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DERIVED CATEGORIES AND GROTHENDIECK
DUALITY
AMNON NEEMAN
Abstract. We study dualizing complexes. The unusual feature is
that we do not assume them to have bounded injective resolutions;
we prove that the theory works just fine with no boundedness hy-
pothesis. In the process we prove a number of new results about
Grothendieck duality; one of the more striking is that, under relatively
mild hypotheses on f : X −→ Y , the functor f ! : D(Qcoh/Y ) −→
D(Qcoh/X) takes pseudocoherent complexes to pseudocoherent com-
plexes. The biggest innovation in our approach is that we systemat-
ically employ products in the category D(Qcoh/X); the older treat-
ments never ventured beyond coproducts.
In an appendix we include a proof that, if T is a stable homotopy
category in the sense of [19] in which the compact objects coincide
with the strongly dualizable objects, then the compact objects can
also be characterized as those objects such that tensoring with them
respects products.
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0. Introduction
The bulk of this survey will give a modern account of dualizing complexes.
Let X be a noetherian, separated scheme. Let Db(Coh/X) be the bounded
derived category of coherent sheaves on X. We define a dualizing complex
to be an object I ∈ Db(Coh/X) so that the natural functor
RHom(−, I) : Db(Coh/X)op −−−−→ Db(Coh/X)
is an equivalence of categories. Note that we make no assumption that I
have a bounded injective resolution; this is supposed to be a contemporary
treatment of the subject, and by now we should know how to handle un-
bounded complexes. The thrust is that the theory works just fine. Let me
now sketch the main new results which can be found in the article.
Facts 0.1. We prove, with no simplifying hypotheses on I:
(i) A dualizing complex I, if it exists, is unique up to the obvious modi-
fications. That is, if I and I′ are two dualizing complexes, then there
exists a complex L ∈ Db(Coh/X) with I′ ∼= L L⊗ I. Furthermore, on
any connected component of X the complex L is just a suspension of
a line bundle. See Lemma 3.9 for the proof.
(ii) An object I ∈ Db(Coh/X) is a dualizing complex if and only if it
satisfies the two conditions
(a) The natural map OX −→ RHom(I, I) is an isomorphism.
(b) For every object E∈Db(Coh/X) we have
RHom(E, I)∈Db(Coh/X) .
For a proof see Proposition 3.6.
The traditional reason why people cared about dualizing complexes was
the way they behave in the relative situation, where two schemes are in-
volved; we will discuss this a little more fully in §6. For now we confine
ourselves to stating our relevant new results. Suppose therefore that we
are given a morphism f : X −→ Y , where X and Y are noetherian, sepa-
rated schemes. Let D(Qcoh/X) and D(Qcoh/Y ) be the unbounded derived
categories of quasicoherent sheaves on X and Y respectively. There is a
pushforward functor Rf∗ : D(Qcoh/X) −→ D(Qcoh/Y ), and it has a left
adjoint Lf∗ and a right adjoint f !. The next results are
Facts 0.2. Let I be a dualizing complex in Db(Coh/Y ) ⊂ D(Qcoh/Y ).
Then the following is true:
(i) If f is an open immersion, then Lf∗I is a dualizing complex in
Db(Coh/X) ⊂ D(Qcoh/X). The proof is in Theorem 3.12.
(ii) Suppose f : X −→ Y satisfies the following two hypotheses:
(a) Rf∗ takes Db(Coh/X) to Db(Coh/Y ).
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(b) f ! takes Db(Coh/Y ) to D+Coh(Qcoh/X).
Then f !I is a dualizing complex on X. The proof may be found in
Theorem 3.14.
Fact 0.2(ii) is a little unsatisfactory, particularly because of the hypoth-
esis (b) which involves the mysterious functor f !. The next fact helps.
Facts 0.3. Hypotheses (a) and (b) of Fact 0.2(ii) hold in either of the
following two situations:
(i) The morphism f : X −→ Y is finite. Hypothesis (a) holds obvi-
ously, and the proof that hypothesis (b) is satisfied may be found
in Lemma 3.18.
(ii) The functor Rf∗ : D(Qcoh/X) −→ D(Qcoh/Y ) takes perfect com-
plexes to perfect complexes, and X satisfies the technical condition
(*) of Conjecture 4.16. Hypothesis (a) holds by [46, Corollary 4.3.2],
and for hypothesis (b) see Corollary 0.7.
As always if X
f−→ Y g−→ Z are two morphism, and if both f ! and g! take
dualizing complexes to dualizing complexes, then so does the composite.
We can freely combine (i) and (ii) to produce morphisms h for which h!
respects dualizing complexes.
Remark 0.4. I do not, at the present time, fully understand the technical
condition (*) in Fact 0.3(ii). Conjecture 4.16 articulates the hope that (*)
holds for all X. We rephrase this slightly: assuming that the technical
Conjecture 4.16 holds for every X, then f ! takes dualizing complexes to
dualizing complexes as long as Rf∗ : D(Qcoh/X) −→ D(Qcoh/Y ) takes
perfect complexes to perfect complexes.
Given that at present we do not have Conjecture 4.16 in this generality,
in addition to the preservation of perfect complexes we currently need to
assume that Conjecture 4.16 holds for X. In the remainder of the intro-
duction I will discuss the status of Conjecture 4.16; there are many Xs for
which it is known.
Until now all our schemes were assumed noetherian. Dualizing complexes
are traditionally about producing equivalences Db(Coh/X)op∼=Db(Coh/X),
and the category Db(Coh/X) does not obviously make sense unlessX is noe-
therian, or at least coherent. But it turns out that Conjecture 4.16, as well
as the technical condition (*) in Fact 0.3(ii), make sense much more gener-
ally. For the next result we only assume that our schemes are quasicompact
and separated. In the article we will prove the following assertion
Facts 0.5. Let f : X −→ Y be a morphism of quasicompact, separated
schemes. Assume that Conjecture 4.16 holds for X, and that Rf∗ takes
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perfect complexes to perfect complexes. Then the complex f !OY is pseu-
docoherent; this means that, for any open affine subset U ⊂ X, the restric-
tion of f !OY to U = Spec(R) is quasi-isomorphic to the sheafification of a
bounded above chain complex of finitely generated, projective R–modules.
The proof is in Lemma 4.21; see also Remark 4.8.
Remark 0.6. By [51, Theorem 5.4] we know that f !S ∼= f !OY L⊗Lf∗S. If
S is pseudocoherent then so is Lf∗S (obviously), and the formula, coupled
with the pseudocoherence of f !OY of Fact 0.5, informs us that f
!S is also
pseudocoherent.
Assume now that X and Y are noetherian and S belongs to Db(Coh/Y ).
Then f !S is pseudocoherent, which for noetherian schemes simply means it
belongs to D−(Coh/X). The fact that its cohomology is bounded below is
easy (see Remark 3.13) and we conclude the following:
Corollary 0.7. Assume f : X −→ Y is a morphism of noetherian, sepa-
rated schemes. Suppose further that Rf∗ takes perfect complexes to perfect
complexes, and that Conjecture 4.16 holds for X. Then f ! takes Db(Coh/Y )
to Db(Coh/X).
In Remark 0.6 we sketched the argument leading from the more general
Fact 0.5 to Corollary 0.7, valid in the case of noetherian schemes. The reader
should note that Fact 0.3(ii) is immediate from Corollary 0.7. Corollary 0.7
proves more than we need; in Fact 0.3(ii) we only asserted that f ! takes
Db(Coh/Y ) to D+Coh(Qcoh/X).
Facts 0.8. It remains to review what we know about Conjecture 4.16. The
current state of knowledge is that X satisfies the conjecture if
(i) X is noetherian, finite dimensional, and smooth over a finite dimen-
sional, noetherian regular ring R. See Theorem 5.13 for the proof.
(ii) X is a locally closed subscheme of Y , and Conjecture 4.16 is true for
Y .
(iii) There is an affine morphism X −→ Y , and Conjecture 4.16 is true for
Y . Facts (ii) and (iii) both follow from Remark 5.12.
We leave it to the imagination of the reader to combine these to produce
many Xs for which the conjecture is true.
This finishes the main new results we will present; it remains to give a
brief sketch of the structure of the article. We begin with a fairly extensive
historical review of Grothendieck duality. Then we cover the basic prop-
erties of RHom(−,−); nothing here is especially new, but our approach is
to define RHom(E,−) as the right adjoint of the functor − L⊗E, by ap-
pealing to Brown representability. It is therefore a little interesting to see
that the theory can be developed quickly and painlessly; this approach is
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relatively new, it first appeared in Murfet’s thesis [48, Appendix C]. Then
the rest of the article is devoted to proving the claims we have made in the
Introduction. The one comment that might be helpful is that our approach
hinges on systematically using products in the categories D(Qcoh/X). These
categories are compactly generated, and therefore have products; see [52,
Proposition 8.4.6]. Any right adjoint will preserve these products, and the
functors RHom(E,−), Rf∗ and f ! are all right adjoints. The idea is to
exploit this.
If X is arbitrary then products in the category D(Qcoh/X) are disgust-
ing; we only really understand them when X is affine. As we will see, this
is often enough. One can frequently reduce oneself to the affine case.
Acknowledgements. The author would like to thank Avramov, Iyengar,
Joyal, Krause, Lipman, Murfet, Street and Van den Bergh for their valuable
suggestions towards improving an earlier draft. Lipman sent me a long list of
helpful comments, and Avramov and Iyengar even went as far as providing
a simplified, streamlined proof for Lemma 2.10; the current manuscript
contains their proof.
1. Historical overview
Triangulated categories came into being in the early 1960s; they arose
independently, and more or less simultaneously, in the work of Puppe [55]
and of Verdier [67]1. Puppe’s interest in the subject came from homotopy
theory; we will say more, much later in this historical account, about the role
homotopy theory played in the early development of the subject. Our survey
of the early history will follow in the footsteps of Verdier; we will explain the
problem that inspired him, and the progress that followed. Verdier came to
the subject with a specific goal in mind: he wanted to develop the necessary
homological machinery to state and prove Grothendieck duality.
Let us permit ourselves a digression, jumping ahead many years in time:
since the early days much has happened, and derived categories, or more
generally triangulated categories, have successfully invaded branches of
mathematics as remote as mathematical physics [9, 18, 30, 31] and even
C∗–algebras [47]; the other articles in this volume are testament to the as-
tounding success of the field. My aims are more modest; in this survey we
will keep our focus on Grothendieck duality. What we will illustrate is the
way in which the gradual advances in our understanding of the foundations
of derived categories, over many years, have translated into improvements
in the results on Grothendieck duality.
1The reader should note that Verdier’s thesis was only published posthumously, many
years after it was written; the publication date of [67] is misleading.
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Let us return to the dawn of the field; in the beginning there was the Serre
duality theorem [60]. In its original form the theorem states the following.
Theorem 1.1. Serre [60]. Let X be a connected, n–dimensional compact
complex manifold, and let V be a holomorphic vector bundle on X. Then the
dual of the vector space Hi(X,V) is isomorphic to Hn−i
(
X , Hom(V,Ωn)
)
.
Remark 1.2. Perhaps we should explain the notation. The line bundle Ωn
is the bundle of holomorphic n–forms on X, and Hom(V,Ωn) is the vector
bundle of whose sections, on an open set U ⊂ X, are the holomorphic maps
of vector bundles V|U −→ Ωn|U . There is an obvious pairing
Hi(X,V) ⊗ Hn−i(X , Hom(V,Ωn)) ϕ−−−−→ Hn(Ωn) ,
and Serre’s theorem asserts two things:
(i) The vector space Hn(Ωn) is one dimensional.
(ii) The pairing ϕ is perfect; it gives a natural identification of
Hn−i
(
X , Hom(V,Ωn)
)
with the dual of Hi(X,V).
The question that interested people at the time was whether there is a rela-
tive version. Suppose we are given a holomorphic map of complex manifolds
f : X −→ Y . Is there a reasonable general theorem which, in the special case
where Y = {∗} is the one-point space, comes down to Theorem 1.1? The
answer turns out to be Yes, at least in the algebro-geometric framework. In
keeping with tradition I will now switch from the complex analytic setting
to the world of algebraic geometry; I do this because complex analysis has
technical difficulties which I do not want to address.
Let X be a smooth, n–dimensional projective variety over a field k, and
let V be an algebraic vector bundle on X. Serre duality, in its algebraic
variety context, gives a natural isomorphism
Hom
(
Hi(X,V) , k) −−−−→ Hn−i(X , Hom(V,Ωn)) .
To make life a little more exciting let us choose W , a finite dimensional
vector space over the field k. Clearly we also have a natural isomorphism
Hom
(
Hi(X,V) , W ) // Hn−i
(
X , Hom(V , W ⊗k Ωn)
)
Extn−i(V , W ⊗k Ωn) .
Now the vector space W can be thought of as a vector bundle over the
one-point space Y = {∗}, and, if you squint hard enough, the isomorphism
above begins to look like an adjunction. We have a functor Rf∗, which
takes a vector bundle V on X to a string of vector bundles on Y , namely
the Hi(X,V). And we have the functor f ! taking the vector bundle W on Y
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to W ⊗k Ωn. If we are willing to treat the Ext’s as Hom’s and to disregard
the confusing indices i and (n− i), it looks like we have an isomorphism
Hom(Rf∗V,W ) −−−−→ Hom(V, f !W ) .
The problem was to make this intuition precise. Before all else, it would
be necessary to say exactly what Vs are allowed as inputs for the functor
Rf∗, and what W s as inputs for the functor f !. We need to come up with
two categories. One, which we will provisionally label D(X), should consist
of some sort of sheaves over X. The other, for which our tentative name
will be D(Y ), will be made up of something like sheaves over Y . And we
want functors Rf∗ : D(X) −→ D(Y ) and f ! : D(Y ) −→ D(X), with f ! right
adjoint to Rf∗. And finally we want all of this to generalize Serre duality.
The objects of the category D(X) should include the vector bundles on X,
and Rf∗V should be something which encapsulates the information in the
string of vector spaces
{
Hi(X,V), 0 ≤ i ≤ n}.
In his 1958 talk at the Edinburgh ICM (see [13]) Grothendieck announced
that he had a solution, but also that the homological algebra language
necessary to state it did not yet exist. Verdier’s thesis project was to develop
the framework. Derived categories were born in that thesis. The idea that
worked, as we now know, was to let D(X) and D(Y ) be derived categories;
the objects are chain complexes of sheaves on X and Y respectively, and the
morphisms are the chain maps, with the homology isomorphisms formally
inverted.
Remark 1.3. Let us remind the reader. If f : X −→ Y is a morphism
of schemes, then there is always an induced map f∗, taking sheaves on X
to sheaves on Y . It extends to complexes of sheaves: given a complex
V of sheaves on X, we can form a complex f∗V of sheaves on Y . The
complex Rf∗V is obtained by first replacing V by an injective resolution,
and then applying f∗. It is, on the face of it, quite strange that this functor
should have a right adjoint. The reason this is a little bizarre is that the
functor f∗ is left exact, but decidedly not right exact. We would expect
right adjoints to exist only for right exact functors, and therefore f∗ most
certainly cannot have a right adjoint. Only at the level of the derived
categories, after replacing f∗ by Rf∗, do we have a hope of finding an f !.
The passage, from the abelian category of chain complexes to its derived
category, is very brutal; it destroys exactness. We will return to this point
in Remarks 1.6 and 1.7. For now we note only that the brutality is vital,
without it Grothendieck duality wouldn’t stand a chance.
Remark 1.4. Right from the start people disliked derived categories. De-
rived categories were quite unlike the more familiar objects of homological
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algebra, their behaviour was poorly understood, and people felt uncomfort-
able using them. The consensus was that there had to be a better, more
natural substitute for them. People felt that derived categories couldn’t
possibly be the real answer, they couldn’t be the right framework for all
these theorems. To this day the attitude persists; there are many people
who are still trying, today, to find a more natural foundation for this branch
of homological algebra. A huge amount of exciting work has come out in
the last few years. The potential replacements for derived categories in-
clude DG–categories, A∞–categories, stable model categories, Segal spaces,
quasicategories and triangulated derivators.
Because people never liked the formalism, derived categories were slow
to catch on. Now, almost fifty years later, we can point to the impressive
theorems that have been proved using them, and to the extent to which
they have come to permeate far-flung branches of mathematics. As I have
already said, the other chapters in this book contain a compelling case for
their success. At this point we can safely say that, for a theory that everyone
badmouthed from the very outset, derived categories have come a long way.
In Remark 1.4 we mentioned that people have always had a distaste for
derived categories. It might help if we explain one of the features that no
one likes. We begin with
Lemma 1.5. Let T be a triangulated category. Then any epimorphism
f : X −→ Y in T is split.
Proof. Complete f to a distinguished triangle
X
f−−−−→ Y g−−−−→ Z h−−−−→ ΣX .
We know that the composite gf : X −→ Z vanishes, and that f is an epi-
morphism. Hence g must vanish. From [52, Corollary 1.2.7] it follows that
the triangle is isomorphic to
Y ⊕ Σ−1Z (1,0)−−−−→ Y 0−−−−→ Z −−−−→ ΣY ⊕ Z ,
and hence f : X −→ Y must be a split epimorphism. 
Remark 1.6. Suppose we have a morphism f : X −→ Y , and suppose it
has a cokernel g : Y −→ Q. We observe first that the map g must be an
epimorphism. Lemma 1.5 guarantees that it is a split epimorphism: Y is
isomorphic to I⊕Q, where I is the (split) kernel of g. The map f : X −→ Y
therefore identifies as a composite
X
α−−−−→ I −−−−→ I ⊕Q .
The fact that the projection I⊕Q −→ Q is the cokernel of f guarantees that
α : X −→ I must be an epimorphism. Using Lemma 1.5 again, we conclude
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that α must split. We have shown that, if a morphism f : X −→ Y has a
cokernel, then it must factor as
X
α−−−−→ I β−−−−→ Y ,
with α a split epimorphism and β a split monomorphism. In homological
algebra people had spent half a century taking kernels and cokernels of maps,
and suddenly they were faced with the world of triangulated categories,
where such constructions are worthless. No wonder they were unhappy.
Remark 1.7. Let us look at a slightly fancier version of this, where we
consider other possible colimits in triangulated categories. It is easy to see,
by example, that there is nothing to prevent the existence of coproducts;
there are many examples of triangulated categories with coproducts, for
instance the unbounded derived category of modules over a ring R. We say
that such categories satisfy [TR5].
Now let T be a [TR5] triangulated category. If F : S −→ T is a functor
from a small category S to T, we can wonder whether it has a colimit.
Suppose such a colimit exists. Now observe that the natural map∐
s∈S
F (s) −−−−→ colim−→ F
must be an epimorphism. Lemma 1.5 guarantees that this epimorphism
has to split. We conclude that, aside from coproducts, there can be no
interesting colimits in T. The special case of cokernels is only a baby example
of a much more serious problem.
In Remark 1.4 we mentioned that derived categories were not exactly a
welcome introduction to homological algebra, while in Lemma 1.5 and Re-
marks 1.6 and 1.7 we explained one of the features that people have found
undesirable. The Almighty Lord, in His infinite grace and wisdom, has not
seen fit to bestow upon me the gift of clairvoyant, prophetic powers; it is not
for me to predict if someone really will succeed in finding a superior replace-
ment, whether it will be one of the contenders currently being promoted,
and if so which one. Only time will tell.
Back to Grothendieck duality. We have recounted how derived categories
were born, to establish a context in which Grothendieck’s duality theorem
could be stated and proved. The proof appeared in Hartshorne [15]; the
book dates back to 1966. Why am I wasting the reader’s time with a 40-year-
old theorem? Surely everything about it must be completely understood by
now. The volume in front of you is meant to deal with current and future
mathematics, not with ancient history.
Well, Hartshorne’s book may have appeared in 1966, but back then de-
rived categories were barely out of diapers, their coordination was less than
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perfect, and they were still throwing temper tantrums whenever anyone tried
to take them into new territory. They were very new, poorly understood,
and the technical apparatus created for dealing with them was crude and
clumsy. We have come a long way since then, and probably have an equally
long road ahead of us. There is little doubt that, forty years from now,
people looking back at the work we do today will find it laughably awkward
and roundabout. We cannot escape the fact that derived categories are
work-in-progress, and many tools are presumably yet to be conceived. This
being the case we are still learning new facts about Grothendieck duality.
The main object of this article is to give an updated account of dualizing
complexes.
This is true, most of the article will be modern, but it would be wrong
not to mention the valuable contributions that people have made over the
decades. In the early years there was a great deal of interest in the sub-
ject; the theorem was new and hot and mathematicians, like the rest of
humanity, throng around the newest hot topic on the block. Work from
that period includes (of course) Hartshorne [15], but also Deligne [7, 8],
Grothendieck [14], Illusie [23, 24, 25, 26], Ramis, Ruget and Verdier [56]
and Verdier [64, 65, 66].
After the early explosion of interest the subject had a long hiatus. There
was a period of almost two decades when only a small group of com-
mitted specialists kept the flame burning: results form this period in-
clude El Zein [11], Grivel [12], Hopkins [16], Hopkins-Lipman [17], Hu¨bl-
Sastry [22], Hu¨bl-Kunz [20, 21], Kunz [36, 37], Kunz-Waldi [39], Kiehl [34],
Lipman [42, 43], Van den Bergh [63] and Yekutieli [68, 69]. But it was only in
the late 1980’s that the foundations of derived categories began undergoing
a major change, with a concommitant improvement in our understanding
of Grothendieck duality.
In the early days, people working on derived categories preferred to con-
sider their bounded incarnations. It was customary to work with D+(A),
D−(A) or Db(A); we remind the reader that these are, respectively, the
bounded below, bounded above or bounded derived categories. Depending
on the problem at hand people were quite willing to switch around among
the three bounded versions, but the one derived category that was only
rarely touched was the unbounded derived category D(A). There was good
reason for this: except in very special cases it was not understood how to
form projective or injective resolutions of unbounded complexes, and hence
there was no clear machinery for producing derived functors. Perhaps the
first article to alter matters was Spaltenstein [61]. This 1988 paper is very
methodical; it carefully outines how to go about this, explaining in some
detail the various resolutions one can form, and discussing the situations
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to which they are best suited. The terminology we use today is still the
one Spaltenstein introduced, for example when we speak about K–injective
resolutions.
The second shift came a little later, with [4, 50, 51]. It began as a pure
accident; I happened to be visiting Bielefeld, as a fellow of the Humboldt
Stiftung, in the academic year 1989–90. My office was just down the corridor
from that of Marcel Bo¨kstedt, who is a wonderful mathematician, a clear
thinker and an excellent expositor, a man with the gift of explaining the
key idea in what would otherwise be a foggy, abstruse formalism. I enjoyed
talking to him and learned a great deal from the interaction, and in par-
ticular I learned from Bo¨kstedt what little homotopy theory I know. As he
was explaining this to me I was struck by the parallel with the mathematics
I knew, the mathematics of algebraic geometry. Our joint article [4] arose
out of these conversations; it amounts to my translation, to the familiar
context of algebraic geometry, of the homotopy theory that Bo¨kstedt was
teaching me.
Maybe we should elaborate a little. In Remarks 1.6 and 1.7 we noted
that there are few interesting colimits in derived categories. The homotopy
theorists have never let this bother them; they freely lift problems from
triangulated categories to model categories. In the model categories colimit
constructions work just fine, and occasionally one can show that the out-
put of these constructions is independent of the lifting; one has produced
something well-defined in the triangulated category. It is often not difficult
to reformulate the constructions in a way that dispenses with the lifting to
models. Anyway, all we really want to stress is that the homotopy theo-
rists walked fearlessly through terrain which the derived categorists carefully
skirted. I learned from Bo¨kstedt that there were paths in this unfamiliar ter-
ritory, and the reader may find this in [4]. When we worked on [4], Bo¨kstedt
and I were unaware of Spaltenstein’s earlier [61], and we thought we were
being very clever when we applied the techniques of homotopy theory to
show how one can easily handle unbounded complexes. Unfortunately for
us Spaltenstein had achieved the same, a few years earlier, and without
using any ideas from homotopy theory.
In the next few years I came to better appreciate the power of the meth-
ods, and found a couple of new applications [50, 51]2, results which did
not tread in the footsteps of Spaltenstein. The techniques then caught on
2Once again the publication dates are misleading; the later paper [50] was published
before [4], which took longer to be accepted. With [50] I happened to be lucky; Thomason
was the referee, liked the result and accepted it immediately. Also, [50] and [51] were
written at about the same time, but published four year apart; [51] took forever to be
accepted.
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with other authors, and not only in the context of Grothendieck duality; for
example one of the early converts was Bernhard Keller, whose article [32]
proved very influential. Somewhat later, Hovey, Palmieri and Strickland’s
monograph [19] helped by making the foundations more accessible to the
non-homotopy-theorists. This survey confines itself to Grothendieck dual-
ity; in that field, the papers which most successfully employed homotopy-
theoretic methods were Alonso, Jeremı´as and Lipman [1, 2] Alonso, Jeremı´as
and Souto [3], Jørgensen [28] and Lipman [41]. It should be mentioned that
our understanding of what might be possible, using homotopy theoretic
methods and other techniques, is not yet complete; there is ongoing work,
for example [6, 38, 44, 45, 46, 49, 58, 59, 70, 71].
This ends our glimpse of history, more precisely the brief overview of the
early history of Grothendieck duality. Next we begin talking mathematics;
first we will review for the reader the basics of dualizing complexes.
2. Background on RHom complexes
Let us quickly review some basic facts about the internal Hom in the de-
rived category D(Qcoh/X). The results are not far from standard, but per-
haps the perspective is slightly unusual: we construct RHom using Brown
representability, and then obtain all the properties we need by reducing to
the affine case. Throughout this section X will be a quasicompact, sepa-
rated scheme, and much of the time we will also assume it noetherian. The
category D(Qcoh/X) will be the unbounded derived category of quasico-
herent sheaves on X.
Remark 2.1. Instead of D(Qcoh/X) we could look at DQcoh(X), the de-
rived category whose objects are complexes of sheaves of OX–modules with
quasicoherent cohomology. When X is separated and quasicompact, the
obvious functor D(Qcoh/X) −→ DQcoh(X) is an equivalence of categories,
but for more general X the categories can be different. For schemes that are
only quasiseparated it turns out that the category DQcoh(X) is the one with
better properties. If we are willing to replace D(Qcoh/X) by DQcoh(X) in
what follows then many of the results, quite possibly all, undoubtedly gen-
eralize to schemes which are only quasiseparated. But I have not carefully
checked the details.
When X is noetherian we will also consider the category Db(Coh/X);
this is our notation for the derived category of bounded complexes of co-
herent sheaves. Note that coherent sheaves make sense on a noetherian
scheme. The natural functor Db(Coh/X) −→ D(Qcoh/X) is known to
be fully faithful. The essential image is the category which is sometimes
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denoted DbCoh(Qcoh/X); the objects are (unbounded) complexes of quasi-
coherent sheaves, whose cohomology is bounded and coherent. Since the
categories Db(Coh/X) and DbCoh(Qcoh/X) are equivalent we will freely
confuse them, and use the shorter symbol Db(Coh/X) to stand for both.
Given two objects E and F in D(Qcoh/X), we may form the derived
tensor product E L⊗F. It is easy to show that the derived tensor is a trian-
gulated functor in each of the variables E and F, and respects coproducts in
either variable. If we fix F and consider the functor E 7→ E L⊗F, we have a
triangulated functor respecting coproducts, which we write
− L⊗F : D(Qcoh/X) −−−−→ D(Qcoh/X) .
We know that the category D(Qcoh/X) is compactly generated; see [51,
Proposition 2.5]. From [51, Theorem 4.1] it follows that the coproduct-
preserving triangulated functor − L⊗F must have a right adjoint; there is
a functor RHom(F,−) : D(Qcoh/X) −→ D(Qcoh/X), with
Hom
(
E L⊗F , G) ∼= Hom(E , RHom(F,G)) .
The category D(Qcoh/X) becomes a symmetric, monoidal category, and
both the tensor product and the internal Hom are triangulated functors in
each of the two variables3.
Reminder 2.2. Next we remind the reader of a technical observation which
may be found in [48, Lemma 6.8]. For this observation we need a little
more notation. The scheme X is still assumed quasicompact and separated,
but now we wish to also consider a quasicompact open subset U ⊂ X.
We will let j : U −→ X stand for the inclusion. Because we now have
two schemes, we distinguish RHomU (F,G) from RHomX(F,G); if F,G are
objects of D(Qcoh/U) then the first is the RHom which makes sense, while
if F,G belong to D(Qcoh/X), then the second is well-defined.
The remark we want is that, if F ∈ D(Qcoh/X) and G ∈ D(Qcoh/U),
then there is a natural isomorphism
RHomX(F,Rj∗G) ∼= Rj∗RHomU (j∗F,G) .
3It is slightly subtle to show that the internal Hom is triangulated in the first variable.
For details see Murfet’s thesis [48, Theorem C.1]. There are also older proofs in the
literature, for example [41, §1.5.3]. Unlike the older arguments, the proof in [48] is in the
spirit of this section; it appeals to the definition of the internal Hom as right adjoint to
the tensor product, and develops the property of the tensor product that would suffice
to formally deduce that the right adjoint must be triangulated in the first variable.
14 AMNON NEEMAN
The proof is easy; the result follows from the isomorphisms
HomX
(
E , RHomX(F,Rj∗G)
) ∼= HomX(E L⊗F , Rj∗G)
∼= HomU
(
j∗E , RHomU (j
∗F,G)
)
∼= HomX
(
E , Rj∗RHomU (j
∗F,G)
)
.
Remark 2.3. With the notation as in Reminder 2.2 we observe that, for
any pair of objects F,G ∈ D(Qcoh/X), there is always a map γ(F,G) :
j∗RHomX(F,G) −→ RHomU (j∗F, j∗G). To construct it, consider the se-
quence of maps
HomX
(
E , RHomX(F,G)
)
HomX
(
E L⊗F , G)
ssfffff
fffff
fffff
fffff
ff
HomU
(
j∗E L⊗ j∗F , j∗G) HomU(j∗E , RHomU (j∗F, j∗G))
HomX
(
E , j∗RHomU (j
∗F, j∗G)
)
They are all natural in E and we deduce, in the category D(Qcoh/X), a
morphism RHomX(F,G)−→ j∗RHomU (j∗F, j∗G). Adjunction gives us, in
the category D(Qcoh/U), the required map γ(F,G) : j∗RHomX(F,G) −→
RHomU (j
∗F, j∗G).
The morphism γ(F,G) need not be an isomorphism. In general, all we
know for certain is that it is natural in F and G. There is, however, a useful
special case in which we can show γ(F,G) to be an isomorphism.
Lemma 2.4. Assume that U ⊂ X is a quasicompact open subset of a
quasicompact, separated scheme X. Suppose G ∈ D(Qcoh/X) is any object,
and let F ∈ D(Qcoh/X) satisfy one of the two possible conditions:
(i) X is a noetherian scheme, and F belongs to Db(Coh/X)⊂D(Qcoh/X).
(ii) X is general, but we assume F is a compact object in D(Qcoh/X).
We remind the reader: the compact objects are the perfect complexes.
If either (i) or (ii) holds, then the morphism
γ(F,G) : j∗RHomX(F,G) −→ RHomU (j∗F, j∗G)
of Remark 2.3 is an isomorphism.
Proof. Assume first that both U and X are affine. In that case we have rings
R and S so that X = Spec(R) and U = Spec(S), and we know that the open
immersion j : U −→ X is flat, meaning that S must be a flat R–algebra.
The derived category D(Qcoh/X) identifies with D(R–Mod), the derived
category D(Qcoh/U) is D(S–Mod), and the functor j∗ is nothing more than
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tensoring a chain complex of R–modules with S. The lemma is now an easy
consequence of the observation that, if M and N are R–modules with M
finitely presented, then the S–module homomorphism
S ⊗R HomR(M,N) −−−−→ HomR(S ⊗RM , S ⊗R N)
is an isomorphism.
Next we will see how to deduce the case where only U is assumed affine.
We note that, if we fix F and let G vary, the maps γ(F,G) assemble to a
natural transformation between triangulated functors. To show that the
maps γ(F,G) are isomorphisms, for fixed F and all G, it therefore suffices
to prove the special case where G belongs to some class of generators for
D(Qcoh/X). The class we will use is the objects {jXV }∗G = R{jXV }∗G,
where jXV : V −→ X is the open immersion of an open affine subset V ⊂ X.
Observe that, since V ⊂ X is assumed affine, the functor {jXV }∗ is exact;
hence {jXV }∗G = R{jXV }∗G. See [48, Corollary 3.14] for the fact that these
generate.
Because we now have several open subsets involved, we will adopt the
convention that jW2W1 : W1 −→ W2 stands for the open immersion between
two subsets W1 ⊂W2 of X.
The lemma now follows from the isomorphisms
{jXU }
∗
RHom
(
F , {jXV }∗G
) ∼= {jXU }∗{jXV }∗RHom({jXV }∗F , G)
∼= {jUU∩V }∗{jVU∩V }
∗
RHom
({jXV }∗F , G)
∼= {jUU∩V }∗RHom
({jVU∩V }∗{jXV }∗F , {jVU∩V }∗G)
∼= {jUU∩V }∗RHom
({jUU∩V }∗{jXU }∗F , {jVU∩V }∗G)
∼= RHom({jXU }∗F , {jUU∩V }∗{jVU∩V }∗G)
∼= RHom({jXU }∗F , {jXU }∗{jXV }∗G) .
The first isomorphism is by Reminder 2.2, the second is by base change,
the third is by the affine case which we already know, the fourth is trivial,
the fifth is again by Reminder 2.2, and finally the sixth is yet another base
change.
Finally we need to see how to deduce the general case, where neither U
norX need be affine. We wish to show that the map γ(F,G) :j∗RHomX(F,G)
−→ RHomU (j∗F, j∗G) is an isomorphism. The problem is local; it suffices
to show that it restricts to an isomorphism on each affine open set V ⊂ U .
Choose such an affine open set, and let i : V −→ U be the inclusion. It
suffices to show that the map
i∗γ(F,G) : i∗j∗RHomX(F,G) −−−−→ i∗RHomU (j∗F, j∗G)
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is an isomorphism. But we already know that the inclusions i : V −→ U and
ji : V −→ X satisfy the Lemma, since V is affine. Hence both complexes
are naturally isomorphic to RHomV (i
∗j∗F, i∗j∗G). 
Remark 2.5. Suppose X is a quasicompact, separated scheme. Given
two complexes E,F ∈ D(Qcoh/X) we have a counit of adjunction ε :
E L⊗RHom(E,F)−→F. If we have two more complexes E′,F′∈D(Qcoh/X)
they also give a map ε : E′ L⊗RHom(E′,F′) −→ F′. Combining the two we
obtain a single morphism
E L⊗RHom(E,F) L⊗E′ L⊗RHom(E′,F′) ε
L⊗ ε−−−−→ F L⊗F′ ,
and adjunction produces for us a map
RHom(E,F) L⊗RHom(E′,F′) −−−−→ RHom(E L⊗E′ , F L⊗F′) .
The special case where E′ = OX will interest us particularly; in this case we
have a morphism
µ(E,F,F′) : RHom(E,F) L⊗F′ −−−−→ RHom(E , F L⊗F′) .
We prove:
Lemma 2.6. Let X be a quasicompact, separated scheme. If E∈D(Qcoh/X)
is a perfect complex, and F and F′ in D(Qcoh/X) are arbitrary, then the
morphism µ(E,F,F′) of Remark 2.5 is an isomorphism.
Proof. We have a globally defined morphism in D(Qcoh/X) and wish to
prove it an isomorphism; it suffices to show that, for any open affine subset
U ⊂ X, the morphism µ(E,F,F′) restricts to an isomorphism on U . Let
j : U −→ X be the inclusion. Lemma 2.4 permits us to identify
j∗RHom(E,F) ∼= RHom(j∗E, j∗F) ,
j∗RHom(E,F L⊗F′) ∼= RHom(j∗E , j∗F L⊗ j∗F′)
and we conclude that j∗µ(E,F,F′) = µ(j∗E, j∗F, j∗F′). We are there-
fore reduced to proving the Lemma in the case where X is affine. Put
X = Spec(R); then the category D(Qcoh/X) identifies with D(R–Mod),
and under the identification the perfect complex E becomes a bounded
complex of finitely generated projectives. Because µ(E,F,F′) is a natu-
ral tranformation of triangulated functors in E, we easily reduce to the case
where E is a single, finitely generated free module concentrated in degree 0,
and in this case the result is obvious. 
Reminder 2.7. Consider the special case of Lemma 2.6, where we let
F = OX . From Lemma 2.6 we learn that, for every perfect complex E and
for any object F′ ∈ D(Qcoh/X), the natural map
RHom(E,OX)
L⊗F′ −−−−→ RHom(E,F′)
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is an isomorphism. This brings us to the well-explored realm of strongly
dualizable objects. We remind the reader.
It is traditional to define E∨ = RHom(E,OX). The standard terminology
is that E is strongly dualizable if the natural map E∨ L⊗F′ −→ RHom(E,F′)
is an isomorphism; the previous paragraph taught us that all perfect com-
plexes are strongly dualizable. From the literature on strongly dualizable
objects we learn that
(i) If E is a strongly dualizable object then the natural map E −→ {E∨}∨
is an isomorphism. See [40, Proposition 1.3(i), p. 122].
(ii) If E is strongly dualizable then so is E∨. See [40, Proposition 1.2,
p. 121]4.
(iii) Let T be a compactly generated triangulated category, with a symmet-
ric tensor product compatible with the triangulated structure. Assume
that the unit of the tensor is compact, and that all compact objects
are strongly dualizable. For example T could be D(Qcoh/X). If E ∈ T
is some object, then the following are equivalent:
(a) E is compact.
(b) E is strongly dualizable.
(c) Tensor product with E commutes with arbitrary products in T;
that is, the natural map
E L⊗
∏
λ∈Λ
tλ −−−−→
∏
λ∈Λ
(E L⊗ tλ)
is an isomorphism for every set of objects {tλ, λ ∈ Λ}.
The fact that (c) implies (a) seems new; in Theorem A.1 we will give
a self-contained proof that (a), (b) and (c) are equivalent.
In subsequent sections, especially §4, we will feel free to use (i), (ii) and (iii)
above.
Remark 2.8. The counit of adjunction gives a natural map
ε : E L⊗RHom(E,F) −→ F .
Combining two such, we deduce a composite
E L⊗RHom(E,F) L⊗RHom(F,G) ε⊗1−−−−→ F L⊗RHom(F,G) ε−−−−→ G .
By adjunction this corresponds to a morphism
ν(E,F,G) : E L⊗RHom(F,G) −−−−→ RHom(RHom(E,F) , G) .
4The objects we call “strongly dualizable” are labeled “finite” in [40]. In the second
last paragraph on [40, p. 120] the authors refer to [10] for the older terminolgy, which is
the one in current use. Similar notions appeared even earlier, under different names; see
the “⊗–categories rigides” of [57, §I.5, p. 78], or the “compact closed categories” of [33,
pp. 102–103].
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We will find useful the next little lemma; note that, from now until the end
of the section, all our schemes are assumed noetherian.
Lemma 2.9. Let X be a noetherian, separated scheme. Let the notation
be as above, with the objects F,G ∈ D(Qcoh/X) fixed. Suppose that, for all
E ∈ Db(Coh/X),
(i) The complex RHom(E,F) belongs to Db(Coh/X) ⊂ D(Qcoh/X). The
case E = OX tells us that F ∈ Db(Coh/X).
(ii) The complex RHom
(
RHom(E,F) , G
)
belongs to D−(Qcoh/X).
Then, for all E ∈ Db(Coh/X), the map ν(E,F,G) is an isomorphism.
Proof. We have a globally defined morphism in the derived category, and
we wish to prove it a homology isomorphism. The question is local; it
suffices to show that the restriction of ν(E,F,G) to every open affine subset
U ⊂ X is a homology isomorphism. Choose any open affine U ⊂ X, and let
j : U −→ X be the inclusion. We propose to show that the map
j∗ν(E,F,G) : j∗E L⊗ j∗RHom(F,G) −−−−→ j∗RHom(RHom(E,F) , G) .
is an isomorphism in D(Qcoh/U).
At this point we use hypothesis (i) and Lemma 2.4. Because F ∈
Db(Coh/X), we have that j∗RHom(F,G) = RHom(j∗F, j∗G), because E ∈
Db(Coh/X) we know that j∗RHom(E,F) = RHom(j∗E, j∗F), and because
RHom(E,F) ∈ Db(Coh/X) we conclude that
j∗RHom
(
RHom(E,F) , G
)
= RHom
(
j∗RHom(E,F) , j∗G
)
= RHom
(
RHom(j∗E, j∗F) , j∗G
)
.
We are therefore reduced to showing that the map
ν(j∗E, j∗F, j∗G) : j∗E L⊗RHom(j∗F, j∗G)→ RHom(RHom(j∗E, j∗F), j∗G)
is an isomorphism in D(Qcoh/U); in other words it suffices to prove the
lemma in the special case where X = U is affine.
Assume therefore that X is affine. Then X = Spec(R) for a noetherian
ring R, and D(Qcoh/X) is identified with D(R–Mod). The complex E
becomes a bounded complex of finitely generated R–modules, and, because
ν(E,F,G) is a natural transformation between triangulated functors in E, it
suffices to prove ν(E,F,G) to be an isomorphism in the special case where
E is a single, finitely generated module concentrated in degree 0. Next
observe that, for any V,W ∈ D(R–Mod), we may construct RHom(V,W) by
first replacing W by a K–injective resolution consisting of injective objects
(see, for example, [4, Applications 2.4 and 2.4’]), and then computing the
ordinary Hom–complex. For the problem at hand, let us replace F and G
by K–injective resolutions of injectives. All the complexes RHom(V,W),
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on both sides of the map ν(E,F,G), simplify to Hom(V,W). Note also
that, because R is noetherian, we know that Hom(F,G) is a complex of flat
modules; for any two injective modules I and J we have that Hom(I, J) is
flat, and products of flat modules are flat. However, we do not yet know that
the complex Hom(F,G) is K–flat; in other words there remains a derived
tensor product which we will eventually need to handle. We must show that
the morphism
ν(E,F,G) : E L⊗Hom(F,G) −−−−→ Hom(Hom(E,F) , G)
is an isomorphism in D(R–Mod).
With our choices of complexes, that is where F and G have been replaced
by K–injective resolutions by injectives and where E is a single, finitely
generated module in degree 0, we obtain a chain map of chain complexes
α : E⊗Hom(F,G) −−−−→ Hom(Hom(E,F) , G) .
Do not confuse α with the map ν(E,F,G); we are not yet asserting that
they agree. We will now prove that the morphism α is an isomorphism of
chain complexes. To see this, choose a finite presentation of the module E.
That is, choose an exact sequence
Rm −−−−→ Rn −−−−→ E −−−−→ 0 .
We deduce a diagram of chain maps of chain complexes
Rm ⊗Hom(F,G) //
γ

Rn ⊗Hom(F,G) //
β

Hom
(
Hom(Rm,F),G
)
// Hom
(
Hom(Rn,F),G
)
//
// E⊗Hom(F,G) //
α

0
// Hom
(
Hom(E,F),G
)
// 0
The rows are clearly exact, we know that β and γ are isomorphisms, and
hence so is α. We have computed the complex Hom
(
Hom(E,F) , G
)
, and
the lemma now reduces to showing that the natural map
E L⊗Hom(F,G) −−−−→ E⊗Hom(F,G)
is a homology isomorphism. We must show that the derived tensor product
agrees with the simple-minded tensor product. It certainly suffices to prove
that Hom(F,G) is K–flat.
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Now we use Hypothesis (ii) of the Lemma. We are given that, for any
finite R–module E, the complex
E⊗Hom(F,G) ∼= Hom(Hom(E,F) , G)
belongs to D−(R–Mod); its cohomology is bounded above. Lemma 2.9
therefore follows from the following technical lemma. 
Lemma 2.10. Let R be a commutative, noetherian ring, and let H be a
complex of flat R–modules. Suppose that, for any finite R–module M , we
have
(i) Hi(M ⊗H) = 0 for i  0. More precisely: for every M there exists
an integer N = N(M), which may depend on M , so that i > N(M)
implies Hi(M ⊗H) = 0.
Then the complex H is K–flat.
Remark 2.11. The proof we give for Lemma 2.10 is due to Avramov and
Iyengar; it is a simplified version of my original, clumsy argument. The
remainder of the section is devoted to the proof; the reader may want to
skip ahead to §3. In subsequent sections we will not make use of any of the
ideas in the proof.
Proof. We need to show that H is K–flat. We remind the reader: this
means that X ⊗H must be shown acyclic for every acyclic complex X of
R–modules. We will break up the proof into steps. We begin with
Step 1. It suffices to prove the Lemma under the extra hypotheses that H
is acyclic.
Proof. Suppose H is an object in K(R–Flat) satisfying the hypotheses of
the Lemma; H does not have to be acyclic. Let us apply the hypothesis (i)
of the Lemma in the special case M = R; we have a finite module R, and (i)
tells us that Hi(H) = Hi(R⊗H) vanishes for i 0. Choose a K–projective
resolution of G −→ H. The map G −→ H is a quasi-isomorphism, and the
complex G may be chosen to belong to K−(R–Proj); that is we can take
G to be a bounded above complex of projective R–modules. Complete the
morphism G −→ H to a distinguished triangle in K(R–Flat)
G −−−−→ H −−−−→ H′ −−−−→ ΣG ;
this produces an acyclic complex H′ of flat R–modules. We furthermore
know that G, being a bounded above complex of projectives, is definitely
K–flat, and it therefore suffices to show that H′ is K–flat. The hypothesis
(i) of the Lemma holds for H by assumption, and for G because it is a
bounded above complex. Hence H′ also satisfies the hypotheses of the
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Lemma. Replacing H by H′, we are reduced to proving the Lemma when
the object H is acyclic. 
Strategy: We wish to show that X⊗H is acyclic when X is. It suffices to
show the acyclicity of the localizations (X ⊗H)p = X⊗Hp for every prime
ideal p ⊂ R. That is, it suffices to prove that each Hp is K–flat. We will
prove this by induction on the height of the prime ideal p. To give away
our strategy even more completely, we will consider the two conditions
(ii) For every prime ideal of height ≤ n the complex Hp is K–flat.
(iii) For every prime ideal p ⊂ R of height ≤ n, for every finite R–module
M , and for every integer i, we have that Hi(M ⊗Hp) is p–torsion.
Our induction will be to show that if (ii) is true for n then (iii) is true for
n + 1, and if (iii) is true for n then (ii) is true for n. Note that (iii) is
obviously true for n = 0; this starts the induction.
Step 2. If (ii) is true for n then (iii) is true for n+ 1.
Proof. Let p be a prime ideal of height n+1 and let M be a finite R–module.
We wish to show that the Rp–modules Hi(M ⊗ Hp) are all p–torsion; it
suffices to show that their localizations at prime ideals q vanish, as long as
q is properly contained in p. Now localization is flat, and hence[
Hi(M ⊗Hp)
]
q
∼= Hi(M ⊗Hq) ;
it suffices to show that each complex M ⊗Hq is acyclic. Since q is properly
contained in p it has height ≤ n, and, because (ii) is true for n, we know
that Hq is K–flat. This makes it a K–flat, acyclic complex. The acyclicity
says that, in the derived category D(R–Mod), the complex Hq is isomorphic
to zero. The fact that it is K–flat permits us to compute, in D(R–Mod),
M ⊗Hq ∼= M L⊗Hq ∼= M L⊗ 0 = 0 .
This gives the acyclicity of M ⊗Hq. 
Notation 2.12. It remains to prove that if (iii) is true for n then so is (ii).
We fix a prime ideal p of height n; we want to prove that Hp is K–flat. Let
us simplify the notation a little. Observe first that X ⊗RHp ∼= Xp⊗Rp Hp;
replacing R by Rp we may assume R is a local ring of height n, with maximal
ideal p and residue field k = R/p. Let us further replace H by the chain
complex Hp. What we know so far is:
(iv) For every finite R–module M we have Hi(M ⊗H) = 0 if i  0; this
comes from hypothesis (i) of the Lemma.
(v) The complex H is an acyclic complex of flat R–modules; that comes
from Step 1.
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(vi) For all finite R–modules M and for all integers i we have that Hi(M⊗
H) is p–torsion. This is because we are assuming that (iii) holds for
n.
We want to prove that, under these conditions, H must be K–flat.
Step 3. With the conventions of Notation 2.12, there exists an integer `
so that Hi(M ⊗H) vanishes for all finite R–modules M and for all i > `.
Proof. The proof will appeal to the following observation: H is a complex of
flat modules, and therefore any short exact sequence 0 −→ M ′ −→ M −→
M ′′ −→ 0 of R–modules induces a short exact sequence of chain complexes
0 −−−−→ M ′ ⊗H −−−−→ M ⊗H −−−−→ M ′′ ⊗H −−−−→ 0 ,
hence a long exact sequence in cohomology.
By (iv) we know that Hi(k ⊗ H) vanishes for i  0. Shifting H if
necessary, we may suppose that Hi(k ⊗ H) vanishes for i > 0. If M is
a finite R–module with dim(M) = 0, then M has a finite filtration with
subquotients isomorphic to k. From the exact sequences in cohomology of
the previous paragraph we immediately learn that Hi(M ⊗ H) must also
vanish whenever i > 0.
We will prove, by induction on m = dim(M), that Hi(M ⊗H) vanishes
if i > dim(M). The previous paragraph proved the case m = 0. Since
every module has dimension dim(M) ≤ dim(R) = n, we will conclude that
Hi(M ⊗H) = 0 for any finite module M and all i > n; that is Step 3 will
immediately follow.
Suppose m is an integer ≥ 0, and assume we know the vanishing of
Hi(N ⊗ H) provided dim(N) ≤ m and i > dim(N). Let M be a finite
R–module with dim(M) = m + 1. Let Γp(M) be the p–torsion submodule
of M . We have a short exact sequence of R–modules
0 −−−−→ ΓpM −−−−→ M −−−−→ M/ΓpM −−−−→ 0 .
Since the module ΓpM is zero-dimensional we know the vanishing of
Hi(ΓpM ⊗ H) for all i > 0; this means that the map Hi(M ⊗ H) −→
Hi
(
[M/ΓpM ]⊗H
)
is an isomorphism for i > 0. Replacing M by M/ΓpM
we may assume that M has no p–torsion. We may choose an element x ∈ p
which is not a zero-divisor on M . Consider the exact sequence
0 −−−−→ M x−−−−→ M −−−−→ M/xM −−−−→ 0 ;
the long exact sequence in cohomology tells us the exactness of
Hi
(
[M/xM ]⊗H) −−−−→ Hi+1(M ⊗H) x−−−−→ Hi+1(M ⊗H) .
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The module M/xM has dimension m, and the inductive hypothesis estab-
lishes the vanishing of Hi
(
[M/xM ]⊗H) if i > m. The exact sequence im-
plies that multiplication by x ∈ p is injective on Hi(M⊗H) when i ≥ m+1.
But (vi) informs us that the module Hi(M ⊗ H) is p–torsion, and hence
must vanish. 
Step 4. With the conventions of Notation 2.12, the complex H is K–flat.
Proof. Let the chain complex H be written as
· · · −→ Hi−2 −→ Hi−1 −→ Hi −→ Hi+1 −→ Hi+2 −→ · · ·
For each i ∈ Z let Ii be the image of the homomorphism Hi −→ Hi+1. The
acyclicity of H tells us that the sequence
Hi−2 −−−−→ Hi−1 −−−−→ Hi −−−−→ Ii −−−−→ 0
is exact; it is the beginning of a flat resolution for the module Ii. Now let
M be any finite R–module, and consider the sequence
M ⊗Hi−2 −−−−→ M ⊗Hi−1 −−−−→ M ⊗Hi −−−−→ M ⊗ Ii −−−−→ 0.
In this sequence, the part
M ⊗Hi−1 −−−−→ M ⊗Hi −−−−→ M ⊗ Ii −−−−→ 0
must be exact, simply from the right exactness of the tensor product. If
i > `+ 1, with ` as in Step 3, then the bit
M ⊗Hi−2 −−−−→ M ⊗Hi−1 −−−−→ M ⊗Hi
must also be exact, because Hi−1(M ⊗H) = 0 for i− 1 > `. We conclude
that, as long as i > ` + 1, the torsion group TorR1 (M, I
i) vanishes for all
finite modules M . That is, Ii is flat if i > `+ 1.
Now consider the short exact sequences
0 −−−−→ Ii−1 −−−−→ Hi −−−−→ Ii −−−−→ 0 .
We know that Hi is flat for all i. If Ii is flat, the sequence tells us that so is
Ii−1. We know that, for sufficiently large i, the modules Ii are flat, and by
descending induction we deduce the flatness of Ii for every integer i. The
short exact sequence
0 −−−−→ Ii−1 −−−−→ Hi −−−−→ Ii −−−−→ 0
is therefore a sequence of flat modules, and hence the sequences
0 −−−−→ M ⊗ Ii−1 −−−−→ M ⊗Hi −−−−→ M ⊗ Ii −−−−→ 0
are all exact. Piecing them all together, we conclude that the sequence
· · · −−−−→ M ⊗Hi−1 −−−−→ M ⊗Hi −−−−→ M ⊗Hi+1 −−−−→ · · ·
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is exact. That is the complex M ⊗H is acyclic.
We now know that M ⊗ H is acyclic for any finite module M . It is
standard that X ⊗ H must then be acyclic for any chain complex X of
R–modules; see, for example, [53, Corollary 8.4, (ii)⇐⇒(iii)]. In particular
X ⊗H is acyclic when X is, that is H is K–flat. 
3. Dualizing complexes
Throughout this section we continue to assume, as in the second half
of §2, that X is a noetherian, separated scheme. In §2 we prepared the
ground by setting up some technical apparatus, and now we are ready to
treat dualizing complexes. Let us first remind the reader of the definition.
Definition 3.1. Suppose, as agreed, that X is a noetherian, separated
scheme. A dualizing complex for X is an object I ∈ Db(Coh/X) so that
the functor
E 7→ RHom(E, I)
gives an equivalence
RHom(−, I) : Db(Coh/X)op −−−−→ Db(Coh/X) .
Remark 3.2. Perhaps we should remind the reader: when E and I are
two objects of Db(Coh/X), the complex RHom(E, I) has no obligation to
belong to Db(Coh/X); there is no reason to expect its cohomology to be
bounded above. It might help to recall the special case when X = Spec(R)
is affine, and Db(Coh/X) reduces to D(R–mod). Consider two finite R–
modules M and N ; they are objects of D(R–mod), and RHom(M,N) is a
chain complex whose cohomology is Extn(M,N). It is perfectly possible to
have Extn(M,N) 6= 0 for infinitely many n.
As the above example illustrates it is a restriction on I to demand that, for
every E, the object RHom(E, I) be isomorphic to an object in Db(Coh/X).
It is a severe restriction to further insist that the functor
RHom(−, I) : Db(Coh/X)op −−−−→ Db(Coh/X)
be an equivalence. In this section we will study some of the consequences.
Remark 3.3. The experts will notice that Definition 3.1 is unorthodox.
It is customary to impose on I the technical condition that it have a finite
injective resolution; that is, one traditionally assumes a dualizing complex
I to be quasi-isomorphic to a bounded complex of injectives.
The whole thrust of this manuscript is that by now, more than forty
years after derived categories were introduced, we have learnt enough about
unbounded complexes to be able to handle them without trembling. It
would be wimpy to assume boundedness, and we have decided to be tough.
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But the reader should be warned that, as a result of our decision to take the
macho approach, Definition 3.1 is a little non-standard, as is what will now
follow. What we will do amounts to proving that the usual results can be
obtained without the boundedness hypothesis. And the reason for §2 was
to provide us with the technical lemmas we will need.
Remark 3.4. Next observe that, for any object G ∈ D(Qcoh/X), the
functor RHom(−,G) : D(Qcoh/X)op −→ D(Qcoh/X) is its own left adjoint;
this comes from the isomorphisms
Hom
(
E , RHom(F,G)
) ∼= Hom(E L⊗F , G)
∼= Hom(F , RHom(E,G)) .
Furthermore, the unit and counit of this adjunction are the same morphism;
they are both the natural map
E −−−−→ RHom(RHom(E,G) , G) .
If G is carefully chosen, so that RHom(−,G) takes objects in Db(Coh/X) to
objects in Db(Coh/X), then the adjunction restricts from the large category
to the subcategory; that is
RHom(−,G) : Db(Coh/X)op −−−−→ Db(Coh/X)
is its own left adjoint, and the unit and counit of adjunction are the restric-
tions to Db(Coh/X) of the unit and counit of adjunction on D(Qcoh/X).
Now general category theory kicks in and tells us that, if G is a functor
with a left adjoint F , then G will be an equivalence if and only if both
the unit and the counit of adjunction are isomorphisms. In our particular
case, where the unit and counit happen to agree, this comes down to the
following.
Lemma 3.5. Choose an object I ∈ Db(Coh/X). The object I is a dualizing
complex if and only if, for every object E ∈ Db(Coh/X), we have
(i) RHom(E, I) ∈ Db(Coh/X).
(ii) The map E −→ RHom(RHom(E, I) , I) is an isomorphism.
Proof. (i) is equivalent to RHom(−, I) restricting to a functor from
Db(Coh/X) to itself, while (ii) is equivalent to the unit and counit of the
adjunction of Remark 3.4 being isomorphisms. 
Slightly less trivial is the formulation
Proposition 3.6. Let I be an object of Db(Coh/X). Then I is a dualizing
complex if and only if
(i) For every object E ∈ Db(Coh/X) we have RHom(E, I) ∈ Db(Coh/X).
(ii) The natural map OX −→ RHom(I, I) is an isomorphism.
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Proof. To deduce Proposition 3.6 from Lemma 3.5, we need to show that it
suffices to check that the morphism
E −−−−→ RHom(RHom(E, I) , I)
is an isomorphism in the special case where E = OX . The useful Lemma 2.9
allows us to identify, for any E,
E L⊗RHom(I, I) ∼= RHom(RHom(E, I) , I) .
The morphism we need to show an isomorphism becomes
E −−−−→ E L⊗RHom(I, I) ,
and now it clearly suffices to treat the case E = OX . 
Notation 3.7. If X is a noetherian scheme and I is a dualizing complex on
X, we will sometimes abbreviate the functor RHom(−, I) to just DX,I(−).
If either X or I is understood from the context we will feel free to drop it
from the notation; thus the symbols DX(−), DI(−) and DX,I(−) should
be viewed as synonymous, where the third is the most explicit. What we
constructed above, using the unit of adjunction, is a natural ismorphism
E −→ DX,I
(
DX,I(E)
)
.
Remark 3.8. The next obvious question is what happens if we are given,
on the same scheme X, two dualizing complexes I and J. How do they
compare?
It is clear that, if we are given a dualizing complex I, an integer n and
a line bundle L, then ΣnL L⊗ I is also a dualizing complex; tensoring with
a line bundle and suspending is harmless. It is also harmless to suspend by
different integers on different connected components of X. The remarkable
fact is that this is all the freedom we have. Up to these basic moves, the
dualizing complex is unique. We state this as a lemma and give the proof.
Lemma 3.9. Let I and J be two dualizing complexes on the same scheme
X. Then I = L L⊗ J, where L is locally some suspension of a line bundle.
On each connected component Xi ⊂ X there is an integer ni, a line bundle
Li, and an isomorphism L|Xi ∼= ΣniLi.
Proof. Let us define L = RHom(I, J). Now note that
J = RHom(OX , J)
= RHom
(
RHom(I, I) , J
)
by Proposition 3.6(ii)
= I L⊗RHom(I, J) by Lemma 2.10
= I L⊗L by definition of L .
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It remains to analyse L and prove that, on each connected component of
X, it is isomorphic to the suspension of a line bundle.
Consider the functor DIDJ. This functor takes the complex E to the
complex
DI
(
DJ(E)
)
= RHom
(
RHom(E, J) , I
)
and Lemma 2.10 identifies this with E L⊗RHom(J, I). Interchanging the
roles of I and J, we have that DJ
(
DI(E)
)
is naturally isomorphic to
E L⊗RHom(I, J). Now the functor DIDJDJDI is naturally isomorphic to
the identity; if the units=counits of the adjunctions of Remark 3.4 are writ-
ten ηi : 1 =⇒ DIDI and ηj : 1 =⇒ DJDJ, then the composite
1
ηi−−−−→ DIDI
DI ηj DI−−−−−−→ DIDJDJDI
provides the isomorphism. On the object E ∈ Db(Coh/X) this isomorphism
is the natural map
E −−−−→ E L⊗RHom(I, I) −−−−→ E L⊗RHom(I, J) L⊗RHom(J, I) .
Applying this to E = OX , we see that
RHom(I, J) L⊗RHom(J, I) ∼= OX .
We already defined L = RHom(I, J); now set L′ = RHom(J, I), and we
deduce an isomorphism L L⊗L′ ∼= OX . We furthermore know that L and
L′ are both objects in Db(Coh/X).
Now restrict everything to the stalk at a point x ∈ X. Then the stalk
at x of the sheaf OX is a local ring R with maximal ideal m. Let us write
Lx,L
′
x for the stalks at x of L,L
′. Then Lx,L′x are objects in D
b(R–mod)
satisfying Lx L⊗L′x ∼= R. Let k = k(x) be the residue field of R. We know
that k L⊗Lx is a complex of k–vector spaces; that is it must be a direct
sum of suspensions of k. Now consider the isomorphisms
(k L⊗Lx) L⊗L′x = k L⊗ (Lx L⊗L′x) = k L⊗R = k .
We learn first that k L⊗Lx must be nonzero, and by symmetry k L⊗L′x is
also nonzero. But also k = (k L⊗Lx) L⊗L′x is indecomposable. It follows
that k L⊗Lx cannot be a direct sum of more than one factor, since then
(k L⊗Lx) L⊗L′x would decompose into more than one direct summand, and
each of the summands would be isomorphic to some suspension of the non-
trivial k L⊗L′x. We conclude that k L⊗Lx must be of the form Σnk, for
some integer n.
Now Lx is an object in Db(R–mod), and it therefore has a minimal
projective resolution. We remind the reader: a minimal projective resolution
is a bounded above chain complex of finitely generated, free R–modules, so
that all the differentials vanish modulo m. The object k L⊗Lx can be
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computed by taking the ordinary tensor product of k with the minimal
projective resolution. The fact that k L⊗Lx ∼= Σnk tells us that the minimal
projective resolution must be very sparse; it consists of a single free module,
of rank 1, concentrated in degree n. That is Lx ∼= ΣnR.
So far we have focused on the stalk of a single point x ∈ X. We have
a chain complex L ∈ Db(Coh/X), that is a bounded chain complex of
coherent sheaves on X. We have shown that, at the point x, the stalks of
the cohomology sheaves Hk(L) vanish if k 6= −n, and if k = −n we obtained
an isomorphism of the stalk at x of H−n(L) with the free module R of rank
1. But the sheaves Hk(L) are coherent sheaves on X, all but finitely many
of which vanish. It follows that there exists a Zariski open set U ⊂ X so
that, on U , the coherent sheaves Hk(L) satisfy
Hk(L)|U =
{
0 if k 6= −n
L if k = −n
where L is some line bundle on U . Now the integer n is locally constant, and
must be constant on connected components. On each connected component
Xi there is an integer ni so that Hk(L) = 0 for k 6= −ni, and H−ni(L)
is a line bundle. This makes L|Xi a complex whose cohomology sheaves
vanish except in only one dimension, and hence it must be isomorphic in
Db(Coh/Xi) to ΣniH−ni(L). 
Remark 3.10. Let I be a dualizing complex. It is an object of Db(Coh/X),
and has a bounded-below injective resolution. In the homotopy category
K(Inj/X), whose objects are chain complexes of injective quasicoherent
sheaves on X, there is a bounded-below complex I and a quasi-isomorphism
I −→ I. Furthermore, I is unique up to homotopy. If J is another dualising
complex, Lemma 3.9 informs us that J = L L⊗ I, with L locally isomorphic
to a shift of a line bundle. Obviously, L⊗ I is an injective resolution for J.
While the injective resolutions I ∈ K(Inj/X) of dualizing complexes I
are only determined up to twisting by complexes L, the Hom–complexes
Hom(I, I) are objects of K(Flat/X) well defined up to homotopy; we have
Hom(I, I) ∼= Hom(L⊗ I,L⊗ I) .
Even though the dualizing complex I started its life as an object of the
derived category Db(Coh/X), subject to conditions that appear innocuous
enough, we have learned
(i) The object I is unique up to tensor by an L, with L locally isomorphic
to a shift of a line bundle.
(ii) If we replace I by its injective resolution, then the object Hom(I, I) is
a well-defined complex of flat OX–modules, unique up to homotopy.
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In Proposition 3.6 we learned that the natural map OX −→ Hom(I, I) must
be an isomorphism in Db(Coh/X). It is a homology isomorphism of com-
plexes of flat modules, but not usually a homotopy equivalence.
Remark 3.11. Next we will study what happens to dualizing complexes un-
der a morphism of schemes f : X −→ Y . More precisely, whenever we have a
pair of noetherian, separated schemesX and Y , there is a pair of derived cat-
egories D(Qcoh/X) and D(Qcoh/Y ). A morphism of schemes f : X −→ Y
induces several morphisms between these derived categories. There is the
pushforward functor Rf∗ : D(Qcoh/X) −→ D(Qcoh/Y ), which has a left
adjoint Lf∗ and a right adjoint f !. Assuming that either Db(Coh/X) or
Db(Coh/Y ) has a dualizing complex, one can ponder whether some of the
three functors above might respect it. There are basically two theorems.
Theorem 3.12. Let f : X −→ Y be an open immersion, and assume that
I is a dualizing complex on Y . Then Lf∗I is a dualizing complex on X.
Proof. First of all a point of notation: since f is an open immersion the
functor f∗ is exact, and hence is equal to its derived functor. We will
write f∗ for Lf∗. Also, the fact that I ∈ Db(Coh/Y ) clearly implies that
Lf∗I = f∗I belongs to Db(Coh/X).
By Proposition 3.6 it suffices to prove two things:
(i) For all objects E ∈ Db(Coh/X) we will show that RHom(E, f∗I) be-
longs to Db(Coh/X).
(ii) We will show that the natural map OX −→ RHom(f∗I, f∗I) is an
isomorphism.
Let us begin with (i). Since coherent sheaves and morphisms of coherent
sheaves can be extended from the open set X to all of Y , any object E ∈
Db(Coh/X) is isomorphic to f∗G, where G ∈ Db(Coh/Y ). Therefore
RHom(E, f∗I) = RHom(f∗G, f∗I)
= f∗RHom(G, I) by Lemma 2.4.
Now RHom(G, I) is in Db(Coh/Y ) because I is a dualizing complex on
Y , and f∗ takes Db(Coh/Y ) to Db(Coh/X).
Next we prove (ii). Lemma 2.4 informs us that RHom(f∗I, f∗I) =
f∗RHom(I, I), and the fact that I is a dualizing complex on Y says that
RHom(I, I) = OY . We deduce that RHom(f
∗I, f∗I) = f∗OY = OX . We
leave it to the reader to check that the isomorphism we have produced
OX
∼= RHom(f∗I, f∗I) is the natural map. 
Remark 3.13. The next theorem gives sufficient conditions for f ! to take
a dualizing complex on Y to a dualizing complex on X. Before we state the
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theorem, it might help if we remind the reader of what boundedness prop-
erties are always, unconditionally true, for any morphism f : X −→ Y ; this
might help separate what is formal from the genuinely restrictive hypotheses
of the theorem.
We are assuming that X and Y are noetherian and separated. This
means that the functor Rf∗ can be computed using Cech cohomology with
respect to an affine open cover of X, and this cover may be taken finite. If
E ∈ D(Qcoh/X) is bounded it follows that Rf∗E will also be a bounded
complex. That much is free. But we have no obvious way to control the
size (as in coherence versus quasicoherence) of the finitely many cohomology
sheaves of Rf∗E.
It turns out to be a strong restriction on f to assume that
Rf∗ : D(Qcoh/X) −→ D(Qcoh/Y )
respects the bounded, coherent subcategories. In symbols: it may happen
that Rf∗ will take the subcategory Db(Coh/X) ⊂ D(Qcoh/X) to the sub-
category Db(Coh/Y ) ⊂ D(Qcoh/Y ), but it certainly does not come for
free. The usual sufficient condition is that the map f : X −→ Y be a proper
morphism of finite type. This concludes what we will need to know con-
cerning the functor Rf∗, to make sense of the statement of Theorem 3.14;
the preservation of boundedness is formal, the preservation of coherence is
not.
Next we want to look at the properties of the functor f ! which play
a role in the statement of Theorem 3.14. It helps to begin by returning
briefly to the functor Rf∗, and observing a little more closely the precise
bounds that the Cech complex gives. Suppose that X admits a cover by
n + 1 affine open sets; then the Cech complex computing Rf∗ has length
n. If E is an object in D<m(Qcoh/X), that is E ∈ D(Qcoh/X) is quasi-
isomorphic to a complex vanishing in degrees ≥ m, then Rf∗E must be in
D<m+n(Qcoh/Y ); a Cech complex of length n can only raise the cohomo-
logical degree by at most n. This means that for any F ∈ D≥m+n(Qcoh/Y )
we have Hom(Rf∗E,F) = 0. Adjunction gives us Hom(E, f !F) = 0, and
this is true for all E ∈ D<m(Qcoh/X). Hence f !F ∈ D≥m(Qcoh/X). We
have just shown that the functor f ! must take bounded-below complexes to
bounded-below complexes. In particular the image under f ! of the subcat-
egory Db(Coh/Y ) ⊂ D(Qcoh/Y ) must lie in D+(Qcoh/X) ⊂ D(Qcoh/X).
That ends our free ride. There is no formal reason to expect the functor
f ! to take Db(Coh/Y ) ⊂ D(Qcoh/Y ) into Db(Coh/X), or even into the
larger D+Coh(Qcoh/X). We remind the reader: the objects in the category
D+Coh(Qcoh/X) are the bounded-below chain complexes of quasicoherent
sheaves, whose cohomology is all coherent.
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Next we prove:
Theorem 3.14. Let f : X −→ Y be a morphism of noetherian, separated
schemes so that
(i) The functor Rf∗ : D(Qcoh/X) −→ D(Qcoh/Y ) takes Db(Coh/X) ⊂
D(Qcoh/X) into Db(Coh/Y ) ⊂ D(Qcoh/Y ).
(ii) The functor f ! : D(Qcoh/Y ) −→ D(Qcoh/X) takes Db(Coh/Y ) ⊂
D(Qcoh/Y ) into D+Coh(Qcoh/X) ⊂ D(Qcoh/X).
If I is a dualizing complex on Y then f !I is a dualizing complex on X.
Remark 3.15. The reader might wish to compare Theorem 3.14 with older
results in the literature; see, for example, [15, Remark 2, p. 299], [66, Corol-
lary 3, p. 396], [2, Proposition 2.5.11] and [45, §9.1 and §9.2].
Reminder 3.16. In the proof of Theorem 3.14 we will appeal to the tech-
nical result [46, Theorem 4.2]; let us therefore remind the reader. The
technical result asserts the following: in the category D(Qcoh/X) there is
a compact generator S which detects non-vanishing high cohomology. Pre-
cisely, this means that there is an integer A = A(S), depending only on S,
so that
(iii) If Y is an object of D(Qcoh/X), with Hom(S,ΣkY ) = 0 for all k ≥ n,
then Hk(Y ) = 0 for all k ≥ n+A.
Perhaps we should explain the notation: the Hk means the kth cohomology
sheaf of the chain complex of sheaves. The result informs us that we can
tell whether the sheaf cohomology vanishes, above a certain degree, just by
computing some groups, namely Hom(S,ΣkY ).
Proof. We now prove Theorem 3.14. As in the proof of Theorem 3.12 we
appeal to Proposition 3.6. It suffices to establish two things:
(iv) For all objects G ∈ Db(Coh/X) we will show that RHom(G, f !I)
belongs to Db(Coh/X). The case where G = OX will prove that
f !I ∈ Db(Coh/X).
(v) We will show that the natural map OX −→ RHom(f !I, f !I) is an
isomorphism.
Let us begin with (iv). What we are given is that G belongs to
Db(Coh/X), and hypothesis (ii) of the Theorem says that f !Imust belong to
D+Coh(Qcoh/X). It follows that RHom(G, f
!I) has to be in D+Coh(Qcoh/X).
We remind the reader: the complex G is finite, and hence we can immedi-
ately reduce to the case where G is a single coherent sheaf concentrated in
degree 0. If G is a single sheaf, then there is a spectral sequence converging
to the cohomology sheaves of the complex RHom(G, f !I), whose Eij2 term is
Exti
(
G , Hj(f !I)
)
. The sheaves Eij2 are all coherent, and Hi+jRHom(G, f !I)
is a finite extension of subquotients of them, hence also coherent.
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So much for coherence; to establish (iv) it remains to show that the
cohomology of RHom(G, f !I) is bounded above. For this we use [46, Theo-
rem 4.2]. Choose an object S as in ¿¡DEFANGED.778 Reminder 3.16. We
know that the vanishing, for sufficiently large k, of the two sequences
Hk
(
RHom(G, f !I)
)
, Hom
(
S , ΣkRHom(G, f !I)
)
is equivalent. And the point is that we can compute the groups on the right;
they are
Hom
(
S , RHom(G , Σkf !I)
)
= Hom(S L⊗G , Σkf !I)
= Hom
(
Rf∗(S L⊗G) , ΣkI
)
.
Now S is a perfect complex; locally it is a bounded complex of finitely gen-
erated projectives. The complex G is locally a bounded complex of finite
modules, and the derived tensor product is locally just the tensor product;
locally S L⊗G is a bounded complex of finite modules. Thus S L⊗G be-
longs to Db(Coh/X), and by (i) it follows that Rf∗(S L⊗G) must belong
to Db(Coh/Y ). The complex I is by hypothesis a dualizing complex, and
hence RHom
(
Rf∗(S L⊗G) , I
)
must also belong to Db(Coh/Y ). Its co-
homology may be computed using the Cech complex on Y , and hence is
bounded. Therefore
Hom
(
Rf∗(S L⊗G) , ΣkI
)
= HkRHom
(
Rf∗(S L⊗G) , I
)
must vanish for k sufficiently large.
It remains to prove (v); we must show that the natural map ρ : OX −→
RHom(f !I, f !I) is an isomorphism. We have already proved, in (iv), that
for any G ∈ Db(Coh/X) we have RHom(G, f !I) ∈ Db(Coh/X). If we put
G = OX we conclude that f
!I ∈ Db(Coh/X), and then if we put G = f !I
we deduce that RHom(f !I, f !I) must also be in Db(Coh/X). The mor-
phism ρ : OX −→ RHom(f !I, f !I) is therefore a map in Db(Coh/X), and
the mapping cone lies in Db(Coh/X). Locally the mapping cone has a min-
imal resolution; it will vanish if and only if, for all closed points x ∈ X,
the tensor product with k(x) vanishes. To prove that ρ an isomorphism it
therefore suffices to check that k(x) L⊗ ρ is an isomorphism for every closed
point x ∈ X. That is, we wish to study the natural map
k(x) −−−−→ k(x) L⊗RHom(f !I, f !I)
and prove it an isomorphism.
Lemma 2.10 helps. The point x is assumed closed, guaranteeing that the
skyscraper sheaf k(x), concentrated at the point x ∈ X, is a coherent sheaf.
Lemma 2.10 therefore gives us a natural isomorphism
k(x) L⊗RHom(f !I, f !I) −−−−→ RHom
(
RHom
(
k(x) , f !I
)
, f !I
)
,
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and we are reduced to proving that the natural map
k(x) −−−−→ RHom
(
RHom
(
k(x) , f !I
)
, f !I
)
,
is an isomorphism. In the case of skyscraper sheaves concentrated at a single
point we can safely apply Rf∗, and then check that the induced map on Y
is an isomorphism; after all the only effect is to push the problem forward
to the point f(x) ∈ Y . But now observe
Rf∗RHom
(
RHom
(
k(x) , f !I
)
, f !I
) ∼=
∼= RHom
(
Rf∗RHom
(
k(x) , f !I
)
, I
)
∼= RHom
(
RHom
(
Rf∗k(x) , I
)
, I
)
∼= Rf∗k(x) .
The careful reader should note that, in the above isomorphisms, we as-
sert that two morphisms Rf∗RHom(E, f !I) −→ RHom(Rf∗E, I) are iso-
morphisms. In both cases E ∈ Db(Coh/X) is supported at a single point
x ∈ X, meaning that both complexes we are trying to prove isomorphic are
acyclic away from f(x) ∈ Y . The fact that the natural map is an isomor-
phism may therefore be checked after taking global sections. The reader
need not worry that we might be appealing to some subtle facts about f !
commuting with base change, and there is no need to verify the hypotheses
of [51, Lemma 6.1 and Proposition 6.2].
The proof is now complete. 
Remark 3.17. The hypothesis of Theorem 3.14 are that (i) Rf∗ take
Db(Coh/X) to Db(Coh/Y ), and (ii) f ! take Db(Coh/Y ) to D+Coh(Qcoh/X).
In Reminder 3.13 we noted that (i) holds provided f is a proper morphism
of finite type. All we observed concerning (ii) was that it is not automatic;
we made no mention of any interesting examples of fs which satisfy (ii). It
is time to remedy this. We begin with the easy
Lemma 3.18. If f : X −→ Y is a finite morphism, then f !: D(Qcoh/Y )−→
D(Qcoh/X) takes Db(Coh/Y ) to D+Coh(Qcoh/X).
Proof. If f is a finite morphism then it is affine; the sheaf f∗OX is a coherent
sheaf of OY –algebras on Y , and X is simply Spec(OX). The functor f∗ is
exact, and Rf∗ is just the forgetful functor, which takes a chain complex C
of OX–modules on X and views f∗C as a chain complex of OY –modules via
the homomorphism OY −→ f∗OX ; there is no need to derive the functor f∗.
The right adjoint, or more precisely f∗ of the right adjoint, is the functor
which takes a complex D of OY modules on Y , and produces out of it the
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complex RHomOY (f∗OX , D). Perhaps it might be clearer to restrict to an
open affine of Y , giving the local description. Replacing Y by an open affine
subset and X by the inverse image, we have that Y = Spec(R) and X =
Spec(S). The morphism f : X −→ Y comes from a ring homomorphism
ϕ : R −→ S, and the fact that f is finite means that S is finite as an R–
module. The functor f ! takes a complex D of R–modules to RHomR(S,D).
We are assuming that D is a bounded complex of finite R–modules, and
wish to show that f !D is a bounded-below complex of S–modules, whose
cohomology modules are finite over S.
Easy reduction tells us that we may assume the finite complex D is of
length 1; we may take D to be a single, finite R–module concentrated in
degree 0. The cohomology of the complex f !D is then Exti(S,D); it vanishes
in negative degrees, and is always finite, either as an R–module or as an S
module. 
Example 3.19. Suppose Y is a any (noetherian, separated) scheme. Then
the sheaf OY certainly belongs to D
b(Coh/Y ), and clearly satisfies
RHom(OY ,OY ) = OY . This much is free.
If we assume that Y is finite dimensional and regular, or more generally
that it is Gorenstein, then the sheaf OY has finite injective dimension and
therefore, for every object E ∈ Db(Coh/Y ), we have that RHom(E,OY ) has
only finitely many non-vanishing cohomology sheaves. It is an easy exercise
to show that they are all coherent; therefore RHom(E,OY ) must belong to
Db(Coh/Y ). We conclude that OY is a dualizing complex for Y .
From Lemma 3.18 and Theorem 3.14 we know that, if f : X −→ Y is any
finite morphism, then f !OY is a dualizing complex on X. The special case
where f : X −→ Y is a closed immersion tells us that any scheme, which
admits a closed immersion into a Gorenstein scheme, must have a dualizing
complex. Dualizing complexes are quite common.
4. When Rf∗ respects compacts
Let f : X −→ Y be a morphism of separated, noetherian schemes. The-
orem 3.14 gives us sufficient conditions for the functor f ! to take dualizing
complexes on Y to dualizing complexes on X. The conditions on f come in
two components: the first, part (i) of Theorem 3.14, says that the functor
Rf∗ should take Db(Coh/X) to Db(Coh/Y ). This hypothesis we under-
stand; see Remark 3.13. Part (ii) is the restriction that f ! should take
Db(Coh/Y ) to D+Coh(Qcoh/X). So far, the only example we have of an f
satisfying (ii) comes from Lemma 3.18; the hypothesis is satisfied for any
finite morphism f . It turns out that there is another large class of fs sat-
isfying the condition in Theorem 3.14(ii), and this section is devoted to
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studying them. We do not understand this class fully; the unsatisfactory
state of our current knowledge will be made precise in Conjecture 4.16.
Consider the morphisms f : X −→ Y for which Rf∗ takes compacts to
compacts; in the literature they sometimes go by the name quasi-perfect.
Suppose Conjecture 4.16 is true. Assume f : X −→ Y is a quasi-perfect
morphism of noetherian, separated schemes, we will show that f ! takes
Db(Coh/Y ) to Db(Coh/X); it most certainly satisfies the hypothesis in
Theorem 3.14(ii). In other words, if the reader is willing to believe Conjec-
ture 4.16, then Theorem 3.14 applies to quasi-perfect fs.
There is a refinement; Conjecture 4.16 can be made separately for each
scheme Z. It suffices, in the paragraph above, to know that the conjecture
is true for X. Precisely: if f : X −→ Y is a quasi-perfect morphism of
noetherian, separated schemes, and if Conjecture 4.16 is true for X, then
we already know that f ! takes Db(Coh/Y ) to Db(Coh/X). In this section
and in §5 we will explain this, and show that there are many classes of Xs
which satisfy Conjecture 4.16.
Quasi-perfect morphisms f have been studied extensively elsewhere, and
it seems remarkable that we will be able to say something new about them.
Because this section might be of independent interest, to people who could
not care less about dualizing complexes, we depart from our usual conven-
tions in the article. For this section we drop the hypothesis that our schemes
should be noetherian; during most of the section we will only assume them
to be quasicompact and separated.
Reminder 4.1. We remind the reader: if X is a quasicompact, separated
scheme then the category D(Qcoh/X) is compactly generated, and therefore
has products; see [52, Proposition 8.4.6]. Next we note:
Lemma 4.2. Let f : X −→ Y be a morphism of quasicompact, separated
schemes, and assume Rf∗ : D(Qcoh/X) −→ D(Qcoh/Y ) takes compacts to
compacts. Then the left adjoint Lf∗ : D(Qcoh/Y ) −→ D(Qcoh/X) respects
products.
Proof. Let {Yλ, λ ∈ Λ} be a set of objects in D(Qcoh/Y ). We wish to show
that the natural map
ϕ : Lf∗
(∏
λ∈Λ
Yλ
)
−−−−→
∏
λ∈Λ
Lf∗Yλ
is an isomorphism. Since D(Qcoh/X) is compactly generated it suffices to
show that, for every compact object E ∈ D(Qcoh/X), the functor
HomX(E,−) takes ϕ to an isomorphism. Of course we can factor the functor
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HomX(E,−); it can be expressed as a composite
D(Qcoh/X)
RHom(E,−)−−−−−−−−→ D(Qcoh/X) Rf∗−−−−→ D(Qcoh/Y ) H
0
−−−−→ Ab ,
and it clearly suffices to prove that the shorter composite
D(Qcoh/X)
RHom(E,−)−−−−−−−−→ D(Qcoh/X) Rf∗−−−−→ D(Qcoh/Y )
takes ϕ to an isomorphism. In Reminder 2.7 we saw that E is strongly du-
alizable and hence the functor RHom(E,−) identifies with E∨ L⊗−. Parts
(ii) and (iii) of Reminder 2.7 assure us that E∨ is compact, while Re-
minder 2.7(i) informs us that every compact object can be written as E∨ for
some E. We are therefore reduced to proving that, for any compact object
E ∈ D(Qcoh/X), the composite
D(Qcoh/X)
E L⊗−−−−−−→ D(Qcoh/X) Rf∗−−−−→ D(Qcoh/Y )
takes ϕ to an isomorphism.
To do this, observe the isomorphisms
Rf∗
[
E L⊗Lf∗
(∏
λ∈Λ
Yλ
)]
∼=
∼= Rf∗E L⊗
(∏
λ∈Λ
Yλ
)
projection formula
∼=
∏
λ∈Λ
(
Rf∗E L⊗Yλ
)
Rf∗E is compact
∼=
∏
λ∈Λ
Rf∗
(
E L⊗Lf∗Yλ
)
projection formula
∼= Rf∗
∏
λ∈Λ
(
E L⊗Lf∗Yλ
)
Rf∗ has left adjoint
∼= Rf∗
[
E L⊗
∏
λ∈Λ
Lf∗Yλ
]
E is compact .
Note that in this string of isomorphisms we twice appealed to
Reminder 2.7(iii); tensor product with a compact object commutes with
products. We used it for the compact object E ∈ D(Qcoh/X) and for
Rf∗E ∈ D(Qcoh/Y ). 
Remark 4.3. The fact that Lf∗ respects products means that it must
have a left adjoint. Van den Bergh suggested a formula for this adjoint; it
should be given by the functor Rf∗
[
f !OY
L⊗ − ]. Lipman and Van den
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Bergh independently found proofs that the formula works, at least for large
classes of fs.
Lemma 4.4. Assume f : X −→ Y is a morphism of quasicompact, sep-
arated schemes, and suppose further that Rf∗ takes compact objects in
D(Qcoh/X) to compact objects in D(Qcoh/Y ). Suppose {Xλ, λ ∈ Λ} is
a set of objects in D(Qcoh/X), with each Xλ isomorphic to a coproduct of
suspensions of OX . Then the natural map
f !OY
L⊗
(∏
λ∈Λ
Xλ
)
−−−−→
∏
λ∈Λ
(f !OY
L⊗Xλ)
is an isomorphism.
Proof. We know that Lf∗ΣnOY ∼= ΣnOX ; hence any suspension of OX can
be expressed as Lf∗ of some object of D(Qcoh/Y ), and so can any coproduct
of suspensions. For each of our objects Xλ ∈ D(Qcoh/X) we may choose
an object Yλ ∈ D(Qcoh/Y ) and an isomorphism Xλ ∼= Lf∗Yλ. Now [51,
Theorem 5.4] gives us a natural isomorphism, for every Y ∈ D(Qcoh/Y ),
f !Y ∼= f !OY L⊗Lf∗Y ,
and we therefore have isomorphisms
f !OY
L⊗
(∏
λ∈Λ
Xλ
)
∼= f !OY L⊗
(∏
λ∈Λ
Lf∗Yλ
)
∼= f !OY L⊗Lf∗
(∏
λ∈Λ
Yλ
)
Lemma 4.2
∼= f !
(∏
λ∈Λ
Yλ
)
[51, Theorem 5.4]
∼=
∏
λ∈Λ
f !Yλ f
! has left adjoint
∼=
∏
λ∈Λ
(
f !OY
L⊗Lf∗Yλ
)
[51, Theorem 5.4]
∼=
∏
λ∈Λ
(
f !OY
L⊗Xλ
)
,
completing the proof. 
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Remark 4.5. We have shown that f !OY is an object of D(Qcoh/X) so that
the functor f !OY
L⊗− commutes with some products; it commutes with
products of the Xλs of Lemma 4.4. It is natural to ask whether it commutes
with all products. Reminder 2.7(iii) tells us that this is equivalent to asking
whether f !OY is compact.
The general answer is No: we remind the reader how construct a coun-
terexample. Consider simple case where Y = Spec(k), where k is a field,
and f : X −→ Y is a finite morphism. For our choice of Y the sheaf OY is a
dualizing complex on Y and Lemma 3.18, coupled with Theorem 3.14, tell
us that f !OY is a dualizing complex on X. Our hypothesis is that X is finite
over Y = Spec(k), in which case we know that the (essentially unique) du-
alizing complex has finite injective dimension. If it is also a compact object
then the complex RHom(f !OY , f
!OY ) is quasi-isomorphic to the complex of
homomorphisms from a bounded complex of finitely generated projectives
to a bounded complex of injectives; but Proposition 3.6(ii) gives a quasi-
isomorphism OX −→ RHom(f !OY , f !OY ). This can only happen if OX has
a bounded injective resolution, that is if X is a Gorenstein scheme.
Remark 4.6. While f !OY need not in general be compact, there are inter-
esting things one can say about it, facts which I do not fully understand. To
illustrate one of the strange features, a phenomenon which seems mysterious
to me, consider the following. By [51, Theorem 5.4] there is an isomorphism
f !(−) ∼= f !OY L⊗Lf∗(−). Applying Rf∗ to this isomorphism, and using
the projection formula, we deduce an isomorphism
Rf∗f !(−) ∼=
[
Rf∗f !OY
]
L⊗ − .
The functor on the left is the composite of two right adjoints, hence com-
mutes with products. It follows that so does the functor on the right;
Reminder 2.7(iii) now informs us that Rf∗f !OY has to be compact. Even
though f !OY need not be compact, its pushforward Rf∗f
!OY must be.
In the light of Lemma 4.4 and Remark 4.5 it makes sense to study the
class of objects L ∈ D(Qcoh/X) for which the functor L L⊗− commutes
with the products of Lemma 4.4. Let us make this a definition.
Definition 4.7. Let X be a quasicompact, separated scheme. We define a
class of objects S(X) ⊂ D(Qcoh/X) by the following property. An object
L ∈ D(Qcoh/X) belongs to S(X) if and only if the natural map
L L⊗
(∏
λ∈Λ
Xλ
)
−−−−→
∏
λ∈Λ
(L L⊗Xλ)
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is an isomorphism whenever {Xλ, λ ∈ Λ} is a set of objects in D(Qcoh/X)
as in Lemma 4.4. We remind the reader: this means that each Xλ isomor-
phic to a coproduct of suspensions of OX .
Remark 4.8. When X can be understood from context we will omit it
from the notation; that is we will write S for S(X). Reminder 2.7(iii) tells
us that all compact objects belong to S = S(X). Lemma 4.4 says that, if
f : X −→ Y is a morphism where Rf∗ takes compacts to compacts, then
f !OY belongs to S(X). Clearly, if E −→ F −→ G −→ ΣE is a distinguished
triangle, and if two of the objects belong to S, then so does the third. Not
so trivial is the lemma
Lemma 4.9. Suppose E is a compact object in D(Qcoh/X), and let L
be an object in the class S of Definition 4.7. Then there exists a compact
object F ∈ D(Qcoh/X), and a morphism f : F −→ L, so that any morphism
ΣnE −→ L factors as ΣnE −→ F f−→ L.
Proof. Let Λ be the set of all morphisms E −→ ΣnL. If λ ∈ Λ is a morphism
E −→ ΣnL, put Xλ = ΣnOX . Because L belongs to S we know that the
natural map
L L⊗
(∏
λ∈Λ
Xλ
)
−−−−→
∏
λ∈Λ
(L L⊗Xλ)
is an isomorphism. The collection Λ, of all maps E −→ ΣnL = L L⊗Xλ,
assembles to a single map
E −−−−→
∏
λ∈Λ
(L L⊗Xλ) ,
which must therefore factor as
E −−−−→ L L⊗
(∏
λ∈Λ
Xλ
)
−−−−→
∏
λ∈Λ
(L L⊗Xλ) .
But E is compact; any map E −→ G L⊗H factors as E −→ F L⊗H f
L⊗ 1−→
G L⊗H, with F ∈ D(Qcoh/X) compact. Applying this to the above we
deduce a factorization
E −−−−→ F L⊗
(∏
λ∈Λ
Xλ
)
f L⊗ 1−−−−→ L L⊗
(∏
λ∈Λ
Xλ
)
−−−−→
∏
λ∈Λ
(L L⊗Xλ) .
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Now consider the commutative diagram
E −−−−→ F L⊗
(∏
λ∈Λ
Xλ
)
f L⊗ 1−−−−→ L L⊗
(∏
λ∈Λ
Xλ
)
y y∏
λ∈Λ
(F L⊗Xλ) −−−−−−−−→Q
λ∈Λ f L⊗ 1
∏
λ∈Λ
(L L⊗Xλ) .
By construction, the composite from top left to bottom right amounts to
assembling the collection of all maps E −→ ΣnL into a single morphism.
The factorization
E −−−−→ F L⊗
(∏
λ∈Λ
Xλ
)
y∏
λ∈Λ
(F L⊗Xλ) −−−−−−−−→Q
λ∈Λ f L⊗ 1
∏
λ∈Λ
(L L⊗Xλ)
gives us a single map f : F −→ L, and informs us that each morphism
E −→ ΣnL has a factorization E −→ ΣnF Σ
nf−→ ΣnL. 
This already permits us to deduce the following two facts.
Lemma 4.10. Let X be a quasicompact, separated scheme. Let L be an
object belonging to S(X) ⊂ D(Qcoh/X). Then
(i) The object L is ℵ1–compact, in the sense of [52, Definition 4.2.7].
(ii) If D(Qcoh/X) has a strong compact generator then L is compact.
Proof. By [5, Theorem 3.1.1] there is a compact generator in D(Qcoh/X);
let E be such a compact generator. If we are proving (ii), assume further
that E is a strong generator; this means that there exists an integer n so that
any compact can be obtained from E in n steps; see [5, Definition 2.2.3].
Lemma 4.4 tells us that we may choose a compact object F = F0, and a
morphism f0 : F0 −→ L, so that any morphism ΣnE −→ L factors through
f0. That is, for every integer n the functor Hom(Σ
nE , −) takes f0 : F0 −→
L to an epimorphism. Now assume we have a compact object Fi and a
morphism fi : Fi −→ L, and we will show how to produce a commutative
triangle
Fi
ϕi

fi
,,YYYYY
YYYYYY
YYYYYY
L
Fi+1
fi+1
22eeeeeeeeeeeeeeee
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with the properties that
(iii) The object Fi+1 is compact.
(iv) The group homomorphism Hom(ΣnE , ϕi) annihilates the kernel of
Hom(ΣnE , fi).
Complete fi to a distinguished triangle
L′
g−−−−→ Fi
fi−−−−→ L −−−−→ ΣL′ .
By assumption L belongs to S(X), as does the compact object Fi. Therefore
L′ also belongs to S(X). Applying Lemma 4.4 to L′ we discover a compact
object G and a morphism h : G −→ L′, so that every map ΣnE −→ L′
factors through h. That is, each of the functors Hom(ΣnE , −) takes h to a
surjection. Since the functors Hom(ΣnE , −) are homological they take any
triangle to exact sequences; for every integer n the functor Hom(ΣnE , −)
takes L′ −→ Fi −→ L to an exact sequence. Combining the surjections
with the exact sequences, we deduce the exactness of
Hom(ΣnE , G)
Hom(ΣnE , gh)−−−−−−−−−→ Hom(ΣnE , Fi)
Hom(ΣnE , fi)−−−−−−−−−→ Hom(ΣnE , L) .
The kernel of Hom(ΣnE , fi) is therefore the image of Hom(Σ
nE , gh). Now
complete gh : G −→ Fi to a distinguished triangle
G
gh−−−−→ Fi
ϕi−−−−→ Fi+1 −−−−→ ΣG .
Clearly Hom(ΣnE , ϕi) annihilates the image of Hom(Σ
nE , gh), which is
the kernel of Hom(ΣnE , fi); we have achieved (iv). Because G and Fi are
both compact, so is Fi+1; that is (iii) also holds. Because the composite
G
gh−→ Fi
fi−→ L vanishes, the map fi must factor as Fi
ϕi−→ Fi+1
fi+1−→ L.
This yields our commutative triangle
Fi
ϕi

fi
,,YYYYY
YYYYYY
YYYYYY
L
Fi+1
fi+1
22eeeeeeeeeeeeeeee
We have proved all our inductive claims.
We have a sequence of morphisms
F0
ϕ0−−−−→ F1
ϕ1−−−−→ F2
ϕ2−−−−→ · · ·
and compatible maps to L; we can factor through a map
ϕ : Hocolim- Fi−→ L .
The usual argument, as in Brown’s original proof of the Brown representabil-
ity theorem, tells us that each of the functors Hom(ΣnE , −) takes the map
ϕ to an isomorphism; the reader can find this many places, for example in
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[51, §3]. Since E generates it follows that ϕ is an isomorphism; L is iso-
morphic to Hocolim- fi, a countable homotopy colimit of compact objects.
Hence L is ℵ1–compact. This establishes (i).
It remains to prove (ii); from now we assume E is a strong generator,
and our notation will be as in [5, §2.2]. Let n be an integer so that 〈E〉n =
{D(Qcoh/X)}c. Recall our sequence above, of morphisms fi : Fi −→ L.
One can show, by an induction on i which we leave to the reader,
(v) Any morphism K −→ L, with K ∈ 〈E〉i, can be factored through
fi : Fi −→ L.
(vi) Given a vanishing composite K −→ Fj fj−→ L, with K ∈ 〈E〉i, then the
composite
K −−−−→ Fj ϕj−−−−→ Fj+1
ϕj+1−−−−→ Fj+1
ϕj+2−−−−→ · · · ϕi+j+1−−−−→ Fi+j
already vanishes.
In our sequence we constructed a morphism f2n : F2n −→ L, with F2n
compact, that is with F2n ∈ 〈E〉n. By (v) it must factor through fn : Fn −→
L. Choose a factorization F2n
α−→ Fn fn−→ L. The longer composite Fn ϕ−→
F2n
α−→ Fn fn−→ L is clearly equal to fn : Fn −→ L. Put e = 1 − αϕ.
Then e : Fn −→ Fn is a morphism so that the composite Fn e−→ Fn fn−→ L
vanishes. By (vi) we deduce the vanishing of the composite Fn
e−→ Fn ϕ−→
F2n. This means that the longer composite Fn
e−→ Fn ϕ−→ F2n α−→ Fn also
vanishes; that is e(1− e) = 0. We have shown that e is an idempotent.
Therefore Fn splits as Fn ∼= F⊕F′, where αϕ = 1 on F and 0 on F′. The
reader can now check that each of the functors Hom(ΣnE , −) takes the map
F −→ L to an isomorphism, and we conclude that L ∼= F is compact. 
Remark 4.11. From Lemma 4.10(i) we learn that S(X)⊂{D(Qcoh/X)}ℵ1 ,
where {D(Qcoh/X)}ℵ1 is the full subcategory of ℵ1–compact objects in
D(Qcoh/X). By [52, 8.4.2.2] we know that the category {D(Qcoh/X)}ℵ1
is essentially small. We deduce that, up to isomorphisms, there is only a
set of objects in S(X).
Lemma 4.12. Let X = Spec(R) be an affine scheme. If L belongs to S(X)
then L must be isomorphic in D(Qcoh/X) ∼= D(R–Mod) to a bounded
above complex of finitely generated projectives, and only finitely many of
the cohomology groups of L can be non-zero.
Proof. We apply Lemma 4.9 with E = R. We discover that there must exist
a single compact object F, that is a bounded complex of finitely generated,
projective R–modules, as well single map f : F −→ L, so that any morphism
ΣnR −→ L factors through f . The morphisms ΣnR −→ L are in bijection
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with elements of H−n(L) and we learn that, for every i, the map Hi(F) −→
Hi(L) must be surjective. But F is bounded, hence Hi(L) vanishes for all
but finitely many i. It remains to show that L is isomorphic in D(R–Mod)
to a bounded above chain complex of finitely generated projectives.
Suppose that i is the integer at which the cohomology of L stops; that
is Hi(L) 6= 0, but Hj(L) = 0 for all j > i. It suffices to produce a finitely
generated, projective module P i and an epimorphism P i −→ Hi(L). Let
us first establish that this really suffices. Suppose such a morphism exists;
it must lift to a map in the derived category Σ−iP i −→ L = L0. The
third edge of the triangle Σ−iP i −→ L −→ L1 −→ Σ−i+1P i is an object
L1 ∈ S(X) whose cohomology stops at (i − 1). We can now apply induc-
tion to obtain a sequence of finitely generated projectives and morphisms
Σ−kP k −→ Lk, where the cohomology of Lk stops at i−k, and these finitely
generated projectives assemble to a chain complex
· · · −→ P i−2 −→ P i−1 −→ P i −→ 0
quasi-isomorphic to L.
It therefore remains to prove the existence of the surjection P i −→
Hi(L). Let P be a K–projective resolution for L; we may choose P to
be a bounded above complex of projective modules, which stops at i. That
is P is a chain complex
· · · −→ Pi−2 −→ Pi−1 −→ Pi −→ 0
and Hi(P) ∼= Hi(L) 6= 0. The morphism f : F −→ P is a map in the derived
category between bounded above chain complexes of projectives, and hence
may be realized by a chain map. That is, we have a chain map
· · · // Fi−2 //

Fi−1 //

Fi
∂i+1F //

· · · // Pi−2 // Pi−1
∂iP
//// Pi //
∂i+1F // Fi+1 //

Fi+2 //

· · ·
// 0 // 0 // · · ·
From the first paragraph of the proof we know that the map Hi(F) −→
Hi(P) is surjective; that is the kernel of ∂i+1F surjects onto the cokernel of
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∂iP. But then F
i certainly must also surject to the cokernel; we have found
our surjection Fi −→ Hi(P), with Fi finitely generated and projective. 
This ends what I can currently prove in glorious generality. Let me next
formulate a conjecture.
Conjecture 4.13. Let X be any quasicompact, separated scheme, and let
L be an object in S(X). Then L is pseudocoherent, and has only finitely
many non-vanishing cohomology groups.
Reminder 4.14. We remind the reader: a complex L is pseudocoherent
provided the restriction of L, to any open affine subset U ⊂ X, is isomor-
phic in D(Qcoh/U) ∼= D(R–Mod) to a bounded above complex of finitely
generated projective R–modules.
Remark 4.15. In view of Lemma 4.12, Conjecture 4.13 amounts to the
statement that if L ∈ S(X) and j : U −→ X is an open immersion of an
affine open subset, then j∗(L) is in S(U).
Let us formulate an even stronger conjecture:
Conjecture 4.16. Let X be a quasicompact, separated scheme, and let
U ⊂ X be a quasicompact open subset. Let j : U −→ X be the inclusion.
Let the notation be as in [5, Definition 2.2.3]. There exists a compact object
E ∈ D(Qcoh/X), and an integer n ≥ 1, so that Rj∗OU ∈ 〈E〉n.
Reminder 4.17. Perhaps we should remind the reader of the notation in [5,
Definition 2.2.3]. Let E be an object in some triangulated category T. The
full subcategory 〈E〉1 is defined to be the one containing all direct summands
of all coproducts of arbitrary suspensions of E. The category 〈E〉n is defined
inductively; an object lies in 〈E〉n+1 if it is a direct summand of an object
y, and y fits in a triangle
x −−−−→ y −−−−→ z −−−−→ Σx
with x ∈ 〈E〉1 and z ∈ 〈E〉n.
Remark 4.18. Now that we have reminded the reader of the notation in
Conjecture 4.16, we should also explain its relevance. In the remainder of
this section we will show that Conjecture 4.16 implies Conjecture 4.13. In
§5 we will study the many cases in which we know Conjecture 4.16 to be
true. And then, in §6, we will return to the relation with Grothendieck
duality.
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Definition 4.19. Let X be a quasicompact, separated scheme. A class of
objects T ⊂ D(Qcoh/X) will be called adapted if the natural map
L L⊗
(∏
λ∈Λ
tλ
)
−−−−→
∏
λ∈Λ
(L L⊗ tλ)
is an isomorphism, whenever the following conditions both hold:
(i) Λ is a set of objects {tλ, λ ∈ Λ}, where each tλ belongs to T .
(ii) The object L belongs to S(X).
Remark 4.20. By definition of S(X) the class T , containing all coproducts
of arbitrary suspensions of OX , is an adapted class. If T is an adapted class
then so is
(i) The class of all mapping cones on morphisms t −→ t′, with t, t′ ∈ T .
(ii) The class of all direct summands of objects in T .
(iii) The class of all objects E L⊗ t, where E is a fixed compact object and
t ∈ T .
All three facts are easy; we leave (i) and (ii) to the reader and indicate the
proof of (iii). Let E be a compact object, L an object in S, and assume all
the tλ lie in T . We have isomorphisms
3L L⊗
[∏
λ∈Λ
(E L⊗ tλ)
]
∼= L L⊗E L⊗
(∏
λ∈Λ
tλ
)
Reminder 2.7(iii)
∼= E L⊗
[∏
λ∈Λ
(L L⊗ tλ)
]
Because L ∈ S, all tλ ∈ T
∼=
∏
λ∈Λ
(L L⊗E L⊗ tλ) Reminder 2.7(iii) .
Lemma 4.21. Conjecture 4.16 implies Conjecture 4.13. More precisely for
each X, Conjecture 4.16 for X implies Conjecture 4.13 for X. We spell this
out: if X is a quasicompact, separated scheme, and if Conjecture 4.16 holds
for X, then every object L ∈ S(X) is pseudocoherent, and the cohomology
sheaves Hi(L) vanish for all but finitely many i.
Proof. Assume X is a quasicompact, separated scheme, let U ⊂ X be an
affine open set, and let j : U −→ X be the inclusion. We are assuming
Conjecture 4.16 is true; we may choose a compact object E ∈ D(Qcoh/X),
and an integer n ≥ 1, so that Rj∗OU ∈ 〈E〉n. Choose and fix E and n.
Note that j : U −→ X is an affine morphism, hence j∗ is exact; there is no
difference between Rj∗OU and j∗OU . We will use the shorter j∗OU .
We observed, at the beginning of Remark 4.20, that the class T of all
coproducts of all suspensions of OX is adapted. By Remark 4.20(iii) so is
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the class of all E L⊗ t, with E as in the previous paragraph and t ∈ T . That
is, the class of all coproducts of arbitrary suspensions of E is adapted. By
Remark 4.20(ii) so is the class of all direct summands of the above; that is
〈E〉1 is adapted. Now parts (i) and (ii) of Remark 4.20 tell us that if 〈E〉i is
adapted then so is 〈E〉2i. We conclude that all the classes 〈E〉i are adapted.
Now the first paragraph informs us that 〈E〉n contains all coproducts of
arbitrary suspensions of j∗OU . Now j∗ respects coproducts; a coproduct
of suspensions of j∗OU is j∗ of the coproduct of suspensions of OU . Let
T ′ ⊂ D(Qcoh/U) be the class of all coproducts of arbitrary suspensions of
OU ; we have that j∗T
′ is an adapted class. This means that the natural
map
L L⊗
(∏
λ∈Λ
j∗tλ
)
−−−−→
∏
λ∈Λ
(L L⊗ j∗tλ)
is an isomorphism, whenever the following conditions both hold:
(i) Λ is a set of objects {tλ, λ ∈ Λ}, where each tλ belongs to T ′.
(ii) The object L belongs to S(X).
Now take an object L ∈ S(X) and a set of objects {tλ, λ ∈ Λ}, where each
tλ belongs to T
′, and observe the string of isomorphisms
3j∗
[
j∗L L⊗
(∏
λ∈Λ
tλ
)]
∼= L L⊗ j∗
(∏
λ∈Λ
tλ
)
projection formula
∼= L L⊗
(∏
λ∈Λ
j∗tλ
)
j∗ has left adjoint
∼=
∏
λ∈Λ
(L L⊗ j∗tλ) j∗T ′ is adapted
∼=
∏
λ∈Λ
j∗(j∗L L⊗ tλ) projection formula
∼= j∗
[∏
λ∈Λ
(j∗L L⊗ tλ)
]
j∗ has left adjoint .
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Applying j∗ to the isomorphism, and recalling that j∗j∗ is naturally iso-
morphic to the identity, this simplifies to saying that the natural map
j∗L L⊗
(∏
λ∈Λ
tλ
)
−−−−→
∏
λ∈Λ
(j∗L L⊗ tλ)
Is an isomorphism. That is j∗L belongs to S(U) ⊂ D(Qcoh/U). Since U is
affine, Lemma 4.12 tells us that j∗L is a bounded above complex of finitely
generated projectives, with bounded cohomology. 
5. Where we can prove Conjecture 4.16
This section is about studying the cases where we know Conjecture 4.16
to be true. The conjecture is the assertion that sheaves of the form Rj∗OU
lie in 〈E〉n, for suitable choices of a compact object E and an integer n. We
observe
Remark 5.1. Let X be a quasicompact, separated scheme. If there is a
compact object E∈D(Qcoh/X) and an integer n so that 〈E〉n=D(Qcoh/X),
then Conjecture 4.16 most definitely holds for X.
And the next observation is that there are examples in the literature.
Specifically, the reader is referred to the proof5 of [5, Theorem 3.1.4]. In
there it is shown that, if X is smooth over a field k, then 〈E〉n = D(Qcoh/X)
for some n and some compact E. In Theorem 5.13 we will prove a very slight
refinement of the result in [5]; there is no need to assume that the ground
ring is a field, a finite dimensional, regular, noetherian ring is quite enough.
This means that we have cheap examples of schemes X for which Con-
jecture 4.16 is true; but all of them are smooth and noetherian. To obtain
singular, non-noetherian examples we will have to learn how to produce
new examples out of old ones. This section is mostly about developing the
machinery.
We begin with a little definition.
Definition 5.2. Let X be a quasicompact, separated scheme. An open set
U ⊂ X will be called decent if
(i) U is quasicompact.
(ii) Let j : U −→ X be the inclusion. There exist a compact object E ∈
D(Qcoh/X), and an integer n ≥ 1, so that Rj∗OU ∈ 〈E〉n.
5The reader should note that the statement of [5, Theorem 3.1.4] is slightly different;
the result we want is merely a step in the proof. See the last paragraph of [5, §3.4] for
details.
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Remark 5.3. In the terminology introduced in Definition 5.2, Conjec-
ture 4.16 asserts that every quasicompact open subset U ⊂ X is decent.
The idea of this section will be to find ways to produce decent open subsets.
Lemma 5.4. Let X = Spec(R) be an affine scheme, and let
Xf = Spec(R[1/f ]) be the basic open subset consisting of the prime ideals
not containing f ∈ R. Then Xf ⊂ X is decent.
Proof. Being affine, Xf is clearly quasicompact. In the category
D(Qcoh/X)∼=D(R–Mod),
the object Rj∗OXf simplifies to R[1/f ] ∈ D(R–Mod). We need find a
compact object E and an integer n, and exhibit R[1/f ] as an object in 〈E〉n.
Now note that R[1/f ] is the colimit of the sequence
R
f−−−−→ R f−−−−→ R f−−−−→ R f−−−−→ R f−−−−→ · · ·
It is therefore also the homotopy colimit. There is a triangle in D(R–Mod)
∞∐
n=0
R −−−−→
∞∐
n=0
R −−−−→ R[1/f ] −−−−→
∞∐
n=0
ΣR .
Put E = R and n = 2; the triangle shows that R[1/f ] belongs to 〈R〉2. 
Lemma 5.5. Suppose X is a quasicompact, separated scheme. Let U and
V be open subsets, and assume that U , V and U ∩ V are all decent. Then
so is U ∪ V .
Proof. The quasicompactness is clear; U ∪ V is the union of two quasicom-
pact open sets U and V . We have to worry about the sheaf Rj∗OU∪V . Since
there are several open subsets W ⊂ X to consider, and several inclusions
among them, we return to our notation of the proof of Lemma 2.4; given
open subsets W1 ⊂ W2 of X, we will denote the inclusion by jW2W1 : W1 −→
W2.
By hypothesis we may choose an integer n, and compact objects EU , EV
and EU∩V in D(Qcoh/X), so that
R{jXU }∗OU ∈〈EU 〉n , R{jXV }∗OV ∈〈EV 〉n , R{jXU∩V }∗OU∩V ∈〈EU∩V 〉n .
Put E = EU ⊕ EV ⊕ EU∩V . Then E is compact, and the three complexes
R{jXU }∗OU , R{jXV }∗OV , R{jXU∩V }∗OU∩V
all belong to 〈E〉n. Now consider the distinguished triangle
R{jXU∪V }∗OU∪V // R{jXU }∗OU ⊕R{jXV }∗OV //
// R{jXU∩V }∗OU∩V //
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Two of the objects belong to 〈E〉n and hence the third, namely
R{jXU∪V }∗OU∪V , must belong to 〈E〉2n. 
Lemma 5.6. Let X = Spec(R) be affine. Then any quasicompact open
subset U ⊂ X is decent. That is, Conjecture 4.16 holds for X.
Proof. The open sets Xf , f ∈ R form a basis for the topology of X =
Spec(R); any open set U is the union of the Xf ’s contained in it. If U is
quasicompact we may express it as a finite union of Xf ’s. We will prove,
by induction on n,
(i) The union of n basic open sets, that is open sets of the form Xf , is a
decent open set.
Lemma 5.4 gives us the case n = 1. Suppose therefore that we know (i) for
n, that U = ∪ni=1Xfi is the union of n open sets Xfi , and that V = Xg
is another basic open set. We want to show that U ∪ V is decent, and
Lemma 5.5 tells us that it suffices to show that U , V and U ∩ V are. The
case of V = Xg comes from Lemma 5.4, while for U and
U ∩ V =
(
n⋃
i=1
Xfi
)
∩Xg =
n⋃
i=1
(Xfi ∩Xg) =
n⋃
i=1
Xfig
we appeal to the fact that both can be covered by n basic open sets. 
Lemma 5.7. Decency is transitive. Precisely: suppose X is a quasicom-
pact, separated scheme, U ⊂ X is a decent open set of X, and V ⊂ U is a
decent open subset of U . Then V is a decent open subset of X.
Proof. The quasicompactness is clear. To keep the notation uncluttered let
us write j1 : V −→ U , j2 : U −→ X and j : V −→ X for the three inclusions;
we wish to prove that Rj∗OV is contained in some 〈K〉`.
Because V is a decent open subset of U we may produce a compact object
E ∈ D(Qcoh/U), and an integer m ≥ 1, so that R{j1}∗OV ∈ 〈E〉m. The
complex E⊕ΣE vanishes in the Grothendieck group K0(U), and Thomason’s
localization theorem [62, 5.2.2(a)] applies. There exists a compact object
F ∈ D(Qcoh/X) with j∗2F ∼= E⊕ ΣE. Choose such an F; we have that
R{j1}∗OV ∈ 〈j∗2F〉m . (*)
We also know that U is decent in X. We may therefore find a compact
object G ∈ D(Qcoh/X), and an integer n ≥ 1, so that R{j2}∗OU ∈ 〈G〉n.
Now we combine these. If we apply the functor R{j2}∗ to the inclusion
(*) above, we conclude that the complex Rj∗OV = R{j2}∗R{j1}∗OV is
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contained in
3R{j2}∗〈j∗2F〉m ⊂ 〈R{j2}∗j∗2F〉m R{j2}∗ respects coproducts
= 〈R{j2}∗(j∗2F L⊗OU )〉m obvious
= 〈F L⊗R{j2}∗OU 〉m projection formula
⊂ 〈F L⊗G〉mn ,
where the last inclusion is because R{j2}∗OU belongs to 〈G〉n, hence
F L⊗R{j2}∗OU belongs to 〈F L⊗G〉n, and therefore
〈F L⊗R{j2}∗OU 〉m ⊂ 〈F L⊗G〉mn . 
Lemma 5.8. Let X be a quasicompact, separated scheme, and let {Ui, 1 ≤
i ≤ n} be a finite number of decent open affine subsets of X. Then the
union ∪ni=1Ui is decent.
Proof. We prove this by induction on n, the case n = 1 being trivial. Sup-
pose we know the assertion for n, and suppose we have n + 1 decent open
affines {Ui, 1 ≤ i ≤ n+1}. Let U = ∪ni=1Ui and let V = Un+1; by induction
we know that U and V are decent, and we want to prove that so is U ∪ V .
By Lemma 5.5 it suffices to prove the decency of U ∩ V . Now X is as-
sumed separated, hence the intersection of two quasicompact open subsets
is quasicompact. Therefore U ∩ V ⊂ V is a quasicompact open subset of
the affine scheme V , and Lemma 5.6 informs us that U ∩ V is decent in V .
We are given that V is decent in X and the transitivity of decency, that is
Lemma 5.7, permits us to conclude that U ∩ V is decent in X. 
Proposition 5.9. Suppose X is a quasicompact, separated scheme, and
suppose that X can be covered by decent open affines. Then Conjecture 4.16
holds for X; all quasicompact open sets are decent.
Proof. We are assuming that X is quasicompact and has a cover by decent
open affines. There must exist a finite subcover. We may cover X by n
decent open affines, for some integer n ≥ 1; the proof will be by induction
on n. The case n = 1 comes from Lemma 5.6. Suppose therefore that we
know the assertion for schemes X which admit covers by n decent open
affines, and let X be a scheme admitting a cover by n + 1 decent open
affines. Then X = U ∪ V , where U has a cover by n decent open affines
and V is a decent open affine. Lemma 5.8 informs us that U ⊂ X is decent.
Let W ⊂ X be any quasicompact open subset; we want to prove that W is
decent.
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To do this observe that W can be written as the union
W = (W ∩ U) ∪ (W ∩ V ) .
Now X is assumed separated, and hence the intersection of any two qua-
sicompact open sets is quasicompact; we deduce that W ∩ U , W ∩ V and
W ∩ U ∩ V are all quasicompact. Induction tells us that
(i) W ∩ U is decent as an open subset of the scheme U .
(ii) W ∩ V and W ∩U ∩ V are both decent as open subsets of the scheme
V .
Now the transitivity of decency, that is Lemma 5.7, guarantees that W ∩U ,
W ∩ V and W ∩ U ∩ V are all decent as open subsets of X. Lemma 5.5
permits us to conclude that W ⊂ X is decent. 
Lemma 5.10. Let f : X −→ Y be a morphism of quasicompact, separated
schemes. If V ⊂ Y is decent then so is f−1V ⊂ X.
Proof. Y is separated and the schemes X and V ⊂ Y are quasicompact,
hence f−1V ⊂ X is quasicompact. The decency of V ⊂ Y says further that
we may choose a compact object E ∈ D(Qcoh/Y ) and an integer n ≥ 1 with
R{jYV }∗OV ∈ 〈E〉n. Therefore Lf∗E is a compact object in D(Qcoh/X),
and 〈Lf∗E〉n contains the object
Lf∗R{jYV }∗OV ∼= R{jXf−1V }∗Lf
∗OV ∼= R{jXf−1V }∗Of−1V . 
Corollary 5.11. Let f : X −→ Y be a morphism of quasicompact, separated
schemes. Suppose X can be covered by open affine subsets f−1V , where
V ⊂ Y is open and quasicompact. If Conjecture 4.16 holds for Y then it
also holds for X.
Proof. Conjecture 4.16 holds for Y and therefore any quasicompact V ⊂ Y
is decent. By Lemma 5.10 all the open sets f−1V ⊂ X are decent, and by
hypothesis we may choose among them a collection of affines which cover X.
Proposition 5.9 allows us to conclude that Conjecture 4.16 holds for X. 
Remark 5.12. There are two useful situations where Corollary 5.11 applies.
They are:
(i) Any open immersion of quasicompact, separated schemes.
(ii) Affine morphisms; for example closed immersions, or more generally
finite maps.
So much for machinery of confirming the decency of open subsets. Now
we come to the way of producing examples.
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Theorem 5.13. Let R be a (noetherian) regular ring of finite global dimen-
sion, and assume X is a noetherian, separated scheme, smooth and finite
dimensional over R. There exists an integer n ≥ 1, as well as a compact
object E ∈ D(Qcoh/X), with 〈E〉n = D(Qcoh/X).
Proof. As we already mentioned, the proof is a miniscule modification of an
argument that may be found in [5]. Consider the product X ×R X. It is
a finite dimensional, regular, noetherian scheme, and the sheaf O∆, that is
the structure sheaf of the diagonal embedding X −→ X×RX, is a coherent
sheaf on X ×R X. Locally it has a finite resolution by finitely generated
projectives; that is O∆ is a compact object in D(Qcoh/X ×R X).
Now choose a compact object E generating D(Qcoh/X); such an object
exists by [5, Theorem 3.1.1(2)]. From [5, Lemma 3.4.1] we learn that F =
pi∗1E
L⊗pi∗2E is a compact generator of D(Qcoh/X ×R X). The compact
object O∆ therefore lies in 〈F〉n for some integer n ≥ 1. Also, because R
is a regular, finite dimensional ring, there is an integer m with 〈R〉m =
D(R–Mod). We assert that 〈E〉mn = D(Qcoh/X).
To prove this, choose any object S ∈ D(Qcoh/X). Then S can be ex-
pressed as
S ∼= {pi1}∗
[
O∆
L⊗ (pi∗2S)] .
We know that O∆ ∈ 〈F〉n, with F = pi∗1E L⊗pi∗2E. Hence S must belong to
〈G〉n, where
G ∼= {pi1}∗
[
F L⊗ (pi∗2S)] ∼= {pi1}∗ [pi∗1E L⊗pi∗2E L⊗ (pi∗2S)] .
Manipulating a little more we have
G ∼= {pi1}∗
[
pi∗1E
L⊗pi∗2
(
E L⊗ S)] ∼= E L⊗{pi1}∗ [pi∗2(E L⊗ S)] ,
and {pi1}∗
[
pi∗2
(
E L⊗ S)] ∼= pi∗pi∗(E L⊗ S) is pi∗ of a complex pi∗(E L⊗ S)
belonging to D(R–Mod) = 〈R〉m. Thus pi∗pi∗
(
E L⊗ S) must belong to
〈OX〉m ⊂ D(Qcoh/X), and
G ∼= E L⊗ [pi∗pi∗(E L⊗ S)]
lies in 〈E〉m. Hence S ∈ 〈G〉n ⊂ 〈E〉mn. 
6. Dualizing complexes and f !
Let us leave the world of gorgeous generality and return to dealing with
more restricted schemes, at least some of which will be noetherian. Assume
f : X −→ Y is a morphism of quasicompact, separated schemes, suppose Y
is noetherian, and let I be a dualizing complex on Y . If E is any object
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in D(Qcoh/X), and F belongs to Db(Coh/Y ) ⊂ D(Qcoh/Y ), then we
compute
HomY (Rf∗E,F) ∼= HomY
[
Rf∗E , RHomY
(
RHomY (F, I) , I
)]
∼= HomY
[
Rf∗E L⊗RHomY (F, I) , I
]
∼= HomY
[
Rf∗
(
E L⊗Lf∗RHomY (F, I)
)
, I
]
∼= HomX
[
E L⊗Lf∗RHomY (F, I) , f !I
]
∼= HomX
[
E , RHomX
(
Lf∗RHomY (F, I) , f
!I
)]
;
the first isomomorphism is by Lemma 3.5(ii), the second because RHom is
right adjoint to the tensor, the third by the projection formula, the fourth
because f ! is right adjoint to Rf∗, and the fifth by the adjunction between
tensor and RHom. Put together, we deduce a natural isomorphism
f !F ∼= RHomX
(
Lf∗RHomY (F, I) , f
!I
)
. (∗)
We have found a formula (*) for computing f !F, as long as F belongs to
Db(Coh/Y ). In the old days the right hand side was used to construct the
functor f !; in our modern day and age this seems anachronistic. We know,
for purely formal reasons, that the functor f ! : D(Qcoh/Y ) −→ D(Qcoh/X)
exists; see [51, Example 4.2].
Next we restrict our attention to an even smaller class of morphisms
f : X −→ Y ; for the rest of the section assume f is a morphism of noether-
ian, separated schemes, and suppose further that
(i) Rf∗ takes compacts to compacts.
(ii) The scheme X satisfies Conjecture 4.16; for all we know this is no
restriction.
From [46, Corollary 4.3.2] it follows that
(iii) Rf∗ takes Db(Coh/X) to Db(Coh/Y ).
Lemma 4.4 informs us that f !OY belongs to S(X), and, using (i) and (ii)
above as well as Lemma 4.21, we conclude that f !OY is in D
−(Coh/X). We
therefore deduce
(iv) f ! takes Db(Coh/Y ) to Db(Coh/X); see Remark 0.6 and Corollary 0.7.
(v) If I is a dualizing complex on Y , then f !I is a dualizing complex on
X; see Fact 0.3(ii).
If we look at (iii) and (iv), they tell us that the adjoint pair of func-
tors (Rf∗, f !) restrict to functors between the subcategories Db(Coh/X) ⊂
D(Qcoh/X) and Db(Coh/Y ) ⊂ D(Qcoh/Y ); the restrictions must also be
an adjoint pair. The formula (*) even tells us how to compute f ! in terms
of dualizing complexes.
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In practice this means that, if it happens to be more convenient to com-
pute f ! in the bounded derived categories, then go right ahead; from the
restriction of f ! to Db(Coh/Y ) we can compute f !OY , and the formula
f !S = f !OY
L⊗Lf∗S
tells us, at least in principle, how to work out all there is to know about the
functor f ! : D(Qcoh/Y ) −→ D(Qcoh/X).
7. Several recent results
Let me end with a very brief glimpse at current progress in the field.
We begin by observing that, up to now, our treatment has been based
on studying the category Db(Coh/X) via its embedding in D(Qcoh/X).
Dualizing complexes naturally live in Db(Coh/X), and our study of them
was by means of infinite coproducts, infinite products and compact objects
in D(Qcoh/X). As a result of ongoing work, we now know that there are
more natural compactly generated triangulated categories to consider.
Krause [35] taught us that Db(Coh/X) can be viewed as the subcat-
egory of compact objects in the compactly generated triangulated cate-
gory K(Inj/X). From the work of Jørgensen [29], Iyengar-Krause [27],
myself [53, 54] and from Murfet’s thesis [48], we also know a compactly
generated triangulated category T = Km(Proj/X) whose subcategory Tc
of compact objects is naturally equivalent to Db(Coh/X)op. If a dualiz-
ing complex I exists, then tensor product with I gives an equivalence of
categories
−⊗ I : Km(Proj/X) −−−−→ D(Inj/X) .
This approach is very new, poorly understood, and in my opinion it has great
promise. Limitations of space prevent me from discussing it any further
here.
Appendix A. A fact concerning strongly dualizable objects
In this appendix we prove the assertion of Reminder 2.7(iii); we recall
the statement.
Theorem A.1. Let T be a compactly generated triangulated category, pos-
sessing a symmetric tensor product compatible with the triangulated struc-
ture. Assume that the unit of the tensor is compact, and that all compact
objects are strongly dualizable. If E ∈ T is some object, then the following
are equivalent:
(i) E is compact.
(ii) E is strongly dualizable.
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(iii) Tensor product with E commutes with arbitrary products in T; that is,
the natural map
E ∧
∏
λ∈Λ
tλ −−−−→
∏
λ∈Λ
(E ∧ tλ)
is an isomorphism for every set of objects {tλ, λ ∈ Λ}.
Remark A.2. The implication (i)=⇒(ii) follows immediately from the hy-
pothesis of the theorem. The implications (ii)=⇒(i) and (ii)=⇒(iii) are
known; for (ii)=⇒(i) see [19, Theorem 2.1.3], while (ii)=⇒(iii) may be
found in [19, Theorem A.2.5(f)]. The fact that seems new is the impli-
cation (iii)=⇒(i). For the convenience of the reader we give a complete,
self-contained proof of the equivalence of the three conditions.
Also, because this appendix might be of interest to people who could
not care less about the categories D(Qcoh/X), our notation will be the
standard one in the literature. The tensor product of two objects E,G ∈ T
will be written E ∧ G, the unit of the tensor will be denoted S, and the
internal Hom-object will be F (E,G). To translate back to the case where
T = D(Qcoh/X), put
S = OX , E ∧ G = E L⊗G , F (E,G) = RHom(E,G) .
If you read again the statement of Theorem A.1 you will observe that we
already used this notation in part (iii) of the theorem. With the notation
established, it is time to come to the proof of Theorem A.1.
Proof. We are assuming that the compact objects are all strongly dualizable;
thus
(i)=⇒(ii) is trivial. Next we prove (ii)=⇒(iii). Suppose therefore that E
is strongly dualizable. In Reminder 2.7(i) we noted that there is an isomor-
phism E ∼= {E∨}∨, and in Reminder 2.7(ii) we observed that E∨ is strongly
dualizable. Putting this together we have that E ∧ G ∼= {E∨}∨ ∧ G must be
naturally isomorphic to F (E∨,G). We are therefore reduced to proving that
the functor F (E∨,−) respects products. But this is obvious; F (E∨,−) is
right adjoint to − ∧ E∨.
It remains to prove (iii)=⇒(i), which is the part that seems new. Con-
sider the functor Hom(S , E ∧ −). The functor E ∧ − respects products
by hypothesis and coproducts obviously. The functor Hom(S,−) respects
products obviously and coproducts because we are assuming S compact.
Therefore the composite functor Hom(S , E ∧ −) must respect both prod-
ucts and coproducts.
The fact that it respects products means that it must be representable;
see [52, Theorem 8.6.1]. There is an object G ∈ D(Qcoh/X) and a natural
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isomorphism
ϕ : Hom(G,−) −−−−→ Hom(S , E ∧ −) .
Because the functor Hom(S , E∧−) respects coproducts so does the isomor-
phic functor Hom(G,−), meaning that G must be compact, and therefore
also strongly dualizable. Yoneda’s lemma tells us that the isomorphism ϕ
must come from an element in
Hom(S , E ∧ G) ∼= Hom(S , F (G∨,E)) ∼= Hom(G∨,E) .
This produces for us a morphism α : G∨ −→ E, which we will prove an
isomorphism. What we know is that the natural map
Hom(S , α ∧ −) : Hom(S , G∨ ∧ −) −−−−→ Hom(S , E ∧ −)
is an isomorphism; it is just the map ϕ. In particular, for every compact
object K we deduce that
Hom(S , α ∧ 1) : Hom(S , G∨ ∧K∨) −−−−→ Hom(S , E ∧K∨)
is an isomorphism, but this identifies with
Hom(K , α) : Hom(K , G∧) −−−−→ Hom(K , E) .
The compacts K generate, hence α must be an isomorphism, making E
isomorphic to the object G∨. We know that G is compact; it remains to
prove that so is G∨. But we have a natural isomorphism
Hom(S , G ∧ −) ∼= Hom(G∨,−) ,
and the functor on the left clearly respects coproducts. 
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