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ABSTRACT
Optoelectronic devices are pervasive in our daily lives and have seen incredible progress in recent
years leading to significant improvements in efficiency and applicability. Temperature is an impor-
tant parameter which dictates the performance, lifetime and reliability of optoelectronic devices.
As these devices scale to smaller sizes, the impact of heating becomes increasingly severe while
the measurement of thermal properties becomes challenging. Thermal considerations are particu-
larly important for modern high-power diode lasers which have found widespread use in materials
processing and as pump sources in high energy laser systems.
In this work, we show how CCD camera-based thermoreflectance temperature measurements
can be successfully applied to characterize the thermal response of high-power diode lasers with
high spatial and temperature resolution. Diode lasers can undergo thermal failure through several
different routes. One of the primary routes to diode laser failure is through absorption of light at
the outcoupling facet. Here we have explored two ways through which light absorption occurs at
the facet: back-reflection of laser emission onto the facet and the absorption of outgoing emission
within the active region at the facet.
Back-reflection (back-irradiance) of laser emission onto the facets of high-power diode lasers is
a known consequence of the deployment of these devices in some diode-pumped laser systems and
is known to accelerate device failure. We use thermoreflectance imaging to measure the tempera-
ture rise near the quantum well at the facet, for diode lasers emitting at several wavelengths, and
for a wide range of back-irradiance beam positions. We find that two critical locations exist on the
diode laser facet within a few microns of the epitaxial layers, such that when the back-irradiance
is positioned at these locations, it leads to a peak in the temperature rise near the quantum well.
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With ∼ 7.5% optical feedback positioned at a critical location, the active region temperatures at
the facet were found to be nearly three times higher compared to the no back-irradiance case at
the rated current. Moreover, these critical locations are found to be a function of the device emis-
sion wavelength and polarization. It was found that for GaAs-based diode lasers, TM-polarized
devices emitting around 800 nm are the most susceptible to back-irradiance induced failure while
TE-polarized devices emitting around 1000 nm are the most robust.
Under regular operation, the maximum optical power of high-power diode lasers is primarily
limited by catastrophic optical mirror damage which refers to the damage caused to the outcou-
pling facet triggered by severe surface heating at a high injection current. The surface heating is
believed to be caused primarily by non-radiative recombination of carriers generated by partial
absorption of outgoing emission at the facet. We devised a technique to quantify the degree of this
absorption using a combination of thermoreflectance imaging and a heat transport model of the
chip. Using this technique, we carried out device degradation studies for diode lasers by analyzing
the change in facet optical absorption with device age across a range of emission wavelengths and
facet passivation conditions. We found that the facet absorption more than doubled after 200 hours
of aging for all devices under test. The non-passivated devices exhibited a small decrease in facet
absorption after further 200 hours of aging which suggests that facet degradation is rapid over the
first few hundred hours and saturates thereafter. Passivated devices exhibited four times lower facet
absorption compared to the non-passivated devices.
High-power diode lasers also undergo gradual degradation primarily through point defect cre-
ation and migration which leads to a slow decline in the output power. In our efforts to better
understand the dynamics of device degradation with aging, we measured detailed two-dimensional
thermal maps of the active region of these devices at the facet for a wide range of operating currents
as the device ages. These maps were found to exhibit high repeatability, fine spatial structure, and
large thermal gradients which result from a complex interplay between current distribution, optical
emission profile and defect density distribution at the facet and within the cavity. We analyzed the
detailed thermal profiles and their evolution at high temporal granularity as the device ages. The
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mean temperature rise at the facet nearly doubles after 200 hours of operation at the rated current.
Moreover, the temperature distribution was found to be highly non-uniform along the slow axis
with large temperature gradients of ∼ 1.3 K/µm and local temperature spikes with characteristic
widths of ∼ 5 µm. The non-uniformity in temperature distribution was found to grow with device
age as evidenced by a three-fold increase in the standard deviation of temperature for operating
currents larger than 3 A, after 200 hours of aging. The size and position of local temperature
spikes were found to depend strongly on the operating current and correlate to a small degree with




1.1 Thermal Challenges in Optoelectronic Devices
Optoelectronic devices such as LEDs, OLEDs and diode lasers are ubiquitous in our daily lives
with applications in general lighting, display systems, fiber-optic communication, barcode read-
ers, sensors and medical devices. Recent advancements in epitaxial design, thin film growth and
nanofabrication technologies have resulted in devices emitting over a wide range of wavelengths,
with ever smaller dimensions alongside a dramatic increase in the efficiency and maximum output
power, and an exponential decrease in costs (Fig. 1.1). For instance, group-III-nitride-based LEDs
have been engineered to emit over the entire visible spectrum with efficiencies close to 60% at low
injection currents [15, 16]. A single modern high-power diode laser (HPDL) emitting in the in-
frared regime can output 20 W of optical power over a tiny emission region of 200 µm × 2 µm with
an electrical-to-optical conversion efficiency of ∼70% [17]. Stacks of diode laser bars coupled
with state-of-the-art cooling technologies have enabled generation of output powers exceeding 20
kW in multi-mode systems [3] (Fig. 1.2). The high brightness and efficiency of HPDLs makes
them a key component in solid-state and fiber laser systems as pump sources.
However, most high-power optoelectronic devices suffer from rollovers in efficiency when
operating at high injection currents. [4, 18, 19, 20, 21]. Figure 1.3 depicts the external quantum
efficiency (EQE) of a 450 nm light emitting diode (LED) as a function of the operating current
measured for various temperatures [4]. The dramatic decrease in EQE with increasing operating
currents is a trend observed consistently across III-nitride LEDs and is referred to as the ‘efficiency
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(a) (b)
Figure 1.1: (a) Illustration of Haitz’s law depicting the exponential increase in optical power
output per package alongside an exponential decrease in the cost per unit brightness for LEDs.
Image courtesy of ref. [1] (b) Comparison of the evolution in luminous efficacy for a variety of
optical sources. The increase in efficiency of white LEDs has been dramatic over the past 20 years.
Image courtesy of ref. [2].
Figure 1.2: The evolution of output power and beam quality in high-power direct diode lasers (in-
tegrated systems comprised of several diode laser bars, cooling solutions and control electronics)
at an emission wavelength of 1000 nm, based on data collected from several diode laser manufac-
turers. Image courtesy of [3]
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Figure 1.3: External quantum efficiency (EQE) vs operating current for a 450 nm LED for various
temperatures. Inset shows the behavior at large currents in more detail. Elevated temperatures as
well as large injection currents lead to significant reduction in the efficiency of LEDs. The EQE
reduction at high injection currents is partly thermally induced. Image courtesy of ref. [4].
droop’ [4, 18, 19, 22], a phenomenon which limits the maximum output power of high-power
LEDs. Efficiency droop is caused by an increase in non-radiative carrier loss mechanisms such
as Shockley-Read-Hall (SRH) recombination, Auger recombination and carrier leakage, at large
injection currents [19]. Carrier leakage itself encompasses several distinct issues such as poor
hole injection efficiency, ineffective electron blocking layer and incomplete carrier capture within
the quantum well region. These issues are exacerbated at elevated temperatures (as evident from
Fig. 1.3) due to the temperature-dependence of the recombination rates associated with the non-
radiative processes. SRH recombination rate increases with an increase in temperature which leads
to a lower peak efficiency as temperature increases [19]. The radiative recombination and Auger
recombination constants can be expressed empirically through power laws as descending functions
of temperature [23], although there is some evidence of a weak increase in Auger recombination
with temperature in InGaN-based LEDs [24]. Moreover, the light extraction efficiency in LEDs
has also been observed to decrease with increasing temperature due to an increased rate of photon
absorption by both free and bound carriers [4].
In the case of high-power diode lasers, a saturation or rollover in the power-current characteris-
tics is commonly observed when the laser is operated far above the threshold current of the device.
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[20, 21, 25] The rollover (decrease in slope efficiency) is caused by thermally induced carrier and
photon loss, and can be described in a simple manner by assigning exponential temperature depen-
dencies to threshold current and slope efficiency with characteristic temperatures T0 and T1 [26].
The mechanisms which leads to this effect can be described as follows. Due to the finite thermal
resistance of the package, an increment in the injection current leads to an increment in the device
temperature. The elevated temperature results in an increase of the free carrier absorption cross-
section for electrons and holes [20], which leads to higher optical loss and larger threshold gain,
which translates into an increased carrier density at threshold. This feeds into a positive feedback
loop where increased carrier density leads to larger optical loss and ultimately to a lower slope
efficiency [27]. In fact, the slope efficiency is not only lowered due to an increase in optical loss,
but also due to the increase in carrier density which leads to larger rates of SRH and Auger recom-
bination, and carrier leakages. In addition, high carrier density increases the effect of longitudinal
spatial hole burning [28] and reduces internal efficiency [27].
In high-power diode lasers, elevated temperatures are associated with not just efficiency drops,
but also with significant physical damage to the device. The problem of degradation of diode lasers
was identified soon after the achievement of continuous wave (CW) operation of heterostructure
diode lasers in the 1960s. Studies on dark line defect growths in the active region [29], elongation
of dislocation networks [30], photo-assisted facet oxidation [31] and effectiveness of facet coatings
for suppression of facet degradation [32], have helped in rapid improvement of lifetime and reli-
ability of high-power diode lasers over the last 50 years. However, the degradation mechanisms
which currently limit the maximum brightness and lifetime of these devices are believed to be
primarily thermal in nature.
Figure 1.4 (a) depicts the optical power output as a function of injection current for a 900 nm
high-power diode laser rated at 3.75 A. The rollover in the slope of the curve beyond the rated
current is caused by an increase in the rate of non-radiative processes and carrier leakages which
are driven in part by the increase in temperature due to self-absorption of optical emission. At











Figure 1.4: (a) Optical power as a function of injection current for a 900 nm diode laser rated
at 3.75 A. The decrease in slope efficiency above 4 A current is a consequence of an increase in
non-radiative recombination processes induced by elevated temperatures. (b) At large injection
currents, the laser can undergo severe damage seen here as dark regions within the epitaxial lasers.
within the epitaxial layers of the active region (Fig. 1.4 (b)) where significant damage occurs due
to severe local heating.
Modern applications of high-power diode lasers demand reliable device operation over long
lifetimes. Hence, the degradation modes of high-power diode lasers have been studied extensively
in view of improving their reliability and extending the range of their applications. The degradation
modes in a high-power diode laser under regular operation can be classified in terms of the time
scale over which they affect the device characteristics [33, 34].
1. Rapid degradation is typically observed within the first 100 hours of device operation, and
manifests as a rapid decrease in power output (or a rapid increase in threshold current).
Threading dislocations can be introduced within the device heterostructure during the crystal
growth process, or during the handling and/or mounting of the device. These dislocations
can undergo elongation and develop into dark line defects due to interactions with injected
charge carriers and those generated by re-absorption of laser emission [35, 36]. Dark line
defects appear as dark oriented structures within the emission region and lead to significant
reduction in device output power.
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2. Gradual degradation occurs over several thousand hours of device operation and is observed
as a slow decrease in output power resulting from a gradual decrease in the quantum ef-
ficiency. Such degradation is associated with an increase in non-radiative recombination
caused by point defect creation and migration over long time scales [37, 38]. Essentially,
non-radiative recombination at existing point defects in the device leads to formation of new
point defects assisted by the process of recombination-enhanced defect reactions (REDR)
[39, 40]. Over time, this feedback mechanism leads to migration and accumulation of de-
fects which lower the quantum efficiency of the device. Typically, gradual degradation limits
the lifetime of low-power diode lasers.
3. Catastrophic degradation occurs suddenly when a threshold condition is reached, and mani-
fests as a substantial or total loss of output power, along with structural damage to the device.
Generally, catastrophic degradation can occur within the device cavity or at the facets (mir-
rors). Catastrophic degradation that results from self-absorption of optical emission is re-
ferred to as catastrophic optical damage (COD) [41, 42] and is the most commonly observed
type of catastrophic degradation. Most characteristic COD events in state-of-the-art devices
occur at the outcoupling facet and are therefore called catastrophic optical mirror damage
(COMD). The terms COD and COMD are often used interchangeably in the literature to
refer to catastrophic degradation of mirror facets. However, COD has also been reported to
occur within the inner cavity of high-power diode lasers [43], and is called bulk COD or
COBD (catastrophic optical bulk damage) to distinguish it from COMD in such cases. In
this work, we use the term COD to refer to the catastrophic degradation that occurs at the
facet of high-power diode lasers.
Catastrophic optical damage is the result of a thermal runaway process which sets in when a
critical local temperature is reached [44, 45]. This critical temperature can be achieved at the facets
of high-power diode lasers through heating mechanisms such as surface recombination [46] and
surface currents [47]. Facet mirrors typically exhibit larger defect concentrations compared to the
bulk of the device due to the cleaving process and potential oxide growth [48, 49]. In addition,
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Figure 1.5: Schematic of the mechanisms leading to catastrophic optical damage in high-power
diode lasers. Image courtesy of ref. [5].
diode lasers are often packaged with an overhang, where the facet is offset from the heat sink
by a few microns. These factors can lead to elevated facet temperatures compared to the device
bulk even at low injection currents [5]. At a high injection current above the lasing threshold, the
temperatures are elevated further and may reach the critical temperature at some facet locations as
a result of additional Joule heating and non-radiative recombination of charge carriers generated
by absorption of laser emission at defect states.
Once the critical temperature is reached, two positive feedback loops are initiated which lead
to further temperature increase. First, elevated temperatures lead to band gap shrinkage which
increases the rate of optical absorption and leads to generation of more charge carriers which
recombine non-radiatively and increase the temperature further [44]. Second, defect generation
and accumulation, which is a thermally-activated process is enhanced and leads to even higher rates
of non-radiative recombination and subsequent heating. Reports on the lowering of the threshold
optical power output which can lead to COD in aged diode lasers are indicative of the existence of
this feedback loop [50, 51]. These two loops occur together and can drive the temperature to the
point where the device undergoes physical damage and power loss (Fig. 1.5).
It is clear that the degradation of high-power diode lasers are closely associated with the tem-
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perature rise within the device cavity and at the facet. In order to study and analyze the degradation
and failure modes in high-power diode lasers, it is essential to develop thermal metrologies that
are capable of capturing their thermal behavior. In the next subsection, we describe the available
measurement methods in detail.
1.2 Thermal Metrologies for Optoelectronic Devices
Since heating can significantly affect the performance, lifetime and reliability of optoelectronic
devices, various microscale and nanoscale temperature measurement techniques have been devel-
oped. These methods can be broadly divided into two categories based on their operating mode:
contact and non-contact.
1.2.1 Contact Mode-based Temperature Measurement
Contact mode-based temperature measurements are performed by placing a temperature sensor,
such as a thermocouple, thermistor, resistance temperature detector (RTD) or scanning thermal
microscope (SThM) [52], in contact with the measurement surface.
A thermocouple is composed of two dissimilar metal wires that are joined at one end (the tip)
and connected to a voltmeter at the other end (Fig. 1.6 (a)). The voltage measured by the voltmeter
is temperature-dependent, based on the thermoelectric effect, and can be calibrated to interpret and
measure the temperature at the tip. Thermocouples are inexpensive, do not need costly equipment
or external excitation to operate, and can measure a wide range of temperatures. Thermocouples
can also operate at very high response frequencies (>10 MHz) and hence can be used to pick out
weak thermal signals from noisy data using lock-in amplification techniques [53]. However, a
few major drawbacks associated with temperature measurement using thermocouples involve low
accuracy (∼1 K) and poor spatial resolution. The smallest state-of-the-art thermocouple which can
be constructed today has a tip size of 30 µm. Hence it cannot be used to characterize any thermal
phenomena that occur at smaller length scales, which is often the case with modern optoelectronic
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Figure 1.6: (a) A typical thermocouple and a schematic of the working principle. Metals 1 and
2 are n-type and p-type materials respectively. Charge carriers diffuse from the temperature mea-
surement point to the reference point resulting in a measurable thermal voltage. A commercially
available (b) resistance temperature detector and (c) thermistor, which measure temperature by
sensing the thermally induced change in resistance.
devices. Moreover, placing a thermocouple in contact with the surface of an optoelectronic device
can interfere with device operation. The emitted light can also be absorbed by the thermocouple
which can cause it to heat up and provide inaccurate measurements.
A resistance temperature detector (Fig. 1.6 (b)) measures the change in resistance of a metal re-
sistor induced by a change in temperature. RTDs are generally more accurate than thermocouples
(∼0.1 K) and also more linear in their temperature-voltage response. However, they have relatively
slow response times, are costlier and require a current/voltage source for operation. Thermistors
(Fig. 1.6 (c)) operate on the same basic principle as RTDs but are composed of ceramic or polymer
resistors instead of metal. As such, thermistors are cheaper than RTDs but span a smaller tem-
perature measurement range and have highly non-linear temperature-voltage response. RTDs and
thermistors also suffer from the same drawback of poor spatial resolution as thermocouples. Typi-
cally, they have even larger footprints than thermocouples and cannot be used to measure thermal
phenomena at finer than 1 mm resolution.
Scanning thermal microscopy (Fig. 1.7) is a scanning probe technique similar to Atomic Force
Microscopy, wherein a probe, made out of thin dielectric films on a silicon substrate, is scanned
over the sample. The change in the temperature of the probe (measured using an integrated ther-
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Figure 1.7: (a) Au/Pd thermocouple probes for scanning thermal microscopy made by electron
beam lithography and silicon micromachining. (b) Schematic of a thermistor-based scanning ther-
mal probe. Image courtesy of ref. [6, 7]
mocouple [6]) or the thermally induced change in the resistance (measured using an integrated
metal resistor [7]) is evaluated locally providing a spatial resolution of approximately 50 nm [52].
SThM has been used to study vertical cavity surface emitting lasers [54], carbon nanotube-based
devices [55] and diode structures [56]. A major drawback of SThM is the absorption of optical
emission, and subsequent heating, by the metal coating on the probe (used for resistance mea-
surement) which renders the measurement inaccurate for most optoelectronic devices. In addition,
SThM requires costly equipment which is difficult to operate and maintain.
In addition to the metrology-specific drawbacks detailed above, a major drawback of all
contact-based methods stems from the size and thermal mass of the sensor itself. If the sensor
footprint (typically ∼1 mm) is larger in size than the region of interest, the sensor acts as a heat
sink and draws away heat from the sample leading to inaccurate measurements. Additional in-
accuracies are induced in the measurement due to contact thermal resistance between the surface
and the sensor resulting from imperfect contact. Contact-based methods are also unsuitable for
measuring fragile surfaces/devices which can get damaged or are susceptible to modification of
thermal properties upon contact. As a result, contact-based methods are largely not suitable for
thermal characterization of optoelectronic devices for which the regions of interest are typically 1 -
100 µm in size and can get destroyed upon contact. A summary of the various contact mode-based
temperature measurement techniques is provided in Fig. 1.8.
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Figure 1.8: A summary of the various contact mode-based temperature measurement techniques.
1.2.2 Non-contact Mode-based Temperature Measurement
Non-contact mode-based temperature sensing is usually accomplished through optical techniques
such as infrared (IR) thermometry [57], Raman spectroscopy [58, 59, 60], or thermoreflectance
[58, 61, 62, 63, 64, 65, 66].
1.2.2.1 Infrared Radiation Thermometry
IR thermometry estimates the temperature of a sample through measurement of its infrared ra-
diation spectrum, given the spectral emissivity of the material is known through calibration ex-
periments. The electromagnetic radiation intensity of a diffuse emitter (E(λ, T )), is given by the
product of its spectral emissivity (π(λ)) and the radiation intensity of a blackbody (Planck’s law):






where h is the Planck’s constant, kB is the Boltzmann constant, c is the speed of light in
vacuum, λ is the electromagnetic radiation wavelength, and T is the blackbody temperature. By
measuring the emissive power of an emitter at a certain wavelength and correlation with Eq. 1.1,
the temperature of the body can be calculated.
Infrared thermometry provides a quick, non-contact method to create thermal maps. However,
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Figure 1.9: (a) Infrared image of a printed circuit board (b) Spectral emissive powers of a black-
body at different temperatures. The wavelength corresponding to the peak emissive power shifts
to lower wavelengths as the temperature of the blackbody increases. Image courtesy of ref. [8]
the knowledge of spectral emissivities of constituent materials of the samples is not easy to evaluate
and requires separate calibration experiments.
The spectral emissive power of a blackbody at different temperatures is depicted in Fig. 1.9
(b). The wavelength at which the peak emission is achieved is a function of temperature and shifts
to lower wavelengths as the body temperature increases. At room temperature, the peak emissive
power of a blackbody occurs at a wavelength λ ≈ 10 µm. As a result, the far field diffraction limit
of λ/2 limits the spatial resolution of the IR thermometry technique to ∼5 µm for temperature
measurements around 300 K. Since the characteristic length of typical optoelectronic devices are
of the same order, IR thermometry is incapable of resolving thermal phenomena at this length
scale.
1.2.2.2 Raman Spectroscopy
Raman spectroscopy is a well-known method used to determine the vibrational modes of molecules
and identifying chemical components based on the detection of inelastically-scattered photons.
However, Raman spectroscopy can also be used to determine the temperature of materials [58, 5].
In a typical Raman spectroscopy setup (Fig. 1.10 (a)), a laser beam is focused onto a spot on
the sample and the resultant signal is passed through an optical filter to reject the purely reflected
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and elastically-scattered photons before being collected by a spectrometer. The spectral peaks are
plotted as a function of the Raman shift (the wavelength shift relative to the laser wavelength) as
depicted in Fig. 1.10 (b) . The peaks at frequencies lower than the laser frequency correspond
to the Stokes shift (phonon emission), while those at frequencies higher than the laser frequency
correspond to the anti-Stokes shift (phonon absorption). The intensity of the Stokes and anti-
Stokes peaks are a measure of the phonon populations at the corresponding frequencies. As such,















where ωL is the excitation laser frequency, ωV is the frequency of the phonon (vibrational
mode), kB is the Boltzmann constant and T is the temperature. Since the phonon frequencies can
be determined from the Raman spectrum, the temperature can be extracted from Eq. 1.2.
An alternative method of calculation of temperature from the Raman spectrum involves track-
ing the shift in the peak position with sample temperature [5]. As the temperature changes, the
energy of the vibrational mode will change, leading to a shift in the position of the peaks in the
spectrum. The shift can be calibrated for a known temperature change and used for future temper-
ature measurements.
The spatial resolution of Raman spectroscopy thermometry is limited by the size of the focused
laser beam spot on the sample which is typically∼1-2 µm [58]. However, the error in measurement
is typically in the range of 5% - 15% which is relatively poor [59, 60]. In addition, the focused
laser beam can heat up the sample and introduce errors in the measurement. Moreover, the method
inherently lacks the ability of generating two-dimensional surface temperature maps and can only
be used for point measurements.
Thermal characterization of optoelectronic devices ideally warrants a thermometry technique
which is non-contact, offers diffraction-limited resolution, high accuracy and two-dimensional
temperature mapping capabilities. The phenomenon of thermoreflectance, wherein a change in
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Figure 1.10: (a) Schematic of a typical Raman spectroscopy measurement setup. An excitation
laser beam is focused onto the sample and the spectrum of the inelastically scattered photons is
recorded after interaction with the sample. (b) Raman spectra of a TiO2 sample measured in the
temperature range 24◦C - 600◦C. [] The peaks correspond to phonon absorption (anti-Stokes peak)
and phonon emission (Stokes peak). Temperature of the sample can be ascertained from the ratio
of the Stokes and anti-Stokes peak intensity and the vibrational mode frequency
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Figure 1.11: A summary of the various contact mode-based temperature measurement techniques.
the temperature of a material induces a change in its reflectance, offers the possibility of such a
measurement system. It is the primary temperature measurement approach applied in this work and
is described in detail in the following section. A summary of the various non-contact mode-based




2.1 Physics of Thermoreflectance
Thermoreflectance is a non-contact, optical measurement technique that quantifies the tempera-
ture change of a material or device by correlating it with temperature-induced optical reflectivity
variation. In semiconductors, this variation in reflectivity is primarily due to the shrinkage of the
band gap Eg with increasing temperature T . The band gap shrinkage is caused by shifts in the con-
duction and valence band edges due to changes induced in the lattice constant and electron-lattice
interactions with temperature. Dependence of Eg on temperature can be empirically modelled as,




where E0 is the bandgap at 0 K, and α and β are constants [67]. The values of α and β for
GaAs, a common semiconductor used in optoelectronic devices, are 5.58× 10−4 eV/K and 220 K
respectively. The small change in band gap caused by temperature changes, induces a change in
the refractive index n of the material. The relationship between Eg and n can be semi-empirically
expressed using the Moss relationship [68],
n4Eg = constant. (2.2)
For light incident normally on the material from air, assuming no absorption, the reflectance





Clearly, a change in the temperature ∆T of the material will lead to a change in its reflectance
∆R (equations 2.1, 2.2 and 2.3). A detailed analysis of the phenomenological basis of thermore-
flectance involves studying the change in the complex dielectric function ε̂(E) = ε1(E) + iε2(E),
where ε1 and ε2 are the real and imaginary parts of the dielectric function and E is energy [69, 70].
The normalized change in reflectance can be expressed as,
∆R
R
= α(ε1, ε2)∆ε1 + β(ε1, ε2)∆ε2 (2.4)
The coefficients α and β are functions of the complex refractive index of the material, and
thus the photon energy. The contributions ∆ε1 and ∆ε2 are the changes in the complex dielectric
function induced due to temperature change ∆T , and can be expressed in terms of the band gap
shift and broadening [71].
While such analysis of thermoreflectance is useful for studying the band structure and dielectric
response function of semiconductors, in this work we focus on thermoreflectance-based thermal
measurements, for which the effects of temperature on material’s reflectance modulation can be
simplified using a calibration coefficient. Hence, the relationship between ∆T and ∆R is usually







is the normalized change in reflectance (thermoreflectance signal) caused by a tem-
perature change ∆T and κ is a proportionality constant known as the thermoreflectance coefficient.
The value of κ is dependent on the material properties, illumination wavelength and optical prop-
erties of the experimental setup. It effectively accounts for the complexities of the material band
structure and the optical properties of the material and other optical components in the experi-
mental setup with typical values ranging between 10−6 to 10−3 [61, 72]. Since κ is dependent on
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Figure 2.1: Thermoreflectance coefficient values of some metals for illumination wavelength range
of 400 - 1000 nm. Most materials exhibit strong thermoreflectance response at certain wavelenghts.
The thermoreflectance coefficient value of gold switches sign around 500 nm which is indicative
of the complex interplay of temperature with the band structure and optical absorption properties
of materials.
material properties as well as properties of the measurement setup, its value needs to be calculated
separately for a particular set of experimental conditions and sample material. The choice of il-
lumination wavelength is key to thermoreflectance measurements, since most materials exhibit a
strong thermoreflectance response (large value of κ) at certain illumination wavelengths. A large
value of κ translates into a stronger thermoreflectance signal which improves the signal-to-noise
ratio of the measurements. Figure 2.1 depicts the spectrum of κ for a few metals.
2.2 Types and Application of Thermoreflectance-based Ther-
mometry
Thermoreflectance has been successfully applied to study a variety of thermal phenomena in elec-
tronic devices and semiconductor materials [58, 61, 62, 63, 64, 65, 66]. Thermoreflectance tech-
niques can be classified based on the mode of measurement: point-based or broad area imaging.
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They can also be classified based on the nature of thermal process being analyzed: steady/quasi-
steady or transient.
In point-based thermoreflectance, a low power laser beam is focused onto a spot on the ma-
terial (typically 1-2 µm in size) using an objective lens, and the reflected light is captured by a
photodiode which measures ∆R
R
. Since a photodiode is a low noise detector, it provides good
signal-to-noise ratio (SNR). In addition, a photodiode offers very quick response times and can
detect rapid changes in temperature. As such, it is suitable for characterizing both steady-state and
transient thermal processes. However, it can only provide measurements for a single-point on the
device at a time. Moreover, focusing a laser beam onto a point on the material can cause parasitic
heating and limit the spatial resolution of the measurement to the size of the spot.
Using a Charge-coupled device (CCD) camera as the detector and an LED as the source for
broad area illumination allows generation of two-dimensional temperature profiles of the region
of interest since the CCD pixel array can image signals in parallel from a large field of view.
Essentially, each pixel on the CCD sensor can measure ∆R
R
for a unique point on the sample
and thus generate a thermal image. The size of the field of view afforded by the CCD camera is
dictated by the magnification of the objective lens. Additionally, it is possible to achieve diffraction
limited spatial resolution of∼0.5 µm (when using blue light illumination). However, there are few
caveats associated with CCD-based measurements. CCDs are susceptible to readout and shot noise
and the magnitude of this noise is typically ∼100 times higher than the thermoreflectance signal
strength [73]. This shortcoming can be overcome by averaging signals over several measurements.
However, the frame rate of CCD cameras is typically less than 100 frames per second (fps), which
makes CCD-based measurements inherently much slower than photodiode-based methods. The
extensive averaging needed for accurate measurements combined with the relatively low response
time/frame rate of CCD cameras (≤ 100 Hz) implies that using CCD cameras for thermal imaging
of transient phenomena is not straightforward. However, such measurements have been performed
with a CCD camera using a high frequency-modulated LED for illumination [74].
Transient thermoreflectance is often performed as a pump-probe technique with a femtosecond
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pulsed source and a fast detector and is typically a single-point measurement. Transient thermore-
flectance measurements are commonly used to characterize material thermophysical properties
such as thermal conductivity [63], thermal diffusivity [64], electron-phonon coupling [65] and ther-
mal boundary resistance [66]. In the pump-probe technique called time-domain thermoreflectance
(TDTR) [75], a laser beam is divided into two beams - the pump and the probe. The pump beam is
modulated at a high frequency (1-10 MHz) using an electro-optic modulator, and focused onto the
sample where it induces a local temperature change on the sample at the point of incidence. The
probe beam is low-intensity and is incident on the same spot on the sample but arrives after a con-
trollable time delay, typically achieved by moving a mirror mounted on a linear motorized stage.
The reflected probe beam intensity can be recorded and extracted by a photodiode combined with a
lock-in amplifier. By analyzing the change in reflected probe beam intensity (representative of the
sample local temperature) as a function of the time delay, it is possible to probe thermal phenomena
at nanosecond resolution. TDTR, and its variation - frquency-domain thermoreflectance (FDTR)
are powerful techniques that have been used extensively to study thermal properties of materials
[75, 76, 77], but is limited to point-based measurements since it requires coherent illumination and
a sensor with very fast response time.
The choice of the mode of measurement (point-based or broad area), type of detector (CCD
camera or photodiode), the magnification of the objective lens and the wavelength of illumina-
tion are dictated by the characteristic length scale of device under test, the time scale of thermal
phenomena being analyzed and the composition of the device. In this work, we have focused on
generating two-dimensional maps of temperature rise near the active region of high-power diode
lasers under steady-state operation. Hence, we have developed a microscope setup equipped with
high magnification objectives lenses with a CCD camera as the detector.
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Figure 2.2: Convergence of thermoreflectance signals from the GaAs substrate material of a diode
laser operating over a range of currents. The number of iterations (averaging) required for conver-
gence is a function of the signal strength. As the signal becomes weaker (0.1 A), the number of
iterations required to achieve convergence increases exponentially.
2.3 CCD Camera-based Thermoreflectance (CCD-TR)
The ability of a CCD camera to measure small changes in brightness is dependent on its bit depth.
For example, a 12-bit camera can only detect ∆R
R
≥ 2−12 in magnitude between two images (quan-
tization limit). This value is relatively large compared to typical thermoreflectance signal strength
and technically implies that a CCD camera is expected to be insensitive to small temperature
changes. However, a phenomenon called stochastic resonance [19], caused by the inherent CCD
readout noise, allows measurement of thermoreflectance signals well below the camera quantiza-
tion limit by simply averaging over several measurements. The number of measurements needed
for achieving a converged ∆R
R
signal is a function of the camera bit depth and signal strength but
is typically in the range of 103 − 105 [73]. Figure 2.2 depicts the convergence of ∆R
R
signal from
the GaAs substrate material of a diode laser operating over a range of currents. As the injection
current increases, the temperature signal grows stronger and the number of iterations needed for
convergence reduces by an order of magnitude.
The CCD-TR setup can be used to determine the temperature rise of a device under steady-state
operation as follows. First, the device is turned on at the given bias and an image I1 of the device
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is taken. Then, the device is turned off and a second image I2 is captured. In this case, the change
in reflectance ∆R induced by the temperature rise caused by operation of the device is given by









However, as described before, the image is noisy and needs to be averaged over several mea-
surements in order to improve the signal-to-noise ratio (SNR). This can be done by taking several
images when the device is ON and averaging them to calculate I1 and repeating this after turning
the device off to calculate I2. Typically, the number of images required to improve the SNR by this
method is very large and the convergence of the signal is extremely slow due to the large noise,
spread over a wide frequency band, inherent in CCDs. However, the SNR can be quickly and
greatly improved by turning the device ON and OFF cyclically at a frequency f and triggering the
camera to capture images at a frequency 2f such that it is phase-locked with the device bias signal
(Fig. 2.3). Hence, two images are acquired for every ON/OFF cycle of the device, one during
the ON period and another during the OFF period. These two images are averaged over a large
number of iterations to provide a converged thermal image. In this way, any fluctuations in pixel
intensity of images which are oscillating away from the frequency of interest f are quickly aver-
aged out, greatly improving the signal to noise ratio. This technique is akin to a software-analogue
of hardware lock-in based signal acquisition techniques.
It is important to remember that the device will require some time to reach steady state, hence
the temperature waveform of the device will lag behind the bias signal with a phase difference φ.
In order for Eq. 5 to be valid, the camera should start integrating the images only after steady state
has been achieved. This is typically not an issue if the device bias frequency is low and thermal
time constant of the package is small which is the case with diode lasers. For diode lasers, the
thermal time constant of the device is ∼100 µs and the device ON/OFF time can be set to ∼ 250
ms (f = 4 Hz) such that φ ≈ 0 and the temperature waveform can be approximated as a square
wave. However, in case the phase difference φ between the bias signal and thermal waveform is
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Figure 2.3: A schematic of the 2-bucket thermoreflectance imaging technique. The device is
operated at a frequency f while the camera is triggered by a square waveform of frequency 2f
such that two images (I1 (I2) for ON (OFF)) are captured per device cycle. The map of device
temperature rise can be obtained from these images.
expected to be large, it is useful to implement a 4-bucket lock-in scheme instead of the 2-bucket
scheme described above. In the 4-bucket scheme, four images are acquired for every ON/OFF
cycle of the device, two during the ON period (I1 and I2) and two during the OFF period (I3 and













I1 − I2 − I3 + I4
I1 + I2 − I3 − I4
(2.8)
In this work, we have used the 4-bucket scheme to generate thermal images of diode lasers.
Figure 2.4 illustrates the waveforms involved in the 4-bucket scheme of thermoreflectance imaging.
Several groups have used the phase-locked version of CCD-TR to measure thermal response
of electronic and optoelectronic devices under operation including organic LEDs [9], quantum
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Figure 2.4: A schematic of the 4-bucket thermoreflectance imaging technique. The device is
operated at a frequency f while the camera is triggered by a square waveform of frequency 4f
such that four images (I1 and I2 (I3 and I4 ) for ON (OFF)) are captured per device cycle. The
map of device temperature rise and the phase lag (between the bias signal and thermal signal) can
be obtained from these images.
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cascade lasers [10], and high electron mobility transistors [11] (Fig. 2.5).
Figure 2.6 depicts the CCD-TR system used in this work. The custom microscope system
includes a 100X or 50X objective (Mitutoyo Plan Apo NIR HR infinity corrected) and a 14-bit
CCD camera (Allied Vision Prosilica GT 1920) which provide a 91.1 µm × 67.7 µm field of view
(at 100X magnification). The laser facet is illuminated by a blue LED (Luxeon StarLEDs) with λ =
470 nm and ∆λ = 20 nm full width at half maximum (FWHM). The reasoning behind this choice of
illumination wavelength is two-fold. Firstly, the constituent materials of HPDLs are GaAs-based
which have a strong thermoreflectance response at 470 nm. Secondly, using the shortest possible
wavelength allows for the best resolution since the resolving power of a microscope system is
inversely proportional to the illumination wavelength. Koehler illumination [78] is implemented
to achieve uniform illumination over the entire facet using a set of two f = 20.1 mm condenser
lenses with a diffuser (Thorlabs). The LED light reflected by the facet is focused onto the CCD
camera by an f = 200 mm tube lens. A dichroic mirror (Semrock edge-pass λ = 680 nm) and an
OD 6 band-pass filter centered around the LED wavelength are used to prevent laser emission from
reaching the sensor since even a small leakage of laser emission onto the CCD sensor can saturate
the pixels and mask the thermal signal. Using this system, we have been able to achieve a spatial
resolution of ∼0.5 µm and temperature resolution of ∼0.2 K. Figure 2.7 depicts a photograph
of the experimental setup. It is worth noting that the spatial resolution of ∼0.5 µm corresponds
to resolution of the microscope imaging system. The spatial resolution afforded in the thermal
images generated using this method is expected to be the same (∼0.5 µm) if the temperature rise
of the device is small. For large temperature changes, the motion induced due to cyclical thermal
expansion and contraction of the device degrades the resolution by the same magnitude as the
range of motion.
During a typical thermoreflectance experiment, the diode laser is mounted on a temperature and
position-controlled stage. It is driven by a square wave current with 50% duty cycle at a frequency
of 4 Hz. The camera is triggered to acquire four images for every ON/OFF cycle with an integration
time of 62 ms per image. The ∆R
R




Figure 2.5: CCD-based thermoreflectance imaging has been used to study thermal response of
electronic and optoelectronic devices at micron scales including (a) organic light emitting diode
pixels [9] (b) quantum cascade lasers [10] and (c) high-electron mobility transistors [11]. The reso-
lution and field-of-view size of the imaging system depends on the magnification of the microscope





























Figure 2.6: A schematic of the experimental setup used for CCD-based thermoreflectance imag-
ing.
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Figure 2.7: An image of the experimental setup.
provide a measure of reflectivity variation between the ON and OFF states of the diode laser. The
four images are denoised by averaging over a large number of iterations to arrive at a converged ∆R
R
image. A temperature map is then obtained from the ∆R
R
image using Eq. 2.5. However, we need
to know the values of the thermoreflectance coefficient κ for all constituent materials of the diode
laser before Eq. 2.5 can be used. Since κ is not merely a material property but also depends on the
optical properties of the microscope system, it has to be calculated separately through calibration
experiments. These experiments are detailed in the next section.
2.4 Thermoreflectance Coefficient Calibration
In a typical thermoreflectance calibration experiment, a known temperature change is induced in
a material and the thermoreflectance signal is measured. Equation 2.5 then allows the calculation
of κ. The high-power diode lasers used in this work emit near 800 nm, 900 nm and 1000 nm
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wavelengths and are composed of three main constituents (detailed in Section 3.3): GaAs substrate
(upon which the epitaxial layers are grown), the waveguide and the cladding. The waveguide
and cladding make up the active region of the diode laser. In order to calculate κ for each of
these materials, witness samples of the substrate, waveguide and cladding were mounted on a
thermoelectric cooler (TEC) (Fig. 2.8). The TEC was driven by a square wave of current and
the sample temperature was measured using a microthermocouple. By modulating the mean and
amplitude of the current signal, a range of operating temperatures were achieved (20 ◦C - 65 ◦C).
For a known ∆T (∼5 K), the ∆R
R
image of the sample was recorded and κ was calculated using
Eq. 2.5.
The results of calibration experiments with diode laser witness samples is plotted in Fig. 2.9.
The mean values of κ for substrate, cladding and waveguide of the ∼800 nm diode laser at room
temperature (with ±σ uncertainty) were measured to be 2.19× 10−4 ± 5.5%, 1.28× 10−4 ± 7.2%
and 1.16 × 10−4 ± 3.2% respectively. We also noticed that there was no significant change in
the thermoreflectance coefficient value for any material as the mean sample temperature varies.
This trend is not expected for all materials since the thermoreflectance coefficient is expected to
be constant only for a small temperature change. In fact, this constant value can be different for
different values of T , and needs to be accounted for if the sample temperature rise is too large.
Material witness samples for the cladding and waveguide materials were unavailable for the
∼900 nm and∼1000 nm diode lasers. As a result, a separate approach was employed to determine
κ for these materials. First the average junction temperature rise was measured for the devices
operating at all three wavelengths by directly measuring the red shift in emission spectrum with
increasing drive current. Because the diodes are identical in geometry and package type, the offset
between the average junction temperature rise and that observed at the facet are similar at sub-
threshold currents where optical absorption at the facet is effectively zero. This fact was verified
by simulating heat transport across the device using a two-dimensional finite element model which
showed the average junction temperature rise and facet temperature at the position of the quantum
well differ by less than 5% for sub-threshold currents. The ∆R
R
images were obtained as usual for
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Figure 2.8: An image of the experimental setup for thermoreflectance coefficient calibration.
Witness samples of laser constituent materials were mounted onto a copper block which was in
turn mounted on a heat-sinked thermoelectric cooler. Thermoreflectance signal was measured for
a known temperature rise over mean temperatures in the range of 20 ◦C - 65 ◦C
the ∼900 nm and ∼1000 nm devices. The appropriate values of κ were then obtained within the
epitaxial layers by calibrating the sub-threshold experimental ∆R
R
images with the previously mea-
sured active region facet temperatures. This approach, taken over multiple sub-threshold current
setpoints, yielded an average κ value within the epitaxial layers of (1.8± 0.07)× 10−4K−1 (∼900
nm device) and (9.9± 0.5)× 10−5K−1 (∼ 1000 nm device).
In this section, the CCD-based thermoreflectance microscopy technique was described in de-
tail. In the following sections, the structure of the devices under test will be described, followed
by the experimental results for thermal characterization of these devices.
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Figure 2.9: Values of κ for witness samples of ∼800 nm laser diode plotted as a function of




Thermal Characterization of High-Power Diode
Lasers under Back-irradiance
3.1 Back-irradiance Induced Degradation of High-Power
Diode Lasers
As mentioned in Chapter 1, degradation and damage in diode lasers has been a topic of active re-
search and study over the last few decades. However, most of these studies are performed through
isolated testing of diode lasers under controlled conditions. High power semiconductor lasers
deployed in real laser systems are subject to different conditions than those present during iso-
lated testing [79]. One such difference is the presence of back-irradiance (BI) of optical emission.
There are numerous sources of back-irradiance in diode pumped laser systems [80], including: 1)
back-scatter and reflection from micro-optics, 2) residual specular reflection from antireflection-
coated optical flats, 3) amplified spontaneous emission from the laser gain medium, 4) imperfect
optical isolation leading to pulsed or continuous wave laser emission leak-through, and 5) unab-
sorbed pump light in double-pass and double side- or end-pumped laser systems. Back-irradiance
is known to alter diode behavior in several ways including a broadening of the spectral linewidth,
greater fluctuations in the outcoupled optical power, a reduction in the threshold current, and a
shift in the emission wavelength [80, 81, 82, 83].
An important consequence of optical feedback is accelerated device degradation leading to
premature failure of high-power diode lasers [83, 12, 84, 85]. In a study conducted by DILAS
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No optical feedback 4% optical feedback
Figure 3.1: For a ∼1000 nm diode laser, 4% optical feedback leads to local intensity spikes in the
near field profile. The location of the spike is found to correlate with the location of the eventual
damage on the diode laser facet, at high injection currents. Image courtesy of ref. [12].
[12], it was found that feeding only 4% of the optical power back into a∼900 nm diode laser leads
to local intensity spikes in the near field profile (Fig. 3.1). Moreover, the location of the spike
correlates well with the location at which eventual laser damage occurs at high injection currents.
Figure 3.2 illustrates this effect, where 10 out of 24 emitters in a diode laser array failed when
24% of the outgoing laser emission was reflected back onto the facets and swept along the fast
axis. This reliability hazard is of great concern in the design of virtually all diode-pumped laser
systems. In this section, we use the thermoreflectance imaging system described in Section 2.3 and
add the capability of generating nearly diffraction-limited back-irradiance intensity distributions.
This setup is used to examine the dependence of temperature rise in the active region of diode
lasers on the position of the back-irradiance, for lasers emitting at wavelengths near 800 nm, 900
nm, and 1000 nm. Through this analysis, we are able to develop an understanding of the effects of
back-irradiance position, power, wavelength and polarization on its thermal contributions to diode
laser failure.
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Figure 3.2: Results for destructive testing of a high-power diode laser array containing 24 emitters.
24% of the laser optical power was reflected back onto the facet and positioned at a range of
locations. 10 out of 24 emitters fail when the back-irradiance is positioned close to the active
region. The bottom panel shows the before and after near field intensity photographs of the 24
emitter array. Image courtesy of ref. [13].
3.2 Back-irradiance Spot Generation and Characterization
In order to generate a sharp, uniform back-irradiance spot with controllable power and position, the
following modifications were made to the thermoreflectance setup described in section 2.3 (Fig.
3.3). The dichroic mirror present before the beam-splitter cube reflects> 99% of the laser emission
along a pathway that is perpendicular to the microscope optical axis. The laser light reflected by the
dichroic passes through a 2.67X magnification 4F relay (f = 75 mm and f = 200 mm plano-convex
lenses) and is incident upon a dielectric mirror of chosen reflectivity which controls the amount
of optical feedback. The reflected laser emission is focused back onto the facet by the objective,
forming a sharp BI spot. The position of the BI spot on the facet is controlled by a motorized
kinematic mount for the mirror which offers a positional resolution of > 0.1 µm on the facet.
Figure 3.4 (a) shows the size of the BI spot compared to the field-of-view (after background
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Figure 3.3: A schematic of the CCD-based thermoreflectance imaging system with added com-
ponents to create a controllabel back-irradiance spot on the device. The laser emission is reflected
along the back-irradiance pathway by an edgepass dichroic mirror. The emission passes through
a 4F relay system, is reflected by a dielectric mirror of controllable reflectance and position and is
focused onto the diode laser facet by the objective.
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subtraction to remove laser emission and noise). A consistent irradiance distribution is retained as
the BI is scanned along the diode facet in the fast axis direction. Figure 3.4 (b) depicts the measured
beam width of the BI distribution as a function of the location of the BI spot along the fast axis of
the device. The width of the BI distribution is 1.29± 0.1 µm. Figure 3.4 (c) depicts the irradiance
distribution of the BI spot along the fast axis direction (integrated along the slow axis direction of
the diode); the peak irradiance remains nearly constant with position due to low vignetting afforded
by the 4F imaging system along the feedback path of the microscope. The 2.67X magnification
of the 4F relay along the feedback path allows very fine and repeatable positioning of the BI spot
center.
A set of five dielectric mirrors having nominal reflectance values of 10%, 30%, 50%, 70%, and
90% were used to vary the feedback level to the diode facet. However, the wavelength-dependent
reflection/transmission coefficients of the chosen feedback mirror and other optics along the feed-
back branch (and in particular, the objective lens) play a significant role in determining the effective
reflectance (Reff ) and hence total optical power of the BI spot. The total power contained in the
BI spot for a given combination of mirror and operating wavelength can be expressed as,
PBI = ReffPop, (3.1)
where Pop is the optical power produced by the laser diode at a given current. The values of
Reff for all mirrors at three operating wavelengths (∼800 nm, ∼900 nm, and ∼1000 nm) were
calculated as follows. First, the optical power was measured at three locations along the beam path
– immediately after the laser (Pop), before the mirror P2, and after the mirror P3 (Fig. 3.5). With
the assumption that the objective lens offers equal transmissivity in both incident beam directions,















Figure 3.4: (a) BI spot positioned deep in the GaAs substrate. Outgoing laser emission has been
subtracted from the image to remove noise. (b) Width of BI spot (FWHM) is consistent for a range
of BI spot positions along the fast axis of the diode laser. (c) BI spot intensity profiles for a range
of BI positions along the fast axis direction (integrated in the slow axis direction). The peak beam
intensity remains mostly constant with position.
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Figure 3.5: Schematic for estimating Reff values of feedback mirrors. Measurement of optical
powers at three distinct locations along the beam path can be used to estimate the power of the
back-irradiance spot.
flatness of the mirrors result in some degree of vignetting in the beam as it passes through the ob-
jective lens the second time. This results in slightly higher transmission loss through the objective
on the return leg, causing the actual value of Reff to differ slightly from the value calculated using
Eq. 3.2. To correct for this effect, an additional experiment is performed by using the measured
intensity of the BI spot in the images captured by the CCD camera; this experiment is performed
as follows.
First, an image of the outgoing laser beam was taken at an integration time T1 such that the
pixels at the laser beam location are just below saturation. The output laser beam power Plaser
is proportional to the integral of the recorded intensity profile. The integration time was then
increased to T2 which causes the pixels at the BI spot location (visible in the substrate) to just
barely approach the saturation limit. The BI beam power PBI is proportional to the integral of the
recorded intensity profile. This measurement is corrected for the reflectivity of the GaAs substrate
(RGaAs) at the laser emission wavelength to represent the true back-irradiance beam power. From
this, Reff is calculated as follows,
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Nominal mirror reflectance ∼800 nm ∼900 nm ∼1000 nm
10% 1.40% 2.39% 1.45%
30% 7.50% 6.46% 4.12%
50% 15.50% 10.98% 6.73%
70% 21.76% 14.94% 10.31%
90% 25.30% 18.19% 14.43%
Table 3.1: Effective Mirror Reflectances : Measured Reff values of feedback mirrors at∼800 nm,
∼900 nm and ∼1000 nm operating wavelengths. Reff value provides a direct ratio of feedback to









Reff was measured for all mirrors using Eq. 3.3 and its value found to differ from the estimate
calculated using Eq. 3.2 by an average of 6%. Table 3.1 details the Reff value measured for all
dielectric mirrors at all operating wavelengths. Each entry is the reported average as measured at
varying diode operating current levels ranging from 1 A to 4 A.
3.3 Devices Under Test
The diode lasers under test are 3.5 W rated, broad-area single emitters with a 180 µm stripe width
and 1500 µm cavity length. The devices exhibit a threshold current of Ith ≈ 0.65 A, below which
they produce negligible optical power. The diode structures are epitaxially-grown on GaAs sub-
strates, and the wafers are fabricated following standard processes. The device emitting near 800
nm is transverse magnetic (TM)-polarized and is based on the InGaAsP material system with
tensile-strained quantum wells, while those emitting near 900 nm and 1000 nm are transverse elec-
tric (TE)-polarized and are based on the InAlGaAs material system with compressively strained
quantum wells. In all three designs, the quantum well active region is surrounded by an optical
waveguide approximately 1 µm thick which itself is surrounded by doped cladding layers of ap-
propriate thickness. The chips are soldered junction-down to industry standard CuW C-mount heat
sinks using AuSn solder. Images of the device at three different length scales are shown in Fig.
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Figure 3.6: (a) C-mount diode laser (b) Image of the diode laser at 10X magnification. The
epitaxial layers are grown on GaAs substrate and soldered to a CuW heat sink. (c) The image of
the diode laser at 100X magnification. The thin (∼2 µm) active region strip can be seen between
the solder and the substrate.
3.6.
It is worth noting that the magnitude and configuration of strain in the quantum well region
plays a significant role in determining the operating characteristics of the diode laser device. Strain-
induced changes in band structure affect the emission wavelength, polarization and threshold cur-
rent of the device. In diode lasers based on unstrained InGaAsP and InAlGaAs material systems,
the band structure is characterized by a conduction band with low effective mass, a degenerate
valence band at the zone center (heavy hole and light hole bands) and a spin split-off band. The
introduction of strain breaks the degeneracy at the zone center and splits apart the heavy hole and
light hole bands. In the case of compressive strain, the heavy hole levels are brought up into the
gap and the polarization is TE due to electron-heavy hole recombination. Conversely, tensile strain
leads to the light hole levels being brought up into the gap and the emission is TM-polarized due
to electron-light hole recombination.
The devices described above are tested one emitter at a time. The emitter is mounted on a
laser mount (Arroyo Instruments 242) that has an integrated feedback-controlled thermoelectric
cooler (TEC). The device is bolted down onto the TEC and the TEC temperature is set at 25◦C
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for all tests. No thermal interface material is used between the TEC and the device. Basic device
characterization is performed to measure the diode output optical power Pop and voltage V as a
function of bias current I . The optical power is measured using a thermopile-based power meter
(Gentec-EO) and the voltage was measured using an Agilent multimeter across the diode laser
terminals. We also measure the junction temperature rise (∆Tjunction) for the device by tracking
the emission spectrum as a function of operating current. ∆Tjunction is an estimate of the overall
temperature increase of the device as opposed to the temperature increase at particular locations
within the device. As the current increases and the device heats up, the thermally-induced band
gap shrinkage leads to an increase in the wavelength of the emission. The degree of red-shift is
approximately linear with the change in temperature and has been estimated at 0.26 nm/◦C for the
∼ 800 nm device. Hence, by measuring the red-shift in the emission spectrum, ∆Tjunction can be
ascertained. The slope of the variation of ∆Tjunction with waste heat is the thermal resistance of the
system (right panel of Fig. 3.7) which is also indicative of the effectiveness of the heat sink. The
device characteristics, both before and after thermoreflectance experiments with back-irradiance
(detailed in section 3.4) are shown in Fig. 3.7.
3.4 Thermoreflectance with Back-Irradiance Experiments
3.4.1 Experimental Plan
In this section, we describe the experimental plan to understand the effect of back-irradiance on
the behavior of high power diode lasers (device design described in section 3.3). The approach
described here can be applied to study diode lasers of any design. Our general approach is to carry
out non-destructive testing of diode lasers and investigate the thermal response at the facet. We
use the CCD-thermoreflectance setup described in section 2.3 to capture thermal maps of the diode
laser facet for various back-irradiance power levels and positions on the facet.
As mentioned before, the position of the BI spot is controlled by mounting the dielectric mirror





Rth ~ 7.0 K/W 
Rth ~ 5.4 K/W 
Rth ~ 8.8 K/W 
Figure 3.7: Out-coupling optical power versus bias current (left panel), voltage versus bias current
(middle panel), and junction temperature rise versus waste heat (right panel) for the (a) ∼800 nm
device, (b) ∼900 nm device, and (c) ∼1000 nm device. The PIV characteristics are measured be-
fore and after thermoreflectance with back-irradiance (TRBI) experiments to ensure that the device
integrity is not compromised during the experiment. Also, a linear fit of the junction temperature
versus waste heat generation is used to determine the thermal resistance of the laser mount.
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position on the thermal response, the BI position needs to be calibrated with respect to the quantum
well (QW) location. This calibration is performed by sweeping the BI spot in the vicinity of the
active region in small steps while monitoring the emission spectrum. When the BI spot is perfectly
aligned with the quantum well, the coupling of back-irradiance into the waveguide layers leads
to a reduction in the threshold current. The reduction in the threshold current causes the peak
of the carrier distribution to occur at a lower energy level, resulting in laser emission at a longer
wavelength (red-shift). Hence, the mirror position which leads to the maximum red-shift in the
emission spectrum, corresponds to the location of the QW and is assigned x = x0 = 0 µm (x0 is
the QW location and x is the BI spot position relative to the QW location). In order to vary the
BI power, appropriate dielectric mirror of desired Reff value at a particular wavelength is chosen
(detailed in section 3.2).
The thermal response of the diode laser is recorded by capturing the thermoreflectance maps
of the facet. Since the area of the facet near the quantum well (where the photon flux is highest)
is the most vulnerable part of the device, the temperature of this region is key to understanding
BI-induced degradation. Hence for all experiments, a temperature profile of the active region
is calculated along the slow axis direction, using the peak temperature values at every fast axis
location along the emission strip. The temperature rise near the quantum well at the facet (∆TQW )
is calculated by averaging this temperature profile.
A single thermoreflectance with back-irradiance (TRBI) experiment involves operating the
diode laser at injection currents in the range of 1 A - 4 A and 1 A - 2 A, for two respective BI
power levels - Reff ≈ 9% and 17%. Currents greater than 2 A led to immediate COD in ∼800
nm emitters at Reff ≈ 17%. For each combination of experimental conditions (i.e. current and
Reff value), the BI spot is placed at 27 locations between x = –10 µm (deep in the solder) to
x = +40 µm (deep in the substrate). ∆TQW value associated with each BI location is calculated
using the method described above. A schematic of the diode laser facet under back-irradiance
is depicted in Fig. 3.8. In order to make meaningful comparisons of ∆TQW across diode lasers
with different emission wavelengths, feedback mirrors were chosen such that the BI power reach-
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ing the facet is comparable within ∼15% across all wavelengths. The subsequent sections detail
the results of these measurements for diode lasers emitting near 800 nm, 900 nm and 1000 nm,
fo which the GaAs substrate (band gap ≈ 870 nm) is strongly absorbing, weakly absorbing, and
nearly non-absorbing, respectively. (Fig. 3.9).
Active Region
Solder
Outgoing emission ~2 µm ×~180 µm 
BI Spot ~1.3 µm × ~180 µm
GaAs 
substrate
Quantum well location at
x0 = 0 µm
Back-irradiance location at
x µm
Figure 3.8: A schematic of the front view of the diode laser facet under back-irradiance. The
position of the BI spot is controlled by a motorized kinematic mount which holds a mirror of
variable reflectance to control the back-irradiance power. x represents the position of the BI spot
and is negative when the BI is positioned in the solder, positive when it is positioned in the subsrate
and zero when it is perfectly aligned with the quantum well.
3.4.2 800 nm Diode Lasers
Figure 3.10 shows the two-dimensional (2D) temperature rise maps of the facet for a diode laser
emitting near 800 nm as the BI spot is located in the solder (x = –10 µm), close to the QW in
the substrate (x = +2 µm), and deep into the substrate (x = +20 µm). Residual thermal expansion
in the fast axis causes measurement artifacts in ∆R
R
signal due to the rough surface of the solder.
Consequently, the solder region has been set to zero in the temperature map. A bright hotspot can
be observed centered at the BI location indicative of the fact that GaAs is strongly absorbing at this
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Figure 3.9: Room temperature absorption coefficient values for undoped GaAs as a function of
incident emission wavelength. Image courtesy of ref. [14].
wavelength. The peak hotspot temperature is higher for x = +2 µm compared with x = +20 µm,
possibly because the diffusion of heat close to the epi-layers is hindered by thermal resistance at
the substrate/epi interface and/or low thermal conductivities within the epi layers.
Figure 3.11 depicts how ∆TQW evolves as the BI spot is swept in the direction perpendicular
to the epi-layer stacking direction. For this emitter, a sharp temperature rise is observed when
the BI is centered ∼2 - 2.5 µm from the QW into the absorbing substrate. This critical location
maximizes ∆TQW since at this location a large fraction of the spot is within the substrate and the
heat generated is quite close to the QW. Moving the BI spot closer to QW reduces ∆TQW due
to reduced absorption, while moving the BI spot further into the substrate also leads to a drop in
∆TQW due to the absorption hotspot being located further from the QW. Remarkably, when the
laser is run at 3 A with 7.5% effective back-reflectance level, ∆TQW with BI (29.3 K) nearly triples
that of the free-running (i.e. without back-irradiance) case (11.4 K). It is also worth noting that a
secondary peak in ∆TQW appears when the BI spot is∼3 µm above the QW in the metallic solder.
3.4.3 900 nm Diode Laser
Figure 3.12 shows the 2D temperature rise map of the facet for three distinct BI spot locations at
x = –3 µm, +2 µm and +20 µm. The substrate heating is minimal due to low absorptivity of GaAs
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Figure 3.10: 2D temperature maps of the facet when the BI spot is located 2.5 µm above the QW in
the solder (left), 2 µm below the QW in the substrate (middle), and deep into the substrate (right).
The text at the bottom-left corner corresponds to the position of the BI spot, the magnification
of the objective, the drive current, BI feedback level, and BI power reaching the facet (shown in
brackets)
around 900 nm. Figure 3.13 depicts how ∆TQW varies as the BI spot is swept in the direction
perpendicular to the epi-layer stacking direction. A 50% nominal reflectance mirror is used to
yield Reff = 10.98%, which compensates for the lower Pop of the diode laser emitting around 900
nm at 3 A compared to that emitting around 800 nm at 3 A, resulting in a PBI of 0.29 W which
is close to the 0.28 W BI power for the previous case. For this device, the ∆TQW corresponding
to BI positioned near substrate/epi-layer interface becomes much less pronounced. This can be
seen by its comparable magnitude with the secondary peak close to the solder/epi-layer interface;
which can be attributed to the much smaller absorption coefficient of GaAs around 900 nm. It is
also worth noting that for the solder critical location, the difference between ∆TQW with BI and
without BI, is higher around 900 nm compared to 800 nm diode laser.
3.4.4 1000 nm Diode Laser
Around 1000 nm, GaAs has an extremely small absorption coefficient, so we anticipate the ad-
ditional temperature rise in the active region due to substrate absorption to be negligible. It can

















ΔTQW vs BI spot position, λ = 800nm, Reff = 7.5% 
3A, BI Power = 0.278W
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ΔTQW vs BI spot position, λ = 800nm, Reff = 15.5% 
2A, BI Power = 0.285W







Figure 3.11: ∆TQW versus the BI spot position with respect to the quantum well location for the
∼800 nm device with the direction going towards the substrate being positive, at feedback levels
of (a) Reff = 7.5% and (b) Reff = 15.5%. For all currents and feedback levels tested, a peak in
∆TQW can be observed at x ≈ +2.5 µm, corresponding to a critical location in the substrate close
to the epi-layer/substrate interface at which the device is potentially most susceptible to COD. A
small peak is also observed at x ≈ –3µm. The dotted lines correspond to the ∆TQW for the case
without back-irradiance.
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Figure 3.12: 2D temperature maps of the facet for the ∼900 nm diode laser when the return spot
is 3 µm above the QW into the solder (left), 2 µm below the QW into the substrate (middle), and
20 µm into the substrate (right).
interface (left panel) rather than at the epi-layer/substrate interface (middle panel). In Fig. 3.15
we can clearly see that the peak due to substrate absorption becomes extremely weak and much
less pronounced than the secondary peak of the metallic solder. In addition, the difference between
∆TQW with BI and without BI for the solder critical location intensifies further and is nearly three-
fold compared to the case of ∼800 nm emitter. This result is consistent with the observations
by Rauch et al. in their single-point thermoreflectance study of 950 nm TE-polarized high-power
diode lasers [86].
In summary, we observe that ∆TQW for the n-side substrate critical location diminishes as
emission wavelength increases while it simultaneously intensifies for the critical location on the
p-side metallic solder. Although the existence and wavelength dependence of substrate critical
location is well understood, the origin and behavior of the p-side solder critical location is not
entirely clear. As previously noted, the presence of BI at the solder appears to impact the facet
temperature by a greater amount in the TE-polarized∼900 nm and∼1000 nm devices as compared
to the ∼800 nm device (TM-polarized). The analysis for exploring the cause of this phenomenon



















ΔTQW vs BI spot position, λ = 900nm, Reff = 11% 
4A, BI Power = 0.404W
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ΔTQW vs BI spot position, λ = 900nm, Reff = 18.2% 
2A, BI Power = 0.286W






Figure 3.13: ∆TQW versus the BI spot position with respect to the quantum well location, for the∼
900 nm device with the direction going towards the substrate being positive, for TRBI experiment
with (a) Reff = 11% and (b) Reff = 18.19%. The peak in ∆TQW observed at x ≈ +2.5 µm
becomes much less pronounced due to weak absorption of ∼900 nm light by the GaAs substrate.
The secondary peak in the solder, near the solder/epi-layer interface (x ≈ –3 µm) becomes almost
comparable (although still lower) to the primary peak caused by substrate absorption.
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Figure 3.14: 2D temperature maps of the facet for the ∼1000 nm diode laser when the BI spot
is positioned 3 µm above the QW into the solder (left), 2 µm below the QW into the substrate
(middle), and 20 µm into the substrate (right).
3.4.5 Effect of Polarization on Back-Irradiance Induced Heating
To analyze the effect of polarization on BI-induced heating, the contribution of back-irradiance
to ∆TQW was calculated as the difference of the measured ∆TQW with BI and ∆TQW without BI
(Fig. 3.11, 3.13, 3.15) at 3 A operating current, with the BI positioned at the solder critical location.
The values are listed in Table 3.2 for all three wavelengths alongside other relevant parameters. We
note that for nearly the same incident BI power, the values of ∆TQW are ∼40% higher for 900 nm
and ∼200% higher for 1000 nm emitters compared to 800 nm emitters. Incidentally, 900 nm and
1000 nm diode lasers are TE-polarized while 800 nm is TM polarized. These observations suggest
that light absorption and subsequent heat dissipation processes within the metallic solder might be
a function of the polarization of incident emission (in addition to emission wavelength).
Emission wavelength (nm) BI power at 3 A (W) BI contribution to ∆TQW Polarization
∼800 0.28 4.48 TM
∼900 0.29 6.11 TE
∼1000 0.30 13.51 TE
Table 3.2: Back-irradiance contribution to ∆TQW for solder critical location
To further investigate this hypothesis, finite-difference time-domain simulations of Maxwell’s


















ΔTQW vs BI spot position, λ = 1000nm, Reff = 10.31% 
4A, BI Power = 0.417W
3A, BI Power =0.302W
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ΔTQW vs BI spot position, λ = 1000nm, Reff = 15.8% 
2A, BI Power = 0.284W






Figure 3.15: ∆TQW versus the position of the BI spot with respect to the quantum well location for
the∼1000 nm diode laser, with (a)Reff = 10.31% and (b)Reff = 15.80% . The peak in ∆TQW due
to BI absorption in the substrate (at x ≈ +2.5 µm) becomes very weak due to negligible absorption
of ∼1000 nm light by the substrate. The secondary peak in the solder, near the solder/epi-layer
interface (x ≈ –3 µm) becomes significantly more pronounced in comparison.
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device (in collaboration with the Lawrence Livermore National Lab). The local device structure
within the area of interest is shown in Fig. 3.16 (a), although the complete simulation domain
spans 7 µm in the fast-axis direction and 70 µm along the longitudinal (emission) direction of the
diode. The complex refractive indices of the various metallic, dielectric, and semiconductor layers
are appropriately modelled for the 800 nm diode laser design. A Gaussian beam with waist ω0 = 2
µm located in air 0.15 µm away from the facet is incident on the structure and centered 1 µm above
the quantum well in the p-metal. The calculation is performed and normalized to 1 W incident BI
power. While the actual 800 nm laser device is TM-polarized, the calculation is performed for
both TM- and TE-polarized incident light. Here, TM-polarization corresponds to the polarization
state where the magnetic field is pointing in the plane of the quantum well and the electric field
is pointing in the fast axis direction. Figure 3.16 (b) and (c) show the locally absorbed power
density on the device surface for TE- and TM-polarized light under the back-irradiance conditions
described above. It is evident that for TE-polarized light, intense light absorption occurs at the
corner of the p-metal due to the localization of optical intensity caused by high electric field at the
sharp corner. In contrast, the TM-polarized light appears to distribute along the edges of the metal
(in both x and y) and results in delocalization of the absorption.
The strong localization of absorption in the TE case near the corner of the p-metal layers is
attributed to the high electric field intensity which naturally arises at sharp corners (charge repul-
sion and Gauss’s Law). The origin of the delocalization of this effect is not yet well understood,
however it is clear that some effect is causing the high electric field to be spread out along the
metallic edges. One effect that may explain this observation is the excitation of surface plasmons.
The surface plasmon effect would permit incident TM-polarized light (but not TE-polarized light)
to couple to a guided wave which propagates along the metal-insulator edges. Figure 3.17 plots the
fraction of overall absorption occurring at the metal corner (area within yellow box of Fig. 3.16
(b)) for several BI positions. It can be seen that a maximum in absorption is achieved when the
BI spot is located ∼1.5 µm from the QW in the p-metal which is consistent with our experimental
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Figure 3.16: Schematic of the materials comprising the diode laser near the metal/epi interface.
Locally absorbed power on device surface with the BI positioned 1 µm away from the quantum
well in the p-metal for (b) TE and (c) TM-polarized incident light. Light absorption is highly
localized for TE-polarized light while distributed absorption is facilitated for TM-polarized light,
possibly by a surface plasmon.
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Figure 3.17: Fraction of overall absorption occurring at the metal corner, represented by the area
within the yellow box on Fig. 15 (b) and (c), as a function of BI position. The absorption is
maximized for a BI position 2 µm away from the QW which is consistent with experimental
observations.
fold stronger for TE-polarized light compared to TM-polarized light. This phenomenon becomes
clearer when we look at the electric field distribution in the materials near the metal/oxide interface
(Fig. 3.18). In case of TE-polarized back-irradiance, a strong electric field arises in the dielectric
at the corner of the p-metal. On the contrary, for TM-polarized light, propagation of the electric
field along the metal-oxide interface (into the cavity direction) is observed.
This analysis suggests that TE-polarized back-irradiance directed into the p-metal and solder
of the emitter will result in higher ∆TQW compared to TM-polarized back-irradiance. As a re-
sult, TE-polarized diode lasers emitting around 800 nm are predicted to be doubly susceptible to
back-irradiance induced COD as both the substrate and p-metal critical locations can absorb sig-
nificantly. On the other hand, TM-polarized lasers operating at wavelengths longer than the GaAs
band edge are predicted to be much more robust to back-irradiance induced failure.
Through this work, we have investigated the conditions under which high-power diode lasers
emitting in the wavelength range of 800 – 1000 nm are most susceptible to fail due to back-
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Figure 3.18: (a) Schematic of the materials comprising the diode laser near the metal/epi interface.
(b) Electric field distribution for TE-polarized incident light shows the presence of a strong electric
field at the metal edge (c) Electric field distribution for TM-polarized incident light shows the
electric field being distributed away from the metal edge.
(∼ 1.5× the FWHM of the BI spot) away from the quantum well in the solder and the substrate,
such that when the back-irradiance is positioned in these locations, the temperature rise near the
quantum well at the facet increases significantly. It was found that with only ∼7.5% of optical
feedback, the facet temperature rise experiences a nearly three-fold increase at the rated current,
and with ∼ 15% optical feedback, the devices undergo catastrophic optical damage at nearly half
the rated current. Moreover, we found that the contribution of BI to facet temperature rise when




Facet Optical Absorption in Diode Lasers
4.1 Optical Absorption Induced Facet Heating
As described in chapter 1, one of the primary factors triggering COD in modern high-power diode
laser devices is the non-radiative recombination of carriers at defects present on or near the outcou-
pling facet. These carriers are in-part produced by partial absorption of the laser emission incident
at the facet (Fig. 4.1). The heat produced by non-radiative recombination leads to band gap shrink-
age which in turn increases the degree of optical absorption and leads to generation of more free
carriers which recombine non-radiatively, further increasing the facet temperature. Although it is
generally known that elevated facet temperature, caused by absorption of emission at the facet, is a
pre-condition for COD, it is difficult to ascertain the threshold value of optical absorption that trig-
gers it. This is because the incident photon flux on the outcoupling facet is unknown and difficult
to measure.
To investigate the effect of optical absorption on the thermal characteristics of high power
diode laser facets, thermoreflectance imaging of the facet of a ∼800 nm diode laser is performed
for injection currents ranging from 0.1 to 4 A. The diode laser device is of the same design as
described in section 3.3, and the facet does not have any passivation layers. Figure 4.2 depicts the
thermal images obtained at 0.5 A, 2 A and 4 A injection current for this device. The temperature
rise near the quantum well ∆TQW is calculated as described in section 3.4 for all current set points.
The waste heat produced within the device can be calculated as the difference of the input power
(IV ) and the optical power output of the device (Pop). Figure 4.3 plots the ∆TQW as a function of
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Cavity





Figure 4.1: A schematic of the localized heat source created at the facets of high power diode
lasers due to self-absorption of emission which is the primary driver of most facet degradation
mechanisms.
0.5 A 2 A
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Figure 4.2: Thermal images of a ∼800 nm, non-passivated device operating at (a) 0.5 A, (b) 2 A
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Figure 4.3: ∆TQW as a function of waste heat for two different devices of the same design emitting
near 800 nm wavelength.
the device waste heat for two devices of the same design. An abrupt change in slope is observed in
the plot of ∆TQW vs waste heat around 1 W. The devices exhibit a threshold current of ≈ 0.65 A
which corresponds to≈ 1 W of waste heat. Clearly, there is a contribution to the facet temperatures
from a heat source that appears as the laser transitions from below-threshold to above-threshold
operation. These observations can be explained by a small fraction of photons generated in the
laser cavity that are re-absorbed at the outcoupling facet, leading to localized surface heating. A
similar conclusion was made by Schaub [62] where point thermoreflectance measurements made
along the top ridge of a diode laser emitting at 980 nm suggested the existence of a surface heat
source at the outcoupling facet that led to high ∆R
R
values close to the facet.
The presence of a surface heat source at the facet due to partial optical absorption raises some
important questions such as how does the degree of optical absorption evolve as the diode laser
ages, and if there exists a threshold value of optical absorption that serves as the necessary con-
dition for COD. The ability to quantify optical absorption at the facet would enable tracking of
device degradation over time and potentially help in understanding the conditions prior to COD. It
would also enable rapid development of alternative passivation technologies and ultimately lead to
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improved output power and reliability. In the next section, we describe some prior efforts and our
approach to quantify the degree of optical absorption at the facets of high-power diode lasers.
4.2 Calculation of Facet Optical Absorption
Previous efforts to quantify facet absorption have been limited to point-based thermoreflectance
measurements using a probe laser [58, 61, 62, 87, 88]. These point-based measurements have
typically been performed by focusing a ∼1 mW probe beam focused onto a ∼1 µm-sized spot
on the device that lies a few microns away from the quantum well [62]. In addition to probing a
region that does not include the active region, this approach may generate a surface heat source
at the probed location which has an intensity comparable to that created by the facet absorption
of the diode laser’s internal photon flux, introducing a constant offset in measured temperatures
[61]. Moreover, point-based thermoreflectance measurements have typically used relatively long
wavelength probe beams, yielding a spot size that is relatively large (compared to the thickness of
the epitaxial layers and the significant temperature gradients near the active region) and thereby
limiting the resolution and accuracy of the technique [61, 87]. The effectiveness of prior efforts
has also been limited by parasitic effects observed in the reflectance signal, likely caused by pho-
toelasticity, which can modify the reflection conditions at the facets of coated diode lasers due
to mechanical stresses caused by thermal expansion coefficient mismatch [62]. As a result, mea-
surement of facet absorption has been limited to situations where this absorption was impractically
high and the reflectance signal was free from distortions, for example in the case of uncoated facets
[62].
In this work, we use CCD camera-based thermoreflectance imaging (described in section 2.3)
to generate thermal images of the diode laser facet. This approach uses broad LED illumination
with an incident radiation flux ∼100 times smaller than that previously used in point-based mea-
surements of laser diode facets. Also, a two-dimensional thermal image of the facet allows for
spatial averaging of temperature values, providing a more accurate representation of facet temper-
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ature compared to point-based methods. Calibration experiments that are performed to measure
the thermoreflectance coefficient of coated epitaxial layer samples, account for photoelasticity ef-
fects and allow accurate conversion of normalized reflectance changes into temperature rise values.
The experimental measurements of temperature rise in the active region are coupled with the pre-
dictions of a two-dimensional finite element-based model of heat transport within the diode laser
package to derive the degree of optical absorption at the diode laser facet.
The absorption fraction A is defined as,
A = 1− Pop
Pop + Psurf
, (4.1)
where Pop is the measured outcoupled power and Psurf is the power of the surface heat source





In order to evaluate A, a two-dimensional (2D) finite element-based thermal model of the
diode laser was developed. Figure 4.4 shows a schematic of the heat transfer model geometry
with marked domains. The model simulates core heat generation, surface re-absorption, and heat
transfer through the epitaxial layers and heat sink. In this model, A is used as a fitting parameter
to achieve agreement between the experimentally measured facet temperatures and those predicted
by the model.
The total waste heat generated in the device (measured experimentally as (IV −Pop)) is divided
among three sources of heat in the model: junction heating within the core region, surface heating
at the facet, and ohmic heating in the epi layers. Resistive heating in the wire bonds and optical
power emitted from the back facet are assumed to be negligible. The ohmic heating component
is distributed across the device layers based on their electrical resistivities, while the surface heat
source is calculated in terms of A as defined in Eq. 4.2 (Pop is known through experimental












Figure 4.4: A schematic of the heat transport model geometry with marked domains (zoomed in to
show the details of the epitaxial layers). The degree of optical absorption is extracted by using it as
a fitting parameter to achieve agreement between the experimentally measured facet temperatures
and those predicted by the model.
FWHM equal to the optical mode size (∼0.9 µm) that is centered around the quantum well location
at the facet. The remaining heat is distributed uniformly in the volume comprising the n and p
waveguide layers. In accordance with experimental conditions and the C-mount geometry, the
back plane of the heat sink is set to a constant temperature boundary condition (T = 25 ◦C). Other
chip surfaces are given natural convection boundary conditions with typical heat transfer coefficient
values. The temperature rise map generated by this model for the ∼800 nm diode laser operating
at 4 A current is shown in Fig. 4.5.
The model is run for various values of A and the model-predicted above-threshold temperature
rise at the facet is calculated for each run. The agreement between experimentally measured facet
temperature rise and model-predicted values is shown in Fig. 4.6 for a few values of A. As
is evident from Fig. 4.6, A = 0.0028 ± 0.0002 provides the best agreement between the model
results and experimental values. The uncertainty bounds forA are calculated as the range of values
which provide the best linear fits for the measured ∆TQW values with ±σ uncertainty. At a drive






















Figure 4.5: Model generated thermal map for the ∼800 nm C-mount device operating at 4 A
current.
at the facet. Even though the magnitude of absorbed power is small, the localized nature of surface
heating leads to high facet temperatures which can potentially be very damaging to the device. In
particular, facets in Al-based devices are more susceptible to defects formed by oxidation which
can lead to stronger absorption.
Figure 4.6: Model fits to measured facet temperature data. 0.28% absorption at the facet provides
the best agreement between model results and experimental data for the non-passivated diode laser
emitting near 800 nm. Inset shows a model-generated map of ∆T in and around the diode chip.
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The combination of high-resolution thermal measurement using thermoreflectance microscopy
and a detailed thermal model of diode lasers provides a powerful method to estimate the degree of
optical absorption at the facet. Notably, the technique described in this work can be implemented
for a wide range of diode lasers, irrespective of the presence of facet coatings and passivation
layers. The technique can also be used to track device degradation as a function of time, and to
quantify and compare the effectiveness of coatings and passivation layers in improving device life-
time. Since high facet temperature is a known precursor to catastrophic optical damage, estimating
the degree of facet absorption provides a useful metric to quantify the long-term thermal stability
of diode lasers.
4.3 Variation of Facet Optical Absorption with Aging
As mentioned before, the ability to quantify the degree of optical absorption at the facets of diode
lasers can be used to track device degradation with aging. In this section we explore the evolution
of facet optical absorption over time for two types of diode lasers emitting near 800 nm - with and
without passivation layers at the facet, in aging steps of 200 hours.
Facet passivation is the treatment of laser facets to reduce the rate of degradation through
one or more of the following methods [89] - removal of surface states caused by dangling bonds
and imperfections, removal of existing oxides and filling up states susceptible to oxidation, and
creating a diffusion barrier between the facet and the atmosphere. Facet passivation helps reduce
the temperature at the facet and improve device lifetime and reliability.
Figure 4.7 depicts the optical power and voltage characterisitics, and thermal resistance val-
ues (measured using spectral red-shift approach described in section 3.3) of the passivated and
non-passivated device under test. Both devices exhibit similar optical power outputs and thermal
resistances. The design of both devices is the same as described in section 3.3
In order to investigate the change in degree of optical absorption at the facet with device age,



























Rth = 8.75 K/W Rth = 8.55 K/W
(a) Non-passivated (b)  Passivated
Figure 4.7: Optical power, voltage and thermal resistance measurements for the (a) non-passivated
and (b) passivated device emitting around 800 nm. Both devices exhibit similar performance at the
rated currents. Inset in (a) shows the C-mount diode laser.
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1. Measure the optical power and voltage characteristics, and thermal resistance for the fresh
device. Here, fresh device implies the condition in which the device was received from the
manufacturer (after the initial burn-in period). We designate this condition as 0 hours of
aging.
2. Measure temperature maps of the fresh device using the CCD-thermoreflectance method for
operating currents ranging from 0.1 A - 4 A.
3. Calculate the temperature rise near the quantum well (∆TQW ) using the approach mentioned
in section 3.4 for all current setpoints, and plot them as a function of waste heat (IV − Pop).
4. Fit the predictions of the 2D finite element-based heat transport model (described in section
4.2) to the plot from step 2 using facet absorption A as a fitting parameter.
5. Age the diode lasers by operating it in continuous wave mode at the rated current (3.75 A)
and a heat sink temperature of 20 ◦C for 200 hours.
6. Repeat from Step 1.
This experimental plan was followed for two devices of each type (non-passivated and passi-
vated). The non-passivated device was aged up to 400 hours and the passivated device up to 200
hours. The choice of aging step size of 200 hours was based on the prior work on diode laser aging
and its effect on device performance. The ∆TQW vs waste heat plot for the non-passivated and
passivated devices are depicted in Fig. 4.8 and Fig. 4.9 respectively.
Figures 4.8 and 4.9 bring forth some expected and some interesting trends. The facet tempera-
ture values for the two non-passivated devices are similar when both devices are fresh (Fig. 4.8 (a)).
This is expected since barring any large irregularities associated with the manufacturing process,
the two devices should exhibit similar thermal response. The evolution of facet temperatures with
aging for the first non-passivated device (Fig. 4.8 (b)) shows a large increase in above-threshold
slope after the first 200 hours of aging. Upon further 200 hours of aging, the above-threshold slope
is lowered by a small amount. These results indicate that the facet degradation rate is rapid in
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(a) Fresh non-passivated devices
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Figure 4.8: Plots of ∆TQW as a function of waste heat for two non-passivated ∼800 nm devices
(a) at 0 hours for both devices, (b) at 0, 200 and 400 hours of age for the first device, and (c) at 0,
200 and 400 hours of age for the second device.
66
the first 200 hours of aging, but saturates between 200 and 400 hours of device age. The second
non-passivated device (Fig. 4.8 (c)) exhibits similar trends in terms of large increase and small
drop in the above threshold slope after 200 and 400 hours of aging, but the increase in slope is not
as significant as the first non-passivated device. This indicates that the point defect formation and
migration processes in two different devices of the same design may evolve differently.
The facet temperatures of the two passivated devices are also very similar when both devices
are fresh, as shown in Fig. 4.9 (a). However, the difference between the below-threshold and
above-threshold slopes is much more subtle. This is a consequence of the passivation layers which
lower the facet temperatures and mitigate the effects of optical absorption. For both non-passivated
devices, the above-threshold slope increases by nearly the same amount after 200 hours of aging.
The increase in slope is also less dramatic compared to the non-passivated devices.
Using these plots, and the heat transport model described in section 4.2, the value of facet
optical absorption A was derived for all four devices as a function of device age (Fig. 4.10).
From Fig. 4.10, we can see that the facet absorption rate more than doubles after 200 hours of
aging for all devices under test. After 200 hours of further aging, the non-passivated devices
exhibit a ∼10% decrease in facet absorption. It is to be noted that the optical power and voltage
characteristics of the devices were consistent (within 1%) across the entire aging process for all
devices. Additionally, the thermal resistance of each device was also similar across all experiments
indicating that there were no overall device-level changes that occurred within these devices. The
rise in facet temperatures was a purely a local phenomena up to 400 hours of aging without any
significant effect on the laser performance. We also note that the facet absorption rate is ≈ 4 times
lower for passivated devices as compared to the non-passivated devices. This provides a direct
quantification of the effectiveness of the passivation layers in improving the reliability of these
lasers.
Similar measurements and analyses were performed for fresh (0 hours aged) diode lasers emit-
ting near 900 nm (non-passivated and passivated variants) and 1000 nm (non-passivated only) as
well. The ∆TQW vs waste heat plots for these devices are depicted in Fig. 4.11. The facet optical
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(a) Fresh passivated devices
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(c) Passivated Device 2
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Figure 4.9: Plots of ∆TQW as a function of waste heat for two passivated ∼800 nm devices (a)
at 0 hours for both devices, (b) at 0 and 200 hours of age for the first device, and (c) at 0 and 200


























Figure 4.10: Variation of the degree of facet absorption A as a function of device age for two
non-passivated and two passivated devices emitting near 800 nm.
(a) (b)
Figure 4.11: Plots of ∆TQW as a function of waste heat for (a) ∼900 nm fresh non-passivated and
passivated devices (b) a ∼1000 nm fresh non-passivated device.
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absorption for the non-passivated devices emitting near 900 nm and 1000 nm were determined
to be 0.68% and 0.81% respectively, whereas the passivated variant of the 900 nm emitter ex-
hibited a facet absorption of 0.23%. Clearly, the absorption rate is ∼2.5-3 times higher for longer
wavelength devices, compared to 800 nm emitters. This could be a consequence of the wavelength-
dependent absorption characteristics of the constituent materials, in addition to a difference in the
defect density at the facet due to different strain and growth conditions.
Overall, these results indicate that facet degradation is rapid in the first 200 hours of aging and
saturates thereafter. In order to explore this implication in more detail, it is necessary to carry out
thermal characterization experiments during the first few hundred hours of device operation at a
smaller aging step. Such analysis will help in understanding the dynamics of facet degradation and
the associated time scales. The details of this study are provided in the next section.
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CHAPTER 5
High Resolution Thermal Profiling of Diode Laser
Active Regions
In the previous section, the results from aging studies of diode lasers were presented. Based on
these results, we conclude that the initial 200 hours of operation are crucial from the perspective of
diode laser degradation. The small decrease in the degree of optical absorption with further aging
of 200 hours was surprising and indicated a saturation behavior.
So far, we have quantified the average temperature rise near the quantum well at the facets of
high power diode lasers by averaging peak temperature values within the active region. However,
this metric does not capture details of thermal response such as the spatial variation of temperature
profile, temperature gradient variations and local hot spots within the active region. In most cases
of diode laser failure at the facet, damage occurs over a small area of the emission region as
opposed to the entire emission strip. Hence, it is important to capture these local effects which
become more important than an average overall increase of facet temperatures as the diode laser
ages. Moreover, based on the conclusions from the previous study that significant temperature
rise occurs over the first few hundred hours of laser operation, it becomes imperative to probe this
timescale at a higher temporal resolution to capture the evolution of degradation in greater detail.
Using these ideas, an aging study was designed to capture fine details of thermal response during
the initial period of device operation.
The device under test for this study is a ∼800 nm, non-passivated emitter of the same design
as described in section 3.3. The optical power and voltage as a function of injection current, and
the junction temperature rise of the device as a function of waste heat are depicted in Fig. 5.1.
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(a) (b)
Rth = 8.40 K/W
Figure 5.1: Optical power and voltage as a function of operating current, and thermal resistance
for the device under test.
This device was aged up to 198 hours in aging steps of 12 hours (there was one aging step
which was 18 hours long. This results in the total device age to be 198 hours instead of 192 hours
after 16 steps.). The device was tested after each aging step using the same experimental protocol
as described in section 4.3. As described before, the region over which the device emits is ∼ 180
µm × 2 µm in size. In order to capture the entire emission region in one image, the experiments
were conducted at a magnification of 50X which provides a ∼ 182.2 µm × 135.4 µm -sized field
of view.
The thermal maps of the active region at the facet at a drive current of 4 A measured after each
aging step are depicted in Fig. 5.2. The fresh device (0 hours) exhibits a maximum temperature
rise of only about 20 K at 4 A drive current. Regions with a characteristic size of∼ 5-10 µm can be
observed which are hotter than neighboring regions. As the device ages, there is a general increase
in the temperatures across the entire emission region, while the hot areas maintain their positions.
After 60 hours of aging, two small hot regions are identified (Fig 5.3 (a)) in the right half of the
map at the substrate/epi-layer interface. Another similar hot spot arises after 114 hours of aging.
These hot spots are consistently observed in all subsequent maps and their surroundings are not
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Figure 5.2: Thermal maps of the active region at the facet of a ∼800 nm diode laser operating at














Figure 5.3: (a) Hot spots appear at the substrate/epi-layer interface after 60 hours of aging. The
regions around these hot spots are not thermally perturbed which leads to the conclusion that these
are debris on the diode laser facet. (b) A hot spot appears in the middle of the epi-layers which
grows fainter and eventually disappears with aging. This could be a case of point defect generation
and migration away from the facet.
nearly as hot. Hence these spots were concluded to be debris on the facet and the associated hot
spot in the thermal map is merely an artifact.
Another localized hot spot is observed after 114 hours of aging in the left half of the active
region (Fig. 5.3 (b)). This hot spot is not located at the interfaces, but is closer to the center of the
epi-layers. After the next aging step, a hot spot can still be observed at the same location, but is
much fainter. The hot spot disappears completely after 138 hours of aging. This could be a point
defect which was created close to the facet and migrated inwards into the cavity as the device aged,
although further investigation is necessary to confirm this hypothesis.
The device optical power output over the entire aging process was largely unchanged. Figure
5.4 depicts the optical power output of the device at 4 A current as a function of device age. A
small downward trend can be observed with a total power drop of 1.4% (0.063 W) over 198 hours
alongside an increase in waste heat of similar magnitude.
In order to make quantitative comparisons between the thermal maps across different aging
steps, temperature profiles along the slow axis were calculated for each thermal map through the
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Figure 5.4: Optical power output (Pop) and waste heat (IV −Pop) as a function of device age for 4
A drive current. We can see that there is a gradual decrease in the power output and a simultaneous
increase in the waste heat as the device ages.
following process. First, a peak temperature is identified along every vertical slice of the thermal
map. An average temperature value corresponding to each vertical slice is calculated by averaging
temperatures within 0.85 µm (FWHM of the optical mode) around the location of the peak tem-
perature. Each vertical slice corresponds to a slow axis location in the range 0 - 182.2 µm, hence
the temperature profile along the slow axis direction can plotted from this information. The aver-
aging process in the fast axis direction accounts for heat spreading and is a better representation
of the average facet temperature at a given location compared to only the peak temperature. The
temperature profiles at 4 A current for all aging steps is depicted in Fig. 5.5. These profiles have
been denoised through low-pass filtering which gets rid of high frequency variations in the profile
that are not physical.
From Fig. 5.5 we can clearly see the development of local temperature spikes at particular
locations along the slow axis with aging, in particular around 30 µm, 45 µm, 85 µm and 125 µm
(The sharp spike at nearly 140 µm corresponds to the debris artifact). There is an overall parabolic
curve to the temperature profiles, which is expected due to thermal diffusion in the slow axis.
However, the fine structure observed in the temperature profiles spatially is unprecedented. Some
large peaks, such as the one around 85 µm corresponds to a temperature gradient of ∼1.3 K/µm.
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Figure 5.5: Temperature profiles within the epitaxial layers at the facet along the slow axis direc-
tion as a function of device age at 4 A current. The value at each slow axis location corresponds
to an average over ∼0.8 µm in the fast axis. The mean and standard deviation (non-uniformity) of
facet temperature shows a general increasing trend with age. The local spikes in the temperature
profile have a characteristic width of a few microns and are consistent in their positions as the
device ages.
Such steep thermal gradients can result in large thermally-induced strains at the facet which has
significant implications for defect formation rate and the lifetime and reliability of these devices.
Moreover, such temperature mapping allows identification of the parts of the device that are most
susceptible to undergo catastrophic damage. The location of the peaks are very consistent across
the various thermoreflectance experiments that were conducted over the duration of a few months,
which indicates that these are not random fluctuations in the temperature profiles.
Figure 5.6 depicts the variation in temperature profile along the slow axis for operating currents
ranging from 0.1 A - 4 A after 198 hours of aging (The sharp spike at nearly 140 µm corresponds
to the debris artifact). Some local temperature spikes, such as the ones at around 125 µm and 115
µm, show a consistent increase in their values as current increases while also maintaining their
positions. However, several other peaks such as the one at around 85 µm show a more complicated
trend. We can see that a prominent temperature spike appears around this location at 2 A drive
current, which becomes much less pronounced for 2.5, 3 and 3.5 A, only to strengthen again at 4
A. Similarly the peak at around 170 µm for 4 A current is nearly non-existent at all lower currents
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Figure 5.6: Temperature profiles within the epitaxial layers at the facet along the slow axis direc-
tion as a function of the operating current after 198 hours of aging. Some distinctive peaks can
be observed which get consistently bigger with increasing current. However, there are also local
spikes in temperature which appear at certain currents and disappear upon increasing it.
(other than a slightly shifted temperature peak at 2.5 A). Such trends can be explained by a closer
examination of the interplay between temperature, optical intensity and defect density distribution
along the facet.
As discussed in chapter 1, temperature rise at the facet for large injection currents is primarily
caused by non-radiative recombination of carriers generated by optical absorption. Defects near
the facet serve as non-radiative recombination centers. Hence, the two factors which affect facet
temperatures are the concentration of carriers available for recombination and the density of defect
states at the facet that can aid in this process. Diode lasers do not produce uniform intensity emis-
sion across the entire active region. This is due to non-linear effects in the laser medium such as
non-linear heating and carrier distribution which can lead to inhomogenous refractive index pro-
files, thus resulting in a non-uniform optical intensity distribution (also called filamentation). The
defect density distribution is also non-uniform across the facet and depends on several factors such
as threading dislocations, stacking faults and crystal inhomogeneties introduced during epitaxial
growth. Hence, the temperature profile at the facet is expected to be a convolution of the optical
intensity and defect density distributions along the facet. In turn, temperature affects the local
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optical intensity (by modifying the refractive index) and also affects the rate at which defects are
created and accumulated.
It is possible that a varying optical intensity profile at the facet as a function of operating cur-
rent modifies the degree of optical absorption that occurs at a particular location on the facet. If
so, a direct correlation can be expected to exist between the the optical intensity profile and the
temperature profile at a given current. To investigate this further, the thermoreflectance measure-
ment setup was modified to measure optical intensity profiles. This was achieved by removing
the OD 6 band-pass filter in front of the CCD camera and taking images of the operating diode
laser at very low exposures such that the sensor is below saturation. Only ∼1% of the emission
reaches the CCD sensor due to rejection by the dichroic mirror to prevent damage to the sensor.
The captured image is averaged in the fast axis direction and the resultant profile is normalized.
The normalized optical profiles calculated in this manner for above-threshold currents (1 A - 4 A)
are plotted alongside the temperature profiles for the same set of currents, after 36 hours and 48
hours of aging in Fig. 5.7. It is noted that the all optical intensity profiles are normalized to lie
between 0 and 1 and have been artificially shifted in the vertical direction for plotting purposes
(top-most curve for 4 A and bottom-most for 1 A).
From Fig. 5.7 we can see that the optical intensity profiles are almost identical between 36
hours and 48 hours of aging. There are clear direct correlations between spikes in the optical
intensity and temperature at the most prominent temperature peaks such as around 30 µm, 85
µm, 130 µm and 150 µm. However, there are also several locations where we see spikes in the
temperature profiles but no corresponding local spike in the optical profile such as around 110
µm. These observations indicate that the local photon flux is an important factor in determining
the temperature, but large defect densities in some regions may cause elevated temperatures in a
location even with a moderate degree of optical output.
In order to confirm the reproducibility of experimental results, the above-threshold temperature
measurements were repeated twice after 36 hours of aging. The agreement of the results is depicted
in Fig. 5.8. Based on these results, it can be safely concluded that these temperature spikes are not
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Figure 5.7: Optical intensity profiles and temperature profiles along the slow axis after (a) 36
hours and (b) 48 hours of aging. The largest temperature peaks correlate well with local spikes in
the optical intensity profiles. However, there are peaks in the temperature profile not associated
with any optical peaks as well.
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Figure 5.8: Temperature profiles along the slow axis within the epitaxial layers for above-threshold
currents for two separate runs at the same aging step (36 hours). The good agreement between
results from two separate runs indicates that the non-uniformities in the temperature profiles are
not random measurement artifacts, but a result of physical processes.
random artifacts.
In order to investigate the evolution of laser degradation with aging, we utilize the approach
outlined in section 4.3. We begin by plotting ∆TQW as a function of the device waste heat for all
aging steps (Figure 5.9 (a)). The ∆TQW is calculated by averaging the active region temperature
profiles over the center half (∼ 90 µm) of the emission region. This is the most representative
temperature rise metric since it takes into account the temperatures of the most vulnerable regions
of the diode laser and the heat spreading in the fast axis. As before, a change in slope is observed
when the laser transitions from below-threshold to above-threshold operation. More importantly,
we note that the above-threshold slopes do not increase monotonically with device age. This trend
becomes clearer in Fig. 5.9 (b) where we see an overall saturation behavior in the values of above-
threshold slope as a function of device age, albeit with some local fluctuations. These fluctuations
appear as a negligible change or a drop in the above-threshold slope at some consecutive aging
steps. It is not clear what causes these irregularities compared to the general increasing trend. It
is worth noting that this behavior was also observed in the results described in section 4.3 where a




Figure 5.9: (a) Temperature rise near the quantum well at the facet plotted against waste heat for
all operating currents and all aging steps. (b) Above-threshold slopes as a function of device age.
The above-threshold slopes show a general increasing trend with age, but there exist consecutive
aging steps where the slope decreases.
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Another important metric that could be closely related with diode laser degradation is the stan-
dard deviation of ∆TQW within the active region at the facet (σ∆TQW ). An increase in σ∆TQW
implies growing temperature gradients at the facet which can affect laser reliability even as the




(coefficient of variation) as a function of above-threshold operating currents
and device age.
From Fig. 5.10 (a), we can see that at any given aging step, the standard deviation of tempera-
ture values increases from 1 A - 4 A. However, a kink is observed at 3 A for all aging steps. The
standard deviation values exhibit a saturation behavior up until 3 A, however, increasing the cur-
rent beyond 3 A leads to a rapid increase in the temperature gradients within the active region. Fig.
5.10 (b) depicts a similar trend, wherein the standard deviation relative to the mean facet tempera-
ture rise exhibits a local minimum (global minimum for some aging steps) at 3 A. In other words,
the facet temperatures are most homogeneous at 3 A. In order to investigate the device behavior
around 3 A, the thermoreflectance experiments were conducted in smaller steps of 0.1 A between
2.5 A and 3.5 A after 138 and 150 hours of aging. We found that the trends in standard deviation
and coefficient of variation of temperature with increasing current are not monotonic. However,
the fluctuations are repeatable and not random artifacts. These results indicate that the thermal
behavior of the facet is very responsive to changes in the operating current, probably due to the
changing local current distributions and optical intensities. We also note that the ∆TQW values
also exhibit a significant kink at around 3 A (∼ 2.4 W waste heat) where the behavior deviates
from a linear increase in facet temperature with waste heat for all aging steps (Fig. 5.9). Moreover,
the optical power output vs current plot for the device (Fig. 5.1 (a)) also exhibits a small kink at
3 A current. Such behavior is likely the result of filamentation which is caused by changes to the
refractive index profile within the laser medium due to non-linear effects and is dependent on the
injection current distribution, as described earlier. The kink in the optical power output is minimal,
nonetheless it significantly affects the temperatures at the facet. The relationship behind a small
kink in optical power and the homogeneity of the facet temperature profile is not clear.
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Figure 5.10: (a) Standard deviation and (b) coefficient of variation (ratio of standard deviation and
mean) of temperature profiles calculated over the center half of the emission region, as a function
of operating current and device age. The standard deviation shows a general increasing trend with
age and current. A kink is observed in the standard deviation and coefficient of variation at 3 A
current for all aging steps. A similar kink is also observed in the mean temperature rise at the facet
as a function of waste heat in the device. 83
Based on these analyses, we conclude that facet temperatures in high power diode lasers exhibit
very fine structure with large thermal gradients and distinctly hot regions. The facet temperatures
generally increase with device age, but this increase may not be monotonic. The temperature
distribution at the facet is found to correlate to a small degree with the optical intensity distribution,
and variations in operating current significantly impact the thermal profile at the facet of the device.
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CHAPTER 6
Summary and Future Work
6.1 Summary
Semiconductor lasers are the most efficient man-made narrow-band light sources with state-of-
the-art devices exhibiting > 70 % efficiency in converting electrical energy to light. As power
densities scale up, failures caused by heating become an ever important issue. In this work, we
have developed thermal characterization methods based on CCD camera-based thermoreflectance
imaging which allow high resolution, two-dimensional thermal mapping of high power diode lasers
under operation. We have used this method to characterize diode laser degradation caused by
absorption of light near the quantum well at the outcoupling facet. We have explored two ways
in which light absorption can occur at the facets of diode lasers - through back-reflection of laser
emission, and through absorption of outgoing emission incident from within the cavity.
By examining the thermal response of GaAs-based high power diode lasers subjected to back-
irradiance, we concluded that heating caused by absorption and localization of back-irradiance
light near the quantum well leads to large temperature rise at the facet which is detrimental to the
device lifetime and reliability. Critical locations were identified on the diode laser facet, within
∼ 1.5 µm of the quantum well, such that when the back-irradiance is positioned at these loca-
tions, the active region temperatures rise significantly (∼3 times temperature increase compared
to regular operation for 7.5% optical feedback power and ∼ 4 times for 15% optical feedback
power at rated current). Moreover, it was found that TM-polarized back-irradiance can get dis-
tributed along the metal edge when positioned in the solder region of the diode laser, while TE
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polarized back-irradiance gets localized at the p-metal corner, leading to higher quantum well
temperatures. Through thermoreflectance-based thermal mapping of diode lasers under controlled
back-irradiance conditions, we identified the effect of key factors such as wavelength and polar-
ization of laser emission, and the position of back-irradiance on the susceptibility of a diode laser
to back-irradiance induced failures.
We also developed techniques to track and analyze device degradation over time in high power
diode lasers through thermal mapping of their facets for a range of operating currents above and
below the threshold current. The presence of an additional optical contribution to facet temperature
rise was indicated by a change in the rate of increase of facet temperature per unit waste heat as the
device transitioned from below-threshold to above-threshold operation. These measurements were
combined with the model predictions of a two-dimensional, finite element-based heat transport
model of the chip to develop a framework for quantification of facet absorption. The framework
was utilized to study the evolution of facet absorption with aging, and to evaluate the effectivenss
of passivation treatments in reducing the temperatures at the facet. It was found that facet tem-
peratures increase rapidly during the first few hundred hours of aging and then exhibit a possible
saturation with further aging. The passivation treatment on the device under test was found to
reduce facet temperature rise by a factor of four. Through this analysis, we developed a technique
to track device degradation with aging and compare the effectiveness of passivation technologies.
Using the CCD camera-based thermoreflectance technique, we also probed the temperature
distribution within the active region at the facet and its evolution with aging at high spatial res-
olution. It was found that temperature distribution along the slow axis of these devices is highly
non-uniform with large thermal gradients of up to 1.3 K/µm and temperature peaks with charac-
teristic widths of ∼ 5 µm. The position and relative strength of temperature peaks were found
to be strongly dependent on the injection current and also exhibited correlations with the optical
intensity distributions. Moreover, the positions of high temperature regions for a fixed injection
current were consistent across all steps of device aging while the mean and standard deviation of
temperature profile increased by two and three times respectively over a total aging period of 200
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hours. Such observations allow identification of the most vulnerable regions of the device and open
up pathways for developing strategies to mitigate device failure through thermal monitoring.
6.2 Future Work
This section discusses several directions in which the current work can be extended.
6.2.1 CCD-based thermoreflectance imaging to monitor for precursors of
catastrophic optical damage
As described in Chapter 1, catastrophic optical damage is the result of a thermal runaway process
composed of a sequence of events. The onset of COD is quite sudden and it has been observed
to happen without any prior signature. Due to the complicated nature and fast dynamics of this
process, probing the early stages of COD is an active area of research. While dark spots and dark-
line-defects are observed within the epitaxial layers after COD, we observed what seemed to be a
precursor of these features during one of our thermoreflectance experiments.
In particular, this precursor was observed during thermoreflectance imaging of a ∼ 800 nm
diode laser operating at 2 A current, subjected to back-irradiance with Reff = 24.3% (24.3%
of the optical power output (≈ 0.466 W) reflected back onto the diode laser facet). The back-
irradiance spot was placed at 27 different locations on the facet ranging from x = -10 µm (in the
solder) to x = 40 µm (in the substrate) where x = 0 µm corresponds to the quantum well. The
experiment at each BI location takes nearly two minutes with the laser operating at 4 Hz frequency
with a duty cycle of 50%. Hence the BI spot dwell time for each experiment (location) was nearly
1 minute.
When the BI spot was positioned at x = -1 µm (in the solder), a small bright spot appeared
within the epitaxial layers (top left panel of Fig. 6.1). No such feature was observed at the same
location in the optical microscope image. Then, as the BI spot is swept closer to the quantum
well in increments of 1 µm, the bright spot appears to grow larger in the thermoreflectance image,
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without appearing in the microscope image. Finally, when the BI spot is positioned 2 µm away
from the quantum well in the substrate, a line defect is observed in the microscope image which
shows up as a bright spot on the thermoreflectance image as well.
The appearance of a hotspot in the thermoreflectance image before it shows up in the micro-
scope image could be caused due to an actual temperature increase caused by heat diffusing from
a defect within the cavity close to the facet. It could also be caused by a change in the thermore-
flectance coefficient of the material at that location due to phase transformations and/or structural
changes. The ability to detect precursors of COD before actual failure can be useful from the
perspective of analyzing the device at the location of the hotspot to understand the changes in the
device which eventually lead to COD. It could also help in developing strategies to reverse the
damage and extend device lifetime.
An experimental setup to carry out such analysis was put together and used to analyze two
diode laser devices by driving them to failure. The experiments were set up such that a diode laser
would operate at 4 Hz frequency and 50% duty cycle at incrementally higher operating currents,
while recording thermal images and optical intensity profiles, up until failure. The laser power was
monitored by placing a power meter along the path along which the dichroic mirror reflects the
laser emission. The system was programmed to stop the experiments when a small but significant
power drop is observed. The two devices were driven to failure, however, no precursors were
observed before COD. Hot spots were observed within the epitaxial layers, but they were visible
in the optical images as dark spots as well.
In order to improve upon this experimental protocol, the device can be operated at a large,
fixed operating current (for example, nearly 1.5× the rated current) for an extended period of time,
instead of incrementing the current in steps until failure. This will emulate an accelerated device
lifetime more closely than the previously described protocol. Moreover, the experiment can be
programmed to stop after a large hot spot is observed in the active region, with or without a power
drop. A video of the device can also be rcorded in real time (using the same camera as CCD-
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Figure 6.1: The top panels depict the thermoreflectance images where a hot spot is observed within
the epi-layers while the microscope images (bottom panels) do not register any such feature at the
facet until dark line defects appear in the microscope image in the last panel. This observation
could be an example of a precursor to COD which manifests as a thermal perturbation, but does
not appear to form at the facet itself.
precursor to COD is observed which does not appear in the microscope image, the device can be
turned off and scrutinized using non-destructive methods such as scanning electron microscopy.
6.2.2 Thermoreflectance imaging of diode laser cavity through the substrate
In the current work, we have captured thermoreflectance images of diode laser facets under a wide
range of operating conditions. However, these images only provide information regarding the out-
coupling facet. The parts of the device near the facet in the cavity are expected to be a dynamic
environment for defect generation and migration. Moreover, as the facets become more robust to
damage through passivation technologies, understanding catastrophic damage that occurs in the
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bulk of the device becomes increasingly important. As such, thermal imaging of the diode laser
cavity will provide a wealth of information regarding bulk device degradation mechanisms and
non-linear processes inherent to the device. In order to carry out such testing, thermoreflectance
imaging would need to be performed through the metal contacts and the GaAs substrate. Windows
can be opened up in the metal contact to allow for cavity imaging. An illumination wavelength
to which GaAs is transparent (> 1000 nm) can be used to image the cavity through the sub-
strate. Confocal microscopy-based approaches, combined with lock-in amplification can allow
rejection of parasitic reflections from the air/substrate interface, while enabling high resolution
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