CONTRIBUTIONS TO BOOLEAN GEOMETRY OF BRINGS
ROBERT A. MELTER 1* Introduction* In a paper in this journal [7] , J. L. Zemmer proposed two problems relating to the geometry of the Boolean metric space of a p-ring. (A p-ring is a ring R in which px = 0 and x p = x for some positive prime p, and all x e R. The axioms of a p-ring imply its commutativity.) The first problem asked for necessary and sufficient conditions in order that a subset of such a space (hereafter called a p-space) be a metric basis; the second problem was the determination of congruence indices for p-spaces, with respect to the class of Boolean metric spaces. The present paper contains solutions to these questions as well as a brief discussion of certain properties of the group of motions of a p-space, and an introduction to analytic geometry in a p-space. The reader is referred to Zemmer's paper for definitions not contained herein.
2* Metric bases for p-spaces* Let us recall the following definition. DEFINITION 
A subset S of a Boolean metric space Mis called a metric basis, if and only if x, y in M and d(x, s) = d(y, s) for all s e S imply x = y.
Let R be a p-space and B its Boolean ring of idempotents. It is well known that B is a subdirect sum of GF(2) [6] . Denote by 5* the complete direct sum of these same rings.
Associate with every subset S of R a subset S of B* defined as follows:
Let S jtk be the subring of B* consisting of those elements z of B* having the property
Similarly ( Proof. From the hypothesis it is clear that x Φ y. If the p-ring is considered as a subring of the ring of all functions on a set X with values in GF(p), then there is some element t 0 of X such that α?(ί 0 ) =^ 2/(ί o ) Let / and # correspond to the functions f(t) = x(ί 0 ) for all ίel and flr(ί) Ξ y(t 0 ) for all ίeX It will be shown that / and g satisfy the conditions set forth by the conclusion of the lemma. Clearly / and g are distinct for every ί, and hence (/ -g) v~x = 1. Corollary 3 was originally discovered by Ellis [1] . Ellis [2] quotes a conjecture due to J. Gaddum that m a metric space any equilateral set containing the maximal number of elements forms a metric base provided the space is complete and convex.
In a p-space the maximal equilateral sets have exactly p-elements. These sets are metric bases if and only if they have side 1, that is that they are maximal with respect both to number of sides and to common distance.
It is interesting to note that in a p-space even though every metric basis must contain at least p -1 points, there are infinite minimal metric bases, that is infinite metric bases such that no proper subset is also a metric basis. The following example illustrates such a case.
Example 2.1. Let R be a 3-space in which the distance algebra B is the complete direct sum of countably many copies of GF(2). Let S be the set of atoms in B. Then S is a metric basis for R 9 but no proper subset of S has this property.
We concluded this section with a brief study of superposability properties of metric bases in p-spaces.
It is known that every congruence between two finite subsets of a p-space can be extended to a motion. The following example illustrates that this conclusion cannot be extended to metric bases. It is clear that the sets X and Y have the same cardinality since they are both infinite subsets of a countable set. Let #->/(#) be any one-to-one correspondence between X and Y. Zemmer [7] has shown that in a p-space with B as Boolean algebra of idempotents there is a congruence which cannot be extended to a motion, between the sets A and C defined as follows: A contains 0, and for each x in X the element x + f(x). C contains 0, and for each x in X the element x + 2f(x). The congruence F between A and C takes 0 into 0 and x + f(x) into x + 2/(x). It will be shown, moreover, that in the 3-ring with B as Boolean algebra of idempotents the sets A and B are metric bases. Theorem 2.1 can be applied. Since 0 e A, it is clear that Γ\*eA d (a, 0)d(a, 2) and C{ aeA d (a, Q)d(a, 1) are both equal to zero. However, since for any coordinate less than the l/ 2 /2th there is a 1 in x for some x in X and for any coordinate greater than the V 2 /2th there is a 1 in some y in Y and since xy = = 0, ΓίaβA d(a, 1) (in the complete direct sum) is the atom with a 1 in the V 2 /2th coordinate, but since B itself is atom free, this implies that there are no elements z of B such that z S ΓϊaβA d{a, l)d(a, 2) and hence by Theorem 2.1 A is a metric basis. A similar argument shows that C is also a metric basis, which establishes the example.
3* Imbedding and characterization theorems* DEFINITION 3.1. Let {S} be a class of Boolean metric spaces. Then a Boolean metric space R is said to have congruence indices (n, k) with respect to {S} provided evey member of {S} containing more than n + k distinct points, is congruently imbeddable in R, whenever every n of its poinits are imbeddable in R. DEFINITION 3.2 . A space R is said to have congruence order n with respect to {S} provided it has congruence indices (n, 0) with respect to {S}.
(It is understood that the distance algebras of members of the comparison class are isomorphic with the distance algebra of the space R.)
The following series of theorems will establish that a p-space with Boolean algebra of idempotents B where B is a complete direct sum of GF{2) has best congruence order p + 1 with respect to the class of all Boolean metric spaces (S, B, d) . Theorem 3.4 generalizes a theorem due to Ellis [1] . LEMMA 
If A and B are congruent metric bases for a Boolean metric p-space R and if f: A-+B is a congruence between the two sets, which can be extended to a motion, then the extension is unique.
Proof. Suppose / and g are distinct motions which agree on A; then there is an xe R such that f(x) Φ g (x) . But for all a e A,
which contradicts the assumption that B is a metric basis. LEMMA 
If A is a metric basis, for a Boolean metric p-space,. and A and B are superposable then B is also a metric basis.
Proof. Let / be a motion which takes A onto B. Suppose B is not a metric basis, then there are elements x, y, of R such that xΦy, and
in A, and since Z" 1 is, in particular, oneto-one, this contradicts the assertion that A is a metric basis.
COROLLARY.

If A is a finite metric basis for a Boolean metric p-space, and A and B are congruent, then B is also a metric basis.
Proof. This follows immediately from the lemma and the corollary to Theorem 5 of [7] .
If , r'iU, x'" ~ rί, rί, , rU s' n", rί", . , r^, »»' ~ rί, rί, , rU 2/'
Proof. Consider the unique motion which takes
Such a motion exists since by the corollary to Theorem 5 of [7] any congruence between two finite sets can be extended to a motion. If A c B and A is a metric basis, then B is also a metric basis. Hence {rί, rj, , r' p -l9 x'} and {r" 9 r" r , , r^l f x'"} are superposable, and by the corollary to Lemma 3.2, {rί", rί", •••, rj,"i, x'"} also forms a metric basis and then by Lemma 3.2 the congruence which contradicts the fact that {rί", rί", , r"^}, being congruent to a metric basis are themselves a metric basis by the corollary to Lemma 3.2. THOREM It remains to show that distances are preserved. Let ζ,ηeS and let x 9 y be the corresponding elements in R. Now ( 6 ) ft, ft, , p P -l9 ζ,V^ rί", rί", , r;^, a"', jΓ e R for some p + 1 tuple {rί", rί", .., r'JU, x'", y"'} e R. Then using Lemma 3.3, (5), (6) 
A Boolean metric space S with distance algebra B is congruently imbeddable in the p-space R with Boolean algebra of idempotents B if: (i) S contains p -1 points congruent with a metric basis of R, (ii)
It is clear that the s are p -1-tuples of pairwise orthogonal elements of B and therefore by Theorem 1 of [7] correspond to elements of R. It remains to show that the mapping λ : S| -> s is an isometry. Let
Consider the rings B and R in their subdirect sum representations. In order to show that λ is an isometry it is sufficient to show that qlj has a zero in a given component if and only if q i3 has a zero in that same component. Let Q ί3 and Qlj represent the ath component of q i3 and qlj, respectively. Let S 3 represent the entry in the ath component of the subdirect sum representation of sj. , j -1] such that Q rj = 0. But then by examining the term in s' 3 involving Q r3 it is seen that there must be a v strictly less than r such that Q υ3 = 0, and proceeding by induction Q u = 0, contrary to hypothesis). But Qu = 0 and Q i3 = 0 imply by the triangle inequality that Q u -0 and hence Si = 0 which completes the proof of the necessity of the assertion.
To demonstrate the sufficiency of the assertion it must be shown that if Qlj = 0, then Q i3 == 0.
If Q iά -o, then Si ™ S 3 -x 9 where x is an integer mod p. Assume without loss of generality that i < j and suppose x Φ 0, i -1. Then Qx-i,3 = 0, Q β -i,i = 0 which together imply that Q i3 = 0. If x = ΐ -1, it is clear from examining the term in Sj involving Q i3 that Q i3 -0, and lastly if x = 0, Q xi = 0, and Q xi = 0; hence by the triangle inequality Qu = 0. This completes the proof of the theorem.
To clarify the proof, it seems worthwhile to establish the theorem without using the subdirect sum formulation, in a particular instance. since in any Boolean metric space the product of the lengths of the sides of a triangle is equal to their sum.
Before indicating the procedure for imbedding p + 1-tuples, a definition of a chain of integers and some lemmas concerning these chains will be presented. 
Proof. Let {t u t 2 ,
, t n ) be a maximal equilateral set of side 1 in S. If n ^ p -1, no further proof is needed. If n < p -1, consider B in its subdirect sum representation and let B* be the complete direct sum of the GF(2) used to represent B. Let S* be the set union of S and an element σ. Define a distance δJ in S* as follows: if To show that {t lf t 2 , , t n } form an equilateral set of side 1, suppose this is not the case, then in some ath component, for some 1, d(σ, ti Proof. By hypothesis the distance product of every p + 1 points of S is zero. Then by Lemma 3.8, S is congruently contained in a Boolean metric space S*, with distance algebra B*, containing an equilateral p -1 tuple of side 1, and in which the distance product of every p + 1 points is zero. By Lemma 3.7, every p + 1 points of S are imbeddable in lϋ*, and by Theorem 3.4, S* is congruently imbeddable in Λ*, and hence S is congruently imbeddable in i2*. This establishes the sufficiency of the condition and the necessity follows immediately from Theorem 3. Proof. Let M be a Boolean metric space of any cardinality in which the distance of every two distinct points is one. Then M has every p points imbeddable in a given p-space, but M itself need not be. Proof. By Corollary 2 of Theorem 3.9 the best congruence order of R* is less than or equal to p + 1, but by Lemma 3.10 the congruence order is greater than p.
Another topic of interest in distance geometry is psuedo sets. Theorem 3.9 gives a solution to the congruent imbedding problem of determining necessary and sufficient conditions in order that a Boolean metric space be isometric with a subspace of a p-space. In order to obtain a characterization of Boolean metric spaces themselves one method is to first categorize those subspaces of a given p-space which are themselves p-spaces among the class of all subspaces of the p-space. This is accomplished in the following two theorems. THEOREM 
Let R be a Boolean metric p-space with distance algebra B. Let S be a subspace of R. Then a necessary and sufficient condition that S be a p-space is that:
( Proof. The necessity is clear, since for any sub-p-space, {t 19 1 2 , , ίp-J can be taken as summands of the identity and the c { are then the "coordinates" in a Boolean vector representation.
Sufficiency.
If the conditions of the theorem are satisfied the set of p -1 tuples of c's form a p-ring, which is a subring of the original ring. THEOREM 3.14. Let S be a Boolean metric space with distance algebra B. A necssary and sufficient condition that S be a p-space is that:
(
1) The diβtance product of every p + 1 points of S is zero and for some subalgebra B of B (2) S contains an equilateral p -1 tuple of side 1 in B (3) There is a one-to-one correspondence between the elements of S, and the set of painvise orthogonal p -1 tuples: {c u c 2 ,
, c pô f elements of B, such that for x e S, d(x 9 t t ) = cl.
Proof. By Theorem 3.9, S is a subspace of a p-space, but by Theorem 3.13, S is then a p-space. 4* Properties of the group of motions* This section is devoted to developing certain properties of the group of motion of p-spaces. THEOREM 
In a p-space every rotation about the origin is a product of a finite number of involutions.
Proof. Let R be a p-space and B its distance algebra. Let x -+ f(x) be a rotation about the origin on R, and M the matrix corresponding to /. Then M = {a i5 ) is a (p -1) x (p -1) matrix with elements in B satisfying a ik a ij = 0, j Φ k, and a iS a k3 = 0, i Φ k, and MM' Φ I, where α^ e B. The proof of Theorem 4.1. suggests that there is a close relationship between the group of motions of a ^-space, and permutation groups. Indeed it is the case that the group of motions is a subgroup of the direct product of permutation groups on p -1 letters. This will be made precise in the following two theorems. DEFINITION 4.1. Let B be a Boolean ring. Consider B as a subdirect sum of GF(2). Let φ be a group of permutations on ^-symbols and G φ the full direct product of φ of the same cardinality and number of summands as B. For beB, and Peφ, let g(P, b) be the element of G φ , which effects the permutation P where b has Γs and the identity permutation elsewhere. Denote by G φ (B) the subgroup of 'G φ generated by the set of elements g (P,b) , Peφ, beB. Proof. Let M be a motion matrix for R. In the proof of Theorem 4.1 it was shown that M can be written as a product of matrices M?. k , but these matrices correspond to motions of the form g (t, b) where t is a transposition.
COROLLARY.
Let R be a p-space. Then the group of motions of R is G S (B), where S is the group of permutations on p symbols.
Proof. Let f(x) be a motion, then f(x) = xM + b. It has been .shown in the theorem that the rotation is an element of G T (B) and hence of G S (B) . Consider now the translation t(x) = x + t. It can be written as the product of translations as t x {x) t 2 (x) , t p^( x) where U(x) = x + i(l -(t -i))*-1 which are elements of G S {B). On the other hand it must be shown that every element of G S B is a motion. It suffices to show that every g(P, b) is a motion. Thus let g(P, b) be given. If P fixes zero, the result follows from the theorem. If P does not fix zero, let 0' be the image of zero under P. Consider the permutation q: x -> x -0' of the integers mod p. Then g(pq, b) is a motion and has a matrix M, and f(x) = xM + 0'δ corresponds to g(p, b). Proof. It follows from Theorem 4 of [7] that f(x) = xM where M = (α o ) i, j = 1, 2, and a iS e B. Further
\1 + α a
Suppose then that x = (x l9 x 2 ), and so
-(x lf x 2 )-(a 9 1 + α)
where (α, 1 + a)(a 9 1 + α) = (1, 0) = 1.
5* Analytic geometry in p-spaces* If a rectangular coordinate system is introduced in a Euclidean plane E, a point P can be represented as a pair (x 9 y) of real numbers. One then seeks to describe geometrically the loci of equations of the form y = f(x), and conversely, given a geometric description of a plane set, to find the equation of which it is the corresponding locus. But a point P in the Euclidean plane may also be considered to be represented by the single complex number z = x + iy. Here the question is not so much the investigation of the loci of equations of the from f(z) = 0; a study is rather made of the way in which geometric properties change or remain invariant under transformations w = f(z) of the plane into itself. It is the purpose of the following remarks to exhibit theorems which illustrate that an analytic geometry for ^-spaces may be developed in a manner analogous with both of the methods discussed above for Euclidean plane geometry.
Suppose, therefore, that R is a p-space. Since the elements of the p-ring R are in one-to-one correspondence with the points of the p-space R, every function f(x) defined for all x in the p-ring R and having values in the p-ring R induces a mapping of the p-space R into itself. This mapping need not of course preserve distances, and in general will not even be one-to-one. Theorem 5.2 establishes necessary .and sufficient conditions that a polynomial function defined on a p-ring R induce a motion on the corresponding p-space.
The following theorem, which was first established in 1882 is needed for the proof. THEOREM 5.1. Raussnitz [6] . where q jχy q J2 , , q jr , , g if> are those elements of Γ which satisfy q jr (i) = j, and m i5 = 0 if there are no such permutations in Γ. It can be seen that m^ has a 1 in the tth component if and only if P t (i) = j. Since the δ^ are pair wise orthogonal and a permutation is a one-toone onto map, it is clear that M satisfies the conditions for a motion matrix and P(x) = xM.
To illustrate the second point of view in analytic geometry reference will be made to the particular instance of a 3-space, although similar results could be obtained for larger primes.
It follows from the Boolean vector representation of p-rings that a 3-ring can be represented as the set of all pairwise orthogonal ordered pairs (x, y) of elements from its Boolean ring of idempotents. Thus the pair (x, y) can be considered as coordinates for points in the 3-space. 
The form A + B + C is a complete set of invariants for linear sets under motions.
The following theorem illustrates a connection between the geometry of a p-space and the geometry of its Boolean ring of idempotents. THEOREM 
If R is a p-space and B the corresponding Boolean ring of idempotents, then B itself is a Boolean metric space and is isometric to the set of idempotents of R, considered as a sub-space of R. Further, any motion on B, can be extended to a motion on R.
Proof. In an autometrized Boolean ring, the distance between two elements is the ring sum. But if x and y are idempotents in a ring their sum in the Boolean ring of idempotents is x + y -2xy. But it is easy to see that if x and y are idempotents in a p-ring x + y -2xy = (x -yY" 1 . Hence the distance between two idempotents is the same, whether the set of idempotents is considered as a subspace of the p-space, or as forming a Boolean ring itself.
If / is a motion on B, then the motion f*(x) = xM + /(0) is a motion on R which coincides with / on B, where the matrix M = (m^ ) is defined as: m n = mp-Lp-x = 7(0) , m^-i == m H(1 = /(0) , m H = 1 for i Φ 1, p -1, and all other elements in the matrix equal to zero.
