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ON DIRICHLET’S LAMBDA FUNCTION
SU HU AND MIN-SOO KIM
Abstract. Let
λ(s) =
∞∑
n=0
1
(2n+ 1)s
be the Dirichlet lambda function,
β(s) =
∞∑
n=0
(−1)n
(2n+ 1)s
be its alternating form, and
η(s) =
∞∑
n=1
(−1)n−1
ns
be the Dirichlet eta function. According to a recent historical book by
V.S. Varadarajan ([25, p. 70]), the above series of three functions have
been investigated by L. Euler long time ago under the notations N(s),
L(s) and M(s), respectively.
In this paper, we shall further present some properties for them. That
is, a number of infinite families of linear recurrence relations of λ(s) at
positive even integer arguments, λ(2m), has been obtained, the convo-
lution identities for the special values of λ(s) at even arguments and for
the special values of β(s) at odd arguments have been proved, and a
power series expansion for the alternating Hurwitz zeta function J(s, a)
has also been given, which involves a known one for η(s).
1. Introduction
1.1. Background. According to Varadarajan [25, p. 59], long time ago,
Pietro Mengoli (1625–1686) posed the problem of finding the sum of the
series
(1.1)
∞∑
n=1
1
n2
= 1 +
1
4
+
1
9
+ · · · .
This problem was first solved by Euler in a letter to Daniel Bernoulli as
(1.2) 1 +
1
4
+
1
9
+ · · · = pi
2
6
.
More generality, let
ζ(s) =
∞∑
n=1
1
ns
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be Riemann’s zeta function, Euler also proved the following formula
(1.3) ζ(2m) = 1 +
1
22m
+
1
32m
+ · · · = (−1)
m−1B2m2
2m
2(2m)!
pi2m,
where the B2m are the Bernoulli numbers defined by the generating function
(1.4)
t
et − 1 = 1−
t
2
+
∞∑
m=1
B2m
t2m
(2m)!
.
One of Euler’s proofs of (1.2) around 1742 is based on the following infinite
product expansion of sinx
x
,
(1.5)
sin x
x
=
∞∏
n=1
(
1− x
2
n2pi2
)
.
Euler also gave another proof of (1.2) by starting form the formula
(1.6)
1
2
(arcsin x)2 =
∫ x
0
arcsin t√
1− t2dt,
that is, by letting x = 1 in the left hand side, we get pi
2
8
, and in the right
hand side, by expanding arcsin t as a power series and integrating term by
term, we get
1 +
1
32
+
1
52
+ · · · =
∞∑
n=0
1
(2n+ 1)2
,
which arrives the summation formula
(1.7)
∞∑
n=0
1
(2n+ 1)2
=
pi2
8
.
Then by noticing that
(1.8) 1 +
1
32
+
1
52
+ · · · = ζ(2)− 1
22
ζ(2) =
3
4
ζ(2),
we recover (1.2) (see [25, pp. 62–63]).
Let
(1.9) λ(s) =
∞∑
n=0
1
(2n+ 1)s
= (1− 2−s)ζ(s), Re(s) > 1,
be the Dirichlet lambda function according to Abramowitz and Stegun’s
handbook [1, pp. 807–808], which has also been studied by Euler under
the notation N(s) (see [25, p. 70]). The above equation (1.7) has given the
special value of λ(s) at 2, and the special values of λ(s) at any even positive
integer 2m is calculated by the following formula ([6, (4.16)] and [11, (2.15)])
(1.10) λ(2m) = (−1)m pi
2m
4(2m− 1)!E2m−1(0), m ≥ 1,
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where the Euler polynomials En(x) are defined by the following generating
function
(1.11)
2
et + 1
etx =
∞∑
n=0
En(x)
tn
n!
(see [9] and [24]). The integers En = 2
nEn (1/2) , n ≥ 0, are called Euler
numbers, which can also be defined as the coefficients of tn/n! in the Taylor
expansion of sech(t), |t| < pi/2. For example, E0 = 1, E2 = −1, E4 = 5, and
E6 = −61. Euler numbers and polynomials (so called by Scherk in 1825)
were introduced in Euler’s famous book, Insitutiones Calculi Differentials
(1755, pp. 487–491 and p. 522).
Recently, the Euler polynomials have been applied in several different
areas, such as the semi-classical approximations to quantum probability
distributions (see [3]), various approximations and expansion formulas in
discrete mathematics and number theory (see for instance [1, 19]). Euler
polynomials can be defined by various methods depending on their applica-
tions. For instance, the explicit formula
(1.12) En(x) =
n∑
k=0
(
n
k
)
xn−kEk(0)
shows that En(x) is a polynomial of degree n. Different approaches to the
theory of Euler polynomials are well known and can be found in the classical
papers by Euler [7], No¨rlund [18] and Raabe [20].
It may be interesting to point out that there is also a connection between
the generalized Euler numbers and the ideal class group of the pn+1-th
cyclotomic field when p is a prime number. For details, we refer to a recent
paper [10], especially [10, Proposition 3.4].
In addition, Euler also studied the following alternating form of λ(s) (in
his notation, L(s), see [25, p. 70])
(1.13) β(s) =
∞∑
n=0
(−1)n
(2n+ 1)s
, Re(s) > 0,
and β(2) = G is the Catalan’s constant (see [21], [27], [1, p. 807] and [8,
p. 53]). It is known that the special values of β(s) at odd positive integers
2m+ 1 are given by
(1.14) β(2m+ 1) = (−1)n E2m
2(2m)!
(pi
2
)2m+1
,
where E2m are the Euler numbers. β(s) has the following interesting integral
representation by a trigonometric function
β(s) =
1
2Γ(s)
∫
∞
0
ts−1
cosh(t)
, Re(s) > 0,
where Γ denotes the Gamma function (see [8, p. 56]).
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1.2. Main results. Dating back to Euler, the study of the special values
of Riemann zeta functions at positive integers has a long history, so there
are enormous literatures. We here mention some of them which are directly
related to our study.
In 1987, Song [23] found the following linear recurrence relation for Rie-
mann’s zeta function at even arguments ζ(2m) by using Fourier series ex-
pansion of periodic functions,
(−1)m+1 pi
2m ·m
(2m+ 1)!
+
m−1∑
k=1
pi2k
(2k + 1)!
ζ(2m− 2k) = 0.
Recently, Merca [15] obtained another proof of the above equality by using
the generating function of Bernoulli numbers, and he [16] also obtained a
homogeneous linear recurrence relation for ζ(2m) by using several tools from
symmetric functions theory. Extending the above works, in 2017, Merca [17]
also introduced a number of infinite families of linear recurrence relations
between ζ(2m).
For Dirichlet lambda function λ(s), in 2013, M.C. Lettington ([13], [14,
(1.24)]) proved the following linear recurrence relation between its special
values λ(2m).
Theorem 1.1 (Lettington). Let m be a positive integer. Then
λ(2m) = (−1)m−1
(
pi2m
4(2m)!
+
m−1∑
k=1
(−1)m−kpi2k
(2k + 1)!
λ(2m− 2k)
)
.
In this paper, based on the integral representation of
(1.15) J(s, a) =
∞∑
n=0
(−1)n
(n+ a)s
, Re(s) > 0
(see (2.3)) and an analogue of the Hermite formula for J(s, a) (see (2.4)),
we give a new proof to Theorem 1.1.
In analogue with Merca’s work [17], we further prove a number of infinite
families of linear recurrence relations of λ(2m) by using the generating func-
tion of Euler polynomials and the Euler-type formula (1.10). (See Theorems
1.2, 1.3, 1.8, 1.9, 1.10 and Corollaries 1.4, 1.5 and 1.7).
Moreover, we also prove the convolutional identities for the special values
of λ(s) at even arguments and for the special values of ζ(s) and β(s) at odd
arguments, respectively. (See Theorems 5.1 and 5.2).
Finally, we also show a power series expansion for the function J(s, a)
(1.15), which involves a known one by Coffey for the Dirichlet eta function,
η(s) =
∞∑
n=1
(−1)n−1
ns
, Re(s) > 0.
(See Proposition 6.1).
In what follows, we shall use the usual convention that an empty sum is
taken to be zero. For example, if m = 1, we understand
∑m−1
k=1 = 0.
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1.3. Linear recurrence relations for lambda function at even inte-
gers.
Theorem 1.2. Let m be a positive integer, and α complex numbers such
that α 6= 1
2
. Then
(−1)m+1α
2m − (α− 1)2m
4
· pi
2m+2
(2m)!
+
m∑
k=1
(−1)k(α2k−1 + (α− 1)2k−1) pi
2k
(2k − 1)!λ(2m− 2k + 2) = 0.
Theorem 1.3. Let m be a nonnegative integer, and α complex numbers.
Then
(−1)m+1α
2m+1 − (α− 1)2m+1
4
· pi
2m+2
(2m+ 1)!
+
m∑
k=0
(−1)k(α2k + (α− 1)2k) pi
2k
(2k)!
λ(2m− 2k + 2) = 0,
where define 00 = 1.
Let us state some special cases of Theorem 1.3.
Corollary 1.4 (α = 1). Let m be a nonnegative integer. Then
(−1)m+1 pi
2m+2
4(2m+ 1)!
+
m∑
k=0
(−1)k(1 + δk) pi
2k
(2k)!
λ(2m− 2k + 2) = 0,
where δk = 0 if k 6= 0 and 1 if k = 0.
Corollary 1.5 (α = 1
2
). Let m be a nonnegative integer. Then
(−1)m+1 pi
2m+2
4(2m+ 1)!
+
m∑
k=0
(−1)k 2
2m−2k+1pi2k
(2k)!
λ(2m− 2k + 2) = 0.
Remark 1.6. If m is a positive integer, then from Corollary 1.5 we have
the following result
λ(2m) = (−1)m−1
(
pi2m
22m+1(2m− 1)! +
m−1∑
k=1
(−1)m−k pi
2k
22k(2k)!
λ(2m− 2k)
)
,
which is similar to the work of Lettington (see Theorem 1.1). We see that
this linear recurrence relation does not require a priori knowledge on the
Euler numbers. If m is small, then it is easy to evaluate λ(2m) as follows
λ(2) =
pi2
8
, λ(4) =
pi4
96
, λ(6) =
pi6
960
, λ(8) =
17pi8
161280
Corollary 1.7. Let n be a positive integer.
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(1) For integers m > 0, we have
(−1)m+1
4
(
2
n−1∑
j=1
(−1)jj2m + (−1)nn2m
)
pi2m+2
(2m)!
+ (−1)n
m∑
k=1
(−1)kn2k−1 pi
2k
(2k − 1)!λ(2m− 2k + 2) = 0.
(2) For integers m ≥ 0, we have
(−1)m+1
4
(
2
n−1∑
j=1
(−1)jj2m+1 + (−1)nn2m+1
)
pi2m+2
(2m+ 1)!
+
m∑
k=0
(−1)k((−1)nn2k − δk) pi
2k
(2k)!
λ(2m− 2k + 2) = 0.
Theorem 1.8. Let m be a positive integer, and α complex numbers. Then
(−1)m pi
2m+2
4(2m)!
((α− 1)2m + (α + 1)2m − 2α2m)
+
m∑
k=1
(−1)k((α− 1)2k−1 − (α + 1)2k−1) pi
2k
(2k − 1)!λ(2m− 2k + 2) = 0.
Theorem 1.9. Let m be a nonnegative integer, and α complex numbers.
Then
(−1)m pi
2m+2
4(2m+ 1)!
((α− 1)2m+1 − (α+ 1)2m+1)
+
m∑
k=0
(−1)k((α− 1)2k + (α− 1)2k + 2α2k) pi
2k
(2k)!
λ(2m− 2k + 2) = 0,
where define 00 = 1.
Theorem 1.10. Let m be a nonnegative integer. Then
(−1)m+12(1− 3−2m−1)λ(2m+ 2)
=
pi2m+2
32m+1(2m+ 1)!
+ 4
m∑
k=0
(−1)k+1 pi
2m−2k
32m−2k(2m− 2k)!λ(2k + 2).
2. Another proof of Theorem 1.1
To our purpose, we need the following lemmas.
Lemma 2.1. Let i =
√−1. Then
(1 + ix)a − (1− ix)a = 2i(1 + x2) a2 sin (a tan−1 x) .
Proof. We have the following identity with y = a tan−1 x,
sin y =
1
2i
[(
1 + ix
1− ix
)a
2
−
(
1 + ix
1− ix
)
−
a
2
]
.
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From this we obtain
sin
(
a tan−1 x
)
=
1
2i
[
(1 + ix)a
(1 + x2)
a
2
− (1− ix)
a
(1 + x2)
a
2
]
,
which is what we want. 
Remark 2.2. We note here that a similar expression with Lemma 2.1 have
been given by V.S. Adamchik (e.g. [2, p. 4, (9)]) without a proof.
Lemma 2.3. Let m be a positive integer and i =
√−1. Then
m∑
k=1
(−1)k
(
2m
2k − 1
)(
t
pi
)2k−1
=
i
2pi2m
[
(pi + it)2m − (pi − it)2m] .
Proof. From the binomial expansion, we have
i
[
(pi + it)2m − (pi − it)2m] = ipi2m 2m∑
k=0
(1− (−1)k)
(
2m
k
)(
it
pi
)k
= ipi2m
m∑
k=1
2
(
2m
2k − 1
)(
it
pi
)2k−1
= 2pi2m
m∑
k=1
(−1)k
(
2m
2k − 1
)(
t
pi
)2k−1
.
This completes the proof. 
Lemma 2.4. Let m be a positive integer. Then
m∑
k=1
(−1)k pi
2m−2k
(2m− 2k + 1)!
t2k−1
(2k − 1)! = −
(pi2 + t2)m
pi(2m)!
sin
(
2m tan−1
(
t
pi
))
.
Proof. From the binomial expansion, we may calculate the following sum-
mation
m∑
k=1
(−1)k pi
2m−2k
(2m− 2k + 1)!
t2k−1
(2k − 1)!
=
m∑
k=1
(−1)k (2m)!pi
−2k+1t2k−1
(2m− 2k + 1)!(2k − 1)!
pi2m−1
(2m)!
=
pi2m−1
(2m)!
m∑
k=1
(−1)k
(
2m
2k − 1
)(
t
pi
)2k−1
=
i
2pi(2m)!
[
(pi + it)2m − (pi − it)2m]
(by Lemma 2.3)
= − 1
pi(2m)!
(pi2 + t2)m sin
(
2m tan−1
(
t
pi
))
(by Lemma 2.1 with a = 2m and x = t/pi).
This completes the proof. 
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Lemma 2.5. Let m be a positive integer. Then∫
∞
0
(pi2 + t2)m sin
(
2m tan−1
(
t
pi
))
etdt
e2t − 1 =
pi2m+1
4
.
Proof. Recall that the function J(s, a) is defined as follows:
(2.1) J(s, a) =
∞∑
n=0
(−1)n
(n+ a)s
,
where 0 < a ≤ 1 (see [28, (1.1)]). As the classical Hurwitz zeta functions
(2.2) ζ(s, a) =
∞∑
n=0
1
(n+ a)s
,
we also have an integral representation of J(s, a),
(2.3) Γ(s)J(s, a) =
∫
∞
0
e(1−a)txs−1
et + 1
dt, Re(s) > 0,
(see [28, (3.1)]) and an analogue of Hermite’s formula for J(s, a),
(2.4) J(s, a) =
a−s
2
+ 2
∫
∞
0
(a2 + y2)−s/2 sin
(
s tan−1
y
a
) epiydy
e2piy − 1 .
The above formula enables J(s, a) to be continued analytically to the whole
complex plane. The special values of J(s, a) at non-positive integers can be
represented by Euler polynomials as follows,
(2.5) J(−m, a) = (−1)
m
2
Em(1− a) = 1
2
Em(a) (m ≥ 0)
(see [28, (3.8)]). Letting t = piy, a = 1 and s = −2m in (2.4), we have
(2.6)
J(−2m, 1)− 1
2
= −2
pi
∫
∞
0
(
1 +
(
t
pi
)2)m
sin
(
2m tan−1
(
t
pi
))
etdy
e2t − 1
= − 2
pi2m+1
∫
∞
0
(
pi2 + t2
)m
sin
(
2m tan−1
(
t
pi
))
etdy
e2t − 1 .
Replacing −m by −2m and setting a = 1 in (2.5), we have
(2.7) J(−2m, 1) = (−1)
−2m
2
E2m(0) =
1
2
E2m(1) = 0 (m ≥ 1),
since E2m(0) = 0 for m > 1. Combining (2.6) and (2.7), we obtain the
desired result. 
Proof of Theorem 1.1. The analytic continuation of λ(s) can be established
by using Riemann’s method. According to Euler, we have the following
integral representation of the Gamma function
(2.8)
Γ(s)
(2n+ 1)s
=
∫
∞
0
e−(2n+1)tts−1dt, Re(s) > 1.
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Summing both sides over n, we have
(2.9)
Γ(s)
∞∑
n=0
1
(2n + 1)s
=
∞∑
n=0
∫
∞
0
e−(2n+1)tts−1dt
=
∫
∞
0
∞∑
n=0
e−(2n+1)tts−1dt
=
∫
∞
0
e−tts−1
1− e−2tdt
for Re(s) > 1, that is,
(2.10) λ(s) =
1
Γ(s)
∫
∞
0
etts−1
e2t − 1dt, Re(s) > 1.
Then applying the integral representation (2.10), we have
(2.11)
m−1∑
k=1
(−1)kpi2m−2k
(2m− 2k + 1)!λ(2k)
=
m−1∑
k=1
(−1)kpi2m−2k
(2m− 2k + 1)!
1
Γ(2k)
∫
∞
0
ett2k−1
e2t − 1dt
=
∫
∞
0
[
m−1∑
k=1
(−1)kpi2m−2k
(2m− 2k + 1)!
t2k−1
(2k − 1)!
]
et
e2t − 1dt
=
∫
∞
0
[
m∑
k=1
(−1)kpi2m−2k
(2m− 2k + 1)!
t2k−1
(2k − 1)!
]
et
e2t − 1dt
+ (−1)m+1 1
(2m− 1)!
∫
∞
0
ett2m−1
e2t − 1 dt.
To obtain the desired result, we need to eliminate the last line of (2.11).
This is done by applying Lemma 2.4 and (2.10) with s = 2m to the last line
of (2.11), then we have
(2.12)
m−1∑
k=1
(−1)kpi2m−2k
(2m− 2k + 1)!λ(2k)
= − 1
pi(2m)!
∫
∞
0
[
(pi2 + t2)m sin
(
2m tan−1
(
t
pi
))]
et
e2t − 1dt
+ (−1)m+1λ(2m).
Then applying Lemma 2.5 to the right hand side of the above equity, we
obtain
m−1∑
k=1
(−1)kpi2m−2k
(2m− 2k + 1)!λ(2k) = −
pi2m
4(2m)!
+ (−1)m+1λ(2m),
and the desired result follows from a direct manipulation. 
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3. Proofs of Theorem 1.2, 1.3 and Corollary 1.7
First we prove the following lemma.
Lemma 3.1. Let n be a nonnegative integer, and x and α complex numbers.
Then
n∑
k=0
(
αn−k − (−1)k(2x− 1 + α)n−k)(n
k
)
Ek(x) = 0.
Remark 3.2. Merea proved a similar result for Bernoulli polynomials (see
[17, Theorem 2.1]).
Remark 3.3. Letting α = 0 in Lemma 3.1 and recalling 00 = 1, we have
(1− (−1)n)En(x)−
n−1∑
k=0
(−1)k(2x− 1)n−k
(
n
k
)
Ek(x) = 0
for n ≥ 1. This may be written in the form
En(x)−
n∑
k=0
(−1)k(2x− 1)n−k
(
n
k
)
Ek(x) = 0
and from (1.10) we have the following recurrence relation for λ(s) at positive
even integers:
λ(2m+2)+(−1)m+1pi2m+2
(
1
4(2m+ 1)!
+
m∑
k=0
(−1)k+1 λ(2k + 2)
pi2k+2(2m− 2k)!
)
= 0.
Proof of Lemma 3.1. We consider (1.11) and the series
∑
∞
n=0 α
n tn
n!
= eαt.
For |t| < pi, it holds that
(3.1)
2etx
et + 1
eαt =
(
∞∑
n=0
En(x)
tn
n!
)(
∞∑
n=0
αn
tn
n!
)
,
which can be written as
(3.2)
2etx
et + 1
eαt =
2ex(−t)
1 + e−t
e(2x+α−1)t
=
(
∞∑
n=0
(−1)nEn(x) t
n
n!
)(
∞∑
n=0
(2x+ α− 1)n t
n
n!
)
.
Applying Cauchy’s rule for the multiplication of two power series to the
right hand sides of (3.1) and (3.2), then comparing the coefficients of tn, we
obtain the relation
n∑
k=0
(
n
k
)
Ek(x)α
n−k =
n∑
k=0
(−1)k
(
n
k
)
Ek(x)(2x+ α− 1)n−k
for n ≥ 0, and the desired result comes from a direct manipulation. 
Proof of Theorem 1.2. Setting x = 0 and n = 2m in Lemma 3.1, we have
2m∑
k=0
(
α2m−k − (−1)k(α− 1)2m−k)(2m
k
)
Ek(0) = 0
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for m ≥ 0, which can be written as
m∑
k=1
α2k−1 + (α− 1)2k−1
(2k − 1)!(2m− 2k + 1)!E2m−2k+1(0) = −
α2m − (α− 1)2m
(2m)!
for m > 0, since E0(0) = 1 and E2m(0) = 0 for m > 1. Then using Euler’s
formula (1.10) for the Dirichlet lambda functions, we derive the relation
m∑
k=1
α2k−1 + (α− 1)2k−1
(2k − 1)! (−1)
m−k+1 4
pi2m−2k+2
λ(2m− 2k + 2)
= −α
2m − (α− 1)2m
(2m)!
,
where α 6= 1
2
, and a direct manipulation leads to the desired result. 
Proof of Theorem 1.3. Setting x = 0 with n = 2m + 1 in Lemma 3.1, we
have
2m+1∑
k=0
(
α2m+1−k − (−1)k(α− 1)2m+1−k)(2m+ 1
k
)
Ek(x) = 0
for m ≥ 0, which can be written as
m∑
k=0
α2k + (α− 1)2k
(2k)!(2m− 2k + 1)!E2m−2k+1(0) = −
α2m+1 − (α− 1)2m+1
(2m+ 1)!
for m ≥ 0, since E0(0) = 1 and E2m(0) = 0 for m > 1. Then using Euler’s
formula (1.10) for the Dirichlet lambda functions, we derive the relation
m∑
k=0
α2k + (α− 1)2k
(2k)!
(−1)m−k+1 4
pi2m−2k+2
λ(2m− 2k + 2)
= −α
2m+1 − (α− 1)2m+1
(2m+ 1)!
,
where m ≥ 0 (define 00 = 1), and the desired result comes from a direct
manipulation. 
Proof of Corollary 1.7. For n > 0, it is easy to observe that
n∑
j=1
(−1)j(j2m − (j − 1)2m) = 2
n−1∑
j=1
(−1)jj2m + (−1)nn2m
and
n∑
j=1
(−1)j(j2k−1 + (j − 1)2k−1) = (−1)nn2k−1.
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By making use of these in Theorem 1.2 with α = j (j ≥ 1) we have
n∑
j=1
(−1)j
(
(−1)m+1 j
2m − (j − 1)2m
4
· pi
2m+2
(2m)!
+
m∑
k=1
(−1)k(j2k−1 + (j − 1)2k−1) pi
2k
(2k − 1)!λ(2m− 2k + 2)
)
= 0,
thus
(−1)m+1
4
(
2
n−1∑
j=1
(−1)jj2m + (−1)nn2m
)
pi2m+2
(2m)!
+ (−1)n
m∑
k=1
(−1)kn2k−1 pi
2k
(2k − 1)!λ(2m− 2k + 2) = 0,
which shows the first part. The second part follows from the same reasoning.

4. Proofs of Theorem 1.8, 1.9, and 1.10
In this section, we use the generating functions of Euler polynomials
(1.11) to derive another three families of infinite recurrence relations for the
Dirichlet lambda functions at positive even integer arguments.
Lemma 4.1. Let n be a nonnegative integer, and x and α complex numbers.
Then
n∑
k=0
(−1)n−k
(
n
k
)
(2x+ α− 1)k + (2x− α− 1)k
2
En−k(x) =
⌊n2 ⌋∑
k=0
(
n
2k
)
En−2k(x)α
2k,
where ⌊·⌋ is the floor function.
Remark 4.2. Merea proved a similar result for the Bernoulli polynomials
(see [17, Theorem 3.1]).
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Proof of Lemma 4.1. Using the generating function of Euler polynomials
En(x) (1.11) and the power series expansion of e
t, we obtain
(4.1)(
∞∑
n=0
En(x)
tn
n!
)(
∞∑
n=0
α2n
t2n
(2n)!
)
=
1
2
(
∞∑
n=0
En(x)
tn
n!
)(
∞∑
n=0
αn
tn
n!
+
∞∑
n=0
(−1)nαn t
n
n!
)
=
1
2
2ext
et + 1
(eαt + e−αt)
=
1
2
2ex(−t)
e−t + 1
(e(2x+α−1)t + e(2x−α−1)t)
=
1
2
(
∞∑
n=0
(−1)nEn(x) t
n
n!
)(
∞∑
n=0
((2x+ α− 1)n + (2x− α− 1)n) t
n
n!
)
=
1
2
∞∑
n=0
(
n∑
k=0
(−1)n−k (2x+ α− 1)
k + (2x− α− 1)k
(n− k)!k! En−k(x)
)
tn,
where the last equality is obtained by using Cauchy’s rule for multiplying
power series. Again applying Cauchy’s rule, we have the following relation
(4.2)(
∞∑
n=0
En(x)
tn
n!
)(
∞∑
n=0
α2n
t2n
(2n)!
)
=
∞∑
n=0


⌊n2 ⌋∑
k=0
α2k
(n− 2k)!(2k)!En−2k(x)

 tn,
where ⌊·⌋ is the well-known floor function. Therefore comparing the coeffi-
cients of tn in (4.1) and (4.2), we have the desired result. 
Proof of Theorem 1.8. Setting x = 0 and n = 2m in Lemma 4.1, we have
α2m =
1
2
2m∑
k=0
(−1)2m−k
(
2m
k
)(
(α− 1)k + (−α− 1)k)E2m−k(0)
for m ≥ 0. Since E2m(0) = 0 (m > 1) and E0(0) = 1, after moving the
k = 2m term in the right hand side of the above equality to the left hand
side, we have
α2m − 1
2
(
(α− 1)2m + (α+ 1)2m)
= −1
2
m∑
k=1
(
2m
2k − 1
)(
(α− 1)2k−1 − (α+ 1)2k−1)E2m−(2k−1)(0)
for m ≥ 1. Finally, by applying Euler’s formula (1.10) for the Dirichlet
lambda functions to the above equality, we obtain the desired result. 
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Proof of Theorem 1.9. Setting x = 0 and n = 2m + 1 in Lemma 4.1, we
have
⌊ 2m+12 ⌋∑
k=0
(
2m+ 1
2k
)
E2m−2k+1(0)α
2k
=
1
2
2m+1∑
k=0
(−1)2m−k+1
(
2m+ 1
k
)(
(α− 1)k + (−α− 1)k)E2m−k+1(0)
for m ≥ 0. Since E2m(0) = 0 (m > 1) and E0(0) = 1, after moving the
k = 2m + 1 term in the right hand side of the above equality to the left
hand side, we have
m∑
k=0
(
2m+ 1
2k
)
E2m−2k+1(0)α
2k − 1
2
(
(α− 1)2m+1 − (α + 1)2m+1)
=
1
2
m∑
k=0
(−1)2m−2k+1
(
2m+ 1
2k
)(
(α− 1)2k + (−α− 1)2k)E2m−2k+1(0),
or equivalently,
m∑
k=0
(
2m+ 1
2k
)(
1
2
(
(α− 1)2k + (α + 1)2k)+ α2k)E2m−2k+1(0)
=
1
2
(
(α− 1)2m+1 − (α + 1)2m+1)
for m ≥ 0. Finally, by applying Euler’s formula (1.10) for the Dirichlet
lambda functions to the above equity, we obtain the relation
m∑
k=0
(−1)k+1 (2m+ 1)!
(2k)!
(
1
2
(
(α− 1)2k + (α + 1)2k)+ α2k) pi2kλ(2m− 2k + 2)
=
1
8
(−1)mpi2m+2 ((α− 1)2m+1 − (α + 1)2m+1)
for m ≥ 0, which is the desired result. 
Proof of Theorem 1.10. From the expression for Euler polynomials
En(x) =
n∑
k=0
(
n
k
)
xn−kEk(0),
we have
(4.3)
E2m+1
(
1
3
)
=
2m+1∑
k=0
(
2m+ 1
k
)
Ek(0)
(
1
3
)2m+1−k
=
(
1
3
)2m+1
+
m∑
k=0
(
2m+ 1
2k + 1
)
E2k+1(0)
(
1
3
)2m−2k
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since E2m(0) = 0 (m > 1) and E0(0) = 1. It is known from [24, Theorem
3.3] that
(4.4) En(x) = m
n
m−1∑
k=0
(−1)kEn
(
x+ k
m
)
if 2 ∤ m.
Putting x = 0 andm = 3 in (4.4), and noticing that E2m+1
(
2
3
)
= −E2m+1
(
1
3
)
,
we have
(4.5) E2m+1
(
1
3
)
=
1
2
(1− 3−2m−1)E2m+1(0).
Comparing (4.3) and (4.5), we find that
(4.6)
1
2
(1− 3−2m−1)E2m+1(0) =
(
1
3
)2m+1
+
m∑
k=0
(
2m+ 1
2k + 1
)
E2k+1(0)
(
1
3
)2m−2k
.
Then applying Euler’s formula (1.10) for the Dirichlet lambda functions to
the above equality, we obtain the desired result. 
5. Convolution identities
In this section, we prove the convolution identities for the special val-
ues of λ(s) at even arguments and for the special values of β(s) at odd
arguments, respectively.
Euler found the following beautiful convolution identity for Bernoulli
numbers
(5.1)
m−1∑
k=1
(
2m
2k
)
B2kB2m−2k = −(2m+ 1)B2m (m ≥ 2),
which has been generalized by many authors from different directions (see
for instance [5], [6] and [12]). The identities (5.1) can be written in terms of
the Riemann zeta function, via Euler’s formula
ζ(2m) = (−1)m−1 (2pi)
2mB2m
2(2m)!
.
Thus, (5.1) can be written as
m−1∑
k=1
ζ(2k)ζ(2m− 2k) =
(
m+
1
2
)
ζ(2m) (m ≥ 2).
In [6, 22] it was shown that
(5.2)
m∑
k=1
λ(2k)λ(2m− 2k + 2) =
(
m+
1
2
)
λ(2m+ 2)
for m ≥ 1.
The following theorem has been proved by G.T. Williams many years
ago (see [27, p. 22, Theorem II]). Here we show another proof.
16 SU HU AND MIN-SOO KIM
Theorem 5.1 (G.T. Williams). Let m be a nonnegative integer. Then
m∑
k=0
β(2k + 1)β(2m− 2k + 1) =
(
m+
1
2
)
λ(2m+ 2).
Proof. From the generating function of Euler polynomials, we have
22et
(et + 1)2
=
(
∞∑
n=0
En
(
1
2
)
tn
n!
)(
∞∑
m=0
Em
(
1
2
)
tm
m!
)
=
∞∑
n=0
n∑
k=0
Ek
(
1
2
)
En−k
(
1
2
)
tn
k!(n− k)!
=
∞∑
n=0
n∑
k=0
(
n
k
)
Ek
(
1
2
)
En−k
(
1
2
)
tn
n!
.
We also have
1
2
(
2e
1
2
t
et + 1
)2
=
d
dt
(
2et
et + 1
)
=
d
dt
(
∞∑
n=0
En(1)
tn
n!
)
=
∞∑
n=0
En+1(1)
tn
n!
.
Comparing the coefficients of tn in the above two equlities, we have
(5.3)
n∑
k=0
Ek
(
1
2
)
En−k
(
1
2
)
k!(n− k)! = 2
En+1(1)
n!
.
Then putting n = 2m in (5.3), and noticing that E2m+1(1) = (−1)2m+1E2m+1(0)
and Ek = 2
kEk(1/2), we obtain
(5.4)
2m∑
k=0
EkE2m−k
22m+1k!(2m− k)! = −
1
(2m)!
E2m+1(0).
That is,
(5.5)
m∑
k=0
E2kE2m−2k
22m+1(2k)!(2m− 2k)! = −
1
(2m)!
E2m+1(0)
since E2k+1 = 0 for k ≥ 0. Applying (1.10) and (1.14) to the above equity,
we have the desired result. 
Theorem 5.2. Let m be a positive integer. Then
m∑
k=0
2−2kζ(2k)λ(2m− 2k + 2) = 0.
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Proof. From (1.4) and (1.11), we have
∞∑
n=0
2nBn
(x
2
) tn
n!
=
2te
x
2
(2t)
e2t − 1
=
t
et − 1
2ext
et + 1
=
(
∞∑
n=0
Bn
tn
n!
)(
∞∑
n=0
En(x)
tn
n!
)
=
∞∑
n=0
(
n∑
k=0
(
n
k
)
BkEn−k(x)
)
tn
n!
,
yielding
(5.6) 2nBn
(x
2
)
=
n∑
k=0
(
n
k
)
BkEn−k(x), n ≥ 0.
If we put n = 2m+1, x = 0 in (5.6) and use B2m+1 = E2m(0) = 0 (m ≥ 1),
we get
(5.7)
m∑
k=0
(
2m+ 1
2k
)
B2kE2m−2k+1(0) = 0, m ≥ 1.
Hence, by the well-known relations (1.3) and (1.10), we can write
m∑
k=0
2−2kζ(2k)λ(2m− 2k + 2) = 0 (m ≥ 1),
as required. 
6. Power series expansion for J(s, a)
Start with
Γ(s)
(n+ a)s
=
∫
∞
0
e−(n+a)tts−1dt, Re(s) > 0.
Applying it to (2.1), we obtain
(6.1)
Γ(s)J(s, a) =
∞∑
n=0
∫
∞
0
(−1)ne−(n+a)tts−1dt
=
∫
∞
0
∞∑
n=0
(−1)ne−(n+a)tts−1dt
=
∫
∞
0
e−atts−1
e−t + 1
dt
for Re(s) > 0, that is,
(6.2) Γ(s)J(s, a) =
∫
∞
0
e(1−a)tts−1
et + 1
dt, Re(s) > 0
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(see (2.3)). Splitting the above integral at x, and using the generating func-
tion of Euler polynomials
(6.3)
2ezt
et + 1
=
∞∑
n=0
En(z)
tn
n!
, |t| < pi,
for the integration on [0, x), we have
(6.4)
Γ(s)J(s, a) =
∫
∞
x
e(1−a)tts−1
et + 1
dt+
∫ x
0
e(1−a)tts−1
et + 1
dt
=
∫
∞
x
e(1−a)tts−1
et + 1
dt+
1
2
∞∑
n=0
En(1− a)
n!
∫ x
0
tn+s−1dt.
To handle the first integration in the above equality, we use a standard
integral representation for the incomplete Gamma function
Γ(s, x) =
∫
∞
x
ts−1e−tdt
(e.g., [1, p. 260] and [4, (1.1)]), together with a geometric series expansion
to get
(6.5)
∫
∞
x
e(1−a)tts−1
et + 1
dt =
∞∑
n=0
(−1)n
∫
∞
x
e−(n−a+2)tts−1dt
=
∞∑
n=0
(−1)n 1
(n− a + 2)sΓ(s, (n− a+ 2)x).
From (6.4) and (6.5), we have the following expressions of Γ(s)J(s, a) :
Proposition 6.1. Let |x| < pi and Re(s) > 0. Then
Γ(s)J(s, a) =
∞∑
n=1
(−1)n−1Γ(s, (n− a + 1)x)
(n− a + 1)s +
1
2
∞∑
n=0
En(1− a)
n!
xn+s
n + s
.
The above representation holds in all the complex plane C. And it also im-
plies the special values of J(s, a) at non-positive integers [28, (3.8)]
J(−k, a) = (−1)
k
2
Ek(1− a) = 1
2
Ek(a)
for k ≥ 0.
Taking a = 1
2
in (2.1), by (1.13), we have
(6.6) J
(
s,
1
2
)
= 2s
∞∑
n=0
(−1)n
(2n+ 1)s
= 2sβ(s),
thus the above proposition also implies the following result.
Corollary 6.2. We have
Γ(s)β(s) =
1
2s
∞∑
n=1
(−1)n−1Γ(s, (n+ 1/2)x)
(n + 1/2)s
+
1
2s+1
∞∑
n=0
En
2nn!
xn+s
n + s
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with free parameter x ∈ (0, pi]. In particular, we obtain the special values of
β(s) at non-positive integers: β(−k) = Ek/2 for k ≥ 0.
Let
η(s) = (1− 21−s)ζ(s)
be alternating zeta function (in Euler’s notation, M(s), see [25, p. 70])),
that is,
(6.7) η(s) =
∞∑
n=1
(−1)n−1
ns
, Re(s) > 0
(see [1, pp. 807–808]). Then taking a = 1 in (2.1), we obtain J(s, 1) = η(s).
The first one is sometimes called Lerch’s eta function and second one is
sometimes named Dirichlet’s eta function [26]. Proposition 6.1 may have
many interesting applications. For example, letting a = 1 in it, we recover
the following result by Coffey.
Corollary 6.3 (Coffey, [4, p. 1384, Proposition 1]).
Γ(s)η(s) =
∞∑
n=1
(−1)n−1Γ(s, nx)
ns
+
1
2
∞∑
n=0
En(0)
n!
xn+s
n+ s
,
with free parameter x ∈ (0, pi]. In particular, we obtain the exact evaluations
η(−k) = (−1)kEk(0)/2 for k ≥ 0.
Proposition 6.4. For 0 < a ≤ 1, we have
Γ(s)J(s, a) = Γ(s)
(a+ 1)1−s − a1−s
2(s− 1) −
∞∑
n=1
2nΓ(s+ n)
(n+ 1)!
J(s+ n, a).
Proof. From the power series expansion of et, we have
(6.8)
1
2t
e2t − 1
2t
− 1 =
∞∑
n=1
(2t)n
(n+ 1)!
.
In (6.2), replacing s by s+n, multiplying both sides by 2
n
(n+1)!
and summing
from n = 1 to ∞, then from (6.8) and (6.2), we have
(6.9)
∞∑
n=1
2n
(n+ 1)!
Γ(s+ n)J(s+ n, a)
=
∫
∞
0
e(1−a)tts−1
et + 1
∞∑
n=1
(2t)n
(n+ 1)!
dt
=
∫
∞
0
e(1−a)tts−1
et + 1
(
1
2t
e2t − 1
2t
− 1
)
dt
=
Γ(s− 1)
2
(J(s− 1, a+ 2)− J(s− 1, a))− Γ(s)J(s, a)
=
Γ(s− 1)
2
((a+ 1)1−s − a1−s)− Γ(s)J(s, a),
the last equality holds since J(s, a+ 1) + J(s, a) = a−s. So the proposition
is proved. 
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