This paper presents the results of mathematical experiments on the socalled !orientation vector." It looks at complexity in terms of three perspectives: Wolfram, Langton, and Chua. Critically, we consider Chua#s geometrical complexity index and a complexity-based classification of elementary cellular automata. Ideas in terms of solutions for ordinary differential equations and complexity measurements are proposed to the research community for discussion.
Introduction

1.
During the Wolfram Science Summer School 2012, I worked on the project !Investigation of the Relation between Nonlinear Dynamical Systems and Elementary Cellular Automata." The project dealt with Chua#s [1] geometrical representation of elementary cellular automata (ECAs) and led to these thoughts about the complexity threshold and measurement comparisons.
From an application point of view, Wolfram [2] shows a huge diversity for mathematical modeling of snowflakes, vegetation, seashells, and other natural forms in terms of ECAs. These mathematical models are explicitly considered as discrete dynamical systems and information-processing systems. Dynamical systems analysis in phase space (state space) proposes the following three behaviors [3] .
$ Periodic (limit cycle). These tend to stabilize as a closed path in the phase space. The initial conditions significantly determine the long-term behavior; similar initial conditions give the same phase plane trajectories.
$ Aperiodic (chaotic, strange attractors). These never seem to stabilize; however, the subspace in which the state path trajectory moves is restricted to a bounded manifold. This manifold often possesses complex, detailed structure. In general, similar initial states do not produce similar state path trajectories, making them insensitive to initial conditions [4] .
One of the main questions about ECAs is if they can be used as mathematical models for ordinary differential equations (ODEs). There is more than one answer to that question. We compare the proposed criterion inspired by Chua#s cubical representations for ECAs [1] and the other two criteria.
Wolfram!s Classification 2.
Wolfram#s classification scheme [2] is phenomenological; that is, the ECA space is separated into four classes by visually inspecting spacetime diagrams to evaluate their qualitative behavior and complexity ( Wolfram conjectures that class IV cellular automata (CAs) are computationally universal. In 1990, Langton [5] discussed the question, under what conditions will physical systems support the basic operations of information transmission, storage, and modification constituting the capacity to support computation? His answer was, systems near a continuous (second-order) phase transition. These systems that are near criticality, between an ordered (!solid") and chaotic (!liquid") state, are especially capable of computations. In other words, ECA rules represent (some part of) the physical world. The initial configuration itself constitutes the computer, the program, and the data. Langton translates the original question into, when is it possible to adopt this view to understand ECA dynamics?
Lambda values range between 0 and 1 and are calculated as the fraction of ECA rules that lead to a new state with a live cell, expressed as a decimal. This means that the more ECA rules that lead to life, the larger the & value. An ECA space starting from & ' 0 is fixed (ordered, cold, and predictable). By increasing &, the system changes from ordered to what is called periodic (predictable but recurring), then it changes to complex (where the best life simulations come about), and finally, above this, the systems are chaotic (messy, unpredictable, and hot). Chua [1] introduced an idea for measuring complexity he called the complexity index (. This measurement is based on the geometrical analysis of separability, that is, the minimum number of separating y p y p g planes. We have six real variables )z 2 , z 1 , z 0 ; b 1 , b 2 , b 3 * and two integers +1. By making substitutions, configurations are generated for those variables assigned to the ECA space ( Figure 3 ). We make some statistical studies on those outputs, finding more acceptable configurations for )z 2 , z 1 , z 0 ; b 1 , b 2 , b 3 * and two integers +1, that is, the minimum number of (. This leads to the complexity index of a local rule, which characterizes the geometrical structure of the corresponding Boolean cube, namely, the minimum number of parallel planes necessary to separate the colored vertices. Hence, all linearly separable rules have a complexity index of ( ' 1. 
Vertex Projection on an Orientation Vector and Number of Transitions
4.1
By making a projection for each vertex on the orientation vector as defined by Chua, we get a cube as shown in Figure 4 . This can lead to a representation in two dimensions with the orientation vector as a line and vertices as white or black dots. The idea of linear separability is one of the most important concepts in artificial neural networks (ANNs). Particularly in single-layer ANNs (perceptrons), that can also be used as a solution for the classification prob-p lem in machine learning. Chua [1] introduces a way to express an ODE as an ECA and then make use of that in ANN applications.
The notion of linear separability assumes that there is a pattern set -. This set is divided into subsets -1 , -2 , . , -R , respectively. If a linear machine can classify the patterns from -i as belonging to class i, for i ' 1, 2, . , R, then the pattern sets are linearly separable. Using this property of the linear discriminant functions, the notion of linear separability can be stated more formally. If R linear functions of x exist such that:
then the pattern sets X i are linearly separable.
Geometrically, linear separability can be extended in n dimensions to be the hyperplane separating the two sets of points. By counting the alternations of vertex colors on the vector, that is, using the twodimensional line to check for color alternations, we can indicate whether a CA is linearly separable or not.
Definition of # 4.2
Chua [1] defines the complexity index ( as the minimum number of parallel hyperplanes that can separate the bipolar vertices. This index is an integer 40, 1, 2, 35.
The ECA space can be separated into these four classes using the complexity index ( ( Figure 5 ):
$ ( ' 0, only the two rules 0 and 255, because there is no need for a separation hyperplane.
$ ( ' 1, the linearly separable rules that need only one separation hyperplane.
$ ( ' 2, the linearly separable rules that need two separation hyperplanes.
$ ( ' 3, the linearly separable rules that need three separation hyperplanes. Parameters that Influence ! 4. 3 We found that ! is influenced by some parameters in the equivalent ODE of an ECA. Focusing only on the influence of the orientation vector, we found some odd values for !, such as ! " 4. In other words, varying the orientation vector led to variations in !. We also found that ! is sensitive to that variation.
Part of the study was stepping from #$4, 4% with various step values to generate ODE parameters and then check the corresponding ECA. Additionally, the number of transitions is calculated, to indicate the linear separability; its minimum number represents the value of !. Figure 6 shows the rules versus the number of transitions. Those transitions need to be refined; that is, we need to calculate the minimum numbers that converge to be candidate ! values. We started by eliminating the ! " 4 configuration values and then taking the minimum values of ! in each step. We were surprised to find typical results (Figure 7) . That means we got a true ! and a large number of values for the orientation vector. 
Complexity Threshold 5.4
The complexity threshold is related to the chosen system and will vary over the three systems in this paper. For our purposes, the ECA is the system; that is, Wolfram#s point of view is computation, Langton#s point of view is information, and Chua#s point of view is ODE or dynamical systems. The complexity threshold from Wolfram is class III, from Langton it is the area of &, and from Chua it is ( ' 2.
Rules 0 and 255 5.5
Rules 0 and 255 were the most commonly found configurations in the experiment of stepping the orientation vector. Notice that the number of configurations for these rules is not affected before/after the filtration because no separating planes are needed. Also observe the large percentage of rule 255 configurations (more than 63%). When step ' 2, we lose some rules after the filtration process, leaving only 180 rules with valid configurations.
Step This paper reports a detailed survey of various complexity measurement approaches. It should be clear that there is no measure of complexity appropriate to evolution in general, but that it is desirable to be clear about the language of representation, the type of difficulty, and the overall formulation to which each variety refers. At the very least, we should distinguish concepts like size, order, and variety from complexity. In this way, we can be clearer about the strength and context of any such use for analysis and communication. 
