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a b s t r a c t
We present low-order functional observer existence conditions; the proposed existence
conditions always lead to a design of functional observers of order less than or equal to that
of a Luenberger observer. The proposed low-order observer always exists if a Luenberger
observer exists.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
The theory of state and linear functional observers for dynamical systems has been well researched since their
introduction by Luenberger [1]; see [2–5]. Consider a linear dynamical system of order n described by the system ofmatrices
(A, B, C), A ∈ Rn×n, B ∈ Rn×m and C ∈ Rp×n, such that the system has m inputs u(t), p outputs y(t), and n internal system
states x(t). Suppose we only need to estimate a partial set of states or any linear function of the states L0x(t), L0 ∈ Rr×n. The
existence conditions and the design of r-order functional observers were reported by Darouach in [4]. However, an r-order
functional observer does not always exist, so here we consider the existence of an observer of order greater than r . Let us
first consider the following (r + q)-order observer dynamical system:
w˙(t) = Nw(t)+ Jy(t)+ Hu(t), (1)
zˆ(t) = Qw(t)+ Ey(t) (2)
where w(t) ∈ Rr+q, 0 ≤ q ≤ n − p − r . Furthermore, the z(t) = Lx(t) are functions that are estimated, and L has L0 as
one of its rows. The presence of L0 in L ensures that z(t) = Lx(t) will contain the required estimate z0(t) = L0x(t); hence
an estimate of z(t) constitutes an estimate of z0(t). There is no loss of generality in the observer structure (1) and (2) in
choosing Q = I .
Theorem 1 ([3]). An observer of the form (1) and (2) exists that can estimate z(t) with arbitrary observer estimation error
(z(t)− zˆ(t)) convergence (i.e., N having arbitrary eigenvalues) if and only if the triple (A, C, L0) is functional observable.
Theorem 2 ([4]). Choose L = L0 and q = 0 so that the order of (1) and (2) is r. An observer of order equal to rows(L) and of the
form (1) and (2) exists such that e(t)→ 0 as t →∞with an arbitrary convergence rate (i.e., N can have arbitrary eigenvalues)
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for any x(0), w(0) and u(t) if and only if
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∀s ∈ C. (4)
When L = L0 does not satisfy (3) and (4), matrix Lmust be a built matrix that includes L0 in its rows. In this letter, for some
given χ ≤ n − p − r , we will show how to establish (r + χ)-order observer existence conditions by building matrix L to
satisfy (3) and (4).
2. The built matrix L
In [4], L is specifically chosen as L0. This letter builds on the results of [4] by allowing L to be a built matrix that includes
L0 in its rows. The built matrix L is such that (3) and (4) are satisfied. We choose L to have three components, L0, R1 and R2
(where R1 and R2 have the same numbers of columns as L0) such that L =

L0; R1; R2is full row rank (for compactness, note
the use of the notation for inline text: L = L0; R1; R2to mean that L consists of rows of L0, R1 and R2). From Theorem 1 it
follows that (A, C, R1) and also (A, C, R2) need to be functional observable. The role of R1 (if required) is to ensure that (3) is
satisfied and the role of R2 (if required) is to ensure that (4) is also satisfied without violating (3). Let us define Y and χ1 as
follows:
Y =

C
CA
...
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 (5)
χ1 = rank(Y )− rank
CA
C
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
. (6)
Lemma 1. Let R(·) be the rowspace of (·). The triple (A, C, X) is functional observable if and only if rows of X belong toR(Y ).
Proof. IfR(X) ⊆ R(Y ) thenR(XAj) ⊆ R(Y ) ∀j ∈ J, so Theorem 5 of [3] is satisfied. On the other hand ifR(X) ⊈ R(Y )
then rank

X
Y

≠ rank(Y ), and hence the LHS (left-hand side) of Theorem5 of [3] is greater than its RHS (right-hand side). 
Lemma 2. If (A, C, L0) and, also, (A, C, R1) are functional observable then R1 must consist of at least χ1 rows fromR(Y ) so that
L = [L0; R1] can satisfy (3) with its LHS and RHS equal to rank(Y ).
Proof. Given R(R1) ⊆ R(Y ), if L = [L0; R1] makes the RHS of (3) equal to rank(Y ), then the LHS of (3) is also rank(Y ). If
rows(R1) < rank

CA; C; L0then rank CA; C; L0; R1 < rank(Y ). 
On the basis of Lemma 2 we can assign R1 as
R1 = K1Y (7)
where K1 ∈ Rχ1×rows(Y ) has all random entries such that rank [L0; K1Y ] is full row rank; in fact any random matrix
K1 ∈ Rχ1×rows(Y ) would do. With R1 as in (7), it is possible to satisfy (3) with its LHS and RHS equal to rank(Y ).
Lemma 3. For some L, if (3) is satisfied but (4) is not satisfied then the LHS and RHS of (4) are unequal only at the eigenvalues
of Λ, whereΛ is as in [3].
Proof. If (3) is satisfied for some L then it is shown in [3] that the LHS of (4) is
rank
sL− LA
CA
C

= rank

sI −Λ
Γ

+ c (8)
where c is some constant. If (4) is not satisfied then its LHS is always less than its RHS for some s ∈ C, and from (8) it follows
that this can only occur (if at all) at the eigenvalues ofΛ. 
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From Lemma 3 it follows that ∀s ∈ C
rank
sL0 − L0AsR1 − R1ACA
C
 ≤ rank(Y ).
Now let us define χ2 as follows:
χ2 = rank(Y )− min
s∈eig(Λ)
rank
sL0 − L0AsR1 − R1ACA
C

 (9)
whereΛ is computedwith L = L0; R1 according to the definition in [4]. FromLemma3 it follows thatχ2 ≥ 0, and obviously
if χ2 = 0 then (4) is satisfied with R2 = ∅. However, if χ2 ≠ 0 then R2 must contains χ2 rows in order to satisfy (4). Now let
χ = χ1 + χ2. (10)
Theorem 3. An observer of order r + χ exists if and only if (A, C, L0) is functional observable and L =

L0; R1; R2 , R1 =
K1Y , R2 = K2Y where K1 ∈ Rχ1×rows(Y ) and K2 ∈ Rχ2×rows(Y ) has all random entries such that L =

L0; K1Y ; K2Y  is full row
rank.
Proof (Sufficiency). In fact, any random K1 ∈ Rχ1×rows(Y ) and K2 ∈ Rχ2×rows(Y ) make L =

L0; K1Y ; K2Y full row rank. Given
that (A, C, L0) is functional observable, randomly chosen χ1+χ2 row vectors fromR(Y ) assigned for [R1; R2] satisfy (3) for
L = L0; R1; R2 with the LHS and RHS equal to rank(Y ). A random matrix X whose rows belong toR(Y ) makes the triple
(A, C, X) functional observable (see Lemma 2); therefore for s ∈ C,
rank
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L0(sI − A)
K1Y (sI − A)
CA
C
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From (9), it follows that
min
s∈eig(Λ)
rank
 L0(sI − A)K1Y (sI − A)CA
C
 = rank(Y )− χ2. (12)
From (11) and (12) it follows that (4) can be satisfiedwith the LHS equal to rank(Y ) if we choose R2 such that rank

L0
R1
R2

=
rank

L0
R1

+ χ2. Choosing R2 = K2Y for any random K2 ∈ Rχ2×rows(Y ) will achieve this.
(Necessity) — If row vectors of either R1 or R2 are not chosen from R(Y ) then

A, C,

R1; R2is not functional observable
(see Lemma 2). If

A, C,

R1; R2 or (A, C, L0) is not functional observable then A, C, L0; R1; R2is also not functional
observable; therefore L = L0; R1; R2cannot satisfy (3) and (4). 
Observability of (A, C) implies that (A, C, L0) is functional observable [3]; hence it follows fromTheorem3 that an (r+χ)-
order functional observer always exists if a Luenberger observer exists. Furthermore, when rank(L) = (n− p) then both (3)
and (4) are satisfied (see [4]), which implies r + χ ≤ n− p.
3. Numerical example 1
Consider the NASA HiMAT aircraft model in [6]; the system matrices A, B, C representing the dynamics of
the aircraft are not repeated here. Let L0 =

0 1 1 1 1 1

.For this example, it is easy to verify that
the r-order functional observer existence conditions given in [4] are not satisfied. Following Theorem 3, we can
establish the existence of a (r + χ)-order observer easily. We find χ1 according to (6), χ1 = 1, and χ2 according
to (9), χ2 = 1. Since χ1 = 1, we randomly select one linear combination of rows from Y for R1: R1 =
0.4868 −0.1429 0.4359 0.4468 0.4074 0.4074. Since χ2 = 1, we randomly select one linear combination of
rows from Y for R2, so R2 =

0.3786 −0.4160 0.8116 0.5328 0.6449 0.6449. According to Theorem 3, with
L = [L0; R1; R2] we can satisfy (3) and (4); hence a (r + χ)-order observer exists. The observer parameters can now be
derived following the design algorithm in [4] choosing L = [L0; R1; R2]. It also noted that the order of the reduced order
Luenberger observer is 4 whereas the order r + χ = 3 is the order of the proposed functional observer according to the
result in this letter.
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4. Conclusion
This letter has provided the necessary and sufficient conditions for the existence of a functional observer of order r + χ
(see Theorem 3). We have also shown that the (r+χ)-order functional observer exists if (A, C, L0) is functional observable;
hence an (r + χ)-order functional observer always exists if a Luenberger observer exists, and furthermore, r + χ ≤ n− p.
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