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Abstract
According to the Kubo Approximation in the large volume asymptotic, the stationary distribution
probability of a Master equation can be approximated as U0(x) exp(−VΦ). Here V is the volume,
Φ is the information potential which generalizes the free energy to non-equilibrium situation and U0
is a prefactor obtained by solving a first order partial differential equation. In this article, we study
the properties of U0 and prove that it can be obtained by integration along the trajectories of a certain
vector field. We also show that these trajectories cannot be chaotic. This is necessary in order to
insure that the Kubo approximation is valid.
 2002 Éditions scientifiques et médicales Elsevier SAS. All rights reserved.
Résumé
L’approximation de Kubo pour les grands volumes consiste à approximer la solution de l’équation
d’évolution par U0 exp(−VΦ) où V est le volume, Φ est le potentiel d’information qui généralise
l’énergie libre aux situations de non-équilibre et U0 est un préfacteur obtenu pour la résolution
d’une équation du premier ordre. Nous étudions les propriétés de U0 et montrons qu’il peut être
obtenu globalement par intégration le long des trajectoires d’un champ de vecteurs. Le problème
principal est de montrer que ces trajectoires ne sont jamais chaotiques. Nos résultats démontrent que
l’approximation de Kubo est mathématiquement fondée.
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1. Introduction
One of the main problem of non-equilibrium statistical mechanics is to find the
probability distribution of the stationary state. The dynamics of the situation is prescribed
as a stochastic dynamics, given by a stochastic matrix or a Master equation, and the
problem is to find its stationary solution (see [1–4]). Notice that for equilibrium situations,
the stationary state is given, a priori, by the Boltzmann distribution. The exact solution
of the Master equation is a very difficult problem, which cannot be solved exactly
except in very special instances. In [4], we started a new approach to non-equilibrium
thermodynamics, in the large volume limit, and following an idea of Kubo et al. [5] (which
was also developed by other authors [6]), we wrote the leading asymptotic of the stationary
probability distribution as
P(x)∼U0(x) exp
(−VΦ(x)), (1.1)
where x is a state of the system, V is the volume, Φ was called the information potential
(and would be F/kBT in equilibrium situation with F being the free energy per unit
volume), U0 is a prefactor independent of the volume. The information potential was
studied in detail in [4,7]. It satisfies a Hamilton–Jacobi equation of a nonstandard form and
once Φ has been found, the prefactor U0 is a solution of a linear first order equation whose
coefficients depend on Φ . To be rigorously justified, this method requires that U0 is well
defined by this first order equation, that it is positive and that the asymptotic approximation
of Eq. (1.1) leads to a normalizable distribution, namely∫
X
U0(x) exp
(−VΦ(x))dx <+∞. (1.2)
It is the purpose of this article to prove these facts, at least in noncritical conditions.
Here noncritical conditions means that the critical points of Φ (namely the points where
∇Φ = 0) are nondegenerate, i.e., the matrix of the second derivatives of Φ at such points
is nondegenerate. Actually a slightly weaker condition will be sufficient. In fact, we shall
prove thatU0 is well defined and uniformly bounded in the basin of attraction of the minima
of Φ , and that it is also well defined at saddle points of Φ which are transition states, in
the sense that the matrix of the second derivatives has only one negative eigenvalue. Then,
we shall analytically continue the function U0 to adjacent basins.
In Section 2, we recall Master equation, as well as the equations satisfied by Φ and U0,
and we also recall briefly certain results proved in [4]. In Section 3, we rewrite the
equation satisfied by U0 as a transport equation along a special vector field called the
“antideterministic vector field”, whose trajectories are the characteristics of the equation
for U0. This equation becomes singular at the zeroes of the antideterministic vector
field. At these points U0 might become unbounded and the normalization of Eq. (1.2)
might be invalid. Nevertheless, we show that one can choose U0, in a unique way, up
to a multiplicative constant, so that Eq. (1.2) holds near the minima of Φ (Section 4).
Sections 5, 6, 7 study in detail the global behavior of the trajectories of the antideterministic
vector field (Ai). The main qualitative topological statement is that the trajectories of the
antideterministic vector field do not exhibit chaotic behavior. From this statements, one
deduces that logU0 is bounded in a basin of the antideterministic vector field. Section 8
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summarizes our results. The detailed proofs, in particular of the various topological
statements are given in Appendices A–D. We refer to [8] for the usual definitions of
topology.
2. The Master equation and its approximations
2.1. Master equation
In this section, we recall briefly some useful facts about the Master equation (see [1]
for general references and [4]). We consider a system in a volume V containing s
species numbered by i = 1, . . . , s. The state of the system is specified by the numbers
of particles ni of species i for all i , and is given by a s-dimensional vector {ni}. We call
P({ni}, t) the probability that at time t , the state of the system is {ni}. The system evolves
by certain transitions, of the type
{ni}→ {ni + ri}, (2.1)
where r = {ri} is a given s-dimensional vector and we call Wr({ni}) the probability per
unit time that the transition (2.1) (labelled by r) occurs. Assuming a Markovian evolution,
the probability P({ni}, t) is the solution of a Master equation
∂P ({ni}, t)
∂t
= (LP)({ni}, t) (2.2)
with
(LP)
({ni}, t)=∑
r
[
Wr
({ni − ri})P ({ni − ri}, t)−Wr({ni})P ({ni}, t)], (2.3)
the summation being over all possible transitions r occurring in the system. We use now
concentration variables and we write:
xi = ni
V
, dxi = 1
V
, (2.4)
P
({ni}, t)= p({xi}, t) s∏
i=1
dxi, (2.5)
Wr
({ni})= Vwr({xi}). (2.6)
Eq. (2.4) defines the concentration variables, Eq. (2.5) defines the probability density in
the space of concentration and Eq. (2.6) redefines a rate per unit volume, using the fact that
the rate is an extensive quantity. Then Eqs. (2.2)–(2.3) can be rewritten
∂p(x, t)
∂t
= V
∑
r
[
wr
({
xi − ri
V
})
p
({
xi − ri
V
}
, t
)
−wr
({xi})p({xi}, t)
]
.
(2.7)
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2.2. Kubo approximation
At that point, we have made no approximation. We now use the Kubo approximation
introduced in [5] and used in [4,6]. Namely, we define
p(x, t)= e−VΦ(x,t)
[
U0(x, t)+ 1
V
U1(x, t)+ · · ·
]
(2.8)
and we replace p(x, t) by the expression (2.8) in Eq. (2.7). We identify the powers of V ,
and we obtain for Φ , a Hamilton–Jacobi equation, as in [4],
∂Φ
∂t
+
∑
r
wr(x)
[
exp( r. ∇Φ)− 1]= 0, (2.9)
where r. ∇Φ =∑si=1 ri · ∂Φ/∂xi .
For U0, we obtain a first order differential equation, whose coefficients depend on Φ
∂U0
∂t
+
∑
r
[
exp( r. ∇Φ)
s∑
i=1
∂
∂xi
(riwrU0)
]
+U0
∑
r
[
exp( r. ∇Φ)1
2
∑
i,j
ri rjwr
∂2Φ
∂xi∂xj
]
= 0. (2.10)
In the previous publications [4,7], we have discussed in detail the stationary Hamilton–
Jacobi equation (2.9), the method for solving it and general properties of the solution. In
particular, we showed that there is at most one regular solution (up to an additive constant)
of Eq. (2.9). For an equilibrium system, Φ would be (kBT )−1F where F is the free energy
per unit volume.
The method of approximation given by Eq. (2.8) is valid provided the leading term
U0 exp(−VΦ) is normalizable and non-negative
0 <
∫
U0(x, t) exp
(−VΦ(x, t))dx <+∞ (2.11)
and these conditions must be checked. Their fulfillment depend on the behavior of the
prefactor U0 which has not been studied in [4].
As an example where Eq. (2.11) is not satisfied, we consider a system with only one
species (concentration x) and two processes
x→ x ± 1
V
(n→ n± 1)
with rates w±(x), respectively. For this case, it is possible to solve the stationary Master
equation exactly, as well as the stationary Hamilton–Jacobi equation (2.9) and the equation
for the prefactor (2.10). In particular, we have obtained in [4], the stationary expressions
Φ(x)=
x∫
log
w−(x ′)
w+(x ′)
dx ′, (2.12)
U0(x)=
(
w+(x)w−(x)
)−1/2
. (2.13)
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Φ is given up to an additive constant and U0 is given up to a multiplicative constant.
If the rates w±(x) have a common zero at x0, then U0 has a pole of order 1 at x0 and the
normalization condition (2.11) cannot be fulfilled. This indicates that the approximation
of Eq. (2.8) is not suitable for the stationary state: This is not surprizing, because if x0 is
a common zero for w±(x), then the stationary state is δ(x − x0) because both processes
x→ x ± 1
V
stop when x reaches x0.
Henceforth, we consider only the stationary equations (2.9)–(2.10) namely, we assume
∂Φ
∂t
= 0, ∂U0
∂t
= 0.
2.3. Fokker–Planck approximation
Another approximation of the Master equation (2.7) for large volume is the Fokker–
Planck equation obtained by expanding to second order in 1
V
the second member of
Eq. (2.7). This is
∂p
∂t
=−
∑
i
∂
∂xi
(
Ai(x)p(x, t)
)+ 1
2V
∑
i,j
∂2
∂xi∂xj
(Dijp), (2.14)
where
Ai(x)=
∑
r
riwr(x), (2.15)
Dij (x)=
∑
r
rirjwr(x). (2.16)
Ai(x) is the deterministic vector field. The integral curves of Ai(x) give the
deterministic evolution of the system, i.e., the evolution obtained by neglecting all
fluctuations (mean field approximation). It has been shown in [4,6], that the Fokker–
Planck equation is not a correct approximation of the Master equation, when the solution
is multimodal, at least in the large time asymptotics (and thus for the stationary solution).
Nevertheless it is useful because it allows us to define the deterministic vector field Ai(x)
as well as the diffusion matrix Dij .
We proved in [4] that the zeroes of the deterministic vector field (Ai) are exactly the
critical point of Φ , i.e., the points x0 such that ∂Φ∂xi = 0 for all i = 1, . . . , s provided that the
diffusion matrix (Dij ) is nondegenerate.
3. The antideterministic vector field A and its zeroes
We rewrite the stationary equation (2.10) for U0 in the following manner
s∑
i=1
Ai(x)∂ logU0
∂xi
+ F(x)= 0 (3.1)
with
Ai(x)=
∑
r
riwr(x) exp( r. ∇Φ), (3.2)
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F(x)=
∑
r
exp( r. ∇Φ)
∑
i
ri
∂wr
∂xi
+ 1
2
∑
r
exp( r. ∇Φ)
∑
i,j
ri rjwr
∂2Φ
∂xi∂xj
.
(3.3)
Ai(x) is a vector field, which was called the antideterministic vector field in [4] and it
should not be confused with Ai . We can introduce the integral curves of Ai(x) namely the
solution of the differential system
dxi
dt
= Ai(x). (3.4)
Then, Eq. (3.1) for log U0 is a transport equation along the trajectories of Ai(x): Along
an integral curve of Eq. (3.4), one can write Eq. (3.1) as
d
dt
logU0 + F = 0, (3.5)
where ddt is the derivative with respect to t along the integral curve x(t) of Eq. (3.4). Then
Eq. (3.5) can be integrated easily
logU0
(
x(t)
)− logU0(x(t0))=−
t∫
t0
F
(
x(s)
)
ds (3.6)
and the value of logU0 along the trajectory x(t) is known if one knows the value of logU0
at a certain point x(t0) of that same trajectory. This formula (3.6) can be used to define
logU0 everywhere provided that one knows the value of logU0 at a single point of each
trajectory solution of Eq. (3.4). We see that Eq. (3.6) may lead to a singularity of logU0 in
two circumstances
(i) at a zero of the vector field Ai , i.e., a point where Ai(x0)= 0 for all i = 1, . . . , s: there
will be in general many curves x(t) passing through that point and logU0 is not well
defined (it become multivalued and may be unbounded);
(ii) at a singularity of F , where the integral of the second member of Eq. (3.6) can be
divergent.
Case (ii) is discarded, because by definition, we assume that Φ is a regular function
and F given by Eq. (3.3) cannot become singular. So, we have only to study the behavior
of logU0 near a zero of the antideterministic field Ai .
We shall prove in Appendix A, the following assertions,
(1) Φ is an increasing function along the trajectories of the antideterministic vector
field Ai . In particular, the minima of Φ are exactly the repulsive points of (Ai).
(2) The zeroes of (Ai), the zeroes of (Ai) and the critical points of Φ all coïncide
provided that the diffusion matrix Dij is nondegenerate.
(3) If x0 is a zero of (Ai), then F(x0) = 0 provided that (Dij ) and the Hessian matrix
∂2Φ
∂xi∂xj
(x0) are nondegenerate.
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4. Determination of U0 near the minimum of Φ
Eq. (3.1) does not determine uniquely U0 because if one has found a particular
solution logU0, then any function logU0 + L where L is a solution of the homogeneous
equation associated to Eq. (3.1), is again a solution of Eq. (3.1). On the other hand, we
need impose a normalization condition on the stationary probability distribution p(x) ∼
U0(x) exp(−VΦ(x)), namely∫
U0(x) exp
(−VΦ(x))dx ∼ 1. (4.1)
Let us assume thatΦ has a unique nondegenerate minimum at xm. The saddle point method
(see e.g. [11]) implies that∫
U0(x) exp
(−VΦ(x))dx
∼ e−VΦ(xm)(2π)s/2V −s/2
(
det
∂2Φ
∂xi∂xj
(xm)
)−1/2
U0(xm). (4.2)
Eqs. (4.1) and (4.2) fix the value of U0(xm) in a unique way.
On the other hand, xm being a critical point of Φ , is also a zero of (Ai). Because Φ is
minimum at xm and Φ is increasing along the trajectories of (Ai), xm is a repulsive zero
of the vector field (Ai) and a trajectory x(t) of (Ai) which starts in a neighborhood of xm,
tends to xm if t →−∞. Let x(s) be a trajectory of A such that at a given time t , x(t)= x
and that x(s)→ xm if s→−∞. We get from Eq. (3.6)
logU0(x)= logU0(xm)−
t∫
−∞
F
(
x(s)
)
ds (4.3)
provided that the integral in the second member of Eq. (4.3) is convergent at −∞.
In fact, we prove the following assertion in Appendix B.
I.A. Let x(t) be a trajectory of the vector field (Ai). We define:
I (t, t0)=
t∫
t0
F
(
x(s)
)
ds. (4.4)
This integral is convergent when t0 →−∞ and if x(t) tends to a zero of (Ai) which is
nondegenerate, the integral I (t, t0) is convergent when t →+∞.
In particular, the integral in the second member of Eq. (4.3) is convergent.
I.B. Eq. (4.3) determines logU0 in the basin of xm for the vector field (Ai) and logU0 is
continuous at xm and indefinitely differentiable in the open basin of xm for (Ai).
Remark. The only possibility that the integral I (t, t0) is divergent when t0 →−∞ is that
the repulsive point x(−∞) of (Ai) is a degenerate repulsive point, i.e., some eigenvalue of
∂Ai
∂xk
has a real part 0. This indicates that the system is critical.
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Fig. 1. Displays the basins Bα and the regions Cβ for a two-dimensional system.
5. Basins, zeroes and special neighborhoods for (Ai)
5.1. Hypotheses
It is slightly more convenient to use the opposite vector field (−Ai) rather than (Ai).
We shall assume that there is no criticality, more precisely, we assume that:
(i) the zeroes of Ai are nondegenerate, in particular they are isolated;
(ii) (Ai) is transverse (and so non zero) at all points of the boundary of (R+)s (i.e., where
one of the concentrations vanishes). Among the zeroes of (Ai), there is the absolute
minimum xm of Φ , which is a nondegenerate attracting point of (−Ai).
5.2. Basins of (Ai)
The configuration space (R+)s can be divided into regions of the following types
(Fig. 1):
(i) Basins of attraction of an attracting point x(α) of (−Ai). Such a basin Bα is the set of
points x such that a trajectory x(t) of (−Ai) starting from x , converges to x(α). Bα is
an open set whose boundary may or may not contain pieces of the boundary of (R+)s .
Among the Bα , there is the basin of attraction Bm of xm (the absolute minimum of Φ).
All the x(α) are local minima of Φ: in fact Φ takes its minimum on Bα at x(α). The
indices α belongs to a certain finite subset EA.
(ii) RegionsCβ which do not contain any attracting point of (−Ai) in (R+)s . Necessarily,
a part of their boundary is formed by the boundary of (R+)s . The indices β belongs
to a certain finite subset EB .
Usually the vector field Ai can be extended to all Rs . Then the Cβ would be part of a
basin of attraction of a zero of (−Ai) which is out of (R+)s and so is not physical.
(iii) The boundaries of the regions Bα or Cβ which are inside the physical region of
concentration (R+)s . These boundaries are union of trajectories of (−Ai) which do
not converge to an attracting point of (−Ai). All the zeroes of (−Ai) which are not
attracting zeroes, are located on these boundaries. As a consequence, all critical points
of Φ which are not local minima of Φ are located on these boundaries.
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5.3. The vector field (Ai) near a zero
Let us fix a basin B of the vector field (Ai) and a zero x0 ∈ ∂B of (Ai). We consider the
Jacobian matrix for (Ai) at x0, namely
Bik ≡ ∂
Ai
∂xk
(x0)
and we assume that it is nondegenerate. In particular, the zeroes of (Ai) are isolate.
Near x0, we can use a system of coordinates (x1, . . . , xn) so that x1 = 0 is the equation
of the boundary of B near x0 and (x2, . . . , xn) are its tangential coordinates. The vector
field (Ai) is tangent to the boundary of B , so that
A1
(
0, x2, . . . , xn
)= 0, B1k = 0 for k > 1.
In particular, the subspace x1 = 0 is invariant by the action of the matrix Bik . We shall
assume that Bik can be diagonalized and we define the
– real eigenvalues µk for k ∈K ,
– complex eigenvalues λ* for * ∈L,
where K and L are subsets of indices. We remark that all the eigenvalues except one,
will be also eigenvalues of the matrix (Bik)2i,kn which is the restriction of Bik to the
invariant subspace x1 = 0, and that the corresponding eigenvectors will be in this subspace
x1 = 0.
Let us now denote by uk (k ∈ K) the real coordinate along the eigenvector of µk and
w* = u*+ iv* the complex coordinate along the complex eigenvector of λ*. In the direction
of uk , the action of Bik is the multiplication by the real number µk . In the plane (u*, v*),
the action of Bik is a rotation of angle θ* and multiplication by |λ*|, where λ* = |λ*|eiθ* .
Now all the eigenvectors except one are in the subspace x1 = 0. This implies that all the
coordinates uk,u*, v*, except one, will be linear combinations of x2, . . . , xn. One of the
coordinates among uk,u*, v*, is transverse to x1 = 0 and the boundary of the basin B is
obtained by the vanishing of this coordinate.
Along a trajectory of (Ai) converging to x0, coming from B , Rew* and Imw* will take
infinitely often positive and negative values.
This implies that the equation of the boundary of B is of the type uk = 0 for a certain
k ∈K . We shall assume that it is u1 = 0, so that the index 1 belongs to K .
The approximate equations of the trajectories of (Ai) in a neighborhood of x0 are
uk(s)∼ uk(0)eµks , w*(s)∼w*(0)eλ*s . (5.1)
We define
K =K+ ∪K− with
K+ = {k/µk > 0}, K− = {k/µk < 0}; (5.2)
L= L+ ∪L− with
L+ = {*/Reλ* > 0}, L− = {*/Reλ* < 0}. (5.3)
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We define a special neighborhood of x0 in B as the set V (x0, ε) of points x ∈ B such
that
V (x0, ε)=
{
x ∈B/0 < u1 < ε, |uk|, |u*|, |v*|< ε
} (5.4)
so that (5.1) holds in V (x0, ε). Only the points x ∈ V (x0, ε) such that uk = 0 for k ∈K+,
u* = 0, v* = 0 for * ∈ L+ are attracted to x0 by the trajectories of the vector field (Ai).
These particular trajectories remain in V (x0, ε) once they have entered V (x0, ε).
Moreover, the index 1 of the direction u1 belongs to K−.
5.4. Bounds for the integrals of F in V (x0, ε)
In Appendix C, we prove the following assertion II.
II. Let x0 be a zero of (Ai) in the boundary of a basin Bα . There exists a constant C, such
that for all trajectory γ of (Ai) which remains in the interval [t0, t1] in V (x0, ε), one has∣∣∣∣∣
t1∫
t0
F
(
x(s)
)
ds
∣∣∣∣∣ C. (5.5)
6. Topology of the trajectories of (Ai) in a basin
In this section, we fix a basin of attraction Bα of the vector field (−Ai), and x(α) ∈ Bα
being the corresponding attracting point. We shall prove in Appendix D the following facts:
III. Let γ be a trajectory of (Ai) in the open basin Bα . Then:
– either γ leaves Bα after a finite time through the boundary of (R+)s ,
– or γ stays an infinite amount of time in Bα and leaves Bα through a point x0 ∈ ∂Bα
which is a zero of (Ai) on ∂Bα . In this case, the point x(t) of γ tends to x0 when
t →+∞.
IV. There exists a number M , so that any trajectory of (Ai) in Bα enters at most M times
the special neighborhoods V (x(*)0 , ε), for x(*)0 zeroes of (Ai) on ∂Bα before leaving Bα .
Finally, let us choose a small neighborhoodW(x(α)) of x(α) in Bα and choose the origin
of time on each trajectory, so that each trajectory starts at time t = 0 from the boundary
∂W(x(α)) of W(x(α)) and never reenters W(xα) (so the origin of each trajectory is the last
exit point of that trajectory from W(x(α))).
V. There exists a positive number τ , so that for any trajectory γ in Bα , the times necessary
to go from ∂W(x(α)) to the first entrance in a special neighborhood or to go from the
boundary of a special neighborhood to the boundary of the next special neighborhood, or
to go from ∂W(x(α)) or the boundary of a special neighborhood to the boundary of (R+)s ,
are all less than τ .
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Assertions II–V prove that the trajectories of (Ai) do not present a chaotic behavior in
a basin Bα . A chaotic behavior could be generated by the fact that the trajectories visit
neighborhoods of the zeroes of (Ai) an infinite number of times. This cannot happen here.
Furthermore assertions II–V imply the following properties, valid for any trajectory γ
in the basin Bα .
VI. A trajectory starts at s =−∞ from x(α).
(i) It leaves the neighborhood W(x(α)) at time s = 0 at a point y(0) and never comes
back in W(x(α)).
(ii) It visits successively special neighborhoods V (x(1)0 , ε), . . . , V (x(r)0 , ε) with r  M
where x(1)0 , . . . , x
(r)
0 is a sequence of zeroes of (Ai) in ∂Bα , some of which may
coïncide. The trajectory γ enters V (x(k)0 , ε) at point y(2k−1) at time s2k−1 and leaves
V (x
(k)
0 , ε) at point y
(2k) at time s2k . Finally it enters V (x(r)0 , ε) at point y
(2r−1) and
time s2r−1 and
– either it remains inside V (x(r)0 , ε) and converges to x
(r)
0 at s =∞,
– or it leaves V (x(r)0 , ε) at point y(2r), at time s2r and finally reaches an hyperplane
bounding (R+)s at time S.
(iii) All the times of transit s1, s3 − s2, s2k+1 − s2k, . . . , and S − s2r are all uniformly
bounded by τ (assertion V).
7. Continuation and properties of logU0
7.1. Properties of logU0 in the basin of xm
In Section 4, we have determined logU0 in the basin of attraction for xm (absolute
minimum of Φ) and we have shown that logU0(xm) is well defined. Moreover, logU0
is differentiable on the open basin Bm. We define first the notion of transition state.
A transition state x0 is a zero of (Ai) on the boundary of a basin, such that the only
attractive direction to x0 for (Ai) is the direction u1. We shall discuss in Section 7.2 the
signification of this notion.
We prove now:
VII. logU0 is uniformly bounded in the basin Bm. Moreover, if x0 is a zero of (Ai) on ∂Bm
which is a transition state one can define logU0(x0) in a unique way.
Proof. The proof of assertion VII is now easy. We consider a small neighborhood of xm,
W(xm) so that all trajectories leave W(xm) (as in Section 6 assertion VI) at time s = 0.
Let γ be a trajectory as in assertion VI. We denote it by x(s|y(0)) where y(0) ∈ ∂W(xm)
and so by Eq. (3.6)
logU0
(
x(s|y(0)))= logU0(y(0))−
s∫
0
F
(
x(s|y(0)))ds. (7.1)
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We know that | logU0| has an upper bound C0 on W(xm)
| logU0| C0 on W(xm) (7.2)
because logU0 is continuous. ✷
Moreover, using assertion II of Section 5.4, we know that there exists a constant C1 so
that for any trajectory x(s|y¯) leaving Bm at a critical point, one has:∣∣∣∣∣
s∫
s2k−1
F
(
x(s′|y¯))ds′
∣∣∣∣∣ C1 for s2k−1  s  s2k,
s2r  s <+∞.
(7.3)
This was in fact proved in Appendix C. There exists a constant C2 such that for a
trajectory leaving Bm through an hyperplane bounding (R+)s , one has∣∣∣∣∣
s∫
s2k
F
(
x(s′|y¯))ds′
∣∣∣∣∣ C2 for s2k  s  s2k+1,
or 0 s  s1,
or s2r  s  S.
(7.4)
This is due to the fact that the intervals s2k+1 − s2k, s1, S − s2r are all < τ and F is
bounded in the basin Bm.
From Eqs. (7.2)–(7.4) and the fact that the number r of visits of special neighborhoods
is M (assertion IV of Section 2), we deduce∣∣logU0(x(s|y(0)))∣∣ C0 +M(C1 +C2). (7.5)
Finally, if x0 is a zero of (Ai) which is a transition point, there is a unique trajectory γ0
which converges to x0 when s→+∞. We define then
logU0(x0)= logU0(xm)−
+∞∫
−∞
F
(
x(s′)
)
ds′ (7.6)
with the integral taken along the trajectory γ0. (We have already proved that this integral is
convergent in Section 4.)
Remark. Let x0 be a zero of (Ai) on the boundary of the basin Bm, such that there
is a whole family of trajectories which converge to x0 when t → +∞. In general for
each of these trajectories x(s|y¯) where y¯ is the starting point on ∂W(xm), we know that
logU0(x(s|y¯)) has a limit when s →∞, but this limit depends on the trajectory so that
it is not possible to define logU0(x0) in a unique way if x0 is not a transition point.
Nevertheless, assertion VII proves that logU0 is uniformly bounded on the basin Bm, and
thus, all the limits along the trajectories which converge to x0 are bounded by a fixed
constant.
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7.2. Transition points between adjacent basins
So far, logU0 has been determined on the basin Bm of the absolute minimum xm of Φ ,
and at transition points x0 on the boundary ∂Bm of Bm (see assertion VII for the definition
of a transition point).
Let us now consider the function Φ in the boundary of Bm. We know that the stochastic
process associated to the Master equation will leave Bm through the point of ∂Bm which is
a minimum of Φ on ∂Bm. In case of equilibrium, this would be the classical state transition
theory (see e.g. [9]), and in the general setting of the Master equation, this was proved
in [4,10]. This means that in the large volume limit, the probability of leaving Bm through
the minimum of Φ on ∂Bm is exponentially larger than the probability of leaving Bm
through other points of ∂Bm. We recall here that we are in the context of large volume
limit. We have the following result:
VIII. A local minimum of Φ on ∂Bm is a critical point of Φ , which is a transition point (in
the sense of assertion VII).
In fact, we have proved in Appendix A, that a minimum y0 of Φ on ∂Bm is a critical
point of Φ (in the whole space). As a consequence y0 is also a zero of (Ai). Moreover
y0 cannot be a minimum of Φ (in the whole space) because such minima are never on the
boundaries of basins. We also know that Φ is increasing along the trajectories of (Ai). This
implies that all the trajectories of (Ai) passing through y0 which are contained on ∂Bm are
going away from y0. In other words, all the eigenvalues of the Jacobian matrix of (Ai) at y0
corresponding to tangent directions to ∂Bm have a positive real part. But because y0 cannot
be a mimum of Φ , this implies that the transverse directions u1 to ∂Bm corresponding to
the real eigenvalues µ1 of the jacobian matrix of (Ai) at y0 must be attracted by y0 and
µ1 < 0. So, y0 is a transition point.
7.3. Extension of logU0 to a certain adjacent basin
Let x0 be the absolute minimum of Φ on ∂Bm. By assertion VIII it is a transition point
and so logU0(x0) is well defined (see assertion VII). Now, the part of ∂Bm containing x0
is also a part of the boundary ∂Bα0 of another basin Bα0 containing a local minimum x(α0)
of Φ . Inside Bα0 , we can find a unique trajectory γ0 which joins x(α0) to x0. We can thus
define logU0(x(α0)) using Eq. (3.6) along the trajectory γ0 run backwards in Bα0
− logU0
(
x(α0)
)+ logU0(x0)=
+∞∫
−∞
F
(
x0(s)
)
ds (7.7)
which is the analogous of Eq. (7.6) inside Bα0 . The integral in that equation is convergent,
as we know. Once logU0(x(α)) has been determined, logU0 can be extended to the whole
open basin Bα0 as a differentiable bounded function using the transport equation along the
trajectories of (Ai) in Bα0 . The point x0 is then a point where logU0 is continuous from
both basins Bm and Bα0 . Moreover the values of logU0(x0) and the values of logU0(x(α0))
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and logU0(xm) allow one to calculate the mean exit time out of the basin Bm to the
basin Bα0 or out of the basin Bα0 to the basin Bm using the results of [4,10].
7.4. Unicity of the extension to adjacent basin Bα0
In very special situations, the previous extension of logU0 to an adjacent basin Bα0 may
become multivalued. Indeed, assume that there are two points x0, x ′0 on the common parts
of the boundaries ∂Bm and ∂Bα0 which are distinct absolute minima of Φ on ∂Bm, so that
Φ(x0)=Φ(x ′0)= MinΦ|∂Bm. (7.8)
In this case, logU0(x0) and logU0(x ′0) are both well-defined, but the method of
continuations of logU0 from Bm to Bα0 depends of the path chosen, either we can go
through x0 or through x ′0, so that we would get a multivalued function on Bα0 .
8. Conclusion
In this article, we have completely justified the method of approximation of the
stationary solution of the Master equation, given by Eq. (1.1), in the large volume limit,
at least in noncritical situations, namely if the critical points of the information potential
are nondegenerate. We have shown that logU0 is bounded in any basin of repulsion of
the antideterministic vector field. Moreover, logU0 is also well defined at transition states,
between basins of repulsion of Ai . This last result is particularly important, because the
rate constant for the transition of one basin to the other involves the value of the stationary
probability distribution at such transition points (see [4,10] and many references as [9], for
equilibrium transition state theory). These results are proved by a qualitative topological
study of the trajectories of the antideterministic vector field, the main result being that such
trajectories are not chaotic, which allows to estimate logU0 by following them carefully. In
critical situations, we know (see e.g. [7]) that the approximation of Eq. (1.1) is not valid. In
fact, in this case, P(x) may have an algebraic dependence in V , rather than the exponential
dependence which is a priori assumed in Eq. (1.1), as it was shown, for instance, in [7].
These mathematical results are extremely important to justify the Kubo approximation, as
well as the generalization of Transition State Theory (TST) in nonequilibrium situations.
Appendix A. Proofs of the assertions of Section 3
1. We consider a trajectory of the antideterministic vector field as in Eq. (3.4) and the
value of Φ along this trajectory: then
dΦ
dt
=
∑
r
wr(x)( r. ∇Φ) exp( r. ∇Φ). (A.1)
But Φ satisfies∑
r
wr(x)
[
exp( r. ∇Φ)− 1]= 0.
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Now 1− e−u  u with equality if and only if u= 0, so that
0 =
∑
wr(x)
[
exp( r. ∇Φ)− 1]∑wr(x) exp( r. ∇Φ)[1− exp( r. ∇Φ)]

∑
wr(x)( r. ∇Φ) exp( r. ∇Φ) (A.2)
and dΦdt  0 from (A.1). Moreover one has equality if and only if r. ∇Φ = 0 for all r (with
wr = 0). In particular, if the family of vectors r has rank s (total number of species), then∇Φ = 0 when dΦdt = 0.
If one assumes that the diffusion matrix (2.16) is nondegenerate, the family of vectors r
has rank s: In fact, let V be a s-dimensional vector such that r. ∇ = 0 for all r . Then, we
deduce that for all vectors W∑
i,j
Dij ViWj =
∑
rirjwrViWj = 0
so that V = 0 because Dij is nondegenerate.
2. We know (see the end of Section 2) that the zeroes of Ai and the critical points of Φ
coïncide. Let x0 be a zero of (Ai), then x0 is a zero of (Ai). In fact, ∇Φ(x0) = 0 and so
the expressions of Ai and Ai at x0 are identical
Ai(x0)=
∑
r
riwr(x0) exp
(r. VΦ(x0))=Ai(x0)= 0.
Conversely, let x0 be a zero of Ai . From inequality (A.2), we deduce that for all x
0 =
∑
r
wr(x)
[
exp
(r. ∇Φ(x))− 1] s∑
i=1
Ai(x)∂Φ
∂xi
(x). (A.3)
At x0, all Ai(x0) = 0, so that we have equality in (A.3). But this implies that all
r. ∇Φ(x0)= 0, just as in the reasoning above and as we have seen, if Dij is nondegenerate,
∇Φ(x0)= 0. This proves the second assertion of Section 3.
3. We consider a zero x0 of Ai . This is also a zero of Ai and a critical point of Φ . At
such a point x0,F (x0) is given by Eq. (3.3)
F(x0) =
∑
r,i
ri
∂wr
∂xi
(x0)+ 12
∑
r,i,j
rirjwr(x0)
∂2Φ
∂xi∂xj
(x0)
=
∑
i
∂Ai
∂xi
(x0)+ 12
∑
i,j
Dij (x0)ϕij , (A.4)
where ϕij = ∂2Φ∂xi∂xj (x0).
On the other hand, we have proved in [4] (Appendix C) that at a zero x0 of Ai , the
Hamilton–Jacobi equation satisfied by Φ implies that for all k, *∑
i,j
Dij ϕikϕj* +
∑
i
(
∂Ai
∂xk
ϕi* + ∂Ai
∂x*
ϕik
)
= 0.
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Call Bij = ∂Ai∂xj (x0). Then, this equation can be rewritten as
ϕDϕ =−(ϕB + tBϕ).
If ϕ is nondegenerate, we deduce
Dϕ =−(B + ϕ−1 tBϕ)
and
TrDϕ =−2 TrB. (A.5)
From Eqs. (A.4)–(A.5), we see that
F(x0)= 0.
4. We can also draw a further consequence of Eq. (A.3).
Let Bα be a basin containing a unique local minimum x(α) of Φ (see Section 5). Let
y0 be a point on ∂Bα , such that Φ|∂Bα has a critical point at y0. Then y0 is a critical point
of Φ .
In fact from Eq. (A.3) we have that
0 A(y).∇Φ(y) (A.6)
for any point y , with equality if and only if ∇Φ = 0 (provided the diffusion matrix is
nondegenerate). We apply inequality (A.6) to y0, which is a critical point of the restriction
of Φ to ∂Bα . But A(y0) is a vector tangent to ∂Bα so that the second member of
inequality (A.6) is indeed 0. This implies that ∇Φ(y0)= 0 and y0 is critical.
Appendix B. Convergence of the integral of F
Proof of I.A. Let x(t) be any trajectory of the vector field (Ai) and let us define the
integral I (t, t0) as in Eq. (4.4). Suppose first that x(t0)→ x0 when t0 →−∞, where x0 is
a repulsive point of (Ai). So for s0 <−T with T large enough, x(s) is in a neighborhood
of x0. Moreover F(x0)= 0, so that one can write in this neighborhood:
F(x)∼
∑
j
fj (x0)(xj − x0,j ), (B.1)
Ai(x)∼
∑
j
bij (x0)(xj − x0,j ). (B.2)
Now, we have for s <−T and all j ,∣∣xj (x)− x0,j ∣∣ eΛs, (B.3)
where Λ is defined as
Λ= Min
k∈K+
*∈L+
{
Reλ*,µk
}
,
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where the λk are the eigenvalues of bij (x0) which have their real parts positive, because
x0 is a repulsive point of (Ai) which is nondegenerate. Then Eqs. (B.1), (B.3) indicate
that I (t, t0) is a convergent integral when t0 →−∞. In the same way, assume that the
trajectory x(t)→ x0 when t →+∞, where x0 is a zero of (Ai). Assume also that this
zero is nondegenerate. For t > T , x(t) will remain in a neighborhood of x0, where the
estimate of Eqs. (B.1), (B.2) are valid. Because the trajectory x(t) tends to x0, which is an
attracting point of (Ai), we will have for s > T , all j∣∣xj (s)− x0,j ∣∣ eΛ′s (B.4)
with Λ′ defined as
Λ′ = Max
*∈L−
k∈K−
{
Reλ*,µk
}
and this is negative, if x0 is a nondegenerate zero of Ai .
Eqs. (B.1) and (B.4) prove that I (t, t0) stays bounded where t →+∞.
The only possible cases of divergence of the integral I (t, t0) would be that Λ = 0 in
Eq. (B.3) or Λ′ = 0 in Eq. (B.4), that is x0 is a degenerate zero of (Ai), indicating a critical
behavior.
Proof of I.B. We consider a point x in the basin of xm for Ai and the trajectory x(s) of Ai
which starts at xm at t =−∞ and goes through x at a certain time t . Let us define
x˜(t − s)= x(s)
so that x˜(0) = x and x˜(+∞)= xm. Obviously x˜(s) is a trajectory of (−Ai). To be even
more specific, we denote by x˜(s|x) the trajectory of (−Ai) satisfying

dx˜
ds
=−Ai(x˜),
x˜(0|x)= x.
(B.5)
Then Eq. (4.3) which defines logU0(x) can be rewritten as
logU0(x)= logU0(xm)−
∞∫
0
F
(
x˜(s|x))ds. (B.6)
Let us now consider the dependence of x˜(s|x) with respect to the initial point x . We
see immediately that the partial derivatives ∂x˜
k(s|x)
∂x*
satisfy a linear system obtained by
differentiating Eq. (B.5) namely

d
ds
(
∂x˜k(s|x)
∂x*
)
=−
∑
r
∂Aki
∂xr
(x˜)
∂x˜r(s|x)
∂x*
,
∂x˜k(0|x)
∂x*
= δ*k.
(B.7)
654 B. Gaveau, M. Moreau / Bull. Sci. math. 126 (2002) 637–658
Moreover, for s→+∞, the jacobian matrix (− ∂Aki
∂xr
(x˜(s))) is very close to (− ∂Aki
∂xr
(xm))
which has all its eigenvalues with negative real parts−Λ< 0. In particular ( ∂x˜r
∂x*
(s|x))r,*
decreases exponentially fast when s →+∞∣∣∣∣∂x˜r∂x* (s|x)
∣∣∣∣ Ce−Λs for s→∞. (B.8)
We can compute formally
∂
∂x*
+∞∫
0
F
(
x˜(s|x))ds =
∞∫
0
∂F
∂xr
(
x˜(s)
)∂x˜r(s|x)
∂x*
ds. (B.9)
The derivatives, ∂F
∂xr
are bounded near xm, so ∂F∂xr (x˜(s)) is bounded for s →∞. Using
the estimation of Eq. (B.8), we see that the derivatives of Eq. (B.9) are well defined, so
that
∫∞
0 F(x˜(s|x))ds is a differentiable function, and logU0(x) defined by Eq. (B.5) is
also differentiable. It is easy to prove by taking successive derivatives that logU0 is indeed
indefinitely differentiable in the open basin of xm.
Appendix C. Bounds on the integrals of F in special neighborhoods
In this appendix, we prove assertion II of Section 5.4. We can use in V (x0, ε), the
coordinates uk,u*, v* and write
F(x)=
∑
k
fkuk +
∑
*
(g*w* + gw¯*),
where fk, g are functions of x in V (x0, ε) which are bounded by some constant K .
Then with the notations of assertion II∣∣∣∣∣
t1∫
t0
fk
(
x(s)
)
uk(s)ds
∣∣∣∣∣K
∣∣uk(t0)∣∣
t1∫
t0
eλk(s−t0) ds,
where we have used Eq. (5.1), under the form
uk(s)∼ uk(t0)eλk(s−t0).
But
∣∣uk(t0)∣∣
t1∫
t0
eλk(s−t0) ds = |uk(t1)| − |uk(t0)||λk | 
2ε
|λk|
because the trajectory x(s) remains in V (x0, ε) in the time interval [t0, t1] so that |uk(t1)|,
|uk(t0)| are < ε.
In the same way, one has∣∣∣∣∣
t1∫
t0
g*
(
x(s)
)
w*(s)ds
∣∣∣∣∣K
∣∣w*(t0)∣∣
t1∫
t0
exp
(
Reµ*(s − t0)
)
ds  2Kε|Reµ*| .
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Appendix D. Proofs of the topological properties of the trajectories of (Ai)
Proof of assertion II (Section 5.4). Let us assume that we have a sequence of points
x(n) ∈ ∂V (x0, ε) with u1(x(n))→ 0 such that the trajectories γn passing through x(n), enter
V (x, ε) at x(n) (see Fig. 1). We can assume that x(n) → x(∞) ∈ ∂B . The trajectories γn
start from xα at s = −∞ and we can always assume that they come from points x¯(n)
in a small neighborhood of xα at s = 0. We can also assume that x¯(n) → x¯(∞) in this
small neighborhood, so that the sequence of trajectories γn tends to a curve C passing
through x¯∞ and which is formed of trajectories of (Ai).
Moreover, in a neighborhood of x(∞), the pieces of trajectories γn inside this
neighborhood tend to a piece of trajectory γ ′∞ going through x(∞) and which lies on
the boundary ∂B and which will be a part of the curve C. So, the curve C starts as a
trajectory issued from x¯(∞) inside B , and must coïncide with the trajectory γ ′∞ later. The
only possibility is that C starts as a trajectory from x¯(∞) which is attracted by a zero x ′0 of
(Ai) on ∂B , and then C continues starting from x ′0 on ∂B as a trajectory of (Ai) on ∂B ,
and at some time coïncide with the piece γ ′∞. It might be that x ′0 is x0 itself. But this means
that C has visited a special neighborhood V (x ′0, ε) before arriving to γ ′∞ at x(∞), and by
continuity this will be also the case for the trajectories γn for n large.
So we can assume that the trajectories which visit V (x0, ε) for the first time without
having visited other special neighborhoods previously, enter V (x0, ε) by points such that
the coordinate u1 is bounded from below. This implies readily assertion II.
Proof of assertion III (Section 6). We proceed in steps. Take a trajectory γ of (Ai) which
remains all the time from −∞ to +∞ in Bα . We study the accumulation points of γ
on ∂Bα . Call γ¯ the closure of γ (see e.g. [8] for the definition of the topological notions).
The accumulation set of γ on ∂Bα is γ¯ \γ .
Step 1: Φ is constant on γ¯ \γ
In fact let x(t) the point of γ at time t . Then Φ(x(t)) increases when t → ∞ and
because Φ is bounded, Φ(x(t)) has a limit * when t →∞. It is then obvious that Φ is
constant and equal to * on γ¯ \γ .
Step 2: γ¯ \γ cannot contain points x¯ which are not zeroes of (Ai)
Suppose the contrary: γ¯ \γ contains a point x¯ such that (Ai(x¯)) = 0. We can choose a
system of coordinates in a small neighborhood of x¯, such that (Ai) appears to be a constant
vector field in this system of coordinates and the trajectories of (Ai) in this neighborhood
are parallel straight lines segments.
There exists a sequence of points x(n) ∈ γ with x(n) → x¯ and inside the small
neighborhood, the trajectory γ contains a sequence of parallel straight line segments δn
with δn containing x(n). So the sequence of these parallel line segments δn converges
towards a segment δ∞ containing x¯ which is a portion of the trajectory of (Ai) passing
through x¯ and δ∞ is in γ¯ \γ . This proves that if x¯ ∈ γ¯ \γ and x¯ is not a zero of (Ai), the
whole trajectory of (Ai) passing through x¯ will be contained in γ¯ \γ and by step 1, Φ is
constant on this trajectory. But, as we have seen in the first part of Appendix A, this implies
that ∇Φ is 0 on this trajectory (provided the diffusion matrix (Dij ) is nondegenerate) and
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this contradicts our hypothesis that the critical points of Φ (or the zeroes of (Ai)) are
isolated.
Step 3: γ has a limit when t →∞ which if a zero of (Ai)
From step 1, we conclude that the accumulation set of γ , namely γ¯ \γ is contained in
the set of zeroes of (Ai). Let us assume that there are two distinct zeroes x0, y0 of (Ai)
on ∂Bα which are limits of sequences (x(n)) and (y(n)) of points of γ . We arrange the
numbering of these sequences so that the trajectories goes from x(n) to y(n) and we call
γn the piece of γ joining x(n) to y(n). Then, because Φ increases along γ (and in fact is
strictly increasing).
Φ
(
x(n)
)
Φ|γn Φ
(
y(n)
)
. (D.1)
Let us now consider a sequence of points zn ∈ γn which are not in contained in any
special neighborhoods of zeroes of (Ai). Then, one can assume that zn → z¯ (maybe
extracting a subsequence) and z¯ ∈ γ¯ \γ . Because zn stay away from the zeroes of (Ai),
z¯ cannot be a zero of (Ai) and by step 1, z¯ cannot be on ∂Bα , so z¯ ∈ Bα . But this is again
impossible by the same reasoning as in step 1, using inequalities (D.1) above. In fact, we
can choose a small neighborhood of z¯ and coordinates, so that the vector field (Ai) is
constant in that neighborhood and its trajectories are parallel straight line segments in that
neighborhood. So the pieces δn of γn in that neighborhood will be straight line segments
passing through zn and tending to δ¯ which is the parallel straight line segment passing
through z¯.
Now, Φ increases along γ , so that Φ(x(n)) and Φ(y(n)) tend to common limit *. From
inequality (D.1), we get, passing to the limit
*Φ|δ¯  *
so Φ is constant on the piece of trajectory δ¯ of (Ai), and this is again impossible. So we
get a contradiction, which shows that x0 = y0.
Proof of assertion IV (Section 6). Let us assume the contrary. There exists a sequence γn
of trajectories inside Bα , such that the number Mn of visits of the special neighborhoods
V (x0, ε) of γn tends to infinity.
By extracting subsequences and renumbering, we can assume that the following
situations occurs:
There exists a given zero x0 of (Ai) on ∂Bα and a sequence γn of trajectories which
enter n times in V (x0, ε) and leave n− 1 times or n times V (x0, ε).
Let xn,1, . . . , xn,n the entrance points of γn in V (x0, ε) and yn,1, . . . , yn,n (or yn,n−1)
the exit points of γn out of V (x0, ε). All these points are on ∂V (x0, ε) and so they stay at
a distance  ε of x0.
Because Φ increases along γn, we have
Φ(xn,k)Φ(yn,k)Φ(xn,k+1)Φ(yn,k+1). (D.2)
For a fixed k, the sequence (xn,k)nk may be assumed to converge to x(k) and the
sequence (yn,k)nk converges to y(k) and x(k), y(k) are on ∂V (x0, ε) so that they stay at
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distance  ε of x0. We may also assume that the sequences (x(k)) and (y(k)) converge
towards x(∞) and y(∞) which are on ∂V (x0, ε) and so( Ai(x(∞))) = 0, ( Ai(y(∞))) = 0. (D.3)
Moreover, the trajectory going through x(∞) enters V (x0, ε) at x(∞), because this is
true for all the trajectories going through xn,k and x(k). In the same way the trajectory
going through y(∞) leaves V (x0, ε) at y(∞). Passing to the limit when n → ∞ in the
inequalities (D.2), we obtain
Φ
(
x(k)
)
Φ(y(k))Φ
(
x(k+1)
)
and passing to the limit when k→∞ in the previous inequalities we obtain
Φ
(
x(∞)
)=Φ(y(∞))= *. (D.4)
We can now choose small neighborhoods U ′,U ′′ of x(∞) and y(∞), respectively, and
coordinates in these neighborhoods so that the vector field (Ai) appears to be constant and
the trajectories are parallel line segments in U ′ and U ′′.
For n, k large enough xn,k ∈ U ′ and yn,k ∈U ′′ and the segment δ′n of the trajectories γn
in U ′ passing through xn,k is continued as a segment δ′′n of γn in U ′′ passing through yn,k .
These sequences δ′n and δ′′n converge towards segments δ′∞ and δ′′∞ of trajectories passing
through x(∞) and y(∞) in U ′ and U ′′, respectively and then, by the usual argument, Φ is
constant on δ′∞ and δ′′∞ and equal to *, which is impossible.
Proof of assertion V (Section 6). Again, we assume the contrary. For example, we assume
that there are portions of trajectories γn in Bα joining a point x(n) ∈ ∂W(x(α)) to a point
y(n) ∈ ∂V (x0, ε) in time τn →+∞, such that these portions of trajectories never enter any
special neighborhood between x(n) and y(n). So in particular they enter V (x0, ε) at y(n)
for the first time and so one can assume that u1(y(n))= ε (assertion II of Section 5). One
can assume that x(n)→ x(∞) ∈ ∂W(x(α)) and y(n) → y(∞) ∈ ∂V (x0, ε) with u1(y(∞))= ε
and so γn tends to a trajectory γ∞ joining x(∞) to y(∞) in a time τ∞. We distinguish two
cases
(a) If τ∞ = +∞, we get into contradiction, because the accumulation points of γ∞ are
necessarily the zeroes of (Ai), and γ∞ stays away from any special neighborhood of
the zeroes of (Ai).
(b) So necessarily τ∞ < +∞ and the piece of trajectory γ∞ joining x(∞) to y(∞) is a
compact set along which the vector field (Ai) never vanishes. One can cover γ∞ by a
finite number U1, . . . ,Up of small open sets with the following properties
(i) Uj intersects only Uj−1 and Uj+1.
(ii) In each Uj , one can choose coordinates so that the vector field (Ai) appears
constant and the pieces of trajectories in Uj are parallel line segments.
(iii) γ∞ visits successively U1,U2, . . . ,Up.
Call U = Uj ,Uj . For n sufficiently large, γn will be included in U , and in each Uj ,γn
will look like a piece of line segment parallel and close to the corresponding line segment
of γ∞ in Uj . As a consequence γn will visit necessarily U1,U2, . . . ,Up . The time spent
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by γn in each Uj will be close to the time spent by γ∞ in Uj . So the total time for γn will
be bounded when n→∞, which contradicts our initial hypothesis.
The same kind of argument works for pieces of trajectories going from one special
neighborhood ∂V (x ′0, ε) to a next one ∂V (x ′′0 , ε).
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