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INDEPENDENT SETS, MATCHINGS, AND OCCUPANCY FRACTIONS
EWAN DAVIES, MATTHEW JENSSEN, WILL PERKINS, AND BARNABY ROBERTS
Abstract. We prove tight upper bounds on the logarithmic derivative of the independence
and matching polynomials of d-regular graphs. For independent sets, this theorem is a
strengthening of the results of Kahn, Galvin and Tetali, and Zhao showing that a union of
copies of Kd,d maximizes the number of independent sets and the independence polynomial
of a d-regular graph.
For matchings, this shows that the matching polynomial and the total number of match-
ings of a d-regular graph are maximized by a union of copies of Kd,d. Using this we prove
the asymptotic upper matching conjecture of Friedland, Krop, Lundow, and Markstro¨m.
In probabilistic language, our main theorems state that for all d-regular graphs and
all λ, the occupancy fraction of the hard-core model and the edge occupancy fraction of
the monomer-dimer model with fugacity λ are maximized by Kd,d. Our method involves
constrained optimization problems over distributions of random variables and applies to all
d-regular graphs directly, without a reduction to the bipartite case.
1. Independent Sets
Let G be a graph. The independence polynomial of G is
PG(λ) =
∑
I∈I
λ|I|
where I is the set of all independent sets of G. By convention we consider the empty
independent set to be a member of I. The hard-core model with fugacity λ on G is a random
independent set I drawn according to the distribution
Pr
λ
[I] =
λ|I|
PG(λ)
.
PG(λ) is also called the partition function of the hard-core model on G.
In the hard-core model, the quantity αG(λ) =
1
|V (G)|
λP ′G(λ)
PG(λ)
is the occupancy fraction: the
expected fraction of vertices of G belonging to the random independent set I. In particular,
αG(λ) =
1
|V (G)|
∑
v∈G
Pr[v ∈ I] = 1|V (G)|
∑
I∈I |I|λ|I|
PG(λ)
=
1
|V (G)|
λP ′G(λ)
PG(λ)
=
(
1
|V (G)| logPG(λ)
)′
.
We write Kd,d for the complete bipartite graph with d vertices in each part. If 2d divides
n, let Hd,n denote the d-regular, n-vertex graph that is the disjoint union of n/(2d) copies of
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Kd,d. Kahn [18] showed that Hd,n maximizes the total number of independent sets over all d-
regular, n-vertex bipartite graphs, and then showed [19] that in fact Kd,d (or Hd,n) maximizes
1
|V (G)| logPG(λ) for λ ≥ 1 over all d-regular bipartite graphs. The log partition function result
generalizes the counting result as the latter can be recovered by setting λ = 1. Galvin and
Tetali [14] then gave a broad generalization of Kahn’s result to counting homomorphisms from
a d-regular, bipartite G to any graph H. The case of H formed of two connected vertices,
one with a self-loop, is that of counting independent sets. Via a modification of H and a
limiting argument, they proved that in fact 1|V (G)| logPG(λ) is maximized for any λ > 0 over
d-regular bipartite graphs by Kd,d. Zhao [31] then removed the bipartite restriction in these
results for independent sets by reducing the general case to the bipartite case, in particular
proving that Hd,n has the greatest number of independent sets of any d-regular graph on n
vertices.
Here we prove a strengthening of the above results for independent sets.
Theorem 1. For all d-regular graphs G and all λ > 0, we have
αG(λ) ≤ αKd,d(λ) =
λ(1 + λ)d−1
2(1 + λ)d − 1 .
The maximum is achieved only by unions of copies of Kd,d.
In particular Theorem 1 states that the derivative of 1|V (G)| logPG(λ) is maximized over
d-regular graphs for all λ by Kd,d, which when integrated, immediately implies that the
normalized log partition function, 1|V (G)| logPG(λ), is maximized. Even more, it says that the
difference 12d logPKd,d(λ)− 1|V (G)| logPG(λ) is strictly increasing in λ for any d-regular graph
G that is not Hd,n. Note that
1
n logPHd,n(λ) =
1
2d logPKd,d(λ) for any n divisible by 2d.
In Section 8 we observe that the above bound on the partition function gives new upper
bounds on a related problem: maximizing the number of independent sets of a given size in
d-regular graphs.
Next, let αTd(λ) be occupancy fraction of the unique translation invariant hard-core mea-
sure on the infinite d-regular tree Td at fugacity λ; that is, αTd(λ) is the solution of the
equation
α
λ(1− α) =
(
1− 2α
1− α
)d
(see e.g. [4]).
Using a variant of the method used to establish Theorem 1, we prove a lower bound on
the occupancy fraction in any d-regular, vertex-transitive, bipartite graph G.
Theorem 2. For any d-regular, vertex-transitive, bipartite graph G,
αG(λ) > αTd(λ) .
The corresponding statement for the normalized log partition function (the integrated
version of Theorem 2) holds without the condition of vertex transitivity [25]. Theorem 2
itself may not hold without vertex transitivity (see Section 5 of [9] for a related discussion
about matchings). For λ ≤ λc(Td) = (d−1)
d−1
(d−2)d (the uniqueness threshold of the hard-core
model on Td), the bound in Theorem 2 is asymptotically tight for this class of graphs. From
the results of Weitz [30], any sequence of graphs Gn that converges locally (in the sense of
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Benjamini-Schramm [3]) to Td has occupancy fraction αTd(λ) + o(1) as n→∞; for example,
we can take a sequence of bipartite Cayley graphs of large girth.
2. Matchings
The matching polynomial of a graph G is
MG(λ) =
∑
H∈M
λ|H|
where M is the set of all matchings of G (including the empty matching) and |H| is the
number of edges in the matching H. Just as in the hard-core model above we can define a
probability distribution over matchings:
Pr
λ
[H] =
λ|H|
MG(λ)
.
This defines the monomer-dimer model from statistical physics [15]: dimers are edges of
the random matching H and monomers the unmatched vertices.
The edge occupancy fraction, or the dimer density, is the expected fraction of the edges of
G in such a random matching:
αMG (λ) =
1
|E(G)|
∑
e∈G
Pr[e ∈ H] = 1|E(G)|
λM ′G(λ)
MG(λ)
.
Our next result is an upper bound on the edge occupancy fraction of any d-regular graph:
Theorem 3. For all d-regular graphs G and all λ > 0, we have
αMG (λ) ≤ αMKd,d(λ) .
The maximum is achieved only by unions of copies of Kd,d.
This states that the normalized logarithmic derivative of MG(λ) is maximized by Kd,d,
and hence via integration that Kd,d (and thus also Hd,n) maximizes
1
|E(G)| logMG(λ) for any
λ > 0. This resolves Conjecture 7.1 in [13]. Bre´gman’s theorem [6] says that the number
of perfect matchings of a d-regular, n-vertex bipartite graph is maximized by Hd,n, and this
was extended by Kahn and Lova´sz to all d-regular graphs (see [13] for a full discussion). Our
result on MG(λ) extends this: letting λ→∞ recovers the result for perfect matchings, while
setting λ = 1 shows that Hd,n maximizes the total number of matchings of any d-regular
graph on n vertices.
In Section 8 we use Theorem 3 to give new upper bounds on the number of matchings of
a given size in d-regular graphs. We then use these bounds to prove the ‘asymptotic upper
matching conjecture’ of Friedland, Krop, Lundow, and Markstro¨m [11].
3. Related work
The results of Kahn [18, 19], Galvin and Tetali [14], and Zhao [31] culminating in the fact
that 1|V (G)| logPG(λ) is maximized over d-regular graphs by Kd,d are based on the entropy
method, a powerful tool for the type of problems we address here. Apart from the results
mentioned above, see [24] and [13] for surveys of the method. A direct application of the
method requires the graph G to be bipartite. Zhao [32] showed that in some, but not all cases,
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this restriction can be removed by using a ‘bipartite swapping trick’. An entropy-free proof
of Galvin and Tetali’s general theorem on counting homomorphisms was recently given by
Lubetzky and Zhao [22]. Our method also does not use entropy, but in contrast to the other
proofs it works directly for all d-regular graphs, without a reduction to the bipartite case.
The method deals directly with the hard-core model instead of counting homomorphisms and
seems to require more problem-specific information than the entropy method; a question for
future work is to extend the method to a more general class of homomorphisms.
The technique of writing the expected size of an independent set in two ways (as we do
here) was used by Shearer [27] in proving lower bounds on the average size of an independent
set in Kr-free graphs and then by Alon [1] for graphs in which all vertex neighborhoods are
r-colorable. The idea of bounding the occupancy fraction instead of the partition function
comes in part from work of the third author [23] in improving, at low densities, the bounds on
matchings of a given size in Ilinca and Kahn [16] and independent sets of a given size in Carroll,
Galvin, and Tetali [7]. The use of linear programming for counting graph homomorphisms
appears in Kopparty and Rossman [20], where they use a combination of entropy and linear
programming to compute a related quantity, the homomorphism domination exponent, in
chordal and series-parallel graphs.
For matchings, Carroll, Galvin, and Tetali [7] used the entropy method to give an upper
bound of 12 log(1 + dλ) on
1
|V (G)| logMG(λ) over d-regular graphs. It was previously conjec-
tured (eg. [12, 13]) that Kd,d maximizes
1
|V (G)| logMG(λ) over all d-regular graphs. This is
an implication of our Theorem 3.
In [8], Csikva´ri proved the ‘lower matching conjecture’ of [12] and in [9] gave a new lower
bound on the number of perfect matchings of d-regular, vertex-transitive, bipartite graphs,
in both comparing an arbitrary graph with the infinite d-regular tree (see also the recent
extension by Lelarge [21] to irregular graphs). Proposition 2.10 in [9] states that the edge
occupancy fraction of any d-regular, vertex-transitive, bipartite graph is at least that of
the infinite d-regular tree; in Theorem 2 we prove an analogous result for independent sets.
Csikva´ri’s techniques in the two papers are different than the methods of this paper, but
similar in that he bounds the occupancy fraction instead of directly working with the partition
function. His results rely on an elegant interplay between the Heilman-Lieb theorem [15] and
Benjamini-Schramm convergence of bounded-degree graphs.
In statistical physics, the analogue of the occupancy fraction in a general spin system is
called the mean magnetization; on general graphs it is #P -hard to compute the magnetization
in the ferromagnetic Ising model, the monomer-dimer model, and the hard-core model [28, 26].
4. The Method
To introduce our method, we start by proving Theorem 1 under the assumption that G is
triangle-free. In what follows I will denote the random independent set drawn according to
the hard-core model with fugacity λ on a d-regular, n-vertex graph G.
We say a vertex v is occupied if v ∈ I and uncovered if none of its neighbors are in
I: N(v) ∩ I = ∅. Let pv be the probability v is occupied and qv be the probability v is
uncovered. The idea of considering qv appears in Kahn’s paper [18].
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We will show that for every λ > 0 and any triangle-free G, αG(λ) is maximized by Kd,d.
(It is easy to see by linearity of expectation or by manipulating the partition function that
the occupancy fraction is the same for any number of copies of Kd,d).
Letting α = αG(λ), we write
α =
1
n
∑
v∈G
pv
=
1
n
∑
v∈G
λ
1 + λ
qv(1)
=
λ
1 + λ
· 1
n
∑
v∈G
d∑
j=0
Pr[j neighbors of v are uncovered] · (1 + λ)−j(2)
=
λ
1 + λ
· E[(1 + λ)−Y ]
where Y is the random variable that counts the number of uncovered neighbors of a uniformly
chosen vertex from G, with respect to the random independent set I. Y is an integer valued
random variable bounded between 0 and d. Equation (1) follows since v must be uncovered
if it is to be occupied, and conditioning on being uncovered v is occupied with probability
λ
1+λ . Equation (2) is similar: conditioned on the event that u1, . . . , uj , neighbors of v, are all
uncovered, the probability that none are occupied is (1 +λ)−j . This is where we use the fact
that G is triangle-free: there are no edges between neighbors of v.
We also have
EY =
1
n
∑
v∈G
∑
u∼v
qu = d · 1 + λ
λ
α
since each u appears in the double sum exactly d times as G is d-regular. This gives the
identity
EY = d · E[(1 + λ)−Y ] .
Now let
α∗ =
λ
d(1 + λ)
· sup
0≤Y≤d
{EY : EY = d · E[(1 + λ)−Y ]}
where the sup is over all distributions of random variables Y bounded between 0 and d.
For any λ and d there is a unique distribution Y supported only on 0 and d that satisfies
the constraint EY = d · E[(1 + λ)−Y ]. We claim that the sup is uniquely achieved by this
distribution. The claim follows from convexity, but we defer details to the proof of a more
general statement in Section 5. Since the distribution Y associated to Hd,n satisfies the
constraint and is supported on 0 and d, it must maximize α. Since unions of copies of Kd,d
are the only graphs whose associated distribution is supported on 0 and d, they uniquely
achieve the maximum.
To recap, the method is the following:
(i) Define a random variable Y using randomness in the hard-core model on G and in
choosing a random vertex of G. In the proof above, Y was the number of uncovered
neighbors of a random vertex.
(ii) Write α as the expectation of a function of Y .
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(iii) Add constraints that the random variable Y must satisfy for any graph G in our class.
In the case above, the constraints were that the two ways of writing α are equal and
that 0 ≤ Y ≤ d.
(iv) Relax the optimization problem from random variables Y induced by graphs to all
random variables Y that satisfy the constraints. Show that the unique maximizer of α
is the distribution associated to the extremal graph, and therefore α is maximized by
the extremal graph.
In Section 5 we give the full proof of Theorem 1. We prove the lower bound, Theorem 2,
in Section 6. We turn to matchings and Theorem 3 in Section 7 before giving new bounds
on the number of independent sets and matchings of a given size in Section 8.
5. Proof of Theorem 1
For a vertex v ∈ G and an independent set I, we define the free neighborhood of v to be the
subgraph of G induced by the neighbors of v which are not adjacent to any vertex in I \N(v).
We use the convention v /∈ N(v). The vertices in the free neighborhood may be uncovered
or covered, but if they are covered it must be from another vertex in the free neighborhood.
In a triangle-free graph the free neighborhood is always a set (possibly empty) of isolated
vertices. Note that if v ∈ I, then the free neighborhood of v is necessarily empty.
Let C be the random free neighborhood of v when we draw I according to the hard-core
model and choose vertex v uniformly at random from G. For any graph F , let pF be the
probability that C is isomorphic to F . Also let PC = PC(λ) be the independence polynomial
of C at fugacity λ. Then we can write α in two ways:
α =
λ
1 + λ
E
[
1
PC(λ)
]
(3)
and
α =
λ
d
E
[
P ′C(λ)
PC(λ)
]
(4)
where in both equations the expectations are over the random free neighborhood C. Equation
(3) follows since v itself is uncovered if and only if all vertices in its free neighborhood are
unoccupied. Given that the free neighborhood is isomorphic to C, all vertices in the free
neighborhood are unoccupied with probability 1PC(λ) . Equation (4) follows by counting the
expected number of occupied neighbors of v and dividing by d: only vertices in the free
neighborhood can be occupied, and, given C, the expected number of occupied vertices in
the free neighborhood is
λP ′C(λ)
PC(λ)
.
Now let
(5) α∗ =
λ
1 + λ
· sup
{
E
[
1
PC(λ)
]
:
d
1 + λ
· E
[
1
PC(λ)
]
= E
[
P ′C(λ)
PC(λ)
]}
where the sup is over all distributions of random free neighborhoods C supported on graphs of
at most d vertices. From (3) and (4), the distribution obtained from G satisfies the constraint
above.
We claim that for any λ > 0, α∗ is achieved uniquely by a distribution supported only on
the empty graph and the graph consisting of d isolated vertices, Kd. The theorem follows
since disjoint unions of copies of Kd,d are the only graphs for which the free neighborhood
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can only be the empty set or Kd, and since there is a unique distribution with this support
satisfying the constraint. To prove this claim we use the language of linear programming, see
e.g. [5].
The linear program. Let pC be the probability of a given free neighborhood C, and let
Cd be the set of all graphs on at most d vertices, including the empty graph. Equation (5)
defines a linear program with the decision variables {pC}C∈Cd . We write the linear program
in standard form as
α∗ = max
λ
2(1 + λ)
∑
C∈Cd
pC(aC + bC) subject to∑
C∈Cd
pC = 1∑
C∈Cd
pC(aC − bC) = 0
pC ≥ 0 ∀C ∈ Cd
where aC =
1
PC(λ)
and bC =
(1+λ)P ′C(λ)
dPC(λ)
. We can calculate a∅ = 1, b∅ = 0, aKd = (1 + λ)
−d,
bKd = 1. The solution p∅ =
1−(1+λ)−d
2−(1+λ)−d and pKd =
1
2−(1+λ)−d is the unique feasible solution
supported only on ∅ and Kd, and gives the objective value λ(1+λ)
d−1
2(1+λ)d−1 . Our claim is that this
is the unique maximum.
The dual linear program is
α∗ = min
λ
2(1 + λ)
Λ1 s.t.
Λ1 + Λ2(aC − bC) ≥ aC + bC ∀C ∈ Cd
where Λ1,Λ2 are the decision variables.
Guided by the candidate solution above we set Λ1 =
2
2−(1+λ)−d and Λ2 = 1 − Λ1. With
these values, the dual constraints corresponding to C = ∅,Kd hold with equality, and the
objective value is λ2(1+λ)Λ1 =
λ(1+λ)d−1
2(1+λ)d−1 . To finish the proof we claim that Λ1,Λ2 are feasible
for the dual program, which means showing that
Λ1 + Λ2(aC − bC) ≥ aC + bC
for all C ∈ Cd. We will show that in fact the inequality holds strictly for all C ∈ Cd \ {∅,Kd}.
Substituting our values of Λ1,Λ2, this inequality reduces to
(6)
λP ′C(λ)
PC(λ)− 1 <
λd(1 + λ)d−1
(1 + λ)d − 1 .
The LHS of (6) is the expected size of the random independent set from the hard-core model
on C conditioned on it being non-empty. The RHS is the same quantity for Kd.
Inequality (6) follows directly from the observation that, over all C ∈ Cd, the graph Kd
maximizes the ratio of subsequent terms in the polynomial PC . Let ti =
(
d
i
)
, the coefficient
of λi in PKd , and write PC = 1 +
∑d
i=1 riλ
i. We have (i+ 1)ti+1 = (d− i)ti and (i+ 1)ri+1 ≤
(d− i)ri by counting independent sets of size i+ 1.
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To verify (6) we show that for each 1 ≤ k ≤ d the coefficient ck of λk in the polynomial
(λP ′
Kd
)(PC − 1)− (λP ′C)(PKd − 1) is non-negative. We have
sk =
k−1∑
i=1
itirk−i −
k−1∑
i=1
itk−iri
=
bk/2c∑
i=1
(k − 2i)(tk−iri − tirk−i) .
Observe that term-by-term the above sum giving sk is non-negative by comparing the ratio
of successive coefficients in PKd and PC . Furthermore, if PC 6= PKd then at least one sk must
be positive, which completes the claim.
To see the optimizer is unique note that strict inequality in the dual constraints correspond-
ing to configurations besides ∅ and Kd implies by complementary slackness that any optimal
solution is supported on these two configurations, and there is a unique such distribution.
6. Proof of Theorem 2
To prove Theorem 2 we will use the fact that occupancies of vertices on the same side of
a bipartite graph are positively correlated:
Lemma 1. Let G be a bipartite graph with bipartition E ∪ O. For any r ≥ 2, let
u1, u2, . . . , ur ∈ E. Then
Pr[{u1, . . . , ur} ⊆ I] ≥
r∏
i=1
pui
in the hard-core model for any λ. Similarly, let U be the random set of uncovered vertices of
G. Then
Pr[{u1, . . . , ur} ⊆ U ] ≥
r∏
i=1
qui
Moreover, the inequalities are strict when λ > 0 and at least two of the ui’s are in the same
connected component of G.
The first part of the lemma follows by induction on r from the fact that Pr[u1, u2 ∈ I] >
Pr[u1 ∈ I] · Pr[u2 ∈ I] when u1, u2 are in the same connected component and in the same
part of the bipartition of G. In [29] this is shown to be a consequence of the FKG inequality;
see also [10] and Corollary 1.5 of [2]. An intuitive reason for this fact (which can be turned
into a rigorous argument using Weitz’s tree [30]), is that conditioning on the event that a
vertex v is occupied forbids its neighbors from being in the independent set; conditioning on
the event that v is not occupied increases the probability each of its neighbors are occupied,
and these effects propagate through the bipartite graph.
To prove the second part of the lemma, note that pui =
λ
1+λqui , and for u1, . . . , ur ∈ E ,
Pr[{u1, . . . , ur} ⊆ I] = ( λ1+λ)r Pr[{u1, . . . , ur} ⊆ U ], since there are no edges between the
ui’s. Then the desired inequality follows from the first part of the lemma.
Proof of Theorem 2. By vertex transitivity, for all v, pv = α and qv =
1+λ
λ α. Fix a vertex v
and let Y be the number of uncovered neighbors of v. For u ∼ v let Yu be the indicator that
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u is uncovered.
α =
λ
1 + λ
E[(1 + λ)−Y ]
=
λ
1 + λ
E[(1 + λ)−
∑
u∼v Yu ]
=
λ
1 + λ
(
α+ (1− α)E[(1 + λ)−
∑
u∼v Yu |v /∈ I]
)
, hence
α
λ(1− α) = E[(1 + λ)
−∑u∼v Yu |v /∈ I] .
Now for u ∼ v, let Y˜u be the indicator that u is uncovered, conditioned on the event {v /∈ I}.
For each u, Y˜u has a Bernoulli(p) distribution, where p =
1+λ
λ
α
1−α , and by Lemma 1 applied
to G \ v, the Y˜u’s are positively correlated. This gives
α
λ(1− α) = E[(1 + λ)
−∑u∼v Y˜u ] > ∏
u∼v
E[(1 + λ)−Y˜u ] =
(
1− p+ p
1 + λ
)d
=
(
1− 2α
1− α
)d
.
The function αλ(1−α) is increasing in α, the function
(
1−2α
1−α
)d
is decreasing in α, and the two
functions are equal at α = αTd(λ), so we conclude that α > αTd(λ). 
7. Proof of Theorem 3
Recall that we use the notation MG(λ) for the matching polynomial of a graph G, and let
H be a matching drawn from the monomer-dimer model at fugacity λ.
We refer to an edge as covered if an incident edge is in the random matching H. Let e be
an edge of G chosen uniformly at random, with an arbitrary left/right orientation chosen at
random. In applying the method to matchings we introduce a subtle change of presentation.
We now define the free neighborhood C to be the subgraph of G containing all the incident
edges to e that are not covered by edges outside of both e and its incident edges. When
considering independent sets, the free neighborhood was empty if the random vertex v was in
the independent set. Here the presence or absence in the matching of e or an edge adjacent
to e does not affect C. Given e and C, we use the term externally uncovered neighbor to refer
to an edge of C incident to e.
The possible free neighborhoods C are completely defined by three parameters: L,R,K ∈
{0, 1, . . . , d−1}, counting the number of left and right neighboring edges in C with an endpoint
of degree 1, and the number of triangles formed by e and C. An example is pictured below.
e
K = 1
R = 2L = 3
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Let q(i, j, k) = Pr[L = i, R = j,K = k], and denote the matching polynomial for such a free
neighborhood by Mi,j,k, where we can compute
Mi,j,k(λ) = 1 + (i+ j + 2k)λ+
[
k2 + k(i+ j − 1) + ij]λ2 .
Conditioned on the event that the free neighborhood of e is C, the random matching H
restricted to e and its incident edges is distributed according to the monomer-dimer model
on the graph C with the edge e added; the partition function of this model is λ + MC(λ),
with the term λ corresponding to the event that e ∈ H.
We can write αM := α
M
G (λ) as the expected fraction of edges incident to e that are in the
matching, as each edge in a d-regular graph is incident to exactly 2(d− 1) other edges:
αM =
2
dn
∑
e
∑
f∼e
1
2(d− 1) Pr[f ∈ H]
= E
[
λM ′C(λ)
2(d− 1)(λ+MC(λ))
]
=
∑
i,j,k
q(i, j, k)
λM ′i,j,k(λ)
2(d− 1)(λ+Mi,j,k(λ)) ,
where the expectation in the second line is over the random free neighborhood C resulting
from the two-part experiment described above. If we write the expected fraction of occupied
neighbors of e in a configuration as αM (i, j, k) =
1
2(d−1)
λM ′i,j,k
λ+Mi,j,k
, the above expression can be
written αM =
∑
i,j,k q(i, j, k)αM (i, j, k).
The linear program for matchings. We now introduce additional constraints before op-
timizing αM over distributions of free neighborhoods. We could write multiple expressions
for αM , equate them, and solve the maximization problem as we did for independent sets.
Using three expressions for αM we were able to prove Theorem 3 for the case d = 3, in which
the optimal distribution is supported on only three values: q(0, 0, 0), q(1, 1, 0), q(2, 2, 0). But
in general we need at least d− 1 constraints (in addition to the constraint that the q(i, j, k)′s
sum to one) as the distribution induced by Kd,d is supported on d values.
Instead, we write, for all t, two expressions for the marginal probability that the number
of uncovered neighbors on a randomly chosen side of a random edge is equal to t. We find the
two expressions by choosing uniformly: a random edge e, a random side left or right, and f ,
a random neighboring edge of e from the given side. We first calculate the probability that
e has t uncovered neighbors on the side containing f , then we calculate the probability that
f has t uncovered neighbors on the side containing e.
Given a free neighborhood C with L = i, R = j, and K = k, e can have 0, 1, i+ k − 1, or
i+k uncovered left neighbors; an edge f to the left of e can have 0, 1, i+k−2, i+k−1, i+k, or
i+k+1 uncovered right neighbors (depending on whether f itself is in the free neighborhood
C).
Let γei,j,k(t) = Pr[e has t uncovered left neighbors |L = i, R = j,K = k] and γfi,j,k(t) =
Pr[f has t uncovered right neighbors |L = i, R = j,K = k], where f is a uniformly chosen
left neighbor of e.
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Claim 1. Let βt = 1 + tλ. Then we have
γei,j,k(t) =
1
λ+Mi,j,k
(
1t=0 · λ+ 1t=1 · [iλβj+k + kλβj+k−1](7)
+ 1t=i+k · βj + 1t=i+k−1 · kλ
)
γfi,j,k(t) =
1
(d− 1)(λ+Mi,j,k)
(
1t=0 · [iλβj+k + kλβj+k−1](8)
+ 1t=1 · [(d− 1)λ+ (d− 2)(iλβj+k + kλβj+k−1)]
+ 1t=i+k−2 · [(i+ k − 1)kλ] + 1t=i+k−1 · [(d− i− k)kλ+ (i+ k)jλ]
+ 1t=i+k · [(d− 1− i− k)jλ+ (i+ k)] + 1t=i+k+1 · [d− 1− i− k]
)
.
Proof. To compute the functions γei,j,k(t) we consider the following disjoint events: 1) no left
edge and no right edge from a triangle is in the matching 2) e is in the matching 3) a left edge
is in the matching 4) no left edge is in the matching, but a right edge from a triangle is in
the matching. These events happen with probability
βj
λ+Mi,j,k
, λλ+Mi,j,k ,
iλβj+k+kλβj+k−1
λ+Mi,j,k
, and
kλ
λ+Mi,j,k
respectively. Under these events the number of uncovered neighbors of e is i+k, 0, 1,
and i+ k − 1 respectively. This gives (7).
To compute the functions γfi,j,k(t) we refine the above events to include the possible choices
of f : f can be an edge outside the free neighborhood with probability (d− 1− i− k)/(d− 1);
an edge in the free neighborhood but not in a triangle with probability i/(d− 1); in the free
neighborhood and in a triangle with probability k/(d−1). If a left edge is in the matching we
choose it as f with probability 1/(d− 1), and if a right edge in a triangle is in the matching
we choose f adjacent to it with probability 1/(d− 1). Computing the number of uncovered
neighbors of f in each case gives (8). 
We now define a linear program with constraints imposing that the two different ways of
writing the marginal probabilities are equal. The marginal probability constraint for t = d−1
is redundant and we omit it. To account for the equal chance that f is chosen from the left
side of e and the right side of e, we average γfi,j,k(t) and γ
f
j,i,k(t), and γ
e
i,j,k(t) and γ
e
j,i,k(t).
α∗M = max
∑
i,j,k
q(i, j, k)αM (i, j, k) subject to
q(i, j, k) ≥ 0 ∀ i, j, k∑
i,j,k
q(i, j, k) = 1
∑
i,j,k
q(i, j, k)
1
2
[
γfi,j,k(t) + γ
f
j,i,k(t)− γei,j,k(t)− γej,i,k(t)
]
= 0 ∀ t = 0, . . . , d− 2 .
Disjoint unions of copies of Kd,d are the only graphs that induce a distribution q(i, j, k)
supported on triples with i = j and k = 0. This gives us a candidate solution to the linear
program.
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The dual program is
α∗M = min Λp subject to
Λp − αM (i, j, k) +
d−2∑
t=0
Λt
1
2
[
γfi,j,k(t) + γ
f
j,i,k(t)− γei,j,k(t)− γej,i,k(t)
]
≥ 0 ∀ i, j, k .
To show that Kd,d is optimal, we find values for the dual variables Λ0, . . . ,Λd−2 so that
the dual constraints hold with Λp = α
M
Kd,d
(λ). To find such values, we solve the system of
equations generated by setting equality in the constraints corresponding to i = j and k = 0
and solve for the variables Λt, t = 0, . . . , d− 2.
With this choice of values for the dual variables, we start by simplifying the form of the
dual constraints with a substitution coming from equality in the (i, j, k) = (0, 0, 0) constraint.
The (0, 0, 0) dual constraint has the simple form
Λ0 − Λ1 = αMKd,d .
Moreover, observe that from the 1t=0 and 1t=1 terms in γ
e
i,j,k(t) and γ
f
i,j,k(t), every dual
constraint contains the term[
αM (i, j, k)− λ
(λ+Mi,j,k)
]
(Λ0 − Λ1) =
[
αM (i, j, k)− λ
(λ+Mi,j,k)
]
αMKd,d .
With this simplification, we multiply through by 2(d−1)(λ+Mi,j,k) and expand αM (i, j, k)
terms to obtain the following form of the dual constraints:
αMKd,d
[
λM ′i,j,k + 2(d− 1)Mi,j,k
]− λM ′i,j,k(9)
+ Λi+k−2 · (i+ k − 1)kλ
+ Λi+k−1 · [(d− i− k)kλ+ (i+ k)jλ− (d− 1)kλ]
+ Λi+k · [(d− 1− i− k)jλ+ i+ k − (d− 1)βj ]
+ Λi+k+1 · (d− 1− i− k)
+ Λj+k−2 · (j + k − 1)kλ
+ Λj+k−1 · [(d− j − k)kλ+ (j + k)iλ− (d− 1)kλ]
+ Λj+k · [(d− 1− j − k)iλ+ j + k − (d− 1)βi]
+ Λj+k+1 · (d− 1− j − k) ≥ 0 .
The (i, i, 0) equality constraints now read
αMKd,dβi
(
βi +
iλ
d−1
)− iλβid−1 + Λi−1 i2λd−1 − Λi d−1−i+i2λd−1 + Λi+1 d−1−id−1 = 0 .(10)
With this we can write Λi+k+1 in terms of Λi+k and Λi+k−1, and similarly for Λj+k+1. Sub-
stituting this into (9) and dividing by λ we derive the simplified form of the dual constraints:
λ
[
(i− j)2 + 2k](1− dαMKd,d)(11)
+ Λi+k−2(i+ k − 1)k + Λi+k−1[k + (i+ k)(j − i− 2k)]
+ Λi+k(i+ k)(i+ k − j)
+ Λj+k−2(j + k − 1)k + Λj+k−1[k + (j + k)(i− j − 2k)]
+ Λj+k(j + k)(j + k − i) ≥ 0 .
Write L(i, j, k) for the LHS of this inequality.
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The marginal constraint for t = d−1 was omitted, but we nonetheless introduce Λd−1 := 0
in order to simplify the presentation of the argument. The (d−1, d−1, 0) equality constraint
gives Λd−2 directly:
Λd−2 =
1
(d− 1)λ
[
λ+ (d− 1)λ2 − αMKd,dβd−1βd
]
.
With Λd−1, Λd−2, and the recurrence relation (10) the dual variables are fully determined.
We do not give a closed-form expression for Λt as the values are used in an induction below.
Using Λd−1, Λd−2, and (10) suffices for the proof.
We now reduce the problem of showing that the dual constraints (11) corresponding to
triples (i, j, k) with k > 0 or i 6= j hold with strict inequality to showing that a particular
function is increasing. We go on to prove this fact in Claims 2 and 3.
Putting k = 0 into (11) gives:
L(i, j, 0)
(j − i) = λ(j − i)(1− dα
M
Kd,d
) + iΛi−1 − iΛi − jΛj−1 + jΛj
= Fd(j)− Fd(i)
where
(12) Fd(t) := t
[
λ(1− dαMKd,d) + Λt − Λt−1
]
.
From (11) we obtain
L(i− 1, j − 1, k + 1)− L(i, j, k) = Fd(i+ k)− Fd(i+ k − 1) + Fd(j + k)− Fd(j + k − 1).
Therefore if Fd(t) is strictly increasing, we have L(i, j, 0) > 0 for i 6= j, and L(i− 1, j− 1, k+
1) > L(i, j, k) > · · · > L(i+ k, j + k, 0) ≥ 0.
We first find an explicit expression for Fd(t). Recall that we write MKt,t for the matching
polynomial of the graph Kt,t.
Claim 2. For all d ≥ 2 and 1 ≤ t ≤ d− 1,
Fd(t) =
t(d− 1)
MKd,d
d−2∑
`=t−1
(d− 1− t)!
(`+ 1− t)!λ
d−`MK`,` .(13)
Proof. We will use the following two facts:
MKd,d − β2d−1MKd−1,d−1 + (d− 1)2λ2MKd−2,d−2 = 0(14)
αMKd,d =
λMKd−1,d−1
MKd,d
.(15)
The first is a Laguerre polynomial identity, verifiable by hand; the second is a short calcula-
tion. The equality dual constraint (10) implies:
(d− 1− t)Fd(t+ 1) = (t+ 1)[tλFd(t) + (d− 1)λ− (d− 1)αMKd,dβd+t] .(16)
We first show that the right hand side of (13) satisfies the above recurrence relation. Using
(15) this amounts to showing that the following expression is equal to zero for all d ≥ 2 and
1 ≤ t ≤ d− 1:
Φd(t) := (d− 1− t)!
(
d−2∑
`=t
λd−`MK`,`
(`− t)! − t
2
d−2∑
`=t−1
λd+1−`MK`,`
(`+ 1− t)!
)
− λ(MKd,d − βd+tMKd−1,d−1) .
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We proceed by induction on d. Note that when d = 2, Φ2(1) is easily verified to be zero.
Note that
Φd+1(t) = λ
(
(d− t)Φd(t)−MKd+1,d+1 + β2d+1MKd,d − d2λ2MKd−1,d−1
)
.
By the induction hypothesis and (14) the result follows. To complete the proof of the claim
it suffices to show that (13) holds for t = d− 1. Recalling that
Λd−1 = 0
Λd−2 =
1
d− 1 + λ−
αMKd,d
(d− 1)λβdβd−1 ,
substituting into (12), and using (14) and (15) we have
Fd(d− 1) = (d− 1)
[
λ(1− dαMKd,d)−
1
d− 1 − λ+
αMKd,d
(d− 1)λβdβd−1
]
=
αMKd,d
λ
β2d−1 − 1
=
1
MKd,d
[
β2d−1MKd−1,d−1 −MKd,d
]
=
(d− 1)2λ2MKd−2,d−2
MKd,d
,
verifying (13) for t = d− 1. 
Using Claim 2 we prove the following.
Claim 3. Fd(t) is strictly increasing as a function of t.
Proof. To prove that Fd(t) is increasing, we show that
Rd(t) :=
MKd,d
(d− 1) ·
Fd(t+ 1)− Fd(t)
(d− 2− t)!
= (t+ 1)
d−2∑
`=t
λd−`
(`− t)!MK`,` − t(d− 1− t)
d−2∑
`=t−1
λd−`
(`+ 1− t)!MK`,`
is positive for each t with 1 ≤ t ≤ d− 2. We do this by fixing t and inducting on d from t+ 2
upwards. A useful inequality will be MKt,t > tλMKt−1,t−1 which comes from only counting
matchings of Kt,t that use a specific vertex. Iterating this inequality we obtain
MKt,t >
t!
`!
λt−`MK`,` for 0 ≤ ` ≤ t− 1 .(17)
For the base case of our induction, d = t + 2, we have Rd(d − 2) = λ2
[
MKd−2,d−2 − (d −
2)λMKd−3,d−3
]
which by (17) is positive.
For the inductive step we have
Rd+1(t) = λ
[
Rd(t) +
λ
(d− 1− t)!MKd−1,d−1 −
d−2∑
`=t−1
tλd−`
(`− t+ 1)!MK`,`
]
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and so it is sufficient to show
d−2∑
`=t−1
tλd−`
(`+ 1− t)!MK`,` <
λ
(d− 1− t)!MKd−1,d−1 .(18)
We use the inequality (17) in each term of the sum to see that the LHS of (18) is less than
d−2∑
`=t−1
t`!λ
(`+ 1− t)!(d− 1)!MKd−1,d−1
and so
d−2∑
`=t−1
tλd−`
(`+ 1− t)!MK`,` <
d−2∑
`=t−1
t`!λ
(`+ 1− t)!(d− 1)!MKd−1,d−1
=
λMKd−1,d−1
(d− 1− t)! ·
d−2∑
`=t−1
t`!(d− 1− t)!
(`+ 1− t)!(d− 1)!
=
λMKd−1,d−1
(d− 1− t)! ·
(
d− 1
t
)−1
·
d−2∑
`=t−1
(
`
t− 1
)
=
λMKd−1,d−1
(d− 1− t)! ,
therefore (18) holds as required. 
This completes the proof of dual feasibility and shows our candidate solution to the primal
program is optimal. The uniqueness of the solution follows from two facts. First, strict
inequality in the dual constraints outside of the (i, i, 0) constraints implies, by complementary
slackness, that the support of any optimal solution in the primal is contained in the set of
(i, i, 0) configurations. Second, the distribution induced by Kd,d is the unique distribution
satisfying the constraints with such a support. This follows from the fact that Λi is uniquely
determined by (10) where we have set the (i, i, 0) dual constraints to hold with equality,
which in turn shows that the relevant d × d submatrix of the constraint matrix is full rank.
This proves Theorem 3.
8. Independent sets and matchings of a given size
Let ik(G) be the number of independent sets of size k in a graph G, and mk(G) the number
of matchings of size k. Kahn [18] conjectured that ik(G) is maximized over d-regular, n-vertex
graphs by Hd,n for all k (when 2d divides n), and Friedland, Krop, and Markstro¨m [12]
conjectured the same for mk(G). Previous bounds towards these conjectures were given in
[7, 16, 23]; for d fixed and k linear in n, all previous bounds were off the conjectured values
by a multiplicative factor exponential in n. Here we adapt the method of Carroll, Galvin,
and Tetali (and use the above result on the matching polynomial) to give bounds for both
problems that are tight up to a factor of 2
√
n, for all d and all k.
Theorem 4. For all d-regular graphs G on n vertices (where 2d divides n),
ik(G) ≤ 2
√
n · ik(Hd,n)
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and
mk(G) ≤ 2
√
n ·mk(Hd,n) .
We start with a fact about the independence and matching polynomials of Hd,n.
Lemma 2. For all 1 ≤ k ≤ n/2, there exists a λ so that
ik(Hd,n)λ
k
PHd,n(λ)
= Pr
Hd,n
[|I| = k] > 1
2
√
n
and a λ so that
mk(Hd,n)λ
k
MHd,n(λ)
= Pr
Hd,n
[|H| = k] > 1
2
√
n
.
Proof. The distribution of the size of a random independent set I drawn from the hard-core
model on Hd,n is log-concave; that is,
Pr
Hd,n
[|I| = j]2 > Pr
Hd,n
[|I| = j + 1] · Pr
Hd,n
[|I| = j − 1]
for all 1 < j < n/2. This follows from two facts: the size distribution of the hard-core
model on Kd,d is log-concave, and the convolution of two log-concave distributions is again
log-concave. The first fact is simply the calculation(
d
j
)2
>
(
d
j − 1
)(
d
j + 1
)
.
Now choose λ so that PrHd,n [|I| = k] = PrHd,n [|I| = k + 1]. Log-concavity then implies that
PrHd,n [|I| = k] is maximal. Some explicit computations for the variance for a single Kd,d give
that the variance of |I| is at most n/8; then via Chebyshev’s inequality, with probability at
least 2/3 the size of I is one of at most 43
√
n values, and thus the largest probability of a
single size is greater than 1
2
√
n
.
The proof for mk(Hd,n) is the same: the variance of the size of a random matching is also
at most n/8 (see, e.g. [17]), and log-concavity of the size distribution on Kd,d is verified via
the inequality (
d
j
)4
j!2 >
(
d
j − 1
)2
(j − 1)!
(
d
j + 1
)2
(j + 1)! 
Proof of Theorem 4. Assume for sake of contradiction that mk(G) > 2
√
n ·mk(Hd,n). Choose
λ according to Lemma 2. We have:
MG(λ) ≥ mk(G)λk > 2
√
n ·mk(Hd,n)λk > MHd,n(λ) ,
but this contradicts Theorem 3. The case of independent sets is identical. 
The above proof is essentially the same as the proofs in Carroll, Galvin, and Tetali [7] with
the small observation that λ can be chosen so that k is the most likely size of a matching (or
independent set) drawn from Hd,n. The factor 2
√
n in both cases can surely be improved by
using some regularity of the independent set and matchings sequence of a general d-regular
graph; we leave this for future work.
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As a consequence, we prove the asymptotic upper matching conjecture of Friedland, Krop,
Lundow, and Markstro¨m [11]. Fix d and consider an infinite sequence of d-regular graphs
Gd = G1, G2, . . . where Gn has n vertices. For any ρ ∈ [0, 1/2], the ρ-monomer entropy is
hGd(ρ) = sup{kn}
lim sup
n→∞
logmkn(Gn)
n
,
where the supremum is taken over all integer sequences {kn} with kn/n → ρ. Let hd(ρ) =
limn→∞
logmbρnc(Hd,n)
n , where the limit is taken over the sequences of integers divisible by 2d.
Then the conjecture states that for all Gd and all ρ ∈ [0, 1/2], hGd(ρ) ≤ hd(ρ).
To prove this, first assume ρ > 0 since for ρ = 0 the result is trivially true. Assume for
the sake of contradiction that lim sup
logmkn (Gn)
n > hd(ρ) +  for some  > 0. Take N0 large
enough that for all n1 ≥ N0, divisible by 2d, logmbρn1c(Hd,n1 )n1 < hd(ρ) + /2. Now take some
n ≥ N0 with logmkn (Gn)n > hd(ρ) + , and let n1 = 2d · dn/(2d)e. By Lemma 2, we choose λ so
that mbρn1c(Hd,n1)λ
bρn1c > 12√n1MHd,n1 (λ). Note that since ρ > 0, such λ is bounded away
from 0 as n1 →∞. Then we have
logMGn(λ)
n
≥ logmkn(Gn)λ
kn
n
>
kn
n
log λ+ hd(ρ) + 
= ρ log λ+ hd(ρ) + + o(1) as n→∞
and
logMKd,d(λ)
2d
=
logMHd,n1 (λ)
n1
<
log
(
2
√
n1 ·mbρn1c(Hd,n1)λbρn1c
)
n1
<
log(2
√
n1)
n1
+
bρn1c
n1
log λ+ hd(ρ) + /2
= ρ log λ+ hd(ρ) + /2 + o(1) ,
but this contradicts Theorem 3. With the same proof, the analogous statement for indepen-
dent set entropy holds.
9. Conclusions
To recap, our method consists of writing down a set of constraints on local probabilities in
the hard-core or monomer-dimer model that hold for every d-regular graph, then optimizing
an expression for the occupancy fraction in terms of local probabilities over all distributions
that satisfy the constraints. Verifying that our desired graph is the optimizer involves con-
structing a feasible solution to the dual linear program. This method allowed us to prove tight
bounds on the logarithmic derivative of the partition function in both models. In the case
of independent sets the result is a strengthening and an alternate proof of the fact that the
independence polynomial is maximized by Kd,d; in the case of matchings, the corresponding
statement about the matching polynomial was itself previously unknown.
In both cases our results are neither implied by nor imply conjectures that the numbers of
independent sets [18] and matchings [12] of each given size are maximized by Hd,n; while we
improve the known bounds in both cases, these conjectures remain open. Here we give even
stronger conjectures:
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Conjecture 1. Let G be a d-regular, n-vertex graph, where 2d divides n. Then for all k, the
ratio ik(G)ik−1(G) is maximized by Hd,n.
Conjecture 2. Let G be a d-regular, n-vertex graph, where 2d divides n. Then for all k, the
ratio mk(G)mk−1(G) is maximized by Hd,n.
Conjecture 1 also appeared in a draft of [23]. These conjectures are stronger than The-
orems 1 and 3 and imply the conjectures of [18] and [12]. The relation to the work here
is that Conjectures 1 and 2 can be stated as follows: the expected number of neighbors of
uniformly random independent set (matching) of size k is minimized by Hd,n. Theorems 1
and 3 show that such a statement is true when the random independent set (matching) is
chosen according to the hard-core model instead of uniformly over those of a given size.
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