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“Gravity explains the motions of the planets, but it cannot explain who set the planets in motion” 
- Sir Isaac Newton, 1687 
 
 
This work is dedicated to that unknown which enlivens the motion and motionlessness of 
everything!! 
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Abstract 
 
The purpose of this research is to estimate the gravity model of international trade for Sri Lanka in 
order to identify and quantify the determinants of bilateral trade flows with its trading partners.  
The research data included 73 panels of countries with which Sri Lanka does most trade. These 
countries were analyzed over a 22-year period (1995–2016). We run regressions on aggregated level 
data and disaggregated level data which consist of seven clusters of countries categorized based on 
their shared characteristics. The results showed that gravity holds for Sri Lanka’s international trade, 
with common gravity variables.  
On aggregate levels of data, we found evidences to claim that Sri Lanka’s exports are mainly 
influenced by trading partner countries’ economic sizes, market sizes, level of development and 
infrastructures and tariff structures, whereas imports are mainly affected by trading partner countries’ 
economic sizes, market sizes and the level of development and infrastructures.  There was no 
evidence to support the claim that trade facilitation agreements have any effect on Sri Lanka’s 
imports or exports. And no evidence was found to support the idea that Sri Lanka’s trade volumes 
are determined by its own economic size, market sizes, tariffs or level of development and 
infrastructure, as predicted by the general gravity equation.  On disaggregated levels of data, we 
found evidences that Sri Lanka’s economic size to influence exports and imports for few clusters of 
countries. Also, we found that trade(export) substitution elasticities for SAARC and HIGH countries 
to be high, whereas trade(import) substitution elasticities of BRICS and EU-NON-OECD to be very 
high.  
To that end, we employed fixed-effects Poisson pseudo-maximum likelihood (PPML) estimator, 
which has recently been accepted as providing more accurate estimates for gravity frameworks. We 
extensively explained the econometric advantages of using the PPML estimator and emphasized the 
importance of using it in gravity models in order to obtain accurate estimates and avoid errors in 
policy formulation. In this way, we filled a major gap existed in trade literature for gravity based 
trade analysis using PPML estimator, for the case of Sri Lanka. 
Based on findings, we proposed two policies that might help the trade reformers of Sri Lanka: first, 
to make efforts to reduce the tariff rates applied both on Sri Lankan exporters and importers; and 
second, to take measures to reduce Sri Lanka’s widening trade deficit. 
Key words: gravity model, fixed effects, Poisson pseudo-maximum likelihood estimator, Sri 
Lanka’s foreign trade 
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Nomenclature  
 
APTA  Asia Pacific Trade Agreement  
ASEAN Association of Southeast Asian Nations 
CES  Constant Elasticity Substitution  
CIF  Cost, Insurance and Freight 
FOB  Free on Board 
CPFE  Country Pair Fixed Effect 
CPTFE  Country Pair Time Fixed Effects  
DOTS  Direction of Trade Statistics 
EIA  Economic Integration Agreements  
EU  European Union 
FE  Fixed effect 
RE  Random effect 
FTA  Free Trade Agreements  
GDP  Gross Domestic Product 
GDP_SL Sri Lanka’s Gross Domestic Product 
GNI  Gross National Income  
GSP  Generalized System of Preferences  
GSTP  Global System of Trade Preferences  
HIGH  High trading partners 
HMR  Helpman, Melitz and Rubinstein  
HO  Heckscher-Ohlin 
IDB  International Data Base  
ISFTA  Indo-Sri Lanka Free Trade Agreement  
MFN  Most Favored Nation 
MR  Multilateral Resistance  
NLS  Nonlinear Least Squared  
OECD   Organization for Economic Co-operation and Development 
OLS  Ordinary Least Squared 
PC_GDP Per capita Gross Domestic Product 
PC_GDP_SL Sri Lanka’s Per capita Gross Domestic Product 
POP  Population 
POP_SL Sri Lanka’s Population 
PPML  Poisson Pseudo Maximum Likelihood 
PSFTA  Pakistan-Sri Lanka Free Trade Agreement  
PTA  Preferential Trade Agreements  
SAARC South Asian Association for Regional Cooperation 
SAFTA South Asian Free Trade Area  
TARIFF_SL Sri Lanka’s tariff rate 
TFA  Trade Facilitation Agreement 
TFA_EX  Trade Facilitation Agreements of Exports 
TFA_IM Trade Facilitation Agreements of Imports  
UAE  United Arab Emirates 
UK  United Kingdom  
US  United States of America 
USD  United States Dollar 
WTO  World Trade Organization 
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1. Introduction 
 
In 1977, Sri Lanka was the first of many developing countries to liberalize their economy. This move 
was made to escape the depressing economic conditions brought about by the prevailing import-
substitutive and protectionist trade policies that had prevailed since the country gained independence 
in 1948. After liberalizing the economy, the country’s export constitution shifted from land-
concentrated plantation exports to a labor-intensive manufacturing sector. As a result of this 
exceptional diversification of exports, two major structural developments shaped the economy. First, 
the country’s longstanding dependence on the export of plantation commodities, such as tea, coconut 
products, and rubber came to an end. Second, the terms of trade, which had gradually worsened from 
1955 to 1975, were improved (Athukorala, 2012). Sri Lanka became a fully-fledged export economy 
after the second phase of economic reforms that took place in 1990, which consisted of simplification 
of the tariff structure, further lessening of tariffs, the commencement of a continuous privatization 
process, the introduction of more flexible exchange rate rules, the abolition of exchange controls on 
current account transactions, and a number of other important changes to foreign investment policy 
frameworks (Athukorala, 2012).  
By 2017, Sri Lanka had positioned itself as an export economy with a GDP of 87.17 billion USD 
and a total value of exports of (FOB) 10.54 billion USD. In the same year, its total value of imports 
(CIF) was 19.5 billion USD resulting in a trade deficit of 8.96 billion USD (World Bank, 2017). Sri 
Lanka had suffered from a trade deficit, coupled with a budget deficit (the “twin deficit 
phenomenon”) since the fifties, which was caused by inappropriate external sector policies and 
public debt management (Saleh, Nair, & Agalewatte,2005). Sri Lanka’s trade balance since 1975 is 
shown in Figure 1.1 below. At present, Sri Lanka’s top exports are tea, women’s undergarments, 
women’s knitted undergarments and suits, and women’s non-knitted suits. Its major imports are 
refined petroleum, planes, helicopters, spacecraft, cars, light rubberized knitted fabric, and cement 
(World Bank, 2017).   
International trade is advantageous and has been proven to increase the overall welfare of nations 
(Krugman et al., 2015). This is because international trade increases efficiency through intense 
competition, specialization, scale benefits, and as a result, welfare on the whole (Wang, Wei, & Liu, 
2010). This was also found to be the case for Sri Lanka. Although the country struggled with an 
internal civil war which lasted for nearly 30 years and ended in 2009, the share of manufacturing 
GDP increased from 10% in the mid-1970s to over 20% by the 2000s, as a result of export 
diversification. The export-oriented manufacturing sector has accounted for more than half of the 
total employment growth during the1980s and up until 1990 (Athukorala, 2012). There is far more 
evidence in support of the inevitable nature of Sri Lanka’s international trade. Thus, Sri Lanka strives 
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to increase its international trade. It is against this backdrop that we endeavor to determine which 
factors influence Sri Lanka’s trade sector. 
 
Figure 1.1: Trade balance of Sri Lanka.  
Billion USD  
 
Source: The Global Economy.com  
 
1.1 Motivation and aims 
 
Sri Lanka is an island in the Indian Ocean off the south coast of Asia, neighboring India and the 
Maldives by sea. As predicted by the gravity model of international trade, it engages in frequent 
trade with India. However, it does not trade as often with other closer countries. Referring to Table 
1.1, its notable that during the 2010s, more than 85% of its goods were exported to distant countries, 
including the United States (US), the United Kingdom (UK), countries in the Middle East, the 
European Union (EU), OECD countries, Japan, and China. Less than 15% of its exports went to the 
countries of SAARC and ASEAN which are closer. The same trend is apparent in earlier decades, 
as indicated in Table 1.1. 
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Table 1.1: Summary of Sri Lanka’s exports 
 
Similarly, more than 55% of Sri Lanka’s imports were from distanced countries, namely the United 
States (US), the United Kingdom (UK), the Middle East, the European Union (EU), OECD countries, 
Japan, and China. Only about 45% of the imports were from SAARC or ASEAN countries as shown 
in Table 1.2. 
 
Table 1.2: Summary of Sri Lanka’s imports 
 
But the empirical evidences on international trade proclaim that geographical distance matter for 
trade, as shorter distance means less transit costs and more trade among countries (Obstfeld & 
Rogoff, 2011). Using ‘distance’ as a proxy for trade costs in gravity type estimation is justifiable and 
a robust finding in international economics is that distance has a significant negative impact on trade. 
Distance elasticity of trade was estimated to be -0.9 (Disdier & Head, 2008). Apparently, in the case 
of Sri Lanka, distance does not seem to reduce trade. Instead, trading partners’ distance is positively 
 Category  In 1980s  Percentage  In 1990s  Percentage  In 2000s  Percentage  In 2010s  Percentage 
 SAARC (Except India)           536.64 4%           702.60 2%        1,244.42 2%        1,822.05 2%
 India           180.76 1%           281.40 1%        3,050.65 5%        5,233.58 7%
 ASEAN (Except Singapore)           259.71 2%           520.68 2%           946.17 2%        2,213.18 3%
 Singapore           405.34 3%           443.00 1%           592.38 1%           886.46 1%
 China            461.55 3%           376.08 1%           922.07 1%        2,676.95 3%
 Japan           834.04 6%        1,943.46 6%        1,954.62 3%        2,114.02 3%
 Middle east (Except UAE)        1,763.83 13%        1,557.10 5%        2,636.09 4%        2,708.66 3%
 OECD        3,281.43 24%       10,157.23 30%       17,462.37 28%       25,472.94 32%
 EU (Non-OECD)             92.46 1%             59.67 0%           204.28 0%           176.20 0%
 United Arab Emirates             76.80 1%           472.38 1%        1,122.31 2%        2,029.84 3%
 United Kingdom           891.42 7%        3,083.98 9%        8,186.96 13%        7,906.05 10%
 United States        3,117.58 23%       12,545.20 36%       20,566.50 33%       20,243.56 25%
 Others        1,733.40 13%        2,283.86 7%        3,690.60 6%        7,027.06 9%
 Grand Total      13,634.95 100.00%      34,426.62 100.00%      62,579.41 100.00%      80,510.55 100.00%
 Source : Produced using the IMF Direction of Trade Statistics (DOTS) database 
 Sri Lanka's Exports in Mn USD 
 Category  In 1980s  Percentage  In 1990s  Percentage  In 2000s  Percentage  In 2010s  Percentage 
 SAARC (Except India)           482.38 2%           979.90 2%        1,637.43 2%           2,564.87 2%
 India           871.41 4%        3,349.70 8%       15,994.10 19%         36,792.06 24%
 ASEAN (Except Singapore)        1,130.87 5%        3,876.44 10%        8,632.78 10%         12,368.40 8%
 Singapore        1,966.88 9%        3,594.95 9%        6,505.00 8%         12,330.17 8%
 China        1,491.22 7%        4,980.73 12%       12,988.12 15%         31,709.06 21%
 Japan        2,638.80 12%        3,975.01 10%        3,540.47 4%           6,255.19 4%
 Middle east (Except UAE)        5,377.72 25%        1,903.24 5%        9,427.59 11%         10,683.88 7%
 OECD        3,906.37 18%       10,736.12 26%       18,904.05 22%         22,096.07 15%
 EU (Non-OECD)             70.63 0%           164.88 0%           118.27 0%             139.51 0%
 United Arab Emirates           262.37 1%           573.70 1%        2,447.33 3%           8,601.68 6%
 United Kingdom        1,266.02 6%        2,266.31 6%        2,077.19 2%           2,053.00 1%
 United States        1,003.53 5%        1,838.90 5%        2,056.10 2%           2,693.78 2%
 Others           894.68 4%        2,348.22 6%        1,573.00 2%           4,048.03 3%
 Grand Total      21,362.88 100.00%      40,588.09 100.00%      85,901.43 100.00%       152,335.69 100.00%
 Source : Produced using the IMF Direction of Trade Statistics (DOTS) database 
 Sri Lanka's Imports in Mn USD 
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correlated with Sri Lanka’s exports and imports, as shown in Figures 1.2 and 1.3. At this juncture, it 
is worth noting that many researchers maintain that ‘distance’ as a ‘trade cost’ is not just freight 
costs, but also includes cultural differences and other barriers of trade that are difficult to measure 
(Grossman, 1996; Hummels, 1999; and Anderson & Marcouiller, 1999) 
 
This observation, that distance is related to Sri Lanka’s trade volumes as opposed to our expectation, 
motivates us to investigate other factors which might influence Sri Lanka’s trade volumes. Would 
they follow the general trends observed in international trade data, or would they also demonstrate 
idiosyncrasies like distance? 
 
Figure 1.2: Sri Lanka’s exports versus the distance of trading partners  
 
 
Figure 1.3: Sri Lanka’s imports versus the distance of trading partners 
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Further, Sri Lanka is a member country of the South Asian Association for Regional Cooperation 
(SARRC), which promotes the development of economic and regional integration among its member 
countries1. The association launched the South Asian Free Trade Area (SAFTA) in 2006. We would 
expect SAFTA to increase trade activities among its member countries, as free trade agreements 
have had been proven to increase trade among countries (Chauffour & Maur, 2011). However 
according to the information in tables 1.1 and 1.2, it seems that the trade with SAARC countries is 
not prominent. This motivates us to contemplate whether the free trade agreement has influenced 
trade; thus, we are interested in learning which factors increase Sri Lankan trade volumes and which 
do not. In order to examine these questions, we decided to analyze Sri Lanka’s trading patterns using 
the gravity model of international trade, since it can accommodate any number of trade incentives 
and trade hinderances. Currently, the gravity model is widely used to understand and analyze 
international trade. 
 
The study is conducted using Sri Lankan export and import data and other variables that are supposed 
to influence Sri Lanka’s trade volumes. In doing this, we aim to fill the gaps in the non-existence of 
quality trade analysis literature for Sri Lanka using a panel data framework. Though the gravity 
model is widely utilized for trade analysis, awareness of using better estimators to estimate gravity, 
became the top debate only recently. This research would employ a Poisson pseudo-maximum 
likelihood (PPML) estimator, which has recently been proven and accepted as the best estimator for 
gravity analysis. Gravity-based trade analysis of Sri Lanka using the PPML estimator does not appear 
in the trade literature to date. Also, we did not find literature on trade analysis of any South Asian 
countries utilizing the PPML estimator. Therefore, this research aims to illustrate the importance of 
using a superior econometric estimator, the PPML, for gravity-based trade analysis in the context of 
Sri Lanka. Based on these findings, this research aims to propose external sector policies for Sri 
Lanka. 
 
1.2 Research problem and methods 
 
As our objective was to analyse Sri Lanka’s trading patterns, we asked the following research 
question: Can Sri Lanka’s trade volume be explained by the general gravity model of international 
trade? Answering this question will reveal whether the most common gravity variables are also sort 
of common in explaining Sri Lanka’s trade, matching international experiences. After conducting a 
                                                          
1 SAARC members include: Afghanistan, Bangladesh, Bhutan, India, Nepal, the Maldives, Pakistan, and Sri 
Lanka 
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detailed critical review of the significant body of literature, we developed five hypotheses to 
evaluate. 
 
Hypothesis 1: Exports/imports significantly increase in relation to the economic sizes of both the 
origin and destination countries.  
(The expectation is that we will obtain significant and positive coefficients for Sri Lanka’s GDP and 
that of their trading partners, in the case of both imports and exports) 
 
The general gravity model predicts that a country’s trade volume, whether it be an imports or exports, 
will increase in accordance with its income (i.e., both imports and exports will increase with the rise 
of GDP). The reason is that, when an economy grows, it inclines to spend more on imports because 
it has high income. It also tends to attract large shares of other countries’ spending because it 
produces a broad range of products. Thus, other things being equal, the trade between any two 
economies will increase with the growth of either economy (Krugman et al., 2015). Therefore, in 
context of this thesis, we expected both the imports and exports of Sri Lanka to increase with the 
growth in Sri Lanka’s income as well as that of its trading partners.  
 
Hypothesis 2: Exports/imports significantly increase with the level of development and 
infrastructures of (proxied with per capita GDPs) both the origin and destination countries.  
(The expectation is that we will obtain significant and positive coefficients for Sri Lanka’s per capita 
GDP and that of its trading partners, in the case of both imports and exports) 
 
Extending Krugman et al.’s (2015) idea, we set the second hypothesis because the per capita GDP 
indicates the level of a country’s development (Rahman & Dutta, 2012).  With the growth and 
eventual per capita growth in a country, people demand a greater variety of foreign goods. Similarly, 
with the process of economic development, a country would engage in more research and 
development.  As a result, it will innovate products that could be demanded by foreign consumers. 
Further, the per capita GDP would indicate higher standards of infrastructure and transportation that 
would facilitate trade (Rahman & Dutta, 2012). 
 
Hypothesis 3: Exports/imports significantly increase in relation to the market sizes of both the origin 
and destination countries.  
(The expectation is that we will obtain significant and positive coefficients for Sri Lanka’s population 
and those of its trading partners, in the case of both imports and exports) 
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We follow Brada and Mendez’s (1983) general equilibrium analysis of trade to develop our third 
hypothesis, as we are convinced that market sizes are measured by population sizes. However, it is 
noted that there are an equal number of studies that have shown population to negatively affect the 
trade flows of certain countries (Linnemann, 1966; Sapir, 1981; and Bikker, 1987). 
 
Hypothesis 4: There is a significant negative effect of trade cost in the form of tariff.  
(The expectation is that we will obtain a significant and negative coefficient for Sri Lanka’s and 
trading partner’s tariff) 
 
There is abundant literature that finds tariff, a trade cost, to negatively affect the trade flows between 
countries. On the other hand, the trade facilitation agreement, which is a trade inducer, has been 
shown to positively influence trade between countries (Oguledo & MacPhee, 1994). 
  
Hypothesis 5: There is a significant positive effect of trade facilitation arrangements.  
(The expectation is that we will obtain a significant and positive coefficient for the trade facilitation 
agreement) 
We determined to evaluate these hypotheses with better estimation methods under gravity frame 
work. To achieve this target, appropriate and improved econometrics techniques are required. We 
employed PPML fixed effect estimator in gravity framework which accounts for multilateral 
resistance (MR) terms.  The reason to choose PPML over OLS (Ordinary Least Squared) panel fixed 
effect is to address the issue of heteroskedasticity in OLS logged error component and to account for 
zero trade flows. As a result of employing a superior estimator, which is PPML, we obtained 
unbiased and accurate elasticities of trade determinants for Sri Lanka in a gravity frame work. 
 
1.3 Major findings and contributions 
 
We have found evidences on aggregate levels of data, that Sri Lanka’s trade volumes are mostly 
influenced by the economic sizes, market sizes and the level of development and infrastructure of 
trading partner countries, as predicted by general gravity model. In contrast, this research does not 
find evidences to claim that Sri Lanka’s trade volumes are either influenced or determined by Sri 
Lanka’s economic size, market sizes and the level of development and infrastructure of Sri Lanka as 
what a general gravity predicts. Further, we found evidences that the tariffs of trading partners, 
negatively influence Sri Lanka’s exports as predicted by gravity, whereas Sri Lanka’s tariff does not 
influence its imports. Moreover, we did not find evidences to claim that trade facilitation agreements 
do have effects either on Sri Lanka’s imports or exports. 
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However, on disaggregate level, we found evidences that Sri Lanka’s GDP, per capita GDP and 
Population are selectively significant on different regressions for different clusters of countries. 
Remarkably we found the trade elasticity of substitutions to be much higher to the countries of 
“SAARC” and to the countries to which Sri Lanka do exports more (as listed under the cluster of 
“HIGH”). We found Sri Lanka’s trading pattern to follow general gravity model of international 
trade, mostly like international experiences, except with trade facilitation agreements.  
This research achieved three contributions to the existing knowledge about gravity-based trade 
analysis, while testing the set hypotheses. First, it showed employing PPML estimator in gravity 
framework, which had been proven to be best by Silva and Tenreyro (2006) and Westerlund and 
Wilhelmsson (2011), in context of Sri Lankan trade data. Second, it draws out economic 
significances of the empirical results obtained for Sri Lanka. At last it presents some points to policy 
issues which are contemporary in Sri Lanka.  
 
1.4 Structure of the study  
 
The remainder of the thesis is structured as: Under section 2, the subsections 2.1 and 2.2 discusses 
the gradual development and the theory behind gravity model. Subsection 2.3 points out the issues 
of gravity model and discusses the econometric development that shaped the gravity framework. Sub 
section 2.4 reviews the varied application of gravity model, whereas subsection 2.5 critically 
analyses more related application and identifies the gaps in literature. Then, section 3, discusses the 
data and methodologies used in the thesis. Subsection 3.1 defines the variables used in thesis and 
discusses the data sources. Subsection 3.2 summaries and describes the data. Subsection 3.3 
describes the methods used under two section. Subsection 3.2.1 discusses the development of OLS 
fixed panel method, whereas 3.2.2 illustrates the derivation of PPML method. Next, section 4 
presents the empirical results discusses the findings under different categories. Finally, under section 
5, the economic significances of the finds are presented, and policy implications are derived. 
Subsections 5. 3 and 5.4 discusses the limitation and the options for future research respectively. 
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2. Theory and Literatures 
 
The gravity equation has undergone different phases of development since the time of its origin. This 
chapter discusses the origin, development and applications of gravity equation. To fully understand 
the structure of the modern gravity equation, it is useful to first discuss its early developments that 
took place before the year 1995, which is done in section 2.1. section 2.2 lists the theoretical 
development that happened after 1995 and discusses the equation’s absorption into the subject of 
international trade. Presently, gravity equation is widely used to make policy related decisions as it 
gives results with more precision. The accuracy was achieved due to statistical improvements that 
has been continually shaping the gravity model. Therefore, section 2.3 reviews the development of 
econometric choices in estimating gravity equation. Section 2.4 illustrates the application of gravity 
model and finally section 2.5 critically analyses similar applications in literature and identifies the 
gaps that will be addressed by this thesis. 
 
As discussed in the introduction, scholars in the field of economics had shown the significance of 
involving in international trade for a country. Therefore, it is not surprising that researchers strive to 
analyze the international trade flows of countries to learn the determinants of bilateral and 
multilateral trade among them. Tinbergen (1962) proposed a model to examine bilateral trade flows 
of countries. He observed Newton’s law of universal gravitation and assimilated it to identify the 
normal patterns of international trade in the absence of trade barriers (Benedictis & Salvatici, 2011). 
Tinbergen stated that the volume of trade flow from one country to another was simply proportional 
to gross national income (GNI) of those countries and inversely proportional to the distance between 
them. The basic form of the model suggested by Jan Tinbergen (1962) is 
𝐸𝑖𝑗 = 𝛼0𝑌𝑖
𝛼1𝑌𝑗
𝛼2𝐷𝑖𝑗
𝛼3  , (2.1) 
where 
𝐸𝑖𝑗 is exports of country i to j, 
𝑌𝑖   is GNI of country i,  
𝑌𝑗 is GNI of country j, 
𝐷𝑖𝑗  is Distance between country i and j as defined by the distance between the countries’ respective 
economic centers of gravity, generally their capitals. 
He included the exponents α1, α2 and α3 to indicate that there was not necessarily direct 
proportionality between dependent (𝐸𝑖𝑗) and independent variables (𝑌𝑖 , 𝑌𝑗 & 𝐷𝑖𝑗  ). Because of the 
type of relationship among variables, equation (2.11) can be written in the form of2 
                                                          
2The corresponding equation in logarithm is: log  𝐸𝑖𝑗  = 𝛼0
′ + 𝛼1 log 𝑌𝑖 + 𝛼2 log 𝑌𝑗 + 𝛼3 log 𝐷𝑖𝑗    
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𝐸𝑖𝑗 =
𝛼0𝐺𝑁𝐼𝑖
𝛼1𝐺𝑁𝐼𝑗
𝛼2
𝐷𝑖𝑗
−𝛼3
 (2.2) 
As it was derived by observing law of universal gravitation, it is called either as “Gravity model of 
international trade” or “Gravity equation” (In context of economics)3. 
Though Tinbergen (1962) included some dummy variables in his model to capture the influences of 
namely neighboring countries, Commonwealth preferences and Benelux preferences4, he 
emphasized that GNIs of trading partners and the distance between them are the key factors in 
determining the amount of trade flow between two countries. Tinbergen (1962) justified the reason 
for conceiving the variables GNIs and distance in the model. His explanation was that the amount of 
exports a country can supply and the amount of imports a country can demand depends on their 
economic sizes and transportation costs. He suggested to measure the economic sizes by GNIs and 
transportation costs by geographic distance as it mainly varies with distance. 
Following the works of Tinbergen (1962), researchers and then trade economists found it to be 
appealing and started to utilize the model for two reasons. Firstly, it had substantial explanatory 
power. Secondly, it was the first model to include trade costs in the form of distance, which is a 
major impediment in international trade5 (Bergstrand & Egger, 2010). Linnemann (1966) extended 
the model by including more explanatory variables and offered a theoretical justification based on 
Walrasian general equilibrium system6. Leamer and Stern (1970) showed deriving gravity equation 
using probability model of transactions, claiming that the bilateral trade is indecisive in the absence 
of transportation cost7.  
However, economists were hesitant to make policy decisions using gravity models (or extended 
gravities), mainly because it was not derived from international trade theories. It was generally 
criticized as to be proposed based on intuitions than based on solid theoretical frameworks. The 
Ricardian and Heckscher-Ohlin (HO) models were the standard models of international trade during 
that time and they explained the reasons for international trade in terms of comparative advantage 
and variations in factor endowments among countries8. These two standard models were incapable 
                                                          
3 Equation (2.2) resembles Newton’s Gravity equation in physics 
4Preferential trade agreements existed in Europe during Tinbergen (1962)’s time 
5 Traditional trade theories did not pay more attention for trade costs arises from distance (Bergstrand & Egger, 
2010) 
6 Deardorff (1998) showed when Walrasian model tend to incorporate many predictor variables, it gets reduced to 
gravity equation smoothly 
7 Leamer and Stern (1970) assumed that trading partners were chosen ‘out of a hat’ depending on the probabilities 
of various incidents 
8 This model is an extension to David Ricardo’s theory of comparative advantage by predicting the patterns of 
production and trade based on the factor endowments of a trading region. 
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of justifying the existence of gravity equation (Bascchetta et al., 2012) Thus, the gravity equation 
was abandoned from mainstream trade economics till 1995, in which year the presence of gravity 
was completely justified by an important gravity research by Trefler (1995) (Head & Mayer, 2013). 
We will discuss those justifications in the following sections. 
 
2.1  Theoretical development of Gravity model 
 
Tinbergen (1962)’s work on gravity which was highly criticized to be based on intuitions than based 
on solid theoretical frameworks was later supported by various economic theories and accepted as 
an essential tool in trade economics (Head & Mayer, 2013). 
Anderson (1979) for the first time provided a theoretical base for the gravity. In his model, he 
differentiated the goods by country of origin as per Armington assumption9 and proposed that 
consumers in a country would have preferences over all the differentiated products. He used both 
Cobb-Douglas and constant elasticity substitution (CES) preferences to derive the gravity equation. 
But his way of gravity model derivation was more complex to be utilized by the trade economists 
(Head & Mayer, 2013). His model assumed that regardless of the prices of the products, consumers 
of a country would at least consume some of every product from every country. This implied that all 
the products were traded among all the countries and in equilibrium, and the national income was 
the summation of home and foreign demand for the unique product that each country produced. 
Therefore, he proposed that larger economies would import and export more. A major limitation of 
Anderson’s work is that he assumed all the products’ prices to be unity and the trade costs to be 
‘iceberg costs10’. However, product prices would differ country to country with the asymmetric trade 
costs. This led to the origin of more precise researches on gravity including Anderson himself. 
Following him, Bergstrand (1985) derived a gravity equation which eliminated the limitation of unity 
price of Anderson (1979). Bergstrand too adopted CES preferences over differentiated products 
(Armington assumption), but also included price indices to derive the gravity equation. He showed 
price indices affecting the bilateral trade flows.  
Bergstrand (1989, 1990) further advanced the gravity model by assuming monopolistic competition. 
This allowed for the product differentiation among firms rather than among countries. However, this 
was carried out only in a two-sector economy wherein each monopolistically competitive sector had 
different factor proportions. This was more like a combination of HO model and the one sector 
monopolistically competitive model of Krugman (1979). This approach of Bergstrand (1989, 1990) 
                                                          
 
9 Goods that are produced in different regions/country are imperfect substitutes for each other 
10 Only a part of goods shipped reaches the destination and the rest would melt during the transportation 
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merged the earlier Armington assumption-based approaches for deriving gravity equation together 
with a simple monopolistic competition model from New Trade theory11 (Head & Mayer, 2013). But 
the shortcoming that the gravity equation was not supported by the standard trade models continued 
till 1998. 
Nevertheless, Deardorff (1995) succeeded in explaining the derivation of gravity equation from HO 
model framework based on its ideologies of different factor endowments of different countries. In 
addition, Eaton and Kortum (2002) showed that the gravity equation can also be derived from 
Ricardian type model which is the basic model of international trade.  
Much research including the seminal works discussed above, had proven the validity of gravity with 
strong theoretical underpinnings. But most of these works disregarded heterogenous nature of prices 
and used price indices, for example crude price indices. Further, some researchers employed different 
factors to address the issue of multilateral prices that appears due to iceberg trade costs. Trade costs 
would vary for countries due to varied distances. For example, McCallum (1995) used a variable 
called ‘remoteness’ index to capture the multilateral prices and explained the findings, often referring 
it as ‘border puzzle’. Further after 1995, gravity equation got solid justification which lead the gravity 
model of international trade to be absorbed in to the mainstream economics as one of powerful 
economics tool in international trade theories. Gravity model’s development after 1995 is discussed 
in the next section. 
 
2.2  Recent theoretical development of Gravity model 
 
Head & Mayer (2013) categorized the development of gravity after 1995 under three phases as each 
phase saw solid contributions for gravity equation. 
 
2.2.1 Admission - Phase 1(1995 and afterwards) 
 
Researchers admitted the need of gravity as there were large amount of trade that was not be able to 
be justified by any other models, but by the gravity equation (Head & Mayer, 2013). Gravity equation 
succeeded in explaining these ‘missing trade’ as addressed by Trefler (1995), which was due to 
distance and the resulting iceberg trade costs. Although Trefler introduced the idea of ‘home bias’, 
he emphasized the need of considering the resistances to trade. After Leamer and Levinsohn’s (1995) 
public claims about the validity and robustness of gravity equation, trade economists ‘admit’ the 
influence of distance in to their economic thinking (Head & Mayer, 2013).   
                                                          
11 Starting with Krugman (1979) 
21 
 
Krugman’s (1995) chapter in the “Handbook of International Economics”, discusses the trade flows 
in terms of bilateral distance while emphasizing the role of ‘remoteness’. Krugman’s ideas on 
remoteness confirms the necessity of incorporating multilateral resistance terms that was initiated by 
Anderson (1979) and then extended by Anderson and van Wincoop (2003) (Head & Mayer, 2013). 
McCallum (1995) modelled a gravity kind of equation and showed that the intra-provincial trade 
among Canadian provinces was 22 time larger than cross border trade in 1988. The puzzle raised by 
McCallum (1995) in the form of ‘border effects’ paved way for a new kind of research using gravity 
equation and was attempted to answer by Anderson and van Wincoop (2003). 
 
2.2.2 Accounting for multilateral resistance- Phase 2(2002- 2004) 
 
Anderson and van Wincoop (2003), in their seminal work proposed solution to ‘border puzzle’. They 
claimed that those commonly estimated gravity equations were not theoretically founded, resulting 
in biased estimations, incorrect comparative statistics and generally failed to explain the drivers of 
the results. They stressed the importance of sensibly accounting for heterogenous prices and derived 
the gravity equation from a model of monopolistic competition in differentiated products with CES 
preferences. Their research also highlighted the importance of controlling for relative trade costs, 
rather than the absolute trade costs.  Anderson and van Wincoop’s gravity equation: 
𝑋𝑖𝑗 = (
𝑡𝑖𝑗
𝑃𝑖𝑃𝑗
)
1−𝜎
. (
𝐺𝐷𝑃𝑖𝐺𝐷𝑃𝑗
𝐺𝐷𝑃𝑤
) 
                                                                             
(2.3) 
 
where  is the elasticity of substitution between varieties of products in consumption, 𝑡𝑖𝑗  denotes the 
bilateral trade costs between countries 𝑖 and 𝑗. They called the terms 𝑃𝑖 and 𝑃𝑗 as outward and inward 
‘multilateral resistances (MRs)’, respectively. Their seminal work conveyed two major results. First, 
the usual cross-sectional gravity equation was likely to be mis-specified due to the omission of 
theoretically critical endogenous MR terms 𝑃𝑖  and 𝑃𝑗 for exporting and importing regions.  Second, 
the estimation of general equilibrium trade costs requires to estimate the MR terms for any two 
regions, before and after the change in trade costs 𝑡𝑖𝑗 . Nevertheless, MR terms 𝑃𝑖 and 𝑃𝑗 are 
unobserved and difficult to simulate12. 
Monopolistic competition models like the one derived by Anderson and van Wincoop (2003) 
possessed a challenge that these theoretically significant MR terms are not directly observable 
Feenstra (2004, Chapter 5). Because MR terms rely on world prices, trade costs and an intra sectoral 
                                                          
12 Because, in the general context of world trade there are variety of trade costs such as tariffs, costs associated 
with the quality of trade related infrastructures and others 
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elasticity of substitution. These are aggregated in a particular way and they cannot be sufficiently 
proxied by ‘over the counter’ price data13. 
Anderson and van Wincoop (2003) and Feenstra (2003) proposed to use country specific fixed 
effects to estimate the gravity equation which accepts the presence of MR terms. Since Anderson and 
van Wincoop, all most all the researches on gravity estimations, applied fixed effects method. 
Feenstra (2002) had shown that fixed effect estimation can deliver unbiased estimates using the case 
of McCallum’s ‘border puzzle’ example.  
In 2004, a chapter by Feenstra (2004) and an article by Redding and Venables (2004) declared that 
importer and exporter fixed effects could be used to capture the multilateral resistance terms that 
surfaced in different theoretical models.  
 
2.2.3 Convergence with heterogenous firms- Phase 3 (2008 and afterwards) 
 
Further advancements on gravity equation happened in 2008. It was shown that the gravity equation 
can also be derived from heterogenous firm theories. Three major contributions namely Helpman et 
al. (2008), Chaney (2009) and Melitz and Ottaviano (2008) showed that gravity equation also 
supports the concepts of New trade theory. 
 
Helpman et al. (2008) addressed a major issue that was present in empirical research. The issue was 
that nearly half of the country pairs did not trade with each other and the bilateral trade among 
country pairs was not symmetric (Evenett & Venables, 2002; Anderson & van Wincoop, 2004 ; and 
Haveman & Hummels, 2004). This resulted in zero trade flows for many country pairs and got 
eliminated during the execution of log-linear specification of regression. Researchers were 
unresponsive to this huge amount of information loss from the model.  
 
Helpman et al. (2008) argued that ignoring these country pairs would lead to biased estimates of 
results. They proposed solution which handled both positive and zero trade flows between countries. 
This will be discussed in detail in section 2.3.3. Further they claimed that the symmetrical nature of 
the standard gravity is inconsistent with the real data and which biases the results as well. To address 
this issue, they proposed a theory which employed the information contained in the data sets of those 
non- trading country pairs. This allowed them to incorporate the concepts of differentiated products 
and heterogenous firms which face fixed and variable costs in exports in to gravity equation. This 
                                                          
13 Feenstra, R. (2002). Border Effects and the Gravity Equation: Consistent Methods for Estimation. Scottish 
Journal of Political Economy, 49(5), 491-506, Foot note 4. 
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led to the arise of literatures on disaggregated firms’ levels data called intensive margins (trade 
volume per firm) and extensive margin (number of exporting firms). Their gravity equation is:  
𝑋𝑖𝑗 = (
𝑡𝑖𝑗
𝑃𝑖𝑃𝑗
)
1−𝜎
. (
𝐺𝐷𝑃𝑖𝐺𝐷𝑃𝑗
𝐺𝐷𝑃𝑤
) . 𝑉𝑖𝑗 (2.4) 
Here . 𝑉𝑖𝑗 is a function of proportion of exporters from country 𝑖 to 𝑗. Using this form heterogeneity 
ideology, Bernard et al.  (2009) showed that 70 per cent of the variation in US trade occurs at the 
extensive margin.  
 
Another seminal work by Chaney (2008) examined the part of elasticity of substitution  in gravity 
equation along with firm heterogeneity. He showed that the elasticity of substitution affects extensive 
and intensive margins in opposite directions. His gravity equation is: 
𝑋𝑖𝑗
ℎ = 𝐾 × (
𝐺𝐷𝑃𝑖𝐺𝐷𝑃𝑗
𝐺𝐷𝑃𝑤
) . (
𝑡𝑖𝑗
𝑃𝑗
)
−𝛾
. 𝑓
𝑖𝑗
−(
𝛾
1−𝜎−1) (2.5) 
Where 𝑋𝑖𝑗
ℎ  denotes exports from country 𝑖 to 𝑗 in an industry sector ℎ. 𝐾 is constant. 𝑓𝑖𝑗 represents 
fixed trading costs on a trading route. γ is an inverse measure of heterogeneity in industry sector ℎ. 
Melitz and Ottaviano (2008) also explored the gravity equation based on monopolistically 
competitive models of trade with firm heterogeneity. They examined in terms of productivity 
differences and endogenous differences in the ‘toughness’ of competition across markets in terms of 
the number and average productivity of competing firms. 
  
There is vast amount of literatures now existing which proves gravity equation’s validity as well as 
its usefulness. The discussed literatures above are some of ground-breaking researches towards 
theoretical developments of gravity equation. It was exposed that the gravity equation is endorsed 
by variety of trade theories ranging from Ricardian model, Heckscher- Ohlin model, New trade 
theory and the new- new trade theory of heterogenous firms. Deardorff (1995) observed this and 
wrote in his paper as “it is not all that difficult to justify even simple forms of the gravity equation 
from standard trade theories”. Later, Baldwin and Taglioni (2006) also commented on the same 
ground saying as “the gravity model went from having too few theoretical foundations to having too 
many”. Gravity model is consistent with theory as well as it is quite simple to implement in most 
cases which lead to swift acceptance to empirical work (Head & Mayer, 2013). Because of its high 
usefulness in trade policy making, researchers have continually been trying to improve the accuracy 
of its estimation. We illustrate the econometric contributions for gravity model in section 2.3, which 
unfolds next. 
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2.3  Gravity model issues and econometrics contributions 
 
Although the gravity model has been derived from various competing trade theories, most of recent 
empirical researches follow monopolistic competition model with constant elasticity of CES 
preferences. Specifically, many researchers employ region- specific fixed effects to estimate the 
gravity equation which accepts the presence of MR terms (Anderson & van Wincoop, 2003 and 
Feenstra, 2003). Since the theoretical structure proposed by Anderson and van Wincoop (2003) is an 
important piece of work used in many empirical studies, researchers who endeavored to produce 
more consistent estimates of gravity equation, had utilized their model equation. In doing that, many 
of the literatures have pointed out three common errors (Baldwin & Taglioni, 2006) and they are 
discussed below. 
 
2.3.1 Endogeneity problems 
 
Endogeneity biases arise in few ways during the estimation of gravity model (Anderson & van 
Wincoop, 2004). It arises either when trade policy or trade cost variables are correlated with ‘trade’ 
(dependent) variable, when omitting some explanatory variables or due to measurement errors.  
Researchers had shown that the variable ‘trade’ and the ‘national income’ (Generally measured by 
GDP) are likely to suffer from endogeneity issues. Many researches have used either ‘population’ or 
‘factor endowment’ as instrumental variables to address this issue. But these are claimed to be weak 
instruments. The gravity model studies by Harrigan (1993), Wei (1996) and Evans (2003) have 
discussed this issue.  
 
Mostly trade policy variables tend to be correlated with ‘trade’ variable as the factors that explains 
trade also explains the forming of free trade agreements. Baier and Bergstrand (2002, 2004) showed 
that economic integration agreement was correlated with ‘trade’ variable. There are two methods to 
address endogeneity problem. One method is to use two -stage least square estimator technique 
which uses instrumental variable. This is applicable when we analyze a cross sectional data. 
However, finding a right instrumental variable is quite challenging.  
 
Another method to address endogeneity issue is to use panel data. By using fixed effect (FE) 
estimation, endogeneity issue that occurs due to omitted variable bias could be partially corrected. 
Baier and Bergstrand (2007) used exporter- time, importer- time and country- pair fixed effect 
dummies to eliminate the endogeneity bias while estimating the effect of ‘economic integration 
agreements’ on ‘trade’. However, fixed effect estimation does not completely remove time- varying 
omitted variable problem. Another shortcoming of FE estimation is that it wipes out all time in 
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varying variables from the model and the estimation of their coefficients are impossible. For 
example, the distance between countries and common language dummy are time in-variant and 
cannot be estimated by FE estimator. 
Wooldridge (2014) proposed to use quasi – maximum likelihood estimation framework to deal with 
endogeneity issues. He showed that it is applicable for both continuous and binary variables. 
 
2.3.2 Reckoning multilateral resistances  
 
It was discussed under the section 2.2.2, that multilateral resistance (MR) terms in a monopolistic 
competition model frame work are not directly observable Feenstra (2004, Chapter 5). MR terms are 
non- linear functions of trade costs and can be estimated using nonlinear least squared (NLS) 
estimator. Anderson and van Wincoop (2003) utilized a custom non-linear least squares program to 
reckon the MR terms and estimated the general equilibrium comparative statics. However, some 
researchers avoided the use of NLS and employed price indices to account for MR terms.  
Bergstrand (1985, 1989), Engel and Rogers (1996), Baier and Bergstrand (2001) and Feenstra (2003) 
and illustrated the implementation of published price indices to account for the price effects in gravity 
equation. However, it’s important to note that although the MR terms specified in equation (3) 
behaves like the price indices such as consumer price indices and purchasing price indices, they are 
not identical to those indices. The reasons were noted in section 2.3. 
Instead, Anderson and van Wincoop (2003) and Feenstra (2003) proposed to use region- specific 
fixed effects to estimate the gravity equation which accepts the presence of MR terms. However, as 
noted by Baier and Bergstrand (2009) fixed effects estimation has shortcomings. First it requires 
structural system of equations for smooth producing of regional or pair specific comparative statics. 
Otherwise fixed effects estimation cannot estimate the MR terms ahead and afterwards of a change 
in trade costs.  Second, fixed effects encompass all other explanatory variables as country or region-
specific effects and the estimation of partial effects of these variables are not observed, unless 
specified by the gravity model. Because, generally the gravity studies tend to estimate the effects of 
importer and exporter GDPs, populations, stocks of immigrants and the effects of internal 
infrastructure on bilateral trade. They proposed to use first- order log-linear Taylor series expansion 
of non- linear price terms for two reasons. First, it gives a reduced form gravity equation that can be 
estimated using ordinary least squares, allowing for theoretically supported MR terms. Second it 
explains general equilibrium comparative static without NLS procedures. However, this is only a 
log-linear approximation which cannot be examined further.   
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2.3.3 Addressing zero trade flow issue 
 
Another highly discussed empirical issue is the treatment of zero trade flows between two countries. 
Linnemann (1966) was the first to note this issue and commented that half of the world’s bilateral 
trade flows were zero. Baldwin and Harrigan (2011) and Egger et al.  (2011) also discussed the issue 
of zero trade flows.  
Zero trade flow is a problem because the log linearized gravity equation drops the entire raw of data 
set from estimation with zero trade flow. This happens as the logarithm of zero is undefined. 
Felbermayr and Kohler (2006) utilized Tobit framework to address the issue of zero observations. 
However, this framework is not appropriate in this context and the right choice of estimation method 
to address the issue of zero observations depends on the reason why some trade flows are missing 
(Linders & de Groot, 2006). Zero trade flows can occur either because none of the firms in a country 
exports to a country, wrongly recording a missing value as a zero-trade value or rounding 
comparatively a very small trade amount to be zero.  
 
Heckman (1978) proposed a method of estimation which is appropriate if the zero trade flows is 
observed because of firms’ decision of not to export. He models such decisions and then corrects the 
estimation of trade volume to avoid the selection bias (Bacchetta et al., 2012) 
 
Recently zero trade flow issues have been theoretically addressed using firm level heterogeneity 
theories by Melitz (2003). Melitz (2003) and Helpman et al.  (2008) proposed using a two – stage 
estimation procedure. During first stage, a probit equation is estimated as such that determine the 
probability of occurrence of exports between country 𝑖 to country 𝑗 as a function of observable 
variables. Then during second stage, this predicted function is used to estimate the gravity equation 
in log linear form which is conditioned on positive trade flows. This method corrected two types of 
estimation biases.  First sample selection bias. Second the biases due to possible asymmetries in the 
trade flows between country pairs.  
Later, in their seminal work, Silva and Tenreyro (2006) pointed out an issue of heteroskedasticity in 
the error term in the typical log-linearized gravity equations. They proposed to use Poisson pseudo-
maximum likelihood estimator to eliminate the biases arising from this problem. This estimator 
estimates gravity equation by having the explained variable ‘trade’ in levels rather than in log form 
while providing a natural mechanism to handle the zero-trade flow issue. They implemented a cross 
sectional regression. Westerlund and Wilhelmsson (2011) also showed using Poisson estimator to 
deal with zero trade flows. But they implemented their model using panel data set. This thesis closely 
follows their paper in terms of methodology. 
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2.4 Gravity applications 
 
Countries seek ways to improve trade relationship between them by removing any barriers, as foreign 
trade had been proven to increase the overall welfare of a country. Since Tinbergen (1962), the 
gravity model has been extensively used in international trade empirics, to study the factors that 
influence the trade affairs between countries directly or indirectly. Some factors would influence 
trade favorably and others adversely.  
 
Trade hindrances can arise in the form of policy barriers namely tariffs and non- tariff barriers, 
transportation costs which is due to distance namely freight costs and time costs, communication and 
information costs namely language differences and cultural differences, legal and regulatory costs 
due to differences in governances and internal distribution cost arises due to local infrastructures. 
Whereas trade incentives can be broadly in the forms of trade facilitation agreements, policy 
liberalizations, technological advancement, colonial ties, currency unions, good governance, 
improved infrastructures, common languages and cultures and so on. 
 
In addition to that, gravity equation had been for long time used to estimate the effect of the size of 
home and foreign market, distance between countries, national borders and preferential trade 
agreements and so forth. In this section, we present significant empirical applications of gravity and 
gravity like models which studied the effects of trade hindrances and trade incentives in various 
backgrounds. 
Gravity equations have been extensively used to study the outcomes of Free trade agreements (FTA), 
Preferential trade agreements (PTA) and Economic integration agreements (EIA) of trade among the 
members of an integration arrangement. For example, Tinbergen (1962), Linnemann (1966) and 
Aitken (1973) studied the effect of some form of economic integration agreements that existed during 
their early times. They did include an additional dummy variable in the standard gravity model and 
observed the direction and the degree of the trade flow movement that occurred due to the 
establishment of EIA among a cluster of countries. Later Sapir (1981), Bergstrand (1985), Bayoumi 
and Eichengreen (1995), Frankel (1997), Soloaga and Winters (2001) also investigated the effects of 
preferential trade agreements. Most of these studies implemented cross sectional regression which 
did not consider the reverse causality issues. Baier and Bergstrand (2003) did attempt similar studies 
where he controlled for the endogeneity caused by the regional trade agreement. His findings showed 
that the there was an increased effect on trade of having the membership in the integration scheme. 
Head and Mayer (2000) investigated the effect of FTA using time series data and found that the 
effect of EIAs are more significant in time series data analysis than in cross sectional analysis. 
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The research which came after 2002, discussed the effects of FTAs on trade, in the backdrop of 
theoretical and methodological advancement of gravity. Baier and Bergstrand (2007) studied the 
effects of various kinds of FTAs using country time and country pair fixed in panel data. They found 
the trade amount to double after 15 years from the year of implementation of FTAs. Baier et al.  
(2007) showed that several EIAs in Latin America had significant impact on trade in member 
countries. Baldwin and Taglioni (2007) found that the formation of European Union (EU) has little 
impact and membership in Eurozone had no impact at all on trade flows of member countries. They 
used panel data and implemented fixed effect regression by having exporter time, importer time and 
country pair fixed effects. Baier et al.  (2008) had carried out a similar study on Western European 
trade agreements and found acceptable results for its impact on member countries’ trade. Another 
recent research by Rose (2004a) showed a contradicting result that WTO membership did not 
increase the trade. The reasons presented in that research to justify this result is very much 
plausible14. 
Currency unions might increase trade flows. Researchers have utilized gravity like models to study 
the effects of exchange rate differences and currency unions on trade (Abrams, 1980; Thursby & 
Thursby, 1987). Rose (1999) did a gravity model analysis on currency unions and showed that being 
a member in a common currency union increases the bilateral trade by approximately two and a half 
folds. It was also shown that currency unions dampen the bottlenecks that exists in monetary 
transactions and was the reason for the increased trade and welfare among member nations (Rose & 
Wincoop, 2011). However, these studies did not explain the reasons why a currency union increases 
the trade levels very much.  In this backdrop, Baldwin (2006) pointed out likely biases that could 
occur during the estimation of currency union by using a currency dummy. First, he claimed that the 
estimates are likely to be biased due to the correlation between omitted pro- trade effects and 
currency dummy variable. Second, the endogeneity issues and the subsequent likely model 
misspecification issue15. 
Information blockades are generally trade hindrances and the effect of information blockades had 
been studied by few researches. Portes and Rey (2005) investigated the effect of information by 
including two additional variables to the traditional gravity equation16. They measured information 
blockades by constructing two variables namely, size adjusted volume of telephone traffic and a size 
adjusted number of branches of the importing country’s offshore banks in exporting country. They 
                                                          
14 According to Rose (2004a), countries were not compelled to change their trade policies towards more liberal 
policies immediately as to permit for smooth transition into the membership of WTO. Thus, they had a transition 
period of many years and the effects of WTO membership would reveal only after that long transition period.  
15 Reverse causality occurs as countries might join currency union why because they have close trade relationships 
and not the other way around 
16 Traditional gravity equation would simply regress bilateral trade on GDPs, per capita GDPs and distance 
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found the coefficients of these variables to be highly significant and positive. Also, it was found that 
the inclusion of these two variables reduced the negative effect of distance by approximately 60%. 
Moreover, few researchers studied the effect of immigrant stocks in providing information 
advantages. Eventually, they studied the impacts of migration flows on trade using gravity like 
models. For example, Gould (1994) augmented the theoretical model in Bergstrand (1985) to 
investigate the contribution of immigrant stocks in trades of both origin and destination countries. 
They found immigrant stock to positively influence trade in destination country. Similar studies had 
been carried out later and the finding had been similar as well (Head & Ries, 1998; Dunlevy & 
Hutchinson, 1999; Rauch, 1999; Rauch, 2001; and Girma & Yu, 2002)     
 
2.5 Gaps in the literature 
 
As outlined above, the gravity model of international trade is extensively used to study multilateral 
trade among countries, bilateral trade in between a nation and other countries, currency unions, 
bilateral equity flows, foreign direct investment flows and about migrations flows, etc. Many 
researchers like us have attempted to explore bilateral trade between a nation and other countries.  
 
Several hundreds of researches have been done to learn about the trade flows of European countries 
using gravity model. Out of which, Brodzicki’s (2009) research on Poland’s bilateral trade flows is 
more relevant to our thesis. He investigated the determinants of bilateral trade flows of Poland with 
its 181 trading partner countries during the period of 1999 to 2006. He estimated two equations. A 
basic one with traditional regressors that affect the trade volumes and an extended gravity equation, 
controlling for institutional quality, effects of bilateral and regional trade agreements and volatility 
of exchange rate. He found that inclusion of exchange rate volatility in the model is essential, if the 
country is not a member of any currency union. Though his conclusion is plausible, his skepticism 
about measuring the volatility of Polish zloty while Poland being a member of European Union, put 
forth doubts about the conclusion. A major drawback of his research is that it suffers from sample 
selection bias as he omitted zero trade flows for simplicity.    
 
There are relatively few researches available for the application of Gravity model in the Asian 
contexts. However, they seem to neglect important econometric issues which are vital to produce 
more accurate estimates. Prasai (2014) implemented gravity approach to analyze the trade pattern of 
Nepal. He augmented the model used by Frankel (1993) by including one-year lagged GDP as one 
of regressors and used a pooled ordinary least square regression. The paper concluded that Nepal 
was highly trade dependent in India and recommended the need of diversifying its trading activities 
to China which is another border sharing country with Nepal. He elaborated on the estimates he 
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found to make policy recommendations. However, it is kept silent as to why he disregarded the 
wealth of information by just pooling the data to run a simple OLS than doing a panel data regression 
which would have given more precise estimates. Notably he failed to look at the issue of controlling 
for unobserved country specific heterogeneity by simply running a pooled OLS regression. He 
claimed as to have utilized the White’s robust standard errors while making inferences. However, 
this would only take care of the assumption that the time varying component of error term is 
uncorrelated with other regressors.  The serious issue here is the correlation between the time 
invariant country specific characteristics and other regressors. This violates the exogeneity 
assumption and would lead to heterogeneity biases in the inferences.    
 
Seekkuwa (2004) utilized gravity model to investigate trade creation and diversion effect of SAPTA 
and found that SAPTA resulted in a significant trade creation effect. He carried out the analysis by 
running, both panel and cross-sectional regressions, by analysing data from 1996 to 2002. Since Sri 
Lanka is a member of SAPTA, it is implicit from his study, that Sri Lanka would have benefitted 
from trade diversion effect. Although his study included common gravity variables, his focus was 
on regional trade agreements (for the SAARC region) and not about the results specific to Sri Lanka.  
 
Nawarathna, De Silva & Edirisinghe (2011) fitted an augmented gravity model to Sri Lanka to learn 
country’s trade potential with its 68 trading partners. They implemented panel regression to analyze 
data collected from 1990 to 2009. They concluded that Sri Lanka’s bilateral trade is influenced by 
GDP of Sri Lanka, GDP of trading partner, Population of trading partner, Openness of Sri Lanka and 
by the distance between Sri Lanka and trading partners. The findings of this paper are subject to 
debate due to several reasons.  
 
First, they had neglected all the econometric issues that shapes a gravity application. They failed to 
account for MR terms, which is a fundamental requirement towards obtaining unbiased estimates. 
Further, they completely ignored zero trade flows, which led to selection biases. Second, they 
constructed the trade volumes of Sri Lanka by adding both imports and exports data. In this case they 
should have at least implemented the model specification suggested by Frankel (1993), by having 
the economic sizes (GDPs of Sri Lanka and trading partners) in multiplicative form. Instead, they 
allowed them to be different variables into the model. This is not the correct form to their research 
context.  However, later it was shown by Ruiz and Vilarrubia (2007) that it is essential to fit the 
model using directional bilateral trade flow as to avoid the likely misspecification error, that could 
arise when taking the logarithm of the average of two asymmetrical trade. Thus, the results obtained 
might not have revealed the true nature about Sri Lanka’s trade determinants.  
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Therefore, in this research we address all these gaps. First, though most of literatures do include 
country pair fixed effect (to account MR terms) to account for unobserved country pair specific 
heterogeneity, research carried for Sri Lanka, did not focus on this insufficiency. Second, we did not 
find any literatures for Sri Lanka that uses PPML estimator to deal with heterogeneity in logged error 
terms and zero trade flow issues. Moreover, it is noted that PPML method has not been even utilized 
by any papers that studied the countries from South Asian region. In this research we fill these gaps 
and claim to have estimated unbiased and accurate elasticities for Sri Lanka’s foreign trade. 
3. Data and Methodology 
 
This chapter focusses on presenting the data and methodologies utilized in this thesis. Section 3.1 
discusses the sources of data and defines the construction of variables. Section 3.2 presents 
descriptive statistics, to learn about the characteristics of data. Section 3.3 explains the econometric 
specifications and procedures that were used to arrive at unbiased estimations.  
 
3.1 Data 
 
Data for 73 panels of countries over a period of 22 years starting from 1995 to 2016, with which Sri 
Lanka does trade mostly, were collected17. This period was chosen because there were no missing 
values for any variables in the dataset. However, zero trade flows were present in bilateral trade data, 
which is natural, but is a problem for the analysis which was discussed in section 2.3.3 and will be 
addressed in section 3.2.2.  In addition, we have the data of Sri Lanka. The data set contains variables 
which are bilateral and country specific, collected from varied sources.  
 
The primary bilateral import and export data between Sri Lanka and the trading partners has been 
obtained from International Monetary Fund’s Direction of trade statistics (DOTS) database18. These 
trade data were measured in million US dollars and at current price. This is good as conversion of 
current prices into constant prices might create “inappropriate deflation of nominal trade values” 
(Baldwin,1994). The explanatory variables, gross domestic product (GDP), per capita GDP 
(PC_GDP) and population sizes were collected from World Bank’s World development 
indicators19(2017). GDP and Per capita GDP were measured in US dollars at current prices.  We 
scaled down both GDP and population to be in millions and Per capita GDP to be in thousands during 
data analysis. Using this data, we constructed six variables. Three variables measure Sri Lanka’s 
                                                          
17 See appendix for the list of countries considered 
18 http://data.imf.org/?sk=9D6028D4-F14A-464C-A2F2-59B2CD424B85&sId=1390030341854 
19 https://data.worldbank.org/indicator/?tab=all 
32 
 
gross domestic product (GDP_SL), per capita GDP(PC_GDP_SL) and population (POP_SL). The 
other three variables measure trading partners gross domestic product (GDP), per capita 
GDP(PC_GDP) and population (POP). We run regressions separately to study the imports and 
exports of Sri Lanka. All these six variables would appear together in both the regressions. 
 
We obtained most favored nation (MFN) simple mean tariff rates on manufactured products as ad 
valorem tariff rates. The reason to consider the rates on manufactured products is that non- ad 
valorem tariff rates and mixed tariff rates are generally applied to non- manufacturing industry. 
Essentially, we wanted to have as many as possible tariff data as ad valorem rates. However, there 
are missing values for tariff rates20. We obtained this dataset from World Bank21. Two variables have 
been constructed using this data. First, TARIFF_SL, which measures the import tariff rate in Sri 
Lanka22. Second, TARIFF, which measures the import tariff rate for a trading partner country23. 
TARIFF is trade hindrance for Sri Lankan exporters. Thus, it would be studied by including into 
export regression. TARIFF_SL is trade hindrance for trading partner countries, which would affect 
the imports of Sri Lanka. Therefore, it would be studied by including into the import regression.  
 
We have a dummy variable which captures information about Sri Lanka’s Trade facilitation 
agreement. Sri Lanka is a member of bilateral and multilateral trade treaties namely Indo-Sri Lanka 
free trade agreement (ISFTA), Pakistan-Sri Lanka free trade agreement (PSFTA) and an agreement 
on South Asian free trade area (SAFTA), agreement on global system of trade preferences (GSTP), 
South Asian association for regional cooperation (SARRC) and Asia pacific trade agreement 
(APTA) respectively (Sri Lanka customs, 2017). Sri Lanka is also recipient of the Generalized 
System of Preferences (GSP) and GSP+ preferential tariff systems, that permits duty free access to 
the European union (EU) market24. It is noted that GSP and GSP+ are non-reciprocal arrangements25. 
However, out of these TFAs, only ISFTA and PSFTA are fully functional, whereas APTA, SAFTA, 
GSP and GSP+ are utilized to some degree (Jayaratne & Premaratne, 2011). Using the summarized 
information provided in Table 3.1, we constructed two variables namely TFA_EX and TFA_IM, by 
                                                          
20 Few countries fail to report tariff rates, specially developing countries. 
21 https://data.worldbank.org/indicator/TM.TAX.MANF.SM.FN.ZS. This is a simple tariff structure, constructed 
by word bank using the tariff data from WITS system, United Nations Conference on TRAINS database, WTO 
IDB and CTS databases. 
22 This increases the price of an imported good with in Sri Lanka compared to world market, as to lessen the 
demand for it.  
23 This increases the price of an imported good with in a trading partner country compared to world market, as to 
lessen the demand for a good with in that country.  
24 This provides for a formal system of exemption from the more general rules of the World Trade Organization. 
25 One-way benefit where the GSP recipient Sri Lanka does not required to offer EU similar preferential access to 
home market in return. Further which also means that the preference rates/level of preferences are unilaterally 
decided by the country (EU) which offer the benefit, where beneficiary county cannot decide such things. 
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considering the countries in treaties and the years. First, TFA_EX has been created by assigning the 
value of 1 when there is a trade facilitation agreement favoring Sri Lanka, and 0 otherwise taking 
into account the countries and years. Second, TFA_IM has been created by assigning the value of 1 
when there is a trade facilitation agreement favoring Sri Lanka’s trading partner, and 0 otherwise 
taking into account the countries and years. For example, if Pakistan and Sri Lanka have had a 
bilateral treaty since 2005, we assigned 1 for both TFA_EX and TFA_IM for the years starting from 
2005 to 2016 against Pakistan. In that way, GSP and GSP+ information is reflected only in the 
dummy variable TFA_EX as it is reciprocal and directly influencing Sri Lankan exports.  
 
The variables defined above are all time varying, including the dummies TFA_EX and TFA_IM. All 
these variables will be used in our regressions. Further, we used distance data26 for preliminary 
analysis discussed in section 1.1 and WTO membership data27 to be included in the regression 
executed, to do the robustness check for PPML method. Both distance and WTO membership 
data/variable were not included in our main regressions.  
 
Table 3.1: Functional trade facilitation agreements of Sri Lanka to date  
Trade Arrangement Type Scope Status 
APTA Preferential trade agreement Regional Signed in- 1975, and in force since 1976 
ISFTA Free trade agreement Bilateral Signed in- 1998, and in force since 1977 
PSFTA Free trade agreement Bilateral Signed in- 2002, and in force since 2005 
SAFTA Free trade agreement Regional Signed in- 2004, and in force since 2006 
GSP, GSP+ Non- reciprocal arrangement Bilateral In force since 31st December 200528 
Adapted from Jayaratne & Premaratne (2011). 
 
3.2 Descriptive statistics  
 
We analyze the dataset by considering all 73 panels of countries pooled together as well as by 
grouping them into clusters such as ASEAN countries, SAARC countries, BRICS countries, Non -
OECD-EU countries, Middle east countries, OECD countries and high trading partner countries, 
with which Sri Lanka trade extensively (Hereafter this cluster is named as ‘HIGH’). The countries 
included under each category is self-explained by the cluster names to some extent 29. However, we 
                                                          
26 Source: https://www.distancefromto.net/distance-from-sri-lanka-country 
27 Source: World trade organization - https://www.wto.org/english/thewto_e/whatis_e/tif_e/org6_e.htm 
28 Though GSP benefit is functionally effective from year 2006 to date, it was revoked during the period starting 
from 2011 to 2016(including those years) for the human rights violation issues that occurred during civil war 
times in Sri Lanka. This is reflected in the dataset. 
29 Refer appendix to see the list of countries under each cluster. The groups do not have all the exact countries that 
belong to each group, as we have made some changes.   
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removed countries China, India, Japan, Singapore, United Arab Emirates (UAE), United Kingdom 
(UK) and United States (US) from the clusters originally it had fallen, and placed them into a separate 
basket called HIGH, as Sri Lanka’s trading numbers are high with these countries. Leaving these 
countries into any of earlier mentioned clusters would give results, which would be heavily weighted 
by these countries, but not by other members of the clusters.  For example, more than 50% of Sri 
Lanka’s exports during the period of 1995 to 2016 had been to the countries included under ‘HIGH’ 
category as illustrated in Figure 3.1. This trading pattern is also witnessed with imports as shown in 
Figure 3.2, as Sri Lanka heavily imports from the countries listed under ‘HIGH’. 
 
Figure 3.1: Sri Lanka’s total exports - Country cluster wise (1995 – 2016) 
 
 
Figure 3.2: Sri Lanka’s total imports - Country cluster wise (1995 – 2016) 
 
 
The summary statistics of aggregated data is presented in Table 3.2. It is witnessed from Table 3.2 
that on average, Sri Lanka has had imported more good and services than that of its exports. It is 
notable that the trading partners’ tariffs vary in between 1% to 71%. A higher tariff rate of 71% 
would curtail Sri Lankan exporters from trading with its trading partners.  Sri Lanka’s tariff rate had 
varied in between 7% to 19% during the study period, which is also had seen a huge drop in 1997 as 
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depicted in Figure 3.3. In 1997, Sri Lanka carried out more liberal economic reforms which included 
slashing interest rates, creating credit markets and opening more to foreign markets (Athukorala, 
2012). 
 
Figure 3.3: Sri Lanka’s import tariff rates (1995 – 2016) 
 
 
The distribution of country cluster wise data is presented in Tables 3.3 – 3.9. Countries from ASEAN, 
SAARC and Middle east have had comparatively higher tariff rates (see Tables 3.3,3.7 and 3,8). It 
is noted that Sri Lanka has had no any functioning trade facilitation agreements with the countries 
included under the clusters ASEAN, BRICS and Middle east as reflected by 0 for minimum and 
maximum values for the variables TFA-EX and TFA_IM (see Tables 3.3,3.4 and 3.7). Further Sri 
Lanka has bilateral trade agreements with the countries from SAARC and with few selected countries 
from HIGH cluster (see Tables 3.6 and 3.8). With European union, Sri Lanka has a reciprocal GSP 
or GSP+ benefit, which is reflected by 1 for the variable TFA_EX for NON-OECD-EU countries, 
whereas with selected countries from HIGH and OECD cluster, Sri Lanka do have both bilateral and 
reciprocal trade agreements (see Tables 3.5, 3.6 and 3.9).  
Table 3.2 : Summary statistics- Aggregated data between 1996 - 2016
Mean/ Proportion S.D. Min Max
EXPORTS(Mn) 91.32                  274.05          0 2,887.99        
IMPORTS(Mn) 149.19                471.36          0 6,433.18        
GDP_SL(Mn) 38,008                25,156          13,030       81,788           
GDP(Mn) 647,000              1,820,000     303            18,600,000    
PC_GDP_SL('000) 1.89                    1.18              0.71           3.86               
PC_GDP('000) 20.21                  21.88            0.14           202.83           
POP_SL(Mn) 19.60                  0.88              18.25         21.20             
POP(Mn) 68.98                  202.44          0.25           1,378.67        
TARIFF 0.07                    0.06              0.01           0.71               
SL_TARIFF 0.09                    0.03              0.07           0.19               
TFA_EX 0.20                    0.40              0 1                    
TFA_IM 0.10                    0.31              0 1                    
36 
 
Sri Lanka’s GDP is continued to increase as shown in Figure 3.4. Imports and exports of Sri Lanka 
have continued to rise as well with fluctuations as depicted in Figure 3.5. It is noted again in Figure 
3.5, that Sri Lanka’s imports are higher than its exports. 
 
Figure 3.4: Sri Lanka’s GDP trend (1995 – 2016)     Figure 3.5: Sri Lanka’s imports and exports (1995 - 2016) 
 
 
  
 
Table 3.3 : Summary statistics-ASEAN Countries
Mean / Proportion S.D. Min Max
EXPORTS(Mn) 16.06                  27.90        0 177.29    
IMPORTS(Mn) 110.13                167.74      0 780.15    
GDP(Mn) 132,000              186,000    1,280    932,000  
PC_GDP('000) 9.22                    27.83        0.14      202.83    
POP(Mn) 62.12                  67.06        0.30      261.12    
TARIFF 0.09                    0.05          0.02      0.46        
TFA_EX 0 0 0 0
TFA_IM 0 0 0 0
Table 3.4 : Summary statistics-BRICS Countries
Mean / Proportion S.D. Min Max
EXPORTS(Mn) 111.27                131.45      0 405.72      
IMPORTS(Mn) 45.49                  59.90        0 330.05      
GDP(Mn) 631,000              636,000    116,000 2,300,000 
PC_GDP('000) 5.99                    3.83          1.33       16.01        
POP(Mn) 96.92                  48.54        42.09     148.38      
TARIFF 0.09                    0.02          0.06       0.16          
TFA_EX 0 0 0 0
TFA_IM 0 0 0 0
Table 3.5 : Summary statistics-NON-OECD-EU Countries
Mean / Proportion S.D. Min Max
EXPORTS(Mn) 6.76                   11.97       0 73.45       
IMPORTS(Mn) 5.90                   11.87       0 80.28       
GDP(Mn) 46,827               48,109     3,440       214,000   
PC_GDP('000) 9.35                   8.08         0.64         35.39       
POP(Mn) 11.91                 14.89       0.38         51.51       
TARIFF 0.05                   0.02         0.04         0.13         
TFA_EX 0 0 0 1
TFA_IM 0 0 0 0
Table 3.6 : Summary statistics - HIGH countries
Mean / Proportion S.D. Min Max
EXPORTS(Mn) 548.32               700.17      0 2,887.99     
IMPORTS(Mn) 937.06               1,212.70   47 6,433.18     
GDP(Mn) 3,710,000          4,610,000 65,744     18,600,000 
PC_GDP('000) 27.84                 18.12        0.37         57.59          
POP(Mn) 420.83               522.45      2.45         1,378.67     
TARIFF 0.08                   0.08          0.02         0.41            
TFA_EX 0 0 0 1
TFA_IM 0 0 0 1
Table 3.7 : Summary statistics-Middle east countries
Mean / Proportion S.D. Min Max
EXPORTS(Mn) 19.93                   17.94       0 119.31     
IMPORTS(Mn) 95.75                   220.73     0 1,358.42  
GDP(Mn) 116,000               156,000   5,849       756,000   
PC_GDP('000) 15.10                   17.68       0.94         88.57       
POP(Mn) 19.75                   28.49       0.51         95.69       
TARIFF 0.09                     0.10         0.04         0.71         
TFA_EX 0 0 0 0
TFA_IM 0 0 0 0
Table 3.8 : Summary statistics-SAARC countries
Mean / Proportion S.D. Min Max
EXPORTS(Mn) 28.67                  32.93        0 134.41        
IMPORTS(Mn) 40.02                  79.59        0 347.72        
GDP(Mn) 49,529                70,280      303           279,000      
PC_GDP('000) 1.69                    2.16          0.21          9.87            
POP(Mn) 65.15                  70.92        0.25          193.20        
TARIFF 0.17                    0.07          0.11          0.53            
TFA_EX 1 0 0 1
TFA_IM 1 0 0 1
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Table 3.10 shows the correlation among all variable based on aggregated data. It is noted from Table 
3.10, that all most all the variables that we have included in regressions as explanatory variables, are 
significantly correlated with imports and exports of Sri Lanka. 
 
 
3.3 Methodologies 
 
Since our interest is in learning about the factors that affect Sri Lanka’s foreign trade, we perform 
the analysis on one-way trade flows of Sri Lanka with its trading partners. We intend to estimate 
separate regressions for exports and imports of Sri Lanka. The reason to model this way (directional 
bilateral trade flows), is to avoid the likely misspecification error, that could arise when taking the 
logarithm of the average of two asymmetrical trade flows between Sri Lanka and a trading partner 
(Ruiz & Vilarrubia, 2007)30. 
 
An important deficiency that was identified in section 2.5 is the use of insufficient estimation 
methods. We address this essential issue by employing a nonlinear estimator called Poisson pseudo-
maximum-likelihood (PPML) estimator. To do this we follow the method of Westerlund and 
                                                          
30 Another advantage of using directional trade flows is that it allows to estimate the effects of potential trade 
creation and diversion, that arises due to the creation of free trade areas and currency (Ruiz & Vilarrubia, 2007). 
This is out of the scope of this thesis. 
Table 3.9 : Summary statistics-OECD countries
Mean / Proportion S.D. Min Max
EXPORTS(Mn) 64.52                  105.36     0 560.95      
IMPORTS(Mn) 63.90                  103.07     0 963.10      
GDP(Mn) 533,000              704,000   4,374       3,890,000 
PC_GDP('000) 29.73                  21.16       2.33         119.23      
POP(Mn) 22.44                  27.22       0.27         127.54      
TARIFF 0.05                    0.02         0.01         0.17          
TFA_EX 0 0 0 1
TFA_IM 0 0 0 1
Table 3.10 : Correlation matrix - Aggregated data
EXPORTS IMPORTS GDP_SL GDP PC_GDP_SL PC_GDP POP_SL POP TARIFF SL_TARIFF TFA_EX TFA_IM
EXPORTS 1
IMPORTS 0.24* 1
GDP_SL 0.11* 0.17* 1
GDP 0.88* 0.32* 0.11* 1
PC_GDP_SL 0.11* 0.17* 1* 0.11* 1
PC_GDP 0.21* -0.03 0.22* 0.2* 0.22* 1
POP_SL 0.11* 0.16* 0.95* 0.12* 0.95* 0.22* 1
POP 0.26* 0.73* 0.02 0.36* 0.02  -0.16* 0.02 1
TARIFF  -0.08* 0.12*  -0.19*  -0.1*  -0.19*  -0.4*  -0.2* 0.31* 1
SL_TARIFF -0.05  -0.07*  -0.44* -0.05  -0.44*  -0.07*  -0.53* -0.01 0.05 1
TFA_EX 0.06* 0.22* 0.02 0.09* 0.03  -0.07* 0.1* 0.34* 0.24* 0.01 1
TFA_IM 0 0.33* 0.02 0.03 0.02  -0.25* 0.03 0.44* 0.48* -0.01 0.68* 1
* p < 0.05
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Wilhelmsson (2011) who explained the use of the PPML method to analyze panel data. The necessity 
of using this improved estimation method is discussed below along with model specifications.  
 
We illustrated different phases of the development of the gravity model in section 2.2 and its 
absorption into international trade economics as an important analytical tool. As pointed out, we 
solve the issues which were initially theoretically addressed by Anderson and van Wincoop (2003) 
and Helpman, Melitz and Rubinstein (HMR) (2008) in our model, regarding the inclusion of 
multilateral resistance (MR) terms and the issue of accounting for zero trade flows respectively. To 
account for MR terms31, Anderson and van Wincoop (2003) and Feenstra (2003) suggested to use 
country specific fixed effects and it has been proven to be a consistent method (Feenstra, 2004 & 
Redding & Venables, 2004). Therefore, we implement country pair fixed effects in our model32. To 
address the issue of zero trade flows, HMR proposed a two-stage estimation procedure, which has 
been later used by many papers33.  
   
However, Silva and Tenreyro (2015) showed that HMR two stage estimation procedure is valid only 
under the conditions of strong distributional assumption and homoskedasticity assumption. 
Moreover, to implement HMR, during second stage we need to find an appropriate exclusion 
restriction for identification, which is challenging (Westerlund & Wilhelmsson, 2011). Therefore, 
we chose to use PPML estimator which was initially proposed and used by Silva and Tenreyro 
(2006), which is a superior estimation method available to-date for estimating gravity equations. The 
paper by Silva and Tenreyro (2006) showed implementing gravity equation for cross sectional data. 
They showed how elasticities can be inaccurate while using the log-linearized models estimated by 
OLS, with the presence of heteroskedasticity in the data. However, when we apply this methodology 
to panel data, we can control for country specific heterogeneity even in small samples34 (Westerlund 
& Wilhelmsson, 2011), in addition to addressing the problems of zero trade flow and 
heteroskedasticity35 (Silva & Tenreyro, 2006).  
 
The seriousness of neglecting MR terms has been considered by similar studies which had 
investigated the trade flows of Asian countries (Rahman & Dutta, 2012). But they neglected the 
                                                          
31 MR terms are not directly measurable and difficult to simulate. See section 2.2.2 for details 
32 To account for MR terms, the gravity models that study the trade among every pair of nation would include 
importer and exporter fixed effects. We study trade, which happens only between Sri Lanka and its trading 
partners. In that case we need to include dummies for destinations only. Since one partner is always Sri Lanka, the 
dummies would be capturing country pair fixed effects. 
33 See section 2.2.3 for details 
34 Fixed effects panel method accommodates to account for country specific heterogeneity in large samples even 
in OLS  
35 Zero trade flow issue has been discussed in section 2.3.3 
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biases that occur due to zero trade flow issue. Therefore, we estimate equations using both fixed 
effects panel OLS and PPML estimation methods, and pursue arguments using the unbiased 
estimations obtained using PPML method. The comparison of results aid to checking for the 
robustness of PPML method as well. However, we run a fourth specification, that uses PPML method 
with different control variables in order to do robustness check for PPML method.  
 
3.2.1  OLS fixed effects specification 
 
We specify a model similar to that investigated by Baier and Bergstrand (2007). However, we study 
the variables such as the GDPs of Sri Lanka and of its trading partners, per capita GDPs of Sri Lanka 
and of its trading partners, population sizes of Sri Lanka and of its trading partners, tariffs and trade 
facilitation agreements. We advance panel OLS specification through three gradual stages, to show 
how MR terms are captured in to the model. The base line regressions are, 
 
ln(𝑋)𝑠𝑗𝑡 = 𝛽0 + 𝛽1 ln(𝐺𝐷𝑃_𝑆𝐿)𝑠𝑡 + 𝛽2 ln(𝐺𝐷𝑃)𝑗𝑡 +
𝛽3 ln(𝑃𝐶_𝐺𝐷𝑃_𝑆𝐿)𝑠𝑡 + 𝛽4 ln(𝑃𝐶_𝐺𝐷𝑃)𝑗𝑡 + 𝛽5 ln(𝑃𝑂𝑃_𝑆𝐿)𝑠𝑡 + 𝛽6 ln(𝑃𝑂𝑃)𝑗𝑡 + 𝛽7 ln(1 +
𝑇𝐴𝑅𝐼𝐹𝐹)𝑗𝑡 + 𝛽8(𝑇𝐹𝐴_𝐸𝑋)𝑠𝑗𝑡 + 𝑐𝑡 + 𝜖𝑠𝑗𝑡, 
 
(3.1) 
and 
ln(𝑀)𝑠𝑗𝑡 = 𝛽0 + 𝛽1 ln(𝐺𝐷𝑃_𝑆𝐿)𝑠𝑡 + 𝛽2 ln(𝐺𝐷𝑃)𝑗𝑡 +
𝛽3 ln(𝑃𝐶_𝐺𝐷𝑃_𝑆𝐿)𝑠𝑡 + 𝛽4 ln(𝑃𝐶_𝐺𝐷𝑃)𝑗𝑡 + 𝛽5 ln(𝑃𝑂𝑃_𝑆𝐿)𝑠𝑡 + 𝛽6 ln(𝑃𝑂𝑃)𝑗𝑡 + 𝛽7 ln(1 +
𝑆𝐿_𝑇𝐴𝑅𝐼𝐹𝐹)𝑗𝑡 + 𝛽8(𝑇𝐹𝐴_𝐼𝑀)𝑠𝑗𝑡 + 𝑐𝑡 + 𝜖𝑠𝑗𝑡, 
 
(3.2) 
where ln(𝑋)𝑠𝑗𝑡 and ln(𝑀)𝑠𝑗𝑡 denote log of export and log of import values between Sri Lanka and 
its trading partners in year 𝑡. ln(𝐺𝐷𝑃_𝑆𝐿)𝑠𝑡, ln(𝑃𝐶_𝐺𝐷𝑃_𝑆𝐿)𝑠𝑡 and ln(𝑃𝑂𝑃_𝑆𝐿)𝑠𝑡  represent logs of 
Sri Lanka’s gross domestic product, gross domestic product per capita and population respectively. 
ln(𝐺𝐷𝑃)𝑗𝑡 , ln(𝑃𝐶_𝐺𝐷𝑃)𝑗𝑡 and ln(𝑃𝑂𝑃)𝑗𝑡 represent logs of trading partner’s gross domestic 
product, gross domestic product per capita and population respectively. ln(𝑇𝐴𝑅𝐼𝐹𝐹)𝑗𝑡 represents 
log of the import tariff rate in a trading partner country whereas ln(𝑇𝐴𝑅𝐼𝐹𝐹_𝑆𝐿)𝑗𝑡 represents the log 
of the import tariff rate in Sri Lanka. ln(𝑇𝐹𝐴_𝐸𝑋)𝑠𝑗𝑡is a dummy variable which takes the value of 1 
when there is a trade facilitation agreement favoring Sri Lanka and 0, otherwise. Similarly, 
ln(𝑇𝐹𝐴_𝐼𝑀)𝑠𝑗𝑡 is a dummy which takes the value of 1 when there is a trade facilitation agreement 
favoring Sri Lanka’s trading partner and 0, otherwise36. 
 
                                                          
36 The construction of TFA_EX and TFA_IM variables and the distinctions between them were discussed in 
section 3.1 
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𝑐𝑡 is Time fixed effect which phases out the biases that could arise due to aggregate demand
37 and 
aggregate supply shocks38 that could influence trade in different time periods. 𝑐𝑡 would weaken the 
effect of any spurious correlation that could be created due to the usage of price deflators of export 
and import flows. This is the basic form of gravity equation that captures the time fixed effects, time 
trend and global shocks that could happen in different years (Magee, 2008). 𝜖𝑠𝑗𝑡 is the random error 
component associated with the estimation. 
 
However, this is only a basic form which cannot handle the issues arise due to the existence of MR 
terms39. Accounting for MR terms is crucial because prices vary across all trading partners over time 
that would affect the estimation. Therefore, the base line regression estimations would suffer from 
omitted variable biases40, endogeneity issues arise from TFA variables and other measurement 
errors41 (Baier & Bergstrand, 2007) 
 
To tackle these issues, we add country specific fixed effects to the baseline regression (Anderson & 
van Wincoop, 2003 and Feenstra, 2003). In our case, it is a country pair fixed effect (CPFE) between 
Sri Lanka and its trading partner. The regression which controls for CPFE is42 (Baier & Bergstrand, 
2007 and Magee, 2003), 
 
ln(𝑋)𝑠𝑗𝑡 = 𝛽0 + 𝛽1 ln(𝐺𝐷𝑃)𝑗𝑡 + 𝛽2 ln(𝐺𝐷𝑃_𝑆𝐿)𝑠𝑡 + 𝛽3 ln(𝑃𝐶_𝐺𝐷𝑃)𝑗𝑡 +
𝛽4 ln(𝑃𝐶_𝐺𝐷𝑃_𝑆𝐿)𝑠𝑡 + 𝛽5 ln(𝑃𝑂𝑃)𝑗𝑡 + 𝛽6 ln(𝑃𝑂𝑃_𝑆𝐿)𝑠𝑡 + 𝛽7 ln(1 + 𝑇𝐴𝑅𝐼𝐹𝐹)𝑗𝑡 +
𝛽8(𝑇𝐹𝐴_𝐸𝑋)𝑠𝑗𝑡 + 𝑐𝑡 + 𝛼𝑠𝑗 + 𝜖𝑠𝑗𝑡, 
 
(3.3) 
where ln(𝑋)𝑠𝑗𝑡 denotes log of the average exports value in between Sri Lanka and its trading partners 
in year 𝑡43. The country pair fixed effect 𝛼𝑠𝑗, captures unobserved country pair heterogeneity. That 
means all the time- invariant bilateral heterogeneity is now controlled by the term 𝛼𝑠𝑗. This addresses 
the issue of heteroskedasticity which arises due to various types of countries which trade with Sri 
Lanka that does not share similar characteristics among them. Further inclusion of 𝛼𝑠𝑗 also controls 
for endogeneity issues that arise because of close cultural and historical connections between Sri 
Lanka and its some of trading partners. Otherwise, error term 𝜖𝑠𝑗𝑡 would be correlated with other 
                                                          
37 An example of global income shocks 
38 An example of a global financial crisis 
39 See section 2.2.2 for details 
40 The omitted variables here are MR terms 
41 Countries might have increased trade among them even before entering in to a trade agreement. This increased 
trade could be a reason for them to sign a trade facilitation agreement. Reverse causality is present in this case. 
42 From here onwards we discuss methodologies only using ‘exports’ regression. ‘import’ regression is same as 
this, but with the variables 𝑆𝐿_𝑇𝐴𝑅𝐼𝐹𝐹 and 𝑇𝐹𝐴_𝐼𝑀. 
43 Since we do use fixed effect estimator, it averages the exports over a period 
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explanatory variables and lead to biased estimates. Here endogeneity arises as Sri Lanka could enter 
into trade agreement after observing higher trade activities that materializes because of such ties44.  
In this fashion, CPFE controls for country pair specific factors that affect trade flows which are 
constant over the time. Trade theories are built on using unidirectional trade which is either imports 
or exports and it is the same with multilateral resistance terms (Anderson & van Wincoop, 2003) 
which requires bilateral imports or bilateral exports45. Here 𝑐𝑡, again does the same task of controlling 
for the time fixed effects discussed along the equations (3.1) and (3.2).  
 
Nevertheless, equation (3.3) is still insufficient as it lacks control for country pair time specific 
shocks to a country’s bilateral trade flows46.Magee (2008) discussed this and addressed it as an 
inherent issue to gravity modelling. If the time specific shocks and other variables included in the 
specifications are uncorrelated, then unbiased estimates can be obtained. However, it is considered 
that controlling for all such time shocks would enhance the accuracy of estimates. Importers and 
exporters are affected by several factors that are specific to them in a specific year which can 
influence bilateral trade. These time specific factors of importers and exporters can be captured in 
the model by including importer year fixed effects and exporter year fixed effects. In this thesis, one 
trade partner is always Sri Lanka. Therefore, the time specific factor will be country pair (Sri Lanka 
and a trading partner) year fixed effects. This is achieved by adding a time dummy to capture country 
pair time fixed effects (CPTFE) of all trading partners. Inclusion of 𝛿𝑠𝑡 represents CPTFEs in the 
following regression, 
 
ln(𝑋)𝑠𝑗𝑡 = 𝛽0 + 𝛽1 ln(𝐺𝐷𝑃)𝑗𝑡 + 𝛽2 ln(𝐺𝐷𝑃_𝑆𝐿)𝑠𝑡 + 𝛽3 ln(𝑃𝐶_𝐺𝐷𝑃)𝑗𝑡 +
𝛽4 ln(𝑃𝐶_𝐺𝐷𝑃_𝑆𝐿)𝑠𝑡 + 𝛽5 ln(𝑃𝑂𝑃)𝑗𝑡 + 𝛽6 ln(𝑃𝑂𝑃_𝑆𝐿)𝑠𝑡 + 𝛽7 ln(1 + 𝑇𝐴𝑅𝐼𝐹𝐹)𝑗𝑡 +
𝛽8(𝑇𝐹𝐴_𝐸𝑋)𝑠𝑗𝑡 + 𝛿𝑠𝑡 + 𝛼𝑠𝑗 + 𝜖𝑠𝑗𝑡, 
 
(3.4) 
𝛿𝑠𝑡  measures the change in overall exports of Sri Lanka to a trading partner country 𝑗 in year 𝑡, by 
controlling for country 𝑗’s overall exports change. The resulting equation (3.4) is controlling for all 
the variables that could be affected by time specific factors which are unobserved, and time varying 
observed variables. Including CPTFE also eliminates the biases in fixed effect estimator that would 
arise because of averaging of trade flows. Baldwin and Taglioni (2006) discussed that as countries 
use price deflators for imports and export flows, fixing the issue of MR is important and can be 
simply accomplished by accounting for CPTFE. Since the specification in equation (3.4) controls for 
                                                          
44 Increased trade causes to enter into trade facilitation agreements  
45 The thesis is written considering unidirectional trade 
46 Here it’s always in between a fixed country (Sri Lanka) and its trading partner 
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both CPFE and CPTFE which are unobservable, it is most likely to achieve unbiased coefficients of 
variables47.  
Although the inclusion of 𝛿𝑠𝑡 could control for almost all the variables, for instance GDPs, Per capita 
GDPs and Population (time varying observed variables), we would be estimating the specification 
attained in equation (3.4). The reason is, we are interested in estimating the coefficients of these time 
varying variables to comment about general gravity model of Sri Lanka. Further it is presumed that 
the variables TARIFF and TFA are uncorrelated with CPTFEs as a country’s choice of forming a 
trade facilitation agreement and the revisal of tariff rates are not associated with time specific shocks. 
All the estimations carried out in this thesis employ the specification in equation (3.4). 
 
However, OLS specifications cannot handle the zero-trade flow issue as mentioned in section 2.3.3. 
Therefore, we employ the PPML specification (Silva & Tenreyro, 2006), which had been proven to 
generate unbiased estimations. PPML specification achieves better estimations, because it addresses 
the problem of Jensen’s inequality which happens during the transformations from nonlinear models 
to log-linearized models48. This transformation would generate highly biased coefficients when 
heteroskedasticity is present (Silva & Tenreyro, 2006)49.  
 
Further, since PPML estimator does the estimation intact in the form of nonlinear gravity equation, 
zero trade flow issue is naturally solved. As a result, the issue of selection bias (Helpman et al., 2008) 
that occurred during OLS specification by omitting the zero trade flows is addressed, by including 
zero trade flow rows into the model. Because of all these reasons, Poisson pseudo-maximum-
likelihood (PPML) provides accurate and unbiased estimations.  
 
Moreover, we could not find any research, conducted to learn the trade patterns in Asia, that uses 
PPML method for estimation. This is one of the gaps we identified in section 2.5 and as a result we 
infer that the estimations done in those papers might suffer from incorrect signs, efficiency and 
accuracy. We fill this gap by using PPML estimator in generating unbiased estimations. Derivation 
of PPML estimator is briefly discussed in the following section. 
 
 
 
                                                          
47 General characteristics of a country pair which is constant over time is captured by CPFE whereas time specific 
factors of importer and exporter is captured by CPTFE. 
48 𝐸(ln 𝑦) ≠ ln 𝐸(𝑦) 
49 Silva and Tenreyro (2006) showed PPML estimation handle the issues arises out of Jensen’s inequality in the 
presence of heteroskedasticity and generate accurate results than that of OLS estimations. 
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3.2.2.  PPML fixed effects specification 
 
The natural mechanism PPML has got to deal with zero trade flows is an additional advantage. Also, 
PPML estimator performs well compared to OLS in this context, with moderate biases and size 
distortions (Westerlund & Wilhelmsson, 2011). We follow the derivation from Westerlund and 
Wilhelmsson (2011) but modified to fit into our model specification. We illustrate using the 
regression of exports here.  
 
Let us denote the exports from Sri Lanka to country 𝑗 = 1, … , 𝑛 by 𝑋𝑠𝑗𝑡where 𝑗 ≠ 𝑠 at time 𝑡 =
1, … , 𝑇. There will be 𝑛 number of observations per period. Throughout this thesis, our focus is to 
estimate the regression specification given in equation (3.4), with the variables GDP_SL, GDP, 
PC_GDP_SL, PC_GDP, POP_SL, POP, TARIFF and TFA_EX. Here TARIFF and TFA_EX are 
dummy variables and the rest are continuous variables. To make the discussion easy, we further 
proceed only with two continuous variables namely GDP_SL, GDP and a dummy variable TFA_EX. 
In shorten, GDP_SL and GDP are denoted as 𝑌𝑠𝑡 and 𝑌𝑗𝑡 respectively and TFA_EX is denoted as 𝐺𝑠𝑗𝑡. 
If we just assume that we have only these three variables in the model, then the export can be written 
as following function 
𝑋𝑠𝑗𝑡 = 𝑓(𝑌𝑠𝑡 , 𝑌𝑗𝑡 , 𝐺𝑠𝑗𝑡), (3.5) 
and the resulting gravity equation is  
𝑋𝑠𝑗𝑡 = 𝛼0. 𝑌𝑠𝑡
𝛼1 . 𝑌𝑗𝑡
𝛼2 . 𝑒𝑥𝑝(𝛼3𝐺𝑠𝑗𝑡), (3.6) 
or can be written as 
𝑋𝑠𝑗𝑡 = 𝑒
𝛾. 𝑌𝑠𝑡
𝛼1 . 𝑌𝑗𝑡
𝛼2 . 𝑒𝑥𝑝(𝛼3𝐺𝑠𝑗𝑡), 
 
(3.7) 
The algebraic form of the gravity equation (3.7) is 
𝜆𝑠𝑗𝑡 = 𝐸 (𝑋𝑠𝑗𝑡|𝑌𝑠𝑡 , 𝑌𝑗𝑡 , exp(𝐺𝑠𝑗𝑡)) = exp(𝛾). 𝑌𝑠𝑡
𝛼1 . 𝑌𝑗𝑡
𝛼2 . exp(𝛼3𝐺𝑠𝑗𝑡), (3.8) 
Or can be written as  
𝜆𝑠𝑗𝑡 = exp (𝛾 + 𝛼3𝐺𝑠𝑗𝑡) . 𝑌𝑠𝑡
𝛼1 . 𝑌𝑗𝑡
𝛼2 , 
 
(3.9) 
where 𝜆𝑠𝑗𝑡 is the expectation of 𝑋𝑠𝑗𝑡 conditional on 𝑌𝑠𝑡 , 𝑌𝑗𝑡and 𝐺𝑠𝑗𝑡. 
In case of panel data, heterogeneity can be allowed by means of 𝑛 country pair fixed effects, denoted 
as 𝛼𝑠𝑗. If we allow this into the model, the resulting equation is 
𝐸(𝑌𝑠𝑡 , 𝑌𝑗𝑡 , 𝑒𝑥𝑝(𝐺𝑠𝑗𝑡), 𝛼𝑠𝑗) =  exp (𝛼𝑠𝑗 + 𝛾 + 𝛼3𝐺𝑠𝑗𝑡) . 𝑌𝑠𝑡
𝛼1 . 𝑌𝑗𝑡
𝛼2 , (3.10) 
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which can be written as 
𝐸(𝑌𝑠𝑡 , 𝑌𝑗𝑡 , 𝑒𝑥𝑝(𝐺𝑠𝑗𝑡), 𝛼𝑠𝑗) = exp(𝛼𝑠𝑗) . exp(𝛾 + 𝛼3𝐺𝑠𝑗𝑡) . 𝑌𝑠𝑡
𝛼1 . 𝑌𝑗𝑡
𝛼2  =   exp( 𝛼𝑠𝑗). 𝜆𝑠𝑗𝑡  , 
 
(3.11) 
This form implicitly describes the following regression  
𝑋𝑠𝑗𝑡 = exp(𝛼𝑠𝑗). 𝜆𝑠𝑗𝑡 + 𝑒𝑠𝑗𝑡  , 
 
(3.12) 
which is also equivalently written in multiplicative form as 
𝑋𝑠𝑗𝑡 = exp(𝛼𝑠𝑗). 𝜆𝑠𝑗𝑡 . 𝑣𝑠𝑗𝑡  
 
(3.13) 
where 𝑒𝑠𝑗𝑡 is random error term with zero mean and independent of explanatory variables.   
𝑣𝑠𝑗𝑡 = 1 +
𝑒𝑠𝑗𝑡
exp(𝛼𝑠𝑗). 𝜆𝑠𝑗𝑡
⁄ , which is heteroskedastic error term with mean 1. That is  
𝐸(𝑣𝑠𝑗𝑡|𝑌𝑠𝑡 , 𝑌𝑗𝑡 , exp(𝛼3𝐺𝑠𝑗𝑡), 𝛼𝑠𝑗) = 1 
 
 
For example, if we do not have zero trade flows in our data set, then we could estimate the regression 
given in equation (3.13) by taking logarithm making it a linear model. The resulting log-linearized 
equation is  
ln 𝑋𝑠𝑗𝑡 = 𝛼𝑠𝑗 + 𝛾 + 𝛼1 ln 𝑌𝑠𝑡 + 𝛼2 ln 𝑌𝑗𝑡 + 𝛼3𝐺𝑠𝑗𝑡 + ln 𝑣𝑠𝑗𝑡 , (3.14) 
which can be estimated by OLS. But a general aspect of trade data is that it takes zero values as trade 
does not happen in-between each country pair always. In that case 𝑋𝑠𝑗𝑡takes 0 values and ln 𝑋𝑠𝑗𝑡 is 
not defined. Therefore, the log-linear equation (3.14) is no longer accurate and the reasons were 
discussed. 
Therefore, when a model cannot be log-linearized, the alternative is to estimate it from its 
multiplicative form directly. Doing that would allow us to write the conditional mean of the fixed 
effect formulae as follows 
𝜆𝑠𝑗𝑡 = exp(𝛼𝑠𝑗 + γ + 𝛼1 ln 𝑌𝑠𝑡 + 𝛼2 ln 𝑌𝑗𝑡 + 𝛼3𝐺𝑠𝑗𝑡) (3.15) 
Here we can drop 𝛾 and write it as follows50 
𝜆𝑠𝑗𝑡 = exp(𝛼𝑠𝑗 + 𝛼1 ln 𝑌𝑠𝑡 + 𝛼2 ln 𝑌𝑗𝑡 + 𝛼3𝐺𝑠𝑗𝑡) (3.16) 
Equation (3.16) is the exponential regression of export function with fixed effects. This equation 
logically trails from equation (3.6). This form allows zero for 𝜆𝑠𝑗𝑡, while ensuring nonnegative 
numbers for it. This is also consistent with reality as trade cannot have non-negative numbers51. 
Further 𝑋𝑠𝑗𝑡 does not need to be an integer at all (Westerlund & Wilhelmsson, 2011). 
                                                          
50 𝛾 is a constant that can be treated as country pair fixed effect 
51 Traditional additive regression given in equation (3.14) cannot ensure this condition 
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Hausman et al. (1984) originally showed estimating an exponential regression as like in equation 
(3.16). They considered a special case, where the data was measured as non-negative integers. They 
proposed using a form of traditional Poisson maximum likelihood estimator, altered to account fixed 
effects. Authors cancelled out the fixed effects by conditioning on ∑ 𝑋𝑠𝑗𝑡
𝑇
𝑡=1 , which is a satisfactory 
statistic for 𝛼𝑠𝑗. This would result in the following log-likelihood function  
ln 𝐿 = ∑ ∑ Г(𝑋𝑠𝑗𝑡 + 1)
𝑇
𝑡=1
− ∑ ∑ 𝑇𝑖𝑗𝑡 ln ∑
𝜆𝑠𝑗𝑘
𝜆𝑠𝑗𝑡
𝑇
𝑘=1
𝑇
𝑡=1
𝑛
𝑖≠𝑗
𝑛
𝑖≠𝑗
 
 
(3.17) 
where Г is gamma function. An alternative estimator of poisson fixed effect model is quasi 
differenced generalized method of moments estimator (Blundell et al., 2002). After estimating the 
slopes, an estimate of 𝛼𝑠𝑗 can be obtained by substituting 𝜆𝑠𝑗𝑡   in 
1
𝑇
∑ 𝑋𝑠𝑗𝑡
𝑇
𝑡=1
1
𝑇
∑ 𝜆𝑠𝑗𝑡
𝑇
𝑡=1
⁄  by its ML 
estimate (Westerlund & Wilhelmsson, 2011). By doing that, we obtain an estimate of exp(𝛼𝑠𝑗), but 
not of 𝛼𝑠𝑗. exp(𝛼𝑠𝑗) is not known in the fixed effects construction of gravity model. If regression 
equation 3.16 is correctly specified, then the consistency of resulting Poisson fixed effects MS slope 
estimator would follow the standard ML theory (Gourieroux et al., 1984). Moreover, validity of 3.16 
does not require the data to have Poisson distribution. With all these, Westerlund and Wilhelmsson 
showed that Poisson pseudo fixed effect ML estimator generate best estimate for gravity equation.  
Nevertheless, to make valid inferences, it is essential to have the correct specification of conditional 
variance as well. This requires  
𝜆𝑠𝑗𝑡 = 𝑣𝑎𝑟(𝑋𝑠𝑗𝑡|𝑌𝑠𝑡 , 𝑌𝑗𝑡 , 𝐺𝑠𝑗𝑡) (3.18) 
However, equation 3.18 also does not require the data to be poisson distributed. Westerlund and 
Wilhelmsson argued that if consistency is what we are interested in, then 3.18 does not have to 
satisfy. That mean the data do not have to be equally dispersed.   
We estimate regressions both using OLS and PPML estimators as to compare the differences and to 
ensure robustness of results. However, we pursue arguments using the estimations of PPML method. 
In next section we estimate log- linearized specification given by (3.1), (3.4) and the non-linear 
specification given by (3.16). The resulting non-linear specification is, 
 
𝜆𝑠𝑗𝑡 = exp(𝛼𝑠𝑗 + 𝛿𝑠𝑡 + 𝛽1 ln(𝐺𝐷𝑃)𝑗𝑡
+ 𝛽2 ln(𝐺𝐷𝑃𝑆𝐿)𝑠𝑡
+ 𝛽3 ln(𝑃𝐶𝐺𝐷𝑃)𝑗𝑡 + 𝛽4 ln(𝑃𝐶𝐺𝐷𝑃𝑆𝐿)𝑠𝑡
+ 𝛽5 ln(𝑃𝑂𝑃)𝑗𝑡 + 𝛽6 ln(𝑃𝑂𝑃𝑆𝐿)𝑠𝑡
+ 𝛽7 ln(1 + 𝑇𝐴𝑅𝐼𝐹𝐹)𝑗𝑡 + 𝛽8(𝑇𝐹𝐴_𝐸𝑋)𝑠𝑗𝑡 +  𝜖𝑠𝑗𝑡). 
   (3.19) 
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4. Empirical Analysis  
 
This section illustrates and discusses the application of econometric procedures that we chose to 
implement and their outcomes. The results of regression specifications which vary based on 
estimators and control variables are presented using tables and figures. We also discuss the outcomes, 
special elements of the data, results of econometric procedures, and statistical testing that were 
conducted, as well as their interpretations. Finally, we highlight the findings of gravity analysis.   
 
4.1 Empirical results  
 
In this section, we present and discuss the estimated gravity models which were fitted using different 
model specifications and estimators as discussed in section 3.3, which shows the importance of using 
the PPML fixed-effect estimation method instead of OLS fixed-effect estimations. This led us to 
advance with two goals in hand. The first is to test the hypotheses, that were set and discussed in 
section 1.2 as to examine whether Sri Lanka’s foreign trade can be explained by the general gravity 
model of international trade. The second is to estimate the coefficients with consistent and efficient 
estimator as to obtain unbiased estimations. Therefore, we discuss the outcomes of the three 
specifications that were attained in section 3.3, as to compare and evaluate the estimations.  
 
We fitted regressions specification given by the equations (3.1), (3.4) and (3.19), namely, the OLS 
time fixed effect specification without MR terms, the OLS fixed effect specification accounting for 
MR terms, and the PPML fixed effect specification, which accounts for MR terms and corrects the 
issues of heteroskedasticity in OLS logged error component and zero trade flows. In addition to that, 
we run a fourth regression to check the robustness of the PPML method, by including more control 
variables52. Two sets of all regressions were run which separately study the exports and imports of 
Sri Lanka. We discuss the outcomes of these in section 4.1.1 below. Since we are interested in seeing 
whether gravity also holds for groups of countries with which Sri Lanka experience and shares 
similar trade characteristics and benefits, we executed separate regressions by country cluster wise, 
which are presented and discussed in section 4.1.2. 
 
Although it is now commonly known that, using fixed effect estimation is essential for gravity 
analysis (Cheng & Wall, 2005), because country pair specific characteristics correlate across 
different times in different cross sections, we conducted the usual Hausman test to see whether our 
                                                          
52 We did the robustness check for PPML method, by excluding the variables of per capita GDP of Sri Lanka and 
per capita GDP of trading partners. Meanwhile, we included WTO Membership into the model.  
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data set could be sufficiently estimated using either fixed effect (FE) or random effect (RE) 
estimations53. The test confirmed that using fixed effect is a necessity by rejecting the null hypothesis 
at 1 % level of significance with a 
26
2 test statistics of 85.0954. Therefore, we chose fixed effect 
estimation methods regardless of the choice of estimators. 
 
4.1.1 Estimations of overall data  
 
The estimations of bilateral export of Sri Lanka are presented in Table 4.1 below. The first column 
lists the estimations of the coefficients of OLS time fixed effect specification without MR terms, the 
second column lists the results of OLS fixed effect specification with MR terms, the third column 
shows the results of PPML fixed effect specification and at last, the fourth column shows the results 
of regression estimation for the robustness check of PPML method. In case of exports, if gravity 
holds, we expect significant and positive coefficients for the economic size of origin and destinations 
(ln_GDP_SL and ln_GDP), level of development and infrastructures of origin and destinations 
(ln_PC_GDP and ln_PC_GDP), market sizes of origin and destinations (ln_POP_SL and ln_POP) 
and for the existence of trade facilitation agreement(TFA_EX), which is a trade incentive55. And, we 
would expect significant and a negative coefficient for tariff (ln_(1+TARIFF)), which is a trade 
hindrance. 
                                                          
53 To use random effect estimation, the assumption that country pair specific characteristics are not correlated 
across different times should hold. This is a clear violation in gravity context. Country specific effects will be 
correlated across different times yielding to auto correlations issues. Further, endogeneity issues are generated as 
well, as country pair specific effect would be correlated with other independent variables in the model. 
54 H0: Both the estimators are consistent, but RE is efficient. H1: RE is inconsistent 
55 In case of exports, Origin is Sri Lanka and the destinations are trading partners 
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According to column 1, gravity holds in terms of the elasticities of destination GDP (ln_GDP), 
destination per capita GDP (ln_PC_GDP) and destination population(ln_POP) (at 1% level of 
significance)56. However, we do not rely on these results as this only account the time fixed effects, 
and not the MR terms, which ought to be captured by country pair fixed effects. According to column 
2, which accounted for the effects of unobserved country pair specific heterogeneities that are time 
invariant, in the form of MR terms, gravity holds in terms of the elasticities of destination GDP 
(ln_GDP) and destination per capita GDP (ln_PC_GDP). However, this estimation has not captured 
the issues that arise because of heteroskedasticity in OLS logged error component and zero export 
flows that exist in the dataset. Simply we do less willing to depend on the OLS fixed effect estimation 
as argued by Silva and Tenreyro (2006)57.  
Column 3 estimations employed the PPML estimator which addresses all those insufficiencies. 
According to column 3, gravity holds in terms of the elasticities of destination GDP (ln_GDP), 
destination per capita GDP (ln_PC_GDP) (at 1% level of significance) and remarkably in terms of 
destination tariff at 5% level of significance as well. PPML estimate suggest that one per centage 
increase in the domestic price of a product in destination country j, at time t, due to certain amount 
                                                          
56 Coefficients of all variables except the dummy variable (trade facilitation agreement) defines the elasticities of 
those variables, whereas the coefficient of trade facilitation agreement (TFA) defines TFA semi elasticity of exports. 
This is true for both OLS and PPML specifications of our thesis. 
57 See sections 2.3.3 and 3.2 to learn about heteroskedasticity in OLS logged error component and zero trade 
flows. 
Table 4.1 : Estimation of Exports - Aggregated data
(1) (2) (3) (4)
Estimator : OLS OLS PPML PPML
Dependent variable : ln_EXPORTS ln_EXPORTS EXPORTS EXPORTS
ln_GDP_SL 1.5056 2.0508 0.1307 0.1309
(10.4172) (10.3174) (0.0977) (0.0977)
ln_GDP 0.5408*** 0.5146*** 0.4700*** 0.8430***
(0.0810) (0.1062) (0.1299) (0.1304)
ln_PC_GDP 0.4073*** 0.4113*** 0.3737*** -
(0.0143) (0.0155) (0.0407)
ln_PC_GDP_SL -1.4337 -1.9841 - -
(11.3136) (11.1911)
ln_POP 0.3610*** -0.2260 -0.1777 -0.5505
(0.1042) (0.3807) (0.3929) (0.3943)
ln_(1+TARIFF) 0.0865 -0.9215 -2.7134** -2.7149**
(1.4148) (1.5397) (1.3459) (1.3462)
TFA_EX -0.1188 -0.1401 0.0389 0.0390
(0.1094) (0.1127) (0.0773) (0.0774)
Controls No FE FE FE
Observations 1,330 1,330 1,366 1,366
R-squared 0.4256 0.9755 0.9755
Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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of tariff increase on that product, generates a negative marginal effect of 2.7% on Sri Lanka’s exports, 
whereas OLS failed to recognize the relevance of tariffs for the exports function of Sri Lanka, by 
leaving it as insignificant to the model even at 10% level of significance58.  
PPML estimation is superior than the OLS estimation for the reasons discussed in this thesis. We 
found evidences, while using PPML method to reaffirm Silva and Tenreyro’s (2006) claim that the 
GDP elasticities of imports and exports are not close to 1% as commonly accepted across gravity 
literature. As Silva and Tenreyro (2006) demonstrated in their seminal work, OLS estimations 
exaggerate the elasticities, which is evident in our empirical analysis. For example, PPML estimates 
for the elasticities of destination GDP and destination per capita GDP are 0.47% and 0.37%, 
respectively, whereas OLS estimates are 0.51% and 0.41%, which are comparatively higher. 
 
This is also evident in the estimations of Sri Lanka’s bilateral imports as presented in Table 4.2. The 
first column lists the estimations of the coefficients of an OLS time fixed effect specification without 
MR terms, the second column lists the results of an OLS fixed effect specification with MR terms, 
the third column shows the results of PPML fixed effect specification; and lastly, the fourth column 
shows the results of regression estimation for the robustness check of PPML method. In case of 
imports, if gravity holds, we expect significant and positive coefficients for the economic size of 
                                                          
58 The interpretation of coefficient of ln(1+TARIFF) is not a direct elasticity as with other variables. It is a trade 
elasticity of substitution. See pp. 56 of Piermartini & Yotov (2016) and pp. 8 of Cheong, Kwak, & Tang. (2018) 
Table 4.2 : Estimation of Imports - Aggregated data
(1) (2) (3) (4)
Estimator : OLS OLS PPML PPML
Dependent variable : ln_IMPORTS ln_IMPORTS IMPORTS IMPORTS
ln_GDP_SL 5.2115 2.3875 0.1569 0.1568
(12.9306) (12.1770) (0.1712) (0.1711)
ln_GDP 0.5113*** 0.1466 0.3604** 0.7116***
(0.1310) (0.1957) (0.1616) (0.1879)
ln_PC_GDP 0.2989*** 0.2706*** 0.3517*** -
(0.0308) (0.0366) (0.0428)
ln_POP 0.6093*** -0.0132 1.3101*** 0.9590***
(0.1705) (0.5718) (0.3002) (0.3016)
TFA_IM 0.3491 0.0271 -0.0827 -0.0818
(0.5693) (0.1903) (0.2662) (0.2662)
ln_PC_GDP_SL -7.0266 -3.4889 - -
(13.2415) (12.4103)
ln_SL_TARIFF -22.9952 -21.4430 -1.0168 -1.0119
(26.0895) (25.6418) (0.7269) (0.7269)
Controls No FE FE FE
Observations 1,114 1,114 1,168 1,168
R-squared 0.1923 0.9618 0.9618
Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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origin and destinations (ln_GDP and ln_GDP_SL), level of development and infrastructures of origin 
and destinations (ln_PC_GDP and ln_PC_GDP), market sizes of origin and destinations (ln_POP 
and ln_POP_SL) and for the existence of trade facilitation agreement(TFA_IM), which is a trade 
incentive59. And, we would expect significant and a negative coefficient for tariff of Sri Lanka, which 
is trade hindrance. 
According to column 1, gravity holds in terms of the elasticities of origin GDP (ln_GDP), origin per 
capita GDP (ln_PC_GDP), and origin population(ln_POP) at 1% level of significance. However, we 
do not rely on these results as they do not account for MR terms, which should be captured by country 
pair fixed effects. According to column 2, which accounted for the MR terms, gravity holds only in 
terms of the elasticity of origin per capita GDP (ln_PC_GDP). As argued earlier, this has estimation 
inadequacies in addition to the issue of not accounting for zero import flows that exist in the dataset. 
Therefore, we estimated column 3 by using PPML estimator, which addresses all of those 
insufficiencies.  
According to column 3, gravity holds in terms of the elasticity of origin GDP (ln_GDP) at 5% level 
of significance, origin per capita GDP (ln_PC_GDP) and origin population (ln_POP) at 1% level of 
significance. The origin GDP, origin per capita GDP and origin population’s elasticities of imports 
are 0.36%, 0.35% and 1.3% respectively.  
The fourth column in Tables 4.1 and 4.2 shows the robustness of PPML method by giving the same 
signs for the coefficients as for the results in column 3. The PPML estimates are accurate, because 
in addition to accounting for MR terms, it also fixes the biases that arises because of 
heteroskedasticity in OLS logged error component during logged linearizing and zero trade flows 
exist in the dataset. Therefore, as advocated by Silva and Tenreyro (2006) and Westerlund and 
Wilhelmsson (2011), we employed the PPML method and obtained improved estimations for 
elasticities of exports and imports of Sri Lanka.  
It is notable that the variable trade facilitation agreement, both in the case of exports (TFA_EX) and 
imports (TFA_IM) is insignificant to the model. The variable trade facilitation agreement which 
consists of free trade agreements, preferential trade agreements, reciprocal trade agreements do not 
seem to have any effects on Sri Lanka’s trade. 
 
 
                                                          
59 In case of imports, origins are Sri Lanka’s trading partners and the destination is Sri Lanka. 
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4.1.2 Estimations for country clusters 
 
Gravity tends to hold in general for Sri Lanka, except for the cases with Trade facilitation agreements 
(TFA), both in imports and exports, which was identified in section 4.2.160. Its unusual that TFA 
variables both in bilateral imports and bilateral exports are highly insignificant in explaining trade 
functions. Consequently, we have been motivated to determine whether gravity holds on country 
group wise disaggregated data. To examine this, we executed PPML regressions on all 7 clusters of 
countries, separately for exports and imports. The results are presented in Tables 4.3 and 4.4, 
respectively. As we have already accepted that unbiased estimations are possible via the PPML 
method, we execute only PPML regressions in this section. All the interpretations and explanations 
compiled in this section and the following sections are based unbiased PPML estimations. 
The estimations of coefficients of Sri Lanka’s bilateral export with seven country clusters are 
presented in Table 4.3 below. Column 1 suggests the estimates for ASEAN countries. Gravity holds 
for ASEAN in terms of destination GDP (ln_GDP) at 1% level of significance (with the elasticity of 
1.22%), destination per capita GDP (ln_PC_GDP) at 1% level of significance (with the elasticity of 
0.43%) and destination population(ln_POP) at 10% level of significance (with the elasticity of 
6.11%). Since Sri Lanka does not have any Trade facilitation agreements with the countries from 
ASEAN, there is no estimate for TFA_EX variable. Other variables, including tariff, are insignificant 
to Sri Lanka’s export function. Columns 2, 3, 4, 5, 6 and 7 suggest the estimates for the clusters, 
namely BRICS, EU-NON-OECD, HIGH, Middle east, OECD and SAARC, respectively.  
 
                                                          
60 SL_TARIFF is insignificant as well, for the imports function 
 
Table 4.3 : Estimation of Exports - Disaggregated level data: Country clusters
(1) (2) (3) (4) (5) (6) (7)
Estimator : ASEAN BRICS EU-NON-OECD HIGH MIDDLE EAST OECD SAARC
Dependent variable : EXPORTS EXPORTS EXPORTS EXPORTS EXPORTS EXPORTS EXPORTS
ln_GDP_SL -0.6892 -1.1560 0.6271 0.0815 -0.3836** 0.3525* 0.0695
(0.4540) (0.0000) (0.6674) (0.1054) (0.1754) (0.1967) (0.7926)
ln_GDP 1.2179*** -12.0451 -9.7989* - - 1.5940 -
(0.3388) (0.0000) (5.2327) (1.0714)
ln_PC_GDP 0.4312*** 12.9301 11.3244* 0.7554*** 0.4644*** -1.2219 1.0457*
(0.0901) (0.0000) (5.7987) (0.1279) (0.1785) (1.1916) (0.6330)
ln_POP 6.1180* 21.1229 7.2257 0.5529 0.7982* -4.0164***
(3.2868) (0.0000) (7.0079) (0.4940) (0.4443) (1.2620)
ln_TARIFF 2.6610 -21.7288 8.9391 -4.9660*** 0.2521 -1.5928 -3.7070***
(2.1742) (0.0000) (11.6243) (0.8486) (0.7817) (3.3258) (1.0762)
TFA_EX - - -0.0802 0.0414 - 0.2118 -
(0.2551) (0.1049) (0.1426)
Controls FE FE FE FE FE FE FE
Observations 151 35 160 116 134 691 77
R-squared 0.8445 0.9997 0.9463 0.9820 0.9122 0.9197 0.9663
Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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The significant coefficients of all variables can be interpreted as elasticities, like the interpretation 
of ASEAN, except for the dummy variable TFA_EX and TARIFF. Dummy variable TFA measures 
TFA_EX’s semi elasticity of exports whereas coefficient of TARIFF measures the trade elasticity of 
substitution61. It is again evident from Table 4.3 that, those clusters of countries to which TFA_EX 
is applicable are insignificant in explaining export. However, the reason for the absence of 
coefficients for TFA_EX and ln_GDP variables in case of SAARC, with which Sri Lanka has few 
kinds of trade facilitation agreements, is that the sample is not enough to estimate those coefficients. 
This also applies to the missing estimates of other clusters.  
The signs of coefficients that are significant in the model, are mostly as expected. For instance, 
destination per capita GDP(ln_PC_GDP) elasticities are positive with the magnitudes of 0.43% (at 
1% level of significant), 11.32% (at 5% level of significant), 0.75% (at 1% level of significant), 
0.46% (at 1% level of significant) and 1.04% (at 10% level of significant) for the clusters ASEAN, 
EU-NON-OECD, HIGH, Middle east, and SAARC countries, respectively. However, though the 
destination GDP (ln_GDP) elasticity of EU-NON-OECD, origin GDP elasticity(ln_GDP_SL) of 
Middle east countries and destination elasticity of population(ln_POP) of SAARC countries are 
significant at least at 10% level of significant, their signs are not as per our expectations. 
Moreover, it is notable that a one percentage increase in the domestic price of a product in destination 
country j, at time t, due to certain amount of tariff increase on that product, generates negative 
marginal effects of 3.7% and approximately 5%, on Sri Lanka’s exports for the clusters of SAARC 
and HIGH countries, whereas tariff rates are insignificant for the rest of clusters even at 10% level 
of significance.  
                                                          
61 Semi elasticities are calculated as follows: [exp(𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡) − 1] × 100% 
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The estimations of coefficients of Sri Lanka’s bilateral import with seven country clusters are 
presented in Table 4.4 above. As explained earlier, column 1 suggests the estimates for ASEAN 
countries. Gravity holds for ASEAN in terms of destination GDP (ln_GDP_SL) at 1% level of 
significance (with the elasticity of 0.97%) and origin per capita GDP (ln_PC_GDP) at 1% level of 
significance (with the elasticity of 0.31%). Since Sri Lanka does not have any Trade facilitation 
agreements with the ASEAN countries, there is no estimate for TFA_EX variable. Other variables 
are insignificant to Sri Lanka’s import function. Columns 2, 3, 4, 5, 6 and 7 suggest the estimates, 
for the groups namely BRICS, EU-NON-OECD, HIGH, Middle east, OECD and SAARC 
respectively.  
The significant coefficients of all variables can be interpreted as elasticities, like the interpretation 
of ASEAN, except for the dummy variable TFA_IM and SL_TARIFF. Dummy variable TFA 
measures TFA_IM’s semi elasticity of imports, whereas coefficient of SL_TARIFF measures the 
trade elasticity of substitution. It is again evident from Table 4.4 that to those clusters of countries to 
which TFA_IM is applicable are insignificant in explaining import. However, the reason for the 
elimination of TFA_IM variable in case of SAARC is that the sample is not large enough to estimate 
the dummy coefficient of TFA_IM. The same applies for the missing estimates of other clusters. 
The signs of coefficients that are significant in the model are mostly as expected. For example, 
destination GDP(ln_GDP_SL) elasticities are positive with the magnitudes of 0.97% (at 1% level of 
significant), 0.75% (at 5% level of significant), 0.36% (at 10% level of significant), 0.51% (at 10% 
level of significant) and remarkably 3.38% (at 1% level of significant) for the clusters ASEAN, 
BRICS, HIGH, OECD, and SAARC countries, respectively. However, though the origin per capita 
GDP (ln_PC_GDP) elasticity of EU-NON-OECD and SAARC, origin population elasticity(ln_POP) 
Table 4.4 : Estimation of Imports - Disaggregated level data: Country clusters
(1) (2) (3) (4) (5) (6) (7)
Estimator : ASEAN BRICS EU-NON-OECD HIGH MIDDLE EAST OECD SAARC
Dependent variable : IMPORTS IMPORTS IMPORTS IMPORTS IMPORTS IMPORTS IMPORTS
ln_GDP_SL 0.9694*** 0.7542** 0.3215 0.3626* -1.7398 0.5142* 3.3842***
(0.3636) (0.3535) (0.5444) (0.1977) (1.5174) (0.2848) (0.6198)
ln_GDP -0.4601 9.4912 20.8385** - - 2.2321 -
(0.6753) (8.1350) (9.5135) (1.6544)
ln_PC_GDP 0.3131*** -7.8097 -19.9221** 0.6065*** 1.9571* -2.7870 -0.6082***
(0.0612) (7.8352) (9.8965) (0.1963) (1.1897) (2.0228) (0.1837)
ln_POP -0.6561 -9.6460* -18.3573* 1.6524*** 3.9209 - -10.3635***
(0.9246) (5.0179) (9.9728) (0.3066) (3.9201) (2.7074)
ln_SL_TARIFF -1.1101 -10.1506*** -9.2718** -1.0390 1.2023 -0.5901 -0.5400
(2.9691) (0.1401) (4.5793) (0.6772) (3.7062) (1.4180) (1.3090)
TFA_IM - - - -0.1562 - -1.6653 -
(0.3691) (1.6583)
Controls FE FE FE FE FE FE FE
Observations 144 31 128 112 160 512 80
R-squared 0.9680 0.9307 0.7619 0.9765 0.9288 0.7682 0.9984
Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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of BRICS, EU_NON_OECD and SAARC countries are significant at least at 10% level of 
significance, but their signs are not as per our expectations. 
Further, it is notable that a one percentage increase in the domestic price of a product in destination 
country Sri Lanka, at time t, due to certain amount of tariff increase on that product, generates a 
negative marginal effects of approximately 10% and 9.3%, on Sri Lanka’s imports for the clusters 
of BRICS and EU-NON-OECD countries, whereas Sri Lanka’s tariff rates are insignificant to the 
rest of clusters even at 10% level of significance.  
 
4.2. Empirical findings 
 
Mixed evidences have been found from the empirical analysis.  First, we will briefly discuss the 
findings from the export regressions. It is evident with reference to column 3 of Table 4.1, that 
trading partners’ GDP, per capita GDP and tariff have a significant influence on Sri Lanka’s exports. 
This validates our hypotheses: 1(partially), 2 (partially) and 4.  Hypotheses 1 and 2 are only partially 
validated as we have found evidence only in favor of trading partner’s GDP and trading partner’s 
per capita GDP as to influence Sri Lanka’s exports. We do not have sufficient evidence to claim that 
Sri Lanka’s GDP and per capita GDP have any influence on its exports. 
Based on aggregated export data, on average, one percentage increase in trading partner’s GDP and 
per capita GDP, increases Sri Lanka’s exports, by 0.47% and 0.37% respectively. Meanwhile, one 
percentage increase in the domestic price of a product in a trading partner’s country at a given time, 
due to a certain tariff increase on that product, on average, reduces Sri Lanka’s exports by 2.7%. We 
do not have sufficient evidences to support the hypotheses 3 and 4, which claim that the market sizes 
proxied by populations, and export facilitating trade agreements have any influence on Sri Lanka’s 
exports.  
Country cluster wise disaggregated data on Sri Lanka’s exports, do lockstep the findings of 
aggregated data on exports, which is evident in Table 4.3. It is significant that, the trade elasticity of 
substitution, to the countries to which Sri Lanka exports, which are grouped in “HIGH” and 
“SAARC” are quite high at a negative 5% and 3.7% respectively. Moreover, on average, one 
percentage increase in SAARC countries’ per capita GDP tend to increase Sri Lanka’s exports, by 
1.04%, which is quite weighty. Similarly, one percentage increase in “HIGH” countries’ per capita 
GDP tends to increase Sri Lanka’s exports, by 0.75%. 
Notwithstanding, Sri Lanka’s GDP seems to have an influence on the exports to OECD countries. 
On average, one percentage increase in Sri Lanka’s GDP increases Sri Lanka’s exports, by 0.35% to 
OECD countries. The countries which give GSP/GSP+ facilities to Sri Lanka and, countries with 
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larger economies are comprised in the cluster of OECD countries. With the aid of GSP/GSP+, more 
and more exports are done to OECD countries, influenced by the income of Sri Lanka. Similarly, 
negative elasticity of Sri Lanka’s GDP to Middle east countries is acceptable. The reason is that Sri 
Lanka imports fuel from middle east. Thus, with the increase in income of Sri Lankan, the fuel 
demand will enlarge, necessitated by household and business usage for fuel. This would generate a 
large fuel bill by making the net exports to middle east a negative one. Sri Lanka’s fuel bill to middle 
east is comparatively high (Athukorala, 2012). 
Next, the findings from imports regressions are discussed briefly. Column 3 of Table 4.2 indicates 
that trading partners’ GDP, per capita GDP and population have a significant influence on Sri 
Lanka’s imports. This validates our hypotheses: 1(partially), 2 (partially) and 4.  Hypotheses 1 and 
2 are only partially validated as we have found evidences only in favor of trading partner’s GDP and 
trading partner’s per capita GDP as to influence Sri Lanka’s imports. We do not have sufficient 
evidence to claim that Sri Lanka’s GDP and per capita GDP have any influence on its imports. 
Thus, based on aggregated imports data, on average, one percentage increase in trading partner’s 
GDP, per capita GDP and population, increases Sri Lanka’s exports, by 0.36%, 0.35% and 1.31%, 
respectively. In terms of imports regressions, we do not have sufficient evidence to support 
hypotheses 4 and 5, which claim that Sri Lanka’s tariff rate, and import facilitating trade agreements 
have any influence on Sri Lanka’s imports.  
Country cluster wise disaggregated data on Sri Lanka’s imports slightly differ from the findings of 
aggregated data on imports, which is evident in Table 4.4. According to country cluster wise data, 
the GDP of Sri Lanka has a significant influence on its imports for different group of countries, rather 
than the GDP of trading partners. For instance, it is remarkable that, on average, one percentage 
increase in Sri Lanka’s GDP leads to an increase in import of 3.38% and approximately 1% 
respectively from SAARC and ASEAN countries. However, inline with the findings of aggregated 
imports data, EU-NON-OECD countries’ GDP has a greater influence on Sri Lanka’s imports. For 
instance, on average, one percentage increase in GDP of a country from EU-NON-OECD group, 
increases Sri Lanka’s imports, by a huge 20.8%. 
Moreover, for two clusters of countries, Sri Lanka’s tariff is significant in determining the imports: 
that is, a negative high, trade elasticity of substitution of 10.15% and 9.27% was observed for the 
groups of “BRICS” and “EU-NON-OECD” countries, respectively. For instance, one percentage 
increase in the domestic price of a product in Sri Lanka, at a given time, due to a certain tariff increase 
on that product, on average reduces Sri Lanka’s imports of that product from BRICS countries by 
10.15%.  
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5. Conclusion and Policy implications 
 
This research has made three contributions to the existing body of knowledge about gravity-based 
trade analysis, while testing the set hypotheses. First, we employed PPML estimator, which has been 
proven to be the best by Silva and Tenreyro (2006) and Westerlund and Wilhelmsson (2011) for 
gravity-based trade analysis, in the context of Sri Lankan. Second, it draws out economic significance 
of the empirical results for Sri Lanka obtained in previous section. Finally, it presents some 
implications of current Sri Lankan policy issues. In this section, we summarize them under two 
sections: Section 5.1 discusses the first two contributions, and section 5.2 discusses the policy 
implications. We claim with our limited knowledge, that all these are new additions to existing 
literature as we have not come across for such findings so far. Also, we observed that this improved 
empirical method has not been employed for trade analysis so far by any South Asians countries62.  
In section 5.3, limitations of the thesis are discussed. Finally, section 5.4 discusses the ways in which 
this research may be developed by future researchers.  
 
5.1 Economic significances 
 
We obtained estimates to reaffirm the arguments in literature, that emphasizes the necessity of 
including multilateral resistance (MR) terms. In addition, we addressed the issue of 
heteroskedasticity in OLS logged error component and accounted for zero trade flows. Plentiful 
research available that argued the importance of MR terms and captured them in to the model by 
including country pair specific fixed effects. The case of Sri Lanka has provided evidences to re-
iterate this argument. However, utilization of superior estimator (PPML) to obtain accurate 
estimations, is endeavored in this research work. 
The accuracy is achieved, as PPML method performs well even if the conditions of strong 
distributional assumption and homoskedasticity assumptions are violated. The reason is that trade 
data do not necessarily be distributed as normal or homoscedastic, as assumed by the OLS 
estimations. Fixed panel OLS does not account the issue arises of heteroskedasticity in OLS logged 
error component, though it accounts unobserved country pair specific heterogeneity in large samples. 
PPML addresses these issues. Moreover, PPML method had proven to perform well in small samples 
as well. 
Further, the accurate estimations of PPML method is also attributed to the inclusion of zero trade 
flows, as opposed to the OLS estimations. This is possible in PPML method, as estimation is done 
                                                          
62 Refer section 2.5  
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in gravity equation’s non-linear form itself, which naturally solves the issue of zero trade flows. 
Instead, OLS estimation drops out the entire row of data when it encounters zero for trade values, 
during log transformation. Because of employing a superior estimator, we claim to have obtained 
unbiased and accurate elasticities of trade determinants for Sri Lanka in a gravity frame work. 
We have found evidences on aggregate levels of data, that Sri Lanka’s exports and imports (trade 
volumes) are mostly influenced by the economic sizes, market sizes and the level of development 
and infrastructure of trading partner countries. To specify in detail, the trading partners’ GDP, 
Population and per capita GDP positively affects the trade volumes of Sri Lanka, as predicted by 
gravity model. However, this research does not find evidences to claim that Sri Lanka’s trade 
volumes are either influenced or determined by Sri Lanka’s GDP, per capita GDP and population as 
what a general gravity predicts. Further, it was found that the tariffs of trading partners, negatively 
influence Sri Lanka’s exports as predicted by gravity, whereas Sri Lanka’s tariff does not influence 
its imports. On aggregate level, we failed to find evidences to claim that trade facilitation agreements 
do have effects either on Sri Lanka’s imports or exports. 
On disaggregate level, Sri Lanka’s GDP, per capita GDP and Population are selectively significant 
on different regressions for different clusters of countries. We found evidences that Sri Lanka’s GDP 
is significant in explaining the exports to OECD countries and Middle east countries. For most of 
country groups, all other variables behaved the same way as with aggregate level results. We found 
that the trade elasticity of substitutions is much higher(negative), to the countries grouped in “High 
trading partners” and “SAARC”. 
On disaggregate levels of results, Sri Lanka’s GDP is significant in explaining the imports from all 
the country groups, except for Middle east and EU-NON-OECD countries. Sri Lanka’s imports tend 
to increase with the income, for all the five groups of countries namely ASEAN, BRICS, HIGH, 
OECD and SAARC as predicted by the gravity model.  
Remarkably, Sri Lanka’s tariff is highly significant with large trade substitution elasticities 
(negative) to BRICS and EU-NON-OECD countries. Sri Lanka’s imports from these group of 
countries are much more sensitive to local tariff structures. For most of country groups, all other 
variables behaved the same with aggregate level results.  
In general, Gravity tends to hold in case of Sri Lanka, though we did not find evidence in favor of a 
trade incentive, which is trade facilitation agreements. 
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5.2 Policy implications  
 
The findings reveal several policy implications. Since we are interested in making suggestions to 
trade reformers of Sri Lanka and those in control of Sri Lanka, we focus on the economic significance 
of the aforementioned variables of Sri Lanka to draw two policy indications. 
 
Given that the tariff structures of Sri Lanka and its trading partners negatively affect Sri Lanka’s 
trade, we firstly suggest that any efforts to reduce tariffs would be advantageous to Sri Lanka. This 
can be achieved by conducting fresh negotiations with trading partners and improving the exiting 
trade facilitations to curtail the net levels of tariff barriers that affect Sri Lankan exporters. For 
instance, Sri Lanka is into few trade agreements, that permits slashed tariffs. However, the utilization 
of these trade agreements is less than satisfactory (Wijayasiri, 2007).  
 
Wijayasiri (2007) has outlined a number of explanations for the underutilized nature of non-
reciprocal trade agreements. Factors related to tariff structures include: weak institutional capacity 
to effectively monitor these agreements, exporters lacking knowledge about the level of preferences 
for different sectors, and the lack of understanding of complicated tariff structures and related 
conditions. Therefore, the features of existing facilities should be understood and utilized to the 
maximum, in order to make use of concessional tariff rates that may boost exports.  
 
Similarly increasing the functional efficiencies of existing regional trade agreements, especially with 
closer countries is critical, as it would remove the complexities inherent in tariff structures, increase 
the net tariff reductions and increase market access (Wijayasiri, 2007). The export trade elasticity of 
substitution for the SAARC region is negative high63. We found evidence showing that, for SAARC 
region, both Sri Lanka’s GDP and that of its trading partners were highly significant and affected 
imports and exports positively. Therefore, given that Sri Lanka has several regional trade agreements 
with them, improving the functional efficiencies might lead to further reduction of tariff rates and 
increased exports. 
 
We found that tariff, as a form of trade cost significantly influence trade regardless of geographical 
distances. Because, the export trade elasticity of substitution for HIGH trading partners is 
comparatively higher than that of SAARC countries. Sri Lanka exports comparatively higher to the 
countries under HIGH category, namely: China, Japan, Singapore, United Arab Emirates, United 
                                                          
63SAARC included geographically closer countries, with which Sri Lanka do have several free trade and 
preferential trade agreements 
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Kingdom and United States (India is excluded) although they are geographically far distanced from 
Sri Lanka. Apparently, export volumes are far more sensitive to the tariff structures of these countries 
than those of SAARC countries, which are much closer. Thus, it can also be concluded that exports 
are more sensitive to tariff regardless of geographical distance, as predicted by conventional gravity 
model. Therefore, entering into new trade agreements and likely preferential trade agreements, with 
these distanced trading partners, with the motive of downward revisal of tariff structures, would 
increase Sri Lanka’s trade with them. In addition to this, it is wise to consider making use of the 
generalized system of preferences (GSP) facilities with other major economies rather than relying 
solely on the GSP facilities of EU and US. 
In the same way, we also found that Sri Lanka’s tariff structures have significant negative influences 
in determining it’s imports for selected clusters. Sri Lanka carried out significant reduction of tariffs 
and simplification of the tariff structure in 1990, during second phase of its economic liberalization 
suite to fast track its economic progress (Athukorala, 2012). However, this economic progress was 
not sustained, and the country reversed from its economic liberalization processes in 2000 by 
increasing import tariffs to finance the military expenses that arose from the internal civil war. In 
addition to this Sri Lanka had five para tariffs and other domestic barriers by end of 2009, which 
impeded free imports to the country64 (Pursell & Ahsan, 2011 and Athukorala, 2012). There are also 
tendencies of import substitution policies in the country and as a result, the protection rate of Sri 
Lanka is much higher compared to other countries since 2000 (Pursell & Ahsan, 2011). Therefore, 
it is essential to review Sri Lanka’s tariff structures to avoid falling into dirigisme and to increase the 
welfare of its population. 
 
Given that Sri Lanka has suffered from a twin deficit since the fifties (Saleh et al., 2005), in the 
backdrop of evidences from this research, secondly, we propose that attention to be turned towards 
reducing the widening trade deficit. We found that Sri Lanka’s GDP was significant in determining 
its imports at disaggregated levels, although it was not significant in determining Sri Lanka’s exports 
or imports at aggregated levels. With the increase in its income (GDP), Sri Lanka’s imports from 
selected clusters increased. According to economic theory, this outcome is justifiable, because with 
the increase in income, purchasing power and imports will increase.  
 
International experiences in context of gravity-based trade analysis affirm that, with the increase in 
home GDP, the exports must also increase, because when a country produces more, it should export 
more (Krugman et al.,2015). But found no evidence in favor of this hypothesis in our research. Thus, 
                                                          
64 Para tariffs are taxes which are applied only to imports that does not have domestic equivalent, and hence add to 
domestic production by customs duties regardless of the protection provided 
60 
 
regardless of gravity holding here partially, the question can be raised as to whether it is a trend that 
benefits the welfare of the country, given that it suffers from long lasting budget and trade deficits 
(Premaratne, Ravinthirakumaran & Kesaverajah, 2013).The increased imports from selected 
clusters, which are proven to increase with the GDP of Sri Lanka, would worsen the trade deficit and 
could deprive the country’s foreign reserves. Therefore, measures should be taken to balance the 
trade account in medium to longer terms. 
 
Few developing countries like Sri Lanka, which have experienced both the current account and 
budget deficit, seem to have developed appropriate trade policies, that would allow them to escape 
the vicious circle of twin deficit. For example, Pacific Islands countries have trade policies which, 
earlier, were more focused on export-led growth. However, they seemed to realize that, over 
dependence on exports would hinder their growth: these countries are too small with small markets 
and limited scope for industrial expansions capped by capital and technology. Also, these countries 
are remote from major markets, that may have otherwise catered to their sustained export led growth. 
Therefore, they now seem to focus on external rent flows to earn foreign exchange. For example, 
Kiribati depends on private transfers, official development assistance, service exports and other rent 
sources of income, to balance its trade account rather than focusing on exporting goods (Fairbairn, 
2004). This is one of example. Trade and external sector policies vary depends on countries’ 
characteristics.  
However, Sri Lanka is not a remote island like the countries in pacific islands. Instead, its location 
has more potential as it is on the strategic ‘silk route’ to China and much closer to Indian sub-
continent.  Sri Lanka’s socio-economic factors are vast different from those of other pacific island 
countries. Sri Lanka had already been proven to benefit from export-oriented trade policies 
(Athukorala, 2012). Thus, to reduce its trade deficit, Sri Lanka could consider saving more by 
reducing its consumptions, devaluing the exchange rate to make the exports attractive and other 
judiciously chosen appropriate trade policies.  
Further, questions could be asked as to why exports are weakly influenced, while imports are highly 
influenced in accordance with an increase in the national income. Answering these questions could 
pave the way for more specific policy lines.  
 
5.3 Limitations 
 
This research has its own limitations. In section 3.2.1, we explained that the introduction of country 
pair fixed effects in a panel data set up account for MR terms (Anderson & van Wincoop, 2003 and 
Feenstra, 2003), which is also accounts for the reverse causality issues arising from TFA variables, 
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as illustrated by Baier and Bergstrand (2007). However, there could be endogeneity among MR 
terms, which we did not account for. Further, there could be endogenous relationships between 
bilateral trade flows and either some parts of bilateral trade costs (tariffs) or national incomes 
(GDPs). Since we did not allow for these variables to be absorbed into MR terms, but controlled for 
them in the model, our estimates may also have been biased by the endogeneity relationship among 
them. 
We acknowledge that our data are not perfect enough to have revealed the actual scene of the 
circumstances. For example, GSP/ GSP+ facilities are the main export drivers of Sri Lanka. 
However, the data on GSP that we used was available only for five years for two reasons. First, the 
GSP facility was begun only in late 2005. Second, it was banned by end of 2010 for human rights 
violation issues in Sri Lanka. The ban was lifted in 2017; however, this research covers the period 
up till 2016. As a result, the data we had, for an influencing component of the TFA variable is less 
than the period covered in our research, which is 22 years. 
 
Another limitation of the data revolves around the variable construction of tariff.  We employed 
most- favored nation (MFN) simple mean tariff rates on manufactured products as ad valorem tariff 
rates for the data analysis. This does not account for the whole tariff barriers that Sri Lanka faces at 
times of exports or what other countries experience when they export to Sri Lanka. There are whole 
range of tariff structures applied to all imports and exports, where we considered only the tariffs 
applied only to manufactured items. Thus, the tariff data is incomplete. Specially Sri Lanka’s tariff 
structure is more complex and includes many non-tariff barriers and numerous para tariffs 
(Athukorala, 2012 and Pursell, 2011). Carefully accounting for at least some of these might give 
more accurate estimates for Sri Lanka’s tariff variable.  
 
Further, an extensive methodological approach could be adhered. First, the research might have been 
carried out by considering the trade product categories and their substitutability, which would have 
led to measurement of the intensive and extensive margins of trade more specifically. As a result, 
this would have led us to better measurement of the trade substitution elasticity which is attained by 
the coefficient of tariff variables. To achieve these, disaggregated code classification of trade data 
on sectoral trade flows should have been used.  
 
5.4 Future research 
 
Fixing the limitations of this study would lead to many avenues of future research. In this way, the 
research can be better produced by accounting for endogeneity issues discussed in section 4.3.3. 
Further, this research can be carried out by using disaggregated firm level trade data on sectoral trade 
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flows to produce accurate intensive and extensive margins of trade for Sri Lanka. This would allow 
to do research on measuring the elasticity of trade substitution for Sri Lanka. As a result, more 
reliable estimates can be produced for policy formulations. 
 
Apart from that, this research can be extended by categorizing the countries based on level of 
incomes. For instance, trade partners of Sri Lanka can be classified as low-income, low middle 
income and upper middle-income economies to carry out analysis. Similarly, this research can be 
conducted for a region. For example, for South Asian region, South east Asian region or for East 
Asian region etc. This would allow to explore the regional trading affairs of countries. 
Further, in this research, only one trade cost (tariff) and one trade incentive (TFA) was considered. 
Many other trade costs and incentives can be included in to the model. For instance, future research 
may consider including non-tariff barriers, para tariffs, and some specific data on trade logistics as 
trade costs.  
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Appendix 
 
 
Note: Names of clusters do not exactly represent the general classification of countries. Few 
countries have been removed at our discretion as to accommodate the requirement of the analysis. 
Brunei 
Darussalam
Cambodia Indonesia Lao People's 
Dem.Rep
Malaysia Myanmar Philippines
Thailand Vietnam
Russian 
Federation
South Africa
Belarus Bulgaria Croatia Cyprus Lithuania Malta Romania
Ukraine
China India Japan Singapore United Arab 
Emirates
United 
Kingdom
United States
Bahrain, 
Kingdom of
Egypt Iran, I.R. of Jordan Kuwait Lebanon Libya
Oman Qatar Saudi Arabia
Australia Austria Belgium Canada Chile Czech 
Republic
Denmark
Estonia Finland France Germany Greece Hungary Iceland
Ireland Israel Italy Korea, 
Republic of
Latvia Luxembourg Mexico
Netherlands New Zealand Norway Poland Portugal Slovak 
Republic
Slovenia
Spain Sweden Switzerland Turkey
Bangladesh Bhutan Maldives Nepal Pakistan
OECD
SAARC
Country Clusters
ASEAN
BRICS
EU -NON -OECD
HIGH
Middle East
