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In this paper, we show that the basic results in large deviations theory hold for general monetary risk measures,
which satisfy the crucial property of max-stability. A max-stable monetary risk measure fulfills a lattice homo-
morphism property, and satisfies under a suitable tightness condition the Laplace Principle (LP), that is, admits a
dual representation with affine convex conjugate. By replacing asymptotic concentration of probability by concen-
tration of risk, we formulate a Large Deviation Principle (LDP) for max-stable monetary risk measures, and show
its equivalence to the LP. In particular, the special case of the asymptotic entropic risk measure corresponds to the
classical Varadhan-Bryc equivalence between the LDP and LP. The main results are illustrated by the asymptotic
shortfall risk measure.
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1. Introduction
Large deviations theory covers the asymptotic concentration of probability distributions. Let (Xn)n∈N
be a sequence of random variables on a probability space (Ω,F ,P) with values in a metric space S. If
the upper and lower asymptotic concentrations
JA := lim infn→∞
1
n
logP(Xn ∈A) and JA := limsup
n→∞
1
n
logP(Xn ∈A)
satisfy JA = JA = JA for some Borel set A, then P(Xn ∈ A) ≈ e
nJA as n→∞. In other words,
the rate of convergence of P(Xn ∈A)→ 0 is exponentially fast for JA < 0. Generally speaking, large
deviations theory aims at finding bounds for the asymptotic concentration JA, and thus quantifying
the speed of convergence. For instance, for the sample means Xn := 1n (ξ1 + . . .+ ξn) of a sequence
(ξk)k∈N of real-valued i.i.d. random variables, the Cramér’s large deviations theorem states that the
Large Deviation Principle (LDP)
− inf
x∈int(A)
I(x)≤ JA ≤ JA ≤− inf
x∈cl(A)
I(x)
holds for all Borel sets A, where the rate function I is given in that case as the convex conjugate of
the logarithmic moment generating function Λ(y) := logE[eyξ1 ]. Cramér’s result [7] was generaliz-
ing some previous partial results in statistics such as Khinchin [20] and Smirnoff [26]. Sanov [24]
established an analogue of Cramér’s theorem for the empirical measures associated to a sequence of
i.i.d. random variables. After these pioneers works, large deviations theory was systematically devel-
oped by Donsker and Varadhan [10, 11, 12, 13, 27] and Freidlin and Wentzell [15]. Of great impor-
tance is Varadhan’s lemma stating that a sequence (Xn)n∈N, which satisfies the LDP, also satisfies the
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Laplace Principle (LP)
φent(f) = sup
x∈S
{f(x)− I(x)}
for all continuous bounded functions f . Here, φent denotes the asymptotic entropic risk measure, which
is defined as φent(f) := limn→∞ 1n logE[exp(nf(Xn))]. A converse statement, when the LP implies
the LDP, is due to Bryc, see [4]. For more historical details and a deeper look into large deviations
theory, we refer to the excellent monograph [8] by Dembo and Zeitouni and its extensive list of refer-
ences.
The asymptotic concentration satisfies JA := infr∈R φent(r1Ac), which points out another link to
the asymptotic entropic risk measure. It is a natural question to which extend large deviation theory
can be developed for other risk measures rather than the entropic one. Recently, several results in this
direction have been developed. For instance, Föllmer and Knispel [16] studied the pooling of indepen-
dent risks by means of a variant of Cramér’s theorem based on a coherent version of the entropic risk
measure. Lacker [21] proved a non-exponential version of Sanov’s theorem for the empirical measures
of i.i.d. random variables, by replacing the underlying entropy by a (time-consistent) convex risk mea-
sure. The latter result was extended by Eckstein [14] to the empirical measures associated to Markov
chains. Backhoff, Lacker and Tangpi [2] obtained new asymptotic results for Brownian motion, with
applications to Schilder’s theorem.
In this article, we systematically establish the connection between large deviations theory and risk
analysis. Especially, we show that the basic results in large deviations theory hold for general monetary
risk measures, which satisfy the crucial property of max-stability. We thereby replace the notion of
asymptotic concentration of probability by concentration of risk. Recall that a monetary risk measure
is a real-valued function φ on the space Bb(S) of all bounded Borel measurable functions on a metric
space S, which satisfies
(N) φ(0) = 0,
(T) φ(f + c) = φ(f) + c for every f ∈Bb(S) and c ∈R,
(M) φ(f)≤ φ(g) for all f, g ∈Bb(S) with f ≤ g.
In mathematical finance, the space S models all possible states in a financial market, f ∈ Bb(S) de-
scribe the losses of a financial position in these states (negative losses are interpreted as gains), and the
number φ(f) is understood as the capital requirement which has to be added to the position f to make
it acceptable. For an introduction to risk measures we refer to Föllmer and Schied [17]. We say that a
monetary risk measure φ : Bb(S)→R is max-stable if
φ(f ∨ g)≤ φ(f) ∨ φ(g) for all f, g ∈Bb(S).
Intuitively speaking, for a max-stable monetary risk measure one cannot compensate losses by gains
in different states (in contrast to expectations which average over states and thus allow for such a
compensation); see Lemma 2.1 below. Max-stable monetary risk measures are automatically convex,
and consequently allow for dual representations. We will show in Section 2 that this representation on
the space Cb(S), containing all continuous bounded functions, is of the form
φ(f) =max
x∈S
{f(x)− Imin(x)},
for the minimal penalty function Imin(x) := supf∈Cb(S){f(x)− φ(f)}. In other words, in the dual
representation of a max-stable monetary risk measure, it is enough to take the supremum over all Dirac
measures, in which case the convex conjugate is affine; see Theorem 2.1 below. A typical example
of a max-stable monetary risk measure is the asymptotic entropy φent (in case that the limit does not
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exist for all f ∈ Bb(S), one can consider the upper asymptotic entropic risk measure, for which the
limit is replaced by the limit superior). Moreover, as shown in [5], a max-stable risk measure can be
represented as a maxitive integral, which is related to the Maslov integral in idempotent analysis.
Given a monetary risk measure φ : Bb(S)→ R, we define the associated concentration function J ,
which assigns to any Borel set A the value
JA := inf
r∈R
φ(r1Ac).
By allowing an arbitrary large gain −r1Ac , the risk on A
c is neglected and isolated on A. Hence,
the negative number JA quantifies the concentration of the risk on A, that is, how the monetary risk
measure φ penalizes the states in A. We say that the monetary risk measure φ satisfies the LDP with
rate function I if
− inf
x∈int(A)
I(x)≤ JA ≤− inf
x∈cl(A)
I(x)
for every Borel set A⊂ S. Recall that a function I : S→ [0,+∞] is called rate function if it is lower
semicontinuous and not identically+∞. Further, we say that the monetary risk measure φ satisfies the
LP with rate function I , if it admits the dual representation
φ(f) = sup
x∈S
{f(x)− I(x)} for all f ∈Cb(S).
The aim of this paper is to establish the link between LDP and LP for general monetary risk measures.
However, by using the dual representation, the LP can only hold if the monetary risk measure is max-
stable (at least on Cb(S)). On the other hand, we show that the restriction to max-stable risk measures
is enough to connect the LDP and LP, and thus establish a general large deviations theory for max-
stable monetary risk measures. In Theorem 3.1 we show that for max-stable monetary risk measures
the LDP and LP are equivalent. In that case, the rate function is uniquely determined as the minimal
penalty function. In the spirit of Bryc’s lemma, we provide in Section 4 sufficient conditions for the
LP to hold. We study a local version of max-stability and introduce some tightness conditions for the
concentration function. We show in Theorem 4.1 that a locally max-stable monetary risk measure φ
satisfies the LP and LDP with rate function Imin, if the following tightness condition holds:
For everyM > 0, there exists a compact setK ⊂ S such that JKc ≤−M.
This condition states that the concentration JKc on the complement of a suitable compact is arbitrary
small; for instance, for the asymptotic entropic risk measure the condition implies that the sequence
(Xn)n∈N is exponentially tight. In order to derive bounds for upper and lower concentration functions,
we consider in Section 5 two monetary risk measures φ, φ on Bb(S) such that φ is max-stable and
φ≤ φ. Then, we show in Proposition 5.2 that the respective concentration functions J ≤ J satisfy the
same LDP with rate funtion I , that is
− inf
x∈int(A)
I(x)≤ JA ≤ JA ≤− inf
x∈cl(A)
I(x)
for all Borel sets A⊂ S, if and only if φ= φ and satisfy the LP with rate function I .
The theoretical framework is illustrated with the class of asymptotic shortfall risk measures. For the
shortfall risk measure Z 7→ inf{m ∈R : E[l(Z −m)]≤ 1}, we define the associated upper asymptotic
shortfall by
φ(f) = limsup
n→∞
1
n
inf
{
m ∈R : E[l(nf(Xn)−m)]≤ 1
}
for all f ∈Bb(S).
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Here, l is a non-decreasing loss function, which penalizes the losses of the positions f(Xn), which
are scaled by the risk aversion coefficient n; see [17] for a discussion on shortfall risk measures. For
instance, for the exponential loss function, the upper asymptotic shortfall coincides with the upper
asymptotic entropic risk measure. Also, the lower asymptotic shortfall is defined analogously (the limit
superior is replaced by the limit inferior). Under suitable assumptions on the loss function, we show that
the asymptotic shortfalls are locally max-stable, and provide formulas for the concentration functions
and rate functions, respectively. Hence, under an adjusted tightness condition, the upper/lower shortfall
risk measures satisfy the LDP and LP.
The structure of the paper is as follows. In Section 2, we provide a dual representation result for max-
stable monetary risk measures on Cb(S), characterize the respective convex conjugates and provide
their maxitive integral representation. In Section 3, we introduce the max-stable version of the Varad-
han’s Large Deviation Principle and establish the equivalence between the LP and LDP for max-stable
monetary risk measures. In Section 4, we study local max-stable risk measures and prove a version
of Bryc’s lemma for locally max-stable monetary risk measures. Section 5 contains some comparison
results for pairs of max-stable monetary risk measures. Finally, Section 6 is devoted to asymptotic
shortfall risk measures.
2. Max-stable monetary risk measures
Let (S,d) be a non-empty metric space with Borel σ-algebra B(S). In the following, we denote byX a
linear subspace of RS which contains the constants and f ∨ g ∈ X for all f, g ∈ X .1 Typical examples
for X include the space Bb(S) of all Borel measurable bounded functions, or the space Cb(S) of all
continuous bounded functions.
Definition 2.1. A function φ : X →R is called a monetary risk measure if
(N) φ(0) = 0,
(T) φ(f + c) = φ(f) + c for all f ∈ X and c ∈R,
(M) φ(f)≤ φ(g) for all f, g ∈ X with f ≤ g.
A monetary risk measure which in addition is convex2 is called a convex risk measure.
A monetary risk measure φ : X → R is uniquely determined through its acceptance set, which is
defined as A := {f ∈ X : φ(f)≤ 0}.3
Definition 2.2. We call a monetary risk measure φ : X →R max-stable if
φ(f ∨ g)≤ φ(f) ∨ φ(g) for all f, g ∈ X .
Alternatively, the notion of max-stability can be formulated as in the following lemma. The second
condition means that φ is a lattice homomorphism. The fourth condition has the interpretation that for
a max-stable monetary risk measure one cannot compensate losses by large profits in other states.
1Here, constants are identified with the constant function S → R, x 7→ c for all c ∈ R. Further, (f ∨ g)(x) :=
max{f(x), g(x)} for all x ∈ S.
2That is, φ(λf + (1− λ)g)≤ λφ(f) + (1− λ)φ(g) for all f, g ∈ X and λ ∈ [0,1].
3Indeed, by the translation property (T), φ(f) = inf{c ∈ R : φ(f) ≤ c}= inf{c ∈ R : φ(f − c)≤ 0}= inf{c ∈ R : f −
c ∈A}.
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Lemma 2.1. For a monetary risk measure φ : X →R, the following are equivalent:
(i) φ is max-stable.
(ii) φ(f ∨ g) = φ(f)∨ φ(g) for all f, g ∈X .
(iii) f ∨ g ∈A for all f, g ∈A.
If X =Bb(S) then the conditions (i)–(iii) are equivalent to
(iv) f1B + c1Bc ∈A and f1Bc + c1B ∈A for c ∈R and B ∈ B(S) implies f ∈A.
Proof. (i)⇒ (ii): By monotonicity (M), it holds φ(f ∨ g)≤ φ(f) ∨ φ(g)≤ φ(f ∨ g).
(ii)⇒ (iii): For f, g ∈A, it holds φ(f ∨ g) = φ(f) ∨ φ(g)≤ 0, so that f ∨ g ∈A.
(iii)⇒ (i): Let f, g ∈ X and set c := φ(f) ∨ φ(g). By the translation property (T), f − c, g − c ∈A,
which shows that
φ
(
(f ∨ g)− c
)
= φ
(
(f − c)∨ (g − c)
)
≤ 0.
Again, by the translation property (T), we get φ(f ∨ g)≤ c= φ(f) ∨ φ(g).
Finally, we assume that X =Bb(S) and prove (iii)⇔ (iv).
(iii)⇒ (iv): Suppose that f1B + c1Bc ∈ A and f1Bc + c1B ∈ A for c ∈ R and B ∈ B(S). Since
f ∨ c = (f1B + c1Bc) ∨ (f1Bc + c1B) it follows from (iii) that f ∨ c ∈ A. Hence, by monotonicity
(M) we get φ(f)≤ φ(f ∨ c)≤ 0, and therefore f ∈A.
(iv)⇒ (iii): Let f, g ∈ A and fix c ∈ R with c≤ f and c≤ g. Then, by monotonicity (M) it follows
that φ((f ∨ g)1B + c1Bc)≤ φ(f)≤ 0, where B := {f ≥ g}. This shows that (f ∨ g)1B + c1Bc ∈A,
and similarly (f ∨ g)1Bc + c1B ∈A, which by (iv) implies that f ∨ g ∈A.
Proposition 2.1. Every max-stable monetary risk measure φ : X →R is convex.
Proof. For f, g ∈ X and λ ∈ [0,1], it holds
φ
(
λf + (1− λ)g
)
− λφ(f)− (1− λ)φ(g) = φ
(
λ(f − φ(f)) + (1− λ)(g − φ(g))
)
≤ φ
(
(f − φ(f)) ∨ (g − φ(g))
)
≤ φ(f − φ(f)) ∨ φ(g − φ(g)) = 0,
where the second inequality follows from max-stability.
2.1. Dual representation of max-stable monetary risk measures
Notice that Proposition 2.1 allows for convex duality and thus for a dual characterization of max-
stability. For a max-stable monetary risk measure φ : Cb(S)→ R, we define its convex conjugate
φ∗ : ca+1 (S)→ [0,+∞] by
φ∗(µ) := sup
f∈Cb(S)
{∫
f dµ− φ(f)
}
,
where ca+1 (S) denotes the set of all probability measures on B(S). Especially, for the Dirac measure
δx, for x ∈ S, it holds
Imin(x) := φ
∗(δx) = sup
f∈Cb(S)
{f(x)− φ(f)}= sup
f∈A
f(x), (2.1)
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where in the last equality it is used that f − φ(f) ∈ A for all f ∈ Cb(S) by the translation property
(T). In particular, the function S→ [0,+∞], x 7→ Imin(x) is lower-semicontinuous. On the other hand,
even though the conjugate µ 7→ φ∗(µ) is convex, it does not follow that x 7→ Imin(x) is convex (in case
that S is a convex set).
Now we are ready to state our first main result.
Theorem 2.1. Suppose that (S,d) is separable and let φ : Cb(S)→ R be a monetary risk measures
which is continuous from above4. Then, the following are equivalent:
(i) φ is max-stable.
(ii) f ∨ g ∈A for all f, g ∈A.
(iii) φ(f) =maxx∈S{f(x)− Imin(x)} for all f ∈Cb(S).
(iv) φ is convex and φ∗(µ) =
∫
φ∗(δx)µ(dx) for all µ ∈ ca
+
1 (S).
(v) There is a function γ : S→ (−∞,+∞] such that A= {f ∈Cb(S) : f ≤ γ}.
In this case, the function S→ [0,+∞], x 7→ Imin(x) has compact sublevel sets.
Proof. Before proving these equivalences, we show that
φ∗(δ·) = ess.supµA µ-almost surely (2.2)
for all µ ∈ ca+1 (S), where ess.supµA denotes the essential supremum of A w.r.t. the probabil-
ity measure µ, see [17, Section A.5]. To that end, fix µ ∈ ca+1 (S), and let ξ be a measurable µ-
a.s. representative of ess.supµA. Since φ
∗(δ·) is lower semicontinuous, the function φ∗(δ·) = supA
is a Borel measurable upper bound of A. Therefore, it holds ξ ≤ φ∗(δ·) µ-a.s.. By contradiction,
suppose that µ(ξ < φ∗(δ·)) > 0. Then, there exists a rational q ∈ Q such that µ(C) > 0, where
C := {ξ < q < φ∗(δ·)}. Since (S,d) is second-countable, there exists x ∈ S such that µ(C ∩ U) > 0
for every open neighborhood U of x. Fix f ∈ A with q < f(x) ≤ φ∗(δx). Note that such an f exists
because φ∗(δx) = supf∈A f(x); see (2.1). Then, {q < f} is an open neighborhood of x, and therefore
µ(C ∩ {q < f}) > 0. This shows that ξ(y) < f(y) for all y ∈ C ∩ {q < f}, but this contradicts that
f ≤ ξ µ-a.s. This shows (2.2).
(i)⇔ (ii): This follows from Lemma 2.1.
(i)⇒ (iv): Since φ is max-stable it is convex by Proposition 2.1. Fix µ ∈ ca+1 (S). On the one hand,
since A is directed upwards there exists a sequence (fn)n∈N in A such that 0 ≤ fn ≤ fn+1 for all
n ∈N and
fn→ ess.supµA µ-a.s..
By (2.2) we have that ess.supµA= φ
∗(δ·) µ-a.s.. Then, by monotone convergence, we obtain
φ∗(µ) = sup
f∈A
∫
f(x)µ(dx)≥ sup
n∈N
∫
fn(x)µ(dx) =
∫
φ∗(δx)µ(dx).
On the other hand,
φ∗(µ) = sup
f∈A
∫
f(x)µ(dx)≤
∫
ess.supµAµ(dx) =
∫
φ∗(δx)µ(dx).
4That is, for every sequence (fn)n∈N in Cb(S) such that fn ↓ 0, it holds φ(fn) ↓ 0.
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(iv)⇒ (iii): Fix f ∈ Cb(S). By the non-linear version of the Daniell-Stone representation theorem
(see [6, Proposition 1.1]) we have
φ(f) = max
µ∈ca+1 (S)
{∫
f(x)µ(dx)− φ∗(µ)
}
= max
µ∈ca+
1
(S)
{∫
f(x)µ(dx)−
∫
φ∗(δx)µ(dx)
}
= max
µ∈ca+1 (S)
{∫ (
f(x)− φ∗(δx)
)
µ(dx)
}
=max
x∈S
{
f(x)− φ∗(δx)
}
.
Moreover, by the arguments in the proof of [3, Theorem 2.2] it follows that the sublevel sets {µ ∈
ca1+(S) : φ
∗(µ) ≤ r} are σ(ca1+(S),Cb(S))-compact for all r ∈ R. As a consequence, the function
S→ [0,+∞], x 7→ φ∗(δx) has compact sublevel sets.
(iii)⇒ (v): From the dual representation we obtain
A= {f ∈Cb(S) : f(x)≤ φ
∗(δx) for all x ∈ S}.
(v)⇒ (ii): For f, g ∈A it holds f, g ≤ γ, so that
(f ∨ g)(x) = f(x) ∨ g(x)≤ γ(x) for all x ∈ S.
This shows that f ∨ g ∈A.
As a consequence, we get the following result.
Corollary 2.1. Let K ⊂ S be compact. Every max-stable monetary risk measure φ : C(K)→R has
the representation φ(f) =maxx∈S{f(x)− Imin(x)} for all f ∈C(K).
5
Proof. Since every compactK ⊂ S is separable, and φ is continuous from above by Dini’s lemma, the
statement follows from Theorem 2.1.
Remark 2.1. Based on standard arguments in convex duality, the function Imin is minimal among
those functions I : S→ [0,+∞], for which φ admits the representation
φ(f) = sup
x∈S
{f(x)− I(x)} for all f ∈Cb(S). (2.3)
Also, if φ has the representation (2.3), then I can be replaced by Imin. Indeed, for every f ∈ Cb(S)
and x ∈ S, it follows from (2.3) that I(x) ≥ f(x) − φ(f), which shows that I ≥ Imin. Hence, for
f ∈Cb(S), we obtain
φ(f) = sup
x∈S
{f(x)− I(x)} ≤ sup
x∈S
{f(x)− Imin(x)} ≤ φ(f),
where the last inequality follows by definition of Imin.
5We denote by C(K) the space of all continuous functions f : K→ R.
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2.2. Maxitive integral representation of max-stable monetary risk measures
Given a monetary risk measure φ : Bb(S)→ R, we define the concentration function J : B(S)→
[−∞,0] of the monetary risk measure φ by
JA := inf
r∈R
φ(r1Ac) for all A ∈ B(S). (2.4)
Directly from the definition, it holds JA ≤ JB whenever A ⊂ B. The concentration function is con-
nected to the acceptance set A= {f ∈Bb(S) : φ(f)≤ 0} as follows.
Lemma 2.2. For every A ∈ B(S) and s ∈R, it holds
(i) s >−JA implies that s1A− r1Ac /∈A for all r > 0,
(ii) s <−JA implies that there exists r > 0 such that s1A − r1Ac ∈A.
In particular,−JA = sup{s≥ 0: there exists r > 0 such that s1A− r1Ac ∈A}.
Proof. For every r > 0, it holds
φ(s1A − r1Ac) = φ(−(s+ r)1Ac) + s for all s ∈R. (2.5)
If s >−JA, then it follows from (2.5) that φ(s1A−r1Ac)≥ JA+s > 0, and therefore s1A−r1Ac /∈
A. On the other hand, due to (2.5), we have that φ(s1A − r1Ac) ↓ JA + s as r→+∞. If s < −JA,
then JA + s < 0, and therefore φ(s1A − r1Ac)≤ 0 for r large enough.
Lemma 2.3. Suppose that φ is max-stable. Then JA1∪...∪AN ≤ JA1∨. . .∨JAN for allA1, . . . ,AN ∈
B(S).
Proof. For every r ≤ 0, it holds from max-stability that
φ(r1(A1∪...∪AN )c) = φ(r1Ac1 ∨ . . .∨ r1A
c
N
)≤ φ(r1Ac
1
)∨ . . .∨ φ(r1Ac
N
).
Hence, by letting r→−∞ we obtain JA1∪...∪AN ≤ JA1 ∨ . . .∨ JAN .
A function µ : B(S)→ [−∞,0] is called a penalty if µ(∅) = −∞, µ(S) = 0, and µ(A) ≤ µ(B)
whenever A ⊂ B. A penalty µ is said to be max-stable if µ(A ∪ B) ≤ µ(A) ∨ µ(B). Given a max-
stable penalty µ : B(S)→ [−∞,0], the maxitive integral of f ∈ Bb(S) with respect to µ is defined
by ∫ X
f dµ := sup
r∈R
{r+ µ({f > r})}. (2.6)
The maxitive integral (2.6) was introduced in [5]. It is closely related to the Maslov integral in idempo-
tent analysis [22], and can be obtain as a transformation of the Shilkret integral [25]. Moreover, in the
context of idempotent analysis, max-stable risk measures can be identified with ‘linear’ functionals.
The following result is an adaptation to the present setting of [5, Corollary 6]. In contrast to [5, Corol-
lary 6], we assume max-stability on Bb(S) rather than the space of all functions f : S→ [−∞,+∞)
which are bounded from above.
Proposition 2.2. Let φ : Bb(S)→R be a function. Then, the following conditions are equivalent:
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(i) φ is a max-stable monetary risk measure.
(ii) There exists a max-stable penalty µ : B(S)→ [−∞,0] such that
φ(f) =
∫ X
f dµ for all f ∈Bb(S).
(iii) The concentration function J : B(S)→ [−∞,0] is a max-stable penalty and
φ(f) =
∫ X
f dJ for all f ∈Bb(S). (2.7)
Proof. (iii)⇒ (ii): The implication is obvious.
(ii)⇒ (i): This follows directly by definition of the maxitive integral and since the penalty µ is
max-stable.
(i)⇒ (iii): The concentration J is a penalty, which is max-stable by Lemma 2.3. To show (2.7), we
first assume that f is simple, that is, f =
∑N
i=1αif
−1(αi) with α1 <α2 < . . . < αN . Then, we have
f = ∨
1≤i≤N
{
αi1{f>αi−1} + r1{f≤αi−1}
}
for r ∈R small enough, where we define α0 :=−∞. Since φ is max-stable, it follows that
φ(f) = ∨
1≤i≤N
φ
(
αi1{f>αi−1} + r1{f≤αi−1}
)
= ∨
1≤i≤N
{
αi + φ((r − αi)1{f≤αi−1})
}
.
Letting r→−∞, we get
φ(f) = ∨
1≤i≤N
{
αi + J{f>αi−1}
}
= ∨
1≤i≤N
sup
r∈[αi−1,αi)
{
r+ J{f>r}
}
= sup
r∈R
{
r+ J{f>r}
}
=
∫ X
f dJ.
Finally, for general f ∈ Bb(S), the statement follows by approximating f with simple functions, and
since φ is Lipschitz continuous by the monotonicity (M) and the translation property (T).
Remark 2.2. Suppose that φ1, φ2 : Bb(S)→ R are max-stable monetary risk measures with respec-
tive concentration functions J1, J2. If J1(A) = J2(A) for all A ∈ B(S), then it follows from (2.7) in
Proposition 2.2 that φ1(f) = φ2(f) for all f ∈Bb(S).
Notice that the results in this subsection hold for general topological spaces S.
2.3. Examples
We provide some examples of max-stable monetary risk measures.
(a) Let γ : S→ [0,+∞] be a function that is not identically +∞. Then,
φ : Bb(S)→R, φ(f) := sup
x∈S
{f(x)− γ(x)}
is a max-stable monetary risk measure.
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(b) Let (φi) be a family of max-stable monetary risk measures onBb(S). Then,∨iφi is a max-stable
monetary risk measure on Bb(S).
(c) Let (Xn)n∈N be a sequence of S-valued random variables defined on a probability space
(Ω,F ,P). The upper asymptotic entropy
φent(f) := limsup
n→∞
1
n
logE[exp(nf(Xn))]
is a max-stable monetary risk measure on Bb(S). Indeed, it follows directly from the definition
that φent is a monetary risk measure. As for the max-stability, for f, g ∈ Bb(S) and An :=
{f(Xn)≥ g(Xn)}, it holds
φent(f ∨ g) = limsup
n→∞
1
n
log
(
E
[
exp(nf(Xn) ∨ ng(Xn)
])
=limsup
n→∞
1
n
log
(
E
[
exp(nf(Xn))1An
]
+E
[
exp(ng(Xn))1Acn
])
≤ lim sup
n→∞
1
n
logE
[
exp(nf(Xn))1An
]
∨ lim sup
n→∞
1
n
logE
[
exp(ng(Xn))1Acn
]
≤φent(f)∨ φent(g).
Along the same line of argumentation, one can show that the lower asymptotic entropy
φ
ent
(f) := lim infn→∞
1
n logE[exp(nf(Xn))] is a max-stable monetary risk measure on
Bb(S).
(d) In the context of the previous example, for a non-empty family P of probability measures on F ,
we define the upper and lower robust asymptotic entropies by
lim sup
n→∞
1
n
log
(
sup
P∈P
EP[exp(nf(Xn))]
)
and lim inf
n→∞
1
n
log
(
sup
P∈P
EP[exp(nf(Xn))]
)
for all f ∈ Bb(S). By the same arguments as in the previous example, it follows that the up-
per/lower robust asymptotic entropy is a max-stable monetary risk measure on Bb(S). Thereby,
it should be noted that the nonlinear expectation supP∈P EP[·] is subadditive. For instance, P
could be modeled as the Wasserstein ball P = {P : W(P,P0) ≤ c} consisting of all probabil-
ity measures P which in some Wasserstein distanceW are close to some reference probability
measure P0.
3. Large deviations built on max-stable monetary risk measures
Throughout this section, let φ : Bb(S)→R be a monetary risk measure.We will provide sufficient con-
ditions such that the monetary risk measure φ satisfies the Laplace principle (LP) with rate function6
I , i.e., φ has the dual representation
φ(f) = sup
x∈S
{f(x)− I(x)} for all f ∈Cb(S). (3.1)
6That is, a lower semicontinuous function I : S→ [0,+∞], which is not identically +∞.
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We define the minimal rate function Imin : S→ [0,+∞] of the monetary risk measure φ by
Imin(x) := (φ|Cb(S))
∗(δx) = sup
f∈Cb(S)
{f(x)− φ(f)}, (3.2)
and the concentration function J : B(S)→ [−∞,0] is defined as in (2.4).
The following result is an analogue of the probabilistic representation of the rate function in large
deviation theory, see e.g. [9, Remark 2.1] and [8, Theorem 4.1.18].
Proposition 3.1. For every x ∈ S, it holds
−Imin(x) = lim
δ↓0
JBδ(x),
where Bδ(x) := {y ∈ S : d(x, y)< δ}.
Proof. Let x ∈ S. Fix r ≤ 0 and δ > 0. By Urysohn’s lemma there exists a continuous function fr,δ :
S→ [r,0] with fr,δ(x) = 0 and Bδ(x)
c ⊂ f−1r,δ (r). Then, we have
Imin(x)≥−φ(fr,δ)≥−φ(r1Bδ(x)c),
and therefore
Imin(x)≥ sup
r≥0
−φ(r1Bδ(x)c) =−JBδ(x),
which shows that −Imin(x)≤ limδ↓0 JBδ(x).
As for the other inequality, let f ∈Cb(S). For every ε > 0 there exists δ > 0 so that f(z)≥ f(x)− ε
for all z ∈Bδ(x). Then, for r large enough, it holds
φ(f)≥ φ((f(x)− ε)1Bδ(x) − r1Bδ(x)c)
= φ(f(x)− ε− (r+ f(x) + ε)1Bδ(x)c)
= f(x)− ε+ φ(−(r + f(x) + ε)1Bδ(x)c).
By taking the infimum over r > 0, we obtain
φ(f)≥ f(x)− ε+ JBδ(x).
Since ε > 0 was arbitrary, we get
φ(f)≥ f(x) + lim
δ↓0
JBδ(x).
This shows that
− lim
δ↓0
JBδ(x) ≥ f(x)− φ(f)
for all f ∈Cb(S), and therefore limδ↓0 JBδ(x) ≤−Imin(x). The proof is complete.
Corollary 3.1. It holds
− inf
x∈A
Imin(x)≤ JA for all A⊂ S open. (3.3)
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If in addition, φ is max-stable, then
JK ≤− inf
x∈K
Imin(x) for allK ⊂ S compact. (3.4)
Proof. Suppose that A⊂ S is open. For every x ∈A there exists δ0 > 0 such that Bδ0(x)⊂A. There-
fore, by Proposition 3.1 we have
−Imin(x) = lim
δ↓0
JBδ(x) ≤ JBδ0 (x)
≤ JA.
By taking the supremum over all x ∈A we get (3.3).
Suppose now that φ is max-stable and K ⊂ S is compact. Given ε > 0, due to Proposition 3.1 and
by compactness there exist x1, . . . , xN ∈K and δ1, . . . , δN > 0 such thatK ⊂
⋃N
i=1Bδi(xi) and
−JBδi(xi)
≥ (Imin(xi)− ε)∧ ε
−1 for i= 1, . . . ,N.
Then, due to Lemma 2.3,
−JK ≥∧1≤i≤N (−JBδi (xi)
)≥∧1≤i≤N (Imin(xi)− ε)∧ ε
−1 ≥
(
inf
x∈K
Imin(x)− ε
)
∧ ε−1.
Then, (3.4) follows as ε > 0 was arbitrary.
Definition 3.1. We say that the monetary risk measure φ satisfies the large deviation principle (LDP)
with rate function I , if
− inf
x∈int(A)
I(x)≤ JA ≤− inf
x∈cl(A)
I(x) for all A ∈ B(S). (3.5)
By Corollary 3.1, the lower bound in (3.5) is always satisfied for the minimal rate function Imin, and
if in addition φ is max-stable, then the upper bound in (3.5) holds for the minimal rate function Imin
wheneverA is relatively compact.
The following result shows that the LDP uniquely determines the rate function I . Namely, whenever
φ satisfies the LDP with rate function I , it necessarily holds I = Imin.
Proposition 3.2. If JA ≤ − infx∈A I(x) for every closed set A⊂ S, then Imin ≥ I . Analogously, if
− infx∈A I(x)≤ JA for every open set A⊂ S, then Imin ≤ I . In particular, if φ satisfies the LDP with
rate function I , then I = Imin.
Proof. Suppose, for instance, that JA ≤ − infx∈A I(x) for every A ⊂ S closed. Fix x0 ∈ S and for
every δ > 0 consider the closed ball B¯δ(x0) := {x ∈ S : d(x0, x) ≤ δ}. Then, since I is lower semi-
continuous, it holds
I(x0) = lim
δ↓0
inf
x∈Bδ(x0)
I(x) = lim
δ↓0
inf
x∈B¯δ(x0)
I(x)≤−lim
δ↓0
JB¯δ(x0) =−limδ↓0
JBδ(x0) = Imin(x0),
where the last equality follows from Proposition 3.1.
The following proposition shows that the LP in (3.1) is a sufficient condition for the LDP, general-
izing the well-known fact in large deviations due to Bryc [4]. In particular, we have that Imin is not
only the minimal rate function, but also the unique possible rate function to obtain a representation
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(3.1). We would like to emphasize that, in the following proposition, I is not assumed to have compact
sublevel sets. The proof is an adaptation of the proof of [8, Theorem 4.4.13], where it is shown that
the LP implies the LDP for random variables with values in a completely regular topological space.
However, [8, Theorem 4.4.13] assumes that the rate function has compact sublevel sets to deal with the
technical difficulties of working with a general completely regular topological space.
Proposition 3.3. If φ : Bb(S)→R has the representation
φ(f) = sup
x∈S
{f(x)− I(x)} (3.6)
for all f ∈Cb(S), then φ satisfies the LDP with rate function I and I = Imin.
Proof. Fix a closed set A ⊂ S. We prove that JA ≤ − infx∈A I(x) for every closed set A ⊂ S. If
infx∈A I(x) = 0, then the assertion holds as JA ≤ 0 by definition. Thus, assume that infx∈A I(x)> 0.
Let δ > 0 be with δ < infx∈A I(x) and define
Iδ(x) := (I(x)− δ) ∧ δ−1 for x ∈ S.
Set α := infx∈A I
δ(x) ∈ (0,+∞). Since − infx∈S I(x) = φ(0) = 0, it follows that {I ≤ α} is non-
empty and closed as I is lower semicontinuous.Moreover, it holds {I ≤ α}∩A= ∅. Due to Urysohn’s
lemma, for every m ∈ N, there exists a continuous function hm : S → [0,m] such that {I ≤ α} ⊂
h−1m (m) and A⊂ h
−1
m (0). Then, it follows
JA = inf
r∈R
φ(r1Ac)≤ φ(−hm) =− inf
x∈S
{hm(x) + I(x)}.
Since hm(x) + I(x)≥m if x ∈ {I ≤ α}, and hm(x) + I(x)≥ α if x /∈ {I ≤ α}, by choosingm≥ α
it follows that
JA ≤−α=− inf
x∈A
Iδ(x).
Since the inequality above is satisfied for every δ > 0 small enough, we have
JA ≤− lim
δ↓0
inf
x∈A
Iδ(x) =− lim
δ↓0
(
( inf
x∈A
I(x)− δ)∧ δ−1
)
=− inf
x∈A
I(x).
It follows from (3.6) that I ≥ Imin due to Remark 2.1. On the other hand, since I satisfies the
upper bound of the LDP, we have that I ≤ Imin as a consequence of Proposition 3.2. This proves that
I = Imin.
Finally, since I = Imin, it follows from Corollary 3.1, that I satisfies the lower bound in the LDP.
The proof is complete.
We next establish the equivalence between LP and LDP for max-stable monetary risk measures.
Namely, we show that the converse of Proposition 3.3 holds true under max-stability, which gives, in
more generality, an alternative proof for the classical Varadhan’s lemma, see e.g. [18, Theorem III.13,
p. 32].
Theorem 3.1. Suppose that φ is max-stable. Then, φ satisfies the LDP with rate function I if and
only if
φ(f) = sup
x∈S
{f(x)− I(x)} for all f ∈Cb(S). (3.7)
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In that case, it holds I = Imin.
Proof. We know from Proposition 3.3 that the representation (3.7) implies the LDP and that I = Imin.
Suppose that φ satisfies the LDP with rate function I and fix f ∈ Cb(S). Since φ is max-stable, it
follows from Proposition 2.2 that
φ(f) = sup
r∈R
{r+ J{f>r}}. (3.8)
Given r ∈R, due to the upper bound of the LDP, it holds J{f≥r} ≤− infx∈{f≥r} I(x) as {f ≥ r} is
closed. Then, by (3.8) and monotonicity of the concentration function J , we have
φ(f)≤ sup
r∈R
{
r− inf
x∈{f≥r}
I(x)
}
= sup
r∈R
sup
x∈{f≥r}
{r− I(x)}
≤ sup
r∈R
sup
x∈{f≥r}
{f(x)− I(x)}
≤ sup
x∈S
{f(x)− I(x)}.
On the other hand, given r ∈R, it holds J{f>x} ≥− infx∈{f>r} I(x) due to the lower bound of the
LDP. Then, given ε > 0, it follows from (3.8) that
φ(f)≥ sup
r∈R
{
r− inf
x∈{f>r}
I(x)
}
= sup
r∈R
sup
x∈{f>r}
{r− I(x)}
≥ sup
x∈S
sup
y∈{f>f(x)−ε}
{f(x)− ε− I(y)}
≥ sup
x∈S
{f(x)− ε− I(x)}.
Since ε > 0 was arbitrary, we obtain φ(f)≥ sup
x∈S
{f(x)− I(x)}. The proof is complete.
Remark 3.1. In the particular case of the asymptotic entropy, the LDP and LP are formulated in
[23] by means of idempotent probability measures and the Shilkret integral; see Definition 3.1.1 and
Theorem 3.1.1 in [23].7 For a comparison with the present setting, we next adapt these formulations to
general max-stable monetary risk measures by using the equivalent language of maxitive penalties and
maxitive integrals. Actually, µ is a maxitive penalty if and only if eµ is a idempotent probability, and
the maxitive integral (2.6) can be obtained as a transformation of the Shilkret integral; see [5] for more
details. Given a rate function I , the functionA 7→ IA : B(S)→ [−∞,0] defined as
IA :=− inf
x∈A
I(x)
7We thank an anonymous referee for pointing out this reference.
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is a max-stable penalty. Then, the LDP can be reformulated in terms of penalties as follows. Namely,
φ : Bb(S)→R satisfies the LDP with rate function I if and only if
Iint(A) ≤ JA ≤ Icl(A) for all A ∈ B(S). (3.9)
Moreover, the LP principle can be reformulated as an equality of maxitive integrals. Namely, φ satisfies
the LP with rate function I if and only if
∫ X
fdJ =
∫ X
fdI for all f ∈Cb(S). (3.10)
The latter equivalence can be proved by using the maxitive integral representation in Proposition 2.2
together with a similar argument as in the proof of the “only if” part of Theorem 3.1. Within this
framework, it shoud be noticed that Theorem 3.1 states the equivalence between (3.9) and (3.10).
We finish by discussing the scope of the present section. For the sake of simplicity, we stated our
results for a metric space S. However, the statements are valid for normal spaces.8 Moreover, all the
results except Propositions 3.3 (and consequently the “if” part of Theorem 3.1) are valid for completely
regular spaces.9 Propositions 3.3 is also valid for completely regular topological spaces if one assumes
that the rate function has compact sublevel sets. The argument follows from an adaptation to the present
setting of the proof of [8, Theorem 4.4.13]. Finally, the “only if” part of Theorem 3.1 (and consequently
Varadhan’s lemma) is valid for general topological spaces as it is a consequence of Proposition 2.2.
4. Locally max-stable monetary risk measures
Throughout this section we consider a monetary risk measure φ : Bb(S)→ R. Given a compact set
K ⊂ S, we denote by CK(S) the space of all real-valued functions from S to R of the form f1K +
r1Kc , where f ∈C(K) and r ∈R.
Definition 4.1. We say that φ is locally max-stable if φ |CK(S) is max-stable for every compact set
K ⊂ S.
Lemma 4.1. Suppose that φ is locally max-stable. Then, for every compact setK ⊂ S, φ |CK(S) has
the representation
φ(f1K + r1Kc) = sup
x∈K
{f(x)− IK(x)} ∨ (r+ JKc)
for all f ∈C(K) and r ∈R, where
IK(x) := sup
f∈C(K)
{
f(x)− inf
r∈R
φ(f1K + r1Kc)
}
.
Recall that JKc = infr∈R φ(r1K).
8Recall that S is normal if for any two disjoint closed subsets A,B of S there exist two disjoint open sets U,V such that
A⊂U and B ⊂ V .
9Recall that a topological space S is completely regular if it is Hausdorff and for any closed setA⊂ S and any point x /∈A,
there exists a continuous function f : S→ [0,1] such that f(x) = 1 and A⊂ f−1(0).
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Proof. Fix a compact set K ⊂ S. If S =K , then the result follows from Corollary 2.1. Suppose that
K 6= S and choose x0 ∈ S \K . Define
φK : C(K ∪ {x0})→R, φK(f) := φ(f1K + f(x0)1Kc).
Since φ |CK(S) is max-stable, it follows that φK is max-stable. We have that K ∪ {x0} is compact,
then by applying Corollary 2.1 to φK we get
φ(f1K + r1Kc) = φK(f1K + r1{x0}) = sup
x∈K
{f(x)− φ∗K(δx)} ∨ (r− φ
∗
K(δx0)).
If x ∈K , then it holds
φ∗K(δx) = sup
f∈C(K∪{x0})
{f(x)− φ(f1K + f(x0)1Kc)}
= sup
f∈C(K), r∈R
{f(x)− φ(f1K + r1Kc)}
= sup
f∈C(K)
{f(x)− inf
r∈R
φ(f1K + r1Kc)}
=IK(x).
On the other hand,
φ∗K(δx0) = sup
f∈C(K∪{x0})
{f(x0)− φ(f1K + f(x0)1Kc)}
= sup
f∈C(K), r∈R
{r− φ(f1K + r1Kc)}
= sup
f∈C(K), r∈R
{−φ(f1K + r1Kc − r)}
= sup
f∈C(K), r∈R
{−φ(f1K − r1K)}
= sup
f∈C(K), r∈R
{−φ((f − r)1K)}
=− inf
r∈R
φ(r1K ) =−JKc .
The proof is complete.
Lemma 4.2. For every compact setK ⊂ S, it holds
(i) IK(x)≥ Imin(x) for all x ∈K ,
(ii) Imin(x)≥−JKc for all x /∈K .
Proof. As for (i), suppose thatK ⊂ S is compact and fix x ∈K . Given f ∈Cb(S), we have
f(x)− φ(f1K − r1Kc)≥ f(x)− φ(f),
for all r ∈R with r ≥ ‖f‖∞, which shows that
f(x)− inf
r∈R
φ(f1K − r1Kc)≥ f(x)− φ(f).
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Since by Tietze’s extension theorem, every f ∈C(K) has an extension f¯ ∈Cb(S) such that f¯ |K= f ,
we conclude
IK(x) = sup
f∈C(K)
{
f(x)− inf
r∈R
φ(f1K − r1Kc)
}
≥ sup
f∈Cb(S)
{f(x)− φ(f)}= Imin(x).
Finally, notice that (ii) is a direct consequence of Corollary 3.1.
Theorem 4.1. Suppose that φ is locally max-stable and one of the following conditions is satisfied:
(A) For everyM > 0, there exists a compact setK ⊂ S such that −JKc ≥M .
(B) There exists I(∞) ∈R such that for every ε > 0 there exists a compact setK ⊂ S so that
−JKc ≥ I(∞)− ε and Imin(x)≤ I(∞) + ε for all x ∈K
c.
Then, it holds
φ(f) = sup
x∈S
{f(x)− Imin(x)} for all f ∈Cb(S) (4.1)
and φ satisfies the LDP with rate function Imin. Moreover, if (A) holds, then Imin has compact sublevel
sets.
Proof. Fix f ∈ Cb(S) and set a := supx∈S{f(x) − Imin(x)}. By definition of Imin one has that
φ(f)≥ a. Thus, we have to prove that φ(f)≤ a.
We first assume that condition (A) holds. Fix M > 0 and choose a compact set K ⊂ S such that
−JKc ≥M . Define f¯ := f1K + ‖f‖∞1Kc . By Lemma 4.1 and Lemma 4.2 we obtain
φ(f)≤ φ(f¯) = sup
x∈K
{f(x)− IK(x)} ∨ {‖f‖∞+ JKc} ≤ a∨ {‖f‖∞−M}.
By choosingM large enough, we obtain that φ(f)≤ a, which shows (4.1).
We prove that Imin has compact sublevel sets. Given r ≥ 0, there exists a compact set K ⊂ S such
that
−JKc ≥ r+ 1.
Then we have I−1min([0, r]) ⊂K , since otherwise there exists x ∈ I
−1
min([0, r]) such that x /∈K , which
by Lemma 4.2 would imply r ≥ Imin(x) ≥ −JKc ≥ r + 1. Since Imin is lower semicontinuous, it
follows that I−1min([0, r]) is compact.
Now, suppose that condition (B) holds. Fix ε > 0 and choose a compact set K ⊂ S such that
Imin(x)≤ I(∞) + ε for all x ∈K
c, and −JKc ≥ I(∞)− ε. Define f˜ := f1K +(a+ I(∞) + ε)1Kc .
Then, since a≥ f(x)− Imin(x) for all x ∈ S, we have
f = f1K + f1Kc ≤ f1K + (a+ Imin)1Kc ≤ f1K + (a+ I(∞) + ε)1Kc = f˜ .
Thus, by Lemma 4.1 and Lemma 4.2, we obtain
φ(f)≤ φ(f˜)
= sup
x∈K
{f(x)− IK(x)} ∨ {a+ I(∞) + ε+ JKc}
≤ a∨ {a+ I(∞) + ε− I(∞) + ε}
≤ a∨ (a+ 2ε)≤ sup
x∈S
{f(x)− Imin(x)}+2ε.
18 M. Kupper and J. M. Zapata
As ε was arbitrary, we derive (4.1).
Finally, since φ has the representation (4.1), by Proposition 3.3, φ satisfies the LDPwith rate function
Imin . The proof is complete.
Remark 4.1. Suppose that Sˆ := S ∪ {∞} is the Alexandroff one-point compactification of S. Recall
that Sˆ is endowed with the topology consisting of all open subsets of S together with all sets of the
form V = Kc ∪ {∞}, where K is compact; see [19] for further details. Then, conditions (A) and
(B) in Theorem 4.1 can be unified as a continuity condition on Sˆ. Namely, extend Imin to a function
Iˆ : Sˆ→ [0,+∞] by setting Iˆ(∞) := sup{−JKc : K ⊂ S compact}, and consider [0,+∞] as the one-
point compactification of [0,+∞). Then, it can be verified that Iˆ is continuous at∞ if and only if one
of the conditions (A) or (B) is satisfied. Further, condition (A) corresponds to the case Iˆ(∞) = +∞,
and condition (B) corresponds to the case Iˆ(∞)<+∞.
Under condition (A) the rate function Imin has compact sublevel sets. However, the following ex-
ample shows that the compactness of the sublevel sets of Imin is not a sufficient condition for the
representation (4.1).
Example 4.1. Suppose that (Xn)n∈N is a sequence of random variables with values in N, such that
for everym ∈N, it holds
P(Xn =m) =
{
e−nm, if n 6=m,
1− e
−n
1−e−n
+ e−n
2
, if n=m.
Then, for every f = (f(m))m∈N ∈Bb(N), the upper asymptotic entropy is given by
φent(f) := limsup
n→∞
1
n
logE[exp(nf(Xn))] = limsup
n→∞
1
n
log
∞∑
m=1
enf(m)P(Xn =m).
In this case, the rate function is explicitly given (see (6.1) below) by
Imin(m) =− lim
δ↓0
lim sup
n→∞
1
n
logP(Xn ∈Bδ(m))
=− lim sup
n→∞
1
n
logP(Xn =m)
=− lim sup
n→∞
1
n
log e−nm =m,
so that Imin has compact sublevel sets.
Moreover, definingKm := {1,2, . . . ,m} it follows from (6.1) below that
JKcm = limsupn→∞
1
n
logP(Xn >m)
= limsup
n→∞
1
n
log

 ∞∑
k=m+1
e−nk +1−
e−n
1− e−n


= lim
n→∞
1
n
log
(
e−n(m+1)
1− e−n
+1−
e−n
1− e−n
)
= 0.
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Since every compactK ⊂N is finite, it holdsK ⊂Km form large enough, and therefore 0 = JKcm ≤
JKc . Hence, as the concentration function J assumes values in [−∞,0], it follows that JKc = 0. We
conclude that condition (B) is not satisfied as Imin is not bounded on the complement of a compact
subset, and condition (A) does not hold as Iˆ(∞) = 0<+∞.
Finally, we show that φent does not admit the representation (4.1). Indeed, for the constant function
f ≡ 1, it holds supm∈N{fm− Imin(m)}= supm∈N{1−m}= 0, but
φent(f) = limsup
n→∞
1
n
logE[exp(nf(Xn))] = limsup
n→∞
1
n
logE[exp(n)] = 1.
As a consequence, the compactness of the sublevel sets of Imin is not a sufficient condition for the
representation (4.1).
We next provide an example where condition (A) does not hold, but condition (B) is satisfied.
Example 4.2. Suppose that Q= {q1, q2, . . .} is an enumeration of the set of rational numbers. Con-
sider the deterministic random variables Xn ≡ qn, for n ∈ N. Then, for every f ∈ Cb(R) the asymp-
totic entropy is given by
φent(f) = limsup
n→∞
1
n
logE[exp(nf(Xn))] = sup
r∈R
f(r).
By (6.1) we have
Imin(x) =− lim
δ↓0
lim sup
n→∞
1
n
logP(Xn ∈Bδ(x)) = 0
for every x ∈R. Further, by (6.1) for every compact setK ⊂R, it holds
JKc = lim
δ↓0
lim sup
n→∞
1
n
logP(Xn ∈K
c) = 0.
Then, φent satisfies condition (B) for I(∞) := 0, but it does not satisfy condition (A).
Remark 4.2. Let us discuss the scope of Theorem 4.1. Under the assumption that φ : Bb(S)→ R
is max-stable, Theorem 4.1 is valid when S is a completely regular topological space. In that case,
each of the conditions (A) and (B) implies the LDP, and therefore the representation (4.1) follows from
Theorem 3.1.
For instance, suppose that (B) is satisfied and φ is max-stable. Then, for A ⊂ S closed and ε > 0,
there exists a compact setK ⊂ S such that Imin(x)≤ I(∞)+ε for all x ∈K
c, and−JKc ≥ I(∞)−ε.
Then, by Corollary 3.1 and Lemma 2.3, since A ∩K is compact, it holds
JA ≤JA∩K ∨ JKc
≤− inf
x∈A∩K
Imin(x) ∨ (−I(∞) + ε)
≤− inf
x∈A∩K
Imin(x) ∨
(
− inf
x∈A∩Kc
Imin(x) + 2ε
)
≤− inf
x∈A
Imin(x) + 2ε.
Since ε > 0 was arbitrary, we get JA ≤ − infx∈A I(x). A similar argument shows that condition (A)
together with the max-stability of φ implies the LDP.
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5. Large deviations for pairs of monetary risk measures
For the forthcoming discussion, let φ, φ : Bb(S)→R be two monetary risk measures such that
φ(f)≤ φ(f) for all f ∈Cb(S).
Let I : S→ [0,+∞] be a rate function. We will provide conditions under which φ and φ coincide on
Cb(S), and satisfy a LP with rate function I . Define the respective minimal rate functions I and I as
in (3.2), and the associated concentration functions J and J as in (2.4). It follows directly from the
definitions that I(x)≤ I(x) for all x ∈ S, and JA ≤ JA for all A ∈ B(S).
Proposition 5.1. Suppose that φ satisfies the LP with rate function I , as well as− infx∈A I(x)≤ JA
for every open set A⊂ S. Then, φ(f) = φ(f) for all f ∈Cb(S) and I = I = I . In that case, it holds
− inf
x∈int(A)
I(x)≤ JA ≤ JA ≤− inf
x∈cl(A)
I(x) (5.1)
for all A ∈ B(S).
Proof. Since − infx∈A I(x)≤ JA for all A⊂ S open, by applying Proposition 3.2 to φ, we have that
I ≤ I . Therefore, for f ∈Cb(S), it holds
φ(f)≥ φ(f)≥ sup
x∈S
{f(x)− I(x)} ≥ sup
x∈S
{f(x)− I(x)}= φ(f).
We get that φ(f) = φ(f) for all f ∈Cb(S). Finally, from Proposition 3.3, it follows that I = I = I and
(5.1) holds.
Proposition 5.2. Suppose that φ is max-stable. Then,
− inf
x∈int(A)
I(x)≤ JA ≤ JA ≤− inf
x∈cl(A)
I(x) for all A ∈ B(S) (5.2)
if and only if
φ(f) = φ(f) = sup
x∈S
{f(x)− I(x)} for all f ∈Cb(S). (5.3)
In that case, it holds I = I = I .
Proof. Suppose that (5.2) holds. In particular,φ satisfies the LDPwith rate function I and consequently
φ has the representation (5.3) due to Theorem 3.1. Moreover, the lower bound in (5.2) implies that
φ(f) = φ(f) for all f ∈ Cb(S) due to Proposition 5.1. Hence, φ also has the representation (5.3).
Conversely, suppose that (5.3) holds. By Theorem 3.1, φ and φ satisfy the LDP with rate function I ,
which shows (5.2).
Next, we state a version of Theorem 4.1 in the present context.
Proposition 5.3. Suppose that φ and φ are locally max-stable. If φ satisfies one of the condition (A)
or (B), then φ satisfies the LP with rate function I , φ satisfies the LP with rate function I , and
− inf
x∈int(A)
I(x)≤ JA ≤ JA ≤− inf
x∈cl(A)
I(x) for all A ∈ B(S). (5.4)
Large deviations built on max-stability 21
If, in addition, − inf
x∈A
I(x) ≤ JA for every open set A ⊂ S, then I = I and φ(f) = φ(f) for all f ∈
Cb(S).
Proof. Since φ satisfies one of the condition (A) or (B), it follows that φ also satisfies one of these
conditions by just noting that I ≤ I and J ≤ J . Hence, the first part follows directly from Theorem
4.1. Finally, the second part is an application of Proposition 5.1. The proof is complete.
6. Asymptotic shortfall risk measures
Given a non-decreasing loss function l : R → R the shortfall risk of a bounded random variable
Z : Ω→R is defined as
φl(Z) := inf
{
m ∈R : E[l(Z −m)]≤ 1
}
.
For further details on shortfall risk measures we refer to [17]. In the following we consider a sequence
(Xn)n∈N of random variables Xn : Ω→ S. Moreover, let (ln)n∈N be a sequence of functions of the
form ln = exp(wn), wherewn : (−∞,+∞]→ (−∞,+∞] is a non-decreasing function with wn(0) =
0 for all n ∈ N. We work with the generalized inverse w−1n : (−∞,+∞]→ [−∞,+∞], given by
w−1n (y) := sup{x ∈R : wn(x)≤ y}, with the convention sup∅ :=−∞. In addition, we assume that
lim sup
n→∞
w−1n (a+ an) = limsup
n→∞
w−1n (an), lim infn→∞
w−1n (a+ an) = lim infn→∞
w−1n (an) (6.1)
for all a ∈R and every sequence (an)n∈N in [0,+∞].
Definition 6.1. The upper/lower asymptotic shortfall risk measures φ, φ : Bb(S)→R are defined as
φ(f) := limsup
n→∞
φln
(
f(Xn)
)
= limsup
n→∞
inf
{
m ∈R : E
[
ln
(
f(Xn)−m
)]
≤ 1
}
,
φ(f) := lim inf
n→∞
φln
(
f(Xn)
)
= lim inf
n→∞
inf
{
m ∈R : E
[
ln
(
f(Xn)−m
)]
≤ 1
}
.
Straightforward inspection shows that φ, φ : Bb(S)→ R are monetary risk measures. Define the re-
spective rate functions I , I as in (3.2), and the associated concentration functions J , J as in (2.4),
respectively.
Proposition 6.1. For every B ∈ B(S) and x ∈ S, it holds
JB =− lim infn→∞
w−1n (− logP(Xn ∈B)) and I(x) = lim
δ↓0
lim inf
n→∞
w−1n (− logP(Xn ∈Bδ(x))) ,
JB =− lim sup
n→∞
w−1n (− logP(Xn ∈B)) and I(x) = lim
δ↓0
lim sup
n→∞
w−1n (− logP(Xn ∈Bδ(x))) .
Proof. We show the result for φ, the argumentation for φ is similar. For every B ∈ B(S) and r ∈R, it
holds
φln(r1Bc) = inf
{
m ∈R : exp
(
wn(r−m)
)
P(Xn ∈B
c) + exp(wn(−m)
)
P(Xn ∈B)≤ 1
}
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≤ inf
{
m ∈R : 2
(
exp
(
wn(r−m)
)
P(Xn ∈B
c)∨ exp(wn(−m)
)
P(Xn ∈B)
)
≤ 1
}
=inf
{
m ∈R :
wn(r−m)≤− log2− logP(Xn ∈Bc)
wn(−m)≤− log2− logP(Xn ∈B)
}
=inf
{
m ∈R :
m≥ r−w−1n
(
− log 2− logP(Xn ∈Bc)
)
m≥−w−1n
(
− log 2− logP(Xn ∈B)
) }
=
(
r−w−1n
(
− log 2− logP(Xn ∈B
c)
))
∨
(
−w−1n
(
− log2− logP(Xn ∈B)
))
.
Using (6.1), we get
φ(r1Bc)≤
(
r− lim inf
n→∞
w−1n
(
− logP(Xn ∈B
c)
))
∨
(
− lim inf
n→∞
w−1n
(
− logP(Xn ∈B)
))
.
By letting r→−∞, we obtain
JB ≤− lim infn→∞
w−1n (− logP(Xn ∈B)).
On the other hand, for every r ∈R, we have
φln(r1Bc ) = inf
{
m ∈R : exp
(
wn(r−m)
)
P(Xn ∈B
c) + exp
(
wn(−m)
)
P(Xn ∈B)≤ 1
}
≥ inf
{
m ∈R : exp
(
wn(−m)
)
P(Xn ∈B)≤ 1
}
=−w−1
(
− logP(Xn ∈B)
)
.
From there, we get
φ(r1Bc)≥− lim infn→∞
1
n
w−1(− logP(Xn ∈B)).
By letting r→−∞, we obtain JB ≥− lim infn→∞w
−1
n (− logP(Xn ∈B)).
Finally, for x ∈ S, it follows from Proposition 3.1 that
I(x) =− lim
δ↓0
JBδ(x) = limδ↓0
lim inf
n→∞
w−1n
(
− logP(Xn ∈Bδ(x))
)
.
The proof is complete.
By Proposition 6.1, it holds −JKc = lim infn→∞w
−1
n
(
− logP(Xn ∈ Kc)
)
for every compact
K ⊂ S. Hence, conditions (A) and (B) in Theorem 4.1 give rise to the following modified versions:
(A’) For everyM > 0 there exists a compact setK ⊂ S such that
lim inf
n→∞
w−1n
(
− logP(Xn ∈K
c)
)
≥M.
(B’) There exists I(∞) ∈R such that for every ε > 0 there exists a compact setK ⊂ S which satisfies
lim inf
n→∞
w−1n
(
− logP(Xn ∈K
c)
)
≥ I(∞)− ε
and
I(x)≤ I(∞) + ε for all x ∈Kc.
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As a result, we obtain the following generalization of Bryc’s lemma.
Proposition 6.2. Suppose that (Xn)n∈N satisfies one of the conditions (A’), (B’). Then, for all f ∈
Cb(S),
lim sup
n→∞
inf
{
m ∈R : E
[
exp
(
wn(f(Xn)−m)
)]
≤ 1
}
= sup
x∈S
{
f(x)− I(x)
}
(6.2)
lim inf
n→∞
inf
{
m ∈R : E
[
exp
(
wn(f(Xn)−m)
)]
≤ 1
}
= sup
x∈S
{
f(x)− I(x)
}
(6.3)
and for every A ∈ B(S), it holds
− inf
x∈int(A)
I(x)≤− lim sup
n→∞
w−1n
(
− logP(Xn ∈A)
)
≤− lim inf
n→∞
w−1n
(
− logP(Xn ∈A)
)
≤− inf
x∈cl(A)
I(x)
Moreover, if lim supn→∞w
−1
n
(
− logP(Xn ∈ A)
)
≤ infx∈A I(x) for every open set A ⊂ S, then
I = I and (6.2)=(6.3), in which case the lim sup/lim inf is in fact a limit.
Proof. By assumption φ satisfies either (A) or (B) in Proposition 5.3. Hence, all assertions would
follow from Proposition 5.3, if both φ and φ were locally max-stable.
Suppose that K ⊂ S is compact. We prove that φ|CK(S) is max-stable, the argumentation for
φ|CK(S) is similar. We first assume that K = S. Fix f ∈ C(S) and ε > 0. By compactness, there
exist x1, . . . , xN ∈K and δ1, . . . , δN > 0 such thatK ⊂
⋃N
i=1Bδi(xi),
f(x)≤ f(xi) + ε for all x ∈Bδi(xi)
and
(I(xi)− ε)∧ ε
−1 ≤−JBδi(xi)
.
Then, it holds
φln(f)≤ inf
{
m ∈R :
N∑
i=1
exp
(
wn(f(xi) + ε−m)
)
P(Xn ∈Bδi(xi))≤ 1
}
≤ inf
{
m ∈R : N max
1≤i≤N
{
exp
(
wn(f(xi) + ε−m)
)
P(Xn ∈Bδi(xi))
}
≤ 1
}
≤ inf
{
m ∈R : N exp
(
wn(f(xin ) + ε−m)
)
P(Xn ∈Bδin (xin))≤ 1
}
=
{
f(xin) + ε−w
−1
n
(
− logN − logP(Xn ∈Bδin (xin))
)}
,
where in := argmax1≤i≤N
{
exp
(
wn(f(xi) + ε−m)
)
P(Xn ∈Bδi(xi))
}
. By assumption (6.1) and
Proposition 6.1 we have
φ(f)≤ lim sup
n→∞
max
1≤i≤N
{
f(xi) + ε−w
−1
n
(
− logN − logP(Xn ∈Bδi(xi))
)}
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≤ max
1≤i≤N
{
f(xi) + ε− lim inf
n→∞
w−1n
(
− logN − logP(Xn ∈Bδi(xi))
)}
= f(xi0) + ε+ JBδi0
(xi0 )
≤ f(xi0) + ε− (I(xi0)− ε) ∧ ε
−1,
where i0 := argmax1≤i≤N
{
f(xi) + ε + JBδi (xi)
}
. Since ε > 0 was arbitrary, we get φ(f) ≤
supx∈S{f(x)− I(x)}. By definition of I , it holds φ(f)≥ supx∈S{f(x)− I(x)}, which shows (6.2).
As a consequence, φ is max-stable on C(S).
In a second step, we assume that K 6= S. Fix x0 ∈ S \K . Further, let (Zn)n∈N be the sequence
of random variables with values in S defined as Zn(ω) =Xn(ω) if ω ∈ X−1n (K), and Zn(ω) = x0
otherwise. Define
φK : Cb(K ∪ {x0})→R, φK(f) := limsup
n→∞
φln
(
f(Zn)
)
.
SinceK ∪{x0} is compact, it follows from the first part of the proof that φK is max-stable. Moreover,
since for every f ∈C(K) and all r ∈R it holds
φ(f1K + r1Kc) = φK(f1K + r1{x0}),
it follows that φ |CK(S) is max-stable.
Example 6.1. The upper/lower asymptotic entropic risk measure corresponds to the sequence
ln(x) = exp(nx), n ∈ N. Then, wn(x) = nx and w
−1
n (y) =
1
ny. Inspection shows that φ and φ coin-
cide with the upper and lower asymptotic entropies, respectively, and the condition (6.1) holds. From
Proposition 6.1 we obtain
JA = limsup
n→∞
1
n
logP(Xn ∈A) and JA = lim infn→∞
1
n
logP(Xn ∈A)
for all A ∈ B(S). Moreover, the minimal rate functions are given by
I(x) =− lim
δ↓0
lim sup
n→∞
1
n
logP(Xn ∈Bδ(x))
I(x) =− lim
δ↓0
lim inf
n→∞
1
n
logP(Xn ∈Bδ(x))
for all x ∈ S. Here, the condition (A’) corresponds to the exponential tightness of the sequence
(Xn)n∈N.
Example 6.2. Let ln(x) := exp(nw(x)) where w : (−∞,+∞]→ (−∞,+∞] is an increasing bi-
jection with w(0) = 0. Then, wn(x) = nw(x), w
−1
n (y) = w
−1(y/n), and it can be checked that w−1n
satisfies (6.1). By Proposition 6.1, we obtain the minimal rate functions
I(x) = lim
δ↓0
lim inf
n→∞
w−1
(
−
1
n
logP(Xn ∈Bδ(x))
)
(6.4)
I(x) = lim
δ↓0
lim sup
n→∞
w−1
(
−
1
n
logP(Xn ∈Bδ(x))
)
(6.5)
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for all x ∈ S. For instance, let p > 0 be a positive real number, and w(x) := sgn(x)|x|p. Then,
w−1(y) = sgn(y)|y|1/p and the minimal rate functions are given by
I(x) = lim
δ↓0
lim inf
n→∞
(
−
1
n
logP(Xn ∈Bδ(x))
)1/p
(6.6)
I(x) = lim
δ↓0
lim sup
n→∞
(
−
1
n
logP(Xn ∈Bδ(x))
)1/p
(6.7)
for all x ∈ S.
Remark 6.1. The previous example can be interpreted as a transformation of the classical LDP,
which corresponds to the asymptotic entropy. To that end, suppose that (Xn)n∈N is exponen-
tially tight, and φent(f) = φent(f) for all f ∈ Cb(S). Define the minimal rate function Imin(x) :=
supf∈Cb(S){f(x) − φent(f)}. By Theorem 4.1, the asymptotic entropies φent and φent satisfy the
LDP with rate function Imin, which in line with Example 6.1 implies that the sequence (Xn)n∈N
satisfies the classical LDP
− inf
x∈int(A)
Imin(x)≤ lim inf
n→∞
1
n
logP(Xn ∈A)≤ lim sup
n→∞
1
n
logP(Xn ∈A)≤− inf
x∈cl(A)
Imin(x) (6.8)
for every Borel set A; see also Bryc’s lemma [8, Theorem 4.4.2].
Let v : (−∞,+∞]→ (−∞,+∞] be an increasing bijection with v(0) = 0. Since v is continuous,
by applying v to (6.8), we obtain
− inf
x∈int(A)
(v ◦ Imin)(x)≤−lim sup
n→∞
v
(
−
1
n
logP(Xn ∈A)
)
≤−lim inf
n→∞
v
(
−
1
n
logP(Xn ∈A)
)
≤− inf
x∈cl(A)
(v ◦ Imin)(x). (6.9)
Consider the sequence of functions wn(x) := nv−1(x). The sequence of the respective inverses
w−1n (y) := v(y/n) satisfies the condition (6.1). For the corresponding shortfall risk measures φ and φ,
it follows from Proposition 6.2 that the associated minimal rate functions are given by
I = I = v ◦ Imin.
Also, it can be checked that the exponential tightness of (Xn)n∈N implies that φ satisfies the condition
(A’). Therefore, Proposition 6.2 implies
lim
n→∞
inf
{
m ∈R : E
[
exp
(
nv−1(f(Xn)−m)
)]
≤ 1
}
= sup
x∈S
{
f(x)− (v ◦ Imin)(x)
}
for all f ∈Cb(S).
In particular, the presented theory allows for an explicit form of the LP, which corresponds to the
transformed LDP (6.9), by means of asymptotic shortfall risk measures. A natural question is to de-
termine the rate functions associated to asymptotic shortfall risk measure, or even more general max-
stable monetary risk measures in case that (Xn)n∈N is given by the sample means of an i.i.d. sequence
of random variables. This will be part of a forthcoming work.
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