The Generalized Central Limit Theorem is a remarkable generalization of the Central Limit Theorem, showing that the sum of a large number of independent, identically-distributed (i.i.d) random variables with infinite variance may converge under appropriate scaling to a distribution belonging to a special family known as Lévy stable distributions. Similarly, the maximum of i.i.d.
I. INTRODUCTION
Consider some distribution P (x) from which we draw independent random variables x 1 , x 2 , ..., x n . If the distribution has a finite standard deviation σ and mean x , we can define:
and the Central Limit Theorem (CLT) tells us that the distribution of ξ, p(ξ), approaches a Gaussian with vanishing mean and a standard deviation of 1 as N → ∞. What happens when P (x) does not have a finite variance? Or a finite mean? Perhaps surprisingly, in this case the Generalized Central Limit Theoreom (GCLT) tells us that the limiting distribution belongs to a particular family ( Lévy stable distributions), of which the Gaussian distribution is a proud member albeit e pluribus unum. Moreover, the familiar √ N scaling of the above equation does not hold in general, and its substitute will generally sensitively depend on the form of the tail of the distribution.
The results are particularly intriguing in the case of heavy-tailed distributions where the mean diverges. In that case the sum of N variables will be dominated by rare events, regardless of how large N is! Fig. 1c shows one such example, where a running sum of variables drawn from a distribution whose tail falls off as p(x) ∼ 1/x 3/2 was used. The code which generates this figure is remarkably simple, and included in the Appendix. The underlying reason for this peculiar result is that for distributions with a power-law tail p(x) ∝ 1/x 1+µ , with µ < 1, the distributions of both the sum and maximum of the N variables scale in the same way with N , namely as N 1/µ -dramatically different from the √ N scaling we are used to from the CLT. The distribution of the maximum is known as the Extreme Value Distribution or EVD (since for large N it inherently deals with rare, atypical events among the N i.i.d variables). Surprisingly, also for this quantity universal statements can be made, and when appropriately scaled this random variable also converges to one of three universality classes -depending on the nature of the tails of the original distribution from which the i.i.d variables are drawn.
Here, we will provide a straightforward derivation of these results. Although compact and elementary, to the best of our knowledge it has not been utilized previously, and is distinct (and simpler) than other renormalization-group approaches to the GCLT and to EVD. The derivation will not be mathematically rigorous -in fact, we will not even specify the precise conditions for the theorems to hold, or make precise statements about convergence. In this sense the derivation may be considered as "exact but not rigorous", targeting a physics rather than mathematics audience (Ref. 1, for example, provides a rigorous treatment of many of the results derived in this paper).
Throughout, we will assume sufficiently smooth probability distributions (what mathematicians refer to as probability density functions), potentially with a power-law tail such that the variance or mean may diverge (known as a "fat" or "heavy" tail).
A. Example: Cauchy distribution
Consider the following distribution, known as the Cauchy distribution:
Its characteristic function ϕ(ω) ≡ ∞ −∞ p(x)e iωx dx is:
Thus the characteristic function of a sum of N such variables is:
and taking the inverse Fourier transform we find that the distribution of the sum, p N (x), is also a Cauchy distribution:
Thus, the sum does not converge to a Gaussian, but rather retains its Lorentzian form.
Moreover, it is interesting to note that the scaling form governing the width of the Lorentzian evolves with N in a different way than the Gaussian scenario: while in the latter the variance increases linearly with N hence the width increases as √ N , here the scaling factor is linear in N . This remarkable property is in fact useful for certain computer science algorithms 2 .
II. SELF-SIMILARITY OF RUNNING SUMS
To generate Fig. 1 , we generate a set of i.i.d variables from a given distribution (Gaussian, Cauchy and a heavy-tailed distribution whose tail falls off as 1/x 3/2 ). For each long sequence of random variables, the running sum is plotted. For the Gaussian case (or any case where the variance is finite), the result is the familiar process of diffusion : the variance increases linearly with "time" (i.e., the index of the running sum). For Fig. 1a the mean vanishes, hence the running sum follows this random walk behavior. If we were to repeat this simulation many times, the result of the running sum at time N , a random variable of course, is such that when scaled by 1/ √ N it would follow a normal distribution with variance 1, as noted in Eq. (1) . Another important property is that "zooming" into the running sum (see the figure inset) looks identical to the original figure -as long as we don't zoom in too far as to reveal the granularity of the data. Fig. 1b shows the same analysis for the Cauchy distribution of Eq. (2). As we have seen, now the scaling is linear in N . Nevertheless, zooming into the data still retains its Cauchy statistics. The mathematical procedure we will shortly follow to find all Lévy stable distributions will rely on this self-similarity. Indeed, assume that a sum of variables from some distribution converges -upon appropriate linear scaling -to some Lévy stable distribution. Zooming further "out" corresponds to generating sums of Lévy stable variables, hence it retains its statistics. A dramatic manifestation of this is shown in Fig. 1c . The initial distribution is not a Lévy stable, but happens to have a very fat tail, possessing infinite mean and variance. The statistics of the running sum converges to a Lévy stable distribution -in this cases fortuitously expressible in closed form, corresponding to the Lévy distribution we will discuss in Eq. (32). Importantly, zooming into the running sum still retains its statistics, which in this case happens to manifest large jumps associated with the phenomenon of Lévy flights, which will be elucidated by our later analysis. Due to the self-similar nature, zooming into what seems to be flat regions in the graph shows that their statistical structure is the same, and they also exhibit these massive jumps. We also note that this renormalization-group idea has been utilized in the context connections between the CLT and RG approaches, and emphasizes the notion and relevance of "Self-similar random fields", highly related to the self-similarity discussed here that forms the basis of our RG-inspired analysis. It should be emphasized that our approach is not an RG one par excellence and appears to be simpler than other RG approaches previously utilized in the context of the GCLT 5 . 
III. GENERALIZED CENTRAL LIMIT THEOREM
We will look for distributions which are stable: this means that if we add two (or more) variables drawn from this distribution, the distribution of the sum will retain the same shape -i.e., it will be identical up to a potential shift and scaling, by some yet undetermined factors. If the sum of a large number of variables drawn from any distribution converges to a distribution with a well defined shape, it must be such a stable distribution. The family of such distributions is known as Lévy stable.
We shall now use an RG (renormalization group) approach to find the general form of such distributions, which will turn out to have a simple representation in Fourier rather than real space -essentially because the characteristic function is the natural object to deal with here.
The essence of the approach relies on the fact that if we sum a large number of variables, and the sum converges to a stable distribution, then by definition taking a sum involving, say, twice the number of variables, will also converge to the same distribution -up to a potential shift and rescaling. This is illustrated visually in Fig. 1 by plotting the running sum of independently and identically distributed variables.
Defining the partial sums by s n , the general (linear) scaling one may consider is:
Here, a n determines the width of the distribution, and b n is a shift. If the distribution has a finite mean it seems plausible that we should center it by choosing b n = x n. We will show that this is indeed the case, and that if its mean is infinite we can set b n = 0.
The scaling we are seeking is of the form of Eq. (6), and our hope is that if the distribution of ξ n is p ξn (x), then:
exists, i.e., the scaled sum converges to some distribution p(x), which is not necessarily Gaussian (or symmetric).
Let us denote the characteristic function of the scaled variable by ϕ(ω) (assumed to be approximately independent of n for large n). Consider the variable y n = ξ n a n . Its distribution, p yn is:
with p the limiting distribution of Eq. (7) (and the factor 1 an
arising from the Jacobian of the transformation). The characteristic function of the variable y n is:
Consider next the distribution of the sum s n . We have s n = y n + b n , and its distribution, p sn , is:
Shifting a distribution by b n implies multiplying the characteristic function by e iωbn .
Therefore the characteristic function of the sum is:
This form will be the basis for the rest of the derivation, where we emphasize our assumption that the characteristic function ϕ is n-independent.
Consider N = n · m, where n, m are two large numbers. The important insight is to realize that one may compute s N in two ways: as the sum of N of the original variables, or as the sum of m variables, each one being the sum of n of the original variables. The characteristic function of the sum of n variables drawn from the original distribution is given by Eq. (11). If we take a sum of m variables drawn from that distribution (i.e., the one corresponding to the sums of n's), then its characteristic function will be on the one hand:
and on the other hand it is the distribution of n · m = N variables drawn from the original distribution, and hence does not depend on n or m separately but only on their product N .
Therefore, assuming that n is sufficiently large such that we may treat it as a continuous variable, we have:
Defining d n ≡ bn n , we find:
⇒ ϕ (a n ω)ω ϕ(a n ω) = log(ϕ(a n ω)) n ∂an ∂n
Multiplying both sides by a n and definingω ≡ a n ω, we find that:
Since this equation should hold (with the same function ϕ(ω)) as we vary n, we expect that an n ∂an ∂n and ∂dn ∂n n ∂an ∂n should be nearly independent of n for large values of n. The equation for ϕ(ω) then takes the following mathematical structure:
with C 1 , C 2 constants. We may rewrite it using u(ω) ≡ log(ϕ(ω)) as:
Therefore the ODE for u(ω) is linear, and we may follow the general approach of solving the homogenous equation and guessing a particular solution for the inhomogeneous equation
(alternatively, we may note that this is a Cauchy-Euler differential equation and can readily be converted into an ODE equation with constant coefficients using the transformation t ≡ log(x)). Setting C 2 = 0, we can write the homogenous equation in the form:
Upon integrating we find:
This is the general solution to the homogenous equation. Note that due to the 1/ω term in the equation, this solution is valid forω > 0 (for a particular choice of A), as well as for ω < 0 -but the parameter A can (and will) change between this two regimes, as we shall later see.
Guessing a particular solution to the inhomogeneous equation in the form u = Dω, leads to:
As long as C 1 = 1, we found a solution. In terms of ϕ(ω), the general solution to Eq.
(17) thus takes the form:
In the case C 1 = 1, we can guess a solution of the form u = Dω log(ω), and find:
hence we have a solution when D = iC 2 , which leads to the following form for ϕ:
Going back to Eq. (16), we can also get the approximate scaling for the coefficients: a n n ∂an ∂n
This implies that:
Similarly:
Hence:
Therefore:
The first term will become a constant when we divide by the term a n ∝ n 1/C 1 of Eq. (6), leading to a simple shift of the resulting distribution. Upon dividing by the term a n , the second term will vanish for large n when C 1 < 1. We shall soon see that the case C 1 > 1 corresponds to the case of a variable with finite mean, in which case the C 4 n term will be associated with centering of the scaled variable by subtracting their mean, as in the standard CLT.
A word of caution. The constraint imposed by the RG approach is insufficient in pinning down the scaling factor a n precisely. Really, all we know is that lim n→∞ an n ∂an ∂n should tend to a constant. In the above, we solved the ODE resulting from equating this term to a constant, but it is easy to see that modulating this power-law by, e.g., logarithmic corrections (or powers thereof) would also satisfy the RG requirement. Similarly care should be taken in interpreting the power-law scaling of the coefficients b n , as well as their counterparts in the "Extreme Value Distributions" later on.
IV. GENERAL FORMULA FOR THE CHARACTERISTIC FUNCTION
According to Eqs. (20) and (21), the general formula for the characteristic function of p(ξ n ) for C 1 = 1 is:
the D term is associated with a trivial shift of the distribution (related to the linear scaling of b n ) and can be eliminated. We will therefore not consider it in the following. The case of C 1 = 1 will be considered in the next section.
The requirement that the inverse Fourier transform of ϕ is a probability distribution imposes that ϕ(−ω) = ϕ * (ω). Therefore the characteristic function takes the form:
(As noted previously, the value of A in Eq. (30) was indeed "allowed" to change at ω = 0).
This may be rewritten as:
where clearly µ = C 1 . The asymmetry of the distribution is determined by β. For this representation of ϕ, we will now show that −1 ≤ β ≤ 1, that β = 1 (β = −1) corresponds to a distribution with positive (negative) support, and β = 0 corresponds to a symmetric distribution.
Consider p(x) which decays, for x > x * , as
with 0 < µ < 1. We will explicitly assume that the function decays sufficiently fast for
x → −∞, and later generalize to the case of both a right and left power-law tail. We shall now find the form of the Fourier transform of p(x) near the origin in terms of the tail of the distribution. For small, positive ω we find:
where we substituted m = ωx. Evaluating the integral on the RHS by parts we obtain:
For µ < 1, we may approximate the integral by replacing the lower limit of integration by 0, to find:
and
µ (this can easily be evaluated using contour integration).
Thus, for small ω we have:
with C 0 , C + constants. Φ(ω) is not the characteristic function, since the lower limit of the integration in Eq. (34) is x * . However, due to our assumption that the left tail decays fast, we can bound the rest of the integral to be at most linear in ω for small ω (up to a constant).
Similar results hold if the left tail is power-law albeit with a larger power than the right tail.
Therefore the characteristic function near the origin is approximated by:
. Thus we have:
with a a real coefficient. This corresponds to β = 1 in our previous representation of Eq.
(32). If we similarly look at a distribution with a left tail, a similar analysis leads to the same form of Eq. (38) albeit with
µ)] (and a real), corresponding to β = −1 in Eq. (32). In the general case where both A + and A − exist, we obtain the expression
withC ≡
We can write this as ϕ(ω) ≈ 1 − C|ω| µ , where now we have:
with β defined as: What about the case where 1 < µ < 2? Following the same logic -with an additional integration by parts -we find that the form of Eq. (32)(with |β| ≤ 1) is still intact also for 1 < µ < 2. Note that the linear term will drop out due to the shift of Eq. (6). It is also worth mentioning that the asymmetry term vanishes as µ → 2: in the case of finite variance we always obtain a symmetric Gaussian, i.e., we become insensitive to the asymmetry of the original distribution.
Special Cases
Consider the Lévy distribution:
The Fourier transform of p(x) for ω > 0 is
which indeed correspond to tan( (23):
Repeating the logic we used before to establish the coefficients D for ω > 0 and ω < 0, based on the power-law tails of the distributions (which in this case fall off like 1/x 2 ) leads to:
This is the only exception to the form of Eq. (32). It remains to be shown why β = 1 corresponds to the case of a strictly positive distribution (which would thus justify the 2 π factor in the definition of φ). To see this, note that the logic following up to Eq. (35) is still intact for the case µ = 1. However, we can no longer replace the lower limit of integration by 0 in Eq. (36). The real part of the integral can be evaluated by parts, leading to a − log(ω) divergence. The imaginary part of the integral does not suffer from such a divergence and can be approximated by replacing the lower limit of integration with 0. Using ∞ 0 sin(x) x dx = π/2, we find that:
with c a real number, leading to the form of Eq. (46).
V. RG APPROACH FOR EXTREME VALUE DISTRIBUTIONS
Consider the maximum of n variables drawn from some distribution p(x), characterized by a cumulative distribution C(x) (i.e., C(x) is the probability for the variable to be smaller than x). It vanishes for x → −∞ and approaches 1 as x → ∞. We will now find the behavior of the maximum for large n, that will turn out to also follow universal statisticsmuch like in the case of the GCLT -that depend on the tails of p(x). This was discovered by
Fisher and Tippett, motivated by an attempt to characterize the distribution of strengths of cotton fibers 7 . Our approach will be reminiscent (yet distinct) from that of Fisher and
Tippett, and will in fact closely follow the RG-type approach we used for deriving the Lévy stable distributions, albeit with the cumulative distribution function replacing the role of the characteristic function -for reasons that will shortly become clear. Note that other works in the literature also use an RG approach to study this problem, but in a rather different way (e.g., Refs. 3, [8] [9] [10] [11] [12] . While here the derivation only relies on the fact that taking the maximum through different procedures should lead to the same result (in the spirit of RG approaches), these works use a "traditional" renormalization group approach.
Extreme values. We will be interested in the maximum (or minimum) of a large number of variables. By nature, this (rare) random event is an outlier -the largest or smallest over many trials (assumed here to be independent). Indeed, the results are often applied to problems where the extreme events matter -what should be the height of a dam? What is the chance of observing an earth-quake or tsunami of a given magnitude? For these reasons insurance companies are likely to be interested in this topic.
To begin, we define:
where x 1 , ..., x n are again i.i.d. variables. Since we have:
it is natural to work with the cumulative distribution when dealing with extreme value statistics, akin to the role which the characteristic function played in the previous section.
Clearly, it is easy to convert the question of the minimum of n variables to one related to the maximum, if we definep(x) = p(−x).
Before proceeding to the general analysis, which will yield three distinct universality classes (corresponding to the Gumbel, Weibull and Fréchet distributions), we will first exemplify the behavior of each class on a particular example.
A. Example I: the Gumbel distribution
Consider the distribution:
Its cumulative is:
The cumulative distribution for the maximum of n variables is therefore:
This is an example of the Gumbel distribution. The general form of its cumulative is:
Taking the derivative of Eq. (52) to find the probability distribution for the maximum, we find:
(where the n dependence enters only via x 0 ). Denoting l ≡ e −(x−x 0 ) , we have:
and taking the derivative with respect to l we find that the distribution is peaked at x = log(n). It is easy to see that its width is of order unity. We can now revisit the approximation we made in Eq. (52), and check its validity.
Rewriting (1 − x/n) n = e n log(1−x/n) and Taylor expanding the exponent to second order, we find that the approximation
is valid under the condition x √ n. In our case, this implies:
At the peak of the distribution (x = log(n)), we have e −x n = 1, and the approximation is clearly valid there for n 1. From Eq. (57) we see that the approximation we used would break down when we take x to sufficiently smaller than log(n). Defining x = log(n) − δx, we see that the value of δx for which the approximation fails obeys
. Since as we saw earlier the width of the distribution is of order unity, this implies that for large n the Gumbel distribution would approximate the exact solution well, failing only sufficiently far in the (inner) tail where the probability distribution is vanishingly small. However, a note of caution is in place: the logarithmic dependence we found signals a very slow converge to the limiting form. This is also true in the case where the distribution p(x) is Gaussian, as was already noted in Fisher and Tippett's original work 7 .
B. Example II: the Weibull distribution
Consider the minimum of the same distribution we had in the previous example. The same logic would give us that:
This is an example of the Weibull distribution, which occurs when the variable is bounded (e.g: in this case the variable is never negative).
As we shall see below, the general case, for the case of a maximum of n variables with distribution bounded by x * , would be:
In this case, the behavior of the original distribution p(x) near the cutoff x * is important, and determines the exponent α.
C. Example III: the Fréchet distribution
The final example belongs to the third possible universality class, corresponding to variables with a power-law tail.
If at large x we have:
Then the cumulative distribution is:
Therefore taking it to a large power n we find:
Upon appropriately scaling the variable, we find that:
(where a and b do not depend on n).
Importantly, we see that in this case the width of the distribution increases with n as a power-law n 1/µ -for µ ≤ 1, this is precisely the same scaling we derived for the sum of n variables drawn from this heavy-tailed distribution! This elucidates why in the scenario µ ≤ 1 (corresponding to Fig. (1)c) we obtained Lévy flights, where the sum was dominated by rare events no matter how large n was. This is related to the so-called "Single Big
Jump Principle", which has been recently shown to pertain to a broader class of scenarios in physics, extending the results for i.i.d. variables (see Refs. 13 and 14 and references therein), as well as applications in finance 15 .
We shall now show that these 3 cases can be derived in a general framework, using a similar approach to the one we used earlier.
D. General form for Extreme Value Distributions
We will now find all possible limiting distributions, following similar logic to the "RG" used to find the form of the characteristic functions in the GCLT. By itself, our analysis will not reveal the "basin of attraction" of each universality class, nor will we find the precise scaling of the coefficients a n and b n . These require work beyond the basic RG calculation presented here.
As before, let us assume that there exists some scaling coefficients a n , b n such that when we define:
the following limit exists:
(note that this limit is not unique: we can always shift and rescale by a constant). This would imply that p(X n ) ≈ a . By the same logic we used before, we know that G m Xn−bn an depends only on the quantity N = n × m. Therefore we have:
(Note that here X n is the random variable we are interested in: hence while derivatives of the coefficients a n , b n appear, a derivative of X n is not defined and does not appear).
From which we find:
Upon defining a new random variablex ≡ [log(− log G(x))] = − n a n ∂b n ∂n + n a n ∂a n ∂nx
In order for the RHS to have a sensible limit for large n, we would like to have:
with α constant. Similarly, we have:
with β constant.
We shall shortly show that the value of α will dictate which of the three universality classes we will converge to.
Fréchet Distribution:
If α > 0, we find that to leading order (with the same subtle interpretation as in the case of the Lévy stable distribution above):
Next, requiring that n an ∂bn ∂n should be constant implies that b n ∝ a n . This corresponds to a shift in the scaled variable, and therefore we can set b n = 0 without loss of generality.
Solving for G(x) gives the Fréchet distribution:
Comparing this form with Eq. (63), we recognize that 1/α = µ.
Weibull Distribution:
Similarly, when α < 0 we find that to leading order:
Solving for b n we find that to leading order it is a constant. Since this is not the same scaling as a n , in this case it does not correspond to a simple shift, and for this reason the choice of the constant is not arbitrary. As expected, in order for the limit to exist we must choose b n = x * , where x * is the boundary of the (finite) support of the original variable.
Solving for G gives us the Weibull Distribution:
As mentioned before, the coefficient α is determined by the behavior of the original probability distribution near the cutoff x * . In the particular example discussed earlier p(x) approached a non-zero constant near x * , hence we found α = 1. It is straightforward to generalize this to the case where p(x) vanishes near the cutoff as a power-law (x − x * ) c , finding that 1/α = c + 1.
Gumbel Distribution:
Finally, consider the case α = 0. Given that n an ∂bn ∂n is approximately constant, we obtain the Gumbel distribution:
G(x) = e −e −(ax+b) .
In this case the RHS of Eq. (69) vanishes. This implies that, unfortunately, the scaling coefficients a n cannot be determined -not even to leading order -and according to Eq. (70) the same holds for the scaling coefficients b n . Indeed, for α = 0 both scaling coefficients a n and b n are non-universal, and must be determined from the tail of p(x). An interesting extended discussion can be found in Ref. 16 , where the Gaussian case is analyzed. It can be shown that for the Gaussian distribution a particular (but non-unique) choice of scaling coefficients that leads to convergence to a Gumbel distribution is 7,16 : a n = 1/b n ; b n = 2 log(n) − log(4π log(n)).
VI. SUMMARY
The Generalized Central Limit Theorem and the Extreme Value Distribution are often referred to as tales of tails -primarily dealing with distributions that are "heavy-tailed", leading to the breakdown of the CLT. We began by exploring sums of (i.i.d.) random variables. We used a renormalization-group approach to find all possible limiting (stable) distributions of the sums, leading us to a generalization of the CLT to heavy-tailed distributions. Finally, we used a similar approach to study the similarly universal behavior of the maximum of a large number of (i.i.d) variables, in which case the cumulative distribution played the part previously taken by the characteristic function. In both cases the self-similarity of the resulting sum or maximum led to a simple ODE governing the limiting distributions and elucidating its universal property. In the future, it would be interesting to see if this approach can be adapted to also yield the corrections to the leading order scaling extend the approach to functions of multiple variables 17 .
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