Abstract. We establish interior estimates for the second-order finite differences of solutions of finite-difference approximations for uniformly elliptic Bellman's equations.
This article is a continuation of [15] , where interior estimates for the first-order differences of solutions of finite-difference elliptic Bellman's equations are obtained. However, the present article can be read independently since we only use a few elementary facts from [15] and for that reason we repeat part of the introduction from [15] . We are dealing with the second-order differences of solutions of finitedifference equations of the type α (x), and f α (x) are given functions on A × R d , the detailed assumptions on which will be given later.
For the reader more familiar with the theory of controlled Markov chains than with the theory of elliptic equations it is worth pointing out that under Assumption 1.1 the sum in (0.1) is rewritten as [4] , [17] ), convex geometry, and mathematical finance:
It is well known that for any uniformly elliptic operator of type (0.3) there exist constant vectors l k such that representation (0.4) holds. Here is Theorem 3.1 of [14] . Let S + be the set of d × d symmetric nonnegative matrices and for δ ∈ (0, 1] let S δ be the subset of S consisting of matrices with eigenvalues in [δ, δ −1 ]. There are also many cases of degenerate fully nonlinear elliptic equations when such a reduction is possible (see, for instance, [13] ). Of course, one of goals of passing from (0.2) to (0.1) is to give a method of numerical approximation of solutions of (0.2) in, say, bounded domains with Dirichlet boundary data. Concerning a quite long history of these methods we refer the reader to [1] , [17] and the recent article [3] .
It is proved in [3] and [11] that under some natural conditions the rate of convergence of numerical approximations to the true solution is h 1/2 as h ↓ 0 and this rate is sharp if the equation may degenerate. This result is obtained on the basis of two main ideas from [8] , [9] , and [10] that the original equation and its finitedifference approximation should play symmetric roles and that one can "shake the coefficients" of the equation in order to be able to mollify under the sign of nonlinear operator. While shaking the coefficients of the approximate equation we encounter a major problem of estimating how much the solution of the shaken equation differs from the original one. Solving this problem amounts to estimating the Lipschitz constant of the approximate solution, which is achieved in [3] and [11] mainly by using a finite-difference version of Bernstein's method.
The results in [3] and [11] are quite satisfactory in many situations, for instance, for degenerate elliptic equations, when one needs c to be large enough, or for parabolic ones. However, if (0.2) is uniformly nondegenerate the requirement that c be large enough looks very unnatural. The methods of [3] and [11] are not adapted to use the uniform nondegeneracy of the equation.
One of the goals of the present article is to give estimates of the second-order differences of approximate solutions without imposing any assumptions on the size of c. This allows us in [16] to improve the rate of convergence in [3] and [11] for uniformly nondegenerate equations.
What we mean is the following. Suppose that Assumptions 1.1, 1.2, and 1.3 stated in Section 1 are satisfied. Additionally assume that the coordinates of l k are rational numbers and Span Λ = R d . Suppose that we are given a ψ ∈ C
is a bounded domain and |Dψ| ≥ 1 on ∂Ω. Introduce
where B is the unit ball centered at the origin.
The following is proved in [16] . 
To give an example of how our results can be applied to some concrete problems, take a strictly convex domain Ω with boundary of class C 4 and consider the equation
in Ω with zero boundary condition, where f + is the positive part of f . Solutions of (0.6) are sought in the class of concave functions, when the matrix D 2 v = (D ij v) is negative definite. This is the so-called simplest Monge-Ampère equation. The reader can find how it is related to some problems in geometry, for instance, in [2] .
It is well known (see, for instance, [5] ) that equation (0.6) supplied with the requirement that D 2 v ≤ 0 is equivalent to the fact that v satisfies
where A = {α ∈ S + : tr α = 1}. It is also known (see, for instance, [7] ) that if f ∈ C 1,1 (R d ), then (0.7) with zero boundary condition has a unique solution in C 1,1 (Ω) and |tr D 2 v| ≤ N 0 , where the constant N 0 depends only on Ω and the C 1,1 -norm of f . Equation (0.7) does not fit into our scheme because the matrices α ∈ A can be degenerate. However, if we are given that f ≥ 1, then (0.6) and |tr D . In that case one can disregard α ∈ A which are not in S δ where δ ∈ (0, 1] is such that
It follows that v also satisfies
where A δ = A ∩ S δ , which owing to Theorem 0.1 fits into our scheme.
Notice that obtaining second-order difference estimates in a domain through the data and the maximum of the second-order differences on the boundary is useless from the point of view of improving the rates of convergence. Here the main obstacle is that, unlike the case of the first differences, there is apparently no way to estimate the second-order differences on the boundary. Therefore, the only useful information concerning the second-order differences is given by the interior estimates at least in what concerns the rate of convergence.
Our method is based on the ideas of Bernstein properly adapted to the case of finite-difference nonlinear equations. Bernstein's method exploits the maximum principle for a special function constructed from the second-order derivatives and the function itself and one of the main difficulties in the case of finite differences was to find such a combination which would be suitable for applying the maximum principle. We consider the maximum points of the expression
where γ k , μ, ν are some parameters and η is a "cut-off" smooth auxiliary function. Note that the function V γμν with η ≡ 1 was already introduced in [12] for the purposes of obtaining estimates from below for Δ h,l k v. In the implementation of the original Bernstein's method for Bellman's differential equations (see, for instance, [6] ) one differentiates the equation twice in the direction of an arbitrary vector, say ξ, and obtains a differential inequality involving an elliptic operator for the second-order derivative v (ξ)(ξ) of v in the direction of ξ. This inequality is then multiplied by max(0, −v (ξ)(ξ) ), which preserves the sign of the inequality and gives the possibility to obtain a further differential inequality
2 . The latter and the maximum principle lead to an estimate of max(0, −v (ξ)(ξ) ) from above that is to an estimate of v (ξ)(ξ) from below. After that the estimate of v (ξ)(ξ) from above is obtained from the equation itself (cf. our Lemma 2.3).
Our first attempt to construct a combination of the second-order differences for which one could use the maximum principle was to consider
The main trouble with these functions was that after applying the operator Δ h,l k to (0.1) we get many terms containing mixed second and third finite-differences which we could not control. Then after a few other attempts we ended up with V γμν . It turns out that for V γμν one can obtain meaningful inequalities at its maximum points provided they are inside the domain and an additional assumption (see (2.2)) holds. We say more about the underlying ideas in Remark 3.2 after we introduce appropriate notation.
The article is organized as follows. In Section 1 we present our main result, Theorem 1.1, and its discussion. We prove Theorem 1.1 in Section 2 relying on Theorem 2.1, which is proved in Section 3 with the help of Lemma 3.1, which in turn is proved in Section 5 preceded by Section 4 containing some technical tools.
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Main result
Let A be a set and let
.., ±d 1 . We assume that, for each x, these functions are bounded with respect to α ∈ A. Also let some
When ξ is one of l k 's we use the notation
Observe that Assumption 1.1 and our other assumptions do not exclude the possibility that l k = 0 for some k. Our results still hold albeit the estimates of Δ h,k v are trivial for those k's since Δ h,k v = 0. Including the zero vector in Λ turns out to be very convenient from a technical point of view. The coefficient a α k corresponding to this vector can be set to equal, say 1, because the corresponding finite-difference operator is just zero. The assumption that
where and everywhere below in the article the summation convention is enforced unless explicitly specified otherwise, which is very similar to what we have for second-order derivatives. For any number γ define In what follows we fix an h ∈ (0, h 0 ] and set
Fix a finite nonempty set Q o ⊂ Λ ∞ , and define
Here, naturally, for instance,
Next, for any function
For functions φ(x) independent of α we also use the notation
In Theorem 1.1 and everywhere below we deal with fixed "cut-off" functions
Before stating our main result about interior second-order differences estimates we introduce a structural assumption on the set of our basic vectors Λ = {l k , k = ±1, ..., ±d 1 }. For d = 2 and the standard grid (generated by ±e 1 , ±e 2 ) it means that Λ contains all eight neighboring points of the origin on the grid.
Assumption 1.3. There exists an integer
Remark 1.1. This is the correct version of Assumption 2.9 of [12] , which is stated there somewhat ambiguously. Assumption 1.3 can be relaxed in the sense that the first inclusion can be replaced with L+· · ·+L ⊃ Λ, where on the left we have finitely many terms. This would only lead to the replacement of ∂Q with a "thicker" set in our results. The only goal of this assumption is to allow one to estimate mixed 
For these defined objects our assumptions are obviously satisfied (with appropriate δ, K, and h 0 ). A typical situation when one would apply Theorem 1.1 is when interior estimates for second-order differences are needed. Then one should choose η vanishing in ∂Q, so that the first term on the right in (1.8) disappears. 
Theorem 1.1. Suppose that the above assumptions are satisfied and a function
Furthermore, N * = 0 if a α k are independent of x and b = c = 0. Remark 1.4. The author applies Theorem 1.1 in [16] as it is stated to investigate the rate of convergence of solutions of finite-difference schemes to the true solutions of Bellman's partial differential equations. In these situations it is possible to estimate
by means of Theorem 1.1 of [15] (with η ≡ 1 there) and estimate δ h,i v on the boundary by using simple barriers. However, in some applications it is desirable to exclude (1.9) from the righthand side of (1.8). This can be done in two steps. If we are interested in estimating the second-order differences in a set G o , where G ⊂ Q, take another subdomain
and take a cut-off function, which equals one in G o and vanishes outside D o . This will allow one to estimate the second-order differences of the solution in G o through the first-order differences in D. The latter ones can be estimated through the maximum of the solution as noted before Theorem 1.1 of [15] . We give an example of this two-step procedure in the next remark. Then it turns out that v is a linear function on Λ ∞ .
Indeed, take η ∈ C ∞ 0 (B 1 ) such that η(0) = 1, take a large R, and apply Theorem 1.1 with Q R in place of Q and η R (x) := η(x/R) in place of η. Then we obtain that
On the other hand, take any x 0 ∈ Q R and use Theorem 1.1 of [15] as in Remark 1.3 of [15] . Then we obtain that for large R,
|v|.
Since the constants N are independent of R, after letting R → ∞ we get δ h,i δ h,j v(0) = 0. We can apply this argument to any point in Λ ∞ and this shows that v is linear on Λ ∞ indeed. This result is generally sharp since for the two-dimensional discrete Laplacian, say L, there are quadratic functions v such that Lv = 0 on the standard grid.
To finish the section we introduce some abbreviated notation. The parameter h is fixed throughout the paper. Also we will be dealing with a fixed solution v of (0.1). Therefore, there is no ambiguity in setting
2. Proof of Theorem 1.1
We prove Theorem 1.1 under its assumptions on the basis of a few auxiliary results in the first of which the structural Assumption 1.3 is not needed. Also, for ε ∈ (0, 1] set
Everywhere below
Here is a conditional version of Theorem 1.1. In Theorem 2.1 by N we denote generic constants depending only on ε, K, d 1 , and δ and by N * we denote those of N 's which vanish if a is independent of x and b ≡ c ≡ 0.
and assume that
Under these assumptions there exist constants N ≥ 1 and N * such that, if a constant ν satisfies
where
We prove this theorem in Section 3.
The following is a version of the elementary Lemma 7.1 of [12] , which is proved there on the basis of Assumption 1.3.
Lemma 2.2. For any
where N is an absolute constant.
Proof. First we prove the lemma when ζ ≡ 1. Observe that for any vectors l , l and function φ,
It follows from (2.6) and from the second inclusion in (
. We substitute here v(y + ·) in place of v. Then for |i|, |j| ≤ d 0 we find that
In the general case by the first inclusion in (1.5) we have
Observe that one of the following happens:
(i) E is empty; (ii) E contains only one element; (iii) E consists of two points. If E is empty, then ξ 1 = η 1 and in the formula
This proves the lemma if ζ ≡ 1.
To obtain (2.5) in the general case it suffices to observe that for z ∈ x + Λ 2 we have
1 . The lemma is proved.
Taking Theorem 2.1 for granted for now, the main idea of the proof of Theorem 1.1 is to show that for an appropriate choice of ε assuming that the opposite inequality in (2.2) holds for any γ ∈ Γ(ε) allows one to estimate ζv ij from the equation itself. Lemma 2.2 shows that it suffices to estimate ζΔ k v.
Assume that
Then in Q we have (±) and observe that, due to (2.8),
Next, from equation (0.1) we find that in Q
where and below in the proof the constants denoted by N depend only on d 1 . This, (2.10), and (2.7) imply that
which after being combined with (2.10) yields (2.9) and proves the lemma.
It is worth noting a simple corollary of this lemma. and (2.7) are satisfied. We choose and fix appropriate ε and μ. We also take any ν from Theorem 2. In the remaining case both (2.2) and (2.8) are violated, so that 
Hence H 2 is dominated by the right-hand side of (1.8) and Lemma 2.2 implies that the same is true for the left-hand side of (1.8). The theorem is proved.
Proof of Theorem 2.1
In this section the structural Assumption 1.3 is not used. Take any ε, μ ∈ (0, 1], ν ∈ (0, ∞), γ ∈ Γ(ε), and introduce
(notice that νW 1 is multiplied by ζ and not ζ 2 ). Also set
Observe that here the last term contains ζ to the first power unlike the other terms. Also note that (3.1)
A motivation for the chosen structure of P γμν is given in Remarks 3.1 and 3.2. The following result holds for any function v not necessarily associated with (0.1).
Lemma 3.1. (i) For any x and any i, j,
(ii) If
(which is equivalent to (2.2)) and
then at any x 0 ∈ Q maximizing V γμν we have
Furthermore, if additionally, μ satisfies (2.1) and
then the operator P γμν respects the maximum principle at 
proves (i).
(ii) The second estimate in (3.5) follows from the first one and (3.4). Assuming that the first estimate in (3.5) does not hold, we obtain at x 0 ,
contrary to (3.3). This proves (3.5).
To prove the last assertion of the lemma we take a function with described properties and without loss of generality assume that φ(x 0 ) = 0. We also note that
The last expression is less than zero in light of the fact that 4d
and h √ ν ≤ ε. The lemma is proved.
Remark 3.1. Introducing P γμν with ζ in front of the first-order differences may look strange. The reason for doing so is prompted by the desire to construct P γμν satisfying the maximum principle.
Remark 3.2. Now we can explain how the operator P γμν will be used. Assume (3.3), (3.4), (3.6), let v satisfy (0.1) in Q o and (1.6) in ∂Q, and let 0 ∈ Q o . According to Remark 3.1 of [15] we may assume that the sup in (0.1) for x = 0 is attained at α = β ∈ A. Then the function
attains its maximum value over Λ 2 at 0 (note that Λ 2 ⊂ Q and if Λ 2 \ Q o is nonempty, then this set is a subset of ∂Q and U ≤ 0 on this set owing to (1.6)). By Lemma 3.1 we have P γμν U ≤ 0 at 0. While computing P γμν U at 0 we find
By using (3.1) we obtain
If we additionally assume that at 0 the function V γμν attains its maximum over Q, then at 0, ik at 0 provided that the above additional assumptions are satisfied, which turns out to be the main case.
It turns out more convenient to start with (3.8) and extract some consequences without using the conditions (3.3), (3.4) , (3.6), which will only play role in the main body of the proof of Theorem 2.1. Furthermore, in the following lemma, which we prove in Section 5, we are not going to use even the fact that v satisfies (0.1) in Q o and (1.6) in ∂Q.
The following lemma allows us to estimate P γμν U from below given that (3.8) holds. In Lemma 3.2 by N we denote generic constants depending only on ε, K, d 1 , and δ and by N * we denote those of N 's which vanish if a is independent of x and b ≡ c ≡ 0.
, and assume that
There exist constants N ≥ 1 and 
then, for any α ∈ A, at point 0 we have
Proof of Theorem 2.1. Take a constant ν satisfying (3.10) (that is, (2.3), recall that μ is fixed by (2.1)) and introduce x 0 as a point in Q, where V γμν attains its maximum. Without loss of generality we may assume that x 0 = 0. Next assume that 0 ∈ ∂Q. Then at 0,
After that (2.4) is immediate. Therefore, in the rest of the proof we assume that
If (3.4) is violated, then
and (2.4) holds again.
Hence, we may assume that (3.4) holds. We may also assume that h satisfying h ≤ h 0 also satisfies h ≤ h * , where h * is taken from Lemma 3.
Finally, we may assume that h
After justifying these additional assumptions we may use the assertions of Lemmas 3.1 and 3.2. Furthermore, according to Remark 3.1 of [15] we may assume that there is an α ∈ A such that at 0 we have
Also, obviously, U (x) ≤ 0 for x ∈ Λ 2 (because Λ 2 ⊂ Q and (0.1) holds in Q o and (1.6) holds in ∂Q). Hence U has a local maximum at point 0. Since (3.3) and (3.4) are valid and h √ ν ≤ ε, by Lemma 3.1 at x 0 we obtain
where and below we drop for brevity the superscript α and the argument x = 0. By Lemma 3.2
Furthermore, by using simple manipulations (see, however, Lemma 4.1) and (3.1) we find that P γμν (cv) = −cV γμν + I, 
Moreover, obviously,
). We also take into account that c ≥ 0 and V γμν ≥ 0 and then after coming back to (3.12) we conclude that at x 0 = 0,
1 . Finally, observe that by (3.5) and (3.2)
The last estimate and (3.13) lead to (2.4) and the theorem is proved.
Some technical tools
Recall that the shift operator T h,ξ is introduced in (1.1). 
This lemma is Lemma 3.1 of [15] which is proved by straightforward computations. Before stating one more lemma we recall Definition 2.2 of [12] . 
respects the maximum principle at x 0 relative to B if, for any function
Lemma 4.2. If an operator
respects the maximum principle at a point
This follows from the definition and the fact that u + u − ≥ 0 on x 0 + B and u + u − = 0 at x 0 . Recall that h ≤ h 0 ≤ 1 and recall (1.3).
Lemma 4.3. For any α ∈ A,
Furthermore, there is an absolute constant N such that for any k from {±1, ..., ±d 1 },
and for any χ ∈ (0, 1], function ψ, and i ∈ {±1, ..., ±d 1 },
This lemma is Lemma 3.3 of [15] .
Proof of Lemma 3.2
The parameter α ∈ A is fixed throughout the section and we will drop this superscript in a We also suppose that γ ∈ Γ(ε) and the remaining assumption (3.9) of Lemma 3.2 holds as well.
We introduce
Observe that the term a α k Z k arises as the "main" term in evaluation of the left-hand side of (3.8) .
In this section by N we denote generic constants depending only on ε, K, d 1 , and δ, unless specified explicitly otherwise, and by N * we denote those of N 's which vanish if a is independent of x and b ≡ c ≡ 0. 
then at 0 we have
Proof. The first inequality in (5.2) follows from Lemma 4.2. The last one is obtained on account of (3.9) since Δ k V γμν ≤ 0 at the origin. To prove the remaining one we estimate a k Δ k V γμν from below at 0. Observe that
where for each i, j, k,
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We combine these computations and we see that at 0,
where I = I 1 + I 2 + I 3 + I 4 ,
It follows that to finish proving the lemma we need only prove that for appropriate values of ν,
1 . We start with I 1 . According to (4.3) (remember that a k ≥ δ)
Without any harm to some applications of the present lemma one could have assumed that ζ(0) ≥ h 2 and then one could estimate from above the last term in (5.5) by N |η | 4 R ν . However, in the statement of the lemma this would lead to the requirement that ν ≥ N |η | 4 and this would lead to the fact that in the estimate of |I 11 | the coefficient ofŴ 1 would be larger than N |η | 6 , which would ruin any hope of getting the correct rate of blow up of the second-order differences near the boundary.
Therefore, we use a different method. Observe that
While estimating I 2 we use (5.6) and (4.6) by taking first ψ = v γ and then
To estimate I 3 note that for any function φ,
Also use (4.7) and (5.6). Then we find
By observing that (here we use to the full extent the fact thatŴ 1 is defined as the maximum of W 1 over Λ 2 ) (5.10)
Turning our attention to I 4 , owing to (5.6), we get
1 . Upon combining this result with (5.7), (5.8), and (5.11) we conclude that
where we may safely assume that N 2 ≥ 1. By choosing ν so that
and noting that then |η | 2 , |η | ≤ ν and
we arrive at (5.4) and the lemma is proved.
Set
Lemma 5.2. There exist constants N ≥ 1 and N * ≥ 0 such that if at the origin
Proof. Observe that since a k ≥ 2(b k ) − , the operator a k Δ k + 2b k δ k respects the maximum principle, so that by Lemma 4.2 and (5.3) we have
Therefore, recalling the definitions of Z k and z k , we obtain from (5.15) that
which along with (5.2) and (5.4) yields
provided that ν satisfies (5.1). Next, obviously,
To estimate J 2 we use (5.6) and easily find that
To estimate J 3 observe that
where, owing to the fact that h|η | ≤ 2, the last term is dominated by
Similarly, one estimates |4μhζb
Now, if ν not only satisfies (5.1) but is also such that
and (5.17) along with (5.16) yields (5.14) and proves the lemma.
The following lemma from [11] will be also used. 
Proof of Lemma 3.2. Set
. Borrowing the result of computations in the proof of Lemma 6.5 of [12] we see that at 0 we have
with N and N * from Lemma 5.2 (which we assume throughout the proof before a stronger assumption is imposed) it follows by Lemma 5.2 that
and by (5.18) (no summation in k)
We estimate the last term by using (5.9), (5.6), and (5.10) and conclude that for any i, j, k, Estimating I 3 . We use the following result of simple computations:
This shows new terms entering I 3 . All of them, apart from the last one, are similar to the ones which are written explicitly in the definition of I 3 and are obviously estimated from above by N * R ν . To estimate the remaining term we use (5.25), (5.26), and (5.27) to obtain that 
