We discuss the problem of communication-aware module placement in array-like reconfigurable environments, such as the Erlangen Slot Machine (ESM). Bad placement of modules may degrade performance due to increased signal delays and wastes chip space for the reconfigurable multiple bus. We present integer linear programming (ILP) formulations that address both of these problems; both ILPs can be used stand-alone or as building blocks for more involved mathematical models. We validate our models by demonstrating their usefulness for a set of realistic benchmarks.
INTRODUCTION
When trying to fully exploit the enormous practical potential of dynamically reconfigurable devices such as FPGAs, a crucial issue is intermodule communication, especially in the context of module placement. This problem has yet to be solved satisfactorily.
Existing techniques for FPGAs such as by Yang et al. [1] try to reduce wiring congestion by estimating edge congestion and bin congestion. Congested regions are relieved using local improvement techniques and solving an integer linear program (ILP) for multiple congested regions. This and other algorithms, such as [2, 3] , tend to be very slow, and do not generate high-quality placements. In addition, they cannot cope with problems arising from dynamic placement and routing; high run-times are also due to the fine-grain view of communicating modules.
In the online (dynamic) case with the assumption that module placement requests are generated at run-time, many approaches have been proposed, such as Bazargan et al. [4] and Yuh [5] : a reconfigurable module is modeled by a 3D box, requiring a fixed amount of resources in the x− and y−directions, with the third dimension modeling execution time. Obvious requirements for online placement algorithms are fast runtime and good quality, typically measured in terms of low fragmentation and low rejection rate of requests. These first approaches have been extended by algorithms for placement that also model the communication effort between modules and between modules and pins: examples include [6] that considers routing-conscious placement for positioning a requested module such that the average Euclidean distance [6] of the placed module to all required connections is minimized; another example is [7] , which uses the more realistic Manhattan distance.
All these approaches still lack a practical proof of concept because only little research has been spent on dynamically routing signals between dynamically placed modules such as automatic circuit switching (see, e.g., [8] ) or dynamic networks on a chip (DyNoC, see, e.g., [9, 10, 11] ).
For the offline (static) case, Teich et al. [12] showed that the problem of optimally placing a set of independent modules in space and time is a 3D strip packing problem. A breakthrough was achieved here by the reduction of the search space to equivalence classes called packing classes. This approach has been extended in [13] to include temporal precedence constraints between communicating modules for finding legal temporal placements. However, the concepts have yet to be verified on real hardware, mainly due to the lack of FPGA-based platforms that allow free placement of 2D modules in time, or with great restrictions about how modules can communicate with each other [14] .
Dealing with the first restriction was the driving force behind introducing of a new FPGA-based platform called Erlangen Slot Machine [15, 16] , see also Section 2 for a proper description. The architecture is slot-oriented and allows reconfiguring modules in slots of either static or dynamically adjustable width. For inter-module communication, the concept of a reconfigurable multiple bus [17] has been adopted and implemented using FPGA technology [16] ; we call this communication medium RMBoC. For a partition of the FPGA into s slots, the RMB consists of m segments of k bits each. Each segment may be switched dynamically in order to create proper connections between two communicating modules independent from the placement.
Thus, this existing architecture gives rise to the following problems. Given a set of n ≤ s communicating modules; find a placement that minimizes either a) the number of segments m, or b) the maximal number of segments a signal must cross from a source to a sink slot. The second objective means minimization of the maximal delays.
The rest of this paper is organized as follows: In Section 2, we introduce the Erlangen Slot Machine and describe how it can overcome many problems of existing FPGA-based reconficurable platforms with respect to dynamic reconfigurabilty and full relocatability of synthesized hardware modules. Section 3 describes the resulting static optimization problems. In Section 4, we show corresponding ILP formulations. In Section 5, we present extended case studies including hard-to-solve artificial, but also real-world demo examples. We conclude with suggestions for future work.
THE ERLANGEN SLOT MACHINE (ESM)
The main idea of the Erlangen Slot Machine [15, 16] architecture is to accelerate application development as well as research in the area of partially reconfigurable hardware. The advantage of the ESM platform is its unique slot-based architecture; this allows the slots to be used independently by delivering peripheral data through a separate crossbar switch, as shown in Figure 1 The ESM platform is centered around one FPGA that serves as the main reconfigurable engine, and a second FPGA that realizes the crossbar switch. They are separated into two physical boards called BabyBoard and MotherBoard and implemented using a Xilinx Virtex-II 6000 and a Xilinx Spartan-II 600 FPGA. Figure 1 shows the slot-based architecture of the ESM consisting of the Virtex-II FPGA, local SRAM memories, configuration memory and a reconfiguration manager. The top pins in the north of the FPGA connect to local SRAM banks. These SRAM banks solve the problem of restricted intra-module memory, e.g., in the case of video applications. The bottom pins in the south connect to the crossbar switch. Therefore, a module can be placed in any free slot and have its own peripheral I/O-links together with dedicated local external memory. Each slot of up to 6 slots can access a local SRAM bank.
Inter-module Communication
One of the central limiting factors for the wide use of partial dynamic reconfiguration is the problem of inter-module communication; it has yet to be solved satisfactorily. Each module that is placed on one or more slots on the device must be able to communicate with other modules. For the ESM, we provide four simultaneously useable methods for communication among different modules:
(1) The first one is a direct communication using bus macros between adjacently placed modules. On the ESM, bus macros are used to realize a direct communication between adjacently placed modules, providing fixed communication channels that help to keep the signal integrity upon reconfiguration. Because only four signals can be passed for each bus macro, the number of bus macros needed for connecting a set of n signals between two placed modules is n/4.
(2) Secondly, it is possible to use SRAMs or BlockRAMs for shared memory communication. However, only adjacent modules can utilize these two modes of communication, which are as follows. First, dual-ported BlockRAMs can be used for implementing communication among two neighbor modules working in two different clock domains. The sender writes on one side, while the receiver reads the data on the other side. The second possibility uses external RAM. This is particularly useful in applications in which each module must process a large amount of data and then sends the processed data to the next module, as in the case of video streaming. On the ESM, each SRAM bank can be accessed by the module placed below, as well as those neighbors placed right and left. A controller is used to manage the SRAM access. [18, 19, 8] . In its basic definition, the Reconfigurable Multiple Bus architecture consists of a set of processing elements or modules, each possessing an access to a set of switched bus connections to other processing elements. The switches are controlled by connection requests between individual modules. The RMB is a one-dimensional arrangement of switches between N slots. In our FPGA implementation, the horizontal arrangement of parallel switched bus line segments allows for the communication among modules placed in the individual slots. The request for a new connection is done in a wormhole fashion, where the sender (a module in slot S k ) sends a request for communication to its neighbor (slot S k+1 ) in the direction of the receiver. Slot S k+1 sends the request to slot S k+2 , etc., until the receiver receives the request and returns an acknowledgment. The acknowledgment is then sent back in the same way to the sender. Each module that receives an acknowledgment sets its switch to connect two line segments. Upon receiving the acknowledgment, the sender can start the communication (circuit routing). The wired and latency-free connection is then active until an explicit release signal is issued by the sender module. The concept of an RMB was first presented in [19] and extended later in [18] with a compaction mechanism for quickly finding a free segment. The ESM constitutes the first implementation of this concept in real hardware.
(4) Finally, communication between two different modules can also be realized through the external crossbar.
MATHEMATICAL MODEL
As stated in the introduction, our goal is to allocate the modules of an application to the slots of the ESM, such that the number of parallel RMB bus segments or the maximal length of a connection between connected modules is minimized. In this section we describe technical notation and list the assumptions about the ESM and the RMB that are implicit in the integer linear programs (ILPs) to be introduced in the next section.
Given an array-like architecture (such as the ESM) that has s identical slots. As the ESM is a multiapplication platform, some of the slots may be occupied by other applications. Consequently let S ⊆ {1, . . . , s} denote the set of available slots. Each slot has width w. There may be some extra space between two neighbouring slots j and j + 1; this extra space is denoted by e j . The distance between the centers of two slots j < l is given by
On this ESM we have to place an application consisting of n ≤ |S| modules. Each of the modules is capable of executing a certain task. Some of these modules can have placement restrictions, e.g. they may require certain pins that are availabe in the first or last slot only. Let P i ⊆ S denote the (possibly restricted) set of slots into which a module i can be placed. Each module may wish to communicate with other modules; in the sequel we concentrate on connections via the RMB only, after removing those that are dealt with by other means. Each of these communication links can occupy one or more RMB bus segments. The implementation of the RMB, the RMBoC, has been primarily designed for the use of the ESM in online scenarios; as a consequence, it supports unidirectional communication only. Therefore, the communication graph is a directed graph G = (V, A) with weight function t : A → N, indicating the number of bus segments necessary for realizing an edge on the RMB.
In this more formal setting, the task of placing modules on the ESM in order to minimize one of the two objectives given above reduces to the problem of placing the vertices of the communication graph on the integer points of the line. These problems are variations of the classical optimization problem called minimum bandwidth problem (MBW); see [20] for a recent computational study.
ILP MODELS
In this section we concentrate on two ILP models that map modules to slots such that
• the number of parallel bus segments is minimized (see subsection 4.1)
• the maximum distance between any two connected modules is minimized subject to a restricted number of parallel bus segments (see subsection 4.2.)
In these ILPs there are two kinds of variables. Variable x ij ∈ {0, 1} is a binary variable indicating whether a module i ∈ {1, . . . , n} is placed in slot j ∈ {1, . . . S} or not. If a slot j is not available for the current application, the variables x ij are fixed to zero for all modules i. If a module i must not be placed in slot j, i.e., j ∈ P i , x ij is fixed to zero as well. For technical reason we also have variables 0 ≤ x ijkl ≤ 1. Even though these variables are not binary, they can only take values in {0, 1}: if two modules i and k that are connected by an edge ik are placed in slots j and l respectively x ijkl is set to one; otherwise it is set to zero. We will discuss our ILPs for these types of variables in the next two sections.
For illustrating these ILPs, we apply them to our ESMbased implementation of the classical Pong video game. This video game consists of four modules for user input, racket position calculation, ball position calculation, and video interface. The user input module sends data to the racket position module. The racket position is needed in the ball position calculation and in the display module. The position of the ball is sent to to the display module. All in all, the communication graph has four vertices and five edges with edge weights in {4, 20, 38}. Each of the modules i has to be placed in any of the available slots. On the other hand, each of the slots j can hold at most one module. This can be expressed by the following two assignment constraints:
Minimizing the Number of Parallel Segments
In this section we aim at minimizing the maximum number of bus segments in use. In order to count the number t s of parallel segments crossing the border of slots s and s + 1, we could formulate a constraint like
Unfortunately, this equation is quadratic in x. As x ij and x kl are binary variables, this constraint can be linearized.
To do so we introduce variables x ijkl and add the following constraint:
Equation (4) is nothing but a logical AND. x ijkl is set to one if and only if neither of x ij and x kl is set to zero. Replacing the product in (3) by the new variables results in
Adding the equation
we can now formulate the integer linear program
Minimize T (7) subject to (1), (2), (4), (5), and (6)
x ij ∈ {0, 1},
Applying this ILP to the Pong application described above yields a solution as shown in Figure 2 . The minimal number of parallel segments is 58. Even though this solution is optimal, it has the deficiency of unnecessarily long connections. We will address this problem in the next subsection. Making use of the ILP presented in the previous section, we are able to compute the minimal number parallel segments in use, thereby minimizing the space overhead caused by the RMB. Given this minimal number of segments or at least the number T of parallel bus segments available, the ILP presented in this subsection finds a placement of the modules that minimizes the length L of the longest edge between any two connected modules. This number L can be determined by adding the linear inequality
Minimize Segment-Constrained Bandwidth
to the ILP described above. Given this additional constraint, the ILP can be formulated as Minimize L
subject to (1), (2), (4) - (6), and (8) - (12) .
Applying this ILP with T set to 58 to the Pong application results in a placement as in Figure 3 . The length of the longest edge has been reduced to 2.
CASE STUDY AND RESULTS
The above optimization problems produce placements that are best possible with respect to number of parallel segments (i. e. area requirement oft the RMB) or wire length (i. e. delay). Solving the resulting ILPs can be done in less than a tenth of a second for the small example used for illustration in the previous section. In this section we demonstrate the ability of our approach to tackle much larger problems. are the numbers of edges of the three types of communication graphs considered. After performing 7 runs, time/s is the arithmetic mean taken over five runs, deleting the best and the worst result.
For this purpose we have randomly generated a large number of artificial benchmark instances. We assume an application consisting of n modules; all of these modules require some kind of communication with other modules; as in practice, the communication graph is sparse. Like in most applications, data is passed from one module to the next and we add an edge (i, i + 1) for i ∈ {1, . . . n − 1} to the communication graph. We randomly add edges between unconnected modules, until the graph has a certain number of edges. For each n we have three different types of graphs: edges, respectively. The edge weight of each edge is taken from the set {1, . . . , 8} uniformly at random. This application has to be placed on an ESM with n slots.
For each n we have generated seven instances for each of the graph types. The resulting ILPs were solved on an AMD Athlon64 X2 3800+, equipped with 2GB RAM, running under Linux, using CPLEX 10.0 as the ILP solver. The instances with the best and the worst running time were discarded; we report only on the average running time of the five remaining instances. Table 2 . Results for the ILP presented in section 4.2. All columns are as in Table 1 .
In Table 1 we give our results for the ILP presented in section 4.1. Table 2 shows our results for the ILP of section 4.2. Our current implementation of the RMB for the ESM supports slots for six modules only. The first line of either table clearly demonstrates that optimizing for our status quo poses no challenge to these ILP formulations with state-of-the-art ILP solvers. However, each of the six ESM slots decomposes into three so-called micro slots. There is a total of four extra micro slots, located on the left, in the center, and on the right of the ESM, so the current ESM has 22 micro slots. Due to the space overhead of the RMB we are not planning to connect each of the micro slots to the RMB; 16 modules is a realistic number, which we can still solve reasonably well.
As can be seen from Table 1 , the running time increases very moderately as the number of edges increases. This is due to the fact that all three graph types are rather sparse. Increasing the number of modules has a stronger effect on the running time. In any case, all instances can be solved within very reasonable time.
The basic same effects can be seen in Table 2 . As this problem is a constrained version of the bandwidth problem, the consequences are much stronger. While running times for the first table were almonst negligible, we are currently not able to solve instances with more than 16 modules in less than an hour.
CONCLUSION
In this paper we describe how to deal with the practical problem of communication on a reconfigurable device. Based on an array-like architecture, we get a set of important optimization problems that can be solved with ILP techniques.
There is a considerable number of extensions and generalizations that warrant further study. Non-uniform widths of channels lead to additional selection problems; non-uniform widths of modules lead to additional packing problems; broadcast of signal values to multiple listening modules requires extension of the RMB to multicast.
Another set of problems arises from geometries that are more general than the ESM: when progressing from a single linear channel of slots to a more tree-like architecture, the combinatorial structure of routing gets more involved.
For all of those problems we are optimistic that the combination of practical know-how with expertise from mathematical optimization will lead to further progress.
