Discovering association rules is a useful and common technique for data mining in which relations and co-dependencies between data sets are shown. One of the most important challenges of data mining is to discover the rules of continuous numerical datasets. Furthermore, another restriction imposed by algorithms in this area is the need to determine the minimum threshold for the support and confidencecriteria. In this paper a multi-objective algorithm for mining quantitative association rules is proposed. The procedure is based on the Genetic Algorithm, and there is no need there is no need to determine the extent of the threshold for the support and confidencecriteria. By proposing a multi-criteria method, the useful and attractive rules and the most suitable numerical intervals are discovered, without the need to discrete numerical values and the determination of the minimum support threshold and minimum confidence threshold. Different criteria are used to determine appropriate rules. In this algorithm, the selected rules are extracted based on confidence, interestingness, and cosine 2 . The results obtained from real-world datasets demonstrate the effectiveness of the proposed approach. The algorithm is used to examine three data sets and the results show the performance superiority of the proposed algorithm compared to similar algorithms.
Introduction
Association Rule mining (ARM) is one of the most important techniques of data mining [1] . It should be noted that data mining (DM) consists of a set of computational techniques which are applied to discoverknowledge, hidden patterns and rules obtained from data in various sciences [2] . Among several techniques for discovering meaningful knowledge from data sets, ARM has an important role [3] . ARM is a descriptive approach that can extract interesting patterns among a large collection of data. Mining or generating useful rules from the dataset is done by ARMtechniques [4] .The technique used for extracting association rules was first proposed for analyzing the customers' market basket, expressing the correlation among the features. Many algorithms have been developed to identify association rules from a database. However, most of these algorithms are designedto deal with categorical attributes. However, the data in real-world databases consist of both categorical (e.g., education) and quantitative attributes (e.g., weight). The difficulty in dealing with both quantitative and categoricalattributes and the problem of working with large databases are the reasons that make it complex to extract rules form both quantitative and categorical data [5] .Majority of the proposed methods produce the numerous laws along with a large number of fields, and cannot mine the association rules. These methods use the idea of dividing the range of values of all numerical fields each to a series of distances, called discretization [6] ; therefore, the information will be lost. Moreover, most of the proposed methods need to determine the threshold limit valuesuch as the minimum support and minimum confidence before the data mining process. Many rule mining algorithmsdeveloped need to specify the minimum support threshold and the minimum confidence threshold causing these methods are dependent on datasets and they must be run several times [7] and it is difficult todefine them for each database. The appropriate rules for the QAR process is selected according to several criteria and objects. Multi-objective programming (MOP) has been one of the most common research areas [8] . Due to increased importance of MOP, a wide diversity of multi-objective evolutionary algorithms (MOEAs) has been developed in different fields [9, 10, 11] . In this study, the MOEA is used to optimize the QAR problem. This approach can lead to an optimal solution of QAR problem. This study aimed to identify both quantitative and categorical association rules using a multiobjective genetic algorithm(MOGA) approach. In the proposed approach, there is no need to determine the minimum support threshold and the minimum confidence threshold and rules are extracted without any the discretization of dataset. Three criteria including confidence, cosine 2 , and interestingness are used to evaluate the generated rules. The criterion of cosine 2 in this method has been used for selecting useful rules in fitness function for the first time. As this criterion evaluates the degree of resemblance of antecedent and consequent; fitness function chooses rules based on this criterion; the rules resulted from this method enjoy higher confidence in relation to other proposed methods. The main objective of this paper is to develop a novel framework for quantitative association rules mining(QARM using a genetic algorithm which there is no need to determine the extent of the threshold for the support and confidencecriteria. To do this, thecriterion cosine 2 is applied with the aim of increasing the number of extracted rules and improving the support percentage, and the confidence measure.
In the present research, has sought to answer the following questions:  Will the clustering of the records and the implementation of the QAR algorithm improve the efficiency of QAR algorithm?  Does the use of the confidence, Cosine 2 and interestingness criteria in the fitness function of an evolutionary algorithm lead to extracting attractive and useful rules from a numerical dataset?  Can the adoption of a multi-objective fitness function increase the percentage of support and confidence criteria of extracted rules? This paper is organized as follows. Section 2 presents a brief overview of multi-objective evolutionary algorithms for mining quantitative association rules. Section 3 introduces the proposed model. Then, Section 4 describes experimental results. Finally, Section 5 draws the conclusions.
Related works
In recent years, frequent association rule has been one of the interesting research topics in the field of descriptive data mining. Therefore a large number of efficient algorithms have been proposed by researchers in this field. Kaya and Alhajj [12] have developed a hybrid approach based on Genetic algorithm (GA) and clustering to find fuzzy sets used for mining meaningful association rules. They [13] also proposed a cluster based genetic algorithm with two fitness functions related to minimum support and confidence. Alatasand Akin [14] proposed a novel evolutionary algorithm based on rough particle swarm optimization algorithm (RPSOA) to solve the problem of numeric association rules mining. Ayubi et al [15] developed a novel method for mining general association rules from tabular data based on GA. This method was improved in terms of time complexity and memory requirements. In this method, candidate general itemsets were stored in a tree structure. Nasiri et al. [16] in 2010 have used simulated annealing(SA) as a multiobjective numeric association rule mining. Qodmanan et al [17] proposed a method based on GA without taking the minimum support and confidence into account. The best rules indicating a perfect correlation between support and confidence have been drawn out from a data set by their algorithm. A new algorithm based on Ant colony optimization has been proposed by Moslehi et al [6] . This algorithm was suggested for mining numeric rules without determining minimum support. In Djenouri et al [18] , an efficient hybrid algorithm based on Bees Swarm Optimization (BSO) and Tabu Search (TS) has been suggested to extract rules. Agbehadji et al [19] have applied a meta-heuristic algorithm to find interesting rules in numeric data sets. Wolf search algorithm (WSA) technique was used in their proposed approach. Can &Alatas [20] [36] proposed new rule mining algorithm by using genetic algorithm that selects and extracts useful rules by optimal support and confidence. Djenouri et al., [37] proposed a novel parallel for association rule mining by the aim of reducing computation time in finding appropriate rules process. This algorithm used genetic algorithm that implemented on GPUs cluster.Kumar & Singh [38] proposed a mining quantitative association rules system. This method is based on a genetic algorithm that extracts good intervals in association rules. The research by Martínez-Ballesteros et al. [39] was an attempt to use GA (genetic algorithm) to improve the scalability of the methods for quantitative association rule mining and thus process big datasets without sacrificing quality. The results from the comparative analysis mirrored the significant improvements made by the proposed methods in the computational costs of QARGA-M and previous developed genetic algorithms without reducing the quality of the results. Padilla et al. [40] developed a new genetic programming algorithm for big data association rule mining. The genetic operators involved in our proposed techniquewere particularly designed to avoid increased solution complexity and any improvements in the fitnessfunction's values. In 2018, a new generic parallel framework called MRQAR was proposed by Martín et al. [41] to unveil the QAR in large amounts of data. The MapReduce paradigm formed the basis for this approach along with Apache Spark. The incremental learning process provided by MRQAR can apply any sequential AQR algorithm to big data datasets with no redesigning the algorithm. Table 1 summarizes the applied measures for both evaluation and optimization in several works that are reviewed in this section.
As mentioned above, the researchers have paid special attention to the ARM domain, and the use of evolutionary algorithms has been welcomed because they can search and solve problems in this area (Table 1) . Initially, papers were more focused on the ARM in the categorical attributes' dataset. Furthermore, since many data sets in real world have continuous numerical values, there is a necessity to provide algorithms for identifying association rules from a dataset with quantitative attributes.
Recently, numerous methods have been proposed in the QAR area, many of which have been used the metaheuristic approach. In the area of QAR, which is the subject of this paper, several metaheuristic algorithms have been used in many studies. GA is the most widely used evolutionary technique for QAR problems due to its longer historical background. Many enhancements have been carried outon GA, the general motivation of which is on search mechanism, representation and fitness function.Different criteria have been used to select useful rules in the worksreviewed.Various combinations of these criteria have been applied in different studies.In this study, the Cosine 2 measure is used in the fitness function, along with two other criteria. As can be seenin Table  1 , this criterion has not been used in previous work to extract rules in QAR algorithms. A hybrid of Interestingness, Confidence and Cosine 2 has been adopted in the fitness function of the proposed approach. Similarly, a combination of these criteria is used in previous works, including MOGAR [31] . Nevertheless, the advantage of using Cosine 2 is that it examines the degree of similarity between the antecedent and consequential extractive rules, and thus chooses rules that are more appropriate and useful. This property has made the extraction rules more qualitative in this study compared to the previous ones with the same fitness function. The combination of criteria has increased the support and confidence of selected rules that shown in the comparison results presented in Section 4 of this paper. Another point that has been highlighted in previous works is the change of trend in the ARM field researches into a rule-extracting algorithm from large-scale datasets. Due to the increasing amount of information and the progress of data storage equipment, the data dimension is increasing. Therefore, the need to provide methods for dealing with big data is necessary more than ever. In the QAR area, researchers have not ignored on this subject, and papers like Martínez-Ballesteros et al. [39] and Martín et al. [41] have been proposed to extract quantitative association rules in large-scale dataset.
Multi-objective evolutionary algorithms
Association rule mining is regarded as one of the most common techniques of data mining to discover patterns and rules [42] . Association rules, which apply to find a correlation between the existing set of items in a data set, are defined as X→Y, where X and Y represent sets of items and X ∩ Y =∅ [1, 32] . If the interval is continuous, association rules are considered to be quantitative and each item is a pair of distance property [43] . The general classification of different methods of association rules is shown in Figure 1 . In order to discover rules in a continuous numerical data set, different techniques, such as distribution and discretization are adopted. An exponent is used to indicate a numerical interval and also can be used for the formation of rules. However, using such techniques and discretization of data leads to loss of valuable information and also causes the resulting rules not to be precise enough. In these methods, the desirability of rules is only assessed by using a single criterion. Some researchers have recently removed some restrictions on the current methods and considered association rules rather than a singleobjective one [44, 45] . A variety of types of objectives are considered in the process of mining association rules, resulting in more interesting and precise rules.
The investigation into the association rules in data mining consists of the procedure for finding out the relations among the properties or among their values in a data set that contribute to decision making. These relations can be presented as IF-THEN. The condition examined in the IF section is called Antecedent and what the THEN section contains is called Consequent. Thus, a relation can be shown as X→Y. Different criteria are used to study the value and desirability of such rules, the most important and common of which are the coefficients of confidence and those of support.
 Support:This measure indicates the number of times a rule has appeared in transaction data. This measure is computed as shown inEq. (1) .The number of records covered by both the antecedent and consequent of the rule is determined by the support as a statistical measure, which is an indicator presenting the number of times an item set comes along in a dataset.
 Confidence: According to confidence, if the first side of a rule happens, the second side will happen as well. Thus, it indicates the validity of a rule and is calculated is expressed in Eq. (2) . The strength of a rule is measured by confidence recognized as predictive accuracy as well, which is a demonstration of the rule's validity. The quality of a rule is assessed by the confidence criterion depending on the occurrence frequency of an AR in the entire dataset. When a rule occurs more frequently in the dataset, it is accounted to be of a better quality [46] .
 Interestingness:This measure uses the confidence of the antecedent and consequent to calculate the interestingness of the rules and is described as Eq. (3). It consists of three sides: the first side expresses the probability of production rule according to the antecedent. The second side expresses the probability of creating a rule according to the consequent, while the third side indicates the probability that a rule may not be produced according to the whole data set. As this criterion states, rules with a high degree of confidence have a smaller amount of interestingness [31] .As a part of data mining, the ARM process needs to excerpt some unseen information, that is, there should be relatively a less occurrence of the extracted rules in the entire database. While it is challenging to measure such astonishing rules, users may be more interested in their extraction. For classification rules, this factor can be measured by information gain theoretic measures [47] , which is not of an effective interestingness for the calculation of ARs. This study uses a different approch according to the support count of both antecedent and consequent parts [48] . Interestingness (X → Y) of a rule indicates a measure of the rule's surprisingness to the user. The discovery of some unseen information from the data is the most important concept in association rule mining. Not only rules with higher frequency are discovered by Interestingness of a rule, but also those that are relatively less frequent in the database [49] .
The criterion of Cosine 2 measures the similarity between the consequent and antecedent. The quantity amplitude of such law ranges from 0 to 1, and its square is also present in this amplitude. A cosine 2 value of approx. 1
suggests that the majority of transactions holding item X also contain item Y, and vice versa. Likewise, a cosine value of nearly 0 specifies that most transactions containing item X do not possess item Y, and vice versa [49] . Most of transactions possessing item X also hold item Y and vice versa (i.e., many of transactions having item Y contain item X as well) when cosine 2 value approximates one. By approximation of cosine 2 value to zero, the majority of transactions possesses item X but lacking item Y, and vice versa [50] . The square of this measure is used in this paper since it is more accurate [51] . It is defined through Eq. (4).
Genetic Algorithm
In recent years, most researchers have used evolutionary algorithms [33, 52, 14] ; especially genetic algorithm [21, 28, 32] in order to discover quantitative association rules of quantitate data sets [23] . GA is a widely renowned evolutionary approach, which randomizes the generation of a population of strings. The best string in the population will access to an optimal solution by applying evolutionary operators, such as crossover, mutation, and reproduction [53] .GAs are mathematical tools with a wide range of applications. They are very efficient in optimization of the problems, especially when the respective objective functions are discontinuous and exhibit many local optima [54] .GA is a heuristic algorithm of random search, which denotes the biological evolution. Such algorithms have been successfully used in solving hard optimization problems, those for which the steepest ancestry techniques go through local minima or remain incapable due to the complication [55] . Processing of numeric dataset for getting information is a tedious and computationally complex task because of the nature of the data. Association rule mining for numeric dataset was a challenging task as the huge number of expected rules will be generated. Therefore, a technique which runs for many solutions in parallel is needed so that the huge number of rules can be process. The preexisting technique that follows these criteria is genetic algorithm which has the property of running for solution in parallel and improving their own solution in all iteration i.e. generation in terms of genetic algorithm. Given the features of the genetic algorithm such as parent selection, mutation, crossover, this algorithm passes appropriate responses to the next generation. In the QAR process, the exploration property is required for the number of answers and the exploitation property for the desirability of the answers. Given the steps in the genetic algorithm, this algorithm allows for two exploration and exploitation needs. Therefore the genetic algorithm is selected for solving the problem of association rule mining.Presumed on the evolutionary ideas of natural selection and genetic, Genetic Algorithms (GAs) are adaptive heuristic search algorithm. The concept of GAs is basically intended to mimic natural system processes essential for evolution. Thus, GAs manifests an intelligent utilization of a random search within a defined search space for problem solving. There is little knowledge on the fact that GAs are among the best methods of solving a problem. As a very general algorithm, they will function properly in any search space. GA is a stochastic search algorithm, modeled on the natural selection process underlining biological evolution [56] . Numerous search, optimization, and machine learning problems have successfully employed GA working iteratively by producing new populations of strings from old ones. Each string is the encoded binary, real, etc. version of a candidate solution. An evaluation function accompanies a fitness criterion to each string suggesting its fitness for the problem [57] . Because of its longer historical background, GA is the most commonly used evolutionary procedure to QAR problems. GA has undergone many improvements, of which the general incentive is on search mechanism, representation, and fitness function.
Proposed method
In this paper, a multi-objective evolutionary algorithm is proposed for discovering quantitative association rules (MOEA-QAR) that is explained in this section. This method is a combination of the multi-objective genetic algorithms and clustering. In this method, first, the data set is clustered, then the records of each cluster are determined as the input of each genetic algorithm, and then the attractive rules of each cluster are extracted. Due to its advantages and practicality, the K-Means clustering algorithm is employed in the present research. The K-Means algorithm is advantageous because of its simplicity and rapidity for low dimensional data. It can also detect pure subclusters when defining a huge number of clusters. Besides, K-Means computation is considered to be quicker than hierarchical clustering, and it is projected to yield tighter clusters than hierarchical clustering [58] . In the K-Mean algorithm, there is a possibility to change and select the number of clusters by the user. This makes the K-Mean algorithm unlike hierarchical algorithms flexible. In this algorithm, according to the requirements of the problem, the expert can test the number of different clusters and determine the proper number of clusters according to the results. The K-Mean algorithm allows the user to participate and is in fact an interactive process between the algorithm and the expert.In the K-Means method, the records are grouped in such a way that the records inside a cluster are similar (SS W ) and the records in the individual clusters are different (SS B ). This algorithm tries to minimize SS B and maximize SS W .Therefore, it provides an appropriate tradeoff for forming clusters. Since the similarity of the records for rule mining algorithm can be an important advantage, the KMeans method is selected for the clustering records. Because of these benefits, the criteria used to evaluate the rules extracted from each cluster are calculated by using the whole data set. In this method, there is one archive to keep the attractive rules of each generation. Finally, the rules or chromosomes remaining in the archive are introduced as the extracted rules. This idea is similar to the elitism method in the GA that applies to store the best chromosomes of each generation. The first input generation is selected randomly and the initial chromosome gains a value. The algorithm is run until the terminating conditions are met. These conditions can be the number of algorithm repetitions or the given number of the created rules. The running of the algorithm ends if the number of the rules existing in the archive remains unchanged. In the following, first the method of presenting the chromosomes is explained, and then the mutation, crossover and calculation of fitness function are expressed. The pseudo code of proposed algorithm is described inError! Reference source not found.and the flow chart of algorithm is showed in Error! Reference source not found..
Genetic Operations
Like the methods which rely on genetic algorithms, in the first step, the encoding or representation of applied chromosomes must be defined. Then, how to compute the fitness value of chromosome, mutation and crossover operations will be presented.
Presentation of chromosomes
Each chromosome shows a rule. Each feature of the data set is presented by a gene. The i th gene expresses the i th feature. Each gene includes 2 bits and 2 numbers. The first 2 bits determine whether the feature has been involved in creating the rule or not and they also determine the section of the rule where the feature is present. The bit 00 represents that this feature is present at the rule consequence and if these two fields are equal to 11, this feature has been involved in creating the rule. Also, if these two bits are 01 or 10, this denotes that this feature has not been involved in the creation of the rule.
The two other numbers represent a lower and upper limit of the given feature interval. The first number is considered as the lower limit of the feature and the second number is the upper limit. 
Fitness function
To accomplish the projected aim, there is a need to define a suitable objective function comprising a number of parameters being sufficiently sensible of detecting the whole plausible structural damages [59] . As previously mentioned, the proposed method is multi-criteria and several criteria are used to choose the generation. The fitness of each chromosome is measured by three parameters as shown in Eq. (5). This function tries to extract the rules that are more valuable and attractive. In this method, the problem is solved using non-dominated solutions. If solution (B) is better than solution (A) with respect to the pre-determined criteria, then solution (A) is dominated by another solution that is solution (B). In this case, solution (B) is called the non-dominated solution. The value of each rule is assessed by three parameters such as interestingness, cosine 2 and confidence coefficient. The chromosomes that can dominate other chromosomes with respect to the values of these three factors will remain in the archive. The rules are ranked based on these three factors, and the rules with greater scores will be extracted as the final rules. 
The value and attractiveness of these rules are studied by various criteria, all of which aim to excerpt beneficial rules, with each criterion assessing the rules from a different view. Although there are different definitions for some of these benchmarks, they share a goal, viz. elevation and vividness, both of which attempt to choose fascinating rules. Most often, it suffices to concentrate on the integration of support, confidence, and either elevation or influence for quantitative measurement of the rule's "quality". However, the real value of a rule is subjective with regard to effectiveness and functionality depending strongly on the specific area and business purposes [60] .
Crossover and mutation operators
Regarding the methods of presenting the chromosomes and calculation of the fitness function, the crossover and mutation operators are introduced in this section. The position of the features positions does not change in the mutation and intersection stages, i.e. if a variable is represented as the second gene, it will remain the second gene after these stages. A two-point crossover method is used for crossover operator. Error! Reference source not found.shows this method. A high crossover rate causes the genomes in the next generation to be more random, as there will be more genomes that are a mix of previous generation genomes. A low crossover rate keeps fit genomes from the previous generation, although it decreases the chance that a very fit genome will be produced by crossover operation. Uniform crossover will create genomes that will be very different from their parents if their parents are not similar. If its parents are similar, the offspring will be similar to its parents. Using 1-point crossover means that offspring genomes will be less diverse; they will be quite similar to their parents. So the trade of these options is appropriate and two-point crossover is chosen in this paper.Both parental genotypes in a two-point crossover are cleaved at two points, making a new progeny through parts number one and three from the first, and the middle part from the second ancestor. A more thorough searching problem space is made possible by the use of two-point crossover. The schema is prevented from disruption by applying an operator with single-point and two-point crossover; however, search space grows narrower in case of a homogeneous population [61] . The first 2 bits of the chromosome can change to do the mutation process, and the given feature may be involved in creating the rule or not. The 4 states mentioned for these two bits (00, 11, 10, and 10) are changed into one another randomly. Also, the lower and upper limits of the values can change. Of course, it should be careful about increasing or reducing the upper and lower limits must not exceed the permissible variables and variable limits and also the lower unit should not exceed the upper limit. The changes to the mutation process are made randomly. According the output of implementation of algorithm on different datasets that are shwon in Error! Reference source not found. and Error! Reference source not found. the provided solutions had exploitation requirement. These figures proved the convergence of proposed responses.
To meet the exploration requirement can be expressed that all of the required changes and alterations have been considered to generate new chromosomes. Determining the crossover, initial population and mutation provided the sufficient changes and the population generating. To do this all the types of mutation are applied on chromosomes including 2 bits and the lower or upper limits of the values mutation.The first 2 bits of the chromosome can change to do the mutation process, and the given feature may be involved in creating the rule or not. The 4 states mentioned for these two bits (00, 11, 01, and 10) change into one another randomly. Also, the lower and upper limits of the values can change. Of course, it should be careful in increasing or reducing the upper and lower limits no to exceed the permissible variables and variable limits and also the lower unit should not exceed the upper limit. The changes to the mutation process are made randomly. The two-point crossover method has been used for crossover operator.A high crossover rate causes the genomes in the next generation to be more random, as there will be more genomes that are a mix of previous generation genomes. A low crossover rate keeps fit genomes from the previous generation, although it decreases the chance that a very fit genome will be produced by crossover operation. Uniform crossover will create genomes that will be very different from their parents if their parents are not similar. If its parents are similar, the offspring will be similar to its parents. Using 1-point crossover means that offspring genomes will be less diverse; they will be quite similar to their parents. So the trade of these options is appropriate and two-point crossover is chosen in this paper. In two-point crossover, both parental genotypes are split at two points, constructing a new offspring by using parts number one and three from the first, and the middle part from the second ancestor. Appling two-point crossover will enable searching problem space more thoroughly. Using single-point and two-point crossover operator prevents schema to be disrupted, but when population becomes homogeneous, search space becomes smaller [61] . Moreover, the method ability to extract more rules and the improvementin the results of the evaluation criteriasupport and confidencein comparison with previous work proves that the proposed algorithm has desirable performance in point of exploration.
Results
To evaluate the efficiency of proposed approach, the presented algorithm was examined in three data sets and the results were compared with those of similar models. Such data sets include properties with continuous and numeric quantities. The test data is presented in Table 2 . The data sets are available at "theBilkent University Function Approximation Repository" [62] . The adjusted parameters in the implementation of algorithm are presented in Table 3 . To achieve the accurate results of transactions, the presented algorithm was implemented on each data set more than 10 times. The resultsare shown in Table 3 . The frequency of the genetic algorithm was considered between 100 and 400 each time, so that the results might be achieved in different scenarios. A two-point crossover method is used in this algorithm.
As mentioned before, first, the data set is clustered, and then the useful rules of each cluster are mined by means of the genetic algorithm. The number of the clusters of each data set is selected according to Silhouette value. The number of clusters with higher Silhouette values is chosen as the optimal number of clusters. Theclustering results of these three data sets are presented in Mining association rules of continuous numerical datasets using evolutionary algorithms is the main objective of such studies. The descriptions of the method used in the abovementioned algorithms are provided in the first part of the introduction. In each study, a different fitness function is defined to select and mine final rules. The results of these methods are directly derived from the papers presented by them. The developed algorithm was implemented in two ways: once on the entire data set and once on each cluster after clustering the data. The results of both implementations are provided in the following sections. The comparison of the number of rules extracted by other algorithm with those of the proposed approach is presented in Table 5 .
According to the results from Table 5 , the proposed model can detect more useful and interesting results from data sets. Performance improvement of the proposed approach in comparison with other methods in terms of the number of extracted rules is also shown. Another result presented in this table is that implementing algorithm on clusters can extract more rules than implementing it on the whole dataset.The aim of using the clustering approach before executing the QAR algorithm is to examine the difference between the results of the QAR algorithm on the total dataset records and on the records of a cluster.Since the records of a cluster are closer and more similar to the total records of the dataset, the goal was to determine whether this similarity has an effect on the results of the QAR algorithm. The results demonstrated that this similarity and proximity causes the QAR algorithm to extract a greater number of rules in a cluster than the whole dataset this superiority is shown inError! Reference source not found., Error! Reference source not found. and Error! Reference source not found.. As it clear in these figures the number of extracted rules from total dataset is shown by the blue columns, the number of extracted rules from each cluster is determined by the yellow columns and the green columns illustrate the total number of rules from all clusters. Whereas the number of records in a cluster is less than the whole dataset, the percentage of support rules has decreased. Table 6 shows the results of confidence coefficient and Table 7 shows the support percentage obtained from implementing proposed algorithm along with results obtained from previous studies. The averages of these coefficients are presented in the above mentioned tables. As the table 6 shows, this method can significantly improve the confidences of rules. The rules extracted by this method had higher confidence coefficient compared to the previous methods. In mode of implementing algorithm, support percentage would be very high for extracting the rules. In this case, support percentage of rules of data mining via this method also showed a significant difference compared to previous methods and there was an improvement. Based on the obtained results from the two different modes of algorithm, it can be said that the rules extracted from the whole data set had higher support percentage than those of clusters. Improvement of results in terms of support and confidence indicated that this was more reliable and there was an efficient algorithm to discover association rules compared to other methods. The criterion of interestingness in Table 8 , which is used in this study, is compared with MOGAR method in fitness function. Based on the results obtained from Table 8 , the rules extracted by MOGAR method had higher interestingness. As said before, regarding the definition of criterion of interestingness, the rules which have higher support percentage then will have lower interestingness, and since the rules examined by proposed method in this study have higher support percentage than MOGAR method, they have lower interestingness coefficient. The results of criterion of cosine 2 are presented in Table 9 . As this criterion has not been used in algorithms presentedso far, it hasn't been compared to other methods.
Regarding the results of proposed algorithm, it could be said that proposed method outperformed proposed algorithm at the same tasks and it would be an appropriate and trustworthy algorithm for finding useful and attractive rules on the sets of continuous numerical data. In comparison to other methods, this method had achieved significant improvements in the criteria of the number of rules extracted from data set, high confidence measure and support percentage. Table 10 shows the average improvements of different criteria, resulted from rules extractedby proposed method in the examined data set, in relation to compared methods. In this table the percentage of progression of the proposed method to the comparative methods is mentioned in terms of the criteria considered. The superiority of the proposed method is survey from the point of view including the number of extracted rules, the support percentage, and the confidence measure. These criteria are main and basic factors for evaluating of ARM algorithms and were used to prove the efficiency of proposed approach. These factors were used in all of the previous works that some of them are mentioned in "related works" section. The highest value of improvement belonged to the criterion of confidence. This method can extract more rules with higher support percentage confidence coefficient in relation to other methods of sets of continuous numerical data. The criterion of cosine 2 was not used in previous methods. As this criterion evaluates the degree of resemblance of antecedent and consequent and fitness function chooses rules based on this criterion, thus this criterion had positive impact on the results of extracted rules' confidence measure.
Discussion
In this paper a novel QAR adopted GA algorithm. The fitness function is defined by using Confidence, cosine 2 and Interestingness criteria. The efficiency of the algorithms proposed was assessed and compared regarding three measures (the number of rules, confidence and support). The proposed method is compared with previous works (i.e. Alatas& Akin[22], RPSO [14] , GAR [25] , and MOGAR [31] )that are generated using GA, to evaluate the effectiveness of proposed algorithm.As mentioned before, this algorithm was implemented through two separate ways; one way on the entire data set and the other on the clustered data set. At the latter case more rules are identified from the data set. The aim of using the clustering approach before executing the QAR algorithm is to examine the difference between the results of the QAR algorithm on the total dataset records and on the records of a cluster.Since the records of a cluster are closer and more similar to the total records of the dataset, the goal was to determine whether this similarity has an effect on the results of the QAR algorithm. The results demonstrated that this similarity and proximity causes the QAR algorithm to extract a greater number of rules in a cluster than the whole dataset. Whereas the number of records in a cluster is less than the whole dataset, the percentage of support rules has decreased.The average number of rules extracted from various methods is compared in Table 5 , indicating that the offered method is capable of extracting further rules compared to other approaches. Comparisons of the MOEA-QAR with the aforementioned approaches regarding average value of support criterion and the average confidence of ARs are shown in Tables 6 and 7 , considering to be the power of ARs. In comparison to other approaches, MOEA-QAR is absolutely rivalling with regard to confidence and support of ARs. The MOEA-QAR-extracted confidence of ARs has substantially enhanced concerning confidence and support of rules extracted in the all the datasets.
This study characterizes the problem of mining numerical ARs as a multi-objective optimization problem. Also, a MOEA-QAR algorithm, named MOEA-QAR, is recommended for mining all precise and understandable ARs. A summary of major characteristics of the proposed algorithm is presented below.
 The confidence, comprehensibility, and interestingness measures are concurrently optimized by MOEA-QAR with making no item sets.  Contrasting conventional ARM approaches, the user does not determine the minimum support and minimum confidence, hence, automating the mining process.  In the majority of the experiments, the success of the proposed method demonstrates that MOEA-QAR is a method capable of numerical ARM featuring a simple particle design and with no need a priori discretization.  The results of using clustering method and the QAR algorithm in a hybrid framework confirmed that the QAR algorithm has the ability to mine a higher number of rules in a cluster than the entire dataset. The dynamic and competitive nature of today's business environment has prompted managers and business analysts to applying decision support systems (DSS) to provide quick answers to complex business questions. The organizations will not be able to meet the customers' expectations without deep awareness of them, and this can have a significant effect on their business. The rapid growth of volume of data and the importance of using DSS systems demonstrate the necessity of adopting data mining techniques. Making use of data mining technology enables the companies to pay more attention to the customers' interactions, gain proper knowledge more rapidly through behavioral and systemic information, create more effective practical attitudes and eventually, function more wisely based on such attitudes. The decision-makers will accomplish their chief useful purposes by effectively managing and analyzing the volume, velocity, and variety of the present data, which are rapidly increasing, and benefiting from proper tools and skills for the better understanding of their operations, customers, and market. In this study a novel hybrid QAR approach is proposed for numeric datasets. DM is concerned with finding the hidden relationships present in business data in order to allow businesses to make predictions for future use [63] . Association rule mining is one of important technique in data mining that provides valuable information for decisionmakers by extracting helpful and applicable rules. The method can extract more rules with higher confidence measure and support percentage in comparison with similar and previous approaches. The number of more rules with higher quality allows to decision-makers have more alternatives and take more appropriate executive decisions.
Conclusion
In the present study, a new approach using multi-objective genetic algorithms was proposed to mine numerical association rule.One of the most important application and interested field of Data Science is extracting association rules. Extracting the rules of data set containing continuous data is one of the challenges in this field. In this study, a multi-criteria approach based on genetic algorithm was developed to extract the meaningful and attractive rules from the data set containing continuous numerical variables.Association rule mining is not a single objective problem and naturally is a multiobjective one. In the proposed algorithm, three criteria were employed in fitness function. Efficiency of the proposed method was examined using three continuous numerical data sets. The results of implementation of the algorithm were compared with those of previous works in similar cases.The distinction between the proposed method and the similar cases can be expressed as follows: in this method, there was no need to determine a certain limit for the minimum support and minimum confidence; however, this could not affect the number of the rulesextracted, and this method had improved the number of these rules compared to other approaches. Second, one of these criteria used in fitness function's definition was cosine 2 that was not employed in this field of study. This study found that applying cosine 2 criteriain fitness function could significantly improve the usefulness and attractiveness of the rulesextracted. The proposed approach led to an improvement in the results of the evaluation of support and confidencecriteria compared to other methods; both support and confidencecriteria had increased in the proposed method and tradeoff was made between the values of these two criteria. Third, no limitation was considered for the number of rules in this method and, this caused the extracted rules had higher desirability compared to other methods and support and confidencevalues in the rules extracted from the proposed method improved. According to mentioned points can be expressed that the determined goals of this study were achieved. The results obtained from comparison showed an improvement in the results from a couple of criteria, including the number of the rules extracted the support percentage, and the confidence measure. The ability of thismethod to extract more rules with higher confidence measure and support percentage proved the applicability of proposed approach. This algorithm was implemented in two ways: once on the entire data set and once on each cluster after clustering the data. Implementing the algorithm on each cluster separately extracted morerules than that on the entire data set. Regarding the fact that in the present research only the positive rules are mined, the extraction of positive and negative rules for future studies is suggested. [25] Mata, J., Alvarez, J. L., & Riquelme, J. C. "Discovering numeric association rules via evolutionary algorithm", Advances in knowledge discovery and data mining, pp. 40-51(2002) .
[26] Salleb-Aouissi, A., Vrain, C., &Nortet, C. "QuantMiner: A Genetic Algorithm for Mining Quantitative Association Rules", In IJCAI, Vol. 7, pp. 1035-1040 (2007, January).
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