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ABSTRACT 
Compound decision theory is invoked to develop a 
model for classifying image data using spatial context. 
Methods for characterizing contextual information in 
an image are proposed and tested. Experimental results 
based on both simulated and real multispectral remote 
sensing data demonstrate the effectiveness of the con- 
textual classifier. A number of practical problems 
associated with this approach are discussed and pos- 
sible solutions are explored. 
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1. INTRODUCTION 
Mul t i spec t r a l  image da t a  c o l l e c t e d  by remote sens- 
i n g  dev ices  aboard a i r c r a f t  and s p a c e c r a f t  a r e  r e l a -  
t i v e l y  complex data e n t i t i e s .  Both t h e  s p a t i a l  a t t r i -  
b u t e ~  and s p e c t r a l  a t t r i b u t e s  o f  t h e s e  d a t a  are known 
to be information besrinq' ') ,  b u t  to reduce the magni- 
tude of t h e  computations involved, most a n a l y s i s  e f f o r t s  
have focused on one o r  t h e  o the r .  Only wi th in  t h e  las t  
few y e a r s  have s e r i o u s  e f f o r t s  been made t o  u t i l i z e  
them j o i n t l y .  For example, one approach uses  the s p e c t r a l  
homogeneity of ~ o b j e c t s , "  such as a g r i c u l t u r a l  f i e l d s ,  
t o  segment t h e  scene and then uses sample c l a s s i f i c a t i o n  
to a s s i q n  each o b j e c t  as a whole, r a t h e r  than i ts  in-  
d i v i d u a l  p i x e l s  ( p i c t u r e  elements) , to  an appropr ia te  
qmund cover c l a m  ( * )  . Another approach involves  ax- 
t r a c t i o n  of f e a t u r e s  based on gray-tone spatial-dependency 
matrices from which tex ture - l ike  c h a r a c t e r i s t i c s  are 
( 3 )  developed . 
I n  t h i s  paper  we describe a more general way t o  ex- 
p l o i t  t h e  s p a t i a l / s p e c t r a l  c o n t e x t  of p i x e l  to  a c h i e v e  
a c c u r a t e  c l a s s i f i c a t i o n .  J u s t  as i n  w r i t t e n  E n g l i s h  
one can  e x p e c t  t o  f i n d  c e r t a i n  letters o c c u r r i n g  regu- 
l a r l y  i n  p a r t i c u l a r  a r rangements  w i t h  o t h e r  letters 
(qu,  eel est ,  t i o n l 1  s o  c e r t a i n  classes o f  ground cove r  
are l i k e l y  to  occu r  i n  t h e  " c o n t e x t "  o f  o t h e r s .  The 
former  phenomenon h a s  been used t o  improve c h a r a c t e r  
r e c o g n i t i o n  accu racy  i n  text  r e a d i n g  machines.  We s h a l l  
demons t r a t e  t h a t  t h e  l a t t e r  c a n  be used to improve ac- 
cu racy  i n  c l a s s i f y i n g  remote s e n s i n g  d a t a .  I n t u i t i v e l y  
t h i s  shou ld  n o t  be s u r p r i s i n g  s i n c e  one c a n  e a s i l y  
t h i n k  o f  ground c o v e r  c l a s s e s  more l i k e l y  t o  occu r  i n  
some c o n t e x t s  t h a n  i n  o t h e r s .  One does  n o t  e x p e c t  to  
f i n d  wheat growing i n  t h e  midst o f  a  hous ing  s u b d i v i s i o n ,  
f o r  example. A close-grown l u s h  v e g e t a t i v e  cove r  i n  
such a l o c a t i o n  i s  more l i k e l y  t h e  t u r f  o f  a   law,^. 
2. THE MODEL 
C o n s i s t e n t  w i t h  t h e  g e n e r a l  c h a r a c t e r i s t i c s  o f  imag- 
i n g  s y s t e m s  for remote s e n s i n g ,  w e  assume a two-dimen- 
s i o n a l  a r r a y  of  N = N l x N 2  p i x e l s  o f  fixed b u t  unknown 
c l a s s i f i c a t i o n ,  a s  shown i n  F i g u r e  1. 
Figure 1. A two-dimensional array oi N = N~ x N~ pixe1.s. 
a p-3 choice 
Figure 2 .  Examples of p-context arrays. 
Assoc ia t ed  w i t h  t h e  p i x e l  hav ing  image c o o r d i n a t e 8  
(i, j) is  its t r u e  s t a t e  or t r u e  c l a s s i f i c a t i o n  
8 .  cfl = I W ~ ~ W Z , . . . , W  1, and a random measurement v e c t o r  
1 j m 
n ( o b s e r v a t i o n )  X ER having  c l a s s - c o n d i t i o n a l  d e n s i t y  i j  
( x i j  We n o t e  t h a t  { p ( ~ l w ~ ) ,  i=112 , . . . ,m~  
13 
is t h e  set o f  c l a s s - c o n d i t i o n a l  p r o b a b i l i t y  d e n s i t y  
functions a s s o c i a t i n g  t h e  m u l t i s p e c t r a l  measurement 
v e c t o r  X w i t h  t h e  c l a s s e s .  
L e t  - X d e n o t e  a v e c t o r  whose components are t h e  o r d e r e d  
p i x e l  measurement v e c t o r s :  
S i m i l a r l y ,  l e t  $ be t h e  v e c t o r  o f  states: 
The i n d i v i d u a l  measurement v e c t o r s  a r e  assumed t o  be c l a s s -  
c o n d i t i o n a l l y  independent ;  t h a t  i s ,  t h e i r  j o i n t  d e n s i t y  
can  be w r i t t e n  as: 
Evidence t h a t  t h i s  is a r e a s o n a b l e  assumption may be found 
( 4  i n  reference . 
L e t  t h e  a c t i o n  ( c l a s s i f i c a t i o n )  t aken  w i t h  r e s p e c t  to  
p i x e l  ( i t  j )  be denoted by aijci2. The loss s u f f e r e d  by 
taking a c t i o n  aij when t h e  t r u e  c l a s s  is  O i j  is  denoted  by 
L ( O i ,  ,ai j )  for some fixed non-negat ive f u n c t i o n  L ( .  , . )  . Then 
the ave rage  l o s s  s u f f e r e d  o v e r  t h e  N c l a s s i f i c a t i o n s  i n  
the a r r a y  is 
X i  we make t h e  a c t i o n  a i j a func t ion  o i  t h e  o b s e r v a t i o n s ,  
then  f o r  a g iven a r r a y  8 t h e  expected average loss (or 
r i s k )  i s  
where t h e  e x p e c t a t i o n  is  wi th  r e s p e c t  t o  t h e  d i s t r i b : ?  
t i o n  of the vec to r  of  obse rva t ions .  
Our o b j e c t i v e  may be s t a t e d  a s  fo l lows:  We want t o  
d ~ t e r m i n e  t h e  dependence of  t h e  d e c i s i o n  i u n c t i o r  a i j ( . )  
on - X i n  such a way t h a t  f o r  any given a r r a y  g, t h e  risk, 
equa t ion  ( 2 ) ,  w i l l  be minimum. One way t o  approach the 
problem of making Re - s m a l l  is t o  view 8 as a realization 
of a random process  i n  two dimensions and t o  d e r i v e  a de- 
c i s i o n  r u l e  which is  Bayes versus  t h i s  "prior- distribu- 
t ion '  f o r  2 (probably under some s i m p l i f y i n g  assumptions 
concexning the n a t u r e  of this p r o c e s s ) .  T h i s  is  t h e  
approach of  Welch and and Y U ( ~ )  , who make 
assumptions on t h e  random process  s u f f i c i e n t  to guarantee  
t h a t  the Bayes d e c i r i o n  concerning p i x e l  (i,j) depends 
on - X only  through Xij and t h e  f ~ u r  n e a r e s t  ne ighbors  of 
t h e  p i x e l .  
W e  w i l l  adopt  an  approach to  c o n t r o l l i n g  R U  -. th rough  
a ( 9  ) t h a t  i s  more c l o s e l y  related tc the large body 
( 7 )  
o i  s t a t i s t i c a l  l i t e r a t u r e  t r a c e a b l e  to Robbins , an.: 
known as compound dec i s ion  theory.  8.8, f o r  example, 
the  works and r e f e rences  of VanRyzin ( 8 t 9 ) ,  Cover and 
Shenhar (lo) , and Vardeman (11t12). Rather than looking 
f o r  a d i s t r i b u t i o n  f o r  - 0 whose associated Bayee r u l e  is 
both simple and has  $mall Re f o r  most g, w e  u8e the fo l -  
- 
lowing argument. F i r s t ,  spec i fy  some arrangement of 
p p i x e l  l o c a t i o n s  including a p i x e l  to be c l a a a i f i e d .  
Ca l l  t h i s  arrangement t h e  p-context a r r ay ,  several 
choices  of which are shown i n  Figure  2. 
P P L e t  - 6 cQ and gPc s t and  r e spec t ive ly  f o r  p-vectors 
of c l a s s e s  and n-dimensional raearuramntrr  each component 
of - 0' i s  a v a r i a b l e  which can t ake  on valuea i n  nl each 
component o f  gP is  a random n-dimensional vec tor  which 
can take  on va lues  i n  t h e  obrerva t ion  space. Correspon- 
dence of t h e  components of  - eP and 5' t o  t h e  p o s i t i o n s  i n  
t h e  p-context a r r a y  is f i x e d  b u t  a r b i t r a r y  except  t h a t  
t h e  pixel t o  be c l a s s i f i e d  i n  t h e  a r r ay  w i l l  always 
correspond t o  t h e  p t h  components. The no ta t ion  0%  j 
and - Xi w i l l  r e f e r  t o  t h e  p a r t i c u l a r  ins tance  of - eP and 
xP a s soc i a t ed  wi th  p i x e l  (i, j l  . 
- 
Now cons ider  f i nd ing  an  opt imal  dec i s ion  r u l e  of  t h e  
form 
aij(X) = d ( g i j )  ( 3 )  
f o r  a f i xed  func t ion  d ( * )  mapping p-vectors of observa- 
t i o n s  t o  ac t ions .  The r i s k  a s soc i a t ed  wi th  any r u l e  of  
t h i s  form is, from equa t ion  (21, 
where ~ ( ~ ' 1 ,  the c o n t e x t  -- d i s t r i b u t i o n ,  is the  r c l n t i  \re 
frequency with which oP occurs  i n  t h e  array 8 'in2 6 2: -  
- - F 
the p th  component of 0'. Notice tha t  Rg depends o n  U 
- - 
- 
on ly  through ~ ( 0 ' ) .  - Writing equat ion  ( 4 )  i n  nore d<:t-.,i 
and invoking t h e  c l a s s - c o n d i t i o n a l  independence a s s u m p t i o n ,  
equation (11, we have 
where the  product is over  the components Xi of xP.  )-or 
any array - 0 ,  a d e c i s i o n  rule d (zP) m i n i n l i r i n r ~  A ,  L  TI , ,L 
- 
obtained by mininrizing t h e  i n t e g r a n d  i n  cquztrot l  i ;, 1 9 ~  
each x'; thus for a specific X . .  ( a n  i n s t c r : ~ ~ ~  o f  ' I  1 ,  
-1 J 
optimal a c t i o n  is: 
d ( X .  = the a c t i o n  ( c l a s s i f i c a t i o n )  ; t * ; !  .,,, ,; A f , 7  
-1 3 
Thi s  can be m i t t e n  i n  a e l i g h t l y  d i f f e r e n t  form which 
makes more a p p a r e n t  t h e  s p e c i f i c  c o n t r i b u t i o n  due t o  
c o n t e x t  ( t h e  term i n  b r a c k e t s  below): 
d (gij) = the a c t i o n  a which minimizes  
I n  p r a c t i c e ,  a "0-1 loss f u n c t i o n "  is u s u a l l y  assumed, i . e . ,  
Then ( 7 )  s i m p l i f i e s  and t h e  d e c i s i o n  r u l e  becomes: 
d ( z i j )  - t h e  a c t i o n  a which maximizes -
Thus ( 8 )  d e f i n e s  a s e t  of d i s c r i m i n a n t  f u n c t i o n s  f o r  t h e  
c l a s s i f i c a t i o n  problem. 
The o p t i m a l  choice o f  d ( * )  c a n n o t  a c t u a l l y  be deter- 
mined because i t  depends on G ( - oF) which is unknown. 
We can, however, expect that, at least for large 
N = N1 x N2, a decision rule in which ~ ( 8 ~ )  - is re- 
h 
placed by an estimate ~(0') - based on the - Xi will have 
A 
risk Re approximating that of the optimal rule. (We 
- 
call this the "bootstrap effect.") That this is the 
case when p = 1 gpproximating an optimal pointwise 
classifier with estimated priori probabilities) 
and suitable forms of estimation are used is a con- 
(9) sequence of the work of VanRyzin . 
The notion of attempting to approximate the risk 
of the best rule of the form equation (3) for p > 1, 
given its first general treatment in Gilliland and 
Hannan ( I3 )  , has not been as thoroughly studied as the 
p = 1 version. But related work for p >  1 in sequence -
versions of compound decision theory (I4) suggests the 
validity of the generalization. Further, Vardeman ( 1 2 )  
points out that if one is willing to separate the N 
locations into several groups G1, G 2 ,  ..., G within R 
each of which the zij are independent, the results for 
p = 1 by VanRyzin guarantee that, for p >  1, replacing 
P the G ( O  a ) by estimates of the frequendes of - e P  group- 
by-group produces a decision procedure having the risk 
of the optimal rule as an approximate upper bound on 
its risk. An illustration of this separation idea is 
shown in Figure 3 .  
Figure 3 .  A 2-context array with separable pixel groups. 
exprimantally by sinply counting the occurrences of 
the ~cene witbout the ot  context. Although the 
use of  this rather crude wthod of e a t h a t i n g  ~ ( 4 ~ )  
has n o t  been studied i n  the s t a t i s t i c a l  likeratwe, 
w e  will demonstrate i n  Section 3 its ef fect iveness  
for our applicatfon. 
Before proceeding to a discuss ion of our experi- 
mental resul ts ,  we make t w o  further observations con- 
cerning t h i s  approach. Firs t ,  seeking a cr i ter ion for 
the "context richnessw of a scene, w e  have been able 
to reach only the following result.  Suppose the  fre- 
quencies O ( j P )  are such that G(B') - can be written in 
factored form, i . e . ,  i 
where - 8 '  and - 8 "  are, respectively,  p - L and I vectors 
of c lasses .  ?hen ( 6 )  can be written i n  the form 
- P-R 
-13- 
But now the terms included i n  t h e  second summation are 
independent of  t h e  cond i t ions  a t  the p i x e l  to  be  clas- 
s i f i e d  and a r e  t h e r e f o r e  constanf r e l a t i v e  to t h e  de- 
c i s i o n  to  be made. Thus, t h e  d e c i s i o n  depends on ly  
on L components of t h e  p-context a r r a y  and i s  inde- 
pendent of  t h e  o t h e r  p-L l o c a t i o n s .  I f  it were pos- 
sible t o  determine ouch f a c t o r a b i l i t y  o f  t h e  G ( e P )  , 
- 
one could s i m p l i f y  t h e  c o n t e x t  c l a s s i f i c a t i o n  computa- 
t i o n s  by reducing t h e  s i z e  o f . t h e  c o n t e x t  a r r a y .  
Second, comparing (7 )  wi th  t h e  r e s u l t s  o f  Welch 
and s a l t e r  and r e i n t e r p r e t i n g  t h e  ~ ( 0 ' )  a s  t h e  
- 
marginal of  an a p r i o r i  d i s t r i b u t i o n  f o r  8 ,  one may 
- - 
view (7)  a s  a  g e n e r a l i z a t i o n  o f  t b  Welch and S a l t e r  
c o n t e x t  c l a s s i f i c a t i o n  r u l e .  The advantages o f  t h e  
p r e s e n t  formula t ion  a r e  t h a t  one need make no p o s s i b l y  
u n r e a l i s t i c  assumptions about  t h e  d i s t r i b u t i o n  f o r  8 
- 
and has complete freedom t o  choose both p and t h e  form 
of t h e  p-context  a r r a y .  There a r e  s i t u a t i o n s  (e.g., 
l o c a t i n g  c louds  and t h e i r  a s s o c i a t e d  shadows i n  a  scene)  
i n  which c o n t e x t  a r r a y s  o t h e r  than  those  invo lv ing  
neighboring p i x e l s  would be u s e f u l ,  a  p o s s i b i l i t y  
unique t o  t h i s  approach. 
- 
3 .  EXPERIMENTAL RESULTS 
Experimet~ts  were performed to e x p l o r e  t h e  e f f e c t i v e -  
n e s s  of  c o n t e x t u a l  c l a s s i f i c a t i o n  as a p p l i e d  t o  t h e  
a n a l y s i s  of m u l t i o p e c t r a l  remote s e n s i n g  d a t a .  F i r s t ,  
s imula ted  data were used t o  determine t h e  degree  to  
which c o n t e x t u a l  c l a s s i f i c a t i o n  might improve t h e  ana- 
l y s i s  r e s u l t s  (as compared to  no-context c l a s s i f i c a t i o n ) ,  
q iven t h a t  t h e  c l a s s - c o n d i t i o n a l  d e n s i t i e s  and t h e  con- 
t e x t  d i s t r i b u t i o n  f o r  t h e  scene  were known. The simu- 
l a t e d  data were used a g a i n  to  i n v e s t i g a t e  cand ida te  
methods f o r  e s t i m a t i n g  t h e  c o n t e x t  d i s t r i b u t i o n  s i n c e ,  
a s  noted i n  S e c t i o n  2, it u s u a l l y  cannot  be assumed 
t h a t  t h e  c o n t e x t  d i s t r i b u t i o n  is known a p r i o r i .  
F i n a l l y ,  c o n t e x t u a l  c l a s s i f i c a t i o n  w a s  a p p l i e d  to  real 
d a t a  t o  determine t h e  e x t e n t  t o  which t h e  conc lus ions  
drawn from t h e  s imula ted-data  experiments  could be 
extended t o  t h e  more r e a l i s t i c  case. 
Simulated Data Experiments I 
A no-context c l a s s i f i c a t i o n  of m u l t i s p e c t r a l  remote 
s e n s i n g  d a t a  was s e l e c t e d  which had been judged to be 
very a c c u r a t e  (produced by c a r e f u l  a n a l y s i s  and r e f i n e -  
ment o f  mult i temporal  d a t a ) .  Such a c l a s s i f i c a t i o r i  could 
be expected t o  embody t h e  c o n t e x t u a l  c o n t e n t  o f '  an a c t u a l  
ground scene. Using t h e  c l a s s i f i c a t i o n  map and t h e  
a s s o c i a t e d  s t a t i s t i c s  of the c l a s s e s  (developed i n  per- 
forming t h e  no-context c l a s s i f i c a t i o n ) ,  d a t a  v e c t o r s  
were produced by a Gaussian random number genera to r  and 
composed i n t o  a new d a t a  set. Thus t h e  new d a t a  set 
had t h e  fo l lowing c h a r a c t e r i s t i c s :  
(1) Each p i x e l  i n  t h e  s imula ted  d a t a  set r e p r e s e n t e d  
the same c l a s s  as i n  t h e  "template" c l a s s i f i c a t i o n .  
The template could  be cons idered  t h e  "ground t r u t h w  
f o r  t h e  s imula ted  d a t a  set. 
( 2 )  A l l  c l a s s e s  i n  t h e  d a t a  set were known and represen ted .  
( 3 )  A l l  c1a:;ses had m u l t i v a r i a t e  Gaussian d i s t r i b u t i o n s  
wi th  s c a t i s t i c s  t y p i c a l  of  those  found i n  r e a l  d a t a .  
( 4 )  A l l  p i x e l s  were c l a s s - c o n d i t i o n a l l y  independent  of 
a d j a c e n t  p i x e l s .  
(5) There were no mixture p i x e l s .  
Data s imula ted  i n  t h i s  manner a r e  somewhat of a n  i d e a l i -  
z a t i o n  o f  r e a l  remote sens ing  d a t a ,  b u t  t h e  s p a t i a l  or- 
g a n i z a t i o n  of  t h e  s imula ted  d a t a  i s  c o n s i s t e n t  w i t h  a 
r e a l  world scene  and t h e  o v e r a l l  c h a r a c t e r i s t i c s  of  t h e  
d a t a  a r e  c o n s i s t e n t  w i t h  t h e  c o n t e x t u a l  c l a s s i f i e r  model. 
I n  e s sence , then ,  t h e  experimental  r e s u l t s  based on t h e  
s imula ted  d a t a  demonstrate t h e  e f f e c t i v e n e s s  of t h e  con- 
t e x t  c l a s s i f i e r  , given t h a t  t h e  under lv ing assumptions 
are s a t i s f i e d .  Fur the r  experiments  w i t h  r e a l  d a t a  a r e  
r equ i red  t o  g e n e r a l i z e  t h e  conclus ions .  
Three d a t a  sets were s e l e c t e d  r e p r e s e n t i n g  a variety 
of ground cover  types and t e x t u r e s .  Data set 1 was a g r i -  
c u l t u r a l  ( W i l l i s t o n ,  North Dakota) ,  w i t h  ground r e s o l u -  
t i o n  and s p e c t r a l  bands approximating t h o s e  o f  t h e  pro- 
j e c t e d  Landsat-D Thematic Mapper. Data set 2a was 
Landsat-1 d a t a  from a n  urban a r e a  (Grand Rapids, h i c h i -  
gan) .  Data set 2b was from t h e  same Landsat  frame as 
Za, b u t  from a l o c a l e  having s i g n i f i c a n t l y  d i f f e r e n t  
s p a t i a l  o r g a n i z a t i o n .  Each d a t a  set was square ,  50 
p i x e l s  on a s i d e .  
F igure  4 shows t h e  c l a s s i f i c a t i o n  r e s u l t s  obtained. 
The "no-contextH c l a s s i f i c a t i o n  accuracy  i s  p l o t t e d  co- 
i n c i d e n t  w i t h  the v e r t i c a l  a x i s  of each  graph.  Data 
set 1 was c l a s s i f i e d  u s i n g  s u c c e s s i v e l y  0 ,  2 ,  4 ,  6 and 
8 neighbor ing  p i x e l s ;  d a t a  sets Za and 2b were c l a s s i f i e d  
us ing  0,  2 ,  4 and 8 ne ighbor ing  p i x e l s .  The accuracy i m - -  
provement r e s u l t i n g  from t h e  use o f  c o n t e x t u a l  information 
was found to be q u i t e  s i g n i f i c a n t .  
To accomplish t h e  c o n t e x t  c l a s s i f i c a t i o n  using this 
approach, it is necessa ry  to  have a v a i l a b l e  t h e  class-  
c o n d i t i o n a l  d e n s i t y  f u n c t i o n s  f o r  t h e  c l a s s e s  to be 
recognized,  p(xlwi) , and the c o n t e x t  d i s t r i b u t i o n  ( t h e  
frequency d i s t r i b u t i o n  a s s o c i a t e d  w i t h  t h e  p-vectors, 
Figure 4 .  Contextual classification of simulated data. 
(a)  Data s e t  1.  (b) Data set 2a. (c) Data set 2b. 
GI$) 1 .  I n  remote sens ing  a p p l i c a t i o n s ,  t h e  c l a s s -  
c o n d i t i o n a l  d e n s i t y  f u n c t i o n s  a r e  t y p i c a l l y  l ea rned  
from t r a i n i n g  samples. For t h e  experiments  desc r ibed  
above, t h e  Gaussian c l a s s  s t a t i s t i c s  on which the d a t a  
s imula t ions  were based were used f o r  t h e  c l a s s i f i c a t i o n  
( t h e s e  were o r i g i n a l l y  t h e  t r a i n i n g  s t a t i s t i c s  used 
t o  produce the " templa te"  c l a s s i f i c a t i o n ) .  An impor- 
t a n t  q u e s t i o n  is how i n  p r a c t i c e  t o  determine t h e  con- 
t e x t  d i s t r i b u t i o n .  I n  t h e  foregoing experiment ,  t h i s  
d i s t r i b u t i o n  was simply t a b u l a t e d  from the " templa te"  
c l a s s i f i c a t i o n  ( a c t u a l l y ,  from an a r e a  somewhat l a rge r  
than c l a s s i f i e d  i n  t h i s  t e s t ) .  But i n  a r e a l  da t a  s i t u -  
a t i o n ,  such a templa te  is  n o t  a v a i l a b l e ,  else there would 
be no need to perform any f u r t h e r  c l a s s i f i c a t i o n .  
One can e n v i s i o n  a number o f  ways i n  which t h e  con- 
t e x t  d i s t r i b u t i o n  might be es t ima ted  f o r  a  given remote 
sens ing  a p p l i c a t i o n .  For example, it could be e x t r a c t e d  
from a  c l a s s i f i c a t i o n  of d a t a  ob ta ined  p rev ious ly  from 
t h e  same a rea .  This  would r e q u i r e  t h a t  t h e  area n o t  
have changed much i n  i ts c l a s s  make-up since t h e  earlier 
d a t a  were c o l l e c t e d  and t h a t  t h e  e a r l i e r  classification 
was reasonably  a c c u r a t e .  A l t e r n a t i v e l y ,  t h e  d i s t r i b u t i o n  
might be ob ta ined  from a c l a s s i f i c a t i o n  of any similarly 
c o n s t i t u t e d  a r e a .  S t i l l  ano the r  p o s s i b i l i t y  would be t o  
e s t i m a t e  t h e  c o n t e x t  d i s t r i b u t i o n  f o r  t h e  d a t a  t o  be 
c l a s s i f i e d  from a Hconvent ional"  c l a s s i f i c a t i o n  of  t h e  
same d a t a  determined t o  have "reasonably  good" ctccut acy . 
Conceivably, one might then  r e f i n e  t h e  c o n t e x t u a l  classi- 
f i c a t i o n  by making ano the r  e s t i m a t e  o f  the c o n t e x t  distri- 
bu t ion  based on t h e  r e s u l t i n g  more a c c u r a t e  c l a s s i f i c a t i o n ,  
and even i t e r a t e  i n  t h i s  way u n t i l  no f u r t h e r  improvements 
i n  accuracy were ob ta ined .  A l l  o f  t h e s e  methods produce 
an  e s t i m a t e  o f  t h e  c o n t e x t  d i s t r i b u t i o n ,  and a  c r u c i a l  
q u e s t i o n  on which hinges t h e  u t i l i t y  o f  t h i s  c o n t e x t u a l  
c l a s s i f i c a t i o n  method is  how s e n s i t i v e  t h e  c o n t e x t u a l  
a lgor i thm is l i k e l y  to be t o  t h e  "goodneso" o f  t h e  e s t i m a t e .  
The i t e r a t i v e  t echn ique  s t a r t i n g  w i t h  a no-context 
c l a s s i f i c t i o n  seemed to be t h e  most p r a c t i c a l  approach, 
s i n c e  no c l a s s i f i c a t i o n s  arc needed from e a r l i e r  d a t a  
o r  from o t h e r  a r e a s  of  s i m i l a r  con tex t .  A l l  t h a t  i s  
needed is  a  good i n i t i a l  point-by-point c l a s s i f i c a t i o n  
of t h e  a r e a  i n  ques t ion .  
To test t h e  p o t e n t i a l  of t h i s  "boo t s t r ap"  technique ,  
it was f i r s t  t r i e d  on t h e  s imula ted  d a t a  set 2a. A l s o ,  
t h e  c l a s s i f i c a t i o n s  us ing  t h e  r e f e r e n c e  templa te  were 
re run  us ing  an estimate o f  t h e  c o n t e x t  d i s t r i b u t i o n  from 
j u s t  t h e  50-pixel-square a r e a  c l a s s i f i e d ,  r a t h e r  than  
from t h e  l a r g e r  a r e a  ( 2 7 6  x 320) used t o  o b t a i n  t h e  
e s t i m a t e  f o r  t h e  r e s u l t s  p resen ted  i n  Figure  4 .  This  
was done t o  provide  a b e t t e r  comparison t o  what could be 
accomplished using the b o o t s t r a p  technique.  
Using t h i s  approach, seven i t e r a t i o n s  ( c l a s s i f i c a t i o n s  
followed by re -es t ima t ion  of t h e  c o n t e x t  d i s t r i b u t i o n )  
produced an improvement of  36 pe rcen t  i n  overa i i .  ccuracy 
compared to  t h e  p o i n t  c l a s s i f i c a t i o n  using equa l  a p r i o r i  
p r o b a b i l i t i e r  (from 52 percen t  to  over  86 percen t ) .  No 
s i g n i f i c a n t  change wao obrerved i n  average-by-class 
accuracy (cons tan t  a t  68 percen t ) .*  Thir compares 
wi th  an i n c r e a r e  of over 44 pe rcen t  i n  o v e r a l l  accuracy 
(28 percen t  i n  average-by-clara accuracy) obta ined using 
the contex t  d i s t r i b u t i o n  es t imated from t h e  template 
c l a s e i f i c a t i o n .  These r e s u l t s  are summarized i n  
Figure 5. 
As seen i n  Figure  5, a number of values  of p were 
used i n  the i t e r a t i o n  process .  A t  each i t e r a t i o n ,  t h e  
bea t  c l a s s i f i c a t i o n  found by varying p, a s  judged by 
t r ad ing  o f f  o v e r a l l  accuracy a g a i n s t  average-by-class 
accuracy, was used as t h e  template for re-es t imat ing t h e  
context  d i s t r i b u t i o n  for t h e  nex t  i t e r a t i o n .  
* C l a s s i f i c a t i o n  performance can be tabu la ted  i n  two 
ways. Overal l  accuracy is  simply t h e  overall number of 
correct c l a s s i f i c a t i o n s  d iv ided  by t h e  t o t a l  number 
attempted. Average-by-class accuracy i s  obtained by 
f i r s t  computing the accuracy for each c l a s s  and taking 
the a r i t hme t i c  average of  t he  class accurac ies .  The 
latter is s i g n i f i c a n t  when t h e  c l a s s i f i c a t i o n  r e s u l t s  
e x h i b i t  a tendency t o  d i sc r imina t e  i n  favor of o r  a g a i n s t  





Figure 5 .  Result8 of contextual c l a s n i f i c a t i o n  
using i t e r a t i v e l y  estimated context d is tr ibut ion  
- 
(oimulated data s a t  2.). 
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The bert c l a s r i f i c a t i o n  on the first iteration was ob- 
tained for p - 3 (two nearest  neighbors) ,  which was 
also the care for the second iteration. On the third 
i terat ion ,  the p = 5 (four nearest  neighbors) choice 
wau 8eenrd best. Finally, by the seventh iteration, 
the p - 9 ( e i g h t  nearent neighbors) choice was con- 
sidered bert. In t h i r  case, the overall accuracy was 
s l i g h t l y  less than for the p = 5 choice (88 .2  percent 
versa 88.6 percent) ,  but the average-by-class accuracy 
wan better by a larger margin (68.1 percent versus 
67 .4  percent) . 
This implementation of the bootstrap technique in-  
volves a larger number of classifications, usually three 
or more per iteration. A simpler approach would be to 
do j u t  one c l a s s i f i c a t i o n  per i t era t ion  and increase 
the nttmbtr of nearest neighbor8 used for aech iceration. 
As shown i n  Figure 6 ,  for  data set 2 i ~  +.'~e final result 
ueing this method was virtually the same as for the more 
involved procedure. 
It was wondered just how much of the accuracy iniprove- 
m n t  was due to a bet ,cr- estimate of the point-by-point 
prior probab i l i t i e s .  A f t e r  five iterations doinq 
0-nearest-neighbor classification, the r. : iprovc~ent  in 
overall accuracy sa turated  a t  8 0 . 3  pcrcc:lt, b u t  t h e  
Figure 6 .  Contextual c l a s s i f i c a t i o n  r e s u l t s  based on 
simpli f i e d  i t e r a t i v e  technique tslmulated data set 2.1 . 
average performance by class had degraded t o  46.9 pe rcen t .  
This  compares c l o s e l y  t o  t h e  0-nearest-neighbor c l a s s i -  
f i c a t i o n  done us ing  t h e  c o n t e x t  d i s t r i b u t i o n  determined 
from t h e  r e f e r e n c e  templa te ,  which had an o v e r a l l  accuracy 
of 80.8 pe rcen t  and a n  average performance by c l a s s  o f  
48.3 pe rcen t .  I t  appears  from t h i s  r e s u l t  t h a t  t h e  con- 
t e x t  s e r v e s  t o  improve t h e  o v e r a l l  performance compared 
t o  t h a t  of  t h e  0-.nearest-neighbor r e s u l t  whi le  r e s i s t i n g  
degradat ion  i n  average-by-class accuracy. 
Real Data Experiments 
Having observed e x c e l l e n t  performance of t h e  c o n t e x t u a l  
c l a s s i f i e r  on s imula ted  d a t a ,  the n e x t  s t e p  was to  see 
how w e l l  it would perform on r e a l  d a t a .  A 50-pixel-square 
segment of Landsat d a t a  was chosen which i n c l ~ d e d  approxi-  
mately equa l  amounts of  urban and a g r i c u l t u r a l  a r e a  
l o c a t e d  to t h e  s o u t h e a s t  of BLoomington, Indiana.  
S t a t i s t i c s  f o r  t h e  s p e c t r a l  c l a s s e s  were es t ima ted  using 
t h e  100-pixel-square a r e a  cen te red  cn t h e  50-pixel-square 
segment. A very c a r e f u l  c l a s s i f i c a t - o n  us ing  1 4  s p e c t r a l  
c l a s s e s  was performed t o  d e l i n e a t e  a g r i c u l t u r a l ,  urban 
2nd f o r e s t e d  a reas .  A s  t h e r e  were t o o  few f o r e s t e d  
p i x e l s  t o  d e l i n e a t e  f o r e s t  test a r e a s  r e l i ; ib ly ,  t h e  
c l a s s i f i c a t i o n  was t e s t e d  only  f o r  accurdcy i n  c l a s s i f y -  
i n g  t h e  a g r i c u l t u r a l  and urban c l a s s e s .  Out of t h e  2500 
p i x e l s  i n  the segment, a t o t a l  of  867 p i x e l s  were manually 
i n t e r p r e t e d  as a g r i c u l t u r a l  and 450 p i x e l s  as urban.  
The i d c n t i f  i c L i t i o n  was maJe by i n t e r p r e t a t i o n  of color 
i n f r a r e d  p h o t o a r a ~ h y  t aken  by a i r c r a f t  on the  same day 
a s  the Landsat  p a s s .  
The r e s u l t s  from u s i n g  t h e  f u l l  b o o t s t r a p  t e c h n i q u e  
on  t h i s  d a t a  set  were n o t  n e a r l y  a s  f a v o r a b l e  as the 
r e s u l t s  o b t a i n e d  from t h e  s i m u l a t e d  d a t a .  See  Fiqure 7. 
The no-contex t  c l a s s i f i c a t i o n  u s i n g  ~ n i f o r m  prior 
p r o b a b i l i t i e s  had a n  o v e r a l l  a ccu racy  of 83.1 p e r c e n t  
and an averaqc-by-c lass  a c c u r a c y  o f  8 2 . 7  p e r c e n t .  The 
b e s t  c l a s s i f i ~ ~ ~ t i o n  o b t a i n e d  u s i n g  t h i s  r e s u l t  as a 
t e m p l a t e  t o  e s t i m a t e  t h e  c o n t e x t  d i s t r i b u t i o n  was a  
p = 2 (one -nea re s t -ne ighbor )  c l a s s i f i c a t i o n  based  on 
t h e  ne ighbor  t o  t h e  " n o r t h "  (85.2  p e r c e n t  o v e r a l l ,  
8 4 . 7  p e r c e n t  a v e r a g e - b y - c l a s s ) .  I n t e r e s t i n g l y ,  t h e  
one-neares t -ne ighbor  r e s u l t  ba sed  on  t h e  ne ighbor  t o  
t h e  "west"  produced a s l i g h t l y  poore r  c l a s s i f i c a t i o n  
( 8 4 . 2  p e r c e n t  o v e r a l l ,  83.8 p e r c e n t  ave rage  by c l a s s ) .  
NO a p p a r e n t  f p a t u r e s  i n  t h e  s c e n e  would a c c o u n t  f o r  the 
d i f f e r e n c e  ( i . e . ,  oe s e e n  by e y e ) ,  r a i s i n s  a  new i s s u e  
y e t  t o  be pu r sued .  
The second i t e r a t i o n  was performed u s i n g  t h e  one- 
n e a r e s t - n e i s h b o r  ( n o r t h )  c l a s s i  f i c a t i o n  from t h e  f i r s t  
I Terrpbte for 4th Ilmtm 1 I 
C 
1 
a 3rd Hwat ion 
820 Q 
* I I I 1 1 1 I I 
1 1 2 4 8 
)am Est 45 25 
%=I R m  W e  Wndow 
Nearest Neighbors 
Figure 7. Contextual classification of Rloaminaton 
data using the unmodi f ied  procedure for estimating 
t h e  corl text  d l s t . r i b u t i o n .  
i t e r a t i o n  for e s t i m a t i n g  t h e  c o n t e x t  d i s t r i b u t i o n .  
Here the two-nearest-neiqhbor (neighbors to the * n o r t h N  
and " w e s t " )  c l a s s i f i c a t i o n  was the  best with an overall 
accuracv  of 85.2 p e r c e n t  and average-by-c lass  accuracy 
of 84.7 percent). The best c l a s s i f i c a t i o n  for t h e  t h i r d  
i t e r a t i o n  was a g a i n  t h e  one-nearest-neighbor  ( n o r t h )  case 
w i t h  85.3 p e r c e n t  o v e r a l l  a ccu racy  and 84.8 p e r c e n t  
average-by-c lass  accuracy .  The f o u r t h  i t e r a t i o n  pro- 
duced no improvement. The c o n t e x t  c l a s s i f i e r  t h u s  o n l v  
y i e l d e d  just over t w o  p e r c e n t  improvement i n  b o t h  over- 
a l l  accu racy  dnd average-by-c lass  acclrrac!*. 
I n  o r d e r  t.3 a s s e s s  the s c n s i t i v i t l *  o f  t h e s e  results 
to  the acclirazy of t h e  teniplate used to  estimate t h e  
c o n t e x t  d i s t r t b u t i . o n ,  a manual "cleanup" o f  t h e  o r i g i n a l  
t empla t e  was performed, a s  fo l lows:  Chanqe thc c l a s s i -  
f i c a t i o n  of a l l  i n c o r r e c t l y  c l a s s i f i e d  p o l n t s  Ln t h e  
test a r e a s  i n  the o r i g i n a l  po in t - ty -oo in t  uniform p r i o r s  
-
c l a s s i f i c a t i o n  to t h e  closest s p e c t r  li c l a s s  i n  the 
c o r r e c t  - i n f o r a n a t i o n  ------ c l a s s  a s  observed by means of a  
c r o s s - p l o t  of Landsat  bands 2 and 3. Where e i t h e r  of 
t w o  s p e c t r a l  classes might have been t h e  c o r r e c t  class, 
a coin w a s  tossed to  d e c i d e  t h e  ass iqnment .  The c o n t e x t  
d i s t r i b u t i o n  was then e s t i m a t e d  from the en t i re  -. -m o d i f i e d  
c l a s s i f i c a t i o n  i n 1 9  lding both  test and non-test areas. 
The f i r s t  l t c r . ~ t k o n  usincj t h i s  modifled c l a s s i f i c a t i o n  
a s  t empla t e  produced e x c e l l e n t  r e s u l t s  ( F l g u r e  0 )  . The 
p = 9 (eight-nearest-neighbor)  c l a s s i f i c a t i o n  produced 
an i n t  of over 10 percen t  to 93.8 percent in p 2 
overall accuracy and over 11 percen t  to 93.6 percent i n  s I -; 
averaqe-by-clans accuxacy (compared to  the conventional . i l  3 
; 
p o i n t  c l a s s i f i e r  with uniform p r i o r  p r o b a b i l i t i e s ) .  A 1 
1 
second i t e r a t i o n  was performed using a contex t  distri- 
but ion estimatcldfrom a s i m i l a r l y  modified e ioht-neares t -  
neighbors c l a s s i f i c a t i o n  from the  f i r s t  i t e r a t i o n .  N o  
further improvement i n  accuracy was observed, suggest- 
ing t h a t  t h i s  i t e r a t i v e  process  * s a t u r a t e s n  very guickly.  
~ o t h t h e " f u l 1  boo t s t r apm technique and t h e  manual 
*cleanupn method were also appl ied  to an a g r i c u l t u r a l  
Landsat d a t a  set from Kansas. The results were consis-  
t e n t  wi th  t h e  r e s u l t s  j u s t  descr ibed f o r  t h e  Bloomington 
da t a  1161. The f u l l  boo t s t r ap  method ne t ted  only a two 
percen t  improvement i n  o v e r a l l  accuracy for an e igh t -  
nearest-neighbors c l a s s i f i c a t i o n .  The manual cleanup 
of t h e  template c l a s s i f i c a t i o n  l ed  to  a nine percen t  
improvement (again  for eight-nearest-neighbors)  . 
The e x c e l l e n t  r e s u l t s  produced by using t h e  contex t  
d i s t r i b u t i o n  es t imated  from t h e  manually modified p o i n t  
c l a s s i f i c a t i o n  sugges t  t h e  following approach f o r  clas- 
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Figure 8 .  Performance usina manual template 
correct ion for estimating the  context d i s t r i -  
bution (Bloomington data)  . 
4. SUMMARY AND COWCLUSZW 
The propoeed me1 for a claseifier which u t i l i r r r a  
contex tua l  information i a  a g e n e t a i i z a t i c n  of the fa- 
miliar maximum l ike l ihood  c l a u 8 i f i e r .  Experimental re- 
s u l t s  based on simulated mu l t i va r i ab l e  data have demn- 
s t r a t e d  t h a t  use of contex tua l  information w i l l  eigni- 
f i c a n t l y  improve c l a s s i f i c a t i o n  accuracy when the d a t a  
s a t i s f y  t h e  assumptions underlying the classifier model,  
Resul ts  f o r  real da ta  have shown t h a t  the obta inab le  
accuracy improvement is dependent, as might be expected, 
on the  accuracy with  which the contex t  d i s t r i b u t i o n  is 
known. Although s a t i s f a c t o r y  r e s u l t s  have been achieved, 
it is  clew t h a t  f u r t h e r  work on ways to  improve the 
context  es t imat ion w i l l  pay dividends. 
The computational demands presented by t h e  contex- 
t u a l  c l a s s i f i e r  are no t  inconsequential .  Fundamentally, 
t h e  time and space complexity of the  method are propor- 
t ioned to  mP, where m is the  number of classes and the 
contex t  a r r ay  ( including the  p i x e l  t o  be c l a s s i f i e d )  
has p cells. Clever implementation schemes are he lp fu l  
i n  reducing both the  computation t i m e  and memory re- 
quired,  but a more p r a c t i c a l  way t o  address t h e  problem 
may be through the  use of mult iprocessor eyeten8 [15]. 
Measures of "context  r i chnessn  of a acene would a l s o  
allow for s e l e c t i v e  us of t h e  contextual  classifier 
only when s i g n i f i c a n t  b e n e f i t s  are l i k e l y  to be obtained.  
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= r 
where O(gP), the context distr ibution,  i 8  the relative 
frequmcy w i t h  which eP occurs i n  the array B and €I i r  
II - P 
the pth mmpomnt of 8'. Hotice that Re depends on 6 - - 
an& invoking the clasa-conditional independence assumption, 
P 
~ ( b ~ ) ~ ( @ ~ ~ d ( ~ ' ) l  k p ( X  If3 )d#  R~ - .-. (PC@ i-1 i f -  
whet8 the prodwt i 8  over the colgonents Xi of x'. For 
d 
any array Q, a decirion rule d(xP) minimizing R~ can be 
- - 
- 
obtained by minfnrizing the integrand i n  equation ( 5 )  for 
each f~ thus for a ~ p e c i f i c  2Cij (an  i n s t a n c e  of xP) , an 
- 
optimal act ion i r :  
t. d ( X  ) - the action ( c l a s s i f i c a t i o n )  a which min imizes  
i -ij 
