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Resumo
O planeamento tem vindo a ganhar preponderaˆncia entre a comunidade
me´dica de cirurgio˜es. A elaborac¸a˜o de um plano para a cirurgia e´ fundamen-
tal para que esta se desenrole da melhor forma poss´ıvel, encurtando assim
os tempos de recuperac¸a˜o do paciente. No caso da cirurgia ortope´dica, o
planeamento tem uma importaˆncia ainda mais acentuada, devido a` relac¸a˜o
estreita entre os tempos de recuperac¸a˜o e fiabilidade a que o paciente fica
sujeito e o sucesso da cirurgia. Assim, e´ importante que os cirurgio˜es dispon-
ham de ferramentas que os auxiliem nessa tarefa, por forma a torna´-la menos
morosa e complexa. No entanto, isso na˜o acontece. As soluc¸o˜es ao dispor
dos cirurgio˜es revelam-se insuficientes, na˜o possibilitando uma visa˜o global
da extensa˜o da lesa˜o e poss´ıveis intervenco˜es. Dessas soluc¸o˜es, apenas um
pequeno nu´mero permite a modelac¸a˜o tridimensional do estudo imagiolo´gico
de tomografia computorizada. Pore´m, na˜o possibilitam que a ana´lise da
intervenc¸a˜o desenvolvida pelo cirurgia˜o possa ser feita no mesmo universo
geome´trico. Isto deve-se essencialmente a` dificuldade de interoperac¸a˜o entre
tipos de formato imagem diferentes, dado que o estudo imagiolo´gico e´ do tipo
matricial e os templates representativos dos apoios f´ısicos, vectorial. Posto
isto, o presente trabalho pretende apresentar uma soluc¸a˜o para este prob-
lema de interoperac¸a˜o, bem como a sua implementac¸a˜o. Atrave´s da soluc¸a˜o
apresentada, o cirurgia˜o tem a possibilidade de manipular uma isosuperf´ıcie
renderizada tridimensionalmente a partir do estudo imagiolo´gico selecionado.
De seguida, e´-lhe permitido adicionar as representac¸o˜es digitais dos apoios
f´ısicos utilizados, por forma a avaliar a viabilidade da sua abordagem. Em
conjunto, tem a possibilidade de gerar novas isosuperf´ıcies de valores difer-
entes, bem como cortar o modelo final num plano previamente definido, o
que permite uma ana´lise, agora em duas dimenso˜es, da intervenc¸a˜o planeada.
Posto isto, e´ poss´ıvel concluir que a soluc¸a˜o apresentada auxilia o cirurgia˜o
no desenvolvimento de um planeamento mais adequado, podendo analisar
tridimensionalmente o impacto da sua intervenc¸a˜o no paciente.

Abstract
Planning has gained predominance among the medical community. The
preparation of a surgery plan is essential for this to take place in the best way
possible, thus shortening patient’s recovery times. In the case of orthopedic
surgery, planning has an accentuated importance, due to the close relation
between recovering times and reliability that the patient is subjected and the
success of the surgery. Thus, it is important that surgeons are provided with
tools that help them in this task, in order to make it less time consuming
and arduous. However, this doesn’t actually happen. Available solutions for
surgeons are insu cient and do not allow an overview of the injury’s extent
and possible solutions. Within these solutions, only a small number allows a
three-dimensional modeling of the imaging study, disallowing however, that
the solution developed by the surgeon can be analyzed in the same geometric
universe. This is mainly due to the di culty of interoperation among dif-
ferent types of image, since the medical imaging study is matrix type and
the templates representing physical support, vectorial. This work aims to
present a solution and its implementation for this problem. With the de-
veloped application, the surgeon is able to manipulate a three-dimensional
isosurface rendered from the selected imaging study. Then, he can add dig-
ital representations of the used physical supports, in order to evaluate the
feasibility of his planning. He has the possibility to generate new isosurfaces
of di↵erent values, and cut the final model in a pre-defined plan, which en-
ables an analysis, now in two dimensions, of the planned solution. Thus, it is
possible to conclude that the presented application assists the surgeon in the
planning process in a more suitable way, where he can three-dimensionally
analyze the impact of his surgical intervention on the patient.
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Introduc¸a˜o
Com o crescimento tecnolo´gico, a medicina aproveitou para se recaracterizar,
auxiliando-se da tecnologia emergente para aperfeic¸oar os seus diagno´sticos,
tratamentos e cirurgias. Desta forma foram criadas diversas disciplinas que
se especializaram em a´reas espec´ıficas da medicina. Como por exemplo, a
Informa´tica Me´dica (IM).
A partir da segunda metade do se´culo XX comec¸am a aparecer as pri-
meiras aplicac¸o˜es das Tecnologias de Informac¸a˜o (TI) na medicina. Rapi-
damente se tornou numa ferramenta indispensa´vel no apoio ao diagno´stico
(Yager (1986)). Deste modo, a comunidade me´dica, comec¸ou a dispor de um
leque de ferramentas que visam melhorar o diagno´stico (Processo Cl´ınico
Eletro´nico (PCE)), decisa˜o (Sistemas de Apoio a` Decisa˜o (SAD)) e poste-
rior tratamento (Inteligeˆncia Artificial (IA) e Imagem Me´dica (IME)) (Shine
(1996)).
Esta interdisciplinaridade provoca uma falta de consenso quanto a` de-
finic¸a˜o de IME. A definic¸a˜o mais aceite foi proposta por Shortli↵e (1984)
que a designa como “o campo cient´ıfico que utiliza recursos, ferramentas e
me´todos para desenvolver procedimentos de gesta˜o, controlo, tomadas de de-
cisa˜o e ana´lise cient´ıfica”. Posto isto, uma poss´ıvel caracterizac¸a˜o para IM
e´ que esta utiliza o que de melhor os sistemas de informac¸a˜o dispo˜em para
melhorar a qualidade e eficieˆncia dos cuidados de sau´de, melhorando assim
o servic¸o prestado ao paciente.
No que se refere a` aplicac¸a˜o das TI em Portugal, esta encontra-se numa
fase de desenvolvimento e implementac¸a˜o superior a` reportada por Vascon-
celos et al. (2004). O investimento e investigac¸a˜o levados a cabo nesta a´rea,
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tambe´m ac¸odados pelas novas normas Europeias, tem crescido bastante na
u´ltima de´cada, com va´rios projetos a decorrerem nas Unidades de Sau´de na-
cionais. Um exemplo do trabalho desenvolvido na a´rea de gesta˜o de pacientes
e´ o SONHO, sistema de informac¸a˜o implementado em algumas unidades hos-
pitalares. Com este sistema e´ poss´ıvel mapear todo o percurso do paciente
desde que entra na unidade hospitalar ate´ ao momento em que sai (Vascon-
celos et al. (2004)).
Uma das vertentes da IM e´, como ja´ foi referido, a IME ou Imagiologia.
Uma das aplicac¸o˜es deste “ramo” da IM e´ desenvolver mecanismos e ferra-
mentas que permitam a manipulac¸a˜o das imagens obtidas. Estas imagens
sa˜o obtidas fazendo uso de instrumentos mecaˆnicos que utilizam radiac¸a˜o ou
campos magne´ticos para captar representac¸o˜es do corpo humano. Essas re-
presentac¸o˜es podem ser de qualquer parte do corpo, independentemente da
sua radiodensidade, no caso do uso de radiac¸a˜o.
Isto so´ foi poss´ıvel apo´s a descoberta do Professor Ro¨ntgen, a Radiografia
com recurso a Raios X (Ro¨ntgen (1972)). Desde enta˜o, va´rias modalidades de
exames foram criados (e.g. Tomografia Computorizada (TC), a Ressonaˆncia
Magne´tica (RM), Tomografia por Emissa˜o de Positro˜es (PET)). Uma das
mais aceites e´ a TC, pois possibilita visualizar va´rios tipos de tecido a partir
do mesmo estudo. A metodologia utilizada e os resultados obtidos nesta
modalidade acabaram por levantar mais alguns pontos de interesse, que sera˜o
descritos posteriormente no documento.
Para garantir o sucesso de uma cirurgia, o cirurgia˜o necessita de analisar
com detalhe o estado do paciente . Cada paciente e´ um caso particular e
diferente dos restantes. Deste modo, serve-se de um conjunto de ferramen-
tas para garantir que a cirurgia realiza-se como planeado (The et al. (2007)).
Isto nem sempre e´ simples de concretizar. Uma das dificuldades reais que um
cirurgia˜o enfrenta e´ a necessidade de visualmente percepcionar o impacto que
a sua intervenc¸a˜o tera´ no paciente. A crescente utilizac¸a˜o das imagens a Treˆs
dimenso˜es (3D) em diversos sectores de atividade, permitiu a` a´rea me´dica
perceber a importaˆncia que esta tecnologia poderia ter, nomeadamente nas
imagens me´dicas de exames complementares de diagno´stico. Este conceito de
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tridimensionalidade, torna o objeto em questa˜o muito mais visual e de fa´cil
entendimento. Assim, tambe´m a vertente ciru´rgica, aproveitou este cresci-
mento para desenvolver novas te´cnicas e sobretudo melhorar as existentes.
Dado que a TC se caracteriza pela captura de uma se´rie de imagens (axiais no
caso da Tomografia Axial Computorizada (TAC)) com a mesma espessura
e igualmente espac¸adas, aplicando algoritmos e alguma computac¸a˜o gra´fica
e´ poss´ıvel criar um modelo 3D que possibilita uma maior visualizac¸a˜o e en-
tendimento da extensa˜o da fractura (no caso do tecido o´sseo) (Suero et al.
(2010), Hu et al. (2011)).
No caso da cirurgia ortope´dica, isto atinge proporc¸o˜es ainda maiores,
visto que a ana´lise da colocac¸a˜o de implante (quando necessa´rio) so´ e´ poss´ıvel
fazer no momento da cirurgia. No entanto, e´ importante perceber a loca-
lizac¸a˜o / posic¸a˜o real do implante numa avaliac¸a˜o pre´ ciru´rgica, reduzindo
assim a probabilidade de risco inerente a qualquer intervenc¸a˜o ciru´rgica. A
tarefa do cirurgia˜o ortope´dico fica assim facilitada, pois e´ retirada a responsa-
bilidade / pressa˜o das tomadas de decisa˜o aquando da cirurgia, possibilitando
que o caso seja analisado de forma muito mais detalhada e com o maior in-
tervalo de tempo dispon´ıvel.
No entanto, as soluc¸o˜es existentes apresentam-se insuficientes, fazendo
muitas vezes uso da bidimensionalidade inerente a`s radiografias. Assim, a
presente dissertac¸a˜o surge com o objetivo de criar uma metodologia que per-
mita o tratamento e interoperac¸a˜o de informac¸a˜o proveniente de diferentes
fornecedores, tendo como objetivo criar um modelo 3D para suporte no plane-
amento ciru´rgico em ortopedia (e.g. o caso de um traumatismo no paciente
em que e´ necessa´rio a colocac¸a˜o de um parafuso de apoio, utilizando um
estudo de TC e uma representac¸a˜o digital de um apoio f´ısico (template)).
No final, o cirurgia˜o sera´ capaz de elaborar um relato´rio a utilizar como
refereˆncia no momento da cirurgia. Nesse relato´rio esta˜o contemplados os
materiais a utilizar, as dimenso˜es desses materiais, posic¸a˜o dos mesmos em
relac¸a˜o ao tecido o´sseo do paciente, entre outros. Esta soluc¸a˜o possibilita
a ocorreˆncia de intersecc¸o˜es dos diferentes constituintes, na˜o ocorrendo uma
simples sobreposic¸a˜o de imagens, como acontece nas soluc¸o˜es dispon´ıveis.
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Este documento divide-se em 3 partes. A primeira parte, designada de
Enquadramento, faz uma descric¸a˜o das soluc¸o˜es existentes atualmente. Neste
cap´ıtulo sa˜o comparadas algumas aplicac¸o˜es encontradas no mercado e que
visam auxiliar o cirurgia˜o no planeamento. E´ feita tambe´m uma introduc¸a˜o
histo´rica dos sistemas Computed-Assisted Orthopedic Surgery (CAOS) e o
seu significado. O segundo cap´ıtulo, Imagem Digital, descreve o significado
de imagem digital, seus tipos e aplicac¸a˜o. Explana conceitos te´cnicos im-
portantes para um bom entendimento do trabalho desenvolvido na presente
dissertac¸a˜o, demonstrando a dificuldade de interac¸a˜o dos diferentes tipos de
imagem digital. E´ apresentada a normaDigital Image and COmmunications
in Medicine (DICOM), assim como o estudo imagiolo´gico utilizado nesta
ferramenta, a TC. E´ feita tambe´m uma explicac¸a˜o sobre a forma como um
modelo 3D e´ gerado a partir do conjunto de imagens da modalidade referida.
O terceiro cap´ıtulo, denominado de OrthoMED, apresenta a soluc¸a˜o proposta
na presente dissertac¸a˜o para o problema descrito. E´ feita uma explicac¸a˜o
sobre as tecnologias utilizadas e a metodologia desenvolvida. E´ apresentada
a implementac¸a˜o dessa mesma metodologia, a` qual foi atribu´ıda o nome do
cap´ıtulo. Quanto a` u´ltima secc¸a˜o, Concluso˜es, e´ feita uma avaliac¸a˜o sobre o
trabalho desenvolvido. Compara-se a soluc¸a˜o apresentada com as existentes
e demonstradas no Enquadramento, por forma concluir sobre a sua inovac¸a˜o.
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CAPI´TULO 1
Enquadramento
Resumo
Va´rias sa˜o as soluc¸o˜es existentes no mercado que permitem a elaborac¸a˜o
de um plano de cirurgia, possibilitando assim um planeamento ponderado e
cauteloso. No entanto, essas soluc¸o˜es apresentam-se insuficientes, na˜o permi-
tindo que o cirurgia˜o passa avaliar num ambiente tridimensional o impacto
que a abordagem idealizada tera´ no paciente. O presente cap´ıtulo faz re-
fereˆncia a algumas soluc¸o˜es existentes, fazendo o paralelismo com a soluc¸a˜o
apresentada neste trabalho.
Durante muitos anos, o planeamento pre´ ciru´rgico foi feito com aux´ılio
de radiografias planas da anatomia do paciente em estudo visualizadas no
Negatosco´pio (figura 1.1 e figura 1.2).
Aqui, o cirurgia˜o coloca a radiografia e utilizando exemplares de apoios
f´ısicos flex´ıveis dos poss´ıveis implantes, procura encontrar as dimenso˜es corre-
tas para o paciente em questa˜o, com algum sucesso (Iorio et al. (2009)). En-
tretanto surgem os primeiros sistemas de armazenamento de imagem me´dica
(Picture Archiving and Communication Systems (PACS)). Este tipo de sis-
temas permitiu que os exames complementares de diagno´stico fossem arma-
zenados digitalmente por forma a facilitar o seu acesso, diminuindo tambe´m
a quantidade de radiac¸a˜o a que o paciente ficaria sujeito, pois o nu´mero de
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Figura 1.1: Negatosco´pio.
Figura 1.2: Exemplo de duas radiografias ortogonais (Retirado de Gaeta
et al. (2008)).
exames diminuiria. O sistema PACS tem como refereˆncia a norma DICOM
que sera´ explicada ao longo deste documento (Huang (2004)). No final dos
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anos 70, foi introduzida a TC. A comunidade me´dica rapidamente a adoptou
devido a` sua propriedade na˜o invasiva e possibilidade de obtenc¸a˜o de ima-
gens do sistema mu´sculo esquele´tico do paciente com elevada resoluc¸a˜o. Esta
tecnologia veio revolucionar por completo a forma como os profissionais de
sau´de visualizavam internamente o paciente de forma na˜o invasiva.
A quantidade de informac¸a˜o dispon´ıvel ao me´dico aumentou de forma
abrupta. No entanto era necessa´rio criar novas formas de interagir com essa
informac¸a˜o e manipula´-la, por forma a ser poss´ıvel extrair ainda mais dados.
Foi desta forma que nasceram os sistemas de cirurgia ortope´dica computa-
cionalmente assistida (CAOS). Estes servic¸os vieram trazer uma abordagem
diferente por parte do cirurgia˜o no que confere a` cirurgia. Tratam os dados
adquiridos, manipulando-os e interpretando-os, seja antes, durante ou apo´s
a cirurgia. Assim, os CAOS, servem de interface entre a cirurgia necessa´ria
e os dados que o me´dico adquiriu.
Historicamente, uma das primeiras aplicac¸o˜es destes sistemas foi no de-
senvolvimento de pro´teses e implantes em 1986 (Bechtold (1986)). Merloz
et al. (1998), descreveram a primeira utilizac¸a˜o dos CAOS no aux´ılio a` cirur-
gia, usando uma ferramenta de navegac¸a˜o para a colocac¸a˜o de parafusos no
ped´ıculo lombar. Atualmente, os CAOS teˆm vindo a ganhar preponderaˆncia
na a´rea devido a` relac¸a˜o estreita entre a experieˆncia e precisa˜o do cirurgia˜o
e o resultado final no paciente. Desta forma, juntar o conhecimento do espe-
cialista com ferramentas auxiliares, aumentam as probabilidades de sucesso
de uma cirurgia (Sikorski & Chauhan (2003)).
A junc¸a˜o de um sistema CAOS com os sistemas atualmente existentes
nas Unidades de Sau´de, provoca uma diminuic¸a˜o de custos financeiros, de
radiac¸a˜o a que o paciente esta´ sujeito e da durac¸a˜o no planeamento da ci-
rurgia. Assim, com um custo menor e de forma na˜o invasiva, o profissional
pode elaborar um plano de cirurgia mais detalhado e preciso, com vista a
uma cirurgia bem sucedida. O cirurgia˜o tem a possibilidade de potenciar
a experieˆncia que adquiriu ao longo de anos com a mais recente tecnologia
existente. Deste modo, o risco de uma cirurgia mal sucedida diminui dras-
ticamente, aumentando a taxa de sucesso das cirurgias ortope´dicas (Kowal
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et al. (2007), Gustke (2005)).
1.1 Planeamento Ortope´dico
Um sistema CAOS e´ dividido em 4 fases: Aquisic¸a˜o dos dados e modelac¸a˜o,
planeamento pre´ ciru´rgico, aux´ılio durante a cirurgia e por fim, avaliac¸a˜o
po´s ciru´rgica. Idealmente, todas estas fases deveriam reunir-se numa u´nica
aplicac¸a˜o.
A aquisic¸a˜o dos dados e´ feita atrave´s de diversos sistemas. No presente
trabalho sera´ relevante falar dos que fazem a aquisic¸a˜o de imagem. As ima-
gens de apoio ao diagno´stico podem ser capturadas de diferentes formas,
sendo exemplo a TC e a RM. Estes sa˜o casos de captura de imagens na˜o
invasiva que permitem ao cirurgia˜o perceber com detalhe a extensa˜o da pato-
logia. Apo´s essa captura, procede-se a` modelac¸a˜o desse conjunto de imagens
igualmente espac¸ados sendo poss´ıvel aplicar algoritmos de processamento de
imagem, permitindo a realizac¸a˜o de segmentac¸o˜es. O sucesso de uma cirur-
gia ortope´dica assenta principalmente nesta fase, fazendo uso das imagens
adquiridas na fase anterior.
No planeamento pre´ ciru´rgico, um plano espec´ıfico a cada paciente e´ de-
senvolvido. Dada a especificidade deste tipo de cirurgia, este revela-se um
passo fundamental com vista ao sucesso da cirurgia. Como consequeˆncia,
existem diversas soluc¸o˜es (Jaramaz et al. (2006)). No entanto, dada a com-
plexidade desta tarefa, que pode ir desde simples medic¸o˜es ate´ complexos
fluxos, estes podem ser meticulosamente reproduzidos num ambiente virtual.
Ao planeamento pre´ ciru´rgico em ortopedia tem sido atribu´ıdo uma
grande importaˆncia. Va´rios autores enfatizam isso mesmo (Wade et al.
(1998), Schatzker & Tile (2005), Gu et al. (2008)). A raza˜o pela qual isto
acontece passa pelo reconhecimento da sua preponderaˆncia no aux´ılio do ci-
rurgia˜o na cirurgia (Gustke (2005)). E´ comum dizer-se que nenhum cirurgia˜o
vai para o bloco operato´rio a planear falhar mas, em contrapartida, ha´ ci-
rurgio˜es que va˜o para o bloco operato´rio a falhar o planeamento (Hak et al.
(2010)). Um rigoroso planeamento de uma cirurgia, traz benef´ıcios tanto
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para o paciente como para o cirurgia˜o. Para o profissional, o caso corre de
uma forma mais segura e sem stresse. Para o paciente, aumenta a garantia de
uma cirurgia bem sucedida e com perspectiva de um tempo de recuperac¸a˜o
mais reduzido. E´ fa´cil entender que, para uma equipa auxiliar a` cirurgia,
transmite maior confianc¸a quando o cirurgia˜o tem um plano definido para a
intervenc¸a˜o. Desta forma, o cirurgia˜o serve-se de um conjunto de ferramentas
que lhe possibilitara˜o optimizar os seguintes passos:
• Visualizac¸a˜o e percepc¸a˜o da extensa˜o do problema;
• Escolha adequada do material a utilizar, seja apenas material ciru´rgico
auxiliar ou ate´ mesmo algum tipo de implante;
• Elaborac¸a˜o de um plano de cirurgia, com a definic¸a˜o dos passos a rea-
lizar (e.g. bloco operato´rio, posic¸a˜o do paciente, anestesia necessa´ria).
O planeamento ciru´rgico ortope´dico consiste numa avaliac¸a˜o apoiada em
informac¸a˜o cl´ınica e exames complementares de diagno´stico, por forma a esta-
belecer um procedimento ciru´rgico necessa´rio a efectuar no paciente (Schep
et al. (2003)). E´ aqui que a diferenc¸a entre a utilizac¸a˜o das radiografias
ortogonais planas e um estudo TC se acentua mais, como sera´ visto oportu-
namente neste documento. Assim, e´ poss´ıvel ao cirurgia˜o definir qual o tipo
de intervenc¸a˜o necessa´ria e o tipo de recursos que possam ser necessa´rios,
evitando deste modo deciso˜es erradas na escolha dos mesmos (Iorio et al.
(2009)). E´ importante que o cirurgia˜o tenha sempre presente que uma inter-
venc¸a˜o na˜o implica um mesmo plano, mas e´ importante que tenha um.
Verifica-se uma maior preponderaˆncia do planeamento ciru´rgico em or-
topedia relacionado com a artroplastia total do joelho (ATJ) e com a ar-
troplastia total do aceta´bulo (ATA) (Noble et al. (2007)). Isso deve-se a`
necessidade do correto posicionamento do implante que esta´ diretamente re-
lacionado com o sucesso da cirurgia e posterior recuperac¸a˜o. Por esta raza˜o,
este tipo de cirurgia proporcionou o desenvolvimento dos sistemas CAOS e
consequentemente, dos sistemas de planeamento.
Va´rios sa˜o os tipos de planeamento, podendo este ser feito utilizando di-
ferentes te´cnicas e tecnologias. O tipo mais comum e´ atrave´s da utilizac¸a˜o de
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imagens a Duas dimenso˜es (2D), como e´ o caso da soluc¸a˜o apresentada pela
Orthoview. Esta soluc¸a˜o pode ser integrada num sistema PACS, possibili-
tando assim obter as imagens retiradas num contexto digital. Possibilita a es-
colha e dimensionamento dos implantes a utilizar, exportando posteriormente
um relato´rio com toda a informac¸a˜o. No caso de cirurgias caracter´ısticas na
utilizac¸a˜o de CAOS, como sa˜o exemplo a ATJ e ATA, a previsa˜o do tamanho
do implante foi correta em 33% das ATA e 54% das ATJ (Hsu et al. (2012)).
Em 73% dos casos das ATA e 92% das ATJ, o template estava entre um
tamanho das dimenso˜es reais do implante utilizado. Ja´ 88% das ATA e 99%
das ATJ os dimenso˜es encontravam-se entre dois tamanhos. Em nenhuma
das situac¸o˜es ocorreu uma diferenc¸a igual ou superior a treˆs tamanhos. No
entanto, com a utilizac¸a˜o desta ferramenta, o cirurgia˜o na˜o tem acesso a to-
dos os aˆngulos com que se vai deparar no momento da cirurgia. No caso
de fracturas este problema existe de facto, provocado pela impossibilidade
de converter um objeto com treˆs dimenso˜es (e.g. osso fracturado) em duas
dimenso˜es, sem que com isso se perca detalhe (Hak et al. (2010)). Conclui-se
portanto, que a soluc¸a˜o apresentada pela Orthoview se revela insuficiente.
Outra soluc¸a˜o apresentada e´ disponibilizada pela VoyantHealth e da´
pelo nome de TraumaCad. Este programa e´ bastante semelhante ao anterior.
Possibilita o dimensionamento da pro´tese, simula osteotomias e exporta um
relato´rio. Tanto o TraumaCad como o Orthoview fazem uso de templates 2D
das pro´teses que sera˜o utilizadas. Estas representac¸o˜es na o´ptica do utilizador
na˜o passam de linhas vectoriais que dificultam a percepc¸a˜o / entendimento
do verdadeiro trauma. Isto acontece pelo facto de nestas soluc¸o˜es na˜o existir
uma possibilidade de visualizac¸a˜o 3D que permita analisar o exame de outros
aˆngulos. No entanto, assim como o programa anterior, esta soluc¸a˜o foi bem
aceite pela comunidade me´dica, pois apresenta-se como um avanc¸o relativa-
mente ao exame impresso. Neste caso, para ale´m da facilidade de integrac¸a˜o
com o sistema PACS implementado, no que toca ao ATA, em 89% (65 pa-
cientes) para a pro´tese do aceta´bulo e 87% (57 pacientes) para a pro´tese do
fe´mur, as dimenso˜es na˜o mudaram mais do que um tamanho (Steinberg et al.
(2010)). No que toca a avaliac¸o˜es tendo em conta o Coeficiente de correlac¸a˜o
intraclasse (efica´cia e precisa˜o no processo de avaliac¸a˜o entre sujeitos), os re-
10
sultados sa˜o cred´ıveis em termos de variac¸a˜o intra e interobservadores (Segev
et al. (2010)). Em todo o caso, nesta soluc¸a˜o, ja´ se encontram alguns trac¸os
de tridimensionalidade. Possibilita a execuc¸a˜o do planeamento com aux´ılio a
diferentes visualizac¸o˜es de diferentes aˆngulos da a´rea de estudo (figura 1.3).
Deste modo e´ poss´ıvel analisar a posic¸a˜o da pro´tese.
Figura 1.3: TraumaCad.
Outra soluc¸a˜o existente e´ fornecida pela empresa belga Materialise, o
SurgiCase. Esta soluc¸a˜o permite um planeamento ciru´rgico com a ajuda
de um engenheiro. O cirurgia˜o, tendo em sua posse a TC do paciente, em
conjunto com o engenheiro chegam a uma resoluc¸a˜o para o caso particular.
Desta forma e apesar de ser baseado em imagens 3D, o cirurgia˜o acaba por ter
pouca autonomia. Na˜o lhe e´ poss´ıvel adicionar os templates ou testar outro
tipo de procedimentos sem que isso implique a intervenc¸a˜o do engenheiro
destacado (Bianchi et al. (2010)).
Existe tambe´m documentac¸a˜o que auxilia a realizac¸a˜o de um planea-
mento com recurso a ferramentas de edic¸a˜o de imagem profissional, como
o Adobe Photoshop. Deste modo, fazendo uso de ferramentas que normal-
mente servem para tratamento de imagem digital, fazem uma espe´cie de
“montagem” do resultado final (Shiha et al. (2010)). Por forma a ser poss´ıvel
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ao cirurgia˜o treinar a sua cirurgia, estudos indicam que a utilizac¸a˜o da rea-
lidade virtual aumentada, normalmente associada ao treino realizado pelos
pilotos e astronautas, aumenta a possibilidade de sucesso da cirurgia (Mabrey
et al. (2010)).
Os resultados obtidos no planeamento devem ser transferidos para a ci-
rurgia, utilizando sistemas CAOS intraoperativos. Estes sistemas podem ser
classificados consoante a sua autonomia (Jaramaz et al. (2006)). Um exem-
plo e´ a utilizac¸a˜o de sistemas robo´ticos semi auto´nomos ou completamente
auto´nomos que atuam sob o controlo do cirurgia˜o. As tarefas realizadas por
estes sistemas sa˜o definidas, monitorizadas e guiadas pelo sistema CAOS,
sempre com a supervisa˜o do cirurgia˜o. Finalmente, sistemas de navegac¸a˜o
possibilitam a visualizac¸a˜o e comparac¸a˜o entre o resultado obtido atrave´s
das ferramentas de planeamento e o resultado no paciente com o sistema
intraoperativo.
Apo´s a cirurgia e´ poss´ıvel utilizar sistemas de po´s operato´rio para ava-
liar / comparar o resultado final da intervenc¸a˜o com o que era esperado no
planeamento. Isto possibilita uma constante avaliac¸a˜o e consequente melho-
ramento para futuras intervenc¸o˜es. Assim e´ poss´ıvel estudar a relac¸a˜o entre a
eficieˆncia do sistema e a experieˆncia do cirurgia˜o com o resultado final obtido.
1.2 Trabalho proposto
Facilmente se constata que existe na fase de planeamento uma grande dificul-
dade em projetar a intervenc¸a˜o adequada. Com as alternativas existentes,
os cirurgio˜es na˜o sa˜o capazes de criar um relato´rio rigoroso com base na
TC que previamente foi realizada. Na˜o lhe e´ poss´ıvel, de forma auto´noma,
acrescentar implantes a` medida que considere necessa´rio e de forma intuitiva.
Posto isto, a presente dissertac¸a˜o propo˜e-se a apresentar uma metodolo-
gia que possibilitara´ fazer uso de templates provenientes de diferentes forne-
cedores prote´sicos e de um estudo TC normalmente realizado ao paciente em
questa˜o. Sera´ posteriormente apresentada uma aplicac¸a˜o, o OrthoMed, que
implementa essa mesma metodologia que demonstrara´ como o planeamento
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podera´ ser realizado (Ribeiro & Alves (2012)).
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CAPI´TULO 2
Imagem Digital
Resumo
Uma imagem digital pode ser de dois tipos: Matricial e Vectorial. Neste
cap´ıtulo e´ poss´ıvel compreender as diferenc¸as entre os dois tipos. E´ feita
uma descric¸a˜o sobre a norma DICOM, assim como o historial e desenvolvi-
mento do estudo imagiolo´gico utilizado, a TC. E´ tambe´m explicada a base do
algoritmo escolhido neste trabalho, o Marching Cubes (MC). Este cap´ıtulo
e´ fundamental para um bom entendimento da presente dissertac¸a˜o, pois a
soluc¸a˜o proposta pretende utilizar imagens de tipos de formato diferentes,
pelo que uma boa compreensa˜o das diferenc¸as estruturais de cada uma e´
importante por forma a avaliar a metodologia apresentada.
Os computadores teˆm vindo a tornar-se uma poderosa ferramentas para
a ra´pida produc¸a˜o de imagens (Hearn & Baker (1997)). Dessa forma nasceu
a Computac¸a˜oGra´fica (CG). Este termo, introduzido porWilliam Fetter em
1960, e´ utilizado para caracterizar a utilizac¸a˜o de computadores na criac¸a˜o ou
manipulac¸a˜o de imagens. As operac¸o˜es realizadas em Computac¸a˜o Gra´fica
baseiam-se em operac¸o˜es matema´ticas em pontos e vectores (Miller (1999)).
As a´reas que mais se destacam no campo da computac¸a˜o gra´fica sa˜o os se-
guintes:
Modelac¸a˜o Trata do modo como a especificac¸a˜o matema´tica de forma geo-
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me´trica e as propriedades de apareˆncia podem ser armazenadas num
computador;
Renderizac¸a˜o Criac¸a˜o de imagens sombreadas a partir de modelos 3D;
Animac¸a˜o Te´cnica utilizada para criar a ilusa˜o de movimento entre um
conjunto de images. Complementar das a´reas anteriores.
As a´reas referidas sa˜o as que melhor definem o campo da CG. No entanto
existem outras a´reas que podem ou na˜o ser consideradas como nucleares na
CG. Sa˜o elas:
• Interac¸a˜o do utilizador;
• Realidade virtual;
• Visualizac¸a˜o;
• Processamento de imagem;
• Digitalizac¸a˜o 3D.
Apesar das diferentes a´reas que podem definir a CG, esta divide-se em
dois tipos: Image Vectorial e Imagem Matricial. Em ambos os casos, o ob-
jetivo e´ representar a imagem, sendo a diferenc¸a o modo como e´ feito. Uma
imagem quando e´ representada num monitor e´ constitu´ıda por pixels. Isto
deve-se a` constituic¸a˜o do pro´prio ecra˜. Um monitor consiste numa grelha
rectangular de pixels, organizados por linhas e colunas. Esta organizac¸a˜o
e´ estruturalmente semelhante a` imagem matricial, como sera´ explicado de
seguida neste cap´ıtulo. Embora as imagens sejam representadas no monitor
como uma matriz de pixels, definir os valores individuais destes na˜o e´ ne-
cessariamente o melhor me´todo. Outra forma de criar imagens e´ atrave´s de
formas geome´tricas ba´sicas, dando origem a imagens vectoriais.
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2.1 Vectorial
Uma imagem vectorial e´ composta por objetos geome´tricos com coordenadas
cont´ınuas, como pontos, linhas, formas geome´tricas e pol´ıgonos (Burger &
Burge (2009)). Intuitivamente existe a noc¸a˜o de pontos e vectores. Um ponto
na˜o e´ mais que uma posic¸a˜o definida no espac¸o (Miller (1999)). Por outro
lado, um vector caracteriza-se como um objeto geome´trico com magnitude
e direc¸a˜o definidas. Sa˜o geralmente representados como segmentos de recta
em conjunto com uma seta, que indica a sua direc¸a˜o (Vince (2007)).
Um conjunto de vectores podem formar estruturas geome´tricas mais com-
plexas como pol´ıgonos, que conte´m as informac¸a˜o das dimenso˜es dos seus
constituintes, assim como cor, forma, e espessura. Esta e´ a base da ima-
gem vectorial, a representac¸a˜o de imagens como um conjunto de formas
geome´tricas, como rectaˆngulos, triaˆngulos, entre outros pol´ıgonos. Dada
a constituic¸a˜o em grelha do monitor utilizado na visualizac¸a˜o, quando uma
forma geome´trica e´ representada, essa representac¸a˜o e´ feita atrave´s do ca´lculo
de posic¸o˜es interme´dias entre os pontos que a definem (pixels que a ima-
gem ocupa no monitor), sendo posteriormente preenchidos de acordo com o
inicialmente desenhado (Hearn & Baker (1997)).
Um formato bastante utilizado de imagem vectorial e´ o Scalable Vector
Graphics (SVG)1. O formato SVG caracteriza-se pela utilizac¸a˜o da especi-
ficac¸a˜o eXtensibleMarkup Language (XML), o que permite a representac¸a˜o
2D de informac¸a˜o gra´fica numa forma compacta e porta´vel (Eisenberg (2002)).
A principal vantagem da utilizac¸a˜o da imagem vectorial, e em particular o
formato SVG, e´ a sua escalabilidade. As imagens vectoriais podem ser es-
caladas (i.e. alterar as suas dimenso˜es) sem que isso represente uma perda
na qualidade. A figura 2.1 demonstra a diferenc¸a na qualidade da imagem
resultante quando e´ feito um zoom. A aplicac¸a˜o utilizada para o efeito foi o
Inkscape2.
Outro formato de imagem vectorial tambe´m bastante utilizado e´ oComputer-
1Desenvolvido pelo http://www.w3.org/Graphics/SVG/
2http://inkscape.org
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Figura 2.1: Exemplo da perda de qualidade inerente a` utilizac¸a˜o de imagem
matricial.
aided Design (CAD). Utilizado em a´reas distintas, como a arquitetura, a
engenharia, medicina, entre outros, sendo tambe´m u´til no planeamento da ci-
rurgia (Wang et al. (2010), Lethaus et al. (2010), Hearn & Baker (1997)). Re-
lacionado com este formato encontra-se o formato STereoLithography (STL),
amplamente utilizado em impressoras 3D para prototipagem ra´pida (Sahatoo
et al. (2008), Wang et al. (2006, 2010)). A vantagem na utilizac¸a˜o deste tipo
de ficheiros esta´ na sua vasta utilizac¸a˜o no mercado de implantes, pelo que a
sua aplicac¸a˜o no planeamento ciru´rgico ortope´dico surge com naturalidade.
Os ficheiros STL sa˜o formados a partir de cortes horizontais do modelo CAD,
com espessuras de corte definidas (Chua et al. (2010)). Sa˜o representac¸o˜es
ASCII ou bina´rias. E´ a representac¸a˜o da superf´ıcie geome´trica da estrutura
3D original. Devido a` sua constituic¸a˜o, algoritmos para modelac¸a˜o de su-
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<svg xmlns="http://www.w3.org/2000/svg"
version="1.1">
<circle cx="100"
cy="50"
r="40"
stroke="black"
stroke-width="2"
fill="red" />
</svg>
(a) (b)
Figura 2.2: C´ırculo em SVG. (a) Implementac¸a˜o em XML, (b) Imagem re-
sultante.
perf´ıcies em 3D podem ser aplicados. Dadas as suas caracter´ısticas, este foi o
formato utilizado nos templates que servira˜o de aux´ılio ao planeamento, visto
que o mesmo ficheiro pode ser utilizado na visualizac¸a˜o 3D e posteriormente
impresso.
2.2 Matricial
Durante muito tempo, a manipulac¸a˜o de imagens digitais (e.g. processamento
de imagem digital) era algo acess´ıvel apenas a um grupo restrito de especi-
alistas, normalmente em ambiente laboratorial, devido ao elevado custo dos
equipamentos. Uma das primeiras aplicac¸o˜es de te´cnicas de processamento
de imagem foi no melhoramento dos jornais digitalizados enviados por cabo
submarino entre Londres e Nova Iorque. Com a introduc¸a˜o, no anos 20, do
sistema de transmissa˜o de imagens desenvolvido por Harry Bartholomew e
Maynard McFarlane, a transmissa˜o de uma imagem pelo Atlaˆntico passou a
durar menos de treˆs horas em vez de mais de uma semana. Do outro lado,
impressoras espec´ıficas reconstru´ıam as imagens que chegavam pelo cabo e
imprimiam (Gonza´lez & Woods (1992)).
Com o advento da tecnologia, qualquer entusiasta pode ter acesso a equi-
pamento para captura, edic¸a˜o e processamento de imagem digital. Facilmente
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se encontram utilizadores com caˆmaras amadoras ou profissionais (SLR) que
com aux´ılio de um computador porta´til fazem a edic¸a˜o das suas pro´prias
fotos, mesmo tendo baixo conhecimento te´cnico. Por isso mesmo, de forma
errada, usualmente se confundem os termos “processamento de imagem” e
“edic¸a˜o de imagem”. Edic¸a˜o de imagem caracteriza-se pela manipulac¸a˜o de
imagens com recurso a aplicac¸o˜es que fazem o processamento de imagem (e.g.
Adobe Photoshop). A CG, por outro lado, baseia-se mais na sintetizac¸a˜o de
imagens atrave´s elementos geome´tricos, como triaˆngulos, como se verificara´
de seguida (Burger & Burge (2009)). Mas enta˜o, o que e´ uma imagem digital?
Antes de mais, e´ conveniente perceber o sistema de coordenadas vigente
em processamento de imagem. Contrariamente ao sistema matema´tico de
coordenadas em que o eixo dos yy cresce verticalmente para cima, o sistema
de coordenadas em processamento de imagem esta´ invertido, crescendo ver-
ticalmente para baixo. Teoricamente, este sistema e´ baseado nos primo´rdios
da televisa˜o. Um exemplo deste sistema e´ apresentado na figura 2.3.
Figura 2.3: Sistema de coordenadas de uma imagem digital.
A representac¸a˜o de uma imagem digital e´ feita atrave´s de uma func¸a˜o
f(x,y), onde x e y sa˜o coordenadas espaciais e o valor de f em qualquer
ponto (x,y) e´ proporcional ao brilho (ou n´ıvel de cinzento) da imagem nesse
ponto. Isso e´ vis´ıvel na figura anterior. Deste modo, e´ poss´ıvel dizer que
uma imagem digital caracteriza-se por uma matriz de elementos, com linhas
e colunas. Os ı´ndices que se encontram nessas linhas e colunas identificam-
se por pontos cujo valor identifica o valor de cinzento nessa mesma imagem.
Esses elementos denominam-se de elementos de imagem ou pixels. E´ comum
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encontrar-se no ambiente me´dico imagens com as dimenso˜es de 512 ⇥ 512.
Isso indica que essa mesma imagem tem 512 pixels tanto de comprimento
como de largura. Juntamente com as dimenso˜es, encontra-se a escala de
cinzentos. Essa escala define o intervalo de valores que cada ı´ndice dessa
matriz pode ter.
A t´ıtulo de curiosidade sera´ demonstrada a forma como uma imagem
digital e´ criada.
O processo de aquisic¸a˜o de imagem e´ mais complexo do que aparenta.
Entre apontar um sistema de aquisic¸a˜o de imagem (e.g. caˆmera digital) ate´
visualizar a imagem num computador, va´rios sa˜o os passos e processos que
sa˜o de algum modo impercept´ıveis a` maioria dos utilizadores. O sistema Pin-
Hole e´, possivelmente, o melhor sistema para compreender a forma como uma
imagem e´ capturada e como funcionam os componentes o´pticos. As primeiras
refereˆncias ao sistema Pin-Hole remontam para o se´culo 5 a.c., quando o
filo´sofo chineˆs Mo Ti tentava entender este feno´meno. Estruturalmente, um
sistema Pin-Hole caracteriza-se por uma caixa fechada com um pequeno
orif´ıcio de um dos lados, por onde entrara´ a luz. Do lado oposto ao orif´ıcio,
formar-se-a´ uma imagem invertida e mais pequena da que entra (figura 2.4).
Figura 2.4: Estrutura do sistema Pin-Hole (Retirado de Burger & Burge
(2009)).
As propriedades geome´tricas de uma caˆmera Pin-Hole sa˜o muito sim-
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ples. Imagine-se um objeto como o da figura 2.4. O eixo o´ptico atravessa
o orif´ıcio perpendicularmente ao plano da imagem. Desta forma, o objeto a
ser visualizado encontra-se a uma distaˆncia horizontal Z e a uma distaˆncia
vertical de Y do orif´ıcio. A altura da projec¸a˜o y e´ assim determinada por dois
paraˆmetros: a distaˆncia focal e a distaˆncia Z do objeto da origem do sistema
de coordenadas. Assim, obte´m-se as expresso˜es (Burger & Burge (2009)):
y =  f Y
Z
, x =  f X
Z
(2.1)
Estas expresso˜es relacionam as coordenadas do objeto 3D em estudo
(X,Y,Z) com as coordenadas 2D correspondentes (x,y) dado um ponto focal
f. E´ necessa´rio ter em atenc¸a˜o que a imagem resultante muda em proporc¸a˜o
a` distaˆncia f. Deste modo, para uma cena fixa, um valor pequeno de f resulta
numa imagem pequena mas com um elevado aˆngulo de visa˜o. Da mesma
forma, um valor elevado f, resulta numa imagem grande mas com aˆngulo
de visa˜o mais pequeno. Esta expressa˜o quantifica aquilo a que se chama
a “Transformac¸a˜o da perspectiva” das coordenadas 3D para 2D. Apesar de
ser de fa´cil entendimento, este conceito na˜o e´ utilizado na imagem digital.
Isso deve-se a` necessidade de criar um orif´ıcio extremamente pequeno para
que seja poss´ıvel criar uma imagem devidamente focada. Como o orif´ıcio
e´ demasiado pequeno, a quantidade de luz que passa e´ tambe´m demasiado
pequena, levando a tempos de exposic¸a˜o muito elevados. Assim, utiliza-
se o conceito de “Lente fina”. Considera-se lente fina uma lente sime´trica e
infinitamente fina, de modo a que todos os raios de luz sejam refractados num
plano virtual existente no meio da lente. A imagem resultante e´ semelhante
a` do efeito Pin-Hole, pelo que pode ser usado como comparativo mais real
(Figura 2.5).
A imagem que e´ projetada para a caˆmera e´ uma distribuic¸a˜o cont´ınua
da luz, em 2D e dependente do tempo. Para se conseguir retirar uma ima-
gem esta´tica da distribuic¸a˜o de mudanc¸a cont´ınua da luz e armazena-la, sa˜o
necessa´rios treˆs passos:
1. Devera´ ser retirada uma amostra da distribuic¸a˜o cont´ınua da luz. E´
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Figura 2.5: Modelo de lente fina (Retirado de Burger & Burge (2009)).
um processo de amostragem, sendo um sinal cont´ınuo, discretizado. A
amostra depende da geometria do sensor. Geralmente, os elementos
individuais do sensor esta˜o organizados numa estrutura rectangular;
2. A func¸a˜o resultante deve ser amostrada no domı´nio do tempo, por
forma a criar uma imagem esta´tica. Esta amostragem e´ feita atrave´s
da medic¸a˜o dos valores em cada elemento do sensor num determinado
intervalo de raios de luz. O sensor, que pode ser um CCD ou um CMOS,
emite uma carga ele´ctrica induzida pelo canal de foto˜es, medindo depois
a carga resultante em cada elemento durante o tempo de exposic¸a˜o;
3. Os valores resultantes devem ser convertidos para valores finitos num
intervalo definido para que possam ser representados computacional-
mente. Esta conversa˜o e´ feita com o aux´ılio de um conversor analo´gico-
digital.
Geralmente as imagens sa˜o retangulares, podendo no entanto haver exce-
c¸o˜es. O tamanho de uma imagem e´ calculado pela multiplicac¸a˜o do compri-
mento, o nu´mero de colunas da matriz, pela altura, o nu´mero de linhas da
matriz. A resoluc¸a˜o de uma imagem consiste nas suas dimenso˜es espaciais
no mundo real, sendo determinada pelo nu´mero de componentes por medida.
Sa˜o exemplo a ppp (pixels por polegada), dpi (pontos por polegada, dots
per inch), lpp (linhas por polegada). Dado que na maioria dos casos os ele-
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Tabela 2.1: Bit depth para os tipos de imagem mais comuns (Retirado de
Burger & Burge (2009)).
Canais Bits / Pixel Intervalo Utilizac¸a˜o
1 1 [0...1] Imagens Bina´rias, como um Fax.
1 8 [0...255] Imagem universal, como fotogra-
fia ou impressa˜o
1 12 [0...4095] Imagens de elevada qualidade
1 14 [0...16383] Imagens profissionais, como foto-
grafias de grande qualidade
1 16 [0...65535] Elevada qualidade, muito utili-
zado na medicina
mentos individuais da imagem sa˜o quadrados, a resoluc¸a˜o da imagem e´ igual
em ambos os lados.
A par da resoluc¸a˜o, outra caracter´ıstica importante nas imagens passa
pelos intervalo de valores poss´ıvel que os pixels constituintes podem repre-
sentar. Um pixel e´ um elemento bina´rio e pode ter um comprimento k,
podendo representar 2k valores. k e´ designado como bit depth da imagem. O
valor de um pixel depende diretamente do bit depth que por sua vez esta´
diretamente relacionado com o tipo de imagem em questa˜o. A tabela 2.1
demonstra de uma forma sucinta como o valor de k se altera dependendo do
tipo de imagem em questa˜o (para o caso de imagens com apenas um canal).
Este tipo de imagem pode ir desde simples imagens bina´rias, onde o pixel
tem apenas dois valores, ate´ imagens com elevada qualidade utilizadas pela
comunidade me´dica, podendo conter 65536 valores diferentes. No entanto
e devido ao facto de serem compostas apenas por um canal, este tipo de
imagens andam entre o preto e o branco.
No caso de imagens a cores, estas podem ter treˆs ou mais canais (tabela
2.2).
Todas as cores sa˜o baseadas nas treˆs cores prima´rias (RGB), vermelho,
verde e azul. Cada pixel utiliza oito bits por canal, sendo no total ne-
cessa´rios 3 ⇥ 8 = 24 bits para codificar os treˆs canais RGB. Cada pixel
de oito bits tem um intervalo de [0...255] n´ıveis de cor para cada canal es-
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Tabela 2.2: Bit depth para os tipos de imagem mais comuns (Retirado de
Burger & Burge (2009)).
Canais Bits / Pixel Intervalo Utilizac¸a˜o
3 24 [0...255]3 T´ıpico RGB, bastante utilizado
em fotografias e impresso˜es
3 36 [0...4095]3 RGB de elevada qualidade
3 42 [0...16383]3 RGB profissional
4 32 [0...255]4 CMYK utilizado nas impresso˜es
de grande porte
pec´ıfico, que em conjunto formam a cor final do pixel. Por exemplo, um
pixel com (0,0,255) sera´ azul puro. No entanto, se for acrescentado vermelho
(255,0,255) ja´ se obte´m magenta.
Conclui-se enta˜o que, uma imagem matricial e´ composta por uma matriz
de pixels que, dependendo da quantidade de bits que os compo˜em, da˜o
origem a uma imagem com mais ou menos qualidade.
2.3 DICOM
O processamento de imagem baseia-se em alguns conceitos da a´rea da CG,
como por exemplo a volumetria (voxel), que e´ muito utilizado em imagem
me´dica (Burger & Burge (2009)). Mas afinal, o que significa uma imagem
DICOM? E´ o resultado de anos de empenho e esforc¸o para criar uma norma
o mais universal poss´ıvel. E´ importante referir que esta norma na˜o e´ apenas
uma imagem ou o formato de ficheiro. A norma contempla a transfereˆncia
de dados, armazenamento e visualizac¸a˜o (Pianykh (2012)). Diretamente re-
lacionado com a norma encontra-se a tecnologia PACS. Este sistema esta´
intrinsecamente relacionado com a norma, que atrave´s de hardware e soft-
ware, permite a manipulac¸a˜o de imagem me´dica:
Modalidades Dispositivos de aquisic¸a˜o de imagem me´dica (e.g. TC, RM);
Arquivos de imagem digital Local onde o conjunto de imagens e´ arma-
zenado (e.g. Sistemas de Base de Dados);
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Pontos de visualizac¸a˜o Local onde o radiologista tem acesso a`s imagens
armazenadas e a toda a informac¸a˜o a elas associada.
O sistema PACS e´ orientado a` norma, o que garante uma interoperabi-
lidade. A norma esta´ dividida em partes 3. Cada parte tem um propo´sito,
implementando apenas um conjunto de subtarefas necessa´rias a` utilizac¸a˜o da
norma. Deste modo, um scanner de TC implementa a parte correspondente
a` aquisic¸a˜o e distribuic¸a˜o de imagens, um sistema de armazenamento a parte
que corresponde ao arquivo e resposta a` solicitac¸a˜o de uma imagem, uma im-
pressora implementa apenas a parte correspondente a` impressa˜o, entre outros
(Pianykh (2012)). DICOM teve a sua primeira versa˜o em 1985, conferindo
a` norma uma maturidade importante e necessa´ria dada a sua relevaˆncia na
evoluc¸a˜o da medicina digital, assegurando um elevado grau de qualidade e
desempenho (Rosslyn (2004), Pianykh (2012). DICOM mudou a forma como
a medicina se interliga com as TI, criando:
Um standard na medicina digital Todas as modalidades de aquisic¸a˜o
de imagem, produzem imagens DICOM e comunicam atrave´s das suas
redes, existindo partes que definem a forma como a imagem e´ adquirida,
enviada e armazenada;
Imagens de elevada qualidade A norma suporta imagens ate´ 16 bits
(216 = 65536 tipos de cinzento monocroma´ticos) o que permite uma
excelente sensibilidade de cor;
Diversos dados armazenados A norma DICOM na˜o se limita a` captura
e armazenamento das imagens. Um conjunto de dados e´ registado e
que acompanha cada imagem armazenadas no seu cabec¸alho. Desde a
posic¸a˜o do paciente no eixo 3D, espessura do corte, doses de radiac¸a˜o,
tamanhos, orientac¸o˜es, entre outros. Esta informac¸a˜o tem particular
importaˆncia quando se pretende gerar um modelo 3D a partir de um
conjunto de imagens 2D, captadas;
3Partes da norma. Visualizado em 18 de Outubro de 2012. http://medical.nema.
org/standard.html
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Sistema de codificac¸a˜o A parte 6 da norma, estabelece o modo como a
informac¸a˜o armazenada e´ estruturada, atrave´s de mais de 2000 atribu-
tos. Dados como o nome do paciente ate´ ao instrumento de captura,
sa˜o organizados por tags predefinidas (Rosslyn (2003));
Transpareˆncia no funcionamento Os dispositivos e suas funcionalidades
esta˜o devidamente identificados, existindo um fluxo processual claro
que diminui a possibilidade de erros.
Por forma a organizar toda a informac¸a˜o intr´ınseca ao mundo real, a
norma DICOM desenvolveu a sua pro´pria metodologia para mapear essa
informac¸a˜o no mundo digital. Assim, tudo o que existe no mundo real e´
transposto para o mundo digital como objetos. Esses objetos podem ser
pacientes, dispositivos me´dicos, estudos me´dicos, entre outros, e teˆm o seus
pro´prios atributos. A definic¸a˜o desses objetos e atributos esta˜o normalizados
de acordo com a DICOM Information Object Definiton (IOD). As IODs sa˜o
conjuntos de atributos que definem as propriedades de um objeto. A IOD de
um paciente caracteriza-se pelo nome, sexo, idade, peso, altura, entre outros
atributos relevantes. Diz-se portanto, que um objeto DICOM e´ um conjunto
de atributos que o definem (figura 2.6).
Figura 2.6: Transposic¸a˜o dos dados reais para DICOM IOD (Retirado de
Pianykh (2012)).
Como ja´ mencionado anteriormente, de entre as diversas partes que cons-
tituem a norma DICOM, uma corresponde precisamente ao diciona´rio desses
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mesmos atributos (Rosslyn (2003)). Assim e´ garantida a consisteˆncia dos da-
dos e a sua formatac¸a˜o. Todos os dados apresentados na figura 2.6 encontram-
se nesse diciona´rio. Tambe´m a forma como esse diciona´rio esta´ definido, tem
uma formatac¸a˜o espec´ıfica, o Value Representation (VR), que inclui datas,
nomes, identificadores, entre outros. Assim que os dados sa˜o adquiridos e
transformados em atributos DICOM, estes podem ser transmitidos e pro-
cessados por va´rias entidades DICOM. Essas entidades (figura 2.8) da˜o pelo
nome de Application Entities (AE) e podem corresponder tanto a aplicac¸o˜es
(software) como a dispositivos f´ısicos (hardware), pelo que, no mesmo dispo-
sitivo podem estar a correr va´rias AEs. Este processo de transac¸a˜o de dados
esta´ identificado na norma como um modelo de prestac¸a˜o de servic¸os, ou
seja, as AEs prestam servic¸os entre si. Usualmente, estes servic¸os envolvem
a troca de dados (que pode ser atrave´s de uma rede), pelo que e´ natural
associar os servic¸os aos dados que eles processam (Association (2003)). DI-
COM identifica estes pares servic¸o-dados(objeto) como Service-Object Pair
(SOP), organizando-os por classes. A figura 2.7 demonstra o caso em que
um scanner de TC (aqui uma imagem TC representa a TC IOD) guarda
as imagens captadas utilizando o SOP correspondente. Para ale´m da iden-
tificac¸a˜o da classe SOP da prestac¸a˜o de servic¸o que esta´ a ocorrer, DICOM
tambe´m identifica os intervenientes como Service Class User (SCU), para
quem requer o servic¸o e Service Class Provider (SCP) para quem presta
esse servic¸o. Assim, neste caso, o scanner sera´ o SCU, pois esta´ a requerer o
armazenamento das imagens por ele captadas e o sistema de armazenamento
o SCP, fornecendo esse mesmo servic¸o. Uma AE pode ser um SCP numa
situac¸a˜o e um SCU numa outra ocasia˜o. No caso de o mesmo sistema de
armazenamento requerer imprimir as imagens nele guardadas, neste caso, ele
sera´ o SCU e uma impressora DICOM o SCP. Para evitar erros neste tipo
de transac¸o˜es, a norma DICOM estabelece uma verificac¸a˜o (designada como
Association Establishment) aquando do pedido de prestac¸a˜o do servic¸o. A
informac¸a˜o transacionada e´ identificada na norma como Presentation Con-
texts. No caso da figura 2.7, o scanner de TC procedera´ ao armazenamento
de imagens de TC. O agente que recebe esse pedido, verifica nas suas pro-
priedades se pode armazenar esse tipo de imagem, pois pode estar restrito a
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outro tipo (e.g. RM). Caso se verifique, ocorre a transfereˆncia e o consequente
armazenamento.
Figura 2.7: Exemplo de um par servic¸o-objeto (Retirado de Pianykh (2012)).
Figura 2.8: DICOM AE (Retirado de Pianykh (2012)).
Um ficheiro DICOM tem uma estrutura bem definida, mesmo no que se
refere a` sua organizac¸a˜o dentro de um estudo (figura 2.9). As suas proprieda-
des permitem relaciona´-la inequivocamente a um paciente. A sua estrutura
(figura 2.10) e´ composta por:
• Um cabec¸alho com meta-informac¸a˜o relativa a` imagem (e.g. dados do
paciente, tipo de modalidade, dimenso˜es da imagem, entre outros):
– Preaˆmbulo de 128 bytes, geralmente preenchido a zeros;
– Quatro caracteres (‘D’,‘I’,‘C’,‘M’) que ocupam 4 bytes;
29
– A metainformac¸a˜o relativa ao ficheiro.
• Dados da imagem, quer seja em formato comprimido (JPEG, GIF, ...)
ou na˜o comprimido (BITMAP).
Figura 2.9: Conjunto de ficheiros DICOM. Estrutura semelhante a` encon-
trada num estudo imagiolo´gico TC (Retirado de Rosslyn (2011)).
Figura 2.10: Estrutura de um ficheiro DICOM (Retirado de Pianykh (2012)).
A metainformac¸a˜o e´ de elevada importaˆncia, pois dete´m toda a informac¸a˜o
relativa ao paciente e ao estudo. Nesta estrutura encontram-se elementos ne-
cessa´rios para o desenvolvimento da presente dissertac¸a˜o. Para que o modelo
3D a partir de um estudo de TC seja criado e´ necessa´rio estar na posse dos
valores de (Rosslyn (2003)):
Espessura do corte slice thickness, par (0018, 0050);
Espac¸amento entre cortes spacing between slices, par (0018,0088);
Localizac¸a˜o de cada corte slice location, par (0020,1041);
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Nu´mero de cortes number of slices, par (0054,0081).
Na˜o menos importante, e´ o par (0002, 0010), Transfer Syntax UID. Neste
elemento encontra-se o identificador usado para codificar o ficheiro, de forma
a que este possa ser transferido atrave´s de uma rede e lido de forma correta.
Um exemplo do valor deste elemento e´ 1.2.840.10008.1.2.1 (Explicit VR
Little Endian) (Pianykh (2012), Rosslyn (2003)).
As imagens DICOM sa˜o o resultado da captura de estruturas anato´micas
por parte de instrumentos que pretendem auxiliar o diagno´stico (e.g. TC,
RM). Como ja´ foi referido, o estudo utilizado para o desenvolvimento da
metodologia proposta neste documento, e´ a TC.
2.4 Tomografia Computorizada
A utilizac¸a˜o dos Raios X como proposto pelo Professor Ro¨ntgen tem algumas
limitac¸o˜es. A imagem resultante quando a fonte de Raio X emite radiac¸a˜o que
atravessara´ o objeto (neste caso o corpo do paciente) e e´ projetada na pel´ıcula
originando a radiografia, sendo que qualquer o´rga˜o que tenha sido atravessado
sera´ transposto em duas dimenso˜es. Assim toda a informac¸a˜o relativamente a`
profundidade existente sera´ perdida. A caracter´ıstica tridimensional inerente
ao corpo humano e´ colapsada originando uma representac¸a˜o bidimensional.
Isso quer dizer que, o´rga˜os que estejam sobrepostos (como e´ o caso da zona
tora´cica) na˜o sera˜o vis´ıveis na pel´ıcula. Outra limitac¸a˜o passa pela densidade
e n´ıvel de absorc¸a˜o da radiac¸a˜o emitida. Os coeficientes lineares de atenuac¸a˜o
para o ar, sangue, mu´sculo e osso sa˜o (Webb (1988)):
• µar = 0;
• µsangue = 0, 178cm 1;
• µmusculo = 0, 180cm 1;
• µosso = 0, 48cm 1;
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Tabela 2.3: Valores de contraste numa radiografia (Retirado de Webb
(1988)).
Material na Cavidade
I(x) = I0(x =
1cm)
Diferenc¸a em (%)
relativamente ao mu´sculo
Ar 1,0 +20
Sangue 0,837 +0,2
Mu´sculo 0,835 0
Osso 0,619 -26
Estes valores sa˜o referentes ao espectro de uma radiac¸a˜o X comum numa
dada energia. Assim, para um corte de 1 cm de uma cavidade que contenha
estes elementos, segundo a expressa˜o de Beer,
I(x) = I0 exp
 µx (2.2)
para a atenuac¸a˜o do primeiro raio seria (tabela 2.3).
Deste modo, tecidos moles, veias ou o pro´prio sangue sera˜o impercept´ıveis
na radiografia convencional. Uma te´cnica bastante utilizada para ultrapas-
sar esta limitac¸a˜o passa pela injecc¸a˜o de uma substaˆncia (usualmente com-
postos de iodo) de contraste que aumente temporariamente o coeficiente de
atenuac¸a˜o linear (Webb (1988)). Estas razo˜es levam a` inapeteˆncia da radio-
grafia convencional em casos em que e´ necessa´rio obter mais informac¸a˜o do
ambiente envolvente da estrutura em estudo.
Como ja´ foi referido, a criac¸a˜o da TC e´ muitas vezes atribu´ıda ao en-
genheiro ingleˆs Godfrey Hounsfield (Isherwood (2005)). Em 1951, Houns-
field junta-se a` equipa da Electric and Musical Instruments (EMI). Apo´s
va´rios trabalhos, em 1967 muda para oCentral Research Laboratories (CRL)
tambe´m da EMI, trabalhando no reconhecimento automa´tico de padro˜es.
Uma das atividades que Hounsfield mais gostava era passear no campo.
Numa das suas sa´ıdas, comec¸ou a imaginar se seria poss´ıvel determinar o
que esta´ dentro de uma caixa fazendo capturas do seu exterior em todos os
aˆngulos. Rapidamente concluiu que isto teria aplicac¸a˜o pra´tica na biologia
utilizando radiac¸a˜o X como fonte. O desenvolvimento tecnolo´gico da e´poca
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e a ideia de que o craˆnio se assemelhava a uma caixa com algo no seu in-
terior, providenciaram as condic¸o˜es ideias para implementar esta teoria. No
entanto, Hounsfield na˜o tinha conhecimento do va´rios estudos e teorias que
tinham vindo a ser desenvolvidos desde o in´ıcio do se´culo XX. Em 1917, o
matema´tico Radon (Radon (1917), Madych (2004)) provou num documento
que a distribuic¸a˜o de um material (ou das propriedades do material) numa
determinada camada de um objeto pode ser calculada se os valores do inte-
gral ao longo de um qualquer nu´mero de linhas que atravessem essa camada
sejam conhecidos. Mais tarde, o f´ısico Cormack (Cormack (1963)), alheio aos
desenvolvimentos dos trabalhos anteriores, elaborou um me´todo de ca´lculo
das distribuic¸o˜es de absorc¸a˜o da radiac¸a˜o no corpo humano. Cormack afir-
mou que, em aplicac¸o˜es radiolo´gicas, e´ poss´ıvel determinar mesmo as mais
pequenas diferenc¸as na absorc¸a˜o da radiac¸a˜o, como acontece nos va´rios tipos
de tecidos moles. Apesar da importaˆncia, o f´ısico nunca conseguiu por em
pra´tica o seu trabalho. Quando mais tarde teve conhecimento do trabalho de
Radon, concluiu que se tivesse tido acesso a ele, ter-lhe-ia poupado muito tra-
balho. Enquanto estudava o trabalho de Radon, Cormack verificou tambe´m
que Radon desconhecia o trabalho do f´ısico holandeˆs Lorentz, que em 1905
tinha proposto uma soluc¸a˜o matema´tica para o problema do 3D (Cormack
(1992)).
Muitos cientistas se seguiram, mas aquele que de facto conseguiu a pri-
meira implementac¸a˜o pra´tica da teoria foi, como ja´ referido, Godfrey Houns-
field (Hounsfield (1973)). O seu primeiro teste pra´tico das noc¸o˜es de TC e
reconstruc¸a˜o 3D, levou 9 dias a capturar os dados e 2.5 horas a reconstruir
a imagem, num computador de elevada capacidade processual para a e´poca.
A principal raza˜o para demora passava pela fonte de radiac¸a˜o. A radiac¸a˜o
utilizada no primeiro proto´tipo era do tipo gama (Americium 95). Mudando
apenas o tipo de radiac¸a˜o para X reduziu o tempo de captura para 9 ho-
ras. O princ´ıpio ba´sico utilizado pelo engenheiro passava por um sistema
de rotac¸a˜o / translac¸a˜o. Assim, o objeto que estava a ser digitalizado, por
cada passagem entre a fonte de radiac¸a˜o e o detector dessa radiac¸a˜o ja´ ate-
nuada pelo objeto interme´dio, era rodado 1  e voltava a deslizar em frente
a` fonte. Isto acontecia ate´ perfazer 180 . Na˜o era necessa´rio 360  pois a
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imagem resultante da emissa˜o e posterior captura da radiac¸a˜o atenuada de
um lado e do outro seria semelhante. Isto acontecia para cada corte, ou pelo
termo ingleˆs slice. Hounsfield concluiu que para reconstruir tridimensional-
mente um objeto, seria mais vantajoso capturar um conjunto de imagens em
aˆngulos diferentes, assim como em cortes, em detrimento de o tratar como
um volume (Beckmann (2006)). Como seria de esperar, esta tecnologia foi
recebida com entusiasmo pela comunidade me´dica, considerando-a mesmo
como a mais importante descoberta desde os Raios X. Esta descoberta valeu
o Pre´mio Nobel da Medicina em 1979 para Hounsfield e Cormack 4.
A EMI na altura, na˜o tinha qualquer experieˆncia em radiologia, sendo o
seu mercado a venda de co´pias musicais e material electro´nico. Curiosamente,
uma banda que se encontrava em colaborac¸a˜o com a EMI eram os The Be-
atles, que acabaram por contribuir bastante para o desenvolvimento da TC.
Isto aconteceu pois a banda, era a principal fonte de receita da empresa, pelo
que todo esse capital acabava por ser investido na investigac¸a˜o de Hounsfield
(Isherwood (2005)). Assim a EMI deteve o monopo´lio dos scanners durante
dois anos, ate´ que a tradicional vendedora de material radiolo´gico, Siemens,
comec¸ou tambe´m a comercializar este tipo de equipamentos.
O equipamento de captura desenvolvido por Hounsfield e que provava a
sua teoria passou por va´rias verso˜es ate´ ao que se pode encontrar nos dias de
hoje, como se pode verificar na figura 2.11.
A primeira captura de imagens TC em ambiente cl´ınico foram produzidas
em Londres, no Atkinson Morley Hospital, em 1972 (Kalender (2006)). Os
testes de Hounsfield centravam-se na captura de imagens do ce´rebro. Isto
acontecia devido ao (ainda) elevado tempo de captura, pelo que o objeto de
estudo teria de estar o mais esta´tico poss´ıvel. A confirmac¸a˜o desta tecnologia
foi com paciente do sexo feminino, em que foi diagnosticado um tumor c´ıstico
no lo´bulo frontal. O cirurgia˜o responsa´vel pela cirurgia reportou que o tumor
de facto assemelhava-se com o resultado do exame (figura 2.12) (Beckmann
(2006)). Apesar do sucesso, Hounsfield manteve uma postura cautelosa di-
4“The Nobel Prize in Physiology or Medicine 1979”. Nobelprize.org. 24 Sep 2012
http://www.nobelprize.org/nobel_prizes/medicine/laureates/1979/
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Figura 2.11: Quatro gerac¸o˜es de scanners (Retirado de Kalender (2006)).
zendo:
“I’ve had this before, first time is always lucky and then everything else
goes wrong after that. So I thought, the next ones are not going to be any good,
but they did another ten more patients and every one of them came out as
being obvious diseases of the brain showing up in various forms. Dr Ambrose
found that, by injecting iodine-based contrast agent that would localize the
particular spot where the tumour was and it showed up even better”.
O processo de captura das imagens foi sofrendo alterac¸o˜es ao longo do
tempo, sendo constantemente atualizado por forma a aumentar a informac¸a˜o
captada e a diminuic¸a˜o do tempo de exposic¸a˜o a` radiac¸a˜o. O primeiro scanner
permitia a captura de imagens singulares em 300 segundos. Os scanners mais
actuais ja´ permitem uma rotac¸a˜o completa em menos de 1 segundo, existindo
mesmo alguns exemplares que o fazem em 0,33 segundos. Existem ainda
35
Figura 2.12: Primeira imagem capturada a um paciente real (Retirado de
Beckmann (2006)).
scanners com dupla fonte de radiac¸a˜o, o que permite capturas mais ra´pidas,
na ordem dos 0,1 segundos por cada detector. A tabela 2.4 demonstra isso
mesmo, a constante evoluc¸a˜o que o instrumento de captura de imagens foi
sofrendo desde o seu primeiro exemplar em 1972 ate´ 2005.
O primeiro exemplar de um scanner era sensivelmente semelhante ao que
se encontra na figura 2.11. Este foi considerado como scanner de primeira
gerac¸a˜o. A diferenc¸a entre a primeira e segunda gerac¸a˜o passava essencial-
mente pela alterac¸a˜o na fonte de radiac¸a˜o. Por forma a utilizar de modo mais
eficiente a radiac¸a˜o e obter tempos de captura mais baixos, a fonte passou
de pencil beam para fan beam. 180 projec¸o˜es em intervalos de 1  eram reali-
zadas. Cada projec¸a˜o, executava 160 leituras paralelas, num total de 28800
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Tabela 2.4: Alterac¸o˜es sofridas pelos sistemas de captura de imagem me´dica
ao longo do anos (Retirado de Kalender (2006)).
1972 1980 1990 2004 2005 (DSCT)
Tempo de rotac¸a˜o
(s)
300 5-10 1-2 0,33-0,5 0,33
Dados numa
captura de 360 
(MB)
0,058 1 1-2 10-100 20-200
Matriz da imagem 80⇥ 80 256⇥ 256 512⇥ 512
Espessura do
corte (mm)
13 2-10 1-10 0,5-1 0,5-1
Resoluc¸a˜o do
contraste
5 HU 3 HU
(160 ⇥ 180) pontos. Como se pode confirmar na tabela 2.4, cada imagem
tinha as dimenso˜es de 80⇥ 80, numa matriz de 6400 pixels.
No entanto, era necessa´rio aumentar a velocidade de captura, pois a
qualidade e consequente relevaˆncia no diagno´stico, dependiam da nitidez da
imagem. Se os tempos de exposic¸a˜o fossem demasiado elevados, movimentos
involunta´rios por parte do paciente davam origem a artefactos nas imagens.
Em contrapartida, a energia ele´ctrica necessa´ria para a alimentac¸a˜o da fonte
de Raios X era feita atrave´s de cablagem. Isso era um impedimento para que o
conjunto fonte-detector pudesse rodar continuamente 360 . Assim o conjunto
era acelerado 360  numa direc¸a˜o, parava e rodava 360  na direc¸ca˜o oposta.
Nos anos 80, os scanners mais ra´pidos realizavam esta tarefa em menos de 2
segundos (Kalender (2006)). A figura 2.14 apresenta um exemplar deste tipo
de scanner.
Apesar das constantes evoluc¸o˜es que esta tecnologia foi sofrendo, os
tempos de captura “corte por corte” ainda apresentavam valores demasia-
dos elevados. Com o crescimento da utilizac¸a˜o da RM, muitos fabricantes
comec¸aram a direcionar o investimento e investigac¸a˜o para essa a´rea. O
ressurgimento da TC aconteceu em 1989, quando foi introduzida a captura
em espiral (Kalender et al. (1990)). Curiosamente, segundo o autor, o teste
foi efetuado alterando o normal funcionamento dos scanners da e´poca. En-
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Figura 2.13: Projeto desenvolvido por Hounsfield para TC (Retirado de Filler
(2010)).
quanto decorria a pausa entre uma rotac¸a˜o e a seguinte, a mesa onde se
encontrava o paciente era deslocada exatamente a espessura de um corte
2.15.
Este tipo de scanner e´ o que se encontra atualmente em utilizac¸a˜o, em-
bora tenha sofrido algumas alterac¸o˜es no que confere aos detectores. Aos
detectores foram adicionadas mais linhas possibilitando a captura em multi-
corte. Os tempos de captura diminu´ıram e a qualidade das imagens aumen-
tou. Com estas alterac¸o˜es, realizar uma TC ao sistema card´ıaco, tornou-se
uma realidade, dado que numa u´nica captura (em detectores multicorte e em
dupla fonte) e´ poss´ıvel observar um batimento card´ıaco.
Inicialmente a escala de nu´meros utilizada para definir o intervalo de
valores de cinzento era virtualmente limitada pela capacidade de armaze-
namento dos dados. O intervalo era de [-512 , +512], com -512 para o ar,
0 para a´gua e +512 para os tecidos mais opacos, sendo armazenados como
um nu´mero bina´rio de 10-bits (210 = 1024). Devido a esta limitac¸a˜o, o
“Nu´mero de EMI” foi rapidamente substitu´ıdo, sendo necessa´rio criar uma
escala que fosse mais abrangente. Assim nasce a escala de Hounsfield, defi-
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Figura 2.14: Esquema das primeiras gerac¸o˜es de scanner (Retirado de Ka-
lender (2006)).
Figura 2.15: Funcionamento da captura em espiral (Retirado de Kalender
(2006)).
nida em Hounsfield Units (HU). Nesta escala, os valores sa˜o armazenados
num nu´mero bina´rio de 12-bits (212 = 4096), pelo que mais valores sa˜o al-
canc¸ados. Assim, o ar tem o valor de -1024, a a´gua 0, e o valor limite superior
de 3072. O valor de HU para qualquer material e´ definido por
HUs =
µs   µa´gua
µa´gua
⇥ 1000 (2.3)
onde µs e´ o coeficiente de atenuac¸a˜o linear para uma determinada substaˆncia
e µa´gua o coeficiente de atenuac¸a˜o linear para a a´gua (Beckmann (2006)). As-
sociado a estes valores encontram-se as definic¸o˜es da janela de visualizac¸a˜o,
mais concretamente Window Width (WW) e Window Level (WL). Estes
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Tabela 2.5: Valores teo´ricos de HU para um conjunto de materiais a 65 keV
de energia (Retirado de Davies & Cassar-Pullicino (2003)).
Material valor HU
Tecido adiposo -80
A´gua 0
Colage´nio 250
Osso cortical denso 1600
Alumı´nio 2300
Ferro 34000
Iodo 141300
Chumbo 205000
correspondem ao intervalo de valores que sa˜o permitidos visualizar e ao valor
central desse intervalo, respectivamente.
2.5 Modelo 3D
Como ja´ foi referido, a utilizac¸a˜o de modelos 3D como auxiliar no plane-
amento da cirurgia ortope´dica e´ de particular importaˆncia para um bom
entendimento da extensa˜o da lesa˜o do paciente (Matsuo et al. (1993), Rai-
lhac et al. (1997), Mavili et al. (2007), Hu et al. (2009), Holme et al. (2011)).
Isso deve-se a` possibilidade da avaliac¸a˜o global da lesa˜o, o que permite ao
cirurgia˜o ver a lesa˜o em diferentes aˆngulos e avaliar a viabilidade e fiabilidade
da sua intervenc¸a˜o.
O resultado do estudo TC e´ um conjunto de imagens de tamanho fixo no
eixo XYZ e que foram capturados a uma distaˆncia entre si constante, valor que
corresponde ao ja´ referido Spacing between slices. Este valor esta´ diretamente
relacionado com a resoluc¸a˜o da imagem, pois e´ inversamente proporcional
a` qualidade / nitidez da mesma. Quanto menor for o seu valor, ou seja,
quanto mais pro´ximos estiverem os cortes, mais n´ıtida sera´ a imagem. A
estrutura elementar de cada corte e´ o voxel (Volumetric pixel). Um voxel
e´ ana´logo ao pixel, sendo no entanto utilizado em ambientes 3D. A figura
2.16 exemplifica a organizac¸a˜o de uma estrutura em voxels. Deste modo, a
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organizac¸a˜o espacial destes elementos da´ origem, em imagem me´dica, a um
corte resultante de um estudo TC. Tendo em conta os paraˆmetros ja´ referidos
(e.g. Spacing between slices) e´ poss´ıvel, atrave´s de uma renderizac¸a˜o, gerar um
modelo 3D. A renderizac¸a˜o5 3D de imagens me´dicas, tambe´m denominado
de visualizac¸a˜o volume´trica de imagens me´dicas, e´ o processo de rapidamente
e de forma eficaz transformar uma superf´ıcie ou volume de uma modalidade
de imagem me´dica em pixels individuais para uma apresentac¸a˜o 3D no ecra˜
(Stytz et al. (1991)).
Figura 2.16: Exemplo de estrutura organizada em voxels (Retirado de
Mahesh (2002)).
A visualizac¸a˜o volume´trica pode ser feita de dois modos: visualizac¸a˜o
direta do volume, Volume Rendering (VR), ou por extrac¸a˜o de superf´ıcies,
Surface Rendering (SR). As diferenc¸as entre estas duas classes baseiam-se
na utilizac¸a˜o de estruturas intermedia´rias (figura 2.17).
5Renderizac¸a˜o e´ o processo de criac¸a˜o da representac¸a˜o de uma estrutura ou volume
apresentada num ecra˜. Este processo utiliza um conjunto de operac¸o˜es para transformar
uma estrutura 3D armazenada na memo´ria do computador num objeto 3D vis´ıvel no
monitor (Burger & Burge (2009), Stytz et al. (1991)).
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Figura 2.17: Te´cnicas de visualizac¸a˜o volume´trica.
Apo´s o processo de aquisic¸a˜o do volume, procede-se a` reconstruc¸a˜o dos
dados, dando origem a um volume proporcional. Segue-se a visualizac¸a˜o.
Aqui ocorre a fase de identificac¸a˜o do material representado em cada voxel.
No caso das te´cnicas de extrac¸a˜o de superf´ıcies, um valor limite (threshold) e´
definido para que apenas voxels com esse valor sejam representados, sob a
forma de pol´ıgonos (i.e. isosuperf´ıcie). No caso das te´cnicas de visualizac¸a˜o
direta, esta fase de indentificac¸a˜o, passa pela ana´lise da relac¸a˜o entre os
valores encontrados na estrutura e o valores de cor e opacidade, que sera˜o
posteriormente utilizados no algoritmo de visualizac¸a˜o. Apo´s a definic¸a˜o
dessa relac¸a˜o, e´ aplicado um modelo de iluminac¸a˜o, que com base nas pro-
priedades do material, condic¸o˜es de luz externas e nas propriedades de cada
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voxel, calcula a tonalidade de cor de cada ponto do volume. Esta etapa,
nas te´cnicas de extrac¸a˜o de superf´ıcies e´ alterada para a remoc¸a˜o de a´reas
ocultas, sendo o modelo de iluminac¸a˜o para o ca´lculo da cor dos pol´ıgonos
gerados. A u´ltima fase, a visualizac¸a˜o, consiste na renderizac¸a˜o do volume,
onde os voxels ou pol´ıgonos sa˜o projetados no monitor.
Embora cada mecanismo de captura / aquisic¸a˜o tenha as suas proprie-
dades (i.e. no caso de um estudo TC radiac¸a˜o X ou campos magne´ticos caso
seja um estudo de RM), no que se refere a` reconstruc¸a˜o 3D os passos sa˜o
semelhantes:
1. Os cortes 2D sa˜o lidos e organizados atrave´s das suas posic¸o˜es espaciais
reais. O resultado e´ um volume, armazenado na memo´ria do computa-
dor;
2. Atrave´s de te´cnicas de renderizac¸a˜o, esse volume e´ visualizado no mo-
nitor como uma imagem 3D. Estas te´cnicas de renderizac¸a˜o podem ser
MultiPlanar Rendering (MPR), SR, VR.
A definic¸a˜o de cada te´cnica de renderizac¸a˜o e´:
MPR Esta te´cnica e´ muito utilizada quando os recursos computacionais na˜o
sa˜o muito elevados, pois o consumo no que se refere ao processamento
e´ mais baixo. MPR permite fazer novos cortes sobre os ja´ existentes,
ou seja, caso os cortes aquando do exame sejam axiais, uma vez gerado
o modelo 3D e´ poss´ıvel recortar mas agora em direc¸o˜es diferentes (e.g.
coronal, sagital) (figura 2.18);
SR Com esta te´cnica, um objeto 3D e´ visualizado como um conjunto de iso-
superf´ıcies. Cada isosuperf´ıcie caracteriza-se por ter o mesmo valor de
intensidade, que neste caso se refere ao valor de atenuac¸a˜o a` radiac¸a˜o
na escala de Hounsfield. Esta te´cnica e´ particularmente u´til quando
se pretende analisar estruturas separadamente (e.g. tecido o´sseo, teci-
dos moles, entre outros). A reconstruc¸a˜o fazendo uso da SR pode ser
elaborado de duas formas (Wang (2009)):
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Figura 2.18: MPR resultante da utilizac¸a˜o da aplicac¸a˜o OsiriX.
• A extrac¸a˜o dos isocontornos em cada corte, dando origem a` iso-
superf´ıcie (Fuchs et al. (1977));
• Extrac¸a˜o baseada na reconstruc¸a˜o dos voxels. As isosuperf´ıcies
sa˜o criadas a partir dos voxels com o mesmo valor de intensi-
dade. Um dos algoritmos existentes para esta reconstruc¸a˜o e´ o
MC. Este foi o algoritmo utilizado na presente dissertac¸a˜o e que
sera´ explicado com mais detalhe de seguida (Lorensen & Cline
(1987)).
VR Esta te´cnica e´ utilizada para visualizar o volume inteiro. Estas imagens
sa˜o criadas projetando raios atrave´s do volume (me´todo de Ray Cas-
ting (Roth (1982))). Para cada raio projetado do ponto de vista do
observador que intersecte o volume (um ou mais voxels), o n´ıvel de
cor e a opacidade calculados sa˜o agregados a um pixel no plano da
imagem. Uma desvantagem desta te´cnica e´ a elevada quantidade de
ca´lculos e de armazenamento em tempo de execuc¸a˜o, dando no entanto
origem a imagens de elevada qualidade.
O conjunto de cortes paralelos e igualmente espac¸ados, resultante do estudo
de TC, sa˜o utilizados para gerar o modelo 3D. Esta reconstruc¸a˜o e´ mais
simples para esta modalidade devido ao elevado contraste existente (Nuyts
et al. (1998)).
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Figura 2.19: SR resultante da utilizac¸a˜o da aplicac¸a˜o OsiriX.
Figura 2.20: VR resultante da utilizac¸a˜o da aplicac¸a˜o OsiriX.
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2.6 Marching Cubes
Este algoritmo e´ bastante utilizado na a´rea da computac¸a˜o gra´fica, especi-
almente quando se trata de imagens me´dicas (Wang (2009), Konstantinos
et al. (1999), Delibasis et al. (2001), Xia et al. (2000), Fornaro et al. (2010),
Stytz et al. (1991)). Foi desenvolvido por William Lorensen e Harvey Cline
(Lorensen & Cline (1987)). Por forma a simplificar o compreensa˜o deste al-
goritmo, sera´ feita uma ana´lise do seu correspondente em 2D, o algoritmo de
Marching Squares. Na figura 2.21, e´ poss´ıvel visualizar um pol´ıgono numa
matriz de quadrados. O pontos vermelhos, caraterizam os ve´rtices que se en-
contram dentro do pol´ıgono. Sabe-se que, algures entre cada ve´rtice que se
encontra dentro do pol´ıgono e o que se encontra fora, existira´ um ponto que
ligara´ a superf´ıcie a criar (figura 2.22). Em 3D o processo e´ semelhante. As-
sumindo que os dados se encontram armazenados numa estrutura de grelha,
como acontece com o estudo TC, cada ce´lula e´ processada individualmente.
Dado que cada ce´lula da estrutura e´ um voxel, ou seja um cubo, todas as
ce´lulas sa˜o percorridas uma de cada vez, da´ı o nome de “cubos marchantes”,
pois o cubo de ana´lise percorre toda a grelha. O algoritmo conte´m dois pas-
sos importantes. Primeiro, a isosuperf´ıcie de valor definido pelo utilizador e´
gerada atrave´s de triaˆngulos6. De seguida, por forma a garantir uma imagem
de qualidade, e´ calculada a perpendicular a` superf´ıcie em cada ve´rtice de
cada triaˆngulo. Como sugere a figura 2.24, o algoritmo aproxima a superf´ıcie
dividindo o espac¸o de domı´nio num conjunto de cubos lo´gicos, sendo que 4
ve´rtices fazem parte de um corte. O algoritmo determina como a superf´ıcie
intersecta o cubo. Assim, a` medida que o cubo percorre a grelha, se o valor
do ve´rtice igualar ou exceder o valor limite definido, a esse ve´rtice e´ atribu´ıdo
o valor de 1, estando esse ve´rtice dentro da superf´ıcie. Se o valor for menor,
e´ atribu´ıdo o valor de 0, encontrando-se fora da superf´ıcie (Lorensen & Cline
(1987)).
Cada cubo conte´m 8 ve´rtices e cada ve´rtice pode ter dois estados, 0 e
6O triaˆngulo e´ o elemento base da computac¸a˜o gra´fica, pois com ele e´ poss´ıvel gerar
qualquer pol´ıgono. O inverso na˜o e´ poss´ıvel. Nenhum pol´ıgono pode gerar um triaˆngulo,
a na˜o ser ele pro´prio. E´ computacionalmente leve.
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Figura 2.21: Exemplo de um objeto a modelar.
Figura 2.22: Exemplo de um objeto a modelar com os pontos entre ve´rtices
que dara˜o origem a` superf´ıcie.
1. Assim, existem 256 (28) possibilidades de intersecc¸a˜o da superf´ıcie com o
cubo. Uma func¸a˜o f(x, y, z) pode ser constru´ıda atrave´s da interpolac¸a˜o tri-
linear dos valores de cada ve´rtice do cubo, gerando uma isosuperf´ıcie. Assim,
as intersecc¸o˜es da isosuperf´ıcie f(x, y, z) = t, sendo t o valor limite, com as
arestas do cubo, sa˜o calculadas atrave´s de uma interpolac¸a˜o linear inversa.
Uma vez terminada a avaliac¸a˜o de um cubo, o algoritmo prossegue para o
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Figura 2.23: Exemplo de um objeto a modelar com a superf´ıcie.
Figura 2.24: Marching cube (Retirado de Lorensen & Cline (1987)).
seguinte, ate´ terminar a grelha. No final, a isosuperf´ıcie, sob a forma de um
conjunto de pol´ıgonos esta´ pronta a ser visualizada.
Um elemento fundamental deste algoritmo e´ a lookup table que identifica
cada caso poss´ıvel. Dada a simetria e complementariedade do cubo, e dado
que a inversa˜o dos valores dos ve´rtices sa˜o equivalentes ao caso original,
Lorensen e Cline identificaram 15 casos ba´sicos dos 256 poss´ıveis (figura
2.25).
Com base no estado de cada ve´rtice, Lorensen e Cline criaram ı´ndices
para cada caso (figura 2.26). Deste modo, cada ve´rtice corresponde a um bit.
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Figura 2.25: 15 casos poss´ıveis de triangulac¸o˜es (Retirado de Lorensen &
Cline (1987)).
Com este ı´ndice, a implementac¸a˜o e´ mais ra´pida e fa´cil, pois uma vez encon-
trado o seu valor, e´ poss´ıvel ter acesso a uma tabela de “cantos” (“e1”, “e2”,
“e3”... na figura 2.26) onde se encontram as configurac¸o˜es poss´ıveis para os
triaˆngulos. Assim, sabendo que “canto” a superf´ıcie intersecta, atrave´s do
valor do ı´ndice, e´ poss´ıvel interpolar linearmente esta intersecc¸a˜o. No caso 1
da figura 2.25, tendo como base a estrutura do cubo apresentado na figura
2.26, a entrada na tabela seria ‘1 : [e1, e9, e4]’.
No entanto, podem existir ambiguidades, em que o cubo pode ser “cor-
tado” de diferentes formas no mesmo caso. Essa ambiguidade acontece na
face de um voxel em que ve´rtices em arestas adjacentes encontram-se em
estados diferentes, mas os ve´rtices diagonais esta˜o no mesmo estado, o que
49
Figura 2.26: Numerac¸a˜o do cubo (Retirado de Lorensen & Cline (1987)).
pode gerar buracos na superf´ıcie. Para ultrapassar este problema, a escolha
de um dos casos precisa de ser consistente ao logo de todo o processo. Em
todas as possibilidades da figura 2.25 pode ser atribu´ıdo um cubo comple-
mentar, que consiste em inverter o vetor normal original. Isto significa que
os ve´rtices originalmente dentro da superf´ıcie, ficam agora fora. Ao estender
os 15 casos da figura 2.25 para contemplando os casos complementares, estes
sa˜o projetados por forma a serem compat´ıveis com os cubos vizinhos, evi-
tando assim os “buracos”. Atualizac¸o˜es do algoritmo foram feitas ao longo
do anos, por forma a eliminar estas ambiguidades (Delibasis et al. (2001),
Nielson & Hamann (1991)).
A t´ıtulo de curiosidade, o algoritmo de MC pode ser resumido no pseu-
doco´digo seguinte:
Como e´ poss´ıvel constatar, apo´s a extrac¸a˜o da isosuperf´ıcie do estudo
imagiolo´gico TC e dado que os templates sa˜o tambe´m isosuperf´ıcies, a sua
interoperac¸a˜o e´ poss´ıvel. Assim, podem ser aplicados algoritmos de repre-
sentac¸a˜o que possibilitara˜o a existeˆncia de intersecc¸o˜es entre os diversos ob-
jetos, pois sa˜o representados no monitor da mesma forma.
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for each image voxel do
a cube of length one is placed on eight adjacent voxels of the image;
for each of the cube’s edge do
if the one of the node voxels has value greater than or equal to t AND the other voxel
has value less than t then
calculate the position of a point on the cube’s edge that belongs to the isosurface,
using linear interpolation;
end
end
for each of the predefined cube configurations do
for each of the eight possible rotations do
for the configuration’s complement do
compare the produced cube configuration of the above calculated isopoints to
the set of predefined cube configurations and produce the corresponding
triangles;
end
end
end
end
Algoritmo 1: Pseuco´digo do Algoritmo MC (Retirado de Konstantinos
et al. (1999)).
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CAPI´TULO 3
OrthoMED
3.1 Ambientes de desenvolvimento
Por forma a desenvolver uma soluc¸a˜o que agregasse todas as ferramentas
necessa´rias para um bom planeamento ciru´rgico, sendo isso factor diferen-
ciador das restantes ja´ apresentadas, a utilizac¸a˜o de bibliotecas externas ja´
amplamente reconhecidas foi fundamental. Assim, as ferramentas auxiliares
utilizadas foram:
GDCM Esta biblioteca, desenvolvida em C++ e de co´digo aberto, encontra-
se ao abrigo das licenc¸as de Berkeley Software Distribution (BSD)1.
A Grassroots DICOM library (GDCM) e´ uma implementac¸a˜o da norma
DICOM e que possibilita, entre muitas outras opc¸o˜es, a leitura e escrita
de ficheiros DICOM. A leitura dos ficheiros gerados pela norma na˜o
e´ fa´cil. A informac¸a˜o contida em cada ficheiro e´ bastante elevada,
existindo tambe´m um conjunto de formatos (extenso˜es) poss´ıveis, o
que torna a tarefa de leitura e ana´lise dos ficheiros DICOM dif´ıcil.
Atualmente, contempla tambe´m implementac¸o˜es em Java, C#, Python
e PHP, embora o u´ltimo esteja em fase de teste (Gonza´lez et al. (2010),
Taka & Srinivasan (2011)). Conte´m tambe´m um conjunto de comandos,
chamados a partir de uma linha de comandos, que realizam as mais
diversas tarefas (e.g. converso˜es entre diferentes formatos de imagem,
1http://www.linfo.org/bsdlicense.html
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eliminar a informac¸a˜o pessoal do paciente de um conjunto de imagens
DICOM, entre outros)2;
ITK Esta biblioteca, tambe´m desenvolvida em C++ e de co´digo aberto,
encontra-se ao abrigo das licenc¸as Apache 2.03. A Insight Segmenta-
tion and Registration Toolkit (ITK) e´ muito utilizada para segmentac¸a˜o
e manipulac¸a˜o de imagens me´dicas, pela sua simplicidade e qualidade
nos resultados. O projeto ITK nasceu em 1999, quando o US National
Library of Medicine of the National Institutes of Health ganhou um con-
tracto de treˆs anos para desenvolver uma ferramenta de co´digo aberto
que permitisse o registo e segmentac¸a˜o de imagens me´dicas. Apesar
do objeto de ana´lise para o qual foi desenvolvido, a imagem me´dica,
va´rias sa˜o as suas aplicac¸o˜es em a´reas distintas (Gong & Yaniv (2012),
Vo et al. (2012)). A` semelhanc¸a da GDCM, a ITK contempla va´rias
implementac¸o˜es que servem de interface a` biblioteca principal. Sa˜o elas
Tcl, Python e por u´ltimo, Java4;
VTK Visualization Toolkit (VTK) e´ tambe´m desenvolvida em C++ e de
co´digo aberto, encontrando-se ao abrigo das licenc¸as de BSD. E´ muito
utilizada na a´rea da computac¸a˜o gra´fica para visualizac¸a˜o e modelac¸a˜o
3D. Contempla diversos algoritmos de renderizac¸a˜o, entre eles o MC,
utilizado na presente dissertac¸a˜o. O projeto VTK nasceu 1993 quando
Will Schroeder, Ken Martin e Bill Lorensen, treˆs investigadores da a´rea
da visualizac¸a˜o decidiram criar uma framework gratuita para mani-
pulac¸a˜o e visualizac¸a˜o gra´fica. Assim nasceu o livro The Visualization
Toolkit An Object-Oriented Approach to 3D Graphics. Depois da base
principal da biblioteca estar escrita, va´rios utilizadores e programado-
res abrac¸aram tambe´m o projeto, contribuindo. Tal como as anteriores,
esta biblioteca tambe´m dete´m um conjunto de interfaces: Tcl, Java,
Python5;
2http://sourceforge.net/projects/gdcm/
3http://www.apache.org/licenses/LICENSE-2.0.html
4http://www.itk.org/ITK/resources/software.html
5http://www.vtk.org/VTK/resources/software.html
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OsiriX O projeto comec¸ou em Novembro de 2003 pelas ma˜os de Antoine
Rosset, um radiologista de Genebra, Suic¸a. Apesar da atual dimensa˜o
do projeto, inicialmente o seu propo´sito era criar uma pequena aplicac¸a˜o
que convertesse os ficheiros DICOM em formato de v´ıdeo Quicktime
para o seu colega, Luca Spadola, por forma a criar uma base de dados de
ensino. Dado que o seu objetivo era criar uma ferramenta multiplata-
forma, Antoine Rosset, passou va´rios dias a` procura de uma biblioteca
que fosse desenvolvida em Java, mas sem sucesso. Por coincideˆncia
na mesma altura, a Apple®, lanc¸ara uma versa˜o do seu sistema ope-
rativo para computadores de secreta´ria, o Mac OSX 10.3. Esta versa˜o
saiu bastante mais robusta que as anteriores, o que levou Antoine Ros-
set a considerar como uma boa aposta para criar um visualizador de
imagens DICOM moderno. Em Abril de 2004 e´ lanc¸ada a primeira
versa˜o do OsiriX, ao abrigo das licenc¸as GNU Lesser General Public
License (LGPL)6 (Rosset et al. (2004)). O Professor Osman Ratib foi o
primeiro apoiante do projeto, tornando mesmo o OsiriX como o visu-
alizador oficial de imagem DICOM do departamento de radiologia do
Hospital Universita´rio de Genebra em 2009 (Ratib (2006)). O OsiriX
foi crescendo, chegando mesmo a receber, em 2005, dois pre´mios Ap-
ple Design Award 2005. Atualmente, o OsiriX e´ desenvolvido pela
Pixmeo7, empresa criada por Antoine Rosset e Joris Heuberger em
2010. O principal objetivo da empresa e´ certificar o OsiriX pelo Food
and Drug Administration (FDA). O projeto e´ apoiado por milhares de
programadores a n´ıvel mundial, desenvolvendo tambe´m plugins para
esta aplicac¸a˜o. Esta´ desenvolvida em C++ e Objective-C. Com esta
aplicac¸a˜o e´ poss´ıvel visualizar e manipular imagem DICOM. Atrave´s
de va´rios algoritmos ja´ existentes na aplicac¸a˜o, o utilizador pode rea-
lizar segmentac¸o˜es nos estudos radiolo´gicos, criar modelos 3D, visuali-
zar a informac¸a˜o contida na metadata de cada estudo (e.g. informac¸a˜o
pessoal do paciente), impressa˜o, entre outras possibilidades. A possibi-
lidade de extensa˜o desta soluc¸a˜o atrave´s de plugins, atribui-lhe uma
6http://www.gnu.org/copyleft/lesser.html
7http://pixmeo.pixmeo.com
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elevada versatilidade, permitindo-lhe colmatar as necessidades pessoais
dos utilizadores8.
3.2 Implementac¸a˜o da metodologia
O OrthoMED e´ uma extensa˜o do OsiriX, fazendo uso das suas ferramentas
principais, especialmente o que se relaciona com a importac¸a˜o do estudo ima-
giolo´gico. Assim, por forma a utilizar esta ferramenta, o utilizador necessita
de ter em sua posse (ja´ importado para o OsiriX) o estudo de TC do paciente
em ana´lise.
Usualmente, os templates utilizados sa˜o representac¸o˜es 2D dos supor-
tes ou apoios f´ısicos a utilizar na cirurgia. No entanto, e como ja´ foi poss´ıvel
constatar, a utilizac¸a˜o de componentes 2D na˜o possibilitam a ana´lise em pro-
fundidade da extensa˜o da lesa˜o. A principal dificuldade na implementac¸a˜o
de soluc¸o˜es que auxiliem o cirurgia˜o e permitam a livre interac¸a˜o entre tipos
de imagem digital diferente, esta´ na diferenc¸a estrutural dessas mesmas ima-
gens. Como foi poss´ıvel constatar ao longo do cap´ıtulo Imagem Digital, os
tipos de imagens utilizados para elaborar uma soluc¸a˜o para o problema do
planeamento, sa˜o estruturalmente diferentes, pelo que dificulta a sua intero-
perac¸a˜o.
Como ja´ foi referido, uma das bibliotecas utilizadas foi a VTK. Com ela
e´ poss´ıvel visualizar imagens me´dicas, nomeadamente modelos 3D. A soluc¸a˜o
apresentada pode ser dividida em quatro partes (figura 3.1):
1. Importac¸a˜o das imagens resultantes do estudo TC;
2. Adic¸a˜o e manipulac¸a˜o de templates representativos dos suportes reais
a utilizar;
3. Recorte do modelo gerado em conjunto com os templates. Assim, sera´
poss´ıvel gerar um conjunto de imagens resultantes do corte do modelo
num plano previamente escolhido, agora com os suportes escolhidos;
8http://www.osirix-viewer.com/Downloads.html
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4. Gerar o relato´rio.
Figura 3.1: Workflow do OrthoMED.
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3.2.1 Importac¸a˜o do estudo imagiolo´gico
Apo´s a abertura da aplicac¸a˜o Osirix, o utilizador segue para o menu Plugins!
Image Filters! OrthoMED. Aqui, o OrthoMED utiliza todas as bibliotecas re-
feridas anteriormente. Com a GDCM, e´ poss´ıvel ter acesso a` metainformac¸a˜o
do estudo, armazenada no cabec¸alho de cada corte. Esta informac¸a˜o sera´ u´til
no momento da elaborac¸a˜o do relato´rio. Com a ITK, importa o estudo que
se encontra no formato original na˜o compactado, criando um canal de co-
municac¸a˜o entre o resultado da importac¸a˜o da ITK e a VTK. Assim, com
aux´ılio da implementac¸a˜o do algoritmo MC existente na biblioteca VTK9, e´
poss´ıvel escolher o valor de limite para a superf´ıcie, que sera´ o valor equiva-
lente ao osso na escala de Hounsfield, que pela tabela 2.5, seria cerca de 800.
No entanto, para o caso em ana´lise que possibilita a discussa˜o dos resultados,
esse valor revela-se elevado, pois o osso existente no pe´ e´ menos denso, sendo
por isso necessa´rio baixar esse valor. O valor escolhido para o efeito foi de
300.
A biblioteca VTK tem um modo de funcionamento definido, caracteri-
zado como uma pipeline (Schroeder et al. (2003)):
Dados Estando na posse dos ficheiros de origem, neste caso o estudo TC,
sa˜o aplicados filtros;
Filtros O filtro aplicado e´ o ja´ referido, vtkMarchingCubes;
Mapear Por forma a conseguir representar a informac¸a˜o no monitor, e´ ne-
cessa´rio transformar os dados em informac¸a˜o que possa ser renderizada,
ou seja, formas geome´tricas. As estruturas que permitem essa trans-
formac¸a˜o da˜o pelo nome de mappers, que procedem ao “mapeamento”
dos dados em formas geome´tricas;
Atores A biblioteca conte´m estruturas denominadas de atores. Estes ato-
res representam uma entidade na cena que sera´ renderizada. Cada
elemento adicionado a` janela e´ representado por um ator;
9A implementac¸a˜o do algoritmo MC na biblioteca VTK, corresponde a` classe
vtkMarchingCubes.
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Apresentac¸a˜o Atrave´s de renderers, os atores sa˜o apresentados numa ja-
nela, ou seja, os atores sa˜o adicionados a um renderer que sera´ poste-
riormente atribu´ıdo a uma RenderWindow, que se encarregara´ de apre-
sentar todos os atores para futura manipulac¸a˜o.
Para que a interac¸a˜o seja poss´ıvel, e´ necessa´rio atribuir estilos a` janela
(RenderWindow). No presente trabalho e como sera´ poss´ıvel confirmar de
seguida, foram escolhidos os estilos de interacc¸a˜o com a caˆmera e com o ator.
Este passo de atribuic¸a˜o do estilo na˜o faz parte da pipeline.
Apo´s esta importac¸a˜o, invis´ıvel para o utilizador, o painel principal e´ por
fim revelado, como demonstra a figura 3.210.
Figura 3.2: Janela principal do OrthoMED.
A partir desta janela o utilizador controla toda a aplicac¸a˜o. Nesta fase e´
de salientar treˆs componentes da janela:
10E´ importante referir que o caso retratado serve u´nica e exclusivamente para demons-
trar as potencialidades da soluc¸a˜o desenvolvida, na˜o contendo qualquer base me´dica. Deste
modo, os templates sa˜o posicionados por forma a possibilitar a visualizac¸a˜o das suas in-
tersecc¸o˜es com o estudo, na˜o se tratando de nenhum caso real.
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Figura 3.3: Janela principal do OrthoMED, com a isosuperf´ıcie num aˆngulo
diferente.
• Dois boto˜es que permitem a escolha entre os estilos de interac¸a˜o: o ator
e a caˆmera;
• Uma barra superior, designada de slider que permite a manipulac¸a˜o da
opacidade do ator referente ao estudo imagiolo´gico;
• A janela principal onde os atores esta˜o representados, que na fase inicial
apenas conte´m o estudo (ponto d) ).
Atrave´s dos dois boto˜es que permitem a escolha do estilo de interac¸a˜o,
e´ poss´ıvel manipular objetos diferentes. Caso esteja selecionada a opc¸a˜o de
caˆmera, o utilizador pode rodar a caˆmera que o representa, ou seja, o seu
ponto de vista. Deste modo, e´ poss´ıvel manipular o conjunto de objetos /
atores que representam a cena, como se fossem um so´. Por outro lado, caso
a opc¸a˜o selecionada seja a de ator, a manipulac¸a˜o passa a ser individual ao
ator escolhido na cena. Toda estas alterac¸o˜es sa˜o sempre realizadas sobre a
janela principal (ponto d) ), onde se apresentam os objetos.
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3.2.2 Adic¸a˜o e manipulac¸a˜o de templates
Na parte superior (ponto a) ), encontra-se um painel onde e´ poss´ıvel adicionar
os templates existentes numa base de dados. Quando selecionado o bota˜o Add
Template, uma nova janela aparece (figura 3.4).
Figura 3.4: Janela para a escolha dos templates.
Neste janela e´ poss´ıvel encontrar / escolher pre´ visualizac¸o˜es dos tem-
plates armazenados na base de dados. Selecionando uma imagem com o
lado direito e´ poss´ıvel ter acesso a informac¸a˜o adicional, como o fabricante,
as dimenso˜es do apoio, entre outros. Apo´s a escolha do template, este e´
automaticamente adicionado a` janela principal, sendo adicionado como um
ator. E´ adicionado no ponto (0, 0, 0), segundo o eixo (x, y, z) representado na
mesma janela. E´ a partir deste ponto que o trabalho proposto se distingue
das soluc¸o˜es apresentadas e existentes, pois toda a manipulac¸a˜o por parte do
utilizador e´ feita em 3D. E´ poss´ıvel deslocar livremente a representac¸a˜o do
apoio, podendo utilizar a opc¸a˜o que permite alterar a opacidade do estudo
por forma a visualizar onde o apoio de facto esta´ posicionado internamente.
Enquanto a escolha da posic¸a˜o mais adequada e´ feita, a` medida que o
utilizador altera a posic¸a˜o ou a orientac¸a˜o do apoio, os dados na tabela lateral
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Figura 3.5: Colocac¸a˜o dos templates no local desejado.
Figura 3.6: Intersecc¸a˜o com treˆs templates.
(ponto b) ) sa˜o atualizados em tempo real. No caso da orientac¸a˜o, os valores
sa˜o apresentados na forma de (aˆngulo com o eixo dos xx, aˆngulo com o eixo
dos yy, aˆngulo com o eixo dos zz). Quanto a` posic¸a˜o do objeto, a notac¸a˜o e´
semelhante. As dimenso˜es do apoio sa˜o fixas, na˜o podendo ser alteradas. Isto
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Figura 3.7: Zoom das intersecc¸o˜es, com valor de opacidade do estudo redu-
zido.
Figura 3.8: Zoom das intersecc¸o˜es, com valor de opacidade do estudo redu-
zido (outro aˆngulo).
acontece porque os apoios reais tambe´m teˆm dimenso˜es fixas e por forma a
manter a coereˆncia, as suas representac¸o˜es tambe´m as teˆm. Uma das colunas
dessa tabela e´ caracterizada pela sigla UID, ou seja Unique IDentifier. Este
valor servira´ para identificar inequivocamente que apoios foram escolhidos e
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Figura 3.9: Zoom das intersecc¸o˜es, com valor de opacidade do estudo redu-
zido.
que estara˜o presentes no relato´rio (que posteriormente sera˜o adquiridos para
serem utilizados na cirurgia).
Figura 3.10: Lista com os apoios selecionados.
Na parte inferior da janela, e´ poss´ıvel encontrar um bota˜o intitulado de
Options (figura 3.11). Nesta janela e´ poss´ıvel definir duas opc¸o˜es:
• Escolher isosuperf´ıcies a adicionar, seja a pele, vasos sangu´ıneos, ou um
valor escolhido na escala de Hounsfield ;
• Escolher o plano de corte a realizar no modelo final gerado: axial,
coronal, sagital e obl´ıquo. Por defeito, o corte e´ realizado de forma
axial.
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Figura 3.11: Janela de opc¸o˜es.
Figura 3.12: Isosuperf´ıcie adicionada.
3.2.3 Recorte do modelo final
Uma vez terminada a adic¸a˜o de apoios e suas posic¸o˜es, e´ poss´ıvel recortar
o modelo gerado, no plano de corte definido na janela da figura 3.11. Esta
opc¸a˜o tem grande utilidade para o utilizador. Como ja´ foi referido, a uti-
lizac¸a˜o de modelos 3D permite obter uma visa˜o global do problema e da
sua soluc¸a˜o. No entanto, a vista 2D permite avaliar com mais rigor dado
o n´ıvel de detalhe existente. Deste modo, as duas vistas complementam-se
no que refere a` utilidade para uma boa avaliac¸a˜o da extensa˜o do problema
e da poss´ıvel intervenc¸a˜o. Assim, quando selecionado o bota˜o intitulado de
Compute, o modelo criado com todos os apoios adicionados e´ recortado no
plano escolhido, sendo o resultado deste corte apresentado na parte inferior
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Figura 3.13: Zoom da isosuperf´ıcie adicionada (outro aˆngulo).
da janela. E´ poss´ıvel percorrer todos os cortes gerados, por forma a ver
com maior detalhe a colocac¸a˜o real dos implantes na parte mais interior dos
tecidos.
Figura 3.14: Cortes gerados a partir da isosuperf´ıcie inicial em conjunto com
os templates.
Assim, de uma forma que e´ familiar ao cirurgia˜o, dado que a ana´lise 2D
de um estudo TC e´ feita de forma semelhante, e´ poss´ıvel avaliar a forma como
os apoios escolhidos e posicionados intersectam o tecido o´sseo na localizac¸a˜o
definida. Com esta possibilidade, a ana´lise e posterior planeamento e´ total,
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Figura 3.15: Exemplos de cortes gerados.
pois todas as formas de observac¸a˜o poss´ıveis sa˜o contempladas.
3.2.4 Relato´rio
Apo´s o trabalho desenvolvido no correto posicionamento dos apoios, o pla-
neamento esta´ quase terminado. No entanto e´ fundamental que o cirurgia˜o
tenha a possibilidade de exportar essa informac¸a˜o de modo a ser utilizada
no momento da cirurgia. Posto isto, o OrthoMED possibilita a exportac¸a˜o de
um relato´rio provido de toda a informac¸a˜o necessa´ria e u´til que servira´ de
auxiliar (figura 3.16).
O utilizador tem a possibilidade de retirar imagens do que veˆ na janela
principal. Atrave´s do estilo de interac¸a˜o de caˆmera, posiciona o conjunto de
objetos da forma que considera mais u´til e que possibilite uma boa trans-
posic¸a˜o do caso virtual para o paciente. Para isso, basta utilizar a opc¸a˜o
Screenshot e escolher o destino da imagem. Por fim, escolhendo a opc¸a˜o
Create Report (ponto e) ), uma janela com os dados do paciente surge no
monitor. A tabela que e´ atualizada em tempo real no momento da adic¸a˜o /
remoc¸a˜o de templates, tambe´m se encontra dispon´ıvel no relato´rio, possibi-
litando assim que o cirurgia˜o tenha acesso ao dados relativos ao posiciona-
mento e tipos de apoios. O cirurgia˜o tem tambe´m uma a´rea onde e´ poss´ıvel
introduzir algumas notas que o mesmo considere necessa´rias como auxiliar.
Por u´ltimo, e´ poss´ıvel adicionar as imagens previamente geradas a partir da
janela principal.
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Figura 3.16: Janela utilizada para gerar o relato´rio, onde e´ poss´ıvel adicionar
notas e as imagens capturadas.
Este relato´rio revela-se fundamental para a cirurgia. Dado que o pla-
neamento foi desenvolvido previamente a` cirurgia, permitindo assim uma
avaliac¸a˜o cuidada e ponderada, o relato´rio permite ter acesso a informac¸a˜o
u´til que possibilitara´ que a cirurgia decorra o mais pro´ximo poss´ıvel do que
foi planeado.
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CAPI´TULO 4
Concluso˜es
O trabalho proposto tem como principal objetivo criar uma metodologia
que possibilite a interoperac¸a˜o de imagens em tipos de formato diferentes,
normalmente utilizados na a´rea da medicina. Essas imagens sa˜o estrutural-
mente diferentes. Por um lado, o estudo imagiolo´gico TC, sendo imagem
volume´trica matricial composta por uma matriz de voxels. Por outro, as
representac¸o˜es digitais (templates) dos apoios f´ısicos utilizados na cirurgia,
imagem vectorial composta por um conjunto de representac¸o˜es geome´tricas.
As soluc¸o˜es existentes e que foram apresentadas no cap´ıtulo 1, na˜o con-
templam a modelac¸a˜o 3D como elemento de apoio ao planeamento, ou quando
existe essa possibilidade, a constituic¸a˜o do modelo e´ feita com base em mode-
los standard ou necessitam da intervenc¸a˜o de te´cnicos especializados. Nesse
cap´ıtulo e´ feita uma ana´lise das soluc¸o˜es existentes atualmente, comparando
com o trabalho aqui desenvolvido.
O cap´ıtulo 2 permite perceber a dificuldade na interoperac¸a˜o entre os
dois tipos de imagem digital, sendo poss´ıvel compreender a constituic¸a˜o de
cada tipo de imagem, bem como os formatos mais utilizados. Sa˜o apresenta-
dos alguns conceitos de computac¸a˜o gra´fica importantes para a compreensa˜o
do trabalho elaborado com vista a` escrita desta dissertac¸a˜o. E´ feita uma
explicac¸a˜o sobre a estrutura da imagem DICOM e sobre TC, onde e´ poss´ıvel
compreender o seu funcionamento e de que forma a informac¸a˜o fornecida por
este tipo de estudo e´ u´til para o planeamento. E´ poss´ıvel tomar conheci-
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mento de factos curiosos, como a relevaˆncia do sucesso da banda de mu´sica
britaˆnica The Beatles no desenvolvimento desta tecnologia. E´ explicada de
que forma a informac¸a˜o contida no estudo e´ u´til para a criac¸a˜o do modelo 3D
e consequente planeamento, percebendo quais as vantagens em utilizar uma
isosuperf´ıcie para o representar no planeamento. Por u´ltimo, foi elaborada
uma ana´lise acerca do algoritmo escolhido para a criac¸a˜o dessa isosuperf´ıcie,
o MC.
OrthoMED, foi o nome atribu´ıdo ao plugin implementado como trabalho
proposto. Explicado no cap´ıtulo 3, o OrthoMED possibilita a interoperac¸a˜o de
um modelo 3D gerado a partir de um estudo TC e as representac¸o˜es visuais
provenientes dos fornecedores de implantes me´dicos. Estas representac¸o˜es
virtuais sa˜o ficheiros .stl gerados a partir de modelos CAD dos implantes
f´ısicos. A vantagem na utilizac¸a˜o deste tipo de ficheiro passa pela sua vasta
utilizac¸a˜o na industria de implantes, dado que e´ o formato utilizado em pro-
totipagem ra´pida. Com esta aplicac¸a˜o, o cirurgia˜o tem a possibilidade de
adicionar templates e manipular a sua posic¸a˜o sempre em 3D, o que permite
uma constante avaliac¸a˜o global do correto posicionamento dos apoios. E´
poss´ıvel tambe´m, recortar o modelo 3D gerado, incluindo os apoios coloca-
dos. Desta forma, o cirurgia˜o pode analisar, agora em 2D, a viabilidade da
sua abordagem, pois tem a possibilidade de escolher entre diferentes planos
de corte: Axial, Sagital, Coronal e Obl´ıquo. Escolhido o plano de corte, o
cirurgia˜o consegue analisar de que forma os implantes va˜o intersectar o tecido
o´sseo, avaliando a sua viabilidade. Por fim, tem a possibilidade de expor-
tar um relato´rio com a informac¸a˜o definida no planeamento e que servira´ de
auxiliar no momento da cirurgia.
E´ poss´ıvel concluir, que a metodologia desenvolvida e implementada,
traz vantagens para os cirurgio˜es ortopedistas. Isto deve-se a` possibilidade
disponibilizada ao cirurgia˜o para manipular o modelo 3D gerado, composto
por uma ou mais isosuperf´ıcies, podendo adicionar as representac¸o˜es digitais
dos implantes existentes numa base de dados. Comparando com as soluc¸o˜es
existentes atualmente, o OrthoMED traz uma abordagem diferente, reforc¸ada
e complementar para o planeamento ciru´rgico ortope´dico, delegando a ela-
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borac¸a˜o do mesmo totalmente para o cirurgia˜o.
No entanto, e´ poss´ıvel ir mais longe. Como trabalho futuro, sera´ interes-
sante:
• Introduzir algoritmos de processamento de imagem que permitam uma
segmentac¸a˜o da imagem. Quando existem fragmentos de tecido o´sseo
livres no mu´sculo do paciente devido a um traumatismo, e´ importante
que o cirurgia˜o os possa selecionar e manipular, podendo assim utilizar
os implantes para a reconstruc¸a˜o da a´rea afectada;
• Realc¸ar as a´reas de intersecc¸a˜o. E´ poss´ıvel determinar os pontos em
que ocorrem as intersecc¸o˜es. Do ponto de vista do utilizador, o ci-
rurgia˜o ortopedista, e´ vantajoso realc¸ar as a´reas onde ocorrem essas
intersecc¸o˜es;
• Melhorar o User Interface da soluc¸a˜o, tornado-a mais intuitiva e de
simples interac¸a˜o.
• Implementar mais algoritmos de modelac¸a˜o 3D, ficando assim a decisa˜o
da escolha do algoritmo mais adequado para o planeamento de cada
caso, do lado do cirurgia˜o.
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