Abstract. Here I show how fitness landscapes can be used to understand the relative importance of developmental and ecological change in initiating morphological innovation. Key is the use of morphogenetic 'rules' as the axes of the landscape, which enables explicit incorporation of the contribution that specific morphologies make to fitness. Four modes of fitness landscape evolution are identified: (1) change in the density of peaks on the landscape, driven by an increase in the number of selective pressures encountered; (2) change in the dimensionality of the landscape through the addition of morphogenetic rules; (3) change in the size of one or more dimensions of the landscape through elaboration of already existing morphogenetic rules; and, (4) shifting the position of peaks in the landscape. Morphological innovation is initiated by ecological change in Mode (1), for example the Cambrian explosion of animals, and Mode (4), for example, when taxa such as sticklebacks make a shift in environment, or during coevolutionary escalation. Morphological change is initiated by developmental innovation for Mode (2), typified by some macroevolutionary innovations, such as the emergence of jaws, and in Mode (3), for example, in the differentiation of flower morphology facilitated by gene duplication of the B-class developmental genes.
Introduction
Morphological change and innovation pervade the fossil record. Most change is relatively minor, constituting the first appearance of new character states of existing characters, or, as clades become older, an increasing reshuffling of already-seen character states (Wagner 2000) . Change of this magnitude is usually reflected in the recognition of new species or genera. Less frequent are morphological innovations that require the definition of new characters, which traditionally led to the erection of higher taxa in the Linnaean hierarchy.
What are the causes of morphological change and innovation from the mundane to the impressive? We know that changes in development must be involved, but changes in the biotic and physical environments must also be important. What is the relationship between these factors? Here I provide a conceptual framework that enables generalities to be drawn about the fundamental drivers of morphological change. The core of the framework is the morphogenetic fitness landscape.
Fitness landscapes: genotypic versus morphogenetic

Genotypic fitness landscapes
Fitness landscapes have a long and venerable history, dating to Wright (1931 Wright ( , 1932 . Typically the 'spatial' component of the landscape is defined by a set of genes and their alleles. However, Simpson (1944 Simpson ( , 1953 , Lande (1976 Lande ( , 1979 and Arnold et al. (2001) , among others, used the 'spatial' component of Wright's landscapes to represent the phenotype. The resulting landscapes are typically termed adaptive landscapes (Pigliucci 2012) , although Simpson (1944) called them selective landscapes (see also Brodie et al. 1995) .
In genotypic fitness landscapes each dimension of the landscape represents a specific gene, with the different alleles corresponding to different positions along that dimension. Thus, each point on the landscape corresponds to a unique set of alleles. The altitude, or elevation, of each point corresponds to the fitness for that combination of alleles.
From a morphological perspective genotypic landscapes are of limited use; even for living species the mapping of the genotype into the phenotype is all but intractably complex (Lewontin 1974) , even though great progress is being made towards an understanding of the genetic underpinnings of specific morphological changes (see Chan et al. (2010) for just one example, on pelvic reduction in sticklebacks, and Jones et al. (2012) for whole-genome analysis of adaptive evolution in sticklebacks).
2004; Gerhart and Kirschner 1997; McGhee 1999 McGhee , 2007 , where each dimension corresponds to a specific morphogenetic rule, and where the position along each dimension corresponds to a specific state, or value, taken on by that rule. In Niklas ' (1994) hypothetical plant morphospace, the rules include the probability of branching and the angles at which the daughter branches emerge. Thus, each point in the landscape corresponds to a different morphology; i.e. the morphogenetic rules define a theoretical morphospace (Raup 1966; McGhee 1999 McGhee , 2007 . This is in contrast to genotypic landscapes, where several points in the landscape might correspond to the same morphology (e.g. see Green and Extavour 2012) .
A theoretical morphospace becomes a fitness landscape if one can assign a fitness to each morphology (Fig. 1) . In practice this is all but impossible to do, but it can be done in silico (see below), which permits useful discussion of how fitness landscapes might evolve.
The relationship between genotypic and morphogenetic fitness landscapes
At some level of causality the different states of each morphogenetic rule can be attributed to specific combination(s) of alleles. Alleles may constitute different nucleotide sequences for the same gene, either within an individual, or between individuals, or within or between populations, or between species, etc. Morphologically important allelic differences may be located in the coding regions, and/or in the control regions of a gene (e.g. the cis-regulatory nucleotide sequences), or in other parts of the gene (for example, at sites that control the processing of the mRNA for protein-coding genes), or in the genes for microRNAs that may also regulate a gene's expression, etc.
The relationship between genetic change and morphological change is complex, not only because there are many genes involved directly and indirectly with morphogenesis, but because there is a hierarchy of processes that lead from individual alleles to specific states of given morphogenetic rule (Fig. 1 ). For example, it is becoming apparent that 'morphogenetic' genes are organised into gene-networks, which in turn control morphogenesis (Carroll et al. 2001; Davidson 2006) . Thus, changes in morphology may result from: (1) the rewiring of specific networks, which may be reflected in changes in the nucleotides of the cis-regulatory elements; (2) how different networks are linked, which may be reflected at the allelic-level in changes in the nucleotide sequences of the amino acids that bind the regulatory elements of genes in other networks, or changes in the nucleotide sequences of the binding sites that those amino acids bind; and/or (3) the order in which the networks are activated, which may be controlled by the relative rates at which the cellular precursors of specific tissues or structures develop, which in turn are controlled by changes in their regulatory networks, or even by house-keeping genes such as the cell-cycle genes that control how quickly cells proliferate, etc.
It is well beyond the scope of this paper to attempt to resolve the complex and still relatively poorly understood relationships between genotypic changes and morphogenesis. Nonetheless, in some cases it has been possible to use our genetic understanding of morphogenesis to derive morphogenetic rules. For example, Salazar-Ciudad and Jernvall (2010) have developed a genetically informed model of tooth development that explicitly incorporates tissue mechanics (including cell adhesion, repulsion, etc. within the epithelium, and buoyancy and border growth in the mesenchyme) in a morphogenetic model of tooth development. Moreover, progress is being made in thinking about evolutionary innovation in a hierarchical framework (Erwin and Davidson 2009; Wagner 2011) .
However, for the most part, the morphogenetic rules used to define theoretical morphospaces to date are not tied explicitly to the underlying genetics. Thus, we do not know yet whether there is a smooth mapping between small changes in the genotype and the resulting morphologies. That is, it is possible that small changes in genotype might translate into large jumps in a theoretical morphospace space. And we certainly have examples of small changes in genotype that lead to large changes in morphology (for example, homeotic mutations, or large-effect Cartoon of a morphogenetic fitness landscape. Two morphogenetic rules define the x-y plane, which constitutes a theoretical morphospace. Each point in that plane corresponds to a different morphology. The relative fitness of each morphology is shown on the z-axis, and the resulting landscape is also colour coded to indicate the relative fitness. Typically, fitness landscapes have a higher number of dimensions. At some level of causality the different states of each morphogenetic rule (designated by the different positions along each of the morphogenetic axes) can be attributed to a different configuration, or wiring, of one or more genetic networks (indicated by the larger number of [non = orthogonal] dimensions shown in red), which in turn, are determined by an even larger number of genes and their alleles, shown in blue (see text for further discussion). quantitative trait loci [QTLs] ). If small changes in developmental genotype typically lead to large changes in phenotype, then the distances portrayed in a genetically uniformed morphogenetic morphospace will not correspond to the distances in the underlying genotypic space. Fortunately, our ignorance of how genotypic variation translates into phenotypic variation does not impinge on how morphogenetic fitness landscapes themselves evolve (the focus of this paper), but obviously impinges greatly on how easily lineages are able to explore those morphogenetic fitness landscapes (which is beyond the scope of this paper).
Fitnesses and the number of peaks in morphogenetic fitness landscapes
Fitnesses
Given a set of environmental conditions (E), and a set of k tasks (t k ) that need to be performed in order for an organism to pass its genes on to the next generation, the morphology (M) of the organism will have a relative fitness (F), the relative likelihood that that morphology (and any concomitant behaviours, etc.) will pass its genes on to the next generation:
In practice it is difficult, probably impossible, to compute fitnesses for a given set of morphologies, let alone all conceivable morphologies. Nonetheless, it seems reasonable to assume that different morphologies will generally have different fitnesses in a given environment, and this is certainly the case in simulations (e.g. see Niklas 1994) .
Number of peaks
For a set of i morphogenetic rules each with j states (m i,j ), in an environment (E) where k tasks (t k ) need to be performed, there will be a number, b D, of local fitness 'highs' or peaks, each of which corresponds to a locally optimal morphology:
As with the calculation of fitness values for specific morphologies, generally speaking it will be difficult or impossible to calculate the number of peaks for a given theoretical morphospace given any specific configuration of the biotic and abiotic environments (but see below). However, there will be an expected number of peaks, nonetheless.
Eqn (2) implicitly captures the fact that the position of the peaks, i.e. the morphologies expected under Darwin's theory of evolution, are a function of the morphogenetic rules (m i,j ), conditional on the tasks the organism needs to perform to pass its genes on to future generations (t k ), and the environment (E), both the biotic and abiotic.
The meaning of the peaks
Given that the peaks in a fitness landscape correspond to the morphological solutions that best satisfy the selective pressures that the organisms must satisfy to pass their genes on to future generations, a peak represents a best 'engineering' solution to the problems engendered by conditions of life for the group characterised by a specific set of morphogenetic rules. In this sense, each peak can be viewed as an ecomorph.
What can be done with morphogenetic fitness landscapes?
Despite the difficulty in calculating fitnesses for specific morphologies and estimating the expected number of peaks in a given fitness landscape, we can still determine how the location and number of peaks might change as the controlling variablesthe morphogenetic rules, the environment and the number (and nature) of tasks that need to be performed -evolve. That is, we can ask in what ways can and do morphogenetic fitness landscapes evolve? This question is distinct from the question of how evolution proceeds on fitness landscapes (e.g. see Rice 2004; Gavrilets 2004 ), i.e. how fitness landscapes are explored, a topic that has attracted much more attention than how the landscapes themselves evolve.
The evolution of fitness landscapes
A fitness landscape can evolve in one of four fundamental ways: (1) it may change its roughness, the density of peaks on its (hyper) surface; (2) it may change its dimension, by changing the number of morphogenetic rules; (3) it may change its size, by changing the number of states that one or more of those morphogenetic rules can take; or (4) the peaks may simply shift their positions, leaving the roughness, dimension and size unchanged. Each of these is considered below.
Type 1 innovation: changing the roughness of a landscape
What determines the roughness of a fitness landscape?
I use the term roughness here to refer to the density of local optima on a landscape. If the landscape does not change in size, then this is a direct measure of the total number of peaks in the landscape ( b D) . Others (e.g. Kauffman 1993 ) have used the term 'ruggedness' (or 'smoothness' for simple landscapes) for the same concept, but it is harder to make a verb of ruggedness so I use the term 'roughness' instead).
Most workers simply assume a roughness, concentrating on how a fixed landscape is explored by evolving populations. But some have been concerned with what determines the roughness of the landscape itself. For example, Kauffman's (1993) NK-model provides a way of tuning the roughness of a fitness landscape. In his model, N is the number of genes (typically each has just two states, or alleles), and K refers to the number of interactions between those genes. For K = 0 there are no interactions and the corresponding genotypic fitness landscape has just one peak (the landscape is very smooth). With maximal interactions, where each gene interacts with all other genes, K = (N -1), the landscape is maximally rough, or rugged, due to fitness trade-offs between the interacting genes.
As discussed above, genotypic fitness landscapes are difficult to interpret morphologically, and the ability to meaningfully assign a value of K to a set of genes is particularly difficult, especially from a morphological standpoint. In addition, models like the NK-model do not explicitly incorporate the phenotype into the calculation of fitness or in the determination of the roughness of the fitness landscape. Thus, the limitations of genotypic fitness landscapes stem not only from the complexity of genetic interactions, but also from their inability to explicitly engage the particulars of the phenotype (and the environment) in the calculation of the fitnesses.
Nonetheless, the effect of trade-offs in roughening genic fitness landscapes is the same in morphogenetic fitness landscapes. For example, Niklas (1994 Niklas ( , 1997 Niklas ( , 2004 , using a sixdimensional morphogenetic fitness landscape for the gross-level morphology of plants, shows that the roughness of his landscape is controlled by the number of interacting tasks the plants need to perform to pass their genes onto the next generation (rather than the degree of interaction between the genes, as in the case of Kauffman's genotypic fitness landscapes). This insight was made possible because Niklas was able to evaluate the fitness of his computer-generated plants based on quantitative measures of each plant's ability to perform explicit ecological tasks (t k ), specifically how many seeds each could produce (and how well they could disperse), how effectively each could harvest light, avoid mechanical breakage of their branches, and avoid desiccation through minimising its surface area. More specifically, the roughness of the landscape stems from trade-offs associated with having to maximise the performance of all required tasks simultaneously. I return to this in more detail below, but first the central importance of trade-offs needs to be emphasised.
The Principle of Frustration
This principle (Marshall 1995 (Marshall , 2003 (Marshall , 2006 captures the empirical observation that the solutions needed to satisfy each of the different needs of an organism will often be in (partial) conflict with each other, so that the overall optimal design for an organism will rarely be optimal for any of the specific tasks it needs to perform (i.e. there will almost always be trade-offs). A good solution for meeting one need will typically (partially) 'frustrate' the ability to find a good solution for some other need. This is a phenotypic equivalent of Kauffman's NK model, and I have taken the term 'frustration' from his analogy with spin glasses.
I have highlighted the importance of trade-offs when considering the fitness of an entire organism because I believe it is crucial to understanding the origins especially of disparity (see below, as well as Marshall 1995 Marshall , 2003 Marshall , 2006 .
Usually, trade-offs come to the fore in discussions of specific functions, often as one of the components of an explanation for why a specific functional system in an organism does not have a fully optimal design, or performance, from a biomechanical point of view. Niklas' computer simulations show the importance of the principle of frustration in shaping the overall morphology of organisms. When Niklas selected for just one task, the number of local optima ( b D) in his plant morphogenetic fitness landscape were few, typically 1-3. However, as he increased the number of tasks that needed to be performed, frustration set in, and both the number of local-optima increased, as did the average complexity (disparity) of those locally optimal solutions (Fig. 2) .
Simply put, an optimal solution for one need typically compromises the ability of an organism to perform some other need, a principle well understood by engineers of complex systems (Csete and Doyle 2002) . It is this fact that leads to a multitude of locally optimal morphologies. In the case of Niklas' plants, maximising reproductive success requires maximising the number of branches (actually branch-tips, where the seeds form) and the heights of those branch tips to maximise dispersal. Maximising light harvesting, while also requiring many branches, requires the higher branches to be smaller to minimise overshadowing and the branches need to be oriented horizontally, rather than vertically, to maximise light interception. Minimising the risk of breaking branches means limiting horizontal branch length, which is in conflict with needs of light interception. And finally, minimising surface area means limiting branch length, regardless of orientation, which compromises both reproductive success and light interception. Some of the trade-offs are in branch length, some are spatial (the need for horizontal versus vertical branches), others a combination of both. The key point is that when all tasks need to be performed the trade-offs combine to produce a wide range of local optima, given the rules for making the plants.
Thus, it is frustration that leads to an increase in roughness of a fitness landscape, the number of local optima, as the number of needs increase. While the number of local optima in a fitness landscape will depend on the specific morphogenetic system (e.g. whether we are dealing with plants, or animals, molluscs, etc.) and on the range of environments, E, in which the clade finds itself, the roughness of the landscape will also depend on the number of tasks (k in t k ) that need to be performed. Following Niklas, f(k) will be larger as we increase the value of k. This is a very powerful result. It says that regardless of the morphogenetic rules, and even though we usually cannot compute fitnesses for morphologies in theoretical morphospaces, we expect the number of optimal peaks and the disparity of a clade to increase as the number of tasks that need to be performed by the clade increases.
How many peaks should there be?
The number of peaks will most likely depend on the morphogenetic system, the degree of frustration, and the manner in which the frustration is expressed (for example, with Niklas' plants sometimes the frustration is in terms of the number of branches, in other cases it is simply in their orientation). Nonetheless, generally different morphologies will have different fitness values for different specific tasks. For example, again turning to Niklas' plant simulations, some plants have very low surface areas (minimising the loss of water at the expense of seed production and photosynthetic capacity), while others have a large number of branches (maximising photosynthetic capacity and seed production, thus paying a high cost in water loss and the likelihood of losing some of their branches). For each locally optimal design, it is possible to rank each of the fitness factors according to their relative importance to the overall fitness, and thus there are k! ways of ordering the importance of the k tasks (ignoring ties). Hence the number of peaks in the landscape should follow:
Niklas' computer simulations are compatible with this hypothesis (Fig. 3) .
Example of the roughening of a fitness landscape: the Cambrian explosion
For most clades, for most of their history, I suspect their fitness landscapes neither roughen (nor smooth) appreciably. Typically, the fundamental needs of organisms are set and their ecological roles relatively fixed. Thus, the number (k) of tasks they need to perform to satisfy those needs is largely invariant, and so the density of peaks, the number of local optima, is largely unchanging. That is, I suspect roughening is not a common mode of evolution.
However, there was a specific time in the history of animal life when I believe roughening played a major role in driving disparity, and that is during the Cambrian explosion of animals (Marshall 2003 (Marshall , 2006 . The phylogenetic distribution of key developmental genes in living species suggests that the basic developmental toolkit for animals was already in place before the radiation of at least the bilaterian phyla (Carroll et al. 2001; Davidson and Erwin 2006; Marshall 2006; Erwin and Davidson This developmental system appears to be combinatorial in nature; that is, different morphologies seem to stem from changes in the way the genes are wired together. Davidson and Erwin (2006) elaborate on this basic idea by identifying conserved kernels that define superphylum-and phylum-level characteristics, and then different 'plug-in' gene circuits and different inputs and outputs that control the differences between classes, orders, etc.). Thus, at some level of generality, there is a universal developmental toolkit held in common by all phyla, and it appears that modification of that toolkit may have been responsible for the major differences between the phyla. That is to say, it seems reasonable to assume that this developmental toolkit translates into a set of morphogenetic rules that unites all, or most, animals, and thus it is reasonable to place the phyla in a single theoretical morphospace, although this space has yet to be explicitly defined. Most interestingly, it appears that animals of the Ediacaran, which immediately predates the Cambrian explosion, had a dearth of macroscopic sensory organs (compound eyes, antennae, setae, etc.) and they also lacked macroscopic organs of direct interaction with either organisms of similar size or the environment (there are no legs, swimming appendages, claws, etc.). Further, they show no signs of predation, except for rare bore holes in the first skeletonised taxon, Cloudina, from the latest Ediacaran (Hua et al. 2003) . Thus, it indeed appears to have been the garden of Ediacara (McMenamin 2000) -macroscopic adult-body/adultbody interactions were minimal -nature was not yet red in tooth and claw.
With the advent of ecological interactions between macroscopic adults (especially interactions associated with predation), the number of tasks each organism needed to meet must have increased markedly: now there was a range of predators to contend with, which led to a variety of ways of avoiding them, which led to further specialised ways of predation, and so began the morphological arms-race. Even with no changes in the bilaterian developmental system as it existed by the end of the Ediacaran, the diversity and disparity of animals should have risen sharply, as the fitness landscape roughened with the increasing levels of frustration.
I offer this as a null hypothesis explanation for the Cambrian explosion. However, it is quite likely that the size of the fitness landscape (for example through gene duplications), and the dimension of the landscape increased as well (see below), but if we could replay the history of life, but limit mutational events to simply the rewiring of existing gene regulatory networks, I suspect we still would have seen a spectacular explosion of new and complex animal forms. That is, I suspect that roughening was a major component of the Cambrian explosion (Marshall 2003 (Marshall , 2006 .
Type 2 innovation: changing the dimensionality of a landscape
In the cartoons of fitness landscapes presented above each has just two morphogenetic rules, which I have used to define the x-y plane. In reality, organisms have a larger number of morphogenetic rules, and even 'simple' theoretical morphospaces typically have more than two rules (e.g. Niklas' plant morphospace is 6-dimensional, Raup's molluscan morphospace has 3 parameters, while Wolfram's (2002) extension of Raup's space has 5 morphogenetic rules). Clearly, one of the major features of evolution is the evolution of new developmental programs that offer new morphogenetic potentials.
The development of a new morphogenetic potential in a morphogenetic fitness landscape is equivalent to adding a new gene in a genotypic fitness landscape; both increase the dimensionality of the space by one (Fig. 4) . Hendry et al. (2012) also consider cases where the dimensionality of a fitness landscape relevant to a particular selection pressure may increase, although their discussion does not involve the evolution of new dimensions per se.
Examples
Without a detailed knowledge of the genetic basis of morphogenesis it is difficult to provide fully substantiated examples of the evolution of new morphogenetic rules, or capacities. Nonetheless, I suspect this mode of evolution operates whenever a new morphogenetic axis (dimension) is required to describe new species within a clade. Thus, the origin of coiling in nautiloid cephalopods, or the origin of jaws in fish, represent examples of this mode of evolution.
Speculation: on the extinction of the trilobites
It is interesting to speculate on whether a clade's long-term survivorship might depend on its ability to 'remake' itself by adding dimensions to its theoretical morphospace. For example, ' (1997) fitness landscape is approximately equal to k!, where k is the number of selective pressures that need to be satisfied. On average, there seem to be too many peaks when there is just one selective pressure, which may be due to developmental constraint, i.e. limitations of the developmental rules might result in more than one optimal solution. There also seem to be too few peaks when k = 4, which may be due to the incomplete frustration, where some morphologies satisfy quite well more than one selective pressure (e.g. short branches both help prevent desiccation and mechanical breakage).
trilobites are the only major clade of arthropod that never developed the capacity to either fuse their appendages (e.g. a mechanism employed by many insect groups to form their feeding organs), or modify their appendages' distal ends (e.g. as commonly employed by crustaceans for locomotion among other functions, or make jaws as seen in the chelicerates). This perhaps left the trilobites in a lower-dimension morphospace compared with other arthropods, and certainly means they were all restricted in the size and nature of the food that they could ingest, and also, compared with other arthropod groups, limited their capacity to move in the water column and either evade or defend themselves against predators. Thus, perhaps, at some deep level, the failure of trilobites to increase the dimensionality of their morphospace was at the root of their demise.
Type 3 innovation: changing the size of a landscape
The third way a fitness landscape can evolve is by increasing the size of one or more of the existing dimensions, by increasing the number of character states that a given morphogenetic rule can take (Fig. 5) . 
Example: flower evolution
Providing detailed examples of this mode of morphological innovation is difficult due to our lack of understanding of the details of the genetic underpinnings of the development of most morphological characters. Nonetheless, it is likely that changing the number of possible character states for a character may often involve gene duplications through processes such as subfunctionalisation (Lynch and Force 2000) . For example, it is likely that some of the diversification of flowers in angiosperms was enabled by duplications of key developmental genes. In Arabidopsis concentric and overlapping domains of gene expression determine the basic structure of the flower; expression of A genes alone produce sepals, coexpression of A and B genes lead to petals, coexpression of B and C genes leads to stamens, while expression of C alone leads to the centrally located carpels (Fig. 6) . If the B-class genes are knocked out, then the flower is made of two circlets of sepals that surround two circlets of carpels. As more angiosperms are studied, it is becoming apparent that this basic system is not conserved, and that there have been duplications of at least some of these genes, especially the B-class genes, that have played a role in the evolution of novel floral structures (Litt and Kramer 2010) . Thus, it appears that the size of the morphogenetic axes for floral development has increased as pollinators (insects, birds, etc.) that use petals as cues for pollination fixed modified duplicates of the ancestral genes.
Caveat
Without knowing the genetic basis of morphogenesis, it is hard to distinguish between a landscape that is increasing in size from one that is of constant size, but appears to be growing as more and more peaks are successfully explored. It matters how well, and how quickly, evolution is able to explore fitness landscapes.
Type 4 innovation: changing the position of the peaks in a landscape
Finally, the roughness, dimensionality, and size of the landscape may remain constant, but the position of the peaks may shift (Fig. 7) (Simpson 1944; Arnold et al. 2001; McGhee 2007) . Here the primary driver of morphological change is environmental change (given that changes in developmental potential only change the dimension or size of a landscape). The environmental change may be biotic or abiotic or both.
Note here the importance of distinguishing between the initiators of the morphological change, and how a specific morphological change is actually made manifest. At a fundamental level, all morphological change is achieved through changes in development. This is reflected within the framework of fitness landscapes by the simple fact that morphological change is achieved by moving on the landscape, that is by changing one's specific position within the morphogenetic (and thus developmental) space. But, in Type 4 morphological change/innovation, environmental change is the primary driver, which alters the positions of the peaks, which in turn leads to movement in the morphospace. While this movement in morphospace is achieved through changes in development, for example through changing the patterns of expression of key developmental genes, as appears to be the case in the vertebrate fin . Shift in the positions of the peaks in a morphogenetic fitness landscape as a consequence of environmental change, whether biotic, abiotic, or both. Note that taxa need not traverse a fitness valley to occupy a new peak -they may simply track their moving peak (i.e. they might successfully surf the changing landscape). Alternatively, they might find their fitness peak evaporate underneath them, but be able to climb to a nearby peak, as appears to have been the case for the sticklebacks that invaded freshwater habitats from the marine realm (see text for further discussion).
to limb transition (Schneider and Shubin 2013) , the fundamental developmental system remains unchanged. I suspect that this is the most common form of morphological change. New species constantly appear in the fossil record that are immediately assignable to existing genera, or families; they do not posses neomorphs or unusual morphologies, and so do not exhibit new morphogenetic potentials. Support for this argument comes from Wagner's (2000) demonstration that as clades age they add progressively fewer new character states. This progressive exhaustion of morphologic character states strongly suggests that as clades evolve they tend not to increase the dimension or size of their morphospaces. But of course new morphotypes are seen (reflected in the description of new characters), and so typically there are also episodes of 'character release' with an increase in the number of potentially varying characters (e.g. see .
Stasis and when environmental change might lead to large morphological change
The Principle of Frustration most likely retards the magnitude of morphological change with minor environmental change. This is because while environmental change might favour a change in some characters, trade-offs with other needs will offset any fitness advantages of those character changes. For example, in Niklas' simulations, decreased light might require increased branch length, but this is offset by increased likelihood of desiccation and breaking branches. Thus, most of the time, it seems likely that environmental change will typically only result in prosaic morphological change, if it leads to any change at all. In fact, the existence of functional trade-offs may very well explain the numerous examples of stasis seen in the fossil record (Gould and Eldredge 1993; Hunt 2007) .
However, large morphological change is expected when there is a major environmental change, especially if there is a shift in the medium in which the organism lives; for example, if members of a clade move from marine or fresh water habitats to terrestrial habitats, or vice versa, or from terrestrial habitats to aerial habitats (as was the case in the evolution of birds, bats and pterosaurs), or from the surface of the substrate to an infaunal mode of living (for example, with some bivalves and echinoids), or from the surface of the substrate into the water column (e.g. pelagic trilobites), or when new habitats emerge, whether it be nooks and crannies in coral reefs (which provide shelter for many species), or places for epiphytic growth in trees.
While it is tempting to attribute the morphological changes associated with a change in the medium in which the animal lives to new genetic potentials, detailed analysis of the anatomy of taxa that had made these transitions shows that this is typically not the case. For example, in the case of vertebrate evolution, while there is a great deal of morphological change associated with the origin of whales, ichthyosaurs and plesiosaurs, or with the evolution of bats, birds and pterosaurs, for the most part there are no neomorphs associated with these transitions; that is, there are no obvious changes in the underlying developmental system. In the case of terrestrial to aquatic and marine transitions, the overriding importance of drag in water compared with air, and the corresponding decrease in the importance of gravity, leads to dramatic changes in morphology, with the evolution of fusiform body shape, a decrease in the complexity of the vertebral column, often the reduction of the hind limbs, almost always a loss of differentiation of the shapes of the bones of the limbs, the posterior movement of the external nares, etc. And in the case of the evolution of birds from theropod dinosaurs, feathers, hollow bones, pneumatic lungs, etc. were already in place. In all these instances, the initiator of evolutionary innovation was primarily environmental, not developmental, even though all require developmental change (see above).
Example: evolutionary arms races -the surfing of coevolving fitness landscapes
In evolutionary escalation (Vermeij 1987) an evolutionary innovation in one clade changes the position(s) of fitness peaks in the fitness landscape of another clade, which in turn changes the position of the fitness peaks in the first clades' landscape, which, if the escalation persists, leads to further changes in the position of the fitness peaks in each of the coevolving clades' landscapes (Brodie and Ridenhour 2003; Brodie et al. 2005; Thompson 2005; McGhee 2007; Calsbeek et al. 2012 ). An excellent example of this sort of coevolution is the increased ability of the thiarid gastropods in Lake Tanganyika to resist the shell crushing and peeling capability of the lake potamonautid crabs with their correspondingly enlarged chelae (West et al. 1991; West and Cohen 1996) . Thus coevolutionary escalation results in the codeformation of the fitness landscapes of two or more clades. Both groups successfully surf their respective fitness landscapes as the peaks move, a type of evolutionary change that can be couched in terms of the Red Queen hypothesis (e.g. see McGhee 2007) .
In most instances escalatory induced change will initially be expressed as the shifting peaks in an otherwise fixed landscape, but eventually the escalatory selective pressure might lead to the fixation of new genetic potentials that will either increase the size, dimension, or both, of the fitness landscape. Long-term escalatory selective pressures may be one of the dominant drivers of the increase in both the size and dimensionality of fitness landscapes.
In the case of evolutionary escalation, the primary driver of morphological change is a change in the biotic environment.
Example: sticklebacks
Numerous freshwater invasions by three-spine sticklebacks from the marine realm have led to stereotyped morphological changes, including armour reduction and change in body shape (Bell and Foster 1994; McKinnon and Rundle 2002) . In the marine setting there is one fitness peak, in freshwater another. Thus, from the point of view of the sticklebacks their local fitness peak had moved as they changed environments. However, the populations did not track a moving peak. Rather, in moving to freshwater the relative fitness high that corresponds to their marine morphology was reduced with respect to a new relative fitness high that corresponds to their freshwater morphology. In the process of changing their environment the sticklebacks were dumped into a fitness low with respect to their armour and body shape, but they quickly climbed a new fitness high that appears to have been relatively accessible (Chan et al. 2010; Jones et al. 2012) .
The inference that sticklebacks repeatedly climbed a new fitness peak in the freshwater realm has been confirmed in a remarkable palaeontological setting, in a 10-million-year-old glacial-fed lake. Using the fact that annual layers (varves) can be seen in the lake sediments, Bell et al. (2006) were able to measure phenotypic change on ecological timescales, and Hunt et al. (2008) showed that three different components of body armor reduction measured every 250 generations follow the paths expected for a population climbing a new fitness peak. That is, the trajectories of morphological change follow the expectations of an Orstein-Uhlenbeck process.
Taxa need not pass through fitness valleys to shift peaks
A criticism of the idea of isolated fitness peaks comes from the difficulty in explaining how species cross fitness valleys to get from one peak to another (e.g. Gavrilets 2004, p. 114) . However, with evolutionary escalation (see above) lineages simply track moving peaks, an idea well elaborated by Simpson (1944) (see also McGhee 2007) . In the case of the stickleback populations that moved from the sea to freshwater habitats the populations neither tracked their fitness peak nor traversed a fitness valleythey simply found themselves in a relative fitness low with respect to their armour and body shape (this component of their fitness landscape collapsed under their very fins) and they were able to climb to a fitter morphology.
Similarly, Estes and Arnold (2007) have argued that the temporal patterns of anagenesis seen in the fossil record (Gingerich 1983 ) can be accounted for by lineages simply tracking the movement of their fitness peaks over various times scales, for just a few generations to tens of millions of generations.
Thus, once one recognises that fitness landscapes themselves can evolve, there is no longer the need to invoke the idea that populations cross fitness valleys to explain the distributions of different lineages on different fitness peaks.
Diagramming non-specific (generalised) evolutionary escalation -rising 'sea-levels' on fitness landscapes
In the Lake Tanganyikan gastropod-crab example of evolutionary escalation discussed above, there was a very specific coevolution between the crabs' ability to breach the snails' shell, and the snails' ability to resist such invasions of privacy. That is, there was a very specific coevolutionary process between the two clades. However, it is quite likely that during the course of the Phanerozoic many ecosystems became progressively more escalated as each of their constituent clades adjusted to innovations of other clades (Vermeij 1987) . Thus, for taxa that interact with many other clades, avoiding predators, securing food, providing adequate protection for offspring, etc., may have become progressively more challenging.
This more generalised evolutionary escalation, to the extent that it occurs, may lead to the deformation of a clade's landscape (the shifting of the peaks), but it is also possible that frustration (functional trade-offs) leaves no way out for many species (see above) -the peaks stay in place, but become progressively less optimal. Thus, non-specific (or generalised) evolutionary escalation can be diagrammed by introducing a surface of zero fitness (a 'sea-level') onto the fitness landscape (Fig. 8) , and the escalation may be diagrammed by increasing in the height of the 'sea-level' on the landscape, which may in turn genuinely isolate peaks. Note, however, that it is unlikely that the plane of zero fitness will actually be flat.
A palaeontological example that documents local evolutionary escalation comes from McCune's (1990) work on the colonisation of an expanding lake by fish in the Semionotus complex in the Early Jurassic. Once again taking advantage of annual sedimentary layers (varves) in a fossil lake she has shown using 1700 specimens collected from 21 000 years of sedimentary layers that individuals with anomalous variation in dorsal ridge scales are concentrated in the early phase of lake formation, when presumably the early colonisation was associated with relaxed selection.
Diagramming a catastrophic perturbation -tsunami!
Consistent with use of a rising sea level to diagram non-specific escalation, a catastrophic perturbation, for example, the impact of the end-Cretaceous bolide, would be equivalent to the flooding of the landscape with a tsunami.
Discussion
Are phenotypic fitness peaks really isolated?
Many have noted that while the depiction of fitness landscapes as three-dimensional topographic surfaces provides a powerful Generalised evolutionary escalation and/or decay in the environment can be diagrammed as the flooding of the fitness landscape by the 'sea' of minimum viable fitness, below which the species or population is no longer viable. Typically, the sea level will not be flat, given that an environmental change will most likely have a different impact on different morphologies. A new taxon that finds itself in a deep fitness valley at time (a), perhaps due to the population changing its environment, will be able to climb the nearest peak. However, as generalised escalation/environmental decay proceeds (see (b) and (c)), populations that find themselves in deep fitness valleys will simply become extinct. At the intermediate level of escalation/environmental deterioration diagrammed in (b) no fitness peaks are yet non-viable, but several peaks are no longer viable with further escalation/environmental deterioration (c).
heuristic for thinking about evolution, the low dimensionality of such cartoons may be seriously misleading. For example, in the figures presented above, all the fitness peaks are isolated from one another. However, the peaks in real fitness landscapes may be connected by ridges of high relative fitness. For example, Gavrilets (2004) argues that in highly dimensional fitness landscapes (typical of genotypic landscapes) the peaks are, by mathematical necessity, connected via 'ridges' of a similar fitness to the peaks themselves. Further, Gavrilets (2004) argues that the connection of the peaks via these nearly neutral ridges means that populations need never cross fitness valleys, which neatly solves the conundrum of how populations cross fitness valleys. A full discussion of the reasons for believing that there are isolated fitness peaks in morphogenetic fitness landscapes is beyond the scope of this paper. However, there is a general sense that phenotypic fitness landscapes have a lower dimensionality than genotypic fitness landscapes (Wade 2012) , or at least effectively have a lower dimensionality (Calcott 2008) . Certainly, the dimensionality of the morphogenetic fitness landscapes described above are much lower than the genotypic fitness landscapes discussed by Gavrilets (2004) . In addition, as discussed above, the possibility that fitness peaks can move suggests that populations might track moving peaks, or, with a change in the environment, suddenly find themselves in a fitness low close to a new fitness high. That is, the existence of isolated fitness peaks does not require that populations pass through fitness lows to evolve new morphologies.
Finally, there is empirical evidence for the existence of separate morphological fitness peaks; for example, in body size for Cenozoic mammals (Alroy 1998) , gastropod shells (Wagner and Erwin 2006) , vultures (Hertel 1994) , large mammalian carnivores (Van Valkenburgh 1995) , as well as within subgroups of these mammals, including within the canids (Slater et al. 2009 ) and bone-cracking hypercarnivores (Tseng 2013) .
Limitations on morphological form need not be due to developmental constraint
The term 'developmental constraint' evokes the sense that if a developmental constraint were removed then new morphologies could be produced. Thus, it might be assumed that the inability of a clade to evolve a morphology that is fully optimal for all the needs it must meet to propagate itself is a consequence of developmental constraints. However, this need not be the case. The principle of frustration, the fact that there will almost always be functional trade-offs, is independent of the developmental system. The reason is that the functional trade-offs are the result of the engineering conflicts that arise when trying to perform multiple functions; these constraints are at the phenotypic, not genotypic, level.
Developmental rules -constraint or opportunity?
Without morphogenetic rules, there is no morphology. With a given set of morphogenetic rules there is morphology, and evolution must maximise fitness using those morphogenetic rules. These rules thus represent opportunity, but may also be viewed as constraint (for example, in Niklas' system, branches can, at most, bifurcate). Thus, morphogenetic rules are both generative (we have morphology) and limiting. And the limitations are themselves organising, for an organism has to use the morphogenetic tools available to it to meet its ecological needs given the limitations of its morphogenetic rules. Thus, for example, straight nautiloid cephalopods organised around the engineering challenge of maintaining their orientation in the water column as they grew, and the developmental constraint of being unable to coil, by developing different ways of depositing material within their bodies, for example in their chambers, their siphuncle, etc. Thus, from a morphological point of view the notion of a developmental constraint is hard to separate from the ecology and functional needs of the organism (Marshall 2010) .
The term developmental constraint also has several other meanings, and I don't want to downplay these here. For example, Niklas (1997) defines developmental constraint (operationally) as the inability of a developmental system to achieve certain sets of parameter values implicit to a set of developmental rules (some values of j cannot be expressed in m i,j ). In this instance, interestingly, developmental constraint increases the number of peaks in the landscape.
Relationship to Darwin's theory of evolution
This framework meshes perfectly with Darwin's theory of evolution. In simplest terms, Darwin's theory is a two-step process, variation followed by selection, or, to recast it, the control (Van Valen 1973 , 1974 or filtering (Marshall 1995) of development by ecology. Under the schema of fitness landscapes the variation/development phase of the Darwinian 'two-step' is captured by movement in the theoretical morphospace, while the selection/ecological phase is captured by the fitness component of the landscape, given an environment, or range of environments (both biotic and abiotic).
What proportion of peaks in a fitness landscape are occupied?
A key question that arises from conceptualising morphological innovation from the perspective of fitness landscapes is what proportion of fitness peaks on a landscape are occupied at any given time? Are most peaks occupied? If not, as appears to be the case for bone-cracking carnivores (Tseng 2013) , is it because evolution is simply ineffective in finding all the peaks in a landscape, or is it because landscapes evolve faster than the rate at which evolution can explore them? Or does the truth lie somewhere in between?
If evolution typically explores landscapes rapidly compared with the rate of change of the fitness landscape, then morphological innovation is largely controlled by the processes that cause fitness landscapes to change their topology. On the other hand if the rate of evolution is slow compared with the rate of evolution of the landscape, then the process of exploration becomes a significant factor in determining the morphological innovations we see in the fossil and living biotas. Providing answers to these difficult questions is beyond the scope of this paper. Nonetheless, some simple observations are offered as a way of beginning to address these questions.
The exploration of fitness landscapes: E (MC) 2
As noted above, Darwinian evolution is a two-step process, variation followed by selection. This can be recast in the context of Markov chain Monte Carlo (MCMC, or [MC] 2 ) techniques (e.g. Harper 2009 ). These are typically used when trying to find maxima of complex probability density functions, for example when trying to find the most likely phylogenetic tree in a Bayesian analysis (Ronquist and Huelsenbeck 2003; Ronquist et al. 2012) . Typically, in each step of an (MC) 2 algorithm a new state is proposed through the application of a jumping rule, which determines in what direction, and how far, the next putative step (jump) in the exploration of the probability density distribution will be taken, followed by the application of an acceptance rule that determines whether or not the new state is accepted, or rejected. If the new state is accepted, the next round of the simulation starts from that point, while if it is rejected the process starts again from the initial point. In evolutionary terms, the jumping rule is analogous to variation, where the proposed new step might be the new mean of a character in the next generation, while the acceptance rule, is equivalent to the process of natural selection, where the new variant is accepted (there is directional selection), or not (selection is stabilising).
Thus, Darwinian evolution (E) is analogous to the operation of a Markov chain Monte Carlo algorithm (MC 2 ), where the probability density function to be explored is the topology of the fitness landscape, that is E (MC) 2 . I use the 'approximately equals' symbol, because there are many differences in detail between the way (MC) 2 is typically implemented and the way evolution operates. Perhaps the most important difference is that there are no populations in (MC) 2 -each chain is analogous to the mean value of the phenotype of the population or species, but selective evolutionary change is typically driven by the differential survival of favoured individuals that differ from the mean phenotype. In addition, there is typically no speciation in (MC) 2 (the number of chains is fixed), and in biology there is no equivalent of heated chains, where some chains are allowed to explore severely suboptimal paths.
Despite these and other differences, the reason I draw the analogy is simply to note that (MC) 2 algorithms appear to be highly effective in finding optimal, or nearly optimal, peaks in highly complex probability density functions. In the case of phylogenetic analysis, in the order of millions of steps is often all that is needed to reach stationarity, for a chain to settle on a (presumably) optimal peak. In evolution each step in the analogous (MC) 2 process is roughly equivalent to a generation. Thus, if exploring tree space is analogous to exploring fitness landscapes, then evolution should find the peaks on a fitness landscape in the order of millions of generations. If evolution is as efficient as, or more efficient than, our (MC) 2 algorithms (as might be the case, given the variety of mechanisms for producing variation, from sorting through the different combinations of already existing alleles, to point mutations, recombination, gene conversion, gene duplication, cis-regulatory changes, as well as the fact that small genetic changes can have large effects, not to mention phenotypic plasticity and epigenetic effects (Gilbert and Epel 2009)) , then evolution might be very effective at finding the peaks on fitness landscapes. Moreover, if a species has already found a fitness peak, which was then to move a short distance, the evolutionary process will find the new peak much more rapidly given that the population is already close to the new phenotypic optimum.
For many taxa, generation times are in the order of a year, and thus this back-of-the-envelope argument implies that morphological innovation should typically occur in less than a million years, a fact born out by the recognition that the morphological change between species often appears punctuated in the fossil record (Gould and Eldredge 1993) .
In summary, given that Bayesian methods can find optimum trees among several possible trees that greatly exceed the sum of the number of vibrations performed by every atom in the known universe since the Big Bang (some 10 110 vibrations), then it seems reasonable to posit that evolution is able find most of the optimal peaks in fitness landscapes on ecological to short geological timescales.
Niklas' computer simulations mimic the Devonian plant radiation
The second observation relevant to the question of how effectively evolution is able to find the peaks in a fitness landscape is the simple fact that in Niklas' computer simulation of gross plant morphologies (Fig. 2) , Niklas is able to mimic, with some degree of fidelity, the plant fossil record as we observed it by about the end of the Devonian. With just four selective pressures, and six developmental rules, it appears, to first order, that Niklas has been able to mimic the evolution of land plants. Thus, it would appear that evolution is indeed able to find most of the fitness peaks available to it. Interestingly, this process appears to have taken in the order of 10 7 years. Similarly, other adaptive radiations appear to have proceeded at about the same rate, from the Cambrian explosion, to the radiation of jawed fish in the Devonian, to the radiation of mammals in the Palaeocene and Eocene after the demise of the non-avian dinosaurs at the end of the Cretaceous. The fossil record suggests then that evolution is capable of exploring new fitness landscapes in the order of 10 7 years, or generations.
Future directions
Given the basic framework outlined above, several areas of future enquiry come to mind: (1) To what extent can our understanding of the genetic basis of morphogenesis be abstracted into theoretical morphospaces? To date, the most convincing example is Salazar-Ciudad and Jernvall's (2010) genetically informed model of tooth development. (2) What are the relative frequencies of the different modes of fitness landscape evolution? (3) Is there a relationship between the modes of fitness landscape evolution, evolutionary novelty, rates of diversification, and overall diversity? If so, what are these relationships? (4) What are the implications for how rates of morphological evolution should be distributed? For example, Wagner (2012) suggests that morphological rate distributions should follow log-normal distributions rather than the gamma distributions thought to typify molecular characters. Does the framework presented here alter that prediction?
The search for evolutionary laws: beyond contingency Gould (1980) outlined the promise of palaeobiology as a nomothetic discipline. In that paper, Gould described the difference between the nomothetic, the search of general laws or rules, and the idiographic, the detailed description of unique events, and argued for the importance and promise of discovering underlying rules and generalities in the forces that have shaped the history of life. Interestingly, by 1989, with the publication of Wonderful Life, Gould (1989) seemed to have settled on contingency as one of the most important determinants of evolutionary success. A generality of no generality; to my mind he effectively abandoned the nomothetic for the idiographic. The framework developed here provides the means, in principle, to establish the balance between the idiographic and nomothetic in explaining the causes of morphological innovation. If landscapes only evolve slowly and evolutionary processes are indeed capable of solving the np-complete problem of effectively exploring fitness landscapes over geological timescales, then understanding the optimal morphologies and the morphogenetic rules for a given clade should enable a powerful predictive framework for understanding the patterns of morphological innovation we observe. On the other hand, if most fitness landscapes are constantly being deformed by the presence of a wide range of other species, then it is possible that it will be much harder to develop a nomothetic understanding for the history of morphological innovation.
As we work towards developing our understanding of the relative importance of nomothetic versus idiographic (and thus contingent) forces in shaping the history of life, I advocate that in our ignorance we are better served adopting a null hypothesis of nomothetism, rather than contingency. The world is sufficiently complex that if we don't assume there are deep laws underlying the patterns of morphological innovation that we observe we are unlikely to discover them, even if in the end the scope of those laws is less universal than we might have initially hoped for.
