The Ant Colony Optimization (ACO) meta-heuristic is a proven approach for solving complex distributed problems, being the routing problem one of such. By exploring the surroundings and indirect communication through pheromones, ants can find and follow the shortest path between a food source and its nest. Based on these characteristics, we present an ant-based algorithm for performing in-network resource search in a swarm-like Peer-to-Peer network. By marking connections that share same interests with a synthetic pheromone, a node can easily find a resource without having a significant impact on the network performance. Our approach focuses on decreasing the number of messages generated by each search, without having a negative impact on user experience. To achieve this, we present an algorithm that dynamically adapts based on the information a node has of its surroundings. The more information a node has of its neighbors, the higher the probability of choosing an exploitation strategy over an exploration one. Furthermore, the higher the number of nodes visited by an ant (and thus different paths followed), the lower the number of nodes explored in an exploration strategy. In order to decrease the number of messages sent to nodes that have already processed it, the parent ant informs each of its cloned ants about all the nodes to which each of these cloned ants will be sent to. Through simulation, we show the impact of these design choices in the algorithm's performance and discuss how it can be configured in order to adapt it to different networks.
Introduction
Peer-to-Peer (P2P) protocols rely on decentralized architectures for providing a large number of services like VoIP, video streaming, file sharing, etc. This architecture allows P2P networks to be extremely scalable, since every node can connect and exchange resources with every other node (being storage, processing power, content, etc). Due to these characteristics, P2P protocols account for a high percentage of Internet traffic (Cisco, 2011) (Sandvine, 2011) . One of the most popular architecture in P2P networks are swarms, where the resource sharing is done by grouping peers sharing a same resource in a swarm. These swarms are isolated from each other, and for a peer to share different resources, it has to participate in several different swarms. Due to this swarm-like architecture, in-network search becomes difficult to implement. Although it is still possible to search for the resource identifier, in most cases, a peer needs to hold that resource in order to generate the identifier or search for it outside the network. This means that this identifier has to be either known at start or be generated with specific resource information that might not be known while performing a search. As for keywords search, these networks usually rely on outside services. However, there are several techniques that can be used to implement in-network search through keywords. Many of these techniques are natureinspired algorithms that try to reproduce behaviors observed in nature. This work presents ASAP: an Ant Resource Search Algorithm for swarm-like P2P networks based on the Ant Colony Optimization (ACO) meta-heuristic (Dorigo and Caro, 1999) (Dorigo and Gambardella, 1997) . By sending messages (ants) over the network and marking with a synthetic pheromone the links between nodes that lead us to a search response, we can forward future searches through those same links. By carefully choosing to whom the search messages should be forwarded to, we minimize the impact on network performance since flooding is avoided and less data is exchanged, resulting in lower bandwidth consumption in order to perform a search. As for user experience, it can also be improved since more and faster results can be achieved. Our approach focuses on dynamically adapting to the query results obtained. The algorithm was designed to evolve gradually from an exploration strategy, where a search is forwarded to many nodes in order to gather network information, to an exploitation strategy, where only the ones with the highest pheromone value receive and process the search message. However, the strategy choice also depends on the number of nodes already visited by the ant. If an ant knows that it or some clone already visited a high number of nodes, the possible number of paths the search is following increases and thus we can focus on forwarding the ant to the nodes that have a higher pheromone value. This way, we avoid flooding the network until the time-to-live (TTL) of the ant is reached. Furthermore, we also focus on minimizing the total number of messages sent between two nodes that have already processed that same search. Discarding these messages has a significant impact on the network performance but none on the user experience.
Through simulation, we evaluate the algorithm's performance and show how the parameter configuration should be done based on some network properties. The simulated environment ran on peersim (Montresor and Jelasity, 2009 ) in a simulated swarm-like content sharing P2P network with a total number of 10000 nodes distributed over 50 different swarms, with each of the swarms sharing different content. As in real networks, nodes enter and leave the network throughout the experiment. Our results show the impact of the algorithm in both network performance and user experience. We show how the parameter configuration and variation affects the algorithm's performance and also show the importance and impact of some choices made during the development of the algorithm. This paper is organized as follows: Section II gives a brief explanation on swarm-like P2P networks and Section III describes an overview of some of the related work done in this area. Then Section IV presents the algorithm, design and choices made during development, and Section V describes the simulation environment and obtained results. Finally, Section VI presents the final conclusions.
Swarm-like P2P networks
Swarm-like P2P networks aggregate nodes that share the same resource in a swarm. These swarms are isolated and independent from each other, where the nodes that belong to it only share a single resource among themselves. However, nodes can participate in as many different swarms as they please, as long as they are willing to share different resources. These multiswarm nodes can operate as a bridge between different swarms, connecting the isolated swarms with each other. In these P2P networks, despite being aggregated into swarms, nodes are not necessarily connected to all others that participate in the same swarm. Figure 1 illustrates a swarm-like P2P network, where the lines represent the connection between two nodes. Although proving to be a successful architecture for resource sharing, these networks usually do not provide an in-network keyword search mechanism due to their characteristics. In a swarm-like P2P network, in order for a node to make a specific in-network keyword search, it needs to send a message with the desired keyword to all or some of its neighbors, who will then forward it until a result is found or the nodes stop forwarding the message. One of the biggest problems with this approach is its impact on network performance as it can consume a great amount of the available bandwidth if the number of messages generated by each search is too high. On the other hand, if the number of messages is too low the search algorithm might have difficulty in finding resources that the node's closest neighbors don't have. In order for the algorithm to achieve best results, it needs to have as little impact on the network as possible and, at the same time still be able to find resources in the network. Furthermore, the search algorithm also needs to be able to adapt as nodes enter and leave the network. For this reason, in-network search is usually made through the resource identifier that, in most cases, is generated based on specific resource information that a node might not have if it does not hold that resource. As for keyword search, it is usually provided by services outside the network. Figure 1 shows the message flow for a keyword search initiated by Node 1 in swarm A. The message is forwarded from swarm to swarm by the bridge nodes (the ones that participate in multiple swarms) until it reaches a node that has that resource, then a response message is sent back through the same path to Node 1.
Related work
The Ant Colony Optimization (ACO) meta-heuristic has been adopted by many to address complex distributed problems like routing problems in computer networks. One such work is SemAnt (Michlmayr, 2006) , an ant-based algorithm to provide a distributed search engine in an unstructured P2P content sharing network. In SemAnt, each peer holds a table with a pheromone value associated with a specific keyword and a node. These keywords are predefined for the whole network. When an ant finds a desired content, it generates a backward ant that will follow the same path backward and update each corresponding pheromone value. From time to time, there is an evaporation rule that decreases the pheromone values in the tables. Though simulation, the author shows how the SemAnt outperforms the k-random walker approach (Lv et al., 2002) . However, the simulated environment was based on a static network. One other work that focused on using the ACO for search in unstructured P2P networks is ERAntBudget (Wu et al., 2008) . This work combined the Budget mechanism (Gkantsidis et al., 2005) and the ACO principle in an attempt to avoid generating a large amount of network traffic when searching for popular content, since there is a high probability of a query returning too many results. One other objective was to improve the query hit ratio for unpopular objects. Though simulation they compare ERAntBudget with other used techniques and showed that it can achieve a higher success rate using ECAL -General Track ECAL 2013less bandwidth. Later, the same authors presented a modified version called AEAntBudget (Chen et al., 2010) . This new version inherited the characteristics of ERAntBudget and also provided mechanisms for progressively expanding the search scope based on previous results. With this modification, AEAntBudget can achieve better results than ERAntBudget. AntSearch (Wu et al., 2006 ) also adopts an ACO technique for query flooding in a P2P network. However, the authors' focus is in identifying free-riders, peers that consume but do not share their resources with the network. To do so, AntSearch uses pheromone values to identify these free-riders and avoid sending messages to the same, generating a smaller number of messages and getting query hit from peers that have a higher probability of sharing their resources with others.
Model ANT colony's foraging behavior
Every living organism shows a foraging behavior which can be defined as: (1) search for a food source, (2) catch the food source and (3) ingest food source. Although it can be defined by the previous three steps, every organism has adopted and developed its own way of performing each action, optimizing it as needed. A well-known example is the ant colony. Ants by themselves are animals that do not appear to have much of an intelligent behavior, however, when in colony, they show a remarkable intelligent behavior. Ants always follow the shortest path between their nest and a food source. When searching for a food source, ants drop small amounts of pheromones so others can follow. When a food source is found, ants drop a significant larger amount of pheromones. When other ants leave the nest, the paths with larger amounts of pheromone have higher probability of being chosen. However, pheromone evaporates over time which results in larger amounts of pheromones for the shortest paths, as they are traveled by more ants.
The study of this complex behavior has resulted in many intelligent algorithms that have been successfully used for resolving complex and time consuming problems. The Ant Algorithm has been used to solve many different problems. This work will focus on the usage of an ant algorithm for resource searching in swarm-like P2P networks. By marking desired links with a synthetic pheromone, message forwarding will be done through the shortest path with higher probability, and thus save network resources such as bandwidth. Peers processing power can also be saved by processing less undesirable messages.
ASAP
Although P2P networks are based on decentralized architectures, many still depend on a centralized server for resource search within the network. Despite data exchange being done between nodes, resource search is done outside the network and depends on centralized services. The objective of this work is to study how this dependency could be broken by implementing in-network resource search through an ANT algorithm for query routing. Based on the ant foraging behavior, a distributed search engine can be implemented inside a P2P network. By marking, with synthetic pheromones nodes and connections that share same interests, a node can easily find the resource it is looking for, without having significant impact on the network's performance.
In order for a node to persist the routing information, each node needs three tables: When a node searches for a specific resource in the network, it creates a query with a keyword and its respective category. The keyword can be any sequence of characters. As for the categories, they are predefined for the whole network and cannot be changed for a single node. Every resource has to be assigned to a category, otherwise it cannot be found.
When a node receives a query message, it checks if it holds any resource for the searched category. If the node is sharing resources for that category and it matches the searched keyword, then the node sends a reply message back through the same path. The reply message is responsible for updating the routing tables for each node it visits on the way to the one that started the query. This information will then be used by future searches for message routing optimization.
The algorithm is divided into three stages:
1. State transition: When ants choose the path to follow. Depends on the amount of pheromone the path has and the number of resources the end node has. 2. Pheromone update: When an ant finds what it is looking for, it drops an amount of pheromone that depends on the cost of the path. 3. Pheromone evaporation: Over time, pheromone evaporates and decreases for each of the marked paths.
The first step, state transition, is defined by two strategies: (1) exploration, where the ant explores the surrounding nodes and (2) exploitation, where the ant exploits the ECAL -General Track existing information collected by its predecessors. The exploitation strategy selects the node, to which the message is sent, by choosing the one that has the highest combination of both pheromone value and number of resources. As for the exploration strategy, instead of choosing only the one with the highest combination of both values, it selects a set of nodes which have not yet been visited by the ant and calculates the probability distribution for all of them, based on both pheromone and number of resources values. If their probability is above a pre-determined threshold, the ant is cloned and sent to each one of these nodes. In order to select one of the strategies, the node uses the following equation:
where rand ∈ [0, 1] is a random generated number and w c ∈ [0.2, 0.8], a threshold to define the probability of each strategy being chosen for category c. This parameter starts at its minimum value of 0.2 and is incremented each time there is an update to the pheromone tables for a given category, to a maximum value of 0.8. When there is a pheromone evaporation, this value is decremented. This forces the algorithm to use an exploration strategy during the startup phase and, as the node gathers more and more information about its sorroundings, the exploitation strategy is preferred, in an attempt to increase network performance. Equation 2 shows how this value is modified, where τ update and τ evaporate are weight values that determine how much the w c parameter should increment and decrement over time.
for pheromone update w c = τ evaporate · w c , for pheromone evaporation (2) After choosing the strategy, if exploitation, the ant chooses its next node s through Equation 3.
where U is the set of all known and active nodes, s (F q ) is the set of nodes already visited by this ant and others that it might know of, τ cu is the amount of pheromone for category c in node u, γ u represents the total number of different resources node u has.
If the choice was exploration, then the node chooses a set of neighbors to send the ant to, instead of sending just to the one with the highest pheromone concentration and highest number of resources. First, the node calculates the probability distribution for all neighbor nodes, through Equation 4.
then, with the number of nodes already visited by the ant, a percentile q is calculated using Equation 5.
where β is a constant, such that β > 0 and Count(F q ) is the total number of nodes that have been visited by this ant and others that it might know of. After this, all the probability distribution values, calculated in Equation 4, are sorted in ascending order where the value k corresponds to the percentile q for that list of values. For every node j that satisfies the condition p j ≥ k, the ant forwards its clone to that node.
The exploration strategy will gradually evolve into an exploitation strategy as the ant visites more and more nodes, being β the value that defines the speed at which this happens. Furthermore, in an exploration strategy, when the ant clones itself it passes all its information to its clones, including the nodes that will be visited by each of its clones. For example, node A send two cloned ants to node B and node C. The cloned ant that reached node B will know that there was another ant that was sent to node C and thus will not send new ants to that node as it has already processed the query. These methods are mainly used for improving network performance, since it is expected to result in a lower number of messages sent and processed by each node. These methods decrease the number of messages between two nodes that have already processed the message, thus decreasing redundant cross-communication. For identifying a message as corresponding to an already processed one, each message is associated with a unique identifier and nodes keep a record of all the messages they already processed. This way, nodes discard messages that have already been processed. In both strategies, the total number of different resources, the neighbor node has, is also used to calculate if an ant should be forwarded to that same neighbor node. The nodes with a higher number of resources are more likely to have a resource a node is looking for. Furthermore, since they participate in multiple swarms, the query will be sent to a higher number of swarms, increasing the probability of finding an answer. This is also increasing the speed of convergence of the algorithm to find the shortest path.
A message is also associated with a time-to-live (TTL). This parameter is used so that the query does not continue endlessly. If the TTL is reached during a search, the ant stops and dies and no result is found. However, if the ant finds a result, it stops and goes back the same path. In swarm-like networks, where nodes are grouped into swarms that share the same resources, you only need to find one node to be able to join the swarm(s) that node is participating in. For this reason, the ant does not need to continue after finding a result. When returning after finding a result, the ant updates all the pheromone values for the searched category in each node it passes through. The pheromone value is updated as shown in Equation 6.
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The pheromone update equation depends on: the number of nodes visited by the ant from the response node to the current node ( h qr ), the maximum TTL for the ant (T T L max ) and the value γ q which represents the total number of swarms the response node participates in. This equation was designed to differenciate the responses to a query based on the total amount of different resources the response node holds as well as the number of nodes between origin and destination. This means that a path to a node that has a higher number of resources will have a higher increment in the pheromone values than another node that, despite also having the desired resource, has a lower number of resources. The pheromone increment is also higher for smaller size paths, that is paths with a lower number of nodes between origin and destination.
As for the pheromone evaporation, a global update rule was used. For every predefined interval T , each node applies the pheromone evaporation rule shown in Equation 7 for every row in its routing table. In this rule, τ ∈ [0, 1], is the amount of pheromone that should evaporate in this interval.
Many of the parameters used in the algorithm should be tuned based on network properties. For example, parameters such as T T L max or β need to take into account the network size and average swarm size, so that the search does not have a negative impact on both network performance and user experience.
Use case
In order to fully understand the algorithm's workflow, we present a use case scenario where a node participating in a P2P network queries for a given resource. Figure 2 represents the network for this use case, where the lines represent the connection between two nodes. There are three swarms: A, B and C. While there are some nodes that only participate in a single swarm, nodes B1 and C1 participate in two swarms and work as a bridge between swarms A and B and swarms B and C, respectively. Each of the swarms represents a different resource. Node A1 just joined the network and has no information on its neighbors.
In this scenario, Node A1 initiates a query for the resource being shared in swarm C by Nodes C1, C2 and C3. First, the algorithm calculates rand value and determines the usage of exploration and, since it has no information on its neighbors, it sends an ant to both Node A2 and A3. Since both ants know that they were sent to all of Node A1's neighbors, no messages are exchanged between Node A2 and A3, since they are already processing the search query. Node A2 does not have the content and does not have any other neighbors so it discards the message. As for Node A3, it uses the exploitation strategy and forwards the ant to Node B1. After this Node determined the use of exploration strategy, it calculated the following probability distribution values for its neighbors: [B3 -90 ; B2 -103 ; B4 -250] . Then it calculates the percentil q = 0.5 that, when applied to the probability distribution values, results in k = 103. Since both Nodes B2 and B4 have a value equal or greater than k, the ant is forwarded to these nodes and not to Node B3. In Node B1, the ant only passed through one node thus the percentil q is low. However, if the ant had already passed through a high number of nodes, the percentil value would be much higher and the ant would only be sent to Node B4. After receiving the ants, Nodes B2 and B4 don't exchange messages between each other since each one knows that the other is already processing that same search, avoiding sending redundant messages. After receiving the ant, Node B4 forwards it to Node B5 which forwards the ant to Node C1. Node B2 also forwards the ant to Node C1. In this case, Node C1 can actually receive the query two times since Node B2 and Node B5 don't share the same parent ant so they cannot know that the other one also sent an ant to Node C1. Since Node C1 has the desired resource, the search ants are not forwarded anymore and a response ant is sent through both paths. The response ants will increase the pheromone values for every link they pass through, following the paths: (1) C1-B2-B1-A3-A1 and (2) C1-B5-B4-B1-A3-A1. Despite the pheromone increase in both paths, path (1) will have a higher increase than path (2) since the ant passes through a fewer number of nodes. The paths A1-A3 and A3-B1 will have their pheromone value increased twice since both responses pass through these paths. This pheromone value is only increased for the category to which the desired resource belongs to. Future queries initiated by Node A1, for a resource with that same category, will have a higher probability of following the previously discovered paths.
Simulation and Results
The simulated environment consisted of a content sharing swarm-like network topology with a total number of 10000 nodes randomly distributed over 50 swarms, according to the values in Table 1 . Each swarm had a minimum size of 200 nodes and each node was connected to at least 10 other nodes. Each swarm was also associated with a different keyword that identified the content being shared on that same swarm. Since swarms are independent and unrelated with each other, some nodes participated in multiple swarms, working as a bridge between the different swarms. Table 1 shows the number of nodes that participated in multiple swarms.
Number of swarms 1 2 3 4 5 6
Number of nodes 2000 4000 2500 700 500 300 Table 1 : Number of nodes that participate in one or more different swarms.
The experiment ran on a dynamic network, where a random number of nodes entered and left the network at any given time. However, no more than 5% of the network size (in this case, 500 nodes) could leave the network at the same time. Whenever the nodes reentered the network, they joined the same swarms they were previously participating in, since the node already had or was interested in those resources. However, the node established new connections different than the previous ones. The pheromone tables and other dynamic parameters, such as the strategy weight value were also set to default values upon reentering the network. As for the categories, we defined five: movie, music, application, tv show and book. During the experiment, 12000 queries were made. Table 2 shows the initial parameter values. Since β defines the speed at which the algorithm evolves an ongoing search from an exploration strategy to an exploitation strategy, we varied this parameter in order to show how important its correct configuration is for the algorithm to achieve best performance. As explained in Section IV-B, the strategy weight value changed throughout the experiment, from a minimum value of 0.2 to a maximum value of 0.8. This allows a node to explore with higher probability its surroundings during the startup phase, when it enters the network and has no information whatsoever. This will lead to a higher number of messages exchanged during the startup phase. However, as the node gathers information about its neighbors, the preferred strategy changes to exploitation, which in turn will reduce the number of exchanged messages, as well as the paths an ant follows that do not lead to an answer, thus improving network performance. Figures 3 and 4 show this behavior. The first experiment ran with a β value of 0.01 and the algorithm's performance was compared to two modified versions of it, in order to show the importance of two choices made during the algorithm's development. In the first modified version (No parent memory), we modified the way the cloned ant keeps the memory from its parent ant. When an ant cloned itself, it did not pass to its clone the information referring to all the node's neighbors that it would also be sent to. This way, an ant only knows the nodes that it visited and not the nodes visited by its first clones. As for the second modified version (No number of resources), the parameters γu 10 (the total number of different resources node u has) were removed from the algorithm. This way, the exploration/exploitation strategy equations were modified to only take into account the pheromone value. The first measurement made was the average number of messages processed by each node. Network performance is achieved by reducing the number of messages generated by each search to a minimum value so that a resource is still discovered. Table 3 shows just that. By passing to the cloned ant the information about all the node's neighbor the other cloned ants are also going to be sent to, the ant has more information about which nodes have already processed the search, avoiding visiting again these nodes. This way, the number of messages in the network decreases without affecting the search algorithm performance. As for the removal of the γu 10 parameter, it allows the algorithm to explore more the nodes with a fewer number of resources, thus distributing the workload more evenly in the network. However, the nodes with more resources are the ones that have a higher number of connections and have the highest probability of holding a resource or knowing someone that holds a resource that is desired. Although the usage of this parameter might have an impact on the network performance, as it does not distribute the workload evenly, it increases the probability of a node finding a resource in the network. Figure 5 shows the importance of the memory passing mechanism and differentiating nodes based on the number of different swarms they participate in, and how it can affect user experience when searching for resources in the network.
Both Table 3 and Figure 5 also show the tradeoff there needs to be between network performance and search performance. When distributing more evenly the workload in the network, we also decrement the number of queries that find at least one result. When focusing the workload in the nodes that have a higher probability of having a resource, we increment the number of queries that find the search resource, at the expense of network performance. Figure 5 also shows an unexpected behavior. When removing the memory mechanism, the algorithm generates a much higher number of messages (Table 3) , however it achieves a lower hit rate than the original version. This can be explained by the large number of generated messages that are sent to nodes that have already processed the message, and thus are discarded.
After showing the importance of these algorithm's behaviors, we ran the simulation with four different β values: 1, 0.1, 0.01 and 0.006 1 . The β parameter defines how the exploration strategy evolves into an exploitation one, having direct impact on both network and algorithm performance. First, we compared how this value affects both the distribution of the workload in the network and the average number of messages generated by each search. Table 4 : Average number of messages processed by each node that participates in one or more swarms.
As expected, by increasing the β value, the exploration strategy evolves more rapidly into an exploitation strategy, generating a lower number of messages and focusing most of these messages in the nodes with the higher number of resources. As the value decreases, the algorithm makes a larger use of the exploration strategy, thus generating more messages and exploring more the nodes with a lower number of resources. This exploration strategy is very important in gathering information from the surrounding network so that more paths can be explored and the desired resource found. This has a direct impact on the search results and consequently the algorithm's performance. However, having a β value too low will result in a network flooding and consequently have a negative impact on network performance. Figure 6 shows a CDF with the percentage of queries that find the searched resource.
Percentage of queries with a hit Query Beta=1 Beta=0.1 Beta=0.01 Beta=0.006 Figure 6 : CDF for the queries with a hit, with different values for the β parameter.
In order to configure the β parameter, the average swarm size in the network and the percentage of nodes that actually participate in multiple swarms need to be taken into account. If a network has a low percentage of multi-swarm nodes, the β value should be low enough so that the algorithm does not focus all its messages on these nodes and distributes its load throughout all other nodes. This behavior can be observed in Table 6 for β = 1. On the other hand, if the network has a high percentage of multi-swarm nodes, the β value should be high enough so that it does not flood the network with query messages. The β parameter can have a significant impact, either positive or negative, on network and algorithm performance and thus should be configured accordingly to each network it is used in.
Conclusions
This work presents an ant-based algorithm capable of providing a search mechanism inside swarm-like P2P networks. The algorithm focuses on minimizing the impact it has on network performance without affecting the user experience. This is done through pheromone marking, strategy and message forwarding adaptation, based on the total number of nodes already visited by the search ant. This way, the number of messages generated by each search query decreases as the node has more information about the surrounding network. Our simulations show how the algorithm behaves and reacts to different parameter configuration and how it can be configured to achieve best network performance and results. The simulation results also show the reason for some design and development choices made upon creation.
