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CONVERGENCE OF STOCHASTIC PROXIMAL GRADIENT
ALGORITHM
LORENZO ROSASCO †∗, SILVIA VILLA † , AND B`˘ANG COˆNG VU˜ †
Abstract. We prove novel convergence results for a stochastic proximal gradient algorithm
suitable for solving a large class of convex optimization problems, where a convex objective function
is given by the sum of a smooth and a possibly non-smooth component. We consider the iterates
convergence and derive O(1/n) non asymptotic bounds in expectation in the strongly convex case,
as well as almost sure convergence results under weaker assumptions. Our approach allows to avoid
averaging and weaken boundedness assumptions which are often considered in theoretical studies
and might not be satisfied in practice.
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1. Introduction. First order methods have recently been widely applied to solve
convex optimization problems in a variety of areas including machine learning and sig-
nal processing. In particular, proximal gradient algorithms (a.k.a. forward-backward
splitting algorithms) and their accelerated variants have received considerable atten-
tion (see [4, 17, 36, 5] and references therein). These algorithms are easy to imple-
ment and suitable for solving high dimensional problems thanks to the low memory
requirement of each iteration. Moreover, they are particularly suitable for compos-
ite optimization, that is when a convex objective function is the sum of a smooth
and a non-smooth component. This class of optimization problems arises naturally in
regularization schemes where one component is a data fitting term and the other a
regularizer, see for example [15, 33]. Interestingly, proximal splitting algorithms sep-
arate the contribution of each component at every iteration: the proximal operator
defined by the non smooth term is applied to a gradient descent step for the smooth
term. In practice it is often relevant to consider situations where the latter operation
cannot be perfomed exactly. For example the case where the proximal operator is
known only up-to an error have been considered in [41, 17, 42, 47].
In this paper we are interested in the complementary situation where it is the
gradient of the smooth term to be know up-to an error. More precisely, we consider
the case where only stochastic estimates of the gradient are available and develop
stochastic versions of proximal splitting methods. This latter situation is particu-
larly relevant in statistical learning, where we have to minimize an expected objective
function from random samples. In this context, iterative algorithms, where only one
gradient estimate is used in each step, are often referred to as online learning al-
gorithms. More generally, the situation where only stochastic gradient estimates are
available is important in stochastic optimization, where iterative algorithms can be
seen as a form of stochastic approximation. Finally, stochastic gradient approaches
are considered in the incremental optimization of an objective function which is the
sum of many terms, e.g. the empirical risk in machine learning [9], see Section 2.3 for
a detailed discussion. In the next section we describe our contribution in the context
of the state of the art.
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1.1. Contribution and Previous Work. The study of stochastic approxi-
mation methods originates in the classical work of [40], and assumes the objective
function to be smooth and strongly convex; the related literature is vast (see e.g.
[7, 34, 19] and references therein). An improvement of the original stochastic ap-
proximation method, based on averaging of the trajectories and larger step-sizes, is
proposed by [35] and [38]. More recently, one can recognize two main approaches to
solve general nonsmooth convex stochastic optimization. The first one uses different
versions of mirror descent stochastic approximation, based on projected subgradient
averaging techniques [27, 34, 29, 45]. Similar methods have been extensively stud-
ied also in the machine learning community in the context of online learning, where
the proof of convergence of the average of the iterates is often based on regret anal-
ysis and, the so called, online-to-batch conversion [50, 24, 25, 39]. The second line
of research is based on stochastic variants of accelerated proximal gradient descent
[28, 23, 26, 11, 43, 44, 49].
The algorithm we consider is also a stochastic extension of proximal gradient
descent, but corresponds to its basic version with no acceleration. Indeed, as discussed
below, a main question we consider is if accelerated methods yield any advantage in
the stochastic case. The FOBOS algorithm in [20] is the closest approach to the one
we consider, the main two differences being 1) we consider an additional relaxation
step which may lead to accelerations, and especially 2) we do not consider averaging
of the iterates. This latter point is important, since averaging can have a detrimental
effect. Indeed, non-smooth problems often arise in applications where sparsity of the
solution is of interest, and it is easy to see that averaging prevent the solution to be
sparse [30, 48]. Moreover, as noted in [39] and [45], averaging can have a negative
impact on the convergence rate in the strongly convex case. Indeed, in this paper we
improve the error bound in [20] in this latter case.
Our study is developed in an infinite dimensional setting, where we focus on
almost sure convergence of the iterates and non asymptotic bounds on their expec-
tation. Considering iterates convergence is standard in optimization theory and often
considered in machine learning when sparsity based learning is studied [12]. The theo-
retical analysis in the paper is divided in two parts. In the first, we study convergence
in expectation in the strongly convex case, generalizing the results in [2, Section 3]
to the nonsmooth case. We provide a non-asymptotic analysis of stochastic proxi-
mal gradient descent where the bounds depend explicitly on the parameters of the
problem. Interestingly, we obtain, in the strongly convex case, the same O(1/n) error
bound that can be obtained from the optimal rate of convergence for function values
as achieved by accelerated methods, see e.g. [23]. This result (confirmed by numerical
simulations) suggests that, unlike in the deterministic setting, in stochastic optimiza-
tion acceleration does not have an impact on the rate of convergence. In the second
part, we establish almost sure convergence. Our results generalize to the composite
case the analysis of the stochastic projected subgradient algorithm in a Hilbert space
[3] (see also [6, 32]). Our analysis is based on a novel extension of the analysis of proxi-
mal methods with exact gradient, based on considering random quasi-Feje´r sequences
[22]. This approach allows to consider assumptions on the stochastic estimates of the
gradients which are more general than those considered in previous work, and does
not require boundedness of the iterates.
We note that a recent technical report [1] also analyzes a stochastic proximal
gradient method (without the relaxation step) and its accelerated variant. Almost
sure convergence of the iterates (without averaging) is proved under uniqueness of
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the minimizer, but under assumptions different from ours: continuity of the objective
function– thus excluding constrained smooth optimization– and boundedness the it-
erates. Convergence rates for the iterates without averaging are derived, but only for
the accelerated method. Finally, we note that convergence of the iterates of stochas-
tic proximal gradient has been recently obtained from the analysis of convergence of
stochastic fixed point algorithms presented in the recent preprint [14]. However, this
latter results is derived from summability assumptions on the errors of the stochastic
estimates which are usually not satisfied in the machine learning setting.
The paper is organized as follows. In Section 2 we introduce composite optimiza-
tion and the stochastic proximal gradient algorithm, along with some relevant special
cases. In Section 3, we study convergence in expectation and almost surely that we
prove in Section 4. Section 5 describes some numerical tests comparing the stochastic
projected gradient algorithm with state of the art stochastic first order methods. The
proofs of auxiliary results are found in Appendix A.
Notation and basic definitions. Throughout, (E,A, P ) is a probability space,
N∗ = N\{0}, and H is a real separable Hilbert space. We use the notation 〈·, ·〉 and
‖ · ‖ for the scalar product and the associated norm in H. The symbols ⇀ and →
denote, respectively, weak and strong convergence. The class of lower semicontinuous
convex functions f : H → ]−∞,+∞] such that dom f = {x ∈ H | f(x) < +∞} 6= ∅,
is denoted by Γ0(H). The proximity operator of f ∈ Γ0(H) is
proxf : H → H, proxf (w) = argmin
v∈H
f(v) +
1
2
‖w − v‖2. (1.1)
Throughout this paper, we assume implicitly that the closed-form expressions of the
proximity operators to be available. We refer to [4, 16] for the closed-form expression
of a wide class of functions, see [33] for examples in machine learning. Given a random
variable X, we denote by E[X] its expected value, and by σ(X) the σ-field generated
by X. The conditional expectation of X given a σ-algebra A ⊂ A is denoted by
E[X|A]. The conditional expectation of X given Y is denoted by E[X|Y ]. A filtration
of A is an increasing sequence (An)n∈N∗ of sub-σ-algebras of A. A H-valued random
process is a sequence of random variables (Xn)n∈N∗ taking values in H. The shorthand
notation ‘a.s.’ stands for ‘almost sure’.
2. Problem setting and examples. In this section, we introduce the com-
posite convex optimization problem, the stochastic proximal method we study, and
discuss some special cases of the framework we consider.
2.1. Problem. Composite optimization problems are defined as the problem of
minimizing the sum of a smooth convex function and a possibly nonsmooth convex
function. Here we assume that the latter is proximable, that is the proximity operator
(1.1) is available in closed form or can be easily computed.
Problem 2.1. Let R ∈ Γ0(H), let β ∈]0,∞[, and let L : H → R be convex and
differentiable, with a β-Lipschitz continuous gradient. The problem is to
minimize
w∈H
T (w) = L(w) +R(w), (2.1)
under the assumption that the set of solutions to (2.1) is non-empty. As mentioned in
the introduction, problems with this composite structure has been recently extensively
studied in convex optimization. In particular, the class of splitting methods, which
decouple the contribution of the smooth term and the nonsmooth one, received a lot
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of attention [4]. Within the class of splitting methods, in this paper we study the
following stochastic proximal gradient (SPG) algorithm.
Algorithm 2.2 (SPG). Let (γn)n∈N∗ be a strictly positive sequence, let (λn)n∈N∗
be a sequence in [0, 1], and let (Gn)n∈N∗ be a H-valued random process such that
(∀n ∈ N∗) E[‖Gn‖2] < +∞. Fix w1 a H-valued integrable vector with E[‖w1‖2] < +∞
and set
(∀n ∈ N∗)
 zn = wn − γnGnyn = proxγnR zn
wn+1 = (1− λn)wn + λnyn.
(2.2)
Algorithm 2.2 is a stochastic version of the proximal forward-backward splitting
[17], where we replace the exact gradient by a stochastic element. More specifically,
if, for every n ∈ N∗, Gn = ∇L(wn), our algorithm reduces to the one in [17]. A
stochastic proximal forward-backward splitting (FOBOS) was firstly proposed in [20]
for minimizing the sum of two functions where one of them is proximable, and the other
is convex and subdifferentiable. Algorithm 2.2 generalizes the FOBOS algorithm, by
including a relaxation step, while assuming the first component in (2.1) to be smooth.
As it is the standard, to ensure convergence of the proposed algorithm, we need
additional conditions on the random process (Gn)n∈N∗ as well as on the sequence of
step-sizes (γn)n∈N∗ .
Condition 2.3. The following conditions will be considered for the filtration
(An)n∈N∗ with An = σ(w1, . . . , wn).
(A1) For every n ∈ N∗, E [Gn|An] = ∇L(wn).
(A2) For every n ∈ N∗, there exist σ ∈ ]0,+∞[ and αn ∈ ]0,+∞[ such that
E
[‖Gn −∇L(wn)‖2|An] ≤ σ2(1 + αn‖∇L(wn)‖2) (2.3)
(A3) There exists  ∈ ]0,+∞[ such that (∀n ∈ N∗) 0 < γn ≤ 1− 
β(1 + 2σ2αn)
(A4) For any solution w of the problem (2.1), set (∀n ∈ N∗) χ2n = λnγ2n
(
1 +
2αn‖∇L(w)‖2
)
. Assume that∑
n∈N∗
λnγn = +∞ and
∑
n∈N∗
χ2n < +∞. (2.4)
Condition (A1) means that, at each iteration n, Gn is an unbiased estimate of the
gradient of the smooth term. Condition (A2) has been considered in [3]. It is weaker
than typical conditions used in the analysis of stochastic (sub)gradient algorithms,
namely boundedness of the sequence (E[‖Gn‖2|An])n∈N∗ (see [34]) or even bounded-
ness of (‖Gn‖2)n∈N∗ (see [20]). We note that this last requirement on the entire space
is not compatible with the assumption of strong convexity, because the gradient is
necessarily not uniformly bounded, therefore the use of the more general condition
(A2) is needed in this case.
Conditions such as (A3) and (A4) are, respectively, widely used in the determinis-
tic setting and in stochastic optimization. Assumption (A3) is more restrictive that the
one usually assumed in the deterministic setting, that is (∀n ∈ N∗) γn ≤ (2−)/β. We
also note that when (λn)n∈N∗ is bounded away from zero, and (αn)n∈N∗ is bounded,
(A4) implies (A3) for n large enough. The condition
∑
n∈N∗ χ
2
n < +∞ in Assumption
(A4) is satisfied if
(
λnγ
2
n
(
1+2αn
))
n∈N∗ is summable. Moreover, if R = 0, it reduces to∑
n∈N∗ λnγ
2
n < +∞, since in this case ∇L(w) = 0 for every solution w¯. Finally, in our
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case, the step-size is required to converge to zero, while it is typically bounded away
from zero in the study of deterministic proximal forward-backward splitting algorithm
[17].
2.2. Special cases. Problem 2.1 covers a wide class of deterministic as well as
stochastic convex optimization problems, especially from machine learning and signal
processing, see e.g. [17, 15, 34, 33, 46] and references therein. The simplest case is
when R is identically equal to 0, so that Problem 2.1 reduces to the classic problem of
finding a minimizer of a convex differentiable function from unbiased estimates of its
gradients. In the case when R is the indicator function of a nonempty, convex, closed
set C, i.e.
R(w) = ιC(w) =
{
0 w ∈ C,
+∞ w 6∈ C,
then problem (2.1) reduces to a constrained minimization problem of the form
minimize
w∈C
L(w),
which is well studied in the literature, as mentioned in the introduction. Below, we
discuss in more detail some special cases of interest.
Example 1. (Minimization of an Expectation). Let ξ be a random vector
with probability distribution P supported on E and F : H×E → R. Stochastic gradient
descent methods are usually studied in the case where H is an euclidean space and
L(w) = E [F (w, ξ)] =
∫
E
F (w, ξ)dP (ξ),
under the assumption that (∀ξ ∈ E) F (·, ξ) is a convex differentiable function with
Lipschitz continuous gradient [34]. Let (ξn)n∈N∗ be independent copies of the random
vector ξ. Assume that there is an oracle that, for each (w, ξ) ∈ H × E, returns a
vector G(w, ξ) such that ∇L(w) = E [G(w, ξ)]. By setting (∀n ∈ N∗) Gn = G(wn, ξn)
and An = σ(ξ1, . . . , ξn), then (A2) holds. This latter assertion follows from standard
properties of conditional expectation, see e.g. [21, Example 5.1.5].
Example 2. (Minimization of a Sum of Functions) Let R ∈ Γ0(H), let m be
a strictly positive integer. For every i ∈ {1, . . . ,m}, let Li be convex and differentiable,
such that
∑m
i=1 Li has a β-Lipschitz continuous gradient, for some β ∈ ]0,+∞[. The
problem is to
minimize
w∈H
1
m
m∑
i=1
Li(w) +R(w).
This problem is a special case of Problem 2.1 with R =
∑m
i=1 Li, and is especially of
interest when m is very large and we know the exact gradient of each component Li.
The stochastic estimate of the gradient of L is then defined as
(∀n ∈ N) Gn = ∇Li(n)(wn), (2.5)
where (i(n))n∈N∗ is a random process of independent random variables uniformly dis-
tributed on {1, . . . ,m}, see [8, 9]. Clearly (A1) holds. Assumption (A2) specializes in
this case to
(∀n ∈ N∗) 1
m
m∑
i=1
(
‖∇Li(wn)− 1
m
m∑
i=1
∇Li(wn)‖2
)
≤ σ2(1 +αn‖∇L(wn)‖2) . (2.6)
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If the latter is satisfied, then SPG algorithm can be applied with a suitable choice of
the stepsize.
Finally, in the next section, we discuss how the above setting specializes to the
context of machine learning.
2.3. Application to Machine Learning. Consider two measurable spaces X
and Y and assume there is a probability measure ρ on X ×Y. The measure ρ is fixed
but known only through a training set z = (xi, yi)1≤i≤m ∈ (X ×Y)m of samples i.i.d
with respect to ρ. Consider a loss function ` : Y×Y → [0,+∞[ and a hypothesis space
H of functions from X to Y, e.g. a reproducing kernel Hilbert space. A key problem
in this context is (regularized) empirical risk minimization,
minimize
w∈H
1
m
m∑
i=1
`(yi, w(xi)) +R(w), (2.7)
The above problem can be seen as an approximation of the problem,
minimize
w∈H
∫
X×Y
`(y, w(x)) dρ+R(w). (2.8)
The analysis, in this paper, can be adapted to the machine learning setting in two
different ways. The first, following Example 1, is to apply the SPG algorithm to
directly solve the regularized expected loss minimization problem (2.8). The second,
following Example 2, is to apply the SPG algorithm to solve the regularized empirical
risk minimization problem (2.7).
In either one of the above two problems, the first term is differentiable if the loss
functions is differentiable with respect to its second argument, examples being the
squared or the logistic loss. For these latter loss functions, and more generally for
loss functions which are twice differentiable in their second argument, it easy to see
that the Lipschitz continuity of the gradient is satisfied if the maximum eigenvalue
of the Hessian is bounded. The second term R can be seen as a regularizer/penalty
encoding some prior information about the learning problem. Examples of convex,
non-differentiable penalties include sparsity inducing penalties such as the `1 norm, as
well as more complex structured sparsity penalties [33]. Stronger convexity properties
can be obtained considering an elastic net penalty [51, 18], that is adding a small
strongly convex term to the sparsity inducing penalty. Clearly, the latter term would
not be necessary if the risk in Problem 2.8 (or the empirical risk in (2.7)) is strongly
convex. However, this latter requirement depends on the probability measure ρ and is
typically not satisfied when considering high (possibly infinite) dimensional settings.
3. Main results and discussion. In this section, we state and discuss the main
results of the paper. We derive convergence rates of the proximal gradient algorithm
(with relaxation) for stochastic minimization. The section is divided in two parts. In
the first one, Section 3.1, we focus on convergence in expectation. In the second one,
Section 3.2, we study almost sure convergence of the sequence of iterates. In both
cases, additional convexity conditions on the objective function are required to derive
convergence results. The proofs are deferred to Section 4.
3.1. Convergence in Expectation of SPG algorithm. In this section, we
denote by w a solution of Problem 2.1 and provide an explicit non-asymptotic bound
on E[‖wn−w‖2]. This result generalizes to the nonsmooth case the bound obtained in
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[2, Theorem 1] for stochastic gradient descent. The following assumption is considered
throughout this section.
Assumption 3.1. The function L is µ-strongly convex and R is ν-strongly convex,
for some µ ∈ [0,+∞[ and ν ∈ [0,+∞[, with µ+ ν > 0. Note that, we do not assume
both L and R to be strongly convex, indeed the constants µ and ν can be zero, but
require that only one of the two is. This implies that w is the unique solution of
Problem 2.1.
In the statement of the following theorem, we will use the family of functions
(ϕc)c∈R defined by setting, for every c ∈ R,
ϕc : ]0,+∞[→ R : t 7→
{
(tc − 1)/c if c 6= 0;
log t if c = 0.
(3.1)
This family of functions arises in Lemma 4.4 in the Appendix and are useful to bound
the sum of the stepsizes.
Theorem 3.2. Assume that conditions (A1), (A2), (A3) and Assumption 3.1 are
satisfied. Suppose that there exist λ ∈ ]0,+∞[ and α ∈ ]0,+∞[ such that
inf
n∈N∗
λn ≥ λ and sup
n∈N∗
αn ≤ α¯ . (3.2)
Let c1 ∈ ]0,+∞[ and let θ ∈ ]0, 1]. Suppose that, for every n ∈ N, γn = c1n−θ. Set
t = 1− 2θ−1, c = 2c1λ(ν + µε)
(1 + ν)2
, and τ =
2σ2c21(1 + α‖∇L(w)‖)
c2
. (3.3)
Let n0 be the smallest integer such that n0 > 1, and max{c, c1}n0−θ ≤ 1. Then, by
setting
(∀n ∈ N∗) sn = E
[‖wn − w‖2] ,
we have, for every n ≥ 2n0,
sn+1 ≤

(
τc2ϕ1−2θ(n) + sn0 exp
( cn0
1− θ
))
exp
(−ct(n+ 1)1−θ
1− θ
)
+
2θτc
(n− 2)θ if θ ∈ ]0, 1[,
sn0
( n0
n+ 1
)c
+
2cτc2
(n+ 1)c
ϕc−1(n) if θ = 1.
(3.4)
In Theorem 3.2, the dependence on the strong convexity constants is hidden in
the constant c. Taking into account (3.4), we can write more explicitly the asymptotic
behavior of the sequence (sn)n∈N∗ .
Corollary 3.3. Under the same assumptions and with the same notation of
Theorem 3.2, the following holds
E[‖wn − w‖2] =
{
O(n−θ) if θ ∈ ]0, 1[,
O(n−c) +O(n−1) if θ = 1.
(3.5)
Thus, if θ = 1 and c1 is chosen such that c > 1, then E[‖wn − w‖2] = O(n−1). In
particular, if θ = 1, λn = 1 = λ for every n ∈ N∗, and c1 = (1 + ν)2/λ(ν + µε) > 2,
then c = 2, n0 = max{2, c1}, and
E[‖wn − w‖2] ≤ n
2
0E[‖wn0 − w‖2]
(n+ 1)2
+
8σ2(1 + α‖∇L(w)‖)(1 + ν)4
λ2 (µ+ ν)
2 (3.6)
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Theorem 3.2 is the extension to the nonsmooth case of [2, Theorem 1], in partic-
ular, when R = 0, we obtain the same bounds. Note however that the assumptions
on the stochastic approximations of the gradient of the smooth part are different.
In particular, we replace the boundedness condition at the solution and the Lipschitz
continuity assumption on (Gn)n∈N∗ with assumption (A2). As can be seen from Corol-
lary 3.3, the fastest asymptotic rate corresponds to θ = 1 and it is the same obtained
in the smooth case in [2, Theorem 2]. Note that this rate depends on the asymptotic
behavior of the step-size, but also on the constant c, which in turns depends on c1.
As pointed out in [34], see also in [2], this choice is critical, because too small choices
of c1 affect the convergence rates, and too big choices influence significantly the value
of the constants in the first term of (3.4). In particular, as can be readily seen in
Corollary 3.3, the choice is determined by the strong convexity constants. Moreover,
the dependence on the strong convexity constant shown in Corollary 3.3 is of the same
type of the one obtained in the regret minimization framework by [25].
There are other stochastic first order methods achieving the same rate of conver-
gence for the iterates in the strongly convex case, see e.g. [1, 25, 23, 26, 48, 30]. Indeed,
the rate we obtain is the rate that can be obtained by the optimal (in the sense of
[35]) convergence rate on the function values. Among the mentioned methods those
in [1, 23, 30] belong to the class of accelerated proximal gradient methods. Our result
shows that, in the strongly convex case, the rate of convergence of the iterates is the
same in the accelerated and non accelerated case. In addition, if sparsity is the main
interest, we highlight that many of the algorithms discussed above (e.g. [1, 23, 25, 48])
involve some form of averaging or linear combination which prevent sparsity of the
iterates, as it is discussed in [30]. Our result shows that in this case averaging is not
needed, since the iterates themselves are convergent.
We next compare in some detail our results with those obtained for the FOBOS
algorithm in [20] and to the stochastic proximal gradient in [1]. There are a few dif-
ference in the settings considered. In particular, convergence of the average of the
iterates with respect to the function values is considered in [20] assuming uniform
boundedness of the iterations and the subdifferentials. The space H is assumed to
be finite dimensional, though the analysis might be extended to infinite dimensional
spaces. Finally, the optimal stepsize in [20] depends explicitly on the radius of the
ball containing the iterates, which in general might not be available. Our convergence
results consider convergence of the iterates (with no averaging) and hold in an infi-
nite dimensional setting, without boundedness assumptions. The non asymptotic rate
O(n−1) which we obtain for the iterates improves the O((log n)/n) rate derived from
[20, Corollary 10] for the average of the iterates. However, it should be noted that
convergence of the objective values is studied in [20] also for the non strongly convex
case. SPG (without relaxation) has been recently studied in [1]. Also in this case the
authors assume a priori boundedness of the iterates and prove convergence of the
averaged sequence.
Theorem 3.2 is also comparable with deterministic stochastic proximal forward-
backward algorithm with errors [17]. On the one hand, we allow the errors to satisfy
assumption (A2), while in the deterministic case the errors in the computation of
the gradient should decrease to zero sufficiently fast. On the other hand, we require
asymptotically vanishing (and smaller, according to (A3)) step-sizes, while, in the
deterministic case, the step-size is bounded from below. Finally, if T is continuous,
in the setting of Theorem 3.2, it holds T (wn)→ minH T . Moreover, if T is Lipschitz
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continuous, then T (wn)−minH T = O(n−1/2) and if T is differentiable with Lipschitz
continuous gradient, T (wn)−minH T = O(n−1).
3.2. Almost sure convergence of SPG algorithm. In this section, we focus
on almost sure convergence of SPG algorithm. This kind of convergence of the iterates
is the one traditionally studied in the stochastic optimization literature. Depending on
the convexity properties of the function L, we get two different convergence properties.
The first theorem requires uniform convexity of L at the solution.
Theorem 3.4. Suppose that the conditions (A1), (A2), (A3), and (A4) are sat-
isfied. Let (wn)n∈N∗ be a sequence generated by Algorithm 2.2 and assume that L is
uniformly convex at w. Then wn → w a.s. If we relax the strong convexity assump-
tion, we can still prove weak convergence of a subsequence in the strictly convex case,
provided an additional regularity assumption holds.
Theorem 3.5. Suppose that the conditions (A1), (A2), (A3), and (A4) are satis-
fied. Let (wn)n∈N∗ be a sequence generated by Algorithm 2.2. Assume that L is strictly
convex, and let w be the unique solution of Problem 2.1. If ∇L is weakly continuous,
then there exists a subsequence (wtn)n∈N∗ such that wtn ⇀ w a.s.
With respect to the previous section, here we make the additional assumption
(A4) on the summability of the sequence of step-sizes multiplied by the relaxation
parameters. For stochastic gradient algorithm without relaxation, i.e, R = 0 and, for
every n ∈ N∗ λn = 1, assumption (A4) coincides with the classical step-size condition∑
n∈N∗ γn = +∞ and
∑
n∈N∗ γ
2
n < +∞ which guarantees a sufficient but not too fast
decrease of the step-size (see e.g. [10]). Assumption (A2) has been considered in the
context of stochastic gradient descent in [10]. Note that under such a condition, the
variance of the stochastic approximation is allowed to grow with ‖∇L(wn)‖.
As mentioned in the introduction, the study of almost sure convergence is classi-
cal. An analysis of a stochastic projected subgradient algorithm in an infinite dimen-
sional Hilbert space can be found in [3]. Theorem 3.4 can be seen as an extension
of [3, Theorem 3.1], where the case where R is an indicator function is considered.
Our approach is based on random quasi-Feje´r sequences, and on probabilistic quasi
martingale techniques [31].
Remark 1. If L is assumed to be only strictly convex and its gradient is not
weakly continuous, Theorem 3.5 does not ensure weak convergence of any subsequence
of (wn)n∈N∗ . However, if the sequence of function values (T (wn))n∈N∗ converges to the
minimum of T , then wn ⇀ w a.s. This happens (see [3]) when R = ιV for some closed
subspace V of H, or when R = ιC for some non-empty closed convex C of H, and there
exists a bounded function h : R → R such that (∀n ∈ N) E[‖Gn − ∇L(wn)‖|An] ≤
h(‖∇L(wn)‖). The proof of Remark 1 can be found in the next section.
4. Proof of the Main Results. We start by recalling the firmly non-expansiveness
of the proximity operator and the Baillon-Haddad Theorem (see [4, Theorem 18.15]).
Lemma 4.1. [17, Lemma 2.4] Let R ∈ Γ0(H). Then the proximity of R is firmly
non-expansive, i.e.,
(∀w ∈ H)(∀u ∈ H) ‖ proxR w−proxR u‖2 ≤ ‖u−w‖2−‖(w−proxR w)−(u−proxR u)‖2.
(4.1)
Definition 4.2. [4, Definition 4.4] Let B : H → H, and let α ∈ ]0,+∞[. Then
B is α-cocoercive if
(∀u ∈ H)(∀w ∈ H) 〈u− w,Bu−Bw〉 ≥ α‖Bu−Bw‖2 (4.2)
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Lemma 4.3 (Baillon-Haddad theorem). Let L ∈ Γ0(H) be a convex differen-
tiable function with β Lipschitz gradient. Then, ∇L is β−1-cocoercive.
We next state the following lemma; see also [37, Lemma 5, Chapter 2.2] and [2].
We will use the family of functions (ϕc)c∈R defined in (3.1). For completeness, the
proof is given in the Appendix.
Lemma 4.4. Let α ∈ ]0, 1], and let c and τ be in ]0,+∞[, let (ηn)n∈N∗ be a strictly
positive sequence defined by (∀n ∈ N∗) ηn = cn−α. Let (sn)n∈N∗ be such that
(∀n ∈ N∗) 0 ≤ sn+1 ≤ (1− ηn)sn + τη2n. (4.3)
Let n0 be the smallest integer such that ηn0 ≤ 1 and set t = 1− 2α−1 ≥ 0. Then, for
every n ≥ 2n0,
sn+1 ≤

(
τc2ϕ1−2α(n) + sn0 exp
(
cn1−α0
1−α
))
exp
(
−ct(n+1)1−α
1−α
)
+ τ2
αc
(n−2)α if α ∈ ]0, 1[,
sn0
(
n0
n+1
)c
+ τc
2
(n+1)c (1 +
1
n0
)cϕc−1(n) if α = 1.
(4.4)
We start with a technical result, giving some bounds that will be repeatedly used.
Proposition 4.5. Consider the setting of the SPG algorithm and let w be a
solution of Problem 2.1. Suppose that conditions (A1), (A2), and (A3) are satisfied.
Then the following hold:
(i) (∀n ∈ N∗) ‖wn+1 − w‖2 ≤ (1− λn)‖wn − w‖2 + λn‖yn − w‖2.
(ii) Set
(∀n ∈ N∗) un = wn − yn − γn(Gn −∇L(w)). (4.5)
Then, for every n ∈ N∗
‖yn−w‖2 ≤ ‖wn−w‖2−2γn 〈wn − w,Gn −∇L(w)〉+γ2n‖Gn−∇L(w)‖2−‖un‖2.
(4.6)
(iii) For every n ∈ N∗
E[‖yn − w‖2] ≤
(
E
[‖wn − w‖2]− 2γn (1− γnβ(1 + 2σ2αn)) ·
· E[〈wn − w,∇L(wn)−∇L(w)〉] + 2γ2nσ2(1 + αn‖∇L(w)‖2)
)
.
(4.7)
Proof. (i): Follows from convexity of ‖ · ‖2.
(ii): We have
(∀n ∈ N∗) w = proxγnR(w − γn∇L(w)). (4.8)
Moreover, since proxγnR is firmly non-expansive by Lemma 4.1
‖yn − w‖2 ≤ ‖(wn − w)− γn(Gn −∇L(w))‖2 − ‖un‖2
and the statement follows.
(iii): Note that, for every n ∈ N∗, we have that wn and Gn are measurable with
respect to A since they are An measurable and by definition An ⊂ A. The same holds
for zn, for it is the difference of two measurable functions. We next show by induction
10
that (∀n ∈ N∗) ‖wn‖2 is integrable. First, ‖w1‖2 is integrable by assumption. Then,
assume by inductive hypothesis that ‖wn‖2 is integrable. Then so is ‖zn‖2, for Gn is
square integrable by assumption. Moreover, ‖wn+1‖2 ≤ λn‖yn‖2 + 2(1− λn)‖wn‖2 ≤
‖zn‖2+2‖ proxγnR 0‖2+‖wn‖2, because proxγnR is nonexpansive. Therefore ‖wn+1‖2
is integrable and hence so is ‖wn+1‖. This implies that E[〈wn − w,Gn −∇L(w)〉] <
+∞ and E[‖Gn −∇L(w)‖] < +∞. Therefore, using assumption (A1), we obtain
(∀n ∈ N∗) E[〈wn − w,Gn −∇L(w)〉] = E[E[〈wn − w,Gn −∇L(w)〉 |An]
= E[〈wn − w,E[Gn −∇L(w)|An]〉]
= E[〈wn − w,∇L(wn)−∇L(w)〉]. (4.9)
Moreover, using the assumption (A2), we have
E[‖Gn−∇L(w)‖2] ≤ 2E[‖∇L(wn)−∇L(w)‖2] + 2E[‖Gn −∇L(wn)‖2]
≤ 2E[‖∇L(wn)−∇L(w)‖2] + 2σ2(1 + αnE[‖∇L(wn)‖2])
≤ (2 + 4σ2αn)E[‖∇L(wn)−∇L(w)‖2] + 2σ2(1 + 2αn‖∇L(w)‖2)
≤ (2 + 4σ2αn)βE[〈wn − w,∇L(wn)−∇L(w)〉] + 2σ2(1 + 2αn)‖∇L(w)‖2,
(4.10)
where the last inequality follows from the fact that ∇L is cocoercive since it is
Lipschitz-continuous (by the Baillon-Haddad Theorem). The statement then follows
from (4.6), (4.9), and (4.10).
We are now ready to prove Theorem 3.2.
Proof. Since µ+ ν > 0, then L+R is strongly convex. Hence, Problem (2.1) has
a unique minimizer w. Since γnR is γnν-strongly convex, by [4, Proposition 23.11]
proxγnR is (1 + γnν)-cocoercive, and then
(∀n ∈ N∗) ‖yn − w‖2 ≤ 1
(1 + γnν)2
‖(wn − w)− γn(Gn −∇L(w))‖2.
Next, proceeding as in the proof of Proposition 4.5, we get an inequality analogue to
(4.7), that is
E[‖yn − w‖2] ≤ 1
(1 + γnν)2
(
E
[‖wn − w‖2]− 2γn (1− γnβ(1 + 2σ2αn)) ·
· E[〈wn − w,∇L(wn)−∇L(w)〉] + 2γ2nσ2(1 + αn‖∇L(w)‖2)
)
.
(4.11)
Since L is strongly convex of parameter µ, it holds 〈∇L(wn)−∇L(w), wn − w〉 ≥
µ‖wn − w‖2. Therefore, from (4.11), using the µ-strong convexity of L and (A3), we
get
E[‖yn − w‖2] ≤ 1
(1 + γnν)2
(
(1− 2γnµ)E
[‖wn − w‖2]+ 2σ2χ2n). (4.12)
Hence, by definition of wn+1,
E[‖wn+1 − w‖2] ≤
(
1− λnγn(2ν + γnν
2 + 2µ)
(1 + γnν)2
)
E[‖wn − w‖2] + 2σ
2χ2n
(1 + γnν)2
.
(4.13)
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Let γn = c1n
−θ and fix n ≥ n0. Since γn ≤ γn0 = c1n−θ0 ≤ 1, we have
λnγn(2ν + γnν
2 + 2µ)
(1 + γnν)2
≥ 2λ(ν + µε)
(1 + ν)2
γn = cn
−θ, (4.14)
where we set c = c12λ(ν + µε)/(1 + ν)
2. On the other hand,
2σ2χ2n
(1 + γnν)2
≤ 2σ2(1 + α‖∇L(w)‖)c21n−2θ . (4.15)
Then, putting together (4.13), (4.14), and (4.15), we get E[‖wn+1 − w‖2] ≤ (1 −
ηn)E[‖wn − w‖2] + τη2n, with τ = 2σ2c21(1 + α‖∇L(w)‖)/c2 and ηn = cn−θ. Finally,
(3.4) follows from Lemma 4.4.
In order to prove Theorem 3.4, we start by giving the definition of deterministic
and random quasi-Feje´r sequences. We denote by `1+(N) the set of summable sequences
in [0,+∞[.
Definition 4.6. [22] Let S be a non-empty subset of H and let (εn)n∈N∗ be a
sequence in `1+(N∗). Then,
(i) A sequence (wn)n∈N∗ in H is deterministic quasi-Feje´r monotone with respect
to the target set S if
(∀w ∈ S)(∀n ∈ N∗) ‖wn+1 − w‖2 ≤ ‖wn − w‖2 + εn. (4.16)
(ii) A sequence of random vectors (wn)n∈N∗ in H is stochastic quasi-Feje´r mono-
tone with respect to the target set S if E[‖w1‖2] < +∞ and
(∀w ∈ S)(∀n ∈ N∗) E[‖wn+1−w‖2|σ(w1, . . . , wn)] ≤ ‖wn−w‖2+εn. (4.17)
The following result has been stated in [3] without a proof. For the sake of com-
pleteness, a proof is given in the Appendix.
Proposition 4.7. [3, Lemma 2.3] Let S be a non-empty closed subset of H, let
(εn)n∈N∗ ∈ `1+(N∗). Let (wn)n∈N∗ be a sequence of random vectors in H such that
E[‖w1‖2] < +∞, and let An = σ(w1, . . . , wn). Assume that
(∀n ∈ N∗) E[‖wn+1 − w‖2|An] ≤ ‖wn − w‖2 + εn a.s. (4.18)
Then the following hold.
(i) Let w ∈ S. Then, (E[‖wn −w‖2])n∈N∗ converges to some ζw ∈ R and (‖wn −
w‖2)n∈N∗ converges a.s. to an integrable random vector ξw.
(ii) (wn)n∈N∗ is bounded a.s.
(iii) The set of weak cluster points of (wn)n∈N∗ is non-empty a.s.
We next collect some convergence results that will be useful in the proof of the
main Theorem 3.4.
Proposition 4.8. Suppose that (A1), (A2), (A3), and (A4) are satisfied. Let
(wn)n∈N∗ be a sequence generated by Algorithm 2.2. Then, for any solution w of the
problem (2.1), the following hold:
(i) The sequence (E[‖wn − w‖2])n∈N∗ converges to a finite value.
(ii) The sequence (‖wn−w‖2)n∈N∗ converges a.s to some integrable random vari-
able ζw.
(iii)
∑
n∈N∗ λnγnE[〈wn − w,∇L(wn)−∇L(w)〉] < +∞. Consequently,
lim
n→∞
E[〈wn − w,∇L(wn)− L(w)〉] = 0 and lim
n→∞
E[‖∇L(wn)−∇L(w)‖2] = 0.
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(iv)
∑
n∈N∗ λnE[‖wn − yn − γn(Gn − ∇L(w))‖2] < +∞ and
∑
n∈N∗ λnE[‖wn −
yn‖2] < +∞.
Proof. By Proposition 4.5(i)-(iii), and by condition (A3), we get
E[‖wn+1 − w‖2] ≤ (1− λn)E[‖wn − w‖2] + λnE[‖yn − w‖2]
≤ E[‖wn − w‖2]− 2εγnλnE[〈wn − w,∇L(wn)−∇L(w)〉] + 2σ2χ2n − λnE[‖un‖2]
≤ E[‖wn − w‖2] + 2σ2χ2n, (4.19)
where the last inequality follows by the monotonicity of ∇L.
(i): Since the sequence (χ2n)n∈N∗ is summable by assumption (A4), we derive from
(4.19) that (E[‖wn+1 − w‖2])n∈N∗ converges to a finite value.
(ii): We estimate the conditional expectation with respect to An of each term in
the right hand side of (4.6). Since wn is An-measurable, we have
E[‖wn − w‖2|An] = ‖wn − w‖2. (4.20)
Using assumption (A1),
(∀n ∈ N∗) E[〈wn − w,Gn −∇L(w)〉 |An] = 〈wn − w,E[Gn −∇L(w)|An〉
= 〈wn − w,∇L(wn)−∇L(w)〉 . (4.21)
Next, note that ∇L(wn) is An-measurable by (A1), and therefore by (A2), we get
E[‖Gn−∇L(w)‖2|An] ≤ 2E[‖∇L(wn)−∇L(w)‖2|An] + 2E[‖Gn −∇L(wn)‖2|An]
≤ 2‖∇L(wn)−∇L(w)‖2 + 2σ2(1 + αn‖∇L(wn)‖2)
≤ 2‖∇L(wn)−∇L(w)‖2 + 2σ2(1 + 2αn‖∇L(wn)−∇L(w)‖2 + 2αn‖∇L(w)‖2)
≤ (2 + 4σ2αn)β 〈wn − w,∇L(wn)−∇L(w)〉+ 2σ2(1 + 2αn‖∇L(w)‖2),
(4.22)
where the last inequality follows from the cocoercivity of ∇L. Taking the conditional
expectation with respect to An, and invoking (4.6), (4.20), (4.21), and (4.22), we
obtain,
E[‖wn+1−w‖2|An] ≤ (1− λn)‖wn − w‖2 + λnE[‖yn − w‖2|An]
≤ ‖wn − w‖2 − 2γnλn(1− βγn(1 + 2σ2αn)) 〈∇L(wn)−∇L(w), wn − w〉
+ 2σ2χ2n − λnE[‖un‖2|An]
≤ ‖wn − w‖2 − 2εγnλn 〈∇L(wn)−∇L(w), wn − w〉+ 2σ2χ2n − λnE[‖un‖2|An]
≤ ‖wn − w‖2 + 2σ2χ2n . (4.23)
Hence, (wn)n∈N∗ is a random quasi-Feje´r sequence with respect to the nonempty
closed and convex set ArgminT .
Taking into account that E[‖w1‖2] < +∞ by assumption, it follows from Propo-
sition 4.7(i) that (‖wn − w‖2)n∈N∗ converges a.s to some integrable random variable
ζw.
(iii): We derive from (4.19) that∑
n∈N∗
γnλnE[〈wn − w,∇L(wn)−∇L(w)〉] < +∞. (4.24)
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Since
∑
n∈N∗ λnγn = +∞, we obtain
lim
n→∞
E[〈wn − w,∇L(wn)−∇L(w)〉] = 0 ⇒ lim
n→∞
E[‖∇L(wn)−∇L(w)‖2] = 0,
(4.25)
using again the cocoercivity of ∇L.
(iv) We directly get from (4.19) that
∑
n∈N∗ λn‖un‖2 < +∞.
Since ∇L is Lipschitz-continuous, and (E[‖wn − w‖2])n∈N∗ is convergent by (i),
there exists M ∈ ]0,+∞[ such that
(∀n ∈ N∗) E[〈wn − w,∇L(wn)−∇L(w)〉] ≤ βE[‖wn − w‖2] ≤M < +∞. (4.26)
Hence, we derive from (4.10) and (2.4) that∑
n∈N∗
λnγ
2
nE[‖Gn −∇L(w)‖2] < +∞. (4.27)
Now, recalling the definition of un in (4.5), using (4.27) and (4.19), we obtain∑
n∈N∗
λnE[‖wn − yn‖2] ≤ 2
∑
n∈N
λnE[‖un‖2] + 2
∑
n∈N∗
λnγ
2
nE[‖Gn −∇L(w)‖2] < +∞.
(4.28)
Proof. [of Theorem 3.4] Since L is uniformly convex at w, there exists φ : [0,+∞[→
[0,+∞[ increasing and vanishing only at 0 such that
〈∇L(wn)−∇L(w), wn − w〉 ≥ φ(‖wn − w‖). (4.29)
Therefore, we derive from Proposition 4.8 (iii) that
∑
n∈N∗ λnγnE[φ(‖wn−w‖)] <∞,
and hence ∑
n∈N∗
λnγnφ(‖wn − w‖) <∞ a.s. (4.30)
Since (λnγn)n∈N∗ is not summable, we have limφ(‖wn − w‖) = 0 a.s. Consequently,
there exists a subsequence (kn)n∈N∗ such that φ(‖wkn − w‖) → 0 a.s, which implies
that ‖wkn − w‖ → 0 a.s. In view of Proposition 4.8(ii), we get wn → w a.s.
Proof. [of Theorem 3.5] By Proposition 4.8(i), (‖wn−w‖2)n∈N∗ converges to an in-
tegrable random variable, hence it is uniformly bounded. Moreover, limE[‖∇L(wn)−
∇L(w)‖2] = 0, and hence there exists a subsequence (kn)n∈N∗ such that limn→∞ E[‖∇L(wkn)−
∇L(w)‖2] = 0. Thus, there exists a subsequence (pn)n∈N∗ of (kn)n∈N∗ such that
‖∇L(wpn)−∇L(w)‖2 → 0 a.s. (4.31)
Let z be a weak cluster point of (wpn)n∈N∗ , then there exists a subsequence (wqpn )n∈N∗
such that for almost all ω, wqpn (ω) ⇀ z(ω). Since ∇L is weakly continuous, for
almost all ω, ∇L(wqpn (ω)) ⇀ ∇L(z(ω)). Therefore, for almost every ω, by (4.31),∇L(w) = ∇L(z(ω)), and hence
〈∇L(z(ω))−∇L(w), z(ω)− w〉 = 0.
Since L is strictly convex, ∇L is strictly monotone, we obtain w = z(ω). This shows
that wqpn ⇀ w a.s.
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Proof. [of Remark 1] Let w be a weak cluster point of (wn)n∈N∗ , i.e., there exists a
subsequence (wkn)n∈N∗ such that wkn ⇀ w a.s. Since T = L+R is convex and lower
semicontinous, it is weakly lower semicontinous, hence
T (w) ≤ limT (wkn) = inf T, (4.32)
which shows that w ∈ ArgminT a.s. We therefore conclude that (wn)n∈N∗ converges
weakly to an optimal solution a.s.
5. Numerical experiments. In this section we first present numerical experi-
ments aimed at studying the computational performance of the SPG algorithm (see
Algorithm 2.2), with respect to the step-size, the strong convexity constant, and the
noise level. Then we compare the proposed method with other state-of-the-art stochas-
tic first order methods: an accelerated stochastic proximal gradient method, called
SAGE [28, Theorem 2] and the FOBOS algorithm [20].
5.1. Properties of SPG. In order to study the behavior of the SPG algorithm
with respect to the relevant parameters of the optimization problem, we focus on a
toy example, where the exact solution is known. More specifically, we consider the
following minimization problem on the real line:
minimize
w∈R
φ(w) :=
µ
2
|w − 10|2 + 0.02|w − 10|. (5.1)
It is clear that φ is µ-strongly convex function with wopt = argminφ = {10} and the
optimal value φ = 0. We consider a stochastic perturbation of the exact gradient of
the function L = 12 | · −10|2 of the form
Gn = ∇L(wn) + sn, (5.2)
where sn is a realization of a Gaussian random variable with 0 mean and σ
2 variance.
We apply SPG one hundred times for 100 independent realizations of the random
process (sn)n∈N∗ to problem (5.1) with (∀n ∈ N∗) λn = 1 and γn = C/n for some
constant C > 0. We evaluate the average performance of SPG over the first 100
iterations for different values of the strong convexity parameter µ, and several values
of σ and C, and by measuring |wn − 10|. The results are displayed in Figure 5.1.
As can be seen by visual inspection, the convergence is faster when µ is bigger and
when the noise variance is smaller. Moreover, the constant C in the step-size heavily
influence the convergence behavior. The latter is a well-known phenomenon in the
context of stochastic optimization [34],
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Fig. 5.1. Performance evaluation of Algorithm 2.2 with respect to different choices of µ, setting
γn = 0.8/n and σ = 0.01 (left), with respect to different choices of C, with γn = C/n, µ = 0.05 and
σ = 0.01 (center), and with respect to different choices of σ, for µ = 0.05 and γn = 1/n(right).
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5.2. Comparison with other methods. In this section we compare SPG with
the SAGE algorithm [28, Algorithm 1] and the FOBOS algorithm in [20]. We note
that the main difference between SPG (with λn = 1 for every n ∈ N∗) and FOBOS is
that the latter takes the average of the previous iterates. More precisely the sequence
generated by the FOBOS iteration is the following
w(av)n =
( n∑
k=1
ηk
)−1 n∑
k=1
ηkwk, ηk = C1/k, (5.3)
where (wk)k∈N∗ is the sequence generated by the SPG algorithm. In [20] it is assumed
that the gradient of the smooth term is bounded on the whole space. In our experi-
ments this assumption is not satisfied, but since the sequence of iterates is bounded,
the algorithm can be applied and its convergence is guaranteed. One advantage of the
SAGE algorithm is that it does require any parameter tuning, since it does not have
any free parameter. SPG and FOBOS instead require the choice of the stepsize. We
check the accuracy of the three algorithms on different elastic net regularized prob-
lems with respect to the number of iterations, since the cost per iteration is basically
the same for the three procedures.
5.3. Toy example. We first consider the toy example presented in the previous
section (see equation (5.1)), where we set µ = 1. Moreover, we assume that in (5.2)
sn is a realization of a Gaussian random variable with 0 mean and 0.1 variance.
We run SPG, SAGE, and FOBOS one hundred times for one hundred independent
realizations of the random process (sn)n∈N∗ . In SPG, we chose γn = 1/n, and λn = 1.
Finally, after testing the FOBOS algorithm for different choices of the constant C1
defining the stepsize, we got that ηk = 1/k for every k ∈ N∗ gave the best results. The
behavior of the sequences |wn− 10| corresponding to the three algorithms on the first
1000 iterations is presented in Figure 5.2. SPG and SAGE have a similar behavior,
while FOBOS is slower.
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Fig. 5.2. Convergence of SPG, SAGE, and FOBOS. The performance of SAGE and SPG is
comparable, while FOBOS is slower on this example.
5.4. Regression problems with random design. Let N and p be strictly
positive integers. Concerning the data generation protocol, the input points (xi)1≤i≤N
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are uniformly drawn in the interval [a, b] (to be specified later in the two cases we
consider). For a suitably chosen finite dictionary of real valued functions (φk)1≤k≤p
defined on [a, b], the labels are computed using a noise-corrupted regression function,
namely
(∀i ∈ {1, . . . , N}) yi =
p∑
k=1
wkφk(xi) + i, (5.4)
where (wk)1≤k≤p ∈ Rp and i is an additive noise i ∼ N (0, 0.3).
We will consider two different choices for the dictionary of functions: polynom-
inals, i.e. (∀k ∈ {1, . . . , p}) φk : [−1, 1] → R, φk(x) = xk−1 and trigonometric func-
tions, i.e. p = 2q+1 and (∀k ∈ {1, . . . , q}) φk : [0, 2pi]→ R, φk(x) = cos((k−1)x) and
(∀k ∈ {q+ 1, . . . , 2q+ 1}) φk : [0, 2pi]→ R, φk(x) = sin(kx). The training set and the
regression function for the two examples are presented in Figure 5.3. We estimate w
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Fig. 5.3. Left: training set and regression function, on the interval [−1, 1] for the polynomial
dictionary with p = 6. Right: training set and regression function on [0, 2pi] for the Fourier basis
with p = 21.
by solving the following regularized minimization problem
minimize
(wk)1≤k≤p∈Rp
1
2N
N∑
i=1
(
yi −
p∑
k=1
wkφk(xi)
)2
+
1
2
p∑
k=1
(µ|wk|2 + ω|wk|
)
, (5.5)
where µ and ω are strictly positive parameters. Problem (5.5) is a special case of
Example 2, and hence it can be solved by using SPG, SAGE, and FOBOS in an
incremental fashion. For the polynomial dictionary, we set
p = 6, N = 9, γn = 15/(n+ 100), ηn = 15/(n+ 100), µ = 0.1, ω = 0.01,
w = [3, 2, 1, 0, 1, 0]. (5.6)
For the trigonometric dictionary, we set
p = 21, N = 32, γn = ηn = 10/(n+ 100), µ = 0.01, ω = 0.01,
w = [0, 0.2, 0, 0.5, 1,−1, 0, 1, 2, 0.5, 0, 0,−0.1,−2.5, 1, 0, 0,−1, 0.9,−0.5, 0]. (5.7)
The resulting regression functions using the three algorithms are shown in Fig-
ure 5.4. As can be seen from visual inspection, the three methods provide almost
undistinguishable solutions.
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Fig. 5.4. Regression functions obtained using SPG, SAGE, and FOBOS with polynomial dic-
tionary (left) and trigonometric dictionary (right).
Finally, we computed an approximate solution of (5.5) by running the forward-
backward splitting method in [17] for 50000 iterations. The convergence of the itera-
tions to the solution of (5.5) is displayed in Figure 5.5. On the regression problem with
the polynomial dictionary, SAGE is performing the best, while on the trigonometric
dictionary, SPG is the fastest. The oscillating behavior is mitigated by the averaging
procedure at the expanses of a slower convergence rate, as the more regular behaviour
of FOBOS clearly shows.
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Fig. 5.5. The convergence of the iterations to the optimal solution of (5.5) with polynomial
dictionary (left) and with trigonometric dictionary (right).
5.5. Deconvolution problems. As a last experiment, we focus on the problem
of recovering an ideal signal w from a noisy observation of the form
R1024 3 y = h ∗ w + s, (5.8)
where s ∼ N (0, 0.06) and h is a Gaussian kernel. To find an approximation of the
ideal signal, we solve the following variational problem
minimize
w∈R1024
T (w), T (w) =
1
2
‖y − h ∗ w‖2 + ‖w‖1 + 0.02
2
‖w‖22. (5.9)
An approximation w of the exact solution is found by running the forward-backward
splitting method in [17] for 10000 iterations. Then, we run SPG, SAGE, and FOBOS
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Fig. 5.6. The ideal signal (top), the noisy signal (middle), and the restored signal (bottom) by
SPG.
with the same initialization, for 5000 iterations using at the n-th iteration a stochastic
gradient of the form
Gn = ∇L(wn) + sn, (5.10)
where sn ∼ N (0, 0.01) and L(w) = 12‖y − h ∗ w‖2 + 0.022 ‖w‖22. FOBOS is run with
ηn = 3/(n+100). This is not the theoretically optimal choice, but gave better results in
practice. In SPG we set λn = 1 and γn = 3/(n+100). Convergence of (‖wn−w‖)n∈N∗
for the three algorithms is presented in Figure 5.7. In this case SAGE is the fastest,
and SPG shows slightly worse convergence. FOBOS is again slower.
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Fig. 5.7. Convergence of the iterates for SPG, SAGE, and FOBOS with starting point 0.
Finally, we address the problem of the iterations’ sparsity. We generate the data
according to the model in (5.8), starting from an original signal with 993 zero com-
ponents. In Figure 5.8 we display the number of zero components of the iterates. As
it can be readily seen by visual inspection, after few iteratons both SAGE ans SPG
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generate sparse iterations. On this example this does not hold for the FOBOS algo-
rithm, for which the sparsity of the iterates is a decreasing function of the number
of iterations. The number of zero components of the last iterate of SPG, SAGE, and
FOBOS is 937, 937, and 438, respectively.
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Fig. 5.8. Number of zero components of the vector (wn −w)n∈N∗ with the same initial point 0
for SPG and SAGE.
6. Conclusion. In this paper we proposed and studied a stochastic approach
to the problem of minimizing a strongly convex non-smooth function. In particular,
we have considered the case of composite minimization (the objective function is the
sum of a smooth and a convex term) and proposed a stochastic extension of proximal
splitting methods which have become widely popular in a deterministic setting. These
latter approaches are based on recursively computing the gradient of the smooth term
and then applying the proximity operator defined by the convex term. The starting
point of the paper is considering the case where only stochastic estimates of the
gradient are available. This latter situation is relevant in online approaches to learning
and more generally in stochastic and incremental optimization.
The main contributions of this paper are to provide convergence rates in expec-
tation and to establish almost sure convergence of the proposed stochastic proximal
gradient method. A further contribution regards our proving techniques, which differ
from many previous approaches based on regret analysis and online-to batch con-
version. Indeed, our approach is based on extending convex optimization techniques
from the deterministic to the stochastic setting. Such extensions are interesting in
their own right and could lead to further applications. An outcome of our analysis
is that, unlike in the deterministic case, in the stochastic case acceleration does not
yield any improvement in the rates.
The analysis in the paper suggests a few venues for future work. A main one is
the relaxation of the strong convexity assumption, considering in particular objec-
tive functions which are only convex; steps in this direction have been taken in [14].
Deriving high probability, rather than expectation bounds, would also be interesting.
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Appendix A. Proofs of auxiliary results.
Here we prove the statements about random quasi-Feje´r sequences and an upper
bound on a numerical sequence satisfying the assumptions of Lemma ??.
Proof. [of Proposition 4.7] It follows from (4.18) that
(∀n ∈ N∗)(∀w ∈ S) E[‖wn+1 − w‖2] ≤ E[‖wn − w‖2] + εn . (A.1)
(i): Since the sequence (εn)n∈N∗ is summable and E[‖w − w1‖2] is finite, we de-
rive from (A.1) that (E[‖wn − w‖2])n∈N∗ is a real positive quasi-Feje´r sequence, and
therefore it converges to some ζw ∈ R by [13, Lemma 3.1]. Set
(∀n ∈ N∗) rn = ‖wn − w‖2 +
∞∑
k=n
εn. (A.2)
Then, it follows from (4.18) that
(∀n ∈ N∗) E[rn+1|An] = E[‖wn+1 − w‖2|An] +
∞∑
k=n+1
εn
≤ ‖wn − w‖2 +
∞∑
k=n
εn
= rn. (A.3)
Therefore (rn)n∈N is a (real) supermartingale. Since supn E[min{rn, 0}] < +∞ by
(A.1), rn converges a.s to an integrable random variable [31, Theorem 9.4], that we
denote by ξw.
(ii)&(iii): Follow directly by (i).
Proof. [of Lemma 4.4] Note that, for every m ∈ N∗, n ∈ N∗, m ≤ n:
n∑
k=m
k−α ≥ ϕ1−α(n+ 1)− ϕ1−α(m), (A.4)
where ϕ1−α is defined by (3.1). Since all terms in (4.3) are positive for n ≥ n0, by
applying the recursion n− n0 times we have
sn+1 ≤ sn0
n∏
k=n0
(1− ηk) + τ
n∑
k=n0
n∏
i=k+1
(1− ηi)η2k. (A.5)
Let us estimate the first term in the right hand side of (A.5). Since 1− x ≤ exp(−x)
for every x ∈ R, from (A.4), we derive
sn0
n∏
k=n0
(1− ηk) = sn0
n∏
k=n0
(
1− c
kα
)
≤ sn0 exp
(
−c
n∑
k=n0
k−α
)
≤
sn0
(
n0
n+1
)c
if α = 1,
sn0 exp
(
c
1−α (n
1−α
0 − (n+ 1)1−α)
)
if 0 < α < 1.
(A.6)
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To estimate the second term in the right hand side of (A.5), let us first consider the
case α < 1, let m ∈ N \ {0} such that n0 ≤ n/2 ≤ m+ 1 ≤ (n+ 1)/2. We have
n∑
k=n0
n∏
i=k+1
(1− ηi)η2k =
m∑
k=n0
n∏
i=k+1
(1− ηi)η2k +
n∑
k=m+1
n∏
i=k+1
(1− ηi)η2k
≤ exp (− n∑
i=m+1
ηi
) m∑
k=n0
η2k + ηm
n∑
k=m+1
(
n∏
i=k+1
(1− ηi)−
n∏
i=k
(1− ηi)
)
= exp
(− n∑
i=m+1
ηi
) m∑
k=n0
η2k + ηm
(
1−
n∏
i=m+1
(1− ηi)
)
≤ exp (− n∑
i=m+1
ηi
) m∑
k=n0
η2k + ηm
≤ c2 exp
( c
1− α ((m+ 1)
1−α − (n+ 1)1−α)
)
ϕ1−2α(n) + ηm (A.7)
≤ c2 exp
(−ct(n+ 1)1−α
1− α
)
ϕ1−2α(n) +
2αc
µ(n− 2)α . (A.8)
Hence, combining (A.6) and (A.8), for α ∈ ]0, 1[ we get
sn+1 ≤
(
τc2ϕ1−2α(n) + sn0 exp
(cn1−α0
1− α
))
exp
(−ct(n+ 1)1−α
1− α
)
+
τ2αc
(n− 2)α .
(A.9)
We next estimate the second term in the right hand side of (A.5) in the case α = 1.
We have
n∑
k=n0
n∏
i=k+1
(1− ηi)η2k =
c2
(n+ 1)c
(
1 +
1
n0
)c n∑
k=n0
1
k2−c
≤ c
2
(n+ 1)c
(
1 +
1
n0
)c
ϕc−1(n).
(A.10)
Therefore, for α = 1, we obtain,
sn+1 ≤ sn0
( n0
n+ 1
)c
+
τc2
(n+ 1)c
(
1 +
1
n0
)c
ϕc−1(n), (A.11)
which completes the proof.
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