In this paper, the optimization of quantizer's segment threshold is done. The quantizer is designed on the basis of approximative spline functions. Coefficients on which we form approximative spline functions are calculated by minimization mean square error (MSE). For coefficients determined in this way, spline functions by which optimal compressor function is approximated are obtained. For the quantizer designed on the basis of approximative spline functions, segment threshold is numerically determined depending on maximal value of the signal to quantization noise ratio (SQNR). Thus, quantizer with optimized segment threshold is achieved. It is shown that by quantizer model designed in this way and proposed in this paper, the SQNR that is very close to SQNR of nonlinear optimal companding quantizer is achieved.
Introduction
Quantization, in mathematics and digital signal processing, is the process of mapping a large set of input values to a smaller set-such as rounding values to some unit of precision. The most common type of quantization is known as scalar quantization. A device or algorithmic function that performs quantization is called a quantizer [1] [2] [3] .
Quantizers can be uniform and nonuniform. Uniform quantizers are suitable for signals that have approximately uniform distribution. How most of the signals do not have a uniform distribution there is a need for using nonuniform quantizer [1] [2] [3] . One of the most used methods for the realization of the nonuniform quantizer is companding technique, in which a specific compressor function is applied on an input signal. The most often used compressor functions are optimal compressor function [1] [2] [3] . The optimal compressor function gives the maximum signal to quantization noise ratio (SQNR) for the reference variance of the input signal. By knowing compressor function, model quantizer is completely defined. However, although easy for analysis, it is shown that this model is very difficult to realize [1] [2] [3] . Therefore, in order to achieve easier practical realization, approximation of the optimal compressor function and linearization of the optimal compressor function is performed.
A comprehensive analysis of SQNR behavior in a wide range of variances for the piecewise uniform scalar quantizer PUSQ designed for a Laplacian source according to the piecewise linear approximation to the optimal compressor law is reported in [4] . The linearization of the optimal compressor function is done in [5] . The demerit of method described by [5] is a high complexity of quantizer and high complexity of coding and decoding. The analysis of compressor function for Laplacian source is shown in [6] . Quantizer designed on the basis of approximative spline functions, whose support region is divided on segments of equal size is described in [7] .
In this paper, in order to reduce complexity and maintenance of a reasonably good performance of quantizer, we develop a new method of construction quantizer which introduces optimization of the segment threshold and different number of cells per segments. The number of cells per segments is determined depending on value of optimized segment threshold. Also, depending on value of optimized segment threshold, approximate spline functions, by which the optimal compressor function is approximated, are determined. Unlike with the quantizer described in [7] , the support region of proposed quantizer model is not divided on segments of equal size. Segments' size at the proposed model depends on segment threshold that is being optimized. The value of segment threshold depends on the size of the support region. In papers [8] [9] [10] detailed analyses are performed on which the importance of support region choice could be well seen. In the papers mentioned above, the influence of support region choice on scalar quantizer performances that are designed for Laplacian source is analysed. By designing the proposed quantizer based on approximate spline functions and optimized threshold segment, SQNR that is close to that of the nonlinear optimal companding quantizer is obtained.
The rest of the paper is organized as follows: In Section 2 the detailed description of spline functions of the second-degree and optimal compressor function is given. Design of quantizer based on spline functions of the second-degree is described in Section 3. The procedure for optimization of the segment threshold is described in Section 4. Finally, Section 5 presents numerical results and discusses their implications.
Approximate Second-Degree Spline Functions and Optimal Compressor Function
The theory of approximation is the area of numerical mathematics that deals with problems of replacing one function with other. It is shown that the spline of degree 2 better approximates the optimal compressor function than the spline of degree 1 [7] . Therefore, in this paper, the approximation of the optimal compressor function using spline function of the second-degree is done. A function Q is called a spline of degree 2 if [11] :
In brief, a quadratic spline is a continuously differenttiable piecewise quadratic function, where quadratic includes all linear combinations of the basic functions ,
In this paper, the coefficients of the second-degree spline, r i , p i and q i , i = 1, ···, L, are determined by minimizing the mean-square error (MSE) as follows:
The optimal compressor function c(x) by which the maximum SQNR is achieved for the reference variance of an input signal is defined as [1] [2] [3] :
Without diminishing the generality, the quantizer design will be done for the reference input variance of 
Design of Quantizer Based on Approximate Second-Degree Spline Functions
The performances of a quantizer are usually specified in terms of SQNR [1] [2] [3] : 2 2 SQNR 10 log 10 log , 
where p(x) is Laplacian probability density function (PDF) which is defined as follows [1] :
In the rest of the paper we assume symmetry about zero in the proposed quantizer model design. The Laplacian PDF is symmetrical about zero. Namely, without loss of generality, we assume that information source is Laplacian source with memoryless property, the unit L. VELIMIROVIĆ ET AL. 1432 variance and zero mean value. The reproduction level y max is determined from the condition:
The g L presents the approximate spline function of the last segment (see Figure 1) . The step size is equal to:
The optimal support region value of the proposed quantizer is as follows [5] :
The total number of the reproduction levels per segments in the first quadrant is:
where the optimal number of reproduction levels per segments, N i , is determined from the following condition:
Reproduction levels are determined as the solution of the approximate spline function as follows:
0
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For the y i,j is taken the solution that belongs to the spline function domain. Observe that indexes i and j indicate on the j-th reproduction levels within the i-th segment. Cells lengths per segments of the considered quantizer is equal to:
Denoted by , i j  the j-th cells lengths within the i-th segment.
The granular distortion is determined by Bennett's integral [1] [2] [3] :
The granular distortion for the proposed model, based on formula (16), is equal to:
where
Optimization of Quantizer's Segment Threshold
In this Section, the segment threshold optimization is described. Solving the system of equations defined by Equation (3), where is the optimal value of the support region, x L = x max , defined by Equation ( Step 1. Based on the coefficents r i , p i , q i , i = 1, ···, L expressed depending on the segment threshold x i , the second-degree spline functions, g i (x), defined by Equation (1) is desgined.
Step 2. On the basis of the second-degree spline functions obtained in this way, g i (x), the proposed quantizer as described in Section 3 is designed. This way, an expression for SQNR of proposed quantizer depending on the segment threshold x i is achieved.
Step 3. The segment threshold x i is numerically determined so that maximal SQNR value of proposed quantizer is achieved (see Figures 2 and 3) .
Numerical Results and Conclusions
Numerical results presented in this section are obtained for the case when the number of segments is equal to 2L = 4 and for number of levels N = 16 and N = 32. For the number of segments 2L = 4, the approximate quadratic spline function g(x) defined by Equation (1) 
The number of conditions set is equal to the number of coefficients that should be determined. In fact, as we have three knotes and two subintervals (see Figure 1) , and each second-degree polynomial has three coefficients, means to determinate the six coefficients in total [11] . Solving the system of equations defined by Equation (3), the coefficents r 1 , p 1 , q 1 , r 2 , p 2 , q 2 are determined. The values of coefficents r 1 , p 1 , q 1 , r 2 , p 2 , q 2 depend on the value of the segment threshold x 1 which is numerically determined as described in Section 4.
In Figures 2 and 3 the dependence of SQNR of the proposed quantizer model on the segment threshold x 1 for the number of levels N = 16 and N = 32 is shown. Based on Figure 2 it can be concluded that the maximal value of SQNR of the proposed quantizer is achieved for the value of the segment threshold x 1 = 4.51. Also, based on Figure 3 it can be concluded that the maximal value of SQNR of the proposed quantizer is achieved for the value of the segment threshold x 1 = 5.94. Table 1 shows the values of SQNR of the proposed quantizer which segment threshold x 1 numerically determined, (SQNR N ), the values of SQNR of the proposed quantizer having equidistant segment thresholds (the segment threshold x 1 is at the middle of support region) [7] , (SQNR 
In Figure 4 dependency of SQNR N , SQNR S and SQNR O on the number bits per sample (R = 4 bit/sample and R = 5 bit/sample) is shown. Analyzing the results shown in Table 1 and Figure 4 , one can notice that design of quantizer based on approximate spline of degree 2, with the optimized segment threshold x 1 , achieved higher SQNR than design of quantizer based on approximate spline of degree 2 with the segment threshold x 1 that is it the middle of the support region. Also, analyzing the results shown in Table 1 and Figure 4 , one can conclude that design of quantizer based on approximate spline of degree 2, with the optimized segment threshold x 1 , achieved SQNR very close to that of nonlinear optimal companding quantizer.
Comparing the performance of the proposed quantizer model with the optimized segment threshold x 1 , with the quantizer model having equidistant segment thresholds [7] , and with the nonlinear optimal companding quantizer [1] [2] [3] , it can be concluded that the proposed model is a very effective solution because a simple quantizer model achieves a high quality signal. For the case when the number of levels is lower than 16, the complexity of the proposed quantizer model may be larger than the optimal Lloyd-Max's scalar quantizer model [1] [2] [3] . For the case when the number of levels is more than 32, the complexity of the proposed quantizer model becomes high. Due to these limitations, this paper analyzes the quantizer model for the number of levels N = 16 and N = 32, i.e. for the number bits per sample R = 4 and R = 5. The proposed quantizer model besides Laplacian PDF, is convenient for other probability density functions.
