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Abstract
Iterative Feedback Tuning constitutes an attractive control loop tuning method
for processes in the absence of sufficient process insight. It is a purely data driven
approach to optimization of the loop performance. The standard formulation en-
sures an unbiased estimate of the loop performance cost function gradient, which
is used in a search algorithm for minimizing the performance cost.
A slow rate of convergence of the tuning method is often experienced when
tuning for disturbance rejection. This is due to a poor signal to noise ratio in the
process data. A method is proposed for increasing the data information content by
introducing an optimal perturbation signal in the tuning algorithm. The pertur-
bation signal design is based on a detailed analysis of the asymptotic accuracy of
the tuning method. A formal algorithm for optimization of the perturbation signal
spectrum when tuning for disturbance rejection is presented. Special cases where
an explicit optimal design are available is discussed. The theoretical analysis is
supported by a simulation example.
1 Introduction
Control design and tuning for disturbance rejection is one of the classical disciplines
in control theory and control engineering science. Design of compensators for distur-
bance rejections is well documented (A˚stro¨m, 1970; Box and Jenkins, 1970; A˚stro¨m and
Ha¨gglund, 1995). Given a particular control design, the tuning of the control parameters
can be conducted based on tuning rules or by minimization of some loop performance
criterion. The performance criterion is typically a quadratic cost function with penalty
on the process outputs and the control signals. Given a model of the system, the set
of optimal control parameters which minimize the performance cost can be evaluated.
In absence of a sufficiently reliable model, the tuning can be performed based on data
obtained from the loop, by a data driven optimization. Iterative Feedback Tuning is
a method for optimizing control parameters using closed loop data and this algorithm
will form the basis for the modifications presented here. The basic algorithm was first
presented in Hjalmarsson et al. (1994) and has since then been analyzed, extended and
tested in a number of papers. Gevers (2002) and Hjalmarsson (2002) provide extensive
overviews of the development of the method and references to applications.
The performance criterion, FN (yt, ut), used in the controller tuning is a function of the
output and the control action for the control loop. Hence it is a function of the true
system, the controller and external signals acting on the loop. We will use the set-up in
Figure 1.1 where G is a causal scalar linear time-invariant system, C is the controller,
which also is assumed to be causal scalar linear time-invariant, and where rt is the
reference signal and vt is the disturbance, respectively. Assuming, as we will, that the
disturbance is stochastic implies that the performance cost is itself a random variable.
However, as in, e.g., LQG-control, it is natural to minimize the expected cost
F (·) , E [FN (·)] (1.1)
where here E[·] is the mathematical expectation over the random disturbances acting on
the closed loop system. This notation will be used throughout this paper. Notice that
in the following, when expectation of F (·) is taken, the expectation refers not to the
random disturbances acting on the system when assessing the closed loop peformance.
It refers to the random variables that have affected the experimental data that has been
used to design the controller for which the performance of F (·) is to be assessed. In
order words the expectation will be taken over the controller C which will be seen as a
random variable.
Our objective is to design a controller such that F is minimized when rt ≡ 0, i.e. we are
rt
+
−
ut
G
vt
+ +
yt
C
Figure 1.1: A general feedback loop designed for disturbance rejection. The process, G, and the
compensator in the feedback loop, C, is given as scalar linear transfer functions.
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interested in disturbance rejection. Adding a reference signal during the experimenta-
tion phase may however improve the quality of the obtained controller C. In Iterative
Feedback Tuning, one tries to minimize F with respect to the controller using noisy
closed loop experiments. The accuracy of this very much depends on the shape of the
cost function F one tries to minimize. The sharper the optimum of F is, the easier
it will be to find a good controller. Now, any change in the spectrum Φr of the refer-
ence signal, will affect the output spectrum Φy and the input spectrum Φu. Hence the
reference signal spectrum affects the minimum and the shape of the performance cost
surface. By designing the spectrum of an external reference it is consequently possible
to shape the performance cost function in order to improve the convergence properties
of the search algorithm in the tuning method for the control parameters. However,
one has to bear in mind that shaping the cost function will also influence the location
of the minimum in the controller parameter space. The cost function evaluated with
external perturbation will be different from that of the original design problem when
tuning for disturbance rejection. This is illustrated in Figure 1.2 where two examples
of a quadratic cost function are shown as function of two control parameters. Let the
original design F0 refer to the disturbance rejection case where the reference signal to
the loop is zero. F1 is then the evaluation of the same cost function for the case with
external perturbation where Φr 6= 0. Since the contour lines of F1 are closer together
than for F0, the optimization with the perturbation is less sensitive to the stochastic
element in the evaluation of the performance cost. The price to be paid is that the
method converges towards a different minimum. Despite this unfortunate consequence,
successful simulation studies are reported with respect to convergence using Perturbed
Iterative Feedback Tuning when tuning for disturbance rejection (Huusom et al., 2008).
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Figure 1.2: Contours and minima for two cost functions with equal levels for the contour lines. ρ1
and ρ2 are the control parameters. The full lines and the cross refer to the original design
criterion, F0. The dotted lines and the dot in the center is the cost function when affected
by an external perturbation, F1.
1.1 Formulating a design criterion
Let F (ρ,ϑ) denote the cost function that we are interested in minimizing, where ρ and
ϑ represent the free control parameters which are to be tuned and a set of parameters
which characterize the reference signal spectrum, respectively. The objective is to find
the optimal ρ for a given ϑ = ϑ0 which corresponds to rt ≡ 0. We denote the optimum
ρ by ρ¯(ϑ), indicating its dependence on ϑ. Since the system will be affected by noise it
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is only possible to obtain a minimizer, ρˆn(ϑ), with a certain accuracy; we use subscript
n to denote that n iterations are performed in the tuning method. Hence Iterative
Feedback Tuning will produce a solution with the following error
Σn(ϑ) , E
[
(ρˆn(ϑ)− ρ¯(ϑ)) (ρˆn(ϑ)− ρ¯(ϑ))T
]
(1.2)
that has the property that it depends on ϑ. Using a continuity argument it may
therefore be advantageous to optimize ρ for a ϑ 6= ϑ0, i.e. it may be that the controller
corresponding to ϑ may result in a smaller expected cost for the desired excitation
conditions (which correspond to ϑ0) than the controller tuned with the desired operating
conditions ϑ0. This can be expressed as that it may hold that
E
[
F (ρˆn(ϑ),ϑ
0)
]
< E
[
F (ρˆn(ϑ
0),ϑ0)
]
(1.3)
Our objective is to determine operating conditions ϑ such that E
[
F (ρˆn(ϑ),ϑ
0)
]
is
minimized. This is a very difficult problem since F (ρˆn(ϑ),ϑ
0) is a very complicated
and non-linear function of the random disturbances originating from the experiments
on which ρˆn(ϑ) is based. This in turn means that the expectation with respect to these
random variables is very difficult to compute. Our approach to cope with this is to
perform a local analysis, assuming ϑ to be close to ϑ0. Using Taylor expansion near
the optimum we have that
F (ρˆn(ϑ),ϑ
0) ≈ F (ρ¯(ϑ0),ϑ0) + ∂F (ρ¯(ϑ
0),ϑ0)
∂ρ
(
ρˆn(ϑ)− ρ¯(ϑ0)
)
+
1
2
(
ρˆn(ϑ)− ρ¯(ϑ0)
)T ∂2F (ρ¯(ϑ0),ϑ0)
∂ρ2
(
ρˆn(ϑ)− ρ¯(ϑ0)
)
=F (ρ¯(ϑ0),ϑ0) +
1
2
Tr
{
∂2F (ρ¯(ϑ0),ϑ0)
∂ρ2
(
ρˆn(ϑ)− ρ¯(ϑ0)
) (
ρˆn(ϑ)− ρ¯(ϑ0)
)T}
(1.4)
which means that
E
[
F (ρˆn(ϑ),ϑ
0)
]− F (ρ¯(ϑ0),ϑ0)
≈1
2
Tr
{
∂2F (ρ¯(ϑ0),ϑ0)
∂ρ2
E
[(
ρˆn(ϑ)− ρ¯(ϑ0)
) (
ρˆn(ϑ)− ρ¯(ϑ0)
)T ]}
=
1
2
Tr
{
∂2F (ρ¯(ϑ0),ϑ0)
∂ρ2
(
ρ¯(ϑ)− ρ¯(ϑ0)) (ρ¯(ϑ)− ρ¯(ϑ0))T}+
1
2
Tr
{
∂2F (ρ¯(ϑ0),ϑ0)
∂ρ2
Σn(ϑ)
}
, ∆Fn(ϑ) (1.5)
Now, if Σn(ϑ) can be evaluated then ∆Fn(ϑ) is a quantity that can be minimized with
respect to ϑ in order to find the (approximately) optimal (reference) perturbation signal
spectrum to be used in the experiments when tuning the controller parameters ρ using
Iterative Feedback Tuning.
The two terms in ∆Fn(ϑ) can be interpreted as follows: The first term is the bias error
due to that ϑ 6= ϑ0 is used in the optimization whereas the second term is the variance
error incurred on F (ρˆn(ϑ),ϑ
0). The bias error will typically increase as ϑ moves away
from ϑ0. As noted above, it may be possible to decrease the variance error if ϑ is
suitably chosen. The optimal perturbation choice ϑ = ϑ¯ will balance these two terms.
The aim of this study is to construct a systematic and formal algorithm for designing an
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optimal external perturbation signal for Iterative Feedback Tuning of the disturbance
rejection problem. Based on (1.5), this algorithm will minimize a design criterion which
explicitly addresses this trade off between bias and variance error in the distribution of
the n’th iterate in the tuning algorithm, ρn.
The paper is organized as follows: Section 2 presents the basic Iterative Feedback Tuning
algorithm for disturbance rejection. We also review an expression for the error Σn(ϑ) of
the method derived in Hildebrand et al. (2005b) for the disturbance rejection problem.
In Section 3 the effect of adding an external perturbation signal to the loop in the tuning
method is analyzed. This extends the result in Hildebrand et al. (2005b) and provides us
with an expression for Σn(ϑ) required for the computation of the expression on the right
in (1.5). Then in Section 4, a formal design criterion for the perturbation spectrum is
derived and a full algorithm, tuning for disturbance rejection with Perturbed Iterative
Feedback Tuning using process insight, is constructed. Finally a simulation example
serves to illustrate the advantages of introducing an optimal external perturbation signal
in the tuning algorithm for the disturbance rejection case. Derivation of covariance
expressions for the derivative of the performance cost function is given in an appendix.
2 Iterative Feedback Tuning for disturbance rejection
The algorithm for performing Iterative Feedback Tuning for disturbance rejection is
illustrated in the following. The feedback loop in Figure 1.1 depicts the signals and
transfer functions which will be used in the algorithm for tuning the parameters ρ in C.
The objetive is to tuning the controller such that the effect of the noise, vt, is rejected
in an optimal sense.
The objective is to minimize the cost function:
FN (ρi) =
1
2N
N∑
t=1
(yt(ρi)− ydt )2 + λ(ut(ρi))2 (2.1)
where N number of data points in the discrete time horizon and yd is the desired
output response. For the disturbance rejection problem rt ≡ 0 and hence ydt = 0. The
sensitivity of the cost function with respect to the control parameters is
J(ρi) =
∂FN (ρi)
∂ρ
=
1
N
N∑
t=1
yt(ρi)
∂yt(ρi)
∂ρ
+ λut(ρi)
∂ut(ρi)
∂ρ
(2.2)
where
∂yt
∂ρ
(ρ) =− ∂C(ρ)
∂ρ
GS2(ρ)vt (2.3)
∂ut
∂ρ
(ρ) =− ∂C(ρ)
∂ρ
S2(ρ)vt (2.4)
The minimization of the cost function is realized by iterating in the gradient scheme
ρi+1 = ρi − γiR−1J(ρi) (2.5)
where R is a positive definite matrix. It could be chosen as the Hessian of the cost
function with respect to the control parameters ρ, or the identity matrix to achieve
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a Newton or a steepest decent algorithm respectively. If a model for the system is
unknown, the gradients of the in- and output and hence the cost function gradient can
not be evaluated analytically. An estimate of the performance cost function gradient is
Ĵ(ρi) =
1
N
N∑
t=1
yt(ρi)
∂̂yt(ρi)
∂ρ
+ λut(ρi)
∂̂ut(ρi)
∂ρ
(2.6)
where ∂̂yt(ρi)
∂ρ
and ∂̂ut(ρi)
∂ρ
are estimates of (2.3) and (2.4) respectively. In the traditional
Iterative Feedback Tuning framework the minimization of the cost function, (2.1), is
based on data from two successive experiments (Hjalmarsson et al., 1998).
• Collect data {y1t (ρi), u1t (ρi)}t=1,..,N where r1t = 0
• Collect data {y2t (ρi), u2t (ρi)}t=1,..,N where r2t = −y1t
This data is used to estimate the gradients of the in- and outputs
∂̂yt
∂ρ
,
∂C(ρi)
∂ρ
y2t (2.7)
=
∂yt
∂ρ
(ρi) +
∂C(ρi)
∂ρ
S(ρi)v
2
t (2.8)
∂̂ut
∂ρ
,
∂C(ρi)
∂ρ
u2t (2.9)
=
∂ut
∂ρ
(ρi)−
∂C(ρi)
∂ρ
S(ρi)C(ρi)v
2
t (2.10)
where (2.7) and (2.9), are the estimators for the gradients of the in- and outputs. When
these two expressions are used to form the estimate for the performance cost function
gradient (2.6), (2.8) and (2.10) imply that the estimate can be split into two terms: An
analytic bias term, SN , and a variance term, EN . The latter term is due to the noise
present in the second experiment.
Ĵ(ρi) = SN (ρi) +EN (ρi) (2.11)
where
SN (ρ) =
1
N
N∑
t=1
[
y1t (ρ)
∂yt(ρ)
∂ρ
+ λu1t (ρ)
∂ut(ρ)
∂ρ
]
=
1
N
N∑
t=1
[
(S(ρ)v1t )
(
−∂C(ρ)
∂ρ
GS(ρ)2v1t
)
+ λ(−S(ρ)C(ρ)v1t )
(
−∂C(ρ)
∂ρ
S(ρ)2v1t
)]
(2.12)
EN (ρ) =
1
N
N∑
t=1
[
y1t (ρ)
(
∂̂yt(ρ)
∂ρ
− ∂yt(ρ)
∂ρ
)
+ λu1t (ρ)
(
∂̂ut(ρ)
∂ρ
− ∂ut(ρ)
∂ρ
)]
=
1
N
N∑
t=1
[
(S(ρ)v1t )
(
∂C(ρ)
∂ρ
S(ρ)v2t
)
+ λ(−S(ρ)C(ρ)v1t )
(
−∂C(ρ)
∂ρ
S(ρ)C(ρ)v2t
)]
(2.13)
The expectation of the variance part is zero, since the noise signals from the first and
second experiment are independent. The estimate of the cost function gradient produced
by the Iterative Feedback Tuning method is therefore an unbiased realization.
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Given that the noise v is a zero mean, weakly stationary random signal, the key contri-
bution in Iterative Feedback Tuning, is that it supplies an unbiased estimate of the cost
function gradient, without requiring a plant model estimate, Gˆ, (Hjalmarsson et al.,
1998). Let the estimate, (2.6), be an unbiased and monotonically increasing function
of ρ. Using the estimate (2.6) in the gradient iteration (2.5) instead of the analytical
expression (2.2), as a stochastic approximation method, will still make the algorithm
converge to the expectation of the local minimizer provided that the sequence of γi in
(2.5) fulfills (Robbins and Monro, 1951; Hildebrand et al., 2003)
∞∑
i=1
γ2i <∞,
∞∑
i=1
γi =∞. (2.14)
This condition is fulfilled e.g. by having γi = a/i where a is some positive constant.
A Gauss-Newton approximation of the Hessian to the performance cost function with
respect to the controller parameters was suggested in Hjalmarsson et al. (1994). This
first order approximation can be estimated using the available signals from the tuning
method
Hˆ =
1
N
N∑
t=1
 ∂̂yt
∂ρ
(
∂̂yt
∂ρ
)T
+ λ
∂̂ut
∂ρ
(
∂̂ut
∂ρ
)T (2.15)
This estimate will not be unbiased due to squared terms of the noise in the two ex-
periments, but it will be positive definite. A modification (Solari and Gevers, 2004)
that involves additional experiments in each iteration of the iterative Feedback Tuning
algorithm produces an unbiased Hessian estimate.
2.1 Asymptotic accuracy of the tuning method
The stochastic contribution in the gradient estimate will affect the asymptotic conver-
gence rate of the tuning method. A quantitative analysis was performed by Hildebrand
et al. (2005a). The result is as follows: With n being the iteration number and ρ¯ the
optimal set of parameters, the sequence of random variables,
√
n(ρn − ρ¯), converge in
distribution to a normally distributed random variable with zero mean and covariance
matrix Σ according to
√
n(ρn − ρ¯) D→ N (0,Σ)
Σ = a2
∫ ∞
0
eAtR−1Cov
[
Ĵ(ρ¯)
]
R−1eA
T tdt
(2.16)
The result in (2.16) is valid given the following set of conditions hold:
1. The sequence ρn converges to a local isolated minimum ρ¯ of F
2. H(ρ¯) is the true Hessian for F (ρ) at ρ¯.
3. The gain sequence {γn} in (2.5) is given by γn = a/n, where a is a positive constant.
4. There exists an index n¯ and a matrix R such that Rn = R for all n > n¯.
5. The matrixA = 1/2I − aR−1H(ρ¯) is stable, i.e. the real part of all the eigenvalues
is negative.
6. The covariance matrix Cov
[
Ĵ(ρ¯)
]
is positive definite.
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The result in (2.16) means that asymptotically the distribution for the deviation between
the n’th iterate of the controller parameter and the true optimum is known, and that
the method converges to the true local minimizer of the performance cost function. In
Hildebrand et al. (2005b) it is shown that the covariance expression for the distribution
simplifies if H(ρ¯), i.e. the true Hessian, is used as the matrix R in (2.5). Hence for a
Newton-Raphson optimization
Σ =
a2
2a− 1R
−1Cov
[
Ĵ(ρ¯)
]
R−1 (2.17)
As a measure of the quality of the controller for a given iteration, n, in the tuning
algorithm Hildebrand et al. (2005b) suggest the difference between the expected value
of the performance cost with C(ρn) in the loop minus the theoretical minimum value.
This quantity, ∆Fn, will be referred to as the control quality index.
∆Fn , E[F (ρn)]− F (ρ¯) (2.18)
This index is by definition a positive measure. Expanding it in a Taylor series around
the optimum up to second order gives the approximation:
∆Fn ≈ 1
2
E
[
∆ρ¯TnH(ρ¯)∆ρ¯n
]
(2.19)
where ∆ρ¯n = ρn − ρ¯. The following asymptotic expression when H(ρ¯)R−1 = I is given
in Hildebrand et al. (2005b):
lim
n→∞nE
[
∆ρ¯TnH(ρ¯)∆ρ¯n
]
=
a2
2a− 1Tr
{
Cov
[
Ĵ(ρ¯)
]
[R−1]
}
(2.20)
From this analysis, it is seen that the covariance of the gradient estimate for the per-
formance cost function influences both the asymptotic covariance of the distribution
of ∆ρ¯n and the control performance quality measure given the parameters ρn. It is
therefore of interest to decompose this covariance expression. Due to the independence
of the signals v1t and v
2
t , the covariance of the gradient estimate in Equation (2.11) can
be divided into the following contributions.
Cov
[
Ĵ(ρ)
]
= Cov[SN (ρ)] + E
[
EN (ρ)SN (ρ)
T
]
+ E
[
EN (ρ)SN (ρ)
T
]T
+Cov[EN (ρ)]
= Cov[SN (ρ)] + Cov[EN (ρ)] (2.21)
Assuming that the disturbance {vt} is a Gaussian process, the asymptotic frequency-
domain expressions of the two remaining terms are (Hildebrand et al., 2005a):
lim
N→∞
NCov[SN (ρ)] =
2
2pi
∫ π
−π
|S(ejω,ρ)|4Φ2v(ω)×
Re
{
[G(ejω,ρ)− λC(ejω,ρ)]S(ejω,ρ)∂C(e
jω,ρ)
∂ρ
}
×
Re
{
[G(ejω,ρ)− λC(ejω,ρ)]S(ejω,ρ)∂C(e
jω,ρ)
∂ρ
}T
dω (2.22)
lim
N→∞
NCov[EN (ρ)] =
1
2pi
∫ π
−π
|S(ejω,ρ)|4 [1 + λ|C(ejω,ρ)|2]2×
∂C(ejω,ρ)
∂ρ
∂C∗(ejω,ρ)
∂ρ
Φ2v(ω)dω (2.23)
where C¯ is the complex conjugate and C∗ is the complex conjugate transpose of C. A
derivation is presented in Appendix A.
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3 Introducing external perturbations in the tuning
It is desired to improve the convergence rate and the asymptotic accuracy of the Iterative
Feedback Tuning method. To achive this, the signal to noise ratio in data used in
the tuning method must be increased. An external perturbation signal will be used
as reference in the first of the two experiments used in the tuning algorithm. The
experiments are then defined as follows:
• Collect data {y1t (ρi), u1t (ρi)}t=1,..,N where r1t = rpt
• Collect data {y2t (ρi), u2t (ρi)}t=1,..,N where r2t = −y1t
where the external input rpt is characterized by the spectrum Φrp . A discussion on using
external perturbations in the Iterative Feedback Tuning algorithm and an introduction
to Perturbed Iterative Feedback Tuning are given in Huusom et al. (2008). The impli-
cation of introducing the external perturbation signal on the convergence properties of
the method will be elaborated in the following.
The implication on the gradient estimate of the cost function from including this extra
signal is
SN (ρi) =
1
N
N∑
t=1
[(
S(ρi)(Gr
p
t + v
1
t )
)(−∂C(ρi)
∂ρ
GS(ρi)
2(Grpt + v
1
t )
)
+
λS(ρi)(r
p
t − C(ρi)v1t )
(
−∂C(ρi)
∂ρ
S(ρi)
2(Grpt + v
1
t )
)]
(3.1)
EN (ρi) =
1
N
N∑
t=1
[(
S(ρi)(Gr
p
t + v
1
t )
)(∂C(ρi)
∂ρ
S(ρi)v
2
t
)
+
λS(ρi)(r
p
t − C(ρi)v1t )
(
−∂C(ρi)
∂ρ
C(ρi)S(ρi)v
2
t
)]
(3.2)
Given the following two complex functions
Ψ(ejω,ρ) =[G(ejω ,ρ)− λC(ejω,ρ)]S(ejω,ρ)∂C(e
jω,ρ)
∂ρ
(3.3)
Υ(ejω,ρ) =[|G(ejω ,ρ)|2 + λ]S(ejω,ρ)∂C(e
jω,ρ)
∂ρ
(3.4)
and assuming that the disturbance {vt} and the reference signal rt are Gaussian pro-
cesses, the asymptotic covariance expressions for SN (ρ) and EN (ρ) are given as (see
Appendix B for details)
lim
N→∞
NCov[SN (ρ)] =
1
2pi
∫ π
−π
|S(ejω,ρ)|4 ×
[
Re{G(ejω)Υ(ejω,ρ)}Re{G(ejω)Υ(ejω,ρ)}TΦ2rp +Re{Ψ(ejω,ρ)}Re{Ψ(ejω,ρ)}TΦ2v+[
2Re{G(ejω)Υ(ejω,ρ)}Re{Ψ(ejω,ρ)}T+Im{G(ejω)Υ(ejω,ρ)}Im{Ψ(ejω,ρ)}T−
Im{G(ejω)Υ(ejω,ρ)}T Im{Ψ(ejω,ρ)}+Re{G(ejω)Ψ(ejω,ρ)}Re{G(ejω)Ψ(ejω,ρ)}T+
Im{G(ejω)Ψ(ejω,ρ)}Im{G(ejω)Ψ(ejω,ρ)}T +Re{Υ(ejω,ρ)}Re{Υ(ejω,ρ)}T+
Im{Υ(ejω,ρ)}Im{Υ(ejω,ρ)}T
]
ΦrpΦv
]
dω (3.5)
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lim
N→∞
NCov[EN (ρ)] =
1
2pi
∫ π
−π
|S(ejω,ρ)|4 [1 + λ|C(ejω,ρ)|2]2 ∂C(ejω,ρ)
∂ρ
(
∂C(ejω,ρ)
∂ρ
)T
Φ2v+[Re{Ψ(ejω,ρ))}Re{Ψ(ejω,ρ))}T + Im{Ψ(ejω,ρ))}Im{Ψ(ejω,ρ))}T ]×
|S(ejω,ρ)|4ΦrpΦvdω (3.6)
In relation to experimental design of the perturbation spectrum it is important to know
how the Hessian approximation is affected:
Hˆ =
1
N
N∑
t=1
 ∂̂yt
∂ρ
(
∂̂yt
∂ρ
)T
+ λ
∂̂ut
∂ρ
(
∂̂ut
∂ρ
)T (3.7)
where
∂̂yt
∂ρ
=
∂C(ρi)
∂ρ
(
GS(ρi)
2(Grpt + v
1
t ) + S(ρi)v
2
t
)
(3.8)
∂̂ut
∂ρ
=
∂C(ρi)
∂ρ
(
S(ρi)
2(Grpt + v
1
t ) + C(ρi)S(ρi)v
2
t
)
(3.9)
hence
Hˆ(ejω) =
1
2piN
∫ π
−π
∂C(ejω,ρi)
∂ρ
∂C∗(ejω,ρi)
∂ρ
×(
|G(ejω)|2|S(ejω,ρi)|4
(|G(ejω)|2Φrp +Φv)+ |S(ejω,ρi)|2Φv)+
λ
∂C(ejω,ρi)
∂ρ
∂C∗(ejω,ρi)
∂ρ
×(
|S(ejω,ρi)|4
(|G(ejω)|2Φrp +Φv)+ |C(ejω,ρi)|2|S(ejω,ρi)|2Φv)dω (3.10)
=
1
2piN
∫ π
−π
∂C(ejω,ρi)
∂ρ
∂C∗(ejω,ρi)
∂ρ
×[
(|G(ejω)|2 + λ)|S(ejω,ρi)|4(|G(ejω)|2Φrp +Φv)+
(1 + λ|C(ejω,ρi)|2)|S(ejω,ρi)|2Φv
]
dω (3.11)
From the expressions in this section, it can be seen how external perturbation will affect
the relevant functions in relation to the covariance of the cost function gradient estimate.
• The asymptotic expressions for SN and EN are affine functions in the following
variables. SN = f(Φ
2
rp,Φ
2
v,ΦrpΦv) and EN = f(Φ
2
v,ΦrpΦv), hence the asymptotic
covariance estimate is also an affine function in Φ2rp, Φ
2
v and ΦrpΦv.
• The Hessian estimate is an affine function in Φrp and Φv only.
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3.1 Unbiased gradient estimation with perturbation
From the general feedback loop, Figure 1.1, it is seen that the closed loop transfer
functions are given by
yt =GS(ρi)r
p
t + S(ρi)vt (3.12)
ut =S(ρi)r
p
t − C(ρi)S(ρi)vt (3.13)
It would be interesting to have a design of rp which would not change the dynamics in
the response of y or u with respect to the inputs, compared to the unperturbed case. If
rpt =
√
α/Gvt would be realizable, the output in (3.12) will simplify to
yt = GS(ρi)
√
α
G
vt + S(ρi)vt = (1 +
√
α)S(ρi)vt
which is only a scaled expression of the output for the unperturbed case. This pertur-
bation signal design will render the gradient estimate unbiased in case λ = 0 in (2.1),
i.e. minimum variance control. It is optimal in the sense that this design will con-
tribute to a better signal to noise ratio without driving the optimization of the control
parameters to a biased optimum compared to the unperturbed case. In case where
rp =
√
αC(ejω,ρi)vt
ut = S(ρi)
√
αC(ejω,ρi)vt − C(ρi)S(ρi)vt = (1 +
√
α)C(ρi)S(ρi)vt
which means that an equivalent design is possible with an unbiased gradient estimate,
if the performance cost function only includes a penalty on the control (i.e. λ → ∞).
This is of course only of theoretical interest. The functional dependencies in (3.12) and
(3.13) means that a perturbation design which will give scaled expressions for both y
and u with respect to the unperturbed case does not exist.
In practical applications the actual random disturbance signal is unknown but the spec-
trum of the disturbance may be known. If the perturbation signal is generated using a
signal with spectral properties equal to these of v, i.e. Φv, then the expected value of
the gradient estimates will still be unbiased. If rpt and vt are independent the spectrum
of the output and the input in the two cases are:
Φy =|G(ejω)|2|S(ejω,ρi)|2Φrp + |S(ejω,ρi)|2Φv (3.14)
Φu =|S(ejω,ρi)|2Φrp + |C(ejω,ρi)|2|S(ejω,ρi)|2Φv (3.15)
Following the two optimal designs which has just be argued
Φrp =
α
|G(ejω)|2Φv ⇒ Φy = (1 + α)|S(e
jω,ρi)|2Φv
Φrp = α|C(ejω,ρi)|2Φv ⇒ Φu = (1 + α)C(ejω,ρi)|S(ejω,ρi)|2Φv
From these expressions it is seen that the only requirement is knowledge of the noise
spectrum and the magnitude functions |G(ejω)|2 and |C(ejω,ρi)|2 in order to produce
a spectrum of the in- and output which are scaled with (1 + α), compared to the un-
perturbed case. Insuring that the spectrum are scaled, is a less strict requirement than
having the signals y and u scaled. E.g. let the true system model contain a time delay
such that G(q) = q−kG¯(q). Since |G(ejω)|2 = |G¯(ejω)|2, a perturbation signal generated
by rpt =
√
α/G¯vt would only scale Φy up by (1 + α) but
yt = GS(ρi)
√
α
G¯
vt + S(ρi)vt = (1 +
√
αq−k)S(ρi)vt
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which will change the dynamic response and hence render the gradient estimate of
the minimum variance cost function biased. This result gives some information for
generation of the optimal perturbation signal for disturbance rejection tuning of the
minimum variance controller. It is desirable to have an input signal with the same
spectral properties as the random disturbance acting on the system. Furthermore this
signal will have to be filtered through the inverse of the true plant dynamics.
In practice it is not possible to generate an optimal perturbation signal since the plant
dynamics is unknown. On the other hand, the analysis in this section offers an optimal
design strategy for the perturbation signal in case a plant and noise covariance estimates
are available.
3.2 Influence of the perturbation power
In this section it will be assumed that λ = 0 in the performance cost function which
will therefore only depend on Φy. The perturbation signal spectrum will be chosen as
Φrp = (α/|G(ejω)|2)Φv such that the only free parameter is α which will determine the
power of the signal.
Using perturbations in the tuning algorithm will influence the covariance matrix of the
performance cost function gradient estimate and hence the expected performance of
the n’th iteration. Since expressions (3.5) and (3.6) show that the covariance matrix is
proportional to the squared spectrum of the perturbation signal, it will be proportional
to α2. The true Hessian of the performance cost function, used in evaluation of Σ and
∆Fn, is independent of the perturbation, since this Hessian is evaluated at the optimum
for the unperturbed problem. For α→∞ it will therefore be expected that Σ and the
control quality index will grow with α2. In practice the true Hessian is not known
and has to be estimated from the same perturbed data. Equation (3.11) shows that
such a Hessian estimate is proportional to the perturbation spectrum and hence α. By
substitution of the true Hessian with this perturbed Hessian estimate in the expressions
for Σ and ∆Fn, it will be expected that Σ will approach a constant value when α→∞
while the control quality index will grow linearly. These results are verified by simulation
in Figure 3.1.
In case the perturbation signal is kept constant between iterations, the covariance ex-
pression for the performance cost will change. Since the perturbation signal does not
change between iterations it will be regarded as a deterministic signal. Hence the mul-
tiplication between signals driven by the perturbation signal rp will not contribute to
the covariance. That implies that the term in SN in (3.5) with the squared spectrum
of the perturbation signal will be zero. Hence for a deterministic rp
lim
N→∞
NCov[SN (ρ)] =
1
2pi
∫ π
−π
|S(ejω,ρ)|4 ×
[ [Re{Ψ(ejω,ρ)}Re{Ψ(ejω,ρ)}T ]Φ2v+[
2Re{G(ejω)Υ(ejω,ρ)}Re{Ψ(ejω,ρ)}T+Im{G(ejω)Υ(ejω,ρ)}Im{Ψ(ejω,ρ)}T−
Im{G(ejω)Υ(ejω,ρ)}T Im{Ψ(ejω,ρ)}+Re{G(ejω)Ψ(ejω,ρ)}Re{G(ejω)Ψ(ejω,ρ)}T+
Im{G(ejω)Ψ(ejω,ρ)}Im{G(ejω)Ψ(ejω,ρ)}T +Re{Υ(ejω,ρ)}Re{Υ(ejω,ρ)}T+
Im{Υ(ejω,ρ)}Im{Υ(ejω,ρ)}T
]
ΦrpΦv
]
dω (3.16)
The covariance expression for EN in (3.6) remains unchanged. Having the same real-
ization for the perturbation signal will give a covariance expression for the performance
11
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(a) True Hessian, R = H, for the unper-
turbed problem.
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(b) Estimated Hessian, R = Hˆ, using pertur-
bations.
Figure 3.1: Simulations of Tr(Σ) and the control quality index, ∆Fn, for increasing power of the
perturbation signal Φrp = (α/|G(ejω )|2)Φv. 1000 data points are used in the simulation and
1000 repeated simulations are used to evaluate the covariance of the gradient estimate.
The perturbation signal is changed between subsequent simulations.
cost gradient estimate which is proportional to the perturbation signal spectrum and
not the spectrum squared. The influence of the deterministic perturbation signal on Σ
and ∆Fn is shown in Figure 3.2. It is seen that using a constant perturbation signal while
the Hessian is estimated from data, produces a covariance matrix Σ which approaches
zero as the power of the perturbation signal is increased.
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(a) True Hessian, R = H, for the unper-
turbed problem.
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(b) Estimated Hessian, R = Hˆ, using pertur-
bations.
Figure 3.2: Simulations of Tr(Σ) and the control quality index, ∆Fn, for increasing power of the
perturbation signal Φrp = (α/|G(ejω )|2)Φv. 1000 data points are used in the simulation and
1000 repeated simulations are used to evaluate the covariance of the gradient estimate.
The perturbation signal remains unchanged for all the subsequent simulations.
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4 A formal design criterion for the perturbation spectrum
The previous section has shown that introducing an external perturbation signal in
the first of the experiments in the Iterative Feedback Tuning algorithm, can improve
the convergence and decrease the necessary number of iterations when the objective is
disturbance rejection. In this section we summarize the formal design criterion, outlined
in Section 1.1, and discuss practical issues.
Denoting the design variables of the reference spectrum by ϑ (with ϑ0 corresponding
to a zero reference signal), we have from (1.5) that a suitable design criterion is
∆Fn(ϑ) ,
1
2
Tr
{
∂2F (ρ¯(ϑ0),ϑ0)
∂ρ2
(
ρ¯(ϑ)− ρ¯(ϑ0)) (ρ¯(ϑ)− ρ¯(ϑ0))T}+
1
2
Tr
{
∂2F (ρ¯(ϑ0),ϑ0)
∂ρ2
Σn(ϑ)
}
(4.1)
where
Σn(ϑ) , E
[
(ρˆn(ϑ)− ρ¯(ϑ)) (ρˆn(ϑ)− ρ¯(ϑ))T
]
Recall that the first term in (4.1) is the bias, or the displacement of the optimal perfor-
mance due to the external perturbation, and that the second term is the variance error.
Under Conditions 1–6 in Section 2.1, (2.16) gives that Σn(ϑ) can be expressed as
Σn(ϑ) ≈ 1
n
Σ(ϑ)
where n is the number of iterations that are going to be performed, and where
Σ(ϑ) = a2
∫ ∞
0
eAtR−1Cov
[
Ĵ(ρ¯,ϑ)
]
R−1eA
T tdt (4.2)
(recall that a is the gain in the step-size, i.e. at iteration n, the step-size is γn = a/n).
In (4.2), Cov
[
Ĵ(ρ¯,ϑ)
]
is given by (2.21)
Cov
[
Ĵ(ρ,ϑ)
]
= Cov[SN (ρ,ϑ)] + Cov[EN (ρ,ϑ)] (4.3)
where asymptotic (in the experiment length N) expressions for Cov[SN (ρ,ϑ)] and
Cov[EN (ρ),ϑ] are given in (3.5)–(3.6) with Φrp being the reference signal spectrum
that corresponds to the parameter ϑ. Observe that these expressions hold when the
disturbance vt and the reference signal rt are Gaussian distributed.
In case the gain direction R in the Iterative Feedback Tuning algorithm (2.5) is taken
as ∂
2F (ρ¯(ϑ),ϑ)
∂ρ2
, the simplified expression (2.17) can be used resulting in that
Σn(ϑ) ≈ a
2
n(2a− 1)
[
∂2F (ρ¯(ϑ),ϑ)
∂ρ2
]−1
Cov
[
Ĵ(ρ¯,ϑ)
] [∂2F (ρ¯(ϑ),ϑ)
∂ρ2
]−1
(4.4)
When full process knowledge is available all quantities in (4.1) can be computed from the
equations above and thus one can optimize ∆Fn(ϑ) in order to obtain a reference signal
spectrum suitable for when using Iterative Feedback Tuning to tune a controller that
is to be used for disturbance rejection. Since the design criterion ∆Fn(ϑ) is based on
a Taylor expansion it is recommended to introduce a constraint on the reference signal
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power in the optimization. There are many possibilities for parametrizing the reference
spectrum. In the next section a straightforward method where filter coefficients are used
as design variables ϑ. It is also possible to use a linear parametrization of the spectrum
itself, we refer to Jansson and Hjalmarsson (2005) for details.
As in general experimental design algorithms, the evaluation of the optimal solution
relies on knowledge of the true system which is not available (Goodwin and Payne, 1977;
Gevers and Ljung, 1986; Bombois et al., 2004). Therefore, practical use of the method
will have to rely on an initial plant model. However, since the cost function appears to be
smooth in many problems (see for example the next section), the accuracy of this model
does not seem to be critical. The model may also be updated using the experimental
data that is generated throughout the Iterative Feedback Tuning-experiments in order
to successively improve the design.
5 An example
A simulation study is preformed in order to illustrate the ideas and advantages of in-
troducing external perturbations in the Iterative Feedback Tuning method when tuning
for disturbance rejection. For simplicity the control loop used is a discrete-time linear
time-invariant transfer function model, and the controller has only two adjustable pa-
rameters. The random disturbance acting on the system is Gaussian white noise i.e.
et ∈ Niid(0, σ2) where σ = 1. The nomenclature refers to the block diagram in Figure
1.1 where vt = H(q)et.
Plant model: G(q) =
q−1 − 0.5q−2
1− 0.3q−1 − 0.28q−2
Noise model: H(q) =
1
1 + 0.9q−1
Controller: C(q) = ρ1 + ρ2q
−1
(5.1)
This system was used in Hildebrand et al. (2005b) to test the advantages of optimal
pre-filters in Iterative Feedback Tuning for disturbance rejection. The simulation study
is divided into two cases. In the first case a minimum variance control design is used,
hence λ = 0 in (2.1). In this case the optimal design of the perturbation signal is known
analytically. The second case treats the more general case where penalty on both in-
and outputs are included in the quadratic performance cost function. In the second
case λ = 0.25 is chosen, and the optimal perturbation signal is designed by optimizing
the parameters in a data filter.
Before we proceed, we remark that in this example we have replaced ∂
2F (ρ¯(ϑ0),ϑ0)
∂ρ2
in
the second term of (4.1) by
F (ρ¯(ϑ),ϑ0)
F (ρ¯(ϑ),ϑ)
∂2F (ρ¯(ϑ),ϑ)
∂ρ2
(5.2)
This approximation is accurate when
ν ,
d
dρ
∂2F (ρ¯(ϑ),ϑ)
∂ρ2
∣∣∣∣
ϑ=ϑ0
is small since g(ϑ) has first order derivative at ϑ = ϑ0 given by g′(ϑ0) = ν.
g(ϑ) ,
F (ρ¯(ϑ),ϑ0)
F (ρ¯(ϑ),ϑ)
∂2F (ρ¯(ϑ),ϑ)
∂ρ2
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5.1 Case one: Minimum variance control
In this section the external perturbation signal is given by rpt =
√
α/Gvt where the plant
model G and the noise model H are assumed known. Hence α is the only free parameter
which will give the input power of the perturbation signal. The tuning of the controller
is performed for the minimum variance design where λ = 0 in the performance cost
function (2.1). An external perturbation increases the value of the performance cost
when applied. Figure 5.1 shows the normalized cost function as a surface on a grid
of controller parameter values. These surface plots are smooth functions since the
same noise realization has been used for each grid point and in both the perturbation
signal design and in the evaluation of the cost function. The cost function is of course
only a smooth function when the number of samples, N →∞, which is not practically
realizable. In this simulation N = 512.
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)
Figure 5.1: Surface plot of the normalized performance cost function on a control parameter grid. The
lower surface is the performance cost when α = 0 and the upper surface is for α = 1. The
same noise realization vt has been used at each grid point and in the perturbation signal
design in order to obtain a smooth surface.
The two surfaces have the same minimum in Figure 5.1, since for this idealized case
F (ρ,Φrp) = (
√
α+ 1)2F (ρ, 0)
This property means that the perturbation gives the desired change in the curvature
of the performance cost function to yield a faster convergence. In order to illustrate
this result further a series of Monte Carlo experiments are performed using Perturbed
Iterative Feedback Tuning. Initially the control parameters has the optimal value, but
due to the stochastic nature of the data the tuning will move the parameters away
from this value for repeated iterations. In 1000 experiments, 10 iterations have been
performed from the same optimal starting point, and the values of the resulting set
of parameters has been saved. 1000 data points has been collected and used in each
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iteration of the tuning. For four different values of α in the perturbation signal, the
results are presented in Figure 5.2. The variance and the cross-covariance of the resulting
control parameters are reported in Table 5.1. From the results of the Monte Carlo
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(d) α = 10
Figure 5.2: The final control parameters from 1000 Monte Carlo experiments each with 10 iterations
in the Perturbed Iterative Feedback Tuning method. All iterations are initiated at the
optimal value for the control parameters. The value of α in scaling the perturbation signal
has been changed in four steps from zero up to 10.
Variance σ2ρ1 · 103 σ2ρ2 · 103 σρ1,ρ2 · 103
α = 0 1.24 1.03 -0.817
α = 1 1.16 1.02 -0.820
α = 5 0.757 0.743 -0.623
α = 10 0.522 0.531 -0.451
Table 5.1: The variance and the cross-covariance for the resulting set of control parameters from
1000 Monte Carlo experiments each with 10 iterations in the Perturbed Iterative Feedback
Tuning method. All iterations are initiated a t the optimal value for the control parameters.
Results are given for different values of α.
simulations in Figure 5.2 and Table 5.1 it is obvious that increasing the value of α in
the perturbation signal, produces an optimization problem with a statistically better
defined optimum.
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5.2 Case two: The general performance cost function
In this example the same system is used but the performance cost function is changed
so that λ = 0.25. Initially the perturbation signal is formed in the same way as in
the previous example, i.e. rpt =
√
α/Gvt. Figure 5.3 show how the optimum of the
cost function depends on the perturbation power when λ 6= 0. This figure also shows
30 contour lines for the cost functions, hence the contour lines in the two plots do
not represent equal levels. The optimal control parameters for each surface and the
corresponding value of the performance cost function are given in Table 5.2.
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(b) α = 1
Figure 5.3: Contour plots with each 30 conture lines of the performance cost function, with λ = 0.25,
on a control parameter grid. The perturbation signal rpt =
√
α/Gvt is applied and the
optimal set of control parameters is marked with a + for α = 0 and with ◦ for α = 1. The
same noise realization vt has been used at each grid point and in the perturbation signal
design in order to obtain a smooth surface.
ρ¯1 ρ¯2 F (ρ¯) Fcorr(ρ¯)
α = 0 -0.8323 0.4333 1.5008 -
α = 1 -0.8828 0.4616 5.2697 1.5051
Table 5.2: The optimal set of control parameters for the two experiments with λ = 0.25 where the
perturbation signal is given by rpt =
√
α/Gvt. The value of the performance cost function for
the optimal set is given together with the corrected value which compensates for the effect
of perturbation.
In the general case where λ 6= 0 in the performance cost function, the ratio F (ρ(Φrp),0)
F (ρ(Φrp ),Φrp)
in (5.2) is not constant. This is evident from Figure 5.4 which also shows that the
approximation is reasonable close to ρ¯. The figure also show that the curvature of this
surface is small close to ρ¯(Φrp).
5.2.1 Optimizing the perturbation signal
Since the value for λ is not very large, it is possible that the optimal design for λ = 0
yields a reasonable filter choice. From Figure 5.3 it is seen that the optimum for the
perturbed problem has not been moved very far from the unperturbed problem in the
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Figure 5.4: Surface plot of the performance cost function ratio F (ρ(Φrp ),0)
F (ρ(Φrp ),Φrp )
, with λ = 0.25, on a con-
trol parameter grid. The two evaluations of the performance cost are affected by perturba-
tion signals rpt =
√
α/Gvt with α = 0 and α = 1 respectively. The same noise realization vt
has been used at each grid point and in the perturbation signal design in order to obtain
a smooth surface. The point marked with + is the optimal set of control parameters for
the perturbed problem.
control parameter space. Therefore the structure of the filter used to generate the
perturbation signal is chosen identical to the inverted system model. The initial values
for the filter parameters are selected as the model parameters θ.
rpt =
1
G(q)
H(q)et = Grp(q)H(q)et, et ∈ Niid(0, σ2) (5.3)
where
Grp(q) =
1 + ϑ1q
−1 + ϑ2q−2
q−1 + ϑ3q−2
, ϑT0 = θ
T = [−0.3 − 0.28 − 0.5] (5.4)
hence non causal filtering is required. In this filter design the parameter α which
adjusts the gain will not be included in ϑ as a free parameter. Hence variance of
the perturbation signal will be determined by the remaining free parameters. The
optimal set of filter parameters can be detirmined by the minimization of the control
quality index, ∆Fn(Φrp) in (4.1) as an unconstrained problem. The reason being that
the optimal perturbation power will be a trade off between the displacement of the
optimal control parameters due to perturbation, and the distance between the expected
and optimal performance. The optimal solution based on full process insight where
computed as
ϑTopt = [−8.115 − 10.21 0.5434]
and the control quality index were improved from 5.123 · 10−3 to 0.2658 · 10−3.
5.2.2 Perturbed Iterative Feedback Tuning
In the following four series of 1000 Monte Carlo experiments are performed each con-
taining n = 10 iterations with Perturbed Iterative Feedback Tuning. Initially the loop
starts with the optimal set of control parameters for the unperturbed operation.
• The first series is classical Iterative Feedback Tuning without a perturbation signal.
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• In the second series the optimal designed perturbation filter for λ = 0 is used,
hence rpt = H(q)/G(q)et. When λ is equal 0.25, this design is expected to produce a
cloud of Monte Carlo solutions which is more dense but biased compeared to the
first series.
• The third series uses the perturbation signal with the optimal parameters which
was presented in Section 5.2.1. Since the variance of the perturbation signal is
unconstrained in the optimization the variance for rp = Grp(q,ϑ0)H(q)et is 2.842
while it is 165.6 for rp = Grp(q,ϑopt)H(q)et
• The fourth and last series, the third experiment is repeated but such a strong
signal will not be allowed during the tuning and the filter is scaled accordingly.
Using αGrp(q,ϑopt) where α =
√
2.842/
√
165.6, will give a variance of the optimal
perturbation signal which is the same as for rp = Grp(q,ϑopt)H(q)et.
The results of these four trials are shown in Figure 5.5 as scatter plot of ρn together with
the optimal solution for the unperturbed problem as a red square. Table 5.3 presents
the mean value, the variance and the cross-covariance for the Monte Carlo solutions
together with the optimal control parameter values for the unperturbed case.
Statistic mean(ρ1) mean(ρ2) σ
2
ρ1
· 103 σ2ρ2 · 103 σρ1,ρ2 · 103
rp = 0 (optimal) -0.8323 0.4333 - - -
rp = 0 -0.8369 0.4353 1.57 1.22 -1.09
rp = Grp(q,ϑ0)H(q)et -0.9019 0.4628 1.07 0.899 -0.726
rp = Grp(q,ϑopt)H(q)et -0.8382 0.4477 0.0275 0.0311 -0.0204
rp = αGrp(q,ϑopt)H(q)et -0.8371 0.4418 0.698 0.718 -0.488
Table 5.3: The mean, variance and the cross-covariance for the resulting set of control parameters from
1000 Monte Carlo experiments each with 10 iterations in the Perturbed Iterative Feedback
Tuning method. All iterations are initiated at the optimal value for the control parameters
for the unperturbed problem.
The results in Figure 5.5 and Table 5.3 clearly illustrates the advantage of introduc-
ing external perturbations when tuning for disturbance rejection. The optimal set of
perturbation filter parameters both significantly reduce the variance of final control pa-
rameters from the 1000 Monte Carlo experiments, and reduce the displacement of the
optimal control parameter solutions for the perturbed and unperturbed problem. It is
possible to evaluate the optimal filter parameters for generating the perturbation signal
as an unconstrained optimization. Constrains can then be included by a scaling the
gain of the filter, which has been done for Figure 5.5d.
6 Conclusions
The convergence properties of the Perturbed Iterative Feedback Tuning algorithm for
optimizing control parameters for disturbance rejection problems, have been investi-
gated. Asymptotic expressions for the covariance of the cost function gradient have
been derived and a control quality index for Perturbed Iterative Feedback Tuning is
proposed. It is shown that using a deterministic external perturbation signal in the
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Figure 5.5: The final control parameters from 1000 Monte Carlo experiments each with 10 iterations
in the Perturbed Iterative Feedback Tuning method. All iterations are initiated at the
optimal value for the control parameters for the unperturbed problem which is marked as
a red square and with the straight lines. The perturbations signals used in series one to
four corresponds to subfigure a, b, c, and d respectively.
tuning will affect the control quality index. The magnitude of the improvement de-
pends on the power and the frequency content of the perturbation signal.
For minimal variance control design an analytical expression is derived for a parame-
terization of the perturbation signal which is optimal in the sense that it converges to
the same set of control parameters as the unperturbed case. This optimal design is
illustrated in a simulation example where it is shown that increasing the power of the
perturbation signal improves the control quality index. For a general cost function with
quadratic penalty on both the output and the input, there does not exist such an unbi-
ased optimal parameterization of the perturbation signal. An algorithm for minimizing
the control quality index for this general case is proposed based on process insight. This
algorithm is shown to be able to produce a perturbation signal which significantly im-
proves the control quality index. Hence Perturbed Iterative Feedback Tuning performs
better than classical Iterative Feedback Tuning when tuning for disturbance rejection.
Investigation on optimal parameterization of the perturbation signal and the perfor-
mance of Perturbed Iterative Feedback Tuning in case of very limited process insight
remain for future work.
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A Derivation of covariance expression for the cost func-
tion estimate Fˆ (ρ) in standard Iterative Feedback Tun-
ing.
In this section the asymptotic covariance expression for the performance cost function
estimate will be derived. This covariance expression has been shown in Section 2.1 to
consist of the sum of the asymptotic covariance for the sums SN and EN reflecting the
deterministic and the variance part of the gradient estimate respectively. These two
sums are given by:
SN (ρ) =
1
N
N∑
t=1
[
(S(ρ)v1t )
(
−∂C(ρ)
∂ρ
GS(ρ)2v1t
)
+ λ(−S(ρ)C(ρ)v1t )
(
−∂C(ρ)
∂ρ
S(ρ)2v1t
)]
EN (ρ) =
1
N
N∑
t=1
[
(S(ρ)v1t )
(
∂C(ρ)
∂ρ
S(ρ)v2t
)
+ λ(−S(ρ)C(ρ)v1t )
(
−∂C(ρ)
∂ρ
S(ρ)C(ρ)v2t
)]
In the following derivations it will be used that SN consists of four signals that are
driven by the same noise realization. Hence all signals are correlated. EN also consists
of four signals but these are driven by two different realizations v1t and v
2
t from the same
distribution.
Derivation A.1 (Covariance expressions for SN) Let QN (which is a generalization
of the structure of SN ) be given by
QN =
1
N
N∑
t=1
[a(t)b(t) + c(t)d(t)] (A.1)
where a(t), b(t), c(t) and d(t) are signals generated by filtering the Gaussian white noise signal
e(t) through the stable scalar transfer functions A and C and the vectors of stable transfer
functions B and D. Hence
a(t) = Ae(t), b(t) = Be(t), c(t) = Ce(t), d(t) = De(t)
Since all signals from a(t) to d(t) are correlated due to e(t), one obtains:
Cov[QN ] = E[QNQ
T
N ]− E[QN ]E[QN ]T (A.2)
Evaluation of the first term gives
E[QNQ
T
N ] =E
 1
N2
N∑
t=1
[a(t)b(t) + c(t)d(t)]
(
N∑
t=1
a(t)b(t) + c(t)d(t)
)T
=
1
N2
E
 N∑
t=1
[a(t)b(t) + c(t)d(t)]
(
N∑
s=1
a(s)b(s) + c(s)d(s)
)T
=
1
N2
E
[
N∑
t,s=1
a(t)b(t)a(s)b(s)T + a(t)b(t)c(s)d(s)T+
c(t)d(t)a(s)b(s)T + c(t)d(t)c(s)d(s)T
]
=
1
N2
(
E[
N∑
t,s=1
a(t)b(t)a(s)b(s)T ] + E[
N∑
t,s=1
a(t)b(t)c(s)d(s)T ]+
E[
N∑
t,s=1
c(t)d(t)a(s)b(s)T ] + E[
N∑
t,s=1
c(t)d(t)c(s)d(s)T ]
)
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Using the following formula which is correct for the given properties of a(t), b(t), c(t) and d(t)
and where α, β, δ and γ are fixed delays.
E[a(t− α)b(t− β)c(t− γ)d(t− δ)] =Rab(β − α)RcdT (δ − γ) +Rac(γ − α)RbdT (δ − β)+
Rbc(δ − α)RadT (γ − β)
the expression can be written as
E[QNQ
T
N ] =
1
N2
(
N∑
t,s=1
(Rab(0)RabT (0) +Raa(t− s)RbbT (t− s) +Rba(t− s)RabT (t− s))+
N∑
t,s=1
(Rab(0)RcdT (0) +Rac(t− s)RbdT (t− s) +Rbc(t− s)RadT (t− s))+
N∑
t,s=1
(Rcd(0)RabT (0) +Rca(t− s)RdbT (t− s) +Rda(t− s)RcbT (t− s))+
N∑
t,s=1
(Rcd(0)RcdT (0) +Rcc(t− s)RddT (t− s) +Rdc(t− s)RcdT (t− s))
)
The second term in (A.2) will take the same form but will only have a contribution different
from zero when the lag t− s = 0. Hence
E[QN ]E[QN ]
T = Rab(0)RabT (0) +Rab(0)RcdT (0) +Rcd(0)RabT (0) +Rcd(0)RcdT (0)
which means that the covariance of QN simplifies to
Cov[QN ] =
1
N2
N∑
t,s=1
Raa(t− s)RbbT (t− s) +Rba(t− s)RabT (t− s)+
Rac(t− s)RbdT (t− s) +Rbc(t− s)RadT (t− s) +Rca(t− s)RdbT (t− s)+
Rda(t− s)RcbT (t− s) +Rcc(t− s)RddT (t− s) +Rdc(t− s)RcdT (t− s)
or
Cov[QN ] =
1
N
N−1∑
τ=−(N−1)
N − |τ |
N
(Raa(τ)RbbT (τ) +Rba(τ)RabT (τ) +Rac(τ)RbdT (τ)+
Rbc(τ)RadT (τ) +Rca(τ)RdbT (τ) +Rda(τ)RcbT (τ) +Rcc(τ)RddT (τ) +Rdc(τ)RcdT (τ))
by letting N →∞, using Kronecker’s lemma and applying the formula
∞∑
τ=−∞
Rab(τ)RcdT (τ) =
1
2pi
∫ pi
−pi
Φab(ω)ΦcdT (ω)dω (A.3)
the following asymptotic expression appears
lim
N→∞
NCov[QN ] =
1
2pi
∫ pi
−pi
Φaa(ω)ΦbbT (ω) + Φba(ω)ΦabT (ω)+
Φac(ω)ΦbdT (ω) + Φbc(ω)ΦadT (ω) + Φca(ω)ΦdbT (ω)+
Φda(ω)ΦcbT (ω) + Φcc(ω)ΦddT (ω) + Φdc(ω)ΦcdT (ω)dω (A.4)
where x is the complex conjugate of x.
Letting A,B,C and D refer to the transfer functions in Equation (2.13), the cross spectra can
be evaluated using Equation (A.5) where x∗ is the complex conjugated transpose of x.
Φpq = PQ
∗Φe (A.5)
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where p(t) = Pe(t) and q(t) = Qe(t) is a set of signals produced by filtering the same noise
signal, e(t) through the stable transfer functions P and Q.
Φaa =|S(ejω,ρ)|2Φv
ΦbbT =|G(ejω)|2|S(ejω ,ρ)|4
∂C(ejω ,ρ)
∂ρ
∂C∗(ejω ,ρ)
∂ρ
Φv
Φcc =λ|C(ejω ,ρ)|2|S(ejω ,ρ)|2Φv
ΦddT =λ|S(ejω ,ρ)|4
∂C(ejω ,ρ)
∂ρ
∂C∗(ejω,ρ)
∂ρ
Φv
Φba =−G(ejω)S(ejω ,ρ)|S(ejω,ρ)|2 ∂C(e
jω ,ρ)
∂ρ
Φv
ΦabT =−G∗(ejω)S∗(ejω ,ρ)|S(ejω ,ρ)|2
∂C∗(ejω ,ρ)
∂ρ
Φv
Φac =−
√
λC∗(ejω ,ρ)|S(ejω,ρ)|2Φv
ΦbdT =
√
λG(ejω)|S(ejω ,ρ)|4 ∂C(e
jω ,ρ)
∂ρ
∂C∗(ejω ,ρ)
∂ρ
Φv
Φbc =
√
λG(ejω)S(ejω ,ρ)C∗(ejω ,ρ)|S(ejω ,ρ)|2 ∂C(e
jω ,ρ)
∂ρ
Φv
ΦadT =−
√
λS∗(ejω ,ρ)|S(ejω ,ρ)|2 ∂C
∗(ejω ,ρ)
∂ρ
Φv
Φca =−
√
λC(ejω ,ρ)|S(ejω ,ρ)|2Φv
ΦdbT =
√
λG∗(ejω)|S(ejω ,ρ)|4 ∂C(e
jω,ρ)
∂ρ
∂C∗(ejω ,ρ)
∂ρ
Φv
Φda =−
√
λS(ejω,ρ)|S(ejω ,ρ)|2 ∂C(e
jω ,ρ)
∂ρ
Φv
ΦcbT =
√
λC(ejω ,ρ)G∗(ejω)S∗(ejω,ρ)|S(ejω ,ρ)|2 ∂C
∗(ejω ,ρ)
∂ρ
Φv
Φdc =λS(e
jω,ρ)C∗(ejω ,ρ)|S(ejω ,ρ)|2 ∂C(e
jω,ρ)
∂ρ
Φv
ΦcdT =λC(e
jω ,ρ)S∗(ejω ,ρ)|S(ejω ,ρ)|2 ∂C
∗(ejω ,ρ)
∂ρ
Φv
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Hence
ΦaaΦbbT =|S(ejω ,ρ)|2|G(ejω)|2
∂C(ejω,ρ)
∂ρ
(
∂C(ejω ,ρ)
∂ρ
)T
|S(ejω ,ρ)|4Φ2v
ΦbaΦabT =S
2(ejω ,ρ)G2(ejω)
∂C(ejω ,ρ)
∂ρ
(
∂C(ejω ,ρ)
∂ρ
)T
|S(ejω ,ρ)|4Φ2v
ΦccΦddT =λ
2|S(ejω,ρ)|2|C(ejω ,ρ)|2 ∂C(e
jω ,ρ)
∂ρ
(
∂C(ejω,ρ)
∂ρ
)T
|S(ejω,ρ)|4Φ2v
ΦdcΦcdT =λ
2S2(ejω,ρ)C
2
(ejω ,ρ)
∂C(ejω ,ρ)
∂ρ
(
∂C(ejω ,ρ)
∂ρ
)T
|S(ejω ,ρ)|4Φ2v
ΦacΦbdT =− λG(ejω)C(ejω,ρ)|S(ejω ,ρ)|2
∂C(ejω ,ρ)
∂ρ
(
∂C(ejω ,ρ)
∂ρ
)T
|S(ejω,ρ)|4Φ2v
ΦbcΦadT =− λG(ejω)C(ejω,ρ)S2(ejω ,ρ)
∂C(ejω ,ρ)
∂ρ
(
∂C(ejω ,ρ)
∂ρ
)T
|S(ejω,ρ)|4Φ2v
ΦcaΦdbT =− λG(ejω)C(ejω,ρ)|S(ejω ,ρ)|2
∂C(ejω ,ρ)
∂ρ
(
∂C(ejω ,ρ)
∂ρ
)T
|S(ejω,ρ)|4Φ2v
ΦdaΦcbT =− λG(ejω)C(ejω,ρ)S2(ejω ,ρ)
∂C(ejω ,ρ)
∂ρ
(
∂C(ejω ,ρ)
∂ρ
)T
|S(ejω,ρ)|4Φ2v
Inserting these expressions in (A.4) one obtain after a few manipulations:
lim
N→∞
NCov[SN (ρ)] =
1
2pi
∫ pi
−pi
|S(ejω ,ρ)|4Φ2v
[
Ψ(ejω ,ρ)Ψ(ejω ,ρ)T +Ψ(ejω ,ρ)Ψ(ejω,ρ)T
]
dω
=
2
2pi
∫ pi
−pi
|S(ejω ,ρ)|4Φ2v
[Re{Ψ(ejω,ρ)}Re{Ψ(ejω,ρ)}T+
jRe{Ψ(ejω,ρ)}Im{Ψ(ejω,ρ)}T ] dω
where
Ψ(ejω,ρ) =[G(ejω ,ρ)− λC(ejω ,ρ)]S(ejω ,ρ)∂C(e
jω ,ρ)
∂ρ
Which is the same as in (2.23) since the integration of 2jRe{Ψ(ejω,ρ)}Im{Ψ(ejω,ρ)}T from
−pi to pi is zero for all Ψ(ejω,ρ) ∈ C. q.e.d.
Derivation A.2 (Covariance expressions for EN) For the derivation of the covari-
ance of EN , let the sum QN be a generalization of the structure of EN according to
QN =
1
N
N∑
t=1
[a(t)b(t) + c(t)d(t)] (A.6)
where a(t), b(t), c(t) and d(t) are signals generated by filtering the two mutually independent
white noise signals e(t) and f(t) through the stable scalar transfer functions A and C and the
vectors of stable transfer functions B and D. Hence
a(t) = Ae(t), b(t) = Bf(t), c(t) = Ce(t), d(t) = Df(t)
Using the same derivation as above, but realizing that the cross correlation terms between signals
driven by independent noise realizations will be zero, the covariance can be written as
Cov[QN ] =
1
N2
N∑
t,s=1
Raa(t− s)RbbT (t− s) +Rac(t− s)RbdT (t− s)+
Rca(t− s)RdbT (t− s) +Rcc(t− s)RddT (t− s)
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hence
lim
N→∞
NCov[QN ] =
1
2pi
∫ pi
−pi
Φaa(ω)ΦbbT (ω) + Φac(ω)ΦbdT (ω)+
Φca(ω)ΦdbT (ω) + Φcc(ω)ΦddT (ω)dω (A.7)
When A,B,C and D refers to transfer functions in Equation (2.13) the cross spectra are
Φaa =|S(ejω,ρ)|2Φv
Φcc =λ|C(ejω ,ρ)|2|S(ejω,ρ)|2Φv
Φac =−
√
λC(ejω ,ρ)|S(ejω ,ρ)|2Φv
Φca =−
√
λC(ejω ,ρ)|S(ejω ,ρ)|2Φv
ΦbbT =|S(ejω,ρ)|2
∂C(ejω,ρ)
∂ρ
∂C∗(ejω ,ρ)
∂ρ
Φv
ΦddT =λ|C(ejω ,ρ)|2|S(ejω,ρ)|2
∂C(ejω,ρ)
∂ρ
∂C∗(ejω ,ρ)
∂ρ
Φv
ΦbdT =−
√
λC(ejω ,ρ)|S(ejω ,ρ)|2 ∂C(e
jω ,ρ)
∂ρ
∂C∗(ejω,ρ)
∂ρ
Φv
ΦdbT =−
√
λC(ejω ,ρ)|S(ejω ,ρ)|2 ∂C(e
jω ,ρ)
∂ρ
∂C∗(ejω,ρ)
∂ρ
Φv
Hence
ΦaaΦbbT =|S(ejω,ρ)|4 ∂C(e
jω ,ρ)
∂ρ
(
∂C(ejω ,ρ)
∂ρ
)T
Φ2v
ΦccΦddT =λ
2|C(ejω ,ρ)|4|S(ejω,ρ)|4 ∂C(e
jω ,ρ)
∂ρ
(
∂C(ejω ,ρ)
∂ρ
)T
Φ2v
ΦacΦbdT =λ|C(ejω ,ρ)|2|S(ejω ,ρ)|4 ∂C(e
jω ,ρ)
∂ρ
(
∂C(ejω ,ρ)
∂ρ
)T
Φ2v
ΦcaΦdbT =ΦacΦbdT
Inserting these expressions in (A.7) gives:
lim
N→∞
NCov[EN (ρ)] =
1
2pi
∫ pi
−pi
|S(ejω ,ρ)|4 [1 + λ|C(ejω ,ρ)|2]2×
∂C(ejω,ρ)
∂ρ
(
∂C(ejω ,ρ)
∂ρ
)T
Φ2vdω
Since the result is a real number, this expression is the same as (2.23) where the integrand is
the complex conjugate of the expression above. q.e.d.
B Derivation of covariance expression for the cost func-
tion estimate Fˆ (ρ) for Iterative Feedback Tuning with
external perturbation.
In this section the asymptotic covariance expression for the performance cost function
estimate will be derived for the case where the system is perturbed. As argued in Section
3 the covariance expression still consists only of the sum of the asymptotic covariances
for the sums SN and EN which reflect the deterministic and the variance part of the
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gradient estimate respectively. These two sums are given by:
SN (ρ) =
1
N
N∑
t=1
[(
S(ρ)(Grpt + v
1
t )
)(−∂C(ρ)
∂ρ
GS(ρ)2(Grpt + v
1
t )
)
+
λS(ρ)(rpt − C(ρ)v1t )
(
−∂C(ρ)
∂ρ
S(ρ)2(Grpt + v
1
t )
)]
EN (ρ) =
1
N
N∑
t=1
[(
S(ρ)(Grpt + v
1
t )
)(∂C(ρ)
∂ρ
S(ρ)v2t
)
+
λS(ρ)(rpt − C(ρ)v1t )
(
−∂C(ρ)
∂ρ
C(ρ)S(ρ)v2t
)]
In the following derivations rpt will be regarded as a signal driven by a white noise process
with the same distribution as v1t and v
2
t . r
p
t can be regarded as a deterministic signal
which will be reused in every iteration of the Iterative Feedback tuning or alternatively
a new signal could be generated for each iteration. The latter option will be assumed
in the following. Hence SN consists of eight signals arranged in two sets of four driven
by rpt and v
1
t . EN consists of six signals collected in three pairs each driven by r
p
t , v
1
t or
v2t .
Derivation B.1 (Covariance expressions for SN) For the derivation of the covari-
ance of SN , let the sum QN be a generalization of the structure of SN according to
QN =
1
N
N∑
t=1
[(a1(t) + b1(t))(a2(t) + b2(t)) + (a3(t) + b3(t))(a4(t) + b4(t))]
=
1
N
N∑
t=1
[a1(t)a2(t) + b1(t)b2(t) + a1(t)b2(t) + b1(t)a2(t)+
a3(t)a4(t) + b3(t)b4(t) + a3(t)b4(t) + b3(t)a4(t)]
where ai(t) and bi(t), i ∈ {1, 2, 3, 4} are signals generated by filtering the two mutually indepen-
dent Gaussian white noise signals e(t) and f(t) through the stable scalar filters A1, B1, A3, B3
and the vectors of stable filters A2, B2, A4, B4.
a1(t) = A1e(t), a2(t) = A2e(t), a3(t) = A3e(t), a4(t) = A4e(t)
b1(t) = B1f(t), b2(t) = B2f(t), b3(t) = B3f(t), b4(t) = B4f(t)
Using (A.2) and evaluating the terms yields the following sum of cross correlation functions:
Cov[QN ] =
1
N2
N∑
t,s=1
Ra1a1(t− s)Ra2a2T (t− s) +Ra2a1(t− s)Ra1a2T (t− s)+
Ra1a3(t− s)Ra2a4T (t− s) +Ra2a3(t− s)Ra1a4T (t− s) +Rb1b1(t− s)Rb2b2T (t− s)+
Rb2b1(t− s)Rb1b2T (t− s) +Rb1b3(t− s)Rb2b4T (t− s) +Rb2b3(t− s)Rb1b4T (t− s)+
Ra3a1(t− s)Ra4a2T (t− s) +Ra4a1(t− s)Ra3a2T (t− s) +Ra3a3(t− s)Ra4a4T (t− s)+
Ra4a3(t− s)Ra3a4T (t− s) +Rb3b1(t− s)Rb4b2T (t− s) +Rb4b1(t− s)Rb3b2T (t− s)+
Rb3b3(t− s)Rb4b4T (t− s) +Rb4b3(t− s)Rb3b4T (t− s) +Ra1a1(t− s)Rb2b2T (t− s)+
Ra1a2(t− s)Rb2b1T (t− s) +Ra1a3(t− s)Rb2b4T (t− s) +Ra1a4(t− s)Rb2b3T (t− s)+
Ra2a1(t− s)Rb1b2T (t− s) +Ra2a2(t− s)Rb1b1T (t− s) +Ra2a3(t− s)Rb1b4T (t− s)+
Ra2a4(t− s)Rb1b3T (t− s) +Ra3a1(t− s)Rb4b2T (t− s) +Ra3a2(t− s)Rb4b1T (t− s)+
Ra3a3(t− s)Rb4b4T (t− s) +Ra3a4(t− s)Rb4b3T (t− s) +Ra4a1(t− s)Rb3b2T (t− s)+
Ra4a2(t− s)Rb3b1T (t− s) +Ra4a3(t− s)Rb3b4T (t− s) +Ra4a4(t− s)Rb3b3T (t− s)
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Hence
lim
N→∞
NCov[QN ] =
1
2pi
∫ pi
−pi
Φa1a1(ω)Φa2a2T (ω) + Φa2a1(ω)Φa1a2T (ω)+
Φa1a3(ω)Φa2a4T (ω) + Φa2a3(ω)Φa1a4T (ω) + Φb1b1(ω)Φb2b2T (ω)+
Φb2b1(ω)Φb1b2T (ω) + Φb1b3(ω)Φb2b4T (ω) + Φb2b3(ω)Φb1b4T (ω)+
Φa3a1(ω)Φa4a2T (ω) + Φa4a1(ω)Φa3a2T (ω) + Φa3a3(ω)Φa4a4T (ω)+
Φa4a3(ω)Φa3a4T (ω) + Φb3b1(ω)Φb4b2T (ω) + Φb4b1(ω)Φb3b2T (ω)+
Φb3b3(ω)Φb4b4T (ω) + Φb4b3(ω)Φb3b4T (ω) + Φa1a1(ω)Φb2b2T (ω)+
Φa1a2(ω)Φb2b1T (ω) + Φa1a3(ω)Φb2b4T (ω) + Φa1a4(ω)Φb2b3T (ω)+
Φa2a1(ω)Φb1b2T (ω) + Φa2a2(ω)Φb1b1T (ω) + Φa2a3(ω)Φb1b4T (ω)+
Φa2a4(ω)Φb1b3T (ω) + Φa3a1(ω)Φb4b2T (ω) + Φa3a2(ω)Φb4b1T (ω)+
Φa3a3(ω)Φb4b4T (ω) + Φa3a4(ω)Φb4b3T (ω) + Φa4a1(ω)Φb3b2T (ω)+
Φa4a2(ω)Φb3b1T (ω) + Φa4a3(ω)Φb3b4T (ω) + Φa4a4(ω)Φb3b3T (ω)dω (B.1)
When Ai,Bi, i ∈ {1, 2, 3, 4} refers to transfer functions in Equation (3.1) the cross spectra are
Φa1a1 =|S(ejω,ρ)|2|G(ejω)|2Φrp
Φa2a2 =|S(ejω,ρ)|4|G(ejω)|4 ∂C(e
jω ,ρ)
∂ρ
∂C∗(ejω ,ρ)
∂ρ
Φrp
Φa3a3 =λ|S(ejω ,ρ)|2Φrp
Φa4a4 =λ|S(ejω ,ρ)|4|G(ejω)|2 ∂C(e
jω ,ρ)
∂ρ
∂C∗(ejω,ρ)
∂ρ
Φrp
Φa1a2 =− |S(ejω ,ρ)|2|G(ejω)|2
(
∂C(ejω ,ρ)
∂ρ
S(ejω,ρ)G(ejω)
)∗
Φrp
Φa2a1 =− |S(ejω ,ρ)|2|G(ejω)|2 ∂C(e
jω ,ρ)
∂ρ
S(ejω,ρ)G(ejω)Φrp
Φa1a3 =
√
λ|S(ejω ,ρ)|2G(ejω)Φrp
Φa3a1 =
√
λ|S(ejω ,ρ)|2G(ejω)Φrp
Φa1a4 =−
√
λ|S(ejω,ρ)|2|G(ejω)|2
(
∂C(ejω ,ρ)
∂ρ
S(ejω ,ρ)
)∗
Φrp
Φa4a1 =−
√
λ|S(ejω,ρ)|2|G(ejω)|2 ∂C(e
jω ,ρ)
∂ρ
S(ejω ,ρ)Φrp
Φa2a3 =−
√
λ|S(ejω,ρ)|2 ∂C(e
jω,ρ)
∂ρ
G(ejω)2S(ejω ,ρ)Φrp
Φa3a2 =−
√
λ|S(ejω,ρ)|2
(
∂C(ejω,ρ)
∂ρ
G(ejω)2S(ejω ,ρ)
)∗
Φrp
Φa2a4 =
√
λ|S(ejω ,ρ)|4|G(ejω)|2G(ejω)∂C(e
jω ,ρ)
∂ρ
∂C∗(ejω ,ρ)
∂ρ
Φrp
Φa4a2 =
√
λ|S(ejω ,ρ)|4|G(ejω)|2G(ejω)∂C(e
jω ,ρ)
∂ρ
∂C∗(ejω ,ρ)
∂ρ
Φrp
Φa3a4 =− λ|S(ejω ,ρ)|2
(
∂C(ejω ,ρ)
∂ρ
S(ejω ,ρ)G(ejω)
)∗
Φrp
Φa4a3 =− λ|S(ejω ,ρ)|2 ∂C(e
jω ,ρ)
∂ρ
S(ejω ,ρ)G(ejω)Φrp
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Φb1b1 =|S(ejω ,ρ)|2Φv
Φb2b2 =|S(ejω ,ρ)|4|G(ejω)|2 ∂C(e
jω ,ρ)
∂ρ
∂C∗(ejω,ρ)
∂ρ
Φv
Φb3b3 =λ|S(ejω ,ρ)|2|C(ejω ,ρ)|2Φv
Φb4b4 =λ|S(ejω ,ρ)|4 ∂C(e
jω ,ρ)
∂ρ
∂C∗(ejω ,ρ)
∂ρ
Φv
Φb1b2 =− |S(ejω,ρ)|2
(
∂C(ejω ,ρ)
∂ρ
S(ejω ,ρ)G(ejω)
)∗
Φv
Φb2b1 =− |S(ejω,ρ)|2 ∂C(e
jω ,ρ)
∂ρ
S(ejω ,ρ)G(ejω)Φv
Φb1b3 =−
√
λ|S(ejω ,ρ)|2C(ejω ,ρ)Φv
Φb3b1 =−
√
λ|S(ejω ,ρ)|2C(ejω ,ρ)Φv
Φb1b4 =−
√
λ|S(ejω ,ρ)|2
(
∂C(ejω ,ρ)
∂ρ
S(ejω,ρ)
)∗
Φv
Φb4b1 =−
√
λ|S(ejω ,ρ)|2 ∂C(e
jω ,ρ)
∂ρ
S(ejω,ρ)Φv
Φb2b3 =
√
λ|S(ejω,ρ)|2C(ejω ,ρ)∂C(e
jω ,ρ)
∂ρ
G(ejω)2S(ejω ,ρ)Φv
Φb3b2 =
√
λ|S(ejω,ρ)|2C(ejω ,ρ)
(
∂C(ejω,ρ)
∂ρ
G(ejω)2S(ejω ,ρ)
)∗
Φv
Φb2b4 =
√
λ|S(ejω,ρ)|4G(ejω)∂C(e
jω ,ρ)
∂ρ
∂C∗(ejω ,ρ)
∂ρ
Φv
Φb4b2 =
√
λ|S(ejω,ρ)|4G(ejω)∂C(e
jω ,ρ)
∂ρ
∂C∗(ejω ,ρ)
∂ρ
Φv
Φb3b4 =λ|S(ejω ,ρ)|2C(ejω ,ρ)
(
∂C(ejω ,ρ)
∂ρ
S(ejω ,ρ)
)∗
Φv
Φb4b3 =λ|S(ejω ,ρ)|2C(ejω ,ρ)∂C(e
jω ,ρ)
∂ρ
S(ejω ,ρ)Φv
Evaluating the multiplication of the cross spectra in (B.1), it is evident that the terms can
be divided into four groups. The terms in these four sub-groups are evaluated separately and
summed.
In the following two complex functions are utilized
Ψ(ejω,ρ) =[G(ejω ,ρ)− λC(ejω ,ρ)]S(ejω,ρ)∂C(e
jω ,ρ)
∂ρ
(B.2)
Υ(ejω,ρ) =[|G(ejω ,ρ)|2 + λ]S(ejω ,ρ)∂C(e
jω ,ρ)
∂ρ
(B.3)
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Φa1a1Φa2a2T =|S(ejω ,ρ)|6|G(ejω)|6
∂C(ejω ,ρ)
∂ρ
(
∂C(ejω ,ρ)
∂ρ
)T
Φ2rp
Φa2a1Φa1a2T =|S(ejω ,ρ)|4|G(ejω)|4S(ejω,ρ)2G(ejω)2
∂C(ejω ,ρ)
∂ρ
(
∂C(ejω ,ρ)
∂ρ
)T
Φ2rp
Φa1a3Φa2a4T =λ|S(ejω ,ρ)|6|G(ejω)|4
∂C(ejω ,ρ)
∂ρ
(
∂C(ejω ,ρ)
∂ρ
)T
Φ2rp
Φa2a3Φa1a4T =λ|S(ejω ,ρ)|4|G(ejω)|2S(ejω ,ρ)2G(ejω)2
∂C(ejω,ρ)
∂ρ
(
∂C(ejω ,ρ)
∂ρ
)T
Φ2rp
Φa3a1Φa4a2T =λ|S(ejω ,ρ)|6|G(ejω)|4
∂C(ejω ,ρ)
∂ρ
(
∂C(ejω ,ρ)
∂ρ
)T
Φ2rp
Φa4a1Φa3a2T =λ|S(ejω ,ρ)|4|G(ejω)|2S(ejω ,ρ)2G(ejω)2
∂C(ejω,ρ)
∂ρ
(
∂C(ejω ,ρ)
∂ρ
)T
Φ2rp
Φa3a3Φa4a4T =λ
2|S(ejω,ρ)|6|G(ejω)|2 ∂C(e
jω ,ρ)
∂ρ
(
∂C(ejω ,ρ)
∂ρ
)T
Φ2rp
Φa4a3Φa3a4T =λ
2|S(ejω,ρ)|4S(ejω,ρ)2G(ejω)2 ∂C(e
jω ,ρ)
∂ρ
(
∂C(ejω ,ρ)
∂ρ
)T
Φ2rp
the sum of which yields
lim
N→∞
NCov[Q1N ] =
1
2pi
∫ pi
−pi
|S(ejω ,ρ)|4Φ2rp×[
G(ejω)Υ(ejω,ρ)(G(ejω)Υ(ejω,ρ))T + (G(ejω)Υ(ejω,ρ))(G(ejω)Υ(ejω ,ρ))T
]
dω
=
2
2pi
∫ pi
−pi
|S(ejω ,ρ)|4 [Re{G(ejω)Υ(ejω ,ρ)}Re{G(ejω)Υ(ejω,ρ)}T ]Φ2rpdω
Φb1b1Φb2b2T =|S(ejω ,ρ)|6|G(ejω)|2
∂C(ejω ,ρ)
∂ρ
(
∂C(ejω,ρ)
∂ρ
)T
Φ2v
Φb2b1Φb1b2T =|S(ejω ,ρ)|4S(ejω ,ρ)2G(ejω)2
∂C(ejω,ρ)
∂ρ
(
∂C(ejω ,ρ)
∂ρ
)T
Φ2v
Φb1b3Φb2b4T =− λ|S(ejω ,ρ)|6G(ejω)C(ejω ,ρ)
∂C(ejω ,ρ)
∂ρ
(
∂C(ejω ,ρ)
∂ρ
)T
Φ2v
Φb2b3Φb1b4T =− λ|S(ejω ,ρ)|4G(ejω)S(ejω ,ρ)2C(ejω,ρ)
∂C(ejω ,ρ)
∂ρ
(
∂C(ejω ,ρ)
∂ρ
)T
Φ2v
Φb3b1Φb4b2T =− λ|S(ejω ,ρ)|6G(ejω)C(ejω ,ρ)
∂C(ejω ,ρ)
∂ρ
(
∂C(ejω ,ρ)
∂ρ
)T
Φ2v
Φb4b1Φb3b2T =− λ|S(ejω ,ρ)|4G(ejω)S(ejω ,ρ)2C(ejω,ρ)
∂C(ejω ,ρ)
∂ρ
(
∂C(ejω ,ρ)
∂ρ
)T
Φ2v
Φb3b3Φb4b4T =λ
2|S(ejω ,ρ)|6|C(ejω ,ρ)|2 ∂C(e
jω ,ρ)
∂ρ
(
∂C(ejω ,ρ)
∂ρ
)T
Φ2v
Φb4b3Φb3b4T =λ
2|S(ejω ,ρ)|4S(ejω,ρ)2C(ejω ,ρ)2 ∂C(e
jω ,ρ)
∂ρ
(
∂C(ejω,ρ)
∂ρ
)T
Φ2v
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the sum of which yields
lim
N→∞
NCov[Q2N ] =
1
2pi
∫ pi
−pi
|S(ejω ,ρ)|4Φ2v×[
Ψ(ejω ,ρ)Ψ(ejω ,ρ)T +Ψ(ejω ,ρ)Ψ(ejω,ρ)T
]
dω
=
2
2pi
∫ pi
−pi
|S(ejω ,ρ)|4 [Re{Ψ(ejω,ρ)}Re{Ψ(ejω,ρ)}T ]Φ2vdω
Φa1a1Φb2b2T =|S(ejω ,ρ)|6|G(ejω)|4 ∂C(e
jω,ρ)
∂ρ
(
∂C(ejω ,ρ)
∂ρ
)T
ΦrpΦv
Φa1a2Φb2b1T =|S(ejω ,ρ)|4|G(ejω)|2(S(ejω ,ρ)G(ejω))2 ∂C
∗(ejω,ρ)
∂ρ
∂C(ejω ,ρ)
∂ρ
ΦrpΦv
Φa1a3Φb2b4T =λ|S(ejω ,ρ)|6|G(ejω)|2
∂C(ejω ,ρ)
∂ρ
(
∂C(ejω ,ρ)
∂ρ
)T
ΦrpΦv
Φa1a4Φb2b3T =− λ|S(ejω ,ρ)|4|G(ejω)|2S(ejω ,ρ)2G(ejω)C(ejω ,ρ)
∂C∗(ejω ,ρ)
∂ρ
∂C(ejω,ρ)
∂ρ
ΦrpΦv
Φa3a1Φb4b2T =λ|S(ejω ,ρ)|6|G(ejω)|2 ∂C(e
jω ,ρ)
∂ρ
(
∂C(ejω ,ρ)
∂ρ
)T
ΦrpΦv
Φa3a2Φb4b1T =λ|S(ejω ,ρ)|4(S(ejω ,ρ)G(ejω))2 ∂C
∗(ejω ,ρ)
∂ρ
∂C(ejω ,ρ)
∂ρ
ΦrpΦv
Φa3a3Φb4b4T =λ
2|S(ejω,ρ)|6 ∂C(e
jω,ρ)
∂ρ
(
∂C(ejω ,ρ)
∂ρ
)T
ΦrpΦv
Φa3a4Φb4b3T =− λ2|S(ejω ,ρ)|4S(ejω ,ρ)2G(ejω)C(ejω ,ρ)
∂C∗(ejω ,ρ)
∂ρ
∂C(ejω ,ρ)
∂ρ
ΦrpΦv
the sum of which yields
lim
N→∞
NCov[Q3N ] =
1
2pi
∫ pi
−pi
|S(ejω,ρ)|4ΦrpΦv×[
G(ejω)Υ(ejω ,ρ)(Ψ(ejω ,ρ))T +Υ(ejω ,ρ)Υ(ejω ,ρ)T
]
dω
=
1
2pi
∫ pi
−pi
|S(ejω,ρ)|4×[
Re{G(ejω)Υ(ejω ,ρ)}Re{Ψ(ejω,ρ)}T+
Im{G(ejω)Υ(ejω ,ρ)}Im{Ψ(ejω,ρ)}T+
Re{Υ(ejω,ρ)}Re{Υ(ejω,ρ)}T+
Im{Υ(ejω,ρ)}Im{Υ(ejω,ρ)}T
]
ΦrpΦvdω
30
Φa2a1Φb1b2T =|S(ejω,ρ)|4|G(ejω)|2(S(ejω ,ρ)G(ejω))2
∂C(ejω ,ρ)
∂ρ
(
∂C(ejω,ρ)
∂ρ
)T
ΦrpΦv
Φa2a2Φb1b1T =|S(ejω,ρ)|6|G(ejω)|2(S(ejω ,ρ)G(ejω))2
∂C(ejω ,ρ)
∂ρ
∂C∗(ejω ,ρ)
∂ρ
ΦrpΦv
Φa2a3Φb1b4T =λ|S(ejω ,ρ)|4|G(ejω)|2(S(ejω,ρ)G(ejω))2
∂C(ejω ,ρ)
∂ρ
(
∂C(ejω ,ρ)
∂ρ
)T
ΦrpΦv
Φa2a4Φb1b3T =− λ|S(ejω ,ρ)|6|G(ejω)|2S(ejω ,ρ)C(ejω,ρ)
∂C(ejω ,ρ)
∂ρ
∂C∗(ejω ,ρ)
∂ρ
ΦrpΦv
Φa4a1Φb3b2T =− λ|S(ejω ,ρ)|4|G(ejω)|2S(ejω ,ρ)2G(ejω)C(ejω,ρ)∂C(e
jω ,ρ)
∂ρ
(
∂C(ejω ,ρ)
∂ρ
)T
ΦrpΦv
Φa4a2Φb3b1T =− λ|S(ejω ,ρ)|6|G(ejω)|2G(ejω))2C(ejω ,ρ)
∂C(ejω ,ρ)
∂ρ
∂C∗(ejω ,ρ)
∂ρ
ΦrpΦv
Φa4a3Φb3b4T =− λ2|S(ejω,ρ)|4S(ejω,ρ)2G(ejω)C(ejω ,ρ)∂C(e
jω ,ρ)
∂ρ
(
∂C(ejω ,ρ)
∂ρ
)T
ΦrpΦv
Φa4a4Φb3b3T =λ
2|S(ejω ,ρ)|6|G(ejω)|2|C(ejω ,ρ)|2 ∂C(e
jω ,ρ)
∂ρ
∂C∗(ejω ,ρ)
∂ρ
ΦrpΦv
the sum of which yields
lim
N→∞
NCov[Q4N ] =
1
2pi
∫ pi
−pi
|S(ejω ,ρ)|4ΦrpΦv×[
G(ejω)Ψ(ejω ,ρ)(G(ejω)Ψ(ejω ,ρ))∗ + (G(ejω)Υ(ejω ,ρ))∗Ψ(ejω ,ρ)
]
dω
=
1
2pi
∫ pi
−pi
|S(ejω ,ρ)|4×[
Re{G(ejω)Ψ(ejω ,ρ)}Re{G(ejω)Ψ(ejω,ρ)}T+
Im{G(ejω)Ψ(ejω ,ρ)}Im{G(ejω)Ψ(ejω ,ρ)}T+
Re{G(ejω)Υ(ejω ,ρ)}TRe{Ψ(ejω,ρ)}−
Im{G(ejω)Υ(ejω ,ρ)}TIm{Ψ(ejω,ρ)}
]
ΦrpΦvdω
Combining these four terms gives the covariance expression for SN .
lim
N→∞
NCov[SN (ρ)] =
1
2pi
∫ pi
−pi
|S(ejω ,ρ)|4 × [[
G(ejω)Υ(ejω,ρ)(G(ejω)Υ(ejω,ρ))T + (G(ejω)Υ(ejω,ρ))(G(ejω)Υ(ejω ,ρ))T
]
Φ2rp+[
Ψ(ejω,ρ)Ψ(ejω ,ρ)T +Ψ(ejω ,ρ)Ψ(ejω ,ρ)T
]
Φ2v+[
G(ejω)Υ(ejω ,ρ)(Ψ(ejω ,ρ))T +Υ(ejω ,ρ)Υ(ejω ,ρ)T
]
ΦrpΦv+[
G(ejω)Ψ(ejω ,ρ)(G(ejω)Ψ(ejω ,ρ))∗ + (G(ejω)Υ(ejω ,ρ))∗Ψ(ejω,ρ)
]
ΦrpΦv ] dω
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or
lim
N→∞
NCov[SN (ρ)] =
1
2pi
∫ pi
−pi
|S(ejω,ρ)|4 ×
[
[Re{G(ejω)Υ(ejω ,ρ)}Re{G(ejω)Υ(ejω ,ρ)}T ]Φ2rp+[Re{Ψ(ejω,ρ)}Re{Ψ(ejω,ρ)}T ]Φ2v+[
2Re{G(ejω)Υ(ejω ,ρ)}Re{Ψ(ejω,ρ)}T + Im{G(ejω)Υ(ejω ,ρ)}Im{Ψ(ejω,ρ)}T−
Im{G(ejω)Υ(ejω ,ρ)}TIm{Ψ(ejω,ρ)}+Re{G(ejω)Ψ(ejω ,ρ)}Re{G(ejω)Ψ(ejω ,ρ)}T+
Im{G(ejω)Ψ(ejω ,ρ)}Im{G(ejω)Ψ(ejω ,ρ)}T +Re{Υ(ejω,ρ)}Re{Υ(ejω,ρ)}T+
Im{Υ(ejω,ρ)}Im{Υ(ejω,ρ)}T
]
ΦrpΦv
]
dω
Which is the shortest possible representation of the asymptotic covariance of SN from (3.1).
q.e.d.
Derivation B.2 (Covariance expressions for EN) For the derivation of the covari-
ance of EN , let the sum QN be a generalization of the structure of EN according to
QN =
1
N
N∑
t=1
[(a1(t) + b1(t))c1(t) + (a2(t) + b2(t))c2(t)]
=
1
N
N∑
t=1
[a1(t)c1(t) + b1(t)c1(t) + a2(t)c2(t) + b2(t)c2(t)]
where ai(t), bi(t) and ci(t), i ∈ {1, 2} are signals generated by filtering the three mutually inde-
pendent white noise signals e(t), f(t) and g(t) through the stable scalar filters A1, A2, B1, B2
and the vectors of stable filters C1, C2.
a1(t) = A1e(t), a2(t) = A2e(t)
b1(t) = B1f(t), b2(t) = B2f(t)
c1(t) = C1g(t), c2(t) = C2g(t)
Using (A.2), evaluating the terms and realizing that the cross correlation function between in-
dependent signals is zero yields:
Cov[QN ] =
1
N2
N∑
t,s=1
Ra1a1(t− s)Rc1c1T (t− s) +Ra1a2(t− s)Rc1c2T (t− s)+
Rb1b1(t− s)Rc1c1T (t− s) +Rb1b2(t− s)Rc1c2T (t− s) +Ra2a1(t− s)Rc2c1T (t− s)+
Ra2a2(t− s)Rc2c2T (t− s) +Rb2b1(t− s)Rc2c1T (t− s) +Rb2b2(t− s)Rc2c2T (t− s)
Hence
lim
N→∞
NCov[QN ] =
1
2pi
∫ pi
−pi
Φa1a1(ω)Φc1c1T (ω) + Φa1a2(ω)Φc1c2T (ω)+
Φb1b1(ω)Φc1c1T (ω) + Φb1b2(ω)Φc1c2T (ω) + Φa2a1(ω)Φc2c1T (ω)+
Φa2a2(ω)Φc2c2T (ω) + Φb2b1(ω)Φc2c1T (ω) + Φb2b2(ω)Φc2c2T (ω)dω (B.4)
When A1, A2, B1, B2, C1 and C2 refer to transfer functions in Equation (3.2) the cross spectra
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are
Φa1a1 = |S(ejω ,ρ)|2|G(ejω ,ρ)|2Φrp
Φa2a2 = λ|S(ejω ,ρ)|2Φrp
Φa1a2 =
√
λG(ejω)|S(ejω ,ρ)|2Φrp
Φa2a1 =
√
λG∗(ejω)|S(ejω ,ρ)|2Φrp
Φb1b1 = |S(ejω ,ρ)|2Φv
Φb1b2 = −
√
λC∗(ejω,ρ)|S(ejω ,ρ)|2Φv
Φb2b2 = λ|S(ejω ,ρ)|2|C(ejω ,ρ)|2Φv
Φb2b1 = −
√
λC(ejω ,ρ)|S(ejω ,ρ)|2Φv
Φc1c1T = |S(ejω ,ρ)|2
∂C(ejω ,ρ)
∂ρ
∂C∗(ejω,ρ)
∂ρ
Φv
Φc2c2T = λ|C(ejω ,ρ)|2|S(ejω,ρ)|2
∂C(ejω,ρ)
∂ρ
∂C∗(ejω ,ρ)
∂ρ
Φv
Φc1c2T = −
√
λC∗(ejω,ρ)|S(ejω ,ρ)|2 ∂C(e
jω ,ρ)
∂ρ
∂C∗(ejω ,ρ)
∂ρ
Φv
Φc2c1T = −
√
λC(ejω ,ρ)|S(ejω ,ρ)|2 ∂C(e
jω ,ρ)
∂ρ
∂C∗(ejω ,ρ)
∂ρ
Φv
Hence
Φa1a1Φc1c1T =|G(ejω)|2|S(ejω ,ρ)|4 ∂C(e
jω ,ρ)
∂ρ
(
∂C(ejω ,ρ)
∂ρ
)T
ΦrpΦv
Φa2a2Φc2c2T =λ
2|C(ejω ,ρ)|2|S(ejω ,ρ)|2 ∂C(e
jω ,ρ)
∂ρ
(
∂C(ejω ,ρ)
∂ρ
)T
ΦrpΦv
Φa1a2Φc2c1T =− λG(ejω)C(ejω ,ρ)|S(ejω ,ρ)|4 ∂C(e
jω ,ρ)
∂ρ
(
∂C(ejω ,ρ)
∂ρ
)T
ΦrpΦv
Φa2a1Φc1c2T =− λG∗(ejω)C(ejω ,ρ)|S(ejω ,ρ)|4 ∂C(e
jω,ρ)
∂ρ
(
∂C(ejω ,ρ)
∂ρ
)T
ΦrpΦv
Φb1b1Φc1c1T =|S(ejω ,ρ)|4 ∂C(e
jω ,ρ)
∂ρ
(
∂C(ejω,ρ)
∂ρ
)T
Φ2v
Φb2b2Φc2c2T =λ
2|C(ejω ,ρ)|4|S(ejω ,ρ)|4 ∂C(e
jω ,ρ)
∂ρ
(
∂C(ejω ,ρ)
∂ρ
)T
Φ2v
Φb1b2Φc2c1T =λ|C(ejω ,ρ)|2|S(ejω ,ρ)|4 ∂C(e
jω ,ρ)
∂ρ
(
∂C(ejω,ρ)
∂ρ
)T
Φ2v
Φb2b1Φc1c2T =Φb1b2Φc2c1T
Inserting these expressions in (B.4) gives:
lim
N→∞
NCov[EN (ρ)] =
1
2pi
∫ pi
−pi
|S(ejω,ρ)|4 [1 + λ|C(ejω ,ρ)|2]2 ∂C(ejω,ρ)
∂ρ
(
∂C(ejω ,ρ)
∂ρ
)T
Φ2v+
|S(ejω ,ρ)|4
[
Ψ(ejω ,ρ))Ψ(ejω,ρ))T
]
ΦrpΦvdω
lim
N→∞
NCov[EN (ρ)] =
1
2pi
∫ pi
−pi
|S(ejω,ρ)|4 [1 + λ|C(ejω ,ρ)|2]2 ∂C(ejω,ρ)
∂ρ
(
∂C(ejω ,ρ)
∂ρ
)T
Φ2v+[Re{Ψ(ejω,ρ))}Re{Ψ(ejω,ρ))}T + Im{Ψ(ejω,ρ))}Im{Ψ(ejω,ρ))}T ]×
|S(ejω ,ρ)|4ΦrpΦvdω
This is the shortest possible representation of the asymptotic covariance of EN from (3.2). q.e.d.
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