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Abstract
In this work we consider the ontological status of the Unruh effect.
Is it just a formal mathematical result? Or the temperature detected
by an accelerating observer can lead to real physical effects such as
phase transition. In order to clarify this issue we use the Thermal-
ization Theorem to explore the possibility of having a restoration of
the symmetry in a system with spontaneous symmetry breaking of
an internal continuous symmetry as seen by an accelerating observer.
We conclude that the Unruh effect is an ontic effect, rather than an
epistemic one, giving rise, in the particular example considered here,
to a phase transition (symmetry restoration) in the region close to the
accelerating observer horizon.
1 Introduction
Trying to understand better Hawking radiation [1], Unruh did an amazing
discovery in 1976 [2] (see [3] for a very complete review). He realized
that an observer moving through the Minkowski vacuum with a constant
acceleration a will detect a thermal bath at temperature:
T = ah̵
2pickB
. (1)
This result was first obtained for free bosonic quantum fields but later it
was extended to interacting fields giving rise to the so called Thermaliza-
tion Theorem [4]. The relevance of the above formula is based, among other
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things, on the fact that it relates Quantum Mechanics, Relativity and Sta-
tistical Physics because it contains the Planck constant h̵, the speed of light
c and the Boltzmann constant kB (in the following we will use natural units
with c = h̵ = kB = 1).
There are different approaches to the Unruh effect. The first one is
based on Bogolyubov transformations, and it was the approach used by
the pioners of field quantization on Rindler space [5, 6, 7, 8]. There is also
the operational approach based in the concept of Unruh-DeWitt detector
where one studies the response of accelerating detectors to the quantum
fluctuations of the fields. Also it is possible to use operator algebra in
the context of Modular Theory where the concept of KMS (Kubo-Martin-
Schwinger [9], [10] ) states plays a dominant role (see [11] for detailed
review). This is possibly the most abstract approach and the most far away
from the physical interpretation of the phenomenon. On the opposite side
one can consider the experimental approach based in analogue systems [12]
suggested by Unruh himself [13], as for example by studying the behavior
of subsonic-ultrasonic interfaces in Bose-Einstein condensates [14] . Finally
we have the so called Thermalization Theorem. It was introduced by Lee
[4] and it is based in a path integral approach to Quantum Field Theory
(QFT) in curved space time. This approach is the most general since
it incorporates many elements of the previous ones. In addition it can
be applied to any kind of fields like scalars, gauge or fermions and most
importantly, to interacting systems. It also offers a picture of the Unruh
effect as an instance of the Einstein-Podolsky-Rosen Gedanken experiment
[15].
In this work we want to explore the possibility of the Unruh effect for
producing non-trivial thermal effects such as phase transitions. For this
reason we will be using the Thermalization Theorem approach appropriate
for interacting QFT. In particular we will study the symmetry breaking
restoration produced by acceleration in the SO(N +1) Linear Sigma Model
(LSM). At zero temperature and Minkowsky space this model can (for ap-
propriate values of the parameters) feature spontaneous symmetry breaking
(SSB) from SO(N +1) down to SO(N). The model is renormalizable and,
in addition, it can be solved in a non-perturbative way for large N in a
particular limit. Also it has a thermal second order SO(N + 1) symmetry
restoration at a temperature Tc = 2v√3/N in the large N limit, with v
being the vacuum expectation value (VEV). By using the Thermalization
Theorem we will show that an accelerating observer will indeed observe a
restoration of the symmetry in this model at some critical acceleration:
ac = 4piv√ 3
N
. (2)
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Moreover the accelerating observer will see a different value of the VEV at
different distances from her horizon so that the restoration of symmetry is
produced in the region close to this horizon. Some previous related results
have been obtained for the Nambu-Jona-Lasinio model in [16] and [17] and
in [18] for the λΦ4 theory at the one-loop level.
2 Comoving coordinates for Rindler space
When dealing with accelerating observers (or detectors) in Minkowski space
it is very useful to use Rindler and comoving coordinates. In the four-
dimensional Minkowski space M we can introduce cartesian inertial coor-
dinates Xµ = (T,X,Y,Z) with metric:
ds2 = dT 2 − dX2 − dY 2 − dZ2 (3)
We define also X = (Y,Z) so that:
ds2 = dT 2 − dX2 − dX2 (4)
in an obvious notation. Clearly these coordinates move along the whole
real axis T,X,Y,Z ∈ (−∞,∞). Next we can introduce Rindler coordinates
as follows:
T = ρ sinh η
X = ρ cosh η (5)
where ρ ∈ (0,∞) and η ∈ (−∞,∞). Thus these coordinates are covering only
the region X >∣ T ∣, the so called R wedge. It is also possible to introduce
the complementary coordinates ρ′ and η′ as:
T = ρ′ sinh η′
X = −ρ′ cosh η′ (6)
covering the left wedge L where −X >∣ T ∣. In the case of the R region the
metric reads:
ds2 = ρ2dη2 − dρ2 − dX2. (7)
The other two regions are the origin past P(T < − ∣X ∣) and future F(T >∣
X ∣).
In Minkowski space, an uniformly accelerating observer in the X direc-
tion will follow a world line like:
T (τ) = 1
a
sinh (aτ)
X(τ) = 1
a
cosh (aτ) (8)
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where we assume X to be constant and a > 0 and τ are the proper accel-
eration and the proper time respectively. The same world line is described
in Rindler coordinates by the simple equations:
ρ = 1
a
η = aτ. (9)
Therefore Rindler coordinates correspond to a network of observers with
different proper constant acceleration a = 1/ρ and having a clock measuring
their proper times in units of aη. Those observers have a past and a future
horizon at X = −T and X = T respectively that they find in the infinite
remote past or future (in proper time) or also in the limit ρ → 0 (infinite
acceleration).
In the following it will be very interesting to introduce a new system of
coordinates on the manifold R, i.e. xµ = (t, x, y, z) defined as:
T = 1
a
eax sinh (at)
X = 1
a
eax cosh (at)
Y = y
Z = z. (10)
These are just the comoving coordinates of a non-rotating accelerating ob-
server with constant acceleration a in the X direction. Note that t, x, y, z ∈(−∞,∞) and one has ρ = eax/a and η = at. Thus a point with fixed x
coordinate is having an acceleration:
a(x) = ae−ax (11)
so that a(0) = a but a(x) goes to infinity when x goes to −∞ (the horizon)
and it goes to zero when x goes to ∞. In these comoving coordinates the
metric has the simple form:
ds2 = e2ax(dt2 − dx2) − dx2 (12)
where x = (y, z).
Alternatively it is possible to define the coordinates x′µ = (t′, x′, y′, z′)
as:
T = 1
a
eax
′
sinh (at′)
X = −1
a
eax
′
cosh (at′)
Y = y′
Z = z′. (13)
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These coordinates correspond to a comoving observer having a constant
acceleration a along the negative X direction. As it is easy to show, they
can be used to cover the L wedge. In terms of these coordinates the metric
has exactly the same form as in the previous case. (R wedge). A very
important remark when comparing Rindler coordinates in Eq.(˙5) with co-
moving coordinates in Eq.(˙10) is that Rindler coordinates do not show any
dimensional parameter or physical scale. In this sense they are similar to
Minkowski coordinates. However comoving coordinates refer to a particular
observer with acceleration a and thus they depend on this physical scale.
This fact will become relevant later in this work.
3 The Thermalization Theorem
The accelerating observer can only feel directly the Minkowski vacuum
fluctuations inside R. However those fluctuations are entangled with the
ones corresponding to the left Rindler region L (X < − ∣ T ∣) as in a kind
of Einstein, Podolsky and Rosen setting. The result is that she sees the
Minkowski vacuum as a mixed state described by a density matrix ρR which,
according to the Thermalization Theorem [4], can be written in terms of
the Rindler Hamiltonian HˆR (the generator of the t time translations) as:
ρˆR = e−2piHˆR/a
Tre−2piHˆR/a . (14)
Thus the expectation value of any operator AˆR defined on the Hilbert spaceHR corresponding to the region R in the Minkowski vacuum ∣ ΩM > is given
by: < ΩM ∣ AˆR ∣ ΩM >= TrρˆRAˆR. (15)
This result can be seen as the one found in a thermal ensemble at tempera-
ture T = a/2pi (in natural units) and it can be understood as a very precise
formulation of the Unruh effect.
In any case one can of course wonder about the ontological status of this
effect. Is the above result just formal or does it truly represent a thermal
effect? In more prosaic terms: Could it be possible to cook a steak by
accelerating it? More technically speaking: Can the Unruh effect give rise
to phase transitions?
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4 The spontaneously broken SO(N+1) Linear Sigma
Model
In order to explore this issue we have considered a model featuring a sponta-
neous symmetry breaking, namely the well known SO(N +1) Linear Sigma
Model (LSM). This model is defined in Minkowski space by the Lagrangian:
L = 1
2
∂µΦ
T∂µΦ − V (ΦTΦ) + Jσ (16)
where the multiplet Φ = (p¯i, σ) contains N + 1 real scalar fields (p¯i is an N
component scalar multiplet). The potential is given by:
V (ΦTΦ) = −µ2ΦTΦ + λ (ΦTΦ)2 (17)
where λ is positive in order to have a potential bounded from below and
µ2 is positive in order to produce a spontaneous symmetry breaking (SSB).
When the external field is turned off (J(x) = 0), the SSB pattern is SO(N +
1)→ SO(N) and N Nambu-Goldstone bosons appear in the spectrum.
At the tree level and a = 0 the low-energy dynamics is controlled by the
broken phase where:< ΩM ∣ pˆia ∣ ΩM >= 0; < ΩM ∣ σˆ ∣ ΩM >= v. (18)
and v2 = NF 2 = µ2/2λ. Then the relevant degrees of freedom are the pˆi fields
which correspond to the Nambu-Goldstone bosons (pions). Fluctuations
along the σ direction correspond to the Higgs, the massive mode which is
relevant at higher energies or temperatures.
According to the Thermalization Theorem an accelerating observer will
see the system as a canonical ensemble described by the partition function
given by:
ZR(a) = Tre− 2pia HˆR = ∫ [dΦ] exp (−SRE[Φ]) , (19)
with the thermal like periodic boundary conditions in Euclidean signature:
Φ(x¯,0) = Φ(x¯,2pi/a) (20)
and also
Φ(∣ x¯ ∣=∞, tE)TΦ(∣ x¯ ∣=∞, tE) = σ2(∣ x¯ ∣=∞, tE) = v2, (21)
where tE is the Euclidean comoving time. In comoving coordinates the
Euclidean action SRE[Φ] defined on R is:
SRE[p¯i, σ] = 1
2
∫ d4x((∂tp¯i)2 + (∂tσ)2 + (∂xp¯i)2 + (∂xσ)2 (22)+ √g[(∇p¯i)2 + (∇σ)2 + 2λ(p¯i2 + σ2)2 − 2µ2(p¯i2 + σ2)])
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with ∫ d4x = ∫ 2pi/a
0
dtE ∫ ∞−∞ dx∫ ∞−∞ dy∫ ∞−∞ dz (23)
and
√
g = e2ax. In order to compute the partition function in the large N
limit a standard technique consists in introducing an auxiliary scalar field
φ as follows. The quartic term appearing in the above partition function
is:
exp(−∫ d4x√gλ(p¯i2 + σ2)2) . (24)
This term can be taken into account just by introducing in the action:
− 1
2
∫ d4x√g (Nφ2 −√8λNφ(p¯i2 + σ2)) . (25)
and performing an additional [dφ] functional integration after the integra-
tions on the p¯i and σ fields.
The (algebraic) Euler-Lagrange equation for φ simply gives:
φ2 = 2λ
N
(p¯i2 + σ2)2 (26)
Therefore the partition function can then be written as:
ZR(a) = ∫ [dφ][dσ][dp¯i] exp (−SRE[p¯i, σ, φ]) . (27)
Notice that now all the interactions are mediated by the new auxiliary field
φ. In terms of the p¯i, σ and φ fields the action reads:
SRE[p¯i, σ, φ] = ∫ d4x√g [1
2
pia (− ◻E −2µ2 +√8λNφ)pia (28)
+ 1
2
σ (− ◻E −2µ2 +√8λNφ)σ − 1
2
Nφ2].
At this point it is convenient to introduce the new field:
χ = 4λ(p¯i2 + σ2 − v2) = φ√8λN − 2µ2. (29)
Then the above action becomes:
SRE[p¯i, σ, χ] = ∫ d4x√g[1
2
pia (− ◻E +χ)pia + 1
2
σ (−◻E)σ (30)
+ 1
2
(σ2 − v2)χ − χ2
16λ
− λv4].
By performing a standard Gaussian integration of the pion fields we
get:
∫ [dp¯i] exp(−1
2
∫ d4x √gpia [− ◻E +χ]pia) = exp (−∆Γ[χ]) . (31)
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where:
∆Γ[χ] = N
2
Tr log
− ◻E +χ−◻E . (32)
Thus we have:
ZR(a) = ∫ [dχ][dσ]e−ΓR[σ,χ] (33)
where the effective action in the exponent is:
ΓR[σ,χ] = ∫ d4x√g[1
2
σ (−◻E)σ + 1
2
(σ2 − v2)χ (34)
− χ2
16λ
− λv4 + N
2
log
− ◻E +χ−◻E ]
At the leading order in the large N expansion this is all we need since we
can expand the effective action around some given field configuration σ and
χ as:
ΓR[σ,χ] = ΓR[σ,χ] + ∫ d4x√g δΓR
δσ(x)δσ(x) + ∫ d4x√g δΓRδχ(x)δχ(x) + ...
(35)
Now we can choose σ and χ as the solutions of:
δΓR
δσ(x) = − ◻E σ + χσ = 0 (36)
δΓR
δχ(x) = 12 (σ2 − v2) − χ8λ + δδχ(x)N2 Tr log − ◻E +χ−◻E = 0 (37)
so that, by using the saddle point approximation:
ZR(a) = e−Γ[σ,χ] +O(1/N), (38)
where we have taken into account that Γ[σ,χ] is order N . This large N
approximation must be understood as N → ∞ with λ → 0 while keeping
λN finite. Then, in this limit we have:
σ(x) = < ΩM ∣ σˆ(x) ∣ ΩM > (39)
σ2(x) = < ΩM ∣ (σˆ(x))2 ∣ ΩM > .
5 The VEV in the Minkoski vacuum as seen in
the comoving frame
In order to solve the above equations to obtain σ¯ and χ¯ we first realize that,
in the large ρ limit, and keeping ax << 1, the accelerating observer goes into
the Minkowski inertial frame which in turns means that σ goes to v and
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χ goes to zero. In fact those are the boundary conditions needed for the
the applicability of the thermalization theorem to the system considered
here. Therefore it makes sense trying to solve the equations in the χ = 0
and ax << 1 regime. In that case we have:
0 = ◻Eσ (40)
0 = σ2 − v2 + N
2pi3
∫ ∞
0
dΩ
Ωpi
2ρ2 tanh(Ωpi) . (41)
By writing Ω as ω/a and using ρa = 1 + ax + ... we find, up to order ax:
σ2 = v2 − N
4pi2
(1 − 2ax)∫ ∞
0
dωω (1 + 2
e
2pi
a
ω − 1) , (42)
where the first divergent integral requires regularization and renormaliza-
tion. This can be done by using a x dependent ultraviolet cutoff Λe−ax to
compute the divergent integral and performing the renormalization of the
v parameter:
v2 → v2 −N Λ2
2(2pi)2 (1 − 2ax + ...). (43)
This renormalization is compatible with the limit a = 0 (Minkowski inertial
coordinates) and with the red/blue shift detected by the accelerating ob-
server when recieving a signal emmitted at the point x. A similar result can
be obtained by using dimensional renormalization. In any case we have:
σ2 = v2 − N
2pi2
(1 − 2ax)∫ ∞
0
dωω
1
e
2pi
a
ω − 1 +O((ax)2). (44)
By performing the ω integration, the Minkowski VEV of the σˆ2(x) comov-
ing operator is given in the ax << 1 regime by:
σ¯2(x) =< ΩM ∣ (σˆ(x))2 ∣ ΩM >= v2 (1 − a2N
12(2pi)2v2 (1 − 2ax)) . (45)
By introducing the critical acceleration:
a2c = 3(4pi)2 v2N (46)
we have:
σ¯2(x) = v2 (1 − a2
a2c
+ 2a3
a2c
x + ...) . (47)
Notice that at this order this is also a solution of Eq. (36). Therefore, at
the origin of the accelerating frame (x = 0 or ρ = 1/a), the squared VEV of
the σˆ field is given by:
σ¯2(0) =< ΩM ∣ (σˆ(0))2 ∣ ΩM >= v2 (1 − a2
a2c
) (48)
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for 0 ≤ a ≤ ac and clearly:
< ΩM ∣ (σˆ(0))2 ∣ ΩM >= 0 (49)
for a > ac. This is exactly the thermal behavior of the LSM in the large N
limit with a/ac playing the role of T /Tc (as seen by a inertial observer). It
corresponds to a second order phase transition at the critical acceleration
ac where the original spontaneously broken symmetry is restored for the
accelerating observer.
Now let us consider a different accelerating observer at Rindler coordi-
nate ρ′ = 1/a′. This observer will find a similar result just changing a by a′.
From the point of view of the first observer the second observer is located
at some point x′ given by:
ρ′ = 1
a′ = 1aeax′ (50)
i.e. the acceleration of the second observer is a′ = ae−ax′ . In this way it
is immediate to find the position dependent result for the squared VEV of
the σ field which, in comoving coordinates, is given by:
σ¯2(x) =< ΩM ∣ (σˆ(x))2 ∣ ΩM >= v2 (1 − a2
a2c
e−2ax) (51)
or, in Rindler coordinates, by:
σ¯2(ρ) = v2 (1 − 1
a2cρ
2
) . (52)
6 The VEV landscape
Therefore, according to Eq. (51), the σ field VEV seen by the accelerat-
ing (comoving) observer is position dependent. This is not strange since
the proper acceleration along the x direction is breaking the Minkowski
translation (and rotation) invariance. Now let us assume a comoving frame
acceleration a belonging to the interval 0 < a < ac. The squared VEV is a
function on the coordinate x ranging from v2 for x = ∞ to zero, which is
reached at some negative x value given by:
xc = − 1
2a
log
a2c
a2
< 0 (53)
where the phase transition takes place. Notice that the locus x = xc is
indeed a surface because of the two other spatial dimensions x which are
free since the VEV is x (as well as t) independent.
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Figure 1: VEV of σˆ2 in Minkowski vacuum for different points of the
space-time as seen by the accelerating observer
By using the approximation in Eq. (47) one finds:
xc ≃ − 1
2a
(a2c
a2
− 1) < 0. (54)
In this case one has to consider also a second critical value x = x′c where
the squared VEV equals the asymptotic value v2:
x′c = 12a > 0. (55)
Obviously this approximation is useful only in the region xc < x < x′c at
most.
Now it is possible to write to σ2 in terms of the Minkowski coordinates
X and T :
σ¯2 = v2 (1 − 1
a2cρ
2
) = v2 (1 − 1
a2c(X2 − T 2)) . (56)
It is very interesting to realize that this function does not depend on the
acceleration a but only on v and the critical acceleration ac (which depends
only on v and on N). In other words the VEV landscape depends only on
the parameters defining the LSM, but not on the acceleration of the comov-
ing observer. In Fig. 1 we can find a plot of the VEV on the Minkowski
space as seen by the accelerating observer.
On the other hand we also have for the Minkowski quantum field σˆM(X):
< ΩM ∣ (σˆM(X))2 ∣ ΩM >= v2. (57)
At this point one may wonder; as σ is an scalar and, at the classical level,
one should have:
σ(x) = σM(X) (58)
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on R. Is this not in contradiction with Eq.(˙56) and Eq.(˙57)? The answer
clearly is not, since:
< ΩM ∣ (σˆM(X))2 ∣ ΩM >≠< ΩM ∣ (σˆ(x))2 ∣ ΩM > . (59)
The reason is that σˆM(X) is an operator defined on the Minkowski Hilbert
space HM = HL ⊗ HR where HL and HR are the Hilbert spaces corre-
sponding to the regions L and R respectively. However σˆ(x) = σˆR(x) is an
operator defined only on HR, and it must be understood as 1⊗ σˆR(x) when
acting on ∣ ΩM >. An event belonging to the region P can affect events both
in L and R. Thus if XL ∈ L and XR ∈ R, < ΩM ∣ σˆM(XL)σˆM(XR) ∣ ΩM >
does not necessarily vanish. This shows that that σM is not the tensorial
product of σL and σR i.e.
σˆM(X) ≠ θ(−X)σˆL(x)⊗ θ(X)σˆR(x) (60)
and then Eq.(˙56) and Eq.(˙57) are not incompatible at all.
7 Conclusions
The Unruh effect is an unavoidable consequence of QFT for accelerating
observer. It applies to interacting theories and to any kind of fields (scalar,
fermionic, gauge, etc). It can give rise to collective non-trivial phenomena
such as phase transitions. In particular, in this work we have shown that a
continuous spontaneously broken symmetry is restored for an accelerating
observer. For her the VEV of the field depends on the position and it
vanishes beyond a surface in the horizon direction. We conclude that all
these facts are a solid evidence in favor of the ontic character of the Unruh
effect.
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