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Abstract
Hysteresis is the limiting criterion in many applications of functional materials. Recent
understanding and development in shape memory alloys have lead to very low hysteresis
materials. Low hysteresis shape memory alloys with unusual magnetoelectric properties
have found new and interesting applications.
In this thesis, we try to understand magnetic hysteresis in cubic ferromagnets using the
framework of micromagnetics. We look at two cubic materials: Galfenol (Fe74Ga26 and
Fe83Ga17) and Permalloy (Fe21.5Ni78.5). The material parameters of Galfenol show that it
belongs to a new parameter regime in micromagnetics that has not been explored before.
We study the macroscopic properties and try to understand its magnetic microstructure. The
main tools used to study the macroscopic properties are: Weak convergence and Young
measures. Theoretical predictions of the macroscopic properties match well with results
obtained from experiments. By including the exchange energy and minimizing the total
micromagnetic energy of Galfenol we show that its magnetic microstructure has lower
energy than other commonly observed magnetic microstructures. This paves the way for
obtaining optimal energy scaling laws for cubic ferromagnets in general.
We also touch upon the well known Permalloy problem in this thesis. Permalloy has very
low coercivity at a puzzling material composition. We make few interesting observations
about the magnetic microstructure of the Permalloy.
Finally, we shall report the results of some novel experiments that were aimed to synthesize
an elusive hard ferromagnet known as Tetrataenite.
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Chapter 1
Introduction
In this thesis we try to understand the phenomenon of hysteresis in two types of functional
materials, namely, shape memory alloys and ferromagnets. Shape-memory alloys have
applications in robotics, automotive, aerospace and biomedical industries. Ferromagnets
are by far the most technologically important magnetic materials and their applications
range from electric motors to smartphones.
Shape memory alloys undergo a thermally induced transformation between crystalline
forms without diffusion, known as martensitic phase transformation. The high tempera-
ture phase is known as austenite and the low temperature phase is known as martensite; see
Figure (1.1). At the transformation temperature the martensite and austenite phases coexist
and many individual austenite-martensite interfaces that make up the boundary between
the two phases can be seen; see Figure (1.2). The austenite-martensite interface moves
back and forth during the phase transformation. In most of the applications, we need the
shape memory alloys to pass back and forth through the phase transformation many times,
through heating and cooling. Shape memory alloys have a higher transformation tempera-
ture on heating than that on cooling; see Figure (1.1). This leads to a phenomenon known
as thermal hysteresis.
Analogous to the different phases of a shape memory alloy that are separated by an inter-
face, at the micro scale a ferromagnet is made up of magnetic domains that are separated by
domain walls. A typical ferromagnet consists of regions called magnetic domains in which
the magnetization vector J stays constant; see Figure; see Figure (1.3). Magnetic domains
are separated from one another by interfaces known as domain walls, see Figure (1.3), state
(a). One can think of domain walls as narrow regions over which the magnetization di-
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Figure 1.1: Typical Differential scanning calorimetry (DSC) curve of a shape memory
alloy. As austenite start, Af austenite finish, Ms martensite start and Mf martensite finish.
rection changes rapidly. When an external field Hext is applied in a particular direction,
the magnetization vectors rotate and align themselves along the external field as the mag-
nitude of the external field is increased, as shown in Figure (1.3), state (b). Whereas, the
domains that were initially aligned along the applied field begin to grow across the material
by domain wall motion, as shown in Figure (1.3), state (b). The rotation and domain wall
motion continue until all the magnetization in the sample is oriented along the direction
of the applied external field. The material in this state is said to be saturated, as shown in
Figure (1.3), state (c).
Ferromagnets in most of their applications, such as transformers and electric motors, are
subjected to an alternating external field. The need for applying a reverse external field to
demagnetize the ferromagnetic sample leads to the phenomenon of magnetic hysteresis in
ferromagnets.
This thesis consists of two distinct parts. In the first part we try to understand thermal
hysteresis in shape memory alloys by studying the cofactor conditions and we report the
discovery of a recent alloy of Zn45Au30Cu25; see [Chen et al. [2013] and Song et al. [2013]].
This part is brief and is written in the following section. More importantly, it motivates the
2
two variants of martensite, finely twinned
austenite
Figure 1.2: Austenite-martensite interface. The bands on the left are made up of two
variants of martensite; the magenta region at the right is austenite. The total width of
the original photograph is about 0.5 mm. Courtesy of C. Chu.
second part and the rest of the thesis. The second part consists of understanding the macro-
scopic behavior and the magnetic microstructure of Galfenol (Fe74Ga26 and Fe83Ga17),
experiments on FeNi and finally, an attempt to understand the properties of Permalloy
(Fe21.5Ni78.5).
3
(d)
Figure 1.3: Magnetic hysteresis loop, state (a) Two magnetic domains separated by a single
domain wall, state (b) Wall motion and rotation, state (c) Saturation, and (d) Domains on a
(100) surface of silicon-iron (Fe 3 wt% Si, a material used as electrical steel) [Hubert and
Scha¨fer [2008]]
1.1 Thermal hysteresis in shape memory alloys
The abrupt change in the crystalline form during the martensitic phase transformation is
usually also accompanied by an abrupt change in the magnetoelectric and transport prop-
erties of the shape memory alloy. It is this abrupt change of the material properties that is
useful for practical applications [see Srivastava et al. [2010] and Srivastava et al. [2011]].
Generally, there exists a stressed transition layer at the austenite-martensite interface that
moves back and forth through the material causing degradation and reducing the desired
functionality of the material. The same transition layer also gives rise to an energy barrier
that causes thermal hysteresis [see Zhang et al. [2009]]. The formula Af − Ms is used
to calculate the thermal hysteresis of a shape memory alloy. Af is the austenite finish
temperature and Ms is the martensite start temperature, see Figure (1.1). Hence, elimi-
nating the transition layer assures reversibility and prevents degradation. This transition
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layer can be eliminated by studying the geometric compatibility between the austenite and
martensite phases. Thermal hysteresis in shape memory alloys has been studied using the
framework of geometrically nonlinear theory of martensitic phase transformation [Ball and
James [1987]]. At its core lies the free energy ϕ(∇y(x), θ) per unit reference volume which
depends on the change of shape measured by the deformation gradient and the temperature.
ϕ(∇y(x), θ) is assumed to satisfy appropriate growth coditions.
The microstructure near the austenite-martensite interface can be understood by solving:
inf
∫
Ω
ϕ(∇y(x), θ) dx, (1.1)
where y(x) : Ω → R3 is the deformation, θ is the temperature, and the infimum is taken
over a suitable finite energy space. ϕ(∇y(x), θ) has wells that have been commonly de-
scribed using figures, see for instance Figure (1.5). The notation used in these figures is
as follows: consider the plane of the paper to be the space of the matrices. Each circle
represents premultiplication with all the rotation matrices. The set of all rotation matri-
ces forms a group that is denoted by SO(3). SO(3)I represents the austenite well and
SO(3)U1,SO(3)U2, ...,SO(3)Un represent the n wells corresponding to the n variants
of martensite. U1,U2, ...,Un are positive-definite symmetric tensors characteristic of the
alloy. In the figure a line joining two matrices implies that these matrices differ by a rank
one tensor. In other words, the two deformation gradients represented by the two matri-
ces can form an interface between them across which the deformation is continuous [see
Bhattacharya [2003]].
In most shape memory alloys, the middle eigenvalue λ2 of U1 is not equal to one. This im-
plies that no single variant of martensite is compatible with the austenite, and this gives rise
to the martensite microstructure; see Figure (1.2). The crystallographic theory of martensite
predicts that when λ2 6= 1 there are only two twinning volume fractions of the martensite,
f ? and 1 − f ?, with f ? 6= 0, that are compatible with the austenite; see [Ball and James
[1987], Bhattacharya [2003] and Bowles and Mackenzie [1954]]. The formation of the
martensite microstructure drives the elastic energy in the transition layer between phases
(calculated with 1.1) to zero, but at the expense of increasing the total interfacial energy.
Hence, in reality the microstructure is not infinitely fine. The boundary of each of marten-
site twins supports a small interfacial energy per unit area, which is not included in (1.1).
The presence of the small but finite interfacial energy is responsible for stopping further
refinement of the martensite microstructure and hence we see coarse bands in the real ma-
terial. This leads to the formation of a stressed transition layer, which stores finite elastic
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energy. Hence, the optimal energy is not equal to zero but rather a sum of interfacial energy
from the martensite twin boundaries and the elastic energy of the stressed transition layer
near the austenite-martensite interface.
In fact the microstructure of the of the austenite-martensite interface is more complex due
to the presence of the interfacial energy. Interfacial energy leads to the phenomenon
of branching. A close look at figure (1.2) suggests that the martensite twins split as
they approach austenite-martensite interface. So, we see very fine martensite twins near
the austenite-martensite interface and coarse martensite twins away from the austenite-
martensite interface. This phenomenon is known as branching. Branching of the marten-
site twins leads to a smaller optimal energy. It has been shown that the optimal energy
of a branched microstructure is ∼ O(L 13 ), whereas the optimal energy of an unbranched
structure is ∼ O(L 12 ) [see Kohn and Mu¨ller [1992] and Kohn and Mu¨ller [1994]]. Here L
is the length of the specimen, and hence for large specimens a branched structure is much
more economical than a unbranched structure. The remarkable aspect to note is that the
phenomenon of branching is not just restricted to the austenite-martensite interface, but
also found in entirely different settings such as ferromagnets [see Choksi and Kohn [1998]
Choksi et al. [1999]], type -1 superconductors [see Choksi et al. [2008]] and wrinkling
of thin films [see Bella and Kohn [2014]]. Hence, understanding the mechanics of the
austenite-martensite interface has led to understanding totally different physical problems.
In chapter 3, we will show how the economical usage of the interfacial energy leads to a
smaller optimal energy in a material known as Galfenol and hence explain the puzzling
microstructure observed in Galfenol.
A strategy to eliminate the stressed transition layer of the austenite-martensite interface is
to make λ2 = 1 by systematically tuning the composition of the alloy. Recall that λ2 is
the middle eigenvalue of U1. When λ2 = 1 a single variant of martensite fits together
perfectly with austenite; see Figure (1.4). New alloys are being made, with the value of λ2
being systematically moved closer and closer to 1. These alloys exhibit unprecedented low
thermal hysteresis [Zarnetta et al. [2010], Cui et al. [2006]].
Even stronger conditions of compatibility, called the cofactor conditions [Chen et al. [2013]],
have been achieved through systematic compositional changes.
The cofactor conditions, introduced in James and Zhang [2005], are conditions of compat-
ibility between phases in martensitic materials. They consist of three sub conditions: (i)
the condition that the middle principal stretch of the transformation stretch tensor U1 is
unity (λ2 = 1), (ii) the condition a · U1cof(U21 − I)n = 0, where the vectors a and n
6
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Figure 1.4: (a) Typical microstructure when λ2 6= 1, (b) Microstructure when λ2 = 1, (c)
Structure of the energy wells and rank-one connections when λ2 6= 1 and (d) Structure of
the energy wells and rank-one connections when λ2 = 1. See the text for notation.
are certain vectors arising in the specification of the twin system, and (iii) the inequality
trU21 + detU
2
1 − (1/4)|a|2|n|2 ≥ 2. The cofactor conditions represent a further degeneracy
of the crystallographic theory of martensite [Chen et al. [2013]]. The cofactor conditions
are necessary and sufficient conditions on the lattice parameters and the twin system such
that the crystallographic theory has solutions for every volume fraction 0 ≤ f ≤ 1; see
Figure (1.5). Furthermore the cofactor conditions (for TypeI or TypeII twins) imply that
there are some solutions of the crystallographic theory using these twins that have no elastic
transition layer at the austenite-martensite interface. In this case, the stretch tensor of the
average deformation gradient, as well as the local stretch tensors SO(3)U1, SO(3)U2,...
and SO(3)Un all have middle eigenvalue equal to 1. This led to the discovery of the fasci-
nating alloy Zn45Au30Cu25; see [Song et al. [2013]]. It shows record low hysteresis, as low
as 0.2◦C for a big (8 % strain) first order phase transformation, and exhibits remarkable
reversibility, also see [Ni et al. [2016]].
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Figure 1.5: Structure of the energy wells and rank-one connections when the co-factor
conditions are satisfied. Compare with Figure (1.4)
.
Recently in another interesting development a non-stoichiometric alloy-
Ti54.7Ni30.7Cu12.3Co2.3 that closely satisfies the cofactor condition has been discovered.
Ti54.7Ni30.7Cu12.3Co2.3 can undergo 10 million cycles of large stress (400 MPa) induced
phase transformation using tensile fatigue tests with nearly exact repeatability and no func-
tional degradation, see [Chluba et al. [2015]]. These recent developments suggest that
shape memory alloys, can be well understood using the framework of geometrically non-
linear theory of martensitic phase transformation and conditions of compatibility strongly
affect the thermal hysteresis.
1.2 Magnetic hysteresis in Ferromagnets
The recent progress in understanding the mechanics of thermal hysteresis in shape memory
alloys has shown us that lattice constants (interatomic distances) are the main parameters
of the shape memory alloys that controls the thermal hysteresis in the material. This sug-
gests that a similar theoretical foundation needs to be developed even for designing new
ferromagnets.
The mechanics of magnetic hysteresis remains unsolved in many aspects. Predicting the
magnetic hysteresis of a permanent magnet (with cubic symmetry) to an externally applied
magnetic field from the knowledge of material constants, namely (1) the exchange constant
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A (2) the magnetocrystalline anisotropy constant Ka (3) the magnetostriction constants λ100,
λ111, (4) the elastic constants c11, c12, c44 and (5) the saturation magnetization constant Js,
is still one of the biggest puzzles in materials science.
The coercivity of a ferromagnet is a measure of the magnetic hysteresis of the ferromagnet.
The coercivity of a ferromagnet is equal to the half width of the magnetic hysteresis loop
at zero average magnetization, see Figure (1.3). Materials with a large coercivity are hard
magnets, while materials with a small coercivity are soft magnets. We begin our analy-
sis by investigating the singular properties of Permalloy. Permalloy is a Iron-Nickel alloy
with around 80% Nickel. We shall try to understand what makes permalloy a soft magnet.
Traditionally, it has been assumed that the magnitude of the magnetocrystalline anisotropy
Ka alone determines the coercivity of a material. However, permalloy has the lowest co-
ercivity at 78.5% Nickel even though the Ka is not equal to zero at this composition (Ka
is equal to zero at 75% Nickel). Also, Ni2MnGa in the martensite phase behaves like a
very soft magnet, in spite of having very large magnetocrystalline anisotropy Tickle and
James [1999]; Dai et al. [2005, 2003, 2004]. These curious observations suggest that one
needs to consider and explore other material constants, such as magnetostriction constants,
saturation magnetization and exchange constant, to understand the magnetic hysteresis in
ferromagnets.
In fact, this discrepancy is well known as the (unsolved) permalloy problem in the materials
science community since 1950s Bozorth [1953]. It is worth noting interesting features of
the magnetostriction constants (λ100, λ111) of permalloy just above 78.5% Ni. At 80%
Ni, λ111 = 0, at 83% Ni, λ100 = 0 and at 85% Ni, λ100 = λ111 6= 0 [see Table 1. in
Lewis [1964]]. B. Lewis attributed this peculiar behavior of permalloy at 78.5% Nickel to
the presence of internal stresses. B. Lewis suggested that “the stability is lowest at 78.5%
Nickel and this suggests that there is internal stress with a maximum value σ which satisfies
the condition |(λ100−λ111)σ| = Ka for this composition”. We believe his idea of including
the other material parameters was right, but his criterion has, so far, no clear theoretical or
experimental basis. It is also worth noting that linear stability analysis leads to coercivities
that are order of magnitude larger than what are seen in the experiments, this is well known
as the coercivity paradox; see [Brown [1963] and James and Kinderlehrer [1990]]. Other
examples of linear stability analysis are the works of Aharoni [1997] and Brown Jr [1961].
Another interesting development regarding magnetic hysteresis has been reported recently
by Chopra and Wuttig [2015]. Chopra and Wuttig reported interesting features of a family
of iron and gallium alloys known as Galfenol (Fe74Ga26 and Fe83Ga17). Galfenol, contrary
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to Permalloy is nearly hysteresis free despite having a comparatively larger magnetocrys-
talline anisotropy Ka than Permalloy. Apart from being nearly hysteresis free, Galfenol
also exhibits some very peculiar magnetic features which might present fresh opportuni-
ties to understand the mechanism of magnetic hysteresis [see James [2015]]. The reported
magnetic microstructure of Galfenol has not been observed. Chopra and Wuttig [2015]
also report that their Galfenol samples exhibit non-Joulian magnetostriction.
We shall try to understand these two alloys: Galfenol and Permalloy, using the variational
principle known as micromagnetics.
1.3 An introduction to micromagnetics
We will use the framework of micromagnetics to understand hysteresis in ferromagnets.
The local minima of the micromagnetics functional represent the stable magnetization pat-
terns of a ferromagnetic body [see Brown [1963], DeSimone et al. [2006]]. It explains
the magnetization in ferromagnets observed on many length scales, from nanometers to
microns. We shall use it to understand mainly two alloys: Permalloy and Galfenol. Since
both these materials have cubic symmetry, we shall define the micromagnetic energy for a
cubic material. There exists a similar micromagnetic energy functional for uniaxial materi-
als too [see Choksi and Kohn [1998] and Choksi et al. [1999]], but we shall focus on cubic
materials in this thesis.
At its heart is the micromagnetic energy functional, which is defined over a suitable finite
energy space, and is given as follows:
E(E(u),m) =
∫
Ω
A|∇m|2︸ ︷︷ ︸
exchange energy
+
∫
Ω
Kaϕ(m)︸ ︷︷ ︸
anisotropy energy
+
∫
Ω
[
E(u)− E0(m)
] · C[E(u)− E0(m)]︸ ︷︷ ︸
magnetostriction energy
+
µ0
2
∫
R3
|Hind|2︸ ︷︷ ︸
magnetostatic energy
−
∫
Ω
Hext · J.︸ ︷︷ ︸
external field energy
(1.2)
Ω is a bounded, open and connected region in space occupied by the undeformed mag-
netoelastic body. J(x) is magnetic vector field inside the body Ω, it is extended to zero
outside Ω. The magnitude of the magnetic vector field is fixed inside Ω and is given as
|J(x)| = Js. Js is known as the saturation magnetization. We define the magnetization
m(x) = J(x)
Js
, and it satisfies the following condition:
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|m(x)| =
1 in Ω,0 in R3 \ Ω. (1.3)
Note that E(E(u),m) has dimensions of energy (Joules). The five integrals in (1.2) are
called exchange energy, magnetocrystalline anisotropy energy, magnetostriction energy,
magnetostatic (or demagnetizing or stray field) energy, and Zeeman energy (or external
field energy), respectively.
The exchange energy penalizes the gradients inm. It is nonzero across narrow transition re-
gions between two magnetic domains, these transition regions are known as domain walls.
The resulting exchange energy can be thought of as the interfacial energy of the magnetic
domains in ferromagnets. In the micromagnetic literature this interfacial energy is known
as the wall energy. The exchange energy is zero inside the magnetic domains where the
magnetization is constant.
ϕ(m) is known as the magnetocrystalline anisotropy energy density. ϕ(m) is nonnegative,
and is given by the following polynomial:
ϕ(m) = (m21m
2
2 +m
2
2m
2
3 +m
2
3m
2
1) if Ka > 0 ,
ϕ(m) =
(
m21m
2
2 +m
2
2m
2
3 +m
2
3m
2
1 −
1
3
)
if Ka < 0 , (1.4)
where, e1, e2, e3 are orthonormal cubic axes andmi = m·ei are the direction cosines of the
magnetization. The direction cosines of the magnetization that minimize ϕ(m) are known
as the easy axes, and the direction cosines of the magnetization that maximize ϕ(m) are
known as the hard axes. If Ka > 0 the easy axes are [1, 0, 0], [0, 1, 0] and [0, 0, 1] while the
hard axes are
[
1√
3
, 1√
3
, 1√
3
]
,
[−1√
3
, 1√
3
, 1√
3
]
,
[
1√
3
, −1√
3
, 1√
3
]
and
[
1√
3
, 1√
3
, −1√
3
]
. Vice-versa when
Ka < 0. ϕ(m) is an even function of m, that is ϕ(m) = ϕ(−m). Magnetocrystalline
anisotropy energy is penalized on regions of Ω where the magnetization m does not lie on
the easy axes. Note that the magnetocrystalline anisotropy energy is a local term and hence
is controlled by the volume of the region where it is nonzero.
To evaluate the magnetostriction energy one needs to find the displacement u(x) from
the deformation y(x). y : Ω → R3, denotes the actual deformation of the body. The
corresponding displacement field u(x) is given by u(x) = y(x)− x, for each x ∈ Ω. The
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infinitesimal strain associated with u(x) is given as follows:
E(u) =
∇u(x) +∇u(x)T
2
. (1.5)
E0(m) is the preferred strain tensor corresponding to the magnetization m and is defined
as follows for cubic materials:
E0(m) =
3
2
(
λ100(m⊗m− 1
3
I) + (λ111 − λ100)
∑
i 6=j
mimjei ⊗ ej
)
(1.6)
where λ100 and λ111 are magnetostriction constants. λ100 and λ111 are the strain measured
in the directions [1, 0, 0] and [1, 1, 1] when a single crystal is magnetized to saturation in
the directions [1, 0, 0] and [1, 1, 1] respectively. E0(m) is an even function of m, that is
E0(m) = E0(−m). C is a fourth-rank tensor of material constants, also called the stiffness
tensor. For a material with cubic symmetry, C has 3 independent components:c11, c12 and
c44 [Love [2013]]. Unlike the magnetocrystalline anisotropy energy, the magnetostriction
energy is a non-local term due to the constraint imposed by compatibility [see equation
(1.5)].
To calculate the magnetostatic energy we need to find the L2(R3) norm of Hind. The in-
duced field Hind is obtained from the magnetization J, by solving Maxwell’s equations of
magnetostatics:
∇ · (µ0Hind + J) = 0,
∇×Hind = 0.
}
in R3. (1.7)
(1.7)2 implies that, there exists scalar function U such that:
Hind = −∇U. (1.8)
Using (1.7)2 and (1.8) one can write the following expression for the induced field:
Hind = −∇
(
∆−1∇ · J
µ0
)
. (1.9)
Hence, the magnetostatic energy is zero if ∇ · J = 0 in R3.
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Maxwell’s equations (1.7) can be interpreted in the sense of distributions as follows:∫
R3
Hind · ∇φ = −
∫
Ω
J · ∇φ =
∫
Ω
(∇ · J)φ−
∫
∂Ω
(J · n)φ , ∀φ ∈ C∞0 (R3). (1.10)
Hence, we have the following sources for the induced field Hind. For a smooth J, Hind can
be found by evaluating∇·J (at points inside Ω) and−J·n (at a points on the boundary of Ω
where the outer unit normal is n). For a discontinuous J, Hind can be found by calculatingJJK · n (where n is the unit normal of the interface across which J is discontinuous). The
magnetostatic energy is a nonlocal energy, and hence the magnetostatic energy of the union
of two disjoint regions is not equal to its sum evaluated for the two regions separately.
1.3.1 Nondimensionalization and Material Parameters
We now define a partially non dimensional version of (1.2). Let E(Eˆ(u),m) = E(E(u),m)Kd ,
where Kd = Js
2
2µ0
. Note that E(Eˆ(u),m) has dimensions of volume. Also, note that we
have made the following substitutions in (1.2):
Eˆ(u) =
E(u)
λ100
, Eˆ0(m) =
E0(m)
λ100
, Cˆ =
C
c11
,
Hext =
µ0Hext
Js
and hm =
µ0Hind
Js
,
to obtain:
E(Eˆ(u),m) =d2
∫
Ω
|∇m|2 + Q
∫
Ω
ϕ(m) + Q′
∫
Ω
[
Eˆ(u)− Eˆ0(m)
] · Cˆ[Eˆ(u)− Eˆ0(m)]+∫
R3
|hm|2 −
∫
Ω
Hext ·m. (1.11)
Here, d2 = AKd ,Q =
Ka
Kd
and Q′ = c11λ100
2
Kd
.
We slightly modify the the material parameters for negative anisotropy materials Ka < 0.
The modified material parameters are as follows:
Eˆ(u) =
E(u)
λ111
, Eˆ0(m) =
E0(m)
λ111
, Cˆ =
C
c44
and Q′ =
c44λ111
2
Kd
. (1.12)
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1.4 Thesis Layout
The thesis is structured as follows. In chapter 2, we motivate the appropriate choice of
the micromagnetics energy, known as the no-exchange functional considering the mate-
rial parameters of Galfenol. We then construct minimizing sequences made up of zig-zag
domains.
The first half of the chapter-3 involves prediction of macroscopic properties using the con-
structed laminates. These predictions match well with the experiments reported by Chopra
and Wuttig [2015]. In the second part of chapter- 2 we try to understand the existence of a
a peculiar magnetic microstructure known as the zig-zag Landau state. We show that this
magnetic microstructures has lower energy in the parameter regime that Galfenol belongs
to. This motivates us to look at other parameter regimes of cubic ferromagnets, and also
paving way to obtain estimates of new upper bounds for cubic ferromagnets in general.
Chapter-4 is devoted to the experiments conducted on FeNi and the results thereof. In the
final chapter, we comment on possible extensions of the present work that can be carried
out in the future.
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Chapter 2
Micromagnetics of Galfenol
In this chapter we try to understand the micromagnetics of Galfenol that has recently
been reported in Chopra and Wuttig [2015]. Iron gallium alloys in the composition range
FexGa100−x, x = 74 and 83, are known as Galfenol. In this and the next chapter we shall
try to understand the macroscopic properties and the zero field magnetic microstructure of
Galfenol using the frame work of micromagnetics. Calculation of the material parameters
of Galfenol suggests that this material belongs to a category of cubic ferromagnets that has
not been explored before; see section (2.1) and introduction of chapter (3). We shall begin
with a few interesting observations of Galfenol that were reported in Chopra and Wuttig
[2015].
Firstly, according to Chopra and Wuttig [2015] Galfenol exhibits non-Joulian magnetostric-
tion, that is, it swells when magnetized, which results in an overall volume increase. In
1847, physicist James Prescott Joule reported for the first time the effect of magnetization
on the shape of the iron [Joule [1847]]. All the materials discovered so far behave similar
to iron, they change their shape but not their volume when magnetized.
The second unusual characteristic is that this material is equally hard to magnetize in all
directions, i.e., one cannot distinguish the easy and hard axes of this material. However,
the shape change accompanying the magnetization is highly direction dependent. As we
shall see in the following section, this is due to the fact that Galfenol has a small but finite
magnetocrystalline anisotropy constants Ka and a large saturation magnetization Js. The
change in shape is anisotropic because the saturation cubic magnetostriction constants are
different, i.e., λ100 6= λ111.
Thirdly, this material shows very small magnetic hysteresis and the magnetic domains at
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zero field are highly repeatable when an alternating external field is applied. This con-
sistent with the fact that the experimentally observed magnetic domains at zero field are
highly stable and reproducible after the application of alternating external field. Lastly, the
magnetic domains seen at zero field seem to be made up of autarkic (self- sufficient) rigid
micro-cells. Each rigid micro-cell is the result of the formation of a zig-zag Landau state.
The zig-zag Landau state is the result an interesting minimizing sequence that has never
been seen in any material before.
There has been some controversy regarding the non-Joulian magnetostriction as reported
by He et al. [2016]; they claim that Fe83Ga17 exhibits volume preserving magnetostriction,
and hence is a Joulian ferromagnet, but the observed magnetization and magnetostriction
curves in the [100] and [110] directions match well with what has been reported in Chopra
and Wuttig [2015]. Bozorth [1993]; see chapter 6, suggests a method of obtaining non-
volume preserving magnetostriction using a five constant model for cubic magnetostric-
tion, but this leads to isotropic dilation irrespective of the direction of the applied field,
which is contrary to what has been reported by Chopra and Wuttig [2015]. Hence, in this
chapter we shall focus on understanding the macroscopic properties, namely the average
magnetization and average strain as a function of applied field, the magnetic hysteresis of
the material and the magnetic microstructure at zero applied field while ignoring the non-
Joulian magnetostriction. The predictions we make match well with the measurements of
strain vs externally applied magnetic field and average magnetization vs externally applied
magnetic field despite using the standard Joulian model for cubic materials.
2.1 No exchange functional
Due to the analytical difficulties involved in minimizing the complete micromagnetic func-
tional (1.11), one is often led to look for a simpler and relevant asymptotic problem or a
new reduced variational principle. By calculating the various material parameters of the
ferromagnet under study[see Choksi and Kohn [1998]], Choksi et al. [1999], DeSimone
and James [2002]] and geometric factors of the ferromagnetic body involved one can see
how the different terms in the complete micromagnetic functional (1.3) compare against
each other; see DeSimone [1993]. Paraphrasing [DeSimone et al. [2002]] “this limit pro-
cess reveals a hierarchical structure in the energy, which separates into:
(1) essential part
(2) higher-order terms.
The essential part leads to a new reduced variational and the higher-order terms break the
degeneracy in the reduced theory.”
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In this section we will try to understand the choice of the appropriate energy functional
based on the material parameters of FexGa1−x for x = 74at.%, 83at.% keeping the shape
and size of the body fixed. From some of the previously reported data [Rafique et al. [2004],
Clark et al. [2003], Chopra and Wuttig [2015]] for FexGa1−x for x = 83 at.%, the material
parameters are as tabulated as follows.
Material constants of Galfenol
Exchange constant A 10−12 J
m
Magnetic Saturation Js 1.634 Tesla
Induced field energy density Kd = Js
2
2µ0
1.06× 106 J
m3
Magnetocrystalline anisotropy Ka −3× 103 Jm3
Elastic constants c11 2× 1011 Nm2
” c12 1.6× 1011 Nm2
” c44 1.3× 1011 Nm2
Magnetostriction constants λ100 220× 10−6
” λ111 76× 10−6
Using these material constants reported in the literature we find the relevant dimensionless
parameters used in equation (1.11). The material parameters of Galfenol are tabulated as
follows.
Material parameters of Galfenol
d2 = AKd ≈ 10−18m2
Q = |Ka|Kd ≈ 10−3
Q′ = c44λ
2
111
Kd
≈ 10−3
Let us look at our complete micromagnetic functional (1.11), which is given as follows:
E(Eˆ(u),m) = d2
∫
Ω
|∇m|2 + Q
∫
Ω
ϕ(m) + Q′
∫
Ω
[
Eˆ(u)− Eˆ0(m)
] · Cˆ[Eˆ(u)− Eˆ0(m)]+∫
R3
|hm|2 −
∫
Ω
Hext ·m. (2.1)
The calculated dimensionless quantities are pre-factors of the various terms of the complete
micromagnetic energy functional (2.1) and their relative magnitudes suggest the following
separation of scales. The highest order term is the exchange energy O(d2) as Kd → ∞
and d2 ≈ 10−18m2. The reduced variational problem consists of magnetostatic energy, the
applied field energy, magnetocrystalline anisotropy and the magnetostriction energy.
This large separation of scales in the energy motivates us to drop the exchange energy and
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minimize the following functional:
E0(Eˆ(u),m) = Q
∫
Ω
ϕ(m) + Q′
∫
Ω
[
Eˆ(u)− Eˆ0(m)
] · Cˆ[Eˆ(u)− Eˆ0(m)]+∫
R3
|hm|2 −
∫
Ω
Hext ·m. (2.2)
among
(
Eˆ(u),m
) ∈ A, where A is the set of admissible functions for E0(Eˆ(u),m) and
is defined as follows:
A = {(Eˆ(u),m) : u ∈ H1(Ω,R3) and m ∈ L2(Ω,S2)}. (2.3)
If
(
Eˆ(u),m
) ∈ A, then the two following conditions need to hold. Firstly, the the strain
Eˆ(u) needs to be compatible, that is, it should be expressible as:
Eˆ(u) =
∇u(x) +∇u(x)T
2
, (2.4)
for some continuous and single valued displacement field u(x) defined over Ω. Secondly,
the magnetization m(x) is square integrable on Ω, with |m(x)| = 1 a.e.
In fact, the above functional (2.2) without the magnetostriction term has received consid-
erable attention from the mathematical community [James and Kinderlehrer [1990], Tartar
[1992], DeSimone [1993], Tartar [1995]]. Also, it is important to note that, we have jus-
tified the use of this functional based on the magnitude of the dimensionless quantities
calculated from the material parameters while keeping the dimensions of the body fixed.
On the contrary, the previous works have justified its use as a large-body-limit version of
micromagnetics.
The large-body-limit version of micromagnetics is obtained by defining a completely non
dimensional version of the complete micromagnetic energy functional (1.2): e(Eˆω(uω),mω) =
E(Eˆ(u),m)
|Ω| , where |Ω| = λ3. Note that e(Eˆω(uω),mω) is the fully non dimensional form of
the complete micromagnetic energy functional defined on reduced body ω; see [DeSimone
[1993]]. Here, Eˆω(uω) and mω are the strain and magnetization suitably defined on the
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reduced body ω. e(Eˆω(uω),mω) is given as follows:
e(Eˆω(uω),mω) =κ
2
∫
ω
|∇x¯mω|2 + Q
∫
ω
ϕ(mω)+
Q′
∫
ω
[
Eˆω(uω)− Eˆ0(mω)
] · Cˆ[Eˆω(uω)− Eˆ0(mω)]+∫
R3
|hm|2 − 2
∫
ω
hext ·mω, (2.5)
where κ2 = d
2
λ2
. It has been shown rigorously that as λ→∞, e(Eˆω(uω),mω) converges to
eκ=0(Eˆω(uω),mω), where eκ=0(Eˆω(uω),mω) is defined as follows; see [Tartar [1992]]:
eκ=0(Eˆω(uω),mω) =Q
∫
ω
ϕ(mω) + Q′
∫
ω
[
Eˆω(uω)− Eˆ0(mω)
] · Cˆ[Eˆω(uω)− Eˆ0(mω)]+∫
R3
|hm|2 − 2
∫
ω
hext ·mω (2.6)
eκ=0(Eˆω(uω),mω) is the large-body-limit version of micromagnetics energy.
In this thesis we will focus on E(Eˆ(u),m) and E0(Eˆ(u),m); see equations (2.1) and
(2.2). As a consequence of dropping out the exchange energy, the functional E0(Eˆ(u),m),
in general does not have a minimizer. The non-existence of minimizers suggests us to look
at minimizing sequences of E0(Eˆ(u),m). Minimizing sequences of E0(Eˆ(u),m) develop
fine scale oscillations and can be thought of as the origins of the observed fine magnetic
microstructure. Under certain hypotheses, these weakly converging minimizing sequences
(mk ⇀ m∞) generate a Young measure µx. µx gives the limiting distribution of the
magnetization (m∞) in a vanishingly small neighborhood of x; it also helps us determine
the weak limit of g(mk) for any continuous function g. We shall use this property of the
young measure in the next chapter to determine the macroscopic properties as a function
of the externally applied field Hext.
Dropping out the exchange term comes at an expense. By dropping the exchange term we
have essentially dropped the higher-order term from our full micromagnetics functional. As
mentioned earlier this adds degeneracy, leading to non-uniqueness of the reduced theory.
In the next chapter we shall try to rationalize the minimizer that is seen in the material by
including the effect of the exchange term. This approach is similar to what is done during
the study of the austenite-martensite interface. Excluding the interfacial energy predicts
many important features such as: normal of the habit plane (austenite-martensite interface),
volume fraction of the martensite twins and the effect of λ2 = 1; see [Ball and James
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[1987]]. Including the interfacial energy in the model provides us with the optimal energy
of the austenite-martensite interface and explains the phenomenon of branching or twin
splitting, see [Kohn and Mu¨ller [1992] and Kohn and Mu¨ller [1994]]. Here, in this chapter
we shall begin by introducing a minimizing sequence with zig-zag walls which resemble
what is seen in the material and more importantly correctly predicts the experimentally
observed macroscopic properties that we are interested in.
Before we begin with the description of our minimizing sequences with zig-zag walls we
shall define weak convergence and briefly mention a few useful facts about Young measure
generated by the weakly converging sequences followed by study the hierarchal structure
of (2.2) based on the material parameters of Galfenol.
Definition 2.1.1. (Weak Convergence) A sequence mk of magnetizations (|mk| = 1) is
said to converge weakly to m∞ ∈ L2(Ω,R3) if for every bounded measurable A ⊂ Ω there
holds: ∫
A
mk dx→
∫
A
m∞ dx.
From the weakly convergent sequence mk one can extract a subsequence that generates
a one-parameter family of non-negative probability measures µx on S2 under certain hy-
potheses, see [Mu¨ller [1999]]. The map µ : Ω → M(S2) is called the Young measure
generated by mk. M(S2) denotes the space of probability measures on S2. S2 denotes the
unit sphere in R3. The first moment of the µx determines the weak limit of mk, that is:
m∞(x) =
∫
S2
m dµx(m), x ∈ Ω. (2.7)
The Young measure µx also determines the weak limit of g(mk) for every continuous g,
and is given as follows:
g(mk)
∗−⇀ g¯ in L∞(Ω),
where g¯(x) =
∫
S2
g(m)dµx(m). (2.8)
We shall now look at the lower bound of E0(Eˆ(u),m); see equation (2.2).
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2.2 Lower bound of the micromagnetic energy: E0(Eˆ(u),m), assum-
ing Ω is an ellipsoid
Next we shall begin by describing an important property of the magnetostatic energy, i.e.,
it is not weakly continuous but it is weakly lower semicontinuous.
Lower semicontinuity of magnetostatic energy
Letmk ∈ L2(Ω,S2) be a minimizing sequence. Letm∞ denote a L2(Ω) weak limit ofmk.
Also let hmk and hm∞ denote the associated induced fields due tomk andm∞ respectively.
Since the magnetostatic energy is lower semicontinuous [See equation (A.5) of DeSimone
[1993]] w.r.t weak convergence ofmk andmk ⇀m∞ in L2(Ω,S2), we have the following:∫
R3
|hm∞|2 5 lim inf
k→∞
∫
R3
|hmk |2. (2.9)
We now proceed to obtain the lower bound of E0(Eˆ(u),m). We approximate our disk Ω
by an oblate ellipsoid of the same aspect ratio. Ellipsoids have the property that a uniform
magnetization minimizes the magnetostatic energy among all magnetization states with
prescribed average; see Appendix A.1. of DeSimone and James [2002]. If m∞ is the weak
limit of mk then the minimum magnetostatic energy is given by |Ω|〈m∞〉 ·D〈m∞〉, where
〈m∞〉 is the average value of m∞ over Ω and D is known as the demagnetizing tensor.
It is a positive definite symmetric tensor with trace equal to one and it only depends on
the shape of Ω. Using this property of the ellipsoids, we now find a lower bound on the
magnetostatic energy and the applied field energy.
|Ω|(〈m∞〉 · D〈m∞〉 −Hext · 〈m∞〉) 5 ∫
R3
|hm∞|2 −
∫
Ω
Hext ·m∞
5 lim inf
k→∞
∫
R3
|hmk |2 −
∫
Ω
Hext ·mk (2.10)
On left hand side of the above equation (2.10) |Ω|(〈m∞〉 · D〈m∞〉 −Hext · 〈m∞〉) is the
energy of the relaxed system, that is, we have |〈m∞〉| ≤ 1. For a given specimen, D
fixed, and a constant applied external field hext, we obtain the infimum of the lowest order
energy by optimizing left hand side of the above equation (2.10) with respect to 〈m∞〉.
Differentiating the quadratic form |Ω|(〈m∞〉 · D〈m∞〉 − Hext · 〈m∞〉) with respect to
〈m∞〉 we see that the infimum is attained when 〈m∞〉 = D−1(Hext/2). Continuing from
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equation (2.10), we find:
−|Ω|
4
(
Hext · D−1Hext
)
5 lim inf
k→∞
∫
R3
|hmk|2 −
∫
Ω
Hext ·mk (2.11)
Therefore,
lim inf
k→∞
E0
(
Eˆ(uk),mk
) ≥ lim inf
k→∞
∫
R3
|hmk |2 −
∫
Ω
Hext ·mk ≥ −|Ω|
4
(
Hext · D−1Hext
)
.
(2.12)
Thus, we obtain a lower bound for the no-exchange micromagnetic energyE0
(
Eˆ(uk),mk
)
.
We shall now look at sequences that minimize E0
(
Eˆ(uk),mk
)
.
2.3 Minimizing sequences for m∞ ∈ co[m1,m2,−m1,−m2]
We shall now construct minimizing sequences for m∞ ∈ co[m1,m2,−m1,−m2].
co[m1,m2,−m1,−m2] denotes the convex hull of (m1,m2,−m1,−m2), indicated by
a blue dotted box in figure (2.1). The minimizing sequences need to satisfy the following
important constraint.
Constraint on the minimizing sequences
In general since the magnetostatic energy is not weakly continuous, i.e., mk ⇀ m∞ in
L2(Ω) does not imply hmk → hm∞ in L2(R3). To this end, we define the excess of a
weakly convergent sequence {mk} by:
Excess{mk} = lim
k→∞
∫
R3
|hmk − hm∞|2. (2.13)
We note that the excess associated with a sequence {mk} vanishes if and only if the limit
of the magnetostatic energies
∫
R3 |hmk |2 =
∫
R3 |hm∞|2. We define constrained sequences
to be those minimizing sequences that have zero excess, that is, they satisfy the following
condition:
mk ⇀m∞ := D−1(Hext/2) and hmk → hm∞ in L2(R3). (2.14)
The experiments we are trying to understand were performed on a thin disk of aspect ratio
1/10. Since we are interested in the limit Kd → ∞, any out of plane magnetization would
cost a lot of magnetostatic energy. Hence, we shall assume that all the magnetization is
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in plane and is of the form: m = (mx,my, 0). This is consistent with the experimental
observations. Since Ka < 0 for the specimen and m = (mx,my, 0), the magnetocrystalline
anisotropy energy is defined as follows:
ϕ(m) = Ka
(
m2xm
2
y −
1
4
)
. (2.15)
m1 =
(
1/
√
2, 1/
√
2, 0
)
and m2 =
(
1/
√
2,−1/√2, 0) are the easy axes; see figure (2.1).
ϕ(m1) = ϕ(−m1) = ϕ(m2) = ϕ(−m2) = 0.
The limiting energy of these minimizing sequences is equal to− |Ω|
4
(
Hext ·D−1Hext
)
, which
is lower bound of the no-exchange micromagnetics functional; see equation (2.12). Hence,
the limiting energy has no contribution from the magnetocrystalline and magnetostriction
energy. Our construction consists of two cases. In Case 1: m∞ ∈ co[m1,m2,−m1,−m2]
and m∞ · e1 + m∞ · e2 < 1/√2 in Case 2: m∞ ∈ co[m1,m2,−m1,−m2] and m∞ ·
e1 + m∞ · e2 ≥ 1/√2; see figures (2.2) and (2.5). That is in Case 1: m∞ lies in the
co[m1,m2,−m1,−m2] and lies inside the grey dotted box shown in figure (2.2), and in
Case 2: m∞ lies in the co[m1,m2,−m1,−m2] and lies outside inside the grey dotted box
shown in figure (2.5).
Our construction consists of a third order laminate for Case:1 and a second order laminate
for Case:2. These constructions correctly predict the macroscopic properties observed in
the experiments. Our non trivial constructions are necessitated by the fact that simple
laminates consisting of alternating layers of m1 and −m1 show no magnetostriction when
a alternating external field is applied in the [110] direction. This is because when domains
with magnetization m1 are replaced by domains with magnetization −m1 and vice-versa,
the sample undergoes no change in the strain since E0(m1) = E0(−m1). In chapter 3
we will show how the macroscopic properties predicted by our constructed minimizing
sequences match with the real material.
2.3.1 Case 1: m∞ · e1 +m∞ · e2 < 1/√2
The minimizing sequence in this case consists of a third order laminate: m(3)(l,k). That is
m
(3)
(l,k) is constructed from two second order laminates: m
(2,x)
(l,k) and m
(2,y)
(l,k) . The second
order laminates, m(2,x)(l,k) and m
(2,y)
(l,k) are constructed from two first order laminates m
(1,x)
(l,k) and
m
(1,y)
(l,k) .
We shall begin with two first order laminates m(1,x)(l,k) and m
(1,y)
(l,k) , defined as follows.
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m1
m2
e2
e1
Figure 2.1: The blue dotted line is the convex Hull of (m1,m2,−m1,−m2) and is denoted
as co[m1,m2,−m1,−m2].
m
(1,x)
(l,k) = χ 12
(
lk
2
x · e1
)
m1 +
(
1− χ 1
2
(
lk
2
x · e1
))
m2 (2.16)
m
(1,y)
(l,k) = χ 12
(
lk
2
x · e2
)
m1 −
(
1− χ 1
2
(
lk
2
x · e2
))
m2, (2.17)
where, m1 =
(
1/
√
2, 1/
√
2, 0
)
andm2 =
(
1/
√
2,−1/√2, 0) as shown in figure (2.1). The graph
χλ for any 0 ≤ λ ≤ 1 is shown in Figure (2.3). Each of the above first order laminates is
now used to construct two second order laminates m(2,x)(l,k) and m
(2,y)
(l,k) , described as follows.
m
(2,x)
(l,k) = χα(
√
2kx · nz(x))m(1,x)(l,k) − (1− χα(
√
2kx · nz(x)))m(1,x)(l,k) , (2.18)
m
(2,y)
(l,k) = χα(
√
2kx · nz(y))m(1,y)(l,k) − (1− χα(
√
2kx · nz(y)))m(1,y)(l,k) , (2.19)
where nz(x) and nz(y) are the normals to the curves z(x) and z(y) shown in figure (2.3).
Finally, we construct the third order laminate, m(3)(l,k) used in Case:1. It is constructed using
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Figure 2.2: (a) m∞ · e1 +m∞ · e2 < 1/√2 (b) Case 1: Laminate construction.
the above two second order laminates, and is described as follows.
m
(3)
(l,k) = χλ
(
kx · n)m(2,y)(l,k) − (1− χλ(kx · n))m(2,x)(l,k) , (2.20)
here, n =
(
1/
√
2, 1/
√
2, 0
)
.
Analysis of the magnetostatic energy:
Now we shall begin the analysis of the magnetostatic energy of the third order laminate
that we just constructed. Our aim is to show that excess of m(3)(l,k) is equal to zero. We
shall do this step wise: we first show that the excess of m(1,x)(l,k) and m
(1,y)
(l,k) is equal to zero,
followed by showing that the excess of m(2,x)(l,k) and m
(2,y)
(l,k) is equal to zero. We then finally
show that the excess of m(3)(l,k) is equal to zero.
At the lowest level of our construction consists of two first order laminatesm(1,x)(l,k) andm
(1,y)
(l,k)
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Figure 2.3: Graphs of of some commonly used functions.
(first order laminates are also known as simple laminates), for which we have:
m
(1,x)
(l,k)
l→∞−−−⇀m(1,x)∞ =
m1 +m2
2
(2.21)
m
(1,y)
(l,k)
l→∞−−−⇀m(1,y)∞ =
m1 −m2
2
. (2.22)
Weak lower semicontinuity of the magnetostatic energy (2.9) implies:∫
R3
|h
m
(1,x)
∞
|2 5 lim inf
l→∞
∫
R3
|h
m
(1,x)
(l,k)
|2 5 lim
l→∞
∫
R3
|h
m
(1,x)
(l,k)
|2, (2.23)∫
R3
|h
m
(1,y)
∞
|2 5 lim inf
l→∞
∫
R3
|h
m
(1,y)
(l,k)
|2 5 lim
l→∞
∫
R3
|h
m
(1,y)
(l,k)
|2. (2.24)
Magnetostatic energy is weakly continuous if and only if the excess is equal to zero, and
the excess can be explicitly calculated for simple laminates [see James and Mu¨ller [1994]],
and is given as follows:
Excess{m(1,x)(l,k) } =
|Ω|
4
× |(m1 −m2) · e1|2 = 0 (2.25)
Excess{m(1,y)(l,k) } =
|Ω|
4
× |(m1 +m2) · e2|2 = 0. (2.26)
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This implies the continuity of the induced fields:
h
m
(1,x)
(l,k)
l→∞−−−→h
m
(1,x)
∞
in L2(R3), (2.27)
h
m
(1,y)
(l,k)
l→∞−−−→h
m
(1,y)
∞
in L2(R3). (2.28)
The next level of our construction consists of two second order laminates m(2,x)(l,k) and m
(2,y)
(l,k)
which were defined in (2.18) and (2.19). Notice that these second order laminates are
made up of first order laminates separated by zig-zag normals nz(x) and nz(y); see (2.2),
these zig-zag boundaries also serve as 180◦ magnetic domain walls. Following the ideas
of [DeSimone and James [2002]] we shall show that the magnetostatic energy is weakly
continuous even at this level, that is:
m
(2,x)
(l,k)
l,k→∞−−−−⇀m(2,x)∞ = αm(1,x)∞ − (1− α)m(1,x)∞ in L2(R3)
=⇒ h
m
(2,x)
(l,k)
l,k→∞−−−−→h
m
(2,x)
∞
in L2(R3), (2.29)
m
(2,y)
(l,k)
l,k→∞−−−−⇀m(2,y)∞ = αm(1,y)∞ − (1− α)m(1,y)∞ in L2(R3)
=⇒ h
m
(2,y)
(l,k)
l,k→∞−−−−→h
m
(2,y)
∞
in L2(R3). (2.30)
The argument relies on two main ingredients, first that Lp(R3) for 1 ≤ p <∞ is a separa-
ble space [see, e.g.,Wheeden [2015]]. In particular, we shall use the fact that L2(R3) is a
separable space, that is, there exists a countable dense subset {ψ1, ψ2, ...} of L2(R3). Sec-
ondly, it uses a diagonal argument [see, e.g.,Rudin [1987]] to extract a suitable sequence
l(k) (such that, l(k) → ∞ as k → ∞) that would be used to satisfy equations (2.29) and
(2.30).
We first decompose m(2,x)(l,k) as the following:
m
(2,x)
(l,k) −m(2,x)∞ =χα
(√
2kx · nz(x)
)(
m
(1,x)
(l,k) −m(1,x)∞
)
+(
1− χα(
√
2kx · nz(x))
)(−m(1,x)(l,k) +m(1,x)∞ )+(
χα(
√
2kx · nz(x))m(1,x)∞ − (1− χα(
√
2kx · nz(x)))m(1,x)∞ −m(2,x)∞
)
(2.31)
Adding and subtracting, χα(
√
2kx ·e2)m(1,x)∞ −(1−χα(
√
2kx ·e2))m(1,x)∞ to the right hand
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side of the above equation and simplifying we obtain:
m
(2,x)
(l,k) −m(2,x)∞ =χα
(√
2kx · nz(x)
)(
m
(1,x)
(l,k) −m(1,x)∞
)
+(
1− χα(
√
2kx · nz(x))
)(−m(1,x)(l,k) +m(1,x)∞ )+
2
(
χα(
√
2kx · nz(x))− χα(
√
2kx · e2)
)
m(1,x)∞ +(
χα(
√
2kx · e2)m(1,x)∞ − (1− χα(
√
2kx · e2))m(1,x)∞ −m(2,x)∞
)
(2.32)
Define χΩk1 =
{
x ∈ Ω : χα
(√
2kx · nz(x)
)
= 1
}
and χΩk2 =
{
x ∈ Ω : χα
(√
2kx · nz(x)
)
= 0
}
we then get the following:
m
(2,x)
(l,k) −m(2,x)∞ =χΩk1
(
m
(1,x)
(l,k) −m(1,x)∞
)
+ χΩk2
(−m(1,x)(l,k) +m(1,x)∞ )+
2
(
χα(
√
2kx · nz(x))− χα(
√
2kx · e2)
)
m(1,x)∞ +(
χα(
√
2kx · e2)m(1,x)∞ − (1− χα(
√
2kx · e2))m(1,x)∞ −m(2,x)∞
)
(2.33)
From Maxwell’s equations (1.7) it follows that the field induced hm is linear in the magne-
tization m and therefore we have the following:
h
m
(2,x)
(l,k)
−m(2,x)∞ =hχ
Ωk1
(
m
(1,x)
(l,k)
−m(1,x)∞
) + h
χ
Ωk2
(
−m(1,x)
(l,k)
+m
(1,x)
∞
)+
2h(
χα(
√
2kx·nz(x))−χα(
√
2kx·e2)
)
m
(1,x)
∞
+
h(
χα(
√
2kx·e2)m(1,x)∞ −(1−χα(
√
2kx·e2))m(1,x)∞ −m(2,x)∞
)
.
(2.34)
We shall prove implication (2.29) by showing that ‖h
m
(2,x)
(k,l(k))
−m(2,x)∞ ‖L2(R3)
l,k(l)→∞−−−−−→0.
We know that for a fixed k, as l→∞,
χΩki
(
m
(1,x)
(l,k) −m(1,x)∞
) l→∞−−−⇀0
‖h
χ
Ωk
i
(
m
(1,x)
(l,k)
−m(1,x)∞
)‖L2(R3) l→∞−−−→0
 for i = 1, 2. (2.35)
Hence, there exists a sequence l0(k) such that:
‖h
χ
Ωk
i
(
m
(1,x)
(l0(k),k)
−m(1,x)∞
)‖L2(R3) ≤ 1
k
for i = 1, 2. (2.36)
Using the first equation in (2.35) we now can choose a sequence l1(k) which is a subse-
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quence of l0(k) such that the following holds:∫
R3
χΩki
(
m
(1,x)
(l1(k),k)
−m(1,x)∞
)
ψ1 ≤ 1
k
for i = 1, 2. (2.37)
We continue this process and for each ψj we choose a sequence lj(k) which is a subse-
quence of lj−1(k) such that:∫
R3
χΩki
(
m
(1,x)
(lj(k),k)
−m(1,x)∞
)
ψj ≤ 1
k
for i = 1, 2. (2.38)
The diagonal sequence ll(k) will then work for all of {ψ1, ψ2, ...} which is a dense subset
of L2(R3) and since ll(k)→∞ as k →∞ we have the following:
‖h
χ
Ωk
i
(
m
(1,x)
(ll(k),k)
−m(1,x)∞
)‖L2(R3) k→∞−−−→0 for i = 1, 2. (2.39)
We shall relabel this diagonal sequence ll(k) as l(k) henceforth.
A simple calculation shows that ‖(χα(√2kx · nz(x)) − χα(√2kx · e2))m(1,x)∞ ‖L2(R3) =
‖(χα(√2kx · nz(x)) − χα(√2kx · e2))m(1,x)∞ ‖L2(Ω) ∼ O(1l ), and since hm is linear and
continuous operator from L2(Ω) to L2(R3) we have the following implication:
‖(χα(√2kx · nz(x))− χα(√2kx · e2))m(1,x)∞ ‖L2(Ω) l(k)→∞−−−−→0 =⇒
‖h(
χα(
√
2kx·nz(x))−χα(
√
2kx·e2)
)
m
(1,x)
∞
‖L2(R3) l(k)→∞−−−−→0. (2.40)
χα(
√
2kx · e2)m(1,x)∞ − (1 − χα(
√
2kx · e2))m(1,x)∞ , represents a simple laminate with
alternating layers of m(1,x)∞ and −m(1,x)∞ separated by lines with normal e2 and with excess
equal to zero (since m(1,x)∞ · e2 = 0). Hence, we have:
χα(
√
2kx · e2)m(1,x)∞ − (1− χα(
√
2kx · e2))m(1,x)∞ k→∞−−−⇀m(2,x)∞ ,
‖h(
χα(
√
2kx·e2)m(1,x)∞ −(1−χα(
√
2kx·e2))m(1,x)∞ −m(2,x)∞
)‖L2(R3) l(k)→∞−−−−→0. (2.41)
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Applying Minkowski inequality to (2.34) we see that:
‖h
m
(2,x)
(l,k)
−m(2,x)∞ ‖L2(R3) ≤‖hχ
Ωk1
(
m
(1,x)
(l,k)
−m(1,x)∞
)‖L2(R3) + ‖h
χ
Ωk2
(
−m(1,x)
(l,k)
+m
(1,x)
∞
)‖L2(R3)+
2‖h(
χα(
√
2kx·nz(x))−χα(
√
2kx·e2)
)
m
(1,x)
∞
‖L2(R3)+
‖h(
χα(
√
2kx·e2)m(1,x)∞ −(1−χα(
√
2kx·e2))m(1,x)∞ −m(2,x)∞
)
‖L2(R3).
(2.42)
Substituting l = l(k) and taking the limit k → ∞ in equation (2.42) and using equations
(2.39), (2.40) and (2.41) we finally have:
‖h
m
(2,x)
(l(k),k)
−m(2,x)∞ ‖L2(R3)
k,l(k)→∞−−−−−→0 (2.43)
m
(2,x)
(l(k),k)
k,l(k)→∞−−−−−⇀m(2,x)∞ . (2.44)
By performing a similar decomposition on m(2,y)(l,k) , we can also show:
‖h
m
(2,y)
(l(k),k)
−m(2,y)∞ ‖L2(R3)
k,l(k)→∞−−−−−→0 (2.45)
m
(2,y)
(l(k),k)
k,l(k)→∞−−−−−⇀m(2,y)∞ . (2.46)
We have proved (2.29) and (2.30). The third order laminate, m(3)(l,k) used in Case:1 is given
as follows:
m
(3)
(l,k) = χλ
(
kx · n)m(2,y)(l,k) − (1− χλ(kx · n))m(2,x)(l,k) , (2.47)
and by substituting l = l(k), the sequence that we obtained previously, we obtain the
following:
m
(3)
(l(k),k)
l(k),k→∞−−−−−⇀m∞ = λm(2,y)∞ + (1− λ)m(2,x)∞
m∞ =
(
2α− 1
2
)
m1 +
(
2α− 1
2
)
(1− 2λ)m2 (2.48)
We can decompose m(3)(l(k),k) −m∞, as done for the second order laminate in (2.31) and
obtain a sequence k(m), we shall relabel this sequence as k, with the following property:
h
m
(3)
(l(k),k)
l(k),k→∞−−−−−→hm∞ in L2(R3). (2.49)
Therefore, we have shown that the excess of m(3)(l,k) is equal to zero and thereby shown that
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m
(3)
(l,k) is a constrained sequence and satisfies the condition given in (2.14).
Analysis of the magnetocrystalline anisotropy and magnetostriction energy:
After showing thatm(3)(l,k) is a constraint sequence, we shall now try to calculate the limiting
magnetocrystalline anisotropy energy and the magnetostriction energy of
(
Eˆ(u
(3)
(l,k)),m
(3)
(l,k)
)
.
The Young measure generated by m(3)(l,k) is only supported on m1 and m2, and is given as
µx(m) =
(
2α−1
2
)
δm1 +
(
2α−1
2
)
(1 − 2λ)δm2 . Hence, we obtain the limiting magnetocrys-
talline anisotropy energy is equal to zero due to the following:∫
Ω
ϕ(m
(3)
(l,k))
l,k→∞−−−−→
∫
Ω
∫
S1
ϕ(m)dµx(m)dx
=
∫
Ω
{(
2α− 1
2
)
ϕ(m1) +
(
2α− 1
2
)
(1− 2λ)ϕ(m2)
}
dx
=0. (2.50)
We now calculate the magnetostriction energy associated with the sequence
(
Eˆ(u
(3)
(l,k)),m
(3)
(l,k)
)
.
Note that Eˆ(u
(3)
(l,k)) = Eˆ0(m
(3)
(l,k)) on most of Ω except on narrow transition layers of van-
ishingly small volume. In the following section we will show that:∫
Ω
[
Eˆ(u
(3)
(l,k))− Eˆ0(m
(3)
(l,k))
] · Cˆ[Eˆ(u(3)(l,k))− Eˆ0(m(3)(l,k))] k→∞−−−→ 0. (2.51)
In particular, we will explicitly construct a transition layer and thereby we will calculate
the rate at which the magnetostriction energy goes to zero.
By substituting α = 1/2 in Case:2 we can calculate the magnetostriction energy of our
constructed laminate used in Case:1. Case:1 is a special case of Case:2. Hence, we refer the
reader to the detailed calculation presented in Case:2. Here, we shall only briefly describe
the results of the calculation. Note that strain and the deformation are the same across
zig-zag 180◦ degree walls; see figures (2.2) and (2.4).
Except on the transition layers; see figure (2.4), Eˆ(u
(3)
(l,k)) = Eˆ0(m
(3)
(l,k)). We shall use the
figure to describe the deformation; see figure (2.4). So the magnetostriction energy is non-
zero only on these transition layers. Our constructed transition layer consists of series of
gaps on which the deformation is labelled as CL and CR. All the deformation gradients in
Ω including CL and CR are obtained using the strains: E0(m1), E0(m2) and infinitesimal
rotation matrix W, which are defined in the detailed calculations presented in Case:2.
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Figure 2.4: Case 1: Deformation gradients and transition layer. The deformation gradients
are described in equations (2.69) - (2.75) with α = 1/2.
2αh is height of each gap that is shown in the figure (2.4). We obtain αhmin by optimizing
the magnetostriction energy of each gap, and is given as follows:
αhmin =
√
2×
√
c11
c44
+ 1
lk
(2.52)
Substituting αh = αhmin, magnetostriction energy of each gap is given as follows:
∫
gap
[
Eˆ(u
(3)
(l,k))− Eˆ0(m
(3)
(l,k))
] · Cˆ[Eˆ(u(3)(l,k))− Eˆ0(m(3)(l,k))] = 9
√
c11
c44
+ 1
4l2k2
(2.53)
The total number of transition layers in Ω is O(lk). Hence, the total magnetostriction
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energy of Ω is given as follows:
∫
Ω
[
Eˆ(u
(3)
(l,k))− Eˆ0(m
(3)
(l,k))
] · Cˆ[Eˆ(u(3)(l,k))− Eˆ0(m(3)(l,k))] ≈ 9
√
c11
c44
+ 1
4lk
(2.54)
2.3.2 Case 2: m∞ · e1 +m∞ · e2 ≥ 1/√2
(b)
(a)
1   
k
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k
1   
k
 
k
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Figure 2.5: (a) m∞ · e1 +m∞ · e2 ≥ 1/√2 (b) Case 2: Laminate construction.
The minimizing sequence in Case:2 consists of a second order laminate. We shall begin
with the description of the two first order laminates m(1,x)(l,k) and m
(1,y)
(l,k) , they are defined as
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follows.
m
(1,x)
(l,k) = χα
(
lk
2
x · e1
)
m1 +
(
1− χα
(
lk
2
x · e1
))
m2 (2.55)
m
(1,y)
(l,k) = χα
(
lk
2
x · e2
)
m1 −
(
1− χα
(
lk
2
x · e2
))
m2, (2.56)
where, m1 =
(
1/
√
2, 1/
√
2, 0
)
and m2 =
(
1/
√
2,−1/√2, 0) as shown in figure (2.5). Each of
the above first order laminate is now used to construct the second order laminate m(2)(l,k),
which is described as follows.
m
(2)
(l,k) = χλ
(√
2kx · n)m(1,x)(l,k) + (1− χλ(√2kx · n))m(1,y)(l,k) (2.57)
m
(1,x)
(l,k)
l→∞−−−⇀m(1,x)∞ = αm1 + (1− α)m2 (2.58)
m
(1,y)
(l,k)
l→∞−−−⇀m(1,y)∞ = αm1 − (1− α)m2. (2.59)
Analysis of the magnetostatic energy:
We now do the magnetostatic energy analysis for the second order laminate that we just
constructed. Like before, we shall go step-by-step. Excess for the first order laminate in
Case:2 can be explicitly be calculated and is given as follows:
Excess{m(1,x)(l,k) } = |Ω| × α(1− α)× |(m1 −m2) · e1|2 = 0 (2.60)
Excess{m(1,y)(l,k) } = |Ω| × α(1− α)× |(m1 +m2) · e2|2 = 0. (2.61)
As in Case:1 excess equal to zero implies the following:
h
m
(1,x)
(l,k)
l→∞−−−→h
m
(1,x)
∞
in L2(R3), (2.62)
h
m
(1,y)
(l,k)
l→∞−−−→h
m
(1,y)
∞
in L2(R3). (2.63)
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m
(2)
(l,k)
l,k→∞−−−−⇀m∞ = λm(1,x)∞ + (1− λ)m(1,y)∞ in L2(R3). (2.64)
m∞ = αm1 + (2λ− 1)(1− α)m2 (2.65)
We can now decompose m(2)(l,k) as was done for m
(2,x)
(l,k) Case:1. In fact, the second order
laminate of Case:2 does not have any zig-zag walls, and hence the decomposition is slightly
simpler. By performing a similar analysis as was done in Case:1 we can show the following:
h
m
(2)
(l,k)
l,k→∞−−−−→hm∞ in L2(R3), (2.66)
Therefore we have shown that the excess of m(2)(l,k) is equal to zero and thereby shown that
m
(2)
(l,k) is a constraint sequence that satisfies condition given in (2.14).
Analysis of the magnetocrystalline anisotropy and magnetostriction energy:
m
(2)
(l,k) is a constraint sequence, we now try to calculate the limiting magnetocrystalline
anisotropy energy and the magnetostriction energy of
(
Eˆ(u
(2)
(l,k)),m
(2)
(l,k)
)
. The Young mea-
sure generated by m(2)(l,k) is only supported on m1 and m2, and is given as µx(m) =
λαδm1 +λ(1−α)δm2 +(1−λ)αδm1 +(1−λ)(1−α)δ−m2 . Hence, we obtain the limiting
magnetocrystalline anisotropy energy is equal to zero due to the following calculation:∫
Ω
ϕ(m
(2)
(l,k))
l,k→∞−−−−→
∫
Ω
∫
S1
ϕ(m)dµx(m)dx
=
∫
Ω
{
λαϕ(m1) + λ(1− α)ϕ(m2) + (1− λ)αϕ(m1) + (1− λ)(1− α)ϕ(−m2)
}
dx
= 0. (2.67)
We now begin our calculations to show that magnetostriction energy vanishes to zero as
the volume of the transition layer decreases. We shall use to the figure to describe the
deformation; see figure (2.6). Note that except on the transition layers; see figure (2.6),
Eˆ(u
(2)
(l,k)) = Eˆ0(m
(2)
(l,k)). So the magnetostriction energy is non-zero only on these transition
layers. Our constructed transition layer consists of series of gaps on which the deformation
is labelled as CL and CR. All the deformation gradients in Ω including CL and CR are
obtained using the strains: E0(m1), E0(m2) and infinitesimal rotation matrix W, which
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Figure 2.6: Case 2: Deformation gradients and transition layer. The deformation gradients
are described in equations (2.69) - (2.75).
are defined as follows.
E0(m1) =

1
4
λ100
3
4
λ111 0
3
4
λ111
1
4
λ100 0
0 0 −1
2
λ100
 ,E0(m2) =

1
4
λ100 −34λ111 0
−3
4
λ111
1
4
λ100 0
0 0 −1
2
λ100
 ,
and W =
 0 −
3
2
λ111 0
3
2
λ111 0 0
0 0 0
 . (2.68)
The deformation gradients involved are Fx1 , F
x
2 , F
y
1, F
y
2, Favg, CR and CL and are defined
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as follows.
Fx1 = I+ E0(m1) +W, (2.69)
Fx2 = I+ E0(m2), (2.70)
Fy1 = I+ E0(m1) + (2α− 1)W, (2.71)
Fy2 = I+ E0(m2) +W + (2α− 1)W, (2.72)
Favg = αF
x
1 + (1− α)Fx2 = αFy1 + (1− α)Fy2 (2.73)
Favg = I+ αE0(m1) + (1− α)E0(m2) + αW (2.74)
CR = Favg + fR ⊗ n and CL = Favg + fL ⊗ n, (2.75)
where 0 ≤ α ≤ 1, fR = 2lkαhα(1 − α)aR, fL = 2lkαhα(1 − α)aL, aR = (3λ111, 0, 0) and
aL = (0, 3λ111, 0).
We now calculate the compatible deformation gradients in the transition layer. We modify
the method prescribed in Zhang et al. [2009] to find the optimal transition layer energy. In
Zhang et al. [2009] the authors found the optimal transition layer energy for a austenite-
martensite interface when λ2 is close to one, here we are interested in finding the optimal
elastic energy of the transition layer between two zig-zag domains. We begin with the
calculation of the gradients in the transition layer. Let CL and CR are the deformation
gradients in the transition layer that satisfy the following compatibility equations.
CLvL = F
x
1vL, CLwL = F
x
2wL
CRvR = F
y
1vR, CRwR = F
y
2wR, (2.76)
where vL, wL, vR and wR are defined as follows:
vL =
1
e1 · n⊥
(
(1− α) 2
lk
n⊥ − αhe⊥1
)
, wL =
1
e1 · n⊥
(
α
2
lk
n⊥ + αhe⊥1
)
,
vR =
−1
e2 · n⊥
(
(1− α) 2
lk
n⊥ − αhe1
)
and wR =
−1
e2 · n⊥
(
α
2
lk
n⊥ + αhe1
)
. (2.77)
From equation (2.75) it follows that CR −CL = (fR − fL)⊗ n, and thus all the gradients
shown in figure (2.6) are compatible. 2αh is height of each gap that is shown in the figure
(2.6), it can be found out by optimizing the magnetostriction energy of each gap. Note that
the infinitesimal strains corresponding to the deformation gradients CL and CR do not lie
in the energy wells, that is in each gap E(u) 6= E0(m). The magnetostriction energy of
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each gap can be evaluated and is given follows.∫
gap
[
E(u
(2)
(l,k))− E0(m(2)(l,k))
] · C[E(u(2)(l,k))− E0(m(2)(l,k))]
=
2
√
2(1− α)αh
(
9(1−α)2α2c11λ2111
(αh)2l2k2
+ 1
2
c44
(
3αλ111
2
+ 3
√
2(1−α)αλ111
αhlk
)2)
lk
+
2
√
2ααh
(
9(1−α)2α2c11λ2111
(αh)2l2k2
+ 1
2
c44
(
3
√
2(1−α)αλ111
αhlk
− 3αλ111
2
)2)
lk
(2.78)
Optimizing the magnetostriction energy of each gap (2.78) with respect to αh, we get αhmin
which is given as follows:
αhmin =
2
√
2(1− α)
√
c11
c44
+ 1
lk
(2.79)
Substituting αh = αhmin, magnetostriction energy of each gap (2.78) we get the minimum
magnetostriction energy of each gap as follows:∫
gap
[
E(u
(2)
(l,k))− E0(m(2)(l,k))
] · C[E(u(2)(l,k))−E0(m(2)(l,k))] (2.80)
=
18α2(1− α)c44λ2111
(√
c11
c44
+ 1 + 1− 2α
)
l2k2
(2.81)
The total number of transition layers in Ω is O(lk). Hence, the total magnetostriction
energy of Ω is given as follows:∫
Ω
[
E(u
(2)
(l,k))− E0(m(2)(l,k))
] · C[E(u(2)(l,k))−E0(m(2)(l,k))] (2.82)
≈
18α2(1− α)c44λ2111
(√
c11
c44
+ 1 + 1− 2α
)
lk
(2.83)
The total non-dimensional magnetostriction energy of Ω is obtained by dividing the calcu-
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lated magnetostriction energy by c44λ2111:∫
Ω
[
Eˆ(u
(2)
(l,k))− Eˆ0(m
(2)
(l,k))
] · C[Eˆ(u(2)(l,k))−Eˆ0(m(2)(l,k))] (2.84)
≈
18α2(1− α)
(√
c11
c44
+ 1 + 1− 2α
)
lk
(2.85)
Clearly, ∫
Ω
[
Eˆ(u
(2)
(l,k))− Eˆ0(m
(2)
(l,k))
] · C[E(u(2)(l,k))− E0(m(2)(l,k))] k→∞−−−→ 0. (2.86)
In this chapter we have constructed two minimizing sequences; see (2.3.1) and (2.3.1) that
minimize E0(Eˆ(u),m) (2.2). That is, we have shown that:
lim
k→∞
E0(Eˆ(u
(2)
(l,k)),m
(2)
(l,k)) = 0, (2.87)
lim
k→∞
E0(Eˆ(u
(3)
(l,k)),m
(3)
(l,k)) = 0. (2.88)
We shall use the Young measure generated by these two sequences to find out the macro-
scopic response of the Galfenol in the next chapter.
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Chapter 3
Comparison of Theory with
Experiments
In this chapter we shall begin with the comparison of the macroscopic properties predicted
by our constructed minimizing sequence with those of the experiments. The two macro-
scopic properties that we are interested in are the average magnetization and strain vs the
externally applied magnetic field. To obtain the theoretical macroscopic properties cor-
responding to our constructed minimizing sequence we shall use the Young measure µx
generated by the minimizing sequence. The average magnetization is first moment of the
Young measure generated. We can also use the Young measure µx to evaluate the strain.
This is because the strain except on very narraow transition layers, is a continuous function
of the magnetization. After evaluating and comparing these two macroscopic properties
with those of the experiments, we shall try to rationalize the reason for observing the pecu-
liar zig-zag Landau states seen in the experiments at zero externally applied field. In order
to do so we include small but finite wall energies γ90 and γ180. Here, γ90 is the wall energy
associated with a 90◦ degree wall and γ180 wall energy associated with a 180◦ degree wall.
The wall energy, plays an analogous role to that of the interfacial energy in martensitic
phase transitions. It provides us with a selection mechanism for the minimizing sequence
that is chosen by the material.
At zero externally applied field, what is seen in the experiments is something more com-
plicated than a third order zig-zag laminate that was described in the previous chapter.
The actually seen magnetic microstructure can be thought of a complicated fourth order
laminate constructed using the third order laminate described in the previous chapter. This
complex fourth order laminate leads to the formation of unusual zig-zag Landau states seen
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by Chopra and Wuttig [2015]. Chopra and Wuttig [2015] call them ”magnetoelastically and
magnetostatically autarkic (self-sufficient) rigid micro-cells”. The zig-zag Landau state can
be thought of as a closure domain formed by using zig-zag laminates described in the pre-
vious chapter. In particular we shall show that the zig-zag Landau states are more efficient
than the normal Landau state in the following limit: Kd → ∞, 0 < κ2 << Q ' Q′ << 1
and (c44λ2111 +Ka)
1
3 (γ180)
1
3 (γ90)
1
3 (L)
4
3 < (c44λ
2
111)
1
2 (γ180)
1
2 (L)
3
2 . It is worth noting that the
Young measure generated by the observed fourth order laminate and our constructed third
order laminate is the same, hence both predict the same macroscopic properties, but we will
show in the presence of wall energy the zig-zag Landau state is much more economical in
the parameter regime that Galfenol belongs to.
(a) (b) (c)
(d) (e)
(f) (g)
[100]
[010]
Figure 3.1: Various Landau states (a) Normal Landau state seen in permalloy [Hubert
and Scha¨fer [2008]] (b) Schematic of the normal Landau state for materials with positive
anisotropy (c) Schematic of the deformed incompatible normal Landau state for positive
anisotropy materials (d) Schematic of the normal Landau state for materials with negative
anisotropy (e) Schematic of the deformed incompatible normal Landau state for negative
anisotropy materials (f) Zig-zag Landau states seen in Galfenol [Chopra and Wuttig [2015]]
(g) Schematic of the zig-zag Landau state.
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In comparison with the zig-zag Landau state the normal Landau state is seen commonly
in materials with small magnetostriction (λ100, λ111 ≈ 10−6), in spite of the fact that the
normal Landau state is not an energy minimizing state. It can be shown that when Ka > 0
and λ100 6= 0 and (or when Ka < 0 and λ111 6= 0) the normal Landau state is a stressed
state and is not a energy minimizing state, it has finite magnetostriction energy. The refer-
ence and an exaggerated deformed configurations of the normal Landau state for a positive
and negative anisotropy material has been shown in Figures (3.1)(b), (3.1)(c), (3.1)(d) and
(3.1)(e). The figures show the need of a transition layer on which Eˆ(u) 6= Eˆ0(m), on
this transition layer the strain does not lie on the energy wells and this contributes to a
finite magnetostriction energy. The reason why it is still seen in materials with low mag-
netostriction (λ100, λ111 ≈ 10−6) is probably because in these materials, Q′ ≈ 10−6 and
so the magnetostriction energy is negligible. However, in Galfenol Q′ ≈ 10−3. Hence, in
Galfenol magnetostriction energy comparable to the magnetocrystalline anisotropy energy
Q′ ≈ Q, so the magnetostriction energy cannot be neglected. While it is easy to minimize
magnetocrystalline anisotropy energy and magnetostatic energy, namely by forming nor-
mal Landau states, it is more difficult to minimize magnetocrystalline anisotropy energy,
magnetostatic energy and magnetostriction energy efficiently. In section (3.2.2) we will
construct a square composed of zig-zag Landau states that minimizes magnetocrystalline
anisotropy energy, magnetostatic energy and magnetostriction energy efficiently. We will
further show that for Galfenol a laminate composed of zig-zag Landau states is much more
economical than a laminate composed of normal Landau states.
3.1 Macroscopic properties
Recall we had constructed two minimizing sequences in Chapter (2), namely Case:1 and
Case:2; see sections (2.3.1) and (2.3.2). Each of these constructions have two independent
parameters, λ and α, where λ, α ∈ R and 0 ≤ λ, α ≤ 1. The Young measure generated by
these weakly converging minimizing sequences can be used to evaluate the weak limit of
any continuous function, see equation (2.8). The average magnetization, m∞, is the first
moment of the Young measure, and the strain, E0(m), is a continuous function of the mag-
netization m, see equation (1.6). The Young measure generated, the average magnetization
and the observed strain associated with each of the construction is given as follows:
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µx(m) =
λα
2
(
δm1 + δ−m2
)
+ λ(1−α)
2
(
δ−m1 + δm2
)
+ (1−λ)α
2
(
δm1 + δm2
)
+ (1−λ)(1−α)
2
(
δ−m1 + δ−m2
)
m∞ =
∫
S2 m dµx(m) =
(
2α−1
2
)
m1 +
(
2α−1
2
)
(1− 2λ)m2,
E0(m∞) =
∫
S2 E0(m) dµx(m) =
E0(m1)+E0(m2)
2
.

Case:1
µx(m) = λαδm1 + λ(1− α)δm2 + (1− λ)αδm1 + (1− λ)(1− α)δ−m2 ,
m∞ =
∫
S2 m dµx(m) = αm1 + (2λ− 1)(1− α)m2,
E0(m∞) =
∫
S2 E0(m) dµx(m) = αE0(m1) + (1− α)E0(m2).
Case:2
Note that in both the above two cases the Young measure, µx(m) uniquely determines
the average magnetization, m∞ and the strain E0(m∞), but m∞ and E0(m∞) does not
determine µx(m) uniquely. We will see in the next two sections that the Young measure
generated by our constructed sequence does predict the experimentally observed macro-
scopic strain and average magnetization, see Sections [(3.1.1) and (3.1.2)]. In section (3.2)
we shall try to rationalize the minimizer that is seen in the material by calculating the effect
of the wall energy on various minimizing sequences. We will show that in the presence of
wall energy our constructions are more economical than other commonly observed mini-
mizing sequences.
We shall now begin the analysis of the macroscopic properties. As the applied external field
Hext is varied the two independent parameters λ and α of our construction vary such that
Hext = 2Dm∞. We try to predict the observations seen in the experiments of Chopra and
Wuttig [2015]. The experiments were performed on a cylindrical disk of aspect ratio 1/10.
We shall approximate experimental disk Ω by an oblate ellipsoid of the same aspect ratio.
The demagnetizing tensor D for a oblate spheroid of aspect ratio 1/10 is given as follows,
see [Osborn [1945]]:
D =

7
100
0 0
0 7
100
0
0 0 86
100
 .
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3.1.1 Magnetization and magnetostriction curves in [100] direction
Here, we shall study the macroscopic response of the sample when the external field is
applied in the [100] direction. When Hext is small, that is, when m∞ = D−1(Hext/2) ∈
co[m1,m2,−m1,−m2] we shall only make use of the third order laminate construction
given in Case:1, see section (2.3.1) to obtain the magnetization and the strain in Ω. Recall
that co[m1,m2,−m1,−m2] is the convex hull of (m1,m2,−m1,−m2), see Figure (2.1).
As the external field Hext is increased from 0 to 7100(m1 +m2) we vary (λ, α) from (0, 1/2)
to (0, 1); see table (3.1). The average magnetization varies from 0 to (m1+m2
2
), but the
observed strain remains unchanged at E0(m1)+E0(m2)
2
, this is seen as a plateau in the Figure
(3.3) (b). Evolution of various quantities when the external field is applied in the [100]
direction has been summarized in Table (3.1).
Table 3.1: Evolution of various quantities as Hext is increased in the [100] direction
Construction: Case:1 (λ = 0, α = 1/2) → Case:1 (λ = 0, α = 1)
µx(m) : 14(δm1 + δ−m1 + δm2 + δ−m2)
1
2
(δm1 + δm2)
m∞ : 0 m1+m22
E0(m∞) :
E0(m1)+E0(m2)
2
E0(m1)+E0(m2)
2
Hext = 2Dm∞ : 0 7100(m1 +m2)
When the external field is large, that is, m∞ = D−1(Hext/2) /∈ co[m1,m2,−m1,−m2]
the magnetizations m1,m2 no longer lie on the easy axes, i.e, m1 6=
(
1/
√
2, 1/
√
2, 0
)
and
m2 6=
(
1/
√
2,−1/√2, 0). Now m1 = ( cos θ, sin θ, 0) and m2 = ( cos θ,− sin θ, 0), where
θ ∈ (pi
4
, 0]. The Young measure and average magnetization are defined as follows:
µx(m) =
1
2
(δm1 + δm2); m∞ =
m1 +m2
2
=
(
cos θ,0,0
)
. (3.1)
Since, m∞ is independent of the spatial coordinates, we have 〈m∞〉 = m∞, and the value
of θ is obtained by solving m∞ = D−1(Hext/2). As the external field Hext is increased from
7
100
(m1 +m2) to 750(m1), we vary θ from pi/4 to 0. The average magnetization varies from
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(m1+m2
2
) to (1, 0, 0), after which the sample is said to be saturated. The observed strain
varies from E0(m1)+E0(m2)
2
to E0(1, 0, 0). Figure (3.2) summarizes the average magnetiza-
tion and Figure (3.3) summarizes the observed strain versus an externally applied magnetic
field. We see from these figures that there is a good agreement with the theoretical predic-
tions and experimental observations of Chopra and Wuttig [2015].
-3000 -2000 -1000 1000 2000 3000
-1.0
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0.5
1.0
Hext(Oe)
Hext(Oe)
(a) (b)
|m1| |m1|
Figure 3.2: Magnetization curves: (a) Theoretical (b) Experimental. Source of the Experi-
mental curves Chopra and Wuttig [2015].
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(a) (b)
E0(m1)||[100]
E0(m1)||[110]
Figure 3.3: Magnetostriction curves: (a) Theoretical (b) Experimental. Source of the Ex-
perimental curves Chopra and Wuttig [2015].
Interestingly, the Young measure generated by the third order zig-zag laminate is the same
as the one generated by a laminate consisting of the unusual zig-zag Landau states. In
figures (3.4) and (3.5) we compare the evolutions of the constructed zig-zag Landau states
45
with those seen in experiments. In section (3.2) we explain in detail the reason for the
existence of zig-zag Landau states in a material such as Galfenol.
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Figure 3.4: (a) Experimentally observed magnetic microstructure at Hext = 0. Source
[Chopra and Wuttig [2015]]. (b) Two zig-zag Landau states (c) The resulting weakly con-
vergent Landau states from two zig-zag Landau states as l→∞ and k (fixed).
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Figure 3.5: Evolution of the magnetic microstructure as Hext is increased from 0 to
7
100
(m1 +m2) in [100] direction, see Table (3.1). (a), (d) and (g) evolution of the magnetic
microstructure in the experiments as Hext is increased in [100] direction. Source [Chopra
and Wuttig [2015]]. (b), (e) and (h) corresponding evolution of the zig-zag Landau states
as the Hext is increased. (c), (f) and (i) corresponding evolution of the weakly converging
magnetic microstructure, with k (fixed) and as l→∞, as the Hext is increased.
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3.1.2 Magnetization and magnetostriction curves in [110] direction
Now we shall study the macroscopic response of the sample when the external field is
applied in the [110] direction. Here, m∞ = D−1(Hext/2) ∈ co[m1,m2,−m1,−m2] even
for large externally applied magnetic field, see Figure (2.1). Now shall make use of the
third order laminate construction given in Case:1, see section (2.3.1) and the second order
laminate construction given in Case:2, see section (2.3.2) to obtain the magnetization and
the strain in Ω. As the external field Hext is increased from 0 to m1, we vary (λ, α) from
(0, 1/2) to (1/2, 1/2) using the Case:1 construction followed by varying (λ, α) from (1/2, 1/2)
to (1/2, 1) using the Case:2 construction; see table (3.2). The average magnetization varies
from 0 to m1, after which the sample is said to be saturated. The strain initially remains
constant at E0(m1)+E0(m2)
2
and then changes to E0(m1). Evolution of various quantities
has been when the external field is increased in the [110] direction has been summarized
in Table (3.2).
For small external fields, Hext ≤ 7200m1, we use Case:1 construction and for larger external
fields, Hext > 7200m1 , we use Case:2 construction. Throughout the average magnetization
m∞ and the observed strain E0(m∞) varies continuously as a function of the Hext, see
Table (3.2). This results in a continuous average magnetization versus an externally applied
field curve (Figure (3.2)) and a continuous magnetostriction versus an externally applied
field curve (Figure (3.3)). We see from these Figures that there is a good agreement with the
theoretical predictions and experimental observations. Note that the value of the average
magnetization as a function of the external magnetic field is obtained by solving m∞ =
D−1(Hext/2), irrespective of the direction in which the external magnetic field is applied.
Hence, the average magnetization plots in Figure (3.2) do not depend on the direction in
which the external magnetic field is applied.
Again, the Young measure generated by the third and second order zig-zag laminate can
also be generated by zig-zag Landau states. In figures (3.6), (3.7) and (3.8) we compare the
evolution of the constructed zig-zag Landau states with what is seen in the experiments. In
section (3.2) we explain in detail the reason for observing the zig-zag Landau states in a
material such as Galfenol.
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Figure 3.7: Continuation of the schematic of the nucleated vertical weakly convergent
Landau states as l → ∞ and k (fixed) from Figure (3.6). As Hext increases from 0 to
7
200
m1, the magnetic microstructure evolves from (a)→(b)→(c)→(d).
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Figure 3.8: Continuation of Figure (3.7) as Hext increases from 7200m1 to
7
100
m1 the mag-
netic microstructure evolves from (a) to (c). The corresponding evolution as l →∞ and k
(fixed) is shown in (b) and (d).
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3.2 Zigzag Landau states: magnetic microstructure at Hext = 0.
In this section we shall introduce back the exchange term and consider the full micromag-
netics functional; see equation 1.11. We shall compare the scaling of the optimal energy
of two constructions with respect to the parameters L, c44λ2111, Ka, γ180 and γ90. Here, L
is the length of the specimen. The optimal energy is expected to be a good estimate of
the upper bound of the full micromagnetics energy for cubic ferromagnet such as Galfenol.
We will also show that for large samples of Galfenol the optimal energy scaling for the
construction using zig-zag Landau states [see Figure 3.1 (f) and (g)] is strictly smaller than
for a construction using normal Landau states [see Figure 3.1 (a), (b) and (d)].
Since Kd ≈ 106 >> 1 for Galfenol, we are interested in the limit Kd → ∞ for a square
sample of dimensions (0, L) × (0, L). For this sample the normal Landau states and the
zig-zag Landau state constructions are divergence free on R3. In particular the magneti-
zation in both these constructions is tangent to the boundary. It is worth noting that on
the square made up of the zig-zag Landau states, on a small region near the boundary; see
Figure (3.10), the magnetization lies on the hard axis leading to a small contribution of the
magnetocrystalline anisotropy (Ka) in the optimal energy. The magnetic domains in this
narrow region near the boundary are known as closure domains, they ensure m · n = 0 on
the boundary of the square. However, on the square made up of the normal Landau states;
see Figure (3.9), all the magnetization lies on the easy axis and therefore the optimal energy
in this case is independent of Ka. In general we expect our optimal energies to be a function
of wall energy, magnetocrystalline anisotropy energy and magnetostriction energy. In par-
ticular we expect the optimal energy to be independent of the magnetostatic energy since
we are looking at the limit Kd →∞.
3.2.1 Optimal energy of a normal Landau state
Consider a (0, L)×(0, L) square made up of a laminate of k normal Landau states as shown
in Figure (3.13). This type of laminate construction has also been called as Landau-Lifshitz
structure in the micromagnetics literature [Choksi and Kohn [1998]].
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L2L
k
L
[110]
[11¯0]
Figure 3.9: (0, L)× (0, L) square consisting of k normal Landau states. Close up of one of
the closure triangles that are present on the left and right boundary of the (0, L)× (0, L)
Since the magnetization lies on the easy axis on the whole square and also the magnetiza-
tion is divergence free, we only need to calculate the magnetostriction energy and the wall
energy for this construction.
We shall begin with the calculation of the magnetostriction energy of single Landau state.
We impose a strain equal to E0(m2) on the whole square. On the closure triangles that are
present on the left and right boundary of the (0, L) × (0, L) square the magnetization is
±m1; see Figure (3.13) . Thus E(u) 6= E0(m1) only on the closure triangles. The area of
each of the closure triangle is L2/k2.
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The total magnetostriction energy of the k normal Landau states is given as follows:
2L2
k2
× c44
2
×
(
3λ111
2
)2
× k = L
2
k
× c44 ×
(
3λ111
2
)2
. (3.2)
The total wall energy of 180◦ degree walls from the k normal Landau states is given as
follows: {
k × L(1− 1
k
)
+ (k + 1)× L
}
× γ180 = 2kLγ180. (3.3)
The total energy is found by summing (3.2) and (3.3). The total micromagnetic energy of
the construction in Figure (3.9) can be decomposed into two parts and is given as follows:
2× Lγ180 × k︸ ︷︷ ︸
180◦ degree wall energy
+
9
4
× L2c44λ2111 ×
1
k︸ ︷︷ ︸
magnetostriction energy
. (3.4)
To find the minimum of the above total energy we need to optimize the above with respect
to k. To do this we shall use the AM−GM inequality, which states that for any two non-
negative real numbers x1 and x2 we have the following:
x1 + x2 ≥ 2(x1x2) 12 , and equality holds if and only if x1 = x2.
Hence, the minimum energy of the square of dimension (0, L)×(0, L) composed of normal
Landau states is given as follows:
3
√
2L
3
2 × γ
1
2
180 × (c44λ2111)
1
2 (3.5)
The above optimal energy of the normal Landau states is not new and has been calculated
for Iron by Lifshitz [1945].
3.2.2 Optimal energy of a zigzag Landau state
Consider a (0, L) × (0, L) square made up of a laminate of the zig-zag landau states; see
Figure (3.10). It consists of two regions, an interior region;
(
0, L
) × (L
l
, L
)
, consisting
of k zig-zag Landau States and a boundary region, mainly consisting of efficient closure
domains. The interior region is mainly shown in black, and the boundary region is mainly
55
shown in red. The area of the interior region is ∼ O(L2(1 − 1
l
)) while the area of the
boundary region is∼ O(L2
l
). As l→∞, the sequence of squares (0, L)×(L
l
, L
)
converges
uniformly to the square of (0, L)× (0, L). Also, as l →∞ the exchange energy blows up,
and hence what we see in the real material is only a large but finite l.
L
L
✓
1  1
l
◆
L
✓
1  1
l
◆
1
k
L
lk
L
✓
1 
✓
1  1l
◆
1
k
◆
l
L
2L
lk
[100]
[010]
Figure 3.10: (0, L) × (0, L) square consisting of k(= 2) zig-zag Landau states. The mag-
netization in the closure triangles has been shown in four representative triangles.
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Figure 3.11: Deformation gradients in (0, L)× (0, L) square consisting of k (= 2) zig-zag
Landau states. They are defined in equations (2.68), (3.8), (3.11), (3.12), (3.13) and (3.14).
The source of the magnetostriction energy in the boundary has been shaded gray.
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Figure 3.12: Deformation gradients T1...T5 are their neighboring gradients. All the above
deformation gradients are defined in equations (2.68), (3.8), (3.11), (3.12), (3.13) and
(3.14).
The interior region consists of k zig-zag Landau states. In Figure (3.10) k = 2. One
such zig-zag Landau state has been shown in Figure (3.13). Inside each zig-zag Landau
state the frequency of oscillations of the magnetizations is not uniform. In central region
the domains are coarse and on the sides the domains fine. Along the length of the zig-zag
Landau state the top and bottom domains are mechanically compatible, this has been shown
as a perfect match region in Figure (3.13). The domains on the side are incompatible, this
has been shown as the mismatch region in Figure (3.13). This necessitates the need for
the construction of a transition layer. The presence of this transition layer leads to the
contribution of the magnetostriction energy from the interior region. The material makes
use of this key fact and optimizes by only having a few walls (roughly ∼ O(l)) along the
central length of the zig-zag Landau state, while having a much larger number of walls
(∼ O(lk)) on the side of the zig-zag Landau state. While in the magnetization of our
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construction has been shown in Figure (3.10), in Figure (3.11) shows all the deformation
gradients used in our construction. E1 = E0(m1),E2 = E0(m2) and W are defined in
equation (2.68). The gradients T1, ...,T5 that we use in our construction are calculated
such that they are compatible with their neighboring gradients, see Figure (3.12). The
calculation is given as follows.
We shall begin with the calculation of T1, T1 needs to satisfy the following compatibility
equations with its neighboring gradients I + E1 + W and I + E2, see Figure (3.12). So,
we need the following to hold for some vector a:
T1 − (I+ E1 +W) = a⊗ n, (3.6)
and T1 · n = (I+ E2) · n, (3.7)
where, n =
(
1/
√
2, 1/
√
2, 0
)
, see Figure (3.12). Substituting T1 = (I+E1 +W) + a⊗n in
equation (3.7), we find that a = (E2 − E1 −W) · n. Therefore, T1 is given as follows:
T1 = (I+ E1 +W) + (E2 − E1 −W) · n⊗ n. (3.8)
We now calculate T2, T2 needs to satisfy the following compatibility equations with its
neighboring gradients I + E2 + W and T1, see Figure (3.12). So, we need the following
to hold for some vector b:
T2 −T1 = b⊗ n2, (3.9)
and T2 · e1 = (I+ E2 +W) · e1, (3.10)
where, e1 =
(
1, 0, 0
)
and n2 is as shown in Figure (3.12). Substituting T2 = T1 +b⊗n2
in equation (3.10), we find that b = (I+E2+W−T1)·e1
n2·e1 . Therefore, T2 is given as follows:
T2 = T1 +
(
(I+ E2 +W −T1) · e1
n2 · e1
)
⊗ n2. (3.11)
Similarly, we can calculate gradients T3,T3,T5. They are given as follows.
T3 = T1 +
(
(I+ E2 −T1) · e1
n3 · e1
)
⊗ n3, (3.12)
T4 = (I+ E2 +W) + (E1 − E2) · n⊗ n, (3.13)
T5 = (I+ E2) + (E1 − E2) · n⊗ n. (3.14)
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In the interior region, the source of the magnetostriction energy is the transition layer
present on the side domains of the zig-zag Landau state and the energy from the transi-
tion layer where the deformation gradient is T1. The mismatch region present on the side
domains of the zig-zag Landau state can be seen in Figure (3.13) and the transition layer
where the deformation gradient is T1 has been shown using grey boxes in the interior of
Figure (3.11).
It is important to note that there is no transition layer required along the central length of
each zig-zag Landau state; see Figure (3.13). In the interior region the magnetization in all
the domains lies on the easy axis and is also divergence free. The only contribution to the
total micromagnetics energy is magnetostriction energy and the wall energy. The two can
be calculated as follows.
We begin with the calculation of the magnetostriction energy from the interior region. As
we have seen in Chapter-2, the transition layer for a zig-zag laminate consists of series of
gaps; see Figure (2.4). After optimizing the the height of the gap, we found; see equation
(2.53), the magnetostriction energy of each gap is given as follows. We have,
magnetostriction energy per gap = ξ1 × c44λ2111 ×
L2
l2k2
, where ξ1 :=
9
4
×
√
c11
c44
+ 1,
number of gaps present in the kth zig-zag Landau state = 4×
(L−L
l
)√
2k
2
√
2L
lk
=
(
l − 1). (3.15)
Thus, magnetostriction energy from the gaps present on the side domains from all k zig-zag
Landau states in the interior is given as follows:
(l − 1)× ξ1 × c44λ2111 ×
L2
l2k2
× k = ξ1 × c44λ2111 × L2 ×
(
1
lk
− 1
l2k
)
. (3.16)
Next, we calculate the magnetostriction energy of the region in the interior where the de-
formation gradient is T1, see Figure (3.11). The deformation gradient is equal to T1 on
small squares that lie between two adjacent interior zig-zag Landau states. The area of each
such square is equal to 2L
2
l2k2
. We have,
magnetostriction energy per square = ξ2 × c44λ2111
L2
l2k2
, where ξ2 :=
9
16
{
1 +
4c11λ
2
100
c44λ2111
}
,
total number of such squares = (k − 1)×
(L−L
l
)
k
2L
lk
=
1
2
(
l − 1)(k − 1).
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Thus, the magnetostriction energy in the interior from the transition layer where the defor-
mation gradient is T1 is given as follows:
(l − 1)× ξ2 × c44λ2111 ×
L2
l2k2
× (k − 1)
2
=
ξ2
2
× c44λ2111L2 ×
(
1
lk
− 1
l2k
− 1
lk2
− 1
l2k2
)
.
(3.17)
We now calculate the wall energy in the interior region. We shall begin with the calculation
of the energy coming from the 180◦ degree walls (mainly black lines in Figure (3.10)), and
then the wall energy of the 90◦ degree walls (mainly red lines in Figure (3.10)).
The total energy of 180◦ degree walls from k zig-zag Landau states in the interior =
= (2k + 1)×
√
2L× γ180 (3.18)
The distance between 90◦ degree walls along the length of the zig-zag Landau state is
L
(
1−
(
1− 1
l
)
1
k
)
l
, while the distance between 90◦ degree walls on the side of the zig-zag lan-
dau state is L
lk
; see Figure (3.10). Note that for large l and k,
L
(
1−
(
1− 1
l
)
1
k
)
l
∼ O(L
l
) is much
larger than O( L
lk
). Note that these high frequency walls in each zig-zag Landau state are
present in eight right isosceles triangle of side length (L−
L
l
)
2k
. In each of these right isosceles
triangles, the 90◦ degree wall length varies from 2L
lk
to 2L
lk
(
l
8
− 1
8
)
in an arithmetic progres-
sion with common difference equal to 2L
lk
. Other than the two aforementioned sources of
the 90◦ degree wall energy, there is a third source; these are the 90◦ degree walls separating
the two adjacent interior zig-zag Landau states.
We shall sum up these three sources to obtain the total 90◦ degree wall energy, which is
given as follows:
=
{
8× 4L
lk
×
(
1 + 2 + ...+
(
l
2
− 1
2
))
+
L
(
1− (1− 1
l
)
1
k
)
L
(
1−
(
1− 1
l
)
1
k
)
l
× 1
k
(
L− L
l
)
+
1
k
(
L− L
l
)}
× γ90 × k
=
{
L
4k
×
(
l + 6− 7
l
)
+ l × 1
k
(
L− L
l
)
+
1
k
(
L− L
l
)}
× γ90 × k
=
L
4
×
(
l + 6− 7
l
)
× γ90 + L×
(
l − 1
)
× γ90 +
(
L− L
l
)
× γ90
=
(
13Ll
4
+
3L
2
− 11L
l
)
× γ90 (3.19)
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We now calculate the energy of the boundary region. The boundary region consists of((
0, L
) × (0, L)) \ ((0, L) × (L
l
, L
))
. The source of the magnetostriction energy in the
boundary region has been shaded gray in Figure (3.11). Note that in a part of the clo-
sure triangles the magnetization does not lie on the easy axis, thus giving rise to a small
contribution to the magnetocrystalline anisotropy energy. The magnetization in one such
closure domain is shown in detail in Figure (3.10). Thus, we except a contribution of the
magnetocrystalline anisotropy in the optimal energy.
We first calculate the magnetostriction energy from the triangles on the left and right sides
of the (0, L)× (0, L) square. These are shown are grey triangles on the left and right sides
of the (0, L) × (0, L) square; see Figure (3.11). The area of each such triangle is equal to
L2
l2k2
× tan (pi/8). We have,
magnetostriction energy per triangle = ξ3 × c44λ2111 ×
L2
l2k2
, where
ξ3 :=
9
32
× tan (pi/8){1 + 2(c11λ2100
c44λ2111
)
− 2
(
c12λ
2
100
c44λ2111
)}
,
number of triangle on the right and the left side of the square = 2lk.
Thus, the magnetostriction energy from the transition layer present on the side domains
from all k zig-zag Landau states in the interior is given as follows:
ξ3 × c44λ2111 ×
L2
l2k2
× 2lk = 2ξ3 × c44λ2111 ×
L2
lk
. (3.20)
Similarly, the magnetostriction energy from the triangles on the top and bottom of of the
(0, L)× (0, L) square which shown as a grey region on the top and bottom of Figure (3.11)
is given as follows:
ξ4 × c44λ2111 ×
L2
lk
,
where ξ4 :=
{(
5
2
− 3√
2
)
+
9(
√
2− 1)
32
×
(
c11λ
2
100
c44λ2111
)
− 9(
√
2− 1)
16
×
(
c12λ
2
100
c44λ2111
)}
.
(3.21)
On the boundary of the square (0, L)×(0, L), and on a part of the closure triangles, the mag-
netization does not lie on the easy axes, which gives rise to magnetocrystalline anisotropy
energy. The magnetocrystalline anisotropy energy contribution from each of the closure
triangle is tan
(
pi/8
)×L2Ka× 1l2k2 . Thus, the total magnetocrystalline anisotropy energy of
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all the 4lk closure triangles is given as follows:
tan
(
pi/8
)× L2Ka × 1
l2k2
× 4lk = 4 tan (pi/8)× L2Ka × 1
lk
(3.22)
The total energy of 180◦ degree walls present in the boundary region is given as follows:
L
(
1− 1
l
)
× 1
k
× k × γ180 =
(
L− L
l
)
× γ180. (3.23)
The total micromagnetics energy of the square (0, L)× (0, L) is found by summing (3.16),
(3.17),(3.18), (3.19), (3.20), (3.21), (3.22) and (3.23). Since we are interested in finding the
upper bound we shall ignore constant terms and negative terms or higher order terms such
as O
(
1
l2k
)
, O
(
1
lk2
)
and O
(
1
l2k2
)
. The total micromagnetic energy of the (0, L)× (0, L)
square made up of mainly zig-zag Landau states can be decomposed into three parts and is
given as follows:
2
√
2× Lγ180 × k︸ ︷︷ ︸
180◦ degree wall energy
+
13
4
× Lγ90 × l︸ ︷︷ ︸
90◦ degree wall energy
+
{
ξ × L2c44λ2111 + 4 tan
(
pi/8
)× L2Ka}× 1
lk︸ ︷︷ ︸
magnetostriction and magnetocrystalline anisotropy energy
,
(3.24)
where ξ = ξ1 + ξ22 + 2ξ3 + ξ4. After some simplification we obtain:
ξ =
{
9
4
×
√
c11
c44
+ 1+ 1
32
(71+18
√
2−16√3)+ 9(5
√
2−1)
32
×
(
c11λ2100
c44λ2111
)
− 27(
√
2−1)
16
×
(
c12λ2100
c44λ2111
)}
.
To find the minimum we need to optimize the above with respect to l and k. To do this we
shall again use the AM−GM inequality, which states that for any three non-negative real
numbers x1, x2 and x3 we have the following:
x1 + x2 + x3 ≥ 3(x1x2x3) 13 , and equality holds if and only if x1 = x2 = x3.
Hence, the optimal energy of the square of dimension (0, L)× (0, L) composed of zig-zag
Landau states is given as follows:
3
4
3 2
5
6L
4
3 × γ
1
3
180 × γ
1
3
90 ×
{
ξ × c44λ2111 + 4 tan
(
pi/8
)× Ka} 13 . (3.25)
Hence, for large samples L > 1 and for a material with c44λ2111 ≈ |Ka| > 1 and Kd >> 1,
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we have:
L
4
3 × γ
1
3
180 × γ
1
3
90 ×
{
ξ × c44λ2111 + 4 tan
(
pi/8
)× Ka} 13 ≤ L 32 × γ 12180 × (c44λ2111) 12 .
(3.26)
For Galfenol, Kd = 1.06× 106, Ka = 3× 103 and c44λ2111 = 6× 103 . Hence, we expect to
see the zig-zag landau states in Galfenol.
Remark: As l, k →∞ in the (0, L)× (0, L) composed of zig-zag Landau states, the Young
measure generated is supported on all wells, m1,m2,−m1 and −m2, equally. However,
as k → ∞ in the (0, L) × (0, L) composed of normal Landau states, the Young measure
generated is supported on only two wells, m2 and −m2. It is plausible that this further
“equi-partion of energy” at zero applied may be the reason for the high stability and repro-
ducibility of the magnetic domains seen in the experiments.
With a slight modification to our construction, we shall show that the zig-zag Landau states
are more efficient than the normal Landau state in the following limit: Ka → ∞, 0 <
κ2 << 1, Q′ ≈ 1 and (c44λ2111 + Kd)
1
3 (γ180)
1
3 (γ90)
1
3 (L)
4
3 < (c44λ
2
111)
1
2 (γ180)
1
2 (L)
3
2 . The
modified construction is shown in figure (3.14).
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Figure 3.14: Modified construction for the limit Ka → ∞. The magnetization in this
construction differs from the construction given in figure (3.10) only in the closure triangles
present on the boundary of the (0, L)× (0, L) square.
The total micromagnetic energy of the (0, L) × (0, L) square made up of mainly zig-zag
Landau states shown in figure (3.14) can be decomposed into three parts and is given as
follows:
2
√
2× Lγ180 × k︸ ︷︷ ︸
180◦ degree wall energy
+
13
4
× Lγ90 × l︸ ︷︷ ︸
90◦ degree wall energy
+
{
η × L2c44λ2111 +
Kd
4
}
× 1
lk︸ ︷︷ ︸
magnetostriction and magnetostatic energy
, (3.27)
where η is a number that only depends on the elastic and magnetostriction constants, and
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can be easily calculated.
Hence, the optimal energy of the square of dimension (0, L)× (0, L) composed of zig-zag
Landau states is given as follows:
3
4
3 2
5
6L
4
3 × γ
1
3
180 × γ
1
3
90 ×
{
η × c44λ2111 +
Kd
4
} 1
3
. (3.28)
For large samples L > 1 and for a material with c44λ2111 ≈ |Kd| > 1 and Ka >> 1, the
above energy (3.28) is a good estimate of the upper bound on the micromagnetics energy.
Therefore, the minimum of two energies given in (3.25) and (3.28) gives us a new upper
bound of the micromagnetics energy for cubic ferromagnets in general, as was done for
uniaxial ferromagnets in Choksi and Kohn [1998] and Choksi et al. [1999].
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Chapter 4
Experiments on FeNi
4.1 Rare earth free magnets
Ferromagnets are by far the most technologically important magnetic materials. There
are two important classes of ferromagnets called hard (or permanent) magnets and soft
magnets. Permanent magnets are hard to demagnetize with an external field whereas soft
magnets are easy to demagnetize. The most prominent permanent magnets in use are
Neodymium magnets and Samarium-Cobalt magnets. They are used extensively where
there is conversion of electrical to mechanical energy or vice-versa. For example, the motor
of Toyota Prius uses about one kilogram of Neodymium magnets, while each offshore wind
turbine requires hundreds of kilograms. Neodymium and Samarium are rare-earth elements
(REEs) and China is the biggest and in some cases the only supplier of REEs. Recently
China has imposed export restrictions and dramatic price increases of REEs [Gschneid-
ner Jr [2011]]. Therefore, there is a great need for materials scientists to look for alterna-
tives to substitute these energy-critical REEs.
4.2 L10-type FeNi (a.k.a. tetrataenite)
Our experimental work revolves around a material known as tetrataenite, which has a great
potential to replace the existing rare-earth-permanent-magnets. It was first found in iron
meteorites in extremely small quantities and in very narrow zones ,∼ 5 µm, see the narrow
white zone labeled I in Figure 4.1 (b). Magnetic measurements of tetrataenite found in
meteorites have shown that it is a very promising permanent magnet with a very large
magnetocrystalline anisotropy constant (Ka) and a very large coercivity; see [Bordeaux
et al. [2016]]. Tetrataenite is an Iron and Nickel based alloy with around 50% Nickel (At.
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%), and it owes its properties to the extraordinarily slow cooling rates (1 ◦C per million
years!) that an asteroidal metal experiences at an ordering temperature of 320 ◦C. This
unusual heat treatment fosters long range ordering of the atoms leading to a change in the
crystal structure of the material.
Figure 4.1: (a) Cross section of iron meteorite, Edmonton (b) Zooming in of the cross
section, region I: ordered tetrataenite, region II: disordered phase (c) crystal structure of
disordered parent phase: fcc, A1. (d) crystal structure of ordered tetrataenite : tetragonal
L10
One needs to design an experiment that would reduce the time scale to synthesize this
promising and rare material in the laboratory. In fact, small crystallites of tetrataenite were
obtained by L. Neel 1 and his co-workers by bombarding single crystal of Iron-Nickel
(50%Fe-50%Ni composition) alloy with neutrons [see Ne´el et al. [1964]]. Since then there
have been many failed attempts to synthesize tetrataenite in substantially larger quantities
1L. Neel was awarded the Nobel Prize in Physics in 1970 for his pioneering work on the magnetic prop-
erties of solids.
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using heat and an external magnetic field. On the other hand, based on a large body of
work in Prof. James’ and Shield’s groups, it is known that an externally applied stress on
the material is much more effective than heat treatment alone to induce a change in the
crystal structure of an alloy.
Using a bi-axial loading device former researchers in our group [see Chu and James.
[1993]] were able to induce a structural change in Copper-Aluminum-Nickel (a popular
Shape memory alloy) only using a small stress (1-2 MPa) at room temperature, compared
to a the transformation temperature of −20 ◦C without stress. The bi-axial loading device
was used to bias the desired phase. In this biasing, orientation is extremely important, and
non-uniaxial stress was needed to achieve the maximum bias. We have carefully grown
a single crystal of Iron-Nickel in collaboration with Prof. Greven at the department of
Physics, University of Minnesota. Further, using the connection between my group and
the Advanced Light Source at Lawrence Berkeley National Laboratory, we have also per-
formed crystallographic measurements on the single crystal (in collaboration with Dr. Xian
Chen) which gives us the crystal structure and the exact lattice parameters of the disordered
phase, shown in figure 4.1 (c). By comparing this with the crystal structure and the lattice
parameters of the tetrataenite, shown in figure 4.1 (d), we designed a suitable loading de-
vice that was used to apply the value of the stress achieving maximum bias so as to obtain
the desired crystal structure. We loaded the single crystal in this device and applied the
right stress and then heat treated it at different temperatures to conduct our novel stress in-
duced heat treatment experiments. We shall present the result of these experiments in this
chapter.
4.3 Structural characterization
Ingots of Fe50Ni50 (at%) were made in arc furnace in our lab. The ingot was then used
as polycrystalline feed rod to grow the single crystal using the float zone technique in a
2-mirror halogen lamp furnace 2. The resulting single crystal cylindrical rod was then
oriented using X-ray synchrotron microdiffracter at Advanced Light Source at Lawrence
Berkeley National Laboratory. The Laue diffraction pattern was used to obtain the stere-
ographic projection of the cubic axes on the surface perpendicular to the axis of the cy-
clinder; see Figure (a) (4.2). With this we were able to cut the circular disks ≈ 5 mm in
diameter and ≈ 2.5 mm thick, with [001] direction normal to the disk plane; see Figure (b)
(4.2). Also, the lattice parameters of the disordered cubic phase were found using X-ray
2Dr. Guichuan Yu’s help during the growth of the single crystal in Prof. Greven’s lab at the Physics
Department, University of Minnesota is greatly acknowledged.
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synchrotron microdiffracter. In the crystallography literature the disordered cubic phase is
known as fcc, A1 and its lattice parameter was found to be as follows: a0= 3.58 A˚.
(a) (b)
Figure 4.2: Stereographic projections of the cubic axes before (a) and after (b) orientation
of the single crystal. Note that in (b) the normal of the plane of the disk coincides with the
[001] direction of the single crystal.
4.4 Analysis of order-disorder transformation in FeNi using Clausius-
Clapeyron equation
The total free energy of the specimen and loading device is assumed to have the form
∫
Ω
(
ϕ(∇y, θ)−T · ∇y(x)) dx, (4.1)
where ϕ(∇y, θ) is the free energy per unit reference volume. T ∈ R3×3 is the Piola-
Kirchhoff stress and is assumed to be a constant. The second term in (4.1) represents the
energy of a dead loading device. Note that the energy of a dead loading device is a null-
Lagrangian with the integrand assumed to depend only on∇y.
We can integrate the above equation (4.1) and write the total free energy of the specimen
as follows: ∫
Ω
ϕ(∇y, θ) dx−
∫
∂Ω
y(x) ·Tn0 da0. (4.2)
This general form of the loading device energy is compatible with homogeneous minimiz-
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ing states and therefore, under accepted assumptions on the general form of the free energy,
one can predict the effect of stress on transformation temperature.
We use the temperature θ as a parameter and assume that at θ = θc = 593 K, ϕ has a
multiwell structure:
ϕ(F, θc) ≥ 0, F ∈ D, ϕ(F, θc) = 0 =⇒ F ∈ SO(3)U1∪SO(3)U2∪SO(3)U3∪SO(3),
(4.3)
where D is a set of all real 3 × 3 tensors whose determinant is greater than zero. Without
loss of generality we have taken the zero of the free energy as its value at the nominal
transformation temperature without stress, and the notation is SO(3)U = {RU : R ∈
SO(3)}. Here the transformation stretch matrices are diagonal matrices in the orthonormal
cubic basis and they are determined from the lattice parameters of the two phases in the
following way:
U1 = diag(η2, η1, η1), U2 = diag(η1, η2, η1), U3 = diag(η1, η1, η2),
η1 =
a
a0
= 0.9972, η2 =
c
a0
= 1.0028. (4.4)
Where, a0 is the lattice parameter of the disordered cubic phase, and a, c are the lattice
constants of the ordered tetragonal phase. The lattice parameters of the ordered tetragonal
phase were found by performing x-ray diffraction analysis on various meteorites in which
tetrataenite is found; see [Albertsen [1981]], and was reported as follows: a= 3.57 A˚ and
c= 3.59 A˚.
For the null-Lagrangian loading device described above, a minimizer Fθ of the integrand
gives a minimizer y(x) = Fθx of the total energy. For each θ > θc we assume that there are
generalized stresses T(θ), T(θc) = 0, and a pair of deformation gradients Fcθ near SO(3)
and Ftθ near SO(3)U1 that equi-minimize the energy density:
ϕ(Fcθ, θ)−T(θ) · Fcθ = ϕ(Ftθ, θ)−T(θ) · Ftθ ≤ ϕ(F, θ)−T(θ) · F (4.5)
In the present case Ft,c(θ) ≈ I, so the Cauchy and Piola-Kirchhoff stresses are nearly the
same and are nearly equal to
∂ϕ(Ft,cθ , θ)
∂F
≈ T(θ). (4.6)
Differentiating the first equality in (4.5) with respect to θ, using the first variation condi-
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tions, and defining the entropy density as η(F, θ) = −∂ϕ(F, θ)/∂θ we get
η(Ftθ, θ)− η(Fcθ, θ) = T′(θ) · (Fc(θ)− Ft(θ)) (4.7)
This equation is known as the Clausius-Clapeyron equation and is used to describe the
effect of transition temperature on stress. At the transition temperature we have θ = θc,
and the above equation can be used to find T′(θc) as follows:
T′(θc) · (Fc(θc)− Ft(θc)) = ∆η (4.8)
The other function needed for the Clausius-Clapeyron equation is the change in entropy
density
∆η = η(Fcθc , θc)− η(Ftθc , θc) (4.9)
By measurements [Bordeaux et al. [2016]] of reverse transformation to the cubic disordered
phase as described above, this is estimated to be
∆η =
Lρ
θc
=
(−0.07× 106J/kg) (8.1× 103kg/m3)
593K
= −9.56× 105J/m3K
= −0.956 MPa/K. (4.10)
Note that the transformation from the cubic disordered to the tetragonal ordered phase is
exothermic and hence the latent heat L is substituted as−0.07×106J/kg. We shall subject
our specimen (single crystal) to a bi-axial compressive stress of the following form:
T(θ) = σ(θ)e1 ⊗ e1 + σ(θ)e2 ⊗ e2, (4.11)
where e1, e2, e3 is the orthonormal cubic basis. Since σ(θ) < 0, we expect the favored
variant to be U3 and:
Ftθc = U3 = diag(η1, η1, η2) and F
c
θc = I. (4.12)
Substituting equations (4.10), (4.11) and (4.12) in equation (4.8), we obtain the following
first order differential equation for σ(θc):
σ′(θc) = 1.707× 108Pa/K = 1.707× 102MPa/K. (4.13)
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Inverting and integrating the above equation (4.13), we find that the effect of stress on the
transition temperature is given as follows:
θc = 0.006× σ + 593, (4.14)
where σ is in MPa.
4.5 Experiments
Equation (4.14) describes the effect of stress on the transition temperature for a bi-axial
compressive loading device. By biasing the tetragonal phase by stress, one can increase the
driving force so that transformation can occur at a higher temperature at which the kinetics
is faster. The yield stress of Fe50Ni50 is 330MPa, and this limits the maximum bi-axial
stress one can apply. With bi-axial stress σ = 330MPa the transition temperature we
obtain using equation (4.14) is θc = 595K. We ran three sets of experiments at different
temperatures [see Table (4.1)]. The duration of each experiment was three days.
Table 4.1: Various experimental conditions
Number Temperature Stress
Experiment 1 575 K 330 MPa
Experiment 2 595 K 330 MPa
Experiment 3 615 K 330 MPa
We designed a loading device that was used to apply a bi-axial stress σ = 330MPa for all
the three experiments. The loading device consisted of a hollow titanium cylinder in which
four slits were machined more than half way through its length; see Figure (4.3). Titanium
was chosen since it has a very low coefficient of thermal expansion and hence it would not
change its dimensions at elevated temperatures.
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(a)
(b)
Figure 4.3: Loading device: (a) unclamped configuration (b) clamped configuration.
Two clamps were used to close the gap between the slits; see Figure (4.3) (b). The oriented
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single crystal disc was placed between the two clamps in the hollow cylinder. The distance
between the two tightened clamps was adjusted to apply the desired stress; see Figure (4.3)
(b).
4.6 Pre and post anneal magnetic characterization
The magnetic characterisation was done using a vibrating sample magnetometer or VSM at
the Institute for Rock Magnetism, Shepherd Labs, University of Minnesota3. The pre and
post anneal magnetization curves of Experiment 1; see Table (4.1) are presented in Figure
(4.4). The pre and post anneal magnetization curves of Experiment 2 and Experiment 3
are similar to that of Experiment 1 and hence are not presented here. The area between the
magnetization curves for different directions can be used to determine the magnetocrys-
talline anisotropy Ka, which is given as follows:
Ka
4
= A110 − A100. (4.15)
Here, A110−A100 is the area included between theMavg−H curves for the [110] and [100]
directions.
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Figure 4.4: Pre (a) and post (b) heat treatment magnetization curves of the specimen used
in Experiment 1.
3VSM measurements were done with the help of Dr. Mike Manno, from the department of Department
of Chemical Engineering and Materials Science, University of Minnesota.
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From figure (4.4) we see that all the in-plane measurements are indistinguishable. All
the in-plane measurements superimpose on the orange curve, while the out of plane [001]
magnetization measurement is a green curve. The slopes of the magnetization curves are
given by inverse demagnetization factor of the disks. Also, the pre and post anneal heat
treatments are indistinguishable; see Figure (4.4) (a) and Figure (4.4) (b). Since plane of
the disc contains both the [100] and [110] axes (see Figure (b) (4.2)), using formula (4.15)
we conclude that Ka ≈ 0 Jm3 and certainly not 106 Jm3 as observed by L. Neel and his co-
workers; see [Ne´el et al. [1964]]. Hence, the bi-axial stress alone may not be enough to
induce the phase transition from disordered FeNi to ordered tetrataenite.
4.7 Conclusions
Note that the strains η1 − 1 and η2 − 1 are small but, within the context of these small
strains, the volume change (η2 + 2η1 − 3 = −0.0028) is not trivial. Clearly, the tetragonal
phase is favored by a compressive non-hydrostatic stress.
Generally, the total free energy of the specimen and loading device is assumed to have the
form ∫
Ω
ϕ(∇y, θ) dx+ L, (4.16)
where L = L(y) is the energy of the loading device, assumed to have the form of the most
general null-Lagrangian in 3D with the integrand assumed to depend on∇y only:
L =
∫
Ω
p det∇y(x) + S · cof∇y(x)−T · ∇y(x) dx, (4.17)
where p ∈ R,S ∈ R3×3,T ∈ R3×3 are constants. Performing the integration and assuming
sufficient regularity and invertibility of y(x), L can also be written
L = p V ol.(y(Ω)) +
∫
∂y(Ω)
(Sx(y)) · n da−
∫
∂Ω
y(x) ·Tn0 da0. (4.18)
The first and third terms are recognized as standard expressions for the energy of an hy-
drostatic loading device and the energy of a dead loading device, respectively. The middle
term has only occasionally been used [James [1986]] but is very useful for dealing with
non hydrostatic compressive stresses, which is what is needed in the present case. This
general form of the loading device energy is compatible with homogeneous minimizing
states and therefore, under accepted assumptions on the general form of the free energy,
one can predict the effect of stress on transformation temperature.
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Effect of non-hydrostatic stress on transformation temperature
For the null-Lagrangian loading device described above, a minimizer Fθ of the integrand
gives a minimizer y(x) = Fθx of the total energy. For each θ > θc we assume that
there are generalized stresses p(θ),S(θ),T(θ), p(θc) = S(θc) = T(θc) = 0, and a pair of
deformation gradients Fcθ near SO(3) and F
t
θ near SO(3)U1 that equi-minimize the energy
density:
ϕ(Fcθ, θ) + p(θ) detF
c
θ + S(θ) · cofFcθ −T(θ) · Fcθ
= ϕ(Ftθ, θ) + p(θ) detF
t
θ + S(θ) · cofFtθ −T(θ) · Ftθ
≤ ϕ(F, θ) + p(θ) detF+ S(θ) · cofF−T(θ) · F (4.19)
Assuming smoothness we have the first variation condition,
∂ϕ(Fcθ, θ)
∂F
=− p(θ)(detFcθ)(Fcθ)−T+
(detFcθ)
[
(Fcθ)
−TS(θ)T (Fcθ)
−T − (S(θ) · (Fcθ)−T )(Fcθ)−T
]
+T(θ). (4.20)
and similarly for Ftθ. Note that in the present case F
t,c(θ) ≈ I, so the Cauchy and Piola-
Kirchhoff stresses are nearly the same and are nearly equal to
∂ϕ(Ft,cθ , θ)
∂F
≈ −p(θ)I+ S(θ)T − (trS(θ))I+T(θ). (4.21)
Differentiating the first equality in (4.19) with respect to θ, using the first variation condi-
tions, and defining the entropy density as η(F, θ) = −∂ϕ(F, θ)/∂θ we get
η(Ftθ, θ)−η(Fcθ, θ) = p′(θ)(detFtθ−detFcθ)+S′(θ)·(cofFtθ−cofFcθ)+T′(θ)·(Ft(θ)−Fc(θ))
(4.22)
This is better described as the effect of transition temperature on stress.
Simplest analysis
The simplest analysis is to evaluate (4.22) at θ = θc and put S = 0. Then we have
−∆η = η(Ftθc , θc)− η(Fcθc , θc)
= p′(θc)(detFtθc − detFcθc) +T′(θc) · (Ft(θc)− Fc(θc))
= p′(θc)(η21η2 − 1) + T ′11(θc)(η2 − 1) + (T ′22(θc) + T ′33(θc))(η1 − 1) (4.23)
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We assume that the left hand side of (4.23) is constant over the temperature interval of in-
terest. (This assumption is widely used in the analysis of the Clausius-Clapeyron equation.)
This assumption is consistent with the stresses being linear in temperature. Consider
T(θ) = T′(θ − θc), p(θ) = p′(θ − θc) (4.24)
for constants p′,T′. Substituting (4.24) into (4.23), we have
−∆η = p′(η21η2− 1) +T ′11(η2− 1) + (T ′22 +T ′33)(η1− 1) = 0.0028 (T ′11−T ′22−T ′33− p′)
(4.25)
or
∆η = 0.0028 (−T ′11 + T ′22 + T ′33 + p′) (4.26)
Some examples
1. Take T′ = 0. Then
p′(θ) =
∆η
0.0028
=
0.956
0.0028
MPa/K = 341 MPa/K (4.27)
There is no problem with yielding for this loading device because yield criteria are
insensitive to hydrostatic pressure. However, large pressured are required. To reach
a change of temperature of 250◦ C, a pressure of 85, 250 MPa = 85.25 GPa is
needed.
2. Assume the only nonzero stresses are T11, T22, T33, so these are principal stresses.
Then, ignoring the distinction between Cauchy and Piola-Kirchhoff stress, the von
Mises yield criterion is√
1
2
(
(T11 − T22)2 + (T22 − T33)2 + (T11 − T33)2
) ≤ Y, (4.28)
that is,√
1
2
(
(T ′11 − T ′22)2 + (T ′22 − T ′33)2 + (T ′11 − T ′33)2
)
(θ − θc) ≤ Y, (4.29)
Note that one can satisfy both (4.29) and (4.26) under these assumptions by making
T hydrostatic with T ′11 = 341MPa/K, but this is not useful.
3. Assume the only nonzero stresses are T11, T22, T33, so these are principal stresses,
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and ignore the distinction between Cauchy and Piola-Kirchhoff stress. The pairwise
principal stress criterion can be satisfied by T ′11 = T
′ > 0. Choose p′ = δT ′, δ > 0.
Then (4.26) becomes ∆η = 0.0028 (1 + δ)T ′, so
T ′ =
∆η
0.0028(1 + δ)
=
341MPa/K
1 + δ
(4.30)
The von Mises criterion becomes
T ′(θ − θc) ≤ Y, (4.31)
or,
341 MPa/K
1 + δ
(θ − θc) ≤ Y, (4.32)
Clearly, the addition of this tensile stress on the c-axis does little to help reduce the
large pressures needed. That is, δ has to be much greater than 1 to satisfy (4.32) for
a reasonable temperature rise, i.e., δ has to be of the order of 250.
These examples indicate strongly that the addition of a nonhydrostatic stress helps only
very little to reduce the large hydrostatic stresses needed to bias this phase.
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Chapter 5
Conclusions and future work
In this work, we study the micromagnetics of Galfenol. Careful consideration of the ma-
terial parameters of Galfenol suggests that it belongs to a regime of micromagnetics that
has not been explored before. We motivate the no-exchange functional based on the ma-
terial parameters and study the minimizing sequences that predict the correct macroscopic
properties. Including back the exchange energy justifies the minimizer that is seen in the
material such as Galfenol. This minimizer provides us with a new upper bound of the
optimal micromagnetic energy for cubic materials. The matching lower bounds is work
that needs to carried out in the future We also report the results of our experiments on sin-
gle crystal FeNi in Chapter-4. While it follows from the analysis given in chapter-2 and
chapter-3 that Galfenol has nearly zero magnetic hysteresis since, for small Hext, m∞ is
obtained by solving m∞ = D−1(Hext/2), the same is not true for Permalloy; see sections
(1.2) and (5.2).
5.1 Lower bound of the micromagnetic energy for cubic materials
So far we have been able to prove a new upper bound for the micromagnetic energy for
cubic materials. We have found that there are two distinct regimes for cubic ferromagnets,
depending on the relative values of the magnetostriction energy, magnetocrystalline energy,
magnetostatic energy, the wall energy and the size of the specimen. Careful consideration
of the material parameters of Galfenol, and the observation of the experimentally observed
domains led to a construction that provided us this new upper bound.
Our goal is to obtain the scaling law of the minimum micromagnetic energy of a cubic
material with respect to the material parameters. This requires proving upper bounds and
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lower bounds that scale the same way. Nature gives us a hint to obtain the upper bound.
The lower bounds are mathematically more involved, as they must be ansatz-free. That is,
lower bound needs to be independent of the physically motivated trial patterns (ansatz). It
involves explaining why no other construction can do better. In many cases, the arguments
used to prove the lower bounds help explain why we see particular patterns.
The first rigorous analysis of scaling law of the minimum energy was done for the planar
austenite-martensite interface; see [Kohn and Mu¨ller [1992] and Kohn and Mu¨ller [1994]].
Kohn and Mu¨ller described the austenite-martensite interface in terms of a reduced scalar
model. This scalar model captured the essential features austenite-martensite interface and
it consists of two martensitic phases. Since then a lower bound of the energy has been
found in many different physical settings, such as, micromagnetics, superconductors and
wrinkling of thin films, using interpolation inequalities; see [Cinti and Otto [2016]]. The
interpolation inequality expresses mathematically the fact that development of fine-scale
microstructure requires a lot of interfacial energy.
Since our upper bound construction relies on the fact that the frequency of oscillation of
the magnetizations is not uniform within each zig-zag Landau state, we believe that Fourier
representation of the elastic energy and the interpolation inequalities will play a key role
obtaining the lower bound. The Fourier representation of the elastic energy has been used to
obtain the the minimal energy for martensitic inclusions in austenite for cubic-to-tetragonal
phase transformation; see [Knu¨pfer et al. [2013]].
5.2 The permalloy problem
In this section we shall revert back the permalloy problem that we had briefly discussed
about in chapter-1. We need a theory that explains the small magnetic hysteresis seen in soft
ferromagnets. In particular, we will explain the experimentally observed large permeability
of permalloy (an alloy of Iron and Nickel) observed at an counterintuitive composition.
In this section we shall revert back the permalloy problem that we had briefly discussed
about in section (1.2) chapter-1. We need a theory that explains the small magnetic hys-
teresis seen in soft ferromagnets. We shall point out to the reader a few interesting ob-
servations regarding the permalloy problem; see [Bozorth [1953]]. the permalloy problem
concerns explaining the experimentally observed large initial permeability of permalloy at
a counterintuitive composition; see Figure (5.1). The initial permeability is the slope of the
virgin Mavg −H curve and is defined as follows:
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µ0 =
dMavg
dH
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Figure 5.1: Initial permeability of iron-nickel alloys. Source: [Bozorth [1953]].
The initial permeability is closely related is closely related to the coercivity of a ferro-
magnet. Materials with small coercivity; known as soft ferromagnets have large initial
coercivity and materials with large coercivity; known as hard ferromagnets; see Figure
(5.2).
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Figure 5.2: Correlation between the initial permeability and coercive force of a wide range
of magnetic materials. Source: [Kittel [1949]].
Recall that the use of linear stability analysis to understand the coercivity leads to the
coercivity paradox; see [James and Kinderlehrer [1990] and Brown [1963]]. This motivates
us to introduce large local disturbances in the material, as has been done to understand the
thermal hysteresis in shape memory alloys successfully; see [Zhang et al. [2009]].
We shall begin by looking at the magnetic domain structures near saturation in cubic mate-
rials both with negative and positive magnetocrystalline anisotropy. In both these types of
materials we see spike domains develop as the external field is decreased near saturation;
see Figures (5.3) and (5.4), see Figure (5.4). These spike domains can be thought of as a
large localized disturbance, since the magnetization in these domains in very different from
the initial direction of saturation magnetization.
The main purpose of the spiked domains is to reduce the magnetostatic energy. In case
of materials with Ka > 0, these spiked domains ensure m · n = 0 on the boundary of
the single crystal platelet; see Figure (5.3) (a). In material with Ka < 0 they ensure that
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the magnetization is tangential to the boundary of the sample in an average sense, that is∫
∂Ω
m · n = 0. Also, note the striking resemblance of the austenite-martensite interface;
see Figure (1.2) and the magnetic microstructure at the edges of the sample near saturation
as the externally applied field is reduced; see Figure (5.3) and (5.4). Especially in the case
of Ka < 0 one can clearly see branching of the magnetic domain structure near the edges
of the sample. The importance of understanding the energetics of the austenite-martensite
interface has led to the understanding of thermal hysteresis in shape memory alloys. In
fact, the condition λ2 = 1 in martensites is known to govern the size of the energy barrier
corresponding to large localized disturbance in that case; see [Zhang et al. [2009]]. This
makes us believe that doing a careful micromagnetic analysis of the spiked domain structure
near saturation as the externally applied field is decreased can lead to a better understanding
of the mechanics of magnetic hysteresis in soft ferromagnets.
[100]
[010]
Ka > 0
(a)
(b)
(c)
(d)
(e)
(f)
(g)
Figure 5.3: Spike domains in materials with Ka > 0. (a) Schematic of the magnetic domain
structure near saturation. Experimentally observed domain structures in single crystal Iron
(Ka > 0) platelets on decreasing externally applied magnetic field. (b) 47 Oersted (c)
43 Oersted (d) 33 Oersted (e) 18 Oersted (f) 11 Oersted (g) 0 Oersted. Source of the
experimental image: [Gemperle [1966]].
85
[110]
[11¯0]
[1
00
]
Ka < 0
(a)
(b)
(c)
(d)
(e)
(f)
(g)
(h)
(i)
Figure 5.4: Spike domains in materials with Ka < 0. (a) Schematic of the magnetic do-
main structure near saturation. Experimentally observed domain structures in single crystal
Nickel (Ka < 0) platelets on decreasing externally applied magnetic field. (b) 2.1 milliTesla
(c) 1.6 milliTesla (d) 1.1 milliTesla (e) 0.8 milliTesla (f) 0.6 milliTesla (g) 0.49 milliTesla
(h) 0.485 milliTesla (i) 0.48 milliTesla. Source of the experimental image: [Jones [1974]].
-
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