We consider a distributionally robust (DR) formulation of partially observable Markov decision process (POMDP), where the transition probabilities and observation probabilities are random and unknown, only revealed at the end of every time step. We construct the ambiguity set of the joint distribution of the two types of probabilities using moment information bounded via conic constraints and show that the value function of DR-POMDP is convex with respect to the belief state. We propose a heuristic search value iteration method to solve DR-POMDP, which finds lower and upper bounds of the optimal value function. Computational analysis is conducted to compare DR-POMDP with the standard POMDP using random instances of dynamic machine repair and a ROCKSAMPLE benchmark.
transition probability and the temperature is well known to the DM, but future temperature values are hard to predict. Let us further assume that the temperature is i.i.d., following a distribution unknown to the DM. Instead, the DM has an information about what family of distributions the true distribution of temperature is contained in. To model this, we take a distributionally robust (DR) optimization approach (see, e.g., Delage and Ye, 2010; Esfahani and Kuhn, 2018) and formulate DR-POMDP. In DR-POMDP, the DM assumes that the unknown parameter (i.e., the transition-observation probability matrix) follows a certain unknown distribution, which is included in a family of distributions, namely, an ambiguity set. The goal is to maximize (minimize) the total expected cumulative reward (cost) for the worst-case distribution in the ambiguity set. Figure 1 depicts the sequence of events that occur during a single time step. Here, we consider another agent (the "nature"), who realizes the distribution of transition-observation probability at each time step. The DM expects that the nature acts adversely against his/her action a chosen at the beginning of each time step. Afterwards, the nature chooses a distribution µ in the ambiguity set to realize the worst-case outcome of the reward. Next, the transition-observation probability p is realized from the true distribution µ. The state makes a transition according to p, and the observation outcome z is realized. Finally, the DM obtains the values of z and p and we move on to the next time step to repeat the foregoing process. In dynamic machine repair, the machine is either in state s t = F or B at the beginning of time t. The DM does not know the exact transition-observation probabilities when choosing an action a from S, O, T, and N. Afterwards, the nature realizes a distribution µ of the temperature, from an ambiguity set known to the DM. Since the DM knows the relations between the temperature and the transition-observation probabilities p, this is equivalent to nature choosing a distribution µ of p. Then, from distribution µ , the value of the current temperature is realized, as well the value of p. Following p, the value of the observation outcome z = F or B and the value of the next state s t+1 = F or B are realized. The DM then finds out the actual temperature surrounding the machine and therefore finds out the value of p, as well as the observation outcome z. The machine moves to state s t+1 , and the process repeats again.
Another salient example to justify the assumed DR-POMDP is dynamic inventory control (or production planning) (see Treharne and Sox (2002) ). Suppose that there are finite number of states corresponding to trends of a market at each time period. The trend makes a transition according to a probability mass function that is unknown to the DM. Each trend is associated with a certain distribution of product demand, which the DM tries to satisfy. The DM maintains a certain level of inventory corresponding to a discrete state. Therefore, the entire system can be described as a
Cartesian product of trend state and inventory state. Suppose that the demand distribution and thus the transition probability is correlated with climate, such as temperature and precipitation.
At the beginning of each period, the DM makes a production plan and then nature "decides" the distribution of temperature and precipitation. The DM observes the realizations of temperature and precipitation, to identify the value of p, and also observes the value of demand. The state then makes a transition according to p and DM's production decision, and the DM receives a reward according to how much demand he/she is able to satisfy, or pays a stocking cost. Assuming a family of distributions of unknown climate, the DM aims to maximize the worst-case revenue given the nature being an adversary. The above problem is especially important for planning orders or production in agriculture.
The main research in this paper is to develop a DR formulation of POMDP and analyze its properties, as well as to investigate efficient computational methods, when assuming the accessibility of transition-observation probability at the end of each time. Section 2 provides a comprehensive review of the related literature in MDP, POMDP, and distributionally robust optimization. In Section 3, we formulate the DR Bellman equation and show that the value function is convex, when the ambiguity set is characterized by moments as in Yu and Xu (2016) , and introduce several examples of moment-based ambiguity set. In Section 4, we present an approximation algorithm for DR-POMDP for infinite-horizon case by using a DR variant of the heuristic value search iteration (HVSI) algorithm. Numerical studies are presented in Section 5 to compare DR-POMDP with
POMDP, and to demonstrate properties of DR-POMDP solutions based on randomly generated observation outcomes. We conclude the paper and describe future research in Section 6.
2 Literature Review
POMDP
Although there exist strong modeling connections between MDP and POMDP, the technique applied to solve the standard MDP, where the states are discrete, is not directly applicable to solving POMDP since belief states are continuous. Smallwood and Sondik (1973) show that the value function of POMDP is piecewise linear and convex (PWLC) with respect to the belief state, and present an exact algorithm to find an optimal policy. The exact algorithm, which keeps a set of vectors for characterizing the value function, is intractable as the search space increases exponentially at each time step. Pineau et al. (2003) propose a point-based value iteration (PBVI) algorithm, which only keeps the characterizing vectors for a subset of belief states, and thus maintains the lower bound of the true value function. The PBVI algorithm is polynomial in the number of states, observations, and actions, and the error induced by taking a subset of belief states is shown to be convergent as the subset of belief states are sampled densely in the reachable set of belief states. Smith and Simmons (2004) develop a heuristic search value iteration (HSVI) algorithm to generate an upper bound for the value function by finding the reachable belief through Monte-Carlo simulation. Smith and Simmons (2004) show that HSVI is guaranteed to terminate after the gap between the upper and lower bounds converges to below a certain threshold.
DR Optimization
DR optimization is an emerging field in Operations Research where solutions are chosen to optimize the worst-case objective outcome via a risk measure among possible distributions contained in an ambiguity set. Compared with robust optimization, which accounts for the worst-case outcome among all possible realizations of uncertain parameters in an uncertainty set, optimal solutions to DR optimization models are less conservative and can be adjusted through the amount of data/information we have. Different ambiguity sets yielding tractable convex models have been proposed and studied in the past decade. Delage and Ye (2010) develop a moment-based ambiguity set, considering a set of distributions with an ellipsoidal condition on the mean and a conic constraint on the second-order moment. Standardization of ambiguity sets via conic representable sets is proposed by Wiesemann et al. (2014) . Ben-Tal et al. (2013) formulate a DR counterpart for models with distributions bounded with a known φ-divergence to a given distribution. Esfahani and Kuhn (2018) and Gao and Kleywegt (2016) consider an ambiguity set characterized by a set of distributions whose Wasserstein distance to a nominal distribution is less than a pre-determined value. Zymler et al. (2013) consider tractable reformulations of DR chance-constrianed programs using moment-based ambiguity set, while Jiang and Guan (2016) employ φ-divergence-based ambiguity sets to derive reformulations of DR chance constraints. Recently, Chen et al. (2018) and Xie (2018) demonstrate tractable reformulations of DR chance-constrained models under Wassersteindistance-based ambiguity set. Nilim and El Ghaoui (2005) consider robust MDP, where the transition probabilities are uncertain. This is motivated from the fact that the estimation errors of the transition matrices may have a significant impact to the quality of solution (see, e.g., Abbad and Filar (1992) , and Abbad et al. (1990) ). As discussed in Delage and Mannor (2010) , the use of robust optimization on MDP may lead to overly conservative solutions, as it does not incorporate some prior knowledge on the distribution of uncertain parameters. Based on this idea, Xu and Mannor (2012) present a model of DR-MDP, where the ambiguity set is characterized by a sequence of nested sets, each having a confidence level to guarantee that the true value is in the set with a certain probability. (Note that the robust MDP is a special case of the aforementioned DR-MDP as the robust MDP can be described as having a single set with 100% confidence level.) Yu and Xu (2016) Saghafian (2018) presents the framework of ambiguous POMDP (called APOMDP), which generalizes the robust POMDP. APOMDP optimizes over the α-maxmin expected utility, which leads to a policy that achieves the intermediate performance of the worst case and the best case in the uncertainty set of parameters. Saghafian (2018) presents the conditions for which the value function of the APOMDP is PWLC, as it is not convex in the general case.
Robust and Distributionally Robust MDP

Robust POMDP
Meanwhile, Rasouli and Saghafian (2018) consider a general setting of robust POMDP, where the DM may not be able to obtain the exact information of the nature's choice of decision. In this case, the sufficient statistic is no longer a single belief state, but a collection of belief states, and the expected reward up to the current time must be taken into account to realize a policy that is robust in terms of the entire cumulative expected reward. Rasouli and Saghafian (2018) derives an exact algorithm for the case where the uncertainty set is discrete. Here we note that robust POMDP for continuous support of uncertainty sets is computationally challenging even in a very simple setting (Nakao et al., 2019) . Nakao et al. (2019) provide an algorithm to compute an upper bound of the value function for robust POMDP under the assumptions made above.
Osogami (2015) formulates a robust counterpart for POMDP, where the transition-observation matrix is assumed to lie in a fixed support within the probability simplex. The decision of the nature is assumed to be observable to the DM, which is similar to the setting of our paper. While the value function for the standard POMDP can be described by a PWLC function, the value function of the robust POMDP is not necessarily piece-wise linear, as there are possibly infinitely many supporting hyperplanes. Osogami (2015) then derives an efficient algorithm using the PBVI method to approximate the exact solution, and discusses the method to conduct a robust belief update.
Optimal Policy for DR-POMDP
We derive an optimal policy for DR-POMDP when the DM can obtain the value of transitionobservation probability at the end of each time step. In Section 3.1, we describe the notation used throughout this paper. Then in Section 3.2, we formulate DR-POMDP as an optimization problem and construct a Bellman equation to derive the optimal policy. In Section 3.3, we show that the value function satisfying the Bellman equation is PWLC. Finally, in Section 3.4, we consider the infinite horizon case, and demonstrate that the value function converges under the Bellman update operation.
Notation
Let S be the set of states, A be the set of actions, and Z be the set of observation outcomes. For all (s, s , z, a) ∈ S 2 × Z × A, we define p as (s , z) = Pr(s , z|s, a), as the probability of transitioning between (s, s ) and observing z, given the choice of action a. For (s, a) ∈ S × A, let r as be the reward for taking action a at state s.
To model the case where we neither know the exact probabilities for the states to make transi-tions to another, nor the exact probability distribution for the measurement outcome, we consider a set of distributions on the transition-observation probability matrix. For all s ∈ S, a ∈ A, we define a vector of probabilities p as = (p as (s , z), (s , z) ∈ S × Z) and assume that the Cartesian product (p as , r as ) is a member of a set X as ⊆ ∆(S × Z) × R, where ∆(·) is a probability simplex of set ·. We further denote p a = (p as (s , z), (s, s , z) ∈ S 2 × Z) and r a = (r as , s ∈ S) for all a ∈ A. We assume that (p as , r as ) follows a distribution µ as , which is unknown but is included in an ambiguity set D as ⊆ P(X as ), where P(·) is a set of all probability distributions with support ·.
Note that the support of the distribution is a set of values of the reward, and a set of joint probabilities of transition and observation. Note that for a convex support of the transition-observation probability, we cannot consider an individual convex support on transition probability and observation probability, because transition-observation probability is a product of the two probabilities.
Furthermore, the set of distributions is rectangular with respect to the set of actions A and the set of states S, i.e., the overall ambiguity set is D = a∈A s∈S D as . This assumption is analogous to the (s, a)-rectangularity in Wiesemann et al. (2013) . These conditions increase the conservativeness of the model in general, as realizing the worst case scenario for all (s, a) is typically rare. In Appendix A, we discuss a relaxation of the a-rectangularity assumption for DR-POMDP.
Problem Formulation and DR Bellman Equation
We formulate a dynamic game involving two players: The DM selects a ∈ A to maximize the expected reward, and the nature selects µ a = s∈S µ as from the ambiguity set D a = s∈S D as to minimize the expected reward given the DM's action a. Let a t , p t a t , z t be the action, transitionobservation probability outcome, and observation at time t, and h t = a 1 , p 1 a 1 , z 1 , . . . , a t−1 , p t−1 a t−1 , z t−1 be a history at time t, with H t being the set of all histories up to time t. The objective for the DM is to find an optimal policy of selecting an action a ∈ A based on the history for t = 1 to T , i.e., finding the best π = (π 1 , . . . , π T −1 ), with π t : H t → A. Denote the set of all such policies as
a t−1 , z t−1 , a t ∈H t , on which the nature bases its decision for choosing µ a t . The objective for the nature is therefore to find the best policy (from the nature's perspective) γ = (γ 1 , . . . , γ T −1 ), with γ t :H t → D a t . Similarly, we denote the set of all the nature's policies as Γ.
The belief state is a sufficient statistic for DR-POMDP in the case where the DM is able to obtain the value of transition-observation probability at the end of each time (see Rasouli and Saghafian, 2018) . Let the belief state at time t be b t s , s ∈ S = b t ∈ ∆(S). Given action a, transition-observation probability p a , and observation outcome z, the sufficient statistic for the history h t+1 = (h t , a, p a , z), or the belief state at time t + 1 is given by
where we define 1 as a vector of ones with length |S|, and J z ∈ R |S|×(|S|×|Z|) as a matrix of zeros and ones, which projects the vector p as to a vector p asz = (p as (s , z), s ∈ S) , whose components are associated with outcome z. That is, p asz = J z p as . With slight abuse of notation, let π be a policy that maps belief states to the actions, i.e., π t : ∆(S) → A for all t ∈ {1, . . . , T − 1}.
Similarly, let γ t : ∆(S) × A → D a t for all t ∈ {1, . . . , T − 1}. Note that the nature's policy is dependent on the belief state since the nature acts adversarial to the DM.
Given the nature's choice of distribution, the expected value of the instantaneous reward given belief state b and action a is denoted as E (pa,ra)∼µa b r a , where "∼" expresses the relation between random variables and probability distributions. Let β ∈ (0, 1] be a discount factor. The objective of the DM is to find a policy which maximizes the worst-case cumulative discounted expected reward of all the nature's policies choosing the distribution µ. That is, DR-POMDP aims to solve
To solve (2), we propose to use dynamic programming, and derive the Bellman equation below.
Proposition 1 Let π t:T −1 = (π t , π t+1 , . . . , π T −1 ), and γ t:T −1 = (γ t , γ t+1 , . . . , γ T −1 ) be a sequence of policies from t to T −1, and Π t:T −1 , Γ t:T −1 be sets of all policies of π t:T −1 and γ t:T −1 , respectively.
Then,
Proof: We begin by isolating the term associated to time t inside the expectation of (4) as follows.
Thus the expectation conditioned on the values of a t , p t a , z t is
where the second equality is due to rearranging the terms and the fact that b is an information state. Because policies beyond time t do not affect (p t a t , r t a t ), we have
The final equality follows the definition of V t+1 . This completes the proof. 2
By Proposition 1, the policies optimal to (3) can be determined by recursively solving (5) from time T to t = 1.
Now denote
The solution to the Bellman equation provides the optimal action given belief state b. That is, an optimal action for the DM at time t is arg max
whereas the optimal choice of distribution for the nature, provided the value of the belief b and the DM's action a, is arg min
Solving DR Bellman Equation (5)
In the following sections, we consider a special case of an ambiguity set considered in Wiesemann et al. (2014) and Yu and Xu (2016) , where we do not assume "nested set" structure characterizing the confidence level of unknown parameters. Instead, we only consider the set of distributions where the mean values are on an affine manifold, and the supports are conic representable. For all a ∈ A and s ∈ S, we define a non-empty ambiguity set
whereũ as ∈ R L is a vector of auxiliary variables, and a support with a non-empty relative interior
Here,
E as ∈ R ×L , and d as ∈ R . The symbol Kas represents a generalized inequality with respect to a proper cone K as . We denote the marginal distribution by µ as = (pas,ras)μ as , and also extend the definition to the ambiguity set so that D as = (pas,ras)D as = μas∈Das (pas,ras)μ as . The auxiliary variablesũ as are used for "lifting" techniques, enabling the representation of nonlinear constraints to linear ones. We introduce some examples of ambiguity sets which can be modelled using (8) and (9) 
For ambiguity sets and supports defined in terms of (8) and (9), respectively, we show that the value function is convex with respect to the belief state b.
Theorem 1 For all a ∈ A and s ∈ S, let the ambiguity set and support be (8) and (9). For all t ∈ {1, . . . , T }, the value function can be expressed in the form
where the set Λ t has possibly infinite elements.
Proof: When t = T , V T (b) = 0 satisfies (10). For t < T , the value of 
where the strong duality holds under the assumptions we made on the ambiguity set and support.
The constraints (12b) correspond to an inequality with a minimization problem s∈S ω as ≤ min (pa,ra,ũa) s∈S The expression in the bracket is convex (linear) in (p a , r a ,ũ a ) for fixed α az , z ∈ Z, and concave (affine) in α az , z ∈ Z for fixed (p a , r a ,ũ a ). Moreover, (13b) and Conv Λ t+1 are convex sets.
The minimax theorem (see Osogami (2015) , Du and Pardalos (2013) Since the relative interior of (9) is non-empty, the strong duality holds when taking the dual of the minimization. Thus, we have
− H as ρ as + E as κ as = 0, ∀s ∈ S (17d)
where K * as is a dual cone of K as . Now, since (17) is equivalent to the maximum value of s∈S ω as , we eliminate the variable ω as and substitute the second component of the objective of (12a) with (17). Thus, the value function (5) is equivalent to
H as ρ as − E as κ as = 0, ∀s ∈ S (18d)
and after taking the dual of the third maximization, we obtain 
it follows that the value function is of the form (10). By induction, this is true for all t. This completes the proof. 2
Having provided the the values of a and α az , the inner minimization of (19) can be solved efficiently using barrier methods when K as are positive semidefinite cones, or second order cones. The issue, however, is that there are possibly infinitely many elements in Conv Λ t+1 , and even if there are finitely many, the number of supporting hyperplanes α inside Λ t increases exponentially as the value functions are calculated from time T to 1.
Case of Infinite Horizon
By the Banach fixed point theorem (see, e.g., Puterman, 2014), we show that by repeatedly updating the value function with (5), it converges to a unique function, corresponding to the optimal value function V * of the infinite horizon problem.
Theorem 2 The operator L defined as
is a contraction for 0 < β < 1.
Proof: Consider an arbitrary function V 1 and V 2 , and for fixed b, let
and µ a,i = arg min µa∈Da E (pa,ra)∼µa
The inequality is by changing to a sub-optimal nature's decision µ a 1 ,1 → µ a 1 ,2 for V 1 and suboptimal DM's action a 2 → a 1 for V 2 . Then, by changing the difference of V 1 and V 2 to the absolute value of the difference,
The second inequality is by taking the supremum for all belief states b ∈ ∆(S), and the last equality is because E (p a 1 ,r a 1 )∼µ a 1 ,2 s∈S b s z∈Z 1 J z p a 1 s = 1. The same result holds for the case where LV 1 (b) < LV 2 (b). Thus, for any b, it follows that
and therefore,
which yields that L is a contraction under 0 < β < 1. This completes the proof.
2
Theorem 2 suggests that by employing the exact algorithm discussed in the finite horizon case, starting from any initial value function, the value function V converges to an optimal function V * with rate β by iteratively performing the Bellman operator L.
Solution Method
As POMDP is a special case of DR-POMDP, the exact solution method is intractable. In this section, we present a variant of the HSVI algorithm proposed in Smith and Simmons (2004) for efficiently computing upper and lower bounds for DR-POMDP. We maintain a set of finite number of hyperplanes Λ V , where the resulting PWLC function V bounds the true value function from below. We also maintain a set of points Υ V whose elements are (b, v), which is a combination of a belief b and an upper bound v of the true value function at belief b. Therefore, the resulting PWLC function V bounds the value function from above. The upper bound v corresponding to a belief b is obtained through Monte Carlo sampling. The sampling follows a greedy strategy to close the gap between the upper bound V and the lower bound V for the belief points that are reachable from the initial belief. We present the main part of the algorithmic steps in Algorithm 1.
Step 4 is an initial step of a recursive algorithm to explore future steps until either the gap between upper and lower bounds falls below a tolerance , or time limit is reached. In Section 4.1, we explain how the upper and lower bounds of the value function are initialized, and in Section 4.2, we present an exploration strategy (DR-BoundExplore) to close the gap to a pre-determined tolerance level.
Finally, in Section 4.3, we discuss how the value functions are updated, given a belief state b. 
Initialization
Recall the ambiguity set and support defined in (8) and (9). In the initialization step, the lower bound for the true value function is computed by taking the best action for obtaining the worst expected rewards at every time step. That is, for each action a, we solve and the minimum value for all s ∈ S is taken by enumeration. We then define α init s = max a∈A R a , ∀s ∈ S, and let Λ V = α init , where α init = α init s , s ∈ S . The upper bound for the true value function is obtained by considering full observability of the system and computing the MDP for the best-case scenario in the ambiguity set. Let V M DP ∈ R |S| be a value function for the distributionally-optimistic MDP. The value function V M DP satisfies To solve this, we take a linear programming approach and formulate
G as ρ as − C as κ as = −1, ∀s ∈ S, a ∈ A (22d)
H as ρ as − E as κ as = 0, ∀s ∈ S, a ∈ A (22e)
After the optimal solution is discovered, we initialize Υ V = {(e s , V M DP (s)) , ∀s ∈ S}, where e s is a column vector with 1 in the s th element and zero elsewhere. The initialization step consists of solving a polynomial number of convex optimization problems.
To obtain V (b), we solve
by enumerating all the values of α b. To obtain V (b), we consider a convex combination of points (b i , v i ) ∈ Υ V , and find a point (b, v) so that v is the smallest attainable value. That is, we let w i be a weight corresponding to a point (b i , v i ) and solve The computation complexity of the lower bound value is linear in the number of elements in Λ V , and the computation complexity of the upper bound value is polynomial in the number of elements in Υ V as we solve a linear programming model. Both |Λ V | and |Υ V | increase monotonically, but most elements in the two sets are dominated by others. In the later numerical studies, we follow a pruning heuristic, where the dominated elements are pruned every time when the total number of elements is increased by 10%.
Forward Exploration Heuristics
The purpose of the algorithmic steps we describe in this section is to provide a greedy Monte Carlo simulation strategy to close the gap between the upper and lower bounds of the value function.
The scenario of the simulation is branched by DM's actions a and nature's distribution choices µ a , and their outcomes z and p a . Here, we describe a greedy strategy to select the branches.
Let us define U V , Q V , U V , Q V as follows:
To take a sample, we take an action which maximizes Q V , corresponding to the greatest upper bound. If a * = argmax a∈A Q V (b, a) is a suboptimal action, the upper bound is eventually replaced by another action. By (20), the relation between the gap for Q V and Q V at state b and action a * is
Let us denote µ * a * = argmin µ a * ∈Da U V (b, a * , µ a * ). Then, since µ * a * is suboptimal to the first term of the above, we have
To achieve a gap of at the initial state b 0 , the condition for the gap at depth t from the initial state is only β −t . This is used as a terminal condition for the Monte Carlo simulation. Here, we
To have an early termination, we choose z * , p * a * so that it has the maximum contribution of the expected value in the right hand side of (25):
Note that since the worst-case distribution under ambiguity set (8) is a point mass distribution, obtaining p * a * is trivial. We present the algorithmic steps in Algorithm 2. Here, Algorithm 2 is called recursively to make decisions on which branch to choose in the next depth t + 1. After the simulation is terminated, the updates on the lower and upper bounds are made for the belief states that are discovered through the simulation. 
Local Updates
In this section, we describe the DR-backup and DR-update steps in Algorithm 2. We first illustrate how the lower bound is updated in DR-backup. For each a ∈ A, we solve the inner two maximization problems of (18) provided a and b, where Λ V is used in place of Λ t+1 . The convex hull of Λ V is therefore,
Thus, we combine the inner two maximization problems of (18) 
Denote the optimal solution of (28) using a superscript with , and let the optimal dual variables of (28b) and (18c) bep as andr as . For each a ∈ A, we generate a lower bounding hyperplane
where α az = i∈[N ] w i az α i az . The detailed algorithmic steps are presented in Algorithm 3.
Algorithm 3 In Algorithm 4, we discuss how the upper bound is updated in DR-update. Combining (18) and the dual representation of (23) 
(18c)- (18f) for all a ∈ A. Here, the variables ϕ az and ψ az correspond to dual variables of constraints
The maximum objective value of all a ∈ A is added to Υ V .
Algorithm 4 5 Numerical Studies
To demonstrate the above work, we first test DR-POMDP policies for dynamic machine repair, and compare them with the ones of POMDP without uncertainty. We then vary the size of the ambiguity set and analyze the result sensitivity. We also generate and test instances in which the given transition-observation probability is inaccurate. Finally, we compare solution time of different approaches for instances with diverse sizes.
Policy Comparison
To observe the effect of the distributionally robust policy, we focus on a simple setting of the machine repair problem discussed in Section 1, and consider the ambiguity only in the transitionobservation probability of the overhaul (O), and when the machine is in the broken (B) state. For the ambiguity set, we consider a mean absolute deviation of the transition-observation probabilities, E pas∼µas [|p as −p as |] ≤ c as for a = O and s = B, wherep as ∈ ∆(S × Z) and c as ∈ R |S×Z| . We fix the bound of the deviation c as to be c · 1 for some c ∈ R. We consider only the case of mean absolute deviation in the computational study and set the discount factor β = 0.95, gap tolerance = 1.0. The computation is terminated when the gap between the upper bound and the lower bound is less than , at the initial states b 0 B = 0.8, b 0 F = 0.2. We also compute the POMDP policy for which the transition-observation probabilities arep as for all a and s. 
Sensitivity Analysis for the Worst-Case Distribution
We simulate the policies developed in Section 5.1 on instances with B chosen with probability 80% as the initial state. The nature considers a different ambiguity set from the one tested in Section 4.1 and selects their worst-case distribution after the DM chooses his/her action at each time step.
The number of simulated instances is 3000 each, and the mean value of the realized reward is presented in Table 1 , with the standard error of mean (SEM) shown to the next. As expected, DR-POMDP assuming larger ambiguity outperforms POMDP (c = 0.00) in the case where the nature's ambiguity set is large. However, when the transition-observation probability does not change, POMDP (c = 0.00) performs better than DR-POMDP. Except for the case where the nature's policy is derived from the setting c = 0.09, the sample mean of the expected cumulative reward is the greatest when the DM's policy matches with the nature's policy. 
Sensitivity Analysis for the Case of Misinformed Probabilities
Adding to the setting of the previous section, we assume that the DM receives incorrect values of the transition-observation probabilities, but the nature receives a correct one. After the nature has decided the worst-case distribution and the transition-observation probability is realized, we make a perturbation following a uniform distribution centered around the outcome, bounded with a fixed L 2 norm. For the case where the radius of the perturbation is 0.02, we obtain the results in Table   2 . When the radius is 0.05, we obtain the results in Table 3 . We observe that the performance of both policies are not affected by perturbations of size 0.02 ∼ 0.05. 
Computation Time
In this section, we analyze the change in computation time for different sizes of problem instances.
The machine repair problem is a two-state, four-action, two-observation, one-ambiguous stateaction pair problem. We denote this as (s2, a4, z2, u1) for notational convenience. We also test the ROCKSAMPLE problem in Smith and Simmons (2004) , for the case of 2 × 2 grid with one rock, and 3 × 3 grid with two rocks. The task of the ROCKSAMPLE problem is to move a rover in a given grid to sample the rocks whose locations are known. Each rock has binary features {Good, Bad} representing its scientific value, and therefore the entire state space is the cross product of the location of the rover and features of the rocks. Sampling the rocks are expensive, and thus the rover is equipped with a noisy long-range sensor which identifies whether the rock has scientifically
Good feature. The rover may choose an action among (i) moving towards one of the four directions,
(ii) checking the feature of one of the rocks using a sensor, and (iii) sampling the rock. A reward value 10 is obtained when the rover successfully samples a Good rock, which is followed by a state transition of the sampled rock from Good to Bad. On the other hand, a −10 penalty is given when the rover samples a Bad rock. The accuracy of the sensor is dependent on the Euclidean distance of the rock and the rover, and becomes higher as the rover gets closer to the rock. Finally, the rover is given a reward 10 when the rover reaches a terminating state located outside of the boundary on the right of the grid. In the numerical experiment, we only consider ambiguities in the checking actions, for which we set c = 0.02. Thus, the problems we experiment for the ROCKSAMPLE are (s9, a6, z2, u9), and (s37, a7, z2, u74). We set the initial belief to having no information about the state of the rock, and allow a tolerance = 1.0. The computational time limit is 3600 seconds, and all the computation is performed on 2.9 GHz Intel Core i5 processor. We show how the upper bound and lower bound of POMDP policies and DR-POMDP policies converge as functions of time in Figures 4, 5, 6 for the three problem sizes, respectively. While the solving time between POMDP and DR-POMDP was similar for the machine repair problem, we observe that DR-POMDP requires more time than POMDP for larger problem size. For the ROCKSAMPLE problem (s9, a6, z2, u9), it took only 4.4 seconds for POMDP to find a policy with gap less than 1.0, while DR-POMDP policy required 287.6 seconds. At the computational time limit for the ROCKSAMPLE problem (s37, a7, z2, u74), the DR-POMDP policy has the gap of 12.3 between the upper and lower bounds, while the POMDP policy has the gap of 1.46.
Conclusion
In this paper, we developed new models and algorithms for POMDP when the transition probability and the observation probability is uncertain, and the probability distribution is not perfectly known. We presented a scalable approximation algorithm and numerically shown that it outperforms the standard POMDP without uncertainty in occasions where the distribution takes the worst value. However, due to the more complicated model and problem settings, DR-POMDP is much harder to solve. Future research includes solving DR-POMDP when the outcomes of the transition-observation probabilities are not observable to the DM at the end of each time. In such a case, the value function is dependent on a set of belief states, where the characterization of the 
A Relaxation of a-rectangularity
In this section, we investigate a variant of DR-POMDP where we relax the rectangularity condition of the ambiguity set in the actions. So far, we have only considered the setting where the ambiguity set is rectangular in terms of the states in S and the actions in A. This is known as (s, a)-rectangular set in the literature of Wiesemann et al. (2013) , who defined the term in the context of robust MDP. Wiesemann et al. (2013) also considered s-rectangular set in robust POMDP, which is only rectangular in terms of the states S. This setting has randomized policy as the optimal policy. We take a similar approach and formulate the Bellman equation: 
where φ a is the probability for selecting action a. We define the ambiguity set to bẽ 
whereũ s ∈ R Q is a vector of auxiliary variables, and
Here, F s ∈ R k×(|A|×|S|×|Z|) , G s ∈ R k×|A| , H s ∈ R k×L , c s ∈ R k , B s ∈ R ×(|A|×|S|×|Z|) , C s ∈ R ×|A| , E s ∈ R ×L , and d s ∈ R .
The value function is also convex in the form (10), since for t < T , where J az ∈ R |S|×(|A|×|S|×|Z|) is a matrix of zeros and ones that maps p s to p asz . For an exact algorithm, we solve the inner minimization problem for all φ ∈ ∆(A), α az ∈ Conv(Λ t+1 ), ∀z ∈ Z, a ∈ A. The optimal objective is used for constructing the set Λ t , at each time step t.
