Absfracf-Permutation codes are special spherical cod? designed for the band-limited Gaussian channel. Here, we investigate their application to fading channels: we present a simple maximum likelihood decoding algorithm and compute expressions for the codeword error probability.
I. INTRODUCTION
Permutation modulation has been proposed by David Slepian in 1965 [3] . A Variant I permutation modulation is the set of codewords (signals) obtained by taking all permutations of an initial vector in the n-dimensional Euclidean space. A Variant I1 permutation modulation is the set of codewords obtained by taking all permutations and sign changes of the components of an initial vector in the n-dimensional Euclidean space. Good permutation modulations may be designed hy appropriately selecting the initial vector and may be very efficiently decoded in the AWGN channel by essentially applying a sorting algorithm to the received signal vector [3]. In the literature the performance of such modulations was analyzed for AWGN channels only, in this paper we study their performance over fast and slow fading channels.
This article is organized as follows: the next section recalls the basic notation of permutation modulations; Section I11 provides an efficient algorithm for mapping and demapping permutation codes; a description of the considered channel models is given in Section IV. In Section V the Maximum Likelihood @E) decoding algorithm for AWGN channel is recalled; in Sections VI and VII a m, decoding algorithm for fast fading channels and its analytical performance are derived. Moreover, in section VIII a Zero Forcing (ZF) suboptimal approach is considered.
Finally the performance of permutation modulations for slow fading channels are analyzed in section M. Examples of performance in terms of error probability are then given in section X, along with conclusive remarks.
BASIC DEFINITIONS
Let {PI;. . . , p k } be a set of distinct real numbers with 0 _< PI < pz < . . . < pk and let { m l , ..., mk} be a set of positive integers such that n = E:=, mj. 
where h L n -ml, if p1 = 0 and h = n. if p1 > 0. The Variant II code with k = 2, ml = n -1, m2 = 1 and p1 = 0 results in the well known biorthogonal modulation.
The Variant II code with k = 1, ml -n, p1 # 0 yields an n-bit PCM. In this case the points of S correspond to the 2" vertices of an n dimensional hypercube of edge length 2p1, centered at the origin.
It is clear that all codewords of both Variant I and n codes lie on a hypersphere of radius a centered at the origin, where ? = E:=, mj$.
MAPPING AND DEMAPPINO
Let us consider the permutation code S with parameters n, k with xo specified by p = [ P I , . 
A. Mapping
Given the codeword index q. corresponding to the binary vector b, the mapping function works sequentially in n steps, finding one by one the codeword components. In the first step the algorithm splits the ordered list in k contiguous subsets labeled Si, for j = 1, ... ,k, each one characterized by the first component of the codeword. That is, the snhset S j contains all codewords whose first component is p j , as shown in Figure 1 . The cardinality of the subset S j is that corresponds to the number of codewords of a permutation code with parameters n -1, k with multiplicity 
so, if q is in this range then the first element of the corresponding codeword is p j . Suppose.now that the subset S j contains the index q. then the first component of the codeword, X I = pj. is known. The next step proceeds by searching through the set S j and neglecting the first element of the codeword:;. In practice it focuses on the set of codewords corresponding to a permutation code with parameters n -1, k, p = C1,. . . ,pk] and multiplicities [ml,. . . ,mj -1,. . . ,mr], which is denoted by sj, in the figure. This repeats until. the last element of the codeword is found.
The pseudo code corresponding to the mapping function is given below: A similar mappinddemapping algorithm for permutation modulations has been proposed in [2]. However, because of (6), the algorithm proposed in this paper does not need the storage of the coefficients l S j l that would require an amount of memory exponential with k.
B. Demapping
The demapping algorithm finds the codeword index q given the codeword x. As well as for the mapping algorithm it proceeds in n steps through the elements of x. If the first element of the codeword is x1 = pj then the codeword x lies in the set S j and the index q is in the range defined by (7). The search then proceeds through the subset sj by reducing at each step the cardinality of the subset that contains the codeword x until the index q is found. The corresponding pseudo code of this algorithm is: (8) where S' is the "faded signal constellation" HS. We note that the complexity of the ML receiver greatly depends on the structure of the code S. In the worst case a total of M = (SI Euclidean distances must be computed. For large values of M this may be impractical, hence it is common to trade some of the performance for a reduced decoding complexity. Many classical forward error correcting codes have been selected for applications because they have simple decoding algorithms. In the case of AWGN channel an efficient decoding algorithm, recalled in the following It can be shown that the above algorithm is equivalent to solving the maximization problem (IO).
The complexity of these decoding algorithms is rather small if compared to the brute force exhaustive search. In particular, it is enough to perform a sorting algorithm on the n components of the received vector and to keep track of the final index permutation. This permutation uniquely identifies the ML decoded codeword and the corresponding information bit label may be easily recovered by the demapping algorithm. Sorting can be performed with a complexity of O(nlog(n)), whereas exhaustive decoding requires Mn multiplications and M ( n -1) additions.
The average codeword error probability with ML detec- 
for i = 0,. . . , M -1 where (y,x;) denotes the scalar product of the two vectors. Since llyll is independent of i the ML decoder may simply maximize the scalar product between the received vector and the codewords, i.e.
This maximization problem may be solved as follows. Given the received vector y. replace the smallest ml components by the values p1, replace the smallest m2 remaining components with p~, etc. Until all the components have been replaced.
In a fast fading channel the ML estimate 2 of the transmitted codew0rd.x can be found by computing where A Xi(z;) = ly; -h;z;l' = y," + htxf -2y;h;x; (14) is the contribution of the i-th component to the total metric.
In this paper we restrict OUT investigation to the case 
X;(z;) =
Since choosing x; = p1 gives no contribution to the total metric, the minimization of (13) is obtained by setting i; = pz for the indexes i that correspond to the mz smallest metrics X;(pz). For the remaining ml indexes we set j . ; = pl. In practice we find a permutation P that sorts the metrics & ( p z ) in non decreasing order, such that we set The decoding algorithm procedes as for Variant I1 using first the metrics (23) and the deciding on the signes using
The pseudo code of the decoding algorithm is given (21).
below:
Function 2 
end
The complexity of this algotithm is O(nlogn) (i.e the complexity of the sorting function).
VII. T H E CODEWORD ERROR PROBABILITY WITH PAST

FADING
We present here the closed form expression for the codeword error probability, for k = 2 and Variant I modulations. We consider an arbihiuy permutation of the initial vector xo represented by the vector xj = ~j ( x o ) = [XI,,, . . . ,x",j] and we denote by 71 the set of indexes i for which xi,, = p1 and by g2 the set of indexes i for which x;,j = pz. Moreover, in the following, we denote by ft(s) and Fc(s) the probability density function (pdf) and the cumulative density function (cdf) of the random variable E, respectively. We want to compute the average codeword error probability with respect to the channel, i.e., 
.
Pr(e) = E [Pr (e/h,xo)]
125)
h if the fading coefficients h; are mutually independent.
Proof: This lemma implies that it is possible to compute the word error probability by only assuming the initial vector xo is transmitted, similarly to the case of group codes for AWGN channel [4).
Let region 2 = (0 5 hl < h2 < . . . < h,,} be a subset of the positive orthant ( W ' ) " and S,, be the symmetric group of degree n and order I S, l = n!. We have
where u ( 2 ) = {0 5 ho(l) < h,,(21 < . ' . < h+)} is the region with vector components permuted by U . The error probability is then where we used the following facts: i) the composition of permutations u k o ?rj = ut runs through S, since 9 is a subgroup of S,,, ii) f(h) = n f ( h ; ) = f(uk(h)).
As shown in the previous sections, the ML detection algorithm makes decisions using the metrics X i = x;(p2). The codeword xj is successfully decoded if all the meuics associated with the indexes i E 32 (i.e where 2, = p2) are lower than the metrics with indexes z E 31 (i.e. where z; =PI). In other words if we define the error probability given that the codeword x, is transmitted and conditioned to h, is given by
Pr(elh,xi)=l-Pr(q<(lh,xj). (28)
From (28) and (U) we have where, due to the independence of fading,
(30)
Then we can write the codeword error probability by using (29) and the melrics cdf FA,,,,,, as where the equality derives from the mutual independence of the hi's. 
A few comments are appropriate here about the choice of the code parameters. We first note that Pr(e) is a decrezjing function of 07, hence it is convenient to minimize p. For fix@ m l , m2 the best choice is a = 0, which implies p1 = 0. For a given 01 and a given M = n!/(ml!mz!), the best choice for ml,m2 is when ml > m2. This fact implies that codes having codewords with higher peak to average power ratio perform better in fast fading. 
VIII. A ZERO FORCING DECODER FOR FAST FADING
IX. ERROR PROBABILITY FOR SLOW FADING CHANNEL
In the presence of slow fading channel the fading CD efficient h remains anstant within the codeword, that is y = hx + n where y; -N(hsi, Nola). The probability of error is then given by Pr(e) = 1 6'-he-hat ( z + h a ) " dhdz (41) where t ( z ) = i ( 1 + erf(r)) Figure 2 shows the performance of the Variant I permutation modulation with parameters n = 9, k = 2, m = [7, 2] and ( I = 0, for various channels. The solid lines are obtained by the exact computation of (37) in the ML fast fading case, and by numerical integration of (40) and (41) for the ZF fast fading and slow fading cases, respectively. The points superimposed to the solid lines have been obtained by simulation. The performance of the AWGN case is also shown. Notice that the ML algorithm for fast fading channel provides a non negligible gain with respect to the ZF approach even at very low signal-tw noise ratio. The performance for the slow fading channel is similar to the ZF fast fading case. We observe that permutation modulations exhibit a modulation diversity L = 2, since the minimum Hamming distance between any two codewords is 2, when they are obtained by any two component exchange [5]. With fast fading the full diversity can be exploited only if ML decoding is performed.
X. SIMULATION RESULTS
XI. CONCLUSIONS
In this paper we have presented some new results on permutation modulations for transmission over fading channels. In the case k = 2 we have devised an efficient ML decoder of Variant I and I1 permutation modulations in fast fading. An exact expression for the codeword error probability of Variant 1 permutation modulations for independent Rayleigh fading channels is given. A similar result is expected for Variant I1 permutation modulations.
Future work will concentrale on extending these results to permutation modulations with k > 2.
