Progressive Type-II censoring scheme has become quite popular for the last few years. One of the major drawbacks of the progressive censoring scheme is that the length of the experiment can be very large if the items are highly reliable. Because of that, recently Kundu and Joarder (Computational Statistics and Data Analysis, 50, 2509-2528 , 2006 introduced the Type-II progressively hybrid censored scheme and analyzed the data assuming that the lifetimes of the items are exponentially distributed. This article presents the analysis of the Type-II progressively hybrid censored data when the lifetime distributions of the items follow Weibull distributions. Maximum likelihood estimators and approximate maximum likelihood estimators are developed for estimating the unknown parameters. Asymptotic confidence intervals based on maximum likelihood estimators and approximate maximum likelihood estimators are proposed. Different methods have been compared using Monte Carlo simulations. One real data set has been analyzed for illustrative purposes.
Introduction
The Type-II progressive censoring scheme has become very popular recently. It can be described as follows. Consider n units in a study and suppose m < n is fixed before the experiment. Moreover, m other integers, R 1 , . . . , R m are also fixed before hand so that R 1 + . . . + R m + m = n. At the time of the first failure, say Y 1:m:n , R 1 of the remaining units are randomly removed. Similarly, at the time of the second failure, say Y 2:m:n , R 2 of the remaining units are randomly removed and so on. Finally, at the time of the m − th failure, say Y m:m:n , the rest of the R m units are removed. Extensive work has been done on this particular scheme during the last ten years. See for example the book by Balakrishnan and Aggarwala [3] and also the review article by Balakrishnan [2] for an exhaustive list of references on this particular topic.
Unfortunately the major problem about the Type-II progressive censoring scheme is that the time length of the experiment can be very large. Because of that problem, Kundu and Joarder [9] introduced a new censoring scheme named as Type-II progressively hybrid censoring scheme, which ensures that the length of the experiment can not exceed a prespecified time point T . The detailed description and the advantages of the Type-II progressively hybrid censoring can be obtained in Kundu and Joarder [9] , see also Childs, Chandrasekar and Balakrishnan [5] . In Kundu and Joarder [9] and also in Childs, Chandrasekar and Balakrishnan [5] , the authors assumed the lifetime distributions of the items to be exponential.
Since the exponential distribution has its limitations, in this article we consider the Type-II progressively hybrid censored lifetime data, when the lifetime follows two-parameter Weibull distribution. We provide the maximum likelihood estimators (MLEs) of the unknown parameters. It is observed that the MLEs can not be obtained in explicit forms.
They can be obtained by solving a non-linear equation and we propose a simple iterative scheme to solve the non-linear equation. We also suggest approximate maximum likelihood estimators (AMLEs), which have explicit expressions. It is not possible to compute the exact distributions of the MLEs, and we use the asymptotic distribution to construct confidence intervals. Monte Carlo simulations are used to compare different methods and one data analysis is performed for illustrative purposes.
The rest of the paper is organized as follows. In Section 2, we describe the model.
The MLEs and AMLE of the unknown parameter are provided in Section 3 and Section 4 respectively. Numerical results are presented in Section 5. One real data set has been analyzed in Section 6 and finally we conclude the paper in Section 7.
Model Description and Notations
Suppose the lifetime random variable Y has a Weibull distribution with the shape and scale parameters as α and λ respectively, i .e., the probability density function (PDF) of Y is;
where α > 0, λ > 0 are the natural parameter space. If the random variable Y has the density function (1), then X = ln Y has the extreme value distribution with PDF;
where µ = ln λ, σ = . The density function as described by (2) is known as the density function of an extreme value distribution with location and scale parameter as µ and σ respectively. Models (1) and (2) are equivalent models in the sense, the procedure developed under one model can be easily used for the other model. Although, they are equivalent models, sometimes it is easier to work with the model (2) than the model (1) , because in the model (2), the two parameters µ and σ appear as location and scale parameters. For µ = 0 and σ = 1, the model (2) is known as the standard extreme value distribution and it has the following PDF;
Now we describe the data available under the Type-II progressively hybrid censoring scheme.
Note that under this Type-II progressively hybrid censoring scheme, it is assumed that n The conventional Type-I progressive censoring scheme needs the pre-specification of R 1 , . . . , R m and also T 1 , . . . , T m , see Cohen [6, 7] for details. The choices of T 1 , . . . , T m are not trivial. For the conventional Type-II progressive censoring scheme the experimental time is unbounded. In our proposed censoring scheme, the choice of T depends how much maximum experimental time the experimenter can afford to continue. Moreover, the experimental time is bounded.
Maximum Likelihood Estimator
In this section we provide the maximum likelihood estimators of the unknown parameters.
Based on the observed data, the likelihood function for Case I is
(1+R i )(
and for Case II, it is
= e −n(
where
The logarithm of (6) and (7), can be written (without the constant terms) as
Case -I and Case-II respectively. It is assumed that d > 0, otherwise the MLEs do not exist.
Taking derivatives with respect to α and λ of (9) and equating them to zero we obtain;
Here
Case -I and Case-II respectively. Note that
and the MLE of α can be obtained by solving
We propose a simple iterative scheme to obtain the MLE of α from (13) . Start with an initial
) and proceeding in this way obtain
Stop the iterative procedure, when α (n+1) − α (n) < , some pre-assigned tolerance limit.
Once the MLE of α is obtained the MLE of λ can be easily obtained from (12) . Since the MLE's when they exist, are not in compact forms, we propose the following approximate MLE's and then have explicit expressions.
Approximate Maximum Likelihood Estimators
Let us use the following notations; x i:m:n = ln y i:m:n and S = ln T . Therefore, the likelihood equation of the observed data x i:m:n for Case-I is
Ignoring the constant term, we obtain the following log-likelihood from (15);
From (16) we obtain the following approximate MLE's of µ and σ (see Appendix -1),
, q i = 1 − p i and D i = 1 + R i for i = 1, . . . , m. Now, for Case-II, ignoring the constant term, we obtain the log-likelihood as
In this case the approximate MLE's are (see Appendix -2),
where But these results can be used for any other α also.
Before progressing further, first we describe how we generate Type-II progressively hybrid censored data for a given set n, m, R 1 , . . . , R m and T . We use the following transformation for exponential distribution suggested in Balakrishnan and Aggarwala [3] .
. . .
It is known that if E i 's are i.i.d standard exponential, then the spacings Z i 's are also i.i.d
standard exponential random variables. From (20) it follows that
Using (21) We consider different n, m and T . We have used two different sampling schemes, namely: From Table 1 -4, the following observations are made for MLE and from Table 5 Now we compare different confidence intervals in terms of their average lengths and coverage probabilities. In general it is observed that both the methods work well even for small n and m. For both the methods, it is observed that the average confidence lengths decrease as n increases for fixed m or the other way. For both MLE and AMLE methods, scheme 1 and scheme 2 behave very similarly although the confidence intervals for scheme 1 are usually slightly shorter than scheme 2.
Data Analysis
Kundu and Joarder [9] analyzed the following two data sets using exponential distributions. They were obtained from Lawless [11] . They are presented below. respectively. In both the cases it is clear that if we want to test H 0 : α = 1, then it will be rejected. Therefore, it implies that Weibull distribution should be used rather than exponential distribution, in this case.
Conclusions
In this paper we discuss the the Type-II progressively hybrid censored data for the two parameters Weibull distribution. It is observed that the maximum likelihood estimator of the shape parameter can be obtained by using an iterative procedure. The proposed approximate maximum likelihood estimators of the shape and scale parameters can be obtained in explicit forms. Although we could not construct the exact confidence intervals but it is observed that the asymptotic confidence intervals work reasonably well at least for MLEs. Although we have used the frequentest approach but Bayes estimates and credible intervals also can be obtained under suitable priors along the same line as Kundu [10] . Work is in progress and it will be reported elsewhere.
Appendix -1
For case-I, taking derivatives with respect to µ and σ of L(µ, σ) defined in (16), gives
Clearly, (22) and (23) 
, q i = 1 − p i for i = 1, . . . , m, similar as Balakrishnan and Varadan [4] , see for reasoning David [8] or Arnold and Balakrishnan [1] . Otherwise, the necessary procedures for obtaining µ i , i = 1, . . . , m, were made available by Mann [12] and Thomas and Wilson [14] .
Using the approximation (24) and (25) in (22) and (23), we obtain
and
The above two equations (26) and (27) can be written as
The solution to the preceding equations yields the approximate
Here we consider only positive root of σ. It is easily seen that these approximate estimators are equivalent but not unbiased. Unfortunately, it is not possible to compute the exact bias ofμ andσ theoretically because of intractability encountered in finding the expectation of √ B 2 − 4AC.
Appendix -2
For case-II, taking derivatives with respect to µ and σ of L(µ, σ) defined in (18), gives (similarly as Case-I)
The above two equations (36) and (37) can be written as
The solution to the preceding equations yields the approximate MLE's arê
Here we consider only positive root of σ. It is easily seen that these approximate estimators are equivalent but not unbiased. Unfortunately, it is not possible to compute the exact bias ofμ andσ theoretically because of intractability encountered in finding the expectation of 
