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Abstract
We introduce the notion of δ-invariant for curvature-like tensor fields and establish optimal general inequalities
in case the curvature-like tensor field satisfies some algebraic Gauss equation. We then study the situation when
the equality case of one of the inequalities is satisfied and prove a dimension and decomposition theorem. In the
second part of the paper, we apply these results to definite centroaffine hypersurfaces in Rn+1. The inequality is
specified into an inequality involving the affine δ-invariants and the Tchebychev vector field. We show that if a
centroaffine hypersurface satisfies the equality case of one of the inequalities, then it is a proper affine hypersphere.
Furthermore, we prove that if a positive definite centroaffine hypersurface in Rn+1, n  3, satisfies the equality
case of one of the inequalities, it is foliated by ellipsoids. And if a negative definite centroaffine hypersurface
satisfies the equality case of one of the inequalities, then it is foliated by two-sheeted hyperboloids. Some further
applications of the inequalities are also provided in this article.
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A hypersurface f :M → Rn+1 is called centroaffine if the position vector of f is always transversal to
f∗(TM) in Rn+1. If f (M) is centroaffine, then for any vector fields X,Y tangent to M , one can decom-
pose DXf∗(Y ) into its tangential and transverse components, where D is the canonical flat connection
on Rn+1. This is written as DXf∗(Y ) = f∗(∇XY )+ h(X,Y )ξ , where the affine normal ξ is given by −f
and h is a symmetric tensor of type (0,2). In recent years, quite some authors have studied centroaffine
hypersurfaces, see for instance [4,5,7–9,11,14–16,19].
As usual, we will assume that h is non-degenerate. Then h is called the centroaffine metric of M . Let ∇̂
denote Levi-Civita connection of (M,h) and K be the difference tensor ∇ −∇̂ on M . By taking the trace
of K , one obtains a so-called Tchebychev form T (X) := (1/n) trace{Y → K(X,Y )}. The Tchebychev
vector field T # can then be defined by h(T #,X) = T (X). The Tchebychev form and vector field play
an important role in affine differential geometry, see for instance [13], and in particular in centroaffine
geometry. For a centroaffine hypersurface the vanishing of T implies that the hypersurface, considered
as a hypersurface of the equiaffine space, is a proper affine sphere, centered at the origin. A survey of
global properties of affine spheres can be found in [10]. An interesting local result on affine spheres is
given in [18].
In this article, we assume that h is definite. In case that h is negative definite, we shall replace ξ = −f
by ξ = f for the affine normal. In this way, the symmetric (0,2)-tensor h is always positive definite and
therefore always defines a Riemannian metric on M .
In Section 2 we recall the basic facts about centroaffine hypersurfaces in Rn+1. In Section 3 we
introduce the notion δ-invariant for curvature-like tensor fields. If the curvature-like tensor satisfies an al-
gebraic Gauss equation involving a vector-bundle-valued symmetric 2-form, then we prove some general
inequalities and show some properties of the 2-form if the equality is satisfied in one of the inequal-
ities. In Section 4 we assume that the vector bundle is the tangent bundle and prove a dimension and
decomposition theorem.
In Section 5 we apply these results to definite centroaffine hypersurfaces M in Rn+1 and obtain general
inequalities involving the Tchebychev vector field T #. In particular we obtain that if a centroaffine hy-
persurface satisfies the equality case of one of the inequalities, then the Tchebychev vector field vanishes
identically. Thus, M is a proper affine hypersphere centered at the origin. Further we show that if a defi-
nite centroaffine hypersurfaces in Rn+1, n 3, satisfies the equality case of one of the inequalities, then
we have dim(ImK) < n. In the last section, we prove that if a positive definite centroaffine hypersurface
in Rn+1, n 3, satisfies the equality case of one of the inequalities, then it is foliated by ellipsoids. Sim-
ilarly, if a negative definite centroaffine hypersurface satisfies the equality case of one of the inequalities,
then it is foliated by two-sheeted hyperboloids. Several further applications of the inequalities are also
provided in this article.
2. Preliminaries on centroaffine hypersurfaces
We recall some basic facts about centroaffine hypersurfaces. For the details, see [12] or [17, Chapter 6].
Let M be an n-dimensional C∞-manifold and let f :M → Rn+1 be a non-degenerate hypersurface
whose position vector field is nowhere tangent to M . Then f can be regarded as a transversal field
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normalization a centroaffine hypersurface.
The centroaffine structure equations are given by
(2.1)DXf∗(Y ) = f∗(∇XY ) + h(X,Y )ξ,
(2.2)DXξ = −f∗(X),
where D denotes the canonical flat connection of Rn+1, ∇ is a torsion-free connection on M , called
the induced centroaffine connection, and h is a non-degenerate symmetric (0,2)-tensor field, called the
centroaffine metric. The corresponding equations of Gauss and Codazzi are given by
(2.3)R(X,Y )Z = h(Y,Z)X − h(X,Z)Y,
(2.4)(∇Xh)(Y,Z) = (∇Yh)(X,Z).
The totally symmetric (0,3)-tensor field C(X,Y,Z) = (∇Xh)(Y,Z) is called the cubic form.
From now on we assume that the centroaffine hypersurface is definite, i.e., h is definite. In case that
h is negative definite, we shall replace ξ = −f by ξ = f for the affine normal. In this way, the second
fundamental form h is always positive definite. In both cases, (2.1) and (2.4) hold. Eqs. (2.2) and (2.3)
change sign. In case ξ = −f , we call M positive definite; in case ξ = f , we call M negative definite.
Denote by ∇̂ the Levi-Civita connection of h and by R̂ and κˆ the curvature tensor and the normalized
scalar curvature of h, respectively. The difference tensor K is then defined by
(2.5)KXY = K(X,Y ) = ∇XY − ∇̂XY,
which is a symmetric (1,2)-tensor field. The difference tensor K and the cubic form C are related by
(2.6)C(X,Y,Z) = −2h(KXY,Z).
Thus, for each X, KX is self-adjoint with respect to h.
The Tchebychev form T and the Tchebychev vector field T # of M are defined by
(2.7)T (X) = 1
n
traceKX,
(2.8)h(T #,X) = T (X).
If T = 0 and if we consider M as a hypersurface of the equiaffine space, then M is a so-called proper
affine hypersphere centered at the origin, in the sense of [10,12]. If the difference tensor K vanishes, then
M is a quadric, centered at the origin, in particular an ellipsoid if M is positive definite and a two-sheeted
hyperboloid if M is negative definite.
It is well known in centroaffine geometry that
(2.9)h(KXY,Z) = h(Y,KXZ),
(2.10)R̂(X,Y )Z = KYKXZ −KXKYZ + ε
(
h(Y,Z)X − h(X,Z)Y ),
(2.11)(∇̂K)(X,Y,Z) = (∇̂K)(Y,Z,X) = (∇̂K)(Z,X,Y ),
where ε = 1 or −1 according to M being positive definite or negative definite.
We finish these preliminaries with some general statements.
Let E be a distribution on a Riemannian manifold (M,g) with Levi-Civita connection ∇ and E⊥ be
the orthogonal complementary distribution of E in the tangent bundle TM of M . The distribution E is
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autoparallel if ∇XY ∈ E for all X,Y ∈ E. Moreover, E is called totally umbilical if there exists a vector
field in E⊥ such that g(∇XY,Z) = g(X,Y )g(H,Z) for all X,Y ∈ E and Z ∈ E⊥; in this case, H is
called the mean curvature normal of the distribution E. The distribution E is called spherical if it is
totally umbilical and its mean curvature normal satisfies g(∇XH,Z) = 0 for all X ∈ E and Z ∈ E⊥.
3. δ-invariants
Let (M,g) be any Riemannian n-manifold and let T be a curvature-like (0,4)-tensor field on M . Then
we can talk about the sectional curvature T (π) associated with a 2-plane section π ⊂ TpM, p ∈ M .
Further, let L be a linear subspace of TpM of dimension r  2 and {e1, . . . , er} an orthonormal basis
of L. We define the scalar curvature τ(L) of the r-plane section L by
(3.1)τ(L) =
∑
α<β
T (eα ∧ eβ), 1 α,β  r.
For an integer k  0 denote by S(n, k) the finite set consisting of unordered k-tuples (n1, . . . , nk) of
integers  2 satisfying n1 < n and n1 + · · · + nk  n. Denote by S(n) the set of unordered k-tuples with
k  0 for a fixed n.
For each (n1, . . . , nk) ∈ S(n) we define the δ-invariant δ(n1, . . . , nk) by
(3.2)δ(n1, . . . , nk)(p) = τ(p) − inf
{
τ(L1) + · · · + τ(Lk)
}
,
where L1, . . . ,Lk run over all k mutually orthogonal subspaces of TpM such that dimLj = nj , j =
1, . . . , k.
Remark 1. If the tensor T can be written as
(3.3)T (X,Y,Z,W) = T1(X,Y,Z,W)+ c
(
g(Y,Z)g(X,W)− g(X,Z)g(Y,W)),
then T1 is also curvature-like and it is easily computed that for each k-tuple (n1, . . . , nk) ∈ S(n), we have
(3.4)δ(n1, . . . , nk) = δ1(n1, . . . , nk)+ 12cn(n − 1) −
1
2
c
k∑
j=1
nj (nj − 1),
where δ1 is the δ-invariant of T1.
Let (M,g) be any n-dimensional Riemannian manifold and (B,g) any Riemannian vector bundle over
M . Let µ be a B-valued symmetric (1,2)-tensor field. If T is a (0,4)-tensor field on M such that
(3.5)T (X,Y,Z,W) = g(µ(Y,Z),µ(X,W))− g(µ(X,Z),µ(Y,W))
for all tangent vector fields X,Y,Z,W , then obviously T is curvature-like. Eq. (3.5) is said to be an
algebraic Gauss equation.
Typical examples of settings in which (3.5) occurs is for a submanifold of Euclidean space, B being
the normal bundle, µ the second fundamental form, T the curvature tensor. For such submanifolds in
[1–3] an optimal inequality involving the δ-invariant was established. The proof can be immediately
generalized to prove the following general inequality.
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(3.6)δ(n1, . . . , nk)
n2(n+ k − 1 −∑kj=1 nj )
2(n+ k −∑kj=1 nj ) g(traceµ, traceµ),
where traceµ =∑ni=1 µ(ei, ei).
The equality case of inequality (3.6) holds at a point p ∈ M if and only if, there exists an orthonormal
basis {e1, . . . , en} at p such that with respect this basis every linear map µξ, ξ ∈ Bp of the tangent space
TpM , defined by g(µξX,Y ) = g(µ(X,Y ), ξ) for all X,Y ∈ TpM takes the following form:
(3.7)µξ =

A
ξ
1 0
. . .
A
ξ
k
0 ηξ I
 ,
where I is an identity submatrix and {Aξj }kj=1 are symmetric nj × nj submatrices satisfying
(3.8)trace(Aξ1) = · · · = trace(Aξk) = ηξ
for some ηξ .
Situations in which such T and α satisfying an algebraic Gauss equation exist are, using also Remark 1,
• submanifolds of real spaces of constant curvature c; in this case
T (X,Y,Z,W) = R(X,Y,Z,W)− c{g(Y,Z)g(X,W)− g(X,Z)g(Y,W)}
and µ is the second fundamental form,
• totally real submanifolds of complex spaces of constant holomorphic sectional curvature 4c; T and
µ are as in the previous case,
• positive definite centroaffine hypersurfaces; µ = K and
T (X,Y,Z,W) = −R̂(X,Y,Z,W)+ ε{h(Y,Z)h(X,W)− h(X,Z)h(Y,W)}.
In this paper we will only study the last case more in detail.
For any k-tuple (n1, . . . , nk) ∈ S(n), we put
(3.9)∆1 = {1, . . . , n1}, . . . , ∆k = {n1 + · · · + nk−1 + 1, . . . , n1 + · · · + nk}.
If the equality sign of (3.6) holds for some k-tuple (n1, . . . , nk) ∈ S(n), then there exists an orthonor-
mal basis {e1, . . . , en} of TpM such that, with respect to this basis, each linear map µξ takes the form
of (3.7), (3.8). With respect to the orthonormal basis {e1, . . . , en} so chosen, we put
(3.10)Lj = Span{eα: α ∈ ∆j }.
Also, let Lk+1 be the linear subspace of TpM spanned by eσk+1, . . . , en.
Now suppose that the vector bundle B is the tangent bundle TM of M . If g(µ(X,Y ),Z) is totally
symmetric, then we have that µ Y = µ(X,Y ), so every µ is a symmetric endomorphism of the tangentX X
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(3.11)T (X,Y ) = [µX,µY ],
where T (X,Y ) is the endomorphism of the tangent space defined by g(T (X,Y )Z,W) = T (X,Y,Z,W).
In this case we can say more about the case when equality holds in (3.6).
Lemma 1. Let (M,g) be a Riemannian n-manifold, T a curvature-like (0,4)-tensor field and µ a sym-
metric (1,2)-tensor field satisfying (3.5). Suppose that g(µ(X,Y ),Z) is totally symmetric. If equality
holds in (3.6) for some (n1, . . . , nk) ∈ S(n) at a point p ∈ M , then there exists an orthonormal basis
{e1, . . . , en} of TpM such that µ satisfies
(3.12)µLiLi ⊂ Li, µLiLj = {0},
(3.13)µXeσk+1 = · · · = µXen = 0, X ∈ TpM,
(3.14)
∑
α∈∆j
µeαeα = 0,
for 1 i 	= j  k, where σk = n1 + · · · + nk .
Proof. From (3.7) follows that µXLj ⊂ Lj for all X. Hence the first statement of (3.12) is obvious.
Next we take 1  i 	= j  k + 1 and observe that µLiLj ⊂ Lj and µLjLi ⊂ Li , therefore µLiLj = 0.
Eqs. (3.13) and (3.14) now follow from (3.8). 
Lemma 1 immediately implies the following theorem.
Theorem 2. Let (M,g) be a Riemannian n-manifold, T a curvature-like (0,4)-tensor field and µ a
symmetric (1,2)-tensor field satisfying (3.5). Suppose that g(µ(X,Y ),Z) is totally symmetric. If the
equality case of (3.6) is satisfied at a point p for some k-tuple (n1, . . . , nk) ∈ S(n), then traceµ = 0 at p.
From Theorems 1 and 2 we immediately have the following corollary, which we need for later use.
Corollary 1. Let (M,g) be a Riemannian n-manifold, T a curvature-like (0,4)-tensor field and µ a
symmetric (1,2)-tensor field satisfying (3.5). Suppose that g(µ(X,Y ),Z) is totally symmetric. If the
equality case of (3.6) is satisfied at a point p for some k-tuple (n1, . . . , nk) ∈ S(n), then also the equality
case of (3.6) associated with the -tuple (m1, . . . ,m) is satisfied, where
m1 =
k1∑
j=1
nj , m2 =
k1+k2∑
j=k1+1
nj , . . . , m =
k∑
j=k1+···+k−1+1
nj .
4. A dimension and decomposition theorem
In this section we always assume that (M,g) is a Riemannian n-manifold, T is a curvature-like (0,4)-
tensor field and µ a symmetric (1,2)-tensor field satisfying (3.5). We also suppose that
(4.1)g(µ(X,Y ),Z)= g(Y,µ(X,Z))
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(4.2)(∇Xµ)(Y,Z) = (∇Yµ)(X,Z)
for all X,Y,Z, where ∇ is the Levi-Civita connection of M , i.e., µ is a totally symmetric Codazzi tensor.
First we put
(4.3)Imµ(p) = Span{µ(X,Y ): X,Y ∈ TpM},
(4.4)Np =
{
Z ∈ TpM: µ(X,Z) = 0, ∀X ∈ TpM
}
.
Lemma 2. We have(
Imµ(p)
)⊥ =Np,
where (Imµ(p))⊥ is the orthogonal complementary subspace of Imµ(p) in TpM .
Proof. Follows from
X ∈ (Imµ(p))⊥ ⇐⇒ g(X,µYZ) = 0, ∀Y,Z ∈ TpM
⇐⇒ g(µYX,Z) = 0, ∀Y,Z ∈ TpM
⇐⇒ µ(X,Y ) = 0, ∀Y ∈ TpM
⇐⇒ X ∈Np. 
From now on we assume that the equality is achieved in (3.6) identically for some k-tuple
(n1, . . . , nk) ∈ S(n). So, we may define Dj , j = 1, . . . , k, to be the distributions given by Lj =
Span{eα: α ∈ ∆j }.
The purpose of this section is to investigate what happens if dim(Imµ) = n, which implies that σk = n,
by Lemmas 1 and 2. So from now on we assume that dim(Imµ) = n at every point.
Lemma 3. We have
(4.5)µX(Di) ⊂Di , ∀X ∈ TM,
(4.6)
∑
α∈∆j
µeαeα = 0
for 1 i 	= j  k. Moreover, the distributions D1, . . . ,Dk are completely integrable and their leaves are
minimal submanifolds of (M,g).
Proof. By Lemma 1, we have (4.5) and (4.6). We claim that ∇YjXi ∈Di ⊕Dj for any vector fields Xi
in Di and Yj in Dj , 1 i 	= j  k. This can be seen as follows:
Since n1 + · · · + nk = n, we get k  2 from the definition of S(n). If k = 2, there is nothing to prove.
So, we assume k  3. For any three distinct integers i, j,  ∈ {1, . . . , k}, (4.2) and (4.5) imply that
(4.7)µ(X, [Y,Z])= µ(Y,∇ZX) −µ(Z,∇YX)
for X,Y and Z belong to Di ,Dj and D, respectively.
Using (4.3), we know that µ(Z,∇YX),µ(Y,∇ZX) and µ([Y,Z],X) belong toD,Dj andDi , respec-
tively. Hence, we obtain µ(Z,∇YX) = 0. Thus, by applying dim(ImK) = n, (4.5), and Lemma 2, we
obtain the claim.
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(4.8)µ([X,Y ],Z)= µ(X,∇YZ) −µ(Y,∇XZ)
for vector fields X,Y in Di and Z in Dj with j 	= i,
On the other hand, from (4.5) we know that µ(X,∇YZ)−µ(Y,∇XZ) belongs to Di and µ([X,Y ],Z)
belongs toDj . Hence, µ([Di ,Di],Dj ) = {0} for 1 i 	= j  k. Thus, by using dim(ImK) = n and (4.5),
we obtain [Di ,Di] ⊂Di which implies that Di is a completely integrable distribution.
Finally, we prove that leaves of each Di are minimal submanifolds of (M,g). This can be seen as
follows. Assume {e1, . . . , en} is a local h-orthonormal frame of M such that eαi belongs to Di for each
αi ∈ ∆i .
We put µ(X,Y ) =∑nt=1 µt(X,Y )et . For any vector fields X,Y in Di and Z in Dj with j 	= i, we
obtain from (4.1) and (4.5) that
n∑
t=1
(
Zµt(X,Y )
)
et +
n∑
t=1
µt(X,Y )∇Zet − µ(∇ZX,Y )−µ(X,∇ZY )
(4.9)= −µ(∇XZ,Y )− µ(Z,∇XY ).
From (4.5) we know that the first sum in the above formula belongs to Di . Thus, using (4.1) and (4.5)
we find
(4.10)−
n∑
t=1
µt(X,Y )g(∇Zet , eα) = g
(
µ(Z,∇XY ), eα
)= g(∇XY,µ(Z, eα))
for any α ∈ ∆j with j 	= i.
On the other hand, we have
(4.11)−
n∑
t=1
µt(X,Y )g(∇Zet , eα) = g
(
µ(X,Y ),∇Zeα
)
.
Thus, by combining (4.10) and (4.11), we get
(4.12)g(∇XY,µ(Z, eα))= g(∇Zeα,µ(X,Y )).
Hence, by (4.6), we obtain
(4.13)g(Nj,µ(X,Y ))= ∑
α∈∆j
g
(∇XY,µ(eα, eα))= 0
for any X,Y in Di with i 	= j , where Nj =∑α∈∆j ∇eαeα .
Eqs. (4.5), (4.13) and the condition dim(ImK) = n imply that Nj is in Dj which shows that leaves of
Dj are minimal submanifolds of (M,g). This completes the proof of Lemma 3.
Let us put
(4.14)µγαβ := g
(
µ(eα, eβ), eγ
)
.
From (4.1) we have µγαβ = µβαγ = µαβγ .
By Lemma 3, we get µ(D1,D1) =D1. Thus, for any α,β, δ ∈ ∆1 and any Z ∈D⊥1 , we find
g
(
(∇µ)(e , e , e ),Z)= g(∇ µ(e , e ),Z)= −g(µ(e , e ),∇ Z)α β δ eα β δ β δ eα
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∑
γ∈∆1
µ
γ
βδg(eγ ,∇eαZ) =
∑
γ∈∆1
µ
γ
βδg(∇eαeγ ,Z).
Combining this with (2.11) yields
(4.15)
∑
γ∈∆1
µ
γ
αδg(∇eβ eγ ,Z) =
∑
γ∈∆1
µ
γ
βδg(∇eαeγ ,Z)
for α,β, δ ∈ ∆1 and Z in D⊥1 . 
Theorem 3. Let (M,g) be a Riemannian n-manifold, T is a curvature-like (0,4)-tensor field and µ
a symmetric (1,2)-tensor field satisfying the algebraic Gauss equation (3.5) and the total symmetry
conditions (4.1) and (4.2). If dim(Imµ) = n, then the leaves of the integrable distributions Di are totally
geodesic submanifolds of M .
Proof. We prove the lemma for D1. For a vector field Z ∈D⊥1 we put σZ(X,Y ) := g(∇XY,Z) for vector
fields X,Y inD1. Then σZ defines a symmetric (0,2)-tensor which is essentially the second fundamental
form (in the normal direction Z) of the leaves of D1 in M . Suppose that D1 is not autoparallel, then there
exists a vector field Z ∈D⊥1 such that σZ 	= 0.
Case (1): σZ has only one eigenvalue. We know from Lemma 3 that every leaf of D1 is minimal in M .
Thus the unique eigenvalue of σZ vanishes, which contradicts σZ 	= 0.
Case (2): σZ has at least two eigenvalues. In this case, we may choose an orthonormal basis
{e1, . . . , en1} of D1 which diagonalizes σZ so that
(4.16)σZ(eα, eβ) = µαδαβ, α,β ∈ ∆1
for some µ1, . . . ,µn1 . From (4.15) and (4.16) we find
(4.17)µδαβ(µα − µβ) = 0, α,β, δ ∈ ∆1,
which implies that
(4.18)µδαβ = 0, ∀δ ∈ ∆1, whenever µα 	= µβ.
If the multiplicity of an eigenvalue, say µ1, of σZ is one, then (4.18) gives
(4.19)µ1βδ = 0, β, δ ∈ ∆1; β 	= 1.
On the other hand, from Theorem 2, we also have
∑n1
j=1 µ
1
jj = 0. Therefore, by combining this with
(4.19) and Lemma 3, we obtain µe1 = 0 which contradicts to the assumption: dim(Imµ) = n. Hence,
we know that each eigenvalue of σZ has multiplicity at least two. Let us assume that ζ1, . . . , ζ are
the distinct eigenvalues of σZ with multiplicities m1, . . . ,m. Let E1, . . . ,E denote the corresponding
eigenspace distributions.
From (4.18), we discover that µX(Ej ) ⊂ Ej for j = 1, . . . , , and X in D1. Consequently, it follows
from Theorem 1 that M satisfies the equality case of (3.6) associated with (m1, . . . ,m, n2, . . . , nk) ∈
S(n) as well.
We can now apply the same reasoning on each of the E1, . . . ,E. However, for each Ei , by assumption,
σZ has only one eigenvalue, which has to vanish as in case 1. Hence σZ vanishes on D1, which is again
a contradiction. 
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M1 × · · · × Mk , where Mi denotes the leaf of the integrable distribution Di for each i.
Proof. From Theorem 3 and Corollary 1, we also know that
⊕
j∈F Dj is also autoparallel for each proper
subset F of {1, . . . , k}. Hence, we may apply the de Rham decomposition theorem to conclude that M is
locally the Riemannian product M1 × · · · ×Mk . 
5. A general inequality for centroaffine hypersurfaces
The main purpose of this section is to specify and extend the previous results for centroaffine hyper-
surfaces. As mentioned before, then µ = K and
T (X,Y,Z,W) = −R̂(X,Y,Z,W)+ ε(h(Y,Z)h(X,W)− h(X,Z)h(Y,W)).
Since we prefer to formulate everything in terms of the curvature tensor R̂, we propose the following
definition for the affine δ-invariant:
(5.1)δ#(n1, . . . , nk)(p) = τˆ (p) − sup
{
τˆ (L1) + · · · + τˆ (Lk)
}
,
where L1, . . . ,Lk run over all k mutually h-orthogonal subspaces of TpM such that dimLj = nj , j =
1, . . . , k. Then Theorems 1 and 2 immediately imply the following theorem.
Theorem 4. Let M be a definite centroaffine hypersurface in Rn+1. Then, for each k-tuple (n1, . . . , nk) ∈
S(n), we have
(5.2)δ#( n1, . . . , nk) 12n(n− 1)ε −
1
2
k∑
j=1
nj (nj − 1)ε −
n2(n + k − 1 −∑kj=1 nj )
2(n + k −∑kj=1 nj ) h(T #, T #),
where ε = 1 or −1, according to M is positive definite or negative definite.
The equality case of inequality (5.2) holds at a point p ∈ M if and only if T # = 0 at p and there exists
an orthonormal basis {e1, . . . , en} at p such that with respect this basis every linear map KX, X ∈ TpM ,
takes the following form:
(5.3)KX =

AX1 0
. . .
AXk
0 0
 ,
where {AXj }kj=1 are symmetric nj × nj submatrices satisfying
(5.4)trace(AX1 ) = · · · = trace(AXk ) = 0.
Two immediate consequences of Theorem 4 are the following.
Corollary 3. Let M be a Riemannian n-manifold. If there is a k-tuple (n1, . . . , nk) in S(n) such that
(5.5)δ#(n1, . . . , nk) < 12n(n− 1) −
1
2
k∑
nj (nj − 1)j=1
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if there is a k-tuple (n1, . . . , nk) such that δ#(n1, . . . , nk)  0 at some point in M , then M cannot be
realized as an elliptic proper affine hypersphere in Rn+1.
Corollary 4. Let M be a Riemannian n-manifold. If there is a k-tuple (n1, . . . , nk) in S(n) such that
(5.6)δ#(n1, . . . , nk) < 12
k∑
j=1
nj (nj − 1)− 12n(n− 1)
at some point, then M cannot be realized as a hyperbolic proper affine hypersphere in Rn+1.
Recall that a hyperovaloid in Rn+1 is a compact strictly convex hypersurface embedded in Rn+1. The
inequalities in (5.2) give rise to some global centroaffine curvature invariants for hyperovaloids. They
also provide simple characterizations of hyperellipsoids in terms of these global invariants.
Corollary 5. Consider a centroaffine hyperovaloid f :M → Rn+1, n 3, with normalization as in (2.1)
with ξ = −f . Then, for any (n1, . . . , nk) ∈ S(n), we have∫
M
(
δ#(n1, . . . , nk) +
n2(n+ k − 1 −∑kj=1 nj )
2(n+ k −∑kj=1 nj ) h(T #, T #)
)
ω(h)
(5.7) 1
2
(
n(n − 1) −
k∑
j=1
nj (nj − 1)
)
vol(M,h),
where ω(h) is the volume form and vol(M,h) is the volume of (M,h).
The equality sign of (5.7) holds if and only if M is a hyperellipsoid centered at the origin.
Proof. Inequality (5.7) is an immediate consequence of (5.2) in Theorem 4. If the equality case of (5.7)
holds, then Theorem 4 implies that M is a proper affine hypersphere. Hence, by applying a theorem of
Blaschke and Deicke (see, for instance, [10, Theorem 2.4.7] or [12, p. 124]), we conclude that M is a
hyperellipsoid centered at the origin.
The converse is easy to see. 
Remark 2. For each k-tuple (n1, . . . , nk) in S(n), the inequality (5.2) is sharp. For instance, for each
k-tuple (n1, . . . , nk), any ellipsoid in Rn+1 centered at the origin satisfies K = 0 identically. Hence, it
satisfies the equality case of the inequality (5.2) trivially.
Remark 3. For any k-tuple (n1, n2, . . . , nk) ∈ S(n), there also exist many definite centroaffine hypersur-
faces in Rn+1 with nontrivial K which satisfy the equality case of the inequality (5.2) identically for the
k-tuple (n1, n2, . . . , nk).
Example 1. Let φ1 :Mn1 → Rn1+1 × {0} and φ2 :Mn2 → {0} × Rn2+1 be two elliptic affine hyperspheres
centered at the origin. We put n = n1 + n2 + 1 and consider the immersion:
φ+ :M = M1 × M2 × R → Rn+1
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(5.8)φ+(u1, u2, t) = (cos t)φ1(u1)+ (sin t)φ2(u2), u1 ∈ M1, u2 ∈ M2, t ∈ R.
Then a straightforward long computation shows that φ+ is again an elliptic affine hypersphere, centered
at the origin, and that the linear map KX,X ∈ TM , of φ+ satisfies
(5.9)KX1 =
K1X1 0 00 0 0
0 0 0
 , KX2 =
0 0 00 K2X2 0
0 0 0
 , KV = 0
for X1,X2,V tangent to M1,M2,R, respectively, where K1X1 and K
2
X2
denote the corresponding linear
maps of φ1 and φ2, respectively, which satisfy trace(K1X1) = trace(K2X2) = 0. Therefore, the immersion
φ+ gives rise to a positive definite centroaffine hypersurface in Rn+1 which satisfies the equality case of
the inequality (5.2) for the 2-tuple (n1, n2) ∈ S(n) identically.
In particular, if we choose φ2 to be an ellipsoid centered at the origin, then K2 = 0. Hence, the immer-
sion φ+ also satisfies the inequality (5.2) for the 1-tuple (n1) ∈ S(n) identically. This example generalizes
an example in [15].
More general, we can use the same procedure again many times and construct in this way a positive
definite centroaffine hypersurface in Rn+1 which satisfies the equality case of the inequality (5.2) for any
k-tuple (n1, n2, . . . , nk) ∈ S(n) identically, at least if n − (n1 + n2 + · · · + nk) k − 1.
Remark 4. Similarly, if we choose φ1 to be a hyperbolic affine hypersphere centered at the origin, and
φ2 an elliptic affine hypersphere centered at the origin, then the corresponding immersion defined by
(5.10)φ−(u1, u2, t) = (cosh t)φ1(u1)+ (sinh t)φ2(u2), u1 ∈ M1, u2 ∈ M2, t ∈ R
gives rise to a negative definite centroaffine hypersurface in Rn+1 which satisfies the equality case of the
inequality (5.2) for the 2-tuple (n1, n2) ∈ S(n). This example generalizes an example in [16].
Also here we can use the same procedure again many times and construct in this way a negative
definite centroaffine hypersurface in Rn+1 which satisfies the equality case of the inequality (5.2) for any
k-tuple (n1, n2, . . . , nk) ∈ S(n) identically, at least if n − (n1 + n2 + · · · + nk) k − 1.
Remark 5. The previous examples can be considered as Calabi type compositions of affine spheres in
the sense of [6].
For the previous examples we notice that always dim(ImK) < n. The following theorem shows that
this is always the case.
Theorem 5. If M is a definite centroaffine hypersurface in Rn+1, n 3, which satisfies the equality case
of one of the inequalities in (5.2), then we have dim(ImK) < n.
Proof. Assume that dim(ImK) = n. Then by Corollary 2 we know that M is locally the Riemannian
product M1 × · · · ×Mk , where each Mj is a leaf of Dj . From (2.10) and (3.12) it then follows that
0 = R̂(X,Y )Y = εh(Y,Y )X
for X ∈Di , Y ∈Dj and i 	= j , which is a contradiction. 
B.-Y. Chen et al. / Differential Geometry and its Applications 22 (2005) 341–354 3536. Classification theorems
Let M be a definite centroaffine hypersurface in Rn+1, n 3, which satisfies the equality case of (5.2)
identically for some k-tuple (n1, . . . , nk) ∈ S(n). Then Theorem 5 implies that n > dim(ImK) at each
point p ∈ M . Hence, the subspace
(6.1)N (p) = {X ∈ TpM: K(X,Y ) = 0, ∀Y ∈ TpM}
is of positive dimension for each p ∈ M .
Theorem 6. Let M be a positive definite centroaffine hypersurface in Rn+1, n 3, satisfying the equality
case of (5.2) for some k-tuple (n1, . . . , nk) ∈ S(n). If dim(ImK) is constant on M , then M is foliated by
q-dimensional ellipsoids centered at the origin of Rn+1, where q = n− dim(ImK).
Proof. Let M is a definite centroaffine hypersurface in Rn+1, n 3, satisfying the equality case of (5.2)
for a k-tuple (n1, . . . , nk). Assume dim(ImK) is constant.
For vector fields X,Y ∈N and Z ∈ TM , we obtain from (6.1) that
(6.2)0 = (∇̂K)(Z,X,Y ) = (∇̂K)(X,Z,Y ) = −K(Z, ∇̂XY ).
Hence, we get ∇̂XY ∈N which implies that N is an autoparallel integrable distribution on (M,h) and
the leaves of N are totally geodesic submanifolds of (M,h).
Now, by combining (2.5) and (6.1), we find
(6.3)∇XY = ∇̂XY
for vector fields X,Y ∈N . Therefore, by (2.1), we find
(6.4)DXf∗(Y ) = f∗(∇XY ) − h(X,Y )f.
Moreover, we also have DXf = f∗(X). By applying this and (6.4), we conclude that each leaf N of N
is contained in some (q + 1)-dimensional linear subspace of Rn+1, say Rq+1.
Let N be a leaf of N . Consider the canonical flat connection D˜ on Rq+1. Denote by f˜ :N → Rq+1
the restriction of f :M → Rn+1 on N which is regarded as a centroaffine hypersurface in Rq+1. Then we
have
(6.5)D˜Xf˜∗(Y ) = f˜∗(∇0XY ) − h˜(X,Y )f˜
for vector fields X,Y tangent to N , where f˜∗(∇0XY ) and −h˜(X,Y )f˜ are the tangential and the normal
components of D˜Xf˜∗(Y ), respectively.
Since N is totally geodesic in (M,h) and K = 0 on N , we obtain from (2.5) that ∇XY = ∇̂XY ∈ TN .
Therefore, for vector fields X,Y tangent to N , we obtain from (2.1) and (6.5) that
(6.6)D˜Xf˜∗(Y ) = DXf∗(Y ) = f∗(∇XY )− h(X,Y )f|N = f∗(∇̂XY )− h(X,Y )f˜ .
Comparing (6.5) and (6.6) gives ∇0 = ∇̂|N and h˜ = h|N . Hence, h˜ is positive definite and it defines a Rie-
mannian metric on N . Because N is totally geodesic in (M,h) and h˜ = h|N , the Levi-Civita connection ∇˜
of (N, h˜) is the induced connection on N from (M,h). Hence, we have ∇0 = ∇̂|N = ∇˜ . Therefore, N is a
hyperellipsoid in Rq+1 centered at the origin of Rn+1. Consequently, by applying Lemma 2, we conclude
that M is foliated by q-dimensional ellipsoids centered at the origin with q = n− dim(ImK). 
354 B.-Y. Chen et al. / Differential Geometry and its Applications 22 (2005) 341–354Theorem 7. Let M be a negative definite centroaffine hypersurface in Rn+1, n 3, satisfying the equal-
ity case of (5.2) for a k-tuple (n1, . . . , nk) ∈ S(n). If dim(ImK) is constant, then M is foliated by
q-dimensional two-sheeted hyperboloids centered at the origin, where q = n− dim(ImK).
This theorem can be proved in a way similar to the proof of Theorem 6.
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