The strong Rayleigh property is a new and robust negative dependence property that implies negative association; in fact it implies conditional negative association closed under external fields (CNA+). Suppose that X 1 , . . . , X N and Y 1 , . . . , Y N are two families of 0-1 random variables that satisfy the strong Rayleigh property and let Z i := X i + Y i . We show that {Z i } conditioned on i X i Y i = 0 is also strongly Rayleigh; this turns out to be an easy consequence of the results on preservation of stability of polynomials of [1] . This entails that a number of important πps sampling algorithms, including Sampford sampling and Pareto sampling, are CNA+.
Introduction
A family X = (X 1 , . . . , X N ) of 0-1 random variables is said to be positively associated (PA) if
E[f (X)g(X)] ≥ E[f (X)]E[g(X)]
for all increasing functions f and g. We say that X is negatively associated (NA) if the reverse inequality hold for all increasing f and g such that there exists I ⊆ [N ] such that f depends only on X I := {X i : i ∈ I} and g only on X [N ]\I . Positive association and negative association are very useful properties for drawing conclusions on correlation inequalities and limit results. For example, either of the two properties implies a central limit theorem under mild extra assumptions, see [11] , a very important fact e.g. in sampling situations. (Here, of course, negative association is "better" than positive association since it gives lower variance of estimators.) By the FKG inequality, positive association follows from the positive lattice condition (PLC) P(X I∪J ≡ 1, X (I∪J) ≡ 0)P(X I∩J ≡ 1, X (I∩J) ≡ 0) ≥ P(X I ≡ 1, X I ≡ 0)P(X J ≡ 1, X J ≡ 0) for all finite index sets I and J, where S denotes the complement of S. Since this condition is local, it is often easier to check. Unfortunately the corresponding negative lattice condition (NLC) does not imply negative association. Therefore, NA has turned out to very difficult to prove and has been established only in a handful out of many situations where it is believed to hold.
In a pioneering paper, Pemantle [8] , called out for a search for a useful theory of negative dependence. Until recently, progress has been made in small steps and has mainly consisted of case studies. However, the recent paper of Borcea, Brändén and Liggett [2] provides some significant steps forward for the general theory. One of the key concepts in that paper is the strong Rayleigh property of a set of (integer-valued bounded) random variables. The property is defined in terms of the generating polynomial of X. For S ∈ Z N + , write µ(S) := P(X i = s 1 , . . . , X N = s N ). The generating polynomial of µ, or of X, is given by
for all 1 ≤ i < j ≤ N . In terms of the generating polynomials NC translates to that the inequality
holds for z = (1, . . . , 1) and all 1 ≤ i < j ≤ N . A measure µ is NC+ if it is NC when an arbitrary external field is introduced i.e., if for all a ∈ R N + , the measure obtained by replacing µ(S) by a S µ(S)/ T a T µ(T ) is NC. In terms of generating polynomials NC+ translates to that (1) holds for all z ∈ R N + and all 1 ≤ i < j ≤ N . Due to the interpretation of (1) in electrical network theory Wagner [12] called NC+ the Rayleigh property. It was believed and conjectured, see [12, 8] , that the Rayleigh property implies several other important negative dependence properties. However many of these conjectures were disproved in [2, 7] . Surprisingly, if the Rayleigh property is innocently altered in the following manner one gets a very robust and useful negative dependence property. A measure µ is strongly Rayleigh if (1) holds for all z ∈ R n and all 1 ≤ i < j ≤ N . A reason for the robustness of the strong Rayleigh property is the following characterization due to the first author [3] . Proposition 1.1 Let X 1 , . . . , X N be 0-1 random variables and µ the corresponding probability measure. Then µ is strongly Rayleigh if and only if the generating polynomial, f , is stable in the following sense:
Using the geometry of zeros of multivariate polynomials it was proved [2, Theorem 4.9] that all strongly Rayleigh measure are CNA+. Here CNA stands for conditional negative association, i.e. the property that X is NA also if we condition on the value of some subset of the X i 's. CNA+ is the even stronger property that CNA holds also if any external field is introduced.
Here is our main result. Phrased in terms of samples, Theorem 1.1 states that the union of two strongly Rayleigh samples, conditioned on these being disjoint, is strongly Rayleigh.
Before the proof, let us state that here and in the sequel, we will with a slight abuse of notation, indentify a family x = (x 1 , . . . , x N ) of 0-1 numbers with its set of ones, i.e. with the set {j ∈ [N ] : x j = 1}.
Proof. Let f and g be the generating polynomials of X and Y respectively. Let h be the generating polynomial of Z given that X and Y are disjoint. We want to show that h is stable. However, the generating polynomial of the unconditional distribution of X + Y , i.e. for the convolution of the two corresponding measures, is f g, which is obviously stable. Now h is (up to a constant) derived from f g by removing all terms that are not multi-affine. We claim that this operation applied to any stable polynomial results in a stable polynomial. Indeed, by Theorem 2.1 of [1] , the claim is equivalent to stability of the polynomial (in 2N variables)
However if z i and w i > 0 for every i, this polynomial is clearly nonzero. 2
Another result that will be of some use is the following, which states that if an item in a strongly Rayleigh sample is renamed with a certain probability, then the new sample is also strongly Rayleigh. Proposition 1.2 Let X = (X 1 , . . . , X N ) be a strongly Rayleigh family of 0-1 random variables such that P(X 2 = 1) = 0. Let I be a 0-1 random variable independent of X and let
Proof. This is in fact a special case of [2] , Theorem 4.20. However, since this special case has such a simple proof, let us give it here. If f = f (z 1 , z 3 , z 4 , . . . , z N ) is the generating polynomial of X, then the generating polynomial of Y is given by g = pf (z 1 , z 3 , . . . , z N ) + (1 − p)f (z 2 , z 3 , . . . , z n ) where p = P(I = 1). Fixing z 3 , . . . , z N , we can write f = az 1 +b so that g = a(pz 1 +(1−p)z 2 )+b. Hence if g has a zero z with z i > 0 for all i, then f has the zero (
The next section is devoted to πps sampling applications.
Sampling
Suppose that in a population of N units, each unit i is equipped with some quantity of interest, y i . In order to estimate some interesting function of the y i 's, e.g. the population total T = i y i , we want to draw a sample of n units. With no other information, we would typically pick this sample uniformly among all n-subsets of [N ]. However in many situations one has access to auxiliary information in the form of some quantity a i , which is believed to be roughly proportional to y i . This extra information could e.g. be older data. In this situation it is easy to argue that in order to get higher precision of estimators, one should pick different items with different probabilities; indeed one should take π i = P(X i = 1) = Ca i . (Here X i is the indicator that item i is in the sample and the normalizing constant is chosen so that i π i = n.) This is easily argued from the form of the standard Horvitz-Thompson estimator of T :
which gets zero variance if y i is exactly proportional to a i . Hence it is of interest to consider how to best go about picking a sample of fixed sample size n and prescribed inclusion probabilities π i , so called πps-sampling. It turns out to be surprisingly difficult to find a πps-sampling method which is "best" from all points of view. This has led to a large number of suggestions; indeed [4] contains more than fifty different πps sampling methods.
The most important properties on the wish list for a sample are simplicity, efficiency (it should not take a computer too long to determine the sample), high entropy and statistical amenability. With statistical amenability, we mean that estimators used are asymptotically normal. Traditionally, one has had to establish this for each method separately. However, as was stated above, for any method that produces a NA sample, this is now known to follow automatically for all reasonable estimators, see [11] . Here it will be demonstrated how our simple observations Theorem 1.1 and Proposition 1.2 quickly establish that all of the most common πps-sampling methods are in fact strongly Rayleigh and in particular CNA+.
Consider the following rejective πps-sampling method in terms of balls and bins. Let each unit i in the population correspond to a bin and each choice of an individual for the sample correspond to a ball. Randomly place the balls in the bins independently but with possibly different distributions for different balls; more precisely, let ball number i go to bin number j with probability θ i (j). Finally condition on that no two balls go into the same urn. The sample is then defined to consist of the units corresponding to bins that contain one ball. More formally, the probability that the sample consists of items J = {j 1 , . . . , j n } becomes
where S n is the symmetric group and C is a normalizing constant. Taking inspiration from the pioneering study [6] , we call a sample of this kind a conditional balls-and-bins sample, CBAB sample for short. Since any sample of exactly one unit is clearly strongly Rayleigh, it follows from Theorem 1.1 by induction that: Theorem 2.1 Any conditional balls-and-bins sample is strongly Rayleigh.
Here are the most important special cases.
• Conditional Poisson sampling. Assign to each unit a probability parameter p i and let each unit be contained in the sample with probability p i independently of other units, but condition on that the number of chosen units is exactly n. (So in the end, of course, the units are not independent.)
An equivalent way of describing this is to pick n units independently according to the probabilities cp i /(1 − p i ) and condition on that all the chosen units are distinct.
It is well known that CP sampling gives maximum entropy under the resulting inclusion probabilities. CP sampling is simple, but not efficient. The main problem is that the p i 's do not coincide with the resulting conditional inclusion probabilities. Finding the correct p i 's for the desired inclusion probabilities means to solve a huge system on non-linear equations, which is time consuming and can usually only be done numerically. Also, given the correct p i 's, there is the issue of implementation. However, using the straightforward rejective method, the number of attempts one has to make to get exactly n units in the sample, is of order √ n, which is not a big problem.
That CP sampling is CNA+ was observed in [5] . The strong Rayleigh property now follows immediately from Theorem 2.1, since CP sampling is the special case of CBAB sampling where the balls have equal probability distributions over bins.
• Sampford sampling. See [9] . This ingenious method consists of two choices and one conditioning step. First pick an item according to the desired inclusion probabilities π i . Then pick a CP sample of size n − 1 according to the parameters cπ i /(1 − π i ) (c normalizing) and finally condition on that the CP sample does not contain the first unit. The resulting sample is then the union of the first unit and the CP sample. Formally, for J = {j 1 , . . . , j n },
The ingenuity lies in the far from trivial fact that this method actually gives the correct inclusion probabilities π i . Sampford sampling has very close to maximum entropy and is simple. It is clearly more efficient than CP sampling since no parameters need to be calculated. It now follows that Sampford sampling is also strongly Rayleigh. This follows directly from the definition, the strong Rayleigh property of CP sampling and Theorem 1.1. Alternatively, one can observe that Sampford sampling is a CBAB sample where one of the balls has bin distribution {π i } and the others have bin distribution {cπ i /(1 − π i )}.
• Pareto sampling. This is the perhaps most commonly used πps-sampling method in practice. Let U 1 , . . . , U N be iid uniform(0,1) random variables,
where the τ i 's are parameters, which are to be adjusted so as to give the desired inclusion probabilities. The sample consists of the items with the n lowest W i 's. Since the V i 's have distribution function x/(1 − x) and density 1/(1 + x) 2 , conditioning on the index and value of the n'th smallest W i leads to the following formula for the probability that the sample consists of items J = {j 1 , . . . , j n }:
, see e.g. [10] . Compared with Sampford sampling, Pareto sampling has the drawback that the τ i 's usually have to be calculated numerically. On the other hand, given the parameters, the sample comes out very quickly and without rejections.
We see that the form of the probability function of Pareto sampling is the same as that for Sampford sampling, so that Pareto sampling is also a CBAB where all balls but one have the same bin distribution.
A generalization of Pareto sampling is order sampling. Here the V i 's are iid random variables of an arbitrary distribution, F , with support on the positive numbers. Again W i = V i /τ i and the sample consists of the indices with the n smallest W i 's. Order sampling in general is not a CBAB. However if the function h(τ, x) = F (τ x)/(1 − F (τ x)) is separable, i.e. can be written on the form h(τ, x) = a(τ )b(x), then the probability that the sample consists of items j 1 , . . . , j n becomes
where
We do not know if order sampling for a general F is strongly Rayleigh, but we conjecture that this is the case.
Another important and well known πps sampling method is pivotal sampling (also known as the Srinivasan sampling procedure in the computer science community). Although it has very low entropy, it is extremely simple and efficient and, as we shall see, enjoys all the virtues of negative dependence.
The method is defined inductively on the number of items in the population. In the simplest setting, the items are ordered linearly. Suppose that π 1 + π 2 ≤ 1. Then with probability π 1 /(π 1 + π 2 ) set X 2 = 0, π 1 = π 1 + π 2 and run pivotal sampling for a sample of size n on the population 1, 3, 4, . . . , N according to π 1 , π 3 , . . . , π N . With the complementary probability π 2 /(π 1 +π 2 ) use the opposite treatment of items 1 and 2. On the other hand if π 1 + π 2 > 1, then with probability (1 − π 1 )/(2 − π 1 − π 2 ), set X 2 = 1, π 1 = π 1 + π 2 − 1 and run pivotal sampling for a sample of size n − 1 on 1, 3, 4, . . . , N . With the complementary probability, give items 1 and 2 the opposite treatment.
A more general method is achieved by picking a rooted binary tree on 2N − 1 vertices with N leaves and placing the units at the leaves in any desired order. Pick, in some predetermined way, two units at leaves with a common neighboring vertex. Then, according to the same formulas as above, determine X i for one of the two units, remove the two leaves and place the other unit at the common neighbor (which is now a leaf of a smaller tree). Then run pivotal sampling on the new smaller tree.
In [5] , it was shown that pivotal sampling is NA in the general tree setting and CNA in the linear setting. Here it follows from Proposition 1.2 and induction that both are in fact strongly Rayleigh. To see this, assume without loss of generality that the two units picked in the inductive step of the method are units 1 and 2 and that π 1 + π 2 ≤ 1, and that all pivotal samples on smaller trees are strongly Rayleigh. If we just postulate that X 2 = 0, remove the two leafs and put item 1 at the new leaf, then by the induction hypothesis this gives a strongly Rayleigh sample. However, correcting for the postulation X 2 = 0 amounts precisely to the situation covered by Proposition 1.2.
Let us summarize the results of the present section.
Theorem 2.2 Conditional Poisson sampling, Sampford sampling, Pareto sampling and pivotal sampling specified by any rooted binary tree are all strongly Rayleigh. This also goes for general order sampling if h(τ, x) := F (τ x)/(1 − F (τ x)) is separable.
