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Abstract
In this paper, we extend the nontangential maximal function estimate obtained by C. Kenig,
F. Lin and Z. Shen in [14] to the nonhomogeneous elliptic operators with rapidly oscillating
periodic coefficients. The result relies on the previous work [30], and optimal boundary estimates
which is based upon certain estimates on convergence rates. Compared to the homogeneous
case, the additional bootstrap process seems inevitable, and the Neumann boundary corrector
caused by the lower order term are still useful here.
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1 Instruction and main results
The main purpose of this paper is to investigate the well-posedness of Lp Neumann problems for
nonhomogeneous elliptic systems, arising in the homogenization theory. More precisely, we continue
to consider the following operators depending on a parameter ε > 0,
Lε = −div
[
A(x/ε)∇+ V (x/ε)
]
+B(x/ε)∇+ c(x/ε) + λI
where λ ≥ 0 is a constant, and I is an identity matrix.
Let d ≥ 3, m ≥ 1, and 1 ≤ i, j ≤ d and 1 ≤ α, β ≤ m. Suppose that A = (aαβij ), V = (V
αβ
i ),
B = (Bαβi ), c = (c
αβ) are real measurable functions, satisfying the following conditions:
• the uniform ellipticity condition
µ|ξ|2 ≤ aαβij (y)ξ
α
i ξ
β
j ≤ µ
−1|ξ|2 for y ∈ Rd, and ξ = (ξαi ) ∈ R
md, where µ > 0; (1.1)
(The summation convention for repeated indices is used throughout.)
∗Corresponding author.
†Email: xuqiang@math.pku.edu.cn.
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2• the periodicity condition
A(y + z) = A(y), V (y + z) = V (y), B(y + z) = B(y), c(y + z) = c(y) (1.2)
for y ∈ Rd and z ∈ Zd;
• the boundedness condition
max
{
‖V ‖L∞(Rd), ‖B‖L∞(Rd), ‖c‖L∞(Rd)
}
≤ κ; (1.3)
• the regularity condition
max
{
‖A‖C0,τ (Rd), ‖V ‖C0,τ (Rd), ‖B‖C0,τ (Rd)
}
≤ κ, where τ ∈ (0, 1) and κ > 0. (1.4)
Although we do not seek the operator Lε to be a self-adjoint operator, the symmetry condition
on its leading term, i.e.,
A∗ = A (aαβij = a
αβ
ji
)
is necessary in the later discussion. To ensure the solvability, the following constant is crucial,
λ0 =
c(m, d)
µ
{
‖V ‖2L∞(Rd) + ‖B‖
2
L∞(Rd) + ‖c‖L∞(Rd)
}
.
Throughout the paper, we always assume Ω ⊂ Rd is a bounded Lipschitz domain, and r0 denotes
the diameter of Ω, unless otherwise stated. In order to state the Neumann boundary value problem,
the conormal derivatives related to Lε is defined as
∂
∂νε
= n ·
[
A(·/ε)∇+ V (·/ε)
]
on ∂Ω,
where n = (n1, · · · , nd) is the outward unit normal vector to ∂Ω.
Theorem 1.1 (nontangential maximal function estimates). Let 1 < p < ∞. Suppose that the
coefficients (1.1), (1.2), (1.3) and (1.4) with λ ≥ max{µ, λ0} and A
∗ = A. Let Ω be a bounded C1,η
domain with some η ∈ (0, 1). Then for any g ∈ Lp(∂Ω;Rm), the weak solution uε ∈ H
1(Ω;Rm) to
(NHε)

Lε(uε) = 0 in Ω,
∂uε
∂νε
= g n.t. on ∂Ω,
(∇uε)
∗ ∈ Lp(∂Ω),
(1.5)
satisfies the uniform estimate
‖(∇uε)
∗‖Lp(∂Ω) + ‖(uε)
∗‖Lp(∂Ω) ≤ C‖g‖Lp(∂Ω) (1.6)
where C depends on µ, κ, τ, λ,m, d and Ω.
Note that the second line of (NHε) means that the conormal derivative of uε converges to f in
a nontangenial way instead of in the sense of trace, and using the abbreviation “n.t.” depicts this
difference. The notation (∇uε)
∗ in the third line represents the nontangential maximal function of
∇uε on ∂Ω (see Definition 1).
3The main strategy in the proof of the above theorem has been well developed in [14]. Roughly
speaking, the proof should be divided into two parts: (i) 2 ≤ p <∞ and (ii) 1 < p < 2. On account
of a real method given by Z. Shen in [22], originally inspired by L. Caffarelli and I. Peral in [7], the
case (i) will be reduced to a revise Ho¨lder inequality. For the case (ii), one may derive the estimate
‖(∇uε)
∗‖L1(∂Ω) ≤ C‖g‖H1at(∂Ω) as in [14, 8], where the right-hand side means the given data g is in
the atomic H1 space (see for example [8, pp.438]), and then by a interpolating argument one may
obtain the desired estimate.
However, to complete the whole proof of Theorem 1.1 is not as easy as it appears. In terms of
layer potential methods, we first establish the estimate (1.6) for p = 2 in Lipschitz domains (see [30,
Theorem 1.6]). Then, applying the real method (see Lemma 2.6) to the nonhomogeneous operators,
one may derive the following result.
Theorem 1.2. Let p > 2 and Ω be a bounded Lipschitz domain. Assume that(
−
∫
B(Q,r)∩∂Ω
|(∇uε)
∗|pdS
)1/p
≤ C
(
−
∫
B(Q,2r)∩∂Ω
|(∇uε)
∗|2dS
)1/2
+C
(
−
∫
B(Q,2r)∩∂Ω
|(uε)
∗|2dS
)1/2
, (1.7)
whenever uε ∈ H
1(B(Q, 3r)∩Ω;Rm) is a weak solution to Lε(uε) = 0 in B(Q, 3r)∩Ω with ∂uε/∂νε = 0
on B(Q, 3r)∩ ∂Ω for some Q ∈ ∂Ω and 0 < r < r0. Then the weak solutions to Lε(uε) = 0 in Ω and
∂uε/∂νε = g ∈ L
p(∂Ω;Rm) satisfy the estimate ‖(∇uε)
∗‖Lp(∂Ω) ≤ C‖g‖Lp(∂Ω).
Compared to the homogeneous case, here we need to treat the quantity “∇uε + uε” as a whole.
The reason is that uε as a solution is full certainty, and we can not use Poincare´’s inequality as freely
as in the homogeneous case. This point leads to the main technical difficulties in the paper. In view
of the above theorem, the problem is reduced to show the estimate (1.7), and it will be done by the
following boundary estimate.
Theorem 1.3 (boundary Lipschitz estimates). Let Ω be a bounded C1,η domain. Suppose that the
coefficients of Lε satisfy the conditions (1.1), (1.2), (1.3) with λ ≥ λ0 and A, V additionally satisfy
(1.4). Let uε ∈ H
1(B(Q, r) ∩ Ω;Rm) be a weak solution to Lε(uε) = div(f) + F in B(Q, r) ∩ Ω with
∂uε/∂νε = g − n · f on B(Q, r) ∩ ∂Ω for some Q ∈ ∂Ω and 0 < r ≤ 1. Assume that
R(F, f, g; r) = r
(
−
∫
B(Q,r)∩Ω
|F |p
)1/p
+ ‖f‖L∞(B(Q,r)∩∂Ω) + r
σ[f ]C0,σ(B(Q,r)∩∂Ω)
+ ‖g‖L∞(B(Q,r)∩∂Ω) + r
σ[g]C0,σ(B(Q,r)∩∂Ω) <∞,
where p > d and 0 < σ ≤ η < 1. Then we have
sup
B(Q,r/2)∩Ω
|∇uε| ≤ C
{
1
r
(
−
∫
B(Q,r)∩Ω
|uε|
2
)1/2
+R(F, f, g; r)
}
, (1.8)
where C depends on µ, κ, τ, λ,m, d and the character of Ω.
In fact, the first author has developed the global Lipschitz estimate in [28, Theorem 1.2]. The
main idea is to construct the connection between the solutions corresponding to Lε = div(A(x/ε)∇)
and Lε via the Neumann boundary corrector (see [28, pp.4371]), such that the regularity results on
Lε can be applied to Lε directly. Thus, his proof of the global Lipschitz estimate avoids the the
stated estimate (1.8).
4Generally speaking, if there are the global estimates in our hand, the corresponding boundary
estimates will be obtained simply by using the localization technique as in [28, Lemma 2.17]. Unfor-
tunately, the estimate (1.8) can not be easily achieved in this way, even for homogeneous operator
Lε. Because,
Lε(wε) = −div
[
A(x/ε)∇φuε
]
− A(x/ε)∇uε∇φ in Ω,
where wε = uεφ, and uε satisfies Lε(uε) = 0 in Ω with φ ∈ C
1
0 (R
d) being a cut-off function. It is clear
to see that the first term in the right-hand side involves “A(x/ε)”, which will produce a factor ε−σ in
a Ho¨lder semi-norm with the index σ ∈ (0, 1). Obviously, we need an additional effort to conceal this
factor and we have no plan to show the related techniques in this direction. Instead, we want to prove
the estimate (1.8) based upon a convergence rate coupled with the so-called Campanato iteration.
This method has been well studied in [1, 2, 3, 22] for periodic and nonperiodic settings. Compared to
the compactness argument shown in [4, 5], we are released from estimating the boundary correctors,
which is usually a very tough work.
The main idea in the proof of Theorem 1.3 is similar to that in [1, 22], but the nonhomogeneous
operator Lε will cause some critical differences and technical difficulties. For example, the solution
uε to (NHε) is assured by given data. It made us employ the following quantity
inf
M∈Rd×d
−
∫
B(Q,r)∩Ω
|uε −Mx− c˜|
2 instead of inf
M∈Rd×d
c∈Rd
−
∫
B(Q,r)∩Ω
|uε −Mx − c|
2
to carry out the iteration program, where Q ∈ ∂Ω and ε ≤ r < 1. Moreover, c˜may be given by u0(Q),
which is the approximating solution to L0(u0) = Lε(uε) in B(Q, r) ∩ Ω with ∂u0/∂ν0 = ∂uε/∂νε on
∂(B(Q, r) ∩ Ω). Thus saying the solution assured means that
|c˜| ≤ C
(
−
∫
B(Q,r)∩Ω
|u0|
2
)1/2
≤ C
(
−
∫
B(Q,2r)∩Ω
|uε|
2
)1/2
+ give data,
where we also use the following approximating result (see Lemma 4.7)(
−
∫
B(Q,r)∩Ω
|uε − u0|
2
)1/2
≤ C
(ε
r
)ρ{(
−
∫
B(Q,2r)∩Ω
|uε|
2
)1/2
+ given data
}
with some ρ ∈ (0, 1). In order to continue the iteration, let vε = uε − c˜− εχ0(x/ε)c˜ and v0 = u0 − c˜,
and then we give a revised approximating lemma (see Lemma 4.8), which says(
−
∫
B(Q,r)∩Ω
|vε − v0|
2
)1/2
≤ C
(ε
r
)ρ{(
−
∫
B(Q,2r)∩Ω
|uε − c˜|
2
)1/2
+ r|c˜|+ give data
}
.
Here we remark that if we regard the constant c˜ as the given data, and it will play a role as F and
g (see for example Remark 4.4). Thus, it is equivalent to |∇uε| or |∇
2uε| in the sense of rescaling,
and that is the reason why we have a factor “r” in front of the constant |c˜|, and this factor is very
important in the later iterations. Also, we made a few modification on the iteration lemma (see
Lemma 4.11), which has been proved by Z. Shen in [22], originally by S. Armstrong, C. Smart in [2].
Then a routine computation leads to a large scale estimate,(
−
∫
B(Q,r)∩Ω
|∇uε|
2
)1/2
≤ C
{(
−
∫
B(Q,1)∩Ω
|uε|
2
)1/2
+
(
−
∫
B(Q,2r)∩Ω
|uε|
2
)1/2
+ given data
}
for any ε ≤ r < 1. Obviously, the second term in the right-hand side requires a uniform control with
respect to the scale r, and it would be done by a local W 1,p estimate with p > 2, which involves
5the so-called bootstrap argument. Consequently, the proof of (1.8) will be completed by a blow-up
argument. However, there is a gap between the desired estimate (1.7) and the stated estimate (1.8),
and our only recourse is the Neumann boundary corrector here. We refer the reader to Lemma 6.1
for the details. Also, we mention that if the symmetry condition A = A∗ is additionally assumed,
then the Neumann boundary corrector will have a better estimate (see Remark 6.2). Up to now, we
have specified the key points in the proof of Theorem 1.1 for p ≥ 2. We mention that the proof in
the case 1 < p < 2 can not been derived by duality arguments. For given boundary atom data g in
L2 Neumann problem, we need to establish the following estimate∫
∂Ω
(∇uε)
∗ ≤ C
(see Theorem 6.3), which is based upon the decay estimates of Neumann functions. Since we have
investigated the fundamental solutions of Lε in [30], this part of the proof may follow from those in
[14, 8] without any real difficulty.
In terms of Lipschitz domains, the well-posedness of (NHε) may be known whenever p is closed
to 2. For a C1 domain, whether Theorem 1.1 is correct or not is still an open question, while it is
true for homogenized system (NH0), and the reader may find a clue in [30, Section 3]. We mention
that Lp Dirichlet problem on Lε has already been given by [27, Theorem 1.4] in C
1,η domains.
The assumption of d ≥ 3 is not essential but convenient to organize the paper. Finally, without
attempting to be exhaustive, we refer the reader to [6, 7, 8, 9, 10, 11, 12, 13, 17, 18, 19, 20, 23, 26, 31]
and references therein for more results.
This paper is organized as follows. Some definitions and known lemmas and the proof of Theorem
1.2 are introduced in section 2. We show a convergence rate in section 3. Section 4 is devoted to
study boundary estimates and we prove some decay estimates of Neumann functions in section 5.
The proof of Theorem 1.1 is consequently given in the last section.
2 Preliminaries
Define the correctors χk = (χ
αβ
k ) with 0 ≤ k ≤ d, related to Lε as follows:
L1(χk) = div(V ) in R
d,
χk ∈ H
1
per(Y ;R
m2) and
∫
Y
χkdy = 0
(2.1)
for k = 0, and 
L1(χ
β
k + P
β
k ) = 0 in R
d,
χβk ∈ H
1
per(Y ;R
m) and
∫
Y
χβkdy = 0
(2.2)
for 1 ≤ k ≤ d, where P βk = xk(0, · · · , 1, · · · , 0) with 1 in the β
th position, Y = (0, 1]d ∼= Rd/Zd,
and H1per(Y ;R
m) denotes the closure of C∞per(Y ;R
m) in H1(Y ;Rm). Note that C∞per(Y ;R
m) is the
subset of C∞(Y ;Rm), which collects all Y -periodic vector-valued functions. By asymptotic expansion
arguments (see [6, pp.103] or [13, pp.31]), we obtain the homogenized operator
L0 = −div(Â∇+ V̂ ) + B̂∇+ ĉ+ λI, (2.3)
6where Â = (âαβij ), V̂ = (V̂
αβ
i ), B̂ = (B̂
αβ
i ) and ĉ = (ĉ
αβ) are given by
âαβij =
∫
Y
[
aαβij + a
αγ
ik
∂χγβj
∂yk
]
dy, V̂ αβi =
∫
Y
[
V αβi + a
αγ
ij
∂χγβ0
∂yj
]
dy,
B̂αβi =
∫
Y
[
Bαβi +B
αγ
j
∂χγβi
∂yj
]
dy, ĉαβ =
∫
Y
[
cαβ +Bαγi
∂χγβ0
∂yi
]
dy.
(2.4)
Remark 2.1. It is well known that uε → u0 strongly in L
2(Ω;Rm), where u0 ∈ H
1(Ω;Rm) satisfies
the equation
(NH0)

L0(u0) = 0 in Ω,
∂u0
∂ν0
= g on ∂Ω,
where ∂/∂ν0 = n ·
(
Â∇+ V̂
)
, (see for example [28, pp.4374-4375]).
Definition 1. The nontangential maximal function of u is defined by
(u)∗(Q) = sup
{
|u(x)| : x ∈ ΓN0(Q)
}
∀Q ∈ ∂Ω,
where ΓN0(Q) =
{
x ∈ Ω : |x−Q| ≤ N0δ(x)
}
is the cone with vertex Q and aperture N0, and N0 > 1
is sufficiently large.
Lemma 2.2. Suppose that the coefficients of Lε satisfies (1.1) and (1.3) with A ∈ VMO(R
d). Let uε
be the solution of Lε(uε) = 0 in Ω. Then we have the following estimate
(uε)
∗(Q) ≤ CM∂Ω(M(uε))(Q) (2.5)
for any Q ∈ ∂Ω, where C depends only on µ, κ, λ,m, d and ‖A‖VMO.
Remark 2.3. The definition of VMO(Rd) may be found in [20, pp.43], and the radial maximal
function operator M is defined in [28, Remark 2.21].
Proof. Fixed x ∈ ΛN0(Q), the estimate (2.5) is based upon the interior estimate (see [27, Corollary
3.5])
|uε(x)| ≤ C
(
−
∫
B(x,r)
|uε|
2
)1/2
≤ C−
∫
B(Q,c0r)∩∂Ω
|M(uε)| ≤ CM∂Ω(M(uε))(Q),
where r = dist(x, ∂Ω), and c0 > 0 is determined by N0.
Lemma 2.4. Let Ω ⊂ Rd be a bounded Lipschitz domain, and M be defined as the radical maximal
function operator. Then for any h ∈ H1(Ω), we have the following estimate
‖M(h)‖Lp(∂Ω) ≤ C‖h‖W 1,p(Ω) (2.6)
where C depends only on d and the character of Ω.
Proof. It would be done by a few modification to the proof [28, Lemma 2.24].
7Remark 2.5. For the ease of the statement, we introduce the following notation.
D(Q, r) = B(Q, r) ∩ Ω =
{
(x′, xd) ∈ R
d : |x′| < r and ψ(x′) < xd < C0r
}
,
∆(Q, r) = B(Q, r) ∩ ∂Ω =
{
(x′, xd) ∈ R
d : |x′| < r
}
,
where ψ : Rd−1 → R is a Lipschitz or C1,η function. We usually denote D(Q, r) and ∆(Q, r) by Dr
and ∆r.
Lemma 2.6 (A real method). Let S0 be a cube of ∂Ω and F ∈ L
2(2S0). Let p > 2 and f ∈ L
q(2S0)
for some 2 < q < p. Suppose that for each dyadic subcube S of S0 with |S| with |S| ≤ β|S0|, there
exist two functions FS and RS on 2S such that |F | ≤ |FS|+ |RS| on 2S, and{
−
∫
2S
|RS|
p
}1/p
≤ C1
{(
−
∫
αS
|F |2
)1/2
+ sup
S′⊃⊃S
(
−
∫
S′
|f |2
)1/2}
, (2.7)
−
∫
2S
|FS|
2 ≤ C2 sup
S′⊂S
−
∫
S′
|f |2, (2.8)
where C1, C2 and 0 < β < 1 < α. Then{
−
∫
S0
|F |q
}1/q
≤ C
{(
−
∫
2S0
|F |2
)1/2
+
(
−
∫
2S0
|f |q
)1/q}
, (2.9)
where C > 0 depends only on p, q, C1, C2, α, β, d and the character of Ω.
Proof. See for example [18, Lemma 2.2].
Proof of Theorem 1.2. The main idea may be found in [15, Lemma 9.2], and we make some
modifications in the original proof to fit the case of nonhomogeneous operators. To show the stated
result, on account of a covering argument, it suffices to prove the following estimate{
−
∫
∆(Q,r)
|(∇uε)
∗|pdS
}1/p
≤ C
{
−
∫
∆(Q,2r)
(
|(∇uε)
∗|2+ |(uε)
∗|2
)
dS
}1/2
+C
{
−
∫
∆(Q,2r)
|g|pdS
}1/p
(2.10)
for any 0 < r < r0, and it will accomplished by a real variable method originating in [7] and further
developed in [23, 24, 25]. Precisely speaking, we will apply Lemma 2.6 to our case.
Let χ∆8r represent the characteristic function of a set ∆8r ⊂ ∂Ω, where r ∈ (0, r0/100). Define
f = gχ∆8r , and then we consider uε = vε + wε, in which vε and wε satisfy L
2 Neumann problems
(I)

Lε(vε) = 0 in Ω,
∂vε
∂νε
= f on ∂Ω,
(II)

Lε(wε) = 0 in Ω,
∂wε
∂νε
= (1− χ∆8r)g on ∂Ω,
respectively.
For (I). It follows from the L2 solvability (see [30, Theorem 1.5]) that
−
∫
∆r
|(∇vε)
∗|2 ≤
C
rd−1
∫
∂Ω
|(∇vε)
∗|2dS ≤
C
rd−1
∫
∂Ω
|f |2dS ≤ C−
∫
∆8r
|g|2.
On the other hand, in view of the estimates (2.5) and (2.6), we have
−
∫
∆r
|(vε)
∗|2 ≤ C−
∫
∆r
|M(vε)|
2 ≤
C
rd−1
∫
Ω
(
|∇vε|
2 + |vε|
2
)
dx ≤ C−
∫
∆r
|g|2.
8Let FS = (∇vε)
∗ + (v)∗, and combining the above two inequalities leads to
−
∫
∆r
|FS|
2 ≤ C−
∫
∆8r
|g|2. (2.11)
This gives the estimate (2.8) in Lemma 2.6.
Observing (II), we have that wε ∈ H
1(D3r;R
m) satisfies Lε(wε) = 0 in D3r with ∂wε/∂νε = 0 on
∆3r. Hence, it follows from the reverse Ho¨lder assumption (1.7) that(
−
∫
∆r
|(∇wε)
∗|p
)1/p
≤ C
{
−
∫
∆2r
|(∇wε)
∗ + (wε)
∗|2
}1/2
≤ C
{
−
∫
∆2r
|(∇uε)
∗ + (uε)
∗|2
}1/2
+ C
{
−
∫
∆2r
|FS|
2
}1/2
≤ C
{
−
∫
∆2r
|(∇uε)
∗ + (uε)
∗|2
}1/2
+ C
{
−
∫
∆8r
|g|2
}1/2
.
(2.12)
Meanwhile, by the boundary L∞ estimate (4.9) and [27, Corollary 3.5], one may have{
−
∫
∆r
|(wε)
∗|p
}1/p
≤ C
{
−
∫
D2r
|wε|
2
}1/2
≤ C
{
−
∫
∆2r
|(wε)
∗|2
}1/2
≤ C
{
−
∫
∆2r
|(uε)
∗|2
}1/2
+ C
{
−
∫
∆2r
|(vε)
∗|2
}1/2
≤ C
{
−
∫
∆2r
|(∇uε)
∗ + (uε)
∗|2
}1/2
+ C
{
−
∫
∆8r
|g|2
}1/2
,
(2.13)
where we also use the estimate (2.11) in the last inequality.
Let RS = (∇wε)
∗ + (wε)
∗, and it follows from the estimates (2.12) and (2.13) that{
−
∫
∆r
|RS|
p
}1/p
≤ C
{
−
∫
∆2r
|F |2
}1/2
+ C
{
−
∫
∆8r
|g|2
}1/2
, (2.14)
where F = (∇uε)
∗+(uε)
∗, and this gives the estimate (2.7). Thus, it is clear to see that F ≤ FS+RS
on ∂Ω, and in terms of Lemma 2.6 we may have{
−
∫
∆r
|F |q
}1/q
≤ C
{
−
∫
∆2r
|F |2
}1/2
+ C
{
−
∫
∆2r
|g|2
}1/2
. (2.15)
for any 2 < q < p, where we also employ a simple covering argument. This implies the stated
estimate (2.10), and we have completed the proof.
Lemma 2.7. Let Ω ⊂ Rd be a bounded Lipschitz domain. Suppose A satisfies (1.1). Let uε ∈
H1(Ω;Rm) be a weak solution to Lε(uε) = F in Ω and ∂uε/∂νε = g on ∂Ω, where F ∈ L
2(Ω;Rm)
and g ∈ L2(∂Ω;Rm). Then where exists p > 2 depending on µ, d and the character of Ω, such that
‖∇uε‖Lp(Ω) ≤ C
{
‖F‖L2(Ω) + ‖g‖L2(∂Ω)
}
, (2.16)
where C depends on µ, κ, d,m and Ω.
9Proof. If A ∈ VMO(Rd) additionally satisfies (1.2), one may show
‖∇uε‖Lp(Ω) ≤ C
{
‖F‖Lq(Ω) + ‖g‖B−1/p,p(∂Ω)
}
(2.17)
for 2 ≤ p < ∞, with 1/q = 1/p + 1/d, which has been proved in [28, Lemma 3.3]. Clearly, we
can choose p > 2 close to 2 such that L2(Ω) ⊂ Lq(Ω) and L2(∂Ω) ⊂ B−1/p,p(∂Ω), and this gives the
estimate (2.16). Note that without the periodicity and VMO condition on A, the estimate (2.17) still
holds for |1/p−1/2| < δ, where δ depends on µ, d and the character of Ω, and we do not reproduce the
proof which is based upon a real method and reverse Ho¨lder inequality (see [20, Theorem 1.1.4]).
3 Convergence rates in Lipschitz domains
Theorem 3.1 (convergence rates). Let Ω ⊂ Rd be a bounded Lipschitz domain. Suppose that the
coefficients satisfy (1.1), (1.2) and (1.3). Given F ∈ L2(Ω;Rm) and g ∈ L2(∂Ω;Rm), we assume that
uε, u0 ∈ H
1(Ω;Rm) satisfy
(NHε)

Lε(uε) = F in Ω,
∂uε
∂νε
= g on ∂Ω,
(NH0)

L0(u0) = F in Ω,
∂u0
∂ν0
= g on ∂Ω,
respectively. Then we have
‖uε − u0‖L2(Ω) ≤ Cε
ρ
{
‖F‖L2(Ω) + ‖g‖L2(∂Ω)
}
, (3.1)
where ρ > 0 and C > 0 depend only on µ, κ, λ,m, d and Ω.
Remark 3.2. We mention that the results in this lemma do not depend on the symmetry condition
A = A∗. If it is assumed, then we have the convergence rate O(ε ln(r0/ε)) (see [29, Theorem 1.2]).
We introduce the following notation. The co-layer set is Σr = {x ∈ Ω : dist(x, ∂Ω) > r} and Ω \ Σr
is referred to as the layer part of Ω. We define the cut-off function ψr ∈ C
1
0(Ω) such that ψr = 1 in
Σ2r, ψr = 0 outside Σr and |∇ψr| ≤ C/r.
Lemma 3.3. Assume the same conditions as in Theorem 3.1. Suppose that the weak solutions
uε ∈ H
1(Ω;Rm) satisfies Lε(uε) = L0(u0) in Ω, and ∂uε/∂νε = ∂u0/∂ν0 on ∂Ω with u0 ∈ H
2(Ω;Rm).
Let the first approximating corrector be defined by
wε = uε − u0 − εχ0(·/ε)Sε(ψ4εu0)− εχk(·/ε)Sε(ψ4ε∇ku0), (3.2)
where ψ4ε is the cut-off function and Sε is the smoothing operator (see [28, Definition 2.10]). Then
we have
‖wε‖H1(Ω) ≤ C
{
‖u0‖H1(Ω\Σ8ε) + ε‖u0‖H2(Σ4ε)
}
, (3.3)
where C depends on µ, κ, λ,m, d and Ω.
Proof. In fact, the desired result (3.3) has been shown in [28, Lemma 5.3], and its proof is too long
to be reproduced here. We refer the reader to [28, Lemmas 5.2, 5.3] for the details.
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Lemma 3.4 (layer & co-layer type estimates). Assume the same conditions as in Theorem 3.1. Let
u0 ∈ H
1(Ω;Rm) be the weak solution to (NH0). Then there exists p > 2 such that
‖u0‖H1(Ω\Σp1ε) ≤ Cε
1
2
− 1
p
{
‖F‖L2(Ω) + ‖g‖L2(∂Ω)
}
(3.4)
and
‖∇2u0‖L2(Σp2ε) ≤ Cε
− 1
2
− 1
p
{
‖F‖L2(Ω) + ‖g‖L2(∂Ω)
}
(3.5)
where p1, p2 > 0 are fixed real numbers, and C depends on µ, d, p1, p2, σ, p and Ω.
Proof. The main ideas may be found in [20, Lemma 5.1.5], and we provide a proof for the sake of the
completeness. We first handle the layer type estimate (3.4), and it follows from Ho¨lder’s inequality
and the estimate (2.16) that
‖u0‖H1(Ω\Σp1ε) ≤ Cε
1
2
− 1
p‖u0‖W 1,p(Ω) ≤ Cε
1
2
− 1
p
{
‖F‖L2(Ω) + ‖g‖L2(∂Ω)
}
.
On account of the interior estimate for L0, we have
−
∫
B(x,δ(x)/4)
|∇2u0|
2dy ≤
C
[δ(x)]2
−
∫
B(x,δ(x)/2)
|∇u0|
2dy + C−
∫
B(x,δ(x)/2)
|u0|
2dy + C−
∫
B(x,δ(x)/2)
|F |2dy (3.6)
for any x ∈ Σp2ε, where δ(x) = dist(x, ∂Ω). Since |y − x| ≤ δ(x)/4, it is not hard to see that
|δ(x)− δ(y)| ≤ |x− y| ≤ δ(x)/4 and this implies (4/5)δ(y) < δ(x) < (4/3)δ(y). Therefore,∫
Σp2ε
|∇2u0|
2dx ≤
∫
Σp2ε
−
∫
B(x,δ(x)/4)
|∇2u0|
2dydx ≤
∫
Σ(p2ε)/2
|∇2u0|
2dx.
Then integrating both sides of (3.6) over co-layer set Σp2ε leads to∫
Σp2ε
|∇2u0|
2dx ≤ C
∫
Σ(p2ε)/2
|∇u0|
2[δ(x)]−2dx+ C
∫
Ω
|F |2dx+ C
∫
Ω
|u0|
2dx
≤ Cε−1−
2
p
(∫
Ω
|∇u0|
pdx
) 2
p
+ C
∫
Ω
|F |2dx+ C
∫
Ω
|u0|
2dx,
and this together with (2.16) and H1 estimate (see [28, Lemma 3.1]) gives the stated estimate (3.5).
We have completed the proof.
Proof of Theorem 3.1. On account of Lemmas 3.3, 3.4, it is not hard to see that
‖uε − u0‖L2(Ω) ≤ C
{
‖u0‖H1(Ω\Σ8ε) + ε‖∇
2u0‖L2(Σ4ε) + ε‖u0‖H1(Ω)
}
≤ Cε
1
2
− 1
p
{
‖F‖L2(Ω) + ‖g‖L2(∂Ω)
}
,
(3.7)
where we employ the estimate H1 estimate. Let ρ = 1/2−1/p, and we have completed the proof.
Corollary 3.5. Assume the same conditions as in Theorem 3.1. For any ξ ∈ Rm, let vε = uε − ξ −
εχ0(x/ε)ξ and v0 = u0 − ξ, where uε and u0 satisfy (NHε) and (NH0), respectively. Then we have
‖vε − v0‖L2(Ω) ≤ Cε
ρ
{
‖F‖L2(Ω) + ‖g‖L2(∂Ω) + |ξ|
}
, (3.8)
where ρ > 0 and C > 0 depend only on µ, κ, λ,m, d and Ω.
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Remark 3.6. Let vε and v0 be given in Corollary 3.5. Then one may have the following equations
Lε(vε) = F + εdiv
(
Vεχ0,εξ
)
−
[
Bε(∇χ0)ε + cε + λI
]
ξ − εχ0,ε
[
cε + λI
]
ξ in Ω,
∂vε
∂νε
= g − εn · Vεχ0,εξ − n ·
[
Aε(∇χ0)ε + Vε
]
ξ on ∂Ω,
(3.9)
and 
L0(v0) = F − (ĉ+ λI)ξ in Ω,
∂v0
∂ν0
= g − n · V̂ ξ on ∂Ω,
(3.10)
in which such the notation Vε = V (x/ε) and χ0,ε = χ0(x/ε) follow the same simplified way as in [28,
Remark 2.15]. Here we plan to give some simple computations as a preparation. Recalling the form
of ĉ in (2.4), let ∆ϑ0 = ĉ− c−B∇χ0 in Y and
∫
Y
ϑ0(y)dy = 0. This implies ϑ0 ∈ H
2
loc(R
d) (see [28,
Remark 2.7]). Also, set b0 = V̂ − V (y)−A(y)∇χ0(y), and n · b0(y) =
ε
2
[
ni
∂
∂xj
− nj
∂
∂xi
]
Eji0(y), where
Eji0 is referred to as the dual correctors and y = x/ε (see [28, Lemma 4.4]). Hence, there hold
L0(v0) = Lε(vε)− εdiv
[
V (y)χ0(y) + (∇ϑ0)(y)
]
ξ + εχ0(y)
[
c(y) + λI
]
ξ in Ω,
∂v0
∂ν0
=
∂vε
∂νε
+ εn · V (y)χ0(y)ξ −
ε
2
[
ni
∂
∂xj
− nj
∂
∂xi
]
Eji0(y)ξ on ∂Ω,
(3.11)
and it will benefit the later discussion in the approximating lemma.
4 Local boundary estimates
Theorem 4.1 (Lipschitz estimates at large scales). Let Ω be a bounded C1,η domain. Suppose that
the coefficients of Lε satisfy (1.1), (1.2), and (1.3). Let uε ∈ H
1(D5;R
m) be a weak solution of
Lε(uε) = F in D5 and ∂uε/∂νε = g on ∆5, where F ∈ L
p(D5;R
m) with p > d, and g ∈ C0,σ(∆5;R
m)
with 0 < σ ≤ η < 1. Then there holds(
−
∫
Dr
|∇uε|
2dx
) 1
2
≤ C
{(
−
∫
D1
|uε|
2dx
) 1
2
+
(
−
∫
D2r
|uε|
2dx
) 1
2
+
(
−
∫
D1
|F |pdx
) 1
p
+ ‖g‖C0,σ(∆1)
}
(4.1)
for any ε ≤ r < (1/4), where C depends only on µ, λ, κ, d,m, p and the character of Ω.
Lemma 4.2 (boundary Caccioppoli’s inequality). Let Ω ⊂ Rd be a bounded Lipschitz domain.
Suppose that the coefficients of Lε satisfy (1.1) and (1.3) with λ ≥ λ0. Let uε ∈ H
1(D2;R
m) be a
weak solution of Lε(uε) = div(f) + F in D2 with ∂uε/∂νε = g − n · f on ∆2. Then there holds(
−
∫
Dr
|∇uε|
2
)1/2
≤ Cµ
{
1
r
(
−
∫
D2r
|uε|
2
)1/2
+
(
−
∫
D2r
|f |2
)1/2
+ r
(
−
∫
D2r
|F |2
)1/2
+
(
−
∫
∆2r
|g|2
)1/2}
(4.2)
for any 0 < r ≤ 1, where Cµ depends only on µ, d,m, and the character of Ω.
Remark 4.3. The condition λ ≥ λ0 guarantees that the constant Cµ in (4.2) do not depend on
κ, which may lead to a scaling-invariant estimate even for the case r > 1 (see [30, Lemma 2.7]).
However, we do not seek such the convenience here. Also, we mention that the range of 0 < r ≤ 1
is necessary in our proof.
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Proof. By rescaling arguments we may prove the result for r = 1. The proof is quite similar to that
given for [27, Lemma 2.7], and it is not hard to derive that
µ
2
∫
D2
φ2|∇uε|
2dx+ (λ− λ0)
∫
D2
φ2|uε|
2dx
≤ Cµ
∫
D2
|∇φ|2|uε|
2dx+ Cµ
∫
D2
φ2|f |2dx+
∫
D2
φ2|F ||uε|dx+
∫
∆2
φ2guεdS︸ ︷︷ ︸
I
,
where φ ∈ C10 (R
d) is a cut-off function satisfying φ = 1 in D1 and φ = 0 outside D3/2 with |∇φ| ≤ C,
and the ellipticity condition (1.1) coupled with integration by parts has been used in the computa-
tions. Note that the last term I is the new thing compared to the proof in [27, Lemma 2.7], and the
reminder of the proof is standard. Thus, we have that
I ≤
µ
10
∫
D2
|φ∇uε|
2dx+ C
∫
D2
|φuε|
2dx+ C
∫
∆2
|φg|2dS
Note that the constant C actually depends on µ,m, d and the character of Ω. Thus we can not use
λ0 to absorb this constant, which also means we can not deal with the case r > 1 by simply using
the rescaling argument. We have completed the proof.
Remark 4.4. Assume the same conditions and uε as in Lemma 4.2. Let vε = uε − ξ − εχ0(x/ε)ξ
satisfy (3.9) in D2. Then there holds(
−
∫
Dr
|∇vε|
2
)1/2
≤ Cµ
{
1
r
(
−
∫
D2r
|vε|
2
)1/2
+
(
−
∫
D2r
|f |2
)1/2
+r
(
−
∫
D2r
|F |2
)1/2
+
(
−
∫
∆2r
|g|2
)1/2
+|ξ|
}
(4.3)
for any 0 < r ≤ 1, where Cµ depends only on µ, d,m, and the character of Ω.
Lemma 4.5 (local W 1,p boundary estimate). Let Ω ⊂ Rd be a bounded C1 domain, and 2 < p <∞.
Suppose that the coefficients of Lε satisfy (1.1) and (1.3), and A ∈ VMO(R
d) additionally satisfies
(1.2). Given f ∈ Lp(D2;R
md), F ∈ Lq(D2;R
m) with q = pd
d+p
and g ∈ L∞(∆2;R
m), define a local
source quantity as
Rp(f, F, g; r) =
(
−
∫
Dr
|f |p
)1/p
+ r
(
−
∫
Dr
|F |q
)1/q
+ ‖g‖L∞(∆r)
for any 0 < r ≤ 1. Let uε ∈ H
1(D2;R
m) be the weak solution to Lε(uε) = div(f) + F in D2 and
∂uε/∂νε = g − n · f on ∆2 with the local boundedness assumption
‖uε‖W 1,2(D1) +Rp(f, F, g; 1) ≤ 1. (4.4)
Then, there exists Cp > 0, depending on µ, κ, λ,m, d, p, ‖A‖VMO and the character of Ω, such that
‖uε‖W 1,p(D1/2) ≤ Cp. (4.5)
Proof. The proof is based upon the localization technique coupled with a bootstrap argument which
may be found in [28, Lemma 2.19] and [27, Theorem 3.3]. Let wε = φuε, where φ ∈ C
1
0(R
d) be a
cut-off function satisfying φ = 1 in D1/2 and φ = 0 outside D1 with |∇φ| ≤ C. Then we have
Lε(wε) = div(f˜) + F˜ in D2,
∂wε
∂νε
=
(∂uε
∂νε
)
φ− n · f˜ on ∂D2,
13
where
f˜ = fφ−A(x/ε)∇φuε, F˜ = Fφ− f · ∇φ− A(x/ε)∇uε∇φ+
[
B(x/ε)− V (x/ε)
]
∇φuε.
Thus, according to the global W 1,p estimate (see [28, Theorem 3.1]), we may obtain
‖uε‖W 1,p(D1/2) ≤ ‖wε‖W 1,p(D1/2) ≤ C
{
‖uε‖W 1,q(D1) +Rp(f, F, g; 1)
}
(4.6)
where we use the Sobolev embedding theorem ‖uε‖Lp(D1) ≤ C‖uε‖W 1,q(D1) with q =
pd
p+d
.
The interval [1/2, 1] may be divided into 1/2 ≤ r1 < · · · < ri < ri+1 < · · · < rk0 ≤ 1 with
i = 1, · · · , k0, where k0 =
[
d
2
]
+ 1 denotes the times of iteration, and [d
2
] represents the integer part
of d/2. By choosing the cut-off function φi ∈ C
1
0(R
d) such that φi = 1 in Dri and φi = 0 outside
Dri+1 with |∇φi| ≤ C/(ri+1 − ri), one may derive that
‖uε‖W 1,p(D1/2) ≤ · · · ≤ ‖wε‖W 1,pi(Dri) + · · ·
≤ Cpi
{
‖uε‖W 1,pi−1(Dri+1 )
+Rpi(f, F, g; ri+1)
}
+ C(d)Rp(f, F, g; 1)
≤ · · · ≤ C
{
‖uε‖W 1,2(D1) +Rp(f, F, g; 1)
}
≤ C
(4.7)
where pi = 2d/(d− 2i) and we note that there are two cases p > pk0 =
2d
d−2k0
and p ∈ (2, pk0] should
be discussed. We refer the reader to [27, Theorem 3.3] for the details. Also, to obtain the second
line of (4.7) we use the following fact that
Rpi(f, F, g; ri) ≤ C(d)Rp(f, F, g; 1)
for any 2 < pi ≤ p and ri ∈ [1/2, 1]. We end the proof here.
Corollary 4.6. Assume the same conditions as in Lemma 4.5. Let 0 < σ < 1, and p = d/(1 − σ).
Suppose that uε ∈ H
1(D2;R
m) is a weak solution of Lε(uε) = div(f)+F in D2 and ∂uε/∂νε = g−n·f
on ∆2 with the local boundedness assumption (4.4). Then we have the boundary Ho¨lder estimate
‖uε‖C0,σ(D1/2) ≤ Cσ, (4.8)
where Cσ depends on µ, κ, λ,m, d, σ, ‖A‖VMO and the character of Ω. In particularly, for any s > 0
there holds
‖uε‖L∞(Dr/2) ≤ C
{(
−
∫
Dr
|uε|
s
)1/s
+ rRp(f, F, g; r)
}
(4.9)
for any 0 < r ≤ 1, where C depends on s and Cσ.
Proof. The estimate (4.8) directly follows from the Sobolev embedding theorem and the estimate
(4.5). To show the estimate (4.9) we also employ Caccioppoli’s inequality (4.2) and a rescaling
argument. The details may be found in [27, Corollary 3.5] and we do not reproduce here.
Lemma 4.7 (approximating lemma). Let ε ≤ r < 1. Assume the same conditions as in Theorem
4.1. Let uε ∈ H
1(D2r;R
m) be a weak solution of Lε(uε) = F in D2r and ∂uε/∂νε = g on ∆2r. Then
there exists w ∈ H1(Dr;R
m) such that L0(w) = F and ∂w/∂ν0 = g on ∆r, and there holds(
−
∫
Dr
|uε − w|
2
)1/2
≤ C
(ε
r
)ρ{(
−
∫
D2r
|uε|
2
)1/2
+ r2
(
−
∫
D2r
|F |2
)1/2
+ r
(
−
∫
∆2r
|g|2
)1/2}
, (4.10)
where ρ ∈ (0, 1/2) and C > 0 µ, λ, κ, d,m and the the character of Ω.
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Proof. The idea may be found in [20, Theorem 5.1.1]. By rescaling argument one may assume r = 1.
For any t ∈ (1, 3/2), there exists w ∈ H1(Dt;R
m) satisfying L0(w) = F in Dt, and ∂w/∂ν0 = ∂uε/∂νε
on ∂Dt. In view of Theorem 3.1, we have
‖uε − w‖L2(Dt) ≤ Cε
ρ
{
‖F‖L2(Dt) + ‖g‖L2(∆2) + ‖uε‖W 1,2(∂Dt\∆2)
}
, (4.11)
and it remains to estimate the last term in the right-hand side of (4.11). Due to the estimate (4.2)
and co-area formula, we have
‖uε‖W 1,2(∂Dt\∆2) ≤ C
{
‖uε‖L2(D2) + ‖F‖L2(D2) + ‖g‖L2(∆2)
}
(4.12)
for some t ∈ (1, 3/2). Hence, combining (4.11) and (4.12) we acquire
∥∥uε − w∥∥L2(D1) ≤ Cερ
{(
−
∫
D2
|uε|
2
)1/2
+
(
−
∫
D2
|F |2
)1/2
+
(
−
∫
∆2
|g|2
)1/2}
.
By rescaling argument we can derive the desired estimate (4.10), and we complete the proof.
Lemma 4.8 (revised approximating lemma). Let ε ≤ r < 1. Assume the same conditions as in
Theorem 4.1. Let uε ∈ H
1(D2r;R
m) be a weak solution of Lε(uε) = F in D2r and ∂uε/∂νε = g on
∆2r. Let vε = uε− ξ− εχ0(x/ε)ξ for some ξ ∈ R
d. Then there exists v0 = u0− ξ ∈ H
1(Dr;R
m) such
that the equation (3.11) holds in Dr, and we have(
−
∫
Dr
|vε − v0|
2
)1/2
≤ C
(ε
r
)ρ{(
−
∫
D2r
|uε − ξ|
2
)1/2
+ r2
(
−
∫
D2r
|F |2
)1/2
+ r
(
−
∫
∆2r
|g|2
)1/2
+ r|ξ|
}
,
(4.13)
where ρ ∈ (0, 1/2) and C > 0 depend only on µ, λ, κ, d,m and the the character of Ω.
Proof. Here we need to employ Caccioppoli’s inequality (4.3) for vε, and Corollary 3.5. The rest of
the proof is as the same as the previous lemma, and we omit the proof.
Before we proceed further, for any matrix M ∈ Rm×d, we denote G(r, v) as the following
G(r, v) =
1
r
inf
M∈Rd×d
{(
−
∫
Dr
|v −Mx− c˜|2dx
) 1
2
+ r2
(
−
∫
Dr
|F |p
) 1
p
+ r2
(
−
∫
Dr
|Mx+ c˜|p
) 1
p
+ r2|M |+ r
∥∥∥g − ∂
∂ν0
(
Mx + c˜
)∥∥∥
L∞(∆r)
+ r1+σ
[
g −
∂
∂ν0
(
Mx + c˜
)]
C0,σ(∆r)
}
,
(4.14)
where we set c˜ = u0(0).
Lemma 4.9. Let u0 ∈ H
1(D2;R
m) be a solution of L0(u0) = F in D2 and ∂u0/∂ν0 = g on ∆2, where
g ∈ C0,σ(∆2;R
m). Then there exists θ ∈ (0, 1/4), depending on µ, d, κ, λ,m, d and the character of
Ω, such that
G(θr, u0) ≤
1
2
G(r, u0) (4.15)
holds for any r ∈ (0, 1).
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Proof. We may assume r = 1 by rescaling argument. By the definition of G(θ, u0), we see that
G(θ, u0) ≤
1
θ
{(
−
∫
Dθ
|u0 −M0x− c˜|
2
) 1
2
+ θ2
(
−
∫
Dθ
|F |p
) 1
p
+ θ2
(
−
∫
Dθ
|M0x+ c˜|
p
) 1
p
+ θ2|M0|
+ θ
∥∥∥ ∂
∂ν0
(
u0 −M0x− c˜
)∥∥∥
L∞(∆θ)
+ θ1+σ
[ ∂
∂ν0
(
u0 −M0x− c˜
)]
C0,σ(∆θ)
}
≤ θσ
{
‖u0‖C1,σ(D1/2) +
(
−
∫
D1/2
|F |pdx
) 1
p
}
,
where we choose M0 = ∇u0(0). For any M ∈ R
m×d, we let u˜0 = u0 −Mx− c˜. Obviously, it satisfies
the equation:
L0(u˜0) = F −L0(Mx+ c˜) in D2,
∂u˜0
∂ν0
= g −
∂
∂ν0
(
Mx+ c˜
)
on ∆2.
Hence, it follows from boundary Schauder estimates (see for example [28, Lemma 2.19]) that∥∥u˜0∥∥C1,σ(D1/2) ≤ CG(1, u0).
Note that
‖u0‖C1,σ(D1/2) ≤
∥∥u˜0∥∥C1,σ(D1/2) + |M |+ ‖Mx+ c˜‖L∞(D1/2)
≤
∥∥u˜0∥∥C1,σ(D1/2) + |M |+ C(−
∫
D1
|Mx+ c˜|p
) 1
p
where we use the fact that Mx+ c˜ is harmonic in Rd.
It is clear to see that there exists θ ∈ (0, 1/4) such that G(θ, u0) ≤
1
2
G(1, u0). Then the desire
result (4.15) can be obtained simply by a rescaling argument.
For simplicity, we also denote Φ(r) by
Φ(r) =
1
r
{(
−
∫
Dr
|uε − c˜|
2
)1/2
+ r2
(
−
∫
Dr
|F |p
)1/p
+ r‖g‖L∞(∆r) + r|c˜|
}
.
Lemma 4.10. Let ρ be given in Lemma 4.7. Assume the same conditions as in Theorem 4.1. Let
uε be the solution of Lε(uε) = F in D2 with ∂uε/∂νε = g on ∆2. Then we have
G(θr, uε) ≤
1
2
G(r, uε) + C
(ε
r
)ρ
Φ(2r) (4.16)
for any r ∈ [ε, 1/2], where θ ∈ (0, 1/4) is given in Lemma 4.9.
Proof. Fix r ∈ [ε, 1/2], let w be a solution to L0(w) = F in Dr, and ∂w/∂ν0 = ∂uε/∂νε on ∂Dr.
Also, let vε = uε − c˜− εχ0(x/ε)c˜ and v0 = w − c˜. Then we obtain
G(θr, uε) ≤
1
θr
(
−
∫
Dθr
|uε − w|
2
) 1
2
+G(θr, w)
≤
C
r
(
−
∫
Dr
|uε − w|
2
) 1
2
+
1
2
G(r, w)
≤
1
2
G(r, uε) +
C
r
(
−
∫
Dr
|uε − w|
2
) 1
2
≤
1
2
G(r, uε) +
C
r
(
−
∫
Dr
|vε − v0|
2
) 1
2
+ C(ε/r)|c˜|
≤
1
2
G(r, uε) + C(ε/r)
ρ
{
1
r
(
−
∫
D2r
|uε − c˜|
2
)1/2
+ r
(
−
∫
D2r
|F |p
)1/p
+ ‖g‖L∞(∆2r) + |c˜|
}
,
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where we use the estimate (4.15) in the second inequality, and (4.13) in the last one. The proof is
complete.
Lemma 4.11. Let Ψ(r) and ψ(r) be two nonnegative continuous functions on the integral (0, 1]. Let
0 < ε < 1
4
. Suppose that there exists a constant C0 such that
max
r≤t≤2r
Ψ(t) ≤ C0Ψ(2r),
max
r≤s,t≤2r
|ψ(t)− ψ(s)| ≤ C0Ψ(2r),
(4.17)
and 0 ≤ c(2r) ≤ C0c(1) for any r ∈ [ε, 1/2]. We further assume that
Ψ(θr) ≤
1
2
Ψ(r) + C0w(ε/r)
{
Ψ(2r) + ψ(2r) + c(2r)
}
(4.18)
holds for any r ∈ [ε, 1/2], where θ ∈ (0, 1/4) and w is a nonnegative increasing function in [0, 1] such
that w(0) = 0 and ∫ 1
0
w(t)
t
dt <∞. (4.19)
Then, we have
max
ε≤r≤1
{
Ψ(r) + ψ(r)
}
≤ C
{
Ψ(1) + ψ(1) + c(1)
}
, (4.20)
where C depends only on C0, θ and w.
Proof. Here we refer the reader to [22, Lemma 8.5]. Although we make a few modification on it, the
proof is almost the same thing.
Proof of Theorem 4.1. It is fine to assume 0 < ε < 1/4, otherwise it follows from the classical
theory. In view of Lemma 4.11, we set Ψ(r) = G(r, uε), w(t) = t
λ, where λ > 0 is given in Lemma
4.7. In order to prove the desired estimate (4.20), it is sufficient to verify (4.17) and (4.18). Let
ψ(r) = |Mr|, where Mr is the matrix associated with Ψ(r), respectively.
Ψ(r) =
1
r
{(
−
∫
Dr
|uε −Mrx− c˜|
2
) 1
2
+ r2
(
−
∫
Dr
|F |p
) 1
p
+ r2|Mr|+ r
2
(
−
∫
Dr
|Mrx+ c˜|
p
) 1
p
+ r
∥∥∥g − ∂
∂ν0
(
Mrx+ c˜
)∥∥∥
L∞(∆r)
+ r1+σ
[
g −
∂
∂ν0
(
Mrx+ c˜
)]
C0,σ(∆r)
}
,
Then we have
Φ(r) ≤ C
{
Ψ(2r) + ψ(2r) + c(2r)
}
,
where c(2r) = ‖g‖L∞(∆2r) + |c˜|. This together with Lemma 4.10 gives
Ψ(θr) ≤
1
2
Ψ(r) + C0w(ε/r)
{
Ψ(2r) + ψ(2r) + c(2r)
}
,
which satisfies the condition (4.18) in Lemma 4.11. Let t, s ∈ [r, 2r], and v(x) = (Mt −Ms)x. It is
clear to see v is harmonic in Rd. Since Dr satisfies the interior ball condition, we arrive at
|Mt −Ms| ≤
C
r
(
−
∫
Dr
|(Mt −Ms)x− c˜|
2
) 1
2
≤
C
t
(
−
∫
Dt
|uε −Mtx− c˜|
2
) 1
2
+
C
s
(
−
∫
Ds
|uε −Msx− c˜|
2
) 1
2
≤ C
{
Ψ(t) + Ψ(s)
}
≤ CΨ(2r),
(4.21)
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where the second and the last steps are based on the fact that s, t ∈ [r, 2r]. Due to the same reason,
it is easy to obtain Ψ(r) ≤ CΨ(2r), where we use the assumption p > d. The estimate (4.21) satisfies
the condition (4.17). Besides, w here obviously satisfies the condition (4.19). Hence, according to
Lemma 4.11, for any r ∈ [ε, 1/4], we have the following estimate
1
r
(
−
∫
D2r
|uε − c˜|
2
) 1
2
≤ C
{
Ψ(2r) + ψ(2r)
}
≤ C
{
Ψ(1) + ψ(1) + c(1)
}
. (4.22)
Hence, for ε ≤ r < (1/4), the desired estimate (4.1) consequently follows from (4.22) and Cacciop-
poli’s inequality (4.3),(
−
∫
Dr
|∇uε|
2
)1/2
≤
(
−
∫
Dr
|∇vε|
2
)1/2
+ C|c˜|
≤ C
{
1
r
(
−
∫
D2r
|uε − c˜|
2
)1/2
+ r
(
−
∫
D2r
|F |p
)1/p
+ ‖g‖L∞(∆2r) + |c˜|
}
≤ C
{(
−
∫
D1
|uε|
2
)1/2
+
(
−
∫
D2r
|uε|
2
)1/2
+
(
−
∫
D1
|F |p
)1/p
+ ‖g‖C0,σ(∆1)
}
,
where vε = uε − c˜− εχ0(x/ε)c˜, and we also use the following estimate
|c˜| = |u0(0)| ≤ C
(
−
∫
Dr
|u0|
2
)1/2
≤ C
(
−
∫
Dr
|uε|
2
)1/2
+ C
(
−
∫
Dr
|uε − u0|
2
)1/2
≤ C
{(
−
∫
D2r
|uε|
2
)1/2
+
(
−
∫
D1
|F |p
)1/p
+ ‖g‖L∞(∆1)
} (4.23)
in the last step, which is due to the estimate (4.10) and the fact r ≥ ε. We have completed the
proof.
Proof of Theorem 1.3. By a rescaling argument we may prove (1.8) for r = 1. Let uε = vε + wε,
where vε, wε satisfy
(1)

Lε(vε) = F in D1,
∂vε
∂νε
= g on ∆1,
(2)

Lε(wε) = div(f) in D1,
∂wε
∂νε
= −n · f on ∂D1,
respectively. For (1), we claim that we can prove
‖∇vε‖L∞(D1/2) ≤
{
‖vε‖L2(D1) + ‖F‖Lp(D1) + ‖g‖C0,σ(∆1)
}
, (4.24)
where C depends on µ, τ, κ, λ, p, σ and the character of Ω. In terms of (2), it follows the global
Lipschitz estimate [30, Theorem 1.2] that
‖∇wε‖L∞(D1) ≤ C‖f‖C0,σ(D1). (4.25)
Combining the estimates (4.24) and (4.25) lead to the stated estimate (1.8), in which we also need
H1 estimate for wε (see for example [30, Lemma 3.1]).
We now turn to prove the estimate (4.24). Let ∆1/2 ⊂ ∪
N0
i=1B(Qi, r) ⊂ ∆2/3 for Qi ∈ ∂Ω and
some 0 < r < 1. Let v˜ε = vε − ξ − εχ0(x/ε)ξ, and v˜ε satisfies the equation (3.9) in D(Qi, r). By
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translation we may assume Qi = 0. Then it follows classical boundary Lipschitz estimate (see [28,
Lemma 2.19]) that
‖∇v˜ε‖L∞(Dε/2) ≤ C
{
1
ε
(
−
∫
Dε
|vε − ξ|
2
)1/2
+ |ξ|+R(F, 0, g; ε)
}
≤ C
{(
−
∫
Dε
|∇vε|
2
)1/2
+
(
−
∫
Dε
|vε|
2
)1/2
+R(F, 0, g; 1)
}
≤ C
{(
−
∫
D1
|vε|
2
)1/2
+R(F, 0, g; 1)
}
,
(4.26)
where we choose ξ = −
∫
Dε
vε in the first line, and the second step follows from Poincare´’s inequality
and the fact p > d. In the last one, the estimate (4.1) and the uniform Ho¨lder estimate (4.9) have
been employed, and by a simple covering argument we have proved the stated estimate (4.24), and
completed the whole proof.
5 Neumann functions
Let Γε(x, y) denote the matrix of fundamental solutions of Lε in R
d, with pole at y. Suppose
that the coefficients of Lε satisfy (1.1), (1.2), (1.3) and (1.4) with µ ≥ max{µ, λ0}, one may use [30,
Theorem 1.1] to show that for d ≥ 3, ∣∣Γε(x, y)∣∣ ≤ C|x− y|2−d∣∣∇xΓε(x, y)∣∣+ ∣∣∇yΓε(x, y)∣∣ ≤ C|x− y|1−d, (5.1)
where C depends only on µ, κ, λ, τ,m, d. Let Uε(x, y) be the solution of
Lε(U
β
ε (·, y)) = 0 in Ω,
∂
∂νε
(
Uβε (·, y)
)
=
∂
∂νε
(
Γβε (·, y)
)
on ∂Ω,
(5.2)
where Γβε (x, y) =
(
Γ1βε (x, y), · · · ,Γ
mβ
ε (x, y)
)
. We now define
Nε(x, y) = Γε(x, y)− Uε(x, y) (5.3)
for x, y ∈ Ω. Note that, if Nβε (x, y) = Γ
β
ε (x, y)− U
β
ε (x, y),
Lε
(
Nβε (·, y)
)
= eβδy in Ω,
∂
∂νε
(
Nβε (·, y)
)
= 0 on ∂Ω,
(5.4)
where δy denotes the Dirac delta function with pole at y. We will callNε(x, y) the matrix of Neumann
functions for Lε in Ω.
Lemma 5.1. Suppose that the coefficients of Lε satisfy (1.1), (1.2), (1.3) and (1.4) with λ ≥
max{µ, λ0}. Let Uε(x, y) be defined by (5.11). Then there holds
|Uε(x, y)| ≤ C
[
δ(x)
] 2−d
2
[
δ(y)
]2−d
2 (5.5)
for any x, y ∈ Ω, where δ(x) = dist(x, ∂Ω) and C depends on µ, d,m and Ω.
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Proof. Fix y ∈ Ω, and let wε(x) = Uε(x, y). In view of (5.2) we have
‖wε‖H1(Ω) ≤ C
∥∥∂wε
∂νε
∥∥
H−
1
2 (∂Ω)
≤ C
∥∥∂wε
∂νε
∥∥
Lp(∂Ω)
, (5.6)
where p = 2(d−1)
d
. On account of the estimates (5.1),
∥∥∂wε
∂νε
∥∥
Lp(∂Ω)
≤ C
{∫
∂Ω
dS(x)
|x− y|p(d−1)
}1/p
≤ C
{∫ ∞
δ(y)
sp(1−d)+d−2ds+
∫
B(y,2δ(y))∩∂Ω
dS(y)
|x− y|p(d−1)
}1/p
≤ C
[
δ(y)
]2−d
2 .
(5.7)
Also, it follows from interior estimate [27, Corollary 3.5] that
|wε(x)| ≤ C
(
−
∫
B(x,δ(x))
|wε|
2∗
)1/2∗
≤ C
[
δ(x)
] 2−d
d
∥∥wε∥∥H1(Ω) ≤ C[δ(x)] 2−dd [δ(y)] 2−dd ,
where we use the estimates (5.6) and (5.7) in the last inequality, and this ends the proof.
Theorem 5.2. Let Ω ⊂ Rd be a bounded C1,τ domain. Suppose that the coefficients of Lε satisfy
(1.1), (1.2), (1.3) and (1.4) with λ ≥ max{µ, λ0}. Then∣∣Nε(x, y)∣∣ ≤ C|x− y|2−d (5.8)
and for any σ ∈ (0, 1), ∣∣Nε(x, y)−Nε(z, y)∣∣ ≤ Cσ |x− z|σ
|x− y|d−2+σ
,∣∣Nε(y, x)−Nε(y, z)∣∣ ≤ Cσ |x− z|σ
|x− y|d−2+σ
,
(5.9)
where |x− z| < |x− y|/4.
Proof. Due to the boundary Ho¨lder’s estimate (4.2), it suffices to prove the estimate (5.8). By the
estimate (5.5), ∣∣Nε(x, y)∣∣ ≤ C{|x− y|2−d + [δ(x)]2−d + [δ(y)]2−d}. (5.10)
Then let r = |x− y|, and it follows from the estimates (4.9), (5.10) that
∣∣Nε(x, y)∣∣ ≤ C{−∫
B(x,r/4)∩Ω
|Nε(z, y)|
sdz
}1/s
≤ C
{
|x− y|2−d + [δ(y)]2−d
}
,
where we choose s > 0 such that s(d − 2) < 1. Using the estimate (4.9) again, the above estimate
leads to ∣∣Nε(x, y)∣∣ ≤ C{−∫
B(y,r/4)∩Ω
|Nε(x, z)|
sdz
}1/s
≤ C|x− y|2−d,
and we have completed the proof.
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Theorem 5.3. Let Ω ⊂ Rd be a bounded C1,τ domain. Suppose that the coefficients of Lε satisfy
(1.1), (1.2), (1.3) and (1.4) with λ ≥ max{µ, λ0}. Let x0, y0, z0 ∈ Ω be such that |x0−z0| < |x0−y0|/4.
Then for any σ ∈ (0, 1),(
−
∫
B(y0,ρ/4)∩Ω
∣∣∇y{Nε(x0, y)−Nε(z0, y)}∣∣2dy)1/2 ≤ Cρ1−d( |x0 − z0|
ρ
)σ
, (5.11)
where ρ = |x0 − y0| and C depends only on µ, κ, λ, τ,m, d, σ and the character of Ω.
Proof. Let f ∈ C∞0 (B(y0, ρ/2) ∩ Ω), and
uε(x) =
∫
Ω
Nε(x, y)f(y)dy.
Then Lε(uε) = f in Ω and ∂uε/∂νε = 0 in B(x0, ρ/2) ∩ ∂Ω, it follows from the boundary Ho¨lder
estimate and interior estimates
∣∣uε(x0)− uε(z0)∣∣ ≤ C( |x0 − z0|
ρ
)σ{
−
∫
B(x0,ρ/2)∩Ω
|uε|
2
}1/2
. (5.12)
On the other hand, for any x ∈ B(x0, ρ/2) ∩ Ω, we obtain
∣∣uε(x)∣∣ ≤ Cρ2{−∫
B(y0,ρ/2)∩Ω
|f |2dy
}1/2
, (5.13)
and this implies {
−
∫
B(x0,ρ/2)∩Ω
|uε|
2dx
}1/2
≤ Cρ2−d/2
∥∥f∥∥
L2(Ω)
. (5.14)
Thus we obtain that(
−
∫
B(y0,ρ/2)∩Ω
∣∣Nε(x0, y)−Nε(z0, y)∣∣2dy)1/2 ≤ Cρ2−d( |x0 − z0|
ρ
)σ
, (5.15)
and the stated estimate (5.11) follows from Caccippoli’s inequality (4.2). We have completed the
proof.
6 The proof of Theorem 1.1
In the case of p = 2, the estimate (1.6) has been established in [30, Theorem 1.6]. For 2 < p <∞,
according to Theorem 1.2, it suffices to establish the following reverse Ho¨lder inequality.
Lemma 6.1. Let Ω be a bounded C1,η domain. Suppose the coefficients of Lε satisfy (1.1), (1.2), (1.3)
and (1.4) with λ ≥ λ0 and A = A
∗. For any Q ∈ ∂Ω and 0 < r < 1, let uε ∈ H
1(B(Q, 3r)∩ ∂Ω;Rm)
be the weak solution of Lε(uε) = 0 in B(Q, 3r) ∩ Ω, and ∂uε/∂νε = 0 on B(Q, 3r) ∩ ∂Ω. Then we
have
sup
B(Q,r)∩∂Ω
|(∇uε)
∗| ≤ C
{(
−
∫
B(Q,2r)∩∂Ω
|(∇uε)
∗|2
)1/2
+
(
−
∫
B(Q,2r)∩∂Ω
|(uε)
∗|2
)1/2}
, (6.1)
where C depends on µ, τ, κ, λ,m, d and the character of Ω.
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Proof. The main idea could be found in [14, Lemma 9.1], and we have to impose some new tricks to
derive (6.1), which additionally involves the so-called Neuamnn correctors defined in [28], i.e.,
−div
[
A(x/ε)∇Ψε,0
]
= div(V (x/ε)) in Ω, n · A(x/ε)∇Ψε,0 = n · V̂ − V (x/ε) on ∂Ω.
The purpose is to establish the following boundary estimate
‖∇uε‖L∞(Dr/2) ≤ C
{(
−
∫
Dr
|∇uε|
2
)1/2
+
(
−
∫
Dr
|uε|
2
)1/2}
, (6.2)
where C depends on µ, τ, κ, λ,m, d and Ω.
First of all, we consider ε ≤ r < 1. Let vε = uε −Ψε,0ξ for some ξ ∈ R
m, and then we have
Lε(vε) = div
[
Vε(Ψε,0 − I)ξ
]
− Bε∇Ψε,0ξ − (cε + λI)Ψε,0ξ in B(Q, 3r) ∩ Ω,
∂vε
∂νε
= n · Vε(I −Ψε,0)ξ − n · V̂ ξ on B(Q, 3r) ∩ ∂Ω,
(6.3)
where Vε(x) = V (x/ε) and cε(x) = c(x/ε). Note that
‖Ψε,0 − I‖L∞(Ω) ≤ Cε, ‖Ψε,0‖W 1,∞(Ω) ≤ C, (6.4)
where C depends on µ, κ, τ,m, d and Ω. The above results have been proved in [28, Theorem 4.2]
and Remark 6.2.
Applying the boundary estimate (1.8) to the equation (6.3), we have
‖∇vε‖L∞(Dr/2) ≤ C
{
1
r
(
−
∫
Dr
|vε|
2
)1/2
+ |ξ|
}
≤ C
{
1
r
(
−
∫
Dr
|uε − ξ|
2
)1/2
+
ε
r
|ξ|+ |ξ|
}
≤ C
{
1
r
(
−
∫
Dr
|uε − ξ|
2
)1/2
+ |ξ|
}
≤ C
{(
−
∫
Dr
|∇uε|
2
)1/2
+
(
−
∫
Dr
|uε|
2
)1/2}
where we use the estimate (6.4) in the first and second inequalities, and the fact r ≥ ε in the third
one. In the last step, we choose ξ = −
∫
Dr
uε and employ Poincare´’s inequality. The above estimate
implies (6.2) for ε ≤ r < 1.
In the case of 0 < r < ε, let vε = uε−ξ−εχ0(x/ε)ξ for some ξ ∈ R
m, and vε satisfies the equation
(3.9) by setting F = g = 0. Again, by choosing ξ = −
∫
Dr
uε, and the estimate (1.8), one may derive
the estimate (6.2) for 0 < r < ε.
Recall the definition of nontangential maximal function, and we have
(∇uε)
∗(P ) = max{Mr,1(∇uε)(P ),Mr,2(∇uε)(P )},
where
Mr,1(∇uε)(P ) =
{
|∇uε| : x ∈ Ω, |x− P | ≤ c0r; |x− P | ≤ N0dist(x, ∂Ω)
}
,
Mr,2(∇uε)(P ) =
{
|∇uε| : x ∈ Ω, |x− P | > c0r; |x− P | ≤ N0dist(x, ∂Ω)
}
.
(6.5)
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Here c0 > 0 is a small constant. We first handle the estimate for Mr,1(∇uε). It follows from the
estimate (6.2) that
sup
B(Q,r)∩∂Ω
Mr,1(∇uε) ≤ sup
B(Q,3r/2)∩∂Ω
|∇uε|
≤ C
{(
−
∫
D2r
|∇uε|
2
)1/2
+
(
−
∫
D2r
|uε|
2
)1/2}
≤ C
{(
−
∫
∆2r
|(∇uε)
∗|2
)1/2
+
(
−
∫
∆2r
|(uε)
∗|2
)1/2}
.
(6.6)
Similarly, one may derive the following interior Lipschitz estimate
|∇uε(x)| ≤ C
{(
−
∫
B(x,δ(x)/10)
|∇uε|
2
)1/2
+
(
−
∫
B(x,δ(x)/10)
|uε|
2
)1/2}
from [27, Theorem 4.4], and this will give
sup
B(Q,r)∩∂Ω
Mr,2(∇uε) ≤ C
{(
−
∫
∆2r
|(∇uε)
∗|2
)1/2
+
(
−
∫
∆2r
|(uε)
∗|2
)1/2}
. (6.7)
Combining the estimates (6.6) and (6.7) consequently lead to the stated estimate (6.1). We have
completed the proof.
Remark 6.2. Here we plan give a sketch of the proof of the first estimate in (6.4). Let Hε,0 =
Ψε,0−I−εχ0(x/ε). Then it satisfies Lε(Hε,0) = 0 in Ω and ∂Hε,0/∂nε =
∑
ij
(
ni
∂
∂xj
−nj
∂
∂xi
)
gij on ∂Ω
with ‖gij‖L∞(Ω) ≤ Cε (the computation will be found in [28, Lemma 4.4]), where ∂/∂nε = n·A(x/ε)∇
denotes the conormal derivative operator associated with Lε. According to the proof of [28, Lemma
4.3], one may have
|Hε,0(x)−Hε,0(y)| ≤ Cε
for any x, y ∈ Ω. Thus, it is not hard to see that
‖Hε,0(x)‖L∞(Ω) ≤ Cε+ C‖Hε,0‖L2(Ω).
Note that
‖Hε,0‖L2(Ω) ≤ C‖(Hε,0)
∗‖L2(∂Ω) ≤ C‖Hε,0‖L2(∂Ω) ≤ Cε,
and the last inequality is due to a duality argument (see [15]). Let φε ∈ H
1(Ω;Rm) be a solution of
Lε(φε) = 0 in Ω, and ∂φε/∂nε = f on ∂Ω with
∫
∂Ω
fdS = 0.∣∣∣ ∫
∂Ω
Hε,0fdS
∣∣∣ = ∣∣∣ ∫
∂Ω
gij
(
ni
∂
∂xj
− nj
∂
∂xi
)
φεdS
∣∣∣ ≤ Cε‖f‖L2(∂Ω),
where we use the Rellich estimate ‖∇tanφε‖L2(∂Ω) ≤ C‖f‖L2(∂Ω) (see [16]). Thus the above estimates
imply
‖Ψε,0 − I‖L∞(Ω) ≤ ‖Hε,0‖L∞(Ω) + Cε ≤ Cε.
We mention that the above estimate additionally relies on the symmetry condition A = A∗, which
actually improves the corresponding result in [28, Theorem 4.2].
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One may study the solutions of the L2 Neumann problem with atomic data ∂uε/∂νε = a on
∂Ω, where
∫
∂Ω
a(x)dS = 0, and supp(a) ⊂ B(Q, r) ∩ ∂Ω for some Q ∈ ∂Ω and 0 < r < r0, and
‖a‖L∞(∂Ω) ≤ r
1−d. In fact, the stated estimate (1.6) holding for 1 < p < 2 follows from the following
result by interpolation.
Theorem 6.3. Let a be an atom on ∆r with 0 < r < r0. Suppose that uε is a weak solution of
Lε(uε) = 0 in Ω with ∂uε/∂νε = a on ∂Ω. Then we have the following estimate∫
∂Ω
(∇uε)
∗dS ≤ C, (6.8)
where C depends only on µ, κ, λ, d,m and Ω.
Proof. The main ideas of the proof may be found in [23, pp.932-933], as well as in [8, Lemma 2.7].
Clearly, the integral in the left-hand side of (6.8) may be divided into∫
∂Ω
(∇uε)
∗dS =
{∫
B(Q,Cr)∩∂Ω
+
∫
∂Ω\B(Q,Cr)
}
(∇uε)
∗dS,
and it follows from L2 estimate ([30, Theorem 1.6]) and Ho¨lder’s inequality that∫
B(Q,Cr)∩∂Ω
(∇uε)
∗dS ≤ Cr
d−1
2
∥∥(∇uε)∗∥∥L2(∂Ω) ≤ Cr d−12 ‖a‖L2(∂Ω) ≤ C, (6.9)
where we also use the assumption ‖a‖L∞(∂Ω) ≤ r
1−d.
Let ρ = |P0 −Q| ≥ Cr, and one may show∫
B(P0,cρ)∩∂Ω
(∇uε)
∗dS ≤ C
(r
ρ
)σ
(6.10)
for some σ > 0. Since
∫
∂Ω
a(x)dS = 0, we have the formula
uε(x) =
∫
B(Q,r)∩∂Ω
{
Nε(x, y)−Nε(x,Q)
}
a(y)dS(y),
and it follows that
|∇uε(x)| ≤ C−
∫
B(Q,r)∩∂Ω
∣∣∇x{Nε(x, y)−Nε(x,Q)}∣∣dS(y).
Note that for any z ∈ Ω such that cρ ≤ |z − P | < N0δ(z) for some P ∈ B(P0, cρ) ∩ ∂Ω, and it
follows from interior Lipschitz estimates (which is based upon [27, Theorem 4.4] coupled with the
techniques in the proof of Lemma 6.1), and (5.11) and (5.15) that
|∇uε(z)| ≤ C
(
−
∫
B(z,cδ(z))
|∇uε|
2dx
)1/2
+ Cδ(x)−
∫
B(z,cδ(z))
|uε|dx
≤ C−
∫
B(Q,r)∩∂Ω
(
−
∫
B(z,cδ(z))
∣∣∇x{Nε(x, y)−Nε(x,Q)}∣∣2dx)1/2dS(y)
+ Cδ(x)−
∫
B(Q,r)∩∂Ω
(
−
∫
B(z,cδ(z))
∣∣Nε(x, y)−Nε(x,Q)∣∣2dx)1/2dS(y)
≤ Cρ1−d
(r
ρ
)σ
+ Cδ(z)ρ2−d
(r
ρ
)σ
≤ Cρ1−d
(r
ρ
)σ
,
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where we use Minkowski’s inequality in the second step and the fact that (cρ)/N0 < δ(x) < r0 in the
last one. According to the definition of Mρ,2 in (6.5), we have∫
B(P0,cρ)∩∂Ω
Mρ,2(∇uε)dS ≤ C
(r
ρ
)σ
. (6.11)
For any θ ∈ [1, 3/2], it is known that Lε(uε) = 0 in Ω and ∂uε/∂νε = 0 on B(P0, θcρ) ∩ ∂Ω. In
terms of L2 nontangential maximal function estimate [30, Thereom 1.7], we have∫
B(P0,θcρ)∩∂Ω
|Mρ,1(∇uε)|
2dS ≤ C
∫
∂Dθcρ\∂Ω
|∇uε|
2dS.
Integrating in θ on [1, 3/2] yields∫
B(P0,cρ)∩∂Ω
|Mρ,1(∇uε)|
2dS ≤
C
ρ
∫
D2cρ
|∇uε|
2dx,
and ∫
B(P0,cρ)∩∂Ω
Mρ,1(∇uε)dS ≤ Cρ
d−1
(
−
∫
B(P0,2cρ)∩Ω
|∇uε|
2
)1/2
≤ C
(r
ρ
)σ
.
This together with (6.11) gives the estimate (6.10). Consequently, the desired estimate (6.8) follows
from the estimates (5.5) and (6.8) by a covering argument. We are done.
Proof of Theorem 1.1. The desired estimate for ‖(∇uε)
∗‖Lp(∂Ω) in (1.6) is based upon Theorem
1.2, Lemma 6.1 and Theorem 6.3. In view of Lemmas 2.2 and 2.4, one may derive
‖(uε)
∗‖Lp(∂Ω) ≤ C‖M(uε)‖Lp(∂Ω) ≤ C‖uε‖W 1,p(Ω) ≤ C‖g‖Lp(∂Ω),
where we use W 1,p estimate (see [28, Theorem 1.1]) in the last step. The proof is complete.
Acknowledgements
The authors thank Prof. Zhongwei Shen for very helpful discussions regarding this work when
he visited Peking University. The first author also appreciates his constant and illuminating instruc-
tion. The first author was supported by the China Postdoctoral Science Foundation (Grant No.
2017M620490), and the second author was supported by the National Natural Science Foundation
of China (Grant NO. 11571020).
References
[1] S. Armstrong, J. Mourrat, Lipschitz regularity for elliptic equations with random coefficients,
Arch. Ration. Mech. Anal. 219(2016), no.1, 255-348.
[2] S. Armstrong, C. Smart, Quantitative stochastic homogenization of convex integral functionals,
Ann. Sci. E´c. Norm. Supe´r. (4)49 (2016), no.2, 423-481.
[3] S. Armstrong, Z. Shen, Lipschitz estimates in almost-periodic homogenization, Comm. Pure
Appl. Math. 69(2016), no.10, 1882-1923.
25
[4] M. Avellaneda, F. Lin, Compactness methods in the theory of homogenization, Comm. Pure
Appl. Math. 40(1987), no.6, 803-847.
[5] M. Avellaneda, F. Lin, Lp bounds on singular integrals in homogenization, Comm. Pure Appl.
Math. 44(1991), no.8-9, 897-910.
[6] A. Bensoussan, J.-L. Lions, and G.C. Papanicolaou, Asympotic Analysis for Periodic Struc-
tures, Studies in Mathematics and its Applications, North Holland, 1978.
[7] L. Caffarelli, I. Peral, OnW 1,p estimates for elliptic equations in divergence form, Comm. Pure
Appl. Math. 51(1998), no.1, 1-21.
[8] B. Dahlberg, C. Kenig, Hardy spaces and the Neumann problem in Lp for Laplace’s equation
in Lipschitz domains, Ann. of Math. (2)125(1987), no.3, 437-465.
[9] A. Gloria, F. Otto, An optimal error estimate in stochastic homogenization of discrete elliptic
equations, Ann. Appl. Probab. 22(2012), no.1, 1-28.
[10] A. Gloria, S. Neukamm, F. Otto, Quantification of ergodicity in stochastic homogenization:
optimal bounds via spectral gap on Glauber dynamics, Invent. Math. 199(2015), no.2, 455-515.
[11] S. Gu, Q. Xu, Optimal boundary estimates for Stokes systems in homogenization theory, SIAM
J. Math. Anal. 49(2017), no.5, 3831-3853.
[12] S. Hofmann, M. Mitrea, M. Taylor, Symbol calculus for operators of layer potential type on
Lipschitz surfaces with VMO normals, and related pseudodifferential operator calculus, Anal.
PDE 8(2015), no.1, 115-181.
[13] V. Jikov, S. Kozlov, O. Oleinik, Homogenization of Differential Operators and Integral Func-
tionals, Springer-Verlag, Berlin, 1994.
[14] C. Kenig, F. Lin, Z. Shen, Homogenization of elliptic systems with Neumann boundary condi-
tions, J. Amer. Math. Soc. 26(2013), no.4, 901-937.
[15] C. Kenig, F. Lin, Z. Shen, Convergence rates in L2 for elliptic homogenization problems, Arch.
Ration. Mech. Anal. 203(2012), no.3, 1009-1036.
[16] C. Kenig, Z. Shen, Layer potential methods for elliptic homogenization problems, Comm. Pure
Appl. Math. 64(2011), no.1, 1-44.
[17] C. Kenig, Z. Shen, Homogenization of elliptic boundary value problems in Lipschitz domains,
Math. Ann. 350(2011), no.4, 867-917.
[18] A. Kim, Z. Shen, The Neumann problem in Lp on Lipschitz and convex domains, J. Funct.
Anal. 255(2008), no.7, 1817-1830.
[19] W. Niu, Z. Shen, Y. Xu, Convergence rates and interior estimates in homogenization of higher
order elliptic systems, J. Funct. Anal. 274(2018), no.8, 2356-2398.
[20] Z. Shen, Lectures on Periodic Homogenization of Elliptic Systems, arXiv:1710.11257v1 (2017).
[21] Z. Shen, Extrapolation for the Lp Dirichlet Problem in Lipschitz domains, arXiv:1801.00828v1
(2018).
26
[22] Z. Shen, Boundary estimates in elliptic homogenization, Anal. PDE 10(2017), 653-694.
[23] Z. Shen, The Lp boundary value problems on Lipschitz domains, Adv. Math. 216(2007), no.1,
212-254.
[24] Z. Shen, Necessary and sufficient conditions for the solvability of the Lp Dirichlet problem on
Lipschitz domains, Math. Ann. 336(2006), no.3, 697-725.
[25] Z. Shen, Bounds of Riesz transforms on Lp spaces for second order elliptic operators, Ann.
Inst. Fourier (Grenoble) 55(2005), no.1, 173-197.
[26] T. Suslina, Homogenization in the Sobolev class H1(Rd) for second order periodic elliptic
operators with the inclusion of first order terms, Algebra i Analiz 22(2010), no.1, 108-222;
English transl., St. Petersburg Math. J. 22(2011), no. 1, 81-162.
[27] Q. Xu, Uniform regularity estimates in homogenization theory of elliptic systems with lower
terms, J. Math. Anal. Appl. 438(2016), no.2, 1066-1107.
[28] Q. Xu, Uniform regularity estimates in homogenization theory of elliptic systems with lower
order terms on the Neumann boundary problem, J. Differential Equations 261(2016), no.8,
4368-4423.
[29] Q. Xu, Convergence rates for general elliptic homogenization problems in Lipschitz domains,
SIAM J. Math. Anal. 48(2016), no.6, 3742-3788.
[30] Q. Xu, P. Zhao, S. Zhou, The methods of layer potentials for general elliptic homogenization
problems in Lipschitz domains, arXiv:1801.09220v1 (2018).
[31] V. Zhikov, S. Pastukhova, On operator estimates for some problems in homogenization theory,
Russ. J. Math. Phys. 12(2005), no.4, 515-524.
