Abstract. In this paper, we generalize the categorifical construction of a quantum group and its canonical basis introduced by Lusztig to the generic form of the whole Ringel-Hall algebra. We clarify the explicit relation between the Green formula and the restriction functor. By a geometric way to prove the Green formula, we show that the compatibility of multiplication and comultiplication of a Ringel-Hall algebra can be categorified under Lusztig's framework.
Introduction
The Ringel-Hall algebra H(A) of a (small) abelian category A was introduced by Ringel in [21] , as a model to realize the quantum group. When A is the category Rep Fq Q of finite dimensional representations for a simply-laced Dynkin quiver Q over a finite field F q , the Ringel-Hall algebra H(A) is isomorphic to the positive/negative part of the corresponding quantum group ( [21] ). For any acyclic quiver Q and A = Rep Fq Q, the composition subalgebra of H(A) generated by the elements corresponding to simple representations is isomorphic to the positive/negative part of the quantum group of type Q. This gives the algebraic realization of the positive/negative part of a (Kac-Moody type) quantum group. This realization was improved by Green ([6] ), through solving a natural question whether there is a comultiplication on H(A) compatible with the corresponding multiplication so that the above isomorphism is an isomorphism between bialgebras. Now it is well-known that Green's comultiplication depends on a remarkable homological formula in [6] (called the Green formula in the following).
In the earlier seminal papers [13] and [14] , Lusztig gave the geometric realization of the positive/negative part of a quantum group and then constructed the canonical basis for it. Let Q = (Q 0 , Q 1 , s, t) be a quiver and
be the variety with the natural action of the algebraic group
for a given dimension vector α = i∈Q0 α i i ∈ NQ 0 . For any i = (i 1 , i 2 , · · · , i s ), i l ∈ Q 0 and a = (a 1 , a 2 , · · · , a s ), a l ∈ N such that s l=1 a l i l = α, Lusztig ([14] ) defined the flag variety F i,a and the subvarietỹ
Fixing any type (i, a), consider the canonical proper morphism π i,a :F i,a → E α . By the decomposition theorem of Beilinson, Bernstein and Deligne ( [1] ), the complex π i,a! 1 is semisimple, where 1 is the constant perverse sheaf onF i,a . Let Q α be the category of complexes isomorphic to sums of shifts of simple perverse sheaves appearing in π i,a! 1, K α the Grothendieck group of Q α and
Lusztig ([14] ) already endowed K(Q) with the multiplication and comultiplication structures by introducing his induction and restriction functors. He proved that the comultiplication is compatible with the multiplication in K(Q) and K(Q) is isomorphic to the positive/negative part of the corresponding quantum group as bialgebras up to a twist.
By this isomorphism, the isomorphism classes of simple perverse sheaves in Q α provide a basis of the positive/negative part of the corresponding quantum group, which is called the canonical basis. The canonical basis of a quantum group is crucially important in Lie theory. This basis has many remarkable properties such as integrality and positivity of structure constants, compatibility with all highest weight integrable representations, etc. Lusztig's approach essentially motivates the categorification of quantum groups (for example, see [9] , [23] and [26] ) or quantum cluster algebras (see [7] , [18] , [11] , etc.), i.e., a quantum group/quantum cluster algebra can be viewed as the Grothendieck ring of a monoidal category and some simple objects provide a basis (see also [27] ).
For a long time, we have been asked what the explicit relation exists between Green's comultiplication and Lusztig's restriction functor. As one of the main results in the present paper, the following Theorem 4.8 and the definition of the comultiplication operator ∆ provide us this strong and clear link. Thanks to an embedding property as in [10] , we can lift the Green formula from finite fields to the level of sheaves. It is finally suitable to apply Lusztig's restriction functor to the larger categories of ι-mixed Weil complexes of integer weights, whose Grothendieck groups realize the weight spaces of a generic Ringel-Hall algebra. By using the direct sum of these Grothendieck groups, we also give the categorification of Ringel-Hall algebras via Lusztig's geometric method.
The paper is organized as follows. In Section 2, we recall the theory of RingelHall algebras, focusing on the Hopf structure of a Ringel-Hall algebra. In Section 3, we recall Lusztig's construction of a Hall algebra via functions invariant under the Frobenius map. In [16] , Lusztig defined the algebra CF F (Q) with multiplication and comultiplication by applying his restriction functor and induction functor to constructible functions. However, the proof of the compatibility of Lusztig's comultiplication and multiplication for the whole Ringel-Hall algebra essentially depends on the proof of the Green formula. In the end of this section, we show that the twist of CF F (Q) is isomorphic to the twisted Ringel-Hall algebra H tw (A). In Section 4, we extend the geometric realization of a quantum group to the whole Ringel-Hall algebra under Lusztig's framework. We obtain the generic Ringel-Hall algebra as the direct sum of Grothendieck groups of the derived categories of a class of Weil complexes. The simple perverse sheaves provide the canonical basis. We show that the compatibility of the induction and restriction functor holds for these perverse sheaves. In Section 5, we come back to the case of quantum groups considered by Lusztig and Bozec. We point out that the algebras defined by them are subalgebras of the generic Ringel-Hall algebra and the canonical bases considered by them are subsets of our canonical basis. We have defined the following map in Section 4,
In Section 6, we shall determinate the image of χ 
A revisit of Ringel-Hall algebras as Hopf algebras
We recall the definition of the Ringel-Hall algebra H(A) for the hereditary abelian category A = modkQ = Rep k Q, where k = F q is a finite field with q = p e elements for some prime number p and Q is a finite quiver.
For M ∈ A, we denote by dimM the dimension vector in NQ 0 and define the Euler-Ringel form on NQ 0 as follows:
The ordinary Ringel-Hall algebra H(A) is a C-space with isomorphism classes [X] of all kQ-modules X as a basis and the multiplication is defined by
for M, N and L ∈ modkQ. We can endow H = H(A) with a comultiplication
for L, M and N ∈ modkQ. The comultiplication is compatible with the multiplication via Green's theorem.
The map δ is an algebra homomorphism with respect to the twisted multiplication on H ⊗ H as follows:
The theorem is equivalent to the following Green formula:
Define a symmetric bilinear form on H by setting
where δ M,N is equal to 1 if M ∼ = N and 0 otherwise. This form is called Green's Hopf pairing. It is clear that Green's Hopf pairing is a non degenerate bilinear form over H. The following proposition shows that the comultiplication is dual to the multiplication, i.e., the comultiplication can be viewed as the multiplication over The proposition is equivalent to that the Riedtmann-Peng formula
It is easy to generalize the multiplication and comultiplication to the r-fold
The r-fold comultiplication δ r can be defined inductively. For r = 1, δ 1 = δ and
for r ≥ 2. It is clear that the Riedtmann-Peng formula can be reformulated as
for M ∈ A. We call σ the antipode of H. One can also define the twisted versions of the multiplication and comultiplication over H(A) by setting
where v q = √ q. Similarly, the r-fold twisted version of the multiplication is denoted by
and the r-fold twisted version of the comultiplication is denoted by δ t,r . The twisted version of the antipode over H(A) is defined as
We denote by H tw (A) the twisted version of H(A). On the relations between the twisted version of antipode with the twisted versions of multiplication and comultiplication, we have 
Lusztig's construction of Hall algebras via functions
In this section, we recall Lusztig's construction of Hall algebras via functions in [16] and compare it with Ringel-Hall algebras. Let k = F q as above and K = F q . Let Q = (Q 0 , Q 1 , s, t) be a quiver. Given a dimension vector α = i∈Q0 α i i ∈ NQ 0 , define the variety
The isomorphism class of a KQ-module X is just the orbit of X. The quotient stack [E α /G α ] parametrizes the isomorphism classes of KQ-modules of dimension vector α.
Let F be the Frobenius automorphism of K, i.e.,
We will denote all induced map by F if it does not cause any confusion.
For any KQ-module
[q] . The last condition is equivalent to say that M (x) is defined over F q , i.e., there exists a kQ-module M 0 (x) such that
. We denoted by E 
We will endow the vector space CF F (Q) = α CF F α with a multiplication and a comultiplication. As tools, we should recall two functors: the pushforward functor and the inverse image functor in [16] . Given two finite sets X, Y and a map φ : X → Y . Let CF (X) be the vector space of all functions X → Q l over X. Define the pushforward of φ to be
and the inverse image of φ to be
First, We shall define the multiplication over CF F (Q). Let E ′′ be the variety of all pairs (x, W ) where x ∈ E α+β and (W, x| W ) is a KQ-submodule of (K α+β , x) with dimension vector β. Let E ′ be the variety of all quadruples (x, W, ρ 1 , ρ 2 ) where (x, W ) ∈ E ′′ and ρ 1 :
where p 2 , p 3 are natural projections and
The groups G α × G β and G α+β naturally act on
Applying the Frobenius map F , we can define the above diagram over F q as follows: and (
) and define the multiplication by
The following lemma is well-known from Lusztig (see [12] ).
Lemma 3.1. Given three kQ-modules M, N and L, let 1 OM , 1 ON and 1 OL be the characteristic functions over orbits, respectively. Then
We now turn to define the comultiplication over CF F (Q). Fix a subspace W of K α+β with dimW = β and linear isomorphisms ρ 1 :
where the map i is the inclusion and
Applying the Frobenius map F , we can define the above diagram over F q as follows:
There is also a linear map (called the restriction map)
. Hence, we can writeδ
and define the comultiplicationδ F =δ over CF F (Q), i.e., for f ∈ CF
Iteratively, we can defineδ r α1,α2,...,αr for r ≥ 1 by settingδ
In order to compare this comultiplicationδ with the comultiplication of Ringel-Hall algebras, we define the twist ofδ α.β by δ α,β = q − i∈Q 0 αiβiδ α,β and δ in the same way.
Lemma 3.2. With the notations in Lemma 3.1 and
. The linear isomorphisms ρ 1 , ρ 2 induce the module structures of K α+β /W and W , denoted by (K α+β /W, y K α+β /W ) and (W, y W ) respectively. Consider the set
Fix a decomposition of the vector space
. Applying the Frobenius map F , we have the following long exact sequence (see [5] 
. This completes the proof.
In order to compare these with Lusztig's construction, we consider the subalgebra of CF F (Q) generated by
for all i ∈ Q 0 , denoted by F F (Q). The subalgebra F F (Q) has the following decomposition of weight spaces:
The Riedtmann-Peng formula can be reformulated to the following form, which generalizes [16, Lemma 1.13] from F F (Q) to CF F (Q).
where
for some a i ∈ Q l , s ∈ Z and kQ-modules M 1 , · · · , M s . Without loss of generality, we may assume that
for some kQ-modules M, N and L. Following Lemma 3.1 and 3.2, the left side of the equation is equal to
and the right side of the equation is equal to 
Hence, the equation in Proposition 3.4 can also be written as
by substituting δ for δ, where g Fix dimension vectors α, β, α
. This induces the maps between F -fixed subsets and then the maps between vector spaces of functions as follows:
Consider the top and right of Diagram (3.1). Set
The sets can be illustrated by the following diagram:
Then by definition, we have
Consider the left and bottom of Diagram (3.1). Set 
By (3.3) and (3.4), Diagram (3.1) can be rewrote as:
By Lemma 3.1 and 3.2, one can check the following two lemmas directly.
In order to study the relation between mδ and δ α ′ ,β ′ m α,β , we refer the reformulation of the proof of Green's theorem in [24] . 
Consider the natural action of G 
There is a canonical map f : Q → O. And the cardinality of the fibre of this map is |Ext 1 (X, Z)|. Hence, we get
which is the Green formula. Applying the Riedtmann-Peng formula, we have the identity
The right side of the identity in Lemma 3.7 is the left side of this identity and the right side of the identity in Lemma 3.6 is the right side of this identity. Hence, we have the following theorem. We denote the twisted version by CF F,tw (Q). Note that we use the same notations δ t and σ t in H tw (A) and CF F,tw (Q) for convenience. With the context, it should not cause the confusion.
On the relations between σ t with m t and δ t , we have
where δ t,op is the composition of δ t with the linear map x ⊗ y → y ⊗ x. By applying Lemma 3.1, 3.2 and Theorem 3.8, we have the following theorem.
There is an isomorphism of algebras
The categorification of Ringel-Hall algebras
Let F q be a finite field with q elements. In the following, K is an algebraic closure of F q .
Let X be a scheme of finite type over K. We say that X has an F q -structure if there exists a variety X 0 over F q such that X = X 0 × Spec(Fq) Spec(K). Let F X0 : X 0 → X 0 be the Frobenius morphism. It can be extended to the morphism F X : X → X. Let X F be the set of closed points of X fixed by F , i.e., the set of F q -rational points. For any n ∈ N, let X F n be the set of closed points of X fixed by F n . Note that X
The morphism F X : X → X naturally induces a functor F *
Fix an isomorphism ι : Q l → C. We refer to [10] for the definitions of ι-pure and ι-mixed complexes. Let x ∈ X F be a closed point. For any Weil sheaf F on X, the isomorphism j : F * X (F ) → F induces an automorphism j x : F |x → F |x .
For any w ∈ R, the weil sheaf F on X is called ι-pure of weight w if all eigenvalues λ of the automorphism j n x satisfies that |ι(λ)| = (q n ) w 2 for any n and any x ∈ X F n . In this case, we denote Weight(F ) = w. The sheaf F is called ι-mixed if it admits a finite filtration of successive quotient which is ι-pure. 
One can define a F -invariant function χ
Similarly, one can define χ
In particular, χ 
By Theorem 4.1(1), the function χ 
Let G be an algebraic group over K and X be a scheme of finite type over K together with a G-action. Assume that X and G have F q -structures and 
Then, the morphism F X : X → X naturally induces a functor
Let x ∈ X F be a closed point. For any (F , j) in D b G,w (X), we get automorphisms
In the same way, one can define the G-equivariant version of χ F n for n ∈ N by:
In particular, χ
Proof. For any x and y in the same G-orbit of X, there exists an element g ∈ G such that g.x = y. Consider the following commutative diagram
Since g * F ≃ F , we have
By the definition of χ
In the G-equivariant case, we also have Theorem 4.1. Hence the function χ G,w (X). Hence, we obtain a map χ
Let Q be a finite quiver. Given a dimension vector α = i∈Q0 α i i ∈ NQ 0 , the variety E α and the algebraic group G α are defined in Section 3. Both of them have natural F q -structures. Consider the following diagram
This induces a functor
described as the composition of the following functors:
where (p 2 ) b is the inverse of the pull-back functor
which is an equivalence of derived categories. By definition,
Applying Theorem 4.1, we obtain the following commutative diagrams
where τ = 1 |Gα×G β | (p 2 ) ! . Hence, the linear functor
satisfies that the following diagram is commutative 
There is a linear map from K w to CF F (Q) induced by χ F . For simplicity, we also denote it by χ F . For M ∈ D Consider the diagram
Applying Theorem 4.1, we have the commutative diagram
Proof. Since∆ α,β is a hyperbolic localization ( [4] ).
By Lemma 4.5, the linear functor∆ α,β :
such that the following diagram is commutative
In the same way as Proposition 4.4, we obtain the following result.
In Section 3, we have shown that there exists a comultiplication structure over CF F (Q). By Green's theorem, the comultiplication is compatible with the multiplication structure and then CF F (Q) is a bialgebra. Naturally, one would like to check whether the map ∆ is compatible with the multiplication structure of 
is injective.
To simplify the notations, we set
One can view E α ×E β as the variety of representations over Q×Q with dimension vector (α, β) and then E (α,β) = E (α,β) (Q × Q) = E α (Q) × E β (Q) = E α × E β . As in Section 3, substituting Q × Q for Q, we obtain the diagrams
and
In the same way as above, there exists the induction functor
The functors induce the additive maps over Grothendieck groups
In the same way, one can define
The following theorem can be viewed as the categorification of the Green formula in Section 2.
Proof. Let γ = α + β and
For simple perverse sheaves
of the equation is also semisimple by Lemma 4.3 and 4.5. It is equivalent to show that the equation holds in K w . Hence, it is enough to prove that the diagram is commutative. By Theorem 4.7, it is equivalent to show that
for any n ∈ N. By Proposition 4.4 and 4.6, one need to prove δ u,v m α,β = mδ 1 . By Theorem 3.8, we have the desired equation.
The ring K w has a natural Z-module structure with a basis consisting of the isomorphism classes of simple perverse sheaves. There is also a natural
for any dimension vector α and L ∈ D Set
For any α ∈ NQ 0 , let I w,α be the set of direct sums of ι-pure simple perverse sheaves in D Proof. Due to [10, I.9, II.12], we have the following commutative diagrams
, where m im,α,β and ∆ im,α,β are the natural restriction of m α,β and ∆ α,β , respectively. Hence the A-module I w is a subring of
We also consider the twisted version of K w in order to preserve the subcategories of perverse sheaves by defining
where {α, β} = i∈Q0 α i β i + h∈Q1 α s(h) β t(h) and
We denote by K Lemma 4.13. There is a ring homomorphism χ F,tw :
Corollary 4.14. The ring homomorphism
is an injective homomorphism satisfying
We will endow K tw w with the structure of the antipode map as an analogue of the antipode over a Ringel-Hall algebra. Given dimension vectors α 1 , α 2 , α 3 , consider the following diagram
This induces the following diagram
Then we obtain a functor
Gα 1 ×Gα 2 +α 3 ,w (E α1 × E α2+α3 ). Similarly, one can define the functor m α2,α3⊗ 1. Now, we can define the r-fold multiplication inductively by setting In the same way, we inductively define the r-fold comultiplication. Consider the following diagram
This induces the diagram
Then we obtain the functor
. and then the functor 1⊗∆ α1,α2 similarly. The r-fold comultiplication can be defined inductively: 
Let m t,r and ∆ t,r be the twist versions of m r and ∆ r , respectively. Now we define the functor S : D where 1 0 is the constant sheaf on E 0 . Denote by S the induced map over
Proof. This follows from χ F,tw m t,r = m t,r χ F,tw and χ F,tw ∆ t,r = δ t,r χ F,tw .
Hence, we call S the antipode over K tw w . Define the functor S⊗1 :
Similarly, we can define the functor
Denote by S⊗1 and 1⊗S the induced map over K Gα×G β ,w (E α × E β ), respectively. 
where 1 0 is the constant sheaf on E 0 .
Proof. By Theorem 4.7, we only need to prove that
Since we have χ
, the equation (3.5) implies the desired result.
As a corollary of Theorem 4.11, we have the following lemma. 
where ∆ t,op is the composition of ∆ t with the natural linear isomorphism from
There is the other version of the Grothendieck group defined in the same way as [15] . Let α be a dimension vector and R im,α be the additive category of complexes isomorphic to sums of shifts of simple perverse sheaves in D im,Gα,w (E α ). Define K(R im,α ) to be the Grothendieck group of R im,α as an additive category. It can be viewed as an A-module by setting
Similarly, given two dimension vectors α and β, R im,α,β is the additive category of complexes isomorphic to sums of shifts of simple perverse sheaves in D im,Gα,w (E α × E β ). 
for two dimension vectors α, β. Then K(R im ) and Q(v) K(R im ) can be endowed with the multiplication and comultiplication. Given dimension vectors α, β, u, v with α + β = u + v, applying Green's theorem, we obtain the commutative diagram
where λ and N are defined as in the proof of Theorem 4.8.
There is an isomorphism of Q(v)-algebras between Q(v) K(R) and Q(v) I w .
Return to quantum groups
In this section, we will compare the algebra I tw w with the categorifical construction of the quantum group associated to a quiver without a loop considered by Lusztig ( [13] ) and with loops generalized by Bozec ([3] ). First, we shall recall some notations in [13] and [3] .
Let Q = (Q 0 , Q 1 , s, t) be a quiver. A vertex i ∈ Q 0 is called imaginary if there is at least one loop at i. Given a dimension vector α = i∈Q0 α i i ∈ NQ 0 , define the variety
with the action of the algebraic group
and π α,y :F y → E α be the projection to E α .
For each y ∈ Y α , we set 1 α,y = (π α,y ) ! (1F 
is a semisimple perverse sheaf, where 1F y is the constant sheaf overF y and d y = dimF y . Let P α be a subcategory of the category of perverse sheaves. The objects in P α are direct sums of simple perverse sheaves, which are direct summands of L y [r] for some y ∈ Y α and r ∈ Z. Note that P α is a subcategory of I w,α .
Let Q α be the subcategory of D Gα,w (E α ), whose objects are the complexes that are isomorphic to finite direct sums of complexes of the form
The functors m and ∆ in Section 4 can be restricted to the subcategory Q α . The following observation is given in [15, Section 9].
Lemma 5.1. Given two dimension vectors α, β, we have
Proof. By the definition of the trace map, χ
. By Theorem 4.1, we obtain
For L α , L β and L α+β in Q α , Q β and Q α+β respectively, both m α,β (L α ⊠ L β ) and ∆ α,β (L α+β ) are semisimple by Lemma 4.3 and 4.5. By Theorem 4.7, it is enough to prove that m α,β (1 α,y , 1 β,y ′ ) ∈ F α+β and δ α,β (1 α+β,y ′′ ) ∈ F α ⊗ F β . For any element
Hence, the lemma follows from Green's theorem and Lemma 3.3. 
induce the functors (we use the same notations for convenience, this should not cause any confusion by contexts.) m r α1,··· ,αr : Q α1 ⊠ · · · ⊠ Q αr → Q α1+···+αr and ∆ r α1,··· ,αr : Q α1+···+αr → Q α1 ⊠ · · · ⊠ Q αr with the commutative diagrams
Gα,w (E α ) in Section 4 induces a functor S : Q α → Q α with the commutative diagram
As in Proposition 4.16, we obtain the antipode over K(Q).
Proposition 5.3. There exists a map S :
The trace map and F -invariant representations
In this section, we study the image of the trace map in Section 4. Let K = F q and F be the Frobenius automorphism. Let Q be a quiver and X = E α be the variety of KQ-modules of dimension vector α. We recall some definitions and notations in [8] . The map F induces the morphism F X : X → X by sending x to F X (x), i.e., sending representations M (x) to M (F X (x)). Sometime we write M (x)
[q] for M (F X (x)). There exists the smallest positive integer r such that
over K = F q . We call F q r the minimal field of definition of M (x). Let (F , j F ) be a Weil complex in D In general, if x ∈ X(F q s ) for s ∈ N, we have
/ / · · · / / F F s X (x) = F x . We denote by φ x the composition of these maps. In the same way, we have and then
where ρ x is the isomorphism of the stalk at x of the i-th cohomology sheaves induced by j This gives the identity χ In [8] , the author shows that M Q (α, q) ∈ Q[q]. The following proposition is a direct corollary. The proposition follows from that M Q (α, q) is a polynomial in q with rational coefficients ( [8, Section 4] ).
