Minimising forecast error requires accurately specifying the initial state from which the forecast is made by optimally using available observing resources to obtain the most accurate possible analysis. The Kalman filter accomplishes this for linear systems and experience shows that the extended Kalman filter also performs well in non-linear systems. Unfortunately, the Kalman filter and the extended Kalman filter require computation of the time dependent error covariance matrix which presents a daunting computational burden. However, the dynamically relevant dimension of the forecast error system is generally far smaller than the full state dimension of the forecast model which suggests the use of reduced order error models to obtain near optimal state estimators. A method is described and illustrated for implementing a Kalman filter on a reduced order approximation of the forecast error system. This reduced order system is obtained by balanced truncation of the Hankel operator representation of the full error system. As an example application a reduced order Kalman filter is constructed for a time-dependent quasi-geostrophic storm track model. The accuracy of the state identification by the reduced order Kalman filter is assessed and comparison made with the state estimate obtained by the full Kalman filter and with the estimate obtained using an approximation to 4D-Var. The accuracy assessment is facilitated by formulating the state estimation methods as observer systems. A practical approximation to the reduced order Kalman filter that utilises 4D-Var algorithms is examined.
Introduction
An important component of forecast error is error in the analysis of the initial state from which the forecast is made. Analysis error can be reduced by taking more observations, by taking more accurate observations, by taking observations at locations chosen to better constrain the forecast, and by extracting more information from the observations that are available. The last of these, obtaining the maximum amount of information from observations, is attractive because it makes existing observations more valuable and because, at least for linear systems, there is a solution to the problem of extracting the maximum information from a given set of observations: under appropriate assumptions the problem of extracting the maximum amount of information from a set of observations of a linear system in order to minimise the uncertainty in the state estimate is solved by the Kalman filter (KF) (Kalman, 1960; Ghil and Malanotte-Rizzoli, 1991; Wunsch, 1996; Lermusiaux and Robinson, 1999) . Moreover, application of the Kalman filter to the local tangent error equations of a non-linear system provides a first order approximation to the optimal data assimilation method which is valid in the limit of sufficiently small errors. This non-linear extension of the KF is referred to as the extended Kalman filter (EKF) (Ghil et al., 1981; Miller et al., 1994; Ghil, 1997) .
Unfortunately, the Kalman filter and the extended Kalman filter require statistical description of the forecast error in the form of the error covariance; obtaining the required error covariance involves integrating a system with dimension equal to the square of the dimension of the forecast system. Direct integration of a system of such high dimension is not feasible. Attempts to circumvent this difficulty (see review of Ghil, 1997) have involved various approximations to the error covariance (Tippett et al., 2000; Bishop et al., 2001 ) and approximate integration methods (Evensen, 1994; Dee,1995; Fukumori and Malanotte-Rizzoli, 1995; Cohn and Todling, 1996; Verlaan and Heemink, 1997; Houtekamer and Mitchell, 1998; Hamill, this volume; Kalnay et al., this volume) .
While the formal dimension of the forecast error system obtained by linearising the forecast model about a base trajectory is the same as that of the forecast system itself, there are reasons to believe that the effective dimension is far lower. The trajectory of the system state in a high dimensional dynamical system typically lies on a small dimensional subspace of the entire phase space. In chaotic systems all initial conditions approach this attractor, which can be embedded in a space of dimension at most 2d + 1, where d is the attractor dimension (Takens, 1981) . An estimate of the attractor dimension can be made from the number of positive Lyapunov exponents (the Kaplan-Yorke dimension; Kaplan and Yorke, 1979) , but in any case the attractor dimension is bounded above by the number of Lyapunov exponents associated with positive volume growth along the system trajectory in phase space (Illyashenko, 1983) . While this is useful conceptually for bounding the dimension of the embedding space, identifying the subspace itself is more difficult in the case of non-linear and time dependent systems. However, in the case of stochastically forced linear normal systems the analogous subspace to which the solution is primarily confined can be easily found by eigenanalysis of the covariance matrix of the system forced white in space and time. The resulting empirical orthogonal function (EOF) spectrum typically falls off rapidly in physical models. The eigenvectors may be identified with the modes of the normal operator, and the corresponding eigenvalues are the variance accounted for by the modes (North, 1984; Farrell and Ioannou, 1996 (henceforth FI96) ). The fact that a restricted number of EOFs account for nearly all of the variance in normal systems shows that the effective dynamical dimension of these systems is small compared with the dimension of their phase space. This notion of quantifying the effective dimension of normal linear systems can be extended to bound the effective dimension of non-normal systems (Farrell and Ioannou, 2001a (henceforth FI01) ).
In the case of the tangent linear forecast error system, the spectrum of optimal perturbations of the error propagator over the forecast interval typically comprises a few hundred growing structures (Buizza and Palmer, 1995) and Lyapunov spectra for error growth have shown similar numbers of positive exponents (Palmer et al., 1998) which suggests from the above considerations that the effective dimension of the error system for scales resolved by forecast models is O(10 3 ). The problem of reducing the order of a linear dynamical system can be cast mathematically as that of finding a finite dimensional representation of the dynamical system so that the Eckart-Schmidt-Mirsky (ESM) theorem (Stewart and Sun, 1990) can be applied to obtain an approximate truncated system with quantifiable error. The ESM theorem states that the optimal k order truncation of an n dimensional matrix in the euclidean or Frobenius norm is the matrix formed by truncating the singular value decomposition of the matrix to its first k singular vectors and singular values. A method for exploiting the ESM theorem to obtain a reduced order approximation to a dynamical system was developed in the context of controlling lumped parameter engineering systems and is called balanced truncation (Moore, 1981; Glover, 1984; Zhou and Doyle, 1998) . Balanced truncation was applied to the set of ordinary differential equations approximating the partial differential equations governing perturbation growth in time independent atmospheric flows by FI01.
We first review the method of balanced truncation and then illustrate it with a simple matrix example. Then we apply it to a storm track model (Farrell and Ioannou, 2001b) . We then review some salient aspects of optimal state estimation using analysis based on an observer model of the assimilation system and discuss the structure of the gain matrix in the presence of model error and the asymptotic behaviour of the assimilation error as the number of observations increases. We finally construct a reduced order Kalman filter based on balanced truncation and apply it to a time dependent Lyapunov unstable quasi-geostrophic model of a forecast tangent linear error system with which we examine the approach of an approximation to the optimal observer based on 4D-Var.
8.2

The storm track model
Consider an idealised model of the midlatitude storm track consisting of a Boussinesq atmosphere with constant stratification and constant shear in thermal wind balance on a β-plane channel with periodic boundary conditions in the zonal, x, direction; solid walls located at two latitudes in the meridional, y, direction and a solid lid at height z = H , simulating the tropopause. The observed zonal localisation of a midlatitude storm track is simulated in the model by terminating the channel with a linear damping modelling the storm track exit region. The stability properties of such a storm track model are discussed in FI96.
Zonal and meridional lengths are non-dimensionalised by L = 1200 km; vertical scales by H = f L/N = 10 km; velocity by U 0 = 50 m/s; and time by T = L/U 0 , so that a time unit is approximately 6.7 h. The Brunt-Vaisala frequency is N = 10 −2 s −1 , and the Coriolis parameter is f = 10 −4 s −1 . The corresponding non-dimensional value of the planetary vorticity gradient is β = 0.46.
The non-dimensional linearised equation which governs evolution of streamfunction perturbations is 1) in which the perturbation is assumed to be in the form ψ(x, z, t)e ily , where l is the meridional wave number; ∇ 2 ψ is the perturbation potential vorticity, with
The perturbation potential vorticity damping rate r (x) is taken to vary smoothly in the zonal direction with form: 2) in which parameters controlling the maximum damping rate and the width of the damping region have been chosen to be μ = 5 and δ = 1.5, respectively. The mean velocity profile is U (z) = 0.2 + z. The zonal extent of the re-entrant channel is 0 < x < 4π ; latitudinal walls are located at y = 0 and y = 1, and the ground and tropopause boundaries are located at z = 0 and z = 1, respectively. In the following we consider perturbations with l = 1. A cross-section of the idealised storm track at a given latitude is shown in Figure 8 .1. Conservation of potential temperature at the ground and tropopause provides the boundary conditions and (8.4) where U (0) and U (1) denote the velocity shear at z = 0 and z = 1 respectively. The coefficient of Ekman damping
is given the value g = 0.0632 corresponding to a vertical eddy momentum diffusion coefficient ν = 20 m 2 /s in the boundary layer. The waves evolve with nearly zero damping in the middle third of the channel (a length of 2π L ≈ 7500 km) which models the core of the storm track. Because in this model absolute instabilities do not exist in flows that are westerly everywhere, the storm track is asymptotically stable for all meridional wave numbers because all perturbations are eventually absorbed on entering the highly dissipative sponge (FI96).
Two scenarios are investigated. In the first a transiently growing disturbance excited near the western boundary of the storm track is modelled using the reduced order system, the purpose being to illustrate the accuracy of the reduced order model approximation of the autonomous dynamics. In the second, time dependence is added to produce a Lyapunov unstable model of a tangent linear forecast error system, the time mean operator remaining stable, with the purpose of evaluating the accuracy of the Kalman filter obtained by the reduced order model in an unstable time dependent system. Such an unstable time dependent system provides an even more stringent test of the state estimator than does the time independent stable and unstable model error systems studied by Todling and Ghil (1994) , Ghil and Todling (1996) and Cohn and Todling (1996) .
The perturbation dynamics of the time mean storm track are governed by 5) where 6) in which the Helmholtz operator, ∇ 2 , has been made invertible by incorporating the boundary conditions 1 . The dynamical operator is approximated spectrally in the zonal direction and with finite differences in the vertical. With 40 zonal harmonics and 10 levels in the vertical the resulting dynamical system has N = 400 degrees of freedom.
8.3
Reducing the model order by balanced truncation
Although this storm track model is of small enough dimension for direct numerical solution, we are interested in using it to explore the accuracy of approximate solutions obtained using reduced order models that could be implemented in far larger systems such as arise in numerical forecast.
Before proceeding with the order reduction we must first choose the norm that will be used to measure the accuracy of the approximation. The accuracy is measured by the norm of the euclidean length of the errors incurred in a chosen variable. This norm is the square root of the euclidean inner product in this variable. If another norm is selected to measure the accuracy of the approximation, the most direct method of accounting for this choice is to transform the variable used to represent the state of the system so that the euclidean inner product in the transformed variable corresponds to the new norm. The reduced order approximate system resulting from balanced transformation will in general depend on the norm chosen. As discussed in FI01, optimal order reduction of dissipative stable normal systems is immediate: it is Galerkin projection of the dynamics onto the least damped modes. Difficulties in the reduction process arise when the system is non-normal in the variable corresponding to the chosen norm. Then Galerkin projection on the least damped modes is 0521848822c08.xml CUUK341B-Palmer February 14, 2006 9:36 8 Approximating optimal state estimation 187 suboptimal and the reduction must proceed by including in the retained subspace the distinct subspaces of the preferred excitations and preferred responses of the system. Throughout this chapter we have chosen streamfunction as the error variable, the root-mean-square of which is to be minimised in the construction of the model order reduction. However, we find that the results do not change qualitatively if the energy norm is chosen instead. The preferred structures of response of a general non-normal system are revealed by stochastically forcing the system with spatially and temporally uncorrelated unitary forcing and calculating the eigenfunctions of the resulting mean covariance matrix P = ψψ † (the brackets denote an ensemble average, and † the hermitian transpose of a vector or a matrix). The covariance matrix under such forcing is given by 7) and this integral is readily calculated by solving the Lyapunov equation (FI96) 8) which P satisfies, as can be easily verified. The hermitian and positive definite matrix P characterises the response of the system, and its orthogonal eigenvectors, ordered in decreasing magnitude of their eigenvalue, are the empirical orthogonal functions (EOFs) of the system under spatially and temporally uncorrelated forcing. In control literature the covariance matrix P is called the controllability gramian and is given an alternative interpretation as a measure of the efficiency by which forcings place the system in a given state. This alternative deterministic interpretation of the covariance is very useful in predictability and stems from the observation that if we force the system dψ dt = Aψ + f(t) (8.9) from t = −∞ to t = 0, with initial condition ψ(−∞) = 0 then all the states that can appear at t = 0 with square integrable forcings satisfying (8.10) are exactly
with ||ψ|| ≤ 1 (for a proof see Dullerud and Paganini (2000) or Farrell and Ioannou (2005) unit amplitude, the largest state that can result at t = 0 is √ λ 1 v 1 . In this way the eigenfunctions of the covariance matrix split the state space into an orthonormal basis that identifies the likelihood of occurrence of a given state. This is the reason that in predictability studies in which the impact of uncertain initial conditions is investigated, the initial states are conditioned by the covariance or Mahalanobis metric (Palmer et al., 1998) : (8.12) A geometric interpretation of these states is offered by the controllability ellipsoid (8.13) which has semi-major axes in the directions of v i with length √ λ i . The preferred structures of excitation of the system are determined from the stochastic optimal matrix (8.14) the orthogonal eigenvectors of which, when ordered in decreasing magnitude of their eigenvalue, rank the forcing structures according to their effectiveness in producing the statistically maintained variance (for a deterministic interpretation of Q see FI01). The eigenvectors of Q are called the stochastic optimals (SOs) and because of the non-normality of the system are distinct from the EOFs. The stochastic optimal matrix Q satisfies the back Lyapunov equation
The stochastic optimal matrix Q is called the observability gramian in control literature and is given an alternative deterministic interpretation. Let the system (8.16) with t = 0, be at state ψ 0 . The states of the system (8.17) produced by this initial condition have square integral norm:
The eigenvectors of Q, u i when ordered in decreasing magnitude of their eigenvalue, μ i , rank the initial conditions in effectiveness in producing square integrable output, and the observability ellipsoid which has semi-major axes in the directions of u i with length √ μ i , identifies the initial conditions that produce maximum square integrable output, or equivalently, orders the initial states in the degree that they can be identified from observations of the system ψ(t).
Lyapunov equations (8.8) and (8.15) have unique positive definite solutions P and Q if A is stable. If the operator A is not stable, P and Q can be obtained by stabilising the operator by adding Rayleigh friction. Alternatively, finite time horizon P and Q matrices can be used to obtain a reduced order system that best approximates the dynamics over a finite time interval. In any case the covariance matrix P and stochastic optimal matrix Q or an approximation to these matrices need to be determined or approximated in order to proceed with order reduction by balanced truncation.
For general non-normal systems the observability and controllability ellipsoids are distinct. A successful order reduction must accurately approximate the dynamics by including in the truncation both the directions of the system's response (the dominant eigenfunctions of P) and also the directions in which, when the system is forced, it most effectively responds (the dominant eigenfunctions of Q). The fact that the observability and the controllability ellipsoids are distinct is an indication that the directions of greatest response of the system are different from the directions in which it is most effectively forced. If we can identify a coordinate transformation in which the controllability and observability ellipsoids are the same, then in these balanced coordinates, reduction of the order of the system can proceed by retaining the dominant directions of the common ellipsoid. The semi-major axes of this common ellipsoid in the balanced representation are the Hankel singular vectors, and the lengths of the semi-major axes are the Hankel singular values which turn out to be the square root of the eigenvalues of the product of the covariance and stochastic matrix, PQ. The balanced truncation thus transforms the internal coordinates of the system so that the transformed covariance matrix P and stochastic optimal matrix Q become identical and diagonal (while preserving the inner product of the physical variables). The dynamical system is then truncated in these transformed balanced coordinates. The balanced truncation retains a leading subset of empirical orthogonal functions and stochastic optimals of the dynamical system and preserves the norm. Balanced truncation preserves the stability of the full system and provides an approximation with known error bounds which is found in practice to be nearly optimal (Moore, 1981; Glover, 1984; FI01) as will now be shown.
A successful order reduction must accurately approximate the dynamics of the system, which can be expressed as the mapping of all past (square integrable) forcings to all future responses. This linear mapping of inputs to outputs is called the Hankel operator. Application of the ESM theorem to the Hankel operator provides the optimal low order truncation of the dynamics. Remarkably, because of the separation between past forcings and future responses in the Hankel operator representation of the dynamics, this operator has finite rank equal to the order of the system; and its 0521848822c08.xml CUUK341B-Palmer February 14, 2006 9:36 190 Brian F. Farrell and Petros J. Ioannou singular values, denoted by h, turn out to be the lengths of the semi-major axes of the balanced controllability-observability ellipsoid.
The procedure used to implement balanced truncation is now briefly reviewed. Consider a general k order truncation of the N dimensional system (8.5): (8.20) where A k is the reduced k × k dynamical matrix, with k < N , andψ k the associated reduced order k-dimensional state vector which is related to the full state vector by the transformationψ = Xψ k . Similarly, the reduced state vectorψ k is related to the full state vector byψ k = Y †ψ (the dagger denotes the hermitian transpose of a matrix), which implies that Y † X = I k , where I k is the k-order identity matrix. Matrices Y and X determine the transformation from the full system to the reduced system. The matrix A k , governing the dynamics in (8.20), is
Details of the construction on the biorthogonal matrices X and Y are given in Farrell and Ioannou (2001b) . A measure of the accuracy of the truncation is the maximum difference that can occur between the full system response, ψ(t), and the reduced order system response, ψ(t). This measure is the H ∞ norm of the error system: (8.22) in which the resolvent of the full system, R(ω), is defined as R(ω) = (iωI − A) −1 and the resolvent of the full order projection of the reduced system isR(ω)
It is to be recalled that the L 2 norm of a matrix, denoted as · 2 , is equal to its largest singular value. Assuming the Hankel singular values have been ordered decreasing in magnitude, it can be shown that the error in the H ∞ norm Eq. (8.22) of the balanced approximation of the full system by any k order system A k satisfies the inequality: (8.23) where h k+1 is the first neglected Hankel singular value (Zhou and Doyle, 1998) . Although h k+1 is only a lower bound on the error, we have found in examples that this lower bound is nearly attained.
8.3.1
A simple example of balanced truncation
Consider the 3 × 3 dynamical system (8.25) This system is stable but highly non-normal in the first coordinates whilst its third coordinate, which when excited decays the slowest, does not interact with the other coordinates. The non-normality of the system leads to substantial optimal growth as revealed by the norm of the propagator, e At , which measures the maximum state norm that can be produced at time t, by initial states of unit norm. The optimal growth as a function of time is shown in Figure 8 .2. We wish to obtain a 2 × 2 system that best approximates the dynamics of the original system.
We first obtain a 2 × 2 order reduction by Galerkin projection on the two least damped eigenmodes e 1 , e 2 of A. This is achieved as follows: form the 3 × 2 matrix 26) and the 2 × 2 diagonal matrix D 2 with diagonal elements the first two least damped eigenvalues of A. The 2 × 2 reduced order matrix in coordinates that preserve the original state norm is 27) where M = E † E. The performance of the norm of the propagator of the modally reduced system as a function of time is shown in Figure 8 .2 (curve 5), and clearly this truncation provides a very poor representation of the dynamics. We obtain next a 2 × 2 order reduction by Galerkin projection on the top two singular vectors of the propagator at time t = 5 when the global optimal growth is achieved. This reduction is achieved as follows. Form the matrix 28) where v 1 , v 2 are the singular vectors, and then the matrix A 1 = V † AV, which is the matrix representation in the coordinates φ, in which ψ = Uφ. Then the 2 × 2 reduction in this basis is the top 2 × 2 submatrix of A 1 . Because the basis vectors are orthonormal the square norm of the transformed states φ is equal to the square norm of the original states. This procedure can be followed to obtain order reduction by Galerkin projection on any set of orthonormal vectors. The performance of the reduced system in this basis is poor, as shown in Figure 8 .2 (curve 2). Note that the reduced order system is unstable. Selecting as a basis the singular vectors for time t = 3 leads to even worse performance (curve 3 in Figure 8 .2). The same results would have been obtained if we had used as a basis the corresponding evolved optimals (the left singular vectors). In general it is found that if the singular vectors are used for order reduction it is best to use the singular vectors or the evolved optimals for a sufficiently long time. Short time optimals can be very suboptimal as a basis for At as a function of time for the various order 2 approximations of the dynamics. Curve 1: the optimal growth of the original system (8.24). The circles are the optimal growth of the order 2 system obtained with balanced truncation. This reduced system captures accurately the optimal growth of the full 3 × 3 system. Curve 2: the optimal growth obtained from a 2 × 2 truncation obtained by Galerkin projection on the two optimal vectors associated with the two largest singular values of the propagator for time t = 5. The order 2 × 2 operator that results is unstable. Curve 3: same as 2 but the optimal vectors are obtained for time t = 3. Curve 4: the optimal growth obtained from 2 × 2 truncations obtained by Galerkin projections on the two eigenvectors associated with the two largest eigenvalues of the covariance matrix P or the matrix Q (both truncations give identical growths). Curve 5: the optimal growth obtained from a 2 × 2 truncation obtained by a Galerkin projection on the two least damped eigenmodes of the matrix A. The performance of all the truncated systems, except the one obtained by balanced truncation, is very poor. truncation, because these vectors are often associated with directions of rapid growth that does not persist.
We reduce the order of the system by Galerkin projection on the top two eigenvectors of the covariance matrix P. The performance is very poor (see Figure 8 .2, curve 4). The same poor performance is obtained if we use the top two eigenvectors of the covariance matrix Q. The reason for the failure is that the controllability ellipsoid The two ellipsoids associated with the covariance matrix P and the stochastic optimal matrix Q. The ellipsoids are respectively x T P −1 x = 1 (the controllability ellipsoid) and x T Q −1 x = 1 (the observability ellipsoid) and have semimajor axes proportional to the square roots of the eigenvalues of the matrices P and Q. The ellipsoids are like needles. The elongated direction of the P ellipsoid indicates that the dominant response of the system is in that direction, while the elongated direction of the Q ellipsoid identifies the forcing directions in which the system responds most readily. These two directions are different. A good reduction of the order of the dynamics must include both of these directions. This is systematically achieved with balanced truncation. normal direction, which because of the relatively slow decay persists for a long time when it is excited. The observability ellipsoid
T with semi-major axis of about 900 (Figure 8.3) . The second largest direction is again the normal direction ψ = [0, 0, 1]
T with semi-major axis length of about 7. It is thus clear that retaining the two dominant directions of either the P or the Q matrix doesn't retain the two dominant directions of both the P and the Q matrix that are both necessary for a good description of the dynamics.
The transformation 29) and its associated biorthogonal The ellipsoid of the P and Q matrices in the balanced coordinates. These coordinates are constructed so that the transformed covariance and the optimal matrix ellipsoids become identical. In these coordinates the system can be most effectively truncated because the directions of the system's dominant response coincide with the directions in which the system is most easily forced. The length of the semimajor axes of this ellipsoid are the square roots of the Hankel singular values.
renders both the covariance matrixP = Y † PY and the stochastic optimal matrix Q = X † QX diagonal and equal to each other. This associated common ellipsoid (Figure 8 .4) in the balanced coordinates has semi-major axes equal to the square roots of the Hankel singular values, namely approximately equal to 54, 21, 7. Balanced order reduction proceeds in this coordinate system by retaining the two directions that are associated with the two top Hankel singular values, which are to a very good approximation the first and second direction. In this way the reduced order 2 × 2 balanced system includes the dominant directions of both the controllability and observability ellipsoids and is expected to be a near optimal reduction of order. This is shown in Figure 8 .2 in which the circles that give the optimal growth of the propagator of the balanced system reproduce exactly the optimal growth of the original system. However, the accuracy of the reduced system can be best examined by considering the difference of the exact and reduced systems by evaluating the norm of the difference of the resolvents of the two systems as a function of frequency ω. This difference is plotted as a function of frequency in Figure 8 .5. The maximum of this difference over all frequencies defines the H ∞ norm of the error which has been shown to satisfy inequality (8.31), which in this case becomes −1 Y † is the resolvent of the 2×2 system obtained from balanced truncation. This maximum of this norm over all frequencies defines the H ∞ norm of the error system, which provides the greatest error that can be produced in the truncated system when it is forced by monochromatic sinusoidal forcing. The two horizontal lines indicate the bounds that the balanced truncation error must satisfy in this measure. The lower dotted line is the first neglected Hankel singular value h 3 = 50, the top is 2h 3 . The H ∞ norm of the error assumes the upper bound of inequality (8.31). This error is realised when the system is forced at zero frequency (ω = 0) with the structure of the most persistent mode of the system [0, 0, 1] T .
given that the neglected Hankel singular value is h 3 = 50. The error system is found in this way to perform worst at ω = 0 when forced with the structure of the neglected persistent mode [0, 0, 1] T .
8.4
Applying balanced truncation to the mean storm track perturbation model
In order to obtain a balanced truncation of the storm track model governed by operator (8.6) we first obtain the covariance matrix, P, and the stochastic optimal matrix, Q, by solving Lyapunov equations (8.8) and (8.15) respectively. The eigenfunction of P associated with the largest eigenvalue is the first EOF of the perturbation field, and the eigenfunction of Q associated with the largest eigenvalue is the first SO of the perturbation field. The structure of the first EOF, which accounts for 23% of the streamfunction perturbation variance, is concentrated in the exit region of the storm track, as can be seen in Figure 8 .6 (top left panel). By contrast, the first SO, which is responsible for generating 19.7% of the streamfunction perturbation variance, is concentrated at the entrance region of the storm track and is nearly orthogonal to the first EOF, as can also be seen in Figure 8 .6 (bottom left panel). This near orthogonality between the EOF structures and SO structures remains even at order 30. Balanced truncation accomplishes an accurate representation of the dynamics by retaining both the structure of the dominant EOFs and of the SOs. It is clear from Figure 8 .6 that truncations based on projections on the leading EOFs will be very suboptimal as the leading EOFs span well only perturbations concentrated in the exit region of the storm track, leaving the dynamically important entry region of the storm track, where perturbations have greatest potential growth, virtually without support in the span of the retained basis. Although the error in the frequency response of a balanced truncation (cf. 8.31) is bounded above by twice the sum of the neglected Hankel singular values and below by the first neglected Hankel singular value, experience shows balanced truncation of tangent linear forecast error systems results in truncation errors close to the lower bound. The Hankel singular values and the eigenvalues of P and the Q for the storm track model are shown in Figure 8 .7. Note that the decrease with mode number of the eigenvalues of P and of Q is more rapid than that of the Hankel singular values. But this more rapid decrease with mode number of the eigenvalues of P and Q does not indicate the order required for an accurate approximation; this is instead determined by the first neglected Hankel singular value which falls more slowly with mode number.
It is often assumed that a system can be well approximated by Galerkin projection onto a subspace of its EOFs, with the effectiveness of the truncation being judged from the magnitude of the eigenvalues of the neglected EOFs. This is valid only for normal systems and we see here that for non-normal systems the decrease with mode number of the eigenvalues of the covariance matrix is misleading and generally optimistic even as an estimate of the order of the system required for an accurate approximation. A subset of the columns of X is retained in the balanced truncation. This nonorthogonal basis and its biorthogonal, the columns of Y, are constructed so as to capture the structures supporting the dynamics most efficiently, simultaneously accounting for the preferred responses (EOFs) and the preferred excitations (SOs) of the dynamics. The first and the tenth structure retained in the dynamics (the first and the tenth column of X) and their biorthogonal structures (the first and tenth column of Y) are shown in Figure 8 .8. The maximum singular value of the resolvent R(ω) = (iωI − A) −1 of the full system A as a function of the real frequency, (ω). The maximum of this curve as a function of ω is the H ∞ norm of A which is found here to be 198.1. Also plotted is the maximum singular value of the resolvent associate with A 60 , which is the operator obtained from an order 60 balanced truncation of A. The maximum of this curve is the H ∞ norm of A 60 which is found to be 196.2.
The storm track model and its reduced order approximate have very different eigenvalue spectra. The eigenvalue spectrum of the reduced order approximate is such that the frequency response of the approximate system is as close as possible to that of the original system, which is shown in Figure 8 .9. This results both from a decrease in the stability of the reduced system compared with that of the full system and from the increase in growth due to the non-normality in the reduced system.
The accuracy of the approximation is measured by the H ∞ norm of the error dynamical system A − A 60 ∞ , which, as discussed in the previous section, lies between the lower bound given by the first neglected Hankel singular value, h 61 = 13.8, and the upper bound: The largest singular value of the error system resolvent as a function of frequency is shown in Figure 8 .10, where it can be seen that A − A 60 ∞ = 28.5, which shows that the balanced truncation error in this example is only approximately twice its lower bound. The error is nearly white for the span of frequencies that correspond to the frequencies of the system eigenmodes. For comparison, the error incurred in an order 60 Galerkin projection of the dynamics onto the first 60 EOFs and the error incurred in an order 60 Galerkin projection onto the first 60 least damped modes, are also shown in Figure 8 .10. It can be seen that the EOF projection performs appreciably worse than the balanced truncation, while the modal truncation at this order is useless.
The optimal growth 2 as a function of optimising time attained by the full system and by the following: the order 60 balanced truncation; the order 60 system obtained by Galerkin projection on the first 60 EOFs; the order 60 system obtained by Galerkin projection on the first 60 SOs; and the order 60 system obtained by Galerkin projection on the first 60 least damped modes, are all shown in Figure 8 .11. Note that the balanced truncation performs very well, reproducing the optimal growth nearly perfectly up to t = 5, corresponding to about two days. By comparison the EOF At , as a function of time for the Eady model in a channel with sponge layers and meridional wave number l = 1. Shown is the optimal growth for the full system with 400 degrees of freedom and the optimal growth produced by an order 60 approximate system obtained by balanced truncation of the full system. Shown also for comparison is the optimal growth attained by the order 60 approximate system obtained by Galerkin projection on the first 60 EOF's, the first 60 SOs and the first 60 least damped modes.
and SO truncations perform appreciably worse and the modal truncation gives even poorer results.
The structure of the initial perturbation that leads to greatest square streamfunction growth at t = 10 in the full system, together with the resulting structure, is shown in Figure 8 .12; for comparison these structures as obtained by the truncated system are also shown. The structures are well captured by the order 60 reduced system.
We have demonstrated how to obtain balanced truncation of a stable time independent system but the method of balanced truncation can be extended to unstable systems (Sznaier et al., 2002) and to time dependent systems in which balancing is performed sequentially over finite time intervals (Van Dooren, 2000) .
In forecast applications we seek an accurate reduction of the dynamics of the time dependent tangent linear operator calculated on the system trajectory over a limited time interval (24 or 48 hours). One choice is to balance on the time mean operator over this interval. Another choice is to balance on the time dependent Evolved optimal at t = 10 (order 60 model) Figure 8 .12 For the stable time mean storm track model. The structure of the streamfunction of the optimal perturbation that leads to the greatest energy growth at t = 10 (left panels), and the evolved optimal streamfunction, which is the structure that these optimals evolve into at the optimising time t = 10 (right panels). The top panels are for the full system while the bottom panels are for the order 60 balanced truncation.
version of the tangent linear operator over this or an extended interval about the assimilation time, obtaining approximation of the P and Q matrices on this interval. Both procedures have been tested using the time dependent version of our storm track model and found to produce accurate truncations. We examine below results obtained from a reduced order Kalman filter in which the truncation is made on the time dependent tangent linear operator over 48 hours centred on the assimilation time.
The time mean tangent linear operator (the mean being calculated over an interval) is generally asymptotically stable. This is because realistic states of the atmosphere support primarily instabilities with positive group velocities and do not support absolute instabilities (unstable modes with zero group velocity) (Farrell, 1982; Lin and Pierrehumbert, 1993; DelSole and Farrell, 1994) . The asymptotic instability of the tangent linear system arises primarily from the continual instigation of transient growth which occurs in non-periodic time dependent systems in the same way that the Mathieu instability arises in time periodic systems. This mechanism is discussed in Farrell and Ioannou (1999) and has been verified in the context of a forecast system by Reynolds and Errico (1999) and Gelaro et al. (2000) . The stability of the mean operator allows balancing to be performed on a stable operator, although the error system itself is non-autonomous and asymptotically unstable. However, it is not necessary to balance on the mean operator, and as remarked above comparable results can be obtained by balancing on the time dependent tangent linear operator over an appropriate interval; experiment suggests approximately 48 hours.
8.5
Assimilation as an observer system Consider assimilating data taken from truth, x t . The forecast error e f = x f − x t obeys the equation 32) in which A is the unstable tangent linear operator, Q is the model error covariance, and w m is assumed to be a vector of temporally uncorrelated noise processes. Introduce n observations, y ob , obtained from truth x t as (8.33) where H is the observation matrix, R is the observational error covariance and w o is an n vector of white noise processes. Assimilate these observations to obtain an analysis, x a , with analysis error e a = x a − x t satisfying the Luenberger observer system:
The gain, K, is chosen to minimise the analysis error variance trace ( e a e † a ). Unlike the forecast error system, a Luenberger observer system is asymptotically stable. Any gain, K, that stabilises the tangent linear operator results in an observer with bounded error, this error being forced by a combination of model error Q and observational error R (cf. Eq. 8.34). Good gains do not just stabilise the operator but simultaneously reduce the non-normality of the tangent linear operator so that the minimum of trace ( e a e † a ) is maintained by the combination of observational and model error.
Just as generalised stability of the tangent linear forecast system reveals the potential for forecast failures due to transient growth of initialisation error or unresolved forcings distributed over the forecast interval, so also does generalised stability The case of an optimal observer
The gain K that minimises the statistical steady analysis error variance trace ( e a e † a ) is the Kalman gain. For simplicity of presentation we take as our example an operator A that is time independent and observations taken continuously in time. A stationary error system with continuous observations is chosen for heuristic reasons although in forecast systems the tangent linear operator is time dependent and observations are introduced at discrete intervals. However, the statistical properties of optimal state estimation are general and results are qualitatively similar across observer systems.
The asymptotic Kalman gain resulting from continual assimilation of observations with observation matrix H is (8.35) with P the stabilising solution of the algebraic Ricatti equation
It is a property of the Kalman filter that the matrix P obtained as a solution of the algebraic Riccati equation is also the asymptotic error covariance of the observer system (8.34).
8.5.2
4D-Var as an observer system
4D-Var data assimilation with assimilation window T can be viewed as a special case of an observer in which a climatological background error covariance B is advanced for T units of time. In our autonomous model system the error covariance is advanced according to Effect of the number of observations on the performance of the assimilation Consider convergence of the assimilated state to truth as more observations are taken in the presence of model error. To fix ideas assume that repeated independent observations are made at each of the grid points of our model. If the state of the assimilation system has dimension N and n observations are taken at each grid point, the observation matrix for these n observations, H n , is an n N ×N matrix 40) where I N is the identity N 2 dimensional matrix, denotes the Kronecker product and e is the unit column e = [1, . . . , 1] T of dimension n. Consider an observation error covariance matrix R = r I N I n , where I n is the n 2 dimensional identity matrix and let K n be the Kalman gain that results from these n observations. The Kalman gain is 41) with P n the stabilising solution of the algebraic Ricatti equation (8.42) where Q is the model error covariance. On substitution of the specific expressions above for the observation matrix H n and the observational error covariance matrix R, (8.42) assumes the simplified form (8.43) from which we conclude that the analysis error in the observer system resulting from assimilation of n observations at each grid point with each observation having observational error variance r is equal to the analysis error that results from observing the same system with a single isolated observation with observational error variance r/n. It remains to determine how the error covariance P n scales with n.
In the absence of model error (Q = 0) the answer is immediate: (8.44) where P is the assimilation error covariance associated with a single observation which satisfies the algebraic Ricatti equation (8.45) So in the absence of model error the assimilation square error tends to zero as more observations are taken at the expected rate of n −1 . Consider now the case in which model error exists. In that case we may expand P n in an asymptotic series: (8.46) The leading term in this expansion is given by (8.47) and consequently the asymptotic error covariance in the presence of model error has the leading behaviour (8.48) We conclude that in the presence of model error the assimilation square error of the Kalman filter in our example tends to zero at rate n −1/2 as more observations are made.
It is instructive to compare this with the behaviour of analysis error in a 4D-Var data assimilation as the number of observations increases. In the absence of model error the 4D-Var analysis square error also tends to zero at rate n −1 , but in the presence of model error if the background covariance B is not rescaled as more observations are taken the analysis error asymptotes to a non-zero constant value.
In order to understand this behaviour consider the asymptotic error as n → ∞ in the unstable stochastically forced scalar system with growth rate a:
The associated algebraic Ricatti equation is (8.50) with stabilising solution (8.51) This stabilising solution is also the error in the observer system after assimilation of n observations. Note that in the absence of model error and for all n: 52) and that the Kalman gain is 8.53) and that the weight given each in the assimilation is indicating that the weight given to observations is proportional to the error growth rate and is independent of the number of observations. With model error and as n → ∞: (8.55) and the Kalman gain is 8.56) so that the weight given to observations is (8.57) independent of error growth rate and indicating that as the number of observations tends to infinity in the presence of model error the model is increasingly discounted and the observations accepted. A comparison of the error as a function of the number of observation in the scalar system is shown in Figure 8 .13. Regardless of the model error, the error in the optimal observer vanishes if enough observations are assimilated a result that holds in higher dimensions, as we have seen.
8.7
Approach of 4D-Var to the Kalman filter as the assimilation interval increases
In the absence of model error 4D-Var is equivalent to the extended Kalman filter if the assimilation window is extended to infinity. Present implementations of 4D-Var employ assimilation windows of 12 hours and it may appear that these implementations must be suboptimal and that the assimilation could be improved by lengthening the assimilation window.
Consider the asymptotic gain arising from a single observation in the time independent storm track model with and without model error. The asymptotic gain is shown in Figure 8 .14 (top panel). It is evident that in the absence of model error the gain is not localised: the gain identifies the unstable structures of the forecast model and provides loadings designed to destroy these structures which have the character of a global mode. As shown in Figure 8 .14 (bottom panel), in the presence of model error the gain becomes localised to the neighbourhood of the observation, because the model error that is distributed in the system produces incoherent responses far from the observation location that cancel when the ensemble average response of the system is taken so that the gain in the presence of model error is localised.
Because 4D-Var calculates the gains without model error the gain associated with a 4D-Var assimilation as the assimilation window is increased extends into the far field. This evolution of the gain associated with an initial climatological background However, the perfect model assumption is physically unrealistic, and the 4D-Var assimilation scheme produces gains that have global structure as the assimilation window is increased. We find in our model storm track that 4D-Var performs best with an assimilation window that is large enough to allow the gain to be affected by the flow but short enough so that far-field loadings do not have time to form. An example of 4D-Var analysis error as a function of the assimilation interval is shown in Figure 8 .17. In this example the optimal assimilation interval is 36 hours. We conclude that neglect of model error in the formulation of 4D-Var makes 4D-Var operate best for rather short assimilation intervals. Model error must be introduced to make 4D-Var an optimal observer. In the next section we propose a method for introducing model error into 4D-Var.
8.8
Reduced order error covariance estimate
We now formulate the observer system in which the error covariance is advanced in the truncated space to obtain a reduced order Kalman gain. The resulting observer system in reduced coordinates is where the reduced analysis is e k = Y † e a for k N and the reduced k × k operator is
The n observations, y ob , are assimilated in the reduced space according to (8.60) where the reduced order observation matrix is
The error system in the reduced space is used to obtain the Kalman gain K k and to propagate the error covariance, (8.62) The error covariance of the full system is then approximated from that of the reduced covariance P k by This error covariance is used in our 4D-Var model. By introducing this covariance in 4D-Var we evolve the error covariance and simultaneously also introduce model error. Introduction of this reduced order covariance in 4D-Var makes the 12-hour 4D-Var perform nearly optimally. Analysis of the performance of this filter is shown in Figure 8 .18. Using the reduced order covariance obtained without model error leads to degradation of the 4D-Var assimilation due to unrealistic far field loadings in the gains.
8.9
Conclusions A data assimilation system combines observations and dynamics expressed through a numerical forecast model to obtain an estimate of the state of the atmosphere. An optimal data assimilation system combines observations and dynamics to obtain the statistically best state estimate. Statistical optimality requires information about the observation error and about the error in the numerical forecast. This latter is difficult to obtain because of the high dimension of the error system so that approximations to the forecast error have to be made to implement practical applications of optimal state estimation. A promising method for obtaining an approximation to forecast error is to advance the error covariance in a state space of reduced dimension compared with that of the full forecast error system. The error covariance in the reduced space can then be used in an approximate optimal state estimation method such as 4D-Var or the extended Kalman filter. Such a reduction is possible because the significantly unstable subspace of the error system is of much lower dimension than the complete state dimension. Assimilation systems can be usefully modelled as observer systems in which any gain matrix that stabilises the analysis error system is an observer and the gain that results in minimum analysis error is the optimal observer. This perspective on assimilation provides insight by allowing generalised stability analysis of the observer system to be performed, revealing for instance the distributed error sources that serve to most effectively degrade the analysis (Farrell and Ioannou, 2005) . Analysis of the observer system modelling 4D-Var and the Kalman filter reveals that the number of observations assimilated increases the analysis error asymptotes to a finite value comparable to observational error and independent of the number of observations, unless the forecast error covariance is systematically adjusted to account for the increase of observations. One way this adjustment can be accomplished is by advancing the forecast error covariance in the dynamically relevant reduced order system that supports the growing error structures.
The result from using this accurate forecast covariance is that as the number of observations n increases, the associated Kalman filter obtains assimilation error O(n −1/4 ) (with model error present) while the 4D-Var simulation fails to systematically reduce the estimation error. Assuming that redundancy of observation in the restricted subspace of significantly growing error structures has or soon will be available it is important to systematise the error covariance calculation in order to take advantage of these observations.
The gain under the assumption of a perfect model develops far field loadings that degrade the assimilation because the model error is in fact non-vanishing. The error covariance obtained by introducing model error into the reduced system suppresses these far field loadings. The error covariance calculated in the reduced system provides a method for introducing model error into 4D-Var, thus reducing the deleterious effects of the perfect model assumption and allowing accurate equivalent gains to be realised on short assimilation intervals.
