Abstract. An adaptive coarse space approach including a condition number bound for FETI-DP methods applied to three dimensional problems with coefficient jumps inside subdomains and across subdomain boundaries is presented. The approach is based on a known adaptive coarse space approach enriched by a small number of additional local edge eigenvalue problems. These edge eigenvalue problems serve to make the method robust and permit a condition number bound which depends only on the tolerance of the local eigenvalue problems and some properties of the domain decomposition. Numerical results are presented for linear elasticity and heterogeneous materials supporting our theoretical findings. The problems considered include those with random coefficients and almost incompressible material components.
FETI-DP, a different algorithm was introduced and analyzed in [48] . This coarse space was originally established for overlapping Schwarz methods (see [46, 47] ) and then transferred to BDD and FETI. A comparison of different coarse space approaches for FETI-DP and BDDC methods is provided in [23] .
Our extension of the coarse space designed by [33] consists in specific eigenvalue problems on certain edges that have to be solved in addition. Then, we can guarantee a condition number bound for the preconditioned FETI-DP operator. We will provide this bound and its proof for three dimensional elasticity using deflation techniques although other implementations of the coarse space are also possible. We will also discuss the cost and necessity of these additional eigenvalue problems. Our results are of equal interest for adaptive BDDC methods [34] .
The remainder of the paper is organized as follows: In Section 2, we introduce the model problem, mention the corresponding finite element discretizations that will be used and outline the domain decomposition approach. Sections 3 and 4 give a short introduction to FETI-DP methods, scalings, preconditioners and projector preconditioning. In Section 5, we will explain how the operators necessary for computing constraints are established and how the latter are obtained. Our approach starts with the adaptive coarse space of [33] and adds constraints from supplementary eigenvalue problems. Based on the new adaptively computed coarse space, in Section 6, we will give the proof for the bound on the condition number as mentioned. In Section 7 we outline some ideas on how to reduce the number of eigenvalue problems and constraints. Section 8 will provide several tests of compressible and almost incompressible elasticity and compare the algorithms proposed by [33] with the modified coarse space presented here. Additionally, at the end of the section, we will test an approach to reduce the number of eigenvalue problems. Eventually, in Section 9, we will draw conclusions from our theory and simulations and provide advice when the respective coarse space should be used. Here, the Lamé constants λ and µ can be computed from E and ν as λ = With Poisson's ratio ν approximating 0.5, we speak of almost incompressible elasticity. For almost incompressible elasticity locking phenomena can occur for the standard formulation and therefore the pressure variable p := λdiv(u) is introduced. Then, we derive the weak form of the mixed formulation in (u, p) . Special care has to be taken when chosing the finite elements for solving the mixed formulation. It has to be ensured that the chosen finite elements fulfill the discrete Ladyženskaya-Babuška-Brezzi condition to remain stable.
We decompose Ω into N nonoverlapping subdomains Ω i , i = 1, . . . , N where each Ω i is the union of shape regular tetrahedral or, in almost incompressible cases, brick elements of diameter O(h). The diameter of a subdomain is denoted by H i or, generically, by H. Furthermore, we define the interface Γ as the set of values that belong to at least two subdomains and require that finite element nodes of neighboring subdomains match across the interface. The interface in three dimensions consists of vertices, edges, and faces, defined as in [29] . Edges and faces are considered as open sets. We will denote a face between the two subdomains Ω i and Ω j by F ij , an edge between Ω i , Ω j , Ω l and maybe other subdomains by E il and a vertex of Ω i touching several subdomains by V ik . We further define Γ h and ∂Ω i,h as the set of finite element nodes on Γ and ∂Ω i , respectively. Eventually, for an arbitrary face F and an arbitrary edge E we introduce the standard finite element cutoff functions θ F and θ E , which are equal to 1 on F and E, respectively, and are zero otherwise.
For the case of compressible linear elasticity, we use P 1 conforming finite elements. If Poisson's ratio ν approaches the incompressible limit, we take Q 2 − P 0 conforming finite elements which are inf-sup stable. In our experiments, we will statically condensate the pressure variable elementwise. The space of our finite elements on Ω i , consisting of either standard piecewise linear finite elements or statically condensated Q 2 − P 0 finite elements, is denoted by W h (Ω i 
FETI-DP Method.
In this section, we will briefly review the standard FETI-DP algorithm. For a more detailed description on FETI-DP, see, e.g., [11, 10, 49] , and, especially in combination with linear elasticity, [29] .
For every subdomain i = 1, . . . , N we compute the the local stiffness matrix K (i) and the right hand side f (i) . We subdivide the set of degrees of freedom into interior I, dual ∆, and primal Π degrees of freedom. Interior degrees of freedom will belong to nodes in the interior of subdomains and on the Dirichlet boundary ∂Ω D while dual and primal degrees of freedom belong to nodes on the interface Γ. The corresponding variables on Ω i will be denoted by u Π . The choice of Π will determine the initial coarse space. We will set all vertices according to the definition of [29] primal and require that there are at least two primal nodes on every edge E il . Moreover, if E il is a nonstraight edge, we set a third one primal, that does not lie on a straight line between the other two. This only is an issue for irregular decompositions of Ω and the necessity of this will be explained in more detail in Remark 1; see Section 5. Using the notation introduced before, for theoretical purpose, we can assume the following partitioning
We also introduce the block diagonal matrices
∆∆ , and
ΠΠ . Combining the index sets I and ∆ to the index set B leads to
as well as to the block structures which will be needed for our preconditioner and generalized eigenvalue problems. Furthermore, we need partial assembly operators R
. . , N , associated with primal degrees of freedom. The space of functions that are continuous in the primal variables will be denoted by W ⊂ W . We introduce
and the jump operator B = B (1) , . . . , B (N ) with Bu = 0 for u ∈ W . This yields
Here, K and f are of the form
Assuming invertibility of K BB , we can form the FETI-DP coarse operator
After a second elimination step, we obtain the FETI-DP system F λ = d where
Then, the FETI-DP system can be solved by the preconditioned conjugate gradients (PCG) algorithm. The appearance of S −1
ΠΠ in F provides a coarse problem. This coarse problem is determined by the size of the primal degrees of freedom and should accelerate convergence.
Other more advanced coarse spaces based on averages or first-order moments over edges or faces could be used and implemented using a transformation of basis; see, e.g., [11, 30, 29, 32, 26] . Here, for simplicity, we will only consider primal vertex constraints as an initial coarse space. We will then use adaptive constraints to reduce the condition number as described in the next section. This will allow us to prove the condition number bound which we will present in Section 6 for problems with coefficient jumps in 3D.
Next, we introduce the standard Dirichlet preconditioner M −1 D . The extension and restriction operators R T Γ and R Γ from and onto Γ consist of zeros and ones. R T Γ extends a vector by zero onto Γ while R Γ restricts a vector correspondingly by removing interior variables. For x ∈ Γ h ∩ ∂Ω i,h let N x be the set of indices of subdomains that have x on their boundaries. Then, we define the nodal coefficient evaluation
where ϕ x is the nodal finite element function at x and supp(ϕ x ) its support. Let Ω j share a face or an edge with Ω i and x ∈ ∂Ω i,h ∩ ∂Ω j,h , then, the corresponding nonzero row of
and vice versa; see, e.g., [41, 28, 49] . This defines the local scaling matrix D (j) and the scaled jump operator
The standard Dirichlet preconditioner is now given by
where
and S (i) is the local Schur complement after elimination of the interior variables from K (i) , that is
Let us remark that there are other choices for the scaling available in the literature (see, e.g., [40, 18, 1] ), but we restrict ourselves in the numerical results presented in Section 8 to the case mentioned above and referred to as ρ-or patch-ρ-scaling; cf., [26, 37] .
4. Projector Preconditioning, Deflation, and Balancing. In this section, we briefly explain the deflation/projector preconditioning and the balancing approach. These approaches provides a mechanism to enhance the coarse space by additional constraints. Other possibilities are a transformation of basis or optional Lagrange multipliers; see, e.g., [25, 29] and [17, 29] , respectively. For a short introduction to deflation and projector preconditioning, especially in the context of FETI-DP and domain decomposition methods, see [36, 7, 8, 35, 27, 19] and the references therein.
In the following for a matrix A, by A + we denote an arbitrary pseudoinverse satisfying AA + A = A and A + AA + = A + . The following description is based on [27] extended to the case of a semidefinite matrix F . Let U = (u 1 , . . . , u k ) be given as the matrix where the constraints are stored as columns. Then, we define
We have range P = range (U (U T F U ) + ) and ker P = ker(U T F U ) + U T F ). Next, we multiply the FETI-DP system by (I − P ) T , which yields the deflated system
The deflated system is consistent. Moreover, range U ⊂ ker((I − P ) T F ), and therefore range (F (I − P )) ⊂ ker U T remains valid also for a semidefinite matrix F . Since (I − P ) T is also a projection, we can show that
Therefore, only components of the dual variable in range (I − P ) are relevant to the construction of the Krylov spaces. By λ * we denote the solution of the original system F λ = d, which is unique only up to an element in ker B
T . Letλ ∈ range (I − P ) be a the solution of (4.1). Then,λ is identical to (I − P )λ * up to an element in ker B T . We have the decomposition
whereλ can be expressed byλ = P λ
Tλ , we can then show that the solution in terms of the displacements does not change if (I − P )λ * is replaced byλ, i.e.,
Preconditioning the resulting system of equations by the Dirichlet preconditioner M −1
Another multiplication with I − P from the left gives the new symmetric preconditioner M −1
T which is also denoted as the projector or deflation preconditioner. As shown in [27, Theorem 6 .1], we do not change the nonzero eigenvalues of the former left hand side when multiplying with I − P . Therefore, the deflated problem reads: Find λ ∈ range (I − P ), such that
Instead of computingλ a posteriori, the computation can be included into each iteration. This leads to the balancing preconditioner M 
we can equivalently use
T since it will be applied to F λ = d. Let us note that the Theorems 6.2 and 6.3 in [27] can be proven for a semidefinite matrix F by replacing F −1 by F + and by following the arguments given in [27] . As a result, we obtain that the eigenvalues of M In order to provide a condition number bound for the deflation and the balancing approach let us first assume that a standard estimate for the
results of [27] , it was shown in [23, Lemma 3.2] that the condition number of the FETI-DP operator preconditioned by deflation/projector preconditioning or balancing can be bounded from above by C.
5.
Adaptive coarse spaces, geometry issues for irregular partitioning, and enforcing constraints. In the following we will introduce a modified variant of the 3D algorithm presented in [33] extended by some new edge eigenvalue problems of similar pattern. Let us consider the face F ij between the subdomains Ω i and Ω j as well as its closure F ij .
For the basic algorithm we proceed as in [33] by using the notation from [23] and define
consisting of all the rows that contain exactly one +1 and one −1.
. We then define
By W ij we denote the space of functions in W i ×W j that are continuous in the primal variables shared by Ω i and Ω j and by Π ij the ℓ 2 -orthogonal projection from
which is denoted by Π ij , and where σ is a positive constant, e.g., the maximum of the diagonal entries of S ij . We just note that we build both of them so that they are symmetric and we will explain in detail how to obtain Π ij and Π ij after Remark 1.
We now establish and solve the following generalized eigenvalue problems 
We will refer to the edge constraints in (5.2) as "edge constraints from face eigenvalue problems"; see also the numerical experiments in Section 8. Clearly, since u
With this approach, we avoid coupling of constraints on the closure of the faces which would spoil the block structure of the constraint matrix U ; cf. [34] .
In order to control the jumps w i − w l for subdomains Ω i , Ω l that only share an edge; compare Figure 5 .1, we additionally solve the eigenvalue problems
for µ k il ≥TOL and with Π il and Π il constructed in the same manner as Π ij and Π ij before. Clearly, this only has to be carried out for edges shared by more than three subdomains and also in some cases where the open face does not contain any nodes. We refer to [39] where experiments showed that typically around 99% of the edges are common to exactly three subdomains when an automatic graph partitioner is used. Hence, for automatically partitioned domains, which we consider as the standard case, these new eigenvalue problems just come into play for an either small number of edges or a slightly larger number of small edges. Therefore, the extra work for solving the edge eigenvalue problems is small. We will come back to this matter and discuss the cost and necessity of edge eigenvalue problems in practice in Section 8. Finally, the constraints resulting from edge eigenvalue problems are
As in the two-dimensional case (see [23] ), locally, for w ij ∈ W i × W j , w il ∈ W i × W l which satisfy the constraints, the estimates
hold. With [2] , this can be derived from the fact that Π ij and Π ij commute; the same applies for the edge operators, of course. Note that
an orthogonal projection onto the space of rigid body modes that are continuous on
Obviously, (5.6) does only apply for subdomains Ω i having edges E shared by subdomains Ω l without a respective face F il . We will now use the index s ∈ {j, l} to describe simultaneously face (s = j) and edge (s = l) eigenvalue problems and their operators.
We still have to show that the local estimates from above, for functions fulfilling the constraints, are also valid for all w is ∈ W i × W s derived from a restriction of w ∈ W to W i × W s , since this will be used in the FETI-DP condition number proof. Hence, for s = j or s = l let Π is be as above. Then, for w ∈ W we have
Exactly as in [23] , we argue as follows.
Since we can split any w k is resulting from the local eigenvalue problem (5.1) or (5.4) as w
Therefore, the estimate is valid for w is ∈ W is which satisfies the constraints; cf. [33] . 
Remark 1. In order to guarantee that TOL is finite for all w is ∈ W is we have to treat the kernel of S is correctly. As already mentioned by [33, Assumption 8] we have to ensure,
and the orthogonal projection onto W is ,
We note that the inverse can be computed cheaply since R is contains a large identity block and a very small block of the size of the number of the degrees of freedom that are common to the two subdomains. For the construction of Π is we exploit the fact that I − Π is is an 
. The adaptively computed constraints coming from eigenvalue problems will then be enforced by a deflation approach; in all simulations we exclusively use the balancing preconditioner.
6. Condition number estimate. Before we are able to provide the theoretical bound on the condition number of the preconditioned FETI-DP operator we have to present an analytical expression for the application of the localized P D -operator.
The local operators P D ij and P D il on the closure of the face and edge, respectively, are
see [23] . For a face
we define the cutoff function on the closure of the face
We can use the cutoff function θ E ij p on the open edge since all vertices were chosen to be primal. For w ∈ W , this gives
where I h is the finite element interpolation operator on Ω i and Ω j , respectively. For the sake of simplicity, we assume that just E ij 1 = E il has a multiplicity greater than three and equal to four with w i − w l as the problematic jump between two subdomains sharing at least one edge but no face; see Figure 5 .1. Other cases can be handled in the same way. The application of the local P D -operator of the edge eigenvalue problem yields
Let U = (u 1 , . . . , u k ) be given as the matrix where the adaptively computed constraints are stored as columns. By W U := {w ∈ W | U T Bw = 0} we denote the subspace of W which contains those elements w ∈ W satisfying the new constraints, i.e., Bw ∈ ker U T . Lemma 6.1. Let N F denote the maximum number of faces of a subdomain, N E the maximum number of edges of a subdomain, M E the maximum multiplicity of an edge and TOL a given tolerance for solving the local generalized eigenvalue problems. We assume that all vertices are chosen to be primal. Then, for w ∈ W U , we have
Proof. We first have a closer look at the global operator P D and its restriction to a subdomain. Since all vertices are primal, we obtain
see, e.g., [49, Sec. 6.4.3] .
In contrast to other proofs on the condition number of the FETI-DP system, where the additive terms of (6.4) are bounded separately, we will now rearrange these additive terms. This is due to the fact that the face eigenvalue problems are solved on the closure of the faces.
Therefore, we introduce a global and N local sets of pairs of indices {i, l}, where each index pair represents an edge eigenvalue problem on E il and vice versa, i.e.,
and
Here, µ d is the d-dimensional Lebesgue measure. Thus, {j, l} ∈ E * means that the subdomains Ω j and Ω l share at least an edge but no face. In general, for subdomains obtained from graph partitioners, these sets do not contain many elements as already mentioned before.
For a given face F ij , we now denote the edges which are part of the closure of the face by E 
Obviously, for each edge
is part of (6.6). For each edge E ij , we subtract it from (6.6) and add it to (6.5). The remaining jumps in (6.6) can then either be added analogously to the corresponding face term
(cf. (6.5)), if such a face exists, or they remain in (6.6). If this is carried out for all faces and edges analogously (6.4) becomes
Here, we have replaced the cutoff functions for the open edges by those for the closure of these edges, that is ϑ E = 1 at the endpoints of the edge and ϑ E = θ E for all other nodes of the mesh. This can be done since all vertices are primal. We define the S k -seminorm
Then, we estimate the face terms in (6.7) similar to the edge terms in 2D; see [23] . The remaining edge terms in (6.7) can be estimated by using the constraints obtained from the edge eigenvalue problems.
In the next theorem, we provide a condition number estimate for the preconditioned FETI-DP algorithm with all vertex constraints being primal and additional, adaptively chosen edge and face constraints. BP F can be found in [35] , or, in our notation in [27] .
7.
Reducing the number of eigenvalue problems. In this section, we briefly describe strategies which can help to keep the number of eigenvalue problems as well as the size of the coarse problem small -while still obtaining an acceptable condition number. The first two ideas aim at reducing the number of edge eigenvalue problems; see Section 7.1. The second approach aims at reducing the number of edge constraints; see Section 7.2. The third reduction approach, first suggested in [24] , is based on considering the preconditioned starting residual to detect critical edges; see Section 7.3. This strategy was proposed but not implemented in [24] .
7.1. Reducing the number of edge eigenvalue problems.
Short edges.
In order to reduce the number of edge eigenvalue problems while keeping the theoretical condition number bound, we eliminate all eigenvalue problems related to short edges. There, we set all edge nodes belonging to edge eigenvalue problems as primal if there are not more than k dual nodes on the edge. Throughout this paper, we consider edges as short if they consist of only a single node, i.e., in our experiments, we use k = 1. Note that in unstructured decompositions, e.g., from METIS, most edges have a multiplicity of only three. As a result, edge eigenvalue problem are necessary only for a small number of edges and this strategy applies only to the short edges among these. This strategy is always used in our numerical experiments.
Edges at a distance from heterogeneities.
Additionally, for compressible elasticity, if no coefficient jumps occur in the neighborhood of an edge, we do not take the corresponding eigenvalue problems into consideration. This is related to slab techniques; see, e.g., [15, 14, 23] . If the coefficient distribution is not available, the diagonal entries of the stiffness matrix can be considered instead. Let us note that, after reducing the number of edge eigenvalue problems, our explicit condition number bound of Theorem 6.2 might not hold anymore in this form. Nevertheless, based on the theory of slab techniques, the condition number is expected to stay bounded independently of the coefficient jumps. This will be confirmed by our numerical experiments in Section 8. The strategy can be implemented by traversing the respective nodes and evaluating the coefficients (or checking the corresponding diagonal entries of the stiffness matrix). In presence of coefficient jumps combined with almost incompressible components this technique is not advisable since constraints enforcing the zero net flux condition may be removed from the coarse space.
Reducing the number of edge constraints from face eigenvalue problems.
The same idea as in Section 7.1.2 can be used to discard certain edge constraints from face eigenvalue problems in order to reduce the size of the coarse problem: Edge constraints from face eigenvalue problems are not added to the coarse space if no coefficient jump is detected in the neighborhood of the edge.
7.3.
Heuristics to reduce the number of eigenvalue problems based on the residual. We follow an idea of [24] and assume that the residuals on faces and edges without any jumps are several magnitudes smaller than those on faces and edges with jumps along or across the interface. Therefore, for the closure of any face or edge, generically denoted by Λ, with n Lagrange multipliers we compute r := M Then, we compute r Λ,2 := 1/ √ n r Λ 2 to check its magnitude. Another reasonable approach would be to compute the maximum norm of r Λ , i.e., r Λ,∞ . In our experiments, we take a combination of these two and check simultaneously for every face or edge if r Λ,n < τ 2 and r Λ,∞ < τ ∞ . If this is the case we do not consider the corresponding eigenvalue problem and discard it (with all possible constraints). Otherwise we continue as before and compute the constraints from our eigenvalue problems. If the energy norm is used this approach is remotely related to the computation of Rayleigh coefficients in [45] . Note that this approach can significantly reduce the number of eigenvalue problems but often results in a coarse space of comparable size. But due to the smaller number of eigenvalue computations, the heuristic approach presented here is computationally less expensive.
Numerical results.
In this section, we show numerical results for linear elasticity using FETI-DP with the adaptive coarse space strategies discussed before. We compare the coarse spaces introduced in [33, 34] and our new coarse space with edge constraints from edge eigenvalue problems presented in Section 5. We recall that by "edge constraints from face eigenvalue problems" we refer to edge constraints which result from splitting constraints originating from eigenvectors computed on the (closed) face; see (5.2) in Section 5.
We have implemented the new coarse space covered by our theory, see Lemma 6.2, and two modifications thereof. In our tables, the three approaches will be denoted by 'Algorithms Ia, Ib, and Ic'. 'Algorithm Ia' is the algorithm covered by our theory. It will make use of the largest number of eigenvalue problems and will lead to the most generous coarse problem. 'Algorithm Ib' uses the neighborhood approach of Section 7.1.2 to reduce the number of edge eigenvalue problems if they are not needed. 'Algorithm Ic' makes use of the neighborhood approach described in Section 7.2, in addition to the reduction approach of Section 7.1.2, to reduce the size of the coarse space by discarding edge constraints from face eigenvalue problems which are not needed.
Furthermore, we will test two variants of the classical approach of [33, 34] . These approaches do not use edge eigenvalue problems. As 'Algorithm II' we will denote the coarse space proposed in [33, 34] , where all edge constraints from face eigenvalue problems are enforced as additional constraints. To the best of our knowledge this approach has not been implemented and tested before; cf. [42, 43, 34, 44] . As 'Algorithm III' we will denote the "classic" adaptive approach already tested extensively in [33, 34] . In this approach all edge constraints from face eigenvalue problems are simply discarded, which results in a smaller coarse problem at the cost of losing robustness.
We use balancing to implement all adaptive constraints; cf. Section 4. For all algorithms, the columns of U are orthogonalized blockwise by a singular value decomposition with a drop tolerance of 1e − 6. Let us note, again, that our current theory from Lemma 6.2 covers Algorithm Ia. Although Algorithm Ib and Ic are both not covered by the theory lined out in this paper, we will show that in our experiments they will give almost the same results as Algorithm Ia. Algorithm II and III are not covered by the theory, and our numerical results will indeed show that they cannot guarantee low condition numbers and iterations counts for all our test cases.
In all cases of either compressible or incompressible linear elasticity the edge eigenvalue reduction strategy from Section 7.1.1 is used. Since the strategies used in Algorithm Ib and Ic are based on Young's modulus E, and not Poisson's ratio ν, we will not use the strategies for our test problems of almost incompressible elasticity. For these problems, we will only report on Algorithm Ia.
For simplicity, we always assume the parameters E and ν to be constant on each fine element. As scaling we use ρ-scaling in form of patch-ρ-scaling, and we set Young's modulus at a node by the maximum of all values over the support of the corresponding nodal basis 13 function; cf. [26] .
In the experiments, regular as well as irregular decompositions are tested. The irregular decomposition is performed by the METIS graph partitioner [20] using the options -ncommon=3 for compressible, -ncommon=4 for incompressible elasticity and -contig to avoid noncontiguous subdomains as well as additional hinge modes inside single subdomains.
In all tables, "κ" denotes the condition number of the preconditioned FETI-DP operator, "its" is the number of iterations of the pcg algorithm and "|U |" denotes the size of the corresponding second coarse space implemented by deflation or balancing; see Section 4. By N , or for regular decompositions 1/H = 3 √ N , we denote the number of subdomains. For our modified coarse space, we also give the number of edge eigenvalue problem as "#E evp " and in parentheses the percentage of these in the total number of eigenvalue problems. Our stopping criterion for the pcg algorithm is a relative reduction of the starting residual by 10 −10 , and the maximum number of iterations is set to 500. The condition numbers κ, which we report in the tables, are estimates from the Krylov process. In our tables, we will mark (estimated) condition numbers below 50 in bold face to indicate that a sufficently large coarse space has been found by the adaptive method.
It is clear that Algorithms Ia, Ib, and II will result in a larger coarse space than Algorithm III or Algorithm Ic. For simple test examples, Algorithm Ic should reduce to Algorithm III. Our numerical results will show that, in certain difficult cases, the larger coarse space is indeed necessary.
Composite materials.
Regular partitioning. We consider a linear elastic and compressible material on a unit cube, see If a regular decomposition is used with these coefficient configurations, already the classic approach from [33] performs well. We therefore only briefly present the composite material no. 2 in Table 8 .1. We see that for this simple case, where the jumps do not cut through edges, all approaches lead to low condition numbers and a low number of iterations. The most simple algorithm, i.e., Algorithm III performs well while resulting in the smallest coarse space. Algorithm Ic automatically reduces to Algoritm III, and therefore gives the same performance. This illustrates the effectiveness of the neighborhood strategies from Section 7.1.2 and 7.2. For this problem, the use of edge constraints can reduce the number of iterations further but not significantly. This shows that edge constraints from face eigenvalue problems (Algorithm II) are not needed, here. The same is true for edge eigenvalue problems (Algorithm Ia).
In structured decompositions, we have a high number of edge eigenvalue problems in Algorithm Ia, i.e., around 50%; if the strategy to reduce the number of edge eigenvalue problems from Section 7.1.2 is applied, all edge eigenvalue problems are discarded while the results remain good; cf. Algorithm Ib and column 6 "E evp " in Table 8. 1. This is possible in this simple setting where there are no cuts of coefficient jumps through edges. Note that we do not reduce the coarse problem size; see Irregular partitioning. In a next step, we consider an irregular decomposition; see Ta In this case, jumps along and across subdomain edges are very likely to occur. For all these test cases discarding the edge constraints from face eigenvalue problems never seems to be a good option and often results in nonconvergence (its = 500); but also for Algorithm II a large condition number and a large number of iterations are observed. On the other hand, our Algorithm Ia, which makes use of our new coarse space, in accordance with the theory, results in small condition numbers for all cases -while, compared to Algorithm II, adding In general, for irregularly partitioned domains, we see that that the amount of edge eigenvalue problems is between 0% and 12% for Algorithm Ia while this can be reduced to 0 to 7% by Algorithms Ib and Ic. For Algorithm Ib, in the mean, we get about 2% to 3% edge eigenvalue problems and, compared to Algorithm II, 1% to 2% additional constraints; see Tables 8.2 For irregularly partitioned domains the computational overhead of Algorithm Ic, compared to the "classic" approach in Algorithm III, might be of up to 7% of extra eigenvalue problems and up to 2-3 times as many constraints but is then mostly mandatory for convergence and to reduce the condition number from 1e + 05 to 10; see, Tables 8.2, 8 .3, and 8.4, and 8.5. However, compared to Algorithm II we can save up to 40% of the constraints by using Algorithm Ic.
We conclude that the additional edge eigenvalue problems and the resulting constraints are often necessary to obtain a small condition number and even mandatory if pcg is expected to converge in a small number of iterations. The only configurations when Algorithm III converged in fewer than 100 iterations were cases when coefficient jumps did not appear at subdomain edges, or in small examples with fewer subdomains, when the influence of the Dirichlet boundary was still strong. 
Steel microstructure.
In this section, we will consider a representative volume element (RVE) representing the microstructure of a modern steel; see Figure 8 .3.
The RVE has been obtained from the one in [31, Fig. 5 .5] by resampling; see also the discussion below. As in [31] , we use ν = 0.3, E 1 = 210 and E 2 = 210000 as (artificial) material parameters. There, about 12% of the volume is covered by the high coefficient E 2 . We have resampled the RVE from 64 × 64 × 64 to 32 × 32 × 32 voxels. Here, the coefficient was set to E 2 if at least three of the original voxels had a high coefficient. This procedure guarantees that the ratio of high and low coefficients is not changed.
We see from our results in the same. The amount of extra work for our modified coarse space in Algorithms Ia and Ib compared to Algorithm II is small. Algorithm Ic uses a reduced coarse space that still guarantees small condition numbers and convergence within a comparable number of pcg iterations while the smallest coarse space, represented by Algorithm III, gives larger condition numbers and iteration counts.
Randomly Distributed Coefficients.
We turn towards randomly distributed coefficients and now perform 100 runs with different coefficients for every configuration. We consider a linear elastic and compressible material on a discretization of the unit cube, i.e., a structured fine mesh consisting of cubes each containing five tetrahedra. We enforce zero Dirichlet boundary conditions just for the face with x = 0 and zero Neumann boundary conditions elsewhere. We apply the volume force f := [0.1, 0.1, 0.1]
T . We have seen in the preceding examples that the coarse space of Algorithm Ib only differs to a minor degree or not at all from that of Algorithm Ia. Therefore, we will restrict ourselves to testing Algorithms Ib, II and III for the last examples of this section. Besides N , we vary the number of tetrahedra with a high coefficient. We test a 50/50 and 20/80 ratio of high and low coefficients; see Figure 8 .4. In Tables 8.7 and 8.8, we present the arithmetic mean x, the median x and the standard deviation σ for different numbers N of subdomains (H/h = 5).
Again, we see that discarding the edge constraints resulting from face eigenvalue problems can result in large condition numbers and iteration counts; see the results for Algorithm III in Tables 8.7 and 8.8. Nonetheless, keeping these edge constraints does, again, not always guarantee a small condition number and fast convergence, as the results for Algorithm II show. The number of extra eigenvalue problems for Algorithm Ib is either 0% or 4% for our examples. Since there are no egde eigenvalue problems for N = 27 subdomains Algorithm Ib and II coincide in that case. Moreover, since the edge eigenvalue problems always produce fewer than 1% of additional constraints the computational overhead for Algorithm Ib is quite moderate compared to Algorithm II; see Tables 8.7 and 8.8. As the median shows for N ∈ {64, 125} in Table 8 .7 and N = 64 in Table 8 .8, the majority of problems is well solved by the coarse space of Algorithm II. However, the arithmetic mean points out that there are several problems with a high condition number if this coarse space is used. Let us just note that "several problems" for N = 64 subdomains and condition number of at least 1e + 04, as well as in 21 and in 33 cases even a condition number of 1e + 05 or higher; see Tables 8.7 and 8.8 . We see that, by investing fewer than 1% of additional constraints resulting from our edge eigenvalue problems, our Algorithm Ib can guarantee a condition number around TOL. This shows that this additional amount of work is worthwile and can guarantee a small condition number and convergence within a reasonable number of pcg iterations.
Almost incompressible linear elasticity.
In this section, we consider a linear elastic material which consists of compressible and almost incompressible parts. The compressible material parts have a Poisson ratio of ν = 0.3 and for the almost incompressible parts we consider different values of Poisson's ratio with 0.45 ≤ ν < 0.5. We also consider different distributions of Young's modulus in the material, allowing for large coefficient jumps. Let us note that such large coefficient jumps in Young's modulus and simultaneously letting Poisson's ratio ν almost approach the incompressible limit 0.5 for some parts of the material, can lead to very ill-conditioned local matrices K (i) BB . As before, we consider the unit cube but we slightly increase the volume force f = [
T , pushing the domain towards the Dirichlet boundary. We use inf-sup stable Q 2 − P 0 finite elements for both, the compressible and the almost incompressible parts. We present numerical results for three different material distributions.
In our first set of experiments, we consider a distribution of the Poisson ration in layers of ν 1 and ν 2 . The layers have a thickness of two elements in x 3 direction. Here, ν 1 takes different values whereas ν 2 = 0.3. We have E = 1 on the complete domain Ω. For all three algorithms, the condition numbers and iteration counts are uniformly bounded with respect to ν 2 approaching 0.5. All algorithms also yield condition numbers and iteration counts of a comparable size; see Table 8 .9. For the material distributions considered in this example, Algorithm III seems to be sufficient.
The second example will be the composite material no. 2 from Section 8.1. Here, we use E 1 = 1 and E 2 = 1e + 03. We consider a variable Poisson ratio ν 1 ∈ [0.3, 0.5) for all finite elements with E 1 = 1 and a fixed Poisson ratio ν 2 = 0.3 for those finite elements with E 2 = 1e + 03. Table 8 .10 indicates uniformly bounded condition numbers and iteration counts for Algorithms Ia and II. For Algorithm III, the condition number and the iteration counts still seem to bounded but at a higher level. Algorithms Ia and II perform as in the compressible case but at the cost of a larger coarse space.
In our third set of experiments, we consider an almost incompressible material with both, ν and E = 1 constant on the complete domain. Table 8 .11 shows that this becomes a hard problem for Algorithm III and also for Algorithm II. With ν approaching the incompressible limit, the condition number of the mentioned algorithms will be several magnitudes larger than this of Algorithm Ia. In contrast to the other algorithms, Algorithm Ia can guarantee a small condition number and an almost constant number of pcg iterations.
Remark 3. Note that the automatic coarse space constructed here for the almost incompressible case is slightly larger than the a priori coarse spaces constructed in [14] and [16] , which introduce only a single (additional) constraint for each subdomain in 2D to cope with almost incompressible elasticity [14] , or where all face constraints can be summed to a single constraint in 3D [16] . 8.5. Heuristic approach on reducing the number of eigenvalue problems and constraints based on the residual. We now consider the heuristic approach described in Section 7.3 to reduce the number of (edge) eigenvalue problems. We apply this approach to our Algorithm Ib for compressible elasticity and to Algorithm Ia for almost incompressible test problems. Note that this approach can equally be adopted for the coarse spaces of Algorithms Ic, II, or III. We report the number of eigenvalue problems solved and denoted by "#EVP U ", as well the number of eigenvalue problems discarded by our heuristic approach, denoted by "#EVP disc "; see Tables 8.12 λ max instead of κ.
We also consider different values of τ 2 , namely τ 2 ∈ {0.01, 0.001}, each with τ ∞ = 10τ 2 . Using a larger value of τ 2 , e.g., setting τ 2 = 0.1, does not give acceptable results anymore in about half of our test cases. We refrain from reporting the details here.
For our composite material no. 1 we observe good or acceptable behavior of our heuristics, and up to roughly 50% of the eigenvalue problems are saved; see Table 8 .12. Nevertheless, to keep the condition number at the order of TOL, we have to use τ 2 = 0.001.
We again turn towards randomly distributed cofficients which turned out to be the most challenging problem in the previous sections. For the corresponding Table 8 .13, we additionally report that with τ 2 = 0.001 the condition number was low in all runs, and the iteration number did not exceed 40. The heuristics thus worked well.
From our results in Table 8 .14 we see that we can save a substantial number of eigenvalue problems when ν is still far away from the incompressible limit. As ν approaches the limit the computational savings will become lower. Table 8 .14: Almost incompressible linear elasticity with ν 1 as given, ν 2 = 0.3, E 1 = 1, E 2 = 1e + 03. Coarse space of Algorithm Ia with heuristically reduced number of eigenvalue problems according to Section 7.3 using TOL = 10 for all generalized eigenvalue problems. For the results without heuristic of Section 7.3, see Table 8 .10.
Conclusion.
We have presented an adaptive coarse space approach for FETI-DP methods (Algorithm Ia) including a condition number bound for general coefficient jumps inside subdomains and across subdomain boundaries as well as almost incompressible elasticity in 3D. The bound only depends on geometrical constants and a prescribed tolerance from local eigenvalue problems. Our approach is based on the classic adaptive approach from [33] but we use a small number (fewer than 5 percent) of additional edge eigenvalue problems. Our experiments support our theory and show that the new method is able to cope with situations where the classic approach fails. Moreover, we have given two techniques on how to reduce the number of eigenvalue problems and constraints from Algorithm Ia which work very well, i.e., Algorithm Ib and Ic.
We have seen in our numerical experiments that the classic coarse space of [33] (Algorithm III) can be sufficient if coefficient jumps do only occur at subdomain faces. However, if jumps are present across or along subdomain edges, in general, neither a small condition number nor a low count of Krylov iterations (or even convergence) can be guaranteed by Algorithm III, which does not use any edge constraints. For difficult coefficient distributions, at least the edge constraints resulting from face eigenvalue problems should be added to the coarse space. The resulting approach (Algorithm II) then can cope with a larger number of test problems. However, only Algorithms Ia, Ib, and Ic have been able to guarantee a low condition number for all our test cases. Although only Algorithm Ia is covered by our provable bound, Algorithm Ib performs almost identically. Algorithm Ic performs still comparably but can also save a considerable number of constraints; e.g., up to 40%. In simple cases, where Algorithm III is already successful, Algorithm Ic indeed reduces to Algorithm III. Moreover, our experiments show that the condition number can quite precisely be controlled by the tolerance TOL even if the reduction strategies of Section 7.1.2 (Algorithm Ib) or, additionally, Section 7.2 are used (Algorithm Ic). For our problems from almost incompressible elasticity, among Algorithms Ia, II, and III, only Algorithm Ia performed well for all our test problems.
For regular decompositions, the number of edge eigenvalue problems in Algorithm Ia is quite high, but can be reduced considerably by switching to Algorithms Ib and Ic. For irregular decompositions, which is the more relevant case, the number of additional edge eigenvalue problems to be computed by Algorithm Ia is often only in a low single-digit percentage range and can further be reduced by switching to Algorithm Ib and Ic.
Compared to Algorithm II, the number of additional constraints in Algorithm Ia and Ib is typically small, i.e., for our test problems, the mean is only between 1% to 3% of additional constraints. Moreover, compared to Algorithm II, Algorithm Ic reduces the number of edge constraints from face eigenvalue problems. Comparing the computational overhead of Algorithms Ia, Ib, and Ic to Algorithm III is in some way difficult since the additional constraints are mostly necessary to obtain convergence.
Our heuristic strategy to reduce the number of eigenvalue problems (see Section 7.3) can save a substantial amount of computational work but requires some tuning of tolerances. In our numerical experiments, selecting a tolerance 0.001 ≤ τ 2 ≤ 0.01 with τ ∞ = 10τ 2 saved work while keeping the algorithm stable and reliable.
