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Abstract 
The main aim of this paper is to reflect upon some aspects of meaning related to two different ways of expressing the same 
proposition type in English. The proposition type under discussion is the particular negative, and it is accounted for as introduced 
by either not all or some followed by a verbal negation. Two statements serving as examples of the two expressions are: 
1- Not all birds can fly; 
2- Some birds cannot fly. 
The theoretical assumption underlying this paper is that two logically equivalent quantified expressions might not be equivalent 
from certain semantic and conversational points of view, and that, conversely, two expressions that are equivalent from a 
conversational point of view might not be equivalent from a logical one. The research has been carried out by means of a 
distributional study: by exploring the contexts of occurrence of our two particular negative expressions throughout the ukWaC 
corpus we have detected some systematic use and aspects of meaning specific to each of them. 
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1. Introduction 
The possible conversational equivalence between the two subcontraries of the traditional square of opposition – 
the particular affirmative and the particular negative – has been pointed out by various scholars over the last century. 
Focusing on the particular negative only, let us state the problem as follows: can two different expressions belonging 
to this category convey different meanings if they are expressed through different kinds of negation? In other words, 
can expressions which are supposed to be logically equivalent differ from a conversational point of view? If they 
can, some triggering factors might help find out the differences: the context of the conversation, the epistemic 
qualifications of the speaker and/or the listener, and the kind of negation which is used, with particular regard to the 
position of the negative. 
2. Logical Equivalence and the Square of Opposition 
In the traditional square of opposition, each vertex represents one of the four propositions of the system of 
Aristotelian logic. The four proposition types - namely, the universal affirmative (A), the universal negative (E), the 
particular affirmative (I) and the particular negative (O) - are interrelated as shown in Figure 1: 
 
 
Fig. 1: The Square of Opposition 
 
The four proposition types related to each vertex involve the use of quantifiers (words like all, every, no, some). 
Following are example-statements for each type: 
 
A – All birds can fly 
E – No birds can fly  
I – Some birds can fly 
O – Not all birds can fly 
 
With regard to the last example, the statement relative to vertex O – which includes an outer negation – could 
also be rewritten as some birds cannot fly, a sentence which, instead, includes an inner negation; in the latter case, 
the logical opposition between the two subcontraries – I and O – is enhanced. 
 
However, from a conversational point of view, such opposition might disappear, and the O and I vertex may thus 
become one single vertex of a triangle. 
2.1. The Conjunction of Subcontraries 
By using some in a sentence like some birds can fly one might mean either some at least or some but not all. 
Degen (2013: 2) defines the first interpretation as semantic and the second as pragmatic: if the speaker uses some 
instead of a stronger alternative, s/he does so for a reason. In 1924, the Danish linguist Otto Jespersen had already 
made a distinction between the two different interpretations related to some: 'the ordinary meaning it has in natural 
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speech [=some but not all]' and 'the meaning logicians sometimes give it, in which it is the positive counterpart of no 
(nothing), and thus includes the possibility of all' (Jespersen, 1924: 324). 
 
In this perspective, the traditional square of opposition becomes what Horn (1989: 216) has defined as a three-
cornered square, a triangle whose apex corresponds to the conjunction of subcontraries (the particular affirmative 
and the particular negative). 
 
The use of some as related to the conversational perspective, thus as related to not all, is also supported by Grice's 
maxim of Quantity (1975: 45), according to which a speaker should cooperate in the conversation by being as 
informative as s/he can: so, if s/he said that some birds can fly even if s/he knew that all birds in fact can, s/he would 
violate the maxim. This reading of some as not all highlights a sort of incompatibility between the logical and 
conversational levels: as Horn (1989: 213) points out, 'no special logical treatment of the inference from some to not 
all (some not) is required – which is just as well, since the context dependence and epistemic qualification 
associated with the inference would vitiate a logical treatment in any case'. Horn underlines two aspects which can 
be fundamental for determining the conversational meaning of expressions such as some and not all: the context of 
the conversation – when and for what purpose the expression is used – and the epistemic qualifications of those who 
are involved – what they actually know or presuppose about the topic of the conversation. These two conversational 
aspects may also come into play in a treatment of the O vertex of the square of opposition. 
2.2. Two Cases of Particular Negation 
With regard to the sentences at the beginning of this section, it has been pointed out that the particular negative 
might be expressed through two logically equivalent sentences: not all birds can fly and some birds cannot fly. 
 
However, there might also be differences in meaning between not all and some not: the O vertex might be split 
by a conversational perspective. Further and more systematic reflection on both the context of the conversation and 
the epistemic qualification of the speaker and the listener may be necessary in order to figure out what the former 
actually means by using the first or the second expression. Surely, there are cases in which not all birds can fly and 
some birds cannot fly might be considered as interchangeable; but there are other cases in which the choice of one or 
the other might be made for a particular conversational purpose or because of presuppositions related to what the 
speaker is talking about. 
3. Equivalent Expressions within Different Contexts 
Since we aim to detect the differences between the two expressions by exploring the contexts in which they 
actually occur, we will carry on our analysis of any differences in meaning between not all and some not from a 
distributional point of view. 
 
The fundamental hypothesis underlying distributional semantics is that words and phrases which appear in 
similar contexts have similar meanings; in statistical terms, if an expression is likely to appear in a certain context, 
that context has an influence on its meaning. The theoretical basis of distributional semantics traces back to 
structuralist linguistics and British corpus linguistics (Harris, 1954; Firth, 1957). Up-to-date accounts of the 
framework and methods of analysis related to distributional semantics can be found in Widdows (2004), Padó and 
Lapata (2007), Lenci (2008), Baroni and Lenci (2010). 
 
We aim to discover meaning by collocation, keeping in mind Firth's famous quote: 'you shall know a word by the 
company it keeps' (1957: 11). By finding out where a word or a phrase is more likely to occur we can draw some 
conclusions on the epistemic premises and communicative purposes triggering a given lexical choice. 
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3.1. The ukWaC Corpus 
The English corpus from which we have extracted the occurrences of not all and some not – the ukWaC corpus – 
was prepared by Adriano Ferraresi. The construction was carried out by crawling the .uk Internet domain, as 
indicated by the first two letters in the acronym ('WaC' standing for 'web as corpus'). A detailed description of the 
construction process can be found in Ferraresi, Zanchetta, Baroni, and Bernardini (2008). 
 
The corpus contains more than 2 billion tokens and, according to Ferraresi himself, is 'among the largest 
resources of its kind, and the only web-derived, freely available English resource with linguistic annotation'. It was 
aimed at including both 'pre-Web texts of varied nature' and 'text representing Web-based genres, like personal 
pages, blogs and postings in forums' (Ferraresi, Zanchetta, Baroni, and Bernardini, 2008: 47). 
 
In fact, only about half of the corpus has been taken into account for the present research: as the corpus itself is 
very large, the occurrences extracted from its first half are, in our opinion, sufficient to provide a comprehensive 
picture of the matter at issue.  
4. The Aspects Focused on by the Distributional Analysis 
We mean to consider not all and some not as 'key-words in context' (KWIC), a format which is quite recurrent in 
distributional semantics. For any occurrence that has been extracted from the corpus, we decided to take into 
account not only the sentence in which it occurs, but also the two previous and two following sentences (five 
sentences at all). 
 
How to deal with each context of occurrence? How to retrieve information relevant to the motives triggering each 
specific instance of the choice of either not all or some not?  Basically, we want to find out the communicative 
purposes of the speaker with regard to: 
 
- the quantity assigned to either not all and some not, in relation to the whole quantity (all); 
- the speaker's attitude towards what an expression refers to and what it is opposed to. 
 
Furthermore, we focused on the presuppositions at the basis of each choice: does the context point (more or less 
explicitly) to a 'common ground' of knowledge between the speaker and the supposed addressee? 
 
Some criteria helped us understand the speaker's attitude in any specific case: these criteria were based on the 
lexical items occurring within a context, some of which are surely relevant to an account of the speaker's attitude. 
Among the items we considered are quantifiers, adverbs of manner, connectors introducing concessive subjunctive 
clauses and verbs. Unfortunately, the matter cannot always be tackled by detecting significant lexical items: at 
times, the items which have been determined as significant for the purpose do not occur in the context. In this case, 
the best or rather the only thing to do is try to interpret the communicative purposes and the epistemic state of the 
speaker by simply looking more deeply into the context of occurrence. 
 
A more detailed account of the analysis of these aspects will be given after a brief description of the preliminary 
stages of our research based on the ukWaC corpus. 
4.1. Retrieving and Cleaning the Data 
The ukWaC corpus has been accessed within the CIMeC1 server, where the corpus itself is stored and subdivided 
into 24 parts; the extraction of occurrences has been made by using the basic commands of CQP language2. 
                                                            
 
2 A free tutorial of the CQP Query Language is available on the IMS Open Corpus Workbench (CWB) website: cwb.sourceforge.net 
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The first decision to be made, which necessarily corresponded to the first step of the retrieval process, regarded 
the extent of the context surrounding the expressions under analysis that we would consider as relevant. As reported 
above, it was decided that only five sentences would be taken into account: the one including either not all or some 
not, the two preceding and the two following. The CQP command which has been formulated for the purpose is: 
 
> set Context 3s. 
 
The CQP language also makes possible to retrieve words or word sequences in a corpus by means of regular 
expressions. A regular expression (often abbreviated as RegEx) is a sequence of characters forming a pattern that 
can be used to find a given string (the expression which is the object of a research) within a corpus. In this case, the 
objects of the research are the two logically equivalent expressions not all and some not. Even considering only a 
half of the corpus, analysing every single occurrence of either of the two expressions would have been particularly 
difficult for one main reason: we would have had to deal with an enormous variety of verb phrases and noun phrases 
(the subjects to which the quantifiers apply) and that would have entailed taking into account a high number of 
lexical and syntactic variables; while such an account might have been interesting from a descriptive point of view, 
it would probably not have led us to highlight or even detect some of the 'systematic' aspects connected with not all 
and some not. 
 
Thus, we decided to narrow the field of the research throughout the corpus by formulating a more specific 
command: the decision has fallen upon two strings of the type not all can and some cannot. Accordingly, the corpus 
has been explored by means of the two regular expressions: 
 
> “not” %c “all” []{1,2} “can”; 
> “some” %c []{1,2} “cannot|can.t”. 
 
The flag %c has been used to ignore case, in order to include in the results the occurrences of not and some 
following a full stop, and thus beginning with a capital letter. Furthermore, these two regular expressions match with 
all the strings in which one or two lexical items – or tokens – appear between the quantifier and the modal verb. 
 
Once all the results matching the two regular expressions had been collected, we carried out a 'cleaning' process, 
as not all the occurrences of not all and some not extracted from the corpus matched the patterns that we meant to 
account for: there were cases in which the quantifiers did not apply to the subject of can. That usually happens when 
some or not all occur at the end of a sentence or when they are placed immediately before a relative clause (in which 
the relative pronoun refers to the quantifier itself). In this respect, let us consider the following examples, taken from 
the ukWaC corpus: 
 
1) And we can provide you with our Equality & Diversity in Practice TM range of courses [...]. But that 's <not all . We can> also offer a full 
range of products and services to help you deploy e-learning effectively […]; 
2) We have some more information about some of these companies in our Green Shop , just pop in . But that is <not all you can> do !  
3) We just keep up : but at the expense of  <some tasks we cannot>  tackle .  
 
Of course, such examples do not fit our research purposes. From our specific perspective, the potential problem 
with a regular expression such as {1,2} is that it refers to any kind of token, including full-stops and commas; 
however, we did not rule out that class of items in the first place, as occurrences such as 
 
4) Some ( but <not all ) can> be enlarged further . 
 
do instead fit our purposes, even if the quantifier is apparently separated from the verb. 
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Once the cleaning process was also completed, the analysis of the occurrences and of their contexts of use could 
finally be started. As reported above, the main aspects which have been taken into account are: the quantity to which 
the quantifier refers; the communicative attitude of the speaker when s/he uses a given quantifier; the 
presuppositions underlying a particular use. 
4.2. Quantity 
The approach to the first aspect was conducted by means of the following question: which quantity – whether 
exact or approximate – are some and not all more likely to refer to? The retrieval of any information on this aspect 
required an exploration of the contexts of use: we tried to find out whether or not such quantity was specified more 
or less explicitly; we also considered whether or not other quantifiers occurred either in the sentence where either 
not all or some not themselves occurred, or in the previous one, or in the following one. 
 
This search had two main purposes: first of all, detecting which quantifiers – such as, for example, most, many, a 
few, or some itself – are more frequently associated with some or not all; secondly, as we were dealing with types of 
negation, we also needed to find out which quantifiers are more frequently associated with the alternatives of not all 
and some not, that is to say, the quantity to which the two types of particular negation are most frequently opposed. 
With regard to the specification of the alternative of particular negation, the corresponding quantifier applies to the 
same subject, but of course, to a different predicate – an affirmative one, as in the following example: 
 
5) <Not all player positions can> be changed , but a lot of them can -- especially the higher dollar positions . 
 
As the final data extracted from the corpus will clearly show, the two instances of particular negative are in most 
cases related to no other quantifiers: in such cases we have no clues to establish what quantity not all can and some 
cannot are associated with. However, there is a number of cases in which these quantifiers are 'specified' by means 
of one or more examples. In the following extract from the corpus, some is clearly connected with two examples: 
 
6) If your order is a gift , please complete the special packaging request form during the check out process . Sorry , <some items cannot> be 
gift wrapped , such as oversized items or items that are shipped in their original boxes . 
 
The same goes for the alternative, which can be specified not only by other quantifiers, but also by one or more 
given examples. In this respect, it also seemed worthwhile to try to detect possible differences between not all and 
some not: which one was more likely to be connected with specification by means of examples? 
4.3. The Speaker's Attitude 
If one wants to find out what kind of information a speaker means to deliver by using expressions such as not all 
and some not, one ought probably to start with a reflection upon the syntactic structures with which they tend to be 
associated. Even the quickest scanning of the occurrences makes it clear that, in this connection, two of the most 
frequent – if not the two most frequent – clausal structures are the concessive and the disjunctive structure: an 
obvious clue is the massive presence of connectors such as although, even if, however, but within sentences 
including some not or not all as well. Examples of the two structures are provided by the following sentences: 
 
7) When you are using SLIP to connect two networks , you have three choices for handling addressing ( although <not all SLIP software can> 
handle all three choices ) ; 
8) <Some things cannot> be covered by a dispensation including company cars and private medical insurance but you may still be able to save 
yourself some work by sending lists instead of individual forms . 
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To delve more deeply into the matter, let us try to determine to what extent these clausal structures are associated 
with some not and not all, as different degrees of association would entail an interesting difference between the two 
expressions. 
 
Focusing on these clausal structures proves useful in that, at times, it highlights the opposition in terms of 
quantifiers between either not all or some not and their alternative/s in the context. In the following extract, for 
example, some cannot – occurring in the dependent clause introduced by whilst – is opposed to many can – 
occurring in the main clause: 
 
9) Whilst <some boaters cannot> afford to pay more , there are many others who can easily afford to , and would willingly , pay more […]. 
4.4. Presuppositions 
While exploring the contexts where some cannot and not all can occurred, we noticed some words and phrases 
suggesting that the speaker presupposes either that s/he shares a common ground of knowledge with the potential 
addressee or that something is quite likely to be ignored. From this perspective, it is possible to find some 'typical' 
presuppositions underlying the use of not all and some not. 
 
After thoroughly exploring the contexts where not all and some not occurred, we identified three frequent 
presuppositions related to the quantifier all: how would things change if not all or some not were replaced with all? 
Here are the three main types of presuppositions referred to all that have been detected (each one is followed by a 
representative example from the corpus): 
 
- Presupposition 1. All is the ideal situation, that is, the most preferable. This presupposition is signalled by adverbs 
such as unluckily, unfortunately, or expressions such as it's a pity that: 
 
10) Unfortunately , <not all platform lifts can> meet the one hour standard without further protection being added . 
 
- Presupposition 2. All represents an unachievable condition, something that is unlikely to happen or nearly 
impossible. This reading of all is triggered by adverbs such as obviously, of course or expressions such as we take 
for granted that: 
 
11) Handheld consoles are designed so they can be played on the move . Whether on the way to the office, on a lunch break, or 
possibly on a brief bus or train journey , they can easily slot into your bag or pocket for that quick boredom-alleviating session . Of 
course, <not all handheld games can> be played on the move , with the PSP 's launch line-up proving this point without question . 
 
- Presupposition 3. All is connected with a possible wrong belief of the potential addressee: in this case, the piece of 
information delivered by the speaker is one that the addressee is likely to ignore, and is at times introduced by words 
or phrases aimed at directing his/her attention (note that, beware that, be careful:, etc.); 
 
12) SSL is an industry standard and is one of the best ways to ensure Internet messages are not intercepted . You should be aware , 
however , that <some older browsers cannot> use SSL .  
5. Context Analysis and Word Co-occurrence Analysis Results and Observations 
The total number of occurrences – and relative contexts – which have been analysed throughout the first half of 
the ukWaC corpus is 923: 454 for not all can and 469 for some cannot. The following table shows all the results of 
the analysis of the occurrences and their relative contexts. We checked out the following aspects: 
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- what not all and some not (and their alternatives) refer to more frequently within their context, in terms of other 
quantifiers or of specific examples; 
- whether and to what extent the two expression are associated with disjunctive structures; 
- given the three presupposition types related to all which have been listed in the previous section, the extent to 
which they underlie the use of either of the two expressions. 
 
In Table 1 – concerning not all can and some cannot, each number corresponds to the number of contexts of 
occurrence in which each aspect has been detected. 
 
Table 1. Context analysis results. 
 
 
 
Not all can 
454 
Items referred to not 
all 
Items referred to the 
alternative 
Disjunctive 
structures 
Presuppositions 
Ex. Q Ex. Q 1 2 3 
29 
(6,3%) 
22 
(4,8%) 
23 
(5%) 
34 
(7,4%) 
155 
(34,1%) 
37 
(8,1%) 
43 
(9,4%) 
31 
(6,8%) 
 
 
Some 
cannot 
469 
Items referred to some Items referred to the 
alternative 
Disjunctive 
structures 
Presuppositions 
Ex. Q Ex. Q 1 2 3 
70 
(14,9%) 
17 
(3,6%) 
0 28 
(6%) 
100 
(21,3%) 
12 
(2,5%) 
11 
(2,3%) 
20 
(4,3%) 
 
In respect to the occurrence of quantifiers, not all is referred nineteen times to some and once to three other 
quantities (many, 80% and a small quantity); its alternative, instead, is referred eleven times to some, seven times to 
many, seven to most, twice to a lot and just once to seven other quantifiers (90%, 80%, increasing numbers, ten 
millions, a few, two and at least one). 
 
As for the quantifiers involved in the some cannot contexts, some is related eight times to another occurrence of 
some, twice to three and two, and once to five other quantifiers (8 millions, one, not all, not everything, not 
everyone); the alternative of some cannot, instead, is referred eleven times to some, eight times to most, three times 
to the majority and many, and once to almost all, a significant number and few. 
 
As shown by the results, there is a significant number of cases in which some is specified by means of one or 
more given examples – a situation in which not all is involved much less frequently. This may be connected to an 
'uncertain status' of some in terms of quantity: if within a zero-context environment we have no clues for associating 
this quantifier with a given quantity, the speaker may need to build a context specifying more details about what 
some refers to. From this perspective, the examples may thus help the addressee resolve the uncertain status. 
 
Moreover, some cannot is clearly less focused on the definition of an alternative than is not all can. No examples 
referred to the alternative of some cannot – that is to say, to those who can – have been found throughout the first 
half of the corpus. The alternatives of some cannot are only specified by means of quantifiers: from this perspective, 
the alternatives of both some cannot and not all can are often associated with a large quantity. In general, there are 
more alternatives of not all which are connected with quantifiers such as many, most or the majority, although the 
difference in these terms is not a significantly great one. 
 
With regard to disjunctive clauses, both not all can and some cannot are frequently involved in this structure: this 
appears to be a remarkable aspect concerning the use of the particular negative. We can say that the particular 
negative is used very often for either contrasting a given condition or introducing one which will then be contrasted. 
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The distribution of our three presupposition types deserves some attention as well: the results show that all three 
of them lie more frequently at the basis of the use of not all can: this might be due to the fact that not all focuses 
more clearly on the quantifier all (and the three presuppositions do, in fact, all refer to common grounds of 
knowledge related to all). So, we may argue that some presuppositions play an important role in triggering the 
choice of the focus of negation. 
 
The following account is aimed to determine, by means of a word counting programme3, what are the words 
occurring most frequently along with not all can and some cannot within the ukWaC corpus. For the purpose, we 
considered only the single sentence in which the two expressions are included. The table below contains the 
eighteen words occurring most frequently with either not all can or some cannot; it highlights not only the total 
number of occurrences for every single token, but also its frequency in terms of percentage (Each percentage value 
is referred to the total number of counted words – 8576 for not all can and 10500 for some cannot). 
 
We clearly need to make a distinction between words which can be defined as grammar words (the, that, it, of, 
etc.) and words carrying a lexical meaning: if the former are 'necessary' elements in any kind of text and have 
accordingly not been taken into account, the latter might be context-specific and thus more relevant to a semantic 
account of not all and some not. 
 
Table 2. Words occurring most frequently along with not all can and some cannot. 
 
Not all can Some cannot 
Words Occurrences Words Occurrences 
will 41 (5,6%) people 81 (8,5%) 
people 28 (3,8%) will 40 (4,2%) 
time 23 (3,2%) because 38 (4,0%) 
afford 21 (2,9%) things 28 (2,9%) 
work 20 (2,7%) need 26 (2,7%) 
used 18 (2,5%) afford 23 (2,4%) 
same 17 (2,3%) children 21 (2,2%) 
us 17 (2,3%) time 20 (2,1%) 
due 16 (2,2%) simply 19 (2,0%) 
should 16 (2,2%) others 19 (2,0%) 
browsers 14 (1,9%) always 18 (1,9%) 
support 14 (1,9%) still 18 (1,9%) 
because 14 (1,9%) without 17 (1,8%) 
get 14 (1,9%) being 17 (1,8%) 
students 14 (1,9%) cannot 17 (1,8%) 
need 14 (1,9%) work 16 (1,7%) 
way 13 (1,8%) just 16 (1,7%) 
up 12 (1,6%) example 14 (1,5%) 
 
While the results show by themselves what words are most likely to occur along with the two expressions, there 
are at least four interesting comments that can be made in this respect. First of all, people is the most frequent noun 
in both columns: so, it is likely to be the subject to which both expressions apply most frequently. The verb afford is 
                                                            
3 Word Count Tool, wordcounttools.com 
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another item which is quite often used with both expression: however, it is more likely to be associated with the 
epistemic mood of possibility (expressed through the modal verb can) rather than with particular negation. With 
regard to some cannot, adverbs such as simply and just are used quite often with some (some just cannot, some 
simply cannot), and are rather unlikely to appear as related to not all. Finally, the fact that the word example occurs 
quite frequently (generally in the form for example) with some cannot confirms our observations on the results 
reported in the previous subsection: some is often specified by means of clear examples. 
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