We consider three von Neumann entropy inequalities: subadditivity; Pinsker's inequality for relative entropy; and the monotonicity of relative entropy. For these we state conditions for equality, and we prove some new error bounds away from equality, including an improved version of Pinsker's inequality.
Introduction
We are concerned with the von Neumann entropy of a density matrix ρ defined by S(ρ) = −Trρ ln ρ. When ρ 12 is defined on H 1 ⊗ H 2 , let ρ 1 = Tr 2 ρ 12 , etc., Let S 12 denote the entropy of ρ 12 , S 1 the entropy of ρ 1 and S 2 the entropy of ρ 2 .
Subadditivity of entropy [7] states that S 12 ≤ S 1 + S 2 and that there is equality if and only if ρ 12 = ρ 1 ⊗ ρ 2 . The kind of inequality we consider here is one that gives a (sharp) remainder term whenever ρ 12 is not of this product form. Inequalities of this type are known, as we explain below, but, unlike the one we prove here, they are only saturated when S 12 = S 1 + S 2 .
The method by which we find and prove such a remainder term turns out to be useful for other entropy inequalities, among which we discuss an improved remainder term for the positivity of relative entropy (PinskerCziszar) and the monotonicity of relative entropy.
Note that proving the existence of a remainder term requires, by definition, knowing the cases of equality. Thus, our results necessarily include statements about the minimizers of the various entropy functionals. A particular example is a new condition for equality in the monotonicity of relative entropy, which is not obviously the same as the known condition. We shall only speak of von Neumann (and Shannon, in the classical cases) entropies here.
Theorems

Quantitative subadditivity (mutual information)
The mutual information of two subsystems in a combined state ρ 12 is defined to be S 1 + S 2 − S 12 which is non-negative by the subadditivity of entropy. It is known that this is zero if and only it ρ 12 is a product state. The following quantifies mutual information in terms of departure from the product state condition.
THEOREM (Quantitative subadditivity)
.
In particular, To prove (2.1), apply this with
Then with ∆ :
, by the Peierls-Bogoliubov inequality and the Golden-Thompson inequality,
4) this proves (2.1). An obvious adaptation proves (2.2).
Another way to obtain a quantitative subadditivity bound is to use the fact that subadditivity can be seen as a consequence of the positivity of relative entropy, and that the well known Pinsker inequlity provides a positive lower bound on the relative entropy.
Let ρ and σ be density matrices. The relative entropy of ρ with respect to σ, D(ρ||σ), is defined by
One readily computes that
Pinsker's inequality [10, 3] states that
There is equality in (2.6) only when both sides are zero. Indeed, refinements of Pinsker's inequality can be found in [4] in the form of an expansion in powers of (Tr|ρ − σ|) 2 with positive coefficients, the right side of (2.6) being the first.
The combination of (2.5) and (2.6) yields
By what we just explained above about Pinsker's inequality there is equality in (2.7) only when the mutual information is zero. The bound provided by Theorem 2.1, however, is sharp in situations in which mutual information is not small, as the following example shows.
Example: Let H be an N -dimensional Hilbert space, and consider the (unique) N -particle Slater determinantal state H ∧N . Let ρ be its twoparticle reduced density matrix, which is the normalized projection onto H ∧ H ∈ H ⊗ H. Let σ be the tensor product of the one particle reduced density matrix with itself, so that σ is the normalized identity. One then readily computes two equalities:
and this is exceeds ln(2) ≈ 0.693. Together with (2.5), this shows that the two sides of inequality (2.1) are equal.
On the other hand, the right side of (2.7) is
which is approximately 0.5 for large N . Theorem 2.1 is used in [2] to prove extremal properties of Slater determinantal states for entropy and measures of entanglement. This proof requires precisely the kind of sharpness displayed in this example. 
Monotonicity of Relative Entropy
Another application of this method, this time using a deeper theorem -the triple-matrix generalization of the Golden-Thompson inequality [6] . Monotonicity of relative entropy is the inequality
and our goal is to find a remainder term for the difference of these two quantities.
A more general result follows immediately. Stinespring's Theorem says any CPT (completely positive trace preserving) map T can writen as a partial trace composed with a unitary transformation, and thus (2.11) implies
for all density matrices ρ, σ on H and all CPT maps T :
where K is another Hilbert space.
THEOREM (Relative entropy monotonicity bound)
(2.13) In particular, there is equality in (2.11) if and only if
(2.14)
The equality condition (2.14) was given by Ruskai in [11] . The remainder term (2.13) is new.
Proof. We introduce
Tr 12 ρ 12 {ln ρ 12 − ln σ 12 + ln σ 1 − ln ρ 1 } , (2.15) where we omit the ⊗I 2 for simplicity of notation.
We apply the Peierls-Bogoliubov inequality as before:
We then employ the Golden-Thompson and the Schwarz inequalities to conclude that
By the triple matrix generalization of the Golden-Thompson inequality [6] Tr exp {ln σ 12 − ln
Therefore, and this is zero if and only if (2.14) is satisfied.
Petz [9] has shown that ∆ = 0 if and only if T ρ (σ 1 ) = σ 12 , where, for any density matrix τ 1 on H 1 ,
This T ρ is a CPT map. As a consequence of the monotonicity of the relative entropy, we have
Combining this with (2.11) and (2.12), we obtain
and hence all inequalities must be equalities. We see, therefore, that Petz's condition is a sufficient condition for equality. In contrast, condition (2.14) is immediately seen to be sufficient by direct calculation. Petz's condition and (2.14) are equivalent, but it is not easy to see this.
Neither condition (2.14), nor Petz's equivalent condition σ 12 = T ρ (σ 1 ), is transparent. It was Hayden, Jozsa, Petz and Winter [5] who characterized the solution set for these equations to hold. They are satisfied if and only if where the q j , r j are non-negative numbers summing to one and for each j, ρ 2,j , σ 2,j are density matrices on H 2,j , and ω j is a density matrix on H 1,j . Monotonicity of the relative entropy provides one route to strong subadditivity (SSA) of quantum entropy, as in [8] . One of the motivations for seeking remainder terms in the monotonicity of relative entropy is to obtain remainder terms for SSA. One such remainder term was given in our paper [1] .
