The problem of inserting a new element x into a lattice of types L is addressed in the paper. As the poset L + x obtained by the direct insertion of x in L, is not necessarily a lattice, some set of auxiliary elements should be added to restore the lattice properties. An approach towards the lattice insertion is presented which allows the set of auxiliary elements to be kept minimal. The key idea is to build the nal lattice L + as isomorphic to the Dedekind-McNeille completion of the order L + x. Our strategy is based on a global de nition of the set of auxiliary elements and their location in L + . Each auxiliary is related to a speci c element of L, an odd, which represents GLB (LUB) of some elements in L superior (inferior) to x. An appropriate computation scheme for the auxiliary types is given preserving the sub-typing in the lattice L + . The insertion strategy presented is more general than the existing ones, since it deals with general kind lattices and makes no hypothesis on the location of x in L. An algorithm computing L + from L and x of time complexity O(jLjjJ (L)j! 3 (L)) is provided.
INTRODUCTION
Given a lattice L = hX; i, the insertion of a new element x in it amounts to building a new lattice L + containing both x and L. In general, the set of immediate predecessors and immediate successors of x in L are either known or computable. However, the poset L + x obtained by directly inserting x into L with respect to these elements need not to be a lattice. In fact, some sub-sets of L + x may have no GLB or LUB. Thus, L + x is only a sub-order of L + or, equivalently, L + is a lattice completion of L + x. Consequently, in order to obtain L + , some extra elements, called auxiliary, have to be inserted into L + x.
In the present paper we focus on the insertion in type lattices. A type lattice is a lattice where ground set elements are labeled by a type expression, or simply types. Types are members of a type domain, partially ordered by a sub-typing relation, and no hypothesis on the nature of types is made. The lattice order follows the sub-typing, that is labeling represents an order-embedding of the ground set into the type domain. Type lattices are used within a wide range of object-oriented and functional languages (see (Capponi, 1995; Missiko and Scholl, 1989; Caseau, 1993) ). In fact, various ordered structures like abstract type lattices in (Ait-Kaci et al., 1989) , M-lattices in (Missiko and Scholl, 1989) , multiple inheritance hierarchies in (Caseau, 1993) and even concept lattices (Wille, 1982) may be seen as type lattices. In most cases, the latter are dynamically evolving structures hence the practical interest of the insertion operation.
The completion of the poset of types L + x into a type lattice L + may be seen as the composition of two disjoint tasks: rst, building of the ground lattice L + which is an ordinary lattice completion operation, and second, the computation of auxiliary element labels (called hidden types in (Missiko and Scholl, 1989) ).
Maintenance procedures for type hierarchies upon insertion of a new element have been presented in (Missiko and Scholl, 1989) and (Caseau, 1993) . Both completion strategies carry out the above tasks, structure completion and type computation, simultaneously. However, the rst paper provides a global description of the set of necessary extra elements whereas the second one computes that set in a step-wise manner, each time inserting a single element and then detecting the next one.
We tend to solve the two problems in separate stages of the completion. This allows the rst task to be seen as the completion of the L+x to the smallest lattice L + it is included in.
The latter is isomorphic to the Dedekind-McNeille completion of L + x, DM(L + x). Batchwise computation procedures for DM(L+x) from L+x may be extracted from (Wille, 1982) and (Morvan and Nourine, 1996) . An on-line algorithm dealing with a more general problem, i.e. the computation of DM(P + x) for an arbitrary partial order P, is reported in (Jourdan et al., 1994) , but its time complexity is too high (O(jLj 4 )). In (Morvan and Nourine, 1996) suggestions about how to apply the same algorithm on structures of smaller size are provided which may reduce the overall cost of the DM(P +x) computation. However, the extraction of those structures from P + x is a non-trivial task for which complexity has not been provided in the paper. Finally, for terminal x, algorithms computing DM(L+x) as the concept lattice of the context K = (L fxg; L fxg; L+x ) (Wille, 1982) may be found in (Godin et al., 1995) .
We design an original procedure for building DM(L + x) from L and x which takes the greatest advantage of the existing lattice structure. Thus, subsets of X which have no GLB (LUB) in L+x are detected together with their initial GLB (LUB) in L, and are called odds. L + is obtained by inserting an auxiliary element for each odd in L+x. The localization of an odd in L is taken into account to compute the place and the type of the respective auxiliary.
The paper starts with some de nitions from the ordered structure theory and the notations used throughout the paper (Section 1). Next, the sets of auxiliaries and odds are Some additional results to support the detection of odds within L + x and the e ective insertion of auxiliaries are provided in Section 3. Section 4 describes the completion procedure. Finally, we compare our approach to the previously published results on the subject (Section 5).
DEFINITIONS AND NOTATIONS
In the present section we recall some basic concepts of the ordered structure theory which are largely used in the rest of the paper. An excellent introduction to the subject may be found in (Davey and Priestley, 1992 ).
1.1. Ordered structures basics P = h X; P i is a partial order over a ground set X and a binary relation P if P is re exive, antisymmetric and transitive. For a couple of elements a; b in X, if b P a we shall say that a succeeds (is greater than) b and, inversely, b precedes a. If neither b P a nor a P b, then a and b are said to be incomparable. All common successors (predecessors) of a and b are called upper (lower) bounds. The precedence relation P in P is the transitive reduction of P , i.e. a P b if a P b and all c such that a P c P b satisfy c = a or c = b. Usually, P is represented by its covering graph Cov(P) = (X; P ). i.e. for each a in X both the set of its immediate predecessors, pred(a), and of its immediate successors, succ(a), are associated to a. In the following, we shall visualize a partial order by its Hasse diagram, that is the line diagram of the covering graph where each element is located \below" all its successors.
A subset A of X is a chain (antichain) in P if all elements in A are mutually comparable (incomparable). A subset B of X is an order ideal (order lter) if 8a 2 X; b 2 B, a P b ) a 2 B (b P a ) a 2 B). For a given set A X, the set # P A = fc 2 Xj9a 2 A; c P ag is the smallest order ideal containing A. Dually, " P A = fc 2 Xj9a 2 A; a P cg denotes the smallest order lter containing A. In case of a singleton A, we shall note # P a instead of # P fag (" P a instead of " P fag). The set of all lower bounds of A in P is denoted as A l P = fc 2 X fxgj8a 2 A; c P ag and the set of all upper bounds -A u P = fc 2 X fxgj8a 2 A; a P cg. The index will be omitted when no confusion is possible.
A lattice L = h X; L i is a partial order where any couple of elements a; b has unique greatest lower bound (GLB) and least upper bound (LUB). GLB and LUB de ne binary operators on X called respectively join (a^L b) and meet (a _ L b). In a complete lattice L, all subsets A of the ground set have GLB and LUB. In particular, there are unique maximal (top, >) and minimal (bottom, ?) elements in the lattice. Finally, the elements of a single immediate predecessor (successor) are called join-irreducible (meet-irreducible), The set of all join-(meet-) irreducible will be denoted J (L) (M(L)). For example, all successors of the bottom element ? are in J (L).
Insertion relevant structures
In the paper we assume L is a lattice where the ground set X is a sub-set of a bigger (potentially in nite) set X. Let also L be given through its covering graph Cov(L) = (X; L ). Types are considered as labels on elements of L de ned via a mapping lab : X ! T where T is a domain of type expressions. T is provided with a sub-typing relation T and lattice C. An auxiliary element y has to be added to restore the unicity of the GLB for a and d.
A new element x 2 X to insert into the type lattice L, is usually given with its type, lab(x). Thus, the sets of all elements superior (inferior) to x, Sup(x) (Inf(x)) may be automatically determined by testing T between lab(x) and the types in L. We shall pay special attention to the GLB of Sup(x), p(x) = V L Sup(x), and to the LUB of Inf(x), q(x) = W L Inf(x). In Fig.1 .A, an example of L and x is drawn where types are integers sets, sub-typing T is set inclusion, and^T and _ T are intersection and union respectively. In the gure, the elements of Sup(x) are colored in dark gray, those of Inf(x) in light gray. The speci c bounds are p(x) = g and q(x) = h. When x is inserted in L with respect to the minima of Sup(x) and the maxima of Inf(x), as shown in Fig.1 .B., the result, L + x, need not be a lattice. In fact, there may be sub-sets of Sup(x) (Inf(x)) with no GLB (LUB) in L + x, for example fa; dg whose GLB in L, g, is incomparable with x. So we are looking for a lattice
Intuitively, restoring the lattice structure in L + amounts to inserting some auxiliary elements to become the new GLB (LUB) of those sets in L + x which \lost" them after x has been inserted. In other words, L + contains three kinds of elements: the initial ones, the new element x and the auxiliary elements. An additional requirement is to preserve the labeling condition in L + , that is types assigned to auxiliary elements have to follow the order + . In Fig.1 .C, the auxiliary y is the new GLB of a and d. Elements like g, will be referred to as odds (as they witness an odd in the lattice structure) and their set will be denoted by ODD(x). Odds give rise to auxiliary elements so they may be roughly compared to generators in (Godin et al., 1995) and to canonical representatives in (Missiko and Scholl, 1989) .
In this context, it is natural to require the lattice L + to be of minimal size. The smallest lattice completion of an order P is its Dedekind-McNeille completion DM(P) (Wille, 1982; Davey and Priestley, 1992) . Our aim will be to prove that if L 
DEDEKIND-MCNEILLE COMPLETION
We assume the lattice DM(L + x) is made up of all sub-sets A of X fxg closed by the operator lu and ordered by inclusion. In other words, DM(L + x) = hA; i with A = fA j A = A lu L+x g, which is dual to the de nition in (Davey and Priestley, 1992) . The rst stage of our proof will be to de ne the sets in DM(L + x) corresponding to auxiliary elements in L + .
Auxiliary elements
First, there exists a unique order embedding : L + x ! DM(L + x) which preserves the existing GLB and LUB in L + x (Davey and Priestley, 1992) . The function maps each element of the order onto the respective order lter, i.e. (a) = " L+x a for all a 2 X fxg. The above proposition says that each set A in (x) is uniquely de ned by an element a, which: (i) is incomparable with x and (ii) represents an exact bound of a set of elements in L which are comparable with X (GLB for sub-sets of Sup(x) or LUB for sub-sets of Inf(x)).
The set of all auxiliary elements in L + is de ned as AUX(x) = ( (x)). We shall distinguish AUX l (x) from AUX u (x): AUX l (x) = faja 2 AUX(x); x 2 ?1 (a)g whereas AUX u (x) = faja 2 AUX(x); x 6 2 ?1 (a)g.
Finally, we come to revise the intuitive de nition of odds from Section 1. With the above de nitions, ODD u (x) (ODD l (x)) will be the set of all a such that 9A with A = " L+x a\Sup(x) (A = " L+x a " L+x x). The elements of ODD u (x) (ODD l (x)) will be referred to as upper (lower) odds. Let also ODD(x) = ODD u (x) ODD l (x) be the set of all odds. Finally, only the sets ODD u (x) and AUX u (x) will be considered in the following, the results being dually valid for ODD l (x) and AUX l (x) respectively The second proposition delimits the cases of comparability between auxiliary and initial elements. Thus, given a in AUX u (x) and b in X, b is inferior to a i it is inferior to its respective odd ' ?1 (a) and is superior to it i it is superior both to x and to ' ?1 (a). The exact localization of auxiliary elements within " L +p(x), is illustrated by Fig. 3 .B. Results dual to propositions 3, 4 and 5 may be proven for AUX l (x) and . In summary, the completion of L+x amounts, in the general case, to integrating a couple of ordered structures within it which are exact replication of sub-sets relevant to x. In addition, the new elements are adjacent to their antecedents in L, i.e. their respective odds. Therefore, the construction of L + from L and x requires a characterization of the odd sets.
Characterization of ODD u (x) in L + x
Odds are like milestones in L+x marking the location of an auxiliary element. According to the de nition of odds and the proposition 2 each upper odd a is the GLB in L of a set A which is subset of Sup(x). However, looking directly for such A would be ine cient. Therefore, the sets A which satisfy proposition 2 are replaced by the set of their minima, Min(A). Thus, a mapping R is de ned on L + x which maps each a into the set of minimal common upper bounds with x in L + x.
De nition 1. R : X fxg ! 2 Sup(x) is such that R(a) = Min("a \ Sup(x)). For example, in Fig. 2 , R(f) 6 = R(b) and R(f) 6 = R(c), but R(o) = R(e) which means o cannot be an odd. In sum, ODD u (x) could be detected by computing R and comparing values for adjacent elements. Thus, our next concern will be to nd an e cient computation principle for it. In the dual case, function Q is de ned to support the detection of ODD l (x). In addition, the computation of R(a) may be carried out incrementally, by starting with ; and gradually adding the R value for a successor, each time retaining only the minimal elements of the union. Thus, an e ective procedure for the computation of R may be implemented as a top-down traversal of the covering graph of L. 
EFFECTIVELY COMPUTING
which is amounts to f1; 2; 3; 6g. 
ALGORITHM
The theoretical results from the previous sections allow us to de ne an e ective procedure for the lattice completion. The algorithm implements a top-down traversal of the lattice L according to a linear extension of the lattice order L . The search starts by the set Sup(x) and stops at its GLB, p(x). At each step, the various set functions are computed and the criterion for odd elements is tested. At the end of each step, the value of the set functions are propagated downwards, i.e. to the predecessors of the current lattice element. At a second stage, the auxiliary elements are created and linked to adjacent elements and their types are computed. In the following, only the computation involving upper auxiliary elements is described, algorithms for lower auxiliary may be obtained dually.
Data structures and primitives
The lattice L is represented by its covering graph Cov(L) = (X; L ) Each element e in X is represented by an object o. An object has an unique identi er and a set of elds. Fields carry informations about e: pred and succ are lists of identi ers representing the immediate predecessors and immediate successors of e respectively, lab is the type expression lab(e), R, R sing and R d contain the respective set functions as de ned above. In addition, a eld odd-min is used to store the set of minimal odds superior to e. Finally, the auxiliary eld is only considered for odds, it refers to the object representing the respective auxiliary element.
The algorithm, uses the primitives create-link and drop-link. Both take a couple of objects as parameters and update their respective successor and predecessor lists in order to introduce or suppress a new precedence link. Furthermore, the function CheckOddCond checks the odd criterion for an initial element and CompType calculates type for an auxiliary. The descriptions of those functions have been omitted, since their implementation follows strictly the propositions 7 and 14 respectively.
Detecting ODD u (x)
The algorithm 1 carries out an order-guided search through " p(x)?Sup(x) (Sup(x) and p(x) are assumed given). In a preliminary step, the identi ers of all members of Sup(x) are propagated downwards to each of their predecessors which lay in " p(x) ? Sup(x) (lines 2-8). In this way, the respective R and R sing elds are initialized (lines 7-8). All the predecessor reached during the rst step are stored in the set Start, the starting point of the top-down traversal of the lattice. In Fig. 2 , Start corresponds to fe; f; gg. The computation of R, R sing and odd-min is gradual: each object o propagates its own values (lines 15-21) to all the members of the o.pred list which lay in " p(x) (line 14) . The speci c point with odd-min is that an odd element propagates its own identi er (line 19), whereas all other elements propagate a computed value, i.e. the minima of the union of all successor odd-min sets (line 21). Thus, when o is reached by the algorithm (line 10), all its successors have already been processed so the elds of o already contain the right values. Hence, the odd condition may be directly checked. The correctness of the above procedure is guaranteed by the linear extension of the lattice order used in the traversal (see 4.4) and proposition 7. 
