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Using SOS for Optimal Semialgebraic Representation of Sets:
Finding Minimal Representations of Limit Cycles, Chaotic Attractors
and Unions
Morgan Jones, Matthew M. Peet
Abstract—In this paper we show that Sum-of-Squares opti-
mization can be used to find optimal semialgebraic represen-
tations of sets. These sets may be explicitly defined, as in the
case of discrete points or unions of sets; or implicitly defined,
as in the case of attractors of nonlinear systems. We define
optimality in the sense of minimum volume, while satisfying
constraints that can include set containment, convexity, or Lya-
punov stability conditions. Our admittedly heuristic approach
to volume minimization is based on the use of a determinant-
like objective function. We provide numerical examples for the
Lorenz attractor and the Van der Pol limit cycle.
I. INTRODUCTION
In this paper we consider nonlinear Ordinary Differential
Equations (ODE’s) of the form
x˙(t) = f (x(t)), x(0) = x0. (1)
where f : Rn → Rn is the vector field and x0 ∈ Rn is the
initial condition. A set A ∈ Rn is an attractor of System (1)
if for any solution x(t), there exist a T > 0 such that x(t)∈ A
for all t > T . For a given polynomial f , our goal is to use
SOS and polynomial Lyapunov functions to parameterize and
optimize over the set of attractors while minimizing volume
of the attractor.
Attractors capture the long-term properties of systems and
can be thought of as a minimal notion of stability for chaotic
systems with no stable limit cycles or equilibrium point. The
first and most famous example of a chaotic system with an
attractor was proposed in 1963 by E.N. Lorenz to model
convection rolls in the atmosphere. The Lorenz attractor [1],
with its distinctive butterfly shape, contains three equilibrium
points and is of zero volume [2]. While these “Chaotic attrac-
tors” have been shown within the purview of chaos theory
to limit the ability of models to predict future events [3],
identification of a minimal attractor can improve our ability
to understand chaotic systems by bounding the domain on
which determinism fails.
A Lyapunov function, V , is a generalization of the notion
of energy and given a Lyapunov function, we can bound a
stable attractor, A, by identification of the maximum energy
of any point in the attractor γ = supx∈AV (x). Then the
attractor is contained in the level set L(V,γ) := {x ∈ Rn :
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V (x) ≤ γ}. This approach allows one to identify invariant
subsets of an ODE and in [4], a quadratic Lyapunov function
was used to show the Lorenz attractor is contained in an
ellipsoid of finite major axis. Meanwhile, in [5] the estimate
of the Lorentz attractor was improved through the use of a
non-quadratic Lyapunov function. A further refined bound
on the Lorentz attractor was given in [6] where Lyapunov
methods were used to seed the initial approximation of a time
advecting algorithm. Most recently, in unpublished work [7],
a heuristic reduction of Putinar’s Positivstellensatz to scalar
multipliers was proposed for the purpose of using Sum-of-
Squares (SOS) optimization to find polynomial Lyapunov
functions which bound the Lorentz attractor. However, this
work was unable to provide a metric for minimizing the
volume of the resulting attractor.
Sublevel Set Volume Minimization
Set approximations has many practical applications. For
instance, the F/A-18 fighter jet is susceptible to an unstable
oscillation called “falling leave mode”. In [8] a sublevel
set inner approximate of the region of attraction (ROA)
for the dynamics of F/A-18 fighter jet was found. The use
of sublevel sets of SOS polynomials for set estimation of
ROA’s for aircraft dynamics were also used in [9] and
[10]. In [11] [12] ellipsoidal sets are used as outer set
approximation for state estimation. Zonotope sets were used
as an outer approximate in [13] for state estimation and [14]
for fault detection. In [15] polytopic sets were used as outer
approximations of reachable sets.
In this paper we construct an outer approximation of a set
by constraining a sublevel set, of the form L(V,1), to contain
the set. Furthermore we heuristically minimize the volume
of L(V,1) to improve the approximation. The proposed set
approximation method in this paper can be broken down into
two cases. The first case is when the set to be approximated is
explicitly defined as unions of semialgebriac sets. The second
case is when the set to be approximated is implicitly defined
as an attractor of an ODE of Form (1). These two cases
can each be formulated as an optimization problem that has
an objective function related to the volume of the outer set
approximate and constraints ensuring the set is contained
in the outer approximate. In the first case the unions of
semialgebriac sets are constrained to be contained inside
the outer approximate using Putinar’s Positivestellensatz,
whereas in the second case the attractor is constrained to
be contained inside the outer approximate using Lyapunov
theory. In both cases to make the optimization problem
tractable we consider sets that can be written as sublevel
sets of Sum-of-Squares (SOS) polynomials, L(V,1) where
V (x) = zd(x)
TPzd(x), P> 0 is a positive definite matrix and
zd(x) is a vector of monomials of degree d or less. We note
that increasing the value of the eigenvalues of P increases the
value of V (x) for all x∈Rn and thus the volume of L(V,1) is
reduced. Since detP is the product of the positive eigenvalues
of P, we propose to minimize the convex objective function
− logdetP to reduce the volume of L(V,1). Furthermore
in [16] it is shown in the case of d = 1 that detP−1 is
proportional to the volume of L(V,1).
Volume minimization of sublevel sets is a difficult prob-
lem. Using logdet functions as a metric for volume of
a sublevel set of an SOS polynomial was first proposed
in [17], although that work only treated explicit constraints
generated by containment of a set of points. In [18], this
approach was extended to containment of intersections of
semialgebriac sets. In [19] an optimization problem with
an objective function involving trace is constructed. In the
current paper, we retain the logdet objective, but provide
a more rigorous justification, while extending use of this
approach to include estimating attractor sets and representing
the union of semialgebraic sets.
The rest of this paper is as follows; in Section III we
formulate a convex optimization problem that is solved by
the heuristic best outer approximation of some semialgebriac
set. In Section IV we present numerical examples of our min-
imum volume set containment algorithm. In Section V we
formulate the problem of computing the outer approximate
of an attractor as an optimization problem involving volume
minimization. In Section VI we present our numerical ex-
amples of our attractor approximates for the Van der Poll
system and Lorenz system. Finally we give our conclusion
in Section VII and future work in VIII.
II. NOTATION
For a set A ⊂ Rn we define the indicator function 1A :
Rn → R by 1A(x) =
{
1 if x ∈ A
0 otherwise
. For a set A ⊂ Rn
we define vol{A} =
∫
Rn 1A(x)dx. We denote the power set
of Rn by P(Rn) = {X : X ⊂ Rn}. For two sets A,B ⊂ Rn
we denote A/B = {x ∈ A : x /∈ B}. If M is a subspace of
a vector space X we denote equivalence relation ∼M for
x,y ∈ X by x ∼M y if x− y ∈M. We denote quotient space
by X (mod M) = {{y ∈ X : y∼M x} : x ∈ X}. For a function
V : Rn → R and a scalar α > 0 we define the α-sublevel
set by L(V,α) := {x ∈ Rn : V (x) < α}. We say S ⊂ Rn
is a semi-algebraic set if it can be written in the form
S = {x ∈ Rn : g1(x) ≤ 0, ...,gm(x) ≤ 0} for some functions
gi :Rn→R for i∈ {1, ...,m}. We denote Sn++ to be the set of
positive definite n×nmatrices. We denote the set GL(n,R) to
be the set of invertible n×n matrices with real elements. For
a matrix M ∈GL(n,R) we define an ellipse EM := {x ∈Rn :
xTMTMx ≤ 1} ∈ P(Rn). For x ∈ Rn we denote zd(x) to be
the vector of monomial basis in n-dimensions with maximum
degree d ∈N. We say the polynomial p :Rn→R is Sum-of-
Squares (SOS) if there exists polynomials pi :Rn →R such
that p(x) = ∑ki=1(pi(x))
2. We denote ∑SOS to be the set of
SOS polynomials.
III. OUTER APPROXIMATION OF SETS
In this paper we would like to compute an outer approx-
imations of a set. In general we formulate an optimization
problem of the form,
min
X∈C
{D(X ,Y )} (2)
subject to: Y ⊆ X
where Y ⊂ Rn, C ⊂ P(Rn) and D : P(Rn)×P(Rn)→ R is
some metric that measures the distance between two subsets
of Rn.
A. Volume is a Metric for Set Approximation
In this section we propose a metric that can be used in
the optimization problem (2) based on the volume of a set,
vol{A}=
∫
Rn 1A(x)dx where A⊂ R
n.
Definition 1: D : X×X → R is a metric over some set X
if D satisfies the following properties ∀x.y ∈ X ,
• D(x,y)≥ 0,
• D(x,y) = 0 iff x= y,
• D(x,y) = D(y,x),
• D(x,z)≤ D(x,y)+D(y,z).
Lemma 1: Consider the quotient space,
C := P(Rn) (mod {X ∈ P(Rn) : X 6= /0,vol{X}= 0}).
Then the function D :C×C→R,
DV (X ,Y ) = vol{(X/Y)∪ (Y/X)} (3)
defines a metric over C.
Proof: It is clear that D(X ,Y ) ≥ 0 and D(X ,Y ) =
D(Y,X) for all X ,Y ∈ C. Property D(X ,Z) ≤ D(X ,Y ) +
D(Y,Z) follows from the relationship: X/Z ⊆ X/Y ∪Y/Z for
any X ,Y,Z ∈ P(Rn). Finally D(X ,Y ) = 0 iff X = Y follows
from properties of the quotient space C.
In this paper we have chosen to use the metric DV in
optimization problems of the form (2). This is because,
as we will see in the next section, there is a relationship
between DV and the determinant of some matrix M when the
constraint set, C, is of the form C = {EM :M ∈ GL(n,R)}.
Lemma 2: If Y ⊆ X then DV (X ,Y ) = vol{X}− vol{Y}.
Proof:
DV (X ,Y ) = vol{X/Y ∪Y/X}
= vol{X/Y}+ vol{Y/X}
= vol{X/Y}
= vol{X}− vol{Y}
where the second equality is because X/Y and Y/X are
disjoint sets; the third equality is because Y/X = /0 as Y ⊆ X ;
the fourth equality is because Y ⊆ X so Y ∩X = Y and thus
1X/Y (x) = 1X(x)−1X∩Y (x) = 1X (x)−1Y (x) for all x ∈ R
n,
which implies vol{X/Y}= vol{X}− vol{Y}.
In the next corollary we show under the metric DV the
optimization problem (2) is equivalent to the optimization
problem,
min
X∈C
{vol{X}} (4)
subject to: Y ⊆ X
where Y ⊂Rn and the constraint set is of the formC⊂P(Rn).
Corollary 1: If X∗1 solves (2) for the metric DV and X
∗
2
solves (4) then X∗1 = X
∗
2 .
Proof: The set of feasible solutions, {X ∈ Rn : X ∈
C and Y ⊂ X}, for the optimization problem (2) is equal
to the set of feasible solutions for (4). Moreover Lemma
2 shows that minimizing the objective function in (2) is
equivalent to minimizing the objective function in (4) as the
two functions only differ by a constant.
B. How We Minimize the Volume of a Set
Corollary 1 shows how the outer-approximation of a set,
formulated in the optimization problem (2), is equivalent to
minimizing the volume of the outer set, formulated in the
optimization problem (4). However evaluating and minimiz-
ing the volume of a set is difficult. In this section we seek
to make this problem tractable. Here we will show if the
constraint set, C in (4), is the set of ellipses then there exists
an equivalent convex optimization problem. To formulate this
convex optimization problem we first must understand the
relationship between the determinant and volume.
The determinant can be understood as the ratio between
the volumes of a set and a linear transformation of that set.
To prove this property of the determinant one can use the
formula for integration by substitution given next.
Theorem 1 (Theorem 7.26 [20]): Let U be an open set
in Rn and φ : U → Rn an injective differentiable function
with continuous partial derivatives, the Jacobian of which is
nonzero for every x∈U . Then for any real-valued, compactly
supported, continuous function f , with support contained in
φ(U), ∫
φ(U)
f (v)dv =
∫
U
f (φ(u)) |det(Dφ)(u)| du (5)
where det(Dφ)(u) denotes the determinant of the Jacobian
matrix of the function φ at u.
We now prove the relationship between the volume and
determinant by selecting particular functions in (5).
Corollary 2: Let U be an open set in Rn then,
|det(A)|=
vol{Ax : x ∈U}
vol{U}
. (6)
Proof: Let us consider the function φ : U → Rn and
f : Rn → R defined by φ(x) = Ax and f (x) = 1φ(U)(x)
respectively. Applying this to (5) we get,∫
1φ(U)(x)dx=
∫
1U(x)|det(A)|dx.
Now by rearranging the above equality we get (6).
In this paper we are interested in the special case of
Corollary 2 when U is a sublevel set. Specifically it can
be shown for an invertible square matrix A∈GL(n,R) and a
function g :Rn→R, such that L(g,1) is open, (6) becomes,
det(A) =
vol{L(g ◦A−1,1)}
vol{L(g,1)}
. (7)
Equation (7) relates the volume of sublevel sets and the
determinant of invertible matrices. We will use this equation
to justify how optimization problems with determinants in
the objective function minimize volumes of sublevel sets. To
do this let us consider the optimization problem (4) when
the constraint set, C, is the set of ellipses,
min
X∈{EM :M∈GL(n,R)}
vol{X} (8)
subject to: Y ⊆ X
where Y = {b1, ....,bm}.
Let us also consider the following optimization problem,
min
A∈Sn++
{− logdetA} (9)
subject to: bTi Abi ≤ 1 for i ∈ {1, ...,m}
where bi ∈ Rn.
We will show in Lemma 3 that the optimization problems
(8) and (9) are equivalent. Furthermore in Lemma 4 we will
show (9) is convex.
Lemma 3: Suppose EM∗ solves (8) and A
∗ solves (9) then
A∗ =M∗TM∗.
Proof: Let us denote A =M∗TM∗. We first show that
A is feasible for (9). Since by the constraints of (8) we
have {b1, ....,bm} ⊂ EM∗ it follows b
T
i M
∗TM∗bi ≤ 1 for i ∈
{1, ...,m}. That is bTi Abi ≤ 1 for i ∈ {1, ...,m}. Moreover it
is clear A ∈ Sn++ since A is the matrix multiplication of M
∗
with itself and thus A is feasible for (9).
Suppose A∗ solves (9). Since A∗ ∈ Sn++ there exists M ∈
GL(n,R) such that A∗ = MTM. We will now show M is
feasible for (8). By the constraints of (9) we have we
have bTi Abi ≤ 1 for i ∈ {1, ...,m} so b
T
i M
TMbi ≤ 1 for i ∈
{1, ...,m}. Thus it now follows {b1, ....,bm} ⊂ EM .
We will now show that minimizing the objective function
of (8) is equivalent to minimizing the objective function of
(9) over the same constraint set. By writing the n-dimensional
ball in the form B(0,1) := {x : xT x ≤ 1} = L(g,1) where
g(x) = xT x we can write EM = L(g◦M,1) for M ∈GL(n,R).
It can now be shown the objective function of (8) is such
that,
vol{EM}= det(M
−1)vol{B(0,1)}
=
pi
n
2
Γ( n
2
+ 1)
√
det(A−1),
where the first equality follows by properties of the determi-
nant (7); the second equality follows because vol{B(0,1)}=
pi
n
2
Γ( n2+1)
, where Γ is the Gamma function, and commutative
properties of the determinant, where A =MTM. Thus min-
imizing vol{EM} is equivalent to minimizing
√
det(A−1)
which is equivalent to minimizing the objective func-
tion in (9) since log{
√
det(A−1)} = 0.5log{(detA)−1} =
−0.5logdetA.
The optimization problem (9) is a convex optimization
problem as the constraints are affine in the decision variable,
A ∈ Sn++, and the objective function is convex; stated in the
following Lemma.
Lemma 4 ([21]): The function f : Sn++ → R given by
f (X) =− logdet(X) is convex.
C. Heuristic Volume Minimization of Sublevel Sets of SOS
Polynomials
In the optimization problem (8) the decision variable,
X ⊂ Rn, is constrained to be an ellipse. Equivalently we
can also think of X being constrained to be the sublevel
set of a quadratic polynomial, of the form L(xTAx,1) where
A ∈ Sn++. Naturally we would like to expand the type of sets
that our outer approximation can take. One way to do this is
to expand the constraint set to include sublevel sets created
by non-quadratic polynomials.
Inspired by (9) we next give an optimization problem
that heuristically minimizes the distance between a set Y =
{b1, ...,bm} and a sublevel set of the L(V,1) where V (x) =
zd(x)
TAzd(x), A ∈ S
N
++ and N = dim{zd}.
min
A∈SN++
{− logdetA} (10)
subject to: zd(bi)
TAzd(bi)≤ 1 for i ∈ {1, ...,m}.
We see that the optimization problem (9) is a special case of
(10) when d = 1. However allowing for d > 1 the 1-sublevel
set of V (x) = zd(x)
TAzd(x) is able to form more complicated
shapes.
To understand heuristically why a solution of (10) can
construct a solution close to (4) we note that increasing
the eigenvalues of A ∈ Sn++ also increases the value of the
function V (x) = zd(x)
TAzd(x) at every x∈Rn. This results in
less x ∈Rn such that V (x)< 1. Thus the volume of sublevel
set L(V,1) is reduced.
As argued in [18] there is another way to see how
the optimization problem (10) heuristically minimizes the
volume of the 1-sublevel set of V (x) = zd(x)
TAzd(x), while
constraining the 1-sublevel set to contain {bi}i={1,...,m}. Let
us define,
MA = {x ∈R
n : zd(x)
TAzd(x)≤ 1}
T1 = zd(R
n) := {zd(x) ∈ R
N : x ∈ Rn}
T2 = {y ∈ R
N : yTAy≤ 1}
We now have the identity zd(MA)= T1∩T2; where zd(MA)=
{zd(x) : x ∈MA}. The optimization problem (10) constrains
bi ∈ MA for all i ∈ {1, ...,m} and by Lemma 3 minimizes
vol{T2}. The hope is that minimizing vol{T2} minimizes
vol{T1∩T2} and hence minimizes the set MA which is the
preimage of T1∩T2 under the map zd .
In the next section, we will extend this approach to outer
semialgebraic set representations of unions of semialgebriac
sets. We modify the optimization problem (10) to a problem
that is solved by a matrix A ∈ SN++ that defines a sublevel
set L(zd(x)
TAzd(x),1) that is constrained to contain a union
of some semi-algebraic sets. Moreover the sublevel set
L(zd(x)
TAzd(x),1) heuristically has minimum volume as a
logdet objective function is included.
min
A∈SN++
{− logdetA} (11)
subject to: zd(x)
TAzd(x)≤ 1 for x ∈ S
Where S=∪mi=1Si, Si = {x ∈R
n : gi,1(x)≤ 0, ....,gi,li(0)≤ 0}
and N = dim{zd}.
D. Tractable SOS Tightening
The optimization problem (11) is currently not a tractable
optimization problem. This is because determining whether
a polynomial is globally positive ( f (x)> 0 ∀x ∈ Rn) is NP-
hard [22]. However it can be shown testing if a polynomial is
Sum-of-Squares (SOS) is equivalent to solving a semidefinite
program (SDP). Although not all positive polynomials are
SOS, this gap can be made arbitrarily small [23].
To avoid cumbersome notation we will not state the SDP
resulting from the SOS tightening explicitly. However the
constraints we give can be enforced using software such as
SOSTOOLS [24] that will reformulate the problem as an
SDP. Using efficient primal-dual interior point methods for
SDP’s we are able to solve such proposed problems [25].
We now give necessary and sufficient conditions for testing
if a polynomial is positive over a semialgebriac set.
Theorem 2 ([26]): Consider the semialgebriac set X =
{x ∈ Rn : gi(x)≥ 0 for i= 1, ..k}. Further suppose {x ∈ Rn :
gi(x)≥ 0} is compact for some i∈ {1, ..,k}. If the polynomial
f :Rn →R satisfies f (x)> 0 for all x ∈ X , then there exists
SOS polynomials {si}i∈{1,..,m} ⊂ ∑SOS such that,
f −
m
∑
i=1
sigi ∈ ∑
SOS
.
We now propose a tightening of (11) to a convex SOS
program:
min
A∈SN++
{− logdetA} subject to, (12)
(1− zTdAzd)−
l1
∑
j=1
si, jgi, j ∈∑
sos
∀i ∈ {1, ...,m}
si, j ∈∑
sos
∀i, j
where N = dim{zd}.
Using Theorem 2 we see the constraints of this opti-
mization problem ensure 1− zd(x)
TAzd(x) ≥ 0 for x ∈ S =
∪mi=1{x ∈ R
n : gi,1(x) ≤ 0, ....,gi,li(0)≤ 0}. That is any solu-
tion of (12) is feasible for (11).
Moreover by adding the constraint ∇2(zTd Azd) ∈ ∑SOS to
(12) we can ensure the function V (x) = zd(x)
TAzd(x) is
convex and thus its 1-sublevel set is also convex.
IV. NUMERICAL EXAMPLES: REPRESENTING THE UNION
OF SEMIALGEBRIAC SETS AS A SINGLE SUBLEVEL SET
Next we will give two numerical examples that show for
a given union of semi-algebraic sets, S, we can use the SOS
program (12) to find a function V :Rn→R such that L(V,1)
11
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Fig. 1. A non-convex outer set approximation of the union of three
overlapping semialgebriac sets.
is an outer approximation for S. Moreover, as described at
the end of the previous section, we are able to constrain
L(V,1) to be convex. For these examples (12) was solved
using SOSTOOLS [24], to reformulate the problem into an
SDP, and SDPT3 [27], to solve the resulting SDP.
Figure 1 shows the output of the SOS program (12) for
d = 4 when we are trying to contain S = ∪3i=1Si where,
S1 = {(x1,x2) : x
2
1+ x
2
2 ≤ 1}
S2 = {(x1,x2) : (x1− 1.5)
2+(x2)
2 ≤ 1}
S3 = {(x1,x2) : (x1)
2+(x2− 1.5)
2 ≤ 1}.
Figure 2 shows the output of the SOS program (12) with
an added convexity constraint for d = 3 when we are trying
to contain S = ∪3i=1Si where
S1 = {(x1,x2) : x
2
1+ x
2
2 ≤ 1}
S2 = {(x1,x2) : (x1− 2)
2+(x2)
2 ≤ 1}
S3 = {(x1,x2) : (x1)
2+(x2− 2)
2 ≤ 1}.
In our experience as d increases we are able to get better
outer approximations of S. However for large d numerical
errors may dominate.
V. OUTER APPROXIMATION OF ATTRACTORS
In this section we would like to find an outer approxi-
mation of an attractor of a dynamical system. We do this
by considering an optimization problem of the form (2). As
in Section III we propose a convex optimization problem,
similar to (12). Unlike in (12) Lyapunov theory is required
to ensure the attractor is contained in our sublevel set
approximation.
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Fig. 2. A convex outer set approximation of the union of three semialge-
briac sets.
A. Background: Nonlinear Ordinary Differential Equations
In this paper we are interested in dynamical systems
described by ODE’s of the form:
x˙(t) = f (x(t)) (13)
x(0) = x0
where f : Rn →R and x0 ∈ Rn.
Throughout this paper we will assume the existence and
uniqueness of solutions of ODE’s of the form (13).
Definition 2: We say φ : Rn×R+ → Rn is the solution
map for (13) if
δφ(x,t)
δ t = f (φ(x, t)) and φ(x,0) = x for all
x ∈ Rn. Moreover for a set U ⊂ Rn we denote φ(U, t) :=
{φ(x, t) : x ∈U} ⊂ Rn.
Definition 3: For an ODE of the form (13) we say the set
U ⊂Rn is an invariant set if x0 ∈U implies φ(x0, t) ∈U for
all t ≥ 0.
Definition 4: For an ODE of the form (13) we say x0 ∈Rn
is a periodic initial condition if ∃T > 0 such that,
φ(x0, t+T) = φ(x0, t) ∀t ≥ 0.
Moreover we say the set L ⊂Rn is a periodic orbit if there
exists a periodic initial condition x0 ∈Rn such that,
L = {φ(x0, t) ∈ R
n : t ≥ 0}.
The next theorem shows that in two dimensional systems
invariant sets must contain either stable equilibrium points or
periodic orbits. However this is not the case for higher order
systems where trajectories can take non-periodic chaotic
paths.
Theorem 3 (Poincare-Bendixson Criterion): Consider a
second order autonomous system represented by an ODE of
the form:
x˙1(t) = f1(x1(t),x2(t)) (14)
x˙2(t) = f2(x1(t),x2(t))
where fi : R×R→R for i= 1,2.
Suppose the set M ⊂ Rn is a closed bounded invariant set
for the above ODE that contains no stable equilibrium points.
Then M contains a periodic orbit.
Definition 5: We say A ⊂ Rn is an attractor set for the
ODE (13) if for any initial condition x0 ∈ Rn, there exist a
T > 0 such that φ(x0, t) ∈ A for all t > T . Furthermore we
say an attractor is a minimal attractor if it has no proper
subsets that are also attractors.
Using Theorem 3 we can deduce the only attractor sets
possible in two dimensional systems are equilibrium points
or periodic orbits. However, higher dimensional systems can
posses attractors that contain non-periodic (chaotic) trajec-
tories. The methods proposed in this paper can find outer
estimates of both attractors that exhibit periodic behavior,
such as the limit cycle in the Van der Poll oscillator, as well
as chaotic (strange) attractors, such as the Lorenz attractor.
B. How We Compute an Outer Approximate of an Attractor
In this section we will derive a heuristic algorithm for
computing outer approximations of attractor sets. We will
formulate this problem as an optimization problem in the
form of (2) and use the heuristic methods developed in
Section III. That is, for a bounded minimal attractor, A, of
some ODE (13) we would like to solve
min
V∈∑SOS
{DV (A,L(V,1))} (15)
subject to: A⊆ L(V,1).
Unlike in Section III we don’t actually know the form of
the set we are trying to approximate. However, in Theorem
4, for systems with minimal attractors we will give Lyapunov
type conditions for L(V,1) to contain the minimal attractor.
We first give some preliminary results used in the proof of
the theorem.
Lemma 5: Suppose an ODE of the form (13) has a
minimal attractor A ⊂ Rn. Then, if B ⊂ Rn is an attractor
for (13) we must have A⊆ B.
Proof: Suppose for contradiction A * B. Since A and
B are both attractor sets there exists T1,T2 > 0 such that
φ(x0, t) ∈ A for all t > T1 and φ(x0, t) ∈ B for all t > T2.
Thus for t >max{T1,T2} we have, φ(x0, t) ∈ A∩B; proving
A∩B 6= /0. Furthermore the same argument shows A∩B is an
attractor set. Since, by assumption, A* B and we have also
shown A∩B 6= /0 it follows that A∩B is proper subset of A
contradicting A is a minimal attractor.
Corollary 3: A system described by an ODE of the form
(13) admits at most one minimal attractor.
Proof: Suppose A1 and A2 are minimal attractor sets
for an ODE of the form (13). By Lemma 5 we have A1 ⊆ A2
and A2 ⊆ A1; therefore proving A1 = A2.
Theorem 4: Consider some ODE of the Form (13). Sup-
pose there exists V :Rn →R such that,
V (x)> 0 for all x /∈ D (16)
∇V (x)T f (x) < 0 for all x /∈ D.
Then if γ > 0 is such that D⊂ L(V,γ) we have that L(V,γ)
is an invariant set. Moreover (13) has a minimal attractor, A,
and A⊆ L(V,γ).
Proof: Consider γ > 0 such that D ⊂ L(V,γ) we first
show L(V,γ) is invariant. Let x0 ∈ L(V,γ) and suppose for
contradiction ∃T1 > 0 such that φ(x0,T1) /∈ L(V,γ). By the
continuity of the solution map ∃T2 < T1 such that φ(x0,T2) =
γ and d
dt
V (φ(x0, t))|t=T2> 0. However since D∩{x :V (x) =
γ}= /0 we have ∇V (x)T f (x)< 0 for any x ∈ {x :V (x) = γ}.
Therefore d
dt
V (φ(x0, t))|t=T2< 0 causing a contradiction.
Next we will show that L(V,γ) is an attractor and thus
using Lemma 5 A⊂ L(V,1). Because γ > 0 is such that D⊂
L(V,γ) we have ∇V (x)T f (x)< 0 for all x /∈ L(V,γ); i.e. V is
strictly decreasing along trajectories with initial conditions
outside L(V,γ). Thus for all x0 /∈ L(V,γ) there exists Tx0 > 0
such that φ(x0, t) ∈ L(V,γ) for all t > Tx0 ; proving L(V,γ) is
an attractor.
For given D = {x ∈ Rn : g(x) ≥ 0} and d ∈ N, we now
propose an SOS program that heuristically solves (15) for
an ODE (13) with a bounded minimal global attractor.
min
X∈SN++
{− logdetX} (17)
subject to: V (x) = zd(x)
TXzd(x)
s1,s2 ∈ ∑
SOS
(1−V)− s1g ∈ ∑
SOS
−∇VT f + s2g ∈ ∑
SOS
.
Here the constraint (1−V )−s1g∈∑SOS implies D⊆ L(V,1)
by Theorem 2. The constraint −∇V T f + s2g ∈∑SOS implies
∇V (x)T f (x) ≤ 0 for all x /∈ D by Theorem 2. Then using
Theorem 4 the constraints therefore imply L(V,1) is an
invariant set. Moreover if ∇V (x)T f (x)< 0 for all x /∈ L(V,1)
then L(V,1) contains the minimal attractor, A. In Section
III it is seen that minimizing the objective function in
(17) heuristically minimizes DV (A,L(V,1)); reducing the
”distance” between the sets A and L(V,1).
Note on selection of g in (17): In the optimization
problem (17) if we choose D ⊂ A, where A is the minimal
attractor, the problem becomes infeasible. This is because
assuming we are able to find a such a feasible V ∈∑SOS then
by the continuity of V we would be able to find γ > 0 such
that A* L(V,γ) and D ⊂ L(V,γ). This contradicts Theorem
4; that is if V satisfies (16) and D⊂ L(V,γ) then A⊆ L(V,γ).
We also don’t want to select D such that A ⊂ D. In the
optimization problem (17) L(V,1) is constrained so that D⊂
L(V,1). Therefore L(V,1) will capture the shape of the set
D and not A.
Ideally D should be such that A* D and D* A to allow
(17) to be feasible and L(V,1) to show the shape of A. In
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Fig. 3. A sublevel set outer approximation of the Van der Pol limit cycle.
our numerical results the set D is carefully chosen using
trajectory simulation results. Alternatively, if the approximate
shape of the attractor is unknown, we have found that the best
choice is generally D = B(0,r) where r > 0 is the smallest
r such that B(0,r) 6⊂ A (which implies infeasibility of (17)).
Bisection can be combined with feasibility of (17) to find
the smallest such r > 0 such that (17) is feasible. A similar
bisection method was used in [28].
VI. NUMERICAL EXAMPLES: REPRESENTING
ATTRACTOR SETS AS A SINGLE SUBLEVEL SET
In this section we will present the results of solving
the optimization problem (17) for two dynamical systems,
the Van der Poll oscillator and the Lorentz attractor. For
these examples (17) was solved using SOSTOOLS [24], to
reformulate the problem as an SDP, and SDPT3 [27], to solve
the resulting SDP.
A. An Outer Approximation of the Limit Cycle of the Van
der Pol Oscillator
Consider the Van der Pol oscillator defined by the ODE:
x˙1(t) = x2(t) (18)
x˙2(t) =−x1(t)+ x2(t)(1− x
2
1(t)).
We applied the proposed method by solving the optimiza-
tion problem (17) for d = 4 and D = {x ∈ R2 : x21 + x
2
2−
1.752 ≥ 0}; where D was hand picked based on simulated
trajectory data. The results are displayed in Figure 3. The
limit cycle of (18), represented by the blue curve, was
approximately found by forward-time integrating (18) at an
initial starting position close to the limit cycle. The set D
was selected such that it only contains part of the limit cycle
of (18). As expected the boundary of L(V,1) follows tightly
across the boundary of the union of D and the limit cycle.
Fig. 4. The shape of a trajectory from the Lorenz system found
approximately by forward time integration.
B. An Outer Approximation of the Attractor of the Lorenz
Attractor
We now consider a three dimensional dynamical system
that exhibits chaotic characteristics under certain parameters.
Consider the Lorenz attractor defined by the ODEs:
x˙1(t) = σ(x2(t)− x1(t)) (19)
x˙2(t) = ρx1(t)− x2(t)− x1(t)x3(t)
x˙3(t) = x1(t)x2(t)−βx3(t)
Lemma 6: The Lorenz attractor (19) has three equilibrium
points at (0,0,0)T and (±
√
β (ρ− 1),±
√
β (ρ− 1),ρ−1)T .
Proof: The equilibrium points can be found by writing
(19) in the form x˙(t) = f (x(t)) and solving the equations
f (x) = (0,0,0)T .
Throughout this paper we will only consider the case
σ = 10, ρ = 28 and β = 8
3
as Lorenz did in 1963. During
our numerical results we make a coordinate change so the
attractor is located in a unit box by defining
x¯1 := 50x1 (20)
x¯2 := 50x2
x¯3 := 50x3+ 25.
Figure 4 shows the approximate shape of the Lorenz
attractor under the change of coordinates (20) found by
forward-time integrating (19) at an initial starting position
of (0,1,1.05)T .
Figure 5 shows the boundary of the set L(V,1), represented
as the red shell, where V : R3 → R solves the optimization
problem (17) for the ODE (19) under the change of coor-
dinates (20). Here d = 4 and D is an elipsoid centered at
(0,0,−0.3) rotated by 60◦ given by,
D=
{
x ∈ R3 :
(cos(θ )x1− sin(θ )x2− c1)
2
r21
(21)
+
(sin(θ )x1+ cos(θ )x2− c2)
2
r22
+
(x3− c3)
2
r23
≤ 1
}
,
Fig. 5. A sublevel set outer approximation of the Lorenz attractor.
where r1 = 0.6, r2 = 0.01, r3 = 0.05, c1 = 0, c2 = 0, c3 =
−0.3 and θ = 60◦.
A sample trajectory of (19) using the coordinates (20),
represented by the blue curve in Figure 5, was approximately
found by forward-time integrating (19) at an initial starting
position (0,1,1.05)T . As expected the trajectory is attracted
and travels inside the set L(V,1) providing numerical evi-
dence L(V,1) contains the attractor.
VII. CONCLUSION
We have illustrated a method for finding optimal semial-
gebraic representations of unions and intersections of semi-
algebraic sets with a single sublevel set of an SOS polyno-
mial. We have shown how an objective function based on the
determinant heuristically minimizes the volume of sublevel
sets and can improve these outer approximations. Further-
more we have applied our methods to finding attractors of
nonlinear systems using Lyapunov theory. Outer approxima-
tions for the attractors for the Van der Pol and Lorenz system
were given. Our numerical examples demonstrate how our
method can reveal the shape and properties of attractor sets
associated with nonlinear differential equations.
VIII. FUTURE WORK
We will consider the generalization of the determinant
to non-linear algebra. Namely hyper-determinants, discrim-
inants and resultants [29] [30] [31]. As in the linear case
(7) we seek to derive a relationship between the volume of
sets of the form L(zd(x)
TAzd(x),1) and a convex function
based on the generalization of the determinant of the SOS
polynomial zd(x)
TAzd(x).
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