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Reply to Garcfa- 
Garcfa-Ptrez & Peli (1997) claim that a complete 
transition from the DeVries-Rose to Weber's law is only 
rarely observed in the measurements of grating contrast 
sensitivity as a function of retinal illuminance. According 
to Garcfa-Ptrez & Peli (1997), the data plotted on double- 
logarithmic coordinates most often show either a 
monotonical increase across the whole luminance range 
studied or an increase of this type immediately followed 
by a decrease, without a preceding Weber egion. Garcfa- 
Ptrez & Peli (1997) suggest that the whole description of 
sine-wave contrast sensitivity as a function of retinal 
illuminance by transitions between three main seg- 
ments----~om a linear through DeVries-Rose to Weber 
range--may be an unwarranted generalization from 
results obtained with sharp-edged spots. They emphasize 
that deviations of the log-log data from a straight line 
with a slope of 0.5 at moderate light levels as well as 
deviations from a horizontal line at high luminances are 
too strong and frequent to be neglected, and argue that the 
three-range description would only be meaningful if the 
ranges had a broader extent than the transition zones, 
which, however, span over four logarithmic units of 
illuminance. 
On the above basis, Garcfa-Ptrez & Peli (1997) 
question the validity of our estimates (Rovamo et al., 
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1995) of critical retinal illuminance (Ic) marking the 
transition between DeVries-Rose and Weber's laws. 
First, we would like to commend Garcfa-P&ez & Peli 
(1997) for drawing attention to the generally neglected 
but important fact that grating contrast sensitivity at high 
light levels often decreases with increasing retinal 
illuminance. The phenomenon could indeed be due to 
rod saturation or rod-cone interactions, as they suggest. 
However, we would like to offer another possible 
explanation arising directly from the adaptational proper- 
ties of cone photoreceptors showing a combined effect of 
gain decrease and loss of operating range (partial 
saturation). In bright light, the operating range of (turtle) 
cones is reduced to half of its dark-adapted range, and 
much of the loss occurs in a 1-2 log unit range of mean 
illuminance (/) just above the level corresponding to 105 
isomerizations per second per cone (Burkhardt, 1994). It 
may be important hat this is the range where pigment 
bleaching becomes ubstantial in human as well as turtle 
cones (Rushton & Henry, 1968). In the cones of frog and 
turtle, this range is associated with a stronger-than-Weber 
decrease in increment sensitivity (/-1), indicating that 
contrast sensitivity also decreases (Baylor & Hodgkin, 
1974; Donner et al., 1997). The fact that the decrease of 
contrast sensitivity is most often revealed in peripheral 
vision (Rovamo et al., 1995) could result from the 
increase of cone inner segment size with eccentricity 
(Curcio et al., 1990) allowing greater quantum catch in 
peripheral than foveal cones, so that peripheral cones 
would receive the appropriate isomerization rates at 
lower retinal illuminances. If this explanation is true, the 
decrease of contrast sensitivity with increasing retinal 
illuminance should be followed by a "second" Weber 
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region at still higher luminances, where cone pigment is 
so strongly reduced that quantum catch decreases in 
direct proportion to the (bleaching) mean illuminance, 
thus automatically keeping the contrast response of cones 
constant (Rushton & Henry, 1968; Burkhardt, 1994). 
This would merit some further esearch. 
While it is possible to explain the hypothetical Weber 
region in the very high illuminances by a single 
mechanism, i.e., pigment bleaching in cones, any Weber 
region at lower luminances must be the composite result 
of adaptation processes at several evels. This involves 
the adjustments of gain in the photoreceptors a well as 
elsewhere in the retina, and possibly even in the 
subsequent neural networks, all acting together to 
produce aconstant contrast response that is discriminated 
against a constant intrinsic neural noise (e.g. Rovamo et 
al., 1993). There is no single known mechanism except 
pigment bleaching which in itself produces Weber 
adaptation. Weber adaptation is not a mechanism, but 
should be regarded as an ideal goal approximated by the 
joint action of many processes. Hence, there may (and 
always will) be deviations from this ideal, and it is not 
possible to make a generic distinction between "das Ding 
an sich" and more or less successful approximations. 
Depending on stimulus parameters, one or the other of 
the several contributing adaptation mechanisms may 
surface as dominant in a given illuminance range. As a 
result, the extent of the Weber region can sometimes be 
very short----or there may be no range at all where this 
ideal is reached in a strict sense. 
Garcfa-P6rez & Peli (1997) would certainly agree that 
it is legitimate to use simplified models to capture some 
seemingly important features of complex systems, and 
use these features as guides towards further explanations. 
The simple three-segment description of the linear 
through DeVries-Rose to Weber region is neither an 
unwarranted generalization from experiments with sharp- 
edged spots nor a historic relic, but it is motivated by the 
fundamental limitations that are in principle relevant o 
the detection of any target (e.g. Barlow, 1964). 
The well-known idea behind the DeVries-Rose law is 
detection limited by the noise arising from physically 
inevitable photon fluctuations (de Vries, 1943). Assum- 
ing that contrast threshold is determined by the signal-to- 
noise ratio at the output of the detector, i.e., a matched 
filter (Rovamo et al., 1993), this distal light-dependent 
noise when dominant with respect o the more proximal 
intrinsic neural noise, will allow the external signal-to- 
noise ratio to bypass any modulation transfer function. 
This is so because a matched filter tuned to a grating 
signal only collects noise in the vicinity of the spatial 
frequency of the signal. Since the detector compares each 
filtered signal to the similarly filtered, dominant (origin- 
ally white) quantal noise at the spatial frequency of the 
signal, its performance is independent of the filtering and 
determined not by the proximal, intrinsic neural noise but 
by quantal noise. As long as there are no luminance- 
dependent gain changes in any modulation transfer 
function, the contrast of neural noise produced by quantal 
fluctuations i inversely proportional to the square root of 
luminance (Rovamo et al., 1994). Hence, there is 
certainly a light level below which the dominance of 
the proximal intrinsic neural noise in the detection will be 
replaced by the dominance of quantal noise producing the 
DeVries-Rose region.* 
Accepting that the source of the dominant, i.e., 
detection-limiting oise changes from dark light through 
quantal to proximal, intrinsic neural noise, we can derive 
(see Appendix I) the following equation for contrast 
sensitivity: 
S = Smax [1 + Ic/I + (Ia/I) z]-°"5, (1) 
where Sro~x is the maximum sensitivity obtainable in very 
bright light, I is retinal illuminance, I¢ is critical retinal 
illuminance marking the transition between DeVries- 
Rose and Weber's laws, and Ia is the dark light level in 
trolands marking the transition between the linear and 
DeVries-Rose laws. Equation (1) implies that the 
transitions between the three regions are not abrupt but 
gradual, so that in practice the transition zones have 
broader extents than the idealized linear, DeVries-Rose 
and Weber ranges, which is in agreement with experi- 
mental results (see Garcfa-Prrez & Peli, 1997). There- 
fore, by fitting the above equation with two parametres 
(Sm~x and Ic) to the experimantal data collected only 
across a limited range of retinal illuminances (where ld/I 
could be regarded as negligible), we obtained reliable 
estimates for Ic (Rovamo et al., 1995). 
We wish to emphasize the fact that it is not essential 
whether the ranges of the idealized behaviour are wide or 
narrow, or even evident at all in the data: the description 
is not derived from our data points but it is a theoretical 
construct based on the idea of three sources of noise that 
are, a priori, likely to be important in limiting visual 
detection. This approach as also previously been found 
successful in describing several types of detection data. 
Whether it is meaningful to apply Eq. (1) to our data 
mainly depends on the fact whether this operation can tell 
us something useful about the detection of sine-wave 
gratings--for example, reveal regularities across the 
visual field. 
*Another possible xplanation for the DeVries-Rose region could be 
that it, too, is actually due to a gain adjustment in contrast response 
"aiming" to prevent he contrast of neural noise produced by 
quantal fluctuations from increasing with decreasing luminance, 
thus keeping the proximal internal neural noise dominant at all light 
levels. This would not affect he square-root law: a signal contrast 
decreasing inproportion to the square root of decreasing luminance 
and detected against he constant contrast of proximal intrinsic 
neural noise causes the same change in signal-to-noise ratio as 
constant signal contrast detected against a noise contrast hat 
increases as the inverse of the square root of decreasing luminance. 
Under the hypothesis of contrast gain adjustment, however, the 
deviations from the ideal square-root behaviour could be due to the 
approximate nature of the gain adjustments. If the DeVries-Rose 
region is interpreted in this way, the fundamental importance of 
quantal fluctuations appears as an evolutionary constraint on the 
design of the visual system. 
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This brings us to the final point. In addit ion to 
questioning the validity of  our estimates of  I¢, Garcfa- 
P6rez & Peli (1997) claim that even if the estimates were 
valid, the slope of  the l inear relationship between 
logarithmic Ic and logarithmic spatial frequency cannot 
be shown to be independent of  eccentricity by fitting a 
line of least squares to Ic data pooled together from all 
eccentricities. We think, however, that the goodness of 
the fit (r  2 = 0.93) was high enough to al low us (Rovamo et 
al., 1995) to propose that the values of Ic are 
approximately independent of  eccentricity, and strongly 
depend on spatial frequency, particularly as the scatter of  
the /cva lues  around the l ine of  least squares is similar for 
data from different eccentricities. Whi le  this should not 
be taken as a claim that there must be a simple 
mechanism which by necessity produces the rule of  
constant I c f  -2  (Van Nes et al., 1967; Mustonen et al., 
1993) across the whole visual field, it indicates a certain 
degree of  homogeneity that seems important, and may 
guide our quest for further explanations. 
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APPENDIX 
Modelling Contrast Sensitivity as a Function of Retinal llluminance 
Assuming that the limiting factor for the detection of a signal is the 
signal-to-noise ratio (R) calculated here as the signal contrast divided 
by the square root of the sum of the variances of the three independent 
sources of noise, we get 
R = Cth/(Ni + Nq + Nd) °5, (A1) 
where cm is the external contrast of the signal at detection threshold, 
and Ni, Nq and No are the external (or equivalent; Pelli, 1990) spectral 
densities of neural, quantal, and dark light noises, respectively. Ni is 
assumed to be independent of light level. 
Let the standard eviation of dark light noise due to spontaneous 
photopigment isomerizations be a constant equal to k at all retinal 
illuminances (/). By definition the rms contrast of noise is equal to its 
standard eviation divided by mean retinal i luminance (Rovamo et al., 
1994), i.e, k//. By definition, the spectral density of noise is 
proportional toits rms contrast of noise squared (Legge et al., 1987). 
Thus, 
Nd = K'/ I  z, (A2) 
which means that the spectral density of dark light noise is inversely 
proportional toretinal illuminance squared. 
The spectral density of quantal noise is inversely proportional to 
retinal illuminance (e.g. Pelli, 1990; Rovamo et al., 1994). Thus, 
Nq = K/I.  (A3) 
By substituting Cth by llS, where S is contrast ensitivity, and applying 
elementary algebra to A(1) we get 
S -1 = (RN°'5)( I  "~ Nq/gi + Nd/Ni) °'5 • (A4) 
By substituting A(2) and A(3) to A(4) solved for S and by replacing 
(RNi°5) -1 by Smax and K/Ni by Ic and K,/Ni by ld 2, we get Eq. (1). 
