is motivated by many potential applications that share a common goal which is improving and maintaining the quality of patient care. For instance, recognising surgical activities aims to develop a context-aware system that keeps all members of the surgical and anaesthesia team well informed about the surgical workflow, particular hazards, and any special situations that need to be considered. Moreover, modelling surgical workflows helps in optimising the operating room schedule, assessment of surgical skills and training surgeons.
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Previous works have employed various features to perform phase recognition. Padoy et al. [1] used binary tool usage signals to carry out the recognition. In recent studies [2, 3] , laparoscopic videos have been used since they represent a very rich source of information by using image analysis techniques. Therefore, different analysis methods rely on performing the classification based on visual features were proposed. These visual features are either handcrafted [4] or automatically learnt using Neural Networks [3] . Surgical phase recognition has been applied to various kinds of surgeries, but laparoscopic procedures, mainly of type cholecystectomy [2, 3] , have been preferred. In contrast to cholecystectomy surgeries that were widely studied, laparoscopic sigmoid resection procedures are considered more complicated where the procedure can be performed in different strategies. Therefore, this work aims to evaluate the performance of a Convolutional Neural Network (CNN) with a Hidden Markov Model (HMM) in recognising surgical phases in sigmoid resection procedures.
In this paper, we address the problem of surgical phase recognition in laparoscopic videos. An extension of a CNN model called AlexNet [5] was fine-tuned to perform the classification. Then a HMM was employed to consider the temporal aspect of the procedure, and produce the final results. Finally, the results were discussed, the used dataset was reviewed, and observations were made Abstract: Surgical workflow analysis in laparoscopic surgeries has been studied widely during last years because of its various applications. For example, optimising the schedule of operating rooms (OR) and developing a context-aware system that supports surgical team during the intervention. Surgical phase recognition has been applied to various kinds of laparoscopic procedures, mainly of type cholecystectomy. Sigmoid resection procedures are considered more complex than cholecystectomy, and they have not been extensively studied. Therefore, the focus of this work is to study phase recognition in sigmoid resection. In this paper, a convolutional neural network (CNN) architecture and Hidden Markov Model (HMM) were evaluated for performing phase recognition in sigmoid resection videos. The CNN is an extension of a pretrained model, and it was fine-tuned to perform the recognition. To consider the temporal aspect of the phase sequences, confidences obtained by the CNN were then provided into a HMM to release final classification. Experimental results show a low performance of the proposed method to recognise surgical phases in such complex procedures. Therefore, the dataset used for the evaluation was also reviewed, and statistics of each phase were generated. 
Introduction
In recent years, analysing surgical workflow has gained an increasing interest in the research community. This direction
Method
The methodology followed to accomplish this study is shown in Figure 1 . At first, the CNN was fine-tuned using training dataset. Then it was used to perform the phase classification task. The confidences given by the CNN were passed to a Hidden Markov Model (HMM) to release the final results.
Dataset
The dataset used in this study includes a combination of sigmoid resection videos and device data. This dataset is a part of the dataset submitted for "Endoscopic Vision Challenge 2017 -Workflow Subchallenge" [6] which consists of three sub-datasets for three colorectal surgeries, specifically of type rectal resection, sigmoid resection or proctocolectomy. Sigmoid resection dataset contains eight videos for training and two videos for testing. The dataset was collected at the University Hospital of Heidelberg, and all surgeries are provided with phase annotation. The surgical phases defined in Sigma resection procedure are listed in Table 1. 
CNN architecture
The used CNN architecture is an extension of AlexNet model [5] . The CNN architecture is designed by replacing the last fully connected layer fc8 in AlexNet model by a fully connected layer fc_phase to perform the phase classification. This layer contains ten nodes because ten phases are defined in the dataset.
Fine-Tuning the CNN
The aforementioned CNN architecture was fine-tuned using the previous dataset to adapt the transferred weights of AlexNet layers and train the weights of the new layer. The weights of the new layers were initialised randomly. The network was trained using gradient descent algorithm with softmax multinomial logistic loss function. The loss function is defined as:
where and ∈ {1, … ,10} are the image and phase indices respectively, is the ground truth corresponding to image , is the output of layer fc_phase, and is the softmax function.
Hidden Markov Model
The previous CNN model was designed to predict the surgical phase from the images of the procedure. To enhance recognition capacity, the temporal aspect of the surgical procedure needs to be considered. This was done by providing the phase confidences obtained by the CNN into a Hidden Markov Model (HMM). The surgical phases are the hidden states, and the confidences obtained by the CNN ( ∈ 10 ) are the observations. Consequently, the established Hidden Markov Model consists of ten states representing ten surgical phases.
The following steps are performed to get a finite set of observations out of the confidences obtained by the CNN: -At first, values of confidences are divided into ten intervals where this number was chosen empirically. This is required to get discrete values of observations that will be used as an input of the HMM. -Then a finite set of observations ( ) is produced from all possible values of observations in the training set. -Finally, the observation matrix is computed by calculating the number of all observation's occurrences in each state (surgical phase).
Implementation
The CNN was trained using MATLAB Neural Network Toolbox (2017a). The pre-trained AlexNet model was loaded from the toolbox. The fine-tuning process was run on a laptop using NVIDIA GEFORCE 840M graphics card. The HMM was trained using MATLAB to calculate the maximum likelihood of transition probabilities. For testing the Viterbi algorithm was used for offline recognition of the phase sequence.
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Fine-tuned CNN Testing Set HMM Fine-tuning Process Figure 1 : the methodology followed to accomplish this study
Result
Videos of eight procedures were used for training the CNN model, and the remaining two videos were used for testing. The dataset was downsampled at 1 fps. The training set contains 71785 images while the testing set contains 25532 images. Table 1 shows surgical phases with their durations in EndoVis dataset. Statistics of training and testing sets are also shown in Figure 2 . Figure 3 shows the development of loss function during the training process. The loss starts around 3 and then decreases close to 0.5. After 15K iterations periodic patterns of loss values can be observed; this is because the training set was shuffled only one time at the beginning of the training process.
The results for phase recognition before and after applying HMM in offline mode are shown in Table 2 . Training loss plotted over training iterations 
Discussion
In this study, we evaluated using a convolutional neural network (CNN) and a Hidden Markov Model (HMM) to recognise surgical phases in sigmoid resection videos. This method yields moderate classification results in detecting surgical phases in such complex procedures, even though a similar method proposed by Twinanda et al. [3] has proved high recognition performance in cholecystectomy procedures. It can be noticed that the accuracy is too low for both tested videos before applying the HMM. Even after using the HMM to produce the final classification, the accuracy for video9 did not change, and it was slightly enhanced for video10. To figure out the reasons behind these low classification accuracies, we reviewed the dataset and phase annotation of all videos, and the following observations were made. In fact, Sigmoid resection procedures appear to be too 
ENDOVIS PHASE STATISTICS
Training Set Testing Set complicated where they can be performed in different strategies (see Figure 4) . Therefore, some phases do not appear in some procedures, and the length of each phase is totally different from one operation to another. In addition, some phase transitions occur only in one or two procedures, and this affects training the HMM. Furthermore, the testing data (Video9 & Video10) contains phase transitions that do not appear in the training data. Therefore, these phase transitions are not considered when training the HMM, and the probability of them is zeros. These transitions are shown in Table 3 . Table 3 : Phase transitions that appear only in testing data
Finally, there might be a mixing between surgical activities and surgical phases in the phase annotation of the dataset. For instance, some images after the extraabdominal anastomosis phase were annotated as belonging to the preparation and orientation phase. However, the surgeon inserts surgical tools into the abdominal cavity to continue preparing anastomosis intraabdominally, but this action should rather belong to the intraabdominally anastomosis phase than the preparation phase.
In summary, the EndoVis dataset contains videos for ten sigmoid resection procedures. This dataset is relatively small and therefore larger dataset should be collected to ensure enough training data. A deeper CNN (i.e. contains larger number of convolutional layers and nodes in the layers) may be utilized to improve classification accuracy, and another kind of HMM can be utilized. Transition from phase '1' to phase '3' Occur in Video9 Transition from phase '3' to phase '1' Transition from phase '2' to phase '1' Transition from phase '1' to phase '6' Occur in Video10 Transition from phase '6' to phase '1' 
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