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In this paper, we propose a spatio-temporal quantile regression model for river flow data; by has been considered before (He et al., 1998) , the case of higher dimensional smooth functions, 84 needed, for example, for the space-time interaction term, has not been addressed in the literature.
85
The model exploits the flexibility that P-splines offer and can be easily extended to incorporate 86 potential covariates. We propose to estimate model parameters using a penalized least squares 87 regression approach as an alternative to linear programming methods classically used in quantile 88 parameter estimation. The fitting procedure is simple and computationally efficient and allows 89 modelling strategies already available for mean regression (e.g. varying coefficient models) to 90 be adapted to the case of quantile regression. This presents a clear advantage over linear pro-91 gramming methods given the increasing complexity and availability of data and the interest in 92 extreme events. By considering a fully spatio-temporal model rather than modelling one river 93 a time, information is borrowed across rivers; this means a more efficient use of the available 94 data, fundamental when dealing with short records and/or aiming to estimate very high (low) 95 quantiles.
96
In particular, quantile regression can be a useful modelling strategy for extreme river flow 97 values, given the direct link between quantile estimates and return levels, which, in turn, are used the summer. Despite these concerns, there seems to be a research gap in the recent literature on Scottish hydrology; the most complete paper on Scottish rivers dates back to 1997 (Black 126 and Werritty, 1997), while most UK based studies are limited to England and Wales (Hannaford 127 and Buys, 2012) and are focused on individual catchments. The work done by Prosdocimi 
146
The paper is organized as follows. The dataset is introduced in Section 2. Section 3 de- series contained missing values. However, the missing proportions (< 0.1%) were small enough 158 not to be a concern, and missing values were imputed using linear interpolation. The interpo-159 lation was done separately for each month to better reproduce the variability of the series; i.e.
160
missing values in January were imputed using only recorded values in January, and so on. Since 161 the distribution of river flow is very skewed, a log transformation was used.
162
In particular, four rivers have been chosen for illustrative purposes and are discussed in more 
where A simple spatio-temporal additive model (main effects model) for river flow can be expressed as:
where Q log(f low) (τ |t, d, z) is the τ th quantile of the (conditional) distribution of log(flow), s 1 (t), introduce an interaction term s 4 (t, d) to adjust for yearly changes in the seasonal pattern:
Similarly, Model (3) can be further extended to include space-time s 5 (t, z) and space-season 220 s 6 (d, z) interactions so that the full model becomes:
Each of the univariate smooth functions can be rewritten as a linear combination of k cubic 
basis functions used in each case and n is the total number of observations.
226
The bivariate smooth function s 3 (z) = s 3 (easting, northing) can be expressed in terms of the The vector of model parameters θ is estimated using the penalized iterative weighted regres-252 sion approach described below. Assuming the vector of smoothing parameters λ, to be fixed,
where k is the total number of coefficients and B i represents the i th row of matrix B. We propose translating the minimization problem in Equation (5) 
where W is a diagonal matrix of weights calculated iteratively following Equation (7):
for i = 1, . . .,n. A large upper bound is set for the weights to avoid residuals close to zero, smaller. The estimated vector of parametersθ at iteration (j) can be computed as:
Convergence of the algorithm is defined based on the objective function R(θ) defined in Equa-264 tion (1); the algorithm stops when the difference between R(θ (j−1) ) and R(θ (j) ) is smaller than 265 some predefined small tolerance. Results from a simulation study suggest no differences in the 
where the approximated degrees of freedom df λ can be calculated as the trace of the smoothing Hastie and Tibshirani, 1990) . As previously stated,
272
Model (4) is fitted assuming independent observations. In this case, standard errors for the fitted 273 valuesŷ can be obtained as:
where S is the smoothing matrix at the last iteration andσ 2 is an estimate of the residual variance 
276
However, if some spatio-temporal dependence structure is left in the residual term, standard 277 error calculation needs to be adjusted accordingly. Let V be the correlation matrix. Adjusted 278 standard errors can be estimated as:
4 Results
280
Model (4) was fitted to the data set described in Section 2, comprising 98 rivers with 6570 values, a value of τ =0.95 was chosen to fit a model for the 95 th quantile of logged river flow.
288
The trend (s 1 (t)), seasonal (s 2 (d)) and spatial (s 3 (z)) terms in Model (4) were built as smooth Even though the data were log transformed initially, it is possible to show the fitted model weighted sum of squared residuals was also investigated. At the last iteration, the weighted 350 residuals (i.e. using the approximation) were similar to those obtained using the check function.
351
As a way of informally assessing whether the model was appropriate or not, the proportion of 352 residuals above and below the fitted surface was calculated; these were equal to 5.2% and 94.8% the simulated and estimated signal are shown in Figure 9 , where it can be clearly seen that 372 the MSE is considerably lower for the proposed method (panel (a)) in all simulation scenarios.
373
In both panels (a) and (b) the MSE is smaller when the signal to noise ratio is greater and 374 decreases as the sample size increases (both in time and space), as one would expect. From 375 this simulation study, it can be concluded that for nonparametric spatio-temporal modelling our 376 method performs better than classical quantile regression estimation. The poorer performance 377 obtained using quantreg might be partly explained by the fact that is not possible to constrain 378 the seasonal component to be cyclic.
379
To assess how good the approximation that the proposed method makes is (Equation (6)),
380
we compared the following quantity for both approaches:
where ρ τ is the check function in Equation (1), y i are the (noisy) simulated values,ŷ i are the 382 fitted values and n is the total number of observations.
383
As can be seen in Figure 10 , there are no differences in R n (β) between the two approaches 
387
For the more complex model including the interaction terms, it is not possible to compare Figure 10: Boxplots of R n (β) under the different simulation scenarios when the 95 th quantile model is estimated using the method proposed in this paper (lighter colours) and the quantreg package (darker colours) with SNR=4 (a) and SNR= 2 (b).
Discussion

391
Environmental processes are highly variable in both space and time and, as such, investigation in annual maxima series (Black, 1996) . In particular, two 'micro-climates' have been identified for the 2050s but that could locally exceed 25% (Werritty, 2002 
