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Résumé – Dans cet article, une nouvelle approche relative à l’indexation de la bonde sonore de documents audiovisuels est proposée, son but
est de détecter et d’identifier des sons clés (jingles). La localisation de ces unités sonores permet, par exemple, de structurer le flux sonore en
émissions (programmes). Chaque jingle, d’une longueur de une à quatre secondes ici, est représenté par une suite de vecteurs spectraux que nous
nommerons "signature" par la suite. La détection de candidats potentiels est effectuée en comparant la signature de chacun des jingles au flux de
données. Ce calcul de dissimilarité est réalisé avec la distance Euclidienne. Des règles heuristiques (basées sur des seuils) valident (confirment ou
annulent) le choix des candidats potentiels préalablement sélectionnés. Afin de vérifier la faisabilité de notre système et de valider notre approche,
des expériences sont réalisées sur des émissions télévisées et radiophoniques. Le volume de données, correspondant à trois chaînes de télévision
et trois stations de radio, est de l’ordre d’une dizaine d’heures. Le système est efficace car les premiers résultats sont très encourageants. En effet,
nous avons reconnu 130 jingles sur 132 avec un catalogue (tableau des jingles de référence) contenant 32 sons clés.
Abstract – This work addresses the soundtrack indexing of multimedia documents. Our purpose is to detect and locate one or many jingles
to structure the audio dataflow in program broadcasts (reports). Each jingle, from one to four seconds length, is commonly represented by a
sequence of spectral vectors, considered as its “signature”. Potential candidates are extracted from the data flow by computing an Euclidean
distance. They are validated with heuristic rules. The system evaluation is performed on TV and radio corpora (more than 10 hours, 3 TV
channels and 3 radio channels). First results show that the system is efficient: among 132 jingles to recognize, we have detected 130 with our
reference jingle table of 32 different key sounds.
1 Introduction
Le document audio ou la bande sonore d’un document au-
diovisuel est trŁs complexe puisqu’il rØsulte d’un mixage entre
plusieurs sources sonores. Si l’on se rØfŁre à la norme MPEG7,
indexer un document sonore signie rechercher les composantes
primaires (parole, musique), identier des sons clØs (applaud-
issements, effets spØciaux...), dØtecter et identier les locuteurs,
trouver des mots-clØs ou rechercher des thŁmes [1]. NØanmoins
tous ces systŁmes de dØtection prØsupposent l’extraction de
composantes acoustiques ØlØmentaires et homogŁnes. Dans la
plupart des Øtudes, cette Øtape consiste à faire une discrimina-
tion parole/musique.
Plusieurs tendances sont observØes. D’une part, dans la com-
munautØ des spØcialistes en musique, l’accent porte sur des
paramŁtres permettant de sØparer au mieux la musique du reste
(non-musique) [2]. Par exemple, le taux de passage par zØro
(Zero Crossing rate) et le centroïde spectral sont utilisØs pour
sØparer le bruit des parties voisØes (donc harmoniques) [3], [4]
tandis que la variation de la magnitude spectrale (le "Flux"
spectral) permet de dØtecter les continuitØs harmoniques [5].
D’autre part, dans la communautØ du traitement automatique
de la parole, les paramŁtres cepstraux sont privilØgiØs pour ex-
traire les zones de parole [6] et [7].
Dans une Øtude prØcØdente [8], nous avons fusionnØ ces deux
approches et obtenu de trŁs bons rØsultats. En effet, il n’Øtait
plus question pour nous de chercher à discriminer la parole
et la musique, mais à les caractØriser au mieux de façon in-
dØpendante. Dans cet article, une alternative à ce premier parti-
tionnement (parole/musique/autre) est proposØe. Celle-ci con-
siste à dØtecter des sons-clØs (appelØs communØment "jingles")
reprØsentant le dØbut et/ou la n d’une Ømission an de seg-
menter ou structurer le ux audio-visuel [9]. Il ne s’agit pas de
rechercher des thŁmes [10], mais plutôt de proposer une macro-
segmentation de l’audio en trouvant la structure temporelle des
programmes tØlØvisØs ou radiophoniques.
La section "reconnaissance de sons" du document de spØ-
cications de MPEG7 [11] propose une liste d’effets sonores
classØs en catØgories an de dØcrire les documents sonores. En
effet, les sons clØs de rØfØrence sont rØpertoriØs dans un tableau
dynamique : structurer un document sonore revient donc à dØ-
tecter et localiser les occurrences de ces sons clØs.
Notre Øtude se situe dans ce mŒme cadre scientique. Pour
nous, un jingle est un extrait sonore qui dure gØnØralement
quelques secondes. Il a pour but de prØsenter le dØbut ou la n
d’une Ømission (mØtØo, journal, publicitØ...) ou d’attirer l’atten-
tion de l’auditeur. Celui-ci a la particularitØ de pouvoir aussi
bien contenir de la musique que de la parole ou du bruit. Il
est, de plus, gØnØralement redondant. Nous appelons "jingle
de rØfØrence", une occurrence de celui-ci. Ce descripteur au-
dio "bas niveau" est basØ sur une analyse spectrale. La distance
Euclidienne est utilisØe comme mesure de dissimilaritØ.
Cet article est divisØ en deux parties. La premiŁre section
prØsente le systŁme global de classication qui permet de dØ-
tecter et d’identier les jingles prØsents dans le ux sonore à
condition que ceux-ci fassent partis de notre catalogue de sons
clØs. La seconde section permet de valider notre approche par
des expØriences effectuØes sur des documents audiovisuels et
radiophoniques.
2 Le système de classification
Le systŁme de classication (gure 1) est divisØ en trois
modules classiquement utilisØs dans un problŁme de reconnais-
sance de formes :
• le prØtraitement acoustique permet de caractØriser au mieux
le signal par une suite de vecteurs an de comparer ceux-
ci à la signature de chacun de nos jingles.
• la phase de dØtection propose des candidats potentiels issus
de la comparaison par la distance Euclidienne.
• l’identication conrme ou annule le choix des candidats
grâce à des heuristiques (seuils).
FIG. 1: Le système global de détection et d’identification des
jingles.
2.1 Prétraitement acoustique
Ce prØtraitement acoustique est basØ sur une analyse spec-
trale (gure 2).
FIG. 2: Extraction des paramètres par analyse spectrale.
Le signal est dØcoupØ en trames de 32 ms avec recouvre-
ment sur la moitiØ. Pour chaque trame d’analyse, une accentu-
ation des aigus et un calcul du fenŒtrage sont effectuØs (Ham-
ming). Les coefcients spectraux sont alors crØØs à la suite du
calcul des Ønergies dans les ltres par la FFT (TransformØe
de Fourier) et d’une pondØration triangulaire (ltrage). Les l-
tres, couvrant la plage de frØquences [100 Hz - 8000 Hz], ont
ØtØ testØs lors d’une Øtude prØcØdente sur la classication pa-
role/musique [12].
An de ne pas tenir compte du facteur bruit/intensitØ qui peut
varier au cours du temps ou des enregistrements, les spectres
sont normalisØs par leur Ønergie respective. Ainsi, 29 coef-
cients spectraux sont extraits.
2.2 Détection
Un jingle de rØfØrence, appartenant à notre catalogue de sons
clØs, est caractØrisØ par une suite de N vecteurs spectraux que
nous appelons "signature" du jingle. Cette valeur N correspond
au nombre de fenŒtres d’analyse. La dØtection consiste à trou-
ver cette sØquence (suite de vecteurs) dans le ux de donnØes à
analyser. La distance Euclidienne est utilisØe an de comparer
la signature (du jingle) et le signal (lui aussi reprØsentØ par une
suite de vecteurs spectraux).
Cette comparaison s’effectue avec un pas de S vecteurs (g-
ure 3).
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FIG. 3: Comparaison entre le jingle et le corpus par distance
Euclidienne.
Les candidats potentiels sont sØlectionnØs comme Øtant des
minima locaux. En effet, la valeur moyenne de la distance sig-
nature/ux est calculØe. Si la distance courante est infØrieure à
la moitiØ de celle-ci, notØe M dans la gure 5, cette distance
est considØrØe comme une valeur minimale. Seuls les minima
locaux, correspondants à ces valeurs minimales, sont dØtectØs
comme des jingles potentiels (gure 4).
2.3 Identification
La gure 4 est un exemple de rØsultats obtenus en calcu-
lant la distance Euclidienne entre la signature d’un jingle de
rØfØrence et un chier signal.
Nous pouvons observer cinq minima principaux qui ont ØtØ
dØtectØs dans l’Øtape prØcØdente (cf. 2.2). Les deux premiers
correspondent à un "bon" jingle : il s’agit d’un jingle prØsent
dans le catalogue de sons-clØs. Les trois autres sont bien des
jingles mais n’appartiennent pas au catalogue. Ils ressemblent
fortement aux deux premiers car les sons (notes) qui composent
ces jingles sont les mŒme mais passØs dans un ordre diffØrent.
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FIG. 4: Distance Euclidienne lors de la détection du "jingle
M6" sur 3 minutes du "corpus M6".
An de sØlectionner les "bons" jingles, nous proposons le
processus suivant. Nous nous sommes aperçus que tous les
minima correspondants à un jingle de rØfØrence, ont une partic-
ularitØ commune. En effet, ils sont reprØsentØs sans exception
par un pic trŁs n. Ainsi, nous analysons la largeur des pics de
chacun des minima locaux.
Pour cela, nous calculons (cf. gure 5) :
 h la valeur courante du minima local.
 L la largeur du pic à la hauteur H . H correspond à la
hauteur à laquelle la largeur doit Œtre estimØe. Naturelle-
ment H et h sont liØs (cf. 3.2).
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FIG. 5: Identification des “bons” jingles par analyse de chacun
des pics correspondant aux minima locaux détectés précédem-
ment.
Nous avons introduit un seuil λ. Si L < λ, le pic est n et le
minimum local est considØrØ comme un bon jingle. Sinon, le
candidat est rejetØ (mauvais jingle).
Remarque : le seuil λ doit Œtre proportionnel à N .
3 Expériences
3.1 Corpus
Notre base de donnØes est composØe de six corpora diffØrents
(table 1). La durØe totale est d’environ 10 heures. Cette base a
ØtØ ØchantillonnØe à 16 kHz.
TAB. 1: Description de la base de données.
Corpus DurØe Jingles Occurrences
France 3 15 min 1 4
M6 15 min 1 16
Canal+ 30 min 1 6
France Info 60 min 1 12
RFI 360 min 3 60
PublicitØs 90 min 25 34
Total 570 min 32 132
• Le corpus France Info est composØe d’Ømissions de radio
et pour la plupart des informations composØes d’actual-
itØs, de reportages, de sports et de la mØtØo. Il y a aussi
quelques chansons et des publicitØs.
• Le corpus France 3 est un corpus tØlØvisuel avec 2 chan-
sons et diverses publicitØs.
• Les corpora Canal+ et M6 correspondent à des journaux
d’informations de la tØlØvision française.
• Le corpus RFI est multilingue (Français, Anglais et Es-
pagnol) avec une majoritØ d’interviews, de reportages et
d’informations de Radio France Internationale (RFI).
• Le dernier corpus est une compilation de plusieurs public-
itØs tØlØvisuelles et radiophoniques.
La durØe d’un jingle varie de une à quatre secondes. Les jin-
gles de rØfØrences (ou sons clØs) sont une sØlection des jingles
prØsents dans la base de donnØes. Notre catalogue de sons clØs
est composØ de 32 jingles diffØrents. Plus de 200 jingles appa-
raissent dans notre base de donnØes. Notre but est de dØtecter
et d’identier seulement les jingles identiques à ceux de notre
catalogue de sons clØs ou superposØs à de la parole si le prØsen-
tateur parle durant le jingle. Finalement, nous avons 132 jingles
à reconnaître sur les 200.
3.2 Apprentissage
An d’implØmenter notre mØthode d’identication, nous de-
vons tout d’abord xer les paramŁtres S, H et λ. Pour cela,
nous avons examinØ le comportement de la distance Euclidi-
enne entre les jingles de rØfØrence et le corpus France 3. Nous
nous sommes aperçus que S pouvait Œtre trŁs grand sans pour
autant que les rØsultats soient dØgradØs. Ce dØlai important (supØrieur
à une seconde pour un corpus ØchantillonnØ à 16 kHz) permet
au systŁme de fonctionner en temps rØel.
Nous avons xØ H : H = α.h, avec α correspondant à une
constante (α = log2).
Le seuil de rejet λ correspond au rapport entre la durØe du
jingle de rØfØrence N et le pas d’analyse S.
Experimentalement nous choisissons : λ = 5 ∗ N/S.
3.3 Resultats
Nous avons testØ chaque jingle de rØfØrence sur tous les cor-
pora (table 2). Sur les 132 jingles que nous devions identier,
nous en avons dØtectØ 130, soit 98,5% de taux de reconnais-
sance. Les deux seuls jingles omis (France Info et un jingle
publicitaire) sont complŁtement recouverts de parole et leur pic
est dans ce cas trop large (gure 4).
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FIG. 6: Exemple d’erreur (omission) du “jingle France Info”
sur un extrait du corpus France Info (3 minutes).
La dØtection est excellente : nous n’avons aucune fausse alarme
et seulement deux omissions alors que d’autres jingles (n’ap-
partenant pas au catalogue de sons clØs) sont prØsents dans la
base de donnØes.
Bien que la base de donnØes soit trŁs variØe, notamment
par la diffØrence des enregistrements entre les programmes de
tØlØvision et ceux de radio et la nature des Ømissions, le sys-
tŁme possŁde un comportement trŁs satisfaisant. En outre, ces
expØriences prouvent la robustesse de notre systŁme.
TAB. 2: Détection manuelle et automatique des jingles de
référence sur chacun des corpus.
Corpus DØtection auto DØtection manuelle
France 3 4 4
M6 16 16
Canal+ 6 6
France Info 11 12
RFI 60 60
PublicitØs 33 34
Total 130 132
Durant la phase d’Øvaluation, nous avons ØtudiØ la prØcision
de la dØtection. La localisation des jingles est trŁs bonne : la
diffØrence entre les localisations manuelle et automatique sont
trŁs faibles (infØrieur à 500 ms quelque soit le jingle). Dans une
optique d’indexation, oø gØnØralement les dØcisions sont prises
pour chaque seconde d’analyse, cette prØcision est sufsante.
Nous pouvons aussi noter que notre systŁme fonctionne en
temps rØel. En effet, pour traiter un chier sonore d’une heure
avec notre catalogue de 32 jingles de rØfØrence, moins d’une
heure est nØcessaire en utilisant un processeur AMD cadencØ à
1,4 GHz.
4 Discussion
Dans cet article, une nouvelle approche relative à la classi-
cation de la bande sonore est proposØe, son but est d’indexer
les documents sonores. Nous avons prØsentØ pour cela un sys-
tŁme de dØtection et d’identication de jingles (ou sons clØs)
basØ sur un calcul de distance euclidienne dans le domaine
spectral. Cette mØthode est assez simple mais, nØanmoins les
rØsultats sont excellents. En effet, nous n’observons aucune
fausse alarme et seulement deux omissions dans des condi-
tions extrŒmes : de la parole est superposØe au jingle pendant
l’intégralité de celui-ci. La localisation est trŁs satisfaisante :
nous pouvons dØterminer le dØbut d’un jingle avec une marge
infØrieure à la demi-seconde, ce qui est largement sufsant pour
une tâche d’indexation.
Notre systŁme peut Œtre considØrØ comme efcace par sa
simplicitØ (seulement basØ sur une analyse spectrale), sa ra-
piditØ (temps rØel), sa robustesse (indØpendant du corpus) et la
qualitØ de ses rØsultats. Il peut Œtre utilisØ pour une description
des documents sonore de plus haut niveau, de maniŁre à par
exemple structurer ou classer en Ømissions (programmes).
Ce travail devra Œtre prolongØ en y ajoutant une macro seg-
mentation visuelle [13] an de dØnir une signature audio/vidØo
des Ømissions et trouver une mesure de dissimilaritØ audiovi-
suelle.
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