Clustering by fast search and find of density peaks published on journal Science in 2014 is a density-based clustering technique, which is not only unnecessary to determine the number of clusters in advance, but also able to recognize the clusters of arbitrary shapes. Due to a manual selection of clustering centers on a decision graph, samples which belong to one cluster may be assigned to two or more clusters and vice versa. On assumption that boundary points which keep comparable densities with cluster centers should be regarded as inner points, we make a new method which not only can find all possible clusters automatically but also can combine those with similarities simultaneously to obtain the final clusters. Unlike clustering by fast search and find of density peaks, we only focus on densities with discarding the relative metric which measures the minimum distance between a cluster center and a point with a higher density. Qualitative and quantitative experimental results on sufficient datasets demonstrate the effectiveness of our method.
I. INTRODUCTION
Clustering by fast search and find of density peaks [1] , which can discover arbitrary shapes regardless of determining the number of clusters in advance, has yielded good performance in many fields. In contrast with density-based clustering such as DBSCAN [2] , DBCLASD [3] and DENCLUE [4] , etc., this method asserts no need of choosing any threshold in advance. However, cluster centers have to be interactively appointed on a decision graph. When cluster centers are manually selected, samples derived from an original cluster might be inappropriately divided and vice versa. In fact, this phenomenon can be shown in Fig. 1(a) . Intuitively, one may choose one to six points to be cluster centers on the decision graph.
Many approaches have been proposed for further improvements. Several of prevailing literatures are listed as follows. Density-ratio is proposed for discovering clusters with varying densities [5] . A nonparametric method is presented for both selection of the cutoff distance and boundary The associate editor coordinating the review of this article and approving it for publication was Qilian Liang. correction of the kernel density estimation via heat diffusion [6] . Besides, a fuzzy clustering is proposed for adaptively selecting the cluster centers effectively [7] . A comparison whether the minimum distance between a cluster center and a point with a higher density is large or not is made [8] . In order to calculate the similarity between points, shared neighbor information is additionally invoked [9] . In addition, a novel statistical outlier detection method is designed to identify cluster centers [10] .
In fact, the clustering method named as fast search and find of density peaks (DPC) is based on two assumptions. Firstly, the cluster center within each cluster keeps a highest local density. That is to say, any sample with a density larger than a cluster center should belong to another cluster other than this one. Secondly, any distance between a cluster center and a sample which not only keeps a higher local density but also derives from a different cluster, is commonly large.
As a matter of fact, the application of the second assumption that metric δ measures a local separation by computing the minimum distance between a current point and another one with a higher density for finding cluster centers keeps a small flaw. Taking the samples of the cluster labeled wathet in Fig. 1(b) as an example, the metric δ of its cluster center corresponding to the wathet point in Fig. 1(a) becomes smaller when the samples of the cluster labeled wathet in Fig. 1 (b) move closer to the point (i.e., marked as icon ''+'') not only with a higher density than the cluster center but also keeping a minimum distance to it. At last, the cluster labeled wathet may be wrongly merged into the cluster labeled ochre, due to an intuitively small δ on the decision graph. This trend can be seen along the dotted arrows, which are correspondingly shown in Fig. 1(a) and Fig. 1(b) . Therefore, metric δ is to be discarded.
Focusing only on densities, we propose a new clustering method for automatic find of density peaks. In fact, automatic clustering derives from the fact that samples can be stratified into cluster centers, inner points and boundary points according to their densities. Firstly, we sort all the samples with their densities in descending order. Secondly, we categorize densities using GMM-based model selection for further merging step considering the one-dimensional characteristics of densities. Last but most important, we present an algorithm to traverse all the samples for automatically finding clusters as many as possible and combining those with similarities on assumption that boundary points which keep comparable densities with cluster centers should be considered to be inner points. Qualitative and quantitative experimental results on sufficient datasets distinctly demonstrate the effectiveness of our method.
II. BACKGROUND
We denote a dataset as D = {x i |i = 1, 2, 3, . . . , n}, where n represents the sample size. The local density ρ i of sample i is defined as
where χ(x) = 1 if x < 0 and χ (x) = 0 otherwise, and d ij is a distance of sample i from sample j. d c is a cutoff distance, which generally takes the first 2% of all distances based on experience. Here, the local density ρ i represents the number of samples with their distances from sample i less than d c . Gaussian density is also considered when data is rare, which is defined as
As to the invoked GMM-based model selection [11] which helps to stratify densities of samples, it refers to a penalized likelihood for estimating finite Gaussian mixture models and a modified EM algorithm to simultaneously select the number of components and estimate the unknown parameters. For the sake of simplicity, one can choose the python package sklearn.mixture.gaussian as alternative.
III. PROPOSED METHOD
When δ is discarded, what needs to be concerned is only ρ. Following the first assumption of DPC, a point with the maximum density must be a cluster center. Thus, what needs to be done first is to sort all the samples in descending order according to their densities. Besides, any point i with a high density may be a cluster center or an inner point, but not a cluster boundary (i.e., its neighboring points j with d ij < d c are assigned to different clusters). That's to say, if a point keeps a comparable density with an assigned cluster center, it cannot be a cluster boundary. This just provides a strategy to decide whether to merge clusters or not. Therefore, density categorization is to be made right before clustering of local densities.
A. SAMPLE REORDERING
We first calculate the local density ρ i of each sample i using equation (2) by taking the first 2% of all Euclidean distances as the cutoff value d c , considering the limited sample size of data. Sample j is viewed as a neighboring point of sample i,
Then, all samples are sorted with their densities in descending order for further calculation, which is expressed as a density vector P where P = (ρ 1 , ρ 2 , . . . , ρ n ).
B. DENSITY CATEGORIZATION
Then, we categorize one-dimensional densities into groups using GMM-based model selection [11] and make a densitybased decision graph, as shown in Fig. 1(c) . Here, the transverse axis refers to the densities with their values labeled as black scatters attached to the axis. The cyan bars correspond to histograms. The dashed lines refer to probability densities of the obtained Gaussian distributions, which are expressed as a density Gaussian set G where G = {g 1 , g 2 , . . . , g k }.
It can be seen in Fig. 1 (c) that the boundary point labeled red keeps a comparable density with two cluster centers labeled purple and green, for their densities fall into a same Gauss. The obtained categories are used for further cluster merging step.
C. CLUSTERING OF LOCAL DENSITIES
We focus on ρ which is considered as a global calculation rather than δ. After calculating ρ i of each sample i, sequencing them in descending order and fulfilling density categorization, we begin to traverse all the samples in that order. The corresponding algorithm is illustrated in Algorithm 1.
Here, N (i) denotes the set of sample index corresponding to the neighboring points of current point i. Besides, λ N (i) refers to the corresponding labels. For each point, we judge whether its neighboring points with greater densities belong to any existing cluster. If its neighboring points with higher densities are all assigned to a same cluster, the current point must be also assigned to that cluster. If its neighboring points with greater densities are assigned to several clusters, it will need to be further judged whether there is a cluster which a neighboring point belongs to and its cluster center keeps the same Gaussian distribution of density as the current point does. That is, ρ i and min ρ C S ∈g r , where C S is a subset of set C and serves as the set of sample index corresponding to the neighboring label set S. If so, clusters which the neighboring points belong to are to be merged into one. If not, the current point will be assigned to the cluster which keeps the labeled point with the minimum distance to the point being assigned.
Algorithm 1 Clustering After Sample Reordering and Density Categorization
Require:
Density vector P = (ρ 1 , ρ 2 , . . . , ρ n ), each component of which is sorted in descending order If its neighboring points don't belong to any existing cluster, it will also need to be further judged whether the point being assigned has fallen into the minimum Gaussian distribution of density or its density is zero. If so, it will be regarded as noise with its label λ i = 0. Otherwise, it may be viewed as a new cluster center. In that case, we'll make a new cluster center label and put the sample index into the cluster center set C.
IV. EXPERIMENTAL RESULTS
In order to show the effectiveness of our method, we generate a synthetic dataset illustrated in Fig. 1 . In turn, the decision graph and the clustering result using DPC [1] are shown in Fig. 1(a) and Fig. 1(b) . A density-based decision graph and an automatic clustering result using our approach are listed in Fig. 1(c) and Fig. 1(d) , respectively. It can be apparently seen that the proposed automatic clustering method keeps a better result than clustering using DPC.
In addition, we select 15 groups of artificial data to test the effectiveness of our algorithm by comparing with DPC [1] , DBSCAN [2] , DPC via heat diffusion (DPC-HD) [6] and fuzzy clustering by DPC (Fuzzy-DPC) [7] . We make FIGURE 2. Qualitative results of clustering on data S1, S2, S3 and S4 [12] . comparisons with the four algorithms because of their similarities in methods. DPC utilizes the order of local densities. As to DBSCAN, it considers density neighborhood for assignment. On each data, we use the iterative way, select the respective optimal parameters, and perform multiple clustering operations to list the optimal experimental results. Corresponding parameters are listed in Table 1 . Noise is considered to be in existence by default. Anyway, noise is also thought to be not existent in order to show better results using pure DPC (i.e., ''DPC'' rather than ''DPC with noise'' or ''DPC + noise''). As to GMM model selection before A-DPC, the initial number of components is 15. K-means is used for calculation of the initial weights. The convergence threshold and the maximum number of iteration are 0.001 and 100, respectively.
Firstly, we select a dataset containing four data [12] (i.e., S1, S2, S3 and S4) for making qualitative and quantitative comparisons among DPC [1] , DBSCAN [2] , DPC-HD [6] , Fuzzy-DPC [7] and our automatic DPC (A-DPC). Considering that all the four data are of no original labels, we select three internal criteria, i.e., Davies-Bouldin score (DBI) [13] , Silhouette coefficient (SC) [14] and Quantitative results of clustering on data S1, S2, S3 and S4 [12] . Calinski-harabasz score (CH) [15] , for evaluating the effectiveness of our method. Qualitative and quantitative experimental results are listed in Fig. 2 and Table 2 , respectively.
In Fig. 2 , it can be seen that all the five methods can find appropriate clusters due to a good distribution of data (i.e., high densities within a cluster and low boundary densities). Experimental results on data S1, S2, S3 and S4 illustrate more noise points using DPC with noise, regarding the maximum density of boundary points between each two clusters to be a threshold for noise. Due to large thresholds, inner points with smaller densities are viewed as noise. As to DBSCAN, noise is considered as the points which are not core points and cannot not be connected to core points. The parameter MinPts is used to measure core points. The bigger MinPts is, the less core points are obtained. As a result, more noise is illustrated. On the contrary, clusters are more likely to be wrongly merged due to a smaller MinPts. Our approach can divide points into more appropriate clusters, for noise can be recognized more properly using GMM-based model selection on densities other than a hard threshold. Besides, DPC, DPC-HD and Fuzzy-DPC achieve better performance for neglecting the existence of noise.
In Table 2 , DPC, DPC-HD and Fuzzy-DPC also achieve better DBI, SC and CH scores. When noise is considered, A-DPC rather than DPC with noise and DBSCAN shows good performance, for it achieves better SC and CH scores. However, DBI scores of A-DPC are inferior. The more noise is discovered, the smaller distances within each cluster are obtained. That is why DPC with noise and DBSCAN own smaller DBI scores.
Secondly, we select six data (i.e., Aggregation [16] , Compound [17] , Flame [18] , D31 [19] , R15 [19] and Spiral [20] ) for making qualitative and quantitative comparisons among DPC [1] , DBSCAN [2] , DPC-HD [6] , Fuzzy-DPC [7] and A-DPC. Since all the six data keep original labels, we select three external criteria, i.e., Mutual Information (MI) [21] , Adjusted Rand Score (ARI) [22] and Fowlckes-Mallows Index (FMI) [23] , for evaluating the effectiveness of our method. Qualitative and quantitative experimental results are illustrated in Fig. 3 and Table 3 , respectively.
In Fig. 3 , it can be seen that out A-DPC almost obeys the original distributions for keeping the same number of clusters and eliminating the right noises; whereas, clustering by other methods doesn't. Immediate experimental results can be seen on Compound using DPC, DBSCAN, DPC-HD, Fuzzy-DPC and our A-DPC, respectively.
In Table 3 , the clustering results on Flame, D31 and R15 using our A-DPC are a little different with the original sample distributions. Without considering noise, DPC performs the best experimental results. As to Flame shown in the third row of Fig. 3 , two scatters on the top left corner of the space are labeled to the cluster with blue color, which makes A-DPC achieve slightly lower MI, ARI and FMI scores. Anyway, our approach still makes better quantitative clustering results with larger MI, ARI and FMI values in general.
Thirdly, we select two more data (i.e., Pathbased [20] and Jain [24] ) for making qualitative and quantitative comparisons among DPC [1] , DBSCAN [2] , DPC-HD [6] , Fuzzy-DPC [7] and our A-DPC. Since both of the two data continue to keep original labels, the three external criteria, i.e., Mutual Information (MI) [21] , Adjusted Rand Score (ARI) [22] and Fowlckes-Mallows Index (FMI) [23] , are still selected for evaluating the effectiveness of our method. Qualitative and quantitative experimental results are illustrated in Fig. 4 and Table 4 , respectively.
Both qualitative and quantitative analyses illustrate poor results, due to small sample size which leads to an unbalanced density distribution. In order to make density equalized, we supply 25 and 31 points (expressed as ''+'') to Pathbased and Jain, respectively. The corresponding qualitative and quantitative results are listed in the third and fourth row of Fig. 4 and Table 4 . It can been seen that our method keeps the best results, which demonstrates the effectiveness of our method.
From Fig. 2 to Fig. 4 , it can be concluded that A-DPC is an automatic density-based clustering method, which is robust to noise and sensitive to unbalanced density distributions among clusters. In order to further confirm these facts, additional experiments are performed on three more data [25] (i.e., T48k, T58k and T170k) for making further comparisons among DPC [1] , DBSCAN [2] , DPC-HD [6] , Fuzzy-DPC [7] and A-DPC. Qualitative experimental results are illustrated in Fig. 5 .
In Fig. 5 , our A-DPC shows robustness to noise. Both A-DPC and DBSCAN achieve better results than DPC, DPC with noise, DPC-HD and Fuzzy-DPC on data T48k. As to data T58k, our A-DPC is the only method that not only can successfully accomplish clustering but also can eliminate the effect of noise. Due to unbalanced density distributions, A-DPC almost achieves the appropriate clusters as DBSCAN does on data T170k. From Fig. 3 to Fig. 5 , it always can be discovered that unexpected clusters are generated using DPC-HD [6] and Fuzzy-DPC [7] . Although improvements have already been made on DPC [1] , metric δ is still utilized. DPC-HD applies kernels to calculation of local densities in order to improve DPC. As to Fuzzy-DPC, cluster centers are automatically selected using hard thresholds of ρ and δ; moreover, temporary clusters are to be merged if one cluster resides at a d c distance from other cluster with average density. In contrast, A-DPC works for discarding δ and automatically merging clusters considering density comparability between a boundary point and cluster centers.
Ultimately, we apply A-DPC to Olivetti Face Database [26] with its first 100 images under treatement. The similarity between two images is computed by following [27] . Qualitative experimental results are shown in Fig. 6 . Here, faces with the same color belong to the same cluster, whereas gray images are not assigned to any cluster. Besides, cluster centers are labeled with white circles. It can been seen that we successfully categorize 56 images compared with 38 recognized images using DPC [1] , which demonstrates the effectiveness of our method.
V. CONCLUSION AND PERSPECTIVE
In this paper, we make a new clustering method (namely A-DPC) for automatic find of density peaks. Focusing only on local densities, A-DPC is separated from DPC which also considers the metric which measures the minimum distance between a cluster center and a point with a higher density. All the samples are sequenced with their densities in descending order. Then, we categorize densities using GMM-based model selection considering the one-dimensional characteristics of densities, which helps to measure the density comparability between a boundary point and some cluster center(s) of its neighboring point(s). On assumption that boundary points which keep comparable densities with cluster centers should be regarded as inner points, an algorithm is proposed to traverse all the samples for automatically finding clusters and combining those with similarities simultaneously. Experimental results show that A-DPC is robust to noise and sensitive to unbalanced density distributions among clusters.
Apart from unbalanced density distributions among clusters, d c is also an important condition for judging densities and connectivity. Different selection of d c may affect cluster results. When d c is small enough, all points will be isolated, which makes each point be a cluster. As d c becomes large enough, all points will be grouped into one cluster. According to experience, we generally take the first 2% of all distances as DPC does. How to set this parameter more reasonably will be discussed in the near future.
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