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0. INTRODUCTION 
The Cauchy problem for perturbations of the system of partial differen- 
tial equations known as Maxwell’s equations is the subject of this paper. 
The purpose of our investigation is at least two-fold. First, the pertur- 
bation of the Maxwell equations is rarely considered directly (for good 
reasons the reader will appreciate if he dare continue) so we take up this 
challenge, and, second, perturbations of the type considered here, which 
are not locally acting, offer a generality in formulation not available in the 
local case. In this connection a word about motivation is in order. The 
choice of the problem was dictated by an inspiration: is it possible, in 
general systems of equations, to formulate perturbation problems in terms 
of how propagation modes (for those trained to think in terms of waves) 
are forced to interact with each other by the perturbation. The Maxwell 
system is the simplest nontrivial setting in which to study this question. A 
plethora of mathematical uncertainties arise here and no doubt we have 
failed to address many of them in the most elegant fashion. All this is 
meant to point out that the problem we study is not motivated by any par- 
ticular physical model (though it is not difficult to think of some) but 
rather by a “new” mathematical idea. Hence the body of the paper is 
analysis, not model justification. The question of whether the mathematics 
done here is “pure” or “applied” then may be answered differently by dif- 
ferent persons. We think it “applied” in the best sense of the word. After the 
disclaimer it may be wise to speculate on physical interpretation. As to 
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what kinds of systems may be viewed in the way discussed here, we leave 
that to the reader, which is where the hard part is always left. The inter- 
pretation of the effect of perturbations like those studied below is made 
explicit by the mathematics and does not require, nor would it be possible 
to give, explanation here. It is worth noting now though that an 
extrapolation from the physical understanding yielded in the past by 
various perturbation problems for the Maxwell equations seems to tell us 
that the same kind of new insight may occur here. 
What forms such understanding may take is not part of our study but is 
a matter to be established by experimentation, observation, and perhaps 
the rethinking of “old’ problems, etc. 
The work here is to be regarded as a natural continuation of [3], which 
depends in turn upon several articles by J. R. Schulenberger et. al. (see 
II63 1. 
The informed reader will recognize on sight that the problem studied 
here is likely to be ill-posed in general and in very fact we are able to show 
(construct) solutions for only restricted classes of initial data. It is a little 
unsatisfying but there evidently is no help for this. 
Our methodology is to use the nonstandard spectral theory of certain 
operators related to our stated PDE problem together with standard 
semigroup techniques. Again, the chief idea behind our construction is that 
the perturbation does not “mix” the stationary and antistationary data in 
arbitrary fashion but in a controlled way about which we have very specific 
quantitative information. This paper is organized into two sections beyond 
this one (which contains a brief review of required material from [3]) with 
Section 1 a discussion of the problem of eigenfunctions and Section 2 the 
Cauchy problem proper. 
For convenience we review some of the material from [3]. We study 
A(D, x) 2.4 = -iA u + B(u) (0.1) 
where A(D) is Maxwell’s operator: 
(O-2) 
u1 and U* represent the field vectors (electric and magnetic). The symbol 
A(p) of A(D) is a 6 x 6 Hermitian matrix of rank 4. We shall use @ and @* 
to stand for the Fourier Iransformation and its adjoint, respectively. @f is 
also denoted by f and 3 denotes @*f as well. A(D) may be defined on 
L2([w3, C”) (the square integrable 6-space valued functions on [w3) as 
A(D) = @*A(p) @. (O-3) 
The space H= L2(iw3, C”) has the orthogonal direct sum decomposition 
H= H, 0 H,, where H, = P,H is the null space of (0.3) and H, = PH is its 
orthocomplement. 
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For Maxwell’s equations, HO is nontrivial and the same is true of the 
other wave propagation phenomena of classical physics, which therefore 
never have elliptic spatial part. 
In [3] we studied the steady-state wave propagation problem for 
A(D)+PB (0.4) 
on HI, where B was assumed to be an integral operator in momentum 
space with a kernel of Carleman type. There exist maps u, e*: [6] 
u: BL( R3, C’) @‘L2(R3, C2) -+ H 
CT*: H+ BL(R3, C2)@L2(R3, C’) 
(0.5) 
which have the property that 
Po=a and o*p = CT*. (0.6) 
Here BL(R3, C2) consists of the completion of Y(R3, C2) in the Hilbert 
space norm 
Ilfllk=~R3 IPI’ Ill 4 (0.7) 
,40(R3, C2) denoting the rapidly decreasing functions on R3 with values in 
c2. 
Explicitly 
P, = @*B,(p) CD (0.8) 
P= @*P(p) CD= @*B+(p) a+ @*P-(p) 4rJ (0.9) 
u = @*d(p) CD (0.10) 
CT* = @*6*(p) CD (0.11) 
with 
PQP 0 
PO(P) = 
lplz 
3x3 
[ I 0 P@P 3x3 (pl2 
i 
(PA) 
b,(p)= 
--iiF 
$f2 
*$2 
(P*)2 
--iz- 1 
(0.12) 
(0.13) 
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2’%(p) = (2(wf + w;))-“* a(w) IPI 03x2 o 
3x2 ib( w) 1 (0.14) 
2”2cf*(p)=(2(w;+ w$))-“2 (0.15) 
where (w= p/lpi = (w,, w2, w3)) and 
b(w) = 
(0.16) 
(0.17) 
In (0.12), (0.13) 
[ 
2 
Pl PlP2 PIP3 
POP= PIP2 P: P2P3 
I 
(0.18) 
PlP2 P3P2 Pi 
and 
PA= P3 0 
[ 
0 -P3 P2 
-PI * 
I -P* Pl 0 
(0.19) 
We assumed in [3] that the “kernel” of B, &x, JJ) had the property that 
P images of its columns are 6 images and that the 8 preimage has certain 
asymptotic properties: 
(1) o*PBu=(@*K)f where KEL~([W~, @16) and a*u=f; 
(2) {(@*K)(x)(l + /xl)“‘+“} EL’([W~, Ci6) and 
(3) k,j(x)~L1(R3) for i= 1,2, 1 <jj4, where K= (k,,). 
It was shown in [3] that on H1, A(D) + B may have eigenvalues scat- 
tered throughout the plane with the real axis containing the essential spec- 
trum where 1 $ a(X) with 
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(See Theorem 2.11 of [3].) As noted in [3] &factors as K2K1 = K, K2 with 
sup s Ix- A-* Kl(Y)12 4< a5 I @ 
(0.21) 
and Kz E L2(R3, C16). 
For purposes of our work here we shall further assume that 
(4) kti(x)~L1(R3)1Qi<4, j=3,4, and K2~L~0C(R3,@‘6), and 
&(H* 0 H’) c H’ 0 L* where H’ and H* are the usual Sobolev spaces. 
Under Fourier transformation, 
R,(~)=o*{A(D)-<I}-’ (0.22) 
may be written as 
R(p, ()6=i 
ti 
IPl*-t* O 
-1 
IPl*-5* O 
0 5i 
IP12-r2 O 
-1 
b4*-5* 
IPI 
lPl*-t* O 
5i 
IPI’4’ O 
0 IPl2 
lPlZ-t2 O 
ti 
lPI*-t* 
fs*. (0.23) 
(im 5 #O). 
In the following sections we will be working under the assumption that 
P,B is a compact operator. This is true, for example, if P,(p) @,B( ., y) is 
square integrable jointly in p and y. In any case we shall assume that for 
“fEH> 
pow= f PL,(f, $1) 4, (0.24) 
r=l 
where {II/,} and { 4,) are orthonormal sequences and {#I ) c Ho. 
1. EIGENFUNCTION EXPANSIONS 
We note that if im L # 0, then 
(A(D)-II)- f=u 
is represented as (on H,) 
(1.1) 
(1.2) 
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and 
with 
Let 4( p) stand for the three eigenvaiues (each of multiplicity 
A(P), j= -1, 0, 1. Define the functions 
o*f=@*B@f (1.3) 
1 4PA )’ -Jp12 -- c=%n .I\= 2 Iii2 
--\Y’ ‘“J Ip12 _ 22 
l- 
1 
El 
4Pd2 . 
-(p12 1 
?(x, p)=(2n)~3’2el.r-P~,(p). 
(1.4) 
two) of 
(1.5) 
The q are then improper eigenfunctions for A(D) since 
(A(D)-lj(P)) !J$)(P,x)=O. 
Defining 
@*=B,@ 
(1.6) 
(1.7) 
then 
q& = a*, P,. 
These facts immediately show that 
@,A = A,(P) @,3 j= -l,O, 1. 
Since 
(1.8) 
(1.9) 
Y/yx, p) = (27q3’2 c’““PP,(p), 
we have the expansions 
f=lpq& J=@J 
which can be written 
(1.10) 
(1.11) 
J(p) = 1.i.m. M-r  ,x,<M qYx> P)*f(x)dx s, (1.12) 
and 
f(x) = i 1.i.m. 1 
,= -* ,+f-m IPI 4.u 
f+, P) J(P) dp. (1.13) 
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Equation (1.13) implies that 
To construct the eigenfunctions for the perturbed problem we seek first 
matrix-valued functions Y,(x, p, A) which are (formally) solutions to 
with limits (j= -1, 1) 
yF (x, P) = Fyo yj(x, P, Iz,(P) f iE). (1.16) 
It is apparent that the limits (1.16) will fail to exist when l,(p)~ 9’ (see 
Lemma (3.1) of [3]). Thus at best we can obtain an expansion valid in a 
subspace of H,. This subspace is an analog of the “absolutely continuous” 
subspace for a selfadjoint operator; however, it will fail to be a closed sub- 
space in general. The setting of Eq. (1.15) is difhcult to deal with especially 
since we shall require adjoint eigenfunctions to furnish any sort of expan- 
sion analogous to ( 1.13). 
Let 
L = o*/!(D) (T + c*PBo (1.17) 
on BL(R3, C*) 0 L2(R3, C2). Then the resolvent of L, R(A), can be written 
as 
R(l) = &(,I) - R,,(A) a*PBoR(I), (1.18) 
leading to the “kernel” equation 
W, Y, 1) = R,(x, y, 1) - iR3 R,(x, y, A) a*PBaR(z, y, A) dz. (1.19) 
Here R,(x, y, A) is given by @*A(., A.) (see (0.23) above), and (1.18) holds 
by an appeal to the proof of (2.7) of [3], and assumption (4). 
R,(x, y, A) may be decomposed as 
Mx, Yv 1) = mx, Y) +&(x9 Y, A) (1.20) 
where 
0 0 0 0 
B,(x,y)=i 0 0 0 0 
6(x-y) 0 0 0 
0 6(x-y) 0 0 
I (1.21) 
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and I 0 i 0 
rrexp(+i3, lx-yl) 0 
&(x,y,I)=i z 
J 
0 i 
IX-Y1 i 1 -A20 LO’ (1.22) 0 -A2 0 i 
As in [3] we define 
s(n)=(I+~++K,D,(i)K2)-‘, (1.23) 
then s(1) is a bounded operator on Hilbert space for all I E C\S (see 
Lemma 2.10 [3]) with values s+(J), s-(n) for J.g:bS+\S and J,EC-\S, 
respectively. Set 
where 
Y*(*,P, 4=fw w*,p, A) (1.24) 
FAX, P, 1) = K,(x) fib(w, A) d*(P) (1.25) 
and 
~b(x,P,~)=(lp12-12)~~RO(X,.,~). (1.26) 
Then for im 1# 0, 
$‘(x, P, A) = fG( X,P, 1)-K,&@) K2!v*,p, A). (1.27) 
It is easily seen that & is smooth and bounded in (x,p) for all 2 and is 
smooth (analytic) in II. 
LEMMA 1.1. The columns Y’,(.,p, A.),, 1<1<6, of Y’,(.,p, 1) are con- 
tinuous L2 0 L2-valued functions of (p, I) E (R3\ (0) x A *, where 
A, t cc\S. (That is, A, c cC+\S, A_ c CC-\S.) 
Proof: 
since 
YIJX, P, 1) = w3’2 MP, A) K,(x) d*(P). (1.28) 
104 
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IIfGJ.9 PI,&)- %+(~4,, ~,)I/* 
and 
<c 
s l.k1,W dXWP1, ~,)-wJ,v ~*)I2 
(1.29) 
..:,llS(3+~) V-J212 (1.30) 
llvlb,(~Jb A*)- ulb,LP,~ ~2)112 
G2 112l* Il~,(~)Cexp(~(~~~)-exp~(~~~2)lf(~,)I12 
+2 li212 Ill, exp i(. OP~)~(P~) 
-K,(.)expi(~~p2)f(p,)l12 
=2 lA212 Ifb1)12 IIK,(.)Cexpi(.~p,)-expi(.~~,)ll~ 
+2 lP212 llk’,lli If(P2km)12 
where f(q) n = (VI, v],, V~)E R3\ (0) is equal to 
7 rllq3i 
--w 
iq2 iqi 
0 
ivlq3 9213 h + h2 
-7 --5 
PII IV -1112 -w- lr112 
fill112 r/2q3 S:+V: iv2 
lrlz 
-- - 
lrll lvll lrll 
-?2 VI 0 
irllv3 h2r13 iv: + id 
--ii7 --w --iP- 
(1.31) 
(1.32) 
Thus f(pl) -f(p2) as p1 --) p2 if (pII, (p21 L= E > 0 for all E > 0. Since 
II~,(.)Cexpi(.~pl)-expi(.~p2112 
GC, s I.kl,(x)l* dx IsI > R 
+c2 lP1-PA2 5 l~,(x)12 Ix12dx, (1.33) 
1x1 < R 
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we see that 
(P, A)+ %,LP, A) 
is uniformly continuous on compact subsets of ( R3\ (0)) x @ _+. Now the 
fact that s(A) is continuous on C +\S and @ -\S in the uniform norm 
shows that 
(P, A)+ Y*(.,P, 1) (1.34) 
are uniformly continuous on compact subsets of ( R3 \ { 0} ) x (C _ \ S). 
DEFINITION 1.2. Define the 6 x 6 matrix-valued functions !P,(x, p, A) 
and V, (x, P, 2) as 
(1) 
(2) 
V,(x9 P, A) = d(x) jR3 {mx, v) + &(x, y,} 
XK2(Y) *(Y,P, 1)4 
y’+ (x9 P, A) = 4x) Nx, p, A) - V/+ (x, p, A). 
(1.35) 
(1.36) 
THEOREM 1.3. V, (x, p, A) are bounded continuous functions in compact 
subsets of 
w3\ 101 x P3\ {OH x @.\S) 
Yy, is the unique solution to 
y’,(x, p, A) = d(x) exp(ixop) W, P, 2) - 4x1 jR3 (fi,(x, Y) 
+&(x, Y, 1) &.Y, 8*(y) yy,(y, P, 1) Q (1.37) 
for A 4 S. 
ProoJ: Multiplying Y*(x, y, A) by K,(x) c?*(x) we have !P’*(x, p, A) = 
K,(x) d*(x) Y’, (x, p, A). By (1.24), substitution into (1.35) yields (1.37). 
The required continuity of V, follows from Lemma (1.1) and by the fact 
that the first two rows of k are continuous together with 
<2C,(A) Ix1 -x2)’ jR3 ;:,: dx 
+ZC,(i)Ix,-x,[n(j~ln(~)$)M+~ (1.38) 
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where 
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d=/,., R ,-,$y’,,z dy (1.39) Y> 2 
and x,, x2E {x 1 1x1 CR). M=2 ess.,,,,~sup 11(J2. Since SAIn((u+ l)/ 
(U - 1)) du/u converges as an elementary improper integral, the theorem 
follows. 
THEOREM 1.4. The function !P+(x,p, I,(p)), Yy,(x,p, l-,(p)) sutisfv 
Eq. ( 1.15 ). The functions 
y!(-% PI = ~&(X3 P, &(PN@j(P) 4 S) (l*@) 
are thus the generalized eigenfunctions sought. Suppose (1.42) holds. 
There exist adjoint eigenfunctions y(x,p) for which Eqs. (1.12) and 
(1.13) are satisfied in the family of subspaces Y, (see Theorem 1.8). 
Proof. Note that the first term in the RHS of (1.15) is equal to the first 
term of the RHS of (1.37). The !P,(x, p) satisfy the “LippmanSchwinger” 
equation. The adjoint functions exist, where the adjoint of 
o*A(D) u + o*PHu 
is defined on the space L2(lR3, C’) @ BL(Iw3, C’), and the analogous 
arguments to those above hold for this system. 
Here the realization of cr and o* are the obverse mappings 8&,* with 
~dp)f=~ P(wf+ ~22))~~‘~ (ib(w)f’, lpl 4~13~) 
S;(p)?= $ (2(w: + w:))-“’ (-ib*(w)f’, JpJ-’ a*(w)3 “) 
(1.41) 
or, with our assumptions on I? 
(a*A(D) a)* = ao*A(D) u() 
(uku*)* = .,k*u: 
(1.42) 
and I?* has properties identical to those of k on BLO L*. (Again we 
assume 1 $ a(X).) 
That the expansion converges on certain subspaces of H, follows from 
Theorem ( 1.8) below. 
THEOREM 1.5. The limit 
1 
)1-“0 2ni s 
(R(I+i&)--R(A--k)[f,g)dA 
gn 
(1.43) 
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exists in L2@L2 for E6sIw’\S, where for 6>0, c&b= {tell ) Jtl<6-’ and 
It-s1 26 for all sES}. We have ~s,O~~=Iwl\S. 
Proof: We know that for A 4 S and E small, 
R(A + ie) - R(I - iv) 
= R,(1+ ir) - R,(A - ie) 
- R,(A+ ie) kR(A + k) + Ro(lZ - i&) kR(A - ie) (1.44) 
and therefore 
([R(A + in) - R(A - k)] f, g) 
= ( [R&I + is) - R,(I - is)] f, g) 
- (K, R(IZ + ie)f K,*R,(I - ie) g) 
+ (K, R(1- i&)f; KfR,(A + k) g). (1.45) 
Integration and application of the Schwartz inequality and Lemma 3.1 and 
Lemma 2.10 of [3] give the result. 
THEOREM 1.6. For each J$ there exists a boundedprojection p(J$) defined 
on L2 @ L2 and fixing BLO L2 n L2 @ L2 given by the limit (1.43). ~(8~) 
commutes with R(1) and R(A) - ‘. Furthermore, /.L( .) x can be extended as a 
countably additive vector measure on the Bore1 sets of IF!’ for any x in the 
range of p(k$), for some 6 satisfactory, 0 -C 6 c 1. The integral 
I f& (1.46) 
defines operators f(R(O)-‘) on 9(R(O)-‘) or some subspace thereof (see 
C51). 
Proof It is clear that the limit (1.43) defines a bounded bilinear form 
lu(.L db%&) with 
IPu(f, sNsl,N 6 C(d) Ilf II llgll. 
The Riesz theorem shows that 
(1.47) 
P(f, g)(6b) = M4s’s)f, g) (1.48) 
for some (unique) bounded operator ~(8~). That ~(8~) commutes with R(1) 
and R(1) - ’ follows by standard arguments. Since for a Bore1 set in & we 
have 
p(N) R(A)-’ = R(I)-’ p(N) (1.49) 
4091109,1-8 
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and 
R(A):BL@L2nL2@L2--,BL@L2nL2@L2 (1.50) 
we see that the range of p(. ) has the required properties. Now for any 
polynomial f, (R(0) ~ ’ = L) 
f(R(0)-1)p(&6)=~~0 j [R(A+is)-R(A-ic)]f(,I)dA (1.51) 
88 
with the inequality 
II f(W) ~’ )PL(~c,~) -x/l G SUP I f(~)l II-4 lM~)ll, lEdh 
for with I E &, 
(f(A) R(A+_ i&II < sup IS( lR(A + k) x, s)l 
1. t R,, (1.52) 
< sup If(i)I IIK,R(A+k)xll IlG&(JTi~)sll 
I EC?,< 
integration leads to the required inequality. 
The Weierstrass theorem, together with a routine approximation 
argument, shows that 
f-jE)f(4 d/J (1.53) 
defines an algebra map on the collection of bounded Bore1 functions. Since 
p(. ) x = p,(. ) is clearly weakly countably additive for x E Ud, 0 range 
(~(8~)) it is strongly countably additive by the Pettis theorem. Hence (1.53) 
may be extended to unbounded functions, see Theorem (2.11) of [S]. 
Equation (1.53) shows that ,n(N) is a projection. 
THEOREM 1.7. R(i) defines a family of strongly differentiable Fourier 
semigroups T6(t) on the range of p (= URzO range P(&~)). 
Proof. By the spectral representation (1.53) we have 
R(i)x=jRI $+, Aep(R(O)-‘) 
z 
where x E range p, and that 
T(t) x = jR, err’ dp,(z) 
(1.54) 
(1.55) 
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is strongly continuous by the bounded convergence theorem (see (2.11) of 
C51). 
The same result implies that the difference quotients 
S(t+h)x-cqt)x 
Converge to i%(t) R(O)-lx. (x~g(L)). 
Remark. If e is a Bore1 subset of some gab, then p(e) is continuous on 
9(R(O)- ‘) to itself with L2 0 L2-topology on its domain and the graph 
norm topology of R(O)-’ on its range. That is, let x, + x in 9(R(O)-‘) 
then 
de) x, -+ He) x 
and 
R(O)-’ p(e) x, + R(O)-’ p(e) x 
by the operational calculus. Thus p(e) is continuous on L* 0 L2 with the 
gradient Sobolev norm. Finally, since the graph norm topology is stronger 
than the Sobolev gradient topology, we obtain the continuity of p(e) on 
BLO L* + BL@ L2. We have the following result. 
THEOREM 1.8. (-i)[A(D) + PB] defines a fumiZy of strongly differen- 
tiable semigroups Z&(t) on the subspaces 
(BL@ L* n range(p(&))) = Y,. (1.56) 
Remark 1.9. It is easily checked that A(D) + PB is bounded on the 
spaces Y, via computation like that preceding Theorem 1.8. Hence, 
A(D) + PB is closed and invariant on each Y, a fact we shall need in the 
sequel. Bu, PBu, P,Bu are well defined as tempered distributions with 
Bu = PBu + P,Bu. If we restrict each of these so that the (maximal) domain 
and range lie in H, and P,B is everywhere defined, then the domains of B 
and PB are the same. Furthermore, if we take P,B to be compact (con- 
dition (0.24)), then since B is bounded as a mapping from H into L” (rW3, 
c6), both it and PB are closed. It is easily seen then that (i) the (again 
maximal) domains of A(D) + PB and A(D) + B coincide, and (ii) these 
operators are closed on H. 
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2. THE CAUCHY PROBLEM 
In this section, we pose and solve first a restricted Cauchy problem for 
A(D) + B, and then a more relaxed form solved by the strong limit of 
solutions to problems of the restricted type. We conclude with some 
remarks on the stationary problem. 
By the term restricted Cauchy problem we shall mean the following: 
with 
u’(t)=(-i)[A(D)+PB] u(t)+(-i)P,Bu(t), t>o (2.1) 
H- lim u(t)=f, 
r+o+ 
fo = P,fE 9(B) &f, = Pf E D(A(D) + PB) (2.2) 
PB.0, fi E Y6 for some 6 > 0. (2.3) 
In addition, PoB is assumed to be nuclear (that is, of the form given in 
(0.24)) and satisfying the conditions 
(i) 4,~ 9(B) with <= PB@,E Y, (same 6 and all j), and 
(ii) the convergence hypothesis C p, I( VJ < co. 
By a strict solution of (2.1 t(2.3) we mean a strongly continuous function 
U: [0, co) + 9(A(D) + PB) having a strong derivative and satisfying 
(2.1)-(2.3). 
If we decompose a solution u(t) into its Ho and H, projections, then the 
system (2.1 k(2.2) may be written in the coupled form 
u;(t) = (-j)CAP) + PBl(u,(t) + q,(f)), t>o (2.4) 
ub(t)=(-i) PoBu,(t)+(-i) P,,Bu,(t), t>o (2.5) 
fi = H- lim ul(t), (2.6) 
r-o+ 
f. = H - lim u,(t). (2.7) 
r+o+ 
Since P,B is bounded, we can use the semigroup properties of 
exp( -itP,B) on (2.5) to obtain 
u,(t)=exp(-itP,B)f,+P,B fexp(-i(t-s)P,B)u,(s)ds , 
> 
(2.8) 
0 
where it now follows that u,(t) E g(B) for t > 0 and hence ul(t) E 
9(,4(D) + PB) for t > 0. Substituting this expression into (2.4) gives us 
4(t)= (-4CAW)+PBCul(t)+ (Gul)(t)+F(t)f, (2.9) 
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where for convenience we introduce the auxiliary operators 
(&)(t)=fi exp(-i(t-s)P,B)u(s)ds, (Al) 
(Gu)(t)= (-i) PBP,B(~u)(z), 642) 
F(1)f,=(-i)PBexp(-itP,B)f,. (A3) 
Under the assumptions (i) and (ii) placed upon POB, (2.9) may be 
viewed as an evolution equation with state space Y,. If 
A6 = (-i)[A(D)+ PB] restricted to Y,, then by Theorem (1.8), A, 
generates a strongly differentiable semigroup, T&(t), which allows us to 
recast (2.6) and (2.9) as the integral equation 
ul(t) = %dt)fi + J: %(t -s)C(%)(s) + Qs).fJ dx (2.10) 
Before proceeding with the restricted problem, it shall be helpful to 
establish certain properties of the auxiliary operators (Al), (A2), and (A3). 
Toward this end, let z>O and, for Y a subspace of H, define the space 
C(z, Y) = C( [0, r]; Y) with the norm 
Il~ll,,,=suP~Il~(~)ll I wtw. 
LEMMA 2.1. 
0) GEB(C(G Ya), W, H)), 
(ii) GE~(C(~, Yd, C(T, Ya)). 
(iii) for foe Ho, F(t) foE C(t, Yo). 
Proof (Al), (A2), and the fact that llPoBll = ,~r we find that for 0 < t 6 
?<T and u~C(z, Y,) 
II((Z’u)(t)ll <e”“[(i- t) 
+ Ilexp(-iiP,B)-exp(-itP,B)lItl l1410,r, 
II - (Gu)(t)II G CQ, ll~ll) II@)(O - @W)ll. 
Appealing to the continuity of exp( -itP,B) then shows that 
&E C(z, H) and Gu E C(z, Y,). Further, putting t = 0 in these inequalities 
gives us the operator bounds 
II GII T d re”“, IIGII, G VP, IITII 1 II@,. 
Finally, the strong continuity of F(t) f. follows from the properties of 
exp( - itPJ3) and the convergence hypothesis Z(, Ij+‘J < co. 
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Remark. The operators G and G are actually compact. 
LEMMA 2.2. For fixed fO~ II,, and UE C(s, Y,), the functions (&)(t), 
(Gu)(t), and F(t)f, all have strongly continuous strong derivatives on (0, z). 
Proof. For (&)(t) this follows from the properties of the semigroup 
exp( - itP,B). For (Gu)(t) and F(t)f,, the result depends on the closedness 
of PB and the convergence hypothesis. 
LEMMA 2.3. If g: [0, z] --+ Y, possesses a strongly continuous strong 
derivative, then for 0 < t < T 
(i) h(t)= 
I 
’ %&(t-s) g(s)dsEg(Ad), 
(ii) h’(t)=?l,h(t)+g(t). 
Proof: In addition to the hypothesis on g, the argument (cf. [l, pp. 
167-1691) requires principally two things: (1) the properties of 3”(t) 
already stated, and (2) the closedness of As as shown in Remark 1.9. 
Remark. The uniform boundedness in t of IlSY8(t)ll means that 
sup(~~2f~(t)l~ 1 t>O} < 00. We denote this supremum by z(6). 
THEOREM 2.4. Assume that for some 6 > 0 
(i) #J E g(B) and V; = PBd, E Y6 all j, 
(ii) CCL, ll+Jl < 00. 
Then the initial-value problem (2.6) & (2.9) has a unique strict solution 
with a strongly continuous derivative and continuous dependence on fi. 
Proof Suppose that ur(t) satisfies Eq. (2.10) for 0 < t< 2. Then it can 
be shows that 
Ilul(t)ll G k, + kz c,’ Ilul(s*)ll & (2.11) 
where 
k, =46)CIlfIll + IIPBfoIl z+ Ilfdl +‘(Cp, II<ll)l 
and where 
k, = z(6) ~e”“(Cp, ll~ll 1, 
so that by Gronwall’s inequality 
Ilu,(t)ll < k,ek*‘. (2.12) 
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These inequalities establish three things: (1) uniqueness, (2) continuous 
dependence on fi, and (3) uniform boundedness of 11 u1 (t) 11 for 0 d t < r. 
Further, an inequality like (2.11), together with (3) and the continuity of 
Ss(t), shows that a strong left-sided limit for ui(t) exists at T. This means 
that the maximal interval of existence must be closed. 
Next, require that z be small enough to make k, less than one. Then by 
the Contraction Mapping Principle, the equation (2.10) has a (local) 
solution (that is, one in C(r, Y,)). To continue this solution, note that 
(2.10) may, for r< t<z +E, be written as 
ul(t)=k(t)-i \; S’,(t-S) 
x PBP, B exp(-i(s-s*) P,B)u,(s*)ds* ds, 
where k(t) is strongly continuous and depends only on those states ul(t) 
preceeding r. Now, if E > 0 is small enough, the CMP can again be applied 
to obtain an extension over [z, z + E]. Thus, no finite interval can be 
maximal and u,(t) must extend globally. 
By employing Lemma (2.2) and (2.3), we can establish that ul(t) has a 
strong derivative and satisfies (2.9). The initial condition (2.6) is built in. 
From the properties of %“(t), Lemma (2.3), and the condition (2.2), we get 
that for all t > 0, u,(t) E g(A,). 
The strong continuity of u’(t) follows from (2.9), (2.10). and Lemma 
(2.2) since 
4u,(t) + g(t) = &=%(~)f, + 4 ib’ =%(t -s) g(s) ds + g(t) 
=2Z6(t)[A,Ji-iPBfo]+ff ZZ’Jt-.s) g’(s)ds, 
0 
where 
g(t) = (Gu,)(t) + fTt)fo. 
This completes the proof. 
Remark. The solution ui(t) is not necessarily continuous with respect 
to f. since PB is (in general) unbounded. 
If we now use ul(t) to obtain uo(t) via (2.8), then u(t)=u,(t)+ ul(t) is 
the unique strict solution of the restricted Cauchy problem (2.1k(2.3). 
Further, u’(t) is strongly continuous and u(t) depends continuously on fi . 
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Next we consider a Cauchy problem whose solution will be obtained as 
the strong limit of solutions to restricted problems. Accordingly, assume 
that P,B is still nuclear, but satisfying now 
(i) 4J~ 9?(B) with <= PBrj,e Y, = Yd, for 8, a sequence of positive 
numbers decreasing to zero, and 
(ii) the stronger (since, in general, ~(6~) + co) convergence 
hypothesis Zp, ~(6,) IIVJ < cc. 
THEOREM 2.5. The initial-value problem (2.1 k(2.3) with P, B satisfying 
(i) & (ii) has a strict solution (with strongly continuous derivative) which is 
the strong limit of solutions to the problems 
u’(t)=(-i)[A(D)+PB] u(t)+(-i)(P,B),u(t), t>O 
H- lim u(t)=f, 
r-o+ 
with 
fo=Pof E9(B) & f, =F’f Eg(A(D)+PB)(CP), 
PBf, > f, E YJ for some 6 > 0 
where (PO B), is the finite rank operator given by 
(PoB)n u = 1 P,(u, ‘$u,, 4,. 
I<” 
Proof: Fix r > 0 and consider the sequence {uJt), n > n,,} in 
C(r, Y. = U Y, ano), where no is large enough so that 6, < 6 and u,(t) is the 
unique strict solution of (CP), in C(r, Y,). Our immediate task is to show 
this sequence uniformly convergent. 
To this end, note that 
IMt)ll G 4WIIfiII + z IIJ’Bfoll) 
+ c P,46,) llq 
( I<rl 
) ef ( llfoll +.$: IIu,(J)ll d), 
since Z?,,(t) is an extension of Z?,(t), for j < n, and IISI(r - s) <I[ < ~(6,) II9$lI. 
Consequently, from Gronwall’s inequality II~,(Oll < C4)(IIfiII + 
z IIJ’Bfoll)+b, Ilfolll ebnf, for b,= (Cl<,, P,,x(~,) II~II) rePI’, and the 
sequence is uniformly bounded. 
Now, for n > m and 0 < t d z, it can be shown that 
Ilu,(t) - u,(t)ll Q 4n, m) + k s : Ilu,(rS) - u,(s*)ll d3, 
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where k is a positive constant and .s(n, m) is the expression 
[( . ,Z<. P&i) llqll) +/4?#r1 ( c P&J) IW)] J4rn 
x~*eVl~,Il~,,+ Ilfoll). 
The convergence of the sequence now follows from the convergence 
hypothesis (ii), the fact that p,,, --f 0 as m + co, and the completeness of 
Cl? Yo). 
Set ii(t)=H--lim,,, u,(t). Then ii(t) E C(z, Y,) for all r > 0 and 
satisfies the integral equation 
c(t)=4(t)fi-iS’~~(t-s)PBf,ds 
0 
exp(-(i(s-s*)P,B)ii(s*)d& Y, L!ZJt-s)qds 
--if:;, p,([z, (-is)k~P,Bk~‘]~o, Y,).ZJt-s)qds. 
This can be used to show that 17(t) has a strongly continuous strong 
derivative; instead, we demonstrate this in a way better suited to our other 
needs. 
If z>O, T=A,f,-iPBf,, and g,(t) = (GA)(~) + J’,(r)fo (G, + f’, 
defined using (PO@,,), then 
Ut) = 4Q4r(f) + s,(t) 
=2&(t)~+/’ Z,Jt-s) g’,(s) ds 
0 
= %(t)y- i 1’ C Pj(un(S) + (f’oB)n (g,(s) +foh y,V,, 
’ J$n 
xTJ(t-s) <ds, 
and it follows that u:(t) converges in C(z, Y,), say to u(t). So that, by the 
properties of the strong Riemann integral, ii(t) has a strong derivative and 
ii’(t) = u(t). Further, since u,(t) E z3(A6,) E s(A(D) + PB) for all n 3 no, 
and because A,“u,(~) has a strong limit for each t > 0, we have (1) ii(t) E 
g(A(D) + PB) (all t > 0), and (2) ii(t) satisfies (2.6) & (2.9). 
To complete the proof, obtain uo(t) from (2.8) and set u(t) = uo( t) + ii(t). 
Our final remarks pertain to the stationary problem 
(A(D) + B) u = 0, (S) 
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where PoB is still assumed to be nuclear, but with no attendant domain or 
convergence conditions. 
This problem enjoys considerable richness which we try to illustrate with 
some simple examples. 
The most trivial example occurs when B = 0 (of course, here H, con- 
stitutes the set of stationary solutions). This in turn suggests the more 
general cases P, B = 0 and PB = 0. In the first, (S) becomes 
[A(D) + PB] u, = -PBu,, 
where we have assumed that u,, E 9(B). This is essentially the steady-state 
problem of [2] and may for u,, in 9(B) be solved using the limiting 
absorption principle up to (perhaps) a multiple of the identity (that is, the 
frequency may have to be nonzero). If PB = 0, then u1 = 0 and the 
stationary solutions are exactly those z+, orthogonal to M= span Y,. 
Finally, consider the possibility that (i) M= H, or (ii) M= Hi. In case (i), 
u0 = 0 and u1 E 9(,4(D) + PB) with [A(D) + PB] a1 =O. Whether this 
equation has nontrivial solutions will depend again on whether “0” is in the 
singular spectrum. On the other hand, (ii) means that u1 = 0 and Bu, = 0 so 
that the intersection of H, with the null space of B determines precisely the 
set of stationary solutions. 
CONCLUSION 
The convergence hypothesis (ii) is a measure of how badly B scatters 
stationary data to data which can propagate in the unperturbed medium. 
The “mode mixing” of B is the key to the analysis of this nonelliptic non- 
selfadjoint operator. This limited mixing condition we impose on B has an 
analog in the case where perturbation is imposed by a boundary. We refer 
the reader to Schulenberger [4]. Limited mixing can be applied to elastic 
waves in R3 with results similar to those given here. This work will be 
reported on elsewhere. 
If anisotropy is introduced into the medium the treatment of the problem 
becomes considerably more complex since the number of propagation 
speeds may increase etc. (see Gilliam [2]). 
An interesting special case of our problem is given under the condition 
that S is bounded and Sn [w’ = (25. It can be shown in this case that 
A(D) + B is a spectral operator on H, when the conditions (1.42) are 
satisfied. Here the space Y,, is simply H, and the solution to the Cauchy 
problem takes a more classical form. 
What happens in case the modes are allowed to mix in a more arbitrary 
way is unknown. However, the problem is badly behaved and is known to 
be ill posed in general. 
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