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Abstract
Tracial Rokhlin property was introduced by Phillips in [2] to prove
various structure theorems for crossed product. But it is defined for ac-
tions on simple C*-algebras only. This paper consists of two major parts:
In section 2 and 3, we study the permanence properties and give a com-
plete classification of tracial Rokhlin property for product-type actions;
In section 4 and 5, we introduce the weak tracial Rokhlin property for
actions on non-simple C*-algebras. We prove that when the action has
the weak tracial Rokhlin property and the crossed product is simple, the
properties on A of having tracial rank ≤ k, or real rank 0, or stable rank
1, can be inherited by the crossed product.
1 Introduction
The Rokhlin property for finite group actions on C*-algebras has been exten-
sively studied since Izumi’s paper [5]. It is defined as follows:
Definition 1.1. Let A be an infinite dimensional unital C*-algebra, let α : G→
Aut(A) be an action of a finite group G on A. We say that α has the Rokhlin
property if for every finite set F ⊂ A, every ε > 0, there are mutually orthogonal
projections eg ∈ A for g ∈ G with
∑
g∈G eg = 1, such that:
(1) ‖αg(eh)− egh‖ < ε for all g, h ∈ G.
(2) ‖ega− aeg‖ < ε for all g ∈ G and all a ∈ F.
A number of authors have shown that the crossed products by actions with
the Rokhlin property preserve many important classes of C*-algebra, such as
AF algebras, AI algebras, AT algebras, simple AH algebras with slow dimension
growth and real rank 0, D-absorbing C*-algebras for a strongly self-absorbing
C*-algebra D and so on.
But the Rokhlin property is very rare. In the paper [4], Phillips pointed out
many obstructions for the Rokhlin property and introduced the tracial Rokhlin
property:
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Definition 1.2. Let A be an infinite dimensional simple unital C*-algebra, let
α : G→ Aut(A) be an action of a finite group G on A. We say that α has the
tracial Rokhlin property if for every finite set F ⊂ A, every ε > 0, and every
positive element x ∈ A with ‖x‖ = 1, there are mutually orthogonal projections
eg ∈ A for g ∈ G such that:
(1) ‖αg(eh)− egh‖ < ε for all g, h ∈ G.
(2) ‖ega− aeg‖ < ε for all g ∈ G and all a ∈ F.
(3) Let e =
∑
g∈G eg, we have 1− e ws x.
(4) ‖exe‖ > 1− ε.
The comparison used in condition (3) is Blackadar’s comparison, whose def-
inition is given by:
Definition 1.3. Let a, b be two positive elements in a C*-algebra A. We say
a ∼s b if there exist some element x ∈ A, such that a = xx∗ and Her(x∗x) =
Her(b). We say a ws b if there exist a′ ∈ Her(b) such that a ∼s a′.
It should be pointed out here that Blackadar’s comparison is a generalization
of Murray-Von Neumann comparison for projections. The notation is adopted
from [12].
In Definition 1.2, we will call (3) the comparison condition and (4) the norm
condition. The projections eg for g ∈ G will be called Rokhlin projections
corresponds to F , x, and ε, or Rokhlin projections for short.
2 Rokhlin properties for induced actions
Induced actions are important ways to generate interesting examples of actions.
We’ll study the Rokhlin properties for induced actions in this section. To emph-
size the distinction between Rokhlin property and tracial Rokhlin property, we
will call Rokhlin property the strict Rokhlin property. There are many ways to
induce a new action from the old ones, In most cases, strict Rokhlin property
can be inherited.
Proposition 2.1. Let α : G → Aut(A) be an action with the strict Rokhlin
property, and let p be an invariant projection. Then the induced action α|pAp
has the strict Rokhlin property.
Proof. We follow essentially the same lines of Lemma 3.7 of [4]. Let F ⊂ pAp
be finite, let ε > 0. Set n = Card(G). Using semiprojectivity of Cn, Set
ε0 = min(
1
n
.
ε
4n+ 1
)
choose δ > 0 such that whenever B is a unital C*-algebra, q1, · · · , qn are mu-
tually orthogonal projections, and p ∈ B is a non-zero projection such that
2
‖pqj − qjp‖ < δ for 1 ≤ j ≤ n, then there are mutually orthogonal projections
ej ∈ pBp such that ‖ej − pqjp‖ < ε0 for 1 ≤ j ≤ n. We also require δ < ε0.
Since α has strict Rokhlin property, with F ∪ {p} in place of F , with δ in place
of ε, we can obtain projections qg ∈ A for g ∈ G. By the choice of δ, there are
mutually orthogonal projections eg ∈ pAp such that ‖eg−pqgp‖ < ε0 for g ∈ G.
We now estimate, using αg(p) = p,
‖αg(eh)−egh‖ ≤ ‖eh−pqhp‖+‖egh−pqghp‖+‖p(αg(qh)−qgh)p‖ < 2εo+δ ≤ ε.
And for a ∈ F , using pa = ap = a,
‖ega− aeg‖ ≤ 2‖eg − pqgp‖+ ‖p(qga− aqg)p‖ < 2ε0 + δ ≤ ε
Next, set e =
∑
g∈G eg, then ‖e − p‖ ≤ ‖eg − pqgp‖ < nεo ≤ 1. But e is also a
subprojection of p, this force e = p, the identity of pAp.
Proposition 2.2. Let α : G→ Aut(A) be an inductive limit action, i.e. there
exists an increasing sequence (An)1<n<∞ such that A = ∪n∈Z>0An and each
An is invariant under the action. Let αn denote the induced action on An. If
each αn has the strict Rokhlin property, then α has the strict Rokhlin property.
Proof. Let F be a finite subset of A, and ε > 0. We can then find some An
and a finite subset F˜ of A, such that for any a ∈ F , there is some b in F˜ with
‖a − b‖ < ε/3. Since αn has strict Rokhlin property, with F˜ and ε/3, we can
obtain projections {eg}e∈G as in Definition 1.1. For any a ∈ F , find b in F˜ such
that ‖a− b‖ < ε/3, then
‖aeg − ega‖ ≤ ‖(a− b)eg‖+ ‖beg − egb‖+ ‖eg(a− b)‖ < ε/3 + ε/3 + ε/3 = ε.
Throughout this paper, A⊗B will always denote the minimal tensor product
of A and B.
Proposition 2.3. Let α : G → Aut(A) be an action with the strict Rokhlin
property and β : G→ Aut(B) be an arbitrary action. Then the tensor product
γ = α⊗ β : G→ Aut(A⊗B) has the strict Rokhlin porperty.
Proof. Let F ⊂ A be finite and ε > 0, without loss of generality we may assume
that the elements of F are all elementary tensors, i.e. F = {ai ⊗ bi}. Let
F˜ = {ai} ⊂ A and let M = max{‖bi‖}. From the definition 1.1, we can obtain
Rokhlin projections {eg}g∈G ⊂ A corresponds to F˜ and ε/(M + 1). Consider
projections pg = eg ⊗ 1 ∈ A⊗B, they are mutually orthogonal projections sum
up to 1, and satisfy:
(1) ‖αg(ph)− pgh‖ = ‖(αg(eh)− egh)⊗ 1‖ < ε.
(2) ‖pg(ai ⊗ bi)− (ai ⊗ bi)pg‖ = ‖(egai − aieg)⊗ bi‖ < ε/(M + 1)M < ε.
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Now let’s turn to tracial Rokhlin property. A C*-algebra is said to have
Property (SP) if every non-zero hereditary C*-subalgebra contains at least one
non-zero projection. The following observation is easy to see:
Lemma 2.4. (Lemma 1.13, [4]) Let A be an infinite dimensional simple sepa-
rable unital C*-algebra, let α : G→ Aut(A) be an action of a finite group G on
A which has the tracial Rokhlin property. Then A has Property (SP) or α has
the strict Rokhlin property.
Not surprisingly we will mostly deal with C*-algebras with Property (SP)
when studying tracial Rokhlin property. So we present some facts about Prop-
erty (SP) here.
Definition 2.5. Let 0 ≤ σ2 < σ1 ≤ 1 be two positive numbers. The function
fσ1σ2 is a piecewise linear function defined by:
fσ1σ2 (x) =


0 if x < σ2
x−σ2
σ1−σ2
if σ2 ≤ x ≤ σ1
1 if x > σ1
Lemma 2.6. Let A be a C*-algebra with Property (SP), let x ∈ A be a positive
element with norm 1, and let ε > 0. Then there exists a non-zero projection
p ∈ xAx such that for any positive element q ≤ p with‖q‖ = 1, we have:
‖qx1/2 − q‖ ≤ ε, ‖x1/2q − q‖ ≤ ε.
Proof. (See Lemma 1.14 of [4].) Since Her(x) = Her(x1/2), it suffices to prove
the inequalities with x in place of x1/2. Without loss of generality Assume that
ε < 1/2. Let f = f ε0 ,g = f
1
1−ε. Then we have:
fg = g, ‖f(x)− x‖ ≤ ε, g(x)Ag(x) ⊂ xAx = f(x)Af(x).
Now fg = g implies that for any c ∈ g(x)Ag(x), cf(x) = f(x)c = c. Since A
has Property (SP), we can choose a nonzero projection p ∈ g(x)Ag(x) ⊂ xAx.
Then for any positive element q ≤ p, ‖qx− q‖ = ‖qx− qf(x)‖ ≤ ε and similarly
‖xq − q‖ ≤ ε.
A C*-algebra is elementary if it’s a finite dimensional C*-algebra or the
C*-algebra of compact operators.
Lemma 2.7. Let A be a non-elementary simple C*-algebra with Property (SP).
Then for any non-zero projection p in A and any n ∈ Z>0, there exists n
mutually orthogonal sub-projections pi of p which are mutually Murray-von
Neumann equivalent.
Proof. Lemma 3.5.7, p142 of [11]
Lemma 2.8. If there exists an increasing sequence {An} such that
A = ∪n∈Z>0An and each An has Property (SP), then A itself has Property (SP).
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Proof. (Private communication with C. Philips) Let x ∈ A be a positive element
of norm 1. We need to find a non-zero projection in xAx. Let ε = 1/28. Then
we can find some n ∈ N+ and a positive element y ∈ An such that ‖y− x‖ < ε.
This implies y − ε < x. Let z be the positive part of y − ε. We have:
z 6= 0, z(y − ε)z = z3, ‖z − (y − ε)‖ < 2ε and ‖z − x‖ < 4ε.
Let c = zx1/2, then 1 − 4ε < ‖c‖ ≤ 1. Since cc∗ = zxz ≥ z(y − ε)z ≥ z3, we
have:
cc∗Acc∗ ⊃ z3Az3 ⊃ zAz ⊃ zAnz.
Let f = f1−εε and g = f
1
1−ε. (See Definition 2.5.) Since An has Property (SP)
by assumption, we can find non-zero projection p ∈ g(z)Ang(z) ⊂ cc∗Acc∗.
Now f(z)g(z) = g(z) implies that pf(z) = pg(z)f(z) = p. Use the relation
‖z − x‖ < 4ε and ‖pz − p‖ = ‖pz − pf(z)‖ < ε repeatedly, we can show that
‖pcc∗ − p‖ = ‖pzxz − p‖ < 7ε. Take the adjoint we get ‖cc∗p− p‖ < 7ε. Then
c∗pc is approximately a projection: ‖c∗pcc∗pc− c∗pc‖ < 7ε < 1/4. Since c∗pc =
x1/2zpzx1/2 ∈ xAx, there exist a projection q ∈ xAx such that ‖q−c∗pc‖ < 1/4.
The projection q is non-zero, otherwise
‖c∗pc‖ = ‖pcc∗p‖ ≥ ‖p‖ − ‖(pcc∗ − p)p‖ = 3/4 > 1/4 > ‖c∗pc‖.
Which is a contradiction.
The following lemma is very useful in dealing with tensor products:
Lemma 2.9. (Kirchberg’s Slice Lemma). Let A and B be C*-algebras, and
let D be a non-zero hereditary sub-C*-algebra of the minimal tensor product
A ⊗ B. Then there exists a non-zero element z in A ⊗ B such that z∗z is an
elementary tensor a⊗ b, for some a ∈ A+ and b ∈ B+, and zz∗ belongs to D.
See lemma 4.1.9, p68 of book [6] for a proof. Note that the definition of a,
b in the proof shows that they are all positive. As a consequence, we can show
the following:
Lemma 2.10. Let A,B be two C*-algebras with Property (SP), then A ⊗ B
has Property (SP).
Proof. Let D be a non-zero hereditary sub-C*-algebra of A ⊗ B. By Lemma
2.9, we can find a non-zero element z in A ⊗B such that z∗z is an elementary
tensor a ⊗ b for some a ∈ A+ and b ∈ B+, and zz∗ ∈ D. Since both A and B
have Property (SP), there exist non-zero projections p, q in Her(a) and Her(b),
respectively. Then p⊗ q is a non-zero projection in Her(a⊗ b) = Her(z∗z). But
Her(z∗z) is isomorphic to Her(zz∗) ⊂ D (See p 218 of [7]), therefore D contains
a non-zero projection.
Before we systematically study the inheritance of tracial Rokhlin property,
let’s first present some basic properties of Blackdar’s comparison first. (See
Definition 1.3. We have the following equivalent definition:
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Lemma 2.11. Let a, b be two positive elements in a C*-algebra A. Let A′′
be the enveloping von-Neumann algebra of A. Then a ws b if and only if there
exist some partial isometry v ∈ A′′ such that, vHer(a), Her(a)v are subsets of A,
vv∗ = pa, where pa is the range projection of a in A
′′, and v∗Her(a)v ⊂ Her(b).
a ∼s b if and only if v∗Her(a)v = Her(b).
See Proposition 4.3 and Proposition 4.6 of [12] for a proof.
Notation 2.12. By a1 ⊕ a2 ⊕ · · · ⊕ an we mean diag{a1, a2, ..., an} and n⊙ a
means a⊕ a⊕ · · · ⊕ a. We write a1 ⊕ a2 ⊕ · · · ⊕ an ≤ b1 ⊕ b2 ⊕ · · · ⊕ bm if and
only if diag{a1, a2, ..., an, 0, ..0}] ws diag{b1, b2, ..., bm, 0, ..., 0} in Mm+n(A).
Proposition 2.13. (Proposition 3.5.3, p 141,[11]) Let A be a C*-algebra.
(i) If 0 ≤ a ≤ b, then a ws b.
(ii) If p and q are two projections in A, then p ws q if and only if p is sub-
equivalent to q in the sense of Murray and Von Neumann, and p ∼s q if
and only if p and q are Murray-von Neumann equivalent.
(iii) Let B be a hereditary subalgebra of A and a, b ∈ A. Then a ws b in A if
and only if a ws b in B, and a ∼s b in A if and only if a ∼s b in B.
(iv) Let a1, ..., an be positive elements in A. Then (
∑n
i=1 ai) ws ⊕ni=1ai. If
aiaj = 0, ∀i 6= j, then (
∑n
i=1 ai) ∼s ⊕ni=1ai
Now we are ready to prove analogue results for tracial Rokhlin property:
Proposition 2.14. Let α : G→ Aut(A) be an action with the tracial Rokhlin
property, and let p be an invariant projection. Then the induced action α|pAp
has the tracial Rokhlin property.
Proof. Lemma 3.7 of [4]
Proposition 2.15. Let α : G → Aut(A) be an inductive limit action (See
Proposition 2.2 for the definition.) Let αn denote the induced action on An.
If each αn has the tracial Rokhlin property, then α has the tracial Rokhlin
property.
Proof. If there are infinite many An’s that do not have Property (SP), then
αn has the strict Rokhlin property for infinite many n, so α also has the strict
Rokhlin property. (A slight modification of Proposition 2.2).
Otherwise, A slight modification of Lemma 2.8 shows that A itself has Property
(SP). Let F be a finite subset of A. Let x ∈ A+ with ‖x‖ = 1, and ε > 0 be
given.
Since A has Property (SP), by Lemma 2.6 we can find a non-zero projection
p such that ‖px1/2 − p‖ < ε and ‖x1/2p − p‖ < ε. We can then find some
n ∈ Z>0 and a non-zero projection q ∈ An such that ‖q − p‖ < ε. Without
loss of generality, we may also assume that F ⊂ An. Since αn has the tracial
Rokhlin property, let δ = min{ε/7, 1/2}, we can then find mutually orthogonal
projections {eg}g∈G ⊂ An such that:
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(1) ‖ega− aeg‖ < δ.
(2) ‖αg(eh)− egh‖ < δ.
(3) Let e =
∑
g∈G eg, then 1− e ws q
(4) ‖eqe‖ > 1− δ
Since ‖p − q‖ < δ ≤ 1/2, p and q are Murray-von Neumann equivalent in
A. But p ∈ xAx, so 1 − e ws q ≈ p ws x. For the norm condition, we have
following estimation:
‖exe‖ = ‖ex1/2x1/2e‖ = ‖x1/2ex1/2‖ ≥ ‖px1/2ex1/2p‖
= ‖(px1/2p− p)(x1/2p− p) + pe(x1/2 − p) + (px1/2 − p)ep+ pep‖
≥ ‖pep‖ − 3δ
≥ ‖qeq‖ − 3δ − 3δ
= ‖eqe‖ − 6δ > 1− 7δ ≥ 1− ε.
Proposition 2.16. Let α : G → Aut(A) be an action of finite group G on a
simple C*-algebra A with the tracial Rokhlin property. Let β : G→ Aut(B) be
an arbitrary action on a simple C*-algebra B. Let θ = α⊗ β : G→ Aut(A⊗B)
be the tensor action of α and β. If A ⊗ B has Property (SP), then θ has the
tracial Rokhlin property.
Proof. First of all, we can assume that A has Property (SP). Otherwise the
action α will have the strict Rokhlin property and therefore θ has the strict
Rokhlin property by Proposition 2.3.
Let F be a finite subset of A⊗B, ε > 0, x ∈ A⊗B be a positive element of
norm 1. Without loss of generality, we may assume that F consists of elemen-
tary tensors ai ⊗ bi, 1 ≤ i ≤ n.
Let ε0 = ε/12. Since A ⊗B has Property (SP), by Lemma 2.6, we can find
a non-zero projection r ∈ Her(x) such that for any projection s ≤ r, we have
‖sx1/2− s‖ ≤ ε0, ‖x1/2s− s‖ ≤ ε0. By Kirchberg’s Slice Lemma 2.9, there exist
some z ∈ A⊗B, such that zz∗ ∈ Her(r), and z∗z = a⊗ b, for some a ∈ A+ and
b ∈ B+. We may assume that ‖a‖ = ‖b‖ = ‖z‖ = 1. Find z0 =
∑k
j=1 yj ⊗ zj
with norm 1 such that ‖z − z0‖ < ε0.
Since B is simple, we can find elements {li|1 ≤ i ≤ m} such that
∑
i libl
∗
i=1.
Let M = max{‖ai‖, ‖bi‖, ‖yj‖, ‖zj‖} and let δ = ε2(|G|)M . For a ∈ A, we first
use Lemma 2.6, find a non-zero projection p ∈ Her(a) such that for any pro-
jection q ≤ p, ‖qa1/2 − q‖ ≤ δ, ‖a1/2q − q‖ ≤ δ. By Lemma 2.7 we can find m
mutually orthogonal but equivalent subprojection {pi}1≤i≤m of p.
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Since α has the tracial Rokhlin property, for F ′ = {ai}∪ {yk}, p1 ∈ A+ and
δ > 0 as chosen before, we can find projections {qg}g∈G in A such that:
(1) ‖qgd− dqg‖ < δ, ∀d ∈ F ′ and g ∈ G
(2) ‖αg(qh)− qgh‖ < δ.
(3) With q =
∑
g∈G qg, 1− q ws p1
(4) ‖qp1q‖ ≥ 1− δ
Now consider the projections eg = qg ⊗ 1. For the action θ, we have:
(1′) ‖egf − feg‖ = ‖(qgai − aiqg)⊗ bi‖ < Mδ ≤ ε, ∀ai ⊗ bi ∈ F and g ∈ G
(2′) ‖θg(eh)− egh‖ = ‖(αg(qh)− qgh)⊗ 1‖ < δ ≤ ε
(3′) Let e =
∑
g∈G eg = q ⊗ 1,
1− e = (1 − q)⊗ (
∑
libl
∗
i )
=
m∑
i=1
(1⊗ li)((1 − q)⊗ b)(1⊗ l∗i
ws m⊙ (1− q)⊗ (b ws m)⊙ (p1 ⊗ b)
ws a⊗ b ∼s z∗z ws x
(4′) Since p1 ≤ p, by our choice of p, we have ‖p1a1/2 − p1‖ ≤ δ and ‖a1/2p1 −
p1‖ ≤ δ. Therefore
‖qaq‖ = ‖a1/2qa1/2‖ ≥ ‖p1a1/2qa1/2p1‖ > ‖p1qp1‖−2δ = ‖qp1q‖−2δ > 1−3δ.
It follows that ‖ezz∗e‖ = ‖e(a⊗ b)e‖ = ‖(qaq)⊗ b‖ > 1− 3δ. Hence
‖ez∗ze‖ > ‖ez∗0z0e‖ − 2ε0
> ‖z∗0ez0‖ − 2M |G|δ − 2ε0
> ‖z∗ez‖ − 2M |G|δ − 4ε0
= ‖ezz∗e‖ − 2M |G|δ − 4ε0
Recall that our r ∈ Her(x) is chosen so that ∀s ≤ r, ‖sx1/2 − s‖ ≤
ε0, ‖x1/2s − s‖ ≤ ε0. Since zz∗ ∈ Her(r), we have ‖zz∗x1/2 − zz∗‖ =
‖zz∗(rx1/2 − r)‖ ≤ δ. Hence
‖exe‖ > ‖(zz∗)1/2x1/2ex1/2(zz∗)1/2‖
> ‖(zz∗)1/2e(zz∗)1/2‖ − 2ε0
= ‖ezz∗e‖ − 2ε0 > 1− 2M |G|δ − 6ε0 ≥ 1− ε.
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By Lemma 2.10, we have the following corollary:
Corollary 2.17. Let α : G→ Aut(A) be an action of finite group G on a simple
C*-algebra A, with the tracial Rokhlin property. Let β : G → Aut(B) be an
arbitrary action on simple C*-algebra B. Let θ = α ⊗ β : G → Aut(A ⊗ B) be
the tensor product of α and β. If B has Property (SP), then θ has the tracial
Rokhlin property.
3 Rokhlin Properties for product-type actions
In this section, we give a complete classification or Rokhlin properties for
product-type actions.
Definition 3.1. Let A = ⊗∞i=1B(Hi), where Hi is a finite dimensional Hilbert
space for each i. Let G be a finite group. An action α : G 7→ Aut(A) is called a
product-type action if and only if for each i, there exists a unitary representation
pii : G → B(Hi), which induces an inner action αi : g 7→ Ad(pii(g)), such that
α = ⊗∞i=1αi.
Definition 3.2. Let α : G 7→ Aut(A) be a product-type action on a UHF-
algebra A. A telescope of the action is a choice of an infinite sequence of positive
integers 1 = n1 < n2 < · · · and a re-expression of the action, so that A =
⊗∞i=1B(Ki) where Ki = ⊗ni+1−1j=ni Hj , and the action on B(Ki) is ⊗
ni+1−1
j=ni
αj
Recall that two actions α : G 7→ Aut(A) and β : G 7→ Aut(B) are said to be
conjugate, if there exist an isomorphism T : A 7→ B such that T ◦ αg = βg ◦ T ,
for any g ∈ G. The main result of this section is the the following theorem:
Theorem 3.3. Let α : G 7→ Aut(A) be a product-type action where A is UHF.
Let Hi,pii,αi be defined as in Definition 3.1. Let di be the dimension of Hi and
χi be the character of pii. We will use the same notations if we do a telescope
to the action. Define χ : G 7→ C to be the characteristic function on 1G. Then
we have:
(i) α has strict Rokhlin property if and only if there exists a telescope, such
that for any n ∈ Z>0,
1
dn
χn = χ (1)
(ii) α has the tracial Rokhlin property if and only if there exists a telescope,
such that for any n ∈ Z>0, the infinite product
∏
n≤i<∞
1
di
χi = χ (2)
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In [2], Phillips gave a complete characterization of Rokhlin actions in terms
of the unitaries, when G is Z/2Z. This theorem is a generalization of Proposi-
tion 2.4 and Proposition 2.5 of [2]. We shall deal with finite cyclic group first,
and then extend the result to arbitrary finite group.
We first develop some terminology for cyclic groups as well as product-type
actions.
Lemma 3.4. Let G be any finite cyclic group, then there exist a commutative
bihomomorphism ζ : G × G → S1, where S1 is the unit circle of the complex
plane. By a commutative bihomomorphism we mean that for any g, h ∈ G,
ζ(•, g) and ζ(h, •) are homomorphisms and ζ(g, h) = ζ(h, g).
Proof. Let G be a cyclic group of order n, which is generated by a primitive
n-th root of unity ξ. Define ζ : G × G → S1 by ζ(ξi, ξj) = ξij . Computation
shows that ζ is a commutative bihomomorphism.
Remark 3.5. From now on we will assume that a commutative bihomomor-
phism ζ is given whenever we have a finite cyclic group G. It’s easy to see that
the map g → ζ(g, •) defines an isomorphism between G and the dual group Gˆ.
We use ζg(h) to denote ζ(g, h) as an indication of this duality. It’s not difficult
to see that
∑
g∈G ζ
g(h) = δ(h, 1G)|G|, where δ(·, ·) is the Kronecker delta. This
equality will be used in later computations.
Product-type actions are special cases of inductive limit actions. By Theo-
rem 4.5 of [1], we have
C∗(G,A, α) = lim−→C
∗(G,An, α)
The action on each An is inner, by Example 4.10 of [1], C
∗(G,An, α) ∼=
C∗(G) ⊗ An. If G is abelian, then C∗(G) ∼= C(G). In particular, we have the
following:
Proposition 3.6. LetG be a finite abelian group. Then C∗(G,An, α) is isomor-
phic to a direct sum of |G| copies of An. We may write C∗(G,An, α) ∼= ⊕g∈GAgn,
where Agn = An for all g ∈ G.
Now let’s find an explicit formula for the isomorphism in the above propo-
sition as well as the corresponding direct system.
For any g ∈ G, Let V gn ∈ U(An) denote the finite tensor ⊗ni=1pii(g). Define
Xgn = (ζ
h(g)V gn )h∈G ∈ ⊕g∈GAgn. Embed An into ⊕g∈GAgn by the map a 7→
(ah)h∈G, where a
h = a for all h ∈ G. We can check that {Xgn}g∈G are unitary
elements and An ∪ {Xgn}g∈G satisfy the relation:
XgnX
h
n = X
gh
n , X
g
naX
g∗
n = αg(a), ∀g, h ∈ G, a ∈ A.
Let Ugn be the canonical unitaries of C
∗(G,An, α). By Lemma 3.17 of [1], there
is a *-homomorphism T : C∗(G,An, α) 7→ ⊕g∈GAgn which sends Ug to Xg and
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maps An to ⊕g∈GAgn the same way we embeded An in ⊕g∈GAgn. Now that this
homomorphism is an isomorphism is equivalent to that the matrix (ζh(g))h,g∈G
is invertible. But (ζh(g))h,g∈G is actually unitary(after normalization): For any
two elements h0, h ∈ G,
∑
g∈G
ζh0(g)ζh(g) =
∑
g∈G
ζh0(g)ζh
−1
(g) =
∑
g∈G
ζh0h
−1
(g)
= δ(h0h
−1, 1)|G| = δ(h0, h)|G|
For each n, we can define an isomorphism as above. This enables us to turn
the direct system lim−→C
∗(G,An, α) into a direct system lim−→ ⊕g∈G A
g
n. Let φi,j
be the connecting map of the latter system, we have the following proposition:
Proposition 3.7. For any positive integers n ≤ m and any g ∈ G, let P gn,m be
an element of ⊗mi=nB(Hi) defined by:
P gn,m = |G|−1
∑
h∈G
ζh(g)⊗mi=n pii(h)
Then P gn,m are mutually orthogonal projections sum up to the 1 such that the
connecting map φn−1,m is given by:
(yhn−1)h∈G 7→ (yhm)h∈G, where yhm =
∑
g∈G
ygn−1 ⊗ P hg
−1
n,m .
We shall use P gn to denote P
g
n,n
Proof. Without loss of generality we may assumem = n. Let P gn = |G|−1
∑
h∈G ζ
h(g)pin(h).
We can compute:
(P gn )
∗ = |G|−1
∑
h∈G
ζh(g)(pin(h))
∗
= |G|−1
∑
h∈G
ζh
−1
(g)pin(h
−1) = P gn .
P g0n P
g
n = |G|−2
∑
h,k∈G
ζh(g0)ζ
k(g)pin(h)pin(k)
= |G|−2
∑
h,k∈G
ζh(g0g
−1)ζhk(g)pin(hk)
= |G|−2
∑
h∈G
ζh(g0g
−1)|G|P gn
= |G|−1δ(g0, g)|G|P gn = δ(g0, g)P gn∑
g∈G
P gn = |G|−1
∑
h,g∈G
ζh(g)pin(h)
= |G|−1
∑
h∈G
δ(h, 1G)|G|pin(h) = pin(1G) = I
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The above computation shows that {P gn}g∈G are mutually orthogonal projec-
tions sum up to 1. Define a *-homomorphism φn−1,n : ⊕g∈GAgn−1 → ⊕g∈GAgn
by:
(yhn−1)h∈G 7→ (yhn)h∈G, where yhn =
∑
g∈G
ygn−1 ⊗ P hg
−1
n .
We shall verify that φn−1,n is the induced connecting map on lim−→⊕g∈GA
g
n. The
connecting map on the crossed product is determined by a 7→ a⊗1 and Ugn−1 7→
Ugn. Adopt notation in proposition 3.6, let T : C
∗(G,An, α) 7→ ⊕gAgn be the iso-
morphism such that T (a) = (a, . . . , a) and T (Ugn−1) = X
g
n−1 = (ζ
h(g)V gn−1)h∈G.
For any l ∈ G, let φln−1,n be the composition of φn−1,n and the natural projec-
tion pil : ⊕g∈GAgn → Aln. We have:
φln−1,n((a
h)g∈G) =
∑
g∈G
a⊗ P lg−1n
= a⊗
∑
g∈G
P lg
−1
n = a⊗ 1
φln−1,n(X
g
n−1) =
∑
h∈G
ζh(g)V gn−1 ⊗ P lh
−1
n
=
∑
h∈G
ζh(g)V g1,n−1 ⊗ |G|−1
∑
k∈G
ζk(lh−1)pin(k)
= |G|−1
∑
h,k∈G
ζh(g)ζk(lh−1)V gn−1 ⊗ pin(k)
= |G|−1
∑
h,k∈G
ζh(g)ζk(lh−1)V gn−1 ⊗ pin(k)
= |G|−1
∑
h,k∈G
ζh(gk−1)ζl(k)V gn−1 ⊗ pin(k)
= |G|−1
∑
k∈G
δ(g, k)|G|ζl(k)V gn−1 ⊗ pin(k)
= ζl(g)V gn−1 ⊗ pin(g) = pil(Xgn)
Hence φn−1,n(X
g
1,n−1) = X
g
1,n, and the proof is complete.
Remark 3.8. We can get our unitaries back from the projections constructed
in the above proof as follows: pin(g) =
∑
l∈G ζ
g−1(l)P ln. We could also observe
that the projections P gn are invariant projections, but some of them may be 0.
Suppose the group G is finite cyclic, recall that g 7→ ζg(•) gives an isomor-
phism between G and its dual. The dual action on the crossed product turns
out to have a very simple description under this isomorphism:
Proposition 3.9. We identify the crossed product C∗(G,A, α) with the direct
system lim−→⊕g∈GA
g
n, and identify Gˆ with G using the bihomomorphism ζ. Then
the dual action αˆ, when restrict to ⊕g∈GAgn, is given by:
αˆg((y
h)h∈G) = (z
h)h∈G, where z
h = yhg, ∀h ∈ G.
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Proof. The dual action αˆ is defined by αˆφ(f)(t) = φ(t)f(t), for all φ ∈ Gˆ and
f ∈ C∗(G,A, α). Fix a positive integer n,let {Ugn} be the canonical unitaries
in C∗(G,An, α), then αˆh(U
g
n) = ζ
h(g)Ugn. Fix an element k ∈ G, define a map
βk : ⊕ Agn → ⊕Agn by β((yg)g∈G) = (ygk)g∈G. Recall that the isomorphism
T between C∗(G,An, α) and ⊕Agn sends (Uhn ) to (ζg(h)V hn )g∈G. Then we the
following diagram is commutative:
Uhn
T−−−−→ (ζg(h)V hn )g∈Gyαˆk
yβk
ζk(h)Uhn
T−−−−→ (ζgk(h)Uhn )g∈G
A similar commutative diagram holds for elements in An. Since these ele-
ments generate the corresponding C∗-algebras, we can conclude that βk corre-
sponds to αˆk under the isomorphism T .
Now we are ready to state our classification result for strict Rokhlin property:
Proposition 3.10. Let α : G 7→ Aut(A) be a product-type action, where G is
finite cyclic and A is UHF. Then α has the strict Rokhlin property, if and only
if up to a telescope, for any n ∈ Z>0 the projections P gn for g ∈ G constructed
in Proposition 3.7 are mutually Murray-von Neumann equivalent.
Proof. A telescope does not change the action, so let’s assume that for any
n ∈ Z>0, the projections P gn are mutually equivalent. Let F be a finite set
in A. Without loss of generality we may assume that F is in An−1, for some
n ∈ Z>0. Recall that P gn = |G|−1
∑
h∈G ζ
h(g)pin(h). Since these projections
are equivalent, for each g ∈ G, there exists a partial isometry W 1,g such that
W 1,gW 1,g∗ = P 1n and W 1,g ∗W 1,g = P gn ((Here 1=1G is the identity element).
Let W g,1 denote the conjugate of W 1,g and let W g,h = W g,1W 1,h. Let δ(·, ·)
be the Kronecker delta, we have:
W g,g = P gn , W
g,hW k,l = δ(h, k)W g,l, ∀g, h, k, l ∈ G.
Let Qk = 1|G|
∑
g,h∈G ζ
k(g−1h)W g,h, for any k in G. Now we can compute that:
QkQj =
1
|G|2 (
∑
g1,h1∈G
ζk(g−11 h1)W
g1,h1)(
∑
g2,h2∈G
ζj(g−12 h2)W
g2,h2)
=
1
|G|2
∑
g1,h1,h2∈G
ζk(g−11 h1)ζ
j(h−11 h2)W
g1,h2
=
1
|G|2
∑
g1,h1,h2∈G
ζk(g−11 )ζ
kj−1 (h1)ζ
j(h2)W
g1,h2
= δ(k, j)
1
|G|
∑
g1,h2∈G
ζk(g−11 )ζ
j(h2)W
g1,h2
= δ(k, j)
1
|G|
∑
g1,h2∈G
ζk(g1h
−1
2 )W
g1,h2 = δ(k, j)Qk
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(Qk)∗ =
1
|G|
∑
g,h∈G
ζk(g−1h)(W g,h)∗
=
1
|G|
∑
g,h∈G
ζk(g−1h)Wh,g
=
1
|G|
∑
g,h∈G
ζk(h−1g)Wh,g = Qk
∑
k∈G
Qk =
∑
k∈G
1
|G|
∑
g,h∈G
ζk(g−1h)W g,h
=
1
|G|
∑
g,h∈G
δ(g, h)W g,h
=
∑
g∈G
W g,g = 1
αg(Q
k) = pin(g)Q
kpin(g)
∗
= (
∑
l∈G
ζg
−1
(l)P ln)(
1
|G|
∑
r,h∈G
ζk(r−1h)W r,h)(
∑
s∈G
ζg(s)P sn)
=
1
|G|
∑
l,r,h,s∈G
ζg
−1
(l)ζk(r−1h)ζg(s)P lnW
r,hP sn
=
1
|G|
∑
r,h
ζg
−1
(r)ζk(r−1h)ζg(h)W r,h
=
1
|G|
∑
r,h
ζgk(r−1h)W r,h = Qgk
Let’s consider the projections {1⊗Qk}k∈G. It’s easy to check that they are
Rokhlin projections for F , therefore α has the strict Rokhlin property.
Conversely, Suppose the action has the strict Rokhlin property. Then the
dual action αˆ is strictly approximately representable, and therefore induce trivial
action onK0(C
∗(G,B, α)) (See Proposition 2.4 of [4] for details). Now fix n ∈ N.
For each h ∈ G, let Ih = (0, . . . , 1hAn , 0, . . . ) be an element of ⊕g∈GAgn. Let φn,∞
be the connection map from ⊕g∈GAgn to lim−→⊕g∈GA
g
i and let ηh = φn,∞(Ih).
Since αˆ acts trivially on K0(C
∗(G,A, α)), we have: αˆh([ηk]) = [ηk], for any
h, k ∈ G. It’s easy to see that αˆ commutes with connecting maps so we
get:[φn,∞(αˆh(Ik))] = [φn,∞(Ik)]. For the K0 groups of the inductive limit,
we have Ker(φn,∞) = ∪∞i=n+1Kerφn,i. So there exist some m > n, such that
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[φn,m(αˆh(Ik))] = [φn,m(Ik)]. Now by Proposition 3.9, we have αˆh(Ik) = Ihk.
Let’s define P gn,m = |G|−1
∑
h∈G ζ
h(g)⊗mi=n pii(h). By Proposition 3.7, P gn,m
are mutually orthogonal projections sum up to 1, such that the connecting map
φn,m is given by:
(yhn−1)h∈G 7→ (yhn)h∈G, where yhn =
∑
g∈G
ygn−1 ⊗ P hg
−1
n,m .
Hence φn,m(Ik) = (1 ⊗ P gk
−1
n+1,m)g∈G. Now [φn,m(αˆh(Ik))] = [φn,m(Ik)] im-
plies:
[(1⊗ P g(hk)−1n+1,m )g∈G] = [(1⊗ P gk
−1
n+1,m)g∈G], ∀h, k ∈ G
Since K0(⊕Agn) = ⊕K0(Agn) and Agn = An is an matrix algebra, equality in
the K0 group implies that 1 ⊗ P g(hk)
−1
n+1,m is Murray-Von Nuemann equivalent
to 1 ⊗ P gk−1n+1,m, for all g,h,k in G. Therefore, for any n ∈ Z>0, we can find a
m = m(n), such that the projections P gn+1,m are mutually Murray-von Neumann
equivalent. Define a telescope inductively by setting n1 = 1 and ni+1 = m(ni)
completes the proof.
Note that two projections are equivalent in a UHF algebra if and only if they
have the same trace. This enables us to reformulate Proposition 3.10 in terms
of the characters of the unitary representations.
Lemma 3.11. Let P gn = |G|−1
∑
h∈G ζ
h(g)pin(h) be the projections defined
as in Proposition 3.7. Let dn be the dimension of Hn and let Tr be the un-
normalized trace on B(Hn). Let χn = Tr ◦ pin be the character of pin. Then
the projections P gn are mutually Murray-von Neumann equivalentif and only if
χn(g) = δ(g, 1G)dn for any g ∈ G, where δ is the Kronecker delta.
Proof. If χn(g) = δ(g, 1G)|G| for any g ∈ G, then
Tr(P gn ) = |G|−1
∑
h∈G
ζh(g)χn(h) = |G|−1ζ1|G|(g)dn = dn|G| , ∀g ∈ G
Hence these projections are mutually Murray-von Neumann equivalent. In
the opposite direction, as we noted in Remark 3.8, we can see that pin(h) =
|G|∑g∈G ζh−1(g)P gn . If the the projections are Murray-von Neumann equiva-
lent, then we should have Tr(P gn ) =
dn
|G| , for all g ∈ G. Hence:
χn(h) = |G|
∑
g∈G
ζh
−1
(g)
dn
|G| = δ(h
−1, 1G)dn = δ(h, 1G)dn.
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The above lemma, together with Proposition 3.10, proves that the strict
Rokhlin property part of Theorem 3.3, in the special case where G is a finite
cyclic group.
Now let’s turn to the tracial Rokhlin property case. We still assume that
the group G is finite cyclic and α : G 7→ Aut(A) be a product-type action on a
UHF algebra A. If α has the tracial Rokhlin property, then the dual action will
act trivially on the trace space of the crossed product. (See Proposition 2.5 of
[2]) This suggest us to study the trace space of the crossed product.
The tracial states in T (C∗(G,A, α)) are in one-to-one correspondence with
sequences of compatible traces {(τn)∞n=1| τn ∈ T (⊕Agn), τn = τn+1 ◦φn,n+1}. Let
τgn denote the unique tracial state on A
g
n. When the C*-algebra is specified, we
use τ to denote τgn , as it will cause no confusion. It’s easy to see that T (⊕Agn)
can be parametrized by a standard simplex
∆|G| = {(sg)g∈G |
∑
g∈G
sg = 1, sg ≥ 0, ∀g ∈ G},
where (sg)g∈G is mapped to
∑
g∈G s
gτgn .
Let τsn be the tracical state determined by sn = (s
g
n)g∈G. Computation shows
that the compatibility condition is equivalent to that
sgn =
∑
h∈G
shn+1τ(P
hg−1
n+1 ).
Where P gn are the projections defined as in Proposition 3.7. Define Tn+1 to be
the |G|× |G| matrix whose (h,g)-entry is τ(P hg−1n+1 ). The compatibility condition
can be rewritten as sn = Tn+1sn+1. This lead us to study the infinite product∏
n Tn.
Let P gn,m be the projections defined in Proposition 3.7. We have the following
identity:
P gn,n+1 =
∑
l∈G
P gl
−1
n ⊗ P ln+1
Let Pn be the |G| × |G| matrix whose (g,h)-entry is P gh−1n , then the above
equations can be rewritten in matrix form: Pn,n+1 = PnPn+1, where the mul-
tiplication of the entries is given by tensor product. Since τ(a ⊗ b) = τ(a)τ(b),
We see that Tn,n+1 = TnTn+1. So telescoping corresponds to ”Adding bracket
in the infinite product”. As a priori,
∏
n Tn may not be convergent. But we
have the following:
Lemma 3.12. Let Tn be the matrix (τ(P
gh−1
n ))g,h∈G, where P
g
n is defined as
in Proposition 3.7. Then there exists a telescoping, such that for any m ∈ Z>0,
the infinite product
∏∞
n=m Tn converges. The conclusion holds no matter α has
the tracial Rokhlin property or not.
16
Proof. We first observe that the matrices Tn are circular matrices, they can be
simultaneously diagonalized: Let X be the unitary matrix 1√
|G|
(ζh(g))h,g∈G.
Then
XTnX
∗ = diag(λg1n , λ
g2
n , . . . ), where λ
g
n =
∑
h∈G
ζg(h)τ(P hn ).
Hence the convergence of the infinite products of matrices is the same thing
as the convergence of infinite product of the corresponding eigenvalues:
∏
n λ
g
n.
Fix a g in G. We can estimate that:
|λgn| ≤
∑
h∈G
|ζg(h)|τ(P hn ) = τ(
∑
h∈G
P hn ) = τ(In) = 1.
Hence for any m ∈ Z>0, the partial products Sl =
∏l
n=m λ
g
n is bounded by 1
for any l > m. We can therefore select a sub-sequence so that it converges. But
choosing a sub-sequence of the partial product corresponds exactly to a telescop-
ing. We conclude that for any g ∈ G and any m > 0, the exist a telescoping,
such that the infinite product
∏
n≥m λ
g
n converges. Since the composition of
telescoping is again a telescoping, we can first use a Cantor’s diagonal argu-
ment, then use induction on m, to find a single telescoping, such that for any
g ∈ G and any m > 0, the infinite products ∏∞n=m λgn converge.
Now we are ready to state the necessary and sufficient conditions for tracial
Rokhlin property:
Proposition 3.13. Let α : G→ ⊗∞n=1An be a product-type action on a UHF-
algebra A, where G is finite cyclic. Adopt notations in Lemma 3.12. The action
α has the tracial Rokhlin property if and only if there exists a telescoping, such
that for any m ∈ Z>0, the limit matrix
∏
n≥m Tn exists and has rank 1.
Proof. In one direction, suppose
∏
n≥m Tn has rank 1, for any m ∈ Z>0. Let
F ⊂ ⊗nAn be a finite subset. Without loss of generality we assume that F ⊂
⊗kn=1An for some k ∈ Z>0. Let ε > 0 be given. Let m = k + 1.
For a circular matrix, it has rank 1 if and only if all the entries are equal. Let E
be the matrix such that all the entries are equal to 1|G| . Then there exists some
l > m, such that ‖∏ln=m Tn − E‖max < ε/|G|. The discussion before Lemma
3.12 shows that
∏l
n=m Tn = Tm,l, where the (g,h)-th entry of Tm,l is τ(P
gh−1
m,l ).
Without loss of generality, we assume that τ(P 1m,l) is smallest among all the
entries of Tm,l, where 1 = 1G is the identity of G.
Now lets do a similar construction as in proposition (3.10). Since P 1m,l has
smallest trace among the others, we can, for each g ∈ G, find a partial isometry
W 1,g such that W 1,gW g,1 = P 1m,l and W
g,1W 1,g is a sub-projection of P gm,l.
Here we adopt the same notation as in Proposition 3.10: W g,1 is the conjugate
of W 1,g and W g,h = W g,1W 1,h. Let Qk =
∑
g,h∈G ζ
k(g−1h)W g,h. By the same
computation, we have:
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1. {Qk}k∈G are mutually orthogonal projections.
2. αg(Q
k) = Qgk.
3. Let Q =
∑
k∈GQ
k, Q =
∑
g∈GW
g,g.
Now
τ(P 1n,l) ≥
1
|G| − ‖T − E‖max >
1− ε
|G| .
Since W g,g is a subprojection of P gn,l which is equivalent to P
1
n,l, we have
τ(Q) =
∑
g∈G τ(W
g,g) > 1 − ε, or equivalently τ(1 − Q) < ε Hence {1 ⊗ Qk}
are tracial Rokhlin projections which commutes with F .
For the other direction, assume that the action has the tracial Rokhlin prop-
erty. Then the dual action is tracially approximately representable and hence
induce trivial action on the trace space T (C∗(G,B, α)). Since
∏∞
n=m Tn con-
verges for all m > 0, we let Tm,∞ denote the limits. Fix a vector s ∈ ∆|G|, let
sm = Tm,∞s, for each m > 0. Since Tm,∞ = TmTm+1,∞, we see that {sm} form
a sequence of compatible traces and hence defines a trace on the crossed product
C∗(G,B, α). Let e = (1, 0, . . . , 0) ∈ ⊕g∈GAgn, and suppose sm = (sgm)g∈G. Now
the dual action acts trivially on the trace space means sm(αˆk(e)) = sm(e), for
each k ∈ G. This implies skm = s1m, for all k. Hence the image of ∆|G| under
the transformation Tm,∞ is a single point. But the simplex ∆
|G| generates the
whole domain of Tm,∞, we see that Tm,∞ has rank 1, for any m > 0.
Just as we did for strict Rokhlin property, we can reformulate Proposition
3.13 in terms of the characters of the unitary representations, using the following
lemma:
Lemma 3.14. Suppose α : G 7→ Aut(A) be a product-type action, where G is
finite cyclic and A is UHF. Let Hn and pin be defined as in Definition 3.1. Set
dn to be the dimension of Hn. Let χn = Tr ◦ pin be the character of pin, and
let Tn be the circular matrix defined as in Lemma 3.12. Let χ : G 7→ C be the
characteristic function on {1G}. Then for any l ∈ Z>0, Tl,∞ has rank 1 if and
only if
∏
l≥m
χn
dn
= χ.
Proof. Without loss of generality we may assume l = 1. Recall that
P gn,m = |G|−1
∑
h∈G
ζh(g)⊗mi=n pii(h).
Since Tr = diτ , we have:
τ(P g1,m) = |G|−1
∑
h∈G
ζh(g)
m∏
i=1
χi(h)
di
(3)
Since T1,n are circular matrices, T1,∞ has rank 1 if and only if lim
n→∞
T1,n
tends to E, where E is the matrix who entries are all equal to 1|G| . This is
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further equivalent to lim
n→∞
τ(P g1,n) =
1
|G| , for all g ∈ G. In Equation (3), if
we take the limit, the same computation as in the strict Rokhlin property case
shows that lim
n→∞
τ(P g1,n) =
1
|G| is equivalent to limn→∞
∏n
i=1
χi
di
= χ.
So far we have proved Theorem 3.3 for finite cyclic groups. For general finite
groups, we can actually reduce the problem to the finite cyclic case, based on
the following two observations:
Lemma 3.15. Let α : G 7→ Aut(A) be an action, where G is finite and A is a
unital simple C*-algebra. Let H be a subgroup of G. If α has the strict Rokhlin
property, then the induced action α|H also has the strict Rokhlin property. If α
has the tracial Rokhlin property, then α|H also has the tracial Rokhlin property.
Proof. See Lemma 5.6 of [3]. The proof of the strict Rokhlin property case is
basically the same.
Lemma 3.16. Let piG 7→ B(H) be a finite dimensional representation. Let
H be a subgroup of G, pi will induce a representation pi|H on H . If χ is the
character of pi and χH is the character of pi|H , we have χH = χ|H .
Definition 3.17. (Model action) Let r = (ri)
∞
i=1 and s = (si)
∞
i=1 be two infinite
sequences of non-negative integers. Let pii be some arbitrary representation on
Csi , and we write pi = (pii)∞i=1. Set
Hi = l
2(G)⊕ l2(G) · · · ⊕ l2(G)︸ ︷︷ ︸
ri
⊕Csi .
Let pii : G 7→ B(Hi) be the direct sum of left regular representations on each
copy of l2(G) and pii on Csi . As in definition 3.1, we get a product-type action
α(r, s, pi) induced by the representations pii. We call α(r, s, pi) the model action
for the triple (r, s, pi). If s = 0, we write α(r) = α(r, 0, 0).
Now let’s turn to the proof of Theorem 3.3 for general finite groups.
Let α : G 7→ Aut(A) be a product-type action with the strict Rokhlin prop-
erty. Write G as a finite union of cyclic subgroups G = K0∪K1∪· · ·∪Ks. Since
α|K0 has the strict Rokhlin property, by the cyclic group version of Theorem 3.3,
there exists a telescope such that
χn|K0
dn
= χ|K0 for any n ∈ Z>0. We can find a
successive telescope such that χm|K1 = χ|K1 for any m ∈ Z>0. It’s easy to see
that we still have
χm|K0
dm
= χ|K0 after the telescope. Since the composition of
telescopes is again a telescope, repeating the above procedure will give us a tele-
scope, such that χn|Ki = χ|Ki for any 1 ≤ i ≤ s. Since G = K0 ∪K1 ∪ · · · ∪Ks,
we see that χn = χ, for any n ∈ Z>0.
Conversely, if there exists a telescope, such that χndn = χ for any n ∈ Z>0.
Let ι1, . . . , ιk be the irreducible characters of G with dimensions r1, . . . , rk re-
spectively. Let χn =
∑k
i=1 aiιi be the irreducible decomposition, then ai =<
χn, ιi >=
dnri
|G| . Since each ai is an integer and at lease one ri = 1, we see that
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dn
|G| is an integer. Hence pin is equal to the character of the direct sum of
dn
|G|
copies of left regular representations. Therefore pin is equivalent to a direct sum
of left regular representations. Recall that two actions α : G 7→ Aut(A) and
β : G 7→ Aut(B) are said to be conjugate if and only if there exists an isomor-
phism T : A 7→ B such that T ◦ αg = βg ◦ T , for any g ∈ G. Let r = ( dn|G|)n>0,
we see that α is conjugate to the model action α(r) (Definition 3.17). Hence α
has the strict Rokhlin property.
The proof of the tracial Rokhlin property case is quite similar, we shall only
prove one direction: if there exists a telescoping, such that for any n ∈ Z>0,∏∞
i=n
χn
dn
= χ, then the action has the tracial Rokhlin property. The following
lemma, as a special case of Lemma 5.2 of [3], simplifies our argument for product-
type actions.
Proposition 3.18. Let α : G 7→ Aut(A) be a finite group action on a UHF-
algebra A, let τ be the unique trace on A. Then α has the tracial Rokhlin
property if and only if for any finite set F ⊂ A, any ε > 0, there exists mutually
orthogonal projections eg in A for g ∈ G, such that:
(1) ‖ega− aeg‖ < ε, ∀g ∈ G and a ∈ F .
(2) ‖αg(eh)− egh‖ < ε.
(3) τ(1 − e) < ε
Now let F be a finite subset of A, without loss of generality assume that
F ⊂ An−1, for some n > 0. Let ε > 0 be given. Set ε0 = ε2|G| . Since∏∞
i=n
χi
di
= χ, we can find some m > n such that ‖∏mi=n χidi − χ‖max < ε0. Let
χn,m =
∏m
i=n χi, we can see that χn,m is the character of the representation
pin,m = ⊗mi=npii, with dimension dn,m =
∏m
i=n di. Let M = 2|G|/ε, increasing
m if necessary, we may further require that dn,m > M .
In the following, we are going to show that pin,m is ’close’ to a direct sum of left
regular representations. Let ι1, . . . , ιk be the irreducible characters of G with
dimension r1, . . . , rk respectively. Then the max norm of each ιi will be less
or equal to |G|. From now on, for characters, ‖ · ‖ will always denote the max
norm. Let χn,m =
∑
1≤i≤k aiιi be the irreducible decomposition of χn,m. Since
‖χj,kdj,k − χ‖ < ε, We can see that for any i,
∣∣∣∣ aidn,m −
ri
|G|
∣∣∣∣ =< χn,mdn,m − χ, ιi > (4)
< |G|
∥∥∥∥χn,mdn,m − χ
∥∥∥∥ ‖ιi‖ < |G|2ε0 (5)
Let d = min1≤i≤k{
[
ai
ri
]}. We can then decompose χn,m as the sum of two
characters χ′ and χ′′, where χ′ =
∑
i(dri)ιi, and χ
′′ = χn,m−χ′. Let pi′ be the
direct sum d copies of left regular representations which corresponds to χ′, and
let pi′′ be a representation corresponds to χ′′. Let d′ and d′′ be the dimensions
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pi′ and pi′′ respectively. Our claim is that d
′′
d′+d′′ =
d′′
dn,m
< ε.
Note that d′ =
∑
1≤i≤k dr
2
i = d|G|. By the definition of d, there exists some i
such that ‖d− ai/ri‖ < 1. Using equation (5), we can estimate:
∣∣∣∣ d
′′
dn,m
∣∣∣∣ =
∥∥∥∥1− d|G|dn,m
∥∥∥∥
≤
∥∥∥∥∥1−
ai
ri
|G|
dn,m
∥∥∥∥∥+
∥∥∥∥∥
(d− airi )|G|
dn,m
∥∥∥∥∥
<
ri
|G| |G|
2ε0 +
|G|
M
< ε/2 + ε/2 = ε.
Let’s consider the representation p˜i = pi′⊕ pi′′, Let α˜ be the inner action defined
by g 7→ Ad(p˜i(g)). Since p˜i contains copies of regular representation whose total
dimension is d′, we could find mutually orthogonal projections eg for g ∈ G such
that α˜h(eg) = ehg, and Tr(e) = d
′, where e =
∑
g∈G eg. But pin,m is equivalent
to p˜i because they have the same character, therefore the induced actions αn,m
and α˜ are conjugate. Hence we can find projections for αn,m satisfy the same
properties. Note that Tr(e) = d′ implies τ(1 − e) = 1 − d′/dn,m < ε. Hence
they are tracial Rokhlin projections. By Lemma 3.18, α has the tracial Rokhlin
property.
From the above proof, we can also get the following characterization of the
Rokhlin properties:
Corollary 3.19. Let α : G 7→ Aut(A) be a product-type action where A is
UHF. Then:
(i) α has strict Rokhlin property if and only if there exists some r = (ri)1≤i<∞,
such that α is conjugate to the model action α(r) (See Definition 3.17).
(ii) α has the tracial Rokhlin property if and only if there exists some r = (ri),
s = (si) and pi = (pii) with lim
i→∞
si
ri
= 0, such that af is conjugate to the
model action α(r, s, pi)
4 Tracial Rokhlin property for non-simple C*-
algebras
In this section, we are going to give an alternative definition of tracial Rokhlin
property for non-simple C*-algebras. Although the original definition of tra-
cial Rokhlin property makes sense for non-simple C*-algebras, it may be too
strong to be distinctive from the strict Rokhlin property, as we can see from the
following example:
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Example 4.1. Let α : G 7→ Aut(A) and β : G 7→ Aut(B) be two actions of
the same group G. Let pi : G 7→ Aut(A ⊕ B) be the direct sum, i.e. pi(a, b) =
(α(a), β(b)), for any a ∈ G and b ∈ B. Then pi has the tracial Rokhlin property,
if and only if both α and β have the strict Rokhlin property. In other words, pi
has the tracial Rokhlin property if and only if it has the strict Rokhlin property.
Proof. Suppose pi has the tracial Rokhlin property. Let F be a finite subset
of A and let ε > 0. Choose any positive element b in B with norm 1. Let
F ′ = {(a, 0) | a ∈ F} and let x = (0, b). Since pi has the tracial Rokhlin
property, there are mutually orthogonal projections eg in A⊕B, for g ∈ G such
that
(1) ‖αg(eh)− egh‖ < ε.
(2) ‖eg(a, 0)− (a, 0)eg‖ < ε, ∀a ∈ F .
(3) With e =
∑
g∈G eg, 1− e ws x = (0, b).
Let eg = (pg, qg). Then we can see that the projections pg ∈ A for g in G are
mutually orthogonal projections satisfy:
(1’) ‖αg(ph)− egh‖ ≤ ‖αg(eh)− egh‖ < ε.
(2’) ‖pga− apg‖ ≤ ‖eg(a, 0)− (a, 0)eg‖ < ε, ∀a ∈ F .
(3’) Let p =
∑
g∈G pg, and q =
∑
g∈G qg, Then 1− e = (1 − p, 1 − q) ws (0, b),
hence 1− p ws 0, which forces 1− p = 0, or p = 1.
Hence α has strict Rokhlin property. The same argument shows that β also has
the strict Rokhlin property. It’s not hard to see that pi = α ⊕ β has the strict
Rokhlin property if and only if both α and β has the strict Rokhlin property.
An element a in a C*-algebra is said to be full if the closed ideal generated
by a is the whole C*-algebra. Inspired by the above observation, we give the
following alternative definition of tracial Rokhlin property:
Definition 4.2. Let A be an infinite dimensional unital C*-algebra, and let
α : G→ Aut(A) be an action of a finite group G on A. We say that α has the
weak tracial Rokhlin property if for every finite set F ⊂ A, every ε > 0, every
positive element b ∈ A with norm 1 and every full positive element x ∈ A, there
are mutually orthogonal projections eg ∈ A for g ∈ G such that:
(1) ‖αg(eh)− egh‖ < ε for all g, h ∈ G.
(2) ‖ega− aeg‖ < ε for all g ∈ G and all a ∈ F
(3) Let e =
∑
g∈G eg, we have 1− e ws x
(4) ‖ebe‖ > 1− ε
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By the same perturbation argument as in Lemma 1.17 of [4], we could have
a formally stronger version of weak tracial Rokhlin property, by requiring that
the defect projection be α-invariant:
Lemma 4.3. Let A be an infinite dimensional unital C*-algebra, and let α : G→
Aut(A) be an action of a finite group G on A. Then α has the weak tracial
Rokhlin property if and only if for every finite set F ⊂ A, every ε > 0, every
positive element b ∈ A with norm 1 and every full positive element x ∈ A, there
are mutually orthogonal projections eg ∈ A for g ∈ G such that:
(1) ‖αg(eh)− egh‖ < ε for all g, h ∈ G.
(2) ‖ega− aeg‖ < ε for all g ∈ G and all a ∈ F .
(3) Let e =
∑
g∈G eg, e is α−invariant.
(4) 1− e ws x.
(5) ‖ebe‖ > 1− ε.
The weak tracial Rokhlin property coincides with the original tracial Rokhlin
property in the simple C*-algebra case:
Proposition 4.4. Let A be an infinite dimensional simple unital C*-algebra,
and let α : G→ Aut(A) be a finite group action. Then α has the tracial Rokhlin
property if and only if it has the weak tracial Rokhlin property.
Proof. It’s trivial that weak tracial Rokhlin property implies tracial Rokhlin
property, since every non-zero element in a simple C*-algebra is full. So let’s
prove the other direction. We may assume that A has Property (SP), otherwise
α has the strict Rokhlin property and therefore tracial Rokhlin property. Let
F be a finite subset of A, ε > 0 be a positive number, b ∈ A+ has norm 1, and
x ∈ A+ is non-zero. Let δ = ε(2|G|+3) . By Lemma 2.6, there exists a non-zero
projection q ∈ Her(b), such that for any projection r ≤ q, we have ‖rb− r‖ < δ.
By Lemma 3.5.6 of [11], we can find a non-zero projection p ≤ q, such that
p ws x. Let F ′ = F ∪{p}, since α has tracial Rokhlin property, we can mutually
orthogonal projections eg ∈ A such that:
(1) ‖αg(eh)− egh‖ < δ < ε for all g, h ∈ G.
(2) ‖ega− aeg‖ < δ < ε for all g ∈ G and all a ∈ F ′
(3) Let e =
∑
g∈G eg, we have 1− e ws p
(4) ‖epe‖ > 1− δ
By our choice of p, we have: 1 − e ws p ws x. So we need only to verify that
‖ebe‖ > 1− ε. For that, we have the following estimation:
‖ebe‖ ≥ ‖pebep‖ > ‖epbpe‖ − ‖(ep− pe)bpe‖ − ‖peb(pe− ep)‖
> ‖epe‖ − ‖e(p− pb1/2)pe‖ − ‖epb1/2(b1/2p− p)e‖ − 2|G|δ
> 1− δ − δ − δ − 2|G|δ = 1− ε
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Looking back to Example 4.1 we gave at the beginning of this section, we see
that the weak tracial Rokhlin property is a better definition, because we have
the following:
Proposition 4.5. Let α : G 7→ Aut(A) and β : G 7→ Aut(B) be two actions of
the same group G. Let pi : G 7→ Aut(A ⊕ B) be the direct sum, i.e. pi(a, b) =
(α(a), β(b)), for any a ∈ G and b ∈ B. Then pi has the weak tracial Rokhlin
property, if and only if both α and β have the weak tracial Rokhlin property.
For the proof, we just need to observe that for a = (a1, a2) in A ⊕ B, a is
full if and only if a1 and a2 are both full in the corresponding C*-algebras.
The original motivation for introducing the tracial Rokhlin property is to
deal with crossed products of tracially AF algebras, or C*-algebras of tracial
rank 0. In [9] Lin gives the following definition:
Definition 4.6. We denote by I (k) be the class of all unital C*-algebras which
are finite direct sum of the form:
P1Mn1(C(X1))P1 ⊕ P1Mn2(C(X2))P2 ⊕ · · · ⊕ PsMns(C(Xs))Ps
where s < ∞ and for each i, Xi is a k-dimensional finite CW complex, Pi is a
projection in Mni(C(Xi))
These will serve as our building blocks. Lin gave a definition of tracial rank
in [9], where it was called tracial topological rank. Later he showed in [10] that
the definition can be slightly simplified, for which we can take as the definition
of tracial rank:
Theorem 4.7. (Theorem 2.5,[10]) Let A be a unital C*-algebra. Then the
tracial rank of A is less or equal to k, if and only if for any finite subset F ∈ A,
every 0 < σ4 < σ3 < σ2 < σ1 < 1, and every positive element b ∈ A with
‖b‖ = 1,, there exist a C*-subalgebra B ⊂ A with B ∈ I (k) and 1B = p such
that:
(1) ‖[x, p]‖ < ε for all x ∈ F .
(2) pxp ∈ε B for all x ∈ F .
(3) fσ1σ2 ((1− p)b(1− p)) ws fσ3σ4 ((pbp))
If the tracial rank of A is less or equal to k, we write TR(A) ≤ k. While the
comparison condition (3) in the definition of tracial rank seems rather compli-
cated, it can be greatly simplified when the C*-algebra is simple:
Theorem 4.8. (Theorem 6.13,[9]) Let A be a simple unital C*-algebra. Then
TR(A) ≤ k if for any finite subset F ∈ A, any nonzero element b ∈ A+, there
exist a C*-subalgebra B ⊂ A with B ∈ I (k) and 1B = p such that:
(1) ‖[x, p]‖ < ε for all x ∈ F .
24
(2) pxp ∈ε B for all x ∈ F .
(3) 1− p ws b.
In [4], Phillips proved the following:
Theorem 4.9. Let A be an infinite dimensional simple separable unital C*-
algebra with tracial rank zero. Let α : G → Aut(A) be an action of a finite
group G on A with the tracial Rokhlin property. Then the crossed product
C∗(G,A, α) has tracial rank zero.
One natural question would be how to extend the above result to the non-
simple case. The main result of this section is that our definition of weak tracial
Rokhlin property works in some special case, namely when the crossed product
is simple:
Theorem 4.10. Let A be an infinite dimensional separable unital C*-algebraL˙et
α : G → Aut(A) be an action with the weak tracial Rokhlin property. Assume
that A is α simple and TR(A) ≤ k. Then C∗(A,G, α) has tracial rank ≤ k.
We shall prove this theorem at the end of this section.
The assumption that A is α simple is used to ensure that C∗(G,A, α) is
simple, as we have the following:
Lemma 4.11. Let A be an unital C*-algebra. Let α : G→ Aut(A) be a finite
group action with the weak tracial Rokhlin property. Then A is α-simple if and
only if C∗(G,A, α) is simple.
Proof. If I is a proper α-invariant ideal in A, then C∗(G, I, α) is a proper ideal
in C∗(G,A, α), hence C∗(G,A, α) is simple implies A is α-simple. For the other
direction, there are several proofs. Using the Rokhlin projections, it’s not hard
to show that for any a0, a1, . . . , an in A with a0 positive, any ε > 0, there is a
projection p such that:
‖pa0p‖ > ‖a0‖ − ε, ‖pai − aip‖ < ε, ‖pαg(p)‖ < ε for g 6= 1 (∗)
Then the same lines as Theorem 7.2 of [14] shows that C∗(G,A, α) is simple.
A more sophisticated way is to use Theorem 2.5 of [15]. A discrete group is
exact if and only if the reduced C*-algebra is exact. In particular, finite groups
are exact. When A is α−simple, it’s easy to see that the weak tracial Rokhlin
property implies the residual Rokhlin∗ property (See Definition 2.1, [15]). By
Theorem 2.5 of [15], the A separates the ideal in the crossed product, which is
equivalent to that the crossed product is simple.
When A is α−simple, we have a similar result as in Lemma 2.4. It may not
be true in general.
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Lemma 4.12. Let A be an unital C*-algebra. Let α : G→ Aut(A) be a finite
group action with the weak tracial Rokhlin property. If A is α-simple, then
either A has Property (SP) or α has the strict Rokhlin property
Proof. When A is α-simple, by Proposition 2.1 of [16], A is a finite direct sum of
simple ideals which are permuted transitively among each other by the action of
G. Write A = I1⊕· · ·⊕In. Suppose A does not have Property (SP). Then there
exists some non-zero positive element b ∈ A such that Her(b) contains no non-
zero projection. Write b = (b1, . . . , bn), where bi is a positive element in Ii. Since
b is non-zero, Without loss of generality b1 is non-zero. Hence Her(b1) contains
no non-zero projection. Since the ideals are permuted transitively by the action
of G, we can choose gi such that αgi(I1) = Ii, for each i. Let b
′
i = αgi(b1),
consider the element b′ = (b′1, . . . , b
′
n). Since b
′
1 is a full element in I1, we can
see that b′ is a full element in A. But Her(b′) = Her(b′1)⊕· · ·⊕Her(b′n) contains
no non-zero projections. Now if we choose Rokhlin projections correspond to
b′, the defect projection will be forced to be 0, hence the Rokhlin projections
must sum up to 1 and therefore α has the strict Rokhlin property.
It should be pointed out that to the author’s knowledge, so far no versions of
Rokhlin properties are known that could extend Theorem 4.9 in full generality,
except the strict Rokhlin property:
Theorem 4.13. Let A be an unital separable C*-algebra with tracial rank
≤ k. Let α : G → Aut(A) be an action with the strict Rokhlin property. Then
C∗(A,G, α) has tracial rank ≤ k
The proof of the above theorem is based on the following lemma, which can
be extracted from the proof of Theorem 2.2 in [4]:
Proposition 4.14. Let A be a unital C*-algebra α : G→ Aut(A) be an action
with the strict Rokhlin property. Let n = card(G) < ∞. Then for any finite
set F in the crossed product C∗(G,A, α), any ε > 0, there exists a projection
f ∈ A and a unital homomorphism φ : Mn(fAf) → C∗(G,A, α) such that
dist(b, φ(Mn(fAf)) < ε, for any b ∈ F .
Pr⋊⋊℧⋊℧Th⋊r⋗4.13: The property of having traical rank less or equal
to k passes to unital hereditary subalgebra, matrix algebra and sub-quotients,
by Proposition 5.1, Theorem 5.3 and Theorem 5.8 of [9]. Hence Proposition
4.14 together with Proposition 4.8, proves our Theorem 4.13.
In Theorem 4.10, the assumption of Property (SP) on A is used to ensure
that the crossed product has Property (SP). The proof of this fact depends on
the following theorem:
Theorem 4.15. (Theorem 2.1 of [8]) Let 1 ∈ A ⊂ B be a pair of C*-algebras.
Suppose that A has Property (SP). If there is a faithful conditional expectation
E from B to A, such that for any non-zero positive element x in B and any
ε > 0, there is an element y in A satisfying:
‖y∗(x− E(x))y‖ < ε, ‖y∗E(x)y‖ ≥ ‖E(x)‖ − ε,
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then B also has Property (SP). Moreover, every non-zero hereditary C*-algebra
of B has a projection which is equivalent to some projection in A in the sense
of Murray-von Neumann.
Proposition 4.16. Let A be a C*-algebra with Property (SP) and let α : G→
Aut(A) be an action with the weak tracial Rokhlin property. Then C∗(A,G, α)
also has Porperty (SP). Moreover, every non-zero hereditary C*-algebra of
C∗(A,G, α) has a projection which is equivalent to some projection in A in
the sense of Murray-von Neumann.
Proof. Let B be the crossed product C∗(A,G, α). Let {ug} be the canonical
unitaries. Then every element of B can be written as
∑
g∈G bgug, where bg ∈
A, ∀g ∈ G. Let 1 be the identity element ofG, then a natural faithful expectation
E from B to A can be defined as E(
∑
g∈G bgug) = b1.
Now we check that E satisfy the conditions in Theorem 4.15. Let x =∑
g∈G bgug be a non-zero positive element of B. Then b1 = E(x) must be a
non-zero positive element of A: write x = zz∗ where z =
∑
g∈G cgug, then
b1 =
∑
g∈G cgc
∗
g 6= 0. Without loss of generality, we can assume that b1 has
norm 1. Since α has the weak tracial Rokhlin property, Let F = {bg | g ∈ G},
b1 be the positive element of A with norm 1 and δ =
ε
(|G|2−|G|+1) , we can find
mutually orthogonal projections eg ∈ A for g ∈ G such that:
(1) ‖αg(eh)− egh‖ < δ for all g, h ∈ G.
(2) ‖ega− aeg‖ < δ for all g ∈ G and all a ∈ F .
(3) With e =
∑
g∈G eg, ‖eb1e‖ > 1− δ.
Since ‖eb1 − b1e‖ < δ, we see that:
‖eb1e−
∑
g∈G
egb1eg)‖ = ‖
∑
g 6=h
egb1eh‖ ≤ (|G|2−|G|)δ+‖
∑
g 6=h
egehb1‖ = (|G|2−|G|)δ.
Note that since egb1eg for g ∈ G are orthogonal to each other, we have
‖
∑
g∈G
egb1eg‖ = max{‖egb1eg‖ | g ∈ G}.
Hence there exists some h ∈ G, such that
‖ehb1eh‖ = ‖
∑
g∈G
egb1eg‖ > ‖eb1e‖ − (|G|2 − |G|)dt > 1− ε.
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Let y = eh, then ‖yE(x)y‖ > 1− ε. Also we have:
‖y ∗ (x − E(x))y‖
= ‖eh(
∑
g 6=1
bgug)eh‖
= ‖(
∑
g 6=1
ehbgαg(eh)ug‖
≤ (
∑
g 6=1
‖ehbgegh‖
≤ (
∑
g 6=1
(‖(ehbg − bgeh)egh‖+ ‖bgehegh‖)
≤ (|G| − 1)(δ + 0) < ε
Hence the conditions in Theorem 4.15 are met.Note that the comparison con-
dition is not used in the above proof.
We can extract the following technical lemma from the proof of Theorem
2.2, [4]:
Lemma 4.17. Let α : G→ Aut(A) be a finite group action. Let F be a finite
subset of A and let ug, g ∈ G be the canonical unitaries implementing the
action. Set n = card(G). For any ε > 0, there exist δ > 0 such that for any
family of mutually orthogonal projections eg ∈ A, for g ∈ G with:
(1) ‖αg(eh)− egh‖ < δ,
(2) ‖ega− aeg‖ < δ for any a ∈ F and
(3) e =
∑
g∈G eg is α−invariant,
then there exists a unital homomorphism φ0 : Mn → C∗(G,A, α) such that
φ0(vg,g) = eg, where vg,h is the standard (g,h)- matrix units of Mn. Further-
more, let 1 = 1G be the identity of G, if we define an unital homomorphism
φ : Mn ⊗ e1Ae1 → eC∗(G,A, α)e by:
φ(vg,h ⊗ a) = φ0(vg,1aφ0(v1,h), forg, h ∈ G textand a ∈ e1Ae1.
There is a finite subset T ofMn⊗e1Ae1 such that for every a ∈ F ∪{ug | g ∈ G},
there is some b ∈ T such that ‖φ(b)− eae‖ < ε.
Pr⋊⋊℧⋊℧Th⋊r⋗4.10: The proof is actually a modification of Theorem
2.6 of [4]. Let B = C∗(A,G, α). Since the action is α-simple, B is simple by
Lemma 4.11. Note that for simple C*-algebras, tracial topological rank can be
simplified as in Theorem 4.8. By Lemma 4.12 and Theorem 4.13, we can assume
that A has Property (SP).
Let S be a finite subset of B. Without loss of generality we may assume that
S is of the form F ∪ {ug : g ∈ G}, where F is a finite subset of the unit ball of
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A and ug ∈ B are the canonical unitaries implementing the automorphism αg.
Let ε > 0 be a positive number, and let x be a nonzero positive element of B.
Set n = |G|, By Lemma 4.16, B has Property (SP). Also B is non-elementary
since it’s infinite dimensional unital simple. By Lemma 2.7, we can find 2n non-
zero mutually orthogonal and equivalent projections p1, p2, · · · , p2n in Her(x).
Then by Lemma 4.16 again, we can find a projection p′ ∈ A such that p′ ws p1.
Now we are going to find a non-zero sub-projection p of p′ so that αg(p) ws p1
in B, for every g ∈ G. List the elements of G as g1, g2, · · · , gn. Let f0 ≤ p1 such
that p′ ∼ f0. Since B is simple, by Lemma 3.5.6 of [11], there exists non-zero
projections f ′1 ≤ αg1(p′) and f1 ≤ f0 ≤ p1 such that f ′1 ∼ f2. Inductively, for
i = 1, 2, . . . , n, we can find non-zero projections fi and f
′
i , such that
f ′i ≤ αgig−1i−1(f
′
i−1) ≤ αgi(p′), fi ≤ fi−1 and f ′i ∼ fi.
Let p = αg−1n f
′
n. Then p is a non-zero subprojection of p
′ such that αgi(p) ws p1,
for any i.
Since B is simple, there exists s1, s2, . . . , sn in B such that
∑n
i=1 sips
∗
i = 1.
Write si =
∑
g∈G si,gug. Do a computation we can show that
n∑
i=1
∑
g∈G
si,gαg(p)s
∗
i,g = 1
Set pˆ =
∑
g∈G αg(p), then
∑
g,i
si,g pˆs
∗
i,g >
∑
g,i
si,gαg(p)s
∗
i,g = 1
Hence pˆ is full in A. Therefore there exists {zi|1 ≤ i ≤ m} ⊂ A such that∑m
i=1 zipz
∗
i = 1. Let M = max{‖zi‖ | 1 ≤ i ≤ m}. Set ε0 = ε/4, then choose
δ0 > 0 according to Lemma 4.17 for n as given and for ε0 in place of ε. Let
δ = min{ 1
2nmM
, δ0,
ε
8n
}.
Let F ′ = F ∪{zi|1 ≤ i ≤ m} be a finite subset of A, pˆ be a full positive element
of A and δ > 0. By Lemma 4.3, we can obtain mutually orthogonal projections
eg in A for g ∈ G, such that:
(1) ‖αg(eh)− egh‖ < δ < δ0 for all g, h ∈ G.
(2) ‖ega− aeg‖ < δ < δ0 for all g ∈ G and all a ∈ F ′
(3) Let e =
∑
g∈G eg, e is α−invariant.
(4) 1− e ws pˆ
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Let vg,h be the standard matrix units for Mn. By the choice of δ, there exists
a unital homomorphism φ0 : Mn → eBe such that φ0(vg,g) = eg for all g ∈ G.
Furthermore,if we define a unital homomorphism φ : Mn ⊗ e1Ae1 → eBe by
φ(vg,h ⊗ a) = φ0(vg,1aφ0(v1,h) for g, h ∈ G and a ∈ e1Ae1, then there is a finite
subset T of Mn ⊗ e1Ae1 such that for every a ∈ F ′ ∪ ug | g ∈ G, there is b ∈ T
such that ‖φ(b)− eae‖ ≤ ε0.
Now e1Ae1 is an hereditary C*-subalgebra of A and TR(A) ≤ k, we have
TR(Mn ⊗ e1Ae1) ≤ k, by Theorem 5.3 and Theorem 5.8 of [9]. In particular,
TRw(Mn ⊗ eg0Aeg0) ≤ k. (TRw(·) is the tracial weak rank, see Definition
3.4 of [9] for the definition; Corollary 5.7 of [9] says that TR(A) ≤ k implies
TRw(A) ≤ k )
Now consider the element r = e11⊗ e1pˆe1. Since
∑n
i=1 zipˆz
∗
i = 1, using the fact
‖e1zi − zie1‖ < δ, we see that:
‖e1 −
m∑
i=1
e1zie1pˆe1z
∗
i e1‖
=‖
m∑
i=1
e1zipˆz
∗
i e1 −
m∑
i=1
e1zie1pˆe1z
∗
i e1‖
≤‖
∑
i
(e1(e1zi − zie1)pˆ)z∗i e1‖+ ‖
∑
i
(e1zie1)pˆ)(z
∗
i e1 − e1z∗i )e1‖
≤mnMδ +mnMδ < 1
This shows that the ideal generated by e1pˆe1 in e1Ae1 contains an invertible
element, hence e1pˆe1 is full in e1Ae1. Therefore r is a full element ofMn⊗e1Ae1.
By the definition of tracial weak rank, there is a projection p0 ∈ Mn ⊗ e1Ae1
and an E0 ∈ I (k) with 1E0 = p0 such that
1. ‖p0b− bp0‖ < ε0 for all b ∈ T.
2. For every element b ∈ T , there is an element b′ ∈ E0 such that ‖p0bp0 −
b′‖ < ε0
3. 1− p0 ws r.
Set q = φ(p0) and E = φ(E0). Note that the identity of E is equal to e, the
sum of the Rokhlin projections. Since E is isomorphic to a sub-quotient of E0
and E0 ∈ I k, by the same argument as in Proposition 5.1 of [9], there exists
an increasing sequence of C*-algebras Ci, such that the union ∪∞i=1Ci is dense
in E. Therefore, we can choose some large i = N , such that 1CN = 1E and for
every b ∈ T , there is an element b′ ∈ E0 and a b′′ in CN so that ‖p0bb0−b′‖ < ε0
and ‖φ(b′)− b′′‖ < ε0.
Let a ∈ S. Choose b ∈ T such that ‖φ(b) − eae‖ < ε0. Then, using
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qe = eq = q,
‖qa− aq‖ ≤ 2‖ea− ae‖+ ‖qeae− eaeq‖
≤ 2‖ea− ae‖+ 2‖eae− φ(b)‖ + ‖p0b − bp0‖
< 2nδ + 2ε0 + ε0 ≤ ε
Further, choosing b′ ∈ E0 such that ‖p0bp0 − b′‖ < ε0, and then choose b′′
in CN such that ‖φ(b′)− b′′‖ < ε0. then the element b′′ ∈ CN satisfies
‖qaq − b′′‖ ≤ ‖qaq − qφ(b)q‖ + ‖qφ(b)q − φ(b′)‖+ ‖φ(b′)− b′′‖
≤ ‖eae− φ(b)‖+ ‖φ(p0bp0 − b′)‖+ ‖φ(b′)− b′′‖
≤ ε0 + ε0 + ε0 ≤ ε.
Finally, for the comparison condition, since φ(r) = e1pˆe1:
1− q = (1− e) + (e− q) ws hatp⊕ φ1− p0
ws hatp⊕ e1pˆe1
ws ⊕g∈Gαg(p)⊕g∈G αg(p)
ws p1 ⊕ p2 ⊕ · · · ⊕ p2n ws x.
Hence B = C∗(G,A, α) has tracial rank less or equal to k, by Theorem 4.7.
Remark 4.18. Actually we could replace tracial rank by weak tracial rank in
Theorem 4.10 if TRw(eAe) ≤ TRw(A), for any projection e ∈ A. But unfortu-
nately this is not true in general. See Example 4.7 of [9] for a counterexample.
We can also see that the norm condition is not officially used in the proof of
Theorem 4.10. It is used in Proposition 4.16 which is an essential ingredient of
the proof. It’s possible to find a weak condition so that Proposition 4.16 still
holds, in which case Theorem 4.10 is still valid.
5 Weak tracial Rokhlin property and tracial ap-
proximation
In this section, we assume that all classes of C*-algebras that we consider has
the property that, if A ∼= B and A belongs to the class, then so is B. Following
the spirit of tracially AF algebras, Elliott and Niu made the following definition
of tracial approximation:
Definition 5.1. (Definition 2.2, [13]) Let I be a class of C*-algebras. A unital
C*-algebra A is said to be in the class TAI , if and only if for any ε > 0, any
finite subset F of A, and any nonzero a ∈ A+, there exist a non-zero projection
p ∈ A and a sub C*-algebra C ⊂ A such that C ∈ I , 1C = p, and for all x ∈ F ,
1. ‖xp− px‖ < ε,
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2. pxp ∈ε C, and
3. 1− p ws a
By the same argument as in Example 4.1, we can see that if A,B are two
C*-algebras such that A ⊕ B ∈ TAI , then both A and B are in I . Hence
the comparison condition in Definition 5.1 may be too strong for non-simple
C*-algebras. We could make the following alternative definition:
Definition 5.2. (Weak tracial approximation) Let I be a class of C*-algebras.
Then we define wTAI to be the class of C*-algebra A obtained the same way
as in Definition 5.1 with the additional requirement that the positive element a
be full.
The class wTAI properly contains TAI , and it contains more C*-algebras
of interest. But in contrast with TAI , even if the class I is closed under
taking hereditary sub-algebra, wTAI may not have the same property. Hence
we need make this assumption in the following proposition:
Theorem 5.3. Let A be an infinite dimensional unital C*-algebra with Prop-
erty (SP). Let G be a finite group. Let α : G → Aut(A) be an action with
the weak tracial Rokhlin property such that the crossed product C∗(G,A, α)
is simple. Suppose A belongs to a sub-class I ′ of wTAI , for some class of
C*-algebras I . If I ′ is closed under taking hereditary sub-algebras and ten-
soring with matrix algebras, then C∗(G,A, α) belongs to TAI . In particular,
if A belongs to TAI , and I is closed under taking hereditary subalgebras and
tensoring with matrix algebras, then C∗(G,A, α) belongs to TAI .
Proof. Let F be a finite subset of C∗(G,A, α), let a be a non-zero element
of C∗(G,A, α)+, and let ε > 0. Let eg, g ∈ G be the Rokhlin projections
corresponds to F , a and ε. Let e =
∑
g∈G eg. From the proof of Theorem 4.10,
we can find a unital homomorphism φ : Mn ⊗ (e1Ae1)→ eC∗(G,A, α)e, and a
subalgebra C of Mn⊗ (e1Ae1) with 1C = p0 which is in the class I , such that:
1. ‖xφ(p0)− φ(p0)x‖ < ε, for every x ∈ F .
2. φ(p0)xφ(p0) ∈ε φ(C), for every x ∈ F .
3. 1− φ(p0) ws a
It’s not hard to see that the homomorphism φ0 defined in the proof of Theorem
4.10 is actually injective if δ is sufficiently small. Since I contains isomorphic
copies of its member, we see that C∗(G,A, α) belongs to TAI . By Lemma 2.3
of [13], if I is closed under taking unital hereditary sub-algebras and tensoring
with matrix algebras, so is TAI , hence the theorem follows.
As a corollary, we have the following:
Corollary 5.4. Let A be an infinite dimensional unital separable C*-algebra.
Let α : G → Aut(A) be a finite group action with the weak tracial Rokhlin
property such that the crossed product C∗(G,A, α) is simple. Suppose A has
stable rank one, then C∗(G,A, α) also has stable rank one.
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Proof. First of all, the class of stable rank one C*-algebras is preserved by strict
Rokhlin actions. Hence by 4.12, we may assume that A has Property (SP). By
Theorem 3.18 and Theorem 3.19 of [11], the class of unital C*-algebras with sta-
ble rank one is closed under taking unital hereditary sub-algebras and tensoring
with matrix algebras. It follows from Theorem 5.3 that the crossed product
C∗(G,A, α) is tracially of stable rank 1. By our assumption, C∗(G,A, α) is
simple. By Theorem 4.3 of [13], C∗(G,A, α) actually has stable rank one.
For real rank, with some modification of Theorem 4.3, we could get the
following:
Lemma 5.5. Let I be the class of unital C*-algebras with real rank 0. Let A
be a simple C*-algebra in TAI , then A has real rank 0.
Proof. Any finite dimensional C*-algebra has real rank 0, hence we may assume
that A is infinite dimensional. We may also assume that A has Property (SP).
Otherwise A will be locally have real rank 0 and therefore A itself has real rank
0. Let x be a non-zero self-adjoint element in A and let ε > 0. Assume that x
is not invertible, otherwise there’s nothing to prove. We can find a some σ > 0
such that ‖f1σ(x) − x‖ < ε/2. We write f = f1σ . Since x is not invertible,
the spectrum of x contains 0. Choose a non-negative continuous function g
supported in [−σ, σ] such that g(0) = 1. Then g(x) is non-zero. Since A has
Property (SP), there exists a non-zero projection p in Her(g(x)). Also that A
is simple, by Lemma 3.5.6 or [11], there exist non-zero projections p1 ≤ p and
q1 ≤ 1 − p, such that p1 ∼ q1. A corner of real rank 0 C*-algebra is again a
real rank 0 C*-algebra, hence by Lemme 2.3 of [13], (1− p)A(1− p) belongs to
TAI . By the definition of TAI , there exist a projection q ∈ (1 − p)A(1 − p)
and C*-subalgebra C ⊂ A of real rank 0, such that 1C = q and:
(1) ‖qf(x)q − y‖ < ε/4, for some self-adjoint element y ∈ C.
(2) 1− p− q ws q1.
Since q1 ∼ p1 ≤ p, there exist some projection r ≤ p and a partial isometry v
such that vv∗ = 1−p−q and v∗v = r. Now the identity of A can be decomposed
into the sum of orthogonal projections: 1 = (p − r) + r + (1 − p − q) + q. We
can write f(x) into a matrix form according to this decomposition. Note that
f(x) = (1− p)f(x)(1 − p), we have:
f(x) =


0 0 0 0
0 0 0 0
0 0 (1− p− q)f(x)(1 − p− q) (1 − p− q)f(x)q
0 0 qf(x)(1− p− q) qf(x)q


Since C has real rank 0 and ‖qf(x)q − y‖ < ε/4 for some self-adjoint element
y ∈ C, we could find a invertible self-adjoint element b ∈ C such that ‖qf(x)q−
b‖ < ε/2. Let a = (1 − p − q)f(x)(1 − p − q), c = (1 − p − q)f(x)q. Let Z be
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the matrix: 

p− r 0 0 0
0 r 0 0
0 0 1− p− q −cb−1
0 0 0 q


Then by the same computation as in Lemma 3.1.5 of [11], we can show that:
f(x) =


0 0 0 0
0 0 0 0
0 0 a c
0 0 c∗ b

 = Z


0 0 0 0
0 0 0 0
0 0 a− cb−1c∗ 0
0 0 0 b

Z∗
Now if we consider the element:
x′ = Z


(ε/2)(p− r) 0 0 0
0 0 (ε/2)v∗ 0
0 (ε/2)v a− cb−1c∗ 0
0 0 0 b

Z∗,
We can check that x′ is an invertible self-adjoint element such that ‖f(x)−x′‖ <
ε/2. Hence ‖x− x′‖ ≤ ‖x− f(x)‖+ ‖f(x)− x′‖ < ε. Therefore A has real rank
0.
Hence we have the following corollary:
Corollary 5.6. Let A be an unital C*-algebra. Let α : G→ Aut(A) be a finite
group action with the weak tracial Rokhlin property, such that the crossed
product C∗(G,A, α) is simple. Suppose A has real rank 0, then C∗(G,A, α)
also has real rank 0.
Proof. A has real rank 0 implies that A has Property (SP). We need only to
consider the case that A is infinite dimensional, because any finite dimensional
C*-algebra has real rank 0. Therefore the above statement follows from Theorem
5.3 and Lemma 5.5
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