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POSITIVE ENTROPY IMPLIES CHAOS ALONG ANY INFINITE SEQUENCE
WEN HUANG, JIAN LI AND XIANGDONG YE
ABSTRACT. Let G be an infinite countable discrete amenable group. For any G-action
on a compact metric space (X ,ρ), it turns out that if the action has positive topological
entropy, then for any pairwise distinct sequence {si}
+∞
i=1 in G there exists a Cantor subset
K of X which is Li-Yorke chaotic along this sequence, that is, for any two distinct points
x,y ∈ K, one has
limsup
i→+∞
ρ(six,siy)> 0, and liminf
i→+∞
ρ(six,siy) = 0.
1. INTRODUCTION
Throughout this paper, let G be a countable, discrete, infinite, amenable group with
the identity element eG. By a G-system, we mean a pair (X ,G), where X is a com-
pact metrizable space with a metric ρ and a continuous action Γ : G×X → X such that
Γ(eG,x) = x and Γ(g1,Γ(g2,x)) = Γ(g1g2,x) for all g1,g2 ∈ G and x ∈ X . As usual, we
let gx= Γ(g,x) for simplicity. In the case G= Z, we can describe the action as a homeo-
morphism T : X → X which corresponds to the generator 1 in Z and generates an action
n 7→ T n through iterations.
Let S be an infinite subset of G and enumerate it as a sequence {si}
+∞
i=1. A pair (x,y) ∈
X×X is called S-asymptotic if
lim
i→+∞
ρ(six,siy) = 0.
For a point x ∈ X , the collection
Ws(x,G) = {y ∈ X : (x,y) is S-asymptotic}
is called the S-stable set of x. Let δ > 0. A pair (x,y) ∈ X×X is called (S,δ )-scrambled
if
limsup
i→+∞
ρ(six,siy)> δ and liminf
i→+∞
ρ(six,siy) = 0.
As S is countable, it is easy to see that the above limits do not depend on the order of
elements of S. Following ideas in [24], we say that a subset K of X is (S,δ )-Li-Yorke
chaotic if for every two distinct points x,y ∈ K, (x,y) is an (S,δ )-scrambled pair.
Given a G-system (X ,G), one can define its topological entropy htop(X ,G) lying in
[0,+∞] (see Section 2.2 for details). One of fundamental questions in topological dynam-
ics is: if a dynamical system has positive topological entropy, how complicated its orbits
can be. There are many results in this line. We refer the reader to a recent survey [23].
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Here let us mention a few related results. In [1] using the measure-theoretical argument
Blanchard et al. showed that if a Z-action system (X ,T ) has positive topological entropy
then there exists a Cantor (Z+,δ )-Li-Yorke chaotic set for some δ > 0. For a while,
people were seeking a proof which does not involve measures. It was done by Kerr and
Li who used a combinatorial method giving an alternative proof and generalized it to
amenable group actions in [18], and to sofic group actions in [19]. For a related work, see
the recent paper by Li and Rong [21].
It is known that an expansive homeomorphism contains some non-diagonal Z+- as-
ymptotic pairs. In [2] Blanchard, Host and Ruette showed if a Z-action system (X ,T)
has positive topological entropy then there also exist some non-diagonal Z+-asymptotic
pairs. This suggests that the stable sets may play roles in the related study. This is the
real situation. In [16] Huang, Xu and Yi studied G-systems with the group G admitting
an algebraic past. It is shown there if a countable, discrete, infinite, amenable group G
admits an algebraic past Φ and S be a Φ-admissible subgroup of G, then for anyG-system
(X ,G)with positive topological entropy there exist some points x∈ X and δ > 0 such that
the stable setWS(x,G) contains a Cantor (S
−1,δ )-Li-Yorke chaotic set.
The distributional chaos is a well known notion in the study of topological dynamics.
It is natural to ask its relation with positive entropy. This question was answered by
Downarowicz who showed in [6] that if a Z-action system (X ,T) has positive topological
entropy then it is mean Li-Yorke chaotic, that is, there exists a Cantor subset K of X such
that for any two distinct points x,y ∈ K, one has
liminf
n→+∞
1
k
n
∑
k=1
ρ(T kx,T ky) = 0 and limsup
n→+∞
1
k
n
∑
k=1
ρ(T kx,T ky)> 0.
Using a different approach Huang, Li and Ye [13] reproved the result of Downarowicz
in [6] and showed more, namely the authors obtained the relationship among asymptotic,
entropy and mean Li-Yorke tuples. Another two related results along the line should
be mentioned. Li and Qiao [22] showed that for Z-action systems positive topological
entropy implies mean Li-Yorke chaos along some good sequences for pointwise ergodic
convergence. In [12] Huang and Jin studied G-systems with a bi-orderable amenable
group G. It is shown there if a countable, discrete, infinite, amenable group G is bi-
orderable, then for any G-system (X ,G) with positive topological entropy it is mean Li-
Yorke chaotic along some Følner sequence of G.
Let (X ,T) be a Z-action system. Suppose {pi} is a given increasing sequence of pos-
itive integers. A subset C of X is said to be Xiong chaotic in respect to {pi} if for any
subset A of C and for any continuous map F : A→ X there exists a subsequence {qi} of
the sequence {pi} such that
lim
i→+∞
T qix= F(x), ∀x ∈ A.
The celebrated Xiong-Yang Theorem [31] says that if (X ,T) is not-trivial, i.e. X is not a
singleton, then (X ,T ) is weakly mixing if and only if there is a c-dense Fσ -subset of X
which is Xiong chaotic in respect to some sequence; it is topologically mixing if and only
if for any increasing sequence of positive integers there is a c-dense Fσ -subset of X which
is Xiong chaotic in respect to this sequence.
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Note that topological weak mixing can be regarded as a “global” property, while topo-
logical entropy is a “local” one since it can be supported on a small set in the space. It
is interesting that the two properties are linked in some way by considering the “local”
version of weakly mixing as it was done in [3], where Blanchard and Huang showed if a
Z-action system has positive topological entropy then there exists many “local” weakly
mixing sets and also many “local” Xiong chaotic sets. This result was then extended
to general countable discrete group actions by Wang and Zhang [29]. By introducing a
stronger local notion called ∆-weakly mixing sets, Huang et al in [15] were able to show
that positive topological entropy of a Z-action system implies the existence of ∆-weakly
mixing sets and then “multiple” Xiong chaotic sets. We note that this result is still true
for finitely generated, torsion-free, discrete nilpotent group actions, see the recent paper
by Liu [25].
The key ingredient in the proof of existence of weakly mixing sets in dynamical sys-
tems with positive topological entropy is: for an ergodic invariant measure with positive
entropy the relatively independent self-joining over the Pinsker σ -algebra is weakly mix-
ing. In [28], Rudolph and Weiss showed that if a G-system admits an ergodic invariant
measure with completely positive entropy then the measure is mixing of all orders. In
[14], Huang, Shao and Ye showed for a Z-action if it is minimal and uniformly positive
entropy of all finite orders then it is strongly mixing, and in [17] Huang, Ye and Zhang
generalized this result to countable abelian group actions.
Inspired by these results, it is natural to ask whether it contains some “local” strongly
mixing sets in any dynamical system with positive topological entropy. Up to now we
can not prove this, but we can show a slight weaker result. It is easy to see that if a set is
Xiong chaotic in respect to a sequence {pi} then it is also ({pi},δ )-Li-Yorke chaotic for
some δ > 0. By the Xiong-Yang Theorem, we know that if a Z-action system (X ,T) is
strongly mixing then there exists δ > 0 such that it is ({pi},δ )-Li-Yorke chaotic for any
increasing sequence of positive integers. The main result of this paper is to show that this
conclusion holds for any G-system with positive topological entropy. Namely, we have
obtained the following unexpected result
Theorem 1.1. If a G-system (X ,G) has positive topological entropy, then for any infinite
subset S of G there exists a Cantor (S,δ )-Li-Yorke scrambled set for some δ > 0.
As mentioned above, the authors showed in [16] under the condition that if a countable
amenable G admits an algebraic past Φ and S be a Φ-admissible subgroup of G, then for
any G-system (X ,G) with positive topological entropy there exists a Cantor (S−1,δ )-Li-
Yorke chaotic set in a stable setWS(x,G). Our result shows that if we do not require that
the Li-Yorke chaotic set occurs in some stable set then Li-Yorke chaos can happen along
any infinite subset of the group.
After reviewing some auxiliary results of G-systems in Section 2, we will prove the
main result in Section 3.
2. PRELIMINARIES
In this section, we review some notions and properties of G-systems which will be used
later. We refer the reader to [7] and [9] for textbooks on ergodic theory.
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Let X be a metric space. A subset K ⊂ X is called a Mycielski set if it is a union of
countably many Cantor sets. This definition was introduced in [1]. For convenience we
restate here a version of Mycielski’s theorem (see [26, Theorem 1]) which we shall use.
Recall that the diagonal of X×X is
∆X = {(x,x) ∈ X×X : x ∈ X}.
Theorem 2.1. Let X be a perfect compact metric space. Assume that R is a dense Gδ
subset of X×X. Then there exists a dense Mycielski subset K of X such that
K×K ⊂ R∪∆X .
A finite subsets {Fn}
+∞
n=1 of G is called a Følner sequence if for every g ∈ G,
lim
n→+∞
|gFn∆Fn|
|Fn|
= 0,
where | · | denote the cardinality of a set. For a countable, discrete, infinite group G, it is
well known that G is amenable if and only if it admits a Følner sequence.
2.1. Invariant measures and the disintegration of measure over a subalgebra. Let
(X ,G) be a G-system. Denote by B the collection of all Borel subset of X and M (X)
the set of all Borel probability measures on X . The support of µ ∈ M (X), denote by
supp(µ), is defined to be the set of all points x ∈ X for which every open neighborhood
of x has positive measure.
A measure µ ∈ M (X) is called G-invariant if µ(g−1A) = µ(A) for all g ∈ G and
A ∈ B, and called ergodic if it G-invariant and µ(
⋃
g∈G gA) = 1 for any A ∈ B with
µ(A)> 0. Denote by M (X ,G) (resp. M e(X ,G)) the set of all G-invariant (resp. ergodic
G-invariant) measures of (X ,G).
Given µ ∈ M (X ,G), let Bµ be the completion of B under the measure µ . Note that
every member of Bµ is of the form A∪B for some A ∈B and some B which is contained
in a µ-null set in B. Then (X ,Bµ ,µ,G) is a Lebesgue system.
A partition of X is a family of measurable subsets of X whose elements are pairwise
disjoint and the union is X . If {αi}i∈I is a countable family of finite partitions of X ,
the partition α =
∨
i∈I αi, which is the biggest partition refining than all αi, is called a
measurable partition. The sets A ∈ Bµ , which are unions of atoms of α , form a sub-σ -
algebra Bµ denoted by α̂ . As (X ,Bµ ,µ) is a Lebesgue space, every sub-σ -algebra of
Bµ coincides with a σ -algebra constructed in this way (mod µ).
Let F be a sub-σ -algebra of Bµ and α be a measurable partition of X with α̂ = F
(mod µ). Then µ can be disintegrated over F as
µ =
∫
X
µxdµ(x)
in the sense that for any f ∈ L1(X ,BX ,µ), one has∫
X
f dµ =
∫
X
(∫
X
f (y)dµx(y)
)
dµ(x).
where µx ∈ M (X). For every x ∈ X , there exists a unique atom in α , denoted by α(x),
containing x. Then µx(α(x)) = 1 for µ-a.e. x∈ X . The disintegration can be characterized
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by the properties (2.1) and (2.2) as follows:
for every f ∈ L1(X ,BX ,µ), f ∈ L
1(X ,BX ,µx) for µ-a.e. x ∈ X ,(2.1)
and the map x 7→
∫
X
f (y)dµx(y) is in L
1(X ,F ,µ);
for every f ∈ L1(X ,BX ,µ), Eµ( f |F )(x) =
∫
X
f dµx for µ-a.e. x ∈ X ,(2.2)
where Eµ( · |F ) : L
1(X ,Bµ ,µ)→ L
1(X ,F ,µ) is the conditional expectation map.
The following lemma is from [27] (see Lemma 3 in §4 No. 2).
Lemma 2.2. Let µ ∈ M (X) and µ =
∫
X µxdµ(x) be the disintegration of µ over F .
Suppose µx is non-atomic for µ-a.e. x ∈ X. If 0< r < 1 and A is a measurable subset of
X with µx(A)≤ r for µ-a.e. x ∈ X, then there exists a measurable subset A
′ of X such that
A⊂ A′ and µx(A
′) = r for µ-a.e. x ∈ X.
The relatively independent self-joining of µ over F is the Borel probability measure
µ ×F µ =
∫
X µx×µxdµ(x) on X×X in the sense that
µ ×F µ(A×B) =
∫
X
µx(A)µx(B)dµ(x)
for all A,B ∈B.
In the next section, we should consider the relatively independent self-joining. So we
need the following variation of Lemma 2.2.
Lemma 2.3. Let µ ∈ M (X) and µ =
∫
X µxdµ(x) be the disintegration of µ over F .
Suppose µx is non-atomic for µ-a.e. x ∈ X. If 0< r < 1 and B is a measurable subset of
X ×X with µx×µx(B) ≤ r for µ-a.e. x ∈ X, then there exists a measurable subset B
′ of
X×X such that B⊂ B′ and µx×µx(B
′) = r for µ-a.e. x ∈ X.
Proof. Denote λ = µ ×F µ . Let pi1 : X ×X → X is the canonical projection to the first
coordinate. For anyC ∈B,
λ (pi−11 (C)) = λ (C×X) =
∫
X
µx(C)µx(X)dµ(x) =
∫
X
µx(C)dµ(x) = µ(C).
Then pi1 is an isomorphism between (X×X ,pi
−1
1 (F ),λ ) and (X ,F ,µ). Let
λ =
∫
X×X
λ(x,y)dλ ((x,y))
be the disintegration of λ over the σ -algebra pi−11 (F ). By [7, Proposition 6.16], for λ -a.e.
(x,y), λ(x,y) = µx×µx. Then λ =
∫
X µx×µxdµ(x) can be regarded as the disintegration
overF (see also [8, Proposition 5.12]). Now applying Lemma 2.2 to the disintegration of
λ and the set B, we get a measurable subset B′ of X×X such that B⊂B′ and µx×µx(B
′) =
r for µ-a.e. x ∈ X . 
2.2. Topological entropy and measure-theoretic entropy. Let (X ,G) be a G-system.
A cover of X is a family of subsets of X whose union is X . Define the join of two cover
U and V of X by U ∨V = {U ∩V : U ∈ U ,V ∈ V }. Denote by N(U ) the number of
sets in a subcover of U of minimal cardinality.
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Let U be an open cover of X . The entropy of U with respect to G is defined by
htop(G,U ) = lim
n→∞
1
|Fn|
logN
(∨
g∈Fn
g−1U
)
,
where {Fn} is a Følner sequence in the group G. It is well known that the limit exists and
is independent of the choice of the Følner sequence. The topological entropy of (X ,G) is
then defined by
htop(X ,G) = sup
U
htop(G,U ),
where the supremum is taken over all finite open covers of X .
Given µ ∈M (X ,G), for a finite partition α = {A1,A2, . . . ,Ak} of X , define
Hµ(α) =−
k
∑
i=1
µ(Ai) logµ(Ai).
The measure-theoretic entropy of µ relative to α is defined by
hµ(G,α) = lim
n→∞
1
|Fn|
Hµ
(∨
g∈Fn
g−1α
)
,
where {Fn} is a Følner sequence in the group G. It is well known that the limit exists and
is independent of the choice of the Følner sequence. The measure-theoretic entropy of µ
is then defined by
hµ(X ,G) = sup
α
hµ(G,α),
where the supremum is taken over all finite partition of X . By the well known variational
principle, we have
htop(X ,G) = sup
µ∈M (X ,G)
hµ(X ,G) = sup
µ∈M e(X ,G)
hµ(X ,G).
It is well known that if α is a partition of X with k-atoms then Hµ(α)≤ logk. We will
use the following easy estimation.
Lemma 2.4. Let α = {A1,A2, . . . ,Ak} be a partition of X. Then Hµ(α) ≤ log2+(1−
µ(A1)) log(k−1).
Proof. Let ϕ(x) = −x logx for x > 0 and ϕ(0) = 0. Since ϕ is concave on [0,∞), by the
Jensen’s inequality we have
Hµ(α) =−
k
∑
i=1
µ(Ai) logµ(Ai) =
k
∑
i=1
ϕ(µ(Ai))
≤ ϕ(µ(A1))+(k−1)ϕ
(
1
k−1
k
∑
i=2
µ(Ai)
)
≤ ϕ(µ(A1))+(k−1)ϕ
(
1
k−1
(1−µ(A1))
)
= ϕ(µ(A1))+ϕ(1−µ(A1))+(1−µ(A1)) log(k−1)
= Hµ({A1,X \A1})+(1−µ(A1)) log(k−1)
≤ log2+(1−µ(A1)) log(k−1). 
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2.3. Pinsker σ -algebra. Given µ ∈ M e(X ,G), the Pinsker σ -algebra of (X ,µ,G), de-
noted by Pµ(G), is the (G-invariant) sub-σ -algebra ofBµ generated by all finite partitions
α of X such that hµ(G,α) = 0. The Pinsker σ -algebra corresponds to the largest factor
of (X ,µ,G) with zero measure-theoretic entropy and plays an important role in the study
of entropy in ergodic theory.
The following result is well known, see e.g. [9, Corollary 18.20] for Z-actions, [16,
Lemma 4.3] or [29, Propsition 3.1] for amenable group actions.
Lemma 2.5. Let (X ,G) be a G-system and µ ∈M e(X ,G) with hµ(G)> 0. Let
µ =
∫
X
µxdµ(x)
be the disintegration of µ over Pµ(G) and λ = µ ×Pµ (G) µ . Then µx is non-atomic for
µ-a.e. x ∈ X and λ ∈M e(X×X ,G). In particular, λ (∆X) = 0.
Given a finite partition α of X and a sub-σ -algebra F of B, define the entropy α
relative to F by
Hµ(α|F ) = ∑
A∈α
∫
X
−Eµ(1A|F ) logEµ(1A|F )dµ
=
∫
X
Hµx(α)dµ(x),
where µ =
∫
X µxdµ(x) is the disintegration of µ over F . Similarly, we can define the
condition entropy of a partition α of X with respect to a G-invariant sub-σ -algebra F of
Bµ by
hµ(G,α|F ) = lim
n→∞
1
|Fn|
Hµ
(∨
g∈Fn
g−1α|F
)
,
where {Fn} is a Følner sequence in the group G. The Pinsker σ -algebra of (X ,µ,G)
relative to F , denoted by Pµ(G|F ), is the (G-invariant) sub-σ -algebra of Bµ generated
by all finite partitions α of X such that hµ(G,α|F ) = 0.
The following result is the key point in our proof of the main result. Note that the free
action case was proved in [28, Theorem 2.13], and it was proved in [5, Theorem 0.1] in
general. Here we follow [17, Theorem 6.10] for this version.
Theorem 2.6. Let (X ,G) be a G-system. Assume that µ ∈Me(X ,G), α is a finite partition
of (X ,µ) and ε > 0. Then there exists a finite subset K of G such that for every finite subset
F of G with FF−1 \{eG}∩K = /0, one has
(2.3)
∣∣∣∣ 1|F|Hµ
(∨
g∈F
g−1α
∣∣∣∣Pµ(G)
)
−Hµ
(
α|Pµ(G)
)∣∣∣∣< ε.
Let µ =
∫
X µxdµ(x) be the disintegration of µ over the Pinsker σ -algebra. It is clear
that ∑g∈FHµx
(
g−1α
)
−Hµx
(∨
g∈F g
−1α
)
≥ 0. So the formula (2.3) can be rewritten as
(2.4)
∫
X
∣∣∣∣ 1|F|Hµx
(∨
g∈F
g−1α
)
−
1
|F| ∑g∈F
Hµx
(
g−1α
)∣∣∣∣dµ(x) < ε.
In the next section, we will apply Theorem 2.6 to (X×X ,λ ,G) and need the following
result. Note that the free action case was proved in [10, Theorem 4], and it was proved in
[5, Theorem 0.4] in general. Here we follow [16, Lemma 4.2] for this version.
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Lemma 2.7. Let (X ,G) be a G-system and µ ∈M e(X ,G). If λ = µ×Pµ (G)µ and pi1 : X×
X → X is the canonical projection to the first coordinate, then Pλ (G|pi
−1
1 (Pµ(G)) =
pi−11 (Pµ(G)) (mod λ ).
By Lemma 2.7, we know that (X × X ,λ ,G) is Pµ(G)-relatively complete positive
entropy (see [10] or [5]) and the Pinsker σ -algebra Pλ (G) of (X ,λ ,G) is pi
−1
1 (Pµ(G))
(mod λ ). By the proof of Lemma 2.3,
λ =
∫
X
µx×µxdµ(x)
can be regarded as the disintegration of λ over Pλ (G). For a finite partition β of X ×X ,
we have
Hλ (β |Pλ (G)) =
∫
X×X
− ∑
B∈β
Eλ (1B|Pλ (G))(x,y) logEλ (1B|Pλ (G))(x,y)dλ (x,y)
=
∫
X
∑
B∈β
−µz×µz(B) logµz×µz(B)dµ(z)
=
∫
X
Hµz×µz(β )dµ(z).
3. PROOF OF THE MAIN RESULT
In fact, we will prove the following result, which is a little more subtle than Theo-
rem 1.1 stated in the introduction.
Theorem 3.1. Let (X ,G) be a G-system, µ ∈ M e(X ,G) and µ =
∫
X µxdµ(x) be the
disintegration of µ over the Pinsker algebra Pµ(G). If hµ(G) > 0, then for any pairwise
distinct sequence {si}
+∞
i=1 in G, one has for µ-a.e. x ∈ X we can find a dense Mycielski
subset K of supp(µx) which is ({si},δ )-Li-Yorke chaotic for some δ > 0, that is, for any
two distinct points x1,x2 ∈ K, one has
(3.1) limsup
i→+∞
ρ(six1,six2)≥ δ ,
and
(3.2) liminf
i→+∞
ρ(six1,six2) = 0
The main idea of the proof of Theorem 3.1 is that after constructing two proper parti-
tions of X×X we apply Theorem 2.6 to show that the collections of pairs satisfying (3.1)
and (3.2) has full µx×µx-measure for “almost” all x ∈ X , see Lemmas 3.2 and 3.3 below.
For every r > 0, put
Rr({si}) =
{
(x1,x2) ∈ X×X : limsup
i→+∞
ρ(six1,six2)≥ r
}
.
Lemma 3.2. For every ε > 0 there exists a real number r > 0 and a measurable subset D
of X with µ(D)> 1−4ε such that µx×µx(Rr({si})) = 1 for all x ∈ D.
Proof. For r > 0, let
∆r = {(x1,x2) ∈ X×X : ρ(x1,x2)< r}.
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Let λ = µ ×Pµ(G) µ . By Lemma 2.5, λ is an ergodic G-invariant Borel measure on X×X
and λ (∆X) = 0. Then limr→0λ (∆r) = λ (∆X) = 0. Fix ε > 0. There exists a real number
r > 0 such that λ (∆r)< ε/2. Note that
λ (∆r) =
∫
X
µx×µx(∆r)dµ(x)≥
1
2
µ({x ∈ X : µx×µx(∆r)≥ 1/2}),
so µ({x ∈ X : µx×µx(∆r)< 1/2})> 1− ε .
Since for µ-a.e. x ∈ X , µx is non-atomic, we have µx×µx(∆r)> 0 for µ-a.e. x∈ X . Let
Vr = {x ∈ X : 0< µx×µx(∆r)< 1/2}.
Note that µ(Vr)> 1− ε . By the property of disintegration (2.1), Vr is Pµ(G)-measurable.
By Lemma 2.3, there exists a measurable set B ⊂ X ×X with ∆r ∩Vr×Vr ⊂ B and µx×
µx(B) =
1
2
for µ-a.e. x ∈ X . Let A1 = B∩Vr×Vr. If necessary, we should replace Vr by a
subset with the samemeasure such that µx×µx(A1)=
1
2
for all x∈Vr. Let A2=Vr×Vr\A1
and A3 = X ×X \ (Vr×Vr). Let α = {A1,A2,A3}, which is a partition of X×X .
Fix m ∈ N. Applying Theorem 2.6 to (X ×X ,λ ,G), the partition α and the constant(
ε
2m
)2
, there exists a finite subset Km of G as required. Choose Fm ⊂ {sm,sm+1, . . .} \⋃
i<mFi, FmF
−1
m \{eG}∩Km = /0 and |Fm|= m. Then∫
X
∣∣∣∣ 1mHµx×µx
( ∨
g∈Fm
g−1α
)
−
1
m
∑
g∈Fm
Hµx×µx(g
−1α)
∣∣∣∣dµ(x) < ( ε2m
)2
.
Let
Dm =
{
x ∈ X :
∣∣∣∣ 1mHµx×µx
( ∨
g∈Fm
g−1α
)
−
1
m
∑
g∈Fm
Hµx×µx(g
−1α)
∣∣∣∣< ε2m
}
.
Then µ(Dm)> 1−
ε
2m
. Let D0 =
⋂+∞
m=1Dm. Then µ(D0)> 1− ε .
By [8, Proposition 5.9] or [7, Corollary 5.24], for any g∈G, gµx = µgx holds for µ-a.e.
x ∈ X . Then there exists a measurable subset X0 of X with µ(X0) = 1 such that for any
x ∈ X0 and g ∈ G,
Hµx×µx(g
−1α) = Hµgx×µgx(α).
For every x ∈ X0 and g ∈ G, we have the following two cases:
Case 1 if gx ∈Vr, one has µgx×µgx(A1) =
1
2
, µgx×µgx(A2) =
1
2
and µgx×µgx(A3) = 0,
then Hµx×µx(g
−1α) = log2;
Case 2 if gx 6∈ Vr, one has µgx×µgx(A1) = 0, µgx×µgx(A2) = 0 and µgx×µgx(A3) = 1,
then Hµx×µx(g
−1α) = 0.
For any x ∈ D0∩X0, let Im(x) = {g ∈ Fm : gx ∈Vr}. By conclusions of Cases 1 and 2, we
have
1
m
∑
g∈Fm
Hµx×µx(g
−1α) =
1
m
|Im(x)| log2
and
Hµx×µx
( ∨
g∈Fm
g−1α
)
= Hµx×µx
( ∨
g∈Im(x)
g−1α
)
.
10 WEN HUANG, JIAN LI AND XIANGDONG YE
By the definition of Dm, we have
(3.3)
∣∣∣∣ 1mHµx×µx
( ∨
g∈Im(x)
g−1α
)
−
1
m
|Im(x)| log2
∣∣∣∣< ε2m ,
for every x ∈ D0∩X0 and every m≥ 1. Put
f (x) = limsup
m→+∞
1
m
∑
g∈Fm
1Vr(gx) = limsup
m→+∞
1
m
|Im(x)|.
Then ∫
X
f (x)dµ(x) =
∫
X
limsup
m→+∞
1
m
∑
g∈Fm
1Vr(gx)dµ(x)
≥ limsup
m→+∞
∫
X
1
m
∑
g∈Fm
1Vr(gx)dµ(x)
= µ(Vr)> 1− ε,
and µ{x ∈ X : f (x)> 1
2
}> 1−2ε . Let
D=Vr ∩D0∩X0∩{x ∈ X : f (x)>
1
2
}.
Then µ(D) > 1−4ε .
Now we show that D is as required. Fix x ∈ D and m ∈ N. Let
am = µx×µx
( ⋂
g∈Im(x)
g−1A1
)
.
If g ∈ Im(x), i.e., gx ∈Vr, then by the conclusion of Case 1 we have
(3.4) µgx×µgx(A3) = 0
and ∨
g∈Im(x)
g−1α =
∨
g∈Im(x)
g−1{A1,A2} (mod µx×µx).
By (3.3), we have
1
m
|Im(x)| log2−
ε
2m
≤
1
m
Hµx×µx
( ∨
g∈Im(x)
g−1α
)
=
1
m
Hµx×µx
( ∨
g∈Im(x)
g−1{A1,A2}
)
≤
1
m
(
log2+(1−am) log
(
2|Im(x)|−1
))
, by Lemma 2.4
≤
1
m
(
log2+(1−am)|Im(x)| log2
)
.
Then
am ·
1
m
|Im(x)| ≤
1
m
+
ε
2m log2
.
As limsup
m→+∞
1
m
|Im(x)|= f (x)>
1
2
, we have liminf
m→+∞
am = 0.
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Let
Asyr({si},m) = {(x1,x2) ∈ X×X : ρ(six1,six2)< r, ∀i ≥ m}.
Note that Asyr({si},m) is increasing as m increases. Let
Asyr({si}) =
+∞⋃
m=1
Asyr({si},m).
Note that if ρ(x1,x2)< r, then (x1,x2) ∈ A1∪A3. As Fm ⊂ {sm,sm+1, . . .},
Asyr({si},m)⊂
⋂
g∈Fm
g−1(A1∪A3).
So for any x ∈ D,
µx×µx(Asyr({si},m))≤ µx×µx
( ⋂
g∈Fm
g−1(A1∪A3)
)
≤ µx×µx
( ⋂
g∈Im(x)
g−1(A1∪A3)
)
= µx×µx
( ⋂
g∈Im(x)
g−1A1
)
by (3.4)
= am.
As liminf
m→+∞
am → 0, we have µx×µx(Asyr({si})) = 0, because Asyr({si},m) is increasing
as m increases. It is clear that X×X \Asyr({si})⊂ Rr({si}). Thus, µx×µx(Rr({si})) = 1
for any x ∈ D. This ends the proof. 
Let
P({si}) =
{
(x1,x2) ∈ X×X : liminf
i→+∞
ρ(six1,six2) = 0
}
.
Lemma 3.3. Let λ = µ ×Pµ(G) µ . Then λ (P({si})) = 1.
Proof. For r > 0, put
Pr({si}) =
{
(x1,x2) ∈ X×X : liminf
i→+∞
ρ(six1,six2)< 2r
}
.
It is clear that P({si}) =
⋂+∞
k=1P1
k
({si}). We first show the following Claim.
Claim: For every r > 0 and ε > 0 there exists a measurable subset E of X with µ(E) >
1−4ε such that for any x ∈ E, µx×µx(Pr({si})) = 1.
Proof of the Claim. Fix r > 0 and ε > 0. Since for µ-a.e. x ∈ X , µx is non-atomic and
then {x ∈ X : µx× µx(∆r) > 0} has full µ-measure. There exists L ∈ N such that Wr =
{x ∈ X : µx× µx(∆r) ≥
1
L
} and µ(Wr) > 1− ε . By the property of disintegration (2.1),
Wr is Pµ(G)-measurable, then for µ-a.e. x ∈Wr, µx×µx(Wr×Wr) = 1. By Lemma 2.3,
choose BL ⊂ ∆r∩ (Wr×Wr) and µx×µx(BL) =
1
L
for µ-a.e. x∈Wr. By Lemma 2.3 again,
choose B1, . . . ,BL−1 ⊂Wr×Wr such that {B1, . . . ,BL} is a partition of Wr×Wr and for
µ-a.e. x ∈Wr, µx×µx(Bi) =
1
L
for i= 1,2, . . . ,L. If necessary, we should replaceWr by a
subset with the same measure such that for all x ∈Wr, µx×µx(Bi) =
1
L
for i= 1,2, . . . ,L.
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Let BL+1 = X ×X \ (Wr×Wr) and β = {B1,B2, . . . ,BL,BL+1}. Then β is a partition of
X×X .
Fix m ∈ N. Applying Theorem 2.6 to (X ×X ,λ ,G), the partition β and the constant(
ε
2m
)2
, there exists a finite subset Km of G as required. Choose Fm ⊂ {sm,sm+1, . . .} \⋃
i<mFi, FmF
−1
m \{eG}∩Km = /0 and |Fm|= m. Then∫
X
∣∣∣∣ 1mHµx×µx
( ∨
g∈Fm
g−1β
)
−
1
m
∑
g∈Fm
Hµx×µx(g
−1β )
∣∣∣∣dµ(x) < ( ε2m
)2
.
Let
Em =
{
x ∈ X :
∣∣∣∣ 1mHµx×µx
( ∨
g∈Fm
g−1β
)
−
1
m
∑
g∈Fm
Hµx×µx(g
−1β )
∣∣∣∣< ε2m
}
.
Then µ(Em)> 1−
ε
2m
. Let E0 =
⋂+∞
m=1Em. Then µ(E0)> 1− ε .
By [8, Proposition 5.9] or [7, Corollary 5.24], for any g∈G, gµx = µgx holds for µ-a.e.
x ∈ X . Then there exists a measurable subset X0 of X with µ(X0) = 1 such that for any
x ∈ X0 and g ∈ G,
Hµx×µx(g
−1β ) = Hµgx×µgx(β ).
For every x ∈ X0 and g ∈ G, we have the following two cases:
Case 1 if gx ∈Wr, one has µgx×µgx(Bi) =
1
L
for i= 1,2, . . . ,L, and µgx×µgx(BL+1) = 0,
then Hµx×µx(g
−1β ) = logL;
Case 2 if gx 6∈Wr, one has µgx×µgx(Bi) = 0 for i= 1,2, . . . ,L, and µgx×µgx(BL+1) = 1
then Hµx×µx(g
−1β ) = 0.
For x ∈ X , let Im(x) = {g ∈ Fm : gx ∈Wr}. By conclusions of Cases 1 and 2, we have for
any x ∈ X0 and g ∈ G,
∑
g∈Fm
Hµx×µx(g
−1β ) = |Im(x)| logL,
and
Hµx×µx
( ∨
g∈Fm
g−1β
)
= Hµx×µx
( ∨
g∈Im(x)
g−1β
)
.
By the definition of Em, we have
(3.5)
∣∣∣∣ 1mHµx×µx
( ∨
g∈Im(x)
g−1β
)
−
1
m
|Im(x)| logL
∣∣∣∣< ε2m ,
for every x ∈ E0∩X0 and every m≥ 1. Similar to the proof in Lemma 3.2, the µ-measure
of the set
Y =
{
x ∈ X : limsup
n→+∞
1
m
|Im(x)|>
1
2
}
is at lease 1−2ε . Let
E =Wr ∩E0∩X0∩Y.
Then µ(E) > 1−4ε .
Now we show that E is as required. Fix x ∈ E and m≥ 1. Let
Cm =
⋂
g∈Im(x)
g−1(B1∪B2∪· · ·∪BL−1)
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and bm = µx× µx(Cm). If g ∈ Im(x), i.e., gx ∈Wr, then by the conclusion of Case 1 we
have
(3.6) µx×µx(g
−1BL+1) = 0
and ∨
g∈Im(x)
g−1β =
∨
g∈Im(x)
g−1({B1,B2, . . . ,BL}) (mod µx×µx)
=
∨
g∈Im(x)
g−1({B1,B2, . . . ,BL−1})
∪
⋃
g0∈Im(x)
({
g−10 BL
}∨ ∨
g∈Im(x)\{g0}
g−1({B1,B2, . . . ,BL−1})
)
= (∗) ∪ (∗∗)
Note that the part (∗) can be regarded as a partition ofCm with at most (L−1)
|Im(x)| atoms
and the part (∗∗) as a partition of X ×X \Cm with at most L
|Im(x)| atoms. By (3.5), we
have
1
m
|Im(x)| logL−
ε
2m
≤
1
m
Hµx×µx
( ∨
g∈Im(x)
g−1β
)
=
1
m
Hµx×µx
(
(∗) ∪ (∗∗)
)
≤
1
m
(
log2+bm|Im(x)| log(L−1)
by Lemma 2.4
+(1−bm)|Im(x)| logL
)
.
Then
bm ·
1
m
|Im(x)| ≤
1
logL− log(L−1)
( log2
m
+
ε
2m
)
.
As limsup
m→+∞
1
m
|Im(x)|>
1
2
, we have liminf
m→+∞
bm = 0.
For m≥ 1, let
Qr({si},m) = {(x1,x2) : ρ(six1,six2)≥ r, ∀i≥ m},
and
Qr({si}) =
+∞⋃
m=1
Qr({si},m)
Note that if ρ(x1,x2)≥ r then (x1,x2)∈B1∪B2∪· · ·∪BL−1∪BL+1. AsFm⊂{sm,sm+1, . . .},
Qr({si},m)⊂
⋂
g∈Fm
g−1(B1∪B2∪· · ·∪BL−1∪BL+1)
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and
µx×µx(Qr({si},m))≤ µx×µx
( ⋂
g∈Fm
g−1(B1∪B2∪· · ·∪BL−1∪BL+1)
)
= µx×µx
( ⋂
g∈Im(x)
g−1(B1∪B2∪· · ·∪BL−1)
)
by (3.6)
= bm.
Then µx× µx(Qr({si})) = 0, as Qr({si},m) is increasing as m increases. It is clear that
X ×X \Qr({si}) ⊂ Pr({si}). Thus, µx× µx(Pr({si})) = 1 for any x ∈ E. This ends the
proof of the Claim. 
By the Claim, we know that for any r > 0 and ε > 0, there exists a measurable subset
E of X with µ(E) > 1−4ε such that for any x ∈ E, µx×µx(Pr({si})) = 1. Then
λ (Pr({si})) =
∫
X
µx×µx(Pr({si}))dµ(x)
≥
∫
E
µx×µx(Pr({si}))dµ(x)
= µ(E) > 1−4ε.
As ε > 0 is arbitrary, λ (Pr({si})) = 1. Then λ (P{si}) = 1, as P({si}) =
⋂+∞
k=1P1
k
({si}).

Now we can give a proof of Theorem 3.1
Proof of Theorem 3.1. By Lemma 3.2, for every k∈N, there exist rk> 0 and a measurable
set Dk ⊂ X with µ(Dk)> 1−
1
k
such that for every x ∈ Dk,
Rk =
{
(x1,x2) ∈ X×X : limsup
i→+∞
ρ(six1,six2)≥ rk
}
has full µx × µx-measure. By Lemma 3.3, there exists a measurable set E ⊂ X with
µ(E) = 1 such that for every x ∈ E,
P=
{
(x1,x2) ∈ X×X : liminf
i→+∞
ρ(six1,six2) = 0
}
has full µx×µx-measure. Let
D= E
⋂(+∞⋃
k=1
Dk
)
.
Then µ(D) = 1. If necessary, we should replace D by a subset with the same measure
such that for all x ∈ D, µx is non-atomic. Fix x ∈ D. There exists k ∈ N such that x ∈ Dk.
Then µx×µx(Rk∩P) = 1. It is easy to see that both Rk and P are Gδ subsets of X ×X .
So
Rk∩P∩
(
supp(µx)× supp(µx)
)
is a dense Gδ subset of supp(µx)× supp(µx). As µx is non-atomic, supp(µx) is perfect.
Applying the Mycielski Theorem (Theorem 2.1), we get a dense Mycielski subset K of
supp(µx) such that K×K ⊂ (Rk∩P)∪∆X . Then K is ({si},rk)-Li-Yorke chaotic. 
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4. FINAL REMARKS
Remark 4.1. For a Z-action system (X ,T) there is another approach to the proof of
Theorem 3.1 instead of using Lemma 3.3. Let {si} be a pairwise distinct sequence in Z.
Without loss of generality, we can assume that {si} is an increasing sequence of positive
integers. By [13, Lemma 3.1], for µ-a.e. x ∈ X ,
W s
Z+
(x,T )∩ supp(µx) = supp(µx).
In particular, AsyZ+(X ,T)∩
(
supp(µx)×supp(µx)
)
is dense in supp(µx)×supp(µx). It is
clear that AsyZ+(X ,T)⊂ P({si}), then
P({si})∩
(
supp(µx)× supp(µx)
)
is a dense Gδ subset of supp(µx)× supp(µx).
Remark 4.2. Let n ≥ 2. An n-tuple (x1,x2, . . . ,xn) ∈ X
n is called ({si},δ )-n-scrambled
if
limsup
i→+∞
min
1≤ j<k≤n
ρ(six j,sixk)≥ δ and liminf
i→+∞
max
1≤ j<k≤n
ρ(six j,sixk) = 0.
Following ideas in [30], we say that a subset K of X is ({si},δ )-n-Li-Yorke chaotic if for
every n pairwise distinct points x1,x2, . . . ,xn ∈ K, (x1,x2, . . . ,xn) is ({si},δ )-n-scrambled.
If a subset C of X is Xiong chaotic in respect to {si}, then it is not hard to see that C is
({si},δ )-n-scrambled for some δ > 0.
In fact, we can require K be to ({si},δ )-n-scrambled in Theorem 3.1. As the proof is
almost the same as in Section 3, we only outline the ideas. Assume µ ∈ M e(X ,G) with
hµ(X ,G) > 0 and µ =
∫
X µxdµ(x) be the disintegration of µ over the Pinsker algebra
Pµ(G). For n≥ 2,
λn =
∫
X
µx×µx×·· ·×µx︸ ︷︷ ︸
n times
dµ(x) =
∫
X
µ
(n)
x dµ(x).
Similar to Lemmas 2.5 and 2.7, we have λn ∈ M
e(Xn,G), Pλn(G) = pi
−1
1 (Pµ(G)) and
λn =
∫
X µ
(n)
x dµ(x) can be regard as the disintegration of λn over Pµ(G).
Let
∆(n) = {(x1,x2, . . . ,xn) ∈ X
n : ∃1≤ j < k ≤ n, s.t. x j = xk}
As µx is non-atomic for µ-a.e. x ∈ X , λn(∆
(n)) = 0. For r > 0, let
∆
(n)
r = {(x1,x2, . . . ,xn) ∈ X
n : ∃1≤ j < k ≤ n, s.t. ρ(x j,xk)< r}
It is clear that ∆(n) =
⋂+∞
m=1∆
(n)
1/m
. In the proof of Lemma 3.2, using λn and ∆
(n)
r instead
of λ and ∆r, we can show that for every ε > 0 there exists a real number r > 0 and a
measurable subset D of X with µ(D) > 1−4ε such that
µ
(n)
x
(
R
(n)
r ({si})
)
= 1
for all x ∈ D, where
R
(n)
r ({si}) =
{
(x1,x2, . . . ,xn) ∈ X
n : limsup
i→+∞
min
1≤ j<k≤n
ρ(six j,sixk)≥ r
}
.
Let
∆n = {(x,x, . . . ,x) ∈ Xn : x ∈ X}
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For r > 0, let
∆nr = {(x1,x2, . . . ,xn) ∈ X
n : ρ(x j,xk)< r,1≤ j < k ≤ n}
In the proof of Lemma 3.3, using λn and ∆
n
r instead of λ and ∆r, we can show that
λn
(
P(n)({si})
)
= 1,
where
P(n)({si}) =
{
(x1,x2, . . . ,xn) ∈ X
n : liminf
i→+∞
max
1≤ j<k≤n
ρ(six j,sixk) = 0
}
.
Remark 4.3. Sofic groups were introduced by Gromov in [11] as a common generaliza-
tion of amenable and residually finite groups. Initiated in a breakthrough of Bowen in
[4], a substantial amount of progress has been made in expanding the entropy theory for
actions of discrete amenable groups to sofic groups. We refer the reader to a recent book
[20] for this topic. It is natural to ask that whether a similar result of Theorem 1.1 holds
for sofic group actions. Our proof depends on Theorem 2.6, but it is not clear how to
extend it to sofic group actions.
Remark 4.4. As we can see, Theorem 1.1 is a purely topological result. But our proof
heavily relies on ergodic theory. It would be interesting to know whether there is a topo-
logical or combinatorial proof. In [18], using a local analysis of combinatorial indepen-
dence of topological entropy, Kerr and Li showed that if an amenable group action has
positive topological entropy then it is Li-Yorke chaotic, see [19] for sofic gorup actions.
But it is not clear how to adapt their method to our setting.
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