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Relating the type A alcove path model to the right key of a semistandard
Young tableau, with Demazure character consequences
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Abstract
There are several combinatorial methods that can be used to produce type A Demazure characters (key
polynomials). The alcove path model of Lenart and Postnikov provides a procedure that inputs a semis-
tandard tableau T and outputs a saturated chain in the Bruhat order. The final permutation in this chain
determines a family of Demazure characters for which T contributes its weight. Separately, the right key of
T introduced by Lascoux and Schu¨tzenberger also determines a family of Demazure characters for which T
contributes its weight. In this paper we show that the final permutation in the chain produced by the alcove
model corresponds bijectively to the right key of the tableau. From this it follows that the generating sets
for the Demazure characters produced by these two methods are equivalent.
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1. Introduction
In their 1990 paper [LS] Lascoux and Schu¨tzenberger introduced the notion of the “right key” of a
semistandard Young tableau. One of the foremost applications of the right key is presented as Theorem
1 of [RS1], which provides a type A Demazure character formula that sums over a set of semistandard
Young tableaux whose right keys satisfy a certain condition. Several equivalent methods have since been
introduced to compute the right key of a semistandard tableau T . The method from [Wil] produces the
“scanning tableau” S(T ) for T , which was shown to equal the right key of T .
In their 2007 paper [LP] Lenart and Postnikov introduced the alcove path model. Among many other
applications, this model can be used to produce Demazure characters in arbitrary type. When specialized
to type A, the Demazure character is given as a sum over certain “admissible subsets”. The type A “filling
map” is described in Section 3 of [Le2]. Its inverse inputs a semistandard tableau and outputs a saturated
chain in the Bruhat order. These chains are in bijection with the admissible subsets.
The main result of this paper is as follows: Given a semistandard tableau T , find its scanning tableau
S(T ). The scanning tableaux are in bijection with certain permutations; denote the permutation for S(T ) by
σT . Then for the same T apply the inverse of the filling map to produce its saturated Bruhat chain, denoted
BT . Theorem 5.4 states that the final permutation in the chain BT is σT . Thus we have proved that the final
permutation in BT , which plays a role in the alcove model world analogous to the role of the right key in the
tableau world, has a key tableau that is indeed equal to the right key of Lascoux and Schu¨tzenberger. The
conjecture of this equality arose during discussions with Lenart. The connection between the two subjects
is obtained here by forming the inverse of the filling map from [Le2]. The results presented in Section 5
make this connection completely explicit. From the main result it will follow that not only are the Demazure
characters produced by these two methods equal, but their generating sets are as well. We achieve this by
providing a set of semistandard tableaux that is in direct correspondence with the appropriate admissible
subsets. This set of tableaux is seen to equal the set of tableaux from Theorem 1 of [RS1] mentioned above.
This paper is organized as follows: Section 2 provides the necessary familiar definitions for our work.
Section 3 recalls the “scanning method” of [Wil] and introduces some new terminology for it. Section 4
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provides a slightly simplified version of the inverse of the filling map from the type A specialization of the
alcove model. Section 5 proves the main result, which is the relationship between the methods in Sections 3
and 4. Section 6 gives the details of the Demazure character equalities that are a consequence of the main
result.
2. Background definitions
Fix a positive integer n, and consider it fixed henceforth. An n-partition λ = (λ1, ..., λn) is a sequence of
weakly decreasing non-negative integers. Let Λ+n denote the set of all n-partitions with λn = 0. (Arbitrary
n-partitions are fine for Sections 2 through 5, but we will restrict to these partitions that correspond to the
dominant weights of type An−1.) Fix a non-zero λ ∈ Λ
+
n . The Young diagram of λ is a diagram consisting of
λi left-justified empty boxes in the i
th row for 1 ≤ i ≤ n− 1. Henceforth we will simply use λ to refer to its
Young diagram. Define ci to be the number of boxes in the i
th column of λ for 1 ≤ i ≤ λ1, i.e. the length of
the ith column of λ. Let 1 ≤ ζ1 < ... < ζd ≤ n− 1 denote the distinct column lengths of λ. Set ζ0 := 0 and
ζd+1 := n. Let βh denote the index of the rightmost column of length ζh for 1 ≤ h ≤ d, and set βd+1 := 1.
Let (j, i) denote the intersection of the jth column and ith row of λ. (We reverse from the normal
convention because the columns play a larger role than the rows in this paper.) Write (j, i) ∈ λ if and only
if 1 ≤ j ≤ λ1 and i ≤ cj . Define a reading order on λ by (l, k) ≤ (j, i) if l < j or l = j and k ≥ i. In
this case we say that the location (l, k) occurs (weakly) before (j, i), and thus (j, i) occurs (weakly) after
(l, k). We will refer to advancing a location, by which we mean increasing the location via this ordering to
one that occurs after it. The location immediately following (j, i) is (j, i− 1), and the location immediately
preceding it is (j, i + 1). For the sake of convention, identify (j, i − 1) with (j + 1, cj+1) when i = 1, and
identify (j, i + 1) with (j − 1, 1) when i = cj .
A filling of λ is an assignment of one number to each box in λ. Define the set [n] := {1, 2, ..., n}. An
n-semistandard tableau T is a filling of λ with values from [n] such that the values weakly increase from left
to right within each row and strictly increase top to bottom within each column. In this case λ is called the
shape of T . Let Tλ denote the set of all n-semistandard tableaux with shape λ. Given T ∈ Tλ, let T (j, i) be
the value in T at the location (j, i) ∈ λ. Use C1, ..., Cλ1 to denote the columns of T from left to right; hence
the length of Ci is ci. We say that T is a key if the values in Ci also appear in Ci−1 for 1 < i ≤ λ1. The
right key of T , denoted R(T ), is a key determined by the values of T that was introduced by Lascoux and
Schu¨tzenberger in [LS]. (We will not need a computational definition for R(T ).)
A permutation is a bijection from [n] to itself, and the set of all permutations is denoted Sn. Given
φ ∈ Sn we will often refer to its one-rowed form (φ1, ..., φn); here φi is the image of i under φ for 1 ≤ i ≤ n.
Define Sλn to be the set of all φ ∈ Sn such that φζh−1+1 < ... < φζh for 1 ≤ h ≤ d + 1. (This is the set of
minimal coset representatives of Sn/Sλ, where Sλ is the subgroup of permutations that fix λ.) Define the
λ-key of φ, denoted Yλ(φ), to be the key of shape λ whose columns of length ζh contain φ1, ..., φζh arranged
in increasing order for 1 ≤ h ≤ d. For an example, refer to Figure 1 in Section 4. The figure contains the
one-rowed forms of several permutations, written vertically. Let φ be the rightmost permutation and let
λ = (4, 4, 3, 2, 1, 1, 1). Then the rightmost tableau in Figure 1 is Yλ(φ).
If λ is not strict, i.e. not all parts are distinct, then there are multiple permutations in Sn that will yield
the same key. Specifically, all permutations in a given coset of Sn/Sλ have the same key. By the construction
of Sλn and the definition of the key of a permutation, we see that if multiple permutations produce the same
key, the shortest permutation in the Bruhat order that produces this key is in Sλn . It is well known that
this key construction is a bijection from Sλn to the set of keys of shape λ. Further, it can be seen that for
φ, ψ ∈ Sλn , one has Yλ(φ) ≤ Yλ(ψ) if and only if φ ≤ ψ in the Bruhat order [BB].
3. The Scanning Method
The following method inputs a semistandard tableau T of shape λ and outputs its “scanning tableau”
S(T ), which is a key of the same shape. By Theorem 4.5 of [Wil], the scanning tableau is equal to the right
key R(T ) of T .
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Fix λ ∈ Λ+n and let T ∈ Tλ. Fix 1 ≤ j ≤ λ1, as the procedure is applied once to each column of λ.
Initialize the scanning paths from the jth column by P (T ; j, i) := {(j, i)} for 1 ≤ i ≤ cj . Technically speaking
the scanning paths are sets of locations in λ, but we will also refer to the values in a scanning path, which
are simply the values in T at the locations in the path. The paths are constructed from bottom to top using
the following definition: Given a sequence x1, x2, ..., define its earliest weakly increasing subsequnce (EWIS)
to be the sequence xa1 , xa2 , ..., where a1 = 1, and for b > 1 the index ab is the smallest index such that
xab ≥ xab−1 . Consider the values T (l, cl) for l ≥ j to form a sequence and compute its EWIS. Each time a
value is added to this EWIS, append its location to P (T ; j, cj). When this process terminates, delete the
values and boxes in P (T ; j, cj) from T and λ, then repeat the process for the new lowest box in Cj .
In general, to compute P (T ; j, i) for 1 ≤ i < cj : Compute and then delete P (T ; j, k) for cj ≥ k > i.
Use the values in the lowest box of the jth through rightmost columns of the resulting tableau to create a
sequence, and compute its EWIS. Each time a value is added to the EWIS, append its location to P (T ; j, i).
For an example, let T be the first tableau in Figure 1, located in Section 4. Its scanning paths that begin
in its first column are indicated in the second tableau in Figure 1: A superscript of x on T (j, i) indicates
that (j, i) ∈ P (T ; 1, x). To compute P (T ; 1, i) using this figure, one must imagine that the entries with
superscripts larger than i and their boxes have been deleted from T and λ.
It can be seen that the result of deleting a scanning path always leaves a valid shape and a semistandard
tableau. Further, once P (T ; j, 1) has been computed and deleted then Cj through Cλ1 have been deleted.
In other words, every location (l, k) ≥ (j, cj) is contained in exactly one scanning path that begins in the
jth column. To create the scanning tableau S(T ), apply the above process once for each column of T . Then
define S(T ; j, i) (the value in S(T ) at the location (j, i) ) to be T (l, k), where (l, k) is the final location in
P (T ; j, i). Continuing the example, the third tableau in Figure 1 is S(T ).
The scanning tableau can be used to produce a permutation via the inverse of the bijection described in
Section 2. Fix T ∈ Tλ and find its scanning tableau S(T ). Define σT to be the permutation such that the
values σζh−1+1, ..., σζh for 1 ≤ h ≤ d are the values in the columns of length ζh of S(T ) that are not in the
columns of length ζh−1, arranged in increasing order, and σζd+1, ..., σζd+1 = σn are the values from [n] that
do not appear in the first column of S(T ), arranged in increasing order. Since S(T ) is a key, this process
is well-defined. By construction we have σT ∈ S
λ
n . Further, we see that S(T ) = Yλ(σT ). Continuing the
example, σT is the rightmost permutation in Figure 1.
Given a column l < λ1 and a location (j, i) > (l, 1), for 1 ≤ k ≤ cl define the most recent location of
P (T ; l, k) relative to (j, i) to be the latest location in P (T ; l, k) that occurs before (j, i). Computationally,
this restriction simply truncates the sequences from which the EWIS’s will be computed, and hence truncates
the P (T ; l, k). The most recent value of P (T ; l, k) relative to (j, i) is the value in T at the most recent location
of P (T ; l, k) relative to (j, i). Continuing the example, in the second tableau let (j, i) = (3, 3), l = 1, and
k = 5. Then the most recent location of P (T ; 1, 5) relative to (3, 3) is (2, 3), and the most recent value is 7.
Lemma 3.1. The most recent value of P (T ; l, k) relative to (j, i) decreases as k decreases.
Proof. Fix 1 ≤ l < λ1. Let 1 ≤ h < k ≤ cl and (j, i) > (l, 1). Let (a, b) and (x, y) be the most recent locations
of P (T ; l, h) and P (T ; l, k) relative to (j, i) respectively. Since P (T ; l, k) is computed before P (T ; l, h), the
location (a, b) is in the shape used to compute P (T ; l, k) and was not appended to P (T ; l, k). Let (a, b′)
denote the bottom location of the ath column when P (T ; l, k) was computed, i.e. the value T (a, b′) is in
the sequence whose EWIS is used to determine P (T ; l, k). It is easy to see from its definition that the final
value in the EWIS obtained from a finite sequence is the largest value in that sequence. Further, the EWIS
contains all occurrences of the largest value. From this we have T (x, y) ≥ T (a, b′).
If b′ = b, then T (x, y) = T (a, b) would mean that (a, b) was appended to P (T ; l, k), which is false. Thus
T (x, y) > T (a, b). Assume b′ > b. By the column-strict condition on T , we have T (a, b′) > T (a, b). Thus
T (x, y) ≥ T (a, b′) > T (a, b).
Lemma 3.2. Fix 1 ≤ l < λ1 and (j, i) > (l, 1). The path from the l
th column that contains (j, i) is the path
with the largest most recent value relative to (j, i) that is less than or equal to T (j, i).
Proof. As k decrements from cl, compute and delete the P (T ; l, k) until (j, i + 1) has been deleted. The
column-strict condition on T and the definition of EWIS imply that the most recent values relative to (j, i)
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from these paths are larger than T (j, i). The definition of EWIS also guarantees that the remaining paths
will not append (j, i) if their most recent value relative to (j, i) is larger than T (j, i). Continue to compute
and delete the scanning paths until reaching the first path whose most recent value relative to (j, i) is less
than or equal to T (j, i). At least one such path must exist, namely the path that contains (j− 1, i). Lemma
3.1 implies that this most recent value relative to (j, i) is the largest such value. Clearly this EWIS will
choose T (j, i) and so this path will append (j, i).
4. Applying the alcove model in type A to semistandard Young tableaux
The “filling map” from the type A specialization of the alcove model is presented in Section 3 of [Le2].
Its inverse inputs a tableau T of shape λ and outputs a saturated chain in the Bruhat order. We are most
interested in the final permutation in the chain, which will be denoted piT . This inverse procedure consists
of repeated application of the “greedy algorithm” described in Algorithm 4.9 of [Le2] to the locations in T
in a certain order. The author is indebted to Lenart for explaining how to use Algorithm 4.9 to describe the
inverse of the filling map. Here we provide the details of a shortened version of this procedure to see how
the values in T produce piT . The distinction between it and the full version will be discussed below.
Fix λ ∈ Λ+n and T ∈ Tλ. The following inverse procedure will produce one permutation for each location
in λ between (1, 1) and (λ1, 1) inclusive in the reading order. The locations are indicated as superscripts.
As the locations advance through λ, the permutations increase in the Bruhat order. The first permutation
is pi(1,1) := (pi
(1,1)
1 , ..., pi
(1,1)
n ) whose first c1 entries are the values in C1 (maintaining the increasing order),
and whose final n − c1 entries are the remaining values of [n] (also in increasing order). As (j, i) advances
from (2, c2) to (λ1, 1), the procedure produces pi
(j,i) from pi(j,i+1) based on the relationship between Cj−1
and Cj . More specifically, the procedure uses pi
(j,i+1) to produce a permutation whose ith entry is T (j, i),
without changing any other entries from pi(j,i+1) whose index is less than or equal to cj . From this we see
that at an arbitrary location (a, b) > (1, 1), the permutation pi(a,b) has pi
(a,b)
k = T (a − 1, k) for 1 ≤ k < b,
and pi
(a,b)
k = T (a, k) for b ≤ k ≤ ca. The procedure to produce pi
(j,i) from pi(j,i+1) is as follows:
Since T is semistandard, we have T (j − 1, i) ≤ T (j, i). If T (j − 1, i) = T (j, i), set pi(j,i) = pi(j,i+1).
Otherwise, the semistandardness of T and the previous paragraph imply that T (j, i) = pi
(j,i+1)
k for some
k > cj. In this case, perform the following greedy algorithm: Initialize the index i0 := i, so we have
pi
(j,i+1)
i0
= T (j − 1, i). Find the smallest index i1 > cj such that pi
(j,i+1)
i0
< pi
(j,i+1)
i1
≤ T (j, i). If pi
(j,i+1)
i1
<
T (j, i), find the smallest index i2 such that pi
(j,i+1)
i1
< pi
(j,i+1)
i2
≤ T (j, i). Repeatedly obtain such indices
until finding im such that pi
(j,i+1)
i1
< ... < pi
(j,i+1)
im
= T (j, i). Then set pi
(j,i)
ix
:= pi
(j,i+1)
ix−1
for 1 ≤ x ≤ m and
pi
(j,i)
i0
:= pi
(j,i+1)
im
. For 1 ≤ a ≤ n such that a 6= ix for any 0 ≤ x ≤ m, set pi
(j,i)
a := pi
(j,i+1)
a . This completes
the creation of pi(j,i) and we say that the greedy algorithm has been executed at (j, i). Once the algorithm
has been executed at (λ1, 1), our final permutation pi
(λ1,1) =: piT has been produced.
For an example, refer to Figure 1 below. Let T be the first tableau in the figure. The 10 (= 1 + 4 +
3 + 2) permutations displayed vertically are pi(1,1), pi(2,4), pi(2,3), ..., pi(4,1) = piT . An asterisk on an entry in
pi(j,i+1) indicates that it is chosen during the production of pi(j,i).
Lemma 4.1. Fix 1 ≤ h ≤ d+ 1. For (j, i) ≥ (βh, 1) we have pi
(j,i)
ζh−1+1
< ... < pi
(j,i)
ζh
.
Proof. For 1 ≤ h ≤ d, it is easy to see that pi
(βh,1)
x = T (βh, x) for 1 ≤ x ≤ ζh. So the column-strict condition
on T implies the result at (βh, 1). Note that the h = 1 case has been completely proven, since β1 = λ1.
When h = d + 1, the definition of pi(1,1) implies the result at (1, 1). Now for any 1 < h ≤ d + 1, assume
that pi
(j,i+1)
ζh−1+1
< ... < pi
(j,i+1)
ζh
where (j, i + 1) ≥ (βh, 1). Let x be the smallest index and y the largest index
satisfying ζh−1 + 1 ≤ x ≤ y ≤ ζh such that the greedy algorithm executed at (j, i) chooses pi
(j,i+1)
x and
pi
(j,i+1)
y . If no such indices exist the result follows trivially. Otherwise, let i ≤ z ≤ ζh−1 be the largest index
less than x such that pi
(j,i+1)
z is chosen by the greedy algorithm at (j, i). Clearly pi
(j,i+1)
x−1 ≤ pi
(j,i+1)
z < pi
(j,i+1)
x ,
with equality in the former if and only if z = x− 1. If x = y, then pi
(j,i+1)
x−1 ≤ pi
(j,i+1)
z < pi
(j,i+1)
x+1 . (If x = ζh
4
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1 1 5 8
2 3 7 9
4 7 9
5 8
6
8
9
11 11 54 86
22 32 75 97
43 75 97
54 86
65
86
97
1
2
4
5∗
6∗
8∗
9
3
7
1
2
4∗
8
5∗
6∗
9
3
7∗
1
2∗
7
8
4
5
9
3∗
6
1
3
7
8
4
5
9
2
6
1
3
7∗
8∗
4
5
9∗
2
6
1
3∗
9
7∗
4
5
8
2
6
1∗
7
9
3∗
4∗
5∗
8
2
6
5
7∗
9∗
1
3
4
8
2
6
5∗
9
7∗
1
3
4
8∗
2
6
8
9
5
1
3
4
7
2
6
1 1 5 8
3 5 8 9
4 8 9
5 9
7
8
9
Figure 1: Example tableaux and permutations
the latter should be ignored.) When pi(j,i) is created pi
(j,i)
x = pi
(j,i+1)
z and pi
(j,i)
a = pi
(j,i+1)
a for all other
ζh−1 + 1 ≤ a ≤ ζh, and so the result follows.
If x < y, the induction hypothesis implies that all of pi
(j,i+1)
x , pi
(j,i+1)
x+1 , ..., pi
(j,i+1)
y are chosen by the greedy
algorithm at (j, i). Then pi
(j,i)
x = pi
(j,i+1)
z , and pi
(j,i)
b = pi
(j,i+1)
b−1 for x + 1 ≤ b ≤ y. Further we have pi
(j,i)
a =
pi
(j,i+1)
a for ζh−1 + 1 ≤ a < x and y < a ≤ ζh. Since pi
(j,i+1)
x−1 ≤ pi
(j,i+1)
z < pi
(j,i+1)
x < ... < pi
(j,i+1)
y−1 < pi
(j,i+1)
y+1 ,
the result follows for pi(j,i).
At (j, i) = (λ1, 1), the statement of the lemma for 1 ≤ h ≤ d+ 1 says that:
Corollary 4.2. For any T ∈ Tλ, we have piT ∈ S
λ
n.
The remaining paragraphs in this section describe the connection between the above method and the full
version of the inverse of the filling map. First note that if m > 1 when the greedy algorithm is executed
at (j, i), then there are permutations between pi(j,i+1) and pi(j,i) in the Bruhat order. The full version of
the inverse of the filling map yields m− 1 permutations between pi(j,i+1) and pi(j,i): After obtaining pi(j,i+1),
produce pi(j,i+1;1) by interchanging only pi
(j,i+1)
i0
and pi
(j,i+1)
i1
and leaving the remaining values unchanged.
The next permutation pi(j,i+1;2) is produced by interchanging pi
(j,i+1;1)
i0
with pi
(j,i+1;1)
i2
(and leaving the rest
unchanged). This process repeats until pi
(j,i+1;m−1)
i0
is interchanged with pi
(j,i+1;m−1)
im
to produce pi(j,i+1;m) =
pi(j,i). The resulting chain pi(j,i+1) < pi(j,i+1;1) < ... < pi(j,i+1;m−1) < pi(j,i) is saturated, as is the chain from
pi(1,1) to piT obtained in this fashion.
For an example, the full version of the inverse of the filling map produces 2 permutations between the sec-
ond and third permutations (pi(2,4) and pi(2,3)) displayed in Figure 1. They are pi(2,4;1) = (1, 2, 5, 8, 4, 6, 9, 3, 7)
and pi(2,4;2) = (1, 2, 6, 8, 4, 5, 9, 3, 7).
In addition, the full version of the inverse of the filling map begins with the identity permutation which
we will denote pi(0,0). Let C0 be a column of length n whose value in row i is i. Then the process from the
previous paragraph is executed at the locations (1, c1) through (1, 1) to obtain a saturated chain from pi
(0,0)
to pi(1,1). Let BT denote the result of combining these chains to produce a saturated chain from pi
(0,0) to piT .
Then BT is the saturated chain produced by the full version of the inverse of the filling map in the alcove
model specialization in type A.
Lastly, for c ∈ [n− 1] define Γ(c) := ((c, c+1), (c, c+2), . . . , (c, n), (c− 1, c+1), . . . , (c− 1, n), . . . , (1, c+
1), . . . , (1, n)). Then define Γ(λ) to be the concatenation of Γ(c1),Γ(c2), . . . ,Γ(cλ1). For T ∈ Tλ, the set Γ(λ)
is the ordered list of all transpositions that may be applied to produce the permutations in BT . Let x denote
the number of elements in Γ(λ), and consider the list to be indexed from 1 to x. Each time a transposition
in Γ(λ) is applied during the creation of BT , underline it. Define JT ⊆ [x] to be the indices of the underlined
5
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transpositions. Then JT is called an admissible subset. (The original [Le1] definition for a subset of [x] to
be admissible is that its corresponding chain in the Bruhat order is saturated, which is a consequence of the
construction above.) Also note that given an admissible subset J , one can reverse this procedure to find its
corresponding tableau TJ . That is: given an admissible subset J , form the Bruhat chain corresponding to J
and let TJ be the tableau whose j
th column contains the first cj entries of pi
(j,1) for 1 ≤ j ≤ λ1. See Section
3 of [Le2] for full details.
5. Equivalence of the scanning method and the type A alcove model
Given λ ∈ Λ+n and T ∈ Tλ, fix a column 1 ≤ l < λ1 and a location (l, 1) ≤ (j, i) < (λ1, 1). Consider the
paths P (T ; l, k) originating in the lth column. Let U(T ; l, j, i) denote the set of the most recent values in
these paths P (T ; l, k) relative to (j, i−1). Let U(T ; l, λ1, 1) be the set of final values in these P (T ; l, k); these
are the values S(T ; l, k) for 1 ≤ k ≤ cl. Note that T (j, i) ∈ U(T ; l, j, i) for all (j, i) > (l, 1). For the rightmost
column only the final location is of interest. Let U(T ;λ1, λ1, 1) be the set of values in the rightmost column
of T (and hence in S(T ) ). For an example, let T be the first tableau in Figure 1. Let l = 1 and (j, i) = (3, 2).
Then U(T ; 1, 3, 2) = {1, 3, 4, 5, 7, 8, 9}, based on the locations (2, 1), (2, 2), (1, 3), (1, 4), (3, 2), (2, 4), and (3, 3).
For T ∈ Tλ, let pi
(1,1) ≤ ... ≤ pi(λ1,1) = piT be the (unsaturated) chain produced by the alcove model in Section
4. For (1, 1) ≤ (j, i) ≤ (λ1, 1) and 1 ≤ y ≤ n, define Π
(j,i)
y := {pi
(j,i)
1 , ..., pi
(j,i)
y }.
Proposition 5.1. Fix 1 ≤ h ≤ d. For (j, i) ≥ (βh, 1), we have Π
(j,i)
ζh
= U(T ;βh, j, i).
Proof. It is easy to see that Π
(βh,1)
ζh
= {T (βh, 1), ..., T (βh, ζh)}. Further, the paths used to compute
U(T ;βh, βh, 1) contain only their initial locations from Cβh . So U(T ;βh, βh, 1) = {T (βh, 1), ..., T (βh, ζh)},
and the base case is established. Again the h = 1 case has been proven, so fix 1 < h ≤ d. Let (j, i+1) ≥ (βh, 1)
and assume that Π
(j,i+1)
ζh
= U(T ;βh, j, i + 1). Let pi
(j,i+1)
i = pi
(j,i+1)
i0
< pi
(j,i+1)
i1
< ... < pi
(j,i+1)
im
= T (j, i) be
the values chosen by the greedy algorithm at (j, i).
If Π
(j,i)
ζh
= Π
(j,i+1)
ζh
, then im ≤ ζh and T (j, i) = pia ∈ Π
(j,i+1)
ζh
for some 1 ≤ a ≤ ζh. By the induction
hypothesis there exists T (l, k) ∈ U(T ;βh, j, i + 1) such that T (l, k) = pia. By Lemma 3.2, the path whose
most recent value is T (l, k) will append (j, i). So T (l, k) is still the most recent value of this path, and the
other paths are unchanged. Thus U(T ;βh, j, i) = U(T ;βh, j, i + 1), and the induction hypothesis gives the
result.
Assume Π
(j,i)
ζh
6= Π
(j,i+1)
ζh
. In this case im > ζh, i.e. the value T (j, i) is not in Π
(j,i+1)
ζh
. The value of pii will
change to piim = T (j, i), i.e. we have T (j, i) ∈ Π
(j,i)
ζh
. Let pib denote the largest value in Π
(j,i+1)
ζh
that is less
than T (j, i). Recall that pi
(j,i+1)
k = T (j − 1, k) for 1 ≤ k ≤ i and pi
(j,i+1)
k = T (j, k) for i + 1 ≤ k ≤ cj . Thus
the semistandardness of T ensures that b = i or b > cj , and so pib will be chosen by the greedy algorithm. By
construction, the index b is the largest index less than or equal to ζh that the greedy algorithm will choose.
In other words, the new index for the value pib in pi
(j,i) will be larger than ζh. Thus pib /∈ Π
(j,i)
ζh
. In summary
Π
(j,i)
ζh
= ( Π
(j,i+1)
ζh
\{pib} )
⋃
{T (j, i)}.
By the induction hypothesis pib = T (l, k) for some T (l, k) ∈ U(T ;βh, j, i + 1). By the construction of
pib, the value T (l, k) is the largest value in U(T ;βh, j, i + 1) less than T (j, i). Again by Lemma 3.2, the
path whose most recent value is T (l, k) will append (j, i). So T (j, i) is now the most recent value of a
path but T (l, k) is not. The remaining paths are unchanged. In summary U(T ;βh, j, i) = ( U(T ;βh, j, i +
1)\{T (l, k)} )
⋃
{T (j, i)}. Since pib = T (l, k), the induction hypothesis implies the result.
For 1 ≤ x ≤ n, write piTx for the x
th entry of piT . After the greedy algorithm has been executed at (λ1, 1)
we have Π
(λ1,1)
ζh
= {piT1 , ..., piTζh } for 1 ≤ h ≤ d. Also, the set U(T ;βh, λ1, 1) = {S(T ;βh, 1), ..., S(T ;βh, ζh)}
for 1 ≤ h ≤ d.
Recall that σT is the permutation corresponding to S(T ). Then for λ ∈ Λ
+
n and T ∈ Tλ, we have:
Corollary 5.2. Fix 1 ≤ h ≤ d. Then {piT1 , ..., piTζh } = {σT1 , ..., σTζh }.
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Corollary 5.3. For any T ∈ Tλ, we have Yλ(piT ) = S(T ).
Corollary 5.3 is the most direct way that we know of to show that S(T ) is indeed a key. Since both piT
and σT are in S
λ
n , we see that the final permutation produced by the inverse of Lenart’s filling map [Le2] is
the permutation that corresponds to the scanning tableau:
Theorem 5.4. Let T ∈ Tλ and let piT be the final permutation in the saturated Bruhat chain produced by
the inverse of the filling map in the type A specialization of the alcove model. Then piT = σT .
Finally, since [Wil] showed that S(T ) = R(T ), we see that the key of the final permutation produced by
the inverse of the filling map is the right key of T introduced by Lascoux and Schu¨tzenberger in [LS]:
Corollary 5.5. Let T ∈ Tλ. Then Yλ(piT ) = R(T ).
6. Demazure Character Consequences
To keep this paper purely combinatorial we use Theorem 1 of [RS1] to define the Demazure character
dλ,w(x), also known as the “key polynomial”. For λ ∈ Λ
+
n and w ∈ S
λ
n , define the set of tableaux Dλ,w :=
{ T ∈ Tλ | R(T ) ≤ Yλ(w) } = { T ∈ Tλ | S(T ) ≤ Yλ(w) }. For a set of indeterminates x1, ..., xn, define
xT := xb11 . . . x
bn
n where bi is the number of i’s in T . The Demazure character for λ and w is dλ,w(x) :=
∑
xT ,
where the sum is over Dλ,w.
For the connection to representation theory see, for example, the appendix of [PW]. In particular, all
of the Demazure characters for sln(C) can be produced in this fashion (with their exponents shifted to be
integers).
Theorem 6.2 below does follow immediately from Corollary 5.5, but a stronger connection can be estab-
lished: In [RS2] Reiner and Shimozono present a tableau description of a condition from [LMS] to determine
whether or not a given tableau is in Dλ,w: Fix T ∈ Tλ and denote its columns C1, ..., Cλ1 . Let (1
x) be the
partition consisting of x ones, i.e. whose Young diagram is a single column of length x. A defining chain for
T is a sequence of weakly increasing elements in the Bruhat order w1 ≤ ... ≤ wλ1 such that Y(1cj )(w
j) = Cj
for 1 ≤ j ≤ λ1. Then T ∈ Dλ,w if and only if there exists a defining chain {w
j} for T with wλ1 ≤ w in the
Bruhat order. Lemma 7 of [RS2] is attributed to Deodhar and states that every T has a minimal defining
chain. That is, there exists a defining chain w1 ≤ ... ≤ wλ1 for T such that if v1 ≤ ... ≤ vλ1 is a defining
chain for T then wj ≤ vj for all 1 ≤ j ≤ λ1. Thus T ∈ Dλ,w if and only if its minimal defining chain {w
j}
has wλ1 ≤ w.
They then define the canonical lift w(T ) of T to be the shortest permutation in the Bruhat order such
that Y(1cj )(w(T )) equals the j
th column of R(T ) for 1 ≤ j ≤ λ1. Let λ
j and T j denote the results of
removing Cj+1, ..., Cλ1 from λ and T respectively. Lemma 8 of [RS2] states that the minimal defining chain
w1 ≤ ... ≤ wλ1 for T has wj equal to the canonical lift of T j for 1 ≤ j ≤ λ1. Equivalently, in the minimal
defining chain wj is the shortest permutation such that Yλj (w
j) = S(T j) for 1 ≤ j ≤ λ1.
Proposition 6.1. Fix T ∈ Tλ. Let {w
j} be its minimal defining chain, and let pi(1,1) ≤ ... ≤ pi(λ1,1) = piT
be its Bruhat chain produced by the alcove model. Then wj = pi(j,1) for 1 ≤ j ≤ λ1.
Proof. For 1 ≤ j ≤ λ1, the location (j, 1) is the last location in λ
j . Since the production of piT applies the
greedy algorithm as the locations advance from (1, 1) to (λ1, 1), the construction of pi
(j,1) is independent of
the columns to the right of Cj . In other words pi
(j,1) = piT j , the final permutation when the greedy algorithm
is applied to T j. Thus Corollary 5.3 gives Yλj (pi
(j,1)) = S(T j). By Corollary 4.2 we have pi(j,1) ∈ Sλ
j
n , so
pi(j,1) is the shortest permutation satisfying the previous condition.
As an example, when T is the first tableau in Figure 1, the first, fifth, eighth, and tenth permutations in
Figure 1 make up the minimal defining chain for T . Applying the proposition for j = λ1 we see that:
Theorem 6.2. Let T ∈ Tλ and w ∈ S
λ
n. Then T ∈ Dλ,w if and only if piT ≤ w.
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Lastly, Theorem 3.6 (3) of [Le1] presents a Demazure character formula for λ and w obtained by summing
the weights of all admissible subsets whose corresponding saturated chain has its final permutation less than
or equal to w. Let Ad(λ,w) denote the set of admissible subsets from this theorem that contribute to the
Demazure character for λ and w. It is known that the process of constructing the tableau TJ from an
admissible subset J described in Section 4 is a bijection from Ad(λ,w) to the set of corresponding tableaux.
Define Aλ,w := {TJ ∈ Tλ | J ∈ Ad(λ,w)}. The following result is clear once the above constructions are
understood:
Corollary 6.3. Fix λ ∈ Λ+n and w ∈ S
λ
n. Then Dλ,w = Aλ,w.
Proof. The process of finding the minimal defining chain for T , expanding it to the saturated chain BT
via the inverse of the filling map, and subsequently finding its admissible subset JT is the desired bijection
between the generating sets from Dλ,w to Ad(λ,w).
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