Abstract--We investigate convergence at interpolation projections for an arbitrary but fixed set at functions.
INTRODUCTION
A well-known Faber theorem asserts that given any sequence Pn of projections from C ([0, 1]) onto the space q3n of polynomials of degree n -1, there exists a continuous function f such that Pn f does not converge to f in the uniform norm.
In particular, let A n : 0 < t~ n) < t~ n) < ... < t (n) < 1 be a sequence of partitions on the interval [ such that bn(f)(t~ n))''" = f(t~n').'-" Pick these points to be An. Then L(An) f = bn(f)and
What happens if at least one of the arguments in this proof does not apply? As far as I know, nothing is known. Here is a partial list of questions: The set of questions goes on (cf. [1] ). The set of answers remains empty (cf. 0). In this paper, I describe some partial results relating to questions 1, 2, and 3 above. I also hope to stimulate an interest to these problems. for all x E X.
SOME POSITIVE RESULTS

Most
PROOF. Consider a function
as a function from X k --* R+. This is a continuous function from a compact set into R, and hence, it attains its maximum. Let x'k+ 1 .... , x~ be the points where the maximum is attained; i.e.,
for all Xn-k+1 .... Xn E X. In particular, it implies that the points xl,..., xn-k, Xn_k+l,... x* are all distinct. Observe that the function in (2.1) is the unique polynomial which is equal to zero forx=xj, 1 <j<n-kandforx=x~;n-k+l < j < n; j # m and is equal to one for * The function 
* ...~Xm_l,g2rn,Xm+l~
is also a polynomial of x that has the same properties, since the determinate is zero if two columns are equal. By (2.2), we conclude that [/~m (x)l < 1. II
As a simple corollary, we obtain the following proposition. PROOF. Pick Xn_kq_l*,..., X n* as in Proposition 1. To simplify the notation, we rename xj as x3 for n -k + 1 _< j < n. Let An consist of points Xl .... ,xn. By Proposition 1, the Lagrange fundamental polynomials j=l j~rn j~m are bounded by 1 on X. 
=q'(L(An-y)h).
Then Pn and Qn are polynomials of degree n that interpolate f and g at n -N points. PROOF. Let bn (f) E gfn be the best approximation polynomial to f on X. The standard proof shows that there are points ~1 < ~2 < "" < ( Since all the points ~j are confined to Um=l Ira, there have to be at least n -k + 1 alternation of the sign of f -bn (f) that occur inside the intervals that compose X. Hence, there are points xl,...,xn-k+l E X such that
Hence, bn (f) is a polynomial of degree n that interpolates f at n -(k + 1) points in X. By Proposition 2, there exist An C X such that
IIf-L(mn) fl[x~(k)l[f-bn(f)llx
,0, as n--* ~. such that L (An)f --* f and all the interpolation points, except possibly one, lie between the consecutive extremas of the n th degree Chebyshev polynomials.
SOME NEGATIVE RESULTS
It is easy to see that for every pair of functions f, g E C ([0, 1]) there exist projections Pn from
Pnf ~ f and Prig 'g.
In fact, one can construct such projections to be supported on n + 2 points; i.e., the value Pn f depends only on the value of f at n + 2 points. Here is an outline of the proof (cf. These are the desired projections. My hope was (and still is) to use the existence of such projections and to be able to remove two points out of the support to obtain an interpolation projection. The examples of this section will show that it is not possible in general (without using the connectedness of [0, 1] or some special properties of polynomials q3n). In particular it is, in general, impossible to remove one point from the support of the projection without drastically altering its norm. 1. The space E~ constructed in the proposition is Chebyshev in the sense that the dimension of the space En restricted to any (n -1) points is equal to the dimEn = n -1.
2. The estimate IIPII _< 2 cannot be improved to IIPII <_ 1 since it is known that if E has a contractive projection in C (X) then E has an interpolation projection of norm 1. This estimate is the best possible. Using the "Fekete points" for any (n -1)-dimensional subspace E C C (X), one can construct an interpolating projection Q : C (X) onto E with IIQII -< (n-1).
