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This thesis presents high-pressure Raman scattering investigations and 
elastic analysis of the Ge nanostructures, the first-principles calculations on the 
structural and electronic properties of h-BN, and the studies on the phase transition 
mechanism in KIO3 single crystals with both Raman scattering technique and the first-
principles calculation. 
Firstly, the Ge/SiO2 nanosystem was investigated by Raman scattering 
under hydrostatic pressure. A large pressure coefficient for the Ge-Ge mode in Ge 
nanocrystals (nc’s) as compared to its corresponding bulk value was observed and the 
observed effect is explained in terms of a simple elastic model, which describes the 
significant contribution of the interface stress when the nanosystem is subjected to 
applied pressure. In the Ge/SiO2/Si nanosystem, we found that the delaminating of 
SiO2 film from the Si substrate occurs at ~23 kbar. The observed effect can be 
understood by the nonhomogeneous distribution of the elastic field in the Ge/SiO2/Si 
nanosystem. The previous unexplained high pressure PL results on the Si/SiO2/Si 
nanosystem can also be explained by the nonuniform distribution of the elastic field.  
Secondly, h-BN structures due to stacking sequence have been investigated 
thoroughly using the DFT-LDA method. Five possible h-BN structures, i.e. structures 
A, B, and C with symmetry P63/mmc in one group (I) and structures D with P3m1 and 
E with P 6 m2 in another (group II) were studied. Structures A and D are found stable, 
structure B metastable, all with “good” stacking of BN layers. Structures C and E are 
unstable. These structures with “bad” stacking of BN layers have longer lattice 
constant c compared to structures with “good” stacking sequences. Real h-BN crystals 
with mixed stacking and intrinsic stacking faults can be expected which are the reasons 
for the large variations of electronic properties of h-BN. Stacking sequence disorder is 
 iv
 v
also the origin for the observed larger interlayer spacings in PBN and t-BN. Moreover, 
the electronic properties of h-BN were found to be strongly dependent on the stacking 
of the hexagonal BN layers. Based on the calculated band structures for various 
phases, we presented a complete explanation on the inconsistency in experimental 
electronic and optical properties of h-BN. The diverse band gap values of h-BN 
observed experimentally now can be understood based on the variation of its band 
structure due to stacking. The discrepancy in the band gap characteristics of h-BN, of 
being direct or indirect, can be attributed to the existence of the metastable structure B. 
Furthermore, structures with disordered stacking sequence such as PBN and t-BN were 
predicted to have much smaller band gap than that of a normal h-BN.  
Finally, we present a detailed polarized Raman study on KIO3 at variable 
temperature and first-principles analysis (DFPT-LDA) of the dynamical properties of 
KIO3 single crystals in the rhombohedral phase I. The existence of the broad central 
peak in phase I and the soft modes S1 and S2 with great damping near the phase 
transitions I-II and II-III of KIO3 is observed by Raman technique. Furthermore, a 
transient incommensurate (INC) phase is suggested to exist in phase I of KIO3 near the 
phase transition based on the calculated phonon dispersion curves. With the 
appearance of INC phase in phase I, the improper ferroelectric characteristics of phase 
transition I-II of KIO3 observed by the dielectric constant investigations can be 
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The term Raman scattering is historically associated with the light scattering 
by optical phonons in solids and liquids. Since its discovery, especially after the 
invention of lasers, Raman scattering has gradually become one of the most versatile 
spectroscopic tools to study the low-lying excitations of condensed matter systems.1,2  
In this thesis, Chapter 2 reviews briefly the historical development of the Raman 
scattering studies, and introduces the basic theory of  Raman effect with special 
emphasis on the Raman scattering by phonons. 
Due to its contactless and non-destructive nature, Raman scattering is very 
attractive as a characterization technique of semiconductors. The typical applications 
of Raman spectroscopy include the determination of crystalline orientations, the 
measurement of temperature and stress, the characterization of doping levels, and the 
study of alloy semiconductors. In particular, Raman scattering is very useful in the 
study of the electronic and vibrational properties of semiconductor nanostructures. 
Raman scattering has played leading roles in understanding the vibrational properties 
of quantum wells and the collective excitations of electron gases, and become one of 
the most powerful methods to access the stress/strain information on the embedded 
nanocrystals. Since the stress/train effects play an important role in tailoring optical 
and electronic properties of the semiconductor nanostructures, the study on the 
stress/strain effects in semiconductor nanostructures may explore further their possible 
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applications, such as in integrated optoelectronic devices. Chapter 3 describes the high 
pressure Raman scattering investigations on the stress/strain effects of the Ge/SiO2 and 
Ge/SiO2/Si(100) nanostructures. 
 While Raman spectroscopy is used as an important analytical technique for 
structure identification of solids experimentally, total-energy calculations are used 
generally as a predictive tool for structural properties of solids theoretically. The 
ground-state total energy and its derivatives are among the most important properties 
that can be obtained from first-principles quantum mechanical calculations when 
applied to solids. If the total energy of a system can be calculated, many physical 
properties related to the total energy, such as the equilibrium lattice constant, can be 
determined. So far, total-energy techniques have been successfully used to predict with 
accurate equilibrium lattice constants, bulk moduli, phonons, piezoelectric constants, 
and phase-transition pressures and temperatures.4 In this thesis, the simplifications and 
approximations related to the first-principles total-energy pseudopotential calculations 
are briefly introduced in Chapter 4. 
An example of utilizing the total-energy and electronic-structure calculations 
is given in Chapter 5 to investigate the electronic and structural properties of h-BN. h-
BN is the most common phase and the best studied polymorph of BN, among the four 
different polymorphic modifications of boron nitride (BN) i.e. cubic c-BN, wurzite w-
BN, hexagonal h-BN, and rhombohedral r-BN. However there has been no agreement 
on the basic electronic properties of h-BN to date. Widely dispersed band gap energy 
values ranging from 3.6 eV to 7.1 eV for h-BN can be found in different experimental 
results, in which both direct and indirect band gaps have been suggested. Moreover, 
few of theoretical studies can provide direct understanding of the dispersed 
experimental band gap values and the conflicting description of the band gap nature of 
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h-BN.  Chapter 5 aims to provide a clear understanding of the structural and electronic 
properties of h-BN. A systematic investigation on structural and electronic properties 
of h-BN related to stacking of the basal BN layers is reported in this chapter, using the 
density-functional theory (DFT) and the local density approximation (LDA). 
Finally, Chapter 6 demonstrates a combination of Raman scattering and the 
first-principles total-energy calculation to investigate the phase transition mechanisms 
of KIO3 single crystals. Being a ferroelectric material, KIO3 single crystals have the 
largest non-linear optical coefficient among all the iodate crystals, and have been 
studied extensively for many years. However, until now, there has neither agreement 
on the phase transition series nor clear understanding of the phase transition 
mechanisms of KIO3 single crystals. Moreover, up to date, few theoretical calculations 
on KIO3 single crystals have been carried out to study its phase structural properties, 
although intensive theoretical investigations have contributed significantly to 
understand the structural properties of ferroelectric crystals, such as the crossover 
phase transition mechanism from order-disorder to displacive of some prototype ABO3 
perovskites. Thus it would be very meaningful to carry out further research to elucidate 
the phase transition mechanism in KIO3. In Chapter 6, we present our detailed Raman 
study on KIO3 at variable temperature, and report our first-principles analysis of the 
ground-state structural and dynamical properties of KIO3 in rhombohedral phase I, 
using the DFPT-LDA. It is shown that the theoretical and experimental investigations 
on KIO3 benefit from each other, and the combined study contribute to provide a clear 
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In 1928 Professor Chandrasekhara Venkata Raman in India discovered that if 
monochromatic light passes through a transparent substance and if the scattered light is 
examined spectroscopically, new weak lines of different frequencies appear in the 
spectrum in addition to the excitation frequency. This radiation effect that bears his 
name gained him the 1930 Nobel Prize in Physics. This effect had been predicted in 
1923 by Smekal and is sometimes referred to in the early German literature as the 
Smekal-Raman effect. Also in 1928, independently two Moscow physicists Leonid I. 
Mandelstam and Grigory S. Landsberg recorded the same effect, and in Russian 
literature the effect is usually referred to as “combinational scattering”.1,2  
It was soon realized that the newly discovered effect constituted an excellent 
tool to study excitations of molecules and molecular structures. Such studies 
dominated the field until about 1940, when the emphasis shifted to systematic 
investigations of single crystals in order to obtain information for the semi-empirical 
treatment of their lattice dynamics.3 However, because of the small scattering cross 
sections, experiments were difficult and the field remained in the hands of relatively 
few groups.3 In mid-1960s, the advent of lasers, which provide strong, coherent 
monochromatic light in a wide range of wavelength, revolutionized Raman 
spectroscopy.4 Since then, Raman spectroscopy has been used as an important 
analytical technique for the identification of virtually any material.5 
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2.2 Basic definitions 
The inelastic scattering of light by molecular and crystal vibrations, i.e. the 
Raman effect, is caused by modulation of susceptibility (or, equivalently, 
polarizability) of the medium by the vibrations (as well as the scattering by other 
excitations in solids, including plasmas, excitons, and magnons, occurs by the same 
mechanism).6 If some material is irradiated by monochromatic light of frequency ν0 
(laser), then as a result of the electronic polarization induced in the material by this 
incident beam, the light of frequency ν0 as well as that of frequency ν0 ± νm is scattered 
as shown in Figure 2.1.  
 
 
Figure 2.1 Schematic spectrum of scattered light.6    
 
The peak in the center of the observed spectrum is the contribution of the 
incident photons that have been elastically scattered with no change in frequency 
(“Rayleigh scattering”).4,6  The remaining peaks of frequency ν0 ± νm, where νm is a 
vibrational frequency generally, correspond to inelastic scattering and their shifts from 
ν0 normally.6,7 The Brillouin component, resulting from scattering by sound waves, 
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occurs close to the frequency of the incident light; typical shifts are approximately 1 
cm-1 or smaller. The Raman component, resulting from scattering by internal 
vibrations of molecules or optic vibrations in crystals, lies at higher shifts, normally 
larger than 10 cm-1 and often of order 100-1000 cm-1.  The basic mechanisms for 
Brillouin and Raman scattering are essentially the same, but the experimental 
techniques are different. The inelastic contributions are further subdivided; those 
scattered frequencies (ν0 − νm) smaller than ν0 are known as the Stokes component, 
while the scattered frequencies (ν0 + νm) larger than ν0 form the anti-Stokes 
component.6  
 
2.3 Basic theory  
As stated previously, Raman spectra have their origin in the electronic 
polarization caused by ultraviolet, visible, and near-IR light, and can be understood by 
an elementary classical theory as below.4  
Consider a light of wave of frequency ν0 with an electric field strength E. 
Since E fluctuates at frequency ν0, we can write 
tEE 00 2cos πν=                    (2.1) 
where E0 is the amplitude and t the time. If a diatomic molecule is irradiated by this 
light, the dipole moment P given by 
taEEP 00 2cos πνα ==                   (2.2) 
is induced.4,7 Here α is a proportionally constant and is called the polarizability. If the 
molecule is vibrating with a frequency νm, the nuclear displacement q is written 
tqq mπν2cos0=                    (2.3) 
 7
CHAPTER 2 Raman Spectroscopy 
where is the vibrational amplitude. For a small amplitude of vibration, α is a linear 










ααα                   (2.4) 
Here, 0α  is the polarizability at the equilibrium position, and ( )0q∂∂α  is the rate of 
change of α with respect to the change in q, evaluated at the equilibrium position.7  
Combining Eqs. 2.2-2.4, we have 
    taEP 00 2cos πν=  
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∂+=   (2.5) 
According to classical theory, the first term describes an oscillating dipole which 
radiates light of frequency ν0 (Rayleigh scattering), while the second term corresponds 
to the Raman scattering of frequency ν0 + νm (anti-Stokes) and ν0 − νm (Stokes). If 
( 0q∂∂ )α  is zero, the vibration is not Raman-active. Namely, to be Raman-active, the 
rate of change of polarizability (α) with the vibration must not be zero.4,7    
While in actual molecules, both P and E are vectors consisting of three 
components in the x, y and z direction. Consequently, Eq. 2.2 must be written as 
zxzyxyxxxx EEEP ααα ++=   
zyzyyyxyxy EEEP ααα ++=  
zzzyzyxzxz EEEP ααα ++=                   (2.6) 
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The first matrix on the right-hand side is called the polarizability tensor. In normal 
Raman scattering, this tensor is symmetric; yxxy αα = , zxxz αα =  and zyyz αα = .4,7 
Accordingly, the vibration is Raman-active if one of these components of the 
polarizability tensor is changed during the vibration. 
Raman scattering induced by the vibrations of polyatomic molecules have 
been introduced classically. Other Raman scattering phenomena, particularly the 
rotational and electronic Raman effects, are more easily understood as quantum 
mechanical phenomena.8  
As a first approximation, the energy of the molecule can be separated into 
three additive components associated with (1) the motion of the electrons in the 
molecule, (2) the vibrations of the constituent atoms, and (3) the rotation of the 
molecule as a whole:4 
rotvibeltotal EEEE ++=                   (2.8) 
The basis for this separation lies in the fact that electronic transitions occur on a much 
shorter time scale, and rotational transitions occur on a much longer time scale, than 
vibrational transitions. The translational energy of the molecule may be ignored since 
it is essentially not quantized. Generally electronic spectra are very complicated 
because they are accompanied by vibrational as well as rotational fine structure. The 
vibrational fine structure of the electronic spectrum is easier to observe than the 
rotational fine structure and provide structural and bonding information about 
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molecules in electronic excited states. If the molecule is assumed to be a harmonic 
oscillator, the energy of the vibrational energy level is quantized: 
)( 21+= nhEn ν                    (2.9) 
where n is the vibrational quantum number and has values of 0, 1, 2, … etc.  
If a molecule is placed in an electromagnetic field (light), a transfer of energy 
from the filed to the molecule will occur when Bohr’s frequency condition is satisfied:4  
νhE =∆                       (2.10) 
where E∆  is the difference in energy between two quantized states, h is Planck’s 
constant, and ν is the frequency of the light.  
Suppose that  
01 EEE −=∆                          (2.11) 
where E1 and E0 are the energies of the excited and ground states respectively. Then 
the molecule “absorbs” E∆  when it is excited from E0 to E1 and “emits” E∆  when it 
reverts from E1 to E0.4  
Figure 2.2 illustrates Raman scattering in terms of a simple diatomic energy 
level.7 In normal Raman spectroscopy, the excitation line (ν0) is chosen so that its 
energy is far below the first electronic excited state. The dotted line indicates a “virtual 
state” to distinguish it from the real excited state. Generally the selection rule allows 
any transitions corresponding to 1±=∆n .  However, under ordinary conditions, since 
the population of molecules at n = 0 is much larger than that at n = 1, only the 
fundamental n = 0 → 1 transition in the electronic ground state can be observed and 
the Stokes (S) lines are stronger than the anti-Stokes (A). Since both lines give the 
same information, it is customary to measure only the Stokes side of the spectrum. 
Resonance Raman (RR) scattering occurs when the exciting line is chose to E1 so that 
its energy intercepts the manifold of an electronic excited state. In the gaseous phase, 
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this tends to cause resonance fluorescence since the rotational-vibrational levels are 
discrete. However, in the liquid and solid states, vibrational levels are broadened to 
produce a continuum due to molecular collisions and/or intermolecular interactions.4,7 
Excitation of these continua produce RR spectra that show extremely strong 
enhancement of Raman bands originating in this particular electronic transition.7   
 
Figure 2.2 Comparison of energy levels for the normal Raman and resonance Raman.    
 
2.4 Raman scattering by phonons   
In the previous section, Raman effect associated with the scattering of light by 
molecular vibrations has been understood. In fact, the group of excitations that can be 
accessed in Raman experiments is large and is growing as different areas of condensed 
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matter science evolves.9 In solid-state media, it includes phonons, magnons, and 
impurity vibrational modes as well as the elementary excitations of bulk and low-
dimensional electronic systems. Raman scattering has become one of the most 
versatile spectroscopic tools to study the low-lying excitations of condensed matter 
systems.9 The measurement of the Raman spectrum of a crystal is one of the main 
methods for obtaining information about its lattice vibration frequencies.10  
Raman effect occurs in a crystal, when incident light of angular frequency ωi 
interact with the crystal to create or destroy one or more lattice vibration quanta 
(phonons) and the energy ħω gained or lost by the lattice is compensated by a decrease 
or increase in the frequency ωs of the scattered light (ωs = ωi ± ω). The ordinary 
Raman effect is conveniently divided into two parts: the first-order Raman effect, in 
which a single phonon is created or destroyed in the scattering process, and the second-
order Raman effect, in which two phonons are involved. In addition to these two 
processes the Raman scattering can be excited by the excitations of the crystal other 
than lattice vibrations, such as plasmas, spin waves, etc.10  
Although acoustic lattice vibrations can also give rise to first-order Raman 
scattering, which is referred to as Brillouin scattering, general Raman researches 
mainly focus on the Raman scattering from optic vibrations of the lattice. Only lattice 
vibrations, having certain types of symmetry, give rise to Raman scattering; such 
vibrations are said to be Raman active, and the phonons in the first-order Raman effect 
have very long wavelength compared to the lattice constant.10 
The smallness of the wave vector k of the first-order Raman-active phonons is 
very important in the discussion of their properties. There is an important distinction 
between those lattice vibrations, which do or do not produce an electric dipole moment 
in the lattice and are thus active or inactive respectively in the first-order infra-red 
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absorption. The frequencies of infra-red-inactive phonons are determined mainly by 
short-range forces in the lattice. The phonons with wavelength long compared to the 
lattice constant are not influenced by the dispersive effects of these forces and have 
essentially the same frequency as infinite wavelength phonons. The Raman shifts thus 
measure the phonon frequencies at k = 0, and no variation in the Raman shifts is 
produced by variation of the scattering angle or of the relative orientation of the light 
beams and the crystal axes. However, for infra-red-active phonons, the accompanying 
long-range electric fields lead to shifts of the frequencies of some of the Raman-active 
phonons away from their k = 0 values, to a lifting of some of the phonon branch 
degeneracy, and to a variation of frequency with the direction of the phonon wave 
vector k in non-cubic crystals. A phonon can be simultaneously Raman and infrared-
active only in crystal structures, which lack a center of inversion e.g. piezoelectric 
crystals.10  
The first-order Raman effect is a scattering process in which a single phonon 
is either created or destroyed. But in the second-order Raman effect, two phonons 
participate in the scattering process. They may both be created (giving a Stokes or anti-
Stokes component), or finally both may be destroyed (giving an anti-Stokes 
component). There are two types of second-order Raman Scattering and they give rise 
respectively to a line spectrum and a continuous spectrum. The second-order line 
spectrum is due to the process in which light has suffered two successive first-order 
Raman scatterings. The second-order line spectrum provides no information about the 
phonon frequencies additional to that provided by the first-order spectrum, and the 
scattering efficiency for the second-order line spectrum increases with the size of 
crystal, since the process depends on two successive scattering events, which must 
both take place within the crystal volume. On the other hand, the second-order 
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continuum is due to a scattering process in which the light interacts with a pair of 
phonons in a single event. The continuous frequency distribution displayed by the 
scattered phonon is proportional to a weighted density of lattice states in which two 
phonons of equal and opposite wave vector are present. The weighting is due to the 
frequency and wave vector dependence of the interactions involved in the scattering 
process. The second-order continuous spectrum results from a single scattering event 
and the scattering efficiency is therefore independent of the crystal size, as in the first-
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Chapter 3 
 
High Pressure Raman Investigations of 
Ge Nanostructures 
3.1 Background 
Nanoscale materials that usually present novel properties have become an 
increasingly important class of materials with numerous potential applications, such as 
optical devices, micromechanical devices, information storage, and catalysis.1-5 The 
unique characteristics of nanoparticles are mainly related to the strong modifications of 
the fundamental properties of the materials due to the spatial confinement in three 
dimensions, and the increasing relative significance of the surface-energy contributions 
associated with the large surface-to-volume ratio of small particles.1,6 The effects of 
particle size on optical properties are more pronounced in semiconductor nanocrystals 
(nc’s) or labeled as quantum dots (QDs), which exhibit strong size dependent shift in 
the band gap.1,6-13 Semiconductor nc’s have been proposed as light-emitting diodes and 
single-electron transistors,1,14-17 and have potential applications in non-volatile 
memory, nanocrystal gate oxide, and “smart” temperature- and light-sensing 
devices.1,18-20 Due to their possible applications in integrated optoelectronic devices, 
the semiconductor nanostructures formed commonly in different matrix, such as  
Ge/SiO2 or Si/SiO2 nanostructures,21-24 have attracted extensive attention. 
 17
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Raman scattering spectroscopy is extraordinarily useful in the study of the 
electronic and vibrational properties of the semiconductor nanostructures. Raman 
scattering is used to measure a large variety of low energy excitations of the 
semiconductor nanostructures, including confined and interface phonons, various 
elementary excitations of confined electron gases and liquids, and transitions of 
shallow impurities.25 Until now, Raman scattering has played leading roles in 
understanding the vibrational properties of quantum wells and the collective 
excitations of electron gases.25 Especially, Raman scattering has become one of the 
most powerful methods to access the stress/strain information on the embedded nc’s. 
Conversely, since the stress/train effects play an important role in tailoring optical and 
electronic properties of the semiconductor nanostructures, it would be interesting to 
study the stress/strain effects in semiconductor nanostructures with Raman scattering 
technique. 
 In this chapter, the stress/strain effects on the Ge/SiO2/quartz and 
Ge/SiO2/Si(100) nanosystems are investigated by high pressure Raman scattering. 
 
3.2 Experimental 
3.2.1 Micro Raman systems 
Two micro Raman systems were used in our high pressure Raman 
experiments described in this chapter. One is the self-assembled micro-Raman system 
(Fig. 3.1), which consists of a Olympus BH-2 microscope, with a viewing system 
(CCTV and TV monitor), a He-Ne laser, coupling optics, spectrometer (SPEX1704 
czerny-turner spectrometer) and detectors (PMT and CCD).26 This system was used to 
monitor the shift of the ruby R1 line for pressure measurement. The other micro- 
Raman system is a Jobin-Yvon T64000 Raman System, which is a triple grating 
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spectrograph/scanning spectrometer system (Fig. 3.2), used to record the Raman 
spectra. The Raman spectra were taken in the backscattering geometry at room 
temperature using the 488nm (2.541eV) line from a Spectra Physics Stabilite 2017 



























Fig. 3.1 Schematic diagram of the modified Spex micro-Raman spectrometer.26  
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Figure 3.2 Optical Functional Diagram Jobin-Yvon T64000 Raman System (from 
the manual of this system). 
 
3.2.2 Pressure measurement 
Diamond anvil cells (DAC) are commonly used for the generation of very 
high pressures, which rely on the application of a moderate force using the mechanical 
advantage of a lever to squeeze a sample between the optically flat and aligned faces of 
two diamonds with small surface areas.26-31 The basic principle of the DAC (Fig. 3.3) 
is that when a metal gasket is compressed between the small flat faces (flattened by 
grinding and polishing of the culet) of two brilliant cut gem quality diamonds set in 
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opposed anvil configuration, very high pressure is generated in the gasket hole, which 
is usually filled with a pressure transmitting medium, or the sample itself.26  
 
Figure 3.3 Schematic diamond anvil configuration, with a metal gasket for sample 
 
Fig. 3.4 illustrates the compact Bassett cell used in our experiment, which has 
a threaded gland to apply force on the diamond anvils. The stainless-steel block 
comprising the main body of the DAC has suitable apertures for the stationary piston 
and the sliding one, and the latter is held by a key in a slot to prevent it from rotation. 
The rockers provide translational motion for pressing the gasket between the upper and 
lower diamonds.26  
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Fig. 3.4 Schematic Bassett-type cell with half-cylindrical rockers for diamond 
alignment 
 
In DAC, the window material is diamond, which serves the dual purpose of 
transmitting the pressure and being transparent to the laser and Raman signal. Due to 
the fact that it is the hardest material known and transmissive throughout most of the 
electromagnetic region, the diamond window is by far the most valuable for high-
pressure studies.  
The pressure dependent measurements were carried out using a standard 
diamond anvil cell technique with a 4:1 mixture of methanol and ethanol as pressure-
transmitting medium. A small piece of sample was polished to about 10-20 µm in 
thickness and cut to ~ 100 µm in linear dimension. This sample was loaded into a 
gasket with a hole of ~ 250 µm in diameter and of ~ 100µm in thickness. A mixture of 
four parts of methanol to one part of ethanol was used as pressure medium for 
hydrostatic experiments. Before filling the hole with the pressure medium, a small chip 
of ruby was loaded into the gasket hole next to the sample. The ruby fluorescence was 
used for pressure calibration in the diamond cell. The R lines (R1 at 694.2nm and R2 
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at 692.7nm) from ruby are quite strong and sharp. In our experiment the R1 line was 
used since it is stronger. The peak shift is almost linear up to 300 kbar as shown in 
Figure 3.5.26,32-34 The pressure coefficient is 0.365 Å kbar-1 or 0.753 cm-1kbar-1.  
 
Figure 3.5 Original Calibration for the ruby secondary pressure scale. The R1 
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3.3 High pressure Raman investigations on Ge nc’s embedded in glass 
matrix  
Germanium nanostructures have attracted much attention recently due to their 
possible applications in integrated optoelectronic devices.35-38 One of the promising 
ways to fabricate Ge nanostructures is to make embedded Ge nc's in SiO2 using 
techniques such as co-sputtering, and ion-implantation and subsequent annealing.39-41 
In nanocrystal-matrix systems, such as Ge/Si islands42 or quantum dots43, interface 
strain is usually observed. Considering the large interface-to-volume ratio in 
nanocrystal-matrix systems the interface strain plays an important role in deciding the 
physical and thermodynamic properties of nc's. On Si(001) surface, the nc's of  
epitaxial Ge were found to repel one another strongly via the strain fields that are 
produced in the Si substrate.44  It has also been found that the interface strain has great 
effect on the growth and evolution of nanocrystalline Ge in matrices.44-46  
With the application of pressure in Raman scattering,42,43,47-49 strain in Ge 
layers is reduced due to the difference in compressibility between Si and Ge.  A 
smaller pressure coefficient ( ) has been observed for the 
Ge-Ge mode in Ge/Si islands
1134.0/ −−== kbarcmdpdωα
39.0 −= cmα
42 and Ge/Si dot superlattices43 on Si substrates as 
compared with the corresponding bulk value ( ). This is attributed 
to the fact that Ge islands are strongly constrained by the surrounding Si lattice, 
leading to a smaller deformation as compared to the bulk Ge when subject to the same 
pressure.  
11 −kbar
However, no high pressure experiments have been carried out on the Ge nc’s 
embedded in a rather soft matrix such as SiO2.  Moreover, under pressure the evolution 
of the interface strain between Ge nc's and the matrix has not been fully investigated. 
Such information may provide an insight in understanding the formation mechanism of 
 24
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nanocrystallite Ge embedded in SiO2. In this section, the hydrostatic pressure 
dependence of the Ge-Ge mode for Ge nc's embedded into SiO2 matrix on the quartz-
glass substrate is discussed. The evolution mechanism of the interface strain with 
pressure is discussed in terms of a simple elastic model. 
 
 




The samples for investigation were prepared by co-deposition of Ge and SiO2 
by radio-frequency (rf) magnetron sputtering onto quartz-glass substrate. The sample 
thickness is ~ 1 µm and Ge concentration is ~60 mol.%. After deposition, the sample 
was annealed for 1 h at 800oC in an argon atmosphere which produced the nc's. Fig. 
3.6 shows the transmission electron microscopic (TEM) image of the annealed Ge nc's. 
One can see clearly that the average size of the Ge nc's is ~ 5nm and the nc’s form a 
kind of continuous network. 




Figure 3.7 Raman spectra for as-deposited (dotted lines) and annealed (solid lines) Ge 
nc's. 
 
Fig. 3.7 shows the Raman spectra for as-deposited and annealed Ge samples. 
The appearance of a strong and sharp peak upon annealing indicates the formation of 
the crystalline phase. In comparison with the bulk Ge, the peak position of the Ge nc's 
is at 298 cm-1, with an asymmetric profile at the lower frequency. The asymmetric 
shape of the peak obtained is the characteristic of the small crystals.  It is noteworthy 
that the Ge-Ge mode shifts to lower frequency as the laser intensity increases. To 
prevent any laser-induced heating, the laser power on the sample is kept to a minimum 
(~10mW). 




Figure 3.8 Raman spectra of Ge nc's at various pressures under the laser excitation of  
488 nm. 
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Figure 3.9 Raman shift as function of pressure P of Ge-Ge mode in bulk Ge,  Ge nc's  
and the asymmetric part of the Ge-Ge mode in the Ge nc's 
 
 Fig. 3.8 shows the Raman spectra of Ge nc's at various pressures under the 
laser excitation of 488 nm. With increasing pressure the Ge-Ge mode shift to higher 
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frequency. The rate of frequency shift of this mode with pressure is shown in Fig. 3.9. 
The frequency shift of the bulk Ge mode  is also shown for comparison.  In 
order to take into account the behavior of asymmetric profile of the Ge-Ge mode of the 
Ge nc's, the spectrum is fitted with two Lorentzian peaks. At ambient pressure, the 
main peak (  occurs at 298 cm
)( Gebulkω
)1
Geω -1 with a full-width at half maximum (FWHM) of ~ 
7 cm-1 and the lower frequency peak  at 284 cm)( 2
Geω -1 with FWHM of ~ 20 cm-1. The 
solid curves correspond to the least-square fits to the experimental data as given by 







            (3.2) 
,           (3.3)  




ωα =  for the Ge-Ge 
mode in Ge nc's. In contrast with the previous Raman scattering observation on Ge/Si 
islands of different sizes grown on Si substrates (hut-cluster42 of diameter ~ 20nm and 




ωα =  for the Ge-Ge mode is 
found to be ~ 0.34 cm-1kbar-1. Consequently, the 
dP
dω  should be independent of the 
size effect but related to the host matrix. The large 
dP
dω  observed for the Ge nc's in the 
SiO2 matrix on Si substrate can be explained if we assume that the pressure acting on 
the nc's is different from the surrounding pressure from the outside pressure-
transmitting medium. This effect has been observed by Haselhoff et al50 for CuCl nc's 
in alkali-halide matrices. However, in their model the strain at the interface between 
the nc's and the matrix was not taken into account.  
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Figure 3.10 Schematic model (of the Ge/SiO2 nanocrystal-matrix system) used in 
analyzing the effective pressure. 
 
The pressure dependence of the Ge-Ge modes of nc's for one pressure cycle is 
shown in Fig. 3.9. There is no hysteresis observed; which confirms that the pressure-
induced strain in the nc's is reversible. With this elastic behaviour of our Ge/SiO2 
nanocrystal-matrix system, we assume both nc's and the matrix as isotropic elastic 
continua50 in our model as shown in Fig. 3.10. We consider the nc’s as spheres of 
radius  in a spherical matrix of radius , where . The system is subject to a 
hydrostatic pressure P. In spherical coordinates, with the origin at the center of the nc 
sphere, the displacement vector u
1r 2r 12 rr >>
v  is everywhere radial and can be written as 
. The components of the strain tensor are  and 
, where the constants a  and  are determined from the boundary 
conditions. At the interface between the nc’s and the matrix, the interface strain is 















CHAPTER 3 High Pressure Raman Investigations of Ge Nanostructures 
matrix respectively. From the boundary conditions at r 1r= , the pressure  at the 



























                                  (3.4), 
where the ( , σ , ) and ( , 1K 2E 2σ , ) are the Young's modulus, Poisson's ratio, 





















−=          (3.5).         




ncdP α . Using 
the elastic constants of Ge ( kbarE 6.13161 = , .01 =σ , ),K 17.7501 = 52 and 
SiO2 ( E , kbar7302 = 162.0=2σ , kbarK 3612 = ),53 we find from Eq. (3.5) that 
 and 39.11 =k 58.02 =dP
dk δ . The positive value of 
dP
dδ  indicate that the accumulated 
strain at the interface induce a compressive stress on the nc's as pressure increases. 
This is possible since SiO2 ( K kbar3612 = ) is much easier to compress than Ge 
( ).  As such, the large pressure coefficient for Ge nc's comes from the 
contribution of the stress at the interface evolving with pressure. 
kbarK 7501 = 17.









α .  With the Si matrix of elastic constant values 
( , kbarE 1.16293 = 22.03 = 262σ , kbarK 87.9783 = ),52 we obtained  and 1k
02 ≈dP
dk δ . This is consistent with the fact that, the smaller compressibility of Si 
"isolates" the Ge islands from the external pressure, reducing islandsα  for Ge islands 
(0.34 cm-1 kbar-1) as compared to the bulk Ge value (0.39 cm-1 kbar-1).42 
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3.4 High pressure Raman investigations on Ge/SiO2/Si nanostructures   
 
As introduced in the previous section, generally in the nanocrystal-matrix 
systems the distribution of the stress and strain field plays an important role in 
deciding the physical and thermodynamic properties of nanostructures. The 
investigations on the elastic field in the nanocrystal-matrix systems would enhance our 
understanding on the strain mechanism of the nanostructures as well as the exploitation 
of their novel functions. 
In Section 3.3, the pressure coefficient ( ) of the Ge-Ge 
mode for Ge nc's embedded in glass matrix is observed to be almost twice as large as 
its corresponding bulk value. This has been explained using a simple elastic model, 
which describes the effective pressure transmitted from the matrix to the nanocrystals. 
However, the interface strain/stress effects under applied hydrostatic pressure has not 
been fully understood in a more complicated nanosystem, such as Ge or Si nc's 
embedded in SiO
1177.0 −−= kbarcmα
2 on Si substrate. For example in the high pressure 
photoluminescence (PL) measurement of Si nc's in SiO2 layers on the Si substrate by 
Cheong et al,54 the observed pressure coefficients of the PL peak energy on the two Si 
nanocrystal samples A and B gave different values of -0.4 and -0.6 meV/kbar 
respectively, which were not in good quantitative agreement with an estimate based on 
the quantum confinement model. Both samples were formed by ion implantation of Si+ 
ions into thermally oxidized Si wafers followed by thermal annealing, but with 
different thickness of SiO2 layers. In addition, in the first pressure cycle on sample B 
(thicker one), a considerable hysteresis was observed but not in the second cycle. 
Cheong et al suggested that the initial hysteresis was due to an irreversible pressure-
induced relief of built-in strains in the nanocrystals, but no explanation was given for 
why this particular sample has built-in strains.54 Therefore, it is necessary to carry out 
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high-pressure researches further on the multi-component nanosystems, to elucidate the 
strain/stress effect on the nc’s in the nanostructures. Moreover since desired functional 
characteristics of semiconductor heterostructure depend crucially on their structure and 
geometry which are generally influenced by the local elastic field distribution during 
its fabrication or application, further investigations on multi-component 
nanostructures, such as Ge/SiO2/Si nanosystem, may cast an insight in exploring the 
formation or application of semiconductor nanostructures.   
In this section, the high pressure Raman scattering investigations on Ge nc's 
embedded in SiO2 matrix on Si substrate is discussed.  In this nanosystem in which the 
Ge nc's and the Si substrate have different Raman frequency (Ge-Ge mode ~ 300 cm-1 
and Si-Si mode ~ 521 cm-1), it would be much easier to make clear the different strain 
effects on the nc's and the substrate than in the Si/SiO2/Si nanosystem. It is noted that 
the Si acoustic peak at ~300 cm-1 can be effectively eliminated by using the specific 
polarization configuration.42 Moreover, our experiments on 5, 8, and 20 nm nc’s42,43,55 
suggested that the Raman shifts with pressure ( dpd /ωα = ) is independent of the size 
of the nc's, which is consistent with the common understanding56 based on the high-
pressure Raman experiments on CdS and CdSe that the potential energy as a function 
of unit cell volume is identical in both the harmonic and the first anharmonic term in 
tetrahedrally bonded bulk and nanocrystal systems. This simplifies the study of the 
mechanism of the elastic field evolution with the surrounding hydrostatic pressure 
since we can neglect the size effect of the nc's.  
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Figure 3.11(a) TEM image of Ge/SiO2/Si nc's samples; (b) HR-TEM image of 
Ge/SiO2/Si nc's samples with Ge nc's formed in the bulk of the sample; and (c) in the 
vicinity of the Si(100) interface. 
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The samples for investigation were prepared by co-deposition of Ge and SiO2 
by radio-frequency (rf) magnetron sputtering onto Si(100) substrate with about 3-5 nm 
thick native oxide. The sample thickness is ~ 1 µm and Ge concentration is ~60 
mol.%. After deposition, the sample was annealed for 1 h at 800oC in an argon 
atmosphere, which produced the nc's.  
Fig. 3.11(a) shows the transmission electron microscopic (TEM) image of the 
annealed Ge nc's57. Interestingly, the nc's are preferentially formed in the area away 
from the sample surface, and at the interface with the silicon substrate the density of 
the nc’s is somewhat higher. High-resolution (HR) TEM images [Fig. 3.11(b)&(c)] 
reveal other features of the formed nc's. The nc's formed in bulk of the sample have 
clearly pronounced facets and are single crystals, in very few cases with twinning 
defects. The nc's formed in the direct vicinity of the Si substrate, on the other hand, are 
spherical and the interface under these nc's no longer flat. The size of the nc's is almost 
the same in both regions and is ~ 20 nm.  
Fig. 3.12(a) shows the Raman spectra for the Ge/SiO2/Si sample at ambient 
pressure. The Ge-Ge mode occurs at ~ 300 cm-1 with a full width at half maximum 
(FWHM) of about 5 cm-1 while the Si-Si mode from the substrate is at ~ 521 cm-1 with 
a FWHM of about 4 cm-1. The appearance of the strong and sharp peak of the Ge-Ge 
mode indicates the formation of the crystalline phase. Here the polarization 
configuration 100)010,100(001  was used to minimize the Si acoustic phonon peak at 
~303 cm-1. It is noted that the Ge-Ge mode shifts to lower frequency as the laser 
intensity increases. To prevent any laser induced-heating, the laser power on the 
sample is kept to a minimum (~10mW). 
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Figure 3.12 Raman spectra of Ge/SiO2/Si nc's samples at ambient pressure (a); 
Pressure dependence of Raman shift of the Ge-Ge mode of Ge nc's (b) and the Si-Si 
mode of the Si substrate(c).  
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The Raman shifts of the Ge-Ge mode and Si-Si mode with pressure P for two 
pressure cycles were shown in Fig. 3.12(b)&(c), where both the Ge and the Si peaks 
were fitted to the Lorentzian profile. During the first upstroke of the pressure cycle, the 
Ge-Ge mode shifts linearly with P and then shows a step jump up from 310.4 to 313.8 
cm-1 at P~ 23 kbar, and subsequently shifts up with P at a higher pressure coefficient 
(α ). On the other hand, at P~ 23 kbar, the Si-Si mode shifts down by ~ 0.3 cm-1, and 
thereafter the Si mode shifts up at a lower pressure coefficient (α ). The results show 
that at P~ 23 kbar in the first upstroke of pressure, there exists an irreversible transition 
in the strain effect of Ge/SiO2/Si nanosystem.  In the last part of the first upstroke (i.e. 
beyond 23 kbar) and the first downstroke, α  remained unchanged. The second 
pressure cycle shows that both the Ge-Ge and Si modes keep the reversible Raman 
shift with pressure with the same α  as the first downstroke of pressure cycle.  It is 
noteworthy that although the present high pressure experiment is performed on Ge nc's 
of size ~ 20nm, we have also observed similar behavior in Ge nc's of size 4nm to 12 
nm with the same SiO2 layer thickness indicating the observed phenomenon is 
independent of nc's size.  
As shown in Fig. 3.12(b)&(c), the solid curves correspond to the least-square 
fits to the experimental data, where the Raman modes before ( 1ω ) and after ( 2ω ) the 
transition at P~ 23 kbar was fitted separately: 
PPGe )01.042.0()1.00.300()(1 ±+±=ω               (3.6) 
2
2 )001.0003.0()02.064.0()2.02.300()( PPP
Ge ±−±+±=ω            (3.7) 
PPSi )01.057.0()1.07.521()(1 ±+±=ω               (3.8) 
2
2 )0002.0001.0()01.053.0()2.03.522()( PPP
Si ±−±+±=ω            (3.9) 
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These fitting results show that after the irreversible transition at 23 kbar, α  of Ge-Ge 
mode changes from 0.42 to 0.64 cm-1kbar-1 and α  of Si-Si mode changes from 0.57 to 
0.53 cm-1kbar-1. It is noteworthy that the elastic field distribution would not be 
uniformly homogeneous in the Ge/SiO2/Si nanosystem, especially near the interface 
between the SiO2 matrix and the Si substrate. Thus, it is necessary to investigate the 
elastic field distribution in the Ge/SiO2/Si nanosystem to enhance the understanding in 
the pressure dependence of the Raman shifts of the Ge-Ge and Si modes. 
Using a finite element package (ABAQUS/Standard), an axisymmetric model 
structure as shown in Fig. 3.13, where the Ge nc's sphere embedded along the rotation 
z-axis, the Si substrate and SiO2 matrix cylindrical layers are separated by a sharp 
interface, was chosen to study the elastic field distribution in the nanosystem under the 
hydrostatic pressure of 10 kbar. For simplicity, the Ge nc's, the SiO2 matrix and Si 
substrate were considered as isotropic elastic continua, with elastic constants of Ge 
( , kbarE 6.13161 = 20748.01 =σ , kbarK 17.7501 = ),52 of SiO2 ( E , kbar7302 =
162.02 =σ , ),kbar361K 2 = 53 and of Si ( kbar1.1629E3 = , 22262.03 =σ , 
)kbarK 87.9783 = 52 separately. Here 3,2,1),,( =iiii KE σ  are the Young's modulus, 
Poisson's ratio, and bulk modulus, respectively. 
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Figure 3.13 Schematic structure of Ge/SiO2/Si axis symmetrical nanostructure 
modeled. 
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Figure 3.14. Global r - z plane stress distributions of rrσ , rzσ , zzσ , θθσ , and Misesσ  for 
the disk-shaped Ge/SiO2/Si nanosystem, with the arrows pointed at the SiO2/Si 
interface. 
 
Fig. 3.14 shows the r - z plane stress distributions of rrσ , rzσ , zzσ , θθσ , and 
Misesσ  for the disk-shaped Ge/SiO2/Si nanosystem, where the negative values indicate 
the compressive stress. All the five stress tensors distribute rather non-homogeneously 
around the nanosystem surface, and near the SiO2/Si interface. However, in the most 
part of the SiO2 matrix, away from the outer surface, the stress distributions of the five 
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stress tensors are quite homogeneous. This is consistent with the experimental results 
that the linewidth of Ge-Ge mode remains constant with increasing pressure indicating 
no significant inhomogeneous broadening. 
At the SiO2/Si interface, there is a significant discontinuity for rrσ  and θθσ . 
The value of rrσ  jumps from -5.242 kbar at the SiO2 matrix to -12.88 kbar at the Si 
substrate and the value of θθσ jumps from -5.173 kbar at the SiO2 matrix to -12.16 kbar 
at the Si substrate. This can be ascribed to the fact that SiO2 ( K ) is much 
easier to compress than Si (
kbar3612 =
kbarK 87.9783 = ), but both of them have to shrink 
together at the interface under pressure. As a result, the SiO2 matrix experiences more 
tensile stress near the SiO2/Si interface than anywhere else. On the other hand, the Si 
substrate has to undergo a more compressive stress. Accordingly, the values of rrσ  and 
θθσ for SiO2 matrix become smaller from the top surface to the SiO2/Si interface, while 
rrσ  and θθσ  of Si substrate become bigger from the bottom surface to the SiO2/Si 
interface. Consequently, before the transition at 23 kbar, the α  of the Ge-Ge (~0.42 
cm-1kbar-1) and Si modes (~0.57 cm-1kbar-1) can be due to the discontinuous 
distribution of rrσ  and θθσ   in the nanosystem introduced by the SiO2/Si interface. As 
a result of the concentration of the discontinuous stresses, the interface strain and 
interface tension would accumulate accordingly, which may induce the debonding of 
the SiO2/Si interface, i.e. the delaminating of the SiO2 matrix and Si substrate layers. 
The delaminating behavior at the SiO2/Si interface could be further understood by the 
distribution of (Von) Mises stress58 Misesσ (Fig. 3.14). The local distribution of Misesσ  at 
the outer SiO2/Si interface edge (the enlarged circle part in the Fig. 3.13) was 
magnified as shown in Fig.3.15 (a), together with the local stress distribution of Misesσ , 
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rrσ , rzσ , zzσ , and θθσ  around Ge nc's (embedded along the rotation z-axis as shown 
in Fig. 3.13). The distribution of Misesσ  concentrates strongly at the outer SiO2/Si 
interface edge ( mr rMAX µ50==
K .7501 =
) indicates further that the delaminating could start 
from the edge where the largest strain energy is accumulated and gradually move 
inwards. Due to this delaminating behavior, we are able to explain our experimental 
observation for the discontinuity at P~ 23 kbar. 
kbar
zzσ θθσ
From the local stress distributions around Ge nc's (Fig. 3.14), we can further 
understand the characteristics of the Ge/SiO2/Si nanosystem. Due to the smaller 
compressibility of Ge ( ) nc's than the SiO17 2 ( K ) matrix, 
Ge nc's undergo a rather larger stresses of
kbar3612 =
rrσ , zzσ , and θθσ  than the surrounding SiO2 
matrix. Moreover, the discontinuous and nonuniform stress distribution of rrσ , rzσ , 
, and  can be observed around the Ge/SiO2 interface. In the SiO2 matrix, the 
existence of Ge nc's effectively modified the surrounding elastic field, of a nonuniform 
stress distribution with the scale comparable with the size of the nc's. Similarly, Ge 
nc's can also introduce nonuniform local stress during cooling or heating in the high 
temperature growth of the Ge/SiO2/Si nanosystem due to different thermal expansion 
coefficients. The roughness of the Si/SiO2 interface under the nc's with the local 
geometry corresponding to the shape of nc's, as shown in Fig. 3.11(c), could be due to 
the nonhomogeneous local stress distribution induced by the embedded Ge nc’s during 
fabrication. 
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Figure 3.15. Local r - z plane stress distribution of Misesσ  (a) near the outer SiO2/Si 
interface edge (the enlarged circle part in the Fig.3.13); and of Misesσ  (b), rrσ  (c), rzσ  
(d), zzσ  (e), and θθσ  (f) around a Ge nc, where the thin sold lines indicate the meshes 
used in the calculation while the thicker line indicates the SiO2/Si interface. 
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From the above discussions, the high pressure Raman results on the 
Ge/SiO2/Si nanosystem can be explained by its nonhomogeneous distribution of the 
elastic field under pressure due to the specific geometric configuration of different 
parts with different elastic constants. The transition at 23 kbar can be ascribed to the 
delaminating of the SiO2/Si interface as a result of the accumulated strain energy. 
Accordingly, the Raman shift of the Ge-Ge mode and Si-Si mode with pressure can be 
easily understood. Before the transition,  of the Si-Si mode in the 
first upstroke of the pressure cycle can be ascribed to the more compressive 
1157.0 −−= kbarcmα
rrσ  and 
θθσ  introduced by the SiO2/Si interface. After the delaminating, since the interface 
stress is released, the Si mode shifts down by 0.3 cm-1 and  




14. On the other hand, before the transition, 
 of Ge-Ge mode is due to more local tensile 1142.0 −− kbarcm=α σ  and θθσ  in the 
SiO2 matrix introduced by the SiO2/Si interface. After the delaminating, as the 
interface stress is released, without the shielding from the Si substrate, the Ge-Ge 
modes shifts to higher wavenumber by 3.4 cm-1 and α  changes to  
thereafter. Since the delaminating is irreversible, the second pressure cycle (second 
upstroke and second downstroke) shows that both the Ge-Ge and Si modes keeping the 
same 
164.0 −cm 1− kbar
α  as the first downstroke of pressure cycle. Moreover, due to the fact that the Ge 
nc's are distributed in the very thin SiO2 matrix layer of ~ 1 µm, the stress 
concentration of rrσ , zzσ , and θθσ  on the Ge nc's is relatively smaller than that on the 
Ge nc's embedded deep in SiO2 matrix on quartz substrate as discussed in next 
paragraph, thus α  (= ) in Ge/SiO1−−cm 1kbar64.0 2/Si nanosystem is still smaller than 
that of the Ge/SiO2/quartz nanosystem ( )1177.0 −−= kbarcmα 16. 
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Figure 3.16.  Calculated rrσ  and θθσ  near the SiO2/Si interface at r =0 as a function of 
the thickness of the SiO2 matrix layer. 
 
We also calculated the dependence of rrσ  and θθσ  on the thickness of the 
SiO2 matrix layer, where the axisymmetric model structure as shown in Fig. 3.13 was 
still used but with the thickness of the SiO2 layer varied from 0.2 µm to 3.0 µm. The 
calculated rrσ  and θθσ  near the SiO2/Si interface around the central rotation axis, i.e. 
, as a function of the thickness of the SiO0=r 2 matrix layer are shown in Fig. 3.16. 
The results indicate that as the thickness of the SiO2 matrix layer increases, the stress 
concentration of rrσ  and θθσ  in the Si substrate becomes stronger and the difference 
between the two sides of the SiO2/Si interface also becomes bigger. Therefore, more 
strain energy would accumulate around the SiO2/Si interface. Thus, in the nanosystem, 
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under the same pressure, the delaminating will occur more easily for thicker SiO2 
matrix layer as compared in the nanosystem with a thinner SiO2 matrix. 
In addition, our model can explain the seemingly confusing results for the 
high pressure PL measurement on the Si/SiO2/Si nanosystem in the literature54. In that 
experiment, a step change of PL peak shift with pressure around 12 kbar was observed 
in the first pressure cycle only on the sample B (with the SiO2 layer thickness of 1.6 
µm), but not in the sample A (with the SiO2 layer thickness of 0.83 µm). Moreover, the 
observed pressure coefficient of the PL peak energy of Si nc's samples A and B, has 
different values of -0.4 and -0.6 meV/kbar respectively. According to our calculated 
results, more strain energy would accumulate at the SiO2/Si interface in the 
nanosystem. Thus, under the same pressure the interface delaminating is apt to take 
place with the thicker SiO2 matrix layer that with the thinner one. Hence, on the 
Si/SiO2/Si nanosystem, the considerable hysteresis (delaminating) around 12 kbar was 
observed in the first pressure cycle only on the sample B, but not in the sample A. This 
is also consistent with our observation of the delaminating of the SiO2/Si interface at 
23 kbar on Ge/SiO2/Si nanosystem, with the SiO2 layer thickness of 1.0 µm. The larger 
pressure coefficients (-0.6 meV/kbar) of the PL peak energy observed on the sample B 
in the second pressure cycle than that (-0.4 meV/kbar) of sample A can be ascribed to 
that after the SiO2/Si interface delaminating in the sample B since the Si nc's 
experience more compressive stress without the shielding of the Si substrate.  
 
3.5 Conclusions   
Ge nc's embedded in SiO2 were investigated by Raman scattering under 
hydrostatic pressure. A large pressure coefficient for the Ge-Ge mode in Ge nc's as 
compared to its corresponding bulk value was found. The observed effect can be 
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explained in terms of a simple elastic model, which describes the significant 
contribution of the interface stress when subject to applied pressure. Thus the pressure 
acting on the nc's is not necessarily the same as the applied pressure. Furthermore, we 
also investigated the Ge/SiO2/Si nanosystem by high pressure Raman scattering. We 
found that the delaminating of SiO2 film from the Si substrate occurs at ~23 kbar due 
to the large difference between the compressibility of the SiO2 matrix and Si substrate. 
The observed effect can be understood by the nonhomogeneous distribution of the 
elastic field in the Ge/SiO2/Si nanosystem. Moreover, the previous unexplained high 
pressure PL results on the Si/SiO2/Si nanosystem can be explained by the nonuniform 
distribution of the elastic field. Although our investigation focuses on the Ge/SiO2/Si 
nanosystem, our results could provide a general understanding on the elastic properties 
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CHAPTER 4 First-Principles Calculation Methods 
Chapter 4 
 
First-Principles Calculation Methods 
4.1 Introduction 
In quantum mechanics, the properties of materials, such as the total energy 
and electron density, can be understood from first principles by solving the 
Schrödinger equation. First-principles calculations, also known as ab initio 
calculations, use fundamental physical laws and constants only, without empirical 
parameters. So far, first-principles calculations have been proven to be one of the most 
powerful tools for carrying out theoretical studies of the electronic and structural 
properties of materials. 
Prediction of the electronic and geometric structure of a material requires 
calculation of the quantum-mechanical total energy of the system and subsequent 
minimization of that energy with respect to the electronic and nuclear coordinates. 
Because of the large difference in mass between the electrons and nuclei and the fact 
that the forces on the particles are the same, the electrons respond essentially 
instantaneously to the motion of the nuclei. Thus the nuclei can be treated 
adiabatically, leading to a separation of electronic and nuclear coordinates in the many-
body wave function  the so-called Born-Oppenheimer approximation. This 
“adiabatic principle” reduces the many-body problem to the solution of the dynamics 
of the electrons in some frozen-in configuration of the nuclei. Even with this 
simplification, the many-body problem remains formidable. Further simplifications are 
necessary to allow total-energy calculations to be performed accurately and efficiently, 
 53
CHAPTER 4 First-Principles Calculation Methods 
such as density-functional theory to model the electron-electron interactions, 
pseudopotential theory to model the electron-ion interactions, supercells to model 
systems with a periodic geometries, and iterative minimization techniques to relax the 
electronic coordinates.1  
This Chapter introduces briefly the simplifications and approximations related 
to the first-principles total-energy pseudopotential calculations. 
 
4.2 Adiabatic approximation 
Since the nuclear mass M far exceeds electron mass m, we can naturally limit 
the analysis to a model for electron traveling in a fixed field of nuclei. In this 
approximation the electron wave function is determined by the instantaneous position 
of the nuclei, while the wave function of ions is determined by the averaged electron 
field.2 
The stationary Schrödinger equation in a crystal can be written as: 
Ψ=Ψ EHˆ                   (4.1) 
where Hˆ  is the Hamiltonian operator (Hamiltonian) of the system, Ψ the wave 
function of the dynamic variables of all particles, and E the eigenstate energy of the 
system. To solve (4.1), we need to determine the Hamiltonian of the system. Assuming 
the crystal composed of N atomic nuclei or ion cores and n electrons of all the 
electrons or n itinerant electrons only, and using a nonrelativistic approximation that 
takes into account only the pairwise interparticle interactions, the Hamiltonian has the 













2 2/2/ˆ hh  
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hh           (4.3) 
Here  is nuclear mass, m is electron mass, αM ir
v  is the radius vector of the ith electron, 
αR
v
 is the radius vector of the αth nucleus, and  is the atomic number. Since we 
have separated nuclear and electron motion, we can write 
αz
)(),(),( RRrRrcr
vvvvv ΦΨ=Ψ                 (4.4) 
Substitution Eq. (4.4) into Eq. (4.1) we obtain two equations: 
),(),(ˆ RrRrH e
vvvv Ψ=Ψ ε                 (4.5) 
)()(ˆ RRH nunu
vv Φ=Φ ε                  (4.6) 
where 
















h              (4.7) 
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ˆ                 (4.8) 
In Eq. (4.6), we neglect the term2 
( )[ ]∫ ∫∑ Ψ∇ΨΦ∇−Ψ∇ΨΦ ∗∗ αααα α rdrdM vvh 22 2
2
             (4.9) 
For this estimate, we premultiply by ∗Φ  and integrate with respect to the nuclear 
coordinates.2 We obtain 





         (4.10) 
For the first term we have 
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Since m/M  ~ 10 , this term is neglected compared to ε. 5−
The second term in Eq. (4.9) is estimated analogously: 
( ) ( )iPPMrdRdM ααα ααα 1
2
−=Ψ∇ΨΦ∇Φ∑ ∫ ∫ ∗∗ vvh . 


















2   
and the second term in Eq. (4.9) is of the order of Mm  of the total crystal energy. 
Consequently, discarding both corrections in Eq. (4.6) induce an energy error 
of less than Mm . The discarded terms characterize the internal nonadiabaticity of 
the system which is expressed as an effect of nuclear motion on their interaction with 
the electrons.  Therefore, electron-phonon interactions are neglected in the electronic 
structure calculations of crystals from the very outset. Thermal motion can be 
accounted for only as a perturbation that sets up a specific electron state distribution.2 
In this approximation, the Hamiltonian of the electronic subsystem is  
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vvvvh )           (4.11) 
where iR
v
 stands for the positions of fixed nuclei or cores, that is, the sources of the 
field action on the electrons. However, in this approximation the solution of the 
Schrödinger equation still meets with huge mathematical difficulties. The major 
difficulty lies in the third term in Eq. (4.11), which interrelates the electronic 
coordinates, does not allow a many-body problem to be reduced to a sum of one-
particle problems.3 
 
4.3 Hartree-Fock approximation 
The most difficult problem in any electronic structure calculation is posed by 
the need to take account of the effects of the electron-electron interaction. Electrons 
repel each other due to the Coulomb interaction between their charges. The Coulomb 
energy of a system of electrons can be reduced by keeping the electrons spatially 
separated, but this has to balanced against the kinetic energy cost of deforming the 
electron wave functions in order to separate the electrons.1  
The wave function of a many-electron system must be anti-symmetric under 
exchange of any two electrons because the electrons are fermions. The antisymmetry 
of the wave function produces a spatial separation between electrons that have the 
same spin and thus reduces the Coulomb energy of the electronic system. The 
reduction in the energy of the electronic system due to the anti-symmetry of the wave 
function is called the exchange energy. It is straightforward to include exchange in a 
total energy in a total energy calculation, and this is generally referred to as the 
Hartree-Fock approximation.1-3 
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The Hartree-Fock approximation is of variational nature. It consists in 
restricting the set {Ψ ∈ H, 1=Ψ } on which the energy functional ΨΨ Hˆ,  is 






σφ=Ψ                          (4.12) 
where the φi, which are called molecular orbitals, satisfy the orthonormality conditions 
( ) ( )∑ ∫ =∗σ δσφσφ3 .,,R jiji dxxx              (4.13) 
For of the electronic subsystem of the Hamiltonian of Eq. 3.7, the functional 
ψψ Hˆ  is given:5 
( ) ( )∑∫ ∗=
v
vv qHqdqH φφψψ 0ˆˆ  
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Taking into account Eq. (4.13), we solve the variational problem 
( ) ( ) ( ) 0ˆ ' '' =








δ            (4.15) 
With allowance for Eq. (4.14), and carrying our the variation, we obtain5 
























jsjsis rσφλ v                (4.16) 
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Here is = v, js’ = v’, where i, j are orbital quantum numbers, and s, s’ spin quantum 
numbers, and  





2vv                (4.17) 
is the total electron density at point rv . 
After the unitary transformation of the functions ( )σφ ris v , we have Hartree-
Fock equation: 




















( )σφε risis v=                 (4.18) 
The third term enclosed in square brackets is a Coulomb potential, which is produced 
by all the other electrons acting on a given electron. The last term on the left-hand side 
of Eq. (4.18), called the exchange interaction, is due to the Pauli exclusion principle 
and is of a purely quantum origin.5 
The Coulomb energy of the electronic system can be reduced below its 
Hartree-Fock value if electrons that have opposite spins are also spatially separated. In 
this case the Coulomb energy of the electronic system is reduced at the cost of 
increasing the kinetic energy of the electrons. The difference between the many-body 
energy of an electronic system and the energy of the system calculated in the Hatree-
Fock approximation is called the correlation energy. The Hartree-Fock method has 
found broad application in atomic theory, but has only limited suitability for the 
majority applications to condensed matter. For condensed matter theory the area of 
special interest concerns low density valence electrons for which correlations of 
electrons with antiparallel spins, neglected in Hartree-Fock method, yield effects of the 
same order as exchange.1-5 
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4.4 Density-Functional Theory 
Density-functional theory (DFT), developed by Hohenberg and Kohn (1964) 
and Kohn and Sham (1965), provided some hope of a simple method for describing the 
effects of exchange and correlation in an electron gas. Hohenberg and Kohn proved 
that the total energy, including exchange and correlation, of an electron gas (even in 
the presence of a static external potential) is a unique functional of the electron density. 
The minimum value of the total-energy functional is the ground-state energy of the 
system, and the density that yields this minimum value is the exact single-particle 
ground-state density.1 
E. Bright Wilson suggested (1965) that a knowledge of the density was all 
that was necessary for a complete determination of all molecular properties.  If N is the 
number of electrons then ( )rvρ  is defined by6 
( ) ∫ ∫ Ψ= NxdxdxdNr vKvvLv 212ρ              (4.19) 
where ( Nxxx )vKvv 21Ψ  is the electronic wavefunction of the molecule. Wilson’s 
observations were that 
( ) Nrdr =∫ vvρ                 (4.20) 
and the nuclear cusp condition 












              (4.21) 
where  ( Ar )ρ  is the spherical average of ( )rvρ . Hence the full Schrödinger 
Hamiltonian is known, because it is completely defined once the position and charge 
of the nuclei are given. Therefore, in principle, the wavefunction and energy are 
known, and thus everything is known.6,7 
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In 1964, Hohenberg and Kohn proposed two theorems for a system of N 
interacting electrons in a non-degenerate ground state associated with an external 
potential .( )rv v 1,6,7  
Hohenberg-Kohn theorem 1. The ground state electron density ( )rvρ  uniquely 
determines the external potential ( )rv v  due to the nuclei. 
We may therefore represent the energy of the system as a functional of the 
density as follows6 
( ) [ ] [ ] [ ]ρρρρ eene VTVE ++=               (4.22) 
( ) ( ) [ ] [ ]ρρρ eeVTrdrvr ++= ∫ vvr             (4.23) 
where [ ]ρT  is the kinetic energy and [ ]ρeeV  is the electron-electron interaction energy 
which contains the Coulomb interactions [ ]ρJ  which is given by: 






J vvrrv ρρρ               (4.24) 
Hohenberg-Kohn theorem 2. For any approximation density ρ~ , [ ] [ ]ρρ EE ≥~ , where 
ρ  is the exact density. 
The second Hohenberg-Kohn theorem allows us to introduce the variational 
principle. This variational principle allows us to write down the condition that the 
energy, Eq. (4.22), is stationary with respect to changes in the density, subject to the 
constraint that Eq. (4.20) holds:6 
[ ] ( )[ ] 0=−− ∫ NrdrE vvρµδρδ               (4.25) 
for which the Euler-Lagrange equation is, in terms of functional derivatives 








ρδµ ++=               (4.26) 
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This last equation is an exact equation for ( )rvρ , if only we knew the 
functional forms of [ ]ρT  and [ ]ρeeV . We now go on to convert this equation into a set 
of working equation. Kohn and Sham introduced the idea of considering the 
determinantal wavefunction for N noninteracting electrons in N orbitals iφ . For such a 
system the kinetic energy and the electron density are exactly given by6 
[ ] ∑ ∇−= N
i
iisT φφρ 22
1               (4.27) 
( ) ( )∑= N
i
i rr
2vv φρ                (4.28) 
The orbitals obey an equation of the form 




1               (4.29) 
and the energy of this system is given by 
[ ] [ ] ( ) ( )∫+= rdrrvTE ss vvv ρρρ               (4.30) 
Equations (4.29) are the Euler equations obtained when [ ]ρE  is minimized with 
respect to variations in the orbitals which constitute the density as given by Eq. (4.28) 
subject to the constraint that they remain normalized.6 
Now we return to the problem with interacting electrons and we write the 
energy in different ways:6 
[ ] ( ) ( ) [ ] [ ]ρρρρ eeVTrdrrvE ++= ∫ vvv  
           ( ) ( ) [ ] [ ] [ ] [ ] [ ] [ ]( )ρρρρρρρ JVTTJTrdrrv eess −+−+++= ∫ vvv  
           ( ) ( ) [ ] [ ] [ ]ρρρρ xcs EJTrdrrv +++= ∫ vvv            (4.31) 
The first line is from Eq. (4.22), the second line inserts and removes the noninteracting 
kinetic energy and the Coulomb energy, the next line introduces the exchange-
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correlation energy functional the functional derivative of which is the exchange-
correlation potential : xcv
[ ] [ ] [ ] [ ] [ ]ρρρρρ JVTTE eesxc −+−=              (4.32) 




ρδ=                (4.33) 
On comparing equations (4.29), (4.31), and (4.33) we deduce that the problem has 
been recast into one involving noninteracting electrons in N orbitals which obey the 
equation 
( ) ( ) ( ) iiixcs rvdrrr
rrv φεφρ =






1 2            (4.34) 
These are the Kohn-Sham equations for the Kohn-Sham orbitals iφ . Note that the key 
property of them is that they give the exact density through Eq. (4.28), once the exact 
exchange-correlation functional [ ]ρxcE  has been determined.6  
The Kohn-Sham equations represent a mapping of the interacting many-
electron system onto a system of noninteracting electrons moving in an effective 
potential due to all the other electrons. If the exchange-correlation energy functional 
were known exactly, then taking the functional derivative with respect to the density 
would produce an exchange-correlation potential that included the effects of exchange 
and correlation exactly. The Kohn-Sham equations must be solved self-consistently so 
that the occupied electronic states generate a charge density that produces the 
electronic potential that was used to construct the equations.1,2,6,7  
 
4.5 Local-density approximation 
The Kohn-Sham scheme does not lead to computational power as it stands, 
because the difficulty of the many-body problems is still present in the unknown 
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functional [ ]ρxcE .  To overcome this, Kohn and Sham proposed a local density 
approximation (LDA)8 
[ ] ( ) ( )( )∫=≈ rdrrErE xcLDAxcxc rrvr ρερρ hom)(             (4.35) 
in which  is the exchange-correlation energy per particle in the homogeneous 
(spatially uniform) electron gas. The functional derivative of  is the local 























             (4.36) 
The homogeneous electron gas model is a fictitious system, used as a 
reference in DFT calculations.2,5-8 It is defined as a large number N of electrons in a 
cube of volume V , throughout which there is uniformly spread of a positive 
charge sufficient to make the system neutral. The uniform electron gas corresponds to 
the limit 
3l=
∞→N , , with the density ∞→V VN=ρ  remaining finite. The ground 
state energy is  
[ ] ( ) ( ) [ ] [ ] [ ] bxcs EEJTrdrrvE ++++= ∫ ρρρρρ vvv            (4.37) 
with  being the electrostatic energy of the positive background, which is equal to 
the coulomb energy because the positive charge density 
bE
( )rn v  is simply the negative of 
(rv)ρ . Because the external potential is defined by 
( ) ( )∫ −−= ''' rdrr rnrv vvv
vv                (4.38) 
it follows that the second, third and fifth terms of Eq. (4.37) add to zero, and therefore 
[ ] [ ] [ ]ρρρ xcs ETE +=                (4.39) 
         [ ] [ ] [ ]ρρρ cxs EET ++=               (4.40) 
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where the exchange-correlation term is split into an exchange term plus a correlation 
term.2,5-8 
The Kohn-Shams are satisfied by plane wave 
( ) ( )rki
V
rk
vvv ⋅= exp1 21φ               (4.41) 
where periodic boundary conditions require 
xx nl
k π2= , yy nlk
π2= , zz nlk
π2= , , , xn yn K,2,1,0 ±±=zn             (4.42) 
In the Hartree-Fock approximation, the exchange energy is 









              (4.43) 
where ( ) ( ) ( )∑=
i
ii rrrr 21211 2,
vvvv φφρ  is the one particle density matrix. For the uniform 
electron gas, this can be exactly evaluated, and the result is that the exchange energy is 
[ ] ( )∫−= rdrCE xx vv 3/4ρρ               (4.44) 
where ( ) 7386.03
4
3 3/11 == −πxC
x
. It is usual to introduce the exchange energy per 
particle ε  as a function of r , the radius of a sphere whose volume is the effective 





4 3 =sr                 (4.45) 




r 4582.0−=ε                (4.47) 
The correlation energy cannot be found exactly even for the homogeneous 
egas. Ceperley and Alder gave the near-exact numerical simulation result, using the 
quantum Monte-carlo method for several different values of .sr
6 Also using analytic 
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information for the high and the low density limit, Vosko, Wilk and Nusair6 gave the 





































          (4.48) 
where , , 2/1xrx = ( ) xxX += 2 ( ) 2/124 bcQ −= , and , , A 0x B  and c  are 
prescribed constants.2,5-8 
 LDA assumes that the exchange-correlation energy functional is purely local, 
and, in principle, ignores correlations to the exchange-correlation energy at a point r 
due to nearby inhomogeneities in the electron density. Considering the inexact nature 
of the approximation, it is remarkable that calculations performed using the LDA have 
been so successful that it is almost universally used in total-energy pseudopotential 
calculations. Some work has shown that this success can be partially attributed to the 
fact that LDA gives the correct sum rule for the exchange-correlation hole.  The LDA 
appears to give a single well-defined global minimum for the energy of a non-spin-
polarized system of electrons in a fixed ionic potential. Therefore any energy 
minimization scheme will locate the global energy minimum of the electronic 
system.1,2,5-8 
 
4.6 Bloch's Theorem and Plane Wave Basis Sets 
Although certain observables of the many-body problem can be mapped into 
equivalent observables in an effective single-particle problem as in DFT-LDA, there 
still remains the formidable task of handling an infinite number of noninteracting 
 66
CHAPTER 4 First-Principles Calculation Methods 
electrons moving in the static potential of an infinite number of nuclei or ions. Two 
difficulties must be overcome: a wave function must be calculated for each of the 
infinite number of electrons in the system, and the basis set required to expand each 
wave function is infinite since each electronic wave function extends over the entire 
solid. Both problems can be surmounted by performing calculations on periodic 
systems and applying Bloch’s theorem to the electronic wave functions.1 
For an ideal crystal of some symmetry and a single electron moving in a 
effect potential denoted by ( )rV v , the Schrödinger equation can be written as:9-11 









ˆ             (4.49)  
where ( )ri vψ  is the wave function, iε  the energy eigenvalue, and i  the label for 
quantum number. The symmetry of the potential is the same as that of the crystal 
lattice, the most prominent aspect of which is translational periodicity, i.e. 
( ) ( )rVRrV j vvv =+ .               (4.50) 
Here  is a lattice translation vector, customarily expressed by the three lattice 





, and cv , 
cnbmalR jjjj
vvvv ++=                (4.51) 
where l , , and are integers. j jm jn
Let us define the translation operators T  for each lattice vector  which act 





( )rf v :9  
( ) ( )RrfrfT j vvv +=ˆ                (4.52) 
The operators T  obviously form a group and commute with each other, and commute 
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Accordingly the wave function ( )ri vψ  satisfies 
( ) ( ) ( )rRkiRr iji vvvvv ψψ ⋅=+ exp               (4.54) 
which is one statement of Bloch's theorem. 
Bloch’s theorem suggests that each electronic wave function in a solid can be 
the product of a cell-periodic part and a wavelike part1  
( ) ( ) ( )rfrkir iji vvvv ⋅= expψ .              (4.55) 
The cell-periodic part of the wave function can be expanded using a basis set 
consisting of a discrete set of plane waves whose wave vectors are reciprocal lattice 
vectors of the crystal, 
( ) [ ]∑ ⋅=
G
Gii rGicrf v v
vvv exp, ,              (4.56) 
where the reciprocal lattice vectors G
v
 are defined by G mR π2=⋅ vv  for all Rv  where Rv  
is a lattice vector of the crystal and  is an integer. Therefore each electronic wave 
function can be written as a sum of plane waves, 
m
( ) ( )( )∑ ⋅+= +
G
Gkii rGkicr v vv
vvvv exp,ψ .             (4.57) 
Bloch’s theorem changes the problem of calculating an infinite number of 
electronic wave functions to one of calculating a finite number of electronic wave 
functions at an infinite number of k points. However, the electronic wave functions at 
k points that are very close together will be almost identical. Hence it is possible to 
represent the electronic wave functions at single k point. In this case the electronic 
states at only a finite number of k points are required to calculate the electronic 
potential and hence determine the total energy of the solid.1  
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Bloch’s theorem states that the electronic wave functions at each k point can 
be expanded in terms of a discrete plane-wave basis set. Since the coefficients  
for the plane-waves with small kinetic energy 
Gkic vv+,
( ) 22 2/ Gkm vvh +  are typically more 
important than those with large kinetic energy, the plane-wave basis can be truncated 
to introduce only plane waves that have kinetic energies less than some particular 
cutoff energy. This kinetic energy cut-off will lead to an error in the total energy of the 
system but in principle it is possible to make this error arbitrarily small by increasing 
the size of the basis set by allowing a larger energy cut-off.1  
Another advantage of expanding the electronic wavefunctions in terms of a 
basis set of plane waves is that the Kohn-Sham equations take a particularly simple 
form. Substitution of Equation (4.57) in to the Kohn-Sham equations, (4.34), gives 










vvvvvvvvh δ )  
  GkiiGki cc vvvv ++ = ,', ε               (4.58) 
In this form, the kinetic energy is diagonal, and the various potentials are 
described in terms of their Fourier transforms. Solution of Eq. (4.58) proceeds by 
diagonalization of the Hamiltonian matrix elements  given by the term in the 
brackets above. The size of the matrix is determined by the choice of cutoff 
energy
', GkGkH vvvv ++
( ) 22 2/ cGkm vvh + , and will be intractably large for systems that contain both 
valence and core electrons. This is a severe problem, but can be overcome by use of 
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4.7 Pseudopotential method 
Although with Bloch’s theorem the electronic wave functions can be 
expanded using a discrete set of plane waves, a plane wave basis set is usually very 
poorly suited to expanding the electronic wavefunctions because a very large number 
of plane waves are required to accurately describe the rapidly oscillating 
wavefunctions of electrons in the core region. An extremely large plane-wave basis set 
would be required to perform an all-electron calculation, and a vast amount of 
computational time would be required to calculate the electronic wave functions. The 
pseudopotential approximation allows the electronic wave functions to be expanded 
using a much smaller number of plane-wave basis states.1,2 
It is well known that most physical properties of solids are dependent on the 
valence electrons to a much greater extent than on the core electrons. Thus, the core 
electron states may be assumed to be fixed, and a “pseudopotential” may be 
constructed for each atomic species which takes into account the effects of the nucleus 
and core electrons in an effective manner. The pseudopotential approximation exploits 
this by removing the core electrons and by replacing them and the strong ionic 
potential by a weaker pseudopotential that acts on a set of pseudo wave functions 
rather than the true valence wave functions. The pseudopotential theory applied by 
Phillips and Kleinman (who used the Herring OPW method) can help explain the basic 
idea of this approximation.12-14 
We may represent the basis wave function as the orthogonalized plane wave12 
∑ Φ−Φ=Ψ
c
cc χχ               (4.59) 
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where cχ  is the core wave function, and Φ  is a certain smooth function usually 
represented as a plane wave. To obtain Φ , we can substitute Eq. (4.59) to the 





c EEHH χχχχ ˆˆ            (4.60) 
Since the core function cχ  is the eigenfunction of the Hamiltonian Hˆ  
corresponding to the eigenvalue , the Eq. (4.60) becomescE
12 
Φ=Φ+Φ EVH Rˆˆ                (4.61) 
where the operator V  is formally defined by R
∑ Φ−≡Φ
c
cccR EEV χχ)(ˆ               (4.62) 
Thus, the smooth pseudowave function Φ  satisfies the Schrödinger equation 
( ) Φ=Φ+∇− EVpˆ2                (4.63) 
and the pseudopotential is 
( ) Rp VrVV ˆˆˆ += v                 (4.64) 
While the attractive crystal potential ( )rV vˆ  is negative, the potential ( )rRV vˆ  
containing the difference ( )cEE −  is positive. These two potentials partially 
compensate for one another and decrease the value of V . Hence comes an important 
property of the pseudopotential: it is a smoother function of coordinates that 
p
ˆ
( )rV vˆ  is, 
therefore, for it to be approximated by a Fourier series a small number of terms is 
sufficient. Accordingly, because V  is small, we have for all practical purposes 
returned to the model of nearly free electrons, in which the main approximation is a 
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CHAPTER 5 Structural and electronic properties of h-BN 
Chapter 5 
 
Structural and electronic properties of 
h-BN  
5.1 Introduction 
Being one of the most interesting solids among the III-V compounds, boron 
nitride (BN) has motivated tremendous amount of theoretical and experimental 
investigations on its fundamental properties for a long time.1-15 BN is also the basis for 
many advanced technologies.16 Four different polymorphic modifications i.e. cubic c-
BN, wurzite w-BN, hexagonal h-BN, and rhombohedral r-BN, have been found for BN 
which are responsible for the wide spectrum of properties of BN.16 The two high 
density diamond-like phases, c-BN and w-BN, have tetrahedral sp3 hybridized B-N 
bonds, but different stacking sequences of the BN basal layers. The c-BN consists of 
the three-layer (ABCABC…) stacking of the c-BN (111) planes while w-BN follows 
the two-layer (AA'AA'…) stacking sequence of w-BN (0002) planes which is 
structurally identical to the c-BN (111) planes.16-18 The two low density graphite-like 
phases, h-BN and r-BN, consist of two-dimensional layers of hexagonally-linked sp2 
hybridized B-N bonds, arranged in the (aa'aa'…) and (abcabc…) orders, 
respectively.16-18 In addition to the above, BN has been found to exist in partial or 
completely disordered phases. The turbostratic (t-BN)18-21 phase has random stacking  
of the hexagonal sp2 bonded BN basal layers and is a partially disordered phase, while 
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amorphous BN (a-BN) is characterized by  atomic-level structural disorders.18 The 
most common phase of boron nitride, h-BN, is known as a very good electrical 
insulator with good thermal conductivity and stability. It has been widely used in 
vacuum technology and also been employed in electronics, nuclear energy, X-ray 
lithography, lubrication, etc.22,23  
Despite of the fact that h-BN is the best studied polymorph of BN, there has 
been no agreement on the basic electronic properties of h-BN to date. For example 
there is a wide range of values for its band gap energy.22 Electronic states of h-BN 
have been studied by luminescence,1,2,6,9,22,24 electron energy loss spectroscopy 
(EELS),25-27 X-ray photoemission spectroscopy (XPS),28,29 X-ray emission,30,31 X-ray 
absorption,12,32 resonant inelastic X-ray scattering,33,34 optical absorption,13,35,36,37 and 
reflectivity spectra,4,38,39 and other techniques.40,41 However, widely dispersed band 
gap energy values ranging from 3.6 eV to 7.1 eV can be found in the literature and 
both direct and indirect band gaps have been reported for h-BN. These results 
suggested that the band gap nature of h-BN can not be described only by either direct 
or indirect gap with a single value, although different experimental techniques may 
have different system errors which could disperse more or less the experimental band 
gap values. 
Extensive theoretical studies have been performed on the electronic and 
optical properties of h-BN. However, the calculated band structures are dependent on 
the calculation methods. Using the tight-binding method, Robertson investigated the 
electronic structure and core excitation of h-BN and found a direct gap at the H point, 
but a very small K-H dispersion.42 Calculation based on the full-potential self-
consistent linearized augmented-plane-wave method by Catellani et al. showed that h-
BN has a minimal indirect band gap of 3.9 eV between the valence-band maximum at 
 75
CHAPTER 5 Structural and electronic properties of h-BN 
H and the conduction-band minimum at M, and a lowest direct band gap of 3.9 eV at 
H.43 However, Park et al. found that the lowest direct gap of h-BN is located at M, with 
a gap value of 4.5 eV using the same method.44 Results of band structure calculation 
based on the orthogonal linear combination of atomic orbitals (OLCAO) method by 
Xu and Ching suggest an indirect band gap (H-M) of 4.07 eV and a lowest direct band 
gap (H) of 4.2 eV.45 Using pseudopotential approach, Furthmüller et al. predicted a 
direct gap of 4.5 eV at the M point, which is 0.4 eV larger than the indirect gap 
between the M and H points.46 
While these studies provided certain degree of understanding to the electronic 
properties of h-BN, few of them directly addressed the conflicting experimental and 
theoretical values of the fundamental band gap of h-BN. Sample quality was often 
cited as the reason for the great variation in the electronic properties from sample to 
sample. Although many investigations on the electronic properties of h-BN, such as 
defects,8,10,47,48 core hole effect,33,34,49 and luminescence,1,2,6,9,22,24 were carried out, it is 
difficult to give an accurate description without fully understanding the band structure 
of h-BN.  
Unfortunately nearly all experimental analysis or theoretical calculations on 
h-BN were based on the hexagonal crystal structure first proposed by Pease,50,51 as 
shown in Fig. 5.1 (A). In this crystal structure which has space group P63/mmc (194), 
the hexagonal BN layers align in the c-direction in such a way that the hexagons reside 
directly above one another and the B atoms immediately above the N atoms or vice 
versa. However, for real h-BN crystals (Z=2), XRD data indicate that the crystal may 
exist in structures with different symmetries. In particular, h-BN structures with space 
groups P63/mmc(194),52 P 6 m2(187),53,54 P 3 m1(164)55-57 and P 6 (174)58 respectively 
have been found. In fact, Geick et al. discussed their optical investigation data in terms 
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of two h-BN structures with different stacking sequences of the hexagonal BN layers 
in 1960's.4 However, few theorists have paid attention to the stacking effects to the 
structural and electronic properties of h-BN since then, except a recent work by 
Mosuang and Lowther which indicated that slightly different phases of this material 
could exist in three forms of the AaAa… stacking.59 Moreover, stacking disorder was 
found in pyrolytic boron nitride (PBN) formed by chemical vapor deposition and in the 
semi-crystalline BN phase, t-BN, where larger interlayer spacing was observed.16,20 
However, there has been no theoretical study on the structural or electronic properties 
of PBN and t-BN. Therefore, it would be interesting to investigate the structural 
stability of h-BN related to the stacking behavior of hexagonal basal layers. It could 
elucidate the uncertainty of the band structure of h-BN observed experimentally, and 
provide further understanding on the electronic properties of PBN and t-BN. 
This chapter aims to provide a clear understanding of the structural and 
electronic properties of h-BN, as well as those of PBN and t-BN. A systematic 
investigation on structural and electronic properties of h-BN related to stacking of the 
basal BN layers is carried out, using the density-functional theory (DFT)60,61 and the 
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5.2 Structural properties of h-BN with different stacking 
XRD data show that a few different types of h-BN (Z=2) with space groups of 
P63/mmc (194),52 P 6 m2 (187),53,54 P 3 m1 (164)55-57 and P 6  (174),58 as shown in 
Table 5.1, are possible. However, based on symmetry consideration, there can be only 
five hexagonal h-BN structures (Z=1 or 2). These five structures are shown in Fig. 5.1 
and the corresponding space groups are P63/mmc (194) for structures A, B and C, 
P3m1 (156) for structure D, and P 6 m2 (187) for structure E. We suggest that the h-
BN structures with the P 3 m1 (164)55-57 symmetry observed experimentally should be 
noted P3m1 (156), because it is impossible for h-BN (Z=2) to have the P 3 m1 (164).  
 
Table 5.1 h-BN crystal structures determined by XRD. 
 
 
Among the five possible structures, structure A with the P63/mmc is most 
commonly accepted. These five structures can be transformed into each other, by 
translational gliding moves of one BN basal layer relative to the other layer in the unit 
cell, or by rotational moves of one BN basal layer around the c-axis of the crystal. 
However, if only translational moves are permitted, then the five h-BN structures can 
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be divided into two groups. The first group (I) consists of structures A, B, and C with 
space group P63/mmc, and the second group (II) is composed of structures D and E 
with space group P3m1 and P 6 m2 respectively. In each group, the h-BN structures 
can commute into each another by varying the relative stacking of the BN basal layers.  
Theoretical investigations on the structural and electronic properties of h-BN 
were carried out using first-principles method based on the DFT and the LDA with 
Perdew-Zunger parametrization62 for the exchange and correlation interaction. Each h-
BN structure was optimized within the given space group using the CASTEP code.63 
The ultrasoft pseudopotential64 was used in our calculation and the electron wave 
function was expanded using plane waves with a kinetic energy cutoff of 540 eV. K-
points were generated using the Monkhorst-Pack scheme with parameters: 12, 12, and 
4. The error of our calculations is less than 0.001 eV/atom. In addition to the five h-BN 
structures, two graphitic structures with hexagonal symmetry were also studied for 
comparison. These two graphitic structures, F with space group P63/mmc (194) and G 
with space group P6/mmm (191), are shown in Fig. 5.2. The calculated total energies 
per atom and the lattice parameters of these structures are listed in Table 5.2. The 
optimized structures A, B and D have similar lattice parameters a and c, which are in 
good agreement with the experimental results given in Table 5.1. Their total energies 
per atom are also close. On the other hand, the optimized structures C and E have 
relatively larger lattice constant c, and relatively higher total energies per atom. 
Similarly, in the case of graphite, structure F, the common graphitic structure, has 
lower total energy and much shorter lattice constant c than structure G. 
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Figure 5.2 Graphitic structures for reference. The two structure F and G have the space 
groups P63/mmc (194) and P6/mmm (191) respectively. 
 
Table 5.2 Calculated structure and total energy of various h-BN structures. 
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Figure 5.3 Contour plots of total charge densities in the (1100) plane for the five h-BN 
and two graphitic structures being studied. 
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Compared with hexagonal graphite that has only one stable structure, i.e. 
structure F, h-BN has three possible stable structures, i.e. structures A and B, both with 
P63/mmc (194) symmetry, and D with P3m1. This could be due to the characteristics 
of the mixed covalent-ionic bonding of h-BN, in contrast to pure covalent bonding of 
graphite. As shown in Fig. 5.3, where the total valence charge-density of the five h-BN 
structures and the two graphitic structures are shown using contour plots in the (1100) 
plane containing both BN and CC bonds, all h-BN and graphitic structures have strong 
bonding in the ab-plane but weak bonding in the c-direction. This is a result of strong 
covalent intra-layer bonds and weak inter-layer Van der Waals bonding. In the case of 
graphitic structures which show pure covalent bonding characteristics, the charge 
density is distributed equally around the C atoms (Fig. 5.3(Structure F-G)) and the 
interlayer Van der Waals interaction favors a stacking sequence in which the 
hexagonal graphitic rings in adjacent layers are shifted, i.e. the ABAB stacking 
sequence. However, in the case of h-BN which shows mixed covalent-ionic bonding 
characteristics, the valence charges are concentrated around the N atoms (Fig. 
5.3(Structure A-E)) and the layer stacking in the three h-BN structures A, B, and D 
yields local energy minima. 
To further investigate the stability of these five h-BN structures, we calculated 
the variation of the total energy per atom of the structures in each group as a function 
of relative translational move of one basal BN layer with respect to the other in the unit 
cell. For the group I structures, as shown in Fig. 5.4, structure A was found to be a 
stable structure and its energy per atom is at the global minimum. Structure B is a 
meta-stable phase and its energy is at a local minimum which is only slightly higher 
than that of structure A. But structure C is unstable as its energy is at the maximum 
point the energy surface. The equilibrium structure of C has a relatively longer lattice 
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parameter c, as shown in Table 5.2. The group II structures, D and E, show similar 
behaviors. As shown in Fig. 5.5, structure D is a stable structure at the minimum point 
of total energy, but structure E is unstable at the maximum point of total energy. The 
equilibrium structure of E also has a longer lattice constant c, as indicated in Table 5.2. 
Recently, Mosuang and Lowther investigated, using density functional approach with 
LDA, three BN phases with different stacking sequences which correspond to 
structures A, C, and E here. However, they concluded that all three structures were 
stable. This could be due to that interlayer gliding effect was not considered in their 
study.  
According to the results presented above, among the five structures of h-BN, 
structures A, B, and D are stable and the corresponding stacking of the BN layers can 
be regarded as energetically favorable or “good” stacking sequences. Structures C and 
D are unstable and their stacking sequences can be regarded as unfavorable or “bad”. 
Structures with “bad” stacking sequences generally have larger c values compared to 
structures with “good” stacking sequences. The five structures A, B, C, D and E 
represent the extremes of stacking. Based on these, we can infer the structural or 
electronic properties of structures with disorder in stacking sequence such as PBN and 
t-BN. In PBN, stacking disorder typically occurs because PBN is often deposited with 
a preferred orientation and the c-axis is perpendicular to the surface, resulting in 
slightly higher (2-4 %) interlayer spacing.16 Similarly, in t-BN which has random 
stacking of the BN basal layers, a larger than the ideal d002 value in XRD analysis is 
often used as an indicator for the turbostratic structure, and dropping of this quantity to 
a certain critical value during heat treatments was accepted as an indicator for ordering 
in the crystal structure.20 Based on the results of the present study, we conclude that the 
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larger interlayer spacing of PBN and t-BN is due to their mixed stacking behaviors 
since our calculations suggest that “bad” stacking results in larger lattice constant c.  
The existence of a meta-stable structure B is significant. The small difference 
in total energies of structure A and structure B implies that it is possible for h-BN 
crystals with the P63/mmc symmetry to have mixed stacking behaviors of structures A 
and B, resulting in intrinsic stacking fault in real h-BN crystals. Furthermore, once h-
BN with the P63/mmc symmetry is formed, it is difficult to transform into structure D 
with the P3m1 symmetry, and vice versa, because a much larger energy barrier must 
be overcome by the rotational motion in order to transform the crystal structure from 
one symmetry to the other. Therefore, we conclude that whether h-BN crystals adopt 












Figure 5.4 Variation of total energy per atom of group I structures as a function of 
translational gliding move of one BN hexagonal layer relative to the other in the unit 
cell. 
 




Figure 5.5 Variation of total energy per atom of group II structures as a function of 
translational gliding move of one BN hexagonal layer relative to the other in the unit 
cell. 
 
Shown in Fig. 5.6 are the simulated XRD spectra based on the h-BN 
structures A, B and D, respectively. Since these three structures have roughly the same 
lattice parameters, their XRD spectra have almost the same peak positions, but 
different intensities which is due to the different stacking of the BN layers. The 
experimental XRD spectra on real h-BN samples52-58 are some sort of average of the 
spectra of the three ideal h-BN structures which confirms the existence of mixed 
stacking in real h-BN crystals. 
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Figure 5.6 Simulated XRD spectra of the stable structures A, B and D respectively. 
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Figure 5.9 Band structure and total DOS of structure D. 
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Figure 5.10 Band structure and total DOS of structure C. 
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5.3 Electrical properties of h-BN 
The band structures and total density of states (DOS) of the five h-BN 
structures were calculated and are as shown in Figs. 5.7-5.11. It is known that even 
though the DFT-LDA method underestimates band gaps of semiconductors and 
insulators, it does give reliable band widths and shapes. In the present work, we focus 
on comparison of the band structures of the five h-BNs which may provide a hint to 
understand the and gap nature of h-BN.  
Fig. 5.7 shows the calculated band structure and total DOS of structure A. The 
band structure is characterized by an indirect band gap of about 4.027 eV, between the 
valence band maximum near H and the conduction band minimum at M, and a very 
small K-H dispersion. Being the most common h-BN phase, the electronic structure of 
structure A has been extensively studied.42-46 The band structure calculated in the 
present work and the prediction of an indirect band gap of 4.027 eV agree well with 
the results of recent OLCAO calculations of Xu and Ching45 and the results of 
Furthmüller et al. using ultrasoft pseudopotentials.46  
For the meta-stable structure B with the P63/mmc symmetry, our calculations 
predict a band gap of about 3.395 eV of essentially direct nature, which has not been 
observed before. As shown in Fig. 5.8, corresponding to the conduction band 
minimum at K point, the valence band achieves the maximum around K points, with 
considerably small HK dispersion which is comparable with the thermal energy at 
room temperature. So the direct band gap characteristics of h-BN observed 
experimentally can be understood. The existence of structure B changes the nature of 
electronic structure of h-BN and brings about a critical change from indirect band gap 
to direct band gap, with a drop of the band gap energy by about 0.6 eV.  
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The band structure of structure D with the P3m1 symmetry was calculated 
and is shown in Fig. 5.9. The band structure is similar to that of structure A, with an 
indirect but a slightly large band gap of 4.208 eV, between the valence band maximum 
at H and the conduction band minimum at M, with very small K-H dispersion too.  
For comparison, we also calculated the band structures of the unstable h-BN 
structures C and E and the results are shown in Fig. 5.10 and Fig. 5.11 respectively. 
Both of these two unstable structures with “bad” stacking sequences exhibit indirect 
band gaps. The band gap energy of structure C is 3.433 eV, between the valence band 
maximum at K and the conduction band minimum at M, while that of structure E is 
3.226 eV, between the valence band maximum at K and the conduction band minimum 
at L. Consequently, any “bad” stacking of BN layers in real h-BN would reduce its 
band gap, and change the characteristics of band structure significantly. 
Based on the calculated band structures of various phases of h-BN, it is 
obvious that the electronic structures of h-BN show strong dependence on the stacking 
manner of the BN layers. Structures with “good” stacking sequences already have 
quite dispersed band gap energies, i.e. 4.027, 3.395, and 4.208 eV for structures A, B 
and D, respectively. Existence of “bad” stacking of the BN layers such as that in 
structure C or E will further reduce its band gap energy, and change its band structure. 
It is worthwhile to point out that the meta-stable structure B possesses totally different 
electronic structure and it is the only h-BN structure with a direct band gap. As already 
indicated in Section II, intrinsic stacking fault should generally exist in real h-BN 
crystals. In other words, real h-BN crystals are likely to have mixed stacking sequences 
of structures A, B and D. Accordingly, the diverse band gap values (3.6 to 7.1 eV) 
observed experimentally22 can be understood for the first time and it is a result of band 
structure variation due to stacking. It is noteworthy that the system errors of different 
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experimental techniques may induce dispersion of experimental results further. 
Moreover, the discrepancy over the nature of the band gap, whether it is direct band 
gap38 or indirect band gap,22 can be attributed to the existence of the meta-stable 
structure B. The relative dominance of stacking sequence A or stacking sequence B in 
a given h-BN will determine whether it is an indirect or a direct band gap material. The 
electronic property of h-BN can thus be fully understood. 
Based on the calculated electronic structures, we can also speculate that a 
band gap much lower than that of normal h-BN should be observed for structures with 
disordered stacking sequences such as PBN and t-BN, due to existence of the “bad” 
stacking behaviors. Furthermore, stacking effects on the band structure of h-BN would 
provide further insight in understanding the electronic and optical properties of h-BN, 
such as energy levels induced by defects or impurities, characteristics of luminescence, 
etc. The fact that the stacking sequence can be altered by gliding moves of BN layers 
suggests that tunable band structure can be achieved simply by applying shearing 
stress on the BN crystals. 
 
5.4 Conclusion 
h-BN modifications due to stacking have been investigated thoroughly for the 
first time using the DFT-LDA method. Firstly, five possible h-BN structures, i.e. 
structures A, B, and C with symmetry P63/mmc in one group (I) and structures D with 
P3m1 and E with P 6 m2 in another (group II) were studied. Structures A and D are 
found stable, structure B meta-stable, all with “good” stacking of BN layers. Structures 
C and E are found unstable. These structures with “bad” stacking of BN layers have 
longer lattice constant c compared to structures with “good” stacking sequences. Real 
h-BN crystals may have mixed stacking and intrinsic stacking faults can be expected 
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which are the reasons for the large variations of electronic properties of h-BN. 
Stacking sequence disorder is also the origin for the observed larger interlayer spacings 
in PBN and t-BN.  
Secondly the electronic properties of h-BN were found to be strongly 
dependent on the stacking of the hexagonal BN layers. Based on the calculated band 
structures for various phases, we presented a complete explanation on the 
inconsistency in experimental electronic and optical properties of h-BN. The diverse 
band gap values of h-BN observed experimentally now can be understood based on the 
variation of its band structure due to stacking. The discrepancy in the band gap 
characteristics of h-BN, of being direct or indirect, can be attributed to the existence of 
the meta-stable structure B. Finally, structures with disordered stacking such as PBN 
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Chapter 6 
 
Phase Transition Mechanism in KIO3 
Single Crystals  
6.1 Background of ferroelectric phase transitions 
Electrical properties such as piezoelectricity, pyroelectricity and 
ferroelectricity are always associated with the chemical and crystalline structures of the 
materials.1 A piezoelectric material exhibits polarization on application of mechanical 
stress, such as pressure, or conversely exhibits expansion or contraction in an electric 
field. There are 20 noncentrosymmetric crystal point groups exhibiting 
piezoelectricity, but only 10 of them permit the existence of pyroelectricity.1,2 In a 
pyroelectric crystal, the dipole moment has a temperature coefficient that originates 
from anharmonicity of the lattice vibrations. When such a polar crystal is heated or 
cooled, the external or internal conduction often cannot yield enough current to 
compensate for the change of the dipole moment, and the crystal acts as an electric 
dipole.3 
The ferroelectrics are a subgroup of the pyroelectrics. Their outstanding 
property is the reversibility of the permanent polarization by an electric field.3 Many 
ferroelectrics possess a spontaneous dipole moment only in certain temperature ranges. 
At the boundaries of these ranges the crystal undergoes a phase transition to a non-
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pyroelectric phase. The phases with and without a spontaneous dipole moment are 
referred to as ferroelectric and paraelectric respectively.4  
The ferroelectric phase transition is a structural transition, as a result of which 
a spontaneous polarization occurs in the crystal, i.e., a component of the electric 
polarization vector, which is caused by relative displacements of atoms in each of the 
unit cells of the crystal and which results in the appearance of a pyroelectric effect in 
the crystal.5 Phase transitions in ferroelectric crystals can be classified into two main 
categories, order-disorder and displacive. In the paraelectric phase, if the atomic 
displacements are oscillations about a single nonpolar site, then the paraelectric to 
ferroelectric transition (PE – FE) is displacive and the atomic displacements after the 
transition are about a polar site.6 However, if in the paraelectric phase the 
displacements are about several sites characterized by a double-well or multi-well 
configuration, then the PE –FE transition is an order-disorder type and the 
displacements after the transition is about a single polar site (if they are about a 
double-well in the PE phase) or still about several (but reduced number of) sites (if 
they are about a multi-well in the PE phase).6 The displasive transitions involve the 
special lattice vibrations i.e. soft modes, which freeze near Tc, as predicted by the 
Cochran theory.7 On the other hand, the order-disorder transitions occur through 
collective tunneling or thermally assisted hopping, which give rise to central peaks 
whose widths yield the hopping rates.8 It should be stressed that no sharp boundary 
line can be drawn between displacive and order-disorder phase transitions.5 In real 
ferroelectric crystals, such as BaTiO3, KNbO3, and PbTiO3, which had been considered 
as exemplary displacive ferroelectrics, have been found to be better described by the 
crossover mechanism from order-disorder to displacive, by XAFS measurements,9 
Raman and hyper-Raman scattering,10-13 and theoretical simulations.14-17 Generally in 
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such prototype ferroelectric systems, the order parameter is the spontaneous 
polarization or the sublattice polarization and where the anomalies in the dielectric 
properties are a direct consequence of the increased correlation in the order parameter 
fluctuations near Tc. In the ferroelectric case we call such systems proper 
ferroelectrics.18   
While the phase transition is called ferroelectric if a spontaneous polarization 
occurs in the nonsymmetric phase, it does not mean that it is proportional to the order 
parameter – in a phase transition a number of “parameters” may appear, whose 
symmetry properties do not describe in full measure symmetry changes that occur at 
the transition point.5 Naturally, a spontaneous polarization may also occur in a crystal 
as a second-order effect, accompanying a more complicated change of the crystal 
structure of a substrate. Ferroelectric phase transitions, for which the order parameter 
is proportional not to polarization but to another physical quantity having other 
transformation properties, are called improper ferroelectric phase transitions and 
substances with such transitions are referred to as improper ferroelectrics.5 Such 
ferroelectrics differ in a number of physical properties from the ordinary proper 
ferroelectrics. The characteristic features of improper ferroelectrics are a very slight 
change of the dielectric constant near the transition point and its unusual temperature 
dependence and also a low spontaneous polarization. In all improper ferroelectrics 
known to date there is observed a multiple change of the unit cell volume upon 
transition into a nonsymmetric phase.5    
 
6.2 Introduction 
Being a ferroelectric material, KIO3 single crystals have been studied 
extensively since 1960.19, 20 It is an excellent nonlinear crystal, which has the largest 
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non-linear optical coefficient among all the iodate crystals,21, 22 and after detwinning 
and domain removal, it can be used to fabricate nonlinear optical devices with good 
optical quality.23 
However, up to date, there has no agreement on the phase transitions of KIO3 
single crystals. KIO3 has been reported to undergo phase transitions at about 485K 
(phase I to phase II), 343K (II – III), 255K(on cooling)/263K(on heating) (III – IV), 
and 83K (IV – V) respectively. All the phases are ferroelectric, except the paraelectric 
phase I above 485K.19,24 The first three phases were described as rhombohedral phase I 
(space group R 3 m), monoclinic phase II (space group Pm), and triclinic phase III 
(space group P1).24 Nevertheless, based on neutron diffraction data, P. G. Byrom and 
B. W. Lucas argued that phase I belongs to the non-centrosymmetric space group R3, 
and proposed that the only structural transition in the temperature range of 10K to 
523K was the room temperature triclinic (pseudo-rhombohedral) phase III (P1, Z=4) to 
the rhombohedral (pseudo-cubic) phase I (R3, Z=1).25-27 However, by the 
MEM/Rietveld analysis from high-energy X-ray powder-diffraction data, the crystal 
structure of phase I is identified as the rhombohedral structure (space group R3m, 
Z=1).28 Moreover, the recent dielectric, elastic and piezoelectric measurements 
supported the existence of phase II, and suggested two orientational glass-transitions 
around 113K and 33K.29    
Furthermore, the mechanism governing the phase transitions of KIO3 single 
crystals has not been understood well either.  E. Sajie indicated that the phase 
transitions I-II and II-III are accompanied by a "soft-mode" behavior of some 
transversal modes,24 suggesting the displacive characters of these two phase 
transitions. Recently, M. Ahart et al. reexamined the low-frequency region of Raman 
spectra of KIO3 single crystals. They observed one soft mode (63 cm-1 at 93K) and two 
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soft modes (32 cm-1 and 38 cm-1 at 93K) after the phase transitions I-II and II-III 
respectively, and suggested that these two phase transitions were displacive in nature.30 
But at the same time they pointed out that the Rayleigh wings related to the soft modes 
still remain above the I-II phase transition temperature, and speculated that this phase 
transition still has some features of the order-disorder nature.30 Moreover, M. Ahart et 
al. pointed out that phase transition I-II would belong to improper ferroelectrics whose 
order parameters are some physical quantities at the Brillouin zone boundary, and 
phase transition II-III can be related to the coupling between the strain and the soft 
modes.30 KIO3 single crystals were observed by the dielectric constant investigations 
of M. Maeda et al.29 In their experiments, the overall behavior of the dielectric 
constants ]100[ε  and ]111[ε  were almost the same including the effect of thermal 
annealing. For the real and imaginary parts of the dielectric constant ]100[ε  at 10 kHz, a 
tiny anomaly was observed at T K4861 =  (phase transition I-II) and a step-shape 
anomaly was observed at K5.345T1 =  (phase transition II-III) in the real part, but no 
obvious anomaly was detected in the imaginary part.29   
From the above discussion, it is clear that although much work about the 
phase transitions of KIO3 single crystals has been done, the nature of phase transitions 
of the crystal is still very much an issue for further research. Moreover, both the later 
neutron scattering observations25-27 and the recent EXAFS study31 have indicated that 
the iodine and oxygen atoms exist as IO3 ions in the crystals rather than as IO6 
complex. However, the previous Raman spectra obtained by E. Sajie on KIO3 single 
crystals in different phases were analyzed according to the IO6 octahedron.24 Thus it 
would be very meaningful to reconsider the origin of the Raman features of KIO3, 
especially the origin of the soft modes and the central component of the spectra which 
could contribute to elucidate the phase transition mechanism in KIO3. Furthermore, up 
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to date, few theoretical calculations on KIO3 single crystals have been carried out to 
study its phase structural properties, although intensive theoretical investigations have 
contributed significantly to understand the structural properties of ferroelectric 
crystals, such as the crossover phase transition mechanism from order-disorder to 
displacive of ABO3 perovskite.14-17 Especially the first-principles calculations have 
been proven to be one of the most powerful tools for carrying out theoretical studies of 
the electronic and structural properties of materials.32   In this chapter, we present our 
detailed polarized Raman study on KIO3 at variable temperature, and report our first-
principles analysis of the ground-state structural and dynamical properties of KIO3 
single crystals in rhombohedral (pseudo-cubic) phase I, using the utilizing density 
functional perturbation theory (DFPT) and local density approximation (LDA).33,34 
The aim of this study is to provide a clear understanding of the phase transition 
mechanism in KIO3 single crystals. 
 
6.3 Raman results of KIO3 in different phases 
The KIO3 single crystals used in our experiment were grown from aqueous 
solution.35 The crystal axes of the sample were identified by the XRD technique, and 
the experimental coordinates were chosen as follows: the [  direction of the KIO]111 3 
single crystal is along the coordinate basis vector , and the zˆ ]011[  direction is along 
the basis vector . The micro-Raman experiments were carried out in backscattering 
geometry using a JY T64000 triple-grating spectrometer, over the temperature range 
78-600K. A Spectra Physics Ar
xˆ
+ ion laser (λ= 514.532 nm, power = 15 mW) served as 
the excitation source, and the laser spot at the sample surface was about 3 µm in 
diameter. 
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Figure 6.1 Polarized Raman spectra of KIO3 single crystals at 573K. 
 
Fig. 6.1 displays the polarized Raman spectra of KIO3 single crystals in the 
rhombohedral phase I (at 573K). In the spectra, under different polarization 
configurations, six bands (ν1, ν2, ν’3, ν”3, ν’4, and ν”4) above 300 cm-1, two bands (L1 
and L2) below 200 cm-1, and a central peak near the laser line can be observed. E. Sajie 
ascribed the six bands above 300  cm-1 to Ag1 (ν1), Eg1 (ν’3, ν”3), Eg2 (ν2, ν”4), and Ag2 
(ν’4), based on the R 3 m crystal structure (Z=2) and the IO6 complex.24 However, 
according to the neutron data,25-27 in the rhombohedral phase I (R3, Z=1) iodine and 
oxygen atoms exist as IO3 ions positioned about the threefold symmetry axis, i.e. the 
[111] direction, with regular undistorted conformation.27 The recent EXAFS study31 
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also suggested that iodine and oxygen atoms exist as IO3 ions in the crystals, and by 
the MEM/Rietveld analysis from high-energy X-ray powder-diffraction data, the 
crystal structure of phase I is identified as the rhombohedral structure (space group 
R3m, Z=1).28 Whatever, both the neutron25-27 and X-ray28,31  results agree the size 
(Z=1) of the unit cell in rhombohedral phase I. Consequently in phase I all together 12 
optical modes (both infrared- and Raman-active) exist at the Brillouin zone center, 
including the six iodate-ion internal modes (2A+2E) and the six lattice external modes 
(2A+2E).  
         
 
         
 
Figure 6.2 Internal vibrational modes of the IO3 group. 
 
Fig. 6.2 illustrates the six internal modes of the iodate ion, which are similar 
to those of the free IO3-1 anion of C3v symmetry in solution. In solution, the IO3-1 anion 
has the following (both infrared- and Raman-active) vibrational modes: ν1(A1), ν2(A1), 
ν3(E), and ν4(E) with frequencies at 805, 358, 775, and 320 cm-1 respectively.36 
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zˆ xˆ
and the six bands above 300 cm-1 to the six iodate-ion internal modes (2A+2E), i.e. 
marked as ν4′ and ν4″ at about 305 and 341 cm-1 respectively in Fig. 6.1 to the ν4(E) 
modes, ν3′ and ν3″ at about 740, 754 cm-1 respectively to the ν3(E), and the bands at 
about 385 and 778 cm-1 as ν2(A1) and ν1(A1) respectively. The splitting of the two two-
fold degenerate ν3(E) and ν4(E) modes could be ascribed to the LO (longitudinal 
optical modes)-TO (transverse optical modes) splitting due to long-range electrostatic 
forces associated with lattice ionicity. A dominant Raman feature of KIO3 in the 
rhombohedral phase I is the appearance of the rather broad central peak.  
Figs. 6.3 and 6.4 show the temperature dependence of Raman spectra of 
KIO3, with the  and  backscattering geometries respectively. Some Raman features 
related to the phase transitions of KIO3 can be observed in these two figures. Firstly, 
the central peak of the spectra becomes narrower and weaker gradually as temperature 
decreases, and almost disappears at about 140K. However as temperature decreases 
near and below 83K, the central peak becomes strong again. Secondly, the soft modes 
S1 and S2 emerge from the wing of the central peak, as temperature decreases through 
the transitions I-II and II-III respectively. As temperature decreases, the soft modes 
vary from overdamped to underdamped and shift to higher wavenumber. Thirdly, after 
each phase transition, I-II and II-III, each of the six internal vibration modes and the 
two lattice modes in the rhombohedral phase I split into more bands. Although the 
transition from phase I to phase III was proposed to be the only structural transition in 
the temperature range of 10K to 523K according to the neutron scattering data,25-27 our 
Raman results support strongly the existence of the II-III phase transition in KIO3. 
Furthermore, after the phase transition III-IV, the hard modes split further, and the soft  
mode S1 becomes unsymmetrical, and then splits into two modes, which can be 
observed clearly at about 62 and 68 cm-1 respectively at 90K. It is noteworthy that M.  
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Figure 6.4 Variable-temperature  direction backscattering Raman spectra of KIO3 
single crystals. 
 
Ahart et al. reported that at 93K the S2 mode split into two bands at 32 and 38 cm-1, 
under the scattering geometries of cbabac ),( −−  and cbabac ),( +− , where the 
pseudocubic axes a, b, c were chosen as the sample axes. Moreover, M. Ahart et al. 
suggested further that these two modes are two soft modes and responsible for phase 
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transition II-III. Our Raman results also suggest that soft modes S1 and S2 should be 
related to phase transitions I-II and II-III respectively, and each of them may be of 
two-fold degeneracy. 
 
6.4 LDA calculation results and discussions 
Unlike a typical perovskite structure of ABO3 ferroelectrics, where six O 
atoms form O6 octahedron surrounding a B atom, each I atom in KIO3 has three 
nearest O atoms, forming an IO3 pyramid, according to the neuron25-27 and X-ray28,31 
scattering results. The X-ray results28,31 reveal further that the shorter I-O bond in IO3 
pyramid  exhibits a covalent bonding character while the others (I-K, K-O, and longer 
I-O bonds) an ionic. These results indicate that iodine and oxygen atoms exist as an 
IO3- molecular unit in a pseudo-perovskite-type structure.31 The rotational motions of 
IO3- ions would be the most likely modes that are related to the structural instability 
(soft modes S1 and S2) of KIO3 among all the twelve optical modes in the 
rhombohedral phase, which is consistent with the structural changes of from phase I to 
phase III of KIO3 as discussed below.  
The crystal structure of KIO3 in phase I is shown in Fig. 6.5, according to the 
neutron powder diffraction result at 523K.27 In this structure(R3, a=4.2973 Å, α 
=89.218o, V=90.94 Å3, Z=1), viewed along the [111] direction, the iodine atoms that 
overlap with the potassium atoms in the figure form an equilateral triangular network; 
and the I-O bonds rotate away from the reflection plane σv by a small angle θ (~ 3.1o) 
along the three-fold rotation axis, thus the structure is with the symmetry of space 
group R3 rather than R3m (θ =0o) . MEM/Rietveld analysis28 from high-energy X-ray 
powder-diffraction data on KIO3 at 530K indicates the similar crystal structure, but 
support the symmetry of R3m, i.e. θ =0o.  
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Figure 6.5 Schematic crystal structure of KIO3 in phase I, viewed along the [111] 
direction. 
 
To elucidate the inconsistent results between the neutron scattering27 and the 
X-ray powder diffraction28 on the symmetry of phase I, theoretical investigations on 
the phonon spectrum of KIO3 were carried out using first principles method based on 
the DFPT and the LDA for the exchange and correlation interaction.33,34 Optical 
phonon dispersion curves of KIO3 at 530 K with the structural parameters provided by 
XRD28 were calculated using the CASTEP code34. The norm-conserving 
pseudopotentials37 was used in our calculation and the electron wave function was 
expanded using plane waves with a kinetic energy cutoff of 500 eV.  In this 
calculation, the LO (longitudinal optical modes)-TO (transverse optical modes) 
phonon frequency splitting due to long-range electrostatic forces associated with lattice 
ionicity was included. Being infrared-active modes, the frequency of KIO3 phonons 
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shift with the direction of the phonon wave vector k in the non-cubic crystal and lift the 
phonon branch degeneracy,38 as shown in Fig.6.6, due to the accompanying long-range 
electric fields. To compare the calculated phonon frequencies of KIO3 with 





Figure 6.6 Calculated optical phonon dispersion curves of KIO3 at 530 K with 
symmetry R3m (a=4.5137 Å, α =89.217o)28 
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Figure 6.7 Raman spectra of KIO3 single crystals at 530K. 
The calculated phonon spectra are consistent with the R3m symmetry 
suggested by XRD28, and the two lowest frequency phonons which approach zero at 
the gamma point could explain the appearance of a rather broad central Raman peak in 
phase I of KIO3. However, as neutron scattering results27 suggested the R3 symmetry 
for phase I, further simulations need to be carried out on this R3 structure.  In fact, the 
R3 structure (a=4.4973 Å, α =89.218o, I-O bond length= 1.775 Å) obtained by neutron 
scattering is quite similar to the R3m structure (a=4.5137 Å, α =89.217o, I-Obond length= 
1.790 Å) determined by XRD, and the main difference is that in the former the I-O 
bonds rotate away from the reflection plane σv by ~ 3.1o along the [111] direction. 
Considering the small difference between the two structures (∆a=0.0164 Å, ∆α 
=0.001o, I-Obond length= 1.790 Å), it would be interesting to find out the physical origin 
of the two different structures.  Therefore, using the LDA linear response approach 
again, we calculated further the phonon spectrum of KIO3 in the rhombohedral phase I 
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using the structural parameters suggested by neutron scattering27, but with symmetry 
R3m, that is we rotated the I-O bonds in the R3 structure back to the reflection plane 
σv. If R3 is indeed symmetry of the crystal structure, then we should expect at least one 
optical phonon mode with negative frequency at the gamma point. However, as shown 
in Fig.6.8, the low frequency optical phonons condense at the Brillouin zone normal 
point (near zone center), rather than zone center gamma point. That is the KIO3 crystal 
structure in rhombohedral phase I observed by neutron scattering27 should be an INC 
structure rather than a rhombohedral one with symmetry R3. Therefore the seemingly 
inconsistent descriptions of phase I of KIO3 from neutron scattering27 and XRD28 can 




Figure 6.8 Calculated optical phonon dispersion curves of KIO3 at at 523K with 
symmetry R3m (a=4.4973 Å, α =89.218o)27 
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Actually the existence of the INC structure is consistent with the neutron 
scattering observations of P. G. Byrom and B. W. Lucas27. In their work, using the 
profile-structure-refinement method, four structural modes (Z=1, with space groups 
R 3 m, R 3 , R3m, R3) were refined to the observed powder diffraction data. All the 
refinements in their analysis followed well behaved paths with the decreasing R-factor 
magnitudes to convergence, but the residual factors of R3m and R3 are quite similar 
(Rp = 15.91, 15.87; Rwp = 14.11, 13.96; RI =7.82, 7.79; RE =6.36, 6.36%), and 
considerably smaller than those based on R 3 m and R 3
]100[
.27 They indicated further that 
the distinction between the R3m and R3 models depended only on whether (for R3m) 
or not (for R3) y(O) = x(O).27 In fact the INC structure can induce y(O) ≠ x(O) too, 
while the symmetry is neither R3m nor R3. Moreover, with the existence of the 
transient INC phase behavior, the typical improper ferroelectrics feature of KIO3, i.e. a 
very slight change of the dielectric constant near the transition point I-II observed by 
M. Maeda et al29, can be understood too. M. Maeda et al29 observed the real and 
imaginary parts of the dielectric constant ε and ]111[ε  at 10 kHz, only a tiny anomaly 
was observed at T  in the real part, but no obvious anomaly was detected in 
the imaginary part.29 While in proper ferroelectric systems, the order parameter is the 
spontaneous polarization or the sublattice polarization and the dielectric anomalies are 
a direct consequence of the increased correlation in the order parameter fluctuations 
near T
K4861 =
c, in improper ferroelectric the order parameter is not proportional to 
polarization.5,18 The characteristic features of improper ferroelectrics are a very slight 
change of the dielectric constant near the transition point and its unusual temperature 
dependence and also a low spontaneous polarization.5,18  For the case of KIO3 single 
crystals, the unstable phonons at the normal Brillouin zone point characterizing the 
transient INC phase will not induce the proper ferroelectric phase transitions whether 
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order-disorder or displacive categories, as both of which should be related phonon 
behaviors at Brillouin zone center. That could also explain why no soft mode has been 
observed by Raman techniques24,30 in phase I of KIO3.  
Based on the discussion above, the phase transition I-II of KIO3 should be of 
improper ferroelectric nature with the existence of a transient INC structure in phase I 
near the transition I-II. Actually, it is not unique for KIO3 single crystals to have the 
INC phase near the phase transition point. The INC phase of quartz has been found 
near the α-β transition at Tc = 573 oC, which is also modulated by the soft mode 
condensation at the Brillouin zone normal point near center.39 
 
6.5 Conclusions 
The existence of the broad central peak which is dependent strongly on the 
polarization configuration in the rhombohedral phase I and the soft modes S1 and S2 
with great damping near the phase transitions I-II and II-III of KIO3 is observed by 
Raman technique. Furthermore, based on the calculated phonon dispersion curves, we 
suggested a transient INC phase which exists in phase I of KIO3 near the phase 
transition. With the appearance of INC phase in phase I, the improper ferroelectric 
characteristics of phase transition I-II of KIO3 observed by the dielectric constant 
investigations can be understood easily. Consequently the seemingly inconsistent 
descriptions by neutron scattering27 and XRD28 can be also understood based on the 
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