In this article, we present a novel algorithm, named nonsymmetric K_-Lanczos 
INTRODUCTION
Many modeling problems in scientific computing require the development of efficient numerical methods for solving the associated eigenvalue problems.
In quantum chemistry, for example, the time-independent Hartree-Fock model [l, 21 leads to the following generalized eigenvalue problem Mx = ALx, (1.1) where M, L E Rznx2*, M = MT, L = LT, h E C is the eigenvalue of (1.11, and x E C2" is the corresponding eigenvector.
Moreover, M is a so-called symmetric K+-matrix and can be represented in the block structure That is, the generalized eigenvalue problem (1.1) is equivalent to the eigenvalue problem (1.5). Let N s L-'&f;
(l-8)
one can verify that N is a 2n X 2n K--matrix [2] .
In general, the matrices M and L can be very large (n = 106) and sparse, and only a few extreme eigenvalues are required. The nonsymmetric Lanczos algorithm [3] is one of the most widely used techniques for computing some extreme eigenvalues of a large sparse nonsymmetric matrix. In this approach, the matrix N is reduced to a tridiagonal matrix, which no longer has the K--structure, using a general similarity transformation. Information about N's extreme eigenvalues tends to emerge long before the tridiagonalization process is complete. The Ritz values (eigenvalues of this tridiagonal submatrix) are used to approximate the extreme eigenvalues of N [4] . A convergence analysis for the nonsymmetric Lanczos method was recently presented by Ye in [5] .
In [6] , Flaschka considered the case when N is symmetric. The symmetric K--algorithm and KQR algorithm were proposed for solving problem (1.1).
In this article, we propose a new algorithm; we name it nonsymmetric K-Lanczos algorithm, for computing a few extreme eigenvalues of large sparse nonsymmetric K--matrices for problem (1.1). This new method utilizes the special properties of the K--structure, preserves the structure at each step, and reduces the K--matrix to a K_-tridiagonal matrix. The extreme eigenvalues are approximated by the K--Ritz values of the K_-tridiagonal matrix using nonsymmetric KQR or KQZ algorithm [7] . An error bound, which demonstrates the convergence behavior of this nonsymmetric K-Lanczos algorithm, is developed and analyzed for the K--Ritz values. This algorithm has the same order of computational complexity as the nonsymmetric Lanczos algorithm in terms of floating-point operations. A our numerical experiments with randomly generated nonsymmetric K--matrices show that the new algorithm converges faster than the classic nonsymmetric Lanczos algorithm. With minor modifications, the algorithm can be adapted for K+-matrices.
We organize this article as follows. In Section 2, we establish the existence of the nonsymmetric K_-tridiagonalization theorem. A new elimination procedure and the nonsymmetric KP-Lanczos algorithm is introduced in Section 3. Then we present an error bound for the extreme K--Ritz values and analyze the convergence behavior in Section 4. Numerical experiments and some remarks are summarized in Section 5 followed by the conclusion in Section 6.
NONSYMMETRIC K _-TRIDIAGONALIZATION
When the nonsymmetric Lanczos method is applied to a K-matrix, the algorithm treats this matrix as a general matrix and reduces it to a tridiagonal matrix which no longer has the K-structure.
In this section, we shall prove that under certain conditions, if N E R 2nx2rr is a K--matrix, there exists a K+-similarity transformation X E R2" ' 27' such that X-' NX is an unreduced K_-tridiagonal matrix. That is, where T,, T, E R"x" are tridiagonal, and lCTl)t,t+l I +I(T2)i.t+l I> for i = 1,2,. . . , n -1. Unlike the nonsymmetric Lanczos method, this similarity transformation preserves the K_-structure.
The following theorem can be proved immediately from theorems in [7] . for some x E R2", has full rank. N is replaced by a K+-matrix M. In the next section, we introduce a new elimination procedure and derive the nonsymmetric K_-Lanczos algorithm for the unreduced K_-tridiagonal reduction on nonsymmetric K _-matrices.
NONSYMMETRIC K p-LANCZOS ALGORITHM
The nonsymmetric Lanczos method for extreme eigenvalue problems is to reduce matrix N E Rznx2" to tridiagonal form using a general similarity There is some flexibility in choosing pj and 7,. A canonical choice is to set Pj = llrjllz and yj = XT+ 1 pj* One wishes to be able to derive a set of formulae that are similar to the threeterm recurrence formulae (3.1H3.3). H owever, there are more scalar factors oj, LSj, pj, p., yj, and qj to be determined than the identities at hand. Because of th. 1s difficulty, we develop a new elimination procedure to annihilate the lower subdiagonals fij's of T, so that we are able to derive the five-term recurrence formulae and propose the novel K_-Lanczos algorithm. First we prove the following lemma. Proof.
The entry a2r is used as a "pivot" element. Depending on zero or nonzero of a21, we derive this lemma as follows. 
ERROR BOUND ANALYSIS
An error bound for the K--Ritz values obtained from the nonsymmetric K_-Lanczos algorithm is presented in this section. Hereinafter 9"k is the set of polynomials of degree less than or equal to k. The next theorem establishes a relation between a 2 X e-block tridiagonal matrix and its leading principal submatrices. 2mT e2,2,1Hf(T,)[el,2,,,.e2,2ml . On the other hand, if s = ] S, 1 is small, 6,( S,, S,) is a bound number. If s is large and, in addition, ]x -Al < 1 A, -A] for most A E S, and any x E S,, then S,(S,, S,) is a product of s numbers (see (4.9)), most of which are less than one. Hence it is a small number.
Thus, for an extreme eigenvalue h,, we can partition (+i U G1 into a union of S, and S, so that s is small and S, lies in a flat ellipse, which is well separated from A,. Then Theorem 4.2 says that we can expect a good approximation bo_und for A,. By comparing Theorems 4.2 and 4.3, since the ( S, 1 is less than ( S, 1, (4.10) is a tighter error bound.
NUMERICAL EXPERIMENTS AND REMARKS
In this section, we use several numerical experiments to access the viability of the proposed nonsymmetric K_-Lanczos algorithms to extract the eigenpairs for the K_-eigenvalue problem (1.5). In the experiments, we focused on finding the eigenvalues with maximal absolute values and the corresponding eigenvectors. Based on the numerical results, we compare the convergence behavior and numerical efficiency of this novel structurepreserving algorithm with the conventional nonsymmetric Lanczos algorithm.
The results reported herein were obtained using Pro-Matlab 3.x. Random K-matrices with known exact eigenvalues are generated. The spectral distributions of these random K-matrices are manipulated to be clustered along the real axis and imaginary axis to match the typical phenomena arising in the time-independent Hartree-Fock model. The ratios of the largest eigenvalue in magnitude to the second largest, lh,(/Jh,l, are all less than LO2 in order to test the robustness of the algorithms. Many experiments have been conducted and we report here only a few of them in Table 1 , which shows the number of iterations required for the K-Ritz value and Ritz value to converge to the largest eigenvalue in magnitude for matrices of different sizes. Figures l-3 illustrate the convergent behavior of these two algorithms for the first three testings. We note that the results in Table 1 are typical among all testings. 
