Abstract. An effective method of calculating Stark resonances is deduced from a scattering theory for Stark systems. The method is applied to the problem of a Bloch particle in a constant external field. When the field strength is varied over a wide range, resonant tunnelling can be observed. The resonance widths as a function of the field strength can be accurately described by a few-states model.
Introduction
We study the lifetime of Wannier-Stark states, i.e. of metastable eigenstates of the Hamiltonian H = p 2 
+ V (x) + F x, V (x + 2π) = V (x). (1)
These eigenstates are arranged in families of resonances with equidistant spacing, the so-called Wannier-Stark ladders of resonances. While for a long time this field was mainly of theoretical interest (and gave rise to some controversies, see, e.g., [1] [2] [3] ), the recent experiments with cold neutral atoms in a standing laser wave [4] [5] [6] allow an almost perfect experimental realization of the Hamiltonian (1) . Theoretical predictions of Wannier-Stark ladders [4] and Bloch oscillations [5] have been verified and, for the first time, the tunnelling rate has been directly measured [7] . This paper theoretically analyses the dependence of the tunnelling rate on the system parameters. It is organized as follows. In section 2 we introduce the scattering matrix (S matrix) for Stark systems. Then, analysing its structure, a simple and direct method of calculating its poles (i.e. the resonances) is developed. The tunnelling rate of the system is then found as the imaginary part of the resonance energy E.
In section 3, we explain the effects of resonant tunnelling heuristically. Using scaled variables, the Hamiltonian (1) has two parameters, the field strength F and the scaled Planck constanth. While the field strength directly influences the lifetime, a variation ofh changes the number of bound states in the potential V (x) and, therefore, the number of long-lived resonances. The simplest situation is given for largeh, which is investigated in section 4. A two-state model description is introduced, which yields an analytical expression for the lifetime as a function of the field strength F . In section 5, the case of smallerh, where more bound states exist, is analysed. The model description of section 4 is adjusted and shown to yield accurate results, even in this parameter range.
Scattering theory for Stark systems
The Stark Hamiltonian is given by
where the potential V (x) is bounded, i.e. |V (x)| < constant and F > 0. Asymptotically, the field term F x dominates the potential V (x). Therefore it is convenient to treat V (x) as a perturbation of H 0 = p 2 /2 + F x. The combined potential V (x)+F x cannot support bound states, because any state can decay in the negative x direction. The states are metastable, i.e. they are resonance states, and scattering theory can be used to calculate the resonances of the Stark system, i.e. the poles of the S matrix S(E).
In the next section we give a definition of the matrix S(E). We note that this definition is valid for arbitrary bounded potentials V (x). Later on, however, we restrict ourselves to periodic potentials, which is the case of our primary interest.
S matrix for Stark systems
The matrix elements of the S matrix S(E) are calculated by comparison of the asymptotes of the scattering states S (E) with the asymptotes of the 'unscattered' states 0 (E), which are the eigenstates of the 'free' Hamiltonian
In configuration space the 0 (E) are Airy functions
with ξ = ax, ξ 0 = aE/F and a = (2F /h 2 ) 1/3 . For ξ → −∞, the Airy functions tend to
with ζ = 2 3 ξ 3/2 . Actually, in the Stark case it is more convenient to compare the momentum space asymptotes instead of the configuration space asymptotes. Indeed, both approaches are equivalent, which will be shown below. In momentum space the eigenstates 0 (E) are given by
For F > 0 the direction of decay is the negative x-axis, so the limit k → −∞ of k| 0 (E) is the outgoing part and the limit k → ∞ is the incoming part of the free solution.
The scattering states | S (E) solve the Schrödinger equation
with H = H 0 + V (x). Asymptotically the potential V (x) can be neglected and the scattering states are eigenstates of the free Hamiltonian (7) . In other words, we may say that
In terms of the phase shifts ϕ ± the S matrix is S(E) = exp(iϕ − )/ exp(iϕ + ), which, with the help of equation (8), yields the definition
which we will use in the following. Now we show that defining the S matrix via the momentum space asymptotes is equivalent to the usual approach via the configuration space asymptotes. Indeed, let us write k| S (E) as
where ϕ(±k) → ϕ ± for k → ±∞, i.e. ϕ(±k) ≈ const asymptotically. A Fourier transform of equation (10) yields
where the free solution is included by ϕ(k) = 0. The asymptotes of x| S (E) for x → −∞ can be found, e.g., by the method of steepest descent. Loosely speaking, this means that, in the limit x → −∞, only the stationary points of the phase
contribute to the integral equation (11) . If we assume that ϕ(k) is approximately constant for large |k|, the solutions of θ (k) = 0 are
Indeed, the assumption is justified because x → −∞ implies k ± → ±∞, which is the region where the assumption holds. Therefore, in the free and scattered cases, the same stationary points k ± contribute to the integral (11) .
The separation between the incoming and outgoing wave is trivial: k + contributes to the incoming and k − to the outgoing part of the wavefunctions. Then, the asymptotically outgoing part of x| S (E) is
with θ (k) =h 2 k/F . Analogously, the incoming part is given by inserting k + . With the help of k| S = exp(iθ(k)) and the cancellation of the prefactors θ (k) −1/2 of the free and the scattered solutions, we get
Therefore, using the momentum space asymptotes for the calculation of the S matrix is equivalent to using the configuration space asymptotes.
The Floquet-Bloch solutions
From here on we consider the case of a 2π -periodic potential V (x + 2π) = V (x). Then, we introduce the states | S (E) which, instead of equation (7), solve the time-dependent equation
where τ B is the so-called Bloch time τ B =h/F . In this case, the time evolution operator U(τ B ) = exp(−iH τ B /h) commutes with the translation x → x + 2π [8] . This enables us to make use of a Bloch ansatz, which takes into account the periodicity of the system which, although violated in the Hamiltonian, still shows up in the classical equations of motion and which quantum mechanically implies the existence of the Wannier-Stark ladder. It is straightforward to show that there is a one-to-one relation between solutions of equation (7) and (16). Clearly, any solution of equation (7) solves (16). On the other hand, suppose | S (E, t) is a quasienergy solution of equation (16), i.e.
U(t)| S (E
where E is any energy of the Floquet ladder E l = E 0 + 2πlh/τ B . Let us define a new function 
is a solution of the timeindependent Schrödinger equation (7) (this justifies the use of the letter in equation (18) (7) in the S-matrix definition (9) . As the time-evolution operator U(τ B ) commutes with the translation x → x + 2π , we can choose | S (E) to fulfil an additional Bloch relation
In other words, | S (E) can be expressed using the plane waves
with n ∈ Z and κ ∈ [− ] as a basis set. On the other hand, U(t) = exp(−iH t/h) can generally be expressed as a product of two operators [9] ,
whereŨ
with the time-dependent periodic HamiltonianH (t) [9] (the hat over the exponential function denotes time ordering). In a plane wave basis, the operator exp(−iF xt/h) acts as a momentum shift operator
Therefore, if we perform the integral (18) with t = 0, for t < τ B the integrand has a different Bloch index κ = κ − F t /h. However, when t = τ B , the Bloch indices coincide. Thus, at the points k = n + κ the functions k| S (E) and n + κ| S (E) do coincide and we can insert the asymptotes of | S (E) in the S-matrix formula (9), i.e.
S(E)
By construction S(E) in equation (25) is independent of κ, which provides a test for controlling the accuracy in numerical calculations.
Asymptotic properties of the Floquet-Bloch solutions
Suppose we choose κ = 0 and use the plane waves x|n with n ∈ Z. For t = τ B equation (22) gives
In the plane wave basis we have m|e m+1 ,n . Then we can write equation (16) 
For n → ±∞, the kinetic term of the Hamiltonian dominates the potential and the matrixŨ tends to a diagonal one. Suppose that this is sufficiently well fulfilled for |n| > N,
(note that, for the unscattered states | 0 , this formula holds exactly for any m). Suppose we order C with indices increasing from bottom to top. Then we can decompose the vector C into three parts:
where C (+) contains the coefficients for n > N, C (−) contains the coefficients for n < −N − 1 and C (0) contains all other coefficients for −N − 1 n N . The coefficients of C (+) recursively depend on the coefficient C N via
Analogously, the coefficients of C (−) recursively depend on
Let us define the matrix W as the matrixŨ , truncated to the size N × N . Furthermore, let B be the matrix
Then the resulting equation for C (0) can be written as
where e N is a vector of the same length as C, with the first element equal to one and all others equal to zero. For a given λ, equation (34) (+) and C (−) and provides a tool to calculate the S-matrix elements [10] . Indeed, we will use equation (34) as the starting point for the calculation of the poles of the S matrix.
Approximate calculation of the poles of the S matrix
Let us recall the S-matrix definition for the Stark system
Resonances are defined as poles of the S matrix. They correspond to scattering states with purely outgoing boundary conditions, i.e. with no incoming waves. Thus, to find the poles we have to look for zeros of the asymptotes of k| S (E) / k| 0 (E) . As we can see from equation (6), for complex energies E = E − i /2 k| 0 (E) exponentially goes to zero for k → ∞, but k| 0 (E) = 0 for any finite k. Furthermore, as we can see from equation (8), the asymptotic part of k| S (E) shows exactly the same asymptotic decay. Thus, if C (+) = 0, we cannot have a pole. On the other hand, if n + κ| S (E) = 0 (or C n = 0) for one specific n with n > |N|, on the basis of the discussion of the last section, C (+) = 0 follows recursively, i.e. n + κ| S (E) = 0 for n > N (note that this implies, via equations (18), (22), (23) and (28), that k| S (E) = 0 for k > N + κ). Thus, in this case E is a pole of the S matrix.
As the condition C (+) = 0 implies a pole, let us take it as the starting point. Then, to calculate poles of the S matrix we have to solve the matrix eigenvalue equation
With increasing N , condition (28) is increasingly better fulfilled and the calculated eigenvalues converge to the poles of S(E).
Numerical example
As an example we calculate the resonances for the Hamiltonian
with parameters F = 0.07 andh = 1.0. Explicitly, we calculate the matrixŨ(τ B ) (23), using M = 2N + 1 plane wave basis states x|n viã
where
) t, n ∈ {1, 2, . . . , j max } and t = τ B /j max . Then, by shifting the indices, we define the matrix B in (33) and calculate the eigenvalues λ of B. The resonance energies are given by E = iF ln λ, where we usedh/F = τ B . Tables 1 and 2 show the three most stable resonances, i.e. those with the smallest imaginary parts, for different N (for j max = 100). As a function of the matrix size, the numerical data converge surprisingly fast. Thus, we can perform the calculations using very small matrices. As a function of the second numerical parameter (the number of iterations), the results are almost convergent. Indeed, an increase by a factor of four yields a relative change in the results of the order of 10 −4 . Thus, the method provides a very effective tool for the calculation of Stark resonances.
Resonant tunnelling
In the following sections we investigate the resonant tunnelling of Wannier-Stark resonances. To get a first glimpse of the subject, we calculate the resonances for the Hamiltonian (37) for different fields F with parameter h = 1.0. In this case, the field-free Hamiltonian has two bands with energies well below the potential barrier. The mean energy of the third band is approximately one, i.e. close to the barrier. For this band, the energy E(k) can be larger or smaller than the potential height. Thus, with the field switched on, we have two long-lived states in each potential In figure 1(b) , we additionally depict the energies of the three most stable resonances as a function of the inverse field strength. As the Wannier-Stark resonances are arranged in a ladder with spacing E = 2πF , we show only the energy interval 0 < E/F < 2π, the first 'Brillouin zone'. Comparing with figure 1(a) , we find that the decrease in lifetime coincides with crossings of the energies of the Wannier-Stark resonances. All three possible crossings can be found in the lifetime figure 1(a) : crossings of the two most stable resonances coincide with the sharpest peaks in the ground-state width. The smaller peaks can be found at crossings of the ground state and the second excited state. Finally, crossings of the first and the second excited state fit to the peaks in the width of the first excited state.
The explanation of this effect is the following: suppose we have a set of resonances which localize in one of the 2π -periodic minima of the potential V (x) = cos(x) + F x. Let α,α = E α − E α be the energy difference between two 
N
Re of these states. Now, due to the periodicity of the cosine, each resonance is a member of a Wannier-Stark ladder of resonances, i.e. of a set of resonances with the same width, but with energies separated by E = 2πF . Thus, if two resonances of the same ladder are separated by l potential barriers, the splitting between both is E = 2πF l. Figure 2 shows an example: the two most stable resonances for one potential minimum are depicted; furthermore, two other members of the Wannier-Stark ladder of the first excited resonance are shown. To decay, the ground state has to tunnel through three barriers. Clearly, if there is a resonance with nearly the same energy in one of the adjacent minima, this will enhance the decay. The strongest effect will be given for degenerate energies, i.e. for 2πF l = α,α , which can be achieved by properly adjusting F , because the splitting α,α is nearly independent of the field strength.
For the case shown in figure 2 , a degenerate case will occur, e.g. for a slightly smaller value F ≈ 
Two interacting Wannier-Stark ladders
As resonant tunnelling occurs whenever the energy of one resonance coincides with the energy of one member of another Wannier-Stark ladder, let us first look at the interaction of two single resonances and later extend the model to describe the interaction of whole Wannier-Stark ladders. The interaction of two resonances can be modelled by the 2 × 2 matrix
with unperturbed resonance energies E 0 = E 0 − i 0 /2 and E 1 = E 1 − i 1 /2 and coupling W between both states. IntroducingĒ = (E 0 + E 1 )/2,¯ = ( 0 + 1 )/2, E 1,0 = E 1 − E 0 and 1,0 = 1 − 0 , the eigenvalues of the matrix H are
For E = 0 this yields
Thus, varying E, there are two possibilities: for W > /4 we have the well known curve-crossing scenario: there is a gap in the energies and the widths cross. For E = 0 both resonances have the same lifetime. On the other hand, for W < /4, the energies cross, but the widths differ. For E = 0, the resonances have the same energies but different lifetimes. In figure 1 we see that, for the two most stable resonances, the second case is realized exclusively. For the second excited resonance, the first case occurs once at 1/F ≈ 9, while for the more unstable resonances mainly crossings of the first kind appear.
In both cases, the less stable resonance is stabilized, while the more stable one is destabilized. However, the lifetime of the more stable resonance is much stronger, influenced by the interaction.
Indeed, the maximal stabilization, which the more unstable resonance can achieve, is a doubling of the lifetime, while, on the other hand, the lifetime of the more stable resonance can decrease by orders of magnitude.
Let us now adopt the description (39) for the case of two interacting Wannier-Stark ladders, which is valid for largeh, where only one long-lived resonance exists. The degeneracy condition E = 0 has to be replaced by the more general condition, that the energies of the resonances coincide modulo with the Wannier-Stark splitting, i.e. by E = 2πlF (42) with l ∈ N. Let us rewrite the condition (42) as E/F = 2πl and, using τ B =h/F and E = E 1 − E 0 , as
which now looks like a condition for the quasi-angles of two Floquet-Bloch states. Thus, we will reformulate the model (39) in terms of Floquet-Bloch solutions: the unperturbed matrix is then given by the diagonal matrix
where we again used τ B /h = 1/F . We cannot include the coupling directly via the nondiagonal elements as in equation (39), since this would change the unitarity properties of the matrix. However, as the coupling results in mixing of the states, we can easily introduce it by applying a rotation to U 0 (F ). The final matrix U(F ) is then given by [11] 
where the interaction matrix shall be given by
The eigenvalues of U(F ), equation (45), can be calculated analytically. Introducing
we get the eigenvalues
which, for w/F 1, yield for the ground statẽ
Assuming again w/F 1, we get the following correction for 0 :
To check the validity of formula (50) for the description of the overall behaviour of the resonance widths (as a function of the inverse field strength) with this model, we have to make assumptions on the dependence of the parameters on the field F . We start with the energies. The additional field causes an energy shift of the potential minimum by πF and a deformation of the field-free cosine potential. While the minimum shift affects all energies in the same way, the deformation has a stronger impact on the higher lying states. Therefore, let us take the deformation into account by assuming a linear dependence on the field, i.e. E α (F ) = E α + D α F , with constants E α , D α (note that in equation (50) we only need the difference between both energies). Secondly, by hand we set 0 = 0 for the ground-state width. Finally, for 1 and the coupling w we assume a smooth dependence on the field as predicted by Zener theory [12] , i.e.
with constants a, b, c and d. To test the model we calculated the resonance widths for the caseh = 1.671 (this value corresponds to the settings in the experiment [7] ). In this case, only the ground band of the field-free Hamiltonian can support long-lived states. The average energy of the first excited band of the field-free Hamiltonian is E 1 = 0.9846, and already the first excited resonance is expected to be short lived. Therefore the twostate description should be applicable.
The six model parameters were determined in the following way. First, the parameters a and c were chosen such that the curve 1 (F ) fits the mean behaviour of the calculated width of the first excited resonance, i.e. a = 1.0 and c = 0.037 (see the straight solid line in the lifetime of the first excited state in figure 3 ). Second, we took E α as the averaged energy of the αth band of the field-free Hamiltonian, which yields E 1 − E 0 = 1.2501. While this parameter determines the frequency of the oscillation of the width, the parameter D = D 1 − D 0 yields an additional phase shift between λ 1 and λ 0 and therefore shifts the maxima of the widths. It was chosen as D = −0.4. Finally, the interaction parameters b = 1.0 and d = 0.254 were chosen to yield the mean behaviour of the ground-state width.
As demonstrated in figure 3 , the calculated and the fitted curve overlap almost perfectly. Thus the numerical data are very well approximated by the model (up to some additional small oscillations which reflect the influence of higher excited Wannier-Stark ladders). Assuming 1 /F 1, one can immediately deduce from equation (50) the maximum and minimum width of the ground state as max,min
(note that the amplitude of the oscillation increases proportional to −2 1 , i.e. exponentially). The resulting lines (dotted lines in figure 3 ) correctly describe the calculated data. Summarizing, the model (45) yields an appropriate description of the ground-state width behaviour for the case of largeh, where we only have one long-lived resonance.
Few-ladder case
For smaller values ofh, the field-free Hamiltonian has more than one band with mean energy smaller than the potential barrier, and therefore the full Hamiltonian has more than one, say M, long-lived state. Then, the model description has to take into account the interaction of M + 1 Wannier-Stark ladders. In the following, a hierarchical, Born-Oppenheimer-like approach will be developed, which is shown to correctly model the behaviour of the widths.
Model extension for three interacting ladders
The simplest extension is given for the case of two longlived resonances as, e.g., forh = 1.0 (see figure 1(a) ). As already discussed above, we then have to additionally take into account the interaction with the second excited resonance ladder. The setup is as follows: let us assume we have three unperturbed states with energies E α = E α − i α /2. We first construct the unperturbed Floquet matrix U 0 (F ):
with λ α defined as in equation (47). Let us, as before, add the interaction by multiplication with a unitary matrix ∈ SU (3) .
Assuming that the interaction of the first and second excited ladder is much 'faster' than the interaction with the ground ladder, we introduce the coupling by two successive rotations:
where W 12 describes the coupling between λ 2 and λ 1 :
and W 01 describes the coupling between λ 0 and λ 1 :
As the matrix exponents of W 01 and W 12 are known analytically, we can further evaluate equation (54). The eigenvaluesλ fulfil
57) where we introduced c α = cos( α ) with α = w α /F . To calculate the additional width of the ground state, we insert the ansatzλ 0 = λ 0 (1 + δ 0 ) into this equation and take into account terms up to the first order in δ 0 . Furthermore, we approximate c α ≈ 1 − 2 α /2, which yields
As we have δ 0 ∼ 2 0 , the error caused by neglecting higher orders in δ 0 is proportional to δ 0 2 0 . Therefore, the third line in equation (58) corresponds to a correction of the order of δ 2 0 and can be neglected, with the result
Becauseλ 0 = exp(−iE 0 /F ), the ground-state width is given by the negative real part of the logarithm ofλ 0 . Approximating ln(1+δ 0 ) ≈ δ 0 , we directly get the first-order correction to the ground-state width as Over many orders of magnitude, the model data fit almost perfectly to the calculated widths. The main deviations in 1 (F ) appear at very small F , where the first effects due to the interaction with the third excited Wannier-Stark ladder show up. The ground-state width is accurately described over the whole range (the deviation at the end is due to finite numerical accuracy).
Further evaluation of equation (60) yields additional predictions about the oscillation of the widths. For example, the oscillation is bounded by the curves max,min
which are additionally depicted in the figure (dotted curves). The minima fit pretty well. Concerning the maximal values, a closer inspection of equation (60) yields that they appear when λ 0 = λ 1 = −λ 2 /|λ 2 | is fulfilled, i.e. when the ground and the first ladder cross, while the first and the second ladder 'anticross'. This is nearly the case for the first three maxima, which equation (62) correctly describes. The deviation at the last two peaks, where the twofold resonance condition is fulfilled again, is due to the data resolution (finite step in 1/F ).
In conclusion, the extended model correctly predicts the oscillation of the width for the given case of two longlived resonances. The main model assumption is that the most stable Wannier-Stark ladder is directly coupled only to the next ladder, and that the coupling to all other ladders is indirect. Therefore, starting from the first 'short-lived' ladder, we can treat the more stable ladders successively: when we have a set of interacting Wannier-Stark ladders, and additionally take into account the interaction with a more stable one, the lifetime of the previous set is almost unchanged by this procedure. Thus, for every step, we only have to adjust the parameters for the new ladder. In the next section, we describe this hierarchical mechanism in general and apply it to a five-state case. 
Hierarchical description: five ladders
where λ α is given as in equation (47), and successively add the interaction by a series of multiplications, i.e.
U(F )
For the w α and M+1 , assume a Zener-type formula as in equation (61) One can use equation (64) as a basis for a numerical evaluation. On the other hand, one can take it as a starting point for a perturbation theoretical analysis of the additional width the most stable state gets, due to the interaction with the other states. The second approach follows directly the procedure described in the previous section.
We insert the ansatzλ 0 = λ 0 (1 + δ 0 ) into the characteristic polynomial and take into account the first order in δ 0 . Then, we approximate c α ≈ 1 − 
The fit perfectly models the numerical data (as before, the deviation in the end is due to finite numerical accuracy). Indeed, the width of the third excited state follows the twostate prediction, while the width of the first and second excited state is similar to the ground-state width in figure 4 . In the ground ladder the structure is more complicated and visually one cannot clearly assign the direct correspondence of individual peaks and crossings.
Conclusions
In 1982, Avron conjectured that, due to resonant tunnelling, the lifetime of the Wannier-Stark states should be a complicated function of the inverse field strength [13] . The conjecture was checked by Grecchi et al for a Kronig-Penney model with a step-like field [14] . Using a new approach for the calculation of resonances in Stark systems, we were able to calculate the lifetime without any approximations and to check the conjecture this way. For large scaled h, where only one or two long-lived resonances exist, the lifetime shows strong oscillations. Nevertheless, the dependence is well structured. For smallh, e.g. forh < 0.64, where more than four ladders interact, the structure is indeed pretty complicated. Thus, it depends mainly on the value of the scaled Planck constant as to which case is realized. The experiments [4] [5] [6] correspond to values h 1.5, and thus to the one-ladder case. Nevertheless, the four-ladder caseh = 0.64 seems not to be out of reach experimentally.
The few-states model allows us to describe the dependence of the widths by a few parameters which, in this paper, were determined by a fit. Generally, it is desirable to calculate the parameters independently, which then yields a complete description of the resonant tunnelling. This work is still in progress.
