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Abstract 
We present two new strongly polynomial algorithms for the minimum cost network flow problem 
(MCNF). They are dual algorithms based on cancelling positive augmenting cuts, which are the 
duals of negative augmenting cycles. The first cancels maximum mean cuts, which are cuts whose 
increase in the dual objective function per arc is maximum. The second, Dual Cancel and Tighten, 
employs a more tlexible cut selection rule that allows it to be more efficient. These algorithms are 
duals to the Minimum Mean Cycle Cancelling and (Primal) Cancel and Tighten algorithms of 
Goldberg and Tarjan. These algorithms do not use explicit scaling to achieve polynomiality. 
1. Introduction 
The minimum cost network flow (MCNF) problem has great importance. Histori- 
cally, it is one of the first special cases of linear programming to be investigated, 
leading to the development of the Network Simplex algorithm. It has also served as an 
inspiration for the development of other algorithms, notably the Primal-Dual algo- 
rithm (see [l l]), the Out-of-Kilter algorithm (see [20,39]), and the concept of scaling 
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algorithms (see Edmonds and Karp [ 121). It also has many practical applications in its 
various guises as the transportation problem and the transshipment problem (see 
c9, 171). 
Edmonds and Karp [12] settled the question of whether there is a polynomial 
algorithm for MCNF in the affirmative, but this still left open the interesting question 
of whether there is a strongly polynomial algorithm, i.e., an algorithm that is poly- 
nomial in just m, the number of arcs, and n, the number of nodes. This was finally 
answered “yes” in Tardos’ [Sl] ground-breaking paper. Tardos showed that with 
a properly-chosen scaling factor, only a strongly polynomial number of scaling steps is 
needed before optimality. Since then, various researchers have produced asymp- 
totically faster versions of Tardos’ algorithm (see [7,21,22,25,26,48]), with the latest 
champion being Orlin’s [43] 0( m log n( m + n log n/log log n)) algorithm. 
Some people find explicit scaling to be aesthetically unpleasant and potentially slow 
in practice. As a result, some investigators have developed strongly polynomial 
MCNF algorithms without explicit scaling (although it can be argued that these 
algorithms are still implicitly scaling a parameter which measures “closeness to 
optimality”). Of particular interest to this paper is Goldberg and Tarjan [25], which 
contains two strongly polynomial algorithms for MCNF. One is called Minimum 
Mean Cycle Cancelling, and it is based on cancelling (pushing flow around) negative- 
cost augmenting cycles whose average cost per arc is minimum. This algorithm 
cancels at most O(min (mn log( nC), mz n}) cycles before reaching optimality (C is the 
largest absolute arc cost; this bound includes an improvement by Radzik and Gold- 
berg [47]). Each cancel costs O(min (6 log( nC), mn>) time (by the algorithms of 
[44] and [33] respectively). The second, Cancel and Tighten, uses a more flexible cycle 
selection rule and uses O(min { n log( nC), mn log n }) iterations, where each iteration 
takes 0( m log n) time. 
This paper is presented in two parts. The first part produces a dual version of 
Goldberg and Tarjan’s Minimum Mean Cycle Cancelling algorithm, which we call 
Maximum Mean Cut Cancelling (MMCC), much as Fujishige [ 191 is a dual version of 
Tardos [Sl]. This algorithm cancels (changes dual variables across) at most 
O(min { mn log(nU), m2 n}) cuts before reaching optimality (U is the largest absolute 
arc or node bound; this again includes an improvement by Radzik and Goldberg 
[47]). Each cancel costs O(min { mn log( nU), mn2 + n 3 log(n)}) time (the first bound 
is from the approximate binary search algorithm in [32], see also [46] which contains 
some slightly faster algorithms; the second is from algorithm PMMC in [36] with an 
improved time bound from [45] and using the fast min cut algorithm from [40]). 
In the second part of this paper we develop a dual version of Goldberg and Tarjan’s 
Cancel and Tighten algorithm, which we call Dual Cancel and Tighten (DCT). DCT 
uses a more flexible cut selection rule and uses O(min{mlog(nU), m2 log n}) iter- 
ations, where each iteration costs one shortest path with nonnegative distances. DCT 
is interesting for two reasons: First, it is theoretically interesting to see how (primal) 
Cancel and Tighten dualizes. Second, DCT has a much lower asymptotic time bound 
than MMCC and consists of simple, easy to implement operations, so it is likely to be 
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useful in practice (see [38] for some computational experience with a preliminary 
implementation). 
Goldberg and Tarjan state that “the discovery of additional [strongly polynomial 
cycle cancelling strategies] would be of theoretical and practical importance”. Here, 
instead of giving a new, primal, strongly polynomial cycle-cancelling strategy, we give 
a new dual, strongly polynomial cut-cancelling strategy. Unsurprisingly, we choose to 
cancel cuts whose average contribution to the dual objective per arc is maximum, 
called maximum mean cuts. It is important to have dual MCNF algorithms for such 
things as re-optimizing a network when a bound has changed. In a companion paper, 
we show how to compute a maximum mean cut in strongly polynomial time 
(McCormick and Ervolina [36]; see also [32, 46, SO]). 
We define notation in Section 2.1, and give the necessary MCNF background in 
Section 2.2. In Section 3.1, we briefly describe (primal) cycle cancelling. Section 3.2 
covers the concept of cancelling augmenting cuts to improve a dual solution. We 
measure progress towards optimality through dual approximate optimality, which is 
covered in Section 4. Analysis of MMCC is provided in Section 5, although Section 
5.1 contains many results which are used in DCT as well. DCT is presented in Section 
6. Section 6.1 covers Dual Cancel, Section 6.2 covers Dual Tighten, and Section 6.3 
derives overall time bounds on DCT. Finally, Section 7 concludes with some possible 
ways the algorithms might be improved. 
2. Preliminaries 
2.1. Notation and definitions 
A directed graph 9 is a pair 9 = (N, A) where N is a set of nodes and A is a set of 
ordered pairs of nodes, called arcs. An arc directed from node i to node j shall be 
denoted by i -+j. The books [S, 27,8,41] all contain a thorough discussion of graph 
theory. 
An (undirected) cycle Q in a directed graph is a sequence il, i2 ,. . ., ik of distinct nodes 
of N such that either (il + i,+l)~A (a forward arc in Q) or (i,+l + i,)~ A (a backward 
arc in Q) for r = 1, 2,. . ., k (where we interpret i k + 1 as i, ). A directed cycle is a cycle with 
all forward arcs. A directed path is the same as a directed cycle except without arc 
ik + iI. We say that a directed graph is strongly connected if for all nodes i, j, there is 
a directed path from i to j, and a directed path from j to i. 
For S, Ta nontrivial partition of N (i.e., S n T = 0, S u T = N, and S, T # @), define 
(S, T) = {i-,jEAIiES, jET) 
and 
(S, T} = (S, T)u(T,S). 
The arc subset (S, T) is called a cut. Arc i + j E (S, T) is forward in (S, T) and backward 
in(T,S).Acut(S,T)isdirectedif(S,T)={S,T},’ m which case it is forward directed, 
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or(r,S)= {ST},’ m which case it is backward directed. Note that a directed graph is 
strongly connected if and only if it has no directed cuts. This is dual to the fact that 
a directed graph is acyclic if and only if it has no directed cycles. 
We can represent a directed graph $9 = (N, A) by a node-arc incidence matrix 
BE{O, +l}NXA where for all v E N and i + j E A 
+l, ifu=j, 
B”, ij = - 1, if u = i, 
0, otherwise. 
2.2. Minimum cost network flows 
Let 9 = (N, A) be a directed graph with INI = n and IAl = m. Let CE[W~ be a cost 
function on A and - 1, u E { R u ( + 00 > } A be lower and upper bounds on A, with 1 I u. 
Let d E RN be external demands with eTd = 0 (if di < 0, then -di is a supply). The 
minimum cost networkjow (MCNF) problem is to find frow values Xij between lij and 
Uij on each arc i + j such that the net flow into each node i exactly meets demand di, 
and whose total cost cTx is minimum. 
The primal linear programming formulation of MCNF is 
(P) min JA cijxij3 
S.t. jFN Xji - jFN Xij = di, i E N, (1) 
lij I Xij I llij, i+jEA. (2) 
This can also be more compactly represented by mincTx s.t. Bx = d, 1 I x I u. 
We shall be considering many x’s that violate the bounds (2). In order to clearly 
distinguish whether we are requiring (2) to be satisfied, we shall (rigorously) call x E [WA 
a circulation if only (1) is required, and a bounded circulation if both (1) and (2) are 
required. 
The dual linear program of MCNF is 
(D) max iE nidi + +c, &jlij - i_:APijUijr (3) 
s.t 7Cj - 71i + ~ij - pij = cij, i -+ j E A, (4) 
l*ij, /dij 2 0, i+jEA, 
7Ti free, iEN. 
This also can be compactly represented as maxdTn + lT,I - uTp s.t. nTB + AT 
- pT = CT, 2, p 2 0, and 71 free. If lij = - CO then the corresponding Aij is construed 
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as missing from (D); similarly for Uij = + cc. Defining the reduced cost of arc i +j by 
C3 = Cij - 71j + 7ci, 
we see that rc is feasible for (D) if C~j 2 0 when uij = + cc and Cyj < 0 when Iij = - cc. 
We omit the superscript n in Cij when there is no confusion. 
If rc, 3., p is any feasible solution to (D) and if lij. uij > 0 for some i + j E A, then we 
can define C( = minj lij, ~ij} > 0, nij = ~“ij - CI, pjj = ~ij - a, A;, = Ap4 and pbq = ppq 
for all p + q # i + j. It is easy to see that 7c, /2’, p’ is feasible and that this change 
improves the dual objective value by M. (Uij - lij) 2 0. Thus we can make the following 
assumption without loss of generality: 
Assumption. If rc, i, p is a feasible solution to (D), then for all i + j E A with lij > - CO 
anduij< +c~,lij~~ij=O. 
Under this assumption, a dual solution can be completely determined from 71 as 
follows: 
iij = (C~j) + E max(O, C~j), pij = (EFj) - E max(O, - CTj). 
The complementary slackness conditions for general linear programming, when 
specialized to MCNF, result in the following characterization of optimal primal and 
dual solutions for (P) and (D): 
Theorem 2.1. The pair x, 71 are jointly optimal for MCNF if and only ij” 
(9 x is a feasible circulation, 
(ii) 
(iii) 
n is feasible in (D), and 
for every i-+jeA 
Cij < 0 j Xij = Uij, 
Cij > 0 j Xij = lij. 
(5) 
Conditions (5) are known as complementary slackness. An equivalent formulation of 
(5) is that a feasible rc is optimal to (D) if and only if the network with bounds 1; and 
u; defined by 
if C$ > 0 then lTj = U: = lij, 
if E~j = 0 then lTj = lij, uyj = uij, (6) 
if 25 < 0 then 1; = U; = Uij 
is feasible. 
Let U = max {maxi+jEA max { )Uijl, 1 Fiji>, maxiEN{ di}}, where the maximum is taken 
over only the finite-valued bounds. Following Orlin [42], we sometimes use the 
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Similarity Assumption, which is that log U is O(logn), i.e., that bounds are at most 
a fixed power of n. This assumption often makes sense in practice, and leads to lower 
asymptotic time bounds. 
To help state time bounds, we denote the running time of the fastest min cut 
algorithm applied to an instance with m arcs and n nodes by MC(m, n). Certainly 
MC(m, n) is bounded above by MF(m, n), the time to compute a max flow, and the 
fastest known strongly polynomial algorithm for general max flow is due to Goldberg 
and Tarjan [24] which runs in O(nm log( n2/m)). The fastest known polynomial 
max flow algorithm is due to Ahuja, Orlin, and Tarjan [3] and runs in 
O(nmlog(n@/m + 2)) time, which is at most O(mnloglogn) under the Sim- 
ilarity Assumption. However, recently Nagamochi and Ibaraki [40] developed a new 
algorithm for finding “unrestricted” min cuts (i.e., not restricted to separating a fixed 
source-sink pair of nodes) in undirected networks that runs in O(mn + n2 log n) time, 
which is faster in most cases than the corresponding max flow algorithm. This makes 
us wary that someone may come up with a faster min cut algorithm for max flow, so 
we state our bounds in terms of min cuts. 
Similarly, denote the running time of the fastest shortest path algorithm on an 
instance with m arcs and n nodes and nonnegative distances by SP(m, n). The fastest 
strongly polynomial shortest path algorithm is due to Fredman and Willard [18], 
which runs in O(m + n log n/log log n) time, and the fastest (weakly) polynomial 
algorithm is due to Ahuja et al. [2], which runs in O(m + ndm time (C is the 
largest absolute distance). See Ahuja, Magnanti, and Orlin Cl] for an extensive 
discussion of these and other algorithms for max flow and shortest path. 
We shall need to find a feasible x to start our algorithm. Here is a well-known trick 
that suffices for our purposes: if all bounds 1, u are finite then the problem is trivial: set 
77 EE 0, /? = (c)+, p E (c)). If there are any infinite bounds then we construct an 
auxiliary network 9’ with arc i -+ j with length cij if and only if aij = + cc, and arc 
j --t i with length - cij if and only if lij = - cc. Append new node 0 to 9’, and arcs 
0 -+ i for all nodes i with cgi = 0. Now use the Breadth-First Scanning algorithm from 
Tarjan [53] (called Bellman-Ford in Lawler [35]) to find a shortest path from node 
0 to each other node i in 9’. If the algorithm discovers a directed cycle Q of negative 
length, then Q proves that (D) is infeasible. Otherwise, set ni to the length of the 
shortest path from node 0 to i for all i. It is easy to see that this rr is feasible for (D). We 
call this initialization step the Shortest Path Initialization algorithm. It takes O(mn) 
time, which is dominated by the other parts of our algorithm. 
A well-known result on the feasibility of (P) that we shall need is 
Theorem 2.2 (Hoffman’s Circulation Theorem [31,35]). A network has a bounded 
circulation if and only if for every cut (S, T), 
1 di + C lij - C Uij I 0. 
ieS i+js(S,T) i+js(T,S) 
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3. Cancelling algorithms for MCNF 
3.1. Cycle cancelling: Improving a primal solution 
Although we are developing dual algorithms, we shall need some results about 
primal algorithms. Reviewing these more familiar primal concepts should also help 
the reader’s intuition with the less familiar dual concepts. 
We say that a cycle Q is augmenting with respect to x if Xij < Uij for all forward i -+ j 
in Q, and xij > lij for all backward i + j in Q. Define the incidence vector of Q by 
i 
+ 1, if i + j is a forward arc in Q, 
Q 
Xtj = - 1, if i + j is a backward arc in Q, 
0, if i -+ j is not in Q. 
Then the cost of cycle Q is 
C(Q) z C xg.cij= 1 Cij - c Cij. (7) 
i-jeQ i-j forward in Q i-+j backward in Q 
An augmenting cycle with c(Q) < 0 is called a negative cycle. The maximum amount 
that we can augment x on Q is 
S(Q) E min 
i 
min (Uij - xij}, i_jbazzrdinQ fxi.i - lijl 
I 
. t8) 
i-r j forward in Q 
If 6 = cc, then (P) is unbounded ((D) is infeasible). Otherwise, x’ E x + 6(Q) . xQ is 
a bounded circulation with C~X’ = cTx + c(Q).G(Q). Goldberg and Tarjan [25] call 
this process of replacing x with x’ cancelling the cycle Q. Note that cancelling 
a negative cycle causes the primal objective value to strictly decrease. 
We need to define conformal decomposition of flows for use later in Section 5.2. For 
any two vectors x, y E [WA, we say that x conforms to y if 
yij 2 0 * Xij 2 0 and yij 5 0 3 xij I 0 for all i + jE A. 
If YE IW* and Q is an augmenting cycle then we say that Q conforms to y if its 
characteristic vector XQ conforms to y. 
Theorem 3.1 (Decomposition of flow). Let x be a bounded circulation, and x* be 
a bounded circulation of minimum cost. Then there exist augmenting cycles 
QI, Qz,..., Qk with respect to x and scalars z1 , z2,. . . , zk > 0, where k I m, such that 
(9) 
and 
QI, Qzr...tQk all conform to x* - x, (10) 
c( Qi) I 0 for i = 1,2,. . , k. (11) 
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Proof. See Rockafellar [49] or Ervolina [14]. 0 
3.2. Cut cancelling: Improving a dual solution 
Let (S, T) be any cut. Consider a “dual augmentation” on (S, T) where 71i increases 
by E for i E S. Then to keep dual feasibility (4), we must move in the direction defined by 
i$ = +A if ieS, 
0, otherwise, 
+l, if i-~G(S, T) and CG 2 0 (forward), 
Jj = - 1, if i -tj~( T,S) and C: > 0 (backward), (12) 
0, otherwise, 
+I, if i-jE(T,S) and C$<O (backward), 
* 
Pij = -1, if i-+je(S, T) and CTj < 0 (forward), (13) 
0, otherwise. 
If lij = - 00, then Aij cannot increase from 0 without losing feasibility (since in this 
case J.ij is taken as missing from (D)), and similarly for Uij = + cc. Thus in order to be 
able to choose E > 0 we must have 
(9 i+j~(S, T), lij = - co + CFj < 0, 
and 
(ii) i+jg(T,S), Uij= + CO * c; > 0. (14) 
Any cut which satisfies conditions (14) will be called an augmenting cut. The effect of 
augmenting cut (S, T) with respect to 71 on the dual objective value (3) will be E times 
I/“(& T) E tiTd + i’l- fl’u 
=z”i+ 1 2 lij - 
F,, 
0 Uij - lij c, 0 2, 
i-,t(S,T) I-I’(T,S) ~+ytlT.S, 
(15) 
(when there is no confusion, we will drop the superscript n). We call V”(S, T) the value 
of (S, T) with respect to x (Hassin [30] calls the value of a cut its surplus). If (S, T) 
satisfies (14) and Z’“( S, T) > 0 then (S, T) is called a positive augmenting cut or simply, 
a positive cut. 
The largest feasible value that E can take is 
E(S, T) = min(min(&jl&j = -11, min{yijl/Jj = -1)) > 0. (16) 
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If s(S, T) = + cc then $1, ii is an unbounded direction for (D) (so (P) is infeasible). 
Otherwise, if we set 
71 = 7c + &(S, T)72, 
and 
x= ;1 + &(S, T)i, 
b = Ll + s(S, 7-M 
then 71, & ,? is feasible and at least one Cij (i.e., Aij or ~ij) becomes zero, and 
obj(71,& fi) = iiTd + XT1 - fiTu 
= rcTd + A’1 - /L’U + E(S, T).(fiTd + iTl - /_?‘a) 
= obj(rr, A, p) + s(S, T). V(S, T). 
Thus if (S, T) is a positive augmenting cut then 
(17) 
obj(ie, l, p) > obj(rr, A, p) 
since E(S, T) > 0. Therefore it, & fi strictly improves the objective function (3) in (D). 
This process of changing from rc, A, F to the better solution Z, 2, p is known as positive 
cut cancelling. 
Positive cuts in (D) are largely analogous to negative cycles in (P). However there 
are a few differences. If Q is an augmenting cycle and Q’ is the cycle Q with the reverse 
orientation then c(Q) = - c(Q’). This property does not hold for cuts in general, that 
is, V(S, T) does not necessarily equal - V( T, S). Furthermore, the cost of a cycle 
does not depend on x whereas the value of a cut does depend on ‘II. 
A dual pair of theorems about cut cancelling and cycle cancelling are: 
Theorem 3.2 (Hassin [28]). rc, A, p are optimal in (D) iJaand only ifthere are no positive 
cuts with respect to rc, il, p. 
Theorem 3.3 (Klein [34]). x is optimal for (P) if and only if there are no negatiue cycles 
with respect to x. 
Just as Theorem 3.3 naturally suggests a primal negative cycle cancelling algorithm 
(called Klein’s algorithm in Goldberg and Tarjan [25]), Theorem 3.2 suggests a posit- 
ive cut cancelling algorithm, which we will call Hassin’s algorithm (we attach Hassin’s 
name to the general positive cut cancelling algorithm because his thesis [28] is the first 
reference we know of to consider cut cancelling): 
Cut Cancelling Algorithm (Hassin’s algorithm). 
Step 0. Find any feasible n (e.g., by the Shortest Path Initialization algorithm). 
Step 1. Find a positive cut (S, T) with respect to n. If none exists, STOP; 7t is 
optimal. 
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Step 2. Cancel (S, T) via (17) and go to Step 1. 
Cut Cancelling can be varied by specifying different positive cut selection rules (see 
[16,29]). In particular, we shall develop a strongly polynomial version of Hassin’s 
algorithm by selecting cuts defined as follows: 
Let (S, T) be any augmenting cut with respect to a feasible dual solution rc and 
define the mean value of(S, T) as 
J’“(S, T) I/=(& T) = ,ls, T>, 3 (18) 
and a maximum mean cut as a cut (S*, T *) which achieves the maximum in 
max ( V”(S, T)}. 
(s, 7’) 
Also define 
l+c) = v”(S*, T*) 
as the value of a maximum mean cut with respect o rc. 
Hassin [30] defines maximum mean cuts differently; in particular by substituting 
IS/ in the denominator of (18) rather than 1 {(S, T)} 1. He uses the terms arc-wise and 
node-wise to distinguish between, respectively, our and his definition. Hassin shows 
that cancelling node-wise maximum mean cuts can take exponential time in general 
(which is unfortunate since node-wise maximum mean cuts can be computed in only 
O(MF(m, n)) time by the method in Gallo, Grigoriadis and Tarjan [23]). In this 
paper, all references to mean cut values use the arc-wise definition. An unrelated 
version of maximum mean cuts appears in Barahona [4], who considers undirected 
graphs with a single capacity. 
The Maximum Mean Cut Cancelling algorithm (MMCC) is Hassin’s algorithm with 
the maximum mean cut selection rule. 
This algorithm is the dual analogue of Goldberg and Tarjan’s [25] minimum mean 
cycle cancelling algorithm. In that algorithm they choose to cancel a negative cycle 
minimizing c( Q)/I Q 1, a minimum mean cycle. In Section 6 we develop a faster variant of 
MMCC called Dual Cancel and Tighten which is the dual version of Goldberg and 
Tarjan’s [25] (primal) Cancel and Tighten algorithm. 
4. Dual approximate optimality 
4.1. Kilter diagrams 
In order to analyze MMCC and DCT, we need a dual notion of Goldberg and 
Tarjan’s [25] approximate optimality. For this, we need to make some definitions 
concerning dual kilter numbers. 
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,6(X, X)ij = 0 
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S(T, X)ij > 0 
. 
S(T, X)ij > 0 




Fig. 1. Measurement of signed horizontal kilter numbers, a(~, x)~~. 
We recall that a kilter diagram like Fig. 1 is a graphical representation of the 
complementary slackness conditions (5) for an arc i -+ j with respect to a dual feasible 
7~ and a circulation x (see, e.g. Lawler [35]). That is, when the current (xij, Zj - xi) for 
i -+ j lies on the heavy kilter line in Fig. 1, then xii and nj - pi satisfy (5), and we say 
that i - j is in kilter. 
Otherwise, we say that i + j is out of kilter, and we can measure how far i -+ j is out 
of kilter by defining 
I 
Uij - Xij, if Cij < 0, 
Uij - Xij, if Cij = 0, Xij > Uij, 
S(7C,X)ij = lij - Xijt if Cij > 0% 
lij - Xij, if Cij = 0, Xij < lij, and 
0, otherwise, 
(19) 
the signed horizontal kilter number (see Fig. 1). 
Arcs which are in-kilter have their horizontal kilter numbers equal to zero. Sim- 
ilarly, we may define signed vertical kilter numbers E(TC, x)ij = C3. The unsigned kilter 
numbers 16(n, x)ij) and I&(x, X)ijl are more customary in the literature, particularly 
with the Out of Kilter algorithm [35], where they measure the amount of violation in 
the complementary slackness conditions for each arc. 
In our notation, 6’s will always refer to differences between arc flows and bounds 
(horizontal distance on a kilter diagram), and E’S will refer to dual values C;j (vertical 
distance on a kilter diagram). This is consistent with the definitions (8) and (16) of S(Q) 
and E(S, T). 
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It will be helpful to re-express V(S, T) in terms of the 6(rc, x)‘s. In the same sense 
that ~(71, x) is a primal reduced cost, 8(7c, x) is essentially a dual reduced cost. It is well 
known that it makes no difference if we replace Cij by Cij in (7). Similarly, summing the 
conservation equation (1) over i E S and adding to (15) we get 
V(S, T) = 1 (1, - Xij) - C (Uij - Xij) - C (1, - Xjj) 
c‘.. z 0 
r-;ls(S,T) 
F,, I 0 E.>O 
I-JC(T.s) i-Ye(T,S) 
+ 2 (Uij - Xij). (20) 
Eq < 0 
i-Js(s,T) 
We call (S, T) a nice cut (with respect to rc and x) if for all i + j E (S, T) with C; = 0 we 
have Xij < I,, and for all i +j~( T,S) with CE = 0 we have xij > uii. It will turn out 
that maximum mean cuts are always nice with respect to the flow proving their 
optimality. When (S, T) js nice, (20) can be re-written as 
l’(S, T) = C d(~n,x)ij- C 6(n, x)ij. (21) 
i+je(S, T) i--js(T, S) 
Note that for nice cuts, V(S, T) does equal - V( T, S), and that (21) closely resembles 
(7). Thus nice cuts more closely mimic cycles, although V(S, T) still depends on rc. 
To analyze our algorithm, we defined a totally positive cut (with respect to rc and x) 
as a cut (S, T) such that 
i+j~(S, T) * (Xij < ~ij and Eij < 0), or Xii < l,j, 
and 
i + j E (T, S) j (xij > /ij and Cij > 0), or Xij > Uij 
(see Fig. 2 for a picture of possible kilter changes from cancelling a totally positive 
cut). Note that a totally positive cut is automatically nice, and is a cut for which every 
term in (21) is positive. Also, every totally positive cut is positive, but not conversely. 
Fig. 2.. Possible changes due to cancelling totally positive cuts. 
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Fig. 3. “Fattened” kilter diagrams for (a) Single-Sided and (b) Double-Sided algorithms. If all kilter points 
xijr nj - xi lie in the shaded area or on the kilter line, then n is &optimal. Note that all shaded points in (a) 
are primal feasible, whereas some in (b) are not. 
4.2. Definition of &optimality 
Many strongly polynomial algorithms for MCNF have used the concept of approx- 
imate optimality (see Tardos [Sl], Bertsekas [6], Goldberg and Tarjan [25, 261, 
Fujishige [19], and R&k [48]). We now define dual approximate optimality condi- 
tions which will be instrumental in developing a strongly polynomial algorithm based 
on cut cancelling. As in Goldberg and Tarjan [25], approximate optimality can be 
viewed as “fattening” the kilter line by a tolerance. Whereas Goldberg and Tarjan 
fatten the horizontal segment of the kilter line, we are interested in fattening the 
vertical segments. We have a choice here: we can fatten the kilter line only on the 
inner, primal feasible side to get a Single-Sided algorithm (see Fig. 3(a)), or on both 
sides to get a Double-Sided algorithm (see Fig. 3(b)). (This distinction does not arise in 
the primal case since both sides of the horizontal segment of the kilter line are dual 
feasible as long as all bounds are finite, as is assumed in Goldberg and Tarjan [25].) 
We choose to present the Double-Sided algorithm here since it extends to the Dual 
Cancel and Tighten algorithm more naturally than the Single-Sided algorithm. 
However, with an appropriate redefinition of a maximum mean cut, the Single-Sided 
algorithm works for maximum mean cut cancelling, and has an analogue of Dual 
Cancel and Tighten, with the same complexity and essentially the same proofs (see 
McCormick and Ervolina [37]). Thus we shall refer to the Double-Sided algorithm as 
just the maximum mean cut cancelling algorithm for the remainder of this paper. 
We would like to claim that for nice cuts, if arc i -+ j determines F(S, T) in (16), then 
i -j comes into kilter. However, if 
(i) Cij < 0 and Xii < lij: 
or 
(ii) Cij > 0 and Xij > Uij, 
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Fig. 4. An arc i +j which has uij - lij small relative to 6(n) may not come into kilter if it determines the min 
ratio test during a cut cancellation. 
(see Fig. 4), then although Eyi = 0, i-j is not in kilter with respect to 7~ since 
xij violates a bound. 
To avoid this we modify our definition of cut cancelling by redefining E(S, T) 
as 
E(S, T) = min 
i 
min ( Aij 1 iij = - 1, xij > lij >, 
min { pij 1 flij = - 1, Xij < Uij}, 
(22) 
where n^ and fi are as defined in (12) and (13). This new definition excludes those 
arcs which are outside of the vertical kilter lines from the min ratio test which 
determines e(S, T). Thus the arc which does determine s(S, T) will indeed come 
into kilter (unless s(S, T) = + a3, in which case A, i, I-; is an unbounded direction 
for (D)). 
Usually the value of a cut depends on the current value of Cij for all arcs across 
(the cut. But the above modification allows an arc to “pass the kilter line” and 
hence have its value of Cij change midway during the cut cancellation, which 
changes the value of the cut. However, we are only interested in cancelling totally 
positive cuts, and even though the cut may change value, it still remains totally 
positive (we show later that maximum mean cuts are totally positive). We shall 
assume that this modified version of cut cancelling is in effect for both MMCC 
and DCT. 
We now define dual approximate optimality conditions which will be instrumental 
in analyzing MMCC and DCT. If 7~ is feasible for (D), then for 6 2 0 we say 7-t is 
b-optimal if there exists a circulation x such that all signed horizontal kilter numbers 
satisfy 
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(see Fig. 3(b)). Alternatively, 71 is &optimal if it satisfies the rekzxed complementary 
slackness conditions (compare to (5)) 
Eij < 0 a lUij - Xijl I 6, 
Eij > 0 ~ JXij - lijJ I 6, 
and 
Cij = 0 ~ lij - 6 I Xij I Uij + 6. 
Thus n is O-optimal if and only if 7~ is optimal for (D). For any feasible 7c and 
circulation x, define 
h,,,(n, X) = max 16(x, X)ijl, 
i-j 
the maximum unsigned horizontal kilter number. Now for any feasible 71, define 
S( 7~) = min { Smax(7c, x) 1 x is a circulation}, (23) 
the smallest 6 such that 7c is S-optimal. If x is a circulation such that &,_(7~, x) = C?(X) 
we say that x is tight for C?(X). As Goldberg and Tarjan [23] do with primal 
approximate optimality, we shall prove a min-max theorem concerning 6(n) and 
a tight x which minimizes (23). 
5. The Maximum Mean Cut Cancelling algorithm 
5.1. Cancelling maximum mean cuts geometrically reduces S(z) 
The following lemma is analogous to Theorem 3.2 in Goldberg and Tarjan [25], 
and shows that with integer data, if 8(7c) is small enough then 7c must be optimal. 
Lemma 5.1. Zf z is a feasible dual solution, 1 and u are integral, and there exists 
a circulation x such that &,,ax(~, x) < l/m, then 71 is optimal. 
Proof. If (S, T) is any cut, then from (20) we get 
Vn( S, T) = 1 (lij - Xij) - 1 (Uij - Xij) - 1 (lij - Xij) 
I-?! Ep$) 1 -,r EJ$” 1 
+’ C (Uij - Xij) -” 




F,, < 0 
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By integrality of I, u we must have V(S, T) I 0. Since this holds for all cuts there 
cannot be any positive cuts, which implies (by Theorem 3.2) that 7c is optimal. 0 
Corollary 5.2. If TC is S-optimal, then for any cut (S, T) we hazle 
V”(S, T) I I(S, T}I.6 
In particular, S(n) 2 P(z). 
Proof. Immediate from (24). 0 
A key result in the analysis of maximum mean cut cancelling is the following 
theorem which establishes the connection between maximum mean cuts and 6- 
optimality. 
Theorem 5.3. For any feasible z, 6(n) = max{O, v(n)>. 
Proof. Define 6 = max(O, v( rc)), and network g(6) as 9 with modified bounds l”(6) 
and u”(6) defined by (see (6)) 
l~j(6) = l:j - 6, Uyj(6) = UC + 6. (25) 
We use subscripts to denote which network a cut value is taken with respect to. An 
easy computation shows that 
vqa,(S, T) = J’&S, T) - 6. I{& T) I. (26) 
Thus if 6 = 0, then Vg(dj(S, T) < 0 for all (S, T), so by Hoffman’s Circulation 
Theorem there is a bounded circulation x in 9( 6). But this x satisfies complementary 
slackness (5), so rc is optimal to (D), and hence 8(z) = 0. 
Thus we can assume that 6 = V(X). From Corollary 5.2 we know that 6(z) 2 v(n), 
so all we need to show is that 6(n) I P(n). From (26) we get that 
for all cuts (S, T). Hoffman’s Circulation Theorem again implies that there is 
a bounded circulation x in g(8). But now by (25) 6max(rc, x) I 6 = v( rc), so 
6(7c) I V(n). q 
Corollary 5.4. v( S, T) = V(n) (i.e., (S, T) is a maximum mean cut) and x is tight for 
n if and only if 
a(~,x)ij = + 6(n) for all i-+jE(S, T), 
and 
S(n,x)ij= - 6(7t) for all i-+jE(T,S). 
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Proof. Immediate from (24) and Theorem 5.3. Cl 
Theorem 5.3 and Corollary 5.4 are just strong duality and complementary slackness 
results between b-optimality and maximum mean cuts (see Ervolina [14] or Hassin 
[30] for alternate, less constructive proofs of Theorem 5.3 which directly use linear 
programming duality). Mean duality seems to have been noticed first by Engel and 
Schneider [13]. 
McCormick and Ervolina [36] presents the Parametric Maximum Mean Cut 
(PMMC) algorithm which finds a maximum mean cut (S, T) and a tight x for any 7~. 
Subsequent to the original version of [36], Iwano et al. [32] proposed an algorithm 
for computing maximum mean cuts based on approximate binary search (see Orlin 
and Ahuja [44]). Their algorithm is superior to PMMC under the Similarity Assump- 
tion. Also subsequent to the original version of [36], Radzik [45] (see also Rote [SO]) 
improved our original bounds on PMMC. (Radzik also has a more complicated 
algorithm whose bound slightly beats the ones below in some circumstances.) We 
record the bounds on the running times of these algorithms below: 
Theorem 5.5. PMMC runs in O(MC(m, n).min{n, log(nU)/(l + loglog 
- log log n)}) time, and approximate binary search runs in O(mnlog(nU)) time. Thus 
our best strongly polynomial bound uses PMMC and is O(MC( m, n). n), and under the 
Similarity Assumption our best bound uses approximate binary search and is 
O(mn log n). 
From Corollary 5.4 we see that Fig. 5 depicts all possible kilter changes which can 
occur during a maximum mean cut cancellation. (Note that maximum mean cuts are 
totally positive cuts with respect to rr and a tight x, and are therefore nice cuts.) 
Fig. 5. Possible kilter changes during the cancellation of a maximum mean cut (S, T). The circulation x is 
tight for x. 
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Lemma 5.6. d(z) is nonincreasing when cancelling maximum mean cuts. 
Proof. Let rr be a feasible dual solution immediately before a maximum mean cut 
cancellation with x tight for rc, and rc’ be the update dual solution immediately after 
the cut cancellation. The cut cancellation will not increase any horizontal kilter 
numbers (i.e., 16 (TX, X)ij 1 2 I6( TC’, X)ij 1 for all i -+ j) which implies that 
6(7c) = &&71, x) 2 bmax(7r’, x) 2 6(n). 0 
This lemma is one of only two places where we use the fact that we are cancelling 
maximum mean cuts in order to prove a result needed for the complexity analysis. 
The next two lemmas are instrumental in proving that MMCC is polynomial. They 
are dual analogues of Lemmas 3.4 and 3.6 in Goldberg and Tarjan [25]. 
Lemma 5.7, If 7t is any feasible dual solution and x is a circulation such that there are no 
totally positive cuts with respect to 7~ and x, then 8(n) I (1 - l/m). &,,ax(~, x). 
Proof. We can assume that is(n) > 0, else the conclusion is trivial. Let (S, T) be 
a maximum mean cut in 9 with respect to n. By hypothesis, (S, T) is not a totally 
positive cut with respect o rr and x, so there must exist an arc v -+ w E {S, T} such that 
either: 
(i) v+w~(S, T) and S(rc,x),,, 10, 
or 
(ii) v-+wE(T,S) and 6(n,x),,?O. 
Consider case (i) with C,, 2 0 (the other cases are similar). Using (24) we get 
Dividing through by 1 {S, T} /, we get 
J?S, T) 5 
1”,, - x,n’ 
IIS, T)I ’ 
NOW 6( rc, x),, 5 0 implies that l,, - x,, < 0, and certainly 1 {S, T} ) 5 m, so we get 
V”( S, T) I (1 - l/m). 6,,,( 71, x). 
But now from Theorem 5.3 we have that b(n) = Y(X) = p(S, T), so we are done. 0 
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The next lemma was originally given by the authors (see [ll]). However, Radzik 
and Goldberg [47] have recently given an improved version which provides a tighter 
bound. We incorporate their idea here. 
Lemma 5.8 [47]. A sequence of n - 1 maximum mean cut cancellations reduces 6(z) to 
at most 1 - l/m times its original value. 
Proof. Consider a sequence of maximum mean cut cancellations with initial dual 
solution TC’ and tight circulation x0. Let the kth cut (S,, r,) be the first one which is 
not totally positive with respect to no, x0. Then there must exist an arc 
v + w E {Sk, Tk} such that either: 
(i) u + WE(& Tk) and 6(rc”, x0)“,,, I 0, 
or 
(ii) v-+wE(T~,S~) and ~(x~,x~)~,,,~O. 
Now, as in the proof of Lemma 5.7, we have 
Vno(Sk, Tk) I (1 - l/m).s(rt’), 
and from Lemma 5.6 and Theorem 5.3, we get 
6(rck) I 8(x0) = v(rc’) I vRo(Sk, Tk) I (1 - l/m).@z’). 
Now each cut brings at least one (additional) arc into kilter. Consider an undirected 
graph G = (N, E) with i - j E E if and only if i + j or j -+ i is in-kilter. Now for any 
totally positive cut, the corresponding undirected cut in G must be empty (totally 
positive cuts cannot contain in-kilter arcs). But each cancellation then reduces the 
number of connected components in G. Thus there can be at most n - 1 cut 
cancellations before no totally positive cuts remain with respect to 71’. Hence 
kin-1. q 
5.2. Time bounds on MMCC 
Lemma 5.7 gets us our first bound on the number of cuts cancelled: 
Theorem 5.9. lf all bounds are integers then MMCC terminates after O(mnlog(nU)) 
iterations. 
Proof. Let 7~’ be the initial rr obtained by the Shortest Path Initialization algorithm, 
with initial maximum mean cut (So, To). Note that Vxo(So, To) I #{So, To} 1 
+ /Sol). U, implying (by Theorem 5.3) that S(rr’) = vno(SO, To) I (1 + (n - 1)). U 
= nU. By Lemma 5.1, if I < l/m, then x is optimal. Now by Lemmas 5.6 and 5.8, 
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we have that if p is the total number of iterations, (1 - l/m)L (P - lYn ‘rrU 2 l/m. 
Therefore 
Since 
log(1 - l/m) s - l/m when m > 1, 
we have that p = O(mnlog(nU)). 0 
To obtain a strongly polynomial bound we use a key lemma that is a dual version of 
one initially proposed by Tardos [Sl] (see Cook et al. [lo]). A slightly simpler version 
of the dual result was given by Fujishige [ 191. The lemma shows that when an arc flow 
gets far enough away from its bound, relative to the current value of 6,,,(n, x), then 
we can be assured that, at optimality, it will not reach that bound. From complement- 
ary slackness we know that if xi*j > 1, (respectively X; < Uij) then 2; = 0 (respectively 
~Lirj = 0), so in essence, the lemma guarantees that dual variables become fixed. 
Lemma 5.10. Suppose 71 is b-optimal for some 6 > 0 with respect to a circulation x. 
Furthermore, suppose there exists an arc i + j with either: 
(9 Uij - Xij > m6, 
or 
(ii) Xij - lij > m6. 
Then there exists an optimal bounded circulation, call it x’, such that: 
Xij < Uij in case (i), 
or 
xjj > lij in case (ii). 
Proof. Let x * be any minimum cost bounded circulation. Since TL is b-optimal, for any 
arc i +jEA 
if CG > 0 then Xij - lij I 6, 
and 
if C~j < 0 then uij - Xij I 6. 
Now consider the k I m conforming augmenting cycles Q 1, Qz, . . , Qk and scalars 
or, z2,. . . , zk > 0 from the flow decomposition theorem (Theorem 3. l), which satisfy 
conditions (9)-(11). Now of these k augmenting cycles, throw away all Qi which have 
c(Qi) = 0. This results in an optimal solution x’ (cTx* = cTx’ since x* and x’ differ 
only on zero cost cycles). Thus with respect o n each cycle Qi must contain at least one 
arc v -+ w with either: 
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C:,,, > 0 and xf; = - 1 
or 
E:,,, < 0 and x$; = +l. (27) 
NOW consider an arc i --t j for which Uij - Xij > m6. We can assume that Xij < x;j, else 
the result is trivial. Then from Theorem 3.1 we have that 
xlj - Xij ~ C Ti ~ k6, (28) 
i=l 
(the last inequality comes from the fact that ti 5 6 for all cycles Qi since each Qi 
contains at least one arc satisfying (27), and hence each cycle can be augmented by at 
most 6). 
Now by (28) 
I?28 - (Uij - X;j) < Uij - Xij - (Uij - Xij) = Xij - Xij < k6 I m6. 
Thus Xij < Uij. The case for i +j with xij - lij > m6 is similar. 0 
Theorem 5.11. Suppose that, with respect to z with tight circulation x, we cancel 
maximum mean cut (S, T). Then by the time an updated 71’ satisfying a(~‘) < 6(7c)/m 
OCCWS, the A, OY ~ij of at least one arc i -+ j E (S, T} becomes fixed at zero. Since 3”ij or 
~ij was changed when (S, T) was cancelied, this dual variable was not fixed before (S, T) 
was cancelled. 
Proof. Let x’ denote a tight circulation for rr’. Then there must be an i +j~ (S, Tj 
such that I~(z, x’)l 2 6(rc), else x’ would be tighter for rc than x. If i + j E( T, S) we 
cannot have Xij - Uij 2 S(Z) because Xfj - Uij I 6(x’) < S(Z). Thus we get 
Uij - X:j 2 8(7C) > m6(7c’), 
and can conclude from Lemma 5.10 that pij becomes fixed at zero. The proof for 
i -je(S, T) is similar. q 
Note that the “maximum mean” property was used a second and final time to 
guarantee an arc i---f j with 16(~, x’)ijl 2 6(x). 
Arguing as in the proof of Theorem 5.9, we see that each block of p E mnlogm 
= O(mnlogn) iterations of MMCC reduces S(Z) by a factor of at least m. Thus, by 
Theorem 5.11, each p iterations a new dual variable becomes fixed, so that in only 
O(mp) = 0(m2n log n) iterations all dual variables will become fixed and we must be 
optimal. Radzik and Goldberg [45] have performed a more careful analysis of how 
6(n) decreases that squeezes out a factor of O(logn) from the time bound (their 
analysis applies to minimum mean cycle cancelling as well). 
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Theorem 5.12 [47]. For arbitrary real arc bounds, MMCC terminates after O(m’n) 
iterations. 
Putting all these pieces together results in: 
Theorem 5.13. MMCC solves MCNF with integer bounds in 
O(min{n.MC(m, n), mnlog(nU)}~min{m2n, mnlog(nU))) 
time. Under the Similarity Assumption this becomes 0(m2n2 log’ n) time. The algorithm 
solves MCNF for arbitrary real data in O(MC(m, n)m2n2) = 0(m3n310g(n2/m)) 
time. 
Proof. Immediate from Theorems 5.9, 5.12, and 5.5. 0 
6. The Dual Cancel and Tighten algorithm 
DCT differs from MMCC in that it maintains an explicit primal x as well as a dual 
feasible rc, and it employs a more flexible cut selection rule. The overall result is a more 
efficient cut cancelling algorithm. 
The idea of DCT is to find and cancel totally positive cuts (using Lemma 6.1 below) 
until none remain; then perform a partial tighten which finds a “tight enough” 
circulation x’such that S(n) I Smax(z, x’) s (1 - I/m). 6,&n, x) (Lemma 5.7 ensures 
that such an x’ exists). Hence partial tightening produces the same geometric decrease 
in 6(n) as exact tightening (finding an x’ with 6,,,( n, x’) = 8(z)). The savings comes 
from the facts that totally positive cuts are easier to find than maximum mean cuts, 
and that a partial tighten can be done much faster than an exact tighten. 
For any feasible dual solution 7~ and any circulation x, define the admissible graph 
AG(n, x) with the same nodes as 9 and admissible arc i -+ j if 8(x, x)ij 2 0, and 
admissible arc j + i if 6( 71, X)ij I 0. This definition of admissible graph is motivated by 
the fact that we are dealing with dual approximate optimality, which allows circula- 
tions to be infeasible. In particular, the admissible graph orients arcs such that any 
directed cycle in AG( 7c, x) can be augmented by an amount 6 I a,,,,,( z, x), and the 
resulting circulation x’ will have dmax(z, x’) I 6,,,(n, x). Note that every in-kilter arc 
has both a forward and a reversed arc in the admissible graph. Also, a node partition 
(S, T) induces cuts in both &@ and AG(n, x). The next lemma follows immediately 
from the definitions, and forms the basis of the Cancel part of DCT. 
Lemma 6.1. (S, T) is totally positive in 53 with respect to 7~ and x ifand only if(S, T) is 
a forward directed cut in AG(rc, x). 
Dual Cancel and Tighten algorithm. 
Input: A feasible dual solution 71, and a circulation x. 
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Step 1 [Dual Cancel]. Repeatedly cancel totally positive cuts until none exist. 
Step 2 [Dual Tighten]. Find circulation x’ such that Smax(n, x’) I (1 - l/m). 
6,,,(n, x). If 1, u are integer and &_(z, x’) I l/m then STOP (for 1, u real, stop 
when all dual variables have become fixed), 71, x’ are optimal; otherwise go to 
Step 1. 
6.1. Dual Cancel 
The input for Dual Cancel is a circulation x, which remains fixed, and a feasible 
dual solution rc. We use a two-pass procedure for finding and cancelling totally 
positive cuts. Select an arbitrary root node r. Then with respect to the admissible 
graph AG( 7c, x), the first pass finds directed cuts (S, T) with r E S, and the second pass 
finds directed cuts (S, T) with r E T. By Lemma 6.1, each cut (S, T) found in the first 
pass, and each cut (T, S) obtained by reversing those cuts found in the second pass, is 
totally positive. 
Our implementation of Dual Cancel solves each pass by using a shortest path 
calculation to effectively cancel many totally positive cuts at once (this idea 
was independently discovered by Radzik [45]; the idea goes back to Edmonds 
and Karp [12]). We will construct a directed graph G = (N, A’) with non- 
negative distances d such that when we compute optimal distance labels d* 
with respect to d in G, the “level cut” (S, T) defined by S = (iI d? < ct> is a 
totally positive cut for each scalar CX. Furthermore, updating n by d* will have 
the effect of cancelling each of these totally positive level cuts (in accord with 
(22) . 
Dual Cancel. 
Step 1.1. Form the directed graph G(N, A’) with arcs A’ and distances d as follows: 
for all i +jgA, 
if J(n, X)ij 2 0 (3 dj* must be at least d* to keep level cuts totally 
positive), 
then i+jEA’, dij E 0 (force d* < dJ), and 
j-+iEA’, dji z 
i 
+ a, if Xij 5 Iij 
(j -+ i can’t determine E), 
- Cij 2 0, if Xij > lij 
(j + i might cause E = - Cij); 
if a(~, X)ij I 0 (a d? must be at least dj* to keep level cuts totally 
positive), 
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then j + ie A’, dji E 0 (force dj* 5 df), and + a, if Xij 2 Uij 
i~jEA’, dij ~ 
(i -j can’t determine E), 
Cij 2 0, if Xij < Uij 
(i --f j might cause E = Cij). 
Step 1.2. Find a tree of shortest directed paths from r to each node i E N. Let d * 
denote the optimal distance labels. 
Step 1.3. Set 7c:= rc + d*. 
Step 2.1. Reform G(N, A’) as in Step 1.1 using the updated dual solution. 
Step 2.2. Find a tree of shortest directed paths from each node i E N to Y, and again 
let d* denote the optimal distance labels. 
Step 2.3. Set rc:= TC - d*. 
Lemma 6.2. Dual Cancel is correct and runs in O(SP(n, m)) time. 
Proof. It is easy to check that d is indeed nonnegative, that the level cuts are totally 
positive, and that the updates of rr in Steps 1.3 and 2.3 correspond to cancelling the 
level cuts as in (22). Arcs that are in-kilter remain so, because in-kilter arcs i -+ jE A 
create arcs i ---f j, j -+ i E G with d, = dji = 0; thus dzF = dJ. Furthermore, all arcs in the 
shortest path trees will be brought into kilter as a result of Steps 1.3 and 2.3. Therefore, 
AG(n, x) (with respect to the new 7~) is now strongly connected, since Step 1 (respec- 
tively Step 2) creates directed paths from r to all i (respectively all i to r). Since 
AG( 71, x) now contains no directed cuts, by Lemma 6.1, it has no totally positive cuts. 
Each of Steps 1 and 2 is dominated by the shortest path computation with 
nonnegative distances over a graph with at most n nodes and 2m arcs. Thus the 
complexity of Dual Cancel is O(SP(n, m)). cl 
6.2. Dual Tighten 
Here is the idea of Dual Tighten: Recall from the definition of the admissible graph 
that if we push a little bit of flow around a directed cycle Q in AG(n, x), then 6(rc, x)ij 
will decrease for all i + j in Q. Since the admissible graph at the end of Dual Cancel is 
strongly connected, we can find a collection of at most m cycles covering all arcs. 
Pushing flow around all these cycles simultaneously will decrease &,ax(z, x). 
A naive approach to Dual Tighten is to simply perform m graph searches, one for 
each arc, to find the necessary cycles. By using depth Jirst search ( DFS), this would 
require O(m) time per search (see Tarjan [53]), and so the overall time would be 
O(m2). 
The sum of the incidence vectors of these cycles is a pure circulation (a circulation 
with d = 0) in 9. Thus an equivalent formulation is to find a bounded circulation Ax 
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in network 53’ with d = 0, and with bounds I’ and u’ defined by 
if 6(x, x)ij > 0 then l;j = + 1, U:j = + CO 
(admissible arc i +j is covered), 
if 8(x, x)ij < 0 then l:j = - CO, uij = -1 
(admissible arc j + i is covered), 
if6(n,x)ij=O then1;j= -co,u:~= +GO 
(in-kilter arcs don’t need to be covered). (29) 
Finding a bounded circulation Ax in 53’ is the essential step of Dual Tighten which we 
now state: 
Dual Tighten. 
Input: A feasible dual solution 71 and a circulation x for which there exist no totally 
positive cuts. 
Step 1. Find a pure circulation Ax in 9’ bounded by the I’ and U’ from (29). 
Step 2. Compute 
CI~ = min 
8max(71~ x, - a(% X)ij 
AXij Axij < 0, Fyj # 0 1 ( * 6(7t, x)ij 5 0) , - 
~1~ = min 6max(n~ x, + 6(x9 x)ij > 1 Ax, AXij 0, 25 # 0 + ( * S(K, X)ij 2 0) 2 
ct3 = min bmax(7t~ xl + t”ij - xij) - 
1 + AXij 
c~j=O,AXij>O , 
I 
a4 = min ‘max(‘T ‘) + (‘ij - ‘ij) cn. = 0 Ax., < 0 
1 - AXij 1J ’ 1J 
(30) 
and 
CI = min{a,, IQ, a3, Q, &_(E, x)> > 0 (see Fig. 6). 
Set xl:= x + a.Ax. 
A fast implementation of Dual Tighten is obtained from a specialized version of the 
Phase I Max Flow procedure of [15]. We initialize Ax as follows: 
i 
+ 1, if 6(n, X)ij > 0, 
Axij = -1, if 8(7C, X)ij < 0, 
0, if 6(X, X)ij = 0. 
NOW define the excess at node i by ei = xk_i Axki - CidjAxij. Then we want to push 
flow from positive excess nodes to negative excess nodes. Note that we can feasibly 
push flow along any directed path in AG( n, x), and we can push as much as we want, 
since the “residual capacity” of each admissible arc is + cc by (29). Since AG(n, x) is 
strongly connected, the search for a directed path in AG(q x) can never fail. A graph 
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Fig. 6. Four cases determining a. As kilter points move, the “Smar(n, x’) lines” simultaneously collapse 
about the vertical kilter lines. 
search from each positive excess node, pushing its excess to negative xcess nodes until 
its excess drops to zero, will achieve a time bound of O(mn) (because there are only 
O(n) positive excess nodes). 
But we can do better with a two-pass procedure called Tree Circulation, much in the 
spirit of Dual Cancel. The idea is to create two directed trees over admissible arcs with 
the same root. The first has all arcs directed toward the root (an in-tree) and the 
second has all arcs directed away from the root (an out-tree). The two trees may have 
arcs in common. Now in the first pass we push all the positive excess up the in-tree to 
the root, and in the second pass we pull the negative excess from the leaves of the 
out-tree to the root. The second pass is the same as the first pass but with all 
orientations reversed, so we leave it to the reader to write out the details. 
Tree Circulation. 
Initialize. Select a root r and create two directed trees (using any graph search) 
rooted at r: TI an in-tree and To, an out-tree. For all i, compute a:(i), the in-degree of 
i in T, and 06 (i), the out-degree of i in To. 
Pass 1 [PUSH-J. 
(a) Unmark the nodes and put them on a list in any order. 
(b) Let i be the next unmarked node in the list. 
(c) If Q: (i) > 0 then repeat Step 1 (b). 
(d) [OF (i) = 0 * i is a leaf of T,] If i = r, go to Step 2. Let j be the predecessor of 
i in T,. If ei IO, go to Step l(f). 
(e) [Push Excess] Set Axij:= Ax, + ei, ej:= ej + et, and ei = 0. 
(f) [Cut Leaf] Mark i. Set a:(j):= o:(j) - 1. If 0: (j) = 0 (j is a leaf) then set 
i:= j and go to Step l(c), otherwise go to Step l(b). 
Minimum cost network jlow 159 
Pass 2. [PULL] Repeat Pass 1 using o;(i) and To. 
Lemma 6.3. The circulation Ax found by Tree Circulation satisfies 1 Axijl I 2m - 3 for 
all i + j. 
Proof. The worst case for arc i --) j is to have a flow of 1 initially, have 
e tot = c ek 
ks.t.ek>O 
pushed over i-j in Pass 1, and have etof p ulled over i + j in Pass 2, so that 
1 Ax I I 1 + 2elol. For each node k, let 0 +(k) denote the number of arcs with head 
k (the in-degree of k), and 0 - (k) denote the number of arcs with tail k (the out-degree 
of k). It follows from our initial assignment of Ax that ek = CJ +(k) - o -(k). Thus 
e tot = ks,,;k>o ( +(k) - a-(k)). 
By strong connectivity, c k S,L, ek, o D - (k) 2 1. Clearly 
c a+(k)<m, (31) 
ks.t.ek>O 
but (31) cannot be tight since there exists a node u with e, < 0 (unless all ek are 0, 
in which case the result is trivial). Thus eta, 4 (m - 1) - 1 = m - 2, so that 
IAx\ < 2m- 3. q 
Lemma 6.4. The output x’ of Dual Tighten using Tree Circulation satisJes 
&AX, x’) I(1 - 1/(2m)).L+,(~, x). 
Proof. It is easy to see from Fig. 6 that the numerator of the expression in each Q’S 
minimization is at least a,,,,,( Z, x), and L emma 6.3 shows that each denominator is at 
most 2m - 2. Thus each & is at least 6max(7t, x)/2m, and so is tl. 
Now suppose that i --*j is one of the arcs in Q’S minimization and that CTj < 0, 
SO that Uij - 8maX(rt, X) I Xii 5 Uij. Then X:j = Xij + UAxij 2 (Uij - dmax(7t, x)) + 
(Smax(~, x)/2m). 1 = Uij - (1 - 1/2m&,,(rc, x). On the other side, 
X:j I Xij + C(2Axij 
I Uij + Ijmax(E, X)(1 - 1/2m) 
(since Xij I Uij and (1 + Axij) < 2m). Thus 6(n, X’)ij = IUij - xIjl 5 dmaX(n, x). 
(1 - 1/2m). The other cases are similar. 0 
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Lemma 6.5. Dual Tighten using Tree Circulation runs in O(m) time. 
Proof. The two directed trees are created in O(m) time. For each pass, every node gets 
considered at most once in Step 1 (c), and the total number of Cut Leaf steps is at most 
n - 1 (the number of tree arcs). Thus each pass is performed is O(n) time. q 
Note that in practice the shortest path trees found by Dual Cancel would be used as 
T, and To in Dual Tighten. 
6.3. Time bounds on DCT 
We shall assume that DCT is performed using Tree Circulation for Dual Tighten. 
Theorem 6.6. DCT solves MCNF with integral bounds in O(mlog(nU)) iterations. 
Proof. Each iteration of DCT replaces x with x’ where drna,(~, x’) I (1 - 1/(2m)). 
Bmax(z, x). The rest of the proof follows as in Theorem 5.9. 0 
Note that it is easy to show that there exists a circulation Ax in 9’ which satisfies 
1 dijj 5 m - 1 for all i + j. Indeed, the simple O(mn) graph search technique achieves 
this bound. This would decrease the absolute bound in the above proof by half, but 
the asymptotic bound remains unchanged. 
Theorem 6.7. Each iteration of DCT takes O(SP(m, n)) time. 
Proof. Immediate from Lemmas 6.2 and 6.5. 0 
To show that DCT is strongly polynomial, we need to invoke Theorem 5.11. 
However this requires finding an exactly tight x, which Dual Tighten does not do. 
Therefore it will be necessary to invoke an exact tighten at the beginning of every 
2m log m iterations. 
Theorem 6.8. For arbitrary real arc bounds, DCT with an exact tighten performed every 
O(2m log m) iterations solves MCNF in 0(m2 log n) iterations. 
Proof. Since (1 - 1/(2m)) 2m10gm < l/m, the 2m log m DCT iterations after an exact 
tighten suffice to lower 6 by a factor of at least l/m, so Theorem 5.11 applies. Thus, 
every 2m log m iterations, at least one new dual variable becomes fixed. Since there are 
only 2m A’s and p’s, we have that DCT terminates after at most O(m2 logn) 
iterations. Cl 
Note that this O(m2 log n) bound, while it is strongly polynomial, is worse than the 
0( m log (nU )) bound in Theorem 6.6 under the Similarity Assumption. Thus in most 
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practical cases we would avoid doing any exact tightens. However, if we insist on 
a strongly polynomial bound, performing the O(m) exact tightens needed to fix all 
dual variables is potentially computationally expensive. Using the strongly poly- 
nomial PMMC bound for computing a tight x, we would spend as much as 
O(mnMC(m, n)) = O(m2n2 log(n2/m)) time performing exact tightens. This domin- 
ates all other operations in DCT (in contrast to the situation in (primal) Cancel and 
Tighten, where the exact tightening could be amortized over the other operations). 
However, Radzik [45] pointed out to us that the fixing of dual variables in Theorem 
5.11 can be accomplished with a less stringent (and less expensive) operation than 
exact tightening. We can view exact tightening as allowing 6(n) to take large jumps 
down towards 0. A less expensive operation we call a semi-exact tighten will allow us 
to take nearly as large a downwards jump. 
First we need a definition: A most positive cut (MPC) is a cut achieving the 
maximum in maxcs, Tj V*(S, T). McCormick and Ervolina [36] show that an MPC 
can be found in O(MC(m, n)) time (whereas finding a maximum mean cut, the 
dominant part of an exact tighten, can require Q(n . MC(m, n)) time, see [46]). A key 
observation is that if (g, ?) is an MPC and (S*, T*) is a maximum mean cut, then 
mv(s”, ?) 2 v( S*, T*). Thus if we compute an MPC ($ ?) and set 6,, = m v($ F), 
the network a(&,) with bounds 1” - a,, and un + a,, (see (6)) must be feasible. 
Semi-Exact Tighten. 
Step 1. Compute an MPC (s, F) and set 6,, = m . v” (9, f). 
Step 2. Find a circulation 2 in network g(S,,), and replace our current circulation 
with x”. 
Step 3. Cancel the cut (g, ?). 
Note that a semi-exact tighten costs only one min cut plus one max flow. Since 
semi-exact tightens are a bit weaker than exact tightens we now wait for 
2mlog(m2) = O(mlogn) DCT iterations between semi-exact tightens. 
Theorem 6.9. For arbitrary real arc bounds, DCT with a semi-exact tighten performed 
euery 2mlog(m2) iterations solues MCNF in 0(m2 logn) iterations (compare with 
Theorem 6.8). 
Proof. Denote the dual variables at the beginning of a block of 2m log(m2) iterations 
by it, those at the end by K’, and the MPC cancelled at the beginning by (s”, ?). Recall 
that I? is such that S,,,(it, 1) I 6,,; denote the flow at the end of the block by x’. We 
have chosen the size of the block so that 
(by Lemma 6.4) 
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sjnce the average arc in (9, F’) has its 6(rt’, .x’)~~ at least m&,,,(n’, x’), there exists 
an arc in (s”, F) whose 6( 7c’, X’)ij is at least mdmax (rr’, x’). But then Lemma 5.10 applies, 
and the rest of the proof follows as in Theorem 6.8. 0 
Theorem 6.10. DCT solves MCNF with integer bounds in 
0(min{mlognU,m210gn~~SP(m,n) + m.MF(m,n)) (32) 
time. Under the Similarity Assumption, with no exact or semi-exact tightens, DCT runs 
in O(mlogn.SP(m, n)) = 0(m210gn + mnlogn&) time. Using semi-exact 
tightens, DCT solves MCNF with arbitrary real bounds in O(m2 logn. SP(m, n) + 
m.MF(m, n)) = O(m’logn + m2nlog2n/loglogn) time. 
Proof. The first term in (32) is the time spent in DCT by Theorems 6.10, 6.7, and 6.9. 
The second term comes from performing O(m) semi-exact tightens, each of which 
costs at most two max flows. With the Similarity Assumption it is faster to avoid even 
semi-exact tightens, leaving only the first term. For arbitrary data, using semi-exact 
tightens, for the current best max flow and shortest path algorithms the first term 
dominates. 0 
On a practical note, although exact or semi-exact tightens are in theory not efficient 
under the Similarity Assumption, in practice it would probably be helpful to perform 
a semi-exact tighten from time to time as an optimality check. This would avoid 
having a long asymptotic string of iterations which change x by little amounts when 
rt is nearly optimal. This idea has been tested in an implementation in [38]. 
7. Conclusion 
We have shown that cancelling maximum mean cuts leads to a strongly polynomial 
algorithm, and have given a more efficient Dual Cancel and Tighten version of cut 
cancelling which is also strongly polynomial. The Maximum Mean Cut Cancelling 
algorithm turns out to have exactly the same strongly polynomial bound on its 
number of iterations as Goldberg and Tarjan’s [25] Minimum Mean Cycle Cancell- 
ing algorithm, which was first pointed out by Radzik and Goldberg in [47]. 
However, the overall bound on Maximum Mean Cut Cancelling is worse than the 
overall bound for Minimum Mean Cycle Cancelling because it costs only O(mn) to 
compute a minimum mean cycle (see Karp [33]), whereas the best algorithms for 
computing a maximum mean cut cost O(n. MC(m, n)) (our PMMC [36] with 
Radzik’s bound [46], although Radzik has variants with slightly better bounds) or 
O(mnlog(nU)) (by the approximate binary search algorithm in Iwano, et al. [32]; see 
also [46]). The prospects for speeding up this subroutine are discussed in [36]. Some 
heuristic tricks for speeding it up in practice are discussed and tested in [38]. 
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The number of iterations for Goldberg and Tarjan’s (primal) Cancel and Tighten 
[25] is O(min n log(nC), mn log n) (C is the maximum absolute cost), whereas 
the number of iterations for Dual Cancel and Tighten is O(min mlog(nU), 
m210gn). Dual Cancel and Tighten looks a bit worse since a primal “n” has 
gotten replaced by a dual “ml’. This happens because a cycle has at most IZ arcs, 
whereas a cut can have m arcs. On the other hand, each iteration of Dual Cancel 
and Tighten costs only a (simple) shortest path computation, whereas a (primal) 
Cancel and Tighten iteration costs a (fairly complicated) O(m log n) flow com- 
putation. We believe that Dual Cancel and Tighten has some potential to be a 
practical MCNF algorithm; some preliminary computational tests of it appear in 
C381. 
A possible way to have a dual, cut cancelling MCNF algorithm that exhibits 
1 - l/n decrease in an optimality measure, which would potentially speed up the 
present algorithms by a factor of m/n, was suggested by Hassin [30]: The present 
version of dual approximate optimality relaxes the primal bounds (2) by 6. We could 
instead relax primal conservation (1) by 6. This would lead to Hassin’s [30] alternate 
definition of maximum mean cuts which uses ISI in the denominator in place of 
1 {S, T) 1. Hassin shows that this definition leads to an algorithm that has exponential 
worst case, so this is not a promising avenue. 
Alternatively, Tardos [52] suggested trying a node-wise Dual Cancel and Tighten. 
Flow x would now have to satisfy the modified bounds l”, un (see (6)), but could 
violate (l), leading to excesses ei. However, there does not seem to be a way to 
re-express V( S, T) in terms of excesses (analogous to (21)). This makes it apparently 
impossible to prove the necessary result that if no augmentable cut (S, T) with 
S containing only positive excess nodes exists, then the maximum positive excess can 
be reduced by a factor of at least 1 - l/n (analogous to Lemma 5.7). Thus we know of 
no dual strategy for turning 1 - l/m into 1 - l/n. 
The extra factor of two in Tree Circulation’s bound on JAX,J is annoying. Is there 
an algorithm that is nearly as simple as Tree Circulation, and with the same 
complexity, that avoids the extra two? 
Finally, one of the stated reasons for interest in nonscaling strongly polynomial 
MCNF algorithms is that scaling is potentially messy in practice since it involves 
fractional x’s or 7~‘s. However, in fairness it should be noted that the exactly tight or 
semi-exactly tight x’s here (and the tight n’s in Goldberg and Tarjan [25]) will usually 
be fractional. Thus practical implementation of these algorithms is not quite as simple 
as it may seem (see [38]). 
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