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Abstract. We consider nonsynchronous sampling of parameterized stochastic regression models, which contain
stochastic differential equations. Constructing a quasi-likelihood function, we prove that the quasi-maximum
likelihood estimator and the Bayes type estimator are consistent and asymptotically mixed normal when the
sampling frequency of the nonsynchronous data becomes large.
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1 Introduction
Given a probability space (Ω,F , P ) with a right-continuous filtration (Ft)t∈[0,T ], we consider a stochastic re-
gression model specified by the following equation :
Yt = Y0 +
∫ t
0
µsds+
∫ t
0
b(Xs, σ)dWs, t ∈ [0, T ],
where {Yt}0≤t≤T = {(Y 1t , Y 2t )}0≤t≤T is a 2-dimensional Ft-adapted process, {Wt,Ft}0≤t≤T is a 2-dimensional
standard Wiener process, b = (bij)1≤i,j≤2 : R
n2 × Λ → R2 ⊗ R2 is a Borel function, {µt} and {Xt} are Ft-
progressively measurable processes with values in R2 and Rn2 , respectively, σ ∈ Λ, and Λ is a bounded open
subset of Rn1 . In the case that µt = µ(t, Yt) and Xt = (t, Yt), then {Yt} is a time-inhomogeneous diffusion
process.
Our purpose is to estimate the true value σ∗ of parameter σ ∈ Λ by nonsynchronous observations {Y 1Si}i,{Y 2T j}j and {XkT jk }j,k. In our setting, {µt}0≤t≤T is completely unobservable and unknown.
The problem of nonsynchronous observations appears in the analysis of high-frequency financial data. Re-
cently, as availability of intraday security prices gets increase, the analysis of high-frequency data becomes more
significant. In particular, the realized volatility has been studied actively as an estimator of security returns’
volatility.
In the study of portfolio risk management of financial assets, the quadratic covariation of two security log-
prices is also a significant risk measure. Therefore estimation of quadratic covariation with high-frequency data
has also been studied by many authors. One problem of estimation is nonsynchronous trading. The observation
times of two different security prices do not necessarily coincide.
If Y 1 and Y 2 are synchronously observed at some stopping times {Si}, then the realized covariance between
Y 1 and Y 2 converges to 〈Y 1, Y 2〉T in probability as maxi |Si−Si−1| →p 0. When observation times of Y 1 and
Y 2 are nonsynchronous, to calculate the realized covariance, we need to synchronize the data by some method.
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However, the realized covariance has serious bias if we use a simple synchronizing method such as previous-tick
interpolation or linear interpolation. Epps [11] first indicated this phenomenon by U.S. stock data analysis, and
this phenomenon is called the Epps Effect.
To solve this problem, Malliavin and Mancino [25] proposed a Fourier analytic method, and Hayashi and
Yoshida [15] proposed a estimator based on overlapping of observation intervals. In sequent papers, Hayashi
and Yoshida [16],[17] studied the asymptotic distribution of estimation error of their estimator and proved
asymptotic mixed normality. There also exist some works about estimation of the quadratic covariation with
nonsynchronous data contaminated by market microstructure noise. We refer the reader to Barndorff-Nielsen et
al. [4] for a kernel based method, Christensen, Kinnebrock and Podolskij [8] for a pre-averaged Hayashi-Yoshida
estimator, Aı¨t-Sahalia, Fan and Xiu [3] for a method with the maximum likelihood estimator of a model with
deterministic diffusion coefficients, Bibinger [5],[6] for a multiscale estimator.
With respect to the problem of nonsynchronous observations, essentially nonparametric approach has been
studied. In this work, we use a quasi-likelihood function, that approximates the likelihood function in diffusion
cases and construct a quasi-maximum likelihood estimator and a Bayes type estimator for a parametric stochastic
regression model with nonsynchronous observations. The asymptotic behavior of estimators will be investigated
when time end T is fixed and maxi,j |Si − Si−1| ∨ |T j − T j−1| → 0 in probability. Hence our method can be
applied not only to estimating the quadratic covariation but also to identifying nonlinear structure of process
Y .
There exist many studies about asymptotic theory of parametric estimation for stochastic differential equa-
tions with high-frequency data. Among many studies in a long history, we refer the reader to Plakasa Rao
[28],[29], Yoshida [36],[37],[38], Kessler [22] under ergodicity, Shimizu and Yoshida [31], Ogihara and Yoshida
[27] for jump diffusion processes, Masuda [26] for Ornstein-Uhlenbeck processes driven by heavy-tailed symmetric
Le´vy processes, Sørensen and Uchida [32], Uchida [33],[34] for perturbed diffusions, Dohnal [9], Genon-Catalot
and Jacod [12],[13], Gobet [14], Uchida and Yoshida [35] for the fixed interval case.
One of the most useful approaches to study asymptotic behaviors of quasi-maximum likelihood estima-
tors and Bayes type estimators is the theory of random field of likelihood ratios initiated by Ibragimov and
Has’minskii [18]-[20]. Their theory enabled to reduce the problem of asymptotic behaviors of estimators to
more tractable properties of the random field of likelihood ratios. In [20], they applied their theory to inde-
pendent observations and white Gaussian noise models. Kutoyants [23], [24] developed Ibragimov-Has’minskii’s
theory for diffusion processes and point processes. Yoshida [38] investigated polynomial type large deviation
inequalities to apply Ibragimov-Has’minskii’s theory and discussed consistency and asymptotic normality of
quasi-maximum likelihood estimators and Bayes type estimators for ergodic diffusion processes. This scheme
was also applied to jump diffusion processes in Ogihara and Yoshida [27], Ornstein-Ohlenbeck processes driven
by heavy-tailed symmetric Le´vy processes in Masuda [26], and diffusion processes in the fixed interval in Uchida
and Yoshida [35].
In this work, we construct a quasi-log-likelihood function for the stochastic regression model with nonsyn-
chronous observations. Then we will show consistency, asymptotic mixed normality and the convergence of
moments of the quasi-maximum likelihood estimator and the Bayes type estimator with aid of polynomial type
large deviation inequalities. The advantage of our approach is to obtain asymptotic mixed normality, exact rep-
resentation of asymptotic variance and convergence of moments of the estimators. The convergence of moments
of the estimators is important, e.g., when we investigate the asymptotic expansion and the theory of information
criteria. Moreover, our method does not require any synchronization methods.
In the case of synchronous and equi-space samplings : Si = T i = iT/n, Gobet [14] showed local asymptotic
normality of the likelihood function of observations and obtained the asymptotic lower bound for the variance
of estimators. The estimator proposed by Genon-Catalot and Jacod [12] attains this bound. In the case of
nonsynchronous observations, we expect that local asymptotic mixed normality of the likelihood function holds
and our estimators attain the lower bound of the variance of estimators since our quasi-likelihood function seems
to be asymptotically equivalent with the ’true’ likelihood function and our quasi-likelihood ratio has a LAMN
type limit distribution. However, these problems are not proved in this paper and left as future work.
This paper is organized as follows. In Section 2, we construct a quasi-log-likelihood function Hn and discuss
its non-degeneracy. Section 3 gives the asymptotic behavior of Hn. Section 3.1 deals with two equivalent
conditions of the asymptotic behavior of observation times {Si} and {T j} to control the asymptotic behavior
of Hn. In Section 3.2, we specify the limit of Hn and estimate the rate of convergence. Section 4 studies the
degree of separation of the limit of Hn, which is necessary to prove asymptotic properties of the quasi-maximum
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likelihood estimator and the Bayes type estimator. We also introduce sufficient conditions for the condition
of separation. In Section 5, our main results about asymptotic properties for estimators are stated. Section 6
introduces easily tractable sufficient conditions for assumptions about the observation times in main theorems.
Proofs are collected in Section 7.
2 Construction of a quasi-likelihood
In this section, we define a quasi-log-likelihood function Hn to construct a quasi-maximum likelihood estimator
and a Bayes type estimator.
First, we define some notations. For a real number a, [a] denote the maximum integer which is not greater
than a. For a matrix A, A⋆ denotes transpose of A and ‖ A ‖ represents the norm of A as a linear map. We
regard a p-dimensional vector v as a p × 1 matrix. Ep denotes unit matrix of size p. We set sup ∅ = −∞,
inf ∅ = +∞ and 2N = {2k; k ∈ N}. For M ∈ N and K ⊂ RM , K¯ denotes the closure of K. For a set K ⊂ Ω,
Kc denotes the complementary set of K. For an interval K ⊂ [0, T ] and a stochastic process {Xt}0≤t≤T , we
denote L(K) = infK,R(K) = supK, X(K) = XR(K) − XL(K), Kt = K ∩ [0, t) and |K| = R(K) − L(K). Let
bi(x, σ) = (bi1(x, σ), bi2(x, σ))⋆ (i = 1, 2). For a vector κ = (κ1, · · · , κM ), we denote ∂kκ = ( ∂
k
∂κi1 ···∂κik
)Mi1,···ik=1.
We denote |x|2 =∑i1,···iM |xi1,···iM |2 for x = {xi1,···iM }i1,···iM .
Let Λ satisfy Sobolev’s inequality, that is, for any p > n1, there exists C > 0 such that
sup
x∈Λ
|u(x)| ≤ C
∑
k=0,1
‖ ∂kxu(x) ‖p
for u ∈ C1(λ). It is the case if Λ has Lipschitz boundary. See Adams [1], Adams and Fournier [2] for more
details.
We recall the definition of stable convergence. Given an extension (Ω˜, F˜ , P˜ ) of (Ω,F , P ), let {Xn}n∈N and
X be random variables on (Ω˜, F˜ , P˜ ) with values in a metric space E. Then we say that Xn stably converges
in law to X, and write Xn →s-L X, if E[Yf(Xn)] → E[Yf(X)] as n → ∞ for any bounded continuous function
f : E → R and any bounded variable Y on (Ω,F). See Jacod [21] for more details.
For 1 ≤ k ≤ n2, let observations {Si}i, {T j}j and {T jk }j,k are strictly increasing with respect to i or j
almost surely and satisfy S0 = T 0 = T 0k = 0, Si = inf{t ≥ 0;N1t ≥ i} ∧ T , T j = inf{t ≥ 0;N2t ≥ j} ∧ T , and
T jk = inf{t ≥ 0;Nk+2t ≥ j}∧T for i, j ≥ 1, where {N1t }t, {N2t }t and {Nk+2t }t are simple point processes, that is,
{Nkt } is a ca`dla`g Z+-valued stochastic process whose jumps are equal to 1 and Nk0 = 0 (1 ≤ k ≤ n2+2). These
observations and point processes depend on a positive integer n ∈ N. Let Π = Πn = ((Si)i, (T j)j , (T jk )j,k),
ln = N
1
T−+1,mn = N
2
T−+1,m
k
n = N
k+2
T− +1 for 1 ≤ k ≤ n2, then ln,mn, {mkn}n2k=1 are observation counts. We
also assume {Πn}n∈N are independent of FT . Denote Ii = [Si−1, Si) (1 ≤ i ≤ ln), Jj = [T j−1, T j) (1 ≤ j ≤ mn),
rn = max
i,j
(|Ii| ∨ |Jj |) ∨ max
1≤k≤n2
max
1≤j≤mkn
|T jk − T j−1k |,
and T ′k (K) = max{T jk ; j ∈ Z+, T jk ≤ L(K)} for 1 ≤ k ≤ n2 and an interval K ⊂ [0, T ]. Let {bn}n∈N be a
sequence of positive numbers such that bn ≥ 1 (n ∈ N) and bn → ∞ as n → ∞. {bn} represents order of
observation counts. Conditions for {bn} are given in [A2-q, δ], [A3′-q, η], [A4-q, δ] later.
For a function g : Rn2 ×Λ→ R, let gt = g(Xt, σ), gt,∗ = g(Xt, σ∗), gK,t = g({XkT ′k(K)∧t}k, σ) and gK = gK,T
for interval K ⊂ [0, T ]. We use the symbol C for a generic positive constant which is independent of n and p,
and is varying from line to line without specially stated.
We assume the following conditions.
[A1]
1. The mapping b : Rn2×Λ→ R2⊗R2 has the continuous derivative ∂jx∂iσb and ∂iσb can be continuously
extended to Rn1 × Λ¯ for 0 ≤ j ≤ 3 and 0 ≤ i ≤ 4. Moreover,
sup
σ∈Λ
|∂jx∂iσb(x, σ)| ≤ C(1 + |x|)C
for 0 ≤ j ≤ 3, 0 ≤ i ≤ 4 and x ∈ Rn2 .
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2. bb⋆(x, σ) is elliptic uniformly in (x, σ) ∈ Rn2×Λ, that is, there exists ǫ > 0 such that det bb⋆(x, σ) ≥ ǫ
for (x, σ) ∈ Rn2 × Λ.
3. |b(x, σ) − b(y, σ)| ≤ C|x− y| for x, y ∈ Rn2 and σ ∈ Λ.
4. Y0 ∈ ∩q>0Lq(Ω).
5. There exists γ ∈ (0, 1) such that
sup
0≤t≤T
E[|µt|q] <∞ and sup
0≤s<t≤T
E[|µt − µs|q]
|t− s|qγ <∞
for any q > 0.
6. There exists n3 ∈ Z+ such that {Xt} can be decomposed as
Xt = X0 +
∫ t
0
b˜1sds+
∫ t
0
b˜2sdWs +
∫ t
0
b˜3sdWˆs,
where
b˜it = b˜
i
0 +
∫ t
0
bˆi1s ds+
∫ t
0
bˆi2s dWs +
∫ t
0
bˆi3s dWˆs, (i = 2, 3)
{b˜it}0≤t≤T (1 ≤ i ≤ 3) and {bˆijt }0≤t≤T (2 ≤ i ≤ 3, 1 ≤ j ≤ 3) are Ft-progressively measurable
processes, {Wˆt,Ft}0≤t≤T is an n3-dimensional standard Wiener process independent of {Wt} and
E[sup0≤t≤T (|bˆijt | ∨ |b˜it| ∨ |X0|)p] < ∞ for any i, j and p > 0. We ignore the terms b˜3t ,
∫ t
0 b˜
3
sdWˆs and∫ t
0
bˆi3s dWˆs when n3 = 0.
Our setting contains the case where {Xt} or Y0 depends on σ and main results hold in this case. However, if
{Xt} or Y0 depends on σ, our estimator σˆn may not be the quasi-maximum likelihood estimator since we need
to consider the density of observations {Xk
T jk
} or Y0. Nevertheless, we use the terms ”quasi-maximum likelihood
estimator” and ”Bayes type estimator” in this case. If Xt = (t, Yt) and Y0 does not depend on σ, we can see σˆn
is the maximum likelihood type estimator.
Under [A1] 2, there exists ǫ > 0 such that
det(btb
⋆
t ) = |b1t |2|b2t |2(1− ρ2t ) ≥ ǫ (1)
for ρ(x, σ) = b1 · b2|b1|−1|b2|−1(x, σ). Therefore
ρ¯ = sup
t∈[0,T ],σ∈Λ
|ρt| < 1 a.s. (2)
by [A1] 1.
Let us denote
S(σ) =


diag({|b1I |2}I)
{
b1I · b2J |I∩J|√|I|√|J|
}
IJ{
b1I · b2J |I∩J|√|I|√|J|
}
JI
diag({|b2J |2}J)


and define a quasi-log-likelihood function Hn = Hn(σ) of ((Y
1(I)/
√|I|)⋆I , (Y 2(J)/√|J |)⋆J ) by
Hn = −1
2
((
Y 1(I)√|I|
)⋆
I
,
(
Y 2(J)√|J |
)⋆
J
)
S−1
((
Y 1(I)√|I|
)⋆
I
,
(
Y 2(J)√|J |
)⋆
J
)⋆
− 1
2
log detS
when detS > 0. If Xt ≡ t and µ ≡ 0, S is the covariance matrix for the Euler-Maruyama type approximation
((Y˜ 1(I))I , (Y˜
2(J))J ) of ((Y
1(I))I , (Y
2(J))J ) defined by Y˜
1(I) = b1(L(I)) ·W (I), Y 2(J) = b2(L(J)) ·W (J).
Though Hn is the quasi-log-likelihood function for µ ≡ 0, we can see that the effect of drift term µ in a
quasi-likelihood function can be ignored asymptotically. So Hn is applicable for general cases.
In the case of synchronous observations, we have uniform non-degeneracy of S by the condition [A1] 2. How-
ever, in the case of nonsynchronous observations, the problem becomes more complicated since the observation
times of diffusion coefficients are not the same for Y 1 and Y 2. However, the following proposition ensures that
Hn is well-defined under [A1] 2.
4
Proposition 1. Assume [A1] 2. Then detS(σ) > 0 almost surely for any σ ∈ Λ.
Proof. Fix ω ∈ Ω. It is sufficient to show that S is positive definite. Let ((uI)I , (vJ)J ) be a real vector satisfying
((uI)I , (vJ)J )S((uI)I , (vJ)J )
⋆ = 0.
We assume that ((uI)I , (vJ )J ) has a non-zero element and lead to a contradiction.
Let {W˜ 1t } and {W˜ 2t } be two independent Wiener processes on some probability space, and {Mt}0≤t≤T is a
stochastic process on the same probability space, satisfying
Mt =
∑
I
uI√|I|b1I · W˜ (It) +
∑
J
vJ√|J |b2J · W˜ (Jt).
Then {Mt} is a martingale satisfying
〈M〉t =
∑
I
u2I
|I| |b
1
I |2|It|+
∑
J
v2J
|J | |b
2
J |2|Jt|+ 2
∑
I,J
uIvJb
1
I · b2J
|(I ∩ J)t|√|I||J | .
Since
〈M〉T = ((uI)I , (vJ )J )S((uI)I , (vJ )J )⋆ = 0,
it follows that 〈M〉t = 0 for 0 ≤ t ≤ T .
We may assume some I satisfies L(I) = min{L(I);uI 6= 0} ∧min{L(J); vJ 6= 0} without loss of generality.
We fix this I below.
First, we consider the case that L(I) < min{L(J); vJ 6= 0}. Then
〈M〉L(I)+δ = |b1I |2u2Iδ/|I| = 0
for sufficiently small δ > 0. Therefore we have |b1I | = 0, which contradicts [A1] 2.
In the case that L(I) = L(J) for some J with vJ 6= 0, we obtain
〈M〉L(I)+δ = |b1I |2
u2I
|I|δ + |b
2
J |2
v2J
|J |δ + 2
uIvJ√|I||J |b1I · b2Jδ = 0 (3)
for sufficiently small δ > 0. Since L(I) = L(J), we obtain b2J = b
2
I . Therefore(
uI√|I| , vJ√|J |
)
bIb
⋆
I
(
uI√|I| , vJ√|J |
)⋆
= 0
by (3). This contradicts the fact that bIb
⋆
I is positive definite by [A1] 2.
Let
ρ¯t = sup
0≤s≤t
|ρs|, ρI,J,t =
b1I,t · b2J,t
|b1I,t||b2J,t|
, ρ˜n(t) = sup
σ,I,J;I∩J 6=∅
|ρI,J,t| ∨ ρ¯t,
To discuss asymptotic behavior of the quasi-likelihood, we need a more precise estimate for non-degeneracy
of S. To this end, we will estimate 1 − ρ˜n(t) from below. Assuming [A1] and rn →p 0 (n → ∞), we have
supt |ρ¯t− ρ˜n(t)| →p 0 (n→∞) by uniform continuity of b1 and b2 with respect to t and σ for fixed ω. Therefore
limn→∞ P [supt ρ˜n(t) ≥ 1] = 0 by (2).
We need a more strong condition for ρ˜n. For stochastic processes {sn(t)}0≤t≤T,n∈N, we consider the following
condition:
[S] There existsM ∈ N, stochastic processes {s¯n(t, x)} and a σ(Πn)-measurable RM -valued random variable X
such that sn(t) = s¯n(t;X), s¯n(t, x) is continuous with respect to (t, x) a.s., s¯n(0, x) ≤ 1− |ρ0|, t 7→ s¯n(t, x)
is non-increasing and {s¯n(t, x)}0≤t≤T is the [0, 1]-valued Ft-adapted process for n ∈ N and x ∈ RM .
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Let
τn = τ(sn) = inf{t ∈ [0, T ]; ρ˜n(t) ≥ 1− sn(t)} ∧ T.
We consider the following condition for q > 0 and ξ > 0.
[S-q, ξ] {sn} satisfies [S], P [τ(sn) < T ] = O(b−ξn ) and supnE[(sn(T ))−q] <∞.
Define Sˆ = Sˆ(σ; sn) and Hˆn = Hˆn(σ; sn) similarly to S and Hn respectively, substituting b
1
I,τn
for b1I and
b2J,τn for b
2
J in the definition of S. Under [S-q, ξ], it is easy to see that supσ |Hn − Hˆn| →p 0 as n → ∞. To
investigate asymptotic properties of estimators, it is convenient to use Hˆn.
If supt ρ˜n(t) < c almost surely for some 0 < c < 1, we can set sn ≡ 1− c. However, in general, we need the
following conditions to obtain {sn} for q > 0 and δ ∈ (0, 1).
[A2] rn →p 0 as n→∞.
[A2-q, δ] E[rqn] = O(b
−δq
n ).
The following lemma gives examples of {sn} in general cases.
Lemma 1. Let P > 1, q′ > 0, 0 < δ < 1 and sn(t) = (1 − ρ¯t)/P . Assume [A1], [A2-q′, δ]. Then [S-q, ξ] holds
for any q > 0 and 0 < ξ < δq′.
Proof. It is clear that {sn} are continuous [0, 1]-valued Ft-adapted processes and the mapping t 7→ sn(t) is non-
increasing for n ∈ N. Since 1/(1− |ρt|) ≤ 2|b1t |2|b2t |2/ǫ for any q > 0 by (1), we obtain supnE[(sn(T ))−q] < ∞
by [A1].
Moreover, let η = (δ − ξ/q′)/9 and q0 ≥ ξ/η, then by [A1] and the mean value theorem, we obtain
sup
0≤t≤T
∣∣∣∣ρ˜n(t)− ρ¯t
∣∣∣∣ ≤ C sup
t
(1 + |Xt|)C × sup
|t−s|≤rn
|Xt −Xs|.
For t ∈ (0, T ), we have
1− ρ˜n(t) ≤ sn(t) ⇒ 1− ρ˜n(t)
1− ρt ≤
1
P
⇒ 1− 1
P
≤ ρ˜n(t)− ρ¯t
1− ρ¯t
⇒ 1− ρ¯t ≤ b−ηn or b−ηn (1− 1/P ) ≤ (ρ˜n(t)− ρ¯t).
From this relation, we see that
P [τn < T ] = P [There exists t ∈ [0, T ) s.t. 1− ρ˜n(t) ≤ sn(t)]
≤ b−q0ηn E[1/(1− ρ¯T )q0 ] + P [b−ηn (1− 1/P ) ≤ b2ηn r1/3n ]
+P
[
C sup
t
(1 + |Xt|)C ∨ sup
s6=t
|Xt −Xs|
|t− s|1/3 ≥ b
η
n
]
.
Then by [A1], [A2-q′, δ] and Kolmogorov criterion([30] Chapter I, Theorem (2.1)), we obtain
P [τn < T ] ≤ E[(b3ηn (1 − 1/P )−1r1/3n )3q
′
] +O(b−ξn ) = O(b
−ξ
n ).
From now on, we fix {sn} which satisfy [S-q, ξ] for some q > 0 and ξ > 0 unless otherwise indicated.
Next, we expand Hˆn. We denote
D = diag({|b1I,τn |}I , {|b2J,τn|}J), L =
{
ρI,J,τn
|I ∩ J |√|I||J |
}
I,J
,
L˜ =
(
0 L
L⋆ 0
)
, Z =
((
Y 1(I)
|b1I,τn|
√|I|
)⋆
I
,
(
Y 2(J)
|b2J,τn |
√|J |
)⋆
J
)⋆
.
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Since Sˆ = D(Eln+mn + L˜)D,
Hˆn = −1
2
Z⋆MZ − log detD + 1
2
log detM
for M = (Eln+mn + L˜)−1. Moreover, for G = {|I ∩ J |/
√|I||J |}IJ , we obtain
‖ L˜ ‖2=‖ {ρI,J,τnGIJ}IJ ‖2 ∨ ‖ {ρI,J,τnGIJ}JI ‖2≤ (1 − sn(T ))2(‖ G ‖2 ∨ ‖ G⋆ ‖2).
Lemma 2. For any n ∈ N and deterministic partitions {I}, {J} of [0, T ], all the eigenvalues of the symmetric
matrices GG⋆, G⋆G are in [0, 1]. In particular, ‖ G ‖ ∨ ‖ G⋆ ‖≤ 1.
Proof. We denote by {λi}lni=1 the eigenvalues of GG⋆. Obviously, 0 ≤ λi (1 ≤ i ≤ l). Let {W˜t}t be a one-
dimensional standard Wiener process and
Σ1 =
( Eln G
G⋆ Emn
)
, Σ2 =
( Eln −G
0 Emn
)
,
then Σ1 is the covariance matrix of ((W˜ (I)/
√|I|)I , ((W˜ (J)/√|J |)J ) and
Σ2Σ1Σ
⋆
2 =
( Eln −GG⋆ 0
0 Emn
)
.
Since Σ1 is non-negative definite, Eln − GG⋆ is also non-negative definite, and hence 1 − λi ≥ 0 (1 ≤ i ≤ l).
Therefore we conclude 0 ≤ λi ≤ 1 (1 ≤ i ≤ l).
In particular, we have ‖ G ‖2=‖ G⋆G ‖= supi λi ≤ 1. The same conclusion can be drawn for G⋆G and
‖ G⋆ ‖.
Since ‖ L˜ ‖≤ 1− sn(T ) by Lemma 2,
∑∞
p=0(−1)pL˜p exists almost surely and this gives M =
∑∞
p=0(−1)pL˜p,
under [S-q, ξ]. Moreover, we obtain
max
1≤k≤l+m
|ηk| =‖ L˜ ‖≤ 1− sn(T ),
where {ηk}l+mk=1 be the eigenvalues of L˜. Hence
log det(Eln+mn + L˜) =
l+m∑
k=1
log(1 + ηk) =
l+m∑
k=1
∞∑
p=1
(−1)p+1ηpk
p
=
∞∑
p=1
(−1)p+1
p
tr(L˜p)
almost surely. Therefore
Hˆn = −1
2
Z⋆
(
∞∑
p=0
(−1)pL˜p
)
Z − log detD + 1
2
∞∑
p=1
(−1)p
p
tr(L˜p)
= −1
2
Z⋆
∞∑
p=0
(
(LL⋆)p −(LL⋆)pL
−(L⋆L)pL⋆ (L⋆L)p
)
Z − log detD + 1
2
∞∑
p=1
(−1)p
p
tr(L˜p) (4)
almost surely.
3 The limit of Hn and observation times
In this section, we investigate the asymptotic behavior of Hn and Hˆn to apply Ibragimov-Has’minskii’s theory.
To obtain these estimates, we need some convergence conditions ([A3], [A3′] and [A3′-q, η] given in Section 3.1)
for the observation times. Proposition 3 in Section 3.2 will give asymptotic properties of Hn and Hˆn.
7
3.1 Convergence conditions of functions of the observation times
Since M is a functional of {ρIi,Jj ,τn}i,j , we can write
M =
(
M11({ρIi,Jj ,τn}) M12({ρIi,Jj ,τn})
(M12({ρIi,Jj ,τn}))⋆ M22({ρIi,Jj ,τn})
)
.
Let An be defined as
An(C1, C2, C3, C4) = tr(M11(C4)C1) + 2tr((M12(C4))⋆C3) + tr(M22(C4)C2),
where C1, C2, C3, C4 are complex matrices of size ln × ln,mn ×mn, ln ×mn and ln ×mn, respectively, and the
absolute value of each element of C4 is less than 1. Then we see Z⋆MZ can be rewritten as
Z⋆MZ = An({ZiZi′}lni,i′=1, {Zj+lnZj′+ln}mnj,j′=1, {ZiZj+ln}i,j , {ρIi,Jj ,τn}i,j).
Let 1 denote an ln ×mn matrix with all elements equal 1, {νp,in }n∈N,p∈Z+,i=1,2 be random measures on [0, T )
which satisfy
νp,1n ([0, t)) = b
−1
n
∑
I
((GG⋆)p)II1{L(I)∈[0,t)}, ν
p,2
n ([0, t)) = b
−1
n
∑
J
((G⋆G)p)JJ1{L(J)∈[0,t)},
and
E1(t) = {δi,i′1{Ii∩[0,t) 6=∅}}lni,i′=1, E2(t) = {δj,j′1{Jj∩[0,t) 6=∅}}mnj,j′=1,
where δ denotes the Kronecker delta function. Moreover, for p ∈ Z+ and i = 1, 2, let
Ψp,i(f, g) = Ψp,i,n(f, g) =
∫ T
0
f(s)νp,in (ds) −
∫ T
0
f(s)g(s)ds,
for R-valued functions f, g on [0, T ] such that f is ca`dla`g and g is Lebesgue integrable. Note that b−1n An(E1(t),0,0, z1) =∑∞
p=0 z
2pνp,1n ([0, t)), b
−1
n An(0, E2(t),0, z1) =
∑∞
p=0 z
2pνp,2n ([0, t)), Ψ
0,1(1[0,t), g) = b
−1
n
∑
I 1{L(I)∈[0,t)}−
∫ t
0
g(s)ds
and Ψ0,2(1[0,t), g) = b
−1
n
∑
J 1{L(J)∈[0,t)} −
∫ t
0 g(s)ds for z ∈ C, |z| < 1 and t ∈ (0, T ].
To obtain convergence of Hn, we consider the following condition.
[A3] There exist σ({Πn}n)-measurable left-continuous processes a0(t) and c0(t) such that
∫ T
0 a0(t)dt∨
∫ T
0 c0(t)dt <∞ almost surely and
Ψ0,1(1[0,t), a0) ∨Ψ0,2(1[0,t), c0)→p 0 as n→∞ (5)
for any t ∈ (0, T ]. Moreover, at least one of the following conditions holds true.
1. There exist η ∈ (0, 1) and a σ({Πn}n)-measurable left-continuous process a(z, t) such that a is
continuous with respect to z,
∫ T
0
a(z, t)dt <∞ and b−1n An(E1(t),0,0, z1)→p
∫ t
0
a(z, s)ds as n→∞
for z ∈ C, |z| < η and t ∈ (0, T ].
2. There exist η ∈ (0, 1) and a σ({Πn}n)-measurable left-continuous process c(z, t) such that c is con-
tinuous with respect to z,
∫ T
0
c(z, t)dt <∞ and b−1n An(0, E2(t),0, z1)→p
∫ t
0
c(z, s)ds as n→ ∞ for
z ∈ C, |z| < η and t ∈ (0, T ].
In particular, {ln/bn}n and {mn/bn}n are tight under (5).
An(E1(T ),0,0, z1) and An(0, E2(T ),0, z1) appear in an asymptotically equivalent representation of Hn
when b(x, σ) does not depend on x and µt ≡ 0. Therefore convergence condition for observation times like [A3]
1 and 2 are natural conditions to specify the limit of Hn.
[A3′] There exist σ({Πn}n)-measurable left-continuous processes a0(t) and c0(t) such that
∫ T
0
a0(t)dt∨
∫ T
0
c0(t)dt <
∞ almost surely and (5) holds for any t ∈ (0, T ]. Moreover, at least one of the following conditions holds
true.
1. For any p ∈ N, there exists a σ({Πn}n)-measurable left-continuous process ap(t) such that
∫ T
0 ap(t)dt <∞ a.s. and for any t ∈ (0, T ], Ψp,1(1[0,t), ap)→p 0 as n→∞.
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2. For any p ∈ N, there exists a σ({Πn}n)-measurable left-continuous process cp(t) such that
∫ T
0
cp(t)dt <
∞ a.s. and for any t ∈ (0, T ], Ψp,2(1[0,t), cp)→p 0 as n→∞.
As we will show later in Proposition 2, [A3] and [A3′] are equivalent under [A2].
Let q > 2 and η ∈ (0, 1). For α ∈ (0, 1/2) and f : [0, T ] → R, α−Ho¨lder continuous, we denote ωα(f) =
supt6=s |ft − fs|/|t− s|α.
[A3′-q, η] There exist n0 ∈ N, α ∈ (0, 1/2− 1/q) and σ({Πn}n)-measurable left-continuous processes {a0(t)},
{c0(t)}, {ap(t)}p∈N such that
∫ T
0 (c0 ∨ ap)(t)dt ∈ Lq(Ω) for p ∈ Z+, E[(ln +mn)q] <∞ for n ∈ N and
sup
n≥n0
E[(bηn|Ψ0,1(f, a0)|)q] ∨ E[(bηn|Ψ0,2(f, c0)|)q ] ≤ C
(
sup
t
|ft|q + ωα(f)q
)
,
max
i=1,2
sup
p∈N
sup
n≥n0
E[(bηn|Ψp,i(f, ap)|)q]/(1 + p)C ≤ C
(
sup
t
|ft|q + ωα(f)q
)
for any α-Ho¨lder continuous function f on [0, T ].
For q > 2 and η ∈ (0, 1), it can be shown that [A3′-q, η] implies [A3′].
The following lemma is easy to check.
Lemma 3. Let {αp}p∈N ⊂ C with
∑∞
p=1 |αp| < ∞ and {ξnp }n,p∈N and {Fn}n∈N be random variables satisfying
ξnp →p 0 (n→∞) for p ∈ N, {Fn}n∈N are tight, and |ξnp | ≤ Fn, (n, p ∈ N). Then
∑∞
p=1 αpξ
n
p →p 0 as n→∞.
The equivalence of [A3] 1 and [A3] 2 is established by our next lemma.
Lemma 4. Assume [A2] and that there exist stochastic processes a0(t) and c0(t) such that
∫ T
0
a0(t)dt ∨∫ T
0
c0(t)dt < ∞ a.s. and (5) holds for t ∈ (0, T ]. Then νp,1n ([0, t)) − νp,2n ([0, t)) →p 0 for t ∈ [0, T ], p ≥ 1
as n→∞ and
b−1n An(E1(t),0,0, z1)− b−1n An(0, E2(t),0, z1)→p
∫ t
0
(a0 − c0)(s)ds
as n→∞ for z ∈ C, |z| < 1 and t ∈ [0, T ].
In particular, [A3] 1 ⇐⇒ [A3] 2, [A3′] 1 ⇐⇒ [A3′] 2 and ap ≡ cp dt × P -a.e. (t, ω) for p ≥ 1 under the
assumptions above.
Proof. Since ‖ G ‖ ∨ ‖ G⋆ ‖≤ 1 by Lemma 2, we have |((GG⋆)p)II′ | ≤ 1, |GIJ | ≤ 1 for any I, I ′, J and p ∈ Z+.
Then since GIJ 6= 0 implies I ∩ J 6= ∅, we obtain
|νp,1n ([0, t))− νp,2n ([0, t))| = b−1n
∣∣∣∣ ∑
I;L(I)∈[0,t)
∑
I′
∑
J
((GG⋆)p−1)II′GI′JG
⋆
JI
−
∑
J;L(J)∈[0,t)
∑
I
∑
I′
G⋆JI((GG
⋆)p−1)II′GI′J
∣∣∣∣
≤ 2b−1n
∑
t−rn≤L(I)≤t+rn
1→p 0
as n→∞ for p ≥ 1 by [A2].
Since |νp,1n ([0, t)) − νp,2n ([0, t))| ≤ b−1n (ln +mn), the desired conclusions are given by tightness of {b−1n (ln +
mn)}n and Lemma 3.
Proposition 2. [A3] and [A3′] are equivalent under [A2]. Moreover, under [A2] and [A3], a(ρ, t) =
∑∞
p=0 ap(t)ρ
2p,
c(ρ, t) =
∑∞
p=0 cp(t)ρ
2p and
b−1n An(x
2E1(t), y2E2(t), xyρ∗E1(t)G, ρ1)→p
∫ t
0
A(x, y, ρ, ρ∗, s)ds
as n→∞ for x, y ∈ R, ρ, ρ∗ ∈ (−1, 1), t ∈ (0, T ], where
A(x, y, ρ, ρ∗, t) = x
2a(ρ, t) + y2c(ρ, t)− 2xy(a(ρ, t)− a0(t))ρ∗/ρ1{ρ6=0}.
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The convergent sequence which appears in Proposition 2 is asymptotically equivalent representation of
b−1n Z
⋆MZ if µt ≡ 0 and b(x, σ) does not depend on x. Therefore, the convergence result in Proposition 2 is the
convergence result of b−1n Z
⋆MZ with ignoring the structure of diffusion coefficients (b1t , b
2
t ).
3.2 The limit of Hn
We discuss asymptotic behavior of Hn under [A3], [A3
′-q, η].
First, we assume one more condition. Let I be a set of intervals defined by
I = {Ii}lni=1 ∪ {Jj}mnj=1 ∪ {[T j−1k , T jk ); 1 ≤ k ≤ n2, 1 ≤ j ≤ mkn}.
Let θ0,k = I
k for 1 ≤ k ≤ ln, θ0,k = Jk−ln for ln < k ≤ ln +mn, and
θp,k = ∪{K2p;K1, · · · ,K2p ∈ I,K1 ∩ θ0,k 6= ∅,Kj ∩Kj−1 6= ∅ (1 ≤ j ≤ 2p)}
for p ∈ N and 1 ≤ k ≤ ln +mn. Moreover, let Φp,i =
∑
k |θp,k|i, Φ¯p1,p2 =
∑
k1,k2
|θp1,k1 ∩ θp2,k2 | for i ∈ {1, 2}
and p, p1, p2 ∈ Z+. For q ≥ 2 and δ ≥ 1, we consider the following conditions.
[A4] There exist δ′ ≥ 1 such that
{
(b−1n ∨ r2n)
∞∑
p=0
(Φ2p+2,1)
2
(p+ 1)2δ′
}
∨
{
b−1n
∞∑
p1,p2=0
Φ¯2p1+3,2p2+3
(p1 + 1)δ
′(p2 + 1)δ
′
}
→p 0
as n→∞.
[A4-q, δ]
1.
lim
n→∞
E
[
(b
− q2
n ∨ rqn)
∞∑
p=0
(Φ2p+2,1)
q
(p+ 1)qδ
]
= 0.
2.
lim
n→∞
E
[(
b−1n
∞∑
p1,p2=0
Φ¯2p1+3,2p2+3
(p1 + 1)δ(p2 + 1)δ
) q
2
]
= 0.
We can see that [A4-q, δ] implies [A4] for any q ≥ 2 and δ ≥ 1 by Jensen’s inequality. Moreover, we can use the
following condition instead of [A4].
[A4′] There exist positive constants δ1, δ2, δ3 such that (3δ1 + 2δ3) ∨ (δ1 + δ2) < 1 and the following two
conditions hold:
1. limn→∞ P [rn ≥ b−1+δ1n ] = 0.
2.
lim
n→∞
b2n sup
j1,j2∈N,|j1−j2|≥b
δ2
n
P
[
ln ≥ j1 ∨ j2 and |S
j2 − Sj1 |
|j2 − j1| ≤ b
−1−δ3
n
]
= 0,
lim
n→∞
b2n sup
j1,j2∈N,|j1−j2|≥b
δ2
n
P
[
mn ≥ j1 ∨ j2 and |T
j2 − T j1 |
|j2 − j1| ≤ b
−1−δ3
n
]
= 0.
Lemma 5. Assume [A4′] and that {(ln +mn)/bn}n∈N is tight. Then [A4] holds.
Proof. Let ǫ > 0. Then there exists a positive constant K such that P [(ln+mn)/bn > K] < ǫ for any n ∈ N by
tightness of {(ln +mn)/bn}n.
Let φ(k) denote minimal k′ > ln which satisfy I
k ∩ Jk′−ln 6= ∅ for 1 ≤ k ≤ ln,
Unj1,j2 =
{
ln ≥ j1 ∨ j2 and |S
j2 − Sj1 |
|j2 − j1| ≤ b
−1−δ3
n
}c⋂{
mn ≥ j1 ∨ j2 and |T
j2 − T j1 |
|j2 − j1| ≤ b
−1−δ3
n
}c
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for j1, j2 ∈ N and
U¯n = {rn < b−1+δ1n } ∩ ∩j1,j2∈N,|j2−j1|≥bδ2n U
n
j1,j2 .
Then on U¯n, for k1 ≤ ln, ln < k2 ≤ ln+mn and p1, p2 ∈ Z+ which satisfy |φ(k1)−k2| ≥ bδ2n and θp1,k1∩θp2,k2 6= ∅,
we have
|φ(k1)− k2|b−1−δ3n < |T φ(k1) − T k2 | ≤ (2p1 + 2p2 + 2)rn < (2p1 + 2p2 + 2)b−1+δ1n .
Therefore |φ(k1)− k2|b−δ1−δ3n < 2(p1 + 1)(p2 + 1).
Then by using the relation |θp1,k1 ∩ θp2,k2 | ≤ {(4p1 + 1) ∧ (4p2 + 1)}rn, we obtain
∞∑
p1,p2=0
∑
k1≤ln,k2>ln
|θp1,k1 ∩ θp2,k2 |
(p1 + 1)5(p2 + 1)5
≤ C
∑
k1≤ln
{ ∑
k2>ln,|φ(k1)−k2|≥b
δ2
n
∑
p1,p2
{(4p1 + 1) ∧ (4p2 + 1)}b−1+δ1n
(p1 + 1)3(p2 + 1)3|φ(k1)− k2|2b−2δ1−2δ3n
+ bδ2n b
−1+δ1
n
}
≤ Cb−1+(3δ1+2δ3)∨(δ1+δ2)n
∑
k1≤ln
( ∑
k2>ln,|φ(k1)−k2|≥b
δ2
n
1
|φ(k1)− k2|2 + 1
)
≤ Clnb−1+(3δ1+2δ3)∨(δ1+δ2)n
on U¯n. Similar arguements for other combinations of k1 and k2 yield
∞∑
p1,p2=0
Φ¯2p1+3,2p2+3
(p1 + 1)5(p2 + 1)5
≤ C(ln +mn)b−1+(3δ1+2δ3)∨(δ1+δ2)n on U¯n.
On the other hand, since
P [U¯cn] ≤ P [rn ≥ b−1+δ1n ] + P [(ln +mn)/bn > K] +
∑
1≤j1,j2≤[Kbn],|j2−j1|≥b
δ2
n
P [(Unj1,j2)c],
we obtain lim supn→∞ P [U¯cn] ≤ ǫ by [A4′]. Since ǫ > 0 is arbitrary, we have
b−1n
∞∑
p1,p2=0
Φ¯2p1+3,2p2+3
(p1 + 1)5(p2 + 1)5
→p 0.
It is easier to prove the convergence about Φ2p+2,1.
Let Bi(x, σ) = |bi(x, σ∗)|/|bi(x, σ)| (i = 1, 2),
C(ρ, t) =
∞∑
p=1
ap(t)
p
ρ2p =
∞∑
p=1
cp(t)
p
ρ2p,
and
h∞t (σ) = −
1
2
A(B1t , B
2
t , ρt, ρt,∗, t)− a0 log |b1t | − c0 log |b2t | −
1
2
C(ρt, t) (6)
for t ∈ [0, T ], ρ ∈ (−1, 1).
Proposition 3. 1. Let 0 ≤ v ≤ 3. Assume [A1]− [A3]. Then
sup
σ∈Λ
∣∣∣∣b−1n ∂vσHn(σ)−
∫ T
0
∂vσh
∞
t (σ)dt
∣∣∣∣→p 0
as n→∞.
2. Let 0 ≤ v ≤ 3, q ∈ 2N, q > 2 ∨ n1, δ > 1, ξ > 0, η ∈ (0, 1) and {sn}n∈N be stochastic processes. Assume
[A1], [A2], [A3′-q, η], [A4-(2q), δ], [S-((2v+2[δ]+ 12)q), ξ] for {sn}, and that supnE[b−2qn (ln+mn)2q] <∞.
Then
sup
n
E
[(
sup
σ∈Λ
bη
′
n
∣∣∣∣b−1n ∂vσHˆn(σ; sn)−
∫ T
0
∂vσh
∞
t (σ)dt
∣∣∣∣
)q]
<∞
for η′ ≤ η ∧ (1/2) ∧ (ξ/2q).
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4 Separation of the limit of Hn
We deal with Condition [H ] about separation of the limit of Hn which is necessary to apply Ibragimov-
Has’minskii’s theory. In the case of synchronous and equi-space samplings : Si = T i = [bn]
−1iT (0 ≤ i ≤ [bn]),
Uchida and Yoshida [35] discussed tractable sufficient conditions for Condition [H0] of separation. In this
section, we will confirm that [H0] implies [H ] under certain conditions.
Under [A1]− [A3], we define Yn(σ;σ∗) = b−1n (Hn(σ) −Hn(σ∗)), and Y(σ;σ∗) denotes the probability limit
of Yn(σ;σ∗). By Proposition 3, we obtain Y(σ;σ∗) =
∫ T
0 (h
∞
t (σ) − h∞t (σ∗))dt.
Moreover, the equation (6) can be rewritten as
h∞t (σ) = −
1
2
(B1t )
2(a0 +A(ρt))− 1
2
(B2t )
2(c0 +A(ρt)) +B1tB2tA(ρt)
ρt,∗
ρt
−a0 log |b1t | − c0 log |b2t |+
∫ ρt
0
A(ρ)
ρ
dρ, (7)
where A(ρ) = A(ρ, t) = a(ρ, t)− a0(t) = c(ρ, t)− c0(t). Since B1t,∗ = B2t,∗ = 1,
h∞t (σ∗) = −
1
2
a0 − 1
2
c0 − a0 log |b1t,∗| − c0 log |b2t,∗|+
∫ ρt,∗
0
A(ρ)
ρ
dρ.
Therefore for yt(σ) = h
∞
t (σ) − h∞t (σ∗), it follows that
yt(σ) = −1
2
(B1t )
2(a0 +A)− 1
2
(B2t )
2(c0 +A) +B1tB2tA
ρt,∗
ρt
+
a0
2
+
c0
2
+a0 logB
1
t + c0 logB
2
t +
∫ ρt
ρt,∗
A
ρ
dρ
= −1
2
(a0 +A)(B1t −B2t )2 + a0 + a0 logB1tB2t +
∫ ρt
ρt,∗
A
ρ
dρ
+
c0 − a0
2
(1− (B2t )2 + log(B2t )2) +B1tB2t (Aρt,∗/ρt −A− a0)
= −1
2
(c0 +A)(B1t −B2t )2 + c0 + c0 logB1tB2t +
∫ ρt
ρt,∗
A
ρ
dρ
+
a0 − c0
2
(1− (B1t )2 + log(B1t )2) +B1tB2t (Aρt,∗/ρt −A− c0). (8)
Let F (x) = 1− x+ log x (x > 0).
Lemma 6. Let ǫ1 ∈ (0, e−1], ǫ2 ≥ 1. Then
− log(1/ǫ1)(x− 1)2 ≤ F (x) ≤ −(x− 1)2/4ǫ22,
for x ∈ [ǫ1, 1 + ǫ2].
Proof. For 0 < x ≤ 1 + ǫ2, since −1/ǫ2 < (x− 1)/ǫ2 ≤ 1, it follows that
F (x) ≤ −((x − 1)2 ∧ 1)/4 ≤ −(x− 1)2/4ǫ22.
On the other hand, for x ≥ ǫ1, let f(x) = F (x)+ log(1/ǫ1)(x− 1)2 then since f ′(x) = (x− 1)(2 log(1/ǫ1)− 1/x),
we have f(x) ≥ f(1) ∧ f(ǫ1) ≥ 0.
Let
f1(t, x, ρ, ρ∗) = a0 + a0 log x+
∫ ρ
ρ∗
A(ρ′)/ρ′dρ′ + x(Aρ∗/ρ−A− a0),
f2(t, x, ρ, ρ∗) = c0 + c0 log x+
∫ ρ
ρ∗
A(ρ′)/ρ′dρ′ + x(Aρ∗/ρ−A− c0),
and C1 = (1− ρ¯2T )2/(12R8).
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Lemma 7. Assume [A1]− [A3]. Then
(f1 ∨ f2)(t, B1tB2t , ρt, ρt,∗) ≤ −C1
{
a1(t)(ρt − ρt,∗)2 + (a0 ∧ c0)(t)(B1tB2t − 1)2
}
for dt× P -a.e. (t, ω) ∈ [0, T ]× Ω.
We write Y0 for Y defined by using the same processes X,Y and synchronous equi-spaced samplings Si =
T i = T ik = [bn]−1iT (0 ≤ i ≤ [bn], 1 ≤ k ≤ n2). Let
χ(σ∗) = inf
σ 6=σ∗
−Y(σ;σ∗)
|σ − σ∗|2 , χ0(σ∗) = infσ 6=σ∗
−Y0(σ;σ∗)
|σ − σ∗|2 .
Moreover, we consider the following conditions.
[H ] For every L > 0, there exists cL > 0 such that for all r > 0, P [χ ≤ r−1] ≤ cL/rL.
[H0] For every L > 0, there exists cL > 0 such that for all r > 0, P [χ0 ≤ r−1] ≤ cL/rL.
[H ′] χ > 0 almost surely.
Obviously, [H ] implies [H ′].
Lemma 8. Assume [A1]. Then there exists a positive random variable R′ which does not depend on σ, σ∗, such
that E[(R′)q] <∞ for any q > 0 and
Y0(σ;σ∗) ≥ −R′
∫ T
0
{
(B1t −B2t )2 + (B1tB2t − 1)2 + (ρt − ρt,∗)2
}
dt
for any σ, σ∗ ∈ Λ.
The following proposition ensures that to prove [H ], it is enough to prove [H0] which is the condition of
separation for synchronous and equi-spaced observations.
Proposition 4. Assume [A1] − [A3]. Then there exist positive random variables R which do not depend on
σ, σ∗ such that E[R−q] <∞ for any q ≥ 1 and
Y(σ;σ∗) ≤ −R
∫ T
0
{
(a0 ∧ c0){(B1t −B2t )2 + (B1tB2t − 1)2}+ a1(ρt − ρt,∗)2
}
dt
for σ, σ∗ ∈ Λ. In particular, if E[(ess inft∈[0,T ]a1(t))−q ] <∞ for any q > 0, [H0] implies [H ].
Proof. In the equation (8), by using the second representation if a0 ≤ c0 and using the third representation if
a0 > c0, we obtain
yt(σ) ≤ −1
2
(a0 ∧ c0 +A)(B1t −B2t )2 + (f1 ∨ f2)(t, B1tB2t , ρt, ρt,∗).
By Lemma 7, we have
yt(σ) ≤ −1
2
(a0 ∧ c0)(B1t −B2t )2 − C1a1(ρt − ρt,∗)2 − C1(a0 ∧ c0)(B1tB2t − 1)2
for dt× P -a.e. (t, ω), where C1 = (1− ρ¯2T )2/(12R8). Therefore by integrating with respect to t,
Y(σ;σ∗) ≤ −R
∫ T
0
(
(a0 ∧ c0){(B1t −B2t )2 + (B1tB2t − 1)2}+ a1(ρt − ρt,∗)2
)
dt,
where R = C1. In particular, let E[(ess inft∈[0,T ]a1(t))−q] < ∞ for any q > 0 and [H0] hold. We can see
a0 ∧ c0 ≥ a1 for dt × P -a.e. (t, ω) since ν1,i([0, t)) ≤ ν0,i([0, t)) for any t ∈ (0, T ] and i = 1, 2. Therefore by
Lemma 8 we have
Y(σ;σ∗) ≤ −Ress infta1(t)
∫ T
0
(
(B1t −B2t )2 + (B1tB2t − 1)2 + (ρt − ρt,∗)2
)
dt
≤ R(R′)−1ess infta1(t)Y0(σ;σ∗)
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almost surely, where R′ is defined in Lemma 8. Hence χ ≥ R(R′)−1ess infta1(t)χ0 a.s. and for any L > 0, there
exists a constant cL > 0 such that
P [χ ≤ r−1] ≤ P [χ0 ≤ r−1/2] + P [R(R′)−1ess infta1(t) ≤ r−1/2]
≤ c2L,0
rL
+
1
rL
E
[(R′R−1(ess infta1(t))−1)2L] ≤ cL
rL
,
where c2L,0 denotes the coefficient of r
−2L in [H0]. This gives [H ].
Remark 1. In the case of nonsynchronous observation, under [A1] and [A3], we can prove an inequality
Y(σ;σ∗) ≥ −R′
∫ T
0
(
(a0 ∨ c0){(B1t −B2t )2 + (B1tB2t − 1)2}+ a1(ρt − ρt,∗)2
)
dt,
which corresponds to Lemma 8.
Remark 2. By Proposition 4, it follows that
Y0(σ;σ∗) ≤ −R
∫ T
0
{(B1t −B2t )2 + (B1tB2t − 1)2 + (ρt − ρt,∗)2}dt.
On the other hand, we can see that there exists a positive random variable R˜ such that E[R˜q] < ∞ for any
q > 0 and
|(bb⋆)t − (bb⋆)t,∗|2 ≤ R˜{(B1t −B2t )2 + (B1tB2t − 1)2 + (ρt − ρt,∗)2}
for any t ∈ [0, T ], σ, σ∗ ∈ Λ by using the inequality (x − 1)2 + (y − 1)2 ≤ (x − y)2 + 2(xy − 1)2 (x, y ≥ 0).
Therefore [H0] holds if there exists a constant ǫ > 0 such that
|(bb⋆)(x, σ1)− (bb⋆)(x, σ2)| ≥ ǫ|σ1 − σ2|
for any x ∈ Rn2 , σ1, σ2 ∈ Λ. Weaker sufficient conditions for [H0] can be found in Uchida and Yoshida [35].
5 Asymptotic properties of the quasi-maximum-likelihood estima-
tor and the Bayes type estimator
In this section, we investigate consistency and asymptotic mixed normality of the quasi-maximum-likelihood
estimator and the Bayes type estimator as main results.
Let the quasi-maximum likelihood estimator σˆn of the parameter σ be σ ∈ Λ¯ which maximize Hn. If
maximizing points are not unique, we select so that σˆn is measurable.
Theorem 1. Assume [A1]− [A3], [H ′]. Then σˆn →p σ∗ as n→∞.
Proof. By Proposition 3, we have supσ |Yn(σ) − Y(σ)| →p 0 as n → ∞. On the other hand, by [H ′], for any
ǫ, δ > 0, there exists η > 0 such that P [χ ≤ η] ≤ ǫ. Since Yn(σˆn) ≥ 0, it follows that
P [|σˆn − σ∗| ≥ δ] ≤ P [χ ≤ η] + P [Y(σˆn) ≤ −ηδ2] ≤ ǫ+ P [sup
σ
|Yn(σ)− Y(σ)| ≥ ηδ2].
Therefore there exists n0 ∈ N such that P [|σˆn − σ∗| ≥ δ] ≤ 2ǫ if n ≥ n0.
Let {sn}n∈N be stochastic processes which satisfy [S],
Γ = −
∫ T
0
∂2σh
∞
t (σ∗)dt,
Un(σ∗) = {u ∈ Rn1 ;σ∗+b−1/2n u ∈ Λ}, Vn(r, σ∗) = {|u| ≥ r}∩Un(σ∗), and Zn(u, σ∗) = exp(Hˆn(σ∗+b−1/2n u; sn)−
Hˆn(σ∗; sn)) for u ∈ Un(σ).
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Proposition 5. (polynomial type large deviation inequalities) Let L > 0 and δ ∈ (0, 1/2). Assume for any
q > 0 there exists q′ ∈ 2N, q′ > q and δ′ ≥ 1 such that [A1], [A2], [A3′-q′, δ], [A4-q′, δ′], [H ] and [S-q′, 2q′δ] hold
for {sn}. Then there exists CL > 0 such that
P
[
sup
u∈Vn(r,σ∗)
Zn(u, σ∗) ≥ e−r/2
]
≤ CL
rL
for any n ∈ N and r > 0.
Let N be an n1-dimensional standard normal random variable which is defined on an extension of (Ω,F , P )
and independent of F . We use the same notation E for expectations on the extension of (Ω,F , P ).
Theorem 2. 1. Assume [A1]− [A4], [H ′]. Then b1/2n (σˆn − σ∗)→s-L Γ−1/2N as n→∞.
2. Let δ ∈ (0, 1/2). Assume for any q > 0, there exists q′ ∈ 2N, q′ > q and δ′ ≥ 1 such that [A1], [A2-q′, δ],
[A3′-q′, δ], [A4-q′, δ′], [H ] hold. Then E[Y ′f(b
1/2
n (σˆn − σ∗))] → E[Y ′f(Γ−1/2N )] as n → ∞ for any
continuous function f of at most polynomial growth and any bounded random variable Y ′ on (Ω,F).
We also consider the Bayes type estimator σ˜n for a prior density π : Λ→ R+ defined as
σ˜n =
(∫
Λ
exp(Hn(σ))π(σ)dσ
)−1 ∫
Λ
σ exp(Hn(σ))π(σ)dσ. (9)
Theorem 3. Let δ ∈ (0, 1/2). Assume for any q > 0 there exists q′ ∈ 2N, q′ > q and δ′ ≥ 1 such
that [A1], [A2-q′, δ], [A3′-q′, δ], [A4-q′, δ′], [H ] hold, and that the prior density π is continuous and 0 <
infσ π(σ) ≤ supσ π(σ) <∞. Then b1/2n (σ˜n − σ∗)→s-L Γ−1/2N as n→∞. Moreover, E[Y ′f(b1/2n (σ˜n − σ∗))]→
E[Y ′f(Γ−1/2N )] as n → ∞ for any continuous function f of at most polynomial growth and any bounded
random variable Y ′ on (Ω,F).
6 Sufficient conditions for the conditions about the observation times
In this section, we will introduce tractable sufficient conditions for [A2-q, δ], [A3′-q, η], [A4-q, δ], and the estimate
with respect to ess infta1 in Proposition 4.
Let q > 0. We consider the following conditions for point processes {N it}0≤t≤T,1≤i≤n2+2 which generate
observations.
[B1-q] There exists n0 ∈ N such that
sup
n≥n0
max
1≤i≤n2+2
sup
0≤t≤T−b−1n
E
[
(N i
t+b−1n
−N it )q
]
<∞.
[B2-q] There exists n0 ∈ N such that
lim sup
u→∞
sup
n≥n0
max
1≤i≤n2+2
sup
0≤t≤T−ub−1n
uqP [N i
t+ub−1n
−N it = 0] <∞.
For example, let X ≡ Y , {bn} is a positive integer valued sequence, {N¯1t }, {N¯2t } be two independent ho-
mogeneous Poisson processes with positive intensities λ1, λ2 respectively, and stochastic processes {N1t }, {N2t }
satisfy N it = N¯
i
bnt
, (i = 1, 2). Then [B1-q] obviously holds for any q > 0. Moreover, [B2-q] holds for any q > 0
since
lim
u→∞
uq sup
i=1,2
sup
n∈N
sup
0≤t≤T−ub−1n
P [N i
t+ub−1n
−N it = 0] = limu→∞u
qe−(λ1∧λ2)u = 0.
We will investigate sufficient conditions of [A3′-q, η]. First, we denote tk = Tk/[bn] (0 ≤ k ≤ [bn]), Gnj,k =
σ(N it −N is; tj ≤ s < t ≤ tk, i = 1, 2) (0 ≤ j < k ≤ [bn]), αn0 = 1/4 and
αnk = 0 ∨ sup
1≤j1,j2≤[bn]−1,j2−j1≥k
sup
A∈Gn0,j1
sup
B∈Gn
j2,[bn]
|P (A ∩B)− P (A)P (B)| (10)
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for k ∈ N.
Let ζp,in be measures which satisfy ζ
p,i
n ([s, t)) = E[ν
p,i
n ([s, t))]. Moreover, for n0 ∈ N, ǫ′ > 0, a Lebesgue
integrable function g : [0, T ] 7→ R, and a continuous function f : [0, T ] 7→ R, we define
Ψ¯p,in0,ǫ′(f ; g) = sup
n≥n0
bǫ
′
n
∣∣∣∣
∫ T
0
ftζ
p,i
n (dt)−
∫ T
0
ftgtdt
∣∣∣∣.
Proposition 6. Let q ∈ 2N, q > 2, ǫ ∈ (0, 1), δ > 0 and β ∈ (0, 1/2 − 1/q). Assume that [B1-(q(1 + δ))],
[B2-(qǫ)] hold, E[(N1T +N
2
T )
q] <∞ for n ∈ N and there exists n0 ∈ N such that
S = sup
n≥n0
∞∑
k=0
(k + 1)q−2+(q−1)/δαnk <∞. (11)
Moreover, assume that there exist ǫ′ > 0, C > 0, and left-continuous deterministic functions a0(t), c0(t), ap(t) (p ∈
N) such that
∫ T
0
ap(t)dt <∞ (p ∈ Z+),
∫ T
0
c0(t)dt <∞ and
Ψ¯0,1n0,ǫ′(f ; a0) ∨ Ψ¯
0,2
n0,ǫ′
(f ; c0) ∨ max
i=1,2
sup
p∈N
Ψ¯p,in0,ǫ′(f ; ap)
(p+ 1)C
≤ C(sup
t
|ft|+ ωβ(f)) (12)
for any β-Ho¨lder continuous function f : [0, T ]→ R. Then [A3′-q, η] holds for η = ǫ′ ∧ β ∧ (δǫ/(2(1 + δ − δǫ)))
with α in [A3′-q, η] equals β.
For example, let {N¯ it}t≥0 be a point process where the distribution of (N¯ it+tk − N¯ it+tk−1)Mk=1 does not depend
on t ≥ 0 for i = 1, 2, M ∈ N and 0 ≤ t0 < t1 < · · · < tM . Moreover, let {N it}t satisfy N it = N¯ i[bn]t for t ∈ [0, T ],
i = 1, 2 and n ∈ N. Then the relation (12) holds if [B1-(2)] and [B2-ǫ] hold for some ǫ ∈ (0, 2]. In this case,
we obtain ap = T
−1 limn→∞ E[ν
p,1
n ([0, T ))], c0 = T
−1 limn→∞ E[ν
0,2
n ([0, T ))], and ǫ
′ = (ǫ/4) ∧ β. In particular,
{ap}p∈Z+ , c0 are constants.
For general {N it}, the following propositions are sufficient conditions for [A4-q, δ], [A2-q, δ] and the estimate
of ess infta1(t) in Proposition 4.
Proposition 7. Let q ∈ 2N, q > 2, p′1, p′2 > 1, 1/p′1 + 1/p′2 = 1. Assume [B1-(p′1q)] and [B2-(p′2(q + 2))].
1. Then there exists n0 ∈ N such that supn≥n0 E[(Φp)q] ≤ C(p + 1)q+1 for any p ∈ Z+. In particular,
[A4-q′, (1 + 3/q′)] 1 holds for any q′ ∈ [2, q).
2. Then there exists n0 ∈ N such that
sup
n≥n0
E[(Φ¯p1,p2)
q
2 ] ≤ C(p1 + 1)
q
2+1(p2 + 1)
q
2+1
for p1, p2 ∈ Z+. In particular, [A4-q, 3] 2 holds.
Proposition 8. Let q ∈ N and we assume [B2-(q+1)]. Then there exists n0 ∈ N such that supn≥n0 E
[
bq−1n r
q
n
]
<
∞.
Proposition 9. Assume there exists n1 ∈ N and q > 0 such that [A3′] and [B2-q] hold, a1(t) does not depend
on t, {N it+[bn]−1T −N it}0≤t≤T−[bn]−1T,n≥n1,i=1,2 is tight and α-mixing coefficients {αnk}k defined by (10) satisfy
supn≥n1
∑∞
k=1 kα
n
k <∞. Then there exists a constant δ > 0 such that a1 ≥ δ almost surely.
Finally, we state a corollary of main theorems.
We assume {N¯ it}t≥0 is a exponential α-mixing point process where E[(N¯11 + N¯21 )q] < ∞ for q > 0 and the
distribution of (N¯ it+tk−N¯ it+tk−1)Mk=1 does not depend on t ≥ 0 for i = 1, 2,M ∈ N and 0 ≤ t0 < t1 < · · · < tM for
1 ≤ i ≤ 2. Let {N it} satisfy N it = N¯ i[bn]t for t ∈ [0, T ], i = 1, 2 and n ∈ N, σˆn be the quasi-maximum-likelihood
estimator defined by Hn, π : Λ→ R+ be a continuous function and σ˜n be defined by (9).
Corollary 1. Assume [A1], [H0], [B1-q], [B2-q] for any q > 2.
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1. Then σˆn →p σ∗, b1/2n (σˆn−σ∗)→s-L Γ−1/2N and E[Y ′f(b1/2n (σˆn−σ∗))]→ E[Y ′f(Γ−1/2N )] as n→∞ for
any continuous function f of at most polynomial growth and any bounded random variable Y ′ on (Ω,F).
2. Assume 0 < infσ π(σ) ≤ supσ π(σ) <∞. Then σ˜n →p σ∗, b1/2n (σ˜n−σ∗)→s-L Γ−1/2N and E[Y ′f(b1/2n (σ˜n−
σ∗))]→ E[Y ′f(Γ−1/2N )] as n→∞ for any continuous function f of at most polynomial growth and any
bounded random variable Y ′ on (Ω,F).
Example 1. We consider a simple model with deterministic diffusion coefficients:

dY 1t = σ1dW
1
t
dY 2t = σ3dW
1
t + σ2dW
2
t
(Y 10 , Y
2
0 ) = (0, 0)
where ǫ > 0, R′ > ǫ and σ = (σ1, σ2, σ3) ∈ Λ = (ǫ, R′)× (ǫ, R′)× (−R′, R′). Let {N¯1t }, {N¯2t } be two independent
homogeneous Poisson processes with positive intensities λ1, λ2 respectively and point processes {N1t }, {N2t } which
generate observations satisfy N i,nt = N¯
i
nt (i = 1, 2).
Then we can easily check [A1], [B1-q], [B2-q] hold for any q > 2. Since (x+ y)2 ≥ x2/2− y2 for x, y ∈ R, we
have
|bb⋆(σ)− bb⋆(σ¯)|2 ≥ (σ21 − σ¯21)2 +
ǫ2
(R′)2
(σ1σ3 − σ¯1σ¯3)2 + ǫ
4
16(R′)4
(σ22 + σ
2
3 − σ¯22 − σ¯23)2
≥ 4ǫ2(σ1 − σ¯1)2 + ǫ
2
(R′)2
{
σ¯21(σ3 − σ¯3)2
2
− σ23(σ1 − σ¯1)2
}
+
ǫ4
16(R′)4
{
(σ22 − σ¯22)2
2
− (σ23 − σ¯23)2
}
≥ ǫ
6
8(R′)4
|σ − σ¯|2
for σ, σ¯ ∈ Λ. Then by Remark 2, we obtain [H0].
Hn can be written as
Hn(σ) = −1
2
((
Y 1(Ii)√|Ii|
)⋆
i
,
(
Y 2(Jj)√|Jj |
)⋆
j
)(
σ21Eln σ1σ3G
σ1σ3G
⋆ (σ22 + σ
2
3)Emn
)−1
×
((
Y 1(Ii)√|Ii|
)⋆
i
,
(
Y 2(Jj)√|Jj |
)⋆
j
)⋆
− 1
2
log det
(
σ21Eln σ1σ3G
σ1σ3G
⋆ (σ22 + σ
2
3)Emn
)
.
By calculating σ which maximize Hn, we obtain the quasi-maximum likelihood estimator σˆn = (σˆ1,n, σˆ2,n, σˆ3,n).
By Corollary 1, we have σˆn →p σ∗, √n(σˆn − σ∗) →d N(0,Γ−1) as n → ∞, where σ∗ = (σ1,∗, σ2,∗, σ3,∗) is the
true value. In this case, ρ = ρt(σ∗) can be written as ρ = σ3,∗/
√
σ22,∗ + σ
2
3,∗, {ap}∞p=0, {cp}∞p=0 in [A3′] become
constants and a, c in [A3] can be written as a(ρ′)− a0 = c(ρ′)− c0 = A(ρ′) =
∑∞
p=1 ap × (ρ′)2p for ρ′ ∈ (−1, 1).
If ρ 6= 0, Γ and Γ−1 can be calculated by using Proposition 10 later as
Γ = T


a0+a
σ21,∗
0 − Aσ1,∗σ3,∗
0
2c(1−ρ2)2+∂ρAρ(1−ρ
2)2
σ22,∗
2cρ2(1−ρ2)−∂ρAρ(1−ρ
2)2
σ2,∗σ3,∗
− Aσ1,∗σ3,∗
2cρ2(1−ρ2)−∂ρAρ(1−ρ
2)2
σ2,∗σ3,∗
−A+2cρ4+∂ρAρ(1−ρ
2)2
σ23,∗

 ,
Γ−1 =
1
T {4acA+ 2∂ρAρ(a0c+ c0a)}diag({σ1,∗, σ2,∗, σ3,∗})Pdiag({σ1,∗, σ2,∗, σ3,∗}),
where
P =


−2cA+ (c0 + c)∂ρAρ A{− 2cρ
2
1−ρ2 + ∂ρAρ} A(2c+ ∂ρAρ)
A{− 2cρ21−ρ2 + ∂ρAρ} −2aA+(a0+a){2cρ
4+∂ρAρ(1−ρ
2)2}
(1−ρ2)2 (a0 + a){− 2cρ
2
1−ρ2 + ∂ρAρ}
A(2c+ ∂ρAρ) (a0 + a){− 2cρ
2
1−ρ2 + ∂ρAρ} (a0 + a)(2c+ ∂ρAρ)


and ρ′ = ρ is substituted for a, c,A, ∂ρA.
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Table 1: Sample means of estimators for 10, 000 independent simulated sample path. T = 1, (λ1, λ2) = (1, 1).
The left table represents the result for (σ1, σ2, σ3) = (1, 1, 0.5) and the right table represents the result for
(σ1, σ2, σ3) = (0.5, 2, 1). Sample standard deviation are given in parentheses.
n 50 100 500
true value
σˆ1,n 1 0.994 0.998 0.999
(0.102) (0.070) (0.031)
σˆ2,n 1 0.968 0.983 0.996
(0.129) (0.091) (0.040)
σˆ3,n 0.5 0.499 0.502 0.5
(0.224) (0.154) (0.067)
σˆ1,nσˆ3,nT 0.5 0.5 0.503 0.5
(0.238) (0.165) (0.071)
HYn 0.5 0.501 0.504 0.5
(0.336) (0.236) (0.106)√
v/n 0.228 0.161 0.072√
v0/n 0.339 0.239 0.107
n 50 100 500
true value
σˆ1,n 0.5 0.497 0.499 0.499
(0.050) (0.035) (0.015)
σˆ2,n 2 1.936 1.968 1.995
(0.259) (0.181) (0.079)
σˆ3,n 1 0.986 0.996 0.997
(0.449) (0.307) (0.135)
σˆ1,nσˆ3,nT 0.5 0.495 0.499 0.498
(0.239) (0.164) (0.072)
HYn 0.5 0.498 0.499 0.498
(0.335) (0.237) (0.108)√
v/n 0.228 0.161 0.072√
v0/n 0.339 0.239 0.107
We can see the estimator σˆ1,nσˆ3,nT for the cross variation 〈Y 1, Y 2〉T = σ1,∗σ3,∗T also has consistency and
√
n(σˆ1,nσˆ3,nT − 〈Y 1, Y 2〉T )→d N(0, v)
as n→∞ by using the delta method, where
v = Tσ21,∗σ
2
3,∗
2a(ρ)c(ρ) + ∂ρA(ρ)ρ(a(ρ) + c(ρ))
−2a(ρ)c(ρ)A(ρ) + ∂ρA(ρ)ρ(a0c(ρ) + c0a(ρ)) .
By using the result in Hayashi and Yoshida [16], we can calculate the asymptotic variance of estimation
error of the Hayashi-Yoshida estimator HYn. In the settings in this example, we obtain
√
n(HYn − 〈Y 1, Y 2〉T )→d N(0, v0)
as n→∞, where
v0 = Tσ
2
1,∗σ
2
3,∗
{
(1 + ρ−2)
(
2
λ1
+
2
λ2
)
− 2
λ1 + λ2
}
.
We also simulate σˆn, σˆ1,nσˆ3,nT,HYn for some values of parameters. Table 1 represents the results. We can
see that each estimators work well and sample standard deviation of σˆ1,nσˆ3,nT is about two-thirds of that of HYn.
The lowest two rows represent numerical calculation results of asymptotic standard deviation of estimators and
we can find these values are close to sample standard deviation of estimators.
7 Proofs
7.1 Proof of Proposition 2
Proof of Proposition 2.
[A3′]⇒ [A3]:
Since νp,1n ([0, t)) ≤ b−1n ln, {b−1n ln}n∈N is tight,
∫ t
0
ap(s)ds ≤
∫ t
0
a0(s)ds and ν
p,1
n ([0, t)) converges to
∫ t
0
ap(s)ds
in probability by [A3′] for p ∈ Z+, we have
∑∞
p=0 z
2p
∫ t
0
ap(s)ds <∞ and
b−1n An(E1(t),0,0, z1) =
∞∑
p=0
z2pνp,1n ([0, t))→p
∞∑
p=0
z2p
∫ t
0
ap(s)ds
for any t ∈ (0, T ] and z ∈ C, |z| < 1 by Lemma 3.
[A3]⇒ [A3′]:
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Fix t ∈ (0, T ]. Let {fn} be functions on {z ∈ C; |z| < 1} satisfying
fn(z) = b
−1
n An(E1(t),0,0, z1) =
∞∑
p=0
z2pνp,1n ([0, t)).
Then since νp,1n ([0, t)) ≤ b−1n ln, the power series in the right-hand side converges absolutely on {|z| < 1}.
Consequently, fn is the holomorphic function. Then we have
νp,1n ([0, t)) =
1
2πi
∫
|z|=η/3
fn(z)
z2p+1
dz. (13)
Let f(z) =
∫ t
0 a(z, s)ds. Since
|fn(z)| ≤ ln
bn
1
1− (2/3)2 =
9ln
5bn
(14)
on {|z| ≤ 2/3}, {sup|z|≤2/3 |fn(z)|} are tight. Moreover, since fn(z) →p f(z) (n → ∞) for z ∈ C, |z| < η,
sup|z|≤η/2 |f(z)| ≤ (9/5)
∫ T
0 a0(t)dt <∞, almost surely. Therefore {sup|z|≤η/2 |fn(z)− f(z)|} are also tight.
Let Γ : |z| = 2/3. For any z1, z2 ∈ {|z| < 1/2}, the Cauchy integral formula gives
2π|fn(z1)− fn(z2)| =
∣∣∣∣
∫
Γ
(
fn(ξ)
ξ − z1 −
fn(ξ)
ξ − z2
)
dξ
∣∣∣∣ =
∣∣∣∣
∫
Γ
fn(ξ)(z1 − z2)
(ξ − z1)(ξ − z2)dξ
∣∣∣∣
≤ |z1 − z2| · 2π · 2
3
· 62 · sup
|z|≤2/3
|fn(z)| ≤ Cb−1n ln|z1 − z2|.
By the convergence fn(z)→p f(z) (n→∞) for z ∈ C, |z| < η, we obtain
|f(z1)− f(z2)| ≤ C|z1 − z2|
∫ T
0
a0(s)ds a.s.
for z1, z2 ∈ {z; |z| ≤ η/2}. Then for any ǫ > 0, tightness of {b−1n ln} gives
lim
η′→0
sup
n
P
[
sup
z1,z2∈{|z|≤η/2},|z1−z2|<η′
|(fn − f)(z1)− (fn − f)(z2)| > ǫ
]
= 0.
Then by the tightness of {sup|z|≤η/2 |fn(z)−f(z)|}n and tightness criterion in C space in Billingsley [7] which can
be extended to the one in C({|z| ≤ η/2}), {fn− f}n is tight in C({|z| ≤ η/2}). Therefore, since fn(z)→p f(z)
as n→∞, we see that {fn − f} converge in probability to 0 in C({|z| ≤ η/2}). Therefore by (13), we have
νp,1n ([0, t))→p
1
2πi
∫
|z|=η/3
f(z)
z2p+1
dz
as n→∞ for p ≥ 1.
By the equation f(z) =
∫ t
0
a(z, s)ds and Fubini’s theorem, there exists ap(s) such that
∫ T
0
ap(s)ds <∞ and
νp,1n ([0, t))→p
∫ t
0
ap(s)ds as n→∞. We thus get [A3′].
Moreover, under [A2] and [A3], the above proof gives the relations between a, c and {ap}, {cp} in the
statement. The rest of the proof is easy since
b−1n An(x
2E1(t), y2E2(t), xyρ∗E1(t)G, ρ1)
=
∞∑
p=0
ρ2p{x2νp,1n ([0, t)) + y2νp,2n ([0, t))− 2xyρ∗ρνp+1,1n ([0, t))}.
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7.2 Proof of Proposition 3
To prove Proposition 3, we use some Lemmas. First, let
R = max
0≤i≤4
max
0≤j≤3
max
1≤p≤2
sup
σ∈Λ,tk∈[0,T ] (1≤k≤n2)
(
|∂jx∂iσbp| ∨
∣∣∣∣∂jx∂iσ 1|bp|
∣∣∣∣({Xktk}n2k=1, σ)
)
∨ max
1≤i≤3
sup
t∈[0,T ]
|b˜it| ∨ max
2≤i≤3,1≤j≤3
sup
t∈[0,T ]
|bˆijt |,
then R ≥ 1 and E[Rq] <∞ for any q > 0 under [A1].
Lemma 9. Let q ∈ N, M ∈ N ∪ {∞}, (Ω′,F ′, P ′) be a probability space, {Fj}Mj=1 be random variables, and G
be a sub σ-field of F ′.
1. Then E′
[∣∣∑M
j=1 Fj
∣∣q∣∣G] ≤ (∑Mj=1 E′[|Fj |q|G] 1q )q, where E′ denotes expectation with respect to P ′.
2. We assume q ∈ 2N and {∑kj=1 Fj}0≤k≤M is martingale with respect to some filtration. Then there exists
a constant Cq > 0 which depends only q, such that E
′
[∣∣∑M
j=1 Fj
∣∣q] ≤ Cq(∑Mj=1 E′[|Fj |q] 2q ) q2 .
Proof. We expand the summation and use Ho¨lder’s inequality.
E′
[∣∣ M∑
j=1
Fj
∣∣q∣∣G] ≤ M∑
j1,...,jq=1
E′[|Fj1 . . . Fjq ||G] ≤
M∑
j1,...,jq=1
E′[|Fj1 |q|G]
1
q . . . E′[|Fjq |q|G]
1
q
≤
( M∑
j=1
E′[|Fj |q|G] 1q
)q
.
For 2., we use the Burkholder-Devis-Gundy inequality and apply 1. for G = {∅,Ω′}.
Lemma 10. Let {Gp}p∈Z+ be a sequence of positive numbers, a ∈ N, b, r, s ∈ Z+ and ρ ∈ [0, 1). Then there
exists a constant C > 0 which depends only on a, b, r, s such that
∞∑
p=0
ρa(p−b)∨0(p+ 1)sGp ≤ C(1− ρ)−(s+ r+12 )
( ∞∑
p=0
G2p
(p+ 1)r
) 1
2
.
Proof. By the Cauchy-Schwarz inequality, we have
∞∑
p=0
ρa(p−b)∨0(p+ 1)sGp ≤
( ∞∑
p=0
ρ2a(p−b)∨0(p+ 1)2s+r
) 1
2
( ∞∑
p=0
G2p
(p+ 1)r
) 1
2
.
Then the conclusion follows since
∞∑
p=0
ρ2a(p−b)∨0(p+ 1)2s+r ≤ C + C
∞∑
p=0
ρ2ap(p+ 1)2s+r ≤ C + C (2s+ r)!
(1− ρ2a)2s+r+1 .
Lemma 11. Let (Ω′,F ′, P ′) be probability space and {Gn}n∈N ⊂ F ′ be sub σ-fields.
1. Let {X ′n}n∈N ⊂ L1(Ω′). Assume E′[|X ′n||Gn]→p 0 (n→∞). Then X ′n →p 0 (n→∞).
2. Let d1, d2 ∈ N, p > d1, Λ′ ⊂ Rd1 be a bounded open set and X ′n : Ω′ → C1(Λ′;Rd2) be random variables
(n ∈ N). Assume that Λ′ satisfies Sobolev’s inequality, {supσ∈Λ′ |X ′n(σ)|p ∨ |∂σX ′n(σ)|p}n∈N ⊂ L1(Ω′) and
supσ∈Qd1∩Λ′ E
′[|∂σX ′n(σ)|p ∨ |X ′n(σ)|p|Gn]→p 0 as n→∞. Then supσ∈Λ′ |X ′n(σ)| →p 0 as n→∞.
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Proof. 1. For any ǫ, δ > 0, there exists N ∈ N such that P ′[E′[|X ′n||Gn] ≥ ǫδ/2] < ǫ/2 for n ≥ N . Therefore,
for n ≥ N , we have
P ′[|X ′n| ≥ δ] ≤ P ′[E′[|X ′n||Gn] ≥ ǫδ/2] + P ′[|X ′n| ≥ δ, E′[|X ′n||Gn] < ǫδ/2]
≤ ǫ
2
+
1
δ
E′[|X ′n|, E′[|X ′n||Gn] < ǫδ/2]
=
ǫ
2
+
1
δ
E′[E′[|X ′n||Gn], E′[|X ′n||Gn] < ǫδ/2] ≤ ǫ.
2. First, by Sobolev’s inequality, we have
E′
[(
sup
σ∈Λ′
|X ′n|
)p∣∣∣∣Gn
]
≤ CE′
[∫
Λ′
|∂σX ′n|pdσ
∣∣∣∣Gn
]
+ CE′
[∫
Λ′
|X ′n|pdσ
∣∣∣∣Gn
]
.
Moreover, for v = 0, 1 and A ∈ Gn, it follows that
E′
[ ∫
Λ′
|∂vσX ′n|pdσ,A
]
=
∫
Λ′
E′[E′[|∂vσX ′n|p|Gn], A]dσ
≤
∫
Λ′
E′
[
sup
σ∈Qd1∩Λ′
E′[|∂vσX ′n|p|Gn], A
]
dσ ≤ E′
[
sup
σ∈Qd1∩Λ′
E′[|∂vσX ′n|p|Gn] · |Λ′|, A
]
,
where |Λ′| denotes volume of Λ′. Since A ∈ Gn is arbitrary, we have
E′
[∫
Λ′
|∂vσX ′n|pdσ
∣∣∣∣Gn
]
≤ sup
σ∈Qd1∩Λ′
E′[|∂vσX ′n|p|Gn] · |Λ′| a.s.
Therefore we obtain
E′
[(
sup
σ
|X ′n|
)p∣∣∣∣Gn
]
≤ C|Λ′|
1∑
v=0
sup
σ∈Qd1∩Λ′
E′[|∂vσX ′n|p|Gn]→p 0
as n→∞. Then the proof is completed by 1.
Lemma 12. Let (Ω′,F ′, P ′) be a probability space, T ′ > 0, q ∈ 2N, {F ′t}0≤t≤T ′ be a filtration, M ∈ N, {Ki}Mi=1
be a deterministic partition of [0, T ′] where L(Ki) < L(Kj) for i < j. Let (W˜ lt ,F ′t)0≤t≤T ′ be standard Brownian
motions (l = 1, 2, 3), and Fi,j,k be F ′L(Ki)∧L(Kj)∧L(Kk)-measurable random variables. Assume 〈W˜ p1 , W˜ p2〉 are
deterministic for 1 ≤ p1 < p2 ≤ 3. Then for ∆W˜ li = W˜ l(Ki), F 1i,j = Fi,j,j , F 2i,j = Fj,i,j and F 3i,j = Fj,j,i, there
exists a constant Cq > 0 which depends only on q such that
E′
[∣∣∣∣∑
i,j,k
∆W˜ 1i ∆W˜
2
j ∆W˜
3
kFi,j,k
∣∣∣∣
q]
≤ Cq
(∑
i,j,k
|Ki||Kj||Kk|E′[|Fi,j,k|q] 2q
) q
2
+Cq
(∑
i
|Ki|
(∑
j 6=i
|Kj |
3∑
l=1
E′[|F li,j |q]
1
q
)2) q2
.
Proof. In this proof, we set general constants denoted by C depend only on q.
Let us denote
Hi,j,k = ∆W˜ 1i ∆W˜ 2j ∆W˜ 3kFi,j,k, H2i,j = Hi,j,j +Hj,i,j +Hj,j,i,
H3i,j,k = Hi,j,k +Hi,k,j +Hj,i,k +Hj,k,i +Hk,i,j +Hk,j,i,
then it follows that ∑
i,j,k
Hi,j,k =
∑
i
Hi,i,i +
∑
i
∑
j<i
(H2i,j +H2j,i) +
∑
i
∑
j<i
∑
k<j
H3i,j,k.
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Since 〈W˜ p1 , W˜ p2〉 is deterministic for 1 ≤ p1 < p2 ≤ 3, Ito’s formula yields
E′[Hi,i,i|FL(Ki)] = E′[H2i,j |FL(Ki)] = E′[H3i,j,k|FL(Ki)] = 0
for k < j < i. Therefore by Lemma 9 we have
E′
[∣∣∣∣∑
i,j,k
Hi,j,k
∣∣∣∣
q]
≤ C
{∑
i
E′[|Hi,i,i|q] 2q +
∑
i
E′
[∣∣∣∣∑
j<i
(H2i,j +H2j,i − E′[H2j,i|F ′L(Ki)])
∣∣∣∣
q] 2q
+
∑
i
E′
[∣∣∣∣∑
j<i
∑
k<j
H3i,j,k
∣∣∣∣
q] 2q} q2
+ CE′
[∣∣∣∣∑
i
∑
j<i
E′[H2j,i|F ′L(Ki)]
∣∣∣∣
q]
. (15)
We will estimate each term of the right-hand side of (15). First,∑
i
E′[|Hi,i,i|q] 2q =
∑
i
E′[|Fi,i,i|qE′[(∆W˜ 1i ∆W˜ 2i ∆W˜ 3i )q|F ′L(Ki)]]
2
q ≤ C
∑
i
|Ki|3E′[|Fi,i,i|q] 2q . (16)
Let
H2,1i,j = ∆W˜ 2j ∆W˜ 3j Fi,j,j , H2,2i,j = ∆W˜ 1j ∆W˜ 3j Fj,i,j , H2,3i,j = ∆W˜ 1j ∆W˜ 2j Fj,j,i.
Since
E′
[(∑
j<i
H2,li,j
)q] 2q
≤ C
∑
j<i
E′
[
(H2,li,j − E′[H2,li,j |F ′L(Kj)])q
] 2
q + C
(∑
j<i
E′
[
E′[H2,li,j |F ′L(Kj)]q
] 1
q
)2
for each i, l by Lemma 9, we obtain
∑
i
E′
[(∑
j<i
(H2i,j +H2j,i − E′[H2j,i|F ′L(Ki)])
)q] 2q
≤ C
∑
i
|Ki|E′
[ 3∑
l=1
(∑
j<i
H2,li,j
)q] 2q
+ C
∑
i
|Ki|2E′
[ 3∑
l=1
(∑
j<i
∆W˜ ljF
l
j,i
)q] 2q
≤ C
∑
i
|Ki|
∑
j<i
|Kj|2
3∑
l=1
E′[(F li,j)
q]
2
q + C
∑
i
|Ki|
3∑
l=1
(∑
j<i
|Kj |E′[(F li,j)q]
1
q
)2
+C
∑
i
|Ki|2
∑
j<i
|Kj|
3∑
l=1
E′[(F lj,i)
q]
2
q . (17)
Moreover, let
H3,1i,j,k = ∆W˜ 2j ∆W˜ 3kFi,j,k +∆W˜ 2k∆W˜ 3j Fi,k,j ,
H3,2i,j,k = ∆W˜ 1j ∆W˜ 3kFj,i,k +∆W˜ 1k∆W˜ 3j Fk,i,j ,
H3,3i,j,k = ∆W˜ 1j ∆W˜ 2kFj,k,i +∆W˜ 1k∆W˜ 2j Fk,j,i,
then by Lemma 9 we have
∑
i
E′
[(∑
j<i
∑
k<j
H3i,j,k
)q] 2q
≤ C
∑
i
|Ki|
3∑
l=1
E′
[(∑
j<i
∑
k<j
H3,li,j,k
)q] 2q
≤ C
∑
i
|Ki|
3∑
l=1
∑
j<i
E′
[(∑
k<j
H3,li,j,k
)q] 2q
≤ C
∑
i
|Ki|
∑
j<i
|Kj |
∑
k<j
|Kk|
(
E′[(Fi,j,k)
q]
2
q + E′[(Fi,k,j)
q]
2
q
+E′[(Fj,i,k)
q]
2
q + E′[(Fj,k,i)
q]
2
q + E′[(Fk,i,j)
q]
2
q + E′[(Fk,j,i)
q]
2
q
)
. (18)
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Furthermore, let g1(K
i) = 〈W˜ 2, W˜ 3〉(Ki), g2(Ki) = 〈W˜ 1, W˜ 3〉(Ki), g3(Ki) = 〈W˜ 1, W˜ 2〉(Ki), then we obtain
E′
[∣∣∣∣∑
i
∑
j<i
E′[H2j,i|F ′L(Ki)]
∣∣∣∣
q]
= E′
[∣∣∣∣∑
i
∑
j<i
3∑
l=1
gl(K
i)∆W˜ ljF
l
j,i
∣∣∣∣
q]
≤ 3q
3∑
l=1
E′
[∣∣∣∣∑
j
(∑
i>j
g(Ki)F lj,i
)
∆W˜ lj
∣∣∣∣
q]
.
Hence Lemma 9 yields
E′
[∣∣∣∣∑
i
∑
j<i
E′[H2j,i|F ′L(Ki)]
∣∣∣∣
q]
≤ C
3∑
l=1
(∑
j
|Kj|E′
[(∑
i>j
gl(K
i)F lj,i
)q] 2q) q2
≤ C
(∑
j
|Kj |
(∑
i>j
|Ki|
3∑
l=1
E′[(F lj,i)
q]
1
q
)2) q2
. (19)
By (15)-(19), we obtain the conclusion.
For p ≥ 0, we denote
Lp = {ρL(θ[p/2],i∪θ[p/2],j+ln)∧τnGIi,Jj}i,j , L˜p =
(
0 Lp
L⋆p 0
)
, M˜ =
∞∑
p=0
(−1)pL˜pp,
M˜p =
(
(GG⋆)p (GG⋆)pG
(G⋆G)pG⋆ (G⋆G)p
)
, Zˆk,t =
{ ∫
Ikt
b1s,∗dWs/(|b1Ik,τn |
√|Ik|) (k ≤ ln)∫
Jk−lnt
b2s,∗dWs/
(
|b2Jk−ln ,τn |
√|Jk−ln |) (k > ln)
and Dt = diag({|b1I,τn|}I∩[0,t) 6=∅, {|b2J,τn |}J∩[0,t) 6=∅). Though {Zˆk,t}t is not necessarily a local martingale, we
denote by 〈Zˆ〉t the quadratic variation of Zˆ regarding Π as deterministic functions, that is, 〈Zˆ〉t be an (ln +
mn)× (ln +mn) symmetric matrix with
(〈Zˆ〉t)k,k′ =


∫
Ikt
|b1s,∗|2dsδk,k′/(|b1Ik,τn |2|Ik|) (k, k′ ≤ ln)∫
Jk−lnt
|b2s,∗|2dsδk,k′/(|b2Jk−ln ,τn |2|Jk−ln |) (k, k′ > ln)∫
Ikt ∩J
k′−ln
t
b1s,∗ · b2s,∗ds/(|b1Ik,τn ||b2Jk′−ln ,τn |
√|Ik||Jk′−ln | (k ≤ ln, k′ > ln)
Moreover we define
H˜1n(t) = H˜
1
n,sn(t;σ) = −
1
2
Zˆ⋆·,tM˜Zˆ·,t − log detDt +
1
2
∞∑
p=1
(−1)p
p
∑
k
(L˜pp)k,k1{θ0,k∩[0,t) 6=∅},
H˜2n(t) = H˜
2
n,sn(t;σ) = −
1
2
tr(M˜〈Zˆ〉t)− log detDt + 1
2
∞∑
p=1
(−1)p
p
∑
k
(L˜pp)k,k1{θ0,k∩[0,t) 6=∅},
H˜3n(t) = H˜
3
n,sn(t;σ) = bn
∞∑
p=0
2∑
i=1
∫ t
0
Dip(s ∧ τ(sn), s;σ)νp,in (ds),
Zˆk = Zˆk,T , and H˜
i
n = H˜
i
n(T ) (1 ≤ i ≤ 3), where
Dip(s, t;σ) =


− |b
i
t,∗|
2
2|bis|
2 − log |bis| (p = 0)
− |b
i
t,∗|
2
2|bis|
2 ρ
2p
s +
1
2
(
|b1t,∗||b
2
t,∗|
|b1s||b
2
s|
+
|bit,∗|
|bis|
− |b
3−i
t,∗ |
|b3−is |
)
ρ2p−1s ρt,∗ +
ρ2ps
4p (p ≥ 1)
for i = 1, 2. Then we have ∂σH˜
3
n,sn(t;σ∗) ≡ 0 on {τ(sn) = T }.
Let q ∈ 2N, γ ∈ (0, 1) be defined in [A1] 5., Θ1p = sup0≤t≤T E[|µt|p], Θ2p = sup0≤s<t≤T E[|µt−µs|p]/|t−s|pγ ,
and {sn(t)}0≤t≤T,n∈N be stochastic processes which satisfies [S]. Moreover, we define ϕq({xp}) = (
∑∞
p=0 xp)
q ∨
(
∑∞
p=0 x
2q/(2q−1)
p )q−1/2 for {xp}∞p=0 ⊂ R+ and q ∈ 2N.
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Lemma 13. Assume [A1]. Let r ∈ N, r ≥ 2. Then there exists a constant C > 0 which depends only on q, r, n2
and n3 such that
E[|∂vσHˆn(σ; sn)− ∂vσH˜1n,sn(T ;σ)|q|Π]
≤ C(T 32 q ∨ 1)(E[RC ] + Θ1C)E[RCsn(T )−(2v+2r+7)q|Π]
1
2
×
{
(T ∨ 1) q2 + ((rq(γ∧ 12 )n (ln +mn)
q
2 ) ∨ 1){(Θ18q)
1
8 + (Θ28q)
1
8 }
+ϕq
({√
(ln +mn)Φ2p+2,2 ∨Φ2p+2,1
(p+ 1)r
}
p
)
+
( ∞∑
p1,p2=0
Φ¯2p1+3,2p2+3
(p1 + 1)r(p2 + 1)r
) q
2
}
(20)
and
E[|∂vσH˜2n,sn(T ;σ)− ∂vσH˜3n,sn(T ;σ)|q|Π]
≤ CE[RC(1− ρ¯T )−C ]
{( ∞∑
p=0
Φ2p+2,1
(p+ 1)r
)q
+
( ∞∑
p1,p2=0
Φ¯2p1+2,2p2+2
(p1 + 1)r(p2 + 1)r
) q
2
}
for 0 ≤ v ≤ 4 and σ ∈ Λ.
Proof. In this proof, we set general constants denoted by C depend only on q, r, n2, n3.
We first prove (20). Let
µ˜k =
{ ∫
Ik
µ1sds/(|b1Ik,τn |
√|Ik|) (k ≤ ln)∫
Jk−ln µ
2
sds/(|b2Jk−ln ,τn |
√|Jk−ln |) (k > ln)
for 1 ≤ k ≤ ln +mn. Then Hˆn(σ; sn)− H˜1n,sn(T ;σ) can be decomposed as
Hˆn(σ; sn)− H˜1n,sn(T ;σ) = −
1
2
Z⋆(M − M˜)Z − µ˜⋆M˜(Zˆ + µ˜
2
) +
1
2
∞∑
p=1
(−1)p
p
(tr(L˜p)− tr(L˜pp)).
We will estimate each term of the right-hand side of this equation.
First, we assume that Π is deterministic. Let Wt = (Wt, Wˆt), then we can write
((L˜)2p − (L˜)2p+1)kk′ − ((L˜2p)2p − (L˜2p+1)2p+1)kk′ =
∫
θ2p+2,k
ξk,k
′
p,t · dWt +
∫
θ2p+2,k
ηk,k
′
p,t dt,
by Ito’s formula, where
|∂vσξk,k
′
p,t | ≤ 2 · 2 · 4v+1(2p+ 1)v+1 · n2R2v+3(1− sn(T ))(2p−v−1)∨0(M˜p)kk′1θ2p+2,k(t),
|∂vσηk,k
′
p,t | ≤ 4 · 2 ·
1
2
4v+2(2p+ 1)v+2 · n22R2v+6(1− sn(T ))(2p−v−2)∨0(M˜p)kk′1θ2p+2,k(t).
Moreover, let ξ˜k,k
′
p,t be the one constructed by ξ
k,k′
p,t substituting L(θ2p+2,k)∧ τ(sn) for all times of X , b˜2 and
b˜3, then we can write ξ˜k,k
′
p,t =
∑
K ξ˜
k,k′
p,K 1K(t) for some random variables {ξ˜k,k
′
p,K }K , where {K} denotes the set of
intervals obtained by unifying partitions {Si},{T j} and {T jk }. Furthermore, let
ξkk
′
p,t − ξ˜kk
′
p,t =
∫ t
0
ξˆk,k
′
p,s · dWs +
∫ t
0
ηˆk,k
′
p,s ds, (21)
then we have
|∂vσ ξˆk,k
′
p,s | ≤ 2 · 4 · 4v+1(2p+ 1)v+1 · 4(2p+ 2) · n22R2v+6(1− sn(T ))(2p−v−2)∨0(M˜p)k,k′1θ2p+2,k(s),
|∂vσ ηˆk,k
′
p,s | ≤ 2 · 8 · 4v+1(2p+ 1)v+1 ·
1
2
42(2p+ 2)2 · n32R2v+9(1− sn(T ))(2p−v−3)∨0(M˜p)k,k′1θ2p+2,k(s).
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Therefore we can write
− 1
2
Z⋆(M − M˜)Z = −1
2
∞∑
p=0
∑
k,k′
(∫
ξk,k
′
p,t · dWt +
∫
ηk,k
′
p,t dt
)
ZkZk′
= −1
2
∞∑
p=0
∑
k,k′
∫
ξ˜k,k
′
p,t · dWtZ˜k,pZ˜k′,p −
1
2
∞∑
p=0
∑
k,k′
∫
(ξk,k
′
p,t − ξ˜k,k
′
p,t ) · dWtZkZk′
−1
2
∞∑
p=0
∑
k,k′
∫
ξ˜k,k
′
p,t · dWt(ZkZk′ − Z˜k,pZ˜k′,p)−
1
2
∞∑
p=0
∑
k,k′
∫
ηk,k
′
p,t dtZkZk′
= X + R1 +R2 +R3,
where
(Z˜k,p)
ln+mn
k=1 =
((
b1L(θ2p+2,i),∗ ·W (Ii)
|b1L(θ2p+2,i)∧τn |
√|Ii|
)ln
i=1
,
( b2L(θ2p+2,j+ln),∗ ·W (Jj)
|b2L(θ2p+2,j+ln)∧τn |
√|Jj |
)mn
j=1
)
.
Let k1(K) denotes k ≤ ln which satisfies K ⊂ Ik, k2(K) denotes k > ln which satisfies K ⊂ Jk−ln and
B˜k,p =
{
b1L(θ2p+2,k),∗/(|b1L(θ2p+2,k)∧τn |
√|Ik|) (k ≤ ln)
b2L(θ2p+2,k),∗/(|b2L(θ2p+2,k)∧τn |
√|Jk−ln |) (ln < k ≤ ln +mn).
Then X can be rewritten as
X = −1
2
∞∑
p=0
∑
k,k′
∑
K′′
ξ˜k,k
′
p,K′′ · W(K ′′)Z˜k,pZ˜k′,p
= −1
2
∑
K,K′,K′′
2∑
i,j=1
∞∑
p=0
ξ˜
ki(K),kj(K′)
p,K′′ · W(K ′′)B˜ki(K),p ·W (K)B˜kj(K),p ·W (K ′).
Let
F i,j,vK,K′,K′′ =
1
2
∑
v1,v2,v3≥0,v1+v2+v3=v
v!
v1!v2!v3!
∞∑
p=0
|∂v1σ ξ˜k
i(K),kj(K′)
p,K′′ ||∂v2σ B˜ki(K),p||∂v3σ B˜kj(K′),p|
for 1 ≤ i, j ≤ 2, then F i,j,vK,K′,K′′ = F j,i,vK′,K,K′′ . Hence for general Π and any q ∈ 2N, we have
E[|∂vσX|q|Π]
≤ C
2∑
i,j=1
{( ∑
K,K′,K′′
|K||K ′||K ′′|E[(F i,j,vK,K′,K′′)q|Π]
2
q
) q
2
+
(∑
K
|K|
(∑
K′
|K ′|(2E[(F i,j,vK,K′,K′)q|Π]
1
q + E[(F i,j,vK′,K′,K)
q|Π] 1q
)2) q2}
≤ C
( ∑
k,k′,K′′
|K ′′|E
[( ∞∑
p=0
RC(p+ 1)v+1(1− sn(T ))(2p−5)∨0(M˜p)k,k′1θ2p+2,k(K ′′)
)q∣∣∣∣Π
] 2
q
) q
2
+C
{∑
k
|θ0,k|
(∑
k′
|θ0,k′ |
{
E
[( ∞∑
p=0
RC(p+ 1)v+1
(1− sn(T ))(2p−5)∨0√|θ0,k|√|θ0,k′ | (M˜p)k,k′
)q∣∣∣∣Π
] 1
q
+E
[( ∞∑
p=0
RC(p+ 1)v+1
(1− sn(T ))(2p−5)∨0
|θ0,k′ | 1θ2p+2,k∩θ0,k′ 6=∅
)q∣∣∣∣Π
] 1
q
})2} q2
by Lemma 12.
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Moreover, by Lemma 10, we have
E[|∂vσX|q|Π] ≤ CE[RCsn(T )−(v+
2r+3
2 )q|Π]
{( ∑
k,k′,K′′
|K ′′|
∞∑
p=0
(M˜p)k,k′1θ2p+2,k(K′′)
(p+ 1)2r
) q
2
+
(∑
k
(∑
k′
√
|θ0,k′ |
( ∞∑
p=0
(
(M˜p)k,k′
(p+ 1)r
)2) 12)2) q2
+
(∑
k
|θ0,k|
(∑
k′
( ∞∑
p=0
1θ2p+2,k∩θ0,k′ 6=∅
(p+ 1)2r
) 1
2
)2) q2}
.
Since (
∑
p∈N αp)
1/q′ ≤∑p∈N α1/q′p for αp ≥ 0 (p ∈ N) and q′ > 1, we have
E[|∂vσX|q|Π] ≤ CE[RCsn(T )−(v+
2r+3
2 )q|Π]
{(∑
k,k′
∞∑
p=0
(M˜p)k,k′ |θ2p+2,k|
(p+ 1)2r
) q
2
+
(∑
k
∑
k′1,k
′
2
√
|θ0,k′1 |
√
|θ0,k′2 |
∞∑
p1,p2=0
(M˜p1)k,k′1 (M˜p2)k,k′2
(p1 + 1)r(p2 + 1)r
) q
2
+
(∑
k
|θ0,k|
∑
k′1,k
′
2
∞∑
p1,p2=0
1θ2p1+2,k′1∩θ0,k 6=∅
1θ2p2+2,k′2∩θ0,k 6=∅
(p1 + 1)r(p2 + 1)r
) q
2
}
Therefore, E[|∂vσX|q |Π] is less than the right-hand side of (20) since ‖ M˜p ‖≤ 2,∑
k
|θ0,k|1θ2p1+2,k′1∩θ0,k 6=∅1θ2p2+2,k′2∩θ0,k 6=∅ ≤ |θ2p1+3,k′1 ∩ θ2p2+3,k′2 |,
∑
k,k′
(M˜p)k,k′ |θ2p+2,k| ≤‖ M˜p ‖ (ln +mn) 12Φ
1
2
2p+2,2 ≤ 2(ln +mn)
1
2Φ
1
2
2p+2,2,
and ∑
k
∑
k′1,k
′
2
√
|θ0,k′1 |
√
|θ0,k′2 |(M˜p1)k,k′1(M˜p2)k,k′2 ≤‖ M˜⋆p1M˜p2 ‖
∑
k
|θ0,k| ≤ 8T.
We will estimate E[|R2|q|Π] in the next step. Since
E[(∂vσ(ZkZk′ − Z˜k,pZ˜k′,p))2q|Π]
1
2q ≤ Cq(T ∨ 1)(E[RC ] + Θ1C)(|θ2p+2,k|
1
2 + |θ2p+2,k′ | 12 ),
Lemma 9 and the Cauchy-Schwarz inequality yield
E[|∂vσR2|q|Π] ≤
1
2q
(∑
k,k′
∞∑
p=0
∑
v1,v2≥0,v1+v2=v
v!
v1!v2!
E
[(∫
θ2p+2,k
∂v1σ ξ˜
k,k′
p,t · dWt
)2q∣∣∣∣Π
] 1
2q
×E
[
(∂v2σ (ZkZk′ − Z˜k,pZ˜k′,p))2q
∣∣∣∣Π
] 1
2q
)q
≤ C
(∑
k,k′
∞∑
p=0
(p+ 1)v+1|θ2p+2,k| 12E[RC(1− sn(T ))2q(2p−5)∨0|Π] 12q (M˜p)k,k′
×(E[RC ] + Θ1C)(T ∨ 1)(|θ2p+2,k|
1
2 + |θ2p+2,k′ | 12 )
)q
.
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Hence by the Ho¨lder inequality, we have
E[|∂vσR2|q|Π] ≤ C(T q ∨ 1)(E[RC ] + Θ1C)E[RCsn(T )−(2v+2r+3)q|Π]
1
2
×
( ∞∑
p=0
(∑
k,k′
(M˜p)k,k′ (|θ2p+2,k|+ |θ2p+2,k|1/2|θ2p+2,k′ |1/2)
(p+ 1)r
) 2q
2q−1
)q− 12
≤ C(T q ∨ 1)(E[RC ] + Θ1C)E[RCsn(T )−(2v+2r+3)q|Π]
1
2
×
{ ∞∑
p=0
(
((ln +mn)Φ2p+2,2)
1/2 ∨ Φ2p+2,1
(p+ 1)r
) 2q
2q−1
}q− 12
.
Then E[|R2|q|Π] is less than the right-hand side of (20).
Furthermore, by Lemma 9 and the Cauchy-Schwarz inequality, we have
E[|∂vσR1|q|Π] ≤ C
(∑
k,k′
E
[∣∣∣∣∂vσ
(∫ ∞∑
p=0
(ξk,k
′
p,t − ξ˜k,k
′
p,t ) · dWtZkZk′
)∣∣∣∣
q∣∣∣∣Π
] 1
q
)q
≤ C(E[RC ] + T q(Θ18q)1/4)
(∑
k,k′
∑
0≤v1≤v
E
[∣∣∣∣
∫ ( ∞∑
p=0
∂v1σ (ξ
k,k′
p,t − ξ˜k,k
′
p,t )
)2
dt
∣∣∣∣
q∣∣∣∣Π
] 1
2q
)q
. (22)
Since Π is independent of {(Xt, (b˜it)i)}t, we can choose conditional expectation for which t 7→ E[(
∑∞
p=0 ∂
v1
σ (ξ
k,k′
p,t −
ξ˜k,k
′
p,t ))
2q|Π] is Lebesgue integrable almost surely for 0 ≤ v1 ≤ v. Therefore, by (22) and similar argument to the
proof of Lemma 9, we have
E[|∂vσR1|q|Π] ≤ C(E[RC ] + T q(Θ18q)1/4)
(∑
k,k′
∑
0≤v1≤v
(∫
E
[( ∞∑
p=0
∂v1σ (ξ
k,k′
p,t − ξ˜k,k
′
p,t )
)2q
|Π
] 1
q
dt
) 1
2
)q
. (23)
By Lemma 10, (23), (21) and the estimates after that, we have
E[|∂vσR1|q|Π]
≤ C(E[RC ] + T q(Θ18q)
1
4 )
(∑
k,k′
(∫
E
[( ∞∑
p=0
(p+ 1)v+3R2v+9
×(1− sn(T ))(2p−7)∨0(M˜p)k,k′ |θ2p+2,k| 12 (T 12 ∨ 1)1θ2p+2,k′ (t)
)2q∣∣∣∣Π
] 1
q
dt
) 1
2
)q
≤ C(E[RC ] + T q(Θ18q)
1
4 )(T
q
2 ∨ 1)E[RCsn(T )−(2v+2r+7)q|Π] 12
(∑
k,k′
( ∞∑
p=0
((M˜p)k,k′ )
2|θ2p+2,k||θ2p+2,k′ |
(p+ 1)2r
) 1
2
)q
≤ C(E[RC ] + T q(Θ18q)
1
4 )(T
q
2 ∨ 1)E[RCsn(T )−(2v+2r+7)q|Π] 12
( ∞∑
p=0
Φ2p+2,1
(p+ 1)r
)q
.
Then E[|∂vσR1|q|Π] is less than the right-hand side of (20). Similarly, we can see
E[|∂vσR3|q] ≤ CE[RCsn(T )−(2v+2r+5)q|Π]
1
2 (E[RC ] + T q(Θ18q)
1
4 )
( ∞∑
p=0
√
(ln +mn)Φ2p+2,2
(p+ 1)r
)q
.
Hence E[|∂vσ(Z⋆(M − M˜)Z/2)|q|Π] is less than the right-hand side of (20).
Similaly, we can see
E
[∣∣∣∣∂vσ
(
1
2
∞∑
p=1
(−1)p
p
(tr(L˜p)− tr(L˜pp))
)∣∣∣∣
q∣∣∣∣Π
]
is less than the right-hand side of (20).
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Moreover,
E[|∂vσ(µ˜⋆M˜µ˜/2)|q|Π] ≤ CE
[( v∑
v1=0
|∂v1σ µ˜|
)2q( v∑
v2=0
‖ ∂v2σ M˜ ‖
)q∣∣∣∣Π
]
≤ CE[(RCsn(T )−(v+1)q)2|Π] 12 (2T )q(Θ14q)
1
2
since
∑v
v2=0
‖ ∂v2σ M˜ ‖≤ CR2v
∑∞
p=0((2p)
v ∨ 1)ρ¯(2p−v)∨0τn ≤ CR2vsn(T )−(v+1).
We will estimate E[|∂vσ(µ˜⋆M˜Zˆ)|q|Π] at last. Let Lp,k,k′ = ((L˜2p)2p − (L˜2p+1)2p+1)k,k′ . µ˜⋆M˜Zˆ can be
decomposed as
µ˜⋆M˜Zˆ =
∑
k,k′
∞∑
p=0
Lp,k,k′ µ˜p,kZˆk′ +
∑
k,k′
∞∑
p=0
Lp,k,k′ (µ˜k − µ˜p,k)Zˆk′ = Ξ1 + Ξ2,
where
µ˜p,k =
{
µ1L(θp+1,k)
√|Ik|/|b1L(θp+1,k)∧τn | (k ≤ ln)
µ2L(θp+1,k)
√|Jk−ln |/|b2L(θp+1,k)∧τn | (k > ln)
Then by the Burkholder-Devis-Gundy inequality, we obtain
E[|∂vσΞ1|q|Π] ≤ C
∑
v1+v2=v
E
[(∑
k′
(∑
k
∞∑
p=0
∂v1σ (Lp,k,k′ µ˜p,k)
)2
(∂v2σ Zˆk′)
2
) q
2
∣∣∣∣Π
]
≤ C
∑
v1+v2=v
(∑
k′
E
[(∑
k
∞∑
p=0
∂v1σ (Lp,k,k′ µ˜p,k)
)q
(∂v2σ Zˆk′)
q
∣∣∣∣Π
] 2
q
) q
2
≤ CE[R4q] 12
v∑
v1=0
(∑
k′
(∑
k
∞∑
p=0
E[(∂v1σ (Lp,k,k′ µ˜p,k))2q|Π]
1
2q
)2) q2
.
Since
E[(∂v1σ (Lp,k,k′ µ˜p,k))2q |Π]
1
2q ≤ C(2p+ 1)vE[RC ρ¯4q(2p−5)τn |Π]
1
4q (M˜p)k,k′ (Θ
1
4q)
1
4q
√
|θ0,k|,
we obtain
E[|∂vσΞ1|q|Π] ≤ CE[R4q]
1
2 (Θ14q)
1
4
(∑
k′
∑
k1,k2
∞∑
p1,p2=0
E[RC ρ¯4q(2p1−5)τn |Π]
1
4q (p1 + 1)
v(p2 + 1)
v
×E[RC ρ¯4q(2p2−5)τn |Π]
1
4q (M˜p1)k1,k′(M˜p2)k2,k′
√
|θ0,k1 |
√
|θ0,k2 |
) q
2
≤ CT q/2E[R4q] 12 (Θ14q)
1
4
( ∞∑
p=0
E[RC ρ¯4q(2p−5)τn |Π]
1
4q (p+ 1)v
)q
.
Then E[|∂vσΞ1|q|Π] is less than the right-hand side of (20) since
∞∑
p=0
E[RC ρ¯4q(2p−5)τn |Π]
1
4q (p+ 1)v ≤
( ∞∑
p=0
E[RC ρ¯4q(2p−5)τn |Π](p+ 1)q(4v+
9
2 )
) 1
4q
( ∞∑
p=0
(p+ 1)−
9
8
)1− 14q
≤ CE[RCsn(T )−q(4v+5)]1/4q.
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On the other hand, Lemma 9 yields
E[|∂vσΞ2|q|Π]
≤ C
( ∞∑
p=0
∑
k,k′
E
[{
RC ρ¯(2p−v)∨0τn (2p+ 1)
v(M˜p)k,k′
( v∑
v1=0
|∂v1σ (µ˜k − µ˜p,k)|
)( v∑
v2=0
|∂v2σ Zˆk|
)}q∣∣∣∣Π
] 1
q
)q
≤ CE[RC ]
{∑
p=0
∑
k,k′
(M˜p)k,k′E[R
C ρ¯2q(2p−v)∨0τn (2p+ 1)
2qv|Π] 12q
×
(
E[RC ]
1
8q
√
|θ0,k|(Θ28q)
1
8q |θp+1,k|γ + E[RC ] 18q
√
|θ0,k|(Θ18q)
1
8q (T
1
2 ∨ 1)
√
|θp+1,k|
)}q
≤ CE[RC ](T q2 ∨ 1)((Θ18q)
1
8 + (Θ28q)
1
8 )
( ∞∑
p=0
E[RC ρ¯2q(2p−4)∨0τn |Π](p+ 1)(2v+6)q
) 1
2
×
{ ∞∑
p=0
1
(p+ 1)2
(∑
k,k′
(M˜p)k,k′
√
|θ0,k| ((4p+ 1)rn)
γ ∨ ((4p+ 1)rn)1/2
p+ 1
) 2q
2q−1
} 2q−1
2
≤ CE[RC ]rq(γ∧ 12 )n (T 32 q ∨ 1)(ln +mn)
q
2 ((Θ18q)
1
8 + (Θ28q)
1
8 )E[RCsn(T )
−(2v+7)q|Π] 12 ,
where we use the fact rγn ∨ r
1
2
n = T γ(rnT
−1)γ ∨ T 12 (rnT−1) 12 ≤ (
√
T ∨ 1)rγ∧ 12n . This complete the proof of (20).
We next estimate E[|∂vσH˜2n,sn(T ;σ) − ∂vσH˜3n,sn(T ;σ)|q|Π]. Let J (k) = 1 (1 ≤ k ≤ ln), J (k) = 2 (ln < k ≤
ln +mn) and Bˇ
i
k = |biL(θ0,k),∗|/|biL(θ0,k)∧τn | for 1 ≤ k ≤ ln +mn, i = 1, 2. For p ∈ Z+ and 1 ≤ k, k′ ≤ ln +mn,
we define {ξˇk,k′p,t }, {ηˇk,k
′
p,t } as if follows.
1. the case k = k′:
−1
2
((L˜2p)
2p)k,k(〈Zˆ〉T )k,k + 1
2
(Bˇ
J (k)
k )
2ρ2pL(θ0,k)(M˜p)k,k
−(log |bJ (k)θ0,k,τn | − log |b
J (k)
L(θ0,k)∧τn
|)1{p=0} + 1
4p
(((L˜2p)
2p)k,k − ρ2pL(θ0,k)∧τn(M˜p)k,k)1{p≥1}
=
∫
ξˇk,kp,t · dWt +
∫
ηˇk,kp,t dt.
2. the case (k ≤ ln and k′ > ln) or (k > ln and k′ ≤ ln):
−1
2
{
(Bˇ1kBˇ
2
k + Bˇ
J (k)
k )ρ
2p+1
L(θ0,k)∧τn
ρL(θ0,k),∗ − BˇJ (k)k′ ρ2p+1L(θ0,k′)∧τnρL(θ0,k′),∗
}
×(M˜p)k,k′ (M˜0)k,k′ + 1
2
((L˜2p+1)
2p+1)k,k′ (〈Z〉T )k,k′ =
∫
ξˇk,k
′
p,t · dWt +
∫
ηˇk,k
′
p,t dt.
3. other case : We set ξˇk,k
′
p,t ≡ 0 and ηˇk,k
′
p,t ≡ 0.
Then by Ito’s formula, we obtain
|
∑
k,k′
∂vσ ξˇ
k,k′
p,t | ≤ CRC(p+ 1)v+1ρ¯(2p−v−1)∨0T
∑
k
{(M˜p)k,k + (M˜p+1)k,k}1θ2p+2,k(t),
|
∑
k,k′
∂vσ ηˇ
k,k′
p,t | ≤ CRC(p+ 1)v+2ρ¯(2p−v−2)∨0T
∑
k
{(M˜p)k,k + (M˜p+1)k,k}1θ2p+2,k(t).
Moreover, we have
H˜2n,sn(T ;σ)− H˜3n,sn(T ;σ) =
∫ ∑
k,k′
∞∑
p=0
ξˇk,k
′
p,t · dWt +
∫ ∑
k,k′
∞∑
p=0
ηˇk,k
′
p,t dt.
Therefore we obtain the conclusion by Lemma 10.
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Lemma 14. 1. Assume that [A1], [A2] hold and {b−1n (ln +mn)}n be tight. Then
sup
σ
b−1n |∂vσHn(σ)− ∂vσH˜3n,sn(T ;σ)| →p 0
as n→∞ for 0 ≤ v ≤ 3, where sn = r1/42n ∧ ((1 − |ρ0|)/2).
2. Let 0 ≤ v ≤ 3, q ∈ 2N, q > n1, δ ≥ 1, and {sn}n∈N be stochastic processes which satisfy [S]. Assume that
[A1], [A2], [A4-(2q), δ] hold,
lim sup
n→∞
E[sn(T )
−(2v+2[δ]+12)q] <∞ and lim sup
n→∞
E[b−2qn (ln +mn)
2q] <∞. (24)
Then there exists n0 ∈ N such that
sup
n≥n0
E
[(
sup
σ
b−1/2n |∂vσHˆn(σ; sn)− ∂vσH˜3n,sn(T ;σ)|
)q]
<∞.
Proof. We first prove 2. Since {rn}n is bounded and rn →p 0 as n → ∞, we have limn→∞E[rq′n ] = 0 for
any q′ > 0. Then by [A1], [A4-(2q), δ], (24), Lemma 13 with r = [δ] + 2, Cauchy-Schwarz inequalities, Jensen’s
inequality and the estimate Φ2p+2,2 ≤ rn(8p+9)Φ2p+2,1, we have limn→∞ supσ E[b−q/2n |∂vσ(Hˆn− H˜1n)|q] = 0 for
0 ≤ v ≤ 4. Hence limn→∞ E[b−q/2n supσ |∂vσ(Hˆn − H˜1n)|q] = 0 for 0 ≤ v ≤ 3 by Sobolev’s inequality. Similarly,
we have limn→∞E[b
−q/2
n supσ |∂vσ(H˜2n − H˜3n)|q] = 0 for 0 ≤ v ≤ 3.
We estimate H˜1n−H˜2n in the next step. Let 0 ≤ v ≤ 4 and Π is deterministic. By Ito’s formula and symmetry
of M˜ , we have
H˜1n(t)− H˜2n(t) = −
1
2
∑
k,k′
M˜k,k′
{
Zˆk,tZˆk′,t − (〈Zˆ〉t)k,k′
}
= −
∑
k,k′
M˜k,k′
∫ t
0
Zˆk,sdZˆk′,s.
Therefore, {∂vσ(H˜1n(t)− H˜2n(t))}0≤t≤T is the martingale. By the Burkholder-Devis-Gundy inequality, we obtain
E[|∂vσ(H˜1n − H˜2n)|q] ≤ CE[〈∂vσ(H˜1n − H˜2n)〉q/2T ] (0 ≤ v ≤ 4).
Moreover,
〈∂vσ(H˜1n − H˜2n)〉T ≤ CR4 ‖ M˜0 ‖
( ∑
0≤j1+j2≤v
|(∂j1σ Zˆ)∗|× ‖ {|∂j2σ M˜k,k′ |}k,k′ ‖
)2
,
where |(∂j1σ Zˆ)∗|2 =
∑
k supt |∂j1σ Zˆk,t|2. SinceE[|(∂jσZˆ)∗|2q] ≤ CE[R4q](ln+mn)q, ‖ M˜0 ‖≤ 2 and ‖ {|∂jσM˜k,k′ |}k,k′ ‖≤
CR2j(1− ρ¯T )−j−1 for 0 ≤ j ≤ 4, we have
b
− q2
n E[|∂vσ(H˜1n − H˜2n)|q] ≤ CE[RC ]E[(b−1n (ln +mn))q/2]E[RC(1− ρ¯T )−2(v+1)q]1/2
for general Π. Then by Sobolev’s inequality, there exists n0 ∈ N such that
sup
n≥n0
E
[(
sup
σ
b
− 12
n |∂vσ(H˜1n − H˜2n)|
)q]
<∞
for 0 ≤ v ≤ 3. This completes the proof of 2.
Finally, we prove 1. Since |Φ2p+2,i| ≤ C(p+1)irin(ln+mn) and |Φ2p1+3,2p2+3| ≤ C(p1+1)(p2+1)(ln+mn)2rn
for p1, p2 ∈ Z+ and i = 1, 2, by Lemma 13 with r = 3, we have
sup
σ∈Qn1∩Λ
E[|∂vσ(Hˆn(σ; sn)− H˜1n,sn(T ;σ))|q|Π] ≤ C(1 + r
− q4
n )(1 + r
q(γ∧ 12 )
n (ln +mn)
q
2 + r
q
2
n (ln +mn)
q)
for q ∈ 2N, q > n1 and 0 ≤ v ≤ 4. Therefore, by Lemma 11 2., the assumptions and the inequality T =
∑
I |I| ≤
rnln, we obtain {b−1n r−1n }n is tight and
sup
σ
b−1n |∂vσ(Hˆn(σ; sn)− H˜1n,sn(T ;σ))| →p 0
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as n → ∞ for 0 ≤ v ≤ 3. Similarly, we obtain supσ b−1n |∂vσ(H˜2n,sn(T ;σ) − H˜3n,sn(T ;σ)| →p 0 as n → ∞ for
0 ≤ v ≤ 3.
Moreover, similarly to the proof of 2., we have
E[|b−1n ∂vσ(H˜1n − H˜2n)|q|Π] ≤ CE[RC ]b−q/2n (b−1n (ln +mn))q/2E[RC(1− ρ¯T )−C ]
for q > n1 and 0 ≤ v ≤ 4. Hence by Lemma 11 2., we have b−1n supσ |∂vσ(H˜1n − H˜2n)| →p 0 as n → ∞ for
0 ≤ v ≤ 3.
Moreover, since P [τ(sn) < T ] → 0 as n → ∞, b−1n supσ |∂vσ(Hn(σ) − Hˆn(σ; sn))| →p 0 as n → ∞, which
completes the proof.
Lemma 15. Assume [A3′]. Then
sup
σ∈Λ
|Ψp,1(f(·, σ), ap)| →p 0 and sup
σ∈Λ
|Ψp,2(f(·, σ), cp)| →p 0
as n→∞ for p ∈ Z+ and f(t, σ) : random variable defined on [0, T ]× Λ¯ such that f is continuous with respect
to (t, σ).
Proof. Let {fk}k be step functions such that supt,σ |f(t, σ) − fk(t, σ)| →p 0 as k → ∞. By [A3′], we obtain
supσ |
∫ T
0 f
k(t, σ)νp,1n (dt)−
∫ T
0 f
k(t, σ)ap(t)dt| →p 0 as n→∞ for any k ∈ N.
Since {ν0,1n ([0, T ))}n is tight, for any ǫ, δ > 0, there exists K ∈ N such that
P
[
sup
σ
∣∣∣∣
∫ T
0
(f − fk)νp,1n (dt)
∣∣∣∣ ∨ sup
σ
∣∣∣∣
∫ T
0
(f − fk)ap(t)dt
∣∣∣∣ > δ
]
< ǫ (k ≥ K,n ∈ N).
Then there exists N ∈ N such that P [supσ |Ψp,1(f(·, σ), ap)| > 3δ] < 2ǫ for n ≥ N . Similarly, we have
supσ |Ψp,2(f(·, σ), cp)| →p 0 as n→∞.
Proof of Proposition 3.
We first prove 1. By Lemma 14, it is sufficient to show supσ |b−1n ∂vσH˜3n(T ;σ) −
∫ T
0 ∂
v
σh
∞
t (σ)dt| →p 0 as
n→∞ for 0 ≤ v ≤ 3, where sn = r1/42n ∧ ((1 − |ρ0|)/2).
Since P [τ(sn) < T ]→ 0 as n→∞,
∞∑
p=0
2∑
i=1
sup
σ
∣∣∣∣
∫ T
0
(∂vσDip(t ∧ τ(sn), t;σ)− ∂vσDip(t, t;σ))νp,in (dt)
∣∣∣∣→p 0
as n→∞ for 0 ≤ v ≤ 3.
Moreover, by Lemma 15, supσ |Ψp,1(∂vσD1p(·, ·;σ), ap)| →p 0 as n→∞ for p ∈ Z+ and 0 ≤ v ≤ 3.
Then by Lemma 3, the tightness of {ν0,1n ([0, T ))}n, and the estimates νp,1n ([0, T )) ≤ ν0,1n ([0, T )) and |∂vσD1p(t, t, σ)| ≤
CRC ρ¯
(2p−v)∨0
T (p+ 1)
v, we have
∞∑
p=0
sup
σ
|Ψp,1(∂vσD1p(·, ·;σ), ap)| →p 0
as n→∞ for 0 ≤ v ≤ 3. Similarly, we obtain
∞∑
p=0
sup
σ
|Ψp,2(∂vσD2p(·, ·;σ), cp)| →p 0
as n→∞ for 0 ≤ v ≤ 3. Since h∞t (σ) =
∑∞
p=0(D1p(t, t;σ)ap(t) +D2p(t, t;σ)cp(t)), we obtain 1.
We next prove 2. First, [S-((2v+2[δ]+12)q), ξ] and the estimate νp,in ([0, T )) ≤ ν0,i([0, T )) ≤ b−1n (ln+mn) (p ∈
Z+) yield
sup
n
E
[
sup
σ
∣∣∣∣b ξ2qn
∞∑
p=0
2∑
i=1
∫ T
0
{
∂vσDip(t ∧ τ(sn), t;σ)− ∂vσDip(t, t;σ)
}
νp,in (dt)
∣∣∣∣
q]
<∞
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for 0 ≤ v ≤ 3.
Then by Lemma 14, it is sufficient to show that there exists n0 ∈ N such that
sup
n≥n0
E
[
sup
σ
∣∣∣∣bηn
∞∑
p=0
{
Ψp,1(∂vσD1p(·, ·;σ), ap) + Ψp,2(∂vσD2p(·, ·;σ), cp)
}∣∣∣∣
q]
<∞.
By [A3′-q, η] and independence of {Πn}n and X , we have
sup
n≥n0
E
[∣∣∣∣bηn
∞∑
p=0
Ψp,1(∂vσD1p(·, ·;σ), ap)
∣∣∣∣
q]
≤ C
∞∑
p=0
1
(p+ 1)2
sup
n≥n0
E[(bηn(p+ 1)
2|Ψp,1(∂vσD1p(·, ·;σ), ap)|)q]
≤ C
∞∑
p=0
(p+ 1)CE
[
sup
t
|∂vσD1p(t, t;σ)|q + ωα(∂vσD1p(·, ·;σ))q
]
(25)
for 0 ≤ v ≤ 4, α in [A3′-q, η] and n0 which is renewed if necessary.
By Ito’s formula, we obtain
E[|∂vσD1p(t, t;σ)− ∂vσD1p(s, s;σ)|q] ≤ CE[((p+ 1)v+2ρ¯(2p−v−2)∨0T RC)q]|t− s|q/2
for s < t.
Hence by Kolmogorov’s criterion([30] Theorem (2.1)) and its proof, we have
E[ωα(∂
v
σD1p(·, ·;σ))q ] ≤ CE[((p+ 1)v+2ρ¯(2p−v−2)∨0T RC)q]. (26)
(25),(26) yield supσ supn≥n0 E[|bηn
∑∞
p=0Ψ
p,1(∂vσD1p(·, ·;σ), ap)|q] < ∞. Then by Sobolev’s inequality, we have
supn≥n0 E[supσ |bηn
∑∞
p=0Ψ
p,1(∂vσD1p(·, ·;σ), ap)|q] <∞ for 0 ≤ v ≤ 3. Similarly, there exists n1 ∈ N such that
supn≥n1 E[supσ |bηn
∑∞
p=0Ψ
p,2(∂vσD2p(·, ·;σ), cp)|q] <∞ for 0 ≤ v ≤ 3.
7.3 Proof of Lemmas 7 and 8
Proof of Lemma 7.
Let G[s,t) = {GI,J}L(I),L(J)∈[s,t) for 0 ≤ s < t ≤ T , {λ′i}l
′
i=1 be the eigenvalues of G[s,t)G
⋆
[s,t) and f
(s)
1 (t) =
f1(t, B
1
sB
2
s , ρs, ρs,∗). Since |b−1n tr((G[s,t)G⋆[s,t))p) − νp,1n ([s, t))| →p 0 as n → ∞ by a similar argument to the
proof of Lemma 4, we have ∫ t
s
ap(u)du = P- lim
n→∞
b−1n
l′∑
i=1
(λ′i)
p,
where P- lim denotes the limit in probability. Moreover, similarly to the proof of Lemma 2, we have supi |λ′i| ≤ 1.
Let gi = gi(ρs) =
√
1− λ′iρ2s, gi,∗ = gi(ρs,∗). Then since
A(ρ)ρ∗
ρ
−A(ρ)− a0 =
∞∑
p=1
apρ
2p
(
ρ∗
ρ
− 1
)
− a0 =
∞∑
p=0
ap+1ρ
2p+1ρ∗ −
∞∑
p=0
apρ
2p,
∫ ρ
ρ∗
A(ρ′)
ρ′
dρ′ =
1
2
∞∑
p=1
ap
p
(ρ2p − ρ2p∗ )
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for ρ, ρ∗ ∈ (−1, 1), we have∫ t
s
f
(s)
1 (u)du
= P- lim
n→∞
b−1n
l′∑
i=1
{
1 + log(B1sB
2
s ) +B
1
sB
2
s
∞∑
p=0
(
(λ′i)
p+1ρ2p+1s ρs,∗ − (λ′i)pρ2ps
)
+
1
2
∞∑
p=1
(λ′i)
p
p
(ρ2ps − ρ2ps,∗)
}
= P- lim
n→∞
b−1n
l′∑
i=1
{
1 +B1sB
2
sg
−2
i (λ
′
iρsρs,∗ − 1) + log(B1sB2sgi,∗g−1i )
}
= P- lim
n→∞
b−1n
l′∑
i=1
{
B1sB
2
sg
−2
i (λ
′
iρsρs,∗ − 1) +B1sB2sgi,∗g−1i + F (B1sB2sgi,∗g−1i )
}
(27)
by Lemma 3.
Since
g−2i (λ
′
iρsρs,∗ − 1) + gi,∗g−1i = −
(λ′iρsρs,∗ − 1)2 − g2i,∗g2i
g2i (1− λ′iρsρs,∗ + gi,∗gi)
= − λ
′
i(ρs − ρs,∗)2
g2i (1− λ′iρsρs,∗ + gi,∗gi)
≤ −λ′i(ρs − ρs,∗)2/3
(28)
and B1sB
2
sgi,∗g
−1
i − 1 ≤ R4/
√
1− ρ¯2T , it follows that
∫ t
s
f
(s)
1 (u)du ≤ P- limn→∞ b
−1
n
l′∑
i=1
{
−B
1
sB
2
sλ
′
i
3
(ρs − ρs,∗)2 − 1− ρ¯
2
T
4R8
(B1sB
2
sgi,∗g
−1
i − 1)2
}
from (27),(28) and Lemma 6.
Moreover, since
(B1sB
2
sgi,∗g
−1
i − 1)2 ≥ (B1sB2sgi,∗ − gi)2 ≥ g2i,∗(B1sB2s − 1)2/2− (gi − gi,∗)2
= g2i,∗(B
1
sB
2
s − 1)2/2− (λ′i)2(ρs − ρs,∗)2(ρs + ρs,∗)2/(gi + gi,∗)2
≥ (1− ρ¯2T )(B1sB2s − 1)2/2− λ′i(ρs − ρs,∗)2/(1− ρ¯2T ),
we obtain∫ t
s
f
(s)
1 (u)du
≤ −B
1
sB
2
s (ρs − ρs,∗)2
3
∫ t
s
a1(u)du− 1− ρ¯
2
T
4R8
{
(1 − ρ¯2T )(B1sB2s − 1)2
2
∫ t
s
a0(u)du− (ρs − ρs,∗)
2
1− ρ¯2T
∫ t
s
a1(u)du
}
= −
(
B1sB
2
s
3
− 1
4R8
)
(ρs − ρs,∗)2
∫ t
s
a1(u)du− (1− ρ¯
2
T )
2
8R8
(B1sB
2
s − 1)2
∫ t
s
a0(u)du
≤ −C1
∫ t
s
{
a1(u)(ρs − ρs,∗)2 + a0(u)(B1sB2s − 1)2
}
du.
Since s < t is arbitrary, we obtain∫ t
s
f1(u,B
1
uB
2
u, ρu, ρu,∗)du ≤ −C1
∫ t
s
{
a1(u)(ρu − ρu,∗)2 + a0(u)(B1uB2u − 1)2
}
du.
Then we have
f1(t, B
1
tB
2
t , ρt, ρt,∗) ≤ −C1
{
a1(t)(ρt − ρt,∗)2 + a0(t)(B1tB2t − 1)2
}
dt× P - a.e. (t, ω).
Similar argument using the eigenvalues of G⋆[s,t)G[s,t) instead of that of G[s,t)G
⋆
[s,t) yields
f2(t, B
1
tB
2
t , ρt, ρt,∗) ≤ −C1
{
a1(t)(ρt − ρt,∗)2 + c0(t)(B1tB2t − 1)2
}
dt× P - a.e. (t, ω).
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Proof of Lemma 8.
For the case that observation intervals {I}, {J} are synchronous and equi-spaced : |I| = |J | = T/[bn], we
obtain a0 ≡ c0 ≡ a1 ≡ 1, A(ρ) = ρ2/(1 − ρ2). Let us denote yt by yt,0 for the synchronous and equi-spaced
sampling case, then by (8) we have
yt,0 = − (B
1
t −B2t )2
2(1− ρ2t )
+ 1 + logB1tB
2
t +
1
2
log
1− ρ2t,∗
1− ρ2t
+B1tB
2
t
ρtρt,∗ − 1
1− ρ2t
= − (B
1
t −B2t )2
2(1− ρ2t )
+ F

B1tB2t
√
1− ρ2t,∗
1− ρ2t

+B1tB2t

ρtρt,∗ − 1
1− ρ2t
+
√
1− ρ2t,∗
1− ρ2t

 .
Since B1tB
2
t
√
1− ρ2t,∗/
√
1− ρ2t ≥ R−4
√
1− ρ¯2T , by Lemma 6 and similar argument to (28), it follows that
yt,0 ≥ − (B
1
t −B2t )2
2(1− ρ¯2T )
−
(
log
R4√
1− ρ¯2T
∨ 1
)B1tB2t
√
1− ρ2t,∗
1− ρ2t
− 1


2
−R4 (ρt − ρt,∗)
2
(1− ρ¯2T )2
.
Since
(B1tB
2
t
√
1− ρ2t,∗/
√
1− ρ2t − 1)2 ≤
2(B1tB
2
t − 1)2 + 2(
√
1− ρ2t,∗ −
√
1− ρ2t )2
1− ρ¯2T
≤ 2(B
1
tB
2
t − 1)2
1− ρ¯2T
+
(ρt,∗ − ρt)2(ρt,∗ + ρt)2
2(1− ρ¯2T )2
,
there exists a positive random variable R′ which does not depend on σ, σ∗, t such that E[(R′)q] < ∞ for any
q > 0 and
yt,0 ≥ −R′
{
(B1t −B2t )2 + (B1tB2t − 1)2 + (ρt − ρt,∗)2
}
.
By integrating with respect to t, we have the desired conclusion.
7.4 Proof of Proposition 5 and Theorem 2
Proof of Proposition 5.
We use Theorem 2 in Yoshida [38].
Let β1 = δ, β2 = 1/2− δ, 0 < ρ′2 < δ, 0 < α < 1∧ (ρ′2/2), β = α/(1−α) and 0 < ρ′1 < 1∧ β ∧ (2β1/(1−α)).
Let
Yˆn(σ;σ∗) = b−1n (Hˆn(σ)− Hˆn(σ∗)), Γˆn(σ) = −b−1n ∂2σHˆn(σ),
then it is sufficient to prove the following five conditions for any L > 0.
1. There exists cL > 0 such that for any r > 0, we have P [χ ≤ r−(ρ′2−2α)] ≤ cL/rL and P [{r−ρ′1 |u|2 ≤
u⋆Γu/4 for any u ∈ Rn1}c] ≤ cL/rL.
2. For M1 = L(1− ρ′1)−1, supnE[(b−1/2n |∂σHˆn(σ∗)|)M1 ] <∞.
3. For M2 = L(1− 2β2 − ρ′2)−1,
sup
n
E
[(
sup
σ
b
1
2−β2
n |Yˆn(σ;σ∗)− Y(σ;σ∗)|
)M2]
<∞.
4. For M3 = L(β − ρ′1)−1, supnE[(b−1n supσ |∂3σHˆn(σ)|)M3 ] <∞.
5. For M4 = L(2β1/(1− α)− ρ′1)−1, supnE[(bβ1n |Γˆn(σ∗)− Γ|)M4 ] <∞.
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By using Taylor’s formula for h∞t (σ)−h∞t (σ∗), we obtain χ ≤ infu∈Rn1\{0} u⋆Γu/(2|u|2). Then [H ] yields 1.
Moreover, 3. and 5. obviously hold by Proposition 3 2. By Proposition 3 and the estimateE[(supσ |
∫ T
0
∂3σh
∞
t (σ)dt|)M3 ] <
∞, 4. also holds. Finally, Lemma 14, [S-q′, 2q′δ] for some sufficiently large q′ and the estimate ∂σH˜3n(T ;σ∗) ≡ 0
on {τ(sn) = T } show 2.
Proposition 10. Assume [A1] − [A4]. Then (Vn(u1), · · · ,Vn(uk)) →s-L (V(u1), · · · ,V(uk)) as n → ∞ for
k ∈ N, u1, · · · , uk ∈ Rn1 , where Vn(u) = b−1/2n ∂σHn(σ∗)u+ b−1n u⋆∂2σHn(σ∗)u/2, V(u) = u⋆Γ1/2N −u⋆Γu/2 and
N is defined before the statement of Theorem 2. Moreover,
∂2σh
∞
t (σ∗) = A(ρt,∗)
(
∂σρt,∗
ρt,∗
− ∂σB1t,∗ − ∂σB2t,∗
)2
− ∂ρA(ρt,∗) (∂σρt,∗)
2
ρt,∗
−2(a0(t) +A(ρt,∗))(∂σB1t,∗)2 − 2(c0(t) +A(ρt,∗))(∂σB2t,∗)2.
Proof. By (7) we have
∂σh
∞
t = −∂σB1tB1t (a0 +A(ρt))−
1
2
(B1t )
2∂σ(A(ρt))− ∂σB2tB2t (c0 +A(ρt))−
1
2
(B2t )
2∂σ(A(ρt))
+(∂σB
1
tB
2
t +B
1
t ∂σB
2
t )A
ρt,∗
ρt
+B1tB
2
t ρt,∗∂σ
(A(ρt)
ρt
)
+ a0
∂σB
1
t
B1t
+ c0
∂σB
2
t
B2t
+
A(ρt)
ρt
∂σρt
= ∂σB
1
tA(ρt)
(
B2t
ρt,∗
ρt
−B1t
)
+ ∂σB
2
tA(ρt)
(
B1t
ρt,∗
ρt
−B2t
)
+ a0∂σB
1
t
(
1
B1t
−B1t
)
+c0∂σB
2
t
(
1
B2t
−B2t
)
+ ∂σ(A(ρt))
(
B1tB
2
t
ρt,∗
ρt
− (B
1
t )
2
2
− (B
2
t )
2
2
)
+A∂σρt
ρt
(
1−B1tB2t
ρt,∗
ρt
)
.
Since B1t,∗ = B
2
t,∗ = 1 and each term of the right-hand side of the previous equation has a factor which equals
0 if we substitute σ = σ∗, it follows that
∂2σh
∞
t (σ∗) = (∂σB
1
t,∗∂σB
2
t,∗ + ∂σB
2
t,∗∂σB
1
t,∗)A∗ − ((∂σB1t,∗)2 + (∂σB2t,∗)2)A∗ − (∂σB1t,∗ + ∂σB2t,∗)A∗
∂σρt,∗
ρt,∗
−2a0(∂σB1t,∗)2 − 2c0(∂σB2t,∗)2 − ∂ρA(ρt,∗)
(∂σρt,∗)
2
ρt,∗
+A∗ ∂σρt,∗
ρt,∗
(
∂σρt,∗
ρt,∗
− ∂σB1t,∗ − ∂σB2t,∗
)
= A∗
(
∂σρt,∗
ρt,∗
− ∂σB1t,∗ − ∂σB2t,∗
)2
− ∂ρA(ρt,∗) (∂σρt,∗)
2
ρt,∗
− 2(a0 +A∗)(∂σB1t,∗)2 − 2(c0 +A∗)(∂σB2t,∗)2,
where A∗ = A(ρt,∗).
On the other hand, for u ∈ Rn1 , let sn(t) = (1 − ρ¯t)/2, Υ1 = b−1/2n (∂σH(σ∗) − ∂σHˆn(σ∗; sn))u, Υ2 =
b
−1/2
n (∂σHˆn(σ∗; sn)+
∑3
i=1(−1)i∂σH˜in,sn(T ;σ∗))u, Υ3 = b−1n u⋆∂2σHn(σ∗)u/2+u⋆Γu/2, Υ4 = b−1/2n ∂σH˜3n,sn(T ;σ∗)
and X˜t = X˜t,n(u) = b−1/2n (∂σH˜1n,sn(t;σ∗)− ∂σH˜2n,sn(t;σ∗))u. Then
Vn(u) = X˜T,n(u)− 1
2
u⋆Γu+
4∑
j=1
Υj .
As n→∞, since P [τ(sn) < T ]→ 0, we have Υ1 →p 0. By [A1]− [A4] and Lemmas 11 and 13 with q = 2, we
have Υ2 →p 0. Furthermore, we obtain Υ3 →p 0 by Proposition 3. Moreover, Υ4 →p 0 since P [τ(sn) < T ]→ 0
and ∂σH˜
3
n,sn(T ;σ∗) ≡ 0 on {τ(sn) = T }.
Then it is sufficient to show
k∑
i=1
vi(X˜T,n(ui)− 1
2
u⋆iΓui)→s-L
k∑
i=1
viV(ui)
as n→∞ for any v1, · · · , vk ∈ R and u1, · · · , uk ∈ Rn1 .
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Let F†t = ∩t′>t{Ft′
∨
σ({Πn}n)} for t ∈ [0, T ) and F†T = FT
∨
σ({Πn}n). Then {Wt,F†t }0≤t≤T is also a
Wiener process and {X˜t(u),F†t }t is a martingale for u ∈ Rn1 . By Theorem 2-1 of Jacod [21], it is sufficient to
show that
〈X˜·,n(u)〉t →p u⋆Γtu, 〈X˜·,n(u),W 〉t →p 0, 〈X˜·,n(u), N ′〉t →p 0
as n → ∞ for any t ∈ [0, T ], u ∈ Rn1 and N ′ ∈ Mb(W⊥), where Γt = −
∫ t
0 ∂
2
σh
∞
s (σ∗)ds and Mb(W⊥) is the
class of all bounded F†t -martingales which are orthogonal to W .
By Ito’s formula and symmetry of M˜ , we obtain
X˜t = −b−
1
2
n
∑
k1,k2
∂σ
{
M˜k1,k2
∫ t
0
Zˆk1,sdZˆk2,s
}∣∣∣∣
σ=σ∗
u.
Hence it is obvious that 〈X˜ , N ′〉t = 0 for all N ′ ∈Mb(W⊥).
Moreover,
〈X˜ ,W i〉t = −b−
1
2
n
∑
k1,k2
∑
v1+v2+v3=1
∂v1σ M˜k1,k2
∫ t
0
∂v2σ Zˆk1,sd〈∂v3σ Zˆk2 ,W i〉su
= −b− 12n
∑
k
∫ t
0
∫
(θ0,k)s
b
J (k)
v,∗ dWv√|θ0,k| Bik,sds+ op(1)
for i = 1, 2, where J (k) = 1 (1 ≤ k ≤ ln), J (k) = 2 (ln < k ≤ ln +mn) and
Bik,s =
∑
k2
∑
v1+v2+v3=1
∂v1σ M˜k,k2∂
v2
σ
(
|bJ (k)θ0,k,τ(sn)|−1
)
b
J (k2),i
L(θ0,k),∗
∂v3σ
(
|bJ (k2)L(θ0,k)∧τ(sn)|−1
) 1θ0,k2 (s)√|θ0,k2 |u.
On the other hand, we have
E
[∣∣∣∣− b− 12n ∑
k
∫ t
0
∫
(θ0,k)s
b
J (k)
v,∗ dWv√|θ0,k| Bik,sds
∣∣∣∣
2]
= b−1n E
[∑
k,k′
∫ t
0
∫ t
0
∫
(θ0,k)s1∩(θ0,k′ )s2
b
J (k)
v,∗ · bJ (k
′)
v,∗ dv√|θ0,k|√|θ0,k′ | Bik,s1Bik′,s2ds1ds2
]
≤ b−1n E
[
RC
∑
k,k′
(M˜0)k,k′
∫ t
0
∫ t
0
|Bik,s1 ||Bik′,s2 |ds1ds2
]
≤ b−1n E
[
RC
∑
k
(∫ t
0
|Bik,s|ds
)2]
→ 0
as n → ∞ since |∂vσ(M˜)k,k′ | ≤ CR2v(1 − ρ¯T )−(v+5/2)M ′k,k′ , where M ′k,k′ =
∑∞
p=0(M˜p)k,k′/(p+ 1)
2. Hence we
have 〈X˜ ,W 〉t →p 0 as n→∞ for any t ∈ [0, T ].
Then it is sufficient to show 〈X˜ (u)〉t →p u⋆Γtu as n→∞ for any t ∈ [0, T ] and u ∈ Rn1 .
〈X˜ 〉t
= b−1n u
⋆
∑
k1,k2,k3,k4
∫ t
0
∂σ
(
M˜k1,k2Zˆk1,s
b
J (k2)
s,∗
|bJ (k2)θ0,k2 ,τ(sn)|
)
∂σ
(
M˜k3,k4Zˆk3,s
b
J (k4)
s,∗
|bJ (k4)θ0,k4 ,τ(sn)|
)
1θ0,k2∩θ0,k4 (s)√|θ0,k2 |√|θ0,k4 |ds
∣∣∣∣
σ=σ∗
u
= b−1n
∑
k1,k2,k3,k4
∫ t
0
B˜k1,k2 · B˜k3,k4
Z ′k1,sZ
′
k3,s√|θ0,k1 |√|θ0,k3 |
1θ0,k2∩θ0,k4 (s)√|θ0,k2 |√|θ0,k4 |ds+ op(1), (29)
where B˜k1,k2 = ∂σ
(
M˜k1,k2 |bJ (k2)L(θ0,k1)∧τ(sn)|
−1|bJ (k1)θ0,k1 ,τ(sn)|
−1
)|σ=σ∗bJ (k2)L(θ0,k1),∗u and Z ′k,s = ∫(θ0,k)s bJ (k)v,∗ dWv.
Ito’s formula yields
Z ′k1,sZ
′
k3,s =
∫ s
0
Z ′k1,vdZ
′
k3,v +
∫ s
0
Z ′k3,vdZ
′
k1,v + 〈Z ′k1 , Z ′k3〉s. (30)
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Moreover, let
Fk(v, s) =
∑
k1,k2,k4
B˜k1,k2 · B˜k,k4
Z ′k1,v√|θ0,k1 |√|θ0,k|
1θ0,k2∩θ0,k4 (s)√|θ0,k2 |√|θ0,k4 | ,
then we have
sup
v
|Fk(v, s)| ≤ CR10(1− ρ¯T )−7
∑
k1,k2
∑
k4
M ′k1,k2M
′
k,k4
1θ0,k2∩θ0,k4 (s)√|θ0,k1 |√|θ0,k2 |√|θ0,k|√|θ0,k4 | supv |Z ′k1,v||u|2
and therefore ∫ t
0
E[sup
v
|Fk(v, s)|4|Πn] 14 ds ≤ C|u|2|θ0,k|−1/2
∑
k1
(M ′M˜0M
′)k1,k.
Then we obtain
E
[(∑
k
∫ t
0
∫ s
0
Fk(v, s)dZ
′
k,vds
)2∣∣∣∣Πn
]
=
∑
k,k′
∫ t
0
∫ t
0
E
[ ∫ s1∧s2
0
Fk(v, s1)Fk′ (v, s2)d〈Z ′k, Z ′k′〉v
∣∣∣∣Πn
]
ds1ds2
≤ E[R4] 12
∑
k,k′
|θ0,k ∩ θ0,k′ |
∫ t
0
E[sup
v
|Fk(v, s1)|4|Πn] 14 ds1
∫ t
0
E[sup
v
|Fk′(v, s2)|4|Πn] 14 ds2
≤ C|u|4
∑
k,k′
(M˜0)k,k′
∑
k1,k′1
(M ′M˜0M
′)k1,k(M
′M˜0M
′)k′1,k′ ≤ C|u|4(ln +mn) = op(b2n).
Hence we obtain
b−1n
∑
k
∫ t
0
∫ s
0
Fk(v, s)dZ
′
k,vds→p 0 (31)
as n→∞ by Lemma 11.
By (29)-(31), we have
〈X˜ 〉t = b−1n
∑
k1,k2,k3,k4
∫ t
0
B˜k1,k2 · B˜k3,k4
〈Z ′k1 , Z ′k3〉s√|θ0,k1 |√|θ0,k3 |
1θ0,k2∩θ0,k4 (s)√|θ0,k2 |√|θ0,k4 |ds+ op(1).
Let
Lˆp(ρ1, ρ2) =
(
ρ1(GG
⋆)p −ρ2(GG⋆)pG
−ρ2(G⋆G)pG⋆ ρ1(G⋆G)p
)
, Bˆ(x, y) =
(
xEln 0
0 yEmn
)
,
D′(t) =
∞∑
p=0
∂σ
{
Bˆ(B1t , B
2
t )Lˆp(ρ
2p
t , ρ
2p+1
t )Bˆ(B
1
t , B
2
t )
}∣∣∣
σ=σ∗
and
Dˆ(t) =
( Dˆ11(t) Dˆ12(t)
Dˆ21(t) Dˆ22(t)
)
= D′(t)Lˆ0(1,−ρt,∗),
where El denotes the unit matrix of size l. Then by [A2] and the estimate P [τ(sn) < T ]→ 0, we obtain
〈X˜ 〉t = b−1n u⋆
∑
k1,k2,k3,k4
(D′(L(θ0,k1)))k1,k2(D′(L(θ0,k1)))k3,k4
b
J (k1)
L(θ0,k1),∗
· bJ (k3)L(θ0,k1),∗
|bJ (k1)L(θ0,k1),∗||b
J (k3)
L(θ0,k1),∗
|
×
b
J (k2)
L(θ0,k1),∗
· bJ (k4)L(θ0,k1),∗
|bJ (k2)L(θ0,k1),∗||b
J (k4)
L(θ0,k1),∗
|
∫ t
0
∫ s
0
1θ0,k1∩θ0,k3 (v)1θ0,k2∩θ0,k4 (s)dvds√|θ0,k1 |√|θ0,k2 |√|θ0,k3 |√|θ0,k4 | u+ op(1).
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Since for intervals K1,K2, we have∫ t
0
∫ s
0
1K1(v)1K2(s)dvds+
∫ t
0
∫ s
0
1K2(v)1K1(s)dvds = |(K1)t||(K2)t|,
then by symmetry of D′, we have
〈X˜ 〉t = 1
2
b−1n u
⋆
∑
k1,k2,k3,k4
(D′(L(θ0,k1)))k1,k2(D′(L(θ0,k1)))k3,k4
b
J (k1)
L(θ0,k1),∗
· bJ (k3)L(θ0,k1 ),∗
|bJ (k1)L(θ0,k1 ),∗||b
J (k3)
L(θ0,k1 ),∗
|
×
b
J (k2)
L(θ0,k1),∗
· bJ (k4)L(θ0,k1),∗
|bJ (k2)L(θ0,k1),∗||b
J (k4)
L(θ0,k1),∗
|
|(θ0,k1 ∩ θ0,k3)t||(θ0,k2 ∩ θ0,k4)t|√|θ0,k1 |√|θ0,k2 |√|θ0,k3 |√|θ0,k4 |u+ op(1)
=
1
2
b−1n u
⋆
∑
k;L(θ0,k)∈[0,t)
((Dˆ(L(θ0,k)))2)k,ku+ op(1).
On the other hand, for p ∈ Z+, x, y ∈ R, ρ1, ρ2, ρ∗ ∈ [−1, 1], we can write
Bˆ(x, y)Lˆp(ρ1, ρ2)Bˆ(x, y)Lˆ0(1,−ρ∗) =
(
x2ρ1(GG
⋆)p − xyρ2ρ∗(GG⋆)p+1 (x2ρ1ρ∗ − xyρ2)(GG⋆)pG
(y2ρ1ρ∗ − xyρ2)(G⋆G)pG⋆ y2ρ1(GG⋆)p − xyρ2ρ∗(G⋆G)p+1
)
.
Then for Q1t = (∂σB1t,∗ − ∂σB2t,∗) + ∂σρt,∗/ρt,∗, Q2t = (∂σB2t,∗ − ∂σB1t,∗) + ∂σρt,∗/ρt,∗, we have
Dˆ11(t)
=
∞∑
p=0
{
(2∂σB
1
t,∗ρ
2p
t,∗ + 2p∂σρt,∗ρ
2p−1
t,∗ )(GG
⋆)p − ((∂σB1t,∗ + ∂σB2t,∗)ρ2p+2t,∗ + (2p+ 1)∂σρt,∗ρ2p+1t,∗ )(GG⋆)p+1
}
= 2∂σB
1
t,∗Eln +Q1t
∞∑
p=1
ρ2pt,∗(GG
⋆)p.
Similarly, we have
Dˆ22(t) = 2∂σB2t,∗Emn +Q2t
∞∑
p=1
ρ2pt,∗(G
⋆G)p,
and
Dˆ12(t) = −Q2t
∞∑
p=0
ρ2p+1t,∗ (GG
⋆)pG, Dˆ21(t) = −Q1t
∞∑
p=0
ρ2p+1t,∗ (G
⋆G)pG⋆.
Then by the estimate ap ≡ cp (p ≥ 1), [A3] and Lemma 15, it follows that
〈X˜ 〉t = 1
2
b−1n u
⋆
{ ∑
i;L(Ii)∈[0,t)
(Dˆ211 + Dˆ12Dˆ21)ii(L(Ii)) +
∑
j;L(Jj)∈[0,t)
(Dˆ222 + Dˆ21Dˆ12)jj(L(Jj))
}
u+ op(1)
= u⋆
∫ t
0
{
2(∂σB
1
s,∗)
2a0(s) + 2(∂σB
2
s,∗)
2c0(s) + (∂σB
1
s,∗Q1s +Q1s∂σB1s,∗)A(ρs,∗)
+(∂σB
2
s,∗Q2s +Q2s∂σB2s,∗)A(ρs,∗) +
Q1sQ2s +Q2sQ1s
2
∞∑
p1=0
∞∑
p2=0
ρ2p1+2p2+2s,∗ ap1+p2+1(s)
+
(Q1s)2 + (Q2s)2
2
∞∑
p1=1
∞∑
p2=1
ρ2p1+2p2s,∗ ap1+p2(s)
}
dsu+ op(1).
Since
∞∑
p1=0
∞∑
p2=0
ρ2p1+2p2+2s,∗ ap1+p2+1(s) =
∂ρA(ρs,∗)ρs,∗
2
,
∞∑
p1=1
∞∑
p2=1
ρ2p1+2p2s,∗ ap1+p2(s) =
∂ρA(ρs,∗)ρs,∗
2
−A(ρs,∗),
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we have
〈X˜ 〉t = u⋆
∫ t
0
{
2(a0(s) +A(ρs,∗))(∂σB1s,∗)2 + 2(c0(s) +A(ρs,∗))(∂σB2s,∗)2 +
(Q1s +Q2s)2
4
∂ρA(ρs,∗)ρs,∗
−A(ρs,∗)
2
{
(Q1s − 2∂σB1s,∗)2 + (Q2s − 2∂σB2s,∗)2
}}
dsu+ op(1)
= u⋆Γtu+ op(1).
Proof of Theorem 2.
1. Since Λ is open, there exists ǫ > 0 such that O(ǫ, σ∗) = {σ; |σ − σ∗| < ǫ} ⊂ Λ. For σˆn ∈ O(ǫ, σ∗),we have
−∂σHn(σ∗) =
∫ 1
0
∂2σHn(σ∗ + u(σˆn − σ∗))(σˆn − σ∗)du
since ∂σHn(σˆn) = 0. Therefore, for Γ˜n = −b−1n
∫ 1
0 ∂
2
σHn(σ∗ + u(σˆn − σ∗))du, we obtain b1/2n (σˆn − σ∗) =
Γ˜−1n b
−1/2
n ∂σHn(σ∗) on {det Γ˜n 6= 0 and σˆn ∈ O(ǫ, σ∗)}. Then since Proposition 3 and Theorem 1 yield
P [det Γ˜n = 0]→ 0, P [σˆn ∈ O(ǫ, σ∗)c]→ 0 and Γ˜−1n 1{det Γ˜n 6=0} →p Γ−1, we have b
1/2
n (σˆn − σ∗)→s-L Γ−1/2N by
Proposition 10.
2. Let sn(t) = (1 − ρ¯t)/2 for n ∈ N and t ∈ [0, T ] and {σ′n}n∈N be random variables where σ′n maximize
Hˆn(·; sn) and σ′n ≡ σˆn on {τ(sn) = T }. We first show the statement of Theorem 2 replacing σˆn with σ′n.
To this end, we extend Zn(·;σ∗) to a continuous function which is defined on Rn1 , tend to zero as |u| → ∞,
and has the same supremum as Zn(·;σ∗). We denote the extension of Zn(·;σ∗) by the same symbol.
Let Z(u, σ∗) = exp(u⋆Γ1/2N − u⋆Γu/2) and B(R′) = {u; |u| ≤ R′} for R′ > 0. Then it is sufficient to show
that lim supn→∞ E[|b1/2n (σ′n − σ∗)|p] <∞ for any p > 2 and Zn(·, σ∗)→s-L Z(·, σ∗) in C(B(R′)) as n→∞ for
any R′ > 0, by virtue of Theorem 5 and Remark 5 in Yoshida [38].
By Lemmas 14 and 1 and Proposition 3, for any R′ > 0, there exists n0 ∈ N such that
sup
n≥n0
E
[
sup
u∈C(B(R′))
|∂u logZn(u;σ∗)|
]
<∞.
Then by Propositions 3 and 10 and tightness criterion in C space in Billingsley [7] which can be extended to
the one in C(B(R′)), it follows that logZn(·, σ∗)→s-L logZ(·, σ∗) in C(B(R′)) as n→∞.
On the other hand, for any p > 2, let L > p, then by Proposition 5 and Lemma 1, we have
P [|b 12n (σ′n − σ∗)| ≥ r] ≤ P
[
sup
u∈Vn(r,σ∗)
Zn(u, σ∗) ≥ 1
]
≤ CL
rL
(r > 0).
Therefore we obtain supnE[|b1/2n (σ′n − σ∗)|p] <∞. This complete the proof of the statement of Theorem 2 for
σ′n.
We will prove the statement for σˆn. By [A1], [A2-q, δ] for any q > 2 ∨ n1, and Lemma 1, we have P [τ(sn) <
T ] = O(b−ξn ) for any ξ > 0. Then it follows that b
1/2
n (σˆn− σ∗)→s-L Γ−1/2N as n→∞ by the result for σ′n and
the inequality
P [σ′n 6= σˆn] ≤ P [τ(sn) < T ] = O(b−ξn )
for any ξ > 0.
Moreover, for any continuous function f of at most polynomial growth, we have
|E[f(b1/2n (σˆn − σ∗))]− E[f(b1/2n (σ′n − σ∗))]| ≤ C(1 + b1/2n R′′)CP [σ′n 6= σˆn]→ 0
as n→∞, where R′′ denotes the diameter of the parameter space Λ.
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Proof of Theorem 3. Similarly to the argument in the proof of Theorem 2, we have P [Hn ≡ Hˆn(·; sn)] =
1−O(b−ξn ) for any ξ > 0, where sn(t) = (1− ρ¯t)/2. Then by virtue of Theorem 10 in Yoshida [38], it is sufficient
to show that there exists n′0 ∈ N such that
sup
n≥n′0
E
[(∫
Un(σ∗)
Zn(u)π(σ∗ + b−1/2n u)du
)−1]
<∞. (32)
By Proposition 3 and Lemmas 14 and 1, for any δ > 0, there exists p ∈ 2N, p > n1 ∨ 2, n′0 ∈ N and C0 > 0 such
that
sup
n≥n′0
E[|Hˆn(σ∗ + b−1/2n u)− Hˆn(σ∗)|p] ≤ C0|u|p
for any u ∈ U ′(δ) where U ′(δ) = {u ∈ Rn1 ; |ui| ≤ δ (i = 1, . . . , n1)}. Then we have (32) by Lemma 2 in Yoshida
[38].
7.5 Proof of Propositions 6 - 9
First, we look back Rosenthal-type inequalities in Doukhan and Louhichi [10] (Theorem 3 and Lemma 7).
Theorem 4. (Rosenthal-type inequalities) Let q ≥ 2 and q ∈ N. Let {X ′n}n∈N be a centered process, α0 = 1/4
and
αk = sup
i,j∈N,j−i≥k
sup
A∈σ(X′l ;l≤i)
sup
B∈σ(X′m;m≥j)
|P (A ∩B)− P (A)P (B)|
for k ∈ N. Suppose αk → 0 (k →∞). Then
∣∣∣∣E
[( n∑
j=1
X ′j
)q]∣∣∣∣ ≤ 2q(2q − 2)!(q − 1)!
{(
n∑
i=1
∫ 1
0
(α−1(u) ∧ n)q−1QqX′i(u)du
)
∨
(
n∑
i=1
∫ 1
0
(α−1(u) ∧ n)Q2X′i(u)du
) q
2
}
,
where α−1(u) =
∑∞
k=0 1{αk>u} and QX′(s) = inf{t > 0, P [|X ′| > t] ≤ s}.
Proof of Proposition 6.
In this proof, we set general constants denoted by C do not depend on n, p, f .
By Lemma 2, we obtain
((GG⋆)p)II ∨ ((G⋆G)p)JJ ≤‖ (GG⋆)p ‖ ∨ ‖ (G⋆G)p ‖≤ 1
for p ∈ Z+. Hence bnνp,in ([tk−1, tk)) ≤ N itk − N itk−1 + 1 for 1 ≤ k ≤ [bn], p ∈ Z+ and i = 1, 2. Therefore we
obtain
sup
1≤k≤[bn]
E[ max
p∈Z+,i=1,2
|bnνp,in ([tk−1, tk))|q(1+δ)] ≤ sup
k
E[max
i=1,2
(N itk −N itk−1 + 1)q(1+δ)] ≤ C (33)
for sufficiently large n by [B1-(q(1 + δ))].
For h > 0 and k ∈ N, let
Ap,+h,t = ∩i=1,2 ∩l∈[1,p∧h−1(T−t)]∩N {ω;N it+lh −N it+(l−1)h > 0},
Ap,−h,t = ∩i=1,2 ∩l∈[1,p∧h−1t]∩N {ω;N it−(l−1)h −N it−lh > 0},
Apk,h := A
2p+1,+
[bn]−1hT,tk
∩ A2p+1,−[bn]−1hT,tk−1 ,
where ∩∅ = Ω.
Fix p ∈ Z+, i = 1, 2 and a β−Ho¨lder continous function f on [0, T ]. Then we have
νp,in ([tk−1, tk))1Apk,h ∈ Gn(k−2−[(2p+1)h])∨0,(k+[(2p+1)h]+1)∧[bn].
Let α−1(u) =
∑∞
k=0 1{αnk>u}, f
n
k = ftnk−1 , δ
′ = (1 + δ)/(2(1 + δ − ǫδ)) and
X ′k = bnf
n
k
{
νp,in ([tk−1, tk))1Ap
k,bδ
′
n
− E[νp,in ([tk−1, tk))1Ap
k,bδ
′
n
]
}
,
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then by Rosenthal-type inequalities, we obtain
E
[∣∣∣∣b−1n
[bn]∑
k=1
X ′k
∣∣∣∣
q]
≤ b−qn
2q/2(2q − 2)!
(q − 1)!
{( [bn]∑
k=1
∫ 1
4
0
(α−1(u) + 2[(2p+ 1)bδ
′
n ] + 3)
q−1QqX′k
(u)du
)
∨
( [bn]∑
k=1
∫ 1
4
0
(α−1(u) + 2[(2p+ 1)bδ
′
n ] + 3)Q
2
X′
k
(u)du
) q
2
}
≤ Cb−qn [bn]q/2 sup
k
∫ 1
4
0
(α−1(u) + 2[(2p+ 1)bδ
′
n ] + 3)
q−1QqX′k
(u)du
≤ C(p+ 1)q−1bqδ
′− q2
n
(∫ 1
0
(α−1(u))
(1+δ)(q−1)
δ du
) δ
1+δ
(
sup
k
∫ 1
0
Q
q(1+δ)
X′k
(u)du
) 1
1+δ
.
For sufficiently large n, since (11) and (33) hold,
∫ 1
0 Q
q(1+δ)
X′k
(u)du = E[|X ′k|q(1+δ)], (x + 1)q
′ − xq′ ≤ q′(x +
1)q
′−1 (x ≥ 0, q′ ≥ 1) and α−1(u) = k′ if αnk′ ≤ u < αnk′−1, we have∫ 1
0
(α−1(u))q
′
du =
∞∑
k=1
kq
′
(αnk−1 − αnk ) ≤ q′
∞∑
k=0
(k + 1)q
′−1αnk
for q′ ≥ 1 and
E
[∣∣∣∣b−1n
[bn]∑
k=1
X ′k
∣∣∣∣
q]
≤ C(p+ 1)q−1bqδ
′− q2
n sup
t
|ft|q.
On the other hand,
E
[∣∣∣∣
[bn]∑
k=1
fnk ν
p,i
n ([tk−1, tk))1(Ap
k,bδ
′
n
)c
∣∣∣∣
q]
≤ [bn]−1
[bn]∑
k=1
sup
k
E[|N itk −N itk−1 + 1|q(1+δ)]
1
1+δ sup
t
|ft|qP [(Apk,bδ′n )
c]
δ
1+δ .
Moreover, by [B2-(qǫ)], we obtain
P [(Ap
k,bδ′n
)c] ≤ 4(2p+ 1) sup
i=1,2
sup
t
P [N i
t+[bn]−1bδ
′
n T
−N it = 0] ≤ C(p+ 1)b−qǫδ
′
n .
Hence we have
E
[∣∣∣∣
[bn]∑
k=1
fnk ν
p,i
n ([tk−1, tk))(1Ap
k,bδ
′
n
− 1)
∣∣∣∣
q]
≤ C(p+ 1)b−
qǫδδ′
1+δ
n sup
t
|ft|q.
Therefore we obtain
E
[∣∣∣∣
[bn]∑
k=1
fnk (ν
p,i
n ([tk−1, tk))− ζp,in ([tk−1, tk)))
∣∣∣∣
q]
≤ C(p+ 1)q−1b−qηn sup
t
|ft|q. (34)
Furthermore, Ho¨lder continuity of f and (33) yield
E
[∣∣∣∣
[bn]∑
k=1
∫ tnk
tnk−1
(ft − fnk )dνp,in
∣∣∣∣
q]
≤ [bn]q−1ωβ(f)q
[bn]∑
k=1
(T [bn]
−1)qβE[νp,in ([tk−1, tk))
q] ≤ Cb−qβn ωβ(f)q. (35)
By (34) and (35), we have
E
[∣∣∣∣
∫ T
0
ftdν
p,i
n −
∫ T
0
ftdζ
p,i
n
∣∣∣∣
q
]
≤ C(p+ 1)q−1b−qηn
{
sup
t
|ft|q + ωβ(f)q
}
. (36)
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Since p ∈ Z+ and i = 1, 2 are arbitrary, we obtain [A3′-q, η] by (12) and (36).
Proof of Proposition 7.
1. For h > 0 and 1 ≤ i ≤ [bn], let
Aˆp,+h,t = ∩n2+2r=1 ∩l∈[1,p∧h−1(T−t)]∩N {ω;N rt+lh −N rt+(l−1)h > 0},
Aˆp,−h,t = ∩n2+2r=1 ∩l∈[1,p∧h−1t]∩N {ω;N rt−(l−1)h −N rt−lh > 0},
Aˆpi,h := Aˆ
2p+1,+
[bn]−1hT,ti
∩ Aˆ2p+1,−[bn]−1hT,ti−1 .
Then ω ∈ Aˆpi,j and ti−1 < R(θ0,k) ≤ ti imply |θp,k| ≤ j(4p + 2)[bn]−1T for ω ∈ Ω, 1 ≤ k ≤ ln + mn,
n ∈ N, 0 ≤ i ≤ [bn] and j ∈ N. Moreover, Aˆpi,j = Ω if j is sufficiently large for each i and p. Therfore, for
∆Ni = N
1
ti −N1ti−1 +N2ti −N2ti−1 and A˙pi,j = Aˆpi,j \ ∪j−1j′=0Aˆpi,j′ , we obtain
E[(Φp,1)
q] = E
[( [bn]∑
i=1
∑
k;R(θ0,k)∈(ti−1,ti]
|θp,k|
∞∑
j=1
1A˙pi,j
)q]
≤ E
[( [bn]∑
i=1
∞∑
j=1
j · (4p+ 2)[bn]−1T∆Ni1A˙pi,j
)q]
≤ [bn]q−1
[bn]∑
i=1
∞∑
j=1
jq · (4p+ 2)qT q[bn]−qE[(∆Ni)q1A˙pi,j ]
for p ∈ Z+, since {A˙pi,j}j∈N are disjoint. Then by [B1-(p′1q)], [B2-(p′2(q+2)], the Ho¨lder inequality and a similar
estimate for P [(Apk,h)
c] in the proof of Proposition 6, we have
E[(Φp,1)
q] ≤ C[bn]−1
[bn]∑
i=1
∞∑
j=1
jq(4p+ 2)qP [(Aˆpi,j−1)
c]1/p
′
2 ≤ C(p+ 1)q
∞∑
j=1
jq{C(p+ 1)j−p′2(q+2)}
1
p′2 ≤ C(p+ 1)q+1
for sufficiently large n.
In particular, by the Ho¨lder inequality and Jensen’s inequality, we have
E
[
rq
′
n
∞∑
p=0
(Φ2p+2)
q′
(p+ 1)q′+3
]
≤ E[r
qq′
q−q′
n ]
q−q′
q E
[ ∞∑
p=0
1
(p+ 1)2
(
(Φ2p+2)
q
(p+ 1)
q+ q
q′
)]
.
Therefore [A4-q′, (1 + 3/q′)] holds since rn →p 0 by the next Proposition 8.
2. The proof is similar to that of 1. For sufficiently large n, we have
E[(Φ¯p1,p2)
q/2] ≤ [bn]
q
2−1E
[ [bn]∑
i=1
∞∑
j=1
( ∑
R(θ0,k1 )∈(ti−1,ti]
∑
k2
|θp1,k1 | ∧ |θp2,k2 |1θp1+p2,k1∩θ0,k2 6=∅
) q
2
1
A˙
p1+2p2+1
i,j
]
≤ [bn]
q
2−1E
[ [bn]∑
i=1
∞∑
j=1
{(4p1 + 2)j ∧ (4p2 + 2)j}
q
2 [bn]
− q2 T
q
2 (∆Ni)
q
2
×
( 2∑
v=1
(Nv(ti+(2p1+2p2+1)j[bn]−1T )∧T −Nv(ti−1−(2p1+2p2+2)j[bn]−1T )∨0)
) q
2
1
A˙
p1+2p2+1
i,j
]
≤ C[bn]−1
[bn]∑
i=1
∞∑
j=1
{(4p1 + 2)j ∧ (4p2 + 2)j}
q
2 {(4p1 + 4p2 + 3)j + 1}
q
2P [(Aˆp1+2p2+1i,j−1 )
c]
1
p′2 .
Since (a ∧ b)(a+ b) ≤ 2ab (a, b ≥ 1), we obtain
E[(Φ¯p1,p2)
q/2] ≤ C
∞∑
j=1
(p1 + 1)
q
2 (p2 + 1)
q
2 jq{C(p1 + p2 + 1)j−p′2(q+2)}
1
p′
2 ≤ C(p1 + 1)q/2+1(p2 + 1)q/2+1.
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Proof of Proposition 8.
Let A′j = Aˆ
[bnj
−1T ],+
jb−1n ,0
for j ∈ N. Then since rn ≤ 2jb−1n on A′j , for sufficiently large n, we have
E[rqn] = E
[
rqn
∞∑
j=1
1A′j\∪
j−1
j′=0
A′
j′
]
≤
∞∑
j=1
(2jb−1n )
qP [(A′j−1)
c] ≤ Cb−qn
∞∑
j=1
jq · [bnj−1T ] · j−q−1 ≤ Cb1−qn ,
where A′0 = ∅.
Proof of Proposition 9.
By [B2-q], there exists N ∈ N such that
sup
n≥n0
max
i=1,2
sup
0≤t≤T−N [bn]−1T
P [N it+N [bn]−1T −N it = 0] ≤
1
12
. (37)
For M = [bn/3N ], h = [bn]
−1T and sk = 3kNh, we have
a1 =
1
T
∫ T
0
a1dt =
1
T
P- lim
n→∞
b−1n
∑
I,J
|I ∩ J |2
|I||J | =
1
T
P- lim
n→∞
b−1n
M∑
k=1
∑
I,J;L(I)∈[sk−1,sk)
|I ∩ J |2
|I||J | .
Let
A¯0k = ∅, A¯jk = A2,+jh,sk ∩ A
1,−
jh,sk−1
, A¨jk = A¯
j
k \ ∪j−1j′=0A¯j
′
k ,
and
Ek = ∩3l=1{N1sk−1+lNh −N1sk−1+(l−1)Nh > 0}
for 1 ≤ k ≤ M and j ∈ N. Then for sufficiently large j, A¯jk = Ω. Moreover, for sufficiently large n, we have
inf1≤k≤M P [Ek] ≥ 3/4 by (37) and
∑
I,J;L(I)∈[sk−1,sk)
|I ∩ J |2
|I||J | ≥
∞∑
j=1
∑
I,J;L(I)∈[sk−1,sk)
|I ∩ J |21A¨jk
((3N + j)h)((3N + 3j)h)
≥
∞∑
j=1
(N + j)−2
9h2
1A¨jk
∑
I,J;L(I)∈[sk−1,sk)
|I ∩ J |21Ek .
For r ∈ N and u > 0, we have x21 + . . .+ x2r ≥ u2/r when xi ≥ 0 (1 ≤ i ≤ r), x1 + . . .+ xr ≥ u. Hence
∑
I,J;L(I)∈[sk−1,sk)
|I ∩ J |2
|I||J | ≥
∞∑
j=1
(N + j)−2
9h2
(Nh)21A¨j
k
1Ek
∆N1k +∆N
2
k + 1
,
where ∆N ik = N
i
sk
−N isk−1 (1 ≤ k ≤M, i = 1, 2). Then we obtain
b−1n
T
∑
I,J
|I ∩ J |2
|I||J | ≥ b
−1
n
∞∑
j=1
M∑
k=1
X ′j,k a.s., where X
′
j,k =
N2
9T j(N + j)2
1A¨jk
1Ek
∆N1k +∆N
2
k + 1
. (38)
On the other hand, Theorem 4 and a similar argument to the proof of Proposition 6 yield
E
[∣∣∣∣
M∑
k=1
(X ′j,k − E[X ′j,k])
∣∣∣∣
2]
≤ Cbn
j(N + j)4
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for j ∈ N and sufficiently large n. Therefore
b−1n
∞∑
j=1
M∑
k=1
(X ′j,k − E[X ′j,k])→p 0 (39)
as n→∞.
(38) and (39) yield
a1 ≥ lim sup
n→∞
b−1n
∞∑
j=1
M∑
k=1
E[X ′j,k]. (40)
Furthermore, since {∆N ik}1≤k≤M,i=1,2,n≥n1 are tight by the assumption, there exists R′ > 0 such that
supn≥n1,k,i P
[
∆N ik > R
′
]
< 1/8. Consequently,
sup
n≥n1,k
P
[
(∆N1k +∆N
2
k + 1)
−1 < (2R′ + 1)−1
]
< 1/4. (41)
On the other hand, by [B2-q], we obtain
P
[
∪∞j=J+1A¨jk
]
≤ P [(A¯Jk )c] ≤ 6 sup
n≥n0,t,i
P [N it+Jh −N it = 0] ≤ CJ−q
for J ∈ N and n ≥ n0. Thus, there exists J which does not depend on n, k such that
P
[
∪Jj=1A¨jk
]
= 1− P
[
∪∞j=J+1A¨jk
]
≥ 3
4
. (42)
Therefore by (40),(41),(42) and the estimate inf1≤k≤M P [Ek] ≥ 3/4, we obtain
a1 ≥ N
2
9TJ(N + J)2
lim sup
n→∞
b−1n M
1
2R′ + 1
· 1
4
=
N2(2R′ + 1)−1
36TJ(N + J)2
1
3N
.
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