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The equation
x′′ + a2(t)x= 0, a(t) := ak > 0 if tk−1  t < tk (k ∈ N)
is considered where {ak}∞k=1 is given and {tk}∞k=1 is a random
sequence. Suﬃcient conditions are proved which guarantee either
stability or instability for the zero solution. Stability means that all
solutions almost surely tend to zero as t → ∞. By instability we
mean that the sequence of the expected values of the amplitudes
of every solution tends to inﬁnity as k → ∞. It turns out that
ak ↗ ∞ (k → ∞) implies stability for all absolutely continuous
distributions and for the “overwhelming majority” of the singular
distributions. The instability theorem is applied to the problem
of random swinging, when {ak}∞k=1 is periodic with two different
terms (Meissner’s equation) and {tk − tk−1}∞k=1 are independent
identically distributed random variables. The application gives
conditions for stochastic parametric resonance.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
For a given function a : [0,∞) → (0,∞), consider the non-autonomous equation
x′′ + a2(t)x = 0 (t  0). (1.1)
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22 S. Csörgo˝, L. Hatvani / J. Differential Equations 248 (2010) 21–49It describes oscillations of a material point of unit mass under the action of the restoring force −a2(t)x
with the varying elasticity coeﬃcient a2(t). x = x(t) denotes the deviation of the point from the
equilibrium position x = 0; x′ = x′(t) is the velocity of the point at time t . If
a(t1) a(t2) (t1  t2), lim
t→∞a(t) = ∞, (1.2)
then taking the derivative H ′ of the “modiﬁed mechanical energy”
H(t, x, x′) = 1
2a2(t)
(x′)2 + 1
2
x2 (1.3)
with respect to Eq. (1.1), we get H ′(t, x, x′) = −(a′(t)/a3(t))(x′)2  0, which means that H decreases
along the motions. This implies that the amplitudes of the oscillations decrease. It is known [14,17,28]
that under condition (1.2) there always exists at least one solution x ≡ 0 of (1.1) having the property
lim
t→∞ x(t) = 0 (1.4)
(Hartman [14,15] called it a small solution). It is an old problem to ﬁnd conditions on a(t) which
guarantee that all solutions of (1.1) have property (1.4), i.e., they are small. The Armellini–Tonelli–
Sansone Theorem (see, e.g., in [16, p. 514], [3,22]) says that all solutions of (1.1) are small if in (1.2)
a(t) goes to inﬁnity “regularly”, which essentially means that the growth of function a cannot be
restricted to a set with a small measure.
Eq. (1.1) with a step function coeﬃcient a2 often serves as a mathematical model in applications
[2,9,12,13,29,34]. For example, let us consider a mathematical pendulum whose length changes by a
given law  = (t). The position of the material point on the plain is described by the length (t) of
the thread and the angle ϕ measured anticlockwise between the axis directed vertically downward
and the thread. It is known [2] that the equation of motion is
ϕ′′ + g
(t)
sinϕ = 0,
where g denotes the constant of gravity. (No friction, only the force of gravity acts here.) The “small
oscillations” [2] are described by the linear second order equation
ϕ′′ + g
(t)
ϕ = 0. (1.5)
First, imagine the situation when one has to lift a weight by a pulley and rope through a gap.
Then it can be assumed that  is a decreasing step function and limt→∞ (t) = 0, i.e., (1.2) is satis-
ﬁed. It is natural to want all solutions to have property (1.4); in other words, one ought to stabilize
the equilibrium position ϕ = 0 with respect to ϕ . However, the Armellini–Tonelli–Sansone Theorem
(and its improvements [15,19,22,25,26,30,31]) cannot be applied to this case because the growth of
a is restricted to an enumerable set. Integrating step-by-step, Á. Elbert [7,8] obtained a sophisticated
suﬃcient condition for the property in a form of the divergence of an inﬁnite series containing pa-
rameters of the step function  (see Remark 4.9). It would be quite hard to control the motions using
this formula even if one could observe and measure the state variables during the motions, which,
in general, cannot be assumed. On the other hand, analyzing this formula (see also the well-known
example in [10]) one conjectures that Eq. (1.1) can have non-small solutions only for exceptional coeﬃcients
a2. For this reason the following practical problem was formulated [17]: How often does it happen
that all solutions are small? More precisely, what is the probability that all solutions of (1.1) are small,
provided that the heights of the steps in the step function a are given, but the time intervals between
the consecutive jumps are independent random variables?
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in [2]) the swinger changes the height of their center of gravity periodically; the equation of small
oscillations of the equivalent mathematical pendulum is of the form (1.1) with
a(t) :=
{
ω + ε, if 2kT  t < (2k + 1)T ,
ω − ε, if (2k + 1)T  t < 2(k + 1)T (k = 0,1,2, . . .). (1.6)
This is a special case of Hill’s equation, which is also known as Meissner’s equation [1,21,23,27,33].
Now we would like to destabilize the equilibrium position x = 0, so the problem is to ﬁnd the critical
values of the period 2T for which the amplitudes of all (nontrivial) motions tend to inﬁnity as t →
∞ at arbitrarily small values of the parameter ε > 0 (“parametric resonance” [4,6]). By the use of
Floquet’s theory it can be shown [2] that the appropriate values are
2T ∗ = jπ
ω
( j ∈N) (1.7)
(π/ω is half of the period of the original unperturbed pendulum motion with ε = 0). Following our
probabilistic approach suggested in the previous problem we now suppose that the coeﬃcient a2 is
not a deterministic periodic function, but the lengths of the time intervals between the consecutive
jump points are independent identically distributed random variables with values on interval [0,2T ].
The problem of random swinging is again to ﬁnd the appropriate random variables and the values of T
for which parametric resonance occurs (“stochastic parametric resonance”, see Deﬁnition 4.10).
In [20] the authors studied the problem of small solutions for Eq. (1.1) with step function coeﬃ-
cient a2 tending to inﬁnity monotonously as t → ∞. The main theorem stated that it is almost sure
that all solutions are small provided that the distances between the consecutive jump points are inde-
pendent random variables of uniform distribution on [0,1]. This was generalized for non-monotonous
step function coeﬃcients in [18].
In this paper we give suﬃcient conditions for both stability and instability of the equilibrium
position x = 0 in the most general case: it is only assumed that the time intervals between the
consecutive jumps in the step function coeﬃcient a2 are independent, positive (not necessarily iden-
tically distributed) random variables. The conditions will only contain the characteristic functions of
the random variables. To illustrate stability results we formulate a corollary for the simplest case (see
Corollary 2.6).
Theorem A. Let the coeﬃcient a2 in (1.1) be a step function having the property (1.2), i.e.,
a(t) = ak (tk−1  t < tk, k ∈ N); ak ↗ ∞ (k → ∞).
Suppose that the differences {tk − tk−1}∞k=1 are independent identically distributed (i.i.d.) random variables,
whose characteristic function is denoted by φ . If
limsup
|s|→∞
∣∣φ(s)∣∣< 1, (1.8)
then for arbitrary {ak}∞k=1 we have
lim
t→∞ x(t) = 0 almost surely
for every solution x of (1.1).
This theorem is consistent with our earlier conjecture because condition (1.8) is satisﬁed for every
absolutely continuous distribution and for the “overwhelming majority” of the singular distributions,
so, “generically”, it is almost sure that all solutions are small.
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case where the lengths of the time intervals between the consecutive jumps are uniformly distributed
random variables. It will turn out that the appropriate expected values T are in accordance with the
critical values (1.7) of the half period in the parametric resonance.
2. General results and discussion
2.1. The description of the model
Given two sequences of positive numbers {ak}∞k=1, {tk}∞k=1, which will be denoted simply by {ak}
and {tk}, respectively (tk  tk+1, k ∈N), t0 := 0, consider the second order linear differential equation
x′′ + a2(t)x = 0, a(t) := ak if tk−1  t < tk (k ∈ N). (2.1)
Deﬁnition 2.1. A function x : [0,∞) →R is called a solution of (2.1) if it is continuously differentiable
on [0,∞), it is twice differentiable and solves the equation on every [tk−1, tk) for k ∈N.
Introducing the new state variable y := x′/ak on the interval [tk−1, tk), we can reexpress Eq. (2.1)
in the form of a 2-dimensional system
x′ = ak y, y′ = −akx if tk−1  t < tk (k ∈ N). (2.2)
Since we want to have a system of ﬁrst order differential equations equivalent to (2.1), we ought
to require additional “connectivity” conditions of solutions of (2.2) which follow from Deﬁnition 2.1:
a function t 
→ (x(t), y(t)) is a solution of (2.2) on [0,∞) if
• t 
→ (x(t),a(t)y(t)) is continuous on [0,∞);
• t 
→ (x(t), y(t)) is differentiable and solves system (2.2) on [tk−1, tk) for k ∈ N.
Obviously, the initial values x0, x′0 uniquely determine the solution t 
→ x(t) of (2.1) which satisfy the
initial conditions x(0) = x0, x′(0) = x′0. Since the function t 
→ x′(t) = a(t)y(t) has to be continuous
on [0,∞), the function t 
→ y(t) is right-continuous for all t  0 and satisﬁes ak y(tk − 0) = ak+1 y(tk)
for k ∈ N, where y(tk − 0) denotes the left-hand side limit of y at tk. Accordingly, the system of ﬁrst
order differential equations equivalent to (2.1) is
{
x′ = ak y, y′ = −akx if tk−1  t < tk;
y(tk) = akak+1 y(tk − 0) (k ∈N).
(2.3)
This is a so-called impulsive differential equation (see [12,13,24,32] and the references therein): the
evolution of (x(t), y(t)) is governed by a differential equation for t = tk (k ∈ N), and y(t) makes
jumps at t = tk. Due to its special form, the impulsive differential equation (2.3) can be represented
as a discrete dynamical system on the plane in the following way. Introducing the polar coordinates
r,ϕ by the formulae x = r cosϕ , y = r sinϕ (r > 0, −∞ < ϕ < ∞), we can transform system (2.2)
into
r′ = 0, ϕ′ = −ak (tk−1  t < tk, k ∈N).
Therefore, during the evolution governed by (2.3) the points of the plane revolve uniformly around
the origin for t ∈ [tk−1, tk), then a contraction of size ak/ak+1 along the y-axis occurs at t = tk. Now
introduce the following notation:
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T0 :=
(
1 0
0 1
)
;
Tk = Tk(dk,ϕk) :=
(
1 0
0 dk
)(
cosϕk sinϕk
− sinϕk cosϕk
)
(k ∈ N). (2.4)
Then from (2.3) we have
zk :=
(
x(tk)
y(tk)
)
= TkTk−1 . . . T1T0
(
x(0)
y(0)
)
∈R2 (k = 0,1,2, . . .). (2.5)
Since the discrete dynamical system (2.5) has the same stability properties as our original sys-
tem (2.3), in the remaining part of the paper we shall investigate (2.5).
2.2. Estimates for ‖zk‖
We are interested in the asymptotic behavior of the amplitudes of the oscillations, in other words,
of the maxima of |x|. But if |x| takes a local maximum at t∗, then y(t∗) = 0; therefore, we can restrict
ourselves to investigation of the norm of the vector (x(t), y(t))T . The rotation in Tk has no inﬂuence
on this norm, so it is enough to examine the behavior of ‖zk‖, the Euclidean norm of the vector zk.
The problem is that the effect on ‖zk‖ of the contraction in Tk depends not only on its ratio dk
but also on y(tk − 0), which is not known. Nevertheless, we can obtain “a priori” estimates. If the
sequence {ak} is monotonous, then {‖zk‖} is monotonous as well and
‖zk−1‖ ‖zk‖
(
k∏
n=1
dn
)
‖z0‖ = a1
ak+1
‖z0‖ (k ∈N) if {ak} is increasing,
‖zk−1‖ ‖zk‖
(
k∏
n=1
dn
)
‖z0‖ = a1
ak+1
‖z0‖ (k ∈N) if {ak} is decreasing. (2.6)
Therefore, the (ﬁnite or inﬁnite) limit
 = (z0) := lim
t→∞
(
x2(t) + y2(t))= lim
k→∞
‖zk‖2
always exists and can be estimated by the limit of {ak}. This estimate says, e.g., that if ak ↗ a < ∞,
then there is no non-trivial small solution because (z0) > 0. In the case ak ↗ ∞ (k → ∞) (2.6)
gives the evident estimate (z0)  0. Nevertheless, it can be shown [17] that there always exists at
least one z0 = (0,0)T with (z0) = 0; i.e., there exists at least one non-trivial small solution. If {ak} is
not monotonous, then the case is much more diﬃcult: {‖zk‖} is not monotonous either, and instead
of (2.6) we have
(
k∏
n=1
(
1− [dn − 1]−
))‖z0‖ ‖zk‖
(
k∏
n=1
(
1+ [dn − 1]+
))‖z0‖, (2.7)
where
[d]+ := max{d;0}, [d]− := max{−d;0} (d ∈R).
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the estimate (2.7) tells us nothing about the asymptotic behavior of {‖zk‖}.) Since the limit (z0) does
not exist any more, we have to work with the upper and lower limits
 = (z0) := lim inf
t→∞
(
x2(t) + y2(t))= lim inf
k→∞
‖zk‖2,
 = (z0) := limsup
t→∞
(
x2(t) + y2(t))= limsup
k→∞
‖zk‖2. (2.8)
The global estimates (2.6), (2.7) cannot take into account the fact that the effect of the contraction
in Tk also depends on y(tk − 0), i.e., on tk. For example, the ﬁrst estimate in (2.6) is very rough,
actually it tells us nothing if y(tk − 0) = 0 (k ∈ N); in this case the norm ‖zk‖ is constant and the
solution is not small even if ak ↗ ∞ (k → ∞). However, this case occurs if and only if
ϕk = ak(tk − tk−1) =mkπ (k ∈N)
with some mk ∈ N, so the situation seems to be rather “exceptional”.
Now it is clear that in order to improve the estimates (2.6), (2.7) we have to incorporate the se-
quence {tn} into the estimates. But {tn} appears in solutions through the unknown sequences {y(tn)}.
To overcome this diﬃculty and to justify the fact that the “bad” {tn}’s are exceptional, we shall assume
that {τk = tk − tk−1}∞k=1 is a random sequence and estimate the expected values E(‖zk‖2), k ∈ N.
2.3. Estimate for the expected values E(‖zk‖2)
Suppose that the length τk of the interval [tk−1, tk) is a random variable deﬁned on a probability
space (Ωk, Ak, Pk), k ∈ N and τ1, τ2, . . . , τk, . . . are totally independent. The limits ,  are functions
of the random sequence {τk}, so they are also random on the inﬁnite product (Ω, A, P) of the prob-
ability spaces (Ωk, Ak, Pk), k ∈ N (see [5]). We are interested in the probability of the events  = 0,
perhaps  = 0 (stability properties of the equilibrium x = 0), or  > 0, perhaps  > 0 (instability prop-
erties of x = 0).
The deﬁnitions of ,  use t → ∞, so in the following we require that
∞∑
k=1
τk = ∞ almost surely. (2.9)
Let us state conditions which guarantee this property. Given a non-negative random variable τ and a
constant c > 0, we deﬁne
τ (c) :=
{
τ if τ  c,
0 otherwise.
By Kolmogorov’s Three Series Theorem [5], (2.9) is satisﬁed if and only if at least one of the series∑∞
k=1 P(τk > c) and
∑∞
k=1 E(τ (c)k ) diverges, where E(·) denotes the expected value of a random vari-
able. In particular, if τk  K , k ∈ N almost surely with some constant K > 0, then a necessary and
suﬃcient condition for (2.9) is
∑∞
k=1 E(τk) = ∞.
The main tool in the proofs of conditions for both stability and instability is the following lemma,
which yields an upper and a lower estimate for the expected values E(‖zk‖2), k ∈ N.
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(x ∈ R,k ∈ N). The characteristic function φk of τk is deﬁned by the Fourier–Stieltjes transform of Fk
[5]:
φk(s) := E
(
eisτk
)=
∞∫
−∞
eisx dFk(x) (k ∈ N).
Lemma 2.2. Setting dk := ak/ak+1 and
λk := 12
{(
d2k + 1
)− ∣∣d2k − 1∣∣∣∣φk(2ak)∣∣},
Λk := 12
{(
d2k + 1
)+ ∣∣d2k − 1∣∣∣∣φk(2ak)∣∣} (k ∈N), (2.10)
for any solution of (2.3) we have
(
k∏
i=1
λi
)∥∥∥∥
(
x(0)
y(0)
)∥∥∥∥
2
 E
(∥∥∥∥
(
x(tk)
y(tk)
)∥∥∥∥
2)

(
k∏
i=1
Λi
)∥∥∥∥
(
x(0)
y(0)
)∥∥∥∥
2
(k ∈N). (2.11)
2.4. Stability theorems
For any z0 ∈ R2, the events (z0) = 0, (z0) = 0 are obviously independent of values of {τk}nk=1
for every ﬁnite n. By Kolmogorov’s Zero–One-Law [5] the probability of such an event is either zero
or one. The following theorems are in accordance with this law. The ﬁrst of them is concerned with
arbitrary sequences {ak}.
Theorem 2.3. If
lim inf
n→∞
n∑
k=1
ln
{
d2k + 1
2
+ |d
2
k − 1|
2
∣∣φk(2ak)∣∣
}
= −∞
(
dk := akak+1
)
, (2.12)
then it is almost sure in the probability space (Ω, A, P) that
lim inf
t→∞
{
x2(t) + (x
′(t))2
a(t)
}
= 0 (2.13)
for all solutions of Eq. (2.1).
If, in addition, there exists a δ > 0 such that the distribution function Fk of tk − tk−1 satisﬁes the inequality
Fk(π/ak − 0) 1− δ (k ∈N), (2.14)
then it is almost sure that the lower limits of amplitudes of all the solutions equal zero.
The stability property (2.13) can also be formulated in the form
P(‖zk‖ ε inﬁnitely often)= 1 for every ε > 0. (2.15)
If (2.14) also holds, then we have
P(amplitudes of x ε inﬁnitely often) = 1 for every ε > 0. (2.16)
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the convergence in L2 of {‖zk‖} to zero, which implies [5] the convergence “in probability”, i.e.,
lim
k→∞
P(‖zk‖ ε)= 1 for every ε > 0. (2.17)
Theorem 2.4. If
∞∑
k=1
ln
{
d2k + 1
2
+ |d
2
k − 1|
2
∣∣φk(2ak)∣∣
}
= −∞
(
dk := akak+1
)
, (2.18)
then
lim
k→∞
E(‖zk‖2)= 0. (2.19)
In applications (e.g., in the example of lifting a weight by a pulley) one needs the strongest stability
properties
P
(
lim
k→∞
‖zk‖ = 0
)
= 1. (2.20)
To achieve this we suppose that {ak} is “almost increasing”.
Theorem 2.5. If
∞∑
k=1
[
ak
ak+1
− 1
]
+
< ∞, (2.21)
and
∞∑
k=1
{
1− ∣∣φk(2ak)∣∣}
[
ak
ak+1
− 1
]
−
= ∞, (2.22)
then (2.20) holds for all solutions of (2.3); consequently, for every solution x of (2.1) we have
lim
t→∞ x(t) = 0 almost surely. (2.23)
The left-hand side of (2.7) tells us that
∞∏
k=1
(
1− [dk − 1]−
)= 0 (2.24)
is necessary for  = 0 in the case of a non-trivial solution. According to Theorem 2.3, (2.12) should
imply (2.24). In fact, by the inequality between the arithmetic mean and geometric mean we have
n∑
k=1
ln
d2k + 1
2

n∑
k=1
lndk = ln
n∏
k=1
dk  ln
n∏
k=1
(
1− [dk − 1]−
);
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a0 := 1, a2k−1 = 3
k−1
2k
, a2k := 3
k
2k
(k ∈N), (2.25)
then (2.24) obviously holds, but
∞∑
n=1
ln
(
1+ d2n
2
)
=
∞∑
k=1
(
ln
5
9
+ ln 5
2
)
=
∞∑
k=1
ln
25
18
= ∞
shows that (2.12) is not satisﬁed, independently of the characteristic functions {φk}. In the case of the
monotonous {ak} the necessary condition and the suﬃcient condition are closer each other. By (2.6),
if {ak} is increasing, then
lim
k→∞
ak = ∞ (2.26)
is necessary for any stability property. On the other hand, since dk < 1 and
a1
ak
=
k−1∏
n=1
dn =
k−1∏
n=1
(
1− [1− dn]
)
(k ∈N),
(2.26) is equivalent to
∑∞
n=1[1−dn] =
∑∞
n=1[dn −1]− = ∞, so (2.26) is also suﬃcient for a wide class
of distributions (see Theorem A in the Introduction). If we strengthen this condition slightly, then, by
Theorem 2.5, it becomes suﬃcient for the general case:
Corollary 2.6. If {ak} is increasing and
∞∑
k=1
{
1− ∣∣φk(2ak)∣∣}
[
1− ak
ak+1
]
= ∞, (2.27)
then we have (2.23) for every solution x of (2.3). In particular, we have this property if ak ↗ ∞ as k → ∞,
and
limsup
k→∞
∣∣φk(2ak)∣∣< 1. (2.28)
It is worth mentioning that the results above are rather sharp. For example, even in Corollary 2.6
which describes the simplest (monotonous) case of {ak} the expression “almost sure” cannot be
changed to “sure”. In fact, let us consider Eq. (2.1) with the choices ak := 2kπ , tk := k (k ∈N). Then
Tk =
(
1 0
0 kk+1
)
, zk =
(
x(tk)
y(tk)
)
=
(
x0
y0
k+1
)
(k ∈N),
that is, for all but the exceptional solutions with x0 = 0 we have l = l = 0 and limsupt→∞ |x(t)| =
|x0| = 0. At the same time, by Corollary 2.6, it is almost sure that (2.23) holds for all solutions. In
other words, an event with probability 1 does not occur at tk = k (k ∈ N). This example also justiﬁes
the necessity of our probability approach to the problem.
The role of the monotonicity of {ak} in the last corollary and that of condition (2.21) in Theo-
rem 2.5 are both essential. For example, it is straightforward to check that {an}∞n=1 in (2.25) satisﬁes
(2.22), provided that τk is uniformly distributed on [0,1], i.e., φ(2ak) = sin(ak)/ak . Nevertheless the
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which follows from Corollary 2.13. Thus condition (2.21) cannot be omitted from Theorem 2.5. How-
ever, by the following corollary, Theorems 2.3 and 2.4 can also be applied to systems not possessing
property (2.21).
Corollary 2.7. Suppose that
∣∣φ(2ak)∣∣ κ/(2+ κ) (2.29)
for some κ > 0 and suﬃciently large k.
(A) If
lim inf
n→∞
n∑
k=1
{(
d2k − 1
)+ κ[d2k − 1]+}= −∞, (2.30)
then (2.13) holds almost surely for all solutions of Eq. (2.1).
(B) If
∞∑
k=1
{(
d2k − 1
)+ κ[d2k − 1]+}= −∞,
then (2.19) holds for all solutions of (2.3).
It is possible to supply an example where Theorem 2.5 does not apply but Corollary 2.7 does [18,
Example 2.6].
Remark 2.8. In the i.i.d. case φk = φ (k ∈ N) condition (2.28) holds for any {ak} if
limsup
|s|→∞
∣∣φ(s)∣∣< 1 (2.31)
is true (see Theorem A in the Introduction). This condition is automatically satisﬁed for all absolutely
continuous distributions. Namely, the Riemann–Lebesgue Lemma [5] says that these distributions have
the property
lim|s|→∞φ(s) = 0.
Among singular distributions [5], (2.31) is often called Cramér’s Continuity Condition. It holds for the
“overwhelming majority” of the singular distributions [11].
As regards (2.29), there are, for any μ ∈ [0,1], singular distributions such that
limsup|t|→∞ φ(t) = μ.
2.5. Instability theorems
Our results up till now guaranteed several kinds of the attractivity of the equilibrium position
x = 0. In contrast with these, the remaining conditions in this section are suﬃcient for the lack of the
attractivity in different senses.
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Corollary 2.9. If
∞∑
k=1
[
ak
ak+1
− 1
]
−
< ∞, (2.32)
then  > 0 holds for every non-trivial solution of (2.1), which means that the amplitudes of every non-trivial
solution remain above a positive constant whose value depends on the solution.
It is not hard to see that (2.32) implies the existence of limk→∞ ak. We can say more about the
solutions if this limit is positive.
Theorem 2.10. If (2.32) is satisﬁed and limk→∞ ak > 0, then for every non-trivial solution x of (2.1) we have
0 < lim
t→∞
{
x2(t) + (x
′(t))2
a(t)
}
< ∞;
and the amplitudes of the oscillation tend to a ﬁnite non-zero limit as t → ∞.
Roughly speaking, condition (2.32) says that (2.1) is close to being a harmonic oscillator; the asser-
tions in Corollary 2.9 and Theorem 2.10 are in accord with this statement. Some applications exclude
(2.32) (see the “problem of swinging” in the Introduction). In such cases we have no “a priori” lower
estimate for ‖zk‖, but we do have lower estimates for the expected values E(‖zk‖2).
Theorem 2.11.
(A) If
limsup
n→∞
n∑
k=1
ln
{
1+ d2k
2
− |1− d
2
k |
2
∣∣φk(2ak)∣∣
}
> −∞
(
dk := akak+1
)
, (2.33)
then
limsup
k→∞
E
{
x2(tk) + (x
′(tk))2
ak+1
}
> 0. (2.34)
(B) If
lim inf
n→∞
n∑
k=1
ln
{
1+ d2k
2
− |1− d
2
k |
2
∣∣φk(2ak)∣∣
}
> −∞, (2.35)
then
lim inf
k→∞
E
{
x2(tk) + (x
′(tk))2
ak+1
}
> 0. (2.36)
(C) If
∞∑
ln
{
1+ d2k
2
− |1− d
2
k |
2
∣∣φk(2ak)∣∣
}
= ∞, (2.37)
k=1
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lim
k→∞
E
{
x2(tk) + (x
′(tk))2
ak+1
}
= ∞. (2.38)
The following corollary is concerned with the case where the ﬁrst term is dominant in the log
terms. We shall give the new form of (2.37); conditions (2.33), (2.35) can be reformulated in an
analogous way.
Corollary 2.12. If
(i) there are constants d, D such that 0 < d dk  D for all k ∈ N;
(ii)
∑∞
k=1 |(1− dk)φk(2ak)| < ∞;
(iii)
∑∞
k=1 ln
1+d2k
2 = ∞,
then (2.38) holds.
Our last corollary applies to periodic sequences {dk} (see example (2.25)).
Corollary 2.13. If
(i) κ := limsupk→∞ |φk(2ak)| < 1;
(ii) there is a p ∈N such that
(n+1)p∏
k=np+1
1+ d2k
2
>
1
(1− κ)p ,
then (2.38) holds.
3. Proofs
3.1. Proof of Lemma 2.2
Setting t0 = 0 and τk = tk − tk−1 for the independent almost surely positive random lengths of the
intervals, deﬁned on a probability space (Ω, A, P), dk = ak/ak+1, we have random matrices
Tk =
(
cosϕk sinϕk
−dk sinϕk dk cosϕk
)
=
(
cos(akτk) sin(akτk)
−dk sin(akτk) dk cos(akτk)
)
(k ∈N).
With T ∗ standing for the transpose of the 2× 2 matrix T , while the square of the norm of vector zk
deﬁned in (2.5) can be written into the form
‖zk‖2 = 〈Tk . . . T1z0, Tk . . . T1z0〉
= 〈T ∗1 . . . T ∗k−1T ∗k TkTk−1 . . . T1z0, z0〉 (k ∈N).
Letting Fk = σ(τ1, . . . , τk) stand for the σ -algebra generated by τ1, . . . , τk (k ∈ N), F0 = {∅,Ω},
and using the basic properties of conditional expectation [5, Section 9.1] and the independence of
τ1, . . . , τk , by the rules of matrix multiplication for all k ∈N we ﬁnd for the expected value
E(‖zk‖2)=
∫
‖zk‖2 dP
Ω
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E(‖zk‖2)= E(E(〈T ∗1 . . . T ∗k−1T ∗k TkTk−1 . . . T1z0, z0〉∣∣Fk−1))
= E(〈T ∗1 . . . T ∗k−1E(T ∗k Tk|Fk−1)Tk−1 . . . T1z0, z0〉)
= E(〈E(T ∗k Tk)Tk−1 . . . T1z0, Tk−1 . . . T1z0〉)
= E(〈E(T ∗k Tk)zk−1, zk−1〉).
The symmetric non-negative deﬁnite matrix
E(T ∗k Tk) = E
((
cosϕk −dk sinϕk
sinϕk dk cosϕk
)(
cosϕk sinϕk
−dk sinϕk dk cosϕk
))
=
(
d2kE(sin2 ϕk) + E(cos2 ϕk) (1− d2k )E(sinϕk cosϕk)
(1− d2k )E(sinϕk cosϕk) E(sin2 ϕk) + d2kE(cos2 ϕk)
)
=:
(
αk βk
βk γk
)
,
with determinant
αkγk − β2k =
(
d4k + 1
)E(sin2 ϕk)E(cos2 ϕk)+ d2k{[E(sin2 ϕk)]2 + [E(cos2 ϕk)]2}
− (d4k + 1)[E((sinϕk)(cosϕk))]2 + 2d2k[E((sinϕk)(cosϕk))]2
 d2k
{[E(sin2 ϕk)]2 + [E(cos2 ϕk)]2}+ 2d2k[E((sinϕk)(cosϕk))]2  0,
has a square root Ak for which E(T ∗k Tk) = Ak A∗k , so that
E(‖zk‖2)= E(〈A∗kzk−1, A∗kzk−1〉)= E(∥∥A∗kzk−1∥∥2),
from which
λkE
(‖zk−1‖2) E(‖zk‖2)ΛkE(‖zk−1‖2) (k ∈N), (3.1)
where Λk  λk( 0) are the eigenvalues of E(T ∗k Tk). This is a complete extension of (3.9) in [18].
Writing “−” for λk and “+” for Λk , these eigenvalues have the form
αk + γk ∓
√
(αk − γk)2 + (2βk)2
2
,
where αk + γk = 1+ d2k and
(αk − γk)2 + (2βk)2 =
[(
1− d2k
)E(cos2 ϕk − sin2 ϕk)]2 + [(1− d2k)E(2 sinϕk cosϕk)]2
= (1− d2k)2{[E(cos(2ϕk))]2 + [E(sin(2ϕk))]2}
= (1− d2k)2{[E(cos(2akτk))]2 + [E(sin(2akτk))]2}
= (1− d2k)2∣∣φk(2ak)∣∣2, (3.2)
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λk = 12
{(
d2k + 1
)− ∣∣d2k − 1∣∣∣∣φk(2ak)∣∣},
Λk = 12
{(
d2k + 1
)+ ∣∣d2k − 1∣∣∣∣φk(2ak)∣∣}
for all k ∈N, as a complete generalization of (3.10) in [18].
Iterating (3.1), we can complete the proof of Lemma 2.2.
3.2. Proofs of Theorems 2.3 and 2.4
The following simple facts are useful when manipulating formulae involving inﬁnite products.
Lemma 3.1. Let αk > −1 (k ∈ N).
(A) If
lim inf
n→∞
n∑
k=1
αk = lim inf
n→∞
n∑
k=1
([αk]+ − [αk]−)= −∞, (3.3)
then
lim inf
n→∞
n∏
k=1
(1+ αk) = 0. (3.4)
(B) If (3.4) holds, then
∞∑
k=1
[αk]− = ∞. (3.5)
Proof. (A) Eq. (3.4) is equivalent to
lim inf
n→∞
n∑
k=1
ln(1+ αk) = −∞,
and this follows from (3.3) by the inequality ln(1+ x) x (x > −1).
(B) Suppose (3.4). If lim infk→∞ αk = −1, then (3.5) holds obviously. If lim infk→∞ αk > −1, then
there is a K > 0 such that
ln(1+ αk) ln
(
1− [αk]−
)
−K [αk]−
for suﬃciently large k; therefore, lim infn→∞
∑n
k=1(−[αk]−) = −∞, which implies (3.5). 
It is clear that, in general, the converse of statement (A) is not true.
Now we can turn to the proof of Theorem 2.3. Using the right-hand side of (2.11) we have
E(‖zn‖2) n∏
{
d2k + 1
2
+ |d
2
k − 1|
2
∣∣φk(2ak)∣∣
}
‖z0‖2, (3.6)k=1
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lim inf
n→∞ E
(‖zn‖2)= 0.
Applying Fatou’s Lemma [5] we get
E((z0))= E( lim inf
n→∞ ‖zn‖
2
)
=
∫
Ω
(
lim inf
n→∞ ‖zn‖
2
)
dP
 lim inf
n→∞
∫
Ω
‖zn‖2 dP = lim inf
n→∞ E
(‖zn‖2)= 0.
We have proved that P((z0) = 0) = 1 for every z0 ∈R2, i.e., for every solution of (2.1). Since every
solution of the linear equation (2.1) can be represented as a linear combination of two ﬁxed, linearly
independent solutions, this implies that P ( = 0 for all solutions of (2.1)) = 1.
The proof of the second statement of Theorem 2.3 requires that we introduce the following nota-
tion. For a ﬁxed z0 ∈R2 (z0 = (0,0)), let x(t) = x(t; z0), zk = zk(z0) and
Am(ε) :=
∞⋃
k=m
{{τi}∞i=1 ∈ Ω: ‖zk‖2  ε} (ε > 0, m ∈N);
A(ε) := limsup
k→∞
{‖zk‖2  ε}= ∞⋂
m=1
Am(ε).
With a slight modiﬁcation of [5, Theorem 4.1.1] it can be proved that (z0) = 0 almost surely if and
only if for every ε > 0 we have
P(A(ε))= lim
m→∞ P
(
Am(ε)
)= 1.
In more intuitive language: the event (z0) = 0 occurs if and only if the events {‖zk‖2  ε}∞k=1 occur
“inﬁnitely often” (i.o.) for every ε > 0.
For some ﬁxed ε > 0 take an arbitrary {τk} ∈ A(ε) and a subsequence {τki }∞i=1 such that ‖zki‖2  ε
(i ∈N). Since
P
(
τki+1 
π
aki+1
)
= 1− Fki+1
(
π
aki+1
− 0
)
 δ (i ∈ N)
holds for the independent events {τki+1  π/aki+1}∞i=1 with δ ∈ (0,1) in condition (2.14), by the Sec-
ond Borel–Cantelli Lemma [5, Theorem 4.24] P(τki+1  π/aki+1 i.o.) = 1. This means that τki+1 
π/aki+1 (i ∈ N) are satisﬁed almost everywhere in A(ε). But
x2(t) + (x
′(t))2
a2ki+1
= ‖zki‖2 (tki  t < tki + τki+1 = tki+1)
and the angle ϕki+1 of the rotation during the time interval (tki , tki+1) can be expressed by the for-
mula ϕki+1 = aki+1τki+1  π , so there is a t ∈ [tki , tki+1) with x′(t) = 0. In other words, one of the
amplitudes equals ‖zki‖
√
ε. This means that P (amplitudes of x(·; z0)√ε i.o.) = 1, which com-
pletes the proof of the second statement of Theorem 2.3.
Theorem 2.4 simply follows from Lemma 2.2.
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If {ak} is increasing, then {‖zk‖} is decreasing (see (2.6)). If {ak} is only “almost increasing” in the
sense of (2.21), then {‖zk‖} is not monotonous; however, the ﬁnite limit of {‖zk‖} exists, as we will
show in the following
Lemma 3.2.
(A) Suppose that (2.21) is satisﬁed for the sequence {ak} in Eq. (2.1). Then the ﬁnite limit
0 lim
t→∞
(
x2(t) + (x
′(t))2
a(t)
)
< ∞
exists, i.e., (z0) = (z0) =: (z0) < ∞ for every solution of Eq. (2.1).
(B) If (2.32) is satisﬁed, then the ﬁnite or inﬁnite limit
0 < lim
t→∞
(
x2(t) + (x
′(t))2
a(t)
)
∞
exists, i.e., 0 < (z0) = (z0) = (z0)∞ for every solution of Eq. (2.1).
Proof. (A) It is enough to show the existence of limk→∞ ‖zk‖2 < ∞. To this end, we note that
‖zi+1‖2 − ‖zi‖2 =
(
x2(ti+1 − 0) + d2i+1 y2(ti+1 − 0)
)− (x2(ti+1 − 0) + y2(ti+1 − 0)),
and, consequently,
‖zk+m‖2 − ‖zk‖2 =
k+m−1∑
i=k
[‖zi+1‖2 − ‖zi‖2]

k+m−1∑
i=k
(di+1 + 1)y2(ti+1 − 0)[di+1 − 1]+  K
∞∑
i=k
[di − 1]+
for all k,m ∈ N, where K < ∞ denotes an upper bound of {(di + 1)‖zi‖2}∞i=1, which exists owing to
estimate (2.7) and assumption (2.21). This means that the differences ‖zk+m‖2 − ‖zk‖2 (m ∈ N) are
arbitrarily small if k is suﬃciently large; consequently,  = .
Part (B) can be proved in a similar way. 
Now we will turn to the proof of Theorem 2.5. From Lebesgue’s Dominated Convergence Theorem
[5] and (2.11), the expected value of the bounded random variable (z0) can be estimated as follows:
E((z0))= E( lim
k→∞
‖zk‖2
)
=
∫
Ω
(
lim
k→∞
‖zk‖2
)
dP = lim
k→∞
∫
Ω
‖zk‖2 dP
= lim
k→∞
E(‖zk‖2)
(
lim inf
k→∞
(
k∏
Λi
))
‖z0‖2.i=1
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similar calculations for
∏k
i=1 λi , we derive simultaneous representations for Λk (upper sign) and λk
(lower sign) using the notation κk := |φk(2ak)|:
d2k + 1
2
± |d
2
k − 1|
2
κk = 1+
d2k − 1
2
± |d
2
k − 1|
2
κk
= 1+ 1± κk
2
[
d2k − 1
]
+ −
1∓ κk
2
[
d2k − 1
]
−. (3.7)
According to Lemma 3.1 it is enough to show that
lim inf
k→∞
k∑
i=1
(
(di + 1)(1+ κi)
2
[di − 1]+ − (di + 1)(1− κi)2 [di − 1]−
)
= −∞. (3.8)
But κi  1 (i ∈ N) and {di} is bounded, so (2.22) implies (3.8), which completes the proof of Theo-
rem 2.5.
Actually, Corollary 2.6 was derived from Theorem 2.5 in Section 2.
3.4. Proof of Corollary 2.7
Now we shall prove statement (A); part (B) can be proved in much the same way.
We will show that conditions (2.29) and (2.30) imply (2.12). Setting ε := κ/(2 + κ), by condition
(2.29) we have |φk(2ak)| =: κk  ε for k suﬃciently large. For these k’s using the representation (3.7),
we ﬁnd that
d2k + 1
2
+ |d
2
k − 1|
2
∣∣φk(2ak)∣∣= 1+ 1+ κk2
[
d2k − 1
]
+ −
1− κk
2
[
d2k − 1
]
−
 1+ 1+ κk
2
[
d2k − 1
]
+ −
1− ε
2
[
d2k − 1
]
−
= 1+ 1− ε
2
{
1+ κk
1− ε
[
d2k − 1
]
+ +
(
d2k − 1
)− [d2k − 1]+
}
= 1+ 1− ε
2
{(
d2k − 1
)+ κk + ε
1− ε
[
d2k − 1
]
+
}
 1+ 1− ε
2
{(
d2k − 1
)+ κ[d2k − 1]+} (3.9)
because (κk + ε)/(1− ε) 2ε/(1− ε) = κ . Consequently, by Lemma 3.1, (2.30) implies (2.12).
3.5. Proof of Theorem 2.10
By Lemma 3.2(B) we have 0 < (z0) = (z0) = (z0)∞ for every z0 ∈ R2. It remains only to show
that (z0) < ∞. From limK→∞∏Kk=1 dk = limK→∞ a1/aK+1 = a1/a we get ∑∞k=1 ln(1+ (dk − 1)) < ∞.
This and (2.32) together imply that
∑∞
k=1 ln(1+[dk −1]+) < ∞, i.e.,
∏∞
k=1(1+[dk −1]+) < ∞, whence
(z0) < ∞ follows by the right-hand side of (2.7).
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Theorem 2.11 is a simple consequence of the estimate (2.11) in Lemma 2.2.
To prove Corollary 2.12 we must show that the divergence (2.37) holds. In virtue of condition (i),
there exists a number γ1 such that |1− d2k |/(1+ d2k ) γ1 < 1 (k ∈N). Applying inequality
ln(1+ x) ln(1− γ )−γ x (−1 < −γ  x 0) (3.10)
with γ = γ1, and setting κk = |φk(2ak)| we have
ln
(
1+ d2k
2
− |1− d
2
k |
2
κk
)
= ln
(
1+ d2k
2
(
1− |1− d
2
k |
1+ d2k
κk
))
 ln
1+ d2k
2
+ ln(1− γ1)
γ1
|1− d2k |
1+ d2k
κk
 ln
1+ d2k
2
− γ2
∣∣ln(1− γ1)∣∣|1− dk|κk, (3.11)
where γ2 > 0 is a suitable constant. From this estimate, conditions (ii) and (iii) imply (2.37).
To prove Corollary 2.13, we shall employ the same technique. By condition (ii) there exist constants
κ , μ (κ < κ < 1, μ > 1) such that
(
(n+1)p∏
k=np+1
1+ d2k
2
)
(1− κ)p μ
for suﬃciently large n. Applying inequality (3.10) with γ = κ , we have
ln
(
1+ d2k
2
− |1− d
2
k |
2
κk
)
= ln 1+ d
2
k
2
+ ln
(
1− |1− d
2
k |
1+ d2k
κk
)
 ln
1+ d2k
2
+ ln(1− κ)
κ
|1− d2k |
1+ d2k
κk  ln
1+ d2k
2
+ ln(1− κ).
for suﬃciently large k. Therefore,
(n+1)p∑
k=np+1
ln
(
1+ d2k
2
− . |1− d
2
k |
2
κk
)
 ln
{
(n+1)p∏
k=np+1
1+ d2k
2
(1− κ)p
}
 lnμ > 0
for suﬃciently large n. This means that (2.37) is satisﬁed.
4. Examples and applications
4.1. Stability
Example 4.1. Let Unif(T , σ ) denote a random variable uniformly distributed on an interval [T −σ , T +σ ]
(T > 0, 0 < σ < T ). The density function is
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{ 1
2σ if T − σ  x T + σ ,
0 otherwise;
the expected value and the standard deviation [5] are T and σ/
√
3, respectively. The characteristic
function has the form
φ(s) = 1
2σ
T+σ∫
T−σ
eisx dx = 1
σ s
eiT s sin(σ s). (4.1)
Applying Corollary 2.6 we get
Proposition 4.2. If τk = Unif(Tk, σk) (k ∈N), and {ak} is increasing such that
∞∑
k=1
{
1− | sin(2σkak)|
2σkak
}[
1− ak
ak+1
]
= ∞,
then (2.23) holds for every solution x of (2.3). In particular, this assertion is true if ak ↗ ∞ and
lim inf
k→∞
(σkak) > 0
(e.g., if σk  σ > 0 for k ∈ N).
Example 4.3. Consider an exponentially distributed random variable Exp(μ) whose density function is
f (x) =
{
μe−μx if x > 0,
0 otherwise
(μ > 0).
Both the expected value and the standard deviation equal 1/μ. Computing the characteristic function,
we get
φ(s) = μ
∞∫
0
e−(μ−is)x dx = μ
2
μ2 + s2 + i
μs
μ2 + s2 .
From Corollary 2.6 we obtain
Proposition 4.4. If τk = Exp(μk) (k ∈ N), and {ak} is increasing such that
∞∑
k=1
{
1− 1√
1+ 4( akμk )2
}[
1− ak
ak+1
]
= ∞,
then (2.23) holds for every solution x of (2.3). In particular, this assertion is true if ak ↗ ∞ and
lim inf
k→∞
ak
μk
> 0
(e.g., if 1/μk  ν > 0 for k ∈ N).
40 S. Csörgo˝, L. Hatvani / J. Differential Equations 248 (2010) 21–49Let us recall the problem of lifting a weight by a pulley and rope through a gap described in the
Introduction (see Eq. (1.5)). On the basis of Propositions 4.2 and 4.4 tell the worker that he should
not hurry.
Example 4.5. By deﬁnition, τ is a discrete random variable of Poisson distribution (τ = Poisson(μ)) if
P(τ = j) = μ
j
j! e
−μ (μ > 0, j = 0,1,2, . . .).
The expected value and the standard deviation are μ and
√
μ, respectively; while the characteristic
function and its absolute value can be represented by the formulae
φ(s) = e−μ
∞∑
j=0
(μeis) j
j! = e
μ(eis−1),
∣∣φ(s)∣∣= eμ(cos s−1).
Applying Corollary 2.6 we get
Proposition 4.6. If τk = Poisson(μk) (k ∈ N), and {ak} is increasing such that
∞∑
k=1
{
1− exp[−2μk sin2 ak]}
[
1− ak
ak+1
]
= ∞,
then (2.23) holds for every solution x of (2.3). In particular, this assertion is true if ak ↗ ∞ and
lim inf
k→∞
(
μk sin
2 ak
)
> 0. (4.2)
If {τk} are i.i.d., then condition (4.2) is satisﬁed, provided that {ak} is asymptotically not close to the
set S := { jπ}∞j=0 in the following sense: there exist a δ > 0 and a k0 ∈ N such that dist(ak, S) δ for
all k k0. We shall generalize this result to an arbitrary discrete distribution.
Now consider a discrete random variable τ with possible values {x j}∞j=0 and distribution {p j}∞j=0,
i.e., x j  0, x j < x j+1; p j  0,
∑∞
j=0 p j = 1; P(τ = x j) = p j ( j = 0,1,2, . . .). The characteristic func-
tion is
φ(s) =
∞∑
j=0
eisx j p j =
∞∑
j=0
p j cos(sx j) + i
∞∑
j=0
p j sin(sx j).
Let us compute |φ(2ak)|:
∣∣φ(2ak)∣∣=
( ∞∑
j=0
p j cos(2akx j)
)2
+
( ∞∑
j=0
p j sin(2akx j)
)2
=
∞∑
j,=0
cos
(
2ak(x j − x)
)
p j p =
( ∞∑
j=0
p j
)2
− 2
∞∑
j,=0
sin2
(
ak(x j − x)
)
p j p. (4.3)
Applying Corollary 2.6 we obtain
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{p j} such that
lim inf
k→∞
( ∞∑
j,=0
sin2
(
ak(x j − x)
)
p j p
)
> 0, (4.4)
then (2.23) holds for every solution x of (2.3). In particular, this assertion is true if there are j1, j2 ∈ N
( j1 < j2) such that p j1 > 0, p j2 > 0, and {ak} is asymptotically not close to { jπ/(x j2 − x j1 )}∞j=0 .
Remark 4.8. As we mentioned in Remark 2.8, if ak ↗ ∞ (k → ∞), and τk ’s are i.i.d. with an absolute
continuous distribution function, then, almost surely, every solution tends to zero as t → ∞. This is
not the case for discrete distributions. In other words, in the case of discrete distributions, condi-
tion (4.4) cannot be omitted. In fact, using the model described by (2.4)–(2.5), it is clear that in the
case x1 = 1, x2 = 2, p1 = p2 = 1/2, ak = kπ (k ∈N) there exists a solution of Eq. (2.1) that surely does
not tend to zero as t → ∞ (for example, x(0) = 1, y(0) = 0).
Remark 4.9. Á. Elbert proved [7,8] that every solution of (2.1) tends to zero as t → ∞ provided that
∞∑
k=1
min
{
1− ak
ak+1
;1− ak+1
ak+2
}
sin2
(
ak+1(tk+1 − tk)
)= ∞. (4.5)
Our probabilistic approach allowed us to simplify this condition by excluding the sequence {tk}. Sub-
stituting the representation (4.3) of |φ(2ak)| into (2.27) we may replace condition (4.4) in Theorem 4.7
with the more sophisticated one
∞∑
k=1
[
1− ak
ak+1
]( ∞∑
j,=0
sin2
(
ak(x j − x)
)
p j p
)
= ∞,
which is very similar to (4.5). Actually, it can be regarded as a generalization of (4.5) using our
probabilistic approach.
4.2. Instability. Stochastic parametric resonance
We will now apply Theorem 2.11 to the problem of random swinging (1.1), (1.6). For the sake of
simplicity, let us choose the unit of length so that ω = π in (1.6), i.e., consider the model
⎧⎨
⎩
x′′ + a2(t)x = 0,
a(t) =
{
π + ε if t2n  t < t2n+1,
π − ε if t2n+1  t < t2(n+1) (n = 0,1,2, . . .).
(4.6)
If the swing is deterministic, i.e., tk = kT (k = 0,1,2, . . .) with some T > 0, then the critical values of
the parametric resonance are
T ∗ = j 1
2
( j ∈N) (4.7)
(see (1.7)). The boundaries of the components of the domain of instability (so-called “Arnold tongues”)
on the T–ε plane admit the estimates [2]
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2
π2
m + O (ε4)+ O (|T −m|3) (ε → 0, T →m),
T =
(
m − 1
2
)
± ε
π2
+ O (ε3)+ O(∣∣∣∣T −
(
m − 1
2
)∣∣∣∣
3) (
ε → 0, T →
(
m − 1
2
))
; (m ∈N).
(4.8)
To make the deterministic model more realistic, set t0 := 0 and suppose that {tk}∞k=1 is a random
sequence.
Deﬁnition 4.10. If τk := tk − tk−1 (k ∈ N) are independent identically distributed random variables
with values in an interval [0,2T ] (T > 0) such that the amplitudes of every solution of Eq. (4.6) are
unbounded in the sense (2.38) for suﬃciently small ε, then we say that stochastic parametric resonance
(s.p.r.) occurs in Eq. (4.6).
The problem of random swinging is to ﬁnd the critical random variables for which s.p.r. occurs in
Eq. (4.6).
Let us chose the values
a2n−1 = π + ε, a2n = π − ε, d2n−1 = π + ε
π − ε , d2n =
π − ε
π + ε (n ∈N),
and introduce the notations
κ+ :=
∣∣φ(2(π + ε))∣∣, κ− := ∣∣φ(2(π − ε))∣∣,
where φ denotes the common characteristic function of the τk ’s. Then for λk ’s in (2.10) we have
λ2n−1 = 1
2
{(
d22n−1 + 1
)− ∣∣d22n−1 − 1∣∣κ+}= 1+ 2πε(π − ε)2 (1− κ+),
λ2n = 1
2
{(
d22n + 1
)− ∣∣d22n − 1∣∣κ−}= 1− 2πε(π + ε)2 (1+ κ−);
therefore,
λ2n−1λ2n = 1+ 2πε
[
1− κ+
(π − ε)2 −
1+ κ−
(π + ε)2
]
− 4π
2ε2
(π2 − ε2)2 (1− κ+)(1+ κ−)
= 1+ 2πε
(π2 − ε2)2
{−(π2 + ε2)(κ+ + κ−) + 2πε(1+ κ+κ−)}.
For (2.37) it is suﬃcient to have
∑∞
n=1 ln(λ2n−1λ2n) = ∞. Consequently, applying Theorem 2.11(C), we
obtain
Theorem 4.11. If
β = β(ε;φ) := ∣∣φ(2(π + ε))∣∣+ ∣∣φ(2(π − ε))∣∣
− 2επ
π2 + ε2
{
1+ ∣∣φ(2(π + ε))∣∣ · ∣∣φ(2(π − ε))∣∣}< 0 (4.9)
for any suﬃciently small ε > 0, then s.p.r. will occur for motions governed by Eq. (4.6).
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analogous to Arnold tongues) are described by inequality (4.9). Since limε→0 β(ε;φ) = 2|φ(2π)| 0,
condition (4.9) can be met for any suﬃciently small ε > 0 only if
φ(2π) = 0. (4.10)
This equation plays an important role in the solution of the problem of s.p.r.: the critical values of the
resonance analogous to (4.7) can be deduced from (4.10).
4.2.1. Uniform distribution
Suppose that the τk ’s are independent random variables which are uniformly distributed on an
interval [0,2T ] (T > 0). Then
φ(s) = 1
2T
2T∫
0
eisu du = e
2isT − 1
2isT
,
∣∣φ(s)∣∣= | sin(sT )||sT | ,
and Eq. (4.10) has the form (sin(2π T ))/(2π T ) = 0. This means that the critical values for s.p.r. are
T ∗ = j 1
2
( j ∈N). (4.11)
This is in complete accordance with the critical values (4.7) of the parametric resonance obtained by
Floquet’s theory in the deterministic model. Now applying Theorem 4.11 we shall prove
Proposition 4.12. Suppose that the τk’s are independent random variables uniformly distributed on an interval
[0,2T ]. Then s.p.r. occurs at the critical values (4.11) in Eq. (4.6), and the boundaries of the components of the
domain of the stochastic instability on the T–ε plane are described by the formula
T = j
2
± j
2π
ε + j
π2
ε2 + O
((∣∣∣∣T − j2
∣∣∣∣+ ε
)3) (
T → j
2
, ε → 0; j ∈N
)
. (4.12)
Proof. Consider the neighborhood
{
(T , ε):
∣∣∣∣T − j2
∣∣∣∣< δ2 , 0 < ε < ε
}
(δ, ε > 0) (4.13)
of a critical point ( j/2,0). We have to check condition (4.9) in the set (4.13). First we shall do this for
values T ∈ [ j/2, ( j + δ)/2). Introduce the notations T = j/2+ δ/2 (0< δ < δ) and
ϕ1 = ϕ1(δ, ε) := 1
( j + δ)(π + ε) sin
(
δ(π + ε) + jε),
ϕ2 = ϕ2(δ, ε) := 1
( j + δ)(π − ε) sin
(
δ(π − ε) − jε) (0 δ < δ, 0 < ε < ε). (4.14)
Obviously,
ϕ1(δ, ε) = 1
( j + δ)(π + ε)
{
δ(π + ε) + jε + O ((δ + ε)3)},
ϕ2(δ, ε) = 1
{
δ(π − ε) − jε + O ((δ + ε)3)}.( j + δ)(π − ε)
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∣∣φ(2(π + ε))∣∣= ∣∣ϕ1(δ, ε)∣∣= ϕ1(δ, ε) + O ((δ + ε)3),∣∣φ(2(π − ε))∣∣= ∣∣ϕ2(δ, ε)∣∣
= 1
( j + δ)(π − ε)
{
δ(π − ε) − jε + O ((δ + ε)3) if δ  ( jε)/(π − ε),
jε − δ(π − ε) + O ((δ + ε)3) otherwise.
Case 1: δ  jε/(π − ε). By the method of expansion into series we obtain
∣∣φ(2(π + ε))∣∣+ ∣∣φ(2(π − ε))∣∣
= 2
j + δ δ +
j
j + δ
(
1
π + ε −
1
π − ε
)
ε + O ((δ + ε)3)
= 2
j
(
1− δ
j
)
δ −
(
1− δ
j
)
2
π2
(
1+ ε
2
π2
)
ε2 + O ((δ + ε)3)
= 2
j
δ − 2
j2
δ2 − 2
π2
ε2 + O ((δ + ε)3),
∣∣φ(2(π + ε))∣∣ · ∣∣φ(2(π − ε))∣∣= O ((δ + ε)2).
Therefore,
β(ε;φ) = 2
j
δ − 2
j2
δ2 − 2
π2
ε2 − 2επ
π2
(
1− ε
2
π2
)
+ O ((δ + ε)3)
= 2
j
δ − 2
π
ε − 2
j2
δ2 − 2
π2
ε2 + O ((δ + ε)3)
= 2{(a − b) − (a2 + b2)+ O ((a + b)3)},
where a := δ/ j, b := ε/π .
The solution for a in the equation
a2 − a + (b + b2)= 0 (0 a,b  1)
has the form
a = 1
2
{
1−
√
1− 4(b + b2)}
= 1
2
{
1−
(
1− 1
2
4
(
b + b2)− 1
8
42
(
b + b2)2 + O (b3))}
= b + 2b2 + O (b3);
thus the curve β(ε;φ) = 0 can be represented by the equation
δ = ε + 2 ε
2
2
+ O ((δ + ε)3).j π π
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Consequently, in Case 1 the solution of the inequality β < 0 is
jε
π − ε  δ <
jε
π
+ 2 jε
2
π2
+ O ((δ + ε)3). (4.15)
Case 2: 0 < δ < jε/(π − ε). It can be proved in a similar way that
β(ε;φ) = − 2
jπ
δε + O ((δ + ε)3)< 0
for suﬃciently small δ > 0 and ε > 0.
This means that the boundary of the domain {β(ε;φ) < 0} in the quadrant {δ > 0, ε > 0} can be
represented by δ = 0 and the right-hand side of (4.15).
For values T ∈ (( j− δ)/2, j/2], i.e., in the quadrant {δ < 0, ε > 0} the computations are similar, the
only difference being that ϕ1 and ϕ2 have to be interchanged. 
4.2.2. Convolution of uniform distributions
Formula (4.12) only provides an estimate for the instability domain β(ε;φ) < 0 as ε → 0. If we
compute numerically the ﬁrst component ( j = 1/2) of the domain then we get a “narrow tongue”
(see Fig. 1), which means that it is not easy to get s.p.r. One might then think that the uniform
distribution on the whole [0,2T ] is not a good strategy for swinging: try decreasing the standard
deviation by applying the uniform distribution on an interval [T − σ , T + σ ] (σ > 0). In this case we
have |φ(2π)| = | sin(2πσ)|/(2πσ), hence, by (4.10), the critical values for s.p.r. are σ = j/2 ( j ∈ N).
This means that the occurrence of an s.p.r. is independent of the expected value of the uniform
distribution; it is the standard deviation that has to take certain critical values to achieve s.p.r., and it
is not possible to improve the conditions for s.p.r. by decreasing of the standard deviation. To widen
the instability domain let us try taking the normalized mean of m i.i.d. random variables uniformly
distributed on [0,2T ]. With this in mind, let us introduce the following notation:
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m
, ξi = Unif[0,2T ] (i = 1,2, . . . ,m). (4.16)
The expected value and the standard deviation of τ (m) are T and T /
√
3m, respectively. Suppose that
τk = τ (m) (k ∈N). A simple integration yields the characteristic function
φ(m)(s) =
(
m
T s
)m
eiT s
(
sin
(
T s
m
))m
. (4.17)
Proposition 4.13. Suppose that the τk’s are random variables of the distribution τ (m) deﬁned in (4.16). Then
s.p.r. occurs in Eq. (4.6) for the critical values T ∗ = jm/2 ( j ∈N).
Proof. The possible critical values follow from (4.10) and (4.17). For a ﬁxed j ∈N let us introduce the
notation T = jm/2+ δm/2 and
ϕ
(m)
1 = ϕ(m)1 (δ, ε) :=
1
( j + δ)m
1
(π + ε)m
(
sin
(
δ(π + ε) + jε))m,
ϕ
(m)
2 = ϕ(m)2 (δ, ε) :=
1
( j + δ)m
1
(π − ε)m
(
sin
(
δ(π − ε) − jε))m. (4.18)
We have to prove that s.p.r. indeed occurs at any jm/2 ( j ∈ N). For this it is enough to show that for
every suﬃciently small ε > 0 we have
lim
T→ jm/2
β
(
ε;φ(m))= lim
δ→0
{∣∣ϕ(m)1 (δ, ε)∣∣+ ∣∣ϕ(m)2 (δ, ε)∣∣
− 2επ
π2 + ε2
(
1+ ∣∣ϕ(m)1 (δ, ε)∣∣ · ∣∣ϕ(m)2 (δ, ε)∣∣)
}
< 0. (4.19)
But
∣∣ϕ(m)1 (0, ε)∣∣+ ∣∣ϕ(m)2 (0, ε)∣∣= O (εm), ∣∣ϕ(m)1 (0, ε)∣∣ · ∣∣ϕ(m)2 (0, ε)∣∣= O (ε2m),
whence (4.19) is true for m 2. 
Applying the series expansion method to ϕ(m)1 ,ϕ
(m)
2 , we can get estimates for the boundaries of
the components of the instability domain. For example, in the case of m = 2 we have
β
(
ε;φ(2))= − 2
π
ε + 2
π2
ε2 + 2
j2
δ2 + O ((δ + ε)3),
from which we get the formula
ε = π
j2
(T − j)2 + O ((|T − j| + ε)3).
Fig. 2 shows the numerical solution of the inequality β(ε;φ(2)) < 0 on the T–ε plane. It can be
seen that the choice m = 2 in (4.16) is already better for producing s.p.r. than m = 1 (the uniform
distribution).
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Fig. 3. The entire process of the oscillation.
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4.3. Computer simulation
To illustrate our results we simulated Eq. (4.6) on a PC using Mathematica. We considered the
case of uniform distribution on [0,1], i.e., the j = 1 case in (4.11). We had performed 500 steps
(n = 0,1,2, . . . ,500 in (4.6)) from the initial point x(0) = 1, x′(0) = 0. The graphs in Figs. 3 and 4
show the deviation x as a function of the time t . Fig. 3 represents the entire motion as t varies from
0 to 500, Fig. 4 shows what the oscillation looks like in the interval 380 t  420. From these ﬁgures
we may conclude that, for s.p.r. behavior, the result of our computer simulation are in complete
accord with those obtained by theoretical computation.
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