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Abstract
The classifying space BDiff(Sg,n) of the orientation-preserving diffeomorphism group of a surface Sg
of genus g > 1 fixing n points pointwise has a universal bundle
Sg → UDiff(Sg,n) ug,n−−−→ BDiff(Sg,n).
The n fixed points provide n sections {si|1 ≤ i ≤ n} of ug,n. In this paper we prove a conjecture of R.
Hain that any section of pi is homotopic to some si. Let PConfn(Sg) be the space of ordered n-tuple of
distinct points on Sg. As part of the proof of Hain’s conjecture, we prove a result of independent interest:
any surjective homomorphism pi1(PConfn(Sg))→ pi1(Sg) is equal to one of the forgetful homomorphisms
{pi : pi1(PConfn(Sg)) → pi1(Sg)|1 ≤ i ≤ n}, possibly post-composed with an automorphism of pi1(Sg).
We also classify sections of the universal hyperelliptic surface bundle.
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1 Introduction
Let Diff(Sg,n) be the orientation-preserving diffeomorphism group of a surface Sg of genus g > 1 fixing n
distinct points {x1, x2, ..., xn} ⊂ Sg pointwise. There is a fiber bundle
Sg → UDiff(Sg,n) ug,n−−−→ BDiff(Sg,n), (1.1)
which is universal in the sense that any Sg-bundle endowed with n disjoint sections is a pullback of this
bundle. Since Diff(Sg,n) fixes the n points x1, x2, ..., xn, we associate n points on each fiber, i.e. n disjoint
sections of (1.1) which are denoted by s1, s2, ..., sn. A natural question is: are there more sections?
R. Hain conjectured that every section of (1.1) is homotopic to one of these n sections. This is the main
theorem of this paper.
Theorem 1.1 (The classification of sections for ordered case). For n ≥ 0 and g > 2, every section
of the universal bundle (1.1) is homotopic to si for some i ∈ {1, 2, ..., n}. For g = 2, there are precisely 2n
homotopy classes of sections of the universal bundle (1.1).
Since each section si has nontrivial self-intersection, we have the following corollary.
Corollary 1.2. The universal bundle (1.1) does not admit n+ 1 disjoint sections.
What if we only fix the n points as a set? More precisely, let Diff(Sg,n) denote the orientation-preserving
diffeomorphism group of a surface Sg of genus g > 1 fixing n points {x1, x2, ..., xn} ⊂ Sg as a set. There is
a fiber bundle
Sg → UDiff(Sg,n)
u′g,n−−−→ BDiff(Sg,n). (1.2)
We also have the following result.
Theorem 1.3 (No sections for unordered case). For n > 1 and g > 1, surface bundle (1.2) has no
sections.
We see below that Hain’s conjecture can be interpreted both in terms of mapping class groups and also
in terms of moduli spaces. Let Mg,m,n be the moduli space of smooth Riemann surfaces of genus g with
m + n distinct points, m labelled and n unlabelled. Earle-Kra [EK76, Theorem 2.2] proved that the only
holomorphic section of the forgetful map f :Mg,m,n →Mg,m,0 occurs when g = 2 and n = 6. This section
is constructed by marking all six Weierstrass points.
Corollary 1.2 and Theorem 1.3 give a topological proof of the fact that there is no continuous section of
Mg,m+1,0 →Mg,m,0 for m ≥ 0 and there is no continuous section of Mg,1,n →Mg,0,n for n > 1. Recently,
we found out that Theorem 1.1 can be deduced from [AS12, Theorem 1.1]. Their proof substantially uses
the tool of canonical reduction system. We provide a more elementary proof of this result.
When we talk about fundamental group in this paper, we omit the base point and that brings no ambiguity.
1.1 The strategy of proof
Let PConfn(Sg) be the space of ordered n-tuple of distinct points on Sg and let PBn(Sg) = pi1(PConfn(Sg)).
Let Modg,n (resp. PModg,n) be the mapping class group of Sg,n, i.e. the group of isotopy classes of
orientation-preserving diffeomorphisms of Sg,n fixing n punctures as a set (resp. pointwise). We omit n
when n = 0.
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We first translate the problem into a group-theoretical problem of determining a homomorphism p sat-
isfying the following diagram, where the horizontal exact sequences are the Birman exact sequences.
1→ PBn(Sg) //
R
?
PModg,n
pig,n //
p
?
Modg //
=

1
1→ pi1(Sg) // Modg,1 pi1 // Modg // 1.
(1.3)
The analysis of p is decomposed into two parts: first classifying R and then trying to extend R to p. In
the second part, we use the commutativity of diagram (1.3) and the action of Modg on pi1(Sg). In classifying
R, we have the following key ingredient.
1.2 The key ingredient
The key ingredient is the following question.
Question 1.4. How many homotopy classes of maps are there from PConfn(Sg) to Sg?
Let pi : PConfn(Sg)→ Sg be the projection onto the ith component. Let pi∗ : PBn(Sg)→ pi1(Sg) be the
map on the fundamental groups of pi. Since pi does not fix a basepoint, the map pi∗ is only defined up to
conjugacy. Do we have more maps?
Remark. The following figure is a cartoon version of what the following theorem talks about.
Forget−−−−→
Figure 1.1: A braid group homomorphism
We answer Question 1.4 by the following classification theorem.
Theorem 1.5 (The classification of homomorphisms PBn(Sg) → pi1(Sg)). Let g > 1 and n > 0. Let
R : PBn(Sg)→ pi1(Sg) be a homomorphism. The followings hold:
1)If R is surjective, then R = A ◦ pi∗ for some i and A an automorphism of pi1(Sg).
2)If Image(R) is not a cyclic group, the homomorphism PBn(Sg)→ pi1(Sg) factors through pi∗ for some i.
In our next paper [Che17], we classify the surjective homomorphisms between PBn(Sg) and PBm(Sg)
for any n and m. We also give a new proof of the result in [EI03, Theorem 1] about the automorphism group
of PBn(Sg).
3
1.3 Other geometric applications
It is a basic question to understand the classification of sections of a surface bundle. Theorem 1.5 has many
geometric applications regarding the section problems. In this paper, we also deal with the case of the
universal hyperelliptic surface bundle. This result is recently proved in [Wat16, Theorem 1] as well. The
genus 2 case in Theorem 1.1 is also part of the hyperelliptic case.
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2 The translation of the problem into a group-theoretical problem
In this section, we translate the problem of finding a section of the universal surface bundle into a purely
group-theoretical problem of finding homomophisms of mapping class groups.
2.1 The translation of the the section problem
In this subsection, we will translate the problem of finding a section of a surface bundle into a purely
group-theoretical problem of finding homomophisms of groups.
Let Diff(Sg) denote the orientation-preserving diffeomorphism group of a surface Sg of genus g > 1. We
have the universal Diff(Sg) principal bundle
Diff(Sg)→ EDiff(Sg)→ BDiff(Sg).
Here EDiff(Sg) is the total space of the universal Diff(Sg) bundle, i.e. a contractible principal Diff(Sg)
bundle. Let UDiff(Sg) = EDiff(Sg)×Diff(Sg) Sg be the universal surface bundle
Sg → UDiff(Sg) ug−→ Diff(Sg).
BDiff(Sg) classifies surface bundles, which means that any surface bundle Sg → E → B is the pullback of ug
via a continuous map fC : B → BDiff(Sg). Let Modg,n (resp. PModg,n) be the mapping class group (resp.
pure mapping class group) of Sg,n, i.e. the group of isotopy classes of orientation-preserving diffeomorphisms
of Sg fixing n punctures as a set (resp. pointwise). We omit n when n = 0.
Earle and Eells [EE67, Theorem 1] says that Diff0(Sg), i.e. the identity component of Diff(Sg), is
contractible for g > 1. Therefore we have BDiff(Sg) = K(Modg, 1). By the property of K(pi, 1) space,
f : B → BDiff(Sg) is determined by the monodromy representation
f∗ : pi1(B)→ Modg.
We have the following correspondence:{ Conjugacy classes of
representations
f : pi1(B)→ Modg
}
⇐⇒
{ Isomorphism classes of
oriented Sg-bundles over
B
}
. (2.1)
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Let Diff(Sg,1) be the orientation-preserving diffeomorphism group of a surface Sg of genus g > 1 fixing
one point. There is a natural inclusion Diff(Sg,1) ↪→ Diff(Sg).
Proposition 2.1. For g > 1,
UDiff(Sg) = BDiff(Sg,1).
Proof.
UDiff(Sg) = EDiff(Sg)×Diff(Sg) Sg By definition
= EDiff(Sg)×Diff(Sg) Diff(Sg)/Diff(Sg,1) Because Sg = Diff(Sg)/Diff(Sg,1)
= EDiff(Sg)/Diff(Sg,1) Diff(Sg,1) is a subgroup of Diff(Sg)
= BDiff(Sg,1). EDiff(Sg) is contractible
Proposition 2.1 implies that the universal surface bundle is
Sg → K(Modg,1, 1)→ K(Modg, 1). (2.2)
The fundamental groups of surface bundle (2.2) gives the following short exact sequence.
1→ pi1(Sg)→ Modg,1 → Modg → 1. (2.3)
Question 2.2 (Section problems). For a surface bundle Sg → E f−→ B, denote by ρ : pi1(B)→ Modg the
monodromy representation of f . The fundamental groups of surface bundle f gives the following short exact
sequence.
1→ pi1(Sg)→ pi1(E) f∗−→ pi1(B)→ 1. (2.4)
How many splittings are there of exact sequence (2.4)?
It is well-known that exact sequence (2.3) has no splittings. This is n = 0 case of Theorem 1.1. The
answer is no because of torsion, e.g. [FM12, Corollary 5.11]. The key fact is that there are noncyclic finite
subgroups in Modg but there does not exist noncyclic finite subgroups in Modg,1.
By the property of the pullback diagram, finding a splitting of f∗ is the same as finding a homomorphism
p making the following diagram commute, i.e. pi1 ◦ p = ρ.
pi1(E) //
f∗

Modg,1
pig,1

pi1(B)
ρ //
p
::
Modg.
(2.5)
For a surface bundle Sg → E f−→ B, we have the following correspondence:{
Homotopy classes of continuous
sections of Sg → E f−→ B
}
⇐⇒
{Homomorphisms p satisfying diagram (2.5) up to
an conjugacy by an element in
Ker(pig,1) ∼= pi1(Sg)
}
. (2.6)
Remark 2.3. The conjugation is needed here for the lack of base points on the spaces. The classification of
homomorphisms of fundamental groups classifies continuous maps fixing a point.
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2.2 The translation of Theorem 1.1 and 1.3
In this subsection, we translate Theorem 1.1 and 1.3 into group-theoretic theorems. We also study the
section problem for the universal hyperelliptic surface bundle.
2.2.1 The mapping class groups
In this subsection, we translate Theorem 1.1 and 1.3 into group-theoretical theorems.
Let Diff(Sg,n) denote the orientation-preserving diffeomorphism group of a surface Sg of genus g > 1
fixing n distinct points {x1, x2, ..., xn} ⊂ Sg pointwise. There is a fiber bundle
Sg → UDiff(Sg,n) ug,n−−−→ BDiff(Sg,n), (2.7)
which is universal in the sense that any Sg-bundle endowed with n disjoint sections is a pullback of this
bundle. Since Diff(Sg,n) fixes the n points x1, x2, ..., xn, we associate n points on each fiber, i.e. n disjoint
sections of (2.7) which are denoted by s1, s2, ..., sn.
Let Diff(Sg,n) denote the orientation-preserving diffeomorphism group of a surface Sg of genus g > 1
fixing n points {x1, x2, ..., xn} ⊂ Sg as a set. There is a fiber bundle
Sg → UDiff(Sg,n)
u′g,n−−−→ BDiff(Sg,n). (2.8)
Since Diff0(Sg,n) and Diff0(Sg,n) are contractible by Earle and Eells [EE67, Theorem 1], we have that
BDiff(Sg,n) = K(PModg,n, 1) and BDiff(Sg,n) = K(Modg,n, 1).
Let PConfn(Sg) be the space of ordered n-tuple of distinct points on Sg. There is a natural permutation
group Σn-free action on PConfn(Sg). Let Confn(Sg) := PConfn(Sg)/Σn be the ordered n-tuple of distinct
points on Sg. Let PBn(Sg) := pi1(PConfn(Sg)) and Bn(Sg) := pi1(Confn(Sg)) be the n-strand ordered and
unordered surface braid groups. We have the following Birman exact sequences describing the monodromy
representations of fiber bundle (2.7) and (2.8).
1→ PBn(Sg) point pushing−−−−−−−−→ PModg,n pig,n−−−→ Modg → 1 (2.9)
and
1→ Bn(Sg) point pushing−−−−−−−−→ Modg,n
pi′g,n−−−→ Modg → 1. (2.10)
Because of correspondence (2.6), the classification of continuous sections of fiber bundle (2.7) and (2.8) is
the same as the classification of homomorphisms p and p′ up to conjugacy that make the following diagrams
(2.11) and (2.12) commute.
1→ PBn(Sg) //
R
?
PModg,n
pig,n //
p
?
Modg //
=

1
1→ pi1(Sg) // Modg,1
pig,1 // Modg // 1
(2.11)
and
1→ Bn(Sg) //
R′
?
Modg,n
pi′g,n //
p′
?
Modg //
=

1
1→ pi1(Sg) // Modg,1
pig,1 // Modg // 1.
(2.12)
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For p and p′ satisfying diagrams (2.11) and (2.12), denote by R and R′ the restrictions of p and p′ on the
subgroups PBn(Sg) and Bn(Sg). Let PModg,n
pg,n,i−−−→ Modg,1 be the forgetful homomorphism that forgets
the fixed points {x1, ..., xˆi, ..., xn}. Theorem 1.1 is thus equivalent to the following Theorem.
Theorem 2.4. For g > 2 and n ≥ 0, every homomorphism p satisfying diagram (2.11) is conjugate to pg,n,i
for some i by an element A in pi1(Sg).
Theorem 1.3 is thus equivalent to the following.
Theorem 2.5. For g > 1 and n > 1, there is no homomorphism p′ satisfying diagram (2.12).
2.2.2 The hyperelliptic mapping class groups
In this subsection, we translate the section problem of the hyperelliptic surface bundle into a group-theoretical
statement.
Let τ be the involution as in the following figure.
Figure 2.1: Hyperelliptic involution τ for g = 3 case
Let Hg be the hyperelliptic mapping class group, i.e. the subgroup of Modg consisting of all the mapping
classes that are commutative with τ . Denote by Hg,n (resp. PHg,n) the hyperelliptic mapping class group
fixing n points as a set (resp. pointwise), i.e. they satisfy the following pullback diagrams.
Hg,n //

J
Hg

Modg,n // Modg
and PHg,n //

J
Hg

PModg,n // Modg.
Let BPHg,n = K(PHg,n, 1) be the pure universal hyperelliptic space fixing n punctures pointwise and let
Sg → UPHg,n Hug,n−−−−→ BPHg,n (2.13)
be the pure universal hyperelliptic bundle, i.e. the bundle that corresponds to the monodromy ρH,g,n :
PHg,n → PModg,n. Surface bundle (2.13) classifies smooth Sg-bundle equipped with a τ -action and n
unordered points on each fiber. For any section s, we could generate another section t = τ(s). Denote by
Hsi the pullback of si as a section of bundle (2.13) and denote by Hti their hyperelliptic conjugates.
Let BHg,n = K(Hg,n, 1) be the universal hyperelliptic space fixing n punctures as a set and let
Sg → UHg,n
Hu′g,n−−−−→ BHg,n (2.14)
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be the universal hyperelliptic bundle, i.e. the bundle that corresponds to the monodromy ρ′H,g,n : Hg,n →
PModg,n. Surface bundle (2.14) classifies smooth Sg-bundle equipped with a τ -action and n unordered points
on each fiber. We have the following classification of sections for bundles (2.13) and (2.14).
Theorem 2.6 (Hyperelliptic case). 1) For n ≥ 0 and g > 1, every section of the universal hyperelliptic
undle (2.13) is homotopic to Hsi or Hti for some i ∈ {1, 2, ..., n}.
2) For n > 1 and g > 1, the universal hyperelliptic bundle (2.14) has no sections.
By correspondence (2.6), we can translate Theorem 2.6 into the following group-theoretical statement.
Let PHg,n
Hpig,n−−−−→ Hg and Hg,n
Hpi′g,n−−−−→ Hg be the forgetful maps forgetting the punctures. Let Hg,n Hpg,n,i−−−−−→
Modg,1 be the forgetful homomorphism forgetting the fixed points {x1, ..., xˆi, ..., xn}.
Proposition 2.7. 1) Every homomorphism p satisfying the following diagram is either conjugate to the
forgetful homomorphism Hpg,n,i by an element in PHg,n or factors through Hpig,n, i.e. there exists f such
that p = f ◦Hpig,n.
1→ PBn(Sg) //
R
?
PHg,n
Hpig,n //
p
?
Hg //
ρH,g

1
1→ pi1(Sg) // Modg,1
Hpig,1 // Modg // 1.
(2.15)
2) For n > 1, every homomorphism p′ satisfying the following diagram factors through Hpi′g,n, i.e. there
exists f ′ such that p′ = f ′ ◦Hpi′g,n
1→ Bn(Sg) //
R′
?
Hg,n
Hpi′g,n //
p′
?
Hg //
ρH,g

1
1→ pi1(Sg) // Modg,1
Hpig,1 // Modg // 1.
(2.16)
Proof of Theorem 2.6 assuming Proposition 2.7. By Proposition 2.7, p has the following two cases.
Case 1: p is conjugate to the forgetful homomorphism Hpg,n,i by an element A ∈ PHg,1.
By the commutativity of diagram (2.15), the mapping class Hpig,n(A) is in the center of Hg. Since
Center(Hg) =
〈
τ
〉
, e.g. see [FM12, Section 3.4 and Section 9.4], we have that Hpig,n(A) = 1 or τ , which
represent section Hsi and Hti.
Case 2: p factors throught Hpig,n.
To prove the result, we only need to show that the exact sequence
1→ pi1(Sg)→ Hg,1 → Hg → 1 (2.17)
does not split. The following finite order mapping class σ is commutative with τ .
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Figure 2.2: Torsion mapping class σ for g = 3 case
In Hg, mapping classes τ and σ generate a Z/2×Z/2 subgroup; this contradicts the fact that every finite
subgroup of Modg,1 is cyclic. Therefore exact sequence (2.17) does not split.
3 The classification of homomorphisms PBn(Sg)
R−→ pi1(Sg)
This section is divided into three parts. We first compute H∗(PConfn(Sg));Q), then study an algebraic
property of H∗(PConfn(Sg));Q), Finally we use the computation and the property to prove Theorem 1.5.
The key idea is an argument of [Joh99] that there is some cohomological constraint on the existence of
homomorphisms PBn(Sg)
R−→ pi1(Sg). We assume throughout that g > 1 and n > 0.
3.1 The computation of H∗(PConfn(Sg);Q)
In this subsection, we compute H∗(PConfn(Sg,p);Q). Let Sng be the product of n copies of Sg. There is a
natural embeddings PConfn(Sg) ⊂ Sng . Let pi : PConfn(Sg)→ Sg be the projection onto the ith component.
Denote by 4ij ≈ Sn−1g ⊂ Sng be the ijth diagonal subspace of Sng , i.e. 4ij consists of points in Sng such
that the ith and jth coordinates are equal.. Let Hi := p
∗
iH
1(Sg;Q) and let [Sg] be the fundamental class in
H2(Sg;Q).
Lemma 3.1. 1) For g > 1 and n > 0,
H1(PConfn(Sg);Q) ∼= H1(Sng ;Q) ∼=
n⊕
i=1
Hi. (3.1)
2)We have an exact sequence
1→ ⊕1≤i<j≤nQ[Gij ] φ−→ H2(Sng ;Q) ∼=
n⊕
i=1
Qp∗i [Sg]⊕
⊕
i 6=j
Hi ⊗Hj Pr−−→ H2(PConfn(Sg);Q), (3.2)
where φ(Gij) = [4ij ] ∈ H2(Sng ;Q) is the Poincare´ dual of the diagonal 4ij ⊂ Sng .
Proof. There is a graded-commutative Q-algebra [Gij ] defined in [Tot96, Theorem 1], where the degree of
the generators Gij is 1. By Totaro [Tot96, Theorem 1], there is a spectral sequence E
p,q
2 = H
p(Sng ;Q)[Gij ]q
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converging to H∗(PConfn(Sg);Q). Since we only compute H1 and H2, the differential involved is d2 :
E0,12 = H
0(Sng ;Q)[Gij ]→ E2,02 = H2(Sng ;Q). Let [4ij ] ∈ H2(Sng ;Q) be the Poincare´ dual of 4ij ⊂ Sng . By
[Tot96, Theorem 2], the differential d2(Gij) = [4ij ]. All the isomorphisms in the lemma are coming from
the Ku¨nneth formula.
Let {ak, bk}gk=1 be a symplectic basis for H1(Sg;Q). For 1 ≤ i, j ≤ m, we denote
Mi,j =
n∑
k=1
p∗i ak ⊗ p∗j bk − p∗i bk ⊗ p∗jak.
The following lemma describes [4ij ] ∈ H2(Sng ;Q) ∼=
⊕n
i=1Qp∗i [Sg]⊕
⊕
i 6=j Hi ⊗Hj .
Lemma 3.2. The diagonal element [4ij ] = p∗i [Sg] + p∗j [Sg] + Mij ∈
⊕n
i=1Qp∗i [Sg] ⊕
⊕
i 6=j Hi ⊗ Hj ∼=
H2(Sng ;Q).
Proof. This is classical. See [MS74, Section 11].
3.2 A property of the cup product structure of H∗(PConfn(Sg);Q)
In this subsection, we talk about a property of the cup product H1 ⊗H1 → H2 for PConfn(Sg).
Definition 3.3. We call an element x = (x1, ..., xn) ∈⊕ni=1Hi = H1(PConfn(Sg);Q) a crossing element if
#{i : xi 6= 0} > 1, i.e. x /∈ Hi for any i.
Lemma 3.4. Let x = (x1, ..., xn) and y = (y1, ..., yn) be two elements in H1(PConfn(Sg);Q). Suppose
that x or y is a crossing element. If x ^ y = 0 ∈ H2(PConfn(Sg);Q), then x and y are proportional, i.e.
λx = µy for some constants λ ∈ Q and µ ∈ Q.
Proof. The multiplication of x and y is the following:
x ^ y = x1 ^ y1 + ...+xn ^ yn+
∑
i 6=j
(xi⊗yj−yi⊗xj) ∈
n⊕
i=1
Qp∗i [Sg]⊕
⊕
i 6=j
Hi⊗Hj Pr−−→ H2(PConfn(Sg);Q).
By x ^ y = 0 ∈ H2(PConfn(Sg);Q) and exact sequence (3.2), we have the following equality in
⊕n
i=1Qp∗i [Sg]⊕⊕
i6=j Hi ⊗Hj :
x1 ^ y1 + ...+ xn ^ yn +
∑
i 6=j
(xi ⊗ yj − yi ⊗ xj) =
∑
ki,j [4i,j ] =
∑
ki,j(pi[Sg] + pj [Sg] +Mi,j).
By the independence of all the terms in Qn ⊕⊕i 6=j Hi ⊗Hj , we have
xi ⊗ yj − yi ⊗ xj = ki,jMi,j for all i, j.
If xi and yi are proportional in Hi, since g > 1, we have at least 4 terms in Mi,j , we don’t have enough
basis to span our Mi,j . If x
i and yi are independent in Hi, since g > 1, we have x
i ⊗ yj − yi ⊗ xj 6= Mi,j .
Therefore ki,j = 0 and x
i ⊗ yj − yi ⊗ xj = 0 ∈ Hi ⊗Hj . Assume without loss of generality that x a crossing
element and x1 6= 0 and x2 6= 0. We break the proof into the following cases.
Case 1) y1 6= 0 and y1 is not proportional to x1
x1 ⊗ yj = y1 ⊗ xj ∈ H1 ⊗Hj implies that yj = 0 and xj = 0 for j. However x2 6= 0. Therefore this case
is invalid.
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Case 2) y1 6= 0 and λx1 = µy1
x1 ⊗ yj = y1 ⊗ xj ∈ H1 ⊗Hj implies that λxj = µyj for all j, which verifies oi=1ur lemma that x and y
are proportional.
Case 3) y1 = 0
x1 ⊗ yj = y1 ⊗ xj ∈ H1 ⊗Hj implies that yj = 0 for all j. This means y = 0 therefore x and y are also
proportional.
3.3 The proof of Theorem 1.5
In this subsection, we use the computation of H∗(PConfn(Sg);Q) and Lemma 3.4 to prove Theorem 1.5.
Let pi∗ : PBn(Sg)→ pi1(Sg) be the induced map on the fundamental groups of pi : PConfn(Sg)→ Sg.
Lemma 3.5. Let Fh be a free group of h generators and let Sr be a surface of genus r. If we have a
surjective homomorphism PBn(Sg)
S−→ Γ when Γ = Fh with h > 1 or Γ = pi1(Sr) with r > 1, and we also
have p∗i (H
1(Sg;Q)) ∩ S∗(H1(Γ;Q)) 6= {0}, then S factors through pi∗ for some i.
Proof. The proof of this lemma uses the same idea as [Joh99]. The method can also be found in [Sal15,
Lemma 3.3 and 3.4]. If there is a common nonzero cohomology element S∗(x) = p∗i∗(y) for x ∈ H1(Fh;Q) and
y ∈ H1(pi1(Sg);Q), we have the following commutative diagram by the identification H1( ;Q) ∼= Hom( ,Q).
PBn(Sg)
S //
pi∗

Fh
x

pi1(Sg)
y // Q
Let K be the kernel of pi∗, which is a finitely generated normal subgroup of PBn(Sg). The image of S(K)
is also a finite generated normal subgroup of pi1(Fh). However every finitely generated normal subgroup of
Fh either is finite index or is trivial. For a surface group of genus r case, any nontrivial finitely-generated
normal subgroup of pi1(Sr) has finite index; see Property (D6) in [Joh99]. If S(K) ⊂ Fh has finite index,
then after composing with x, the image x ◦ S(K) won’t be trivial in Q; however K is the kernel of pi∗ so
x ◦ S(K) = y ◦ pi∗(K) = 1.
If the S(K) = 1, then S factors through pi∗.
To prove Theorem 1.5, we have to include a lemma talking about the possible image of the homomorphism.
Lemma 3.6. Every finitely generated subgroup of pi1(Sg) is either finitely generated free group Fh or surface
group pi1(Sr) with r ≥ g. When r = g, the subgroup is the whole group pi1(Sg).
Proof. A subgroup G of pi1(Sg) corresponds to a cover S of Sg such that G = pi1(S). If S is noncompact,
then pi1(S) is free group. If S is compact, it is a finite cover. Therefore pi1(S) = Sr for some r. If S is a
k-cover. The Euler characteristic is multiplicative under cover, thus χ(Sr) = kχ(Sg). If g > 1 and k > 1, we
have r > g. If n = 1, this is trivial cover.
Proof of Theorem 1.5. Let R : PBn(Sg) −→ pi1(Sg) be a homomorphism. By Lemma 3.6, if Im(R) ∼= Z, the
image has to be Fh with h > 1 or pi1(Sr) with r ≥ g. Furthermore, if S does not factor through pi∗ for some
i, then by Lemma 3.5, S∗(H1(Im(R);Q)) does not intersect nontrivially with any Hi. This means that all
nonzero elements of S∗(H1(Im(R);Q)) are crossing elements. However r ≥ g > 1 and h > 1 mean that there
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are two crossing elements x and y in S∗(H1(Im(R);Q)) that are independent and their cup product is zero.
Lemma 3.4 tells us that this is impossible, which successfully proves 2) of Theorem 1.5.
Now to prove 1), we have a surjection homomorphism PBn(Sg)
pi∗−−→ pi1(Sg) A−→ pi1(Sg). However surface
groups are Hopfian which means that a surjective self homomorphism between the surface group pi1(Sg) must
be an automorphism. Therefore A is an automorphism, which concludes the proof of 1) in Theorem 1.5.
4 Applications of Theorem 1.5
In this section, we apply Theorem 1.5 to the study of section problems of universal surface bundles.
4.1 The proof of Theorem 2.4
Since we already established all possible homomorphisms R in Theorem 1.5, the key idea of extending the
homomorphism to PModg,n is that it has to be equivariant with the action of Modg. We then use homology
to rule out other possibilities.
Definition 4.1. Let a subspaceH ⊂ H1(PConfn(Sg);Q) ∼=
⊕n
i=1Hi be an isotropic subspace if any a, b ∈ H,
we have a ^ b = 0 ∈ H2(PConfn(Sg);Q).
The following lemma is needed in the proof.
Lemma 4.2. Modg does not fix any isotropic subspace of H
1(PConfn(Sg);Q).
Proof. If there exists a crossing element x ∈ H, because of Lemma 3.4, we know that x ^ y = 0 if and only
if y is proportional to x. Therefore if H is isotropic, H = Qx ⊂ H1(PConfn(Sg);Q).
If dim(H) > 1, then H does not contain crossing elements by Lemma 3.4. In this case, if there exist
x, y ∈ H and i 6= j ∈ {1, 2, ..., n} such that x 6= 0 ∈ Hi and y 6= 0 ∈ Hj , we would have x + y a crossing
element. Therefore there exists i such that H ⊂ Hi.
Modg acts on H
1(PConfn(Sg);Q) ∼=
⊕n
i=1Hi by acting on each component. We know that the action
of Modg on H
1(Sg;Q) does not fix any isotropic subspace, therefore if H ⊂ Hi, Modg does not fix H. If
dim(H) = 1, Modg also does not fix it.
Now we finish the proof of Theorem 2.4.
Proof of Theorem 2.4. If we can extend R, then for e ∈ PModg,n and f ∈ PBn(Sg) we have R(efe−1) =
p(e)R(f)p(e)−1. The action of PModg,n and Modg,n on PBn(Sg) and Bn(Sg) are given by conjugation in
the exact sequence (2.9) and (2.10), respectively. Therefore we have a commutative diagram:
PBn(Sg)
e //
R

PBn(Sg)
R

pi1(Sg)
p(e) // pi1(Sg).
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Since both e and p(e) are isomorphisms of groups, we have that Im(R) = Im(R ◦ e). This gives us the
following diagram:
PBn(Sg)
e //
R

PBn(Sg)
R

Im(R)
p(e) // Im(R).
(4.1)
Because of Lemma 3.6, we know that we have 4 possibilities for Im(R): Fh for h = 0, h > 0 and pi1(Sr)
for r = g or r > g. Now, we go over all possibilities.
Case 1) Im(R) = 1
In this case, we have a homomorphism PModg,n/PBn(Sg) = Modg → Modg,1. However, the n = 0 case
has already been proved, for example in [FM12, Corollary 5.11].
Case 2) Im(R) = Fh, while h > 0
We have the following diagram.
PBn(Sg)
e //
R

PBn(Sg)
R

Fh
p(e) // Fh
(4.2)
For every e ∈ PModg,n, diagram (4.2) means that R∗(H1(Fh;Q)) ⊂ H1(Sg;Q) has to be fixed under the
action of Modg. This is impossible because R
∗(H1(Fh;Q)) ⊂ H1(PConfn(Sg);Q) is an isotropic subspace
of H1(PConfn(Sg);Q), but Modg does not fix any isotropic subspace.
Case 3) Im(R) = pi1(Sg)
If R is one of the forgetful homomorphism pi, then for e ∈ PModg,n and f ∈ PBn(Sg),
pi(efe
−1) = p(e)pi(f)p(e)−1.
We get that pi(e)pi(f)pi(e)
−1 = p(e)pi(f)p(e)−1. Therefore p(e)−1pi(e) commutes with pi(f) for any f ∈
PBn(Sg). The image of pi on PBn(Sg) is the whole group pi1(Sg). Therefore, p(e)
−1pi(e) ∈ Modg,1
commutes with the subgroup pi1(Sg). However, the centralizer of pi1(Sg) < Modg,1 is 1, so we get that
p(e)−1pi(e) = 1 ∈ Modg,1. This tells us that p = pi.
If R is one of the forgetful homomorphism pi post-composing with an automorphism A, with a similar
argument as above, we get that p(e) = Api(e)A
−1. Considering that the images of Api(e)A−1 and pi(e)
have to be equal in Modg for any e, we have Api(e) = pi(e)A for any e ∈ Modg. Therefore, we have
A ∈ Center(Modg). For g > 2, Center(Modg) = 1, therefore we have A ∈ pi1(Sg). For g = 2, we could have
A = τ .
Case 4) Im(R) = pi1(Sr) while r > g
Because of Lemma 1.5, R factors through pi. However there is no surjective homomorphism from
pi1(Sg)→ pi1(Sr) since Rank(H1(Sr;Q)) > Rank(H1(Sg;Q)).
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4.2 The proof of Theorem 2.5
In this section, we begin with the proof of Theorem 2.5
Lemma 4.3.
H1(Confn(Sg);Q) ∼= H1(Sg;Q)
and the image of H1(Confn(Sg);Q) → H1(PConfn(Sg);Q) is equal to the image of the diagonal map, i.e.
x→ (x, x, ..., x) ∈ H1(PConfn(Sg);Q) ∼=
⊕n
i=1Hi.
Proof. Since Confn(Sg) = PConfn(Sg)/Σn, we can use the transfer map to get
H1(Confn(Sg);Q) = H1(PConfn(Sg);Q)Σn .
It is not hard to see that H1(PConfn(Sg);Q)Σn is the diagonal subspace.
Proof of Theorem 2.5. If we have a homomorphism p′ in the diagram in Theorem 2.5, after composing an
injection PModg,n
i−→ Modg,n, we get a homomorphism p as in Theorem 2.4. Let CA denote the conjugate by
A ∈ pi1(Sg). We have already proved Theorem 2.4 that p′ ◦ i = CA ◦ pi ∈ pi1(Sg) for some i and A ∈ pi1(Sg).
Restricting to the kernel of pig,n and pi
′
g,n, the following diagram holds.
PBn(Sg)
i //
pi

Bn(Sg)
R′

pi1(Sg)
CA // pi1(Sg)
The image of H1(Sg;Q)
(CA◦pi)∗−−−−−−→ H1(PConfn(Sg);Q) is Hi; however the image of H1(Confn(Sg);Q)→
H1(PConfn(Sg);Q) as described in the previous lemma is the diagonal. Thus this is a contradiction.
4.3 The hyperelliptic case
In this subsection, we prove Proposition 2.7. The proof follows the same argument as the proof of Theorem
2.4. The following lemma is a key ingredient in the proof.
Lemma 4.4. The action of Hg on H
1(Sg;Q) does not preserve any isotropic subspace.
Proof. Let Sp2g(Z)[m] be the kernel of the map Sp2g(Z)→ Sp2g(Z/m). By [BM15, Theorem 3.3], the image
of the monodromy representation ρs : Hg → Sp2g(Z) contains Sp2g(Z)[2]. Since Sp2g(Z)[2] is a finite index
subgroup of Sp2g(Z), we only need to show that Sp2g(Z)[2] does not preserve any isotropic subspace. We
prove a stronger result that the stabilizer of any isotropic subspace of H1(Sg;Q) has infinite index in Sp2g(Z).
For an isotropic subspace H ⊂ H1(Sg;Q), let StabH(Sp2g(Z)) be the stabilizer of H in Sp2g(Z) and let
OrbH(Sp2g(Z)) be the orbit of H under the action of Sp2g(Z). We have the following equation:
[Sp2g(Z) : StabH(Sp2g(Z))] ∼= OrbH(Sp2g(Z)).
Since the order of the OrbH(Sp2g(Z)) is infinite, we have that StabH(Sp2g(Z)) has infinite index in Sp2g(Z).
This concludes the proof since the ρs(Hg) ⊂ Sp2g(Z) has finite index.
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The proof is identical to the proof of Theorem 2.4 with the help of Lemma 4.4.
The proof of Proposition 2.7. The proof of Case 1), 3), and 4) are the same. Case 2) needs the fact that
PHpig,n does not preserve any isotropic subspace in H
1(Sg;Q) which can be deduced by Lemma 4.4 that
Hpig does not preserve any isotropic subspace in H
1(Sg;Q).
References
[AS12] J. Aramayona and J. Souto. Homomorphisms between mapping class groups. Geom. Topol.,
16(4):2285–2341, 2012.
[BM15] Tara E Brendle and Dan Margalit. The level four braid group. Journal fu¨r die reine und angewandte
Mathematik (Crelles Journal), 2015.
[Che17] L. Chen. Surjective homomorphisms between surface braid groups. Pre-print,
https://arxiv.org/abs/1704.05142, 2017.
[EE67] C. J. Earle and J. Eells. The diffeomorphism group of a compact Riemann surface. Bull. Amer.
Math. Soc., 73:557–559, 1967.
[EI03] J. Elmas, I. McCarthy and N. Ivanov. Automorphisms of surface braid groups. Pre-print,
https://arxiv.org/abs/math/0306069, 2003.
[EK76] C. J. Earle and I. Kra. On sections of some holomorphic families of closed Riemann surfaces. Acta
Math., 137(1-2):49–79, 1976.
[FM12] B. Farb and D. Margalit. A primer on mapping class groups, volume 49 of Princeton Mathematical
Series. Princeton University Press, Princeton, NJ, 2012.
[Joh99] F. E. A. Johnson. A rigidity theorem for group extensions. Arch. Math. (Basel), 73(2):81–89, 1999.
[MS74] J Milnor and J Stasheff. Characteristic classes. Princeton University Press, Princeton, N. J.;
University of Tokyo Press, Tokyo, 1974. Annals of Mathematics Studies, No. 76.
[Sal15] N. Salter. Cup products, the Johnson homomorphism and surface bundles over surfaces with
multiple fiberings. Algebr. Geom. Topol., 15(6):3613–3652, 2015.
[Tot96] B. Totaro. Configuration spaces of algebraic varieties. Topology, 35(4):1057–1067, 1996.
[Wat16] T. Watanabe. On the sections of universal hyperelliptic curves. Preprint
https://arxiv.org/abs/1609.04124, 2016.
Dept. of Mathematics, University of Chicago
E-mail: chenlei@math.uchicago.edu
15
