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Abstract 
Motivated by the problem of using the technique of "double-kernel" local 
linear regression for the estimation of the conditional density function, we provide 
a new method for the bandwidth selection rule of the conditional density func-
tion. It is well known that the practical performance of local linear regression 
estimator is largely controlled by the smoothing parameter or the bandwidth. 
Hence, a reasonable data-driven bandwidth selection rule is desired. Moreover, 
the bandwidth selection rule should aim at optimizing the performance of the es-
timated conditional density function in certain sense. In this article, we apply an 
idea of cross-validation (CV) as a method for choosing the smoothing parameter 
of the double-kernel local linear regression for estimating a conditional density. 
Our selection rule optimizes the estimated conditional density function by mini-
mizing integrated square error (ISE). Besides the CV approach, we also discuss 
two other bandwidth selection rules. The first one is an ad-hoc method used by 
Fan, Yao and Tong (FYT, 1996). The second one, suggested by Hall, Wolff and 
Yao (HWY, 1999), used the idea of bootstrap for the bandwidth selection in the 
estimation of conditional distribution functions. We modify the HWY approach 
a little bit such that it can suit the purpose of choosing bandwidth for the condi-
tional density function. The performance of CV approach is compared with these 
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In various time series modeling, estimation of conditional density function is 
a key aspect of the problem. Consider the continuous time modeling that the 
variable Xt satisfies the following stochastic difference equation: 
dXt = fi{Xt)dt + cr(Xt)dWu (1.1) 
where Wt is a standard Brownian motion and the drift /j, and diffusion cr^  are 
known functions. This continuous time model (1.1) is a basic stochastic dynamic 
model which is widely used in finance and economics. Many well known single-
factor models such as Osborne (1959), Black and Scholes (1973), Vasicek (1977), 
Cox, Ingersoll and Ross (1980, 1985) and Chan, Karolyi, LongstafF and Sanders 
(1992) for modeling stock price or interest rate dynamic are particular examples 
of model (1.1). These models except the CKLS model rely on the close form of 
the probability density function of Xg at time s conditioned on the current value 
Xt at time t < s. 
Estimation of conditional density function is also useful in derivative pricing. 
Let {Xt\t > 0} be the price process. When markets are dynamically complete, it 
is well known that the initial derivative security price is 
roo 
Po = e"^^ / 
Jo 
where r is the risk free rate, ^ ( X a ) is the payoff function at some date A > 0 
and Px is the conditional density of Xt+A = x given Xt = Xq. In general, the 
1 
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conditional density function Px is unknown and should be estimated by other 
methods. 
In time series analysis, it is always useful to explore the symmetric and mul-
timodality structure of conditional density. If the conditional density appears 
asymmetric or multimodal, the conditional mean regression function and its as-
sociated conditional standard deviation function are not adequate to summarize 
the conditional distribution. Conditional density, on the other hand, provides 
more informative summary than mean regression. The "center" of the condi-
tional density function provides the estimated value and the spreadness of the 
conditional density function provides the predictive error. 
There is a vast variety of papers using the estimators of conditional densities 
as a building block. They include Robinson (1991), Tj(/)stheim (1994), among 
others. However, the conditional density function was indirectly estimated. Fan, 
Yao and Tong (1996) had developed a direct estimation method recently via an 
innovative "double-kernel" local linear approach which connects the estimation of 
conditional density function with the nonparametric regression problem. There 
are many advantages of using local linear regression such as the lack of boundary 
modifications, high minimax efficiency, easy to implement, etc. More details of 
this method can be found in Fan (1992, 1993), Ruppert and Wand (1994) and 
Fan and Gijbels (1996). 
The smoothing parameter or the bandwidth plays an important role in the 
performance of local linear regression estimators as it controls the model com-
plexity. On one hand, a too small bandwidth results in undersmoothing and 
tends to yield a wiggly curve. On the other hand, a too large bandwidth results 
in oversmoothing so that important features have been smoothed away. Data-
driven methods of selecting bandwidths attempt to balance these two problems. 
For the estimation of conditional density function, two smoothing parameters, 
namely hi and /i2, are required where hi controls the smoothness between condi-
tional densities nearby in the :c-direction and h) controls the complexity of each 
conditional density in the y-direction. 
CHAPTER 1. INTRODUCTION 3 
The problem of the estimation of nonparametric conditional density function 
was first introduced by Rosenblatt (1969). Thereafter, there were seldom pub-
lications on this issue until it was revisited recently. Fan, Yao and Tong (1996) 
provided estimators for a conditional density function based on "double-kernel" 
local linear approach using an ad-hoc method for selecting the smoothing param-
eters. Hall, Wolff and Yao (1999), on a related topic, suggested some methods 
for estimating a conditional distribution function. A bootstrap approach was 
also introduced for the bandwidth selection. Both the FYT and HWY methods 
for bandwidth selection are simple and ad hoc and cannot be consistent for all 
situations. 
The goal of this paper is to develop a reasonable data-driven bandwidth se-
lection rule for estimating conditional density function. This bandwidth selec-
tion rule is based on the idea of cross-validation (CV) method. We adopt this 
method since it is well known and the idea is simple. One disadvantage of the 
cross-validation technique is the expensive computation cost. We will provide an 
improved version to attenuate this problem. 
Although this paper is motivated by the problem of time series data, we 
present our method in a more general situation such that the time series model 
is a particular case. 
The organization of this thesis is as follows. In Chapter 2, we outline the key 
ideas of local polynomial fitting. In particular, we connect the estimation of con-
ditional density with nonparametric regression. We introduce three bandwidth 
selection rules used in estimation of conditional density function in Chapter 3. 
They are FYT approach, bootstrap (HWY) approach and the newly proposed 
CV method. The technical proof is given in Chapter 4. A simulation study is 
provided in Chapter 5. The applications of proposed methods to two real data 
are given in Chapter 6. 
Chapter 2 
Local Polynomial Modeling 
Regression analysis is one of the most important techniques used in statis-
tics. Local polynomial fitting, which is introduced in Section 2.1, is an attractive 
method for analyzing various regression problems since 1990s. Instead of assum-
ing the data follow a restrictive model such as the traditional parametric regres-
sion, local polynomial fitting is a data-analytic approach. For a detail account 
on this subject, see Fan and Gijbels (1996) and the references therein. After 
introducing this fundamental concept, we discuss how to estimate conditional 
densities using the technique of local polynomial fitting. 
2.1 Local Polynomial Fitting 
2.1.1 Methodology 
Consider a strictly stationary bivariate sequence {(X^, Yi)\i = 1, • • • ,n}. Let 
(X, Y) be a generic member of the sample. We are interested in the estimation 
of regression function. To help us understanding the methodology, we can regard 
the data are generated from the following location-scale model (of course this 
model assumption is not necessary for our development): 
F = m(X) + a(X)e, 
4 
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where m{x) = E(Y\X = x), = Var[Y\X = x) and e has conditional 
zero mean and unit variance. Hence, our objective is to estimate the regression 
function m[x). 
Let m�（:r) be the v-th derivative of the regression function m{x). Assume 
that the unknown regression function has the (p + l)-th derivative at the point 
X. By Taylor's expansion, for 2； in a local neighborhood of x, we have 
m{z) ^ m(a;) + m � � ( 2 : - a:) H h — 
V ！ 
p 
= ( 2 . 1 ) 
3=0 
The parameters {pj} are called local parameters. Clearly, Pj = m�（:z;)/j! de-
pends on X. In terms of statistical modeling, (2.1) models m{z) locally by a 
simple polynomial model. This suggested minimizing a weighted least-squares 
problem: 
n p 
- E 从Xi - xyYKn{X, — x), (2.2) 
i=l j=0 
where K(-) is a kernel function assigning weight to each datum point and h 
is a bandwidth controlling the size of local neighborhood. A slightly compact 
notation of kernel function is used in (2.2) by introducing the rescaling notation 
Kh{') = K{-/h)/h. 
A 
Denote by j = 0，...，p, the minimizer of (2.2). The local polynomial 
estimator for m �( x ) is 
my{x) = viPy. (2.3) 
In particular, the estimated regression function m{x) is 
m{x) = mo{x) = pQ. (2.4) 
The whole estimated regression function m(-) is obtained by running the above 
local polynomial regression with x varying in the domain of interest. Estimating 
the v-th derivative m �( : r ) is also obtained in (2.3) as a by-product of local 
polynomial fitting. 
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It is more convenient to work with matrix notation. Denote by X the design 
matrix of weighted least-squares problem (2.2): 
1 (Xi - x ) . . . {Xi - x y 
X. — • 
• . 7 
1 - x) ... -
and y = (Vi, • • • , Yn)^ is the vector of response. Further, let W be the n x n 
diagonal matrix whose i-th element is Kh{Xi - x) and put 白 = . . , ^^Y. 
Then problem (2.2) can be written as 
m m ( y - X / ? f W ( y - X / ? ) , 
with (5 = (A),. • • , f^pY• Standard weighted least square theory leads to the 
solution given by 
/? = ( X ^ W X ) - ^ X ^ W y . 
When p = 0, the local polynomial fit reduces to the Nadaraya-Watson esti-
mator: 
( ) - E L ， 
and when p = 1, it is called the local linear estimator: 
- Sli(x) ’ 
where 
n 
SnAx) = n-1 - xyKn(X, - x), j = 0,1,2. 
i=l 
To implement the local polynomial estimator, there are several issues which 
have to be discussed. They include the choice of the kernel K, the bandwidth h 
and the order p. We will discuss these issues in the following subsections. 
2.1.2 The kernel K 
It is well-known both theoretically and empirically that the choice of kernel 
function is not critical to local polynomial estimator. Since the estimate is based 
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on (2.2), no negative kernel function K will be used. Usually, kernel function K is 
chosing to be nonnegative, symmetric and unimodal probability density function 
satisfying 
f K{x)dx = 1, / xK{x)dx = 0，and f x^K(x)dx < oo. 
Hence the choice of the kernel K purely depends on individual preferences. 
Commonly-used kernel functions include the Gaussian kernel 
and the Epanechikov kernel 
It can be shown that the optimal kernel is the Epanechikov kernel for all choices of 
p and V which is obtained by Fan, Gasser, Gijbels, Brockmann and Engel (1995). 
With this universal optimal weighting scheme, we can compare the efficiency 
of other kernel functions in the local polynomial fitting. In fact, the resulting 
local polynomial estimator performs nearly the same as long as the kernels are 
nonnegative and symmetric when optimal bandwidth is used. 
2.1.3 The bandwidth h 
Unlike the choice of the kernel K, the choice of the bandwidth h plays an 
important role since the complexity of the local polynomial fitting is primarily 
controlled by the bandwidth. When /i 0, the local polynomial fitting results 
in an estimate which essentially interpolates the data while when h +oo, the 
local polynomial fitting is equivalent to a global polynomial fitting. Hence, as h 
ranges from 0 to +oo, the local polynomial fitting ranges from the most complex 
model to the simplest model. See Figure 2.1. Hence attention should be paid for 
the choice of the bandwidth. To find an ideal theoretical bandwidth, let us first 
state the following theorem. For a detail account of the condition and proof, we 
refer to Fan and Yao (2003). 
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model : Y=0.23X06-X)+e 
‘ ‘ ‘ /�•广… ‘ ‘ 1 
/ ' • data I \ 
/ interpolation 
1 — least square line \\ 
j local linear | \ 
/ ‘ 
0' ‘ 1 1 — 1 I I I I 
0 2 4 6 8 10 12 14 16 
X 
Figure 2.1: Local linear estimates (p = 1) based on 100 observations from Exam-
ple 1(a) using bandwidth h ^ 0, (dash curve), h = hopt, (solid curve), h — +oo, 
(dashdot curve). 
Theorem 2.1 (Fan and Yao, 2003) Denote the moment of K by fij = J u^K(u)du 
and S = 勺•’ i<q. Let K*(t) = e“i5"-i(l’t,.. • ,tPfK(t) be the equivalent 
kernel Assume that h 0 and nh +oo. The asymptotic bias (for p - v odd) 
and the asymptotic variance of the local polynomial estimator are defined as 
/LB � =y V + i i ^ : � d 力 ! 州 - ” ， （2.5) 
测 = / 咖 tSS^’ （2.6) 
where f{x) is the design density of X. 
A theoretical choice of bandwidth is obtained by minimizing the weighted 
Mean Integrated Square Error (MISE) 
MISE = J{AB\x) AV(x)}w(x)dx, (2.7) 
with respect to h for a given weight function > 0. Minimization of this weighted 
MISE leads to a theoretical optimal bandwidth 
[ J a 2 ( • � " ⑷也 ] 1 / 2 P + 3 
、 - ( 州 ) ( 工 ) } 2 — ⑷ 血 J 几 ’ （ 2 . 8 ) 
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where 
[ ( P + 1 ) ! 2 ( 2 时 1 ) J X * 2 ⑴出 ] " ( 2 时 3 ) 
However, this theoretical bandwidth is not directly usable since it depends on 
the unknown function such as the design density / ( . ) , the conditional variance 
cr2(-) and the derivative function Hence further work is needed to 
achieve practical bandwidth selection procedures and a few of useful approaches 
are summarized below. 
Cross-validation is one of the useful technique for bandwidth selection. The 
basic idea is to use {(Xj, Yj)\j z} to build the regression model and to use the 
remaining z-th observation for validation. It is defined as 
n 
i=l 
where m^^i is a local polynomial estimator (2.4) with bandwidth h but without 
using the z-th observation. Hence the cross-validation exams the performance of 
estimators by the prediction error Yi — mh-i(Xi). 
The asymptotic substitution method, proposed by Ruppert, Sheather and 
Wand (1995), is a traditional plug-in method. They let the design density f(x) be 
the weight function w{x) in expression (2.8). It estimates the regression functional 
f m(奸i)(:r)2/(:c)cb and the conditional variance first and then substitutes 
them into expression (2.8). Pilot bandwidths are needed in their procedure. 
The pre-asymptotic substitution method, proposed by Fan and Gijbels (1995), 
is another plug-in method but they do not use the expressions (2.5) and (2.6) to 
estimate the bias and variance. Instead, note that 
E0\X) - A) = (X^WX)-iX^Wr, 
where r = m - X/3o with the z-th element given approximately by 
( p + l ) ! ( 入 + (p + 2)! 勾 ， 
and m = ( m ( X � ,. . . , m ( X n ) f and /?�(:r) = (m(x) , . . • , Estimat-
ing m(P+i)(:r) and m(P+2)(;r) by local polynomial fit gives an estimate r and the 
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estimated bias 
BiSs(x) = ( X ' ^ W X y ' X ^ W r . 
The estimated variance is obtained by 
VaT0\X.) = (X^WX)-^X^Wyar(y|X)WX(X^^WX)-i 
Again, the conditional variance is estimated by local polynomial fit. Hence 
the estimated covariance matrix is 
The estimated bias of rh �( r e ) is the (i '+l)-th element of Bias (a;) and the estimated 
variance of m �( : r ) is the (v + l)-th diagonal element of t{x). We denoted them 
A /S 
by By(x) and Vy[x) respectively. Practical bandwidth is obtained by minimizing 
MISE in (2.7) with AB{x) replaced by and AV(x) replaced by Pilot 
bandwidths are also needed in this procedure. 
The empirical bias method, proposed by Ruppert (1997), uses the same es-
timated variance as the pre-asymptotic substitution method but with different 
estimated bias. The bias is estimated empirically by modelling h) as a func-
tion of h. First, let J^ > 1 be an integer and /ij, • • • , /if be in a neighborhood of 
"0 to calculate rhy{x\ /i;) for j = 1’...，J^. Then, fit the model 
h) ^ c(x) + c州—“:r)//+i—幻 + ••• + Cp+^_“:r)//+“， 
for some interger ^ > 1 to the synthetic data {hl,my{x] h l ) \ j = 1, • • • , J^} by 
ordinary least-square. The estimator of bias is then 
+ … + “ “ ⑷ / ^ 一 . 
2.1.4 The order p 
Since the complexity of local polynomial fit is primarily controlled by the 
bandwidth, the order p is less critical which is different from the parametric 
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models. The order p is usually small to save computational cost. Further, there is 
a general pattern of increase in variability. If the objective is to estimate �⑷ ， 
there is an increase in variability when passing from an odd (i.e. p-v odd) order 
fit to an even (i.e p-v even) order fit but there is no increase in variability when 
passing from an even order fit to an odd order fit. The odd order fit contain one 
extra parameter for bias reduction, particular in the boundary regions. Hence it 
is recommended to choose p = v + 1. For more detail discussions, see Fan and 
Gijbels (1996). 
2.2 Estimation of Conditional Density 
We assume that the data are available in the form of a strictly stationary 
process (义“ Yi) having the same marginal distribution as (X, Y) where X is a 
rf-dimensional vector and Y is a scalar. Naturally, this includes the case where 
the data {Xi, Yi) are independent and identically distributed. For simplicity, we 
only consider univariate X，that is d = 1. Let g{y\x) be the conditional density 
of Y given X = x, evaluated at Y = y. For the univariate case, this conditional 
density was estimated via the "double-kernel" local linear method of Fan, Yao 
and Tong (1996). 
Estimating the conditional density can be regarded as a nonparametric re-
gression problem. To make this connection, observe that as /i2 ^ 0, 
E{K,,{Y-y)\X = x}^9{y\x), (2.9) 
where K is a, nonnegative density function and Kh(y) = K{y/h)/h. The left hand 
side of (2.9) is the regression function of the random variable K^^ [Y 一 y) given 
X = X. By Taylor's expansion about x, we have 
E{K,,{Y-y)\X = z} ^ g(y\z) 
~ 9{y\x)-^g'{y\x){z-x) 
三 a + /?(2； —a;), 
where g'{y\x) is the partial derivative of g(y\x) with respect to x. 
CHAPTER 2. LOCAL POLYNOMIAL MODELING 12 
For each given x and y, the principle of the local linear regression suggests to 
minimize 
n 
-y)-a-P(Xi -x)YWhAXi -x), (2.10) 
i=l 
with respect to the local parameters a and where is a nonnegative density 
function. The resulting estimate of the conditional density is simply a . 
It is more convenient to work with matrix notation. Let A' be the design 
matrix of the local least-squares problem of (2.10) and 




1 � E h T^/^iPQ -工) - ⑷ 机 i ( 足 - 工 ) 
二 一 
几[EILi(不-：^)吼 1(不-工)Ehi^i -^rwnAx^-x) J ‘ 
and 
Tn(x,y) = -AT^W 
n 
[EtiiXi — - x)KhM - y) 
Then, by simple algebra, the estimated conditional density can be expressed as 
h{y\x) = e ' ,S- \x)Tn{x,y) , (2.11) 
where ef = (1，0) and h = {hi, /^之广 
It is also instructive to express the estimated conditional density in the form 
of the equivalent kernel. Let 
( \ 
Wn{z-x)=e^,S-\x) W{z), (2.12) 
V 咖 / 
CHAPTER 2. LOCAL POLYNOMIAL MODELING 13 
be the equivalent kernel. Then the estimator (2.11) can be written as 
Note that the effective kernel Wn depends on the sample and the location x. 
It is the key to the design adaptation and location adaptation property of the 
local linear fit demonstrated by Fan (1992) and Ruppert and Wand (1994). The 
effective kernel (2.12) can be explicitly expressed as 
Sn,0(aO、，2(aO - Sn,l{xy 
where 
n 
知 J ( � =n - 1 — xyWn,{Xi — x), j = 0，1, 2. 
i=l 
We conclude this section by introducing the asymptotic property of g{y\x). 
For a detail discussion such as conditions and proof of this subject, we refers to 
Fan, Yao and Tong (1996). Let fiw = fx^W(x)dx, ^k = Jy^K{y)dy, "w = 
f {W(x)}'dx and i^K = i{K(y)Ydy. Define 
/ � 
Theorem 2.2 (Fan，Yao and Tong, 1996) The double-kernel local linear estima-
tor (2.13) for the conditional density g{y\x) has the following asymptotic property: 
Vnhih2{g(y\x) - g{y\x) - ？ ; „ ’ � } —释 ’ a � 
provided that the bandwidths hi and h^ converge to zero and that nhih? 00. 
Chapter 3 
Bandwidth Selection 
3.1 Rule of Thumb 
Fan, Yao and Tong (1996) proposed an ad-hoc rule of thumb method for 
selecting the smoothing parameters. For simplicity, in the density estimation 
setting, the normal referencing rule (Silverman, 1986, p.45) selects the bandwidth 
�- [ s ^ r 〜一’ （3.1) 
where Sy is the sample standard deviation of Y. When K is the Gaussian kernel, 
h2 二 1.06syn-i/5; when K is the Epanechnikov kernel, = 2.34:Syn_"5. 
For given bandwidth h) and y, (2.10) is a standard nonparametric problem 
of regressing Kh^(Yi — y) on Xi. One can select the bandwidth hi to visually 
trading off the biases and variances or we can select the bandwidth hi by some 
data-driven method. There are many data-driven methods for selecting the band-
width hi. These include the cross-validation (Stone, 1974), the residual-square 
criterion (Fan and Gijbels, 1995), the pre-asymptotic substitution method (Fan 
and Gijbels, 1995), the asymptotic substitution method (Ruppert, Sheather and 
Wand, 1995) and the empirical bias method (Ruppert, 1997), among others. For 
ease of reference, we will call this method for selecting the smoothing parameters 
hi and h] as FYT approach. This is only a simple rule of thumb and does not 
expect to work with all situations. Following the FYT (1996), in our numerical 
14 
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implementations, we use the asymptotic substitution method for choosing hi. 
3.2 Bootstrap Bandwidth Selection 
Instead of using the FYT approach, Hall, Wolff and Yao (1999) suggested a 
bootstrap approach for selecting the smoothing parameters in conditional distri-
bution function. Their idea can be adapted here to select hi and h? for estimating 
conditional density function. We now introduce the idea. First, fit a simple para-
metric model 
= ao + aiXi + • • • + atX^ + aci, e;�7V(0,1)， 
where ao , . . . ,ak, and a are estimated from the data and k is determined by the 
Akaike information criterion (AIC) which choose k to minimize 
AIC(/c) = R S S 处 + 2 /c ( ^2， k = l,...,N. 
For simplicity, we let iV = 4, the polynomial regression up to order 4，throughout 
this thesis. A parametric estimator g(y\x) is then formed based on the selected 
parametric model. For i = 1 , . . . by the Monte Carlo simulation, generate 
e* �A / ' ( 0 , 1 ) and compute 
=ao + aiX, + • •. + aj^xf + ae*. (3.2) 
Hence, we obtain a bootstrap version of . . . ’� ,„*} based on given observations 
{Xi，...，A;} and a bootstrap version gl{y\x) of g(y\x) which is derived from 
(2.13) with replaced by { ( X “ � 7 ) } . Let 
be the bootstrap estimator of the absolute deviation error of g(y\x). The ex-
pectation is taken with respect to bootstrap sample and can be computed by 
simulation. Finally, we choose h to minimize 
M*{h) = J M(h;x,y)giy\x)f(x)I{xe[a,b])dxdy, 
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where f{x) is the marginal density of and [a, 6] is an interval that we want 
to estimate the conditional density. It is equivalent to minimize 
1 “ 
n . , 1=1 
with respect to h. Again, this method is expected to work well for polynomial 
regression models and cannot be consistent for other models. For ease of reference, 
we call this method as the HWY approach. 
3.3 A Cross-Validation Method 
The FYT and HWY approaches are two simple and ad hoc methods. They do 
not intend to optimize the estimated conditional densities. In fact, the smooth-
ing parameters hi and h? in the FYT approach were selected separately. The 
bootstrap method provides good approximation when the true model is normal 
and regression function is polynomial. However, in real situation, the true model 
can be 
asymmetric or heavy-tailed. For these situations, the bootstrap method 
fails to select the optimal bandwidths. We here extend a cross-validation (CV) 
idea of Rudemo (1982) and Bowman (1984) for estimating conditional density. 
Let f{x) be the marginal density of { X J and [a, h] be an interval that we wish 
to estimate the conditional density. Define the Integrated Square Error (ISE) as 
J{9h{y\x) - 9{y\x)yf{x)I{x e [a,b])dxdy 
= J 9h{y\xyf{x)I{x G [a,b])dxdy -2 j gh{y\x)g{y\x)f{x)I{x G [a,h])dxdy 
+ J g(y\x)^f{x)I{x e [a,b])dxdy. 
Notice that the last term does not depend on h. The minimization of ISE with 
respect to h is equivalent to the minimization of 
ISE - J g{y\xff(x)I{x e [a,b])dxdy = 
J 9h(y\xff(x)I{x e [a,b])dxdy 
- 2 ,9h{y\x)g(y\x)f{x)I{x € [a,b])dxdy. (3.3) 
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A reasonable estimate in (3.3) is 
CVih) = e M ] ) [ � “ y | X d 2 办 」 ; f > ’ 一 灿 ( X , e [a, 6]), 
1 J 几 . 1 
I 一 1 2 = 1 
(3.4) 
where gh-i(y\x) is the estimator of (2.13) based on the sample {(X^, Yj)},j / i}. 
This is the reason of the term "cross-validation" which refers to using part of 
the data aside for validation of a model and use the remaining data to build the 
model. Minimizing CV(h) over a region gives a data-driven bandwidth. Note 
that, in general, 
J ghivlx^dy = 
where 
K * K{x) = I K(x- y)K(y)dy. 
Hence, the first integral in (3.4) can be explicitly calculated. 
Direct use of CV{h) requires a lot of computation cost. For example, when 
n = 1000, we need to calculate 1000 local linear estimators to obtain CV{h). 
To reduce the computation cost, we here introduce a 5-folded cross-validation as 
follow: 
1 5 1 r 
CVsih) = g E - ^ E HXie\a,b1) �^^,-G(j)(y\X#dy 
•7=1 …XiEGU) J 
2 5 1 
" s E i ^ E 9h,-GU)(yi\Xi)I{X,e[a,b]), (3.5) 
I …XieGU) 
where G{j) = S/c + j < n}, \G{j) \ is the number of element in G(j). We 
use only 5 local linear estimators to obtain CV^{h). 
Chapter 4 
A Theoretical Justification 
Unlike density estimation setting, estimating conditional density is much 
more involved and the ISE cannot be estimated without bias. To appreciate 
how much the bias the CV(h) involves, we would like to compute the expected 
value of CV[h). However, this is not viable in the regression setting due to 
the random denominator. Instead, following Fan (1992), one can compute the 
conditional expectation. However, for the times series applications, the design 
points {Xi, t = 1，...，T - 1} involve nearly whole series. Hence, this approach 
is not applicable. Asymptotic normality is frequently used to avoid this kind of 
difficulty. See, for example, Chapter 6 of Fan and Yao (2003). While this can be 
done in the current context, subtantial technicality would involve. To mitigate 
the technicality and to highlight the key insight, we focus on the independent 
random sample setting. 
Let { ( 不 ， = 1，…’ n} be an independent random sample from a popu-
lation with conditional density g(ylx) and design density f(x). Assume that the 
kernels K and W are bounded with bounded supports. For any random variable 
Z, let Ex{Z) be the conditional expectation of Z given X i , . . . , namely 
18 
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We would like to show that 
1 “ 
^ i=l 
Ex J 9h{y\x)giy\x)f(x)I(x e [a, b])dxdy + Op ( 去 ) ， (4.1) 
and 
1 n 
e [a, 6]) / 台 h , - d y \ X i f d y = 
n i=i J 
Ex J 9k{y\x)\f(x)I{x e [a, b])dxdy + Op ( 去 ) . （ 4 . 2 ) 
By Theorem 2.2, the biases in (4.1) and (4.2) are negligible to the first order, since 
the variance of gh{y\x) is of order Op See Fan, Yao and Tong (1996). 
We now outline the key idea of the proof. Throughout the following proof, 
we use C to denote a generic constant, which may vary from line to line. 
4.1 Proof of (4.1) 
To prove (4.1), we first compute the difference between gh{y\x) and ^/j 
To this end, we will add the subscript "-i" to any quantities that do not involve 
the 2-th data point {Xi, Fj). 
The first thing is to compare the difference between Sn,j(x) and Snj-i{x). To 
facilitate the notation, we denote 
Then, 
Sn,j,-i(x) = {n— - x). 
k尹 
By simple algebra, 
- V j ( 工 ） = 丄 1 n Y.^jMi^k — 工 — 工 ) . 
- 1) A:卢 ^ 
Since W has a bounded support and is bounded, it follows that 
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and hence 
n 
Substituting this into the definition of the equivalent kernel, and using the fact 
that W has a bounded support, one can show easily that 
ntii 
for all z and x such that 
Sn’0’-i⑷Sn’2’—i⑷ 一 4,1,-zW > ^ ^ 一 丄 “ ? . 
The above holds with probability tending to one. Hence, 
— Wn,-i(z;x)\ < Op . (4.3) 
Note that the above quantities involve only the design points. Hence, Op-term 
will be exchangable with the conditional expectation Ex and for simplicity of 
comprehension, we will drop the notation Op in (4.3). Since W{z) vanishes with 
z\ > 1, say, it follows that 
\Wn{z;x) - Wn,-i{z-,x)\ < &八I…< 1). (4.4) 
We now investigate the difference between gh(y\x) and Observe that 
- 9h\ < /i + /2 + h, (4.5) 
where 
A 二 ， ， W n - i ~-~~；a： -Wn ~：——；X K — ， 
台 V hi J V hi 乂 V h2 
r 1 ^ ( X k - x \ (Yk-y\ 
and 
I . ^ ^ w J ' ^ A K . 
nh]Ji2 \ hi ^ J \ h2 J 
We now deal with each of the above term. By (4.4)，we have 
nh^h2 nhi “ ~ [ J 
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By simple calculation, 
Similary, 
Note that by the Cauchy-Schwartz inequality, we have 




As for Is, we have 
By (4.5), we have 
/ 1 \ 
Ex\gh-i(y\^) - k{y\x) \ = Op — . (4.6) 
\nrii J 
We are now ready to prove (4.1). Since gh-i{y\x) does not involve the z-th data 
point, by the double expectation formula, we have 
n 
n 广 
/ ^xgh-i(y\x)I{x G [a,b])g(ij\x)f(x)dxdy. 
Therefore, by (4.6), we have 
1 “ 
E x - ^ 9 h , - i { Y i , X i ) I { X i e [a，6])-
n i=\ 
f ( 1 \ 
/ 工 e [a, b])g(y\x)f{x)dxdy + Op - — . 
J \n/ii / 
This completes the proof of (4.1). 
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4.2 Proof of (4.2) 
To prove (4.2), we first note that, by Chebyshev's inequality, 
y^jMi^i-^) = EWj^h, (Xi - x ) ^ Op 
=h{ I u^W{u)f{x + h,u)du + Op (V 蕭 � / J X i -工 ) ) 
= h { i j u^W(u)[f(x) + }Huf'(x)]du + Op + I . 
Then, we compare the difference between snj-i{x)sn,k-i{x) and Sn,j{x)sn,k{x). 
By simple algebra, 
= E E J : : 1)2 巧，"1 ( ^ p -⑷机， (叉Q — 
n 
- E 几 - 2 � 1 (^P - ^评Ml (足-工） 
P = 1 
n 
<7=1 
Since W has a bounded support and is bounded, it follows that 
both j , k = 2. 
n ‘ J、 
— < < either j or k = 1. 
— ^ , both j,k = l. 
V 
Substituting this into the definition of the equivalent kernel, and using the fact 
that W has a bounded support and is bounded, one can show that 
I (zux) {Z2] x) — (zi-x) (^ 2； x) | $ - / ( ^ i < hi)I(z2 < h), 
Th 
for all zi, Z2 and x such that 
{ S n，。， - i � � ’- i � —4 ’ l ’ - i W } 2 > 
We now investigate the difference between f g/iivl^ydy and f gh-i(y\x)^dy. Ob-
serve that 
J 9k,-i{y\^fdy - ! gh{y\^fdy <h+l2 + h + I4, (4.7) 
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where 
i i r … 〜 - 八 hi 
\ / \ h2 J 
= 2 > Wn ~ - ； a： Wn — 7 ； X K ^K ~-——’ 
台 in?h\h2 V hi ； V hi J \ h2 广 
and 
二二 ( 宇 务 * 琳 
We now deal with each of the above term. By simple calculation, 
=Op f i ) . 
W 
Using the Cauchy-Schwartz inequality, we have 
Exih) < Op ( i ) • 
W 
Similary, 
Ex{h) < Op , 
\nhij 
and 
糊 < O p ⑷ . 
By (4.7), we have 
Ex J k,-i(y\xfdy - j Uy\x?dy =0p ( + ) . (4.8) 
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We are now ready to prove (4.2). Since f gh-iiylx^dy does not involve the z-th 
data point, by the double expectation formula, we have 
E x i Z ^ X , G [a, 6]) f = 
Ex / ^ [a,h])gh-i(y\xfdyf{x)dx. 
J i=i 
Therefore, by (4.8)，we have 
e la,b]) [ g,,-i{y\Xifdy 二 
Ex J k(y\x)^f(x)I{x e [a, b])dxdy^Op ( 去 ) • 




We consider simulation studies to evaluate and compare bandwidth selection 
methods for conditional density described in Chapter 3. These selection rules are 
the 5-folded cross-validation method (CV), the bootstrap approach (HWY) and 
the FYT method (FYT). For each simulation, the performance of the selection 
rule was evaluated by root-mean square error (RMSE) 
rMSE = - g[yi\xi)Yl[xi G [a，6]) 
where (xi^iji) are grid points that are evenly distributed across certain regions 
of interest and [a, b] is an interval in x-direction that we wish to estimate the 
conditional density. We let K and W be the Gaussian kernel throughout this 
chapter. 
Example 1 (Location Model) We consider a simple quadratic model 
Y^ = 0.23X^(16 一 Xi) + 0.4e“ i > 1. 
The noise term is simulated from the following situations. 
a) ei are independent standard normal random variables; 
b) Ci are independent 力2 random variables; 
c) Ci are independent 力4 random variables; 
25 
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For the above cases (a)-(c), Xi are independent uniform random variables on 
0,16]. We also consider the following time series setting: 
d) Xi = Zi-i, Yi = Zi with some initial values Zq. The noise e^  are indepen-
dent random variables with the same distribution as the random variable 
T] which is equal to the sum of 48 independent random variables each uni-
formly distributed on [-0.25,0.25]. Hence, we treat the model in case (d) 
as a time series model. According to the central limit theorem, e^  can be 
treated as nearly a standard normal variable. However, it has a bounded 
support [-12,12]. Note that the bounded support of e^  is necessary for the 
stationarity of the time series, (cf. Chan and Tong 1994) This model was 
studied by Fan, Yao and Tong (1996). 
For each of the 100 samples of size n = 1000, we calculated the RMSEs with 
different bandwidth selection methods. We estimated g{ij\x) on a 51 x 51 regular 
grid on the sample space. We took a = 2 and b = 14 for cases (a)-(c) and we 
took a = 4 and 6 = 14 for case (d). 
Table 5.1: Numerical summary for Example 1. 
case (a) case (b) case (c) case (d) 
CV 1.0899^(0.0601'') 0.7641(0.1497) 1.0143(0.0683) 1.0903(0.0673) 
1.0882^(0.0616'^) 0.7842(0.1277) 1.0141(0.0712) 1.0888(0.0679) 
HWY 1.0651(0.0516) 1.0191(0.1251) 1.0200(0.0651) 1.0803(0.0690) 
1.0631(0.0515) 1.0276(0.1095) 1.0194(0.0633) 1.0774(0.0665) 
FYT 2.8121(0.0254) 1.6773(0.2908) 2.3902(0.0810) 2.7301(0.0515) 
2.8132(0.0254) 1.7441(0.2421) 2.4100(0.0690) 2.7300(0.0451) 
NOTE: Mean"(SD” and median^(robust S D ( =漂）” of RMSE(xlO-3) for each method. 
We summarize the results numerically in Table 5.1. Means, standard deriva-
tions, medians and robust standard derivations of the RMSEs of each of the 
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Figure 5.1: Graphical summary for Example 1(a). Estimated conditional densi-
ties for (a) a: = 4, (b) a; = 6，(c) re = 8 and (d) x = 12 using CV (thin dashdot 
curve), HWY (thin solid curve), FYT (thick dashdot curve) approaches along 
with the true densities (thick solid curve). 
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Figure 5.2: Graphical summary for Example 1(b). Estimated conditional densi-
ties for (a) x = 4, (b) a; = 6, (c) a; = 8 and (d) x = 12 using CV (thin dashdot 
curve), HWY (thin solid curve), FYT (thick dashdot curve) approaches along 
with the true densities (thick solid curve). 
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Figure 5.3: Graphical summary for Example 1(c). Estimated conditional densities 
for (a) a; = 4, (b) X = 6, (c) a; = 8 and (d) x = 12 using CV (thin dashdot curve), 
HWY (thin solid curve), FYT (thick dashdot curve) approaches along with the 
true densities (thick solid curve). 
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Figure 5.4: Graphical summary for Example 1(d). Estimated conditional densi-
ties for (a) X = 4, (h) X = 6, (c) a; = 8 and (d) x = 12 using CV (thin dashdot 
curve), HWY (thin solid curve), FYT (thick dashdot curve) approaches along 
with the true densities (thick solid curve). 
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three bandwidth selection rules are given. In general, the FYT approach pro-
duces larger RMSEs than that of CV and the HWY method. The performance of 
both CV and the HWY method are competitive. The cases (a) and (d) are ideal 
for the HWY approach since this is the model where the bootstrap sample were 
generated. Nevertheless, the proposed CV approach works comparably with the 
HWY method which is parametric approach for this model. However, the per-
formance of the HWY approach deteriorates when the tails of the distribution of 
the noise ti become heavier. 
Figures 5.1-5.4 give a graphical summary of the true and estimated condi-
tional densities. In each case the plots show the true and estimated conditional 
densities using the above bandwidth selection rules at a: = 4，re = 6，；r = 8 and 
X = 12. The estimated conditional densities presented in Figures 5.1-5.4 have 
median performance in terms of the RMSEs. According to these figures, the per-
formance of the CV and HWY methods are better than the FYT approach in 
Example 1. The FYT approach tends to oversmooth the conditional densities in 
the y-direction and this is the main reason for the large value of RMSEs of FYT 
approach than that of the other two approaches. 
Example 2 (Location Model) Let us consider the cosine model 
/ t t X A 
where 
a) Xi are independent uniform random variables on [-20, 20]; 
b) Xi = Zi-i, Yi = Zi with some initial values Zq. 
For both cases (a) and (b), the noise e^  are independent standard normal random 
variables. Case (b) was studied by Fan, Yao and Tong (1996). 
The sample size n is 1000 and the number of the replications in the simulation 
is 100. We took a = - 1 8 and b = 18 for case (a) and a = - 1 7 and 6 = 20 for case 
(b). The conditional density g{y\x) is estimated on a regular grid with steps 0.72 
and 0.74 in a;-direction and 0.9484 and 0.9557 in ^-direction, respectively for cases 
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Figure 5.5: Graphical summary for Example 2(a). Estimated conditional den-
sities for (a) X — -15 , (b) x - 一9, (c) a: = 0 and (d) x = 17 using CV (thin 
dashdot curve), HWY (thin solid curve), FYT (thick dashdot curve) approaches 
along with the true densities (thick solid curve). 
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Figure 5.6: Graphical summary for Example 2(b). Estimated conditional den-
sities for (a) X = -15 , (b) x = - 9 , (c) a; = 0 and (d) x = 17 using CV (thin 
dashdot curve), HWY (thin solid curve), FYT (thick dashdot curve) approaches 
along with the true densities (thick solid curve). 
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(a) and (b). Table 5.2 summarizes the results numerically and Figures 5.5-5.6 
depict the results graphically. The plots show the true and estimated conditional 
densities Sit x = —15，x = - 9 , rr 二 0 and x = 17. 
Table 5.2: Numerical summary for Example 2. 
case (a) case (b) 
CV HWY FYT CV HWY FYT 
mean 2.7404 8.0545 7.2869 3.1282 8.2218 7.6028 
SD 0.1262 0.1237 0.1060 0.1464 0.1201 0.1085 
median 2.7182 8.0543 7.2953 3.1238 8.2259 7.6091 
robust SD 0.1261 0.1156 0.1071 0.1721 0.1156 0.1164 
NOTE: Mean, SD, median and robust SD(=IQR/1.35) of RMSE(xlO-3) for each method. 
The performance of the CV approach is better than that of the HWY and 
FYT approach both in the numerical and graphical summary. In this example, 
the HWY approach gives estimates which is oversmooth in the y-direction. The 
FYT performs somewhat better than that of the HWY approach. The model 
used in this example deviates away from the bootstrap model and this is the 
main reason for the poor performance of the HWY method. This shows that the 
HWY method is not consistent for this example. 
Example 3 (Scale Model) Here we consider the following conditional density 
function: 
Yi\Xi �Gamma{3,Xf + 1)， i > 1, 
where Xi are independent standard uniform random variables. 
The probability density of F = y, conditioning on X = a; is given by: 
•丨工）二 r(3)(a;l2 + l ) 3 e x p { l / (工2 + 1)}. 
Simple calculations yield the conditional expectation and variance of Y as: 
五(】,|义=0：)=：3 ( 0；2 + 1 ) and Var{Y\X = x) = + i f . 
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Figure 5.7: Graphical summary for Example 3. (a) The true conditional density 
function, (b)-(d) Estimated densities for (b) x = 0.1, (c) x = 0.7 and (d) x = 0.9 
using CV (thin dashdot curve), HWY (thin solid curve), FYT (thick dashdot 
curve) approaches along with the true densities (thick solid curve). 
A sample of 1000 was generated from the above model and we repeated 100 
times in the simulation. We took a = 0.1 and b 二 0.9 and we estimated g{y\x) on 
a regular grid points with steps 0.016 and 0.5949 in x- and y-directions. Table 5.3 
summarizes the results numerically and the graphical results are given in Figure 
5.7. The plot (a) shows the true conditioanl density and the remaining plots show 
the true and estimated densities at a; = 0.1, x = 0.7 and x = 0.9. Both numerical 
Table 5.3: Numerical summary for Example 3. 
mean SD median robust SD 
CV 1.7885 0.3207 1.7014 0.3937 
HWY 2.0113 0.3286 2.0410 0.3450 
FYT 2.0380 0.4278 2.0302 0.4071 
NOTE: Mean, SD, median and robust SD(=IQR/1.35) of RMSE(xlO—4) for each method. 
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Figure 5.8: Graphical summary for Example 4. (a) The true conditional density 
function, (b)-(d) Estimated densities for (b) x — 0.2, (c) x — 0.5 and (d) x = 0.7 
using CV (thin dashdot curve), HWY (thin solid curve), FYT (thick dashdot 
curve) approaches along with the true densities (thick solid curve). 
and graphical results show that the performance of the above three bandwidth 
rule are comparable, though the CV method has some advantages. 
Example 4 (Mixture Normal) Let us consider another conditional density 
function: 
Yi\Xi �（ 1 - Xi) X Normal{l/2,l/夠 + x Normal�—1/9), i > 1 
where Xi are independent standard uniform random variables. 
The basic idea for generating this bivariate data is as follow: 
Step 1: Generate X �Unif\0,1:. 
Step 2: Generate U � 1 ] , Z �7 V ( 0 , 1 ) . 
Step 3: If C/ < X , set 7 = + !Z, otherwise, set F = | + 
For each of the 100 samples of size n = 1000，we estimated the conditional 
density function g(ylx) on a 51 x 51 regular grid on the sample space and calcu-
lated the RMSEs with different bandwidth selection methods. We took a = 0.1 
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and b = 0.9. Table 5.4 summarizes the numerical results and the graphical results 
are depicted in Figure 5.8. The true conditional density is shown in plot (a) while 
the remaining plots show the true and estimated densities at a: = 0.2, x = 0.5 
and X = 0.7. 
Table 5.4: Numerical summary for Example 4. 
mean SD median robust SD 
CV 7.7933 1.7729 7.5232 1.3715 
HWY 8.8716 1.4898 8.9186 1.5400 
FYT 9.6867 1.8239 9.8703 1.8694 
NOTE: Mean, SD, median and robust SD(=IQR/1.35) of RMSE(xlO—” for each method. 
The CV approach performs better than that of the HWY and FYT approach 
in the numerical summary. However, for the graphical summary, the performance 
of HWY approach works better at the region near the boundary since this is near 
to the ideal model where the bootstrap sample were generated. 
Example 5 (CIR Model) We consider the well known CIR model for mod-
eling interest rate dynamic structure: 
dXt = K(e - Xt)dt + a^/YtdWu t > U- (5.1) 
We see that the CIR model is a particular example of model (1.1) with a linear 
drift function 
and a square-root diffusion function 
CT{Xt) = 
where k, 9 and a are known parameters. The randomly moving interest rate Xt 
moves around a central location or long-run equilibrium level 6. The parameter 
K, determines its speed. If 2k9 > cr^ , it is a positive and stationary process. 
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Figure 5.9: Graphical summary for Example 5(a). (a) The true conditional den-
sity function, (b)-(d) Estimated densities for (b) x = 0.07, (c) x = 0.1 and (d) 
x = 0.13 using CV (thin dashdot curve), HWY (thin solid curve), FYT (thick 
dashdot curve) approaches and compared with the true densities (thick solid 
curve). 
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Figure 5.10: Graphical summary for Example 5(b). (a) The true conditional 
density function, (b)-(d) Estimated densities for (b) x = 0.07，(c) x = 0.1 and 
(d) a: = 0.13 using CV (thin dashdot curve), HWY (thin solid curve), FYT 
(thick dashdot curve) approaches and compared with the true densities (thick 
solid curve). 
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We here adopt the transitional density properties of the process to simulate 
sample paths of the model (5.1). See Cox, Ingersoll and Ross (1985). The ini-
tial interest rate X t � a t initial time to is generated from a steady state Gamma 
distribution. The density function is 
r)(z) 一 - 户一y/卢 
where a = 2kQ/<7"^ and (5 = <7^/(2^:). Given the current interest rate Xt = x dX 
time t, 2cXs at time s �艺 is a noncentral chi-square conditional distribution with 
degrees of freedom 2^ + 2 and noncentrality parameter 2u where 
9 = 「 樂 - 1 1 ， u = a n d 。二咖工一 , ) ) . 
Table 5.5: Numerical summary for Example 5. 
case (a) case (b) 
CV HWY FYT CV HWY FYT 
mean 1.1375 1.1257 1.5671 0.6582 0.6494 0.9135 
SD 0.0750 0.0679 0.1542 0.0430 0.0425 0.1082 
median 1.1380 1.1337 1.6096 0.6627 0.6568 0.8513 
robust SD 0.0394 0.0317 0.2106 0.0335 0.0312 0.1404 
NOTE: Mean, SD, median and robust SD(=IQR/1.35) of RMSE for each method. 
We assume the process is sampled at a weekly frequency with an interval 
A = 1/52. The values of other parameters (k, 9, a) are cited from Chapman 
and Pearson (2000) in our implementation, i.e. k = 0.21459, 9 = 0.08571, a = 
0.07830. We generate a sample path of 1000 and replicate the experiments 100 
times. We took a — 0.07, h = 0.13 and s = i + A for one-step forecasting in case 
(a) and s = ^ + 2 A for two-step forecasting in case (b). The values of conditional 
density g(;y\x) are estimated on the sample path. Table 5.5 summarizes the 
numerical results and Figure 5.9-5.10 summarize the graphical results. 
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The performance of HWY and the CV method are competitive. Note that 
the noncentral chi-square distribution is similar to a normal distribution. Some 
researchers even used normal distribution to generate the CIR model although 
this generating method incurs the problem of discretization errors. Hence, the 
CV method works comparably with the HWY method. 
Chapter 6 
Real Data Applications 
Finally, we present the above three bandwidth selection rules with two real 
data sets: the Canadian lynx data and the U.S. twelve-month treasury bill data. 
6.1 Case Study With Canadian Lynx Data 
91 1 1 1 1 1 
。/ Vilrl/ M -
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Figure 6.1: Time series for the Canadian lynx data over the year 1821 to 1934. 
This data set records the auction of the annual fur returns of lynx in London 
by Hudson Bay Company which consist of 114 yearly observations between the 
year 1821 and 1934. The sales are a proxy for the Canadian lynx trapped in 
38 
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Figure 6.2: Estimated conditional density of Xt given Xt-i = x for the Canadian 
lynx data using CV approach. 
the Mackenzie River district. The annual number of trapped Canadian lynx 
reflects the population size of the lynx in that area. Thus it helps us to study the 
population dynamics of the ecological system in that area. 
Figure 6.1 showed the time series plot for the Canadian lynx data (on the nat-
ural logarithmic scale). We took a = 4 and b = 8.5 and estimated the conditional 
density function of Xt+i given Xt for one-step forecasting using the CV approach 
as the bandwidth selection rule. The estimated conditional density function is 
given in Figure 6.2. 
For the time series data set, we are more interested in the estimation of 
predictive interval. We define 
fy 
G{y\x) = / g{u\x)du 
J-oo 
be the conditional distribution function. Then [G~^{a/2\x), — al2\x)] is 
the (1 - a) X 100% predictive interval for a G (0，1) based on the estimated 
conditional density function. 
To check on the performance of the above three bandwidth selection rules, we 
use the data between 1821 and 1924 to estimate the conditional density function 
g{y\x) for the one-step forecasting and we use the last 10 data points to check 
the predictive interval. We took a — 0.1 to estimate 90% predictive interval. 
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Table 6.1: One-step predictive intervals for Canadian Lynx in 1925-1934 based 
on the data in 1821-1924 using the estimated conditional density X^+i given 
Year Xt CV HWY FYT 
1 9 2 5 8.18 [5.87，8.67] [5.82, 8.85] [5.62, 9.06: 
1926 7.98 [6.20, 8.95] [6.08, 9.02] [6.02, 9.18 
1 9 2 7 7.34 [6.02, 8.86] [5.94, 8.94] [5.84，9.12； 
1 9 2 8 6.27 [5.80，8.45] [5.38，8.64] [5.06, 8.90 
1 9 2 9 6.18 [4.33, 7.71] [4.41’ 8.02] [4.34，8.34； 
1 9 3 0 6.50 [4.34, 7.68] [4.40, 7.94] [4.30, 8.27； 
1 9 3 1 6.91 [4.37, 7.83] [4.45，8.21] [4.45，8.45； 
1 9 3 2 7.37 [5.26, 8.34] [4.71，8.46] [4.68, 8.71； 
1 9 3 3 7.88 [5.80, 8.45] [5.43, 8.65] [5.10, 8.91； 
1 9 3 4 8.13 [5.93, 8.77] [5.88’ 8.90] [5.73，9.09 
ave. length 2.98 3.31 3.69 
We summarized the 90% predictive intervals using the above three bandwidth 
selection rules together with the corresponding true values in Table 6.1. All 
of the predictive intervals contain the corresponding true values. The average 
lengths of the predictive intervals using CV, HWY and FYT approaches are 2.98, 
3.31 and 3.69 respectively, corresponding respectively to 57.4%, 63.8% and 64.8% 
of dynamics range of the data. Hence, the shortest average length is obtained by 
the CV approach. 
The predictive intervals for two-step forecasting of Xt^2 given Xt based on 
the CV, HWY and FYT approach are depicted in Table 6.2. The only difference 
of results in Table 6.2 compared with Table 6.1 is the length and, hence, the 
corresponding dynamics range of data, of the predictive intervals. The average 
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Table 6.2: Two-step predictive intervals for Canadian Lynx in 1925-1934 based 
on the data in 1821-1923 using the estimated conditional density Xt+2 given Xt. 
Year Xt CV HWY FYT 
1925 8.18 [4.56, 8.82] [4.37, 8.93] [4.51, 8.98: 
1 9 2 6 7.98 [4.43, 8.88] [4.39, 9.01] [4.37, 9.03； 
1927 7.34 [4.39, 8.82] [4.38, 8.98] [4.33, 8.97 
1 9 2 8 6.27 [4.39，8.85] [4.38, 9.00] [4.32, 9.00 
1 9 2 9 6.18 [4.56, 8.88] [4.40, 8.98] [4.53, 9.04； 
1 9 3 0 6.50 [4.13, 8.48] [4.17, 8.67] [4.09, 8.64； 
1931 6.91 [4.08’ 8.44] [4.15, 8.62] [4.05, 8.59: 
1 9 3 2 7.37 [4.29, 8.60] [4.24, 8.76] [4.24, 8.76； 
1 9 3 3 7.88 [4.52, 8.78] [4.35，8.90] [4.47, 8.94: 
1934 8.13 [4.56, 8.88] [4.40, 8.98] [4.53, 9.04: 
ave. length 4.35 4.56 4.53 
lengths of the CV, HWY and FYT approaches are 4.35, 4.56 and 4.53 or 83.8%, 
87.9% and 87.2% of the dynamics range of data respectively which are broader 
than the one-step forecasting. 
6.2 Case Study With U.S. Twelve-Month Trea-
sury Bill Data 
This data set concerns the yields of the U.S. twelve-month treasury bills from 
the secondary market rates. Friday rates are used in data set. The treasury bill 
secondary market rates are the mean of the bid rates quoted on a discount basis. 
The data consist of 2112 weekly observations from July 17, 1959 to December 
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Figure 6.3: Time series for the yields of treasury bill from July 17, 1959 to 
December 31’ 1999. 
31, 1999. They are frequently used by the financial companies to hedge the risks 
of portfolios. The time series plot is depicted in Figure 6.3. We took a = 3 and 
6 = 10 and let Yt = Zt — Zt-i, Xt = Zt-i where Zt is the yields of twelve-month 
treasury bill. The estimated conditional density of Yt given Xt = x using CV 
approach as the bandwidth selection rule is shown in Figure 6.4. A distinctive 
feature is that the conditional variance increases as the interest rates get higher. 
To check on the performance, we use the first 1381 observations to estimate the 
conditional density of Yt given Xt = x and we use the last 14 years' observations 
to check the 90% predictive interval. 
Alternately, we let [G—i(Q;|;r)’ oo] be the (1 - a) x 100% predictive interval for 
a e (0,1) based on the conditional density. We took a 二 0.05 to estimate 95% 
predictive intervals. The lower quantiles are related to the Value-at-Risk (VaR), 
a measure of risk of a portifolio in risk management. See Jorion (2000). 
Table 6.3 summarizes the average lengths and the corresponding dynamics 
range of data of the predictive interval using CV approach. Also included in 
Table 6.3 is the RiskMetrics of J.P. Morgan (1996) which is a common method 
to the forecast of VaR. Let 
Yt 
be the observed return at time t. The idea of the RiskMetrics is to estimate the 
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Figure 6.4: Estimated conditional density of Xt given Xt-i = x for the 12-month 
Treasury bill data using CV approach. 
volatility at by : 
= 0.946f_i + 0.06rLi. 
The 95% lower bound of Vt of RiskMetrics is -1.6450"^. Hence, the 95% lower 
bound of Yt of RiskMetrics is —1.645X^(7^ The exceedence ratio (ER): 
T+n 
ER = n-i [ I(rt < vS,), 
t=T+l 
where T + 1 and T + n are the first and the last observations in the validation 
period, is a measure of performance of different VaR method. It compares with 
Table 6.3: Performance comparisons between the RiskMetrics and the double-
kernel local linear regression using CV approach. 
90% PI 95% lower bound 
ave. length range ave. of lower bound ER 
RiskMetrics 2.78 107.87% -1.39 4.24% 
CV 0.46 17.67% -0.22 2.46% 
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the confidence level 1 — a. One distinguished feature is that our method gives 
much shorter intervals than that of the RiskMetrics. 
Chapter 7 
Conclusions 
Estimation of conditional density is useful in analyzing stochastic dynamic 
model and time series application. In nonparametric setting, the performance 
of the nonparametric estimator is highly related to the choice of bandwidth. 
However, the existing bandwidth selection methods, that we commonly used, 
are just simple rule of thumb. These methods are designed to work well in some 
particular type of problems. Hence, these methods are not consistent. This thesis 
attempts to find a reasonable data-driven bandwidth selection method used in 
the estimation of conditional density function. 
In this thesis, we fill this important gap by introducing a reasonable method. 
The newly proposed bandwidth selection method uses the idea of cross-validation 
(CV) and it optimizes the estimated conditional density in the sense of ISE. 
Although it cannot be estimated without bias, the bias is negligible to the first 
order in comparison to the order of the variance of the estimated conditional 
density function. 
We also compared the proposed CV bandwidth selector with two other existing 
bandwidth selection methods: FYT and HWY methods. The FYT approach is an 
ad-hoc method. It does not intend to optimize the estimated conditional density. 
In fact, in some of our simulation studies, it gives an oversmooth estimate. Hence, 
it is unreliable and we use FYT approach only when we want to have an initial 
guess of conditional density. 
45 
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The HWY method is a bootstrap approach. It is a parametric method and is 
expected to work well in the situation when the regression model is parametric. 
This is also the case in the real situation, for example, the CIR model. Never-
theless, in this situation, the proposed method works comparably well with the 
HWY approach. However, when the regression model is nonparametric, there is 
a risk that an unreasonable estimates can be obtained by the HWY approach 
such as the case shown in Example 2 of our simulation studies. Hence, we use the 
HWY approach only when we have a strong evidence that the underlying model 
can be well approximated by the parametric model used in HWY. 
To conclude, we have shown that the proposed CV bandwidth selector is 
reliable and works well not only in the parametric models but also in the non-
parametric ones. Hence, we suggest to use this method as the bandwidth selection 
rule for estimating nonparametric conditional density function. 
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