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＊准教授数学教室
Associate Professor, Institute of lvlathemat,cs 
S,Aはそれぞれ状態空間(statespace)と決定空間(ac-
tion space)を表 し本報告では S,Aの要素の数は有限
[S[=Nく oo,[Al = K < 00 
であることを仮定する.%(a)は意思決定者(deeおion
maker)が状態 iで決定 aと取ったとき次の期に状態 j








q,j(a) ~ a , I: 知 (a)=1 (i,j E S,a EA)} 
;ES 
と定義する．
記号 7r= (7rO, 7rl, ・ ・ ・)は政策(policy)を表す．政策の




を確定的に取る政策を定常政策と呼び，f:S _, A で
f(i) = a; である関数 fとして表現する
加 (f(i)[i)= 1 (i E S,n~ 0) 
であり fE I と表される一般に第 n期の政策は
7rn E P(A[(S x A)n x S) (n ~ 0) 
と条件付き確率で表されるまた，第 n期までの履歴
(history)を表す確率変数を
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数を
叫 qlri)= 
児叫土E1r(シ（ふ，今） Xo=i,q) (1) 
t=O 
とするただし， E;r(-IX。 =i,q)は初期状態が 1で
q E IQlのときの政策 Tによる確率測度 P,r(-IXo= i, q)
に関する期待値を表す.'Dを Qの部分集合とする．すべ
ての政策 r.E ITと任意の iES, q Eのについて式(1)を
最大化する最適化問題を考える，すなわち，
ゆ(i,q) = supゆ(i,qir.) 
,rEIT 
を価値関数(valuefunction)とし，すべての状態 iESに
ついてゆ(i,qlri*l =ゆ(i,q)が成り立つ政策 r.*E ITを
q最 適(q-optimal)政策と呼び，すべての qE'Dに対して
7r*が q-最適であるとき，その 7r* をわに関して適応型
最適政策(adaptivelyoptimal)であると呼ぶ
各期の政策列｛叩｝菜＝。について
Jim心(i,qi豆）＝ゆ(i,q) for al q Eわ
n→ OO 
であるとき，この政策列をほとんど最適な適応型政策






• 到達可能行列・推移確率行列 q= (Qii(a)) E IQlにつ
いて，任意の状態 -i,jESが互いに到達可能(communi-
cating)であるとき，すなわち，ある {i1= i, i2, .. , i1 = 
j} CS, {a1, a2, .. , a1-d C A, 2 ~ l ~ N について
Qi, 豆(a1)Qi叩3(a凶 ・qiし 1i1(a1-1) > 0 
が成り立つとき，iから jへ到達可能であると言い 2→ J
と表し qを到達可能行列と呼ぶ．到達可能行列の全体を
IQl*で表す
• 到達可能類：状態部分集合 EcSについて， qE IQlが
次の条件を満たすとき， E を qの到達可能類(communi-
cating class)と呼ぶ
(i)任意の状態 i,jEEについて 2→ J, 
(i) Eは閉じている，すなわち，




• 正規到達可能行列：推移確率行列 qE IQlについて，あ
る状態部分集合 E~s が存在して，
(i) Eは qの到達可能類である，
(i) T = S -E は一つの絶対消散類(absolutely
transient cl邸 s)である，すなわち，すべての
1r E Iに対して
凡 (XtE E for some t :;llXo E T) = 1 
が成り立つとき，qを正規到達可能(regularlycommum-
eating)行列と呼ぶ正規到達可能行列 qに応じて決ま
る上記(i)の到達可能類 E を E(q)で表す．状態 ioES 
が ioE E(q)となるような正規到達可能行列の集合を
q e Q*(io)と表す．
• マイノリゼーション条件：任意の b> 0を一つ選び固
定したとき
ふ={q = (%(a)) I q,j(a):; b, L知 (a)=1 
JES 
for i, j E S, a E A} (2) 
をマイノリゼーション条件を満たす行列集合と呼ぶ．




吋f(l-T/r(X→)I Xo = i,q) (3) 
t=O 
と定義するまた，




B(S) = Ulf: s→ R} 
とおく.q = (q,j(a) E Q とTE(0,1)に対して作用素
広 {q}:B(S)-+ B(S)を各 iE S,u E B(S)に関して
次のように定義する
UT{q}u(i) = 
翌和(i,a)+ (1 -T) L邸 a)u(j)}. (4) 
jES 
次の補題は割引消滅法(vanishingdiscount approach) 















導<・ μ= (μi,μ2, .. ,μN) E P(S)を用いて， qに関
する摂動推移確率行列 q'T,μ.= (q;J叫a))を次のように定
義する： i,j E S,a EAのそれぞれについて
姑:μ.(a)=叫+(1 -T)qij(a). (5) 
式(5)は N-次元列ベクトル (1,1, .. , 1)の転置ベクト
ル e= (1, 1, .. , l)tを用いて
q'T',μ. =Teμ+ (1 -T)q 
と行列で表せる.P(S)を S上の確率分布とする






翌；ヤ(i,a)+z:=応 a)u(j)}ーゆ(q) (6) 
jES 





U{q}u(i) =翌虐ぇヤ(i,a)+L(q,1(a)-8)u(j)} (7) 
jES 
このとき，U(q)が縮小写像であることは容易に示される．
h(q) E B(S)を U(q)の一意の不動点とする，すなわち，
h(q) = U{q}h(q) (q E IQl0) (8) 
であるとするとき，式(8)において
ゅ*(q)= 8 L h(q)(j) 
JES 
とすれば





定理 2.(q Eむ に関する最適政策）
か(q)=ゆ(i,q)(i ES) 
であるすなわち， ゆ(i,q)の値は初期状態に依存しない
さらに，もし，すべての iESに対して f(i)E A*(ilq) 






i ESで決定 aE A(i)を取ったときの次の期の状態が
jESである頻度を次のように定義する．
n 
Nn(i,jla) =区l{x,,=i,△ t=a,Xi+1=J}> (10) 
t=O 
n 
Nn(ifa) = ~ I{x,=心, =a}·(11)
t=O 
ただしわは集合 D の指示関数である. qり(a)を次の
ように定義する
砧(a):={悶:~'ifl;) , N叫 a)>0のとき，
0, その他
このとき qり=(qり(a))は未知の推移確率行列に対する
最尤推定址を表している.qO = (姑(a))E IQ)を任意に
選び qn= (姑(a))E IQ)を
帖(a)={帖(a), Nn(ila) > 0のとき，
砧(a), その他
によって定義する任意の TE(0, 1)に対して更新関数
(update function) {iin}孟 。に関する次のような反復ス
キーム(iterativescheme)を考える




iin+i ('i) E arg max{r(i, a)+ 
aEA(,) 
(1 - T)~ 姑+l(a)加 (j)}. (13) 
;EEn+I 
{bn}芯~o は bo = lである正の狭義単調減少数列であ
るとし¢:[O, l]→ [O, l]は




吋(ali)= P(△ n = alXo, △ o, .. ,Xn = i) 
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とおくとき，各反復での適応型政策句；は次のように改定
される： ai =似+1(i)(i ES)とするとき，
示い（叫i) = lー区¢(冠(ai), 
aヂa, (15) 
分；+i (a i) =¢(升;(ali) (a-/-aけ．
政策列 TIT = (祠，司［，．．．）は初期政策加を与え，





(i) bn一0(n→ ⑳ ),t硲=00. 
n=O 
(i)すべての、iE S,a EAに対して祠(ali)> o.
このとき次のような補題が絹られる．
補題 2.q E !QI*とする．仮定 1のもとで以下の (i)-(ii)
¢ が P炉 ・(-IXo= i, q)-a.s. で成り立つ：
b,+2 b正 l b, 














面での直線 y= X (xこ0)のグラフの下側に関数 ¢が
あって図1のように直線 y=x上に点 (bれ +1,¢(加））が
取れることと視覚的に確認できる．式(15)の学習アルゴリ
ズムは利得罰金(reward-penarty)タイプ[15]と呼ばれる
(cf. [16, 19, 24]). また，到達可能行列と正規到達可能行
列における以下の結果はKurano[15]における推移確率行
列が
IQJ+ := {q = (%(a)) E QI 




(i) ijn→ q (n→ =), 
(i) vn(i)一巧(i,q) (n→ =), 
(ii)可(A;(i]q)]Hn,Xn = i)一1(n→ =), 
ただし r1;(i]q)は式(6)の右辺のmaximizerの集合である．
賃『 ：＝ ｛が叫μEP(S),q E守｝とおく．摂動推移
確率行列の族冗rについて次の定理が得られる：
定理 3.仮定 1のもとで分T は賃l*関して適応型最適
政策である
ここでは詳しく取り上げないが， Tn→ 0 (n-+<XJ)と




定理 4. 仮定 1のもとで，政策列｛分T吋予□(Tn --t 





分集合列 h(E)(k = 1, 2, ...)を再帰的に定義する：
ふ(E)={iEE] L 知 (a)>0 
JEE(q)-E 
for some a E A(i)} 
k-1 
Jk(E) = {i EE-LJ Jz(E)I 
l=l 
こ知(a)> 0 for some a E A(i)} (k~2) 
JEJk_,(E) 
また，
K(E(q)) = {(i,a,j)IP,j(a) > 0, 
i,j E E(q),a E A(i)} 
と定義し，この K(E(q))に関する推移確率行列 qの成
分の最小値を 8とおく ，すなわち，




補題 3.任意の qE IQ)*(io) (io ES) と E~E(q) を選
ぶとき，ある自然数 l(E)(1~l(E)~N) で
h(E)-:/-(/J (k = 1, 2, .. , l(E), J1(E)+1 (E) = (/J
を満たすものが存在する．
補題 4. q E IQ)*(io) (io E S)とする政策升 ＝
（元。，和，．．．）と正の実数の単調減少列 {c:n}':=oは，各
n ; 0について品(alhn); en (a E A(xn), hn = 
(xo,ao心 1,.. ,xn) E Hn)とする．このとき任意の状
態部分集合 E旦E(q)に対して
P;;-(Xn+l E E(q) -E for some l (l ~ l~N) I 
Xn EE);::; (Ocn+N)N 
が成り立つ．
状態 ioES'について qE IQ>* (io)を一つ選んだとき，
停止時刻列 {an}とそれによって定められる部分集合列
{Ecr,} C 恥）を次のように定義する
Eo := {io}, Ti。:= E(q) -Eo, 
a1 := min{りXtE Ti。,t > O}, 
Ecr, = E。U{X叫 ，T",:= E(q) -Ecr,, 
とおき以下再帰的に n= 2,3, ... , について
四 ：= min{tlXt E Tcr., ー1,t > l7n-1}, 
Ecr, = E"n-1 LJ {Xグ，ふTa,,=E(q) -E咋
と定義するただし min0= ooである
E c E(q)に対して
元(E)= min{n ~ l[Ecr,, = E(q)} 
(17) 





q E 1()1* (io)に対しては
M(q) = (贔噂）
と表されるここで E(q)の要素数を n(E(q))と表した
とき Eはn(E(q))次正方小行列で， Tはn(S-E(q))x 
n(E(q))小行列，E とR成分はすべて1であって M(q)






補題 5.推移確率行列 qをqE IQl*(io) (io ES)とする
升は補題 4の仮定を I:~。 c:{" = 00 となる {et}芦。 に
ついて満たしているとするこのとき任意の E~E(q)
に対して次が成り立つ：
(i) p』n(E)< oolXo = io, q) = 1. 
( ii ) 任意の k~ 元(E)に対して
P刊吹く oolXo= io, q) = 1 
上記の補題5により ，qE IQl* (io)に関して初期状態 io
から出発したき，第元({io})期以降には ioを含む到達可
能類 E(q)を見つけることができ，次の定理を得る
定理 5. 仮定 1のもとで，政策列｛升Tn}ぞ;,I(Tn→ 
0 as n→ oo)は IQl*(io)に関するほとんど最適な適応型
政策列である．
3.3ニューロ ・ダイナミックプログラミング








如(i)三 0,加+1(i)= (1-加 (i))加 (i)+
うn(i)(Hvn(i)+ Wn(i) +un(i)), (n~ 0) (18) 
と与えるただし，祁(i)は時刻 nでのステップサイズを
表し，前もって与えられる bn(i)}によって




補題 6.(cf.Proposition 4.5 in [5])以下の条件 (i)-
(v)が成り立つと仮定する
(i)各 iESに対して E[Wn(i)I瓦 ]=0
(i)ある A,B>0が存在して
E[W,,(i)2 I Fn] ~ A+Bllv叫 1 2 (n~0, i E S) 
が成り立つ．
(i) H は一意の不動点 v*E B(S)を持つ縮小写像
である
(iv ) 面(i)~ 0 , I:':'=o和 (i)= oo, I:':'=o祁 (i)2< 
oo (n~0, i E S). 
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{Xe(€~n), We(€~n -1), Ue(£ ~n -1)}によって
生成される最小の(J-集合体を表す
補題 7.政策 1r= (no, 1r1, , ・ ・)E ITは状態 i,jESと
推移確率行列 qE 1Ql8について
四 (A*(Jlq)IX。， △0, "', △ n-1,Xn =j) 
→ 1 (n→ oo) with P孔IX。=i, q)-prob. 1 
であるとき T は 1Ql5に関して適応型最適政策である
q E 1Ql8に関する学習アルゴリズムを構成するために，
更新関数 如と適応型政策 元n を以下のように定める：
o。三 0ぷ +1(i)= (1 -和 (i))加 (i)+
ぅ'n(i)(r(i,△叫 十加 (Xn+1)-0L 如(£))
€E S 
(n ~ 0) (19) 
而(ali)> 0 (a E A,i ES), 
和口(ali)= {ぷ(~1 ' a#an+1(i)のとき，
1-cn(i), a= Un+1(i)のとき
(n ~ O) (20) 
ただし， lln+i(i)は式(19)によって求められた更新関数
Vn+lに関する次式のmaximizerのひとつ








(i) Jim←o臼 (i)= o. ~~。 ct(i) = oo, 
(i)すべての iE S に対して'Yt(i)~ 0 ,
~~。 "ft(i) = oo, ~ 畠叫予<00 
補題 8.仮定 2の(i)の条件を満たし，qE 1Ql0 (5 > O)で
あるとするこのとき
(i) j E S,a EAに対して lint-oo凡 (j!a)= oo 
with P示(IXo= i, q)-prob. 1, 
(i) i、jES, a EAに対して qし(a)一q,1(a) (l→ 
oo) with P;;-(-!Xo = i, q)-prob. 1 
定理 6.仮定 2の条件(i),(i)を満たし， qE IQJ5 (o > 0) 
であるとするこのとき，祝(i)→ h(q)(i) (t→ oo) 













Step 1. n = 0とせよ. T (0 < T < 1)を一つ選び固
定せよ. io(i) = 0 (i E S) とせよ．元。€
P(AIS)を和(aJi)> 0 (a E A, i E S)と
なるように任意に決めよ. qぢ(a)を任意に
選べ
Step 2. 現在の状態 Xn=iに応じて決定 aiE A(i) 









Step 3. 各状態 iESについて i'in+l(i)を





Step 4. i, = i'n+i(i) (i E S)と表す時，次の期の
政策示；；+i(i) (i ES)を
示；+1(aJi) =の(n;;(aJi))(a -I佑）








Step l. n = 0とせよ.T (Q < T < 1)を一つ選び固
定せよ.Eo = {io}, T,。= S-E。,io(i) = 
0 (i E Eo), X。=io とせよ． 各決定
a E A(io)に対して咤(alXo)> 0とな
るように任意に決めよ
Step 2. 決定△n+l = an+l E A(Xn)を政策




En+l = En, 
Xn+l E互のとき，
Xn E Enのとき





とせよ．ただし，qO= (qJ : j E En+1)は
En+l上の qO> 0 (i E En+l)であるよう
J 
な任意の確率分布である
Step 3. 各状態 iE En+lについて in+l(i)を
iin+i (i) E arg max{r(i, a)+ 
aEA(i) 
(1-r) I: 鵜(a)如 (j)}
JE恥 +1
を満たすように選べ．
Step 4. i, = iin+1(i) と表す時，示；+1 (ali) = 
Prob.(△ n+I = 叫Hn,△ n,Xn+l 
i) (a E A(i) を以下のように更新せよ：
ir;+1(ali) =¢(元； (aji)) (a=/-ii) 








Step 1. n = 0, v。三 0とし和 E P(AIS)を
升o(ali)> 0 (a E A,i E S)となる よう
に任意に一つ決めよ
Step 2. △ n = Unを政策品に従って一つ選べ．




Vn+i(i) = (1一面(i))加 (i)+





紐） = { 1n(i), Xn = iのとき，
0, その他
とする
Step 3. 各状態 iESに対して
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