Guest Editorial: Optical Networks Supporting Interoperability and White Boxes A S GUEST editors we are pleased to present this Special Issue of the JOURNAL OF LIGHTWAVE TECHNOLOGY devoted to optical networks supporting inter-operability and white boxes. The goal is to introduce the key challenges, trends, and innovations.
In the recent years, network operators and service providers have shown their interest in pushing vendors to disaggregate networks and to guarantee multi-vendor interoperability. The disaggregation of software from hardware is a specific example. Aspects such as the clean separation of control, forwarding and management planes gain tremendous importance, as well as the deployment of data plane hardware to enable multi-vendor interoperability. This way, systems of different vendors can be used while optimizing performance and reducing capital expenditure without the need of being tied to single-vendor equipment. This approach also allows adopting the latest and best-of-breed technologies for the network deployment. This has brought to the concept of "white box", which separates the software from the hardware and can be composed of devices from different vendors, possibly controlled and managed by open-source software. An open issue is the reliability of the white box which might affect the cost of maintenance and operation of the equipment. Other key issues might be inter-operability among components and among white boxes, the definition of interfaces between components (hardware and software), and new rising tasks in charge of network operators. Multi-vendor interoperability and white-boxes are very important aspects for the realization of a disaggregated network.
The white box movement started mostly in the data center network environment, e.g., assembling the top of the rack switch or the intra-data center transmission systems, and this movement is continuing to enter the wide area networks. White boxes might replace traditional single-vendor telecom hardware in several operator's networks, however, some operators believe that open platforms still lack of maturity in standardization. From the experience in data centers, white boxes require advances at the data, control and management plane, component interoperability and white boxes interoperability. Requirements of interoperability pose new challenges in the research to define transmission performance estimation tools suitable for such scenarios as well as performance monitoring systems (e.g., introducing telemetry) guaranteeing the proper operation and maintenance Digital Object Identifier 10.1109 /JLT.2018 of services. Then, to support control and management of white boxes, standardized data models are required. This way, common Application Programming Interfaces (APIs) can be adopted for controlling/managing (e.g., through NETCONF protocol) these multi-vendor optical systems. YANG is a widely agreed way among operators and service providers to support interfaces with the control and the management system. White box architecture, data modeling, performance modeling, SDN control, and performance monitoring are timely topics as demonstrated by the active effort of several consortiums and groups including network operators, service providers, and vendors: e.g., Open-ROADM, Telecom Infra Project (TIP), OpenConfig, and Internet Engineering Task Force. For these reasons, disaggregation of networks may significantly impact the deployments for the next decades in the market of metro and core networks.
For this Special Issue we received many manuscripts from the open call and we invited 3 distinguished groups selected to represent the view of network operators and vendors as the leading edge technologies of the field. From all the submitted manuscripts including the invited ones, we selected, with the assistance of an international team of expert reviewers, a total of 8 articles for publication in this Special Issue. Our objective for paper selection is to represent faithfully the breadth and depth of the topic accounting for the trends driven by the main international projects, consortiums, and research working towards deployable "open disaggregated systems", ensuring only the highest quality results.
Papers in this Special Issue represent a broad mix of network architectures, transmission modeling and performance monitoring, control plane and data modeling, demos and implementations. Thus, the contributed papers cover a wide variety of topics.
The paper "An Operator's View on Introduction of White Boxes in Optical Networks" by E. Riccardi et al. presents the view of some European network operators on disaggregated networks. Several models of disaggregation are reviewed: i) fully aggregated: the whole network is provided by a single vendor; ii) partially disaggregated: the optical line system is provided by a vendor while transponders by multiple vendors; iii) multi-vendor optical network: network elements are provided by multiple vendors; iv) multi-vendor optical subsystems: the sub-modules of network elements are provided by multiple suppliers. The paper states how the role of operator changes in a disaggregated scenario. Indeed, while hardware 0733-8724 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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costs can decrease due to the removal of vendor lock-in, new challenges arise for operators, which will have to deal (maybe relying on third parties) with system integration issues, with the implementation of software for control, and with operation, administration, and maintenance procedures. Cost savings for network operators will strongly depend on the costs for system integration and software development. M. Filer et al., in "Multi-Vendor Experimental Validation of an Open Source QoT Estimator for Optical Networks", present an activity carried on in the Physical Simulation Environment (PSE) Group of the Telecom Infra Project. The objective of such activity is to deliver an open-source and vendor-agnostic tool for transmission performance estimation. The proposed tool is based on the Gaussian Noise (GN) model and has been tested in laboratory with commercial transceivers from eight different vendors along propagation distances of up to 1945 km. The experiments have shown an excellent agreement (with an accuracy of ±0.75 dB) between the (conservative) predictions performed by the tool and the lab measurements. Besides such accuracy, the tool is able to provide computations in the order of milliseconds, thus also meeting requirements of speed in performing estimations.
M. Shiraiwa et al., in "Experimental Demonstration of Disaggregated Emergency Optical System for Quick Disaster Recovery", investigate disaggregation for recovery after disasters. Indeed, disaggregation can be exploited to replace devices damaged by a disaster providing the required functions (e.g., amplification, switching). The paper investigates both data and control plane damages, thus not only lack of resources in the data plane is considered but also the loss of control functionalities. In particular, control plane recovery is a fundamental task to provide hardware control, as well as to enable the collection of information about network damages. Demonstration involves an emergency control unit reconnected through a 4G wireless link.
L. Velasco et al., in "Building Autonomic Optical Whiteboxbased Networks", present an experimental demonstration of disaggregated network. YANG enables control by modelling i) the configuration of devices; ii) monitoring of physical parameters and operational data; iii) local control loops for basic parameter reconfiguration/re-tuning; iv) notifications (implementing alerts). The experimental demonstration, carried out connecting three different labs in Spain and Italy, includes service provisioning and recovery upon soft failure (i.e., a physical degradation implying a worsening of the transmission performance), such as a misconfiguration problem in the traversed filters. A machine-learning algorithm analyzes monitored data and triggers retuning if needed, thus maintaining the service.
In "YANG/NETCONF Whitebox ROADM: Evolving Open DWDM Towards SDN Applications", J. Kundrát et al. present a demonstration of disaggregation supporting optical path protection automated through an SDN controller. YANG data modeling is adopted for expressing a list of channels, the configuration of a switching matrix, and notifications related to channels. At the control plane, protection is implemented following a threestates finite state machine.
A. Kushwaha et al., in the paper "A 400 Gbps Carrier-Class SDN White-Box Design and Demonstration: The Bitstream Approach", present a control solution called bistream, which is based on source routing and on the abstraction of each physical node into a node forwarding graph. An experimental demonstration including a 400Gb/s white box is presented using two FPGAs. Low latency, in the order of ten microseconds, for packet processing and forwarding is demonstrated traversing up to 5 hops.
Transmission performance modeling in multivendor networks is investigated in this Special Issue also in "On the Interplay of Nonlinear Interference Generation with Stimulated Raman Scattering for QoT Estimation" by M. Cantono et al. In this paper, the considered modeling is an extension of the GN model (generalized GN model-GNN) to account for stimulated Raman scattering and, in general, for spatial and frequency distribution of gain/loss on the generation of non-linear impairment propagation. Such model can be particularly relevant when applied to wide-band (C+L) systems, now investigated to provide more network capacity in order to accommodate the growth of traffic demands. The GNN model is validated in lab with an accuracy of ±0.5 dB.
Finally, F. Paolucci et al., in "Network Telemetry Streaming Services in SDN-Based Disaggregated Optical Networks," present a telemetry streaming service exploiting the gRPC protocol. Telemetry was modeled relying on standard YANGdefined models and on enhanced gRPC-based model. The service was validated over two different soft failures scenarios affecting optical amplifiers, successfully correlating fast and spurious power/OSNR variations and providing failure detection and localization (that would be not detectable with traditional 15-minute monitoring systems). Performance were assessed showing i) a negligible impact on controller CPU utilization; ii) improved data encoding with respect to XML-based NETCONF; ii) scalable telemetry traffic; thus enabling a high number of parallel telemetry streams with limited impact on control plane load.
In preparing this Special Issue we have benefited greatly from the advice of many distinguished researchers in the field of optical networks. We would also like to thank Peter J. Winzer, Editor in Chief of the JOURNAL OF LIGHTWAVE TECHNOLOGY, for offering us the opportunity to publish this Special Issue and Douglas Hargis, publication administrator, for his great efficiency and helpfulness. We are also very grateful to the community of reviewers for their excellent contributions and their willingness to provide detailed technical feedback within a tight time schedule, which made our work much easier. Finally, we would like to thank all the authors for their support of the Special Issue, for the submission of papers of outstanding archival quality and for their co-operation in meeting deadlines so as to meet the scheduled publication date.
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