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SUMMARY
The electrical design of microelectronic devices and their packaging is complicated
because of non-ideal attributes of the actual circuit realization. Electromagnetic model-
ing offers the possibility of accurately predicting the electrical performance of devices and
reducing the cost associated with the design process. The proposed research concerns ex-
tensions of electromagnetic modeling techniques and their application to microelectronic
package design. The method of moments (MoM) is utilized as a technique in modeling
and analyzing these designs. Recently, an alternate approach called the locally corrected
Nyström method (LCN) has been applied to solve integral equations in electromagnetics.
Recent research suggests that the LCN is well-suited for higher-order implementations and
does not require cell-to-cell current continuity in the underlying representation. Thus it may
offer advantages over the MoM, especially for problems involving complex 3-D structures.
If cell-to-cell continuity is not required, nonconforming meshes may offer simpler geomet-
rical modeling. In this proposal, we consider applying the above techniques to problems
in package designs, which often involve multilayer structures, solid or perforated ground
planes, embedded passive devices such as capacitors and spiral inductors, and interconnects




The electrical design of microelectronic devices and their packaging is complicated because
of non-ideal attributes of the actual circuit realization. Electromagnetic modeling offers
the possibility of accurately predicting the electrical performance of devices and reducing
the cost associated with the design process. The proposed research concerns extensions
of electromagnetic modeling techniques and their application to microelectronic package
design.
Microstrip structures are used in microwave and millimeter wave integrated circuits
(MMICs) and microelectronic packages. Different methods have been employed to analyze
these structures, such as the quasi-static methods [47, 9, 48], equivalent waveguide models
[25, 35] and segmentation approaches [12, 20]. These techniques are numerically efficient,
but the results are not adequately accurate.
Advances in high speed digital computers have led to the development of more sophisti-
cated numerical methods to solve large electromagnetic problems of practical interest which,
by classical techniques, would be virtually impossible. The basic techniques that are used
in electromagnetic problems are mainly the method of moments (MoM) [23, 22], finite el-
ement methods (FEM) [27] and the finite difference time domain (FDTD) methods [32],
all of which transform integral, differential or integro-differential equations into algebraic
equations.
The method of moments is very popular for the solution of open field problems, par-
ticularly for printed geometries in planar stratified media. It is presently recognized as
the most powerful approach for the analysis of printed antenna configurations and for the
characterization of radiation and coupling phenomena in printed circuit discontinuities. A
large number of applications of the MoM can be found in the literature. Rautio and Har-
rington proposed an electromagnetic analysis of arbitrary microstrip circuits contained in
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a rectangular conducting box [45]. The microstrip circuit metallization is subdivided into
small rectangular subsections. An explicit surface current distribution exists in each sub-
section. The fields due to current in an individual subsection are represented by a sum of
homogeneous rectangular waveguide modes. Mosig applied the Mixed Potential Integral
Equation (MPIE) to analyze microstrip structures [40]. The scalar and vector potential
Green’s functions are calculated by using stratified media theory and are expressed as Som-
merfeld integrals. Naishadham and Nuteson describe an efficient implementation, based on
reducing the computation time by utilizing symmetries in Green’s functions and the prob-
lem formulation, to analyze microstrip structures [41]. Efficiency is enhanced by utilizing
near-field and far-field approximations of the Green’s functions. For moderate distances
between source and observation points, Sommerfeld-type integrals can be used to calculate
the Green’s functions, but the computation of the functions is expensive. To avoid this
problem, the closed-form microstrip Green’s functions developed by Chow et al. [14] can
be used, where the integrals are approximated as a summation of contributions from the
quasidynamic images (for the near-field approximation), the surface-wave poles (for the
far-field approximation), and complex images (calculated using Prony’s method in terms
of complex exponentials). Park et al. [43] introduced an efficient technique to analyze mi-
crostrip structures with a substrate and a superstrate using closed-form spatial domain
Green’s functions which are calculated using the Generalized Pencil of Function (GPOF)
method [46]. Eleftheriades and Mosig presented the characterization of multiport planar
microwave circuits with MoM using two different excitation models, the delta-gap voltage
and the impressed-current models [16].
The main advantages of MoM are its accuracy, versatility and the ability to compute
near-zone and far-zone parameters. The basic idea of the MoM is to reduce an integral
equation to a matrix equation, and to solve the matrix equation by a known technique.
The Nyström method for the solution of integral equations was first proposed in 1930
[42]. The essence of the approach is replacing the integral operator with a suitable quadra-
ture rule. The integral equation is enforced at nodes (sample points) of the rule, and leads
to a linear system of equations for the samples of the unknown function at the node points.
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The drawback of the classical Nyström method is that it cannot be used directly for in-
tegral equations with singular kernels [7]. Only recently, the method has been extended
to treat the singular integral equations arising in electromagnetic radiation and scattering
problems [11, 33, 34]. The extended method is known as the locally-corrected Nyström
(LCN) method. In this method, by computing convolutions of the kernel with a suitable
set of basis functions, it is possible to determine how to adjust the quadrature rule so that
it is just as accurate near the singularity as far from it. The beauty of the method is
that these quadrature rule modifications are required only in the vicinity of the singularity,
hence the name local corrections. Reference [11] provides an in-depth discussion of the LCN
method for application of two-dimensional and three-dimensional electromagnetic scatter-
ing problems. It is emphasized in [11, 33, 34] that the Nyström method is well-suited for
higher-order implementation, since a higher-order result can be obtained by the relatively
simple expedient of upgrading the quadrature rule. Furthermore, obtaining higher-order
results with MoM is very expensive because of the integrations that must be performed to
high accuracy. Thus the LCN approach may offer a much more efficient alternative when
high accuracy is desired.
The LCN discretization does not typically impose cell-to-cell current continuity. For
problems involving complex 3-D structures, nonconforming meshes may offer simpler ge-
ometrical modeling. Therefore, a second potential advantage of the LCN approach is the
possibility of using simpler geometrical models than those required by the MoM procedure.
In addition, the LCN can easily provide a representation that varies in quadrature order
from cell to cell, offering enhanced accuracy in needed regions.
Possible advantages of the LCN method are :
• Simple and efficient mechanism for discretizing integral equations even if they have
singular kernels
• Nonconforming mesh models
• Application of adaptive methods for LCN using h-refinement (re-meshing model) or
p-refinement (changing order of basis)
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• Avoid complex MoM integrations for off-diagonal matrix entries
In this thesis, we consider applying the above techniques to problems in package designs,
which often involve multilayer structures, solid or perforated ground planes, embedded
passive devices such as capacitors and spiral inductors, and interconnects in horizontal or
vertical directions. Several examples will be used to illustrate the modeling.
The organization of this thesis is as follows: In Chapter 2, a method to obtain Green’s
functions in the spectral and spatial domains is presented. Green’s functions incorporate
planar layered media within the integral equations. These equations are also explained in
Chapter 2 and they will be used in MoM and LCN formulations in subsequent chapters.
The GPOF method is used to evaluate Green’s functions to avoid the direct calculation of
Sommerfeld integrals. The details of the MoM formulations in the spatial domain are given
in Chapter 3, along with a variety of numerical examples. The LCN method is applied
to MPIE for layered media in Chapter 4. The basic LCN discretization is developed and
preliminary test cases are shown for validation. One of the original contribution of this
work is the use of LCN for the analysis of layered media structures. A major contribution is
presented in the need for mixed-order representations for proper electric charge modeling.
An additional contribution is the demonstration that the LCN approach can be used with
nonconforming cell models. In Chapter 5, the extension of the LCN approach to printed cir-
cuit applications is attempted. Unfortunately, difficulties arise when using the mixed-order
LCN approach of Chapter 4 with narrow microstrip lines. These difficulties are explored in
Chapter 5. Chapter 6 proposes a possible remedy to the aforementioned difficulties, in the
form of an alternative representation for narrow strips. Chapter 7 summarizes the research,
and several appendices provide ancillary aspects of the investigation.
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CHAPTER II
MPIE IN PLANARLY LAYERED MEDIA
The first step of the MoM and LCN formulations is to write an integral equation describing
the electromagnetic problem. Two of the most popular forms of the integral equations are
the electric field integral equation (EFIE) and the magnetic field integral equation (MFIE).
The EFIE enforces the boundary condition on the tangential components of the electric
field, while the MFIE enforces the boundary condition on the tangential components of the
magnetic field. The EFIE can be applied to analyze thin structures such as strips, plates
or scatterers, but its implementation is more complicated than the MFIE because of the
differential operators occurring in the equation. On the other hand, the MFIE cannot be
applied to analyze infinitesimally thin structures. In this thesis, the mixed potential integral
equation (MPIE) for printed geometries is used as a special case of the EFIE. These integral
equations require related Green’s functions, either of the vector and scalar potentials (for
a MPIE formulation) or of the electric fields (for a traditional EFIE formulation). The
Green’s function of a wave equation is the solution of the wave equation for a point source.
When the solution to the wave equation due to a point source is known, the solution due
to a general source can be obtained by the principle of linear superposition [13]. This is
a result of the linearity of the wave equation, and the fact that a general source is just a
linear superposition of point sources.
2.1 Green’s Functions
Green’s functions play an important role in integral equations for electromagnetic problems.
For planar multilayer geometries, they reduce the dimension of the problem by incorporating
the layer information, such as the dielectric constants, thicknesses and the number of layers,
through satisfying the boundary conditions at the interfaces between the layers. Therefore,
the efficient calculation of Green’s functions is quite important for the characterization of
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such geometries.
Green’s functions of the vector and scalar potentials in the spectral and spatial domains
are obtained for horizontal and vertical electric dipole sources placed in multilayer planar
media, where the layers are assumed to extend to infinity in transverse directions. The
spatial-domain Green’s functions are obtained from the spectral-domain Green’s functions
via the Hankel transformation, in which the spectral-domain Green’s functions are known
in closed forms for layered media [13, 15]. This transformation, also known as a Sommer-
feld integral, contains an oscillatory integrand over an infinite domain whose evaluation is
computationally very expensive [29].
To obtain the spatial-domain Green’s functions analytically, Green’s functions in the
spectral domain are approximated in terms of complex exponentials, whose Hankel trans-
forms can be analytically obtained via the Sommerfeld identity [14]. One way to perform
this approximation is to use Prony’s method, in which the number of samples required must
be twice the number of complex exponentials [37]. It is obvious that this leads to difficulty
in sampling rapid variations of the spectral-domain Green’s functions, unless a large num-
ber of exponentials is used. Although a technique known as the least-square Prony method
improves the ability to account for the rapid changes with a moderate number of exponen-
tials [2], it still requires several trial and error iterations because of its noise sensitivity,
which makes the technique inefficient and less robust. Another exponential approximation
technique is the generalized pencil of function (GPOF) method [24], which is more robust
and less noise sensitive when compared to the original and least-square Prony methods,
and also provides a good measure for choosing the number of exponentials required in the
approximation. The GPOF method is summarized in Appendix A. However, the GPOF
procedure still requires a study of the spectral-domain behavior of the Green’s function in
advance, in order to decide on the approximation parameters such as the number of sam-
pling points and the maximum value of the sampling range. In addition, one would need
to take thousands of samples in order to be able to approximate a slowly converging func-
tion with rapid changes, because both the Prony and the GPOF methods require uniform
sampling of the function.
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Recently, a new approach based on a two-level approximation has been proposed to
overcome the previously mentioned difficulties, and it has been demonstrated that the new
approach is very robust and computationally much more efficient than the original one
and its variants [1]. The two-level approach divides the range of approximation into two
parts, the first one covering the region where the function to be approximated has rapid
transitions, the second covering the region where the function is smooth. Therefore, it is
no longer necessary to take thousands of samples to account for a rapid transition that
occurs in a small part of the entire range, resulting in a significant reduction in the number
of data points to be processed, which, in turn, translates into a substantial saving in the
computation time.
The two-level approach can be extended to a three-level approach, which divides the
range of approximation into three parts. Because the spectral-domain Green’s functions
might have fast variations locally, and the GPOF method requires uniform sampling along
the range of approximation, the use of the multi-level approach prevents taking thousands
of samples. On the other hand, using the three-level approach is not necessary for smooth
functions where the two-level or one-level approach is sufficient.
Consider the planar multilayered medium shown in Figure 2.1 where it is assumed
that the layers extend to infinity in the transverse directions. The source (a horizontal
electric dipole (HED) or vertical electric dipole (VED)), is embedded in region i and the
observation point can be located in an arbitrary layer. Each layer can have different electric
and magnetic properties (εri , µri) and thickness (di). Perfect electric conducting planes and
half-spaces are also regarded as layers in this formulation. The spectral-domain expressions
for the Green’s functions are presented in Appendix B.
The exponential approximation process used to construct spatial-domain Green’s func-
tions begins by sampling the spectral-domain Green’s function to be approximated. The









































Figure 1: Sources embedded in a multilayer medium.
Since the principal goal of this section is to introduce a robust and efficient technique
to obtain the spatial-domain Green’s functions in closed-form for planar layered media, it








0 (kρρ) G̃ (kρ) (2)
where G and G̃ are the Green’s functions in the spatial and spectral domains, respectively,
H
(2)
0 is the Hankel function of the second kind, and SIP is the Sommerfeld integration path
defined in Figures 2.2 and 2.3 for two-level and three-level approximations, respectively.














the exponential approximation of the spectral domain Green’s functions can be transformed






















ρ2 − α2n1 , rn2 =
√
ρ2 − α2n2 , rn3 =
√
ρ2 − α2n3 , ρ =
√
x2 + y2, and the an’s
and αn’s are complex numbers. Using the GPOF method and the closed-form spectral-
domains Green’s functions, the Sommerfeld integrals are evaluated analytically.
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Figure 2: Definition of the Sommerfeld integration path, and the paths Cap1 and Cap2
used in two-level approximations.
In the two-level approach, a path formed by the paths Cap1 and Cap2 is employed, as
depicted in Figure 2.2, and the paths Cap1 and Cap2 are defined by the following parametric
equations:
For Cap2 : kzi = −jki [T01 + t] 0 ≤ t ≤ T02 (5)







0 ≤ t ≤ T01 (6)
where t is the parametric variable sampled uniformly in the corresponding ranges, T01 and
T02. T01 must be large enough to capture the asymptotic behavior of the Green’s function.
The remaining function is easily captured in the second part of the approximation by using
a small number of sampling points. In the three-level approach, a similar path is formed
by the paths Cap1, Cap2 and Cap3 which are defined by the following parametric equations:
For Cap3 : kzi = −jki [T01 + T02 + t] 0 ≤ t ≤ T03 (7)
For Cap2 : kzi = −jki [T01 + t] 0 ≤ t ≤ T02 (8)







0 ≤ t ≤ T01 (9)
The spectral-domain Green’s functions are first derived in the source layer, then by using
an iterative algorithm applied to each transverse electric (TE) and transverse magnetic
9
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Figure 3: Definition of the Sommerfeld integration path, and the paths Cap1, Cap2 and
Cap3 used in three-level approximations.
(TM) component they are obtained in the observation layer. Then, the spectral-domain
Green’s functions are approximated in terms of complex exponentials via the GPOF method
after the direct terms have been extracted.
All of the Green’s functions, presented herein, are for vector and scalar potentials that
are not defined uniquely in stratified media [15]. In other words, different sets of Green’s
functions for the vector and scalar potentials can be chosen to satisfy the same boundary
conditions [38, 39]. The following notation for the Green’s function is commonly used and
referred to as the traditional form for the vector potentials:
⇀↽
GA= (x̂x̂ + ŷŷ)Gxx + ẑx̂Gzx + ẑŷGzy + ẑẑGzz (10)
The notation Gqex and G
qe
z are used for the scalar potentials.
2.2 Formulation of the Mixed Potential Integral Equation
in 3-D
Consider a planar conducting structure in a multilayer environment. The tangential com-
ponents of the scattered electric field on the plane of the patch and on the vertical strips can
be written in terms of the surface current density, J, and the associated Green’s functions
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of the vector and scalar potentials as follows:





(Gqe ∗ ∇ · J) (11)





(Gqe ∗ ∇ · J) (12)





(Gqe ∗ ∇ · J) (13)
where ∗ denotes convolution and GAxx = GAyy. The fields Esx, Esy and Esz represent the
scattered electric field components along the x-, y- and z-directions, respectively. The term
GAij represents the i-directed vector potential at r due to a j-directed electric dipole of
unit strength located at r′, while Gqe represents the scalar potential by a unit point charge
associated with an electric dipole. Since the traditional form of the Green’s functions are
employed in the formulation, the Green’s function of the scalar potential is not unique for
horizontal and vertical electric dipoles as stated previously. The term involving the Green’s
function of the scalar potential can be explicitly written as














and Gqez denote the Green’s functions of the scalar potential for a hori-
zontal and vertical electric dipole, respectively.
The total electric field in region i is the summation of the scattered electric fields and
the incident electric field






Boundary conditions for the tangential electric fields are applied on the conductors as
(Et)tan = 0 (16)






z)tan = −(Ei)tan (17)
This equation can be solved in principle to determine the currents and electromagnetic fields




The Hankel transforms of the spectral-domain Green’s functions are oscillatory and slowly
convergent in nature. Therefore, the use of the spatial-domain MoM was not popular
until the recent introduction of an efficient algorithm to approximate the spatial-domain
Green’s functions in closed form [14, 3]. This closed-form approximation of the spatial-
domain Green’s functions not only improves the calculation of the Green’s functions, but
also results in an analytical evaluation of the MoM matrix entries [6]. Therefore, the
computational efficiency of the spatial-domain MoM in the solution of the MPIE has been
improved without sacrificing the accuracy in the results. In this chapter, the solution of the
MPIE using the MoM procedure is explained, based on the formulations of the references
[6, 5, 30, 28]. In Section 3.1, the MoM procedure is described in detail. The application
of the MoM to printed geometries in the spatial domain is presented in Section 3.2. The
analytical calculation of the integrals is illustrated in Section 3.3, while the calculation of
S-parameters using de-embedding is explained in Section 3.4.
3.1 MoM
The method of moments is a procedure for converting a continuous equation into a discrete
matrix equation. Although the MoM in this thesis is applied for the solution of a specific
integral equation, the general framework of the MoM is presented here for the sake of
completeness. For this purpose, the following operator equation is considered:
L(f) = g (18)
where g represents a known source, and L denotes a linear operator operating on an unknown
function f , that has to be determined. The first step in the application of the MoM for the
solution of Eq. (18) is to expand the unknown function by a set of known basis functions
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where fn represents the basis function spanning the domain of the operator L, and αn is
the corresponding unknown coefficient. Using the representation of f in Eq. (19) and the
linearity property of L, the following equation is obtained :
∑
n
αnL(fn) = g (20)
The second step in MoM is to introduce a set of weighting functions, or testing functions,
w1, w2, w3, ... in the range space of L, and to take their inner products with both sides of
Eq. (20), resulting in
< w1, g > =
∑
n
αn < w1, L(fn) >
< w2, g > =
∑
n
αn < w2, L(fn) > (21)
...
These equations can be written in matrix form as





< w1, g >







< w1, L(f1) > < w1, L(f2) > . . .
< w2, L(f1) > < w2, L(f2) > . . .













If the matrix [l] is nonsingular, then the solution for f is obtained from Eq. (19) using
[αn] = [lmn]−1[gm] (24)
If the matrix [l] is of infinite order, then its inversion can not be performed unless [l] is
diagonal. If the sets fn and wn are finite, the matrix is of finite order, and can be inverted
by standard procedures.
The solution depends on the set of basis functions, which must be linearly independent
and should be chosen such that some linear combination with the form of Eq. (19) can
approximate f reasonably well. The solution also depends on the set of testing functions
w1, w2, . . ., which should be linearly independent and should best represent the properties
of g. Some additional factors which affect the choice of fn and wn are (1) the accuracy of
solution desired, (2) the ease of evaluation of the matrix elements, (3) the size of the matrix
that can be inverted, and (4) the realization of a well-conditioned matrix [l] [23].
The name “method of moments” derives from the original terminology that
∫
xnf(x) dx
is the nth moment of f . When xn is replaced by an arbitrary wn, we continue to call the
integral a moment of f . The method is also known as “method of weighted residuals,” a
name that derives from the following interpretation. If Eq. (20) represents an approximate




αnL(fn) = r (25)
which is called the residual r. The inner products < wn, r > are called the weighted
residuals. Eq. (21) is obtained simply by setting all weighted residuals to zero.
3.2 Formulation of the Spatial Domain MoM
The method of moments converts an integral equation to a matrix equation through the
expansion of the unknown function in terms of known basis functions and the enforcement
of the equation using the testing functions. Therefore, one needs to choose the basis and
testing functions judiciously to minimize the error in average sense. In the study, the
basis and testing functions are chosen from the same set of functions, a process known as
Galerkin’s method.
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y (x, y) (27)





z(x, y, z) (28)









I lz, defined at m-th and n-th position on the subdivided horizontal conductor and at l-th
position on the subdivided vertical conductor. In this thesis, rooftop functions are chosen
as the basis functions to represent x-, y-, and z-components of the current density as shown
in Figure 4.
half roof−top basis function (input)
roof−top basis function in y−direction




Figure 4: Rooftop basis functions in x- and y-dimensions
After substituting Eqs. (26)-(28) into Eq. (17) and applying the testing procedure of the






z , the following equation
is obtained
〈








T (x, y, z) , Ei
〉
(29)

























where the Zs denote the mutual impedances between the testing and basis functions, and
the V s represent the excitation voltages due to the current source(s). The matrix entries
















































































































































































where < , > and ∗ denote inner product and convolution operators, respectively, defined as
follows:
〈f(x, y), g(x, y)〉 =
∫∫
dx dy f(x, y) · g(x, y) (40)
f(x, y) ∗ g(x, y) =
∫∫
dx′ dy′ f(x− x′, y − y′) · g(x′, y′) (41)
Using the closed-form Green’s functions with the MoM improves the computational
efficiency of the MoM for simple geometries which have only horizontal conductors. The
next step is to develop an accurate and efficient EM simulator to analyze general geometries.
The application of the MoM with the closed-form Green’s functions to a geometry with
vertical metallization is not as straightforward as the application of MoM to only horizontal
geometries [30].
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The z and z′ parameters in the equations of the spectral-domain Green’s functions have
to be constant when sampling the functions over the range of approximation to obtain the
exponential approximation of the functions. Therefore, obtaining spatial-domain Green’s
functions for horizontal conductors is not a problem. On the other hand, the inner product
integrals in Eqs. (35)-(39) have integrations over z and/or z′ for vertical conductors. Vertical
conductors typically represent vias between layers of metallizations and are of interest.
In order to obtain spatial-domain Green’s functions for vertical conductors, the spectral-
domain Green’s functions can be written explicitly in terms of the amplitudes of the up-
and down-going waves in the functions (see Appendix B). The exponential functions of z














































after substituting the amplitudes of the up- and down-going waves. Integrals over z and
z′ are performed analytically in the spectral domain, prior to applying the exponential
approximation process using the GPOF method. The remaining step is to calculate the
spatial-domain equation using the Sommerfeld identity in Eq. (3) via the spectral-domain
equation.















dx′ dy′GAzx(x− x′, y − y′, z, z′)Bmx (x′, y′) (43)
where z′ is constant. When the spatial-domain Green’s function is replaced by the spectral-
domain Green’s function using Eq. (2), and using the separability of the testing function,
T l
′










































































The next step is to apply the exponential approximation to the argument of the GPOF{·}

















































































where ΩB is the boundary of the domain of the basis function. After substituting x−x′ = u






























Bmx (x− u, y − v) (49)
where x = xi, the x-coordinate of the vertical metallization. The first term in Eq. (49) is
zero for the rooftop basis functions. On the other hand, the term must be evaluated for the
half-rooftop basis functions. The other inner products in Eqs. (35)-(39) can be evaluated
in similar fashion and are presented in Appendix C.
3.3 Analytical Calculation of the Integrations
A closed-form evaluation of the various integrals can be explained using the first inner
























x (x− u, y − v)
=
∫ ∫
dvdu GAxx(u, v) [T
m′
x ⊗Bmx ] (50)
where ⊗ is a correlation function integral used for the inner double integral (which can be










u2 + v2 − α2n =
√
u2 + v2 + c2n, and αn and cn are defined in the preceding
chapter. After the evaluation of the correlation integral, the outer double integral must be
evaluated to calculate the matrix entries. The analytical evaluation of the MoM matrix





ukvl for k = 0, . . . , 3, l = 0, 1 (52)
When k = l = 0 in Eq. (52), the exponential term can be approximated by a Taylor’s
series, and the resulting integrand is an analytically integrable function [22]. For nonzero
k and l, the integrals in Eq. (52) can be calculated analytically using the Taylor’s series
expansion of the exponential term and the integral identities in [6, 36]. The convergence of
the Taylor’s series expansion for each rn has to be examined for the same number of terms.
As a result, for different basis and testing function pairs, the expansion is performed around
different center points Rc. Error analysis shows that fifth order Taylor’s series is enough
to obtain analytic and numeric integrations in good agreement [5]. Using the fifth order
Taylor series expansion around Rc, e−jkirn can be approximated as
e−jkirn ≈ e−jkiRc(β0 + β1rn + β2r2n + β3r3n + β4r4n + β5r5n) (53)
where





















































































h2x + h2y (54)
where th corresponds to threshold, and hx and hy are cell sizes in x- and y-directions,



























































where the β’s are calculated with respect to each cn and Rc, and umid and vmid are the
middle points of the integration regions in the u− and v−dimensions, respectively.
Although the matrix-fill time has been significantly reduced with this approach, further
improvement can be still achieved; the Taylor’s series expansion in this formulation is ap-
plied for every exponential function in the closed-form Green’s function expression and the
analytic integration is performed for every exponential. This repetition can be avoided by








+ β1 + β2r + β3r2 + β4r3 + β5r4 (60)
where r =
√
u2 + v2 . As the polynomial is a function of r only, the analytical integrations
are performed only once. Since the polynomial approximation can not be applied for the
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matrix entries which contain singularities, it is used in the calculation of all the matrix
entries except for the self and adjacent terms.
3.4 Calculation of S-parameters
There are two commonly used excitation models, the delta-gap voltage source and the
impressed-current source. The delta-gap voltage model assumes ideal voltage sources excit-
ing each port of the circuit, and neglects the direct radiation from these ideal sources. The
impressed-current model assigns known excitation currents to each port, and uses the elec-
tromagnetic fields of these currents as the actual excitation. Note that the EM simulation
technique presented in this thesis uses impressed-current sources to characterize an N-port
circuit [16]. From the MoM matrix, the impedance or the admittance matrix associated
with the ports can be calculated directly. Additional processing is necessary to extract the
S-parameters associated with the ports.
In the impressed-current model, it is assumed that each port is defined by a single cell.
Half-subsectional currents are impressed at each port. Figure 5 depicts one of the ports of
the circuit illuminated by a current source of unity magnitude. The impressed current is
placed in the infinitesimal gap between the ground plane and the microstrip transmission
line [16].
Because there exists fringing, reactive and evanescent fields in the vicinity of the source
and load terminals, circuit parameters, such as input impedance and S-parameters, are
obtained by removing these higher order effects from the calculations, a process called de-
embedding [44]. The main idea is to extend the length of the feed-lines so that incident and
reflected waves can be extracted using ideal transmission line theory.
The formulation will be presented here for a two-port network. For a two-port, non-
reciprocal, nonsymmetric network, the following procedure is applied to calculate the S-
parameters [46, 28]. First, the port transmission lines must have a length of at least 1 to 2
wavelengths so that any near-field effects of the source can be easily separated from a well-
defined standing wave on each line. One of the ports is excited and the current densities










Figure 5: Impressed-current source model for port n
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where αi and βi correspond to the attenuation and propagation constants of the ith mode
of the current, respectively, and x is the distance along the port transmission line.
This approximation is equivalent to numerically separating the incident, reflected, evanes-
cent, and the higher order propagating waves at the reference plane. If the port transmission
lines are sufficiently long, evanescent and higher-order modes will be negligible. Then, the
current can be expressed by only two exponentials with complex coefficients corresponding
to the incident and reflected waves at the corresponding ports. (In the numerical experi-
ments carried out in this study, it was found that the αi’s are small compared to the βi’s,
and the propagation constants corresponding to the incident and reflected waves are identi-








where Iij is the current wave coefficient on the ith port transmission line when port j is



















Next, port 2 is excited and the current distribution on the entire structure is again



























By combining (62) and (65), for a general two-port network, a matrix relation, which is



































The S-parameters are calculated from the coefficients of these exponentials and transferred
to the desired reference planes [46]. These S-parameters are inherently normalized and
referenced to the characteristic impedances of the port transmission lines. Note that the
propagation constants on the transmission lines are also found as the by-product of this
method, which also enables us to extract the effective permittivity at each frequency of
operation.
However, in some cases, it might be numerically difficult to extract the propagation
constant and the unknown coefficients of the exponentials with sufficient precision from the
same current samples by direct application of the GPOF method. This situation occurs in
MIC structures where the electrical length of the port transmission line is very small. In
such cases, one can find the propagation constant from a sufficiently long test transmission
line, which has the same cross section as the original port transmission line, and then use
this propagation constant to fit the current on the original line with complex exponen-
tials through a linear least-squares algorithm [31]. Finally, the S-parameters obtained are
converted to the S-parameters with the reference impedance of 50 Ω.
The characteristic impedances of the port transmission lines are calculated by using the





















where f1 = 6 + (2π − 6)exp[−(30.666h/w)0.7528], h is the thickness of the substrate and w
is the width of the transmission line.
To calculate the S-parameters of a general N-port network with different characteristic
impedances Z0i at port i, the following pseudo code, which fills the matrices in Eq. (68), is
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given here for convenience [28]
A ← 0
n ← number of ports
for i = 0, 1, 2, · · · , n− 1
begin
for l = 0, 1, 2, · · · , n− 1
begin
for m = 0, 1, 2, · · · , n− 1
begin
Ai∗n+m, l+m∗n ← I+il ∗ sqrt(Z0l)
end
Bi∗n+l ← −I−il ∗ sqrt(Z0l)
end
end
Then, the S-parameters are found from S = A−1B.
3.5 Interdigital MIC Capacitor
For the examples, a general microstrip geometry in a layered medium is assumed where all
layers and the ground plane extend to infinity in the horizontal plane, and the conductors
are lossless and thin.
As an example to demonstrate the MoM solution, and verify the validity of the GPOF-
based approximation of the Green’s function, consider an interdigital MIC capacitor as
shown in Figure 6 [28]. An interdigital lumped MIC capacitor is a good example of a non-
resonant structure which has very small dimensions with respect to the guided wavelength.
The bottom layer is a ground plane. The dielectric constant of the substrate, εr, is 12.9.
The substrate thickness, h, is 200 µm. The capacitor is placed on top of the substrate and
the top layer is free space.
The arrows on the port transmission lines in Figure 6 show the reference planes used
in the calculation and in the de-embedding of the circuit parameters. The S-parameters
provided here are normalized with respect to 50 Ω reference impedance.
The geometry is a symmetric structure so S11 = S22 and S12 = S21. S11 and S12
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of the capacitor are obtained using the MoM approach and compared to the results of a
commercial software package called “em” by Sonnet Software, Inc [49]. Figures 7 and 8
are the magnitudes and phases of the S-parameters, respectively. The results are in good
agreement with each other. The results exhibit less agreement as frequency is increased











Figure 6: Geometry of the interdigital MIC capacitor
closed region, there may be some validation loss in one model as frequency is increased.
3.6 MIC Bandpass Filter
An interdigital MIC capacitor is a simple structure compared to filters since filters typically
exhibit a resonance frequency, making it more difficult to obtain correct and accurate results.
Therefore, as another example, consider an MIC bandpass filter as shown in Figure 9 [8].
The layer structure is similar to the capacitor example. The bottom layer is a ground plane.
The dielectric constant of the substrate, εr, is 9.9. The substrate thickness, h, is 15 mil.
The filter is placed on top of the substrate and the upper semi-infinite layer is free space.
The dimensions are shown on the figure.
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Figure 7: Magnitudes of S11 and S12 of the MIC capacitor shown in Figure 6
































Figure 8: Phases of S11 and S12 of the MIC capacitor shown in Figure 6
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The geometry is a symmetric structure so S11 = S22 and S12 = S21. S11 and S12 of the
filter are obtained using the MoM approach and compared to the results of the commercial
software package “em” by Sonnet. Figures 10 and 11 show the magnitudes of S11 and S12,
respectively. Figures 12 and 13 show the phases of S11 and S12, respectively. The results
are in good agreement with each other.






























S = 4 mil
r= 9.9
S
Figure 9: Geometry of the bandpass filter
3.7 Microstrip Single-Stub Filter
Another example is a microstrip single-stub filter as shown in Figure 14 [16]. The bottom
layer is a ground plane. The dielectric constant of the substrate, εr, is 2.33. The substrate
thickness, h, is 1.57 mm. The microstrip lines are placed on top of the substrate and the
upper (semi-infinite) layer is free space.
The geometry is a symmetric structure so S11 = S22 and S12 = S21. S11 and S12 of
the stub filter are obtained using the MoM approach and compared to the results of the
commercial software package “em” by Sonnet. Figures 15 and 16 show the magnitudes of
S11 and S12, respectively. Figures 17 and 18 show the phases of S11 and S12, respectively.
The results are in good agreement with each other, except near f = 2.1 GHz where there
is a deviation between the results of the MoM and Sonnet. Sonnet “em” gives question-
able results at that frequency and reports that it is unable to calculate the characteristic
impedance and effective permittivity. This is likely related to the fact that “em” surrounds
28
























Figure 10: Magnitude of S11 of the bandpass filter shown in Figure 9



























Figure 11: Magnitude of S12 of the bandpass filter shown in Figure 9
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Figure 12: Phase of S11 of the bandpass filter shown in Figure 9

























Figure 13: Phase of S12 of the bandpass filter shown in Figure 9
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the structure with a closed conducting box; this frequency is probably a resonant frequency
of that box.
3.8 Short Circuited Microstrip Line
The previous examples involve only horizontal conductors. The next example, a microstrip
line connected to ground through a shorting pin (via), has both horizontal and vertical
conductors as shown in Figure 19. The via is modelled as a rectangular strip. The bottom
layer is a ground plane. The dielectric constant of the substrate, εr, is 4.0. The substrate
thickness, h, is 0.02032 cm. The microstrip line is placed on top of the substrate and the
top layer is free space. The via is placed between the microstrip line and ground plane.
The S-parameters S11 and S12 of the line are obtained using the MoM approach and
compared to the results of the commercial software package “em” by Sonnet. Figure 20
shows the magnitudes of S11 and S12, while Figure 21 shows the phases of S11 and S12.
The short-circuited line exhibits a theoretical reflection coefficient of unity magnitude, as
indicated by the numerical solution in Figure 20. There is generally good agreement between
the results of the MoM code and the commercial software package for both magnitude and
phase of the S-parameters.
3.9 Spiral MIC Inductor
Consider a short circuited spiral MIC inductor as shown in Figure 22. The structure contains
one vertical conducting via to connect the inner end of the microstrip spiral to the ground
plane that forms the bottom layer. The dielectric constant of the substrate, εr, is 12.9. The
substrate thickness, h, is 100 µm. The microstrip lines are placed on top of the substrate
and the upper semi-infinite layer is free space.
The S-parameter S11 for the inductor is obtained using the MoM approach and compared
to the results of the commercial software package “em” by Sonnet. Figure 23 shows the
magnitude of S11, while Figure 24 shows the phase of S11. There is generally good agreement
between the results. Since the S-parameter S11 is the same as the reflection coefficient Γ,
31
εr = 2.33




h = 1.57 mm
1 2
Figure 14: Geometry of the single-stub filter























Figure 15: Magnitude of S11 of the single-stub filter shown in Figure 14
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Figure 16: Magnitude of S12 of the single-stub filter shown in Figure 14

























Figure 17: Phase of S11 of the single-stub filter shown in Figure 14
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Figure 19: Geometry of the short circuited microstrip line
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Figure 20: Magnitudes of S11 and S12 of the short circuited microstrip line shown in
Figure 19
















































Figure 22: Geometry of the spiral MIC inductor
























Figure 23: Magnitude of S11 of the spiral MIC inductor shown in Figure 22
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Figures 25 and 26 show the magnitude and the phase of the inductor’s input impedance.
As expected for an inductor, the magnitude of the impedance exhibits a linear growth with
frequency and the phase of the impedance is equal to 90o through the frequency range. As
can be seen from the figures, the results of the MoM analysis agree very well with the results
from the commercial software package.
In the preceding examples, the via is modelled by a vertical strip. Consequently, the
model may not be sufficiently accurate to represent a solid shorting pin as the frequency
increases. A rectangular cylinder can be easily constructed from four vertical strips and may
comprise a more realistic model for MoM analysis with the closed-form Green’s functions.
3.10 Summary
This chapter describes an MoM formulation for solving the MPIE. The examples provided
in Sections 3.5 - 3.9 validate the implementation of the Green’s functions presented in
Chapter 2, and the implementation of the S-parameter extraction procedure described in
Section 3.4. These and other MoM examples will also serve as a point of comparison with
the LCN results obtained in subsequent chapters.
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Figure 24: Phase of S11 of the spiral MIC inductor shown in Figure 22
























Figure 25: Magnitude of the input impedance of the spiral MIC inductor shown in Fig-
ure 22
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Figure 26: Phase of the input impedance of the spiral MIC inductor shown in Figure 22
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CHAPTER IV
THE LOCALLY-CORRECTED NYSTRÖM METHOD
While the MoM discretization procedure is widely used in electromagnetics, recent research
suggests that an alternative procedure known as the locally-corrected Nyström (LCN)
method may offer improved computational efficiency and a more systematic means of in-
corporating higher-order representations (and better accuracy). As a part of the proposed
research, the LCN method will be investigated as an alternative to the MoM for solving
Eq. (17).
The LCN formulation is described and implemented using the MPIE and the layered-
medium Green’s functions from Chapter 2. Results for plane-wave scattering from plates
in free space are used to validate the numerical implementation. Extensions of the LCN
approach for printed circuit analysis are discussed in Chapters 5 and 6.
The LCN implementation described in this chapter is the first use of the LCN procedure
for planar layered structures. In the course of the investigation, it was determined that
the LCN procedure did not work well with polynomial-complete expansions [11] for solving
vector integral equations such as the MPIE. As a consequence, mixed-order quadrature rules
were introduced for use with LCN. This modification, original with this study, appears to
greatly improve the accuracy of the LCN procedure for vector electromagnetics problems.
An additional issue to be explored in this investigation is the use of the LCN method with
nonconforming models. Traditional MoM discretizations usually require a conforming-cell
model of the conductor surface, where cell boundaries are aligned so that basis functions can
straddle two cells. A conforming model is more difficult to generate than a nonconforming
model. The LCN approach does not require basis functions to overlap cells, so it can be
used with nonconforming models. In Section 4.7, the relative accuracy of the LCN results
will be investigated for conforming and nonconforming cells.
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4.1 The Classical Nyström Method
The traditional Nyström method is a simple and efficient method for discretization of in-
tegral equations with non-singular kernels [42]. The key point of the method is to replace




G(r− r′)J(r′) ds′ (71)
where G(r) is a non-singular kernel, J(r) is an unknown current density, and φ(r) is a known






A Gauss-Legendre quadrature rule is employed, where r′n and αn are the sample points
and weights defined by the quadrature rule, and J(r′n) are unknown samples of the current
density. Then, enforcing (72) at N sample points leads to a linear system of equations with




αnG(rm − r′n)J(r′n) (73)
This system provides the solution of J(r) at N discrete points. When G(r) is a non-singular
kernel and the geometry is smooth, the accuracy of the method will be related to the
quadrature rule and the order of the rule. Therefore, if the quadrature rule is exponentially
convergent, the solution of the unknown current may be as well.
4.2 The Locally-Corrected Nyström Method
The classical Nyström method cannot be applied directly to singular kernels, including those
that usually occur in electromagnetics. If G(rm − r′n) is infinite when rm = r′n, then (73)
is undefined. To solve this problem, a modified technique known as the locally-corrected
Nyström method was recently introduced [11, 33, 34]. The essence of the method is that by
computing convolutions of the kernel with a suitable set of basis functions, it is possible to
modify the quadrature rule so that it is just as accurate near the singularity as far from it.
The beauty of the method is that these quadrature rule modifications are required only in
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the vicinity of the singularity, hence the name local corrections. Since quadrature weights
and discretized kernel terms always enter into the quadrature rule as product pairs, the
local corrections can equivalently be applied to the kernel and one can keep the original
quadrature weights. In this sense one is actually synthesizing a new kernel to sample, near
the singularity of the original kernel. The corrected matrix representation of the kernel,





Lm,n when rm ∈ Dn
Gm,n = G(rm − r′n) otherwise
(74)
where Dn is the local correction domain and Lm,n is a matrix of local corrections whose
entries are calculated within Dn. The idea of the local corrections is to introduce a new
quadrature rule that is specialized to the convolutional integral and that is exact for a
specific class of functions. Assume that the current density J is expanded into a set of
known basis functions fk(r′) that are distributed over Ω. The entries Lm,n can be expressed






G(rm − r′)fk(r′) ds′ (75)
which is the m-th row of the local correction matrix involving N basis functions fk(r′).
The linear system of equations can then be solved for the m-th row of Lm,n using LU






Eq. (76) is used to solve for the unknown current density samples.
4.3 LCN Formulation of the MPIE in 3-D
It is common practice when working with the MPIE to modify Eq. (75) by incorporating
















where αn’s and Lm,n’s are constants, and fk(r′n) is not dependent on r. Therefore, Eq. (77)













The tangential components of the scattered electric field on the plane of the patch can
be written in terms of the surface current density J, and the associated Green’s functions
of the vector and scalar potentials as follows:





(Gqe ∗ ∇ · J) (79)





(Gqe ∗ ∇ · J) (80)
where the term involving the Green’s function of the scalar potential can be explicitly
written as











and the scalar potential Green’s function in the spatial domain can be written as









(x− x′)2 + (y − y′)2 − α2n =
√
(x− x′)2 + (y − y′)2 + c2n as defined in earlier
chapters.
In the LCN formulation, since the current density is unknown, the derivative on the















Eqs. (79) and (80) can be written as












































































































Using Eq. (73), Eq. (85) can be written as






















































where Jx(x′, y′) and Jy(x′, y′) are unknown current densities. As a result, the integrals are
converted to summations and the complexity of the method decreases.

































































where fk1,k2 and fk3,k4 are subdomain basis functions defined over a cell. The basis functions
will be discussed in the following section.
4.4 An Implementation Difficulty and Remedy
As recently proposed [11, 33, 34, 18], the local corrections associated with the LCN method
employ the polynomials underlying the specific quadrature rule used for the discretization.
For smooth surfaces, Legendre polynomials have been employed in conjunction with Gauss-
Legendre quadrature. For two-dimensional surfaces, product quadrature rules have been
used to define the LCN procedure and basis functions that are the product of Legendre
polynomials have been used for the local corrections [18].
Consider a conducting plate in the x − y plane, divided into N cells. A representation


















where Pi(u) denotes a Legendre polynomial in u of degree i. In previous LCN implemen-
tations, the upper limits on indices i and j in Eq. (95) have been set to the same value
(p = q).
In the initial implementation of LCN used for the present study, polynomial expansions
that were complete to equal orders in x and y were employed. Such an approach is suggested
by the recent literature [11, 33, 34, 18]. However, poor results were obtained for current
density, especially the cross-polarized component (results will be presented in the following
section). Since the results in the literature are limited to far-field quantities, this problem
was not expected. After a fairly exhaustive process of testing the computer program for
bugs, it was decided that the problem might reside with the nature of the polynomial
expansion itself.
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In connection with MoM analysis, it has been observed that results are generally more
accurate for currents on conducting surfaces when the surface charge density representation
is itself self-consistent to a single polynomial degree. The surface charge is obtained from
the divergence of surface current, a procedure that involves a derivative of the current along
the vector direction. The condition for self-consistency is that the equivalent representation
for the charge is complete to the same polynomial order in x and y. This condition implies
that the current density is not complete to the same degree in x and y, but is one polynomial
degree higher along the vector direction than in the perpendicular direction. This suggests
that the current density should be represented by mixed-order polynomials.
To investigate the use of mixed-order representations with the LCN procedure, product
rules were constructed that differed in degree by one in x and y. Basis functions were



















where the upper limits on index j (p− 1) is one less that that of index i (p). For a current
of the form of (96), the associated charge density is of degree p− 1 in both x and y.
As demonstrated in the following section, the use of mixed-order representations with the
LCN discretization of the MPIE is quite successful for problems such as square conducting
plates.
4.5 1λ x 1λ plate in free space
As a preliminary test case for the LCN implementation, consider a 1λ x 1λ plate in free
space, illuminated by a plane wave. The plane wave incident electric field can be written as
Ei = (cos θ cosφx̂ + cos θ sinφŷ − sin θẑ) exp(−j(kxx + kyy + kzz)) (97)
where
kx = ko sin θ cosφ (98)
ky = ko sin θ sinφ (99)
kz = ko cos θ (100)
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and where the parameters θ and φ are chosen as 0 for this example (the plate is illumi-
nated by a normally-incident uniform plane wave). For validation, the LCN results are
compared with the results of the MoM formulation. Figures 27a and 27b show the x− and
y−components, respectively, of the surface current densities on the plate obtained using
MoM. Figures 28a and 28b show the x− and y−components, respectively, of the surface
current densities on the plate obtained using LCN with 3 by 3 quadrature rules for each
cell. These figures show reasonable agreement between the x−components of the MoM
and LCN approaches. The y−components do not agree as well. The y−component of the
current density obtained using LCN exhibits irregular fluctuations and does not appear to
be correct.
Interestingly, similar results have been obtained when using MoM discretizations and
representations equivalent to (95) [21]. In that case, the irregular results have been at-
tributed to an inconsistent representation of the underlying charge density [21, 19]. As
discussed in the preceding section, it is believed that the charge representation should be
in essence complete to the same degree in x and y, meaning that the representation for
current density should involve mixed-order polynomial functions. In consequence, most
MoM approaches now employ mixed-order basis functions for the surface current, such as
the rooftop and RWG basis functions [21, 19].
To investigate the use of mixed-order representations with the LCN procedure, product
rules were constructed that differed in degree by one in x and y. Basis functions were
constructed from Legendre polynomials to compute the local corrections. Figures 29a and
29b show the resulting surface current for the identical plate as Figures 28a and 28b, ob-
tained using 3 by 2 product quadrature rules. In Figures 29a and 29b, both the co-pol and
cross-pol currents appear smooth.
Figures 30a and 30b show an additional LCN result obtained using 4 by 3 quadrature
rules, where Eq. (96) was used with p = 4 for the local corrections. Figure 31 presents
the x-component of the surface current density on the plate along the cuts x = 0.5λ and
y = 0.5λ. This figure shows reasonable agreement between the MoM and LCN approaches.
The preceding results do not incorporate the proper condition at the knife edge of
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the plate, where the parallel component of the current is infinite. This behavior can be
incorporated [18], but appears to be unrelated to the charge modeling issue that resulted
in the gross errors in the cross-pol currents.
To summarize, LCN results obtained for currents on surfaces in three dimensions, es-
pecially for cross-polarization results, appear incorrect when obtained from the EFIE with
polynomial-complete representations. The use of mixed-order representations (as common
practice with MoM discretizations) appears to alleviate this difficulty. The observed behav-
ior is consistent with that of [21], and suggests that the problem is due to an inconsistent
representation of the underlying surface charge density [19].
After the surface current density is found, the surface charge density can be calculated
using the continuity equation






In MoM formulations, rooftop basis functions are incorporated to approximate the current.
Therefore, the charge on each cell can be calculated by taking the derivative of rooftop
functions (which is constant). In LCN formulations, the current is found at the sample
points of the quadrature rule for each cell. As a result, the current cannot be approximated
by the summation of basis functions. To resolve this problem, Lagrange’s interpolation
formula can be used to approximate the current in each cell. For the polynomial complete
representation, if the quadrature rule is 3 by 3 on a cell, the current density in the x-direction
can be approximated as
Jx(x, y) =
(x− x2)(x− x3)
(x1 − x2)(x1 − x3)
[
c1
(y − y2)(y − y3)
(y1 − y2)(y1 − y3) + c4
(y − y1)(y − y3)
(y2 − y1)(y2 − y3)+
c7
(y − y1)(y − y2)




(x2 − x1)(x2 − x3)
[
c2
(y − y2)(y − y3)
(y1 − y2)(y1 − y3)+
c5
(y − y1)(y − y3)
(y2 − y1)(y2 − y3) + c8
(y − y1)(y − y2)




(x3 − x1)(x3 − x2)
[
c3
(y − y2)(y − y3)
(y1 − y2)(y1 − y3) + c6
(y − y1)(y − y3)
(y2 − y1)(y2 − y3)+
c9
(y − y1)(y − y2)
(y3 − y1)(y3 − y2)
]
(102)
where x1, x2, x3, y1, y2 and y3 are sample points of the quadrature rule, and c1, · · · , c9 are









































































Figure 27: (a) The co-pol and (b) the cross-pol components of the surface current density









































































Figure 28: (a) The co-pol and (b) the cross-pol components of the surface current density










































































Figure 29: (a) The co-pol and (b) the cross-pol components of the surface current density










































































Figure 30: (a) The co-pol and (b) the cross-pol components of the surface current density
on a 1λ x 1λ plate in free space obtained using LCN with 4 by 3 quadrature rules for each
cell
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Figure 31: The x-component of the surface current density on a 1λ x 1λ plate in free
space when (a) y = 0.5λ (b) x = 0.5λ
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Figure 32: Polynomial complete representation on a cell when the quadrature order is 3
by 3 for the x− and y−components of the current density
 
c 4
c 1 c 2
c 5 c 6
c 3 d 1 d 2
d 4d 3





a 1 x 1 x 2 x 3 a 2 a 1 a 2
b 1
b 2






Figure 33: Mixed-order representation on a cell when the quadrature order is 3 by 2 for
the x−component and 2 by 3 for the y−component of the current density
in the y−direction can be approximated as
Jy(x, y) =
(x− x2)(x− x3)
(x1 − x2)(x1 − x3)
[
d1
(y − y2)(y − y3)
(y1 − y2)(y1 − y3) + d4
(y − y1)(y − y3)
(y2 − y1)(y2 − y3)+
d7
(y − y1)(y − y2)




(x2 − x1)(x2 − x3)
[
d2
(y − y2)(y − y3)
(y1 − y2)(y1 − y3)+
d5
(y − y1)(y − y3)
(y2 − y1)(y2 − y3) + d8
(y − y1)(y − y2)




(x3 − x1)(x3 − x2)
[
d3
(y − y2)(y − y3)
(y1 − y2)(y1 − y3) + d6
(y − y1)(y − y3)
(y2 − y1)(y2 − y3)+
d9
(y − y1)(y − y2)
(y3 − y1)(y3 − y2)
]
(103)
where d1, · · · , d9 are the current density values at the sample points, as shown on Figure 32.
For the mixed-order representation, if the quadrature rule is 3 by 2, the current density in
the x−direction can be approximated as
Jx(x, y) =
(x− x2)(x− x3)






























where x1, x2, x3, y1 and y2 are sample points of the quadrature rule, and c1, · · · , c6 are the
current density values at the sample points, as shown on Figure 33. For the mixed-order
representation, if the quadrature rule is 2 by 3, the current density in the y−direction can
be approximated as
Jy(x, y) =
(y − y4)(y − y5)









(y − y3)(y − y5)









(y − y3)(y − y4)









where x4, x5, y3, y4 and y5 are sample points of the quadrature rule, and d1, · · · , d6 are the
current density values at the sample points, as shown on Figure 33.
Using the continuity equation and the approximation of current equations, the charge
density on each cell can be calculated by taking the derivative of the current equations.
Figures 34a and 34b show the real and imaginary parts of the charge density (scaled by
a factor of −jω) on the plate obtained using MoM. Figures 35a and 35b show the real
and imaginary parts of the charge density on the plate obtained using LCN with 3 by
3 quadrature rules for each cell. These figures show reasonable agreement between the
MoM and LCN approaches except on the cells at the edges of the plate. The reason
is that the y−component of the current density obtained using LCN is smaller than the
x−component. As a result, the effect of the y−component on charge density is much less
than the x−component, except within the cells at the edges of the plate. Figures 36a
and 36b show the real and imaginary parts of the charge density on the plate obtained
using LCN with 3 by 2 quadrature rules for each cell. Figures 37a and 37b present the
real and imaginary parts of the charge density on the plate obtained using LCN with 4
by 3 quadrature rules for each cell. As expected, these figures show reasonable agreement








































































Figure 34: (a) The real and (b) imaginary parts of the charge density on a 1λ x 1λ plate







































































Figure 35: (a) The real and (b) imaginary parts of the charge density on a 1λ x 1λ plate







































































Figure 36: (a) The real and (b) imaginary parts of the charge density on a 1λ x 1λ plate







































































Figure 37: (a) The real and (b) imaginary parts of the charge density on a 1λ x 1λ plate
in free space obtained using LCN with 4 by 3 quadrature rules for each cell
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4.6 1λ x 1λ plate over a grounded substrate
For the next example, consider a 1λ x 1λ plate over a grounded substrate. The dielectric
constant of the substrate, εr, is 2.2. The substrate thickness, h, is 0.1λ. The plate is placed
on top of the substrate and the upper medium is free space. Figures 38a and 38b show
the x− and y−components of the surface current densities on the plate obtained using
MoM. Figures 39a and 39b show the x− and y−components, respectively, of the surface
current densities on the plate obtained using LCN with 3 by 3 quadrature rules for each
cell. Figures 40a and 40b depict the x− and y−components, respectively, of the surface
current densities on the plate obtained using LCN with 3 by 2 quadrature rules for each cell.
Figures 41a and 41b show the x− and y−components, respectively, of the surface current
densities on the plate obtained using LCN with 4 by 3 quadrature rules for each cell. From
these figures, it is observed that the LCN procedure with polynomial complete representa-
tion does not agree with the MoM and the LCN procedure with mixed-order representation,
as expected. In fact, the results of the polynomial-complete representation are highly erratic
and completely non-physical in appearance. Figure 42 presents the x−component of the
surface current density on the plate when x = 0.5λ and y = 0.5λ. This figure shows reason-
able agreement between the MoM and LCN approaches when mixed-order representations
are used with the LCN procedure.
In summary, the preceding example supports the previous conclusion that a mixed-order
representation is necessary with the MPIE.
Figures 43a and 43b show the real and imaginary parts of the charge density (scaled
by a factor of −jω) on the plate obtained using MoM. Figures 44a and 44b show the real
and imaginary parts of the charge density on the plate obtained using LCN with 3 by 2
quadrature rules for each cell. Figures 45a and 45b give the real and imaginary parts of
the charge density on the plate obtained using LCN with 4 by 3 quadrature rules for each
cell. As expected, these figures show reasonable agreement between the MoM and LCN















































































Figure 38: (a) The co-pol and (b) the cross-pol components of the surface current density
















































































Figure 39: (a) The co-pol and (b) the cross-pol components of the surface current density
on a 1λ x 1λ plate over a grounded substrate obtained using LCN with 3 by 3 quadrature















































































Figure 40: (a) The co-pol and (b) the cross-pol components of the surface current density
on a 1λ x 1λ plate over a grounded substrate obtained using LCN with 3 by 2 quadrature















































































Figure 41: (a) The co-pol and (b) the cross-pol components of the surface current density
on a 1λ x 1λ plate over a grounded substrate obtained using LCN with 4 by 3 quadrature
rules for each cell
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Figure 42: The x-component of the surface current density on a 1λ x 1λ plate over a
grounded substrate when x = 0.5λ and y = 0.5λ
4.7 Nonconforming models
The LCN procedure is based upon a purely local representation of the current density,
meaning that the representation within a cell is entirely independent of the neighboring cells.
This feature of LCN suggests the possibility of analyzing models that are nonconforming.
In a nonconforming model, some of the cells have edges whose junctions do not perfectly
align with the junctions of neighboring cells. The MoM procedure of Chapter 3 cannot be
used with nonconforming models, since the rooftop expansion functions used within that
procedure overlap adjacent cells.
Nonconforming models are of interest because of the general difficulty of providing self-
consistent conforming models for complex structures. Ideally, model generation for three-
dimensional objects can be approached by dividing the structure into simpler parts, and
generating models (meshes) for the parts. However, when combining those parts back
together, one will generally not obtain a conforming model. The need for a conforming





































































Figure 43: (a) The real and (b) imaginary parts of the charge density on a 1λ x 1λ plate





































































Figure 44: (a) The real and (b) imaginary parts of the charge density on a 1λ x 1λ plate





































































Figure 45: (a) The real and (b) imaginary parts of the charge density on a 1λ x 1λ plate
over a grounded substrate obtained using LCN with 4 by 3 quadrature rules for each cell
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In this section, the performance of LCN is studied for several nonconforming models of
a flat plate. The results suggest that the LCN procedure can be used to successfully treat
structures that are described with nonconforming models.
Consider a 0.3λ x 0.3λ plate in free space illuminated by a normally incident plane
wave. For validation, the LCN results to follow are compared with the results of the MoM
formulation based on rooftop basis and testing functions. Figure 46 shows the x−component
of the surface current density on the plate along the cuts x = 0.15λ and y = 0.15λ.
This figure shows reasonable agreement between the MoM and LCN approaches, when
a conforming mesh is used for both.
































Figure 46: The x-component of the surface current density on a 0.3λ x 0.3λ plate in free
space when x = 0.15λ and y = 0.15λ. 36-cell conforming model.
To demonstrate the effects of using nonconforming meshes, additional results for the
current density induced on a 0.3λ x 0.3λ plate in free space are presented. Figures 47 and
48 depict the basic structure of the models. As a reference, Figure 49a and Figure 49b
display the x− and y−components of the current densities on the plate obtained using





















Figure 47: (a) Conforming meshing model and (b) nonconforming meshing model when

























Figure 48: (a) Nonconforming meshing model when the plate is divided into two regions
across the x−axis and (b) nonconforming meshing model when the plate is divided into
three equal regions across the y−axis.
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current densities are obtained using LCN with 3 by 2 quadrature rules. In this case, the
dimension of each cell in the x and y directions, hx and hy (as shown in Figure 47a), are
both set to λ/20 = 0.05λ.
In the first example, the plate is divided into two regions across the y−axis in which the
cell sizes are different, which results in a nonconforming mesh (as shown in Figure 47b). In
the first region, where y is less than 1.5λ, the dimension hx1 is set to 0.075λ. The same
length in the second region, hx2 , is set to 0.06λ. In both regions, the dimension of each cell
along y, denoted as hy1 and hy2 for the first and second regions, respectively, is set to 0.05λ.
The x− and y−components of the current densities for this example (obtained using LCN
with 3 by 2 quadrature rules) are shown in Figure 50a and Figure 50b, respectively. The
nonconforming meshing does not detrimentally affect the result.
In the second example, the plate is divided into two regions across the x−axis (as shown
in Figure 48a). For this example, hy1 and hy2 are set to 0.075λ and 0.06λ, respectively. In
both regions, hx1 and hx2 are set to 0.05λ. The surface current densities for this second
example (obtained using LCN with 3 by 2 quadrature rules) are given in Figure 51a and
Figure 51b for the x− and y−components, respectively. When the densities are compared
with Figure 49a and Figure 49b, there is a reasonable agreement between the x−components
of the current density but the y−components do not agree well. One might expect that
in this configuration, the effect of the nonconforming cells would be greater than in the
previous example since the dominant component of the current is flowing directly across
the junction between the two regions of the plate. In fact, the difference, while noticeable,
is relatively small compared with the magnitude of the dominant current component.
In the third example, the plate is partitioned the same as in the first example (along
the y−axis), but the size of the cells along the y differ in the two regions. In this example,
hy1 and hy2 are set to 0.05λ and 0.025λ, respectively. In addition, hx1 and hx2 are both
set to 0.05λ. (The LCN with 3 by 2 quadrature rules is used to obtain the current.) The
x− and y−components of the current densities are shown in Figure 52a and Figure 52b,
respectively. This example also shows that the LCN with nonconforming meshing appears








































































Figure 49: (a) The x-component and (b) the y-component of the surface current density
on a 0.3λ x 0.3λ plate in free space obtained using LCN with 3 by 2 quadrature rules for








































































Figure 50: (a) The x-component and (b) the y-component of the surface current density
on a 0.3λ x 0.3λ plate in free space obtained using LCN with 3 by 2 quadrature rules for








































































Figure 51: (a) The x-component and (b) the y-component of the surface current density
on a 0.3λ x 0.3λ plate in free space obtained using LCN with 3 by 2 quadrature rules for








































































Figure 52: (a) The x-component and (b) the y-component of the surface current density
on a 0.3λ x 0.3λ plate in free space obtained using LCN with 3 by 2 quadrature rules for
each cell when hx1 = hx2 = λ/20, hy1 = λ/20 and hy2 = λ/40. Nonconforming case.
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As a fourth example, the second example is repeated but with the cell dimension along
the x−axis different in the two regions. In this case, while hx1 and hx2 are set to 0.025λ and
0.05λ, respectively, hy1 and hy2 are both set to 0.05λ. Figure 53a and Figure 53b present the
x− and y−components of the current density obtained using LCN with 3 by 2 quadrature
rules. These results appear satisfactory except for small fluctuations in the y−component.
In the final two examples, the plate is divided into three equal regions along the y−axis
(as shown in Figure 48b). In the fifth example, while hy1 and hy3 in the first and third
region are set to 0.025λ, hy2 in the second region is set to 0.05λ. In this example, hx1 , hx2
and hx3 are all set to 0.05λ. The x− and y−components of the current densities are shown
in Figure 54a and Figure 54b. (These current densities are also obtained using the LCN
method with 3 by 2 quadrature rules).
In the last example, while the cells are divided equally in the first and third region
such that hx1 , hy1 , hx3 and hy3 are set to 0.05λ, they are divided in the second region so
that both hx2 and hy2 are set to 0.025λ. Figure 55a and Figure 55b show the x− and
y−components of the current densities obtained using LCN with 3 by 2 quadrature rules.
The last two examples show reasonable agreement between results obtained with conforming
and nonconforming meshes.
The examples described in the paragraph above were also repeated using the LCN
method with a 4 by 3 mixed-order representation. The results of that study exhibited an
overall accuracy similar to the examples discussed above.
Based on this preliminary study of nonconforming models with the LCN method, it
appears feasible to use the LCN procedure with nonconforming meshes. The accuracy of the
currents produced by the LCN procedure did not degrade substantially when nonconforming
models were employed. In several cases there were noticeable errors in the cross-polarization
currents, but those currents and the associated errors are relatively small. Since the example
used for this investigation was an electrically-small plate, the presence of the nearby edge
singularity also tended to exaggerate the difference between current densities in plots based
on different meshes. While an additional investigation of nonconforming meshes remains








































































Figure 53: (a) The x-component and (b) the y-component of the surface current density
on a 0.3λ x 0.3λ plate in free space obtained using LCN with 3 by 2 quadrature rules for








































































Figure 54: (a) The x-component and (b) the y-component of the surface current density
on a 0.3λ x 0.3λ plate in free space obtained using LCN with 3 by 2 quadrature rules for









































































Figure 55: (a) The x-component and (b) the y-component of the surface current density
on a 0.3λ x 0.3λ plate in free space obtained using LCN with 3 by 2 quadrature rules for
each cell when hx1 = hx3 = hy1 = hy3 = λ/20 and hx2 = hy2 = λ/40. Nonconforming case.
80
the LCN procedure can be used successfully with nonconforming models.
4.8 Summary
In this chapter, the LCN procedure was used to provide numerical solutions of the MPIE
for planar layered problems, such as a conducting plate in free space or a conducting plate
separated from a ground plane by a dielectric substrate. Results based on polynomial-
complete representations for the current density on the plates were found to be poor in
accuracy, and mixed-order representations for the current were introduced. The mixed-
order representations involve the use of mixed-order quadrature rules with the LCN method
for widely-spaced matrix entries and the use of mixed-order polynomials as basis functions
for the local correction terms. It was shown that the use of mixed-order representations
substantially improves the accuracy of the numerical results.
Higher-degree mixed-order representations were also implemented, providing a range of
discretizations with order 3 by 2, 4 by 3, and 5 by 4 to choose from.
Finally, a preliminary study of nonconforming meshes was initiated. The results suggest




THE LCN ANALYSIS OF STRUCTURES USING
IMPRESSED-CURRENT SOURCES
An initial objective of the present research was to evaluate the LCN procedure for the
electromagnetic analysis of typical structures representing interconnects and microelectronic
circuits. In the previous chapter, the LCN approach was applied to simple layered media
structures that were excited with uniform plane waves. To analyze circuitry, the plane wave
feed must be replaced by an impressed current or voltage source feed. In Sections 5.1 and 5.2,
an impressed-current feed model and the associated de-embedding and S-parameter analysis
are presented. These features are similar to those used with the MoM analysis discussed in
detail in Chapter 3, and their development in this chapter will be brief. Subsequent sections
of this chapter present results obtained from several structures using the impressed-current
source. Because of difficulties that arose in connection with this modeling, the goal of
analyzing a variety of microelectronic structures using the LCN procedure has not been
achieved at the present time.
5.1 Impressed-current feed model
The impressed-current model employs the electromagnetic fields of an impressed current
source as the excitation function associated with the MPIE. As in the MoM analysis of
Chapter 3, ports are defined by a single cell, and half-subsectional currents are impressed
at each port, as shown in Figure 56. In Figure 56, a port of the circuit is illuminated
by a current source of unity magnitude located in the gap between the ground plane and
the microstrip transmission line. This feed model is similar to that used with the MoM
approach in Chapter 3. The only difference between the methods is the type of testing
functions used to impose the integral equation. The MoM approach of Chapter 3 used
roof-top testing functions to average over the excitation fields, while the LCN formulation
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samples the fields at discrete points. In the MoM formulation, the current density at the
feed port edge was specified as unity, and not treated as an unknown. Within the LCN
formulation, the samples of the current density at the quadrature nodes in the port cell are
treated as unknowns.
5.2 S-parameter analysis
The calculation of S-parameters within the LCN method is similar to the S-parameter cal-
culation used with the MoM approach. S-parameters are obtained using the de-embedding
process explained in Section 3.4. Here some details will be given which are related to the
LCN approach.
For a two-port network, the following procedure is applied to calculate the S-parameters.
As in the MoM analysis, the port transmission lines are chosen to be at least 1 to 2 wave-
lengths in length to isolate the near-field effects of the source (evanescent and higher-order
modes). One of the ports is excited and the current densities on the conductors, including
the port transmission lines, are obtained. Suppose the port transmission line under con-
sideration is aligned with x. The nature of the MoM formulation is such that the roof-top
basis functions only support an x−component of the current density along a line parallel
to x. The mixed-order LCN representations involve both x− and y−components of the
current densities on each cell along the port transmission lines, with at least a linear trans-
verse behavior for a 3 by 2 quadrature scheme. With LCN, the y-component is ignored
for a de-imbedding analysis of a line parallel to x. For a 3 by 2 LCN representation, the
y−dependence of the x−component of the current density is averaged prior to analysis. The
GPOF method is used to approximate the current distribution on each port transmission






where αi and βi correspond to the attenuation and propagation constants of the ith mode
of the current, respectively, and x is the distance along the port transmission line. The
forward and reflected waves are obtained in a manner identical to the procedure described
in Chapter 3.
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sample points of the quadrature rule
Port transmission line
Figure 56: Impressed-current source model for port n (used in the LCN approach)
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The LCN representation requires a relatively large number of unknowns to model a
port transmission line (12 per cell for a 3 by 2 representation), compared with an average
of one per cell for MoM using rooftop basis functions. To reduce the number of unknowns,
it is possible with the LCN approach to drop the y−component of the current density
on the port transmission line. This possibility will be investigated in Section 5.5. An
alternative possibility, using a special representation for port transmission lines, is proposed
and implemented in Chapter 6.
5.3 Example: Square conducting plate over a grounded sub-
strate
As a preliminary test case for the LCN implementation, consider a 10.0 cm x 10.0 cm plate
over a grounded substrate illuminated by an impressed-current source as shown in Figure 4.
The current source is a half roof-top function with unity magnitude. The dielectric constant
of the substrate, εr, is 2.2. The substrate thickness, h, is 1 cm. The plate is placed on top
of the substrate and the upper medium is free space. For this example, the dimensions of
each cell along the x and y axis, hx and hy, are both set to 1 cm. Figures 57a and 57b show
the magnitude of the x− and y−components, respectively, of the surface current densities
on the plate obtained using LCN with 3 by 2 quadrature rules at 3 GHz. For validation
purposes, the same structure is analyzed using the MoM approach for comparison. In the
MoM application, the cell dimensions, hx and hy, are both set to 0.5 cm. Figures 58a and
58b show the magnitude of the x− and y−components, respectively, of the surface current
densities at 3 GHz obtained using MoM. Figure 59 depicts the x−component of the surface
current density on the plate along the cuts at x = 5 cm and y = 5 cm, due to impressed-
current source at 3 GHz. Figure 60 shows the y−component of the surface current density
on the plate along cuts at x = 5 cm and y = 5 cm, also at 3 GHz. These figures show
reasonable agreement between the LCN and MoM approaches.
5.4 Example: Microstrip Line
As a second example employing the impressed current feed, consider a microstrip line with












































































Figure 57: (a) The co-pol and (b) the cross-pol components of the surface current density
on a 10.0 cm x 10.0 cm plate over a grounded substrate excited by an impressed-current












































































Figure 58: (a) The co-pol and (b) the cross-pol components of the surface current density
on a 10.0 cm x 10.0 cm plate over a grounded substrate excited by an impressed-current
source. MoM result obtained at 3 GHz.
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Figure 59: The co-pol component of the surface current density on a 10.0 cm x 10.0 cm
plate over a grounded substrate along the cuts x = 5 cm and y = 5 cm. 3 GHz result.





























Figure 60: The cross-pol component of the surface current density on a 10.0 cm x 10.0 cm
plate over a grounded substrate along the cuts x = 5 cm and y = 5 cm. 3 GHz result.
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strip over a grounded substrate. The line is fed at one end using the impressed current
source, and is open-circuited at the other end. For the LCN analysis, the dimensions of
each cell in x and y, hx and hy, are set to 0.5 cm and 1 cm, respectively. Figures 61a
and 61b show the magnitude and phase, respectively, of the x−component of the surface
current density on the line at 3 GHz obtained using LCN with 3 by 2 quadrature rules.
Figure 62 is the magnitude of the y−component of the surface current density on the plate
obtained using LCN. For comparison, results are also obtained using the MoM approach,
with cells of dimension hx and hy equal to 0.125 cm and 0.5 cm, respectively. Figures 63a
and 63b show the magnitude and the phase of the x−component of the surface current
density on the microstrip line obtained at 3 GHz using the MoM. Although there are roof-
top basis functions representing the y−component of the surface current density for this
example, they are centered in the middle of the strip and have negligible magnitudes due
to the symmetry. Therefore, the y−component is not shown. To compare the methods,
the magnitude and the phase of the x−component of the surface current densities on the
microstrip line are plotted as shown in Figure 64a and 64b, respectively.
There is a relatively large difference between the results of the LCN approach and the
MoM procedure in this case. In general, this difference in both magnitude and phase is much
greater than that observed with the previous example, which involved the 10.0 cm x 10.0 cm
plate over the same medium. The plate example employed larger cell dimensions for both
the LCN and MoM analysis. Both the LCN and MoM representations for the microstrip line
are such that the transverse dependence of the dominant component of the current density
is actually constant. Additional study of the microstrip line using smaller cell dimensions
did not lead to an obvious explanation for these results.
It should be noted that the LCN representation for the y−component of the surface
current density yields a nonzero result, in contrast to the MoM procedure (which did not
support a y−component due to the nature of the basis functions and the specific symmetry
arising in this MoM model). An obvious question is what happens if the y−component of
the surface current density is dropped from the LCN representation? Figures 65a and 65b













































































Figure 61: (a) The magnitude and (b) the phase of the co-pol component of the surface
current density on a 1.0 cm x 10.0 cm microstrip line at 3 GHz. An impressed-current








































Figure 62: The magnitude of the cross-pol component of the surface current density on a
1.0 cm x 10.0 cm microstrip line at 3 GHz. An impressed-current source is used with the
LCN and 3 by 2 quadrature rules.
microstrip line at 3 GHz obtained from the LCN with 3 by 2 quadrature rules when there
is no y−component of current included in the formulations. To facilitate a comparison,
the magnitude and the phase of the x−component of the surface current densities on the
microstrip line are plotted as shown in Figures 66a and 66b. Under these conditions, there
is a good agreement between the LCN and MoM results. Figure 66 suggests that the large
difference is tied to the presence or absence of the y−component of current on the microstrip
line. Since the cross-pol component of current should be relatively small, and is in fact an
order of magnitude smaller than the co-pol current, it seems unlikely that it would cause
large differences in the co-pol (x) component.
To ensure that the impressed-current source code was not the cause of the problem, the
1.0 cm x 10.0 cm microstrip line was analyzed using a normally-incident uniform plane wave
excitation. As in the preceding example, the dielectric constant of the substrate, εr, is 2.2,
and the substrate thickness, h, is 1 cm. The strip is placed on top of the substrate and the












































































Figure 63: (a) The magnitude and (b) the phase of the co-pol component of the surface
current density on a 1.0 cm x 10.0 cm plate over a grounded substrate illuminated by
impressed-current source obtained using MoM at 3 GHz
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Figure 64: (a) The magnitude and (b) the phase of the co-pol component of the surface
current density on a 1.0 cm x 10.0 cm plate over a grounded substrate illuminated by











































































Figure 65: (a) The magnitude and (b) the phase of the co-pol component of the surface
current density on a 1.0 cm x 10.0 cm microstrip line at 3 GHz. Impressed-current source
excitation with 3 by 2 LCN, using only the co-pol currents.
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Figure 66: (a) The magnitude and (b) the phase of the co-pol component of the surface
current density at 3 GHz on a 1.0 cm x 10.0 cm microstrip line. Results are plotted along
the centerline y = 0.5 cm.
95
respectively. Figures 67a and 67b show the magnitude and phase of the x−component of
the surface current density on the microstrip line obtained at 3 GHz using the LCN with
3 by 2 quadrature rules. Figure 68 shows the y−component of the surface current density
for the same example. For additional information, Figures 69a and 69b show the real and
imaginary parts of the surface charge density along the microstrip line, obtained using the
LCN approach. For validation, the LCN results are compared with the results of the MoM
formulation. In the MoM application, the cell dimensions hx and hy are set to 0.125 cm
and 0.5 cm, respectively. Figures 70a and 70b show the magnitude and the phase of the
x−component of the surface current density on the microstrip line obtained using MoM at
3 GHz. Figures 71a and 71b show the real and imaginary parts of the charge density on
the plate obtained using MoM. To facilitate a comparison, the x−component of current at
y = 0.5 cm is plotted in Figure 72. These figures clearly show that the results of the LCN
approach and the MoM approach do not agree for plane wave illumination, and therefore
confirm that the difficulty does not lie with the impressed current feed.
This result is unexpected because the 10.0 cm x 10.0 cm plate over the same medium
was analyzed in Section 4.6 and the figures show agreement between the LCN and MoM
approaches for that problem.
Another issue to address is whether a finer mesh will affect the accuracy of the solutions.
For the following example, the cell sizes hx and hy are both set to 0.5 cm. Figures 73a and
73b show the magnitude and the phase of the x−component of the surface current density
on the microstrip line obtained using LCN with 3 by 2 quadrature rules for each cell,
respectively at 3 GHz. Figures 74 presents the magnitude and the phase of the y−component
of the surface current density on the line obtained at 3 GHz using LCN. Figures 75a and 75b
give the real and imaginary parts of the charge density on the plate obtained using LCN.
These figures demonstrate that using smaller cell sizes doesn’t fundamentally change the
results from the LCN method. One may also apply smaller cell sizes to the MoM approach.
Suppose hx and hy are both set to 0.125 cm. Figures 76a and 76b present the magnitude
and phase of the x−component of the surface current density on the line obtained using














































































Figure 67: (a) The magnitude and (b) the phase of the co-pol component of the surface
current density on a 1.0 cm x 10.0 cm microstrip line illuminated by a normally-incident











































Figure 68: The magnitude of the cross-pol component of the surface current density on a
1.0 cm x 10.0 cm microstrip line illuminated by a normally-incident uniform plane wave at
3 GHz. 3 by 2 LCN result.
density on the line obtained using MoM, respectively at 3 GHz. Figures 78a and 78b give
the real and imaginary parts of the charge density on the plate obtained using the MoM.
From these results, it appears that the previous cell sizes produce similar results and there
is no need to use smaller sizes.
As a final step in the comparison, the LCN procedure is considered without a y−component
of the current density on the microstrip line. For this comparison, hx and hy are set to
0.5 cm and 1 cm, respectively. Figures 79a and 79b show the magnitude and the phase of
the x−component of the surface current density on the line at 3 GHz obtained using LCN
with 3 by 2 quadrature rules. Figures 80a and 80b give the real and imaginary parts of
the charge density on the plate obtained using LCN. To compare the MoM result with the
LCN result (when there is no y−component of the surface current density on the line), the
magnitude and the phase of the x−component of the surface current density are plotted at
the y = 0.5 cm cut as shown in Figures 81a and 81b. As in previous cases, there is good


































































Figure 69: (a) The real and (b) the imaginary parts of the charge density on a
1.0 cm x 10.0 cm microstrip line illuminated by a normally-incident uniform plane wave at








































































Figure 70: (a)The magnitude and (b) the phase of the co-pol component of the surface
current density on a 1.0 cm x 10.0 cm microstrip line illuminated by a normally-incident


































































Figure 71: (a) The real and (b) the imaginary parts of the charge density on a
1.0 cm x 10.0 cm microstrip line illuminated by a normally-incident uniform plane wave
obtained using the MoM at 3 GHz.
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Figure 72: The magnitude of the co-pol component of the surface current density at 3
GHz on a 1.0 cm x 10.0 cm microstrip line illuminated by a normally-incident uniform plane
wave when y = 0.5 cm.
There is clearly a difference in the results of the MoM and LCN procedures for the
example of the microstrip line. The previous results suggest that this difference can be
mitigated by omitting the y−component of current along an x−directed line from the LCN
representation. This requirement is rather unusual, since the LCN procedure should adjust
the coefficients to zero (or some very small values) if the cross-pol currents are not needed
in the solution.
An alternative explanation has to do with the expected behavior of the current density
along a microstrip line. In fact, the currents on any structure with a metal edge exhibit an
edge singularity. This behavior is evident in the previous plots of the current density on
plates. However, a narrow microstrip line may be more susceptible to erratic results due to
improperly representing the current near the edge, since the entire structure is electrically
close to the edges. A slight error in the coupling between the co-pol and cross-pol currents

















































































Figure 73: (a) The magnitude and (b) the phase of the co-pol component of the surface
current density on a 1.0 cm x 10.0 cm microstrip line illuminated by a normally-incident
uniform plane wave. The LCN result with 3 by 2 quadrature rules at 3 GHz is obtained









































Figure 74: The magnitude of the cross-pol component of the surface current density on
a 1.0 cm x 10.0 cm microstrip line illuminated by a normally-incident uniform plane wave.
The LCN result at 3 GHz is obtained using 3 by 2 quadrature rules.
co-pol currents are large (such as the edge).
In fact, there has been no attempt made in this investigation to properly model edge
singularities, with either the MoM or LCN formulations. Proper modeling of the singularity
within the MoM analysis would require a special basis function that explicitly incorporates
the singular behavior. With the LCN formulation, quadrature rules of the Gauss-Jacobi
type can be incorporated, in conjunction with the use of Jacobi polynomials adjusted for the
proper singularity within the local correction calculations. These approaches were avoided
in the present investigation as they have been investigated previously by others [18] and
they complicate the implementation of the specific approach employed for the matrix entry
calculations. Chapter 6 will summarize some additional steps that were considered in an
attempt to understand the difficulty outlined above.
5.5 Example: Microstrip Single-Stub Filter
As an additional example, consider a microstrip single-stub filter as shown in Figure 14. The

































































Figure 75: (a) The real and (b) the imaginary parts of the charge density on a
1.0 cm x 10.0 cm line illuminated by a normally-incident uniform plane wave. The LCN









































































Figure 76: (a)The magnitude and (b) the phase of the co-pol component of the surface
current density on a 1.0 cm x 10.0 cm line illuminated by a normally-incident uniform plane










































Figure 77: The magnitude of the cross-pol component of the surface current density on a
1.0 cm x 10.0 cm line illuminated by a plane wave. The 3 GHz result is obtained using the
MoM.
substrate thickness, h, is 1.57 mm. The microstrip lines are placed on top of the substrate
and the upper region is free space. This filter was analyzed in Section 3.7 and the MoM
S-parameter results exhibited good agreement with a commercial software product.
The S-parameters S11 and S12 for the single-stub filter are obtained using the LCN
approach and compared to the MoM results. For the LCN analysis, each cell within the filter
model has both x− and y−components of the current density and since 3 by 2 quadrature
rules are used, each cell has 12 unknowns. The S-parameters are calculated from the co-pol
currents. It was observed that the numerical values obtained for the propagation constant
β on the port transmission line are different from the corresponding β obtained using the
MoM formulation. Figures 82 and 83 show the magnitudes of S11 and S12, respectively.
Figures 84 and 85 show the phases of S11 and S12, respectively. While these results exhibit






































































Figure 78: (a) The real and (b) the imaginary parts of the charge density on a
1.0 cm x 10.0 cm line over a grounded substrate due to uniform plane wave illumination.













































































Figure 79: (a) The magnitude and (b) the phase of the co-pol component of the surface
current density on a 1.0 cm x 10.0 cm microstrip line illuminated by a uniform plane wave
at 3 GHz. The LCN result with 3 by 2 quadrature rules is obtained with the y−component


































































Figure 80: (a) The real and (b) the imaginary parts of the charge density on a
1.0 cm x 10.0 cm plate over a microstrip line illuminated by a uniform plane wave. The
LCN result with 3 by 2 quadrature rules is obtained with the y−component of the current
omitted.
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Figure 81: (a) The magnitude and (b) the phase of the co-pol component of the surface
current density on a 1.0 cm x 10.0 cm microstrip line illuminated by a uniform plane wave,
along the y = 0.5 cm cut.
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Figures 86a and 86b show the magnitude and the phase of the x−component of the sur-
face current density on the microstrip line obtained using LCN with 3 by 2 quadrature rules
at 2.9 GHz. Figures 87a and 87b present the magnitude and the phase of the x−component
of the surface current density on the microstrip line obtained using MoM at 2.9 GHz. A
close inspection of these figures indicates that there is a difference in magnitude of about
50%, and in addition there is a shift in the standing wave pattern on the input side of the
filter.
In order to study the behavior of the numerical results when the cross-pol component
of the current density is omitted from the LCN analysis, results for the stub filter were
generated under those conditions. The S11 and S12 for the single-stub filter are obtained
using the LCN approach and compared to the results of the MoM approach. Since the
cross-pol component of the current density has been dropped from the LCN representation,
each cell in the model has only 6 unknowns, The results obtained using the LCN procedure
under these conditions appear to agree with those obtained using the MoM. In addition, the
values obtained for β (the propagation constant on the port transmission line) are similar
to those obtained using the MoM formulation. Figures 88 and 89 show the magnitudes of
S11 and S12, respectively. Figures 90 and 91 show the phases of S11 and S12, respectively.
It is clear that the agreement in phase is far superior to that observed in the preceding
example, although there are still some differences in the magnitudes of the S-parameters.
Figures 92a and 92b show the magnitude and the phase of the x−component of the
surface current density on the microstrip line obtained using LCN with 3 by 2 quadrature
rules for each cell, respectively at 2.9 GHz. The currents produced by the LCN without the
cross-pol currents do not exhibit good agreement with either of the previous results.
5.6 Discussion
In this chapter, an attempt was made to extend the mixed-order LCN formulation to several
problems excited by impressed-current sources. Problems of interest include various printed
circuit structures, which often involve narrow microstrip lines. Unfortunately, it appears
that the mixed-order LCN formulation does not work well for that type of problem.
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Figure 82: Magnitude of S11 for the single-stub filter shown in Figure 14

























Figure 83: Magnitude of S12 for the single-stub filter shown in Figure 14
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Figure 84: Phase of S11 for the single-stub filter shown in Figure 14

























Figure 85: Phase of S12 for the single-stub filter shown in Figure 14
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Figure 86: (a) The magnitude and (b) the phase of the x−component of the surface
current density on the single-stub filter obtained at 2.9 GHz using LCN.
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Figure 87: (a) The magnitude and (b) the phase of the x−component of the surface
current density on the single-stub filter obtained at 2.9 GHz using the MoM.
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Figure 88: Magnitude of S11 of the single-stub filter shown in Figure 14, when cross- pol
currents are omitted from the LCN analysis.

























Figure 89: Magnitude of S12 of the single-stub filter shown in Figure 14, when cross- pol
currents are omitted from the LCN analysis.
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Figure 90: Phase of S11 of the single-stub filter shown in Figure 14, when cross- pol
currents are omitted from the LCN analysis.

























Figure 91: Phase of S12 of the single-stub filter shown in Figure 14, when cross- pol
currents are omitted from the LCN analysis.
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Figure 92: (a) The magnitude and (b) the phase of the x−component of the surface current
density on the single-stub filter obtained at 2.9 GHz using LCN with 3 by 2 quadrature
rules, with the cross-pol currents omitted from the LCN representation.
119
A considerable amount of effort was expended in order to determine if the problem was
due to a bug in the computer code, or something endemic to the formulation. Results
suggest that the difficulties occur for both the impressed-current feed and the plane wave
feed models. The erratic results do not improve substantially as smaller cell sizes are
employed. They do appear to improve for simple microstrip lines if the cross-pol current
is dropped from the LCN representation. However, the currents on the stub filter example
did not appear to improve after the cross-pol current was dropped.
Since the difficulty seems to arise for narrow strips, it is postulated that it may be
caused by a poor model of the edge singularity associated with the co-pol component of
the current on the strip. Neither the MoM approach nor the LCN formulation used in the
present investigation incorporate the proper edge singularity, and therefore it is reasonable
to conclude that neither approach yields the correct solution near an edge. The 3 by 2
mixed-order representation may be more sensitive to this situation than the simpler roof-
top basis function used within the MoM.
An additional downside to the use of the 3 by 2 representation is that it requires a large
number of unknowns (12 per cell) for narrow strips, compared to only one per cell for the
MoM. Thus a structure consisting largely of strips would require an order of magnitude more
unknowns for LCN analysis than MoM analysis. That situation is likely to be unacceptable
in practice.
To continue the investigation one step further, the following chapter considers an alter-
native to the 3 by 2 representation used with the LCN formulation for narrow strips.
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CHAPTER VI
AN LCN FORMULATION FOR NARROW STRIPS
INCORPORATING THE EDGE SINGULARITY
The previous chapter reported that the LCN approach produced inaccurate results for nar-
row strips when both components of the current are included in the representation. In
addition, the basic 3 by 2 representation (the simplest that appears to work well for other
structures) requires twelve unknowns per cell under those conditions (far more than the
simplest MoM approaches). On the other hand, when the cross-pol current was dropped
from the LCN representation for two of the examples under consideration, the results im-
proved dramatically. (For the third example of the stub filter, the current density did not
improve.)
Since printed circuit structures often contain narrow strips, any modeling approach
for printed circuit applications must include an accurate, efficient means for incorporating
narrow strips. The aim of this chapter is to find a better LCN representation that can be
used for treating narrow strips and microstrip lines.
6.1 Example: Conducting Strip in Free Space
For clarity, the microstrip line example of Chapter 5 (which incorporated a ground plane,
substrate, and impressed current source feed) will be simplified to the case of a single
narrow conducting strip in free space, illuminated by a normally-incident plane wave. A
single example will be considered: a strip of length = L = 4/3 λ, width = 2h = 4/30 λ, and
infinitesimal thickness in the third dimension. The incident field is a uniform plane wave
normally incident to the flat part of the strip with the electric field polarized along the long
dimension L of the strip.
There are two modeling difficulties with this problem: First, the current along the strip
exhibits a square-root singularity at the knife edges. Second, the charge density exhibits
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the same type of singularity at the strip ends. Similar features arise in connection with the
microstrip line considered in Chapter 5. Common practice when using MoM procedures
is to ignore both singularities. With the MoM formulation of Chapter 3, ignoring the
singularities did not lead to any obvious difficulties (although it is quite likely that the
numerical results were not highly accurate as a consequence). With the LCN approach of
Chapter 5, ignoring the singularities appeared to result in substantial error in the results.
Using the approach of Chapter 3, MoM results were obtained for the conducting strip
in free space, using cells of dimension hx and hy equal to 1/60 λ and 4/150 λ, respectively.
This model has 5 cells across the strip width, and a total of 715 unknowns. This model is
adequate to approximate the current crowding effect, and produce a result with a greater
current density near the strip edges than in the strip center. Results were also obtained
using the LCN approach with the 3 by 2 representation for the current density and a 20-
cell model for the strip. With the LCN approach, the cell dimensions hx and hy are set
to 2/30 λ and 4/30 λ, respectively. The LCN procedure uses a quadratic representation
for the current along the vector direction of the basis, but for this model just a constant
representation in the y direction. The LCN model requires 12 unknowns per cell to represent
both components of the current density, and therefore this 20 by 1 cell model employed 240
unknowns. To compare the LCN and MoM methods, the magnitude and the phase of the
x−component of the surface current density along the center of the strip are plotted as
shown in Figures 93a and 93b. As in the examples of Chapter 5, there is a substantial
difference in both the magnitude and phase of the current density.
To investigate the impact of cell size on the results, the previous example is repeated
using a 40-cell model, with cell dimensions of hx equal to 2/30 λ and hy equal to 2/30 λ.
The LCN procedure using the 3 by 2 representation requires 480 unknowns for this model of
the strip. The LCN results now exhibit a linear variation across the width of the strip, with
a minimum in the center, and are actually sampled slightly off the centerline as dictated
by the location of the quadrature points. To compare the LCN and MoM methods, the
magnitude and the phase of the co-pol component of the surface current density along the
centerline are plotted as shown in Figures 94a and 94b. In this case there is better agreement
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Figure 93: (a) The magnitude and (b) the phase of the co-pol component of the surface
current density on a 4/3λ x 4/30λ strip in free space illuminated by a normally-incident
uniform plane wave, along the centerline of the strip. The LCN result employed 20 cells.
Half the strip is shown.
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between the results, but still a measurable difference.
It should be noted that the current density obtained from the MoM representation
exhibits a minimum in the center of the strip, while those of the LCN approach exhibit a
uniform dependence for the 20-cell model and a linear transverse variation (with a minumum
in the center) for the 40-cell model. The 40-cell LCN result yields current density values
near the edge that are greater than those near the centerline, as would be expected due to
the phenomenon of current crowding that leads to the edge singularity discussed above. In
addition, the 40-cell LCN result is based on the current samples at the quadrature nodes
nearest the centerline of the strip (not exactly at the centerline). Despite this fact, the
difference between the MoM and LCN results is far more than would be expected due to
sampling the current off the actual centerline.
For the next example, the transverse component of the current density is dropped from
the LCN approach. The modified LCN approach is used with a 20-cell model, using cells of
dimension hx equal to 2/30 λ and hy equal to 4/30 λ. The LCN procedure using a 3 by 2
representation for the co-pol component of the current density requires 6 unknowns per cell,
or 120 unknowns overall. The magnitude and phase of the co-pol component of the surface
current density on the strip are shown in Figures 95a and 95b. As was observed under
similar conditions in Chapter 5, the results of the LCN approach (especially the phase)
exhibit good agreement with the MoM results.
Similar results are observed when the modified LCN approach is used with a 40-cell
model of the strip. Figures 96a and 96b show the magnitude and phase of the current on
the centerline for this situation, when hx is set to 2/30 λ and hy is set to 2/30 λ. The LCN
result requires 240 unknowns. This result shows good agreement between the methods,
and it also shows that the modified LCN approach using the 40 cell model is sufficiently
accurate.
The performance of the LCN procedure for the preceding examples is puzzling, because
it is apparent that the observed error in the result is related to the presence of the cross-pol
component of the current density in the model. The procedure can adjust the coefficients
of the cross-pol current to zero, and would be expected to do so if that component of the
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Figure 94: (a) The magnitude and (b) the phase of the co-pol component of the surface
current density on a 4/3λ x 4/30λ strip when there are 40 cells used with the LCN approach.
Half the strip is shown.
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Figure 95: (a) The magnitude and (b) the phase of the co-pol component of the surface
current density on a 4/3λ x 4/30λ strip. The 20-cell LCN result does not include the
cross-pol current density. Half the strip is shown.
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Figure 96: (a) The magnitude and (b) the phase of the co-pol component of the surface
current density on a 4/3λ x 4/30λ strip. The 40-cell LCN result does not include the
cross-pol current density. Half the strip is shown.
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current is not needed for the solution. In this situation, the LCN approach is not producing
coefficients of zero. In Chapter 5, it was postulated that the approach has difficulty with
this situation due to the presence of the edge and the associated singularity in the current
density. In order to investigate this postulate, a new representation was developed for use
with LCN.
6.2 3 by 1 Representation Incorporating an Edge Singular-
ity
The presence of the edge singularity in the current density along the strip suggests that a
special basis function incorporating the edge singularity be considered. For convenience,
consider a strip aligned along the x direction in free space. For such a strip in free space,
the true current density behavior is known to exhibit a transverse dependence that, in the
limit as the strip width becomes electrically small, is given by the function
1√
1− (y/h)2 (107)
where h is the half-width of the strip. Consequently, a new LCN representation was devel-
oped that employed a quadratic representation for the x dependence of the current density
and Eq. (107) for the y dependence. This representation, which is only under consideration
for narrow strips, only incorporates an x−component of current density.
Since the y dependence is prescribed by the preceding function, the new LCN repre-
sentation only requires 3 unknowns per cell. The implementation of the 3 by 1 approach
requires a conversion to the use of a 1-point Jacobi quadrature rule in y in conjunction with
a 3-point Gauss-Legendre rule in x. The local correction calculations must be modified to
incorporate the singular function of y.
Results were generated using the 3 by 1 representation. It was determined that the size
of the local correction footprint needed to be adjusted as the cell dimensions along x were
reduced, and this was done (for example, 2 cells on each side of the source were included
for a 20 by 1 cell discretization, while 5 cells on each side of the source cell were needed in
the local correction footprint for a 40 by 1 cell discretization of the strip). Figures 97a and
97b show results for the 20 by 1 cell LCN discretization (60 unknowns) compared to the
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MoM data, and Figures 98a and 98b show results for the 40 by 1 cell LCN discretization
(120 unknowns). These LCN results exhibit far better agreement with the MoM data than
the original 3 by 2 results presented earlier. The agreement is not perfect, however, and
one might suppose that the difference between the LCN and MoM data in this case is due
to the fact that the MoM data does not incorporate the edge singularity, and thus may not
be as accurate as the 3 by 1 LCN results.
6.3 Condition Number Comparison
Table 1 summarizes the number of unknowns and the matrix condition numbers for the
examples considered in this chapter. In addition, the table incorporates test runs based on
the 3 by 3 polynomial complete representations originally considered in Chapter 4 for use
with the LCN. LCN Results are presented for the 20-cell and 40-cell models of the strip.
The matrix condition number is a measure of the sensitivity of a matrix to small changes in
its entries. It is a number between 1.0 and infinity, with 1.0 being the desirable value. As
the matrix condition number grows large, it is an indication that the system of equations
representing the problem under consideration is less stable or less robust. From Table 1, it
is easily observed that the 3 by 2 mixed-order LCN representation significantly reduces the
condition number of the impedance matrix as compared to the polynomial-complete 3 by
3 LCN representation. The condition number often follows a trend similar to the number
of unknowns (the order of the matrix). It can be observed from Table 1 that the use of
the 3 by 2 representations with only the co-pol component of the current actually result
in an increase of the condition number, despite the reduction in the number of unknowns.
A significant decrease in the matrix condition number is realized with the 3 by 1 singular
representation.
6.4 Conclusions
In this chapter, a new 3 by 1 representation was considered for use with the LCN procedure
for modeling narrow strips. The new approach was investigated for a 4/3λ strip illuminated
by a plane wave. For that problem, it appears to work well. The new representation also
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Figure 97: (a) The magnitude and (b) the phase of the co-pol component of the surface
current density on a 4/3λ x 4/30λ strip in free space illuminated by a normally-incident
plane wave. The 20-cell LCN result was obtained with the 3 by 1 singular representation.
Half the strip is shown.
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Figure 98: (a) The magnitude and (b) the phase of the co-pol component of the surface
current density on a 4/3λ x 4/30λ strip in free space illuminated by a normally-incident
plane wave. The 40-cell LCN result was obtained with the 3 by 1 singular representation.
Half the strip is shown.
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Table 1: Impedance matrix condition number comparisons
Method number of unknowns number of condition number
per cell unknowns
MoM 1.78 715 2791
LCN 3x3 18 360 3608
LCN 3x3 18 720 389560
LCN 3x2 12 240 369
LCN 3x2 12 480 479
LCN 3x2 6 120 582
no cross-pol component
LCN 3x2 6 240 1161
no cross-pol component
LCN 3x1 3 60 172
LCN 3x1 3 120 317
reduces the number of unknowns to 3 per cell, a reduction of a factor of 4 from the general 3
by 2 representation suggested in Chapter 4. This preliminary investigation bodes favorably
for the use of a special LCN representation for narrow microstrip lines, a common structural
feature of printed circuit geometries.
Although the preliminary results support the 3 by 1 approach, additional research should
be carried out to determine if this idea will work in practice for narrow strips in planar,
layered structures. In particular, the form of the edge singularity along conducting strips in
the presence of a dielectric substrate may be different than the free-space form employed in
this investigation. The behavior of the numerical results at a right-angle junction of strips




The objective of this work was to improve the existing electromagnetic modeling capabilities
for application to printed circuit geometries.
A GPOF-based MoM solution of the mixed potential integral equation was developed
primarily to provide a platform for comparison purposes. This approach is suitable for a
multilayer environment, and can incorporate via modeling capabilities. S-parameter ex-
traction is used to convert the currents and fields into useful circuit-based quantities. The
GPOF implementation was previously developed by the author and colleagues Dr. M. I.
Aksun and others at Bilkent University [10, 4, 15, 1, 30, 28].
Recent research has suggested that there may be advantages to the LCN discretization
procedure, especially for problems where the Green’s functions are expensive to compute
and when higher-order representations are desired. For this reason, an LCN-based procedure
for planar conductors in a multilayer structure was developed in this thesis. The relative
efficiency and accuracy of the LCN and MoM procedures were also studied. In addition, a
number of fundamental aspects of the LCN approach were investigated, including the use of
mixed-order representations, representations incorporating edge singularities, and the use
of nonconforming models.
Finally, the techniques were evaluated and employed for a number of structures rep-
resenting electrical interconnects and devices in microelectronic packages. At the present
time, it is not clear that the LCN procedure offers an advantage over MoM for this class
of electromagnetic problem. In fact, it appears that the accuracy of the LCN method for
planar layered media problems is difficult to guarantee. In the course of the investigation,




Several original contributions were made in the course of this thesis research. These are as
follows:
• The use of the LCN approach for the analysis of layered media structures with the
GPOF form of the Green’s functions
• The use of mixed-order LCN representations for proper electric charge modeling
• The implementation of 3 by 2, 4 by 3, and 5 by 4 order representations
• The focus on the accuracy of the surface currents
• The demonstration that the LCN approach can be successful with nonconforming cell
models
• The presentation of the impressed-current feed model and the associated de-embedding
and S-parameter analysis in connection with the LCN procedure
• The use of a special edge singularity LCN representation for modeling narrow strips
7.2 Future Work
Due to the need to investigate and extend several fundamental aspects of the LCN proce-
dure, the original goal of modeling realistic printed circuit structures with the LCN method
was not achieved. This goal now appears within reach and should be pursued, by combining
a special representation for narrow microstrip lines with the general mixed-order represen-
tations introduced in Chapter 4 for other conducting structures. Results can be generated
for a number of microelectronic packaging applications, and compared with measured data
obtained from structures designed and fabricated at the Georgia Tech Packaging Research
Center to verify the numerical results.
The computational efficiency of the LCN method lies in the evaluation of the matrix
entries. The indications are that both the MoM and the LCN approaches will require a
large number of unknowns for the high accuracy modeling of realistic structures. Therefore,
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the matrix solution time will dominate the overall performance of both techniques. Parallel
programming appears to offer the best direction for reducing the solution time associated
with solving the large system of equations.
There is considerable interest in the development of adaptive computational methods,
where various estimates of the solution error are used to modify the model of the structure
under consideration (h-refinement) or the order of the representation used with a fixed
model (p-refinement). The LCN approach can easily incorporate p-refinement capabilities,
and appears to be an ideal platform for exploring its use in electromagnetic analysis.
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APPENDIX A
GENERALIZED PENCIL OF FUNCTION ALGORITHM
As mentioned in Chapter 2, the generalized pencil of function algorithm is used to approx-
imate the spectral domain Green’s functions with complex exponentials. Since application
of the algorithm is an important step in approximating the Green’s functions, it is given in
this Appendix for convenience.
It is well known that the Prony method and it variants can be used to extract the poles
[50, 51] of an EM system. The pencil of function (POF) method [26] is an alternate method
to the Prony method to find the system poles. In the POF method, the poles are found
from the solution of a generalized eigenvalue problem, whereas, the Prony method contains
a two-step process where the first step involves the solution of a matrix equation and the
second step involves finding the roots of a polynomial. The generalized pencil of function
method, is a generalization to the POF method and it is used to estimate poles of an EM
system from its transient response [24]. Compared to the Prony method, the GPOF method
is more robust and less noise sensitive.




bi · esiδtk k = 0, 1, · · · , N − 1 (108)
where bi are the complex residues, si are the complex poles, and δt is the sampling interval.
In order to find the poles, one can use the following algorithm [24]:
1. As a first step, construct the following matrices,
Y1 = [y0, y1, · · · , yL−1] (109)
Y2 = [y1, y2, · · · , yL] (110)
where
yi = [yi, yi+1, · · · , yi+N−L−1]T (111)
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here L is the pencil parameter and optimal choice of L is around L = N/2 [24].
2. Next, find a Z matrix as follows,
V D−1UH = SVD(Y1) (112)
Z = D−1UHY2V (113)
where SVD(·) and superscript H denote the singular value decomposition process and
complex conjugate transpose of a matrix, respectively. The number of exponentials,
M , is selected according to the significant singular values of the Y1 matrix. Note that
the matrices V , D, and U should be re-dimensioned according to the selected singular
values.




i = 1, 2, · · · ,M (114)
where zi’s are the eigenvalues of the Z matrix evaluated in step 2.
4. Finally residues are found from the least-squares solution of the following system


1 1 · · · 1
z1 z2 · · · zM
...
... · · · ...
zN−11 z
N−1























GREEN’S FUNCTIONS IN THE SPECTRAL DOMAIN
All of the Green’s functions, presented herein, are for the vector and scalar potentials. These
are not defined uniquely in stratified media [15]. In other words, different sets of Green’s
functions for the vector and scalar potentials can be chosen to satisfy the same boundary
conditions.
The spectral-domain Green’s functions in the source layer for different kind of sources
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where the superscript A and F denote the electric and magnetic vector potentials, respec-
tively, and qe and qm denote the electric and magnetic scalar potentials, respectively. The




h,v , and D
e,m
h,v are functions of the generalized reflection coeffi-

































































































Here R and R̃ are the Fresnel and generalized reflection coefficients [13] for which the
subscripts TE and TM represent the polarization of the wave, and the superscripts show
the layer numbers. The subscripts h and v represent the orientation of the source, horizontal
and vertical, respectively, while the superscripts e and m denote the type of the source,
electric and magnetic, respectively. It should be noted that the Green’s functions for y-












When the observation layer is different from the source layer, the Green’s functions are

















where A−j and A
+
j are the amplitudes of the down- and up-going waves, respectively, and
T is the transmission coefficient. So, the field expressions in any layer can be obtained
iteratively starting from the source layer.
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EVALUATION OF THE INNER PRODUCTS IN MOM
FORMULATIONS
In Chapter 3, the evaluation of the inner-products corresponding to the vertical metalliza-
tions is demonstrated on a typical inner-product term. In this appendix, the evaluations of
the other inner-products containing integration operations on z and z′ variables are given.















































At first, the spatial-domain Green’s function in (146) is replaced with the spectral-domain



















































































Bmx (x− u, y − v) (149)






































At first, the spatial-domain Green’s function in (150) is replaced with the spectral-domain
































where G̃qez is given in (144). After evaluating the z










































′ + u, y)Blz (y − v) (153)













This term contains integration and derivation with respect to z and z′, and the inner product



























At first, the spatial-domain Green’s function in (154) is replaced with the spectral-domain













































where G̃qez is given in (144). After evaluating the z and z













































z (y − v) (157)

























dz′ dy′GAzz(x− x′, y − y′, z, z′)Blz(y′, z′) (158)
At first, the spatial-domain Green’s function in (158) is replaced with the spectral-domain




































where G̃Azz is given in (142). After evaluating the z and z




































z (y − v) (161)
where x = x′ = xi.
144
APPENDIX D
ANALYTICAL EVALUATIONS OF SOME INTEGRALS
In the various implementations of the MoM and LCN formulations discussed in previous
chapters, the actual integrals are evaluated analytically for each term in a Taylor series
expansion of the Green’s function. The integrals involve the distance R defined as
R =
√
u2 + v2 − α2 =
√
u2 + v2 + c2 (162)


























































































un+1 ln(v + R)− Ln+2 + vIn+2
n + 1
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m + 1∫ ∫
unR dvdu =
vJn + Mn+2 + c2Mn
2∫ ∫
unvR dvdu =
Jn+2 + (v2 + c2)Jn
3∫ ∫
unv2R dvdu =
vJn+2 + v(2v2 + c2)Jn −Mn+4 − 2c2Mn+2 − c4Mn
8∫ ∫
unv3R dvdu =
−2Jn+4 + (v2 − 4c2)Jn+2 + (3v4 + v2c2 − 2c4)Jn
15∫ ∫
unv4R dvdu =
















m + 1∫ ∫
unR3 dvdu =
5vJn+2 + v(2v2 + 5c2))Jn + 3(Mn+4 + 2c2Mn+2 + c4Mn)
8∫ ∫
unvR3 dvdu =
Jn+4 + 2(v2 + c2)Jn+2 + (v2 + c2)2Jn
5∫ ∫
unv2R3 dvdu =
3vJn+4 + (14v3 + 6c2v)Jn+2 + (v3(8v2 + 14c2) + 3c4v)Jn
48
−3(Mn+6 + 3c
2Mn+4 + 3c4Mn+2 + c6Mn)
48∫ ∫
unv3R3 dvdu =
−2Jn+6 + (v2 − 6c2)Jn+4 + (8v4 + 2v2c2 − 6c4)Jn+2
35
+
(5v6 + 8v4c2 + v2c4 − 2c6)Jn
35∫ ∫
unv4R3 dvdu =
v[−3Jn+6 + (2v2 − 9c2)Jn+4 + (24v4 + 4v2c2 − 9c4)Jn+2]
128
+
v(16v6 + 24v4c2 + 2v2c4 − 3c6)Jn
128
+

































LEGENDRE POLYNOMIALS AND GAUSSIAN
QUADRATURE





α0f(x0) + α1f(x1) + · · ·+ αnf(xn) (164)
where x0, x1, . . . , xn are in the interval [a, b]. It is convenient to introduce the new indepen-
dent variable u defined by the equivalent relations
u =
2x− (a + b)
b− a
x =
(b− a)u + (a + b)
2









f(x) dx ∼= α0φ(u0) + α1φ(u1) + · · ·+ αnφ(un) (165)
where u0, u1, . . . , un lie in the interval [−1, 1]. The procedure for determining the αi and ui
is as follows. We determine the ui as the roots of the polynomial equation
Pn+1(u) = 0 (166)






(u2 − 1)n (167)











35u4 − 30u2 + 3
8










uk − uj (169)
The integral can be approximated by
∫ b
a
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