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Abstract 
This paper describes an interactive autonomous tour guide robot designed to guide visitors through Asia Pacific University 
Engineering Labs. Although tour guide robots with various self-localization abilities such as mapping has been introduced in the 
past, these technologies performance still remain challenged by indoor navigation obstacles. The current approach consists of 
implementing a low cost autonomous indoor tour guide robot running on an embedded system which is the Raspberry pi 2. The 
autonomous navigation is achieved through wall following using ultrasonic sensors and image processing using a simple 
webcam. The bitwise image processing comparison method introduced is writing in OpenCV and runs on the Raspberry pi. It 
grabs images and look for the tags to identify each lab. A recognition accuracy of 98 % was attained during the navigation testing 
in the labs. The user interaction was achieved through voice recognition on an android tablet placed on top of the robot. Google 
speech recognition API’s was used for the communication between the robot and the visitors. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of organizing committee of the 2015 IEEE International Symposium on Robotics and Intelligent 
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1. Introduction 
Various advancements in the robotics industry has taken place in the recent years. Interaction between human 
beings and robot has been a key focus of research amongst many researchers and engineers. One application where 
human and robot interaction is emerging is the tour guide robot. An interactive tour guide system will not only 
provide a dynamic tour experience, but will also give visitors an opportunity to be aware of the presence of a robot 
with a tour guide technology.  
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This paper focuses on designing an autonomous indoor tour guide robot capable in assisting visitors by giving 
them a tour of the Engineering Labs and its facilities in Asia Pacific University. The robot is not only aimed to be 
made low-cost, it is also expected to be highly reliable. This type of robot is suitable to be used in educational 
environments such as colleges and universities, as it helps new students have an understanding of what engineering 
is truly about before they embark into the journey. This robot will then serve the purpose of assisting visitors around 
the campus with ease. Besides using it in the educational field, the robot can also be used in the travel sectors to 
improve tourism of a country. It can be placed in various places of interests and be used to guide the tourists around 
the place. Such robots are popularly used in museums in some countries. If used in suitable environment for a 
specific purpose, the robot will be very effective in giving visitors an enhanced and meaningful experience of a tour 
guide.  
2. Relate work 
A successful tour guide robots is judged based on how well it localizes itself around a certain place and how well 
it interacts with the humans1. Several types of tour guide robots have been introduced in the past, each with a unique 
navigation technique. Researches Yelamarthi et al11 proposed a tour guide robot equipped with an RFID reader for 
localization and sonar and IR sensors for obstacle detection and avoidance. However, passive RFID readers tend to 
have a limited operating range which makes them less reliable as the robot has high chances of missing a tag. 
Furthermore, RFID readers are quite costly. Another alternative to RFID based autonomous navigation is vision-
based navigation system using QR (Quick Response) code recognition. Seok et al10 developed a wall following 
navigation technique based on real time QR code recognition. The robot is equipped with a Smartphone which 
continuously scan for the QR tags placed on each lab. However, it is important to mention that this technique had 
difficulty recognizing the QR tags when the robot was moving fast. 
 
Most localization and mapping techniques involve running complex algorithms. These kinds of operations 
require powerful processors to analyze all the collected data. Consequently, those approaches might not be fully 
efficient because they often require considerable amount of time to accomplish the mapping6. MacDougall & 
Tewolde8 suggested the implementation of a tour guide robot using the weighted centroid technique. The method 
consists of placing ZigBee modules at known location to provide reference information to the robot to locate itself. 
Unfortunately, the robot consistently missed the final destination by a distance of 3.3m up to 4.5m. 
 
When it comes to the human robot interaction, researches employed several approach. A tour guide robot that 
communicates with visitor through a touch screen was introduced by Yelamarthi et al11. Seok et al.10 proposed a 
different approach which consist of using android text to speech application to converts a string into audio and read 
it to visitors. Another low cost human machine interaction through voice recognition was presented by Haro et al.5. 
The proposed system consists of using a Raspberry pi as the main processing unit to recognize up to 6 different 
languages using web applications services. Stefanovic et al13 introduced a voice control system based on android 
and Google speech recognition API. The recognition success rate of the system was estimated to be more than 50%. 
In another related work, bt Aripin et al14 implemented a voice recognition system via smart phone for controlling 
home appliances. The common challenge between all this applications using Google voice API is that it very 
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3. Design guidelines 
3.1. Design specification 
Table 1: Show robot componet list           
 
        






    Fig. 1. 3D design overview                                                                           Fig. 2. User interface of the robot displayed  
The height of the robot is slightly lower than the average human height (160cm to 180 cm). The robot is around 
140 cm tall and 50 cm wide as shown in Fig. 1. The reason for the Omni wheels configuration is because they give 
the 2 degree of freedom as compare to other type of wheels configuration. The two long standing aluminum profiles 
are used to hold the Android tablet on top of the robot. The human machine communication is achieved through the 
android tablet the list of component is shown in Table 1. As shown in Fig. 2, an android application was designed to 
represent the robot user interface. A cartoonish animated face is displayed on the screen to interact with people. 
3.2. Control system structure 
As mentioned previously, the Raspberry pi minicomputer acts as the brain of the robot where most of the 
processing such as the image recognition takes place. It is like a bridge between the android tablet and the motors 
and sensors. The Ultrasonic sensors and the motors are all connected to an Arduino Mega microcontroller which 
uses I2C communication to exchange data with the Raspberry pi. The reason for this is that all the drivers and 
sensors are 5V logic while the Raspberry pi is a 3.3V logic device. The android tablet serves as a monitor to display 
the user interface of the robot and to execute the voice recognition. Hypertext Transfer Protocol (HTTP) which is a 
client server communication protocol is used to exchange information between the Pi (server) and the tablet (client). 

































              Fig. 4. Control System                                                                                                       Fig. 5. Robot interaction 
3.3. Robot Interaction 
The robot uses Google speech recognition to capture the user speech. The speech is then compared to the data 
stored in the robot database. The robot looks for a certain keywords in the speech and answer based on those 
keywords. Users can ask questions such as “what is the use of a CNC machine”. The Algorithm recognizes this 
question based on the three keywords “use”, “CNC”, and “machine”. If no match is found in the database, the robot 
informs the user that the request was not found. On the other hand if a match is found, the robot answers the 
question or executes the command depending on the user request as shown in Figure 5.  
3.4. Tour Guide Navigation 
The tour guide navigation system proposed is activated through voice commands such as “Show me the labs” or 
“Start navigation”. Once the robot receives the command, it first checks how far the right wall is situated from the 
sensors. If the wall is not in range, the robot executes the wall adjustment subroutine. In this subroutine, if the wall 
is found to be too far (distance > 30 cm), the robot move closer to the wall. Otherwise if the wall is too close 
(distance < 25 cm) the robot moves away from the wall. Next the robot checks for obstacles in its paths. If an 
obstacle is detected, the robot executes the obstacle avoidance subroutine. In the obstacle avoidance subroutine, 
when an obstacle is detected the robot waits for 3 seconds in case if it is a human passing by.  Then, the robot checks 
again a second time. If the obstacle is still present, the robot assumes it is a static object and so it move away from 
the object. Next, after the obstacle avoidance subroutine the robot execute the image processing subroutine to check 
and see if any Lab is in range. Images with a black square and a white number inside as shown in Fig. 3 will be 
placed in front of each Lab. This is what the robot will be continuously looking for in order to localize itself and 
identify the labs. If a match is found, the robot start talking and show a video presentation of the Lab it found to the 
visitors. After the presentation, the robots ask if the visitors have any question about that particular Lab. If a 
question is asked the robot looks for answers in its database and reply. Otherwise, the robot carries on with the tour 
as shown in Figure 6. 
 
 



















Fig. 6: Robot navigation algorithm 
3.5. Image processing algorithm 
In the image processing subroutine shown above, the Raspberry pi first captures an image. Then the image is 
smoothened to reduce noise before the edge is detected using the Canny filter. The contours in the image are found 
using the find contours function and the rectangular objects are isolated using the approxpolyDP function because 
rectangles have 4 sides. If a rectangle is found, it is compared against all the images stored in a database to find 
appropriate match using the bitwise XOR function as shown in Figure 7 and algorithm flowchart in Figure 8. 
 
 
(a) Capturing  (b) Edge detection 
(c) Extraction (d) Comparison 




                            Fig. 8. Image detection algorithm  
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4. Experimental results 
4.1. Image processing results 
In normal condition, the robot achieves 100% of correct recognition. The algorithm performed well during the 
image recognition testing in the lab under normal lighting condition. However, the performance of the system 
considerably dropped as the environment illumination reduced. The recognition rate was below 20% when the test 
was performed in the corridor. The problem was due to the fact that the corridor had less light than the labs, thus 
creating a dark foreground with a bright background. Consequently, the problem was solved by reducing the 
brightness of the captured image pixels before it gets further processed for recognition. However after improvement 









Fig. 9. Tag recognition testing result for normal lighting, poor lighting and after improved algorithm 
The image processing algorithm is as shown below. It is a very simple yet powerful algorithm. The recognition 
rate was around 90% in poor condition lighting. However, after improving the lighting condition by adding extra 
light in the labs, the recognition rate jumped up to 98.9 %. The robot can detect a lab placed at 1.6 m away thus 
reducing the risk of missing a tag.  
4.2. Voice recognition results 
The two sentences used were: 
a) Hello bob how are you doing today?   b) Please can you show us the labs? 
To evaluate the speech recognition, word error rate has been used. The formula to calculate the Werr is as 
shown below: 
       (1.0) 
 
S: Number of substitutions, 
D: Number of deletions, 
I: Number of insertions, 
N: Number of total words in the original sentence 
Subsequently, the word accuracy rate is obtained by applying the formula shown below: 
       (1.1) 
The percentage of accuracy for each sentence was calculated using the word accuracy rate method. 
The result of the average recognition accuracy per participant for each sentence is shown in the table 2.  
 
Table 2: Result from the evaluation of the speech recognition accuracy 
Users 1 2 3 4 5 6 7 8 9 10 Average 
Phrase1 (%) 56.6 91 91.2 91.4 91.2 91 88 94 97 100 89.14 
Phrase2 (%) 73.8 79.4 53.8 73.8 85.2 82.4 73.8 91 91.2 88.2 79.26 
 
Based on the graph shown in Figure 10, it can be concluded that the phrase1 has a high recognition rate than 
phrase 2. The word accuracy rate is 84.14% for phrase 1 and 79.26% for phrase 2. Hence, the average recognition 
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rate of the entire system is estimated to be around 84.2% which lead to a word error rate of 15.8%. This means that 
if you were to speak to the robot, it would misinterpret your voice command once every 6 times. This is not always 
the case as speech recognition accuracy depends on many factors although Google has significantly managed to 
improve the accuracy of the speech recognition engine over the years through the integration of deep neural 
network.  The number one factor that affects the speech recognition accuracy is the internet connection as Google 
speech recognition highly depends on the internet. Other factors that affect the recognition accuracy are: The noise 
in the surrounding environment, the distance at which the user is speaking, how loud he speaks, his English accent, 
and the speed at which he speaks. The Figure below shows the speech recognition graph obtained from the testing 
result. 
                     
Fig. 10. Speech recognition rate graph based on the two phrases  
 
During the testing, some words appeared to be header to catch than others. The word “bob” in the first sentence 
and the word “labs” in the second sentence were often mistaken. On the other hand words such as “hello how are 
you” were easily recognized in most cases. This is because Google is trained to handle mostly daily conversations. 
With this in mind, most keywords in the robot database were replaced with easier words to catch. However some 
keywords such as “labs” could not be replaced. The noise also plays an important role in the speech recognition 
process. The system performs better in an environment with less or almost no noise. The distance at which the robot 
can correctly recognize the speech reduces as the noise increase. Currently, in order to address the robot the user has 
to be standing in less than 1m away from the robot.  This has been tested in normal ambient places (60dB up to 
70dB) whereby people were moving around and talking. At this point, the robot highly depends on the internet for 
the voice recognition. Google only provided the offline speech recognition for the android jelly bean version. The 
internet has nothing to do with the accuracy of the speech recognition. It only affect the time it takes for the robot to 
process queries. The less the downloading and uploading rate of the internet, the slower the speech recognition gets. 
5. Conclusion and future reference 
In summary an interactive and autonomous tour guide robot which uses wall following and image processing for 
navigation has been implemented. The low cost tour guide robot presented is the first of its kind to be powered with 
the Raspberry pi 2 which is a credit card size embedded minicomputer. The robot could successfully navigate 
through engineering labs and guide the visitors. Currently, the robot is configured to use 4 Omni wheels which 
require the use of four motors. This configuration is great for making the robot movement flexible. However, using 
four motors requires more power as the current robot can only run for 30 min. Future improvements would require 
building a robot which uses only two motorize wheels and a caster wheel. Also, since the tour guide application on 
the android phone is totally independent from the robot, this current project can be further enhanced. A virtual guide 
can be made out of the current android application running of the robot. This guide could be used by anyone running 
an android device. Furthermore, the current system recognize and understand users request based on keywords and 
is only limited to its one local database. Further research can be made on how to incorporate an artificial intelligence 
system into the robot so that it could be smarter and can answer wider range of questions. 
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