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Tematem niniejszej rozprawy jest problem izomorzmu ukªadów dynamicznych
z ukªadami odwrotnymi. Niech (X,B, µ) b¦dzie probabilistyczn¡ standardow¡ prze-
strzeni¡ z miar¡. Niech T = {Tt}t∈R b¦dzie potokiem na X zachowuj¡cym miar¦ µ.
Mówimy, »e potok T jest izomorczny ze swoim odwrotnym, je»eli istnieje zacho-
wuj¡cy miar¦ µ mierzalny automorzm S : X → X taki, »e
Tt ◦ S = S ◦ T−t dla ka»dego t ∈ R.
Analogiczn¡ denicj¦ stosuje si¦ równie» dla automorzmów zachowuj¡cych miar¦.
Problem istnienia izomorzmu ukªadu dynamicznego ze swoim ukªadem odwrot-
nym byª studiowany ju» przez Halmosa i von Neumanna w [17]. W [17] autorzy
wyznaczyli peªen zestaw niezmienników izomorzmu dla ukªadów dynamicznych
z dyskretnym widmem, którym jest grupa warto±ci wªasnych. Jako prosty wnio-
sek z gªównego rezultatu pracy otrzymali, »e ka»dy ukªad dynamiczny z prostym
widmem jest izomorczny ze swoim odwrotnym. Co wi¦cej, Halmos i von Neumann
sformuªowali przypuszczenie, »e ten fakt rozszerza si¦ na dowolne ukªady dynamicz-
ne. Pierwszy kontrprzykªad na ich hipotez¦ zostaª podany przez Anzaja w [3]. Byª
to tzw. produkt sko±ny Anzaja. Ów przykªad daª pocz¡tek badaniom ukªadów dy-
namicznych ze wzgl¦du na ich relacj¦ z ukªadami odwrotnymi. Jak pokazano w [9]
(dla automorzmów) oraz w [8] (dla potoków), wªasno±¢ bycia nieizomorcznym ze
swoim ukªadem odwrotnym jest typowa (tj. zbiór ukªadów posiadaj¡cych t¡ wªa-
sno±¢ zawiera podzbiór Gδ-g¦sty) w przestrzeni wszystkich automorzmów zacho-
wuj¡cych miar¦ oraz w przestrzeni wszystkich potoków zachowuj¡cych miar¦ (obie
przestrzenie posiadaj¡ naturalne topologie, z którymi stanowi¡ przestrzenie polskie;
w przypadku przestrzeni potoków topologia ta jest przedstawiona w podrozdzia-
le 2.3). W powy»szych pracach jest de facto pokazana silniejsza wªasno±¢ ni» brak
izomorzmu, mianowicie, »e zbiór sªabo mieszaj¡cych automorzmów i potoków za-
chowuj¡cych miar¦, które s¡ rozª¡czne w sensie Furstenberga ze swoimi odpowiednio
automorzmami i potokami odwrotnymi, stanowi podzbiór Gδ-g¦sty w odpowied-
nich przestrzeniach.
Mimo, »e typowy potok jest rozª¡czny ze swoim odwrotnym, to pytanie o odwra-
calno±¢ pozostaje dalece nietrywialne, gdy zadaje je si¦ w kontek±cie konkretnych
klas ukªadów dynamicznych. Warto zaznaczy¢, »e dla wielu takich klas, wszystkie
potoki s¡ izomorczne ze swoimi odwrotnymi. Wspomnieli±my ju» o potokach z
dyskretnym widmem. Dodatkowo wszystkie potoki gaussowskie oraz potoki Berno-
ulli'ego s¡ izomorczne ze swoimi potokami odwrotnymi. W pierwszym przypadku
izomorzm uzyskiwany jest poprzez odpowiednio±¢ rozkªadów spektralnych, nato-
miast w drugim dzi¦ki twierdzeniu Ornsteina o izomorzmie dla potoków Berno-
ulli'ego. Tak»e niektóre potoki horocykli na Γ\PSL2(R) s¡ izomorczne ze swoimi
odwrotnymi. ci±lej mówi¡c, ma to miejsce, dokªadnie wtedy gdy krata Γ jest nie-





. Izomorczny ze swoim
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odwrotnym jest równie» potok geodezyjny na dowolnej zwartej rozmaito±ci Rieman-
na. Przestrzeni¡ konguracji jest w tym przypadku jednostkowa wi¡zka styczna, a
izomorzm potoku geodezyjnego ze swoim odwrotnym zadany jest przez odwzoro-
wanie (x, v) 7→ (x,−v). Dokªadniejszy zarys historyczny problemu istnienia izomor-
zmu potoku z potokiem odwrotnym w konkretnych klasach potoków przedstawiony
jest w pracy [12].
Gªównym celem tej rozprawy jest zrozumienie problemu istnienia izomorzmu
potoku z potokiem odwrotnym w klasie potoków translacyjnych na zwartych po-
wierzchniach translacyjnych. NiechM b¦dzie zwart¡ spójn¡ orientowaln¡ powierzch-
ni¡ topologiczn¡ oraz niech Σ ⊂M b¦dzie sko«czonym podzbiorem punktów osobli-
wych. Na M rozpatruje si¦ tzw. struktur¦ translacyjn¡ ζ, tzn. atlas na M \ Σ taki,
»e ka»de odwzorowanie przej±cia pomi¦dzy ukªadami wspóªrz¦dnych jest transla-
cj¡. Par¦ (M, ζ) nazywamy powierzchni¡ translacyjn¡. Przestrze« wszystkich struk-
tur translacyjnych na ustalonej powierzchni M , modulo pewna naturalna relacja
równowa»no±ci struktur, stanowi tzw. przestrze« moduli M(M) (patrz podrozdziaª
2.5). Ka»dej strukturze translacyjnej ζ przyporz¡dkowana jest miara Lebesgue'a λζ
naM . Co wi¦cej, dla dowolnego kierunku rozwa»a si¦ potok kierunkowy z pr¦dko±ci¡
jednostkow¡, który zachowuje miar¦ λζ . Ka»dy taki potok mo»na rozpatrywa¢ jako
potok pionowy na obróconej powierzchni translacyjnej. W istocie, wystarczy wszyst-
kie mapy atlasu translacyjnego zªo»y¢ z odpowiednim obrotem. Warto zaznaczy¢,
»e badanie potoków translacyjnych jest w du»ej mierze inspirowane problemami dla
bilardów na wielok¡tach o wymiernych k¡tach (patrz [10, 18, 35]).
Na przestrzeni moduli M(M) istnieje naturalna topologia, patrz podrozdziaª
2.5. Mo»emy zada¢ zatem pytanie, jak du»y w topologicznym sensie jest zbiór po-
wierzchni translacyjnych, dla których pionowy potok translacyjny jest izomorczny
ze swoim odwrotnym.
Powy»ej przedstawiony problem b¦dziemy rozpatrywa¢ osobno na ka»dej skªa-
dowej spójno±ci przestrzeni moduliM(M), gdy» jak si¦ okazuje, odpowied¹ zale»y
od wyboru skªadowej. Owe skªadowe spójno±ci zostaªy precyzyjnie opisane i skla-
sykowane w pracach [30] oraz [23]. W±ród nich wyró»nia si¦ tzw. hipereliptyczne
skªadowe spójno±ci. Ka»da taka skªadowa C jest wyposa»ona w uniwersaln¡ inwo-
lucj¦ φC : M → M tak¡, »e dla ka»dej struktury ζ ∈ C mamy φ∗Cζ = −ζ. W
szczególno±ci, dla ka»dego ζ ∈ C odwzorowanie φC zadaje izomorzm pomi¦dzy
pionowym potokiem translacyjnym na (M, ζ) a potokiem do niego odwrotnym. Na
skªadowych niehipereliptycznych brak uniwersalnej inwolucji powoduje zupeªnie in-
ne wªasno±ci potoków translacyjnych. Dokªadniej, zachodzi nast¦puj¡ce twierdzenie
b¦d¡ce gªównym rezultatem tej rozprawy.
Twierdzenie 1.1. W ka»dej niehipereliptycznej skªadowej spójno±ci przestrzeni
moduli, zbiór takich struktur translacyjnych, »e stowarzyszony pionowy potok trans-
lacyjny nie jest izomorczny ze swoim potokiem odwrotnym jest zbiorem typowym,
tj. zawiera g¦sty podzbiór typu Gδ.
Co wi¦cej, zachodzi silniejsze twierdzenie, w którym warunek braku izomorzmu
zast¡piony jest rozª¡czno±ci¡ (patrz twierdzenie 9.6). Twierdzenie 1.1 implikuje, »e
na niehipereliptycznych skªadowych spójno±ci przestrzeni moduliM(M), zbiór tych
struktur translacyjnych, dla których stowarzyszony potok pionowy translacyjny jest
izomorczny ze swoim potokiem odwrotnym, jest zbiorem pierwszej kategorii. Oka-




Twierdzenie 1.2. W ka»dej niehipereliptycznej skªadowej spójno±ci przestrzeni
moduli, zbiór tych struktur translacyjnych dla których pionowy potok translacyjny
jest izomorczny ze swoim potokiem odwrotnym jest podzbiorem g¦stym.
W celu udowodnienia twierdzenia 1.1 potraktujemy warunkiGδ i g¦sto±ci osobno.
Wykazanie warunku Gδ w przypadku badania braku izomorzmu potoku z potokiem
odwrotnym jest zadaniem bardzo trudnym i karkoªomnym. Zaskakuj¡co, zadanie to
upraszcza si¦, gdy zast¡pimy brak izomorzmu warunkiem silniejszym, tzn. rozª¡cz-
no±ci¡ w sensie Furstenberga. Takie post¦powanie rzeczywi±cie przynosi wymierne
rezultaty. Udowodnimy, »e zbiór tych struktur translacyjnych, dla których stowarzy-
szony potok pionowy jest sªabo mieszaj¡cy i rozª¡czny ze swoim potokiem odwrot-
nym jest typu Gδ w ka»dej skªadowej spójno±ci przestrzeni moduli M(M). Jedn¡
ze skªadowych dowodu tego faktu jest wspomniane ju» twierdzenie Danilenki i Ry-
»ykowa w [8]. Natomiast drugim elementem dowodu warunku Gδ jest twierdzenie
8.4 mówi¡ce o tym, »e ka»d¡ skªadow¡ spójno±ci przestrzeni moduliM(M) mo»na
lokalnie wªo»y¢ w przestrze« metryczn¡ potoków zachowuj¡cych miar¦. Warto za-
znaczy¢, »e owo wªo»enie ma t¦ wªasno±¢, »e obraz ka»dej struktury translacyjnej ζ
poprzez to wªo»enie jest potokiem izomorcznym z potokiem pionowym na (M, ζ).
Dowód omawianego twierdzenia o istnieniu wªo»enia stanowi jeden z wa»niejszych
i trudniejszych elementów dowodu gªównego twierdzenia, a zarazem tej rozprawy.
Aby wykaza¢ warunek g¦sto±ci w twierdzeniu 1.1 wykorzystuje si¦ tzw. reprezen-
tacje specjalne potoków. Okazuje si¦, »e pionowe potoki translacyjne na powierzch-
niach maj¡ reprezentacje specjalne nad przekªadaniami odcinków pod kawaªkami
staªymi funkcjami dachowymi. Dla takich potoków, ale nad obrotami (czyli prze-
kªadaniami dwóch odcinków), w pracy [12] przedstawiono metody, które daj¡ mo»-
liwo±¢ dowodzenia braku izomorzmu potoku specjalnego z potokiem odwrotnym.
Wspomniane metody bazuj¡ na teorii 3-poª¡cze«, a dokªadniej, na badaniu granic
3-poª¡cze« wykresowych. W rozprawie udoskonalono te metody w dwojaki sposób.
Po pierwsze pokazano, »e badaj¡c granice 3-poª¡cze« wykresowych, mo»na os¡dza¢
nie tylko o braku izomorzmu, ale i o rozª¡czno±ci potoków. Po drugie pokazano,
»e metody te mo»na stosowa¢ do potoków specjalnych nad automorzmami cz¦±cio-
wo sztywnymi. Mi¦dzy innymi takimi automorzmami s¡ przekªadania odcinków. W
rozprawie udowodniono twierdzenie 4.5 bazuj¡ce na wspomnianych wy»ej metodach,
które jest efektywnym kryterium daj¡cym mo»liwo±¢ wykazywania rozª¡czno±ci po-
toków specjalnych. Ponadto okazuje si¦, »e zbiór struktur translacyjnych, dla których
reprezentacja specjalna pionowego potoku posiada pewn¡ szczególna posta¢, do któ-
rej jeste±my w stanie zastosowa¢ twierdzenie 4.5 jest g¦sty w niehipereliptycznych
skªadowych spójno±ci przestrzeni moduli M(M). W ten sposób uzyskano g¦sto±¢
struktur translacyjnych, dla których pionowy potok jest rozª¡czny ze swoim od-
wrotnym. Warto tak»e doda¢, »e równie» korzystaj¡c z narz¦dzia jakim s¡ granice
3-poª¡cze« wykresowych, wykazano sªabe mieszane tych»e potoków. St¡d wynika,
»e w ka»dej niehipereliptycznej skªadowej spójno±ci przestrzeni moduliM(M) zbiór
struktur translacyjnych, dla których pionowy potok translacyjny jest sªabo miesza-
j¡cy i rozª¡czny ze swoim odwrotnym, stanowi zbiór g¦sty, a jak wspomnieli±my
wcze±niej, tak»e zbiór typu Gδ. To implikuje twierdzenie 1.1.
Teraz przedstawimy zawarto±¢ poszczególnych rozdziaªów.
Rozdziaª 2 stanowi wprowadzenie podstawowych poj¦¢ u»ywanych w rozprawie.
Dzieli si¦ na sze±¢ podrozdziaªów. Pierwszy przybli»a poj¦cie poª¡czenia ukªadów
dynamicznych. Przedstawione s¡ tam gªówne wªasno±ci zbioru wszystkich poª¡cze«,
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jak i interpretacja operatorowa poª¡czenia ukªadów dynamicznych. W drugim pod-
rozdziale zaprezentowano denicj¦ potoku specjalnego i reprezentacji specjalnej. W
trzecim podrozdziale przybli»ono poj¦cie przestrzeni potoków zachowuj¡cych miar¦.
Szczególny nacisk poªo»ony jest na topologi¦ tej przestrzeni oraz na sformuªowanie
warunku umo»liwiaj¡cego sprawdzenie ci¡gªo±ci funkcji dziaªaj¡cej do tej»e prze-
strzeni. W czwartym podrozdziale sformuªowane s¡ denicje przekªadania odcinków
oraz podstawowych obiektów z tym»e przekªadaniem stowarzyszonych. Pi¡ty pod-
rozdziaª po±wi¦cony jest powierzchniom translacyjnym i przestrzeni moduli. Przed-
stawiono tam denicje powy»szych poj¦¢ a tak»e wprowadzono potoki translacyjne
na powierzchniach. Zaprezentowano tak»e podstawowe wªasno±ci struktur transla-
cyjnych a tak»e topologi¦ na przestrzeni moduli. Ponadto przedstawiono w tym roz-
dziale reprezentacje wielok¡tne i poprzez spinane prostok¡ty dla powierzchni trans-
lacyjnych. Omówiono równie», w jaki sposób z ka»d¡ skªadow¡ spójno±ci przestrzeni
moduli M(M) stowarzysza si¦ pewn¡ klas¦ permutacji, zwan¡ rozszerzonym gra-
fem Rauzy'ego. Ostatni podrozdziaª po±wi¦cony jest indukcji Rauzy'ego-Veecha -
zarówno jednowymiarowej, jak i wielok¡tnej. Oprócz denicji przedstawiono tak-
»e konstrukcj¦ miary niezmienniczej dla tej»e indukcji oraz zaprezentowano wiele
klasycznych rezultatów dotycz¡cych tego poj¦cia.
Rozdziaª 3 po±wi¦cony jest badaniu granic 3-poª¡cze« wykresowych potoków spe-
cjalnych. Najwa»niejszym rezultatem tego rozdziaªu jest twierdzenie 3.9, które daje
mo»liwo±¢ badania postaci granic 3-poª¡cze« wykresowych. Wyniki zaprezentowane
w tym rozdziale zostaªy opublikowane w pracy [5]. Jednak»e warto zaznaczy¢, »e
inspiracj¡ tych rezultatów byªy metody rozwini¦te w [12].
W rozdziale 4 zbadano konsekwencje jakie nios¡ pewne postaci poª¡cze« gra-
nicznych (poª¡czenia caªkowe) uzyskanych w poprzednim rozdziale. Najwa»niejszym
rezultatem jest tutaj twierdzenie 4.5, b¦d¡ce kryterium orzekaj¡cym kiedy potok
specjalny jest rozª¡czny ze swoim odwrotnym. Kluczowym warunkiem jest asyme-
tria poª¡czenia granicznego, a dokªadniej pewnej miary na R stowarzyszonej z tym
poª¡czeniem. Warto podkre±li¢ równie» wag¦ lematu 4.7 orzekaj¡cego jak wniosko-
wa¢ sªabe mieszanie potoku z postaci jego poª¡czenia granicznego. Twierdzenie 4.5
jest uogólnieniem podobnego kryterium znajduj¡cego si¦ w pracy [5], które orze-
kaªo w analogicznej sytuacji jedynie o braku izomorzmu potoku z jego potokiem
odwrotnym. Kryterium w nowej wersji pojawia si¦ jednak w pracy [6].
Rozdziaª 5 jest w caªo±ci po±wi¦cony permutacjom. Konkretniej, w twierdze-
niu 5.1 dla ka»dego grafu Rauzy'ego stowarzyszonego z niehipereliptyczn¡ skªadow¡
spójno±ci udowodniono istnienie permutacji speªniaj¡cej pewien specjalny warunek.
Jest to wa»ny warunek, który pozwala w rozdziale 3 wygenerowa¢ asymetri¦ (nie-
zb¦dn¡ do zastosowania twierdzenia 4.5) w reprezentacjach specjalnych potoków
pionowych dla struktur translacyjnych nale»¡cych do niehipereliptycznych skªado-
wych spójno±ci.
W rozdziale 6 zaprezentowano kilka rezultatów dotycz¡cych rozª¡czno±ci potoku
za swoim odwrotnym, które opieraj¡ si¦ na kryterium 4.5 zastosowanym do po-
toków specjalnych nad przekªadaniami odcinków pod ró»nego rodzaju funkcjami
dachowymi. Najwa»niejszym z punktu widzenia dowodu gªównego twierdzenia 1.1
jest twierdzenie 6.7 dotycz¡ce rozª¡czno±ci potoków specjalnych pod funkcjami ka-
waªkami staªymi z ich potokami odwrotnymi, gdy», jak wspomnieli±my wcze±niej,
tego typu potoki s¡ reprezentacjami specjalnymi pionowych potoków translacyjnych
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na powierzchniach. W twierdzeniu 6.7 asymetri¦ w poª¡czeniu granicznym uzyskuje
si¦ dzi¦ki dodatkowym punktom nieci¡gªo±ci funkcji dachowej, w których skoki maj¡
niesymetryczne warto±ci. Podano tak»e rezultat dotycz¡cy potoków specjalnych pod
funkcjami kawaªkami absolutnie ci¡gªymi o niezerowej sumie skoków, patrz twier-
dzenie 6.1. W tym przypadku asymetria poª¡czenia granicznego jest spowodowana
asymetri¡ funkcji dachowej wynikaj¡c¡ z zaªo»enia o niezerowej sumie skoków.
Wszystkie wyniki zaprezentowane w tym rozdziale s¡ wzmocnieniem rezultatów
przedstawionych w pracy [5], które w podobnej wersji orzekaªy jedynie o braku
izomorzmu, a nie o rozª¡czno±ci rozwa»anych potoków. W stosunku do wyników
ze wspomnianej pracy, opisane w rozprawie rezultaty dziaªaj¡ dla wi¦kszej klasy
funkcji dachowych potoków specjalnych.
Rozdziaªy 7 i 8 po±wi¦cone s¡ konstrukcji lokalnego ci¡gªego wªo»enia dowolnej
skªadowej spójno±ci C przestrzeni moduliM(M) w przestrze« potoków zachowuj¡-
cych miar¦. Owa konstrukcja przedstawiona jest w kilku krokach. Najpierw w roz-
dziale 7 zaprezentowano jak dla ustalonej powierzchni translacyjnej (M, ζ) oraz do-
wolnej miary z g¦sto±ci¡ µ = f dλζ , gdzie λζ oznacza miar¦ Lebesgue'a na (M, ζ),
skonstruowa¢ homeomorzm Hf zale»ny w sposób ci¡gªy od f taki, »e (Hf )∗µ = λζ .
Nast¦pnie w rozdziale 8 podano konstrukcj¦ samego wªo»enia. Najwi¦ksz¡ przeszko-
d¡ w tej»e konstrukcji jest fakt, »e dla ró»nych struktur translacyjnych ζ1 i ζ2 nale-
»¡cych do C, stowarzyszone miary Lebesgue'a λζ1 i λζ2 mog¡ by¢ ró»ne. Pierwszym
krokiem w konstrukcji jest wskazanie otwartego otoczenia ζ ∈ Uζ ⊂ C takiego, »e dla
ka»dego ω ∈ Uζ , powierzchnia (M,ω) jest przeksztaªcana poprzez kawaªkami anicz-
ny homeomorzm, zale»ny w sposób ci¡gªy od ω ∈ Uζ , w (M, ζ). Obrazem miary
λω poprzez to odwzorowanie jest miara z g¦sto±ci¡ fω dλζ . Nast¦pnie korzystaj¡c
z wyników poprzedniego rozdziaªu, otrzymuje si¦ kolejny homeomorzm na (M, ζ),
równie» zale»ny w sposób ci¡gªy od ω ∈ Uζ , który przeksztaªca miar¦ fω dλζ w mia-
r¦ λζ . Na koniec pokazano, »e potok b¦d¡cy obrazem pionowego potoku na (M,ω)
poprzez zªo»enie dwóch wymienionych homeomorzmów zale»y w sposób ci¡gªy od
ω ∈ Uζ . Otrzymuje si¦ tym samym ostateczny rezultat rozdziaªów 7 oraz 8 jakim
jest twierdzenie 8.4. Na zako«czenie rozdziaªu lemat 8.5 pokazuje, »e lokalno±¢ skon-
struowanego wªo»enia wystarcza, aby przetransportowa¢ warunek Gδ z przestrzeni
potoków zachowuj¡cych miar¦ na dowoln¡ skªadow¡ C.
Rozdziaª 9 po±wi¦cono dowodom gªównych rezultatów. Sformuªowano w nim
twierdzenie 9.6, które mówi o tym, »e w dowolnej niehipereliptycznej skªadowej spój-
no±ci C przestrzeni moduliM(M), zbiór struktur translacyjnych dla których potok
pionowy jest sªabo mieszaj¡cy i rozª¡czny ze swoim odwrotnym, stanowi zbiór g¦sty
typu Gδ. Bezpo±redni¡ konsekwencj¡ tego rezultatu jest twierdzenie 1.1. Najpierw
korzystaj¡c z twierdzenia Danilenki i Ry»ykowa 9.1, lematu 8.5 oraz twierdzenia 8.4
wnioskuje si¦, »e warunek Gδ w twierdzeniu 9.6 jest speªniony dla ka»dej skªadowej
spójno±ci przestrzeni moduliM(M), nie tylko hipereliptycznej. Nast¦pnie udowod-
niono twierdzenie 1.2, które korzysta w du»ej mierze z lematu 2.40. Lemat 2.40 mówi,
»e w ustalonej skªadowej spójno±ci dla g¦stego zbioru struktur translacyjnych ist-
nieje reprezentacja wielok¡tna, której wiele kraw¦dzi jest równolegªych do kierunku
potoku. To powoduje uproszczenie reprezentacji specjalnej potoku, a w przypadku
niehipereliptycznych skªadowych spójno±ci daje mo»liwo±¢ wygenerowania dodatko-
wych punktów nieci¡gªo±ci funkcji dachowej. Istnienie takich dodatkowych punktów
nieci¡gªo±ci umo»liwia zastosowanie twierdzenia 6.7. W ten sposób wykazuje si¦ g¦-
sto±¢ zbioru struktur translacyjnych, dla których odpowiadaj¡cy pionowy potok jest
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sªabo mieszaj¡cy i rozª¡czny z odwrotnym. To ko«czy dowód twierdzenia 9.6, gdy»
warunek Gδ zostaª ju» wykazany wcze±niej w tym rozdziale.
Tak jak wspomnieli±my wcze±niej, wi¦kszo±¢ wyników zawartych w rozprawie
zostaªa spisana w pracach [5] oraz [6].
Autor rozprawy dzi¦kuje swojemu promotorowi prof. dr. hab. Krzysztofowi Fr¡cz-
kowi za dªugoletni¡ wspóªprac¦ oraz za ogromny wysiªek wªo»ony w edukacj¦ jego
osoby. Autor dzi¦kuje tak»e prof. dr. hab. Mariuszowi Lema«czykowi oraz prof.
Thierremu de la Rue za wspóªprac¦ oraz cenne konsultacje, zwªaszcza w zakre-
sie teorii poª¡cze«. Ponadto autor chciaªby podzi¦kowa¢ wszystkim osobom, które
wsparªy go w jego drodze do napisania tej rozprawy. Wspóªpraca mi¦dzynarodo-
wa i wyjazdy na konferencje, które przysªu»yªy si¦ uzyskaniu wyników rozprawy,
zostaªy donansowane z grantu OPUS 7 Narodowego Centrum Nauki o numerze




W tym rozdziale przedstawimy podstawowe informacje dotycz¡ce poj¦¢ matema-
tycznych, których b¦dziemy u»ywa¢, tj. poª¡cze«, przestrzeni potoków, przekªada«
odcinków, powierzchni translacyjnych oraz przestrzeni moduli.
2.1. Poª¡czenia
Niech (X,B, µ) b¦dzie standardow¡ przestrzeni¡ borelowsk¡ z miar¡ sko«czon¡.
Rodzin¦ automorzmów {Tt}t∈R na (X,B, µ) nazywamy potokiem zachowuj¡cym
miar¦ µ je»eli
(1) odwzorowanie X × R 3 (x, t) 7→ Tt(x) jest mierzalne;
(2) T0(x) = x dla µ-prawie ka»dego x ∈ X;
(3) Tt+s(x) = Tt ◦ Ts(x) dla ka»dych t, s ∈ R oraz dla µ-prawie ka»dego x ∈ X;
(4) µ(TtA) = µ(A) dla ka»dego A ∈ B oraz t ∈ R.
Warto zaznaczy¢, »e w tej rozprawie wi¦kszo±¢ równo±ci nale»y rozumie¢ jako rów-
no±ci prawie wsz¦dzie. B¦dziemy równie» rozwa»a¢ ukªady dynamiczne postaci
(X,B, µ, T ), gdzie T : X → X jest mierzalnym automorzmem zachowuj¡cym mia-
r¦ µ, tzn. istnieje zbiór X0 ⊆ X taki, »e T : X0 → X0 jest bijekcj¡ oraz µ(Xc0) = 0.
Warto zaznaczy¢, »e w przypadku takich ukªadów dynamicznych b¦dziemy równie»
rozwa»a¢ przypadek, gdy µ jest miar¡ niesko«czon¡. Przez ergodyczno±¢ rozumiemy,
»e dla A ∈ B warunek T−1(A) = A implikuje, »e µ(A) = 0 lub µ(Ac) = 0. Natomiast
(X,B, µ, T ) nazywamy ukªadem powracaj¡cym, gdy dla dowolnego zbioru A ∈ B do-
datniej miary i dla µ-prawie ka»dego elementu x ∈ A, zachodzi T n(x) ∈ A dla
niesko«czenie wielu liczb n ­ 0 (jest to warunek równowa»ny tzw. konserwatywno-
±ci ukªadu, patrz Theorem 1.1.1 w [1]). Warto zaznaczy¢, »e ze wzgl¦du na lemat
Poincarégo o powracaniu, ka»dy automorzm zachowuj¡cy miar¦ sko«czon¡ jest po-
wracaj¡cy.
Lemat 2.1 (Proposition 1.2.2 w [1]). Je±li (X,B, µ, T ) jest ukªadem ergodycznym
i powracaj¡cym, to dla dowolnego zbioru A ∈ B dodatniej miary µ i dla µ-prawie
ka»dego x ∈ X mamy T n(x) ∈ A dla niesko«czenie wielu n ∈ N.
Z potokiem T = {Tt}t∈R na (X,B, µ) mo»emy stowarzyszy¢ rodzin¦ operato-
rów Koopmana tj. operatorów UTt : L2(X,B, µ) → L2(X,B, µ) danych wzorem
UTt (f) = f ◦T−t dla t ∈ R. Warto zaznaczy¢, »e odwzorowanie t 7→ UTt jest ci¡gª¡ re-
prezentacj¡ unitarn¡. Je±li nie b¦dzie to doprowadzaªo do nieporozumie«, b¦dziemy
u»ywa¢ oznaczenia T−t zamiast UTt .
Niech (Y, C, ν) równie» b¦dzie standardow¡ przestrzeni¡ borelowsk¡ z miar¡ sko«-
czon¡. Powiemy, »e miara sko«czona ν na Y jest obrazem miary µ na X poprzez
odwzorowanie mierzalne F : (X,B, µ)→ (Y, C, ν) je»eli dla ka»dego C ∈ C zachodzi
ν(C) = µ(F−1C). Miar¦ ν oznaczamy wtedy przez F∗µ. Mówimy, »e dwa potoki za-
chowuj¡ce sko«czone miary T = {Tt}t∈R na (X,B, µ) oraz S = {St}t∈R na (Y, C, ν)
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s¡ izomorczne, je»eli istnieje mierzalna bijekcja F : (X,B, µ)→ (Y, C, ν) taka, »e




Poj¦cia, które teraz zostan¡ omówione, zdeniowane s¡ dla probabilistycznych
standardowych przestrzeni borelowskich. Warto jednak zaznaczy¢, »e mog¡ by¢ one
zdeniowane równie» dla dowolnych standardowych przestrzeni borelowskich z miar¡
sko«czon¡, poprzez odpowiednie przeskalowania i w dalszej cz¦±ci pracy b¦dziemy si¦
równie» posªugiwa¢ ich wersjami dla miar sko«czonych, je»eli zajdzie taka potrzeba.
Niech K > 0 b¦dzie liczb¡ naturaln¡. Dla dowolnego 1 ¬ i ¬ K rozwa»my po-
tok T i = {T it }t∈R zachowuj¡cy miar¦ na probabilistycznej standardowej przestrzeni
borelowskiej (X i,Bi, µi). Mówimy, »e miara λ na (X1 × . . . × XK ,B1 ⊗ . . . ⊗ BK)
jest K- poª¡czeniem potoków je»eli jest T 1× . . .×T K-niezmiennicza oraz rzutuje si¦
na X i jako µi dla ka»dego i = 1, . . . , K, tj.
λ(X1 × . . .×X i−1 × A×X i+1 × . . .×XK) = µi(A) dla dowolnego A ∈ Bi.
Oznaczamy przez J(T 1, . . . , T K) zbiór wszystkich poª¡cze« pomi¦dzy potokami T i
dla i = 1, . . . , K a przez Je(T 1, . . . , T K) podzbiór poª¡cze« ergodycznych. Je»eli
(X i,Bi, µi, T i) dla i = 1, . . . , K s¡ kopiami tego samego potoku, to powiemy, »e λ
jest K-samopoª¡czeniem. Oznaczamy zbiór K-samopoª¡cze« potoku T przez JK(T ),
natomiast zbiór ergodycznych K-samopoª¡cze« przez JeK(T ).
Dla ka»dego i = 1, . . . , K niech {Ain} ∈ Bi b¦dzie ci¡giem g¦stym wzgl¦dem pseu-







|λ1(A1n1 × . . .× A
K
nK




Wówczas ci¡g elementów {λn}n∈N ⊂ J(T 1, . . . , T K) jest zbie»ny do poª¡czenia λ ∈
J(T 1, . . . , T K) wzgl¦dem metryki ρ, je»eli dla dowolnych Ai ∈ Bi, gdzie i = 1, . . . , K,
zachodzi
λn(A1 × . . .× AK)→ λ(A1 × . . .× AK).
Uwaga 2.2. Zaªó»my, »e dla ka»dego i = 1, . . . K przestrze« X i jest wyposa»ona
w metryk¦ tak¡, »e Bi jest σ-algebr¡ zbiorów borelowskich dla tej metryki. Wówczas
zbie»no±¢ w J(T 1, . . . , T K) pokrywa si¦ ze sªab¡ zbie»no±ci¡ miar na X1× . . .×XK .
Je»eli T 1, . . . , T K s¡ potokami ergodycznymi, to zachodz¡ poni»sze fakty.
Lemat 2.3. Zbiór J(T 1, . . . , T K) jest zwartym sympleksem a zbiór punktów eks-
tremalnych ext
(
J(T 1, . . . , T K)
)
jest równy Je(T 1, . . . , T K).
Lemat 2.4 (Rozkªad na skªadowe ergodyczne). Dla ka»dego poª¡czenia λ ∈






Zaªó»my, »e K = 2. Wówczas miara produktowa µ1 ⊗ µ2 zawsze nale»y do
J(T 1, T 2).
Definicja 1. Mówimy, »e potoki T 1 i T 2 s¡ rozª¡czne w sensie Furstenberga
je»eli miara produktowa jest jedynym elementem J(T 1, T 2). W dalszej cz¦±ci roz-
prawy b¦dziemy pisa¢ po prostu rozª¡czne.
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W dowodach b¦dziemy u»ywa¢ równowa»nej denicji danej przez nast¦puj¡cy
fakt.
Uwaga 2.5. Rozª¡czno±¢ potoków T 1 i T 2 jest równowa»na z tym, »e µ1 ⊗ µ2
jest jedynym elementem Je(T 1, T 2).
Uwaga 2.6. Je»eli dwa potoki s¡ rozª¡czne, to nie posiadaj¡ wspólnych faktorów.
W szczególno±ci, s¡ nieizomorczne.
Poj¦cia poª¡cze« i rozª¡czno±ci mo»na w analogiczny sposób zdeniowa¢ dla au-
tomorzmów zachowuj¡cych miar¦ zamiast dla potoków. Mamy wtedy nast¦puj¡cy
rezultat.
Lemat 2.7. Je»eli (T,X,B, µ) jest automorzmem ergodycznym oraz (Id, Y, C, ν)
jest identyczno±ci¡, to T i Id s¡ rozª¡czne.
Niech φ : (X1,B1, µ1, T 1)→ (X2,B2, µ2, T 2) b¦dzie izomorzmem. Wtedy µ1φ :=
(Id×φ)∗µ1 jest poª¡czeniem potoków T 1 i T 2. Mówimy, »e µ1φ jest poª¡czeniem wy-
kresowym. Warto zaznaczy¢, »e je»eli T 1 jest potokiem ergodycznym, to µ1φ jest
miar¡ ergodyczn¡ dla T 1×T 2. Poni»sza charakteryzacja potoków standardow¡ ob-
serwacj¡, jednak»e podamy jej dowód.
Lemat 2.8. Niech λ ∈ J(T 1, T 2) oraz niech Π ⊆ B1 b¦dzie rodzin¡ zbiorów
mierzalnych. Niech φ : (X1,B1, µ1, T 1) → (X2,B2, µ2, T 2) b¦dzie izomorzmem.
Wtedy nast¦puj¡ce warunki s¡ równowa»ne:
(1) λ(A×B) = µ1(A ∩ φ−1(B)) dla wszystkich A ∈ Π oraz B ∈ φ(Π);
(2) λ(A×X2 4 X1 × φA) = 0 dla ka»dego A ∈ Π;
(3) λ(A× φAc) = λ(Ac × φA) = 0 dla ka»dego A ∈ Π.
Dowód. Wyka»emy najpierw, »e z warunku (1) wynika warunek (3). Niech A ∈
Π. Wtedy podstawiaj¡c B = φ(A) w (1) otrzymujemy
λ(A× φA) = µ1(A ∩ A) = µ1(A) = µ2(φA).
St¡d
λ(A× φAc) = λ(A×X2)− λ(A× φA) = µ1(A)− λ(A× φA) = 0
oraz
λ(Ac × φA) = λ(X1 × φA)− λ(A× φA) = µ2(φA)− λ(A× φA) = 0,
co ko«czy dowód implikacji. Zauwa»my ponadto, »e
λ(A×X2 4 X1 × φA) = λ(A× φAc) + λ(Ac × φA),
co dowodzi równowa»no±ci pomi¦dzy warunkami (2) i (3).
Aby doko«czy¢ dowód lematu, musimy pokaza¢, »e warunek (3) implikuje waru-
nek (1). Zauwa»my, »e
λ(A×B) = λ((A ∩ φ−1(B))×B) + λ((A ∩ φ−1(Bc))×B).
Korzystaj¡c z punktu (3) dla φ−1(B) uzyskujemy
λ((A ∩ φ−1(Bc))×B) ¬ λ(φ−1(Bc)×B) = 0,
oraz
λ((A ∩ φ−1(B))×Bc) ¬ λ(φ−1(B)×Bc) = 0.
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Zatem
λ(A×B) = λ((A ∩ φ−1(B))×B) + λ((A ∩ φ−1(Bc))×B) = λ((A ∩ φ−1(B))×B)
= λ((A ∩ φ−1(B))×X2)− λ((A ∩ φ−1(B))×Bc)
= λ((A ∩ φ−1(B))×X2) = µ1(A ∩ φ−1(B)),
co ko«czy dowód. 
Rozwa»my poª¡czenia wykresowe pomi¦dzy dwiema kopiami tego samego potoku
(X,B, µ, T ). W rozprawie, b¦dziemy gªównie rozwa»a¢ poª¡czenia dane przez φ =
T−t dla pewnego t ∈ R i b¦dziemy je oznacza¢ przez µt. Innymi sªowy, dla A,B ∈ B
mamy
µt(A×B) = µ(A ∩ TtB) = µ(T−tA ∩B).
T¦ denicj¦ mo»na ªatwo rozszerzy¢ do poª¡cze« wy»ej wymiarowych, tj. µt1,...,tK−1
jest K-poª¡czeniem wyznaczonym wzorem
µt1,...,tK−1(A1 × . . .× AK) = µ(T−t1A1 ∩ . . . ∩ T−tK−1AK−1 ∩ AK),
dla wszystkich A1, . . . , AK ∈ B. Warto zaznaczy¢, »e odwzorowanie (t1, . . . , tK−1) 7→
µt1,...,tK−1 jest odwzorowaniem ci¡gªym. W szczególno±ci, je»eli T jest potokiem sªabo
mieszaj¡cym, to powy»sze odwzorowanie jest ró»nowarto±ciowe, co razem z twier-
dzeniem Suslina implikuje, »e zbiór {µt1,...,tK−1 ; t1, . . . , tK−1 ∈ R} jest mierzalny
w JK(T ).
Niech P(RK−1) oznacza zbiór borelowskich miar probabilistycznych na RK−1.
Dla ka»dego P ∈ P(RK−1) rozwa»amy K-poª¡czenie caªkowe wyznaczone przez∫
RK−1




µt1,...,tK−1(A1 × . . .× AK)dP (t1, . . . , tK−1),
gdzie A1, . . . , AK ∈ B.
Przypomnijmy, »e operator Φ : L2(X,B, µ)→ L2(X,B, µ) nazywamy operatorem
Markowa je»eli jest on liniow¡ kontrakcj¡ (tzn. ‖Φf‖2 ¬ ‖f‖2 dla ka»dej funkcji
f ∈ L2(X,B, µ)) oraz
(1) dla ka»dej nieujemnej funkcji f ∈ L2(X,B, µ), funkcja Φ(f) równie» jest
funkcj¡ nieujemn¡;
(2) je»eli 1X funkcj¦ staª¡ równ¡ 1 X, to Φ(1X) = 1X = Φ∗(1X).
Z ka»dym 2-samopoª¡czeniem λ ∈ J2(T ), mo»emy stowarzyszy¢ operator Markowa





Wtedy Ψ(λ) ◦ UTt = UTt ◦ Ψ(λ), gdzie {UTt }t∈R jest rodzin¡ operatorów Koopmana
stowarzyszon¡ z T .
Przykªad 1. Je»eli λ = µ⊗ µ, to Ψ(λ)(f) =
∫
X fdµ. Je»eli natomiast λ = φ∗µ
dla pewnego izomorzmu φ : (X,µ)→ (X,µ), to Ψ(λ)(f) = f ◦ φ−1.
Oznaczmy przez J (T ) zbiór wszystkich operatorów Markowa, które komutuj¡
z operatorami Koopmana stowarzyszonym z T , tj. operator Φ nale»y do J (T ) wte-
dy i tylko wtedy, gdy dla ka»dego t ∈ R zachodzi Φ ◦ UTt = UTt ◦ Φ. Okazuje si¦, »e
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je»eli rozwa»ymy ∗-sªab¡ topologi¦ operatorow¡ na J (T ), to (2.1) deniuje anicz-
ny homeomorzm Ψ : J2(T ) → J (T ). Wi¦cej informacji na temat poª¡cze« i ich
zwi¡zków z operatorami Markowa mo»na znale¹¢ w [15].
Rozwa»my aniczne ci¡gªe odwzorowania Π1,3 : J3(T )→ J2(T ) dane przez
(2.2) Π1,3(λ)(A×B) := λ(A×X ×B) dla ka»dych A,B ∈ B.
Innymi sªowy Π1,3(λ) jest rzutowaniem poª¡czenia λ na pierwsz¡ i na trzeci¡ wspóª-
rz¦dn¡. Analogicznie deniujemy przeksztaªcenie Π2,3, które jest rzutowaniem na dru-
ga i na trzeci¡ wspóªrz¦dn¡. Skoro J2(T ) i J (T ) s¡ anicznie homeomorczne, to
mo»emy rozwa»y¢ aniczne odwzorowania Ψ ◦ Πi,3 : J3(T ) → J (T ) dla i = 1, 2.
O ile nie doprowadzi to do nieporozumie«, b¦dziemy pisa¢ Πi,3 zamiast Ψ ◦ Πi,3.
Zauwa»my, »e dla dowolnych t, s ∈ R zachodzi
(2.3) Π1,3(µt,s) = T−t i Π2,3(µt,s) = T−s.
Dla i ∈ {1, 2} niech σi : R2 → R b¦dzie rzutowaniem na i-t¡ wspóªrz¦dn¡. Wtedy

















dla i = 1, 2.
2.2. Potoki specjalne.
Niech (X,B, µ) b¦dzie probabilistyczn¡ standardow¡ przestrzeni¡ borelowsk¡.
Niech T : X → X b¦dzie µ-niezmienniczym automorzmem. Niech f ∈ L1(X)





ix), je»eli n ­ 1
0, je»eli n = 0
−∑−1i=n f(T ix), je»eli n ¬ −1.
Zdeniujmy przestrze« Xf := ((x, r);x ∈ X, 0 ¬ r < f(x)). Niech B(R) oznacza
σ-algebr¦ zbiorów borelowskich na R, natomiast Leb miar¦ Lebesgue'a na R. Na Xf
rozwa»my σ-algebr¦ zbiorów mierzalnych Bf b¦d¡c¡ obci¦ciem σ-algebry produkto-
wej B × B(R) na X × R. Podobnie, rozwa»amy tak»e miar¦ µf b¦d¡c¡ obci¦ciem
miary µ ⊗ Leb do Xf . Potok specjalny T f = {T ft }t∈R jest to zachowuj¡cy miar¦
potok na Xf dany wzorem
T ft (x, r) := (T
nx, r + t− f (n)(x)),
gdzie n ∈ Z jest jedyn¡ liczb¡ naturaln¡ tak¡, »e speªniona jest nierówno±¢ f (n)(x) ¬
r+t < f (n+1)(x). Automorzm T nazwiemy podstaw¡ potoku specjalnego, natomiast
funkcj¦ f b¦dziemy nazywa¢ funkcj¡ dachow¡. Innymi sªowy, jest to potok, który
przesyªa punkty (x, r) ∈ Xf w gór¦ z pr¦dko±ci¡ jednostkow¡ a punkty postaci
(x, f(x)) oraz (Tx, 0) dla x ∈ X s¡ ze sob¡ identykowane.
Potok specjalny mo»emy równie» zdeniowa¢ inaczej. Niech {σt}t∈R b¦dzie po-
tokiem na X ×R danym wzorem σt(x, r) = (x, r+ t) dla (x, r) ∈ X ×R. Podzielmy
teraz przestrze« X × R przez relacj¦ równowa»no±ci, która identykuje punkty po-
staci (T nx, r − f (n)(x)) dla (x, r) ∈ X × R, gdzie n ∈ Z. Wówczas zbiór Xf jest
dziedzin¡ fundamentaln¡ tej relacji i mo»e by¢ identykowany ze zbiorem ilorazo-
wym. Zauwa»my, »e σt komutuje z produktem sko±nym (x, r) 7→ (T nx, r − f (n)(x)).
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St¡d, potok wertykalny na przestrzeni ilorazowej jest identykowany z potokiem
specjalnym T f .
Uwaga 2.9. Potok specjalny T f na (Xf ,Bf , µf ) jest ergodyczny wtedy i tylko
wtedy, gdy automorzm T na (X,B, µ) jest ergodyczny.
Poni»szy rezultat stanowi kryterium sªabego mieszania dla potoków specjalnych.
Przypominjmy, »e potok {Tt}t∈R jest sªabo mieszaj¡cy
h ◦ Tt = eirth dla ka»dego t ∈ R ⇒ r = 0 ∧ h = const.
Twierdzenie 2.10 (patrz [19]). Niech T f na (Xf ,Bf , µf ) b¦dzie potokiem spe-
cjalnym nad automorzmem ergodycznym T : X → X i pod funkcj¡ dachow¡
f : X → R>0. Je±li dla dowolnej liczby rzeczywistej r 6= 0 równanie kohomologiczne
eirf = g/g ◦ T
nie ma rozwi¡za« mierzalnych g : X → S1, to potok T f jest sªabo mieszaj¡cy.
Ze wzgl¦du na twierdzenie o reprezentacji potoku Ambrose'a (patrz [2]), ka»dy
potok ergodyczny jest izomorczny z pewnym potokiem specjalnym w sensie teo-
riomiarowym. Wówczas potok specjalny nazywamy reprezentacj¡ specjaln¡ potoku.
W rozprawie b¦dziemy zajmowa¢ si¦ potokami specjalnymi nad automorzmami
na odcinku, których funkcje dachowe s¡ kawaªkami absolutnie ci¡gªe.
B¦dziemy zawsze zakªada¢, »e funkcje dachowe s¡ prawostronnie ci¡gªe oraz po-
siadaj¡ granice lewostronne w ka»dym punkcie. Je»eli kawaªkami absolutnie ci¡gªa
funkcja f posiada nieci¡gªo±¢ w x, to punkt x nazywamy skokiem funkcji f a war-
to±ci¡ skoku w x nazywamy liczb¦ d(x) := limy→x− f(y)− f(x).
2.3. Przestrze« potoków
Niech (X,B, µ) b¦dzie probabilistyczn¡ standardow¡ przestrzeni¡ borelowsk¡.
Przez Flow(X) oznaczamy zbiór wszystkich zachowuj¡cych miar¦ potoków na X.
Niech T = {Tt}t∈R ∈ Flow(X),A ∈ B oraz ε > 0. Rozwa»amy otoczenie U(T , A, ε) ⊆
Flow(X) zdeniowane w nast¦puj¡cy sposób
U(T , A, ε) := {S = {St}t∈R ∈ Flow(X); sup
t∈[−1,1]
µ(TtA4StA) < ε}.
Zbiory takiej postaci tworz¡ podbaz¦ topologii a przestrze« Flow(X) wyposa»ona
w t¦ topologi¦ jest przestrzeni¡ polsk¡.
Niech (Y, d) b¦dzie przestrzeni¡ metryczn¡. Wtedy odwzorowanie F : Y →
Flow(X) jest ci¡gªe je»eli dla ka»dych y ∈ Y oraz A ∈ B zachodzi
(2.5)
dla ka»dego ε > 0 istnieje δ > 0 taka, »e d(y, z) < δ ⇒ F (z) ∈ U(F (y), A, ε).
Z tego, »e dla dowolnych A1, B1, A2, B2 ∈ B mamy
A14B1 = Ac14Bc1 i (A1 ∪B1)4(A2 ∪B2) ⊆ (A14A2) ∪ (B14B2),
wynika, »e dla ka»dego y ∈ Y rodzina By zbiorów A ∈ B, dla których warunek (2.5)
jest speªniony, jest algebr¡ zbiorów. Z nierówno±ci trójk¡ta dla ró»nicy symetrycznej
µ(A4B) ¬ µ(A4C) + µ(B4C) dla A,B,C ∈ B,
wynika z kolei, »e algebra By jest zamkni¦ta ze wzgl¦du na branie sum przeliczal-
nych rodzin wst¦puj¡cych, a zatem jest σ-algebr¡ zbiorów. Wnioskujemy st¡d, »e
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aby sprawdzi¢ ci¡gªo±¢ F w y, wystarczy sprawdza¢ (2.5) na elementach z rodziny
zbiorów generuj¡cej B.
Wszystkie bezatomowe standardowe probabilistyczne przestrzenie borelowskie
s¡ izomorczne (patrz Theroem 3.4.23 in [29]). Niech (X1,B1, µ1) oraz (X2,B2, µ2)
b¦d¡ standardowymi probabilistycznymi przestrzeniami borelowskimi oraz niech H :
X1 → X2 b¦dzie wspomnianym wy»ej izomorzmem. Wtedy przestrzenie Flow(X1)
i Flow(X2) s¡ identykowane poprzez homeomorzm φ : Flow(X1) → Flow(X2)
dany wzorem
φ(T ) := H ◦ T ◦H−1.
Wynika st¡d nast¦puj¡ca uwaga.
Uwaga 2.11. Aby udowodni¢, »e funkcja F : (Y, d) → Flow(X1) jest ci¡gªa
w punkcie y ∈ Y , mo»emy zamiast tego udowodni¢, »e funkcja φ ◦ F : (Y, d) →
Flow(X2) jest ci¡gªa. Innymi sªowy, wystarczy wykaza¢, »e dla ka»dego y ∈ Y oraz
A ∈ D ⊂ B2, gdzie D generuje B2, zachodzi
dla ka»dego ε > 0 istnieje δ > 0 takie, »e d(y, z) < δ ⇒ φ◦F (z) ∈ U(φ◦F (y), A, ε).
2.4. Przekªadania odcinków
Niech A b¦dzie alfabetem zªo»onym z d elementów. Dla ε ∈ {0, 1}, niech πε :
A → {1, . . . , d} b¦d¡ bijekcjami. Od tej pory permutacj¡ π alfabetu A nazywamy
par¦ {π0, π1}, gdzie π0(a) odpowiada pozycji litery a przed permutacj¡, podczas gdy
π1(a) okre±la pozycj¦ litery a po permutacji. Warto zaznaczy¢, »e π1 ◦ π0 jest wtedy
permutacj¡ zbioru {1, . . . , d} w klasycznym rozumieniu. Mówimy, »e permutacja π
jest nieredukowalna je»eli nie istnieje liczba 1 ¬ k < d taka, »e
π1 ◦ π−10
(
{1, . . . , k}
)
= {1, . . . , k}.
Zbiór wszystkich permutacji nieredukowalnych alfabetu A oznaczamy przez SA0 . W
rozprawie b¦dziemy posªugiwa¢ si¦ wyª¡cznie permutacjami nieredukowalnymi, wi¦c
to zaªo»enie b¦dzie z reguªy pomijane. Mówimy, »e permutacja π jest symetryczna
je»eli
π1(a) = d+ 1− π0(a) dla ka»dego a ∈ A.
Zauwa»my, »e symetryczna permutacja jest zawsze nieredukowalna, co wynika z fak-
tu, »e π1(π−10 (1)) = d.
Przedziaªy, które b¦dziemy rozwa»a¢ od tej pory, s¡ zawsze lewostronnie do-
mkni¦te i prawostronnie otwarte, o ile nie b¦dzie powiedziane inaczej. Niech I ⊂ R
b¦dzie takim przedziaªem wyposa»onym w σ-algebr¦ zbiorów borelowskich oraz mia-
r¦ Lebesgue'a Leb. Bez utraty ogólno±ci mo»emy zakªada¢, »e lewym ko«cem prze-
dziaªu I jest 0. Niech {Ia}a∈A b¦dzie podziaªem I na d odcinków, gdzie Ia ma
dªugo±¢ |Ia| = λa ­ 0. Niech RA­0 oznacza zbiór wszystkich wektorów rzeczy-
wistych o nieujemnych wspóªrz¦dnych, indeksowanych alfabetem A, ró»nych od
0. Wówczas λ := (λa)a∈A ∈ RA­0 nazywamy wektorem dªugo±ci. Wtedy mamy
|λ| := ∑a∈A λa = Leb(I). Ka»dy podziaª odcinka I b¦dziemy uto»samia¢ z wek-
torem dªugo±ci λ.
Przekªadaniem odcinków (IET) nazywamy automorzm Tπ,λ : I → I, który
przestawia odcinki Ia zgodnie z permutacj¡ π. Mówi¡c dokªadniej








dla x ∈ Ia.
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Nietrudno zauwa»y¢, »e Tπ,λ jest automorzmem zachowuj¡cym miar¦ Lebesgue'a.




+1, je±li π0(a) < π0(b) i π1(a) > π1(b);
−1, je±li π0(a) > π0(b) i π1(a) < π1(b);
0, w przeciwnym wypadku.
Macierz Ωπ nazywamy macierz¡ translacji stowarzyszon¡ z Tπ,λ. Nazwa tej»e ma-
cierzy wywodzi si¦ z faktu, i» Tπ,λ dziaªa na odcinek Ia jako przesuni¦cie o liczb¦∑
b∈A(Ωπ)abλb.
2.5. Powierzchnie translacyjne i przestrze« moduli
NiechM b¦dzie orientowaln¡ spójn¡ i zwart¡ powierzchni¡ o genusie g ­ 1. Niech
Σ := {A1, . . . , As} b¦dzie sko«czonym zbiorem punktów osobliwych na M . Niech
κ := (κ1, . . . , κs) b¦dzie wektorem dodatnich liczb caªkowitych takim, »e
∑s
i=1 κi =
2g − 2. Struktura translacyjna na M jest to maksymalny atlas ζ map na M \ Σ
dziaªaj¡cych do otwartych podzbiorów pªaszczyzny C taki, »e ka»de odwzorowanie
przej±cia pomi¦dzy lokalnymi ukªadami wspóªrz¦dnych jest translacj¡. Ponadto dla
ka»dego 1 ¬ i ¬ s istnieje otoczenie Vi ⊂ M punktu Ai, otoczenie Wi ⊂ C punktu
0 oraz ramikowane nakrycie πi : (Vi, Ai) → (Wi, 0) stopnia κi + 1 takie, »e ka»de
injektywne obci¦cie πi do M \ Σ jest elementem ζ. Liczb¦ κi nazywamy indeksem
punktu Ai. Przez prostok¡t rozumiemy dowolny zbiórD zawarty w dziedzinie pewnej
mapy f z atlasu ζ, b¦d¡cy przeciwobrazem poprzez f prostok¡ta na pªaszczy¹nie
o pionowych i poziomych bokach.
Na (M, ζ) rozpatrzmy holomorczn¡ 1-form¦, która w lokalnych wspóªrz¦dnych
jest postaci dz. Form¦ t¦ oznaczamy równie» jako ζ. Ma ona miejsca zerowa w punk-
tach Ai ∈ Σ rz¦du κi. B¦dziemy identykowa¢ struktury translacyjne z formami
holomorcznymi, których miejscami zerowymi s¡ punkty z Σ.
Z form¡ ζ stowarzyszamy 2-form¦ powierzchni i2dζ ∧ dζ̄, która z kolei wyznacza
miar¦ Lebesgue'a λζ na (M, ζ). W lokalnych wspóªrz¦dnych forma ta dana jest
wzorem i2dz ∧ dz̄ = dx ∧ dy. Ponadto forma kwadratowa |ζ|
2 wyznacza metryk¦
riemannowsk¡ (M, ζ). Przez dζ b¦dziemy oznacza¢ odlegªo±¢ wyznaczon¡ przez t¦
metryk¦. Z kolei niech Area(ζ) := λζ(M) oznacza caªkowite pole powierzchni (M, ζ).
Dla dowolnego kierunku θ ∈ S1 rozwa»amy na (M, ζ) potok translacyjny {φθt}t∈R,
który w lokalnych wspóªrz¦dnych porusza punkty w kierunku θ z pr¦dko±ci¡ jednost-
kow¡. Potok ten rozpatrywany jako lokalny potok topologiczny nie jest zdeniowany
dla elementów ze zbioru Σ. Ponadto nie dla ka»dego x ∈M element φθt (x) jest zde-
niowany dla ka»dego t ∈ R, co zale»y od tego czy orbita punktu x natraa na punkt
osobliwy. W±ród potoków translacyjnych wyró»niamy pionowy potok translacyjny,
który b¦dziemy oznacza¢ przez T ζ = {T ζt }t∈R. Oznaczmy przez I(x) ∈ R maksy-
malny przedziaª, dla którego orbita punktu x ∈M \ Σ jest zdeniowana. Je±li I(x)
jest póªprost¡ lewostronnie ograniczon¡ to orbit¦ punktu x nazwiemy separatrys¡
wychodz¡c¡, natomiast gdy I(x) jest póªprost¡ prawostronnie ograniczon¡, to mówi-
my, »e orbita punktu x jest separatrys¡ przychodz¡c¡. Mo»liwe jest równie», »e I(x)
jest przedziaªem ograniczonym, czyli zarówno orbita w przód jak i w tyª punktu
x natraa na punkty osobliwe. Mówimy wtedy, »e taka orbita jest pionowym poª¡-
czeniem siodªowym. Warto zaznaczy¢ jednak, »e dla λζ-prawie wszystkich x ∈ M ,
zbiór I(x) jest caª¡ prost¡ R. To pozwala rozwa»a¢ T ζ jako potok mierzalny, który
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dodatkowo zachowuje λζ , gdy» jest on lokalnie translacj¡. W szczególno±ci, T ζ mo»e
by¢ rozpatrywany jako element Flow(M,λζ).
Na powierzchni (M, ζ) mo»emy równie» rozwa»a¢ poª¡czenia siodªowe we wszyst-
kich kierunkach, nie tylko pionowe. Systolem sys(ζ) nazywamy dªugo±¢ najkrótszego
z nich. Warto zaznaczy¢, »e sys(ζ) ogranicza z doªu dªugo±¢ wszystkich okresowych
orbit potoków translacyjnych. Rzeczywi±cie, zgodnie z konstrukcj¡ zaprezentowan¡
w [34], ka»d¡ okresow¡ orbit¦ potoku translacyjnego mo»na rozszerzy¢ do maksy-
malnego cylindra skªadaj¡cego si¦ z orbit okresowych, w tym samym kierunku i o
tej samej dªugo±ci. Natomiast brzeg ka»dego takiego cylindra skªada si¦ z poª¡cze«
siodªowych.
W zbiorze wszystkich struktur translacyjnych na (M,Σ) identykujemy struk-
tury ζ1 i ζ2 je»eli istnieje homeomorzm H : M → M , który jest staªy na Σ oraz
ζ1 = H∗ζ2. W j¦zyku lokalnych wspóªrz¦dnych oznacza to, »e H jest lokalnie trans-
lacj¡. W ten sposób otrzymujemy relacj¦ równowa»no±ci, a zbiór jej klasy abstrakcji
nazywamy przestrzeni¡ moduli oznaczan¡ przez M = Mg(Σ). Rozwa»my tak»e
znormalizowan¡ przestrze« moduli MP := {ζ ∈ M; Area(ζ) = P}, dla dowolnej
liczby P > 0.
Aby zada¢ topologi¦ na M, rozwa»my nakrycie uniwersalne p : M̃ → M oraz
ustalmy dowolny punkt O ∈ M̃ . Dla dowolnej 1-formy holomorcznej ζ rozwa»-




wzgl¦du na jednospójno±¢ M̃ oraz zamkni¦to±¢ formy ζ jest to dobrze okre±lone
odwzorowanie. Odwzorowanie ζ 7→ Dζ jest odwzorowaniem ró»nowarto±ciowym.
Zatem zbiór wszystkich struktur translacyjnych (1-form holomorcznych) mo»emy
zanurzy¢ w C(M̃,C) - przestrzeni funkcji ci¡gªych dziaªaj¡cych z M̃ do C. W szcze-
gólno±ci, mo»emy rozwa»a¢ na zbiorze wszystkich struktur translacyjnych topolo-
gi¦ indukowan¡ z topologii zwarto-otwartej na C(M̃,C). Po przej±ciu do topologii
ilorazowej wyznaczonej przez relacj¦ równowa»no±ci deniuj¡c¡ przestrze« moduli,
otrzymujemy topologi¦ naM.
Przestrze« moduli mo»e by¢ podzielona na podzbiory zwane warstwami
M(M,Σ, κ) =M(κ), do których nale»¡ klasy struktur translacyjnych z indeksami
punktów osobliwych danymi przez κ. Ka»da taka warstwa M(M,Σ, κ) jest zespo-
lonym orbifoldem (patrz [30]) posiadaj¡cym sko«czon¡ liczb¦ skªadowych spójno±ci
(patrz [23]). Koncewicz i Zoricz w [23] podali peªn¡ charakteryzacj¦ skªadowych
spójno±ci przestrzeni moduli, której dokonali poprzez u»ycie tzw. rozszerzonych gra-
fów Rauzy'ego, które zostan¡ zdeniowane w nast¦pnym podrozdziale. Mówimy, »e
C ⊂M jest hipereliptyczn¡ skªadow¡ spójno±ci, jezeli istnieje inwolucja φ : M →M
taka, »e dla ka»dej formy ζ ∈ C mamy φ∗ζ = −ζ oraz M podzielona przez dziaªa-
nie grupy {Id, φ} jest topologicznie sfer¡. Ka»da warstwa postaci M(2g − 2) oraz
M(g − 1, g − 1), gdzie g jest genusem rozpatrywanej powierzchni, zawiera dokªad-
nie jedn¡ tzw. hipereliptyczn¡ skªadow¡ spójno±ci, któr¡ oznaczamy odpowiednio
przezMhyp(2g − 2) orazMhyp(g − 1, g − 1). S¡ to jedyne hipereliptyczne skªadowe
spójno±ci wM.
NaM rozpatrujemy ci¡gªe dziaªanie grupy SL2(R). Dokªadniej, dla ustalonego
odwzorowania liniowego ψ ∈ SL2(R) oraz dla dowolnego atlasu ζ ∈ M i dowolnej
mapy f nale»¡cej do ζ, rozpatrujemy zªo»enie ψ ◦ f . W ten sposób otrzymujemy
nowy atlas ψ(ζ), który równie» wyznacza struktur¦ translacyjn¡, któr¡ tak»e ozna-
czamy przez ψ(ζ) ∈M. To dziaªanie zachowuje indeksy punktów osobliwych, a wi¦c
warstwy s¡ niezmiennicze ze wzgl¦du na dziaªanie grupy SL2(R). Co wi¦cej, je»eli
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warstwa nie jest zbiorem spójnym, to jej skªadowe spójno±ci s¡ równie» podzbiorami
niezmienniczymi ze wzgl¦du na dziaªanie SL2(R). W ko«cu, zauwa»my, »e dla ka»-
dej struktury ζ ∈M i dla dowolnego odwzorowania liniowego ψ ∈ SL2(R) zachodzi
Area(ζ) = Area(ψ(ζ)). Zatem zbiory postaci C ∩MP s¡ zbiorami niezmienniczymi
ze wzgl¦du na dziaªanie grupy SL2(R), przy czym P > 0 a C ⊂ M jest dowoln¡
skªadow¡ spójno±ci.
Szczególnie wa»ne dla nas b¦d¡ dwa poddziaªania grupy SL2(R). Pierwszym
jest dziaªanie grupy obrotów. Dla dowolnego k¡ta θ ∈ R/2πZ struktur¦ transla-
cyjn¡ mo»emy obróci¢ o k¡t θ wyznaczaj¡c dziaªanie rθ wyra»one poprzez macierz[
cos θ sin θ
− sin θ cos θ
]
. Warto doda¢, »e dla ustalonej struktury translacyjnej ζ i dla prawie
ka»dego k¡ta θ ∈ R/2πZ w sensie miary Lebesgue'a, struktura rθ(ζ) nie ma pio-
nowych poª¡cze« siodªowych. Drugim poddziaªaniem jest tzw. potok Teichmüllera







Twierdzenie 2.12 ([25] oraz [30]). Na ka»dym zbiorze postaci C ∩MP , gdzie
P > 0 oraz C ⊂ M jest skªadow¡ spójno±ci istnieje probabilistyczna miara µC,P
niezmiennicza ze wzgl¦du na dziaªanie potoku Teichmüllera {Gt}t∈R, która przyjmuje
dodatnie warto±ci na niepustych zbiorach otwartych. Ponadto {Gt}t∈R z miar¡ µC,P
jest potokiem ergodycznym.
Reprezentacja wielok¡tna powierzchni translacyjnej. Niech π ∈ SA0 ,
gdzie A jest alfabetem skªadaj¡cym si¦ z d ­ 2 elementów. Rozwa»my trójk¦








∀a∈A λa = 0⇒ τa 6= 0;
∀i∈{0,1} ∀a,b∈A (πi(a) = πi(b) + 1 ∧ λa = λb = 0) ⇒ τa · τb > 0;
λπ−10 (d) 6= 0 ∨ λπ−11 (d) 6= 0.
(2.8)
Rozwa»my ªaman¡ w C, nazywan¡ górn¡ ªaman¡, otrzyman¡ poprzez kolejne
ª¡czenie punktów 0 oraz
∑
i¬k(λπ−10 (i) + iτπ−10 (i)) dla k = 1, . . . , d, przy pomo-
cy odcinków. Analogicznie, rozpatrujemy doln¡ ªaman¡ ª¡cz¡c¡ punkty 0 oraz∑
i¬k(λπ−11 (i) + iτπ−11 (i)) dla k = 1, . . . , d. Je±li te dwie ªamane nie przecinaj¡ si¦
pomi¦dzy punktami ko«cowymi, to zestawione razem tworz¡ wielok¡t skªadaj¡cy
si¦ z d par równolegªych kraw¦dzi. Poprzez zidentykowanie (sklejenie) tych»e kra-
w¦dzi, otrzymujemy zwart¡ i spójn¡ powierzchni¦ translacyjn¡, dla której zbiorem Σ
punktów osobliwych jest zbiór wierzchoªków rozpatrywanego wielok¡ta, przy czym
niektóre z tych wierzchoªków mog¡ zosta¢ sklejone przy identykacji. Warto za-
uwa»y¢, »e omówione wy»ej ªamane mog¡ si¦ przecina¢ tylko wewn¡trz ostatniego
odcinka jednej z nich. Niech
Θπ :={(π, λ, τ) ∈ {π} × RA­0 × RA; (π, λ, τ) speªnia (2.8)},(2.9)
(2.10) Θ∗π := {(π, λ, τ) ∈ Θπ; λπ−10 (d) 6= 0 ∧ λπ−11 (d) 6= 0}
oraz
(2.11)
Θ#π := {(π, λ, τ) ∈ Θ∗π; dolna i górna ªamana dla (π, λ, τ) nie przecinaj¡ si¦}.
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Poniewa» Θπ jest de facto otwartym podzbiorem RA­0 × RA, to mo»emy na tym
zbiorze rozwa»a¢ topologi¦ indukowan¡ z RA­0×RA oraz miar¦ Lebesgue'a. Ponadto
zauwa»my, »e zbiory Θ∗π i Θ
#
π s¡ otwartymi podzbiorami Θπ, a Θπ \Θ∗π jest miary 0
w Θπ.
Oznaczamy przez M(π, λ, τ) struktur¦ translacyjn¡ zadan¡ przez (π, λ, τ) ∈ Θ∗π,
któr¡ to trójk¦ b¦dziemy nazywa¢ reprezentacj¡ wielok¡tn¡ struktury translacyjnej.
Je±li (π, λ, τ) ∈ Θ#π , to M(π, λ, τ) jest struktur¡ opisan¡ powy»ej. Je±li natomiast
(π, λ, τ) ∈ Θ∗π \ Θ#π , to usuwamy wielok¡t znajduj¡cy si¦ pomi¦dzy punktem prze-
ci¦cia górnej i dolnej ªamanej a prawym wierzchoªkiem ko«cowym a tak»e usuwamy
odpowiadaj¡cy mu wielok¡t znajduj¡cy si¦ na kraw¦dzi danej przez punkty∑
{a∈A; π0(a)<π0(π−11 (d))}




je±li λπ−11 (d) > λπ−10 (d), lub na kraw¦dzi danej przez∑
{a∈A; π1(a)<π1(π−10 (d))}




je±li λπ−10 (d) > λπ−11 (d) (patrz rysunek 1). Po tej operacji otrzymujemy wielok¡t wy-
znaczony przez pary równolegªych boków i poprzez ich sklejenie uzyskujemy po-
wierzchni¦ translacyjn¡ M(π, λ, τ).
Rysunek 1. Tworzenie wielok¡ta z przecinaj¡cych si¦ ªamanych.
Uwaga 2.13. Odwzorowanie Θ∗π 3 (π, λ, τ) 7→M(π, λ, τ) ∈M jest odwzorowa-
niem ci¡gªym.
Uwaga 2.14. Na zbiorze wielok¡tów
⋃
π∈G Θπ mo»emy równie» zdeniowa¢ potok
Teichmüllera (Gt)t∈R dany wzorem
Gt(π, λ, τ) := (π, etλ, e−tτ) dla ka»dego t ∈ R.
Denicje potoku Teichmüllera na zbiorze wielok¡tów i na przestrzeni moduli s¡ zgod-
ne, tj. dla ka»dego π ∈ SA0 , je±li (π, λ, τ) ∈ Θ∗π, to Gt(π, λ, τ) ∈ Θ∗π oraz
M ◦ Gt(π, λ, τ) = Gt ◦M(π, λ, τ).
Je»eli T ζ nie posiada poª¡cze« siodªowych, to ζ jest postaci M(π, λ0, τ0) dla
pewnego (π, λ0, τ0) ∈ Θ∗π, gdzie π jest pewn¡ permutacj¡ nieredukowaln¡ (aby do-
wiedzie¢ si¦ wi¦cej o wyznaczaniu poszczególnych parametrów patrz np. Chapter
4 i Theorem 5.6 w [34]). Wówczas odwzorowanie (π, λ, τ) 7→ M(π, λ, τ) okre±lone
na odpowiednim otoczeniu (π, λ0, τ0) w Θ∗π. zadaje lokalny ukªad wspóªrz¦dnych
w otoczeniu takiej struktury ζ w warstwie, do której struktura ta nale»y. Ponadto
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(|λ′a − λ′′a|+ |τ ′a − τ ′′a |).
Je»eli ζ posiada pionowe poª¡czenia siodªowe, to mo»emy zastosowa¢ obrót rθ dla
pewnego θ ∈ R/2πZ tak, aby rθ(ζ) nie posiadaªa pionowych poª¡cze« siodªowych.
Wtedy rθ(ζ) jest postaci M(π, λ0, τ0) dla pewnego (π, λ0, τ0) ∈ Θ∗π oraz odwzorowa-
nie (π, λ, τ) 7→ r−θM(π, λ, τ) okre±lone na odpowiednim otoczeniu (π, λ0, τ0) zadaje
lokalny ukªad wspóªrz¦dnych w otoczeniu takiej struktury ζ. Nast¦pnie mo»emy
zdeniowa¢ metryk¦ dζMod równie» na otoczeniu ζ jako d
rθζ
Mod ◦ (rθ × rθ).
Reprezentacja specjalna potoku translacyjnego. Dla ka»dej struktury
translacyjnej ζ = M(π, λ, τ) ∈M(M,Σ, κ) mo»emy rozpatrywa¢ reprezentacj¦ spe-
cjaln¡ pionowego potoku translacyjnego na (M, ζ). Rozpatrzmy wektor h ∈ RA>0
wyznaczony wzorem
(2.12) h = −Ωπτ,
gdzie Ωπ jest macierz¡ translacji przekªadania wyznaczonego przez (π, λ). Wektor
h mo»emy uto»sami¢ z funkcj¡ h : I → R>0, która nad odcinkiem Ia, a ∈ A,
przekªadanym przez Tπ,λ jest staªa i przyjmuje warto±¢ ha. Wtedy potok specjalny
T hπ,λ jest reprezentacj¡ specjaln¡ T ζ .
Uwaga 2.15 (patrz [30]). Je±li ζ ∈ M(M,Σ, κ), gdzie κ = (κ1, . . . , κs), to mi-
nimalna ilo±¢ przekªadanych odcinków w podstawie reprezentacji specjalnej wynosi∑s
n=1 κn + s+ 1.
2.6. Indukcja Rauzy'ego-Veecha
Rozwa»ymy teraz odwzorowanie, które jest cz¦sto podstawowym narz¦dziem po-
zwalaj¡cym udowodni¢ wiele wªasno±ci przekªada« odcinków i potoków translacyj-
nych na powierzchniach. Oznaczmy przez SA0 zbiór wszystkich nieredukowalnych
permutacji alfabetu A skªadaj¡cego si¦ z d elementów. Mo»emy rozwa»y¢ prze-
strze« SA0 × RA­0 jako przestrze« wszystkich przekªada« d odcinków (b¦dziemy do-
puszcza¢ odcinki dªugo±ci 0). Zdeniujmy operator R : SA0 × RA­0 → SA0 × RA­0
taki, »e R(π, λ) = R(Tπ,λ) jest odwzorowaniem pierwszego powrotu Tπ,λ do odcinka
[0, |λ| − min{λπ−10 (d), λπ−11 (d)}). Operator R nazywa si¦ indukcj¡ Rauzy'ego-Veecha
(lub prawostronn¡ indukcj¡ Rauzy'ego-Veecha). Otrzymane odwzorowanie R(Tπ,λ)
na [0, |λ| −min{λπ−10 (d), λπ−11 (d)}) jest przekªadaniem d odcinków, które jest wyzna-
czone przez parametry (π1, λ1) zale»¡ce od relacji pomi¦dzy dªugo±ciami ostatniego
odcinka przed przeªo»eniem i po przeªo»eniu. I tak, je»eli λπ−10 (d) ¬ λπ−11 (d), to
π10(a) :=

π0(a) je»eli π0(a) ¬ π0(π−11 (d));
π0(π−11 (d)) + 1 je»eli π0(a) = d;
π0(a) + 1 je»eli π0(π−11 (d)) < π0(a) ¬ d− 1,
π11(a) := π1(a),
λ1a :=
λπ−11 (d) − λπ−10 (d) je»eli π1(a) = d;λa w przeciwnym wypadku,
(2.13)
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π1(a) je»eli π1(a) ¬ π1(π−10 (d));
π1(π−10 (d)) + 1 je»eli π1(a) = d;
π1(a) + 1 je»eli π1(π−10 (d)) < π1(a) ¬ d− 1,
λ1a :=
λπ−10 (d) − λπ−11 (d) je»eli π0(a) = d;λa w przeciwnym wypadku.
(2.14)
Grafami Rauzy'ego nazywamy minimalne podzbiory G ⊆ SA0 takie, »e R(G×RA­0) =
G× RA­0.
Analogicznie jak prawostronn¡ indukcj¦ Rauzy'ego, mo»emy zdeniowa¢ lewo-
stronn¡ indukcj¦ Rauzy'ego L : SA0 × RA­0 → SA0 × RA­0. Obie indukcje s¡ za sob¡
±ci±le zwi¡zane. Niech
l : {1, . . . , d} → {1, . . . , d} b¦dzie dane przez l(i) = d+ 1− i.
Funkcja l dziaªa na SA0 przesyªaj¡c {π0, π1} na l∗({π0, π1}) = {l ◦ π0, l ◦ π1}. Niech
ξλ : I → I b¦dzie symetri¡ dan¡ wzorem ξλ(x) = |λ| − x. Ponadto dla dowolnego
λ ∈ RA oznaczmy przez l∗(λ) ∈ RA wektor l∗(λ)a = λπ−10 ◦l◦π0(a) dla a ∈ A. Wtedy
L(Tπ,λ) = ξ−1λ1 ◦R(Tl∗(π),l∗(λ)) ◦ ξλ.
Rozszerzonymi grafami Rauzy'ego nazywamy minimalne podzbiory G ⊆ SA0 , takie,
»e R(G×RA­0) = G×RA­0 oraz L(G×RA­0) = G×RA­0. Mamy nast¦puj¡cy rezultat
Twierdzenie 2.16 (patrz [27]). Ka»dy (rozszerzony) graf Rauzy'ego permutacji
d ­ 2 elementów zawiera przynajmniej jedn¡ permutacj¦ π̂ tak¡, »e
π̂1 ◦ π̂−10 (1) = d oraz π̂1 ◦ π̂−10 (d) = 1.
Mówimy, »e Tπ,λ speªnia warunek Keane'a, je»eli
T kπ,λ(∂Ia) = ∂Ib dla pewnego k ∈ N oraz a, b ∈ A ⇒ k = 1 oraz π0(b) = 1.
Twierdzenie 2.17 (patrz [20] oraz [30]). Je»eli π ∈ SA0 , to dla prawie ka»dego
λ ∈ RA­0 przekªadanie odcinków Tπ,λ speªnia warunek Keane'a i jest ergodyczne.
Warto zaznaczy¢, »e warunek Keane'a jest speªniony zawsze dla wektorów dªu-
go±ci λ ∈ RA>0, które s¡ wymiernie niezale»ne, tzn.∑
a∈A
caλa = 0, gdzie ca ∈ Z dla a ∈ A ⇒ ca = 0 dla a ∈ A.
Niech (πn, λn) = Rn(π, λ).
Twierdzenie 2.18 (patrz str. 19 w [33]). Je»eli Tπ,λ jest przekªadaniem od-
cinków speªniaj¡cym warunek Keane'a to dla ka»dego n ∈ N n-ta iteracja indukcji
Rauzy'ego-Veecha na (π, λ) jest dobrze zdeniowana. Ponadto |λn| → 0 dla n→∞.
Niech G b¦dzie grafem Rauzy'ego. Przypomnijmy, »e dla dowolnego π ∈ SA0
zbiory Θπ oraz Θ∗π dane jak w (2.9) i (2.10) s¡ podzbiorami S
A
0 × RA­0 × RA. Niech
Θ+π := {(π, λ, τ) ∈ Θ∗π; λπ−10 (d) 6= λπ−11 (d)}.
Podzbiór Θ+π jest zbiorem peªnej miary w zbiorze Θπ, a w szczególno±ci jest w nim
g¦sty. Równolegle do indukcji Rauzy'ego R jako przeksztaªcenia na przekªadaniach
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π∈G Θπ nazywane wielo-
k¡tn¡ indukcj¡ Rauzy'ego (lub prawostronn¡ wielok¡tn¡ indukcj¡ Rauzy'ego). Dla
powierzchniM(π, λ, τ) odwzorowanie R pozwala na inne sparametryzowanie tej po-
wierzchni translacyjnej za pomoc¡ R(π, λ, τ).
Niech π ∈ G oraz niech (π, λ, τ) ∈ Θ+π . Wtedy R(π, λ, τ) := (π1, λ1, τ 1), gdzie
(π1, λ1) = R(π, λ) oraz je»eli λπ−10 (d) < λπ−11 (d), to
τ 1a :=
τπ−11 (d) − τπ−10 (d) je»eli π1(a) = d;τa w przeciwnym wypadku,
natomiast je»eli λπ−10 (d) > λπ−11 (d), to
τ 1a :=
τπ−10 (d) − τπ−11 (d) je»eli π0(a) = d;τa w przeciwnym wypadku.
Warto zaznaczy¢, »e je»eli przekªadanie odcinków Tπ,λ speªnia warunek Keane'a,
to R mo»e by¢ iterowane niesko«czenie wiele razy dla parametrów (π, λ, τ) ∈ Θπ.
Symetrycznie, mo»emy równie» zdeniowa¢ lewostronn¡ wielok¡tn¡ indukcj¦ Rau-
zy'ego. Warto zauwa»y¢, »e je±li (π, λ, τ) ∈ Θ+π oraz R(π, λ, τ) ∈ Θ∗π to reprezentacje
wielok¡tne otrzymane z (π, λ, τ) oraz (π1, λ1, τ 1) = R(π, λ, τ) reprezentuj¡ t¡ sam¡
powierzchni¦ translacyjn¡, t.j. M(π, λ, τ) = M(π1, λ1, τ 1). Rzeczywi±cie, reprezen-
tacja odpowiadaj¡ca (π1, λ1, τ 1) jest otrzymana z reprezentacji przyporz¡dkowanej
(π, λ, τ) poprzez wyci¦cie trójk¡ta wyznaczonego przez ostatni¡ górn¡ i ostatni¡
doln¡ kraw¦d¹ i przyklejenie go do kraw¦dzi zidentykowanej z jedn¡ z dwóch ±cian
wyznaczaj¡cych trójk¡t.
Uwaga 2.19. Je±li (π, λ, τ) ∈ Θ∗π \ Θ#π , jest takie, »e przekªadanie wyznaczone
przez (π, λ) speªnia warunek Keane'a to istnieje n ∈ N takie, »e Rn(π, λ, τ) ∈ Θ#π̄
dla pewnego π̄ ∈ G (patrz Remark 18.3 w [33]). Przypomnijmy, »e je±li struktura
translacyjna ζ nie posiada pionowych poª¡cze« siodªowych, to mo»emy j¡ zapisa¢
w postaci M(π, λ, τ), a ponadto przekªadanie odcinków dane przez (π, λ) speªnia
warunek Keane'a. W szczególno±ci, je»eli (π, λ, τ) ∈ Θ#π , to struktura ζ posiada
reprezentacj¦ wielok¡tn¡ tak¡, »e tworz¡ce j¡ ªamane speªniaj¡ warunek (2.8) i nie
przecinaj¡ si¦. Natomiast je»eli (π, λ, τ) ∈ Θ∗π \ Θ#π , to istnieje liczba n ∈ N taka,
»e Rn(π, λ, τ) = (πn, λn, τn) ∈ Θ#πn . Skoro M(π, λ, τ) = M(Rn(π, λ, τ)), to otrzy-
mujemy w ten sposób reprezentacj¦ wielok¡tn¡ struktury ζ, która speªnia te same
warunki co w pierwszym przypadku.
Okazuje si¦, »e wielok¡tna indukcja Rauzy'ego jest przeksztaªceniem odwracal-
nym na du»ym zbiorze parametrów. Niech wi¦c (π, λ, τ) ∈ Θπ. Je±li ponadto λ jest
wektorem dodatnim, a
∑
a∈A τa > 0, to R−1(π, λ, τ) := (π′, λ′, τ ′) ∈ Θπ′ , gdzie dla
ka»dego a ∈ A zachodzi
π′0(a) =

π0(a) je±li π0(a) ¬ π0(π−11 (d));
d je±li π0(a) = π0(π−11 (d)) + 1;




λa + λπ−10 (π0(a)+1) dla a = π
−1
1 (d);
λa w przeciwnym wypadku,
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oraz
τ ′a =
τa + τπ−10 (π0(a)+1) dla a = π
−1
1 (d);
τa w przeciwnym wypadku.
Je±li natomiast
∑




π1(a) je±li π1(a) ¬ π1(π−10 (d));
d je±li π1(a) = π1(π−10 (d)) + 1;
π1(a)− 1 je±li π1(a) > π1(π−10 (d)) + 1,
λ′a =
λa + λπ−11 (π1(a)+1) dla a = π
−1
0 (d);
λa w przeciwnym wypadku,
oraz
τ ′a =
τa + τπ−11 (π1(a)+1) dla a = π
−1
0 (d);
τa w przeciwnym wypadku,
dla a ∈ A.
Jak ju» wspomnieli±my (patrz np. [23]), skªadowe spójno±ci przestrzeni moduli
mog¡ by¢ opisane poprzez u»ycie grafów Rauzy'ego. Zdeniujmy najpierw za Ve-
echem niedegenerowalno±¢ permutacji. Niech A b¦dzie alfabetem skªadaj¡cym si¦
z d ­ 2 elementów. Mówimy, »e permutacja π = {π0, π1} alfabetu A jest degenero-
walna je»eli jeden z poni»szych warunków jest prawdziwy:
π1 ◦ π−10 (j + 1) = π1 ◦ π−10 (j) + 1 dla pewnego 1 ¬ j < d;(2.15)
π1 ◦ π−10 (π0 ◦ π−11 (d) + 1) = π1 ◦ π−10 (d) + 1(2.16)
π0 ◦ π−11 (1)− 1 = π0 ◦ π−11 (π1 ◦ π−10 (1)− 1)(2.17)
π0 ◦ π−11 (d) = π0 ◦ π−11 (1)− 1 i π1 ◦ π−10 (d) = π1 ◦ π−10 (1)− 1.(2.18)
W przeciwnym wypadku mówimy, »e permutacja jest niedegenerowalna. Wªasno±¢
niedegenerowalno±ci jest niezmiennicza ze wzgl¦du na dziaªanie indukcji Rauzy'ego-
Veecha.
Poni»sze twierdzenie okre±la w jaki sposób rozszerzone klasy Rauzy'ego permu-
tacji niedegenerowalnych s¡ w relacji jeden do jednego ze skªadowymi spójno±ci
przestrzeni moduli.
Twierdzenie 2.20 (patrz [30], a tak»e [23]). Niech P > 0 oraz niech
C ⊂ M(M,Σ, κ) b¦dzie pewn¡ skªadow¡ spójno±ci przestrzeni moduli, gdzie κ =
(κ1, . . . , κs). Niech A b¦dzie alfabetem
∑s
n=1 κn + s + 1-elementowym. Rozwa»my
miar¦ µC,P na C ∩MP niezmiennicz¡ na dziaªanie potoku Teichmüllera, której ist-
nienie wynika z 2.12. Dla ka»dej struktury translacyjnej ζ ∈ C niech R(ζ) ⊂ SA0
oznacza zbiór tych permutacji π ∈ SA0 , »e istnieje poziomy odcinek w (M, ζ) taki,
»e odwzorowanie pierwszego powrotu pionowego potoku translacyjnego na (M, ζ) do
tego odcinka jest przekªadaniem odcinków danym przez permutacj¦ π. Wtedy istnieje
podzbiór RC ⊂ SA0 taki, »e dla ka»dej struktury ζ ∈ C ∩MP , mamy R(ζ) ⊆ RC.
Ponadto dla µC,P -p.w. ζ ∈ C ∩MP zachodzi R(ζ) = RC. Zbiór RC nie zale»y od
P i jest pewn¡ rozszerzon¡ klas¡ Rauzy'ego permutacji niedegenerowalnych, a tak»e
je±li C1, C2 s¡ ró»nymi skªadowymi spójno±ciM, to RC1 ∩RC2 = ∅.
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Wniosek 2.21. Niech C ⊂ M b¦dzie dowoln¡ skªadow¡ spójno±ci oraz niech G
b¦dzie odpowiadaj¡cym jej rozszerzonym grafem Rauzy'ego danym przez twierdzenie
2.20. Wtedy dla ka»dej permutacji π ∈ G, zbiór M(Θ∗π) jest g¦sty w C.
Dowód. Niech (π, λ0, τ0) ∈ Θ∗π b¦dzie takie, »e λ0 jest wektorem dodatnim.
Niech V 3 (π, λ0, τ0) b¦dzie otoczeniem otwartym w Θ∗π, takim, »e M |V jest lokaln¡
parametryzacj¡ wokóª M(π, λ0, τ0). W szczególno±ci, M(Θ∗π) zawiera niepusty pod-
zbiór otwarty. Ponadto zauwa»my, »eM(Θ∗π) jest zbiorem niezmienniczym ze wzgl¦-
du na przeskalowania. St¡d dla dowolnego P > 0, zbiór M(Θ∗π)∩MP jest dodatniej
miary µC,P . Zauwa»my ponadto, »e ze wzgl¦du na uwag¦ 2.14, zbiór M(Θ∗π) ∩MP
jest zbiorem niezmienniczym ze wzgl¦du na potok Teichmüllera. Z ergodyczno±ci te-
go» potoku otrzymujemy, »e µC,P (M(Θ∗π)∩MP ) = 1. W szczególno±ci,M(Θ∗π)∩MP
jest zbiorem g¦stym w C ∩MP . Z dowolno±ci P uzyskujemy tez¦. 
Zauwa»my, »e ze wzgl¦du na twierdzenie 2.16, z ka»d¡ skªadow¡ spójno±ci C =
CG przestrzeni moduli mo»emy stowarzyszy¢ permutacj¦ π̂ ∈ G speªniaj¡c¡ π̂1 ◦
π̃−10 (d) = 1 oraz π̂0 ◦ π̃−11 (d) = 1, wówczas M(Θ∗π̂) = C. Zatem aby udowodni¢,
»e pewna wªasno±¢ zachodzi dla g¦stego podzbioru struktur translacyjnych w CG
wystarczy wykaza¢, »e zachodzi ona dla struktur translacyjnych parametryzowanych
g¦stym podzbiorem Θ∗π̂.
Uwaga 2.22. W j¦zyku twierdzenia 2.20, dla ka»dego genusu g ­ 2 skªadowe
hipereliptyczne Mhyp(2g − 2) oraz Mhyp(g − 1, g − 1) odpowiadaj¡ rozszerzonym
grafom Rauzy'ego permutacji symetrycznych odpowiednio 2g i 2g − 1 elementów
(patrz [23]).
Powy»sze fakty b¦d¡ u»yteczne przy dowodzie warunku g¦sto±ci w gªównym
rezultacie rozprawy.
Przez In b¦dziemy oznacza¢ dziedzin¦ przekªadania odcinków Rn(Tπ,λ). Z kolei
dla ka»dego a ∈ A przez Ina b¦dziemy oznacza¢ przekªadany odcinek dla Rn(Tπ,λ),
odpowiadaj¡cy symbolowi a. W szczególno±ci I = I0 oraz Ia = I0a dla a ∈ A.
Oznaczmy przez A(n)(π, λ) = A(n) = [A(n)ab ]a,b∈A n-t¡ macierz indukcji Rauzy'ego-
Veecha (lub w skrócie macierz Rauzy'ego), t.j. wspóªczynnik A(n)ab wskazuje ile razy
przedziaª Inb odwiedza przedziaª Ia poprzez iteracje Tπ,λ zanim powróci pierwszy raz
do In.
Uwaga 2.23. Niech T = Tπ,λ : I → I b¦dzie przekªadaniem d odcinków speªnia-
j¡cym warunek Keane'a. Wtedy dla ka»dego n ∈ N (patrz Lemma 4.2 w [33]) prze-





ab(π, λ) dla b ∈ A. Dokªadniej, T iInb dla i = 0, . . . , snb − 1 oraz
b ∈ A s¡ parami rozª¡cznymi odcinkami, wypeªniaj¡cymi I. Co wi¦cej, ka»dy taki
odcinek T iInb jest zawarty w pewnym przedziale Ia oraz T
snb Inb ⊂ In. Wynika st¡d,
»e T dziaªa na ka»dy odcinek T iInb poprzez translacj¦ oraz s
n
b jest czasem pierwszego
powrotu odcinka Inb do I
n poprzez T .
Lemat 2.24 (patrz [31]). Niech (π, λ) ∈ SA0 × RA­0 b¦dzie takie, »e Tπ,λ speªnia
warunek Keane'a. Wtedy
(i) A(n)(π, λ)λn = λ;
(ii) A(n)(π, λ) = A(1)(π0, λ0) · . . . · A(1)(πn−1, λn−1), gdzie (πi, λi) = Ri(π, λ) dla
i = 0, . . . , n− 1;
(iii) istnieje n ∈ N takie, »e macierz A(n)(π, λ) jest ±ci±le dodatnia
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(iv) dla prawie ka»dego (π, λ) ∈ SA0 × RA­0 istnieje n ∈ N takie, »e speªniony jest
warunek (iii) oraz πn = π.
Uwaga 2.25. Nietrudno zauwa»y¢, »e
(A(1)(π, λ))ab =

1, gdy a = b
1, gdy a = π−10 (d), b = π
−1
1 (d) oraz λa > λb
1, gdy a = π−11 (d), b = π
−1
0 (d) oraz λa > λb
0 w przeciwnym wypadku.
W szczególno±ci A(1)(π, λ) ∈ SLA(Z)(= SLd(Z)), co razem z punktem (ii) w lemacie
2.24 implikuje, »e A(n)(π, λ) ∈ SLA(Z). Co wi¦cej, je±li R(π, λ) = (π1, λ1), to λ1 =
(A(1)(π, λ))−1λ, a co za tym idzie λn = (A(n)(π, λ))−1λ. Innymi sªowy
(2.19) Rn(π, λ) = (πn, (A(n)(π, λ))−1λ),
a ponadto warto w tym miejscu zaznaczy¢, »e je±li Rn(π, λ, τ) jest dobrze zdenio-
wana, to
(2.20) Rn(π, λ, τ) = (πn, (A(n)(π, λ))−1λ, (A(n)(π, λ))−1τ),
natomiast je±li dobrze zdeniowana jest R−n(π, λ, τ) = (π′, λ′, τ ′), to
(2.21) R−n(π, λ, τ) = (π′, A(n)(π′, λ′)λ,A(n)(π′, λ′)τ).
Mówimy, »e przekªadanie odcinków Tπ,λ ma typ 0, lub t, gdy λπ−10 (d) > λπ−11 (d),
natomiast ma typ 1, lub b, gdy λπ−10 (d) < λπ−11 (d).
Uwaga 2.26. W ±wietle uwagi 2.25, macierz A(1)(π, λ) zale»y tylko od π oraz
typu Tπ,λ. Co wi¦cej, permutacja π i typ Tπ,λ determinuj¡ posta¢ permutacji π1.
Zatem poprzez indukcj¦ matematyczn¡ mo»na wykaza¢, »e A(n)(π, λ) zale»y tylko
od π oraz ci¡gu typów przekªada« TRk(π,λ), dla k = 0, . . . , n− 1.
Lemat 2.27. Zbiór trójek (π, λ, τ) ∈ ⋃π∈G Θπ takich, »e λ i τ s¡ wektorami wy-
miernie niezale»nymi jest zbiorem niezmienniczym ze wzgl¦du na dziaªanie R i R−1.
Dowód. Rozwa»my zbiór Nλ ⊂
⋃
π∈G Θπ,1,1 elementów (π, λ, τ) takich, λ jest
wektorem wymiernie niezale»nym, oraz zbiór Nτ ⊂
⋃
π∈G Θπ,1,1 elementów (π, λ, τ)
takich, »e τ jest wektorem wymiernie niezale»nym. Wyka»emy teraz, »e Nλ i Nτ s¡
zbiorami niezmienniczymi ze wzgl¦du na R i R−1. Jest to wystarczaj¡ce, gdy» prze-
krój dwóch zbiorów niezmienniczych tak»e jest zbiorem niezmienniczym. Ze wzgl¦du
na (2.20) oraz (2.21), wektory λ i τ po przeksztaªceniu przez R oraz przez R−1 wy-
ra»a si¦ tym samym wzorem. Wystarczy wi¦c, »e wyka»emy, »e Nλ jest zbiorem
niemienniczym, gdy» ten sam rezultat dla Nτ dowodzony jest analogicznie.
Niech (π, λ, τ) ∈ Nλ. Wtedy je±li R(π, λ, τ) = (π1, λ1, τ 1) oraz R−1(π, λ, τ) =
(π′, λ′, τ ′), to z uwagi 2.25 wiemy, »e
λ1 = A(1)(π, λ)−1λ oraz λ′ = A(1)(π′, λ′)λ.
Jednak»e, macierze A(1)(π, λ) oraz A(1)(π′, λ′) s¡ macierzami nieosobliwymi i caª-
kowitoliczbowymi. St¡d, gdyby λ1 lub λ′ byªo wektorem wymiernie zale»nym, to
równie» λ miaªoby t¡ wªasno±¢, co jest sprzeczne z wyborem (π, λ, τ). 
Rozwa»my miar¦ µ na
⋃
π∈G Θπ b¦d¡c¡ obci¦ciem produktu miary licz¡cej na G
i miary Lebesgue'a na RA × RA. Poniewa» zbiór takich trójek (π, λ, τ) ∈ ⋃π∈G Θπ,
»e λ i τ s¡ wektorami wymiernie niezale»nymi, jest zbiorem peªnej miary µ, to
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powy»szy lemat umo»liwia rozpatrywanie wielok¡tnej indukcji Rauzy'ego jako mie-
rzalnego automorzmu na (
⋃
π∈G Θπ, µ). Miara µ jest w istocie niesko«czon¡ miar¡
niezmiennicz¡ dla R (patrz Lemma 21.1 w [33]).
Lemat 2.28. Niech Tπ,λ : [0, 1) → [0, 1) b¦dzie dowolnym przekªadaniem odcin-
ków speªniaj¡cym warunek Keane'a. Wtedy dla ka»dych λ′ ∈ RA>0 oraz 0 ¬ k ¬ n,
element Rk(π,A(n)(π, λ)λ′) jest dobrze zdeniowany. Ponadto
A(k)(π,A(n)(π, λ)λ′) = A(k)(π, λ)
a permutacje odpowiadaj¡ce przekªadaniom otrzymanym po zadziaªaniu k razy in-
dukcj¡ Rauzy'ego na Tπ,A(n)(π,λ)λ′ i Tπ,λ s¡ takie same.
Dowód. Dowód przeprowadzimy stosuj¡c indukcj¦ matematyczn¡ wzgl¦dem n.












, gdy a = π−11 (d) oraz λπ−10 (d) < λπ−11 (d);
λ′a, w przeciwnym wypadku.
W szczególno±ci (A(1)(π, λ)λ′)π−10 (d) 6= (A
(1)(π, λ)λ′)π−11 (d) oraz
(A(1)(π, λ)λ′)π−10 (d) > (A
(1)(π, λ)λ′)π−11 (d) ⇔ λπ−10 (d) > λπ−11 (d),
tj. przekªadania Tπ,A(1)(π,λ)λ′ oraz Tπ,λ s¡ tego samego typu. St¡d na mocy uwagi 2.26
otrzymujemy
(2.22) A(1)(π,A(1)(π, λ)λ′) = A(1)(π, λ),
co z kolei wraz (2.19) implikuje
(2.23) R(π,A(1)(π, λ)λ′) = (π1, λ′).
Zaªó»my, »e wykazali±my tez¦ lematu dla pewnego n. Wyka»emy jej prawdziwo±¢
dla n + 1. Korzystaj¡c z zaªo»enia indukcyjnego dla (π1, λ1) otrzymujemy, »e dla
dowolnego wektora λ′ ∈ RA>0 oraz 0 ¬ k ¬ n zachodzi
(2.24) A(k)(π1, A(n)(π1, λ1)λ′) = A(k)(π1, λ1),
elementy Rk(π,A(n)(π1, λ1)λ) s¡ dobrze zdeniowane, a permutacje przekªada« uzy-
skanych po zadziaªaniu k razy indukcj¡ Rauzy'ego na Tπ1,A(n)(π1,λ1)λ′ oraz Tπ1,λ1
s¡ identyczne. Ponadto korzystaj¡c z pierwszego kroku indukcyjnego dla wektora
A(n)(π1, λ1)λ′ otrzymujemy, »e
(2.25) A(1)(π,A(1)(π, λ)(A(n)(π1, λ1)λ′)) = A(1)(π, λ),
R(π,A(1)(π, λ)(A(n)(π1, λ1)λ′)) jest poprawnie okre±lone oraz
(2.26) R(π,A(1)(π, λ)(A(n)(π1, λ1)λ′)) = (π1, A(n)(π1, λ1)λ′).
W ±wietle (2.24), (2.25) i (2.26), korzystaj¡c dodatkowo z punktu (ii) w lemacie
2.24, uzyskujemy
A(k+1)(π,A(n+1)(π, λ)λ′) = A(k+1)(π,A(1)(π, λ)A(n)(π1, λ1)λ′)
= A(1)(π,A(1)(π, λ)(A(n)(π1, λ1)λ′)) · A(k)(π1, A(n)(π1, λ1)λ′)
= A(1)(π, λ) · A(k)(π1, λ1) = A(k+1)(π, λ),
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dla dowolnego k = 0, . . . , n, z czego, po uwzgl¦dnieniu faktu, »e dla dowolnego
wektora (π, λ) ∈ SA0 × RA>0 mamy A(0)(π, λ) = Id, wynika pierwsza cz¦±¢ tezy
lematu dla n+ 1.
Na mocy (2.26) otrzymujemy, »e permutacje odpowiadaj¡ce prze-
kªadaniom R(π, (A(n+1)(π, λ)λ′)) oraz R(π, λ) s¡ identyczne. Co wi¦cej,
z tezy lematu dla n wiemy, »e permutacje odpowiadaj¡ce przekªada-
niom Rk(π1, (A(n)(π1, λ1)λ′)) oraz Rk(π1, λ1) s¡ identyczne dla k = 0, . . . , n.
Skoro ze wzgl¦du na (2.26) zachodzi




= Rk(π1, (A(n)(π1, λ1)λ′)),
to permutacje odpowiadaj¡ce przekªadaniom Rk+1(π, (A(n+1)(π, λ)λ′))
i Rk(π1, λ1) = Rk+1(π, λ) s¡ identyczne dla k = 0, . . . , n, co ko«czy dowód
kroku indukcyjnego dla n+ 1, a zarazem caªego lematu.

Dla ka»dej dodatniej d-wymiarowej macierzy kwadratowej B indeksowanej alfa-
betem A niech





Zdeniujmy ponadto bb(B) :=
∑
a∈ABab. Mamy wtedy nast¦puj¡cy rezultat.
Lemat 2.29. Niech A i B b¦d¡ nieosobliwymi d-wymiarowymi macierzami kwa-
dratowymi indeksowanymi alfabetem A. Zaªó»my ponadto, »e B jest macierz¡ do-
datni¡ oraz A nieujemn¡. Zachodz¡ wtedy poni»sze wªasno±ci:
(2.28) bb(B) ¬ ρ(B)bc(B) dla ka»dych b, c ∈ A,
oraz
(2.29) ρ(AB) ¬ ρ(B).








dla dowolnych λ, λ′ ∈ RA>0.
Dowód. Z denicji ρ mamy Bab
Bac




















co po przej±ciu do maksimum implikuje (2.29).
Pozostaªo dowie±¢ (2.30). Korzystaj¡c z nierówno±ci trójk¡ta a nast¦pnie z de-
nicji ρ otrzymujemy

























































co ko«czy dowód lematu.

Niech




Znormalizowan¡ indukcj¡ Rauzy'ego-Veecha nazywamy odwzorowanie







Poni»sze twierdzenie zostaªo udowodnione w [30].
Twierdzenie 2.30. Dla ka»dego grafu Rauzy'ego G ⊂ SA0 istnieje σ-sko«czona
R̃-niezmiennicza miara ηG na G× ΛA równowa»na produktowi miary licz¡cej na G
i miary Lebesgue'a na ΛA. Odwzorowanie R̃ na (G × ΛA, ηG) jest ergodyczne i po-
wracaj¡ce.
Powró¢my do wielok¡tnej indukcji Rauzy'ego-Veecha R. Niech G b¦dzie dowol-
nym grafem Rauzy'ego permutacji nieredukowalnych oraz niech C b¦dzie odpowia-
daj¡c¡ mu skªadow¡ spójno±ci. Dla dowolnego P > 0, przez CP ⊂ C b¦dziemy
oznacza¢ podzbiór tych struktur translacyjnych ζ ∈ C, dla których λζ(M) = P .
Niech π ∈ G oraz niech (π, λ, τ) ∈ Θπ. Przez Area(π, λ, τ) b¦dziemy oznacza¢
pole gury odpowiadaj¡cej (π, λ, τ), tzn.
(2.31) Area(π, λ, τ) = 〈λ,−Ωπτ〉.
Je±li dodatkowo (π, λ, τ) ∈ Θ∗π i ζ = M(π, λ, τ), to Area(π, λ, τ) = λζ(M). Zauwa»-
my, »e powy»szy wzór (2.31) pozwala na zdeniowanie pola nawet dla parametrów
(π, λ, τ) nienale»¡cych do (π, λ, τ) ∈ Θ#π . Rozwa»my
Θπ,P := {(π, λ, τ) ∈ Θπ; Area(π, λ, τ) = P}.
Skoro R wyznacza ró»ne parametryzacje tej samej struktury translacyjnej, to
Area(π, λ, τ) = Area(R(π, λ, τ)) dla (π, λ, τ) ∈ Θ+π . Innymi sªowy, je±li Θ+π,P :=






π∈G Θπ,P . Ponadto
dla ka»dego P > 0 zbiór Θπ,P jest niezmienniczy ze wzgl¦du na dziaªanie potoku
Teichmüllera Gt.
Niech Θπ,P,L := {(π, λ, τ) ∈ Θπ,P ; |λ| = L} dla dowolnego L > 0. Nast¦pnie,
dla dowolnych P, P ′, L, L′ > 0 deniujemy ci¡gªe przeskalowanie `P,P ′,L,L′ : Θπ,P,L →
Θπ,P ′,L′ dane wzorem
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Potoki translacyjne stowarzyszone ze strukturami translacyjnymi powi¡zanymi wy-
»ej zdeniowanym przeskalowaniem posiadaj¡ wiele wspólnych wªasno±ci dyna-
micznych. ci±lej mówi¡c, dla (π, λ, τ) ∈ Θ∗π,P,L := Θπ,P,L ∩ Θ∗π, pionowy potok
translacyjny na M(`P,P ′,L,L′(π, λ, τ)) jest izomorczny z potokiem translacyjnym
na M(π, λ, τ), z dokªadno±ci¡ do liniowej zmiany czasów. W szczególno±ci dla nas
wa»nymi wªasno±ciami wspólnymi dla tak stowarzyszonych potoków b¦d¡ ergodycz-
no±¢, sªabe mieszanie i izomorzm ze swoim potokiem odwrotnym.





π∈G Θπ,P,L nazywamy odwzorowanie dane wzorem







gdzie (π1, λ1, τ 1) = R(π, λ, τ). Je±li ponadto (π, λ, τ) jest takie, »e
∑
a∈A τ0 6= 0, to







gdzie (π′, λ′, τ ′) = R−1(π, λ, τ).
Przypomnijmy, »e miar¦ µ na standardowej przestrzeni borelowskiej nazywamy
miar¡ Radona, gdy jest ona regularna z doªu oraz lokalnie sko«czona. Na przestrze-
niach σ-zwartych drugi z tych warunek jest równowa»ny temu, »e µ jest sko«czona





wzgl¦dem której R̃ b¦dzie zachowuj¡cym miar¦ automorzmem. W tym celu wyka-
»emy nast¦puj¡cy lemat.
Lemat 2.31. Niech B ⊆ Rm b¦dzie zbiorem domkni¦tym dla pewnego m ­ 1.
Rozwa»my dowoln¡ miar¦ Radona η na B × R i oznaczmy przez IdB identyczno±¢
na zbiorze B, a przez σt przesuni¦cie o t na R. Je±li dla pewnego α ∈ R zachodzi
(2.33) (IdB × σt)∗η(A) = eαtη(A)
dla dowolnego mierzalnego zbioru A ⊆ B×R, to η jest postaci e−αs dν ds, dla pewnej
miary Radona ν na B.
Dowód. Z (2.33) dla dowolnego t ∈ R i dla dowolnego ograniczonego podzbioru
borelowskiego A ⊆ B × R mamy∫
B×R
χA(x, s+ t)d η(x, s) =
∫
B×R




χA(x, s)d η(x, s).
W szczególno±ci dla ka»dej funkcji ci¡gªej o zwartym no±niku f na B ×R otrzymu-
jemy ∫
B×R
f(x, s+ t)d η(x, s) = eαt
∫
B×R
f(x, s)d η(x, s).
Rozwa»my miar¦ Radona µ na B ×R tak¡, »e dµ(x, s) = eαsdη(x, s). Wtedy korzy-
staj¡c z powy»szej równo±ci otrzymujemy∫
B×R
f(x, s+ t)d µ(x, s) =
∫
B×R














f(x, s)eαsd η(x, s) =
∫
B×R
f(x, s)d µ(x, s).
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Zatem µ jest miar¡ (Id× σt)-niezmiennicz¡.
Poka»emy, »e miara µ jest miar¡ produktow¡ postaci ν⊗Leb, gdzie ν jest pewn¡
miar¡ Radona na zbiorze domkni¦tym B. Zauwa»my, »e dla ka»dego zbioru mie-
rzalnego A ⊂ B oraz s ∈ R zachodzi µ(A × {s}) = 0. W przeciwnym wypadku,
ze wzgl¦du na doln¡ regularno±¢ miary µ istniaªby zbiór zwarty postaci Ã × {s}
o dodatniej mierze. Ze wzgl¦du na (Id × σt)-niezmienniczo±¢ miary µ zachodziªo-
by równie» µ(Ã × {t}) = µ(Ã × {s}) 6= 0 dla ka»dego t ∈ R. Jest to sprzeczne
z wªasno±ci¡ miary Radona, gdy» wtedy µ(Ã× [0, 1]) =∞, a Ã× [0, 1] jest zbiorem
zwartym.
Ze wzgl¦du na domkni¦to±¢ zbioru B mo»emy wybra¢ pokrycie {Bi}i∈N zbioru
B takie, »e dla ka»dego i ∈ N zbiór Bi jest zwartym podzbiorem zbioru B (dla
przykªadu mo»na rozpatrze¢ zbiory Bi = B ∩ D(0, i), gdzie D(0, r) oznacza kul¦
domkni¦t¡ o ±rodku 0 i promieniu r w przestrzeni Rm). Rozwa»my teraz C1 = B1
oraz Ci := Bi \
⋃
j<iBi dla i > 1. Ustalmy i ∈ N i rozwa»my miar¦ µ|Ci×R. We¹my
dowolny mierzalny podzbiór A ∈ Ci i zdeniujmy funkcj¦ fA : R→ R dan¡ wzorem
fA(t) :=
µ(A× [0, t)) gdy t ­ 0;−µ(A× [t, 0)) gdy t < 0.
Zauwa»my, »e jest to funkcja dobrze okre±lona, gdy»
µ(A× [0, t)) ¬ µ(Ci × [0, t]) ¬ µ(Bi × [0, t]) <∞.
Ponadto jest ona ci¡gªa oraz, ze wzgl¦du na (Id × σt)-niezmienniczo±¢ miary µ,
addytywna, tzn.
fA(t+ s) = fA(t) + fA(s) dla dowolnych t, s ∈ R.
Zatem fA jest rosn¡c¡ funkcj¡ liniowa i niech νi(A) b¦dzie jej wspóªczynnikiem
kierunkowym. Wtedy
νi(A) = µ(A× [0, 1)) oraz µ(A× [a, b)) = νi(A) · |b− a| dla dowolnych a, b ∈ R.







An × [0, 1)) =
∑
n∈N




dla dowolnej rodziny {An}n∈N parami rozª¡cznych zbiorów mierzalnych w Ci. Zna-
le¹li±my zatem sko«czon¡ miar¦ νi na Ci tak¡, »e dla dowolnego zbioru mierzalnego
A ⊆ Ci oraz dla dowolnych a, b ∈ R zachodzi
µ(A× [a, b)) = νi(A) · Leb([a, b)).
Poniewa» zbiory powy»szej postaci generuj¡ σ-algebr¦ zbiorów borelowskich na Ci×
R, otrzymujemy równo±¢ miar µ oraz νi ⊗ Leb na Ci × R.




µ(E ∩ (Ci × R)) =
∑
i∈N
(νi ⊗ Leb)(E ∩ (Ci × R)).
Zdeniujmy zatem miar¦ ν na B dan¡ wzorem ν(A) =
∑
i∈N νi(A ∩ Ci). Wtedy
µ(E) = (ν ⊗ Leb)(E).
Zauwa»my, »e ν jest miar¡ Radona. Rzeczywi±cie dla dowolnego zbioru zwartego
C ⊆ B zachodzi
ν(C) = µ(C × [0, 1)) = µ(C × [0, 1]) <∞.
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Aby zako«czy¢ dowód zauwa»my, »e z denicji miary µ wynika
dη = e−αs dν ds,
co nale»aªo udowodni¢. 
Rozwa»my miar¦ dπ dλ dτ (któr¡ oznaczamy przez µ) na
⋃
π∈G Θπ ⊂ G×RA×RA
(tj. produkt miary licz¡cej na G i miary Lebesgue'a na RA×RA obci¦ty do ⋃π∈G Θπ).




×R2 → ⋃π∈G Θπ dane wzorem
ψ(π, λ, τ, s, t) := (π, es−tλ, etτ).
Zauwa»my, »e odwzorowanie to jest homeomorzmem. Ponadto dla ustalonych s, t ∈
R>0 zachodzi ψ(Θπ,1,1, s, t) = Θπ,es,es−t . Rozwa»my ponadto dla dowolnych s0, t0 ∈ R










π∈G Θπ dane wzorami
σ1s0(π, λ, τ, s, t) = (π, λ, τ, s+ s0, t); σ
2
t0
(π, λ, τ, s, t) = (π, λ, τ, s, t+ t0);
σ̃1s0(π, λ, τ) = (π, e
s0λ, τ) oraz σ̃2t0(π, λ, τ) = (π, e
−t0λ, et0τ).
Zauwa»my, »e
ψ ◦ σ1s0 = σ̃
1
s0




a ponadto dla d = #A
(2.34) (σ̃1s0)∗µ(E) = e
−ds0µ(E) oraz (σ̃2t0)∗µ(E) = µ(E),
dla dowolnego zbioru mierzalnego E ⊆ ⋃π∈G Θπ.
Rozwa»my miar¦ η := (ψ−1)∗µ. Wtedy z (2.34) dla dowolnego s0 ∈ R mamy
(σ1s0)∗η(B × I × J) = (ψ




−1 ◦ ψ−1(B × I × J)
)
= e−ds0(ψ−1)∗µ(ψ−1(B × I × J)) = e−ds0η(B × I × J),
dla dowolnego mierzalnego podzbioru B ⊆ ⋃π∈G Θπ,1,1 oraz dowolnych odcinków
I, J ∈ R. Zatem miara η speªnia zaªo»enia lematu 2.31, a tym samym jest ona
postaci e−dsdν ds, gdzie ν jest pewn¡ miar¡ Radona na (
⋃
π∈G Θπ,1,1)× R.
Rozpatrzmy ponownie dowolny podzbiór B ⊆ ⋃π∈G Θπ,1,1 oraz dowolne odcinki
I, J ∈ R. Wtedy z (2.34) dla dowolnego t0 ∈ R mamy









= η(B × [− ln(d+1)
d














= η(B × [− ln(d+1)
d
, 0]× J) = ν(B × J).
Zatem ponownie korzystaj¡c z lematu 2.31 (dla d = 0), otrzymujemy, »e ν = ξG ⊗
LebR dla pewnej miary Radona ξG na
⋃
π∈G Θπ,1,1. Zatem
(2.35) dη = e−dsdξG ds dt.
Lemat 2.32. Zbiór trójek (π, λ, τ) ∈ ⋃π∈G Θπ,1,1 takich, »e λ i τ s¡ wektorami
wymiernie niezale»nymi jest zbiorem peªnej miary ξG. Ponadto jest to zbiór nie-
zmienniczy ze wzgl¦du na dziaªanie R̃ oraz R̃−1.
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Dowód. Rozwa»my zbiór Nλ ⊂
⋃
π∈G Θπ,1,1 elementów (π, λ, τ) takich, λ jest
wektorem wymiernie niezale»nym, oraz zbiór Nτ ⊂
⋃
π∈G Θπ,1,1 elementów (π, λ, τ)
takich, »e τ jest wektorem wymiernie niezale»nym. Aby udowodni¢ lemat poka»emy
»e dopeªnienia obydwu tych zbiorów s¡ zbiorami miary 0 wzgl¦dem miary ξG.








Aby pokaza¢, »e jest to zbiór miary 0 wyka»emy, »e dla ustalonego k̄ ∈ ZA \ {0},
zbiór Lk̄ jest miary 0 wzgl¦dem ξG. Zgodnie z denicj¡ miary η (patrz (2.35)) mamy
ξG(Lk̄) = η(Lk̄ × [− ln(d+1)d , 0]× [0, 1]) ¬ η(Lk̄ × R
2).
Natomiast
η(Lk̄ × R2) = µ(ψ(Lk̄ × R2)).
Zauwa»my, »e ψ(Lk̄ × R2) = {(π, λ, τ) ∈ Θπ;
∑
a∈A kaλa = 0}. Jako, »e k̄ 6= 0,
to zbiór ten stanowi podzbiór podprzestrzeni (2d − 1)-wymiarowej w RA × RA.
Poniewa» µ jest de facto miar¡ Lebesgue'a, oznacza to, »e µ(ψ(Lk̄ × R2)) = 0 a
zatem i ξG(Lk̄) = 0 co nale»aªo dowie±¢. Aby wykaza¢, »e dopeªnienie zbioru Nτ jest
miary 0 post¦pujemy analogicznie. Wystarczy w dowodzie zamieni¢ rolami λ i τ .
Druga teza wynika bezpo±rednio z lematu 2.27.

Ze wzgl¦du na powy»szy lemat, znormalizowana wielok¡tna indukcja Rauzy'ego
jest dobrze zdeniowanym automorzmem na zbiorze takich trójek (π, λ, τ) ∈⋃
π∈G Θπ,1,1, »e wektory λ i τ s¡ wymiernie niezale»ne. Poniewa» jest to zbiór peªnej
miary ξG, to mo»emy traktowa¢ R̃ jako mierzalny automorzm na (
⋃
π∈G Θπ,1,1, ξG).









× R2 b¦dzie odwzorowaniem danym wzorem
∆(π, λ, τ, s, t) = (R̃(π, λ, τ), s, t− ln |λ1|).







ψ ◦∆(π, λ, τ, s, t) = ψ(π1, 1
|λ1|







= (π1, es−tλ1, etτ 1) = R(π, es−tλ, etτ)
= R ◦ ψ(π, λ, τ, s, t).
W szczególno±ci z tego, µ jest R-nizmiennicza, wynika »e miara η (patrz (2.35)) jest
∆-niezmiennicza. Rozpatrzmy dowolny zbiór mierzalny C ⊂ ⋃π∈G Θ+π,1,1. Wtedy




Natomiast z tw. Fubiniego
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A zatem dla dowolnego zbioru mierzalnego C ⊂ ⋃π∈G Θ+π,1,1 otrzymali±my, »e
ξG(C) = ξG(R̃C).
Wykazali±my zatem, »e ξG jest miar¡ R̃-niezmiennicz¡.
Okazuje si¦, »e automorzm R̃ z miar¡ ξG ma bardzo dobre wªasno±ci dynamicz-
ne, o czym mówi nast¦puj¡ce twierdzenie.
Twierdzenie 2.33 (patrz Lemma 25.1 i Corollary 27.2 w [33]). Miara ξG,1,1 =
ξG jest σ-sko«czon¡ miar¡ na
⋃
π∈G Θπ,1,1, niezmiennicz¡ ze wzgl¦du na dziaªanie R̃,
przyjmuj¡c¡ dodatnie warto±ci na niepustych zbiorach otwartych. Ponadto odwzoro-
wanie R̃ : (
⋃
π∈G Θπ,1,1, ξG)→ (
⋃
π∈G Θπ,1,1, ξG) jest ergodyczne i powracaj¡ce.
Uwaga 2.34. Zauwa»my, »e odwzorowania `1,P,1,L i R̃ komutuj¡. Rozwa»-









π,P,L otrzymujemy miar¦ niezmiennicz¡ ze wzgl¦du na R̃ :⋃
π∈G Θπ,P,L →
⋃





π∈G Θπ,P,L z miar¡ ξG,P,L jest automorzmem po-
wracaj¡cym i ergodycznym. Je±li nie b¦dzie to wprowadzaªo niejasno±ci, to ka»d¡
z opisanych wy»ej miar b¦dziemy oznacza¢ przez ξG.
Uwaga 2.35. Miar¦ pojawiaj¡c¡ si¦ w twierdzeniu 2.30 mo»na uzyska¢ jako rzut
miary ξG,1,1 z twierdzenia 2.33 na wspóªrz¦dne odpowiadaj¡ce permutacji i wekto-
rowi dªugo±ci.
Twierdzenie 2.33 umo»liwia pozyskiwanie dla prawie wszystkich parametrów
(π, λ, τ) innych reprezentacji wielok¡tnych powierzchniM(π, λ, τ), w których kraw¦-
dzie wielok¡tów speªniaj¡ warunki zadane w sposób otwarty (np. poprzez ostre nie-
równo±ci). Warto jeszcze zaznaczy¢, »e znormalizowana indukcja Rauzy'ego-Veecha





π∈G Θπ,P do zbioru
⋃
π∈G Θπ,P,L (z dokªadno±ci¡ do zbioru miary
0).
Uwaga 2.36. Prawostronn¡ indukcj¦ Rauzy'ego-Veecha mo»emy tak»e wyrazi¢
w j¦zyku spinanych prostok¡tów. Nadu»ywaj¡c notacji b¦dziemy j¡ równie» oznacza¢
przez R. ci±lej mówi¡c, rozwa»amy odwzorowanie R : SA0 × RA>0 × RA>0 → SA0 ×
RA>0×RA>0 dane wzorem R(π, λ, h) = (π1, λ1, h1), gdzie (π1, λ1) = R(π, λ) natomiast
dla ka»dego a ∈ A mamy
h1a :=

hπ−10 (d) + hπ−11 (d) je»eli a = π
−1
0 (d) oraz λπ−10 (d) < λπ−11 (d);
hπ−10 (d)
+ hπ−11 (d) je»eli a = π
−1
1 (d) oraz λπ−10 (d) > λπ−11 (d);
ha w przeciwnym wypadku.
Indukcja Rauzy'ego dla spinanych prostok¡tów i dla reprezentacji wielok¡tnych s¡
ze sob¡ ±ci±le powi¡zane, tj.
(2.36) M(R(π, λ, τ)) = M(R(π, λ,−Ωπτ)),
dla dowolnego π ∈ SA0 oraz (π, λ, τ) ∈ Θ+π , o ile R(π, λ, τ) ∈ Θ∗π. Podobnie jak
wielok¡tna indukcja Rauzy'ego umo»liwia znajdowanie ró»nych reprezentacji wie-
lok¡tnych tej samej struktury translacyjnej, tak indukcja Rauzy'ego na spinanych
prostokatach umo»liwia uzyskanie ró»nych reprezentacji specjalnych pionowego po-
toku translacyjnego dla ustalonej struktury translacyjnej. Analogicznie deniujemy
lewostronn¡ indukcj¦ Rauzy'ego-Veecha dla spinanych prostok¡tów.
33
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Dla reprezentacji poprzez spinane prostok¡ty mo»emy zdeniowa¢ znormalizo-
wan¡ indukcj¦ Rauzy'ego-Veecha. Rzeczywi±cie dla dowolnego (π, λ, h) takiego, »e
M(π, λ, h) ∈M(Θ+π,P,L) deniujemy







Nale»y zaznaczy¢, »e znormalizowana indukcja Rauzy'ego dla parametryzacji wie-
lok¡tnej i dla danej przez spinane prostok¡ty speªnia równie» równanie analogiczne
do (2.36), tzn.
M(R̃(π, λ, τ)) = M(R̃(π, λ,−Ωπτ)),
dla dowolnego π ∈ SA0 oraz (π, λ, τ) ∈ Θ+π , o ile R(π, λ, τ) ∈ Θ∗π.
Posiªkuj¡c si¦ w du»ej mierze twierdzeniem 2.33, wyka»emy teraz kilka szczegól-
nie u»ytecznych dla nas faktów dotycz¡cych wielok¡tnej indukcji Rauzy'ego-Veecha.
Najpierw wyka»emy nast¦puj¡cy rezultat, b¦d¡cy rozszerzeniem lematu 2.28.
Lemat 2.37. Niech π̄ b¦dzie niedegenerowaln¡ permutacj¡ alfabetu A. Niech
(π̄, λ̄, τ̄) ∈ Θπ̄, b¦dzie tak¡ trójk¡, »e przekªadanie odcinków wyznaczone przez (π̄, λ̄)
speªnia warunek Keane'a. Zaªó»my, »e istnieje taka liczba naturalna n ∈ N, »e je±li
(π̄k, λ̄k, τ̄ k) := Rk(π̄, λ̄, τ̄), to ∑
a∈A
τ̄ ka 6= 0,
dla wszystkich k = 1, . . . , n. Niech λ ∈ RA>0 oraz τ ∈ RA b¦d¡ dowolnymi wektorami









τ̄ ka > 0,
dla dowolnego k = 1, . . . , n. Wtedy (π̄, A(n)(π̄, λ̄)λ,A(n)(π̄, λ̄)τ) ∈ Θ+π̄ . Ponadto dla
dowolnego k = 0, . . . , n, Rk(π̄, A(n)(π̄, λ̄)λ,A(n)(π̄, λ̄)τ) jest dobrze zdeniowane oraz
zachodzi równo±¢
A(k)(π̄, A(n)(π̄, λ̄)λ) = A(k)(π̄, λ̄).
W szczególno±ci
Rn(π̄, A(n)(π̄, λ̄)λ,A(n)(π̄, λ̄)τ) = (π̄n, λ, τ).
Dowód. Lemat udowodnimy u»ywaj¡c indukcji matematycznej ze wzgl¦du
na n. Zaªó»my, »e (π̄, λ̄, τ̄) speªnia zaªo»enia lematu dla n = 1. Rozpatrzmy do-







τ̄ 1a > 0.
Na podstawie lematu 2.28 wiemy, »e (π̄, A(1)(π̄, λ̄)λ) jest przekªadaniem odcinków
takim, »e R(π̄, A(1)(π̄, λ̄)λ) jest dobrze zdeniowane oraz
R(π̄, A(1)(π̄, λ̄)λ) = (π̄1, λ) oraz A(1)(π̄1, A(1)(π̄, λ̄)λ) = A(1)(π̄1, λ̄).
Musimy zatem wykaza¢, »e A(1)(π̄, λ̄)τ speªnia pierwszy warunek w (2.8). Poka»emy















τ̄a − τ̄π̄−11 (d) =
∑
a∈A\{π̄−10 (d)}
τ̄a + (τ̄π̄−10 (d)− τ̄π̄−11 (d)) =
∑
a∈A
τ̄ 1a > 0,
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co jest sprzeczne z denicj¡ Θπ̄. Analogicznie dowodzimy, »e nie jest mo»liwe, aby
obie liczby byªy ujemne.
















Przypomnijmy, »e z uwagi 2.25 mamy, »e (A(1)(π̄, λ̄))aa = 1 dla a ∈ A oraz
(A(1)(π̄, λ̄))ab = 0 je±li a 6= π̄−11 (d) oraz b 6= a. A zatem z tego, »e (π̄1, λ, τ) ∈ Θπ̄1






Ponadto dla a ∈ A takich, »e π̄0(a) < π̄0(π̄−11 (d)) zachodzi π̄10(a) = π̄0(a), a st¡d dla











(A(1)(π̄, λ̄))π̄−11 (d)a = 0 w przeciwnym wypadku. Ponadto z (2.13) mamy
π̄10(π̄
−1





0 (d)) = π̄0(π̄
−1(d)) + 1,
oraz
π̄10(a) = π̄0(a) + 1,




































Wykorzystuj¡c to, »e (π̄1, λ, τ) ∈ Θπ̄1 w przypadku, gdy π̄0(π̄−11 (d)) ¬ k ¬ d − 2
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dla k = π̄0(π̄−11 (d)), . . . , d−1. Powy»sze rozwa»ania wraz z tym, »e R(π̄, A(1)(π̄, λ̄)λ)
jest dobrze zdeniowane (patrz lemat 2.28), implikuj¡
(π̄, A(1)(π̄, λ̄)λ,A(1)(π̄, λ̄)τ) ∈ Θ+π̄ .
w szczególno±ciR(π̄, A(1)(π̄, λ̄)λ,A(1)(π̄, λ̄)τ) jest dobrze zdeniowane. Z lematu 2.28
mamy
A(1)(π̄, A(1)(π̄, λ̄)λ) = A(1)(π̄, λ̄).
St¡d na podstawie wzoru (2.20), otrzymujemy
R(π̄, A(1)(π̄, λ̄)λ,A(1)(π̄, λ̄)τ)
= (π̄1, (A(1)(π̄, λ̄))−1A(1)(π̄, λ̄)λ, (A(1)(π̄, λ̄))−1A(1)(π̄, λ̄)τ) = (π̄1, λ, τ).
Zaªó»my teraz, »e teza lematu jest speªniona dla pewnego n ∈ N i wyka»my, »e
zachodzi ona dla n+1. Niech (π̄n+1, λ, τ) b¦dzie trójk¡ speªniaj¡c¡ zaªo»enia lematu
dla n+ 1. Z lematu 2.28 otrzymujemy
A(k)(π̄, A(n+1)(π̄, λ̄)λ) = A(k)(π̄, λ̄)






Mo»emy zatem skorzysta¢ z pierwszego kroku indukcji dla (π̄n, λ̄n, τ̄n) uzyskuj¡c
w ten sposób, »e (π̄n, A(1)(π̄n, λ̄n)λ,A(1)(π̄n, λ̄n)τ) ∈ Θ+π̄n , a tak»e
A(1)(π̄n, A(1)(π̄n, λ̄n)λ) = A(1)(π̄n, λ̄n)
oraz
(2.40) R(π̄n, A(1)(π̄n, λ̄n)λ,A(1)(π̄n, λ̄n)τ) = (π̄n+1, λ, τ).
Ponownie z (2.37) otrzymujemy, »e dla k = 1, . . . , n zachodzi( ∑
a∈A














τ̄ ka > 0
Zatem trójka (π̄n, A(1)(π̄n, λ̄n)λ,A(1)(π̄n, λ̄n)τ) speªnia zaªo»enia lematu dla n. Ko-
rzystaj¡c z zaªo»enia indukcyjnego dla (π̄n, A(1)(π̄n, λ̄n)λ,A(1)(π̄n, λ̄n)τ) uzyskujemy,
»e
(2.41) (π̄, A(n)(π̄, λ̄) · A(1)(π̄n, λ̄n)λ,A(n)(π̄, λ̄) · A(1)(π̄n, λ̄n)τ) ∈ Θ+π̄
oraz
Rn(π̄, A(n)(π̄, λ̄) · A(1)(π̄n, λ̄n)λ,A(n)(π̄, λ̄) · A(1)(π̄n, λ̄n)τ)
= (π̄n, A(1)(π̄n, λ̄n)λ,A(1)(π̄n, λ̄n)τ).
(2.42)
Korzystaj¡c z punktu (ii) w lemacie 2.24 otrzymujemy
A(n)(π̄, λ̄) · A(1)(π̄n, λ̄n) = A(n+1)(π̄, λ̄).
St¡d z (2.41) mamy
(π̄, A(n+1)(π̄, λ̄)λ,A(n+1)(π̄, λ̄)τ) ∈ Θ+π̄ .
Ponadto z (2.42) mamy równie»
Rn(π̄, A(n+1)(π̄, λ̄)λ,A(n+1)(π̄, λ̄)τ) = (π̄n, A(1)(π̄n, λ̄n)λ,A(1)(π̄n, λ̄n)τ).
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St¡d z (2.40) zachodzi
Rn+1(π̄, A(n+1)(π̄, λ̄)λ,A(n+1)(π̄, λ̄)τ) = R(π̄n, A(1)(π̄n, λ̄n)λ,A(1)(π̄n, λ̄n)τ)
= (π̄n+1, λ, τ),
co ko«czy dowód kroku indukcyjnego, a zarazem caªego lematu. 
Lemat 2.38. Niech G b¦dzie grafem Rauzy'ego permutacji niedegenerowalnej.
Ustalmy P,L > 0 i rozpatrzmy dowolny niepusty podzbiór otwarty B w
⋃
π∈G Θπ,P,L.
Wtedy istnieje liczba Γ > 0 taka, »e dla ka»dej permutacji π ∈ G i prawie ka»-
dego (π, λ, τ) ∈ Θπ,P,L istnieje rosn¡cy ci¡g liczb naturalnych {kn}n∈N taki, »e
R̃kn(π, λ, τ) ∈ B oraz A(kn)(π, λ) jest macierz¡ dodatni¡ (wszystkie wspóªczynniki
s¡ liczbami dodatnimi), speªniaj¡c¡
ρ(A(kn)(π, λ)) ¬ Γ dla ka»dego n ∈ N,
gdzie ρ jest dane jak w (2.27).
Uwaga 2.39. Prawdziwy jest równie» analogiczny rezultat pochodz¡cy z pracy
Veecha (patrz [32]) dla przekªada« odcinków, tj. je±li B jest niepustym otwartym
podzbiorem G×ΛA, to istnieje liczba Γ > 0 taka, »e dla prawie ka»dego przekªadania
(π, λ) ∈ G × ΛA wzgl¦dem produktu miary licz¡cej i miary Lebesgue'a, istnieje
rosn¡cy ci¡g liczb naturalnych {kn}n∈N taki, »e R̃kn(π, λ) ∈ B oraz A(kn)(π, λ) jest
macierz¡ dodatni¡ speªniaj¡c¡ ρ(A(kn)) ¬ Γ. Dowód lematu 2.38 opiera si¦ w du»ej
mierze na technikach pochodz¡cych z dowodu opisanego wy»ej faktu.
Dowód lematu 2.38. Ze wzgl¦du na punkt (iii) w lemacie 2.24 wiemy, »e dla
prawie ka»dej pary (π, λ) ∈ G × ΛA istnieje kπ,λ takie, »e dla wszystkich k ­ kπ,λ,
macierz A(k)(π, λ) jest macierz¡ ±ci±le dodatni¡. Z ergodyczno±ci i powracania znor-
malizowanej wielok¡tnej indukcji Rauzy'ego-Veecha (patrz tw. 2.33 i uwaga 2.34)
oraz z lematu 2.1, wiemy tak»e, »e dla prawie ka»dego elementu (π, λ, τ) ∈ Θπ,P,L
zachodzi R̃n(π, λ, τ) ∈ B dla niesko«czenie wielu n ∈ N.
Ustalmy trójk¦ (π̄, λ̄, τ̄), która posiada opisane wy»ej wªasno±ci oraz tak¡, »e




a 6= 0 dla
dowolnego k ∈ N.
Ustalmy liczb¦ nπ̄,λ̄,τ̄ ­ kπ,λ tak¡, »e
(π̄nπ̄,λ̄,τ̄ , λ̄nπ̄,λ̄,τ̄ , τnπ̄,λ̄,τ̄ ) = R̃(nπ̄,λ̄,τ̄ )(π̄, λ̄, τ̄) ∈ B.
Oznaczmy Ā := Anπ̄,λ̄,τ̄ (π̄, λ̄). Jako wniosek z punktu (ii) w lemacie 2.24, uzyskujemy
Ā = A(kπ̄,λ̄)(π̄, λ̄) · A(nπ̄,λ̄,τ̄−kπ̄,λ̄)(πkπ̄,λ̄ , λkπ̄,λ̄).
A wi¦c Ā jest iloczynem macierzy dodatniej i nieujemnej o niezerowych kolumnach,
a st¡d sama jest macierz¡ dodatni¡. Mo»emy zatem zdeniowa¢ Γ := ρ(Ā).
Rozpatrzmy podzbiór B̄ ⊆ B skªadaj¡cy si¦ z tych trójek (π̄nπ̄,λ̄,τ̄ , λ, τ) ∈ B, dla







τ̄ ka > 0,
dla dowolnego k = 1, . . . , nπ̄,λ̄,τ̄ . Zbiór B̄ jest zbiorem otwartym, a tak»e niepu-
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Rozwa»my teraz zbiór E := {(π̄, Āλ, Āτ); (π̄nπ̄,λ̄,τ̄ , λ, τ) ∈ B̄}. Zauwa»my, »e
lemat 2.37 implikuje, »e E ⊆ Θπ̄,P,L oraz dla ka»dego (π̄, Āλ, Āτ) ∈ E zachodzi
(2.43) A(nπ̄,λ̄,τ̄ )(π̄, Āλ) = Ā,
a tak»e
(2.44) R̃nπ̄,λ̄,τ̄ (π̄, Āλ, Āτ) = (π̄nπ̄,λ̄,τ̄ , λ, τ) ∈ B.
Z otwarto±ci i niepusto±ci zbioru B̄ otrzymujemy, »e E jest otwartym i niepustym




Korzystaj¡c ponownie z ergodyczno±ci i powracania R̃ w poª¡czeniu z lematem
2.1 uzyskujemy, »e dla prawie ka»dego (π, λ, τ) ∈ ⋃π∈G Θπ,P,L istnieje rosn¡cy ci¡g
liczb naturalnych {k̄n}n∈N taki, »e R̃k̄n(π, λ, τ) = (π̄, λk̄n , τ k̄n) ∈ E. Korzystaj¡c
z (2.44), otrzymujemy
R̃k̄n+nπ̄,λ̄,τ̄ (π, λ, τ) = R̃nπ̄,λ̄,τ̄ (R̃kn(π, λ, τ)) ∈ B.
Przyjmuj¡c zatem kn := k̄n + nπ̄,λ̄,τ̄ , pozostaªo nam wykaza¢, »e ρ(A(kn)(π, λ)) ¬ Γ.
Jednak»e z (2.43) wynika, »e
A(kn)(π, λ) = A(k̄n)(π, λ) · A(nπ̄,λ̄,τ̄ )(π̄, λk̄n) = A(k̄n)(π, λ) · Ā,
co razem z punktem (2.29) w lemacie 2.29 poci¡ga »¡dan¡ nierówno±¢.

Korzystaj¡c z technik zawartych w dowodzie lematu 14 w [11], dowiedziemy
teraz nast¦puj¡cego rezultatu.
Lemat 2.40. Niech C b¦dzie skªadow¡ spójno±ci przestrzeni moduliM oraz niech
π̂ b¦dzie permutacj¡ d-elementowego alfabetu A z odpowiadaj¡cego C rozszerzonego
grafu Rauzy'ego G, speªniaj¡c¡
π̂−10 (1) = π̂
−1
1 (d) i π̂
−1
0 (d) = π̂
−1
1 (1).
Ponadto rozwa»my dowolny podzbiór D ⊂ A \ {π̂−10 (1), π̂−10 (d)}. Wtedy zbiór
C(D) := {M(π̂, λ, τ) ∈ C; (π̂, λ, τ) ∈ Θ∗π̂, λa = 0 dla a ∈ D; λa > 0 dla a ∈ A\D}
jest g¦sty w C.
Dowód. Dowiedziemy najpierw tez¦ lematu dla D = A\{π̂−10 (1), π̂−10 (d)}. Niech
b := π̂−10 (2). Rozpatrzmy zbiór Θ∗π̂,P,L dla pewnego L > 0 i P > 0. Wyka»emy,
»e elementami zbioru C(D) mo»emy przybli»a¢ elementy z M(Θ∗π̂,1,1). Dla L 6= 1
lub P 6= 1 rozumowanie przenosi si¦ dzi¦ki ci¡gªo±ci przeskalowania `1,P,1,L zde-
niowanego jak w (2.32). Dokªadniej, zauwa»my, »e zbiór C(D) jest niezmienniczy
ze wzgl¦du na dziaªanie `1,P,1,L. Ponadto, dla dowolnego (π̂, λ, τ) ∈ Θ∗π̂,P,L, mamy
`−11,P,1,L(π̂, λ, τ) ∈ Θπ̂,1,1, a st¡d istnieje ci¡g elementów {M(π̂, λn, τn)}n∈N ⊂ C(D)
taki, »e limn→∞M(π̂, λn, τn) = M(`−11,P,1,L(π̂, λ, τ)). Z ci¡gªo±ci `1,P,1,L otrzymujemy,
»e limn→∞M(`1,P,1,L(π̂, λn, τn)) = M(π̂, λ, τ), co jest szukan¡ przez nas aproksyma-
cj¡, gdy» M(`1,P,1,L(π̂, λn, τn)) ∈ C(D) dla ka»dego n ∈ N. Wyka»emy tym samym,
»e elementami zbioru C(D) mo»emy przybli»a¢ elementy zbioru Θπ̂,P,L dla dowol-
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Rysunek 2. Reprezentacja wielok¡tna M(π̂, λ, τ) dla (π̂, λ, τ) ∈ Bn.
Dla dowolnego n ∈ N niech Bn ⊂ Θ∗π̂,1,1 b¦dzie zbiorem elementów (π̂, λ, τ)
posiadaj¡cych nast¦puj¡ce wªasno±ci:













∣∣∣∣ τbλb − τaλa













dla ka»dego j = 1, . . . , d− 1.
Zauwa»my, »e zbiór Bn jest niepusty. Rzeczywi±cie, rozwa»my trójk¦ (π̂, λ, τ), gdzie
λπ̂−10 (1)
= 79 , λa =
1
9(d−2) dla a ∈ D, λπ̂−10 (d) =
1
9 oraz τπ̂−10 (1) =
1
18 , τa =
2
9(d−2)
dla a ∈ D oraz τπ̂−10 (d) = −
23
18 . Wtedy (π̂, λ, τ) ∈ Θ
∗
π̂,1,1 (odpowiadaj¡cy wielok¡t




> 0 dla a ∈ A;
τb
λb
= 2 > 1;
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| = 0 < 1
n






τa + λπ̂−10 (1) =
∑
a∈D























dla j = 1, . . . , d−1. St¡d skonstruowana trójka speªnia warunki (2.45)-(2.50). Zatem
zbiór Bn jest otwarty i niepusty. W szczególno±ci ξG(Bn) > 0, gdzie ξG jest miar¡
na
⋃
π∈G Θπ,1,1 niezmiennicz¡ ze wzgl¦du na dziaªanie znormalizowanej wielok¡tnej
indukcji Rauzy'ego-Veecha R̃ (patrz twierdzenie 2.33).
Korzystaj¡c z lematu 2.38 otrzymujemy, »e istnieje Γ > 0 taka, »e dla prawie
wszystkich (π̂, λ, τ) ∈ Θ∗π̂,1,1 istnieje ci¡g {kn}n∈N liczb naturalnych rozbie»ny do
niesko«czono±ci taki, »e R̃kn(π̂, λ, τ) ∈ Bn, macierz kn-tej iteracji indukcji Rauzy'ego
A(kn)(π̂, λ) jest macierz¡ dodatni¡ oraz ρ(A(kn)(π̂, λ)) ¬ Γ.
Ustalmy trójk¦ (π̂, λ, τ) ∈ Θ∗π̂,1,1, dla której istnieje ci¡g {kn}n∈N taki, »e speª-
nione s¡ powy»sze warunki. Niech (π̂, λ(n), τ (n)) := Rkn(π̂, λ, τ) oraz






















∣∣∣∣ < 1n dla a ∈ D ⇒ τ̄ (n)a > 0 dla a ∈ D.


















a + λ̄π−10 (1)
)
je»eli a = π̂−10 (d).
























∣∣∣∣ < 1n dla ka»dego a ∈ D.






< 1, to z powy»szej nierówno±ci otrzymujemy, »e





















dla a ∈ D.
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(2.51) ‖λ̄p(n) − λ̄(n)‖ < 2
n
,

















dla j = 1, . . . , d− 1.
Niech
(2.53) λp(n) := |λ(n)|λ̄p(n).
Zauwa»my, »e skoro (π̂, λ̄p(n), τ̄ (n)) ∈ Θ∗π̂, to
(π̂, λp(n), τ (n)) = (π̂, |λ(n)|λ̄p(n), 1
|λ(n)|
τ̄ (n)) ∈ Θ∗π̂.
























dla a ∈ D.









































dla j = 1, . . . , d− 1.




− Arg(λ(n)b + iτ
(n)




b ) > 0.
Poniewa» z wªasno±ci indukcji Rauzy'ego-Veecha mamy |λ(n)| → 0, to z (2.54) wy-
nika, »e θn → 0. Zdeniujmy wektory λr(n), τ r(n) ∈ RA poprzez
λr(n) + iτ r(n) := eiθn(λp(n) + iτ (n)).
Udowodnimy teraz, »e (π̂, λr(n), τ r(n)) ∈ C(D). Poniewa» Arg(λp(n)a + iτ (n)a ) =
Arg(λp(n)b + iτ
(n)
b ) dla a ∈ D, to
(2.56) Arg(λr(n)a +iτ
r(n)












dla a ∈ D.
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) > Arg(τ (n)b + iλ
(n)




















) + Arg(τ (n)b + iλ
(n)
b ) < 0.
(2.58)






















Z powy»szego oraz z (2.56) i (2.57) otrzymujemy
(2.60) λr(n)a = 0 i τ
r(n)
a > 0 dla a ∈ D oraz λr(n)a > 0 dla a ∈ {π̂−10 (1), π̂−10 (d)}.
Poniewa» τ (n) jest wektorem takim, »e dla ka»dego j = 1, . . . , d − 1 mamy∑
π̂0(a)¬j τ
(n)
























a ) > 0





































(λp(n)a − iτ (n)a )
)
+ Arg(τ (n)b + iλ
(n)





a < 0 dla j = 1, . . . , d − 1. Zatem (π̂, λr(n), τ r(n)) ∈ Θπ̂ co razem
z (2.60) implikuje, »e (π̂, λr(n), τ r(n)) ∈ C(D) ⊂ Θ∗π̂.
Chcemy teraz pokaza¢, »e M(π̂, λr(n), τ r(n)) → M(π̂, λ, τ). Bior¡c pod uwag¦
(2.53), zdeniujmy
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Skoro ρ(A(kn)(π̂, λ)) ¬ Γ, to z lematu 2.29 oraz (2.51) otrzymujemy







∥∥∥∥∥∥ ¬ Γ‖λ̄p(n) − λ̄(n)‖ ¬ 2Γn
Ponadto z lematu 2.37, podstawiaj¡c (π̂, λ, τ) zamiast (π̄, λ̄, τ̄) oraz (π̂, λp(n), τ (n))
w miejsce (π̄n, λ, τ), uzyskujemy
Rkn(π̂, λb(n), τ) = (π̂, A(kn)(π̂, λ)−1λb(n), A(kn)(π̂, λ)−1τ b(n)) = (π̂, λp(n), τ (n)).
A zatem struktury translacyjne M(π̂, λb(n), τ) oraz M(π̂, λp(n), τ (n)) s¡ tym samym
obiektem. Jako »e wielok¡t odpowiadaj¡cy (π̂, λr(n), τ r(n)) powstaª poprzez obrócenie
wielok¡ta stowarzyszonego z (π̂, λp(n), τ (n)) o k¡t θn, to
M(π̂, λr(n), τ r(n)) = rθnM(π̂, λ
p(n), τ (n)) = rθnM(π̂, λ
b(n), τ).
Poniewa» odwzorowanie M : Θ∗π̂ → C jest ci¡gªe a tak»e grupa obrotów dziaªa
w sposób ci¡gªy na C, to z tego, »e ‖λb(n) − λ‖ ¬ 2Γ
n
oraz z tego, »e θn → 0 wynika,
»e M(π̂, λr(n), τ r(n)) → M(π̂, λ, τ) w C dla prawie ka»dego (π̂, λ, τ) ∈ Θ∗π̂,1,1. Skoro
M(π̂, λr(n), τ r(n)) ∈ C(D), to wykazali±my, »e ka»dy element z M(Θ∗π̂,1,1) mo»emy
przybli»y¢ elementami z C(D), co ko«czy dowód, gdy D = A \ {π̂−10 (1), π̂−10 (d)}.
Wyka»emy teraz, »e teza dla dowolnego podzbioru D ⊆ A \ {π̂−10 (1), π̂−10 (d)}
wynika z udowodnionego przez nas rezultatu dla zbioru A \ {π̂−10 (1), π̂−10 (d)}. Rze-






dla a ∈ (A \ {π̂−10 (1), π̂−10 (d)}) \ D;
λa w przeciwnym wypadku.
Zauwa»my, »e (π̂, λ̃n, τ) ∈ C(D) dla ka»dego n ∈ N oraz M(π̂, λ̃n, τ) → M(π̂, λ, τ).
Zatem przybli»yli±my dowolny element z C(A \ {π̂−10 (1), π̂−10 (d)}) ci¡giem elemen-
tów z C(D). Skoro C(A \ {π̂−10 (1), π̂−10 (d)}) jest g¦sty w C, to równie» C(D) ma t¦




Granice wykresowych poª¡cze« potoków specjalnych
W tym rozdziale zapoznamy si¦ z gªównym narz¦dziem, które posªu»y do sfor-
muªowania kryterium rozª¡czno±ci dwóch potoków ergodycznych. Niech (X,B, µ)
b¦dzie probabilistyczn¡ standardow¡ przestrzeni¡ borelowsk¡. W tym rozdziale au-
tomorzm T : (X,B, µ) → (X,B, µ) b¦dzie zachowuj¡cym µ automorzmem ergo-
dycznym. Wtedy dla dowolnej funkcji f ∈ L2(X,B, µ) rozwa»amy ergodyczny potok
specjalny (T ft )t∈R nad T i pod funkcj¡ dachow¡ f .
Dla ka»dego podzbioru W ⊂ X takiego, »e µ(W ) > 0 oznaczamy przez µW
miar¦ warunkow¡ dan¡ przez µW (A) = µ(A|W ) dla A ∈ B. Je»eli istnieje ci¡g
zbiorów {Vn}n∈N nale»¡cych do B oraz rosn¡cy ci¡g liczb naturalnych {qn}n∈N taki,
»e µ((T−qnA4A) ∩ Vn) → 0 dla dowolnego A ∈ B, to mówimy, »e T jest sztywny
wzdªu» ci¡gu {Vn}n∈N. Wówczas {qn}n∈N nazywamy ci¡giem sztywno±ci wzdªu» ci¡gu
{Vn}n∈N.
Przez P(Rd), gdzie d ∈ N, oznaczamy przestrze« miar probabilistycznych na Rd.
Przypomnijmy, »e ci¡g miar {µn}n∈N ⊂ P(Rd) jest sªabo zbie»ny do miary µ ∈






Równowa»nie, powy»sz¡ zbie»no±¢ wystarczy testowa¢ na jednostajnie ci¡gªych
funkcjach ograniczonych, a nawet na funkcjach ci¡gªych ze zwartymi no±nikami.
Przypu±¢my teraz, »e istnieje ci¡g {Wn}n∈N zbiorów mierzalnych w X, rosn¡ce
ci¡gi liczb naturalnych {qn}n∈N, {q′n}n∈N oraz ci¡gi rzeczywiste {an}n∈N, {a′n}n∈N
takie, »e speªnione s¡ nast¦puj¡ce warunki:
(3.1) µ(Wn)→ α dla pewnego 0 < α ¬ 1,
(3.2) µ(Wn4T−1Wn)→ 0,
(3.3) {qn}n∈N jest ci¡giem sztywno±ci dla T wzdªu» {Wn}n∈N,














jest ograniczony, gdzie f ′n = f
(q′n) − a′n,
(3.7) (f ′n, fn)∗(µWn)→ P sªabo w P(R2).
Podobne zaªo»enia byªy postawione w Theorem 6 w [13]. Z denicji sªabej zbie»no±ci




φ(f ′n(x), fn(x))dµ(x)→ α
∫
R2
φ(t, u)dP (t, u).
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Aby wykaza¢ gªówny rezultat tego rozdziaªu, jakim jest twierdzenie orzekaj¡ce
o postaci granicy ci¡gu poª¡cze« {µfa′n,an}n∈N, gdy speªnione s¡ warunki (3.1)-(3.7),
b¦dziemy potrzebowa¢ nast¦puj¡cych pomocniczych lematów.
Lemat 3.1. Je±li {hn}n∈N i {gn}n∈N s¡ ci¡gami ograniczonymi w L∞(X,B, µ)
oraz hn → 0 wedªug miary, to hn · gn → 0 w L1.
Dowód. Niech G,H > 0 b¦dzie takie, »e ‖gn‖∞ ¬ G oraz ‖hn‖∞ ¬ H dla
ka»dego n ∈ N. Niech ε, δ > 0 oraz niech An,δ := {x ∈ X; |hn(x)| > δ}. Ze












Z dowolno±ci ε i δ, to ko«czy dowód lematu. 
Lemat 3.2. Nast¦puj¡ce warunki s¡ równowa»ne:
(i) ci¡g {qn}n∈N jest ci¡giem sztywno±ci dla T wzdªu» {Wn}n∈N;
(ii) dla ka»dej funkcji f ∈ L1(X,B, µ) zachodzi zbie»no±¢ χWn(f ◦T qn − f)→ 0
w L1;
(iii) dla ka»dej funkcji f ∈ L1(X,B, µ) zachodzi zbie»no±¢ χWn(f ◦T qn − f)→ 0
wedªug miary.
Dowód. Zauwa»my, »e warunek µ((T−qnA4A)∩Wn)→ 0 mo»na zapisa¢ w po-
staci ∫
Wn
|χA ◦ T qn − χA|dµ→ 0.
Poprzez przej±cie do funkcji prostych a nast¦pnie skorzystanie z ich g¦sto±ci w L1,
otrzymujemy, »e χWn(f ◦T qn−f)→ 0 w L1 dla wszystkich funkcji f ∈ L1(X,B, µ), a
zatem (i) implikuje (ii). Z nierówno±ci Markowa zbie»no±¢ w L1 implikuje zbie»no±¢
wedªug miary, zatem z warunku (ii) wynika (iii)
Przypu±¢my, »e χWn(f ◦ T qn − f) → 0 wedªug miary dla ka»dej funkcji f ∈
L1(X,B, µ). Je»eli dodatkowo f jest ograniczona, to z lematu 3.1, χWn(f ◦T qn−f)→
0 w L1. Bior¡c f = χA otrzymujemy χWn|χA◦T qn−χA| → 0 w L1 dla ka»dego zbioru
A ∈ B. Ale
∫
Wn
|χA◦T (qn)−χA| dµ = µ((T−qnA4A)∩Wn), a zatem ci¡g {qn}n∈N jest
ci¡giem sztywno±ci dla T wzdªu» {Wn}n∈N. Zatem warunek (iii) implikuje (i). 
Lemat 3.3. Przypu±¢my, »e (X,B, µ) jest wyposa»ona w metryk¦ d generuj¡c¡
σ-algebr¦ B. Je»eli supx∈Wn d(T qnx, x) → 0, to {qn}n∈N jest ci¡giem sztywno±ci dla
T wzdªu» {Wn}n∈N .
Dowód. Niech h ∈ L1(X,B, µ) oraz niech ε > 0 i a > 0 b¦d¡ dowolne, ustalone.
Wtedy z twierdzenia uzina istnieje zbiór zwarty Bε ⊂ X taki, »e µ(Bcε) < ε2
i h : Bε → R jest jednostajnie ci¡gªa. Istnieje zatem takie δ > 0, »e warunek
d(x, y) < δ implikuje |h(x)−h(y)| < a dla wszystkich x, y ∈ Bε. Z zaªo»enia istnieje
n0 ∈ N takie, »e
n ­ n0 oraz x ∈ Wn ⇒ d(x, T qnx) < δ.
St¡d, x ∈ Wn ∩Bε ∩ T−qnBε implikuje |h(x)− h(T qnx)| < a dla wszystkich n > n0.
Zatem
µ({x ∈ Wn : |h(x)− h(T qnx)| ­ a}) ¬ µ(Wn ∩ (Bcε ∪ T−qnBcε)) ¬ 2µ(Bcε) < ε.
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Z dowolno±ci ε > 0 i a > 0 u»ycie lematu 3.2 ko«czy dowód. 
Twierdzenie 3.4. Przypu±¢my, »e zachodz¡ warunki (3.1)-(3.7) oraz T jest au-
tomorzmem ergodycznym. Niech h, h′ : X → R b¦d¡ funkcjami mierzalnymi. Niech




φ(f ′n(x) + h






φ(t+ h′(x), u+ h(x))g(x) dP (t, u) dµ(x).
(3.9)
Dowód. Podzielimy dowód tego rezultatu na kroki ze wzgl¦du na zªo»ono±¢
funkcji h oraz h′.
Krok 1. Zaªó»my najpierw, »e h = h′ = 0. Je»eli g jest funkcj¡ staª¡,
to (3.9) wynika bezpo±rednio z (3.8). Zatem wystarczy rozwa»y¢ przypadek, gdy
g ∈ L10(X,B, µ), tzn. jest funkcj¡ o zerowej caªce. Rzeczywi±cie ka»d¡ funkcj¦
f ∈ L1(X,B, µ) mo»na zapisa¢ w postaci f = (f −
∫
X f dµ) +
∫
X f dµ, a wtedy
funkcj¡, dla której musimy sprawdzi¢ prawdziwo±¢ tezy jest g(x) := f(x)−
∫
X f dµ.
Zauwa»my, »e dla g ∈ L10(X,B, µ) prawa strona w (3.9) jest równa 0, gdy h = h′ = 0.
Z dowodu twierdzenia ergodycznego von Neumanna, kobrzegi, tj. funkcje postaci
g = ξ−ξ ◦T , gdzie ξ ∈ L2(X,B, µ), tworz¡ g¦sty podzbiór w L10(X,B, µ). Wystarczy
zatem rozwa»y¢ funkcje postaci g = ξ− ξ ◦T dla ξ ∈ L∞(X,B, µ), gdy» one równie»
s¡ g¦ste w L10(X,B, µ). Rzeczywi±cie, aby udowodni¢ (3.9), mo»na si¦ ograniczy¢
do g¦stego podzbioru L10(X,B, µ), gdy» dla dowolnej funkcji g ∈ L10(X,B, µ) i dla
dowolnego ε > 0 istnieje funkcja gε z rozpatrywanego g¦stego podzbioru taka, »e
‖g − gε‖L1 < ε, a wtedy
∣∣∣ ∫
Wn
φ(f ′n, fn)g dµ−
∫
Wn
φ(f ′n, fn)gε dµ
∣∣∣ ¬ ∫
Wn
|φ(f ′n, fn)| |g − gε| dµ
¬ ‖φ‖∞ · ‖g − gε‖L1 < ‖φ‖∞ · ε.
Poniewa» prawa strona w (3.9) zarówno dla g jak i dla gε wynosi 0, to z dowolno±ci
ε > 0 powy»sza nierówno±¢ implikuje, »e aby wykaza¢, »e (3.9) zachodzi dla dowolnej
funkcji g ∈ L10(X,B, µ), wystarczy wykaza¢, »e zachodzi na g¦stym podzbiorze tej
przestrzeni.




φ(t, u)dP (t, u)
∫
X
g(x) dµ(x) = 0,





φ(f ′n(x), fn(x))ξ(x) dµ(x)−
∫
Wn
φ(f ′n(x), fn(x))ξ(Tx) dµ(x)
∣∣∣∣→ 0.
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Jednak»e, ze wzgl¦du na T -niezmienniczo±¢ miary µ i ograniczono±¢ funkcji φ, za-
chodzi∣∣∣∣ ∫
Wn
φ(f ′n(x), fn(x))ξ(x) dµ(x)−
∫
Wn





φ(f ′n(Tx), fn(Tx))ξ(Tx) dµ(x)−
∫
Wn














|ξ(Tx)| dµ(x) ¬ µ(T−1Wn4Wn)‖ξ‖∞ → 0,
gdy n→∞.
U»yjemy teraz jednostajnej ci¡gªo±ci φ. Z denicji fn i f ′n, otrzymujemy
(f ′n(Tx), fn(Tx))− (f ′n(x), fn(x)) = (f(T q
′
nx)− f(x), f(T qnx)− f(x)).
Z lematu 3.2, mamy równie», »e
χWn(x)(f(T
q′nx)− f(x))→ 0 oraz χWn(x)(f(T qnx)− f(x))→ 0
wedªug miary, a zatem
χWn(x)
(
(f ′n(Tx), fn(Tx))− (f ′n(x), fn(x))
)
→ 0
wedªug miary. Skoro φ jest funkcj¡ jednostajnie ci¡gª¡, otrzymujemy równie», »e
χWn
(
φ(f ′n ◦ T, fn ◦ T )− φ(f ′n, fn)
)
→ 0
wedªug miary. Z lematu 3.1, dostajemy∫
Wn
|φ(f ′n(Tx), fn(Tx))− φ(f ′n(x), fn(x))||ξ(Tx)| dµ(x)→ 0.
To razem z (3.11) dowodzi zbie»no±ci (3.10), a zatem i (3.9) dla h = h′ = 0.




iχAi oraz h =
∑l
j=1 hjχBj b¦d¡ funkcjami
prostymi, gdzie Ai oraz Bj dla i = 1, . . . , k oraz j = 1, . . . , l stanowi¡ dwa mierzalne
rozbicia przestrzeni X. Wtedy∫
Wn
φ(f ′n(x) + h








φ(f ′n(x) + h
′

















φ(t+ h′(x), u+ h(x))g(x)dP (t, u) dµ(x),
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przy czym powy»sza zbie»no±¢ zachodzi na podstawie pierwszego kroku u»ytego do
funkcji postaci (t, u) 7→ φ(t + h′i, u + hj). W ten sposób otrzymali±my (3.9) je»eli h
i h′ s¡ funkcjami prostymi.
Krok 3. Niech h i h′ b¦d¡ dowolnymi funkcjami mierzalnymi na X. Niech
{hm}m∈N i {h′m}m∈N b¦d¡ ci¡gami funkcji prostych zbie»nych wedªug miary od-
powiednio do h i h′. Wówczas mamy
∣∣∣ ∫
Wn
φ(f ′n(x) + h











φ(f ′n(x) + h




φ(f ′n(x) + h
′





φ(f ′n(x) + h
′



















φ(t+ h′(x), u+ h(x))g(x) dP (t, u) dµ(x)
∣∣∣.
(3.12)
Niech ε > 0.Wybierzmy liczb¦ δ > 0 tak¡, »e je±li ‖x−y‖ < δ, to |φ(x)−φ(y)| <
ε. Ponadto dla dowolnego m ∈ N niech Am,δ := {(x, y) ∈ R2; ‖(h′, h)(x, y) −
(h′m, hm)(x, y)‖ ­ δ}. Skoro (h′m, hm) → (h′, h) wedªug miary, to istnieje Mε >




φ(f ′n(x) + h




φ(f ′n(x) + h
′





(φ(f ′n(x) + h
















|φ(f ′n(x) + h′(x), fn(x) + h(x))− φ(f ′n(x) + h′Mε(x), fn(x) + hMε(x))|
· |g(x)| dµ(x)
< µ(AMε) · 2‖φ‖∞ · ‖g‖∞ + ε · ‖g‖∞ < ε‖g‖∞(2‖φ‖∞ + 1).
49
ROZDZIA 3. GRANICE POCZE WYKRESOWYCH










φ(t+ h′(x), u+ h(x))g(x) dP (t, u) dµ(x)
∣∣∣ < ε‖g‖∞(2‖φ‖∞ + 1).
Stosuj¡c krok drugi dowodu twierdzenia dla funkcji hMε i h
′
Mε znajdziemy N ∈ N
takie, »e dla ka»dego n ­ N zachodzi∣∣∣ ∫
Wn
φ(f ′n(x) + h
′






φ(t+ h′Mε(x), u+ hMε(x))g(x)dP (t, u) dµ(x)
∣∣∣ < ε‖g‖∞(2‖φ‖∞ + 1).
Podsumowuj¡c, korzystaj¡c z powy»szych nierówno±ci w (3.12), dla dowolnego ε > 0
i odpowiednio du»ych liczb n ∈ N otrzymujemy∣∣∣ ∫
Wn
φ(f ′n(x) + h






φ(t+ h′(x), u+ h(x))g(x) dP (t, u) dµ(x)
∣∣∣ < 3ε‖g‖∞(2‖φ‖∞ + 1),
co dowodzi tezy. 
Lemat 3.5. Zaªó»my, »e speªnione s¡ warunki (3.1)-(3.7) oraz T jest ergodyczne.
Przypu±¢my ponadto, »e g, ξ, ξ′ ∈ L∞(X,B, µ), a h, h′ : X → R s¡ funkcjami mie-
rzalnymi. Niech φ : R2 → R b¦dzie jednostajnie ci¡gª¡ funkcj¡ ograniczon¡. Wtedy∫
Wn
φ(f ′n(x) + h








φ(t+ h′(x), u+ h(x)) g(x) ξ(x) ξ′(x) dP (t, u) dµ(x).
Dowód. Z lematu 3.2 otrzymujemy, »e
χWn(x)(ξ(x)− ξ(T qnx))→ 0 oraz χWn(x)(ξ′(x)− ξ′(T q
′
nx))→ 0,
wedªug miary. Wtedy, korzystaj¡c z lematu 3.1, uzyskujemy, »e∣∣∣∣ ∫
Wn
φ(f ′n(x) + h






φ(f ′n(x) + h







|φ(f ′n(x) + h′(x), fn(x) + h(x))||g(x)||ξ′(T q
′
nx)|
|χWn(x)(ξ(T qnx)− ξ(x))| dµ(x)→ 0,
oraz ∣∣∣∣ ∫
Wn
φ(f ′n(x) + h






φ(f ′n(x) + h





|φ(f ′n(x) + h′(x), fn(x) + h(x))||g(x)||ξ(x)|
|χWn(x)(ξ′(T q
′
nx)− ξ′(x))| dµ(x)→ 0.
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Podsumowuj¡c∣∣∣∣ ∫
Wn
φ(f ′n(x) + h






φ(f ′n(x) + h
′(x), fn(x) + h(x))g(x)ξ(x)ξ′(x) dµ(x)
∣∣∣∣→ 0.
Zatem aby snalizowa¢ dowód lematu musimy wykaza¢, »e∫
Wn
φ(f ′n(x) + h






φ(t+ h′(x), u+ h(x))g(x)ξ(x)ξ′(x)dP (t, u) dµ(x).
Jest to jednak»e bezpo±rednia konsekwencja lematu 3.4, poprzez podstawienie
g(x)ξ(x)ξ′(x) w miejsce g(x). 
Poni»szy fakt jest dobrze znany jednak dla jasno±ci podamy jego dowód.
Lemat 3.6. Niech gn : X → Rm, n ∈ N stanowi ci¡g odwzorowa« mierzalnych
takich, »e (gn)∗µ→ P sªabo w P(Rm) oraz niech hn : X → Rn, n ∈ N b¦dzie ci¡giem
funkcji mierzalnych takich, »e hn → 0 wedªug miary. Wtedy (gn + hn)∗µ→ P sªabo
w P(Rm).
Dowód. Niech φ : Rm → R b¦dzie dowoln¡ jednostajnie ci¡gª¡ funkcj¡ ogra-
niczon¡. We¹my dowoln¡ liczb¦ ε > 0. Niech δ > 0 b¦dzie taka, »e dla dowolnych
x, y ∈ Rm, z tego »e ‖x − y‖ < δ wynika |φ(x) − φ(y)| < ε. Niech ponadto N ∈ N
b¦dzie takie, »e dla dowolnego n ­ N zachodzi
µ(An,δ) < ε, gdzie An,δ := {x ∈ X; ‖hn(x)‖ ­ δ}.




























|φ(gn(x) + hn(x))− φ(gn(x))|dµ(x)
< 2ε‖φ‖∞ + εµ(Acn,δ) < ε(2‖φ‖∞ + 1),






Poniewa» powy»sza zbie»no±¢ zachodzi dla ka»dej funkcji φ jednostajnie ci¡gªej i or-
ganiczonej, to dowodzi tezy lematu.

Niech T : (X,B, µ) → (X,B, µ) b¦dzie automorzmem ergodycznym oraz niech
f : X → R b¦dzie funkcj¡ caªkowaln¡ z kwadratem tak¡, »e dla pewnego c ∈ R
zachodzi f ­ c > 0. Oznaczmy przez T−f : X × R → X × R produkt sko±ny
T−f (x, r) := (Tx, r − f(x)). Wtedy dla ka»dego n ∈ Z otrzymujemy T n−f (x, r) =
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(T nx, r − f (n)(x)). Niech {σt}t∈R oznacza potok na X × R dany wzorem σt(x, r) =
(x, r + t), który zachowuje miar¦ µ⊗ Leb. Jak nietrudno zauwa»y¢
T−f ◦ σt = σt ◦ T−f dla ka»dego t ∈ R.
Poni»szy lemat jest uproszczon¡ wersj¡ lematu 3.2 in [12], który z kolei byª
uogólnieniem lematu 4.2 w [14].











(T−f )nσtA ∩ (T−f )mσsB ∩ C
)
.
Ponadto zbiory których miary s¡ sumowane po prawej stronie powy»szej nierówno±ci
sa parami rozª¡czne.
Dowód. Niech t, s ∈ R oraz (x, r) ∈ Xf . Przypomnijmy, »e zgodnie z denicj¡
potoku specjalnego mamy
(3.13) T ft (x, r) = (T
n(x), r + t− f (n)(x)) = T n−f (x, r + t),
gdzie n ∈ Z jest jedyn¡ liczb¡ caªkowit¡ tak¡, »e f (n)(x) ¬ r+ t < f (n+1)(x). Warto
zauwa»y¢, »e nie ma »adnego powodu aby dla ustalonego zbioru mierzalnego A ⊆ Xf
oraz t ∈ R, wszystkim elementom (x, r) ∈ A przyporz¡dkowana byªa ta sama liczba
caªkowita n ∈ Z w (3.13). Mo»emy jednak zapisa¢
T ft A =
⋃
n∈Z
(T n−fσtA ∩Xf ),
gdzie ze wzgl¦du na jedyno±¢ n ∈ Z w (3.13), rodzina {T n−fσtA ∩ Xf}n∈Z jest ro-
dzin¡ zbiorów parami rozª¡cznych. Rzeczywi±cie, przypu±¢my, »e (x0, r0) ∈ Xf oraz
(x0, r0) ∈ T−n−f σtA ∩ T−m−f σtA dla n 6= m. Poniewa» produkt sko±ny T−f i potok
{σt}t∈R komutuj¡, to (x0, r0 − t) ∈ T−n−f A oraz (x0, r0 − t) ∈ T−m−f A. St¡d
T n−f (x0, r0 − t) = (T nx0, r0 − t− f (n)(x)) ∈ A ⊆ Xf
oraz
Tm−f (x0, r0 − t) = (Tm(x0), r0 − t− f (m)(x0)) ∈ A ⊆ Xf .
Zatem zgodnie z denicj¡ przestrzeni Xf otrzymujemy, »e
0 ¬ r0 − t− f (n)(x0) < f(T nx0) oraz 0 ¬ r0 − t− f (m)(x0) < f(Tmx0),
czyli
f (n)(x0) ¬ r0 − t < f (n+1)(x0) oraz f (m)(x0) ¬ r0 − t < f (m+1)(x0).
Jest to sprzeczno±¢ dla n 6= m, gdy» f jest funkcj¡ ±ci±le dodatni¡.
Analogicznie,
T fs B =
⋃
n∈Z
(T n−fσsB ∩Xf ),
gdzie {T n−fσsB ∩ Xf}n∈Z równie» jest rodzin¡ zbiorów parami rozª¡cznych. Skoro
C ⊂ Xf , to(













(T n−fσtA ∩ Tm−fσsB ∩ C),
gdzie {T n−fσtA ∩ Tm−fσsB ∩ C}n,m∈Z jest rodzin¡ zbiorów parami rozª¡cznych, co
dowodzi drugiej cz¦±ci lematu.
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µ⊗ Leb(T n−fσtA ∩ Tm−fσsB ∩ C),
co ko«czy dowód lematu. 
Nast¦puj¡cy lemat jest z kolei uproszczon¡ wersj¡ Lemma 3.3, równie» pocho-
dz¡cego z pracy [12].
Lemat 3.8. Przypu±¢my, »e A = A1 × A2, B = B1 × B2, C = C1 × C2 s¡
mierzalnymi prostok¡tami w X × R. Wtedy
µ⊗ Leb
(


















dla dowolnych k1, k2 ∈ Z.
Dowód. Zauwa»my, »e (x, r) ∈ T k1−fA wtedy i tylko wtedy, gdy x ∈ T k1A1 oraz
r ∈ A2 + f (−k1)(x). Zatem
µ⊗ Leb
(








































co ko«czy dowód lematu. 
Twierdzenie, którego teraz dowiedziemy jest gªównym rezultatem tego rozdziaªu.
Jest to uogólniona wersja Theorem 6 w [13] oraz Proposition 3.7 w [12]. ci±lej rzecz
bior¡c, jest to wersja Theorem 3.7 w [12], w którym zast¦pujemy zaªo»enie o sztyw-
no±ci T zaªo»eniem sªabszym tj. sztywno±ci¡ wzdªu» ci¡gu zbiorów. Przypomnijmy,
»e Proposition 3.7 w [12] stosowano dla potoków specjalnych zbudowanych nad ob-
rotami niewymiernymi. Nowa wersja tego wyniku jest u»yteczna w przypadku, gdy
podstaw¡ potoku specjalnego jest ergodyczne przekªadanie odcinków.
Twierdzenie 3.9. Przypu±¢my, »e speªnione s¡ warunki (3.1)-(3.7) oraz T jest





µf−t,−udP (t, u) + (1− α)ν w J3(T f ),
gdzie ν ∈ J3(T f ).
Dowód. Ze zwarto±ci J3(T f ), przechodz¡c ewentualnie do podci¡gu, mo»emy
przyj¡¢, »e µfa′n,an → ρ sªabo do pewnej miary ρ ∈ J3(T
f ). Dowiedziemy najpierw,
»e dla mierzalnych prostok¡tów w Xf
A = A1 × A2, B = B1 ×B2, C = C1 × C2,
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(B1 ∩ T qnWn)×B2
)

















∩ (T−f )−l(T−f )−qnσ−an
(
(B1 ∩ T qnWn)×B2
)
∩ (C1 × C2)
)
.











∩ (T−f )−l(T−f )−qnσ−an
(
(B1 ∩ T qnWn)×B2
)

























































Ustalmy l ∈ Z. U»ywaj¡c tezy o rozª¡czno±ci zbiorów w lemacie 3.7 uzyskujemy∑
k∈Z












∩ (T−f )−l(T−f )−qnσ−an
(
(B1 ∩ T qnWn)×B2
)






(B1 ∩ T qnWn)×B2
)
∩ (C1 × C2)
)





(B1 ∩ T qnWn)×B2
)






















gdzie w ostatniej równo±ci u»yli±my faktu, »e
f (l+qn)(x)− an = f (l)(x) + f (qn)(T lx)− an = f (l)(x) + fn(T lx).
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Niech teraz s = diam(B2 ∪ C2) oraz Vn =
{
x ∈ T−lWn : |fn(T lx) + f (l)(x)| ¬ s
}
.



















¬ sµ(Vn) ¬ sµ
({






gdzie D = supn∈N
∫
Wn
|fn(x)|2 dµ(x), a ostatnia nierówno±¢ wynika z nierówno±ci
Czebyszewa. Niech teraz Dl := s D(c|l|−s)2 dla l ∈ Z takich, »e |l| >
s
c
i niech Dl :=




k,l ¬ Dl oraz∑































































































Rzeczywi±cie, ze wzgl¦du na ograniczono±¢ zbiorów A2, B2, C2 funkcja podcaªkowa
jest funkcj¡ ograniczon¡, a st¡d limn→∞ |ank,l− bnk,l| = 0. Niech F ′n, Fn : X → R b¦d¡
dane wzorami
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Z lematu 3.2 otrzymujemy
χWn(x)(f
(k)(T qnx)− f (k)(x))→ 0 oraz χWn(x)(f (l)(T q
′
nx)− f (l)(x))→ 0
wedªug miary. Skoro (f ′n, fn)∗(µWn)→ P , to lemat 3.6 implikuje
(F ′n, Fn)∗(µWn)→ P sªabo w P(R2).
Zastosujmy lemat 3.5 do
φ(t, u) := Leb
(
(A2 + t) ∩ (B2 + u) ∩ C2
)
, (h′, h) := (f (k), f (l)),
(f ′n, fn) := (F
′
n, Fn), g := χC1 , ξ
′ := χT−kA1 , ξ := χT−lB1 .
Uzyskujemy w ten sposób, »e















χC1(x)χT−kA1(x)χT−lB1(x) dP (t, u) dµ(x).






















(T−f )−kσt(A1×A2) ∩ (T−f )−lσu(B1×B2) ∩ (C1×C2)
)
dP (t, u).











T ft A ∩ T fuB ∩ C
)
dP (t, u) <∞.








Skoro bnk,l → ck,l oraz |ank,l − bnk,l| → 0, to ank,l → ck,l oraz dla wszystkich k, l ∈ Z,
mo»emy wybra¢ N > 0 takie, »e dla wszystkich n ­ N oraz k, l ∈ Z speªniaj¡cych
max{|k|, |l|} ¬M mamy

























k,l∈Z ck,l co ze wzgl¦du na (3.15) oraz (3.19), dowodzi zbie»-
no±ci (3.14).
Skoro ci¡g poª¡cze« µfa′n,an zbiega do ρ w J3(T
f ), to
ρ(A×B × C) = lim
n

















gdzie A,B,C ⊂ Xf s¡ dowolnymi mierzalnymi prostok¡tami. Nast¦pnie z (3.14) po
przej±ciu z n do niesko«czono±ci uzyskujemy
(3.22) ρ(A×B × C) ­ α
∫
R2
µf−t,−u(A×B × C)dP (t, u).
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dla dowolnego mierzalnego podzbioru E ⊂ (Xf )3. Wyka»emy, »e ν ∈ J3(T f ). Z
(3.22) otrzymujemy, »e ν przyjmuje nieujemne warto±ci na produktach prostok¡tów
w (Xf )3. Poniewa» ν jest ró»nic¡ miar, to jest tak»e przeliczalnie addytywn¡ miar¡
zespolon¡ o warto±ciach rzeczywistych. Zatem wahanie ν, oznaczane przez |ν|, jest
miar¡ na (Xf )3. W szczególno±ci |ν| jest miar¡ na przestrzeni metryzowalnej, a wi¦c
jest miar¡ regularn¡. Ustalmy E ∈ (Bf )3 oraz ε > 0. Z regularno±ci |ν| istnieje zbiór
otwarty U ⊂ (Bf )3 oraz zbiór zwarty K ⊂ (Bf )3 takie, »e
K ⊆ E ⊆ U oraz |ν|(U \K) < ε.
Dla ka»dego elementu x ∈ K wybierzmy zbiór otwarty postaci
(3.23) V (x) := I11 (x)× I12 (x)× I21 (x)× I22 (x)× I31 (x)× I32 (x)
taki, »e x ∈ V (x) oraz V (x) ⊂ U , a I i1 × I i2 ∈ Xf jest otwart¡ kostk¡ dla i = 1, 2, 3.
Ze zwarto±ci K mo»emy wybra¢ sko«czon¡ rodzin¦ {Vi}Mi=1 zbiorów speªniaj¡cych
powy»sze warunki tak¡, »e K ⊆ ⋃Mi=1 Vi ⊆ U . Bez utraty ogólno±ci mo»emy zaªo»y¢,
»e Vi\Vj 6= ∅ dla i 6= j. Rozwa»my teraz rodzin¦ rozª¡cznych produktów prostok¡tów
{Wi}Ni=1 uzyskan¡ poprzez urozª¡cznienie zbiorów Vi. Dokªadniej, niech W1 = V1.
Nast¦pnie zauwa»my, »e skoro V2 i V1 s¡ postaci jak w (3.23), to V2\V1 jest sko«czon¡
sum¡ rozª¡cznych prostok¡tów (niekoniecznie otwartych). Post¦puj¡c indukcyjnie
otrzymujemy w ten sposób rodzin¦ {Wn}Mi=1.
Niech W :=
∑n
i=1 Wi. Jako, »e jest to rozª¡czna suma prostok¡tów, to ν(W ) ­ 0.
Z denicji wahania miary otrzymujemy
|ν(W )− ν(E)| ¬ |ν(W )− ν(K)|+ |ν(E)− ν(K)| = |ν(W \K)|+ |ν(E \K)|
¬ |ν|(W \K)|+ |ν|(E \K) ¬ 2|ν|(U \K) < 2ε.
St¡d ν(E) > ν(W ) − 2ε > −2ε, co z dowolno±ci E ∈ (Xf )3 oraz ε implikuje, »e ν
przyjmuje warto±ci nieujemne na wszystkich podzbiorach mierzalnych.




−t,−udP (t, u) s¡
poª¡czeniami, to w szczególno±ci s¡ T f × T f × T f - niezmiennicze, a st¡d tak»e ν
posiada t¡ wªasno±¢. Ponadto dla dowolnego zbioru mierzalnego A ⊂ Xf mamy
ν(A×Xf ×Xf ) = 1
1− α
(ρ(A×Xf ×Xf )− α
∫
R2




(µ(A)− αµ(A)) = µ(A).
Analogiczne rozumowanie wzgl¦dem pozostaªych wspóªrz¦dnych, ko«czy dowód te-





Nast¦pstwa postaci poª¡cze« granicznych
W tym rozdziale podamy kryteria rozª¡czno±ci potoku ze swoim potokiem od-
wrotnym oraz sªabego mieszania potoku. Oba kryteria wykorzystuj¡ posta¢ granicy
poª¡cze« wykresowych.
Niech (X,B, µ) oraz (Y, C, ν) b¦d¡ probabilistycznymi standardowymi przestrze-
niami borelowskimi. Dla ka»dej miary probabilistycznej λ ∈ P(X × Y ), oznaczamy
przez λ|X oraz λ|Y rzutowania miary λ odpowiednio na X i Y , tj. dla ka»dych
mierzalnych zbiorów A ⊆ X i B ⊆ Y mamy
λ|X(A) = λ(A× Y ) oraz λ|Y (B) = λ(X ×B).
Niech T = {Tt}t∈R oraz S = {St}t∈R b¦d¡ sªabo mieszaj¡cymi potokami dziaªa-
j¡cymi odpowiednio na (X,B, µ) i (Y, C, ν). Przypomnijmy, »e dla dowolnego t ∈ R
mamy µt = (Tt × Id)∗µ oraz νt = (St × Id)∗ν.
Lemat 4.1. Niech λ ∈ Je(T ,S). Niech ponadto ρ ∈ Je2(T × S, λ) b¦dzie sa-
mopoª¡czeniem zdeniowanym na X1 × Y1 × X2 × Y2, gdzie X1 = X2 = X oraz
Y1 = Y2 = Y . Zaªó»my, »e dla pewnych r, r′ ∈ R zachodzi ρ|X1×X2 = µr oraz
ρ|Y1×Y2 = νr′. Je±li r 6= r′, to λ = µ⊗ ν.
Dowód. Wyka»emy, »e λ = (Tr × Sr′)∗λ. Poka»emy najpierw, »e warunek (3)
w lemacie 2.8 jest speªniony dla π-ukªadu zbiorów produktowych oraz dla izomor-
zmu φ := T−r × S−r′ dziaªaj¡cego z (X1 × Y1, λ) do (X2 × Y2, λ). Innymi sªowy, dla
ka»dego A ∈ B oraz B ∈ C mamy
ρ(A×B × (T−r × S−r′)(A×B)c) = ρ((A×B)c × (T−r × S−r′)(A×B)) = 0.
Rzeczywi±cie, skoro µr oraz νr′ s¡ poª¡czeniami wykresowymi, to z lematu 2.8 otrzy-
mujemy, »e dla dowolnych A ∈ B oraz B ∈ C zachodzi
µr(A× T−rAc) = 0 oraz νr′(B × T−rBc) = 0.
Jako, »e ρ|X1×X2 = µr oraz ρ|Y1×Y2 = νr′ , to
ρ(A×B × (T−r × S−r′)(A×B)c) = ρ(A×B × T−rAc × S−r′B)
+ ρ(A×B × T−rAc × S−r′Bc) + ρ(A×B × T−rA× S−r′Bc)
¬ 2ρ(A× Y × T−rAc × Y ) + ρ(X ×B ×X × S−r′Bc)
= 2µr(A× T−rAc) + νr′(B × S−r′Bc) = 0
oraz
ρ((A×B)c × T−rA× S−r′B) = ρ(Ac ×B × T−rA× S−r′B)
+ ρ(Ac ×Bc × T−rA× S−r′B) + ρ(A×Bc × T−rA× S−r′B)
¬ 2ρ(Ac × Y × T−rA× Y ) + ρ(X ×Bc ×X × S−r′B)
= 2µr(Ac × T−rA) + νr′(Bc × S−r′B) = 0.
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Udowodnili±my zatem, »e warunek (3) w lemacie 2.8 jest speªniony dla π-ukªadu
zbiorów produktowych. Skoro ρ ∈ Je2(T ×S, λ), to z uwagi na warunek (2) w lemacie
2.8 uzyskujemy
λ(A×B) = ρ(A×B ×X × Y ) = ρ(X × Y × T−rA× S−r′B)
= λ(T−rA× S−r′B) = (Tr × Sr′)∗λ(A×B),
dla wszystkich A ∈ B oraz B ∈ C. Jako, »e π-ukªad zbiorów produktowych generuje
B⊗C, otrzymujemy, »e miary λ i (Tr×Sr′)∗λ s¡ sobie równe. Ze wzgl¦du na (T ×S) -
niezmienniczo±¢ miary λ otrzymujemy, »e λ jest (Id×Sr−r′) -niezmiennicza. Skoro S
jest potokiem sªabo mieszaj¡cym, to automorzm Sr−r′ jest ergodyczny, je»eli tylko
r 6= r′. Jako, »e Id jest rozª¡czna z ka»dym automorzmem ergodycznym (patrz
lemat 2.7), to λ = µ⊗ ν. 
Twierdzenie 4.2. Zaªó»my, »e dla pewnych ci¡gów rzeczywistych (an)n∈N
i (bn)n∈N zachodzi
µan,bn → (1− α)
∫
R2
µ−t,−udP (t, u) + αξ1,
oraz
νan,bn → (1− α′)
∫
R2
ν−t,−udQ(t, u) + α′ξ2,
dla pewnych liczb 0 ¬ α, α′ < 1, miar P,Q ∈ P(R2) oraz poª¡cze« ξ1 ∈ J3(T ),
ξ2 ∈ J3(S). Zaªó»my ponadto, »e istnieje zbiór B ∈ B(R2) taki, »e
(4.1) (1− α)P (B)− (1− α′)Q(B) > α′.
Wtedy potoki T oraz S s¡ rozª¡czne.
Dowód. Niech ξ1 =
∫
Je3 (T )




mi na skªadowe ergodyczne poª¡cze« ξ1 i ξ2. Niech ponadto
A1 := {µt,u; t, u ∈ R} ⊂ Je3(T ) oraz A2 := {νt,u; t, u ∈ R} ⊂ Je3(S).
Powy»sze inkluzje wynikaj¡ ze sªabego mieszania potoków T i S. Z uwagi na twier-
dzenie Suslina (patrz np. Proposition 4.5.1 w [29]), zbiory A1 i A2, jako obrazy
ci¡gªych i ró»nowarto±ciowych odwzorowa« (t, u) 7→ µt,u oraz (t, u) 7→ νt,u, s¡ mie-
rzalne.
W dalszej cz¦±ci dowodu b¦dziemy zakªada¢, »e
(4.2) κ1(A1) = κ2(A2) = 0.
W przeciwnym wypadku przyjmijmy β := 1−κ1(A1) ­ 0 oraz β′ := 1−κ2(A2) ­ 0.
Wtedy




′(t, u) + βξ′1
i




′(t, u) + β′ξ′2,
gdzie ξ′1 ∈ J3(T ) oraz ξ′2 ∈ J3(S) nie posiadaj¡ poª¡cze« z A1 oraz A2 w swoich
rozkªadach na skªadowe ergodyczne, natomiast P ′ i Q′ s¡ probabilistycznymi miara-
mi na R2 b¦d¡cymi obrazami miar warunkowych odpowiednio κ1|A1 i κ2|A2 poprzez
60
ROZDZIA 4. NASTPSTWA POSTACI POCZE GRANICZNYCH
odwzorowania µt,u 7→ (t, u) oraz νt,u 7→ (t, u). Wtedy
µan,bn → (1− α)
∫
R2



































′. Wtedy dla ka»dego zbioru B speªniaj¡cego (4.1),
mamy
(1− αβ)P̄ (B)− (1− α′β′)Q̄(B)
= (1− α)P (B) + α(1− β)P ′(B)− (1− α′)Q(B)− α′(1− β′)Q′(B)
> α′ + α(1− β)P ′(B)− α′(1− β′)Q′(B) ­ α′ − α′(1− β′) = α′β′.
Wystarczy zatem zamieni¢ P,Q na P̄ , Q̄ oraz α, α′ na αβ, α′β′. Wówczas speªnione
s¡ zaªo»enia twierdzenia, a ponadto speªniony jest tak»e warunek (4.2).
Niech λ ∈ Je(T ,S). Poka»emy, »e λ = µ ⊗ ν. Rozwa»my ci¡g {λan,bn}n∈N
w Je3(T ×S, λ). Ze wzgl¦du na zwarto±¢ J3(T ×S, λ) uzyskujemy, »e λan,bn → η zbie-
ga sªabo w J3(T ×S, λ), ewentualnie przechodz¡c do podci¡gu. Co wi¦cej, z zaªo»e«
uzyskujemy
η|X1×X2×X3 = (1− α)
∫
R2
µ−t,−udP (t, u) + αξ1
oraz
η|Y1×Y2×Y3 = (1− α′)
∫
R2
ν−t,−udQ(t, u) + α′ξ2.
Niech hT : R2 → A1 oraz hS : R2 → A2 b¦d¡ dane wzorami hT (t, u) := µ−t,−u









ρS d((1− α′)hS∗Q+ α′κ2)(ρS).
Niech teraz η =
∫
Je3 (T ×S,λ)
ψdκ(ψ) b¦dzie rozkªadem na skªadowe ergodyczne










Skoro ψ ∈ Je3(T × S), to ψ|X1×X2×X3 ∈ Je3(T ) oraz ψ|Y1×Y2×Y3 ∈ Je3(S). Rozwa»my
odwzorowania ΩT : Je3(T × S, λ) → Je3(T ) i ΩS : Je3(T × S, λ) → Je3(S) dane
wzorami
ΩT (ψ) = ψ|X1×X2×X3 oraz ΩS(ψ) = ψ|Y1×Y2×Y3 .
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Porównuj¡c powy»sze wyra»enia z (4.3) i (4.4) i u»ywaj¡c jednoznaczno±ci rozkªadu
na skªadowe ergodyczne otrzymujemy
(4.5) ΩT∗ κ = (1− α)hT∗ P + ακ1 i ΩS∗κ = (1− α′)hS∗Q+ α′κ2.
Niech teraz
A := {ψ ∈ Je3(T × S, λ) : ∃t, u, t′, u′ ∈ R, (t, u) 6= (t′, u′),
ψ|X1×X2×X3 = µ−t,−u, ψ|Y1×Y2×Y3 = ν−t′,−u′}.
Poka»emy teraz, »e κ(A) > 0. Dla dowolnych mierzalnych podzbiorów C ⊂
Je3(T ) iD ⊂ Je3(S) oznaczmy przez C×̄D zbiór wszystkich poª¡cze« ψ ∈ Je3(T ×S, λ)
takich, »e ψ|X1×X2×X3 ∈ C i ψ|Y1×Y2×Y3 ∈ D.
Zaªó»my, »e κ(A) = 0. Niech B ⊂ R2 b¦dzie zbiorem speªniaj¡cym (4.1). Je±li
(t, u) ∈ B, to z denicji hT i hS uzyskujemy µ−t,−u ∈ hT (B) oraz ν−t,−u ∈ hS(B).
Ponadto warunki κ(A) = 0 oraz hT (B)×̄(A2 \ hS(B)) ⊂ A implikuj¡
(4.6) κ(hT (B)×̄A2) = κ(hT (B)×̄hS(B)).
Zauwa»my, »e κ1(hT (B)) ¬ κ1(A1) = 0. St¡d, z (4.5) i (4.6) wynika, »e
(1− α)P (B) = (1− α)hT∗ P (hT (B)) = [(1− α)hT∗ P + ακ1](hT (B))
= ΩT∗ κ(h
T (B)) = κ(hT (B)×̄Je3(S))
= κ(hT (B)×̄A2) + κ(hT (B)×̄(Je3(S) \ A2))




(1−α′)Q(B) = (1−α′)hS∗Q(hS(B)) = κ(hT (B)×̄hS(B)) +κ((Je3(T ) \A1)×̄hS(B)).
Ponadto ze wzgl¦du na (4.5), uzyskujemy
κ(hT (B)×̄(Je3(S) \ A2)) ¬ κ(Je3(T )×̄(Je3(S) \ A2))
= ΩS∗κ(J
e
3(S) \ A2) = α′κ2(Je3(S) \ A2) = α′.
Skoro (1 − α)P (B) − (1 − α′)Q(B) > α′, to przez odj¦cie od siebie (4.7) i (4.8)
otrzymujemy
α′ < (1− α)hT∗ P (hT (B))− (1− α′)hT∗ Q(hS(B))
= (κ(hT (B)×̄hS(B)) + κ(hT (B)×̄(Je3(S) \ A2)))
− (κ(hT (B)×̄hS(B)) + κ((Je3(T ) \ A1)×̄hS(B)))
= κ(hT (B)×̄(Je3(S) \ A2))− κ((Je3(T ) \ A1)×̄hS(B)) ¬ α′,
co doprowadziªo do sprzeczno±ci. Z tego wynika, »e κ(A) > 0, co poci¡ga, »e A
jest niepusty. Innymi sªowy, istnieje takie poª¡czenie ψ ∈ A ⊂ Je3(T × S, λ), »e
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ψ|X1×X2×X3 = µt,u oraz ψ|Y1×Y2×Y3 = νt′,u′ gdzie (t, u) 6= (t′, u′). Zaªó»my, »e t 6= t′
(przypadek, gdy u 6= u′ jest analogiczny). Wtedy φ := Π1,3(ψ) ∈ Je2(T ×S, λ) speªnia
φ|X1×X3 = µt oraz φ|Y1×Y3 = νt′ .
Zatem z lematu 4.1 otrzymujemy, »e λ = µ⊗ ν.

U»yteczna dla nas b¦dzie równie» uproszczona wersja powy»szego twierdzenia,
gdy α = 0.
Wniosek 4.3. Niech T = {Tt}t∈R i S = {St}t∈R b¦d¡ sªabo mieszaj¡cymi potoka-
mi dziaªaj¡cymi na standardowych przestrzeniach borelowskich odpowiednio (X,B, µ)








dla pewnych miar probabilistycznych P,Q ∈ P(R2). Je±li P 6= Q, to T oraz S s¡
rozª¡czne.
Niech θ : R2 → R2 b¦dzie dane wzorem θ(t, u) = (t, t − u). Poni»szy rezultat
pokazuje jak w duchu twierdzenia 4.2 wykaza¢, »e potok jest rozª¡czny ze swoim
odwrotnym.
Wniosek 4.4. Zaªó»my, »e dla pewnego ci¡gu rzeczywistego (an)n∈N zachodzi
µ2an,an → (1− α)
∫
R2
µ−t,−udP (t, u) + αξ
dla pewnej liczby 0 ¬ α < 1 miary P ∈ P(R2) oraz poª¡czenia ξ ∈ J3(T ). Zaªó»my
równie», »e istnieje zbiór B ∈ B(R2) taki, »e




Wtedy potok T jest rozª¡czny ze swoim potokiem odwrotnym.
Dowód. Zgodnie z denicj¡ zbie»no±ci poª¡cze« dla dowolnych zbiorów





Zamieniaj¡c kolejno±¢ zbiorów, uzyskujemy
µ2an,an(C ×B × A)→ (1− α)
∫
R2
µ−t,−u(C ×B × A)dP (t, u) + αξ(C ×B × A).
Jednak»e korzystaj¡c z T -niezmienniczo±ci miary µ, uzyskujemy
µ2an,an(C ×B × A) = µ(T−2anC ∩ T−anB ∩ A)
= µ(C ∩ TanB ∩ T2anA) = µ−2an,−an(A×B × C).
Z drugiej strony∫
R2
µ−t,−u(C ×B × A)dP (t, u) =
∫
R2




µ(C ∩ Tu−tB ∩ T−tA)dP (t, u) =
∫
R2
µt,t−u(A×B × C)dP (t, u)
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Je±li dodatkowo oznaczymy przez ξ̂ taki element J3(T ), »e dla dowolnych A,B,C ∈





Rozpatruj¡c w twierdzeniu 4.2 zbie»no±¢ 4.10 dla potoku w przód oraz 4.11 dla
potoku w tyª a tak»e zbiór B z zaªo»enia, uzyskujemy tez¦ wniosku. 
W tym miejscu nale»y zaznaczy¢, »e przy sprawdzaniu rozª¡czno±ci potoku spe-
cjalnego ze swoim odwrotnym miar, które b¦dziemy porównywa¢ w kryterium 4.4,
dostarcza¢ nam b¦dzie twierdzenie 3.9. Jednak»e cz¦sto o mierze P wyst¦puj¡cej
w tym twierdzeniu nie b¦dziemy mogli powiedzie¢ wi¦cej ni» to, »e ta miara istnieje.
Okazuje si¦ jednak, »e stosuj¡c pewne proste rzutowanie, mo»emy upro±ci¢ rachunki
na tyle, aby móc powiedzie¢ wi¦cej o mierze P . Niech ξ : R2 → R b¦dzie dane
wzorem ξ(t, u) := t− 2u.
Twierdzenie 4.5. Niech T b¦dzie zachowuj¡cym miar¦ automorzmem na pro-
babilistycznej standardowej przestrzeni borelowskiej (X,B, µ). Niech f ∈ L2(X,µ)
b¦dzie funkcj¡ dodatni¡ odgraniczon¡ od zera. Przypu±¢my, »e istnieje ci¡g {Wn}n∈N
zbiorów mierzalnych w X, rosn¡cy ci¡g liczb naturalnych {qn}n∈N, oraz ci¡g rzeczy-
wisty {an}n∈N taki, »e speªnione s¡ nast¦puj¡ce warunki:
(4.12) µ(Wn)→ 1− α dla pewnego 0 ¬ α < 1,
(4.13) µ(Wn4T−1Wn)→ 0,















(4.17) (f (2qn)(x)− 2an, f (qn)(x)− an)∗(µWn)→ P sªabo w P(R2).
Je±li istnieje taki zbiór borelowski B ∈ B, »e




to je±li potok specjalny T f na Xf jest sªabo mieszaj¡cy, to jest tak»e rozª¡czny ze
swoim potokiem odwrotnym.
Dowód. Poka»emy, »e gdy rozpatrzymy q′n = 2qn oraz a
′
n = 2an dla n ∈ N, to
speªnione s¡ zaªo»enia twierdzenia 3.9. Rzeczywi±cie, wªasno±ci (4.12)-(4.17) odpo-
wiadaj¡ bezpo±rednio zaªo»eniom (3.1),(3.2),(3.3),(3.5), (3.6) oraz (3.7). Poka»emy,
»e z (4.14) wynika, »e {2qn}n∈N jest ci¡giem sztywno±ci dla T wzdªu» {Wn}n∈N. Z
denicji sztywno±ci wzdªu» ci¡gu mamy
µ((T−qnA4A) ∩Wn)→ 0 dla dowolnego A ∈ B.
Korzystaj¡c z nierówno±ci trójk¡ta dla ró»nicy symetrycznej uzyskujemy
µ((T−2qnA4A) ∩Wn) ¬ µ((T−2qnA4T−qnA) ∩Wn) + µ((T−qnA4A) ∩Wn)
= 2µ((T−qnA4A) ∩Wn)→ 0,
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co oznacza po»¡dan¡ sztywno±¢ dla ci¡gu {2qn}n∈N. Speªnione jest zatem zaªo»enie
(3.4).
Zauwa»my teraz, »e ξ ◦ θ(t, u) = 2u− t = −ξ(t, u). A zatem z zaªo»enia mamy









Speªnione s¡ zatem zaªo»enia wniosku 4.4, a wi¦c potok T f jest rozª¡czny ze swoim
odwrotnym. 
Uwaga 4.6. Z powy»szego twierdzenia wynika, »e aby wnioskowa¢ o rozª¡czno-
±ci potoku ze swoim potokiem odwrotnym, wystarczy wiedzie¢, »e miara ξ∗P jest
niesymetryczna. Zauwa»my jednak, »e je±li
(f (2qn), f (qn))∗µWn → P,
to po zadziaªaniu ξ otrzymujemy
ξ∗(f (2qn), f (qn))∗µWn → ξ∗P.
Jednak»e

















(f(T i+qnx)− f(T ix)).
Aby skorzysta¢ z kryterium o rozª¡czno±ci potoku z jego potokiem odwrotnym dla
potoków specjalnych nad przekªadaniami odcinków, b¦dziemy wykazywa¢, »e miara





(f(T i+qnx)− f(T ix)))∗LebWn
jest dostatecznie niesymetryczna, w sensie wyra»onym w twierdzeniu 4.4.
Poni»szy rezultat stwierdza, kiedy mo»na wnioskowa¢ o sªabym mieszaniu poto-
ku, patrz¡c na stowarzyszone z nim granice ci¡gów poª¡cze« wykresowych.
Lemat 4.7. Niech T = {Tt}t∈R b¦dzie potokiem ergodycznym na (X,B, µ) i za-
ªó»my, »e istnieje rosn¡cy ci¡g rzeczywisty {bn}n∈N, liczba rzeczywista ρ ∈ [0, 1) oraz
miara probabilistyczna P ∈ P(R2) taka, »e
(4.20) µ2bn,bn → (1− ρ)
∫
R2
µ−t,−udP (t, u) + ρψ,
dla pewnego ψ ∈ J3(T ). Je±li no±nik P nie zawiera si¦ w »adnej kracie anicznej
w R2, to T jest sªabo mieszaj¡cy. W szczególno±ci, je»eli istniej¡ dwie wymiernie
niezale»ne liczby d1 i d2 takie, »e d1, d2 i 0 s¡ atomami ξ∗P , to potok T jest sªabo
mieszaj¡cy.
Dowód. Zaªó»my, »e no±nik miary P nie jest zawarty w »adnej kracie anicznej
a potok T nie jest sªabo mieszaj¡cy. Wtedy istnieje funkcja f ∈ L2(X,µ) ró»na od
staªej oraz liczba a ∈ R \ {0} taka, »e
(4.21) ∀t ∈ R, f ◦ Tt = e−2πiatf.
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Przypomnijmy, »e σ1 : R2 → R oznacza rzutowanie na pierwsz¡ wspóªrz¦dn¡. Po-
przez zadziaªanie Ψ◦Π1,3 (patrz (2.2)) do (4.20) oraz u»ycie (2.3) i (2.4), uzyskujemy




gdzie P1 := (σ1)∗P a Ψ1 jest operatorem Markowa. Niech 〈·, ·〉 b¦dzie iloczynem
skalarnym na L2(X,µ). Z (4.21), uzyskujemy
‖f‖2 = |〈f, f〉| = |〈f, e−2πiatf〉| = |〈f, f ◦ Tt〉| = |〈f, f ◦ T2bn〉|
dla ka»dego n ∈ N. Gdy n→∞, to dostajemy
‖f‖2 = |〈f, f ◦ T2bn〉| =
∣∣∣∣〈f, (1− ρ) ∫
R
f ◦ TtdP1(t) + ρΨ1(f)
〉∣∣∣∣.
Z drugiej strony, z faktu »e operator Markowa jest kontrakcj¡, otrzymujemy, »e∣∣∣∣〈f, (1− ρ) ∫
R























e−2πiatdP1(t) = e−2πib dla pewnego b ∈ R.
Wynika st¡d, »e ∫
R
e−2πi(at−b)dP1(t) = 1.
To poci¡ga ze sob¡, »e
P1({t ∈ R; at− b ∈ Z}) = 1.
Rozwa»my teraz P2 := (σ2)∗P . Analogicznie, poprzez zastosowanie Ψ◦Π2,3 do (4.20),
otrzymujemy
P2({u ∈ R; au− c ∈ Z}) = 1 dla pewnego c ∈ R.
¡cz¡c dwa powy»sze rezultaty, uzyskujemy
(4.22) P
(
{(t, u) ∈ R2; a(t, u)− (b, c) ∈ Z2}
)
= 1,
co jest sprzeczno±ci¡ z naszym zaªo»eniem. St¡d je±li no±nik P nie zawiera si¦ w a-
nicznej kracie, to potok T jest sªabo mieszaj¡cy.
Przypu±¢my teraz, »e ξ∗P posiada atomy w punktach 0, d1 and d2. Zaªó»my
ponownie, »e T nie jest sªabo mieszaj¡cy i »e e2πia, a 6= 0, jest warto±ci¡ wªasn¡.
Z denicji odwzorowania ξ, ka»da z prostych (x, 12(x − di)) dla i = 1, 2 oraz prosta
(x, 12x) ma dodatni¡ miar¦ P . To razem z (4.22) implikuje istnienie x0, x1, x2 ∈ R,
such that
a(x0, 12x0)− (b, c) ∈ Z
2,
a(x1, 12(x1 − d1))− (b, c) ∈ Z
2,
a(x2, 12(x2 − d2))− (b, c) ∈ Z
2.
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To poci¡ga z kolei, »e








Poprzez zadziaªanie ξ na powy»szych równo±ciach uzyskujemy, »e ad1 ∈ Z oraz ad2 ∈
Z. Skoro a, d1, d2 6= 0, to otrzymujemy, »e (ad1)d2 − (ad2)d1 = 0 jest nietrywialn¡
caªkowit¡ kombinacj¡ liniow¡ liczb d1 i d2. Z wymiernej niezale»no±ci liczb d1 i d2





W tym rozdziale zaprezentujemy wªasno±¢ permutacji niedegenerowalnych, która
b¦dzie kluczowa w dowodzie twierdzenia 1.1 b¦d¡cego gªównym rezultatem rozpra-
wy. Na podstawie twierdzenia 2.20 istnieje jednoznaczna odpowiednio±¢ pomi¦dzy
skªadowymi spójno±ci przestrzeni moduli a rozszerzonymi grafami Rauzy'ego permu-
tacji niedegenerowalnych. Ponadto z uwagi 2.22 mamy, »e hipereliptyczne skªadowe
spójno±ci odpowiadaj¡ rozszerzonym grafom Rauzy'ego permutacji symetrycznych.
Gªówny wynik rozdziaªu (twierdzenie 5.1) stanowi, »e dla dowolnej niehiperelip-
tycznej skªadowej spójno±ci istnieje permutacja z jej rozszerzonego grafu Rauzy'go
speªniaj¡ca wspomnian¡ wcze±niej wªasno±¢.
Przypomnijmy, »e zgodnie z twierdzeniem 2.16, w ka»dym grae Rauzy'ego mo-
»emy znale¹¢ permutacj¦ π = {π0, π1} tak¡, »e
(5.1) π1 ◦ π−10 (1) = d oraz π1 ◦ π−10 (d) = 1.
Zachodzi nast¦puj¡ce twierdzenie.
Twierdzenie 5.1. Niech π = {π0, π1} b¦dzie niedegenerowaln¡ permuta-
cj¡ niesymetryczn¡, speªniaj¡c¡ (5.1). Wówczas istniej¡ parami ró»ne symbole
α1, α2, γ1, γ2 ∈ A \ {π−10 (1), π−10 (d)}, dla których zachodzi
Ωαiαj = 0 dla i, j = 1, 2,
Ωα1γ2 = 0 lub Ωα2γ1 = 0 oraz(5.2)
Ωα1γ1 6= 0 i Ωα2γ2 6= 0,
gdzie Ω := Ωπ jest macierz¡ translacji odpowiadaj¡c¡ permutacji π (patrz (2.7)).
Dowód. Niech π = {π0, π1} b¦dzie niedegenerowaln¡ permutacj¡ (patrz (2.15)-
(2.18)) speªniaj¡c¡ (5.1) nale»¡c¡ do rozszerzonego grafu Rauzy'ego stowarzyszonego
z niehipereliptyczn¡ skªadow¡ spójno±ci przestrzeni moduli. Wtedy, jak zauwa»yli-
±my wcze±niej, π nie jest permutacj¡ symetryczn¡. St¡d Ω posiada zerowe wspóª-
czynniki poza przek¡tn¡. Rzeczywi±cie, zaªó»my, »e tak nie jest, czyli
π0(α) < π0(β)⇔ π1(α) > π1(β) dla wszystkich α, β ∈ A.
Wtedy dla ka»dego α ∈ A
π1(α) = #{β ∈ A; π1(β) < π1(α)}+1 = #{β ∈ A; π0(β) > π0(α)}+1 = d−π0(α)+1.
Zatem π musiaªaby by¢ permutacj¡ symetryczn¡ a wi¦c otrzymali±my sprzeczno±¢.
Zauwa»my, »e je±li speªniony jest warunek (5.2) przez pewne symbole
α1, α2, γ1, γ2 ∈ A \ {π−10 (1), π−10 (d)}, to αi 6= γj, dla i, j = 1, 2. Musimy teraz
rozwa»y¢ osobno dwa przypadki.
Przypadek 1. Zaªó»my najpierw, »e istnieje symbol α ∈ A \ {π−10 (1), π−10 (d)}
taki, »e dla wszystkich symboli β ∈ A\{π−10 (1), π−10 (d)} speªniaj¡cych 1 < π0(β) < d
zachodzi
π0(β) < π0(α)⇔ π1(β) < π1(α),
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innymi sªowy
(5.3) Ωαβ = 0 dla ka»dego β ∈ A \ {π−10 (1), π−10 (d)}.
Zauwa»my, »e warunek (2.16) w przypadku, gdy permutacja π speªnia (5.1) oznacza
π−10 (2) = π
−1
1 (2), natomiast warunek (2.17) oznacza, »e π
−1
0 (d − 1) = π−11 (d − 1).
Skoro π jest niedegenerowalna, to istniej¡ symbole α1, γ1 ∈ A \ {π−10 (1), π−10 (d)}
takie, »e
(5.4) 1 < π0(α1) < π0(γ1) < π0(α) oraz 1 < π1(γ1) < π1(α1) < π1(α).
W przeciwnym wypadku zachodziªoby π−10 (2) = π
−1
1 (2), a wi¦c permutacja π speª-
niaªaby (2.16), czyli byªaby degenerowalna. Na podobnej zasadzie, istniej¡ symbole
α2, γ2 ∈ A \ {π−10 (1), π−10 (d)} takie, »e
(5.5) π0(α) < π0(γ2) < π0(α2) < d oraz π1(α) < π1(α2) < π1(γ2) < d.
W przeciwnym wypadku zachodziªoby π−10 (d− 1) = π−11 (d− 1), a wi¦c permutacja
π speªniaªaby (2.17), czyli byªaby degenerowalna. A zatem
Ωα1α2 = Ωα2α1 = Ωα1γ2 = Ωα2γ1 = 0 i Ωα1γ1 = 1 i Ωα2γ2 = −1.
Jako, »e z (5.4) oraz (5.5) wynika, »e α1 6= α2 oraz γ1 6= γ2, to otrzymujemy st¡d,
»e α1, α2, γ1, γ2 s¡ symbolami speªniaj¡cymi (5.2).
Przypadek 2. Przypu±¢my teraz, »e nie ma symboli speªniaj¡cych (5.3). Sko-
ro w macierzy Ωπ wyst¦puj¡ zera poza przek¡tn¡, znajdziemy dwa ró»ne symbole
α1, α2 ∈ A \ {π−10 (1), π−10 (d)} takie, »e Ωα1α2 = Ωα2α1 = 0. Bez utraty ogólno±ci
mo»emy zakªada¢, »e π0(α1) < π0(α2). Wtedy tak»e π1(α1) < π1(α2).
Przypadek 2a. Zaªó»my najpierw, »e wiersze macierzy Ωπ odpowiadaj¡ce sym-
bolom α1 i α2 nie s¡ identyczne. Niech γ ∈ A \ {π−10 (1), π−10 (d), α1, α2} b¦dzie
takim symbolem, »e Ωα1γ 6= Ωα2γ. Wtedy Ωα1γ 6= 0, Ωα2γ = 0 lub Ωα2γ 6= 0,
Ωα1γ = 0, ale niemo»liwe jest aby |Ωα1γ| = |Ωα2γ| = 1. Rzeczywi±cie zaªó»-
my, »e Ωα2γ = 1 oraz Ωα1γ = −1. Wtedy π0(α2) < π0(γ) < π0(α1), co stoi
w sprzeczno±ci z π0(α1) < π0(α2). Natomiast, je±li Ωα2γ = −1 oraz Ωα1γ = 1, to
π1(α2) < π1(γ) < π1(α1), co stoi w sprzeczno±ci z π1(α1) < π1(α2).
Zaªó»my zatem, »e Ωα1γ 6= 0 oraz Ωα2γ = 0 (w przypadku, gdy Ωα2γ 6= 0 oraz
Ωα1γ = 0 post¦pujemy analogicznie) i oznaczmy γ1 := γ. Skoro α2 nie speªnia (5.3),
to istnieje symbol γ2 ∈ A \ {π−10 (1), π−10 (d)} taki, »e Ωα2γ2 6= 0. Skoro Ωα2γ1 = 0, to
wynika st¡d, »e γ1 6= γ2. Wtedy symbole α1, α2, γ1, γ2 speªniaj¡ (5.2).
Przypadek 2b. Przypu±¢my teraz, »e wiersze macierzy Ωπ stowarzyszone z in-
deksami α1, α2 s¡ identyczne. Wtedy nie istniej¡ dwa ró»ne symbole γ1, γ2 takie, »e
α1, α2, γ1, γ2 speªniaj¡ (5.2). Jednak»e, poka»emy, »e istnieje inny zestaw symboli
speªniaj¡cy (5.2). Zauwa»my, »e dla ka»dego β ∈ A \ {π−10 (1), π−10 (d)} wªasno±¢
(5.6) π0(α1) < π0(β) < π0(α2)
zachodzi wtedy i tylko wtedy, gdy
(5.7) π1(α1) < π1(β) < π1(α2).
Wprzeciwnym wypadku tylko jeden ze wspóªczynników Ωα1β i Ωα2β byªby niezerowy.
Innymi sªowy wszystkie symbole β ∈ A speªniaj¡ce (5.6) speªniaj¡ równie» Ωα1β =
Ωα2β = 0. Zauwa»my, »e istniej¡ dwa ró»ne symbole α̂1, γ1 ∈ A speªniaj¡ce (5.6)
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(a zatem zachodzi tak»e Ωα̂1α2 = Ωα2γ1 = 0 oraz α̂1 6= α2) takie, »e Ωα̂1γ1 6= 0. W
przeciwnym przypadku
π1(α2) = π1 ◦ π−10 (π−10 (α2)− 1) + 1,
czyli permutacja π speªniaªaby (2.15), a wi¦c byªaby degenerowalna. Skoro α1, α2
nie speªniaj¡ (5.3) a odpowiadaj¡ce im wiersze s¡ identyczne, to istnieje symbol
γ2 ∈ A \ {π−10 (1), π−10 (d)} taki, »e Ωα1γ2 = Ωα2γ2 6= 0. Poniewa» Ωα2γ1 = 0, to
γ1 6= γ2. Zauwa»my, »e Ωα̂1γ2 = Ωα2γ2 6= 0. Rzeczywi±cie, je±li Ωα1γ2 = Ωα2γ2 = 1,
to π0(α̂1) < π0(α2) < π0(γ2) oraz π1(γ2) < π1(α1) < π1(α̂1). Zatem Ωα̂1γ2 = 1.
Analogicznie dowodzimy, »e je±li Ωα1γ2 = Ωα2γ2 = −1, to Ωα̂1γ2 = −1. Otrzymujemy
zatem, »e
Ωα̂1α2 = Ωα2α̂1 = Ωα2γ1 = 0, Ωα̂1γ1 6= 0 oraz Ωα2γ2 6= 0.
Zatem α̂1, α2, γ1, γ2 speªniaj¡ (5.2). 
Wniosek 5.2. Niech π jest niesymetryczn¡ i niedegenerowaln¡ permutacj¡ alfa-
betu A skªadaj¡cego si¦ z d elementów speªniaj¡c¡ (5.1), natomiast Ω := Ωπ b¦dzie
stowarzyszon¡ z ni¡ macierz¡ translacji. Niech ponadto τ ∈ RA b¦dzie wektorem
wymiernie niezale»nym. Wówczas istniej¡ α1, α2 ∈ A takie, »e Ωα1α2 = Ωα2α1 = 0
oraz dla ka»dego i = 1, 2 liczby
(Ωτ)α2 − (Ωτ)α1 i (Ωτ)αi − ((Ωτ)π−10 (1) + (Ωτ)π−10 (d))
s¡ wymiernie niezale»ne.
Dowód. Udowodnimy ten rezultat dla i = 1. Dla i = 2, dowód przebiega syme-
trycznie. Rozwa»my symbole α1, α2, γ1, γ2 ∈ A \ {π−10 (1), π−10 (d)} dane przez twier-
dzenie 5.1, tzn. speªniaj¡ce warunek (5.2). Mamy wtedy Ωα1α2 = Ωα2α1 = 0. Niech












(−qΩπ−10 (1)β − qΩπ−10 (d)β + (q − p)Ωα1β + pΩα2β)τβ.
Z wymiernej niezale»no±ci τ , to implikuje
−qΩπ−10 (1)β − qΩπ−10 (d)β + (q − p)Ωα1β + pΩα2β = 0,
dla ka»dego β ∈ A. Skoro
Ωπ−10 (1)β = 1 dla β ∈ A \ {π
−1




(q − p)Ωα1β + pΩα2β = 0 dla β ∈ A \ {π−10 (1), π−10 (d)}




jest macierz¡ trójk¡tn¡ i posiada niezerowe wspóªczynniki na przek¡tnej, to z tego
wynika, »e
p = q = 0,




Rozª¡czno±¢ potoków specjalnych nad przekªadaniami
odcinków z ich potokami odwrotnymi
6.1. Funkcje kawaªkami absolutnie ci¡gªe
W tym dziale udowodnimy twierdzenia dotycz¡ce rozª¡czno±ci potoków specjal-
nych nad przekªadaniami odcinków i pod funkcjami kawaªkami absolutnie ci¡gªymi
z ich potokami odwrotnymi. Dokªadniej, wyka»emy najpierw w jaki sposób prze-
nie±¢ rezultat dotycz¡cy potoków specjalnych pod funkcjami kawaªkami liniowymi
na potoki pod funkcjami kawaªkami absolutnie ci¡gªymi. W pó¹niejszych podroz-
dziaªach wyka»emy rozª¡czno±¢ potoków z ich potokami odwrotnymi, gdy funkcje
dachowe s¡ kawaªkami liniowe o niezerowym nachyleniu, a tak»e gdy s¡ kawaªkami
staªe. Kolejno±¢ takiej prezentacji rezultatów wynika z faktu, »e pewne wªasno±ci
dotycz¡ce funkcji o wahaniu ograniczonym (a wi¦c i kawaªkami absolutnie ci¡gªych)
b¦d¡ u»yteczne w dowodzie twierdze« dotycz¡cych funkcji kawaªkami liniowych.
Rozwa»my dodatni¡ funkcj¦ f : [0, 1) → R b¦d¡c¡ funkcj¡ kawaªkami absolut-
nie ci¡gª¡, tzn. istnieje sko«czony podziaª odcinka [0, 1) = I0 ∪ . . . ∪ Ir na parami
rozª¡czne lewostronnie domkni¦te i prawostronnie otwarte przedziaªy taki, »e f |Ik
jest funkcj¡ absolutnie ci¡gª¡ dla ka»dego k = 0, . . . , r. Oznaczmy przez β1, . . . , βr
punkty nieci¡gªo±ci funkcji f oraz niech pi := limt→β−i f(t)− f(βi) b¦dzie warto±ci¡
skoku w punkcie βi dla dowolnego i = 1, . . . , r. Je±li ponadto f(0) 6= limt→1− f(t),
to mówimy, »e f posiada skok w zerze i oznaczamy p0 := limt→1− f(t)− f(0). Wte-
dy pochodna Df jest dobrze zdeniowana prawie wsz¦dzie, nale»y do L1([0, 1)),








Rozªó»my funkcj¦ f na sum¦ dwóch funkcji fpl oraz fac, gdzie fpl jest funkcj¡ ka-
waªkami liniow¡, a fac jest funkcj¡ absolutnie ci¡gª¡, nieposiadaj¡c¡ skoku w zerze.





Jest to funkcja absolutnie ci¡gªa, gdy» Df ∈ L1. Jako, »e funkcja absolutnie ci¡gªa
jest funkcj¡ pierwotn¡ swojej pochodnej, to limt→1− fac(t)−fac(0) =
∫ 1
0 Dfac(t) dt =
0. Zatem fac nie posiada skoku w zerze. Natomiast niech fpl := f − fac. Zauwa»my,
»e Dfpl jest funkcj¡ kawaªkami staª¡ równ¡ S(f). Zatem fpl jest funkcj¡ kawaªkami
liniow¡ o nachyleniu S(f). Jako, »e w szczególno±ci jest funkcj¡ absolutnie ci¡gª¡
nad odcinkami Ik dla k = 1, . . . , r, to jest ona funkcj¡ liniow¡ nad tymi odcinkami.
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Przypu±¢my, »e A jest alfabetem skªadaj¡cym si¦ z d elementów. W tym pod-
rozdziale wyka»emy nast¦puj¡ce twierdzenie.
Twierdzenie 6.1. Dla ka»dej nieredukowalnej permutacji π ∈ SA0 i dla pra-
wie ka»dego wektora λ ∈ ΛA, je±li f jest funkcj¡ absolutnie ci¡gª¡ nad odcinkami
przekªadanymi przez Tπ,λ oraz S(f) 6= 0, to potok specjalny T fπ,λ z przekªadaniem
Tπ,λ w podstawie, pod funkcj¡ dachow¡ f jest sªabo mieszaj¡cy i rozª¡czny ze swoim
odwrotnym.
Do jego dowodu u»yjemy nast¦puj¡cego rezultatu, który zostanie udowodniony
w nast¦pnym podrozdziale.
Twierdzenie 6.2. Dla prawie ka»dego przekªadania odcinków (π, λ) ∈ SA0 ×ΛA,
je±li f : [0, 1)→ R+ jest funkcj¡ kawaªkami liniow¡ o nachyleniu s 6= 0 i ci¡gª¡ nad
odcinkami przekªadanymi przez T := Tπ,λ, to istnieje ci¡g wie» Rochlina {T i∆n :
0 ¬ i < qn} dla n ∈ N (gdzie qn → +∞) taki, »e T i∆n s¡ odcinkami dla wszystkich
0 ¬ i < qn oraz n ∈ N, T dziaªa na ka»de pi¦tro ka»dej wie»y poprzez translacj¦, a
je±li
(6.1) Jn := ∆n ∩ T−qn∆n ∩ T−2qn∆n,
to zbiory Wn =
⋃qn−1
i=0 T
iJn speªniaj¡ warunki (4.12)-(4.17) dla pewnego 0 ¬ α < 1
oraz pewnego ci¡gu liczb rzeczywistych {an}n∈N. Ponadto, je±li P jest miar¡ z wa-
runku (4.17) oraz ξ(t, u) = t− 2u, to ξ∗P jest miar¡ Diraca skupion¡ poza zerem.
Metoda zastosowana w dowodzie nast¦puj¡cego lematu jest zaczerpni¦ta z do-
wodu twierdzenia 2 w [18].
Lemat 6.3. Niech T : [0, 1) → [0, 1) b¦dzie przekªadaniem odcinków oraz niech
f : [0, 1) → R b¦dzie funkcj¡ o wahaniu ograniczonym. Niech {T i∆ : 0 ¬ i < q}
b¦dzie wie»¡ Rochlina, w której ka»de pi¦tro jest odcinkiem. Wówczas istnieje liczba
a ∈ R taka, »e
|f (q)(x)− a| ¬ V ar[0,1)f oraz |f (2q)(x)− 2a| ¬ 2V ar[0,1)f









Jako, »e dla ka»dego i = 0, . . . , q − 1 zbiór T i∆ jest odcinkiem a T zachowuje
miar¦ Lebesgue'a, to |T i∆| = |∆|. St¡d dla dowolnego 0 ¬ k < q oraz dla ka»dego
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x ∈ T k(∆ ∩ T−q∆) mamy























































V arT i∆f ¬ V ar[0,1]f.
(6.2)
Je±li x ∈ T k(∆ ∩ T−q∆ ∩ T−2q∆), to T qx ∈ T k(∆ ∩ T−q∆). St¡d, korzystaj¡c
dwukrotnie z (6.2), uzyskujemy
|f (2q)(x)− 2a| ¬ |f (q)(x)− a|+ |f (q)(T qx)− a| ¬ 2V ar[0,1]f,
co ko«czy dowód lematu. 
Dowód nast¦puj¡cego rezultatu bazuje cz¦±ciowo na dowodzie Lemma 4.8 w [24].
Lemat 6.4. Zaªó»my, »e T : [0, 1) → [0, 1) jest ergodycznym przekªadaniem
odcinków oraz g : [0, 1) → R jest funkcj¡ o wahaniu ograniczonym. Niech {T i∆n :
0 ¬ i < qn} dla n ∈ N b¦dzie ci¡giem wie» Rochlina takich, »e dla ka»dego n ∈ N oraz
0 ¬ i < qn zbiory T i∆n s¡ odcinkami, qn → +∞, a T dziaªa na ka»dym z pi¦ter tych




Przypu±¢my, »e limn→∞ Leb(Wn) = α > 0. Wtedy
(i) istnieje ci¡g liczb rzeczywistych {an}n∈N oraz liczba C > 0 taka, »e |g(qn)(x)−
an| ¬ C oraz |g(2qn)(x)− 2an| ¬ C dla wszystkich x ∈ Wn oraz n ∈ N;
(ii) istnieje miara Q ∈ P(R2) taka, »e
(
g(2qn) − 2an, g(qn) − an
)
∗
LebWn → Q sªabo
w P(R2), przechodz¡c ewentualnie do podci¡gu;
















|g(qn)(xi)− g(qn)(y)| dy = 0.
Ponadto
(6.4) (g(qn) ◦ T qn − g(qn))χWn → 0 w L1.
Dowód. Podpunkt (i) wynika bezpo±rednio z lematu 6.3. Przypomnijmy, »e
ci¡g miar probabilistycznych µn na Rk, nazywamy jednostajnie j¦drnym, je±li dla
ka»dego ε > 0 istnieje zbiór zwarty Kε ⊂ Rk taki, »e µn(Kε) > 1 − ε dla ka»dego
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n ∈ N. Twierdzenie Prochorowa (patrz np. Twierdzenie 29.3 w [7]) mówi, »e ka»-
dy jednostajnie j¦drny ci¡g miar posiada podci¡g sªabo zbie»ny. Z podpunktu (i)





(LebWn), n ∈ N posiada
no±nik zawarty w zwartym podzbiorze R2. Stanowi zatem rodzin¦ jednostajnie j¦dr-
n¡. Zatem z tw. Prochorowa, przechodz¡c ewentualnie do podci¡gu, istnieje miara
graniczna Q, a st¡d punkt (ii) jest udowodniony.
Pozostaje dowie±¢ punktu (iii). Zaªó»my, »e g jest funkcj¡ absolutnie ci¡gª¡ speª-
niaj¡c¡
∫ 1







Niech n ∈ N. Z denicji Jn ka»dy zbiór postaci T iJn dla i = 0, . . . , 2qn−1 zawiera
si¦ w odcinku T j∆n dla pewnego j = 0, . . . , qn − 1. Zatem z absolutnej ci¡gªo±ci g
wnioskujemy absolutn¡ ci¡gªo±¢ funkcji g(qn) na ka»dym odcinku postaci T iJn dla
0 ¬ i < qn. Wówczas dla dowolnego 0 ¬ j < qn oraz xj, y ∈ T jJn mamy

































Dowiedziemy teraz (6.4). Zauwa»my, »e je±li x ∈ T iJn dla pewnego i = 0, . . . , qn−
1, to
T qnx ∈ T i∆n ∩ T i−qn∆n.
Ponadto dla ka»dego j = 0, . . . , qn − 1 zachodzi
T j(T i∆n ∩ T i−qn∆n) ⊂ T i+j∆n dla j = 0, . . . , qn − 1− i
oraz
T j(T i∆n ∩ T i−qn∆n) ⊂ T i+j−qn∆n dla j = qn − i, . . . , qn − 1.
Zatem z faktu, »e funkcja g jest absolutnie ci¡gªa otrzymujemy, »e g(qn) jest ab-
solutnie ci¡gªa na ka»dym odcinku T i∆n ∩ T i−qn∆n dla i = 0, . . . , qn − 1. St¡d,
analogicznie jak w (6.6), uzyskujemy
|g(qn)(T qnx)− g(qn)(x)| ¬
∫
T i∆n
|Dq(qn)(t)| dt dla x ∈ T iJn.
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St¡d, z niezmienniczo±ci miary Lebesgue'a ze wzgl¦du na T oraz z (6.5) uzyskujemy∫
Wn























co dowodzi (6.4). 
Udowodnimy teraz twierdzenie 6.1. W owym dowodzie poka»emy w jaki sposób
uzyska¢ rezultat dla funkcji kawaªkami absolutnie ci¡gªych, korzystaj¡c z twierdzenia
6.2.
Dowód twierdzenia 6.1. Niech (π, λ) ∈ SA0 × ΛA nale»y do zbioru peªnej
miary wyznaczonego przez twierdzenie 6.2. Zaªó»my ponadto, »e przekªadanie od-
cinków Tπ,λ jest ergodyczne (mo»emy tak zaªo»y¢, dzi¦ki twierdzeniu 2.17). Niech
f b¦dzie funkcj¡ kawaªkami absolutnie ci¡gª¡, ci¡gª¡ nad odcinkami przekªadanymi
przez Tπ,λ, o niezerowej sumie skoków S(f). Niech f = fpl + fac b¦dzie rozkªadem
funkcji f na cz¦±¢ kawaªkami liniow¡ fpl o nachyleniu S(f) i cz¦±¢ absolutnie ci¡gª¡
fac speªniaj¡c¡
∫ 1
0 Dfac(t)dt = 0. Zauwa»my, »e fpl speªnia zaªo»enia twierdzenia 6.2.
Niech {Wn}n∈N b¦dzie ci¡giem wie» Rochlina, {qn}n∈N rosn¡cym ci¡giem liczb
naturalnych, a {an}n∈N ci¡giem rzeczywistym uzyskanym dzi¦ki twierdzeniu 6.2 za-
stosowanemu do fpl. Wówczas {Wn}n∈N, {qn}n∈N oraz {an}n∈N speªniaj¡ warunki
(4.12)-(4.17). W szczególno±ci
(6.7) 1− α = lim
n→∞
Leb(Wn) > 0 dla pewnego α ∈ [0, 1).










tj. dan¡ jak w (4.17). Zgodnie z twierdzeniem 6.2, miara ξ∗P ∈ P(R) jest miar¡
Diraca skupion¡ w pewnym punkcie γ 6= 0. Przyjmuj¡c B := {γ} otrzymujemy, »e
ξ∗P (B)− (−ξ)∗P (B) = 1. Zatem miara ξ∗P dopeªnia zaªo»e« twierdzenia 4.5.
Poka»emy teraz, »e potok specjalny T f jest sªabo mieszaj¡cy. Zaªó»my niewprost,
»e nie jest, czyli ze wzgl¦du na twierdzenie 2.10 istnieje liczba r ∈ R\{0} oraz funkcja












Zauwa»my, »e w powy»szych rozwa»aniach mo»emy zast¡pi¢ r przez Kr dla do-
wolnej liczby caªkowitej K. St¡d, liczba r mo»e by¢ co do moduªu dowolnie du»a.
Wybierzmy zatem liczb¦ r tak¡, »e
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gdzie α jest dane jak w (6.7).




h(x)/h(T qnx) dx → 1− α > 0.
Rzeczywi±cie∣∣∣ ∫
Wn
h(x)/h(T qnx) dx− Leb(Wn)
∣∣∣ = ∣∣∣ ∫
Wn









|h(x)− h(T qnx)| dx→ 0.
















|eirf (qn)(x) − eir(f
(qn)
pl










|f (qn)ac (x)− f (qn)ac (xnj )| dx → 0,
(6.10)
gdzie ostatnia zbie»no±¢ wynika z punktu (iii) w lemacie 6.4. Poka»emy teraz, »e∣∣∣∑qn−1j=0 ∫T jJn eir(f (qn)pl (x)+f (qn)ac (xnj )) dx
∣∣∣∣ < 1−α2 . B¦dzie to staªo w sprzeczno±ci z (6.9).
Z denicji Jn ka»dy zbiór postaci T iJn dla i = 0, . . . , 2qn−1 zawiera si¦ w odcinku
T j∆n dla pewnego j = 0, . . . , qn − 1. Zatem jako, »e fpl jest liniowa wewn¡trz prze-
kªadanych odcinków o nachyleniu S(f), to dla ka»dego n ∈ N oraz j = 0, . . . , qn− 1
funkcja f (qn)pl na odcinku T
jJn jest postaci S(f)qnx+hnj dla pewnego h
n
j ∈ R. Oznacz-






j ) dla ka»dego n ∈ N oraz j = 0, . . . , qn−1.








(x)+f (qn)ac (xnj )) dx































(qn)(x) dx| ¬ 1−α2 , co
stoi ze sprzeczno±ci¡ z (6.9). Zatem potok T f jest sªabo mieszaj¡cy.
Z lematu 6.3 zastosowanego do funkcji f oraz ci¡gu wie» {Wn}n∈N, otrzymujemy
ci¡g liczb rzeczywistych {bn}n∈N taki, »e
|f (qn)(x)− bn| ¬ V ar(f) oraz |f (2qn)(x)− 2bn| ¬ 2V ar(f) dla x ∈ Wn i n ∈ N
78
ROZDZIA 6. ROZCZNO POTOKÓW SPECJALNYCH 6.2.
oraz z tw. Prochorowa istnieje sªaba granica Q ∈ P(R2) ci¡gu miar postaci
(
f (2qn)−
2bn, f (qn)− bn
)
∗
LebWn dla n ∈ N, ewentualnie przechodz¡c do podci¡gu. Zauwa»my,
»e ξ∗Q = ξ∗P . Rzeczywi±cie, ze wzgl¦du na (4.19), mamy
ξ∗Q←
(















Z punktu (iii) lematu 6.4, (f (qn)ac ◦ T qn − f (qn)ac )χWn → 0 w L1, gdy n → ∞. Zatem,
u»ywaj¡c lematu 3.6, uzyskujemy
ξ∗Q = lim
n→∞
(f (qn)pl ◦ T qn − f
(qn)
pl )∗LebWn = ξ∗P,
gdzie ostatnia równo±¢ równie» wynika z (4.19). Wynika st¡d, »e miara Q równie»
speªnia warunek asymetrii z lematu 4.5 dla B = {γ}, co ko«czy dowód twierdzenia.

6.2. Kawaªkami liniowe funkcje dachowe
Niech A b¦dzie alfabetem zawieraj¡cym d ­ 2 elementów, natomiast ΛA oznacza
standardowy sympleks jednostkowy w RA. W tej cz¦±ci rozprawy udowodnimy twier-
dzenie 6.2. Konstrukcja wie» zaprezentowana w nast¦puj¡cym lemacie jest oparta
o konstrukcj¦ podan¡ przez Veecha w dziale 3 w [32] (patrz tak»e Theorem 1 w [18]).
Lemat 6.5. Dla ka»dej permutacji π ∈ SA0 oraz dla prawie ka»dego wektora
λ ∈ ΛA, istnieje ci¡g mierzalnych wie» Rochlina {Wn}n∈N dla przekªadania odcinków
Tπ,λ oraz rosn¡cy ci¡g liczb naturalnych {qn}n∈N taki, »e qn jest wysoko±ci¡ wie»y Wn
oraz warunki (4.12)-(4.14) s¡ speªnione dla pewnego 0 ¬ α < 12 . Ponadto dla ka»dego
n ∈ N podstaw¡ wie»y Wn jest odcinek Jn postaci Jn = ∆n ∩ T−qn∆n ∩ T−2qn∆n,
gdzie ∆n jest odcinkiem takim, »e
⋃qn−1
i=0 T
i∆n jest wie»¡ Rochlina, dla której Tπ,λ
dziaªa poprzez translacj¦ na ka»dym jej pi¦trze.
Dowód. Ustalmy π̃ ∈ SA0 i niech G b¦dzie grafem Rauzy'ego zawieraj¡cym π̃.
Wybierzmy λ̃ ∈ ΛA takie, »e przekªadanie odcinków (π̃, λ̃) speªnia warunek Keane'a.
Z punktu (iv) w lemacie 2.24 mo»emy dodatkowo zaªo»y¢, »e istnieje liczba m ­ 1
taka, »e B := A(m)(π̃, λ̃) ∈ SLA(Z) jest macierz¡ dodatni¡ oraz π̃m = π̃, gdzie







Niech Y ⊂ ΛA b¦dzie zbiorem takich wektorów λ, »e
λπ̃−10 (1) > (1− δ)|λ| oraz λb >
δ
2d
|λ| dla b ∈ A \ {π̃−10 (1)}.
Zauwa»my, »e zbiór Y jest niepusty i otwarty. Ponadto niech V = {(π̃, Bλ|Bλ|);λ ∈ Y }.
Skoro B ∈ SLA(Z), to zbiór V jest równie» niepusty i otwarty w G × ΛA. Niech
ηG b¦dzie miar¡ na G × ΛA otrzyman¡ w twierdzeniu 2.30. Skoro ηG(V ) > 0, to
z twierdzenia 2.30, dla prawie ka»dej pary (π, λ) ∈ G×ΛA, istnieje rosn¡cy ci¡g liczb
naturalnych {rn}n∈N taki, »e (πrn−m, λrn−m/|λrn−m|) = R̃rn−m(π, λ) ∈ V , przy czym
(πrn−m, λrn−m) := Rrn−m(π, λ). Zatem πrn−m = π̃ oraz λrn−m = A(m)(π̃, λ̃)λ′ dla
pewnego λ′ ∈ RA>0 takiego, »e λ′/|λ′| ∈ Y . Ze wzgl¦du na lemat 2.28, otrzymujemy
A(m)(πrn−m, λrn−m) = A(m)(π̃, A(m)(π̃, λ̃)λ′) = A(m)(π̃, λ̃) = B oraz πrn = π̃.
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Z powy»szego oraz ze wzoru (2.19) mamy
Rrn(π, λ) = Rm(πrn , λrn) = (πrn , (A(m)(πrn , λrn))−1λrn) = (π̃, λ′),
a wi¦c R̃rn(π, λ) = (π̃, λ′/|λ′|) ∈ {π̃} × Y . Co wi¦cej z lematu 2.24 wynika, »e
A(rn)(π, λ) = A(rn)(π, λ) · A(m)(πrn , λrn) = A(rn)(π, λ) ·B.
St¡d, z (2.29) uzyskujemy, »e
(6.12) ρ(A(rn)(π, λ)) ¬ ρ(B).
Skoro R̃rn(π, λ) = (πrn , λ
rn








|λrn| dla b ∈ A \ {π̃−10 (1)}
B¦dziemy u»ywa¢ oznacze« wprowadzonych przed i w uwadze 2.23. Oznaczmy




ab . Wyró»nijmy qn := s
n
π−10 (1)
oraz ∆n := Irnπ̃−10 (1)
dla n ∈ N. Przypomnijmy, »e zgodnie z uwag¡ 2.23 odcinek ∆n
jest podstaw¡ wie»y Rochlina o wysoko±ci qn oraz T qn∆n ⊂ Irn . Deniujemy wtedy
zbiór
Jn := ∆n ∩ T−qn∆n ∩ T−2qn∆n.
Zauwa»my, »e Jn jest przedziaªem. Rzeczywi±cie zauwa»my, »e ze wzgl¦du na uwag¦
2.23, zbiór T qn∆n jest odcinkiem zawartym w Irn . Zatem ∆n ∩ T qn∆n równie» jest
odcinkiem. Skoro ∆n∩T qn∆n ⊂ ∆n, to tak»e zbiór T qn(∆n∩T qn∆n) jest odcinkiem.
Zatem zbiór
T 2qnJn = (∆n ∩ T qn∆n) ∩ T qn(∆n ∩ T qn∆n)
jest przedziaªem. Jako, »e T 2qnJn ⊂ T qn∆n, to T−qn dziaªa na tym zbiorze poprzez
translacj¦. Zatem T−qn(T 2qnJn) = T qnJn jest odcinkiem. Ponadto zauwa»my, »e
tak»e T qnJn ⊂ T qn∆n. St¡d na tej samej zasadzie uzyskujemy, »e T−qn(T qnJn) = Jn
jest odcinkiem.
Skoro T qn(∆n) ⊂ Irn (patrz ponownie uwaga 2.23) oraz Leb jest miar¡ Tπ,λ-
niezmiennicz¡, to zachodzi
Leb(Jn) = Leb(∆n ∩ T qn∆n ∩ T 2qn∆n),
oraz T qn∆n ∩ T 2qn∆n ⊂ Irn . Co wi¦cej, z (6.13) mamy
Leb(T qn∆n ∩ T 2qn∆n) = Leb(∆n ∩ T qn∆n) ­ (1− 2δ)|Irn|.
¡cz¡c powy»szy rezultat z (6.13), uzyskujemy
(6.15) Leb(Jn) = Leb(∆n ∩ T qn∆n ∩ T 2qn∆n) ­ (1− 3δ)|Irn|.
Skoro rodzina zbiorów {T i∆n; 0 ¬ i < qn} jest wie»¡ Rochlina (patrz uwaga 2.23),
to rodzina {T iJn; 0 ¬ i < qn} równie» ni¡ jest, to znaczy
(6.16) Jn ∩ T lJn = ∅ dla 1 ¬ l < qn.
Z uwagi 2.23, otrzymujemy |λ| = ∑b∈A λrnb snb . Ze wzgl¦du na (2.28) oraz (6.12) dla
dowolnego b ∈ A mamy
snb ¬ ρ(A(rn))snπ̃−10 (1) ¬ ρ(B)qn.
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St¡d oraz z (6.13) wynika, »e








λrnb = ρ(B)qn(|λrn| − λrnπ̃−10 (1))














i=0 ∆n). Podsumowuj¡c uzyskali±my, »e



























Leb(Wn) = 1− α dla pewnej liczby 0 ¬ α ¬ ε.
Zatem warunek (4.12) jest speªniony. Ponadto skoro Wn4T−1Wn ⊆ T qn−1Jn ∪
T−1Jn, to
Leb(Wn4T−1Wn) ¬ 2Leb(Jn)→ 0, gdy n→∞,
co potwierdza zachodzenie warunku (4.13).
Zauwa»my, »e
(6.21) dla x ∈ Wn istnieje liczba 0 ¬ l < qn taka, »e x, T qnx, T 2qnx ∈ T l∆n.
Rzeczywi±cie, istnieje 0 ¬ l < qn taki, »e
x ∈ T lJn = T l∆n ∩ T−qn+l∆n ∩ T−2qn+l∆n
co poci¡ga (6.21). Z uwagi 2.23, T l∆n jest przedziaªem dªugo±ci |∆n| < |Irn|. Skoro





|T qnx− x| = 0.
Z lematu 3.3, to implikuje zachodzenie warunku (4.14) dla ci¡gu {qn}n∈N. Na koniec
wystarczy zauwa»y¢, »e bior¡c ε < 12 , to z (6.20) uzyskujemy α <
1
2 . 
Lemat 6.6. Przypu±¢my, »e {Wn}n∈N oraz {qn}n∈N s¡ ci¡gami skonstruowanymi
w lemacie 6.5. Wtedy dla ka»dego x ∈ Wn oraz 0 ¬ j < qn, punkty T jx oraz T qn+jx
nale»¡ do tego samego przekªadanego odcinka Ib dla pewnego b ∈ A. Ponadto istnieje
ci¡g dodatnich liczb rzeczywistych {γn}n∈N taki, »e
T qn+jx−T jx = γn/qn dla wszystkich x ∈ Wn, 0 ¬ j < qn oraz lim inf
n→∞
γn = γ > 0.
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Dowód. W dowodzie tego lematu b¦dziemy korzysta¢ z oznacze« wprowadzo-
nych w lemacie 6.5, jak równie» z pewnych wyprowadzonych tam faktów. Niech
(πrn , λrn)=Rrn(π, λ)∈{π̃}×R+Y oraz niech T̃ := Tπrn ,λrn . Wtedy, zgodnie z uwag¡
2.23, odwzorowanie T̃ : Irn → Irn jest przekªadaniem odcinków takim, »e T̃ x = T qnx
dla x ∈ ∆n. Ponadto skoro πrn = π̃, to dla wszystkich x ∈ ∆n mamy

























Podsumowuj¡c, dla ka»dego x ∈ ∆n mamy T qnx − x = γn/qn a ci¡g {γn}n∈N liczb
dodatnich jest odseparowany od zera.
Niech x ∈ Wn oraz 0 ¬ j < qn. Z (6.21), istnieje 0 ¬ l < qn takie,
»e x, T qnx, T 2qnx ∈ T l∆n. Wynika st¡d, »e T jx, T qn+jx ∈ T k∆n dla pewnego
0 ¬ k < qn. Rzeczywi±cie, je±li 0 ¬ l + j < qn, to bierzemy k := l + j, a je±li
qn ¬ l + j < 2qn to k := l + j − qn. Z uwagi 2.23, T jx, T qn+jx ∈ T k∆n ⊂ Ib dla
pewnego b ∈ A oraz T k dziaªa na przedziaª ∆n poprzez translacj¦. Zatem
T qn+jx− T jx = T qn+j−kx− T j−kx, gdzie T j−kx ∈ ∆n,
wi¦c T qn+jx−T jx = γn/qn. Jako, »e lim infn→∞ γn > 0, to ko«czy dowód lematu. 
Dowód twierdzenia 6.2. W tym dowodzie b¦dziemy stosowa¢ oznaczenia
u»yte w dowodach dwóch poprzednich lematów. Niech Wn b¦dzie wie»¡ zdenio-
wan¡ w (6.19) oraz niech {qn}n∈N b¦dzie ci¡giem liczb caªkowitych równie» zdenio-
wanych w (6.19). Z lematu 6.5, speªnione s¡ warunki (4.12) − (4.14) oraz T dziaªa
na ka»dy zbiór postaci T l∆n poprzez translacj¦, dla dowolnego l = 0, . . . , qn − 1.
Ponadto skoro f jest funkcj¡ o wahaniu ograniczonym, mo»emy zastosowa¢ lemat
6.3 do zbioru ∆ = ∆n oraz liczby q = qn dla dowolnego n ∈ N. Otrzymujemy w ten
sposób ci¡g liczb rzeczywistych {an}n∈N taki, »e
|f (qn)(x)− an| ¬ V ar(f) oraz |f (2qn)(x)− 2an| ¬ 2V ar(f)
dla wszystkich x ∈ Wn i n ∈ N, co razem z twierdzeniem Prochorowa implikuje




f (2qn) − 2an, f (qn) − an
)
∗
(LebWn) sªabo w P(R2),
przechodz¡c ewentualnie do podci¡gu. Zatem wªasno±ci (4.15), (4.16) i (4.17) tak»e
s¡ speªnione. Z lematu 6.6, dla ka»dego x ∈ Wn oraz 0 ¬ j < qn punkty T jx i T qn+jx
nale»¡ do tego samego odcinka Ib oraz T qn+jx− T jx = γn/qn. Skoro f jest funkcj¡
liniow¡ z nachyleniem s na przekªadanych odcinkach, a wi¦c i na Ib, otrzymujemy
82
ROZDZIA 6. ROZCZNO POTOKÓW SPECJALNYCH 6.3.
»e f(T qn+jx)− f(T jx) = sγn/qn. Zatem dla ka»dego x ∈ Wn mamy
f (qn) ◦ T qn(x)− f (qn)(x) =
qn−1∑
j=0




(T qn+jx− T jx) = sγn → sγ,
gdzie γ > 0. St¡d i z (4.19) uzyskujemy, »e ξ∗P = δsγ, przy czym sγ 6= 0, co ko«czy
dowód.

6.3. Kawaªkami staªe funkcje dachowe
W tym podrozdziale udowodnimy nast¦puj¡cy rezultat dotycz¡cy rozª¡czno±ci
potoków specjalnych nad przekªadaniami odcinków z ich potokami odwrotnymi w sy-
tuacji, gdy funkcja dachowa jest funkcj¡ kawaªkami staª¡.
Twierdzenie 6.7. Dla prawie ka»dego przekªadania (π, λ) ∈ SA0 × ΛA i dla
ka»dego r ­ 2, istnieje podzbiór Dλ ⊂ [0, 1)r peªnej miary Lebesgue'a taki, »e
je±li f jest kawaªkami staª¡ funkcj¡ posiadaj¡c¡ punkty nieci¡gªo±ci w punktach
β1, . . . , βr ∈ [0, 1) takich, »e (β1, . . . , βr) ∈ Dλ oraz ewentualnie w punktach nie-
ci¡gªo±ci przekªadania odcinków, z wymiernie niezale»nymi skokami w punktach
β1, . . . , βr, to potok specjalny T fπ,λ jest sªabo mieszaj¡cy i rozª¡czny ze swoim po-
tokiem odwrotnym.
Potrzebujemy nast¦puj¡cego ogólnego rezultatu.
Lemat 6.8 (patrz Theorem 3.3 w [21]). Niech T b¦dzie ergodycznym auto-
morzmem probabilistycznej standardowej przestrzeni borelowskiej (X,B, µ). Niech
{Wn}n∈N b¦dzie ci¡giem wie» Rochlina takim, »e lim infn→∞ µ(Wn) > 0 oraz µ(Jn)→
0, gdzie Jn jest podstaw¡ wie»y Wn. Wtedy dla prawie ka»dego x ∈ X mamy x ∈ Wn
dla niesko«czenie wielu n ∈ N.
Aby udowodni¢ twierdzenie 6.7, zastosujemy konstrukcj¦ i argumenty u»yte w le-
macie 6.5, jak równie» cz¦±¢ oznacze«. Tak jak w dowodzie lematu 6.5, zbiór Wn
powstaje jako wie»a {T i∆n : 0 ¬ i < qn} skªadaj¡ca si¦ z odcinków. W dowodzie
lematu 6.5 u»yli±my jednej dominuj¡cej wie»y uzyskanej z podziaªu [0, 1) na wie»e
(który to podziaª byª mo»liwy dzi¦ki uwadze 2.23) oraz odpowiedniemu wyborowi
iteracji indukcji Rauzy'ego-Veecha. W dowodzie rezultatu, który za moment przed-
stawimy, b¦dziemy bazowa¢ na dwóch dominuj¡cych wie»ach i w pewnym sensie
{T i∆n : 0 ¬ i < qn} b¦dzie zbiorem zªo»onym z tych dwóch wie». Nast¦pnie skon-
struujemy podwie»e W ln ⊂ Wn dla l = 1, . . . , r, które speªniaj¡ zaªo»enia lema-
tu 6.8. Lemat 6.8 zapewnia istnienie zbioru D ⊂ [0, 1)r peªnej miary Lebesgue'a ta-
kiego, »e dla ka»dego wyboru (β1, . . . , βr) ∈ D zachodzi (β1, . . . , βr) ∈ W 1n× . . .×W rn
dla niesko«czenie wielu liczb n ∈ N. Nast¦pnie rozszerzymy zbiór Wn o punkty,
na których b¦dziemy w stanie kontrolowa¢ warto±ci funkcji dachowej rozpatrywanego
potoku specjalnego. W ostatnim kroku dowodu poka»emy, »e je±li punkty β1, . . . , βr
s¡ punktami nieci¡gªo±ci funkcji dachowej f takimi, »e (β1, . . . , βr) ∈ D, to miara
ξ∗P dana jak w (4.19) jest dyskretn¡ miar¡ speªniaj¡c¡ zaªo»enia twierdzenia 4.5.
Dowód twierdzenia 6.7. Ustalmy graf Rauzy'ego permutacji nieredukowal-
nych G oraz rozpatrzmy permutacj¦ π̂ ∈ G tak¡, »e π̂−10 (1) = π̂−11 (d) oraz
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π̂−10 (d) = π̂
−1
1 (1), gdzie d = #A (przypomnijmy, »e istnienie takiej permutacji wy-
nika z twierdzenia 2.16). Ze wzgl¦du na punkt (iv) w lemacie 2.24 znajdziemy takie
przekªadanie odcinków (π̂, λ̄), które speªnia warunek Keane'a, »e istniej¡ takie liczby
M,m ∈ N, »e π̂M = π̂M+m = π̂ oraz macierze C := A(M)(π̂, λ̄) i B := A(m)(π̂, λ̄M)
s¡ dodatnie. Przypomnijmy, »e ρ jest zdeniowane jak w (2.27). Wybierzmy liczby
ε, δ, δ′ > 0 tak, aby zachodziªo
(6.22) 0 < ε < min
(
1/(10ρ(B)), 1/8(2r + 2)
)
, ε/3 < δ′ < δ < ε/2
oraz
(6.23) δ − δ′ < ε
4dmaxa,b∈A(Bab)ρ(B)ρ(C)
.
Niech Y ⊂ ΛA oznacza zbiór tych λ, »e
1
2
− δ < λπ̂−10 (1) <
1
2

























− λπ̂−10 (1) < δ




Przedstawione teraz rozumowanie jest analogiczne do pocz¡tku dowodu lematu
6.5. Zauwa»my, »e Y jest zbiorem niepustym i otwartym w ΛA, co z kolei poci¡ga,
»e zbiór V := {(π̂, 1|CBλ|CBλ);λ ∈ Y } jest niepusty i otwarty w S
A
0 × ΛA. Zbiór V
jest zatem zbiorem dodatniej miary ηG w G×ΛA. Z twierdzenia 2.30 wiemy, »e dla
prawie ka»dej pary (π, λ) ∈ G× ΛA istnieje rosn¡cy ci¡g liczb naturalnych {rn}n∈N
taki, »e R̃rn−M−m(π, λ) ∈ V . Oznaczmy zbiór takich par przez Υ0 ⊂ G× ΛA. Niech
Υ := {(π, λ) ∈ Υ0; Tπ,λ jest ergodycznym przekªadaniem odcinków}.
Jako, »e Υ0 jest peªnej miary, to ze wzgl¦du na twierdzenie 2.17, zbiór Υ tak»e jest
peªnej miary.
Niech (π, λ) ∈ Υ. Z denicji Υ oraz z lematu 2.28 wynika, »e πrn−M−m = πrn−m =
πrn = π̂ a tak»e
(6.24) A(rn−m)(π, λ) = A(rn−M−m)(π, λ) · C oraz A(rn)(π, λ) = A(rn−m)(π, λ) ·B.
St¡d oraz z (2.19) otrzymujemy, »e







W szczególno±ci z lematu 2.29 wynika, »e
(6.25) ρ(A(rn−m)(π, λ)) ¬ ρ(C) oraz ρ(A(rn)(π, λ)) ¬ ρ(B).




























dla j = 1, . . . , d i k ∈ N oraz niech
∆n := Irnπ̂−10 (1)
i Ξn := Irnπ̂−10 (d)
. Wtedy
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Przyjmijmy tak»e qn := srn1 + s
rn
d . Wtedy deniujemy
Jn := ∆n ∩ T−qn∆n ∩ T−2qn∆n.
Rozwa»my przekªadanie odcinków T̃ := Tπrn ,λrn dziaªaj¡ce na Irn . Wtedy ze wzgl¦du
na uwag¦ 2.23 otrzymujemy, »e T̃ = T s
rn
1 na ∆n oraz T̃ = T s
rn
d na Ξn, a tak»e
»e {T i∆n; i = 0 . . . srn1 − 1} oraz {T iΞn; i = 0 . . . srnd − 1} s¡ wie»ami Rochlina
skªadaj¡cymi si¦ z odcinków. Skoro πrn = π̂ oraz π̂1 ◦ π̂−10 (1) = d, π̂1 ◦ π̂−10 (d) = 1, to
przedziaª ∆n jest przesuwany przez T s
rn
1 (= T̃ ) na odcinek, którego prawy koniec jest
prawym ko«cem Irn , a Ξn jest przesuwany przez T s
rn
d (= T̃ ) na odcinek, którego lewy
koniec jest równy 0. St¡d, pierwsza z opisanych wy»ej translacji jest przesuni¦ciem o
|Irn|− |∆n|, natomiast druga o |Ξn|− |Irn|. Co wi¦cej, ze wzgl¦du na (6.27), odcinek
T s
rn
1 ∆n jest krótszy ni» Ξn, czyli
(6.29) T s
rn
1 ∆n ⊂ Ξn.
Wynika st¡d, »e








Zatem Jn jest odcinkiem zaczynaj¡cym si¦ w 0, którego dªugo±¢ jest równa












< 2δ|Irn| < ε|Irn| < 1
10
|Irn|.
Z (6.26) oraz z tego, »e δ < 1/20 otrzymujemy















Z uwagi 2.23, {T i∆n : 0 ¬ i < srn1 } oraz {T iΞn : 0 ¬ i < srnd } s¡ wie»ami Rochlina




j |Irnπ̂−10 (j)| = 1. Skoro T
srn1 ∆n ⊂ Ξn
(patrz (6.29)) oraz Jn ⊂ ∆n, to dostajemy, »e
{T i∆n : 0 ¬ i < qn} i {T iJn : 0 ¬ i < qn}
tak»e s¡ wie»ami Rochlina, których wszystkie pi¦tra s¡ odcinkami. Ponadto
(6.34) T dziaªa na ka»de pi¦tro wie»y
qn−1⋃
i=0






Ze wzgl¦du na (2.28) oraz (2.29) mamy
(6.35) srnj ¬ ρ(Arn(π̂, λ))snk ¬ ρ(B)snk dla 1 ¬ j, k ¬ d.
To implikuje, »e








Zatem, z (6.33), uzyskujemy
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St¡d, przechodz¡c ewentualnie do podci¡gu, otrzymujemy
(6.38) lim
n→∞
Leb(Wn) = α > 0.
Skoro {T i∆n : 0 ¬ i < qn} jest wie»¡ Rochlina tak¡, »e T dziaªa na ka»dy jej poziom
poprzez translacj¦, u»ycie takich samych argumentów jak w dowodzie lematu 6.5
daje, »e dla ka»dego x ∈ Wn istnieje liczba 0 ¬ l < qn taka, »e x, T qnx, T 2qnx ∈ T l∆n
i
dla ka»dej liczby 0 ¬ i < qn istnieje liczba 0 ¬ l < qn taka, »e





|T qnx− x| ¬ |Irn| → 0 oraz sup
x∈Wn
|T 2qnx− x| ¬ |Irn| → 0.
Co wi¦cej, skoro T k dziaªa na ∆n poprzez translacj¦, to ze wzgl¦du na (6.30), za-
chodzi




. (T i−lx ∈ ∆n).
Zatem dla dowolnego n ∈ N uzyskali±my, »e




dla ka»dego x ∈ Wn oraz i = 0, . . . , qn− 1.
Konstrukcja zbioru punktów nieci¡gªo±ci funkcji f . Rozwa»my nast¦pu-








⊂ Jn dla l = 1, . . . , r.
Niech W ln :=
⋃qn−1
i=0 T
iJnl . Skoro {T iJn : 0 ¬ i < qn} jest wie»¡ Rochlina, to {T iJnl :
0 ¬ i < qn} tak»e s¡ wie»ami Rochlina dla 1 ¬ l ¬ r. Zauwa»my, »e caªkowita
miara ka»dej z takich wie» stanowi 12r+2 miary wie»y Wn. Z (6.38) otrzymujemy,
»e limn→∞ Leb(W ln) jest liczb¡ dodatni¡ dla 1 ¬ l ¬ r. Z lematu 6.8, istnieje zbiór
Dλ ⊂ [0, 1)r peªnej miary Lebesgue'a taki, »e dla ka»dego elementu (β1, . . . βr) ∈ Dλ,
mamy βl ∈ W nl dla niesko«czenie wielu n ∈ N i dla wszystkich 1 ¬ l ¬ r. Zauwa»my,










Zauwa»my ponadto, »e punkty β1, . . . , βr s¡ od siebie odseparowane przynajmniej
o 12r+2 |J
n|. Rzeczywi±cie, niech 1 ¬ k, l ¬ r, k 6= l, βk ∈ T iJnk oraz βl ∈ T jJnl . Je±li







, to z (6.34)
wynika, »e βk jest oddalony od kra«ców odcinka T iJn przynajmniej o 12r+2 |J
n|.
Zatem |βk − βl| > 12r+2 . Je±li natomiast i = j, to |βk − βl| jest liczb¡ ograniczon¡















z (6.34) wynika, »e w tym przypadku równie» zachodzi |βk − βl| > 12r+2 |J
n|. St¡d
i z (6.42) uzyskali±my, »e







dla k 6= l.
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Rysunek 1. Wybór punktów nieci¡gªo±ci.
Rozwa»my teraz zbiory










dla l = 1, . . . , r.
Udowodnimy teraz, »e V nl dla l = 1, . . . , r s¡ parami rozª¡cznymi wie»ami Rochlina
zawartymi w Wn. Skoro βl ∈ W ln, to istnieje liczba 0 ¬ k = k(l) < qn taka, »e







⊂ Jn. Skoro T k dziaªa na Jn







jest odcinkiem takim, »e βl nale»y
do jego prawej poªowy. Jako, »e dªugo±¢ tego przedziaªu wynosi 22r+2 |J










( 2l − 1
2r + 2














βl − 2(λrnπ̂−10 (d) − λ
rn
π̂−10 (1)






















( 2l − 1
2r + 2





Zatem, w ±wietle (6.45), dla ka»dego 0 ¬ i ¬ k mamy
T−i
[






( 2l − 1
2r + 2





oraz, z (6.46), dla ka»dego k < i < qn zachodzi
T−i
[






( 2l − 1
2r + 2
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Uzyskali±my zatem, »e




( 2l − 1
2r + 2




dla dowolnego l = 1, . . . , r.










0 ¬ j < qn
}
s¡ rozª¡cznymi wie»ami Rochlina dla l = 1, . . . , r. Ka»dy
przedziaª T−i
[














i dla 0 ¬ i < qn przedziaªy te s¡ rozmieszczone w ró»-
nych pi¦trach l-tej wie»y. Zatem V nl dla l = 1, . . . , r s¡ parami rozª¡cznymi wie»ami















V nl ⊆ Int(Wn),
dla dowolnego n ∈ N.
Punkty nienale»¡ce do Wn. Zauwa»my, »e punkty, które nie nale»¡ do Wn
pochodz¡ z trzech ¹ródeª, tzn. wie»y zbudowanej nad odcinkiem ∆n\Jn o wysoko±ci
srn1 , wie» zbudowanych nad odcinkami I
rn
π̂−10 (j)
o wysoko±ciach odpowiednio srnj dla
j = 2, . . . , d − 1 oraz wie»y o wysoko±ci srnd zbudowanej nad Ξn \ T s
rn
1 Jn. Z (6.28)
oraz (6.31), uzyskujemy




Leb(Ξn \ T s
rn





a z (6.26) uzyskujemy, »e dªugo±ci odcinków Irn
π̂−10 (j)











< (δ − δ′)|Irn|.
Zauwa»my zatem, »e z (6.50) oraz z (6.51) wynika







¬ (2srn1 + 3srnd )(λrnπ̂−10 (d) − λ
rn
π̂−10 (1)




Zdeniujemy teraz wie»e Zn oraz Un rozª¡czne z Wn, na których b¦dziemy w pew-
nym sensie kontrolowa¢ warto±ci funkcji f .






T i(Ξn \ T s
rn
1 ∆n).
Zauwa»my, »e jest to wie»a Rochlina, gdy» odcinek Ξn = Irnπ̂−10 (d)
jest podstaw¡ wie»y
Rochlina o wysoko±ci srnd . Ponadto zbiór Ξn \ T s
rn
1 ∆n jest odcinkiem, którego lewy
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Rysunek 2. Wie»a Wn.
Rysunek 3. Wie»a Zn (zielona), Un (niebieska) oraz wie»e V nl (»óªte).
kraniec pokrywa si¦ z lewym kra«cem odcinka Ξn, a jego dªugo±¢ wynosi |Ξn|−|∆n|.





1 (∆n) ⊂ Ξn, to






Zauwa»my tak»e, »e Zn ∩Wn = ∅ dla n ∈ N (patrz rys. 3). Ponadto mamy




) dla ka»dego x ∈ Zn oraz l = 0, . . . , qn−1.
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Rzeczywi±cie, je±li x ∈ Zn, to x ∈ T l(Ξn \ T s
rn
1 ∆n) dla pewnego l = 0, . . . , srnd − 1.
Przypomnijmy, »e T̃ = T s
rn





d (Ξn \ T s
rn














Ze wzgl¦du na (6.42) wynika st¡d, »e T s
rn
d (Ξn \ T s
rn








równo±¢ (6.54) wynika z (6.41). Niech teraz 0 ¬ k < srnd − l. Korzystaj¡c z (6.55)
uzyskujemy, »e T s
rn
d




−k−l(T kx)− T s
rn
d

















⊂ Jn ⊂ T s
rn
d Ξn.
Jednak»e T dziaªa na odcinek T s
rn
d




−k−l−1(T kx)− T s
rn
d





Jako, »e T dziaªa poprzez translacj¦ tak»e na ka»dy odcinek postaci TmΞn dla m =
l, . . . , srnd − 1 oraz T qn+s
rn
d
−k−l−1(T kx), T s
rn
d
−k−l−1(T kx) ∈ T srnd −1Ξn, to





To ko«czy dowód (6.54).























= ∆n, a ∆n jest podstaw¡ wie»y
Rokhlina o wysoko±ci srn1 , to Un jest wie»¡ Rochlina o wysoko±ci s
rn−m
1 . Ponadto











































(π, λ) = d · ρ(C) · srn−m1 .
Podsumowuj¡c, uzyskali±my, »e
srn1 ¬ d ·max
b,c∈A
(Bcb) · ρ(C) · srn−m1 .
Z powy»szego wynika, »e
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Co wi¦cej, zachodzi tak»e Un ∩ (Wn ∪ Zn) = ∅ (patrz rys. 3). Wyka»emy teraz, »e




) dla ka»dego x ∈ Un oraz l = 0, . . . , qn−1.


















Zauwa»my ponadto, »e z (6.30) wynika, »e T qn na odcinku
[







⊂ ∆n dziaªa poprzez translacj¦ o λrnπ̂−10 (d) − λ
rn
π̂−10 (1)










oraz |∆n| = |Jn|+2(λrnπ̂−10 (d)−λ
rn
π̂−10 (1)



















Skoro k + l < qn, to z (6.34) mamy





dla dowolnego 0 ¬ k < qn − l.
Zaªó»my teraz, »e qn − l ¬ k < qn. Z (6.60) wynika w szczególno±ci, »e





Zauwa»my, »e z (6.58) mamy T qn−l−1x = T qn−1(T−lx) ∈ T qn−1∆n. Ponadto z (6.59)
mamy tak»e T qn(T qn−l−1x) = T qn−1(T qn−lx) ∈ T qn−1∆n. Z (6.34) odwzorowanie T
dziaªa na T qn−1∆n poprzez translacj¦, zatem









St¡d i z (6.59) otrzymujemy

































⊂ Irn . Jako, »e B jest
macierz¡ dodatni¡, to |Irn−m
π̂−10 (1)



















jest podstaw¡ wie»y Rochlina o wysoko±ci srn−m1 , a T dziaªa
na ka»de jej pi¦tro poprzez translacj¦. Ponadto z (6.59), (6.62) oraz (6.63) mamy
T qn−lx, T qn(T qn−lx) ∈ Irn−m
π̂−10 (1)
. St¡d, z (6.61) oraz z tego, »e l < srn−m1 uzyskujemy,
»e dla qn − l ¬ k < qn zachodzi 0 ¬ k − (qn − l) < srn−m1 oraz





co ko«czy dowód (6.57).
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Sztywno±¢ wzdªu» ci¡gu {Wn∪Zn∪Un}. Z (6.41), (6.54) oraz (6.57), a tak»e















St¡d i z lematu 3.3 uzyskujemy, »e zbiór Wn ∪ Zn ∪ Un speªnia warunek (4.14).




Leb(Wn ∪ Zn ∪ Un) = α̂,
dla pewnego 0 < α̂ < 1. Jako, »e Wn, Zn i Un s¡ wie»ami Rochlina speªniaj¡cymi
(6.64), to zbiór Wn ∪ Zn ∪ Un speªnia warunki (4.12) oraz (4.13).









































































(r − 2)srn1 + (r − 2)srnd
)






































Przechodz¡c do granicy, ewentualnie wzdªu» podci¡gu, dzi¦ki (6.64) uzyskujemy, »e








Warunki (4.15) i (4.16). Niech f : [0, 1) → R+ b¦dzie funkcj¡ kawaªkami sta-
ª¡, która ma nieci¡gªo±ci w punktach β1, . . . , βr ze skokami równymi odpowiednio
d1, . . . , dr. Z zaªo»e« dj 6= −dk dla 1 ¬ j < k ¬ r. Warto zaznaczy¢, »e dopuszczamy
równie» punkty nieci¡gªo±ci f w punktach nieci¡gªo±ci Tπ,λ. Nie maj¡ one wpªywu
na rachunki, które teraz wykonamy, gdy» znajduj¡ si¦ one zawsze w lewych kra«-
cach pi¦ter wie» Rochlina. Wyka»emy teraz, »e warunki (4.15) i (4.16) s¡ speªnione
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na zbiorze Wn ∪ Zn ∪ Un. W tym celu wyka»emy, »e okre±lone w tych»e punktach
ci¡gi caªek s¡ ograniczone na ka»dym ze zbiorów Wn, Zn oraz Un z osobna.
Ograniczono±¢ caªek na Wn. Przypomnijmy, »e Jn = ∆n∩T−qn∆n∩T−2qn∆n.
Z lematu 6.3 zastosowanego dla ∆ = ∆n wiemy, »e istnieje liczba K > 0 oraz ci¡g
{an}n∈N taki, »e dla ka»dego n ∈ N zachodzi
(6.66)








|f (qn) − an|2 dx ¬ K2 oraz
∫
Wn
|f (2qn) − 2an|2 dx ¬ K2.
Ograniczono±¢ caªek na Zn. Wyka»emy teraz, »e powy»sze nierówno±ci s¡







dla pewnego 0 ¬ l < srnd . Zauwa»my, »e T s
rn
1 +l(0) ∈ Wn ∩ T s
rn
1 +l∆n dla
ka»dego n ∈ N, gdy» 0 jest lewym kra«cem odcinka ∆n, a tak»e odcinka Jn. W
szczególno±ci z (6.66) wynika, »e dla ka»dego n ∈ N mamy
(6.68) |f (qn)(T s
rn
1 +l(0))− an| ¬ K oraz |f (2qn)(T s
rn
1 +l(0))− 2an| ¬ K.
Przypomnijmy ponadto, »e
(6.69) T dziaªa na ka»de pi¦tro wie»y {T iΞn; 0 ¬ i < srnd } poprzez translacj¦.
Jednocze±nie jako, »e T s
rn





1 (0) ∈ Ξn, to T s
rn
1 +l(0) jest prawym ko«cem odcinka T l
(





go pocz¡tkowym istotnym pododcinkiem T lΞn. Zatem, je±li · oznacza domkni¦cie
zbioru, to Ξn \ T s
rn
1 ∆n ⊂ Ξn. Z (6.69) mamy
(6.70) T k
(




= T k(Ξn \ T s
rn
1 ∆n) dla k = 0, . . . , srnd .
Uzyskujemy st¡d, »e
(6.71) [x, T s
rn
1 +l(0)] ⊂ T l(Ξn \ T s
rn
1 ∆n) ⊂ T lΞn.
Zauwa»my, »e
(6.72) [x, T s
rn
1 +l(0)] ∩ V nj = ∅ dla ka»dego j = 1, . . . , r.
Rzeczywi±cie, z (6.49) mamy V nj ⊂ Int(Wn). Ponadto [x, T s
rn
1 +l(0)] ⊂ Zn. Jednak»e
Zn ∩Wn = ∅, a zatem Zn ∩ Int(Wn) = ∅, co implikuje »¡dan¡ rozª¡czno±¢.
Poka»emy teraz, »e dla dowolnego 0 ¬ k < 2qn zbiór T k[x, T s
rn+l
1 (0)] jest odcin-
kiem, na którym funkcja f jest staªa.
Zaªó»my, »e 0 ¬ k < srnd − l. Wtedy z (6.71) oraz (6.70) mamy
T kx, T k(T s
rn
1 +l(0)) ∈ T k
(




= T k+l(Ξn \ T s
rn
1 ∆n) ⊂ T k+lΞn.




lacj¦ oraz k + l < srnd , to
T k[x, T s
rn
1 +l(0)] = [T kx, T k(T s
rn
1 +l(0))]
oraz T k[x, T s
rn
1 +l(0)] ⊂ T k+lΞn dla 0 ¬ k < srnd − l.
(6.73)














1 +l(0))] jest odcinkiem zawartym
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Niech teraz srnd − l ¬ k < qn + srnd − l. Wtedy 0 ¬ k − (srnd − l) < qn. Przy-
pomnijmy, »e Jn jest odcinkiem zawartym w ∆n, który z kolei jest podstaw¡ wie-





























dla srnd − l ¬ k < qn + srnd − l.
(6.76)










1 +l(0)) = T 2qn(0) ∈ ∆n.

















−lx, T 2qn(0)] ⊂ ∆n.
Niech qn + srnd − l ¬ k < 2qn. St¡d 0 ¬ k− (qn + srnd − l) < qn, co razem z (6.77)
oraz (6.34) implikuje, »e T k[x, T s
rn
1 +l(0)] jest odcinkiem postaci
[





(6.78) T k[x, T s
rn
1 +l(0)] ⊂ T k−(qn+s
rn
d
−l)∆n dla qn + srnd − l ¬ k < 2qn.
Podsumowuj¡c z (6.73), (6.76) oraz (6.78) mamy, »e dla ka»dego k = 0, . . . , 2qn−
1
odcinek T k[x, T s
rn
1 +l(0)] jest zawarty w pewnym pi¦trze
wie»y {T i∆n; 0 ¬ i < qn} lub {T iΞn; 0 ¬ i < srnd }.
(6.79)
Z (6.72) oraz z denicji V nj wiemy, »e T
k[x, T s
rn
1 +l(0)] nie zawiera punktów
β1, . . . , βr dla k = 0, . . . , qn − 1. Pozostaªo wykaza¢, »e ten sam rezultat zacho-







j dla n ∈ N. Z (6.76) dla k = qn mamy









T qn [x, T s
rn
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n|) ⊂ ∆n. Ponadto [0, 12r+2 |J
n|) ∩ ( 12r+2 |J
n|, 2r+12r+2 |J
n|) = ∅. St¡d z (6.34)
i z (6.47) uzyskujemy, »e





V nj = ∅.
Zatem z denicji wie» V nj , dla k = qn, . . . , 2qn−1 mamy, »e odcinek T k[x, T s
rn
1 +l(0)] =
T k−qn(T qn [x, T s
rn
1 +l(0)]) nie zawiera punktów β1, . . . , βr.
Podsumowuj¡c wykazali±my, »e dla dowolnego x ∈ Zn »aden odcinek postaci
T k[x, T s
rn
1 +l(0)] dla k = 0, . . . , 2qn − 1 nie zawiera punktów β1, . . . , βr. Co wi¦cej
z (6.79) wiemy, »e ka»dy z tych odcinków jest zawarty w pewnym pietrze wie»y, które
jest z kolei zawarte w jednym z odcinków przekªadanych przez T . Zatem funkcja f
jest staªa nad odcinkami T k[x, T s
rn
1 +l(0)], gdzie k = 0, . . . , 2qn − 1. W szczególno±ci
dla ka»dego 0 ¬ k < 2qn zachodzi f(T kx) = f(T k(T s
rn
1 +l(0)), a st¡d
f (qn)(x) = f (qn)(T s
rn
1 +l(0)) oraz f (2qn)(x) = f (2qn)(T s
rn
1 +l(0)) dla ka»dego x ∈ Zn.





|f (qn) − an|2 dx ¬ K2 oraz
∫
Zn
|f (2qn) − 2an|2 dx ¬ K2.
Ograniczono±¢ caªek na Un. Wyka»emy teraz analogiczne nierówno±ci dla
zbioru Un. Ustalmy dowolny punkt y ∈ Jn taki, »e y > 2r+12r+2 |J
n|. Niech teraz x ∈
Un, czyli x ∈ T l
[






dla pewnego 0 ¬ l < srn−m1 . W
szczególno±ci x ∈ T l∆n. Wyka»emy teraz, »e dla ka»dego k = 0, . . . , 2qn − 1 zbiór
T k[T ly, x] jest odcinkiem, na którym funkcja f jest staªa. Z wyboru x oraz y mamy


























Zatem z (6.34) otrzymujemy






















St¡d i z (6.47) otrzymujemy
(6.83) [T ly, x] ∩ V nj = ∅ dla j = 1, . . . , r.
Wyka»emy teraz, »e dla dowolnego k = 0, . . . , 2qn − 1 zachodzi
zbiór T k([T ly, x]) jest odcinkiem zawartym w pewnym pi¦trze wie»y
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Niech 0 ¬ k < qn − l. Z (6.82) oraz (6.34) zbiór T k[T ly, x] jest odcinkiem,
0 ¬ k + l < qn, a tak»e
(6.85) T k[T ly, x] = [T l+ky, T kx] ⊂ T l+k∆n dla 0 ¬ k < qn − l.
W szczególno±ci, korzystaj¡c z powy»szego dla k = qn − l − 1 otrzymujemy, »e
T qn−l−1[T ly, x] = [T qn−1y, T qn−l−1x] ⊂ T qn−1∆n
Z (6.34) zbiór T qn−l[T ly, x] = T
(
T qn−l−1[T ly, x]
)
jest odcinkiem, a w poª¡czeniu
z (6.57) uzyskujemy st¡d, »e
(6.86)




























(6.88) T qn−l[T ly, x] = [T qny, T qn−lx] ⊂ ∆n.
Zaªó»my, »e qn − l ¬ k < 2qn − l. Wtedy 0 ¬ k − (qn − l) < qn. St¡d,z (6.88)
oraz z (6.34) mamy
(6.89) T k[T ly, x] = T k−(qn−l)(T qn−l[T ly, x]) ⊂ T k−(qn−l)∆n dla qn− l ¬ k < 2qn− l.
Ponadto z (6.34) ka»dy zbiór T k[T ly, x] jest odcinkiem postaci [T l+ky, T kx]. Wyka-
zali±my w szczególno±ci, »e T 2qn−l−1[T ly, x] jest odcinkiem zawartym w T qn−1∆n.
Z (6.34) jego obrazem poprzez T jest odcinek [T 2qny, T 2qn−lx], który nie mu-
































co razem z (6.63) daje
(6.90) T 2qn−l[T ly, x] = [T 2qny, T 2qn−lx] ⊂ Irn−m
π̂−10 (1)
.
Niech 2qn − l ¬ k < 2qn. Korzystaj¡c z faktu, »e Irn−mπ̂−10 (1) jest podstaw¡ wie»y
Rochlina o wysoko±ci srn−m1 , na której pi¦trach T dziaªa poprzez translacj¦ oraz
z tego, »e l < srn−m1 uzyskujemy, »e 0 ¬ k − (2qn − l) < srn−m1 , co razem z (6.90)
daje, »e T k[T ly, x] jest odcinkiem oraz
(6.91)
T k[T ly, x] = T k−(2qn−l)[T 2qny, T 2qn−lx] ⊂ T k−(2qn−l)Irn−m
π̂−10 (1)
dla 2qn − l ¬ k < 2qn.
Podsumowuj¡c, z (6.85), (6.89) oraz (6.91) wykazali±my, »e dla dowolnego k =
0, . . . , 2qn − 1 zachodzi (6.84).
Z (6.83) oraz z denicji V nl wiemy, »e dla dowolnego k = 0, . . . , qn − 1 odcinek
T k[T ly, x] nie zawiera »adnego z punktów β1, . . . , βr. Pozostaje wykaza¢ analogiczny
96
ROZDZIA 6. ROZCZNO POTOKÓW SPECJALNYCH 6.3.
rezultat dla k = qn, . . . , 2qn − 1. W tym celu wyka»emy, »e
(6.92) T qn [T ly, x] ∩
r⋃
j=1
V rj = ∅ dla ka»dego n ∈ N.
Poniewa» y > 2r+12r+2 |J
n|, to z (6.86) i (6.87) mamy
























oraz z (6.34) mamy











St¡d i z (6.47) otrzymujemy (6.92).
Podsumowuj¡c, dla dowolnego x ∈ Un oraz dla dowolnego 0 ¬ k < 2qn, zbiór
T k[T ly, x] jest odcinkiem, który nie zawiera punktów β1, . . . , βr. Ponadto z (6.84)
ka»dy z tych odcinków jest zawarty w pietrze wie»y, które z kolei jest zawarte w jed-
nym z odcinków przekªadanych przez T . Zatem funkcja f jest funkcj¡ staª¡ nad od-





= f(T k(x)), a st¡d
f (qn)(x) = f (qn)(T ly) oraz f (2qn)(x) = f (2qn)(T ly),





|f (qn)(x)− an|2 dx ¬ K2 oraz
∫
Un
|f (2qn)(x)− 2an|2 dx ¬ K2.
Podsumowuj¡c z (6.67), (6.80) oraz (6.93) uzyskali±my, »e∫
Wn∪Zn∪Un
|f (qn)(x)− an|2 dx ¬ 3K2 oraz
∫
Wn∪Zn∪Un
|f (2qn)(x)− 2an|2 dx ¬ 3K2,
a zatem ci¡g zbiorów {Wn ∪ Zn ∪ Un}n∈N razem z ci¡gami {qn}n∈N oraz {an}n∈N
speªnia warunki (4.15) i (4.16).
Miara graniczna i warunek (4.17). Z warunków (4.15) i (4.16) oraz z twier-
dzenia Prochorowa otrzymujemy, »e istnieje miara P ∈ P(R2) taka, »e przechodz¡c
ewentualnie do podci¡gu, zachodzi
P = lim
n→∞
(f (2qn), f (qn))∗LebWn∪Zn∪Un sªabo w P(R2).
Speªniony jest zatem warunek (4.17).
Punkty T ix oraz T qn+ix le»¡ na tym samym pi¦trze wie»y. Wyka»emy
teraz, »e dla ka»dego x ∈ Wn ∪ Zn ∪ Un mamy, »e
dla 0 ¬ i < qn, punkty T ix i T i+qnx le»¡ na tym samym pi¦trze jednej z wie»
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Z (6.39) otrzymujemy, »e dla ka»dego x ∈ Wn zachodzi T ix, T qn+ix ∈ T l∆n dla
pewnego 0 ¬ l < qn − 1, co daje (6.94) dla x ∈ Wn.
Niech x ∈ Zn, czyli x ∈ T l(Ξn \ T s
rn
1 ∆n) dla pewnego l = 0, . . . , srnd − 1, a
w szczególno±ci x ∈ T lΞn. Ze wzgl¦du na (6.76) dla k = qn + i, a tak»e (6.29)




T i+lΞn oraz i+ l < srnd . Zatem
T ix oraz T qn+ix le»¡ w tym samym pi¦trze wie»y
{T jΞn, 0 ¬ j < srnd } dla 0 ¬ i < srnd − l.
(6.95)
Z kolei dla srnd − l ¬ i < qn, korzystaj¡c z (6.76) dla k = i oraz (6.78) dla k = qn + i
uzyskujemy, »e T ix ∈ T i−(srnd −l)∆n, T qn+ix ∈ T i−(s
rn
d
−l)∆n oraz 0 ¬ i−(srnd −l) < qn.
Zatem
T ix oraz T qn+ix le»¡ w tym samym pi¦trze wie»y
{T j∆n, 0 ¬ j < qn} dla srnd − l ¬ i < qn.
(6.96)
Zatem z (6.95) oraz (6.96) uzyskujemy (6.94) dla x ∈ Zn.
Niech x ∈ Un, czyli x ∈ T l[|Jn|, |Jn| + λrnπ̂−10 (d) − λ
rn
π̂−10 (1)
) dla pewnego l =
0, . . . , srn−m1 − 1, a w szczególno±ci x ∈ T l∆n, a z (6.63) mamy tak»e x ∈ T lIrn−mπ̂−10 (1).
Ze wzgl¦du na (6.89) dla k = qn + i, uzyskujemy, »e dla 0 ¬ i < qn − l mamy
T ix ∈ T i+l∆n, T qn+ix ∈ T i+l∆n oraz 0 ¬ i+ l < qn. Zatem
T ix oraz T qn+ix le»¡ w tym samym pi¦trze wie»y
{T j∆n, 0 ¬ j < qn} dla 0 ¬ i < qn − l.
(6.97)
Z kolei dla qn − l ¬ i < qn, korzystaj¡c z (6.89) dla k = i oraz (6.91) dla k = i+ qn
uzyskujemy, »e T ix ∈ T i−(qn−l)∆n oraz T qn+ix ∈ T i−(qn−l)Irn−mπ̂−10 (1). Skoro 0 ¬ l <
srn−m1 , to 0 ¬ i − (qn − l) < srn−m1 . St¡d oraz z tego, »e ∆n ⊂ Irn ⊂ Irn−mπ̂−10 (1)
uzyskujemy
T ix oraz T qn+ix le»¡ w tym samym pi¦trze wie»y
{T jIrn−m
π̂−10 (1)
, 0 ¬ j < srn−m1 } dla qn − l ¬ i < qn.
(6.98)
Zatem z (6.97) oraz (6.98) uzyskujemy (6.94) dla x ∈ Un Podsumowuj¡c, wªasno±¢
(6.94) jest speªniona dla ka»dego x ∈ Wn ∪ Zn ∪ Un.
Posta¢ poª¡czenia granicznego. Dla dowolnego x ∈ Wn ∪ Zn ∪ Un oraz





. Ponadto, ze wzgl¦du na (6.94) nie zawiera
on punktów nieci¡gªo±ci przekªadania T . Skoro, ze wzgl¦du na (6.43), odlegªo±ci




(T ix, T qn+ix] mo»e zawiera¢ co najwy»ej jeden punkt βl. St¡d
βl ∈ (T ix, T qn+ix] =⇒ f(T qn+ix)− f(T ix) = −dl,
a ponadto




Je±li (T ix, T qn+ix] nie zawiera »adnych punktów nieci¡gªo±ci βl, l = 1, . . . , r, to
f(T qn+ix)− f(T ix) = 0. Skoro f (qn)(T qnx)− f (qn)(x) = ∑qn−1i=0 (f(T qn+ix)− f(T ix)),
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to z denicji zbiorów V nl ⊂ Wn∪Zn∪Un (patrz (6.44)), dla ka»dego x ∈ Wn∪Zn∪Un
mamy
f (qn)(T qnx)− f (qn)(x) =
−dl, gdy x ∈ V
n
l dla pewnego l = 1, . . . , r







St¡d, z (6.64) oraz z (6.65) wynika, »e ξ∗P = limn→∞
(




(patrz (4.19)) jest miar¡ dyskretn¡ z r niezerowymi atomami w punktach dl dla




. Skoro dj 6= −dk dla 1 ¬
j < k ¬ r, warunek (4.18) jest speªniony dla zbioru B = {−d1, . . . ,−dr} oraz
α = α̂. Jako, »e liczby d1, . . . , dr s¡ wymiernie niezale»ne, to z lematu 4.7 potok
specjalny nad Tπ,λ pod funkcj¡ f jest sªabo mieszaj¡cy. Zatem stosuj¡c twierdzenie
4.5, uzyskujemy rozª¡czno±¢ potoku specjalnego nad przekªadaniem Tπ,λ pod funkcj¡





Twierdzenie 6.7 jest gªównym narz¦dziem, które posªu»y do udowodnienia te-
go, »e zbiór struktur translacyjnych, dla których pionowy potok translacyjny jest
sªabo mieszaj¡cy i rozª¡czny ze swoim odwrotnym, jest zbiorem g¦stym w ka»dej
niehipereliptycznej skªadowej spójno±ci przestrzeni moduliM. Pozostaªa cz¦±¢ roz-
prawy jest po±wi¦cona dowodowi faktu, »e ów zbiór jest typu Gδ w ka»dej skªadowej
spójno±ci. Jak wspomnieli±my we wst¦pie, b¦dziemy korzysta¢ z rezultatu Dani-
lenki i Ry»ikowa (patrz tw. 9.1 w rozdziale 9), stwierdzaj¡cego, »e potoki sªabo
mieszaj¡ce i rozª¡czne ze swoimi odwrotnymi stanowi¡ zbiór typu Gδ w przestrze-
ni wszystkich potoków zachowuj¡cych miar¦. Udowodnili tak»e, »e stanowi¡ one
równie» zbiór g¦sty, ale dla naszych rozwa»a« ten rezultat jest nieprzydatny. Aby
wykorzysta¢ wynik Danilenki i Ry»ikowa, w rozdziale 8 udowodnimy twierdzenie
8.4, które stwierdza, »e wokóª ka»dego punktu przestrze« moduli w sposób ci¡gªy
lokalnie wkªada si¦ w przestrze« potoków zachowuj¡cych miar¦. Konsekwencj¡ tego
jest fakt, »e zbiór powierzchni translacyjnych, dla których pionowy potok transla-
cyjny jest sªabo mieszaj¡cy i rozª¡czny ze swoim odwrotnym jest zbiorem typu Gδ.
Aby dowie±¢ twierdzenia 8.4, poka»emy najpierw, »e dla ustalonej struktury trans-
lacyjnej ζ ∈ M oraz miary h dλζ absolutnie ci¡gªej wzgl¦dem miary Lebesgue'a λζ
takiej, »e jej g¦sto±¢ h jest ograniczona i dostatecznie bliska funkcji staªej równej
1 w L1, istnieje algorytm, który pozwala skonstruowa¢ homeomorzm powierzchni
M , zale»ny w sposób ci¡gªy od h taki, »e obrazem h dλζ poprzez ten homeomorzm
jest miara λζ . Jest to gªówny rezultat tego rozdziaªu (patrz tw. 7.10). Wspomniana
konstrukcja jest cz¦±ciowo inspirowana wynikami Mosera (patrz [26]), a tak»e meto-
dami zastosowanymi w pracy [16], w której to autorzy podaj¡ alternatywny dowód
twierdzenia Oxtoby'ego-Ulama.
Wymieniony wcze±niej homeomorzm konstruujemy poprzez przybli»anie go od-
wzorowaniami kawaªkami anicznymi. Przypomnijmy, »e odwzorowaniem anicz-
nym G : R2 → R2 nazywamy przeksztaªcenie, które przeksztaªca proste w proste.
Zachowuje ono równie» stosunki dªugo±ci odcinków o tym samym kierunku. Ka»-
de takie odwzorowanie wyra»a si¦ wzorem G(x) = Ax + v, gdzie A jest macierz¡
kwadratow¡ wymiaru 2, natomiast v ∈ R2. Macierz A b¦d¡c¡ cz¦±ci¡ liniow¡ odwzo-
rowania G oznaczamy przez lin(G). Zauwa»my, »e lin(G) = DG, gdzie D oznacza






jej norma wyra»a si¦ wzorem
(7.1) ‖A‖ :=
√√√√a2 + b2 + c2 + d2 +√(a2 + b2 + c2 + d2)2 − 4(det(A))2
2
.
Norma ta jest w szczególno±ci staª¡ Lipschitza dla dowolnego odwzorowania anicz-






= tG(x) + (1− t)G(y) dla x, y ∈ R2.
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Wªasno±¢ ta implikuje poni»szy oczywisty rezultat.
Lemat 7.1. Niech x, y ∈ R2 b¦d¡ punktami na pªaszczy¹nie oraz niech [x, y] b¦-
dzie odcinkiem o ko«cach w x i y. Niech H1, H2 b¦d¡ dwoma anicznymi odwzorowa-
niami na R2. Je»eli H1(x) = H2(x) i H1(y) = H2(y), to H1|[x,y] = H2|[x,y]. Ponadto
dla wszystkich niewspóªliniowych trójek x1, x2, x3 ∈ R2 oraz y1, y2, y3 ∈ R2, istnieje
dokªadnie jedno aniczne odwzorowanie H, takie »e H(xi) = yi dla i = 1, 2, 3.
Gªówna konstrukcja. Przez caªy ten rozdziaª b¦dziemy korzysta¢ z nast¦-
puj¡cej konstrukcji. Niech V b¦dzie trójk¡tem w R2 z wierzchoªkami w punktach
(0, a), (a, 0), (0,−a), gdzie 0 < a < 1. Niech V1 i V2 b¦d¡ trójk¡tami o wierzchoªkach
odpowiednio w (0, a), (a, 0), (0, 0) oraz (0, 0), (a, 0), (0,−a). Ustalmy 0 ¬ h < 12 oraz
0 < ε < 12 . Niech y = y(h, ε) := (εa(1 − h), ha). Rozwa»my trójk¡ty dane przez
nast¦puj¡ce trójki wierzchoªków:
• C1 = C1(h, ε) dane przez {(0, 0), (0, a), y(h, ε)};
• C2 = C2(h, ε) dane przez {(a, 0), (0, a), y(h, ε)};
• C3 = C3(h, ε) dane przez {(0, 0), (εa, 0), y(h, ε)};
• C4 = C4(h, ε) dane przez {(a, 0), (εa, 0), y(h, ε)};
• C5 = C5(h, ε) dane przez {(0, 0), (0,−a), (εa, 0)};
• C6 = C6(h, ε) dane przez {(a, 0), (0,−a), (εa, 0)}.
Niech ĥ := h
h+1 ­ 0. Rozwa»my punkt ŷ = ŷ(h, ε) := (εa(1−ĥ),−ĥa). Rozwa»my
tak»e nast¦puj¡ce trójk¡ty:
• Ĉ1 = Ĉ1(h, ε) dane przez {(0, 0), (0, a), (εa, 0)};
• Ĉ2 = Ĉ2(h, ε) dane przez {(a, 0), (0, a), (εa, 0)};
• Ĉ3 = Ĉ3(h, ε) dane przez {(0, 0), (εa, 0), ŷ(h, ε)};
• Ĉ4 = Ĉ4(h, ε) dane przez {(a, 0), (εa, 0), ŷ(h, ε)};
• Ĉ5 = Ĉ5(h, ε) dane przez {(0, 0), (0,−a), ŷ(h, ε)};
• Ĉ6 = Ĉ6(h, ε) dane przez {(a, 0), (0,−a), ŷ(h, ε)}.



























∣∣∣[(0, a), y(h, ε)]∣∣∣∣∣∣[(0, a), (0, εa)]∣∣∣ =
















∣∣∣[(0,−a), (0, εa)]∣∣∣∣∣∣[(0,−a), ŷ(h, ε)]∣∣∣ =
∣∣∣[(0,−a), (0, 0)]∣∣∣∣∣∣[(0, a), (0,−aĥ)]∣∣∣ = 11 + ĥ = 1 + h.
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Rysunek 1. Dziaªanie H(h, ε).
Zdeniujmy H(h, ε) : V → V jako kawaªkami aniczny homeomorzm taki, »e
(i) H(h, ε)(Ci) = Ĉi, H(h, ε)|Ci jest aniczny dla i = 1, . . . , 6;
(ii) punkty (0, 0), (0, a), (0,−a), (a, 0) s¡ punktami staªymi dla H(h, ε),(7.3)
(iii) H(h, ε)(y) = (aε, 0) oraz H(h, ε)(aε, 0) = ŷ.
Zauwa»my, »e z lematu 7.1 wynika, »e homeomorzm H(h, ε) jest jednoznacznie
zdeniowany na caªym V oraz
(7.4) H(h, ε)|∂V = Id|∂V .
Co wi¦cej
lin(H(h, ε)|C1)(0, a) = (0, a); lin(H(h, ε)|C1)(εa(1− h), ha) = (0, εa),
lin(H(h, ε)|C2)(−a, a) = (−a, a);
lin(H(h, ε)|C2)((ε(1− h)− 1)a, ha) = (0,−(1− ε)a),
lin(H(h, ε)|C3)(εa(1− h), ha) = (0, εa);
lin(H(h, ε)|C3)(0, εa) = (εa(1− ĥ),−ĥa),
lin(H(h, ε)|C4)((ε− εh− 1)a, ha) = (0,−(1− ε)a);
lin(H(h, ε)|C4)(0,−(1− ε)a) = ((ε(1− ĥ)− 1)a,−ĥa),
lin(H(h, ε)|C5)(0, εa) = (εa(1− ĥ),−ĥa); lin(H(h, ε)|C5)(0,−a) = (0,−a),
lin(H(h, ε)|C6)(0,−(1− ε)a) = ((ε(1− ĥ)− 1)a,−ĥa);



































































































Warto zauwa»y¢, »e odwzorowania aniczne H(h, ε)|C1 , H(h, ε)|C3 oraz H(h, ε)|C5
maj¡ punkt staªy w (0, 0), natomiast H(h, ε)|C2 , H(h, ε)|C4 i H(h, ε)|C6 w (a, 0).
Mo»emy równie» zdeniowa¢ homeomorzm H(h, ε) : V → V dla −12 < h ¬ 0.
Niech J : R2 → R2 bedzie odbiciem wzdªu» osi odci¦tych. Zauwa»my, »e JV = V ,




, Ci(h, ε) := J(Ci(−h, ε)), Ĉi(h, ε) := J(Ĉi(−h, ε))
oraz
(7.7) H(h, ε) := J ◦H(−h, ε) ◦ J.
Wówczas dla i = 1, . . . , 6 mamy
lin(H(h, ε)|Ci) = J ◦ lin(H(−h, ε)|Ci) ◦ J.
























































































































































1 + |h| 0
h 1
]











Lemat 7.3. Dla dowolnych h1, h2 ∈ (−12 ,
1
2) b¦d¡cych tego samego znaku oraz
i = 1, . . . , 6 zachodzi
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‖ ¬ |a|+ |b|+ |c|+ |d|.
Dla ustalonego 0 < ε < 12 (tj.
1
ε
> 2) zauwa»my, »e wszystkie wspóªczynniki ma-
cierzy lin(H(h, ε)|Ci) dla i = 1, . . . , 6, za wyj¡tkiem lin(H(h, ε)|C4)12, przyjmuj¡
jedn¡ z postaci: 1 + C |h|1−|h| , C
|h|










Natomiast lin(H(h, ε)|C4)12 mo»na przedstawi¢ w postaci C 11+|h| + D
|h|
1+|h| , gdzie
|C|, |D| < 2 < 1
ε
. Warto zaznaczy¢, »e warto±ci staªych C i D zale»¡ wyª¡cznie
od znaku liczby h, lecz nie zale»¡ od moduªu h. Zauwa»my ponadto, »e dla dowol-




∣∣∣ = ∣∣∣ |h1| − |h2|
(1− |h1|)(1− |h2|)





∣∣∣ = ∣∣∣ |h1| − |h2|
(1 + |h1|)(1 + |h2|)





∣∣∣ = ∣∣∣ |h2| − |h1|
(1− |h1|)(1− |h2|)





∣∣∣ = ∣∣∣ |h2| − |h1|
(1 + |h1|)(1 + |h2|)
∣∣∣ ¬ |h1 − h2|.
St¡d oraz z (7.12), je±li h1, h2 s¡ tego samego znaku, to dla i = 1, . . . , 6 uzyskujemy




co dowodzi (7.10) Podobnie zauwa»my, »e wszystkie wspóªczynniki macierzy
lin(H−1(h, ε)|Ĉi) dla i = 1, . . . , 6, za wyj¡tkiem lin(H(h, ε)|C4)12, s¡ staªe, postaci
1+C|h| lub C|h|, gdzie |C| < 1
ε
. Natomiast lin(H−1(h, ε)|Ĉ4)12 jest postaci C+D|h|,
gdzie |C|, |D| < 1
ε
. Podobnie jak wcze±niej, staªe C i D zale»¡ wyª¡cznie od znaku
h, ale nie zale»¡ od moduªu h. Zatem ponownie korzystaj¡c z (7.12) uzyskujemy, »e
dla i = 1, . . . , 6 mamy





o ile h1 i h2 s¡ tego samego znaku. To ko«czy dowód (7.11), a zarazem caªego
lematu. 
Na przestrzeni homeomorzmów Hom(X) dowolnej zwartej przestrzeni metrycz-















Dowód. Najpierw udowodnimy, »e




dla ka»dego x ∈ V .
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Liczby h1 i h2 s¡ tych samych znaków Zaªó»my, »e h1 i h2 s¡ liczbami
nieujemnymi oraz h1 ­ h2. Rozwa»my trójk¡t W1 z wierzchoªkami w punktach
(0, 0), y(h1, ε), y(h2, ε) oraz trójk¡t W2 z wierzchoªkami (a, 0), y(h1, ε), y(h2, ε). Za-
uwa»my, »e je»eli x ∈ V \ (W1 ∪ W2), to x ∈ Ci(h1, ε) ⇔ x ∈ Ci(h2, ε). Z tego
wynika, »e zarówno H(h1, ε), jak i H(h2, ε) dziaªaj¡ na x poprzez odwzorowania a-
niczne, których cz¦±ci liniowe maj¡ t¡ sam¡ posta¢. St¡d i z faktu, »e dla ustalonego
i = 1, . . . , 6 odwzorowania H(h1, ε)|Ci(h1,ε) oraz H(h2, ε)|Ci(h2,ε) maj¡ te same punkty
staªe, uzyskujemy
H(h1, ε)(x)−H(h2, ε)(x) = lin(H(h1, ε)|Ci(h1,ε))x− lin(H(h2, ε)|Ci(h2,ε))x,
dla ka»dego x ∈ V \ (W1 ∪W2). Zauwa»my, »e z (7.10) dla ka»dego i = 1, . . . , 6,
mamy




Z tego wynika, »e
sup
x∈V \(W1∪W2)
‖H(h1, ε)(x)−H(h2, ε)(x)‖ ¬
16
ε




Nast¦pnie, zauwa»my »e W1 = C3(h1, ε) ∩ C1(h2, ε) oraz W2 = C4(h1, ε) ∩
C2(h2, ε). Udowodnimy teraz, »e dla ka»dego x ∈ W1 ∪ W2 mamy ‖H(h1, ε)(x) −
H(h2, ε)(x)‖ ¬ 6a(h1 − h2). Przypu±¢my, »e x ∈ W1. Dowód dla x ∈ W2
jest analogiczny. Rozwa»my odcinek Ix ⊂ W1, którego ko«ce le»¡ na odcinkach[




(0, 0), y(h2, ε)
]
, taki »e x ∈ Ix oraz jest on równolegªy do od-
cinka
[
y(h1, ε), y(h2, ε)
]
. Wtedy
(7.15) |Ix| ¬ ‖y(h1, ε)− y(h2, ε)‖ = a
√
1 + ε2(h1 − h2) ¬ 2a(h1 − h2).
Zauwa»my, »e Ix dzieli odcinki
[




(0, 0), y(h2, ε)
]
w tych samych
proporcjach. Poniewa» H(h1, ε) oraz H(h2, ε) dziaªaj¡ na W1 jako odwzorowania








(0, 0), y(h2, ε)
]
= [(0, 0), (0, εa)],
otrzymujemy st¡d »e H(h1, ε)(Ix) i H(h2, ε)(Ix) s¡ odcinkami ze wspólnym ko«cem
na odcinku
[
(0, 0), (0, εa)
]
. Ponownie korzystaj¡c z faktu, »e odwzorowania anicz-





∣∣∣H(h1, ε)[y(h1, ε), y(h2, ε)]∣∣∣∣∣∣[y(h1, ε), y(h2, ε)]∣∣∣ =
∣∣∣H(h1, ε)[y(h1, ε), (εa, 0)]∣∣∣∣∣∣[y(h1, ε), (εa, 0)]∣∣∣
=













∣∣∣H(h2, ε)[y(h1, ε), y(h2, ε)]∣∣∣∣∣∣[y(h1, ε), y(h2, ε)]∣∣∣ =
∣∣∣H(h2, ε)[(0, a), y(h2, ε)]∣∣∣∣∣∣[(0, a), y(h2, ε)]∣∣∣
=




SkoroH(h1, ε)(x) ∈ H(h1, ε)(Ix) orazH(h2, ε)(x) ∈ H(h2, ε)(Ix) a tak»eH(h1, ε)(Ix)
i H(h2, ε)(Ix) maj¡ wspólny koniec, to dostajemy, »e
‖H(h1, ε)(x)−H(h2, ε)(x)‖ ¬ |H(h1, ε)(Ix)|+ |H(h2, ε)(Ix)| ¬ 3|Ix|




Wykazali±my zatem, »e gdy h1 i h2 s¡ nieujemne, to zachodzi (7.14). Przypadek, gdy
h1 i h2 s¡ niedodatnie wynika z (7.7) i z tego, »e J jest izometri¡.
Liczby h1 i h2 s¡ ró»nych znaków. Niech h0 = 0. Wtedy H(h0, ε) = Id.
U»ywaj¡c poprzedniego przypadku otrzymujemy, »e









Poniewa» h1, h2 s¡ ró»nych znaków, to liczby h0−h2 i h1−h0 s¡ tego samego znaku.
Z tego wynika, »e




Poprzez analogiczne rozumowanie jak w dowodzie (7.14) oraz zamian¦ H(hi, ε)
na H−1(hi, ε) dla i = 1, 2, korzystaj¡c z (7.11) mo»na udowodni¢, »e dla ka»dego
x ∈ V mamy równie»




Powy»sza nierówno±¢ razem z (7.14) implikuje (7.13). 
Lemat 7.5. Niech V , V1 and V2 b¦d¡ trójk¡tami zdeniowanymi jak wy»ej. Niech
0 < ε̂ < 10−8. Przypu±¢my, »e f ∈ L1(V ) speªnia
(7.17) f > κ > 0;
1
1 + ε̂






f(x)dx = Leb(V ).
Niech µf := fdx. Wtedy istnieje kawaªkami aniczny homeomorzm Hf : V → V
taki, »e
(i) (Hf )∗µf (Vi) = Leb(Vi) dla i = 1, 2;
(ii) Hf |∂V = Id|∂V ;
(iii) istnieje liczba −ε̂ < hf < ε̂ taka, »e odwzorowanie x 7→ det(DH−1f (x)) jest
staªe prawie wsz¦dzie na V1 i V2 oraz równe odpowiednio 1−hf oraz 1 +hf ;
(iv) staªe Lipschitza Hf i H
−1
f s¡ mniejsze ni»
5
4 ;
(v) odwzorowania f 7→ Hf ∈ Hom(V ) oraz f 7→ det(DH−1f ) ∈ L∞(V ) s¡
ci¡gªe, przy czym na zbiorze funkcji speªniaj¡cych (7.17) rozpatrujemy to-
pologi¦ dziedziczon¡ z L1(V ).
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Dowód. Skoro µf jest miar¡ absolutnie ci¡gª¡, to nie istniej¡ odcinki o dodat-
niej mierze µf w V . St¡d istnieje jedyna taka liczba rzeczywista −1 < hf < 1
oraz punkt y = yf =
(√
ε̂a(1 − hf ), hfa
)
taki, »e czworok¡t o wierzchoªkach
{(0, a), (0, 0), y, (a, 0)} oraz czworok¡t o wierzchoªkach {(0,−a), (0, 0), y, (a, 0)} ma-
j¡ t¡ sam¡ miar¦ µf równ¡ 12Leb(V ) (je»eli hf = 0, to oba te czworok¡ty degeneruj¡
si¦ do trójk¡tów).
Rozwa»my trójk¡ty Ci = C
f
i := Ci(hf ,
√
ε̂) dla i = 1, . . . , 6. Z denicji hf mamy



























⇒ |hf | < ε̂.
Zaªó»my teraz, »e f < 11−ε̂ . Wtedy
1
2



















⇒ |hf | < ε̂.
Denicja Hf . Zdeniujmy odwzorowanie Hf := H(hf ,
√
ε̂), b¦d¡ce kawaªkami
anicznym homeomorzmem na V . Zauwa»my, »e z (7.4) mamy Hf |∂V = Id|∂V .
Ponadto, je±li hf ­ 0, to
(Hf )∗µf (V1) = µf (C1 ∪ C2) =
1
2
Leb(V ) = Leb(V1)
oraz
(Hf )∗µf (V2) = µf (C3 ∪ C4 ∪ C5 ∪ C6) =
1
2
Leb(V ) = Leb(V2),
natomiast, gdy hf ¬ 0, to
(Hf )∗µf (V1) = µf (C3 ∪ C4 ∪ C5 ∪ C6) =
1
2
Leb(V ) = Leb(V2)
oraz
(Hf )∗µf (V2) = µf (C1 ∪ C2) =
1
2
Leb(V ) = Leb(V1).
St¡d Hf speªnia (i) i (ii).


































1 + |hf |
¬ 1.
(7.21)
Zauwa»my, »e V1 = Ĉ1 ∪ Ĉ2 i V2 = Ĉ3 ∪ Ĉ4 ∪ Ĉ5 ∪ Ĉ6 dla hf ­ 0 oraz V1 =
Ĉ3 ∪ Ĉ4 ∪ Ĉ5 ∪ Ĉ6 i V2 = Ĉ1 ∪ Ĉ2 dla hf ¬ 0. St¡d na podstawie (7.20) i (7.21)
otrzymujemy
(7.22) det(D(H−1f )) = 1− hf na V1 oraz det(D(H−1f )) = 1 + hf na V2.
St¡d Hf speªnia (iii).
Norma cz¦±ci liniowej. Udowodnimy teraz, »e ‖lin(Hf )|Ĉi)‖ <
5
4 dla i =






, gdzie |b|, |c|, |d|, |e| < 3
√
ε̂. Ponadto z (7.20) oraz (7.21), a
tak»e z (7.18) i (7.19) mamy, »e
| det(lin(Hf )|Ci)| ­
1




dla i = 1, . . . , 6.



































































W ten sam sposób dowodzimy, »e ‖lin(Hf )−1|Ĉi)‖ <
5
4 . St¡d Hf speªnia (iv).
Ci¡gªo±¢ odwzorowania f → hf . Przypu±¢my, »e f, g ∈ L1(V ) speªniaj¡
(7.17). Z lematu 7.4 wiemy, »e





(7.25) |hf − hg| ¬ C‖f − g‖L1 ,
dla pewnej staªej C > 0.
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Przypadek, gdy hf i hg s¡ tego samego znaku. Przypu±¢my, »e hf ­ hg ­ 0


















































Zatem (7.25) jest speªnione dla C = 2
aκ
.



































































To dowodzi (7.25), równie» dla staªej C = 2
aκ
.
Poprzez u»ycie (7.24) i (7.25), otrzymujemy
dHom(Hf , Hg) ¬
32a√
ε̂
|hf − hg| <
32a√
ε̂
C‖f − g‖L1 .
To dowodzi ci¡gªo±ci f 7→ Hf .
Na podstawie (7.22), ci¡gªo±¢ odwzorowania f 7→ hf poci¡ga za sob¡ równie» ci¡-
gªo±¢ odwzorowania f 7→ det(DH−1f ) ∈ L∞(V ). St¡d warunek (v) jest udowodniony,
co ko«czy dowód lematu. 
Niech (X,µ) b¦dzie standardow¡ probabilistyczn¡ przestrzeni¡ mierzaln¡. Dla
0 < s1 < s2 zdeniujmy W(X, s1, s2) ⊂ L1(X,µ) w nast¦puj¡cy sposób:
(7.26) W(X, s1, s2) := {f ∈ L1(X); s1 < f < s2}.
Zbiory powy»szej postaci b¦dziemy traktowa¢ jako przestrzenie metryczne z metryk¡
indukowan¡ z L1(X,µ).
Niech V b¦dzie trójk¡tem o wierzchoªkach w punktach (0,−a), (0, a), (a, 0).
Lemat 7.6. Niech H : W(V, s1, s2) → Hom(V ) b¦dzie odwzorowaniem ci¡gªym
takim, »e istnieje ` > 0, dla którego homeomorzm H(f)−1 jest lipschitzowski ze
staª¡ ` dla ka»dego f ∈ W(V, s1, s2) . Wtedy odwzorowanie
W(V, s1, s2) 3 f 7→ f ◦H(f) ∈ L1(V )
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jest ci¡gªe.
Dowód. We¹my f ∈ W(V, s1, s2) oraz ε > 0. Niech fε : V → R b¦dzie jed-
nostajnie ci¡gª¡ funkcj¡ tak¡, »e ‖fε − f‖L1 < ε. Niech 0 < δ < ε b¦dzie takie,
»e
(7.27) ‖x− y‖ < δ ⇒ |fε(x)− fε(y)| < ε.
Rozwa»my 0 < δ′ < ε takie, »e dla ka»dego g ∈ W(V, s1, s2) mamy
(7.28) ‖f − g‖L1 < δ′ ⇒ dHom(H(f), H(g)) < δ.
Rozwa»my dowoln¡ funkcj¦ g ∈ W(V, s1, s2) tak¡, »e ‖f − g‖L1 < δ′. Skoro
H(g)−1 jest lipschitzowskie ze staª¡ `, to H(g)∗Leb jest miar¡ absolutnie ci¡gª¡
z g¦sto±ci¡ ograniczon¡ przez `2. St¡d, dla ka»dego h ∈ L1(V ) mamy






`2|h(x)|dx = `2‖h‖L1 .
Zatem
(7.30) ‖f ◦H(f)−g ◦H(g)‖L1 ¬ ‖f ◦H(f)−f ◦H(g)‖L1 +‖f ◦H(g)−g ◦H(g)‖L1 ,
oraz z (7.29) mamy
(7.31) ‖f ◦H(g)− g ◦H(g)‖L1 ¬ `2‖f − g‖L1 .
Ponadto
‖f ◦H(f)− f ◦H(g)‖L1 ¬‖f ◦H(f)− fε ◦H(f)‖L1 + ‖fε ◦H(f)− fε ◦H(g)‖L1
+ ‖fε ◦H(g)− f ◦H(g)‖L1
¬2`2‖f − fε‖L1 + ‖fε ◦H(f)− fε ◦H(g)‖L1 ,
(7.32)
gdzie ostatnia nierówno±¢ wynika z (7.29). Z (7.28) oraz (7.27) otrzymujemy
(7.33) ‖fε ◦H(f)− fε ◦H(g)‖L1 < ε.
Podsumowuj¡c, z (7.30), (7.31), (7.32) oraz (7.33) otrzymujemy
‖f ◦H(f)− g ◦H(g)‖L1 ¬ `2‖f − g‖L1 + 2`2‖f − fε‖L1 + ε ¬ (3`2 + 1)ε,
co dowodzi tezy. 
Uwaga 7.7. Analogiczny rezultat jak w lemacie 7.6 otrzymujemy, je»eli zast¡-
pimy V przez dowoln¡ 2-wymiarow¡ powierzchni¦ riemannowsk¡ M .
Lemat 7.8. Niech 0 < ε̂ < 10−8. Wtedy dla ka»dej f ∈ W(V, 11+ε̂ ,
1
1−ε̂) takiej, »e∫
V fdx = Leb(V ) i µf := fdx istnieje homeomorzm Hf : V → V taki, »e
(i) (Hf )∗µf = Leb;
(ii) Hf |∂V = Id|∂V ;
(iii) odwzorowanie W (V, 11+ε̂ ,
1
1−ε̂) 3 f 7→ Hf ∈ Hom(V ) jest ci¡gªe.
Dowód. Zaªó»my, »e f ∈ W(V, 11+ε̂ ,
1





wy V b¦d¡ce równoramiennymi prostok¡tnymi trójk¡tami takimi, »e diam(V 11 ) =
diam(V 12 ) =
√
2a. Post¦puj¡c indukcyjnie, dla n ∈ N zdeniujmy rodzin¦ {V ni }2
n
i=1
równoramiennych prostok¡tnych trójk¡tów dziel¡cych V takich, »e V ni = V
n+1
2i−1 ∪
V n+12i dla i = 1, . . . , 2
n. Wówczas






ROZDZIA 7. MIARY NA POWIERZCHNIACH
Homeomorzm Hf skonstruujemy indukcyjnie jako granic¦ odwzorowa« kawaª-
kami anicznych.
W pierwszym kroku, u»ywaj¡c lematu 7.5, otrzymujemy kawaªkami aniczny
homeomorzm H1f : V → V taki, »e
(7.35) (H1f )∗µf (V
1







Leb(V ) oraz H1f |∂V = Id|∂V .
Ponadto wyznacznik det(D(H1f )




1− ε̂ < det(D(H1f )−1) < 1 + ε̂.
Co wi¦cej
(7.36) H1f oraz (H
1
f )

















) 3 f 7→ det(D(H1f )−1) ∈ L∞(V ) s¡ ci¡gªe.
(7.37)
Przypu±¢my teraz, »e dla pewnego n ∈ N skonstruowali±my kawaªkami aniczne
homeomorzmy Hjf : V → V dla j = 1, . . . , n takie, »e dla ka»dego i = 1, . . . , 2n
mamy
(7.38)
(Hnf ◦. . .◦H1f )∗µf (V ni ) =
1
2n
Leb(V ) = Leb(V ni ) oraz H
j
f |∂V = Id|∂V dla j = 1, . . . , n.
Ponadto zaªó»my, »e
dla ka»dego i = 1, . . . , 2n wyznacznik det(D(Hnf ◦ . . . ◦H1f )−1)
jest staªy prawie wsz¦dzie na trójk¡cie V ni
(7.39)
i jest na tym»e trójk¡cie równy
(7.40) (1− ε̂)n < dni < (1 + ε̂)n,




skie ze staª¡ 54 . Przy powy»szych zaªo»eniach miara (H
n
f ◦ . . .◦H1f )∗µf jest absolutnie
ci¡gªa, a jej g¦sto±¢ fn : V → R>0 speªnia





fn(x)dx = (Hnf ◦ . . . ◦H1f )∗µf (V ni ) = Leb(V ni )








Niech 1 ¬ i ¬ 2n. Przypomnijmy, »e 11+ε̂ < f <
1
1−ε̂ . St¡d, je»eli d
n







dla ka»dego x ∈ V ni ,
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dla ka»dego x ∈ V ni .
St¡d, z (7.41) oraz z (7.42) wynika, »e fn : V ni → R>0 jest dodatni¡ g¦sto±ci¡
speªniaj¡c¡ (7.17). St¡d dla dowolnego 1 ¬ i ¬ 2n mo»emy zastosowa¢ lemat 7.5 do
trójk¡ta V ni i g¦sto±ci fn : V
n
i → R>0, otrzymuj¡c w ten sposób kawaªkami aniczny
homeomorzm Hn+1,if : V
n
i → V ni taki, »e
(7.43)













(7.44) Hn+1,if |∂V ni = Id|∂V ni ,
(7.45) Hn+1,if oraz (H
n+1,i
f )





−1) jest staªy prawie wsz¦dzie na V n+12i−1 i V
n+1
2i
oraz 1− ε̂ < detD((Hn+1,if )−1) < 1 + ε̂
(7.46)
oraz




Nast¦pnie zdeniujmy kawaªkami aniczny homeomorzm Hn+1f : V → V dany
przez
Hn+1f (x) := H
n+1,i




i ) = V
n
i dla dowolnego 1 ¬ i ¬ 2n
oraz, na podstawie (7.44), mamy
(7.49) Hn+1f |∂V = Id|∂V .
Ponadto z (7.43), dla dowolnego i = 1, . . . , 2n+1 mamy
(7.50)
(Hn+1f ◦ . . . ◦H1f )∗µf (V n+1i ) = (Hn+1f )∗µfn(V n+1i ) =
1
2n+1
Leb(V ) = Leb(V n+1i ).
Co wi¦cej, z (7.45) oraz z (7.48) wynika, »e
(7.51) Hn+1f oraz (H
n+1
f )




Na podstawie (7.46), det(D(Hn+1f )
−1) jest staªy prawie wsz¦dzie na ka»dym trójk¡cie
V n+1j dla j = 1, . . . , 2
n+1, a zatem z (7.39) det(D(Hn+1f ◦ . . . ◦ H1f )−1) równie» jest
staªy na ka»dym trójk¡cie V n+1j dla j = 1, . . . , 2
n+1. Dodatkowo, z (7.40) oraz (7.46)
wynika, »e
(7.52) (1− ε̂)n+1 < det(D(Hn+1f ◦ . . . ◦H1f )−1) < (1 + ε̂)n+1.
Warto tak»e zaznaczy¢, »e z (7.47) mamy, »e
(7.53) odwzorowania fn 7→ Hn+1f oraz fn 7→ det(D(Hn+1f ◦ . . . ◦H1f )−1) s¡ ci¡gªe.
Skonstruowali±my zatem kawaªkami aniczny homeomorzm Hn+1f speªniaj¡cy
(7.50), (7.49) oraz (7.52), co ko«czy krok indukcyjny konstrukcji homeomorzmów.
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Poka»emy teraz, »e
(7.54) Hf (x) := lim
n→∞
Hnf ◦ . . . ◦H1f (x)
istnieje i zadaje homeomorzm Hf : V → V . Najpierw zauwa»my, »e z (7.48) wynika
(7.55) Hmf (V
n
i ) = V
n
i dla i = 1, . . . , 2
n oraz m > n.
Ponadto z (7.34) otrzymujemy, »e
(7.56) max
i=1,...,2n
diam(V ni )→ 0, gdy n→∞.
To implikuje, »e {Hnf ◦ . . . ◦ H1f}n∈N jest ci¡giem Cauchy'ego. Rzeczywi±cie,
dla ka»dego ε > 0 na podstawie (7.56) mo»emy wybra¢ N ∈ N takie, »e
maxi=1,...,2N diam(V Ni ) < ε. Co wi¦cej, z (7.55) dla wszystkich m,n ­ N mamy
Hnf ◦ . . . ◦H1f (x) ∈ V Ni ⇐⇒ Hmf ◦ . . . ◦H1f (x) ∈ V Ni .
St¡d dla ka»dych m,n ­ N oraz dla wszystkich x ∈ V zachodzi
‖Hnf ◦ . . . ◦H1f (x)−Hmf ◦ . . . ◦H1f (x)‖ < ε,
a zatem {Hnf ◦ . . . ◦ H1f}n∈N jest ci¡giem Cauchy'ego. Z tego wynika, »e odwzoro-
wanie Hf : V → V dane przez (7.54) jest dobrze deniowane a zbie»no±¢ w (7.54)
jest jednostajna. To implikuje, »e Hf jest ci¡gªe. Skoro z (7.35) oraz (7.49) mamy
Hnf |∂V = Id|∂V dla wszystkich n ∈ N, to mamy równie», »e Hf |∂V = Id|∂V , a zatem
Hf speªnia warunek (ii).
Dla dowolnych liczb n ∈ N oraz i = 1, . . . , 2n niechW ni := (Hnf ◦ . . .◦H1f )−1(V ni ).
Z (7.55) mamy
(7.57) W ni = (H
m
f ◦ . . . ◦H1f )−1(V ni ) dla m ­ n.
Z tego wynika, »e dla dowolnego x ∈ V oraz m,n ­ N mamy
(7.58) (Hnf ◦ . . . ◦H1f )−1(x) ∈ WNi ⇐⇒ x ∈ V Ni ⇐⇒ (Hmf ◦ . . . ◦H1f )−1(x) ∈ WNi .
Z (7.36) oraz z (7.51) mamy, »e (Hnf )
−1 jest homeomorzmem lipschitzowskim ze
staª¡ Lipschitza równ¡ 54 . Zatem z (7.34) mamy














diam(W ni )→ 0 dla n→∞.
U»ywaj¡c (7.59) i (7.58) oraz powtarzaj¡c te same argumenty co dla Hf poprzez
zast¡pienie V ni przez W
n
i , otrzymujemy, »e odwzorowanie Gf : V → V dane przez
Gf (x) := lim
n→∞
(Hnf ◦ . . . ◦H1f )−1(x)
jest poprawnie zdeniowane i ci¡gªe. Poka»emy teraz, »e Hf ◦Gf = Id oraz Gf ◦Hf =
Id. Zauwa»my najpierw, »e ze wzgl¦du na (7.57) oraz zwarto±¢ V ni i W
n
i , mamy
(7.60) Hf (W ni ) = V
n
i i Gf (V
n
i ) = W
n
i dla ka»dego n ∈ N oraz i = 1, . . . , 2n.
Zatem Hf ◦Gf (V ni ) = V ni i Gf ◦Hf (W ni ) = W ni dla ka»dego n ∈ N oraz i = 1, . . . , 2n.
St¡d, dla ka»dego x ∈ V mamy
‖Hf (Gf (x))− x‖ ¬ max
i=1,...,2N
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Z powy»szego oraz z (7.56) i (7.59) otrzymujemy, »e Hf ◦Gf = Id i Gf ◦ Hf = Id.
Innymi sªowy, Hf jest homeomorzmem.
Zauwa»my, »e rodzina zbiorów {V ni ;n ∈ N, i = 1, . . . , 2n} generuje σ-algebr¦
borelowsk¡ na V. Jako, »e z (7.60) oraz (7.57) dla dowolnych n ∈ N oraz i = 1, . . . , 2n
mamy




f ◦ . . . ◦H1f )−1(V ni ),
to z (7.35) oraz (7.50) dla dowolnych n ∈ N oraz i = 1, . . . , 2n uzyskujemy
(Hf )∗µf (V ni ) = (H
n
f ◦ . . . ◦H1f )∗µf (V ni ) = Leb(V ni ).
St¡d (Hf )∗µf = Leb, czyli Hf speªnia warunek (i).
Aby zako«czy¢ dowód, poka»emy teraz, »e Hf zale»y w sposób ci¡gªy od f .
Ustalmy ε > 0 i wybierzmy m ∈ N takie, »e 2(5/4
√
2)m < ε/3. Niech f : V → R>0
































(7.62) dHom(Hf , Hmf ◦ . . . ◦H1f ) <
ε
3
dla ka»dego f ∈ W(V, 11+ε̂ ,
1
1−ε̂).
Aby wykaza¢ ci¡gªo±¢ odwzorowania f 7→ Hmf ◦ . . . ◦H1f posªu»ymy si¦ indukcj¡
matematyczn¡. Z (7.37), odwzorowania f 7→ H1f ∈ Hom(V ) i f 7→ detD(H1f )−1 ∈
L∞(V ) s¡ ci¡gªe. Przypu±¢my teraz, »e dla pewnego k ∈ N odwzorowania
(7.63) f 7→ Hkf ◦ . . . ◦H1f ∈ Hom(V ) i f 7→ detD(Hkf ◦ . . . ◦H1f )−1 ∈ L∞(V )
s¡ ci¡gªe. Dowiedziemy teraz, »e
f 7→ Hk+1f ◦ . . . ◦H1f i f 7→ detD(Hk+1f ◦ . . . ◦H1f )−1
równie» s¡ ci¡gªe. Poniewa» z (7.36) i (7.51) dla ka»dego i = 1, . . . , k, odwzorowania
H if i (H
i
f )
−1 s¡ lipschitzowskimi homeomorzmami ze staª¡ 54 , to
(7.64) Hkf ◦ . . . ◦H1f oraz (Hkf ◦ . . . ◦H1f )−1 s¡ lipschitzowskie ze staª¡ (54)
k.
Ponadto z (7.42) mamy
fk = detD(Hkf ◦ . . . ◦H1f )−1 ·
(







Z (7.53) otrzymujemy, »e Hk+1f zale»y w sposób ci¡gªy od fk. Ze wzgl¦du na (7.63)
i (7.64), z lematu 7.6 wynika, »e f 7→ f◦(Hkf ◦. . .◦H1f )−1 ∈ L1(V ) jest odwzorowaniem
ci¡gªym. Razem z (7.63) to daje ci¡gªo±¢ odwzorowania
f 7→ fk = f ◦ (Hkf ◦ . . . ◦H1f )−1 · detD(Hkf ◦ . . . ◦H1f )−1 ∈ L1(V ).
Z tego wynika, »e Hk+1f zale»y w sposób ci¡gªy od f .
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Ponownie korzystaj¡c z faktu, »e dla ka»dego i = 1, . . . , k + 1 odwzorowania
H if i (H
i
f )
−1 s¡ lipschitzowskie ze staª¡ 54 , dla ka»dego x ∈ V oraz dla dowolnych
f, g ∈ W(V, 11+ε̂ ,
1
1−ε̂) otrzymujemy
‖Hk+1f (Hkf ◦ . . . ◦H1f (x))−Hk+1g (Hkg ◦ . . . ◦H1g (x))‖
¬ ‖Hk+1f (Hkf ◦ . . . ◦H1f (x))−Hk+1g (Hkf ◦ . . . ◦H1f (x))‖
+ ‖Hk+1g (Hkf ◦ . . . ◦H1f (x))−Hk+1g (Hkg ◦ . . . ◦H1g (x))‖
¬ dHom(Hk+1f , Hk+1g ) +
5
4
dHom(Hkf ◦ . . . ◦H1f , Hkg ◦ . . . ◦H1g )
oraz analogicznie







g ) + dHom(H
k
f ◦ . . . ◦H1f , Hkg ◦ . . . ◦H1g ).
To dowodzi ci¡gªej zale»no±ci Hk+1f ◦ . . . ◦ H1f od f . Skoro H if s¡ kawaªkami ani-
nicznymi homeomorzmami, to
(7.65) D(Hk+1f ◦ . . . ◦H1f )−1 = D(Hk+1f )−1D(Hkf ◦ . . . ◦H1f )−1 prawie wsz¦dzie.
Z (7.53), odwzorowanie fk 7→ detD(Hk+1f )−1 ∈ L∞(V ) jest ci¡gªe. Z tego, »e od-
wzorowanie f 7→ fk ∈ L1(V ) jest ci¡gªe, wynika »e f 7→ detD(Hk+1f )−1 ∈ L∞(V )
równie» jest ci¡gªe. St¡d, z (7.63) oraz z (7.65), otrzymujemy ci¡gªo±¢ odwzorowania
f 7→ detD(Hk+1f ◦ . . . ◦H1f )−1 ∈ L∞(V ),
co ko«czy rozumowanie indukcyjne, tzn. odwzorowania dane w (7.63) s¡ ci¡gªe dla
ka»dego k ∈ N.
Ustalmy dowoln¡ funkcj¦ f ∈ W(V, 11+ε̂ ,
1
1−ε̂). Wtedy istnieje δ > 0 taka, »e dla
ka»dego g ∈ W(V, 11+ε̂ ,
1
1−ε̂) speªniaj¡cego ‖f − g‖L1 < δ mamy




Razem z (7.62) to daje
dHom(Hf ,Hg) < ε,
co ko«czy dowód ci¡gªo±ci odwzorowania f 7→ Hf , a wi¦c warunku (iii). 
Uwaga 7.9. Zauwa»my, »e teza powy»szego lematu jest prawdziwa dla dowolne-
go trójk¡ta na pªaszczy¹nie, gdy» ka»de dwa trójk¡ty s¡ sprze»one poprzez odwzo-
rowanie aniczne (cho¢ ε̂ mo»e si¦ zmienia¢).
Poni»sze twierdzenie jest gªównym rezultatem tego rozdziaªu.
Twierdzenie 7.10. Niech (M,Σ, ζ) b¦dzie powierzchni¡ translacyjn¡. Wtedy
istnieje εζ = ε > 0 takie, »e dla wszystkich






istnieje homeomorzm Hf : (M,Σ) → (M,Σ) taki, »e (Hf )∗µf = λζ, gdzie µf =
fλζ. Co wi¦cej, odwzorowanie
W(M, 11+ε ,
1
1−ε) 3 f 7→ Hf ∈ Hom(M)
jest ci¡gªe.
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Rysunek 2. Triangulacja M i wybór maªych trójk¡tów.
Dowód. Na (M,Σ) rozwa»my triangulacj¦ zªo»on¡ z m + 1 trójk¡tów tak¡, »e
ka»dy punkt z Σ jest jednym z jej wierzchoªków. Ze spójno±ciM , istnieje uporz¡dko-
wanie {Ui : 0 ¬ i ¬ m} trójk¡tów tej triangulacji takie, »e dla ka»dego i = 1, . . . ,m
trójk¡t Ui ma wspóln¡ kraw¦d¹ z Uk(i) dla pewnego 0 ¬ k(i) < i. Rzeczywi±cie,
wybierzmy jakikolwiek trójk¡t z triangulacji jako U0. Nast¦pnie wybierzmy dowolny
s¡siaduj¡cy z U0 trójk¡t jako U1 i niech k(1) = 0. Przypu±¢my teraz, »e dla pewnego
1 ¬ l ¬ m wybrali±my trójk¡ty {Ui : 0 ¬ i ¬ l} takie, »e k(i) < i dla 1 ¬ i ¬ l.
Je»eli l = m to ko«czymy procedur¦. Je»eli l < m to wybierzmy jako Ul+1 dowolny
trójk¡t posiadaj¡cy wspóln¡ kraw¦d¹ z
⋃l
i=0 Ui. Ze spójno±ci, ten trójk¡t istnieje.
Niech tak»e 0 ¬ k(l + 1) ¬ l b¦dzie dowolne takie, »e Ul+1 ma wspóln¡ kraw¦d¹
z Uk(l+1).
Dla ka»dego i = 1, . . . ,m rozwa»my maªy równoramienny trójk¡t prostok¡tny
Wi ⊂ Ui ∪ Uk(i) taki, »e jego najkrótsza wysoko±¢ le»y na wspólnej kraw¦dzi Ui
i Uk(i) oraz Wi ∩ Wj = ∅ je»eli i 6= j. Ponadto zakªadamy, »e ka»dy z trójk¡tów
Wi ma taki sam rozmiar i wybierzmy tak¡ lokaln¡ parametryzacj¦ wokóª Wi, »e
Wi ma wierzchoªki w punktach (0,−a), (0, a) i (a, 0) oraz (0,−a) ∈ Ui dla ka»dego
i = 1, . . . ,m.
Niech B = [bij]i,j∈{1,...,m} b¦dzie macierz¡ dan¡ wzorem
bij =

1 je»eli i = j;
−1 je»eli i = k(j);
0 w p. w.
Zauwa»my, »e B jest macierz¡ trójk¡tn¡, a wi¦c z racji, »e na przek¡tnej posiada
same jedynki, jest macierz¡ odwracaln¡. Dla ka»dej dodatniej funkcji f ∈ W(M, 0, 2)
oznaczmy przez v(f) ∈ Rm rozwi¡zanie poni»szego ukªadu równa« liniowych
(7.67) Bv(f) = [λζ(Ui)− µf (Ui)]i=1,...m.
Wtedy W(M, 0, 2) 3 f 7→ v(f) ∈ Rm jest odwzorowaniem ci¡gªym oraz v(1) = 0.
Niech 0 < ε̂ < 10−8. Z ci¡gªo±ci odwzorowania f 7→ v(f), mo»emy wybra¢ 0 < ε < ε̂3
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dla ka»dego f speªniaj¡cego (7.66).
Niech f speªnia (7.66). Skonstruujemy teraz dla ka»dego i = 1, . . . ,m kawaªkami
aniczne homeomorzm Gif : Wi → Wi taki, »e Gif zale»y w sposób ci¡gªy od f ,




−1(x)) < 1 +
ε̂
3
prawie wsz¦dzie na Wi.
Wówczas rozwa»my homeomorzm Gf : M →M dany przez
Gf (x) =




< det(D(Gf )−1(x)) < 1 +
ε̂
3
prawie wsz¦dzie na M.
Ponadto Gif b¦dziemy konstruowa¢ w taki sposób, »e
(7.71) (Gf )∗µf (Uj) = λζ(Uj) dla wszystkich 0 ¬ j ¬ m.
Do skonstruowania homeomorzmów Gif u»yjemy konstrukcji i oznacze« poprze-
dzaj¡cych lemat 7.5. Zauwa»my najpierw, »e dla ka»dego i = 1, . . . ,m mo»emy
wybra¢ −1 < hif < 1 takie, »e czworok¡t Qif ⊂ Wi z wierzchoªkami w punktach
(0, 0)(0,−a), (a, 0) i yif := (
√
ε̂a(1− |hif |), hifa) ma miar¦
(7.72) µf (Qif ) = µf (Wi ∩ Ui) + vi(f).
Rzeczywi±cie, poniewa» 11+ε < f , to
µf (Wi ∩ Ui) ­
1
1 + ε








µf (Wi ∩ Uk(i)) > |vi(f)|.
St¡d
0 < µf (Wi ∩ Ui) + vi(f) < µf (Wi),
co, razem z absolutn¡ ci¡gªo±ci¡ µf , implikuje istnienie −1 < hif < 1 dla i =
1, . . . ,m.
Oszacujemy teraz |hif |. Skoro |vi(f)| jest miar¡ µf trójk¡ta o wierzchoªkach







St¡d z (7.68) otrzymujemy, »e
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Niech Gif : Wi → Wi b¦dzie dane przez Gif := H(hif ,
√
ε̂) dla i = 1, . . . ,m tak
jak w (7.3). Poniewa» (Gif )
−1(Wi ∩ Ui) = Qif , to z (7.72) otrzymujemy
(Gf )∗µf (Wi ∩ Ui) = µf (Qif ) = µf (Wi ∩ Ui) + vi(f).
W ten sam sposób otrzymujemy
(Gf )∗µf (Wi ∩ Uk(i)) = µf (Wi \Qif )
= µf (Wi)−
(
µf (Wi ∩ Ui) + vi(f)
)
= µf (Wi ∩ Uk(i))− vi(f).
Z denicji vi(f) i z faktu, »e Wi i Wj s¡ rozª¡czne dla i 6= j, otrzymujemy
(Gf )∗(µf )(Ui) = (Gf )∗(µf )
(





+ (Gf )∗(µf )(Wi ∩ Ui) +
∑
j;k(j)=i
(Gf )∗(µf )(Wj ∩ Ui)












µf (Wj ∩ Ui)− vj(f)
)
= µf (Ui) + vi(f)−
∑
j;k(j)=i
vj(f) = µf (Ui) + (Bv(f))i = λζ(Ui)
dla i = 1, . . . ,m. Z (7.66) dostajemy tak»e
(Gf )∗(µf )(M) = µf (M) = λζ(M),
a zatem
(Gf )∗(µf )(U0) = λζ(U0).
St¡d warunek (7.71) jest speªniony. Ponadto (7.73) razem z (7.8) i (7.9) implikuj¡
(7.69).
Musimy jeszcze udowodni¢, »e Gif zale»y w sposób ci¡gªy od f . Z lematu 7.4
wystarczy udowodni¢, »e hif zale»y w sposób ci¡gªy od f .
Rozwa»my f speªniaj¡ce (7.66) i niech δ > 0. Skoro v(g) zale»y w sposób ci¡gªy
od g, to istnieje 0 < δ′ ¬ δ taka, »e
‖f − g‖L1 < δ′ =⇒ max
i=1,...,m
|vi(f)− vi(g)| < δ.
Oszacujemy teraz ró»nic¦ miar Lebesgue'a czworok¡tów Qif oraz Q
i
g danych przez
wierzchoªki (0, 0), (0,−a), (a, 0), yif oraz przez (0, 0), (0,−a), (a, 0), yig. Korzystaj¡c
z tego, »e f > 11+ε a tak»e z (7.72) uzyskujemy
a2|hif − hig|
2
= |Leb(Qif )− Leb(Qig)| = Leb(Qif 4Qig) ¬ (1 + ε)µf (Qif 4Qig)
= (1 + ε)|µf (Qif )− µf (Qig)| ¬ (1 + ε)
(
|µf (Qif )− µg(Qig)|+ |µg(Qig)− µf (Qig)|
)
¬ (1 + ε)
(





¬ (1 + ε)
(





¬ (1 + ε)
( ∫
Wi∩Ui
|f − g|dλζ + δ +
∫
Wi
|f − g|dλζ |
)
¬ (1 + ε)(2‖f − g‖L1 + δ).
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St¡d dla ka»dego g speªniaj¡cego (7.66) oraz takiego, »e ‖f−g‖L1 < δ′, otrzymujemy,
»e dla ka»dego i = 1, . . . ,m zachodzi
max
i=1,...,m






odwzorowanie W(M, 11+ε ,
1
1−ε) 3 f 7→ h
i
f ∈ R jest ci¡gªe dla ka»dego i = 1, . . . ,m.
Podsumowuj¡c, uzyskali±my, »e homeomorzm Gif jest zale»ny w sposób ci¡gªy
od f dla ka»dego i = 1, . . . ,m, a zatem z denicji Gf mamy równie», »e
(7.75) odwzorowanie W(M, 11+ε ,
1
1−ε) 3 f 7→ Gf ∈ Hom(V ) jest ci¡gªe.
Co wi¦cej, ze wzgl¦du na (7.8) i (7.9) oraz (7.74) mamy tak»e, »e
(7.76) odwzorowanie W(M, 11+ε ,
1
1−ε) 3 f 7→ det(DG
−1
f ) ∈ L∞(M) jest ci¡gªe.
Warto tak»e zaznaczy¢, »e ze wzgl¦du na posta¢ macierzy danych przez uwag¦ 7.2
oraz to, »e ich wspóªczynniki s¡ ograniczone przez 4, istnieje staªa ` > 0, niezale»na
od funkcji f speªniaj¡cych (7.66) taka, »e
(7.77) Gf jest odwzorowaniem lipschitzowskim ze staª¡ `.
Skonstruowali±my homeomorzm Gf : M → M taki, »e miary (Gf )∗µf oraz λζ
na trójk¡tach Ui przyjmuj¡ identyczne warto±ci dla i = 0, . . . ,m. U»ywaj¡c lematu
(7.8) b¦dziemy teraz konstruowa¢ homeomorzmy wewn¡trz trójk¡tów Ui tak, aby
dla ka»dego i = 0, . . . ,m obraz miary (Gf )∗µf |Ui byª równy λζ |Ui .
Poniewa» f speªnia (7.66) i ε < ε̂3 , to korzystaj¡c z (7.70) otrzymujemy, »e














Ponadto, z (7.71) mamy∫
Ui
f̂dλζ = (Gf )∗µf (Ui) = λζ(Ui) dla ka»dego i = 0, . . . ,m.
Zatem, na ka»dym trójk¡cie Ui g¦sto±¢ f̂ speªnia zaªo»enia lematu 7.8. Korzystaj¡c
z lematu 7.8, dla ka»dego i = 0, . . . ,m otrzymujemy homeomorzm Hi
f̂




)∗(Gf )∗µf |Ui = (Hif̂ )∗µf̂ |Ui = λζ |Ui ,
a ponadto Hi
f̂
|∂Ui = Id. Zatem mo»emy zdeniowa¢ homeomorzm Hf̂ : M → M
taki, »e
Hf̂ (x) := H
i
f̂
(x) je±li x ∈ Ui.
Wtedy (Hf̂ ◦ Gf )∗µf = (Hf̂ )∗((Gf )∗µf ) = λζ . Niech
Hf := Hf̂ ◦ Gf ∈ Hom(M).
Z powy»szego mamy
(7.78) (Hf )∗µf = λζ .
Aby zako«czy¢ dowód twierdzenia, musimy jeszcze udowodni¢, »e odwzorowanie
f 7→ Hf jest ci¡gªe.
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Z lematu 7.8 Hi
f̂
zale»y w sposób ci¡gªy od f̂ , a st¡d odwzorowanie f̂ 7→ Hf̂ jest
ci¡gªe. Ponadto z (7.76) mamy, »e przeksztaªcenie f 7→ det(DG−1f ) ∈ L∞(M) jest
ci¡gªe, a z (7.77), »e homeomorzm Gf : M → M jest lipschitzowski z pewn¡ staª¡
` > 0, niezale»n¡ od f . Jako, »e zachodzi (7.75), to z lematu 7.6 i uwagi 7.7 wynika,
»e odwzorowanie f 7→ f ◦ G−1f jest ci¡gªe. St¡d przeksztaªcenie
W(M, 11+ε ,
1
1−ε) 3 f 7→ f̂ = (f ◦ G
−1
f ) · detD(G−1f ) ∈ W(M, 11+ε̂ ,
1
1−ε̂)
jest ci¡gªe, co z kolei razem z faktem, »e odwzorowanie f̂ 7→ Hf̂ równie» jest ci¡gªe
implikuje, »e
(7.79) odwzorowanie W(M, 11+ε ,
1
1−ε) 3 f 7→ Hf̂ ∈ Hom(M) jest ci¡gªe.
Poka»emy teraz, »e f 7→ Hf jest odwzorowaniem ci¡gªym. Rozwa»my zatem
dowolne f speªniaj¡ce (7.66). Poniewa» Hf̂ : M → M jest jednostajnie ci¡gªe (ze
wzgl¦du na zwarto±¢ M), dla ka»dego ε > 0 mo»emy znale¹¢ δ > 0 tak¡, »e
dM(x, y) < δ ⇒
(








Niech δ′ > 0 b¦dzie takie, »e dla ka»dej funkcji g ∈ L1(M,λζ) speªniaj¡cej (7.66)
oraz ‖f − g‖L1 < δ′ zachodzi dHom(Hf̂ , Hĝ) < ε oraz dHom(Gf ,Gg) < δ. Taka liczba
δ′ istnieje ze wzgl¦du na (7.75) oraz (7.79). Wtedy dla ka»dego x ∈ M i dla ka»dej
funkcji g speªniaj¡cej (7.66) takiej, »e ‖f − g‖ < δ′, otrzymujemy
dM(Hf̂ ◦ Gf (x), Hĝ ◦ Gg(x))
¬ dM(Hf̂ ◦ Gf (x), Hf̂ ◦ Gg(x)) + dM(Hf̂ ◦ Gg(x), Hĝ ◦ Gg(x)) < 2ε.
Analogicznie
dHom((Hf̂ ◦ Gf )
−1(x), (Hĝ ◦ Gg)−1(x)) < 2ε.





Lokalne ci¡gªe wªo»enie przestrzeni moduli
W tym rozdziale dla ka»dej struktury translacyjnej ζ z przestrzeni moduli M
skonstruujemy jej otoczenie oraz dziaªaj¡ce na nim odwzorowanie ci¡gªe do prze-
strzeni potoków zachowuj¡cych miar¦ tak, aby potok przyporz¡dkowany ζ byª izo-
morczny z pionowym potokiem translacyjnym na (M, ζ). Zrobimy to w dwóch
krokach. Najpierw, dla ka»dego ζ ∈ M(M,Σ, κ) skonstruujemy otwarte otoczenie
Uζ ⊂ M(M,Σ, κ) takie, »e dla ka»dego ω ∈ Uζ istnieje kawaªkami aniczny home-






, gdzie εζ > 0 jest dane przez twierdzenie 7.10. B¦dziemy tak»e
wymaga¢, »eby przeksztaªcenie Uζ 3 ω 7→ fω ∈ W(M, 11+εζ ,
1
1−εζ
) byªo ci¡gªe. Na-
st¦pnie, u»yjemy twierdzenia 7.10, aby skonstruowa¢ homeomorzm Hω : M → M
taki, »e (Hω ◦ hω)∗λω = λζ . Ponadto poka»emy, »e istnienie tych homeomorzmów
implikuje istnienie ci¡gªego wªo»enia S : Uζ → Flow(M,λζ) takiego, »e S(ω) jest
sprz¦»ony poprzez homeomorzm Hω ◦hω z T ω - pionowym potokiem translacyjnym
na (M,ω). B¦dziemy u»ywac nast¦puj¡cego rezultatu.
Lemat 8.1. Niech (M,ω) b¦dzie powierzchni¡ translacyjn¡, ε > 0 oraz −1 ¬
a ¬ 1. Rozwa»my x ∈ M speªniaj¡cy supt∈[0,a] dω(T ωt x, σ) > ε dla ka»dego punktu
osobliwego σ ∈ Σ. Wówczas dla ka»dego y ∈ M takiego, »e dω(x, y) < ε segment
orbity T ωt y dla t ∈ [0, a] jest dobrze zdeniowany oraz dω(T ωt x, T ωt y) < ε.
Dowód. Poniewa» dω(x, y) < ε, wi¦c istnieje krzywa γ : [0, 1]→M \Σ klasy C1
taka, »e γ(0) = x oraz γ(1) = y o dªugo±ci |γ| mniejszej ni» ε. Wówczas dla ka»dego
t ∈ [0, a] poka»emy, »e T ωt γ jest krzyw¡ w M \ Σ klasy C1 o dªugo±ci takiej samej
jak krzywa γ. St¡d
dω(T ωt x, T ωt y) ¬ |T ωt γ| < ε
Nasz¡ robocz¡ tez¦ wyka»emy dla t ∈ [0, a], gdy a ­ 0. Gdy a ¬ 0 dowód
przebiega analogicznie. Zauwa»my, »e dla ka»dego r ∈ [0, 1] odlegªo±¢ w metryce dω
punktu γ(r) od x jest nie wi¦ksza ni» |γ|. Rzeczywi±cie, je±li γ[0,r] oznacza fragment
krzywej γ zaczynaj¡cy si¦ w punkcie γ(0) = x, a ko«cz¡cy w γ(r), to
dω(x, γ(r)) = dω(γ(0), γ(r)) ¬ |γ[0,r]| ¬ |γ| < ε.
Niech 0 = t0 < . . . < tn = a b¦d¡ takimi punktami, »e dla ka»dego 1 ¬ k < n
zachodzi |tk+1 − tk| < ε− |γ|.
Niech 0 ¬ t ¬ t1. Wtedy dla ka»dego r ∈ [0, 1] oraz σ ∈ Σ mamy
dω(γ(r), σ) ­ dω(x, σ)− dω(γ(r), x) > ε− |γ|.
St¡d segment orbity T ωt γ(r) dla t ∈ [t0, t1] jest dobrze zdeniowany. Ponadto,
dω(x, T ωt γ(r)) ¬ dω(x, γ(r)) + dω(γ(r), T ωt γ(r)) ¬ |γ|+ t < |γ|+ ε− |γ| = ε.
Skoro supσ∈Σ dω(x, σ) > ε, to z powy»szej nierówno±ci wynika, »e dla dowolnego
t ∈ [0, t1] oraz r ∈ [0, 1] mamy T ωt γ(r) /∈ Σ. Zatem odwzorowanie T ωt jest gªadkie
w pewnym otoczeniu krzywej γ oraz jego pochodna w ka»dym punkcie tego otoczenia
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jest równa identyczno±ci (w lokalnych wspóªrz¦dnych T ωt jest przesuni¦ciem). St¡d
dla dowolnego t ∈ [0, t1] obraz Tt(γ) jest krzyw¡ klasy C1 z parametryzacj¡ T ωt ◦ γ :
[0, 1]→M \ Σ. Wyznaczmy teraz dªugo±¢ Ttγ dla t ∈ [0, t1] :





T ωt (γ(r))‖d r =
∫ 1
0
‖D(T ωt )γ(r)γ′(r)‖ dr =
∫ 1
0
‖γ′(r)‖ dr = |γ|,
co nale»aªo dowie±¢.
Zaªó»my, »e dowiedli±my ju» tezy dla t ∈ [t0, tk] dla pewnego 0 ¬ k < n. Aby do-
wie±¢ tezy dla k+1 zauwa»my, »e powtarzaj¡c argumenty jak dla k = 0, uzyskujemy,
»e dla t ∈ [tk, tk+1] mamy
dω(T ωtk x, T
ω












γ(r)) ¬ |γ|+ t− tk < ε.
St¡d w analogiczny sposób jak dla k = 0 wnioskujemy, »e Ttγ dla t ∈ [tk, tk+1] jest
krzyw¡ klasy C1 nie zawieraj¡c¡ punktów osobliwych oraz jej dªugo±¢ jest równa
|γ|. Zatem rozumowanie indukcyjne ko«czy dowód tezy roboczej, co poci¡ga tez¦
lematu. 
Ustalmy wektor indeksów punktów singularnych κ ∈ Nm. Zachodzi wtedy nast¦-
puj¡cy rezultat.
Lemat 8.2. Dla dowolnej struktury translacyjnej ζ ∈ M(M,Σ, κ) istnieje oto-
czenie Uζ ⊂ M(M,Σ, κ) takie, »e dla ka»dego ω ∈ Uζ speªnione s¡ nast¦puj¡ce
warunki:
(i) istnieje triangulacja Y(ω) przestrzeni (M,ω), której elementy w struktu-
rze pªaskiej ω s¡ trójk¡tami na pªaszczy¹nie, oraz kawaªkami aniczny ho-
meomorzm hω : (M,ω) → (M, ζ), który jest odwzorowaniem anicznym
na elementach Y(ω), elementy Σ s¡ jego punktami staªymi, a ponadto hω
jest przeksztaªceniem lipschitzowskim ze staª¡ Lipschitza 1110 ;








(iii) przeksztaªcenie Uζ 3 ω 7→ fω ∈ L1(M,λζ) jest ci¡gªe.
Ponadto, dla ka»dego ω ∈ Uζ oraz 0 < ε < 16 min(1, sys(ω)) istnieje δ > 0 taka, »e
zachodzi
(iv) dla ka»dego ω̄ ∈ Uζ, je»eli dMod(ω, ω̄) < δ to h−1ω ◦hω̄ : (M, ω̄)→ (M,ω) jest
aniczny na elementach Y(ω̄), h−1ω̄ ◦ hω : (M,ω) → (M, ω̄) jest aniczny
na elementach Y(ω), zarówno h−1ω ◦ hω̄, jak i h−1ω̄ ◦ hω s¡ odwzorowaniami
lipschitzowskimi ze staª¡ 1 + ε,
‖Id−D(h−1ω ◦ hω̄)|A‖ < ε dla ka»dego A ∈ Y(ω̄)
oraz
‖Id−D(h−1ω̄ ◦ hω)|B‖ < ε dla ka»dego B ∈ Y(ω);
(v) dla ka»dego ω̄ ∈ Uζ takiego, »e dMod(ω, ω̄) < δ i dla zbioru
M̃(ω) :=
{
x ∈M ; inf
σ∈Σ
dω(T ωt (x), σ) > 4ε dla ka»dego t ∈ [−1, 1]
}
mamy λω(M̃(ω)) > 1−Kε, gdzie uniwersalna staªa K > 0 zale»y tylko od
κ, oraz dla ka»dego x ∈ M̃(ω) mamy
(8.1) dω(T ωt (x), h−1ω ◦ hω̄ ◦ T ω̄t ◦ h−1ω̄ ◦ hω(x)) < ε dla ka»dego t ∈ [−1, 1]
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i
(8.2) dω(σ, h−1ω ◦ hω̄ ◦ T ω̄t ◦ h−1ω̄ ◦ hω(x)) > 3ε dla ka»dego t ∈ [−1, 1] oraz σ ∈ Σ.
Dowód. Ustalmy struktur¦ translacyjn¡ ζ ∈ M(M,Σ, κ) oraz niech C ⊂
M(M,Σ, κ) b¦dzie skªadow¡ spójno±ci zawieraj¡c¡ ζ. Mo»emy zakªada¢, »e ζ
nie ma pionowych poª¡cze« siodªowych, a zatem istnieje reprezentacja wielok¡tna
(π, λζ , τ ζ) ∈ Θ#π struktury ζ, gdzie π jest permutacj¡ alfabetu A nale»¡c¡ do grafu
Rauzy'ego stowarzyszonego z C. W przeciwnym wypadku, mo»emy obróci¢ ζ, aby
otrzyma¢ struktur¦ ζ ′, która nie posiada poª¡cze« siodªowych, skonstruowa¢ dla niej
triangulacj¦ Y(ζ ′), a nast¦pnie obróci¢ z powrotem razem z triangulacj¡, otrzymuj¡c
triangulacj¦ Y(ζ) (warto zaznaczy¢, »e obrót jest izometri¡ i dziaªa w sposób ci¡gªy
naM(M,Σ, κ), patrz [34]).


















, 0 ¬ j ¬ d.
Niech ε1 > 0 b¦dzie liczb¡ speªniaj¡c¡
















Zζ := {ω ∈ C; dMod(ζ, ω) < ε1}.
W szczególno±ci, je±li ω ∈ Zζ , to istniej¡ parametry (π, λω, τω) ∈ Θ#π takie, »e ω =
M(π, λω, τω) oraz dla ka»dego a ∈ A zachodzi |λζa−λωa | < ε1 oraz |τ ζa −τωa | < ε1. Dla














α ) dla i = 0, . . . , d.
Zauwa»my, »e R0(ω) = R′0(ω) = 0, Rd(ω) = R
′
d(ω), a zbiór
{R0(ω), R1(ω), . . . , Rd(ω), R′1(ω), . . . , R′d−1(ω)}
skªada si¦ z wierzchoªków P(ω). Dla i = 1, . . . , d − 1 rozwa»my pionowe odcinki
ª¡cz¡ce Ri(ω) iR′i(ω) z przeciwn¡ stron¡ brzegu P(ω). Oznaczmy przezQi(ω) iQ′i(ω)
odpowiednie drugie ko«ce tych»e odcinków (patrz rys. 1). Z wyboru ε1 wynika, »e
punkty Qi(ω) i Q′i(ω) nie s¡ wierzchoªkami P(ω). Skoro ka»da kraw¦d¹ z górnej
cz¦±ci brzegu wielok¡ta jest zidentykowana z jedn¡ z kraw¦dzi z dolnej cz¦±ci brzegu
wielok¡ta, to istniej¡ reprezentacje punktów Qi(ω) i Q′i(ω) na przeciwnych poªowach
brzegu wielok¡ta, które oznaczymy odpowiednio przez Si(ω) i S ′i(ω). Zauwa»my, »e





gdzie Tπ,λω jest przekªadaniem odcinków danym przez (π, λω).
Z wyboru ε1 wynika, »e wszystkie liczby postaci
Re(R0(ω)), Re(Rd(ω)), Re(Si(ω)), Re(S ′i(ω)),
Re(Ri(ω)) = Re(Qi(ω)), Re(R′i(ω)) = Re(Q
′
i(ω)) dla i = 1, . . . , d− 1
s¡ parami ró»ne. Niech
V̂(ω) := {R0(ω), . . . , Rd(ω), R′1(ω), . . . , R′d−1(ω),
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Rysunek 1. Wierzchoªki P(ω) i ich rzutowania na przeciwne poªowy.
Zbiór V̂(ω) jest w istocie wyznaczony przez parametry (λω, τω). Rozwa»my
ci¡g {Vj(ω)}4d−3j=0 , który jest uporz¡dkowaniem elementów V̂(ω), tak, »e ci¡g
{Re(Vj(ω))}4d−3j=0 jest rosn¡cy.
Ponownie z wyboru ε1 wynika, »e dla ka»dej struktury ω ∈ Zζ , uporz¡dkowania
zbiorów V̂(ζ) i V̂(ω) s¡ takie same, to znaczy
Vj(ω) = Ri(ω)⇔ Vj(ζ) = Ri(ζ), Vj(ω) = R′i(ω)⇔ Vj(ζ) = R′i(ζ),
Vj(ω) = Si(ω)⇔ Vj(ζ) = Si(ζ), Vj(ω) = S ′i(ω)⇔ Vj(ζ) = S ′i(ζ)
dla ka»dego j = 0, . . . , 4d− 3.
Dla ka»dego ω ∈ Zζ skonstruujemy teraz triangulacj¦ (warto zaznaczy¢, »e nad-
u»ywamy w tym momencie sªowa triangulacja, gdy» jej kraw¦dzie mog¡ ª¡czy¢
wierzchoªki, które na powierzchni (M,ω) s¡ tym samym punktem) Y(ω) wielok¡-
ta P(ω). Niech {r(k)}0¬k¬2d−1 b¦dzie ±ci±le rosn¡cym ci¡giem zawartym w zbiorze
{0, . . . , 4d − 3} takim, »e punkty Vr(k)(ω) s¡ wszystkimi wierzchoªkami wielok¡ta
P(ω). Wówczas r(0) = 0 oraz Vr(0)(ω) = R0(ω) a tak»e r(2d − 1) = 4d − 3 oraz
Vr(2d−1)(ω) = Rd(ω). Niech Ṽr(k)(ω) := Qi(ω), je»eli Vr(k)(ω) = Ri(ω) i podobnie
niech Ṽr(k)(ω) := Q′i(ω), je»eli Vr(k)(ω) = R
′
i(ω) dla ka»dego k = 1, . . . , 2d− 2.
Dla dowolnego k = 1, . . . , 2d−2 deniujemy V4d−3+k(ω) := Ṽr(k)(ω) oraz V(ω) :=
{Vk}6d−5k=0 . Innymi sªowy V(ω) jest rodzin¡ punktów b¦d¡c¡ sum¡ rodzin {Ri(ω)}di=0,
{R′i(ω)}d−1i=1 , {Qi(ω)}d−1i=1 , {Q′i(ω)}d−1i=1 , {Si(ω)}d−1i=1 oraz {S ′i(ω)}d−1i=1 . Wtedy dla j =
4d− 2, . . . , 6d− 5 zachodzi
Vj(ω) = Qi(ω)⇔ Vj(ζ) = Qi(ζ), Vj(ω) = Q′i(ω)⇔ Vj(ζ) = Q′i(ζ).
Warto tak»e zaznaczy¢, »e dla ka»dego j = 0, . . . , 6d− 5 odwzorowanie
(8.4) Zζ 3 ω 7→ Vj(ω) ∈ C jest ci¡gªe.
Zauwa»my, »e dla dowolnego k = 1, . . . , 2d−2 pionowe odcinki o ko«cach w punk-
tach Vr(k)(ω) oraz Ṽr(k)(ω) dziel¡ wielok¡t P(ω) na 2d−3 trapezów oraz dwa trójk¡ty
(patrz rys. 1). Podamy teraz procedur¦ tworzenia triangulacji (M,ω) w obr¦bie tych
trapezów i trójk¡tów.
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Rysunek 2. Triangulacja Y(ω) dla wielok¡ta z rys. 1.
Wska»emy teraz trójk¡ty, które przychodz¡ w skªad triangulacji Y(ω). Rozwa»my
trójk¡t zadany przez punkty Vr(0) = 0, Vr(1), Ṽr(1). Je»eli r(1) = 1, to ten trójk¡t nale-
»y do Y(ω). Je»eli r(1) > 1 i Im(V1(ω)) > 0 to poª¡czmy odcinkami wszystkie Vi(ω)
takie, »e i ¬ r(1) i Im(Vi(ω)) < 0 z punktem V1(ω). Dla wszystkich i ¬ r(1) takich, »e
Im(Vi(ω)) > 0, ª¡czymy odcinkami Vi(ω) z punktem Vr(1)(ω) lub Ṽr(1)(ω), wybieraj¡c
ten, który ma ujemn¡ cz¦±¢ urojon¡. Je»eli r(1) 6= 1 i Im(V1(ω)) < 0, to post¦pujemy
w sposób symetryczny (patrz rys. 3). Wszystkie trójk¡ty które otrzymali±my w po-
wy»szej procedurze, doª¡czamy do Y(ω). Poprzez zastosowanie pionowej symetrii
osiowej, post¦pujemy analogicznie dla trójk¡ta Vr(2d−2)(ω), Ṽr(2d−2)(ω), Vr(2d−1)(ω).
Dla ka»dego k = 1, . . . , 2d − 3 rozwa»my trapez o wierzchoªkach Vr(k)(ω),
Vr(k+1)(ω), Ṽr(k)(ω) i Ṽr(k+1)(ω). Przypomnijmy, »e odcinki o ko«cach w punktach
Vr(k)(ω) i Ṽr(k)(ω) oraz w punktach Vr(k)(ω) i Ṽr(k)(ω) s¡ pionowe, a wi¦c stanowi¡
podstawy trapezu. W ka»dym z tych trapezów rozwa»my przek¡tn¡ ª¡cz¡c¡ lewy
górny wierzchoªek z prawym dolnym. Je»eli r(k + 1) = r(k) + 1, to oba powstaªe
w ten sposób trójk¡ty nale»¡ do Y(ω). Je»eli r(k + 1) > r(k) + 1, to dla ka»dego
r(k) < i < r(k + 1) ª¡czymy odcinkiem Vi(ω) z prawym dolnym wierzchoªkiem
trapezu je»eli Im(Vi(ω)) > 0, natomiast je±li Im(Vi(ω)) < 0 to ª¡czymy ten punkt
z lewym górnym wierzchoªkiem trapezu. Doª¡czamy powstaªe w ten sposób trójk¡ty
do Y(ω). W ten sposób otrzymali±my triangulacj¦ Y(ω) wielok¡ta P(ω) skªadaj¡-
c¡ si¦ z trójk¡tów, których wierzchoªki s¡ w punktach b¦d¡cymi elementami V(ω)
(patrz rys. 2). Ze wzgl¦du na to, »e uporz¡dkowanie elementów V̂(ω) jest takie samo
dla wszystkich ω ∈ Zζ , to liczba trójk¡tów w triangulacjach Y(ω), ω ∈ Zζ jest rów-
nie» taka sama. Dokªadniej, dla wszystkich ω ∈ Zζ trójk¡ty w ka»dej triangulacji
Y(ω) wyznaczone s¡ przez punkty z V(ω) o tych samych indeksach.
Zdeniujmy teraz hω : (M,ω)→ (M, ζ) jako kawaªkami aniczne odwzorowanie
takie, »e
hω(Vi(ω)) = Vi(ζ) dla ka»dego i = 0, . . . , 6d− 5,
a ka»dy trójk¡t z Y(ω) z wierzchoªkami Vj(ω), Vk(ω), Vl(ω) jest przesyªany anicznie
na trójk¡t dany przez punkty Vj(ζ), Vk(ζ), Vl(ζ), nale»¡cy do Y(ζ). Zauwa»my, »e
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Rysunek 3. Fragment triangulacji Y(ω) dla trójk¡ta z lewej strony.
odwzorowanie hω jest jednoznacznie zdeniowane poprzez elementy zbioru V(ω) a
ze wzgl¦du na lemat 7.1 jest ono homeomorzmem. Ponadto poniewa» Σ ⊂ V(ω), to
mamy równie», »e elementy zbioru Σ s¡ punktami staªymi odwzorowania hω. W ten
sposób dla dowolnego ω ∈ Zζ skonstruowali±my kawaªkami aniczny homeomorzm
hω, który speªnia (i) za wyj¡tkiem ostatniej wªasno±ci. T¡ wªasno±ci¡, tzn. szaco-
waniem staªej Lipschitza hω, zajmiemy si¦ w dalszej cz¦±ci dowodu. Otoczenie Zζ
b¦dziemy zmniejsza¢ do wªa±ciwego otoczenia Uζ tak, aby speªnione byªy pozostaªe
wªasno±ci wymienione w lemacie. Zrobimy to w dwóch krokach.
Zauwa»my, »e poniewa» dla ka»dego A ∈ Y(ζ) mamy h−1ω (A) ∈ Y(ω) oraz zacho-
dzi (8.4), to odwzorowanie Zζ 3 ω 7→ λω(h−1ω (A)) ∈ R>0 jest ci¡gªe. Ponadto je±li
ω = ζ, to hω = Id. Wybierzmy zatem 0 < ε2 < ε1 takie, »e
(8.5) dMod(ζ, ω) < ε2 ⇒ 1− εζ <
λζ(A)
λω(h−1ω (A))
< 1 + εζ dla ka»dego A ∈ Y(ζ).
Oznaczmy Ũζ := {ω ∈ Zζ ; dMod(ζ, ω) < ε2}. Zaªó»my, »e ω ∈ Ũζ . Poniewa» hω jest
homeomorzmem kawaªkami anicznym, to (hω)∗λω jest miar¡ absolutnie ci¡gª¡












a wi¦c zachodzi warunek (ii). Co wi¦cej, zauwa»my, »e dla ka»dego A ∈ Y(ζ) z ci¡-
gªo±ci odwzorowania ω → λω(h−1ω (A)) oraz ze wzoru (8.6) wynika ci¡gªo±¢ prze-
ksztaªcenia
Ũζ 3 ω 7→ fω ∈ L1(M,λζ),
czyli zachodzi warunek (iii).
Niech ω, ω̄ ∈ Ũζ . Wtedy odwzorowanie h−1ω̄ ◦hω : (M,ω)→ (M, ω̄) jest kawaªkami
anicznym homeomorzmem, który jest aniczny na elementach Y(ω) oraz
h−1ω̄ ◦ hω(Vi(ω)) = Vi(ω̄) dla ka»dego i = 0, . . . , 6d− 5.
Rozwa»my dowolny trójk¡t A ∈ Y(ζ) i niech Vj(ζ), Vk(ζ), Vl(ζ) ∈ V(ζ) b¦d¡
jego wierzchoªkami. Wtedy lin(h−1ω̄ ◦ hω|h−1ω A) jest macierz¡ postaci BA(ω, ω̄) =
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Zauwa»my, »e aby otrzyma¢ wzór na BA(ω̄, ω) = (BA(ω, ω̄))−1 = lin(h−1ω ◦ hω̄|h−1ω̄ A)
wystarczy w powy»szych wzorach zamieni¢ ω na ω̄ i na odwrót. Zauwa»my ponadto,
»e BA(ω, ω) = Id.
Ustalmy ω ∈ Ũζ oraz 0 < ε < 16 . Zauwa»my, »e z (8.4) wynika, »e dla ka»dego
A ∈ Y(ζ) odwzorowania
(8.7) ω̄ 7→ BA(ω, ω̄) oraz ω̄ 7→ BA(ω̄, ω) s¡ ci¡gªe.
Zatem istnieje δ > 0 taka, »e dla ka»dego A ∈ Y(ζ) zachodzi
(8.8) dMod(ω, ω̄) < δ ⇒ ‖Id−BA(ω, ω̄)‖ < ε ∧ ‖Id−BA(ω, ω̄)‖ < ε.
St¡d wynika, »e dla ka»dego ω̄ ∈ Ũζ speªniaj¡cego dMod(ω, ω̄) < δ kawaªkami a-
niczne homeomorzmy h−1ω ◦ hω̄ oraz h−1ω̄ ◦ hω s¡ lipschitzowskie ze staª¡ Lipschitza
1 + ε. Wykazali±my zatem, »e speªniony jest warunek (iv).
Bior¡c ε = 1/10 oraz ω̄ = ζ w (8.8), mo»emy znale¹¢ 0 < ε3 < ε2 takie, »e dla




∧ ‖Id−BA(ζ, ω)‖ <
11
10
dla ka»dego A ∈ Y(ζ).
Zatem je±li Uζ := {ω ∈ Ũζ ; dMod(ζ, ω) < ε3} oraz ω ∈ Uζ , to homeomorzmy hω
i h−1ω s¡ lipschitzowskie ze staª¡
11
10 , czyli speªniony jest ostatni warunek z punktu
(i).
Aby udowodni¢ warunek (v), zauwa»my, »e zbiór punktów, które nie znajduj¡ si¦
w 4ε-owym otoczeniu przychodz¡cych i wychodz¡cych odcinków separatrys dªugo±ci
1, s¡ elementami zbioru M̃(ω) ⊂M . Z tego wynika, »e dopeªnienie M̃(ω)c ma miar¦
λω co najwy»ej 8(1 + 4ε)ε razy liczba przychodz¡cych i wychodz¡cych separatrys
(czyli 2
∑m
i=1(κi + 1)), co wyznacza warto±¢ staªej K := 32
∑m
i=1(κi + 1). Wtedy dla
ka»dego ω ∈ Uζ zachodzi λω(M̃(ω)) > 1−Kε.
Ustalmy ω ∈ Uζ . Dla ka»dej ω̄ ∈ Uζ oznaczmy przez X ω̄ : M → R2 jednostko-
we staªe pionowe pole wektorowe na (M, ω̄) zdeniowane na M \ Σ, równe (0, 1),
które wyznacza potok T ω̄. Rozwa»my potok S ω̄,ω b¦d¡cy przeniesieniem potoku T ω̄
na (M,ω) poprzez odwzorowanie h−1ω ◦ hω̄, tzn.
S ω̄,ωt = h−1ω ◦ hω̄ ◦ T ω̄t ◦ h−1ω̄ ◦ hω dla ka»dego t ∈ R.
Jest to potok, którego orbity s¡ ci¡gªe i kawaªkami liniowe, s¡ one liniowe na trój-
k¡tach b¦d¡cych elementami triangulacji Y(ω).
Rozwa»my zbiór M̂(ω) ⊂M \Σ punktów x ∈M \Σ, dla których orbita potoku
S ω̄,ω jest liniowa na pewnym odcinku czasu wokóª zero. Je±li x ∈ M̂(ω) zawarty jest
w trójk¡cie h−1ω (A) ∈ Y(ω), to fragment orbity x na pewnym odcinku czasu wokóª
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zera jest liniowy i zawarty w h−1ω (A). Poniewa» h
−1
ω ◦ hω̄ : h−1ω̄ (A) → h−1ω (A) jest
odwzorowaniem anicznym postaci
(BA(ω̄, ω), v)x = BA(ω̄, ω)x+ v,
gdzie v ∈ R2, zatem na tym odcinku czasu mamy











|t=0 = BA(ω̄, ω)(0, 1).




′) ∈ Y(ω̄), to fragment orbity le»y na wspólnej kraw¦dzi tych trój-
k¡tów oraz wektory BA(ω̄, ω)(0, 1) oraz BA′(ω̄, ω)(0, 1) s¡ identyczne.
Rozwa»my zatem pole wektorowe Y ω̄,ω na M̂(ω) takie, »e
Y ω̄,ω(x) = BA(ω̄, ω)(0, 1), gdy x ∈ h−1ω A.
Wtedy je±li dMod(ω, ω̄) < δ, to z (8.8) otrzymujemy, »e
(8.9) ‖(0, 1)− Y ω̄,ω(x)‖ < ε dla wszystkich x ∈ M̂(ω).
Zaªó»my, »e x ∈ M̂(ω) oraz t−(x) < 0 < t+(x) s¡ takie, »e fragment orbity
{S ω̄,ωt (x)}t∈[t−(x),t+(x)] jest zawarty w h−1ω A oraz w dziedzinie pewnej mapy atlasu
deniuj¡cego powierzchni¦ translacyjn¡ (M,ω). Wtedy dla ka»dego t−(x) ¬ t ¬
t+(x) zachodzi
(8.10) S ω̄,ωt (x) = x+ tBA(ω̄, ω)(0, 1) = x+
∫ t
0
Y ω̄,ω(S ω̄,ωs (x)) ds.
Niech x ∈ M \ Σ oraz wybierzmy dowolne liczby t−(x) ¬ 0 ¬ t+(x) takie, »e
fragment orbity {S ω̄,ωt (x)}t∈[t−(x),t+(x)] jest zawarta w dziedzinie pewnej mapie atlasu
deniuj¡cego powierzchni¦ translacyjn¡ (M,ω). Wtedy jako, »e potok S ω̄,ω ma ci¡gªe
orbity, to z (8.10) otrzymujemy, »e w lokalnych wspóªrz¦dnych zachodzi
S ω̄,ωt (x) = x+
∫ t
0
Y ω̄,ω(S ω̄,ωs (x)) ds dla ka»dego t ∈ [t−(x), t+(x)].
Rzeczywi±cie, wystarczy podzieli¢ przedziaª [0, t] na fragmenty, w których orbita jest
zawarta w elementach triangulacji, a nast¦pnie skorzysta¢ z (8.10) oraz z ci¡gªo±ci




∥∥∥∥x+ t(0, 1)− (x+ ∫ t
0





‖(0, 1)− Y ω̄,ω(S ω̄,ωs (x))‖ ds < |t|ε.
(8.11)
Niech 0 < ε < 16 min(1, sys(ω)) oraz x ∈ M̃(ω). Niech 0 = t0 < t1 < . . . < tn−1 <
tn = 1 b¦d¡ takimi liczbami, »e ti+1− ti < ε dla i = 0, . . . , n− 1. U»ywaj¡c indukcji
matematycznej wyka»emy teraz, »e
dω(T ωt x,S
ω̄,ω
t (x)) < ε dla t ∈ [0, 1].
Jako, »e x ∈ M̃(ω), to ⋃0¬t¬t1 B(T ωt (x), 2ε) ⊂M \Σ oraz jest to zbiór zawarty w kuli




0¬t¬t1 B(T ωt (x), 2ε) jest zawarty
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w dziedzinie jednej z map deniuj¡cych struktur¦ translacyjn¡ (M,ω). Wówczas
z punktu (iv) uzyskujemy, »e dla t ∈ [0, t1] zachodzi
dω(x,S ω̄,ωt (x)) < (1 + ε)dω̄
(
h−1ω̄ ◦ hω(x), T ω̄t ◦ h−1ω̄ ◦ hω(x)
)






Zatem dla ka»dego t ∈ [0, t1] zachodzi
S ω̄,ωt (x) ∈
⋃
0¬t¬t1
B(T ωt (x), 2ε) ⊂M \ Σ.
St¡d oraz z (8.11) uzyskujemy
dω(T ωt (x),S
ω̄,ω
t (x)) < t1ε,
dla t ∈ [0, t1].
Zaªó»my teraz, »e dla pewnego 1 ¬ m < n wykazali±my
(8.12) dω(T ωt (x),S
ω̄,ω




t (x)) < tm+1ε dla t ∈ [tm, tm+1].
Zauwa»my, »e skoro x ∈ M̃(ω), to zbiór ⋃tm¬t¬tm+1 B(T ωt (x), 136 ε) ⊂ M \ Σ jest
zawarty w kuli otwartej o promieniu 83ε o ±rodku w punkcie T
ω
(tm+tm+1)/2x tak»e za-
wartej wM \Σ. St¡d oraz z tego, »e ε < 16sys(ω), ten»e zbiór zawiera si¦ w dziedzinie
jednej z map deniuj¡cych struktur¦ translacyjn¡ (M,ω).
















< tmε+ (t− tm) < 2ε.










































6 ε) ⊂M \ Σ.
St¡d oraz z tego, »e kula B(T ωtm(x),
13
6 ) jest zawarta w dziedzinie jednej z map de-
niuj¡cych struktur¦ translacyjn¡ (M,ω), korzystaj¡c z (8.11) uzyskujemy, »e dla









¬ (t− tm)ε ¬ (tm+1 − tm)ε.(8.14)
Korzystaj¡c z faktu, »e x ∈ M̃(ω), z (8.12) oraz z lematu 8.1 dla x := T ωtm(x),









< tmε dla ka»dego t ∈ [tm, tm+1].
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To razem z (8.14) implikuje, »e dla ka»dego t ∈ [tm, tm+1] zachodzi
dω(T ωt (x),S
ω̄,ω
















< tmε+ (tm+1 − tm)ε = tm+1ε,




t (x)) < ε.
Analogicznie mo»emy wykaza¢, »e dla ka»dego t ∈ [−1, 0] powy»sza nierówno±¢ tak»e
zachodzi. Udowodnili±my tym samym (8.1).
Skoro x ∈ M̃(ω), to korzystaj¡c z (8.1) otrzymujemy, »e dla ka»dego σ ∈ Σ oraz





­ dω(σ, T ωt (x))− dω(T ωt (x),S
ω̄,ω
t (x)) > 4ε− ε = 3ε.
To ko«czy dowód (8.2), a zatem i caªego lematu.

Lemat 8.3. Niech ω ∈M(M,Σ, κ) i niech D b¦dzie prostok¡tem w (M,ω). Dla
ka»dego ε > 0 istnieje δ > 0 taka, »e dla ka»dej mierzalnej funkcji F : D → (M,ω),
speªniaj¡cej




dω(x, F (x)) < δ,
mamy
(8.17) λω(D)− λω(D ∩ F (D)) < ε.
Dowód. Niech ε > 0. Zakªadamy, »e ε < λω(D), gdy» w przeciwnym wypadku
rezultat jest trywialny. Wybierzmy δ > 0 tak¡, »e zbiór
D̂ := {x ∈ D; ∀y∈M dω(x, y) < δ ⇒ y ∈ D}
ma miar¦ λω(D̂) > λω(D)− ε. Wtedy dla ka»dej mierzalnej funkcji F : D → (M,ω)
speªniaj¡cej (8.16) otrzymujemy, »e F (D̂) ⊂ D. St¡d i z (8.15) uzyskujemy
λω(D ∩ F (D)) ­ λω(F (D̂)) ­ λω(D̂) > λω(D)− ε.

Przyst¡pimy teraz do dowodu gªównego twierdzenia w tym rozdziale.
Twierdzenie 8.4. Niech ζ ∈M(M,Σ, κ) i niech Uζ b¦dzie otwartym otoczeniem
danym przez lemat 8.2. Wtedy istnieje ci¡gªe przeksztaªcenie S : Uζ → Flow(M,λζ)
takie, »e dla ka»dego ω ∈ Uζ pionowy potok translacyjny na (M,ω) jest izomorczny
w sensie teoriomiarowym poprzez homeomorzm z zachowuj¡cym miar¦ potokiem
S(ω) na (M,λζ).
Dowód. Z punktów (i) i (ii) w lemacie 8.2, dla ka»dego ω ∈ Uζ istnieje ho-
meomorzm hω : M → M , dla którego elementy zbioru Σ s¡ punktami staªymi
oraz (hω)∗λω = fωλζ , gdzie fω speªnia 11+εζ < fω <
1
1−εζ
. Mo»emy zatem zasto-
sowa¢ twierdzenie 7.10, aby uzyska¢ homeomorzm Hω := Hfω : M → M , który
zale»y w sposób ci¡gªy od fω oraz (Hfω)∗(fωλζ) = λζ . Z punktu (iii) w lemacie
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8.2, otrzymujemy, »e odwzorowanie ω 7→ fω jest ci¡gªe. Zatem jako zªo»enie dwóch
odwzorowa« ci¡gªych, przeksztaªcenie
(8.18) Uζ 3 ω 7→ Hω ∈ Hom(M) jest ci¡gªe.
Zadamy teraz homeomorzm na M wzorem
Kω := Hω ◦ hω.
Zauwa»my, »e (Kω)∗λω = λζ , natomiast potok Kω ◦ T ω ◦ K−1ω zachowuje miar¦ λζ .
Zatem aby zako«czy¢ dowód, poka»emy teraz, »e odwzorowanie
Uζ 3 ω 7→ Kω ◦ T ω ◦ K−1ω =: S(ω) ∈ Flow(M,λζ)
jest ci¡gªe.
Ustalmy ω ∈ Uζ . Udowodnimy teraz ci¡gªo±¢ odwzorowania S w punkcie ω.
Na (M,ω) wybierzmy rodzin¦ Q skªadaj¡c¡ si¦ z otwartych prostok¡tów, tak¡ »e
Q generuje σ-algebr¦ borelowsk¡ na M . Mo»emy zakªada¢, »e dla ka»dego Q ∈ Q
mamy λω(Q) ¬ 14 . Zauwa»my, »e przeksztaªcenie K
−1
ω : (M,λζ) → (M,λω) jest
teoriomiarowym izomorzmem. St¡d, ze wzgl¦du na uwag¦ 2.11, aby dowie±¢, »e S
jest ci¡gªe, wystarczy udowodni¢, »e odwzorowanie Uζ 3 ω̄ 7→ K−1ω ◦ S(ω̄) ◦ Kω ∈
Flow(X,λω) jest ci¡gªe. Innymi sªowy, wystarczy pokaza¢, »e dla ka»dej liczby ε > 0
i dla ka»dego prostok¡ta Q ∈ Q, istnieje liczba δ > 0 taka, »e
(8.19) dMod(ω, ω̄) < δ ⇒ sup
t∈[−1,1]
λω(T ωt Q 4 K−1ω ◦S(ω̄)t ◦ KωQ) < ε.
Ustalmy Q ∈ Q i ε > 0. Wyka»emy teraz (8.19) dla Q. Oznaczmy przez k
ilo±¢ przeci¦¢ prostok¡ta Q z przychodz¡cymi i wychodz¡cymi odcinkami separatrys
dªugo±ci 2 startuj¡cych z punktów osobliwych σ ∈ Σ. Poprzez ewentualne wydªu»e-
nie tych odcinków, otrzymujemy odcinki vj ⊂ Q dla j = 1, . . . , k takie, »e punkty
ko«cowe vj le»¡ na poziomych kraw¦dziach Q. Wybierzmy liczb¦ 0 < εQ < ε ta-
k¡, »e podzbiór Q̃ ⊆ Q otrzymany z Q poprzez wyci¦cie wszystkich prostok¡tów
o szeroko±ci 4εQ, dla których vj jest jedn¡ z pionowych kraw¦dzi, speªnia
(8.20) λω(Q̃) > (1− ε)λω(Q).
Zauwa»my, »e Q̃ jest sum¡ l ¬ k + 1 prostok¡tów Dj dla j = 1, . . . , l. Z lematu 8.3,
istnieje liczba γ > 0 taka, »e dla ka»dego j = 1, . . . , l i dla ka»dego odwzorowania
F : Dj →M takiego, »e F∗(λω|Dj) = λω|F (Dj) oraz supx∈Dj dω(x, F (x)) < 4γ mamy
(8.21) λω(Dj ∩ F (Dj)) > (1− ε)λω(Dj).
Rozwa»my 0 < ε < min{γ, εQ}. Z (8.18) otrzymujemy, »e ω̄ 7→ Hω̄ jest odwzo-
rowaniem ci¡gªym, a zatem przeksztaªcenie ω̄ 7→ H−1ω̄ ◦ Hω tak»e jest ci¡gªe. St¡d
mo»emy wybra¢ δ > 0 tak¡, »e dla ka»dej struktury translacyjnej ω̄ ∈ Uζ zachodzi
nast¦puj¡ca implikacja
(8.22)

















Ponadto, stosuj¡c punkt (iv) z lematu 8.2 dla ε oraz wybieraj¡c mniejsz¡ δ > 0, je»eli
zajdzie taka konieczno±¢, uzyskujemy, »e dMod(ω, ω̄) < δ implikuje lipschitzowsko±¢
kawaªkami anicznych homeomorzmów h−1ω ◦ hω̄ : (M, ω̄)→ (M,ω) oraz h−1ω̄ ◦ hω :
(M,ω)→ (M, ω̄) ze staª¡ 1 + ε.
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Odt¡d b¦dziemy zakªada¢, »e dMod(ω̄, ω) < δ. Wówczas punkt (v) z lematu 8.2
implikuje, »e zbiór M̃(ω) speªnia λω(M̃(ω)) > 1−Kε oraz
(8.23)
dω(T ωt (x), h−1ω ◦ hω̄ ◦ T ω̄t ◦ h−1ω̄ ◦ hω(x)) < ε dla x ∈ M̃(ω) dla ka»dego t ∈ [−1, 1].
Tak»e z punktu (v) w lemacie 8.2 otrzymujemy, »e dla ka»dego σ ∈ Σ mamy
(8.24) dω(σ, h−1ω ◦hω̄ ◦T ω̄t ◦h−1ω̄ ◦hω(x)) > 3ε dla x ∈ M̃(ω) dla ka»dego t ∈ [−1, 1].
Skoro ε < εQ, to z denicji M̃(ω) mamy, »e Q̃ ⊂ M̃(ω).
Oszacujemy teraz odlegªo±¢ pomi¦dzy orbitami potoków h−1ω ◦ hω̄ ◦ T ω̄t ◦ h−1ω̄ ◦ hω
oraz
K−1ω ◦S(ω̄) ◦ Kω = K−1ω ◦ Kω̄ ◦ T ω̄t ◦ K−1ω̄ ◦ Kω
= h−1ω ◦ H−1ω ◦ Hω̄ ◦ hω̄ ◦ T ω̄t ◦ h−1ω̄ ◦ H−1ω̄ ◦ Hω ◦ hω.
Z (8.22) otrzymujemy, »e
dζ
(
hω(x),H−1ω̄ ◦ Hω ◦ hω(x)
)
< ε
dla ka»dego x ∈M . Z punktu (i) w lemacie 8.2, h−1ω̄ : (M, ζ)→ (M,ω) jest lipschit-
zowski ze staª¡ 1110 . Zatem otrzymujemy
(8.25) dω̄
(





ε dla ka»dego x ∈M.
Skoro h−1ω ◦ hω̄ jest odwzorowaniem lipschitzowskim ze staª¡ 1 + ε, które ponadto
















dla ka»dego x ∈ M̃(ω). St¡d, z (8.25) oraz z lematu 8.1 dla x := h−1ω̄ ◦ hω(x),
y := h−1ω̄ ◦ H−1ω̄ ◦ Hω ◦ hω(x), ε := 1110ε oraz a = ±1 uzyskujemy
dω̄
(






dla t ∈ [−1, 1] i dla ka»dego x ∈ M̃(ω). Skoro hω̄ : (M, ω̄) → (M, ζ) jest odwzoro-
waniem lipschitzowskim ze staª¡ 1110 , to z tego wynika, »e
dζ
(






Poprzez ponowne u»ycie (8.22) uzyskujemy, »e
dζ
(






Skoro h−1ω równie» jest odwzorowaniem lipschitzowskim ze staª¡
11
10 , to otrzymujemy,
»e dla ka»dego x ∈ M̃(ω) oraz t ∈ [−1, 1] zachodzi
dω
(






Rozwa»aj¡c powy»sz¡ nierówno±¢ razem z (8.23) uzyskujemy, »e dla ka»dego x ∈
M̃(ω) oraz t ∈ [−1, 1] mamy
dω
(
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St¡d, z faktu, »e x ∈ M̃(ω) oraz z lematu 8.1 dla x := T ωt (x), y := K−1ω ◦ S(ω̄)t ◦
Kω(x), ε := 4ε oraz a := −t uzyskujemy
(8.26) dω
(
x, T ω−t◦K−1ω ◦S(ω̄)t◦Kω(x)
)
< 4ε dla ka»dego x ∈ M̃(ω) oraz t ∈ [−1, 1].
Jako, »e Dj ⊆ Q̃ ⊂ M̃(ω) dla j = 1, . . . , l, to nierówno±¢ (8.26) jest speªniona
dla wszystkich x ∈ Dj. Dla ka»dego t ∈ [−1, 1] rozwa»my funkcj¦
Ft := T ω−t ◦ K−1ω ◦S(ω̄)t ◦ Kω.
Zauwa»my, »e Ft zachowuje miar¦ λω. Zatem z (8.21) uzyskujemy
λω
(
Dj ∩ T ω−t ◦ K−1ω ◦S(ω̄)t ◦ Kω(Dj)
)
> (1− ε)λω(Dj).
Stosuj¡c dodatkowo T ω-niezmienniczo±¢ miary λω, otrzymujemy
λω
(
T ωt (Dj) ∩ K−1ω ◦S(ω̄)t ◦ Kω(Dj)
)
> (1− ε)λω(T ωt (Dj)),
dla ka»dego t ∈ [−1, 1]. Poprzez wysumowanie po j = 1, . . . , l, uzyskujemy
λω
(
T ωt (Q̃) ∩ K−1ω ◦S(ω̄)t ◦ Kω(Q̃)
)
> (1− ε)λω(T ωt (Q̃))
a z (8.20) to daje, »e
λω
(
T ωt (Q) ∩ K−1ω ◦S(ω̄)t ◦ Kω(Q)
)
> (1− 2ε)λω(T ωt (Q)).
Skoro λω(Q) ¬ 14 , to
λω
(
T ωt (Q)4K−1ω ◦S(ω̄)t ◦ Kω(Q)
)
< 4ελω(Q) ¬ ε.
Zako«czyli±my tym samym dowód (8.19) a co za tym idzie, caªego twierdzenia. 
Ci¡gªe wªo»enie uzyskane w powy»szym twierdzeniu jest zdeniowane tylko lo-
kalnie. Wyka»emy jednak, »e jest to wystarczaj¡ce do przeniesienia warunku Gδ
z przestrzeni potoków zachowuj¡cych miar¦ do przestrzeni moduli.
Lemat 8.5. Niech X b¦dzie metryzowaln¡ przestrzeni¡ topologiczn¡. Niech
{Ui}i∈N b¦dzie rodzin¡ otwartych zbiorów tak¡, »e
⋃
i∈N Ui = X. Je»eli V ⊆ X jest
takie, »e
V ∩ Ui jest zbiorem Gδ dla i ∈ N,
to V jest zbiorem Gδ.






. Poniewa» X jest przestrzeni¡
metryzowaln¡, to ka»dy zbiór domkni¦ty jest zbiorem Gδ. Dowód ko«czy fakt, »e




Potoki translacyjne rozª¡czne ze swoimi odwrotnymi s¡
Gδ-g¦ste
W tym rozdziale, wykorzystuj¡c narz¦dzia przygotowane w poprzednich roz-
dziaªach, dowodzimy fundamentalnego twierdzenia 9.6, z którego z kolei wynika
bezpo±rednio twierdzenie 1.1. Na pocz¡tku rozdziaªu podany jest równie» dowód
twierdzenia 1.2.
Poni»szy kluczowy rezultat wynika z dowodu wniosku 3.3 w [8].
Twierdzenie 9.1. Niech (X,B(X), µ) b¦dzie probabilistyczn¡ standardow¡ prze-
strzeni¡ borelowsk¡ oraz niech Flow(X) b¦dzie przestrzeni¡ potoków zachowuj¡cych
miar¦ µ na X. Wtedy zbiór sªabo mieszaj¡cych potoków, które s¡ rozª¡czne ze swoimi
odwrotnymi jest Gδ-g¦sty.
Nast¦puj¡cy ogólny rezultat pozwoli nam w szczególno±ci przenie±¢ warunek Gδ
dla zbioru na dowoln¡ skªadow¡ spójno±ci przestrzeni moduli.
Lemat 9.2. Niech Prop b¦dzie wªasno±ci¡ tak¡, »e zbiór elementów posiadaj¡-
cych t¡ wªasno±¢ jest podzbiorem Gδ-g¦stym w Flow(X). Wtedy na ka»dej skªadowej
spójno±ci C przestrzeniM, zbiór struktur translacyjnych, dla których pionowy potok
translacyjny ma wªasno±¢ Prop jest podzbiorem typu Gδ w C.
Dowód. Niech C b¦dzie skªadow¡ spójno±ci przestrzeniM. Przy pomocy twier-
dzenia 8.4 wiemy, »e dla ka»dego ζ ∈ C istnieje otwarte otoczenie Uζ i ci¡gªe odwzo-
rowanie Sζ : Uζ → Flow(X) takie, »e dla ka»dej ω ∈ Uζ pionowy potok translacyjny
T ω jest izomorczny teoriomiarowo z Sζ(ω). Skoro C jest rozmaito±ci¡ topologicz-
n¡, to jest σ-zwarta. Zatem istnieje ci¡g struktur translacyjnych {ζn}n∈N taki, »e⋃
n∈N Uζn = C. Dla ka»dego n ∈ N mamy, »e
Yζn : = {ω ∈ Uζn ; T ω speªnia Prop}
= {ω ∈ Uζn ; Sζn(ω) speªnia Prop}
= S−1ζn {T ∈ Flow(X); T speªnia Prop}
jest zbiorem typu Gδ w Uζn . Z lematu 8.5, to daje, »e zbiór tych ω ∈ C, dla których
T ω speªnia Prop, jest zbiorem typu Gδ w C. 
Poprzez rozwa»enie twierdzenia 9.1 razem ze stwierdzeniem 9.2 otrzymujemy
poni»szy rezultat.
Wniosek 9.3. Zbiór tych struktur translacyjnych ζ, dla których pionowy potok
translacyjny na (M, ζ) jest sªabo mieszaj¡cy i rozª¡czny ze swoim odwrotnym jest
zbiorem typu Gδ na ka»dej skªadowej spójno±ci C w przestrzeni moduli.
Przedstawimy teraz oznaczenia, które b¦dziemy u»ywa¢ do ko«ca tego rozdziaªu.
Niech C ⊂ M b¦dzie niehipereliptyczn¡ skªadow¡ spójno±ci przestrzeni moduli,
tj. C nie jest postaci Mhyp(2g − 2) lub Mhyp(g − 1, g − 1) dla »adnego g ­ 2.
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Niech π = (π0, π1) b¦dzie permutacj¡ alfabetu A skªadaj¡cego si¦ z d elementów
z odpowiadaj¡cej C rozszerzonej klasy Rauzy'ego speªniaj¡c¡
(9.1) π−10 (1) = π
−1
1 (d) i π
−1
0 (d) = π
−1
1 (1).
Taka permutacja istnieje dzi¦ki twierdzeniu 2.16 a z wyboru C wynika, »e nie jest
ona symetryczna. Niech Ωπ b¦dzie macierz¡ translacji stowarzyszon¡ z π. Z wniosku
5.2 istniej¡ symbole a1, a2 ∈ A takie, »e
(9.2) (Ωπ)a1a2 = (Ωπ)a2a1 = 0
a dla ka»dego wymiernie niezale»nego wektora τ ∈ RA liczby
(Ωπτ)a2 − (Ωπτ)a1 oraz (Ωπτ)a1 − ((Ωπτ)π−10 (1) + (Ωπτ)π−10 (d))
s¡ wymiernie niezale»ne.
Nast¦puj¡cy rezultat, b¦d¡cy bezpo±rednim wnioskiem z lematu 2.40, jest jed-
nym z gªównych narz¦dzi potrzebnych do uzyskania g¦sto±ci w gªównym rezultacie
tego rozdziaªu.
Lemat 9.4. Zbiór
C∗ := {M(π, λ, τ) ∈ C; (π, λ, τ) ∈ Θ∗π, λa = 0 dla a ∈ A \ {π−10 (1), π−10 (d), a1, a2}}
jest g¦sty w C.
Zanim udowodnimy gªówny rezultat tego rozdziaªu dowiedziemy twierdzenia 1.2,
które dotyczy g¦sto±ci struktur translacyjnych dla których pionowy potok transla-
cyjny jest izomorczny ze swoim odwrotnym.
Dowód twierdzenia 1.2. Korzystaj¡c z lematu 2.40 dla zbioru D := A \
{π−10 (1), π−10 (d)}, otrzymujemy, »e zbiór
C∗∗ := {M(π, λ, τ) ∈ C; (π, λ, τ) ∈ Θ∗π, λa = 0 dla a ∈ A \ {π−10 (1), π−10 (d)}}
jest g¦sty w C. Dla ka»dego (π, λ, τ) ∈ Θ∗π takiego, »e ζ := M(π, λ, τ) ∈ C∗∗,
zdeniujmy









Pionowy potok translacyjny na ζ = M(π, λ, τ) ∈ C∗∗ jest teorio-miarowo izomor-
czny z pionowym potokiem stowarzyszonym ze struktur¡ translacyjn¡ (M∗, ζ∗),
wyznaczon¡ przez wektory λ̃1 + iτ̃1, λ̃∗+ iτ̃∗ oraz λ̃d + iτ̃d (patrz rys. 1) oraz permu-
tacj¦ symetryczn¡ trzech symboli. Zauwa»my »e wielok¡t wyznaczony przez powy»-
sze wektory jest ±rodkowosymetryczny. Owa symetria zachowuje miar¦ Lebesgue'a
na powierzchni oraz zadaje izomorzm pomi¦dzy potokiem pionowym na (M∗, ζ∗)
a potokiem do niego odwrotnym. Jako, »e pionowe potoki translacyjne na (M∗, ζ∗)
oraz (M, ζ) s¡ izomorczne, to pionowy potok translacyjny na (M, ζ) równie» jest
izomorczny ze swoim odwrotnym. 
Reprezentacja specjalna pionowego potoku translacyjnego stowarzyszonego ze
struktur¡ translacyjn¡ ze zbioru C∗ zdeniowanym jak w lemacie 9.4, jest poto-
kiem specjalnym nad przekªadaniem odcinków pod kawaªkami staª¡ funkcj¡ dachow¡
z punktami nieci¡gªo±ci, które pokrywaj¡ si¦ z punktami nieci¡gªo±ci przekªadania
z podstawy. Ze wzgl¦du na denicj¦ C∗ wszystkie odcinki w podstawie tego potoku
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Rysunek 1. Struktura translacyjna ζ ∈ C∗∗ wraz ze stowarzyszon¡
struktur¡ ζ∗, której reprezentacja wielok¡tna jest ±rodkowosymetrycz-
na.
odpowiadaj¡ce symbolom a ∈ A \ {π−10 (1), π−10 (d), a1, a2} s¡ zerowej dªugo±ci. St¡d
oraz z (9.1) i (9.2) pionowy potok stowarzyszony ze struktur¡ z C∗ mo»emy identy-
kowa¢ z potokiem specjalnym nad przekªadaniem trzech odcinków, z kawaªkami staª¡
funkcj¡ dachow¡, która ma punkty nieci¡gªo±ci w punktach nieci¡gªo±ci przekªada-
nia oraz jeden dodatkowy wewn¡trz ±rodkowego odcinka. Do takiej reprezentacji
mo»emy zastosowa¢ lewo- lub prawostronn¡ indukcj¦ Rauzy'ego. Po zastosowaniu
indukcji otrzymujemy reprezentacj¦ specjaln¡ nad przekªadaniem dwóch odcinków
z kawaªkami staª¡ funkcj¡ dachow¡ z trzema punktami nieci¡gªo±ci, z których jeden
pokrywa si¦ z punktem nieci¡gªo±ci przekªadania dwóch odcinków. Równowa»nie ta-
ki potok mo»na rozwa»a¢ jako potok specjalny nad obrotem na okr¦gu i pod funkcj¡
dachow¡ o czterech punktach nieci¡gªo±ci.
Przedstawimy teraz rezultat, który jest przeformuªowaniem twierdzenia 6.7 dla
d = 2. Je»eli zajdzie taka potrzeba, podczas dowodu nast¦puj¡cego lematu dla ka»-
dego x > 0 b¦dziemy identykowa¢ R/xZ z [0, x).
Lemat 9.5. Istnieje podzbiór ∆0 ⊂ ∆ := {(x, y) ∈ R2>0; 0 < y < x} peªnej miary
Lebesgue'a w ∆ z wªasno±ci¡ tak¡, »e dla ka»dych (l, α) ∈ ∆0 istnieje podzbiór
Dl,α ⊂ (R/lZ)2 peªnej miary Lebesgue'a taki, »e dla ka»dych (β1, β2) ∈ Dl,α mamy
• liczby 0, l − α, β1 i β2 s¡ ró»ne w R/lZ i
• je»eli Tα jest obrotem na R/lZ o α ∈ R/lZ oraz h : R/lZ → R>0 jest
kawaªkami staª¡ funkcj¡ z czterema punktami nieci¡gªo±ci w 0, l − α, β1, β2
oraz wymiernie niezale»nymi skokami w β1 i β2, to potok specjalny T hα jest
sªabo mieszaj¡cy i rozª¡czny ze swoim potokiem odwrotnym.
Dowód. Z twierdzenia 6.7 zastosowanego dla d = 2 oraz r = 2 istnieje zbiór
peªnej miary Λ ⊂ [0, 1) taki, »e dla ka»dego α ∈ Λ istnieje podzbiór Dα ⊂ [0, 1)2
peªnej miary Lebesgue'a, dla którego je±li T fα jest potokiem specjalnym nad obrotem
Tα i pod kawaªkami staª¡ funkcj¡ f z nieci¡gªo±ciami w 1 − α, β1, β2 takimi, »e
(β1, β2) ∈ Dα oraz skoki w β1, β2 s¡ wymiernie niezale»ne, to potok ten jest sªabo
mieszaj¡cy i rozª¡czny ze swoim odwrotnym.
Dla ka»dego l > 0 deniujemy odwzorowanie l : [0, 1)→ [0, l) dane przez l(x) =
lx. Rozwa»amy równie» l jako przeksztaªcenie dziaªaj¡ce z R/Z do R/lZ. Dla ka»dego
l > 0 niech Λl = l(Λ) ⊂ [0, l) = R/lZ oraz niech Dl,α = (l × l)(Dl−1α) ⊂ [0, l)2 =
(R/lZ)2 dla dowolnego α ∈ [0, l). Deniujemy zbiór ∆0 := {(x, y); x > 0, y ∈ Λx}.
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Zauwa»my, »e ∆0 jest zbiorem peªnej miary Lebesgue'a w ∆ a dla ka»dego l > 0
i α ∈ Λl zbiór Dl,α jest peªnej miary Lebesgue'a w (R/lZ)2.
We¹my (l, α) ∈ ∆0 oraz (β1, β2) ∈ Dl,α. Z denicji Λ i Dl−1α, punkty 0, l − α,
β1 oraz β2 s¡ parami ró»ne. Niech h : R/lZ→ R>0 b¦dzie kawaªkami staª¡ funkcj¡,
która ma dokªadnie cztery punkty nieci¡gªo±ci w 0, l − α, β1 and β2. Zaªó»my, »e
skoki dβ1 i dβ2 w odpowiednio punktach β1 i β2 s¡ wymiernie niezale»ne. Rozwa»my
potok specjalny T hα na [0, l)h. Odwzorowanie (l−1× Id) : [0, l)h → [0, 1)h◦l wyznacza
izomorzm pomi¦dzy potokami T hα i T h◦ll−1α. Funkcja dachowa h ◦ l ma cztery punkty
nieci¡gªo±ci w 0, 1 − l−1α, l−1β1 oraz l−1β2 a tak»e skoki dβ1 i dβ2 w l−1β1 i l−1β2
odpowiednio. Co wi¦cej, l−1α ∈ Λ oraz (l−1β1, l−1β2) ∈ Dl−1α. Zatem z doboru
zbiorów Λ i Dl−1α potok T h◦ll−1α jest sªabo mieszaj¡cy i rozª¡czny ze swoim potokiem
odwrotnym. Poniewa» T h◦ll−1α i T hα s¡ izomorczne, T hα tak»e jest sªabo mieszaj¡cy
i rozª¡czny ze swoim potokiem odwrotnym. 
Przedstawimy teraz twierdzenie, z którego bezpo±rednio wynika gªówny rezultat
rozprawy, czyli twierdzenie 1.1
Twierdzenie 9.6. W ka»dej niehipereliptycznej skªadowej spójno±ci przestrzeni
moduli, zbiór takich struktur translacyjnych, »e stowarzyszony pionowy potok trans-
lacyjny jest sªabo mieszaj¡cy i rozª¡czny ze swoim potokiem odwrotnym jest zbiorem
g¦stym typu Gδ.
Dowód. Z uwagi na wniosek 9.3, zbiór struktur translacyjnych, których sto-
warzyszone pionowe potoki translacyjne s¡ rozª¡czne ze swoimi odwrotnymi, jest
zbiorem typu Gδ w ka»dej skªadowej spójno±ci przestrzeni moduli. Poka»emy teraz,
»e istnieje g¦sty podzbiór struktur translacyjnych w ka»dej niehipereliptycznej skªa-
dowej spójno±ci C przestrzeni moduli M takich, »e stowarzyszone pionowe potoki
s¡ sªabo mieszaj¡ce i rozª¡czne ze swoimi potokami odwrotnymi.
Ustalmy dowoln¡ niehipereliptyczn¡ skªadow¡ spójno±ci C przestrzeni moduli
M. Przypomnijmy, »e z twierdzenia 2.16 dla pewnego d ­ 2 oraz alfabetu A skªa-
daj¡cego si¦ z d elementów, istnieje permutacja π = (π0, π1) ∈ SA0 nale»¡ca do
rozszerzonego grafu Rauzy'ego stowarzyszonego z C taka, »e
π1(π−10 (1)) = d oraz π1(π
−1
0 (d)) = 1.
Niech Ω := Ωπ b¦dzie macierz¡ translacji odpowiadaj¡c¡ π. Wtedy, ze wzgl¦du
na wniosek 5.2, istniej¡ dwa ró»ne symbole a1, a2 ∈ A \ {π−10 (1), π−10 (d)} takie, »e
(9.3) Ωa1a2 = Ωa2a1 = 0
oraz je±li τ ∈ RA jest wektorem wymiernie niezale»nym, to liczby
(Ωτ)a2 − (Ωτ)a1 i (Ωτ)ai − ((Ωτ)π−10 (1) + (Ωτ)π−10 (d))




(π, λ, τ) ∈ Θ∗π;λa = 0 dla a ∈ A \ {π−10 (1), π−10 (d), a1, a2}
}
Niech ponadto C∗ := {M(π, λ, τ) ∈ C; (π, λ, τ) ∈ Ξ∗}. Z lematu 9.4 jest to g¦-
sty podzbiór C. Zatem aby wykaza¢ g¦sto±¢ elementów z »¡dan¡ wªasno±ci¡ w C,
wystarczy wykaza¢, »e wªasno±¢ ta jest speªniona dla g¦stego podzbioru w C∗. Wyka-
»emy to poprzez wskazanie g¦stego zbioru parametrów w Ξ∗ takich, »e stowarzyszone
struktury translacyjne posiadaj¡ docelowe wªasno±ci.
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Zauwa»my, »e ze wzgl¦du na twierdzenie 2.17, zbiór Ξ ⊂ Ξ∗ dany przez
Ξ := {(π, λ, τ) ∈ Ξ∗; Tπ,λ jest ergodyczne,
λπ−10 (1)
6= λπ−10 (d), τ jest wymiernie niezale»ny}
jest g¦sty w Ξ∗.
Niech ζ = M(π, λ, τ) ∈ C∗ speªnia (π, λ, τ) ∈ Ξ. Niech T ζ b¦dzie pionowym po-
tokiem translacyjnym na (M, ζ). Przypomnijmy, »e potok T ζ posiada reprezentacj¦
specjaln¡ T hπ,λ nad przekªadaniem odcinków Tπ,λ : [0, |λ|)→ [0, |λ|) i pod kawaªkami
staª¡ funkcj¡ dachow¡ h : [0, |λ|)→ R>0, która jest staªa nad przekªadanymi odcin-
kami (patrz podrozdziaª 2.5). Ponadto je»eli rozwa»ymy h = {ha}a∈A jako wektor
warto±ci, gdzie ha jest warto±ci¡ h nad przedziaªem odpowiadaj¡cym symbolowi a,
to
(9.4) ha = −(Ωτ)a dla a ∈ A.
Jednak»e, skoro (π, λ, τ) ∈ Ξ∗ to mamy, »e λa = 0 dla a ∈ A\{π−10 (1), π−10 (d), a1, a2}.
Zatem mo»emy zredukowa¢ dane opisuj¡ce powy»szy potok specjalny.
Niech π̂ = (π̂0, π̂1) b¦dzie permutacj¡ alfabetu Â := {π−10 (1), π−10 (d), a1, a2} dan¡
przez
π̂0(π−10 (1)) = 1, π̂0(π
−1
0 (d)) = 4, π̂0(a1) = 2, π̂0(a2) = 3
oraz
π̂1(π−10 (1)) = 4, π̂1(π
−1
0 (d)) = 1, π̂1(a1) = 2, π̂1(a2) = 3.
Dla a ∈ Â niech λ̂a := λa. Ponadto skoro przedziaªy odpowiadaj¡ce a ∈ A \ Â
s¡ puste oraz zachodzi (9.3), to h mo»emy rozwa»a¢ jako wektor {ha}a∈Â oraz T ζ
posiada reprezentacj¦ specjaln¡ T h
π̂,λ̂
nad przekªadaniem odcinków Tπ̂,λ̂ : [0, |λ|) →
[0, |λ|).
Rozwa»my zbiory Ξ0,Ξ1 ⊂ Ξ nast¦puj¡cej postaci
Ξ0 := {(π, λ, τ) ∈ Ξ; λπ−10 (1) > λπ−10 (d)} oraz Ξ1 := {(π, λ, τ) ∈ Ξ; λπ−10 (1) < λπ−10 (d)}.
Mamy Ξ0 ∪ Ξ1 = Ξ. Rozwa»my dyfeomorzmy
φ0 : {(x, y, z, v) ∈ R4>0; x > v} → R4>0, φ1 : {(x, y, z, v) ∈ R4>0; x < v} → R4>0
dane przez
φ0(x, y, z, v) := (x− v, v, y, z) oraz φ1(x, y, z, v) := (y, z, x, v − x).
Przypu±¢my najpierw, »e (π, λ, τ) ∈ Ξ0, czyli λπ−10 (1) > λπ−10 (d). Wtedy po jednym
kroku prawostronnej indukcji Rauzy'ego-Veecha dla spinanych prostok¡tów na T h
π̂,λ̂
(patrz uwaga 2.36) otrzymujemy potok specjalny T ĥα nad obrotem Tα : [0, λ̂π−10 (1) +
λ̂a1 + λ̂a2) → [0, λ̂π−10 (1) + λ̂a1 + λ̂a2) o liczb¦ α = α(λ̂) := λ̂a1 + λ̂a2 + λ̂π−10 (d) pod




+ hπ−10 (d), ha1 , ha2 nad kolejnymi przedziaªami, których dªugo±ci s¡




s¡ reprezentacjami specjalnymi tego samego potoku, a wi¦c s¡ izomorczne (patrz
uwaga 2.36). Niech l = l(λ̂) := λ̂π−10 (1) + λ̂a1 + λ̂a2 , β1 = β1(λ̂) := λ̂π−10 (1) oraz
β2 = β2(λ̂) := λ̂π−10 (1) + λ̂a1 . Wtedy ĥ : [0, l) → R>0 posiada punkty nieci¡gªo±ci
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w l−α, β1 i β2. Skok w punkcie β1 jest równy (hπ−10 (1) + hπ−10 (d))− ha1 , podczas gdy
w punkcie β2 jest równy ha1 − ha2 . Co wi¦cej, mamy równie»
(hπ−10 (1) + hπ−10 (d))− ha1 = −((Ωτ)π−10 (1) + (Ωτ)π−10 (d)) + (Ωτ)a1 ,
i
ha1 − ha2 = −(Ωτ)a1 + (Ωτ)a2 .
Poniewa» (π, λ, τ) ∈ Ξ, to τ jest wektorem wymiernie niezale»nym. St¡d oraz z wnio-
sku 5.2 wynika wymierna niezale»no±¢ skoków w β1 i β2. Od teraz b¦dziemy trakto-
wa¢ Tα jako obrót na R/lZ. Ponadto b¦dziemy traktowa¢ równie» ĥ jako kawaªkami
staª¡ funkcj¦ na R/lZ. Wtedy ĥ : R/lZ→ R>0 ma dodatkow¡ nieci¡gªo±¢ w punkcie
0.
Rozwa»my dyfeomorzmy
ψ0 : R4>0 → {(x, y, z, v) ∈ R4>0; 0 < x− y < z < v < x},
ψ1 : R4>0 → {(x, y, z, v) ∈ R4>0; 0 < z < v < x− y < x}
dane przez
ψ0(x, y, z, v) := (x+ y + z + v, y + z + v, x+ y, x+ y + z)
oraz
ψ1(x, y, z, v) := (x+ y + z + v, v, y, y + z).
Wtedy
ψ0 ◦ φ0 : {(x, y, z, v) ∈ R4>0; x > v} → {(x, y, z, v) ∈ R4>0; 0 < x− y < z < v < x}
oraz
ψ1 ◦ φ1 : {(x, y, z, v) ∈ R4>0; x > v} → {(x, y, z, v) ∈ R4>0; 0 < z < v < x− y < x}
s¡ równie» dyfeomorzmami. Podsumowuj¡c, je±li (π, λ, τ) ∈ Ξ0 oraz ζ = M(π, λ, τ),
to potok T ζ jest izomorczny z potokiem specjalnym nad obrotem o k¡t α
na okr¦gu R/lZ pod kawaªkami liniow¡ funkcj¡ dachow¡ z punktami nieci¡gªo±ci
w 0, l − α, β1, β2, gdzie (l, α, β1, β2) = ψ0 ◦ φ0(λ̂). Ponadto skoki w punktach β1 i β2
s¡ wymiernie niezale»ne.
Je±li natomiast (π, λ, τ) ∈ Ξ1 i ζ = M(π, λ, τ), to podobnie jak w poprzednim
przypadku, posªuguj¡c si¦ lewostronn¡ indukcj¡ dla spinanych prostok¡tów, mo»emy
wykaza¢, »e potok T ζ jest izomorczny z potokiem specjalnym nad obrotem o k¡t
α na okr¦gu R/lZ pod kawaªkami liniow¡ funkcj¡ dachow¡ z punktami nieci¡gªo±ci
w 0, l−α, β1, β2, gdzie (l, α, β1, β2) = ψ1◦φ1(λ̂). W tym przypadku skoki w punktach
β1 i β2 wynosz¡ kolejno −(Ωτ)a1 + (Ωτ)a2 oraz −(Ωτ)a2 + ((Ωτ)π−10 (1) + (Ωτ)π−10 (d)).
Ponownie korzystaj¡c z wniosku 5.2 oraz z tego, »e τ jest wektorem wymiernie
niezale»nym, uzyskujemy, »e skoki w punktach β1 i β2 s¡ wymiernie niezale»ne.
Niech ∆0 ⊂ {(x, y) ∈ R2>0; y ∈ (0, x)} oraz Dl,α ⊂ (R/lZ)2 dla (l, α) ∈ ∆0
b¦d¡ zbiorami danymi przez lemat 9.5. Wtedy z lematu 9.5 s¡ one peªnej miary
Lebesgue'a oraz dla ka»dej pary (l, α) ∈ ∆0 i (β1, β2) ∈ Dl,α potok specjalny T fα
nad obrotem o α na R/lZ pod kawaªkami staª¡ funkcj¡ dachow¡ f : R/lZ → R>0
z punktami nieci¡gªo±ci w 0, l−α, β1, β2 oraz wymiernie niezale»nymi skokami w β1




(x, y, z, v) ∈ R4>0; (x, y) ∈ ∆0,
y
x
∈ R \Q, (z, v) ∈ Dx,y, 0<x− y<z<v <x
}
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(x, y, z, v) ∈ R4>0; (x, y) ∈ ∆0,
y
x
∈ R \Q, (z, v) ∈ Dx,y, 0<z<v<x− y<x
}
Z lematu 9.5, zbiór ∆0 jest g¦sty w
{
(x, y) ∈ R2>0; y < x
}
a zbiór Dx,y jest g¦sty
w (0, x)2. St¡d G0 jest g¦stym podzbiorem zbioru
{
(x, y, z, v) ∈ R4>0; 0 < x − y <
z < v < x
}
. Jako, »e ψ0 ◦φ0 jest dyfeomorzmem, to zbiór (ψ0 ◦φ0)−1(G0) jest g¦sty
w
{





(π, λ, τ) ∈ Ξ0; λ̂ ∈ (ψ0 ◦ φ0)−1 (G0)
}
jest g¦sty w Ξ0. Analogicznie wykazujemy, »e zbiór
Γ1 :=
{
(π, λ, τ) ∈ Ξ1; λ̂ ∈ (ψ1 ◦ φ1)−1 (G1)
}
jest g¦sty w Ξ1. Zatem zbiór Γ0 ∪ Γ1 jest g¦sty w Ξ.
Zaªó»my, »e (π, λ, τ) ∈ Γ0∪Γ1 i ζ = M(π, λ, τ). Niech
(
l(λ̂), α(λ̂), β1(λ̂), β2(λ̂)
)
=







∈ Dl(λ̂),α(λ̂). Ponadto T ζ jest izomorczny
z potokiem specjalnym T ĥ
α(λ̂)
na (R/l(λ̂)Z)ĥ, gdzie ĥ : R/l(λ̂)Z→ R>0 jest kawaªka-
mi staª¡ funkcj¡ dachow¡ z nieci¡gªo±ciami w punktach 0, l(λ̂) − α(λ̂), β1(λ̂) oraz
β2(λ̂). Co wi¦cej, jako, »e τ jest wektorem wymiernie niezale»nym, to skoki funkcji ĥ
w punktach β1(λ̂) i β2(λ̂) s¡ wymiernie niezale»ne. Zatem z lematu 9.5 potok T ĥα(λ̂),
a zatem i T ζ , jest sªabo mieszaj¡cy i rozª¡czny ze swoim odwrotnym.
Poniewa» Γ0 ∪Γ1 jest g¦stym podzbiorem Ξ, to jest równie» g¦stym podzbiorem
Ξ∗. Skoro M : Θ∗π → C dane wzorem (π, λ, τ) 7→M(π, λ, τ) jest ci¡gªe (patrz uwaga
2.13) i M(Ξ∗) = C∗, to M(Γ0∪Γ1) jest g¦stym podzbiorem w C∗. Ponadto z lematu
9.4 wynika, »e C∗ jest g¦sty w C co implikuje, »eM(Γ0∪Γ1) jest g¦stym podzbiorem
C. Poniewa», jak pokazali±my wcze±niej, dla ka»dej struktury ζ ∈M(Γ0∪Γ1) potok
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