Background: Plain radiography is widely used to detect mechanical loosening of total hip replacement (THR) implants. Currently, radiographs are assessed manually by medical professionals, which may be prone to poor inter-and intra-observer reliability and low accuracy.
INTRODUCTION
Plain radiography remains the primary imaging modality used in the diagnosis of mechanical (aseptic) loosening of joint replacement implants, due to its low-cost, widespread availability, and low-radiation exposure. The basis of radiological assessment of aseptic loosening is the visual identification of radiolucent regions around the bone-cement or bone-prosthesis interface (periprosthetic lucency). The areas of interest are typically the DeLee and Charnley zones adjacent to the acetabular component, and Gruen zones adjacent to the femoral component 1, 2 (Fig.   1 ). progressive subsidence, as well as lucency regions > 2 mm present in Gruen zones are considered indicative of loosening 3, 4 . Subsidence of the femoral component up to 2 mm within the first year may be normal, but progression after 2 years and/or subsidence > 5 mm is considered abnormal 1 .
The practiced human eye has an incredible capacity to recognize complex patterns, especially on sequential images. However, the human element also brings unique challenges. their limited inter-and intra-observer reliability 9 . Alternative imaging modalities, such as computed tomography, bone scans and arthrography can increase diagnostic accuracy but lead to added costs, increased exposure to ionizing radiation and risk associated with contrast agents.
This paradigm of radiological assessment may be at the cusp of significant disruption due to major breakthroughs in deep learning (DL) algorithms and computational systems. DL is a subset of the broader family of artificial intelligence (AI) or machine learning methods that leverages artificial neural networks for object detection and image classification. DL methods have already been applied to plain film radiographs with high degree of success in different orthopaedic applications, such as identification of wrist, elbow, humerus, ankle and hip fractures, classification of proximal humerus and hip fracture types, detecting presence and type of arthroplasty, and staging knee osteoarthritis (OA) severity, to name a few [10] [11] [12] [13] [14] [15] [16] [17] [18] . Performance of the machines in these cases was typically on-par with trained surgeons and radiologists, and superior to general practitioners. In a previous study, we successfully trained a DL algorithm to classify a given THR X-ray into one of three possible designs 19 . Although, this represented a limited task, the results were highly encouraging with the model achieving 100% accuracy. Thus, for the first time in human history, machines are able to replicate and, in many instances, surpass the visual pattern recognition capabilities of humans. This has major implications for radiological assessment. The DL algorithms can self-discover highly complex and important patterns, which are nearly impossible for us to mentally compute and even harder to translate into practical usable scoring systems. Algorithms face no such theoretical limitations, and the development of graphical processing units has brought the required computational power to desktop workstations. Now, the collective knowledge of vast imaging datasets can be taught to DL algorithms in a matter of weeks and applied to specific problem in seconds. By necessity, human assessment of radiographs occurs in the absence of the foreknowledge of the true outcomes. In contrast, DL algorithms can be trained by providing them with historical sets of images tagged with the correct outcome status determined by a combination of clinical, patient and image assessment performed by human experts.
Consequently, DL algorithms may be able to better identify and correlate radiographic features with true patient outcome. Lastly, as humans, we each bring to bear our own specific experiences and biases to a given situation. Machines, on the other hand, can learn from our collective experiences and apply them in a consistent manner every time. This is the future of radiologic assessment of mechanical loosening and can tremendously augment a practitioner's expertise, potentially freeing the practitioner to engage in more patient-centric care. With this background in mind, the purposes of this study were to determine: 1) whether a deep convolutional neural network (CNN) could be trained to provide automated radiographic assessment of mechanical loosening of THR implants, and 2) whether the decision-making process of the CNN could be visualized to build confidence in the machine's prediction.
MATERIALS AND METHODS
After acquiring institutional review board (IRB) approval, we conducted a retrospective study using previously collected imaging data at a single institution for 40 THR patients, involving a combination of patients undergoing primary and revision procedures. We evaluated 17 patients' hip anteroposterior (AP) x-rays with primary cementless THR implant who underwent revision surgery due to mechanical loosening (either with a loose stem and/or a loose acetabular component). The average age of this patient group was 70.4 years (+/-10.2) consisting of 12 females (71%) and 5 males (29%). The radiographs were taken immediately prior to their revision surgery. These x-rays were labeled as "mechanically loose" on the radiographic report, and mechanical loosening was further confirmed during surgery by the orthopaedic surgeon and was reported in the operative note. We did not differentiate between acetabular and femoral component loosening i.e. patients with either loose stem or loose cup or both were included. A comparison group was comprised of 23 patients who underwent primary cementless THR surgery with no immediate complication post-surgery. The average age of this patient group was 65.2 (+/-11.9) years consisting of 12 females (52%) and 11 males (48%). The hip AP x-rays of these patients taken immediately after primary THR surgery were labeled as "well-fixed". 
Besides anonymization and removing annotations from the Digital Imaging and
Communications in Medicine (DICOM) files, we performed no additional pre-processing on the x-rays. We employed five-fold cross-validation to evaluate the performance of the DL algorithms 20 . The cross-validation process involved randomly dividing the entire x-ray dataset into five equal subsets (folds). Then for five separate iterations, we used four subsets each time to train the DL algorithm and one remaining subset to validate the algorithm by comparing the output labels with
Loosening regions the ground truth labels. We calculated the sensitivity and specificity of the DL algorithm, and plotted receiver operating characteristic (ROC) curve. Sensitivity (also called true positive rate) is the ratio of correctly identified loose x-rays by the DL algorithm to all of the loose x-rays in the validation subset, and specificity (also called true negative rate) is the ratio of correctly identified well-fixed implant x-rays by the DL algorithm to all the well-fixed implant x-rays in the validation subset. After repeating this process five times (once for each fold), we were able to effectively measure the performance of DL algorithm on the entire dataset. Finally, we obtained a single performance measure by averaging the results of all five iterations. It is important to note that the DL algorithm validation process was always performed on the one x-ray subset that was not used in training. The advantage of cross-validation method for small datasets when there is not enough data for a separate test subset, compared to other validation methods such as the hold out method, is that the hold-out method requires data partitioning into training and validation subsets, so the performance might depend on how the dataset is split. Depending on which data points end up in the training subset, and which data points end up in the validation subset, the DL algorithm performance might be different. On the other hand, in the cross-validation method that we implemented, the DL algorithm was validated on the entire dataset and each data point was in the validation subset once 20 . We employed data augmentation on the training dataset to account for real-world variation of x-rays, such as slight variation in orientation, magnification, and hip positioning in the x-ray. Data augmentation created new data by applying minor changes to the base dataset, which increased the invariance of the DL algorithm to real-world discrepancies and reduced the chance of overfitting.
We modified a CNN that was initially developed for non-medical image classification and used it for our application. This method is referred to as "transfer learning", where a CNN initially developed for one specific application is "transferred" to be used in another application. We implemented DenseNet 21 CNN algorithm by replacing the fully connected layer (classifier) with five layers as follow: three layers of fully connected neural network (dense layers) with 512, 256, and 256 neurons respectively, followed by a dropout (0.3) layer to further reduce the chance of overfitting, followed by one output neuron for binary classification. DenseNet CNN architecture utilizes feed-forward connection to connect each layer to every other layer as opposed to a traditional CNN where there is only one connection between each layer and the subsequent layer.
DenseNet CNN architecture improves feature propagation and achieves high performance while
requiring less memory and computation compared to the other state-of-the-art CNN architectures 21 . Fig. 3 shows the CNN architecture that we implemented and the training process. Fig. 3 The CNN architecture and the training process
We implemented two different weight initialization methods and compared the results: (1) in the first method, we initialized the weight with a random Gaussian distribution and re-trained the entire CNN on x-ray images (referred to as "re-trained CNN" henceforth), (2) and in the second method, million non-medical images (referred to as "pre-trained CNN" henceforth). For the latter, we retrained the top fully-connected layer (classifier) on the hip x-rays. We implemented image-specific saliency maps to indicate the importance of each pixel of a given x-ray on the CNN's classification.
Saliency maps helped to visualize the CNN process and indicated where the network was "looking" at to make a classification 23 . Saliency maps shed light on the CNN decision-making process and increased the confidence in its outcome. We also visualized the activation maps of the first and last convolutional layers filters. The activation map showed the input images that maximized each filter's output, thus enabling visualization of different features that each filter was looking for. Visualizing these filters assisted with the evaluation of the CNN training process and training quality, as noisy and unidentifiable filters were indicators of poorly trained CNN. Fig. 4 shows the schematic of the method that we implemented in this study. We trained the CNN using Adam optimizer, for 10 epochs, with a batch size of 2 and learning rate of 0.0001. We implemented CNN using Tensorflow (Keras) on a workstation comprised of an Intel(R) Xeon(R) Gold 6128 processor, 64GB of DDR4 RAM and a NVIDIA Quadro P5000 graphic card. We compared the CNN's performance with human expert performance in diagnosing THR implant mechanical loosening. For this we provided a high-volume board-certified orthopaedic surgeon (AFC) with the same information as the CNN. This human expert was only shown the x-ray images in a blinded fashion without access to any other information about the patients such as medical history or additional radiographs. We measured human expert's sensitivity and specificity on the entire dataset and compared it with the CNN's performance.
RESULTS

Fig. 5 shows the average ROC curve over the five-fold validation subsets for both pre-
trained and re-trained CNNs classifying the x-rays into "loose" and "well-fixed" implant categories. The orthopaedic surgeon diagnostic performance is also overlaid in Fig 5. or an orthopaedic surgeon would look at to make a diagnosis. It is important to note that we did not explicitly tell the CNN that these regions were important, and the machine "learned" to look at these locations.
Fig. 6
Saliency maps for an example x-ray for each fold of the five-fold cross-validation of the pre-trained CNN. Colored regions, where red denotes higher relative influence than blue, indicate most influential regions on the CNN's performance. Fig. 7 shows the saliency maps for an example x-ray of fold 1 at different stages of the training for both re-trained ( Fig. 7 [a] ) and pre-trained ( Fig. 7 [b] ) CNNs at 1, 5, and 10 epochs.
The saliency map as a function of training epochs demonstrates that the pre-trained CNN quickly learned where to 'look', while the re-trained CNN struggled. Fig. 8 shows the activation map for all the filters of the first convolution layer for both pre-trained and re-trained CNNs. First convolution layer was the closest layer to the input looking directly at the x-ray image, while other convolution layers looked at the previous layer's feature maps resulting in progressively more complicated features.
Fig. 7
Saliency maps for an example x-ray of fold 1 as a function of epochs for (a) re-trained CNN, and (b) pre-trained CNN. Colored regions, where red denotes higher relative influence than blue, indicate most influential regions on the CNN's performance. Fig. 8 (a) shows that the first convolution layer filters of the pre-trained CNN looked for basic and simple patterns in the image, such as vertical and horizontal lines. Furthermore, many of these filters were looking for a gray scale color seen in x-rays. On the other hand, the re-trained CNN ( Fig. 8 [b] ) struggled to find simple patterns and looked for somewhat blurry filters with a wide range of different colors. The fact that the first convolution layer of the pre-trained CNN was Fig. 9 shows the activation map for all the filters of the last convolution layer for both pretrained and re-trained CNNs. These filters were more complex since they were further from the input x-ray looking at the previous layer's feature maps (not the x-ray image itself). These filters looked for high-order features in the input, which made them unintuitive and harder to interpret.
We still observed that the re-trained CNN did not learn clear features and still looked for somewhat blurry features of different colors, while the pre-trained CNN learned complex, yet clear and identifiable features mostly with binary colors. 
DISCUSSION
We implemented DL method to automatically detect mechanical loosening of THR implant from plain film radiographs versus manual radiographic assessment. Other studies have applied DL methods on plain film radiographs for various orthopaedic applications [10] [11] [12] [13] [14] [15] [16] [17] [18] . However, to the best of our knowledge, this is the first study to apply DL method for the automatic detection of mechanical loosening of THR implants. We implemented transfer learning using pre-trained and re-trained CNNs on AP x-rays of 40 patients (17 with loose and 23 with well-fixed implants) to train the algorithms on classification of given THR patient x-ray as mechanically loose or well- We have also used saliency maps to shed light on the decision-making and training process of the CNN. We showed that the CNN is looking at clinically relevant features to make a diagnosis.
We also visualized the saliency maps as a function of the training process to show that the pretrained CNN learned quickly where to look compared to the re-trained CNN. This visualization is critical to build confidence in the machine's outcome and move towards integration of artificial intelligence in daily orthopaedic care. While other studies 12, 13, 18 have used saliency maps to visualize the CNN's final output, the use of saliency maps as a tool for assessing the training process, as presented here, is novel.
We also showed that using a pre-trained CNN on non-medical images as a base for medical images binary classification can accelerate the learning process and achieve high accuracy even on a small dataset, since medical and non-medical images share the same basic features on the low-level. We visualized these low-level features using activation maps to prove the validity of this approach. Prior studies involving use of transfer learning for orthopaedic applications 10,14-16 , have generally not provided direct evidence to support the choice of using the transfer learning approach.
The primary limitation of this study is the size of the dataset. With a larger dataset in future studies, we can have a separate test subset to evaluate the performance of the CNN on an entirely separate set of x-rays from the training and validation processes. Nonethless, the cross-validation technique employed herein is a validated method for evaluating network performance, while ensuring that no overlap exists between data used for training vs. data used for performance evaluation. Another limitation of this study is that the CNN was trained on late-stage mechanical loosening cases, using radiographs obtained just prior to revision surgery. Thus, the performance of CNN on detecting early stages of THR implant mechanical loosening is unknown. Expansion of the dataset will also help to overcome this limitation. Furthermore, we only used one AP x-ray per patient, as opposed to clinical practice where the clinician would have the benefit of additional views, and comparison to serial radiographs to evaluate the progression of the mechanical loosening. Furthermore, we did not compare radiographs to other modalities of detecting mechanical loosening.
In this study, we presented a novel, fully automatic and interpretable approach to detect mechanical loosening of THR implants from AP hip x-ray using deep CNN. We intend to further develop this AI method to build the capability of incorporating additional radiographic views and serial assessment of x-rays.
