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Abstract 
To improve performances of multi-objective optimization algorithms, such as convergence and diversity, a hybridization- encour-
aged mechanism is proposed and realized in elitist nondominated sorting genetic algorithm (NSGA-II). This mechanism uses the nor-
malized distance to evaluate the difference among genes in a population. Three possible modes of crossover operators—“Max Distance”, 
“Min-Max Distance”, and “Neighboring-Max”—are suggested and analyzed. The mode of “Neighboring-Max”, which not only takes 
advantage of hybridization but also improves the distribution of the population near Pareto optimal front, is chosen and used in NSGA-II 
on the basis of hybridization-encouraged mechanism (short for HEM-based NSGA-II). To prove the HEM-based algorithm, several 
problems are studied by using standard NSGA-II and the presented method. Different evaluation criteria are also used to judge these 
algorithms in terms of distribution of solutions, convergence, diversity, and quality of solutions. The numerical results indicate that the 
application of hybridization-encouraged mechanism could effectively improve the performances of genetic algorithm. Finally, as an 
example in engineering practices, the presented method is used to design a longitudinal flight control system, which demonstrates the 
obtainability of a reasonable and correct Pareto front.  
Keywords: multi-objective optimization; genetic algorithms; diversity; hybridization; crossover  
1 Introduction1 
In engineering practices, such as aerospace, 
automobile, and electronics, application of multi- 
disciplinary design optimization (MDO) has become 
the trend in designing complex systems. Solving 
multi-objective optimization problem (MOP) con-
stitutes one of the key challenges in MDO[1]. 
Traditional uni-objective optimization is a sca-
lar one, whereas multi-objective or multi-discipli- 
nary optimization is a vector one. A general multi- 
objective programming problem takes the following 
form[2]: 
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For a uni-objective optimization problem, the 
optimum solution is the one that minimizes the ob-
jective function ( )if x  subject to the constraints 
( ) 0,  1,2, ,ig j mt  x " . The attempt to define a vec-
tor minimal point at which all components of the 
objective function vector f  are simultaneously 
minimized is not adequately realistic because such a 
“utopia” point is seldom attainable. Thus, a new 
concept of optimality arise, which different from 
that used to be in scalar optimization and demanded 
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to find a solution to the vector optimization problem. 
Pareto optimal solution[3] happened to be such a 
concept, whose definition is: a feasible solution 
* x S  is a Pareto solution if there is no x S  so 
that *0 ( ) ( ),  1,2, ,i if f i kd  x x " , and *0 ( ) ( )i if fx x  
for at least one [1,2, , ]i k " . 
In a multi-objective optimization problem, 
there are many Pareto optimal solutions that form a 
so called Pareto optimal front. It is generally ex-
pected that multi-objective optimization algorithms 
could find out all Pareto optimal solutions or the 
subsets that could reflect the uniform distribution 
along Pareto front so that the designers can make 
choice according to different requirements. 
There are plenty of methods to solve multi- 
objective problems[4]. Among them, the multi-ob- 
jective genetic algorithm has attracted remarkable 
attention[5] because it possesses lots of obvious ad-
vantages inclusive of its ability of addressing dis-
continuous, nondifferential, and nonconvex prob-
lems having multiple peaks and supporting parallel 
computation as well as acquiring the Pareto front in 
one run. So far, multi-objective genetic algorithm 
has evolved into several variants, for instance, vec-
tor evaluated genetic algorithms (VEGA)[6], niched 
Pareto genetic algorithms (NPGA)[7], strength 
Pareto evolutionary algorithms (SPEA)[8] and 
SPEA2[9], and nondominated sorting genetic algo-
rithms (NSGA)[10]. 
Proposed by K. Deb[11-12] on the basis of NSGA 
in 2002, NSGA-II improves the nondominated sort-
ing algorithm and reduces the computational com-
plexity. It sorts the combination of parents and chil-
dren population with elitist strategy, introduces the 
crowded comparison operator to improve diversity 
of solutions, and avoids the use of niched operators. 
It is because of these merits that NSGA-II as a 
multi-objective genetic algorithm has found the 
widest application and has undergone the deepest 
investigation. 
In modern engineering optimization problems, 
a great number of complex objective functions and 
constraint functions always spend tremendous 
amount of time and money in computation and 
analysis, thus, posing higher requirements to opti-
mization algorithms. For multi-objective genetic 
algorithms, they face two difficult challenges[13]: 
one is how to assign individual fitness and make 
choice so that the evolution of the population could 
lead to Pareto optimal set; the other is how to main-
tain population diversity to avoid premature con-
vergence and make the solution set have good dis-
tribution. These challenges also decide the direction 
of current research. 
As an intrinsic nature of the physical world, 
“heterosis” means that children would have finer 
characters, the more different their parents’ genes 
are. Therefore, this article proposes hybridization- 
encouraged mechanism to enhance the perform-
ances of multi-objective genetic algorithms and de-
scribes the details of its implementation. 
2 Basic Idea of Hybridization-encouraged 
Mechanism (HEM)                  
As three basic operators in genetic algorithm 
(GA), reproduction, crossover, and mutation simu-
late the nature of the biological propagation. Re-
production passes down fine characters from parents 
to children, whereas crossover and mutation grow 
new individuals in children population. This article 
studies the crossover operator in multi-objective GA 
by using hybridization-encouraged mechanism so as 
to improve the diversity of population and bring up 
fine children more quickly, thereby, heightening the 
efficiency to seek for optimal solutions. 
In nature, parents with similar genes are much 
more likely to have inferior children. In contrast, 
parents with different genes are liable to enable 
children to inherit their positive sides and grow into 
a new generation remarkably superior to themselves, 
which is called “hybrid vigor”. 
In GA, the law similar to “hybrid vigor” goes 
into action too. Extremely, the same parents must 
grow the same children because of the crossover. On 
the basis of this perception, certain strategy could be 
introduced for the crossover operator to match 
genes and to make carriers of radically different 
genes become parents to bring hybrid vigor into full 
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play. This is just what the hybridization-encouraged 
mechanism does mean, which helps avoiding in-
breeding, keeping the diversity of population, and 
improving the performances of GA. 
3 NSGA-II on the Basis of Hybridization-
encouraged Mechanism (HEM-based    
NSGA-II)                            
3.1 Quantification of differences among genes 
To realize the hybridization-encouraged me- 
chanism, the method to compute quantitative dif-
ferences among genes should firstly be determined. 
For this, this article puts forward the term “normal-
ized distance”.  
In order to evaluate the difference between two 
vectors, the simplest way is to use Euclid distance. 
However, in MOP, the range of each design variable 
is different, so it is necessary to normalize the range 
before calculating Euclid distance. If the vector x  
varies within the following ranges: 
min min min
min 1 2
max max max
max 1 2
[ ]
[ ]   
n
n
x x x
x x x
½ °¾ °¿
x
x
"
"
     (4) 
then, the normalized vector xˆ  is 
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Suppose there being two normalized design 
variables 1 2,x x , then, the normalized distance be-
tween 1 2,x x  is just Euclid distance 1 2ˆ ˆˆ | |r  x x . 
Alternatively, the normalized distance can be calcu-
lated in the objective space as 1 2ˆ ˆˆ | |r  y y . 
For a given population, a normalized distance 
matrix Rˆ  can be constructed by calculating the 
distance between any two genes. The element iˆjr  
in Rˆ  is the normalized distance between the ith 
and jth genes in the set. As a symmetric matrix with 
diagonal elements equal to zero, Rˆ  contains full 
information about the difference among genes in a 
population. 
For the crossover operator of multi-objective 
GA, in order to achieve hybrid vigor, a proper strat-
egy to combine the parent genes could be selected 
according to the normalized distance. 
3.2 Modes of combining crossover parents 
In the evolution of standard NSGA-II, after the 
selection operation, a gene set with the same size as 
the population can be obtained and called “cross-
over set”. Then, the crossover operation is con-
ducted as follows: genes are randomly selected to be 
crossover parents from the crossover set pair by pair, 
and the crossover probability is used to determine 
whether these parents should be crossed. Because 
the standard algorithm does not take into account 
the difference among genes, this article proposes an 
improved method below: in order to achieve hybrid 
vigor, calculate the normalized distance matrix Rˆ  
and properly arrange the combination of crossover 
parents. Several possible modes of crossover will be 
discussed as follows. 
(1) Mode of “Max Distance” 
The mode of “Max Distance” selects genes 
having maximum normalized distance from the 
crossover set pair by pair and cross them; that is, 
firstly select a pair of genes having maximum nor-
malized distance from the crossover set, apply 
crossover operation to them according to the cross-
over probability, and then, select the pair of genes 
having maximum normalized distance in the rest 
again. Repeat the above process until all genes in 
the set are selected. 
Fig.1 illustrates the basic idea of “Max Dis-
tance” mode. The figure plots the objective space of 
a dual-objective optimization problem, in which the 
dashed line represents Pareto optimal front; the 
round points the common genes; and the triangles, 
the pair of genes with maximum distance forming a 
pair of crossover parents, whose crossover children 
are denoted by pentagrams. Compared with the 
standard mode, “Max Distance” selects and com-
bines genes with radical difference from the cross-
over set, thus, increasing the possibility of passing 
down hybrid vigor to children. However, from the 
point of view of the entire population, this crossover 
mode tends to make the population gather together 
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and the population distribute along Pareto optimal 
front unevenly. 
 
Fig.1  Scheme of “Max Distance” mode. 
(2) Mode of “Min-Max Distance” 
Because the hybridization-encouraged mecha-
nism is aimed to enhance the diversity of population 
and ameliorate the population distribution, the basic 
idea of “Min-Max Distance” mode is to pull apart 
the genes with “extremely small distance”. First, 
find out the pair of genes with minimum distance 
from crossover set and select one of the two genes. 
Next, find out the gene with the maximum distance 
from the selected one and combine the two genes 
into a pair of crossover parents. Repeat the above 
process within the rest of the crossover set. 
Fig.2 illustrates the basic idea of “Min-Max 
Distance” mode. Because the two triangles are quite 
close, select one of them as a cross parent and find 
the gene with the maximum distance as the other 
parent. The genes of the children are represented by 
pentagrams. It can be seen that the mode of “Min- 
Max Distance” does pull apart the genes originally 
gathered together and so leads to more even distri-
bution. 
 
Fig.2  Scheme of “Min-Max Distance” mode. 
(3) Mode of “Neighboring-Max” 
The initial population of GA always generates 
randomly, so it is seldom that genes “gather to-
gether” at the beginning. With population evolving, 
most genes move close to Pareto optimal front and 
possibly “gather together” near the front. For the 
mode of “Min-Max Distance”, if one of the parent 
genes is near the Pareto optimal front, the gene that 
has maximum distance from it might be far away 
from Pareto optimal front, and so, might be the 
genes of their children. Although “Min-Max Dis-
tance” mode could pull apart the too close genes, it 
probably makes the population move apart from 
Pareto optimal front. To remedy this, the two cross-
over parents should be close to the front, but the 
true Pareto optimal front is always unknown in 
practices. Consequently, this article proposes the 
concept of “neighboring gene” and selects the gene 
with maximum distance only from the neighboring 
genes. 
Sorting all genes in the population according to 
the ith optimization object function if  results in an 
ascending or descending gene list. For gene g, the 
genes before or after it in the list are called the 
neighboring genes of g. If g is at the beginning or 
end of the list, it has only one neighboring gene 
relative to if . If k  is the sum of optimization ob-
jects, the gene g might have 2k  neighboring genes 
at most. Fig.3 demonstrates the concept of neigh- 
boring gene, in which quadrangles represent the 
four neighboring genes of g. 
 
Fig.3  Scheme of neighboring genes. 
The basic idea of the mode of “Neighbor-
ing-Max” is: choose a gene g from the crossover set 
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randomly and find out all of its neighboring genes, 
and then, select the gene with maximum distance to 
g in the neighboring set, which will combine g to 
form the crossover parent. This means if g is near 
Pareto optimal front, it is quite possible for the chil-
dren to appear near the front also. Moreover, the 
parents—the genes with the most radical difference 
in a local area—are good at obtaining hybrid vigor. 
As shown in Fig.4, a triangle and the quadran-
gles represent the four neighboring genes of the 
gene g. The triangle has the maximum distance to g. 
Pentagrams denote the children acquired by cross-
ing them. Both parents are close to Pareto optimal 
front; so are the children. Thus, the crossover makes 
the population achieve better distribution along 
Pareto optimal front. 
 
Fig.4  Scheme of “Neighboring-Max” mode. 
The above-cited three modes can be imple-
mented with simple operations to the normalized 
distance matrix Rˆ  of the crossover set. For multi- 
objective optimization in modern complex engi-
neering systems, the complexity and computational 
cost of these operations are quite lower than those 
of systems analysis. 
4 Verification of Methods 
Following sincere discussions on the choice of 
proper multi-objective problems to evaluate the per- 
formance of the algorithm, a number of benchmark 
problems have been proposed[14]. This article will 
use three typical benchmark problems to compare 
the three modes of combining crossover parents, 
and then, the NSGA-II on the basis of hybridiza-
tion-encouraged mechanism with the standard algo-
rithm. 
4.1 Benchmark problems 
(1) MOP2 problem 
Eq.(6) describes the MOP2 problem proposed 
by C. M. Fonseca[15], which contains three design 
variables and two objective functions but no con-
straint. The theoretical Pareto optimal front of 
MOP2 problem is a continuous convex curve. 
2
1
1
2
2
1
1( ) 1 exp    
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(2) MOP4 problem 
Eq.(7) describes the MOP4 problem proposed 
by F. Kursawe[16], which comprises three design 
variables and two objective functions but no con-
straint. The theoretical Pareto optimal front of 
MOP4 problem is a piecewise curve. 
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(3) COK problem 
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Eq.(8) describes the COK problem proposed by 
A. Osyczka and S. Kundu[17], which consists of six 
design variables, two objective functions, and six 
constraints. Theoretical Pareto optimal front is a 
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piecewise continuous broken-lines. 
4.2 Evaluation measures 
It is well known that more than one perform-
ance measure is needed to evaluate a multi-objec- 
tive optimization algorithm[18]. This article will use 
several different evaluation tools to make a com-
prehensive investigation into the performances of 
the algorithm. The averages of measurements are 
acquired through calculation over a great number of 
runs. 
(1) Neighboring distance measure by K. Deb[12] 
The neighboring distance measure '  describes 
the distribution of the solution set. The distribution 
of results is more uniform when '  is smaller. 
(2) Convergence and diversity measures by V. 
Khare[19-20] 
A convergence measure C represents the dis-
tance between an optimization result and Pareto 
optimal front. The algorithm’s convergence be-
comes better when C is smaller. A diversity measure 
D represents the diversity of optimization results, its 
range is [0, 1], where 1 refers to the best and 0 the 
worst. 
(3) Gene-in-front ratio in solution set 
For the population obtained by optimization, it 
would be better to have more nondominated solu-
tions, wherefore comes the gene-in-front ratio PFR , a 
ratio of the number of the nondominated solutions 
to the population size N, which serves to be a meas-
ure to indicate the proportion of fine genes in the 
population. 
(4) Nondominated solution ratio 
Deviated from being used to evaluate a single 
population, this measure is used to compare two 
populations. Suppose that populations POP1 and 
POP2 generate from two different optimization al-
gorithms, a new population POPcomb can be con-
structed by combining them. In the first-level non-
dominated solution set achieved by nondominated 
sorting to POPcomb, suppose that the numbers of 
the genes from POP1 and POP2 are 1m  and 2m , 
respectively, and the nondominated solutions ratio 
of POP1 to POP2 is 
1
1,2
2
100%mR
m
 u             (9) 
1,2 1R !  means that POP1 is larger than POP2. 
It should be noted that the computation time 
spent in optimization is also an important measure 
to evaluate the complexity and efficiency of the al-
gorithm. Undoubtedly, the computational cost of 
HEM-based NSGA-II must be a little larger than 
that of the standard NSGA-II; however, the extra 
expense is surely much less than the cost spent on 
system analysis of a complex engineering optimiza-
tion problem; therefore, the computation time is not 
discussed in this article. 
4.3 Comparison of results 
(1) Comparison of the modes of combining 
crossover parents 
Taking MOP2 problem as an example, the 
mode of “Neighboring-Max” is compared with 
other two, “Max Distance” and “Min-Max Dis-
tance”. The averages over 10 runs of all above- 
mentioned measurements are calculated and inves-
tigated. 
During comparison, all modes use the same 
algorithm parameters: population size is 80, evolu-
tion generation is 50, and mutation probability is 
0.05. Table 1 lists the results of “Neighboring-Max” 
and “Max Distance”, and Table 2 lists the results of 
“Neighboring-Max” and “Min-Max Distance”. The 
word “Better” in the last column of both tables re-
fers to the “Neighboring-Max” being superior to its 
counterpart. It can be seen that the “Neighbor-
ing-Max” mode, in line with the analyses in Section 
3.2, gets better of other two modes in terms of all 
measures. 
Table 1 Results of “Neighboring-Max” and “Max 
Distance” 
Measure Neighboring-Max Max Distance Result 
'  0.093 422 0.111 259 Better 
C  0.002 467 0.002 599 Better 
D  0.563 156 0.508 206 Better 
PFR  0.646 000 0.535 000 Better 
1,2R  1.337 753 Better 
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Table 2 Results of “Neighboring-Max” and “Min-Max 
Distance” 
Measure Neighboring-Max Min-Max Distance Result 
'  0.008 815 0.023 271 Better 
C  0.002 868 0.020 054 Better 
D  0.600 646 0.242 342 Better 
PFR  0.871 250 0.442 500 Better 
1,2R  3.673 009 Better 
(2) Comparison of HEM-based NSGA-II with 
standard NSGA-II 
All of the benchmark problems cited in the 
Section 4.1 are used to compare HEM-based 
NSGA-II with the standard NSGA-II with the 
“Neighboring-Max” as the mode of hybridization- 
encouraged mechanism. The measures are calcu-
lated in the same way as is done in above section. 
ķ MOP2 problem 
Both algorithms are supposed to assume the 
same parameters: population size is 80, evolution 
generation is 50, and mutation probability is 0.05. 
Table 3 shows the comparison results. The word 
“Better” in the last column means HEM-based 
NSGA-II being superior to the standard one. Clearly, 
the introduction of hybridization-encouraged me- 
chanism does improve the performances, such as 
distribution of solutions, convergence, diversity and 
quality of solution set. 
Table 3 Comparison of algorithms for MOP2 
Measure 
Hybridization-encouraged 
algorithm Standard algorithm Result 
'  0.010139 0.011331 Better 
C  0.002614 0.004264 Better 
D  0.587899 0.562620 Better 
PFR  0.858750 0.693750 Better 
1,2R  1.423925 Better 
ĸ MOP4 problem 
For both algorithms, let the population size be 
100, evolution generation 80, and mutation prob-
ability 0.1. Table 4 shows the comparison results. 
Obviously, the introduction of hybridization-en- 
couraged mechanism improves distribution of solu-
tions, convergence and quality of solution set but 
slightly degrades the diversity. 
Table 4 Comparison of algorithms for MOP4 
Measure
Hybridization-encouraged 
algorithm Standard algorithm Result 
'  0.095 753 0.103 269 Better 
C  0.002 525 0.002 584 Better 
D  0.545 323 0.575 131 Worse 
PFR  0.653 000 0.591 000 Better 
1,2R  1.104 489 Better 
Ĺ COK problem 
For both algorithms, assume the population 
size being 100, evolution generation 250, and muta-
tion probability 0.1. Table 5 illustrates the compari-
son results. Surely, the introduction of hybridiza-
tion-encouraged mechanism improves distribution 
of solutions, diversity and quality of solution set but 
slightly degrades the convergence. Nevertheless, the 
results of optimization indicate that the population 
still can converge near the theoretical Pareto opti-
mal front. 
Table 5 Comparison of algorithms for COK 
Measure
Hybridization-encouraged 
algorithm Standard algorithm Result 
'  1.774 655 2.625 172 Better 
C  0.015 549 0.003 968 Worse 
D  0.405 582 0.323 835 Better 
PFR  0.575 000 0.449 000 Better 
1,2R  1.190 175 Better 
5 Application in Engineering Design 
Practice 
Designing a flight control system (FCS) for a 
fighter is typical of engineering practice. The pilot 
requires the control system to provide good steer 
quality with both agility and smoothness, which 
makes determining the parameters of a controller a 
multi-objective optimization problem. Manual ad-
justment of parameters is always time- and labor- 
consuming with the results easy to be affected by 
designer’s subjective inclination. This article takes a 
non-linear dynamic model of a fighter as an objec-
tive to be controlled and uses HEM-based NSGA-II 
to optimize the parameters of the controller on the 
basis of the structure of the longitudinal control sys-
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tem as shown in Fig.5. 
 
Fig.5  Scheme of longitude control system of a fighter. 
In the controller, K1 denotes the gain factor of 
overload command, K2 that of overload feedback, 
and K3 that of pitch rate feedback. They are chosen 
as design variables thanks to their importance to the 
control performances. 
The input of control is a normal overload com- 
mand cyn  equals the pilot’s stick movement. To 
mimic a pilot’s action of pulling stick, a step com-
mand c 3yn   is imposed on the closed loop system. 
Agility can be evaluated by the rising time of nor-
mal overload yn , upt , which means initial entry 
into 5% error band. A smaller upt  implies the con-
trol being agiler. Smoothness can be measured by 
the fallback scale[21] of pitch rate zZ , which means 
the scale of maximum value maxzZ  exceeding the 
steady-state value stablezZ . Also a slighter fallback 
implies the control being smoother. As these two 
requirements are incompatible in essence, they turn 
to be two objectives to be optimized. 
1 up
max stable stable
2 ( ) /    z z z
f t
f Z Z Z
 ½°¾  °¿
      (10) 
The constraints include the relative overshoot 
V  of yn , frequency of vibration v and relative 
steady-state error e:  
1
2
3
:
:
:
    1 0   
8%
    1 0
3
    1 0
5%
g
vg
eg
V ½ ! °°° ! ¾°° ! °¿
         (11) 
Both NSGA-II and standard algorithm with the 
identical basic parameters (population size is 80, 
evolution generation is 60, mutation probability is 
0.1) partake in the comparison. Table 6 lists the 
comparison results. Devoid of theoretical Pareto 
front in this case, the convergence measure C and 
diversity measure D will not be calculated. From 
Table 6, it follows that the HEM-based algorithm is 
superior to the standard one in terms of distribution 
of solutions and quality of solution set. 
Table 6 Comparison results of FCS design problem 
Measure
Hybridization-encouraged 
algorithm Standard algorithm Result 
'  0.011 329 0.013 090 Better 
PFR  0.615 000 0.572 500 Better 
1,2R  1.092 484 Better 
Fig.6 shows Pareto solution set out of hybridi-
zation-encouraged algorithm. The abscissa and the 
ordinate belong to the two objectives with circles 
representing Pareto solutions. In Fig.6, the Pareto 
solutions located close to the upper left corner have 
smaller overload rise time and larger angular-velo- 
city, which means they have better agility but worse 
smoothness. On the contrary, the solutions near the 
lower right corner present worse agility but better 
smoothness. Thus, in the objective space, the solu-
tions as a result of optimization form a Pareto opti-
mal front, from which designers are able to make 
the most proper choice that satisfies their practical 
requirements. It can also be observed that distribu-
tion of solutions along the front is uniform, which 
means the presented HEM-based algorithm offers a 
high-quality solution set.  
 
Fig.6  A Pareto front of FCS design. 
This research chooses a solution at the middle 
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of Pareto front with design variables: 
1
2
3
1.269814
2.830574
1.674680
K
K
K
 ­°  ®°  ¯
 
The objective functions are: 
1
2
0.708
1.612
f
f
 ­®  ¯
 
Fig.7 shows the time domain response of the 
longitudinal flight control system. The overload yn  
tracks its command cyn  smoothly and rapidly with 
small overshoot and steady-state error and without 
vibration. The response of pitch rate zZ , angle of 
attack D  and pitching angle T  are also plotted. At 
the beginning, driven by large errors, yn  increases 
rapidly and the peak of zZ  appears at about 0.3 s. 
Then, all response converge to the steady state rap-
idly except for T  which shows a regular increase, 
meaning that the aircraft is pulling its nose up 
gradually under the control of FCS. This also wit-
nesses the success of this controller’s design. 
 
Fig.7  Time response of an Pareto solution of FCS de-
sign. 
This example demonstrates that, superior to 
standard NSGA-II, HEM-based NSGA-II can be 
successfully applied to the FCS design of the fighter 
to acquire a reasonable and correct solution set. 
6 Conclusions 
In order to improve the performances of 
multi-objective optimization algorithms, a hybridi-
zation-encouraged mechanism and NSGA-II based 
on it is proposed. In HEM-based NSGA-II, quanti-
tative method to measure the difference among 
genes is suggested. Three modes to combine parents 
in crossover operators, “Max Distance”, “Min-Max 
Distance” and “Neighboring-Max”, are put forward. 
After comparison, “Neighboring-Max” is chosen to 
realize hybridization-encouraged mechanism. The 
examples demonstrate that, associated with hy-
bridization-encouraged mechanism, the HEM-based 
NSGA-II could effectively improve the perform-
ances such as distribution of solutions, diversity, 
convergence and quality of solution set. The new 
proposed optimization algorithm has also been ap-
plied in a typical practice to design a flight control 
system for a fighter, and has attained success. In 
future research, it is expected to investigate how to 
apply the basic idea of hybridization-encouraged 
mechanism to multi-objective optimization of other 
subjects as well as MDO problems. 
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