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ON THE EIGENVALUES OF THE ROBIN LAPLACIAN WITH A COMPLEX
PARAMETER
SABINE BO¨GLI, JAMES B. KENNEDY, AND ROBIN LANG
Abstract. We study the spectrum of the Robin Laplacian with a complex Robin parameter α on
a bounded Lipschitz domain Ω. We start by establishing a number of properties of the corresponding
operator, such as generation properties, analytic dependence of the eigenvalues and eigenspaces on α ∈ C,
and basis properties of the eigenfunctions. Our focus, however, is on bounds and asymptotics for the
eigenvalues as functions of α: we start by providing estimates on the numerical range of the associated
operator, which lead to new eigenvalue bounds even in the case α ∈ R. For the asymptotics of the
eigenvalues as α → ∞ in C, in place of the min-max characterisation of the eigenvalues and Dirichlet-
Neumann bracketing techniques commonly used in the real case, we exploit the duality between the
eigenvalues of the Robin Laplacian and the eigenvalues of the Dirichlet-to-Neumann map. We use this
to show that along every analytic curve of eigenvalues, the Robin eigenvalues either diverge absolutely
in C or converge to the Dirichlet spectrum, as well as to classify all possible points of accumulation of
Robin eigenvalues for large α. We also give a comprehensive treatment of the special cases where Ω is
an interval, a hyperrectangle or a ball. This leads to the conjecture that on a general smooth domain in
dimension d ≥ 2 all eigenvalues converge to the Dirichlet spectrum if Reα remains bounded from below
as α → ∞, while if Reα → −∞, then there is a family of divergent eigenvalue curves, each of which
behaves asymptotically like −α2.
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2 SABINE BO¨GLI, JAMES B. KENNEDY, AND ROBIN LANG
1. Introduction
In recent years a large body of literature has developed around the asymptotic behaviour of the
eigenvalues of the Robin Laplacian
−∆u = λu in Ω,
∂u
∂ν
+ αu = 0 on ∂Ω,
(1.1)
defined on a fixed domain Ω, that is, a sufficiently smooth, bounded open set in Rd, d ≥ 1, as the
parameter α ∈ R appearing in the boundary condition tends to ±∞ (here and throughout ν denotes
the outer unit normal to ∂Ω; if d = 1, then we understand Ω to be a bounded interval). Denote these
eigenvalues, which depend smoothly on α, by λ1(α) ≤ λ2(α) ≤ . . . → ∞, and the eigenvalues of the
Dirichlet Laplacian, i.e., the solutions of
−∆u = λu in Ω,
u = 0 on ∂Ω,
(1.2)
by λ1 ≤ λ2 ≤ . . . → ∞. Then it is known that λk(α) → λk from below as α → +∞ for each k ∈ N
[29, 30]. If α→ −∞, then the situation is more complicated: if Ω is C1, then λk(α) ∼ −α2 as α→ −∞
for each fixed k ∈ N, but there are further curves of eigenvalues which converge to eigenvalues of the
Dirichlet Laplacian from above [2, 19, 24, 34, 35, 47, 52]; moreover, in the last few years very precise
asymptotics have been developed for the divergent eigenvalues in the case α → −∞ [27, 31, 36, 44, 61].
The case of less regularity, namely when Ω has a finite number of “model corners” and the asymptotic
behaviour is different, has also been extensively considered [17, 41, 42, 43, 50]. We refer to [18] for a
recent summary of the problem, its history and more references.
Our principal goal is to investigate what happens when α ∈ C is a large complex parameter; the
corresponding boundary condition is often called an impedance boundary condition, where it appears
frequently in the context of electromagnetic and acoustic scattering (see, e.g., [20, 21, 49]). In this case,
it is easy to see that the problem (1.1) still admits a discrete spectrum, and studying this problem should
give a more complete picture of the eigenvalue behaviour even in the real case. However, for α ∈ C\R, the
Robin Laplacian obviously ceases to be self-adjoint, and thus neither the known results themselves, nor
their methods of proof, which to a large extent rely on variational methods in some form, are applicable.
Thus new methods and insights are required.
What is more, although there seems to be a burgeoning interest in non-self-adjoint Robin Laplacians
in various contexts such as half-spaces [21, 22, 60] and scattering problems (for example [4, 20, 48, 49]
among many others); waveguides (e.g., [14, 57, 58, 59]); thin layers [15, 46]; triangles [54, 64]; and metric
graphs [37], to say nothing of the extensive physics literature on impedance boundary conditions (see for
example the references in [21, 48, 49, 58], etc.), to date many basic spectral properties of this operator on
general (bounded) domains seem not yet to have been established. Thus we also wish to give a thorough
and systematic treatment of these spectral properties; our first result is as follows.
Theorem 1.1. Suppose Ω ⊂ Rd, d ≥ 1, is a bounded Lipschitz domain. Then:
(1) each eigenvalue has finite algebraic multiplicity and depends locally analytically on α ∈ C: more
precisely, if (λk(α0))k∈N is an enumeration of the eigenvalues (each repeated according to its finite
algebraic multiplicity) for some α0 ∈ R, then each λk(α0) may be extended to a meromorphic
function λk(α) such that for any α ∈ C, these eigenvalues form the spectrum of the corresponding
Robin Laplacian;
(2) away from crossing points of eigenvalues, each eigenvalue λk(α) and the corresponding eigenpro-
jection are holomorphic functions of α, whereas at the crossing points the weighted eigenvalue
mean and the total projection are holomorphic;
(3) if λk(α) is simple with eigenfunction ψ = ψ(α), then λ
′
k(α) is given by
λ′k(α) =
∫
∂Ω
ψ2 dσ(x)∫
Ω
ψ2 dx
(where the right-hand side is to be interpreted as a holomorphic continuation in the event that
the denominator is zero, as any singularities are removable);
(4) for any α ∈ C, the set of eigenfunctions and generalised eigenfunctions corresponding to the
eigenvalues {λk(α) : k ∈ N} can be chosen to form an Abel basis of L2(Ω), of order (d− 1)/2 + δ
for any δ > 0, and even a Riesz basis if d = 1;
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(5) however, for any α ∈ C \ R, the eigenfunctions can not be chosen to form an orthonormal basis
of L2(Ω).
This theorem combines statements from several theorems which we will give below, namely Theo-
rems 3.3, 4.1, 4.8, 5.1 and 5.7, and for its proof we refer to the respective proofs of these results. As a
consequence of Theorem 1.1, the question of the asymptotic behaviour of the eigenvalues is meaningful
since we can speak of analytic curves of eigenvalues in the complex plane (up to crossing points).
However, our main focus is on the location of these eigenvalues in the complex plane, in particular
as regards their behaviour for large α. Let us start by examining what we expect to happen in the
general case. Based on explicit calculations on the interval (which we will perform in Section 2) and
other concrete examples, we can expect that the behaviour should mirror the real case.
Conjecture 1.2. Let Ω ⊂ Rd, d ≥ 2, be a bounded Lipschitz domain, and suppose α ∈ C, |α| → ∞.
(1) If Reα→ −∞, then there exists a sequence of absolutely divergent eigenvalues. Any limit point of
non-divergent analytic eigenvalue curves of eigenvalues is an eigenvalue of the Dirichlet Laplacian
(that is, a solution of (1.2)).
(i) If Ω has C1 boundary, then each divergent eigenvalue behaves asymptotically like −α2+o(α2).
(ii) If Ω has Lipschitz boundary, then for any divergent analytic curve of eigenvalues λ = λk(α),
there is a constant CΩ,k ∈ [1,∞) depending only on k from Theorem 1.1, such that λk(α) =
−CΩ,kα2 + o(α2).
(2) If Reα remains bounded from below, then each eigenvalue converges to an eigenvalue of the
Dirichlet Laplacian.
We repeat that most statements in Conjecture 1.2 are known for real α, although some questions are
still open; in particular the asymptotics on general Lipschitz domains has not yet been settled, see [18,
Open Problems 4.17 and 4.20]. Regarding the divergent eigenvalues, we emphasise that it is now possible
for them to have large positive real part: Re (−α2)→ +∞ when α→∞ in C, if |Imα| grows faster than
|Reα|.
As mentioned above, existing techniques used in the real case are completely inapplicable to Conjec-
ture 1.2, as they rely in an essential way either on the variational characterisation of the eigenvalues and
test function arguments, as in [24, 34, 35, 47], or, what for our purposes amounts to the same thing, on
Dirichlet-Neumann bracketing techniques (or equivalent) to decompose the operator, as in [27, 50, 61]
etc.
Here, while we are not able to give a complete answer to Conjecture 1.2, and also leave open the
question of the higher terms in the corresponding asymptotic expansions, we will make progress on two
fronts. Firstly, we give sharp trace-type estimates on the boundary integral of the Robin eigenfunctions –
the only term in the expression for the eigenvalues with possibly non-zero imaginary part – to control the
location of the spectrum of the Robin Laplacian for fixed α ∈ C inside an explicitly specified parabolic-
type region of the complex plane.
Theorem 1.3. Suppose Ω ⊂ Rd, d ≥ 2, is a bounded Lipschitz domain. Then there exist constants
C1 ≥ 2 and C2 > 0 depending only on Ω, such that for any α ∈ C, any corresponding eigenvalue λ ∈ C
of (1.1) is contained in the set
ΛΩ,α :=
{
t+ α · s ∈ C : t ≥ 0, s ∈ [0, C1
√
t+ C2]
}
;
in particular, we have the estimate
Reλ ≥ −C
2
1
4
|Reα|2 − C2|Reα|.
If Ω has C2 boundary, then we may choose C1 = 2.
Actually, we will prove a slightly stronger version of this theorem, namely for the numerical range of
the associated form: see Section 6 for details, including a description of the parabolic-type region ΛΩ,α,
and in particular Theorem 6.1 for the stronger version and its proof.
In the case of real negative α, Theorem 1.3 is already new; for general reference, we will formulate it
here explicitly:
Corollary 1.4. Suppose Ω ⊂ Rd, d ≥ 2, is a bounded Lipschitz domain. Then there exist constants
c1 ≥ 1 and c2 > 0 depending only on Ω such that for any α < 0 and any corresponding eigenvalue λ ∈ R
we have
λ ≥ −c1α2 − c2α.
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If Ω has C2 boundary, then we may choose c1 = 1.
Among other things, this essentially answers [18, Open Problem 4.17] in the affirmative (see Remark 6.2
for more details): as α→ −∞, for any bounded Lipschitz domain Ω, there exists a constant c1 = c1(Ω) > 0
such that λ1(α) & −c1α2. To the best of our knowledge, this is also the first time a bound of the form
λ ≥ −α2 + c2α has been found which is valid for all α < 0 and general smooth domains; in this case,
the constant c2 = c2(Ω) can be estimated explicitly in terms of the geometry of Ω and is related to the
maximal mean curvature of ∂Ω (see Remark 6.8).
The other part of our approach is based on the duality between the Robin Laplacian on L2(Ω) and
Dirichlet-to-Neumann-type operators defined on L2(∂Ω). Suppose that some λ ∈ C is an eigenvalue of
the Robin Laplacian for some given α ∈ C and not in the spectrum of the Dirichlet Laplacian. Then α is
an eigenvalue of the operator which maps given Dirichlet data g ∈ L2(∂Ω) to the (negative of the) outer
normal derivative −∂u∂ν , if one exists, of the solution u of the Dirichlet problem
−∆u = λu in Ω,
u = g on ∂Ω
(1.3)
for this value of λ, and vice versa. The Dirichlet-to-Neumann operator is defined in such a way that λ ∈ C
is an eigenvalue of the Robin Laplacian (1.1) for a given α ∈ C if and only if α is an eigenvalue of the
Dirichlet-to-Neumann eigenvalue for the corresponding spectral parameter λ. As such, the study of the
Robin eigenvalues is equivalent to the problem of studying the dependence of the Dirichlet-to-Neumann
eigenvalues α as functions of λ; and indeed the duality between the two has been explored and exploited
frequently in various other contexts such as [7, 8, 23, 32, 53], among numerous others. It turns out that
it is often easier to study the behaviour of α as a function of λ than the other way round, and this is the
approach we will take. It firstly allows us to give a short proof of a dichotomy result which forms part of
Conjecture 1.2.
Theorem 1.5. Let Ω ⊂ Rd, d ≥ 1, be a bounded Lipschitz domain and α ∈ C. As α → ∞ in C,
each analytic eigenvalue curve λ = λ(α) of (1.1) either converges to a point in the Dirichlet spectrum or
diverges to ∞ in C.
This will be proved in Section 7 (see also Theorem 2.1 for the case d = 1). In the real case, although
this was expected, it does not previously seem to have been formally proved, see [18, Open Problem 4.11];
thus, Theorem 1.5 also fills this small gap in the literature in the case of real α.
Instead of looking at individual eigencurves, we can consider the asymptotic distribution of eigenvalues
across all eigencurves in their entirety; more precisely, we can consider all possible points of accumulation
of the Robin eigenvalues as α → ∞ in C. Away from the negative real semi-axis, we have a stronger
statement than the one of Theorem 1.5, namely that regardless of how we choose the eigenvalues, as
α → ∞ the only points of accumulation are Dirichlet eigenvalues. If α is allowed near the negative
real semi-axis, however, the situation is more complicated; it is for these values of α that the eigenvalue
“crossings” accumulate.
Theorem 1.6. Let Ω ⊂ Rd, d ≥ 2, be a bounded Lipschitz domain and α ∈ C.
(1) If α → ∞ in C in such a way that either Reα remains bounded from below or ∣∣ReαImα ∣∣ remains
bounded, then the only points of accumulation of the Robin Laplacian eigenvalues as α→∞ are
eigenvalues of the Dirichlet Laplacian.
(2) However, any λ ∈ C is a point of accumulation of the eigenvalues of the Robin Laplacian if α ∈ C
is allowed to be arbitrary. More precisely, given any λ ∈ C there exist αk ∈ C, k ∈ N, |αk| → ∞,
such that λ is an eigenvalue of the Robin Laplacian with parameter αk, for all k ∈ N.
For the proof and a more detailed discussion of the statement (in particular the contrast between parts
(1) and (2)), see Section 8; we refer in particular to the more precise version of (1) that is the statement
of Theorem 8.2, as well as Remark 8.3.
We will also use Dirichlet-to-Neumann operators to give a detailed analysis of the asymptotic be-
haviour of the Robin eigenvalues in a number of concrete examples, namely the interval, rectangles and
hyperrectangles, and balls in d ≥ 2 dimensions, which support Conjecture 1.2. We expect that many of
the ideas here could be carried over to more general settings. For example, the case of quantum graphs
with some δ vertex conditions, that is, the Laplacian defined on a metric graph with complex Robin-type
potentials at some of the vertices, can be analysed using the same ideas and will be treated in a later
work.
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This paper is organised as follows. To motivate our results, we start out in Section 2 by sketching
the case of the eigenvalues of (1.1) in the special case when Ω is a bounded interval and everything can
be calculated explicitly. Divergence of the eigenvalues λ outside an arbitrarily small sector around the
positive real semi-axis is shown to be possible only if Reα → −∞; in this case, one obtains exactly two
divergent eigenvalues, which behave like −α2, while the rest converge to the Dirichlet spectrum. If Reα
remains bounded from below, then, at least outside such a sector, all eigenvalues are convergent (see
Theorems 2.1 and 2.4, as well as Proposition 2.6).
In Section 3, we then introduce the Robin Laplacian as an operator on L2(Ω) and establish basic spec-
tral and generation properties such as m-sectoriality. Section 4 is devoted to the holomorphic dependence
of the eigenvalues and eigenfunctions on α (Theorem 4.1 and Remark 4.2) based on Kato’s theory, the
question of the possible existence of eigennilpotents at eigenvalue crossing points (Remarks 4.5 and 4.6)
as well as the proof of the formula for the derivative of a simple eigenvalue (Theorem 4.8). In Section 5
we treat the failure of the eigenfunctions to form an orthonormal basis in L2 (Theorem 5.1), as well as
the positive result that they at least form an Abel basis (Theorem 5.7). Theorem 1.1 follows immediately
from the results in Sections 4 and 5 (plus elementary properties of the operator given in Section 3). The
bounds on the region in C in which eigenvalues can be found are in Section 6; in particular, we give the
statement and proof of our main Theorem 6.1, which in particular implies Theorem 1.3 and hence also
Corollary 1.4.
In Section 7, we introduce and prove a few basic properties of the Dirichlet-to-Neumann operator,
including the “duality” between the Robin and Dirichlet-to-Neumann eigenvalue problems, which is well
known in the real case; we also give the proof of Theorem 1.5. We then use the Dirichlet-to-Neumann
operator among other tools to prove Theorem 1.6 on the points of accumulation of the Robin eigenvalues
in Section 8. Finally, in Section 9, we give three concrete examples: we start with the interval, where we
furnish a number of technical details omitted from the exposition in Section 2, including a consideration
of the relation between the eigenvalues diverging near the positive real semi-axis and the parameter
α. We then use our results on the interval to deal with d-dimensional rectangles (hyperrectangles), see
Theorem 9.3, and finally, we treat d-dimensional balls in Section 9.3, see in particular Theorems 9.8
and 9.9. In these examples we also pay attention to the error estimates appearing in the asymptotic
expansions.
Remark 1.7. Some of our results are valid in essentially the same form if α is allowed to be variable, that
is, a complex-valued function α ∈ L∞(∂Ω,C), in place of a constant α ∈ C. This is especially true of the
basic operator-theoretic properties collected in Section 3 (see Remark 3.5), as well as our estimates on
the numerical range (see Remark 6.9), since these are all based on trace-type estimates which continue to
hold for α ∈ L∞(∂Ω,C). However, in most other cases it introduces significant complications and many
results are unlikely to hold in the same form (as for example with the Dirichlet-to-Neumann operator, or
see also Remark 4.6). Since for our main problem, namely the asymptotic behaviour of the eigenvalues
for large α, it is customary and of most interested to treat α as a (real or in this case complex) parameter,
we will not consider the case of variable α beyond the aforementioned remarks.
2. A motivating example: the interval
To gain insight into what to expect in general, we start by looking at the case of intervals, where
everything can be computed explicitly. We start by fixing a > 0 and consider the interval Ω = (−a, a) ⊂ R
of length 2a. Here we will present a slightly abridged version; the (somewhat tedious) details of the
calculations are given in Section 9.1. In one dimension, our problem becomes
−∆u = −u′′ = λu on (−a, a),
−u′(−a) + αu(−a) = 0,
u′(a) + αu(a) = 0
(2.1)
for given α ∈ C (where the sign in front of u′(±a) corresponds to the outer normal derivative at ±a). We
will study this problem with the help of the inhomogeneous Dirichlet problem
−u′′ = λu on (−a, a),
u(−a) = g1,
u(+a) = g2,
(2.2)
for given Dirichlet data g := (g1, g2)
T ∈ C2 and λ ∈ C. A number λ solving (2.2) for given g is
an eigenvalue of the Laplacian with complex Robin boundary conditions (2.1) if and only if there is a
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solution u of (2.2) such that u′(−a) = αg1 and −u′(a) = αg2. Let us write M(λ) for the mapping which
takes (g1, g2)
T to (u′(−a),−u′(a))T , that is, M(λ) ∈ C2×2 is the Dirichlet-to-Neumann operator (matrix)
mapping given Dirichlet data to the associated Neumann data of the corresponding λ-harmonic function
u, which we study in more detail in Section 7. Thus a Robin eigenvalue λ for given α corresponds to an
eigenvalue α of the equation
M(λ)g = αg = α(g1, g2)
T (2.3)
for given λ. In anticipation of our later strategy, to study the behaviour of the Robin eigenvalues, we
will in fact study the eigenvalues α of the matrix M(λ). To this end, starting with the general solution
of (2.2) given by
u(x) = C+ cos(
√
λx) + C− sin(
√
λx), (2.4)
whose coefficients C+ and C− depend on a,
√
λ, and g, it is not difficult to derive the representation
M(λ) =
√
λ
(− cot 2√λa csc 2√λa
csc 2
√
λa − cot 2√λa
)
. (2.5)
We see that this matrix is well defined, and has two eigenvalues, except at the singularities of cot and csc.
These correspond exactly to the values pi2j2/(4a2), j ∈ Z, of λ, that is, the eigenvalues of the Dirichlet
Laplacian on (−a, a) together with 0, which is a double eigenvalue. From this representation we can also
deduce that the eigenvalues
α± =
√
λ
(
± csc(2a
√
λ)− cot(2a
√
λ)
)
(2.6)
of (2.3) depend analytically on λ 6= pi2j2/(4a2). Moreover, apart from the crossing at λ = 0, the two
curves α± described by (2.6) have no points of intersection; and their respective derivatives dα±/dλ never
vanish. Hence, away from this one crossing, the eigenvalues λ = λ(α) of (2.1) are simple and depend
analytically on α ∈ C. A more general version of this will be discussed in Section 4. At any rate, for this
reason, whenever we speak of divergent or convergent eigenvalues λ(α) as α→∞ in C, we have a family
of (in general meromorphic, here even analytic) functions and are considering the asymptotic behaviour
of each of these.
Moreover, to establish what types of behaviour of λ(α) are possible as α → ∞, we may equally ask
what conditions on λ guarantee that the eigenvalues α of the matrix M(λ) diverge. To this end, we
classify the different situations in which this can happen as follows:
(1)
√
λ approaches a pole of cot or csc, which represent the Dirichlet eigenvalues. In this case, as
α→∞ the Robin eigenvalue λ converges to a Dirichlet eigenvalue;
(2) λ diverges to ∞ in C away from the positive real axis, where the poles of cot and csc are located.
In this case, as we shall see, both eigenvalues of M(λ) diverge as ±i√λ, corresponding to two
divergent Robin eigenvalues λ ∼ −α2;
(3) λ diverges to ∞ but remains within a finite distance of the real axis. While it is clear that the
eigenvalues of M(λ) must also diverge in this case, the relationship between α and λ appears to
be more complicated owing to the proximity of
√
λ to the poles of M(λ).
Let us examine each situation a little more closely.
2.1. Convergence to the Dirichlet spectrum. Consider the behaviour of the eigenvalues α(λ) of
M(λ) as
√
λ approaches a singularity of cot or csc, that is, λ approaches an eigenvalue of the Dirichlet
Laplacian: this is the only case in which α may diverge while λ remains bounded. Inverting this statement
by writing λ as a function of α leads to the following theorem, whose proof will be given in Section 9.1;
see also Theorem 1.6.
Theorem 2.1. Suppose the analytic eigencurve λ = λ(α) remains bounded as α → ∞ in C. Then it
converges to some eigenvalue of the Dirichlet Laplacian, that is, there exists some j ∈ Z such that
λ(α)→ pi
2j2
4a2
as α→∞.
2.2. Divergent eigenvalues away from the positive real axis. Suppose now that λ → ∞ in C in
such a way that its distance to the positive real axis diverges. For simplicity, we will actually suppose
that λ diverges in a sector away from the positive real axis; more precisely, we start by dividing the
complex plane in the following fashion:
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Definition 2.2. (1) Let 0 < θ < pi/2 be an (arbitrarily small) angle and define the open sectors
S+θ := {z ∈ C : θ < arg z < pi − θ} and T+θ := {z ∈ C : | arg z| < θ} (2.7)
in the upper and right-hand half-planes, respectively (here we assume that the principal argument
is always between−pi and pi). We then define S−θ := −S+θ and T−θ := −T+θ to be the corresponding
sectors reflected in the real and imaginary axes, respectively, so that the complex plane is, up
to two straight lines mutually crossing in z = 0, symmetrically partitioned into four sectors; see
Figure 2.1.
(2) If θ = pi/2, the sectors S±θ vanish and T
±
θ are defined as in (2.7).
Furthermore, if pi/2 < θ′ < pi, we set define T+θ′ by (2.7), that is, a partition of the complex plane in
two sectors T+θ′ and T
−
pi−θ′
Figure 2.1. The four sectors S±θ and T
±
θ .
We then make the following assumption.
Assumption 2.3. We suppose that λ diverges in the sector C \ T+2θ for some small θ ∈ (0, pi/2).
This ensures that λ does not approach any eigenvalue λj ∈ σ(−∆DΩ ) ⊂ R of the Dirichlet Laplacian;
moreover, the assumption is equivalent to
√
λ diverging to ∞ in one of the sectors S±θ .
But this implies in particular that Im
√
λ → ±∞, and for such √λ we can determine the asymptotic
behaviour of the Dirichlet-to-Neumann matrix (2.5), based on
cot z = i
(
1 +
2
e2iz − 1
)
= ∓i +O (e∓4Im z) (2.8)
and
csc z =
2i
eiz − e−iz = O
(
e∓2Im z
)
(2.9)
as Im z → ±∞, independently of Re z. Indeed, Assumption 2.3 allows us to choose z = a√λ, which leads
to
M(λ) = i
√
λ
(±1 0
0 ±1
)
+O
(√
λe∓2aIm
√
λ
)
. (2.10)
Recalling (2.3), in each of the cases Im
√
λ→ +∞ and Im√λ→ −∞ we obtain the respective existence
of exactly one diverging eigenvalue behaving like α = α(λ), whose square satisfies the behaviour
α2 = −λ+O
(
λe∓2aIm
√
λ
)
(2.11)
as Im
√
λ → ±∞. Inverting the equation from α(λ) to λ(α) and noting that these eigenvalues always
correspond to Reα→ −∞ (more precisely, we want α→∞ in the left half-plane away from the imaginary
axis, in order to guarantee that −α2 remains away from the positive real axis), we arrive at the following
result.
Theorem 2.4. For the interval Ω = (−a, a), if α→∞ in a sector of the form T−ϕ for any ϕ ∈ (0, pi/2)
(see Definition 2.2), then for any θ ∈ (0, pi− 2ϕ) there are exactly two divergent eigenvalues of the Robin
Laplacian in the sector C \ T+θ ; these satisfy the asymptotics
λ(α) = −α2 +O (α2e2aReα) (2.12)
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as α → ∞ in T−ϕ . If α → ∞ in such a way that Reα remains bounded from below, then the Robin
Laplacian has no divergent eigenvalues in C \ T+θ , for any θ > 0.
A special case and immediate implication of the latter theorem is α diverging on any ray (half-line)
in the left half-plane and thus in a sector T−ϕ for some given ϕ ∈ (0, pi/2): we suppose α may be written
as a function α : (0,∞) 3 t 7→ teiϑ ∈ C for some fixed pi/2 < ϑ < 3pi/2, which in particular means that
α(t) ∈ T−ϕ for all t > 0.
Corollary 2.5. For the interval Ω = (−a, a), if α(t) = teiϑ →∞ for any fixed pi/2 < ϑ < 3pi/2, then for
any θ ∈ (0, pi− 2ϑ), for sufficiently large t > 0 there are exactly two eigenvalues λ of the Robin Laplacian
in the sector C \ T+θ , and these both satisfy the asymptotics
λ(α(t)) = −t2e2iϑ +O
(
t2e2 cos(ϑ)at
)
(2.13)
as t→∞.
For full details and a proof of the theorem we refer to Section 9.1. The eigenvalue behaviour described
in Theorems 2.1 and 2.4, and our approach taken here, should be compared with the corresponding case
of real α discussed in [18, Section 4.3.1].
2.3. Divergent eigenvalues near the positive real axis. The other possibility is that λ→∞ inside
a sector of the form T+2θ, equivalently, that
√
λ→∞ in one of the sectors T±θ . While it is clear that the
corresponding eigenvalues α of M(λ) must diverge, equivalently, that the divergent eigenvalues λ(α) in
this sector correspond to divergent α, the situation is complicated by the proximity of
√
λ to the poles
of cot and csc. In such cases, we can expect Imα → ±∞, consistent with the asymptotics λ ∼ −α2.
However, in general any particular λ-curve such that λ diverges along a path within a strip of fixed width
around the positive real axis, the corresponding eigenvalues α(λ) of M(λ) satisfy |Imα(λ)| → ∞ and
Reα(λ) oscillates and diverges indefinitely:
Proposition 2.6. Suppose λ diverges along a path within a strip of fixed width around the positive real
axis. Then the corresponding eigenvalues α(λ) of M(λ) satisfy |Imα(λ)| → ∞ and Reα(λ) oscillates and
diverges indefinitely.
For the proof, see again Section 9.1. Among other things, this intimates, when combined with the proof
of Theorem 2.4, that the Robin Laplacian can only have divergent eigenvalues in the regime Reα→ −∞
(indeed, if Reα remains bounded from below, then the conjecture rules out divergent eigenvalues λ such
that Im
√
λ remains bounded); while by Theorem 2.4 and its proof there can be no divergent eigenvalues
λ such that Im
√
λ→ ±∞. This observation, in particular, supports Conjecture 1.2.
A more complete description of the relationship between λ and α in this case will however be deferred
to a later work.
3. The Robin Laplacian with complex parameter
In this section we will collect a number of basic properties of the Robin Laplacian. We will be using
the framework of Kato [40, Chapter V and VII], and we start by recalling some definitions from there.
We assume throughout that H is a Hilbert space with inner product ( · , · ) and norm ‖ · ‖H , A :
D(A) ⊂ H → H is a closed, densely defined linear operator with spectrum σ(A) ⊂ C, point spectrum
(set of eigenvalues) σp(A) and resolvent set %(A) = C \ σ(A), and a : D(a) ×D(a) ⊂ H ×H → C is a
densely defined sesquilinear form. We call the set
W (A) := {(Au, u) : u ∈ D(A) and ‖u‖H = 1} ⊂ C (3.1)
the numerical range of A and, likewise, the set
W (a) := {a[u, u] : u ∈ D(a) and ‖u‖H = 1} ⊂ C (3.2)
the numerical range of a. If A is the operator associated with a, that is, if A is defined by
D(A) = {u ∈ D(a) : ∃h ∈ H such that a[u, v] = (h, v) ∀v ∈ D(a)},
Au = h,
then it follows immediately from the definitions that σp(A) ⊂W (A) ⊂W (a).
Finally, we call A m-sectorial (of semi-angle θ) if there exist a vertex γ ∈ R and an angle 0 ≤ θ < pi/2
such that
W (A) ⊂ {z ∈ C : | arg(z − γ)| ≤ θ} (3.3)
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(where, again, the principal argument of a complex number is taken to be between −pi and pi) and for all
λ ∈ C with Reλ < γ we have that λ ∈ %(A) satisfies the resolvent norm estimate
‖(A− λI)−1‖H→H ≤ 1|γ − Reλ| .
The form a is likewise called sectorial (of semi-angle θ) if (3.3) holds for W (a).
Now let Ω ⊂ Rd, d ≥ 1, be a bounded domain, that is, a bounded open set with a finite number of
connected components, and (if d ≥ 2) assume that its boundary ∂Ω is locally the graph of a Lipschitz
function, for short Lipschitz. For α ∈ C we define the sesquilinear form aα : H1(Ω)×H1(Ω)→ C by
aα[u, v] =
∫
Ω
∇u · ∇v dx+
∫
∂Ω
αuv dσ(x), (3.4)
where the boundary integral is to be understood in the sense of traces, as is customary; more precisely,
we have written u and v as shorthand for the traces tru, tr v ∈ L2(∂Ω) of the functions u, v ∈ H1(Ω),
respectively (see, e.g., [8, Section 1] and also Lemma 3.2 below). We will refer to the form aα as the
Robin form (for the parameter α) and call the operator on L2(Ω) associated with aα the Robin Laplacian,
denoted by −∆αΩ. The arguments of, e.g., [7, Section 2] or [62, Section 1] for real α may be repeated
verbatim here to show that this operator is given by
D(−∆αΩ) =
{
u ∈ H1(Ω) : ∆u ∈ L2(Ω) and ∂u
∂ν
∈ L2(∂Ω) with ∂u
∂ν
+ αu = 0
}
,
−∆αΩu = −∆u,
where ∆u =
∑d
i=1
∂2u
∂x2i
is the distributional Laplacian and ∂u∂ν is the outer normal derivative of u, that is,
the function ∂u∂ν =: h such that ∫
Ω
∇u · ∇v + ∆uv dx =
∫
∂Ω
hv dσ (3.5)
for all v ∈ H1(Ω). One may show that any u ∈ H1(Ω) with ∆u ∈ L2(Ω) has an outer normal derivative
in L2(∂Ω) in the sense of (3.5). For more details on this approach to the Robin Laplacian (for real α),
we again refer to [7, Section 2] or [62, Section 1]. If α = 0, then we write −∆NΩ in place of −∆0Ω for the
operator associated with the form a0, which we call the Neumann Laplacian, and if a0 is restricted to
H10 (Ω)×H10 (Ω), then we call the associated operator the Dirichlet Laplacian, which we denote by −∆DΩ :
D(−∆DΩ ) =
{
u ∈ H10 (Ω) : ∆u ∈ L2(Ω)
}
,
−∆DΩu = −∆u.
The following theorem is well known.
Theorem 3.1. Let Ω ⊂ Rd, d ≥ 1, be a bounded Lipschitz domain. The operators −∆DΩ and −∆NΩ
are self-adjoint and semi-bounded from below in L2(Ω). Their spectra σ(−∆DΩ ) ⊂ (0,∞), σ(−∆NΩ ) ⊂
[0,∞) are discrete, consisting only of eigenvalues of finite multiplicity, whose algebraic and geometric
multiplicities always coincide, and with +∞ as their only point of accumulation.
We now turn to the Robin Laplacian. The following lemma is key to establishing its properties.
Lemma 3.2. Let Ω ⊂ Rd, d ≥ 1, be a bounded Lipschitz domain and α ∈ C. The Robin form given by
(3.4) is bounded in H1(Ω) and sectorial of semi-angle θ for any 0 < θ < pi/2.
Proof. By the trace theorem, aα is well defined, bounded on H
1(Ω)×H1(Ω) and sectorial. 
The following theorem now follows from Kato’s first representation theorem [40, Theorem VI.2.1], the
subsequent corollary [40, Corollary VI.2.3] and [40, Theorem VII.4.2], plus the fact that the form domain
H1(Ω) is densely and compactly embedded in L2(Ω) since Ω is a bounded Lipschitz domain.
Theorem 3.3. Let Ω ⊂ Rd, d ≥ 1, be a bounded Lipschitz domain and α ∈ C. The operator −∆αΩ is:
(1) semi-bounded from below in L2(Ω),
(2) locally uniformly (in α ∈ C) m-sectorial of semi-angle θ for any 0 < θ < pi/2,
(3) densely defined on L2(Ω) and H1(Ω), and
(4) its spectrum σ(−∆αΩ) is discrete, consisting of eigenvalues of finite algebraic multiplicity, with
their only point of accumulation being ∞ ∈ C.
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Moreover, −∆αΩ is self-adjoint if and only if α ∈ R. Finally, for any given α ∈ R, its eigenfunctions may
be chosen to form an orthonormal basis of L2(Ω).
For future reference, we state explicitly the weak form of the eigenvalue equation: λ is an eigenvalue
of the operator −∆αΩ, with eigenfunction ψ, if and only if
aα[ψ, v] =
∫
Ω
∇ψ · ∇v dx+
∫
∂Ω
αψ v dσ(x) = λ
∫
Ω
ψ v dx for all v ∈ H1(Ω). (3.6)
We also briefly state for the record a result on the well-posedness of the associated parabolic equation.
We will not need this here, so we do not go into any details.
Theorem 3.4. Let Ω ⊂ Rd, d ≥ 1, be a bounded Lipschitz domain and α ∈ C. The operator ∆αΩ generates
a holomorphic C0-semigroup of operators of semi-angle θ, for any 0 < θ < pi/2.
For more on holomorphic semigroups, including their definition, see [6, Chapter 3].
Proof. This follows immediately from the resolvent estimate contained in the m-sectoriality assertion of
Theorem 3.3, combined with Proposition 3.7.4 and Theorem 3.7.11 of [6]. 
Finally, we briefly summarise what happens if α is allowed to be a function instead of a constant.
Remark 3.5. If α ∈ L∞(∂Ω,C), then the form aα may be defined in the same way and maintains its
properties (in particular Lemma 3.2) due to the continued validity of the trace theorem and hence the
estimate ∣∣∣∣∫
∂Ω
α|u|2 dσ(x)
∣∣∣∣ ≤ ‖α‖L∞(∂Ω)‖u‖2L2(∂Ω) ≤ ε‖∇u‖2L2(Ω) + C(ε, ‖α‖L∞(∂Ω))‖u‖2L2(Ω). (3.7)
It follows that Theorem 3.3 holds with the obvious modifications that −∆αΩ is self-adjoint if and only
if α(x) ∈ R for all x ∈ ∂Ω, and that the local uniform sectoriality depends only on ‖α‖L∞(∂Ω), since
for given semi-angle θ the vertex in the sectoriality estimate can be chosen in dependence only on the
estimate given in (3.7). Theorem 3.4 then holds verbatim.
4. Dependence of the Robin eigenvalues and eigenfunctions on the parameter
In this section we wish to study the dependence of the eigenvalues of −∆αΩ, and the corresponding
eigenprojections, on the parameter α ∈ C, for a fixed domain Ω. We do this in two parts: firstly, we
apply Kato’s theory of holomorphic families of operators to show that there is a family of eigencurves
(as functions of α ∈ C), each of them analytic apart from at potential crossing points, which describe
the totality of the spectrum for any fixed α, and that the eigenprojections as operators on L2(Ω) likewise
depend analytically on α, except at the crossing points. However, here caution is recommended: the
normalised eigenfunctions themselves do not change analytically: see Theorem 4.4. Then, in Section 4.2,
we obtain a formula for the derivative of an eigencurve with respect to α, at any point where the
corresponding eigenprojection is one-dimensional (i.e., the eigenvalue is simple).
4.1. A holomorphic family of operators. As mentioned, we will start by applying Kato’s theory, see
[40, Chapter VII], to study the behaviour of the eigenvalues and eigenprojections of the Robin Laplacians
−∆αΩ in dependence on the parameter α ∈ C (where, as before, Ω ⊂ Rd, d ≥ 1, is a fixed bounded,
Lipschitz domain); to emphasise this dependence and for ease of notation, in this section we will write
A(α) := −∆αΩ. (4.1)
We first recall some more theory. For an isolated eigenvalue λ of a linear operator A on a Hilbert space
H, its eigenprojection Qλ is defined as follows (see [40, Section III.6.5]). Take a closed curve Γλ ⊂ %(A)
enclosing λ but no other point of σ(A) and define
Qλ = − 1
2pii
∮
Γλ
(A− zI)−1 dz. (4.2)
Then Qλ, which is independent of the choice of Γλ, is a projection onto the algebraic eigenspace of λ
in H.
Theorem 4.1. Let Ω ⊂ Rd, d ≥ 1, be a bounded, Lipschitz domain and let A(α), α ∈ C, be given
by (4.1).
(1) The operator family A(α), α ∈ C, is holomorphic and even self-adjoint holomorphic, i.e. A(α)∗ =
A(α).
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(2) Each eigenvalue λk(α) can be extended to a meromorphic function with at most algebraic sin-
gularities at non-real crossing points of eigenvalues, and there are only finitely many eigenvalue
curves meeting at locally finitely many crossing points. The same is true of the corresponding
eigenprojections Qλ and eigennilpotents (A(α)− λ(α))Qλ(α).
Remark 4.2. If two different eigenvalue curves λ1(α) and λ2(α) meet at λ for α = α0, i.e. λ = λ1(α0) =
λ2(α0), the corresponding separating curves Γλ1(α), Γλ2(α) in (4.2) do not exist in the limit α → α0.
However, the holomorphic continuation of the total projection Q̂λ(α) := Qλ1(α) + Qλ2(α) exists in α0
and is equal to the eigenprojection for λ of A(α0). In addition, by [40, Sections VII.4.5, II.2], the
weighted eigenvalue mean λ̂(α) := 1m (m1λ1(α) + m2λ2(α)) (with mj denoting the respective algebraic
multiplicities, which are locally constant, and m = m1 +m2 the multiplicity at α0) is holomorphic in α0.
A corresponding statement holds in the case of more than two curves meeting at λ, but in general the
eigennilpotents may be discontinuous in α0.
Remark 4.3. Theorem 4.1 proves in particular parts (1) and (2) of Theorem 1.1. Let us briefly explain in
particular how we obtain the fact that the extensions of the eigenvalues λk(α0) for given α0 ∈ R exhaust
the spectrum for any α ∈ C. Indeed, if there were some α ∈ C and an eigenvalue λ(α) which did not lie
on any of the eigencurves λk(α), then λ(α) could itself be extended to an analytic eigenvalue curve on
C by Theorem 4.1(2), and in particular we would have an eigenvalue λ(α0) not included among the the
λk(α0), a contradiction to the assumption that (λk(α0))k∈N (counting multiplicities) is the totality of the
spectrum at α0.
Proof of Theorem 4.1. (1) By [40, Theorem VII.4.2], A(α), α ∈ C, is a holomorphic family of operators,
and by [40, Remark VII.4.7], it is a self-adjoint holomorphic family. (2) Then it follows from [40, Theo-
rem VII.1.8] that the eigenvalues and eigenprojections depend (locally) holomorphically on α, and hence
so do the eigennilpotents. Since the operator family is self-adjoint holomorphic, there are no singularities
at real crossing points of eigenvalues, see [40, Section VII.3.1]. The finiteness of the number of eigenvalue
curves meeting at a crossing point, and of the local number of crossing points, follows from A(α) having
compact resolvent and from the holomorphy of the eigenvalue curves. More precisely, since the total
projection (see Remark 4.2) is locally holomorphic, [40, Problem III.3.21] implies that the dimension of
its range is locally constant and thus finite. This also implies that if there were infinitely many crossing
points in a compact set, then finitely many eigenvalue curves meet at infinitely many points which have
an accumulation point; now the identity theorem implies that the eigenvalue curves have to be identical.
It remains to prove that for any fixed α0 ∈ C each eigenvalue λk(α0) can be extended to a function
which is holomorphic on C except at the crossing points. We fix such a λk(α0) and take an arbitrary
compact subset K ⊂ C that is the closure of an open, connected set. It suffices to prove that if K
contains α0 in its interior, then there is a bounded holomorphic (except for crossing points) eigenvalue
curve λk(α), α ∈ K, which coincides with λk(α0) at α = α0.
To this end we consider the resolvent of A(α) for α ∈ K. We set %KΩ :=
⋂
α∈K %(−∆αΩ). Note that
%KΩ 6= ∅ since the operator family A(α), α ∈ K, is uniformly sectorial, see Theorem 3.3(2). Fix z ∈ %KΩ ;
then the resolvent family Rz(α) = (A(α)− zI)−1, α ∈ K, is not only compact but bounded-holomorphic
[40, Theorem VII.1.3]. Thus, the point spectrum σp(Rz(α)) = σ(Rz(α)) \ {0} consists of eigenvalues of
finite algebraic multiplicity, and with 0 as their only point of accumulation. Denote the eigenvalues of
Rz(α0) by µj(α0), where the ordering is chosen in such a way that
λj(α0) =
1
µj(α0)
+ z
for all j. Now the eigenvalue µk(α0) may be extended to a holomorphic eigenvalue curve, first to a
neighbourhood of α0. This curve µk(α) cannot take on the value 0 for any α ∈ K, since otherwise Rz(α)
would not be invertible; hence its modulus has a nonzero minimum on any compact set. Together with
the bounded-holomorphy of A(α), α ∈ K, we obtain that µk(α) can be extended holomorphically to all
of K except at only finitely many crossing points with other eigenvalue curves. Via the identification
λk(α) = 1/µk(α) + z we obtain that λk(α) is well defined and holomorphic on all of K except at the
crossing points. Since α0 ∈ C and k were arbitrary, this completes the proof. 
Even though Theorem 4.1 establishes that the eigenprojections can be continued holomorphically (away
from possible crossing points), the eigenfunctions lose this property when normalised to have L2(Ω)-norm
one:
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Theorem 4.4. Let H be a separable Hilbert space and let D ⊂ C be an open, connected set. Let A(α) be
an operator family on H such that its eigenfunctions u(α) depend holomorphically on α ∈ D. Then the
norm ‖u(α)‖H is non-constant on D or u does not depend on α ∈ D.
Proof. Let α ∈ D, assume the family of normalised eigenfunctions u(α) of A(α) to be holomorphic and
fix an arbitrary α0 ∈ D. Then, the function f : D → C defined by f(α) = (u(α0), u(α)) satisfies
|f(α)| ≤ ‖u(α0)‖H‖u(α)‖H = 1,
that is, f is contractive on D. Now, since f(α0) = 1, the maximum principle yields that |f | ≡ 1 is
constant and by f(α0) = 1 we conclude f ≡ 1. Furthermore, for any α ∈ D we have
‖u(α)− u(α0)‖2H = (u(α)− u(α0), u(α)− u(α0))
= ‖u(α)‖2H + ‖u(α0)‖2H − 2Re (u(α0), u(α)) = 0.
Consequently, u(α) = u(α0) and the family of eigenfunctions is independent of α, a contradiction. 
The question whether the eigenfunctions of −∆α(−a,a) are orthogonal in L2((−a, a)) will be clarified in
Section 5.
Remark 4.5. In the case of the domains where one can describe the eigenvalues explicitly (that is, as
solutions of transcendental equations), namely intervals, balls and (hyper-) rectangles, it is possible
to show that the eigennilpotents are always zero; see Remark 9.2 for the case of hyperrectangles and
Remark 9.7 for the case of the ball. It thus seems reasonable to expect that the eigennilpotents are zero
on any Lipschitz domain.
Remark 4.6. However, it is easy to see that there can be nontrivial eigennilpotents if α is allowed to
be a function on the boundary. Take the simplest possible case of an interval Ω = (−a, a) and suppose
α : {−a, a} → C is a function. Then for some values of α the eigennilpotents are non-zero: indeed,
following [45, Section 3], we let t ∈ R and consider purely imaginary αt(x) of the form
αt(x) =
{
−it for x = −a,
+it for x = +a.
Then the spectrum of the Robin Laplacian A(αt) = −∆αt(−a,a) reads σ (A(αt)) =
{
t2
} ∪ {k2j}j∈N, where
kj :=
pij
2a . That is, the spectrum consists of the eigenvalues of the Neumann Laplacian independently
of t, plus the eigenvalue t2. This eigenvalue has eigenfunction u0(x) = e
−itx, while the rest of the
eigenfunctions for k2j read
uj(x) = cos(kjx)− i
(
it
kj
)(−1)j
sin(kjx).
Note that each uj , j ≥ 1, is, like its eigenvalue, independent of t. Fix j ∈ N. The eigenvalue curves t2
and k2j obviously cross at t = kj , meaning that the algebraic multiplicity at this point should be two;
however, the eigenfunctions u0 and uj converge to the same function as t → kj . It can be checked that
for the function
g(x) =
i
2
xe−itx − e
2ita
4t2
eitx
when t = kj the corresponding eigennilpotent satisfies(A(αt)− t2) g = u0 6= 0 and (A(αt)− t2)2 g = 0.
Consequently, g is a root vector and the geometric and algebraic eigenspaces do not coincide at t = kj .
It would take us too far afield to explore the question of the eigennilpotents here and so we leave it as
an open problem to investigate them in the case that α is independent of x ∈ ∂Ω.
Open Problem 4.7. Given any bounded Lipschitz domain Ω ⊂ Rd, suppose that λ = λ(α) is a repeated
eigenvalue of A(α) = −∆αΩ for some α ∈ C. Is the eigennilpotent (A(α) − λ(α))Qλ(α) necessarily equal
to zero (where Qλ(α) is the eigenprojection, see (4.2))?
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4.2. The derivative with respect to α. We now give a formula for the derivative of a simple eigenvalue
λ with respect to α ∈ C (that is, along its corresponding eigencurve), which by Theorem 4.1 always exists.
For α ∈ R the corresponding formula is reasonably well known (especially but not only in the special
case α = 0); see [18, Section 4.3.2] and the references therein.
Theorem 4.8. Let Ω ⊂ Rd, d ≥ 1, be a bounded, Lipschitz domain, let α0 ∈ C, and let λ = λ(α) be any
meromorphic family of eigenvalues. Suppose that for all α in some neighbourhood Bδ(α0) of α0, λ(α) is
a simple eigenvalue of −∆αΩ, with eigenfunction ψ(α) which is chosen to be holomorphic in α. Then in
a neighbourhood of α the function
α 7→
∫
∂Ω
ψ(α)2 dσ(x)∫
Ω
ψ(α)2 dx
(4.3)
is meromorphic with at most removable singularities. Its holomorphic continuation is equal to λ′(α) at
every point in Bδ(α0).
This justifies writing simply
λ′(α) =
∫
∂Ω
ψ(α)2 dσ(x)∫
Ω
ψ(α)2 dx
for all α ∈ Bδ(α0), (4.4)
and in particular Theorem 4.8 implies Theorem 1.1(3).
We leave it as an open problem to determine whether the mapping (4.3) can actually have (removable)
singularities, or whether the denominator never vanishes.
Open Problem 4.9. Let λ(α) be any simple eigenvalue of −∆αΩ for some Ω ⊂ Rd bounded and Lipschitz
and α ∈ C, and denote by ψ(α) its eigenfunction, scaled arbitrarily. Does it follow that∫
Ω
ψ(α)2 dx 6= 0 ?
We first prove that under the assumptions of the theorem the derivative of the eigenfunction ψ with
respect to α, which we denote by ψ′(α) (and which exists as an element of L2(Ω) by another application
of Theorem 4.1) is actually in H1(Ω). Notationally, we will take z ∈ C to be small enough that α+ z ∈
Bδ(α0), that is, |α+ z − α0| < δ.
Lemma 4.10. Under the assumptions of Theorem 4.8, we have ψ′(α) ∈ H1(Ω) for all α ∈ Bδ(α0).
Proof. We will show that
lim sup
z→0
‖∇ψ(α+ z)−∇ψ(α)‖22
|z|2 <∞. (4.5)
Since we already know that ∇ψ′(α) exists in the distributional sense (as ψ′(α) ∈ L2(Ω)), it will then
follow from (4.5) that actually ∇ψ′(α) ∈ L2(Ω).
To prove (4.5), we fix z ∈ C sufficiently small (as explained above) and use the weak form of the
equation for both λ(α+ z) and λ(α) to obtain (with (·, ·) the inner product on L2(Ω))
‖∇(ψ(α+ z)− ψ(α))‖22
= Re
∫
Ω
(∇ψ(α+ z)−∇ψ(α)) · (∇ψ(α+ z)−∇ψ(α)) dx
= Re
[
λ(α+ z)
(
ψ(α+ z), ψ(α+ z)− ψ(α))]− Re [(α+ z)∫
∂Ω
ψ(α+ z)(ψ(α+ z)− ψ(α)) dσ(x)
]
− Re [λ(α)(ψ(α), ψ(α+ z)− ψ(α))]+ Re [α ∫
∂Ω
ψ(α)(ψ(α+ z)− ψ(α)) dσ(x)
]
= Re
(
(λ(α+ z)ψ(α+ z)− λ(α)ψ(α)), ψ(α+ z)− ψ(α))
− Re
∫
∂Ω
((α+ z)ψ(α+ z)− αψ(α))(ψ(α+ z)− ψ(α)) dσ(x).
We next estimate the integrand in the boundary integral as follows:
− Re
[
((α+ z)ψ(α+ z)− αψ(α))(ψ(α+ z)− ψ(α))
]
= −Re (α+ z)|ψ(α+ z)− ψ(α)|2 + Re
[
zψ(α)(ψ(α+ z)− ψ(α))
]
≤ −Re (α+ z)|ψ(α+ z)− ψ(α)|2 + 1
2
|ψ(α+ z)− ψ(α)|2 + |z|
2
2
|ψ(α)|2.
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Applying the trace inequality in the form∫
∂Ω
|u|2 dσ(x) ≤ ε‖∇u‖2 + Cε‖u‖2
for all u ∈ H1(Ω), where Cε > 0 depends only on ε > 0, to each of the two integrals∣∣∣∣−Re (α+ z) + 12
∣∣∣∣ ∫
∂Ω
|ψ(α+ z)− ψ(α)|2 dσ(x) and |z|
2
2
∫
∂Ω
|ψ(α)|2 dx,
and choosing ε > 0 small enough that η := ε[−Re (α+ z) + 12 ] < 1 leads us to
‖∇(ψ(α+ z)− ψ(α))‖22
≤ Re ((λ(α+ z)ψ(α+ z)− λ(α)ψ(α)), ψ(α+ z)− ψ(α))
+ η‖∇(ψ(α+ z)− ψ(α))‖22 + Cε
(
−Re (α+ z) + 1
2
)
‖ψ(α+ z)− ψ(α)‖22
+ |z|2
(
ε
2
‖∇ψ(α)‖22 +
Cε
2
‖ψ(α)‖22
)
.
Now ε may be chosen independently of α ∈ Bδ(α0); in particular, with such a choice, the coefficient of
|z|2 depends only on α, that is, we may write
Cα :=
ε
2
‖∇ψ(α)‖22 +
Cε
2
‖ψ(α)‖22
for this coefficient. We now divide by |z|2 and pass to the limit as z → 0 to obtain
lim sup
z→0
‖∇(ψ(α+ z)− ψ(α))‖2
|z|2 ≤
1
1− ηRe (λ
′(α)ψ(α) + λ(α)ψ′(α), ψ′(α))
+
1
1− ηCε
(
−Reα+ 1
2
)
‖ψ′(α)‖2 + Cα.
Since we already know that ψ′(α) ∈ L2(Ω), the right-hand side of the above inequality is finite. This
establishes (4.5) and hence completes the proof of the lemma. 
Proof of Theorem 4.8 and hence of Theorem 1.1(3). We choose ψ(α) ∈ H1(Ω) as a test function in the
weak form of the eigenvalue equation for λ(α):∫
Ω
(∇ψ(α))2 dx+ α
∫
∂Ω
ψ(α)2 dσ(x)− λ(α)
∫
Ω
ψ(α)2 dx = 0.
The left-hand side clearly depends holomorphically on α. Moreover, since ψ′(α) ∈ H1(Ω) by Lemma 4.10,
we may calculate its derivative as
2
∫
Ω
∇ψ′(α) · ∇ψ(α) dx+
∫
∂Ω
ψ(α)2 dσ(x) + 2α
∫
∂Ω
ψ′(α)ψ(α) dσ(x)
− λ′(α)
∫
Ω
ψ(α)2 dx− 2λ(α)
∫
Ω
ψ′(α)ψ(α) dx = 0.
But the weak form of the eigenvalue equation for λ(α) also implies that
2
∫
Ω
∇ψ′(α) · ∇ψ(α) dx+ 2α
∫
∂Ω
ψ′(α)ψ(α) dσ(x) = 2λ(α)
∫
Ω
ψ′(α)ψ(α) dx,
whence
λ′(α)
∫
Ω
ψ(α)2 dx =
∫
∂Ω
ψ(α)2 dσ(x). (4.6)
This yields (4.4) in the case that
∫
Ω
ψ(α)2 dx 6= 0. But since we know that λ′(α) is holomorphic in
Bδ(α0), as are the mappings
α 7→
∫
Ω
ψ(α)2 dx, α 7→
∫
∂Ω
ψ(α)2 dσ(x),
if the left-hand side of (4.6) vanishes at some point, then the right-hand side must vanish as well, and
to the same order. It follows that any singularities of the mapping (4.3) in Bδ(α0) are removable. This
completes the proof of the theorem. 
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5. Basis properties of the eigenfunctions
Given the analytic dependence of the eigenfunctions {ek(α)}k≥1 of the Robin Laplacian on α ∈ C, it
is a natural question to ask whether they also still have reasonable basis properties for non-real α. In
this section we will explore this question and, in particular, prove parts (4) and (5) of Theorem 1.1.
We start with the negative result (5), that the eigenfunctions do not generally form an orthonormal
basis.
Theorem 5.1. Let Ω ∈ Rd, d ≥ 1, be a bounded Lipschitz domain and α ∈ C. Then the eigenfunctions
ek(α), k ∈ N, of −∆αΩ can be chosen to form an orthonormal basis of L2(Ω) if and only if α ∈ R.
Proof. For ease of notation, in this section we will write A(α) := −∆αΩ. For α ∈ R the claim follows from
the selfadjointness of A(α).
Let α ∈ C \ R and assume that the eigenfunctions {ek(α)}∞k=1 of A(α) do form an orthonormal basis
of L2(Ω). To distinguish the notation from the complex conjugation z of z ∈ C and M∗ of M ⊂ C, let
cl(M) be the closure of M . Let u ∈ D (A(α)∗) = D(A(α)) ⊂ L2(Ω) have L2(Ω)-norm one. Then there is
a unique representation of u,
u =
∞∑
k=1
(u, ek(α)) ek(α), 1 = ‖u‖22 =
∞∑
k=1
|(u, ek(α))|2,
which we use to calculate
(u,A(α)∗u) = (A(α)∗u, u)
=
∞∑
k=1
(u, ek(α)) ((−∆αΩ)∗u, ek(α))
=
∞∑
k=1
(ek(α), u) (u, λk(α)ek(α)) =
∞∑
k=1
|(u, ek(α))|2 λk(α). (5.1)
By the definition of the numerical range (3.2) and the identity cl(W (aα)) = cl(W (A(α))) [40, Corol-
lary VI.2.3] we obtain
cl(W (A(α)∗)) = cl(W (a∗α)) = cl(W (aα))∗ = cl(W (A(α)))∗. (5.2)
Note that due to the normalisation of u the right-hand side of (5.1) can be interpreted as a convex
combination of the complex conjugated elements λk(α) ∈ σ(A(α)); the convex hull of the whole spectrum
will be denoted by
conv (σ(A(α))) = conv {λk(α) : k ∈ N} .
Due to (5.2) and (5.1) we obtain
cl(W (A(α)))∗ = cl(W (A(α)∗)) = cl (conv (σ(A(α)))∗)
and by complex conjugation of both sides we arrive at
cl(W (aα)) = cl(W (A(α))) = cl (conv(σ(A(α)))) . (5.3)
This equation leads us to a contradiction as follows. Since A(α) is sectorial and its resolvent is compact,
for any sufficiently large r > 0 the truncated convex hull
Pr(α) := conv {λk(α) : k ∈ N, |λk(α)| ≤ r} ⊂ C
is a polygon which contains at most finitely many eigenvalues of A(α). To show that Pr(α) is contained
in the upper half-plane it is sufficient to prove Imλk(α) > 0 for all k ∈ N: due to
σ(A(α)) ⊂W (aα) ⊂ {z ∈ C : Im z ≥ 0}
it is clear that Imλk(α) ≥ 0 for all k ∈ N. Now assume that there exists an eigenvalue λ ∈ Pr(α) ∩ R,
that is, we find a corresponding (normalised) eigenfunction u ∈ D(A(α)) such that
λ = (A(α)u, u) =
∫
Ω
|∇u|2dx+ α
∫
∂Ω
|u|2dσ(x) ∈ R.
This holds if and only if u|∂Ω = 0, that is, u is an eigenfunction of the Dirichlet Laplacian AD := −∆DΩ .
Furthermore, u ∈ D(A(α)) yields
0 = ∂νu+ αu = ∂νu
16 SABINE BO¨GLI, JAMES B. KENNEDY, AND ROBIN LANG
on ∂Ω and u is additionally a Neumann eigenfunction, a contradiction. In other words, we have shown
that
cl (conv(σ(A(α)))) ∩ R = ∅. (5.4)
Since the principal eigenvalue λ1 = minσ(AD) can be represented by the variational max-min charac-
terisation, there exists a normalised minimising function (the associated eigenfunction) u1 ∈ H10 (Ω) such
that λ1 =
∫
Ω
|∇u1|2dx. Recall that the domains of the Dirichlet Laplacian and the Robin form satisfy
D(AD) ⊂ H10 (Ω) ⊂ H1(Ω) = D(aα),
see Section 3. Consequently, λ1 ∈ cl(W (aα)), a contradiction to (5.3) and (5.4). Hence the eigenfunctions
{ek(α)}∞k=1 of A(α) do not form an orthonormal basis of L2(Ω). 
One may show by explicit calculation that, even on the interval Ω = (−a, a), consistent with The-
orem 5.1, for given α ∈ C \ R the eigenfunctions of the Robin Laplacian −∆αΩ belonging to different
eigenspaces are not in general orthogonal to each other. Hence, for our positive result, we necessarily
need to introduce “weaker” notions of basis. Here we will consider three: Bari, Riesz and Abel bases.
The definitions of the first two of these, namely Definitions 5.3 and 5.4, are taken from [38, 3.6.16-19].
For what follows we assume (H, ‖ · ‖H) to be a separable complex Hilbert space.
Definition 5.2. A set B = {ek}∞k=1 ⊂ H is called a basis of H if for each h ∈ H there exists a unique,
convergent series representation h =
∑∞
k=1 hkek with coefficients hk = hk(h) ∈ C.
Definition 5.3. Let B = {ek}∞k=1 be a basis of H. Then B is called a Riesz basis if there are constants
0 < m ≤M such that
m‖(hk)k‖`2 ≤ ‖h‖H ≤M‖(hk)k‖`2
holds for any h =
∑∞
k=1 hkek ∈ H.
Definition 5.4. A set B = {ek}∞k=1 ⊂ H is called a Bari basis of H if there exists an orthonormal basis
B′ = {e′k}∞k=1 of H such that B is quadratically near B′, that is
∞∑
k=1
‖ek − e′k‖2H <∞.
An Abel basis, as first introduced in [51] and also defined for example in [67, Section 1.2.13], is always
defined with respect to the eigenvectors and generalised eigenvectors (for short, generalised eigenvectors)
of a densely defined sectorial operator A. The intuitive idea is that the formal series expansion
∞∑
k=1
hkek
of an element h ∈ H in the generalised eigenvectors ek of Amay not converge, but if the Fourier coefficients
hk can be multiplied by a weight e
−λγkt (where λk is the eigenvalue corresponding to ek), such that
∞∑
k=1
hke
−λγktek
converges for each fixed t > 0, and this series then converges to h as t → 0, then {ek}∞k=1 is an Abel
basis of order γ ≥ 0. (Note that an Abel basis will not generally be a basis in the sense of Definition 5.2,
since the unweighted Fourier series expansion is explicitly not required to converge.) We will follow the
definition given in [67].
Definition 5.5. Suppose A : H ⊃ D(A)→ H is a densely defined operator with purely discrete spectrum,
such that all but finitely many of its eigenvalues lie in the sector T+θ = {z ∈ C : | arg z| < θ} for some
θ ∈ (0, pi). Then we say that the generalised eigenvectors of A form an Abel basis of H of order γ ≥ 0 if
γθ < pi/2 and there exists an enumeration of the eigenvalues {λk}∞k=1 (with {ek}∞k=1 the corresponding
enumeration of the generalised eigenvectors) such that for this fixed enumeration, for each h ∈ H, there
exists a sequence of coefficients hk ∈ C for which the series
h(t) :=
∞∑
k=1
hke
−λγktek (5.5)
is convergent for all t > 0, and h(t)→ h in H as t→ 0+.
For the eigenvalues λ which do not lie in T+θ , the weight e
−λγkt in (5.5) is to be interpreted as 1, while
if some λ is a repeated eigenvalue and {ej , . . . , ej+`} is a basis of its eigenspace, then the corresponding
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terms in the series (5.5) are to be interpreted in terms of the eigenprojection, that is,
∑j+`
k=j hke
−λγtek is
to be replaced by
1
2pii
∮
Γ
e−λ
γt(A− zI)−1hdz,
where Γ is any closed path in C separating λ from the rest of the spectrum.
The definition can be extended to allow γθ < pi in place of γθ < pi/2; we refer, again, to [67, Sec-
tion 1.2.13].
One may derive from the definitions that an orthonormal basis is always a Bari basis, a Bari basis
is always a Riesz basis, and a Riesz basis, if it consists of the generalised eigenfunctions of a suitable
operator, is always an Abel basis of order zero. The latter, in turn, is an Abel basis of any positive order
γ > 0, provided only that the sectoriality estimate γθ < pi still holds.
Our goal is to show that the eigenfunctions of −∆αΩ form (at least) an Abel basis of L2(Ω), for any
α ∈ C. This is based on a theorem of Agranovich (the main theorem of [3]), which we recall here for ease
of reference.
Theorem 5.6. Suppose H and V are separable complex Hilbert spaces such that V ↪→ H is compact, and
suppose that a : V × V → C is a bounded, coercive sesquilinear form. Denote by b := Re a = (a + a)/2
and c := iIm a = a− b the real and imaginary forms, respectively, which add to give a. Denote by A and
B the operators on H associated with a and b, respectively. Suppose that
(i) there exist 0 ≤ q ≤ 1 and m > 0 such that
|c[u, u]| ≤ m‖B1/2u‖2qH ‖u‖2−2qH (5.6)
for all u ∈ V , and
(ii) there exists p > 0 such that the sequence of eigenvalues λk(B), k ≥ 1, of B (bounded from below
by assumption), repeated according to their multiplicities, has the asymptotic behaviour
lim sup
k→∞
λk(B)
kp
> 0. (5.7)
Then A has discrete spectrum, the invariant subspaces of A are all finite dimensional, and the corre-
sponding eigenfunctions and generalised eigenfunctions of A constitute
(1) a Bari basis of H if p(1− q) > 1, or
(2) a Riesz basis of H if p(1− q) = 1, or
(3) an Abel basis of H, of order 1/p+ (q − 1) + δ for any (sufficiently small) δ > 0, if p(1− q) < 1.
Theorem 5.6 was already used for a similar purpose in [37, Section 5] to prove a corresponding one-
dimensional result; more precisely, for the Laplacian on a compact metric graph, equipped with complex
δ conditions at one or more of the vertices (corresponding to a complex Robin condition), one can apply
(2) to obtain a Riesz basis. With this background, we can now state our main positive result, which
corresponds to Theorem 1.1(4).
Theorem 5.7. Let Ω ⊂ Rd, d ≥ 1, be a bounded Lipschitz domain and α ∈ C.
(1) If d = 1, then there is a Riesz basis of L2(Ω) consisting of the eigenfunctions and generalised
eigenfunctions of −∆αΩ;
(2) If d ≥ 2, then there is an Abel basis of L2(Ω) of order (d − 1)/2 + δ for any (sufficiently small)
δ > 0, consisting of the eigenfunctions and generalised eigenfunctions of −∆αΩ.
We leave it as an open problem to determine whether in fact the eigenfunctions of −∆αΩ still form
a Riesz basis of L2(Ω) if Ω ⊂ Rd is a bounded Lipschitz domain in dimension d ≥ 2, as they do when
d = 1, and when Ω is rectangular (see Remark 9.2); and we recall Open Problem 4.7, to establish that the
eigennilpotents are always trivial, that is, that all generalised eigenfunctions are in fact eigenfunctions.
Open Problem 5.8. Let Ω ⊂ Rd, d ≥ 2, be bounded and Lipschitz and let α ∈ C. Do the eigenfunctions
of −∆αΩ form a Riesz basis of L2(Ω)?
Proof of Theorem 5.7. We only need to apply Theorem 5.6, as was done in [37, Section 5] for d = 1, and
in fact we refer there for the proof in this case.
So suppose that d ≥ 2. Obviously, we choose H = L2(Ω) and V = H1(Ω). Given α ∈ C, which will
be fixed throughout, we suppose ω ≥ 0 to be such that aα[u, u] + ω(u, u) is coercive H1(Ω), which we
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may always do by the trace inequality, cf. Lemma 3.2 (here and throughout (·, ·) is the inner product on
L2(Ω)). We then choose
a[u, v] := aα[u, v] + ω(u, v),
so that b = aReα + ω(·, ·), A = −∆αΩ + ωI, and B = −∆ReαΩ + ωI, and to apply Theorem 5.6 we only
need to check the conditions (i) and (ii). We will show that (i) holds for q = 1/2 and (ii) holds for any
p ≤ d/2, leading in particular to the order of the Abel basis claimed in the theorem.
For (i), first note that for any operator B satisfying the assumptions of the theorem, we have that
(B1/2u,B1/2u) = (Bu, u) = b[u, u]
for all u ∈ D(B), and in particular ‖B1/2u‖2 = b[u, u]1/2 for all u ∈ V .
Up to a possibly different constant, the form aReα+ω(·, ·) defines an equivalent norm on H1(Ω). Thus,
in our setting, and with q = 1/2, (5.6) reduces to the question of the existence of a constant m > 0 such
that, for all u ∈ H1(Ω)
|Imα|
∫
Ω
|u|2 dσ ≤ m‖u‖H1(Ω)‖u‖2.
But this, in turn, follows immediately from the trace inequality (6.15) of Remark 6.7, to be proved below.
For (ii), note that the constant ω has no effect on the asymptotic behaviour of the eigenvalues; thus
we may assume without loss of generality that ω = 0. We are thus interested in the smallest p > 0 such
that
lim sup
k→∞
λk(−∆ReαΩ )
kp
> 0.
But by the Weyl asymptotics for the Robin Laplacian, valid for any Reα ∈ R, in fact
λk(−∆ReαΩ ) = Cd(|Ω|)kd/2 + o(kd/2)
as k →∞ for a constant Cd(|Ω|) > 0 (see, for example, [39, 65]), leading to p ≤ d/2. 
6. On the numerical range
In this section we will give bounds on the numerical range of the form aα associated with the operator
−∆αΩ on a general Lipschitz domain Ω ⊂ Rd, which we recall is given by
W (aα) =
{∫
Ω
|∇u|2 dx+
∫
∂Ω
α|u|2 dσ : u ∈ H1(Ω) with ‖u‖2 = 1
}
⊂ C.
Since here σ(−∆αΩ) = σp(−∆αΩ) ⊂ W (−∆αΩ) ⊂ W (aα), in addition to giving an independent proof of
the sectoriality of the form and the operator claimed in Section 3, these bounds will more importantly
give an estimate on the rate at which any eigenvalues can diverge in the regime Reα < 0, as well as the
size of the imaginary part of the eigenvalues: in particular, the following theorem contains Theorem 1.3.
We obtain somewhat different results, and require a different method of proof, in the case where ∂Ω is
sufficiently smooth (C2) on the one hand, and Lipschitz on the other.
Theorem 6.1. Suppose Ω ⊂ Rd, d ≥ 2, is a bounded Lipschitz domain. Then there exist constants
C1 ≥ 2 and C2 > 0 depending only on Ω such that for α ∈ C the set W (aα) is contained in
ΛΩ,α =
{
t+ α · s ∈ C : t ≥ 0, s ∈ [0, C1
√
t+ C2]
}
.
In particular, we have the estimate
Reλ ≥ −C
2
1
4
|Reα|2 − C2|Reα| (6.1)
for all λ ∈ σ(−∆αΩ). If Ω has C2 boundary, then we may choose C1 = 2.
The regions ΛΩ,α for different values of α are depicted in Figures 6.1 and 6.2. The constants C1, C2
depend on the geometry of ∂Ω, and with our method of proof it should be possible to give an estimate on
them, at least in principle. See Remark 6.8 for a discussion of the meaning of C2 in the case of smooth
domains, where we obtain an expression for C2 related to the curvature of ∂Ω. It does not seem clear
that we should expect C1 = 2 in Theorem 6.1 for domains of class C
1, not just C2; cf. Remark 6.2(1).
Since these bounds are new even in the case of real negative α (see also Corollary 1.4), we wish to
discuss how they fit in with known results before we turn to the proofs.
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Figure 6.1. The set ΛΩ,α, which contains the numerical range W (aα), for a represen-
tative choice of Reα > 0 and Imα > 0, corresponding to the region between the curve
∂ΛΩ,α and the real axis. The region is composed of the union of segments of the form
{t + α · s ∈ C : s ∈ [0, C1
√
t + C2]}, each of slope Imα/Reα, for different values of
t ≥ 0; the dotted lines show these segments for selected values of t1, . . . , t4 > 0. Their
endpoints form a parabolic section of ∂ΛΩ,α open to the right.
Figure 6.2. The set ΛΩ,α for Reα < 0 and two different choices of Imα > 0 (whose
upper boundaries correspond to the solid and dashed curves, respectively). As Imα→ 0,
the region collapses to the part of the real axis from −C214 |Reα|2 − C2|Reα| to +∞.
Remark 6.2. (1) We recall the bound
λ1(α) < −|α|2 (6.2)
on the principal Robin eigenvalue λ1(α) = λ1(−∆αΩ) of any bounded Lipschitz domain Ω ⊂ Rd for α < 0,
which may be obtained by a simple variational argument (see [34, Theorem 2.3] or [18, Proposition 4.12]).
Together with this bound, Corollary 1.4 gives a new, simpler, proof of the asymptotic behaviour λ1(α) =
−|α|2 +O(α) as α→ −∞, if Ω is C2. The only other proof that λ1(α) = −|α|2 + o(α2) on C2 – actually
C1 – domains, which is completely different and involves a blow-up argument, is the principal result of
[52]; all other proofs (which give more terms in the expansion) require more boundary regularity. Indeed,
if Ω is C3, then, as α→ −∞,
λ1(α) = −|α|2 − (d− 1)κ¯max|α|+O(α2/3), (6.3)
where κ¯max denotes the maximal mean curvature of ∂Ω; see [18, Section 4.4.2.1] for a discussion and
references. It is interesting to note that in the case of smooth Ω the constant C2 appearing in Theorem 6.1
is likewise related to the curvature of ∂Ω (see Remark 6.8 for more details); the presence of the curvature
suggests that the “smooth” version of Theorem 6.1 (i.e., with C1 = 2) does not hold under significantly
weaker regularity assumptions than C2. We leave it as an open problem to determine whether a better
bound than ours is possible for C1 domains (see Open Problem 6.3 below).
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(2) We recall that for domains Ω with piecewise smooth boundary and a finite number of “model
corners”, the asymptotic behaviour of the principal eigenvalue becomes
λ1(α) = −C|α|2 + o(α2) (6.4)
as α→ −∞, for a constant C ≥ 1 depending on the opening angle(s) of the “most acute” corner(s) of Ω
(we refer to [18, pp. 94–95] for details and references); it is an open problem to show that (6.4) also holds
on general Lipschitz domains [18, Open Problem 4.17]. The lower bound of Theorem 6.1 in the form of
Corollary 1.4, together with (6.2), at least implies a two-sided asymptotic bound of this form.
Open Problem 6.3. Let Ω ⊂ Rd be bounded and of class C1 and suppose that α ∈ R. Is it true that
λk(α) = −|α|2 +O(α)
as α→ −∞, for each k ∈ N?
Remark 6.4. We note in passing that the bound of Theorem 6.1 on the numerical range (and the spectrum)
of −∆αΩ implies that, for any Lipschitz domain Ω ⊂ Rd and any α ∈ C, the operator ∆αΩ generates a cosine
function, that is, the corresponding wave equation is well posed (see [6, Section 3.14] for more details on
cosine functions of operators); in fact, it is known that an operator is the generator of a cosine function
if and only if its numerical range and spectrum are contained in a parabolic region such as −ΛΩ,α; see [6,
Theorem 3.17.4]. Here, we see that −ΛΩ,α is contained in the parabolic region described in that theorem
for sufficiently large ω > 0, how large depending on α, C1 and C2.
The proof of Theorem 6.1 is based on the following trace-type inequality.
Lemma 6.5. Let Ω ⊂ Rd, d ≥ 2, be a bounded Lipschitz domain. Then there exist constants C1 ≥ 2 and
C2 > 0, both depending only on Ω, such that∫
∂Ω
|u|2 dσ ≤ C1‖∇u‖2 + C2 (6.5)
for all u ∈ H1(Ω) with ‖u‖2 = 1. If Ω has C2 boundary, then we may choose C1 = 2.
The constants C1 and C2 will be the same as the ones appearing in the statements of Theorems 6.1
and 1.3. While we doubt that the lemma is new in the case of Lipschitz domains, we are unaware of
any reference; moreover, to the best of our knowledge its application in the context of Robin eigenvalue
asymptotics is new. But we consider the real novelty, and difficulty, to consist in obtaining the best
possible constant C1 = 2 in the case of C
2 domains, which leads to sharp eigenvalue bounds in this case.
The proofs for the cases of C2 and Lipschitz boundaries are, correspondingly, completely different. For
the smooth case, which we treat first, we first need a technical lemma involving the geometry of Ω near its
boundary, where we will heavily rely on the assumption that ∂Ω is C2. We first introduce some notation:
for a bounded domain Ω ⊂ Rd, we set dΩ : Rd → R,
dΩ(x) :=
{
dist(x, ∂Ω) = infz∈∂Ω |x− z| if x ∈ Ω
−dist(x, ∂Ω) if x ∈ R \ Ω (6.6)
to be the signed distance function to ∂Ω, dΩ ∈ C(Rd). Given any ε > 0 and t ∈ [0, ε], we also set
Ωε := {x ∈ Rd : dΩ(x) < ε} (6.7)
to be the (open) “strip” around ∂Ω of width 2ε, where we also write
Ω+ε := Ωε ∩ Ω = {x ∈ Ω : dΩ(x) < ε}
Ω−ε := Ωε ∩ Rd \ Ω = {x ∈ Rd \ Ω : dΩ(x) < ε}
(6.8)
and finally
St := {x ∈ Ω : dΩ(x) = t} (6.9)
to be the level surfaces of dΩ in Ωε,
Ωε =
⋃
t∈(−ε,ε)
St.
Lemma 6.6. Suppose Ω ⊂ Rd is a bounded domain of class C2. Then there exists ε > 0 such that
(1) dΩ|Ωε ∈ C2(Ωε);
(2) for each x ∈ Ωε there exists a unique minimiser z ∈ ∂Ω such that dΩ(x) = |x− z|;
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(3) for each x ∈ Ωε \ ∂Ω,
∇dΩ(x) = x− z|x− z|
with z as in (2). In particular, |∇dΩ(x)| = 1 for all x ∈ Ωε;
(4) for each t ∈ [−ε, ε], St is a compact manifold of class C1; and
(5) for each f ∈ C1(Ωε) the function
t 7→
∫
St
f dσ
is differentiable at every t ∈ (−ε, ε), and its derivative, given by∫
St
∂tf + f∆dΩ dσ, (6.10)
is in C([−ε, ε]). In particular, for any f ∈ C1(Ω+ε ) and any ε1 ∈ [0, ε),∫
Sε1
f dσ −
∫
∂Ω
f dσ =
∫
Ω+ε1
∂tf + f∆dΩ dx. (6.11)
Proof. (1) is contained in [33, Appendix, Lemma 1] (since ∂Ω is assumed to be C2), see also [10,
Lemma 2.4.2]; (2) follows (possibly for a different ε) from [28, Lemma 4.11] (which requires that ∂Ω
be C1,1) together with a simple covering argument using the fact that ∂Ω is compact (in the language
of [28], (2) means that reach(∂Ω) > 0). (3) then follows from [28, Theorem 4.8], where we note that
∇dΩ ∈ C1(Ωε) and |∇dΩ| = 1 in Ωε \ ∂Ω implies that |∇dΩ| = 1 everywhere in Ωε; and (4) follows from
(1) using the Implicit Function Theorem and the fact that ∇dΩ never vanishes on Ωε by (3), together
with a covering argument since St is clearly compact.
For (5), fix f ∈ C1(Ωε) and for brevity write
F (t) :=
∫
St
f dσ.
We first claim that (6.10) is the distributional derivative of F . Indeed, for any test function ϕ ∈
C∞c (−ε, ε), we have ∫ ε
−ε
F (t)ϕ(t) dt =
∫ ε
−ε
∫
St
fϕ(t) dσ dt =
∫
Ωε
fϕ ◦ dΩ dx
by the coarea formula in the form of [26, Section 3.4.3], using the fact that the St are the level surfaces
of dΩ and |∇dΩ| = 1 everywhere by (3). In particular,∫ ε
−ε
F (t)ϕ′(t) dt =
∫
Ωε
fϕ′ ◦ dΩ dx =
∫
Ωε
f∇dΩ · ∇(ϕ ◦ dΩ) dx
= −
∫
Ωε
ϕ ◦ dΩ div(f∇dΩ) dx = −
∫ ε
−ε
ϕ(t)
∫
St
div(f∇dΩ) dxdt,
where for the second last equality we have used the divergence theorem (integration by parts) and the
compact support of ϕ, and the last equality follows from another application of the coarea formula. The
claim now follows from the short calculation
div(f∇dΩ) = ∇f · ∇dΩ + f∆dΩ = ∂tf + f∆dΩ,
valid pointwise in Ωε since dΩ is C
2 by (1), and using the fact that ∇dΩ points in the direction of t by (3).
We next note that the integrand in (6.10) is in C(Ωε) and hence a short argument using the compactness
of St and the uniform continuity of the integrand shows that the integral in (6.10) is in fact in C([−ε, ε]);
in particular, it is the pointwise derivative of F at every point in (−ε, ε).
Finally, for (6.11), by what we have just shown we may apply the Fundamental Theorem of Calculus
in the form of [63, Theorem 7.21] to the function F on the interval [0, ε1] (for any ε1 < ε) to obtain
F (ε1)− F (0) =
∫ ε1
0
∫
St
∂tf + f∆dΩ dσ.
A final application of the coarea formula to the integral on the right-hand side, together with the definition
of F , yields (6.11). 
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Proof of Lemma 6.5. The case of C2 boundary. We keep the notation from (6.6), (6.7), (6.8) and (6.9)
and note that it suffices to prove (6.5) for all u ∈ C1(Ω), by density of the latter set in H1(Ω) for bounded
Ω of class C2 (cf. [33, Section 7.6]) and the trace theorem. We let ε > 0 be as in Lemma 6.6 (in particular,
by making ε a little smaller if necessary we assume that (6.11) holds with ε in place of ε1) and choose a
cut-off function ϕ ∈ C1(Ω) such that 0 ≤ ϕ ≤ 1 in Ω, ϕ = 0 outside Ωε, ϕ|St is constant for all t ∈ [0, ε],
and ϕ|∂Ω = 1. (The existence of such a function is guaranteed by the regularity statements in Lemma 6.6:
indeed, if we let ψ ∈ C∞([0,∞)) be any smooth function satisfying ψ(0) = 1 and ψ(t) = 0 for all t ≥ ε,
then we may take ϕ = ψ ◦ dΩ.)
Now fix u ∈ C1(Ω) such that ‖u‖2 = 1. Then f := |u|2ϕ ∈ C1(Ω) and we apply the formula (6.11) to
f , and use the fact that ϕ = 1 on ∂Ω and ϕ = 0 on Sε, to obtain
−
∫
∂Ω
|u|2 dσ =
∫
Ω+ε
∂t(|u|2ϕ) + |u|2ϕ∆dΩ dx
=
∫
Ωε
2ϕRe (u∂tu) + |u|2∂tϕ+ |u|2ϕ∆dΩ dx.
Using the fact that ϕ = 0 on Ω \ Ω+ε , we may therefore estimate∫
∂Ω
|u|2 dσ ≤ 2‖ϕ‖∞‖u‖2‖∇u‖2 + ‖∇ϕ‖∞‖u‖22 + max
x∈Ωε
|∆dΩ|‖ϕ‖∞‖u‖22
= 2‖∇u‖2 + ‖∇ϕ‖∞ + max
x∈Ω+ε
|∆dΩ(x)|
using the normalisation ‖u‖2 = 1 as well as ‖ϕ‖∞ = 1 (where all norms are over Ω). This proves (6.5)
with
C2 := ‖∇ϕ‖∞ + max
x∈Ω+ε
|∆dΩ(x)|. (6.12)
The case of Lipschitz boundary. Since in the case of general Lipschitz domains the corresponding
parametrisation of Ωε does not enjoy the same regularity properties, we give a different, local argument.
Fix z ∈ ∂Ω and a neighbourhood Uz of z such that within Uz, ∂Ω is given by the graph of a Lipschitz
function g : Rd−1 → R such that Ω ∩ Uz lies in the region {(x1, . . . , xd) : xd < g(x1, . . . , xd−1)} (where
we use the notation (x1, . . . , xd) ∈ Rd ' Rd−1 × R). Then in this coordinate system, the normal vector
to ∂Ω given by ν = (ν1, . . . , νd) : ∂Ω→ Rd, which is an L∞-function since ∂Ω is Lipschitz, satisfies
ess inf{νd(y) : y ∈ ∂Ω ∩ Uz} > 0. (6.13)
Now fix a test function ϕ ∈ C∞c (Rd) such that 0 ≤ ϕ ≤ 1, ϕ|∂Ω∩Uz = 1 and ϕ(y) = 0 for all y ∈ ∂Ω with
νd(y) ≤ 0. (By shrinking the neighbourhood Uz if necessary, we can always guarantee the existence of
such a ϕ.)
Then for a given function u ∈ H1(Ω) with ‖u‖2 = 1, we have
ess inf
y∈∂Ω∩Uz
νd(y)
∫
∂Ω∩Uz
|u|2 dσ ≤
∫
∂Ω
ϕ|u|2νd dσ =
∫
Ω
∂
∂xd
(ϕ|u|2) dx
by the divergence theorem applied to the function F = (0, . . . , 0, ϕ|u|2) ∈ W 1,1(Ω) and the Lipschitz
domain Ω (see [56, The´ore`me 3.1.1]). The latter integral may be estimated by∫
Ω
∂
∂xd
(ϕ|u|2) dx ≤ ‖∇ϕ‖∞‖u‖22 + 2‖ϕ‖∞‖∇u‖2‖u‖2; (6.14)
using the normalisations ‖u‖2 = 1, ‖ϕ‖∞ = 1, this estimate may be expressed as∫
∂Ω∩Uz
|u|2 dσ ≤ C1,z‖∇u‖2 + C2,z
for suitable constants C1,z, C2,z > 0 depending on z. Since ∂Ω is compact, a simple covering argument
now yields (6.5). Note that for every z ∈ ∂Ω we have C1,z = 2/ ess infy∈∂Ω∩Uz νd(y) ≥ 2 since |ν| = 1;
hence also C1 ≥ 2. 
Remark 6.7. For Lipschitz Ω, the above proof also yields the slightly different trace inequality∫
∂Ω
|u|2 dσ ≤ C(Ω)‖u‖H1‖u‖2 (6.15)
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for all u ∈ H1(Ω), needed in the proof of Theorem 5.7. Indeed, by (6.14), we have
ess inf
y∈∂Ω∩Uz
νd(y)
∫
∂Ω∩Uz
|u|2 dσ ≤
∫
Ω
∂
∂xd
(ϕ|u|2) dx ≤ ‖∇ϕ‖∞‖u‖22 + 2‖ϕ‖∞‖∇u‖2‖u‖2
≤ (‖∇ϕ‖∞ + 2‖ϕ‖∞) ‖u‖H1‖u‖2,
leading to ∫
∂Ω∩Uz
|u|2 dσ ≤ Cz‖u‖H1‖u‖2
for all u ∈ H1(Ω), for a constant Cz > 0 depending only on z ∈ ∂Ω. A covering argument as in the above
lemma then yields (6.15).
Proof of Theorem 6.1. Let C1 ≥ 2, C2 > 0 be the constants from Lemma 6.5 (in particular, we assume
C1 = 2 if Ω is C
2). Fix u ∈ H1(Ω) with ‖u‖2 = 1 and set
λ := ‖∇u‖22 +
∫
∂Ω
α|u|2 dσ ∈W (aα).
For t := ‖∇u‖22 ≥ 0 and s :=
∫
∂Ω
|u|2 dσ ≥ 0, we have
Reλ = t+ Reα · s, Imλ = Imα · s;
moreover, by Lemma 6.5, we obtain that s ≤ C1
√
t+ C2; thus λ ∈ ΛΩ,α.
To see that every λ ∈ W (aα), and hence every λ ∈ σ(−∆αΩ), satisfies the estimate (6.1), we first
remark that if Reα ≥ 0, then clearly ΛΩ,α ⊂ {z ∈ C : Re z ≥ 0}. Hence we may assume without loss of
generality that Reα < 0. Then by Lemma 6.5 and the inequality
2‖∇u‖2 ≤ C1
2
|Reα|+ 2
C1|Reα| ‖∇u‖
2
2,
we have
Reλ = ‖∇u‖22 + Reα
∫
∂Ω
|u|2 dσ ≥ ‖∇u‖22 − |Reα|
[
C1
2
(
C1
2
|Reα|+ 2
C1|Reα| ‖∇u‖
2
2
)
+ C2
]
= −
(
C1
2
)2
|Reα|2 − C2|Reα|.

Remark 6.8. Suppose that ∂Ω is C2. We recall that the constant C2 = C2(Ω) appearing in Theorem 6.1
and Lemma 6.5, as noted in (6.12), may in this case be taken as
C2 = ‖∇ϕ‖∞ + max
x∈Ω+ε
|∆dΩ(x)|,
where ε > 0 is as in Lemma 6.6 and ϕ is chosen to have support in Ω+ε . Let us be a bit more specific. We
may take ‖∇ϕ‖∞ to be 1/ε, corresponding to a linear function of t ∈ [0, ε] extended by 0 at t = ε (which
can be approximated arbitrarily well in the∞-norm by C1 functions), while for x ∈ Ω+ε , it is known that
the Hessian of the signed distance function is equal to the Weingarten map of the (unique) surface St
passing through x, at x. In particular,
|∆dΩ(x)| =
∣∣∣∣∣∣
d−1∑
j=1
κStj (x)
∣∣∣∣∣∣ = (d− 1) ∣∣κ¯St(x)∣∣
where κSt1 ( · ), . . . , κStd ( · ) are the principal curvatures at a given point of St and κ¯St is its mean curvature
[10, Lemma 2.4.2 and Remark 2.4.4]. This means that the essentially optimal form of the constant C2
coming from our proof – to be compared with the coefficient of α in (6.3) – is
C2 = ε
−1 + (d− 1) max
t∈[0,ε]
max
x∈St
|κ¯St(x)|, (6.16)
where ε > 0 is any constant for which Lemma 6.6(2) holds; in the language of [28], we may take any
ε ∈ (0, reach(∂Ω)]. As a simple example, in the case of a ball B of radius R > 0, since κStj ≡ 1/(R − t)
for all j and we may take any ε < R, we thus end up with
Reλ ≥ −|Reα|2 − min
r∈(0,R)
[
1
R− r +
d− 1
r
]
|Reα| = −|Reα|2 − d+ 2
√
d− 1
R
|Reα|, (6.17)
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which may be compared with the known bound and asymptotics for real negative α
−|α|2 − d− 1
R
|α| > λ1(−∆αB) = −|α|2 −
d− 1
R
|α|+ o(α)
where the inequality is valid for all α < 0 and the asymptotic expansion is for α→ −∞, see [5, Theorem 2
and eq. (1.2)].
Remark 6.9. If we allow variable α ∈ L∞(∂Ω,C), then it is clear that similar results hold since the key
trace estimate, Lemma 6.5, does not depend on α, although the region ΛΩ,α can no longer be described
explicitly in general. However, (6.1) has a direct equivalent: if we set
‖Reα‖∞ := ess sup
x∈∂Ω
|Reα(x)|, ‖Imα‖∞ := ess sup
x∈∂Ω
|Imα(x)|,
then, mimicking the arguments of the proof of Theorem 6.1 we obtain the estimate
Reλ ≥ −C
2
1
4
‖Reα‖2∞ − C2‖Reα‖∞ (6.18)
for all λ ∈ σ(−∆αΩ), or more generally all λ ∈ W (aα), where C1 ≥ 2, C2 > 0, and C1 = 2 if ∂Ω is C2;
even in the case of real-valued α, this may be viewed as a partial generalisation of [52, Remark 1.1],
which establishes the asymptotics for real-valued variable α of the form α = tb(x), t → −∞, for a fixed
function b ∈ C(∂Ω). Moreover, we can still obtain parabolic estimates on the numerical range of the type
necessary to ensure that ∆αΩ generates a cosine function (cf. Remark 6.4). For simplicity assume that
Reα(x) ≥ 0 almost everywhere (whence also Reλ ≥ 0 for any λ ∈W (aα)); then, with C1, C2 as above,
|Imλ| =
∣∣∣∣∫
∂Ω
Imα |u|2 dσ(x)
∣∣∣∣ ≤ ‖Imα‖∞(C1‖∇u‖2 + C2) ≤ ‖Imα‖∞(C1√Reλ+ C2), (6.19)
independently of Reα ≥ 0.
7. The Dirichlet-to-Neumann operator
From now on, we will be interested in the asymptotic behaviour of the eigenvalues of −∆αΩ as α→∞ in
C. To this end, we will exploit the duality between the Robin eigenvalue problem (1.1) and the eigenvalue
problem
M(λ)g = αg (7.1)
of the Dirichlet-to-Neumann operator M(λ) acting on ∂Ω, defined for λ in the resolvent set of the
Dirichlet Laplacian. For more information on this operator, we refer to, e.g., [7, 8, 12, 11, 23, 32, 53];
the relationship between this operator and the Robin Laplacian (at least for real α) is explored in [7,
Section 2] and [8, Section 8], for example, and for complex α see for example [32, Section 3].
In order to define M(λ), we first need to recall a solubility result for the inhomogeneous Dirichlet
problem. Here and in what follows we fix a bounded Lipschitz domain Ω ⊂ Rd, d ≥ 2, write tru = u|∂Ω
for the trace of a function u ∈ H1(Ω) (though, as we have done previously, if there is no ambiguity we will
tend to omit the “tr” notation), and recall that every g ∈ H1/2(∂Ω) is the trace of a function u ∈ H1(Ω).
Lemma 7.1. Let Ω ⊂ Rd, d ≥ 2, be a bounded Lipschitz domain and let λ ∈ %(−∆DΩ ) ⊂ C. For each
g ∈ H1/2(∂Ω), the Dirichlet boundary value problem
−∆u = λu in Ω,
u = g on ∂Ω,
(7.2)
interpreted in the usual weak sense, has a unique solution uλ ∈ H1(Ω), that is, uλ solves∫
Ω
∇u · ∇v dx = λ
∫
Ω
uv dx (7.3)
for all v ∈ H10 (Ω), and tru = g. Moreover, for such λ, if
H1(λ) := {u ∈ H1(Ω) : −∆u = λu in the sense of (7.3)}, (7.4)
then we have the direct sum decomposition H1(Ω) = H10 (Ω)⊕H1(λ).
Proof. For λ ∈ R ∩ %(−∆DΩ ), this follows immediately from [7, Lemma 2.2], together with the fact that
H1/2(∂Ω) = trH1(Ω); for general λ ∈ %(−∆DΩ ) the same proof works verbatim. 
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We denote by P (λ) : H1/2(∂Ω)→ H1(Ω) the Poisson operator given by
g 7→ uλ, (7.5)
where uλ solves (7.2), which is well defined for any λ ∈ %(−∆DΩ ); indeed, one may show that P (λ) is a
bijection from H1/2(∂Ω) onto H1(λ) as defined in (7.4) and in fact a right inverse of the trace operator.
We can now define the Dirichlet-to-Neumann operator. For λ ∈ %(−∆DΩ ), we first define a sesquilinear
form qλ : H
1/2(∂Ω)×H1/2(∂Ω)→ C by
qλ[g, h] =
∫
Ω
∇P (λ)g · ∇P (λ)h− λP (λ)g P (λ)hdx. (7.6)
The (negative) Dirichlet-to-Neumann operator M(λ) : D(M(λ)) ⊂ L2(∂Ω)→ L2(∂Ω) is then the opera-
tor in L2(∂Ω) associated with −qλ, which a short calculation shows to be given by
D(M(λ)) =
{
g ∈ H1/2(∂Ω) : ∂
∂ν
P (λ)g ∈ L2(∂Ω)
}
,
M(λ) = − ∂
∂ν
P (λ),
(7.7)
where the normal derivative ∂∂νP (λ)g was defined in (3.5). In words, the Dirichlet-to-Neumann operator
maps given Dirichlet data g = tru to the Neumann data −∂u∂ν of the same solution u = P (λ)g of−∆u = λu.
Lemma 7.2. Let λ ∈ %(−∆DΩ ). The operator −M(λ) is closed, densely defined and m-sectorial, and
has compact resolvent in L2(∂Ω). In particular, its spectrum consists of eigenvalues of finite algebraic
multiplicity.
Proof. Everything except the sectoriality follows immediately since H1/2(∂Ω) is densely and compactly
embedded in L2(∂Ω), and qλ is closed on H
1/2(∂Ω). For the sectoriality of the operator, it suffices to
show that qλ is sectorial, that is, that there exist constants ω, µ ∈ R such that
Re qλ[g, g] + ω‖g‖2L2(∂Ω) ≥ µ‖g‖2H1/2(∂Ω) (7.8)
for all g ∈ H1/2(∂Ω); to prove (7.8), by the fact that the trace map is bounded from H1(Ω) to H1/2(∂Ω)
it certainly suffices to show that for any λ ∈ C there exists ω ≥ 0 such that∫
Ω
|∇u|2 − Reλ|u|2 dx+ ω
∫
∂Ω
|u|2 dσ,
u ∈ H1(Ω), defines an equivalent norm on H1(Ω). But this, in turn, follows immediately from Maz’ya’s
inequality in the form of [8, eq. (4)]. We conclude that qλ and M(λ) are sectorial. (See also [9, Corol-
lary 2.2 and Section 4.4] for a slightly different but equivalent approach in the case of real λ, which can
however be carried over verbatim to complex λ.) 
Remark 7.3. (1) It may be shown that D(M(λ)) = H1(∂Ω) for any λ ∈ %(−∆DΩ ), use [55, Theorem 4.25]
with s = 1/2; however, we will not need this.
(2) It is also possible to define the Dirichlet-to-Neumann operator for λ ∈ σ(−∆DΩ ), either as a multi-
valued operator, or by factoring out the eigenfunctions of the eigenvalue λ of the Dirichlet Laplacian from
H1(Ω). The conclusion of Lemma 7.2 continues to hold with appropriate modifications; all the details
may be found in [7].
(3) In dimension d = 1, i.e. for a bounded, non-degenerate interval, the Dirichlet-to-Neumann operator
can be represented by the 2 × 2-matrix given by (2.5). Obviously, Lemma 7.2 continues to hold in this
case.
Lemma 7.4. The Dirichlet-to-Neumann operator M(λ) is meromorphic with respect to the spectral
parameter λ ∈ C. Its singularities are poles of finite order and coincide with the eigenvalues of the
corresponding Dirichlet Laplacian, i.e., the set of singularities of λ 7→ M(λ) is σ(−∆DΩ ). For λ ∈
%(−∆DΩ ), M(λ), is a self-adjoint holomorphic operator family and the corresponding quadratic forms are
holomorphic of type (a).
Proof. Suppose λ ∈ %(−∆DΩ ). Then the Poisson operator P (λ) given by (7.5) and its adjoint P ∗(λ) :
H−10 (Ω)→ H−1/2(∂Ω) are well defined. We now invoke a perturbation formula for M(λ) in terms of the
fixed operator M(0) (see [11, Lemma 2.4 for µ = 0]):
M(λ) = M(0) + λP (0)∗
(
I + λ(−∆DΩ − λI)−1
)
P (0). (7.9)
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This expression depends polynomially on λ and on the resolvent of the Dirichlet Laplacian which is
known to be a meromorphic function with poles of finite order, as follows from Theorem 3.1. This
proves that M(λ), λ ∈ %(−∆DΩ ), is a holomorphic operator family. It is self-adjoint holomorphic, i.e.
M(λ) = (M(λ))∗, by (7.9) and using that M(0) is self-adjoint and that %(−∆DΩ ) is symmetric about the
real axis. The corresponding quadratic forms qλ are holomorphic of type (a) (see [40, Section VII.4.2]),
where the sectoriality was proved in Lemma 7.2. 
Remark 7.5. One can show by exactly the same argument as in the proof of Theorem 4.1 that the
corresponding eigenprojections can be chosen to depend holomorphically on λ ∈ %(−∆DΩ ).
We can now state the following duality result linking the eigenvalues of the operators M(λ) and
−∆αΩ. While this is standard, and in the case of real α and λ well known (see [7, Theorem 3.1]), for
completeness’ sake we give a proof. In fact, the connection between elliptic differential operators and
operators of Dirichlet-to-Neumann type, or so-called Titchmarsh–Weyl M -functions, is also known in the
non-selfadjoint case (see [16, Theorem 4.10]) but here we give a direct proof including the eigenfunctions.
Theorem 7.6. Let Ω ⊂ Rd, d ≥ 2, be a bounded Lipschitz domain. For any α ∈ C and any λ ∈ %(−∆DΩ ),
we have that λ ∈ σ(−∆αΩ) if and only if α ∈ σ(M(λ)). Moreover, u is an eigenfunction of −∆αΩ
corresponding to λ if and only if tru is an eigenfunction of M(λ) corresponding to α.
Proof. Note first that the spectra of M(λ) and −∆αΩ consist only of eigenvalues of finite multiplicity.
Now λ ∈ σ(−∆αΩ) for given α ∈ C with eigenfunction u ∈ H1(Ω) if and only if
aα[u, v] =
∫
Ω
∇u · ∇v dx+
∫
∂Ω
αuv dσ = λ
∫
Ω
uv dx (7.10)
for all v ∈ H1(Ω), while α ∈ σ(M(λ)) for given λ ∈ %(−∆DΩ ) with eigenfunction g ∈ H1/2(∂Ω) if and
only if
qλ[g, h] =
∫
Ω
∇P (λ)g · ∇P (λ)h− λP (λ)g P (λ)hdx = −α
∫
∂Ω
ghdσ
for all h ∈ H1/2(∂Ω). Using the fact that P (λ)g satisfies (7.3) together with the direct sum decomposition
of Lemma 7.1, it follows that the eigenfunction g satisfies∫
Ω
∇P (λ)g · ∇v − λP (λ)g v dx = −α
∫
∂Ω
g tr v dσ (7.11)
for all v ∈ H1(Ω). Comparing (7.10) and (7.11) leads immediately to the statement λ ∈ σ(−∆αΩ) if and
only if α ∈ σ(M(λ)) (as long as λ ∈ %(−∆DΩ )), with g = tru, or, equivalently, u = P (λ)g.

Remark 7.7. A corresponding statement holds for any generalised eigenfunctions, as shown very recently
in [13]. Indeed, suppose {u0, u1, . . . , um} and {ϕ0, ϕ1, . . . , ϕn} are Jordan chains of the operators −∆αΩ
and M(λ), respectively, that is, the function u0 is an eigenfunction of −∆αΩ corresponding to an eigenvalue
λ and u1, . . . , um are generalised eigenfunctions for λ, and that the same holds for ϕ0, ϕ1, . . . , ϕn and
M(λ) with respect to the eigenvalue α. Then we have n = m and the Jordan chains are characterised
by truk = ϕk for k = 0, . . . , n [13, Theorem 4.1]. (Note that this theorem is proved for more general
Schro¨dinger operators with complex Robin boundary conditions.)
Proof of Theorem 1.5. By Lemma 7.4 the Dirichlet-to-Neumann operator M(λ) is a meromorphic oper-
ator family whose set of singularities consists of poles of finite order and coincides with the spectrum
σ(−∆DΩ ) of the corresponding Dirichlet Laplacian. Now let (αk)k be any complex sequence with αk →∞
as k → ∞. Assume that the eigenvalues λk := λ(αk) on a common analytic branch remain bounded as
k →∞; without loss of generality we may suppose that λk → λ0 ∈ C as k →∞. Then by Theorem 7.6,
for each k we may write αk = α(λk) for the Dirichlet-to-Neumann eigenvalues, which likewise belong to
a common analytic branch. For this branch we have αk →∞ as λk → λ0. By definition, this means that
λ0 must be a singularity of the operator family M(λ). The only possibility is that λ0 ∈ σ(−∆DΩ ). 
8. The points of accumulation of the Robin eigenvalues
In this section we study the question of which values λ ∈ C can be reached as points of accumulation
of the eigenvalues of −∆αΩ as α → ∞, also in dependence on how α → ∞ in C; our principal aim is to
prove Theorem 1.6. As mentioned in the introduction, the Dirichlet-to-Neumann operator will be used
in the proof, more precisely of part (2). For (1), we will draw on some ideas similar to the ones of [19]
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for the case of real negative α → −∞; in particular, the following lemma, which we will use repeatedly,
recalls [19, Lemma 2.1]. Throughout this section we suppose Ω ⊂ Rd to be a fixed bounded Lipschitz
domain; and for A ⊆ C the set of points of accumulation of A is denoted by acc(A).
Lemma 8.1. Let (αk)k∈N ⊂ C be any divergent sequence in C and for each k ∈ N select a Robin
eigenvalue λk := λ(αk) ∈ σ(−∆αkΩ ) (we do not require the λk to belong to the same analytic eigenvalue
curve). Suppose that:
(i) the sequence (λk)k∈N is bounded, and
(ii) for each k ∈ N there exists an associated eigenfunction ψk with L2(Ω)-norm 1, such that the
sequence {‖ψk‖H1(Ω)}k∈N of H1(Ω)-norms is bounded.
Then
acc{λk : k ∈ N} ⊆ σ(−∆DΩ ).
Moreover, if up to a subsequence λk → λ ∈ σ(−∆DΩ ), then up to a further subsequence the ψk converge
weakly in H1(Ω) to a Dirichlet eigenfunction associated with λ.
Proof. Let λ be any point of accumulation; without loss of generality we suppose that lim
k→∞
λk = λ. We
first claim that ∫
∂Ω
|ψk|2 dσ → 0;
in fact, this follows since ∫
∂Ω
|ψk|2 dσ = 1
αk
[
λk −
∫
Ω
|∇ψk|2 dx
]
for αk 6= 0, and by assumption the λk and
∫
Ω
|∇ψk|2 dx are bounded. Next, since the ψk are bounded in
H1(Ω), up to a subsequence there exists ψ ∈ H1(Ω) such that ψk ⇀ ψ weakly in H1(Ω). The convergence
is strong in L2(Ω) by compactness of the embedding H1(Ω) ↪→ L2(Ω), while the traces converge in L2(∂Ω)
by compactness of the trace mapping. In particular, ψ has zero trace, so ψ ∈ H10 (Ω). Finally, using the
eigenvalue equation for λk and the weak H
1-convergence of the ψk, for all ϕ ∈ H10 (Ω) (whose traces
vanish) we have∫
Ω
∇ψ · ∇ϕdx = lim
k→∞
∫
Ω
∇ψk · ∇ϕdx = lim
k→∞
λk
∫
Ω
ψkϕdx = λ
∫
Ω
ψϕdx.
Since ψ ∈ H10 (Ω), this says exactly that λ is an eigenvalue, and ψ a corresponding eigenfunction, of the
Dirichlet Laplacian. 
We can now give the proof of Theorem 1.6(1); we will in fact prove the following slightly more precise
version, which also allows us to conclude convergence of the eigenfunctions. As before, we do not require
our eigenvalues to belong to the same analytic curve. Finally, we recall that the sector T−θ was introduced
in Definition 2.2.
Theorem 8.2. Let (αk)k∈N be any divergent sequence in the sector C \ T−θ for some θ > 0, and for each
k ∈ N let λk := λ(αk) ∈ σ(−∆αkΩ ) be any corresponding eigenvalue. Then
acc{λk : k ∈ N} ⊆ σ(−∆DΩ ).
Moreover, if up to a subsequence λk → λ ∈ σ(−∆DΩ ), then there exist eigenfunctions for λk which, possibly
up to a further subsequence, converge weakly to a Dirichlet eigenfunction for λ.
Proof of Theorem 8.2 and hence of Theorem 1.6(1). It suffices to show that under the stated assump-
tions if the λk (or any subsequence thereof) are bounded, then they always admit eigenfunctions ψk
which are bounded in H1(Ω) under the normalisation ‖ψk‖2 = 1, since we may then directly apply
Lemma 8.1 in order to obtain the conclusion of the theorem. To this end, first assume without loss of
generality that the sequence λk actually converges to some λ ∈ C; we distinguish between two possibili-
ties, which together completely cover the sector C \ T−θ : (i) Reαk ≥ 0 for all k ∈ N; (ii)
∣∣∣ReαkImαk ∣∣∣ remains
bounded.
In case (i), we suppose that, for each λk, ψk is any associated eigenfunction such that ‖ψk‖2 = 1 and
simply observe that ∫
Ω
|∇ψk|2 dx+ Reαk
∫
∂Ω
|ψk|2 dσ = Reλk → Reλ.
Since Reαk ≥ 0, this is only possible if the sequence (‖∇ψk‖22))k∈N remains bounded, which in turn
means that the ψk form a bounded sequence in H
1(Ω).
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For (ii), we let the ψk be as before but now consider the imaginary parts: we have that
Imαk
∫
∂Ω
|ψk|2 dσ = Imλk → Imλ;
by assumption on the αk, this means that
Reαk
∫
∂Ω
|ψk|2 dσ and hence also αk
∫
∂Ω
|ψk|2 dσ
must in particular remain bounded as k →∞. Since λk was also assumed bounded, we conclude that∫
Ω
|∇ψk|2 dx = λk − αk
∫
∂Ω
|ψk|2 dσ
likewise remains bounded (recall that ‖ψk‖2 = 1), meaning that the ψk are bounded in H1(Ω). 
We next turn to the proof of Theorem 1.6(2). This is in fact an immediate application of the fact that
the Dirichlet-to-Neumann operator is unbounded.
Proof of Theorem 1.6(2). First suppose that λ 6∈ σ(−∆DΩ ) and let M(λ) be the Dirichlet-to-Neumann
operator introduced in Section 7 (see (7.7)). Then by Lemma 7.2, M(λ) admits a sequence of eigenvalues
αk ∈ C such that |αk| → ∞. By Theorem 7.6, for each such αk ∈ C, we have that λ ∈ σ(−∆αkΩ ).
For λ ∈ σ(−∆DΩ ) the argument is the same except that M(λ) becomes a multivalued operator; see
Remark 7.3(2). 
Remark 8.3. We draw explicit attention to the marked contrast between parts (1) and (2) of Theorem 1.6:
on the one hand, for α diverging away from the negative real semiaxis (more precisely outside the sector
T−θ for arbitrarily small θ > 0), all eigenvalues either diverge absolutely or converge to points in the
Dirichlet spectrum. Moreover, this is not just true of the individual analytic curves of eigenvalues but
for any arbitrary sequence of eigenvalues in this region.
On the other hand, for any λ ∈ C we can find an infinite sequence of parameters αk, which must end
up “close” to the negative real semi-axis, for which λ is a Robin eigenvalue (this is where the sufficiently
large eigenvalues of the Dirichlet-to-Neumann operator M(λ) are to be found, for any λ). Thus the whole
of C can be obtained as points of accumulation if we place no restriction on α. The reason why this is
not inconsistent with Theorem 1.5 is that there we are interested in the behaviour of the analytic curves
of eigenvalues (rather than sequences of αk which may be drawn from different analytic curves).
9. Higher-dimensional examples: the hyperrectangle and the ball
9.1. The interval revisited. We first return to the one-dimensional case sketched in Section 2. We
start by giving the remaining details, in particular the proofs of Theorems 2.1 and 2.4. We will later use
results to discuss the eigenvalue asymptotics for higher dimensional rectangles, in Section 9.2.
9.1.1. On the Dirichlet-to-Neumann matrix. The general solution u of the Dirichlet problem on the open
interval Ω = (−a, a) for a > 0 (2.2) with Dirichlet data g = (g1, g2)T ∈ C2 is given by
u(x) = C+ cos(
√
λx) + C− sin(
√
λx). (9.1)
The coefficients C+ and C− are given by
C+ :=
g2 + g1
2 cos(
√
λa)
and C− :=
g2 − g1
2 sin(
√
λa)
, (9.2)
where C+ = 0 if u is odd and C− = 0 if u is even. The normal derivatives of u read
−u′(−a) =
√
λ
(
−g2 + g1
2
tan
√
λa− g2 − g1
2
cot
√
λa
)
,
and similarly
u′(+a) =
√
λ
(
−g2 + g1
2
tan
√
λa+
g2 − g1
2
cot
√
λa
)
,
meaning that the C2×2-valued Dirichlet-to-Neumann operator is given by
M(λ) =
√
λ
2
(
tan
√
λa− cot√λa tan√λa+ cot√λa
tan
√
λa+ cot
√
λa tan
√
λa− cot√λa
)
. (9.3)
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The expression (2.5) for M(λ) used in Section 2 then follows from the identities
tan z − cot z = −2 cot 2z and tan z + cot z = 2 csc 2z
for z 6= 0.
9.1.2. The convergent eigenvalues. We begin with the easy case of the eigenvalues which remain bounded
as α→∞.
Proof of Theorem 2.1. The poles of cot and csc are of order one, and thus so are the poles of the mero-
morphic Dirichlet-to-Neumann operator M(λ) given by (2.5). If λ(α) remains bounded as α→∞ in C,
the only possibility for this behaviour is that
√
λ approaches one of said poles, namely
√
λ→ pij/(2a) for
any j ∈ Z, that is λ→ pi2j2/(4a2) as α→∞. 
Remark 9.1. In principle, one could derive additional terms in the asymptotic expansion of λ(α) as
α → ∞, in powers of α−1; let us sketch briefly how one might get further information. The poles
being the eigenvalues of the Dirichlet Laplacian allows us to obtain a partial fraction decomposition
M(λ) = Aj/(
√
λ−√λj)+Gj(√λ) for a matrix-valued function Gj which is holomorphic (thus bounded)
in a neighbourhood of
√
λj , and matrices Aj . Calculating the residues ±pij/(2a2) of the on- and off-
diagonal components of M(λ), we can write down Aj explicitly, which, together with the bounded Gj
terms, may yield a more detailed statement.
9.1.3. Divergence away from the positive real axis. We next consider the case of the eigenvalues λ diverging
to ∞ away from the positive real axis, that is, for which Im√λ → ±∞. We recall from Section 2 that
then the matrix M(λ) has two divergent eigenvalues α whose squares both behave like
α2 = −λ+O±
(
λe∓2aIm
√
λ
)
. (9.4)
This equation implies the anticipated asymptotic behaviour λ ∼ −α2, however, we are also interested
in the asymptotic remainder term. Consequently, our next goal is to invert this equation from α(λ) to
obtain the asymptotic equation for λ(α) and thus the proof of Theorem 2.4.
We will restrict ourselves to the case Im
√
λ → +∞. We first sketch the idea behind our inversion,
namely an application of Rouche´’s theorem, because we will also use this again in Section 9.3 when
considering the ball. Let τ ≥ 0 and let h : C → C be a continuous function such that h(z) → 0 as
Im z → +∞. Suppose that α = α(λ), as a holomorphic function of λ, satisfies the asymptotics
α(λ) = i
√
λ+ τ + g(
√
λ) (9.5)
as Im
√
λ→ +∞ for a certain error term g(√λ) which is O(h(√λ)); for the choice of h see (2.10) for the
interval and (9.27) for the ball. For given λ and hence α = α(λ), we define a new holomorphic function
fα by fα(z) := iz + τ − α, whose only zero is given by zα := i(τ − α). Then (9.5) becomes
fα(z) + g(z) = 0
if and only if z =
√
λ(α). Let Bα := Brα(zα) be a ball with centre zα and some given radius rα > 0.
Then, by Rouche´’s theorem, if α is sufficiently large and |g| < |fα| on ∂Bα, both fα and fα + g have
exactly one zero in Bα.
This technique proves not only the existence of an eigenvalue of the Robin Laplacian that satisfies said
asymptotics, but gives an error term in the asymptotic expansion of λ(α) as follows. By construction,
for each z ∈ ∂Bα we have |fα(z)| = rα. Moreover, g = O(h) as Im z → +∞ implies the existence of some
constant δ > 0, such that
|g(z)| ≤ δ|h(z)| (9.6)
on ∂Bα for all sufficiently large α. For all such α we want rα to satisfy
δ |h(z)| < rα, z ∈ ∂Bα. (9.7)
To ensure this inequality, the decay of h is crucial: if it is too slow, then the method fails. This will be
clarified in the following proof.
Proof of Theorem 2.4. The eigenvalues α± of the Dirichlet-to-Neumann matrix (2.5) read
α± =
√
λ
(
± csc(2a
√
λ)− cot(2a
√
λ)
)
. (9.8)
As α → ∞ in C we have either |√λ| → ∞ or √λ is forced to approach a zero of sin(2a · ), which
corresponds to a Dirichlet eigenvalue. The second case, in particular, requires λ to remain bounded and
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thus is covered by Theorem 2.1 (alternatively, one could adapt the proof of Theorem 1.6 to dimension
d = 1). We divide the proof into four steps:
Step 1: We assume that for some given θ ∈ (0, pi) some Robin eigenvalue λ diverges to ∞ away from
the real axis, inside the sector S+θ which, in particular, yields Im
√
λ→ +∞. In Section 2.2 we saw that
for this behaviour of
√
λ we obtain
α = +i
√
λ+O
(√
λe−2aIm
√
λ
)
as Im
√
λ→∞; for more details see (2.8)-(2.11). (The other case Im√λ→ −∞ will be discussed in Step
3.)
Step 2: It remains to invert this asymptotical behaviour by means of the Rouche´ inversion technique
sketched above and to show, based on the assumed asymptotic behaviour of α, the existence of exactly
two (see Step 3 and 4) divergent eigenvalues λ which obey (2.12) away from the real axis. Here we deal
with the inversion; as mentioned before, we will only consider the case Im
√
λ → +∞ in detail. So let
τ = 0, that is fα(zα) = 0 for zα = −iα. Here we take h(z) := ze−2aIm z, which satisfies h(z) → 0 as
Im z → +∞. By construction, every point z ∈ ∂Bα is represented by
z = zα + rαe
iϕ = −iα+ rαeiϕ (9.9)
for some ϕ ∈ [0, 2pi). Our goal is to estimate h as in (9.7): a short calculation using (9.9) gives
|h(z)| = ∣∣ze−2aIm z∣∣ = ∣∣(−iα+ rαeiϕ) exp [−2aIm (−iα+ rαeiϕ)]∣∣
≤ (|α|+ rα) exp (2arα) exp (2aRe (α)) .
We now choose rα to ensure (9.7) on ∂B
α. To this end, it suffices to find rα > 0 such that
δ (|α|+ rα) e2aReα < rαe−2arα (9.10)
for sufficiently large α. To show this, we make the Ansatz
rα = C|α|e2aReα (9.11)
for a suitable constant C > 0 (in fact we may take any C > δ). Then, for such an rα, (9.10) is equivalent
to
δ|α|e2aReα (1 + Ce2aReα) e2Ca|α|e2aReα < C|α|e2aReα,
that is,
δ
(
1 + Ce2aReα
)
e2Ca|α|e
2aReα
< C. (9.12)
Since Ce2aReα → 0 and e2Ca|α|e2aReα → 1 as Reα→ −∞, the left-hand side of (9.12) converges to δ and
hence (9.10) is satisfied whenever Reα is sufficiently large negative, how large depending only on a, δ
and C. In particular, for the Ansatz (9.11), the inequality (9.10) is then valid.
We arrive at √
λ(α) = −iα+O (αe2aReα)
as Reα→ −∞, and thus
λ(α) = −α2 +O (α2e2aReα) .
Step 3: We remark briefly on the adaptation of the above proof to the assumption Im
√
λ→ −∞: one
now chooses fα(z) = −iz − α which vanishes only for zα = +iα. Similar calculations as above lead to√
λ(α) = +iα+O (αe2aReα) (9.13)
as Reα→ −∞.
Step 4 – Conclusion: We obtain that in both cases Im
√
λ→ ±∞ the real part Reα is always negative
and divergent, that is, each divergent
√
λ within a sector of the form S+θ or S
−
θ (note that
√
λ ∈ S+θ
iff −√λ ∈ S−θ ) corresponds to
√
λ ∼ iα and √λ ∼ −iα, respectively. We conclude that, under the
assumption that α diverges in a sector T−ϕ with ϕ ∈ (0, pi/2), then there are exactly two divergent
eigenvalues λ ∈ C \ T+2θ, and these both satisfy λ ∼ −α2 as Reα → −∞. Moreover, this implies that
if Reα remains bounded from below, then there are no divergent eigenvalues λ → ∞ in C \ T+θ for any
0 < θ < pi/2. 
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9.1.4. Divergence near the positive real axis. Finally, we return to the case where λ diverges near the
positive real axis, say, in such a way that Imλ 6= 0 (and hence Im√λ) remains bounded. In this case
the asymptotics of the Dirichlet-to-Neumann matrix is less obvious: each of its entries is meromorphic
with poles on the real axis and those on the off-diagonal do not vanish asymptotically if Im
√
λ remains
bounded. Since poles and zeros of the Dirichlet-to-Neumann operator M(λ) correspond to Dirichlet and
Neumann eigenvalues, respectively, which are discrete points on the real axis, the chosen path will pass
arbitrarily closely to every single one of them. The question arises which associated paths of α in the
complex plane correspond to such λ paths.
Figure 9.1. On the left a path in the λ-plane from one pole λ1 of the Dirichlet-to-
Neumann operator to the next one λ2 while passing a zero (the second Neumann eigen-
value µ2). On the right-hand side the real curve λ(α) ∈ R increasing from λ1 to λ2 as
α ∈ R tends from −∞ to +∞ [18, Section 4.3].
It would appear that any such λ path requires Reα to be unbounded from below, cf. Figure 9.1. The
explicit form of M(λ) (2.5) allows us to calculate its two eigenvalues α± explicitly, that is, for z = 2
√
λa,
α± =
√
λ (− cot z ± csc z) = −i
√
λ
(
e2iz + 1
e2iz − 1 ∓
2eiz
e2iz − 1
)
= ±i
√
λ
eiz ∓ 1
eiz ± 1 . (9.14)
From this equation it follows that α ∼ ±i√λ as Im√λ→∞ in C which is the same result as calculated in
(2.10). However, consider
√
λ =
√
λ(τ) following some (continuous) path described by
√
λ = x(τ) + iy(τ)
for an unbounded function x : [0, 1) → R which diverges as τ → 1 and some bounded y : [0, 1) → R.
Firstly note that, since the imaginary part y of
√
λ remains bounded, for each such path and each sector
T±θ there exists some τθ ∈ [0, 1) such that
√
λ ∈ T±θ for all τθ < τ < 1; up to a possibly different θ > 0
so too does λ. Secondly, the boundedness of Imλ implies y = O(1/x). Without loss of generality, we
consider α+; from
α+ = (ix− y)e
2iax − e2ay
e2iax + e2ay
by a somewhat tideous calculation we arrive at
Reα+ =
1
2
y
(
1− e4ay)
cosh(2ay)− cos(2ax) −
x sin(2ax)
cosh(2ay)− cos(2ax) .
Both denominators are bounded (and they can only vanish if y = 0) and so is the numerator of the first
quotient. The second numerator, however, diverges (indefinitely) as x = Re
√
λ→∞.
This proves Proposition 2.6.
9.2. Hyperrectangles. Based on our understanding of the interval we can easily obtain results for d-
dimensional hyperrectangles, sometimes called cuboids or rectangular parallelepipeds. Fix the dimension
d ≥ 2, choose intervals (−aj , aj) for a1, . . . , ad > 0, and set
Q := (−a1, a1)× · · · × (−ad, ad).
Denote the one-dimensional Robin Laplacian on the edge ej := (−aj , aj) for j = 1, . . . , d by Aj ; then
there exists a sequence of eigenvalues {λk(α)}k≥1 ⊆ σ(−∆αQ) ⊂ C of the Robin Laplacian −∆αQ on Q
such that each eigenvalue is given by a sum of eigenvalues of the constituent operators Aj , that is
λk(α) =
d∑
j=1
λ(j)(α), (9.15)
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where λ(j) ∈ σ(Aj); indeed, each sum λ(1) + · · ·+ λ(d) equals an eigenvalue of −∆αQ.
Remark 9.2. By Theorem 5.7 (2) we know that in d = 1 dimension and for each α ∈ C there exists a Riesz
basis of L2((−a, a)) consisting of the eigenfunctions of −∆α(−a,a). Now let d ≥ 2; for the d-dimensional
hyperrectangle Q ⊂ Rd it follows by separation of variables and using orthogonality of the coordinate
axes that there exists a Riesz basis of L2(Q) consisting of products of the one-dimensional eigenfunctions
of the operators −∆α(−aj ,aj) for j = 1, . . . , d, which correspond to the eigenvalues of the form (9.15). Now
the basis property (in particular the linear independence) implies that all eigenvalues of −∆αQ are of the
form in (9.15).
Theorems 2.1 and 2.4 state that, if α→∞ in a sector of the form T−ϕ for some 0 < ϕ < pi/2, on each
ej there are two eigenvalues of Aj , call them λ(j)1 , λ(j)2 , which diverge like −α2.
Consequently, since a single diverging eigenvalue of Aj can be added to d−1 non-divergent eigenvalues
on the remaining edges, and for each divergent one we have infinitely many choices, there are infinitely
many divergent eigenvalues of −∆αQ which behave like −2α2. In the next step we choose two divergent
eigenvalues λ(1) ofA1 and λ(2) ofA2 and d−2 non-divergent eigenvalues of A3, . . . ,Ad. Adding everything
up we obtain infinitely many eigenvalues of −∆αQ behaving like −2α2. We proceed successively up to
step (d − 1) to obtain infinitely many eigenvalues that behave like −(d − 1)α2. However, the last step
works differently: since there are two divergent eigenvalues for each Aj , we obtain not infinitely many but
2d possibilites for an eigenvalue of −∆αQ to satisfy the asymptotics −dα2. This results in the following
theorem.
Theorem 9.3. Let Q ⊂ Rd, d ≥ 2, be a hyperrectangle and suppose that α→∞ in a sector of the form
T−ϕ for some ϕ ∈ (0, pi/2) (see Definition 2.2). Then for each j = 1, . . . , d − 1 there are infinitely many
divergent eigenvalues λ(α) of −∆αQ such that the leading term asymptotics reads λ(α) ∼ −jα2 and 2d
eigenvalues which behave like λ(α) ∼ −dα2.
Remark 9.4. As already mentioned in Section 1 there are several results on the eigenvalue asymptotics
for domains with less regularity and real parameter α. However, there are no results for general Lipschitz
domains but only for those having a finite number of “model corners”. Just like in the case of real α
[18] we expect that the asymptotics is mainly driven by the “most acute” corner(s) of the domain – the
sharper the corner(s), the larger the (negative) leading coefficient of the asymptotics.
9.3. d-dimensional balls. We next consider the model case of higher dimensional balls
Ω = B = B1(0) ⊂ Rd
in dimension d ≥ 2. We will use the notation ∂B = Sd−1 interchangeably.
9.3.1. On spherical harmonics. We briefly recall a few properties of the eigenvalues and eigenfunctions
of the Laplace-Beltrami operator on Sd−1, which will be useful in the sequel. Details can be found in [25,
Section 2.2].
Definition 9.5. For l ∈ N0 let PCl (d) denote the space of all homogeneous polynomials of degree l in d
variables with complex coefficients and define
(1) PCl (Sd−1) :=
{
P |Sd−1 : P ∈ PCl (d)
}
,
(2) HCl (d) :=
{
P ∈ PCl (d) : ∆P = 0
}
,
(3) HCl (Sd−1) :=
{
P |Sd−1 : P ∈ HCl (d)
}
.
Theorem 9.6. Let El be the complex eigenspaces of the Laplace-Beltrami operator ∆ω on Sd−1. Then
we have El = HCl (Sd−1),
Mdl := dimEl = dimHCl (Sd−1) =
(
d+ l − 1
l − 1
)
−
(
d+ l − 3
l − 1
)
,
and
L2C(Sd−1) =
∞⊕
l=0
El.
The El are eigenspaces of the Laplace-Beltrami operator and one can calculate that the corresponding
eigenvalues −µ2l in −∆ωYl,j = µ2kYl,j are given by −µ2l = −l(d+ l − 2).
ON THE EIGENVALUES OF THE ROBIN LAPLACIAN 33
9.3.2. The Dirichlet Laplacian and Dirichlet-to-Neumann operator on balls. Let u solve the Dirichlet
eigenvalue problem
−∆u = λu on B,
u = g on ∂B,
for given g ∈ L2(∂B). Then we can write u ∈ L2(B) and g ∈ L2(∂B) in their unique series representations
u(r, ω) =
∞∑
l=0
Mdl∑
j=0
ul,j(r)Yl,j(ω), g(ω) =
∞∑
l=0
Mdl∑
j=0
gl,jYl,j(ω) (9.16)
depending on the radius 0 ≤ r ≤ 1, the angles ω ∈ Sd−1, and the spherical harmonics Yl,j ∈ HCl (Sd−1).
Let ∆ω be the Laplace-Beltrami operator on Sd−1 ⊂ Rd. If we rewrite the Laplace operator in polar
coordinates and take the boundary conditions ul,j(1) = gl,j and ul,j(0) = δ0lu0,j for j = 0, . . . ,M
d
l and
some bounded sequence (u0,j)j≥0 into account, the corresponding Bessel differential equation is solved
by
ul,j(r) =
gl,j
J d
2+l−1(λ)
r1−
l
2 J d
2+l−1(λr). (9.17)
Using the identity
J ′m(
√
λ) =
m
λ
Jm(
√
λ)− Jm+1(
√
λ) (9.18)
for all m ∈ C, see [66, Chap. XVII, 17.21 (B)], by taking the normal derivative ∂r of (9.17) we obtain
that for any given l ∈ N0 the Dirichlet-to-Neumann operator maps the Dirichlet data gl,j onto
√
λ
J d
2+l
(
√
λ)
J d
2+l−1(
√
λ)
− l (9.19)
and we define M (l)(λ) by (9.19). This part M (l)(λ) of the Dirichlet-to-Neumann operator on ∂B in the
subspace HCl , identified in the canonical way with CM
d
l via the eigenfunctions of ∆ω|HCl , is representable
by aMdl ×Mdl diagonal matrix each of whose diagonal entries is equal to (9.19). The Dirichlet-to-Neumann
operator M(λ) is then obtained by summing over all subspaces HCl , that is, it may be represented as a
diagonal matrix. In particular, for each l, there are exactly Mdl eigenvalues α of the Dirichlet-to-Neumann
operator M(λ) equal to M (l)(λ), and for our purposes it suffices to consider the M (l)(λ) individually.
Remark 9.7. Since each M (l)(λ) is diagonal and the Jordan chains of the Robin Laplacian and the
corresponding Dirichlet-to-Neumann operator are of the same length, see Remark 7.7, root vectors and
eigenfunctions coincide and the eigennilpotents are always zero.
Observe that the zeros of the denominator in (9.19) are simple and so are the poles of the whole
operator. The numerator does not cancel any of the poles, which follows from (9.18).
If we assume that Jm(
√
λ0) = 0 = Jm+1(
√
λ0) for some m ∈ C and some λ0 ∈ C\{0} (we only need
m ∈ 12N0), then this implies J ′m(
√
λ0) = 0 and Jm has a zero of order 2, a contradiction.
It follows thatM (l) is a meromorphic function having only simple, real poles and an essential singularity
in ±∞. We have that
M (l)(λ)g = αg ⇒ |α| =
∣∣∣∣∣√λ J d2+l(
√
λ)
J d
2+l−1(
√
λ)
− l
∣∣∣∣∣ <∞
implies that for |α| → ∞ the right-hand side is forced to diverge as well. Using (9.19), we are led via an
explicit formula to the same dichotomy we saw in the general case in Theorem 1.6. Namely, there are
two possibilities: either λ converges to the Dirichlet spectrum or diverges absolutely. In the latter case,
as with the interval, we may further distinguish between eigenvalues λ diverging away from the positive
real axis or in the vicinity of it. This leads to the following three cases.
(1)
√
λ approaches a pole of M (l)(λ), i.e. a zero of J d
2+l−1, meaning the eigenvalue λ converges to
some element of the Dirichlet spectrum;
(2) λ → ∞ in a sector of the form C \ T+2θ for some small θ > 0 (see Definition 2.2, that is,
Assumption 2.3 holds. In this case,
√
λ remains in S±θ and the quotient of the Bessel functions
in the expression for M (l) remains bounded, see (9.23));
(3) the more complicated case of divergence, where λ→∞ in a sector T+2θ.
We analyse the three cases separately.
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9.3.3. The convergent eigenvalues. We start with the convergent eigenvalues; we are interested in estab-
lishing the rate of convergence. As we intimated for the interval, we may consider the residues of the
Dirichlet-to-Neumann operator, which also in the case of balls can be reduced to a scalar problem. For
m ∈ R and p ∈ N0, we denote the pth zero of the Bessel function Jm of order m by jm,p ∈ R.
Theorem 9.8. Fix l, p ∈ N0. The eigenvalues λ = λ(α) converging to the Dirichlet spectrum satisfy
λ(α) = j2d
2−l+1,p −
2j2d
2−l+1,p
α
+O
(
1
α2
)
(9.20)
as |α| → ∞.
Proof. The statement is proved by a simple calculation. Indeed, setting ml :=
d
2 − l+ 1 and using (9.18),
one may show that
Resjml,p
(
M (l)
)
= lim√
λ→jml,p
(
√
λ− jml,p)
(√
λ
Jml+1(
√
λ)
Jml(
√
λ)
− l
)
= jml,pJml+1(jml,p) lim√
λ→jml,p
(
Jml(
√
λ)− Jml(jml,p)√
λ− jml,p
)−1
= jml,pJml+1(jml,p)
(
J ′ml(jml,p)
)−1
= jml,pJml+1(jml,p)
(
ml
jml,p
Jml(jml,p)− Jml+1(jml,p)
)−1
= −jml,p
for the pth pole. From
(
√
λ− jml,p)α = (
√
λ− jml,p)M (l)(λ) = Resjml,p
(
M (l)
)
+O(
√
λ− jml,p)
= −jml,p +O(
√
λ− jml,p)
as
√
λ→ jml,p, it follows that
√
λ(α) = jml,p −
jml,p
α
+O
(
1
α2
)
and hence for the eigenvalue λ
λ(α) = j2ml,p − 2
j2ml,p
α
+O
(
1
α2
)
.

9.3.4. Divergence away from the positive real axis. We next study those divergent eigenvalues λ which
remain away from the positive real axis, that is, we now take Assumption 2.3. (Here, unlike for the
interval, the assumption of divergence in a sector, that is, that Im
√
λ grows sufficiently rapidly compared
with Re
√
λ, will turn out to be important.) We first need an asymptotic expansion of M (l) for large λ,
which in turn requires knowledge of the asymptotics of the Bessel functions appearing in (9.19). To this
end, let H
(1)
m , H
(2)
m be the Hankel functions of the first and second kind, that is,
2Jm(
√
λ) = H(1)m (
√
λ) +H(2)m (
√
λ),
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and set
P (m,
√
λ) =
∞∑
l=0
(−1)l Γ(m+ 2l + 1/2)
(2l)!Γ(m− 2l + 1/2)(2√λ)2l
= 1− (4m
2 − 1)(4m2 − 9)
2!(8
√
λ)2
+
(4m2 − 1)(4m2 − 9)(4m2 − 25)(4m2 − 49)
4!(8
√
λ)4
− . . . ,
Q(m,
√
λ) =
∞∑
l=0
(−1)l Γ(m+ (2l + 1) + 1/2)
(2l + 1)!Γ(m− (2l + 1) + 1/2)(2√λ)2l+1
=
4m2 − 1
8
√
λ
− (4m
2 − 1)(4m2 − 9)(4m2 − 25)
3!(8
√
λ)3
+ . . . .
It is known that (see [1, 9.2, p. 364])
H(1)m (
√
λ) =
√
2
pi
√
λ
(
P (m,
√
λ) + iQ(m,
√
λ)
)
ei
√
λ− ipi4 (2m+1) (−pi < arg
√
λ < 2pi),
H(2)m (
√
λ) =
√
2
pi
√
λ
(
P (m,
√
λ)− iQ(m,
√
λ)
)
e−i
√
λ+ ipi4 (2m+1) (−2pi < arg
√
λ < pi).
(9.21)
Let Ql(m,
√
λ), Pl(m,
√
λ) be the sums up to the lth summand. To obtain the order 1/
√
λ, we only have
to consider the first terms in the expansions of P and Q to obtain
Jm(
√
λ) =
1
2
(
H(1)m (
√
λ) +H(2)m (
√
λ)
)
(9.22)
∼ 1
2
√
2
pi
√
λ
[ (
P0(m,
√
λ) + iQ0(m,
√
λ)
)
ei
√
λ− ipi4 (2m+1)
+
(
P0(m,
√
λ)− iQ0(m,
√
λ)
)
e−i
√
λ+ ipi4 (2m+1)
]
=
√
1
2pi
√
λ
[(
1 + i
4m2 − 1
8
√
λ
)
ei
√
λ− ipi4 (2m+1)
+
(
1− i 4m
2 − 1
8
√
λ
)
e−i
√
λ+ ipi4 (2m+1)
]
.
(9.23)
The non-polynomial terms ei
√
λ and e−i
√
λ of H
(1)
m (
√
λ) and H
(2)
m (
√
λ) yield exponential decrease and
increase in S+θ and S
−
θ , respectively. In a neighbourhood of the real axis, however, the remainder terms
of the increasing expansion dominate the leading terms of the decreasing expansion on the other side of
the real axis. This is why we want to add up both terms to obtain [1, 9.2.1, p. 364], i.e.
Jm(
√
λ) =
1√
2pi
√
λ
(
2 cos
(√
λ− ipi
4
[2m+ 1]
)
+ e|Im
√
λ|O
(
|
√
λ|−1
))
(9.24)
as
√
λ→∞ outside T−θ (in particular in T+θ ). This expansion outside T+θ (in particular in T−θ ) is obtained
by point reflection of Jm(
√
λ) in zero.
Considering the two cases where
√
λ→∞ in S−θ and S+θ , separately, we arrive at
Jm(
√
λ) =

1√
2pi
√
λ
(
1− i 4m2−1
8
√
λ
)
e−i
√
λe
ipi
4 (1+2m) +O ( 1λ)
1√
2pi
√
λ
(
1 + i 4m
2−1
8
√
λ
)
e+i
√
λe−
ipi
4 (1+2m) +O ( 1λ) (9.25)
as
√
λ → ∞ in S−θ and S+θ , respectively. Using (9.25) and recalling the relation m = d2 + l − 1, we may
obtain after an elementary calculation that
Jm+1(
√
λ)
Jm(
√
λ)
= ±i + d− 1
2
√
λ
+
l√
λ
+O
(
1
λ
)
(9.26)
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in S±θ . Recalling (9.19), this means that for each l ∈ N0 we obtain an α = α(λ) with the behaviour
α = M (l)(
√
λ) = ∓i
√
λ+
d− 1
2
+O
(
1√
λ
)
(9.27)
as
√
λ→∞ in S±θ , respectively. This leads to the following theorem.
Theorem 9.9. Let Ω = B1(0) ⊆ Rd, d ≥ 2, and let α → ∞ in a sector of the form T−ϕ for any
0 < ϕ < pi/2. Then there are infinitely many Robin eigenvalues λ(α) such that
λ(α) = −α2 + α(d− 1) +O(1) (9.28)
as α→∞ in T−ϕ .
Proof. We invert (9.27) to obtain (9.28) using Rouche´’s theorem, as explained in Section 9.1. First,
let τ = (d − 1)/2 and let α ∈ C be large in some non-trivial sector T−ϕ for any large 0 < ϕ < pi/2.
Following the approach of the aforementioned section 9.1 and restricting ourselved to the positive case of
Im
√
λ→ +∞, we have
fα(z) :=
d− 1
2
+ iz − α and g(
√
λ) = O
(
h(
√
λ)
)
(9.29)
for the error term h(
√
λ) = 1/
√
λ → 0 as Im√λ → +∞. Then the unique zero zα of fα reads zα =
i
(
d−1
2 − α
)
. Let rα > 0 be the radius of the Ball B
α = Brα(zα). Then for z ∈ Bα and sufficiently large
α we can estimate
|h(z)| ≤ c∣∣∣zα + eiϕ p|α| ∣∣∣ =
c∣∣∣id−12 − iα+ eiϕ p|α| ∣∣∣ <
c′
|α|
for some constants c, c′ > 0. We make the Ansatz |fα(z)| = rα = C/|α| for a suitable constant C > 0.
Consequently, since (9.6) holds for some δ > 0 for sufficiently large α, a similar calculation as in the
proof of Theorem 2.4 yields |g(z)| < |fα(z)| on ∂B C|α| (zα). We end up with the existence of exactly
one eigenvalue λ which behaves like
√
λ(α) = −iα + d−12 + O (1/|α|), that is, together with the case
Im
√
λ→ −∞, there are exactly two eigenvalues which behave like
λ(α) = −α2 + (d− 1)α+O(1)
as Reα→ −∞. 
Remark 9.10. For any divergent eigenvalue curve λ(α) on the ball, there is a complete asymptotic ex-
pansion in powers of α, and the above method might be used to obtain arbitrarily many terms of it.
Indeed, the asymptotics of the Bessel functions (or more precisely the Hankel functions) provides us with
everything needed to determine the asymptotics of the Dirichlet-to-Neumann operators M (l)(λ), and thus
of α as Im
√
λ→ ±∞: taking more terms in (9.22) results in more terms in (9.25) and so too in (9.27),
which can then again be inverted.
9.3.5. Divergence near the positive real axis. We reconsider the asymptotics in (9.24) and observe the
oscillating nature of the cosine part as Re
√
λ increases – the summand ipi4 [2m + 1] appearing in the
argument is simply a phase shift. Suppose that Im
√
λ remains bounded as
√
λ → ∞ in T+θ , i.e. we
explicitly do not apply Assumption 2.3. Then it appears that Jm(
√
λ) is dominated by λ1/4 cos(
√
λ).
However, the cosine has zeros on the real axis and thus, in a neighbourhood of said zeros, we need to
consider further terms in the asymptotic expansion (9.26). This then leads to more complicated behaviour
which might be adressed in a later work.
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