R. Boas obtained a characterization of the class of all square integrable functions vanishing on some interval of the form [−σ, σ] in terms of the behavior of its Fourier transform. An analogue of Boas' theorem is obtained. A characterization of the image of the space of square integrable functions vanishing on some interval under various integral transformations is derived. The class of integral transformations considered is related to singular Sturm-Liouville boundary-value problems on a half line.
INTRODUCTION
A characterization of the space L 2 [−σ, σ] in terms of its image under the Fourier transformation has been given by the Paley-Wiener theorem [5] . The theorem asserts that f ∈ L 2 [−σ, σ] if and only if its Fourier transformf (ω) can be continued analytically to the whole complex plane as an entire function of exponential type at most σ whose restriction to the real axis belongs to L 2 (R). This characterization uses complex-variable techniques and is not easy to extend to other more complicated integral transforms. Alternative approaches using real analysis techniques have been developed to characterize the images of spaces of the form L 2 [I, dρ], for some measure dρ and an interval I (finite or infinite), under various integral transformations, such as the Mellin [10] , Hankel [9] , Y [8] , and Airy transforms [11] .
One of the first such results was discovered by H. Bang [1] . It can be rephrased as follows: let f ∈ C ∞ (R) be such that all its derivatives belong to L 2 (R). Then Since any function f ∈ L 2 (R) can be written as a sum of two square integrable functions, one vanishing almost everywhere outside some interval of the form [−σ, σ], and the other vanishing almost everywhere on [−σ, σ], i.e., f = f 1 + f 2 , where f 1 ∈ L 2 [−σ, σ] and f 2 ∈ L 2 (I), where I = (−∞, −σ) ∪ (σ, ∞), it is natural to ask if there is any characterization of the space of all functions of the latter type. R. Boas [2] (see also [13, Ch. 15] ) was the first to study this problem. He observed that although the space of all square integrable functions vanishing on [−σ, σ] is related to the space of all square integrable functions vanishing outside [−σ, σ], some properties of the former cannot be easily deduced from those of the latter. As a result, he decided to investigate the former space directly without relying on the Paley-Wiener theorem. In the course of his investigation, he introduced what is now known as the Boas transform. The Boas transform of a function f is defined by
whenever the integral exists. He showed that if f ∈ L 2 (R), then a necessary and sufficient condition that f vanishes almost everywhere on (−1, 1) is that
The Paley-Wiener and Boas theorems give a charaterization of two classes of functions in terms of the behavior of their Fourier transforms. As a result both have immediate applications in electrical engineering. The former gives a characterization for system transfer functions of low-pass filters, while the latter gives a characterization for system transfer functions of high-pass filter; see [14, p. 6] .
Since integral transforms have many other applications, it is natural to ask if similar characterization theorems can be obtained for different classes of functions in terms of their behavior under other integral tranformations. In a recent paper [12] , we have developed a unified approach to derive characterization theorems associated with a large class of integral transforms that includes many known integral transforms. Examples of some of these transforms are the Fourier sine and cosine, Hankel, Weber, Kontorovich-Lebedev, and Jacobi transforms.
This class of integral transforms, which was studied by one of the authors in a different context [13, 15, 16, 17] arises from two types of singular Sturm-Liouville problems: singular on a half line and singular on the whole line. The integral transforms considered in [12] , which are called the φ-transforms, are essentially of the form
is a solution of an initial Sturm-Liouville problem, and dρ is an absolutely continuous measure on (a, ∞).
But in [12] , we were interested in characterizating the φ-transforms of functions with compact supports, that is we were interested in obtaining a Paley-Wiener-type theorem for the φ-transforms. In this paper, we are interested in completing our work by obtaining a Boas-type theorem for the φ-transforms.
PRELIMINARIES
Consider the singular Sturm-Liouville problem on the half line
with
|y(∞)| < ∞, and q(x) being bounded and in L 1 (R + ), R + = [0, ∞). In this case the continuous part of the spectrum of the boundary value problem (1)- (2) is R + [4, 6] . We assume additionally that the discrete part of the spectrum is empty. Let φ(x, λ) and θ(x, λ) be the solutions of equation (1) satisfying the initial conditions
It is known [4, 6] that there exists a non-decreasing function ρ(λ) on
belongs to L 2 (R + , dρ), and
with the Parseval equality
Conversely, if F (λ) ∈ L 2 (R + , dρ), then f (x), defined by (6), belongs to L 2 (R + ), and formulas 
The object of this paper is to characterize the integral transformation (6), which we call the φ-transformation of F , when F vanishes in a neighborhood of a point λ = λ 0 . From now on we assume that µ is in the complex plane cut along the negative real axis, i.e, µ ∈ (−∞, 0). It is known [4, 6] that if µ is not real, then there exists a function m(µ), analytic in the upper and lower half planes that are not necessarily analytic continuation of each other so that
as a function of x, is in L 2 (R + ). The The Green's function G 1 (x, y, µ) of the problem (1), (2) is defined for µ non-real as
where w(µ) = W 0 (φ(x, µ), ψ(x, µ)) is the Wronskian of φ and ψ evaluated at x = 0. The Wronskian W x (φ, ψ) is defined as usual by
Due to the assumptions (3) and (4) it is clear that w(µ) ≡ 1. By R µ f we denote the resolvent function of the boundary value problem (1)- (2) (
which is easily seen to be in L 2 (R + ) for µ non-real. Moreover, the resolvent function R µ f has the following integral representation [4]
We need to extend Equations (9), (10), and (11) to the case where µ is a nonnegative real number. To do that, we first observe that if µ > 0, then µ belongs to the spectrum of the boundary value problem (1)-(2), therefore, as eigenfunctions, both φ(x, µ) and θ(x, µ) are bounded (see also [3] , formulas (3.1.7) and (3.1.7')). Their first derivatives φ (x, µ) and θ (x, µ) are also bounded ( [3] , formula (3.1.10')). Hence, we can choose a function ψ(x, µ) linearly independent of φ(x, µ) such that ψ(x, µ) and ψ (x, µ) are bounded for all x (take, for example, ψ(x, µ) = θ(x, µ)). Therefore, for µ ∈ R + , we define the analogue of (9) as
where ψ is any solution of the differential equation (1) that is linearly independent of φ and such that ψ(x, µ) and ψ (x, µ) are bounded for all x. It should be noted that G 2 (x, y, µ) may not exist if µ = 0 since θ(x, 0) may be unbounded. Because φ and ψ are linearly independent, w(µ) = 0. From now on, the generalized Green's function G(x, y, µ) will mean the following
if µ is real and nonnegative.
Next we shall show that under certain conditions on F, we can extend the Relations (10) and (11) to nonnegative µ by replacing G 1 (x, y, µ) by G 2 (x, y, µ). But first, we need the following
f is twice differentiable, and
Proof. i) Let g be the φ-transformation (6) of λ F (λ) ∈ L 2 (R + , dρ). Then both f and g belong to L 2 (R + ) and the integral representation of the resolvent (11) yields
where µ is a non-real number. Because
For, if we denote the Fourier transform of f (x) byf (ω), then the Fourier transform of f and f are iωf (ω) and (iω) 2f (ω), respectively. To show that f ∈ L 2 (R) it suffices to show that ωf (ω) ∈ L 2 (R). But this follows from the Cauchy-Schwarz inequality
The last inequality holds sincef (ω) and ω 2f (ω) are in L 2 (R). Now we have 2
, the limit of the right-hand side exists as x → ∞. Consequently, lim x→∞ f 2 (x) exists. But f ∈ L 2 (R + ), then the limit must be zero:
Similarly, from the relation
and f ∈ L 2 (R + ) it follows lim x→∞ f (x) = 0, and this completes the proof.
We now establish, under certain restrictions on F , the validity of the representations (10) and (11) for the resolvent function R µ f in the case µ ∈ R + . We show that for µ ∈ R + the integral
is well defined as an improper integral and it is equal to the right-hand side of (11), if
Lemma 2 Let µ ∈ R + and f be the φ-transformation (6) of F ∈ L 2 (R + ; dρ) such that (10) and (11) hold, where the infinite integrals in (10) exist as improper integrals.
Proof: Applying the formula [6] 
which is valid for any f and g satisfying equation (1) with eigenvalue parameters λ and µ, respectively, we have
The initial condition (3) yields
On the other hand,
Because F (λ) and
µ−λ ∈ L 2 (R + , dρ), and it follows from Lemma 1 that
Hence, because ψ(N, µ) and ψ (N, µ) are bounded, we have
Now we show that φ(x, λ)F (λ) ∈ L 1 (R + , dρ). By the Cauchy-Schwarz inequality, we have
The last inequality follows from (8) and the fact that
defines a continuous function in y, it follows that f (y) is bounded on any compact subset of the non-negative real axis. Therefore,
where interchanging the integrals is permissible by Fubini's theorem since φ(y, λ)F (λ) is in L 1 (R + , dρ) as a function of λ, its integral with respect to dρ is bounded on [0, N ] as a function of y and G 2 (x, y, µ) is bounded on [0, N ] as a function of y for fixed x and µ. Thus, by (15) and (16), we have
Thus, the proof is complete.
Proof: From Lemmas 1 and 2 it follows that if F (λ),
Hence, by induction, one can show that if F (λ),
Remark: It should be emphasized that although the condition
is very strong, it is satisfied for all the cases in our study because we are interested in characterizing the φ-transforms of functions F (λ) vanishing in a neighbourhood of a point µ on the nonnegative real axis.
THE MAIN RESULT
The main result of this article is Theorem 1 below. But before we state and prove it, we need the following definition and lemma. Let
It is clear thatσ µ = | µ| if µ ≥ 0, andσ µ = |µ| if µ < 0, and that σ µ ≥σ µ . When µ ≥ 0, the condition σ µ >σ µ implies that F vanishes on some neighborhood of µ, but when µ < 0, the condition σ µ >σ µ implies that F vanishes on some neighborhood of 0.
Lemma 3 Let
where conventionally
Proof: Let σ µ > 0. We have
On the other hand, from the definition of σ µ it is obvious that for any > 0
Therefore,
Because > 0 is arbitrary, the equality (17) follows.
Let now σ µ = 0. Then for any > 0,
Because > 0 is arbitrary, the sequence is divergent to infinity. Lemma 3 is thus proved.
Now we can state the main result
Theorem 1 a) A function f is the φ-transformation of a function F ∈ L 2 (R + , dρ) that vanishes in a neighborhood of λ 0 ∈ R + if and only if R n λ 0 f ∈ L 2 (R + ) for all n = 0, 1, 2, . . . , and lim
for some non-real µ with µ = λ 0 . c) A function f is the φ-transformation of a function F ∈ L 2 (R + , dρ), that vanishes in a neighborhood of 0 if and only if f ∈ L 2 (R + ) and relation (19) holds for some non-real µ with µ < 0.
Proof: a) Necessity: Let F (λ) ∈ L 2 (R + , dρ) vanish a.e. in a neighborhood of λ 0 ∈ R + . Then σ λ 0 > 0 and
Applying the integral representation (11) for the resolvent function n times we obtain
Hence, the Parseval equality (7) yields that R n λ 0 f ∈ L 2 (R + ) for any n = 0, 1, · · · , and
Consequently,
Lemma 3 thus gives
f ∈ L 2 (R + ) for any n = 0, 1, . . . , and formula (18) 
, and formula (21) holds. Therefore,
Thus σ λ 0 > 0, and F vanishes a.e. in a neighborhood of λ 0 . b) Let F (λ) ∈ L 2 (R + , dρ) vanish a.e. in a neighborhood of λ 0 ∈ R + , and µ = λ 0 . Then σ µ > σ µ and
for any n = 0, 1, 2, · · · , and formula (22) holds. This, together with Lemma 3, gives formula (19). Conversely, let (19) hold. Then Lemma 3 and formulas (19), (22) yield that σ µ >σ µ . Thus F vanishes in some neighborhood of λ 0 = µ. c) This case is similar to the case b).
EXAMPLES
For simplicity denote φ(x) = φ(x, 0), ψ(x) = ψ(x, 0), and Rf = R 0 f . Example 1. The Fourier-sine transformation. Consider the boundary-value problem on the half-line:
with α = π. We have
If µ is non-real, then
and
If µ is positive, then ψ(x, µ) = θ(x, µ) = − cos √ µx can be chosen. The generalized Green's function has the form
for µ > 0, and
for µ < 0. When µ > 0, the generalized Green's function has the form
When µ = 0 we have
Making the change of variable λ = s 2 and F (s) = √ λF (λ), we obtain the pair of Fourier-sine transformations
With the change of variables µ → µ 2 and λ 0 → λ 2 0 Theorem 1 for the Fourier-sine transformation (26) takes the form Corollary 2 A function f (x) is the Fourier-sine transformation (26) of a function F (s) ∈ L 2 (R + ) vanishing in a neighborhood of a point λ 0 ∈ R + if and only if one of the following conditions is fulfilled:
for λ 0 > 0. In case λ 0 = 0 the operator R λ 0 should be replaced by the operator R:
where
where 
Similar to Lemmas 2 and 3, one can show that if
s 2n ds, and Lemma 3 gives Corollary 3 A function f (x) is the Fourier-sine transformation (26) of a function F (s) ∈ L 2 (R + ) vanishing in a neighborhood of 0 if and only if J n f ∈ L 2 (R + ) for any n and
Example 2. The Fourier-cosine transformation. Consider the same boundary-value problem, but with a different initial condition:
In this case
Making a change of variable λ = s 2 we obtain the pair of Fourier-cosine transformations
can be taken.
Corollary 4 A function f (x) is the Fourier-cosine transformation (33) of a function F (s) ∈ L 2 (R + ) vanishing in a neighborhood of a point λ 0 ∈ R + if and only if one of the following conditions is fulfilled:
where However, when λ 0 = µ = 0 there is no other independent solution ψ(x) of (32) which is bounded on R + . Nevertherless, similar arguments to that of Example 1 shows that the operator J defined by (30) can be used instead, that lead to the following result for the Fourier-cosine transformation (33):
Corollary 5 A function f (x) is the Fourier-cosine transformation (33) of a function F (s) ∈ L 2 (R + ) vanishing in a neighborhood of 0 if and only if J n f ∈ L 2 (R + ) for any n and the relation (31) holds. 
Let α = 0 and φ(x, λ) be the solution of equation (36) under the initial conditions φ(a, λ) = 0, φ (a, λ) = −1.
We have [6] φ(x, λ) = 
with the Parseval equation vanishing in a neighborhood of 0 if and only if with the operator R being defined by (38), R n f ∈ L 2 (a, ∞) for any n and the relation
holds.
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