Donaldson introduced an interesting geometric structure (the Donaldson metric) on the space of volume forms for any compact Riemannian manifold, which has nonpositive sectional curvature formally. The geodesic equation and its perturbed equations are fully nonlinear elliptic equations . These equations are also equivalent to two free boundary problems of the Laplacian equation and it also has relationship with many interesting problems, such as Nahm's equation. In this paper we solve these equations and demonstrate the geometric structure of the space of volume forms; in particular, we show that the space of volume forms with the Donaldson metric is a metric space with non-positive curvature in Alexanderov sense.
space of "non-compact" type. According to [21] , the geodesic equation can be transformed into a homogenous complex Monge-Ampere equation. In [8] , Donaldson proposed an ambitious program relating the geometry of this infinite dimensional space to the core problems in Kähler geometry, such as the uniqueness and the existence problems for constant scalar curvature Kähler metrics and its relation to the stability of the underlying polarization. In [5] , the first author solved the geodesic equation in C 1,1 sense with intriguing applications in Kähler geometry. This provides somewhat technical foundation to this ambitious program of Donaldson. Exciting progress is achieved in the last few years in that subject and the readers are encouraged to read [9, 1, 10, 6] ... for further references in that subject.
Is there a corresponding story on Riemannian side? After all, in complex dimension 1, complex and real geometry coincide. Perhaps with a bit more imagination, this "dual" or "companion version" of Donaldson's original program might also have important applications in Riemannian geometry. In a recent paper [11] , Donaldson tells a potentially exciting story in the space of volume forms, more or less, mirror to his program in Kähler geometry. It of courses comes with twists of new ideas. He pointed out that the existence problem for geodesic segment is related to a few renowned problems in PDE such as regularity for some free boundary problems, Nahm's equation etc. From PDE point of view, the geodesic equation is similar to its analogues equation in Kähler setting, but has difference in a significant way.
Let us be more specific. In [11] , Donaldson introduced a Weil-Peterson type metric on the space of volume forms (normalized) on any Riemannian manifold (X, g) with fixed total volume. This infinite dimension space can be parameterized by smooth functions such that
This is a locally Euclidean space. The tangent space is exactly C ∞ (X), up to addition of a constant. For any δφ ∈ T φ H, the metric is given by for any ǫ > 0. The equation (1.2) can be also formulated as the other two equivalent free boundary problems according to [11] .
As usual, the geodesic equation (1.1) tells exactly how to define the Levi-Civita connection in H. Donaldson showed that H is formally a non-positively curved space. Donaldson asked if there exists a smooth geodesic segment between any two points in H. In this paper, we give a partial answer to this question. Theorem 1.1. For any two points φ0, φ1 ∈ H and any ǫ > 0, there exists a smooth solution of (1.2), Φ(t) : [0, 1] → H which connects φ0, φ1.
In particular, we can prove that the (weak) C 2 bound of the solution is independent of inf ǫ. The weak C 2 means △Φ, Φtt, ∇Φt are bounded, while ∇ 2 Φ might not. Hence, Theorem 1.2. For any two points φ0, φ0 ∈ H, there exists a weakly C 2 geodesic segment Φ : [0, 1] → H which connects φ0, φ1 ∈ H, where H is the closure of H under the weak C 2 topology.
Following [4] , we can also prove that Theorem 1.3. The infinite dimensional space H is a non-positively curved metric space in the sense of Alexandrov.
According to Donaldson, the geodesic equation (1.1) and the equation (1.2) are relevant to many other interesting problems, especially the Nahm's equation. Also the space of volume forms is of fundamental interest in many subjects, such as optimal transportation theory. Theorems 1.1, 1.2 might have some applications in these related subjects.
We derive the a priori estimates and use the method of continuity to solve (1.1) and (1.2) 
One can derive the a priori estimates for
The estimates can actually be done; for example, |Φ| C 1 will depend on |∇f 1/2 | (c.f [17] ). One can also choose paths as follows. Set
We want to solve the following equation for any s ∈ [0, 1] and ǫ > 0 4) with the boundary condition
These kind of paths are also used often to deal with fully nonlinear equations; for example, see [13] and [3] . In our case the right hand side of (1.4) becomes a constant and the dependence on |∇f 1/2 | is automatically gone. Otherwise two cases are similar (P is just a slight modification of Q as an operator and has the similar properties, see (3.19) for example); for simplicity we shall still use (1.4). When s = 0, (1.4) is a standard Laplacian equation and the Dirichlet problem is always solvable with respect to any ǫ > 0 and any smooth φ0, φ1 ∈ H. For simplicity of notations, we always assume that ǫ ≤ 1. Otherwise, the estimates depend on ǫ when ǫ is large. The main result in this paper is the following a priori estimates Theorem 1.4. For any smooth solution to the equation (1.4), there is a uniform bound on |Φ| C 0 , |Φ| C 1 , △Φ, Φtt and |∇Φt|, independent of both ǫ and s.
Organization: In Section 2 we summarize Donaldson's theory on the space of volume forms. In Section 3 we derive the a priori estimates to solve the equations. We assume first that the Ricci curvature of the background metric is non-negative. With this assumption the computation is straightforward. In Section 4 we derive the a priori C 2 estimates without Ricci assumption. In Section 5 we discuss the geometric structure of H. In particular we prove that H is a non-positively curved metric space in the sense of Alexandrov.
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Geometric structure of H
In this section we briefly summarize Donaldson's theory [11] on the space of volume forms. The readers are encouraged to refer [8, 5] for more details. Given a compact Riemannian manifold (X, g), let H be the set of smooth functions φ on X such that 1 + △φ > 0. (We use the sign convention that △ is a negative operator, which is opposite to the sign convention in [11] .) We now introduce a L 2 metric in this space. Clearly, the tangent space T H is C ∞ (X). Define the norm of tangent vector δφ at a point φ by
Thus a path φ(t) in H, parameterised by t ∈ [0, 1] say, is simply a function on X × [0, 1] and the "energy" of the path is
It is straightforward to write down the Euler-Lagrange equations associated to the energy (2.1). These arë
These equations define the geodesics in H. We can read off the Levi-Civita connection of the metric from this geodesic equation, as follows. Let φ(t) be any path in H and ψ(t) be another function X × [0, 1], which we regard as a vector field along the path φ(t). Then the covariant derivative of ψ along the path is given by
where
This has an important consequence for the holonomy group of the manifold H. It is shown [11] that the holonomy group of H is contained in the group of volume-preserving diffeomorphisms of (X, dµ0), where dµ0 = (1 + △φ0)dg. Also Donaldson proved that the sectional curvature of the manifold H is formally non-positive. Let φ be a point of H and let α, β be tangent vectors to H at φ, so α, β are just functions on X. The curvature R α,β is a linear map from tangent vectors to tangent vectors. Donaldson showed the following Theorem A. The curvature of H is given by
where the vector field
The sectional curvature is defined by
In particular
We define a functional on H for paths by
This function is convex along geodesics in H, since the geodesic equation implies thatφ ≥ 0. Now introduce a real parameter ǫ ≥ 0 and consider the functional on paths in H:
corresponding to the motion of a particle in the potential −ǫV . The Euler-Lagrange equations arë
This equation is equivalent to the other two free boundary problems. For the detailed discussion of this equation and its relation to free boundary problems and many other interesting problems, we refer the readers to Donaldson [11] .
Existence of the solution
In this section we derive the a priori estimates to solve equation (1.1). For the easiness of presentation and convenience of the first time readers, we assume the background metric has non-negative Ricci curvature. In this case, the calculation is more streamliner which explains the main idea.
The general case will be deferred to Section 4.
Theorem 3.1. Assume that (X, g) has non-negative Ricci curvature. For any φ0, φ1 ∈ H, the equation
with the boundary condition
has a unique smooth solution with Φ ∈ H at s = 1. Moreover,
are uniformly bounded, independent of s and ǫ.
Concavity and the continuity method
The foundation relies on a convexity of the nonlinear operator Q which is showed by Donaldson in [11] . It is also used to show the uniqueness of the equation (1.2) in [11] . Let A be a symmetric (n + 1) × (n + 1) matrix with entries Aij, 0 ≤ i, j ≤ n. Define
Thus Q is a quadratic function on the vector space of symmetric (n + 1) × (n + 1) matrices. 
Moreover, the equality holds if and only if Aii = Bii, Ai0 = Bi0. Lemma 3.2 is shown by Donaldson [11] using some Lorentz geometry. One can also prove this through elementary calculus. This lemma is equivalent to the following concavity of log Q(D 2 Φ).
The right hand side of (3.4) is
Note when λ = 1, (3.4) is exactly (3.3). We can get that from (3.3)
Hence (3.4) follows from (3.3). Note the equality holds if and only if
Replacing y by i yi, the above argument shows that
is also a concave function for x > 0, i yi > 0 and
When s = 0, the equation (3.1) reads
There is a unique smooth solution to this Laplace equation with boundary condition (3.2). It is a uniformly elliptic linear equation and its linearization has zero kernel with zero boundary data. Hence the equation (3.1) can be solved uniquely for s sufficiently close to 0. We can define s0 = sup {s : P (s, Φ) = ǫ has a unique smooth solution for s ∈ [0,s)} .
Note that s0 is uniformly bounded away from zero. Actually we have
Proof. The proof is an inverse theorem for the operator P . Consider
for any k ≥ 2, α ∈ [0, 1). We know there exists a unique smooth function Φ such that P (0, Φ) = ǫ. Since dPΦ is invertible at (0, Φ), the proposition follows from the inverse function theorem in the Banach space.
Without loss of generality, we will assume that s ≥ δ > 0 for the continuity family (3.1). We observe that the linearity dP is elliptic for any s ∈ [0, s0), where
It follows that sΦtt +(1−s), s(1+△Φ)+(1−s) are both positive. Moreover, dP is an elliptic operator.
Proof. Let s be the first value such that at some point
where Φ is the solution of
It follows that
Contradiction. Since Φtt + 1 + △Φ > 0, it follows that both sΦtt
To show dP is elliptic, we see that
It follows that the quadratic form
for any nonzero vector ξ = (ξ0, · · · , ξn+1). In particular, dP is elliptic.
Remark 3.6. Note that we do not have Q(D 2 Φ) > 0 along the continuous family. At s = 0, the solution Φ(x, t) is not necessarily in H. But if we have a smooth solution at s = 1, then Φ(x, t) ∈ H.
We shall then derive the a priori estimates and prove Theorem 3.1 at the end of this section. We assume 0 < ǫ ≤ 1 throughout the paper.
C 0 estimate
The C 0 estimate follows from Lemma 3.2 and the maximum principle.
where a is a fixed constant. Then Φ satisfies the following a priori C 0 estimate
when a is sufficiently big. Proof. Assume contrary; then there is some point p = (x0, t0) such that Φ(x0, t0) > Ψa(x0, t0) and so Φ − Ψa obtains its maximum interior at q. At the point q, we have
However by Proposition 3.5,
Note we assume that s ≥ δ > 0 by Proposition 3.4. Contradiction if a is sufficiently big. It follows that for some big a
If there is some point p = (x0, t0) such that Φ(x0, t0) < Ψ−a(x0, t0), then Φ − Ψ−a obtains its minimum interior at q. At the point q, D
when a is big enough. Then
when a is big enough. Contradiction. It follows that at q,
By (3.1) we know that λ > 1. It follows from Lemma 3.2 that Q(B − A) < 0. But B − A is semi-positive definite, Q(B − A) ≥ 0. Contradiction.
C 1 estimates
At any point p ∈ X × [0, 1], take local coordinates (x1, · · · , xn, t). We can always choose a coordinates such that the metric tensor g satisfies gij = δij , ∂ k gij = 0 at one point. We will also use, for any smooth function f on X × [0, 1], the following notations △fi = △(fi), △fij = △(fij ), △f,i = (△f ),i and △f,ij = (△f )ij .
By Weitzenbock's formula, we have
where Rij is the Ricci tensor of the metric g. The derivatives fi, fij etc are all covariant derivatives.
Lemma 3.8. Assume (X, g) has nonnegative Ricci curvature. If Φ is a solution of (3.1), then Φ satisfies the following a priori estimates
where C is a universal constant, independent of s and ǫ.
Proof. Note that
By Proposition 3.4, we can assume that s ≥ δ. It follows that
On the boundary, by the C 0 estimates in Proposition 3.7, we have
Similarly, one can bound Φt(x, 1) by a + |φ1 − φ0|, where a is the same constant as in Proposition 3.7.
To bound |∇Φ|, take
Taking derivative, we get
where Rij is the Ricci curvature of (X, g). If Φ solves the equation (3.1), by taking derivative, we can get that
By (3.9), (3.10) and (3.11), we have
If |∇Φ| 2 achieves its maximum value in the interior, we can assume that
where η > 0 . Then h + λt 2 takes its maximum in the interior for any positive constant λ ≪ η. Assume the point is p.
On the other hand, by (3.12), we have
Contradiction. It implies that |∇Φ| 2 obtains its maximum on the boundary. By the boundary condition (3.2), we know that |∇Φ| is uniformly bounded.
C 2 estimates
First we have the following interior C 2 estimates.
Lemma 3.9. Assume (X, g) has nonnegative Ricci curvature. If Φ is a solution of (3.1), then Φ satisfies the following a priori estimate
Proof. By Proposition 3.5, we just need to show the upper bound. If 1 + △Φ achieves its maximum in the interior, at the point p, we can assume that 1 + △Φ(p) = 1 + max
where η > 0. For any positive constant λ ≪ η, 1 + △Φ + λt 2 achieves its maximum value in the interior, at the pointp. Then
Note at the pointp, ht = △Φt + 2λt = 0, h k = △Φ ,k = 0. Taking derivative of (3.10), we have, at the pointp,
It follows from above and (3.13) that
We calculate
Taking derivative of (3.9) and (3.10), we have
17) It follows from (3.15), (3.16) and (3.17) that
(3.18) Using (3.9) and (3.10), we can get that
It follows that L, M ≥ 0. Hence,
Contradiction.
Then we derive the boundary estimates of △Φ, Φtt and ∇Φt by careful construction of some barrier functions. This type of construction of barrier functions follows from [15] and [14] .
Lemma 3.10. Assume (X, g) has nonnegative Ricci curvature. If Φ is a solution of (3.1), then Φ satisfies the following a priori estimate
where C is a universal constant, independent of s and ǫ. Note that the proof of boundary estimates do not depend on the Ricci curvature assumption if we get the interior C 2 estimates.
Proof. In light of Proposition 3.5, we assume s ≥ δ. By Lemma 3.9, △Φ is uniformly bounded. If Φ solves equation (3.1), we have
To bound max ∂(X×[0,1]) |Φtt|, observe that |Φ tk | is bounded. We just consider |Φ tk | on X × {0}. The case on X × {1} follows similarly. For any point p on X × {0}, we can choose a local coordinates around p such that p = (0, · · · , 0, 0), and
Let B0(ρ) ⊂ X be a small ball with radius ρ. For any x ∈ B0(ρ), we have
Take Ω = B0(ρ) × [0, κ], where κ is a small positive number. Let h be a function on Ω defined by h = (Φ − φ0) ,k for any k = 1, 2, · · · , n. Note h is only a local defined function. Takẽ
where A ≫ B are two big fixed positive constants. Since h is bounded, it is easy to see thath ≥ 0 on ∂Ω. Taking derivative, we have
It follows from above and (3.10) that
We can calculate
Since on X × {0}, s(1 + △Φ) + (1 − s) is uniformly bounded away from zero, we can pick up κ small enough such that on X × [0, κ],
We should emphasize that A, B are uniformly bounded even though κ might depend on s. It follows that
It follows from above that in Ω,
By the maximum principle, we know thath ≥ 0 in Ω. Sinceh(0) = 0, ∂h ∂t |t=0 ≥ 0.
It follows that on X × {0},
It follows similarly that
by taking h = (φ0 − Φ) k , and
Hence we have proved the weakly C 2 bound of Φ for any smooth solution of (3.1). When ǫ > 0, for any s ∈ [0, 1], the equation (3.1) is uniformly elliptic. We can rewrite the equation for s > 0
(3.19) It is clear that the equation is concave for any s ∈ [0, 1] and ǫ > 0 by Lemma 3.3. It then follows from the Evans-Krylov theory to get that the Hölder estimates of D 2 Φ. In fact, the assumption of Φ ∈ C 1,β for some β ∈ (0, 1) is sufficient to get global C 2,α regularity for a uniformly elliptic and concave fully nonlinear equation provided sufficient smooth boundary data and the right hand side (see Theorem 7.3 in [7] for example).
Remark 3.11. In a previous version, first we prove that |D 2 Φ| is bounded by using the weak maximum principle (c.f. Gilbarg-Trudinger [13] , Section 9.7, Theorem 9.20 and Section 9.9 Theorem 9.26) and then use EvansKrylov theory to obtain Hölder estimate of |D 2 Φ|. We would like to thank the referee for pointing out that this not necessary for using Evans-Krylov theory.
Once we have the Hölder estimates of D 2 Φ, the Schauder theory gives all the higher derivatives bound. To see this, if Φ solves (3.1), then we have dP (Φt) = 0.
Since the coefficients are all Hölder continuous, the Schauder theory applies and we get that Φt is C 2,α . The similar discussion holds for Φ k , namely, dP (Φ k ) = R ki Φi.
Then the boot-strapping argument allows us to conclude that all higher derivatives are bounded and Φ ∈ C ∞ follows. We should emphasize that the above discussion holds only for ǫ > 0. Summarize above, we have Lemma 3.12. If Φ solves the equation (3.1), then the following estimates hold independent of s,
for any l ∈ N.
We are in the position to prove Theorem 3.1.
Proof. First we show that s0 = 1. Otherwise, assume s0 < 1. Then the continuous family (3.1) has a unique solution for 0 ≤ s < s0. Consider a sequence of si → s0 and the solutions Φ i . In light of Proposition 3.5 we can assume si ≥ δ. By the a priori estimates derived above, for any si, the solutions Φ i of (3.1) satisfy
In particular, dP is uniformly elliptic for any si. When ǫ > 0, we still have the global Hölder estimates for second derivatives. Then by the standard elliptic argument, we obtain the higher derivatives estimates for Φ i . Then the solutions Φ i converge to a smooth solution for s = s0. Again dP is a uniform elliptic operator at s = s0 and dP has zero kernel with zero boundary data, one can solve the equation (3.1) for s is sufficiently close to s0, but this contradicts with the definition of s0. So s0 = 1. Moreover, the solutions Φ i satisfy the estimates
The standard elliptic theory gives the higher derivatives estimates. So Φ i sub-converge to a smooth function Φ(x, t) solving the equation
In particular, we know that Φtt + 1 + △Φ is bounded away from zero. When s = 1, it follows that Φtt, 1 + △Φ > 0 and Φ ∈ H.
Without assumption on Ricci
In this section we drop the non-negative assumption of Ricci to prove Theorem 3.1. Note that C 0 estimates, the boundary C 1 , C 2 estimates, and higher derivative estimates do not depend on the Ricci curvature assumption. We just need to establish interior C 1 and C 2 estimates.
C 1 estimate
Lemma 4.1. If Φ is a solution of (3.1), then Φ satisfies the following a priori estimates
Proof. Note that |Φt| is uniformly bounded without Ricci assumption. If Φ solves (3.1) with boundary condition (3.8), thenΦ = Φ + at solves (3.1) with boundary conditioñ
where A is any constant. Thus we can assume that
by choosing the normalizing condition on φ0, φ1. Take
One can calculate that
We want to show that
where C is a universal constant. If not, h obtains its maximum in the interior, at the point p. Note at the point p,
By (4.1), we get at the point p,
Since at the point p,
We assume s ≥ δ and Φ 2 t ≫ Φ > 0. Pick constant b big enough, and if |∇Φ| 2 is too big, we have dP (h) > 0.
C 2 estimate
We have the following interior estimates Lemma 4.2. If Φ is a solution of (3.1), then Φ satisfies the following a priori estimate
Proof. Denote
where b, A are positive constant such that h > 0. Takẽ
To get the interior estimates we want to show that
for some uniformly bounded constant C. Note that if (4.3) holds then one can proceed to prove the boundary estimate saying that f is actually uniformly bounded. If (4.3) does not hold,h obtains its maximum in the interior, at the point p. It follows that D
Also we haveh tk = exp(h)(f k ht + fth k + f hth k + f h tk ). Note also at the point p, we havẽ
It follows that f ht + ft = 0, f h k + f k = 0. One can calculate that at the point,
(4.5)
Now we carry out dP (f ), dP (h). We know that (c. f. (3.18) )
It is easy to get that at the point p,
By (4.4) and (4.6) we have
It is easy to see that
By (4.5) it is clear that
We can assume that Φtt + 1 + △Φ > 2b b − C at the point p. Contradiction with dP (h) ≤ 0 at the point p.
The space H
In this section, we discuss the property of the space H by using the weak solution of the geodesic equation. The discussion below follows closely Chen [5] , Calabi-Chen [4] in the case of the space of Kähler metrics.
Uniqueness of the weak solution
For the weak solution obtained for the geodesic equation, it fits the standard notion of viscosity solution developed in fully nonlinear equations. But since we obtain a global approximation of the weak solution, we will use the following approximation instead of viscosity solution. (|φ0 − ψ0|, |φ1 − ψ1|).
Proof. For any ǫ > 0, we haveΦ,Ψ solving
with respect to the boundary condition. Then we know that |Φ −Φ| < δ, |Ψ −Ψ| < δ.
If the boundary conditions are the same, namely, φ0 = ψ0, φ1 = ψ1, we haveΦ =Ψ. In general, we can use the same trick as in Proposition 3.7 to get the inequality above.
SwitchΦ,Ψ, we can get the inequality as promised.
It follows that
Let ǫ → 0, we get that
As a direct consequence we have 
H is a metric space
In this section we want to prove that H is a metric space and the weak C 2 geodesic realizes the global minimum of the length over all paths. For simplicity, for any Φ ∈ H, we fix the normalization Also we can assume that V ol(M, g) = 1. Then we have
In other words, the length of any weak C 2 geodesic is strictly positive. Denote the energy element as
where C is a universal constant. It follows that
In particular, we have E(t) is a constant for any t even Φ has no enough derivative. Note that if Φ is smooth this is a direct consequence of the geodesic equation. SinceΦ > 0, it follows thaṫ Φ(0) < φ <Φ(1).
It implies
Thus,
So we can get
We need the next geodesic approximation lemma. 
satisfying the following:
1. There exists a uniformly bounded constant C = C(M, φ0, φ1) such that
The convex curve C(s, ǫ) converges to the unique geodesic between φ0(s) and φ1(s) in the weak C 2 topology.
3. Define the energy element along C(s, ǫ) as
There exists a uniform constant C ∂E ∂t ≤ Cǫ.
Proof. The lemma is clear except
The inequalities above follow from the maximum principle directly since
where the last inequality is a consequence of concavity of the operator Q.
Next we show that d is a continuous function in H. First we have
Lemma 5.7. Suppose φ0 ∈ H, then for any
Proof. This is really a consequence of Theorem 5.2. Φ0(t) ≡ φ0 is a geodesic with length zero. Let Φ(t) be the weak C 2 geodesic which connects φ0 and φ, then by Theorem 5.2, |Φ(t) − Φ0(t)| ≤ |φ0 − φ|. For any x fixed, apply the interpolation inequality for Φ(t, x) − φ0(x) in [0, 1] such that, for any ǫ1 > 0,
In the case of t ∈ [0, 1] the proof of the above interpolation inequality is straightforward. We can assume that |φ − φ0| C 4 ≤ 1, hence |Φtt| ≤ C1 for C1 depending only on M, g, φ0. It then follows that
It then implies that when |φ − φ0| → 0, |Φt| → 0. Hence d(φ0, φ) → 0.
We shall then prove the triangle inequality.
Theorem 5.8. Suppose C is a smooth simple curve defined by φ(s) : s ∈ [0, 1] → H. Let ψ ∈ H be a point which is not on C. For any s,
where dC denotes the length along the curve C. In particular, we have the following triangle inequality
Proof. For any ǫ > 0, we can get a two parameter families of smooth curve C(t, s, ǫ) : Φ(t, s, ǫ) ∈ H solving
with the boundary conditions corresponding (ψ, φ(s)). Denote
where we use the fact Φs(0, s, ǫ) = 0. Also we have
By the Schwartz inequality, we have
To get the triangle inequality, let C be the curve Φ(s) solving
And we can get that
Let ǫ → 0 again, we get
Remark 5.9. Theorem 5.8 is used to show that the length of any simple curve is always longer than the length of the geodesic between two end points (see Corollary 5.10 ). This will follow directly from Theorem 5.8 with the assumption that ψ is not on the curve C and Lemma 5.7. This lapse of the argument was kindly pointed out by the anonymous referee.
Indeed, the previous version of the paper did not assume that ψ is not on the curve. We thank the referee for pointing out this. However this does not affect all the main results in this section in view of the result in Lemma 5.7.
Corollary 5.10. The geodesic distance between any two points in H realizes the minimum of the lengths over all possible paths.
Proof. We just need to prove that the result holds for any smooth simple 
5.3
The curvature of H Donaldson [11] has shown that the space H has non-positive sectional curvature formally with the natural metric. However, we can only demonstrate that the geodesic equation has a weak C 2 solution. To overcome this difficulty, we show that the space H has non-positive curvature in the Alexandrov's sense by following Calabi-Chen [4] . To prove this theorem, we need the following lemma, which in essence says that the Jacobi vector field along any geodesic grows super-linearly. Let K(X, Y ) be the sectional curvature of the space H at point Φ(t, s, ǫ).
By the calculation of Donaldson [11] , we know that
We should emphasize that the calculation in [11] is algebraic and since Φ(t, s, ǫ) ∈ H, so we can use in our setting. Therefore, we have It follows that 1 2
