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Abstract
Learning value functions off-policy is at the core of modern Reinforcement Learning (RL).
Traditional off-policy actor-critic algorithms, however, only approximate the true policy gradient,
since the gradient ∇θQpiθ (s, a) of the action-value function with respect to the policy parameters
is often ignored. We introduce a class of value functions called Parameter-based Value Functions
(PVFs) whose inputs include the policy parameters. PVFs can evaluate the performance of
any policy given a state, a state-action pair, or a distribution over the RL agent’s initial
states. We show how PVFs yield exact policy gradient theorems. We derive off-policy actor-
critic algorithms based on PVFs trained using Monte Carlo or Temporal Difference methods.
Preliminary experimental results indicate that PVFs can effectively evaluate deterministic linear
and nonlinear policies, outperforming state-of-the-art algorithms in the continuous control
environment Swimmer-v3. Finally, we show how recurrent neural networks can be trained
through PVFs to solve supervised and RL problems involving partial observability and long time
lags between relevant events. This provides an alternative to backpropagation through time.
1 Introduction
Value functions are central to Reinforcement Learning (RL). For a given policy, they estimate the
value of being in a specific state (or of choosing a particular action in a given state). Many RL
breakthroughs were achieved through improved estimates of such values, which can be used to find
optimal policies [1, 2]. Value functions are usually learned by Monte Carlo (MC) [3] or Temporal
Difference (TD) [4] methods. However, learning value functions of arbitrary policies without observing
their behavior in the environment is not trivial. Such off-policy learning requires to correct the
mismatch between the distribution of updates of the policy used to collect the data and the one we
want to learn. Importance sampling [5, 6] techniques are often used to produce unbiased estimates.
They typically suffer from large variance [7, 8]. Here we address the problem of generalization across
many value functions in the off-policy setting. We introduce a class of "parameter-based value
functions" (PVFs) defined for any policy. PVFs are value functions whose inputs include the policy
parameters.
The parameter-based state-value function (PSVF), V (s, θ) = E[Rt|st = s, θ], is defined as the
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expected return for being in state s and following a policy parameterized by θ. Similarly, the
parameter-based action-value function (PAVF) Q(s, a, θ) = E[Rt|st = s, at = a, θ] is defined as the
expected return for being in state s, choosing action a, and following a policy parameterized by θ.
Unlike standard value functions V piθ (s) and Qpiθ (s, a), PVFs are defined for any policy.
The PSVF V (s, θ) can be learned using Gradient Monte Carlo (MC) [3] or Temporal Difference
(TD) [4] methods. In standard RL methods [9] a model of the environment is required to obtain a
policy from the state-value function. In our setting, a policy improvement step can be obtained model-
free by finding the policy maximizing the value function over a set of states. However, computing
arg maxθ∈Θ Es[V (s, θ)] over a continuous set Θ is problematic. Actor-critic methods [10, 11, 12, 13]
can avoid this computation by incrementally updating the policy following the gradient of the value
function. We conducted experiments in the MuJoCo environment Swimmer-v3 using linear and
nonlinear deterministic policies. When V is learned using MC or TD updates, our method can out-
perform other well-known continuous control algorithms [14, 15, 16] and closely related methods [17].
When applied to POMDPs or supervised learning tasks involving long time lags between rele-
vant events, PVFs can help to avoid the vanishing gradient problem [18]. In supervised learning
tasks, the PVF V (θ) can be trained to map the weights of an RNN to its loss. The policy improve-
ment step then consists in finding θ∗ = arg minθ V (θ). Preliminary results for a simple copy task
show that it is possible to train an LSTM [19] using only the directions of improvement suggested by V.
The PAVF Q(s, a, θ) leads to a novel stochastic and deterministic policy gradient theorem. Previous
off-policy policy gradients [20, 21] are only approximations of the true gradient, since they do not
estimate or compute the gradient of the action-value function with respect to the policy parameters
∇θQpiθ (s, a). With PAVFs, we can directly compute this contribution to the gradient. This yields an
exact policy gradient theorem. Based on these results, we develop two actor-critic methods, which are
strongly related to Off-PAC [20] and DPG [21, 22] when using stochastic and deterministic policies
respectively.
The rest of this paper is structured as follows: Section 2 introduces the standard MDP setting;
Section 3 formally presents PVFs; Sections 4 and 5 derive algorithms for V (s, θ) and Q(s, a, θ);
Section 6 discusses algorithms for POMDPs and supervised learning; Section 7 describes preliminary
experiments; Sections 8 and 9 discuss related and future work; Appendix A presents implementation
details.
2 Background
We consider a Markov Decision Process (MDP) [23]M = (S,A, P,R, γ, µ0) where at each step an
agent observes a state s ∈ S, chooses action a ∈ A, transitions into state s′ with probability P (s′|s, a)
and receives a reward R(s, a). The agent starts from an initial state, chosen with probability µ0(s).
It is represented by a parametrized stochastic policy piθ : S → ∆(A), which provides the probability
of performing action a in state s. A policy is deterministic if for each state s there exists an action
a such that piθ(a|s) = 1. The return Rt is defined as the cumulative discounted reward from time
step t: Rt =
∑T−t−1
k=0 γ
kR(st+k+1, at+k+1), where T denotes the time horizon and γ a real-valued
discount factor. The performance of the agent is measured by the cumulative discounted expected
reward (expected return), defined as J(piθ) = Epiθ [R0].
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Given a policy piθ, the state-value function V piθ(s) = Epiθ [Rt|st = s] is defined as the expected
return for being in a state s and following policy piθ. The value function can also be defined in a
recursive way, using Bellman’s Expectation Equation:
V piθ (s) =
∫
A
piθ(a|s)
(
R(s, a) + γ
∫
S
P (s′|s, a)V piθ (s′) ds′
)
da.
We define by dpiθ (s′) the discounted state distribution dpiθ (s′) =
∫
S
∑∞
t=1 γ
t−1µ0(s)P (s→ s′, t, pi) ds,
where P (s→ s′, t, piθ) is the probability of transitioning to s′ after t time steps, starting from s and
following policy pi. By integrating over the state space S, we can express the maximization of the
expected cumulative reward in terms of the state-value function:
J(piθ) =
∫
S
dpiθ (s)V piθ (s) ds.
In off-policy policy optimization, we seek to find the parameters of the policy maximizing the
performance index J(piθ) using data collected from a different behavioral policy pib. Formally, we
want to find:
max
θ
J(piθ) = max
θ
∫
S
dpib(s)V piθ (s) ds,
where the value function is averaged over the distribution of the states under the behavioral policy.
The action-value function Qpiθ(s, a), which is defined as the expected return for performing ac-
tion a in state s, and following the policy piθ, is:
Qpiθ (s, a) = Epiθ [Rt|st = s, at = a],
which can also be expressed recursively, using Bellman’s Expectation Equation:
Qpiθ (s, a) = R(s, a) + γ
∫
S
P (s′|s, a)V piθ (s′) ds′.
The action-value function and state-value function are related by:
V piθ (s) =
∫
A
piθ(a|s)Qpiθ (s, a) da.
3 Parameter-based Value Functions (PVFs)
We augment the state and action-value functions, allowing them to receive as an input also the weights
of a parametric policy. The parameter-based state-value function (PSVF) V (s, θ) = E[Rt|st = s, θ] is
defined as the expected return for being in state s and following policy parameterized by θ. Similarly,
the parameter-based action-value function (PAVF) Q(s, a, θ) = E[Rt|st = s, at = a, θ] is defined as
the expected return for being in state s, taking action a and following policy parameterized by θ.
Bellman equations hold for PVFs:
Q(s, a, θ) = R(s, a) + γ
∫
S
P (s′|s, a)V (s′, θ) ds′.
V (s, θ) =
∫
A
piθ(a|s)Q(s, a, θ) da.
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In the off-policy setting, the objective to be maximized becomes:
J(piθ∗) = max
θ
∫
S
dpib(s)V (s, θ) ds = max
θ
∫
S
∫
A
dpib(s)piθ(a|s)Q(s, a, θ) dads.
Sections 4 and 5 will take the gradient of the performance J with respect of the policy parameters
θ to obtain novel policy gradient theorems. We will call V (s, θ) the state-value function (instead
of PSVF) and Q(s, a, θ) the action-value function (instead of PAVF) when there is no danger of
confusion.
4 The state-value function V (s, θ)
In this section we present two main methods for training an agent using the value function V (s, θ):
Gradient Monte Carlo and Temporal Difference learning. Given the performance index J and taking
the gradient with respect to θ, we obtain:
∇θJ(piθ) =
∫
S
dpib(s)∇θV (s, θ) ds = Es∼dpib (s)[∇θV (s, θ)].
Standard RL methods require a model of the environment to obtain a policy from the state-value
function. In our setting, we can directly optimize the policy following the gradient of the performance
of the PSVF, obtaining a policy improvement step in a model-free way.
The performance index J can also be defined only with respect to the distribution of the initial state
of the agent:
Jµ0(piθ) =
∫
S
µ0(s)V
pi(s, θ) ds.
This notation allows us to omit the dependence on the state in the PVF and learn a function V (θ)
which is an approximation of J(piθ):
V (θ) := Es∼µ0(s)[V (s, θ)] =
∫
S
µ0(s)V (s, θ) ds = Jµ0(piθ),
where the gradient becomes:
∇θJµ0(piθ) =
∫
S
µ0(s)∇θV (s, θ) ds = Es∼µ0(s)[∇θV (s, θ)] = ∇θV (θ).
Since s and θ are continuous, we need to use a function approximator Vw(s, θ) ≈ V (s, θ) and
Vw(θ) ≈ V (θ). In both cases, the policy improvement step can be very expensive, due to the
computation of the arg max over a continuous space Θ. Actor-critic methods can be derived to solve
this optimization problem, where the critic V (s, θ) or V (θ) can be learned using TD or MC methods
respectively, while the actor is updated following the gradient with respect to the critic.
4.1 Actor-critic with Monte Carlo prediction for V (θ)
In Algorithm 1, the critic Vw(θ) is learned via Gradient Monte Carlo to estimate the value of any
policy θ. The actor is then updated following the direction of improvement suggested by the critic.
Although the algorithm can be used with stochastic policies, removing the stochasticity of the
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action-selection process can facilitate learning the value function. Therefore, we use deterministic
policies. The algorithm makes use of a replay buffer:
Algorithm 1 Actor-critic with Monte Carlo prediction for V (θ)
Input: Differentiable critic Vw : Θ → R with parameters w; deterministic actor piθ with
parameters θ; empty replay buffer D
Output : Learned Vw ≈ V (θ)∀θ, learned piθ ≈ piθ∗
Initialize critic and actor weights w, θ
repeat:
Generate an episode s0, a0, r1, s1, a1, r2, . . . , sT−1, aT−1, rT with policy piθ
Compute return r =
∑T
k=1 rk
Store (θ, r) in the replay buffer D
for many steps do:
Sample a batch B = {(r, θ)} from D
Update critic by stochastic gradient descent: ∇w E(r,θ)∈B [r − Vw(θ)]2
end for
for many steps do:
Update actor by gradient ascent: ∇θVw(θ)
end for
until convergence
4.2 Actor-critic with TD prediction for V (s, θ)
Learning the value function using Monte Carlo approaches can be difficult due to the high variance
of the estimate. Furthermore, episode-based algorithms like Algorithm 1 are unable to credit good
actions in bad episodes. Gradient methods based on Temporal Difference updates provide a biased
estimate of V (s, θ) with much lower variance and can credit actions at each time step. Algorithm 2
uses the actor-critic architecture, where the critic is learned via Temporal Difference:
Algorithm 2 Actor-critic with TD prediction for V (s, θ)
Input: Differentiable critic Vw : S ×Θ → R with parameters w; deterministic actor piθ with
parameters θ; empty replay buffer D
Output : Learned Vw ≈ V (s, θ), learned piθ ≈ piθ∗
Initialize critic and actor weights w, θ
repeat:
Observe state s, take action a = piθ(s), observe reward r and next state s′
Store (s, θ, r, s′) in the replay buffer D
if it’s time to update then:
for many steps do:
Sample a batch B = {(s, θ, r, s′)} from D
Update critic by stochastic gradient descent:
∇w 1|B| E(s,θ,r,s′)∈B [Vw(s, θ)− (r + γVw(s′, θ))]2
Update actor by gradient ascent: ∇θ 1|B| Es∈B [Vw(s, θ)]
end for
end if
until convergence
5
5 The action-value function Q(s, a, θ)
The introduction of the PAVF Q(s, a, θ) allows us to derive new policy gradients methods [24] when
using a stochastic or deterministic policy.
5.1 Stochastic policy gradients
We want to use data collected from some stochastic behavioral policy pib in order to learn the
action-value of a target policy piθ. Traditional off-policy actor-critic algorithms only approximate
the true policy gradient, since they do not estimate the gradient of the action-value function with
respect to the policy parameters ∇θQpiθ(s, a) [20, 21]. With PVFs, we can directly compute this
contribution to the gradient. This yields an exact policy gradient theorem:
Theorem 5.1. For any Markov Decision Process, the following holds:
∇θJ(piθ) = Es∼dpib (s),a∼pib(.|s)
[
piθ(a|s)
pib(a|s) (Q(s, a, θ)∇θ log piθ(a|s) +∇θQ(s, a, θ))
]
Proof.
∇θJ(piθ) = ∇θ
∫
S
dpib(s)V (s, θ) ds
= ∇θ
∫
S
dpib(s)
∫
A
piθ(a|s)Q(s, a, θ) dads
=
∫
S
dpib(s)
∫
A
[Q(s, a, θ)∇θpiθ(a|s) + piθ(a|s)∇θQ(s, a, θ)] dads
=
∫
S
dpib(s)
∫
A
pib(a|s)
pib(a|s)piθ(a|s)[Q(s, a, θ)∇θ log piθ(a|s) +∇θQ(s, a, θ)] dads
= Es∼dpib (s),a∼pib(.|s)
[
piθ(a|s)
pib(a|s) (Q(s, a, θ)∇θ log piθ(a|s) +∇θQ(s, a, θ))
]
Let us compare this to the standard off-policy policy gradient [20]:
∇θJ(piθ) ≈ Es∼dpib (s),a∼pib(.|s)
[
piθ(a|s)
pib(a|s) (Q
piθ (s, a)∇θ log piθ(a|s))
]
,
We notice that our expectation contains the derivative of the value function with respect to the
policy. Algorithm 3 uses an actor-critic architecture and can be seen as an extension of Off-PAC [20]
to PVFs:
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Algorithm 3 Stochastic actor-critic with TD prediction for Q(s, a, θ)
Input: Differentiable critic Qw : S ×A×Θ→ R with parameters w; stochastic differentiable
actor piθ with parameters θ; empty replay buffer D
Output : Learned Qw ≈ Q(s, a, θ), learned piθ ≈ piθ∗
Initialize critic and actor weights w, θ
repeat:
Observe state s, take action a = piθ(s), observe reward r and next state s′
Store (s, a, θ, r, s′) in the replay buffer D
if it’s time to update then:
for many steps do:
Sample a batch B = {(s, a, θ˜, r, s′)} from D
Update critic by stochastic gradient descent:
∇w 1|B| E(s,a,θ˜,r,s′)∈B [Qw(s, a, θ˜)− (r + γQw(s′, a′ ∼ piθ˜(s′), θ˜))]2
Update actor by stochastic gradient ascent:
1
|B| E(s,a,θ˜)∈B
[
piθ(a|s)
piθ˜(a|s) (Q(s, a, θ)∇θ log piθ(a|s) +∇θQ(s, a, θ))
]
end for
end if
until convergence
5.2 Deterministic policy gradients
Estimating V (s, θ) is in general a difficult problem due to the stochasticity of the policy. Deterministic
policies of the form pi : S → A can help improving the efficiency in learning value functions, since the
expectation over the action space is no longer required. Using PVFs, we can write the performance
of a policy piθ as:
J(piθ) =
∫
S
dpib(s)V (s, θ) ds =
∫
S
dpib(s)Q(s, piθ(s), θ) ds
Taking the gradient with respect to θ we obtain a deterministic policy gradient theorem:
Theorem 5.2. Under standard regularity assumptions [21], for any Markov Decision Process, the
following holds:
∇θJ(piθ) = Es∼dpib (s)
[∇aQ(s, a, θ)|a=piθ(s)∇θpiθ(s) +∇θQ(s, a, θ)|a=piθ(s)]
Proof.
∇θJ(piθ) =
∫
S
dpib(s)∇θQ(s, piθ(s), θ) ds
=
∫
S
dpib(s)
[∇aQ(s, a, θ)|a=piθ(s)∇θpiθ(s) +∇θQ(s, a, θ)|a=piθ(s)] ds
= Es∼dpib (s)
[∇aQ(s, a, θ)|a=piθ(s)∇θpiθ(s) +∇θQ(s, a, θ)|a=piθ(s)]
Algorithm 4 uses an actor-critic architecture and and can be seen as an extension of DPG [21] to
PVFs:
7
Algorithm 4 Deterministic actor-critic with TD prediction for Q(s, a, θ)
Input: Differentiable critic Qw : S ×A×Θ→ R with parameters w; differentiable deterministic
actor piθ with parameters θ; empty replay buffer D
Output : Learned Qw ≈ Q(s, a, θ), learned piθ ≈ piθ∗
Initialize critic and actor weights w, θ
repeat:
Observe state s, take action a = piθ(s), observe reward r and next state s′
Store (s, a, θ, r, s′) in the replay buffer D
if it’s time to update then:
for many steps do:
Sample a batch B = {(s, a, θ, r, s′)} from D
Update critic by stochastic gradient descent:
∇w 1|B| E(s,a,θ,r,s′)∈B [Qw(s, a, θ)− (r + γQw(s′, piθ(s′), θ))]2
Update actor by stochastic gradient ascent:
1
|B| Es∈B [∇θpiθ(s)∇aQw(s, a, θ)|a=piθ(s) +∇θQw(s, a, θ)|a=piθ(s)]
end for
end if
until convergence
6 POMDPs
In Partially Observable MDPs (POMDPs), the learning agent can only observe a part of the environ-
mental state. To deal with such non-Markovian situations, many agents learn a mapping from the
history of past observations to a probability distribution over actions. Recurrent Neural Networks
(RNNs) such as the Long Short-Term Memory (LSTM) [19] can be used in a model-free setting to
represent a value function predicting the cumulative expected reward for receiving an observation
and taking a certain action [25]. An LSTM can also directly represent the policy of the agent [26].
The traditional way of training RNNs by backpropagation through time (BPTT) [27] or similar
methods [28, 29, 30] is based on the runtime view of what the RNN’s weight matrix (considered as
a program [22]) does while it operates on a sequence of inputs. In case of long time lags between
relevant events, this leads to well-known issues (e.g., vanishing gradients [18]) at the heart of all of
deep learning [31]. PVFs avoid BPTT and allow to view the program as a static object and edit it
directly, changing some code here and there, like a programmer would, based on earlier acquired
knowledge about typical effects of code.
The algorithms obtained in the previous section for learning V (θ) can be adapted to this con-
text to solve supervised learning or RL problems with partial observability. In this setting, V (θ) is
trained to predict the loss of the parameters θ of an RNN. The RNN is then trained to minimize the
loss predicted by V (θ). The iterative process is reported in Algorithm 5:
8
Algorithm 5 Actor-critic with Monte Carlo prediction for V (θ)
Input: Set of training sequences {St}Tt=1; differentiable critic Vw : Θ→ R with parameters w;
RNN fθ(s, h) with parameters θ, input s and hidden state h; empty replay buffer D
Output : Learned Vw ≈ V (θ)∀θ, learned fθ(s, h)
Initialize critic and actor weights w, θ
repeat:
Given a batch of sequences {St}Kt=1, run the forward pass of the RNN fθ
Compute the average loss l over the batch
Store (θ, l) in the replay buffer D
for many steps do:
Sample a batch B = {(l, θ)} from D
Update critic by stochastic gradient descent: ∇w E(l,θ)∈B [l − Vw(θ)]2
Update RNN by gradient descent: ∇θVw(θ)
end for
until convergence
A similar algorithm can be derived for learning V (s, θ). In this case there is no need to wait until
the end of the sequence to update the RNN and the value function, but V needs to be recurrent to
be trained by Temporal Difference.
7 Experiments
Here we describe preliminary results for Algorithms 1 and 2 in the continuous control environment
Swimmer-v3, using deterministic linear and nonlinear policies. We also test Algorithm 5 on a simple
copy task.
Applying Algorithms 1, 2 and 5 directly can be problematic due to the lack of exploration. In
our experiments, we observed that the algorithms are likely to converge prematurely to local optima,
which are hard to escape from without some sort of exploration strategy. To encourage exploration,
we add noise to the vector of policy parameters before interacting with the environment, using piθ˜
with θ˜ = θ + ,  ∼ N (0, σI) instead of piθ and then storing θ˜ in the replay buffer. We leave the
implementation details to Appendix A.
7.1 Learning with V (θ) and V (s, θ)
In Figure 1 we plot the average performance of Algorithms 1 and 2 when training deterministic linear
and nonlinear policies. Surprisingly, our policies are able to exploit the information contained in
the PVF and PSVF, outperforming by sample efficiency and final performance many well-known
continuous control algorithms [14, 15, 16] and closely related methods [17]. The results show that the
algorithm is able to achieve a final average return of 354 when linear policies are used. We observe that
nonlinear policies need more samples to reach optimality. Therefore they exhibit lower performance,
achieving a final average return of 338 and 297 when using PVFs and PSVFs respectively. The
baseline results for algorithms DDPG [14], SAC [15], TD3 [16] which use policies based on deep neural
networks are taken from https://spinningup.openai.com/en/latest/spinningup/bench.html
(PyTorch version).
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Figure 1: Learning curves of Algorithms 1 and 2 (PVF and PSVF trained with policies represented
by linear and nonlinear function approximators), representing the average return of the policy piθ as
a function of the number of episodes in the environment used for learning (average across 10 runs,
95% c.i.). For the baselines, the final return achieved in 3000 episodes is reported, averaged across 10
runs. For PEN [17], the final return after 1M policy evaluations is reported, averaged across 5 runs.
7.2 Training policies from scratch
In order to test if the value function is generalizing across the policy space, we perform the following
experiment using PVFs and linear policies: every 100 episodes, we stop training and randomly
initialize 5 policies. Then, without interacting with the environment, we train these policies offline,
in a zero-shot manner, following only the direction of improvement suggested by ∇θVw(θ), whose
weights w remain frozen. In Figure 2, we compare policies learned from scratch to the policy piθ
learned with Algorithm 1 and the perturbed policy used to collect data from the environment piθ˜.
We observe that the policies learned from scratch obtain a return comparable to the highest return
seen during the training of V. We note also that, during training, an improvement can occur in two
ways: the perturbed policy randomly achieves a better return, which is then stored in the replay
buffer and used to learn Vw(θ) and consequently the policy piθ; the policy piθ achieves a return better
than any return seen during training, only by following the direction of the gradient of Vw(θ). This
suggests that the value function is pointing in some direction of improvement, generalizing to unseen
values in the parameter space. When the policy learned during the iterative procedure reaches an
optimal value, we note that policies learned from scratch are also able to reach optimal performance.
They tend to converge to policies that are different from any other policy seen during training (here
two policies piθi and piθj are different if ||θi − θj ||2 is relatively large).
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Figure 2: Policies learned from scratch during training. The plot in the center represents the return
of the agent learning while interacting with the environment using Algorithm 1. In particular, we
compare the noisy policy piθ˜ used for exploration to the policy piθ learned through the critic. The
learning curves in the small plots represent the return obtained by policies trained from scratch
following the fixed critic Vw(θ).
7.3 POMDPs
We apply Algorithm 5 to a simple copy task where it is important to remember events that happened
a long time ago. We compare its performance to the one of a standard LSTM trained by BPTT.
The training test consists of sequences of variable length. The first element for each sequence is a
real number x ∈ [−0.5, 0.5], while all the other elements of the sequences are zeros. The goal is to
remember the first number of the sequence and to provide it as an output after the whole sequence is
processed, possibly after a long time. In our experiment we use sequences of lengths between 1 and 10.
Consider Figure 3. Although Algorithm 5 is able to learn to make good predictions, it is still
outperformed by LSTM trained by BPTT. The final L1 norm of the difference between the predic-
tion of the LSTM and the target is 0.0187 for our method and 0.002 for the standard LSTM. We
hypothesize that the benefits of our approach can be observed only when the time lag is substantially
larger, while for short sequences it is better to have access to the true gradient with respect to the
loss. However, here our focus is on showing that this algorithm can work at all as an alternative
to BPTT (although it does not achieve state-of-the-art performance in this illustrative example).
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Future experiments will analyze our approach in the presence of very long time lags.
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Figure 3: Learning curves representing the average loss of the LSTM fθ in the test set as a function
of the number of iterations used for learning (average across 10 runs, 95% c.i.). The loss reported is
the L1 norm of the difference between the LSTM’s prediction and the target. The performance of
the LSTM trained by Algorithm 5 is plotted in blue, the one of LSTM trained by BPTT in green.
8 Related work
8.1 Policy Evaluation Networks [17]
Recently we learned about Policy Evaluation Networks (PENs) [17] which are closely related to
our work and share the same motivation. PENs focus on the simplest PVF V (θ). Like in some
of our experiments, the authors show how following the direction of improvement suggested by
V (θ) leads to policies that outperform any policy used to train V. They also suggest to explore in
future work a more complex setting where a PSVF V (s, θ) is learned using an actor-critic architecture.
Our work directly introduces the PSVF V (s, θ) and PAVF Q(s, a, θ), with applications to both
MDPs and POMDPs as well as to standard supervised learning tasks where long time lags are
involved. We view the learning of PVF V (θ) [17] as a particular case where V (s, θ) is averaged
over the initial state distribution and trained via Monte Carlo instead of Temporal Difference. We
also derive novel policy gradient theorems for PAVFs when stochastic or deterministic policies are used.
There are many differences between our approach to learning V (θ) and theirs [17]. For exam-
ple, we do not use a fingerprint mechanism [17] for embedding the weights of complex policies.
Instead, we simply parse all the policy weights as inputs to the value function, even in the nonlinear
case. However, fingerprinting [17] may be important for representing nonlinear policies without losing
information about their structure and for saving memory required to store the weights.
Our training procedures differ as well. Harb et al. [17] first collect a batch of randomly initialized
policies and perform rollouts to collect reward from the environment. The PVF V (θ) is then trained
using the data collected. Once V is trained, many gradient ascent steps through V yield new, unseen,
randomly initialized policies in a zero-shot manner, exhibiting improved performance. In our setting,
however, we use an actor-critic architecture, incrementally and iteratively training the critic and the
actor simultaneously.
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Other differences concern the optimization problem: we do not predict a bucket index for dis-
cretized reward, but perform a regression task. Therefore our loss is simply the mean squared error
between the prediction of V (θ) and the reward obtained by piθ, while their loss [17] is the KL diver-
gence between the predicted and target distributions. Both approaches optimize the undiscounted
objective when learning V (θ).
Harb et al. [17] train their value function on Swimmer-v3, evaluating 2000 deterministic poli-
cies on 500 episodes each (1 million policy evaluations). They achieve a final expected return of
≈ 180 on new policies trained from scratch through V and a maximum observed return of 250. On
the other hand, after only 3000 policy evaluations, our actor-critic architecture obtains expected
returns of 354 and 338, using linear and nonlinear policies respectively. Although Harb et al. [17]
use Swimmer-v3 “to scale up their experiments”, our results suggest that Swimmer-v3 does not
conclusively demonstrate possible benefits of their policy embedding.
Let us emphasize though that these results are not directly comparable: our method learns in-
crementally and iteratively rather than in a zero-shot way.
8.2 Other related work
There are two main classes of similar algorithms performing a search in policy parameter space.
Evolutionary algorithms [32, 33, 34] iteratively estimate a fitness function evaluating the performance
of a population of policies and then perform gradient ascent in parameter space, often estimating
the gradient using finite difference approximation. By replacing the performance of a population
through a likelihood estimation, evolutionary algorithms become a form of Parameter Exploring
Policy Gradients [35, 36]. Our methods are similar to evolution since our value function can be seen
as a fitness. Unlike evolution, however, our approach allows for obtaining directly the gradient of the
fitness. It is more suitable for reusing past data. While direct V (θ) optimization is strongly related
to evolution, our more informed algorithms optimize V (s, θ). That is, ours both perform a search in
policy parameter space AND train the value function and the policy online, without having to wait
for the ends of trials or episodes.
The second related class of methods involves surrogate functions [37, 38, 39, 40]. They often use local
optimizers for generalizing across fitness functions. In particular, Bayesian Optimization [41, 42] uses
a surrogate function to evaluate the performance of a model over a set of hyperparameters and follows
the uncertainty on the surrogate to query the new data to sample. Unlike Bayesian Optimization, we
do not build a probabilistic model and we use the gradient of the value function instead of a sample
from the posterior to decide which policy parameters to use next in the policy improvement step.
The vanishing gradient problem in POMDPS was first discovered and analyzed in 1991 [18]. The
LSTM [19] architecture was introduced to alleviate this problem, but still may suffer from long
time lags between relevant events. Several ways of avoiding BPTT have been proposed. One is
known as Reservoir Computing through Echo State networks [43] or Liquid State Machines [44].
Here the weights of an RNN are randomly initialized and only a linear output layer is trained. More
recently, a related class of learning algorithms based on training the hidden units through evolution
(EVOLINO) [45, 46, 47] was able to solve previously unsolvable tasks.
In 1990, adaptive critics trained by TD were used to predict the gradients of an RNN from its
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activations, avoiding BPTT and producing an algorithm local in time and space [48]. This idea
was later used to update the weights of a neural network asynchronously [49]. In our work, the
critic is predicting errors instead of gradients and BPTT is avoided by viewing the program (the
parameters) of an RNN as a static object and editing it directly. The static program of a NN can
also be generated by another NN [50], or modified directly using a self-referential mechanism, where
the NN is able to inspect its own policy-changing algorithm [51].
The possibility of augmenting the value functions with auxiliary parameters was already considered in
work on General Value Functions [52], where the return is defined with respect to an arbitrary reward
function. The main idea is to use a collection of value functions, one for each agent, representing
chunks of knowledge about the environment. Universal Value Function Approximators [53] used
the same approach to learn a single value function representing the value, given possible goals of
an agent–compare early work (1990) on goal-conditional RL [54]. However, General and Universal
Value Functions have not been applied to learn a single value function for every possible policy.
Recent work [55] shows how to map the weights of a trained Convolutional Neural Network (CNN)
to its accuracy. Experiments show how these predictions allow for ranking the performance of neural
networks on new unseen tasks. These maps are either learned by taking the flattened weights as
input or using simple statistics. Despite the promising prediction capabilities of their method, they
do not use these maps to guide the training process of CNNs.
Gradient Temporal Difference [56, 57, 58, 59, 60] and Emphatic Temporal Difference methods [61]
were developed to address convergence under on-policy and off-policy [62] learning with function
approximation. The first attempt to obtain a stable off-policy actor-critic algorithm [11, 13, 12]
under linear function approximation was called Off-PAC [20], where the critic is updated using
GTD(λ) algorithm [60] to estimate the state-value function. This algorithm has promising the-
oretical guarantees when the learned policy is tabular. In the general case, however, the actor
does not follow the true gradient descent direction. Only recently it was possible to prove con-
vergence of the off-policy actor-critic architecture under linear function approximation [63]. A
paper on Deterministic Policy Gradients [21] extended the Off-PAC policy gradient theorem [20]
to deterministic policies. This was coupled with a deep neural network to solve continuous control
tasks through Deep Deterministic Policy Gradients [14]. The idea of using actor-critic methods
with deterministic policies was first proposed in 1990 [22]. Here the critic was trained by TD to
predict possibly multi-dimensional rewards, although no policy gradient theorem was formally derived.
All our algorithms are based on the off-policy actor-critic architecture. The two algorithms based on
Q(s, a, θ) can be viewed as analogous to Off-PAC and DPG where the critic is defined for all policies
and the actor is updated following the true gradient with respect to the critic.
9 Limitations and future work
9.1 Algorithms based on V (θ) and V (s, θ):
One limitation of our work is the way we parse the parameters of the policy as an input to the value
function. Embeddings similar to those used in Policy Evaluation Networks [17] may be useful not
only for saving memory and computational time, but also for preventing the loss of useful information
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when deep neural networks are used as policies. We intend to experimentally evaluate the benefits of
such embeddings in our actor-critic architecture.
Another interesting direction of research concerns the convergence analysis of our off-policy actor-critic
when Vw(θ) or Vw(s, θ) are assumed to be linear.
9.2 Algorithms based on Q(s, a, θ)
So far we have not yet experimentally analyzed Algorithms 3 and 4. We plan to compare them to
Off-PAC and DPG, to assess potential benefits of following exact policy gradients. In Appendix B
we derive a class of functions for Q compatible with the policy parameterization. This can be used
to derive theoretical guarantees for these algorithms under certain assumptions.
9.3 Algorithms for POMDPs
In POMDPs, policy embeddings might greatly improve learning and dealing with the non-linearity of
RNNs. We plan to experimentally analyze the potential benefits and drawbacks of avoiding BPTT.
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A Implementation details
Here we present implementation details of Algorithms 1, 2 and 5.
A.1 Algorithm 1
The policy is represented by a Feedforward Neural Network (FNN) consisting of one hidden layer and
32 neurons with tanh activation. Linear policies are represented by a linear deterministic function
from states to actions. The value function is represented by an FNN consisting of two hidden layers
and 512 neurons with ReLu activation [64] and Layer Normalization [65]. The batch size is 16. Data
are sampled uniformly from the replay buffer. The value function and policy are updated offline
through 10 gradient steps after every episode. We use the Adam optimizer [66] for both the policy
and the value function with a fixed learning rate 1e− 3. The noise we add to the policy is sampled
from a standard gaussian distribution. The policy and the value function are initialized using Xavier
uniform initialization [67].
A.2 Algorithm 2
The policy is represented by an FNN consisting of one hidden layer and 32 neurons with tanh
activation. Linear policies are represented by a linear deterministic function from states to actions.
The value function is represented by a FNN consisting of two hidden layer and 512 neurons with ReLu
activation [64] and Layer Normalization [65]. The batch size is 128. Data are sampled uniformly
from the replay buffer, which stores the last 100000 transitions. The value function is updated offline
through 500 gradient steps after every 1000 interactions with the environment. Every 25 gradient
steps for the value function, the policy is updated through a single gradient step. We use the Adam
optimizer [66] for both the policy and the value function with a fixed learning rate 1e-3. The noise
we add to the policy is sampled from a standard gaussian distribution. The discount factor γ is
set to 0.9999. The policy and the value function are initialized using Xavier uniform initialization [67].
A.3 Algorithm 5
The policy is represented by an LSTM with a single neuron. The value function is represented
by an FNN consisting of 4 hidden layers and 128 neurons with ReLu activations [64] and Layer
Normalization [65]. The batch size is 64. Data are sampled choosing half of the batch size uniformly
and half from the most recently collected pairs (θ, l). At each iteration, 100 sequences with different
values and lengths are generated. Then a forward pass with LSTM is performed. The average loss is
computed and stored in the replay buffer. The value function and the LSTM are updated through
one gradient step after every iteration. We use the Adam optimizer [66] with fixed learning rate of
3e-3 for the policy and 1e-3 for the value function. Every time we process a batch of sequences, we
perturb with probability 0.5 the parameters of the LSTM, choosing θ˜ = θ + ,  ∼ N (0, 0.1I). The
test set consists of 200 sequences independently generated in line with the distribution of the training
set. The LSTM trained with BPTT has the same architecture and batch size as the one trained
with the parameter-based value function. All the neural nets are initialized using Xavier uniform
initialization [67].
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B Compatible function approximation
If we approximate the true Q(s, a, θ) with a function Qw(s, a, θ), we need to ensure that the
approximator will follow the gradient of the true Q(s, a, θ). Here we derive a class of functions
compatible with this objective.
B.1 Stochastic case
Theorem B.1. Let piθ(a|s) be stochastic. A function approximator Qw(s, a, θ) is compatible with
the policy parametrization piθ(a|s), i.e.
∇θJ(piθ) =
∫
S
dpib(s)
∫
A
piθ(a|s)[Q(s, a, θ)∇θ log piθ(a|s) +∇θQ(s, a, θ)] da ds (1)
=
∫
S
dpib(s)
∫
A
piθ(a|s)[Qw(s, a, θ)∇θ log piθ(a|s) +∇θQw(s, a, θ)] dads (2)
if:
1.
Qw∗(s, a, θ) = ∇θ log piθ(a|s)w∗1 + θw∗2 (3)
where w∗ = [w∗1 ;w∗2 ].
2. w∗1 is minimising:
w∗1 = arg min
w1
MSE(θ, w1, w
∗
2) =
∫
S
dpib(s)
∫
A
piθ(a|s)(Q(s, a, θ)−Qw(s, a, θ))2 da ds (4)
3. w∗2 is minimising:
w∗2 = arg min
w2
MSE(θ, w∗1 , w2) =
∫
S
dpib(s)
∫
A
piθ(a|s)(∇θQ(s, a, θ)−∇θQw(s, a, θ))2 da ds (5)
Proof. When the process described by equations 4 and 5 converges to a local optimum, we have:
0 = ∇w1
∫
S
dpib(s)
∫
A
piθ(a|s)(Q(s, a, θ)−Qw(s, a, θ))2 dads (6)
=
∫
S
dpib(s)
∫
A
piθ(a|s)(Q(s, a, θ)−Qw(s, a, θ))∇w1Qw(s, a, θ) dads (7)
=
∫
S
dpib(s)
∫
A
piθ(a|s)(Q(s, a, θ)−Qw(s, a, θ))∇θ log piθ(a|s) dads (8)
and
0 = ∇w2
∫
S
dpib(s)
∫
A
piθ(a|s)(∇θQ(s, a, θ)−∇θQw(s, a, θ))2 dads (9)
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=∫
S
dpib(s)
∫
A
piθ(a|s)(∇θQ(s, a, θ)−∇θQw(s, a, θ))∇w2∇θQw(s, a, θ) dads (10)
=
∫
S
dpib(s)
∫
A
piθ(a|s)(∇θQ(s, a, θ)−∇θQw(s, a, θ))1 dads (11)
Subtracting 8 and 11 from 1:
∇θJ(piθ) =
∫
S
dpib(s)
∫
A
piθ(a|s)[Q(s, a, θ)∇θ log piθ(a|s) +∇θQ(s, a, θ)] dads (12)
−
∫
S
dpib(s)
∫
A
piθ(a|s)(Q(s, a, θ)−Qw(s, a, θ))∇θ log piθ(a|s) dads (13)
−
∫
S
dpib(s)
∫
A
piθ(a|s)(∇θQ(s, a, θ)−∇θQw(s, a, θ)) dads (14)
=
∫
S
dpib(s)
∫
A
piθ(a|s)[Qw(s, a, θ)∇θ log piθ(a|s) +∇θQw(s, a, θ)] dads (15)
B.2 Deterministic case
Theorem B.2. Let piθ(a|s) be deterministic. A function approximator Qw(s, a, θ) is compatible with
the policy parametrization piθ(a|s), i.e.
∇θJ(piθ) =
∫
S
dpib(s)[∇aQ(s, a, θ)∇θpiθ(a|s) +∇θQ(s, a, θ)] ds (16)
=
∫
S
dpib(s)[∇aQw(s, a, θ)∇θpiθ(a|s) +∇θQw(s, a, θ)] ds (17)
if:
1.
Qw∗(s, a, θ) = ∇θpiθ(a|s)aw∗1 + θw∗2 (18)
where w∗ = [w∗1 ;w∗2 ].
2. w∗1 is minimising:
w∗1 = arg min
w1
MSE(θ, w1, w
∗
2) =
∫
S
dpib(s)(∇aQ(s, a, θ)−∇aQw(s, a, θ))2 ds (19)
3. w∗2 is minimising:
w∗2 = arg min
w2
MSE(θ, w∗1 , w2) =
∫
S
dpib(s)(∇θQ(s, a, θ)−∇θQw(s, a, θ))2 ds (20)
23
Proof. When the process described by equations 19 and 20 converges to a local optimum, we get:
0 = ∇w1
∫
S
dpib(s)(∇aQ(s, a, θ)−∇aQw(s, a, θ))2 ds (21)
=
∫
S
dpib(s)(∇aQ(s, a, θ)−∇aQw(s, a, θ))∇w1∇aQw(s, a, θ) ds (22)
=
∫
S
dpib(s)(∇aQ(s, a, θ)−∇aQw(s, a, θ))∇θpiθ(a|s) ds (23)
and
0 = ∇w2
∫
S
dpib(s)(∇θQ(s, a, θ)−∇θQw(s, a, θ))2 ds (24)
=
∫
S
dpib(s)(∇θQ(s, a, θ)−∇θQw(s, a, θ))∇w2∇θQw(s, a, θ) dads (25)
=
∫
S
dpib(s)(∇θQ(s, a, θ)−∇θQw(s, a, θ))1 ds (26)
Subtracting 23 and 26 from 16:
∇θJ(piθ) =
∫
S
dpib(s)[∇aQ(s, a, θ)∇θpiθ(a|s) +∇θQ(s, a, θ)] ds (27)
−
∫
S
dpib(s)(∇aQ(s, a, θ)−∇aQw(s, a, θ))∇θpiθ(a|s) ds (28)
−
∫
S
dpib(s)(∇θQ(s, a, θ)−∇θQw(s, a, θ)) ds (29)
=
∫
S
dpib(s)[∇aQw(s, a, θ)∇θpiθ(a|s) +∇θQw(s, a, θ)] ds (30)
24
