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SUMMARY
In the studies presented in this thesis, we examine hydrodynamics of saltmarsh
ecosystems at two spatial scales. The first is an assessment of tidally-driven sur-
face flow through the saltmarsh. We find substantial water level differences between
the estuary channel and the neighboring saltmarsh and correspondingly large pres-
sure gradients, which strongly affect the flow in the marsh. At one marsh location,
where the flow is unrestricted by bathymetry, the pressure gradient governs the flow
through the marsh vegetation. At this location, the flow is effectively modeled as a
balance between the pressure gradient force and the drag force due to marsh vegeta-
tion and bottom stress using the Darcy-Weisbach/Lindners equations developed for
flow-through-vegetation analysis in open channel flow.
The second is an examination of the concentration field and turbulent mixing of
meandering turbulent plumes, which are commonplace in both natural settings and
in engineering applications. While much is known about the concentration field and
turbulent mixing in straight plumes, comparatively little is understood regarding the
dynamics of meandering plumes - partially due to the difficulty in separating the
plume meander fluctuations from the turbulent fluctuations. To address this, we
acquired simultaneous laser induced fluorescence (LIF) and particle image/tracking
velocimetry (PIV/PTV) data of a phase-locked meandering plume as well as LIF for
a straight plume for comparison. Analysis of the LIF data reveals that, compared to
the straight plume, the centerline concentration of the meandering plume decreases
more rapidly with distance downstream, and the plume width increases more rapidly
with distance downstream, resulting in more rapid dilution of tracer concentration.
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The PIV velocity analysis indicates the large-scale alternating vortices induced by
the diverting plate are the dominant feature of the meandering plume, forcing the
plume meander as well as governing the spatial variation of the mean concentra-
tion, Reynolds stress, turbulent kinetic energy (TKE), and turbulent flux. Finally,
comparison of the turbulent flux measurements with the mean concentration field in-
dicates that the eddy-diffusion hypothesis effectively models the turbulent flux in the
plume. We found that when the plume width is less than the size of the large-scale
alternating vortices, the eddy-diffusion coefficient scales with the plume width to the
3/4 power, and when it is greater than the size of the large-scale alternating vortices
eddy-diffusion coefficient is constant (Ky0 = 0.15Hu
∗), where H is water depth and
u∗ is the shear velocity.
As turbulence plays a key role in both flow through vegetation and the dynamics
of turbulent plumes, the ability to describe and quantify turbulence is a key aspect of
any hydrodynamic analysis in saltmarsh ecosystems. Unfortunately for field studies
in estuarine and coastal settings, calculating turbulence characteristics, such as the
Reynolds stress, TKE, and turbulence intensity, is complicated by the orbital velocity
of surface waves remaining after subtraction of the mean velocity. In the final portion
of this thesis, a new single-instrument method for removing wave bias from Reynolds
stress estimates is proposed. This method is compared to two frequency-domain-
based single-instrument techniques and a two-instrument method that uses a linear-
filtration procedure of data collected from an adjacent instrument to remove the wave
signal. The method proposed in this study offers superior performance over the other
single-instrument techniques in shallow water, comparing favorably with the two-
instrument method and thereby offering a more financially and logistically efficient




Saltmarshes in coastal estuaries are highly diverse, valuable, and productive ecosys-
tems. The health of the estuarine and saltmarsh ecosystems and the benefits they
provide are mediated, in large measure, by the hydrodynamics of the estuary, which
are in turn influenced by the topographic and bathymetric features of the estuary. For
example, the vegetation of estuarine saltmarshes can dampen wave and current en-
ergy from offshore storm systems (e.g., hurricanes), thereby acting as a buffer between
these storms and the adjacent uplands [Allen, 2000, Gedan et al., 2011, Spalding et al.,
2013]. Dampened estuarine currents allow the estuaries to serve as nursery habitats
for numerous shellfish and fish species. Additionally, tidal hydrodynamics facilitate
the transport of vital nutrients and tracers into and out of the estuary (during flood
and ebb tides), affecting both inshore and offshore vegetation and animals [Alongi
and Robertson, 1995, Mathieson et al., 2000, Mann and Lazier, 2006]. At smaller
scales, turbulent flow downstream of biotic structures, such as oyster reefs, has been
shown to affect foraging success of various predators [Ferner and Weissburg, 2005,
Wilson and Weissburg, 2013] and the ability of the prey to detect predators [Smee
and Weissburg, 2006].
1.1 Flow in the Vegetated Marsh
Significant effort has been devoted to understanding estuarine hydrodynamics
at a variety of scales. At the scale of the full estuary, many studies attempt to
model the tidally-driven flow of water into and out of the estuary. Perhaps the
most critical role of these modeling studies is estimating the net flux of sediment or
tracer quantities either through the estuary or between the estuary and the ocean. In
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particular, the relative strength and duration of flood and ebb tide governs whether
sediment, nutrients, and tracers move into or out of the estuary [Dronkers, 1986,
Blanton et al., 2002]. Net flux of sediment out of the estuary (resulting from larger ebb
tidal currents than flood tidal currents) has been linked to the presence of extensive
vegetated saltmarshes adjacent to the estuary channels[Boone and Byrne, 1981, Speer
and Aubrey, 1985, Dronkers, 1986, Friedrichs and Aubrey, 1988, Parker, 1991, Blanton
et al., 2002, Zheng et al., 2003, Bruder et al., 2014]. However, despite its obvious
importance to the estuary flow characteristics, the flows in the vegetated saltmarsh
and between the saltmarsh and the neighboring estuarine channel are significantly less
understood than the flows in the estuarine channels themselves, or in the network of
tidal creeks that branch into the marsh [Allen, 2000, Mazda et al., 2007, Horstman
et al., 2013].
The principle challenges to field studies investigating flow in the vegetated salt-
marsh are the difficulty of (1) making flow measurements in the dense vegetation,
and (2) acquiring sufficiently accurate water surface elevation measurements to quan-
tify the forcing pressure gradient over comparatively small length scales [Horstman
et al., 2013]. Consequently, although modeling results have shown that a channel-to-
saltmarsh pressure gradient (i.e., differential water levels between the estuary main
channel and the adjacent saltmarsh) was responsible for the surface transport of wa-
ter between the saltmarsh and the neighboring channel at high spring tide [Bruder
et al., 2014], we are aware of only a single published field study [Vandenbruwaene
et al., 2015] that shows the presence of the differential water level. Further, the flow
between the saltmarsh and the neighboring channel in Bruder et al. [2014] is very
sensitive to the parameterization of the bottom stress in the marsh. However, these
tidal modeling studies (e.g. Kjerfve et al. [1991], Huang et al. [2008], Bruder et al.
[2014]) are unable to validate their parameterization of the vegetation-induced bottom
stress in the marsh. This is due to the lack of direct flow measurements in the dense
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vegetation coupled with the dearth of precise water surface elevation measurements
in the marsh, which make it difficult to relate the flow through the saltmarsh vegeta-
tion to the quantitative relationships between the pressure-gradient and the velocity
developed for pressure gradient-driven flow through vegetation in flumes. In this
study we will explore the relationship between the pressure gradient and
the flow through the saltmarsh vegetation in the high marsh and apply a
flume-developed flow-through-vegetation formulation to the problem.
1.2 Scalar Plumes with Meander
At smaller scales, the movement of scaler quantities (such as chemical tracer)
in a variety of flows, including estuarine flows, is an area of substantial interest. A
release of a scalar quantity into a mean flow field of sufficiently high Reynolds number
results in a turbulent plume, which is commonplace in both natural settings and in
engineering applications [Crimaldi et al., 2002]. Odorant plumes from a food source
tracked by crustaceans [Weissburg and Zimmer-Faust, 1993, 1994, Moore and Grills,
1999] and chemical releases from underwater munitions [Webster, 2007] are examples
of turbulent plumes of scalar quantities that may be encountered in estuarine or
coastal settings.
In many applications (such as the crustacean tracking example) the plume may be
released near the bed, in which case the plume interacts with the bottom turbulent
boundary layer. The dynamics of straight plumes (i.e., transport by a uni-directional
mean flow) developing in a turbulent boundary layer have been extensively studied
in laboratory settings [Fackrell and Robins, 1982, Bara et al., 1992, Yee et al., 1993,
Crimaldi and Koseff, 2001, Crimaldi et al., 2002, Webster et al., 2003, Rahman and
Webster, 2005, Crimaldi and Koseff, 2006] and their dynamics are comparatively well
understood. The studies consider (among other things) the transverse and vertical
profiles of the time-averaged concentration and concentration variance at positions
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downstream of the plume source and whether these profiles are self-similar. Many
studies also present PDF’s of the concentration at various locations within the plume,
which can be easily compared to field study results. In particular, these PDF’s are
commonly presented in field studies of scalar plumes released into the atmospheric
boundary layer [Murlis and Jones, 1981, Jones, 1983, Murlis, 1986, Hanna and Insley,
1989, Mylne, 1992, 1993, Yee et al., 1994, 1995].
While much is known regarding the dynamics of straight plumes, many naturally
occurring plumes meander, which is defined as large scale movement of the plume cen-
terline. This phenomena is most commonly observed in atmospheric plumes [Thomp-
son and Gower, 1977, Sykes, 1984, Wilson et al., 1985, Hanna, 1986, DeFelice et al.,
2000], but also would be expected to occur in flows that naturally oscillate, such as
the wake flow past a cylinder (the von Karmen vortex street) or other bluff body (e.g.
islands in coastal seas or estuaries - Wolanski et al. [1984], Ingram and Chu [1987],
Cramp et al. [1991], Fong and Stacey [2003]). Many of the studies that attempt to
describe meandering atmospheric plumes struggle to separate fluctuations due to the
movement of the plume centerline from the turbulent fluctuations [Yee et al., 1994,
Luhar et al., 2000, Reynolds, 2000, Yee and Wilson, 2000, Franzese, 2003, Mortarini
et al., 2009, Nironi et al., 2015, Marro et al., 2015, Mortarini et al., 2009]. In an
attempt to model the plume, many of these studies resort to convolutions of a PDF
of the location of the plume centerline (or the instantaneous location of the cloud
centroid) with a PDF of the concentration in a frame of reference along the instanta-
neous centerline, under the assumption that the two are uncorrelated. In this study,
we will begin to fill in the knowledge gap regarding the structure and mix-
ing of a meandering near-bed turbulent plume (released downstream of
an oscillating bluff body). The fixed-frequency paddle motion allows the
measurements to be phase-locked, which in turn allows us to separate the
large scale plume meander from turbulent fluctuations. The mixing and
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mechanics will be compared to the results for a near-bed straight plume.
1.3 Removing Wave Bias from Reynolds Stress Estimates
The flow through vegetation and the mixing and mechanics of both straight and
meandering plumes are critically affected by turbulence. In the case of flow through
vegetation the turbulence in the wake of the plants mediates the drag experienced
by the flow. Additionally, the tracer mixing in a turbulent plume is dominated by
the turbulent flux of the scalar quantity as opposed to the molecular diffusion of the
tracer. The rapid mixing of scalars is in fact a defining characteristic of turbulent
flows [Tennekes and Lumley, 1972].
As a result, the ability to describe and quantify the turbulence is a key aspect
of any hydrodynamic analysis, and estuarine and coastal hydrodynamics are no ex-
ception. Unfortunately for field studies in estuarine and coastal settings, calculat-
ing turbulence characteristics, such as the Reynolds stress, turbulent kinetic energy
(TKE), and turbulence intensity, is complicated by the presence of surface waves.
Wave velocity is orbital in nature, thus simple subtraction of the mean velocity defines
a fluctuation that includes both a wave and a turbulence component [Dean and Dal-
rymple, 1991, Trowbridge, 1998]. The orbital wave motions do not directly contribute
to the turbulent mixing of momentum or tracer. Therefore, they must be removed
from the estimates of turbulent flow characteristics to properly describe the mechan-
ics and mixing. Further exacerbating the issue, surface waves in coastal environments
frequently contain several orders of magnitude more energy than the turbulent fluc-
tuations [Grant et al., 1984, Grant and Madsen, 1986, Huntley and Hazen, 1988,
Trowbridge, 1998]. Thus, additional data processing is required to separate the tur-
bulence and wave components, else estimates of the Reynolds stresses and TKE will
drastically overstate the true value as a result of the wave contamination.
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Perhaps the most accepted data processing techniques are the family of two-
instrument techniques following the velocity differencing methodology of Trowbridge
[1998], e.g., Trowbridge [1998], Shaw and Trowbridge [2001], and Feddersen and
Williams [2007], which have proven effective in the offshore [Shaw and Trowbridge,
2001] and nearshore [Feddersen and Williams, 2007] regions. However, as the name
suggests, these techniques require two instruments placed nearby to simultaneously
measure what is effectively the same signal. Obviously, it is desirable from both a
financial and logistical standpoint to make use of a technique that requires a single
instrument. Single-instrument techniques have been proposed that rely on frequency
domain analysis to separate the wave signal from the turbulence signal [Bricker and
Monismith, 2007, Wilson et al., 2013], but they suffer in effectiveness if the wave
motions occupy the same frequency range as the turbulent fluctuations contributing
to the Reynolds stress [Trowbridge, 1998]. Unfortunately, this is a common occur-
rence in many oceanic flow situations including coastal estuaries. Consequently,
we propose a new single-instrument method for removing wave bias from
Reynolds stress estimates based upon the linear filtration scheme of Shaw
and Trowbridge [2001] as opposed to a frequency-based decomposition.
We will compare this new method to two published frequency-based single-
instrument techniques [Bricker and Monismith, 2007, Wilson et al., 2013]
and a published two-instrument technique [Feddersen and Williams, 2007].
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CHAPTER II
THE HYDRODYNAMICS OF SURFACE TIDAL FLOW
EXCHANGE IN SALTMARSHES
2.1 Abstract
Modeling studies of estuary circulation show great sensitivity to the water ex-
change into and out of adjacent marshes, yet there is significant uncertainty in re-
solving the processes governing marsh surface flow. The objective of the study pre-
sented in this chapter is to measure the estuary channel-to-saltmarsh pressure gra-
dient and to guide parameterization for how it affects the surface flow in the high
marsh. Current meters and high-resolution pressure transducers were deployed along
a transect perpendicular to the nearby Little Ogeechee River in a saltmarsh adja-
cent to Rose Dhu Island near Savannah, Georgia, USA. The vertical elevations of
the transducers were surveyed with static GPS to yield high accuracy water surface
elevation data. It is found that water level differences between the Little Ogeechee
River and neighboring saltmarsh are up to 15 cm and pressure gradients are up to
0.0017 m of water surface elevation change per m of linear distance during rising
and falling tides. The resulting Little-Ogeechee-River-to-saltmarsh pressure gradient
substantially affects tidal velocities at all current meter locations. At the velocity
measurement station located closest to the Little Ogeechee River bank, the tidal ve-
locity is nearly perpendicular to the bank. At this location, surface flow is effectively
modeled as a balance between the pressure gradient force and the drag force due to
marsh vegetation and bottom stress using the Darcy-Weisbach/Lindners equations
developed for flow-through-vegetation analysis in open channel flow. The study thus
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provides a direct connection between the pressure gradient and surface flow veloc-
ity in the high marsh, thereby overcoming a long-standing barrier in directly relating
flow-through-saltmarsh studies to flow-through-vegetation studies in the open channel
flow literature.
2.2 Introduction
Saltmarshes are valuable and productive ecosystems that serve as storm buffers,
fish nurseries, and nutrient sources, and they play a significant role in the dynamics
of estuary circulation. The limited amount of precise field data on the spatial vari-
ation of water surface elevation in estuarine creeks, channels, and in particular high
marshes, is a critical gap in the understanding of saltmarsh hydrodynamics. The lack
of data negatively impacts our ability to assess the effect of vegetation on surface
water flow and accurately estimate the bottom stress in these settings. For instance,
modeling results show that a channel-to-saltmarsh pressure gradient (i.e., differen-
tial water levels between the estuary main channel and the adjacent saltmarsh) is
responsible for surface transport of water between the saltmarsh and the channel at
high spring tide [Bruder et al., 2014]. However, the modeling results are based on
non-validated assumptions and the resulting pressure-gradient-driven surface flows
show great sensitivity to the parameterization of the bottom stress, in agreement
with earlier modeling results [Kjerfve et al., 1991]. Therefore, detailed measurements
of the pressure gradient and corresponding surface flows, together with application of
appropriate hydrodynamic models, are needed to improve our understanding of the
flow into and out of the high marsh.
In an effort to determine the effect of vegetation on the transition from channelized
flow to sheet flow on the marsh platform, Vandenbruwaene et al. [2015] directly
measured the velocity of the surface flow and estimated the water surface elevation
in a high marsh. Their study is the only published field measurements we are aware
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of that show the presence of differential water levels between the high marsh and the
adjacent main channel in a saltmarsh. No study to our knowledge has attempted to
quantitatively relate the corresponding pressure gradient to the sheet flow through
the high marsh vegetation.
Analyses of the effects of variable marsh friction (i.e., variable marsh vegetation)
on the mean flow in tidal creeks and deeper estuary channels are predominantly re-
stricted to modeling studies [Kjerfve et al., 1991, Rinaldo et al., 1999a,b, Bruder
et al., 2014]. Attempts to quantify water surface elevations on high marsh platforms
(and thus quantify the pressure gradient between the high marsh and the creeks and
channels) are also chiefly limited to modeling studies [Kjerfve et al., 1991, Rinaldo
et al., 1999a,b]. Unfortunately, due to the paucity of available field data, these mod-
els were unable to validate their results in the high marsh. The principal gaps in
current knowledge are the lack of available water surface elevation measurements, the
lack of directly observed flow patterns (although see Temmerman et al. [2012] and
Vandenbruwaene et al. [2015]), and an inability to verify the models parameterization
of the bed/vegetation friction (e.g., through Mannings n or drag-coefficient formula-
tions; Kjerfve et al. [1991], Huang et al. [2008], Bruder et al. [2014]). We note that
several recent studies have focused on the dissipation of wave energy by the marsh
vegetation rather than addressing the relationship between the mean surface flow and
bed/vegetation friction [Lowe et al., 2005, Augustin et al., 2009, Riffe et al., 2011,
Wu, 2014]. Thus, the objective of this study is to determine the estuary channel-to-
saltmarsh pressure gradient and to evaluate how it affects the surface flow in the high
marsh.
2.2.1 Background
Studies on water movement in saltmarshes generally have focused on one of three
areas: the surface flow in the network of branching tidal creeks (e.g., Bayliss-Smith
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et al. [1979], French and Stoddart [1992], Allen [1994]), the surface flow high in
the marsh platform [Eiser and Kjerfve, 1986, Leonard and Luther, 1995], and the
groundwater flow [Howes and Goehringer, 1994, Gardner et al., 2002, Gardner, 2005,
Wilson and Gardner, 2006]. The flow in tidal creeks depends on the water surface
elevation relative to the marsh bathymetry. For low relative water surface elevation,
the creeks remain below bankfull and the flow velocity is small, ∼ 0.1 − 0.2 m/s
[Bayliss-Smith et al., 1979, Pethick, 1980, Healey et al., 1981, Dankers et al., 1984,
French and Stoddart, 1992, Leopold et al., 1993, Allen, 1994, Pringle, 1995]. The
water surface elevation (i.e., pressure gradient) slopes into the tidal creek during
flood and towards the ocean during ebb [Leopold et al., 1993]. For high relative
water surface elevation, the flow velocity in the creeks remains small while the creek
is below bankfull and peaks at much larger values (∼ 1 m/s) once the marsh is
flooded [Bayliss-Smith et al., 1979, Pethick, 1980, Healey et al., 1981, Dankers et al.,
1984, French and Stoddart, 1992, Allen, 1994, Pringle, 1995, Rinaldo et al., 1999a,b].
Some studies observed pulses in the tidal creek velocity, which correspond to sudden
changes in velocity as the marsh is flooded (e.g., Temmerman et al. [2005a], Torres
and Styles [2007]). Similar pulses also have been observed as the creek itself initially
flooded or became dry [Hazelden and Boorman, 1999]. Consistent with low relative
water surface elevation conditions, the pressure gradient in high relative water surface
elevation conditions slopes into the tidal creek during flood and towards the ocean
during ebb [Healey et al., 1981, French and Stoddart, 1992].
Regarding the hydrodynamics on the high marsh platform, Allen [2000] writes,
“the local hydraulics of channels has undoubtedly been over-emphasized at the ex-
pense of what are in effect tidal floodplains.” Allen [2000] acknowledges that studies
considering flow on the high marsh platform face formidable challenges due to the diffi-
culty in accurately measuring small gradients in the water surface elevation [Horstman
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et al., 2013] and the difficulty in making direct flow measurements in dense vegeta-
tion [Mazda et al., 2007]. Flow velocities across the high marsh surface are much
smaller than in the creeks (∼ 0.01 − 0.1 m/s) and decrease in proximity of bathy-
metric obstacles [Eiser and Kjerfve, 1986, Wang et al., 1993, Allen, 1994]. The flow
is generally governed by the bathymetry of the high marsh [Eiser and Kjerfve, 1986,
Davidson-Arnott et al., 2002, Temmerman et al., 2005b], the pressure gradient from
the slope in the water surface elevation [Kjerfve et al., 1991, Bruder et al., 2014], and
the vegetation characteristics [Leonard and Luther, 1995, Temmerman et al., 2012].
At low relative water surface elevation, the flow essentially follows the high marsh
bathymetry [Eiser and Kjerfve, 1986, Davidson-Arnott et al., 2002]. As the relative
water surface elevation becomes higher, currents in the high marsh begin to behave
more analogously to sheet flow [Temmerman et al., 2005a, Vandenbruwaene et al.,
2015] and are effectively forced by the water surface elevation slope between neigh-
boring positions [Kjerfve et al., 1991, Bruder et al., 2014, Vandenbruwaene et al.,
2015]. This interplay between bathymetry-driven flow and sheet flow is also observed
in estuaries dominated by mangrove swamps (e.g., Aucan and Ridd [2000], Mazda
et al. [2005], Horstman et al. [2013]). In all cases, the flow is mediated by the char-
acteristics of the vegetation and the relative water surface elevation [Leonard and
Luther, 1995, Temmerman et al., 2012, Vandenbruwaene et al., 2015]. When vegeta-
tion is partially submerged, the mean velocity depends on the plant morphology and
density [Leonard and Luther, 1995]. For deeply submerged vegetation, the flow is
characterized by a two-layer velocity profile [Leonard and Luther, 1995]. The bottom
layer extends from the bed to the approximate height of the vegetation stems, and
the flow characteristics are similar to the partially-submerged case. The upper layer
is a logarithmic-law turbulent boundary layer that extends from essentially the top
of the vegetation to the free surface Leonard and Luther [1995].
Groundwater flow rates in marshes are typically substantially smaller than flow
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rates on the surface [Wolanski and Elliott, 2015]. However, the authors noted that
groundwater flow is a critical area of study because it influences the soil properties
and fluid salinity. Salinity is governed by a combination of marsh soil porosity, upland
groundwater level, and tidal inundation [Wolanski and Elliott, 2015]. The water table
and salinity respond rapidly to precipitation and tidal inundation, as groundwater
moves rapidly through saltmarshes [Gardner et al., 2002, Gardner, 2005, Wolanski
and Elliott, 2015]. It is important to note that rapid changes occur in response to the
tide in areas that are not inundated due to tidal effects on subsurface pore pressure
gradients [Gardner et al., 2002, Gardner, 2005, Wilson and Gardner, 2006]. Model
results suggest that the majority of the direct groundwater interaction with seawater
occurs during the recharge and drainage of groundwater along the banks of tidal
creeks that branch into the marsh [Gardner, 2005, Wilson and Gardner, 2006].
2.3 Materials and Methods
A field experiment was conducted in the tidal marsh adjacent to Rose Dhu Island
near Savannah, Georgia, USA (Figure 2.1) from 2 November 2014 to 6 November
2014, coinciding with the largest spring tide in November 2014. The project site was
selected due to the availability of numerical model data of water levels [Bomminayuni
et al., 2012, Bruder et al., 2014] and previously-collected bathymetric/topographic
and vegetation data.
Three Onset HOBO pressure transducers (PTs), two Acoustic Doppler Velocime-
ters (ADVs, Nortek Vector Nortek AS, Rud, Norway) and a current profiler (Nortek
Aquadopp HR-profiler) were deployed along a transect perpendicular to the Little
Ogeechee River in the tidal marsh. The ADVs measure the fluid velocity at essen-
tially a point in the flow, whereas the Aquadopp measures the flow velocity in a series
of evenly-spaced vertical bins. Instrument locations are shown in Figure 2.1. The PTs
were housed in custom-made PVC stands (Figure 2.2). The stands aluminum plate
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prevented instrument settling during the deployment cycle and the bolt/dive-weight
assembly fixed the vertical elevation of the PTs within the stand. The three PTs were
surveyed daily with static GPS for at least two hours. Additionally, a GPS base sta-
tion, located on the nearby fixed dock, was surveyed daily for at least eight hours to
improve GPS vertical elevation accuracy during post-processing. The GPS antennae
were Ashtech Duel Frequency Marine Antenna (Ashtech S.A.S., Carquefou, France)
that were connected to either Ashtech ProFlex 500 GS or Z-Surveyor receivers and
were programmed to record internally at 10 sec intervals. Further, the ADV and
Aquadopp locations were surveyed daily using a total station. The water salinity was
measured near the surface from the dock (Figure 2.1) at 4:15 PM on 3 November
2014 and 11:35 AM on 6 November 2014 and was 25.7 and 26.3, respectively.
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Figure 2.1: Map showing the locations of the six stations (courtesy of Google Earth).
The instrument transect is shown as a dashed black line. Rose Dhu Island is out-
lined in red in the upper left image and shown as a yellow triangle on a map of
the southeastern United States in the bottom right image. The lower left panel is
the bathymetry (or topography, if exposed) along the transect in NAVD88. Green
squares denote data points and the dashed gray line is the approximate bathymetry
in the data gap. For reference, GPS coordinates for station D are Lat: 31◦ 55′ 11.62”
N Long: 81◦ 8′ 20.99” W. Imagery data from 20 November 2014.
Field data collected at this site also included Spartina alterniflora vegetation sur-
veys at 25 locations (1 m × 1 m quadrats) across the marsh (within 0.6 km of the
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transect) conducted in December 2010. The data consisted of the number of stalks
in each quadrat and the diameter of at least ten randomly-selected stalks. Visual
comparison of the 2014 experiment and 2010 survey periods at ground level and via
Google Earth images (20 November 2014 vs. 28 January 2011) indicate little change
in the gross vegetation patterns.
2.3.1 Pressure to Water Surface Elevation
The PTs measured absolute pressure and temperature every 30 sec. To convert the
absolute pressure to gauge pressure, atmospheric pressure readings from the nearby
(∼ 13 km away) weather station at Skidaway Institute of Oceanography were em-
ployed. Gauge pressure was converted to water depth above the PT by assuming the
pressure variation in the vertical direction was solely due to hydrostatic effects. The
water density was determined from the PT temperature measurement and the salinity
measured at the dock, which was assumed to be equal to the salinity in the vicinity
of the PTs. Temperature and salinity were assumed to be vertically homogeneous.
To improve the accuracy of the absolute pressure readings (and thus the estimated
water surface elevation), the three PTs were calibrated in a 1 m deep tank at seven
temperatures, ranging from 12 to 26 ◦C. Linear calibration curves were developed to
calculate the pressure difference between two of the PTs (stations A and D) and the
third reference PT (station F) as a function of temperature. These curves were used
during data processing to adjust the pressure data to a common reference pressure.
The standard deviations of the mean pressure difference between the PTs at stations
A and D and the reference PT at station F were calculated for each calibration
temperature. The difference was found to be less than 10 Pa in all cases, which
corresponded to less than 1 mm of water surface elevation difference. Note that
the ADVs and the Aquadopp are equipped with built-in PTs. Unfortunately, the
accuracy of the built-in PTs is one order-of-magnitude worse than the accuracy of
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the Onset HOBO PTs and is not sufficient to resolve sub-cm water level differences.
The water surface elevation was calculated relative to the NAVD88 vertical datum
by adding the water depth data to the PT elevation using the dimensions of the stand
(shown in Figure 2.2) and the GPS measurement of the antenna position. To arrive at
sufficiently accurate water surface elevation measurements, the GPS measurements
were post-processed using GrafNet (NovAtel, Calgary, Alberta, Canada), treating
the GPS system as a stationary closed loop network. The system included four GPS
antenna/receivers (one at each PT and one on the dock) and several Continuously
Operating Reference Stations (CORS) operated by the U.S. National Geodetic Survey
(NGS). The estimated vertical accuracy from GrafNet was approximately 0.5 cm for
all stations. This level of accuracy was obtained using simultaneous GPS measure-
ments. The vertical positions of the PT stands did not vary during the experimental
periods.
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Figure 2.2: (a) Diagram of a pressure transducer stand, (b) in situ photograph of a
pressure transducer stand during GPS survey, and (c) in situ photograph of an ADV
during deployment.
2.3.2 ADV Data Processing
The ADV measurements have a resolution of 1 mm/s and were collected contin-
uously at 1 Hz. Data collected during low tide (determined by instances of the PT
at station D being dry) were discarded. Following the recommendations of Chanson
et al. [2008] and Wilson et al. [2013], data for which the average correlation coeffi-
cient of the three beams was less than 70% for 45 consecutive samples, or for which
the average over 300 samples of the mean correlation coefficient of the three beams
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dropped below 70%, were discarded. This filtering predominately removed data col-
lected while the instrument was not submerged, and less than 2% of the submerged
instrument data were removed due to filtering. The dominant flow direction (if one
was present) was determined for each ADV. An ellipse was fit to a scatter plot of the
measured east and north velocity components for each ADV, and the major axis of
the resulting ellipse is defined as the “along-stream” flow direction. Correspondingly,
the minor axis is defined as the “cross-stream” direction. Figure 2.3 illustrates this
process for the ADV at station E. Note that the length of the major and minor axis
of this ellipse correspond to plue or minus one standard deviation of the velocity in
the respective axis directions.
Figure 2.3: Scatter plot of the north and east velocity components at station E.
Symbols indicate the measured data, and the ellipse is the best fit to the data. There
are 24, 100 velocity samples included in the plot.
18
2.3.3 Aquadopp Data Processing
Aquadopp measurements were collected at 1 Hz. The Aquadopp returned the
velocity within 10 cm vertical bins, equally spaced from 0.3 to 2.2 m above the
instrument. Dry bins were identified using the built-in PT and temperature gauges
to estimate the water depth above the instrument. All bins in which the water depth
had not reached at least the midpoint of the next highest bin were discarded. The
velocity measurements in each bin were averaged over 30 sec intervals to smooth
out turbulent velocity fluctuations. The flux-per-unit-width (q) was estimated by
summing the velocity in each bin multiplied by the bin height. Flux-per-unit-width
therefore corresponded to the fluid flow through a vertical line extending from the
Aquadopp to the surface. The ellipse fitting technique (Section 2.3.2) combined with
polar histograms of the flux vectors were used to determine the along-stream flow
direction in the Crooked Creek tributary. The horizontal flux vector was rotated to
correspond to the defined along-stream and cross-stream directions.
2.4 Results and Discussion
Tidal flow in and out of the saltmarsh is more complex than the typical behavior
of estuarine channels due to the highly variable bathymetry and vegetation across the
marsh. Further, the comparatively strong Little-Ogeechee-River-to-saltmarsh pres-
sure gradient significantly affects the marsh flow characteristics, as presented below.
A typical tidal cycle in this saltmarsh proceeds as follows (illustrated in Figure 2.4,
which shows the relative water surface elevation at five instances in the tidal cycle):
1. Early Flood: Starting from low tide, the water begins to rise as the tide comes
in. At the earliest stages of rising tide, the water in the Crooked Creek tributary
and the nearby Little Ogeechee River rise at roughly the same rate. The water
progresses into the marsh along the Crooked Creek tributary and the flux-per-
unit-width (at station B see Figure 2.1) begins to increase towards a maximum
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value as the water rises (see Figure 2.5). The ADV at station C becomes inun-
dated after the Aquadopp (at station B) due to the stations higher elevation.
Water at station C initially flows into the marsh towards the northwest along
a small non-vegetated depression (see Figure 2.1).
2. Mid Flood: The water level begins to rise more rapidly in Little Ogeechee River
than in the Crooked Creek tributary. As the water level in Little Ogeechee River
rises above its banks, the high marsh floods from Little Ogeechee River towards
the Crooked Creek tributary. The flow of water from Little Ogeechee River
briefly (i.e., 20 to 30 minutes) forces the flow at station C out of alignment
with the small northwesterly-oriented depression and shifts the flow direction
towards the northeast along the instrument transect (i.e., towards the Crooked
Creek tributary). Station E becomes inundated and the initial velocity at the
instrument is similarly towards the northeast along the instrument transect.
The flux-per-unit-width at station B, which has been increasing with the rising
tide, begins to slow towards a local minimum value (Figure 2.5) as the water
flooding into the marsh from Little Ogeechee River briefly restricts the water
flooding along the Crooked Creek tributary.
3. Late Flood: Before high tide is reached, the water level in the Crooked Creek
tributary (station A) catches up to and exceeds the water level in Little Ogeechee
River (station F). Simultaneously, the flux-per-unit-width in the Crooked Creek
tributary increases towards a local maximum value (smaller than the previous
maximum described in 1. Early Flood, Figure 2.5), and the velocity at station
E switches direction, flowing to the southwest (towards Little Ogeechee River)
along the instrument transect. The velocity at station C returns to the direction
aligned with the depression towards the northwest.
4. Early Ebb: The water level in Little Ogeechee River begins to drop slightly
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before the water level in the Crooked Creek tributary. The water level in Lit-
tle Ogeechee River drops substantially faster, such that the water level in the
Crooked Creek tributary remains higher for the remainder of the tidal cycle.
The water level in the marsh becomes sufficiently higher than that in Little
Ogeechee River to once again temporarily force the flow at station C out of
alignment with the small depression. The flow at station C shifts towards the
southwest along the instrument transect (towards Little Ogeechee River). The
flow at station E remains strongly southwestern towards Little Ogeechee River
until the ADV becomes dry. Concurrently, the flow in the Crooked Creek trib-
utary slows and switches to ebb upon which it follows a more standard tidal
stage-flux pattern (Figure 2.5).
5. Mid-Late Ebb: As the water level in Little Ogeechee River drops below its
banks, the flow at station C returns to alignment along the small depression,
flowing towards the southeast.
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Figure 2.4: Illustration of the tidal flow sequence. The blue shade indicates the
relative water surface elevation at the position along the transect for each stage. The
bathymetry (or topography) along the transect is shown as a dashed grey line. The
compass roses with velocity arrows indicate the velocity direction and magnitude
at the respective instruments (lack of an arrow indicates the instrument was not
submerged during that stage).
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Figure 2.5: Tidal stage (NAVD88) along-stream-flux-per-unit-width (q) diagram
at station B for a 5 November 2014 tidal cycle. Positive values of flux-per-unit-
width denote flood (inundation) and negative values represent ebb (draining). The
color transition indicates time progression from the beginning (green) to end (blue)
of the tidal cycle. The dashed grey line marks the elevation of the bank of the Little
Ogeechee River (1.1 m).
2.4.1 Water Levels and Pressure Gradients
As the narrative of the tidal cycle sequence made clear (illustrated in Figure 2.4),
the differential water level between the high marsh and Little Ogeechee River strongly
affects the flow characteristics at all instrument locations. To quantify the differential
water levels (and corresponding pressure gradients), the water surface elevations at
each PT are shown in Figure 2.6 for a representative tidal cycle.
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Figure 2.6: Water surface elevation (NAVD88) for the tidal cycle shown in Figure
2.5 for each pressure transducer (PT). Flat segments indicate dry periods for the
instrument. If the pressure gradient is the dominant forcing term, then water flows
from the location with higher water surface elevation to the location with lower water
surface elevation, as indicated by the black arrows.
The water levels at the two PTs in the marsh (stations A and D) are nearly
identical over much of the tidal cycle, but the data also reveal some differences. The
water level in Crooked Creek tributary (station A) rises slightly faster and falls more
quickly than the water level in the high marsh (station D), which is to be expected
from the reduced tidal wave propagation speed in the high marsh [Parker, 1991].
In contrast, the water level in Little Ogeechee River (station F) is substantially
different than the water level at either of the two marsh PT stations. The water level
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difference between Little Ogeechee River and the marsh is approximately 7 - 8 cm at
high tide and becomes as large as 15 cm during rising and falling tide. The water level
difference is similar to that observed in Vandenbruwaene et al. [2015] during flood
tide. Given that the distance between stations D and F is less than 90 m, the observed
water surface elevations translate to a substantial Little-Ogeechee-River-to-saltmarsh
pressure gradient.
Another interesting feature in Figure 2.6 is that the water level in the Crooked
Creek tributary and Little Ogeechee River (stations A and F) are very similar at
the beginning of flood tide prior to the inundation of the high marsh. Once the
water level in the Crooked Creek tributary (station A) exceeds the level of the bank,
approximately 0.4 m (Figure 2.1), its rate of rise decreases as the marsh is flooded
until it matches the water level in the high marsh (station D). During ebb tide, the
water surface elevation in the Crooked Creek tributary (Station A) and the high
marsh (Station D) initially decrease at the same rate, then the water level in the
Crooked Creek tributary (Station A) starts to decrease more rapidly. The water
surface elevation in the Crooked Creek tributary (station A) is greater than that in
the Little Ogeechee River (station F) throughout the ebb tide, which indicates the
tributary drains at a slower rate.
2.4.2 Effects of Estuary Channel-to-Saltmarsh Pressure Gradient on Flow
The effect of the Little-Ogeechee-River-to-saltmarsh pressure gradient on the flow
is more subtle at stations B and C than at station E (see Figure 2.1), largely due to the
bathymetry. The effect of the Little-Ogeechee-River-to-saltmarsh pressure gradient at
station B is apparent in the stage versus along-stream flux-per-unit-width (q) diagram
shown in Figure 2.5. Typical estuary channel stage-flux (or velocity) diagrams appear
as a tilted ellipse (with the angle depending on the standing versus progressive nature
of the tidal wave). Therefore, a typical flow is characterized by a single maximum
25
value of flux during flood and a single maximum value of flux during ebb. Figure 2.5
shows an obvious “pulse” in the flood stage, where the flux-per-unit-width reaches
a maximum value, then temporarily decreases and subsequently increases to a local
maximum value before returning to a more standard diagram shape. As described in
the tidal sequence, this brief slowing and local minimum value of flux-per-unit-width
coincided with flow of water from Little Ogeechee River towards the Crooked Creek
tributary due to the higher water level (in Little Ogeechee River) overtopping the
Little Ogeechee River bank. This flow of water essentially retards the flux of water
up the Crooked Creek tributary until the water level in the tributary rises above
the water level in Little Ogeechee River and the tributary flux begins to increase
again. Torres and Styles [2007] observed similar stage diagrams for a tidal creek
near Winyah Bay (Georgetown, South Carolina, USA), in which marsh inundation
was strong enough to temporarily reverse the tidal creek flow, thus producing a tidal
stage diagram in the shape of a figure eight.
The flow at station C appears to be predominately confined to a natural mud-flat
depression (see Figure 2.1) roughly parallel to Little Ogeechee River. However, during
both rising and falling tide, the Little-Ogeechee-River-to-saltmarsh pressure gradient
becomes sufficiently large to redirect the velocity at station C to be perpendicular
to the alignment of the natural depression. The flow direction in these instances is
aligned with the instrument transect towards either the Crooked Creek tributary (if
the Little Ogeechee River water level is higher) or Little Ogeechee River (if the marsh
water level is higher).
The flow at station E is obviously affected by the pressure gradient between sta-
tions D and F. The angle between the along-stream flow direction (i.e., major axis of
the best fit ellipse in Figure 2.3) and the instrument transect is less than 9◦, which
indicates the adjacent PTs were well-placed to capture the pressure gradient driving
the flow at this location. Figure 2.7 plots the along-stream velocity, averaged over 30
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sec intervals, at station E against the corresponding pressure gradient (i.e., the water
surface elevation differential between the PT at station D and the PT at station F
divided by the distance between stations) for all measured tidal cycles. Along-stream
velocity is defined as positive to the northwest, roughly along the PT transect, and
positive pressure gradient is defined as higher water level in the high marsh (PT at
station D) than in the Little Ogeechee River (PT at station F). Because of the di-
rect correlation of the sign and magnitude of the surface flow and pressure gradient,
Figure 2.7 strongly indicates the pressure gradient between stations D and F governs
the flow characteristics at this location, regardless of tidal cycle or water level.
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Figure 2.7: Along-stream velocity at station E (red stars) and depth-based Reynolds
number (Reh - green pluses) plotted as a function of the corresponding pressure
gradient (m of water surface elevation drop per m of linear distance). The blue line
represents the model for dstalk = 1 cm and Nstalk = 93. 96% of the variance in the
velocity parameter is explained by the model.
2.4.3 Predicting Velocity Given the Pressure Gradient
It is desirable to accurately predict the surface flow velocity given the slope of the
water surface elevation by defining an equation (or set of equations) that relate these
quantities. The data shown in Figure 2.7 afford an excellent opportunity to explore
this relationship since the flow at station E appears unconfined by bathymetry and
thus is driven by the pressure gradient between stations D and F. A simple control










The primary forcing is due to the pressure gradient (from the slope in the water
surface elevation, ∂ζ
∂x
, which accounts for the component of the fluid weight in the
flow direction due to the bed slope and the net force on the control volume due to
the variable water depth, i.e., the unequal hydrostatic pressure distributions). In the
formulation on the left-hand-side of Eqn. 2.1, x is the coordinate direction along the
instrument transect, ζ is the water surface elevation, h is the total water depth (i.e.,
h = h0 + ζ), h0 is the still water depth, Ab is the bed area, and g is the acceleration
due to gravity. The primary retarding force is the drag force due to the bed and
vegetation (i.e., the right hand side of Eqn. 2.1). The drag force is modeled with a
drag coefficient, Cd, formulation where ρ is the fluid density, V is the fluid velocity,
and Ap is the projected area of the vegetation. The assumptions leading to the
force balance in Eqn. 2.1 include neglecting the local (temporal) acceleration (the
tidal variation occurred over comparatively large time scales, e.g., hours), neglecting
the convective acceleration (because the velocity magnitude in Figure 2.7 is small
in comparison to the marsh spatial scales, i.e., V ∼ 10 cm
s
versus spatial scales of
∼ 100m), and neglecting the cross-stream flow (because the flow at station E is
nearly aligned with the transect).
Much discussion in the flow through vegetation literature is devoted to the opti-
mum parameterization of the drag coefficient and effective areas (Ab and Ap in Eqn.
2.1) under a variety of circumstances (e.g. Lindner [1992], Koch and Ladd [1997], Wu
et al. [1999], Nepf [1999], Tsihrintzis [2001], Järvelä [2002], Stone and Shen [2002], Lee
et al. [2004], Tanino and Nepf [2008], Cheng and Nguyen [2011]). The literature is
generally in agreement that the effective areas must depend on marsh plant morphol-
ogy and density (e.g., the stalk diameter and the spacing between the stalks), but the
authors have not come to a consensus on the form of the dependence. Additionally,
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the drag coefficient’s dependence on the Reynolds number is unresolved. Some stud-
ies exclude the Reynolds number dependence entirely (e.g. Lindner [1992], Järvelä




, e.g. Wu et al. [1999], Tsihrintzis [2001], Stone and Shen [2002],




Koch and Ladd [1997], Nepf [1999]). The most recent studies incorporate the pore
velocity between the cylinders/stalks as the relevant velocity scale [Tanino and Nepf,






dstalk, where λ is the stem density) as the relevant length scale (e.g.
Cheng and Nguyen [2011]) in the formulation of the Reynolds number. It is also
important to note that the two-layer velocity profile described for deeply submerged
saltmarsh vegetation in Leonard and Luther [1995] has previously been shown to ex-
ist in atmospheric turbulent boundary layers above crops or forests [Raupach et al.,
1991, Kaimal and Finnigan, 1994], in flume studies of flow through submerged plants
(e.g., Murota et al. [1984], Gambi et al. [1992]), and in flume studies of flow through
roughened cylinders [Stone and Shen, 2002]. The vegetation in our study remained
emergent in the vicinity of the ADV stations during spring tide, therefore we restrict
our discussion to the partially submerged case.
The data in this study are best modeled by a Darcy-Weisbach friction factor (f)
approach, making use of Lindner’s equation [Lindner, 1992] to estimate f based on
local vegetation related parameters. This modeling approach has been successfully
applied in numerical studies of river floodplains [Stoesser et al., 2003], as well as flume
studies with natural vegetation [Järvelä, 2002]. Originally intended for pipe flow, the















By comparing Eqns. 2.1 and 2.2, f can be written in terms of Cd as f = 4Cd
Ap
Ab
[Lindner, 1992]. Lindner [1992] employs the plant stalk diameter (dstalk) multiplied by
the water depth (h) as a surrogate for projected vegetal area (Ap) and the longitudinal





Flume experiments by Järvelä [2002] indicate the drag coefficient falls in the range
1.43 ≤ Cd ≤ 1.55 for Lindners Equation (Eqn. 2.3).





is taken as the
absolute value of the measured quantity and the direction of the velocity is assumed
to be opposite the sign of the measured pressure gradient. The water depth (h) is
assumed to be equivalent to that at the nearby station D. The vegetation parameters
(dstalk, ax, ay) are determined from the vegetation survey of the grass within the
quadrat located closest to station E (see Figure 2.1): the average stalk diameter is
dstalk = 1.0± 0.07 cm [mean ± standard error of the mean] and the number of stalks
in the quadrat is Nstalk = 93. The parameters ax and ay are both assumed to be






for a square vegetation survey area (As). The value of Cd that results in the best fit
is 2.0, which is slightly larger than the value range reported by Järvelä [2002]. This
discrepancy is discussed in greater detail below.
2.4.4 Discussion of the Darcy-Weisbach/Lindner Equation Fit
The model results, employing Eqns. 2.2 and 2.3, are shown in Figure 2.7. The
model effectively predicts the along-stream velocity at station E for the majority of
the dataset. The model performs particularly well near the change in flow direction
(i.e., velocity = 0) as well as in the range of large negative velocity values (which
forms the majority of the data). The model does not predict as well the apparent
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transition in slope at velocity values around −6 cm/s (and pressure gradients near
2× 10−4 m of water surface elevation drop per m of linear distance).
When applying the Darcy-Weisbach equation to pipe flow as originally intended,
the dependence of Cd (or more properly, f) on Reynolds number is given by the Moody
diagram [Moody, 1944]. Lindner’s formulation effectively assumes f is independent of
depth-based Reynolds number, analogous to the “fully rough” regime in pipe flow or
the flow at stalk-based Reynolds numbers greater than 200 described in Nepf [1999],
and thus may be entirely determined from vegetative properties. In contrast, some
studies in the flow-through-vegetation literature (e.g., Wu et al. [1999], Tsihrintzis







. Tsihrintzis [2001] in particular raises the possibility that the
dependence on Reh may change with Reh regime, analogous to the regime dependence
of the drag coefficient for flow past cylinders.
The apparent transition in slope at pressure gradients near 2 × 10−4 m of water
surface elevation drop per m of linear distance in Figure 2.7 raises the possibility of a
Reynolds number transition. Thus, the corresponding depth-based Reynolds number
is also plotted in Figure 2.7, revealing a transition in the slope of the Reh curve near
pressure gradient values of 2 × 10−4 m of water surface elevation drop per m of lin-
ear distance (a similar transition is observed for the stalk-diameter-based Reynolds
number, although not shown in Figure 2.7). The transition occurs at a much higher
Reynolds number than that observed for the transition to unsteady flow described in
Koch and Ladd [1997] or Nepf [1999] and could be associated with the velocity becom-
ing sufficiently large such that the stem flexibility is no longer negligible (note that
dissipation of wave energy by saltmarsh vegetation is affected by stem flexibility, Riffe
et al. [2011]). As a result, a two-equation approach was considered to model these
data using the Tsihrintzis [2001] formulation for Cd (Cd = γRe
−k
h , where γ and k are
parameters determined via the procedures in Lee et al. [2004]) for the low Reh regime
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and the Darcy-Weisbach/Lindner approach for the high Reh regime. This approach
was ultimately discarded in favor of applying the Darcy-Weisbach/Lindner formu-
lation to all data because γ and k must be determined from a multi-variable least-
squares fit to an existing dataset and the resulting model performed only marginally
better in the low Reh regime than the Darcy-Weisbach/Lindner model. Formulations
incorporating the stalk-diameter-based Reynolds number [Tanino and Nepf, 2008] or
the hydraulic radius-based Reynolds number [Cheng and Nguyen, 2011] were similarly
discarded.
2.4.5 Parameter Sensitivity and Uncertainty
It is beneficial to evaluate the sensitivity of the Darcy-Weisbach/Lindner formula-
tion to the various input parameters (i.e., Nstalk, dstalk, h, and the pressure gradient).
The effect of the expected level of variability or uncertainty in each of the four input
variables on the Darcy-Weisbach/Lindner model is shown in Figure 2.8. The vari-
ability observed in Nstalk and dstalk among the 25 locations of the vegetation survey
quadrats provides insight to the expected range of values of these parameters. Among
the data from these quadrats, Nstalk = 80.4±18.1 and dstalk = 0.77±0.13 cm [mean ±
standard deviation], hence one standard deviation corresponds to approximately 20%
for each parameter. Therefore, the potential variability in Nstalk and dstalk is taken
to be up to 20% higher or lower than the representative values used in the original
formulation (which are specific for the quadrat location nearest to station E). The
potential uncertainty in the water depth and pressure gradient estimates is based on
the constraints of the measurements. The uncertainty in the water depth is assumed
to be ±0.54 cm by combining the uncertainty in the PT water level measurements
and the accuracy of the GPS survey elevation estimates. Similarly, combining the res-
olution of the physical measurements yields an uncertainty in the pressure gradient
values of ±8.9× 10−5 m water surface elevation difference per m of linear distance.
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Figure 2.8: Sensitivity of Darcy-Weisbach/Lindner model to variation in (a) Nstalk,
(b) dstalk, (c) h, and (d) pressure gradient. The upper and lower bounds for each
parameter are 20% higher/lower for Nstalk and dstalk, ±0.54 cm for h, and ±8.9×10−5
m water surface elevation difference per m of linear distance for pressure gradient.
Note that the curves are obscured by near perfect overlap in (c).
Figure 2.8 (a) and (b) indicate that variability in Nstalk and dstalk influences the
estimated velocity magnitude for a given pressure gradient, which highlights the need
to accurately estimate these parameters via vegetation surveys or other means. Figure
2.8 (c) reveals that the net effect of water depth variation is negligible, as expected
based on Eqns. 2.2 and 2.3. Lastly, despite the comparatively small expected un-
certainty in the pressure gradient (relative to the vegetation-related quantities), the
effect on the estimated velocity magnitude can be quite significant, particularly near
34
the predicted change in flow direction. At large values of the pressure gradient (re-
gardless of sign), the impact on the predicted velocity magnitude is smaller because





The results shown in Figure 2.8 help explain the need to increase the value of Cd
relative to the range recommended by Järvelä [2002] when modeling the flow velocity
at station E. In addition to the uncertainties in the vegetation parameters already
discussed, one must consider that the vegetation varies substantially along the tran-
sect between stations D and F (i.e., the PTs that bracket station E - see Figure 2.1).
It is possible that the use of representative value of Nstalk and dstalk near the site of
the flow measurements is insufficient to adequately capture the effects of the variation
in Nstalk and dstalk along the transect. Similarly, the reported values of the pressure
gradient at station E are the best estimate of the slope of the water surface elevation
based on the information available (i.e., the slope of the line connecting two neigh-
boring water surface elevation locations at stations D and F). As shown in Figure 2.8,
even small errors in the pressure gradient estimates can have strong effects on the
estimated velocity magnitude. Great care was taken in the current measurements to
minimize the uncertainty in pressure gradient, and the results show that the change in
sign of the calculated pressure gradient coincides very well with the change in velocity
direction (see Figure 2.7). However, it is possible that the water level measurements
at stations D and F are capturing the macro-scale pressure gradient switch properly,
but overestimating the magnitude at station E due to localized variation in water
level between the two PTs from effects induced by the variable bathymetry (Figure
2.1). Additionally, although the saltmarsh groundwater flow rate is typically much
smaller than the surface flow rate [Wolanski and Elliott, 2015], this could be another
contributing factor in the increase in the drag coefficient, e.g., if the pressure gradient
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is driving groundwater flow unaccounted for in our force balance. Further, ground-
water intrusion can affect the surface water salinity and temperature [Wolanski and
Elliott, 2015], introducing an error in our calculated water density and thus the water
surface elevation measurements. As a result, one can reasonably suggest that the
need to increase Cd is an artifact of the uncertainty in quantifying the vegetation
and/or pressure gradient parameters or potentially due to unaccounted groundwater
flow.
2.5 Conclusions
The results of this study offer strong support for the existence of a Little-Ogeechee-
River-to-saltmarsh pressure gradient, corroborating similar observations in the nu-
merical study of Bruder et al. [2014] and field study ofVandenbruwaene et al. [2015].
Figure 2.6 clearly shows the existence of large differential water levels between Lit-
tle Ogeechee River and the adjacent tidal marsh for the majority of the tidal cycle.
Further, data from the current meters indicate that the resulting Little-Ogeechee-
River-to-saltmarsh pressure gradient has a significant effect on the flow throughout
the marsh.
At station E (on the high marsh near the bank of Little Ogeechee River) the
flow characteristics are governed by the pressure gradient between the neighboring
stations (Figure 2.7). At this site, the flow velocity is quantitatively related to the
pressure gradient between stations D and F via modeling techniques adapted from
the open-channel-flow-through-vegetation literature. The model is based on a balance
between the force of the pressure gradient and the drag force due to the vegetation
and bottom stress. Specifically, the Darcy-Weisbach/Lindner equations effectively
model the velocity based on specific vegetation-related parameters and the pressure
gradient between stations D and F.
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This study demonstrates the ability to quantify the water surface elevation mea-
surements to sufficient accuracy to directly relate the resulting pressure gradient to
the flow velocity in the high marsh. The study, therefore, overcomes a long-standing
barrier in directly relating flow-through-saltmarsh studies to quantitative relation-
ships developed in flumes for flow through vegetation. Many of these formulations,
such as the Darcy-Weisbach/Lindner model, may prove superior for estimating the
drag coefficient in the high marsh (i.e., re-arranging Eqn. 2.3) than the current Fi-
nite Volume Coastal Ocean Model (FVCOM) technique of taking the greater of a
user-entered drag coefficient or a logarithmic-boundary-layer-fit-estimated drag coef-
ficient [Bruder et al., 2014]. The Darcy-Weisbach/Lindner model may likewise prove
superior to single-coefficient equations that assume a logarithmic-law velocity profile,
such as Manning’s equation (e.g., Wolanski and Elliott [2015]), which is known to be
ineffective in modeling flow through emergent vegetation [Kadlec, 1990, Jadhav and
Buchberger, 1995, Nepf, 1999]. Estimating the drag coefficient via Eqn. 2.3 with spa-
tial variability in the vegetation characteristics (and thus the drag coefficient) across
the high marsh based on vegetation surveys and/or satellite image estimates of grass
distributions will significantly enhance models of surface flows in the marsh.
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CHAPTER III
THE HYDRODYNAMICS OF A PHASE-LOCKED
MEANDERING PLUME
3.1 Abstract
While much is known about the concentration field and turbulent mixing in
straight plumes of chemical tracer, comparatively little is understood regarding the
dynamics of meandering plumes - partially due to the difficulty in separating the
plume meander fluctuations from the turbulent fluctuations. Therefore, in the study
presented in this Chapter we shall examine the mixing of tracer in a meandering
plume by phase-locking the plume with the motion of a diverting plate (that forces
the plume meander) to separate the periodic and turbulent fluctuations. Simultaneous
laser induced fluorescence (LIF) and particle image/tracking velocimetry (PIV/PTV)
data were collected at four phases for a meandering plume, along with LIF data of a
straight plume for comparison. Analysis of the LIF data reveals that, compared to
the straight plume, the centerline concentration of the meandering plume decreases
more quickly with distance downstream, and the plume width increases more rapidly
with distance downstream, resulting in more rapid dilution of tracer concentration.
Analysis of the velocity data indicates the large-scale alternating vortices induced by
the diverting plate are the dominant feature of the meandering plume, forcing the
plume meander as well as governing the spatial variation of the mean concentration,
Reynolds stress, turbulent kinetic energy (TKE), and turbulent flux. Comparison
of the turbulent flux measurements with the mean concentration field indicates that
the eddy-diffusion hypothesis effectively models the turbulent flux in the plume. It
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is found that when the plume width is less than the size of the large-scale alternat-
ing vortices, the eddy-diffusion coefficient scales with the plume width to the 3/4
power, and when it is greater than the size of the large-scale alternating vortices
eddy-diffusion coefficient is constant (Ky0 = 0.15Hu
∗), where H is water depth and
u∗ is the shear velocity. Thus, this study presents a detailed description of the con-
centration field and turbulence characteristics of a meandering plume, and allows the
efficacy of the eddy-diffusivity hypothesis for the meandering plume to be directly
assessed.
3.2 Introduction
While much is known regarding the dynamics of straight plumes, many naturally
occurring plumes meander, which is defined as large scale movement of the plume cen-
terline. This phenomena is most commonly observed in atmospheric plumes [Thomp-
son and Gower, 1977, Sykes, 1984, Wilson et al., 1985, Hanna, 1986, DeFelice et al.,
2000], but also would be expected to occur in flows that naturally oscillate, such as
the wake flow past a cylinder (the von Karmen vortex street) or other bluff body (e.g.
islands in coastal seas or estuaries - Wolanski et al. [1984], Ingram and Chu [1987],
Cramp et al. [1991], Fong and Stacey [2003]). Many of the studies that attempt to
describe meandering plumes struggle to separate fluctuations due to the movement
of the plume centerline from the turbulent fluctuations [Yee et al., 1994, Luhar et al.,
2000, Reynolds, 2000, Yee and Wilson, 2000, Franzese, 2003, Mortarini et al., 2009,
Nironi et al., 2015, Marro et al., 2015, Mortarini et al., 2009]. Many of these studies
resort to convolutions of a PDF of the location of the plume centerline (or the instan-
taneous location of the cloud centroid) with a PDF of the concentration in a frame of
reference along the instantaneous centerline (under the assumption that the two are
uncorrelated) in an attempt to model the plume behavior.
Consequently, in the study presented in this Chapter we shall examine the mixing
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of tracer in a meandering plume by phase-locking the plume to separate the fluctua-
tions due to the plume meander from the turbulent velocity and concentration fluc-
tuations. Simultaneous laser induced fluorescence (LIF) and particle image/tracking
velocimetry (PIV/PTV) data of the phase-locked meandering plume structure will
allow us to: (1) directly compare the structure of the phase-locked concentration
field for the meandering plume to prior straight plume studies [Crimaldi et al., 2002,
Crimaldi and Koseff, 2006, Rahman and Webster, 2005] and (2) relate the turbulent
flux of tracer for the meandering plume to more general turbulent mixing studies
concerning the theory of the eddy-diffusivity hypothesis [Richardson, 1926, Batche-
lor, 1952, Okubo, 1968] and practice [Fischer et al., 1979, Okubo, 1971, Stacey et al.,
2000, Fong and Stacey, 2003].
3.3 Literature Review
3.3.1 Turbulent Mixing
Mixing of scalar quantities such as mass and heat occur rapidly in a turbulent flow
field [Roberts and Webster, 2002]. This is because the turbulent diffusion process is
substantially more efficient at rapidly mixing tracers than molecular diffusion. As
the overwhelming majority of all flows encountered in engineering and nature are
turbulent, understanding the mixing of contaminants that occurs in a turbulent flow
field is a critical area of study for a wide range of applications. To arrive at a
reasonable understanding of the current research on turbulent diffusion, one must
first be familiar with certain properties of turbulent flow fields. Turbulence can be
thought of as consisting of a host of semi-coherent structures, called “eddies,” that are
constantly moving, reorienting, and evolving [Kundu and Cohen, 2004]. The motions
of these eddies occur over a wide range of length and time scales. Most of the energy
in turbulent flows is contained in the largest eddies. This energy is transferred to
slightly smaller eddies, then to smaller eddies still, until it at last reaches the smallest
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structures [Kundu and Cohen, 2004]. This process is referred to as the energy cascade,
and was first identified by Lewis Richardson in 1922 [Kundu and Cohen, 2004]. Once
the energy reaches the smallest eddies, it is dissipated as heat due to the effects of
viscosity.
Thus, the scale of the largest and smallest motions in a turbulent flow are of
particular interest. The largest motions are on the order of the “container” i.e., the
water depth in a channel or the diameter of a pipe. The size of this large-scale
motion is referred to as the integral length scale, l. The dissipation rate of energy
in a turbulent flow is proportional to the kinetic energy of the flow multiplied by
the rotational frequency [Tennekes and Lumley, 1972]. Thus, the dissipation rate,
ε, is proportional to ũ
3
l
, where the kinetic energy is proportional to the standard
deviation of the velocity (ũ) squared and the rotational frequency is proportional
to the standard deviation of the velocity divided by the integral length scale (l).
The smallest motions in a turbulent flow field are those at which the dissipation
actually occurs, the Kolmogorov microscale (η). The energy in a turbulent flow field
is dissipated by the viscosity (ν) at this small scale, thus the Kolmogorov microscale






[Tennekes and Lumley, 1972].
If a tracer or scalar quantity is being mixed in the turbulent flow field, a further
length scale can be specified, the Batchelor length scale, LB, which refers to the scale
at which molecular diffusion acts on the scalar quantity [Roberts and Webster, 2002].





, where D is the molecular diffusivity. The Schmidt
number is defined as the kinematic viscosity divided by the molecular diffusivity Sc =
ν
D
, in other words the ratio of the diffusion of momentum to the diffusion of the tracer.
The ratio of the Kolmogorov microscale to the Batchelor length scale squared forms





. In aqueous flows, the molecular diffusivity of
tracers is frequently several orders of magnitude smaller than the kinematic viscosity
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of water, thus the concentration field in a turbulent water has much finer structure
than the velocity field [Roberts and Webster, 2002].
Different eddy sizes play a role in making turbulent mixing efficient. For a patch of
tracer of a given size, the turbulent eddies smaller than the patch continuously stretch
and distort it [Roberts and Webster, 2002]. As a result, extremely large concentration
gradients occur, which are quickly smoothed out by molecular diffusion (note that
flux due to molecular diffusion is proportional to the concentration gradient). And
thus the patch increases in size and the tracer is diluted. In contrast, eddies larger
than the patch merely advect the patch and do not contribute to mixing.














where a Reynolds decomposition of both the concentration and the velocity is em-
ployed (i.e., c = c̄ + c′ and u = ū + u′) to separate the mean (denoted with an
overbar) and fluctuating (denoted with a prime) components. The two terms on the















molecular diffusivity (D) is frequently very small, thus ∂
∂xj
u′jc
′  D ∂2c̄
∂x2j
. As a result,
the presence of the u′jc
′ term is what makes turbulent flows so much more effective
at mixing scalars than laminar flows, which rely purely on molecular diffusion to mix
the tracer. The molecular diffusivity is so much smaller relative to the turbulent flux
of the mean scalar quantity that it is typically neglected [Roberts and Webster, 2002]
and the turbulent advection-diffusion equation is approximated as (note that the
overbar denoting mean value is typically dropped at this stage, and it is understood





















′ are unknown a priori, thus Eqn. 3.2 cannot be solved because
it is not a closed mathematical model. To mathematically close Eqn. 3.2, the co-
variance of the velocity and concentration fluctuation terms are frequently modeled
as a Fickian diffusion process (i.e., “the mass transport is proportional to the mean
concentration gradient,” [Roberts and Webster, 2002]), only with a much greater














The eddy diffusivity (Ki) varies based upon the flow type and the position within the
flow. As it cannot be determined a priori ; Ki is typically specified using experimental
data [Roberts and Webster, 2002]. A natural next question is to wonder how one
might be able to estimate the eddy diffusivity using easily measured properties of the
flow?
Taylor [1921] and Richardson [1926], along with Batchelor [1952], are the pioneer-
ing studies on estimating the eddy diffusion coefficients from turbulent flow properties.
In particular, their work concerns relating the motion of particles in turbulent flow
to the eddy diffusion coefficient. The location ( ~X) of a particle after travel time T is






where ~u is the Lagrangian velocity of the particle. If one were to release this particle
many times from the same position in an isotropic turbulent flow field, then average
the final position over the multitude of releases, the mean position of the particle
would be zero [Roberts and Webster, 2002]. However, the variance of the particle
position (X2) would be non-zero, and can be expressed by the following [Taylor,
1921, Kundu and Cohen, 2004]:








where u′2 is the variance of the turbulent velocity fluctuations and RL(τ) is the







function approaches unity for very short time τ , and approaches zero for long times, as
the particle “forgets” its original velocity [Roberts and Webster, 2002]. It is possible
to define a time scale (the Lagrangian time scale, TL) for which the velocity is strongly





For times less than TL the velocity is assumed to be well correlated with the orig-
inal velocity. Correspondingly, one may define a length scale associated with the




Similar to the Lagrangian time scale correlation assumption, the particle motion is
assumed to be well correlated in space for distances less than the Lagrangian length
scale, LL. Unsurprisingly, LL is similar to the integral length scale, l, as the size of
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the largest eddies dictate the length over which the flow is well correlated [Roberts
and Webster, 2002].
The turbulent diffusion coefficient, K, is assumed to be proportional to one-half






This assumption is made by analogy with the solution for the laminar advection-
diffusion equation for a plume, in which the concentration distribution is a Gaussian





, where r is the distance from the centerline and D
is the diffusion coefficient. The standard deviation of the concentration distribution is
σ =
√
2Dt and it follows that the diffusion coefficient for a laminar plume is therefore







with obvious parallels to the formulation of the turbulent diffusion coefficient in Eqn.
3.10.
Numerous studies attempt to describe the standard deviation of the plume width
as a means of estimating the turbulent diffusion coefficient, for example either for
meandering atmospheric [Gifford, 1959, Barry, 1977, Gifford, 1982, Lee and Stone,
1983, Hanna, 1984a,b] or near-bed coastal [Fong and Stacey, 2003] plumes. Others
attempt to define the autocorrelation function, RL, as a means of estimating the the
turbulent diffusion coefficient [Frenkiel, 1953, Murgatroyd, 1969, Anfossi et al., 2005,
Oettl et al., 2005]. In the simplest formulations of the problem, an assumption is made
that the turbulent diffusion coefficient is estimated at either times much shorter than
TL or times much longer than TL.







= u′2(t) t (3.12)
This reveals that the turbulent diffusion coefficient increases linearly with time for
small times. This is a direct consequence of the assertion that only the eddies with
scales less than or equal to the patch size contribute to the mixing. At very small
time scales the patch continuously grows larger, increasing the range of turbulent
eddies contributing to patch mixing and therefore increasing the diffusion coeffi-
cient. For τ  TL, the τt term inside the integral becomes negligibly small and
X2(t) = 2u′2(t)TLt [Kundu and Cohen, 2004]. The turbulent diffusion coefficient is
then proportional to:
K ∼ u′2(t)TL (3.13)
or, substituting in the definition of the Lagrangian length scale (LL), K ∼
√
u′2LL.
This formulation implies that the turbulent diffusion coefficient is constant for long
times. This likewise follows from the assertion that eddies with scales less than or
equal to the patch size contribute to the mixing. Once the patch has become very
large (approaching the size of the integral length scale, l) there are few larger eddies
left to increase the mixing and the turbulent diffusion coefficient becomes constant.
Richardson [1926] and Batchelor [1952] proposed relationships for the turbulent
diffusion coefficient for patches of size less than LL, under the assumption of high
Reynolds number isotropic turbulence. Both studies make the assumption that the
characteristic patch size, L, is located within the inertial subrange, i.e., that η 
L  l [Liao and Cowen, 2010]. Note that the existence of the inertial subrange is
justified by the assumption of high enough Reynolds number such that the separation
between the Kolmogorov microscale (η) and the integral length scale (l) is sufficiently
large. Based on empirical analysis of atmospheric diffusion data, Richardson [1926]





whereas Batchelor [1952], using a more rigorous consideration of the joint PDF of two








The similarities between the two formulations are obvious, and indeed the latter
[Batchelor, 1952] is often offered as a proof of the former [Richardson, 1926] (e.g., in
Fischer et al. [1979] and Roberts and Webster [2002]). However, while both formula-
tions result in the same growth rate in time of the variance of the separation distance
between two particles (X2 (t)), they result in different shapes of the distance-neighbor
function (the function that describes the probability that a pair of particles have a
separation distance L among all particle pairs in the patch at a given time). A recent
study by Liao and Cowen [2010] indicates that the Richardson [1926] scaling better
predicts the distance-neighbor function for a plume in a turbulent boundary layer.
It is worth mentioning that Fong and Stacey [2003] observed a turbulent diffusion
coefficient growth rate proportional to L2 for a near bed coastal plume, though the
flow in their study fell in the “2-D turbulence” regime described in Batchelor [1969]
(i.e., the horizontal extents of the flow were much larger than the vertical extent).
3.3.2 Straight Plumes Released Into a Turbulent Boundary Layer
Plumes of scalar quantities (such as mass or heat) released into a turbulent bound-
ary layer are commonplace in both natural settings and in engineering applications
[Crimaldi et al., 2002]. Crustaceans tracking odor plumes from a food source [Weiss-
burg and Zimmer-Faust, 1994, Moore and Grills, 1999], a chemical release from
underwater munitions [Webster, 2007], and a release of smoke or pollutant from a
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smokestack into the atmosphere [Hanna, 1984a] are just a few of the many examples.
As a consequence the concentration distribution of a straight plume released into a
turbulent boundary layer has been studied extensively.
It is worthwhile to review the analytical solution for an idealized scalar plume
released into a steady uniform flow, for comparison with the results of the presented
studies. The governing equation for a scalar released into a turbulent flow with mean






















where longitudinal turbulent diffusion has been neglected, and Eqns. 3.4 and 3.5
have been subbed in to model the turbulent transport of the scalar in the lateral and
vertical directions. If neither the mean velocity nor the turbulent diffusion coefficients
vary spatially, this equation can be solved analytically [Crimaldi and Koseff, 2006]
regardless of the release height of the plume above the bed. In all cases the solution
for the mean concentration will be of the form [Crimaldi and Koseff, 2006]:














where ṁ is the continuous mass release rate at the source (0, 0, 0), and σy and σz are









. The standard deviation of the lateral concentration
profile is often used as an estimate of the plume width, e.g., when the “edge” of
the plume is defined as the location where the mean concentration is two standard
deviations away from the centerline mean concentration. For the Gaussian plume
solution in Eqn. 3.17, the plume width grows as x
1
2 and the mean concentration values
on the plume centerline decay as x−1. The growth and decay rate in experiments of
turbulent plumes are frequently compared to these values [Rahman and Webster,
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2005, Crimaldi and Koseff, 2006].
In an effort to determine self-similarity, the lateral (at various y and fixed z posi-
tions) and vertical (at various z and fixed y positions) profiles are frequently seen in

















where the plume centerline is located at y = 0 and a height of z = z0 above the
bed. Note that the formulations in Eqns. 3.18 and 3.19 assume a Gaussian form, but
experimental evidence suggests that, in particular, the vertical concentration profiles
for a straight plume in a turbulent boundary layer may be of a different form [Rahman
and Webster, 2005]. Nor are the vertical profiles necessarily self-similar for straight
plumes released in a turbulent boundary layer [Rahman and Webster, 2005, Crimaldi
and Koseff, 2006]. Similar normalized lateral and vertical profiles can be determined
for the variance of the concentration.
Fackrell and Robins [1982] presented concentration distributions of a neutrally
buoyant iso-kinetic (released with same velocity as ambient flow) plume in a wind
tunnel with a rough bed released at two elevations, ground level and at ∼ 20% of the
boundary layer thickness above the bed. Bara et al. [1992] acquired concentration
measurements of a neutrally buoyant iso-kinetic tracer released at the bed into a
water channel with a rough bed. Yee et al. [1993] performed a similar study releasing
the tracer at ∼ 35% of the boundary layer thickness above the bed. Crimaldi and
Koseff [2001], Crimaldi et al. [2002], and Crimaldi and Koseff [2006] captured the
finescale structure of a vertical release of tracer at the bed. The tracer is released
with extremely low momentum to mimic the release of a diffusive odorant. Webster
et al. [2003] quantified the concentration field of a tracer released at 12.5% of the water
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depth above the bed in a fully developed open channel flow. Similar experiments were
performed in Rahman and Webster [2005] to access the effect of variable bed roughness
of the plume characteristics. Several additional studies present field measurements of
plumes released into the atmospheric boundary layer [Murlis and Jones, 1981, Jones,
1983, Murlis, 1986, Hanna and Insley, 1989, Mylne, 1992, 1993, Yee et al., 1994, 1995].
The profiles of the time averaged concentration along transverse sections were
Gaussian and self-similar for all laboratory studies. When the tracer is released at
a rough bed, the vertical profiles of the time averaged concentration are Gaussian
and self-similar [Bara et al., 1992]. For the tracer released at a smooth bed case
[Crimaldi and Koseff, 2006], the vertical profiles of the time averaged concentration
are Gaussian and self-similar far from the source, but near the source the presence of
the viscous sub-layer “traps” the dye, causing the concentration to be substantially
higher near the bed than predicted by a Gaussian distribution. The authors [Crimaldi
and Koseff, 2006] note that the observed effects of the viscous sub-layer “trapping” on
the vertical profiles will likely not be observed in studies with larger Reynolds numbers
or significant roughness. The vertical profiles of the time averaged concentration for
a tracer released above the bed were not self-similar, due to the addition of the height
above the bed as a relevant length scale [Fackrell and Robins, 1982, Yee et al., 1995,
Webster et al., 2003]. Fackrell and Robins [1982] did fit reflected Gaussian profiles
to the vertical concentration distribution with some success. Further, the maximum
time averaged concentration was observed above the bed, rather than at the bed as
with the bed release studies [Rahman and Webster, 2005].
There is less consensus on the profiles of the variance of the concentration fluctua-
tions. Crimaldi et al. [2002] found that the transverse variance profiles were Gaussian
and self-similar. This seems to contradict the findings of Fackrell and Robins [1982],
who found the variance was maximized off the centerline. The difference in release
geometries has been proposed as a possible cause of this discrepancy [Crimaldi et al.,
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2002]. Rahman and Webster [2005] reported Gaussian and self-similar transverse
variance profiles for smooth and low roughness beds. For the higher roughness cases,
the transverse variance profiles were Gaussian near the source, but transitioned to
bi-modal further downstream. The authors [Rahman and Webster, 2005] argue this
is a result of the production term associated with the transverse mean concentra-
tion gradient becoming important in the scalar variance evolution equation. The
transition from Gaussian to bi-modal of transverse concentration variance profiles
is also reported in Crimaldi and Koseff [2006]. Similar disagreement in the litera-
ture is observed for the vertical profiles of the concentration variance. Fackrell and
Robins [1982] reported self-similar profiles for a bed-level release, yet Bara et al.
[1992] and Crimaldi and Koseff [2006] observed the profile shape evolving with dis-
tance downstream. Fackrell and Robins [1982] and Webster et al. [2003] observed
a variable variance profile shape with distance downstream and a variance maxima
located above the bed for the elevated release cases.
Many studies, particularly in the atmospheric boundary layer literature, quantify
the probability density functions (PDFs) of the concentration fluctuations at specific
positions within the plume. Fackrell and Robins [1982] and Yee et al. [1994] observed
exponential PDFs with elongated tails near the source for the elevated release case.
Fackrell and Robins [1982] observed Gaussian PDFs near the bed and exponential
distributions above the bed at further downstream stations. In contrast Yee et al.
[1994] observed concentration PDFs that transition to bi-modal further downstream
of the source, finally transitioning back to exponential PDFs very far downstream
of the source. For increased bed roughness, Rahman and Webster [2005] similarly
observed highly skewed PDFs of concentration fluctuations near the source, which
appeared to approach Gaussian PDFs farther downstream. Yee et al. [1993] observed
highly asymmetric PDFs with elongated tails of concentration fluctuations at various
locations within the plume. Elevation within the plume had a strong effect on the
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shape of the PDFs, but the transverse position did not. The conjugate-beta distribu-
tion best modeled the concentration fluctuation distribution over the large majority
of the positions observed in Yee et al. [1993]; several more common distributions were
unable to satisfactorily model the concentration fluctuations. The conjugate-beta
model parameters were determined from the skewness and fluctuation intensity.
3.3.3 Meandering Plumes In Turbulent Boundary Layer
The theory and the studies presented in Section 3.3.2 concerned straight plumes
released into a turbulent boundary layer. That is to say that, although the instan-
taneous plume may appear sinuous, the time averaged centerline remained aligned
with a straight path. In many circumstances, however, the plume centerline does
not remain along a straight path, the plume centerline moves over large time scales,
and the plume is said to “meander.” In these meandering plumes the fluctuations in
concentration are not only caused by the turbulence but also the large scale motion
of the plume centerline [Sykes, 1984, Wilson et al., 1985, Hanna, 1986].
Plumes released in an atmospheric boundary layer are perhaps the most studied
case of meandering plumes. Atmospheric plume meandering is very commonly ob-
served in low-wind speed conditions, where large scale horizontal oscillations in the
wind velocity become dominant in governing the plume motion [Etling, 1990, Anfossi
et al., 2005, Oettl et al., 2005]. One of the earliest analytical models of meandering
plumes is that of Gifford [1959], and the assumptions made in developing it are a nat-
ural starting point for many later studies (e.g. Hanna [1984a,b, 1986], Ride [1988],
Bara et al. [1992], Nironi et al. [2015], Marro et al. [2015]).
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Figure 3.1: Sketch of the Gifford [1959] plume model, reproduced from Dickman
[2008]. Dy is the location of the instantaneous plume centerline relative to the time-
averaged plume centerline. y′ denotes the modified coordinate system with the origin
at the instantaneous plume centerline location, Dy.
A basic sketch of the Gifford [1959] plume model is shown in Figure 3.1. In the
Gifford [1959] model, the plume disperses about an instantaneous centerline located
at Dy from the time-averaged plume centerline. The transverse dispersion is entirely
controlled by the plume width as measured by the standard deviation of the lateral
concentration profile σy, and is unaffected by the plume meander. The key conceptual
assumption in the Gifford [1959] plume model is that the meander of the plume is
due to large scale eddies (eddies larger than the plume width), which move the plume
centerline but do not contribute to the mixing. Thus, the plume meandering and
the relative dispersion of the plume about the instantaneous centroid are considered
independent processes. This is similar to the theory on turbulent mixing discussed
Section 3.3.1, in which eddies larger than the tracer “patch” merely advect the patch
and only eddies of the same size or smaller than the patch contribute to mixing. The
Gifford [1959] model also entirely neglects longitudinal dispersion, and assumes that
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the plume width falls within the inertial subrange (see Section 3.3.1).
Under these restrictions, Gifford [1959] proposes a model that is the solution to
the turbulent advection-diffusion equation for a straight plume, with the caveat that
plume centerline is located at some unknown position away from the time-averaged
centerline. Thus, making no assumptions about the instantaneous centerline position
(either in the lateral, Dy, or vertical, Dz, directions) the Gifford [1959] plume model









































for isotropic dispersion. In Eqns. 3.20 and 3.21, ṁ is the continuous tracer release
rate at the source, u is the mean velocity, and σz is the standard deviation of the
vertical concentration profile. It is important to keep in mind that σy and σz are
expected to be functions of position along the time-averaged centerline (x). As shown
in Eqns. 3.20 and 3.21, the Gifford [1959] model predicts a plume with a Gaussian
mean concentration distribution about the instantaneous centerline.
The precise location of the instantaneous centerline (e.g., some description of Dy,
Dz) presents significant challenges for modeling atmospheric plumes. Some of the
more recent studies [Nironi et al., 2015, Marro et al., 2015] propose PDFs of the
concentration at a given location downwind by taking the convolution of the PDF of
the location of the plume centerline (or, in the case of a single release of tracer, the
instantaneous location of the tracer cloud centroid) with the PDF of the concentra-
tion in a frame of reference along the instantaneous plume centerline/cloud centroid
[Marro et al., 2015]. In the most recent literature on meandering atmospheric plumes,
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the PDF of the concentration in a frame of reference along the instantaneous plume
centerline/cloud centroid is typically assumed to have the form of a Gamma distri-
bution [Yee et al., 1994, Yee and Wilson, 2000, Nironi et al., 2015, Marro et al.,
2015], parameterized by the mean concentration at the instantaneous plume center-
line/cloud centroid and the intensity of the relative concentration fluctuations (the
standard deviation of the concentration at the instantaneous plume centerline/cloud
centroid divided by the mean concentration). These parameters must be measured
or modeled [Gailis et al., 2007, Ferrero et al., 2013]. The PDF of the location of
the plume centerline/cloud centroid is generally assumed to be the product of the
vertical (z) and transverse (x) PDFs of the plume centerline/cloud centroid, which
is an assumption of convenience rather than theoretical rigor [Marro et al., 2015].
The transverse PDF of the plume centerline/cloud centroid is generally assumed to
have a Gaussian form [Nironi et al., 2015, Marro et al., 2015]. Various forms of the
vertical PDF of the plume centerline/ cloud centroid have been proposed, including a
reflected Gaussian distribution [Arya, 1999, Nironi et al., 2015, Marro et al., 2015] or
PDFs generated from stochastic Lagrangian “puff” tracking models [Reynolds, 2000,
Luhar et al., 2000, Franzese, 2003, Mortarini et al., 2009]. It is important to note
that for the PDF convolution approach to be applicable, it must be assumed that
the location of the plume centerline/cloud centroid and the concentration within the
frame of reference along the plume centerline/cloud centroid are independent random
variables. That is to say that the assumptions of the Gifford [1959] approach, regard-
ing the independence of the plume/cloud meander and the relative dispersion about
the instantaneous centerline/centroid, must be valid.
Another key consideration is parameterizing the growth of the plume width (mea-
sured by the standard deviation of the concentration profiles σy and σz). As described
in Section 3.3.1, an assumption is made that the standard deviation of the concen-
tration profile is proportional to the variance of particle position, i.e., σ ∝ X2 (t).
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For very short times and very long times, estimating X2 (t) is fairly straightforward
using the theory of Taylor [1921]. Very short times are assumed to be much shorter
than the Lagrangian timescale (TL, see Eqn. 3.8) and thus the plume width is given
by X2(t) = u′2(t)t2, as in the derivation of Eqn. 3.12, where u′2(t) is the variance
of the turbulent velocity fluctuations. Similarly, very long times are assumed to be
much longer than TL and thus the plume width is given by X2(t) = 2u
′2(t)TLt (see
derivation of Eqn. 3.13). The simplified long time case still requires an estimate of the
Lagrangian timescale. In the meandering plume literature, the Lagrangian timescale
is customarily given by TL =
2u′2(t)
C0ε
[Tennekes, 1982], where C0 is the Kolmogorov
constant (assumed equal to 4.5 in Nironi et al. [2015], Marro et al. [2015]) and ε is
the dissipation rate of turbulent kinetic energy described in Sec 3.3.1. TL can also
be specified from a calculated or estimated Lagrangian autocorrelation function (RL)
from Eqn. 3.8.
The question of how to parameterize the growth of the meandering plume width
for intermediate times still remains. One approach is to propose a function defining
the growth rate of the plume in time to match empirical data [Nironi et al., 2015,
Marro et al., 2015]. This function must necessarily satisfy the asymptotic conditions
for very short times and very long times described above [Franzese, 2003, Franzese
and Cassiani, 2007]. Another approach is to propose an Eulerian or Lagrangian
autocorrelation function governing the variance of particle position based on a review
of experimental data [Hanna, 1983, Degrazia et al., 1991, Maryon, 1998, Oettl et al.,
2001, Anfossi et al., 2005, Oettl et al., 2005]. Note that the Eulerian autocorrelation
function is not equivalent to the Lagrangian autocorrelation function described in
Eqns. 3.7 and 3.8, but the two are related by a transformation in time [Anfossi et al.,
2005].
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3.3.4 Wake Downstream of Bluff Bodies
Although plumes released into the atmosphere are perhaps the most-studied in-
stance of plume meandering, that is not the sole situation in which the flow (and thus
the plume) is observed to meander. Consider for example the flow past a circular
cylinder at Reynolds number (Re = U∞d
ν
, where U∞ is the free-stream velocity, d is
the cylinder diameter, and ν is the kinematic viscosity) greater than 40. Images (see
Figure 3.2) show that the wake oscillates, and the velocity is periodic in time and
with distance downstream [Kundu and Cohen, 2004].
Figure 3.2: The wake structure downstream of a circular cylinder. Image reprinted
from Van Dyke [2002].
As observed in Figure 3.2, the amplitude of the oscillation grows with distance
downstream. The wake structure “rolls up” into rows of staggered vortices with
alternating senses of rotation due to the shear generated between the comparatively
high velocity fluid to either side of the circular cylinder and the low velocity fluid
immediately behind it [Kundu and Cohen, 2004]. The staggered row of vortices in
the flow downstream of a bluff body is referred to as a von Karman vortex street, after
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the first individual to describe the phenomenon, von Karman [1921]. The vortices
in the von Karman vortex street propagate downstream slower than the free-stream
velocity (U∞). The dominant frequency of the oscillations is characterized by the non-





where n is the frequency of the oscillation. For flows past a circular cylinder, the
Strouhal number is near 0.21 for a wide range of Reynolds numbers [Kundu and
Cohen, 2004]. Below Re = 200, the flow immediately downstream of the cylinder is
laminar, and the vortices continue to be laminar as they propagate far downstream.
Above Re = 200, the vortices become unstable, and the flow within the vortices
becomes very chaotic [Kundu and Cohen, 2004]. However, the wake still exhibits very
strong periodicity corresponding to St = 0.21. At very high Reynolds number (e.g.,
Re > 5000), the wake becomes completely turbulent with no discernible periodicity.
von Karman vortex streets or similar structures can be observed in the envi-
ronment when the wake structure is largely two-dimensional. Predominantly two-
dimensional wake structure can be the result of density stratification in the ambient
fluid inhibiting vertical mixing [Thompson and Gower, 1977], or can be observed in
very shallow flows with large horizontal extent [v. Carmer and Jirka, 2001]. Quasi-
periodic vortex shedding has been observed in a variety of flows, including: shallow
2-D wake flows past islands in coastal seas and estuaries [Wolanski et al., 1984, In-
gram and Chu, 1987, Cramp et al., 1991], shallow 2-D wake flows past anthropogenic
obstacles [Van Dyke, 1982], as well as in the wake structure behind mountain peaks
under very strong density stratification [Thompson and Gower, 1977, DeFelice et al.,
2000].
For three-dimensional flows with weak or no density stratification, orderly, fully-
developed von Karman vortex streets are unable to form, as vortex stretching and
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tilting, as well as mixing uninhibited by density stratification, break down the stag-
gered rows of vortices. Nonetheless, large-scale oscillations perpendicular to the major
axis have been observed in 3-D wake flows past bluff bodies. The 3-D wake structure
downstream of both a square cylinder [Luo et al., 2007] and a circular cylinder [Fu
and Rockwell, 2005a,b, Sahin et al., 2007, Ozturk et al., 2009, Sahin and Ozturk,
2009] attached to a base plate both exhibit large scale periodic motion perpendicular
to the cylinder axis. Similar large-scale oscillations have been observed to either side
of the wing in the wake of wing-body junctions [Rood, 1984a,b, Rood and Keller,
1984, Fleming et al., 1991, 1993].
Given the large-scale oscillations of the wake structure behind bluff bodies for a
wide range of Reynolds numbers, it is reasonable to expect the plume of a tracer
released in the wake to meander. Indeed, studies of concentration fields in the wake
of flows past bluff bodies have observed large scale periodic plume meandering [Bo
et al., 2003, von Carmer et al., 2009]. That the wake structure of flows past bluff
bodies frequently exhibit a dominant periodicity (corresponding to a Strouhal num-
ber near St = 0.21) offers some hope that the plume centerline may be defined by
a simple oscillatory function. This would make the problem of plume meandering
more tractable than the complex PDF convolution described in Section 3.3.3 for at-
mospheric plumes, in which the plume centerline was undefined. For example, it is
possible to extend the Gifford [1959] meandering plume model if the location of in-
stantaneous centerline (Dy) has a periodic component, using the extended Reynolds
decomposition of Reynolds and Hussain [1972]. Reynolds and Hussain [1972] included
a phase-averaged velocity to the Reynolds decomposition described in Section 3.3.1.
Note that phase-averaged component of the velocity is to some extent a mathematical
artifact of the phase-averaging, and therefore does not correspond to a “real-world”
component of the velocity directly experienced by the flow.
In the Reynolds and Hussain [1972] decomposition the instantaneous velocity (u)
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is broken down into three components, the mean velocity (u), the fluctuating velocity
(u′), and the phase-averaged velocity (û):
u = u+ u′ + û (3.23)
Concentration, pressure, etc. can be decomposed in a similar fashion [Dickman,
2008]. The phase-averaged velocity (û (τm)) is defined by averaging the instantaneous






[u (jτm)− u] (3.24)
where N is an integer large enough that the phase-average of the turbulent velocity
fluctuations (u′) converges to zero. By definition, the time-average of the phase-
averaged velocity is zero. Similarly, phase-averaged and turbulent quantities are un-
correlated, e.g. u′û = 0. The velocity and concentration decompositions described
in Eqn. 3.23 can be substituted into the advection-diffusion equation, and if the
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(3.25)
Note that as in Eqn. 3.2 and Eqn. 3.16, in Eqn. 3.25 it is understood that u = u and
c = c. As in our discussion of Eqn. 3.1 in Section 3.3.1, the molecular diffusion term
can be neglected, and the turbulent scalar transport modeled with an eddy-diffusion
coefficient (i.e., u′jc













However, the ûj ĉ term remains, and closure models of the term are generally application-
specific [Dickman, 2008]. If ûj ĉ is neglected, the Gifford [1959] plume solution may be
adapted to the problem, given the appropriate coordinate transformation to account
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for the now partially-periodic plume meander. As a simple example, for a partially-
periodic meander in the y-direction only, the modified transverse coordinate moving
with the plume centerline, y′ (see Figure 3.1), is defined as [Dickman, 2008]:






where τm is the specific period introduced in Eqn. 3.24 and Tm is the dominant plume
meander period. Note that this definition (Eqn. 3.27) still allows for non-periodic
meander as a function of distance downstream (x) and Reynolds decomposition phase-
averaging period (τm). Under the assumptions in Gifford [1959] (i.e., negligible lon-
gitudinal dispersion and transverse dispersion independent of plume meander), the
phase-averaged concentration along the plume centerline is [Dickman, 2008]:












where c0 is the centerline concentration.
3.3.5 The Horseshoe Vortex and 3-D Structure of the Wake Downstream
of a Junction
The discussion in Section 3.3.4 is principally concerned with describing the bluff
body wake structure in a 2-D plane perpendicular to the major axis of the bluff body.
The periodic or quasi-periodic shedding of vortices with vorticity aligned with the
major axis from either side of a long cylinder or similar feature is conceptually easy
to grasp. However, a recent study on the wake structure of a junction of a plate
and circular cylinder [Ozturk et al., 2009] has observed wake motion aligned with the
major axis of the bluff body, in addition to the large-scale periodicity described in
Section 3.3.4. To understand the wake motion aligned with the major axis of the
bluff body, it is necessary to expand the scope of our discussion from solely the wake
structure downstream, and briefly consider the characteristics of the flow upstream
and around a bluff body.
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In the case of a very long circular cylinder, the flow field upstream and in the wake
is relatively unaffected by the end boundary conditions (e.g., the mounting plate),
thus the variability in the flow field is principally in the 2-D plane perpendicular to the
major axis of the cylinder. In very shallow flows around bluff bodies, the end boundary
conditions are quite relevant to the physics of the problem. The shearing of the flow
parallel to the boundary over such a limited spatial extent (e.g. the flow depth)
results in rapid mixing of tracer perpendicular to the boundary. However, from an
analysis perspective, the mixing is so rapid that it is possible and substantially more
convenient to consider the flow field as two-dimensional. In intermediate depth cases,
one must consider the effects of the boundary layer that develops on the substrate
upstream of the bluff body. As the boundary layer approaches the bluff body, the
streamwise adverse pressure gradient induced by the bluff body causes the approach
boundary layer to separate from the substrate [Simpson, 2001]. This causes the flow
to “roll up” into a vortex immediately upstream of the bluff body (see Figure 3.3).
Spanwise (across the face of the bluff body) pressure gradients force the fluid to either
side of the bluff body [Simpson, 2001]. The flow around the bluff body forces the
aforementioned vortex to wrap around the bluff body to form a horseshoe shape (see
Figure 3.4). Thus, this vortex is described as a “horseshoe vortex” [Simpson, 2001,
Sahin et al., 2007]. As discussed in Simpson [2001], the primary horseshoe vortex
has the same sense of rotation as the approach boundary layer. Smaller secondary
vortices with an opposite sense of rotation may be generated immediately upstream of
the primary horseshoe vortex (see Figure 3.3) to preserve the shape of the streamlines
[Simpson, 2001].
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Figure 3.3: Smoke-wire image of a horseshoe vortex around rectangular block (side
view). Image adapted from Fluid Dynamics and Flow Control Research Laboratory
- Chulalongkorn University.
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Figure 3.4: Smoke-wire image of a horseshoe vortex around rectangular block (top-
down view). Image adapted from Fluid Dynamics and Flow Control Research Labo-
ratory - Chulalongkorn University.
Many studies are devoted to examining the horseshoe vortex system in the imme-
diate vicinity of the bluff body due to the ramifications for aviation and industrial
applications. The primary horseshoe vortex entrains high speed fluid from the free-
stream, forcing it near bluff body, which increases drag on the body and heat transfer
in the region [Simpson, 2001]. The unsteady nature of the horseshoe vortex system
similarly increases heat transfer and can induce vibration of the bluff body. The
horseshoe vortex system in the immediate vicinity of a bluff body has also been ex-
tensively studied in the context of sediment scour around bridge piers. The horseshoe
vortex that develops around bridge piers scours the river bed at the base of the piers,
weakening the bridge foundation and potentially leading to failure [Dargahi, 1990,
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Kim et al., 1991, Melville, 1997, Simpson, 2001].
For laminar boundary layers approaching a circular cylinder, a lone steady horse-
shoe vortex is observed at very low Reynolds numbers [Baker, 1979, 1985, Kaul et al.,
1985, Thomas, 1987, Baker, 1991, Visbal, 1991, Ballio et al., 1998, Simpson, 2001].
As the Reynolds number increases, the number of horseshoe vortices increases up to
three. The vortices remain steady up to a threshold Reynolds number, at which point
they oscillate periodically in time (for laminar approach boundary layers). As dis-
cussed in Simpson [2001], the periodicity is due to instability of the horseshoe vortex
and is not related to the von Karman vortex shedding in the wake of the cylinder.
The Reynolds number at which transition to multiple vortices and the transition to
oscillating vortices occur is variable among studies [Simpson, 2001]. Similar exper-
iments have been performed on a Rood wing [Khan et al., 1995] and a rectangular
bluff body [Seal et al., 1995]. For fully turbulent approach boundary layers, the horse-
shoe vortices upstream of the junction are not steady, nor constant in position, size,
or strength [Hunt et al., 1978, Baker, 1980, Dargahi, 1989, Pierce and Shin, 1992,
Simpson, 2001].
Although less extensively studied, it is unsurprising that the horseshoe vortices
can affect the flow downstream of the junction. A recent study by Ozturk et al.
[2009] observed a horseshoe vortex whose trailing edges (which wrap around the
cylinder shape) extended downstream past the downstream face of the cylinder (see
Figure 3.5). The horseshoe vortices are unsteadily shed from the bluff body and
propagate downstream in the wake [Sahin et al., 2007]. It is possible for the shed
horseshoe vortices to “leapfrog” past one another in the wake, but they may also
merge together to form a larger vortex [Simpson, 2001]. The shed horseshoe vortices
also interact with the large vortices which force the meandering of the flow described
in Section 3.3.4. This interaction increases the mixing of the wake fluid with the
free-stream flow, which in turn increases the strength of the velocity fluctuations in
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the wake [Sahin et al., 2007, Ozturk et al., 2009, Kirkil and Constantinescu, 2012, El
Hassan et al., 2015]. It seems likely that this increased mixing of fluid would lead to
a corresponding increase in mixing and dilution of any scalar quantity released in the
wake.
Figure 3.5: The vortical structure of flow around a cylinder from the LES of Kirkil
and Constantinescu [2012]. The vortices are identified with Q isosurfaces. CV1 is
the horsehsoe vortex that forms closest to the front face of the cylinder, BAV1 is a
secondary vortex with an opposite sense of rotation as CV1, PV1 is a second horsehsoe
vortex that forms upstream of CV1, BAV2 is an additional secondary vortex, and DV1
is the third and final horseshoe vortex that forms upstream of PV1. Image adapted
from Kirkil and Constantinescu [2012].
3.4 Materials and Methods
An experiment was performed to study the turbulent flux of a passive scalar
in a meandering turbulent plume. Measurements consisted of simultaneous particle-
image-velocimetry (PIV) and laser-inducer-fluorescence (LIF) measurements to quan-
tify the instantaneous velocity and concentration field. Data were also collected (LIF
only) for the turbulent flux in a straight plume in the same flume, for comparison
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with the meandering plume results. Note that Dr. Ann Larsson conducted the exper-
iments in 2012−2013. Dr. Larsson also performed the preliminary image processing.
The author of this thesis performed all of the analysis and interpretations presented
herein.
3.4.1 Experimental Design
All experiments were performed in a 1.07 m wide by 24.4 m long rectangular
cross section tilting flume. The flume head box was filled with water at 22◦C from
an underground sump by a submerged pump. The water was dechlorinated prior to
the experiments. A stilling device in the flume head box minimized the turbulence
intensity of the flow entering the flume. Uniform depth (H = 200 ± 0.1mm) flow
was created for at least 12 m upstream of the test section by adjusting the tailgate
position and bed slope. Tracy and Lester [1961] and Rahman and Webster [2005]
confirmed that a fully-developed turbulent boundary layer is generated in the test
section under these conditions. The sidewall of the flume in the vicinity of the text
section is glass.
A PVC plastic diverting plate (25.3 cm tall, 10.1 cm long, and 2.54 cm thick)
suspended in the flume induced the plume meandering. The base of the plate was
positioned less than 1 mm above the flume bed and the top of the plate extended
above the free surface. A vertical rod through the upstream edge of the plate fixed
the pivot location. A DC motor attached to to the diverting plate via a disk and
linkage mechanism forced the motion of the downstream edge of the plate. An image
of the diverting plate setup being tested prior to installation in the flume is shown in
Figure 3.6.
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Figure 3.6: Image of the diverting plate apparatus being tested prior to installation
in the flume. The streamlined PVC diverting plate is at the bottom of the image
near the floor. It is mounted to the support structure via a pivot rod and the driving
rod from the DC motor. The DC motor is in black to the upper left of the image.
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The period of the plate oscillation was 9.5 s, and the amplitude of the transverse
displacement of the downstream edge of the plate was 5.08 cm. The diverting plate
was designed such that the flow characteristics in the wake were analogous to the
wake downstream of a 10.1 cm circular cylinder for the same water depth and free-
stream velocity (H = 200± 0.1 mm and U = 50 mm/s, respectively). The resulting
Strouhal number is St = 0.21. The advantage of a meandering plume generated by
a periodically-oscillating plate was that it allowed the extraction of a trigger signal
(via a mechanical trigger attached to the diverting plate apparatus) to collect data
at specific phases in the plate motion.
The passive scalar (florescent dye) was released 400 mm downstream of the center
of the diverting plate and 46 mm upstream of the test section. The dye was released
iso-kinetically through a 4.2 mm diameter nozzle, located 20 mm above the flume
bed. The nozzle fairing was streamlined to minimize the flow disturbance.
3.4.2 Optics
Illumination for the LIF measurements was provided by a 3.6 W Argon-ion laser
(Coherent Innova 100-10, Coherent Inc., Santa Clara, CA) with a wavelength of 514
nm. The laser was run in open aperture mode and passed through two 4 m focal
lenses, resulting in a beam diameter of 1 mm in the center of the plume.
The illumination for the PIV measurements was provided by a 5.2 − 5.4 W
Krypton-ion laser (Coherent Innova Sabre, Coherent Inc., Santa Clara, CA) with
a wavelength of 647.1 nm. The aperture on the laser was set to 18 and did not pass
through any focal lenses, resulting in a beam diameter in the center of the plume of
1.5− 2 mm.
The laser beams were swept in the streamwise direction via scanning mirrors
controlled with a National Instruments multi-purpose I/O module programmed in
LabView (National Instruments Corporation, Austin, TX). The resulting horizontal
69
light sheets were formed 20 mm above the flume bed (the same height as the florescent
dye release). The LIF and PIV images were captured with two side-by-side digital
cameras (sCMOS pco.edge, PCO AG, Kelheim, Germany) run in global shutter mode
and mounted 1.5 m above the flume bed at the test section. Each camera was
equipped with a 24 mm Nikon lens (Nikon, Tokyo, Japan) at an f-stop of f/2.0.
The LIF camera was further equipped with a bandpass filter (Omega Optical Inc.,
Brattleboro, Vermont) passed light with a wavelength of 555 ± 15 nm (i.e., in the
band of the wavelength emitted by the fluorescent dye). The cameras provide 16-bit
2560×2160 pixel images that span 1000 mm of the flume in the streamwise direction
and 840 mm in the transverse direction. A 19 mm thick acrylic sheet was suspended
just above the water surface (wetting the bottom surface of the sheet only) during
the experiment to prevent optical distortion from the free surface.
3.4.3 Timing System and Laser Scanning
The PIV and LIF images were acquired simultaneously for four phases (φ =
0◦, φ = 90◦, φ = 150◦, and φ = 240◦) in the diverting plate motion. φ = 0◦
is defined as the maximum transverse displacement of the diverting plate position.
For the LIF dataset, 6706 images were acquired for each phase, with a 9.5 s delay
between successive images. Similarly, for the PIV/PTV dataset, 6706 image pairs
were acquired for each phase. Thus, the total experiment time is approximately 17.5
hr.
To synchronize the image acquisition to the diverting plate motion, a mechani-
cal push switch was installed on the diverting plate to trigger the image acquisition
sequence. The sequence of collecting the four images (at 0◦, 90◦, 150◦, and 240◦)
proceeded as follows: (1) The push switch was mechanically triggered by the motion
of the diverting plate, sending a 5 V pulse to the external trigger input of a pulse
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generator (Model 500D, Berkeley Nucleonics Corporation, San Rafael, CA). The al-
lowable length of the triggering pulse was set to 0.7 s, to remove secondary spikes
in the pulse signal. (2) the pulse generator adjusted the output voltage to > 12 V
and sent four output signal pulses to a second pulse generator (Model 500D, Berkeley
Nucleonics Corporation, San Rafael, CA) set to trigger on the rising edge. The pulses
were delayed 0, 2.375, 3.958, and 6.330 s relative to the triggering pulse (phases of
0◦, 90◦, 150◦, and 240◦, given the 9.5 s period of the diverting plate motion). (3) The
second pulse generator adjusted the output voltage to 5 V . The four output channels
of the second pulse generator were connected to the I/O module and the cameras.
Upon receiving a trigger signal from the first pulse generator, the first output channel
of the second pulse generator triggered the I/O module with no delay, the second out-
put channel triggered the LIF camera with a 16 ms delay, the third output channel
triggered the first image of the PIV image pair with no delay, and the fourth output
channel triggered the second image of the PIV image pair with a delay of 55 ms.
Upon receiving the triggering signal, the I/O module began a set of laser sweeps
as governed by the LabView code. First the PIV laser was swept to acquire the first
image of the PIV image pair, second the LIF laser was swept to acquire the LIF
image, and finally the PIV laser was swept to acquire the second image of the PIV
image pair. The LabView software programmed the laser sweeps based on the user-
entered exposure times of the PIV (15 ms) and LIF (38 ms) images as well as the
PIV frame rate. The timing of the LIF laser sweep was halfway between the two PIV
laser sweeps. The PIV laser sweep rates were uniform, and the LIF laser sweep rates
were non-uniform, such that the light intensity increased with distance away from
the source. The non-uniform LIF laser sweep was governed by the power law control





n+1 . E0 and
E1 are the start and end voltages, respectively, and T is the period of the sweep. The
value of n = 1 produced the most uniform raw LIF images for both the meandering
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plume and straight plume cases, thereby taking advantage of the camera’s dynamic
range over the entire pixel array.
3.4.4 Particle Tracking Velocimetry and Particle Image Velocimetry
Both Particle Tracking Velocimetry (PTV) and Particle Image Velocimetry (PIV)
techniques are used to process the images from the PIV camera. The two techniques
yield instantaneous velocity measurements in the fluid, albeit through different pro-
cesses. Both techniques require successive images of the moving fluid seeded with
particles. As the name suggests, PTV techniques attempt to match individual parti-
cles in successive frames [Maas et al., 1993, Malik et al., 1993]. The velocity is then
simply the displacement of the particle divided by the time between the two frames.
This results in high spatial resolution but unevenly-located velocity vector fields, as
the velocity is only calculated where particle matches are found rather than on a
uniform grid. In contrast, PIV splits the image into a series of interrogation windows
(e.g. 16×16 pixels) and determines the displacement of particles in each interrogation
window using cross-correlation techniques with the next image [Raffel et al., 2007].
This technique is substantially more robust than PTV, as it essentially averages the
displacement of all the particles in the interrogation window, rather than attempting
to identify individual particle matches (as in PTV). However, PIV is less spatially
resolved than PTV, as the velocity is calculated at each interrogation window, rather
than at the location of an individual particle.
To acquire the PIV (and PTV) images, the water was seeded with a solution (0.9
g/L) of 20 µm diameter polyamide particles (Orgasol 2002 D NAT 1, Arkema Inc.,
King of Prussia, PA) mixed with methanol and sump water. The seeding solution was
pumped through a copper diffuser with eight 1.6 mm diameter holes spanning the
width of the flume at 38 L/hr. The diffuser was located 30 mm above the flume bed,
9 m upstream of the test section. This resulted in a well-mixed particle distribution
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with an average particle concentration in the flume of 0.9 mg/L.
Images from the PIV camera were captured using Camware (CamWare Interna-
tional Sdn Bhd, Selangor, Malaysia) on the fast image sensor readout speed (286
MHz) to avoid frame dropping, resulting in 12-bit images rather than the full cam-
era resolution (16-bit). The images were imported into DaVis (LaVision GmbH,
Göttingen, Germany) to acquire the velocity vectors using both the 2D-PIV and
2D-PTV algorithm packages.
3.4.5 Laser Induced Fluorescence
Laser Induced Fluorescence (LIF) was used to acquire the instantaneous concen-
tration field in the plume. To perform LIF, fluorescent dye is released into the flow
(through the 4.2 mm diameter nozzle described in Section 3.4.1 in our case). A light
sheet from a laser passes through the flow and causes the dye in the flow to fluo-
resce [Seitzman and Hanson, 1993]. The amount of light released by the fluorescent
dye is proportional to the concentration. Images of the flow and fluorescing dye are
captured by a digital camera, and the amount of light at each pixel is converted to
concentration by an LIF calibration function. As the concentration is measured at
each pixel, the LIF concentration fields are highly spatially resolved (0.4 mm per
pixel in these experiments).
The fluorescent dye used in our experiments was Rhodamine 6G, which has peak
light absorption at 530 nm (near the wavelength of the Argon-ion laser) and peak
emission near 560 nm [Arcoumanis et al., 1990]. First Rhodamine 6G was mixed
with deionized water to yield high concentration stock solution of dye (200 mg/L).
This stock solution was used for LIF calibration and to mix the dye solution that was
released into the flume. The plume source was chosen to be 1 mg/L (0.5 mg/L for
the straight plume) to make use of the full dynamic range of the LIF camera.
The images from the LIF camera were captured using Camware at a slower image
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sensor readout speed (95 MHz) resulting in 16-bit images. The images were imported
into DaVis to calculate the concentration fields using the LIF analysis package. The
fluorescent light intensity was corrected to account for the non-uniform sweep rate of
the LIF laser using the DaVis laser sheet correction function.
3.4.5.1 Laser Induced Fluorescence Calibration
The calibration required for accurate concentration estimates via LIF merits ad-
ditional scrutiny. As discussed in Section 3.4.2, the LIF laser sweep was non-uniform.
The geometry of the sweep additionally induces inhomogeneities in the laser intensity
distribution. The DaVis laser sheet correction function was used to account for this,
but it requires images of the laser sheet passing through a uniform low concentration
of dye. To achieve this the test section was isolated from the rest of the flume by
dams located upstream and downstream of the test section. The test section was
filled to a depth of 200 mm with a known volume of sump water, and Rhodamine
6G fluorescent dye was added to reach a uniform concentration of 5 µg/L in the test
section. 200 images of this configuration using the non-uniformly swept LIF laser
were used to generate the DaVis laser sheet correction function.
Further, the relationship between the dye concentration and the emitted light
intensity is necessary to calibrate LIF technique and ensure accurate concentration
results. Therefore, a polyacrylic tank (1200 × 500 × 250 mm) was centrally placed
in the test section, and filled with sump water to a depth of 200 mm. To perform
the calibration, Rhodamine 6G was added to the tank to a concentration of 1.7
µg/L. 100 images of this configuration using a uniform sweep of the LIF laser were
acquired. These steps were repeated eleven additional times to yield calibration
images for uniform Rhodamine 6G concentrations between 1.7 µg/L - 157 µg/L. The
relationship between the dye concentration and the emitted light intensity was non-
linear (particularly at low dye concentrations), thus a 2nd order polynomial calibration
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function was used (R2 = 0.999).
3.4.6 Camera Calibration
The PIV, PTV, and LIF image processing software packages all require camera
calibration to convert pixel location to physical position. To calibrate the cameras,
images of a 2-D calibration panel (a grid of 20 mm dots spaced 80 mm apart) placed
in the flume bed were taken by each camera. The flume was filled with water and
the acrylic sheet described in Section 3.4.1 was in place on the free surface during
camera calibration. The calibration images are processed in DaVis to yield a 3rd order
polynomial calibration function.
3.4.7 Calculation of the Turbulent Flux Terms
The velocity vector estimates from the PTV analysis were used to determine
the turbulent flux terms (due to their higher spatial resolution over PIV velocity
measurements - see Section 3.4.4). The PTV processing algorithm in DaVis yielded
approximately 12, 000 velocity vectors in each of 6706 frames. Prior to calculation of
the turbulent flux terms, the velocity vectors were filtered using an adaptive filtering
algorithm to remove spurious vectors. To perform the adaptive filtering, the camera
viewing window was partitioned into bins, then the mean and standard deviation of
the x and y components of velocity were calculated for each bin. Spurious vectors
were identified as those in which either component of the velocity lay outside the
range of the mean velocity plus or minus a coefficient multiplied by the standard
deviation of the velocity for the bin. These vectors were identified and removed, then
the procedure was repeated until no vectors are identified for removal. For the first
pass of the adaptive filtering algorithm the standard deviation coefficient is 2 and for
every subsequent pass it is 3. Approximately 2.5% of the PTV velocity vectors were
removed via the adaptive filtering.
75
The turbulent flux terms (u′c′ and v′c′ in Equation 3.1) were calculated by com-
bining the LIF estimates of concentration with the PTV estimates of velocity. The
value of the instantaneous concentration with the phase-averaged concentration sub-
tracted off was computed at the position of each PTV velocity vector to estimate
c′. The phase-averaged velocity was estimated at the position of each PTV velocity
vector by interpolating the phase-averaged velocity from PIV, then that value was
subtracted from the instantaneous PTV velocity vector to estimate u′ and v′. The
camera viewing window was partitioned into bins, then u′c′ and v′c′ were calculated
at the centroid of each bin as the average of u′c′ and v′c′ for every PTV vector located
in each bin in time. Note that the phase-averaged velocity was also acquired from the
PTV velocity fields using the same partitioning method, but the resulting estimates
of u′c′ and v′c′ using the phase-averaged velocity from PTV were indistinguishable
from those using the PIV phase-averaged velocity field.
3.5 Results and Discussion
3.5.1 Straight Plume Structure
Let us briefly discuss the structure of our straight plume to contrast with our
subsequent discussion of the meandering plume.
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Figure 3.7: An example instantaneous concentration field of the straight plume.
Note the contours are logarithmically spaced.
Figure 3.7 shows an example instantaneous concentration field for the straight
plume. Note that the dye filaments appear to advect downstream while spreading
transversely and they have a seemingly random instantaneous distribution. Also note
that despite the randomness of the concentration field, the concentration generally
declines with distance downstream.
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Figure 3.8: Time-averaged concentration field for the straight plume. Note that the
contours are logarithmically spaced.
Figure 3.8 shows the time-averaged concentration field for the straight plume.
The time-averaged concentration field visually appears symmetric about the plume
centerline (this is confirmed in the profiles of time-averaged concentration for the
straight plume in Figure 3.10) and the time-averaged concentration declines with
distance downstream as expected.
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Figure 3.9: Standard deviation of the concentration fluctuations (σc/Cs) for the
straight plume. Note that the contours are logarithmically spaced.
Figure 3.9 shows the standard deviation of the concentration field for the straight
plume. The standard deviation of the concentration likewise appears symmetric about
the plume centerline and the strength of the concentration fluctuations declines with
distance downstream. Note that the standard deviation of the concentration field is
noticeably more noisy than the time-averaged concentration field (see Figure 3.8) .
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Figure 3.10: Transverse profiles of time-averaged concentration for the straight
plume. The left panel shows the time-averaged concentration profiles normalized by
the source concentration (c/Cs). The right panel shows the time averaged concentra-
tion profiles normalized by the centerline concentration (c/C0) versus the transverse
coordinate normalized the plume width (σy). The cyan line shows a standard Gaus-
sian profile shape.
Figure 3.10 shows the transverse profiles of time-averaged concentration for the
straight plume. The profiles are Gaussian in shape at all points downstream, as
expected [Crimaldi et al., 2002, Crimaldi and Koseff, 2006, Rahman and Webster,
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2005].
Figure 3.11: Transverse profiles of the standard deviation of the concentration fluc-
tuations for the straight plume. The left panel shows the standard deviation profiles
without normalization. The right panel shows the standard deviation profiles nor-




)0) versus the transverse co-
ordinate normalized the plume width (σy). The cyan line shows a standard Gaussian
profile shape.
Figure 3.10 shows the transverse profiles of the standard deviation of the concen-
tration for the straight plume. The profiles match a Gaussian shape well, in agreement
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with the smooth bed case in the same flume in Rahman and Webster [2005].
3.5.2 Instantaneous Concentration and Velocity Fields for the Meander-
ing Plume
The instantaneous images of concentration and the instantaneous velocity fields
aid substantially in qualitative understanding of the plume behavior. To this end,
Figures 3.12 - 3.15 show four distinct flow visualization images for the meandering























































































































































































































Figures 3.12 - 3.15 highlight the filamentous nature of the instantaneous concen-
tration in turbulent plumes. One can easily observe the filaments that have been
stretched and distorted by turbulent eddies, resulting in the large concentration gra-
dients that make turbulent mixing so effective (see Section 3.3.1). This rapid mixing
is observed in the instantaneous images, as the dye is visibly more dilute to the down-
stream (right) side. Additionally, the large scale meander of the plume centerline is
readily visible. Finally, the random nature of the plume is crystallized in the visible
differences in tracer distribution between Figures 3.12 - 3.15.
Figure 3.16: An example instantaneous concentration field of the meandering plume
for phase φ = 0◦. Note the contours are logarithmically spaced.
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Figure 3.16 highlights the random nature of the turbulent concentration fluctu-
ations in the plume. The overall serpentine pattern of the plume is obvious in the
image, as is the random instantaneous distribution of the dye filaments. For example,
in the instantaneous concentration image shown in Figure 3.16 there appears to be
near zero dye concentration at x/UT u 1. Yet further downstream at x/UT u 1.43,
we observe dye patches exceeding 6% of the source concentration. This despite the
fact that (as we will discuss in Section 3.5.3), the phase-averaged concentration de-
clines with distance downstream.
Figure 3.17: Example instantaneous velocity (shown with vectors) and vorticity
(shown with color contours) fields for the meandering plume for phase φ = 0◦. Only
every 5th velocity vector is plotted.
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The random nature of the turbulent velocity fluctuations in the meandering plume
is illustrated in Figure 3.17. The figure readily reveals the small scale eddies (small
patches of large positive and negative ωz) within the turbulent plume. Also note that
the eddies observed in this instantaneous image are not as ordered, nor are they as
large, as the plume width-scale alternating sign vortices being shed off the diverting
plate, observed phase-averaged flow patterns described in subsequent subsections.
3.5.3 Phase-averaged Concentration for the Meandering Plume
The characteristics of the phase-averaged concentration are critical to plume re-
search, such as the centerline phase-averaged concentration decay and the phase-
averaged concentration profiles across the plume. For straight plumes the profiles
are simply concentration cross-sections perpendicular to the downstream direction.
If the plume meanders however, the orientation of the transverse section is more ap-
propriately perpendicular to the instantaneous centerline, which may be at an angle
to the downstream direction as shown in Figure 3.18. As shown in subsequent sec-
tions, this transect orientation is aligned perpendicularly to the iso-contours in the
phase-averaged concentration field, i.e., a transect along which the greatest turbulent
flux would be expected.
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Figure 3.18: Sketch of the plume centerline for the meandering plume for phase φ =
0◦, noting a transverse transect and the orientation of a transect that is perpendicular
to the local plume centerline.
Therefore, to describe the aforementioned phase-averaged concentration charac-
teristics, defining the centerline is key. The centerline of a plume is typically defined as
the location of maximum phase-averaged concentration at each station downstream.
The centerline location of the straight plume and all four phases of the meandering
plume defined using this criterion are shown in Figure 3.19. Note that the centerline
location curves have been smoothed using a smoothing function that employs a local
regression with a weighted linear least-squares fit to a 2nd order polynomial (Matlab
smooth function with the ‘rloess’ method).
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Figure 3.19: Plume centerline location for the meandering plume for phases φ = 0◦,
φ = 90◦, φ = 150◦, and φ = 240◦ and the straight plume.
Figure 3.19 shows that the amplitude of the centerline meander is initially small
at the beginning of the test section, then rapidly increases to a maximum between
x
UT
= 0.53 and x
UT
= 1.5 downstream of the beginning of the test section. The
meander amplitude then slowly decreases with increasing distance downstream. The
wavelength of the centerline meander is approximately x
UT
= 0.84 for the meandering
plume for all four phases. Note that the straight plume also exhibits small-scale
random meander.
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Figure 3.20: Centerline concentration for the φ = 0◦, φ = 90◦, φ = 150◦, φ = 240◦,
and straight plumes.
Figure 3.20 shows the phase-averaged concentration along the defined centerline.
As expected, the concentration is initially high at the beginning of the test section,
and rapidly decreases with distance downstream for all plumes. The two features of
interest in Figure 3.20 are: (1) the centerline phase-averaged concentration decreases
substantially faster for the meandering plumes (φ = 0◦, φ = 90◦, φ = 150◦, φ =
240◦) compared to the straight plume and (2) local minimums and maximums of the
centerline phase-averaged concentration are observed for each of the four phases of the
meandering plume. These local concentration peaks (and valleys) are also observed
in the color contour plots of phase averaged concentration (for the meandering plume
for phase φ = 0◦) in Figure 3.21.
89
Figure 3.21: Phase-averaged concentration field of the meandering plume for phase
φ = 0◦. Note that the contours are logarithmically spaced.
The local minimums and maximums of the centerline phase-averaged concentra-
tion are the result of the large-scale alternating vortices being periodically shed off
the diverting plate; this is discussed in greater detail in Section 3.5.7.1. Consequently,
we restrict ourselves to analyzing profiles of phase-averaged concentration at the local
maximums.
3.5.3.1 Profiles of Mean Concentration
Profiles of phase-averaged concentration normalized over the source concentration
for the meandering plume for phase φ = 0◦ are shown in Figure 3.22. The three profiles
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are at the x-positions (distance downstream from the beginning of the test section)
identified as the aforementioned local peaks in the phase-averaged concentration along
the centerline. Note that the x-axis of Figure 3.22 is the distance from the plume
centerline along a transect perpendicular to the local plume centerline (y0).
Figure 3.22: Profiles of phase-averaged concentration along transects that are per-
pendicular to the local plume centerline for the meandering plume for phase φ = 0◦.
In contrast to the straight plumes described in Section 3.3.2 and the meandering
plume theory of Gifford [1959], Figure 3.22 shows that the phase-averaged concentra-
tion profile shapes are not Gaussian. Even at comparably short distances downstream
of the release ( x
UT
= 0.47) the profile is noticeably skewed, and the skewness increases
with distance downstream. Further, the plume is consistently skewed with the weaker
concentration gradient on the concave side of the centerline; this is why the skewness
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in the profiles shown in Figure 3.22 appears to switch sides of the plume centerline.
As discussed in Section 3.3.2, concentration profiles are typically normalized by the
centerline concentration and the plume width (as measured by the standard deviation
of the concentration profile), then compared to each other in an effort to determine
whether they are self-similar. The profiles shown in Figure 3.22 are obviously not
self-similar if the plume width is estimated using the standard deviation of the entire
plume cross-section. However, it is possible to divide the profiles into two parts (one
to either side of the plume centerline) and determine the plume width for each part
individually. If each side of the plume centerline is normalized by its respective width
(with the concentration still normalized by the centerline concentration), the profiles
for phases φ = 0◦, φ = 90◦, φ = 150◦, φ = 240◦ are self-similar and Gaussian in a
piecewise sense, as shown for φ = 0◦ in Figure 3.23. Note that the horizontal axis of
Figure 3.23 is the distance from the plume centerline along a transect perpendicular
to the local plume centerline (y0).
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Figure 3.23: Phase-averaged concentration profiles for the meandering plume for
phase φ = 0◦. The left panel shows the phase-averaged concentration profiles normal-
ized by the source concentration (c/Cs). The right panel shows the phase-averaged
concentration profiles normalized by the centerline concentration (c/C0) versus the
transverse coordinate normalized the side-specific plume width (σy0 = σL if y0 < 0
and σy0 = σR if y0 > 0).
3.5.3.2 Growth of the Plume Width
Recall that the width of the plume is typically defined in terms of the standard
deviation of the concentration profile (i.e. plume width = 4σ). As we are determining
the width of the meandering plumes for each side of the centerline individually, we
define the plume width as 2(σL + σR), where σL and σR are the standard deviations
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of the concentration profile to the left and right of the plume centerline, respectively.
To determine the growth of the plume width, it is frequently plotted as a function
of distance downstream (x), as shown in Figure 3.24 and on a log-log scale in Figure
3.25. The x-axis is normalized by the water depth and by the free-stream velocity
multiplied by the period of the divertng plate motion (UT ), and the plume width
estimates are normalized by the diameter of the tracer release nozzle (b - the initial
plume diameter).
Figure 3.24: The meandering plume width (2(σL+σR)/b) and straight plume width
(4σ/b) as a function of distance downstream.
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Figure 3.25: The meandering plume width (2(σL+σR)/b) and straight plume width
(4σ/b as a function of distance downstream on log-log axes.
Figures 3.24 and 3.25 show that the meandering plume width increases substan-
tially faster than the straight plume width. As first discussed in Section 3.3.2, the
plume width of an unconfined straight plume grows as x1/2. The plume width for
straight plumes developing in a turbulent boundary layer grows faster, as observed
in Figure 3.25. Note that the growth rate we observe in our straight plume control
(x0.75) is similar to that observed in Rahman and Webster [2005] over the same range
of x/H values. However, the plume width for the meandering plume developing in a
turbulent boundary layer grows even faster (x1). This growth rate is consistent across
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all four phases of the meandering plume. The combination of increased concentration
decay along the plume centerline and increased growth rate of the plume width indi-
cates that the meandering plume dilutes the tracer substantially more rapidly than
the straight plume.
3.5.4 Phase-averaged Velocity for the Meandering Plume
The phase-averaged velocity field provides insight into the bulk advection of the
dye. Consequently, the phase-averaged velocity vector field from the PIV analysis for
the meandering plume for phase φ = 0◦ is plotted in Figures 3.26 and 3.27.
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Figure 3.26: Phase-averaged velocity (shown with vectors) and vorticity (shown
with color contours) fields for the meandering plume for phase φ = 0◦. Every 5th
velocity vector is plotted.
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Figure 3.27: Phase-averaged velocity (shown with vectors) and vorticity (shown
with color contours) fields for the meandering plume for phase φ = 0◦. Vectors shown
are of the phase-averaged velocity with the free-stream velocity (U) subtracted. Every
5th velocity vector is plotted.
As expected, Figure 3.26 shows that the velocity is predominantly directed down-
stream, with the effects of the diverting plate primarily observed in the slight positive
and negative y-direction velocities clustered around the plume centerline. The vor-
ticity color contours and the velocity vector field with the free-stream subtracted off
in Figure 3.27 are more informative in describing the effects of the diverting plate,
as the large-scale alternating sign vortices being shed off the plate are clearly visible
in the vector field. Note that the average of the phase-averaged velocity for all four
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phases of our meandering plume is 50 mm/s, which agrees well with the uniform
velocity upstream of the diverting plate.
To more closely examine the velocity variation, three transects of the phase-
averaged x- and y-direction velocities (u and v, respectively) for the meandering
plume for phase φ = 0◦ are plotted in Figures 3.28 and 3.29, respectively. The tran-
sects are at the same downstream positions as the local peaks in concentration defined
in Section 3.5.3, but are not defined to be perpendicular to the local plume centerline.
Rather they describe variation in the y-direction (see Figure 3.18).
Figure 3.28: Profiles of the phase-averaged x-direction velocity (u) for the mean-
dering plume for phase φ = 0◦. The nominal free-stream velocity is indicated with
dashed black line.
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Figure 3.29: Profiles of the phase-averaged y-direction velocity (v) for the mean-
dering plume for phase φ = 0◦.
The downstream (x) direction velocity structure for turbulent wakes is generally
characterized by the velocity deficit, the free-stream velocity minus the local velocity
at a position in the wake. However, Figure 3.28 indicates that, in the wake of the
diverting plate, the local velocity is at times larger and smaller than the free-stream
velocity. Also note that based on Figure 3.28 the true free-stream velocity is likely
slightly larger than the 50 mm/s discussed in Section 3.4.1, although this could be due
to the fact that the test section does not cover the full width of the flume. That the
velocity is larger than the free-stream velocity at certain positions within the plume,
yet smaller at others, is due to the presence of the large-scale alternating sign vortices
being shed off the diverting plate observed in Figure 3.26. This also explains why the
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location of the larger-than-free-stream and smaller-than-free-stream velocity regions
appears to change sides of the plume centerline, as we switch from a counter-clockwise
rotating vortex at x/UT = 0.47 to a clockwise rotating vortex at x/UT = 0.88, then
back to a counter-clockwise rotating vortex at x/UT = 1.35. Furthermore, note that
(as with a traditional turbulent wake) the maximum deviation from the free-stream
velocity decreases with distance downstream. However, this decrease is markedly
slower than the decay of the concentration with distance downstream described in
Section 3.5.3. This indicates that, as expected, the large-scale alternating sign vortices
maintain their strength and coherence comparatively far downstream relative to the
dye filaments.
Figure 3.29 shows the y-direction velocity profiles are near zero except for the
positive and negative values induced by the alternating sign vortices. As with the
x-direction velocity profiles, the maximum deviation from zero y-velocity decreases
with distance downstream.
3.5.5 Standard Deviation of the Concentration Fluctuations for the Me-
andering Plume
As mentioned in Section 3.3.1, the turbulent flux of tracer (u′ic
′) is critical to
the plume evolution. Consequently, it is important to understand the structure of
the concentration fluctuations, and their relationship to the velocity fluctuations. To
examine the spatial structure of the concentration fluctuations, color contours of the
standard deviation of the concentration fluctuations (σ c
Cs
) are plotted in Figure 3.30
for the meandering plume for phase φ = 0◦. Profiles of the standard deviation of the
concentration fluctuations (σ c
Cs
) are plotted in Figure 3.31 for the meandering plume
for phase φ = 0◦; the profiles have been smoothed using a moving average smoothing
function in Matlab. The three profiles are at the x-positions (distance downstream
from the beginning of the test section) identified as the local peaks in the phase-
averaged concentration described in Section 3.5.3.1. Note that the horizontal axis of
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Figure 3.31 is the distance from the plume centerline along a transect perpendicular
to the local plume centerline (y0).
Figure 3.30: Standard deviation of the concentration fluctuations (σc/Cs) for the
meandering plume for phase φ = 0◦. Note that the contours are logarithmically
spaced.
The spatial distribution of the concentration fluctuations is substantially noisier
than that of the phase-averaged concentration (Figure 3.30 compared to Figure 3.21).
However, the general structure is qualitatively similar; the intensity of the concentra-
tion fluctuations visually appears co-located with high values of the phase-averaged
concentration.
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Figure 3.31: Profiles of standard deviation of the concentration fluctuations for the
meandering plume for phase φ = 0◦. The left panel shows σ c
Cs
. The right panel shows





transverse coordinate normalized the side-specific plume width (σy0 = σL if y0 < 0
and σy0 = σR if y0 > 0).
However, Figure 3.31 highlights a key difference between the standard deviation of
the concentration fluctuations and the phase-averaged concentration profiles (Figure
3.23). Unlike the phase-averaged concentration profiles, the concentration standard
deviation profiles are not piecewise Gaussian shapes. Note that there is substantial
disagreement in the literature regarding the transverse profile shape of the standard
deviation of the concentration fluctuations for even straight plumes (e.g., Fackrell
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and Robins [1982], Crimaldi et al. [2002], Rahman and Webster [2005], Crimaldi and
Koseff [2006]).
3.5.6 Standard Deviation of the Velocity Fluctuations for the Meandering
Plume
To examine the spatial structure of the velocity fluctuations, color contours of the
standard deviation of the x-velocity (σu) and y-velocity (σv) are plotted in Figures
3.32 and 3.33, respectively, for the meandering plume for phase φ = 0◦. Note that
this is the standard deviation computed for all 6706 images in each phase.
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Figure 3.32: Standard deviation of the velocity fluctuations in the x-direction
(σu/U) for the meandering plume for phase φ = 0
◦. The vectors indicate the phase-
averaged velocity with the free-stream velocity (U) subtracted. Every 4th velocity
vector is plotted.
The x-direction velocity fluctuations are strongest on the periphery of the plume
structure, effectively located where the free-stream fluid is swept into the plume as
shown by the velocity vectors (Figure 3.32). Interestingly, regions of very weak x-
direction velocity fluctuations are observed immediately to the opposite side of the
plume structure as the regions of strong x-direction velocity fluctuations. The x-
direction velocity fluctuations in these regions are weaker than those in the free-stream
further away from the plume structure.
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Figure 3.33: Standard deviation of the velocity fluctuations in the y-direction
(σv/U) for the meandering plume for phase φ = 0
◦. The vectors indicate the phase-
averaged velocity with the free-stream velocity (U) subtracted. Every 4th velocity
vector is plotted.
In contrast, the y-direction velocity fluctuations are strongest near the plume
centerline (Figure 3.33), although they are also strong in the regions of strongest
x-direction velocity fluctuations. Unlike the x-direction velocity fluctuations, the y-
direction velocity fluctuations are not markedly weaker than in the free-stream at
any position in the vicinity of the plume structure. Similar to the phase-averaged
concentration color contour plots (Figure 3.21), we observe local peaks in the y-
direction velocity fluctuations on the plume centerline (Figure 3.33).
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3.5.7 Effects of the Large-Scale Alternating Vortices on the Meandering
Plume
The large-scale alternating vortices being shed off the diverting plate are clearly
the defining feature of the flow. Consequently, we want to examine the influence
these vortices have on the concentration and velocity fluctuation spatial distributions
discussed in Sections 3.5.3 and 3.5.6.
3.5.7.1 Phase-averaged Concentration
Figure 3.34 shows the color levels of the concentration for the meandering plume
for phase φ = 0◦. The vorticity contours at Tωz = −1.3 and Tωz = 1.3 are shown as
dashed and solid black lines, respectively, to denote the position of the vortices. It is
immediately apparent from Figure 3.34 that the large-scale alternating vortices are
responsible for the spatial distribution of phase-averaged concentration and the plume
meander. More specifically, the leading edges of the vortices advect the free-stream
fluid into the plume and effectively create the meandering pattern.
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Figure 3.34: Phase-averaged concentration field of the meandering plume for phase
φ = 0◦. Vorticity contours corresponding to levels Tωz = −1.3 and Tωz = 1.3 are
shown as dashed and solid black lines, respectively. The vectors indicate the phase-
averaged velocity with the free-stream velocity (U) subtracted. Every 5th velocity
vector is plotted. The purple boxes define the zoom regions.
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Figure 3.35: Phase-averaged concentration field of the meandering plume for phase
φ = 0◦ showing the Zoom 1 region defined in Figure 3.34. Vorticity contours cor-
responding to levels Tωz = −1.3 and Tωz = 1.3 are shown as dashed and solid
black lines, respectively. The vectors indicate the phase-averaged velocity with the
free-stream velocity (U) subtracted. Every 4th velocity vector is plotted.
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Figure 3.36: Phase-averaged concentration field of the meandering plume for phase
φ = 0◦ showing the Zoom 2 region defined in Figure 3.34. Vorticity contours cor-
responding to levels Tωz = −1.3 and Tωz = 1.3 are shown as dashed and solid
black lines, respectively. The vectors indicate the phase-averaged velocity with the
free-stream velocity (U) subtracted. Every 4th velocity vector is plotted.
Taking a closer look at the two sub-windows shown in Figure 3.34 provides insight
to the relationship between the vortices and the local concentration peaks. Figures
3.35 and 3.36 show that the fluid being swept in from the free-stream is pinched
together and pushed upstream by the combined effects of the two counter rotating
vortices. Note that this does not physically correspond to flow reversal, but to a
local deceleration of the flow (as the free-stream velocity has been subtracted off in
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Figures 3.34, 3.35, and 3.36). This injection of tracer-free fluid contributes to the
increased stirring of tracer in the plume, causing the concentration to decrease more
quickly with distance downstream than the straight plume (see Figures 3.20, 3.24, and
3.25). However, the local deceleration effectively “piles up” the filaments of tracer
that are advecting downstream in the plume. Further evidence of this phenomenon is
observed in the plots of the intermittency factor along the plume centerline in Figure
3.37. Note that the intermittency factor is defined as the percentage of time that
the concentration at a specific location exceeds a threshold fraction of the source
concentration [Chatwin and Sullivan, 1989].
Figure 3.37: Intermittency factor along the plume centerline for three thresholds
(1%, 2%, 10%) of the plume source concentration (Cs) for the meandering plume for
phase φ = 0◦. The phase-averaged concentration along the centerline is shown in
green.
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We observe a local peak in the intemittency factor co-located with the first peak
in the phase-averaged concentration for all of the chosen threshold concentrations
(note that the y-axis scale is too small to see the peak in the intermittency factor for
a threshold concentration of 1% of the source concentration). Further, we observe
local peaks in the intermittency factor at a threshold concentration of 1% and 2% of
the source concentration co-located with the second local peak in the phase-averaged
concentration (near x/UT = 0.85). This indicates that the filaments of high con-
centration are more likely to be observed between the two vortices because they are
“trapped” by the local deceleration in flow. As a result, we observe a local peak in
the phase-averaged concentration immediately upstream of where the two counter-
rotating vortices meet and the tracer filaments are more likely to congregate. This
process is represented pictorially in Figure 3.38.
Figure 3.38: Cartoon of the tracer filament transport by the large-scale alternating
vortices.
It is important to note that in the wake of a circular cylinder local peaks in
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concentration have been observed in the earlier studies of Balu et al. [2001] and von
Carmer et al. [2009]. In those two studies the concentration peaks were co-located
with the vortex cores, as the concentration filaments were trapped in the vortices
being shed off the cylinder. This is a result of the dye being released on the face of
the cylinder where the vortices were being shed. The situation here is unique because
the plume release is spatially separated from the origin of the vortical structures, thus
the tracer filaments are not forcibly congregated by the location of dye injection.
3.5.7.2 Turbulence Statistics
To consider the relationship between the velocity fluctuation spatial distributions
and the large-scale alternating vortices, the color levels of the standard deviation of
the x-velocity (σu) and y-velocity (σv) are plotted in Figures 3.39 and 3.40, respec-
tively, for the meandering plume for phase φ = 0◦.
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Figure 3.39: Standard deviation of the x-direction velocity (σu/U) for the meander-
ing plume for phase φ = 0◦. Vorticity contours corresponding to levels Tωz = −1.3
and Tωz = 1.3 are shown as dashed and solid black lines, respectively. The vectors
indicate the phase-averaged velocity with the free-stream velocity (U) subtracted.
Every 4th velocity vector is plotted.
The cause of the observed peaks in the standard deviation of the x-velocity (σu/U)
is clear from Figure 3.39. Regions of strong fluctuations in the x-velocity correspond
to high shear and the corresponding high shear production at the leading edges of the
large-scale alternating vortices as they advect downstream, but could also partially
represent the effect of minor differences in the location of the large scale alternating
sign vortices from the diverting plate in each image. Furthermore, it is perhaps more
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obvious that the regions of very weak x-velocity fluctuations, seemingly lower than
the x-velocity fluctuations in the free-stream, are the locations in which the phase-
averaged velocity is closest to the free-stream velocity. This is evidenced by the very
small velocity vector magnitudes in the regions of very weak x-velocity fluctuations.
This is also further evidence (along with Figure 3.28) that perhaps the PIV window
is not sufficiently wide to observe the true “free-stream” velocity that is entirely
unaffected by the plume.
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Figure 3.40: Standard deviation of the y-direction velocity (σv/U) for the meander-
ing plume for phase φ = 0◦. Vorticity contours corresponding to levels Tωz = −1.3
and Tωz = 1.3 are shown as dashed and solid black lines, respectively. The vectors
indicate the phase-averaged velocity with the free-stream velocity (U) subtracted.
Every 4th velocity vector is plotted.
As illustrated in Figure 3.40, the peaks in the standard deviation of the y-velocity
(σv/U) are co-located with the “plume-side” edge of the large-scale alternating vor-
tices, perhaps more focused towards the leading edge of the vortices, which accounts
for the local peaks in the standard deviation of the y-velocity (σv/U) observed in
Figure 3.33.







meandering plume for phase φ = 0◦. At this elevation above the bed in a turbulent
boundary layer, we expect w′w′ to be of similar value to v′v′ [Pope, 2000], thus v′v′
is multiplied by two in our estimate of TKE.
Figure 3.41: Turbulent kinetic energy (TKE/U2) for the meandering plume for
phase φ = 0◦. Vorticity contours corresponding to levels Tωz = −1.3 and Tωz = 1.3
are shown as dashed and solid black lines, respectively. The vectors indicate the phase-
averaged velocity with the free-stream velocity (U) subtracted. Every 4th velocity
vector is plotted.
As expected, obvious similarities exist between Figure 3.41 and Figures 3.39 and
3.40. TKE is highest towards the downstream, plume-side edge of the large-scale
alternating vortices (as for σv/U in Figure 3.40). It is moderately high further away
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from the plume, where the free-stream fluid is swept into the plume (as for σu/U
in Figure 3.39), and also along the plume centerline (as for σv in Figure 3.40). The
regions of lowest TKE are co-located with the regions of lowest σu, where the flow is
most like the free-stream flow.
Figure 3.42: Reynolds shear stress (u′v′/U2) for the meandering plume for phase
φ = 0◦. Vorticity contours corresponding to levels Tωz = −1.3 and Tωz = 1.3 are
shown as dashed and solid black lines, respectively. The vectors indicate the phase-
averaged velocity with the free-stream velocity (U) subtracted. Every 4th velocity
vector is plotted.
Figure 3.42 shows the spatial distribution of the Reynolds stress (u′v′) for the
meandering plume for phase φ = 0◦. Figure 3.42 shows that the regions of highest
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Reynolds stress are closely related to the leading edge of the large-scale alternating
vortices, immediately downstream of the peaks in TKE. The Reynolds stress is neg-
ative in the vicinity of the clockwise-rotating vortices and positive in the vicinity of
the counter-clockwise-rotating vortices. Further, the Reynolds stress is near zero on
the plume centerline, as well as further away from the plume.
The spatial distributions of TKE and Reynolds stress in Figures 3.41 and 3.42
can be compared to those of other studies of periodic vortices being shed off bluff
bodies, such as square [Lyn et al., 1995, Nakagawa et al., 1999, Saha et al., 2000] or
circular [Huang et al., 1995, Kim et al., 2006] cylinders. As in our study, the TKE is
highest within the cores of the large-scale alternating vortices, and is also high along
the hypothetical centerline between the vortices (no plume exists in Lyn et al. [1995],
Nakagawa et al. [1999], or Saha et al. [2000], as no tracer was released). Further,
the Reynolds stress magnitudes are highest on the leading edge of the large-scale
alternating vortices in Lyn et al. [1995], Huang et al. [1995], and Kim et al. [2006]
and near zero along the hypothetical centerline between the vortices, similar to the
distribution in our study. The only difference of note is that the maximum observed
TKE in our study is located towards the downstream edge of the vortices, as opposed
to the center as in Lyn et al. [1995]. Similarly, the peaks in the Reynolds stress
magnitudes are located slightly further downstream of the vortex cores in our study
than in Lyn et al. [1995], Huang et al. [1995], and Kim et al. [2006]. This is likely
the result of the shape of the vortices being shed. In Lyn et al. [1995], Huang et al.
[1995], Nakagawa et al. [1999], Saha et al. [2000], and Kim et al. [2006] the vortices
are circular, whereas our vortices are elliptical with a noticeably greater effect on the
velocity field at the downstream edges.
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3.5.7.3 Turbulent Flux of Tracer
To consider the relationship between the turbulent flux fields and the large-scale
alternating vortices, Figures 3.43 and 3.44 show u′c′ and v′c′, respectively, for the
meandering plume for phase φ = 0◦.





for the meandering plume for
phase φ = 0◦. Vorticity contours corresponding to levels Tωz = −1.3 and Tωz = 1.3
are shown as dashed and solid black lines, respectively. The vectors indicate the phase-
averaged velocity with the free-stream velocity (U) subtracted. Every 5th velocity
vector is plotted.
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for the meandering plume for
phase φ = 0◦. Vorticity contours corresponding to levels Tωz = −1.3 and Tωz = 1.3
are shown as dashed and solid black lines, respectively. The vectors indicate the phase-
averaged velocity with the free-stream velocity (U) subtracted. Every 5th velocity
vector is plotted.
Figure 3.43 indicates that the largest magnitude of the turbulent flux in the x-
direction occurs immediately downstream of the large scale-alternating vortices (sim-
ilar to the distribution of Reynolds stress observed in Figure 3.42). Furthermore, the
turbulent flux in the x-direction decreases in magnitude with distance downstream.
Figure 3.44 indicates that the largest magnitudes of the turbulent flux in the y-
direction occurs immediately to either side of the plume centerline. Similar to the
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distribution of Reynolds stress observed in Figure 3.42, the turbulent flux in the y-
direction changes sign across the plume centerline (albeit with negative turbulent
flux in the y-direction at negative values of y
UT
and positive turbulent flux in the y-
direction at positive values of y
UT
). As with the turbulent flux in the x-direction, the
turbulent flux in the y-direction decreases in magnitude with distance downstream.
3.5.8 Eddy Diffusion Coefficient for the Meandering Plume
Recalling the discussion of turbulent mixing in Section 3.3.1, the turbulent flux
term is commonly modeled by assuming that it is equivalent to the concentration gra-
dient multiplied by an eddy-diffusion coefficient, i.e., u′ic
′ = −Kxi ∂c∂xi (see Equations
3.3, 3.4, and 3.5), analogous to Fickian diffusion. To investigate the possibility of
applying this model to our meandering plume, Figure 3.45 shows the v′c′ field along
with the mean concentration contour lines for the meandering plume for phase φ = 0◦.
Figures 3.46 and 3.47 show the two sub-windows outlined in white in Figure 3.45.
Note that v′c′ is shown rather than u′c′ because (1) the largest concentration gradi-
ents are more closely aligned with the y-axis, and (2) we expect advective transport
to dominate the turbulent flux of tracer in the x-direction.
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for the meandering plume
for phase φ = 0◦. Concentration contour lines are shown in black (note they are
logarithmically spaced). The vectors indicate the phase-averaged velocity with the
free-stream velocity (U) subtracted. Every 5th velocity vector is plotted. The white
boxes define the zoom regions.
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for the meandering plume
for phase φ = 0◦ showing the Zoom 1 region defined in Figure 3.45. Concentration
contour lines are shown in black (note they are logarithmically spaced). The vectors
indicate the phase-averaged velocity with the free-stream velocity (U) subtracted.
Every 4th velocity vector is plotted.
124





for the meandering plume
for phase φ = 0◦ showing the Zoom 2 region defined in Figure 3.45. Concentration
contour lines are shown in black (note they are logarithmically spaced). The vectors
indicate the phase-averaged velocity with the free-stream velocity (U) subtracted.
Every 4th velocity vector is plotted.
Figures 3.45, 3.46, and 3.47 strongly suggest that the turbulent flux may be mod-
eled as a function of the concentration gradient. Note that v′c′ is zero on the centerline,
which is defined as location of the maximum concentration - where the y-direction
concentration gradient is zero. Further, v′c′ increases rapidly in magnitude away
from the centerline (in the vicinity of the maximum y-direction concentration gradi-
ent - note the concentration contours are logarithmically spaced) before decreasing
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to zero far from the plume centerline, where the concentration (and the y-direction
concentration gradient) is zero. Finally, y-direction concentration gradient changes
sign across the plume (i.e., the concentration is increasing for y
UT
values less than y
UT
value of the plume centerline and decreasing for y
UT
values greater than y
UT
value of
the plume centerline), as does the sign of v′c′.
To confirm the efficacy of the eddy-diffusivity model it is necessary to directly
examine the slope of the mean concentration gradient and the turbulent flux. To ac-
complish this, we extracted mean concentration profiles at 20 downstream positions.
As with the concentration profiles in Figures 3.22 and 3.23, the concentration profiles
were defined perpendicular to the local plume centerline (see Figure 3.18). The tur-
bulent flux (v′0c
′) along the concentration profile axis (y0) was calculated by defining
bins along the concentration profile axis and identifying the values of u′, v′, and c′ for
each PTV vector in the bin (see Section 3.4.7). Each vector was rotated such that the








′ was calculated at the centroid of each bin along
the concentration profile as the time-average of v′0c
′ for every PTV vector located in
each bin. The slope of the piecewise Gaussian profile fit to the concentration profile
(described in Section 3.5.3.1) is used to ensure a smooth and continuous estimate of





. An example plot of the turbulent flux along the
concentration profile axis as a function of the mean concentration slope is shown in
Figure 3.48.
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in the direction perpendicular to the











in the direction perpendicular to the local plume centerline
at x
UT












along the profile. Despite the substantial scatter v′0c
′ (as might be expected
given the scatter observed in u′c′ and v′c′ in Figures 3.43 and 3.44), 82% of the
variance in v′0c
′ is explained by the linear fit. As shown in Figure 3.48, the value
of the eddy-diffusion coefficient is calculated as the slope of the best fit line and is
reported with the standard non-dimensionalization using the water depth (H) and
the shear velocity (u∗).
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in the direction perpendicular to the












in the direction perpendicular to the












and the distance downstream and the plume width, which
is itself a function of distance downstream, as shown in Figures 3.24 and 3.25. The
eddy-diffusion coefficient increases with distance downstream until x
UT
≈ 1.0, at which
point it appears to level off or slightly decrease. As observed in Figure 3.50, this region
corresponds to a leveling off of
Ky0
Hu∗
as a function of plume width.
The probable cause of the leveling off of the eddy-diffusion coefficient can be
traced back to the foundational theory of turbulent mixing discussed in Section 3.3.1.
Specifically, only eddies smaller than the scale of the patch of tracer contribute to
the turbulent mixing [Roberts and Webster, 2002]. Once the plume/patch of tracer
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has reached the size of the largest eddies, we expect the eddy-diffusion coefficient
to level off. A general order-of-magnitude estimate of the size of the largest eddies
possible in open channel flow is the water depth (H). For our flume H/b = 48,
(non-dimensionalizing by the initial plume width - the tracer release nozzle diameter
b = 4.2 mm). The largest vortices directly observed in our flume are the large-
scale alternating vortices induced by the diverting plate. As discussed extensively in
Section 3.5.7, these vortices are the dominant feature of our meandering plume.
To investigate this further, we estimated the size of the large-scale alternating
vortices as the average of the major and minor axis lengths for all of the large-
scale alternating vortices visible in the mean velocity fields for the meandering plume
for all four phases. The vortices are defined as corresponding to vorticity levels
Tωz = −1.3 and Tωz = 1.3, as in Section 3.5.7. Non-dimensionalizing by the initial
plume width (the tracer release nozzle diameter b = 4.2 mm), the average size of the
large-scale alternating vortices under this criterion is 40.5. Thus, the vortices shed
off the diverting plate are of a similar size to the largest turbulent eddies we expect
to observe in this flow.
Returning to Figure 3.50, we indeed observe that
Ky0
Hu∗
begins to level off around
2(σL+σR)
b




Using data from numerous sources Fischer et al. [1979] estimated that the trans-
verse eddy-diffusion coefficient in an open channel could be estimated by:
Ky u 0.15Hu∗ (3.29)
where u∗ is the shear velocity. Other studies have reached a similar result with
slightly different coefficients (e.g. ky u 0.17Hu∗ in Webel and Schatzmann [1984]),
but in almost all of the cases the transverse eddy diffusion coefficient was bounded by
0.1Hu∗ ≤ Ky ≤ 0.2Hu∗. In these studies the water depth H is used as an estimate of
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the size of the largest eddies, thus the transverse eddy diffusion coefficient levels off
at these values once the patch of tracer has exceeded this size. Using the estimate of
the shear velocity in our flume from Rahman and Webster [2005] (u∗ = 3.08 mm/s
for the smooth bed case) ky u 0.15Hu∗ is plotted as a dashed black line in Figure
3.50. This estimate agrees very well with the transverse eddy diffusion coefficients for
which the plume width exceeds the size of the largest eddies (which we assume are of
comparable size to the vortices shed off the diverting plate).
Lastly, let us consider the growth of the eddy-diffusion coefficient before it reaches
the size of the largest eddies. In keeping with the theory that only eddies smaller
than the scale of the patch of tracer contribute to the turbulent mixing, it is expected
that the eddy-diffusion coefficient scales with the size of the tracer patch (see Section
3.3.1). Richardson [1926] argued based on observation that Ky ∝ L
4
3 , where L is the
characteristic size of the tracer patch. Many later studies have corroborated this 4/3
dependence [Batchelor, 1952, Brooks, 1960, Foxworthy et al., 1966, Okubo, 1968].
However, in a compilation of many experiments by Okubo [1971] it was found that,
although the 4/3-law was obeyed locally within each experiment, when when the
data from all experiments were plotted together the eddy-diffusion coefficient scaled
as Ky ∝ L1. To maintain generality, later studies [Stacey et al., 2000, Fong and
Stacey, 2003] have assumed that the eddy-diffusion coefficient can be estimated by:
ky = αL
n (3.30)
which allows other values of n to be examined, because, as argued in Stacey et al.
[2000], n may vary with distance downstream. To examine the dependence of the




as a function of 2(σL+σR)
b
for the data in which 2(σL+σR)
b
≤ 40.5 (the largest eddy size)
on log-log scale in Figure 3.51. A least-square best-fit to Equation 3.30 is shown as a
black line.
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in the direction perpendicular to the






Only the values for which the plume width is less than the size of the largest vortices.
As the best fit line in Figure 3.51 shows, the eddy-diffusion coefficient for our







obviously inconsistent with the Richardson [1926] 4/3-law. One possible cause for this
is, as discussed in Okubo [1968] and Liao and Cowen [2010], 4/3-law is predicated on
the assumption that the tracer patch exists in the inertial subrange, i.e., η  L l
(where η is the Kolmogorov microscale, L is the characteristic tracer patch size, and l
is the integral length scale - see Section 3.3.1). A requirement for the existence of the
inertial subrange is that the Reynolds number is extremely high Pope [2000]. Thus
one might expect the inertial subrange to be quite obvious in an oceanic turbulent
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boundary layer, with higher velocities and much larger length scales. However, it
is unlikely that a significant inertial subrange exists in the meandering plume flow.
As a result, the eddy-dfiffusion coefficient for our meandering plume flow is a weaker
function of the plume width.
3.6 Conclusions
The goal of this study was to examine the mixing of tracer in a meandering plume
by phase-locking the plume to separate the fluctuations due to the plume meander
from the turbulent velocity and concentration fluctuations. Simultaneous LIF and
PIV/PTV experiments were performed on the meandering plume at four phases in
the motion of the meander-forcing diverting plate to quantify the concentration and
velocity fields; LIF was performed on a straight plume for comparison with the me-
andering plume structure.
Analysis of the concentration fields allows us to conclude that the phase-averaged
concentration profiles for the meandering plume are piecewise Gaussian in shape,
however the profiles of the standard deviation of the concentration fluctuations are
not (see Section 3.5.3). This contrasts with the concentration structure of straight
plumes in this and other studies [Crimaldi et al., 2002, Crimaldi and Koseff, 2006,
Rahman and Webster, 2005], in which the mean concentration profiles are Gaussian
in a complete (not piecewise) sense, as are the profiles of the standard deviation of the
concentration fluctuations. Further, we showed that the plume centerline (maximum)
concentration decreases more rapidly with distance downstream for the meandering
plume than the straight plume (see Figure 3.20 in Section 3.5.3). The width of the
meandering plume also grows more rapidly with distance downstream (x1) than the
width of the straight plume (x0.75). Therefore the meandering plume exhibits more
rapid dilution of tracer than the straight plume.
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Closer examination of the meandering plume velocity (and vorticity) fields high-
lights the importance of the large-scale alternating vortices shed from the diverting
plate. We showed that these structures are the dominant features of the flow and
effectively govern the concentration field, the turbulence, and the turbulent flux of
tracer in the meandering plume. The large-scale alternating vortices sweep free-
stream fluid into the plume, forcing the plume to meander. This forced injection
of free-stream fluid contributes to the increased dilution of tracer in the meandering
plume compared to the straight plume. The vortices also cause local decelerations in
the downstream direction velocity on the plume centerline, which leads to localized
“backing-up” of tracer filaments immediately upstream of the point where the two
counter-rotating vortices meet. This congregation of tracer filaments leads to local
peaks in the phase-averaged concentration along plume centerline.
The large-scale alternating vortices are likewise strongly related to the spatial dis-
tributions of TKE and Reynolds stress (u′v′) in the meandering plume. The largest
magnitudes of TKE and u′v′ appear immediately downstream of the large scale-
alternating vortices, effectively co-located with the sweeping of free-stream fluid into
the plume (and the correspondingly high shear). These results agree well with other
studies examining turbulence due to periodic vortices being shed in the wake of bluff
bodies [Huang et al., 1995, Lyn et al., 1995, Nakagawa et al., 1999, Saha et al., 2000,
Kim et al., 2006]. The turbulent flux of tracer is also related to the large-scale alter-
nating vortices. The largest magnitude of u′c′ is located immediately downstream of
the large-scale alternating vortices, similar to the distribution of u′v′. The magnitude
of v′c′ is greatest to either side of the plume centerline and equal to zero on the plume
centerline. Local minimum magnitudes in v′c′ are also observed in the center of the
large scale alternating vortices.
Combining our measurements of the mean concentration profiles and turbulent
flux terms, we successfully modeled the turbulent flux of tracer in our meandering
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plume using the eddy-diffusivity hypothesis (see Section 3.5.8). Unsurprisingly, the
size of the plume relative to the largest eddies (which in this case are of similar
size to the large-scale alternating vortices induced by the diverting plate) dictates
the behavior of the eddy-diffusion coefficient. When the plume width is larger than
the size of the largest eddies, the eddy-diffusion coefficient is a constant, given by
Ky0 = 0.15Hu
∗ (recall H is the water depth and u∗ is the shear velocity). This agrees
well with the other studies’ estimates of the eddy-diffusion coefficient in open channel
flows [Fischer et al., 1979, Webel and Schatzmann, 1984]. When the plume width is
smaller than the size of the largest eddies, the eddy-diffusion coefficient scales as the
plume width to the 3/4, which is substantially less than the 4/3-law of Richardson
[1926]. A key assumption behind the 4/3-law is that the tracer patch size must be
in the inertial subrange [Liao and Cowen, 2010], which is not present in our flume
(an inertial subrange requires a very high Reynolds number, and a large difference
between the largest length scales and the smallest length scales in the flow). Thus,
the eddy-diffusion coefficient for our meandering plume flow is a weaker function of
the plume width.
These results shed light on the structure of a meandering plume and provide
guidance for field studies on larger scale meandering plumes. In particular the finding
of a non-symmetric concentration profile is of significance to models of atmospheric
meandering plume (in which it is often assumed symmetric). Furthermore, the results
are applicable to studies of plumes in the wake of bluff bodies. Finally, this will shed
light on the notion of a ”flavored eddy” in the wake downstream of biotic structures
(e.g. oyster reefs in saltmarshes) in Atema [1996]. We observe local peaks in the
concentration structure associated with the presence of the periodic vortices from the
diverting plate (as do Balu et al. [2001] and von Carmer et al. [2009]). However,
we have no evidence that suggests the instantaneous turbulent vortices are similarly




TECHNIQUES FOR REMOVING WAVE BIAS FROM
REYNOLDS STRESS ESTIMATES
4.1 Abstract
A new single-instrument method for removing wave bias from Reynolds stress
estimates is proposed in the study presented in this chapter. Assuming that the wave
motions and the pressure are perfectly coherent, the method uses a linear filter to
estimate the wave velocity at the instrument based on the pressure measurement, and
then differences the estimated velocity to arrive at an ideally wave-free estimate of
the Reynolds stress. This method is compared to two frequency-domain-based single-
instrument techniques and a two-instrument method that uses the wave velocity at
an adjacent instrument in the linear filter to estimate and remove the wave velocity.
No single-instrument technique offers clearly superior performance over the other two
in deeper water. The method proposed in this study does offer superior performance
over the other single-instrument techniques in shallow water, comparing favorably
with the two-instrument method. The advantage of the proposed single-instrument
technique is that it limits the financial and logistical issues associated with deploying
a second instrument.
4.2 Introduction
High precision estimates of quantities such as the Reynolds stress and Turbulent
Kinetic Energy (TKE) are necessary to corroborate hypothesis regarding the hy-
drodynamics of turbulent boundary layers and wakes [Shaw and Trowbridge, 2001].
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They are also critical for to validating current and sediment flux models - which rely
heavily on assumptions of the dynamics of boundary layers, in tidally-driven estu-
ary flows [Zheng et al., 2003]. Instruments such as Acoustic Doppler Velocimeters
(ADV’s) allow for direct point estimates of the Reynolds stresses and TKE. How-
ever, as discussed in Shaw and Trowbridge [2001] such measurements are frequently
contaminated by energetic surface waves or internal waves, which may contain sev-
eral orders of magnitude more energy than the turbulent velocity fluctuations in the
coastal ocean environment [Grant et al., 1984, Grant and Madsen, 1986, Huntley and
Hazen, 1988, Trowbridge, 1998, Shaw and Trowbridge, 2001, Kirincich and Rosman,
2011]. Of special concern is the potential for misalignment of the instrument coordi-
nate axis with the true coordinate axis, which causes significant wave bias terms to
influence Reynolds stress estimates [Trowbridge, 1998].
Several techniques have been proposed to alleviate the wave contamination. Among
the most accepted are the family of two-instrument techniques following the velocity
differencing methodology of Trowbridge [1998]. In brief, Trowbridge [1998] proposes
subtracting the velocity at a nearby instrument (instrument 2) from the velocity at
the instrument of interest (instrument 1), reasoning that the wave velocities at the
two instruments are equal and thus will cancel upon differencing. Shaw and Trow-
bridge [2001] extended this work by proposing a linear filtering scheme to alter one
of the two velocity components in the covariance to correct for variations in the ve-
locity between the two nearby instruments. The linear filter is intended to predict
the wave velocity at the instrument 1 given the velocity at the instrument 2 and then
the predicted velocity is subtracted from the instrument 1 velocity. Feddersen and
Williams [2007] apply the linear filter to both velocity components in the covariance,
and present a technique for assessing the effectiveness of each method in removing the
wave bias (the Ogive curve test). While these two-instrument techniques have proven
effective in the offshore [Shaw and Trowbridge, 2001] and nearshore [Feddersen and
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Williams, 2007] regions, it is desirable from a financial and logistical standpoint to
make use of a single-instrument technique. Single-instrument techniques have been
proposed that rely on frequency domain analysis to separate the wave signal from
the turbulence [Bricker and Monismith, 2007, Wilson et al., 2013], but suffer in ef-
fectiveness if the wave motions occupy the same frequency range as the turbulent
fluctuations contributing to the Reynolds stress [Trowbridge, 1998]. Unfortunately,
this is a common occurrence in the field.
The aforementioned wave bias removal techniques are generally tested for fairly
energetic surface wave conditions, e.g., surface wave rms velocity of 0.12m/s in
Shaw and Trowbridge (2001) and significant wave height Hs = 1m in Feddersen and
Williams (2007). While these waves are easily large enough to overwhelm the true
Reynolds stress terms, the waves need not be so large to result in significant errors.
For synthetic test data, a two degree instrument coordinate axis tilt and the presence
of a wave field with significant wave height Hs = 6 cm can result in a 1 cm
2s−2 error
in the estimated u′w′ Reynolds stress if unaccounted for (assuming the waves are
propagating in the x-direction). Given that observed Reynolds stresses near the bed
in coastal and estuarine environments are typically on the order of 1.0 − 2.0 cm2s−2
[Shaw and Trowbridge, 2001, Bricker and Monismith, 2007, Feddersen and Williams,
2007, Wilson et al., 2013], this represents a significant error. In sheltered estuarine
channels the significant wave height may be on the order of centimeters, but must
nonetheless be accounted for. The resulting signal of the waves may be difficult to
detect and remove.
This study proposes a single-instrument technique that makes use of the linear
filtration scheme of Shaw and Trowbridge [2001] and Feddersen and Williams [2007].
However, rather than using the velocity at an adjacent instrument to predict the wave
velocity at the instrument of interest, the pressure signal at the same instrument is
used, under the assumption that it is coherent with the wave velocity. The proposed
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technique removes the issue of separating the wave and turbulence components in the
frequency domain that is typical of single-instrument approaches . The performance of
the proposed method is compared to two existing frequency-based single-instrument
techniques [Bricker and Monismith, 2007, Wilson et al., 2013], as well as the Feddersen
and Williams [2007] two-instrument extraction technique for a series of synthetic data
sets, seventeen deployments at four sites in comparatively shallow estuarine channels
near Wassaw Sound in Savannah, Georgia, and two days of continuous monitoring at
a single site in the deeper water of Monterey Bay, California.
4.3 Background
In the event that waves, current, and turbulence are all present in a flow, the
instantaneous horizontal velocity (u) can be decomposed as:
u = ū+ ũ+ u′ (4.1)
where ū, ũ, and u′ are the mean, wave, and turbulent velocity components, respec-
tively. As in Feddersen and Williams [2007] it is assumed that the flow is statistically
stationary over the sampling period, and that the wave and turbulent velocity fluc-
tuations are uncorrelated (e.g. ũu′ = 0).
In a simple exercise, Shaw and Trowbridge [2001] and Feddersen and Williams
[2007] showed that in the event of sensor rotation by angle θ, the horizontal and
vertical velocities with the mean removed (U and W ) are estimated at the sensor
(to first order in θ) by U = ũ + u′ + θ (w̃ + w′) and W = w̃ + w′ + θ (ũ+ u′),
respectively. Further, straightforward evaluation of the covariance of these terms (e.g.
UW ) results in wave bias terms ũw̃, θũ2, and θw̃2 that become larger than the desired
Reynolds stress (u′w′) with increasing θ [Feddersen and Williams, 2007]. Since it is
effectively impossible to deploy instruments in the field such that θ is zero, Reynolds
stress measurements are always contaminated by the presence of waves. A variety of
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techniques have been proposed to reduce the wave bias terms. This study presents
a new single-instrument method and compares it to two existing single-instrument
techniques [Bricker and Monismith, 2007, Wilson et al., 2013] as well as the most
recent of the two-instrument velocity differencing methods, Feddersen and Williams
[2007].
4.3.1 Feddersen and Williams (2007) Two-Instrument Method
The Feddersen and Williams [2007] wave bias removal method (FW07) is an ex-
tension of the earlier Shaw and Trowbridge [2001] method. The basic principle is
to place an additional instrument (instrument 2) adjacent to the instrument at the
location of interest (instrument 1), then use the linear filtration method of Shaw and
Trowbridge [2001] to predict the wave velocity at instrument 1 from instrument 2.
This predicted velocity is then subtracted from the velocity at instrument 1 to reduce
the effects of wave bias. The separation distance is chosen such that it is larger than
the ”correlation scale” of the turbulence, yet much smaller than the wavelength of the
contaminating waves (assumed to be equal to the correlation scale of the waves - Shaw
and Trowbridge [2001]). In Shaw and Trowbridge [2001], Feddersen and Williams
[2007], and the Monterey Bay field data in this study the sensors are separated verti-
cally. In contrast, in the Wassaw Sound field data in this study and Trowbridge and
Elgar [2001] (employing the earlier Trowbridge [1998] wave bias removal method),
the sensors are separated horizontally. Note the Shaw and Trowbridge [2001] linear
filtration scheme is not limited to vertically separated sensors [Shaw and Trowbridge,
2001].
If the wave motions between instruments 1 and 2 are perfectly coherent, the
estimated x-direction wave velocity at instrument 1 (Û1) is assumed to be related to
the de-meaned x-direction velocity at instrument 2 (U2) by the following expression








where h(t) are the estimated filter weights describing the relationship between the
wave velocities between the two sensors and T is the convolution time of the filter
(assumed to be equal to the peak wave period). As discussed in Shaw and Trowbridge
[2001], this estimate of the wave velocity (Û1) will contain a turbulence component,
but it will not affect the final solution if, as assumed, the turbulence at instruments
1 and 2 are spatially incoherent.
The vector of filter weights (h) is given as the least squares solution of a transversal






where U1 is a vector of demeaned x-direction velocity at instrument 1 and A is an
M×3N matrix of all three components of the velocity at instrument 2. M is the total
number of data points in the sampling period and N is the number of data points in





m− N − 1
2
)









m− N − 1
2
)









m− N − 1
2
)






where U2(m), V2(m), and W2(m) are the components of de-meaned velocity vector
U2 at data point m. The estimate of the x-direction wave velocity at instrument 1
(Û1) is then found by convoluting matrix A with the vector of filter weights (h):
Û1 = Ah (4.5)
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The x-direction wave velocity estimated from the linear filter is subtracted from
the actual velocity at instrument 1 to yield a differenced velocity that is ideally wave
free (i.e., ∆Û1 = U1 − Û1). In the Shaw and Trowbridge [2001] method, one of the
velocity terms in the covariance is replaced with the differenced velocity to estimate
the Reynolds stress at instrument 1 (e.g. u′1w
′
1 ≈ ∆Û1W1, where W1 is the z-direction
wave velocity at instrument 1). Note that Shaw and Trowbridge [2001] recommend
differencing the horizontal velocity as opposed to the z-direction velocity (i.e., ∆Ŵ1),
but both formulations are presented. FW07 involves repeating the velocity differenc-
ing procedure (i.e., Equations 4.2 - 4.5) for the second component, and using both




4.3.2 Young and Webster Single-Instrument Method
The steps in the Young and Webster wave bias removal method (YW) are similar
to FW07. The key difference is that pressure signal at the same instrument is used to
estimate the wave velocity at the instrument of interest, rather than the velocity at an
adjacent instrument (thus subscripts denoting the instrument are dropped). We note
here that the velocity and pressure sensor are physically offset for many instruments,
but that we expect this offset to be much smaller than the wavelength of the waves
(and much smaller than the physical seperation between the two instruments in the
two-instrument methods). The assumption is that the wave motions and the pressure
signal are perfectly coherent at the instrument, thus the estimated x-direction wave






h(t− τ)P̂ (t)dτ (4.6)
As before, h(t) are the estimated filter weights and T is the convolution time of






where A is an M × N matrix containing de-meaned pressure data (P̂ ). M and N
are the total number of data points and the number of filter weights, respectively.
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The estimate of x-direction wave velocity (Û) is again found by convoluting matrix
A with the vector of filter weights (h), i.e., Û = Ah. The estimate is subtracted from
the actual velocity at the instrument to yield a differenced velocity (∆Û = U − Û)
that is ideally wave free. As in FW07, these steps are repeated for the second velocity
component in the covariance and both differenced velocities are used to estimate the
Reynolds stress (e.g., u′w′ ≈ ∆Û∆Ŵ ).
4.3.3 Bricker and Monismith (2007) Single-Instrument Method
The Bricker and Monismith [2007] wave bias removal method (BM07) is a single-
instrument frequency-based technique. The goal is to identify a localized spike in the
power spectral density function (PSD) of the de-meaned velocity signal (SUU), which
is presumably due to the contaminating waves. The wave component of the PSD
(Sũũ) is isolated and used to calculate the wave contribution to the covariance (e.g.
ũw̃). This is subtracted from the total covariance (UW ) to yield the Reynolds stress
(u′w′).
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Figure 4.1: PSD of the de-meaned x-direction velocity (SUU) for a synthetic dataset.
The black dots are the PSD and the black line is a best fit to the PSD outside the
wave peak. The peak frequency within the wave peak fWP is shown and labeled in
red. The left fL and right fR frequency bounds of the wave peak are shown and
labeled in green.
An outline of the BM07 steps for computing u′w′ proceeds as follows. As shown
in Figure 4.1, the PSD of the de-meaned x-direction velocity (SUU) is examined with
the intent of identifying the range of frequencies contaminated by wave energy. The
frequency of the wave peak fWP is the frequency above 0.1Hz with the largest value
of the PSD. This frequency is straightforward to identify for both field and synthetic
datasets so long as the waves are sufficiently large. The same cannot be said for the
left (fL) and right (fR) frequency bounds of the wave peak, which are dataset specific
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[Bricker and Monismith, 2007, Wilson et al., 2013]. For the data presented in this
study and in Wilson et al. [2013] the left frequency bound (fL) of the wave peak was
specified as 70% of the peak frequency (fWP ) and the right frequency bound (fR) as
fWP + 0.5Hz. A straight line is fit to the data points outside the wave peak range
via a least-squares regression. All points at lower frequencies than fL are included
in the fit, and half that number of points at higher frequencies than fR are included.
This is an attempt to avoid aliasing the wave energy to higher frequencies, which may
occur if the waves advect higher frequency turbulent eddies past the sensor [Lumley
and Terray, 1983, Gross et al., 1994, Bricker and Monismith, 2007].
The wave contribution to the PSD is assumed to be all of the energy, in the
identified wave peak range, between the best fit line and the PSD. All the energy
below the best fit line (as well as all the energy outside the identified wave peak
range) is assumed to be due to the turbulence. Thus, the PSD of the x-direction
wave velocity (Sũũ) is equal to the PSD of the de-meaned velocity signal (SUU), in the
frequency domain bounded by fL and fR, minus the linear fit in the same frequency
domain. Sũũ is used to compute the magnitude of the wave velocity fluctuations (|ũj|)





Note that the index j only refers to the frequencies in the range between fL and
fR, as opposed to the entire spectrum. The phase of |ũj| is assumed equal to that
of the de-meaned x-direction velocity (U) and is obtained by computing the discrete
Fourier transform of the de-meaned x-direction velocity (Uj). The phase of Uj ( 6 Uj)





, where Im(Uj) and Re(Uj) are the imaginary and
real components of Uj, respectively.
This process is repeated for the second component in the covariance (e.g., W , the
de-meaned z-direction velocity) such that the wave component of the covariance (ũw̃)
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|ũj||w̃j|cos (6 Wj − 6 Uj) (4.9)
where j remains the indices of the discrete frequencies between fL and fR. The
Reynolds stress (u′w′) is then recovered by subtracting the wave component of the
covariance (ũw̃) from the covariance of the de-meaned velocities (UW ), e.g., u′w′ =
UW − ũw̃, under the assumption that the wave and turbulent velocity fluctuations
are uncorrelated.
4.3.4 Wilson et al. (2013) Single-Instrument Method
The Wilson et al. [2013] wave bias removal method (WWW13) is a frequency-
based technique that uses the coherence between the pressure and the velocity signals
to identify and remove the contribution wave contribution to the covariance. The
assumption is that the coherence between the pressure and the velocity is entirely
due to the wave influence, and the PSDs of the de-meaned velocities are adjusted
accordingly. The Reynold stress is computed from the modified PSD in the same
manner as the wave contribution to the de-meaned velocity covariance is reconstructed
in BM07.
For example, to obtain u′w′, the coherence function, γ2(fj), for the de-meaned x-








where SUP is the cross spectral density (CSD) of U and P , S
∗
UP is the complex
conjugate of SUP , and SUU and SPP are the PSDs of U and P , respectively. It
is important to note that in WWW13, the index j refers to all frequencies in the
spectra (unlike BM07, in which it was restricted to the frequencies in the identified
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wave peak). If the coherence between the pressure and the velocity is entirely due to











|u′j|2. As in BM07, the phase is assumed to be equal to the
phase of the de-meaned x-direction velocity (U) . The phase is likewise given by





, where Uj is the discrete Fourier transform of U , and Im(Uj)
and Re(Uj) are the imaginary and real components of Uj, respectively. These steps
are repeated for the vertical velocity (W ) and the Reynolds stress (u′w′) is directly
estimated by u′w′ =
∑
j|u′j||w′j|cos (6 Wj − 6 Uj).
4.3.5 The Feddersen and Williams (2007) Ogive Curve Test
The accuracy of the estimates of Reynolds stresses for field datasets are not di-
rectly verifiable. However, the estimates can be accepted or rejected based on the
characteristics of the Reynolds stress Ogive curves. The Ogive curve of u′w′ (Ogu′w′)
is the moniker given to the non-dimensional integrated co-spectra of u′w′, which is






where f is frequency and Cou′w′ is the cospectrum of u
′w′. The Ogive curve of v′w′
(Ogv′w′) is formulated in a similar fashion. Therefore, the Ogive curves are plots
of the cumulative energy at all frequencies less than or equal to f , normalized by






, where V is the steady free stream velocity in the turbulent
boundary layer. The free stream velocity is not steady in turbulent boundary layers
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contaminated by waves (due to the orbital wave motions), thus Shaw and Trowbridge
[2001] and Feddersen and Williams [2007] replace the free stream velocity with the





. Kaimal et al.
[1972] and later Soulsby [1977] found that eddies with non-dimensional wavenumber





< 101 contributed most of the energy to the Reynolds
stress. Thus, this is the range of focus in the Feddersen and Williams [2007] Ogive
curve test.
For synthetic data, the Ogive curves of the Reynolds stress estimates from the
four methods can be directly compared to the true Ogive curve. For field data, Fed-
dersen and Williams [2007] recommend qualitatively comparing the estimated Ogive
curves to Ogive curves from atmospheric turbulent boundary layer measurements in
Kaimal et al. [1972]. The curves cannot be quantitatively compared to the Kaimal
et al. [1972] curves due to the inexactness of replacing the (ideal and unphysical)
steady free stream velocity (V ) with the mean alongshore current (u) in the formula-
tion of the non-dimensional wavenumber. Therefore, Feddersen and Williams [2007]
propose explicitly rejecting Reynolds stress estimates if the Ogive curve ever falls






< 101 (i.e., the non-dimensional frequency range that forms the bulk
of the contribution to the Reynolds stresses), although the cutoff is selected based on
admittedly heuristic analysis.
4.4 Methods
As described in Section 4.3.5, one of the challenges in assessing the effectiveness
of wave bias removal techniques is the inability to compare the estimated Reynolds
stress against the ground truth for a field dataset. Studies that suggest new meth-
ods compare the results from the presented method against the results from previous
methods [Shaw and Trowbridge, 2001, Feddersen and Williams, 2007, Bricker and
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Monismith, 2007, Wilson et al., 2013]. The Feddersen and Williams [2007] Ogive
curve test is a major step forward in this regard, but does not directly assess the
accuracy of the Reynolds stress estimate. Therefore, we perform the four wave bias
removal techniques described in Section 2 on a series of synthetic data, as well as a
series of field data collected in Wassaw Sound near Savannah, GA and in Monterey
Bay, CA. The synthetic data allows direct assessment of the accuracy of the Reynolds
stress estimates from the four wave bias removal techniques. It also allows compar-
isons of the estimated Ogive curves under idealized conditions, before comparing the
techniques for field data.
4.4.1 Synthetic Signal Generation
The synthetic data are intended to represent hypothetical data as similar to our
Wassaw Sound field data as possible. Thus, the current, wind, wave, and turbulence
characteristics are estimated from the Wassaw Sound datasets. The water depth was
3m, corresponding to the maximum tidal range during spring tide in the vicinity of
Wassaw Sound [Gross and Werner, 1997]. The instrument measurement volume was
10 cm above the bed as in the Wassaw Sound field measurements. The two instru-
ments (for FW07) were separated in the x-direction (the mean current direction) by
1m, mirroring the field data collection. Seventy (70) individual bursts were specified
for each of four wave angles relative to the current (x) direction (10◦, 33◦, 56◦ and
80◦). The range of mean currents in the synthetic bursts spanned −1.5 × Umax to
1.5 × Umax, where Umax = 20 cms , similar to the maximum current observed in the
Wassaw Sound field data. This value of Umax was also similar to that observed in Seim
et al. [2002] and Feddersen and Williams [2007]. The sign convention for the current
was such that waves propagate with positive mean current and against negative mean
current.
The hypothetical Reynolds stress tensor was specified for the scenario of maximum
149
observed current, Umax = 20
cm
s
, and scaled up or down linearly based on the ratio of
the mean current selected for the individual burst (U) to Umax. The value of u′w′ in
the hypothetical Reynolds stress tensor was equal to the value observed in the Wilson
et al. [2013] dataset at Umax (similar values of u′w′ were observed in Feddersen and
Williams [2007]. The sign of u′w′ was specified to be opposite the sign of the mean
velocity for the burst. The value of v′w′ was assumed to be half of u′w′ (because
v′w′ was not reported in Wilson et al. [2013]), which is similar to the ratios of v′w′
to u′w′ observed in Feddersen and Williams [2007]. The value of u′v′ was assumed to
be equal to zero as in an idealized flat plate turbulent boundary layer [Pope, 2000].
The diagonals of the hypothetical Reynolds stress tensor were specified from the




components were set equal to a fraction of u′2 based on the plots of normalized
Reynolds stress components as a function of boundary layer thickness (δ) in Pope
[2000]. The plot was generated based on DNS results in Spalart [1988] and the
relative height within the boundary layer was assumed to be z
δ
= 0.25. The TKE
was set equal to a function of u′2 with the other two components (v′2 and w′2) subbed
in as functions of u′2. The resulting expression was solved for u′2, then v′2 and w′2
were determined by their respective fractions of u′2.








The turbulence component was generated in Matlab (Mathworks, Natick, Massachusetts,
USA) using a multivariate normal random number generator (mvnrnd), with zero
mean and covariance matrix equal to the scaled Reynolds stress tensor.
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The wave component was generated based on a modified TMA spectrum outlined
in Young [1999]. The TMA spectrum was proposed in Bouws et al. [1985, 1987] as
a shallow water ocean wave spectrum and the naming convention is the first letter
of the three datasets used for field verification (Texel, MARSEN, ARSLOE). The
TMA spectrum was modified by Young and Verhagen [1996] to describe fetch limited
shallow water waves, analogous to those found in more sheltered estuarine channels.
























where g is the acceleration due to gravity and f is frequency. fp is the frequency of the





, where F is the fetch length
and U10 is the wind speed 10m above the sea surface. F is assumed to be 1000m
(the approximate channel width in the vicinity of two of our four Wassaw Sound
deployment sites) and U10 is assumed to be 4
m
s
, corresponding to the peak sustained
wind speed at the Skidaway Institute of Oceanography (Skidaway Island, Savannah,
GA) weather station during the June 20th 2010 deployments. The coefficients α, Φ
and γ are determined from the following expressions [Kitaigordskii et al., 1975, Young
and Verhagen, 1996]:





ω∗2 for ω∗ ≤ 1
1− 1
2
(2− ω∗)2 for ω∗ > 1
(4.16)
γ = −5.8log10 (D) + 1.1 for 0.05 ≤ D < 1 (4.17)
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where κ is the non-dimensionalized peak wavenumber given by κ =
U210kp
g
, kp is the
wavenumber at peak frequency fp (determined from linear dispersion), ω
∗ is the non-




(ω is the angular frequency
corresponding to f), and D is the non-dimensionalized water depth given by D = gd
U210
.
The parameter σ equals 0.12 as suggested by Young and Verhagen [1996]. In the event
that the waves are propagating against the current, each frequency in the spectrum
is checked to determine if the waves at that frequency are able to propagate against
the current. If not, the energy at that frequency is set to zero. Each frequency
component is randomly assigned a phase, and the wave velocities are reconstructed
given the wave angle and the amplitudes from the wave spectra using linear thoery
and making no assumptions about the regimes of the waves. The wavenumbers for
each frequency computed from linear waves dispersion including current effects.
Instrument noise is added as an additional component to the synthetic velocity
signal using a normal random number generator in Matlab (normrnd). The expected
uncertainty in the velocity components and the pressure for the Nortek Vector ADVs
used in this study is 0.5% of the maximum observed value in the burst. To generate
the noise signal, this value is assumed to be equal to twice the standard deviation
used in the normal random number generator (the mean is zero). The mean current,
wave, turbulence, and noise signals are added together to generate the synthetic time
record. As with the Wassaw Sound field data, the synthetic bursts are five minutes
of data at 16Hz, corresponding to 4800 data points. The resulting three-dimensional
velocities are rotated 2◦ about the x and y axes to simulate tilt between the true
coordinate axis and the instrument coordinate axis (which introduces wave bias in
VW and UW , respectively). An example of a synthetic burst is shown in Figure
4.2. Note that the wave characteristics (e.g. Hs = 11.6 cm and Tm = 3.0 sec) are
comparable to those of the largest waves we observe in the Wassaw Sound dataset.
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Figure 4.2: Plot of the three velocity components and the de-meaned pressure for the
first 100 seconds of a synthetic burst. The current velocity is −30 cm
s
, the wave angle
is 10◦ relative to the current (x) direction, the significant wave height Hs = 11.6 cm,
the mean wave period Tm = 3.0 sec, σu = 8.9
cm
s
, σv = 3.4
cm
s




4.4.2 Wassaw Sound Data Collection and Filtering
The Wassaw Sound data are a subset of the field data presented in Wilson et al.
[2013]. Two Acoustic Doppler Velocimeters (ADV’s, Nortek Vector - Nortek AS,
Rud, Norway) spaced apart in the alongshore (initial x-axis) direction were placed
at four different sites in the vicinity of Wassaw Sound (Savannah, GA, USA) during
June 2010 - August 2010, for a total of seventeen datasets (see Table 4.1). One of
the sites is a narrow sheltered estuarine channel (Skidaway Narrows) exposed to a
very small fetch (the channel width is approximately 165m). Two more of the sites
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are to either side of the Wilmington river (Priests Landing and Across from Priests
Landing) and are exposed to a larger fetch than Skidaway Narrows (the channel width
is approximately 1000m), but substantially smaller than that expected of coastal or
ocean waves. The last site (Dead Man’s Hammock) is exposed to the full fetch of
Wassaw Sound (approximately 4000m). The instruments were placed during low tide,
thus the water depths encompassed in the data range from the minimum instrument
submersion depth (∼ 30 cm) to the maximum inundation during spring tide (∼ 3m).
The flow measurements were made 10 cm above the bed. The locations of the four
instrument deployment sites (Priests Landing -PL, Across from Priests Landing -
APL, Dead Man’s Hammock - DMH, and Skidaway Narrows SN) are shown in
Figure 4.3. Data were collected during spring and mean tide at all four deployment
locations, and during neap tide at the APL and PL sites.
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Figure 4.3: Map (courtesy of Google Maps) of the four instrument deployment
sites (shown as red and black squares): Across from Priests Landing (APL), Priests
Landing (PL), Dead Man’s Hammock (DMH), and Skidaway Narrows (SN). A map
of the southeastern United States marking the location of Wassaw Sound is shown in
the bottom left of the figure (courtesy of Google Earth).
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Table 4.1: Description of the Wassaw Sound data, including the location, the total
number of bursts remaining after pre-filtering, the largest significant wave height
(Hs) observed in the dataset, and the mean wave period (Tm) of the burst with the
largest significant wave height. Data name convention is the abbreviated instrument
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The ADV’s measured the three velocity vector components, pressure, beam corre-
lation coefficients, and other parameters at 16Hz. Data were collected in 15 minute
intervals, 5 minutes of continuous sampling followed by 10 minutes of non-sampling.
The ADV data was pre-filtered prior to the application of the wave bias removal tech-
niques. Following the recommendation of Chanson et al. [2008], bursts for which the
average correlation coefficient of the three beams was less than 70% were discarded,
as well as any bursts for which the average correlation coefficient was less than 70%
for 500 consecutive samples. The bursts discarded due to these restrictions typically
coincided with probe exposure during low tide. The data in the remaining bursts were
filtered using the phase filtering method of Goring and Nikora [2002]. This method
identifies and removes erroneous spikes in the data due to aliasing of the Doppler
signal. Prior to spike detection, the horizontal velocities are rotated to maximize the
mean x-direction velocity. The spikes are then identified as points that exceed the
universal threshold. The identified spikes are removed and replaced by a synthetic
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data point generated from a third order polynomial fit to the 24 surrounding data
points (12 to each side). The horizontal velocities are again rotated to maximize the
mean x-direction velocity once the spikes have been identified and removed.
4.4.3 Monterey Bay Data Collection and Filtering
While the Wassaw Sound data provides an excellent test of the four methods in
shallow estuarine conditions, we also desired to compare the methods in deeper waters
with larger waves, like those in Monterey Bay, CA. The Monterey Bay field data were
graciously provided to us by Brock Woodson from his collaboration with Stephen
Monismith. More specific details on the Monterey Bay field data collection can be
found in the resulting paper, Walter et al. [2014]. The authors placed a tripod just
off the coast of Hopkins Marine Station (HMS - Stanford University) in the southern
tip of Monterey Bay, CA (MB). The mean water depth at the site was approximately
15m. The precise tripod location is shown in Figure 4.4. Affixed to the tripod were
six Nortek ADV’s located 0.3, 1, 2, 4, 6, and 8m above the bed. The ADV’s were
offset from the tower 1m with horizontal arms. Each ADV was deployed and syn-
chronized with a fast-response thermistor (Precision Measurement Engineering, Inc.
model FP07) and a ceramic plate conductivity sensor. The ADV’s and the temper-
ature and conductivity sensors sampled continuously at 64Hz for thirty days. The
ADV’s measured the three velocity vector components, pressure, beam correlation co-
efficients, as well as other parameters, and the temperature and conductivity probes
allow for concurrent estimates of the water density at the instrument. Only two days
of data from the instruments located at 1 and 2m above the bed are considered in
this study (see Table 4.2).
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Figure 4.4: Map (courtesy of Google Earth) of Monterey Bay and Hopkins Marine
Station (HMS). The inset Figure in the upper left hand corner is the location of the
tripod relative to HMS. Image partially reproduced from Walter et al. [2014].
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Table 4.2: Description of the Monterey Bay data, including the location, the total
number of bursts remaining after pre-filtering, the largest significant wave height
(Hs) observed in the dataset, and the mean wave period (Tm) of the burst with the
largest significant wave height. Data name convention is the abbreviated instrument




Peak Hs (cm) Tm (sec)
MB
(04/22/2013)
Monterey Bay 188 35.3 7.2
MB
(05/04/2013)
Monterey Bay 203 22.6 7.3
The continuous datasets were divided into five-minute bursts (19, 200 data points)
to better compare the results to those from the Wassaw Sound data. As with the
Wassaw Sound data, ADV data were pre-filtered by removing bursts for which the
average correlation coefficient of the three beams was less than 70% and bursts for
which the average correlation coefficient was less than 70% for 2000 consecutive sam-
ples. The data in the remaining bursts were also filtered using the phase filtering
method of Goring and Nikora [2002].
4.5 Results and Discussion
4.5.1 Synthetic Data
The purpose of the synthetic data is to allow each of the estimated Reynolds
stresses (u′w′ and v′w′) and the TKE for the four methods discussed to be directly
compared to the “correct” values, rather than to each other. Furthermore, the Ogive
curves of u′w′ and v′w′ can be directly compared to the “true” Ogive curves for the
given dataset. The implication is that any of the methods that struggle under the
pristine synthetic data conditions are likely to experience similar or greater issues for
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the field data.
Figure 4.5: Comparison of u′w′ values for the four wave bias removal techniques vs.
the true values for the synthetic bursts, (a) BM07, (b) WWW13, (c) YW, and (d)
FW07. As a reference, the line indicates a perfect match.
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Figure 4.6: Comparison of v′w′ values for the four wave bias removal techniques vs.
the true values for the synthetic bursts, (a) BM07, (b) WWW13, (c) YW, and (d)
FW07. As a reference, the line indicates a perfect match.
As shown in Figure 4.5, BM07 significantly under-predicts u′w′ when the waves
oppose the current direction (negative u and thus positive u′w′), and slightly over-
predicts u′w′ when the waves and the current are in the same direction (positive u
and thus negative u′w′). This is quantified by the slopes of the best fit lines (0.813
for positive u′w′ and 1.066 for negative u′w′) in Table 4.3. The estimates are also
substantially more scattered than those of the other three methods, as shown by the
standard error of the linear fits (Table 4.3), which are nearly an order of magnitude
larger than the standard error of the YW and FW07 estimates. WWW13 under-
predicts the true u′w′ for both cases, significantly for waves opposing the current
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(slope of 0.728), and slightly for waves with the current (0.921). The estimates display
less scatter than BM07 (Table 4.3), yet still more than YW or FW07. YW and FW07
are virtually indistinguishable. Both methods under-predict u′w′ for waves opposing
the current (slope of 0.875 and 0.861 for YW and FW07, respectively), although to
a lesser extent than BM07, and to a substantially lesser extent than WWW13. The
two methods both over-predict u′w′ for waves with the current to a slightly greater
extent than BM07 (1.102 and 1.081 for YW and FW07, respectively), but display
substantially less scatter than either BM07 or WWW13 (Table 4.3).
Figure 4.5 reveals that v′w′ is consistently over-predicted for BM07, YW, and
FW07 (slopes of 1.064, 1.096, and 1.079, respectively). Of the three, BM07 over-
predicts to a lesser extent but with substantially more scatter (Table 4.3). WWW13
consistently under-predicts v′w′ (slope of 0.915), and the scatter of the estimates is
greater than YW or the FW07, yet less than BM07 (Table 4.3).
Table 4.3: Comparison of the four wave bias removal techniques for the synthetic
data. The first two rows are the number of bursts which failed the Feddersen and
Williams [2007] Ogive curve test for u′w′ and v′w′, respectively. The next two rows
are the mean squared error of the u′w′ and v′w′ Ogive curves to the “true” Ogive
curves, averaged over all bursts which passed the Feddersen and Williams [2007] Ogive
curve test. The last three rows indicate the slopes of the best fit lines (forced through
the origin) to plots of the “true” u′w′, v′w′, and TKE on the x-axis and the wave
bias method estimate on the y-axis. The standard error of the linear fits appears in
parenthesis below the slope.
Parameter BM07 WWW13 YW FW07
Number of Bursts
Failed Ogu′w′ Test
6 0 0 0
Continued on next page
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Table 4.3 – continued from previous page
Parameter BM07 WWW13 YW FW07
Number of Bursts
Failed Ogv′w′ Test
4 0 0 0
MSE
Ogu′w′
3.33× 10−2 2.10× 10−3 1.60× 10−4 0.67× 10−4
MSE
Ogv′w′
7.52× 10−2 2.20× 10−3 2.93× 10−4 1.40× 10−4













































Figure 4.7: Comparison of TKE values for the four wave bias removal techniques
vs. the true values for the synthetic bursts. (a) BM07, (b) WWW13, (c) YW, and
(d) FW07. As a reference, the line indicates a perfect match.
As shown in Figure 4.7, YW and FW07 show excellent agreement with the true
value of the TKE (slopes of 1.007 and 1.026, respectively). BM07 slightly under-
predicts the TKE (slope of 0.986). However, the BM07 estimates again display
substantial scatter, whereas the YW and FW07 estimates are far less variable (Table
4.3). WWW13 consistently under-predicts the TKE (slope of 0.877), yet does so
with less scatter than BM07 (Table 4.3).
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Figure 4.8: Ogive curves of (a) u′w′ and (b) v′w′ for a synthetic burst. The current
velocity is −10 cm
s
, the wave angle is 10◦ relative to the current (x) direction, the
significant wave height Hs = 11.6 cm, the mean wave period Tm = 3.0 sec, σu =
9.2 cm
s
, σv = 2.4
cm
s
, σw = 1.4
cm
s
, and the “true” u′w′ and v′w′ Reynolds stresses are
1.0 cm2s−2 and 0.5 cm2s−2, respectively. Four methods are shown: BM07 (purple),
WWW13 (red), YW (green), and FW07 (blue). The “true” Ogive curve and the YW
Ogive curve are obscured by near-perfect overlap with the FW07 Ogive curve
The Ogive curves for u′w′ and v′w′ for the four wave bias removal methods are
compared against the true Ogive curve in Figure 4.8. YW and FW07 show near-
perfect agreement with the “true” Ogive curves for the synthetic dataset (note that
the curves are obscured by overlap). This is corroborated by Table 4.3, as the mean
squared errors of the YW and FW07 Ogive curves are an order of magnitude smaller
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than the MSE for the WWW13 Ogive curves, and two orders of magnitude smaller
than the MSE for the BM07 Ogive curves. The WWW13 Ogive curves show some
slight deviation from the true curves (Figure 4.8). The curves begin to slightly under-
estimate the true Ogive curves shortly after reaching the frequencies contaminated by
the waves, and slowly approach the true Ogive curves for higher frequencies. This is
quantified by the mean squared error of the WWW13 Ogive curves (Table 4.3). The
BM07 method Ogive curves are the farthest from the true Ogive curves by a substan-
tial margin. The BM07 Ogv′w′ curve shown in Figure 4.8 follows the same behavior
as the WWW13 curve, albeit slightly underestimating the true Ogv′w′ to a greater
extent than WWW13. However, BM07 is clearly not able to identify and remove the
wave contribution in the x-direction (i.e., the primary wave propagation direction for
this burst), as the BM07 u′w′ Ogive curve in Figure 4.8 (a) exhibits drastic deviation
from the other three methods and the true Ogive curve. The mean squared errors of
the BM07 estimates (which passed the Feddersen and Williams [2007] Ogive curve
test) are two orders of magnitude higher than the YW and FW07 estimates (Table
4.3.
The results from the synthetic data analysis are not surprising given the way each
method attempts to separate the wave and the turbulence component of the velocity
signal. BM07 seems to come closer to estimating the true u′w′, v′w′, and TKE than
WWW13, more or less in line with the YW and FW07 estimates, but displays the
most scatter of the four methods. This reflects the inexactness of identifying the
bounds of the wave peak (an issue compounded in analysis of field data), as well as
the fairly drastic alterations of the frequency characteristics of the velocity signals
(i.e., identifying the PSD above the linear fit in the wave peak as the complete and
self-contained wave PSD). This is revealed in the Ogive curves in Figure 4.8, as well
as the mean squared error of the u′w′ and v′w′ Ogive curve fits in Table 4.3, in which
BM07 was the clear outlier of the four methods. Despite the idealized nature of the
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synthetic data, the BM07 Ogive curve for the burst in Figure 4.8 comes very close
to being rejected under the Feddersen and Williams [2007] Ogive curve test criterion.
In fact, BM07 yielded the only synthetic data Ogive curves that failed the Feddersen
and Williams [2007] Ogive curve test (see Table 4.3). WWW13 alters the frequency
characteristics of the signal less drastically than BM07 (i.e., scaling down the PSDs
at each frequency based on the coherence, rather than entirely removing an isolated
portion of the PSDs), thus the WWW13 Ogive curves come closer to the true curves.
That said, WWW13 appears to constantly identify a portion of the turbulence energy
as being due to wave influence, thus it consistently underestimates the true values
of u′w′, v′w′, and TKE. YW and FW07 perform the best for the synthetic bursts,
coming the closest to the true u′w′, v′w′, and TKE values with the least amount of
scatter. Further, YW and FW07 do not directly alter the frequency characteristics
of the velocity signal, thus, the YW and FW07 Ogive curves are nearly identical to
the true curves (at least for the synthetic bursts).
4.5.2 Wassaw Sound Field Data
As discussed in Section 4.3.5, the accuracy of the Reynolds stresses and TKE
estimates for the four methods are not directly verifiable. To circumvent this, the es-
timates can be accepted or rejected based on the characteristics of the Reynolds stress
Ogive curves [Feddersen and Williams, 2007] as described in Section 4.3.5. Figure 4.9
shows plots of the Ogive curves for the four methods for a PL SP (07/14/2010) burst.
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Figure 4.9: Ogive curves for (a) u′w′ and (b) v′w′ for a PL SP (07/14/2010) burst.
The Kaimal et al. [1972] curve is shown in black and four methods are shown: BM07
(purple), WWW13 (red), YW (green), and FW07 (blue). For this burst, the mean
velocity u = 2.8 cm
s
, the significant wave height Hs = 1.5 cm, the mean wave period
Tm = 0.75 sec, σu = 0.9
cm
s
, σv = 1.2
cm
s




Under the Feddersen and Williams [2007] Ogive curve criterion (rejecting Reynolds
stress estimates if the Ogive curve ever falls outside the range of −0.5 < Og < 1.6
in the non-dimensional wavenumber interval 10−1 < 2πfz
u
< 101), the WWW13 and
BM07 u′w′ estimates would be rejected for this burst, as the Ogive curves exceed 1.6.
The v′w′ estimates would not be rejected, although they do not match the Kaimal
et al. [1972] curve as well as the YW and FW07 estimates. Table 4.4 shows the
percent of all bursts that passed the u′w′ and v′w′ Ogive curve tests. For both the
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u′w′ and v′w′ Ogive curve tests, FW07 passes the most bursts, followed in order
by YW, WWW13, and BM07. The difference between the best-performing (FW07)
and worst-performing (BM07) methods amounts to 3% of the total number of bursts
(approximately 80 bursts).
Table 4.4: Comparison of the four wave bias removal techniques for the Wassaw
Sound field data. The first two rows are the percent of all bursts that passed the u′w′
and v′w′ Ogive curve tests, respectively. The last three rows indicate the mean of the
slopes of the best fit lines (forced through the origin) to plots of the FW07 estimated
value on the x-axis and the selected single-instrument method value on the y-axis for
u′w′, v′w′, and TKE for each burst. The mean of the standard errors of the linear
fits appears in parenthesis below the slopes.
Parameter BM07 WWW13 YW FW07
Percent Passed
Ogu′w′ Test (%)
86.8 87.5 88.6 89.9
Percent Passed
Ogv′w′ Test (%)
66.1 68.2 68.4 69.3































Figure 4.10: Comparison of u′w′ values for the single-instrument techniques vs.
FW07 for all bursts in which both methods passed the u′w′ Ogive curve test for the
PL SP (06/15/2010) dataset. (a) BM07, (b) WWW13 , and (c) YW. As a reference,
the black line indicates a perfect match.
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Figure 4.11: Comparison of v′w′ values for the single-instrument techniques vs.
FW07 for all bursts in which both methods passed the v′w′ Ogive curve test for the
PL SP (06/15/2010) dataset. (a) BM07, (b) WWW13 , and (c) YW. As a reference,
the black line indicates a perfect match.
As discussed in Section 4.5.1, FW07 and YW performed the best of the four meth-
ods at estimating u′w′, v′w′, and TKE for the synthetic data. Thus, the established
FW07 is chosen as the benchmark method in inter-method comparisons for the field
data. Note that FW07 compares favorably with the Shaw and Trowbridge [2001]
two-instrument method [Feddersen and Williams, 2007].
Figures 4.10 and 4.11 show the inter-method comparisons for the u′w′ and v′w′
estimates, respectively, for the PL SP (06/15/2010) bursts. BM07 predicts noticeably
lower u′w′ and v′w′ values than FW07, with substantial scatter observed in both plots,
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most visibly in the u′w′ estimates. The WWW13 method predicts somewhat lower
u′w′ and slightly lower v′w′ values than FW07, and appears to have less scatter than
the BM07 estimates. The YW to FW07 comparisons nearly exactly match the 45◦
line for both u′w′ and v′w′, although some scatter is observed in both plots.
Conclusions drawn from the dataset shown in Figures 4.10 and 4.11 extend to
all the data, as shown in Table 4.4. Of the three single-instrument methods, the
YW u′w′ and v′w′ estimates come closer to replicating the estimates of FW07 (mean
slopes of 1.026 and 0.976 for u′w′ and v′w′, respectively). The WWW13 estimates are
next closest for u′w′ and the BM07 estimates next closest for v′w′, although the gap
between these two methods is substantially smaller than the gap between them and
the YW estimates (for both u′w′ and v′w′). Of the three single-instrument methods,
WWW13 displays the least scatter between the best-fit line and the data for the u′w′
and v′w′ estimate comparisons, followed by YW, then BM07, as indicated by the
standard errors of the best fit line (Table 4.4). The standard error is chosen in lieu
of the mean squared error (as in Table 4.3) because no “true” estimate of u′w′ and
v′w′ exist for the field data. The standard error therefore indicates how well one can
predict the results of the FW07 method from the single-instrument method if the
appropriate scaling factor is known (i.e,, the mean slope of the best fit line).
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Figure 4.12: Comparison TKE values for the single-instrument techniques vs.
FW07 for all bursts in which both methods passed the u′w′ Ogive curve test for
the APL SP (07/17/2010) dataset. (a) BM07, (b) WWW13, and (c) YW. As a
reference, the black line indicates a perfect match.
Similar behavior is observed in the inter-method comparisons of the TKE es-
timates for the APL SP (07/17/2010) bursts shown in Figure 4.12. As with the
BM07 u′w′ and v′w′ estimates, the BM07 TKE estimates are noticeably lower than
the FW07 estimates. Likewise, the WWW13 TKE values are lower than the FW07
estimates, although to a lesser extent than the BM07 estimates. The YW TKE es-
timates again most closely align with FW07. These conclusions from Figure 4.12 are
readily extended to the rest of the data, as shown in Table 4.4. The mean slope of the
best-fit line between the YW and FW07 TKE estimates is 1.041, with a decline to
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the WWW13 comparison (mean slope of 0.902) and another to the BM07 comparison
(mean slope of 0.848). The mean standard error of the YW best fit lines is the least,
followed by WWW13, and BM07 (Table 4.4).
In summary, YW best matches the Wassaw Sound field data results of FW07 of
the three single-instrument wave bias removal techniques. The YW estimates of u′w′,
v′w′, and TKE all compare quite favorably with those from FW07. Interestingly, the
WWW13 estimates of u′w′ and TKE are closer to the FW07 estimates than BM07, in
contrast to the synthetic data results, which suggested that the BM07 estimates better
matched the FW07 (and “true”) estimates, albeit with more scatter. This could be a
consequence of the difficulty identifying the wave peak in the BM07 method for the
comparatively small waves in the Wassaw Sound field data, versus the relative ease
of identification for the synthetic datasets. For such small waves it is possible that
the peak in the PSD does not correspond to the wave contamination, thus BM07
removes energy that should properly be identified as turbulence induced. As with
the synthetic bursts, WWW13 yields lower estimates of u′w′, v′w′, and TKE than
FW07, consistently identifying a portion of the turbulence energy as wave energy.
Of the three single-instrument wave bias removal techniques the YW method passes
the most Ogive curve tests for both u′w′ and v′w′ (FW07 passes the most overall).
That said, the difference between the best and worst performing methods (FW07 and
BM07) is fairly slight, indicating that the large differences observed in the synthetic
data Ogive curves for the BM07 estimate (and smaller differences for WWW13) did
not manifest en masse as failed Ogive curve tests for the Wassaw Sound field data.
4.5.3 Monterey Bay Field Data
Table 4.5 shows the percent of all bursts that passed the u′w′ and v′w′ Ogive
curve tests for the Monterey Bay data. For the u′w′ Ogive curve tests, YW passes
the most bursts, followed by FW07, BM07, and WWW13. For the v′w′ Ogive curve
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tests, YW passes the most bursts, followed by BM07, FW07, and WWW13. Despite
the larger waves in Monterey Bay, the difference between the best-performing (YW)
and worst-performing (WWW13) methods remains small, again roughly 3% of the
total number of bursts for the u′w′ estimates.
Table 4.5: Comparison of the four wave bias removal techniques for the Monterey
Bay field data. The first two rows are the percent of all bursts that passed the u′w′
and v′w′ Ogive curve tests, respectively. The last three rows indicate the mean of the
slopes of the best fit lines (forced through the origin) to plots of the FW07 estimated
value on the x-axis and the selected single-instrument method value on the y-axis for
u′w′, v′w′, TKE and for each burst. The mean of the standard errors of the linear
fits appears in parenthesis below the slopes.
Parameter BM07 WWW13 YW FW07
Percent Passed
Ogu′w′ Test (%)
87.4 86.4 89.1 88.4
Percent Passed
Ogv′w′ Test (%)
95.7 95.0 96.3 95.1































Figure 4.13: Comparison of u′w′ values for the single-instrument technique vs.
FW07 for all bursts in which both methods passed the u′w′ Ogive curve test for the
MB (04/22/2013) dataset. (a) BM07, (b) WWW13, and (c) YW. As a reference, the
black line indicates a perfect match.
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Figure 4.14: Comparison of v′w′ values for the single-instrument technique vs.
FW07 for all bursts in which both methods passed the v′w′ Ogive curve test for the
MB (04/22/2013) dataset. (a) BM07, (b) WWW13, and (c) YW. As a reference, the
black line indicates a perfect match.
As with the Wassaw Sound data in Section 4.5.2, the FW07 is chosen as the
benchmark method in inter-method comparisons for the field data. Figures 4.13 and
4.14 show the inter-method comparisons of the u′w′ and v′w′ estimates, respectively,
for the MB (04/22/2013) bursts. BM07 predicts smaller u′w′ and larger v′w′ than
FW07 for the MB (04/22/2013) bursts, with substantial scatter observed in both
plots, most noticeably in the v′w′ estimates. WWW13 predicts noticeably smaller
u′w′ values but similar v′w′ values to FW07 and appears to have less scatter than the
BM07 estimates. YW predicts nearly identical u′w′ as FW07, yet over-predicts v′w′
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relative to FW07, with scatter similar to the WWW13 comparison.
The majority of the conclusions drawn from Figures 4.13 and 4.14 can be extended
to the full dataset, with the notable exception of the BM07 estimates (Table 4.5).
The mean slope of the BM07 u′w′ best fit lines is 1.032, seemingly comparable to
the mean slope of the YW u′w′ best fit lines (0.977). This is due to wildly different
slopes of the BM07 u′w′ best fit lines for the two days of Monterey Bay data. The
slope of the BM07 u′w′ best fit line for MB (04/22/2013) is 0.923, whereas for the
MB (05/04/2013) it is 1.140, which averages to a mean slope near 1. The other slope
estimates are more consistent across the two days. Of the three single-instrument
methods, the YW u′w′ estimates come closer to replicating the estimates of FW07
(mean slope of 0.977). This is followed by the BM07 estimates, although the mean
slope of 1.032 is not representative as just discussed. WWW13 u′w′ estimates are
the furthest away from the FW07 estimates (mean slope of 0.872). Interestingly,
WWW13 yields v′w′ estimates closest to FW07 (mean slope 1.114), followed by YW
(1.152) and BM07 (1.347). Of the three single-instrument methods, YW displays the
least scatter between the best-fit line and the data for the u′w′ and v′w′ comparisons,
followed by WWW13, then BM07 (Table 4.5). Note that the standard error difference
between YW and WWW13 is fairly small, whereas the scatter in the BM07 estimates
is noticeably larger.
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Figure 4.15: Comparison of TKE values for the single-instrument techniques vs.
FW07 for all bursts in which both methods passed the u′w′ Ogive curve test for the
MB (04/22/2013) dataset. (a) BM07, (b) WWW13, and (c) YW. As a reference, the
black line indicates a perfect match.
The inter-method comparisons of the TKE estimates for the MB (04/22/2013)
bursts are shown in Figure 4.15. The WWW13 TKE estimates are the closest to the
FW07 estimates (mean slope of 0.995), followed by the BM07 estimates (1.055) and
the YW estimates (1.157). The scatter in the best fit lines is similar for the three
methods (Table 4.5).
In summary, for the Monterey Bay dataset, YW passes the most Ogive curve tests
of the four methods presented, including the FW07 method. YW also comes the
closest to matching the FW07 u′w′ estimates, yet matches the FW07 v′w′ estimates
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less well than WWW13 and matches the FW07 TKE estimates less well than either
WWW13 or BM07. As with the Wassaw Sound field data, the difference in the
percentage of bursts that passed the Ogive curve tests between the four methods is
fairly slight. Overall, the frequency-based single-instrument techniques (BM07 and
WWW13) are more successful for the Monterey Bay data relative to the Wassaw
Sound data. This is likely due to the deeper water depth in Monterey Bay effectively
filtering out the signal from small waves and higher frequency waves from the signal
near the bed. Consider, using linear dispersion, the kh value for the longest period
waves observed in the Wassaw Sound dataset is kh = 0.63, whereas the kh value for
the longest period waves observed in the Monterey Bay dataset is kh = 1.34. Both
datasets are in the transitional range between shallow water and deep water waves, but
the waves in Monterey Bay are closer to the deep water regime. The shallow water
depths of Wassaw Sound allow high frequency waves to contaminate the velocity
signal near the bed, and combined with the smaller wave heights this makes the
wave-induced peaks in the PSD hard to identify (for BM07). Further, smaller waves
over a wider range of frequencies means a lesser portion of the coherence between
the pressure and the velocity at each frequency is due to wave influence (relative to
turbulence), thus WWW13 consistently removes energy that is due to turbulence.
When the waves are larger and the signal is concentrated in a narrower frequency
band (due to the depth effects filtering out the signal of higher frequency waves)
the wave-induced peak in the PSD is much clearer and the coherence between the
pressure and the velocity is overwhelmingly due to wave influence, mitigating these
effects.
4.6 Conclusions
The goal of this study was to propose a new single-instrument technique to remove
wave bias from estimates of the Reynolds stress and TKE. The method presented
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in this study makes use of the Shaw and Trowbridge [2001] adaptive filtering scheme
to predict the wave velocity at the instrument from the pressure at the instrument
(as opposed to the velocity at an adjacent instrument as in the Shaw and Trowbridge
[2001] and FW07 methods). The velocity differencing procedure of Trowbridge [1998]
is then employed to estimate the Reynolds stresses and TKE. The new method was
compared to two frequency based single-instrument wave bias removal techniques
(BM07 and WWW13), as well as the two-instrument FW07.
Of the three single-instrument methods, the method proposed in this study (YW)
performs the best for the synthetic data and the shallow estuarine channel data in
Wassaw Sound. Along with FW07, it comes the closest to predicting the “true”
u′w′, v′w′, and TKE for the synthetic datasets with minimal scatter relative to the
frequency-based single-instrument techniques. Additionally the YW (and FW07)
Ogive curves for the synthetic bursts were indistinguishable from the “true” Ogive
curves for both u′w′ and v′w′, whereas the BM07 and WWW13 methods both dis-
played deviations from the “true” Ogive curves. In the case of BM07, these deviations
were quite large. For the Wassaw Sound data, the difference in the percent of bursts
passing the Feddersen and Williams [2007] Ogive curve tests for YW and FW07 is
slight (FW07 passes 1.3% and 0.9% more bursts for u′w′ and v′w′, respectively), and
the YW estimates of u′w′, v′w′, and TKE agree very well with those of FW07 (linear
fit slopes of 1.026, 0.976, and 1.041, respectively). For the Wassaw Sound data, the
BM07 and WWW13 methods do not compare as favorably to FW07 due to the lim-
itations in frequency-based delineation of the wave and turbulence components that
become significant for shallow water signals contaminated by waves.
In the deeper water of Monterey Bay no individual single-instrument method
offers clearly superior performance to the others. The percent of bursts passing the
Feddersen and Williams [2007] Ogive curve tests is highest for YW, and YW best
matches the FW07 u′w′ estimates. However, for v′w′ and TKE it is surpassed by one
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or both of the frequency-based single-instrument techniques. The deep water acts as
a natural low-pass filter for the wave signal, as only larger, lower frequency waves
can be detected near the bed. This alleviates the issues plaguing the frequency-based
single-instrument techniques in shallow water.
Therefore, the wave bias removal method proposed in this study (YW) offers wave
bias removal capability most comparable to FW07 in shallow water. In deeper water
the three single-instrument techniques are more or less equivalently comparable to
FW07. The caveat of these comparisons, of course, is that the accuracy of the FW07
method is not fully defined despite its wide-scale acceptance. Our hope is that this will
prove beneficial to future studies with a limited number of instruments, particularly




CONCLUSIONS AND CONCLUDING REMARKS
5.1 Conclusions
5.1.1 Conclusions of the Surface Tidal Flow Chapter
In Chapter 2 of this study, we examined the flow in an estuarine saltmarsh, specif-
ically the flow on the high marsh through the dense marsh vegetation, the presence
of differential water levels between the marsh and the adjacent estuary channel, and
the effect of the resulting pressure gradient on marsh flow. We observed large dif-
ferences in the water surface elevation between the main channel and the saltmarsh,
and the correspondingly large pressure gradients substantially affected the flow at
all of our flow measurement instruments. At one instrument the flow was entirely
governed by the pressure gradient, and we were able to model the flow using the
Darcy-Weisbach/Lindner’s Equation model. Our hope is that this model may prove
superior to the current numerical modeling techniques used to estimate the drag
coefficient in the marsh.
5.1.2 Conclusions of the Meandering Plume Chapter
In Chapter 3 of this study, we examined the mixing of tracer in a meandering
plume by phase-locking the plume to separate the fluctuations due to the plume
meander from the turbulent velocity and concentration fluctuations. We conducted
simultaneous LIF and PIV/PTV experiments on the meandering plume at four phases
in the motion of the meander-forcing diverting plate to quantify the concentration
and velocity fields. Our results show that the phase-averaged concentration profiles
for the meandering plume match a piecewise Gaussian shape, but the profiles of the
standard deviation of the concentration fluctuations are not. The phase-averaged
184
centerline concentration for the meandering plume decreased more quickly with dis-
tance downstream than the centerline mean concentration for the straight plume.
Further, the plume width of the meandering plume grew more quickly with distance
downstream than the straight plume width. This indicates more rapid dilution in
the meandering plume than the straight plume. Furthermore, we showed the im-
portance of the vortices shed from the diverting plate, which led to local peaks in
the concentration as well as governed the distribution of the turbulence statistics
and the turbulent flux. Finally, we were able to model the turbulent flux using the
eddy-diffusivity hypothesis.
5.1.3 Conclusions of the Wave Bias Removal Chapter
In Chapter 4 of this study, we proposed a new single-instrument technique to
remove wave bias from estimates of the Reynolds stress and TKE in wavy environ-
ments. The technique uses the pressure measurement at the instrument to estimate
the wave velocity at the instrument. The estimated wave velocity is subtracted from
the velocity measured at the instrument to remove the wave effects. We compared this
method to two frequency-based single-instrument techniques, as well as a benchmark
two-instrument technique. Our results show that our single-instrument technique is
superior to the two frequency-based single instruments in shallow water, and the three
single-instrument techniques are effectively equivalent in deeper water.
5.2 Unique Contributions
The unique contributions of this work include the following:
• Measured the water surface elevation within the saltmarsh using pressure trans-
ducers combined with GPS survey measurements with sufficient accuracy to
quantify the pressure gradient over small spatial scales (< 100 m).
• Corroborated the observation of large estuary channel-to-saltmarsh pressure
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gradients in the modeling study of Bruder et al. [2014].
• As a result, we were able to quantitatively relate the pressure gradient to the
flow through the marsh vegetation using the Darcy-Weisbach/Lindner’s model,
overcoming a long-standing barrier in directly relating flow-through-saltmarsh-
vegetation studies to flow-through-vegetation studies and quantitative relation-
ships developed in flumes.
• The Darcy-Weisbach/Lindner’s model may prove superior to current techniques
for parameterizing the drag in the marsh.
• Analyzed simultaneous LIF and PIV/PTV on a phase-locked meandering plume,
which allowed us to separate the fluctuations due to the plume meander from
the turbulent velocity and concentration fluctuations.
• Our PTV velocity analysis combined with the LIF concentration fields allowed
us to directly estimate the turbulent flux of tracer in the plume.
• Consequently, we were able to directly examine the fundamental theory behind
the use of the eddy-diffusion coefficient for modeling turbulent flux, rather than
relying on a best fit of the mean concentration profiles to analytical solutions
for a given functional form of the eddy-diffusion coefficient.
• Proposed a new single-instrument method for removing wave bias from Reynolds
stress estimates based upon the linear filtration scheme of Shaw and Trowbridge
[2001], as opposed to a frequency-based technique.
• Compared three single-instrument methods (and a benchmark two-instrument
method) using the Feddersen and Williams [2007] Ogive curve test (among
others) for both shallow estuarine and deeper coastal waves.
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5.3 Limitations and Challenges
5.3.1 Limitations and Challenges of the Surface Tidal Flow Chapter
Our work in the saltmarsh presented several unique challenges, many of which
contribute to the limitations of the study. Perhaps the chief limitation of the Chapter
2 portion of the study is the limited number of instruments deployed. Our choice to
deploy all our instruments along a single transect perpendicular to the main channel
(Little Ogeechee River) meant that we were only able to quantify the pressure gra-
dient in the along-transect direction. This noticeably impacted our ability to draw
conclusions from the ADV at station C, as we were unable to calculate the pressure
gradient along the natural depression (the depression was more or less perpendicular
to our transect). Also due to the limited number of instruments, we are also un-
able to determine how the estuary channel-to-saltmarsh pressure gradient at different
locations in the marsh.
Additionally, although we were able to determine the pressure gradient across
spatial distances on the order of 100 m, we likely did not achieve sufficient accuracy
to calculate the pressure gradient over distances of ≈ 10 m. Consequently, although
we were able to capture the larger scale flow exchange between the large estuarine
channel (Little Ogeechee River) and the saltmarsh, we were not able to do the same
between the saltmarsh and the smaller tidal creek (station B). Our choice of instru-
ment placement is partially responsible for this, but it is also due to the smaller
spatial distances over which this exchange occurs.
Furthermore, whereas our measured pressure gradient is effectively averaged be-
tween stations F and D (i.e., over a distance of ≈ 100 m), our vegetation parameters
used in the model are taken from a 1 m × 1 m stand of grass near the ADV at station
E. The vegetation varies substantially between the two stations, so it is entirely pos-
sible that a single stand of grass is not representative of the conditions that the flow
experiences. This limitation also contributes to the difficulty modelers experience
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when attempting to describe the estuarine and, in particular, the marsh flow, specifi-
cally the inability to accurately account for the vegetation variation in the saltmarsh
without exhaustive field measurements.
I would be remiss if I did not briefly discuss the unique challenges that working
in an estuarine saltmarsh presents. While the key limitation of the study is the lim-
ited number of instruments, we would not have been able to deploy any additional
instruments on a single day, nor survey all of them during a single low-tide, given
the number of researchers present during the experiment (3). The saltmarsh is fully
inundated during high tide. Thus, we only have access to our instruments during low
tide, more specifically, when the creek at station B is dry enough to walk across (i.e.,
when the bottom is visible). This effectively gives researchers a three-hour window
in which to deploy, check, and survey the instruments. The total station vertical ele-
vation measurements were not sufficiently accurate to measure the pressure gradient,
and the GPS vertical elevation estimates require at least two hours of continuous data
collection. This does not leave much time allotted for traversing the marsh to reach
a large number of far-flung instruments. Additionally, it is unsafe for a researcher
to be by him/herself when traversing the marsh. In many areas the marsh mud is
extremely soft, thus wrong steps can cause an individual to be buried in the mud to
sufficient extent that they are not able to extricate themselves without aid. This is
also why it is unsafe to cross the creek at station B if the bottom is not visible. The
necessity of employing the “buddy”-system, coupled with the limited time in which
to work, make it effectively impossible to deploy additional instruments along (for
example) a nearby transect, without at least one additional researcher present. Note
that our instruments did not appreciably settle over the course of this deployment,
so we may be able to survey the instruments every other day.
Lastly, it should be noted that this experiment was performed in November 2014,
after an attempt in August 2014 was aborted. The August attempt was aborted
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because two of the three researchers on the project suffered heat exhaustion on the
first day while scouting the instrument deployment sites, carrying no equipment save
water and a camera. One researcher, in particular, likely came very close to needing
medical attention for heat stroke. Walking even a short distance across the marsh is a
strenuous activity under ideal conditions, carrying no equipment. The extreme heat
and humidity at the experiment site (Savannah, GA), effectively make it difficult to
conduct this experiment during the summer months. Consequently, although we do
not expect significant seasonal variation, it would be difficult to confirm this.
5.3.2 Limitations and Challenges of the Meandering Plume Chapter
Perhaps the most critical limitation of this chapter (that will not be remedied from
the future work discussed in Section 5.4.2) is that simultaneous PIV and LIF data do
not exist for the straight plume presented in this study. We were able to show that
the plume meander leads to more rapid dilution of tracer with distance downstream
compared to the straight plume, because the increased growth of the plume width
for the meandering plume combined with the more rapid centerline concentration
decrease for the meandering plume indicates more rapid dilution. However, as we
are not able to quantify the turbulent flux terms for the straight plume (due to the
lack of velocity measurements), we cannot directly compare the magnitudes of the
turbulent flux or the estimated eddy-diffusion coefficients for the meandering plume
to the benchmark straight plume case. Consequently, we are unable to conclusively
explain why the plume meander leads to more rapid dilution of tracer with distance
downstream.
The biggest challenge that I faced through this chapter was the difficulty in finding
enough hard drive space, and space on the server, to be able to manage and process
all of the data. As might be expected, 6706 high-resolution LIF images for four
phases of the meandering plume, as well as an additional 6706 LIF images for the
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straight plume, results in a substantial amount of data (approximately 4 TB in total).
The PIV images and analysis for the four meandering plume phases is another 4 TB
of data (when you delete the intermediate image-processing images), and the PTV
analysis for each phase amounts to 3 TB for each phase. That amount of data takes
a long time to process (and even to move).
5.3.3 Limitations and Challenges of the Wave Bias Removal Chapter
The critical limitation of Chapter 4, as with all wave bias removal studies, is the
inability to know the true Reynolds stress and TKE for field data. To circumvent
this, many studies [Shaw and Trowbridge, 2001, Bricker and Monismith, 2007, Fed-
dersen and Williams, 2007, Wilson et al., 2013] rely on a comparison of their newly
proposed method with a commonly accepted one, e.g., Trowbridge [1998] or Shaw and
Trowbridge [2001], depending on the date of the study in question. Additionally, as
done in this study, one can also generate a synthetic signal to test the different meth-
ods. This has the obvious advantage of benchmarking the various methods against
the “correct” estimations of the turbulence parameters, but necessarily represents a
test under idealized conditions. The Feddersen and Williams [2007] Ogive curve test
is a step forward in this regard, as it allows the Ogive curves of the Reynolds stress
estimates for the various methods to be compared with the results of Kaimal et al.
[1972]. However, the acceptance or rejection of the results of the Ogive curve test is
still based on qualitatively determined cutoffs. Consequently, we simply do not have
the means to be certain whether any wave bias removal method produces the true
values of the Reynolds stress or TKE in the field.
5.4 Future Directions
5.4.1 Future Directions of the Surface Tidal Flow Chapter
The future direction for the portion of the study addressed in Chapter 2, the
tidally-driven flow through the saltmarsh requires some additional background to
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explain. In Chapter 1, it was stated that many researchers have linked ebb-dominant
tidal asymmetry in large estuarine channels to the presence of extensive vegetated
saltmarshes adjacent to the channel [Boone and Byrne, 1981, Speer and Aubrey, 1985,
Dronkers, 1986, Friedrichs and Aubrey, 1988, Parker, 1991, Blanton et al., 2002, Zheng
et al., 2003, Bruder et al., 2014]. However, the precise physical mechanism by which
the vegetated saltmashes could cause ebb-dominance remains elusive.
Based upon model results in Bruder et al. [2014], Brittany Bruder and Kevin Haas
have hypothesized an additional link in the physical forcing that drives ebb dominance
in areas with extensive tidal storage, such as vegetated saltmarshes (pers. comm.).
They hypothesized that the large difference in water surface elevation between the
saltmarsh and the estuary channel coincides with a large difference in the water
surface elevation between the estuary channel and the ocean during ebb tide (which
does not occur during flood tide). Consequently, the flux in ebb tide is larger than
the flux during flood tide.
In Chapter 2 of this study, we have demonstrated the existence of large estuary
channel-to-saltmarsh pressure gradients at the Rose Dhu experiment site. We have
also confirmed that this governs the flow in the marsh and between the marsh and
the nearby estuary channel (Little Ogeechee River), including a rapid draining of the
saltmarsh into the estuary channel during ebb-tide. However, due to the aforemen-
tioned equipment and personnel limitations of our experiment, we were not able to
simultaneously quantify all the physical mechanisms necessary to fully validate this
hypothesis. To do so, we would require simultaneous measurements of the water sur-
face elevation at the mouth of the estuary (to quantify the estuary channel-to-ocean
pressure gradient) in addition to the repetition of the water surface elevation mea-
surements described in this study. It would also require simultaneous measurements
of the volume flux in the nearby Little Ogeechee River (likely through boat-mounted
ADCP measurements), which are necessary to verify that the channel experiences
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ebb-dominance, and that the timing of peak ebb is linked to the draining of the
marsh. Linking the flux in the estuary channel to the draining of the saltmarsh re-
quires repeating the velocity measurement in the saltmarsh near the main channel
bank.
5.4.2 Future Directions of the Meandering Plume Chapter
The results presented in Chapter 3 were primarily restricted to the meandering
plume for phase φ = 0◦. This is partially done to keep the number of figures in
this chapter manageable, but is also because the analysis of the turbulent flux (and
thus estimates of eddy-diffusivity) are only complete for the meandering plume for
phase φ = 0◦. This is a direct consequence of the aforementioned limitations and
challenges of this chapter discussed in Section 5.3.2 (it takes a full week of constant
server processing to go from raw LIF and PIV/PTV images to field plots of v′c′ and
u′c′ for each phase). Consequently, our next task is to analyze the turbulent flux
results for the other three meandering plume phases. The field plots of v′c′ and u′c′
for the other three phases are unlikely to meaningfully different from those presented
in Figures 3.43 and 3.44 for the φ = 0◦ phase. However, additional the results from
the other three phases will provide additional data to be shown in Figures 3.48, 3.50,
and 3.51. This will allow us to firm up the conclusions of Section 3.5.8 as we move
to put this chapter in journal article form.
In the more distant future, we would like to repeat the straight plume experiment
while collecting simultaneous LIF and PIV/PTV data (rather than solely LIF data).
This will allows us to directly compare the turbulent flux between the meandering and
straight plumes and explain the cause of the increased dilution for the meandering
plume (see Section 5.3.2 for more thorough discussion).
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5.4.3 Future Directions of the Wave Bias Removal Chapter
The future direction for the portion of the study presented in Chapter 4 is to
examine the effect of horizontally versus vertically separated instruments for the two-
sensor technique in this study (the Feddersen and Williams [2007] wave bias removal
technique). As briefly mentioned in Section 4.3.1, the two instruments are horizon-
tally spaced for the Wassaw Sound dataset and vertically spaced for the Monterey
Bay dataset. Directly comparing the two instrument configurations for an identical
dataset would allow us to determine if certain situations exist (e.g. measurements
with horizontally separated sensors in the tidal range, where it is effectively impossible
to vertically separate the sensors) in which the two-instrument technique is hampered
by the inability to place the sensors in an optimal configuration. This would allows us
to directly compare the two-instrument techniques efficacy in the sub-optimal and op-
timal configurations to the single-instrument technique proposed in this study, which
we are currently unable to account for.
Linear wave theory suggests that, for “shallow water” progressive waves, the domi-
nant velocity component (i.e., the horizontal velocity component, u) is depth invariant
[Dean and Dalrymple, 1991]. This is the theoretical argument for the use of vertically
separated sensors in the Shaw and Trowbridge [2001] and Feddersen and Williams
[2007] wave extraction techniques, i.e., the horizontal wave velocity is equal at both
sensors. Both Shaw and Trowbridge [2001] and Feddersen and Williams [2007] verti-
cally separate their sensors accordingly. Attempting to use the Shaw and Trowbridge
[2001] family of wave extraction techniques on two horizontally-separated sensors in-
troduces a small but persistent phase shift in the horizontal and vertical velocity,
which must be corrected for (as Shaw and Trowbridge [2001] attempt to do with the
linear filtration technique discussed in Section 4.3.1).
That said, valid reasons remain for horizontally separating sensors, particularly
in the context of very near bed measurements, i.e., in the bottom boundary layer.
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Classic linear wave theory assumes irrotational, inviscid flow, thus the first-order-
linear-wave solution for progressive waves does not meet the no-slip condition at the
bed. In real flows, the assumption of depth uniform horizontal velocity may be valid
for the vast majority of the water column. But, very near the bed the magnitude
of the horizontal wave velocity will necessarily be a function of depth. Additionally,
in the first-order-shallow-water-progressive-wave solution, the vertical wave velocity
magnitude is strongly a function of depth - this effect is a persistent inaccuracy in the
Trowbridge [1998] wave extraction method (a precursor to the Shaw and Trowbridge
[2001] method) with vertically-separated sensors near the bed. Furthermore, the most
robust of the three wave extraction methods discussed in Shaw and Trowbridge [2001]
(i.e., the Trowbridge [1998] method) results in estimates of Reynolds stress that are an
average of the Reynolds stress between the two sensors. This is a critical conceptual
issue with this approach, because the Reynolds stress in a turbulent boundary layer
is a function of height above the bed [Tennekes and Lumley, 1972].
As a result of these factors, when attempting to extract wave energy from very
near bed estimates of Reynolds stress, it may be more advantageous to simply live
with the phase shift, and horizontally space the two sensors at the same height above
the bed, such that the velocity measurements are equally modulated by depth, and the
Reynolds stress is averaged at two positions with the same height above the bed. It is
worth noting that the Trowbridge [1998] wave extraction method has been successfully
applied with horizontally-separated ADV’s in Trowbridge and Elgar [2001] to diagnose
alongshore momentum and turbulence dynamics near Duck, North Carolina (USA).
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plane turbulent wakes. Physics of Fluids, 7:1130, 1995.
J. C. Hunt, C. J. Abell, J. A. Peterka, and H. Woo. Kinematical studies of the flows
around free and surface-mounted obstacles: Applying topology to flow visualiza-
tion. Journal of Fluid Mechanics, 86:179–200, 1978.
D. A. Huntley and D. G. Hazen. Seabed stresses in combined wave and steady flow
conditions on the Nova Scotia continental shelf: Field measurements and predic-
tions. Journal of Physical Oceanography, 18:347–362, 1988.
R. G. Ingram and V. H. Chu. Flow around islands in Rupert Bay: An investigation of
the bottom friction effect. Journal of Geophysical Research, 92:14521–14533, 1987.
R. S. Jadhav and S. G. Buchberger. Effect of vegetation on flow through free water
surface wetlands. Ecological Engineering, 4:481–496, 1995.
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J. Järvelä. Determination of flow resistance caused by non-submerged woody vege-
tation. International Journal of River Basin Management, 2:61–70, 2004.
C. D. Jones. On the structure of instantaneous plumes in the atmosphere. Journal
of Hazardous Materials, 7:87–112, 1983.
R. Kadlec. Overland flow in wetlands: Vegetation resistance. Journal of Hydraulic
Engineering - ASCE, 116:691–707, 1990.
J. C. Kaimal and J. J. Finnigan. Atmospheric Boundary Layer Flows: Their Structure
and Measurement. Oxford University Press, New York, 1994.
201
J .C. Kaimal, J. C. Wyngaard, Y. Izumi, and O. R. Coté. Spectral charercteristics
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