In this paper, we extend the following result for n ≤ 2 by F. Dillen to n ≤ 3: if f is a polynomial of degree larger than two in n ≤ 3 variables such that the Hessian determinant is constant, then after a suitable linear transformation the Hessian matrix of f becomes zero below the anti-diagonal. The result does not hold for larger n.
Introduction
There are some very old papers devoted to the study of constant polynomial Hessian determinants in some manner. Perhaps the oldest is an article of Paul Gordan and Max Nöther about homogeneous polynomials with Hessian determinant zero, which appeared in 1876 in [GN] . This is the most interesting case for homogeneous polynomials, because if a homogeneous polynomial h ∈ C[x] = K[x 1 , x 2 , . . . , x n ] has a constant nonzero Hessian determinant, then h is a quadratic form.
For quadratic forms, basic linear algebra can be used to show that h can be written as a polynomial in n − 1 (or less) linear forms over C, if and only if the Hessian determinant of h is zero. So assume that h is a homogeneous polynomial of degree d ≥ 3. Again by basic linear algebra, it follows that h cannot be written as a polynomial in n − 1 (or less) linear forms over C, in case the Hessian determinant of h is nonzero.
But the converse may not be true. However, in [GN] , the authors show that h can indeed be written as a polynomial in n − 1 (or less) linear forms over C in case n ≤ 4 and h has Hessian determinant zero, and give counterexamples for all n ≥ 5 and all d ≥ 3. In [dBvdE1] , A. van den Essen and the author classify all (not necessarily homogeneous) polynomials h ∈ K[x 1 , x 2 , . . . , x n ] with n ≤ 3, such that the Hessian determinant of h is zero, using techniques of [GN] . We shall use these results to prove ours.
In 1939 in [Kel] , O. Keller formulated a question about constant nonzero Jacobian determinants, which is known as Keller's problem or the Jacobian conjecture. The Jacobian conjecture asserts that if F is a polynomial map over C such that det J F is a nonzero constant, then F is invertible. Since Hessians are Jacobians of gradient maps, we can ask ourselves whether the Jacobian conjecture holds for gradient maps. This was done in [vdEW] , and not very long afterwards, it was shown that the Jacobian conjecture for gradient maps is equivalent to the Jacobian conjecture, in [dBvdE2] and independently also in [Men] . More precisely, the Jacobian conjecture in dimension n follows from the Jacobian conjecture for gradient maps in dimension 2n. Hence the Jacobian conjecture is about constant polynomial Hessian determinants after all. We shall show that the Jacobian conjecture holds for gradient maps in dimension three.
Furthermore, we shall show that the Jacobian conjecture holds for real gradient maps in all dimensions, provided the linear part is equal to the identity map, using results that are described below. In 1954, K. Jörgens proved in [Jör] that functions from R 2 to R which are twice continuously differentiable and whose Hessian determinant equals one at each point are in fact quadratic polynomials. Four years later, this result was extended to R 3 and R 4 by E. Calabi in [Cal] , but with the extra condition that the Hessian matrix is positive definite everywhere. The polynomial f = g(x 1 + x 3 ) − shows that such an extra condition is required. An extension to arbitrary di-mension was proved by A.V. Pogorelov in 1972 in [Pog] , using a lemma of [Cal] . In section 4, we shall extend this result in dimensions n ≤ 3 by showing that a polynomial in at most three indeterminates whose Hessian determinant is constant is a quadratic polynomial in case its quadratic part does not vanish at K n , where K is the base field of characteristic zero. In 1991, F. Dillen classified all polynomials in two indeterminates over a field of characteristic zero with constant Hessian determinant in [Dil] , and showed that the Jacobian conjecture holds for gradient maps in dimension two. The key point of Dillen's classification is the following: if the degree of the polynomial is larger than two, then after a suitable linear transformation, the lower right corner of the Hessian matrix becomes zero. Our main result in section 2 is a similar result in dimension three, namely that after a suitable linear transformation, every entry below the anti-diagonal becomes zero, provided the degree of the polynomial is larger than two. This result does not hold in dimensions larger than three and neither for quadratic polynomials over R in dimensions two and three.
The linear transformation that is meant is a matrix T ∈ GL n (K), and instead of looking at the Hessian of a polynomial f ∈ K[x] = K[x 1 , x 2 , . . . , x n ] itself, we look at the Hessian of f (T x), where T x can be seen as a matrix product of the matrix T and the vector x. Taking the Jacobian matrix, denoted by J , of f (T x), we obtain by the chain rule that
where | x=g stands for substituting x by g. Since the gradient vector, denoted by ∇, is the transpose of the Jacobian of a single polynomial, we obtain
where t stands for taking the transpose. Subsequently, we can take the Jacobian of (1), which is the Hessian, denoted by H, of f (T x), and again by the chain rule, we obtain
Now that we know how linear transformations work, we are able to see that Dillen's result cannot be extended to dimension four. Take for instance
Then the cubic part of f is equal to x 2 2 x 3 + x 2 1 x 4 , and the rows of its Hessian, whose entries are linear forms, are independent over C. This is maintained after a linear transformation, so if we could obtain by way of a transformation that the Hessian of f became zero below the anti-diagonal, the lower left corner of the Hessian of f would get a nontrivial linear part. This however contradicts that the Hessian determinant is a nonzero constant. The polynomial f in (3) was made by applying the gradient reduction of the Jacobian conjecture on the planar invertible map
2 ).
Results and proof of main result
First, we formulate our main result. At the end of this section, we will derive the main result from other result in this section.
Theorem 2.1 (Main result). Let K be a field of characteristic zero and f ∈ K[x] = K[x 1 , x 2 , . . . , x n ] be a polynomial of degree d. If det Hf ∈ K, then the following holds.
i) If there exists a T ∈ GL n (K) such that all entries below the anti-diagonal of the Hessian of f (T x) are zero, then ∇f satisfies the Jacobian conjecture, and the quadratic part of f vanishes at the last column of T if n ≥ 2.
ii) If 2 ≤ n ≤ 3 ≤ d, then a T as in the condition of i) exists. In particular, the quadratic part of f vanishes somewhere at The following theorem tells us more about matrices T ∈ GL n (K) such that all entries below the anti-diagonal of the Hessian of f (T x) are zero.
Theorem 2.2. Let K be a field of characteristic zero and suppose that f ∈ K[x] = K[x 1 , x 2 , . . . , x n ] is a polynomial of degree d, such that det Hf ∈ K * . Suppose additionally that there exists a T ∈ GL n (K) such that all entries below the anti-diagonal of the Hessian of f (T x) are zero. Then we have the following. i) If L ∈ GL n (K) is lower triangular, then Hf (T Lx) is also zero below the anti-diagonal. On the other hand, if Hf (T x) is zero below the antidiagonal for someT ∈ GL n (K), then there exists a lower triangular L ∈ GL n (K) such that the linear part of ∇f (T Lx) is the same as that of ∇f (T x).
ii) There exists a lower triangular L ∈ GL n (K), such that Hf (T Lx) is zero below the anti-diagonal and the linear part of ∇f (T Lx) is c times the order reversing permutation for some c ∈ K * . In particular, if F is c −1 times the vector of components of ∇f (T Lx) in reverse order, then J F − I n is lower triangular with zeroes on the diagonal and hence nilpotent.
If n is even or K is closed under taking square root, then we can even get any linear part of ∇f (T Lx), whose Jacobian, which is Hf (T Lx)| x=0 , is nonzero on the anti-diagonal and zero below it. Otherwise, the only thing we cannot control as above is the coefficient of x (n+1)/2 of the (n + 1)-th component of ∇f (T Lx), which is the entry in the middle of the Jacobian of the linear part of ∇f (T Lx), which is Hf (T Lx)| x=0 .
iii) If the linear part of ∇f is the identity map, then
is lower triangular with zeroes on the diagonal and hence nilpotent. If additionally n ≥ 2, then K n contains an isotropic vector, namely the last column of T .
Let K be a field. We call w :
and w(g) = max{w(t) | t is a term of g with nonzero coefficient}
The w-leading part of a polynomial g consists of terms t of g with nonzero coefficient, such that w(t) = w(g).
In order to prove our main theorem, we use the following theorem, which we prove in section 3. Theorem 2.3. Let K be a field of characteristic zero and suppose that f ∈ K[x] = K[x 1 , x 2 , . . . , x n ], such that det Hf = 0. If n ≤ 3, then there exists a T ∈ GL n (K) and a weight function 0 < w(x 1 ) ≤ w(x 2 ) ≤ · · · ≤ w(x n ) such that the Hessian determinant of the w-leading part of f (T x) is nonzero.
The example below shows that the above theorem cannot be extended to dimensions larger than three.
Example 2.4. Let n ≥ 4 and
Then det Hf = tg, where
Consequently, for each T ∈ GL n (C) and each (w(x 1 ), w(x 2 ), . . . , w(x n )) ∈ R n \ {0} n , the w-leading part of f (T x)| t=0 has Hessian determinant zero. We will show in section 3 that the same holds for f (T x)| t=1 , although its Hessian determinant is nonzero. Hence the condition n ≤ 3 in theorem 2.3 is necessary.
This example was inspired by formula (9) in [dBvdE1, Th. 3.5] , and f | t=0 is of the form of this formula in dimension n = 4.
As announced, we will use results of [dBvdE1] in our proof. These results are used in the proof of theorem 2.3, and are as follows.
Theorem 2.5. Let K be a field of characteristic zero and suppose that h ∈ K[x] = K[x 1 , x 2 , . . . , x n ] has no terms of degree less than two, such that det Hh = 0. If n ≤ 3, then there exists a T ∈ GL n (K) as in the condition of i) of theorem 2.1.
. Furthermore, the leading homogeneous part of h is of the form l
in the latter case.
Proof. Since the claims of theorem 2.5 are void when n = 1, the cases n = 2 and n = 3 remain. Write l = (l 1 , l 2 , . . . , l n ).
. Hence T is as in i) of theorem 2.1 and we can take
for polynomials a 1 , a 2 , a 3 . Again, T is as in i) of theorem 2.1 and we can take
, which we assume from now on.
Since h, a 2 (l 1 )l 2 and a 3 (l 1 )l 3 have no constant terms, neither has l 1 (a 1 ), and we see that
If c 1 , c 2 , c 3 are the coefficients of degree deg h − 1 of g 1 , g 2 , g 3 respectively, then the leading homogeneous part of h is equal to l
, which is as given with l 4 = c 1 x 1 + c 2 x 2 + c 3 x 3 .
The case n ≤ 3 of theorem 2.6 below is needed to complete the proof of ii) of our main theorem. The general case might still be interesting, e.g. because it is used to prove i) of corollary 2.7 which follows theorem 2.6. Theorem 2.6 is proved in section 3. Theorem 2.6. Let K be a field of characteristic zero and suppose that f ∈ K[x] = K[x 1 , x 2 , . . . , x n ], such that there exists a T ∈ GL n (K) and a weight function w(x 1 ) ≤ w(x 2 ) ≤ · · · ≤ w(x n ), for which the Hessian determinant of the w-leading part g of f (T x) is nonzero. Suppose additionally that the w-leading part of det Hf (T x) has a nontrivial term. Then
Furthermore, the following holds when 0 < w(x 1 ).
then the degree of f (T x) with respect to x ⌈n/2⌉+1 , x ⌈n/2⌉+2 , . . . , x n is at most 1.
iii) If either K is closed under taking square root, or the degree of f (T x) with respect to x ⌈n/2⌉+1 , x ⌈n/2⌉+2 , . . . , x n is at most 1, then T can be chosen as in i) of theorem 2.1, i.e. all entries below the anti-diagonal of the Hessian of f (T x) are zero.
We showed earlier that f in (3) does not satisfy i) of theorem 2.1. Hence by the above theorem, a positive w and a T as given within it do not exist. Since the Hessian determinant of f in (3) is a nonzero constant, the Hessian determinant of the w-leading part of f (T x) is zero for every T ∈ GL n (C) and every weight function w such that 0 < w(
. It follows that (3) is another counterexample to theorem 2.3 with n ≤ 4 instead of n ≤ 3.
Corollary 2.7. Let K be a field of characteristic zero and suppose that f ∈
for which the Hessian determinant of the w-leading part of f (T x) has a nontrivial constant term, then T is as in i) of theorem 2.1, i.e. all entries below the anti-diagonal of the Hessian of f (T x) are zero.
ii) If det Hf ∈ K * and T can be chosen as in i), then the Hessian determinant of the w-leading part of f (T x) is nonzero in case d ≥ deg f and
for each i ≤ n. Furthermore, we have 0 < w(x 1 ) < w(x 2 ) < · · · < w(x n ) and the Hessian of the w-leading part of f (T x) is (zero outside the) antidiagonal.
Proof.
i) Suppose that a w as given exists. On account of (4) in theorem 2.6, we have
Hence f (T x) has no term tx i x j such that 1 ≤ n + 1 − i < j ≤ n and w(t) ≥ 0. Consequently, the entries (i, j) of Hf (T x) below the antidiagonal have negative weights with respect to w. Since w(x i ) ≥ 0 for all i, all entries below the anti-diagonal of the Hessian of f (T x) are zero.
ii) By checking equality, for both i = ⌈n/2⌉ and i = ⌊n/2⌋+1, of the two cases on the right hand side of (5), we see that w(
for each i ≥ n/2, and that 0 < w(x 1 ) < w(x 2 ) < · · · < w(x n ) and
for each i ≤ n. Since all entries below the anti-diagonal of the Hessian of f (T x) are zero by assumption, all anti-diagonal entries of Hf (T x) are nonzero constants on account of det
Let t be a term of f (T x). If t is not divisible by x i for some i > n/2, then the weighted degree of t with respect to w is at most that of
. Thus the weighted degree of t with respect to w is not enough for the w-leading part of f (T x) in this case. So assume that t is divisible by x i for some i > n/2.
If t is divisible by x i x n+1−i , then the weighted degree of t with respect to w is at least w(x i ) + w(x n+1−i ). Since all anti-diagonal entries of Hf (T x) are nonzero constants, t = cx i x n+1−i for some c ∈ K * in this case, and either the entries (i, n + 1 − i) = (n + 1 − i, i) on the anti-diagonal of Hf (T x) are c or the entry (i, n + 1
If t is not divisible by x i x n+1−i , then the weighted degree of t with respect to w at most that of x i x d−1 n−i , because all entries below the anti-diagonal of the Hessian of f (T x) are zero. The weighted degree of
Thus the weighted degree of t with respect to w is not enough for the w-leading part of f (T x) in this case. Hence exactly the terms cx i x n+1−i of f (T x) contribute to the w-leading part of f (T x), which has weighted degree d ⌈n/2⌉−1 + d ⌊n/2⌋ with respect to w. This gives the last claim of ii).
Proof of theorem 2.1. Suppose that det Hf ∈ K.
i) Assume that a T as given exists. We first show that the quadratic part of f vanishes on the last column T e n of T in case n ≥ 2. On account of n ≥ 2, the lower right corner entry of Hf (T x) vanishes. Hence f (T x) has no term which is divisible by x 2 n . So every quadratic term of f (T x) vanishes at the n-th standard basis unit vector e n , and the quadratic part of f vanishes at the last column T e n of T .
We next show that ∇f satisfies the Jacobian conjecture. There is nothing to prove when det Hf = 0, so assume det Hf ∈ K * . Suppose that a T ∈ GL n (K) as given exists. By (1) and det T t = det T = 0, it suffices to show that F := ∇f (T x) is invertible. Since the entries below the anti-diagonal of the Jacobian Hf (T x) of F are zero, we have F n+1−i ∈ K[x 1 , x 2 , . . . , x i ] for each i.
By (2), det J F = det Hf (T x) ∈ K * , thus the entries on the anti-diagonal of Hf (T x) are nonzero constants. Say that these constants are c 1 , c 2 , . . . , c n from left to right. Then F n = c 1 x 1 and F n+1−i − c i x i ∈ K[x 1 , x 2 , . . . , x i−1 ] for all i ≥ 2. By induction on i, we obtain that
ii) Suppose that 2 ≤ n ≤ 3 ≤ d. By the last claim in i), it suffices to show that T can be chosen as in the condition of i). The case det Hf = 0 follows from theorem 2.5, so assume that det Hf = 0. By theorem 2.3, there exists a T ∈ GL n (K) and a weight function 0 < w(x 1 ) ≤ w(x 2 ) ≤ · · · ≤ w(x n ) such that the Hessian determinant of the w-leading part of f (T x) is nonzero. Since ⌊n/2⌋ = 1 and d ≥ 3, it follows from ii) and iii) of theorem 2.6 that T can be chosen as in the condition of i).
iii) Suppose that d = 2 ≤ n ≤ 3. The 'only-if'-part follows from the last claim in i). In order to prove the 'if'-part, let g be the quadratic part of f and take S ∈ GL n (K) such that g vanishes at the last column of S. Then g(Sx) vanishes at e n and the coefficient of x 2 n of g(Sx) is zero. Hence deg xn g(Sx) ≤ 1. Since ⌈n/2⌉ + 1 = n, it follows from iii) of theorem 2.6 that there exists a T * ∈ GL n (K) such that for T = ST * , Hf (T x) = Hg(T x) is zero below the antidiagonal. So T is as in the condition of i).
iv) Suppose that n ≤ 3. If d ≥ 3, then the condition det Hf ∈ K * implies n ≥ 2, and the condition of i) is fulfilled by ii). If d ≤ 2, the deg ∇f ≤ 1. This gives the desired result.
Proofs of theorems 2.2, 2.and 2.6
In order to prove theorem 2.2, we use the following factorization lemma.
Lemma 3.1. Let R be a commutative ring with 1 2 , and M ∈ Mat n (R). Write I n (flipped I n ) for the square matrix of size n with ones on the anti-diagonal and zeroes elsewhere. Then we have the following.
1. If L, U ∈ Mat n (R) are lower and upper triangular respectively, and M is zero below the anti-diagonal, then U M L is zero below the anti-diagonal as well.
2. Suppose that either n is even or the entry in the middle of M is a square in R. Then M is both symmetric and zero below the anti-diagonal, if and only if there exists a lower triangular
Proof. To prove i), suppose that U and L are as given. Then
is a product of I n with three lower triangular matrices. Hence U M L is zero below the anti-diagonal. Proof of theorem 2.2. Let c ∈ K * be the entry in the middle of Hf (T x) if n is odd. Otherwise, take c ∈ K * arbitrary.
i) The first claim follows from (2) and i) of lemma 3.1, where we take R = K[x]. To prove the second claim, let M be the constant part of Hf (T x), and definec andM in a similar manner as c and M respectively, with T replaced byT . Notice that det Hf (T x) is (−1) m times the product of the entries on the anti-diagonal of Hf (T x), where m = ⌊n/2⌋. Hence (−1) m c n−2m det Hf (T x) is a square in K.
By (2) and det Hf ∈ K, we have det Hf (T x) = (det T ) 2 det Hf , so (−1) m c n−2m det Hf is a square in K as well. Similarly (−1) mcn−2m det Hf is a square in K. Taking the quotient of both squares, we see that (c/c) n−2m is a square in K. Using ii) of lemma 3.1, we can find lower
x) has constant partM on account of (2). Since L −1L is lower triangular, the second claim follows.
ii) From ii) of lemma 3.1, it follows that there exists a lower triangular L ∈ GL n (K) such that c
Consequently, the linear part of ∇f (L −1 x) is c times the order reversing permutation. The claim with F follows from the fact that F is chosen such that its linear part is the identity map.
To prove the last claim, notice that (c/c) n−2m is a square in K for each c ∈ K * , in case either n is even or K is closed under taking square root. Hence by the proof of i), for each symmetricM ∈ GL n (K) which is zero below the anti-diagonal, there exists a lower triangularL ∈ GL n (K) such thatL t ML =M , provided either n is even or K is closed under taking square root. The case that n is odd and K is not closed under taking square root follows in a similar manner.
iii) Assume that the linear part of ∇f is the identity map. Since the Jacobian of ∇f (T x) is zero below the anti-diagonal, the Jacobian of I n ∇f (T x) is zero above the diagonal. Furthermore, its determinant is a nonzero constant because det Hf ∈ K * and det I n = 0 = det T .
Hence the linear part of I n ∇f (T x) has a lower triangular invertible Jacobian L ∈ GL n (K). So the linear part of L −1 I n ∇f (T x) is equal to the identity map. Furthermore, the Jacobian of L −1 I n ∇f (T x) is lower triangular, because it decomposes into the factors L −1 and J I n ∇f (T x) , which are both lower triangular. On account of (1),
Since the linear part of both ∇f and L
| x=T x has a lower triangular Jacobian and its linear part is the identity map.
To prove the last claim, assume that n ≥ 2. In a similar manner as in the proof of ii) of theorem 2.1, we see that the quadratic part 
Proof. There exists an S ∈ Mat n−1,n (K) such that h is of the form g(Sx), where g ∈ K[x 1 , x 2 , . . . , x n−1 ]. Since rk S < n, there exists a nonzero λ ∈ K n such that S · λ = 0. By the chain rule, we subsequently obtain
The converse is true as well: if J h · λ = 0 for some nonzero λ ∈ K n m, then h is degenerate within K[x 1 , x 2 , . . . , x n ]. The proof is left as an exercise to the reader.
Proof of theorem 2.3. Let d = deg f . Then d ≥ 2 because det Hf = 0. Since the case n = 1 is trivial, we assume that 2 ≤ n ≤ 3. Suppose that a T and a w as in theorem 2.3 do not exist. Take any T ∈ GL n (K) and any w such that 0 < w(x 1 ) ≤ w(x 2 ) ≤ w(x 3 ). Let h be the w-leading part of f (T x). Take for r the (regular) degree of h with respect to x 2 and leth be the (regular) leading homogeneous part of h.
Claim. There exists a T ∈ GL n (K) and a w with 0 < w(x 1 ) ≤ w(x 2 ) = · · · = w(x n ), such that h ∈ K[x 1 , x 2 ] and x 1 dividesh at least as many times as any other linear form over K.
To prove the claim, choose w such that 0 < w(x 1 ) = w(x 2 ) = · · · = w(x n ) initially. By assumption, h =h does not have a nonzero Hessian determinant, so on account of ii) of theorem 2.5, h =h is either a polynomial in K[l 1 , l 2 ] or of the form l d−1 1 l 4 for some linear forms l 1 , l 4 ∈ K[x] in case n = 3. Hence we can choose T such that h =h ∈ K[x 1 , x 2 ]. Furthermore, if we choose T appropriate, we additionally get the rest of the claim.
So we may assume that T and w are as is the above claim. The condition that w(x 1 ) = w(x 2 ) is not part of the claim, because we need to change w to obtain a contradiction. If h is degenerate within K[x 1 , x 2 ], then h is a polynomial in one linear form, which dividesh at least as many times as any other linear form over K. Hence h is degenerate within K[x 1 , x 2 ], if and only if r = 0. We distinguish three cases.
• r = 0.
Then
, and 0 < w(x 1 ) < w(x 2 ) = · · · = w(x n ) subsequently gives g 2 (l 1 ) = c 2 x s 1 and g n (l 1 ) = c n x s 1 for some c 2 , c n ∈ K and an s < d − 1. Hence we can reach the case r = 1 below, if h gets as such and we (subsequently) replace T by a suitable T ∈ GL n (K).
So assume that h does not reach the form
Again by the unique term cx d 1 of highest degree of h, we may take l 1 = x 1 , and the degree with respect to l 2 of h is at least two because h did not become of the form g 1 (l 1 )x 1 + g 2 (l 1 )x 2 + · · · + g n (l 1 )x n . Hence we can reach the case r ≥ 2 below if we replace T by a suitable T ∈ GL n (K).
• r = 1.
Then h has a term c 2 x
h, we have n = 3 by assumption. If s = 1, then not only h − c 3 x 3 ∈ K[x 1 , x 2 ] for some c 3 ∈ K, but also f (T x)− c 3 x 3 ∈ K[x 1 , x 2 ], because the weighted degree of other terms with x 3 of f (T x) is too large too evade h. So s ≥ 2. Now increase w(x 2 ) = w(x 3 ) until h gets another term besides c 2 x s 1 x 2 (any term c 1 x d 1 off will vanish). Such a term must be divisible by x 2 2 , x 2 x 3 or x 2 3 . We do reach such a term, because otherwise f (T x) would be of the form g 1 (x 1 )x 1 + g 2 (x 1 )x 2 + g 3 (x 1 )x 3 and the last two rows of Hf (T x) would be dependent, contradicting det Hf = 0. Sinceh becomes c 2 x s 1 x 2 and s ≥ 2, it follows from ii) of theorem 2.5 that h does not get any term which is divisible by x 2 x 3 or x 2 3 . Hence we obtain the case r ≥ 2 below.
• r ≥ 2.
Then besides that h is nondegenerate within K[x 1 , x 2 ], h does not have terms of degree less than two, because the weighted degree of such terms is less than that of x 2 2 . Since lemma 2.5 is about polynomials without terms of degree less than two, and h is nondegenerate within K[x 1 , x 2 ] and hence not of the form of i) of lemma 2.5, we have n = 3 by assumption.
Now increase w(x 3 ) until h gets another term besides those it already has. If this fails, then f (T x) ∈ K[x 1 , x 2 ], which contradicts det Hf = 0. So we do get another term in h, and this term is divisible by x 3 . If we get c ′ x 3 as a term for some c
, which contradicts det Hf = 0. So one or more terms of degree larger than one that are divisible by x 3 are added to h, and h keeps having no terms of degree less than two.
Suppose that h has become degenerate within K[x 1 , x 2 , x 3 ]. Then by lemma 3.2, there exist a nonzero λ ∈ K 3 such that J h · λ = 0. Now let i ≤ 2, then w(x i ) < w(x 3 ). Hence ∂ ∂xi h is either zero or w-homogeneous such that w(
So the first two rows of Hh| x3=0 are dependent over K. In particular, the Hessian with respect to x 1 , x 2 of Hh| x3=0 has determinant zero. By i) of theorem 2.5, we see that h| x3=0 is degenerate within K[x 1 , x 2 ]. But h| x3=0 is just the old h that we had before increasing w(x 3 ). This contradicts that h was nondegenerate within K[x 1 , x 2 ] originally. So h is still nondegenerate, but now within
On account of ii) of theorem 2.5, h has become of the form g 1 (l 1 )x 1 + g 2 (l 1 )x 2 + g 3 (l 1 )x 3 , with l 1 a linear form. Furthermore, the degree of g 2 is larger than that of g 3 because of w(x 2 ) < w(x 3 ), thush has degree larger than two and is the same as before increasing w(x 3 ). Since l 1 dividesh at least deg h − 1 ≥ 2 times, we have x 1 | l 1 . This contradicts r ≥ 2, both now and before increasing w(x 3 ).
Proof of example 2.4. Take T ∈ GL n (C) and define l i = T i x for each i ≤ n. Then
Let w be a weight function, such that the Hessian determinant of the w-leading part of f (T x)| t=1 is nonzero. We shall show that w(
, then the w-leading part of f (T x)| t=1 is the same as that of f (T x)| t=0 , which contradicts that its Hessian determinant is nonzero. Thus
We distinguish five cases.
• 0 > w(l 2 ). Then w(l 1 l 2 ) > w(l 1 l 2 2 ). Since l 1 l 2 is the quadratic part of f (T x)| t=1 , we have a contradiction with (6).
• 0 ≤ w(l 2 ) > w(l 1 ).
Then w(l
2 is the cubic part of f (T x)| t=1 , we have a contradiction with (6).
• 0 ≤ w(l 2 ) ≤ w(l 1 ) and w(l 3 ) > 0.
3 is the part of degree six of f (T x)| t=1 , we have a contradiction with (6).
•
. . , l n ], we have λ t ∇f = 0 for some nonzero λ ∈ K n on account of lemma 3.2. Hence det Hf = 0. Furthermore, l 4 1 is the part of degree four off , and
Hence the w-leading parts off and f (T x)| t=1 are equal, and their Hessian determinants are zero because det Hf = 0. Contradiction.
2 and just as in the case above, we get a contradiction because the w-leading parts off and f (T x)| t=1 are equal and det Hf = 0. Thus w(l 4 ) ≤ 0 and similarly, w(l i ) ≤ 0 for all i ≥ 5.
Thus w(l i ) ≤ 0 for all i, and consequently w(x i ) ≤ 0 for all i as well. Since l 1 l 2 is the quadratic part of f (T x)| t=1 and w(l 1 l 2 ) = 0, we have w(f (T x)| t=1 ) = 0 as well. Thus if there exists an i such that w(x i ) < 0, then we do not have x i in the w-leading part of f (T x)| t=1 . So w(x i ) = 0 for all i, as desired.
Proof of theorem 2.6. Notice that w det Hf (T x) = 0 because the w-leading part of det Hf (T x) has a constant term. Since det Hg = 0, we see by looking at permanent terms of the Hessian determinant that
and that det Hg is the w-leading part of det Hf (T x). So det Hg has a constant term, and we have
Hence (4) holds on average, and to prove (4), it suffices to show that there does not exist an i ≤ n such that w(f (T x)) > w(x i ) + w(x n+1−i ). So assume that such an i does exist. Then w(f (T x)) > w(x i x n+1−i ). Since w(x 1 ) ≤ w(x 2 ) ≤ · · · ≤ w(x i ), we have w(f (T x)) > w(x j x k ) for all j ≤ i and all k ≤ n + 1 − i. It follows that g has no terms of the form cx j x k , with c ∈ K * , j ≤ i and k ≤ n + 1 − i. Therefore, the entries of the rectangular submatrix of Hg, consisting of rows 1, 2, . . . , n + 1 − i and columns 1, 2, . . . , i, have trivial
Since 2j > 2⌈n/2⌉ > n, we obtain by using the same methods as in the proof of i) that
and that Hf (T x)) 2 ij (Hf (T x)) kk ′ is constant. So (Hf (T x)) kk ′ ∈ K and M is constant. By maximality of ni + j, f (T x) is of the form
A basic result about quadratic forms tells us that we can take S ∈ GL 2i−n (K) such that S t M S is a diagonal matrix. Since K is closed under taking square root and M has full rank just as Hf (T x), the diagonal elements of S t M S have nonzero square roots in K, and we can even take S such that S t M S = I 2i−n . Similarly, for anỹ M ∈ GL 2i−n (K) which is zero below the anti-diagonal, there exists aS ∈ GL 2i−n (K) such thatS tMS = I 2i−n . By replacing T by
Hf (T x) gets of the desired form because of the following. The submatrix M gets the required form because it becomesM by definition of S andS, and the rest of Hf (T x) stays of the required form due to the resemblance of the right factor on the right hand side of (8) and I n .
In an algorithm for computing T , we may increase j at the beginning of the case j ≤ ⌈n/2⌉, as long as w(x j ) = w(x n+1−i ) is maintained, and either j ≤ ⌈n/2⌉ is also maintained or K is closed under taking square root. If j ≤ ⌈n/2⌉ is not maintained, then the algorithm switches to the other case.
Anisotropic polynomials
The second claim in ii) of the main theorem, theorem 2.1, is that the quadratic part of f is so-called isotropic over K in case 2 ≤ n ≤ 3 ≤ d. The opposite of isotropic is anisotropic. Below, the definition of anisotropic is generalized somewhat.
Definition 4.1. Let K be a field of characteristic zero and f ∈ K[x] = K[x 1 , x 2 , . . . , x n ]. We say that f is anisotropic over K at λ ∈ K n if the quadratic part of f (x+λ) is anisotropic over K, i.e. does not vanish anywhere at K n \{0} n , or equivalently, µ t Hµ = 0 for all µ ∈ K n \ {0} n , where H = H(f | x=x+λ ) x=0 = (Hf )| x=x+λ x=0 = (Hf )| x=λ
In the following theorem, the cases n ≤ 3 and K = R are distinguished. The first case follows from our techniques, while the second case follows from the result by Pogorelov in [Pog] , which was mentioned in the introduction.
Theorem 4.2. Let K be a field of characteristic zero and f ∈ K[x] = K[x 1 , x 2 , . . . , x n ] such that det Hf ∈ K * and f is anisotropic over K at λ for some λ ∈ K n . If n ≤ 3 or K = R, then deg f = 2.
Proof. By assumption, the quadratic part of f (x + λ) does not vanish anywhere at K n \ {0} n . Hence deg f = deg f (x + λ) = 2 on account of ii) of theorem 2.1 in case n ≤ 3. So assume that K = R.
Take ν ∈ R n \ {0} n arbitrary. From [Ser, Cor. 3.3 .1], it follows that there exists a T ν ∈ GO n (R) such that
is diagonal. Hence all eigenvalues of (Hf )| x=ν , which are the same as those of T t ν (Hf )| x=ν T ν , are real. Suppose that the eigenvalues of (Hf )| x=λ do not have all the same sign. Then T t λ (Hf )| x=λ T λ is a diagonal matrix with both positive and negative entries, and we can find a µ ∈ R n \ {0} n such that µ t T t λ (Hf )| x=λ T λ µ = 0. This contradicts that µ t (Hf )| x=λ µ = 0 for all µ ∈ R n \ {0} n , which is satisfied by assumption because of (9). Hence all eigenvalues of (Hf )| x=λ have the same sign. By replacing f by −f when necessary, we may assume that all eigenvalues of (Hf )| x=λ are positive.
From det Hf ∈ R * and [Ser, Th. 3.1.2] , it follows that all eigenvalues of (Hf )| x=ν are positive. Hence T t ν (Hf )| x=ν T ν is a diagonal matrix without negative entries, so T t ν (Hf )| x=ν T ν is positive definite. Consequently, (Hf )| x=ν is positive definite as well. Since the main result of [Pog] tells us that deg f = 2 in case det Hf ∈ R * and (Hf )| x=ν is positive definite for all ν ∈ R n , the proof is complete.
Corollary 4.3. The Jacobian conjecture holds for gradient maps over the reals whose linear part is the identity map. More precisely, the corresponding Keller maps are translations.
Proof. Take K = R and λ = 0 in theorem 4.2, and notice that the quadratic part of f is A problem for which we do not know the answer, is the following.
Problem 4.4. Does theorem 4.2 also hold for all fields K when n > 3.
In the following example, theorem 4.2 is applied in a situation where the base field cannot be embedded into the reals.
