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Abstract
Density Ratio Estimation has attracted attention from machine learning community
due to its ability of comparing the underlying distributions of two datasets. However,
in some applications, we want to compare distributions of random variables that are
inferred from observations. In this paper, we study the problem of estimating the ratio
between two posterior probability density functions of a latent variable. Particularly, we
assume the posterior ratio function can be well-approximated by a parametric model,
which is then estimated using observed information and prior samples. We prove
consistency of our estimator and the asymptotic normality of the estimated parameters
as the number of prior samples tending to infinity. Finally, we validate our theories
using numerical experiments and demonstrate the usefulness of the proposed method
through some real-world applications.
1 Introduction
Comparing the underlying distributions of two given datasets has been an important task
and has a wide range of applications. For example, change detection algorithms [8] compare
datasets collected at different time points and report how the underlying distribution has
shifted over time; transfer learning [14] uses the estimated differences between two datasets
to efficiently share information between different tasks. Generative Adversarial Net (GAN)
[4] learns an implicit generative model whose output minimizes the differences between an
artificial dataset and a real dataset.
Various computational methods have been proposed for comparing underlying distributions
given two datasets. For example, Maximum Mean Discrepancy (MMD) [5] computes the
distance between the kernel mean embeddings of two datasets in Reproducing Kernel Hilbert
Space (RKHS). Density ratio estimation (DRE) [18] estimates the ratio function between
two probability densities. The estimated ratio can be used to approximate various statistical
divergences [12, 7]. Recently, Wasserstein distance (and Optimal Transport distance) as
an alternative to statistical divergence has been explored for many learning tasks [2, 1]
and efficient algorithms for computing such a distance from two sets of samples have been
proposed [3].
∗University of Bristol, UK, emails: {song.liu, yulong.zhang, mingxuan.yi}@bristol.ac.uk
†University of Chicago, Booth School of Business, US, email: mkolar@chicagobooth.edu
1
ar
X
iv
:2
00
2.
06
41
0v
2 
 [s
tat
.M
L]
  2
5 J
un
 20
20
Sometimes we are not interested in comparing distributions of observable random variables,
but distributions of latent random variables given observations. For example, we want to
monitor the engine vibration pattern via readings from a sensor placed on the engine. However,
our readings may be noisy as the sensor is also susceptible to vibrations of other nearby
components. Thus, instead of directly monitoring the observed sensor readings, it makes
sense to compare the latent vibration patterns given such readings. In the classic Bayesian
setting, a latent pattern is described by a posterior probability, which can be inferred from
observations, a prior, and a likelihood. Thus, comparing distributions of latent variables can
be framed as a comparison between two posteriors. In this paper, we consider the problem of
estimating the ratio between two posteriors probabilities.
One straightforward approach to obtain the posterior ratio is to represent two posterior
probabilities in the form of likelihood functions and priors using Bayes’ rule. However, in
many cases, we do not have explicit expressions of priors, but only some simulated samples
from the priors. In the above example, coming up with an explicit prior for the engine
vibration is almost impossible as it is governed by a complex physics process. However, it is
possible to simulate samples from the latent variable under different settings (e.g., “normal
condition” or “damaged engine”), either by conducting experiments or running computer
simulations.
One simple solution to the “unknown prior” problem above is to estimate prior densities
from prior samples and then plug the estimates into the posterior ratio formula. However, it
is unlikely that we know how to model the prior distribution, while non-parametric estimators
such as kernel density estimators (KDE) [16, 13] become infeasible when the dimensionality
is high. Alternatively, one can estimate the ratio of priors directly using DRE. To obtain
the posterior ratio, we only need the ratio of priors, thus we should not try to solve two
separate and more generic estimation problems individually. However, this likelihood-agnostic
approach may not be optimal as it cannot guarantee that the estimated ratio would behave
well with respect to the given likelihood functions and observations which are simply ignored
during the estimation.
Following this rationale, we develop a novel algorithm which estimates the ratio between
two posterior probabilities directly. The algorithm is referred as Posterior Ratio Estimation
(PRE) and can be regarded as an analogue of DRE for posterior probabilities. We assume two
likelihood functions and two sets of prior samples are given. Our algorithm approximates the
true posterior ratio by minimizing the KL divergence from one posterior to the other posterior
reweighed by a ratio model. We prove that the estimated model parameters eventually
converge to the true minimizer of the KL divergence, as the number of the prior samples
increases. The estimated parameters are asymptotically normal, which is useful for statistical
inference. We evaluate the performance of PRE in two applications: Latent signal detection
and local linear classifier extraction. Promising results are obtained.
2
2 Posterior Ratio Estimation
2.1 Problem Setting
Formally, P and Q are two joint probability distributions of two random variables Y and X.
We shorten the marginal/conditional probability of P and Q as p(x) := P(X = x), p(x|y) :=
P(X = x|Y = y), etc. Suppose we have
• yp,yq: two observations from P(Y ) and Q(Y ) respectively;
• p(yp|x), q(yq|x): two likelihood functions;
• Xp := {x(i)p }npi=1, Xq := {x(i)q }nqi=1: two sets of samples from P(X) and Q(X) respectively.
We want to estimate the posterior density ratio p(x|yp)
q(x|yq) up to a constant that is independent
of x.
2.2 Posterior Ratio Model
We model the posterior ratio p(x|yp)
q(x|yq) using a parametric function,
r(x; δ) :=
exp〈δ,f(x)〉
Z(δ)
, Z(δ) :=
∫
q(x|yq) exp〈δ,f(x)〉dx (1)
and f is a feature function chosen beforehand. For example, the polynomial feature, f(x) =
[x,x2]> (where the power is applied over all elements of x), is shown to have good performance
in our experiments. Z(δ) ensures that the ratio model is properly normalized: for any δ,∫
q(x|yq)r(x; δ)dx = 1. Note that if both p(x|yp) and q(x|yq) are from the exponential
family with the sufficient statistic f , then this density ratio model is well-specified.
2.3 Posterior Ratio Estimation
Our estimation strategy is similar to the one used in a density ratio estimator called Kullback-
Leibler Importance Estimation Procedure (KLIEP) [19, 20]. To estimate δ in the ratio model
r(x; δ), we minimize the KL divergence from p(x|yp) to r(x; δ)q(x|yq):
KL[p|r · q] :=
∫
p(x|yp) log
p(x|yp)
q(x|yq)r(x; δ)
dx
=C −
∫
p(x|yp) log r(x; δ)dx = C −
1
p(yp)
∫
p(yp|x)p(x) log r(x; δ)dx,
where C and p(yp) do not depend on δ and the last equality is due to Bayes’ rule. Ignoring
constants that are not dependent on δ, we obtain the following minimization problem:
min
δ
−
∫
p(yp|x)p(x) log r(x; δ)dx. (2)
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From now, we shorten the likelihood functions p(yp|x), q(yq|x) as lp(x), lq(x). After
replacing r(x; δ) with its definition in (1), and applying the Bayes’ rule on q(x|yq), we obtain
the following optimization problem:
min
δ
Ep(x) [lp(x) · 〈−δ,f(x)〉] + Ep(x) [lp(x)] · logEq(x)
[
lq(x)
q(yq)
· exp〈δ,f(x)〉
]
, (3)
where Ep(x)[f(x)] :=
∫
p(x)f(x)dx.
Proposition 1. If p(yp) > 0, a δ
∗ is a global minimizer of (2) if and only if
Ep(x|yp) [f(x)] = Eq(x|yq) [r(x; δ
∗)f(x)] . (4)
Proof. We can verify this statement by taking the derivative of the objective function in (3)
with respect to δ and setting it to zero. Then applying the equality Ep(x)[lp(x)] = p(yp) and
Bayes’ rule yields the desired result. The global minimum is guaranteed by the convexity of
(3).
Proposition 1 tells us that an optimal parameter of our posterior ratio model should
reweight the expectation of f with respect to q(x|y) such that it equals the expectation of f
with respect to p(x|y), which is reasonable, considering r is a model for p/q.
Further, we can derive a tractable empirical objective function of (2): Denote Eˆpx [f(x)] :=
1
np
∑np
i=1 f(x
(i)
p ), pˆ(yp) := Eˆp(x) [lp(x)] . After replacing the expectations, p(y) and q(y) in
(3) with sample averages, we obtain the estimator for the ratio parameter δ:
δˆ := argmin
δ
−Eˆp(x) [lp(x) · 〈δ,f(x)〉] + pˆ(yp) · log Eˆq(x) [lq(x) · exp〈δ,f(x)〉] + C ′, (5)
where C ′ = −pˆ(yp) log qˆ(yq) and is independent of δ. Note that if lp = 1 and lq = 1, then δˆ
coincides with the KLIEP estimator of p(x)
q(x)
. The above optimization problem is convex with
respect to δ and the gradient descent algorithm can be employed to find δˆ.
2.4 Relationship with Density Ratio Estimation
DRE [18, 11] approximates the ratio function between two probability densities given two
sets of samples, which are drawn from these probability distributions. As we previously
mentioned, one of the DRE algorithms, KLIEP shares the same KL divergence minimization
criterion with PRE. However, DRE learns a ratio of probability densities of two observed
random variables. If one wants to estimate p(x|yp)
q(x|yq) using KLIEP, one must directly draw
samples from p(x|yp) and q(x|yq), which themselves are difficult problems. In comparison,
PRE avoids this problem by using Bayes’ rule in the objective, and estimates the ratio of two
latent probability densities given likelihood functions and samples from their priors without
needing to sample from the posterior distributions.
However, there is a “plugin” method to obtain posterior ratio by using DRE rather than
PRE: We can obtain p(x)
q(x)
by performing the regular DRE using datasets Xp and Xq, then
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multiply it by the ratio of likelihood p(yp|x)
q(yq |x) . Due to Bayes’ rule, this estimator approximates
the true posterior ratio up to a constant that is independent of x. We refer this estimator
as the “plugin” estimator since rather than estimating the posterior ratio, we “plugin” the
estimate of prior ratio and likelihood to obtain a new estimator. Its performance is compared
in Section 5.2.
3 Consistency and Asymptotic Normality of δˆ
First we establish the consistency of δˆ as an estimator of the posterior ratio parameters and
analyze its sufficient conditions. Under the assumption ∞ > pˆ(yp) > 0, let us denote the
optimization problem (5) as argmin
δ
`(δ) · pˆ(yp), where `(δ) is simply the objective in (5)
rescaled by 1/pˆ(yp).
Notations. ‖a‖ is the `2 norm of a vector a. ‖A‖ is the spectral norm of a matrix A.
Ball(a, R) is a `2 ball centered at a with radius R. ∇af(a0) is the gradient of f(a) evaluated
at a0, while ∇2af(a) is the Hessian of f . λmin(A) is the minimum eigenvalue of a matrix A.
P→ and  denote convergence in probability and in distribution, respectively.
3.1 Consistency of δˆ and Its Sufficient Conditions
We first state a main theorem specifying a list of sufficient conditions under which our
estimator δˆ converges to δ∗ in probability as np ∧ nq →∞. Then we show these conditions
are satisfied with high probability when similar conditions are imposed on some population
quantities.
Assumption 1. δ∗, which is the minimizer of (3), is unique.
Since (3) is convex and twice continuously differentiable with respect to δ, a sufficient
condition of Assumption 1 is that the Hessian of (3) is positive definite for all δ.
Theorem 1. Suppose Assumption 1 holds,
∃R1 > 0, ‖∇δ`(δ∗)‖ ≤ R1√
np ∧ nq , (6)
with probability at least R1 and ∃R2 > 0, Cr > 1,
inf
δ∈∆n
λmin
[∇2δ`(δ)] > R2,∆n := Ball(δ∗, R1R2 · Cr√np ∧ nq
)
, (7)
with probability at least 1 − R2. Then ∃N such that np ∧ nq > N , we have δˆ P→ δ∗ with
probability 1− R1 − R2.
The proof can be found in the supplementary materials. Although Theorem 1 is established
on a set of inequalities of random variables, we show these sample conditions hold with high
probability when their population counterparts hold.
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3.2 Eigenvalue Lowerbound of ∇2δ`(δ)
Let us define a few new notations:
f ′p(x) :=
lp(x)
p(yp)
f(x), f ′q(x) :=
lq(x)
q(yq)
f(x) rnq :=
exp〈δ>f(x)〉
Eˆq(x)
[
lq(x) · exp〈δ>f(x)〉
]
/q(yq)
,
where rnq can be seen as the empirical version of our posterior ratio model.
Now we analyze sufficient conditions (7) in Theorem (1), which states that the minimum
eigenvalue of ∇2δ`(δ) is lower-bounded within the neighbourhood of δ∗. On one hand, it is easy
to see that if there exists a Σ ∈ Rd×d, Σ ≈ ∇2δ`(δ), ∀δ ∈ ∆n, then infδ∈∆n λmin [∇2δ`(δ)] ≈
λmin [Σ]. More formally, Wely’s inequality [6] allows us to lower-bound infδ∈∆n λmin [∇2δ`(δ)]:
inf
δ∈∆n
λmin
[∇2δ`(δ)] ≥ λmin [Σ]− sup
δ∈∆n
‖Σ−∇2δ`(δ)‖. (8)
On the other hand, it can be seen that
∇2δ`(δ) = Eˆq(x)
[
rnq(x; δ)f
′
q(x)f
′
q(x)
>]− Eˆq(x) [rnq(x; δ)f ′q(x)]Eq(x) [rnq(x; δ)f ′q(x)]> .
By using the newly defined feature function f ′q, we are able to write the Hessian in the form
of a sample covariance matrix of f ′q weighted by the ratio model rnq . The convergence of
such a density ratio reweighted sample covariance matrix has been studied for classic KLIEP
algorithm [9]. We state the following proposition:
Proposition 2. (Lemma 4 and 5 in [9]) Suppose M−1 ≤ r(x; δ) ≤ M , then ∀δ ∈
∆n,P (‖∇2δ`(δ)−Σ‖∞ ≤ ) ≤ C · exp(−C ′2n), where C,C ′ > 0 are constants and
Σ := Eq(x)
[
r(x; δ)f ′q(x)f
′
q(x)
>]− Eq(x) [r(x; δ)f ′q(x)]Eq(x) [r(x; δ)f ′q(x)]> .
Notice that Σ is the Hessian of the population objective (3). Considering ∆n ⊂ Rd is a
compact Euclidean space, we can see that supδ∈∆n ‖Σ−∇2δ`(δ)‖ = op(1). Combining this
with (8), we can see that infδ∈∆n λmin [∇2δ`(δ)] ≥ λmin(Σ) − op(1). Therefore, our analysis
shows the gap of the lowest eigenvalue between ∇2δ`(δ) and Σ should be shrinking as nq →∞.
Therefore, as long as Σ is bounded away from 0, when nq is large enough, the λmin(Σ) is
also bounded away from 0. This claim will be verified later via numerical experiments in
supplementary materials, Section 10.1.
3.3 Convergence of ∇δ`(δ∗)
Now we analyze another condition required for the consistency: (6) states ∇δ`(δ∗) should
converge to zero in terms of `2 norm at the rate 1√np∧nq . This is guaranteed with high
probability:
Proposition 3. Suppose ∃M > 0,M−1 ≤ r(x; δ) ≤ M , ∃K < ∞, ‖Ep(x)
[
f ′p(x)
] ‖ ≤ K,
∃L > 0, L−1 ≤ lp(x) ≤ L,∀x. Then ∃C,C ′ > 0,P (‖∇δ`(δ∗)‖∞ ≥ ) ≤ C exp [−C ′2(np ∧ nq)].
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Proof. It can be seen that
−∇δ`(δ∗) =
p(yp)
pˆ(yp)
Eˆp(x)
[
f ′p(x)
]− Eˆp(x) [f ′p(x)]︸ ︷︷ ︸
a
+ Eˆp(x)
[
f ′p(x)
]− Eˆq(x) [rnq(x; δ∗)f ′q(x)]︸ ︷︷ ︸
b
.
Moreover, we can see ‖a‖ ≤ |p(yp)−pˆ(yp)|
p(yp)·pˆ(yp) · ‖Ep(x)
[
f ′p(x)
] ‖ due to Holder’s inequality, thus
knowing lp are bounded, Hoeffding inequality shows P [‖a‖∞ ≥ ] ≤ C ′1 exp(−C ′′1 np) where
C ′1, C
′′
1 > 0 are constants.
It can be seen that b is the difference between a simple sample average over p and another
sample average over q reweighted by a ratio model rnq . The convergence of such a term has
also been studied in the classic KLIEP algorithm. Here we directly invoke Lemma C.2 in [9]:
P [‖b‖∞ ≥ ] ≤ C ′2 exp(−C ′′2 2 min(np, nq)) where C ′2, C ′′2 > 0 are constants. .
Combining the boundedness of a and b using triangle inequality yields desired results.
3.4 Asymptotic Normality of δˆ
Given the consistency results above, we now establish the normality of the estimator (5).
Let us define Σp := Varp(x)
[
f ′p(x)
]
, Σq := Varq(x)
[
r(x; δ∗)f ′q(x)
]
, where Varp(x) [g(x)] is
the covariance operator of a random vector g(x) with respect to p(x).
Theorem 2. If δˆ P→ δ∗, supδ∈∆n ‖∇2δ`(δ) − Σ‖
P→ 0, then as np → ∞, nq → ∞ and
0 < np
nq
<∞,
√
np
[
δ∗ − δˆ
]
 N
[
0,Σ−1
(
Σp +
np
nq
·Σq
)
Σ−1
]
. (9)
The proof can be found in supplementary materials. The conditions under which the
uniform convergence holds have been studied in Section 3.2. In practice, we can use δˆ
to replace δ∗ and use sample average to replace expectations when calculating the above
asymptotic covariance.
4 Lagrangian Dual of (5)
In some cases, the direct computation of (5) is infeasible: For example, when the feature
function f is in an RKHS [17], f(x) may not be evaluated explicitly. Therefore, we study an
alternative to (5). Denote f ′pn :=
lp
pˆ(yp)
. We can consider the following bi-level optimization
problem:
δˆdual := argmin
δ
Eqn(δ) = argmin
δ
‖Eˆq(x)
[
rnq(x; δ)f
′
q(x)
]−∑nqi=1 µˆif(x(i)q )‖,
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µˆ := argmin
µ≥0,∑
i µi=1
nq∑
i=1
µi log µi − µi log lq(x(i)q ) s.t. ‖Eˆp(x)
[
f ′pn(x)
]− nq∑
i=1
µif(x
(i)
q )‖ ≤ Rn, (10)
and Rn is a constant dependent on np ∧ nq. If Rn = 0, (10) is the Lagrangian dual of (5).
The proof can be found in the supplementary material. We show δˆdual is also consistent.
Theorem 3. Suppose Assumption 1 holds, Eqn(δˆdual) ≤ C0, (6) holds with probability at least
1− R1 and ∃R2 > 0, R3 ≥ 0, Cr > 1,
inf
δ∈∆n
λmin
[∇2δ`(δ)] > R2,∆n := Ball(δ∗, R1 +R3R2 Cr√np ∧ nq + C0R2
)
, (11)
with probability at least R2, then ∃Rn ≤ R3√np∧nq such that
∥∥∥δ∗ − δˆdual∥∥∥ ≤ R1+R3R2 1√np∧nq + C0R2
with probability at least 1− R1 − R2.
The proof can be found in Section 10 in the supplementary material. In our experiments,
we find Eqn(δˆdual) is usually around 10−7, close to the the tolerance of optimization software.
Therefore, in practice, we can regard C0 ≈ 0. Moreover, in this formulation, f only occurs in
the inner product thus the evaluation of (10) can be evaluated using kernel trick when f is
in RKHS. However, an RKHS version of PRE will be a future work.
5 Numerical Experiments and Applications
5.1 Asymptotic Normality of δˆ
Figure 1: Simulation vs. Pre-
diction.
In this experiment, we validate the asymptotic distribution
discussed in Section 3.4 under a finite-sample setting.
We generate two sets of 100 i.i.d. samples from
N (0.5, 0.12) as yp ∈ R100 and yq ∈ R100 and set the likelihood
function lp(x) = lq(x) := N ([x1 · 1, x2 · 1], 102 · I),x ∈ R2,
where 1 is a 50-dimensional vector filled with ones and I is
an identity matrix. 500 prior samples Xp and Xq are drawn
from p(x) = q(x) = N ([0, 0], I). np = nq = n, f(x) = x.
Then δˆ is calculated using (5) given Xp, Xq,yp,yq, lp and lq.
We run the estimation of δˆ 5000 times with different random
seeds and scatter-plot
√
nδˆ in Figure 1. We also plot 95%
confidence interval (CI) predicted by Theorem 2 in black on
the same plot. It can be seen that the overall distribution
of
√
nδˆ fits the shape of CI well. 249 (4.98%) simulations
are outside of the confidence interval. We also compare the
empirical distribution of δˆ1 and δˆ2 with their theoretical predictions on the quantile quantile
plots (qq-plot) in Figure 1.
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Strictly speaking, in this experiment, p(x|yp) 6= q(x|yq) since yp 6= yq. However, as
we take 100 samples from the same distribution as yp and yq, given this strong evidence,
`p(z) ≈ `q(z). Thus δ∗ ≈ 0. Both plots show that the prediction made by Theorem 2
matches the simulations well.
5.2 Application: Latent Signal Detection
Given a reference time-sequence yp ∈ Rd that is drawn from a “background” distribution
p(y), we would like to know whether a testing sequence yq ∈ Rd is standing out from the
background or not. Moreover, y is usually a noisy version of a latent signal x and we are
more interested in detecting the latent signal. In change detection literature, a common
strategy is checking if these two sequences are significantly different in terms of some distance
measure.
For example, let yp or yq be the vibration of a car engine at a certain time. Though it
is difficult to study yp or yq directly, its latent vibration pattern x can be understood by
analyzing the mechanics of the engine. We can prepare simulations in two possible scenarios:
“normal state”, p(x) and “damage state”, q(x). Our assumption is, if yq is not a background
signal, the posterior ratio p(x|yp)/q(x|yq) must deviate from 1. Therefore, we propose to
use `(δˆ) as the detection distance measure.
We first demonstrate this application using a numerical experiment. We introduce a
simple random process xt = αxt−1 + ,  ∼ N (0, .1), yt = xt + ′,  ∼ N (0, .02). yp ∈ R50 is
obtained by running this process fixing α = 0.5 for 100 time steps then take yp = [y51 . . . y100].
We generate yq ∈ R50 in the same way by fixing α = −0.2. 100,000 sequences from p(x) are
simulated using the above process but with a random draw of α ∼ N (0.5, 0.12). 100,000
sequences from q(x) are generated using α ∼ N (0, .52). It means that we anticipate the
latent signal p will have a different auto-correlation coefficient compared to the background q.
Note since we introduced an additional prior on α, both p(x) and q(x) do not have tractable
expressions.
We generate 100 background yp and signal yq, then use `(δˆ) for signal detection. f(x) =
AR(x, 20), which is the auto-correlation coefficient calculated from x. Considering our
time-sequences are generated by state-space models, we also compare with several other
distance measures: auto-corr : `2 norm of the difference between AR(20) model parameters
fitted on yp and yq by MLE, State-Space Transformation (SST) [10] : a method specifically
for detecting changes of state-space models. The ROC curves of different distance measures
are shown in Figure 2. The result shows, in terms of AUC, the PRE metric has a significant
lead among all methods.
Next, we show how this signal detection technique can be used in a time-series event
detection problem. Suppose we have a time-series yt, t = 1 · · ·T . We can create y(t)p and y(t)q
using two consecutive time windows (as shown in Figure 2). Using the above technique we
can compute a metric `t(θˆ). By sliding two windows forward, we can compute `t+1, `t+2, etc.
Now we can use `t as a running event detection score, to detect possible signals in time-series.
We record a speech audio time-series in a noisy background, which says “I go to bank today.”
9
Figure 2: Left: ROC curves of latent signals detection from artificial time-sequences. Center:
Illustration of a sliding window based time-series change detection. Right: Speech keyword
detection.
Figure 3: Left: Linear classification boundary extracted by PRE and LIME. Center: ROC
curve of extracted classifiers on Xloc, Right: Interpretable features identified by PRE for a
few random x
.
We also record the speaker repeating the word “bank” in a quiet background for 10 times, then
cut the the second speech into small sliding windows sized 500 to create xp ∈ R500 ∼ p(x).
We let xq ∈ R500 ∼ N (0, 0.012). The detection result is plotted in Figure 2 where we can
see the event-detection score clearly peaks at the word “bank”. In comparison, the plugin
estimator gives a much less clear detection score and does not seem to peak at the desired
signal word “bank”.
5.3 Application: Extracting Locally Linear Logistic Classifier
PRE can also be used to extract a locally linear classifier from a black-box non-linear
probabilistic classifier. Formally speaking, given a black-box, non-linear classifier p(y|x), we
would like to obtain a linear logistic classifier, i.e., p(y|x; δ, δ0) := 11+exp(δ>x+δ0) , such that
within a local neighbourhood specified by a user, the linear classifier works similarly comparing
to the original black-box classifier. This technique is crucial when the user demands the
interpretability of a black-box decision. For simplicity, we focus on a binary classification
10
problem in this section, i.e., y ∈ {−1, 1}.
Using Bayes rule and some algebra, we can see p(y|x) = 1
1+
p(x|−1)
p(x|1) ·c
, where c is a constant
that does not depend on x. User usually specifies a local region by constructing a dataset
Xloc = {x(i)}ni=1 ∼ ploc(x) which contains perturbations of a data-point x0. Thus, extracting
parameters of a linear logistic classifier becomes fitting the log p(x|−1)
p(x|1) using a linear model,
given p(y|x) and X ∼ ploc(x) as inputs. This can be efficiently solved using PRE by
letting p(yp|x) = p(−|x), q(yp|x) = p(+|x), p(x) = q(x) = ploc(x). Although estimating
p(x|−1)
p(x|1) using PRE seems to require the samples from the marginal p(x), not ploc(x), as
p(x|−1)
p(x|1) ∝ p(−1|x)p(x)p(1|x)p(x) = p(−1|x)ploc(x)p(1|x)ploc(x) , using samples from ploc(x) in PRE would also yield a
consistent estimator of p(x|−1)
p(x|1) .
Traditionally, such a local linear classifier is obtained by minimizing the discrepancy of
the predictions between the pre-trained classifier p(y|x) and the local classifier p(y|x; δ, δ0)
over Xloc (See, e.g., LIME, [15]). However, we show that such a process is not necessarily
robust. See Figure 3 for an example: An outlier (blue diamond) is included in Xloc. Linear
classifier obtained by PRE (black dotted line) nicely recovers an accurate linear boundary
around the majority samples of Xloc. However, as the pretrained classifier labels the outlier
as a negative example, LIME (green dotted line) tries to mimic such a prediction, resulting
in a skewed classification boundary. Intuitively, this issue can be understood as that LIME
estimates a sigmoid transform of the class density ratio rather than the ratio itself. This may
magnify the effect of outlier samples.
The extracted local classifier must also perform similarly to the original blackbox classifier
on Xloc. Figure 3 shows the ROC curves computed on the same dataset for two extracted
classifiers. The “true” label in this case is defined as the predicted label by the black-box
classifier. PRE classifier (red) achieves a significant lead comparing to LIME (blue) when
n = 20 and 40. Finally, we train a two layer neural network binary calssifier on MNIST
dataset using digits “6” and “9” then extract a linear classifier. We generate Xloc by first
picking an arbitrary image, then randomly setting some of its super-pixels’ value to 0. One
image is divided into 7 × 7 super-pixels. The probability of each super-pixel turning black is
a random coin flip. In this way, we obtain Xloc of size 1000. We use f(x) = x for PRE and
the magnitude of δˆ for each picture is plotted in Figure 3. It can be seen that the selected
pixels (on which |δi| > 0) are indeed parts of the written digits thus should be important
features of the black-box classifier.
6 Conclusions
We studied the problem of learning latent distribution changes via posterior ratio estimation.
We propose a novel method that directly estimates the posterior ratio from two observed
datasets, two likelihood functions and two sets of synthetic samples from priors. The proposed
method is consistent and the estimated parameters have a limiting normal distribution. We
consider two practical applications: Latent signal detection and local linear classifier extraction.
Both experiments report promising results.
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7 The Dual Formulation of (5)
minδ `(δ) can be re-written as
min
δ,ti
− Eˆp(x)
[
lp(x)
pˆ(yp)
· 〈δ,f(x)〉
]
+ log Eˆq(x) [lq(x) exp(t)] ,
subject to ∀i ∈ {1 . . . nq}, ti = 〈δ,f(x(i)q )〉.
Write the Lagrangian of the above convex optimization,
max
µi
min
δ,ti
− Eˆp(x)
[
lp(x)
pˆ(yp)
· 〈δ,f(x)〉
]
+ log Eˆq(x) [lq(x) exp(t)]−
nq∑
i=1
µi
[
ti − 〈δ,f(x(i)q )〉
]
,
where µi are Lagrangian multipliers. First, we solve above minimization with respect to ti
(by setting the derivative to zero), and it can be seen that the optimum is attained when
µi =
lq
(
x
(i)
q
)
exp(ti)
Eˆqx [lq(x) exp(t)]
,
∑nq
i=1 µi = 1, µi ≥ 0. Substituting above optimality condition to the
objective function, we obtain
max
µi≥0,∑nq
i=1 µi=1
min
δ
−Eˆp(x)
[
lp(x)
pˆ(yp)
· 〈δ,f(x)〉
]
+
nq∑
i=1
−µi log(µi) + µi log lq(x(i)q ) + µi〈δ,f(x(i)q )〉,
Second, we solve the minimization with respect to δ, one can derive the optimality
condition Eˆp(x)
[
lp(x)
pˆ(yp)
· f(x)
]
=
∑nq
i=1 µif(x
(i)
q ). Substituting the above optimality condition,
we obtain the objective function
max
µi≥0,
∑nq
i=1 µi=1
nq∑
i=1
−µi log(µi) + µi log lq(x(i)q ),
subject to: Eˆp(x)
[
lp(x)
pˆ(yp)
· f(x)
]
=
nq∑
i=1
µif(x
(i)
q ).
The above objective function is equivalent to (10) when Rn = 0.
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8 Proof of Theorem 1
Proof. Let us begin by considering the following constrainted optimization problem:
δˇ := argmin
δ∈∆n
`(δ). (12)
The Lagrangian of (12) is: Lag(µ, δ) := `(δ)+µ ·‖δ∗−δ‖−µ · Cr√
np∧nq . The KKT condition
states that the minimizer δˇ must satisfy 0 = ∇δ`(δˇ) + µˆ · δ∗−δˇ‖δ∗−δˇ‖ for some µˆ ≥ 0. Rewrite this
equality by expanding ∇δ`(δˇ) at δ∗ using mean value theorem in a coordinate-wise fashion:
0 = ∇δ`(δ∗) +
[
∇2δ`(δ¯) +
µˆ
‖δ∗ − δˇ‖I
] [
δ∗ − δˇ] ,
where δ¯i := hδˆi+(1−h)δ∗i for some h ∈ [0, 1] which implies (δ¯i−δ∗i )2 = h2(δˆi−δ∗i )2 ≤ (δˆi−δ∗i )2.
Therefore, δ¯ ∈ ∆n.
After some algebra and using the fact that δ¯ ∈ ∆n we get
‖δ∗ − δˇ‖ =
∥∥∥∥∥
[
∇2δ`(δ¯) +
µˆ
‖δ∗ − δˇ‖I
]−1
∇δ`(δ∗)
∥∥∥∥∥
<
∥∥∥[∇2δ`(δ¯)]−1∥∥∥ · ‖∇δ`(δ∗)‖ ≤ 1R2 · ‖∇δ`(δ∗)‖ ≤ R1R2 · 1√np ∧ nq
where the first inequality is due to Holder’s inequality and the second inequality first uses an
equality ‖A−1‖ = 1/λmin(A), if A is p.s.d., then applies inequality (7). The last inequality is
due to (6).
(6) holds with probability at least 1-R1 and (7) holds with probability at least 1-R2 . A
union bound shows the above inequality holds with probability at least 1− R1 − R2 .
Since the ball constraint has radius R1
R2
· Cr√
np∧nq and Cr > 1, we conclude the minimizer δˇ
is in the interior of ∆n with probability at least 1− R1 − R2 . The slackness condition states,
∃µˆ ≥ 0, µˆ ·
(
‖δ∗ − δˇ‖ − R1
R2
· Cr√
np∧nq
)
= 0. Knowing δˇ is in the interior of ∆n, we can deduce
µˆ = 0, which means the constraint δ ∈ ∆n is inactive, so δˆ = δˇ with probability at least
1− R1 − R2 .
The fact that δˇ is in the interior of a δ∗-centered ball whose radius shrinks at the rate
1√
np∧nq allows us to conclude that δˇ
P→ δ∗. Finally δˆ P→ δ∗ due to δˆ = δˇ with probability at
least 1− R1 − R2 as discussed above.
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9 Proof of Theorem 2
Proof. This theorem is the consequence of the estimation equation of (5):
0 = ∇δ`(δˆ) = ∇δ`(δ∗) +∇2δ`(δ¯)
[
δ∗ − δˆ
]
.
where the rightmost equality is due to row-wise Mean Value Theorem. Thus,
−∇δ`(δ∗) = ∇2δ`(δ¯)
[
δ∗ − δˆ
]
= [Σ + op(1)]
[
δ∗ − δˆ
]
,
where the last equality is due to the uniform convergence of the Hessian assumed in our
theorem and Continuous Mapping Theorem.
Therefore [
δˆ − δ∗
]
= [Σ + op(1)]
−1∇δ`(δ∗). (13)
Expanding ∇δ`(δ∗) and multiply √nq,
−√np∇δ`(δ∗) =√np
{{
1 +
[
p(yp)− pˆ(yp)
]
pˆ(yp)
}
Eˆp(x)
[
f ′p(x)
]− Ep(x) [f ′p(x)]
}
+
√
nq ·
√
np√
nq
{
Eq(x)
[
r(x; δ∗)f ′q(x)
]− Eˆq(x) [r(x; δ∗)f ′q(x)]}
P→√np
Eˆp(x)
f ′p(x)− Ep(x) [f ′p(x)]︸ ︷︷ ︸
a

−√nq ·
√
np√
nq
Eˆq(x)
r(x; δ∗)f ′q(x)− Eq(x) [r(x; δ∗)f ′q(x)]︸ ︷︷ ︸
b
 . (14)
The first equality is due to Ep(x)
[
f ′p(x)
]
= Eq(x)
[
r(x; δ∗)f ′q(x)
]
, for the optimal parame-
ter δ∗.
Since yp,yq and xp,xq are independent of each other, a and b are two independent
zero-mean random variables with covariance Σp and
np
nq
Σq respectively.
Applying CLT on (14) yields −√np∇δ`(δ∗) N (0,Σp + npnq Σq). Finally, (13) indicates
that we should left and right multiply the covariance by Σ−1 to obtain covariance of √np ·
(δ∗ − δˆ). This yields desired results in (9).
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10 Proof of Theorem 3
Similar to Theorem 1, we consider optimizing δ with a constraint δ ∈ ∆n.
First, due to the optimization constraint in (10) we know:
R3√
np ∧ nq ≥ Rn ≥
∥∥∥∥∥Eˆp(x) [f ′pn(x)]−
nq∑
i=1
µˆif(x
(i)
q )
∥∥∥∥∥
=
∥∥∥∥∥Eˆp(x) [f ′pn(x)]− Eˆq(x) [r∗nf ′q(x)]+ Eˆq(x) [r∗nf ′q(x)]−
nq∑
i=1
µˆif(x
(i)
q )
∥∥∥∥∥
≥−
∥∥∥Eˆp(x) [f ′pn(x)]− Eˆq(x) [r∗nf ′q(x)]∥∥∥+
∥∥∥∥∥Eˆq(x) [r∗nf ′q(x)]−
nq∑
i=1
µˆif(x
(i)
q )
∥∥∥∥∥
=− ‖∇δ`(δ∗)‖+
∥∥∥∥∥Eˆq(x) [r∗nf ′q(x)]−
nq∑
i=1
µˆif(x
(i)
q )
∥∥∥∥∥ ,
where rnq(x; δ
∗) is shortened as r∗n. As ‖∇δ`(δ∗)‖ ≤ R1√np∧nq is assumed with probability at
least 1− R1 , we can see∥∥∥∥∥Eˆq(x) [r∗nf ′q(x)]−
nq∑
i=1
µˆif(x
(i)
q )
∥∥∥∥∥ ≤ R1 +R3√np ∧ nq , with probability at least 1− R1 . (15)
Moreover, let rˆnq := rnq(x; δˆdual),∥∥∥∥∥Eˆq(x) [r∗nf ′q(x)]−
nq∑
i=1
µˆif(x
(i)
q )
∥∥∥∥∥
=
∥∥∥∥∥Eˆq(x) [r∗nf ′q(x)]− Eˆq(x) [rˆnqf ′q(x)]+ Eˆq(x) [rˆnqf ′q(x)]−
nq∑
i=1
µˆif(x
(i)
q )
∥∥∥∥∥
≥
∥∥∥Eˆq(x) [r∗nf ′q(x)]− Eˆq(x) [rˆnqf ′q(x)]∥∥∥−
∥∥∥∥∥Eˆq(x) [rˆnqf ′q(x)]−
nq∑
i=1
µˆif(x
(i)
q )
∥∥∥∥∥
=
∥∥∥Eˆq(x) [r∗nf ′q(x)]− Eˆq(x) [rˆnqf ′q(x)]∥∥∥− Eqn(δˆdual)
=
∥∥∥Eˆq(x) [r∗nf ′q(x)]− Eˆp(x) [f ′pn(x)]+ Eˆp(x) [f ′pn(x)]− Eˆq(x) [rˆnqf ′q(x)]∥∥∥− Eqn(δˆdual)
=
∥∥∥∇δ`(δ∗)−∇δ`(δˆdual)∥∥∥− Eqn(δˆdual)
=
∥∥∥∇2δ`(δ¯) [δ∗ − δˆdual]∥∥∥− Eqn(δˆdual) ≤ R2 ∥∥∥δ∗ − δˆdual∥∥∥− Eqn(δˆdual) with probability at least 1− R2 ,
where δ¯ is a parameter that is in between δˆ and δ∗ in a coordinate-wise fashion.
Combining the above inequality with (15) we obtain:
∥∥∥δ∗ − δˆdual∥∥∥ ≤ R1+R3R2 1√np∧nq + C0R2
with probability at least 1−R1−R2 (union bound). Since the ∆n has a radius R1+R3R2 Cr√np∧nq +
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C0
R2
where Cr > 1, δˆdual is at the interior of ∆n. This means that even without the constraint
δ ∈ ∆n,
∥∥∥δ∗ − δˆdual∥∥∥ ≤ R1+R3R2 1√np∧nq + C0R2 with probability at least 1− R1 − R2 .
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10.1 Conditions for Consistency
In this experiment, we numerically evaluate the conditions required by Theorem 1 and explore
possible settings of the constants in this theorem.
We let yp = yq = [0, 0], lp = lq = NX(x, I),x ∈ R2 and Xp, Xq be independently samples
from a 2 dimensional standard normal distribution. np = nq = n. We use f(x) = x in our
posterior ratio model and it can be seen that δ∗ = 0 by our construction of the dataset.
We first investigate the minimum eigenvalue condition on ∇2δ`(δ). In the left plot of
Figure 4, we plot minδ∈∆n λmin [∇2δ`(δ)] (which is obtained by numerical optimization) as a
red solid line. Here ∆n := Ball
(
0, 10√
n
)
and the error bar indicates the standard deviation
of 50 runs. It can be seen that when n ≥ 400, minδ∈∆n λmin [∇2δ`(δ)] minus two standard
deviation is safely bounded by 0.18 from below.
We also investigate the tightness a lower-bound obtained from Wyel’s inequality (see
(8)) which is marked by a blue dash line. As we can see, when n ≥ 400, Wyel’s inequality
becomes very close to minδ∈∆n λmin [∇2δ`(δ)] and consequently λmin [∇2δ`(δ∗)] (black dash line)
becomes a good approximation to minδ∈∆n λmin [∇2δ`(δ)].
Now we explore some possible settings of the constants in Theorem 1. It can be seen
from Theorem 1 that R1 and R2 determine R1 and R2 . To make probability 1 - R1 − R2 as
large as possible, we should make R1 large but R2 small. However, if the ratio R1/R2 is large,
∆n would be large too (Cr > 1) and condition (7) may struggle to hold. To investigate the
possible settings of R1 and R2, we plot ‖
√
n∇δ`(δ∗)‖
infδ∈∆n λmin[∇2δ`(δ)]
in the right plot of Figure 4, where
∆n has a radius 10/
√
n. The plot is generated from 500 repetitions with different draws of
samples from p(x), q(x). Error bars indicate standard deviations. We choose Cr = 1.5.
Since the ratio ‖
√
n∇δ`(δ∗)‖
infδ∈∆n λmin[∇2δ`(δ)]
≤ R1
R2
= 10/Cr, 6.66 is the upper limit of ‖
√
n∇δ`(δ∗)‖
infδ∈∆n
.
The plot shows, this requirement is comfortably met with some room to spare. We can see
that the averaged ratio plus two standard deviations is nicely bounded by 10/Cr from above.
We can also see from this plot that ‖
√
n∇δ`(δ∗)‖
λmin[∇2δ`(δ∗)]
becomes a nice approximation to
‖√n∇δ`(δ∗)‖
infδ∈∆n λmin[∇2δ`(δ)]
when n is larger than 400, which aligns with our expectation in Section 3.2
that Σ ≈ ∇2δ`(δ∗) ≈ ∇2δ`(δ),∀δ ∈ ∆n when n is large.
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Figure 4: Numerical evaluation of Theorem 1’s conditions
11 Additional Information on Latent Signal Detection
In Section 5.2, the state-space data experiment, we chose to use normal distribution as
our likelihood function: lp(x) := Nyp(x, I) and lq(x) := Nyq(x, I). f(x) := AR(x, 20),
where AR stands for the MALTAB “autocorr” function. In the speech keyword detection
experiment, we used likelihood functions lp(x) := Nyp(x, 0.18 ·I) and lq(x) := Nyq(x, 0.18 ·I).
f(x) := [x1x2, x2x3, . . . , xd−1xd], i.e. the Lag-1 autocorrelation feature.
The State-Space Transformation (SST) method [10] produces a discrepancy measure by
evaluating two trajectory matrices of two time-series signals using singular spectrum analysis.
We use the first 20 eigenvectors to compare the difference between two spectrum. The number
“20” was confirmed to be a reasonable choice in our preliminary experiments.
12 Additional Information on Locally Linear Classifier
Extraction
In Section 5.3, we estimated p(x|−1)
p(x|1) . However, if one wanted to produce a decision boundary
that is plotted on the left, Figure 3, one would need to know the constant c. In our experiment,
we estimated such a constant using 400 data points in the original labelled dataset near Xloc.
In practice, this is not possible as we cannot possibly know any labelled data points near Xloc.
However, we argue that knowing c is not relevant to our task, which is identifying useful
features of a local linear classifier. Such features can be efficiently identified by looking at
the magnitude of |δˆi|, which was what we did in the MNIST digits experiment.
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