In the presence of heteroskedasticity, Lin and Lee (2010) show that the quasi maximum likelihood (QML) estimator of the spatial autoregressive (SAR) model can be inconsistent as a 'necessary' condition for consistency can be violated, and thus propose robust GMM estimators for the model. In this paper, we first show that this condition may hold in certain situations and when it does the regular QML estimator can still be consistent. In cases where this condition is violated, we propose a simple modified QML estimation method robust against unknown heteroskedasticity. In both cases, asymptotic distributions of the estimators are derived, and methods for estimating robust variances are given, leading to robust inferences for the model. Extensive Monte Carlo results show that the modified QML estimator outperforms the GMM and QML estimators even when the latter is consistent. The proposed methods are then extended to the more general SARAR models.
Introduction
Spatial dependence is increasingly becoming an integral part of empirical works in economics as a means of modelling the effects of 'neighbours ' (see, e.g., Cliff and Ord (1972 , 1973 , 1981 , Ord (1975) , Anselin (1988 Anselin ( , 2003 , Anselin and Bera (1998) , LeSage and Pace (2009) for some early and comprehensive works). Spatial interaction in general can occur in many forms. For instance peer interaction can cause stratified behaviour in the sample such as herd behaviour in stock markets, innovation spillover effects, localized purchase decisions, etc., while spatial relationships can also occur more naturally due to structural differences in space/cross-section such as geographic proximity, trade agreements, demographic characteristics, etc. See Case (1991) , Pinkse and Slade (1998) , Pinkse et al. (2002) , Hanushek et al. (2003) , Baltagi et al. (2007) to name a few. Among the various spatial econometrics models that have been extensively treated, the most popular one may be the spatial autoregressive (SAR) model.
While heteroskedasticity is common in regular cross-section studies, it may be more so for a spatial econometrics model due to aggregation, clustering, etc. Anselin (1988) identifies that heteroskedasticity can broadly occur due to "idiosyncrasies in model specification and affect the statistical validity of the estimated model". This may be due to the misspecification of the model that feeds to the disturbance term or may occur more naturally in the presence of peer interactions. Data related heteroskedasticity may also occur for example if the model deals with a mix of aggregate and non aggregate data, the aggregation may cause errors to be heteroskedastic. See, e.g., Glaeser et al. (1996) , LeSage and Pace (2009) , Lin and Lee (2010) , Kelejian and Prucha (2010) , for more discussions. As such, the assumption of homoskedastic disturbances is likely to be invalid in a spatial context in general. However, much of the present spatial econometrics literature has focused on estimators developed under the assumption that the errors are homoskedastic. This is in a clear contrast to the standard cross-section econometrics literature where the use of heteroskedasticity robust estimators is a standard practice.
Although Anselin raised the issue of heteroskedasticity in spatial models as early as in 1988, and made an attempt to provide tests of spatial effects robust to unknown heteroskedasticity, comprehensive treatments of estimation related issues were not considered until recent years by, e.g., Kelejian and Prucha (2007, 2010) , LeSage (1997) , Lin and Lee (2010) , Arraiz et al. (2010) , Badinger and Egger (2011), Jin and Lee (2012) , Baltagi and Yang (2013b) , and Doǧan and Taşpinar (2014) . Lin and Lee (2010) formally illustrate that the traditional quasi maximum likelihood (QML) and generalized method of moments (GMM) estimators are inconsistent in general when the SAR model suffers from heteroskedasticity, and provide heteroskedasticity robust GMM estimators by modifying the usual quadratic moment conditions.
Inspired by Lin and Lee (2010), we introduce a modified QML estimator (QMLE) for the SAR model by modifying the concentrated score function for the spatial parameter to make it robust against unknown heteroskedasticity. It turns out that the method is very simple and more importantly, it can be easily generalized to suit more general models. 1 For heteroskedasticity robust inferences, we propose an outer-product-of-gradient (OPG) method for estimating the variance of the modified QMLE. We provide formal theories for the consistency and asymptotic normality of the proposed estimator, and the consistency of the robust standard error estimate. Extensive Monte Carlo results show that the modified QML estimator generally outperforms its GMM counter parts in terms of efficiency and sensitivity to the magnitude of model parameters in particular the regression coefficients. The Monte Carlo results also show that the proposed robust standard error estimate performs well. We also study the cases under which the regular QMLE is robust against unknown heteroskedasticity and provide a set of robust inference methods. It is interesting to note that the modified QMLE is computationally as simple as the regular QMLE, and it also outperforms the regular QMLE when the latter is heteroskedasticity robust. This is because the modified QMLE captures the extra variability inherent from the estimation of the regression coefficients and the average of error variances.
To demonstrate their flexibility and generality, the proposed methods are then extended to the popular spatial autoregressive model with spatial autoregressive disturbances (SARAR(1,1)) with heteroskedastic innovations. Kelejian and Prucha (2010) formally treat this model with a three-step estimation procedure. Monte Carlo results show that the modified QMLE performs better in finite sample than the three-step estimator. Further possible extensions of the proposed methods are discussed. In summary, the proposed set of QML-based robust inference methods are simple and reliable, and can be easily adopted by applied researchers.
The rest of the paper is organized as follows. Section 2 examines the cases where the regular QML estimator of the SAR model is consistent under unknown heteroskedasticity, and provides methods for robust inferences. Section 3 introduces the modified QML estimator that is generally robust against unknown heteroskedasticity, and presents methods for robust inferences. Section 4 presents the Monte Carlo results for the SAR model. Section 5 extends the proposed methods to the popular SARAR(1,1) model and discusses further possible extensions. Section 6 concludes the paper. All technical details are given in Appendix B.
QML Estimation of Spatial Autoregressive Models
In this section, we first outline the QML estimation of the SAR model under the assumptions that the errors are independent and identically distributed (iid). Then, we examine the properties of the QMLE of the SAR model when the errors are independent but not identically distributed (inid). We provide conditions under which the regular QMLE is robust against heteroskedasticity of unknown form, derive its asymptotic distribution, and provide heteroskedasticity robust estimator of its asymptotic variance.
Some general notation will be followed in this paper: | · | and tr(·) denote, respectively, the determinant and trace of a square matrix; A denotes the transpose of a matrix A; diag(·) denotes the diagonal matrix formed by a vector or the diagonal elements of a square matrix; diagv(·) denotes the column vector formed by the diagonal elements of a square matrix; and a vector raised to a certain power is operated elementwise.
The model and the QML estimation
Consider the spatial autoregressive or SAR model of the form:
where X n is an n × k matrix of exogenous variables, W n is a known n × n spatial weights matrix, n is an n × 1 vector of disturbances of independent and identically distributed (iid) elements with mean zero and variance σ 2 , β is a k × 1 vector of regression coefficients and λ is the spatial parameter. The Gaussian loglikelihood of θ = (β , σ 2 , λ) is,
where A n (λ) = I n − λW n , I n is an n × n identity matrix, and
, we arrive at the concentrated Gaussian loglikelihood function for λ as,
Maximizing c n (λ) gives the unconstrained QMLEλ n of λ, and thus the QMLEs of β and σ 2 aŝ
Under regularity conditions, Lee (2004) establishes the consistency and asymptotic normality of the QMLEθ n . In particular, he shows thatλ n andβ n may have a slower than √ n-rate of convergence if the degree of spatial dependence (or the number of neighbours each spatial unit has) grows with the sample size n. The QMLE and its asymptotic distribution developed by Lee are robust against nonnormality of the error distribution. However, some important issues need to be further considered: (i) conditions under which the regular QMLEθ n remains consistent when errors are heteroskedastic, (ii) methods to modify the regular QMLEθ n so that it becomes generally consistent under unknown heteroskedasticity, and (iii) methods for estimating the variance of the (modified) QMLE robust against unknown heteroskedasticity.
Robustness of QMLE against unknown heteroskedasticity
It is accepted that the regular QMLE of the usual linear regression model without spatial dependence, developed under homoskedastic errors, is still consistent when the errors are in fact heteroskedastic. However, for correct inferences the standard error of the estimator has to be adjusted to account for this unknown heteroskedasticity (White, 1980) . Suppose now we have a linear regression model with spatial dependence as given in (1) with disturbances that are inid with means zero and variances σ 2 h n,i , i = 1, . . ., n, where h n,i > 0 and
Consider the score function derived from (2),
where
It is well known that for an extremum estimator, such as the QMLEθ n we consider, to be consistent, a necessary condition is that plim n→∞ 1 n ψ n (θ 0 ) = 0 at the true parameter θ 0 (Amemiya, 1985) . This is always the case for the β and σ 2 components of ψ n (θ 0 ) whether or not the errors are homoskedastic. However, it may not be the case for the λ component of
Let Cov(g n , h n ) denote the sample covariance between the 2 Note that σ 2 is the average of Var( n,i) . Under homoskedasticity, hn,i = 1, ∀i. For generality, we allow hn,i to depend on n, for each i. This parameterization, a nonparametric version of Breusch and Pagan (1979) , is useful as it allows the estimation of the average scale parameter. See Section 3 for more details.
two vectors g n and h n . We have, similarly to Lin and Lee (2010),
Therefore, forθ n to be consistent, it is necessary that as n → ∞, Cov(g n , h n ) → 0; in other words, when lim n→∞ Cov(g n , h n ) = 0,θ n cannot be consistent. Lin and Lee (2010) noted that this condition is satisfied if almost all the diagonal elements of the matrix G n are equal. In fact, by Cauchy-Schwartz inequality, this condition is satisfied if Var(g n ) → 0, which boils down to Var(k n ) → 0, where k n is the vector of number of neighbours for each unit. 3 Furthermore, if heteroskedasticity occurs due to reasons unrelated to the number of neighbours, for example, due to the nature of the exogenous regressors X n , then the required condition will still be satisfied. These discussions suggest that the regular QMLE of the SAR model derived under homoskedasticity can still be consistent when in fact the errors are heteroskedastic. Formal results in this context can be constructed under the following regularity conditions. A quantity defined at the true parameter is represented with a suppressed variable notation, e.g., A n ≡ A n (λ 0 ) and G n ≡ G n (λ 0 ).
Assumption 1:
The true parameter λ 0 is in the interior of a compact parameter set Λ. 4
h n,i = 1 and h n,i > 0, ∀i and E| n,i | 4+δ < c for some δ > 0 and constant c for all n and i.
Assumption 3:
The elements of the n × k regressor matrix X n are uniformly bounded for all n, X n has the full rank k, and lim n→∞ 1 n X n X n exists and is nonsingular. Assumption 4: The spatial weights matrix W n is uniformly bounded in absolute value in both row and column sums and its diagonal elements are zero.
Assumption 5:
The matrix A n is non-singular and A −1 n is uniformly bounded in absolute value in both row and column sums. Further, A −1 n (λ) is uniformly bounded in either row or column sums, uniformly in λ ∈ Λ.
. ., if |λ| < 1 and wn,ij < 1, and (ii) the diagonal elements of W r n , r ≥ 2 inversely relate to kn, see Anselin (2003) . In fact, when Wn is row-normalized and symmetric, diag(W 2 n ) = {k −1 n,i }. Var(kn) = o(1) can be seen to be true for many popular spatial layouts such as Rook, Queen, group interactions such that variation in groups sizes becomes small when n gets large, etc, see Yang (2010) .
4 For QML-type estimation, the parameter space Λ must be such that An(λ) is non-singular ∀λ ∈ Λ. If the eigenvalues of Wn are all real, then Λ = (w (Anselin, 1988) . In general, the eigenvalues of Wn may not be all real as Wn can be asymmetric. LeSage and Pace (2009, p. 88-89) argue that only the purely real eigenvalues can affect the singularity of An(λ). Consequently, for Wn with complex eigenvalues, the interval of λ that guarantees non-singular An(λ) is (w Assumptions 2 and 3 are similar to those from Lin and Lee (2010) . Assumption 2 implies that {h n,i } as well as the third and fourth moments of n,i are uniformly bounded for all n and i. Assumptions 2 and 3 imply that lim n→∞ 1 n X n H n X n exists and is nonsingular. Assumptions 4 and 5 are standard for the SAR model. The uniform boundedness conditions limit the spatial dependence to a manageable level (Kelejian and Prucha, 1999) . Assumption 6 is the heteroskedastic version of the identification condition introduced by Lee (2004) for the homoskedastic SAR model.
For the loglikelihood and score functions given in (2) and (4), let
, with their exact expressions deferred to the next subsection in connection with the issue on the robust variance covariance matrix estimation. We have the following results (recall g n = diagv(G n ) and let q n = diagv(G n G n )).
where I = lim n→∞ I n and Σ = lim n→∞ Σ n both assumed to exist and I is nonsingular.
Robust standard errors of the QML estimators
Asymptotically valid inference for θ based on the QMLEsθ n requires a consistent estimator of the asymptotic variance given in Theorem 1. This is fairly simple under homoskedasticity as the sample analogue of I n and Σ n can directly be used to give consistent estimators of I and Σ. Under the unknown heteroskedasticity designated by H n , we have after some algebra:
where η n = G n X n β 0 . This shows that a consistent estimator of I n can still be obtained by
line with the idea of White (1980) , where {ˆ n,i } are the QML residuals. However, this approach fails in estimating the variance of the score, Σ n , as its σ 2 0 -element:
cannot be consistently estimated unless the excess kurtosis measures {κ n,i } are all zero or { n,i } are normally distributed. This means that the robust inference method for σ 2 0 is not available. Obviously, σ 2 is typically not the main parameter that inferences concern, although the consistency of its QMLE (shown in Theorem 1) is crucial. Thus, to get around this problem, we focus on λ and β as those are the main parameters that inferences concern. First, based on the concentrated score function for λ, obtained from (4) by concentrating out β and σ 2 (see (7) below), we obtain the robust variance ofλ n , and then based on the relationship betweenβ n andλ n we obtain the robust variance ofβ n . As these developments fall into the main results presented in next section, we give details at the end of Section 3.3.
Modified QML Estimation under Heteroskedasticity
As argued in Lin and Lee (2010) and further discussed in Section 2 of this paper, the necessary condition for the consistency of the regular QMLE, lim n→∞ Cov(g n , h n ) = 0, can be violated when h n is proportional to the number of neighbours k n for each spatial unit and lim n→∞ Var(k n ) = 0. 5 To solve this problem, Lin and Lee (2010) propose robust GMM and optimal robust GMM estimators for the SAR model. In this paper, we introduce a modified QMLE for the SAR model by modifying the concentrated score function for the spatial parameter to make it robust against unknown heteroskedasticity. It turns out that the method is very simple and more importantly it can be easily generalized to suit more general models (see Section 5) . Furthermore, the method of modification takes into account the estimation of the β and σ 2 parameters, thus can be expected to have a good finite sample performance. Indeed, the Monte Carlo results presented in Section 4 show an excellent finite sample performance of the proposed estimator. For robust inferences concerning the spatial or regression parameters, we introduce OPG estimators of the variances of the modified QMLEs.
The modified QML Estimator
Given the problems associated with the λ-element of ψ n (θ 0 ) in (4), in asymptotically attaining the limit desired to ensure consistency of the related extremum estimator under heteroskedasticity, one can look at a modification to the score function that allows it to reach a probability limit of zero by brute force. This method is in line with Lin and Lee (2010)'s treatment to the quadratic moments of the form E( n P n n ) = 0, where tr(P n ) = 0 is modified such that diag(P n ) = 0 to attain a consistent GMM estimator under unknown heteroskedasticity. Following this idea, if we modify the last component of ψ n (θ 0 ) as,
we immediately see that plim (5). This modification is asymptotically valid in the sense that it will make the estimators consistent under the unknown heteroskedasticity. However, the finite sample performance of the estimators is not guaranteed as the variations from the estimation of β and σ 2 are completely ignored. Now consider the average concentrated score function derived by concentrating out β and σ 2 , i.e., replacing β and σ 2 byβ n (λ) andσ 2 n (λ) in the last component of (4), or taking the 5 For example, when Wn corresponds to group interactions (circular world spatial layout can be a special case), and the group sizes are generated from a fixed discrete distribution, we have limn→∞ Var(kn) = 0. In fact, in many empirical situations, the spatial weight matrix is constructed from economic or geographic distance, and hence does not satisfy the condition Cov(gn, hn) = o(1). derivative of (3), and then dividing the resulting concentrated score function by n,
The average concentrated scoreψ n (λ) captures the variability coming from estimating β and σ 2 . Under the regular QML estimation framework (see, e.g., Amemiya, 1985) , the QMLE of λ is equivalently defined asλ n = arg{ψ n (λ) = 0}. Solvingψ n (λ) = 0 is equivalent to solving
, and for the solutionλ n to remain consistent under unknown heteroskedasticity, it is necessary that
equals or tends to zero, see van der Vaart (1998, ch. 5) . This is not true if there exists unknown heteroskedasticity and the conditions stated in Theorem 1 are violated.
Our idea is to modify the numerator of (7) so that its expectation at the true parameter λ 0 is zero even under unknown heteroskedasticity.
, this suggests that one should replace
Thus, in order to cancel the effect of the additional M n , one should instead replace 1 n tr(G n )I n in the numerator of (7) 
This gives a modified concentrated score function,
and hence a modified QML estimator of λ 0 as,
Once a heteroskedasticity robust estimator of λ is obtained, the heteroskedasticity robust estimators (or the modified QMLEs) of β and σ 2 are, respectively,β n =β n (λ n ) andσ 2 n =σ 2 n (λ n ) as the estimating functions (first two components of ψ n (θ)) leading toβ n (λ) andσ 2 n (λ) defined below (2) are robust to unknown heteroskedasticity. More discussions on this will follow.
Recently, Jin and Lee (2012) proposed a heteroskedasticity robust root estimator of λ by solving the quadratic (in λ) equation: Y n A n (λ)M n P n A n (λ)Y n = 0, where P n is an n × n matrix such that M n P n has a zero diagonal. As there are two roots and only one is consistent, they gave criteria to choose the consistent root. In case where the P n matrix is parameter dependent, they suggested using some initial consistent estimates to come up with an estimate, say P n , of 6 Making the expectation of an estimating function to be zero leads potentially to a finite sample bias corrected estimation. This is in line with Baltagi and Yang (2013a,b) in constructing standardized or heteroskedasticityrobust LM tests with finite sample improvements. See also Kelejian and Prucha (2001, 2010) and Lin and Lee (2010) for some useful methods in handling the linear-quadratic forms of heteroskedastic random vectors.
P n , and then solve
• n (λ) defined above is a choice for P n although an initial estimate of λ, sayλ 0 n , is needed to obtain P n = G • n (λ 0 n ). Jin and Lee also suggest this. This approach is attractive as the root estimator has a closed-form expression and thus can handle a super large data. However, it can be ambiguous in practice in choosing a consistent root as the selection criterion is parameter dependent. Furthermore, our Monte Carlo simulation shows that Y n A n (λ)M n P n A n (λ)Y n = 0 tends to give non-real roots when |λ| is not small, say ≥ 0.5, in particular when λ is negative, and when n is not very large. In contrast, this problem does not occur to the modified QML estimatorλ n given above. Thus, the modified QML estimatorλ n proposed in this paper complements Jin and Lee's (2012) root estimator. More discussions along this line are given in the following sections. Some remarks follow before moving into the asymptotic properties of the modified QML estimators.
Remark 1: It turns out that the modified QMLEs of the SAR model are computationally as simple as the original QMLEs, but the former are generally consistent under unknown heteroskedasticity while preserving the nature of being robust against nonnormality.
Remark 2:
The proposed methods can be easily extended to more advanced models (spatial or non-spatial) as demonstrated in Section 5. However, it is not clear to us how to extend the GMM estimators of Lin and Lee (2010) to a more general model, and the root estimator of Jin and Lee (2012) may run into difficulty for a more general model as when there are two (or more) quadratic functions of two (or more) unknowns, it is difficult to choose the consistent roots.
as opposed to the more intuitively appealing correction G n (λ) − diag(G n (λ)) has better finite sample performance since the modification is made directly on the concentrated score function which contains the variability accruing from the estimation of β and σ 2 .
Asymptotic distribution of the modified QML estimators
To ensure that the modified estimation function given in (9) uniquely identifies λ 0 , the Assumption 6 needs to be modified as follows.
The central limit theorem (CLT) for linear quadratic forms of Kelejian and Prucha (2001) allows for heteroskedasticity and can be used to prove the asymptotic normality of the modified QML estimator. First, it is easy to show that the normalized and modified concentrated score function has the following representation at λ 0 ,
, and it follows thatσ
. Let τ n (·) denote the first-order standard deviation and τ 2 n (·) the first-order variance of a normalized quantity, e.g., τ 2 n (ψ * n ) is the first-order term of Var( √ nψ * n ), and τ 2 n (λ n ) is the first-order term of Var( √ nλ n ). By the representation (11) and Lemma A.3, we have,
where b n,ii are the diagonal elements of B n , s n,i = E( 3 n,i ), and κ n,i is the excess kurtosis of n,i which together with H n are defined in Section 2.3. Now by the CLT for linear-quadratic forms of Kelejian and Prucha (2001), we have,
This result quickly leads to the following theorem regarding the asymptotic properties of the modified QMLEλ n of the spatial parameter λ. 
Now consider the modified QMLEsβ n andσ 2 n of β 0 and σ 2 0 defined below (10). Using the relation A n (λ n ) = A n − (λ n − λ 0 )W n , we can write,
The asymptotic properties ofβ n andσ 2 n are summarized in the following theorem. Recall η n = G n X n β 0 defined in Section 2.3.
Theorem 3: Under Assumptions 1-5 and 6
* , the modified QMLEsβ n andσ
Clearly, the applicability of the results of Theorems 2 and 3 for making inferences for λ or β depends on the availability of a consistent estimator of τ 2 n (ψ * n ). The plug-in method based on (12) does not work due to the involvement of higher-order moments s n,i and κ n,i .
is root-n consistent. However, similar to the regular QMLE, this result cannot be used for inference for σ 2 0 as the key element in the variance formula
2 n,i ) cannot be consistently estimated.
Robust standard errors of the modified QML estimators
Following the discussions in Section 2.3 and Footnote 7, we focus on λ and β for robust inferences. In order to carry out inference for model parameters using the modified QML procedure, we need a consistent estimate of τ 2 n (λ n ). Given this, consistent estimates of τ 2 n (β n ) = (X n X n ) −1 X n A n X n (X n X n ) −1 immediately follow. The first-order variance of the modified score as given in (12) contains second, third and fourth moments of i which vary across i, and hence a simple White-type estimator (White, 1980) may not be suitable, which in turn makes τ 2 n (λ n ) infeasible. To overcome this difficulty, we follow the idea of Baltagi and Yang (2013b) to decompose the numerator of the modified score into a sum of uncorrelated terms, and then use the outer product of gradients (OPG) method to estimate the variance of this score function which in turn leads to a consistent estimate of τ 2 (λ n ). Denote the numerator of (11) by,
Clearly, Q n is not a sum of uncorrelated components, but can be made to be so by the technique of Baltagi and Yang (2013b) . Decompose the non-stochastic matrix B n as,
where B u n , B l n and B d n are, respectively, the upper triangular, the lower triangular and the diagonal matrices of B n . Let
where n,i , ζ n,i and c n,i are, respectively, the elements of n , ζ n and c n . Equation (18) expresses Q n ( n ) as a sum of n uncorrelated terms { n,i (ζ n,i + b n,ii n,i + c n,i )}, and hence its OPG gives a consistent estimate of the variance of Q n ( n ), which in turn leads to a consistent estimate of τ 2 n (ψ * n ), the first-order variance of √ nψ * n , as:
where˜ n,i are the residuals computed from the modified QMLEsθ n = (β n ,σ
Theorem 4: If Assumptions 1-5 and 6 * hold, then we have as
Finally, when the conditions of Theorem 1 are satisfied so the regular QMLEs are also consistent, the robust variances ofλ n andβ n can easily be obtained from the results of Theorems 2-4. Some details are as follows. Starting with the concentrated scoreψ n given in (7), one obtains τ 2 (λ n ) by simply replacing G (11) and (12), and in Φ n defined in Theorem 2. Similarly, replacing G
n (β n ) given in Theorem 3 leads to τ 2 n (β n ). The estimates of τ 2 (λ n ) and τ 2 n (β n ) are obtained in the same way as those of τ 2 (λ n ) and τ 2 n (β n ), and their consistency can be proved similarly to the results of Theorem 4.
Monte Carlo Study
Extensive Monte Carlo experiments were conducted to (i) investigate the finite sample behaviour of the original QMLEλ n and the modified QMLE (MQMLE)λ n proposed in this paper, and their impacts on the estimators of β and σ 2 , with respect to the changes in the sample size, spatial layouts, error distributions and the model parameters when the models are heteroskedastic; and (ii) compare the QMLE and the MQMLE with the non-robust generalized method of moments estimator (GMME) of Lee (2001), the robust GMME (RGMME) and the optimal RGMME (ORGMME) of Lin and Lee (2010), two stage least squares estimator (2SLSE) of Kelejian and Prucha (1998) , and the root estimator (RE) of Jin and Lee (2012). We consider cases where the original QMLE are robust against heteroskedasticity and the cases it is not. The simulations are carried out based on the following data generation process (DGP):
where ι n is an n×1 vector of ones corresponding to the intercept term, X 1n and X 2n are the n×1 vectors containing the values of two fixed regressors, and n = σH n e n . The regression coefficients β is set to either (3, 1, 1) or (.3, .1, .1) , σ is set to 1, λ takes values form {−0. 5, −0.25, 0, 0.25, 0.5} and n take values from {100, 250, 500, 1000}. The ways of generating the values for (X 1n , X 2n ), the spatial weights matrix W n , the heteroskedasticity measure H n , and the idiosyncratic errors e n are described below. Each set of Monte Carlo results is based on 1, 000 Monte Carlo samples.
Spatial Weight Matrix:
We use three different spatial layouts: (i) Circular Neighbours, (ii) Group Interaction and (iii) Queen Contiguity. In (i), neighbours occur in the positions immediately ahead and behind a particular spatial unit. For example, for the ith spatial unit with 6 neighbours, the ith row of W n matrix has non-zero elements in the positions: i − 3, i − 2, i − 1, i + 1, i + 2, and i + 3. The weights matrix we consider has 2, 4, 6, 8 and 10 neighbours with equal proportion. In (ii), neighbours occur in groups where each group member is spatially related to one another resulting in a symmetric W n matrix. In (iii) , neighbours could occur in the eight cardinal and ordinal positions of each unit. To ensure the heteroskedasticity effect does not fade as n increases (so that the regular QMLE is inconsistent), the degree of spatial dependence is fixed with respect to n. This is attained by fixing the possible group sizes in the Group Interaction scheme, and fixing the number of neighbours behind and ahead in the Circular Neighbours scheme. The degree of spatial dependence is naturally bounded in the Queen Contiguity weight matrix. To analyse the performance of the original QMLE when it is robust against heteroskedasticity, we use Queen Contiguity scheme and the balanced Circular Neighbours scheme where all spatial units have 6 peers each.
Heteroskedasticity: For the unbalanced Circular Neighbour scheme, h n,i is generated as the ratio of the total number of neighbours to the average number of neighbours for each i while for the Group Interaction scheme h n,i is generated as the ratio of the group size to mean group size. For the balanced Circular Neighbour and the Queen Contiguity schemes, we use
Regressors: The regressors are generated according to REG1:
For the Group Interaction scheme, the regressors can also be generated according to REG2:
iid ∼ N (0, 1), for the ith observation in the rth group, to give a case of non-iid regressors taking into account the impact of group sizes on the regressors. Both schemes give a signal-to-noise ratio of 1 when β 1 = β 2 = σ = 1.
Error Distribution: To generate the e n component of the disturbance term, three DGPs are considered: DGP1: {e n,i } are iid standard normal, DGP2: {e n,i } are iid standardized normal mixture with 10% of values from N (0, 4) and the remaining from N (0, 1) and DGP3: {e n,i } iid standardized log-normal with parameters 0 and 1. Thus, the error distribution from DGP2 is leptokurtic, and that of DGP3 is both skewed and leptokurtic.
The GMM-type estimators are implemented by closely following Lin & Lee (2010) . A GMM estimator is in general defined as a solution to the minimisation problem: min θ∈Θ g n (θ)a n a n g n (θ) where g n (θ) = Q n , P 1n n (θ), . . ., P mn n (θ) n (θ) represents the linear and quadratic moment conditions, Q n = (X n , W n X n ) is the matrix of instrumental variables (IVs), and a n a n is the weighting matrix related to the distance function of the minimisation problem. The GMME (Kelejian & Prucha, 1999; Lee, 2001 ) under homoskedastic disturbances can be defined using the usual moment condition, P n = G n − tr(Gn) n I n and the IVs, (G n X n β, X n ). For the RGMME, the P n matrix in the moment conditions changes to G n − diag(G n ). A first step GMME with P n = W n is used to evaluate G n . The weighting matrices of the distance functions are computed using the variance formula of the iid case using residual estimates given by the first step GMM estimate. The ORGMME is a variant of the RGMME in which the weighting matrix is robust to unknown heteroskedasticity. The ORGMME results given in the tables are computed using the RGMME as the initial estimate to compute the standard error estimates and the instruments. Finally, the 2SLSE uses the same IV matrix Q n . Lin and Lee (2010) gives a detailed comparison of the finite sample performance of MLE, GMME, RGMME, ORGMME and 2SLSE for models with both homoskedastic and heteroskedastic errors. Our Monte Carlo experiments expand theirs by giving a detailed investigation on the effects of nonnormality, spatial layouts as well as negative values for the spatial parameter. The RE of Jin and Lee (2012) is also included.
To conserve space, only the partial results of QMLE, MQMLE, RGMME and ORGMME are reported. The full set of results are available from the authors upon request. The GMME and 2SLSE can perform very poorly. The root estimator performs equally well as the MQMLE when |λ| is not large and n is not small but tends to give non-real roots otherwise. Tables 1-3  summarise the estimation results for λ and Tables 4-6 for β, where in each table, the Monte Carlo means, root mean square errors (rmse) and the standard errors (se) of the estimators are reported. To analyse the finite sample performance of the proposed OPG based robust standard error estimators, we also report the averaged se of the regular QMLE when it is heteroskedasticity robust and the averaged se of the MQMLE based on Theorem 4. The experiments with β = (0.3, 0.1, 0.1) represent cases where the stochastic component is relatively more dominant than the deterministic component of the model. This allows a comparison between the QMLtype estimators and the GMM-type estimators when the model suffers from relatively more severe heteroskedasticity and the IVs are weaker. The main observations made from the Monte Carlo results are summarized as follows:
(i) MQMLE of λ performs well in all cases considered, and it generally outperforms all other estimators in terms of bias and rmse. 8 Further, in cases where QMLE is consistent, MQMLE can be significantly less biased than QMLE, and is as efficient as QMLE.
(ii) RGMME and ORGMME of λ perform reasonably well when β = (3, 1, 1) , but deteriorates significantly when β = (.3, .1, .1) and in this case GMME and 2SLSE can be very erratic. In contrast, MQMLE is much less affected by the magnitude of β, and is less biased and more efficient than RGMME and ORGMME more significantly when β = (.3, .1, .1) .
(iii) RE of λ performs equally well as MQMLE when |λ| is not big and n is not small, but otherwise tends to give imaginary roots. Thus, when one encounters a super large dataset and the QMLE or MQMLE run into computational difficulty, one may turn to RE and use its closed-form expression.
(iv) The GMM-type estimators can perform quite differently when the errors are normal as opposed to non-normal errors, especially when β = (.3, .1, .1) . It is interesting to note that RGMME often outperforms the ORGMME.
(v) The OPG-based estimate of the robust standard errors of MQMLE of λ performs well in general with their values very close to their Monte Carlo counter parts.
(vi) Finally, the relative performance of various estimators of β is much less contrasting than that of various estimators of λ, although it can be seen that MQMLE of β is slightly more efficient than the competing RGMME and ORGMME.
Extension to More General Models
As discussed in the introduction and Remark 2 of Section 3.1, the modified QML estimation method can be easily extended to suit for more general models (spatial or non-spatial) where there are two or more concentrated score elements that need to be modified to account for the unknown heteroskedasticity. One popular example is the so-called SARAR(1,1) model, which extends the SAR model considered above by allowing the disturbances n to follow a heteroskedastic SAR process. In this section, we first present a full set of 'feasible' results for the SARAR(1,1) model to facilitate immediate practical applications, and then discuss further possible extensions of the proposed methods. The SARAR(1,1) model takes the form,
where v n,i ∼ inid(0, σ 2 h n,i ) such that and (23) gives the QMLEδ n of δ, and thus the QMLE of β
, and the QMLE of σ 2 aŝ σ 2 n ≡σ 2 n (δ n ). The concentrated score function upon dividing by n is,
n (ρ). Using similar arguments as given in Section 3, we have, after some algebraic manipulations, the following modified concentrated score function,
The modified QMLE of δ is defined asδ n = arg{ψ * n (δ) = 0}, and the modified QMLEs of β and σ 2 areβ n ≡β n (δ n ) andσ 2 n ≡σ 2 n (δ n ). To the best of our knowledge, the three-step estimator of Kelejian and Prucha (2010) may be the only heteroskedasticity robust estimator for the SARAR(1,1) model available in the literature.
9 Thus, it would be of a great interest to investigate and compare the finite sample properties of the three-step estimator and the proposed modified QMLE estimator for the SARAR(1,1) model. For brevity, Table 7 presents a small set of Monte Carlo results that serve such purposes, and more results are available from the authors. Both the reported and unreported Monte Carlo results show that the proposed modified QMLE has an excellent finite sample performance, and it outperforms the threestep estimator of Kelejian and Prucha (2010) from a combined consideration in terms of bias, consistency and efficiency. 10 For heteroskedasticity robust inferences based on the SARAR(1,1) model, one needs the feasible heteroskedasticity robust estimators of the asymptotic variances ofδ andβ n . Under an extended set of regularity conditions and using the multivariate CLT for linear-quadratic forms of Kelejian and Prucha (2010, Appendix A), we can show that as n → ∞, 
whereΥ n,i = (ζ 1n,i +p 1n,ii˜ n,i +c 1n,i ,ζ 2n,i +p 2n,ii˜ n,i +c 2n,i ) ,ζ rn = (P u rn + P l rn )˜ n , r = 1, 2, n = Y (δ n )−B n (ρ)X nβn , and P rn and c rn are defined in the following asymptotic representation:
• rn B n X n β 0 , r = 1, 2, with p rn,ii , P u rn and P l rn denoting, respectively, the diagonal elements, the upper and lower triangular matrices of P rn .
With the asymptotic results forδ n , one can easily derive the asymptotic results forβ n . Under a similar set of regularity conditions, we can show that as n → ∞,
n,11 (δ n ) is the top-right corner element of τ 2 n (δ n ), and 0 n is an n × 1 vector of 0's. With the estimatesΦ n andτ 2 n (ψ * n ) defined above, the estimatess n =˜ 3 n andH n =σ −2 n diag(˜ 2 n ) of s n and H n , and the plug-in estimates for the remaining quantities, a consistent estimate for τ 2 n (β * n ) follows. The proposed methods can be further extended. For example, the SARAR(p, q), which contains spatial lags of order p and spatial autoregressive errors of order q, can be dealt with in a similar manner as for the SARAR(1,1) model. To have an idea on how our methods can be extended 10 A more rigorous comparison may be interesting but beyond the scope of this paper. The robust GMM approach of Lin and Lee (2010) may lead to a more efficient estimator than does the three-step approach of Kelejian and Prucha (2010) , but from Lin and Lee (2010) Lee and Liu (2010) . Thus, the concentrated scores and their modifications can be found in a similar manner, resulting modified QMLEs for the SARAR(p, q) model that are robust against unknown heteroskedasticity.
11 Moving further, our methods can be applied to give heteroskedasticity robust estimator for the fixed effects spatial panel data model. As argued in the introduction, heteroskedasticity is common particularly in spatial models. This makes it more desirable to develop heteroskedasticity robust inference methods for these models. The methods proposed in this paper shed much light on these intriguing research problems. However, formal studies on these models, including detailed proofs of the results (26)- (29) and the proofs of consistency of the variance estimates therein, are beyond the scope of this paper, and will be pursued in future research.
Conclusion
This paper looks at heteroskedasticity robust QML-type estimation for spatial autoregressive (SAR) models. We provide clear conditions for the regular QMLE to be consistent even when the disturbances suffer from heteroskedasticity of unknown form. When these conditions are violated, the regular QMLE becomes inconsistent and in this case we suggest a modified QMLE by making a simple adjustment to the score function so that it becomes robust to unknown heteroskedasticity. This method is proven to work well in the simulation studies and was shown to be robust to many situations including, deteriorated signal strength as well as nonnormal errors (besides the unknown heteroskedasticity). To provide inference methods robust to heteroskedasticity and nonnormality, OPG-based estimators of the variances of QMLE and modified QMLE are introduced. Monte Carlo results show that the proposed modified QMLE for the SAR model and the associated robust variance estimator work very well in finite samples.
The proposed methodology (modifying score for achieving heteroskedasticity robustness for parameter estimation and finding a suitable OPG for achieving heteroskedasticity robustness for variance estimation) has a great potential to be extended to more general models, not necessarily the spatial models, thus paving a simple way for developing heteroskedasticity robust inference methods for applied researchers.
11 Lee and Liu (2010) proposed efficient GMM estimation of this model under homoskedasticity assumption. Badinger and Egger (2011) extend the estimation strategy of Kelejian and Prucha (2010) to give a heteroskedasticity robust three-step estimator of the SARAR(p, q) model, where some Monte Carlo results are presented under a SARAR(3,3) model and some special spatial weight matrices.
The following lemmas are extended versions of the selected lemmas from Lee (2004) , Kelejian and Prucha (2001) and Lin and Lee (2010) , which are required in the proofs of the main results.
Lemma A.1: Suppose the matrix of independent variables X n has uniformly bounded elements, then the projection matrices P n = X n (X n X n ) −1 X n and M n = I n − P n are uniformly bounded in both row and column sums.
Lemma A.2: Let A n be an n × n matrix, uniformly bounded in both row and column sums.
Let B n be another n × n matrix, uniformly bounded in both row and column sums. Then, (iv) A n B n is uniformly bounded in both row and column sums,
Lemma A.3 (Moments and Limiting Distribution of Quadratic Forms): For a given process of innovations
γ n,i and κ n,i are, respectively, the skewness and excess kurtosis of n,i . Now, if B n is uniformly bounded in either row or column sums then,
Further, if B n is uniformly bounded in both row and column sums and Assumption 4 holds then, (viii)
Qn−E(Qn) √ Var(Qn) D −→ N(0, 1).
Appendix B: Proofs of Theorems and Corollaries
Proof of Theorem 1: We only prove the consistency ofλ n as the consistency ofβ n andσ 2 n immediately follows from identities similar to (14) and (15). Define¯ 
It is easy to see that¯
Condition (a): Observe thatσ
Next, note that p n (θ 0 ) = exp[ n (θ 0 )] is the quasi joint pdf of n , which is N (0, σ 2 I n ). Let p 0 n (θ 0 ) be the true joint pdf of n ∼ (0, σ 2 H n ). Let E q denote the expectation with respect to p n (θ 0 ), to differentiate from the usual notation E that corresponds to p
where we have used the identities, B n (λ 0 ) = I n and b n (β 0 , λ 0 ) = 0. Now using the identities
where the last equality holds by assumptions Cov(g n , h n ) = o(1) and Cov(q n , h n ) = o(1). Now by Jensen's inequality, 0 = log E q pn(θ)
, and the above results, we conclude that E log
and n large enough. The identification uniqueness condition thus follows.
. By the mean value theorem, log(σ
n n we can write,
, uniformly for λ ∈ Λ. It left to show σ 2 n (λ) (defined in Assumption 6 and the main part ofσ 2 n (λ)) is uniformly bounded away from zero. Suppose σ 2 n (λ) is not uniformly bounded away from zero. Then ∃{λ n } ⊂ Λ such that σ 2 n (λ n ) → 0. Consider the model with β 0 = 0. The Gaussian log-likelihood
. By Jensen's inequality, we have¯ t,n (λ) ≤ max σ 2 E[ t,n (θ 0 )] =¯ t,n (λ 0 ). Then together with Lemma A.2, we have
n (λ)) is bounded from above which is a contradiction. Hence, σ 2 n (λ) is bounded away from zero uniformly, and n 2 log(σ 2 n (λ)) is well defined ∀λ ∈ Λ. Collecting all these results we have, sup λ∈Λ
, completing the proof of consistency part.
To prove the asymptotic normality, first note that tr(H n ) = n. By the mean value theorem,
, whereθ n lies elementwise betweenθ n and θ 0 . By Assumptions 1-6, the condition Cov(g n , h n ) = o(n −1/2 ), and the CLT for vector linear-quadratic forms of Kelejian and Prucha (2010, p. 63), we have
Condition (i): By Assumptions 3-5 and the assumption that Cov
where the last equality holds since tr(G
. By these results and Chebyshev inequality, we have,
Proof of Theorem 2: Let E(ψ * n (λ)) =ψ * (λ). By Theorem 5.9 of van der Vaart (1998), the proof of consistency ofλ n requires (a) Convergence:
The proof of Theorem 1 implies thatσ 2 n (λ) is bounded away from 0 with probability one for large enough n. Thus, the modified QML estimatorλ n = arg{ψ * n (λ) = 0} is equivalently defined
, suggesting that we can work purely with the numerator
Condition (a): By
By Lemma A.3 and Assumptions 5 and 6, we have
. Now, as M n appeared in T 2n is a projection matrix, by Lemma A.2, similar arguments as for T 1n (λ) lead to
By Assumption 6 * and Lemma A.2, E[T n (λ)] = 0, for any λ = λ 0 . It follows that the conditions of Theorem 5.9 of van der Vaart (1998) hold, and thus the consistency ofλ n follows.
To prove asymptotic normality, we have, by the mean value theorem,
whereλ n lies betweenλ n and λ 0 . It suffices to show that (i)
.
Next, by Assumptions 4 and 5 and continuous mapping theorem,
Collecting these results and observingσ
Using M n A n Y n = M n n and the result 1 n a n n = o p (1) for a vector a n of uniformly bounded elements, we can readily verify that
and that
Condition (iii) : By Assumptions 3-6 and Lemmas A.2 and A.3, it is easy to see that Φ n = 0 for large enough n, and thus E d dλψ * n (λ 0 ) = 0 for large enough n.
With (13), and (i)-(iii) proved above, the asymptotic normality result of Theorem 2 follows.
Proof of Theorem 3:
The proof of the asymptotic normality ofλ n in Theorem 2 and the asymptotic representation for -5) This shows that each component of √ n(β n − β 0 ) is a linear-quadratic form in n . Thus, Cramèr-Wold device and the CLT for linear-quadratic form of Kelejian and Prucha (2001) lead to the asymptotic normality of √ n(β n − β 0 ). Clearly, the asymptotic mean of √ n(β n − β 0 ) is zero and the first-order variance of it can be easily found using (B-4) and (B-5):
The limiting distribution of
which has a limiting mean of zero and first-order variance:
where Cov( n , n B n n + c n n ) can be easily derived but not needed in light of Footnote 7.
Proof of Theorem 4:
To prove the consistency ofτ 2 n (λ n ) as an estimator of τ 2 n (λ n ), we need to prove (a)Φ n − Φ n = o p (1), and (18) and (19),
where ξ n,i = ζ n,i + b n,ii n,i + c n,i . This follows immediately by Theorem A.1 and the poof of Theorem 1 of Baltagi and Yang (2013b) . The consistency ofτ 2 n (β n ) follows that ofτ 2 n (λ n ) and the consistency ofθ n . Finally, the same procedure proves the same set of the results for the regular QMLEsβ n andσ 
