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Abst ract - -Arno ld i ' s  method and the Incomplete Orthogonalization Method (IOM) for large non- 
Hermitian linear systems are studied. It is shown that the inverse of a general nonsingular j x j 
Hessenberg matrix can be updated in O(j  2) flops from that of its (j - 1) x (j - 1) principal snbma~ 
trix. The updating recursion of inverses of the Hessenberg matrices does not need any QR or LU 
decompostion as commonly used in the literature. Some updating recursions of the residual norms 
and the approximate solutions obtained by these two methods are derived. These results are ap- 
pealing because they allow one to decide when the methods converge and show one how to compute 
approximate solutions very cheaply and easily. (~) 2000 Elsevier Science Ltd. All rights reserved. 
Keywords--Large non-Hermitian linear system, Arnoldi's method, IOM, Residual, Approximate 
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1. INTRODUCTION 
Arnoldi's method [1,2] and its incomplete orthogonalization version (IOM) [2,3] are extensively 
used for solving large non-Hermitian linear systems. It is well known that the former is an 
orthogonal projection method, while the latter is an oblique projection method. We refer to [2,4] 
and [3] for convergence analyses of these two methods, respectively. 
Recently, Brown [5], Chronopoulos [6] and Saad [2,7] and many others have derived updating 
recursions of the residual norms and approximate solutions obtained by Arnoldi's method. The 
approaches they use are either QR type decompositions or LU factorizations on the related 
Hessenberg matrices in order to solve the small linear systems yielded by Arnoldi's method. Such 
results are very useful in numerical computation, so that the algorithms could be performed 
more efficiently. In this note, we take a different approach. We do not use any type QR or LU 
decompostion, instead we directly work on the sequence of nonsingular Hessenberg matrices and 
that of the residual norms and of the approximate solutions generated by Arnoldi's method and 
IOM, and analyze these two methods in some detail. 
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In Section 2, we review Arnoldi's method and IOM; in Section 3, we establish our results and 
make an analysis in some detail. 
Throughout the paper, the superscript H denotes the conjugate transpose, the superscript T
the transpose, the vectors e~ j) and e~ i) the first and the last coordinate vectors of dimension j ,  
respectively. 
2. ARNOLDI 'S METHOD AND IOM 
Consider the solution of linear system 
Ax = b, (1) 
where A is an N x N nonsingular non-Hermitian matrix, and b is a column vector of dimension N. 
Given an initial guess x0 to the solution of (1), let r0 = b - Axo and lCi(ro, A ) be the j-  
dimensional Krylov subspace generated by ro, Aro , . . . ,  A i -  l ro. Then Arnoldi's method generates 
a unitary basis {vi}~= 1 of ~j(r0, A) if dim(~i(r0, A)) = j.  In this basis, the projected matrix of A 
onto K:i(r0, A) is represented by a j x j upper Hessenberg matrix H i with entries hi j .  Arnoldi's 
method for solving (1) is described as follows. 
ALGORITHM 1. ARNOLDI'S METHOD. 
1. Choose a user-prescribed tolerance toland set vl = ro/llroll. 
2. For j = 1, 2 , . . . ,  until convergence do 
2.1. w = Avj ;  
2.2. for i = 1 ,2 , . . . , j  do 
hi,j ~ vHw~ 
W = w -- hid vi. 
2.3. If w = 0, goto Step 3; otherwise h j+ l j  = Ilwll, Vi+l = w/h j+ l , i .  
3. Solve the j x j linear system 
Hiy  i =/3e~ i), 
where j3 = IIr011, Hj is the Hessenberg matrix generated by Step 2. 
4. Form zj = Vjyj and xj = x0 + z i, where V~ = (v l ,v2 , . . .  ,v i ) .  
5. Compute the norm of the residual r i = b - Ax  i = ro - Az j  by 
(2) 
(3) 
6. Test convergence: if [[rj [[ < tol, stop; otherwise, continue. 
Algorithm 1 is a nonrestarted Arnoldi method, and it requires to save all the j basis vectors vi, 
i = 1, 2 , . . . ,  j of length N in main memory. So, the storage requirement will become unacceptable 
for a large j; on the other hand, we have to orthogonalize Av j  against all vi, i = 1, 2, . . .  , j  in 
order to get the next basis vector vj+l, so that the total computational cost at Step 2 grows 
drastically. To overcome these two drawbacks, a restarted version of Algorithm 1 or its incomplete 
orthogonalization version is often used in practice. 
IOM is the same as Arnoldi's method except Step 2 in that Av j  is only orthogonalized against 
the most recent q basis vectors other than all the previous ones. Here 2 < q < j.  In such a 
way, we may save computational cost and storage requirement considerably at Step 2. Since 
we only realize an incomplete orthogonalization process, we get a nonunitary basis of ICi(ro, A)  
in general and a banded upper Hessenberg matrix Hi. Seemingly, IOM is similar to Arnoldi's 
method. However, it is not the case, and IOM has very essential differences from Arnoldi's 
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method; see [3,8], for details. The new algorithm that replaces Step 2 of Algorithm 1 by the 
incomplete orthogonalization process is referred to as Algorithm 2. 
It is seen that in Algorithms 1 and 2, we have to solve a j × j linear system step by step or 
periodically in order to get the approximate solution xj and test convergence. It is expensive to 
do so before a desired accuracy is achieved. Indeed, we can derive some recurions of xj and those 
[Irjll, J = 1, 2 , . . . ,  based on QR or LU decompostions on Hi, j = 1, 2 , . . . ,  at low cost, so that 
xj is computed only until convergence occurs; see [2,5,6], for details. In the next section, we do 
not use any QR or LU decompostion, and we show how to get updating recursions of inverses of 
the Hessenberg matrices very cheaply. At the same time, we derive some updating recursions of 
[[rj[[ and y j ,z j ,  j = 1,2 , . . . .  
3. SOME UPDATING RECURSIONS 
First of all, note that Steps 2-4 of Algorithms 1 and 2 can be written as follows for j = 1,2 . . . .  : 
AYj~-Y jHj - . [ -h j -k l , jV j -b l (e~J) )  T 
Hjyj =/3e~ j), 
z3 = Vjyj, xj = xo + z3. 
(a) 
(5) 
(6) 
THEOREM 1. Assume that Hi, j = 1, 2 , . . . ,  are nonsingular, and define 
- ~( j )  
dj = hj+l,j~j , uj+i,j+l -- hj+l,j+l - dTHj lc j ,  cj -- (hl,j+l, h2,j+l, • • •, hj,j+l) T • 
Then for j = 1, 2 , . . . ,  
H; cjdfg; 1 g;% ) gi + 
H~-~I = Uj+l,j+l u3+l,j+l . 
1 
U j-hi,j-hi Uj.4-1,j+I 
(7) 
PROOF. We can get from the assumption that 
Hj+I = dT hj+l,j+l = dr H -1 0 uj+l,j+l 3 J j 
Therefore, we obtain 
H~--~I = (0  1 
which by simple manipulation gives (7). 
° )( ;.; 0,) 
1 -d  1 , 
Uj.-b l,j-.[-1 
It is seen from Theorem 1 that H~-~I can be updated from Hj -1 only in O(j 2) flops. It is well 
known (see, e.g., [9]) that the inverse of any j x j matrix needs O(j 3) flops. It is known [9] that 
while the QR decomposition Hj+I = QR or LU decompostion Hj+I = LU needs O(j  2) flops, 
computation of the inverses of the triangular matrices R, L, and U costs O(j  3) flops. Therefore, 
the inverse of Hj+I using the QR or LU decomposition costs O(j 3) flops. Thus, recursion (7) 
saves computational cost of one magnitude order and is much cheaper. Note that (7) holds for 
general nonsingular Hessenberg matrices. 
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THEOREM 2. All the assumptions are as in Theorem 1. Let Yj+I : (Yy, ~y)H, where the defini- 
tion of yj sees (5). Then for j = 1,2, . . . ,  
~# = _ h#+1,#.~-1,~. (8) 
Uj+l,j+l 
yj = yj + hj+ld~J-l H f l c j ,  (9) 
?Aj+l,j+l 
j+l 
I-I hi+l,i 
lira+ill = hj+2,j+l[~j[ : hj+2,j+1 I1~11 = i--1 Ujq-l,jq-1 j+l I I~ol l ,  
1-I lu,,il 
i= l  
xj+l = xj + wj, 
(10) 
(11) 
where 
Wj = hJ'l'1'J~J-1 (VjHflcj  -- Vj+I) , 
Uj+I,j+I 
(12) 
PROOF. From (5), we know 
d T hj+l,j+ 1 
Note that 
Therefore, we have 
~lj+l_ (dT~_I ~) (HoJ cj ) . Uj+l,j+l J J 
e?) (Hi cj ) (y j  ) =~(_d/H j_  1 Ol)e~J+l) =~ (dTg_ le ( j ) )  
~j+l,j+l ~J - j j 1 
from which and yj = ~Hfle~ j) it follows that 
= 
~dTH-le (j) hj+l,j (e~J)) z j j 1 = YJ = _ hj+l,j~j-1 
Uj-I-I,j-I- 1 Ztj-l-1 ,j-I- 1 Uj+I,j-I-1 
So (8) holds. On the other hand, we obtain from the above that 
c.dT H- l  e(J) 
g##j  = Ze~ ~) - ~c~ = Ze i  j) + ~ ~ J J 1 
uj+l,j+l 
. . . .  i (j) Again, using yj =/#~j  e I , we  get 
~j = I -[- Uj+I,j+I } yj 
= yj -]- hj+l'J~J-1._I-Iflcj 
uj+Ij+l 
which proves (9). 
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From (3), (8), and the above, it follows that 
/~(j+l)~ T Yj+I Hrj+l[l=hj+2,j+l \~j+l ) 
= hj+u,j+l[¢j] = hj+2,j+l Hrj[ [ 
UjTI,j+I 
3+1 
[I hi+l,i 
i=l 
. . . . .  2+1 Ilro{I. 
l-[ lu.#l 
i= l  
Thus, (10) holds. 
We now prove (11). By (6), (8), (9), and (12), we get 
Xj+l .~ XO + Vj+ly j+I  : xo ~- Vj~j + Vj+l~j 
= + + vj+ df I 
Ujq-X,j+~l / YJ - uj+l,j+l 
= xj + wj. 
REMARK 1. Equation (10) shows that if at some step j we have hj+l,j = 0 then I[rjll = 0, i.e., 
xj is the exact solution of (1). Note that if hj+l,j = 0, then Step 2 of Algorithms 1 and 2 breaks 
down. Also, if some uj,j = 0 or approximately zero, then Ilrj II goes to infinity or is very large. 
In this case, xj either does no exist or its norm is very large. In fact, such a case corresponds 
to a singular or nearly singular Hessenberg matrix Hi, as seen from the proof of Theorem 1. 
This phenomenon has also been discussed in [5] from a viewpoint of the QR decomposition. It is 
trivial that Algorithms 1 and 2 must converge for some j = m < N, whenever the basis vectors 
J {vi}i_-i are linearly independent since Kj(r0, A) is a subspace of N-dimensional space, and thus, 
dim(K:j(r0, A)) < N. 
REMARK 2. In fact, Theorem 2 suggests that we only need to update the last component ~j 
of Yj+I in order to update IIrj+l II and xj+x and we do not necessarily update the whole vector 
Yj+I. If A is real, recursion (8) only costs two flops once Hj-~I is available. Furthermore, it
is not necessary to update xj+l from xj in 2Nj flops because (10) suggests that we form the 
approximate solution xj only until Ilrj II - tol. This can save 2Nj flops at each step j before the 
convergence occurs, so it is very appealing to numerical computations. Since the update of H~.~I 
from Hj -'1 needs O(j 2) flops, computational costs of our recursions are at most as expensive as 
those of the recursions in [2,5-7]. 
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