Methods for propensity score (PS) calibration are commonly used in missing data analysis. Most of them are derived based on constrained optimizations where the form of calibration is dictated by the objective function being optimized and the calibration variables used in the constraints. Considerable efforts on pairing an appropriate objective function with the calibration constraints are usually needed to achieve certain efficiency and robustness properties for the final estimators. We consider an alternative approach where the calibration is carried out by solving the empirical version of certain moment equalities. This approach frees us from constructing a particular objective function. Based on this approach, under the setting of estimating the mean of a response, we establish intrinsic, improved and local efficiency and multiple robustness in the presence of multiple data distribution models. A revisit to the generalized pseudo exponential tilting estimator and generalized pseudo empirical likelihood estimator of Tan and Wu (2015) is also provided.
Introduction
For missing-at-random (MAR) (Rubin 1976 ) data, semiparametric approach through inverse probability weighting (IPW) (Horvitz and Thompson 1952) , which weights the observed values by the inverse of the propensity score (Rosenbaum and Rubin 1983) , has been widely used. Taking this approach, Zhao (1994, 1995) proposed a large class of estimators, called the augmented IPW (AIPW) estimators, by introducing augmentation terms that were constructed based on models for the data distribution. A particular estimator in this class is locally efficient, in that it attains the semiparametric efficiency bound if both the propensity score and the data distribution are correctly modeled. Scharfstein, Rotnitzky and Robins (1999) noted that consistency of this estimator only requires correctly modeling either the propensity score or the data distribution, but not both. This property is known as double robustness.
Recently, a variety of new estimators based on the IPW approach have been proposed with other nice properties. Estimators in Tan (2006; 2008; , Chen, Leung and Qin (2008) , Chan (2012) and Rotnitzky et al. (2012) have intrinsic efficiency: with a correctly specified propensity score model and a fixed user-specified function of observed data, each of these estimators is asymptotically equivalent to the most efficient AIPW estimator among a class of AIPW estimators whose augmentation terms are generated from this fixed function. Estimators in Rubin and van der Laan (2008) , Tan (2008; , Cao, Tstiatis and Davidian (2009) and Rotnitzky et al. (2012) have improved efficiency: with a correctly specified propensity score model, each of these estimators is asymptotically equivalent to the most efficient AIPW estimator among a class of AIPW estimators for which the data distribution parameters in the augmentation terms are fixed but arbitrary. Estimators in Han and Wang (2013) , Chan and Yam (2014) , Han (2014a Han ( , 2014b Han ( , 2016 and Chen and Haziza (2017) are multiply robust:
with multiple models for the propensity score and/or the data distribution, consistency is guaranteed if any one of these models is correctly specified. Estimators in Tan (2006; , Qin and Zhang (2007) , Kim (2009; , Chan (2012) , Han and Wang (2013) , Chan and Yam (2014) and Tan and Wu (2015) are convex combinations of the observed outcomes, and thus always fall within the range of observed values, known as sample boundedness property (Robins et al. 2007 ).
While the propensity score is crucial for all of the above methods, it is not always incorporated in the same fashion. The IPW and AIPW estimators, as well as many other recently proposed ones, use the inverse of the raw propensity score as the weight. Nice properties of these estimators mainly rely on delicate construction of augmentation terms and/or careful estimation of data distribution parameters. In recent literature, many researchers proposed to use weight derived by modifying the raw propensity score (Tan 2006 (Tan , 2010 Qin and Zhang 2007; Chen, Leung and Qin 2008; Qin, Shao and Zhang 2008; Kim 2009 Kim , 2010 Chan 2012; Han and Wang 2013; Chan and Yam 2014; Han 2014a Han , 2014b Tan and Wu 2015; Han 2016) .
Conceptually, these modifications in essence agree with the idea of calibration in survey sampling literature (Deville and Särndal 1992) . The new weight is usually derived by optimizing an objective function subject to certain calibration constraints. Mathematically, such a constrained optimization amounts to fitting a hybrid propensity score model with a separate component that calibrates the raw propensity score. However, in general, considerable efforts on pairing an appropriate objective function with the calibration constraints are needed to achieve certain efficiency and robustness properties for the final estimators (e.g. Kim 2009 Kim , 2010 Tan 2010; Tan and Wu 2015) .
In this paper, we consider an alternative approach to calibrate the raw propensity score.
The calibration is done by solving the empirical version of certain moment equalities rather than by constrained optimization, although the numerical implementation benefits from treating those empirical equations as the first-order conditions of certain objective functions. The spirit is the same as solving estimating equations instead of maximizing a parametric likelihood function for estimation. It frees us from the non-trivial work of constructing an appropriate objective function for optimization in order that the resulting calibrated propensity score leads to desirable properties.
Using the calibrated propensity score based on this alternative approach, we establish intrinsic, improved and local efficiency and multiple robustness for our proposed estimators when multiple models for the data distribution are available. Intrinsic efficiency guarantees that, with a correctly specified propensity score model, the multiple data distribution models are optimally accommodated to maximize efficiency. The efficiency usually increases as the number of models does, except for the case where one data distribution model is correctly specified as well, in which all of our proposed estimators attain the semiparametric efficiency bound, and thus are locally efficient. Improved efficiency ensures that the parameters in all data distribution models are simultaneously optimally estimated so that the efficiency of our proposed estimators is maximized compared to the same estimators with the data distribution parameters fixed but arbitrary. In addition to efficiency advantages, our proposed estimators are still consistent if the propensity score model is misspecified but one data distribution model is correct. Furthermore, all of our proposed estimators are convex combinations of the observed outcomes, and thus are sample bounded.
To make the paper focused, the proposed approach is only demonstrated in estimating the mean of an outcome. It can certainly be applied to causal inference problems and other more complex missing data problems such as regression analysis. This paper is organized as follows. Section 2 introduces necessary notation and discusses some existing methods.
Section 3 investigates the alternative approach to propensity score calibration. Section 4 gives a revisit to the generalized pseudo exponential tilting estimator and generalized pseudo empirical likelihood estimator of Tan and Wu (2015) . A numerical study is provided in Section 5. Some discussion is given in Section 6. The Appendix provides some technical details.
Notation and Some Existing Methods
Let Y denote an outcome of interest that is subject to missingness, X a vector of covariates that are always observed, and R the indicator of observing Y (i.e., R = 1 if Y is observed and R = 0 if Y is missing). The observed data are (R i , R i Y i , X i ), i = 1, . . . , n, which are independent and identically distributed. The MAR mechanism in this setting is P (R = 1|Y, X) = P (R = 1|X). We use π(X) to denote this propensity score. Our interest is to
The IPW method (Horvitz and Thompson 1952 ) models π(X) by π(α; X), where α is a finite-dimensional unknown parameter and may be estimated byα that maximizes the
The IPW estimator of µ 0 isμ ipw = n
where the observed Y i is weighted by the inverse of the raw propensity score π(α; X i ).μ ipw is consistent if π(α; X) is a correctly specified model in the sense that π(α 0 ; X) = π(X) for some α 0 .
To facilitate the discussion, for now we assume that π(α; X) is a correctly specified model.
Since the IPW method does not extract information implied by the dependence of Y on X, µ ipw does not make efficient use of the observed data. Robins, Rotnitzky and Zhao (1994) proposed a class of AIPW estimators
where h(X) is an arbitrary user-specified function of X and may be constructed based on a model for the data distribution. Within this class, estimators of the formμ aipw (γ) with h(X) = a(γ; X) are of particular interest. Here a(γ; X) is a model for E(Y | X) and γ is a finite-dimensional unknown parameter. Because R ⊥ Y | X from the MAR mechanism, γ is conventionally estimated byγ based on complete-case analysis. When a(γ; X) is a reasonable model for E(Y | X),μ aipw (γ) usually has better efficiency thanμ ipw . When a(γ; X) is correctly specified in that a(γ 0 ; X) = E(Y | X) for some γ 0 ,μ aipw (γ) attains the semiparametric efficiency bound.
When a(γ; X) is incorrectly specified,μ aipw (γ) can be quite inefficient (Chen, Leung and Qin 2008; Rubin and van der Laan 2008 
Hereafter, for any random variable ξ and finite-dimensional random vector φ with mean zero and finite second moments, Resid(ξ, φ) = ξ − E(ξφ T ){E(φφ T )} −1 φ denotes the residual of the projection of ξ onto span{φ}, the linear space spanned by components of φ. Apparently the projection residual has the smallest variance among the class of influence functions
with an arbitrary c. Various intrinsically efficient estimators have been proposed and studied by Tan (2006; 2008; , Chen, Leung and Qin (2008) , Chan (2012) and Rotnitzky et al. (2012) . Improved efficiency, on the other hand, is achieved by using an estimatorγ instead ofγ, whereγ converges in probability to the minimizer of the asymptotic variance ofμ aipw (γ). Estimators of µ 0 with improved efficiency have been proposed and studied by Rubin and van der Laan (2008) , Tan (2008; , Cao, Tstiatis and Davidian (2009) and Rotnitzky et al. (2012) . Many of the above estimators are doubly robust: they are still consistent if π(α; X) is misspecified but a(γ; X) is not.
Recently, many estimators of the form n i=1 R i w i Y i have been proposed where the w i are derived by optimizing an objective function, such as the empirical likelihood (Tan 2006 (Tan , 2010 Qin and Zhang 2007; Chen, Leung and Qin 2008; Kim 2009; Han and Wang 2013; Chan and Yam 2014) , the exponential tilting (Kim 2010) or some generalizations of them (Tan and Wu 2015) , subject to certain constraints on w i . Different objective functions and/or sets of constraints lead to different w i , for which the two most common forms are Because of this difficulty, we propose to circumvent the optimization and directly derive the calibration on π(α; X) by solving certain empirical equations. In this way, we are free to independently choose the calibration constraints and the functional form of b(X), so that in combination they lead to certain desirable properties. In particular, we use this approach to construct estimators that have intrinsic, improved and local efficiency and multiple robustness.
The Proposed Approach
We first introduce some extra notation. Let a k (γ k ; X), k = 1, . . . , K, denote K models for E(Y | X),γ k the estimator of γ k by fitting the k-th model based on complete-case analysis, and γ k * the probability limit ofγ
and γ
denote the score function of (1); that is
where π α (α; X) = ∂π(α; X)/∂α. Let α * denote the probability limit ofα. When π(α; X)
is a correctly specified model for π(X), α * = α 0 and write S(X, R) = S(α 0 ; X, R) and
Hereafter, all linear spaces under our discussion are subspaces of the Hilbert space H of all mean-zero and finite-variance functions of (R, RY, X) equipped with the inner product E(ξ 1 ξ 2 ) for any ξ 1 , ξ 2 ∈ H. For any φ whose components are all in H, let span{φ} denote the linear space spanned by φ.
The Proposed Estimators and Their Properties
It is easy to see that the moment equalities
hold. However, the trivial empirical version of (2), namely
, usually does not hold with the observed data, even if π(α; X) is a correctly specified model. Our proposed approach is based on constructing an empirical version of (2) that does hold. Following the form of exponential tilting weight (e.g. Kim 2010; Tan and Wu 2015) , consider a calibration of the raw propensity score in the form of π(α; X) exp{λ T b(X)}, where b(X) is a vector of user-specified functions and λ is a calibration parameter depending on b(X), so that
It is clear that the calibration here is completely determined by b(X) with no optimizations needed. Although the above empirical equations may be solved for a rather arbitrary b(X),
we consider a particular selection that leads to desirable properties for estimators of µ 0 .
We will take b(X) = g(α,γ){1 − π(α; X)}/π(α; X). The reason for taking this particular b(X) is that it leads to intrinsic efficiency of our proposed estimators.
Letλ denote the solution to
The existence and uniqueness ofλ will be shown in Section 3.2. Our first proposed estimator of µ 0 , denoted byμ 1 , is the solution to
For now, we assume that π(α; X) is a correctly specified model. This assumption will be relaxed later. To see the consistency ofμ 1 , let θ * , η k * and λ * denote the probability limits of θ,η k andλ, respectively. It is clear that θ * = E{π(α * ; X)} and η
Since the left-hand side of (3) converges in probability to
and E{Rg(α * , γ * )/π(X)} = 0, we have λ * = 0, and thusλ = o p (1). Therefore,
To assess the efficiency ofμ 1 , we need to find its influence function, which is given by the following theorem. The proof is given in the Appendix.
Theorem 1. When π(X) is correctly modeled by π(α; X), we have
where
The projection structure of (5) clearly indicates thatμ 1 is intrinsically efficient and is at least as efficient as, generally more efficient than,μ ipw and any AIPW estimator whose augmentation term is a linear combination of components of {R − π(X)}g(α 0 , γ * )/π(X).
The projection structure also reveals the role the models a k (γ k ; X) play in affecting efficiency.
Since the larger K is, the larger span{{R − π(X)}Ξ 1 (X)/π(X)} is, and thus the smaller the projection residual is, assuming components of Ξ 1 (X) are linearly independent, to gain efficiency, it is beneficial to postulate multiple models for E(Y | X). Each model is guaranteed to improve the efficiency.
It is possible to gain efficiency without postulating more models for E(Y | X). Consider augmentingĝ(α,γ) by adding the components
and letμ is given by (5) with Ξ 1 (X) replaced by
It is easy to verify that span{{R − π(X)}Ξ
is in general more efficient thanμ 1 . One exception occurs when π(α; X) is a logistic regression model with intercept, in which case π(X)
andμ 1 are equally efficient.
Another way to gain efficiency is to increase the dimension of π α (X), or equivalently the dimension of S(X, R). This may be achieved by including interactions and higher-order terms of components of X when fitting π(α; X). When π(X) is completely known and is used in (3) and (4) instead of π(α; X), the projection in (5) becomes onto span{{R − π(X)}g(α 0 , γ * )/π(X)} instead. Apparently the new influence function has variance no smaller than that of the previous one. This leads to the counter-intuitive conclusion that, even if π(X) is completely known, correctly modeling π(X) may lead to efficiency gain. Refer to Robins, Rotnitzky and Zhao (1995) for more discussion on this observation.
Efficiency cannot be enhanced without a limit. When one model for E(Y | X) is correctly
It is easy to verify that
for any function h(X). Therefore, the influence function ofμ 1 simplifies to
. This is the efficient influence function for estimating µ 0 (Robins, Rotnitzky and Zhao 1994) . In other words,μ 1 attains the semiparametric efficiency bound in this case. Postulating more models for E(Y | X), augmentingĝ(α,γ) and/or using π(α; X) instead of π(X) do not yield further efficiency gain. Now we study how to achieve improved efficiency when no model for E(Y | X) is correctly specified. Let
T denote the influence function in (5) viewed as a function of γ. To achieve improved efficiency, in (3) and (4), we need to replaceγ by aγ = {(γ 1 ) T , . . . , (γ K ) T } T whose probability limit minimizes σ 2 (γ) = Var{Ψ(γ)}. Such aγ may be obtained by minimizing a consistent
we then have
Simple algebra shows that
Therefore,γ may be taken as the minimizer of
with expectations replaced by sample averages, µ 0 replaced byμ 1 and α 0 replaced byα.
Letμ 1 denote the estimator withγ in both (3) and (4) replaced byγ. When π(X) is correctly modeled,μ 1 is consistent and has intrinsic efficiency and improved efficiency. When
0 , Lemma 2 in the Appendix shows thatγ
, where γ * * is the probability limit ofγ. Following the same arguments as those for the local efficiency ofμ 1 ,μ 1 is also locally efficient.
We now relax the assumption that π(X) is correctly modeled; that isα
. To see this forμ 1 , notice thatγ
.
where the second equality holds because of (3), we haveμ 1 p − → µ 0 . As forμ 1 , sinceγ
from Lemma 2 in the Appendix, consistency follows exactly the same arguments as above.
The estimatorsμ 1 andμ 1 are based on a multiplicative calibration of the raw propensity score in the form of the exponential tilting weight, π(α; X) exp{λ T b(X)}. We may also consider the additive calibration in the form of the empirical likelihood weight, π(α; X) + λ T b(X), (e.g. Tan 2006 Tan , 2010 Qin and Zhang 2007; Chen, Leung and Qin 2008; Kim 2009; Chan 2012; Han and Wang 2013; Chan and Yam 2014; Han 2014a Han , 2014b Tan and Wu 2015; Han 2016 ).
Specifically, now take b(X) =ĝ(α,γ){1 − π(α; X)}. Letμ add,1 denote the solution to
whereλ solves 1 n
It is clear thatμ add,1 is an analogue ofμ 1 with additive calibration in replacement of multiplicative calibration.
When π(X) is correctly modeled, the left-hand side of (8) converges in probability to
Since E{Rg(α 0 , γ * )/π(X)} = 0, we must have λ * = 0. In this case, the difference between
a term with order O p (n −1 ), which does not play a role in the first-order asymptotic results.
Therefore, all previous discussion on the asymptotic behavior ofμ 1 applies toμ add,1 . Counterparts ofμ aug 1 andμ 1 can be similarly defined with the same properties as before.
Numerical Implementation
Directly solving (3) or (8) is not the ideal way of deriving the calibration parameterλ. For example, (8) may have multiple roots, as shown by Lemma 3 in the Appendix as an illustration whenĝ(α,γ) is one-dimensional. Therefore, we view (3) and (8) as the first-order conditions of certain objective functions, and deriveλ by optimization rather than by solving equations.
Note that the construction of objective functions here is only for implementation purpose, which is different from existing methods where the calibration itself is defined through constrained optimization. To facilitate the discussion, let m = n i=1 R i denote the number of subjects with Y observed, and index these subjects by i = 1, . . . , m without loss of generality.
For (3), define
From (2), it is easy to verify that E{g(α * , γ * )/π(X) | R = 1} = 0, which implies that 0 is inside the convex hull of {ĝ i (α,γ) : i = 1, . . . , m}, at least when n is large. Using this fact, Lemma 4 in the Appendix shows that F 1 (λ) has a unique and global minimizer. This minimizer must satisfy the first-order condition ∂F 1 (λ)/∂λ = 0, which turns out to be (3).
On the other hand, due to strict convexity, F 1 (λ) has no other stationary points different from the minimizer. Therefore, (3) always has a solution and the solution is unique.
For (8), define
which is a strictly convex function on the domain The above discussion reveals that,λ can be found by minimizing F 1 (λ) or F add,1 (λ) instead of directly solving (3) or (8). Such a convex minimization can be easily implemented using the Newton-Raphson algorithm.
Some caution is needed in implementingμ aug 1 andμ aug add,1 when π(α; X) is a logistic regression model with intercept. In this case π(α; X) is a component of π α (α; X)/{1 − π(α; X)}, and thus π(α; X) −θ should be removed fromĝ(α,γ) to avoid collinearity.
Some Remarks
Sinceλ minimizes F 1 (λ) or F add,1 (λ), the calibrated propensity scores π(α; X) exp[λ Tĝ (α,γ){1− π(α; X)}/π(α; X)] and π(α; X) +λ Tĝ (α,γ){1 − π(α; X)} are always positive for each i = 1, . . . , m. Therefore, from (4) and (7), all the proposed estimators are convex combinations of the observed outcomes and thus are sample bounded.
It is easy to see that (2) holds not only for π(α; X) and a k (γ k ; X), k = 1, . . . , K, but also for any functions of X. In other words, any functions of X may be used to construct components ofĝ(α,γ).μ aug 1 andμ aug add,1 are derived based on this fact using π α (X)/{1−π(X)}. When π(X) is correctly modeled, estimators derived this way are intrinsically efficient, and usually have higher efficiency as more functions are used. If E(Y | X) is not correctly modeled by any single a k (γ k ; X) but by a linear combination of these models, the resulting estimators still achieve the semiparametric efficiency bound. In this case, these estimators are still consistent even if π(X) is incorrectly modeled. However, it is worth pointing out that, even though theoretically the asymptotic efficiency of our estimators is an increase function of K, the small sample behavior may not necessarily be this case. The numerical performance may deteriorate as the dimension ofĝ(α,γ) gets too large. Therefore, reasonably modeling E(Y | X) is still necessary to balance efficiency gain and numerical performance.
Directly minimizing (6) 
The minimizer ofv(α, γ, τ ) must satisfy the first-order condition
It is easy to see that the solution to the above equation at any γ is given by
Therefore,γ minimizing (6) is actually the corresponding subvector of (γ T ,τ T ) T minimizingv(α, γ, τ ). The latter minimization is relatively straightforward due to the distinctness of γ and τ . However, this technique does not always work, since γ and τ in (9) are not always identifiable. As an illustration, consider a scalar covariate X and a simple linear model for E(Y | X), and letĝ (α, γ) = γ(X − X) by ignoring the other components, where X is the sample average of X i over the whole sample. Now (9)
where τ and γ are apparently not identifiable. Therefore, minimizing (9) may not be as straightforward as what it seems, and achieving improved efficiency based on an intrinsically efficient estimator is in general much more difficult than based on a conventional AIPW estimatorμ aipw (γ) as in Cao, Tsiatis and Davidian (2009).
As pointed out by one referee, for IPW-type estimators with a correctly specified propensity score model, linear models for E(Y | X) with polynomial terms of X as regressors often lead to good enough efficiency in practice if those terms catch the overall shape of dependence of E(Y | X) on X. For our proposed estimators, in this special yet important case where a k (γ k ; X), k = 1, . . . , K, are all linear models, improved efficiency can be easily achieved.
Without loss of generality, assume the linear models are also linear in X. Considerμ 1 with
Then the projection structure of the influence function ofμ 1 automatically leads to improved efficiency.
Our approach to propensity score calibration can be applied to moment equalities different from (2). As an example, consider
Write
One can now calibrate π(α; X)
an empirical version of (10), and then consider the estimatorμ 2 solving
One may also calibrate π(α; X) to be π(α; X) +λ
and then consider the estimatorμ add,2 solving 1 n
The estimatorsμ 2 andμ add,2 are actually the generalized pseudo exponential tilting (GPET) estimator and the generalized pseudo empirical likelihood (GPEL) estimator proposed in Tan and Wu (2015) ; see also Kim (2010) and Tan (2010) . In Tan and Wu (2015) , the above propensity score calibration forμ 2 andμ add,2 is derived by minimizing a particular version of the modified forward and backward Kullback-Leibler distances between the desired weight w i and the propensity score π(α; X i ) for the complete cases subject to the constraints
. Our approach, in contrast, derives the calibration by solving equations that are the empirical version of (10). While the constrained optimization approach is more principled and fundamental, our approach may provide a more flexible solution in cases where it is not straightforward to formulate a constraint optimization, such as the calibration in Section 3 done based on moment equalities (2). This is similar to that quasi-likelihood (Wedderburn 1974 ) and estimating equations are powerful alternatives to the likelihood approach for certain problems where the specification of a parametric distribution is not straightforward, although the principle of maximum likelihood is more fundamental.
Similar to the results in Section 3,μ 2 andμ add,2 are consistent if either π(α; X) or one of a k (γ k ; X) is correctly specified. In addition, both estimators are intrinsically and locally efficient, and have the following asymptotic expansion when π(α; X) is correctly specified:
T . Due to the asymptotic equivalence betweenμ 2 andμ add,2 , the following discussion will focus onμ 2 only.
From the above asymptotic expansion, the influence function ofμ 2 has exactly the same structure as that ofμ 1 , but with Ξ 2 (X) in replacement of Ξ 1 (X). Simple algebra shows that span{{R−π(X)}Ξ 2 (X)/π(X)} is the same as span{{R−π(X)}Ξ can be defined by adding the components π α (α; X)/{1 − π(α; X)} to g (α, γ).
But it is easy to see that the influence function ofμ aug 2 is the same as that ofμ 2 . Hence,μ aug 2 andμ 2 have equal efficiency. To achieve improved efficiency,γ in (11) and (12) needs to be replaced by aγ whose probability limit minimizes the asymptotic variance ofμ 2 . Thisγ can be derived in exactly the same way as that forμ 1 in Section 3.
For numerical implementation, from Tan (2010) and Tan and Wu (2015) ,λ solving (11) can be derived by minimizing
andλ solving (13) can be derived by minimizing
over the region
Under the condition Tan (2010) showed that the above minimizations have unique solutions. Here we give a justification of this condition: Lemma 6 in the Appendix shows that P (Λ n = ∅) → 1 as n → ∞.
Numerical Studies
Our numerical studies take the simulation setting of Kang and Schafer (2007) . The data are generated as X = {X (1) , . . . , X leads to approximately 50% of the subjects with missing Y . As in Kang and Schafer (2007) , the following variables are calculated:
We consider two models for π(X):
and four models for E(Y | X):
It is clear that π 1 (α 1 ; X) and a 4 (γ 4 ; X) are correctly specified and the rest are incorrectly specified. Due to the similarity in efficiency and robustness properties between our proposed estimators and Tan and Wu's (2015) GPET and GPEL estimators (μ 2 ,μ aug 2 ,μ add,2 andμ aug add,2 ), we include all of them in our simulation studies. The simulation results are summarized based on the same 2000 replications, and thus comparisons can be made across different tables. Table 1 focuses on efficiency assessments under different combinations of models for E(Y | X) when π(X) is correctly modeled by π 1 (α 1 ; X). Compared to µ 0 = E(Y ) = 210, all estimators have ignorable bias. When two models a 1 (γ 1 ; X) and a 2 (γ 2 ; X) are used instead of a 2 (γ 2 ; X) only, each estimator has smaller root mean square error (RMSE), consistent with the intrinsic efficiency property. Since a 1 (γ 1 ; X) and a 2 (γ 2 ; X) are linear models, improved efficiency can be easily achieved by replacing them with Z in g(α, γ) and g (α, γ). Indeed, all estimators have noticeably smaller RMSE when Z is used. When all four models for E(Y | X) are used, all estimators achieve the semiparametric efficiency bound since a 4 (γ 4 ; X)
is correctly specified. This is confirmed by comparing the RMSE of all estimators to that of µ aipw using π 1 (α 1 ; X) and a 4 (γ 4 ; X) (in Table 3 ), which is known to be semiparametrically efficient. Since π 1 (α 1 ; X) is a logistic regression with intercept, under the same combination of models for E(Y | X), all estimators in Table 1 andμ aug add,2 have better numerical performance thanμ 1 ,μ add,1 , µ 2 andμ add,2 , respectively. There does not seem to be a noticeable difference in performance either between estimators based on different moment equalities (2) and (10), or between the multiplicative and additive calibrations. Table 2 demonstrates multiple robustness. Here despite that π(X) is incorrectly modeled by π 2 (α 2 ; X), each estimator is consistent due to the correct model a 4 (γ 4 ; X). Indeed, each estimator in Table 2 has ignorable bias. If all four models for E(Y | X) are used, the RMSE of
andμ aug add,1 is noticeably larger than that ofμ 1 andμ add,1 , respectively, when n = 200, and is noticeably smaller when n = 1000, indicating the sensitivity ofμ (Rotnitzky et al. 2012) . For the particular data generating process under our consideration, the values of π 2 (α 2 ; X) for a few complete cases are erroneously close to zero, yielding extremely large inverse probability weights (Robins et al. 2007 ). Therefore, in our comparison we use some variants of the IPW and AIPW estimators, still denoted byμ ipw andμ aipw , where, for models π(α; X) and a(γ; X), Kang and Schafer 2007) . Again, it is seen thatμ and E(Y | X) are incorrectly modeled.
Discussion
We have investigated an alternative approach to propensity score calibration. Unlike existing methods where the calibration is derived by constrained optimizations, our approach carries out the calibration by solving the empirical version of certain moment equalities. This approach saves the non-trivial work of constructing an objective function for optimization in order to achieve some desirable properties for the final estimators. We expect that this approach can be generalized to solve many problems more complex than the ones we have considered, such as causal inference problems or regression analysis with missing data.
Numerical performance of the proposed estimators may be unstable when the number of models for E(Y | X) gets too large, especially if those models lead to collinearity among components ofĝ(α,γ) or g (α,γ). One way to avoid collinearity is to check the correlation coefficient (or other quantities that measure the correlation) among the fitted values a k (γ; X), k = 1, . . . , K, and remove the model that has very high correlation with others or combine the highly correlated models into a single one. More generally, it is worthwhile to study how to balance the number of models and the numerical performance. With multiple models allowed, the focus is no longer on how well an individual model is fitted, but rather on how well these models could work together to ensure a better performance of the final estimator.
More investigation on this is needed.
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Appendix
Proof of Theorem 1. Taking Taylor expansion of the left-hand side of (3) at (λ
T and solving for √ nλ leads to
Using this result, taking Taylor expansion of the left-hand side of (4) at (λ
where the last equality follows from the generalized information equality (e.g. Lemma 9.1 in Tsiatis 2006) . Therefore, from the asymptotic expansion
On the other hand, it is easy to verify that
The above facts, together with Lemma 1 below, imply the desired result.
T } for any ξ ∈ H and φ and ϕ two finite-dimensional random vectors with components all in H.
Gram-Schmidt process, we can find three mutually orthogonal subspaces of H, namely H 1 ,
where the third equality follows from the facts that projection is a linear operator and H 1 , H 2 and H 3 are mutually orthogonal. (This proof was provided by an undergraduate student supervised by the author.)
0 , and v(α * , γ, τ ) defined below has a unique minimizer, thenγ
regardless if π(X) is correctly modeled by π(α; X).
The minimizer of v(α * , γ, τ ) must satisfy the first-order condition
is actually a subvector of the minimizer of v(α * , γ, τ ). More specifically, since
} is the probability limit of (6) due to the multiple robustness ofμ 1 , γ * * , the probability limit ofγ, is the subvector of (γ Proof. Let f (λ) denote the left-hand side of (8).
We consider the non-trivial case where there are at least three different values amongλ i , i = 1, . . . , m. Order theλ i 's and take three adjacent valuesλ j ,λ l andλ r with λ j <λ l <λ r . It is easy to see that lim λ↓λ j f (λ) = ∞ and lim λ↑λ l f (λ) = −∞. Therefore, due to the continuity of f (λ) on the interval (λ j ,λ l ), there must exist a root of (8) betweenλ j andλ l . Similarly, there must exist a root betweenλ l andλ r as well, proving the existence of multiple roots.
Lemma 4. F 1 (λ) has a unique and global minimum if 0 is inside the convex hull of {ĝ i (α,γ) :
Proof. We only need to show the existence. The uniqueness and globalness then come from the strict convexity of F 1 (λ). Since 0 is inside the convex hull of {ĝ i (α,γ) : i = 1, . . . , m}, it is also inside the convex hull of {t i : i = 1, . . . , m} where t i =ĝ i (α,γ){1−π(α; X i )}/π(α; X i ).
Therefore, for anyλ with λ = 1, 0 is inside the convex hull of {λ T t i : i = 1, . . . , m}, and thus max i=1,...,m (−λ T t i ) > 0. Let S = {λ : λ = 1} denote the unit sphere.
Due to the compactness of S, there existsλ † ∈ S such that infλ ∈S max i=1,...,m (−λ
. Apparently −∞ < c < ∞. Let {λ j : j ≥ 1} be a sequence such that lim j→∞ F 1 (λ j ) = c. Without loss of generality, assume λ j = 0 for any j ≥ 1. Write λ j = l jλj , where l j = λ j
T † t i ) = ∞, and thus lim sup j→∞ F 1 (λ j ) = ∞, which contradicts lim j→∞ F 1 (λ j ) = c < ∞. Thus we must have lim sup j→∞ l j < ∞. In other words, {λ j : j ≥ 1} is inside a compact set D 1 . Due to the compactness, we can find {λ j : j ≥ 1}, a subsequence of {λ j : j ≥ 1}, that converges to λ and λ ∈ D 1 . Since {F 1 (λ j ) : j ≥ 1} is a subsequence of {F 1 (λ j ) : j ≥ 1}, we must have F 1 (λ ) = F 1 (lim j →∞ λ j ) = lim j →∞ F 1 (λ j ) = c, where the second equality comes from the continuity of F 1 (λ). That is, a minimum of F 1 (λ) exists.
Lemma 5. F add,1 (λ) has a unique and global minimum on D add,1 if 0 is inside the convex hull of {ĝ i (α,γ) : i = 1, . . . , m}.
Proof. We only need to show the existence. The uniqueness and globalness then come from the strict convexity of For any i ∈ W 1 , we have lim sup j→∞ f i (λ j ) = ∞, and for any i ∈ W 2 , we have −∞ < lim inf j→∞ f i (λ j ) ≤ lim sup j→∞ f i (λ j ) < ∞, where the first inequality comes from the boundedness of D add,1 . If W 1 = ∅, then lim sup j→∞ F add,1 (λ j ) = ∞, which contradicts lim j→∞ F add,1 (λ j ) = c < ∞. Therefore, we must have W 1 = ∅. This implies that, there exists a 1 < δ < ∞, such that for any j ≥ 1, λ j ∈ D add,1 = [λ : δ −1 ≤ π(α; X i ) + λ Tĝ i (α,γ){1 − π(α; X i )} ≤ δ, i = 1, . . . , m]∩{λ : λ ≤ δ}, where the boundedness on the right comes from the boundedness of D add,1 . Since D add,1 is compact and F add,1 (λ) is continuous, F add,1 (D add,1 ) is compact, and thus c = lim j→∞ F add,1 (λ j ) ∈ F add,1 (D add,1 ) and c > −∞. Due to the compactness of D add,1 again, we can find {λ j : j ≥ 1}, a subsequence of {λ j : j ≥ 1}, that converges to λ , and λ ∈ D add,1 . Since {F add,1 (λ j ) : j ≥ 1} is a subsequence of {F add,1 (λ j ) : j ≥ 1}, we must have F add,1 (λ ) = F add,1 (lim j →∞ λ j ) = lim j →∞ F add,1 (λ j ) = c. That is, a minimum of F add,1 (λ) exists.
Lemma 6. P (Λ n = ∅) → 1 as n → ∞.
Proof. Noting that
and
we just need to prove that, with probability approaching one, there does not exist λ = 0 that simultaneously satisfies the three inequality restrictions above. For any λ = 0 satisfying the latter two inequalities, since n −1 n i=1 g i (α,γ) = n −1 n i=1 R i g i (α,γ)/π(X i ) + o p (1), we must have (i) λ T n −1 n i=1 R i g i (α,γ)/π(X i ) = o p (1). On the other hand, since the components of g (α * , γ * )/π(X) are linearly independent because the K models for E(Y | X) are different, we have P (λ T g (α * , γ * )/π(X) = 0 | R = 1) > 0, which, together with P (R = 1) > 0, implies that (ii) P (λ T Rg (α * , γ * )/π(X) = 0) > 0. If λ also satisfies the first inequality, or equivalently λ T R i g i (α,γ)/π(X i ) ≥ 0 for all i, then from (ii) we must have λ T n −1 n i=1 R i g i (α,γ)/π(X i ) bounded away from zero with probability approaching one, which contradicts (i). 
