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Due to the ever increasing need for better and more capable communication systems, a large 
quantity of research is focused on the design and simulation of different sections of 
communication systems including the communication sources. Due to the massive cost of the 
fabrication involved in designing new communication sources, the accurate modelling and 
design of these sources using Computer Aided Design (CAD) is of great interest. 
This thesis starts by reviewing the fundamentals of laser modelling and nonlinear microwave 
antenna design; followed by reviewing the most important works carried out by other 
researchers in these fields. The thesis continues by introducing a proposed, accurate model of 
the Vertical Cavity Surface Emitting Laser (VCSEL). The proposed model integrates the 
effects of the matching network as well as the parasitics, due to the VCSEL chip and the 
packaging mounting and the intrinsic VCSEL noise sources. Further in this thesis, a nonlinear 
Composite Right/Left Handed (CRLH) frequency doubler Leaky Wave Antenna (LWA) is 
designed which is capable of transmitting a signal in a direction that can be varied 
continuously from backfire to endfire, by varying the input frequency to the structure. The 
novelty of the proposed design is in the inclusion of nonlinear elements in the CRLH 
structure and also in the use of a quasi-lumped approach when designing the distributed 
structure. Finally, in this thesis a novel method of combining harmonic balance and EM 
analysis for the design and optimisation of nonlinear active antennas is developed. This 
method responds to the restriction of the CAD software in conveniently combining the 
analysis of nonlinear active antennas with advanced EM simulations such as radiation 
patterns. The proposed method enables the advanced EM analysis at the harmonic 
frequencies, generated within the nonlinear microwave structures when the structure is exited 
at the fundamental frequency, to be combined with full electromagnetic simulators.  
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Intense development of several technologies in recent decades has enabled rapid 
advancements in communications systems. In all communication systems, the information is 
modulated onto a carrier wave and then transmitted to the destination, where the modulated 
carrier is demodulated to extract the original information signal. The carrier varies 
significantly as for instance, in ancient communication systems the light of a fire or a light 
reflected from a mirror were used to transfer information. Continual increases in data transfer 
over recent years, due to the daily expansion of the Internet and broadband interactive 
services’ usage requires the design of ever more efficient communication systems. In theory, 
as the frequency and bandwidth of the carrier waves increase, communication systems have 
larger information transfer capacities. Sophisticated techniques have been developed to 
convey information in different frequency ranges of electromagnetic waves, from radio to 
microwave and optical frequencies. Therefore there is intense research activity on the design 
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of stable and powerful optical and microwave sources which are also cost effective, with the 
potential to form the fundamental building blocks of future communication systems. 
The design of optical and microwave sources obviously receives a great advantage from the 
availability of Computer Aided Design (CAD) tools. CAD based simulation of the 
optoelectronic sources enables the verification and optimisation of the required performance 
of the design prototype, before hugely investing in the fabrication. This will result in savings 
in the cost and duration of the design. Consequently, this thesis is largely concerned with the 
developments and analysis of the circuit based models of optical and microwave sources.     
Vertical Cavity Surface Emitting Lasers (VCSELs) offer many benefits over the conventional 
laser diodes. These advantages include: submilliamp threshold current; very high speed 
modulations (over 25 𝐺𝐺𝐼𝐼𝑆𝑆𝐼𝐼/𝑠𝑠𝑠𝑠𝑠𝑠); easy integration with the other parts of communication 
systems without the need for expensive optical couplers; very low production costs and 
relatively simple chip testing due to the possibility of wafer level testing. The above 
mentioned advantages made the VCSELs a great candidate for medium to long haul 
communications and have attracted many research projects concerning the design and 
modelling of VCSELs [1]. 
On the other hand, directionality is a vital aspect of the microwave antennas. In some military 
and commercial applications, an antenna with the ability of changing its directivity to focus 
on a specific direction is of great interest. A Leaky Wave Antenna (LWA) can be used in 
such applications; since the direction of the radiation can be controlled in this type of 
antenna, by changing the frequency of the feeding wave [2]. However, conventional LWAs 
can only offer forward radiation and are unable to radiate at the broadside direction [3]. 
Composite Right/Left Handed (CRLH) metamaterials, due to their inherent simultaneous 
negative permittivity and permeability in certain frequency periods, enable both forward and 
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backward radiation [4]. The interesting properties of the CRLHs have attracted many 
researchers over recent years. One of the possible applications of the CRLH metamaterials is 
in the design of the LWAs [5]. This enables the seamless transition from backward to forward 
radiation by changing the frequency.    
Radio-over-Fibre (RoF) is a technology in which a radio signal is being modulated on the 
light wave and being transmitted over the fibre optics to enable fast, low cost wireless access 
which is immune to Electro Magnetic Interference (EMI) [6]. This technology enables the 
ever-increasing users of the communication system to reliably benefit from modern 
telecommunication services. RoF system includes 3 parts; transmitter, optical link and 
receiver. In the transmitter, the laser beam in being modulated using RF signals and then 
carried over an optical link to be delivered to the receiver. At the receiver the photodiode 
detects the RF modulated data and passes it through the demodulator to convert it back to RF 
form. 
There is an intense research interest in a variety of the RoF applications such as in mobile 
communications and wireless-over-fibre applications for the distribution of wireless over 
buildings and airports. Economical modules with reduced RF ranges to cover smaller areas 
are also possible with this technology [7-10]. Development of an improved RoF system such 
as an optical distribution of the phased array CRLH-LWA to achieve 2-D scanning is among 
the applications of the material developed in this thesis [11, 12]. The schematic of this system 
is illustrated in Figure 1-1. In this application, the appropriate RF signal that generates the 
required scanning angle in x-axis is being modulated on the VCSEL output beam in the 
control centre using the proposed integrated VCSEL model in this thesis, which takes into 
account the effects of the VCSEL noise sources as well as the VCSEL parasitic networks. 
The modulated light is then transmitted through an optical link to reach to the base station 
that can be as much as much as a thousand miles away. At the base station, using a 
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photodetector and the demodulator unit the modulated optical signal will be converted back 
to the RF form and will be used to drive the proposed nonlinear CRLH-LWA proposed later 
in this thesis that is capable of scanning from the backfire to endfire by varying the feeding 
frequency.    
 
Figure  1-1: Optical distribution of the phased array CRLH-LWA for 2-D scanning. 
        
1.2 Thesis Objective 
The aim of this thesis is to better understand the nonlinear analysis of optical and microwave 
sources and to investigate a new circuit level model of the VCSEL and a design of the 
nonlinear CRLH-LWA. The knowledge from this thesis may be useful in allowing more 
accurate VCSEL models to be tested in optical communication system simulations; which 
may result in huge savings in the cost of designing these systems. The proposed nonlinear 
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CRLH frequency doubler LWA design offers simple but yet effective design techniques that 
can be of great interest in the millimetre wave region, where the generation of the 
fundamental wave sources is challenging. In addition, the developed method of combining 
harmonic balance and EM analysis is simple and yet effective, capable of being applied to 
any nonlinear active antenna. The main objectives of this thesis can be summarised as 
follows.  
• Investigation of the vertical cavity surface emitting laser’s structure by developing a 
novel VCSEL model capable of accurately simulating the VCSEL’s intrinsic and 
extrinsic behaviours. 
 
• Investigation of composite right/left handed metamaterials’ properties including their 
applications in leaky wave antenna design. 
 
• Design of a leaky wave antenna using nonlinear composite right/left handed 
metamaterials capable of seamless space scanning from backfire to endfire, including 
the broadside, by increasing the input frequency. 
 
• Development of a method for combining harmonic balance and EM analysis for 
design and optimisation of nonlinear active antennas. 
 
1.3 Thesis Layout 
This thesis includes six chapters, which are organised as follows. 
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Chapter 1 includes the introduction and the motivation for the research on the topic of this 
thesis. 
Chapter 2 contains the literature review discussing communication sources such as, optical 
and microwave sources. It includes the fundamentals of optical emission in semiconductor 
lasers by paying special attention to vertical cavity surface emitting lasers’ structures. Brief 
discussions on microwave antennas by reviewing the microstrip patch antenna and leaky 
wave antenna are also included in this chapter. It also includes a review on the fundamentals 
of composite right/left handed metamaterials that show their exciting applications, including 
in the field of LWA design. It highlights some of the most important works carried out by 
other researchers in the field of VCSEL modelling and LWA design. 
Chapter 3 contains the detailed analyses of the proposed integrated model for a VCSEL. It 
presents the intrinsic model derivation including the calculation of the model’s parameters as 
well as the simulation of the VCSEL noise behaviours. It also includes the simulation results 
confirming the improving effects due to the inclusion of the electrical parasitic elements and 
the matching network in the VCSEL model. Furthermore, this chapter includes the distributed 
model of the proposed integrated VCSEL model designed using a quasi-lumped technique; 
which provides the feasibility of using the proposed model in the design of modulation port 
matching networks in the micro and millimetre wave region, where the lumped element 
model has inherent size restrictions. 
Chapter 4 describes the proposed nonlinear CRLH frequency doubler LWA design method 
for low frequency regions. It includes the quasi-lumped element approach to design the 
distributed model of the proposed nonlinear structure. It also highlights the simulated 
radiation pattern of the structure when the harmonic frequencies are fed to the structure from 
the input port. However more realistic EM analysis of the structure could be achieved with 
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the second harmonics being generated by the varactor diode within the design. Unfortunately 
due to computational limitations, current CAD software is unable to perform all these 
analyses.    
Chapter 5 provides a novel technique for combining harmonic balance and EM analysis for 
the design and optimisation of nonlinear active antennas. This chapter responds to the 
challenge raised in Chapter 4 for analysing the radiation pattern of the designed nonlinear 
CRLH frequency doubler LWA. This chapter verifies the proposed technique by analysing 
and optimising the radiation pattern of the nonlinear frequency tripler patch antenna. Further 
in this chapter the proposed method is used to analyse the radiation pattern for the unit cell of 
the designed NL-CRLH frequency doubler LWA.   
Chapter 6 draws conclusion to the work in this thesis. It includes a review of the thesis’ main 
works and highlights the significant achievements. Moreover, it provides a number of 
possible areas for further research in this field.    
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2 COMMUNICATION SOURCES: OPTICAL LASER AND 





In this chapter, the fundamental concepts of optical lasers and microwave CRLH antennas as 
an example of optical and microwave communication signal sources are reviewed. This 
chapter provides basic concepts for the understanding of Chapters 3 and 4. Further in this 
chapter, additional backgrounds are provided on harmonic balance generation on nonlinear 
structures and also the patch antenna properties, in order to achieve better understanding of 
the novel method of combining harmonic balance and EM analysis for design and 
optimisation of the nonlinear active antennas developed in Chapter 5.   
The dramatic advancement of technology in recent decades has benefited from the 
progression in communications systems. The common aspect of all communication systems 
is that the information is modulated on the carrier and then transmitted to the destination, 
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where the modulated carried is demodulated to use the original information signal. The 
architecture of a general communication system is summarised in Figure 2-1. The carrier in 
the communication system varies significantly as for instance, in ancient communication 
systems the light of a fire or a light reflected from a mirror were used to transfer information. 
In recent years the electromagnetic wave is commonly used to convey information. 
Theoretically the higher the frequency of the carrier waves, the larger the information 
carrier’s ability. Sophisticated techniques have been developed to convey information in 
different frequency ranges of electromagnetic waves, from radio to microwave and optical 
frequencies [1]. The frequency range of different electromagnetic waves is demonstrated in 
Figure 2-2. Each of these frequency ranges has its own advantages and level of 
sophistication. Therefore depending on the application, a different communication system is 
developed.   
The use of optical waves as a carrier in communication systems dates back to the ancient era; 
an example of these communication systems was mentioned previously. Although Alexander 
Graham Bell reported the transmission of voice over light in 1880 [2], there was a very 
limited use of optical waves before 1960 when the laser was invented based on a ruby rod by 
Maiman [3]. Semiconductor lasers are vital components in optical communications due to 
their small size, high-speed direct modulation and rather low manufacturing costs in 
comparison to gas lasers [4]. The first semiconductor based lasers were invented using the 
gallium arsenide (GaAs) and gallium arsenide phosphide (GaAsP) semiconductors by four 
groups of scientists directed by Nathan, Holonyak, Hall and Rediker [5]. In 1966 Kao and 
Hockam [6] and also Werts [7] developed an optical communication system via dielectric 
waveguides or glass based fibres, which alleviates the disadvantages such as high 
atmospheric degradation of the optical communication over free space. The idea of Vertical 
Cavity Surface Emitting Lasers (VCSELs) was first developed by Iga in 1977 [8] in order to 
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fabricate a monolithic semiconductor laser with short cavity length and dynamic single 
operating mode [9, 10]. The first VCSEL was manufactured in 1979 by Iga using 1.3 𝜇𝜇𝑛𝑛 
wavelength GaInAsP/InP as its active cavity [11]. This device was bulky and suffered from a 
high threshold current of 800 𝑛𝑛𝑚𝑚 [4]. Threshold current, is the current in which the laser 
starts its stimulated emission and should be kept as low as possible to achieve a more 
efficient device. VCSELs attracted lots of research in the 1980s and 1990s, which resulted in 
the development of more compact VCSELs with high output power and below 200 𝜇𝜇𝑚𝑚 
threshold currents by the end of the 20th century [11]. The detailed history of the VCSEL 
developments was investigated in [4, 11, 12].   
On the other hand, microwaves are also widely used in modern communication systems. The 
field of microwave engineering is founded on Maxwell’s equations which were established in 
1873 [13]. The first antenna for long haul communication was demonstrated by Marconi in 
1901 [14]. The antenna technologies up to the 1940s were mainly based on wire radiating 
elements and frequencies as high as the UHF band. The era of microwave communications 
starts with the invention of microwave sources such as the klystron and magnetron, which 
enabled the generation of frequencies above 1 GHz [15]. Since then microwave based 
communication systems are in constant development with the design of different types of 
antennas and reflecting materials; as an example, widely used patch antennas and leaky wave 
antennas can be considered. A detailed historical review of this development was presented 
by Oliner in [16].  
In 1967 Veselago theoretically predicted the existence of material with concurrent negative 
permittivity (𝜀𝜀) and permeability (𝜇𝜇) [17]. This was the starting point for the research on the 
new type of materials known as metamaterials. The first left handed (LH) metamaterial was 
designed in 2000 by Smith[18]. Following the design demonstrated by Smith in 2000, Caloz 
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and Itoh introduced in 2003 the concept of the composite right/left handed (CRLH) 
metamaterials [19]. Caloz proved in [20, 21] that the pure LH structure does not exist in 
reality even in a limited frequency region and the LH elements all necessarily include right 
handed (RH) properties. The inherent properties of the metamaterials lead to novel 
applications in the field of microwave and millimetre wave design; some of these 
applications were reviewed in [20, 22].       
 
Figure  2-1: General communication system architecture. 
 
 
Figure  2-2: The electromagnetic spectrum range. 
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2.2 Optical emission in semiconductor lasers 
In order to be able to model any type of laser, first a general understanding of the process in 
which the lasing action happens is necessary. In this section, the basic concepts of the light 
generation mechanism and optical emission from semiconductors will be briefly reviewed. 
 
2.2.1 Essentials of optical generation  
In optical communication systems, lasers are the main source of optical signals. Despite the 
different types of lasers which exist, such as gas, solid state or semiconductor lasers, the 
principle of optical generation is similar. The lasing action can be explained in three 
processes called photon absorption, spontaneous emission and stimulated emission [23]. 
These three processes are demonstrated in Figure 2-3. As quantum theory explains, electrons 
can only exist in discrete energy bands. It is seen in Figure 2-3 (A) that in the absorption 
process, the electron in the lower energy level (steady state level) will be excited by a photon 
with the required energy and moves to a higher energy level (unstable state). On the other 
hand in the spontaneous emission, the excited electron in the higher energy band emits the 
photon with the exact energy to move to more stable states. This process is illustrated in 
Figure 2-3 (B). As the electrons travel between these energy levels they absorb or emit 
radiation with the frequency 𝑓𝑓. Equation 2-1 illustrates the Planck’s law used to calculate the 
frequency of the absorbed or emitted radiation [1]. The parameters 𝐸𝐸1 and 𝐸𝐸2 represent the 
lower and higher energy levels and ℎ is the Planck constant.  
𝐸𝐸2 −  𝐸𝐸1 = ℎ𝑓𝑓  2-1 
14 | P a g e  
 
 
As the name laser (light amplification by stimulated emission of radiation) suggests, the 
stimulated emission is one of the distinctive properties of a laser that makes it more appealing 
for optical fibre communications. In the stimulated emission, as shown in Figure 2-3 (C), a 
photon of energy ℎ𝑓𝑓 will collide with an excited electron in the higher energy level. This will 
result in de-excitation of the electron to the lower energy level, which leads to the emission of 
a photon with same energy, phase and direction of the incident photon.   
Another important phenomenon necessary to reach optical amplification in lasers is the 
population inversion. In room temperature, normal structures are in thermal equilibrium, 
where the number of electrons in the steady state energy level is greater than the number of 
electrons in the higher energy state. In order to achieve lasing action it is necessary to create a 
non-equilibrium condition in the structure, so that the population of the excited electrons in 
the higher energy band is greater than the number of electrons in the steady state level. This 
non-equilibrium condition is called population inversion. In Figure 2-4 a representation of the 
population inversion is demonstrated.    
 
Figure  2-3: Fundamental optical process including (A) photon absorption, (B) spontaneous 
emission and (C) stimulated emission. 




Non-equilibrium scattering of electrons can be only reached with the aid of an external source 
of energy. It should be noted that, according to the Einstein relation, population inversion is 
not possible in double state materials [1]. However population inversion can happen in 
materials with three or four energy state levels. In these types of materials the electrons 
would be pumped to the highest energy level and as this is a very unstable state, the electrons 
rapidly fall to the lower energy levels. These middle energy levels that are more stable than 
the highest energy level are called metastable states. In the metastable state it takes more time 
for electrons to fall to the more stable level and therefore the population inversion can occur. 
A more detailed explanation of the optical processes can be found in [1, 24].  
 
Figure  2-4: Schematic illustration of (A) material at the thermal equilibrium and (B) non-
equilibrium known as population inversion. 
 
Another key aspect of the laser, which makes it preferable for optical communications, is the 
coherence of the output beam. Since the length of the optical medium is rather small, if the 
stimulated photons are able to escape out as they reach the end of the active region for the 
first time, the amplification and coherence of the output beam cannot be obtained. Therefore 
in the lasers’ structures, both ends of the active region are covered by material with very high 
reflectivity so that it stops the photon escaping the active region, causing it to reflect back 
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inside this region to generate more stimulated photons. If one of the reflective ends is 
fabricated to be able to partially transmit, the generated stimulated photons can radiate when 
the power exceeds a certain threshold. The constant output is only obtained when the 
amplification gain within the active region equates the losses in the active region. The 
sources of losses in the active region are mainly due to the scattering, absorption and 
impurities of the amplifying medium, as well as diffraction due to the reflecting ends.   
  
2.2.2 Optical radiation in semiconductors 
Most materials can emit a visible spectrum if the non-equilibrium thermal condition of the 
material is satisfied. However, only a few materials are capable of monochromatic emission, 
while most have a broad frequency range emission such as ordinary lamps. Semiconductors, 
on the other hand, can be used as a suitable candidate for the emission of a narrow band with 
a small divergence light beam at room temperature [25]. Intrinsic semiconductors at room 
temperature have few electrons at the upper energy level (known as the conduction band); 
therefore few holes in the more stable energy level (also known as the valance band). In this 
condition the Fermi energy level (𝐸𝐸𝐹𝐹) which indicates the distribution of carriers in the 
conduction band and the corresponding holes in the valance band, is at equal distance from 
both the conduction and valance band. In order to fabricate 𝑝𝑝 − 𝑛𝑛 junctions, the intrinsic 
semiconductors have to be doped with impurities. The n-type semiconductors can be 
achieved by doping the intrinsic semiconductors with the donor impurities and therefore will 
result in the conduction band having a considerable number of free carriers. The p-type 
semiconductors are fabricated by doping the intrinsic semiconductors with the acceptors 
impurities which results in more holes in the valance band than the carriers in the conduction 
band. Doping the semiconductors changes their Fermi level by moving it near to the 
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conduction band in the case of n-type semiconductors and near to the valance band in p-type 
semiconductors. The intrinsic, n-type and p-type semiconductors’ energy band schematic is 
illustrated in Figure 2-5.    
 
Figure  2-5: Energy band schematics of (A) intrinsic, (B) n-type and (C) p-type 
semiconductors. 
 
The 𝑝𝑝 − 𝑛𝑛 junction diodes are formed by joining together p-type and n-type semiconductors. 
This will result in the generation of a depletion layer between the n-type and p-type material. 
This layer is free of any moving charge and will only consist of the donor and acceptor 
impurities. The depletion layer in the absence of external voltage works as a potential barrier 
that prevents the inter-diffusion of the majority carrier from either side of the junction.   
The semiconductors can be categorised into two types according to their wave vectors (𝑘𝑘), 
called direct and indirect semiconductors. In the direct semiconductors the wave vector of the 
excited carriers in the conduction band is the same as the corresponding holes in the valance 
band. In the indirect semiconductors the carriers have a higher wave vector than the holes in 
the valance band [25]. Figure 2-6 illustrates the direct and indirect semiconductors’ energy 
band versus the wave vector.  




Figure  2-6: Energy-wave vector diagram for (A) direct band gap semiconductors and (B) 
indirect band gap semiconductors. 
 
The main two emission types in semiconductors, known as spontaneous and stimulated 
emission, are highly dependent on the selection of the appropriate type of semiconductor. The 
spontaneous emission mostly happens in the LEDs and the stimulated emission is the 
distinguishing feature of the semiconductor lasers. In the spontaneous emission, the forward 
biased 𝑝𝑝 − 𝑛𝑛 junction reduces the depth of the depletion layer and therefore the majority 
carriers of each side can travel to either side of the 𝑝𝑝 − 𝑛𝑛 junction. The augmented 
concentration of the minority carriers in the opposite type sections will result in the 
recombination of the carriers across the band gap. This may result in the generation of the 
non-radiative recombination where the released energy will be dissipated in the form of heat 
and lattice vibrations; or it can result in the photon generation and therefore radiative 
recombination, which in this case is the generation of spontaneous emission. Since in the 
direct band gap semiconductors the electron-hole recombination occurs, the wave vector of 
the electron remains almost unaffected. Therefore this type of semiconductor provides an 
efficient mechanism for photon generation. On the other hand, in the indirect band gap 
semiconductors, as the maxima and minima of the valance and conduction band have 
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different wave vectors, therefore electron-hole recombination can only happen if the electrons 
lose momentum first. This three particle process in the indirect band gap semiconductors is 
much slower than the two particle process in the direct band gap semiconductors; which will 
improve the probability of the non-radiative process.  
 
Figure  2-7: Heavily doped p-n homojunction (A) no biasing voltage (B) strongly forward 
biased. 
 
In semiconductor lasers, to achieve the stimulated emission, population inversion should be 
achieved first. In order to reach the population inversion, the intrinsic 𝑝𝑝 − 𝑛𝑛 junction 
semiconductor should be heavily doped with donors or acceptors as appropriate on each side 
of the junction (p-type with acceptor and n-type by donor impurities). The heavily doped 
acceptor impurities in the p-type region will lower the Fermi level to below the valance band. 
On the other hand, the heavily doped donor impurities in the n-type region will increase the 
Fermi level to above the conduction band. In the absence of the external potential energy the 
Fermi level of the 𝑝𝑝 − 𝑛𝑛 junction is along the same line as can be seen in Figure 2-7 (A). To 
obtain the stimulated emission in the second step, the heavily doped 𝑝𝑝 − 𝑛𝑛 junction has to be 
forward biased. This will result in the generation of the small region called the active region, 
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near to the depletion layer, where the free populations of the electrons and holes exist 
concurrently. In the active region the condition for the stimulated emission, as explained 
earlier in this chapter, is fulfilled. Hence the density of photons that are restricted in the active 
region will be amplified. The schematic of the forward biased heavily doped 𝑝𝑝 − 𝑛𝑛 junction 
semiconductor is illustrated in Figure 2-7 (B). It should be noted that in order for the 𝑝𝑝 − 𝑛𝑛 
junction to start the lasing action the optical cavity should be shaped by cleaving and 
roughening the sides of the junction to form the optical feedback and therefore prevent any 
unwanted emission.  
It is important to point out that the homojunction structure is considered above, where only 
one semiconductor was used to form the 𝑝𝑝 − 𝑛𝑛 junction structure. Conversely the junctions 
can be formed by joining the semiconductors with different band gap energies, which can 
result in the improvement of the radiative properties of the semiconductors. These types of 
junctions are widely known as heterojunctions. The heterojunctions can be categorised as 
isotype and anisotype junctions. The isotype heterojunctions which are n-n or p-p structures 
are useful for confinement of the minority carriers in the active region. The anisotype 
heterojunctions which are 𝑝𝑝 − 𝑛𝑛 structures, due to the large difference between their band 
gap energies, improve the injection efficiency of the carrier in order to achieve the population 
inversion. The energy band and the layer structure of the double heterojunction (DH) injected 
laser is illustrated in Figure 2-8 [1]. The use of a DH structure in the design of the 
semiconductor lasers reduces the threshold current by a factor of 100. 




Figure  2-8: Double Heterojunctions’ (DH) semiconductor (A) layer and (B) energy band 
schematics [1]. 
 
2.3 Vertical Cavity Surface Emitting Lasers (VCSELs) 
The vertical cavity surface emitting laser is an evolutionary generation of the semiconductor 
laser diode, which radiates a coherent optical signal vertical to the device substrate. In 
contrast to the conventional edge emitting lasers, VCSELs have a rather different structure 
since a short vertical cavity is formed by the surfaces of the epitaxial layers and the optical 
output is emitted from one of the mirror faces [1]. The VCSEL structures have a number of 
advantages in comparison to the conventional edge emitting lasers. These advantages include: 
very low threshold current and ultrahigh bit rate modulation, due to a small active region 
volume; high relaxation oscillation frequency due to the short photon lifetime; high 
coherence with low divergence and circular output beam; and ease of integration with optical 
fibres and other optical devices, due to good mode matching [11]. VCSELs have the ability to 
function over a wide range of temperatures with minimum change in performance, which 
enables unmonitored operation[26]. The last, but maybe one of the most important merits of 
the VCSELs, are the simple testing procedures, which is due to the on-wafer testing ability of 
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the VCSELs in comparison with the facet emitting lasers. It should also be noted that the 
compact size of the VCSELs in comparison with conventional lasers results in the fabrication 
of more devices per wafer, which reduces the cost of productions in large scale [27]. Similar 
to any other devices, VCSELs suffers from a number of shortcomings. These include: 
difficulty of obtaining highly reflective distributed Bragg reflector (DBR); relatively high 
Auger recombination [27]; restricted optical emission performance due to the small active 
cavity dimensions which limits the output power to a few milli-watts; relatively long 
transverse cavity length resulting in multiple transverse optical modes; and also large 
frequency chirp of VCSELs that curbs the fibre transmission speed and distance [28].   
The structure of a typical VCSEL is illustrated in Figure 2-9. It is observed in Figure 2-9 that 
despite the difference between VCSELs and conventional semiconductor lasers, the VCSEL 
structure includes the p-type and n-type semiconductors, the active region and the top and 
bottom contacts. As can be seen in Figure 2-9, the Fabry-Pérot active cavity consists of a 
multi quantum-well (MQW) material between two multi-layered distributed Bragg reflector 
(DBR) mirrors of a quarter of the laser wavelength thick, with alternately high and low 
refractive index. Quantum wells occur in thin-layered semiconductor structures in which the 
carrier movement normal to the active region in these devices is strictly limited. This results 
in quantisation of the energy into discrete energy levels. Quantum wells have state diagrams 
which exhibit step-like state density, resulting in quantum well lasers having an inherent 
benefit of higher gain at the low carrier density and therefore causing significantly smaller 
threshold currents [1]. The number of Bragg gratings on each side of the active region 
dictates the facets’ reflectivity. The number of DBR layers typically varies between 10 and 
30 in order to provide the required reflectivity in the top and bottom facet. It should be noted 
that the exact number of Bragg grating layers depends on the semiconductor material used in 
the structure [26]. The use of the DBR structure results in reflectivity of above 99% that is 
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needed for VCSELs. The high reflectivity needed in VCSELs is due to their small cavity 
length of around a wavelength of the emitted light. The small cavity dimension of VCSELs 
means that in a single pass of the cavity a photon has a small chance of starting a stimulated 
emission. Therefore VCSELs require highly reflective mirrors to provide efficient feedback 
that is needed to build-up the required optical power within the cavity. The other advantage 
of DBR mirrors in the design of the VCSELs is that any light reflected back towards the laser 
cannot re-enter the cavity. Hence the VCSELs are efficiently isolated against any other 
optical signal entering the active cavity.  
 
Figure  2-9: Generic structure of vertical cavity surface emitting laser (VCSEL) [1]. 
 
It is observed from Figure 2-9 that the top and bottom layers form a 𝑝𝑝 − 𝑛𝑛 junction and the 
flow of the electric current is from the top contact to the 𝑝𝑝 − 𝑛𝑛 junction. The current 
confinement and short cavity is typically achieved in the VCSELs by ion implantation, which 
is the method of injecting a non-conducting substance around the active region. The circular 
dotted line in Figure 2-9 represents the optical power generated and reflected by the DBR 
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layers through the active region, to provide necessary power for the generated optical signal 
to enable the emission of the optical beam from the top of the structure.  
 
2.4 VCSEL rate equations 
Rate equations in VCSELs, like any other type of laser diode, describe the exchange of 
energy between the input current and the output power, by considering the rate of exchange 
of the three principal optical processes; known as: spontaneous emission, stimulated emission 
and photon absorption. The large and small signal analyses of the VCSEL rate equations aid 
the understanding of VCSEL’s high-speed modulation. 
The exchanges between the photons and carriers are generically presented in Figure 2-10. 
The VCSEL rate equations are expressed based on Figure 2-10 and can be reviewed in 
Equations 2-2 and 2-3 [29]: where 𝑁𝑁 and 𝑆𝑆 are the carrier and photon concentrations in the 
VCSEL’s active layer; 𝜂𝜂𝑖𝑖 is the quantum efficiency; 𝐼𝐼 is the injected current; 𝑞𝑞 is the electron 
charge; 𝑉𝑉𝑎𝑎𝑎𝑎𝑎𝑎 is the volume of the VCSEL’s active cavity; 𝑚𝑚, 𝐵𝐵 and 𝐶𝐶 are the non-radiative, 
radiative and Auger recombination coefficients, respectively. Langevin noise sources 𝐹𝐹𝑁𝑁 and 
𝐹𝐹𝑆𝑆 account for the fluctuations of carrier and photon densities; 𝛤𝛤 is the current confinement 
factor; 𝛽𝛽 is the spontaneous emission coefficient; 𝜏𝜏𝑠𝑠 is the photon life time and 𝐺𝐺 is the modal 
gain which is the function of both carrier and photon densities and expressed in Equation 2-4. 
The variables 𝑆𝑆𝑔𝑔, 𝑎𝑎0, 𝑁𝑁𝑎𝑎𝑡𝑡 and ɛ  in Equation 2-4 are the group velocity, differential gain 






− (𝑚𝑚 + 𝐵𝐵𝑁𝑁 + 𝐶𝐶𝑁𝑁2)𝑁𝑁 − 𝐺𝐺. 𝑆𝑆 + 𝐹𝐹𝑁𝑁  2-2 





=  𝛤𝛤.𝛽𝛽.𝐵𝐵.𝑁𝑁2 +  𝛤𝛤.𝐺𝐺. 𝑆𝑆 −  
𝑆𝑆
𝜏𝜏𝑠𝑠
+  𝐹𝐹𝑠𝑠  2-3 
𝐺𝐺 =  𝑆𝑆𝑔𝑔 ∙ 𝑎𝑎0 ∙
𝑁𝑁 −  𝑁𝑁𝑎𝑎𝑡𝑡
1 +  𝜀𝜀𝑆𝑆
  2-4 
In the carrier rate of Equation 2-2, the first term on the right hand side of the equation defines 
the electrons pumped into the active region that then recombine gradually with the holes 
during the spontaneous and stimulated emission, as accounted for in the second and third 
terms of Equation 2-2 respectively. On the other hand, in Equation 2-3 the first term 
represents the build-up of the photon population due to spontaneous emission and the second 
term represents the number of simultaneously emitted photons with the required direction that 
couple into the lasing mode. The third term in this equation represents dissipation of the 
photons due to the absorption [23]. 
The VCSEL’s rate equation above is an accurate model of the carrier-photon exchange within 
the active region; as it includes the Langevin noise sources and also the gain compression 
effects, due to the hole burning and carrier diffusion [30]. Spectral hole burning is the photo-
induced changes in the absorption spectrum which leads to gain compression of the 
semiconductor lasers [31, 32]. Spectral hole burning specifically increases the damping rate 
of relaxation oscillations and leads to single mode instability [32, 33].   
  




Figure  2-10: Visual illustration of VCSEL rate equations. 
 
2.5 VCSEL modelling 
There have been lots of attempts to present an accurate model for VCSELs over the last 
decade. These can be broadly divided into two categories: VCSEL modelling using parameter 
extraction, which combines an analytical and empirical optical optimisation process; and the 
VCSEL modelling using laser diode rate equations, in which the physical properties of the 
VCSEL are included using the analytical rate equations. In this section the most important 
works carried out in the literature are briefly reviewed.    
The author in [34] presents two equivalent circuit models for a VCSEL. One represents the 
VCSEL in the lasing condition where the bias current is above the threshold current and the 
other represents the case when the injection current is set to zero. The suggested VCSEL 
equivalent circuits are illustrated in Figure 2-11. The initial values of the equivalent circuit 
model parameters were calculated using the extraction method based on the analytical 
approach by introducing the set of formulae derived from the presented equivalent circuits. 
The initial parameter values were then optimised in order to achieve the required error 
criteria.  




Figure  2-11: Proposed VCSEL equivalent circuits in [34]: (A) biased above thereshold 
(𝐼𝐼𝑏𝑏 >  𝐼𝐼𝑎𝑎ℎ). (B) zero biased condition (𝐼𝐼𝑏𝑏 = 0). 
 
Jianjun applied the extraction and optimisation technique that is summarised in Figure 2-12 
for an actual VCSEL operating at 850 𝑛𝑛𝑛𝑛 and the threshold current of 𝐼𝐼𝑎𝑎ℎ = 0.6 𝑛𝑛𝑚𝑚 to find 
the required model parameters. It should be noted that Jianjun, in the proposed model 
neglects the optical characteristics of the VCSELs, as he is assumed that optical 
characteristics of the VCSELs do not affect the input impedance of the model. This model 
considered the intrinsic VCSEL as a simple resistance 𝑅𝑅𝑎𝑎. However later Jianjun in [35] 
completed the proposed equivalent circuit model, by adding the rate equation driven model 
developed earlier by him in [36] for the conventional semiconductor laser diode. The 
proposed equivalent circuit model in [35] for the small signal and large signal analysis is 
presented in Figure 2-13. This work however mainly focuses on the calculation of the model 
parameters and does not give realistic and in depth knowledge of the VCSEL optical 
properties.   




Figure  2-12: Extraction and optimization algorithm suggested by [34]. 
 
 
Figure  2-13: Proposed equivalent circuit model [35]: (A) large signal equivalent circuit model 
and (B) small signal equivalent circuit model. 
 
Reference [37] presents a more detailed nonlinear model that includes the test fixture, 
parasitic network and the intrinsic VCSEL model. The proposed VCSEL model in [37] is 
illustrated in Figure 2-14. In this model the test fixture provides the connection to the 
measurement equipment. The next part of the suggested equivalent circuit model, is the 
parasitics network due to the wire bonds and packaging. The intrinsic VCSEL was modelled 
by series resistance 𝑅𝑅𝑎𝑎, which represents the access resistance of the VCSEL, 𝑉𝑉(𝐼𝐼,𝑇𝑇); this 
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signifies the voltage fluctuation in the active cavity with respect to temperature and a shunt 
nonlinear capacitor 𝐶𝐶𝑗𝑗, representing the overall capacitance of the VCSEL structure including 
the 𝑝𝑝 − 𝑛𝑛 junction diode capacitance, DBR capacitance and oxide layer capacitance.  
 
Figure  2-14: Comprehensive VCSEL model by [37] . 
 
The authors in [37] introduced a number of semi-empirical equations in order to calculate the 
parameters of the intrinsic VCSEL model. It was suggested that the parameters of the 
empirical equations could be extracted using the measured DC current-light-voltage (I-L-V) 
characteristics at different temperatures and the measured small signal reflection coefficient 
of the VCSEL package. 
The proposed two step extraction technique was then applied on two different 
commercialised VCSELs with an oxide aperture structure, operating at 850 𝑛𝑛𝑛𝑛, packaged on 
TO-46 and both capable to run at 2 𝐺𝐺𝐼𝐼/𝑠𝑠. The extracted parameters were then optimised in 
order to achieve an acceptable accuracy between the measured and simulated reflection 
coefficient and 𝐼𝐼 − 𝑉𝑉 curves. Although this work provides an accurate model for the parasitic 
networks, it indicates that the suggested model is not capable of providing any realistic 
estimation of the optical properties of the VCSEL and can only be used to estimate the 
electrical characteristic of the VCSEL IC. 
The same authors later in reference [38] present the modified VCSEL equivalent circuit 
model by using the same test fixture and combining the wire bonds and packaging parasitic 
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networks into a single LC structure. This work improved the VCSEL intrinsic model’s ability 
to explain the optical VCSEL characteristic by proposing the equivalent circuit model based 
on the VCSEL rate equations. The proposed VCSEL equivalent circuit is illustrated in Figure 
2-15. The VCSEL intrinsic in this work is modelled by a series resistance 𝑅𝑅𝑎𝑎 and a shunt 
nonlinear capacitance 𝐶𝐶𝑗𝑗 representing the access resistance and intrinsic capacitance of the 
VCSEL respectively. In addition, the intrinsic VCSEL model includes the internal 
resistance 𝑅𝑅𝑖𝑖𝑖𝑖𝑎𝑎, ideal diode 𝐷𝐷𝑉𝑉𝑉𝑉𝑆𝑆𝑉𝑉𝑉𝑉 and a temperature dependent voltage controlled voltage 
source 𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖. 
 
Figure  2-15: Suggested VCSEL equivalent circuit model in [38]. 
 
In this work, a semi-empirical equation relates the presented model based on VCSEL rate 
equations to VCSEL thermal effects using a temperature dependent voltage controlled 
voltage source 𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖. This equation can be reviewed in [38]. Since the calculation of 
parameters for this model requires finding 16 elements for the input circuit and 25 for the rate 
equation model, the authors proposed a three stage parameter extraction technique. In the first 
step, the DC dependent parameters of the input circuit including 𝑅𝑅𝑖𝑖𝑖𝑖𝑎𝑎 and  𝑅𝑅𝑎𝑎 were estimated 
based on the DC current-light (I-L) characteristics. Then, by using the optimisation software, 
the estimated values were tuned to achieve the required accuracy with the measured VCSEL 
current-voltage (I-V) curve. In the next step, the remaining parameters of the input circuit, 
which include the parasitics and test fixture parameters, were calculated using the 
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optimisation tool and tuning to achieve the acceptable accuracy between the measured and 
optimised  𝑆𝑆11vector. Finally in the last step, the carrier and photon related parameters in the 
rate equations were estimated by optimising the parameters to achieve the measured DC I-L 
VCSEL characteristics. It is clear from the explanation that although in this work a more 
comprehensive model of the VCSEL is developed, the complication of the model requires 
sophisticated extraction and optimisation techniques. Furthermore, in this work the proposed 
equivalent circuit is only capable of following the VCSEL characteristic that is already 
measured and is not able to predict its characteristics based on the physical structure of the 
VCSEL.      
Reference [39] is another article that tried to use the VCSEL rate equations to model the 
VCSEL behaviour. In this work the VCSEL rate equations’ model includes the basic spatial 
and thermal behaviour of the VCSEL. Although the authors did not clearly illustrate the 
VCSEL’s equivalent circuit model, but by following the analysis in this work it is indicated 
that the presented circuit level model is capable of modelling the optoelectronic 
characteristics of the VCSEL, such as L-I characteristics and transient response of the 
VCSEL (Figure 2-16). The parameters of the model presented in this work were calculated 
using the VCSEL parameters taken from [40]. Although the model proposed is capable of 
modelling the intrinsic characteristics of the VCSELs with modest computational 
requirements, the model does not take into account the effects of the parasitics and the test 
fixture in the simulation of the VCSEL characteristics. Furthermore, the presented model in 
this work is not capable of predicting the VCSEL’s optical characteristics. These weaknesses 
make this a non-realistic model.   




Figure  2-16: Simulated results of [39]: (A) L-I characteristic of the VCSEL for different 
temperatures (B) transient response of the VCSEL. 
 
Reference [41], is another example of VCSEL modelling based on the rate equations. This 
work presents a comprehensive VCSEL equivalent circuit model that takes into account the 
dependence on VCSEL temperature of the threshold current and the optical output power 
rollover by presenting the empirical offset current in the VCSEL rate equations. The 
proposed model in this work is only capable of analysing the VCSEL’s AC and transient 
behaviour over a limited range of temperature, due to the empirical nature of the thermal 
behaviour of the VCSEL model. 
The equivalent circuit model suggested in this work is shown in Figure 2-17. In this model 
𝑝𝑝𝑑𝑑 and 𝑛𝑛𝑑𝑑 represent the electrical ports of the VCSEL; the voltage node related to port 𝑝𝑝𝑓𝑓 
represents the output power 𝑃𝑃𝑜𝑜 and device temperature 𝑇𝑇 is modelled using the 𝐼𝐼𝑑𝑑 terminal. 
Further information on how to calculate the equivalent circuit elements can be found in the 
literature. It should be noted that as seen in Figure 2-17, the VCSEL equivalent circuit is 
modelled by three mutually related sections. This makes the model less useful for computer 
aided design (CAD) in optical system simulations composed of many photonic and electronic 
elements. The results of modelling three different VCSELs using the model proposed in this 
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work indicates that the model over-calculates the thermal attributes at high temperature; 
which can be the result of simplistic assumptions in the rate equations used in this model, 
such as neglecting the spatial hole burning.      
 
Figure  2-17: The proposed VCSEL equivalent circuit model [41]. 
 
The same authors in [40] introduced a more comprehensive version of the model developed 
in [41], which enables the modelling of the multimode VCSEL structures. In this work the 
rate equations used to model the VCSEL include the thermal dependence of the active 
cavity’s gain; thermal leakage of the carriers out of the active cavity; as well as the spatial 
properties of the VCSEL, including the transverse profile of optical modes and lateral 
diffusion of carriers in the active cavity. The authors claim that although spatially 
independent multimode rate equations were used, which results in a model with less 
computational difficulties, the rate equations still implicitly model VCSEL’s spatial 
properties. In this work, the same equivalent circuit used in reference [41] was used as 
illustrated in Figure 2-17. 
The efficiency of the suggested equivalent circuit model of [40] was verified by first 
simulating typical single and two mode VCSEL properties, which include thermally 
dependent threshold current and small signal analysis with respect to the transient 
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phenomena, multimode operation and temperature. The equivalent model was then simulated 
against the measured characteristics of four VCSEL structures. The results indicate that 
although the simulated and measured results showed a similar trend, the simulated results did 
not exactly match the measured data. This mismatch can be explained based on the nature of 
the suggested model in this work, as a relatively large number of the model’s parameters 
were tuned to match few experimental data. Therefore it is rather difficult to make sure all the 
model’s parameters were correctly related to the corresponding physical parameters of the 
particular VCSEL structure. Figure 2-18 indicates the comparison between the modulation 
response of the simulated results and the measured data at the ambient temperature of 22 ℃ 
for the thin oxide aperture VCSEL presented in reference [42]. One of the shortfalls of the 
demonstrated equivalent circuit model in [40, 41] is that the authors did not take into account 
neither the VCSEL intrinsic noise sources, nor the realistic parasitic and the matching 
network for the VCSEL model.    
 
Figure  2-18: Comparison between the modulation response of the VCSEL measured in [42] 
(points) and simulated using the model presented in [40] (lines). 
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Another interesting example of VCSEL modelling, which includes a model of the VCSEL’s 
parasitic network as well as an intrinsic VCSEL model can be found in [29]. The authors 
used a methodology which was first introduced in [43, 44], to model conventional lasers. In 
this model the small signal electrical equivalent circuit was derived based on comprehensive 
rate equations that include the nonlinear gain term and covers the spatial related properties of 
the VCSELs. One of the unique features of the equivalent circuit model in this work is that 
each element of the model represents a physical optical cavity entity. Another distinctive 
feature of this model is that the elements of the equivalent circuit are calculated following an 
analytical process based on basic theorems such as Kirchhoff's circuit laws and the optical 
rate equations. This analytical process resulted in equivalent circuit element values that do 
not require any numerical tuning. The proposed equivalent circuit model of the intrinsic 
VCSEL is shown in Figure 2-19 (A). Further in this work the authors used the method 
developed in [45] to calculate the parasitic network as a separate equivalent circuit, which is 
shown in figure 2-19 (B). It is important to point out that the proposed model in this work 
does not need any complicated intrinsic parameters extraction. Therefore by using the 
physical and structural dependent parameters of the VCSEL the model is capable of 
predicting the VCSEL’s behaviour with good accuracy. However the model in this work does 
not take into account the effects of the intrinsic noise sources related to the carrier and photon 
population that are vital for a realistic model of a VCSEL. The authors in this work did not 
also take into account the mismatch between the proposed combined model of the VCSEL 
and the parasitic network and the vector network analyser (VNA). It should be also noted that 
in [29] the authors made a mistake in the derivation of the formulas for intrinsic VCSEL 
model parameters.      




Figure  2-19: Proposed VCSEL model in [29]: (A) intrinsic VCSEL model and (B) VCSEL 
parasitic network. 
 
From the above review of the models suggested for a VCSEL in the literature, there are a 
number of issues that have limited the application of the proposed models. The use of the 
empirical equations for the calculation of the model’s parameters limits the proposed model 
to specific types of VCSEL. Only a few of the proposed models take into account the effect 
of the parasitics on the VCSEL characteristics. Furthermore, none of the proposed models 
include the quantum noise arising from the fluctuation of the carrier and photons inside the 
intrinsic VCSEL structure that may significantly reduce the VCSEL’s signal to noise ratio. In 
addition, due to the high frequency operating range of the VCSELs, a matching network 
needed to be included in the VCSEL model to minimise the reflection towards the signal 
generator. A high level of RF power is required to overcome the ohmic losses related to 
electrical parasitics, bias tee and electrical cables. Table 2-1 shows a summary of the 
reviewed articles on the VCSEL modelling, detailing the key model features: the type of 
model, which indicates whether an empirical or analytical based model is suggested; whether 
the proposed model is capable of predicting the VCSEL optical characteristics or just 
modelling the VCSEL chip electrical properties; the inclusion of the parasitic network in the 
VCSEL model and the presence of noise effects in the VCSEL intrinsic model. Also included 
in the table are the details about the inclusion of the thermal effects and matching network in 
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the suggested model. For comparison the model proposed in this thesis as explained in 
chapter 3 is also included in the Table 2-1.      

















[34] Empirical Electrical No Yes No No 
[35] Analytical Electrical No Yes No No 
[37] Empirical Electrical Yes Yes No Yes 
[38] Analytical Both Yes Yes No Yes 
[39] Analytical Electrical Yes No No No 
[41] Semi-analytical Both Yes Yes No No 
[40] Semi-analytical Both Yes Yes No No 
[29] Analytical Both No Yes No No 
This 
thesis 
Analytical Both No Yes Yes Yes 
 
 
2.6 Microwave antennas 
In this subsection, we now turn our attention to background research in the other main area of 
research in this thesis, namely microwave antennas. An antenna is defined as a section of a 
communication system aimed to send or receive electromagnetic waves carrying the 
modulated information [46]. It should be noted that, as illustrated in Figure 2-20 (A), 
antennas are generally connected to other elements of the communication system using a 
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transmission line or waveguide. A typical equivalent model of a transmitter antenna is shown 
in Figure 2-20 (B). The antenna impedance is represented in Equation 2-5, where 𝑅𝑅𝐴𝐴 and 𝑋𝑋𝐴𝐴 
represent the antenna’s resistance and reactance. The antenna’s resistance, 𝑅𝑅𝐴𝐴 in this model, 
includes the radiation resistance 𝑅𝑅𝑡𝑡 and the loss resistance 𝑅𝑅𝑉𝑉 which denotes the conduction 
and dielectric losses.  
𝑍𝑍𝐴𝐴 = 𝑅𝑅𝐴𝐴 + 𝑗𝑗𝑋𝑋𝐴𝐴  2-5 
𝑅𝑅𝐴𝐴 = 𝑅𝑅𝑡𝑡 + 𝑅𝑅𝑉𝑉  2-6 
Since different properties are expected from antennas in different communication systems, 
the field of antenna design has been in constant development since it was first introduced in 
the last century. There are different types of antenna structures, each having unique merits for 
a particular application. For instance, some antennas are more directional, meaning that they 
are capable of propagating most of the signal power in specific directions, such as log-
periodic and horn antennas; whereas some other antennas may provide wider bandwidth, like 
spiral antennas. In this work two different antenna structures called microstrip patch antennas 
and leaky wave antennas are reviewed.       




Figure  2-20: Schematic of (A) typical microwave antenna based communication system and 
(B) a typical antenna transmitter equivalent circuit. 
 
2.7 Basics of microstrip antennas 
Microstrip antenna is perhaps one of the most well-known examples of planar antenna. Planar 
structures are typically unbalanced, consisting of uniform conductors on a dielectric substrate 
[47]. The majority of planar structures were designed using microstrip transmission lines. 
Microstrip transmission lines consist of conducting strips on one side and the ground plane on 
the other side of the dielectric substrate. A side view of a typical microstrip transmission line 
including the electric and magnetic field lines is illustrated in Figure 2-21. A detailed 
explanation of microstrip transmission lines including characteristic properties, effective 
dielectric constant and losses within the microstrip structures was presented in [48, 49].   




Figure  2-21: A side view of a typical microstrip transmission line including the electric 𝐸𝐸 and 
magnetic 𝐻𝐻 fields. 
 
The microstrip antenna, due to its modest design complexity, low manufacturing cost and 
performance, is a popular candidate for satellite, missile, mobile and wireless applications. 
However, microstrip antennas suffer from low efficiency and power, low scanning ability and 
narrow frequency bandwidth; which need to be considered and compensated in the design 
process. 
 
2.7.1 Patch antenna  
The patch antenna is perhaps the most well-known microstrip antenna. This group of 
antennas consists of a microstrip patch on top of the substrate and a ground plane on the other 
side. The patch, which is the radiating element of the antenna, can take different geometry 
such as, rectangular, circular, elliptical, whole or portion of circular rings. The specific 
geometry is chosen depending on the radiation and bandwidth required in a specific 
application. A variety of substrate materials are used in the design of microstrip patch 
antennas. Thick substrates with low dielectric constants (𝜀𝜀𝑡𝑡) (around 2.2) are more desirable 
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for applications where the size of the antenna is not of great interest and instead, a larger 
bandwidth and higher efficiency are required. In contrast, a thin substrate with high dielectric 
constant (𝜀𝜀𝑡𝑡) (around 12) results in a compact design that is desirable for microwave circuitry 
at the expense of scarifying the bandwidth and efficiency [50]. 
As seen in Figure 2-20, the signal has to be transferred to the antenna structure. As a result of 
the inherent low gain of microstrip patch antennas’ structures, a suitable feeding method that 
ensures most of the signal power is coupled to the structure is necessary. Furthermore, the 
feeding method directly influences the impedance matching, surface waves and operating 
modes of the microstrip patch antenna [51]. There are different feeding techniques, including 
microstrip inset, coaxial, aperture coupling and proximity coupling. Each of these feeding 
methods has its own merits and drawbacks. The microstrip inset feed is the most common 
feeding method used in microstrip patch antenna design, due to its ease of modelling and 
fabrication. It should be noted that this feeding method introduces high surface waves and 
spurious feed radiation in thick substrates. Coaxial feeding however is more difficult to 
model and not suitable for microstrip arrays as it leads to lots of soldering and coaxial lines. 
Coaxial feeding generates less spurious radiation. On the other hand, aperture and proximity 
coupling methods are more difficult to fabricate but will result in reduced surface waves and 
larger bandwidth [51, 52]. Figure 4.22 shows the schematic of the four commonly used 
feeding methods for typical microstrip patch antenna structure.   




Figure  2-22: Microstrip patch antenna feeding methods: (A) microstrip inset feed line, (B) 
coaxial, (C) aperture coupling and (D) proximity coupling. 
 
2.7.2 Design procedure 
In order to design the patch antenna, first the length (𝑓𝑓) and width (𝑊𝑊) of the patch should be 
calculated. These values are then used to calculate the inset feed location and feed line 
dimensions using the formulae explained in the following sections. A simple patch antenna 
and the parameters needed to design the microstrip patch antenna are illustrated in Figure 2-
23 (A). The equivalent circuit model of the two radiating slots of the microstrip patch antenna 
is shown in Figure 2-23 (B). The numbers in Figure 2-23 (B) indicate the first and second 
radiation slot equivalent circuit model parameters.  
 




Figure  2-23: Microstrip patch antenna: (A) typical antenna geometry and (B) equivalent 
circuit model. 
 
2.7.2.1 Patch width calculation 
Microstrip patch antenna width can be calculated as follows [15, 53, 54]:                                                                      
𝑊𝑊 =  
𝑠𝑠
2𝑓𝑓𝑜𝑜�
(𝜀𝜀𝑡𝑡  + 1)
2
  2-7 
 
It is important to point out that the width of the patch antenna will largely affect input 
resistance, bandwidth and antenna gain and have very little effect on resonant frequency and 
radiation pattern. Equation  2-7 gives a practical width for the patch, which results in good 
radiation efficiencies. 
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2.7.2.2 Patch length calculation 
The length of the patch antenna mainly dominates the patch resonant frequency and plays a 
vital role in design. This is due to the narrow bandwidth nature of patch antenna. Length (𝑓𝑓) 
can be approximated using Equation  2-8 [50].                                                                                                 
𝑓𝑓 =  𝑓𝑓𝑒𝑒𝑒𝑒𝑒𝑒 − 2∆𝑓𝑓  2-8 
The effective length of the patch is 𝑓𝑓𝑒𝑒𝑒𝑒𝑒𝑒 and ∆𝑓𝑓 is the extension length on either side of the 
patch. Equations  2-9 and  2-10 can be used to calculate the 𝑓𝑓𝑒𝑒𝑒𝑒𝑒𝑒 and ∆𝑓𝑓 respectively [50, 53, 
55].                                                                         
𝑓𝑓𝑒𝑒𝑒𝑒𝑒𝑒 =  
𝑠𝑠
2𝑓𝑓𝑜𝑜�𝜀𝜀𝑡𝑡𝑒𝑒𝑒𝑒𝑒𝑒
  2-9 
∆𝑓𝑓 = 0.412ℎ
�𝜖𝜖𝑡𝑡𝑒𝑒𝑒𝑒𝑒𝑒 + 0.3� �
𝑊𝑊
ℎ + 0.264�
�𝜀𝜀𝑡𝑡𝑒𝑒𝑒𝑒𝑒𝑒 − 0.258� �
𝑊𝑊
ℎ + 0.8�
  2-10 
The effective dielectric constant (𝜖𝜖𝑡𝑡𝑒𝑒𝑒𝑒𝑒𝑒) can be calculated using Equation  2-11 [15, 50]. 
𝜀𝜀𝑡𝑡𝑒𝑒𝑒𝑒𝑒𝑒 =  
𝜀𝜀𝑡𝑡 + 1
2
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2.7.2.3 Ground plane dimensions  
The calculation of patch dimensions above is based on an assumption of infinite ground 
planes. In practice only a finite ground plane can be realised. The effect of the infinite ground 
plane can be also achieved in a finite plane by satisfying the condition set out in 
Equations  2-12 and  2-13 [55].                    
45 | P a g e  
 
 
𝑓𝑓𝑔𝑔 ≥ 6ℎ + 𝑓𝑓 
 
 2-12 
𝑊𝑊𝑔𝑔 ≥ 6ℎ + 𝑊𝑊  2-13 
 
2.7.2.4 Feed point location 
After the calculation of patch and ground plane dimensions, it’s important to evaluate the 
feed point location to maintain the best impedance match between the generator and the input 
impedance of the patch antenna [55]. There are different feeding techniques available, as 
reviewed in section  2.7.1, which result in different calculations. The microstrip inset feed line 
calculation is reviewed here to provide background for the patch antenna designed in Chapter 
5. In this feeding method, in addition to the feed point position (𝑥𝑥𝑒𝑒, 𝑦𝑦𝑒𝑒), feed line width (𝑊𝑊𝑒𝑒) 
and length (𝑓𝑓𝑒𝑒) also need to be calculated. 
The input resistance for the dominant mode 𝑇𝑇𝑇𝑇10 can be calculated from Equation  2-14. The 
use of a 50 Ω microstrip feed line is assumed for these equations. Therefore the inset point 
should be located where the patch antenna’s input impedance (𝑅𝑅𝑒𝑒,𝑖𝑖𝑖𝑖(𝑑𝑑)) would match the 
50Ω inset line. The inset feed distance (𝑑𝑑) from the first radiating edge can be seen in 
Figure  2-23 (A). The radiation resistance (𝑅𝑅𝑃𝑃,𝑖𝑖𝑖𝑖) at the patch can be approximated using 
Equation  2-15 [15]. This equation determines the input resistance assuming that there are no 
mutual coupling effects between the patch radiating slots.  
𝑅𝑅𝑒𝑒,𝑖𝑖𝑖𝑖(𝑑𝑑) =  𝑅𝑅𝑖𝑖,𝑖𝑖𝑖𝑖(0)𝑠𝑠𝑓𝑓𝑠𝑠2 �
𝜋𝜋𝑑𝑑
𝑓𝑓 �
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The conductance 𝐺𝐺1 can be calculated from Equation  2-16 [15]; 𝐼𝐼1 can be calculated from 
Equation  2-17 [15].  
𝐺𝐺1 =  
𝐼𝐼1
120𝜋𝜋2
  2-16 
𝐼𝐼1 =  𝑠𝑠𝑓𝑓𝑠𝑠(𝑘𝑘0𝑊𝑊) + (𝑘𝑘0𝑊𝑊)𝑆𝑆𝑖𝑖(𝑘𝑘0𝑊𝑊) + 
𝑠𝑠𝑆𝑆𝑛𝑛(𝑘𝑘0𝑊𝑊)
(𝑘𝑘0𝑊𝑊)
− 2   2-17 
Wave vector 𝑘𝑘0 can be calculated using Equation  2-18. 
𝑘𝑘0 =  
2𝜋𝜋
𝜆𝜆
  2-18 
In the feed line design, it is usual to select the feed line to be in the middle of the rectangular 
patch width in order to prevent the unwanted modes 𝑇𝑇𝑇𝑇1𝑖𝑖(𝑛𝑛 𝑓𝑓𝑑𝑑𝑑𝑑), hence:  




The width of the microstrip inset feed (𝑊𝑊𝑒𝑒) can be found either using the characteristic 
impedance (𝑍𝑍𝑎𝑎) of the inset feed that can be calculated using Equation  2-19 [50], or using 
microstrip line calculator software such as TXLine tool within the AWR Microwave Office 
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2.8 Leaky wave antenna  
Leaky wave antenna (LWA) is a type of antenna capable of radiation, by leaking input power 
along its waveguide structure. LWAs are profoundly different from the resonance antennas as 
they are based on travelling waves. In this section the fundamentals of the LWAs which 
include the basic physics and the core of the leaky wave process are reviewed. Further in this 
section a summary of recent advancements in this type of antenna, which enables the 
radiation through broadside and endfire, is revised. 
 
2.8.1 Fundamental concepts      
As the name leaky wave antenna implies, this type of antenna is traditionally a waveguide 
structure that can radiate by leaking the input energy from a type of aperture which exists 
along the structure into the free-space with the phase velocity greater than the speed of light. 
Therefore the dimensions of LWAs only affect the directivity of the antenna and not the 
operating frequency. LWAs offer the advantage of high directivity and the ability of space 
scanning by frequency variation without a sophisticated feeding network [56]. The first LWA 
was developed in 1940 by Hansen [57]. Since the introduction of the LWAs, this field is 
under constant development. A detailed review of the historical advancement of LWAs was 
presented in [58]. 
The wave above the LWA, in the free space, is described using Equation 2-20; where 𝛾𝛾(𝜔𝜔) is 
the frequency dependent complex propagation constant, which is defined in Equation 2-21 
and consists of the waveguide propagation constant (𝛽𝛽) and leakage constant (𝛼𝛼); 𝑘𝑘𝑦𝑦 is the 
transverse wave number which is the function of propagation constant (𝛽𝛽 (𝜔𝜔)) and therefore 
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frequency dependent, as defined in Equation 2-22 [59]. Free space wave number 𝑘𝑘0 is 
defined using Equation 2-23. Figure 2-24 illustrates a typical waveguide LWA.  
𝜓𝜓 (𝑟𝑟) = 𝜓𝜓0𝑠𝑠−𝛾𝛾𝑧𝑧𝑠𝑠−𝑗𝑗𝑘𝑘𝑧𝑧𝑧𝑧  2-20 
𝛾𝛾(𝜔𝜔) =  𝛼𝛼(𝜔𝜔) + 𝑗𝑗𝛽𝛽(𝜔𝜔)  2-21 
𝑘𝑘𝑦𝑦 ≅ �k02 − 𝛽𝛽2 (𝜔𝜔)
2
  2-22 
𝑘𝑘0 =  
𝜔𝜔
𝑠𝑠0
  2-23 
It is observed in Equation 2-22 that the transverse radiation constant (𝑘𝑘𝑦𝑦) can be imaginary 
when 𝛽𝛽(𝜔𝜔) > 𝑘𝑘0, which indicates that the phase velocity (𝜐𝜐𝑖𝑖) (Equation 2-24) of the 
propagated wave is slower than the speed light (𝑠𝑠), resulting in a wave decaying 
exponentially in free space as it travels away from the structure. Therefore the structure is 
known to be in guided wave mode. Conversely, 𝑘𝑘𝑦𝑦 can be purely real if 𝛽𝛽(𝜔𝜔) < 𝑘𝑘0; hence 
the phase velocity of the propagated wave is faster than the speed of light and therefore 




  2-24 
The direction (𝜃𝜃0) and width (∆𝜃𝜃) of the LWAs main beam are calculated using Equations 2-
25 and 2-26 [20]. It is observed in these two equations that the main beam direction and 
consequently main beam width are directly related to the propagation constant 𝛽𝛽(𝜔𝜔). 
Therefore, the radiation direction and width are frequency dependent. This means that LWAs 
are capable of changing the beam direction by altering the frequency of the propagated wave 
within the structure [60]. 
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𝜃𝜃0 = sin−1 �
𝛽𝛽(𝜔𝜔)
𝑘𝑘0
�  2-25 
∆𝜃𝜃 ≈
1
(𝑙𝑙 𝜆𝜆0⁄ ) cos𝜃𝜃0




  2-27 
The 𝑙𝑙 and 𝜆𝜆0in Equation 2-26 are the length of the LWA and free space wavelength (Equation 
2-27) respectively.  
 
Figure  2-24: A typical LWA: a uniform waveguide with narrow leakage aperture. 
 
The other important factor in LWAs is the leakage factor (𝛼𝛼). The leakage factor represents 
the amount of radiation per unit length plus the ohmic and dielectric losses in the radiative 
structures such as LWAs. It should be noted that in the design of recent antennas, due to the 
use of high quality substrates, the ohmic and dielectric losses can be neglected. Therefore, the 
lower the leakage factor, the larger the structure can be made and hence the higher directivity 
can be achieved in LWAs. Practically the LWAs are designed long enough to achieve high 
radiation of around 90% of their input powers [61] and the remaining power dissipates in the 
matched termination at the end of the structure [59]. The approximate electrical length of the 
structure with 90% radiation efficiency can be found using Equation 2-28 [20].  
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2.8.2 LWA classification  
LWAs can be classified based on their direction of propagation into a unidirectional or 
bidirectional LWA. In the unidirectional LWAs, the antenna is fed by a source at either end 
of the structure. Whereas in bidirectional LWAs the structure is generally fed by a source 
placed in the middle of the structure. On the other hand, the LWAs are divided into three 
categories based on their structure known as, uniform, quasi-uniform and periodic.  
In the uniform LWAs, the antenna’s transverse cross section does not change along the 
propagation axis. In these structures the propagation constant (𝛽𝛽(𝜔𝜔)) is always greater than 
zero and therefore these structures only support forward radiation. An example of a uniform 
LWA is shown in Figure 2-25 (A), where a rectangular waveguide with a narrow slit along its 
wall is presented. This structure supports the radiation of the dominant mode TE10, which is a 
fast wave (the propagation constant is smaller than the free space wave number (𝛽𝛽 < 𝑘𝑘0)). 
The uniform LWAs are capable of frequency scanning from near broadside to approximately 
endfire by increasing the input frequency of the structure. However the LWA’s ability to 
radiate through the broadside and endfire strictly depends on the structure and material used 
in its design. For instance, the presented LWA in Figure 2-25 (A) can only scan the areas as 
close as 15° to both the broadside and endfire limits. This shortfall can be alleviated by filling 
half of the waveguide structure with dielectric material. This will result in the generation of 
the slow wave region (𝛽𝛽(𝜔𝜔) > 𝑘𝑘0) as well as the fast wave region (𝛽𝛽 (𝜔𝜔) < 𝑘𝑘0) and 
therefore the transition between these two regions will result in near endfire radiation 
(𝛽𝛽 ≈ 𝑘𝑘0) [59].   
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Quasi-uniform LWA structures are very similar to the uniform LWAs, except that periodic 
structures are used as apertures for the radiation. It should be noted that the period of these 
structures must be significantly smaller than the guided wavelength (𝜆𝜆𝑔𝑔) to prevent the higher 
order space harmonics radiating within the operating frequency range of the LWA [62]. 
In periodic LWAs, the structure has a periodic variation in one of its features. This 
periodicity can happen in the metallisation, aperture, permeability or even permittivity of the 
structure. Such periodic variations can be represented using a Fourier series with an infinite 
series of spatial harmonics and associated propagation modes. In these structures, the 
fundamental mode is a non-radiating mode. Therefore the periodic LWAs support slow wave 
propagation (𝛽𝛽(𝜔𝜔) > 𝑘𝑘0). Some of the propagation modes in these structures are fast and 
therefore radiating. One of the advantages of the periodic LWAs is that they enable both 
forward and backward radiation with positive and negative mode indices (𝑛𝑛) [63]. This 
advantage makes them more appealing for practical applications. Figure 2-25 (B) illustrates a 
typical periodic LWA structure. The LWA illustrated in Figure 2-25 (B) consists of a 
waveguide filled with dielectric and periodic radiating cuts on its wall. In this structure, due 
to the presence of the dielectric, the fundamental space harmonic is associated with TE10 
which is normally slow wave and therefore non-radiative. The fast mode which radiates in 
this structure is highly related to the LWA design of the radiating slits. These structures can 
be designed to radiate at fast mode related to 𝑛𝑛 = −1 [63]. Table 2-2 summarises the main 
difference between the uniform and periodic LWA structures. 
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Table  2-2: Summary of the properties of the uniform and periodic LWAs. 








Forward radiation only Fast 𝛽𝛽0 No 
Periodic 
LWAs 
Both forward and backward 
radiation 




Figure  2-25: Waveguide leaky wave antennas: (A) uniform structure, (B) periodic structure. 
 
2.8.3 Recent advancement in LWAs  
In this section, some of the recent developments in the field of LWAs’ design are reviewed. 
One of the weaknesses of conventional LWAs that restrict their application is their failure to 
scan through entire space from backfire to endfire. This fundamental drawback was alleviated 
by using CRLH metamaterials. The concept of CRLH is reviewed in section 2.9 in more 
detail.  
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The authors of [64] introduced the LWA design based on substrate integrated waveguide 
(SIW) which enables forward radiation up to very close proximity of endfire. In comparison 
with conventional rectangular waveguide LWAs, the SIW-LWA offers low production cost, 
small losses, lighter weight and better integrability with planar structures. Figure 2-26 
represents the SIW-LWA structure proposed in [64]. It can be observed in Figure 2-26 that 
the SIW-LWA is similar to a rectangular waveguide. This SIW-LWA is designed by shorting 
the wide microstrip line, on the top of the substrate, to the ground plane on the other side of 
the substrate, through a number of reasonably spaced vias (𝑆𝑆 ≪ 𝜆𝜆𝑔𝑔
4
). The leakage is achieved 
and controlled through a periodic set of apertures that perturb the current distribution on the 
top of the SIW. It should be noted that the SIW-LWA presented in this work can only scan 
through the forward quadrant. This structure is able to scan through the endfire with pencil 
beam radiation when the ground plane length is considered to be large. The LWA structure in 
this work maintained a small space between the leaking apertures and was therefore 
characterised as a quasi-uniform LWA working at fast TE10 mode. 
 
Figure  2-26: Geometry of quasi-uniform SIW-LWA [64]. 
 
The radiation pattern achieved by this structure is shown in Figure 2-27. It is observed in this 
figure that as the frequency increases from 10.2 GHz to 11.7 GHz, the main lobe direction of 
the radiation pattern moves from the near broadside to around endfire. The LWA in this work 
exhibits a small leakage factor due to the material loss and therefore indicates poor radiation 
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in the broadside direction. It should be noted that the radiation patterns achieved from the 
simulation of the finite ground plane structure can approach the infinite ground plane 
radiation pattern by increasing the size of the ground plane, although they will always exhibit 
6 dB differences at the endfire due to diffraction.    
 
Figure  2-27: Radiation pattern indicating the forward quadrant frequency scanning of the 
SIW LWA of [64]. 
 
The authors of [65] provide a novel method to enable the broadside radiation of periodic 
LWAs. This method is based on the introduction of the quarter wave transformer within the 
unit cell of a periodic LWA to ensure real and nonzero Bloch impedance at the broadside 
frequency. Bloch impedance is a concept used in analysis of periodic structures, which 
represents the ratio of the voltage and current in the eigen-modes, as a generalisation of the 
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familiar characteristic impedance concept in transmission line. The proposed method was 
examined on two periodic microstrip LWAs with one and two radiating elements in the unit 
cell, resulting in elimination of the stopband at the broadside frequency. In order to design the 
quarter wave transformer first the broadside radiation frequency was extracted from the 
dispersion diagram of the unperturbed LWA. The input impedance of the unit cell, when 
looking to the right of the radiating element is assumed to be 𝑍𝑍𝑖𝑖𝑖𝑖𝑅𝑅 . The distance (𝑑𝑑) on the left 
side of the radiating structure is calculated in order to achieve purely real input impedance 
(𝑍𝑍𝑑𝑑), when looking to the right from the left side of the LWA unit cell. The quarter wave 
matching transformer with the characteristic impedance of 𝑍𝑍𝑇𝑇 is replaced at distance 𝑑𝑑 from 
the radiating element [65]. A schematic of the designed periodic LWA of this work is 
illustrated in Figure 2-28. Therefore the designed LWA structure, due to the inclusion of the 
quarter wave transformer within the structure, is always having the input impedance of  𝑍𝑍𝑖𝑖𝑖𝑖𝑅𝑅  
when looking towards its right side. This structure prevents the open stopband at the 
broadside frequency. The broadside radiation of the structure is investigated in Figure 2-29 
[65]. It should be noted that the proposed method is simple and can be generalised to any 
form of periodic structure. This method requires an iterative process to find the accurate 
broadside radiation frequency.  
 
Figure  2-28: Proposed structure of periodic LWA in [65] which includes quarter wave 
transformer to enable broadside radiation. 





Figure  2-29: Confirmation of broadside radiation for the structure presented in figure 2-28. 
 
A ferrite based LWA is another example of the recent breakthroughs in the field of LWA 
design. In [66], a uniform waveguide LWA is filled with ferrite material in order to enable 
the bidirectional beam leakage. The LWA structure is biased by the magnetic field 𝐻𝐻0 
perpendicular to the width of the waveguide structure and the leakage happens from the open 
wall of the waveguide. The LWA designed in this work is presented in Figure 2-30. It should 
be noted that due to high permittivity of the ferrite material only a small portion of the 
propagating wave inside the waveguide structure leaked out. This structure is capable of 
space scanning both by steering the frequency, where the biasing magnetic field is constant 
and by varying the biasing field keeping the input frequency constant. The radiation pattern 
shown in Figure 2-31 (A) and (B) illustrates the beam scanning by changing the frequency 
and the biasing field respectively. The structure in this work is filled with the material offered 
by muRata as a ferrite material. It should be noted that the designed structures in this work 
suffer from a number of weaknesses including, low gain, as a result of using a high loss 
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ferrite material and degradation of the radiation pattern by changing the radiation direction; 
due to the narrow bandwidth input matching network used in this design. Although the 
proposed design in this work clearly presents the bidirectional radiation, however due to the 
waveguide nature of this design, it is unable to radiate at the backfire and endfire.   
 
Figure  2-30: Proposed ferrite LWA [66]. 
 
 
Figure  2-31 Ferrite LWA radiation pattern confirming the space scanning for (A) fixed biased 
and (B) fixed frequency. 
 
Another revolutionary development in the field of LWA design is the use of metamaterial 
that enables scanning from the backfire to endfire continuously even through the broadside 
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without any radiation degradation. CRLH metamaterials, discussed in more detail in the next 
section, have an unusual dispersion diagram that is shown in Figure 2-32. The dispersion 
diagram of the CRLH structures, unlike natural materials, includes both positive and negative 
propagation constants. This unusual property of the CRLH structures makes them a great 
candidate for planar LWA design. The first CRLH-LWA was introduced in [67] where the 
left handed (LH) properties were generated using interdigital capacitors and stub inductors; 
and the right handed (RH) properties came from the magnetic flux, generated by the current 
following through the interdigital capacitor and the capacitance due to the parallel plate 
voltage gradients between the trace and the ground plane [60]. The proposed CRLH-LWA in 
[67] is illustrated in Figure 2-33. It can be seen in this figure that CRLH-LWA is structurally 
periodic, but due to its small unit cell length with respect to the LWA, the structure is 
assumed to be quasi-uniform and therefore operating in dominant 𝑛𝑛 = 0 space harmonic. The 
full wave radiation pattern of the planar CRLH-LWA of Figure 2-33 with 41 unit cells is 
shown in Figure 2-34 [68]. It is observed from the radiation pattern that the CRLH based 
LWA is capable of space scanning from the backward radiating region (LH properties), 
through broadside (𝛽𝛽 = 0) and to the forward radiating region (RH properties) by increasing 
the operating frequency. It should be noted that the radiation in the broadside direction can 
only happen if the open stopband in the dispersion diagram is prevented in the design 
procedure. This can be achieved by designing the balanced CRLH structure, where the 
resonance frequency of the LH and RH elements are the same.   




Figure  2-32: Dispersion diagram indicating the radiating (fast wave) and guiding (slow wave) 
regions for balanced and unbalanced CRLH transmission lines [69]. 
 
 
Figure  2-33: Proposed CRLH-LWA schematics including the fabricated unit cell (adapted 
from [60]). 
 




Figure  2-34: A typical radiation pattern for the CRLH-LWA structure with 41 unit cells [68]. 
 
The application of CRLH-LWA is not bounded to the planar structures. Waveguide structures 
were also reported in [70, 71] that exhibit CRLH properties. The authors of [70] designed a 
LH waveguide structure by operating the waveguide under the cut off frequency of the 
fundamental mode, so that the waveguide exhibits its shunt inductor behaviour and dielectric 
filled corrugation to provide the series capacitor nature to the structure [70]. Although the 
proposed waveguide LWA in this work is capable of backward radiation, it presents a 
bandgap between the fundamental LH mode and the RH radiation mode and therefore the 
structure is incapable of broadside radiation. Conversely, the authors of [71] presented a 
balanced CRLH waveguide LWA which is capable of space scanning from -61° to 78° 
including the broadside radiation. The CRLH-LWA proposed in this work is a simple cut off 
waveguide structure backed by periodic short circuited stubs that makes the waveguide 
apertures capacitive. The schematic of the proposed CRLH waveguide LWA of this work is 
shown in Figure 2-35 [71]. 




Figure  2-35: (A) CRLH waveguide LWA structure. (B) unit cell [71]. 
      
2.9 Composite Right/Left Handed (CRLH) metamaterial 
CRLH transmission line was first introduced by Caloz et al in [19]. This type of material 
consists of RH and LH transmission lines. The RH transmission line is a conventional 
transmission line that can be modelled by a series inductor (𝑓𝑓𝑅𝑅´ ) and a shunt capacitor (𝐶𝐶𝑅𝑅´ ). 
The equivalent circuit model of RH-TL with the length (∆𝐻𝐻) is illustrated in Figure 2-36 (A). 
The pure LH transmission line, on the other hand, exhibits an unusual simultaneous negative 
permittivity and permeability and therefore a negative refractive index, which results in 
backward propagation in a radiating application. The pure LH transmission line is modelled 
by a series capacitor (𝐶𝐶𝑉𝑉´ ) and a shunt inductor (𝑓𝑓𝑉𝑉´ ) as seen in Figure 2-36 (B). It should be 
noted that purely LH transmission lines do not exist, since in the distributed realisation of the 
LH transmission line, as the wave propagates in the structure, the voltage and currents 
generated will induce RH counterparts of the LH elements in the design. The attribute of the 
RH parasitic increases as the frequency increases. This phenomenon introduces the concept 
of the CRLH transmission line, where both RH and LH properties coexist in the same 
structure. The equivalent circuit model of the CRLH-TL is shown in Figure 2-36 (C). CRLH 
structures at low frequencies behave as a LH transmission line and at higher frequencies as a 
RH transmission line. 
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CRLH-TLs are categorised into two groups, known as balanced and unbalanced CRLH-TLs. 
In the balanced CRLH-TL, the dispersion diagram does not indicate any discontinuity along 
the frequency axis. In order to achieve a balanced CRLH structure the resonant frequency of 
the series (𝜔𝜔𝑠𝑠𝑒𝑒) and shunt (𝜔𝜔𝑠𝑠ℎ) elements should be designed to be the same (𝜔𝜔𝑠𝑠𝑒𝑒 = 𝜔𝜔𝑠𝑠ℎ). 
The series and shunt resonant frequency can be calculated using Equations 2-29 and 2-30 
respectively [20]. On the other hand, an unbalanced CRLH structure exhibits a discontinuity 
along the frequency axis of its dispersion diagram. The transition frequency (𝜔𝜔0) between the 
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𝜔𝜔0 = �𝑓𝑓𝑅𝑅´ 𝐶𝐶𝑅𝑅´ 𝑓𝑓𝑉𝑉´ 𝐶𝐶𝑉𝑉´
−4
  2-31 
 
 
Figure  2-36: Lumped element equivalent circuit model of (A) RH, (B) purely LH and (C) 
CRLH transmission line. 
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It should be mentioned that the above formulation is for the homogenous CRLH transmission 
line, where the transmission line is assumed to have a constant cross section along the 
propagation direction. However the homogeneity can only maintained when the length of the 
unit cell (∆𝐻𝐻 ) is much smaller than the guided wavelength (𝜆𝜆𝑔𝑔). The practical effective 
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By assuming the effectively homogenous structure and using periodic boundary conditions, 
Equation 2-33 for the complex propagation constant was derived for the CRLH structure of 







  2-33 
The series impedance (𝑍𝑍) and shunt admittance (𝑍𝑍) of the CRLH unit cell is defined in 
Equations 2-34 and 2-35 respectively [72]. The dispersion diagram for the work presented in 
[73] is simulated using Equation 2-33 for both balanced and unbalanced CRLH transmission 
lines and is illustrated in Figure 2-37.  
𝑍𝑍(𝜔𝜔) = 𝑗𝑗(𝜔𝜔𝑓𝑓𝑅𝑅 −
1
𝜔𝜔𝐶𝐶𝑉𝑉
)  2-34 
𝑍𝑍(𝜔𝜔) = 𝑗𝑗(𝜔𝜔𝐶𝐶𝑅𝑅 −
1
𝜔𝜔𝑓𝑓𝑉𝑉
)  2-35 




Figure  2-37: Dispersion diagram for the balanced and unbalanced CRLH structure presented 
in [73] using Equation 2-33. 
     
2.10 Conclusion   
In this chapter, the concepts of some of the most interesting communication signal sources in 
the microwave and optical wave regions were reviewed. Special attention in the sections 
related to the optical wave sources was paid to the vertical cavity surface emitting lasers 
(VCSELs), as a promising alternative for the conventional edge emitting lasers. This provides 
the necessary background information for understanding the novel integrated VCSEL model 
proposed in Chapter 3. In the sections related to the microwave communication sources, the 
fundamentals of leaky wave antennas (LWAs) and composite right/left handed (CRLH) 
metamaterials were reviewed to establish the necessary knowledge required for 
understanding the proposed design for a nonlinear CRLH frequency doubler LWA in Chapter 
4. Furthermore, in this chapter, the design procedures for microstrip patch antennas were 
reviewed to support the understanding of the proposed method of combining the harmonic 
balance and EM analysis for the design and optimisation of the nonlinear active antennas 
developed in Chapter 5.      
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Some of the most significant work in the modelling of the VCSELs has been reviewed in this 
chapter. A summary of this work is provided in Table 2-1. The common problem with all 
these works is that the effect of the noise sources within the intrinsic VCSELs has not been 
taken into account. Among all the works reviewed in this field there is only one, [38], that 
presents an integrated VCSEL model capable of predicting the effect of the parasitic and 
matching network within the same model. However this work did not introduce a very 
accurate intrinsic VCSEL model. 
On the other hand, recent developments in the field of leaky wave antenna design indicate 
that the CRLH based LWA presents an easy design with the capability of space scanning 
from backfire through the broadside to the endfire with no beam degradation and without the 
need for sophisticated feeding techniques. However the interesting properties of the nonlinear 
CRLH are far away from being fully investigated. Nonlinear CRLH structures can be used to 
design the structures with even more interesting applications than the linear CRLH reviewed 
in this chapter. 
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3 INTEGRATED VERTICAL CAVITY SURFACE EMITTING 





Using visible light as a means of communication has always been attractive for human 
beings. In recent communication systems, optical fibres have been used as a low loss, high 
bandwidth and very fast alternative to traditional coaxial lines and waveguides for conveying 
microwave or millimetre wave signals.   
Lasers as the major source of generating optical signals have attracted lots of interest in 
recent decades. Laser diodes are divided into two different types, based on their direction of 
emission: conventional edge emitting laser diodes; and vertical cavity surface emitting laser 
diodes (VCSELs). Vertical Cavity Surface Emitting Lasers (VCSELs) were first proposed 
and manufactured by K. Iga and his colleagues at the Tokyo Institute of Technology in the 
1970s [1]. VCSELs have vertical emission, orthogonal to those of conventional facet mirror 
emitting lasers [2]. This simple orientation difference of the VCSELs’ cavity, dramatically 
improves the fabrication complexities and the output performance of the VCSELs in 
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comparison to the conventional semiconductor lasers [3, 4]. Compared to the edge emitting 
semiconductor lasers, VCSELs offer many advantages. Single longitudinal mode behaviour, 
low threshold current, high modulation bandwidth, small divergence angle of the output 
beam, capability of ultrahigh bit rate modulation, circular light beam, increased ability to 
integrate with other optoelectronic components, negligible temperature dependence around 
room temperature, cheap testing and packaging cost, are among the most important 
advantages offered by VCSELs [5-7]. Developments in the double fusion of GaAs/AlAs 
distributed Bragg reflectors (DBRs) to the AlGaInAs/InP QW active layer for the 1300 𝑛𝑛𝑛𝑛 
long-wavelength VCSELs, improves the drawbacks of the early stage InP-based materials 
used in the long-wavelength VCSELs. As an example of such drawbacks, high Auger 
recombination coefficient and complications in the achievement of a very high reflectivity 
(>99.9%) in the InP-based VCSEL can be mentioned [1]. Hence, VCSELs are good 
candidates for long-haul optical based computer networks such as metropolitan area networks 
(MAN) and a wide area network (WAN). 
In order to be able to investigate the optical communication systems before investing heavily 
in manufacturing, an accurate system model has to be developed. An accurate small signal 
model of a VCSEL is necessary to realise the device’s physical behaviour and its optimised 
performance. The lumped-element VCSEL model proposed in this chapter is based on the 
rate equations that gave a great insight into the physical features within the VCSEL’s 
structure. However, the model cannot claim to accurately portray the physical behaviour and 
the performance of the VCSEL unless it includes an accurate model of noises within the 
structure. Therefore the rate equation-based model proposed in this work takes into account 
the effects of intrinsic noise sources and noise arising from the electrical parasitic and the 
packaging. 
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One of the advantages of the proposed VCSEL lumped-elements model is that it can be easily 
modelled with circuit simulator software such as OrCAD PSpice. However lumped elements 
have a practical complexity of fabrication for the work in higher frequencies. In order to 
overcome this limitation, the distributed model of the VCSEL was introduced using quasi-
lumped technique. 
In this chapter an integrated transmission line based model for the VCSEL is proposed. The 
proposed integrated VCSEL model consists of three different sections; matching network, 
electrical parasitic model, which includes the effect of wire bonding and packaging; and 
intrinsic laser model that also includes intrinsic noise sources. The proposed model in this 
work is a realistic microwave optoelectronics model since it involves both practical 
microwave parameters such as the matching network and electrical parasitic, as well as the 
intrinsic laser characteristics using rate equations.   
The originality of this work is the use of accurate rate equations without any simplifying 
assumptions [8-11] and also the inclusion of intrinsic noise sources within the intrinsic 
VCSEL model. Furthermore, the integration of the matching network in the integrated model 
has never been reported for VCSEL modelling. 
 
3.2 Proposed integrated VCSEL model overview  
The integrated VCSEL model proposed in this work consists of three sections. The first 
section is the intrinsic model of the VCSEL. The proposed model for the VCSEL’s core is 
based on the rate equations. The rate equation-based model was used successfully in 
modelling conventional edge-emitting lasers [12]. The effects of the noise sources within the 
active layer and cavity of the VCSEL were included in the VCSEL model, which leads to 
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more realistic and practical applications. The proposed VCSEL model also takes into account 
the effect of the VCSEL’s nonlinearities, radiative and non-radiative recombination and 
Auger recombination within the VCSEL’s structure. The second section in the proposed 
integrated VCSEL model represents the electrical parasitics. The electrical parasitics produce 
high frequency roll-off in the input drive current of the intrinsic VCSEL; which in the time 
domain results in slowing down the fast transients of the VCSEL’s drive current waveform 
[13]. The electrical parasitics’ circuit used in this work takes into account the effects of 
parasitics arising from the packaging and the semiconductor chip. Finally the last section of 
the proposed integrated VCSEL model is the matching network. Similar to the system design 
in microwave applications, in optoelectronic devices such as lasers, the reflection towards the 
signal generator due to the impedance mismatch should be minimised. Matching networks 
also have vital importance in the modelling of the VCSELs as they provide better power 
transfer between the signal generator and the laser diode. A high level of RF power is needed 
to feed to the structure in order to overcome the losses related to electrical cable, bias tees and 
the packaging and bonding. Figure 3-1 represents the block diagram of the proposed 
integrated VCSEL model. Further in this chapter, to overcome the limitation of the lumped 
elements such as an inherent low frequency nature, a transmission line VCSEL model was 
proposed. The detailed design procedure of different parts of the integrated VCSEL model 
developed in this work, including the development of the distributed VCSEL model, is 
explained in separate sections of this chapter.  




Figure  3-1: Block diagram presentation of the proposed integrated VCSEL model. 
 
3.3 Intrinsic VCSEL model parameters derivation and analysis 
In this section the proposed small signal intrinsic model of a VCSEL is investigated by 
reviewing the derivation of the proposed VCSEL model’s parameters. Further in this section 
the noise characteristics of the VCSEL are analysed by calculating the spectral and cross-
spectral intensity of the intrinsic noise sources. Then the relative intensity noise (RIN) of the 
proposed VCSEL model is analysed in order to define the instability in the power of the 
VCSEL. Finally in this section, a distributed model of a VCSEL is developed using 
microstrip transmission lines; then the direct modulation and transient response of the 
modelled VCSEL is simulated. 
 
3.3.1 Proposed lumped element VCSEL model  
In order to model any type of laser diode a close understanding of the laser structure is of 
great importance. A 1300 𝑛𝑛𝑛𝑛 intra-cavity-contacted VCSEL is considered in this work. The 
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structural configuration of this VCSEL can be seen in Figure 3-2. The structure in Figure 3-2 
was selected for this work to serve as an example when developing the effects of VCSEL 
parasitics, which are structure dependent, further in this chapter. The VCSEL structure of 
Figure 3-2 consists of an InAs/InGaAs multiple quantum-well active region with a selectively 
oxidised current aperture of AlO, grown on an AlAs/GaAs substrate, sandwiched between 
two multilayer GaAlAs/AlAs DBRs [14]. The top and bottom layers have 21 and 35 pairs of 
quarter wavelength thick DBRs, with alternating high and low refractive indices. The 
VCSEL’s rate equations define the relationship between optical output power and the VCSEL 
drive current through three primary optical processes namely: (i) spontaneous emission, (ii) 
stimulated emission and (iii) absorption by taking into account the VCSEL structure. The 
single-mode VCSEL’s rate equations are expressed in Equations 3-1 and 3-2 [15]. The 
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Figure  3-2: Typical Vertical Cavity Surface Emitting Laser (VCSEL) structure. 
 
In order to solve the rate equations, firstly steady state analysis is performed. In the steady 
state condition, the average change in carrier and photon spectral intensities and therefore 
intrinsic noise sources, < 𝐹𝐹𝑁𝑁 > and < 𝐹𝐹𝑆𝑆 > are assumed to be zero. The steady state analysis 
enables the calculation of the average carrier and photon densities,  𝑁𝑁0 and 𝑆𝑆0 respectively. 
The VCSEL rate equations in the steady state are given in Equations 3-4 and 3-5; where 𝐼𝐼0is a 
DC pump current. 
0 =  
𝜂𝜂𝑖𝑖𝐼𝐼0
𝑞𝑞𝑉𝑉𝑎𝑎𝑎𝑎𝑎𝑎
−  �𝑚𝑚 + 𝐵𝐵𝑁𝑁0 +  𝐶𝐶𝑁𝑁02�𝑁𝑁0 − 𝐺𝐺. 𝑆𝑆0  3-4 
0 =  𝛤𝛤.𝛽𝛽.𝐵𝐵.𝑁𝑁02 + 𝛤𝛤.𝐺𝐺. 𝑆𝑆0 −  
𝑆𝑆0
𝜏𝜏𝑠𝑠
  3-5 
In order to calculate the VCSEL’s small signal circuit model parameters, Equations 3-4 and 
3-5 were linearised. Thus, the injected current 𝐼𝐼(𝐼𝐼), the carrier density 𝑁𝑁(𝐼𝐼) and the photon 
density 𝑆𝑆(𝐼𝐼) were expressed in Equations 3-6 to 3-8. Looking at Equations 3-1 and 3-2 it can 
be observed that the rate of change in carrier density (?̇?𝑁) depends on 𝐼𝐼,𝑁𝑁, 𝑆𝑆; while the rate of 
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change in photon density (?̇?𝑆) only depends on 𝑁𝑁 and  𝑆𝑆. Therefore to continue the 
linearisation process the derivatives of Equations 3-4 and 3-5 were calculated. 
𝑁𝑁(𝐼𝐼) =  𝑁𝑁0 + ∆𝑁𝑁(𝐼𝐼)  3-6 
𝑆𝑆(𝐼𝐼) =  𝑆𝑆0 +  ∆𝑆𝑆(𝐼𝐼)  3-7 
𝐼𝐼(𝐼𝐼) =  𝐼𝐼0 +  ∆𝐼𝐼(𝐼𝐼)  3-8 









∆𝑆𝑆  3-9 






∆𝑆𝑆  3-10 




∆𝐼𝐼 −  �𝑆𝑆𝑔𝑔𝑎𝑎0
𝑠𝑠0
1 + 𝜀𝜀𝑠𝑠0






∆?̇?𝑆 = �2.𝛤𝛤.𝛽𝛽.𝐵𝐵.𝑁𝑁0 +  𝛤𝛤. 𝑆𝑆𝑔𝑔.𝑎𝑎0.
𝑆𝑆0
1 +  𝜀𝜀. 𝑆𝑆0
� .∆𝑁𝑁
+ �𝛤𝛤. 𝑆𝑆𝑔𝑔. 𝑎𝑎0.
𝑁𝑁0 −  𝑁𝑁𝑎𝑎𝑡𝑡







3.3.1.1 Small signal equivalent circuit model 
The electrical equivalent circuit model of a conventional laser diode, which is based on the 
rate equations, was first introduced by Katz [12]. In this work a similar equivalent circuit 
schematic for the VCSEL is adopted as shown in Figure 3-3, where the elements 𝑓𝑓0, 𝑅𝑅0, 𝐶𝐶𝑗𝑗 
and 𝑅𝑅𝑗𝑗 represent the photon storage, damping resonance, the laser diode junction capacitance 
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and resistance, respectively. Moreover, 𝚤𝚤𝑖𝑖2���� and 𝑆𝑆𝑖𝑖2����� represent the current and voltage noise 
sources, respectively.  
 
Figure  3-3: Small signal electrical equivalent circuit of intrinsic VCSEL. 
 
The input to this circuit model is a small sinusoidal voltage ∆𝑉𝑉(𝐼𝐼) which produces a small 
sinusoidal current ∆𝐼𝐼(𝐼𝐼). In order to fully implement this equivalent model, the circuit 
elements of Figure 3-3 were calculated in terms of VCSEL’s intrinsic parameters. In order to 
do so the equivalent circuit model was analysed by applying Kirchhoff’s voltage and current 
law, resulting in Equations 3-13 and 3-14. The 𝑆𝑆𝑉𝑉 in these equations represents the stimulated 
current. On the other hand, the relationship between the small signal fluctuating diode 












 +  
𝑆𝑆𝑖𝑖
𝐶𝐶𝑗𝑗





















  3-15 
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Equation 3-16 was generated by differentiating Equation 3-15 with respect to time. Replacing 
Equation 3-16 in 3-11 and comparing the resulting equation (3-17) with Equation 3-13, the 
expressions for the junction capacitor and resistor (𝐶𝐶𝑗𝑗 ,𝑅𝑅𝑗𝑗) and stimulated current (𝑆𝑆𝑉𝑉) were 




























1 +  𝜀𝜀. 𝑆𝑆0





𝑁𝑁0 −  𝑁𝑁𝑎𝑎𝑡𝑡
(1 +  𝜀𝜀. 𝑆𝑆0)2
.∆𝑆𝑆� 
 3-17 
𝐶𝐶𝑗𝑗 =  
𝑁𝑁0. 𝑞𝑞.𝑉𝑉𝑎𝑎𝑎𝑎𝑎𝑎
𝑛𝑛.𝑉𝑉𝑇𝑇 . 𝜂𝜂𝑖𝑖
  3-18 
𝑅𝑅𝑗𝑗 =
 𝑛𝑛.𝑉𝑉𝑇𝑇 . 𝜂𝜂𝑖𝑖
𝑁𝑁0. 𝑞𝑞.𝑉𝑉𝑎𝑎𝑎𝑎𝑎𝑎 . (𝑆𝑆𝑔𝑔𝑎𝑎0.
𝑆𝑆0
1 +  𝜀𝜀. 𝑆𝑆0
+  𝑚𝑚 + 2.𝐵𝐵.𝑁𝑁0 + 3.𝐶𝐶.𝑁𝑁02)
  3-19 
 




(𝑁𝑁0 −  𝑁𝑁𝑎𝑎𝑡𝑡)
(1 +  𝜀𝜀. 𝑆𝑆0)2
.∆?̇?𝑆  3-20 
 
Expressions for photon storage ( 𝑓𝑓0) and resonance damping (𝑅𝑅0) were found in a similar 
manner by replacing 3-16 in 3-12 and comparing the resulting equation (3-21) with Equation 
3-14.  







(𝑁𝑁0 −  𝑁𝑁𝑎𝑎𝑡𝑡)
(1 +  𝜀𝜀. 𝑆𝑆0)2
.��2.𝛤𝛤.𝛽𝛽.𝐵𝐵.𝑁𝑁0
+  𝛤𝛤. 𝑆𝑆𝑔𝑔.𝑎𝑎0.
𝑆𝑆0





+ �𝛤𝛤. 𝑆𝑆𝑔𝑔. 𝑎𝑎0.
𝑁𝑁0 −  𝑁𝑁𝑎𝑎𝑡𝑡









(𝑁𝑁0 −  𝑁𝑁𝑎𝑎𝑡𝑡)
(1 +  𝜀𝜀. 𝑆𝑆)2 . (2.𝛤𝛤.𝛽𝛽.𝐵𝐵.𝑁𝑁0 +  𝛤𝛤. 𝑆𝑆𝑔𝑔. 𝑎𝑎0.
𝑆𝑆0
1 +  𝜀𝜀. 𝑆𝑆0
)




−  𝛤𝛤. 𝑆𝑆𝑔𝑔. 𝑎𝑎0.
𝑁𝑁0 −  𝑁𝑁𝑎𝑎𝑡𝑡
(1 +  𝜀𝜀. 𝑆𝑆0)2
)  3-23 
Equations 3-18 to 3-20, 3-22 and 3-23 indicate that the parameters of the VCSEL are all 
functions of both 𝑁𝑁0 and 𝑆𝑆0, which were obtained from the steady state rate Equations 3-4 
and 3-5. The authors of [15] used a similar approach but in the course off the work described 
in this thesis, some errors have been revealed in the derivation of their intrinsic model 
parameters equation. In order to calculate the parameters of the intrinsic VCSEL equivalent 
model using the equations calculated above, the VCSEL’s intrinsic parameters in Table 3-1 
were used. Table 3-1 summarises the required parameters of the VCSEL used in this work. 
The values of the proposed VCSEL equivalent circuit model were calculated for different 
normalised bias currents (𝑆𝑆0 𝑆𝑆𝑎𝑎ℎ⁄ ). It was observed in Figures 3-4 and 3-5 as the bias current 
increases above the threshold current and the VCSEL approaches its stimulated photon 
emission, the values of the junction resistance (𝑅𝑅𝑗𝑗), photon storage (𝑓𝑓0) and cavity losses (𝑅𝑅0) 
decrease to reach steady state; whereas the junction capacitance (𝐶𝐶𝑗𝑗), which according to its 
definition directly relates to bias voltage, increases to achieve its stimulated steady state. 
Although the values of the results in Figure 3-4 and 3-5 are different from the results in [11], 
due to inherent difference between the edge emitting lasers and the VCSEL structures used in 
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this thesis,  both results indicate the same trend of behaviour with changes in the biasing 
currents.   
Table  3-1: 1300 𝑛𝑛𝑛𝑛 VCSEL INTRINSIC PROPERTIES (Taken from [11, 15-17] ) 
Symbol Value Description 
𝜼𝜼𝒊𝒊 0.8 Internal quantum efficiency 
𝒎𝒎 2 Diode ideality factor 
𝑵𝑵𝒕𝒕𝒕𝒕 3.22 ×  1018 𝑠𝑠𝑛𝑛−3 Transparency electron number 
𝑨𝑨 1.1 ×  108 𝑠𝑠−1 Non-radiative recombination coefficient 
𝑩𝑩 1 ×  10−10 𝑠𝑠𝑛𝑛−3𝑠𝑠−1 Bimolecular recombination coefficient 
𝑪𝑪 3.57 ×  10−29 𝑠𝑠𝑛𝑛−6𝑠𝑠−1 Auger recombination coefficient 
𝜺𝜺 2.09 ×  10−17 𝑠𝑠𝑛𝑛3 Nonlinear gain coefficient 
𝒂𝒂𝟎𝟎 4.8 ×  10−16 𝑠𝑠𝑛𝑛+2 Differential gain coefficient 
𝜞𝜞 0.06 Confinement factor 
𝝊𝝊𝒈𝒈 7.7 ×  109 𝑠𝑠𝑛𝑛 𝑠𝑠−1 Group velocity 
𝜷𝜷 7 ×  10−3 Spontaneous emission gain 
𝑽𝑽𝒂𝒂𝒂𝒂𝒕𝒕 4 ×  10−12 𝑠𝑠𝑛𝑛3 Active layer volume 
𝑰𝑰𝒕𝒕𝒕𝒕 2.2 ×  10−3 𝑚𝑚 Threshold current 
𝝉𝝉𝑺𝑺 6.4 ×  10−12 𝑠𝑠 Photon lifetime 
𝝉𝝉𝑵𝑵 6.9 ×  10−10 𝑠𝑠 Carrier lifetime 
𝒒𝒒 1.602 ×  10−19 𝐶𝐶 Electron charge 
 




Figure  3-4: Junction resistance 𝑅𝑅𝑗𝑗 and capacitance 𝐶𝐶𝑗𝑗 as a function of normalised bias current. 
 
 
Figure  3-5: Photon storage L0 and cavity losses R0 as a function of normalised bias current. 
 
The effects of Langevin noise sources 𝐹𝐹𝑁𝑁 and 𝐹𝐹𝑆𝑆 were taken into account by calculating the 
spectral intensities and inter correlation of the noise sources. According to the McCumber 
analysis, changes in photon and electron densities in the semiconductor lasers are due to the 
noise impulse of unit integrated intensity [18]. The VCSEL’s spectral intensities, 〈𝐹𝐹𝑁𝑁2〉 , 〈𝐹𝐹𝑆𝑆2〉 
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and the cross spectral intensity 〈𝐹𝐹𝑁𝑁𝐹𝐹𝑆𝑆〉 of Langevin noises were obtained from the frequency 
of the carrier and photon entering and leaving the sources [11]. Following the rate of entering 
and leaving the photon and carrier sources (Figure 2-10) and the steady state rate Equations 
3-4 and 3-5, the following expressions were derived for the VCSEL Langevin noise sources 
in terms of 𝐼𝐼0 and 𝑆𝑆0.  
〈𝐹𝐹𝑁𝑁2〉 =  �𝑓𝑓𝑉𝑉𝑎𝑎𝑡𝑡𝑡𝑡𝑖𝑖𝑒𝑒𝑡𝑡𝑉𝑉𝑖𝑖𝑎𝑎𝑒𝑒𝑡𝑡 + �𝑓𝑓𝑉𝑉𝑎𝑎𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑒𝑒𝑡𝑡𝑉𝑉𝑒𝑒𝑎𝑎𝐿𝐿𝑒𝑒  
〈𝐹𝐹𝑁𝑁2〉 =  �𝑚𝑚 + 𝐵𝐵𝑁𝑁0 +  𝐶𝐶𝑁𝑁02�𝑁𝑁0 +  𝑆𝑆𝑔𝑔𝑎𝑎0.
𝑁𝑁0𝑆𝑆0
1 +  𝜀𝜀. 𝑆𝑆0
+  𝛤𝛤. 𝑆𝑆𝑔𝑔. 𝑎𝑎0.
𝑁𝑁𝑎𝑎𝑡𝑡𝑆𝑆0
1 +  𝜀𝜀. 𝑆𝑆0
 
Steady state rate Equation 3-4 was used to simplify the above equation. 
0 =  
𝜂𝜂𝑖𝑖𝑆𝑆0
𝑞𝑞𝑉𝑉𝑎𝑎𝑎𝑎𝑎𝑎
−  �𝑚𝑚 + 𝐵𝐵𝑁𝑁0 +  𝐶𝐶𝑁𝑁02�𝑁𝑁0  +  𝑆𝑆𝑔𝑔.𝑎𝑎0.
𝑁𝑁𝑎𝑎𝑡𝑡
1 +  𝜀𝜀𝑆𝑆
. 𝑆𝑆0 −  𝑆𝑆𝑔𝑔.𝑎𝑎0.
𝑁𝑁0
1 +  𝜀𝜀𝑆𝑆
. 𝑆𝑆0 
�𝑚𝑚 + 𝐵𝐵𝑁𝑁0 +  𝐶𝐶𝑁𝑁02�𝑁𝑁0 +  𝑆𝑆𝑔𝑔.𝑎𝑎0.
𝑁𝑁0
1 +  𝜀𝜀𝑆𝑆
. 𝑆𝑆0 =  
𝜂𝜂𝑖𝑖𝑆𝑆0
𝑞𝑞𝑉𝑉𝑎𝑎𝑎𝑎𝑎𝑎
 +  𝑆𝑆𝑔𝑔.𝑎𝑎0.
𝑁𝑁𝑎𝑎𝑡𝑡
1 +  𝜀𝜀𝑆𝑆
. 𝑆𝑆0 





1 +  𝜀𝜀. 𝑆𝑆0
+  𝛤𝛤. 𝑆𝑆𝑔𝑔.𝑎𝑎0.
𝑁𝑁𝑎𝑎𝑡𝑡𝑆𝑆0
1 +  𝜀𝜀. 𝑆𝑆0
 
〈𝐹𝐹𝑁𝑁2〉 =   
𝜂𝜂𝑖𝑖𝐼𝐼0
𝑞𝑞𝑉𝑉𝑎𝑎𝑎𝑎𝑎𝑎
+ (1 +  𝛤𝛤). 𝑆𝑆𝑔𝑔. 𝑎𝑎0.
𝑁𝑁𝑎𝑎𝑡𝑡𝑆𝑆0
1 +  𝜀𝜀. 𝑆𝑆0
  3-24 
〈𝐹𝐹𝑆𝑆2〉 =  �𝑓𝑓𝑃𝑃ℎ𝑜𝑜𝑎𝑎𝑜𝑜𝑖𝑖𝑉𝑉𝑖𝑖𝑎𝑎𝑒𝑒𝑡𝑡 + �𝑓𝑓𝑃𝑃ℎ𝑜𝑜𝑎𝑎𝑜𝑜𝑖𝑖𝑉𝑉𝑒𝑒𝑎𝑎𝐿𝐿𝑒𝑒  
〈𝐹𝐹𝑆𝑆2〉 =  𝛤𝛤.𝛽𝛽.𝐵𝐵.𝑁𝑁02 + 𝑆𝑆𝑔𝑔. 𝑎𝑎0.
𝑁𝑁0
1 +  𝜀𝜀𝑆𝑆
. 𝑆𝑆0  +  𝛤𝛤. 𝑆𝑆𝑔𝑔.𝑎𝑎0.
𝑁𝑁𝑎𝑎𝑡𝑡𝑆𝑆0
1 +  𝜀𝜀. 𝑆𝑆0




Steady state rate Equation 3-5 was used to simplify the above equation. 
0 =  𝛤𝛤.𝛽𝛽.𝐵𝐵.𝑁𝑁02 +  𝛤𝛤. 𝑆𝑆𝑔𝑔.𝑎𝑎0.
𝑁𝑁0
1 +  𝜀𝜀𝑆𝑆
. 𝑆𝑆0 −  𝛤𝛤. 𝑆𝑆𝑔𝑔. 𝑎𝑎0.
𝑁𝑁𝑎𝑎𝑡𝑡𝑆𝑆0
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𝛤𝛤.𝛽𝛽.𝐵𝐵.𝑁𝑁2 =  − 𝛤𝛤. 𝑆𝑆𝑔𝑔.𝑎𝑎0.
𝑁𝑁0
1 +  𝜀𝜀𝑆𝑆
. 𝑆𝑆0 +  𝛤𝛤. 𝑆𝑆𝑔𝑔. 𝑎𝑎0.
𝑁𝑁𝑎𝑎𝑡𝑡𝑆𝑆0








 +  2.𝛤𝛤. 𝑆𝑆𝑔𝑔. 𝑎𝑎0.
𝑁𝑁𝑎𝑎𝑡𝑡𝑆𝑆0
1 +  𝜀𝜀. 𝑆𝑆0
 +   (1 −  𝛤𝛤). 𝑆𝑆𝑔𝑔. 𝑎𝑎0.
𝑁𝑁0. 𝑆𝑆0
1 +  𝜀𝜀𝑆𝑆0
  3-26 
〈𝐹𝐹𝑁𝑁𝐹𝐹𝑆𝑆〉  =  −� 𝑓𝑓𝑁𝑁−𝑆𝑆 + �𝑓𝑓𝑆𝑆−𝑁𝑁 � 
〈𝐹𝐹𝑁𝑁𝐹𝐹𝑆𝑆〉  =  −�𝛤𝛤.𝛽𝛽.𝐵𝐵.𝑁𝑁02 + 𝑆𝑆𝑔𝑔. 𝑎𝑎0.
𝑁𝑁0
1 +  𝜀𝜀𝑆𝑆0
. 𝑆𝑆0 +  𝛤𝛤. 𝑆𝑆𝑔𝑔.𝑎𝑎0.
𝑁𝑁𝑎𝑎𝑡𝑡𝑆𝑆0
1 +  𝜀𝜀. 𝑆𝑆0
 � 
Using Equation 3-25, the cross spectral intensity 〈𝐹𝐹𝑁𝑁𝐹𝐹𝑆𝑆〉 was calculated as follows: 
〈𝐹𝐹𝑁𝑁𝐹𝐹𝑆𝑆〉  =  −�  
𝑆𝑆
𝜏𝜏𝑠𝑠
 +  2.𝛤𝛤. 𝑆𝑆𝑔𝑔. 𝑎𝑎0.
𝑁𝑁𝑎𝑎𝑡𝑡𝑆𝑆0
1 +  𝜀𝜀. 𝑆𝑆0
 �  3-27 
The spectral intensities of the current (𝑆𝑆𝑖𝑖𝑖𝑖), voltage (𝑆𝑆𝐿𝐿𝐿𝐿) noise sources and their cross spectral 
intensity (𝑆𝑆𝑖𝑖𝐿𝐿) were calculated by comparing the small signal rate Equations 3-1 and 3-2 with 














𝑆𝑆𝑖𝑖𝑖𝑖 =  
𝚤𝚤𝑖𝑖2����
∆𝑓𝑓













(𝑁𝑁0 −  𝑁𝑁𝑎𝑎𝑡𝑡)





(𝑁𝑁0 −  𝑁𝑁𝑎𝑎𝑡𝑡)
(1 +  𝜀𝜀. 𝑆𝑆)2 . (2.𝛤𝛤.𝛽𝛽.𝐵𝐵.𝑁𝑁0 +  𝛤𝛤. 𝑆𝑆𝑔𝑔.𝑎𝑎0.
𝑆𝑆0
1 +  𝜀𝜀. 𝑆𝑆0
)




(𝑁𝑁0 −  𝑁𝑁𝑎𝑎𝑡𝑡)
(1 +  𝜀𝜀. 𝑆𝑆0)2
∙ 𝐹𝐹𝑆𝑆 
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2 ∙ 𝑛𝑛2 ∙ 𝑉𝑉𝑇𝑇2
𝑁𝑁02. (2.𝛤𝛤.𝛽𝛽.𝐵𝐵.𝑁𝑁0 +  𝛤𝛤. 𝑆𝑆𝑔𝑔.𝑎𝑎0.
𝑆𝑆0
1 +  𝜀𝜀. 𝑆𝑆0
)2
∙ 〈𝐹𝐹𝑆𝑆2〉  3-29 




2 ∙ 𝑛𝑛 ∙ 𝑉𝑉𝑇𝑇 ∙ 𝑞𝑞 ∙ 𝑉𝑉𝑎𝑎𝑎𝑎𝑎𝑎
𝑁𝑁0 ∙ 𝜂𝜂𝑖𝑖 ∙ (2.𝛤𝛤.𝛽𝛽.𝐵𝐵.𝑁𝑁0 +  𝛤𝛤. 𝑆𝑆𝑔𝑔. 𝑎𝑎0.
𝑆𝑆0
1 +  𝜀𝜀. 𝑆𝑆0
)
∙ 〈𝐹𝐹𝑁𝑁.𝐹𝐹𝑆𝑆〉  3-30 
It is important to mention that a factor 2 was added to Equations 3-28 to 3-30 to achieve a 
more commonly used single-sided noise spectrum rather than the double-sided spectrum. It 
was observed from Equation 3-28 that the current noise source 𝑆𝑆𝑖𝑖 is mostly responsible for 
the Langevin noise in the carrier density and according to Equation 3-29 the variation in 
photon density is mainly due to the voltage noise source 𝑆𝑆𝑖𝑖. The noise sources 𝑆𝑆𝑖𝑖 and 𝑆𝑆𝑖𝑖  are 
mutually dependent due to the coupled rate equations and cross spectral intensity equation as 
observed in Equations 3-1, 3-2 and 3-30. Figures 3-6 to 3-8 indicate the spectral intensities of 
Langevin noise sources  𝑆𝑆𝑖𝑖𝑖𝑖 , 𝑆𝑆𝐿𝐿𝐿𝐿 and their cross spectral intensity 𝑆𝑆𝑖𝑖𝐿𝐿  given in Equations 3-28 
to 3-30 as a function of normalised bias current. Comparing the spectral intensities of 
Langevin noise sources for the edge emitting laser used in [11] and the simulated results in 
Figure 3-6 to 3-8 indicate the same trend as the value of the normalised bias current 
increases.     
 
Figure  3-6: Current noise spectral intensity (𝑆𝑆𝑖𝑖𝑖𝑖) as a function of normalised bias current. 





Figure  3-7: Voltage noise spectral intensity (𝑆𝑆𝐿𝐿𝐿𝐿) as a function of normalised bias current. 
 
 
Figure  3-8: Cross-spectral density of noise sources (𝑆𝑆𝑖𝑖𝐿𝐿 ) as a function of normalised bias 
current. 
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It can be observed from Figure 3-6 that 𝑆𝑆𝑖𝑖𝑖𝑖 increases significantly when 0 < 𝑆𝑆0/𝑆𝑆𝑎𝑎ℎ < 2 but as 
𝑆𝑆0/𝑆𝑆𝑎𝑎ℎ > 2 the rate of increase slows down and gradually approaches its steady state value. 
Similarly, in Figure 3-7 the voltage noise spectral intensity decreases significantly when 0 <
𝑆𝑆0/𝑆𝑆𝑎𝑎ℎ < 2 and then approaches to its steady state value when 𝑆𝑆0/𝑆𝑆𝑎𝑎ℎ > 4. In contrast with the 
trend of the spectral intensities in Figures 3-6 and 3-7, it is observed in Figure 3-8 the cross 
spectral intensity 𝑆𝑆𝑖𝑖𝐿𝐿 reached it steady state value much faster as the bias current just passed 
its threshold value. Table 3-2 summarises the intrinsic VCSEL’s equivalent circuit model 
elements for different normalised bias currents.  
Table  3-2: Parameters of the VCSEL equivalent model for different normalised bias currents 
and 4.5 𝐺𝐺𝐻𝐻𝐻𝐻 operating frequency. 
𝑰𝑰𝟎𝟎 𝑰𝑰𝒕𝒕𝒕𝒕⁄  𝑪𝑪𝒋𝒋 (𝒑𝒑𝒑𝒑) 𝑹𝑹𝒋𝒋 (Ω) 𝑹𝑹𝟎𝟎 (Ω) 𝑳𝑳𝟎𝟎 (𝒑𝒑𝒑𝒑) 𝒊𝒊𝒏𝒏𝟐𝟐���� (𝑨𝑨) 𝒗𝒗𝒏𝒏𝟐𝟐�����(𝑽𝑽) 
𝟏𝟏 23.66 16.03 1.11 1050 2.9𝑠𝑠−13 7.4𝑠𝑠−6 
𝟐𝟐 24.18 5.16 0.26 50.14 1.0𝑠𝑠−11 2.2𝑠𝑠−8 
𝟑𝟑 24.33 3.11 0.25 26.34 1.9𝑠𝑠−11 1.1𝑠𝑠−8 
𝟒𝟒 24.47 2.25 0.26 18.49 2.8𝑠𝑠−11 7.7𝑠𝑠−9 
 
Since the VCSEL equivalent circuit model’s elements were fully calculated, the extrinsic 
characteristics of the VCSEL such as; input impedance (𝑍𝑍(ѡ)), photon modulation 
transfer function (𝐻𝐻(ѡ)), junction voltage noise spectrum (𝑆𝑆12���� ∆𝑓𝑓⁄ ) and the relative intensity 
noise (𝑅𝑅𝐼𝐼𝑁𝑁 (𝜔𝜔)/∆𝑓𝑓) were analysed. The input impedance (𝑍𝑍(ѡ)) was calculated by 
analysing the total impedance of the equivalent circuit as seen in the derivation of Equation 
3-31. Figure 3-9 illustrates good agreement between input impedance of the VCSEL, 
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calculated using Equation 3-31 and simulating the equivalent circuit model in Figure 3-3 and 
the parameter set in Table 3-2 for 𝐼𝐼0 𝐼𝐼𝑎𝑎ℎ =⁄ 2 using AWR Microwave Office. This agreement 
in Figure 3-9 indicates that the calculation of 𝑍𝑍(𝜔𝜔) in Equation 3-31 is correct. The 
agreement between Figure 3-9 and published works such as in reference [1] indicates that the 
element values in Tables 3-1 and 3-2 are accurate and valid. Since the elements of the 
VCSEL equivalent circuit depend on the biasing current, therefore the input impedance of the 
VCSEL also changes with the changes in the bias current. The behaviour of the input 
impedance of the VCSEL for different normalised bias currents is illustrated in Figure 3-10.   




𝑍𝑍𝑆𝑆 =  𝑅𝑅0 + 𝑗𝑗ѡ𝑓𝑓0 
𝑍𝑍(ѡ)  =  𝑍𝑍𝑖𝑖 || 𝑍𝑍𝑆𝑆 =  
(𝑅𝑅0 + 𝑗𝑗ѡ𝑓𝑓0)
�1 + 









1 +  𝑗𝑗ѡ𝐶𝐶𝑗𝑗𝑅𝑅0 +  
𝑅𝑅0
𝑅𝑅𝑗𝑗
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Figure  3-9: Frequency dependence of the VCSEL input impedance. 
 
 
Figure  3-10: The impedance of an intrinsic VCSEL for various pump currents. 
 
It is observed in Figure 3-10 that at a given frequency below the relaxation oscillation of the 
VCSEL, the VCSEL impedance decreases from 35 Ω to 0.23 Ω when the bias current 
changes from 𝑆𝑆0 = 0.5𝑆𝑆𝑎𝑎ℎ to 𝑆𝑆0 = 3𝑆𝑆𝑎𝑎ℎ. The junction voltage noise spectrum (𝑆𝑆12���� ∆𝑓𝑓⁄ ) and 
relative intensity noise (𝑅𝑅𝐼𝐼𝑁𝑁 (𝜔𝜔)) are essential semiconductor laser characteristics as they 
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illustrate the laser capability of high-speed modulation in a communication system [7]. 
Equations 3-32 and 3-33 were derived to calculate junction voltage noise spectrum and 
relative intensity noise, using the method outlined in [7, 11, 19] for conventional 
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The small signal VCSEL relative intensity noise and junction voltage noise low frequency 
behaviour were analysed for the normalised biasing current when 𝐹𝐹𝑉𝑉𝑜𝑜 =  105 𝐻𝐻𝐻𝐻. It is 
observed in Figure 3-11 (a) and (b) that both relative intensity noise and junction voltage 
noise present a maximum at the onset of stimulated emission (𝑆𝑆0/𝑆𝑆𝑎𝑎ℎ = 1). Figure 3-12 (a) 
and (b) illustrates the spectra of both relative intensity noise and junction voltage noise, for 
different VCSEL normalised bias currents respectively. It can be seen in Figure 3-12 (a) and 
(b) when VCSEL is at stimulated emission (𝑆𝑆0 > 𝑆𝑆𝑎𝑎ℎ), a resonance at the VCSEL relaxation 
oscillation frequency (Ω𝑅𝑅) is observed. The value of relaxation oscillation frequency 
increases with an increase in 𝑆𝑆0. Both spectra remain constant when 𝐹𝐹 ≪  Ω𝑅𝑅 however, the 
value of this constant decreases as the bias current increases.  




Figure  3-11: Low frequency analysis of VCSEL, (a) relative intensity noise and (b) junction 
voltage noise spectrum as a function of normalized bias current (𝑓𝑓𝑉𝑉𝑜𝑜 = 105 𝐻𝐻𝐻𝐻). 
 
 
Figure  3-12: Frequency dependence of (a) relative intensity noise and (b) junction voltage 
noise spectrum for various pump currents. 
 
Another application of the small-signal VCSEL equivalent circuit model is that by using this 
model, the modulation response of the VCSEL can be analysed directly from the equivalent 
circuit model. In Figure 3-13 the modulation response of the VCSEL used in this work was 
investigated for different bias currents. It is detected from Figure 3-13 that the resonant peak 
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of the modulation response moves to higher frequencies as the biasing current increases; 
whereas the resonant peak magnitudes decrease. It is important to mention that in practice the 
electrical parasitics have large and limiting effects on the VCSEL’s modulation bandwidth. 
The effects of the electrical parasitics on the VCSEL’s modelling are investigated in detail in 
section 3.4. 
 
Figure  3-13: Intrinsic modulation response of the VCSEL for different biasing currents. 
 
3.3.2 Distributed intrinsic VCSEL model 
The lumped-element circuit model proposed earlier in this section has proven to have lots of 
advantages over the numerical models of VCSELs developed in the literature. The 
advantages of the lumped-element model enabled the integration of the parasitics and 
matching networks which yields accurate and realistic results. Furthermore, the lumped-
element VCSEL model enabled the use of circuit simulator software to analyse the advanced 
VCSEL properties such as; RIN, input impedance and modulation response of the VCSEL, 
with high accuracy. However, the lumped-element model has an inherent size limitation in 
the micro and millimetre wave region. Therefore, a distributed intrinsic VCSEL model is 
proposed based on the lumped-element model.  
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In order to convert the elements of the lumped-element VCSEL model (Figure 3-3) to the 
distributed model, the quasi-lumped method was used [20]. In this method, the lumped 
element will be replaced by the microstrip line with a specific width and length. In this 
method a shunt capacitor is modelled by a wide microstrip and the inductor with a floating 
short circuit series stub. Figure 3-14 represents the transmission line equivalent model of the 
intrinsic VCSEL model of Figure 3-3. In Table 3-3 the equivalence between the lumped 
elements and the transmission line model components is defined. The lengths of the inductor 
and capacitor in Table 3-3 are calculated using Equations 3-34 and 3-35 respectively. 
𝑙𝑙𝑆𝑆ℎ𝑉𝑉𝑎𝑎𝑖𝑖 = 𝜐𝜐𝑖𝑖𝑍𝑍0𝐶𝐶  3-34 






�  3-35 
The phase velocity (𝜐𝜐𝑖𝑖) and guided wavelength (𝜆𝜆𝑔𝑔) are defined as follows: the variables 𝑠𝑠 
and 𝜆𝜆0 are the speed of light and free space wavelength respectively. The effective dielectric 
constant (𝜀𝜀𝑒𝑒𝑒𝑒𝑒𝑒) is defined in section 2.7.2.2. The effective dielectric constant of Equation 2-
11 is defined for the structures with the larger width of the microstrip line, than the height of 
the substrate (𝑤𝑤 ℎ� > 1) [20]. The structure in this work satisfies the above condition. 








The width of the microstrip lines for both shunt inductance and capacitance were calculated 
using Equation 3-36. 
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Table  3-3: The equivalance between lumped element and transmission line model 
components and dimentions of the distributed elements. 
Lumped element Equivalent TLM Dimension (mm)/Impedance (Ω) 
𝑪𝑪𝒋𝒋 𝑍𝑍𝑉𝑉𝑗𝑗 𝑙𝑙 = 53.8 𝑤𝑤 = 9.2  
𝑳𝑳𝟎𝟎 𝑍𝑍𝑉𝑉0 𝑙𝑙 = 0.6 𝑤𝑤 = 9.2  
𝑹𝑹𝒋𝒋 𝑅𝑅𝑗𝑗 5.16 
𝑹𝑹𝟎𝟎 𝑅𝑅0 0.26 
 
 
Figure  3-14: Distributed presentation of the intrinsic VCSEL model. 
 
3.3.3 Intrinsic VCSEL dynamic response 
Since one of the common applications of any semiconductor laser including the VCSEL is to 
be used as a source of optical signal in high-speed fibre communications, the dynamic 
behaviour analysis of the VCSEL becomes extremely crucial. The transient response 
phenomena such as: switch-on (turn-on) delay (𝐼𝐼𝑜𝑜𝑖𝑖) and relaxation oscillation frequency 
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(Ω𝑅𝑅), will distort the pulse shape in high frequencies; therefore it is desirable to reduce these 
phenomena [21]. 
The effect of biasing current on the transient response of the VCSEL used in this work was 
analysed in Figure 3-15 by feeding the step waveform current (𝐼𝐼𝑠𝑠𝑎𝑎𝑒𝑒𝑖𝑖 = 2 𝑛𝑛𝑚𝑚) into the 
intrinsic VCSEL model (Figure 3-14). It is observed in Figure 3-15 that a higher equilibrium 
power level is achieved by increasing the biasing level. Furthermore, it is detected in Figure 
3-15 that turn on delay (𝐼𝐼𝑜𝑜𝑖𝑖) and the overshoot of the relaxation oscillation decreases as the 
biasing level increases.  
 
Figure  3-15: Transient response of intrinsic VCSEL for different biasing current. 
 
In Figure 3-16, the VCSEL transient response to a square pulse input current with a delay of 
1𝑛𝑛𝑆𝑆 and pulse width of 5𝑛𝑛𝑆𝑆, the low and high level of 0 and 5𝑛𝑛𝑚𝑚, is illustrated. It is 
observed from Figure 3-16 that the second pulse, occurring after the current magnitude 
changed to zero, is smaller than the first pulse at the onset of emission; this is due to spatial 
hole burning. This phenomenon indicated that once the step current reduced below the 
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threshold value for the short period of time (𝐼𝐼𝑜𝑜𝑒𝑒𝑒𝑒), the number of carriers in the active region 
exceeds the threshold values and results in a small secondary transient pulse. This increase in 
the carrier happened as the carriers diffused to the active region intersecting the optical mode 
to replace those that were lost to spatial hole burning [22].    
 
Figure  3-16: VCSEL 𝐼𝐼𝑜𝑜𝑒𝑒𝑒𝑒 and the spatial hole burning phenomenon. 
 
3.4 Electrical parasitics  
The precise bandwidth evaluation of the source has vital importance in any communication 
system. The modulation bandwidth of the VCSEL and its constraining factors are of great 
importance in determining the applications of the VCSEL in broadband optical fibre 
communication systems. Electrical parasitics introduce a high frequency roll-off in the 
frequency domain of the VCSEL derived current. This high frequency roll-off slows down 
the fast transient of the VCSEL drive current waveform and therefore reduces the modulation 
bandwidth [23].   
In order to include the effects of the electrical parasitics, the equivalent circuit of the parasitic 
network is added to the proposed VCSEL model. The parasitic network of the VCSEL can be 
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modelled as a cascade of the package or mount parasitics, which mainly include the bond 
wire series inductance and resistance and standoff shunt capacitance between the input 
package ports and parasitics linked with the VCSEL chip, which mainly includes the extrinsic 
parameters of the VCSEL. This method of modelling parasitics was also reported for 
conventional laser models [13]. Figure 3-17 illustrates the parasitic network used in the 
proposed VCSEL model.  
Hypothetically, parasitics linked with the VCSEL chip provide a shunt DC path draining the 
biasing current away from the VCSEL’s active region, which can be estimated with a simple 
shunt resistor [24]. However during high-speed modulation, the parasitic DC path related to 
the VCSEL chip is highly frequency and structure dependent and cannot be modelled with 
only a simple shunt resistor.  
In order to demonstrate VCSEL chip parasitics, the parasitic paths introduced within the 
VCSEL structure of Figure 3-2 can be observed in Figure 3-18. The series resistance (𝑅𝑅𝑠𝑠) in 
the VCSEL chip parasitic circuit model arises from substrate resistance (𝑅𝑅𝑆𝑆𝑆𝑆) below the 
VCSEL active region and the resistance between the P-contact and the active region (𝑅𝑅𝑆𝑆𝑃𝑃), 
which in the structure used in this work is very small (≈ 𝑛𝑛Ω). The 𝑝𝑝 − 𝑛𝑛 junction which is 
formed by sandwiching the active layer is modelled as the junction diodes (𝐷𝐷𝑉𝑉) and the 
corresponding capacitors (𝐶𝐶𝑉𝑉). A large resistance 𝑅𝑅𝑄𝑄 exists between the active region and the 
junction diode (𝐷𝐷𝑉𝑉). Resistance 𝑅𝑅𝑄𝑄 limits the escape of current from the VCSEL active region 
to the junction diode (𝐷𝐷𝑉𝑉). In series with the 𝐶𝐶𝑉𝑉is a substrate resistance (𝑅𝑅𝑆𝑆𝑆𝑆𝑆𝑆) [10, 13, 23, 
25]. 




Figure  3-17: The VCSEL parasitic network equivalent circuit model. 
 
 
Figure  3-18: Schematic cross-section of VCSEL with the parasitic path included. 
 
The value of parasitic network parameters can be calculated by fitting the experimentally 
measured S-parameters of the VCSEL to the equivalent circuit model using optimisation 
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software such as AWR Microwave Office [26]. The value of the parasitic parameters of 
Figure 3-17 are summarised in Table 3-4 [25].  
Table  3-4: VCSEL parasitic components value. 
Symbol Value Description 
𝑹𝑹𝒑𝒑 14 Ω Bondwire resistance 
𝑳𝑳𝒑𝒑 49.6 𝑝𝑝𝐻𝐻 Bondwire inductance 
𝑪𝑪𝒑𝒑 0.84 𝑝𝑝𝐹𝐹 Standoff shunt capacitance 
𝑹𝑹𝑺𝑺𝑺𝑺𝑩𝑩 64.6 Ω Chip substrate resistance 
𝑪𝑪𝑺𝑺 0.58 𝑝𝑝𝐹𝐹 Shunt parasitic capacitance 
𝑹𝑹𝑺𝑺 57.7 Ω Chip series resistance 
𝑹𝑹𝒊𝒊𝒏𝒏 50 Ω Generator resistance 
 
 
3.4.1 Distributed electric parasitic model  
In order to convert the lumped-element electrical parasitic model in Figure 3-17 to the 
distributed model, the same method used in designing the distributed intrinsic VCSEL was 
used. The lumped-element electrical parasitic model includes shunt capacitors and a series 
inductor. The conversion process of shunt capacitor to distributed counterpart was discussed 
earlier in section 3.3.2; therefore in this section the conversion procedure and equivalent 
distributed model of the series inductor are only reviewed. 
In the quasi-lumped method, a series inductance is modelled using a rather long microstrip 
line. The length of this microstrip line (𝑙𝑙𝑆𝑆𝐼𝐼𝑖𝑖𝑑𝑑) was calculated using Equation 3-37. The width 
of the microstrip line was calculated using Equation 3-36. Table 3-5 represents the 
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equivalence between the lumped element and distributed electric parasitic model and the 
dimensions of the distributed elements. A distributed model of the VCSEL electrical parasitic 
network is presented in Figure 3-19. 





Table  3-5: Equivalence between lumped element and transmission line model components 
and the dimension of distributed electric parasitic parameters’ model. 
Lumped element Equivalent TLM Dimension (mm)/Impedance (Ω) 
𝑳𝑳𝒑𝒑 𝑍𝑍𝑉𝑉𝑝𝑝 𝑙𝑙 = 0.56 𝑤𝑤 = 9.2  
𝑪𝑪𝒑𝒑 𝑍𝑍𝑉𝑉𝑝𝑝  𝑙𝑙 = 1.89 𝑤𝑤 = 9.2  
𝑪𝑪𝑺𝑺 𝑍𝑍𝑉𝑉𝑆𝑆 𝑙𝑙 = 1.29 𝑤𝑤 = 9.2  
𝑹𝑹𝒑𝒑 𝑅𝑅𝑖𝑖 14 Ω 
𝑹𝑹𝑺𝑺𝑺𝑺𝑩𝑩 𝑅𝑅𝑆𝑆𝑆𝑆𝑆𝑆 64.6 Ω 
𝑹𝑹𝑺𝑺 𝑅𝑅𝑆𝑆 57.7 Ω 
 
 
Figure  3-19: Distributon model representation of lumped-element electric parasitic model of 
Figure 3-17. 
 
In order to analyse the effects of a parasitic network on the proposed VCSEL model, the 
small signal frequency response of the VCSEL was compared for both with and without the 
inclusion of a parasitic network in the VCSEL model. The intrinsic and extrinsic relaxation 
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oscillation frequencies were calculated to be 4.8 𝐺𝐺𝐻𝐻𝐻𝐻 and 4.1 𝐺𝐺𝐻𝐻𝐻𝐻, respectively as illustrated 
in Figure 3-20. The results in Figure 3-20 were found by simulating the current flowing 
across the intrinsic VCSEL model with and without the inclusion of the parasitic network 
using OrCAD PSpice Design Environment. It is observed in Figure 3-20 that the inclusion of 
the parasitic reduces the magnitude of the frequency response at the relaxation frequency (𝑓𝑓𝑡𝑡) 
by approximately 8 𝑑𝑑𝐵𝐵. It is important to mention that the existence of the large electrical 
parasitics can dramatically reduce the 𝑓𝑓−3𝑑𝑑𝑆𝑆 point to under 𝑓𝑓𝑡𝑡. It is also observed in Figure   
3-20, that the VCSEL modelled in this work exhibits a dip before resonance frequency when 
the parasitic network was included and this is due to the rather large 𝑅𝑅𝑆𝑆𝐶𝐶𝑆𝑆 product. The dip in 
the frequency response of the VCSEL indicates that the VCSEL model in this work has 
similar behaviour to that of an etched mesa buried heterostructure (EMBH) laser [10].   
 
Figure  3-20: Intrinsic and extrinsic resonant frequency of the integrated VCSEL model. 
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3.5 Matching network 
Semiconductor lasers can be used as a source of microwave or millimetre wave signals. The 
optical signal processing techniques for microwave and millimetre wave signal generation 
was studied in [27]. In these high frequency applications the matching network is necessary 
first to minimise the reflections towards the signal generator due to impedance mismatch 
[28]; and secondly, due to the high level of RF power required to overcome the ohmic losses 
related to electrical parasitics, bias tee and electrical cables. It is important to point out that at 
high frequencies, parasitics introduce a roll-off in laser modulation response and therefore, it 
is important to include parasitic effects in the design of the matching network [13].   
There are a number of matching techniques available, such as: the conventional method of 
connecting the series chip resistor between the signal generator and the laser model[29]; or 
using matching networks. Matching networks are widely preferred in laser diode matching [8, 
30-32], as they provide better power transfer from the signal generator to the VCSEL model. 
In the proposed integrated VCSEL model, a simple L-matching network [20], as illustrated in 
Figure 3-21 (A), was used to match the lumped element VCSEL model with the signal 
generator. However realising lumped elements in the Gigahertz region is rather difficult as 
they have to be very small with respect to the operating wavelength. As illustrated in [33] a 
passive lumped-element matching network was implemented at 5.6 𝐺𝐺𝐻𝐻𝐻𝐻 using spiral 
inductors and monolithically integrated Metal Insulator Metal (MIM) capacitors to minimise 
the physical dimension. In order to overcome the size and bandwidth limitation of an L-
matching network, a shunt stub matching network (Figure 3-21 (B)) was designed in the 
distributed model of the proposed integrated VCSEL model.   
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3.5.1 Design and analysis  
The matching network can be designed for different frequencies, depending on the 
application for which the integrated VCSEL model will be used. Based on the frequency at 
which the L-network will be matched, the circuit structure in Figure 3-21 (A) can be modified 
by moving the inductor 𝑓𝑓𝑚𝑚 towards the signal generator, just before the shunt capacitor 𝐶𝐶𝑚𝑚. 
Detailed matching considerations are investigated in [20]. In this work, the matching network 
was designed to match at 4.5 𝐺𝐺𝐻𝐻𝐻𝐻. Since the modulation bandwidth of the intrinsic VCSEL 
model when it is biased at twice the VCSEL threshold current (𝐼𝐼𝑏𝑏 = 2𝐼𝐼𝑎𝑎ℎ) (see Figure 3-13) is 
5.12 𝐺𝐺𝐻𝐻𝐻𝐻 and that is greater than 4.5 𝐺𝐺𝐻𝐻𝐻𝐻, therefore efficient direct modulation at this 
frequency is possible.   
 
Figure  3-21: Matching networks (A) lumped element L-Matching network. (B) single stub 
matching network for distributed model. 
 
To determine the L-matching network components, first the early values of the matching 
components were calculated using the Smith chart. These values were then optimised, using 
the AWR Microwave Office software to achieve insertion loss of about −58 𝑑𝑑𝐵𝐵. Table 3-6 
summarises the tuned values of the L-matching network designed at 4.5 𝐺𝐺𝐻𝐻𝐻𝐻. In Table 3-6, 
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𝑍𝑍𝑉𝑉𝑜𝑜𝑎𝑎𝑑𝑑 is the complex impedance representing the parasitic network and intrinsic VCSEL 
model equivalent impedance. Figure 3-22 indicates the impedance of the integrated VCSEL 
model across the frequency range. The plot of reflection coefficient (𝑆𝑆11) of the designed 
integrated VCSEL model is illustrated in Figure 3-23.  
Table  3-6: Optimised L-matching network components. 
Frequency (𝑮𝑮𝒑𝒑𝑮𝑮) 𝑳𝑳𝒎𝒎 (𝒏𝒏𝒑𝒑) 𝑪𝑪𝒎𝒎 (𝒑𝒑𝒑𝒑) 𝒁𝒁𝑳𝑳𝑳𝑳𝒂𝒂𝑳𝑳 (Ω) 𝒁𝒁𝑮𝑮𝑮𝑮𝒏𝒏 (Ω) 
𝟒𝟒.𝟓𝟓 1.52 0.59 29.42 − 𝑗𝑗18.31 50 
 
 
Figure  3-22: Complex impedance of proposed integrated VCSEL model. 
 




Figure  3-23: 𝑆𝑆11 results (left: magnitude; right: Smith chart) of the matched lumped-element 
integrated VCSEL model at 4.5 𝐺𝐺𝐻𝐻𝐻𝐻. 
 
In order to design the single stub matching network for the distributed model, first the initial 
values for the length of the microstrip lines were calculated analytically for the 50 Ω 
microstrip line. The analytical values were then optimised using the AWR Microwave Office 
package to achieve the return loss of around −60 𝑑𝑑𝐵𝐵 at 4.5 𝐺𝐺𝐻𝐻𝐻𝐻. Table 3-7 summarises the 
dimension of the designed short circuit single stub matching network. Figure 3-24 represents 
the reflection coefficient (𝑆𝑆11) plot of the integrated TLM VCSEL model. It is observed from 
Figure 3-24 that the TLM based integrated VCSEL model is finely matched at 4.5 𝐺𝐺𝐻𝐻𝐻𝐻. 
Table  3-7: Optimised short single stub matching network dimensions. 
Matching Network Elements Length (𝒎𝒎𝒎𝒎) Width (𝒎𝒎𝒎𝒎) 
Short stub 13.9 1.7 
Series microstrip line 7.1 1.7 
 




Figure  3-24: 𝑆𝑆11results (left: magnitude; right: Smith chart) of the matched TLM integrated 
VCSEL model at 4.5 𝐺𝐺𝐻𝐻𝐻𝐻. 
The finalised integrated VCSEL model schematic proposed in this work is illustrated in 
Figure 3-25 (A) and (B) for both lumped-element and transmission line based models, 
respectively. 
 
Figure  3-25: Proposed integrated VCSEL model (A) lumped-element model. (B) 
Transmission line based equivalent. 




The small signal modulation response of the proposed integrated VCSEL model was 
simulated for both the matched and unmatched versions, in order to analyse the effects of the 
matching network as indicated in Figure 3-26. This result was calculated by performing the 
FFT on the impulse response of the proposed VCSEL model both in the presence and the 
absence of the matching network using OrCAD PSpice Design Environment. It is observed 
from Figure 3-26 that the inclusion of the matching network improved the emitted signal by 
just above 3 𝑑𝑑𝐵𝐵. This is in line with the results of [10] for the improvements, due to the 
matching for conventional lasers.   
 
Figure  3-26: Improvement in modulation response of the proposed integrated VCSEL due to 
the inclusion of a matching network at 4.5 𝐺𝐺𝐻𝐻𝐻𝐻. 
  




In this chapter, an accurate intrinsic equivalent VCSEL model was proposed by using the 
VCSEL rate equation and taking into account the effect of the VCSEL Langevin noise 
sources. Different characteristics of the VCSEL were analysed by simulating the proposed 
intrinsic VCSEL model. These characteristics include: intrinsic VCSEL transient behaviour; 
direct modulation response; and small signal characteristics such as: input impedance (𝑍𝑍(ѡ)); 
photon modulation transfer function (𝐻𝐻(ѡ)); junction voltage noise spectrum (𝑆𝑆12���� ∆𝑓𝑓⁄ ); and 
the relative intensity noise (𝑅𝑅𝐼𝐼𝑁𝑁 (𝜔𝜔)/∆𝑓𝑓). Further to the optical characteristics of the 
VCSEL, the electrical aspect of the modelling such as electrical parasitics was also 
considered in the proposed VCSEL model, by including both parasitics arising from the 
VCSEL chip and packaging. Furthermore in this work, the effect of the matching network 
was also considered by including an L-matching network in the proposed integrated VCSEL 
model. It was observed from the simulation of the proposed integrated VCSEL model that 
inclusion of the matching network improves the direct modulation response by 3 𝑑𝑑𝐵𝐵. 
On the other hand, due to the inherent practical limitations of the lumped-elements in high 
frequency regions, a distributed equivalent model of the proposed integrated VCSEL model 
was also developed in this work. The proposed distributed model of the VCSEL is designed 
based on the quasi-lumped method, where each element in the lumped-element model was 
replaced by a microstrip line with specific dimensions. The proposed distributed VCSEL 
model has an application for microwave signal generation, such as: harmonic generation by 
frequency switching, that has been reported in [10] for conventional lasers. However this is 
beyond the scope of this research and can be suggested as future work.       
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4 NONLINEAR COMPOSITE RIGHT/LEFT HANDED (NL-CRLH) 




Metamaterials are the general name given to the synthesised materials that cannot be found in 
nature. These materials exhibit electromagnetic properties that are not expected to be 
obtained in nature [1]. Metamaterials offer promising features specifically for radiating 
devices from low microwave frequency ranges to very high optical regions. These attractive 
features are due to the effectively homogenous structure of metamaterials that offers rather 
unusual concurrent negative permittivity (𝜖𝜖), permeability (𝜇𝜇) and therefore negative 
refractive index (𝑛𝑛) [2, 3]. Left Handed (LH) materials, first introduced by Viktor Veselago, 
have simultaneous negative permittivity and permeability that cannot be seen in nature. 
Therefore LH materials are considered as metamaterials [4]. Caloz first brought together the 
idea of Composite Right/Left Handed (CRLH) which as the name suggests is the 
combination of conventional transmission line (RH-TL) and the artificial left handed 
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transmission line (LH-TL) [5, 6]. Depending on the driving frequency of the CRLH structure, 
it can exhibit both RH and LH properties. Conventional leaky wave antennas (LWA) are 
travelling wave structures capable of changing the direction of radiation by changing the 
operating frequency. The main drawback of conventional LWAs is that they are only capable 
of radiating in a forward direction and therefore they cannot scan from backfire to broadside 
without sophisticated biasing considerations [7]. CRLH based LWAs are capable of scanning 
at dominant mode from backfire to broadside when the frequency range is in the LH 
operating region and broadside to endfire when it’s operating in the RH frequency region. If a 
balanced CRLH is used in the design of LWAs then the CRLH based LWA is capable of 
continuous backfire to endfire scanning. Replacing the LH capacitors with the varactor 
diodes will introduce the nonlinear effects into the CRLH that can lead to promising 
applications, such as subwavelength imaging, harmonic generation and soliton [2, 8, 9]. The 
wave propagation phenomena of the NL-CRLH transmission line were reviewed by Kozyrev 
in [10-12]. In this chapter novel integrated frequency doubler leaky-wave antenna design 
procedure based on nonlinear composite right/left handed (NL-CRLH) metamaterial is 
introduced. The novelty of this design includes the use of nonlinear elements in the CRLH 
structure and also the use of the quasi-lumped approach in designing the distributed structure. 
The limitation of Computer Aided Design (CAD) software means that the analysis of 
distributed nonlinear circuits cannot be conveniently combined with the advanced EM 
simulations, in order to produce radiation patterns at the harmonic frequencies which are 
generated within the nonlinear structure, when the structure is excited at the fundamental. 
Therefore the radiation patterns of the linear CRLH leaky wave antenna have been studied in 
this work which verifies backward to forward radiation from the left-handed region to the 
right handed region. Further in Chapter 5, a novel method of combining EM analysis and 
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harmonic balance simulation has been performed; which can be used to analyse the EM 
features of the nonlinear CRLH LWA designed in this chapter. 
 
4.2 Proposed NL-CRLH leaky wave antenna specification and 
overview 
To design the NL-CRLH leaky wave antenna, first the linear CRLH was designed with the 
specifications given in Table 4-1. The initial aim of this work was to be used in the millimetre 
wavelength region, where the harmonic frequency generation is of great interest since it is 
difficult to generate fundamental sources. The design involves the quasi-lumped element 
approach for designing the distributed structure. The required EM simulation is complex 
because of the need to analyse radiation patterns of the second harmonic generated within the 
structure. The approach required for this is developed in the next chapter. The work in this 
chapter is about proving the nonlinear CRLH antenna design technique in the low frequency 
region. The design of the Terahertz frequency doubler nonlinear CRLH can be suggested as 
further work. The number of unit cells (N) in Table 4-1, were selected as the minimum 
number needed to generate the reasonable radiation pattern and yet minimise the complexity 
of the design. In this work a substrate with rather low dielectric constant is used, as can be 
seen in Table 4-1; this is due to two important factors: first as the initial aim of the design 
was to scale up the operating frequency to the terahertz frequency region, a high relative 
permittivity is not desirable as it makes the structure very tiny. Secondly, a substrate with 
high relative permittivity increases the mismatch between the radiating element and free 
space, which makes the achievement of the required array properties rather challenging. To 
guarantee a seamless radiation and beam scanning in the transition from the left-handed to the 
right-handed region the balanced CRLH is used in the design of the NL-CRLH based leaky 
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wave antenna. After designing the CRLH in order to implement the nonlinearity to the 
designed structure, the appropriate varactor diode was selected. The varactor replaced the LH 
capacitor in order to design the NL-CRLH. In the next step, to design the distributed NL-
CRLH leaky wave structure, the lumped elements in the designed circuit were replaced using 
the short stub, open stub and microstrip line model counterparts and the quasi-lumped 
element approach. The physical dimensions of the designed CRLH based leaky wave antenna 
have been calculated in AWR Microwave Office. Then the designed structure was 
remodelled in CST to analyse the radiation pattern and the beam scanning features of the 
designed CRLH based leaky wave antenna. At this point the limitation of the simulation 
software prevents the advanced EM analysis of the designed frequency doubler NL-CRLH 
based leaky wave antennas at the second harmonic frequency. Therefore a novel method of 
combining harmonic balance and EM analysis is proposed; it is described in detail in Chapter 
5. 
Table  4-1: Composite right/left handed design specifications. 
Parameters Value Description 
𝒇𝒇𝑳𝑳 1 𝐺𝐺𝐻𝐻𝐻𝐻 Left handed cut-off frequency 
𝒇𝒇𝑹𝑹 5 𝐺𝐺𝐻𝐻𝐻𝐻 Right handed cut-off frequency 
𝒇𝒇𝟎𝟎 2.2 𝐺𝐺𝐻𝐻𝐻𝐻 Transition frequency 
𝑵𝑵 6 Number of unit cell 
𝒁𝒁𝟎𝟎 50 Ω Line impedance 
𝒕𝒕 1.5 𝑛𝑛𝑛𝑛 Substrate’s thickness 
𝝐𝝐𝒕𝒕 2.2 Relative permittivity of the substrate 
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4.3 CRLH design and simulation  
In this section, the designed CRLH is briefly investigated by reviewing the required CRLH 
parameter calculations. The simulation results are then analysed to ensure that the required 
performance set in Table 4-1 was met in the designed CRLH structure.  
   
4.3.1 CRLH design procedure 
As the CRLH structures described earlier in Chapter 2 suggest, in order to design 1-D CRLH, 
first the values of the series elements such as: left-handed capacitor and right-handed 
inductor; and also shunt elements such as: left-handed inductor and right-handed capacitor, 
have to be calculated. Figure 4-1 shows the lumped element circuit level model of the CRLH.  
 
Figure  4-1: Circuit level structure of symmetric 1-D CRLH unit cell. 
In order to find the four unknown elements of the CRLH structure (𝐶𝐶𝑙𝑙 , 𝑓𝑓𝑙𝑙 ,𝐶𝐶𝑡𝑡 , 𝑓𝑓𝑡𝑡), a system of 
four equations and four unknowns have to be solved. The four equations of this system are 
described as follows.  
The balanced CRLH structure is designed in this work. Therefore to have a balanced 
structure, the condition in Equation 4-1 has to be satisfied. The resonant frequency of the 
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series (𝜔𝜔𝑠𝑠𝑒𝑒) and shunt (𝜔𝜔𝑠𝑠ℎ) elements can be found using Equations 4-2 and 4-3. Substituting 
4-2 and 4-3 in 4-1 generates the first equation used to solve the system of unknowns. 








  4-3 
The transient frequency (𝜔𝜔0) of the CRLH can be calculated from Equation 4-4 [13]. Using 
the condition of the balanced CRLH in Equation 4-1 and replacing the resonant frequency of 
the series and shunt elements defined by 4-2 and 4-3 into Equation 4-4, generates the second 
equation needed to find the parameters of the balanced CRLH. 
𝜔𝜔0 =  
1
�𝐶𝐶𝑙𝑙 𝑓𝑓𝑙𝑙 𝐶𝐶𝑡𝑡  𝑓𝑓𝑡𝑡
4   4-4 
𝜔𝜔0 =  
1
�𝐶𝐶𝑙𝑙 𝑓𝑓𝑙𝑙 𝐶𝐶𝑡𝑡  𝑓𝑓𝑡𝑡
4 =  �𝜔𝜔𝑠𝑠𝑒𝑒𝜔𝜔𝑠𝑠ℎ =  𝜔𝜔𝑠𝑠𝑒𝑒 =  𝜔𝜔𝑠𝑠ℎ  4-5 
The matching condition of the CRLH structure can be found in Equation 4-6 [2]; where 𝑍𝑍𝑉𝑉 
and 𝑍𝑍𝑅𝑅 are the purely left-handed and purely right-handed impedances respectively. 
Equations 4-7 and 4-8 can be used to calculate 𝑍𝑍𝑉𝑉 and 𝑍𝑍𝑅𝑅. Replacing Equations 4-7 and 4-8 in 
4-6 will generate the third equation needed to solve the system of unknowns.  
𝑍𝑍0 =  𝑍𝑍𝑉𝑉 =  𝑍𝑍𝑅𝑅  4-6 
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  𝑍𝑍𝑅𝑅 =  �
𝑓𝑓𝑡𝑡
𝐶𝐶𝑡𝑡
= 𝑍𝑍0  4-7 
  𝑍𝑍𝑉𝑉 =  �
𝑓𝑓𝑙𝑙
𝐶𝐶𝑙𝑙
= 𝑍𝑍0  4-8 
The last equation used to find the parameters of the CRLH is found using the bandwidth of 
the structure which extends from the left-handed cut-off frequency (𝜔𝜔𝑎𝑎𝑉𝑉) to the right-handed 
cut-off frequency (𝜔𝜔𝑎𝑎𝑅𝑅). The left and right handed cut-off frequencies can be found using 
Equations 4-9 and 4-10 respectively[2]. 
𝜔𝜔𝑎𝑎𝑉𝑉 =  𝜔𝜔𝑅𝑅 �1 −  �1 +  
𝜔𝜔𝑉𝑉
𝜔𝜔𝑅𝑅
�  4-9 
𝜔𝜔𝑎𝑎𝑅𝑅 =  𝜔𝜔𝑅𝑅 �1 +  �1 + 
𝜔𝜔𝑉𝑉
𝜔𝜔𝑅𝑅
�  4-10 
Where 𝜔𝜔𝑅𝑅 and 𝜔𝜔𝑉𝑉 in Equations 4-9 and 4-10 are the resonance frequencies of the pure right 
handed and left handed structure. These two resonance frequencies were defined as seen 
below [2]. 
𝜔𝜔𝑅𝑅 =  
1
�𝑓𝑓𝑡𝑡𝐶𝐶𝑡𝑡
  4-11 
𝜔𝜔𝑉𝑉 =  
1
�𝑓𝑓𝑙𝑙𝐶𝐶𝑙𝑙
  4-12 
Equations 4-1 to 4-12 have been used to find the unknown variables 𝐶𝐶𝑙𝑙 , 𝑓𝑓𝑙𝑙 ,𝐶𝐶𝑡𝑡 , 𝑓𝑓𝑡𝑡. The 
calculated values for the designed CRLH structure can be seen in Table 4-2. 
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Table  4-2: Circuit level parameters of the designed balanced CRLH. 
Parameter Value Description 
𝑪𝑪𝒍𝒍 1.27 𝑝𝑝𝐹𝐹 Left-handed capacitor. 
𝑳𝑳𝒍𝒍 3.18 𝑛𝑛𝐻𝐻 Left-handed inductor. 
𝑪𝑪𝒕𝒕 1.59 𝑝𝑝𝐹𝐹 Right-handed capacitor. 
𝑳𝑳𝒕𝒕 3.98 𝑛𝑛𝐻𝐻 Right-handed inductor. 
 
 
4.3.2 CRLH result analysis 
The designed CRLH structure with the parameters calculated above was simulated using 
AWR Microwave Office software. To make sure that the designed structure performs as a 
CRLH, the dispersion diagram of the designed structure was generated by using the S-
parameters of the simulated structure. S-parameters are the elements of a matrix which 
represents a network in terms of the linear relationships between normalised input and output 
voltage waves. An alternative representation such as the ABCD matrix can be used, based on 
terminal voltages and currents. Using the conversion equations from S-parameters to ABCD 
parameters for a transmission line section [14], the dispersion relation in Equation 4-13 can 
be derived. The dispersion diagram of the designed CRLH can be seen in Figure 4-2. 
Equation 4-13 was used to calculate the dispersion diagram from the S-parameters of the 
simulated structure [15, 16]. In this equation, 𝑝𝑝 represents the length of the CRLH unit cell. It 
can be seen in Figure 4-2 that the structure has a left-handed characteristic from 1 𝐺𝐺𝐻𝐻𝐻𝐻 to the 
transient frequency at 2.23 𝐺𝐺𝐻𝐻𝐻𝐻, then the CRLH structure has a right-handed characteristic 
up to the cut-off frequency at 5 𝐺𝐺𝐻𝐻𝐻𝐻.  
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1 − 𝑆𝑆11𝑆𝑆22 + 𝑆𝑆12𝑆𝑆21
2𝑆𝑆21
�  4-13 
 
 
Figure  4-2: Dispersion diagram for the designed CRLH unit cell structure. 
 
In order to confirm that the designed CRLH unit cell satisfies the bandwidth requirements set 
in Table 4-1, the return loss (𝑆𝑆1,1) of this structure is reviewed as seen in Figure 4-3. The 
simulated results verify that the designed structure of Figure 4-1 has a 10 𝑑𝑑𝐵𝐵 bandwidth 
between 1 𝐺𝐺𝐻𝐻𝐻𝐻 to 4 𝐺𝐺𝐻𝐻𝐻𝐻.   




Figure  4-3: Return loss (𝑆𝑆1,1) diagram for designed CRLH unit cell. 
 
4.4 Nonlinear CRLH design and simulation 
In this section the design of the nonlinear CRLH (NL-CRLH) was studied by reviewing the 
selection of appropriate varactor diodes to induce the nonlinear effects within the designed 
CRLH structure. Further in this section the performance of the designed NL-CRLH structure 
was analysed by simulating the dispersion diagram and the power level of harmonics 
generated within the structure. 
 
4.4.1 Nonlinear CRLH design procedure   
The nonlinear effect which includes frequency doubling was added to the designed CRLH 
structure of Figure 4-1 by replacing the series (left-handed) capacitor with the varactor diode. 
In order to find the appropriate diode, the operating capacitance and frequency range of the 
varactor have to be taken into account. In this design, the Skyworks SMV1430 silicon abrupt 
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junction varactor was used. The appropriate reverse biasing voltage for this varactor diode 
was selected to make the varactor capacitance equal to that of the capacitor it was replacing. 
This is done by looking at the C-V characteristics of the varactor diode. The above 
information for the selected varactor diode can be found in its data sheet that is included in 
the appendix. The SPICE model for the selected varactor can be seen in Figure 4-4. The 
SPICE model in Figure 4-4 replaced the series capacitors in the CRLH structure to form the 
NL-CRLH structure that can be seen in Figure 4-5. 
 
Figure  4-4: SPICE model for varactor diode.  
 
 
Figure  4-5: Circuit level structure of symmetric 1-D nonlinear CRLH unit cell. 




4.4.2 NL-CRLH result analysis  
In order to make sure that the new circuit model of Figure 4-5 still acts as a CRLH 
metamaterial, the dispersion diagram of the structure was simulated and compared with the 
dispersion diagram of the linear CRLH design. Figure 4-6 indicates that the designed 
structure in Figure 4-5 is the CRLH structure with exactly the same transient frequency as the 
linear CRLH structure. Figure 4-6 also indicates that the NL-CRLH structure has a wider 
bandwidth, extending from 0.9 𝐺𝐺𝐻𝐻𝐻𝐻 to 5.6 𝐺𝐺𝐻𝐻𝐻𝐻. This increase in bandwidth of the dispersion 
diagram is due to the inductor and capacitor which are included in the SPICE model of the 
varactor structure (Figure 4-4) but they are not part of the linear CRLH model (Figure 4-1). It 
should be noted that in the varactor model in Figure 4-4, the diode bias (− 6 𝑉𝑉) is introduced 
via an ideal bias tee. In a real practical implementation, the bias needs to be introduced using 
a network of inductors and capacitors, and the second order effects of these on the RF 
performance would need to be taken into account in the modelling.  
 
Figure  4-6: Comparison between linear and nonlinear CRLH unit cell dispersion diagram. 




The inclusion of nonlinear elements in the CRLH structure results in the generation of the 
harmonics of the fundamental frequency with which the circuit is fed. In this research the 
generated second harmonic frequency will be used to excite the leaky wave antenna. Figure 
4-7 indicates the power of different harmonics in the designed NL-CRLH structure. It can be 
seen in Figure 4-7 that the NL-CRLH structure has been fed with the fundamental frequency 
of 1.1 𝐺𝐺𝐻𝐻𝐻𝐻 with 30 𝑑𝑑𝐵𝐵𝑛𝑛 power; which results in the generation of the second harmonic with 
19.2 𝑑𝑑𝐵𝐵𝑛𝑛 power that indicates good conversion efficiency at this harmonic.  
 
Figure  4-7: Harmonics generated in NL-CRLH unit cell structure. 
 
4.5 Distributed NL-CRLH leaky wave antenna model  
In this section, first the procedure to convert the lumped element model to the distributed 
structure is reviewed. The designed distributed model is then simulated to ensure the required 
performance is met. Finally the radiation pattern of the cascaded CRLH-LWA was analysed 
by confirming its leaky wave antenna properties. 




4.5.1 Distributed NL-CRLH model design procedure  
In order to study the EM characteristics of the designed NL-CRLH structure, such as the 
radiation pattern, the designed lumped element model was converted to the distributed model. 
To convert the lumped element model to the distributed model, the quasi-lumped element 
design method was used. In this method, shunt capacitors are replaced by wide microstrip 
lines (𝑤𝑤 > 𝑙𝑙), series inductors with rather long microstrip lines (𝑙𝑙 > 𝑤𝑤), series capacitor and 
shunt inductor with open and short stubs respectively. In order to calculate the dimensions of 
these microstrip lines, the impedance (𝑍𝑍0) of each microstrip line was estimated. Using the 
estimated impedance the length and width of the microstrip lines were calculated. Equations 
3-37 and 3-34 in Chapter 3 were used to calculate the length of the series inductor and shunt 
capacitor (𝑙𝑙𝑆𝑆𝐼𝐼𝑖𝑖𝑑𝑑 , 𝑙𝑙𝑆𝑆ℎ𝑉𝑉𝑎𝑎𝑖𝑖) and Equations 3-35 and 4-14 were used to calculate the length of the 
shunt inductor and series capacitors (𝑙𝑙𝐼𝐼𝑖𝑖𝑑𝑑 , 𝑙𝑙𝑆𝑆𝑎𝑎𝑎𝑎𝑖𝑖). The widths of the microstrips (𝑤𝑤) were 
calculated using Equation 3-36. The calculation of the microstrip lines’ dimensions is an 
iterative process; since having deep changes in the width of adjacent elements generates 
unwanted parasitic capacitance and therefore should be avoided. Thus sometimes the process 
has to be repeated with different values of the microstrip’s characteristic impedance, to 
ensure a smooth transaction between adjacent elements. 
𝑙𝑙𝑆𝑆𝑎𝑎𝑎𝑎𝑖𝑖 =  
𝜆𝜆𝑔𝑔
2𝜋𝜋
tan−1(𝑍𝑍0𝜔𝜔𝐶𝐶)  4-14 
The distributed schematic of the designed NL-CRLH leaky wave antenna can be seen in 
Figure 4-8. In order to calculate a suitable length and width, a MATLAB program was 
written which is able to iterate the value of the microstrip characteristic impedance (𝑍𝑍0) to 
find the optimum dimension of the microstrip lines. Good agreement has been achieved in 
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 𝑆𝑆1,1 and the dispersion diagram, after tuning the dimensions of the microstrip lines obtained 
from the equations above. The return loss (𝑆𝑆1,1) and dispersion diagram are shown in Figures 
4-9 and 4-10 respectively. The dimensions of the microstrip lines used in the simulations are 
summarised in Table 4-3.    
 
Figure  4-8: Distributed NL-CRLH unit cell schematic. 
 
4.5.2 NL-CRLH distributed model results’ analysis 
In order to confirm that the designed distributed model is still a CRLH structure and satisfies 
the specifications set in Table 4-1, the 𝑆𝑆1,1 parameters of the linear CRLH, NL-CRLH and 
distributed NL-CRLH were compared in Figure 4-9. It is observed from Figure 4-9 that the 
bandwidth and the minimum depth of the 𝑆𝑆1,1 figure has slightly changed from linear CRLH 
to NL-CRLH and the distributed model, but still the designed structure satisfies the 
requirements of Table 4-1.   
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Table  4-3: Distrbuted model’s dimensions. 
Lumped Element Name Width Length 
Varactor to 𝟓𝟓𝟎𝟎 Ω Port connector 4.80 𝑛𝑛𝑛𝑛 54.64 𝑛𝑛𝑛𝑛 
𝑳𝑳𝒕𝒕 2.39 𝑛𝑛𝑛𝑛 1.14 𝑛𝑛𝑛𝑛 
𝑳𝑳𝒍𝒍 6.24 𝑛𝑛𝑛𝑛 12.7 𝑛𝑛𝑛𝑛 
𝑪𝑪𝒕𝒕 10 𝑛𝑛𝑛𝑛 0.4 𝑛𝑛𝑛𝑛 
 
Figure  4-9: The comparison between 𝑆𝑆1,1 figure of linear, nonlinear and nonlinear distributed 
CRLH. 
 




Figure  4-10: Comparison between the dispersion diagram of the CRLH, NL-CRLH and 
distributed NL-CRLH. 
 
The dispersion diagram of the distributed model is compared with that of the CRLH and NL-
CRLH structures, as shown in Figure 4-10. In this figure, the distributed NL-CRLH indicates 
both right-handed and left-handed regions and has the transient frequency slightly moved 
from 2.3 𝐺𝐺𝐻𝐻𝐻𝐻 to 2.35 𝐺𝐺𝐻𝐻𝐻𝐻; this is still in acceptable proximity to the required specification in 
Table 4-1. Figure 4-11 indicates the layout representation of the distributed NL-CRLH leaky 
wave antenna structure (Figure 4-8). 
 
Figure  4-11: The designed nonlinear CRLH leaky wave antenna layout. 




4.5.3 EM analysis of CRLH leaky wave antenna 
In order to perform full wave EM simulation on the designed frequency doubler nonlinear 
CRLH leaky wave unit cell structure, the structure should be simulated with the second 
harmonics being generated by the varactor diode within the design. Unfortunately due to 
computational limitations, current CAD software is unable to perform all these analyses. 
Therefore to analyse the EM features of the leaky wave antenna in this work the designed 
structure has been changed to a linear CRLH leaky wave antenna, by replacing the varactor 
diodes with the corresponding capacitors, as outlined in section 4.3.1. Figure 4-12 indicates 
the designed CRLH leaky wave antenna in CST Design Studio. The design in this figure is 
reconstructed using the dimensions of the distributed NL-CRLH model in Figure 4-8. The 
blue parts in Figure 4-12 represent the lumped capacitors of the balanced CRLH which 
replaced the varactors of the NL-CRLH and its values are listed in Table 4-2.  
 
 
Figure  4-12: CRLH leaky wave antenna distributed model in CST. 
 
To confirm that the modelled structure satisfies the requirements which have been set up in 
Table 4-1, the transmission line parameters and the dispersion diagram of this model were 
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investigated in Figures 4-13 and 4-14. It is observed that the 𝑆𝑆1,1 results in Figure 4-13 did 
not match the circuit simulation results in Figure 4-9; since the maximum depth and the 
bandwidth have been slightly changed. These changes in the bandwidth and the maximum 
depth are due to parasitic resonance, coupling and fringing effects that were not included in 
the circuit simulations in previous sections.    
 
Figure  4-13: CST Studio Design 𝑆𝑆1,1 result for the CRLH leaky wave antenna. 




Figure  4-14: Dispersion diagram for the distributed CRLH leaky wave antenna calculated 
using CST's 𝑆𝑆1,1 results. 
 
It is observed, from the dispersion diagram in Figure 4-14 that both right-handed and left-
handed regions are present in the diagram and the distributed CRLH leaky wave antenna has 
the transient frequency (𝑓𝑓0) of 2.21 𝐺𝐺𝐻𝐻𝐻𝐻. Therefore the CST model of the distributed CRLH 
leaky wave antenna has CRLH behaviour. It can also observed in Figure 4-14 that the 
dispersion diagram shows its periodic nature; whereas in the lumped element model, the 
dispersion diagram was not periodic. This is due to the periodic nature of the transmission 
line based designs. 
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4.5.4 Radiation pattern analysis  
In order to complete the design of the CRLH leaky wave antenna, six CRLH unit cells were 
cascaded together to finalise the model. Since in leaky wave antennas directivity is 
proportional to radiation area and therefore to the total length (𝑁𝑁 × 𝑃𝑃) of the designed 
structure; N in this case is the number of the unit cell and P is the length of each unit cell. 
Increasing the number of the unit cell (N), aggregates the physical length of the structure and 
therefore the directivity increases. After almost all the input power has leaked out, further 
increases in the length of the structure will not increase the directivity. In this design only six 
cascaded unit cells have been considered, which resulted in a good directivity of the overall 
structure. The designed cascaded CRLH leaky wave antenna is shown in Figure 4-15. 
 
 
Figure  4-15: Cascaded CRLH leaky wave antenna (𝑁𝑁 = 6). 
 
As described earlier, using the CRLH metamaterial in the design of the leaky wave antenna 
enables continuous beam scanning by changing the frequency from the left-handed region to 
the right handed region. The backward to forward beam scanning of the structure in Figure 4-
15 has been illustrated in Figure 4-16 (A) to (D) by setting the frequency 
to 1.8 𝐺𝐺𝐻𝐻𝐻𝐻, 1.9 𝐺𝐺𝐻𝐻𝐻𝐻, 2.0 𝐺𝐺𝐻𝐻𝐻𝐻 and  2.2 𝐺𝐺𝐻𝐻𝐻𝐻 respectively. The radiation patterns in Figure  4-
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16 were simulated from one waveguide port CRLH based leaky wave antenna structure of 




Figure  4-16: Polar representation of CRLH leaky wave antenna's radiation pattern for four 
different frequencies. (Note that there are different dBi scales between backward radiation 
sections A, B and the forward radiation sections C and D, in order to display the full detail of 
each plot). 




It is seen in Figure 4-16 that as the frequency increases from the left-handed frequency region 
in part (A) to the right-handed region in part (D), the direction of the main radiation lobe 
varies from backward radiation in part (A) and (B) with main lobe direction of −37𝑜𝑜 and 
−21𝑜𝑜 respectively, to near broadside radiation at 2 𝐺𝐺𝐻𝐻𝐻𝐻 in part (C), with the main lobe 
direction of −7𝑜𝑜 and finally to forward radiation with the main lobe direction of 20𝑜𝑜 
at 2.2 𝐺𝐺𝐻𝐻𝐻𝐻.  
 
4.6 Conclusion 
In this chapter, the design procedure of the linear and nonlinear CRLH structure was 
described. The originality of this work is in the use of nonlinear CRLH, by replacing the left-
handed capacitor with the varactor diode and using the quasi-lumped approach to design the 
distributed structure. The use of the quasi-lumped approach in this work resulted in a simple 
physical structure. In this work nonlinear analysis was performed using the circuit simulator 
to establish that the harmonic generation would occur. To establish the basic essential 
radiation properties, EM simulation was then applied to the linear version of the structure 
using an EM simulator by exciting the input port at the harmonic frequency. The radiation 
pattern analysis in this work indicates that the designed cascaded CRLH leaky wave antenna 
has relatively good directivity (6 𝑑𝑑𝐵𝐵𝑆𝑆). Finally the analysis of the radiation patterns reveals 
that the designed structure is able to perform the backward to forward beam scanning by 
changing the operating frequency from the left-handed to the right-handed frequency region, 
without using the sophisticated biasing circuit needed when designing a conventional leaky 
wave antenna. The limitation of this work is that injecting the harmonic frequencies at the 
input port may result in different radiation properties from injecting the harmonic currents at 
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the point in the nonlinear structure at which the harmonic currents are generated. In the next 
chapter of this thesis, a novel method of injecting harmonic currents generated within the 
nonlinear structure has been developed, in order to analyse the EM properties of the nonlinear 
structures at harmonic frequencies when excited with the fundamental frequency.      
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5 COMBINING HARMONIC BALANCE AND EM ANALYSIS 





Harmonic balance simulation is an efficient, flexible and yet accurate method for steady state 
analysis of both linear and nonlinear microwave circuits. Harmonic balance uses a mixed 
domain technique for calculating a steady state solution of a nonlinear circuit by dividing the 
circuit into linear and nonlinear subsections. The linear section is analysed using the 
frequency domain analysis; whereas the nonlinear subsection is analysed in time domain and 
the result is converted to frequency domain using a Fourier transform [1] by an iterative 
process, a self-consistent set of complex currents at all of the harmonic frequencies is arrived 
at. There is plenty of Computer Aided Design (CAD) software capable of harmonic balance 
simulation. The problem to which the harmonic balance application proposed in this work 
responds is the use of advanced EM simulation features in linear parts, including the antenna 
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radiation pattern at harmonic frequency. A novel approach is proposed in this chapter which 
enables harmonic balance simulation on microwave circuits of different structures to be 
combined with full electromagnetic simulators. Thus the full EM simulation features of 
packages widely used for antenna design, such as CST STUDIO SUITE and High Frequency 
Structural Simulator (HFSS) can be combined with high performance circuit simulators such 
as Microwave Office and the Advanced Design System (ADS).  
 
5.2 Proposed harmonic balance simulation  
In the proposed harmonic balance simulation technique first the microwave circuit is divided 
into the linear and nonlinear sections. The linear section is designed and simulated using the 
EM simulation features of CST STUDIO SUITE, in order to find the S-parameters of the 
linear parts in the frequency range that includes the harmonic used further in the simulation. 
The generated S-parameters are then imported into the AWR Design Environment and 
combined with the nonlinear section to build up the original circuit. This schematic is then 
simulated to generate the harmonics of the fundamental frequency. These harmonics are 
generated due to the existence of nonlinear parts in the circuit. The circuit is then analysed to 
find the voltage and current at the intersection points of the nonlinear and linear parts. The 
calculated complex current and voltage is recorded, in order to be reintroduced to the linear 
parts in CST to perform full wave analyses on the complex microwave circuit. The proposed 
algorithm integrates two very accurate and comprehensive pieces of simulation software that 
allow the users to perform the harmonic balance simulation on a variety of circuit structures, 
including active and passive elements and periodic structures. Figure 5.1 visualises the 
proposed harmonic balance simulation technique. 
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In order to clarify the proposed method, a 3 GHz frequency tripler patch antenna has been 
designed and analysed to serve as an example of this technique. This example has been used 
to demonstrate the proposed harmonic balance simulation technique and therefore a relatively 
low frequency basic microwave structure has been selected. The proposed technique is also 
capable of analysing more complex and higher frequency microwave structures. In this 
example first a patch antenna has been designed to radiate at 3 GHz. The patch is fed with a  
1 GHz signal by the inset feed line. This signal travels through the antenna to reach the 
patch’s second port which is connected to the Schottky diode. The properly biased Schottky 
diode is then excited to generate the third harmonic that is fed back to the patch antenna. The 
generated 3 GHz signal excited the antenna and produced the radiation. The design and 
simulation of the 3 GHz frequency tripler patch antenna is described in detail in the following 
sections. Further in this chapter, the proposed harmonic balance simulation technique was 
used to investigate the radiation pattern and frequency scanning feature of a unit cell of the 
NL-CRLH frequency doubler LWA developed earlier in chapter 4. 
 
 
Figure  5-1: Proposed harmonic balance simulation technique. 




5.3 Patch antenna design and simulation 
In this section, the designed patch antenna is briefly investigated by reviewing the required 
patch antenna specifications. The patch antenna is designed by following the design 
procedure reviewed in section 2.7.2. The simulation results are reviewed to make sure the 
required performance of the patch antenna has been met. The parameters of the patch antenna 
designed in this work are shown in Figure 5-2.  
 
Figure  5-2: Geometry of microstrip patch antenna with inset feed. 
 
5.3.1 Patch antenna specifications   
In order to start designing the patch antenna, first a suitable substrate needs to be selected. To 
find the suitable substrate special attention needs to be paid to the following parameters:  
• Substrate Dielectric Constant (𝜺𝜺𝒕𝒕): a higher dielectric constant would normally 
result in a smaller resonant structure but at the same time lower the antenna gain. 
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On the other hand a smaller dielectric constant will result in higher fringing effect 
and therefore higher antenna gain but a bigger resonant structure [2].  
• Substrate Height (h): using a thicker substrate results in the increase of the input 
impedance bandwidth, radiated power and at the same time reduces the resonator 
loss [2].  
• Frequency of Radiation (𝒇𝒇𝟎𝟎): when selecting the substrate, the radiating 
frequency of the antenna must be considered to be within the effective frequency 
range of the substrate.  
 
In this design RT Duroid 5880 is used as a substrate. This is selected due to its low 
dissipation factor, constant and fairly low dielectric constant over the wide range of 
frequency and also its ease of shape and cut. This substrate has the relative permittivity 𝜀𝜀𝑡𝑡 =
2.2 and the height of ℎ = 0.787 𝑛𝑛𝑛𝑛. 
The dimensions and substrate information for the designed 3 GHz microstrip patch antenna 
can be found in Table 5-1. 
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Table  5-1: 3 𝐺𝐺𝐻𝐻𝐻𝐻 rectangular patch antenna design parameters. 
Parameters Value Description 
𝒇𝒇𝟎𝟎 3 𝐺𝐺𝐻𝐻𝐻𝐻 Radiation frequency 
𝝐𝝐𝒕𝒕 2.2 Substrate (RT Duroid 5880) dielectric constant 
𝒕𝒕 0.787 𝑛𝑛𝑛𝑛 Height of the substrate 
𝑾𝑾 39.5 𝑛𝑛𝑛𝑛 Width of patch 
𝑳𝑳 33.35 𝑛𝑛𝑛𝑛 Length of patch 
𝒕𝒕 0.035 𝑛𝑛𝑛𝑛 Patch (copper) thickness 
𝑾𝑾𝒇𝒇 2.38 𝑛𝑛𝑛𝑛 Width of feed-line 
𝑳𝑳𝒇𝒇 29.07 𝑛𝑛𝑛𝑛 Length of feed-line 
𝑳𝑳 12.4 𝑛𝑛𝑛𝑛 Inset feed distance from the edge of patch 
𝒈𝒈 1 𝑛𝑛𝑛𝑛 Gap between patch and feed-line 
 
 
5.3.2 Patch antenna result analysis  
Based on the design procedure explained earlier in section 2.7.2, the patch antenna was 
designed and simulated using CST DESIGN STUDIO software. The parameters in Table 5-1 
have been optimised to achieve optimum return loss 𝑆𝑆1,1 (Figure 5-4) and realised gain at 3 
GHz. The designed patch antenna using the CST simulator is illustrated in Figure 5-3. 
 




Figure  5-3: Simulated microstrip patch antenna using CST. 
 
 
Figure  5-4: Return loss for designed patch antenna. 
 
The two-dimensional realised gain and three-dimensional directivity pattern of the simulated 
patch antenna at 3 GHz can be seen in Figures 5-5 and 5-6 respectively. These results 
indicate that the designed patch antenna has the realised gain of 5.85 𝑑𝑑𝐵𝐵 with the main lobe 
direction perpendicular to the patch surface and the main lobe directivity magnitude 
of 8.14 𝑑𝑑𝐵𝐵𝑆𝑆; which are in agreement with the theoretical expectation from a microstrip patch 
antenna.   




Figure  5-5: Patch antenna realised gain 2-D view. 
 
 
Figure  5-6: Patch antenna directivity 3-D view. 
 
5.4 Frequency tripler patch antenna design  
The frequency multiplier, or to be more specific the frequency tripler effect, can be integrated 
into the patch antenna by the inclusion of a Schottky diode in the patch structure. Figure 5-7 
illustrates the prototype of the frequency tripler patch antenna.  




Figure  5-7: Frequency tripler patch antenna prototype. 
 
As can be seen in Figure 5-7, in order to attach the anode of the Schottky diode to the ground, 
a via to ground is added in the close distance to the patch surface. Adding the via to ground 
and the ports to connect the Schottky diode ends to the patch and via to ground surfaces, 
changes the designed patch antenna’s realised gain, power pattern direction and magnitude, 
as can be seen in Figure 5-8.  
 
Figure  5-8: The effect of adding via to ground and Schottky diode connection ports on 
(A) realised gain and (B) power pattern. 
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5.4.1 Frequency tripler design 
The frequency tripler effect is added to the antenna structure by including a Schottky diode. 
The operating frequency range and capacitance of the diode at the required frequency must be 
checked against the design specifications. For this design, a Skyworks SMS7621-079 
Schottky diode was selected; it operates between DC and 12 G𝐻𝐻𝐻𝐻. The data sheet for this 
diode is provided in the appendix.  
It is important to mention that the current varies along the patch length; therefore, the location 
where the Schottky diode is attached to the patch antenna plays a vital role in determining the 
power of the generated third harmonic. Hence, selecting a suitable point for the Shottky diode 
to connect to the patch is an important factor in the design; and determines the power of the 
generated third harmonic that needs to feed back to the structure. 
  
5.4.2 Idler design 
The frequency multiplier designed in this work uses the Schottky diode for harmonic 
generation. Having rectifying Schottky diode in the designed network, resulted in the 
conducting of a square wave current. This involves generating a series of harmonic currents 
that need to flow. Without having an idler circuit, these harmonics cannot flow and will force 
the Schottky diode to reverse bias itself to the point that the harmonic currents do not need to 
flow. Therefore the idlers are needed to establish the voltage and current waveform 
appropriately, to maximise the multiplication power at the required harmonic and to allow the 
other harmonic currents to flow [3]. In order to overcome the design limitation explained 
above idler circuits need to be included in the frequency tripler design. This can be achieved 
by designing a short circuit tuned at the fundamental and second harmonics before the load. 
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An open circuit is also needed at the fundamental frequency in the source side, to make sure 
that it rejects all the frequencies except the fundamental, to reach the Schottky diode. A 
schematic design of the frequency tripler is shown in Figure 5-9. 
 
Figure  5-9: Simple frequency tripler with idler circuit. 
 
In order to indicate the effect of an idler circuit, the circuit level demonstration was 
performed on the generic frequency tripler for two different conditions: one with the idler and 
another without the idler circuit. Figure 5-10 indicates the harmonic power level when there 
is no idler attached to the Schottky diode and Figure 5-11 indicates the harmonic power level 
of the same Schottky diode when the idlers are included.  




Figure  5-10: Power spectrum analysis for Schottky diode without the inclusion of idlers. 
 
 
Figure  5-11: Power spectrum analysis for Schottky diode with idlers. 
 
As can be seen in Figures 5-10 and 5-11, the inclusion of idlers at the fundamental and 
second harmonics improved the power spectrum level in the third harmonic by 35.9 𝑑𝑑𝐵𝐵. This 
improvement results in the generation of a much higher third harmonic power level which 
will be needed to excite the patch. Therefore the inclusion of the idlers has a great effect not 
only on the performance of the frequency tripler, but also on the overall design of the 
frequency tripler patch antenna.  
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5.4.3 Feed line resonator design 
Another factor which could improve the generated third harmonic power in the circuit after 
the idler is the inclusion of the feed line resonator. The designed feed line resonator includes 
series and shunt resonators at the fundamental and third harmonics, in order to allow the 
fundamental frequency to pass to the patch and reject the third harmonic to avoid dissipation 
in the source impedance. The designed feed line resonator is shown in Figure 5-12. The 
return loss and the insertion loss of the feed line resonator are shown in Figure 5-13.   
In order to find the best location for the feed line resonator to preserve the maximum third 
harmonic frequency in the circuit, a network of transmission lines with equal lengths, one 
negative and the other positive, were used on either side of the feed line resonator to move 
the resonator along the feed line, as can be seen in Figure 5-14. The best location was then 
selected by tuning the length of the transmission line in order to achieve the maximum 
radiation pattern.  
 
Figure  5-12: Feed line resonator design schematic. 




Figure  5-13: Feed line resonator S-parameter characteristics. 
 
 
Figure  5-14: Feed line network configuration to ensure the best location for the feed line 
resonator. 
 
5.4.4 Schottky diode location  
As mentioned earlier in this chapter, since the current varies across the length of the patch, 
therefore finding an optimum position for the Schottky diode where it is able to generate the 
maximum third harmonic power is an important step in the design of the frequency tripler 
patch antenna.   
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The optimum position for the diode was found through a series of numerical harmonic 
balance simulations as described below. The competing factors determining the optimum 
position include: The amplitude of the voltage at the fundamental frequency, which needs to 
be high, in order to generate a large current at third harmonics through the diode’s nonlinear 
characteristic; The patch impedance at third harmonic, which will depend upon the position, 
and which needs to be optimised for third harmonic power transfer to the patch; The patch 
impedances at other harmonic frequencies, which need to create the appropriate idler effects, 
allowing currents to flow as required by the harmonic balance conditions, but dissipating 
minimal power. An arbitrary location along the patch edge was first selected. The design 
process was then used to determine the realised gain for the designed frequency tripler patch 
antenna. This method was repeated for twelve different locations of the Schottky diode along 
the patch length. Figure 5.15 illustrates the realised gain and power field pattern for different 
locations of the Schottky diode. Table 5-2 summarises the corresponding magnitude of the 
realised gain and power pattern in the main lobe for the different diode locations along the 
length of the patch antenna. After calculating these values, a fourth order polynomial curve 
fitting technique was employed to find the best location for the Schottky diode. Figure 5-16 
represents the calculated magnitude of realised gain and power. The curve is fitted to find the 
location for the optimum position of the Schottky diode. Comparing the calculated location 
from Figure 5-16 (a) and (b), indicates that the best location of the Schottky diode is 
consistent whether it has been calculated from the magnitude of the realised gain, or from the 
magnitude of the power pattern. The calculated optimum position for the Schottky diode is 
used for the further simulation and analysis explained in the following sections.  
 




























Figure  5-15: Realised gain and power field pattern of the frequency tripler patch antenna for 
different positions of the Schottky diode. 
Table  5-2: Measured realised gain and power corresponding to different Schottky diode 
locations. 
Distance (mm) 15.9 15.4 13.9 13.3 12.3 11.3 10.2 8.2 6.1 4.1 2 0 
Realised 
Gain (dB) -31.9 -31.3 -30.1 -30 -29.9 -30.8 -31 -32.5 -34.6 -37.7 -41.9 -50.6 
Power 
(dBW/m2) -42.9 -42.3 -41.1 -41 -40.9 -41.8 -42.2 -43.5 -45.6 -48.7 -52.9 -61.6 
 





Figure  5-16: Measured and fitted trajectory for (A) realised gain and (B) power field. 
 
5.5 Harmonic balance simulation 
The proposed harmonic balance simulation technique can now be applied to the designed 
frequency tripler patch antenna by following the steps summarised in Figure 5-1.   
In the first step, the nonlinear part, the Schottky diode in this example, needs to be de-
embedded and the remaining parts are simulated using the CST software to find the S-
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parameters. Figure 5-17 presents the frequency tripler patch antenna sections which are being 
simulated in this step. The generated S-parameters file is then imported to AWR to combine 
with the nonlinear parts. The circuit consists of the S-parameter file which represents the 
linear part of the circuit, the Schottky diode, idlers circuitry and feed line resonator. The 
circuit arrangement for the simulation in AWR is shown in Figure 5-18. It can be seen in 
Figure 5-17 and 5-18 that port 1 is where the 1 𝐺𝐺𝐻𝐻𝐻𝐻 signal entered the designed microstrip 
feedline; port 2 is the intersection of the via to ground and the Schottky diode; and port 3 is 
the intersection of the Schottky diode and the patch antenna. The circuit in Figure 5-18 is 
then simulated in order to measure the third harmonic current generated by the Schottky 
diode at port 1 and port 3. It should be also noted that the Schottky diodes used in this 
chapter’s simulation are all biased (0.1 𝑉𝑉) using an ideal bias tee. Table 5-3 presents current 
magnitudes and phases for the third harmonics for port 1 and 3.    
 
Figure  5-17: Frequency tripler patch antenna without Schottky diode. 
 




Figure  5-18: AWR Microwave Office circuit arrangement. 
 











1 6.3509 -82.534 3.7237 80.324 
 
In the next step, the calculated currents are generated and injected into the designed patch 
antenna in CST. In order to generate these currents, a network of linear voltage controlled 
current sources (VCCS) and a 100 Ω transmission line to generate the phase difference 
required between the currents are used. The transmission line is selected to be 100 Ω to 
match the series 100 Ω resistor and to ensure that the parallel combination of generators is 
matched to 50 Ω.  




Figure  5-19: Proposed current network schematic. 
 
Figure 5-19 illustrates the schematic of the network needed to drive the required currents into 
the patch antenna. To design this feeding network using voltage controlled current sources, as 
the name suggests, the output currents of the VCCS are functions of the voltage across the 
input ports and the transconductance of the VCCS, as can be seen in Equation 5-1. On the 
other hand voltage (V) in Equation 5-1 is calculated as it is connected to the 50 Ω port with 
30 𝑑𝑑𝐵𝐵𝑛𝑛 power, using Equation 5-2, as can be seen below. 
𝑔𝑔𝑚𝑚 =  
𝐼𝐼𝑜𝑜𝑜𝑜𝑎𝑎
𝑉𝑉
  5-1 
𝑃𝑃 =  
𝑉𝑉2
𝑅𝑅
  5-2 
                                                                                                                                                                     
𝑉𝑉 =  √50 
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Having found the voltage and using the set of known currents measured in AWR (Table 5-3) 
the transconductance (𝑔𝑔𝑚𝑚) of the voltage controlled current sources is calculated. The 
transconductance values are presented in Table 5-4. Once the current magnitudes are known, 
the required phase difference between the two currents is determined by setting the lengths of 
the matched transmission lines inside the network using TXline in AWR Microwave Office.    
Table  5-4: Transconductance (𝑔𝑔𝑚𝑚) value of the voltage controlled current sources . 
Voltage Controlled Current Sources 
(VCCS) VCCS 1 VCCS 2 
Transconductance (𝒈𝒈𝒎𝒎) 0.5395 × 10−3 0.9073 × 10−3 
 
The designed network to enforce the required third harmonic currents is then combined with 
the patch antenna. The combined structure is shown in Figure 5-20. This structure is then 
simulated to analyse the radiation and power pattern of the frequency tripler patch antenna. 
 
Figure  5-20: Circuit configuration for generating the required current into the designed 
frequency tripler patch antenna. 




The magnitude of the injected currents at ports 1 and 3 have been measured at points P1 and 
P2 (Figure 5-20). The measured currents are shown in Figure 5-21. Comparing the results in 
Figure 5-21 and Table 5-3 verifies that the currents injected into the structure are in 




Figure  5-21: Enforced currents (A) measured at the input feed line port; (B) measured at the 
intersection of the Schottky diode and patch antenna. 




After enforcing the required currents into the design, the circuit is now ready to perform full 
EM simulation at 3 GHz. The integrated circuit is now analysed for the realised gain and 
power pattern using CST STUDIO SUITE. Figure 5-22 indicates a two-dimensional view of 
the realised gain and power pattern for the designed integrated nonlinear frequency tripler 
patch antenna. Analysing Figures 5-22 indicates that an integrated nonlinear frequency tripler 
patch antenna has similar radiation and power pattern as that expected from a patch antenna 
(Figure 5-5), with a small deviation in the main lobe direction; which, as was explained 
earlier in section 5.4, is due to the inclusion of the via to ground at a short distance from the 
patch surface (Figure 5-8). It is important to mention that the low magnitude of the realised 
gain and power field that can be seen in Figure 5-22 is due to the low third harmonic power 
generated by the Schottky diode to excite the patch antenna. Figure 5-23 indicates that the 
input power fed to the Schottky diode at 1 GHz is 18.13 𝑑𝑑𝐵𝐵𝑛𝑛 and the generated third 
harmonic power is −11.34 𝑑𝑑𝐵𝐵𝑛𝑛. The 29.64 𝑑𝑑𝐵𝐵𝑛𝑛 conversion loss in the Schottky diode is 
expected, as it was calculated previously in section 5.4.2 Figure 5-11. It is shown in Figure 5-
11 that the conversion loss is 21.053 𝑑𝑑𝐵𝐵𝑛𝑛, where the Schottky diode was excited by 
30 𝑑𝑑𝐵𝐵𝑛𝑛; whereas in the designed frequency tripler patch antenna, the Schottky diode was 
excited with much lower fundamental frequency power and hence expected to introduce a 
higher conversion factor. Therefore, by taking the effect of the Schottky diode conversion 
loss into account when analysing the magnitude of the realised gain and power field, it can be 
seen that the theoretical expectation of the patch antenna has been satisfied. 
 




Figure  5-22: (A) 2-D realised gain and (B) power pattern of the integrated nonlinear 
frequency tripler patch antenna. 
 
Figure  5-23: Power of the harmonics generated by the Schottky diode in the frequency tripler 
patch antenna. 
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5.6 Harmonic Balanced Analysis of the NL-CRLH Leaky Wave 
Antenna 
In this section, the proposed method of combining harmonic balance and the EM analysis is 
deployed to investigate the designed NL-CRLH leaky wave antenna in section 4.4. This is 
done by following the steps summarised in Figure 5-1.  
In the first step, the nonlinear parts, the varactor diodes in this design, were removed from the 
distributed NL-CRLH leaky wave antenna. The remaining parts of the model were simulated 
using the CST MICROWAVE STUDIO package to find the S-parameters. The NL-CRLH 
leaky wave antenna sections which are being simulated in this step are presented in Figure 5-
24. The design procedure of the distributed NL-CRLH can be found in section 4-5. The 
dimensions of the distributed structure elements are listed in Table 4-3. The generated S-
parameter is then imported to AWR Design Environment to combine with the nonlinear 
section of the NL-CRLH leaky wave antenna. Figure 5-25 is the circuit arrangement of the 
NL-CRLH leaky wave antenna in the AWR Design Environment. This circuit consists of the 
S-parameter file which represents the linear parts of the design, the varactors and idlers 
circuitry. The parallel LC idler before each varactor acts as a narrow passband filter ensuring 
that the fundamental frequency (𝑠𝑠.𝑔𝑔 1.1 𝐺𝐺𝐻𝐻𝐻𝐻 for the broadside radiation) will reach the 
varactors. In order to make sure that the biasing current is not short circuited to ground due to 
this circuit arrangement a large capacitor is placed in series with the parallel network. The 
series LC branch after each varactor in Figure 5-25 represents the idler at the third harmonic 
frequency. This idler supresses any third harmonic frequency generated by the varactors. The 
“Varactor” SUBCKT between ports 3, 4 and ports 5, 6 of the “CRLH” SUBCKT in Figure 5-
25, represents the varactor model. In this design SKYWORKS “SMV1232” varactor was 
used. The Spice model and capacitance vs. voltage curve of this varactor can be seen in 
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Figure 5-26 and 5-27 respectively. It should be noted that in Figure 5-24 and 5-25, port 1 is 
where the fundamental frequency signal entered the designed NL-CRLH leaky wave antenna; 
ports 3 and 4 are the intersection of the anode and cathode of the first varactor with the 
distributed NL-CRLH leaky wave antenna and port 5 and 6 corresponds to the intersections 
of the second varactor respectively; port 2 is the exit port of this unit cell. The power of the 
harmonic generated by the varactors within the circuit arrangement of Figure 5-25 is 
demonstrated in Figure 5-28. The circuit in Figure 5-25 is then simulated in order to measure 
the second harmonic generated by the varactor diodes at all ports. Table 5-5 presents current 
magnitudes and phases for the second harmonics for three different frequencies. The selected 
frequencies enabled the demonstration of backward to forward, including the broadside beam 
scanning by changing the operating frequency from the left-handed (0.8 𝐺𝐺𝐻𝐻𝐻𝐻) to right-
handed (1.5 𝐺𝐺𝐻𝐻𝐻𝐻) frequency region. 
 
Figure  5-24: NL-CRLH leaky wave antenna structure without varactor diodes. 




Figure  5-25: AWR Microwave Office arrangement of the NL-CRLH leaky wave antenna. 
 
 
Figure  5-26: Spice model for SKYWORKS SMV 1232 varactor. 
 




Figure  5-27: Capacitance vs. Voltage plot to investigate the required biasing voltage. 
 
Figure  5-28: Power of the harmonics generated by the varactor diodes in the NL_CRLH 
leaky wave antenna (Figure 2-25). 
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Table  5-5: Complex current generated at the second harmonic at port 1 to 6. 
Frequency (GHz) 0.8 1.1 1.5 
|𝑰𝑰(𝑪𝑪𝑹𝑹𝑳𝑳𝒑𝒑@𝟏𝟏,𝟐𝟐)| (𝒎𝒎𝑨𝑨) 33.50 45.75 1.23 
𝑨𝑨𝒏𝒏𝒈𝒈�𝑰𝑰(𝑪𝑪𝑹𝑹𝑳𝑳𝒑𝒑@𝟏𝟏,𝟐𝟐)� (𝑫𝑫𝑮𝑮𝒈𝒈) 110.6 70.79 36.14 
|𝑰𝑰(𝑪𝑪𝑹𝑹𝑳𝑳𝒑𝒑@𝟐𝟐,𝟐𝟐)| (𝒎𝒎𝑨𝑨) 44.54 86.77 21.96 
𝑨𝑨𝒏𝒏𝒈𝒈�𝑰𝑰(𝑪𝑪𝑹𝑹𝑳𝑳𝒑𝒑@𝟐𝟐,𝟐𝟐)� (𝑫𝑫𝑮𝑮𝒈𝒈) −5.01 138.22 133.79 
|𝑰𝑰(𝑪𝑪𝑹𝑹𝑳𝑳𝒑𝒑@𝟑𝟑,𝟐𝟐)| (𝒎𝒎𝑨𝑨) 34.63 47.71 1.15 
𝑨𝑨𝒏𝒏𝒈𝒈�𝑰𝑰(𝑪𝑪𝑹𝑹𝑳𝑳𝒑𝒑@𝟑𝟑,𝟐𝟐)� (𝑫𝑫𝑮𝑮𝒈𝒈) 76.15 93.43 116.58 
|𝑰𝑰(𝑪𝑪𝑹𝑹𝑳𝑳𝒑𝒑@𝟒𝟒,𝟐𝟐)| (𝒎𝒎𝑨𝑨) 87.89 139.92 25.71 
𝑨𝑨𝒏𝒏𝒈𝒈�𝑰𝑰(𝑪𝑪𝑹𝑹𝑳𝑳𝒑𝒑@𝟒𝟒,𝟐𝟐)� (𝑫𝑫𝑮𝑮𝒈𝒈) −37.71 −18.92 −9.12 
|𝑰𝑰(𝑪𝑪𝑹𝑹𝑳𝑳𝒑𝒑@𝟓𝟓,𝟐𝟐)| (𝒎𝒎𝑨𝑨) 76.72 58.33 6.63 
𝑨𝑨𝒏𝒏𝒈𝒈�𝑰𝑰(𝑪𝑪𝑹𝑹𝑳𝑳𝒑𝒑@𝟓𝟓,𝟐𝟐)� (𝑫𝑫𝑮𝑮𝒈𝒈) 159.88 −150.13 159.12 
|𝑰𝑰(𝑪𝑪𝑹𝑹𝑳𝑳𝒑𝒑@𝟔𝟔,𝟐𝟐)| (𝒎𝒎𝑨𝑨) 43.98 90.74 22.47 
𝑨𝑨𝒏𝒏𝒈𝒈�𝑰𝑰(𝑪𝑪𝑹𝑹𝑳𝑳𝒑𝒑@𝟔𝟔,𝟐𝟐)� (𝑫𝑫𝑮𝑮𝒈𝒈) −38.41 159.57 −131.58 
 
In the next step, the measured currents in all ports are generated and injected into the 
designed NL-CRLH structure (see Figure 5-24) at the corresponding ports in CST DESIGN 
STUDIO. In order to generate these currents, a network of linear voltage controlled current 
sources (VCCS) and 300 Ω transmission lines to generate the phase difference required 
between the currents is used. The transmission lines are selected to be 300 Ω to match the 
series 300 Ω resistor at each current branch and to ensure that the parallel combination of the 
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generators is matched to 50 Ω. Figure 5-29 illustrates the schematic of the network needed to 
drive the required currents into NL-CRLH leaky wave antenna ports. To design this feeding 
network using VCCSs, the output currents of the VCCS are functions of the voltage across 
the input ports and the transconductance (𝑔𝑔𝑚𝑚) of the VCCS. Having found the voltage (using 
Equation 5-1 and 5-2) and using the set of known currents measured in AWR (Table 5-5) the 
transconductance of the VCCSs is calculated. These values are presented in Table 5-6. 
Having set the current magnitudes, the required phase difference between the currents for 
each port and port 1 is determined by setting the lengths of the matched transmission lines 
inside the network using TXline in AWR Microwave Office. 
 
Table  5-6: Transconductance value of the voltage controlled current sources. 
Frequency (𝑮𝑮𝒑𝒑𝑮𝑮) 𝟎𝟎.𝟖𝟖 𝟏𝟏.𝟏𝟏 𝟏𝟏.𝟓𝟓 
𝒈𝒈𝒎𝒎 @ P1 (𝑺𝑺) 4.73 × 10−3 6.47 × 10−3 0.17 × 10−3 
𝒈𝒈𝒎𝒎 @ P2 (𝑺𝑺) 6.3 × 10−3 12.27 × 10−3 3.1 × 10−3 
𝒈𝒈𝒎𝒎 @ P3 (𝑺𝑺) 4.9 × 10−3 6.74 × 10−3 0.16 × 10−3 
𝒈𝒈𝒎𝒎 @ P4 (𝑺𝑺) 12.43 × 10−3 19.79 × 10−3 3.64 × 10−3 
𝒈𝒈𝒎𝒎 @ P5 (𝑺𝑺) 10.85 × 10−3 8.25 × 10−3 0.94 × 10−3 
𝒈𝒈𝒎𝒎 @ P6 (𝑺𝑺) 6.22 × 10−3 12.83 × 10−3 3.18 × 10−3 
 




Figure  5-29: Current network schematic for current generation at the second harmonic to be 
injected to the NL-CRLH leaky wave antenna ports. 
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The designed network to enforce the required second harmonic currents is then combined 
with the NL-CRLH leaky wave antenna. The combined structure is shown in Figure 5-30. 
This structure is then simulated to analyse the radiation pattern of the NL-CRLH frequency 
doubler leaky wave antenna. The magnitudes of the injected currents at ports 1 to 6 have been 
measured at points P1 to P6 (Figure 5-30) and verified with the results in Table 5-5. 
 
Figure  5-30: Circuit configuration for injecting the required current into the NL-CRLH leaky 
wave antenna structure. 
  
After enforcing the required currents into the design, the circuit is now ready to perform the 
full EM simulation at the required second harmonic frequency. In this work, in order to 
demonstrate the backward, broadside and forward radiation of the designed NL-CRLH 
frequency doubler structure, the excitation frequency at port 1 is selected to be 0.8 𝐺𝐺𝐻𝐻𝐻𝐻, 
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1.1 𝐺𝐺𝐻𝐻𝐻𝐻 and finally 1.5 𝐺𝐺𝐻𝐻𝐻𝐻 which give rise to 1.6 𝐺𝐺𝐻𝐻𝐻𝐻, 2.2 𝐺𝐺𝐻𝐻𝐻𝐻 and 3 𝐺𝐺𝐻𝐻𝐻𝐻 second 
harmonic that lie in left handed region, transient frequency and right handed region of the 
designed NL-CRLH structure respectively (see Figure 4-10 for the dispersion diagram of the 
designed structure). The integrated circuit (Figure 5-30) is now analysed for the realised gain 
using CST STUDIO SUITE. The backward to forward beam scanning of the designed 
integrated NL-CRLH frequency doubler LWA has been illustrated in Figure 5-31 (A) to (C) 
by setting the excitation frequency at port 1 to 0.8 𝐺𝐺𝐻𝐻𝐻𝐻, 1.1 𝐺𝐺𝐻𝐻𝐻𝐻 and 1.5 𝐺𝐺𝐻𝐻𝐻𝐻 respectively.  
 
Figure  5-31: Polar representation of NL-CRLH frequency doubler LWA's radiation pattern 
for three different frequencies. 




It is seen in Figure 5-31 that as the frequency increases from the left-handed frequency region 
in part (A) to the right-handed frequency region in part (C), the direction of the main 
radiation lobe varies from backward radiation in Part (A) with the main lobe direction 
of −10°, to broadside radiation at 2.2 𝐺𝐺𝐻𝐻𝐻𝐻 in part (B) and finally to forward radiation with 
the main lobe direction of 21° at 3 𝐺𝐺𝐻𝐻𝐻𝐻. It is important to mention that, although in this work 
the proposed harmonic balance simulation technique was only applied to a single unit cell of 
NL-CRLH Frequency doubler LWA, the proposed technique is capable of analysing the 
multi-unit cell structure. In order to fully investigate the NL-CRLH frequency doubler LWA 
unit cell, the phase difference between fundamental current entering the first varactor (P3) 
and exiting from the unit cell (P6) needs to be measured, to make sure that the adjacent unit 
cells can be placed at appropriate distances to achieve the required beam direction and 
maximum directivity from the NL-CRLH leaky wave antenna array. For instance, if the 
LWA array designed requires radiating at the broadside, to find the distance between the 
adjacent cells first the phase difference between the input fundamental currents (1.1 𝐺𝐺𝐻𝐻𝐻𝐻) at 
P3 and the fundamental current exiting P6 (Figure 5-25) has to be calculated. Table 5-7 
indicates the phase of the fundamental currents at P3 and P6. After finding the phase 
difference between these two ports (∆𝜃𝜃), since the frequency doubling structure needed to 
radiate at the broadside, therefore the distance between the neighbouring cells needs to be 
180°. This is achieved by placing a 50 Ω transmission line at the fundamental frequency 
(1.1 𝐺𝐺𝐻𝐻𝐻𝐻) with the electrical length (𝐸𝐸𝑓𝑓) of the difference between ∆𝜃𝜃 and 180° between 
each cell. Any arbitrary radiation direction other than broadside radiation, can be established 
by following the standard array design procedures such as reference [4]. 
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Table  5-7: Phase of the currents at port 3 and 6 of NL-CRLH leaky wave antenna (Figure 5-
25) at the fundamental frequency (1.1 𝐺𝐺𝐻𝐻𝐻𝐻). 
Frequency (𝑮𝑮𝒑𝒑𝑮𝑮) 𝑨𝑨𝒏𝒏𝒈𝒈�𝑰𝑰(𝑪𝑪𝑹𝑹𝑳𝑳𝒑𝒑@𝟑𝟑,𝟏𝟏)� (𝑫𝑫𝑮𝑮𝒈𝒈) 𝑨𝑨𝒏𝒏𝒈𝒈�𝑰𝑰(𝑪𝑪𝑹𝑹𝑳𝑳𝒑𝒑@𝟔𝟔,𝟏𝟏)� (𝑫𝑫𝑮𝑮𝒈𝒈) 
𝟏𝟏.𝟏𝟏 −9.59 −93.46 
 
|∆𝜃𝜃| = 83.87° 
𝐸𝐸𝑓𝑓 = 96.13° 
 
5.7 Conclusion  
In this chapter a new application of a harmonic balance simulation technique has been 
proposed. This new application enables harmonic balance simulation to combine with EM 
analysis for nonlinear antenna design on complex structures with radiating elements. In this 
method, the circuit is divided into linear and nonlinear sub sections. The linear section is first 
analysed using CST DESIGN STUDIO. This section is then combined with the nonlinear part 
to find the currents in the required harmonics using AWR Microwave Office. These currents 
are then reintroduced into the linear section to perform full EM simulation. In order to fully 
clarify the proposed technique, a nonlinear frequency tripler patch antenna has been designed 
and analysed using the proposed method. Further in this chapter, the proposed technique was 
applied on the single unit cell of the NL-CRLH frequency doubler LWA designed earlier in 
chapter 4 and the radiation pattern of this structure has been studied at different frequencies.    
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This thesis describes research on the nonlinear analysis of optical and microwave sources. It 
shows and describes an integrated VCSEL model capable of accurately modelling intrinsic 
characteristics, as well as the parasitic and matching network effects on the VCSEL’s 
behaviour. Further in this thesis, a nonlinear frequency doubler CRLH-LWA is designed. 
This design works as a frequency doubler within the structure, which is capable of radiation, 
from backfire to endfire and through broadside by varying the feeding frequency. The 
limitations of the CAD software to conveniently combine the analysis of distributed nonlinear 
circuits with advanced EM analysis, to find the radiation pattern at the harmonic frequencies 
generated within the structure motivated the research to find a new and original method of 
combining harmonic balance and EM analysis, for the design of nonlinear active antennas.  
Parameters of the proposed integrated VCSEL equivalent circuit model were calculated using 
the set of analytical equations derived in this thesis. The 1300 𝑛𝑛𝑛𝑛 intrinsic VCSEL 
parameters are taken from the literature. The proposed model is capable of predicting the 
relative intensity noise and junction noise spectrum using current, voltage and cross spectral 
density of the intrinsic noise source. Furthermore, the model is used to simulate the dynamic 
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and small signal responses of the VCSEL used in this thesis. The results of the proposed 
model are in good agreement with VCSEL behaviour reported in the literature.  
The intention of the proposed nonlinear frequency doubler CRLH was to operate in the 
terahertz frequency region, where the harmonic frequency generation is favourable because 
of the difficulty of fundamental terahertz source generation. However, due to the complexity 
involved in the EM analysis of the second harmonic generated within structure, the proposed 
nonlinear CRLH antenna was designed in a lower frequency region. The simple and novel 
distributed structure of the nonlinear frequency doubler CRLH-LWA proposed in this thesis 
was achieved by using the quasi-lumped element approach. The radiation pattern analysis 
indicates a seamless transition from backward to forward radiation including broadside 
radiation by increasing the operating frequency.   
The proposed method of combining the harmonic balance and the EM analysis for the 
nonlinear active antenna presented in Chapter 5 provides a novel solution for EM analysis of 
designs where the harmonic frequencies are generated within the structure. This method was 
examined for analysing the radiation pattern of the nonlinear patch antenna. The patch 
antenna which is designed to radiate at the third harmonic is excited by the fundamental 
frequency. The fundamental frequency is used by a Schottky diode within the structure to 
generate the third harmonic. The generated third harmonic is then fed back to the patch 
structure to start the radiation. The radiation pattern achieved by using this method is in good 
agreement with the expected patterns from this type of structure. Finally the proposed method 
of combining the harmonic balance and the EM analysis was applied on a unit cell of the NL-
CRLH frequency doubler LWA, designed earlier in chapter 4. The radiation pattern of this 
structure was investigated for three different excitation frequencies in order to prove the 
beam scanning property of the designed NL-CRLH frequency doubler LWA by varying the 
excitation frequency from left-handed to transient and right-handed frequency regions.  




6.1.1 Integrated Vertical Cavity Surface Emitting Laser model based on 
transmission line modelling  
In Chapter 3, an accurate intrinsic equivalent VCSEL model was proposed by using the 
VCSEL rate equation and taking into account the effect of the VCSEL Langevin noise 
sources. Different characteristics of the VCSEL were analysed by simulating the proposed 
intrinsic VCSEL model. These characteristics include: intrinsic VCSEL transient behaviour; 
direct modulation response; and small signal characteristics. The small signal characteristics 
include: input impedance (𝑍𝑍 (ѡ)); photon modulation transfer function (𝐻𝐻(ѡ)); junction 
voltage noise spectrum (𝑆𝑆12���� ∆𝑓𝑓⁄ ); and the relative intensity noise (𝑅𝑅𝐼𝐼𝑁𝑁 (𝜔𝜔)/∆𝑓𝑓). Further to 
the optical characteristics of the VCSEL, electrical aspects of the modelling such as electrical 
parasitics were also considered in the proposed VCSEL model, by including both parasitics 
arising from the VCSEL chip and packaging. Furthermore, in this work the effect of the 
matching network was also considered by including an L-matching network in the proposed 
integrated VCSEL model. It was observed from the simulation of the proposed integrated 
VCSEL model that the matching network improves the direct modulation response by 3 𝑑𝑑𝐵𝐵. 
On the other hand, due to the inherent practical limitations of the lumped-elements in high 
frequency regions, a distributed equivalent variant of the proposed integrated VCSEL model 
was also developed in this work. The proposed distributed model of the VCSEL is based on 
transmission line modelling, where each element in the lumped-element model was replaced 
by a microstrip line with a specific dimension using a quasi-lumped method. The proposed 
distributed VCSEL model has an application for microwave signal generation such as 
harmonic generation by frequency switching. 
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6.1.2 Non-Linear Composite Right/Left Handed (NL-CRLH) frequency 
doubler leaky wave antenna design 
In Chapter 4, the design procedure of the linear and nonlinear CRLH structure was described. 
The novelty in this work is the use of nonlinear CRLH, by replacing the left-handed capacitor 
with the varactor diode; and also a quasi-lumped approach to design the distributed structure. 
Using the quasi-lumped approach in this work resulted in a simple physical structure. 
Nonlinear analysis was performed using the circuit simulator to establish that the harmonic 
generation would occur. To establish the basic essential radiation properties, EM simulation 
was then applied to the linear version of the structure, using an EM simulator by exciting the 
input port at the harmonic frequency. The radiation pattern analysis in this work indicates that 
the designed cascaded CRLH leaky wave antenna has relatively good directivity (6 𝑑𝑑𝐵𝐵𝑆𝑆). 
Finally, the analysis of the radiation patterns reveals that the designed structure is able to 
perform backward to forward beam scanning by changing the operating frequency from the 
left-handed to the right-handed frequency region, without using the sophisticated biasing 
circuitry needed when designing a conventional leaky wave antenna. The limitation of this 
work is that injecting the harmonic frequencies at the input port, may result in different 
radiation properties from injecting the harmonic currents at the point in the nonlinear 
structure at which the harmonic currents are generated. In Chapter 5, a new method of 
injecting harmonic currents generated within the nonlinear structure has been developed in 
order to analyse the EM properties of the nonlinear structures at harmonic frequencies when 
excited at the fundamental frequency.      
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6.1.3 Combining harmonic balance and EM analysis for design and 
optimisation of non-linear active antennas 
In Chapter 5, a new application for the harmonic balance simulation technique was proposed. 
This new application enables harmonic balance simulation to combine with EM analysis for 
nonlinear antenna design on complex structures with radiating elements. In order to perform 
the proposed method the circuit is divided into linear and nonlinear sub sections. The linear 
section is first analysed using CST DESIGN STUDIO. The linear section is then combined 
with the nonlinear part to find the currents at the required harmonics using AWR Microwave 
Office. These currents are then reintroduced into the linear section to perform full EM 
simulation. In order to fully clarify the proposed technique, a nonlinear frequency tripler 
patch antenna has been designed and analysed using the proposed method. Further in this 
chapter, the proposed technique was applied on the single unit cell of the NL-CRLH 
frequency doubler LWA designed earlier in Chapter 4 and the radiation pattern of this 
structure has been studied at different frequencies.   
 
6.2 Suggestions for possible future work 
This thesis focuses on the nonlinear analysis of optical and microwave sources. In the field of 
nonlinear optical source analysis, the proposed integrated VCSEL model can be further 
developed by the inclusion of the thermal related parameters in the model. The VCSEL 
operations are typically thermal dependent. This is due to the use of DBR layers in their 
structure to maximise the optical amplifications in their small active region. In the field of 
nonlinear analysis of microwave sources, possible future works on the proposed nonlinear 
frequency doubler CRLH-LWA could be on the fabrication and measurement of the designed 
structure either as a single unit cell or an array. The developed structure can be also further 
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analysed in the millimetre wavelength region, as the harmonic generation is necessary in this 
region due to the difficulties of acquiring the fundamental frequency sources. A summary of 
the possible areas for further research in the field of this thesis is as follows: 
1. The realisation of thermal behaviour of the VCSELs in the proposed integrated 
model. This can be done by using the thermal dependent rate equation in the 
derivation of the proposed model. 
 
2. The proposed VCSEL model has applications in microwave signal generation. As an 
example, the harmonic generation by frequency switching of the VCSEL can be 
investigated using the proposed distributed VCSEL model. 
 
3. Fabrication and measurement of the designed nonlinear frequency doubler CRLH-
LWA structure either as a unit cell or an array. 
 
4. Investigation of the proposed nonlinear frequency doubler CRLH-LWA in the 
millimetre wavelength regions. This may need redesigning and considerable size 
adjustments of the designed structure. 
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B. Microwave Simulation Software 
This section provides the manual for OrCAD EE (PSpice) Designer, that offers a transient 
and time domain analysis environment for VCSEL modelling; and National Instruments (NI) 
AWR Design Environment and Computer Simulation Technology (CST) STUDIO SUITE 
used in this thesis for the simulations of the microwave structures.   
 
B.1 OrCAD EE (PSpice) Designer 
The OrCAD EE (PSpice) Designer is the popular general purpose lumped circuit simulator 
package that includes OrCAD PSpice and OrCAD Capture. Detailed information about this 
software can be found on the company’s website [1]. OrCAD PSpice is used in this research; 
it enables the DC, AC and transient analysis of the required circuitry. During this research the 
student version of PSpice 9.1 is used. 
 
 
OrCAD PSpice manual  
In order to work with OrCAD PSpice, first the designed circuit should be constructed in this 
software. OrCAD PSpice offers an extensive library of electrical elements. This library can 
be reached under the “Draw” menu by selecting “Get New Part” as illustrated in Figure B-1. 
To analyse the constructed circuit the required analysis should be setup. The “Setup” can be 
found under Analysis menu in the PSpice Schematics window. This is shown in Figure B-2. 




Figure  B-1: OrCAD PSpice advanced part browser. 
 
 
Figure  B-2: OrCAD PSpice analysis setup. 
  
209 | P a g e  
 
 
B.2 National Instruments AWR Design Environment 
NI AWR Design Environment is the software composed of Microwave Office and Analog 
Office for circuit simulation; Visual System Simulator for system simulation; and AXIEM 
and Analyst for electromagnetic analysis. Microwave Office is used in this research. 
Microwave Office is capable of: schematic design, linear and nonlinear circuit analysis, 
simulation, optimisation etc. Further information about the software can be found on the 
company’s website [2]. During this research, versions 2012 and 2013 of the NI AWR Design 
Environment were used. 
 
NI AWR Design Environment manual  
One of the benefits of using NI AWR Microwave Office is its user friendly interface. In this 
work the nonlinear circuit simulator and the optimisation tool of this software were mainly 
used. In order to use these tools, first the global variables that include the elements’ units and 
the frequency range used in the simulation should be setup. These setups can be done through 
the “Project Options” window. “Project Options” can be found under the “Options” menu of 
Microwave Office. Figure B-3 illustrates the “Global Units” and “Frequency” tabs within the 
“Project Options”. The next step after setting up the required global variables is to open a 
new schematic. New schematics can be added by right clicking on the “Circuit Schematics” 
folder on the left side of the Microwave Office window and selecting “New Schematic”. Now 
the elements of the design should be added to the schematic to build up the structure. The 
circuit elements can be found under the “Elements” tab on the bottom left corner of 
Microwave Office. Figure B-4 indicates the location of the “New Schematics” and the 
“Elements” within Microwave Office. 





Figure  B-3: Microwave Office "Project Options" menu. 
 
Figure  B-4: Microwave Office "New Schematic" and "Elements" location. 
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Microwave Office provides a wide range of analysis including S-parameter analysis. After 
setting up the required elements of the structure, then the simulation and analysis of the 
results can take place. Figure B-5 indicates the “Analyze” button under the “Simulate” menu. 
 
Figure  B-5: Microwave Office simulation. 
 
In the majority of cases the designed circuit needs to be optimised to achieve the required 
specification from the design. Microwave Office provides a real time optimisation tool as 
illustrated in Figure B-6.     
      




Figure  B-6: Microwave Office optimisation and tuning tools. 
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B.3 CST STUDIO SUITE 
CST STUDIO SUITE is a 3-D full wave electromagnetic simulator which contains a number 
of interconnected products including: CST MICROWAVE STUDIO (CST MWS) dedicated 
for high frequency 3-D simulations; CST DESIGH STUDIO (CST DS) for schematic design 
of the electromagnetic systems etc. For detailed information about the range of CST STUDIO 
SUITE products readers are referred to the company’s website [3]. CST MWS includes three 
simulation tools, eigenmode solver, time domain solver and frequency domain solver to fit 
the needs of the specific applications. Time domain solver is used in this research; it is 
capable of generating results including the structure’s S-parameters and far field radiation 
patterns for antennas. CST MWS versions 2012, 2013 and 2014 are used during the period of 
this research. 
 
CST MICROWAVE STUDIO manual 
CST MWS provides different templates for the possible structures analysed in this software. 
Therefore the first step in simulating a structure in CST is to select an appropriate CST 
template. These templates help to specify the basic condition for the simulation of the 
different structures. Figure B-7 indicated the template window of the CST MWS. The 
required complex 3-D structure is designed in CST MWS using the basic 3-D shape and the 
Boolean operations such as subtraction, trim, addition and intersect provided within the 
software, as shown in figure B-8.  




Figure  B-7: CST MWS templates. 
 
Figure  B-8: CST MWS window indicating the available 3-D shapes and the possible Boolean 
operators. 
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