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Abstract
We study the Hamilton-Jacobi equation f − λHf = h, where Hf = e−fAef
and where A is an operator that corresponds to a well-posed martingale prob-
lem.
We identify an operator that gives viscosity solutions to the Hamilton-
Jacobi equation, and which can therefore be interpreted as the resolvent of
H. The operator is given in terms of optimization problem where the running
cost is a path-space relative entropy.
Finally, we use the resolvents to give a new proof of the abstract large
deviation result of Feng and Kurtz [8].
Keywords: Non-linear resolvent Hamilton-Jacobi equations Large deviations;
Markov processes
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1 Introduction
Let E be Polish and let A ⊆ Cb(E)×Cb(E) be an operator such that the martingale
problem for A is well posed. In this paper, we study non-linear operator H ⊆
Cb(E)× Cb(E) given by all pairs (f, g) such that
t 7→ exp
{
f(X(t)) − f(X(0)) −
∫t
0
g(X(s))ds
}
(1.1)
is a martingale with respect to Ft := σ(X(s) | s 6 t) and where X a solution of a
well-posed martingale problem for A (If ef ∈ D(A), then (f, e−fAef) ∈ H).
The operator H, the martingales of (1.1) corresponding to H, and the semigroup
V(t)f(x) = logE
[
ef(X(t))
∣∣∣X(0) = x] . (1.2)
that formally correspond to H play (possibly after rescaling) a key role in the theory
of stochastic control and large deviations of Markov processes, see e.g. [3,4,6,8–10,
17, 18, 21].
Consider a sequence of Markov processes Xn. [8] showed in their extensive mono-
graph on the large deviations for Markov processes that the convergence of the
non-linear semigroups Vn(t) defined by Vn(t)f(x) =
1
n
logE
[
enf(Xn(t))
∣∣Xn(0) = x]
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to some appropriate limiting semigroup V(t) is a major step in establishing path-
space large deviations for the sequence Xn.
It is well-known in the theory of linear semigroups that the convergence of semi-
groups Vn(t) to V(t) is essentially implied by the convergence of their infinitesimal
generators ‘Hnf = ∂tVn(t)f|t=0’ to ‘Hf = ∂tV(t)f|t=0’, see e.g. [11,15,22]. The results
also hold for the non-linear context. However, in the non-linear setting, the relation
between semigroup and generator is less clear. To be precise, V(t) is generated by
H if we have a resolvent
R(λ) := (1− λH)−1, λ > 0, (1.3)
which approximates the semigroup in the following way
V(t)h = lim
m
R
(
t
m
)m
h, ∀h ∈ Cb(E), t > 0. (1.4)
To be able to effectively use the Trotter-Kato-Kurtz approximation results in the
theory of large deviations or stochastic control, it is therefore important to have a
grip on the resolvent that connects the semigroup V(t) to the operator H via (1.3)
and (1.4).
An important first step in this direction was made in [8] by replacing the Markov
process X by an approximating jump process with bounded generator. Indeed, in
the case of bounded A can establish the existence of (1.3) by using fix-point ar-
guments. [8] then proceed to establish path-space large deviations for sequences of
Markov processes using probabilistic approximation arguments, semigroup conver-
gence (Trotter-Kato-Kurtz) and the theory of viscosity solutions to characterize the
limiting semigroup.
A second observation is that in the context of diffusion processes, or for operators
H that are first-order, it is not clear that one can actually invert (1 − λH) due to
issues with the domain: solutions of the Hamilton-Jacobi equation f− λHf = h can
have non-differentiable points. However, one can often give a family of operators
R(λ) in terms of a deterministic control problem that yield viscosity solutions to the
equation f− λHf = h. An extension Ĥ of H can then be defined in terms of R such
that the operator Ĥ and the semigroup V(t) are connected as in (1.3) and (1.4).
This paper therefore has a two-fold aim.
(1) Identify an operator R(λ) in terms of a control problem, which yields viscosity
solutions to f− λHf = h where H is in terms of the martingales of (1.1). This
we aim to do in the context of general (Feller) Markov processes.
(2) Give a new proof of the main large deviation result of [8] by using the operators
R(λ).
Regarding (1), we will show that the operators R(λ) defined as
R(λ)h(x) = sup
Q∈P(DE(R+))
{∫∞
0
(∫
h(X(t))Q(dX) − St(Q |Px)
)
τλ(dt)
}
(1.5)
give viscosity solutions to the Hamilton-Jacobi equation for H. That is: R(λ)h is a
viscosity solution to
f− λHf = h, h ∈ Cb(E), λ > 0. (1.6)
Here St(Q |Px) is the relative entropy of Q with respect to the solution of the martin-
gale problem started at x evaluated up to time t, and τλ is the law of an exponential
random variable with mean λ.
Our proof that R(λ) is a viscosity solutions to the Hamilton-Jacobi equation will be
carried out using a variant of a result by [8] extended to an abstract context in [13].
The family {R(λ)}λ>0 of (1.5) gives viscosity solutions to (1.6) if
2
(a) for all (f, g) ∈ H we have R(λ)(f− λg) = f,
(b) R(λ) is contractive and a pseudo-resolvent. That is: |R(λ)| 6 1 and for all
h ∈ Cb(E) and 0 < α < β we have
R(β)h = R(α)
(
R(β)h− α
R(β)h− h
β
)
.
In other words: if R(λ) serves as a classical left-inverse to 1 − λH and is also a
pseudo-resolvent, then it is a viscosity right-inverse of (1− λH).
To finish the analysis towards goal (1), we need to establish that our resolvent
approximates the semigroup:
(c) For the resolvent in (1.5) it holds that V(t)h = limm R
(
t
m
)m
h, where the
semigroup is given by (1.2).
This result follows from the intuition that the sum of n independent exponential
random variables of mean t/n converges to t. The difficulty lies in analysing the
concatenation of suprema as in (1.5), which will be carried out using suitable upper
and lower bounds.
The second goal, (2), of this paper is to reprove the main large deviation result
of [8]. The general procedure is as follows:
• Given exponential tightness, one can restrict the analysis to the finite-dimensional
distributions.
• One establishes the large deviation principle for finite-dimensional distribu-
tions by assuming this is true at time 0 and by proving that rescaled versions
of the semigroups (1.2) of conditional log-moment generating functions con-
verge.
• One proves convergence of the infinitesimal generators Hn → H and estab-
lishes well-posedness of the Hamilton-Jacobi equation f − λHf = h to obtain
convergence of the semigroups.
This paper follows the same general strategy, but establishes the third step in a
new way. Instead of working with the resolvent of approximating Markov jump
processes, the proof in this paper is based on a semigroup approximation argument
of [13] combined with the explicit identification of the resolvents corresponding to
the non-linear operators Hn.
We give a short comparison of the result in this paper to the main result in [8]. Our
condition on the convergence of Hamiltonians Hn → H is slightly simpler than the
one in [8]. This is due to being able to work with the Markov process itself instead
of a approximating jump process. The result in this paper is a bit weaker in the
sense that we assume the solutions to the martingale problems are continuous in the
starting point, as opposed to only assuming measurability in [8]. This is to keep the
technicalities as simple as possible, and it is expected this can be generalized. In
addition, [8] establishes a result for discrete time processes, which we do not carry
out here. This extension should be possible too.
The paper is organized as follows. We start in Section 2 with preliminary definitions.
In Section 3 we state the main results on the resolvent. In addition to the announced
results (a), (b) and (c) we also obtain that R(λ) is a continuous map on Cb(E). Proofs
of continuity of R(λ) in addition to various other regularity properties are given in
Section 5, the proofs of (a), (b) and (c) are given in Section 6.
In Section 4 we state a simple version of the large deviation result. A more general
version and its proof are given in Section 7.
3
2 Preliminaries
Let E be a Polish space. Cb(E) denotes the space of continuous and bounded
functions. Denote by B(E) the Borel σ-algebra of E. Denote by M(E) and Mb(E)
the spaces of measurable and bounded measurable functions f : E → [−∞,∞] and
denote by P(E) the space of Borel probability measures on E. |·| will denote the
supremum norm on Cb(E). In addition to considering uniform convergence we
consider the compact-open and strict topologies:
• The compact open topology κ on Cb(E) is generated by the semi-norms pK(f) =
supx∈K |f(x)|, where K ranges over all compact subsets of E.
• The strict topology β on Cb(E) is generated by all semi-norms
pKn,an(f) := sup
n
an sup
x∈Kn
|f(x)|
varying over non-negative sequences an converging to 0 and sequences of com-
pact sets Kn ⊆ E. See e.g. [14, 20, 23].
As we will often work with the convergence of sequences for the strict topology, we
characterize this convergence and give a useful notion of taking closures.
A sequence fn converges to f for the strict topology if and only if fn converges to f
bounded and uniformly on compacts (buc):
sup
n
|fn| <∞, ∀ compact K ⊆ E : lim
n→∞ supx∈K |fn(x) − f(x)| = 0.
Let Br ⊆ Cb(E) be the collection of functions f such that |f| 6 r. We say that D̂
is the quasi-closure of D ⊆ Cb(E) if D̂ =
⋃
r>0 D̂r, where D̂r is the strict closure of
D ∩ Br.
We denote by DE(R+) the Skorokhod space of trajectories X : R+ → E that have left
limits and are right-continuous. We equip this space with its usual topology, see [7,
Chapter 3]. As DE(R+) is our main space of interest, we write P := P(DE(R+)).
Let X be a general Polish space (e.g. E or DE(R+)). For two measures µ, ν ∈ P(X)
we denote by
S(ν |µ) =
{∫
log dν
dµ
dν if ν << µ,∞ otherwise,
the relative entropy of ν with respect to µ. For any sub-sigma algebra F of B(X), we
denote by SF the relative entropy when the measures are restricted to the σ-algebra
F. In the text below, we will often work with the space DE(R+). We will then write
St for the relative entropy when we restrict to Ft := σ (X(s) | s 6 t).
Finally, for λ > 0, denote by τλ ∈ P(R+) the law of an exponential random variable
with mean λ:
τλ(dt) = 1{t>0}λ
−1e−λ
−1tdt.
2.1 The martingale problem
Definition 2.1 (The martingale problem). Let A : D(A) ⊆ Cb(E) → Cb(E) be a
linear operator. For (A,D(A)) and a measure ν ∈ P(E), we say that P ∈ P(DE(R+))
solves the martingale problem for (A,ν) if P ◦ X(0)−1 = ν and if for all f ∈ D(A)
Mf(t) := f(X(t)) − f(X(0)) −
∫ t
0
Af(X(s))ds
is a martingale with respect to its natural filtration Ft := σ (X(s) | s 6 t) under P.
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We say that uniqueness holds for the martingale problem if for every ν ∈ P(X) the
set of solutions of the martingale problem that start at ν has at most one element.
Furthermore, we say that the martingale problem is well-posed if this set contains
exactly one element for every ν.
2.2 Viscosity solutions of Hamilton-Jacobi equations
Consider an operator B ⊆ Cb(E) × Cb(E). If B is single valued and (f, g) ∈ B, we
write Bf := g. We denote D(B) for the domain of B and R(B) for the range of B.
Definition 2.2. Let B ⊆ Cb(E) × Cb(E). Fix h ∈ Cb(E) and λ > 0. Consider the
equation
f− λBf = h (2.1)
• We say that a bounded upper semi-continuous function u : E → R is a sub-
solution of equation (2.1) if for all (f, g) ∈ B there is a sequence xn ∈ E such
that
lim
n→∞u(xn) − f(xn) = supx u(x) − f(x), (2.2)
and
lim sup
n→∞ u(xn) − g(xn) − h(xn) 6 0. (2.3)
• We say that a bounded lower semi-continuous function v : E → R is a super-
solution of equation (2.1) if for all (f, g) ∈ B there is a sequence xn ∈ E such
that
lim
n→∞ v(xn) − f(xn) = infx v(x) − f(x), (2.4)
and
lim inf
n→∞ v(xn) − g(xn) − h(xn) > 0. (2.5)
• We say that u is a solution of (2.1) if it is both a subsolution and a superso-
lution.
• We say that (2.1) satisfies the comparison principle if for every subsolution u,
we have
sup
x
u(x) − v(x) 6 0. (2.6)
Note that the comparison principle implies uniqueness of viscosity solutions.
2.3 Convergence of operators
Definition 2.3. For a sequence of operators Bn ⊆ Cb(E)×Cb(E) and B ⊆ Cb(E)×
Cb(E) we say that B is subset of the extended limit of Bn, denoted by B ⊆ ex−LIMBn
if for all (f, g) ∈ B there are (fn, gn) ∈ Bn such that β−limn fn = f and β−lim gn = g.
2.4 Large deviations
Definition 2.4. Let {Xn}n>1 be a sequence of random variables on a Polish space X.
Furthermore, consider a function I : X → [0,∞] and a sequence {rn}n>1 of positive
real numbers such that rn →∞. We say that
• the function I is a rate-function if the set {x | I(x) 6 c} is closed for every c > 0.
We say I is good if the sub-level sets are compact.
• the sequence {Xn}n>1 is exponentially tight at speed rn if, for every a > 0, there
exists a compact set Ka ⊆ X such that lim supn r
−1
n log P[Xn /∈ Ka] 6 −a.
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• the sequence {Xn}n>1 satisfies the large deviation principle with speed rn and
good rate-function I if for every closed set A ⊆ X, we have
lim sup
n→∞ r
−1
n logP[Xn ∈ A] 6 − inf
x∈A
I(x),
and if for every open set U ⊆ X,
lim inf
n→∞ r−1n logP[Xn ∈ U] > − infx∈U I(x).
3 The non-linear resolvent of a Markov process
Our main result is based on the assumption that the martingale problem is well-
posed and that the solution map in terms of the starting point is continuous.
Condition 3.1. A ⊆ Cb(E)×Cb(E) is an operator such that the martingale problem
for A ⊆ Cb(E) × Cb(E) is well-posed. Denote by Px ∈ DE(R+) the solution that
satisfies X(0) = x, Px almost surely. The map x 7→ Px is assumed to be continuous
for the weak topology on P = P(DE(R+)).
We introduce the triplet of key objects in semi-group theory: generator, resolvent,
and semigroup.
Definition 3.2. (a) Let H be a collection of pairs (f, g) ∈ Cb(E) × Cb(E) such
that for all x ∈ E
t 7→ exp
{
f(X(t)) − f(X(0)) −
∫ t
0
g(X(s))ds
}
are martingales with respect to the filtration Ft := σ (X(s) | s 6 t) and law Px.
(b) For λ > 0 and h ∈ Cb(E), define
R(λ)h(x) = sup
Q∈P
{∫∞
0
(∫
h(X(t))Q(dX) − St(Q |Px)
)
τλ(dt)
}
.
(c) For t > 0 and h ∈ Cb(E), define
V(t)f(x) = logEx
[
eh(X(t))
]
= sup
Q∈P
{∫
h(X(t))Q(dX) − S(Q |Px)
}
.
Note that the final equality follows by Lemma A.1.
The following is an immediate consequence of [7, Lemma 4.3.2].
Lemma 3.3. Let Condition 3.1 be satisfied. We have{
(f, e−fg)
∣∣ (ef, g) ∈ A} ⊆ H.
The first main result of this paper is the following.
Theorem 3.4. Let Condition 3.1 be satisfied. For each h ∈ Cb(E) and λ > 0 the
function R(λ)h is a viscosity solution to f− λHf = h.
The proof of this result follows in Section 6. To facilitate further use of the non-
linear resolvent, we establish also that
(a) The map R(λ) maps Cb(E) into Cb(E).
(b) The operators R(λ) act as the resolvent of the semigroup {V(t)}t>0.
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These properties will allow us to use our main result to establish large deviations
in a later part of the paper, see Section 7. We state (a) and (b) as Propositions.
Proposition 3.5. For every λ > 0 and h ∈ Cb(E) we have R(λ)h ∈ Cb(E).
Proposition 3.6. For each h ∈ Cb(E), t > 0 and x ∈ E we have
lim
m→∞R
(
t
m
)m
h = V(t)h.
for the strict topology.
Proposition 3.5 will be verified in Section 5, in which we will also verify other
regularity properties of R(λ). Proposition 3.6 is a part of our main results connecting
the resolvent and semigroup and will be established in Section 6.
3.1 Strategy of the proof of Theorem 3.4 and discussion on
extensions
Theorem 3.4 will follow as a consequence of Proposition 3.4 of [13]. We therefore
have to check three properties of R(λ):
(a) For all (f, g) ∈ H, we have f = R(λ)(f− λg) ;
(b) The pseudo-resolvent property: for all h ∈ Cb(E) and 0 < α < β we have
R(β)h = R(α)
(
R(β)h− α
R(β)h− h
β
)
.
(c) R(λ) is contractive.
We verify (c) in Section 5 as it relates to the regularity of the resolvent. We verify
(a) and (b) in Sections 6.1 and 6.2 respectively.
As is known from the theory of weak convergence, the resolvent is related to expo-
nential integrals.
• (a) is related to integration by parts: for bounded measurable functions z on
R+, we have
λ
∫∞
0
z(t) τλ(dt) =
∫∞
0
∫ t
0
z(s)ds τλ(dt).
• (b) is related to a more elaborate property of exponential random variables.
Let 0 < α < β then∫∞
0
z(s)τβ(ds) =
α
β
∫∞
0
z(s)τα(ds) +
(
1−
α
β
) ∫∞
0
∫∞
0
z(s+ u) τβ(du) τα(ds).
• Finally, the approximation property of Proposition 3.6 is essentially a law
of large numbers. The sum of n independent random variables of mean t/n
converges to t.
In the non-linear setting, our resolvent is given in terms of an optimization prob-
lem over an exponential integral. Thus, our method is aimed towards treating
the optimisation procedures by careful choices of measures and decomposition and
concatenation or relative entropies by using Proposition A.3 and then using the
properties of exponential integrals.
Any of the results mentioned in the above section can be carried out by introducing
an extra scaling parameter into the operators.
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Remark 3.7. Fix r > 0. Let H[r] be a collection of pairs (f, g) such that
t 7→ exp
{
r
(
f(X(t)) − f(X(0)) −
∫ t
0
g(X(s))ds
)}
are martingales. As above, we have
{
(f, r−1e−rfg)
∣∣ (erf, g) ∈ A} ⊆ H[r]. Relatively
straightforwardly, chasing the constant r, one can show that R[r](λ)h gives viscosity
solutions to f− λH[z]f = h, where
R[z](λ)h(x) = sup
Q∈P
{∫∞
0
λ−1e−λ
−1t
(∫
h(X(t))Q(dX) −
1
r
St(Q |Px)
)
dt
}
.
We also have
lim
m→∞R[r]
(
t
m
)m
h(x) = r−1V(t)(rh)(x).
Question 3.8. To some extent one could wonder whether Theorem 3.4 has an
extension where H† is a collection of pairs (f, g) such that
t 7→ exp
{
f(X(t)) − f(X(0)) −
∫t
0
g(X(s))ds
}
are supermartingales, and where H‡ is a collection of pairs (f, g) such that
t 7→ exp
{
f(X(t)) − f(X(0)) −
∫t
0
g(X(s))ds
}
are submartingales.
The statement would become that for each h ∈ Cb(E) and λ > 0 the function R(λ)h is
a viscosity subsolution to f−λH†f = h and a viscosity supersolution to f−λH‡f = h.
Indeed, some of the arguments in Section 6 can be carried out for sub- and super-
martingales respectively. Certain arguments, however,use that we work with mar-
tingales. For example, Lemma A.1 holds for probability measures only.
4 Large deviations for Markov processes
In this section, we consider the large deviations on DE(R+) of a sequence of Markov
processes Xn. In Section 7 below, we will instead consider the more general frame-
work where the Xn take their values in a sequence of spaces En that are embedded
in E by a map ηn and where the images ηn(En) converge in some appropriate way to
E. As this introduces a whole range of technical complications, we restrict ourselves
in this section to the most simple case.
Condition 4.1. Let An ⊆ Cb(E)×Cb(E) be linear operators and let rn be positive
real numbers such that rn →∞. Suppose that
• The martingale problems for An are well-posed. Denote by x 7→ Pnx the
solution to the martingale problem for An.
• For each n that x 7→ Pnx is continuous for the weak topology on P(DE(R
+)).
• for all compact sets K ⊆ E and a > 0 there is a compact set Ka ⊆ DE(R+)
such that
lim sup
n
sup
x∈K
1
rn
log Pnx [K
c
a] 6 −a.
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The first two conditions correspond to Condition 3.1. The final one states that we
have exponential tightness of the processes Xn uniformly in the starting position in
a compact set.
Corresponding to the previous section, define the operators Hn consisting of pairs
(f, g) ∈ Cb(E)× Cb(E) such that
t 7→ exp
{
rn
(
f(Xn(t)) − f(Xn(0)) −
∫ t
0
g(Xn(s))ds
)}
are martingales. Also define the rescaled log moment-generating functions
Vn(t)f(y) :=
1
rn
logE
[
ernf(Xn(t))
∣∣∣Xn(0) = x] .
Theorem 4.2. Let Condition 4.1 be satisfied. Let rn > 0 be some sequence such
that rn →∞. Suppose that
(a) The large deviation principle holds for Xn(0) on E with speed rn and good rate
function I0.
(b) There is an operator H ⊆ ex− LIMHn.
(c) The comparison principle holds for f− λHf = h for all h ∈ Cb(E) and λ > 0.
Then there exists a semigroup V(t) on Cb(E) such that if β− lim fn = f and tn → t
if holds that β− limV(tn)fn = V(t)f.
In addition, the processes Xn satisfy a large deviation principle on DE(R+) with
speed rn and rate function
I(γ) = I0(γ(0)) + sup
k>1
sup
0=t0<t1<...,tk
ti∈∆
c
γ
k∑
i=1
Iti−ti−1 (γ(ti) |γ(ti−1)). (4.1)
Here ∆cγ is the set of continuity points of γ. The conditional rate functions It are
given by
It(y | x) = sup
f∈Cb(E)
{f(y) − V(t)f(x)} .
Remark 4.3. A representation for I in a Lagrangian form can be obtained by the
analysis in Chapter 8 of [8]. To some extent the analysis is similar to the one of
this paper. First, one identifies the resolvent as a deterministic control problem by
showing that it solves the Hamilton-Jacobi equation in the viscosity sense. Second,
one shows that it approximates a control-semigroup. Third, one uses the control-
semigroup to show that (4.1) is also given in terms of the control problem.
5 Regularity of the semigroup and resolvent
The main object of study of this paper is the resolvent introduced in Definition 3.2.
Before we start with the main results, we first establish that the resolvent itself is
‘regular’:
• We establish that R(λ)h ∈ Cb(E) for λ > 0 and h ∈ Cb(E).
• We establish that h 7→ R(λ)h is sequentially continuous for the strict topology.
• We establish that limλ↓0 R(λ)h = h for the strict topology.
Before starting with analysing the resolvent, we establish regularity properties for
the cost function that appears in the definition of R(λ).
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5.1 Properties of relative entropy
A key property of Legendre transformation is that convergence of convex functionals
implies (and is often equivalent) to Gamma convergence of their convex duals. This
can be derived from a paper of Zabell [24]. In the context of weak convergence
of measures this has recently been established with a direct proof by Mariani in
Proposition 3.2 of [16].
We state the result for completeness.
Proposition 5.1. Let X be some Polish space. Then (a) and (b) are equivalent:
(a) µn → µ weakly,
(b) The functionals S(· |µn) Gamma converge to S(· |µ): that is:
(1) The Gamma lower bound: for any sequence νn → ν we have lim infn S(νn |µn) >
S(ν |µ).
(2) The Gamma upper bound: for any ν there are νn such that νn → ν such
that lim supn S(νn |µn) 6 S(ν |µ).
Our resolvent is given in terms of the cost functional
Sλ(Q |Px) :=
∫∞
0
St(Q |Px)τλ(dt). (5.1)
Below, we establish Gamma convergence for Sλ.
• The Gamma lim infn inequality, in addition to the compactness of the level
sets (coercivity) of Sλ is, established in Lemma 5.2.
• In Proposition 5.3 we strengthen the coercivity to allow for compactness of
the level sets of Sλ uniformly for small λ (equi-coercivity). This property will
allow us to study R(λ) uniformly for small λ.
• The Gamma lim supn inequality is established in Proposition 5.4.
5.1.1 The Γ − lim inf inequality and coercivity
Lemma 5.2. For any λ > 0 the map
(P,Q) 7→ Sλ(Q |P) =
∫∞
0
St(Q |P)τλ(dt)
is lower semi-continuous. In addition, the map has compact sublevel sets in the
following sense: fix a compact set K ⊆ P(DE(R+)) and c > 0. Then the set
A(c) :=
{
Q ∈ P(DE(R
+))
∣∣∃P ∈ K : Sλ(Q |P) 6 c}
is compact.
Proof. The first claim follows by lower semi-continuity of (P,Q) 7→ St(Q |P) and
Fatou’s lemma. For the second claim note that a set A ⊆ P(DE(R+)) is compact if
the set of measures in A restricted to P(DE([0, t))) is compact for all t, see Theorem
3.7.2 in [7].
Thus, fix t and suppose Q ∈ A(c). Then there is some P ∈ K such that
St(Q |P) 6
∫∞
0
St+s(Q |P)τλ(ds)
= eλ
−1t
∫∞
t
Su(Q |P)τλ(du)
6 eλ
−1tc.
The result now follows by Proposition A.4.
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The final estimate in the above proof is not uniform for small λ. this is due to
the fact that the exponential random variables τλ concentrate near 0. Thus, we
can only control the relative entropies for small intervals of time after which the
measure Q is essentially free to do what it wants. Equi-coercivity of the level sets
can be recovered to some extent by restricting the interval on which one is allowed
to tilt the measure.
Proposition 5.3. Fix a compact set K ⊆ P, λ0 > 0 and constants c > 0 and
ε ∈ (0,1). Let T(λ) := −λ log ε. Then the set⋃
0<λ6λ0
⋃
P∈K
{
Q ∈ P
∣∣ Sλ(Q |P) 6 c, ST(λ)(Q |P) = S(Q |P)}
is relatively compact in P.
Proof. First recall that a set of measures in P is compact if the set of their restric-
tions to a finite time interval is relatively compact.
Pick P ∈ K and 0 < λ 6 λ0 and let Q∗ ∈ P be such that Sλ(Q∗ |P) 6 c. We obtain
ST(λ)(Q
∗ |P) =
∫∞
0
ST(λ)+s(Q
∗ |P)τλ(ds)
= eλ
−1T(λ)
∫∞
T(λ)
Su(Q
∗ |P)τλ(du)
6 eλ
−1T(λ)c =
c
ε
which is uniformly bounded in λ. Note that as ST(λ)(Q
∗ |P) = S(Q∗ |P), we have for
all t > 0 that ST(λ)(Q
∗ |P) = ST(λ)+t(Q
∗ |P). The map λ 7→ T(λ) is increasing, so if
t > T(λ0) then t > T(λ) and St(Q∗ |P) = ST(λ)(Q
∗ |P). This implies that the measure
Q∗ is contained in the set⋃
P∈K
{
Q ∈ P
∣∣∣ ∀t > T(λ0) : St(Q |P) = ST(λ)(Q∗ |P) 6 c
ε
}
.
By the remark at the start of the proof, this set is compact by Proposition A.4.
5.1.2 The Γ − lim sup inequality: construction of a recovery sequence
For the proof of the Γ − lim inf inequality, we could use Proposition 5.1 and Fatou.
In the context of the Γ − lim sup inequality, we run into the following issue.
Given a sequence xn → x and fixed time t, the result of Proposition 5.1 will al-
low to construct a sequence Qn converging to Q such that lim supn St(Qn |Pxn) 6
St(Q |Px). This statement can, however, not immediately be lifted to the functional
Sλ as the construction gives no information on times s 6= t.
But, using the Markovian structure of the family {Py}y∈E and continuity of these
measures in y will allow us to construct measures Qn converging to Q such that
also lim supn Sλ(Qn |Pxn) 6 Sλ(Q |Px). This construction will be carried out via a
projective limit argument.
Proposition 5.4. Let Q be such that Sλ(Q |Px) =
∫∞
0 St(Q |Px)τλ(dt) <∞.
Then, there are measures Qn ∈ P(DE(R+)) that converge to Q. In addition
St(Qn |Pxn) 6 St(Q |Px) + 1, ∀n,∀ t
lim sup
n
St(Qn |Pxn) 6 St(Q |Px), ∀ t.
We infer from Fatou’s lemma that also
lim sup
n→∞ Sλ(Qn |Pxn) = lim supn→∞
∫∞
0
St(Qn |Pxn)τλ(dt) 6
∫∞
0
St(Q |Px)τλ(dt) = Sλ(Q |Px).
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We will construct the measures Qn by arguing via appropriately chosen finite-
dimensional projections of Q. Thus, we need to establish a conditional version
of the lim supn inequality for Gamma convergence of relative entropy functionals.
We state and prove this conditional result first, after which we prove Proposition
5.4.
Lemma 5.5. Let X,Y be Polish spaces. Let ν, µ ∈ P(X×Y) and suppose that µn are
measures on X × Y converging to µ. Denote by µn,0, µ0, ν0 ∈ P(X) the restrictions
of µn, µ, ν to X.
Suppose that
(a) There are measures ν0,n on X such that νn,0 converges weakly to ν0 and such
that lim supn→∞ SX(νn,0 |µn,0) 6 SX(ν0 |µ0).
(b) Suppose there is a family of measures {µˆ(· | x)}x∈X on Y that is weakly contin-
uous in x. Suppose that this family of measures is a version of the regular
conditional measures µn(· | x) and also of {µ(· | x)}x∈X.
Then there are measures νn ∈ P(X× Y) converging to ν such that the restriction of
νn to X equals νn,0 and lim supn→∞ S(νn |µn) 6 S(ν |µ).
Proof. First of all, note that if S(ν |µ) = ∞, the proof is trivial. Thus, assume
S(ν |µ) <∞.
Denote by ν(· | x) a version of the regular conditional probability of ν conditional
on x ∈ X. By the Skorokhod representation theorem, [2, Theorem 8.5.4], we can
find a probability space (Ω,A) and a measure κ on (Ω,A), and random variables
Xn, X : Ω → X such that the random variables Xn and X under the law κ have
distributions νn,0 and ν0 and such that Xn converges to X κ almost surely.
Thus, by assumption, there is a set B ∈ A of κ measure 1 on which Xn → X and on
which µn(· |Xn) = µˆ(· |Xn) converges to µ(· |X) = µˆ(· |X). It follows by Proposition
5.1 that on this set there are measures pin(· |Xn) such that:
lim
n→∞pin(· |Xn) = ν(· |X) weakly,
lim sup
n
S(pin(· |Xn)|µn(· |Xn)) 6 S(ν(· |X)|µ(· |X)).
We could construct a sequence of measures νn out of ν0 and the conditional kernels
pin. To establish the lim supn inequality for the relative entropies, however, we will
need to interchange a lim supn and an integral by using Fatou’s lemma. At this
point, we are not able to give a dominating function that will allow the application
of Fatou. To solve this issue, we will use pin only when its relative entropy is not to
large.
Set An := {ω ∈ Ω | S(pin(· |Xn(ω)) |µn(· |Xn(ω))) 6 S(ν(· |X(ω)) |µ(· |X(ω))) + 1}. Note
that lim infnAn has κ measure 1. Now set
νn(· |Xn) :=
{
pin(· |Xn) if Xn ∈ An,
µn(· |Xn) if Xn /∈ An,
and define νn(dx,dy) =
∫
νn(dy | x)ν0(dx). We will establish that
(1) lim supn S(νn |µn) 6 S(ν |µ),
(2) νn → ν.
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We start with the proof of (1). By construction and Proposition A.3, we have
lim sup
n
S(νn |µn) 6 lim sup
n
SX(ν0,n |µ0,n) + lim sup
n
∫
S(νn(· | x) |µn(· | x))νn,0(dx)
6 SX(ν0 |µ0) + lim sup
n
Eκ [S(νn(· |Xn) |µn(· |Xn))]
6 SX(ν0 |µ0) + Eκ
[
lim sup
n
S(νn(· |Xn) |µn(· |Xn))
]
6 SX(ν0 |µ0) + Eκ [S(ν(· |X) |µ(· |X))]
= S(ν |µ).
In line 3, we used Fatou’s lemma, using as an upper bound the function S(ν(· |X) |µ(· |X))+
1. This function has finite κ integral as
Eκ [S(ν(· |X) |µ(· |X))] = S(ν |µ) − S(ν0 |µ0) <∞.
Next, we establish (2): νn → ν. By (1) and Proposition A.4 the collection of
measures νn is tight. As a consequence, it suffices to establish that
∫
hdνn →
∫
hdν
for a strictly dense set of functions h that is also an algebra by the Stone-Weierstrass
theorem for the strict topology. Clearly, the set of linear combinations of functions
of the form h(x, y) = f(x)g(y) is an algebra that separates points. Thus, it suffices
to establish convergence for h(x, y) = f(x)g(y) only. For h of this form, we have∫
f(x)g(y)νn(dx,dy) =
∫
f(x)
(∫
g(y)νn(dy |x)
)
νn,0(dx)
= Eκ
[
f(Xn)
(∫
g(y)νn(dy |Xn)
)]
By the weak convergence of νn(· |Xn) to ν(· |X) on a set of κ measure 1, we find by
the dominated convergence theorem that
Eκ
[
f(Xn)
(∫
g(y)νn(dy |Xn)
)]
→ Eκ
[
f(X)
(∫
g(y)ν(dy |X)
)]
.
This establishes that
∫
hdνn →
∫
hdν for h(x, y) = f(x)g(y) and thus that νn →
ν.
Proof of Proposition 5.4. First of all: we can choose finite collections of times Tk :={
0 = tk0 < t
k
1 < . . . , < t
k
imax(k)
}
, k ∈ {1,2, . . . } such that:
• Tk ⊆ Tk+1,
• timax(k) > k,
• For all k, and i 6 imax(k): t
k
i+1 6 t
k
i + k
−1,
• For all k, and i 6 imax(k): Stki+1(Q |Px) 6 Stki (Q |Px) + k
−1.
For any k, we find by Lemma 5.5 and induction over the finite collection of times
in Tk that there are measures Qkn ∈ P(DE(R
+)) such that
(1) for all t > timax(k):
lim sup
n
St(Q
k
n |Pxn) = lim sup
n
STk(Q
k
n |Pxn)
6 STk(Q |Px) 6 Stk
imax(k)
(Q |Px) 6 St(Q |Px).
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(2) If t < timax(k), let t
k
i∗ be the smallest time in Tk such that t
k
i∗ > t. Then:
lim sup
n
St(Q
k
n |Pxn) 6 lim sup
n
Stk
i∗
(Qkn |Pxn) = lim sup
n
STk∩[0,tki∗ ]
(Qkn |Pxn)
6 STk∩[0,tki∗ ]
(Q |Px) 6 Stk
i∗
(Q |Px) 6 St(Q |Px) + k
−1.
Thus, we obtain for all t > 0 that
sup
n
sup
k
St(Q
k
n |Pxn) <∞
which implies by Proposition A.4 that the family Qkn is tight. By construction, i.e.
Lemma 5.5, the restrictions of the measures Qkn to the set of times Tk converge
to the restriction of Q to the times in Tk. A straightforward diagonal argument
can be used to find k(n) such that restriction of the measures Qn := Q
k(n)
n to the
union
⋃
k Tk to Q restricted to the union
⋃
k Tk. This however, establishes that Qn
converges to Q by Theorem 3.7.8 of [7].
5.2 Regularity of the resolvent in x
We proceed with the proof of Proposition 3.5: establishing R(λ)h ∈ Cb(E). For the
proof of upper semi-continuity of x 7→ R(λ)h(x) we use the following technical result
that we state for completeness.
Lemma 5.6 (Lemma 17.30 in [1]). Let X and Y be two Polish spaces. Let φ :
X → K(Y), where K(Y) is the space of non-empty compact subsets of Y, be upper
hemi-continuous. That is: if xn → x and yn → y and yn ∈ φ(xn), then y ∈ φ(x).
Let f : Graph(φ)→ R be upper semi-continuous. Then the mapm(x) = supy∈φ(x) f(x, y)
is upper semi-continuous.
Proof of Proposition 3.5. Fix λ > 0 and h ∈ Cb(E). Denote as before
Sλ(Q |Px) :=
∫∞
0
St(Q |Px)τλ(dt),
to shorten notation. By Lemma 5.2 the map Q 7→ Sλ(Q |Px) has compact sub-
levelsets and is lower semi-continuous. As h is bounded we have
R(λ)h(x) = sup
Q∈Γx
{∫
h(X(t))Q(dX)τβ(dt) − Sλ(Q |Px)
}
where Γx := {Q ∈ P | Sλ(Q |Px) 6 2 |h|}. Note that Γx is non-empty and compact.
Due to the lower semi-continuity of Sλ and the continuity of the integral over h,
it follows that x 7→ R(λ)h(x) is upper semi-continuous by Lemma 17.30 of [1] if
the collection of sets Γx is upper hemi-continuous; or in other words: if Qn ∈ Γxn
and (xn,Qn) → (x,Q) then Q ∈ Γx. This, however, follows directly from the lower
semi-continuity of Sλ.
Next, we establish lower semi-continuity of x 7→ R(λ)h(x). Let xn be a sequence
converging to x. Pick Q so that
R(λ)h(x) =
∫∞
0
∫
h(X(t))Q(dX)τλ(dt) − Sλ(Q |Px)
It follows by Proposition 5.4 that there are Qn ∈ P(DE(R+)) such that Qn → Q and
lim supn Sλ(Qn |Pxn) 6 Sλ(Q |Px). We obtain that
lim inf
n
R(λ)h(xn) > lim inf
n
∫∞
0
∫
h(X(t))Qn(dX)τλ(dt) − Sλ(Qn |Pxn)
>
∫∞
0
∫
h(X(t))Q(dX)τλ(dt) − Sλ(Q |Px) = R(λ)h(x)
establishing lower semi-continuity.
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5.3 Regularity of the resolvent in h
We proceed with establishing that the resolvent is sequentially strictly continuous
in h, uniformly for small λ.
Lemma 5.7. For every λ0 > 0 the family of maps {R(λ)}0<λ6λ0 is sequentially
strictly equi-continuous. That is: for every h1, h2 ∈ Cb(E), every compact set K ⊆ E
and δ > 0 there is a compact set Kˆ ⊆ E such that
sup
x∈K
R(λ)h1(x) − R(λ)h2(x) 6 δ+ sup
y∈Kˆ
h1(y) − h2(y).
for all 0 < λ 6 λ0.
As above denote by Sλ(Q |P) :=
∫∞
0
St(Q |P)τλ(dt).
Proof. Fix h1, h2 ∈ Cb(E), λ0 > 0, δ > 0 and a compact set K ⊆ E.
Pick an arbitrary λ such that 0 < λ 6 λ0. For x ∈ K, let Qx,λ ∈ P be the measure
such that
R(λ)h1(x) =
{∫∞
0
∫
h1(X(t))Qx,λ(dX)τλ(dt) − Sλ(Qx,λ |Px)
}
and note that Sλ(Qx,λ |Px) 6 2 |h1|. It follows that
sup
x∈K
R(λ)h1(x) − R(λ)h2(x)
6 sup
Q1∈P
{∫∞
0
∫
h1(X(t))Q1(dX)τλ(dt) − Sλ(Q1 |Px)
}
− sup
Q2∈P
{∫∞
0
∫
h2(X(t))Q2(dX)τλ(dt) − Sλ(Q2 |Px)
}
.
6 sup
x∈K
∫∞
0
∫
h1(X(t)) − h2(X(t))Qx,λ(dX)τλ(dt).
Denote by T(λ) := −λ log δ
2||h1−h2||
. Then it follows that
sup
x∈K
R(λ)h1(x) − R(λ)h2(x) 6
δ
2
+ sup
x∈K
∫T(λ)
0
∫
h1(X(t)) − h2(X(t))Qx,λ(dX)τλ(dt).
Now denote by Q̂x,λ the measure that equals Qx,λ on the time interval [0, T(λ)] and
satisfies ST(λ)(Q̂x,λ |Px) = S(Q̂x,λ |Px). By Proposition 5.3 the set of the measures
Q̂x,λ, x ∈ K, 0 < λ 6 λ0, is relatively compact, which implies we can find a K̂ ⊆ E
with probability (1− δ
2
) the trajectories stay in K̂. We conclude that
sup
x∈K
R(λ)h1(x) − R(λ)h2(x) 6 δ+ sup
y∈Kˆ
h1(y) − h2(y)
for all λ such that 0 < λ 6 λ0.
5.4 Strong continuity of the resolvent and semigroup
We establish that as λ ↓ 0 the resolvents converge to the identity operator. We also
establish strict continuity of the semigroup.
Lemma 5.8. For h ∈ Cb(E) we have limλ→0 R(λ)h = h for the strict topology.
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Proof. As |R(λ)h| 6 |h| strict convergence limλ→0 R(λ)h = h follows by proving
uniform convergence on compact sets K ⊆ E.
If we choose for Q the measure Px in the defining supremum of R(λ)h(x), we obtain
the upper bound
R(λ)h(x) − h(x) >
∫∞
0
∫
h(X(t)) − h(x)Px(dX)τλ(dt).
As the measures {Px}x∈K are tight, we have control on the modulus of continuity of
the trajectories t 7→ X(t). This implies that the right-hand side converges to 0 as
λ ↓ 0 uniformly for x ∈ K.
We prove the second inequality. Fix ε ∈ (0,4 |h|), we prove that for λ sufficiently
small, we have supx∈K R(λ)h(x)−h(x) 6 ε. First of all, let T(λ) := −λ log
(
ε
4||h||
)
and
let Qx,λ optimize R(λ)h(x). We then have
R(λ)h(x) − h(x) 6
1
2
ε+
∫T(λ)
0
∫
h(X(t)) − h(x)Qx,λ(dX)τλ(dt). (5.2)
Also note that as in Lemma 5.7 we have Sλ(Qx,λ |Px) 6 2 |h|. This implies, using
that t 7→ St is increasing in t, that
ST(λ)(Qx,λ |Px) 6 8 |h|
2
ε−1. (5.3)
Denote by Q̂x,λ the measures that equalQx,λ up to time T(λ) and satisfy ST(λ)(Q̂s,λ |Px) =
S(Q̂s,λ |Px).
Now let λ 6 λ∗ :=
(
log 4 |h| ε−1
)−1
. Then T(λ) 6 1 and we obtain for all s > 1 that
Ss(Q̂x,λ |Px) 6 8 |h|
2
ε−1. (5.4)
By Proposition A.4, the measures {Q̂x,λ}0<λ6λ∗,x∈K form a tight family. Replacing
Qx,λ by Q̂x,λ in (5.2), using the tightness of the family of measures, the upper bound
follows as for the lower bound.
Lemma 5.9. For each h ∈ Cb(E) we have that t 7→ V(t)h is continuous for the
strict topology.
Proof. The map t 7→ S(t)ef is strictly continuous by Theorem 3.1 of [14] and
bounded away from 0. Thus a straightforward verification shows that also V(t)f =
log S(t)ef is strictly continuous.
5.5 Measurability of the optimal measure
In Section 6 below, we will apply the resolvent to the resolvent. This means we
have to perform an optimization procedure twice. In particular, this implies we
have to integrate over the outcome of the first supremum. To treat this procedure
effectively, we need measurability of the optimizing measure.
Lemma 5.10. Let h ∈ Cb(E) and λ > 0. There exists a measurable map x 7→ Qx
such that Qx ∈ P and
R(λ)h(x) =
∫∞
0
[∫
h(Y(t))Qx(dY) − St(Qx |Px)
]
τλ(dt).
We base the proof of this result on a measurable-selection theorem. We state it for
completeness.
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Theorem 5.11 (Theorem 6.9.6 in [2]). Let X, Y be Polish spaces and let Γ be a
measurable subset of X × Y. Suppose that the set Γx := {y | (x, y) ∈ Γ } is non-empty
and σ-compact for all x ∈ X. Then Γ contains the graph of a Borel measurable
mapping f : X→ Y.
We will apply this result below by using the following argument. Let f, g be mea-
surable maps f, g : X× Y → (−∞,∞]. The set {(x, y) | f(x, y) = g(x, y)} is measurable
as it equals {(x, y) | f(x) − g(x) = 0} which is the inverse image of {0} and hence
measurable.
Proof of Lemma 5.10. We aim to apply Theorem 5.11. Thus, we have to establish
that the set Γ ⊆ E× P defined by
Γ :=
{
(x,Q)
∣∣∣∣R(λ)h(x) =
∫∞
0
[∫
h(Y(t))Q(dY) − St(Q |Px)
]
τλ(dt)
}
is measurable and that Γx := {Q | (x,Q) ∈ Γ } is non-empty and σ-compact.
Similarly as in the proof of Proposition 3.5, we find that Γx is compact and non-
empty. We also saw in that proof that the map (x,Q) 7→
∫
h(Y(t))Q(dY)−S(Q |Px) τλ(dt)
is upper semi-continuous. As x 7→ R(λ)h(x) is continuous by Proposition 3.5 we see
that the set Γ is the set of points where two measurable functions agree implying
that Γ is measurable. An application of Theorem 5.11 concludes the proof.
6 Proofs of the main results
In this section, we prove the two main results: Theorem 3.4 and Proposition 3.6.
We argued in Section 3.1 that the first result follows by establishing that R(λ) is a
classical left-inverse of (1− λH) and that the family R(λ) is a pseudo-resolvent. We
establish these two properties in Sections 6.1 and 6.2. The proof of Proposition 3.6
is carried out in Section 6.3.
6.1 R(λ) is a classical left-inverse of 1− λH
The proof that R(λ) is a classical left-inverse of 1− λH is based on a well known in-
tegration by parts formula for the exponential distribution for bounded measurable
functions z on R+ we have
λ
∫∞
0
z(t) τλ(dt) =
∫∞
0
∫t
0
z(s)ds τλ(dt). (6.1)
A generalization is given by the following lemma.
Lemma 6.1. Fix λ > 0 and Q ∈ P(DE(R+)). Let z be a measurable function on E.
Then we have
λ
∫∞
0
∫
z(X(t))Q(dX) τλ(dt) =
∫∞
0
∫ ∫ t
0
z(X(s))dsQ(dX)τλ(dt).
The lemma allows us to rewrite the application of R(λ) to f − λg in integral form.
The integral that comes out can be analyzed using the definition of H in terms of
exponential martingales. This leads to the desired result.
Proposition 6.2. Let Px be a collection of Markov measures as in Condition 3.1.
For all λ > 0, x ∈ E and (f, g) ∈ H, we have R(λ)(f− λg)(x) = f(x).
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Proof. Fix λ > 0, x ∈ E and (f, g) ∈ H. We start by proving R(λ)(f− λg)(x) 6 f(x).
Set h = f− λg. By Lemma 6.1 we have
R(λ)h(x) = sup
Q∈P
{∫∞
0
τλ(dt)
[∫
(f(X(t)) − λg(X(t)))Q(dX) − St(Q |Px)
]}
= sup
Q∈P
{∫∞
0
τλ(dt)
[∫ (
f(X(t)) −
∫ t
0
g(X(s))ds
)
Q(dX) − St(Q |Px)
]}
.
By optimizing the integrand, we find by Lemma A.1
R(λ)(f− λg)(x)
6
∫∞
0
τλ(dt)
{
sup
Q∈P
[∫
Q(dX)
(
f(X(t)) −
∫ t
0
g(X(s))ds
)
− St(Q |Px)
]}
=
∫∞
0
τλ(dt)
{
logE
[
ef(X(t))−
∫t
0 g(X(s))ds
∣∣∣X(0) = x]} .
As (f, g) ∈ H we can reduce the inner expectation to time 0 by using the martingale
property. This yields
R(λ)(f− λg)(x) 6
∫
τλ(dt)
{
logE
[
ef(X(0))
∣∣∣X(0) = x]} = f(x),
establishing the first inequality.
We now prove the reverse inequality R(λ)(f− λg)(x) > f(x). To do so, we construct
a measure Q that achieves the supremum. For each time t > 0, define the measure
Qt via the Radon-Nykodim derivative
dQt
dP
(X) = exp
{
f(X(t)) − f(X(0)) −
∫ t
0
g(X(s))ds
}
.
Note that as t 7→ exp
{
f(X(t)) − f(X(0)) −
∫t
0 g(X(s))ds
}
is a Px martingale, we have
for s 6 t that Qt|Fs = Q
s |Fs . Thus, standard arguments show that there is a measure
Q ∈ P such that Q|Ft = Q
t|Ft . Note that by construction, we have Q(X(0) = x) = 1.
Using this measure Q, applying Lemma 6.1, we obtain
R(λ) (f− λHf) (x)
>
∫∞
0
∫ [(
f(X(t)) −
∫ t
0
g(X(s))ds
)
−
(
f(X(t)) − f(X(0)) −
∫ t
0
g(X(s))ds
)]
Q(dX)τλ(dt)
= f(x)
establishing the second inequality.
6.2 R is a pseudo-resolvent
The next step is the verification that the family of operators R(λ) is a pseudo-
resolvent. As in the previous section, this property is essentially an extension of a
key property of the exponential distribution. We state it as a lemma that can be
verified using basic calculus.
Lemma 6.3. Let z : R+ → R be a bounded and measurable function. Let 0 < α < β.
Then∫∞
0
z(s)τβ(ds) =
α
β
∫∞
0
z(s)τα(ds) +
(
1−
α
β
) ∫∞
0
∫∞
0
z(s+ u) τβ(du) τα(ds).
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Lifting this property to the family R(λ) yields the pseudo-resolvent property.
Proposition 6.4. For all h ∈ Cb(E), x ∈ E, and 0 < α < β, we have
R(β)h(x) = R(α)
(
R(β)h− α
R(β)h− h
β
)
(x). (6.2)
Note that the right-hand side of (6.2) can be rewritten as
R(α)
(
R(β)h− α
R(β)h− h
β
)
(x)
= sup
Q∈P
{∫∞
0
∫ (
1−
α
β
)
R(β)h(X(t)) −
α
β
h(X(t))Q(dX) − St(Q |Px)τα(dt)
}
= sup
Q∈P
{∫ (
1−
α
β
)
sup
Qt∈P
[∫∞
0
∫
h(Y(s))Qt(dY) − Ss(Q2,t |PX(t))τβ(ds)
]
Q(dX) τα(dt)
+
∫∞
0
∫
α
β
h(X(t))Q(dX) − St(Q |Px)τα(dt)
}
.
(6.3)
To establish (6.2) we establish two inequalities. To do so, we will consider two
techniques. First, to prove that the right-hand side is dominated by the left-hand
side, we need to concatenate optimizers. To establish the other inequality, we will
take an optimizer for R(β)h and make a time-dependent splitting, so that we can
dominate the first part in the first optimization, and the second by the second
optimization in (6.3). The proof of Proposition 6.4 will be carried out in the next
two sections. Both proofs are inspired by the proof of Lemma 8.20 of [8] where the
pseudo-resolvent property is established for the deterministic case.
6.2.1 Concatenating measures
In this section, we will prove that
R(β)h > R(α)
(
R(β)h− α
R(β)h− h
β
)
. (6.4)
We start by introducing the procedure of concatenating measures. For s > 0 and
X, Y ∈ DE(R
+) such that X(s) = Y(0), define the concatenation κsX,Y ∈ DE(R
+) by
κsX,Y(t) =
{
X(t) if t 6 s,
Y(t− s) if t > s.
For Q ∈ P(DE(R+)) and map q : DE(R+) → P(DE(R+)) with q(X) = QX that is Fs
measurable and supported on a set such that Y(0) = X(s) define the measure
Q⊙s q(dZ) =
∫ ∫
Q(dX)QX(dY)δκsX,Y (dZ) (6.5)
Before starting with the proof of (6.4), we start with the computation of the relative
entropy of Q⊙s q.
Lemma 6.5. Fix s, t > s and X ∈ DE(R+). We have
St(Q⊙s q |Px) = Ss(Q |Px) +
∫
St−s(Q
X |PX(s))Q(dX).
Proof. Fix s, t > s and X ∈ DE(R+). Define the measure Q̂s,X(dZ) =
∫
QX(dY)δκsX,Y (dZ).
It follows by definition that Q⊙sq(dZ) =
∫
Q(dX)Q̂s,X(dZ) and that Qs,X is the regu-
lar conditional measure of Q⊙sq conditioned on Fs. Denote by P[0,s],X the measure
Px conditioned on Fs.
Proposition A.3, applied for the conditioning on Fs yields
St(Q⊙s q |Px) = Ss(Q |Px) +
∫
St(Q̂
s,X |P[0,s],X)Q(dX).
Both measures Q̂s,X and P[0,s],X are supported by trajectories that equal X on the
time interval [0, s]. Shifting both measures by s, we find QX (as defined above) and
by the Markov property PX(s). As this shift is a isomorphism of measure spaces, we
find
St(Q⊙s q |Px) = Ss(Q |Px) +
∫
St−s(Q
X |PX(s))Q(dX),
which establishes the claim.
Proof of (6.4). Fix h ∈ Cb(E), x ∈ E and 0 < α < β.
We aim to establish (6.4) by taking the optimizers for both optimization procedures
on the right-hand side and to concatenate them. This will yield a new measure that
also turns up in the optimization procedure on the left-hand side, thus establishing
the claim. For the concatenation, we use Lemma 6.5 to put together the relative
entropies of both procedures finish with Lemma 6.3 to obtain the correct integral
form.
Thus, let Q ∈ P be the optimizer of
sup
Q∈P
{∫∞
0
∫ (
1−
α
β
)
R(β)h(X(t)) −
α
β
h(X(t))Q(dX) − St(Q |Px)τα(dt)
}
.
For any y ∈ E let Qy ∈ P be the optimizer of
sup
Q′∈P
{∫
h(Y(s))Q ′(dY) − Ss(Q
′ |Py) τβ(ds)
}
.
Fix s > 0. We established in Lemma 5.10 that the map q defined by q(y) := Qy is
measurable. Thus, using Q and q, we define Qs := Q⊙s q as in (6.5). By definition
of R(β)h(x), we find
R(β)h(x) >
∫∞
0
∫
h(X(t))Qs(dX) − St(Qs |Px) τβ(dt). (6.6)
We treat both terms on the right-hand side separately.∫∞
0
∫
h(X(t))Qs(dX)τβ(dt)
=
∫s
0
∫
h(X(t))Qs(dX)τβ(dt) +
∫∞
s
∫
h(X(t))Qs(dX)τβ(dt)
=
∫s
0
∫
h(X(t))Q(dX)τβ(dt) +
∫∞
s
∫
h(Y(t− s))QX(s)(dY)τβ(dt)
=
∫s
0
∫
h(X(t))Q(dX)τβ(dt) + e
−β−1s
∫∞
0
∫
h(Y(t))QX(s)(dY)τβ(dt).
Using Lemma 6.5 in line 3 below, we find that the second term equals∫∞
0
St(Qs |Px) τβ(dt)
=
∫s
0
St(Qs |Px) τβ(dt) +
∫∞
s
St(Qs |Px) τβ(dt)
=
∫s
0
St(Q |Px) τβ(dt) + e
−β−1sSs(Q |Px) +
∫∞
s
∫
St−s(Q
X(s) |PX(s))Q(dX) τβ(dt)
=
∫s
0
St(Q |Px) τβ(dt) + e
−β−1sSs(Q |Px) + e
−β−1s
∫∞
0
∫
St(Q
X(s) |PX(s))Q(dX) τβ(dt).
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Thus, for each fixed s, we find a lower bound for R(β)h(x). If we multiply this
inequality by the probability density β−α
αβ
eβ
−1s−α−1s on R+ and integrate over s,
we find
R(β)h(x)
>
β− α
αβ
∫∞
0
eβ
−1s−α−1s
∫∞
0
∫
h(X(t))Qs(dX) − St(Qs |Px) τβ(dt)ds
>
β− α
αβ
∫∞
0
eβ
−1s−α−1s
∫s
0
∫
h(X(t))Q(dX) τβ(dt)ds
+
β− α
αβ
∫∞
0
eβ
−1s−α−1se−β
−1s
∫∞
0
∫
h(Y(t))QX(s)(dY) τβ(dt)ds
−
β− α
αβ
∫∞
0
eβ
−1s−α−1s
∫s
0
St(Q |Px) τβ(dt)ds
−
β− α
αβ
∫∞
0
eβ
−1s−α−1se−β
−1sSs(Q |Px)ds
−
β− α
αβ
∫∞
0
eβ
−1s−α−1se−β
−1s
∫∞
0
∫
St(Q
X(s) |PX(s))Q(dX) τβ(dt)ds.
The integrals of terms in line three, five and size immediately simplify to integration
over τα(ds) and τβ(dt). The two other integrals can be simplified by using that for
nice functions G we have
β− α
αβ
∫∞
0
eβ
−1s−α−1s
∫∞
0
G(t) τβ(dt)ds =
α
β
∫∞
0
G(t) τα(dt).
Plugging in also the equality β−α
β
= 1− α
β
, we obtain
R(β)h(x) >
α
β
∫∞
0
∫
h(X(t))Q(dX) τα(dt)
+
(
1−
α
β
) ∫∞
0
∫∞
0
∫
h(Y(t))QX(s)(dY) τβ(dt) τα(ds)
−
α
β
∫∞
0
St(Q |Px) τα(dt)
−
(
1−
α
β
) ∫∞
0
Ss(Q |Px) τα(ds)
−
(
1−
α
β
) ∫∞
0
∫∞
0
∫
St(Q
X(s) |PX(s))Q(dX) τβ(dt) τα(ds).
Note that the terms in the third and fourth line together give −
∫∞
0 St(Q |Px) τα(dt).
Changing the roles of s and t in the double integrals, we arrive at the inequality
R(β)h(x) >
α
β
∫∞
0
∫
h(X(t))Q(dX)τα(dt)
+
(
1−
α
β
) ∫∞
0
∫∞
0
∫
h(Y(s))QX(t)(dY) τβ(ds) τα(dt)
−
∫∞
0
St(Q |Px) τα(dt)
−
(
1−
α
β
) ∫∞
0
∫∞
0
∫
Ss(Q
X(t) |PX(t))Q(dX) τβ(ds) τα(dt).
By our choice of QX(t), we see that indeed
R(β)h(x) > R(α)
(
R(β)h− α
R(β)h− h
β
)
(x),
which establishes (6.4).
21
6.2.2 Decomposing measures
In this section, we will prove that
R(β)h 6 R(α)
(
R(β)h− α
R(β)h− h
β
)
. (6.7)
The main step in the proof is to decompose the measure that turns up as the
optimizer in the variational problem defining R(β)h. Fix x ∈ E and let Q ∈ P such
that
R(β)h(x) =
∫∞
0
∫
h(X(t))Q(dX) − St(Q |Px)τβ(dt).
By general measure theoretic arguments, we can find for every fixed t a Ft measur-
able family of measures X 7→ Qt,X such that
Q(dY) =
∫
Qt,X(dY)Q(dX) (6.8)
and such that if Qt,X is restricted to trajectories up to time t we find δX. Denote
by Q̂t,X the measure that is obtained from Qt,X under the push-forward map
θt(X)(s) = X(t+ s).
Thus, Q̂t,X is supported by trajectories such that Y(0) = X(t) (for Q almost all X).
Proof of (6.7). As in Section 6.2.1, we obtain that∫∞
0
∫
h(X(t))Q(dX)τβ(dt)
=
α
β
∫∞
0
∫
h(X(t))Q(dX)τα(dt) +
(
1−
α
β
) ∫∞
0
∫∞
0
∫
h(Y(s))Q̂t,X(dY) τβ(ds) τα(dt).
Thus, if we can prove that∫∞
0
St(Q |Px)τβ(dt)
=
∫∞
0
St(Q |Px)τα(dt) +
(
1−
α
β
) ∫∞
0
∫ ∫∞
0
Ss(Q̂
t,X |PX(t))τβ(dt)Q(dX) τα(dt)
(6.9)
then we obtain (6.7) by replacing Q̂t,X by its optimum to obtain R(β)h(X(t)) in the
integrand and afterwards optimizing to obtain R(α). This, however, follows as in
the proof of the first inequality in Section 6.2.1.
6.3 A variational semigroup generated by the resolvent
We conclude this section by proving Proposition 3.6, that is, we establish that the
resolvent approximates the semigroup.
Again, the key idea is to reduce to a property of exponential distributions. This
time, we will use that the sum of n independent exponential random variables with
mean t/n converges to t. As the resolvent is defined in terms of an optimization
procedure, we cannot directly apply this intuition. However, we will use natural
upper and lower bounds for concatenations of R(λ) that we can control.
Proposition 6.6. For each h ∈ Cb(E), t > 0 and x ∈ E we have
lim
n→∞R
(
t
n
)n
h = V(t)h
for the strict topology.
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The result will follow immediately from Lemma’s 6.7 and 6.8 below. We start with
the definition of some additional operators. For each distribution τ ∈ P(R+) and
h ∈ Cb(E), define
T+(τ)h(x) :=
∫∞
0
sup
Q∈P
{∫
h(X(t))Q(dX) − St(Q |Px)
}
τ(dt),
T−(τ)h(x) := sup
Q∈P
∫∞
0
{∫
h(X(t))Q(dX) − St(Q |Px)
}
τ(dt).
For all τ and h, we have T+(τ)h > T−(τ)h. For exponential random variables τλ or
fixed times t, we find
T+(τλ)h > R(λ)h = T
−h, T+(δt)h = V(t)h = T
−(δt)h.
Lemma 6.7. For τ1, τ2, we have
T+(τ1 ∗ τ2)h > T
+(τ1)T
+(τ2)h,
T−(τ1 ∗ τ2)h 6 T
−(τ1)T
−(τ2)h.
Proof. The first claim follows by similar, but easier, arguments as in the proof of
(6.4) in Section 6.2.1. Similarly, for the second claim, we refer to the arguments in
Section 6.2.2.
Lemma 6.8. Let h ∈ Cb(E) and t ∈ R+ and let τn ∈ P(R+) be such that τn → δt.
Then we have
lim
n
T+(τn)h = T
+(δt)h = V(t)h
for the strict topology. In addition, we have for each sequence xn → x that
lim inf
n→∞ T−(τn)h(xn) > T−(δt)h(x) = V(t)h(x)
as well as supn |T
−(τn)h| 6 |h|.
Proof. Fix h ∈ Cb(E) and a sequence τn and t such that τn → δt. Note that it is
immediate that supn |T
+(τn)h| 6 |h| and supn |T
−(τn)h| 6 |h|.
We proceed by establishing strict convergence for T+(τn)h. By Lemma A.1, we
have
T+(τn)h(x) =
∫∞
0
V(t)h(x)τn(dt).
By Lemma 5.9 the map t 7→ V(t)f is continuous for the strict topology. Thus strict
continuity of τ 7→ T+(τ)h follows.
For the second statement, fix xn converging to x in E. Let Q ∈ P(DE(R+)) such
that
T−(δt)h(x) = V(t)h(x) =
∫
h(X(t))Q(dX) − St(Q |Px)
and such that St(Q |Px) = S(Q |Px).
By Proposition 5.4, we can find Qn ∈ Pn such that Qn → Q and such that for each
s we have lim sups Ss(Qn |Pxn) 6 Ss(Q |Px) and Ss(Qn |Pxn) 6 Ss(Q |Px) + 1 for all
n and s. These properties imply that
Ss(Qn |Pxn) 6
{
St(Qn |Pxn) if s < t+ 1,
St(Qn |Pxn) + 1 if s > t + 1.
(6.10)
23
Thus, applying the lim infn to T−(τn)h(xn), we find
lim inf
n→∞ T−(τn)h(xn) > lim infn
∫∞
0
{∫
h(X(s))Qn(dX) − Ss(Qn |Pxn)
}
τn(ds)
> lim inf
n→∞
∫∞
0
∫
h(X(s))Qn(dX)τn(ds) − lim sup
n→∞
∫∞
0
Ss(Qn |Pxn)τn(ds).
As Qn → Q and τn → τ and the map s 7→ X(s) is continuous at t for Q almost every
X as Q ≪ Px, the first term converges to
∫
h(X(t))Q(dX). For the second term, we
obtain by (6.10) and the property that St(Q |Px) = S(Q |Px)
lim sup
n→∞
∫∞
0
Ss(Qn |Pxn)τn(ds) 6 lim sup
n→∞ St+1(Qn |Pxn) + τn([t+ 1,∞))
6 St+1(Q |Px)
= St(Q |Px).
We conclude that lim infn T−(τn)h(xn) > V(t)f(xn).
7 A large deviation principle for Markov processes
In Section 4, we considered a sequence of Markov processes on a Polish space E
and stated a large deviation principle on DE(R+). In this section, we prove a more
general version of this result that takes into account variations that one runs into
in practice. As a first generalization, we consider Markov processes t 7→ Xn(t) on a
sequence of spaces En that are embedded into some space E using maps ηn : En → E.
As an example Xn could be a process on En := {−1,1}n, whereas we are interested
in the large deviation behaviour of the average of the n values which takes values
in E = [−1,1].
In Theorem 4.2, we assumed exponential tightness and that certain sequences of
functions converge. We need to modify these two concepts to allow for a sequence
of spaces.
• We want to establish convergence of functions that are defined on different
spaces. We therefore need a new notion of bounded and uniform convergence
on compact sets. The key step in this definition will be to assign to each
compact set K ⊆ E a sequence of compact sets Kn ⊆ En so that ηn(Kn)
‘converge’ to K. In fact, to have a little bit more flexibility in our assignment
of compact sets, we will work below with an large index set Q so that to each
q ∈ Q we associate compact sets Kqn ⊆ En and Kq ⊆ E.
• Exponential tightness and buc convergence can be exploited together to make
sure we get proper limiting statements. As our notion of buc convergence
changes, we have to adapt our notion of exponential tightness to take into
account the index set Q.
We make to additional generalizations that are useful in practice.
• Often, it is hard to find an operator H ⊆ Cb(E) × Cb(E) that is a limit of
Hn ⊆ Cb(En)×Cb(En). Rather one finds upper and lower bounds H† and H‡
for the sequence Hn. See also Question 3.8 on whether at the pre-limit level
one is able to work with upper and lower bounds.
• In the context of averaging or homogenisation, the natural limiting operator
H is a subset of Cb(E)×Cb(F), where F is some space that takes into account
additional information. For example F = E× R, where the additional compo-
nent R takes into account the information of a fast process or a microscopic
scale.
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We thus start with a section on preliminaries that allows us to talk about these four
extensions.
7.1 Preliminary definitions
Recall that M(E) is the space of bounded measurable functions f : E → [−∞,∞].
Denote
USCu(E) :=
{
f ∈M(E)
∣∣∣∣ fupper semi-continuous, sup
x
f(x) <∞} ,
LSCl(E) :=
{
f ∈M(E)
∣∣∣ f lower semi-continuous, inf
x
f(x) >∞} .
Definition 7.1 (Kuratowski convergence). Let {An}n>1 be a sequence of subsets
in a space E. We define the limit superior and limit inferior of the sequence as
lim sup
n→∞ An := {x ∈ E | ∀U ∈ Ux ∀N > 1∃n > N : An ∩ U 6= ∅} ,
lim inf
n→∞ An := {x ∈ E | ∀U ∈ Ux ∃N > 1∀n > N : An ∩ U 6= ∅} .
where Ux is the collection of open neighbourhoods of x in E. If A := lim supnAn =
lim infnAn, we write A = limnAn and say that A is the Kuratowski limit of the
sequence {An}n>1.
7.1.1 Embedding spaces
Our main result will be based on the following setting.
Assumption 7.2. We have spaces En and E, F and continuous maps ηn : En → E,
η̂n : En → F and a continuous surjective map γ : F → E such that the following
diagram commutes:
F
En
E
η̂n
ηn
γ
In addition, there is a directed set Q (partially ordered set such that every two
elements have an upper bound). For each q ∈ Q, we have compact sets Kqn ⊆ En
and compact sets Kq ⊆ E and K̂q ⊆ F such that
(a) If q1 6 q2, we have Kq1 ⊆ Kq2 , K̂q1 ⊆ K̂q2 and for all n we have K
q1
n ⊆ K
q2
n .
(b) For all q ∈ Q we have
⋃
n η̂n(K
q
n) ⊆ K̂q.
(c) For each compact set K ⊆ E, there is a q ∈ Q such that
K ⊆ lim inf
n
ηn(K
q
n).
(d) We have γ(K̂q) ⊆ Kq.
Remark 7.3. Note that (b) implies that lim supn η̂n(K
q
n) ⊆ K̂q and together with
(d) that lim supn ηn(K
q
n) ⊆ Kq.
Thus, the final three conditions imply that the sequences ηn(K
q
n) for various q ∈ Q
covers all compact sets in E, and also are covered by compact sets in E (in fact
this final statement holds on the larger space F). This implies that the index set Q
connects the structure of compact sets in E and F in a suitable way to (a subset) of
the compact sets of the sequence En.
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We use our index set Q to extend our notion of bounded and uniform convergence
on compacts sets.
Definition 7.4. Let Assumption 7.2 be satisfied. For each n let fn ∈Mb(En) and
f ∈Mb(E). We say that LIM fn = f if
• supn |fn| <∞,
• if for all q ∈ Q and xn ∈ K
q
n converging to x ∈ Kq we have
lim
n→∞ |fn(xn) − f(x)| = 0.
Remark 7.5. Note that if f ∈ Cb(E) and fn ∈Mb(En), we have that LIM fn = f if
and only if
• supn |fn| <∞,
• if for all q ∈ Q
lim
n→∞ sup
x∈K
q
n
|fn(x) − f(ηn(x))| = 0.
7.1.2 Viscosity solutions of Hamilton-Jacobi equations
Below we will introduce a more general version of viscosity solutions compared to
Section 2. One recovers the old definition by taking B† = B‡ = B, F = E and γ(x) = x.
Definition 7.6. Let B† ⊆ LSCl(E) × USCu(F) and B‡ ⊆ USCu(E) × LSCl(F). Fix
h1, h2 ∈ Cb(E). Consider the equations
f− B†f = h1, (7.1)
f− B‡f = h2. (7.2)
• We say that u : X → R is a subsolution of equation (7.1) if u ∈ USCu(E) and
if, for all (f, g) ∈ B† such that supx u(x) − f(x) <∞ there is a sequence yn ∈ F
such that
lim
n→∞u(γ(yn)) − f(γ(yn)) = supx u(x) − f(x), (7.3)
and
lim sup
n→∞ u(γ(yn)) − g(yn) − h1(γ(yn)) 6 0. (7.4)
• We say that v : E → R is a supersolution of equation (7.2) if v ∈ LSCl(E) and
if, for all (f, g) ∈ B‡ such that infx v(x)− f(x) > −∞ there is a sequence yn ∈ Y
such that
lim
n→∞ v(γ(yn)) − f(γ(yn)) = infx v(x) − f(x), (7.5)
and
lim inf
n→∞ v(γ(yn)) − g(yn) − h2(γ(yn)) > 0. (7.6)
• We say that u is a solution of the pair of equations (7.1) and (7.2) if it is both
a subsolution for B† and a supersolution for B‡.
• We say that (7.1) and (7.2) satisfy the comparison principle if for every sub-
solution u to (7.1) and supersolution v to (7.2), we have
sup
x
u(x) − v(x) 6 sup
x
h1(x) − h2(x). (7.7)
If B = B† = B‡ and h = h1 = h2, we will say that the comparison principle
holds for f−λBf = h, if for any subsolution u for f−λBf = h1 and supersolution
v of f− λBf = h2 the estimate in (7.7) holds.
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7.1.3 Notions of convergence of Hamiltonians
We now introduce our notion of upper and lower bound for the sequence Hn.
Definition 7.7. Consider the setting of Assumption 7.2. Suppose that for each n
we have operators Hn ⊆ Cb(En)× Cb(En).
(a) The extended sub-limit ex − subLIMnHn is defined by the collection (f, g) ∈
H† ⊆ LSCl(E)×USCu(F) such that there exist (fn, gn) ∈ Hn satisfying
LIM fn ∧ c = f∧ c, ∀ c ∈ R, (7.8)
sup
n
sup
x∈Xn
gn(x) <∞, (7.9)
and if for any q ∈ Q and sequence zn(k) ∈ K
q
n(k)
(with k 7→ n(k) strictly increas-
ing) such that limk η̂n(k)(zn(k)) = y in F with limk fn(k)(zn(k)) = f(γ(y)) <∞
we have
lim sup
k→∞ gn(k)(zn(k)) 6 g(y). (7.10)
(b) The extended super-limit ex−superLIMnHn is defined by the collection (f, g) ∈
H‡ ⊆ USCu(E)× LSCl(F) such that there exist (fn, gn) ∈ Hn satisfying
LIM fn ∨ c = f∨ c, ∀ c ∈ R, (7.11)
inf
n
inf
x∈Xn
gn(x) > −∞, (7.12)
and if for any q ∈ Q and sequence zn(k) ∈ K
q
n(k)
(with k 7→ n(k) strictly increas-
ing) such that limk η̂n(k)(zn(k)) = y in F with limk fn(k)(zn(k)) = f(γ(y)) > −∞
we have
lim inf
k→∞ gn(k)(zn(k)) > g(y). (7.13)
Remark 7.8. The conditions in (7.8) and (7.11) are implied by LIM fn = f. Con-
ditions (7.9) and (7.10) are implied by LIMn gn 6 g whereas conditions (7.12) and
(7.13) are implied by LIMn gn > g.
Comparing this to Definition 2.3, we indeed see that the sub and super-limit can
be interpreted as upper and lower bounds instead of limits.
7.2 Large deviations for Markov process
We proceed by stating our main large deviation result, which extends Theorem 4.2.
We first give the appropriate generalization of Condition 4.1.
Condition 7.9. Let En, E, F, ηn, ηˆn, γ be as in Assumption 7.2.
Let An ⊆ Cb(En)× Cb(En) be linear operators and let rn be positive real numbers
such that rn →∞. Suppose that
• The martingale problems for An are well-posed on En. Denote by x 7→ Pnx the
solution to the martingale problem for An.
• For each n that x 7→ Pnx is continuous for the weak topology on P(DEn(R
+)).
• For each a1 > 0 there is a q ∈ Q such that
lim sup
n→∞
1
rn
logP [Yn(0) /∈ K
q
n | Yn(0) = y] 6 −a1.
• [Exponential compact containment] For each q ∈ Q, T > 0 and a2 > 0 there
exists qˆ = qˆ(q, T, a2) ∈ Q such that
lim sup
n→∞ supy∈Kqn
1
rn
logP
[
∃ t 6 T : Yn(t) /∈ K
qˆ
n
∣∣∣Yn(0) = y] 6 −a2.
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Note that these conditions can be mapped to the ones of Condition 4.1, except for
the third one. In Theorem 4.2, we assumed the large deviation principle at time 0
which implies this remaining condition if En = E. Here, however, we need to assume
that the mass is concentrated already on a q ∈ Q before the maps ηn.
Theorem 7.10. Suppose that we are in the setting of Assumption 7.2 and that
Condition 7.9 is satisfied. Denote Xn = ηn(Yn). Define the operator semigroup
Vn(t) on Cb(En):
Vn(t)f(y) :=
1
rn
logE
[
ernf(Yn(t))
∣∣∣Yn(0) = y] .
Let Hn be the set of pairs (f, g) ∈ Cb(En)× Cb(En) such that
t 7→ exp
{
rn
(
f(Yn(t)) − f(Yn(0)) −
∫ t
0
g(Yn(s))ds
)}
are martingales with respect to Fnt := σ{Yn(s) | s 6 t}. Suppose furthermore that
(a) The large deviation principle holds for Xn(0) = ηn(Yn(0)) with speed rn and
good rate function I0.
(b) The processes Xn = ηn(Yn) are exponentially tight on DE(R+).
(c) There are two operators H† ⊆ LSCl(E)×USCu(F) and H‡ ⊆ USCl(E)×LSCu(F)
such that H† ⊆ ex − LIMSUPHn and H‡ ⊆ ex− LIMINFHn.
(d) Let D ⊆ Cb(E) be a quasi-dense subset of Cb(E). Suppose that for all h ∈ D
and λ > 0 the comparison principle holds for viscosity subsolutions to f −
λH†f = h and supersolutions to f− λH‡f = h.
Then there is a semigroup V(t) on Cb(E) such that if LIM fn = f and tn → t we
have LIMVn(tn)fn = V(t)f. In addition, the processes Xn = ηn(Yn) satisfy a large
deviation principle on DE(R+) with speed rn and rate function
I(γ) = I0(γ(0)) + sup
k>1
sup
0=t0<t1<...,tk
ti∈∆
c
γ
k∑
i=1
Iti−ti−1 (γ(ti) |γ(ti−1)). (7.14)
Here ∆cγ is the set of continuity points of γ. The conditional rate functions It are
given by
It(y | x) = sup
f∈Cb(E)
{f(y) − V(t)f(x)} .
We proceed with a two remarks on how to obtain exponential tightness of the
processes and the variational representation of the rate function.
We start with the exponential tightness. The verification of exponential tightness
of the processes ηn(Yn) comes down to verifying two statements. The first one is
exponential compact containment, which has been assumed in Condition 7.9. The
second one is to control the oscillations of the process, which can often be achieved
by considering the exponential martingales. This has been done in the proof of
Corollary 4.19 of [8]. We state it for completeness, including a definition that we
need in its statement.
Definition 7.11. Let q be a metric that generates the topology on E. We say that
D ⊆ Cb(E) approximates the metric q if for each compact K ⊆ E and z ∈ K there
exist fn ∈ D such that
lim
n
sup
x∈K
|fn(x) − q(x, q)| = 0.
Proposition 7.12 (Corollary 4.19 [8]). Suppose that we are in the setting of As-
sumption 7.2 and Condition 7.9. Let rn > 0 be some sequence such that rn → ∞.
Denote Xn = ηn(Yn). Let D ⊆ Cb(E) and S ⊆ R. Suppose that
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(a) Either F is closed under addition and separates points in E and S = R or F
approximates a metric q and S = (0,∞).
(b) For each λ ∈ S and f ∈ D there are (fn, gn) such that (λfn, gn) ∈ D(Hn) with
LIM fn = f and for all q ∈ Q
sup
n
sup
x∈Kqn
gn(x) <∞.
Then the sequence of processes {Xn} is exponentially tight.
Note that Condition (b) often follows from the convergenceH† ⊆ ex−LIMSUPnHn.
We proceed with a remark on the variational representation of the rate function.
Remark 7.13. For an expression of the large deviation rate-functional in a La-
grangian form, one can show that a variational resolvent, similar to the one in this
paper, but with a Lagrangian instead of an entropy as a penalization, solves the
limiting Hamilton-Jacobi equation. This has been carried out in Chapter 8 of [8].
Generally, this leads to an expression
I(γ) =
{
I0(γ(0)) +
∫
L(γ(s), u)ν(du,ds) if γ is absolutely continuous∞ otherwise.
L can usually be obtained from the operators H† and H‡ by a (Legendre) transfor-
mation. Often one formally has H†f(x) = H(x,df(x)) and H‡f(x) = H(x,df(x)). L is
then obtained as L(x, v) = supp〈p, v〉−H(x, p).
We refrain from carrying out this step as it would follow [8, Chapter 8] exactly.
7.3 Strategy of the proof and discussion on the method of
proof
Feng and Kurtz [8] showed in their extensive monograph that path-space large
deviations of the processes Xn = ηn(Yn) on DE(R+) can be obtained by establishing
exponential tightness and the convergence of the non-linear semigroups Vn(t).
We repeat the important steps in this approach.
(1) A projective limit theorem (rather a special version of the projective limit
theorem and the inverse contraction principle, [8, Theorem 4.28]) for the Sko-
rokhod space establishes that, given exponential tightness, it suffices to estab-
lish large deviations for the finite dimensional distributions of Xn = ηn(Yn).
(2) By Bryc’s theorem, the large deviations for finite dimensional distributions
follow from the convergence of the rescaled log-Laplace transforms.
(3) Using the Markov property, one can reduce the convergence of the log-Laplace
transforms to the large deviation principle at time 0 and the convergence of
semigroups.
We will give a new proof of the path-space large deviation principle on the basis
of this strategy. However, the key component of establishing the convergence of
semigroup will be based on the explicit identification of the resolvents of the non-
linear semigroups and the semigroup convergence result of [13].
At this point we remark two differences with the main result of [8].
Throughout we assume that the maps ηn, ηˆn and x 7→ Pnx are continuous, whereas
in [8] they are allowed to be measurable only. The results in [13] allow one to work
with measurable resolvents also, but the methods of the first part of this paper are
based on properties of continuous functions. It would be of interest to see whether
these methods can be extended to the context of measurable functions also.
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The key point why [8] can work with measurable maps is the approximation of the
processes Xn by their Yosida approximants. This approximation does introduce an
extra condition into the notions of ex− LIMSUP and ex− LIMINF. Compare our
7.9 and 7.12 to Equations (7.19) and (7.22) of [8].
7.4 Proof of Theorem 7.10
The following result is based on the variant of the projective limit theorem and
Bryc’s theorem. See Theorem 5.15, Remark 5.16 and Corollary 5.17 in [8].
Theorem 7.14. Suppose that we are in the setting of Assumption 7.2 and that
Condition 7.9 is satisfied. Denote Xn = ηn(Yn). Define the operator semigroup
Vn(t) on Cb(En):
Vn(t)f(y) :=
1
rn
logE
[
ernf(Yn(t))
∣∣∣Yn(0) = y] .
Suppose furthermore that
(a) The large deviation principle holds for Xn(0) = ηn(Yn(0)) with speed rn and
good rate function I0.
(b) The processes Xn = ηn(Yn) are exponentially tight on DE(R+).
(c) There is a semigroup V(t) on Cb(E) such that if LIM fn = f and tn → t we
have LIMVn(tn)fn = V(t)f.
Then the processes Xn = ηn(Yn) satisfy a large deviation principle on DE(R+) with
speed rn and rate function
I(γ) = I0(γ(0)) + sup
k>1
sup
0=t0<t1<...,tk
ti∈∆
c
γ
k∑
i=1
Iti−ti−1 (γ(ti) |γ(ti−1)). (7.15)
Here ∆cγ is the set of continuity points of γ. The conditional rate functions It are
given by
It(y | x) = sup
f∈Cb(E)
{f(y) − V(t)f(x)} .
We will not prove this result, but refer to [8, pages 93 and 94] as it follows from
essentially the projective limit theorem and Brycs result. The new contribution of
this paper is a new method to obtain the convergence of semigroups based on the
explicit identification of the resolvent corresponding to the semigroups Vn(t).
Proof of Theorem 7.10. The result follows from Theorem 7.14 if we can establish
the convergence of semigroups, and obtain a limiting semigroup that is defined on
all of Cb(E). To do so, we apply Theorem 6.1 in [13]. The semigroups Vn are of
the type as in Remark 3.7, whose resolvents and generators we have identified in
Theorem 3.4 and Proposition 3.6.
The conditions on convergence of Hamiltonians for [13, Theorem 6.1] have been
assumed in Theorem 7.10 and we can work with Bn = Cb(En) due to Proposition
3.5.
The following two ingredients for the application of [13, Theorem 6.1] are missing
• joint local equi-continuity of the semigroups {Vn(t)}n>1,
• joint local equi-continuity of the resolvents {Rn(λ)}n>1,
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We check these properties in Lemmas 7.15 and 7.16 below.
As a consequence [13, Theorem 6.1] can be applied, and we obtain convergence of
Vn(t) to a semigroup V(t), which is defined on the quasi-closure of the set⋃
λ>0
{R(λ)h |h ∈ Cb(E)} .
Thus, if for all h ∈ Cb(E) we have limλ→0 R(λ)h = h for the strict topology, then
indeed the semigroup V(t) is defined on all of Cb(E). We prove this in Lemma 7.17
below.
This establishes the final result.
The estimates below will be similar in spirit to estimates carried out in Section 5.
There we were able to use tightness of sets of measures that have bounded relative
entropy (see Proposition A.4). Here, however, we need an argument that allows us
to obtain tightness in the sense of estimates with the index set Q from exponential
compact containment condition and rescaled boundedness of relative entropies. A
basic estimate of this type is included as Proposition B.1 and will serve as the key
replacement of Proposition A.4.
Lemma 7.15. Consider the setting of Theorem 7.10. The semigroups Vn(t) are
locally strictly equi-continuous on bounded sets: for all q ∈ Q, δ > 0 and T > 0,
there is a qˆ ∈ Q such that for all n > 1, h1, h2 ∈ Cb(En) and 0 6 t 6 T we have
sup
y∈Kqn
{Vn(t)h1(y) − Vn(t)h2(y)} 6 δ sup
x∈En
{h1(x) − h2(x)}+ sup
y∈K
qˆ
n
{h1(y) − h2(y)} .
Proof. Fix h1, h2 ∈ Cb(En), δ > 0, q ∈ Q, and T > 0. By exponential compact
containment, see Condition 7.9, there is qˆ such that
lim sup
n→∞ supy∈Kqn
1
rn
logP
[
∃ t 6 T : Yn(t) /∈ K
qˆ
n
∣∣∣Yn(0) = y] 6 −a. (7.16)
Fix n, y ∈ Kqn and t 6 T . Consider the definition of V(t)h2:
Vn(t)h2(y) = sup
Q∈P(DE(R+))
{∫
h2(Yn(t))Q(dYn) −
1
rn
S(Q |Pn)
}
.
As h2 is bounded, the optimizer Qn must satisfy
1
rn
S(Qn |Pn) 6 2 |h2|. Thus by
Proposition B.1 and (7.16) applied to Qn restricted to the marginal at time t, we
have that for each δ = 2ε > 0, there is a q¯ such that
sup
n
Qn[Yn(t) /∈ K
q¯
n)] 6 δ.
It follows that
sup
y∈K
q
n
V(t)h1(y) − V(t)h2(y) 6 δ sup
x∈En
h1(x) − h2(x) + sup
y∈K
q¯
n
h1(y) − h2(y).
Lemma 7.16. Consider the setting of Theorem 7.10. The resolvents Rn(λ) are
locally strictly equi-continuity on bounded sets: for all q ∈ Q, δ > 0 and λ0 > 0,
there is a qˆ ∈ Q such that for all n and h1, h2 ∈ Cb(En) and 0 < λ 6 λ0 that
sup
y∈Kqn
{Rn(λ)h1(y) − Rn(λ)h2(y)} 6 δ sup
x∈En
{h1(x) − h2(x)}+ sup
y∈Kqˆn
{h1(y) − h2(y)} .
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Proof. If we work for a single λ instead of uniformly over 0 < λ 6 λ0, we can proceed
as in the proof above. We first cut-off the tail of the exponential random variable
which introduces a small error. Then we use the exponential compact containment
condition and Proposition B.1 to find an appropriate qˆ that can be used to finish
the argument as in the proof of Lemma 7.15 above.
If we work with a uniform estimate over 0 < λ 6 λ0, the argument needs to be
adapted as in Lemma 5.7. We carry out a similar adaptation in the proof of Lemma
7.17 below.
Lemma 7.17. Consider the setting of Theorem 7.10. For all h ∈ Cb(E), we have
limλ→0 R(λ)h = h for the strict topology.
Remark 7.18. Below we give a proof based on an approximation argument and
a variant of Lemma 5.8. A less direct proof can be given also by using that the
domains D(H†) and D(H‡) are sufficiently rich. See Proposition 7.1 of [13]
Proof. Fix h ∈ Cb(E). First of all, supλ |R(λ)h| 6 |h|, so it suffices to establish
uniform convergence on compact sets. Thus, fix a compact set K ⊆ E. We prove
lim
λ↓0
sup
x∈K
|R(λ)h(x) − h(x)| = 0.
Fix q ∈ Q such that K ⊆ Kq and set hn = h ◦ ηn. Then we have by construction
that LIMhn = h and by Theorem 6.1 of [13] we have LIMRn(λ)hn = R(λ)h for any
λ > 0.
Pick x ∈ K and let xn ∈ K
q
n such that ηn(xn)→ x. We have
R(λ)h(x) − h(x) = R(λ)h(x) − Rn(λ)hn(xn)
+ Rn(λ)hn(xn) − hn(xn)
+ hn(xn) − h(x).
Thus the result follows if we can prove that for each ε > 0 there is a λ such that
sup
n
|Rn(λ)hn(xn) − hn(xn)| 6 ε. (7.17)
Denote by Pny the law of Yn on DEn(R
+) when started in y ∈ En. We have
Rn(λ)hn(xn) − hn(xn)
= sup
Q∈P(DEn (R
+)
∫∞
0
h(ηn(Yn(t))) − h(ηn(xn))Q(dYn) −
1
rn
St(Q |P
n
xn
)τλ(dt). (7.18)
As in Lemma 5.8, we argue via a lower and upper bound.
Rn(λ)hn(xn) − hn(xn) >
∫∞
0
h(ηn(Yn(t)) − h(ηn(xn))P
n
xn
(dYn)τλ(dt)
=
∫∞
0
h(Xn(t))) − h(Xn(0))P
n
xn
◦ η−1n (dXn)τλ(dt)
As the processes Xn are exponentially tight by assumption, the upper bound follows
as tightness gives control on the modulus of continuity of the trajectories Xn.
For the lower bound, we can find Qn,λ ∈ DEn(R
+) such that
1
rn
∫∞
0
St(Qn,λ |P
n
xn
)τλ(dt) 6 2 |h| (7.19)
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that achieve the suprema in (7.18). As in the proof of Lemma 5.8, define T(λ) =
−λ log
(
ε
4||h||
)
. This leads to
Rn(λ)hn(xn)−hn(xn) 6
1
2
ε+
∫T(λ)
0
h(Xn(t))−h(Xn(0))Qn,λ◦η
−1
n (dXn)τλ(dt). (7.20)
Equation (7.19) yields that the restrictions of Qn,λ ◦ η−1n to FT satisfy
sup
λ
sup
n
1
rn
ST(λ)(Qn,λ ◦ η
−1
n |P
n
xn
◦ η−1n ) 6 8 |h|
2
ε−1.
Denote as before Q̂n,λ the measure Qn,λ up to time T(λ), concatenated with the
Markovian kernel Pny . Thus,
sup
λ
sup
n
1
rn
S1(Q̂n,λ ◦ η
−1
n |P
n
xn
◦ η−1n ) 6 8 |h|
2
ε−1.
As the measures Pxn are exponentially tight, the measures Q̂n,λ ◦ η
−1
n restricted to
F1 are tight due to Proposition B.1. Tightness implies we can control the modulus
of continuity, which implies we can upper bound (7.20) uniformly in n by ε by
choosing λ small.
A Properties of relative entropy
The following result by Donsker and Varadhan can be derived from Lemma’s 4.5.8
and 6.2.13 of [5].
Lemma A.1 (Donsker Varadhan). Let X be a Polish space. We have the following
duality relations:
log〈ef, µ〉 = sup
Q∈P(X)
{〈f, ν〉− S(ν |µ)} ∀ f ∈ Cb(X),
S(ν |µ) = sup
f∈Cb(X)
{
〈f, ν〉 − log〈ef, µ〉
}
∀ν ∈ P(X).
By the second property of previous lemma, we immediately obtain lower semi-
continuity of S.
Lemma A.2. The map (ν, µ)→ S(ν |µ) is lower semi-continuous.
We next give an extension of Theorem D.13 in [5], given as Exercise 5.13 in [19].
Proposition A.3. Let X be a Polish space. Suppose F1,F2 ⊆ B(X) are such that
F1 ⊗ F2 = B(X) and F1 ∩ F2 = {∅,X}. Let µ, ν be two Borel probability measures on
X. Let µ1, ν1 denote the restrictions of µ and ν to F1 and denote by µ(· | x), ν(· | x)
the regular conditional probabilities of µ and ν with respect to F1. Then the map
x 7→ S(ν(· | x) |µ(· | x))
is measurable and we have
S(ν |µ) = S(ν1 |µ1) +
∫
S(ν(· | x) |µ(· | x))ν1(dx).
The final result of this appendix is the equi-coercivity of relative entropy in the
second component.
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Proposition A.4. Let X be a Polish space. Let K ⊆ P(X) be a weakly compact set.
For all c > 0 the set
A :=
⋃
µ∈K
{ν ∈ P(X) |S(ν |µ) 6 c}
is compact for the weak topology on P(X).
Proof. First of all, note that by Lemma A.1 the set A is weakly closed as (ν, µ) 7→
S(µ |ν) is lower semicontinuous. Thus, it suffices that A is contained in a weakly
compact set.
We start by proving that the map p(f) := supµ∈K log〈e
f, µ〉 is continuous for the
strict topology. First note that the map (f, µ) 7→ log〈ef, µ〉 is jointly continuous for
the strict and weak topology. As a consequence p is lower semi-continuous.
Let fα be a net that converges strictly to f. Let µα be such that p(fα) = log〈efα , µα〉.
By compactness there is a subnet µβ that has a weak limit µ0 ∈ K. By joint
continuity of (f, µ) 7→ log〈ef, µ〉, we find
lim sup
α→∞ p(fα) = lim supα→∞ log〈e
fα , µα〉 = log〈e
f, µ0〉 6 p(f)
establishing that p is upper semi-continuous and thus continuous.
Fix c > 0. Let U := {f ∈ Cb(X) |p(f)∨ p(−f) 6 1}. As p is strictly continuous, we
find that U is a strict neighbourhood of 0.
Let ν be such that there is µν with S(ν |µν) 6 c. For f ∈ U we have by Young’s
inequality, or equivalently, Lemma A.1, that
|〈ν, f〉| 6
(
log〈ef, µν〉∨ log〈e
−f, µν〉
)
+ S(ν |µν) 6 1+ c.
It follows that
A ⊆ {ν | ∀ f ∈ U : |〈f, ν〉| 6 1+ c}
so that A is contained in a weakly compact set by the Bourbaki-Alaoglu theorem,
see e.g. [12, Theorem 20.9.(4)].
Compactness of A follows by the lower semi-continuity of (ν, µ) 7→ S(ν |µ), Lemma
A.2.
B Tightness for exponentially tilted measures
The next technical result essentially states the following. Suppose that we have two
sequences of measures Pn and Qn such that
(a) the measures Pn are exponentially tight at speed rn →∞,
(b) there is some M > 0 such that supn
1
rn
S(Qn |Pn) 6 M.
Then the sequence Qn is tight.
The proposition below states this result, but allows for the context of a changing
sequence of spaces and collections of measures instead of sequences.
Proposition B.1. Let Xn be a collection of Polish spaces. For each n let An ⊆
P(Xn) and suppose that for each a there is a collection of compact sets Kn ⊆ Xn
such that
lim sup
n
1
rn
log sup
µ∈An
µ(Kcn) 6 −a
for some sequence of constants rn → ∞. Suppose in addition that Bn ⊆ P(Xn) are
collections of measures such that there exists a constant M > 0 such that
sup
n
sup
ν∈Bn
inf
µ∈An
1
rn
S(ν |µ) 6 M.
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Then there is for each ε > 0 a constant a = a(ε) such that
lim sup
n
sup
ν∈Bn
ν(Kcn) 6 2ε.
Proof. Fix ε > 0, we will construct sets Kn such that lim supn supν∈Bn ν(K
c
n) 6 2ε
which suffices to establish the claim. Fix a such that a > Mε−1. By assumption
there are sets Kn ⊆ Xn such that
lim sup
n
sup
µ∈An
1
rn
logµ(Kcn) 6 −a− 1. (B.1)
We introduce an auxiliary function in terms of which we can define relative entropy.
Denote by G : R+ → R+ the function
G(t) =
{
0 if t = 0,
t log t if t > 0.
Thus, we have by assumption that
sup
n
sup
ν∈Bn
inf
µ∈An
1
rn
∫
G
(
dν
dµ
)
dµ 6 M. (B.2)
Note that G(t)t−1 = log(t) and that for t > ernMε
−1
we have that
t > cn := e
rn
M
ε =⇒
G(t)
t
>
G(cn)
cn
= log(cn) = rn
M
ε
.
Thus, for each ν ∈ Bn there is a µ ∈ An such that we obtain by (B.2) that∫
{ dνdµ>cn}
dν
dµ
dν 6
ε
rnM
∫
{ dνdµ>cn}
G
(
dν
dµ
)
dν 6 ε. (B.3)
We use this inequality to bound νn[Kcn]. For sufficiently large n, we find by (B.1)
and (B.3) that
ν(Kcn) =
∫
Kcn∩{ dνdµ>cn}
dν
dµ
dµ+
∫
Kcn∩{ dνdµ<cn}
dν
dµ
dµ
6 ε+ µ(Kcn)cn
6 ε+ e−rnacn.
As a > Mε−1, the right-hand exponential term on the final line converges to 0
independent from the choice of ε. This establishes the claim.
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