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ial ones.1. Introduction
Non-linear normal vibrations modes (NNMs) are a general-
ization of the normal vibrations in linear systems. In the normal
mode, a finite-dimensional non-linear system behaves like a one
having a single degree of freedom. Two principal concepts of non-
linear normal vibrations modes were developed by Kauderer and
Rosenberg (NNMs in conservative systems) and by Shaw and
Pierre (NNMs in dissipative systems).
The Kauderer–Rosenberg concept of NNMs [1–3] is based on
determination of trajectories in the non-linear system's configura-
tion space. If some generalized coordinate is chosen as the
independent variable, for example, x1≡x, then the following func-
tions must be obtained:
xi ¼ piðxÞ; i¼ 2;3;…;n ð1Þuderer–Rosenberg. The
synchronous periodic
dinates of the system
stem trajectories in the
ned directly from the
1equations of motion using the integral of energy [1–3]. In general,
the NNM trajectories are curvilinear, in contrast with the recti-
linear trajectories of linear systems.
Shaw and Pierre reformulated the concept of non-linear normal
modes for a general class of non-linear dissipative systems [4,5].
Their analysis is based on the computation of invariant manifolds
of motion on which the NNMs take place. In this case NNMs can be
represented by dependencies between phase coordinates of the
system.
The NNMs approach can be generalized to N-DOF non-
autonomous systems close to conservative ones [6,7], and to
continuous systems [8–10].
Numerous publications describe problems of the NNMs exis-
tence, methods of the regimes construction, an analysis of the
NNMs stability, a generalization of the NNMs concept to systems
with non-smooth characteristics, etc. The NNMs theory is applied
to analyze dynamics of finite-DOF mechanical systems, such as
floating offshore platforms, rotors, piece-wise linear systems.
The NNMs are used to describe dynamics of beams, plates and
shallow shells. Target energy transfer and localization of structures
motions in light of NNMs theory are treated too. Detailed reviews
on theoretical and applied aspects of the NNM s approach can be
found in [3,11].
In the present paper Shaw and Pierre concept of non-linear
normal modes is widely used, so some detailed information about
the Shaw–Pierre NNMs is represented here. Namely, one considers
the finite-degree-of-freedom mechanical system, where the
damping is taken into account. This system can be presented in
a phase-space of the form:
_qi ¼ si;
_si ¼ f iðq;sÞ;
i¼ 1;…;n; ð2Þ
where s¼ ½s1; s2;…; snT . One chooses a couple of phase variables
(u, v) of the non-linear dynamical system, so-called “master
coordinates” (or active coordinates), where u is some dominant
generalized coordinate, and v is the corresponding generalized
velocity. By the Shaw–Pierre approach, the non-linear normal
mode is such regime when all generalized coordinates and
velocities are
univalent functions of the selected couple of master variables.
The master coordinates can be chosen as new independent ones
instead of time. Denoting, for example, these master coordinates
as the coordinate and velocity with the index 1 (that is,
q1 ¼ u; s1 ¼ v), one writes the non-linear normal mode as
qi ¼ Qiðu; vÞ; si ¼ Siðu; vÞ;
i¼ 1;…;n; ð3Þ
where Q1ðu; vÞ ¼ u ; S1ðu; vÞ ¼ v. The selected pair of phase coor-
dinates is used as new independent coordinates instead of time,
and the functions Qiðu; vÞ ; Siðu; vÞ can be determined from the
following system of non-linear partial differential equations:
Siðu; vÞ ¼
∂Qiðu; vÞ
∂u
v
þ ∂Qiðu; vÞ
∂v
f 1 u;Q2ðu; vÞ;…;Qnðu; vÞ; v; S2ðu; vÞ;…; Snðu; vÞ½ ;
f i u;Q2ðu; vÞ;…;Qnðu; vÞ; v; S2ðu; vÞ;…; Snðu; vÞ½ 
¼ ∂Siðu; vÞ
∂u
vþ ∂Siðu; vÞ
∂v
f 1 u;Q2ðu; vÞ;…;Qnðu; vÞ;½
v; S2ðu; vÞ;…; Snðu; vÞ; i¼ 1;…;n: ð4Þ
Solutions of Eq. (4) are obtained, in particular, in the form of the
power series by u and v.
If we have both external and internal resonances, the method
of NNMs is supplemented by the modified Rauscher method. The
Rauscher method is first proposed for the single-DOF system in
[12]. This method is first used to construct forced NNMs for some
special system in paper [6]. General procedures of the modified
Rauscher method utilization to construct NNMs in N-DOF non-
autonomous systems are described in [7,2,13].
In a case of internal resonance it can observe an interaction of
two NNMs. So, four phase coordinates are active, and they must be
chosen as new independent variables. A general description of the
Shaw–Pierre NNMs use in a case of internal resonance is presented
in [14]. In this resonance case all other phase coordinates are
determined as univalent functions of the four chosen master
coordinates. Namely such situations may occur in the problems
of the forced vibrations in rotor dynamics.
Rotor systems are very important elements of machines and
mechanisms. It is well known that rotor systems show compli-
cated behavior due to different non-linear effects. Moreover,
internal resonances in the rotor systems dynamics must be taken
into account. Some important publications on the rotor non-linear
dynamics are selected below. Asymptotic method in non-linear
dynamics of rotating shaft is first suggested in [15]. Bolotin [16]
took into account a non-linear inertia in a model of the one disk
rotor. Different models of rotor vibrations and analysis of motion
stability are treated in the book by Tondl [17]. Different non-linear
effects in the rotor dynamics are discussed in [18]. The mode
locking of the whirling motions of rotor is considered in [19]. In
[20] the restoring forces are expressed so as to obtain a Duffing-2type equation of motion for an axi-symmetrical, two-DOF rotor.
The stability of synchronous motions is analytically investigated
while a numerical simulation makes possible to determine a more
complete non-linear behavior. An analysis of the dynamic behavior
of a rigid rotor with non-linear elastic restoring forces is carried
out in [21]. It is shown that, in addition to synchronous solutions,
relatively small values of the damping forces made possible the
onset of the rotor precession motions which are periodic or quasi-
periodic. Chaotic rotor motions are obtained for high level of
unbalance and relatively high damping in the system. An experi-
mental confirmation of the theoretical data is sought. Comparison
of dynamics of linear and non-linear rotor models is presented in
[22]. The periodic and chaotic vibrations under condition of
internal resonance in the 2-DOF model of the Jeffcott rotor are
investigated in [23] by using an asymptotic approach. Different
problems of the rotor dynamics are considered in [24]. Non-linear
oscillations of a rotor-magnetic bearing system under superhar-
monic resonance conditions are studied in [25]. Numerical
simulation is used to analyze the symmetrical single-disc flexible
rotor–bearing system in [26]. The 4-DOF non-linear model of the
rotor dynamics is considered in [27] by using the multiple scales
method.
Note that in many publications mostly the simplest models, for
example, the Jeffcott rotor, are considered due to a complexity of
the rotor system dynamics. The analysis of more complex models
becomes a non-trivial task because of a large number of degrees of
freedom and, therefore, much more complex non-linear equations
of motion. It seems that one of the most appropriate approaches to
analysis of the rotor steady-state dynamics is the NNMs approach.
The non-linear normal modes (NNMs) are constructed here for
the rotor systems with the internal resonance. This situation is
always realized in the rotor dynamics with the isotropic-elastic
shaft and the isotropic-elastic supports. Two such models are
considered: single disk rotor models with and without inertial
forces in supports taken into account. Gyroscopic effects, non-
linear behavior of supports and an asymmetrical disposition of the
disk in the shaft are taken into account too. The Shaw–Pierre NNM
approach and the modified Rauscher method allow reducing the
8-DOF problem to the 2-DOF non-linear system for each non-
linear normal mode of forced vibrations.
The paper is organized as follow. A generalization of the Shaw–
Pierre concept of NNMs for a case of internal resonance is
presented in Section 2. An application of this concept to forced
vibrations analysis is considered. The iteration procedure which
combines the generalized NNMs approach and the modified
Rauscher method is described. In Section 3 the basic 8-DOF model
of the rotor non-linear dynamics is presented. Determination of
forced vibration modes for a case of massless supports is con-
sidered in Section 4. In Section 5 inertial effects in supports are
taken into account in determination of the forced vibration modes.
It is shown in Section 6 that in region where resonance regimes of
the rotor precession with cyclic symmetric trajectories in the
system configuration space are unstable, the other solutions
having center symmetric trajectories exist. For a case of the cyclic
symmetry of trajectories it is possible to utilize the simplified
mathematical model with four generalized coordinates instead of
the eight initial ones (Section 7). A procedure of partial reduction
to principal coordinates, which permits to simplify analytical and
numerical procedures, is described in Section 8.2. Iteration procedure to construct forced non-linear normal
vibration modes in a case of internal resonance
An analysis of the resonance solutions in multi-degree-of-
freedom systems is made in numerous publications due to
exclusive importance of the problem for theory and applications.
In particular, the multiple-scale method allows us to analytically
solve the equations of motion and recognize resonances [28–30]. It
is known that all analytical transformations are essentially com-
plicated with an increase of the number of the degrees of freedom
of the system under consideration. Authors of the paper suppose
that the method of NNMs in combination with some other
methods has some benefits in comparison to the existing
perturbation methods, in particular, in multi-DOF systems having
external and internal resonances. Really, the NNMs approach
allows to reduce the non-linear dynamical system to a single-
DOF system when the internal resonance is absent, or to two-DOF
one if the internal resonance is present. Besides, the NNMs
approach is very convenient for realization of automated analytical
transformations.
The procedure described in this section is intended to obtain
solutions describing forced near-resonance steady-state vibrations
of mechanical systems. It is iterative and combines the NNMs,
Rauscher, and harmonic balance methods.
One considers the non-linear dynamical system under an
external periodical excitation, reduced to principal coordinates
and written in the following canonical form:
_q1 ¼ s1
_s1 ¼ν21q1f 1ðq; sÞ þ F1 cos ðΩtÞ
_q2 ¼ s2
_s2 ¼ν22q2f 2ðq; sÞ þ F2 cos ðΩtÞ
⋮
_qk ¼ sk
_sk ¼ν2kqkf kðq; sÞ þ Fk cos ðΩtÞ
::: ðk¼ 3;NÞ
8>>>>>>>><
>>>>>>>>:
ð5Þ
Here q¼ fq1; q2;…; qNgT and s¼ fs1; s2;…; sNgT are general coor-
dinates and corresponding velocities. It is assumed that the
functions f iðq; sÞ are analytical with respect to their arguments.
It is assumed too that two eigenfrequencies ν1 and ν2 are close to
the excitation frequency, Ω, that is Ω≈ν1≈ν2. In this case two
coordinates, q1;2, and two corresponding velocities, s1;2, may be
treated as master (active) ones and may be taken as independent
ones to construct forced NNMs. It is assumed that there is some
initial approximate representation of the master coordinates in the
form of the Fourier series when the other coordinates are
essentially smaller than the master ones. Note that this approx-
imate representation can be obtained, for example, by the harmo-
nic balance method from the 2-DOF autonomous system
corresponding to four phase master coordinates, or by using other
possibilities. One has
q1 ¼ A1 cos ðΩtÞ þ B1 sin ðΩtÞ þ A2 cos ð2ΩtÞ þ B2 sin ð2ΩtÞ
þA3 cos ð3ΩtÞ þ B3 sin ð3ΩtÞ þ⋯;
s1 ¼ΩðB1 cos ðΩtÞA1 sin ðΩtÞ þ 2B2 cos ð2ΩtÞ2A2 sin ð2ΩtÞ
þ3B3 cos ð3ΩtÞ3A3 sin ð3ΩtÞÞ þ⋯; q2 ¼⋯; s2 ¼⋯ ð6Þ
Presenting terms on right-hand sides of the equalities (6) as
powers of the cos ðΩtÞ and sin ðΩtÞ, then using some trigonometric
and algebraic manipulations, one has the following:
cos ðΩtÞ ¼ α1q1 þ α2s1 þ α2q2 þ α3s2 þ α5q21 þ α6s21 þ⋯ ð7Þ
Note that a similar relation can be obtained for the function
sin ðΩtÞ. By using the relation (7), the next N-DOF “pseudo-3autonomous” system is obtained instead of the system (5):
_q1 ¼ s1
_s1 ¼ν21q1f 1ðq; sÞ þ F1ðα1q1 þ α2s1 þ α2q2 þ α3s2 þ α5q21 þ α6s21 þ⋯Þ
_q2 ¼ s2
_s2 ¼ν22q2f 2ðq; sÞ þ F2ðα1q1 þ α2s1 þ α2q2 þ α3s2 þ α5q21 þ α6s21 þ⋯Þ
⋮
_qk ¼ sk
_sk ¼ν2kqkf kðq; sÞ þ Fkðα1q1 þ α2s1 þ α2q2 þ α3s2 þ α5q21 þ α6s21 þ⋯Þ
… ðk¼ 3;NÞ
8>>>>>>>><
>>>>>>>>:
ð8Þ
Transformations above correspond to the principal idea of the
Rauscher method. In the obtained autonomous system the NNMs
can be constructed as functions of four new independent variables,
q1; s1; q2; s2, of the form:
qi ¼ qiðq1; s1; q2; s2Þ; si ¼ siðq1; s1; q2; s2Þ; i¼ 3;4;…;N ð9Þ
The relations (9) determine the Shaw–Pierre NNMs of the
autonomous system (8) in a case of the internal resonance.
One writes the system (8) in the matrix form:
f _q¼ s; _sþ ½K0qþ F0ðq;sÞ ¼ 0 ð10Þ
Passing on to the new independent variables, one presents the
differentiation in time t of the form of the linear differential
operator in partial derivatives L:
d
dt
¼ L¼ _q1
∂
∂q1
þ _s1
∂
∂s1
þ _q2
∂
∂q2
þ _s2
∂
∂s2
ð11Þ
Then the system (8) can be rewritten as
fLq¼ s; Lsþ ½K0qþ F0ðq; sÞ ¼ 0 ð12Þ
One has, in the scalar form,
_q1 ¼ s1; _s1 þ ν21q1 þ f 01ðq; sÞ ¼ 0;
_q2 ¼ s2; _s2 þ ν22q2 þ f 02ðq; sÞ ¼ 0;
_q1
∂qi
∂q1
þ _s1 ∂qi∂s1 þ _q2
∂qi
∂q2
þ _s2 ∂qi∂s2 ¼ si
_q1
∂si
∂q1
þ _s1 ∂si∂s1 þ _q2
∂si
∂q2
þ _s2 ∂si∂s2 þ ν
2
i qi þ f 0iðq; sÞ ¼ 0
9=
;
; i¼ 3;N
8>>><
>>>:
ð13Þ
Eliminating the time t by using the first four equations of the
system (13), the partial differential equations are obtained from
the other N-4 equations. Then the relations (9) can be determined
as solutions of this system of PDEs, for example, in power series:
qn ¼ aðnÞ1 q1 þ aðnÞ2 s1 þ aðnÞ3 q2 þ aðnÞ4 s2 þ aðnÞ5 q21 þ⋯;
sn ¼ bðnÞ1 q1 þ bðnÞ2 s1 þ bðnÞ3 q2 þ bðnÞ4 s2 þ bðnÞ5 q21 þ⋯; n¼ 3;N :
ð14Þ
Substituting the series (14) to the PDEs system and equating
terms of the same powers on q1; s1; q2; s2, one obtains algebraic
equations with respect to unknown coefficients of the series (14),
that is, a nð Þj ; b
nð Þ
j . Note that the coefficients a
nð Þ
1 ; a
nð Þ
2 ;b
nð Þ
1 ; b
nð Þ
2 satisfy a
system of non-linear algebraic equations. In general, an analysis of
such systems is not a simple problem due to existence of many
solutions. Some arguments permit to simplify this analysis. In fact,
the active variables q1; s1; q2; s2 in corresponding regime of NNM
have the largest amplitudes, hence the relations (9) determine
sloping surfaces in the system phase space. So, values of the
coefficients a nð Þ1 ; a
nð Þ
2 ; a
nð Þ
3 ; a
nð Þ
4 ; b
nð Þ
1 ; b
nð Þ
2 ; b
nð Þ
3 ; b
nð Þ
4 are small, and the
coefficients can be easily determined near zero by effective
numerical procedure. All other coefficients satisfy a system of
recurrent linear algebraic equations: using obtained values
a nð Þ1 ; a
nð Þ
2 ; a
nð Þ
3 ; a
nð Þ
4 ; b
nð Þ
1 ; b
nð Þ
2 ; b
nð Þ
3 ; b
nð Þ
4 , it is possible to determine coeffi-
cients under quadratic terms in relations (14), then it is possible to
determine coefficients under cubic terms in (14), etc.
Fig. 1. Four-DOF non-linear system of connected oscillators.After determination of the relations (9) the N-DOF system (8)
is reduced to the two-DOF one for each resonance non-linear
normal mode. Four master phase coordinates can be obtained
from this reduced system in a form of the more precise Fourier
series instead of the representation (6). As a result, the iterative
process can be constructed, and the pointed out series of
operations can be repeated some times to reach a necessary
exactness. Numerical simulation, realized in different N-DOF
non-linear systems, confirms a good exactness of the proposed
approach. Note that an approach presented in this section is
described in [17] for a more simple case when the internal
resonance is absent.
As an example, forced vibrations of a system of four oscillators,
connected by elastic springs, one of them is non-linear, is con-
sidered (Fig. 1).
Equations of motion are the following:
m1 €x1 þ c1x1 þ c2ðx1x3Þ þ k1ðx1x2Þ þ β1 _x1 ¼ f cos ðωtÞ
m2 €x2 þ k1ðx2x1Þ þ k2x2 ¼ 0
m3 €x3 þ c2ðx3x1Þ þ k3ðx3x4Þ þ β2 _x3 þ c3x3 ¼ 0
m4 €x4 þ k3ðx4x3Þ þ γx34 þ k4x4 ¼ 0
8>><
>>:
ð15Þ
Calculations are realized for the next values of the system
parameters (dimension of the coefficients is not presented
here for simplification, because this example is illustrative):
f ¼0:16; β1¼0:02; β2¼0:02; c1¼10; c2¼5; c3¼10;k1¼4;k3¼4;
k2¼2; k4¼2; γ¼0:4; m1¼1:4; m2¼0:2; m3¼1:4;m4¼0:2€q1 ¼7:4643q10:0128 _q10:0022_q3 þ 0:0971 cos ðωtÞ0:2155ð0:4694q10:5474q20:7015q3 þ 0:6966q4Þ3
€q2 ¼13:6483q20:0118_q20:0032 _q4 þ 0:1052 cos ðωtÞ þ 0:3217ð0:4694q10:5474q20:7015q3 þ 0:6966q4Þ3
€q3 ¼32:5357q30:0086_q10:0014 _q3 þ 0:0650 cos ðωtÞ þ 1:2814ð0:4694q10:5474q20:7015q3 þ 0:6966q4Þ3
€q4 ¼33:4946q40:0093 _q20:0025_q4 þ 0:0827 cos ðωtÞ1:1828ð0:4694q10:5474q20:7015q3 þ 0:6966q4Þ3
8>><
>>:
ð16ÞFor these values of parameters the system (15) can be written
in principal coordinates as
So, it is realized only the simple external resonance if the external
excitation frequency is close to the first, or second natural frequen-
cies (resonances 1,2); but if the external excitation frequency is
close to the third (resonance 3), or fourth natural frequencies
(resonance 4) one has a realization of two resonance conditions4simultaneously; namely, both the external resonance and the inter-
nal one occur.
The proposed approach of the NNM determination is used to
obtain the system frequency responses. The frequency responses
are presented for the first harmonics of original coordinates x1; x2
(Fig. 2) and x3; x4 (Fig. 3).
In the case of the simple resonance (resonances 1,2 – Figures
a–d) two master phase coordinates are selected; for the second
case, when both external resonance and the internal one are
realized (resonances 3,4 – Figures e,f), four master phase coordi-
nates are selected. Results obtained by the NNMs approach are
shown by the bold lines; the thin lines present results obtained by
the direct harmonic balance method. Note that the NNMs are
constructed in the form of polynomials of the third degree.
3. Principal model of the rotor dynamics
In the this section a model of the rotor dynamics with an
asymmetrical disposition of the disk on the shaft is considered
(Fig. 4). Gyroscopic effects, non-linearity and inertial forces in
supports are taken into account. The fixed and moving coordinate
systems and positional angles of the disk are shown in Fig. 5.
Equations of the rotor motion are the following:
m€xþ ρ1 _xþ c11ðxh1x2h2x1Þ þ c12ðθ2ðx2x1Þ=lÞ ¼ ε Ω2m cosΩt;
m€yþ ρ1 _yþ c11ðyh1y2h2y1Þ þ c12ðθ1ðy2y1Þ=lÞ ¼ ε Ω2m sinΩt;
Ie €θ1 þ ρ2 _θ1 þ IpΩ_θ2c21ðyh1y2h2y1Þc22ðθ1ðy2y1Þ=lÞ ¼ 0;
Ie €θ2 þ ρ2 _θ2IpΩ_θ1 þ c21ðxh1x2h2x1Þ þ c22ðθ2ðx2x1Þ=lÞ ¼ 0;
m1 €x1 þ β _x1 þ s1ðxh1x2h2x1Þ þ s2ðθ2ðx2x1Þ=lÞ þ cxð1Þx1 þ cxð2Þx13 ¼ 0;
m1 €y1 þ β _y1 þ s1ðyh1y2h2y1Þ þ s2ðθ1ðy2y1Þ=lÞ þ cyð1Þy1 þ cyð2Þy13 ¼ 0;
m2 €x2 þ β _x2 þ s3ðxh1x2h2x1Þ þ s4ðθ2ðx2x1Þ=lÞ þ kxð1Þx2 þ kxð2Þx23 ¼ 0;
m2 €y2 þ β _y2 þ s3ðyh1y2h2y1Þ þ s4ðθ1ðy2y1Þ=lÞ þ kyð1Þy2 þ kyð2Þy23 ¼ 0;
8>>>>>>>><
>>>>>>>>:
ð17Þ
where l is the shaft length; l1 and l2 are distances of the disk up to left
and right supports, respectively; h1 ¼ l1=l; h2 ¼ l=l2; c 1ð Þx ; c 1ð Þy are coef-
ficients which characterize linear terms in the left support restoring
force; k 1ð Þx ; k
1ð Þ
y are similar coefficients for the right support; с
ð2Þ
x ; c
ð2Þ
y
are coefficients which characterize cubic terms in the left support
restoring force; k 2ð Þx ; k
2ð Þ
y are similar coefficients for the right support; β
is a coefficient of damping in supports; ρ1; ρ2 are coefficients of
damping during the disk motion; m is the disk mass; ε is an
eccentricity of the disk mass center. Note that the cubic non-linearity
of Duffing type can be considered as an acceptable approximation for
different types of the support restoring forces [18,22,23,28,30].
One has the 8-DOF non-linear system (17), describing the
displacements and rotations of the disc, and displacements of the
non-linear supports. In subsequent sections two cases are consid-
ered: rotor with massless supports (Section 4) and rotor withmassive supports (Sections 5 and 7). Forced resonance oscillations
are obtained by use of the iterative procedure described above and
compared with results obtained by use of other methods.
4. Forced vibration modes of the rotor on massless supports
One considers here the simplified case of massless supports by
settingm1 ¼m2 ¼ 0 in Eq. (17). If the dissipation in these equations
Fig. 2. Frequency responses of the first harmonic of the generalized coordinates x1 (Figures a,c,e) and x2 (Figures b,d,f) of the system (11). Figures a,b correspond to the Resonance 1;
Figures c,d – to the Resonance 2; Figures e, f – to the resonances 3, 4. The bold lines are obtained by the NNMs approach, and the thin lines are obtained by the harmonic balancemethod.
Fig. 3. Frequency responses of the first harmonic of the generalized coordinates x3 (Figures a,c,e) and x4 (Figures b,d,f) of the system (11). Figures a,b correspond to the Resonance 1;
Figures c,d – to the Resonance 2; Figures e, f – to the resonances 3,4. The bold lines are obtained by the NNMs approach, and the thin lines are obtained by the harmonic balance method.
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Fig. 4. Principal model of the rotor system with massive bearings.
Fig. 5. Fixed and moving coordinate systems. Disk positional angles.is neglected, then the last four equations in (17) become algebraic
ones. So, the displacements of supports x1; y1; x2; y2 can be
excluded from these equations [19,30]. But the NNMs approach,
which is used here, allows constructing solutions in power series
(14) without such exclusion. Moreover, if the dissipation in
supports is not neglected, displacements of supports x1; y1; x2; y2
cannot be excluded from (17), but NNMs approach can be applied
to these equations too.
The first step of the resonance vibration modes determina-
tion, preceding one to the NNMs construction, is a reduction of
the system (17) to principal coordinates of the corresponding
linear system when the mass and stiffness matrixes became
diagonal.€x1þ jc11x1 þ c12x2 þ⋯c1kxkþ jc1;kþ1xkþ1 þ c1;kþ2xkþ2 þ⋯þ j~f 1ðx1; x2;…; _x1; _x2;…; tÞ ¼ 0
€x2þ jc21x1 þ c22x2 þ⋯c2kxkþ jc2;kþ1xkþ1 þ c2;kþ2xkþ2 þ⋯þ j~f 2ðx1; x2;…; _x1; _x2;…; tÞ ¼ 0
⋯ j⋯ j⋯ j⋯
€xkþ ck1x1 þ ck2x2 þ⋯þ ck;kxkþ jck;kþ1xkþ1 þ ck;kþ2xkþ2 þ⋯þ j~f kðx1; x2;…; _x1; _x2;…; tÞ ¼ 0
jckþ1;1x1 þ ckþ1;2x2 þ ckþ1;kxkþ jckþ1;kþ1xkþ1 þ ckþ1;kþ2xkþ2 þ⋯þ j~f kþ1ðx1; x2;…; _x1; _x2;…; tÞ ¼ 0
⋯ j⋯ j⋯
jcN;1x1 þ cN;2x2 þ cN;kxkþ jcN;kþ1xkþ1 þ cN;kþ2xkþ2 þ⋯þ j ~f Nðx1; x2;…; _x1; _x2;…; tÞ ¼ 0
8>>>>>>><
>>>>>>>:
ð18ÞConsider Eq. (17) under condition m1 ¼m2 ¼ 0 in the following
form:
In the matrix form Eq. (18) can be rewritten as
€xm þ ½cmmxm þ ½cmsxs þ Fmðxm; xs; _xm; _xs; tÞ ¼ 0
½csmxm þ ½cssxs þ Fsðxm; xs; _xm; _xs; tÞ ¼ 0
(
ð19Þ
where xm ¼ fx1; x2;…; xkgT ; xs ¼ fxkþ1; xkþ2;…; xNgT ,
сmm½  ¼
c11 ⋯ c1k
⋯ ⋯ ⋯
ck1 ⋯ ckk
2
64
3
75; сms½  ¼
c1;kþ1 ⋯ c1N
⋯ ⋯ ⋯
ck1 ⋯ ckN
2
64
3
75;
csm½  ¼
ckþ1;1 ⋯ ckþ1;k
⋯ ⋯ ⋯
cN;1 ⋯ cN;k
2
64
3
75; css½  ¼
ckþ1;kþ1 ⋯ ckþ1;N
⋯ ⋯ ⋯
cN;kþ1 ⋯ cN;N
2
64
3
75
One has from the second vector equation of the system (19)
that
xs ¼½css1½csmxm½css1Fsðxm;xs; _xm; _xs; tÞ ð20Þ
Introducing the relation (20) to the first equation of the system
(19), one obtains the following:
€xm þ cmm½ xm cms½  css½ 1 csm½ xm cms½  css½ 1Fsðxm; xs; _xm; _xs; tÞ6þFmðxm; xs; _xm; _xs; tÞ ¼ 0 ð21Þ
Note that the linear part of Eq. (21) does not contain compo-
nents of the vector xs. Eq. (21) and the second equation of the
system (19) form the following modified system:
€xm þ Km½ xm þ ~Fmðxm; xs; _xm; _xs; tÞ ¼ 0
csm½ xm þ css½ xs þ Fsðxm; xs; _xm; _xs; tÞ ¼ 0
(
ð22ÞHere ½Km ¼ ½cmm½cms½css1½csm, ~Fm ¼ Fmðxm; xs; _xm; _xs; tÞ
½cms½css1Fsðxm; xs; _xm; _xs; tÞ. If ½U is a matrix formed by the eigen-
vectors of the matrix ½Km, then, making the next change of variables,
xm ¼ ½Uqm, and multiplying from the left the first Eq. (22) to ½U1,
one obtains the next system written in principal coordinates:
U½ 1 U½  €qm þ U½ 1 Km½  U½ qm þ U½ 1 ~Fmð U½ qm; xs; U½  _qm; _xs; tÞ ¼ 0
csm½  U½ qm þ css½ xs þ Fsð U½ qm; xs; U½  _qm; _xs; tÞ ¼ 0
(
ð23Þ
Taking into account that ½U1½U ¼ ½E and ½U1½Km½U ¼
Diagðν12; ν22;…; νN2Þ ¼ ½ν, and making the formal change
xj ¼ qj ðj¼ kþ 1;NÞ, one obtains the following final variant of the
system in principal coordinates:
€q1 þ ν12q1 þ φ1ðq1; q2;…; _q1; _q2;…; tÞ ¼ 0
€q2 þ ν22q2 þ φ2ðq1; q2;…; _q1; _q2;…; tÞ ¼ 0
⋮
€qk þ νk2qk þ φkðq1; q2;…; _q1; _q2;…; tÞ ¼ 0
rkþ1;1q1 þ rkþ1;2q2 þ rkþ1;3q3 þ⋯þ φkþ1ðq1; q2;…; _q1; _q2;…; tÞ ¼ 0
⋮
rN;1q1 þ rN;2q2 þ rN;3q3 þ⋯þ φNðq1; q2;…; _q1; _q2;…; tÞ ¼ 0
8>>>>>><
>>>>>>:
ð24Þ
Then the procedure described earlier for the system (8) is
used under the resonance condition Ω≈ν1≈ν2. Two positional
coordinates, q1;2, and two corresponding velocities, s1;2, are taken
as master (active) coordinates to construct forced NNMs. The PDEs
similar to Eq. (13) can be derived, and their solutions of the form of
the powers series (14) can be obtained. When coefficients of the
series (14) are known, the series must be introduced to the system
(24). It permits to consider only two first equations of the system.
From this reduced system new, more exact, presentations of the
form (6) for four active phase coordinates can be found. So, the
iteration procedure is constructed to obtain resonance forced
vibrations with required exactness.
Results presented in Figs. 6–8 are obtained for the next para-
meters of the rotor system: m¼ 10 kg; Ip ¼ 0:0405 kg m2;
Ie ¼ 0:02858 kg m2; l¼ 0:75 m; h1 ¼ 0:35; h2 ¼ 0:65; c 1ð Þx ¼ c 1ð Þy
¼ k 1ð Þx ¼ k 1ð Þy ¼ 3 106N=m; c 2ð Þx ¼ c 2ð Þy ¼ k 2ð Þx ¼ k 2ð Þy ¼ 7 1011 N=m3;
ρ1 ¼ 10:4 N s m1;ρ2 ¼ 5 N s; β¼ 40 N s m1; ε¼ 1 105 m,
Young modulus E¼2.11011 Pa, radius of the cross-section of
the shaft R¼0.018 m. A ratio of the external excitation frequency
to the first fundamental frequency is equal to ω¼Ω=v1 ¼ 1:0021.
The relation of initial and principal coordinates is the following:
x¼ ½Uq; ½U ¼
0:69609 0 0:002948 0 0 0 0 0
0 0:69609 0 0:002948 0 0 0 0
0 0:71795 0 0:999995 0 0 0 0
0:71795 0 0:999995 0 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
2
66666666666664
3
77777777777775
;Fig. 6. Projections of the forced NNMs trajectory on the planes q1 ; q2 (a); q1 ; q3 (b); q1 ; q
simulation, points correspond to results, obtained by the harmonic balance method, an
Fig. 7. The coordinates q1 (a) and q3(b) in regime of the resonance NNMs versus dimens
numerical calculations, points correspond to resuls obtained by the harmonic balance m
7where the following designation is used:
fx; y; θ1; θ2; x1; y1; x2; y2gT ¼ fx1; x2; x3; x4; x5; x6; x7; x8gT ¼ x
The four last lines correspond to displacements of supports.
In Fig. 6 projections of the forced NNM trajectory on the planes
of generalized coordinates q1; q2 (Fig. 6a); q1; q3 (Fig. 6b); q1; q5
(Fig. 6c) are shown, where q1; q2 are active (master) coordinates.
In Fig. 7 the generalized coordinates q1; q3 versus the dimension-
less time τ (τ¼ ν1 t) are shown. Results obtained by the NNMs
method, the harmonic balance method, and the verifying numer-
ical simulation, are compared. In Fig. 8 the frequency response of
the rotor system for the generalized coordinate q1 is presented.
Results obtained by the NNMs and harmonic balance method, are
compared. The dimensionless frequency ω¼Ω/ν1 is postponed on
the horisontal axe and amplitudes of the first and third harmonics
of the normalized solution for the coordinate q1 are postponed on
the vertical axe.5. Construction of the rotor forced vibration modes taking
into account inertial forces in supports
One considers the complete one-disk rotor dynamics presented
in Fig. 4 taking into account inertial forces in supports. The full 8-
DOF model (17) is investigated in this case. As in the precedent
sections, the generalized coordinates q1; s1; q2; s2 are chosen as5 (c) for the case of the inertialess supports. Lines correspond to checking numerical
d cicles correspond to results obtained by the NNMs method.
ionless time τ (in a system with inertialess supports). Lines correspond to cheching
ethod, and circles correspond to results obtained by the NNMs method.
master coordinates in regime of the resonance NNM. The proposed
previously procedure which joints the NNMs approach and the
modified Rauscher method is used.
Results of numerical calculation presented below are obtained
for the next values of the system parameters: m¼ 18 kg;
m1 ¼m2 ¼ 1:8 kg; Ip ¼ 0:36 kg m2;
Ie ¼ 0:195 kg m2; l¼ 1 m; l1 ¼ 0:3 m;
h1 ¼ 0:3; h2 ¼ 0:7; c 1ð Þx ¼ c 1ð Þy ¼ k 1ð Þx ¼ k 1ð Þy ¼ 7
105N=m; c 2ð Þx ¼ c 2ð Þy ¼ k 2ð Þx ¼ k 2ð Þy ¼ 8 1010N=m3;
ρ1 ¼ 10 N sm1; ρ2 ¼ 5 N s; β¼ 60 N s m1; ε¼ 5 105 m, Young
modulus, E¼2.11011 Pa, and a radius of the cross-section of the
shaft is equal to 0.015 m. The first fundamental dimensionless
frequency is equal here to 144.27.
Frequency responses of principal coordinates near the first
resonance are presented in Fig. 9: Figures (a) and (b) represent
frequency responses for principal coordinate q1 (first and third
harmonic of excitation frequency respectively); Figures (c) and
(d) represent frequency responses for principal coordinate q3 (as
described above); Figures (e) and (f) correspond with q5 and
Figures (g) and (h) correspond with q7. Results obtained by the
NNM approach and by the harmonic balance method, are com-
pared. Frequencies on the horizontal axe are dimensionless.
The relation between initial and principal coordinates is the
following:x¼ ½Uq; ½U ¼
0:6434 0 0:0052 0 0:0136 0 0:0262 0
0 0:6434 0 0:0052 0 0:0136 0 0:0262
0 0:7144 0 0:9629 0 0:6202 0 0:9135
0:7144 0 0:9629 0 0:6202 0 0:9135 0
0:2503 0 0:2283 0 0:1971 0 0:4050 0
0 0:2503 0 0:2284 0 0:1971 0 0:4050
0:1135 0 0:1436 0 0:7592 0 0:0290 0
0 0:1135 0 0:1436 0 0:7592 0 0:0290
2
66666666666664
3
77777777777775
;where fx; y; θ1; θ2; x1; y1; x2; y2gT ¼ fx1; x2; x3; x4; x5; x6; x7; x8gT ¼ x.
Trajectories of the resonance vibrations in the system config-
uration space are presented in Fig. 10. Comparison of results
obtained analytically and by numerical simulation shows a good
efficiency of the proposed NNM approach. The corresponding time
response is shown in Fig. 11, where results obtained by the NNMFig. 8. Frequency responses for the first (a) and third harmonics (b) of the principal c
obtained by the harmonic balance method, and bold lines correspond to results obtaine
8approach are compared with results obtained by numerical
simulation. A ratio of the external excitation frequency to the first
fundamental frequency is equal to ω¼Ω=v1 ¼ 1:0298.
6. Stability and bifurcations of the forced vibration modes in
8-DOF rotor system
The frequency responses shown in Fig. 12 are obtained by the
NNMs approach near the first resonance for the following para-
meters of the system:
M¼ 12 kg; m1 ¼m2 ¼ 2 kg; Ip ¼ 0:24 kg m2;
Ie ¼ 0:1225 kg m2; l¼ 0:8 m; l1 ¼ 0:24 m;
ε¼ 0:00003 m; c 1ð Þx ¼ c 1ð Þy ¼ k 1ð Þx ¼ k 1ð Þy ¼ 7 105 N=m;
c 2ð Þx ¼ c 2ð Þy ¼ k 2ð Þx ¼ k 2ð Þy ¼ 8 1010 N=m3;
ρ1 ¼ 5 N s m1; ρ2 ¼ 5 N s; β¼ 60 N s m1; E¼ 2:1
1011 Pa; J ¼ 3:976 108 m4
Amplitudes of the first harmonics of the disk center displace-
ments are shown.
Analysis of the forced NNMs stability, which is made by
calculation of multiplicators, gives the unexpected results whichare shown in Fig. 12. It follows from Fig. 12 that in some frequency
range obtained regimes are unstable.
Additional analysis shows that in this frequency range a pair of
new solutions bifurcates. It can be found by the NNMs approach,
as well by the harmonic balance method. More precise frequency
response for the first harmonic of the disk displacement x isoordinate q1 for a case of the inertialess supports. Thin lines correspond to resuls
d by the NNMs method.
Fig. 9. Frequency responses near the first resonance. Bold curves correspond to the NNM approach, and thin curves correspond to the calculations by the harmonic balance
method. Frequencies on the horizontal axis are dimensionless.
Fig. 10. Trajectories of the forced resonance non-linear normal mode in the system configuration space: (a) trajectory on x1; x2 plane, (b) trajectory on x3 ; x4 plane. Points and
circles denote the results obtained analytically (by using the harmonic balance and NNM approaches respectively), and lines correspond to numerical simulation.shown in Fig. 13a, where solutions obtained by the harmonic
balance method are presented by lines and ones obtained by the9NNMs method are presented by points. Analysis of the new
solutions stability gives results presented in Fig. 13b.
Fig. 11. Time response for the system with massive supports: (a) response of variable x1, (b) response of variable x3. Points correspond to NNM approach, and lines
correspond to numerical simulation. Displacement values are multiplied by scaling coefficient 1000; τis the dimensionless time.
Fig. 12. Results of the stability analysis for the forced NNMs. Amplitudes of the first
harmonics of the disk center displacements are shown. Points correspond to stable
solutions; circles correspond to unstable ones.One considers the obtained new regimes in details. One
chooses some value of the frequencies ratio, namely, Ω=ν1 ¼ 1:02.
Regimes, denoted as A, B and С (Fig. 13b), correspond to the
chosen frequency value. Space representation of the rotor preces-
sion, corresponding to the regime A, is shown in Fig. 14. Besides,
trajectories, which describe a motion of the disk center (point 1)
and motion of the left and right supports (points 2 and 3 respec-
tively), are too shown in Fig. 14.
A form of trajectories presented in Fig. 14 is typical for all
regimes which are shown in Fig. 12, namely, trajectories of motion
as the disk center as well supports are cyclic symmetric lines. But
for the rotation frequency chosen earlier the regime A is unstable,
and it is confirmed by numerical simulation.
Trajectories corresponding to regimes of the rotor precession B
and C are not cyclic symmetric; they are center symmetric. Space
representation of these trajectories is presented in Figs. 15 and 16,
respectively, where it is shown trajectories describing a motion of
the disk center, left and right supports (points 1, 2, 3 respectively).
In these regimes the disk center circumscribes a trajectory close to
the ellipse. In the regime В the vibration amplitudes in direction of
the axis ОХ are essentially more than amplitudes of motion on
direction OY; for the regime С everything is inverse. Each of these10regimes is stable; results of checking numerical calculations are
shown in Figs. 15 and 16.7. Use of the model having half dimension
Preceding results show that there are two kinds of the system
forced resonance solutions, namely: first one corresponds to cyclic
symmetrical motions of the disk and supports (regime А), the
second one corresponds to motions when trajectories of the disk
and supports are central symmetric (regimes B,C) (note that the
supports of the rotor considered above have identical stiffness in X
and Y directions ). The cyclic symmetry of the trajectories in
regime A in the system configuration space permits to find such
regimes by using the simplified mathematical model.
Introducing the following definition, f ¼ fx; θ1; x1; x2gT ; fn ¼
fy; θ2; y1; y2gT , it is possible to verify that the rotor system (17) is
invariant with respect to the transformations fðtÞ-fnðt þ
T=4Þ; fnðtÞ-fðt þ T=4Þ under the simultaneous change t-t þ
T=4 (here T ¼ 2π=Ω is the period of rotation). Such symmetry is
also observed in analytical solution and corresponding trajectories
in Fig. 14. So, the symmetry conditions permit to use the simplified
model for regimes of the type A; a number of DOF is reduced by
half. The corresponding reduced equations of motion can be
written in the following form:
m€xðtÞ þ ρ1 _xðtÞ þ c11ðxðtÞh1x2ðtÞh2x1ðtÞÞ
þ c12 θ1 t þ π=2Ω
  x2ðtÞx1ðtÞ
l
 
¼ εΩ2m cosΩt;
Ie €θ1ðtÞ þ ρ2 _θ1ðtÞIpΩ_θ1 t þ π=2Ω
 c21 x t þ π=2Ω 
þh1x2 t þ π=2Ω
 þ h2x1 t þ π=2Ω 
c22 θ1ðtÞ
x2 t þ π=2Ω
 þ x1 t þ π=2Ω 
l
 
¼ 0;
m1 €x1ðtÞ þ β _x1ðtÞ þ s1ðxðtÞh1x2ðtÞh2x1ðtÞÞ
þ s2 θ1 t þ π=2Ω
  x2ðtÞx1ðtÞ
l
 
þ cx 1ð Þx1ðtÞ þ cx 2ð Þx13ðtÞ ¼ 0;
m2 €x2ðtÞ þ β _x2ðtÞ þ s3ðxðtÞh1x2ðtÞh2x1ðtÞÞ
Fig. 13. Comprehensive frequency response for the first harmonic of the disk displacement x. (а) represents solutions obtained by the harmonic balance method (thin lines)
and by the NNMs method (bold lines); (b) represents results of the stability analysis by Lyapunov (points correspond to stable solutions and circles correspond to
unstable ones).
Fig. 14. Space representation of the rotor precession, corresponding to the regime A. Trajectories describe a motion of the disk center (point 1) and motion of the left and
right supports (points 2 and 3 respectively), obtained by analytical solution. Points correspond to the analytical solution; lines correspond to checking numerical calculations.
All displacements are measured in mm.þs4 θ1 t þ π=2Ω
  x2ðtÞx1ðtÞ
l
 
þ kx 1ð Þx2ðtÞ þ kx 2ð Þx23ðtÞ ¼ 0;
ð25Þ
The harmonic balance method can be directly used to solve
Eq. (25). The utilization of the NNMs approach is possible under
some conditions. At first, the proposed variant of the NNMs
approach needs in transformation to principal coordinates. But
in the regime A principal coordinates may also be separated to two
groups similar to introduced earlier vectors f and fn. This allows to
obtain four equations in principal coordinates corresponding to Eq.
(25). Second, among these four coordinates only one principal
coordinate will be active (for example, q1). So, the Shaw–Pierre
NNMs must be determined of the form qi ¼ qiðq1; s1Þ; si ¼ siðq1; s1Þ,
where s1 ¼ _q1; it essentially facilitates all calculations. At third, it is
possible to assume that in zero approximation a trajectory of the
motion in the plane ðq1; s1Þ is elliptic, that is, one has
q1 ¼ A cos ðΩt þ ψÞ; s1 ¼ΩA sin ðΩt þ ψ Þ. Such representation
results in the following relations: q1ðt þ ðπ=2ΩÞÞ ¼A sin ðΩt þ
ψÞ ¼ s1ðtÞ=Ω; s1ðt þ ðπ=2ΩÞÞ ¼AΩ cos ðΩt þ ψÞ ¼Ωq1ðtÞ. The last
relations allow make a change of active variables in the reduced
system, then the system of PDE of the form (9) can be constructed.11The relations qiðt þ ðπ=2ΩÞÞ ¼ qiðs1=Ω;Ωq1Þ; siðt þ ðπ=2ΩÞÞ ¼
siðs1=Ω;Ωq1Þ must be substituted into the series corresponding
to NNM being calculated. Other aspects of the construction of the
NNMs are the same as earlier. Checking numerical simulation
shows that frequency responses near the resonance Ω≈Ω1 cr: (Ω1 cr:
is the first critical speed of the rotor), constructed by the harmonic
balance method applied both to complete initial system (17) and
to the reduced system (25), are not different.8. Simplification of the NNMs determination
The presented above procedure of the NNMs determination
leads to complicated analytical transformations to construct the
system (13) and to obtain coefficients a nð Þj ; b
nð Þ
j of the series (14) in a
case of internal resonance. As a result, a computer realization of
the procedure needs in a long-time calculation and consumes a
large amount of the computer RAM resources. It is possible to
propose a modified version of the procedure, stated above. By
implementing this approach one can get analytical expressions of
the NNM method that are essentially simpler than original ones.
Note that the system is the standard form (5), as a rule, is not
the initial mechanical one. It can be obtained from the system,
Fig. 15. Space representation of the rotor precession, corresponding to the regime B. Trajectories describe a motion of the disk center, left and right supports (points 1, 2,
3 respectively). Points correspond to the analytical solution; lines correspond to checking numerical calculations. All displacements are measured in mm.
Fig. 16. Space representation of the rotor precession, corresponding to the regime C. Trajectories describe a motion of the disk center, left and right supports (points 1, 2,
3 respectively). Points correspond to the analytical solution; lines correspond to checking numerical calculations. All displacements are measured in mm.which is presented in the following matrix form:
½M €x þ ½Cx þΦðx; _xÞ ¼ 0 ð26Þ
or
€x þ ½Kx þ Fðx; _xÞ ¼ 0; ð27Þ
where ½M and ½C are inertial and stiffness matrixes respectively,
the vector Φ contains non-linear, dissipative and gyroscopic te-
rms. Eq. (27) is obtained from (26) by multiplication with (from
the left) M½ 1.
The initial system (27) is associated with the system in
principal coordinates (5) by linear change of variables, x¼
½Uq; _x¼ ½Us, where U½  is a matrix of the eigenvectors of the
linearized system. To transfer to the system in principal coordi-
nates it is necessary to multiply (from the left) the system (27) to
U½ 1 and to make corresponding change of variables. As a result,
one has the following system, which is the matrix form of the12system (5):
€qþ ½K0qþ F0ðq; _qÞ ¼ 0 ð28Þ
Then a modification of the procedure of NNMs construction
will be presented.
The initial equation (27) is essentially simpler than Eq. (28),
which are used to construct NNMs, but among variables
fx1; x2;…; xNg it is not possible to select dominant (active) ones.
On the other hand all components of the vector q can be expressed
by four active phase variables (for example, q1; s1; q2; s2) as power
series. But the vector x linearly depends on the vector q; so,
components of the vector x can be presented as power series by
the same active phase variables of the system (28). Thus NNMs can
be described both by dependences (9) and by dependences
xi ¼ xiðq1; s1; q2; s2Þ; yi ¼ yiðq1; s1; q2; s2Þ; ð29Þ
where yi are generalized velocities of the initial system.
The main idea of the modification of the NNMs determination
is in utilization of the standard procedure to use expansions
xiðq1; s1; q2; s2Þ; yiðq1; s1; q2; s2Þ for phase variables of the more
simple initial system (27).
Thus, together with variables of this initial system, x¼
fx1; x2;…; xNgT , and generalized variables q¼ fq1; q2;…; qNgT ,
describing the system in principal coordinates, one considers the
set of variables xn ¼ fq1; q2; x3; x4;…; xNgTcorresponding to some
intermediate system, which is partially reduced to principal coordi-
nates:
€q1 þ ν21q1 þ f 1ðx; _xÞ ¼ 0
€q2 þ ν22q2 þ f 2ðx; _xÞ ¼ 0
€x3 þ k31q1 þ k32q2 þ k33x3 þ ::: þ k3NxN þ f 3ðx; _xÞ ¼ 0
€x4 þ k41q1 þ k42q2 þ k43x3 þ ::: þ k4NxN þ f 4ðx; €xÞ ¼ 0
:::
€xN þ kN1q1 þ kN2q2 þ kN3x3 þ ::: þ kNNxN þ f Nðx; _xÞ ¼ 0
8>>>>><
>>>>>:
ð30Þ
or in matrix form:
€xn þ ½Knxn þ Fnðxn; _xnÞ ¼ 0 ð31Þ
Such system is fully equivalent to the systems (26) and (27),
and is connected with these systems by corresponding linear
transformations which are presented in details in Appendix A.
Supposing that all variables xi ði¼ 3;NÞ in regime of the NNM
can be univalently presented of the form (29), than this depen-
dence can be determined by procedure described in Section 2,
when the corresponding PDE system is solved. This system is the
following:
fLxn ¼ yn; Lyn þ ½Knxn þ Fnðxn;ynÞ ¼ 0 ð32Þ
A solution is presented as power series
xnn ¼ an nð Þ1 q1 þ an nð Þ2 s1 þ an nð Þ3 q2 þ an nð Þ4 s2 þ an nð Þ5 q21 þ⋯;
ynn ¼ bn nð Þ1 q1 þ bn nð Þ2 s1 þ bn nð Þ3 q2 þ bn nð Þ4 s2 þ bn nð Þ5 q21 þ⋯; n¼ 3;N :
ð33Þ
A determination of the series coefficients is described in
Section 2.
It is shown in Appendix A that the pair of vectors xn and q, and
the pair yn and s, are interconnected by linear relations,
xn ¼ ½Pq; yn ¼ ½Ps. So, the system (32) is fully equivalent to the
system described in principal coordinates.
Remark: Coefficients under linear terms of the expansions (33)
must be found by numerical calculation of the system of non-
linear algebraic solutions (Section 2). In fact, a determination of
these coefficients is not simple because it is not possible to select
dominant variables among the phase coordinates of the system
(5). So, the coefficients an nð Þ1 ; a
n nð Þ
2 ; b
n nð Þ
1 ; b
n nð Þ
2 in series (33) cannot be
always small, in contrast with the analogical values in series (14),
and it is not possible to find these coefficients near zero. To find
these coefficients some additional operations which will be
described below are needed. Expansions (14) can be presented
of the form:
q¼ A½ v; s¼ B½ v; ð34Þ
where v¼ fq1; s1; q2; s2; q21; s21; q22; s22; q1s1; q1q2; q1s2;…gT ,
A½  ¼
1 0 0 0 0 ⋯
0 0 1 0 0 ⋯
a 3ð Þ1 a
3ð Þ
2 a
3ð Þ
3 a
3ð Þ
4 a
3ð Þ
5 ⋯
a 4ð Þ1 a
4ð Þ
2 a
4ð Þ
3 a
4ð Þ
4 a
4ð Þ
5 ⋯
⋯ ⋯ ⋯ ⋯ ⋯ ⋯
2
6666664
3
7777775
; B½  ¼
0 1 0 0 0 ⋯
0 0 0 1 0 ⋯
b 3ð Þ1 b
3ð Þ
2 b
3ð Þ
3 b
3ð Þ
4 b
3ð Þ
5 ⋯
b 4ð Þ1 b
4ð Þ
2 b
4ð Þ
3 b
4ð Þ
4 b
4ð Þ
5 ⋯
⋯ ⋯ ⋯ ⋯ ⋯ ⋯
2
6666664
3
7777775
ð35Þ
Analogously, it can write the expansions (33) as
xn ¼ ½Anv; yn ¼ ½Bnv; ð36Þ13where matrixes ½An and ½Bn are similar to ½A and ½B, but are
composed of using unknown coefficients of the expansions (33).
On the other hand, xn ¼ P½ q; yn ¼ P½ s, so, the following rela-
tions are correct:
½Anv¼ P½  A½ v; ½Bnv¼ P½  B½ v; so
½An ¼ P½  A½ ; ½Bn ¼ P½  B½  ð37Þ
Relations (37) permit to connect coefficients an nð Þk ; b
n nð Þ
k of the
series (33) with coefficients a nð Þk ; b
nð Þ
k of the series (14), which are
small. It allows transform the algebraic equations with respect to
an nð Þ1 ; a
n nð Þ
2 ; b
n nð Þ
1 ; b
n nð Þ
2 into algebraic equations with respect to
a nð Þ1 ; a
nð Þ
2 ; b
nð Þ
1 ; b
nð Þ
2 , and, as a result, to find solutions of the last
system by some iteration procedure using the zero initial
approximation.
Results of the forced NNMs determination using the simplified
system, which is partially reduced to principal coordinates, coin-
cide with such results obtained by using the system fully reduced
to principal coordinates.9. Conclusions
The approach which combines both the non-linear normal
modes and the modified Rauscher methods is proposed and used
to construct forced resonance vibrations in non-autonomous
systems with the internal resonance 1:1. The NNMs method allows
reducing the N-DOF non-autonomous problem to the 2-DOF non-
linear system for each non-linear normal mode. All the pointed
out series of operations can be repeated any necessary number of
times to reach a necessary exactness. An efficiency of this
procedure is confirmed by checking numerical simulation. Use of
the system partially reduced to principal coordinates permits
essentially simplify all analytical transformations.
Forced vibrations of the eight-DOF system describing a
dynamics of the one-disk unbalanced rotor with the linearly
isotropic-elastic shaft and non-linear elastic bearings are consid-
ered. Gyroscopic effects, inertial forces in supports, an asymme-
trical disposition of the disk in the shaft and internal resonance are
taken into account. The forced NNMs of the system are obtained
and corresponding frequency responses are constructed both for
the system with massless supports and for the system where
inertial forces in supports are taken into account. A stability
analysis gives regions where regimes of synchronous rotor pre-
cession with cyclic symmetric trajectories in configuration space
are unstable. In these regions it is possible to find synchronous
regimes with center symmetric trajectories. It is shown that a
determination of the motions with cyclic symmetric trajectories is
possible with use of the reduced system having four generalized
coordinates instead of the eight initial ones.Appendix A. Construction of the system partially reduced to
principal coordinates
Vectors x, q and xn, presented in Section 6, are linked by the
following linear non-degenerate transformations (it is true for the
corresponding velocities too):
x¼ U½ q ⇒ x¼ T½ xn; xn ¼ P½ q; ðA:1Þ
where ½U is a matrix of the eigenvectors of the linearized system
(27).
Introducing the following new notations,
x12 ¼ fx1; x2gT ; x3N ¼ fx3; x4;…; xNgT ,q12 ¼ fq1; q2gT ; q3N ¼ fq3; q4;
…; qNgT , one rewrites the relations (A.1) in the block-matrix form
as follow:
x12
x3N
" #
¼ U1
22
U2
2m
U3
m2
U4
mm
2
64
3
75 q12q3N
" #
;
x12
x3N
" #
¼ T1
22
T2
2m
T3
m2
T4
mm
2
64
3
75 q12x3N
" #
;
q12
x3N
" #
¼ P1
22
P2
2m
P3
m2
P4
mm
2
64
3
75 q12q3N
" #
ðA:2Þ
Indexes above blocks show their dimension, here m¼N2. It
follows from the relations (A.2) that P1 ¼ I22, where I is the identity
matrix, P2 ¼O2m, where Ois zero matrix; T3 ¼Om2; T4 ¼ Imm.
From the condition U½  ¼ T½  P½  one obtains that P3 ¼U3; P4 ¼U4; it
permits fully determine the matrix P½ . So, T½  ¼ P½ 1 U½ .
One obtains now the ODE system with respect to variables xn.
Repeating a procedure of transfer from the system (27) to the
system (28) and taking into account that x¼ T½  P½ q, one obtains
from (28) that
T½  P½  €qþ K½  T½  P½ qþ Fð T½  P½ q; T½  P½  _qÞ ¼ 0 ðA:3Þ
Multiplying from the left to U½ 1, that is, to P½ 1 T½ 1, and
taking into account that xn ¼ P½ q, one obtains after the not
complicated transformations that
€xn þ T½ 1 K½  T½ xn þ T½ 1Fð T½ xn; T½  _xnÞ ¼ 0 ðA:4Þ
So, one has the following connection of the system (31) and the
systems (27) and (28):
T½ 1 K½  T½  ¼ Kn ; P½ 1 Kn  P½  ¼ K0½  ðA:5Þ
T½ 1Fð T½ xn; T½ ynÞ ¼ Fnðxn; ynÞ; P½ 1Fnð P½ q; P½ sÞ ¼ F0ðq; sÞ ðA:6Þ
One rewrites the systems (27), (31), (28) of the following block-
matrix form:
€x12
€x3N
" #
þ K1
22
K2
2m
K3
m2
K4
mm
2
64
3
75 x12x3N
" #
þ F12ðx;
_xÞ
F3Nðx; _xÞ
" #
¼ 0 ðA:7Þ
€xn12
€xn3N
" #
þ
Kn1
22
Kn2
2m
Kn3
m2
Kn4
mm
2
664
3
775 x
n
12
xn3N
" #
þ Fn12ðxn; _xn ÞFn3Nðxn; _x
nÞ ¼ 0 ðA:8Þ
€q12
€q3N
" #
þ K0 12
22
O2m
Om2 K0 3N
mm
2
64
3
75 q12q3N
" #
þ
F0 12ðq; _qÞ
F0 3Nðq; _qÞ
" #
¼ 0 ðA:9Þ
The transfer from (A.7) to (A.8) is determined by multiplication
of the system (A.7) to T½ 1, and the transfer from (A.8) to (A.9) is
determined by multiplication of the system (A.8) to P½ 1. Struc-
ture of the matrixes T½ 1 and P½ 1 is the following:
T½ 1 ¼
~T1
22
~T2
2m
O
m2
I
mm
2
64
3
75; P½ 1 ¼ I
22
O
2m
~P3
m2
~P4
mm
2
64
3
75 ðA:10Þ
Then from the second relation (A.5) in the block form one has
that Kn2 ¼O2m; Kn1 ¼K0 12. One obtains that two first equations
of the system (31) coincide with two first equations of the system
(28) in principal coordinates up to a change of variables in a vector
of non-linear and dissipative terms.
It follows from (A.2) that x12 ¼ T1q12 þ T2x3N , then after the
transformation x¼ T½ xn one has from (A.7) the following:
€xn3N þ K3T1q12 þ ðK3T2 þ K4Þxn3N þ F3Nð T½ xn; T½  _xnÞ ¼ 0 ðA:11Þ
The system (A.11) contain equations with numbers from 3 to N
of the initial system (27) where the change of variables x¼ T½ xn is14made. So, Eq. (A.11) are a part of Eq. (A.8) (or, in other form, of the
system (31)).
So, the system (31), partially reduced to principal coordinates, and
formulated with respect to the vector xn ¼ fq1; q2; x3; x4;…; xNgT ,
is composed from two equations of the system (28) in principal
coordinates, and N2 equations of the initial system (27),
where variables which are not contain in the vector xn ¼
fq1; q2; x3; x4;…; xNgT , are excluded by the change x¼ U½ q.
Remark: Active coordinates may replace any two displacements
contained in the vector x under condition that the matrixes T½  and
P½  are not degenerate.
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