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Abstract
We consider the Fredholm one-dimensional boundary-value problems in Sobolev
spaces.We have obtained several important results about the indixes of functional op-
erators, the criterion of their correct well-posedness, the criterion of the continuous de-
pendence of the solutions of these problems on the parameter, the degree of convergence
of these solutions, and sufficient constructive conditions under which the solutions of the
most general class of multipoint boundary-value problems are continuous with respect to
the parameter. Eeach of these boundary-value problems corresponds to a certain rectan-
gular numerical characteristic matrix with kernel and cokernel of the same dimension as
the kernel and cokernel of the boundary-value problem. The conditions for the sequence
of characteristic matrices to converge are found.
Let a finite interval [a, b] ⊂ R and parameters {m, n, r} ⊂ N, 1 6 p 6 ∞, be given. By
W np =W
n
p
(
[a, b];C
)
:=
{
y ∈ Cn−1[a, b] : y(n−1) ∈ AC[a, b], y(n) ∈ Lp[a, b]
}
we denote a complex
Sobolev space and set W 0p := Lp. This space is a Banach one with respect to the norm
∥∥y∥∥
n,p
=
n−1∑
k=0
∥∥y(k)∥∥
p
+
∥∥y(n)∥∥
p
,
where ‖ · ‖p is the norm in the space Lp
(
[a, b];C
)
. Similarly, by (W np )
m := W np
(
[a, b];Cm
)
and (W np )
m×m := W np
(
[a, b];Cm×m
)
we denote Sobolev spaces of vector-valued functions and
matrix-valued functions, respectively, whose elements belong to the function space W np .
We consider the following linear boundary-value problem
Ly(t) := y′(t) + A(t)y(t) = f(t), t ∈ (a, b), (1)
By = c, (2)
where the matrix-valued function A(·) ∈ (W n−1p )
m×m, the vector-valued function f(·) ∈
(W n−1p )
m, the vector c ∈ Cr, the linear continuous operator
B : (W np )
m → Cr (3)
are arbitrarily chosen; and the vector-valued function y(·) ∈ (W np )
m is unknown.
We represent vectors and vector-valued functions in the form of columns. A solution of
the boundary-value problem (1), (2) is understood as a vector-valued function y(·) ∈ (W np )
m
satisfying equation (1) almost everywhere on (a, b) (everywhere for n ≥ 2) and equality (2)
specifying r scalar boundary conditions. The solutions of equation (1) fill the space (W np )
m if
its right-hand side f(·) runs through the space (W n−1p )
m. Hence, the boundary condition (2)
with continuous operator (3) is the most general condition for this equation.
1
It includes all known types of classical boundary conditions, namely, the Cauchy prob-
lem, two- and many-point problems, integral and mixed problems, and numerous nonclassical
problems. The last class of problems may contain derivatives of the unknown functions of
the order k 6 n.
It is known that, for 1 ≤ p < ∞, every operator B in (3) admits a unique analytic repre-
sentation
By =
n−1∑
k=0
αky
(k)(a) +
∫ b
a
Φ(t)y(n)(t)dt, y(·) ∈ (W np )
m,
where the matrices αk ∈ C
r×m and the matrix-valued function Φ(·) ∈ Lp′
(
[a, b];Cr×m
)
,
1/p+ 1/p
′
= 1.
For p = ∞ this formula also defines an operator B ∈ L
(
(W n
∞
)m;Cr
)
. However, there exist
other operators from this class generated by the integrals over finitely additive measures.
We rewrite the inhomogeneous boundary-value problem (1), (2) in the form of a linear
operator equation (L,B)y = (f, c), where (L,B) is a linear operator in the pair of Banach
spaces
(L,B) : (W np )
m → (W n−1p )
m × Cr. (4)
Recall that a linear continuous operator T : X → Y , where X and Y are Banach spaces, is
called a Fredholm operator if its kernel ker T and cokernel Y/T (X) are finite-dimensional. If
operator T is Fredholm, then its range T (X) is closed in Y and the index
indT := dim ker T − dim(Y/T (X))
is finite.
Theorem 1. The linear operator (4) is a bounded Fredholm operator with index m− r.
Theorem 1 allows the next refinement.
By Y (·) ∈ (W np )
m×m we denote a unique solution of the linear homogenous matrix equation
(LY )(t) = Om, Y (a) = Im, where Om is the (m × m) zero matrix, and Im is the (m × m)
identity matrix.
Definition 1. A rectangular numerical matrix M(L,B) ∈ Cm×r is characteristic for
the boundary-value problem (1), (2) if its j-th column is the result of the action of the op-
erator B on the j-th column of Y (·).
Here m is the number of scalar differential equations of the system (1), and r is the number
of scalar boundary conditions.
Theorem 2. The dimensions of the kernel and cokernel of the operator (4) are equal to the di-
mensions of the kernel and cokernel of the characteristic matrix M(L,B) respectively.
Theorem 2 implies a criterion for the invertibility of the operator (4).
Corollary 1. The operator (L,B) is invertible if and only if r = m and the matrix M(L,B)
is nondegenerate.
Let us consider parameterized by number ε ∈ [0, ε0), ε0 > 0, linear boundary-value problem
L(ε)y(t; ε) := y′(t; ε) + A(t; ε)y(t; ε) = f(t; ε), t ∈ (a, b), (5)
B(ε)y(·; ε) = c(ε), (6)
2
where for every fixed ε the matrix-valued function A(·; ε) ∈ (W n−1p )
m×m, the vector-valued
function f(·; ε) ∈ (W n−1p )
m, the vector c(ε) ∈ Cm, B(ε) is the linear continuous operator
B(ε) : (W np )
m → Cm, and the solution (the unknown vector-valued function) y(·; ε) ∈ (W np )
m.
It follows from Theorem 2 that the boundary-value problem (5), (6) is Fredholm with index
zero.
Definition 2. A solution of the boundary-value problem (5), (6) continuously depends on the
parameter ε for ε = 0 if the following conditions are satisfied:
(∗) there exists a positive number ε1 < ε0 such that, for any ε ∈ [0, ε1) and arbitrary right-
hand sides f(·; ε) ∈ (W n−1p )
m and c(ε) ∈ Cm this problem has a unique solution y(·; ε)
that belongs to the space (W np )
m;
(∗∗) the convergence of the right-hand sides f(·; ε) → f(·; 0) in (W n−1p )
m and c(ε) → c(0) in
C
m as ε→ 0+ implies the convergence of the solutions y(·; ε)→ y(·; 0) in (W np )
m.
Consider the following conditions as ε→ 0+:
(0) limiting homogeneous boundary-value problem
L(0)y(t, 0) = 0, t ∈ (a, b), B(0)y(·, 0) = 0
has only the trivial solution;
(I) A(·, ε)→ A(·, 0) in the space (W n−1p )
m×m;
(II) B(ε)y → B(0)y in Cm for any y ∈ (W np )
m.
Theorem 3. A solution of the boundary-value problem (5), (6) continuously depends on the pa-
rameter ε for ε = 0 if and only if it satisfies condition (0) and the conditions (I) and (II).
Consider the following quantities: ∥∥y(·; 0)− y(·; ε)∥∥
n,p
, (7)
d˜n−1,p(ε) :=
∥∥L(ε)y(·; 0)− f(·; ε)∥∥
n−1,p
+
∥∥B(ε)y(·; 0)− c(ε)∥∥
Cm
, (8)
where (7) is the error and (8) is the discrepancy of the solution y(·; ε) of the boundary-value
problem (5), (6) if y(·; ε) is its exact solution and y(·; 0) is an approximate solution of the prob-
lem.
Theorem 4. Suppose that the boundary-value problem (5), (6) satisfies conditions (0), (I) and
(II). Then there exist the positive quantities ε2 < ε1 and γ1, γ2 such that, for any ε ∈ (0, ε2),
the following two-sided estimate is true:
γ1 d˜n−1,p(ε) ≤
∥∥y(·; 0)− y(·; ε)∥∥
n,p
≤ γ2 d˜n−1,p(ε),
where the quantities ε2, γ1, and γ2 do not depend of y(·; ε) and y(·; 0).
Acording to this theorem, the error and discrepancy of the solution y(·; ε) of the boundary-
value problem (5), (6) have the same order of smallness.
For any ε ∈ [0, ε0), ε0 > 0, we associate with the system (5) multi-point Fredholm boundary
condition
B(ε)y(·, ε) =
r∑
j=0
ωj(ε)∑
k=1
n∑
l=0
β
(l)
j,k(ε)y
(l)(tj,k(ε), ε) = q(ε), (9)
3
where the numbers {r, ωj(ε)} ⊂ N, vectors q(ε) ∈ C
m, matrices β
(l)
j,k(ε) ∈ C
m×m, and points
{tj , tj,k(ε)} ⊂ [a, b] are arbitrarily given.
It is not assumed that the coefficients A(·, ε), β
(l)
j,k(ε) or points tj,k(ε) have a certain regularity
on the parameter ε as ε > 0. It will be required that for each fixed j ∈ {1, . . . , r} all the points
tj,k(ε) have a common limit as ε → 0+, but for the zero-point series t0,k(ε) this requirement
will not be necessary.
The solution y = y(·, ε) of the multi-point boundary-value problem (5), (9) is continuous
on the parameter ε if it exists, is unique, and satisfies the limit relation∥∥y(·, ε)− y(·, 0)∥∥
n,p
→ 0 as ε→ 0 + . (10)
Consider the following assumptions as ε→ 0+ and p =∞:
(α) tj,k(ε)→ tj for all j ∈ {1, . . . , r}, and k ∈ {1, . . . , ωj(ε)};
(β)
ωj(ε)∑
k=1
β
(l)
j,k(ε)→ β
(l)
j for all j ∈ {1, . . . , r}, and l ∈ {0, . . . , n};
(γ)
ωj(ε)∑
k=1
∥∥β(l)j,k(ε)∥∥∣∣tj,k(ε)− tj∣∣→ 0 for all j ∈ {1, . . . , r}, k ∈ {1, . . . , ωj(ε)}, and l ∈ {0, . . . , n};
(δ)
ω0(ε)∑
k=1
∥∥β(l)0,k(ε)∥∥→ 0 for all k ∈ {1, . . . , ω0(ε)}, and l ∈ {0, . . . , n}.
Assumptions (β) and (γ) imply that the norms of the coefficients β
(l)
j,k(ε) can increase as
ε→ 0+, but not too fast.
Theorem 5. Let the boundary-value problem (5), (9) for p = ∞ satisfy the assumptions (α),
(β), (γ), (δ). Then it satisfies the limit condition (II). If, moreover, the conditions (0) and (I)
are fulfilled, then for a sufficiently small ε its solution exists, is unique and satisfies the limit
relation (10).
Consider also the following assumptions as ε→ 0+ and 1 6 p <∞:
(γp)
ωj(ε)∑
k=1
∥∥β(n)j,k (ε)∥∥∣∣tj,k(ε)− tj∣∣1/p′ = O(1) for all j ∈ {1, . . . , r}, and k ∈ {1, . . . , ωj(ε)};
(γ′)
ωj(ε)∑
k=1
∥∥β(l)j,k(ε)∥∥∣∣tj,k(ε) − tj∣∣ → 0 for all j ∈ {1, . . . , r}, k ∈ {1, . . . , ωj(ε)}, and
l ∈ {0, . . . , n− 1}.
Theorem 6. Let the boundary-value problem (5), (9) for 1 6 p < ∞ satisfy the assumptions
(α), (β), (γp), (γ
′), (δ). Then it satisfies the limit condition (II). If, moreover, the conditions
(0) and (I) are fulfilled, then for a sufficiently small ε its solution exists, is unique and satisfies
the limit relation (10).
The results are published in [1–4]. They allow extension for the systems of differential
equations of higher order [5] and for boundary-value problems in Ho¨lder spaces [6].
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