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Abstract—It has been shown that the transmission control pro-
tocol (TCP) connections through the congested routers can be mod-
eled as a feedback dynamic system. In this paper, we design a vari-
able structure (VS) based control scheme in active queue manage-
ment (AQM) supporting explicit congestion notification (ECN). By
analyzing the robustness and performance of the control scheme
for the nonlinear TCP/AQM model, we show that the proposed
design has good performance and robustness with respect to the
uncertainties of the round-trip time (RTT) and the number of ac-
tive TCP sessions, which are central to the notion of AQM. Im-
plementation issues are discussed and ns simulations are provided
to validate the design and compare its performance to other peer
schemes’ in different scenarios. The results show that the proposed
design significantly outperforms the peer AQM schemes in terms
of packet loss ratio, throughput and buffer fluctuation.
Index Terms—Active queue management (AQM), explicit con-
gestion notification (ECN), robustness, transmission control pro-
tocol (TCP)/Internet protocol (IP), variable structure (VS) control.
I. INTRODUCTION
T RAFFIC congestion on the Internet is one of the majorcommunication problems experienced by millions of
users. Since the landmark work on the original congestion
avoidance scheme in transmission control protocol (TCP)
[12], many efforts have been devoted to improve the Internet
congestion control performance. Earliest efforts are focused
on TCP enhancement. Recently, for the purpose of alleviating
congestion problem for Internet protocol (IP) networks and
providing some notion of quality of service (QoS), active queue
management (AQM) techniques have been proposed [8]–[10],
[17], [19], [22], [23]. Current most widely-used queue man-
agement scheme, DropTail has been observed to have some
drawbacks, namely, link underutilization, queue fluctuation
and global synchronization of competing TCP connections,
due to its heuristic and empirical nature. Meanwhile, randon
early detection (RED) is an AQM mechanism proposed in [8]
to reduce link congestion and global synchronization by earlier
congestion notification. Unfortunately, it has been shown that
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the performance of a RED router is very sensitive to link’s
traffic load and its parameter setting, and it is hard to reduce
the queue fluctuation by only adjusting RED’s parameters
[3]. The drawbacks of RED prompt researchers to propose
modifications and alternatives, such as BLUE [6], stabilized
RED (SRED) [19], and fai RED (FRED) [16].
Notably, the TCP connections through the congested routers
can be modeled as a feedback dynamic system, where control
theory-based approaches can be used to analyze the network be-
havior, tune AQM’s parameter settings, and design new AQM
schemes. We refer to [13], [17], and [18] for the details of the
nonlinear dynamic models for the TCP’s additive increase and
multiplicative decrease (AIMD) behavior and the AQM’s con-
gestion feedback. It is believed that the control system-based
analysis offers new insight into the AQM design. In [9], a con-
trol theoretic analysis was given for RED, which provided a
more systematic and in-depth study on RED parameter tuning;
and [10] developed a PI controller as a new AQM scheme using
linear system analysis. On the other hand, the AQM congestion
control can be viewed as a convex optimization problem for the
dynamic system [13], [14], [17], where steady-state properties
and equilibriums are investigated. Meanwhile, explicit conges-
tion notification (ECN) [22] has been proposed, where packet
marking is used as congestion indication. We refer to the AVQ
algorithm [14] for an ECN-based AQM design. Taking the sta-
bility and performance indices into consideration, the previous
control theoretic AQM schemes achieve better performance in
terms of high link utilization and low packet loss ratio.
Due to the challenging nature of nonlinearity in the TCP dy-
namics, most of the current results on the AQM analysis and de-
sign are based on linearized models which are valid only in the
neighborhood of the equilibrium points [9], [10], [14], [23]. To
further complicate the situation, the TCP/AQM dynamics have
time varying round-trip times (RTTs) and uncertainties with re-
spect to the number of active TCP sessions through the con-
gested AQM router, which requires more robustness for the de-
signed schemes. In this paper, we introduce a robust variable
structure (VS) based AQM scheme designed directly for the
nonlinear TCP model, which to the best of our knowledge has
not yet been employed to TCP/AQM system analysis and de-
sign. The motivations behind this work are: 1) VS sliding mode
control is robust and powerful for nonlinear systems, thus, being
well-suited for an AQM scheme and 2) DropTail, a widely de-
ployed AQM scheme, can be treated as a VS controller in the
sense that its dropping policy is when , and
when , where is the dropping proba-
bility, and are the occupied buffer and the maximum
buffer length, respectively. Note that the undesirable behavior
1063-6536/$20.00 © 2005 IEEE
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of DropTail (e.g., heavy queue fluctuation and high dropping
rate), from the VS control perspective, is due to the fact that its
binomial control does not fit TCP dynamics to enforce a stable
sliding mode.
In this study, we present guidelines to design VS controller
for AQM supporting ECN. By analyzing the robustness and per-
formance of the proposed AQM scheme, we show that the pro-
posed design has good asymptotic properties as well as stability
robustness with respect to RTTs and the number of the active
TCP sessions through the router, which are central to the notion
of AQM. Meanwhile, we also discuss the implementation issues
and compare our design against related works. Our VS-based
AQM scheme is shown via ns simulations to be a robust con-
troller that performs better than a number of well-known AQM
schemes under different scenarios.
This paper is organized as follows. In Section II, we discuss
the nonlinear TCP traffic dynamics and develop a VS-based
AQM controller supporting ECN. The robustness and perfor-
mance of the proposed AQM scheme are analyzed in Section III,
where implementation issues are also discussed. Then we sum-
marize the related AQM schemes and provide comparisons in
Section IV. The ns simulation results are presented in Section V
to validate our design, followed by the concluding remarks in
Section VI.
II. VARIABLE STRUCTURE CONTROL IN AQM
A. Nonlinear TCP Dynamics
In [13], a nonlinear dynamic model for TCP congestion
control was derived, where the network topology was assumed
to be a single bottleneck with homogeneous TCP sources
that share the bottleneck link and have roughly the same RTTs,
but do not necessarily transverse the same path. For TCP
with ECN, the AIMD behavior in congestion avoidance phase
can be modeled as follows: each positive acknowledgment
increases the value of congestion window cwnd by
while each congestion indication (ECN) reduces the cwnd by
half, thus, the expected change in congestion window is given
by , where is the marking prob-
ability. Aggregating the TCP flows through one congested
router, we have the expected change in the congestion window
cwnd per update step
(1)
where is the marking probability and is the
number of the active TCP sessions. Denote to be the in-
coming traffic rate per unit time and the round trip time
delay, we have . We assume the variation
of is much slower than . Since the time between update
steps is about , the expected change in
the aggregated rate per unit time is approximately
(2)
Fig. 1. Aggregated dynamics of TCP and VS-based AQM.
Motivated by this calculation, we have
(3)
and
(4)
where is the instantaneous queue length on the router,
is the propagation delay and is the link capacity. Note that
(3) is a simplified model without considering the time delays in
and . We will show in Section V that this simplification
results in the steady-state error of the queue size with VS AQM
controllers.
We will replace with in (3), assuming an unknown
continuous function satisfying
(5)
where is the buffer length of the router. Note that (5) cap-
tures the time varying nature of . But it introduces conser-
vatism to the analysis in the sense that is independent of
. We further assume the number of active TCP connections
to be uncertain, obeying
(6)
which is more reasonable in practice.
Recall that most of the current AQM schemes [9], [10], [14],
[23] are based on the linearized model, which are valid only
in the neighborhood of the operating points. Meanwhile, some
important parts of TCP are even not included in the nonlinear
model (3): 1) nonresponsive UDP flows are not modeled and 2)
the impact of short-lived connections (the so called web mice),
such as Telnet and HTTP. Taking the nonlinearity and the un-
modeled uncertainty into consideration, we believe that variable
structure sliding model control would be an ideal methodology
for a robust AQM.
B. VS-Based AQM with ECN
The nonlinear TCP dynamics and the VS-based AQM can
be modeled as a feedback control system depicted in Fig. 1,
where the VS controller uses the queue and traffic incoming rate
information to generate marking rate as congestion indication.
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Let and denote , where is
the desired queue length. We have
(7)
and the plant (3) can be described as
(8)
Note that (8) is an affine nonlinear system in the form of
where
and
Thus, the equivalent control method (ECM) can be used to con-
struct the VS control law. We select the sliding mode surface as
(9)
which corresponds to a linear combination of the queue length
error and the error between incoming traffic rate and link ca-
pacity.
The corresponding existence condition [25] for the sliding
mode is
(10)
where . Observe
and
It is straightforward that (10) is satisfied. The typical sliding
mode controller [25] is given by
(11)
where
(12)
and is any continuous function satisfying
.
Unfortunately, controller (11) is not practically feasible be-
cause the negative part of in (11) is out of the bound of
. In what follows, we would like to improve the
sliding mode controller by introducing a feedback term. Define
(13)
where and are the
nominal values of and , respectively. According to the
sliding mode existence condition and the robustness criteria, we
construct the VS controller as following:
if
if (14)
where are constants and
(15)
Stability and robustness with respect to the proposed VS con-
troller will be discussed in the next section, where we also pro-
vide guidelines of choosing the parameters , and .
III. ROBUSTNESS AND PERFORMANCE ANALYSIS
In order to guarantee the robust stability of the closed-loop
system, the existence condition for the sliding mode should be
satisfied, which is given by the following theorem.
Theorem 1: The VS controller (14) robustly stabilizes the
nonlinear system (8) for all and obeying (5) and (6),
respectively, if and
(16)
Proof: First, notice that
(17)
Similarly, we have . Thus
(18)
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which is straightforward from (5), (6), (16), and (17).
Recall (9), the time derivative of along the trajectory
of (8) under the control (14) is given as
(19)
Note that and are positive. Invoke (16), (17), and
(18), we have the following.
1) If
(20)
2) If
(21)
which indicates . According to the
existence condition of the sliding mode [25], the proposed VS
controller is robustly stable and the state trajectory of the feed-
back system converges to the sliding mode. Thus, the proof is
complete.
Inserting the equivalent controller (12) into system (8), we
obtain the motion on the sliding manifold
(22)
Thus, the instantaneous queue length exponentially con-
verges to the desired queue length with decay rate once
the trajectory reaches the sliding mode surface.
Remark 1: Note that is the decay rate of . For
the purpose of fast convergence, we would like to pick up
as large as possible. On the other hand, a larger results in a
larger magnitude of the marking probability (from (14) and
(15)), which increases the risk of saturation .
Practically, we choose so that the two terms and in
(9) are balanced (e.g., is feasible when and
).
Another important aspect of the system performance is how
fast the closed-loop system reaches the sliding mode surface.
In the following, we will also investigate the reaching condition
and the corresponding reaching time for the states to reach the
sliding manifold from any initial point.
Theorem 2: For the nominal system with and
in (8), the states of the closed-loop system imple-
menting the VS controller (14) can reach the sliding manifold
from any initial point, and the reaching time is no larger than
(23)
Proof: With and , the nominal system
is given as follows:
(24)
Introduce the Lyapunov functional as
(25)
i.e.,
(26)
Find the time derivative of along the trajectories of
system (24) with control (14)
(27)
Recalling (26) yields
(28)
Since the Lyapunov function decays at a finite rate, it vanishes
and sliding mode occurs after a finite time interval. Thus, the
reaching condition is fulfilled.
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Note that the solution to the differential inequality in
(28) is nonnegative and is bounded by
(29)
From (26) and (29), we come up with an estimate of the reaching
time
(30)
and complete the proof.
With a view toward implementation of the proposed
VS-based AQM scheme (14), we have to take the saturation
constraint into consideration, which results in the
following modification:
(31)
where
if
if
if
Such modification decreases the control magnitude, which
may introduce chattering behavior and even system divergence.
Note that the small fluctuation of the queue, caused by the chat-
tering of the state trajectory around the sliding manifold, is ac-
ceptable in network buffer management.
Remark 2: Theoretically, the VS controller in the form of
(14) can achieve robust stability regarding any uncertainty
bounds of and by choosing the control magnitude large
enough, which may result in heavy saturation and performance
deterioration. This is a tradeoff with respect to the system
robustness and performance.
The previous algorithm can be validated using the following
example:
Example 1: Consider homogeneous TCP connec-
tions sharing a link with capacity packet/s,1
where we choose randomly distributed in with
, and the RTT is time varying
obeying
s
s
Thus, and . We further assume the desired
queue packet. Recalling (16) gives
Based on Theorem 1, we choose , and
. Inserting these parameters into (14), we come up with the
VS-based AQM controller. The MATLAB simulations are de-
picted in Figs. 2 and 3, where the nominal system with
and is also simulated as comparison.
1corresponds to a 10 Mb/s link with average packet size 1000 Bytes.
Fig. 2. System responses using the VS controller.
Fig. 3. Phase portrait of the closed-loop system.
IV. RELATED WORK
Current queue management schemes, such as DropTail and
RED, have been observed to have some drawbacks such as link
underutilization, heavy queue fluctuation and global synchro-
nization. Several improved AQM schemes have been proposed
to remedy these drawbacks based on more systematic analysis
of the TCP dynamics [1], [2], [11], [14], [16], [19]. In what fol-
lows, we provide a brief review and comparison of some rep-
resentative TCP/AQM algorithms in terms of their motivations,
performance objectives and methodologies.
1) Modifications and alternatives of RED. To remedy
RED’s drawbacks (e.g., parameter sensitivity), several
approaches have been proposed in the recent years,
e.g., FRED [16], balanced RED (BRED) [1] and SRED
[19]. FRED and BRED share the same objective of
improving per-flow fairness by monitoring the per-flow
queue length and tuning the dropping rate corre-
spondingly. Meanwhile, BRED can be considered as an
extension of FRED in the sense that BRED has a refined
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dropping policy by dividing the space of into four
regions with four dropping probabilities in each of the
regions. Note that both of them use only the queue length
as the congestion index to calculate dropping probability
, which is believed to be difficult to achieve high
link utilization and low packet loss ratio simultaneously
[2]. On the other hand, SRED was proposed to alleviate
the heavy fluctuation of the instantaneous queue caused
by RED. Using the estimate of the number of active
flows , SRED modified the dropping probability as an
increasing function of . Thus, SRED can adaptively
adjust its dropping probability with respect to TCP flow
number. Although the previous modifications outperform
RED in the aspects of fairness and throughput, they are
essentially heuristic without systematic analysis.
2) AQM schemes based on equilibrium structure and
utility optimization. The congestion control system can
be considered as a convex optimization problem for a
certain aggregate utility function, where TCP/AQM can
be interpreted as carrying out a gradient algorithm to
maximize aggregate source utility. Schemes in this cate-
gory (e.g., REM [2] and AVQ [14]) aim at achieving both
high utilization and low packet loss ratio by introducing
the price function as congestion index.
In REM (Random Exponential Marking), a price func-
tion is defined based on the queuing information and
the incoming rate
(32)
where and are constants, and are the queue
length and the incoming rate, respectively, and is the
link capacity. Correspondingly, REM uses an adaptive
marking probability to regulate the queue length
(33)
where is a constant. Note that the term
in (32) is in fact the weighted mismatch
of the queue and the rate, which is similar to the sliding
manifold in our design.
The AVQ (Adaptive Virtual Queue) is another adaptive
AQM scheme, whose marking probability is determined
by the virtual queue capacity updated according to
(34)
where is the desired link utilization. Based on the lin-
earized TCP dynamics, AVQ calculates marking proba-
bility using only the incoming rate , so it is primarily
based on incoming traffic rate to provide early congestion
feedback.
Scalable control scheme proposed in [17] uses link’s
price as congestion index and marks packets with
probability . The link updates its price
using the aggregate input rate according to
if
if
(35)
in which is the virtual capacity that is strictly less than
the real link capacity. The source will set its sending rate
as an exponential function with respect to the aggregate
price , i.e., . To uti-
lized this scheme, the current TCP’s congestion control
and avoidance scheme has to be changed which is not an
easy task.
3) AQM schemes based on feedback control theory. The
dynamic models of TCP make it possible to design AQM
in the literature of feedback control theory. In [9], RED
was considered as a AQM controller whose parameters
can be analyzed based on a linearized TCP model. An
extension to this work is PI AQM [11], whose marking
probability is updated based on the queue length as
(36)
where and are constants.
It has been shown in [11] that the PI AQM scheme
can outperform RED in terms of system response and
steady-state error. On the other hand, the PI controller has
some inherent limitations: 1) the linearization inevitably
introduces model error; 2) it is based on the frequency do-
main analysis which is invalid for time-varying systems
(TCP dynamics are essentially time varying); 3) although
gain-phase margin can be analyzed for the PI controller, it
can not incorporate robustness directly in the design. We
also notice that a robust AQM [21] was recently proposed
based on infinite dimensional optimization. It allows
for the uncertainties of the RTT, the active TCP sessions
and the available link capacity.
It is worth mentioning that DropTail can be viewed as a
variable structure controller in the sense that its dropping
probability is given as
if
if (37)
which is similar to the typical structure of sliding mode
control. From the point of view of VS control, the reason
why DropTail performs poorly is that it could not enforce
a stable sliding manifold.
The idea of sliding mode control was also discussed
in [23], where a sliding mode AQM algorithm (which is
called SMVS) was proposed for the linearized delay-free
system. The dropping rate of SMVS is calculated by
if
if (38)
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Fig. 4. Dumbbell network topology for ns simulations.
where
(39)
is the sliding manifold and are constants. It has been
shown in [23] that SMVS has better robustness and perfor-
mance than PI AQM. However, the SMVS controller has
a fundamental mistake. Taking the constraint
into consideration, (38) is valid only in the range of
. Using the recommended
values in the paper, we find that SMVS
will always work at the saturation states of or ,
except when , indicating that
it is degraded to a DropTail scheme at most of the time.
Furthermore, the theoretical analysis in [23] is invalid for
the implementation of SMVS [23, Eq. 10], so that the sta-
bility of the AQM algorithm can not be guaranteed.
Compared with the previous schemes, the VS-based
AQM proposed in the present paper is the only one that
is directly designed for the time-varying nonlinear TCP
dynamics, which has good robustness and fast response
inherited from sliding mode control. More comprehensive
comparison will be given in Section V using ns-2 simula-
tions.
V. SIMULATION RESULTS
To validate the performance and the robustness of the pro-
posed VS AQM, we implement it in ns-2 and conduct a simu-
lation study in different scenarios. Some representative AQM
schemes, namely, DropTail, RED [8], REM [2] and PI [11],
are also simulated for the purpose of comparison. Note that the
sliding mode AQM (SMVS) in [23] is not considered for com-
parison because the simulations in [23] are questionable due to
the severe problem discussed in the previous section.
A. Simulation Configuration
The dynamic behaviors of the previous AQM schemes are
simulated under a variety of network topologies and traffic
sources. In particular,we consider the dumbbell network
topology depicted in Fig. 4, where TCP connections share a
single bottleneck link. We assume that the TCP sources always
have data to send. The links between the TCP sources and the
router are 10 Mbps links with a 40 ms propagation delay,
which are the same as those between the TCP sinks and the
outer . Router is connected to through a 10 Mbps 20
ms delay link. The maximum buffer size of each router is set
to 300 packets (of size 1000 bytes). Meanwhile, we consider
the network topology with multiple bottleneck links (Fig. 5),
where the maximum buffer of each router is 200 packets, the
bandwidth and the propagation delay of each link are indicated
in Fig. 5 and each sender-receiver pair has TCP connec-
tions as cross traffic. In both scenarios, TCP-Reno is used as
the transport agent.
The parameters used in VS-based AQM (14) are:
, and (see example
1 for details). In PI controller (36), we use the suggested
parameter values and
given in [10]. The desired queue length is set to
packets for VS control and PI control. The parameters of RED
are set as recommended in http://www.aciri.org/floyd/REDpa-
rameters.txt. For REM (32) and (33), the parameters are set as
, and , which are recommended
in [2]. In the following simulations, ECN is enabled for VS
AQM, PI, REM, and RED, respectively, where corresponds
to the marking rate, and packet loss is observed only when the
buffer overflows.
B. Scenario of Single Bottleneck Topology
1) Performance Comparison of Different AQM Schemes: In
this experiment, we choose in Fig. 4, which corre-
sponds to 100 greedy FTP flows sharing the bottleneck link. The
system response using the VS controller is depicted in Fig. 6,
where the performance shows fast response and the stabilized
queue size. Meanwhile, we repeat the same experiment using
DropTail, RED, PI, and REM, respectively, and depict their in-
stantaneous queues in Fig. 7.
Note that the heavy oscillation of DropTail [Fig. 7(a)] coin-
cides with our analysis in Section IV from the point of view
of sliding mode control. As compared to the AQM schemes
shown in Fig. 7, we clearly see that the VS AQM outperforms
other schemes in terms of system stability and performance,
which implies higher link utilization, lower packet loss ratio and
smaller queue fluctuation. Although the PI controller is also a
control theory-based design which could regulate the queue to
the desired value, its transient response is sluggish, which dete-
riorates its performance [(Fig. 7(c)].
2) Performance Under Dynamic Traffic Changes: In this
scenario, we provide some time-varying dynamics and in-
vestigate the performance of the VS controller and other
representative schemes. We use 150 TCP connections at time
. At time of the TCP connections stop
transmitting data, and at time they resume transmitting
again. The queue evolution is depicted in Fig. 8. Note that PI
[Fig. 8(b)] and REM [Fig. 8(c)] are not very robust with respect
to such connection number variation, which result in heavy
queue fluctuation during 40–70 s. Although RED [Fig. 8(a)]
is not very sensitive in this scenario, it tends to over-mark the
incoming traffic so that the link utilization is degraded. As is
evident from [Fig. 8(d)], the VS controller is very robust against
the variation of connections and keeps very good response even
in the presence of such variations.
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Fig. 5. Network topology with multiple bottleneck links.
Fig. 6. Instantaneous queue size using VS control.
3) Robustness w.r.t. Number of TCP Connections: The per-
formance and robustness of the VS scheme are explored with
respect to different TCP loads. We conduct simulations with the
same setting as in Experiment 1, except that the number of con-
nections varies from 50 to 250. Fig. 9 plots the average queue
length (from 20 to 100 s) for different AQM schemes. Corre-
spondingly the link utilization and the packet loss ratio are de-
picted in Figs. 10 and 11, respectively.
It is observed that the VS controller can robustly stabilize the
queue length around 100 packets. The average queue lengths of
REM and RED vary slightly with respect to the flow number,
while the average queue of PI blows up when the flow number
increases, which is due to the inherent nature of PID control that
system response is highly dependent on the system parameters.
From Fig. 10, we clearly see that the VS and PI controller
have better link utilization than REM and RED, and the link
utilization of REM and RED are sensitive to the variation of the
flow numbers. Note that the packet loss ratio of PI increases with
respect to higher loads (Fig. 11), which is not desirable for con-
gestion control. REM has lower drop rate compared with PI,
but its link utilization is not that good. Notice that in Fig. 11,
the drop rate for RED is not plotted due to the fact that RED
has a much higher drop rate in the range between 6% and 13%
in this simulation. Compared with RED, REM, and PI, the VS
controller has much better performance in terms of robustly sta-
bilized queue length, high link utilization and low packet loss
ratio (in this experiment, the packet loss ratio for VS AQM is
always 0).
The previous analysis shows that the control theory-based
AQM designs, say, PI, and VS AQM, have better link utiliza-
tion by stabilizing the queue length to the desired values. Note
that the system response (response time and overshoot) of PI is
deteriorated by higher loads. Thus, the high link utilization of
PI is in the expense of high packet drop rate when the number
of TCP flows increases. On the other hand, the VS controller
keeps fast response, stability robustness with respect to a large
range of variation of TCP flow numbers, which is well-suited as
an AQM scheme.
4) Comparison with PI AQM Under Higher TCP Loads: It
has been shown in [10] that the PI controller has robustness
with respect to the number of connections, although a larger
number of connections results in a slower system response. In
this experiment, we set the flow number to and com-
pare the system response of PI and the VS AQM. As shown
in Fig. 12, the VS controller has very good transient response
and very low overshoot. On the other hand, the PI controller
exhibits much slower response and larger overshoot, which im-
plies higher packet loss ratio and larger RTT.
5) Performance in the Presence of Short-Lived TCP
Flows: In this experiment, we investigate the system perfor-
mance in the presence of short-lived TCP flows. The single
bottleneck topology we considered is depicted in Fig. 4, where
120 greedy FTP flows and 50 short-lived TCP flows share the
link. Each short-lived TCP flow is configured to randomly turn
ON–OFF in each 5-s period. As shown in Fig. 13, VS AQM has
good robustness against the disturbance of such short-lived TCP
flows, and can significantly improve the system performance.
6) Robustness w.r.t. RTT: As discussed in Section III, the
VS controller has very good robustness against the uncertainty
of RTT, which is essential as an AQM scheme. In this experi-
ment, we change the propagation delays in the network topology
YAN et al.: VARIABLE STRUCTURE CONTROL APPROACH TO ACTIVE QUEUE MANAGEMENT 211
Fig. 7. System responses for DropTail, RED, PI, and REM.
Fig. 8. Queue evolution using RED, PI, REM, and VS control.
(Fig. 4) and evaluate the robustness of the VS controller. First,
we set the propagation delay between router and to 10
ms and the delays between the routers and the end hosts 2 ms,
which corresponds to a much smaller RTT than the nominal one.
The regulated queues are depicted in Fig. 14 where the VS con-
troller is still capable of robustly stabilizing the queue length.
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Fig. 9. Average queue length w.r.t. the number of TCP flows.
Fig. 10. Link utilization w.r.t. the number of TCP flows.
Fig. 11. Packet loss ratio w.r.t. the number of TCP flows.
Note that for this scenario, RED [Fig. 14(a)] also exhibits good
performance. Meanwhile, we also consider the scenario with a
much larger RTT, where we set the propagation delay between
Fig. 12. Comparison of PI and the VS controller.
Fig. 13. Performance in the presence of short-lived TCP flows.
and to 120 ms and the delays between the routers and the
end hosts 20 ms. We repeat the simulation with the flow number
and obtain the system responses depicted in Fig. 15.
As we can observe, the VS controller continues to exhibit good
performance in the sense of queue stability and fast response,
which outperforms other peer schemes.
C. Scenario of Multiple Bottleneck Topology
Using the multiple bottleneck network topology depicted in
Fig. 5, we study the behaviors of different AQM schemes in
the presence of cross traffic. We set 300 TCP connections with
sender at the left hand side and receivers at the right hand side,
with 50 TCP flows for each cross traffic sender-
receiver pair. The instantaneous queues of Queue 3 for different
AQMs are depicted in Fig. 16, and those of Queue 4 are plotted
in Fig. 17. Note that Queue 2, 3, and 4 exhibit similar trends.
Queue 1 and Queue 5 are almost empty, indicating that these
two links are not bottleneck links. Similar results to Figs. 16
and 17 can be obtained under different TCP loads and different
cross traffic loads.
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Fig. 14. Queue evolution using RED, PI, REM, and VS control in the scenario with a much smaller propagation delay.
Fig. 15. Queue evolution using RED, PI, REM, and VS control in the scenario of a larger propagation delay.
Once again, the VS controller shows much better perfor-
mance than other AQM methods. In fact, the performance of
RED in this experiment is sensitive to the network configura-
tions (e.g., TCP loads, cross traffic and propagation delays),
which affirms coincidence to [3]. On the other hand, REM
tends to mark too many packets and keeps too small a queue
size, so that the link utilization is lower than other AQMs.
Meanwhile, PI AQM suffers a sluggish transient behavior and
makes the queue full in its transient period, which results in
buffer overflow and packet losses.
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Fig. 16. Evolution of Queue 3 (in packet) using RED, PI, REM, and VS
control.
Fig. 17. Evolution of Queue 4 (in packet) using RED, PI, REM, and VS
control.
Remark 3: Note that the VS controller has a steady-state
error of about 50 packets in the previous
scenarios. In fact, the VS control is designed for the delay-free
nonlinear system (8) and the corresponding sliding manifold (9)
is also delay-free. A more accurate model of the real network
traffic is the delayed version of (8)
(40)
which was proposed in [13]. The presence of time delays results
in in the system steady state, which causes the
steady-state error of the queue size.
VI. CONCLUDING REMARKS
In this paper, we developed a variable structure-based AQM
control scheme supporting ECN. We presented guidelines for
designing the robust VS sliding mode controller directly for the
nonlinear TCP dynamics. The robustness with respect to the
RTTs and the number of the active TCP sessions was analyzed,
and the asymptotic properties of the closed-loop system was
discussed. It was shown that the VS controller, from control
theoretic point of view, has many desirable properties such as
good robustness and fast system response. We also provided ns
simulations in different scenarios to validate our results. The
simulation experiments showed that the proposed AQM scheme
performs better than a number of well-known AQM schemes in
terms of packet loss ratio, link utilization and queue fluctuation.
A challenging extension of this work is to consider VS control
for the TCP model in the presence of time delays as shown in
(40), which we are currently investigating.
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