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In this work, we investigate how the critical driving amplitude at the Floquet MBL-to-ergodic
phase transition differs between smooth and non-smooth driving over a wide range of driving fre-
quencies. To this end, we study numerically a disordered spin-1/2 chain which is periodically driven
by a sine or a square-wave drive, respectively. In both cases, the critical driving amplitude increases
monotonically with the frequency, and at large frequencies, it is identical for the two drives in the
appropriate normalization. However, at low and intermediate frequencies the critical amplitude of
the square-wave drive depends strongly on the frequency, while the one of the cosine drive is al-
most constant in a wide frequency range. By analyzing the density of drive-induced resonance in
a Fourier space perspective, we conclude that this difference is due to resonances induced by the
higher harmonics which are present (absent) in the Fourier spectrum of the square-wave (sine) drive.
Furthermore, we suggest a numerically efficient method to estimate the frequency dependence of
the critical driving amplitudes for different drives, based on measuring the density of drive-induced
resonances.
INTRODUCTION
Remarkable progress in the understanding of closed
quantum systems away from equilibrium has taken place
in recent years. Specifically, big focus has been put on
periodically-driven Floquet systems which provide a new
way to engineer known phases as well as unique exotic
phases with no equilibrium counterpart [1–14]. Unfor-
tunately, the tendency of a generic driven, interacting
system to heat up to a featureless infinite-temperature
state poses a fundamental obstacle to Floquet engineer-
ing in many-body physics. This is a consequence of the
eigenstate thermalization hypothesis (ETH) [15]. While
prethermal, quasi-steady states offer a way to transiently
stabilize such Floquet-engineered states [16–33], they lose
all memory of initial conditions in the long-time limit.
On the contrary, stable steady states can be found in
many-body localized systems [12–14, 16, 34–36].
In the presence of a sufficiently strong disorder, the
emergence of local conserved quantities may induce the
many-body localized phase (MBL). These conserved
quantities, also known as local integrals of motion or l-
bits, stabilize the quantum system with respect to local
perturbations. The existence of an extensive set of l-bits
leads to a lack of transport and results in the long-term
memory of the initial conditions which characterizes the
MBL phase [37–42]. Studying disordered systems in the
presence of a time-periodic drive, the Floquet-MBL phase
was discovered: a driven steady-state in which the many-
body localized phase survives at all times [43, 44]. This
was first shown numerically [45–50], and later supported
by analytical work [51–53] and observed experimentally
[54–57].
However, most numerical papers discuss binary drives,
i.e. systems where two static Hamiltonians are exchanged
in a non-smooth manner. On the other side, typically ex-
periments are performed with smooth drives, and a lot
of analytic results were obtained by considering smooth
drives [17, 50–53, 58]. To bridge this gap between numer-
ics and experiments, in this work we compare the effects
of a smooth and a non-smooth drive. Specifically, we
study a disordered spin-1/2 XXZ chain in the presence
of a sine and a square-wave (sw) drive. We numerically
find the critical driving amplitude as a function of driv-
ing frequency and analyze the differences in the two phase
diagrams.
At large frequencies, the critical amplitude for both
drives is virtually identical. However, at intermediate
frequencies, there is a large window in which the criti-
cal driving amplitude of the sine drive remains almost
constant, while the critical amplitude of the square-wave
drive decreases as the frequency is decreased, and is
clearly smaller than the value for the sine drive. At
very small frequencies of the sine drive, as predicted by
[51, 53], we observe a regime where emergent adiabatic
Landau-Zener transitions become the main contributor
to delocalization. Such transitions are not possible if
the system is driven by a square-wave drive, due to the
abrupt and non-gradual change of the driving potential.
Therefore this qualitatively different regime is absent for
the square-wave drive.
In the intermediate- and large-frequency regime delo-
calization is dominated by drive-induced resonances. The
drive hybridizes pairs of eigenstates of the static Hamil-
tonian. Above a critical density of such resonances, the
system delocalizes and the eigenstates of the Floquet
Hamiltonian become ergodic. In this paper, we suggest
a method of counting drive-induced resonances and es-
timating the frequency-dependence of the critical ampli-
tude. This method requires only the diagonalization of
static Hamiltonians, hence it is far less demanding on the
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2computational resources than direct calculation of the
critical amplitude. Furthermore, previously calculated
data can be reused to compare the effects of different
drives and frequencies.
Contrary to the static case, resonances in time-
dependent perturbation theory also include pairs of
eigenstates whose energies differ by amounts close to in-
teger multiples of the driving frequency, ∆E ≈ kω with
k ∈ Z. There are two main processes that may cause such
a resonance: either absorption/emission of a single pho-
ton with energy kω, or k photons with energy ω each (or
any combination of photons). However, the former pro-
cess only appears if the k-th Fourier component of the
drive is non-zero. Here lies the main difference between
the sine and the square-wave drive: the Fourier series of
the smooth sine drive only has one component with the
fundamental frequency ω, while the Fourier series of the
non-smooth square-wave drive contains all (odd) multi-
ples of ω. Hence, only the square-wave drive can couple
pairs of eigenstates with ∆E ≈ kω, |k| > 1, at first order
in perturbation theory. The sine drive only couples such
pairs through higher-order processes whose amplitude is
exponentially suppressed in the energy difference.
Throughout this paper, we normalize the driving
strength so that the first Fourier component of both
drives is identical. Hence, as compared to the sine drive,
the square-wave drive has additional terms which are the
higher Fourier components. Therefore the square-wave
drive creates additional resonances, and we expect it to
delocalize the system further compared to the sine drive
of the same amplitude and frequency. I.e., the critical
driving amplitudes gc should obey the relation
gcsw(ω) ≤ gcsin(ω). (1)
Due to the extensive set of l-bits, it is useful to think
of the MBL phase as composed of a set of local subsys-
tems of finite spatial extent which have a discrete spec-
trum of bounded bandwidth κW (where W is the dis-
order strength and κ is a dimensionless constant which
depends on microscopic details of the system) [45, 51]. In
the presence of a drive which is composed of local terms,
the local subsystems are only coupled to neighboring sub-
systems. If the system is driven at frequencies larger than
the typical energy width of the coupled blocks, the ad-
ditional resonances induced by the time-dependent drive
are scarce. This leads to the stability of the MBL phase
at large ω [45, 51].
Conversely, two eigenstates |m〉 , |n〉 with substantial
energy difference ∆Em,n differ by many l-bits. Thus the
matrix element 〈m| Vˆ |n〉 connecting the two states with
the local operator Vˆ is small and decays exponentially
with the number of different l-bits. Hence, if the driving
frequency approaches the local bandwidth resonances in-
duced by the higher Fourier components with |kω| > κW
are suppressed. Therefore the role of the higher Fourier
FIG. 1. Schematic drawing of the density of pairs of eigen-
states which are coupled by the drive, as a function of their
energy difference ∆Emn. Pairs of states with ∆Emn ≈ kω be-
come resonant if the corresponding Fourier component of the
drive fk is non-zero, cf. Eq. (14). At small driving frequency
ω (right side) the square-wave drive (red) couples many more
pairs resonantly than the sine drive (blue). This means, if ω
is small compared toW (the width of the Gaussian density of
pairs), there is a large difference in the density of resonances
caused by the two drives. However, for a large driving fre-
quency ω′ (left side) there is only a small difference between
the two drives because there are only few pairs of states with
energy difference ∆Emn ≈ ±3ω′ (green/orange).
components of the square-wave drive is negligible and we
expect a similar value of the critical driving amplitude
for both the sine and square-wave drive:
gcsw (ω) ≈ gcsin (ω) for ω ? κW. (2)
On the other hand, at frequencies much smaller than
the local bandwidth, some of the higher Fourier compo-
nents of the square-wave lie well within the local band-
width, |kω| ≤ κW for sufficiently small ω, and induce ad-
ditional resonances. This is visualized in Fig. 1. There-
fore we expect a more drastic reduction of the critical
driving amplitude of the square-wave drive as compared
to the sine drive when the driving frequency is small,
leading to
gcsw (ω) < g
c
sin (ω) for ω < κW. (3)
In the following, these predictions are tested numeri-
cally by applying two different drives to a commonly used
model in the study of the MBL phase transition.
MODEL
We consider the spin-1/2 XXZ chain with periodic
boundary conditions in a disordered longitudinal field.
3The static Hamiltonian is
H0 =
∑
i
εiσ
z
i + U
∑
i
σzi σ
z
i+1
+
J
2
∑
i
(
σ+i σ
−
i+1 +H.c.
)
(4)
where U is the nearest-neighbor interaction strength, J
the spin interaction, and εi the random on-site poten-
tial which is drawn uniformly and independently from
the interval [−W,W ]. Via a Jordan-Wigner transforma-
tion, this model is related to interacting systems of both,
fermions or hard-core bosons. Such models were studied
extensively and feature a transition to a many-body lo-
calized phase for sufficiently strong disorder [35, 59–61].
We normalize the energy scale by setting the strength of
the nearest-neighbor interaction to be U = 1, and we set
W = 3 for the disorder strength and J = 0.2 for the hop-
ping term. In the appendix we present additional data
for the case J = 0.6 which puts the static Hamiltonian
close to the MBL-to-ergodic phase transition.
We study the Floquet-MBL transition when the system
is subjected to a time-periodic drive with period T =
2pi/ω ,
H (t) = H0 + V (t) , (5)
V (t) = V (t+ T ) .
The drive is implemented by a translationally invariant
sum of local operators,
V (t) = g · f (t)
∑
i
(
σ+i σ
−
i+1 +H.c.
)
+ g · f (t)
∑
i
(−1)i σzi (6)
where f(t) = f(t+ T ) is a periodic function of time and
g is the driving amplitude.
As mentioned above, we choose one smooth and one
non-smooth driving function f(t), and analyze the dif-
ferent behavior of the critical driving amplitude gc. As
the most basic example, for a smooth periodic drive we
choose a sine function,
fsin (t) = sin (ωt)
=
1
2i
(exp (iωt)− exp (−iωt)) . (7)
For a non-smooth and discontinues drive, we use the pe-
riodic square-wave or rectangular function which gives
the binary drive used in previous numerical studies of
the Floquet-MBL to ergodic phase transition [45–50],
fsw (t) =
pi
4
sgn [sin (ωt)] (8)
=
∑
k∈Zodd
1
2ik
exp (ikωt) , (9)
FIG. 2. The SCAEE as a function of driving amplitude, for
a sine drive at frequency ω = 1. We average the CAEE over
1500, 800, 400 disorder realizations (2400, 1200, 500 at ampli-
tudes in the vicinity of gc) for chains of length L = 10, 12, 14,
respectively. Further averaging was achieved by randomly
drawing ≈ 50 eigenstates of the single-cycle evolution opera-
tor at each realization. The crossing of the three lines gives
the critical driving amplitude gc ' 0.24.
where the sum is taken over all odd integers k.
The most important difference between these two
drives lies in their representation as a Fourier series.
While the sine function has only a single Fourier com-
ponent, the square-wave function has infinitely many
Fourier components which decay proportional to 1/k .
Note that we normalize fsw so that its first Fourier com-
ponent is equal to the corresponding Fourier component
of a sine drive of the same driving amplitude g.
NUMERICAL METHODS
In this section, we describe how we calculate the crit-
ical driving amplitude and the density of drive-induced
resonances.
Critical driving amplitude
We want to find the critical amplitude gcsin,sw(ω) at dif-
ferent driving frequencies ω. To this end we calculate the
time-evolution operator of the full Hamiltonian (5) over
a single driving period, U (T ) = T e−i
∫ T
0
H(t)dt, where T
is the time-ordering operator. We determine the Floquet
eigenstates through exact diagonalization of U(T ) [62].
Subsequently, we determine the critical driving ampli-
tude through finite-size scaling of the slope of the cut-
averaged entanglement entropy (SCAEE) [63]. CAEE is
the entanglement entropy as a function of the size ` of
a simply-connected subsystem, averaged over all possible
locations inside the system. The CAEE is further av-
4eraged over ≈ 50 randomly chosen Floquet eigenstates
from each disorder realization. SCAEE is the slope of
the CAEE at ` = L/4 ,
∂S¯ (`)
∂`
|`=L/4 ≡
(
1
L
∂
∂`
L∑
x=1
S (x, `)
)
`=L/4 , (10)
which we evaluate with a quadratic spline fit. Here
S (x, `) is the averaged entanglement entropy of the sim-
ply connected subsystem of size ` centered around site
x. The approximate critical driving strength is found
through finite-size scaling. In a fully localized system, the
SCAEE goes to zero in the thermodynamic limit, while
in a delocalized system the slope of the entanglement
entropy tends to ln 2. Hence a decrease of the SCAEE
as system size is increased means the system is in the
localized phase, while an increase and an approach to-
wards the value of ln 2 implies that the system is ergodic.
Therefore, as illustrated in Fig. 2, the crossing between
curves of different system size marks the critical driving
strength [63]. A summary of our results for the critical
amplitude of both drives is shown in Fig. 3.
Density of resonances
Additionally we calculate the density of first-order res-
onances induced by the sine and square-wave drives at
different driving frequencies ω. The drives in Eq. (6) are
characterized by driving amplitude g and frequency ω,
shape of the driving function f(t), and the operator
Vˆ =
∑
i
(−1)i σzi +
(
σ+i σ
−
i+1 +H.c.
)
. (11)
The main difference between the sine and square-wave
drive appears in their temporal Fourier series, f (t) =∑
k fk exp (ikωt), with
|fk| =
{
1/2 , |k| = 1
0 , otherwise
(12)
for the sine drive in Eq. (7), and
|fk| =
{
1/2k , k is odd
0 , otherwise
(13)
for the square wave drive in Eq. (9), respectively.
In order to determine the density of first-order reso-
nances, we first determine the eigenstates of the static
Hamiltonian H0 in Eq. (4). Next, we calculate the ma-
trix element 〈m| Vˆ |n〉 as well as the energy difference
∆Emn = 〈m|H0 |m〉 − 〈n|H0 |n〉 for all pairs of eigen-
states |m〉 , |n〉. We call a pair of eigenstates resonant at
first order if they are connected by a single application
of the driving operator Vˆ (i.e. their Hamming distance
is 1), and they satisfy the inequality
g ·max
k∈Z
∣∣∣∣∣ fk 〈m| Vˆ |n〉∆Emn − kω
∣∣∣∣∣ > δ, k ∈ Z. (14)
where δ is an arbitrary number of order 1.
For both drives, we count the number of states which
satisfy the inequality (14) as a function of driving am-
plitude g and frequency ω, where we arbitrarily choose
δ =
√
3/2 and normalize the result by the system size
to get the density of resonances. This procedure is then
repeated over many disorder realizations. The results are
shown in Fig. 4.
Unlike in calculating the SCAEE, we note that the res-
onance counting scheme avoids the costly calculation of
the Floquet evolution operator and only requires diago-
nalization of the static HamiltonianH0 at a single system
size. After the static eigenstates are found, the matrix
elements 〈m| Vˆ |n〉 may be calculated for many different
operators Vˆ . Furthermore, the critical amplitudes gc as
a function of driving frequency ω of many drives which
differ only by temporal form, are easily estimated with
very little demand on computational resources.
RESULTS AND DISCUSSION
The main goal of this paper is a comparison of the
critical amplitude gc of the MBL-to-ergodic transition
between two different drives, a smooth sine drive and a
non-smooth square-wave drive. Fig. 3 summarizes these
results. There we can distinguish between three qualita-
tively different regimes, which we analyze in the follow-
ing.
In the large frequency regime, ω > Ω∗ ≈ 2.0, the crit-
ical amplitude of both drives is equal and prominently
increases with the driving frequency. On the other hand,
as the driving frequency is decreased below the threshold
ω < Ω∗, the critical driving amplitudes of the two drives
separate. The square-wave drive destabilizes the local-
ized phase at a clearly smaller driving amplitude than its
sine counterpart, i.e. gcsw(ω) < gcsin(ω). In this regime
gcsw(ω) monotonically decreases with decreasing ω, while
gcsin(ω) shows little to no variation until ω ≈ 0.1. It
was predicted that at such small frequencies adiabatic
Landau-Zener (LZ) transitions become a major contrib-
utor to delocalization, resulting in a reduced critical driv-
ing amplitude [51, 53].
Critical density of resonances and delocalization
To explain the results in Fig. 3, we propose a model of
delocalization in a Floquet system which mainly depends
on reaching a critical, frequency-independent density of
5FIG. 3. Critical driving amplitudes gc(ω) of the sine (blue) and square-wave (red) drives as a function of the driving frequency
ω. The static Hamiltonian H0 is deep in the MBL phase (J = 0.2,W = 3.0). In both cases the critical amplitude was inferred
by finite-size scaling of the SCAEE, cf. Fig. 2. The dashed line is the fit to Eq. (19) for 1.7 ≤ ω ≤ 3.5 with parameters
β = 0.21 and ncres/α = 0.13.
Inset: A closer look at small frequencies ω. Here the critical amplitude of the sine drive becomes larger than the driving
frequency, gcsin(ω) > ω. This leads to the appearance of adiabatic Landau-Zener transitions which causes a deviation from
the almost-constant behavior of the critical driving amplitude. The shaded areas mark where we expect significant finite-size
effects for the sine (blue) and square-wave (red) drive, respectively.
resonances, ncres. This is based on a similar model for the
MBL-to-ergodic transition in time-independent systems
proposed in [38, 64, 65].
In a weakly driven system with g  ω,W a pair of
eigenstates |m〉 , |n〉 can only hybridize if their energy
difference is close to an integer multiple of the driving
frequency,
∆Emn = 〈m|H0 |m〉 − 〈n|H0 |n〉 .
≈ kω, k ∈ Z (15)
Furthermore the matrix element between these two states
must be non-zero, 〈m| Vˆ |n〉 6= 0, as well as the corre-
sponding Fourier component of the drive, fk 6= 0. This is
reflected in the definition of a resonant pair in Eq. (14).
An important characteristic of the localized phase is
that the matrix element of a local perturbation between
a pair of static eigenstates typically decays exponentially
with the number of l-bits by which the two states differ
[39, 66, 67]. Furthermore, as shown in [68, 69] most l-
bits of a system which is deep in the MBL phase are well
approximated by a few or even by a single physical bit
(p-bit). This holds for the strongly localized Hamiltonian
H0 in Eq. (4).
The drive defined in Eq. (6) only allows for a single
spin exchange between two neighboring p-bits. Hence,
at first order in the driving amplitude, it only leads
to strong coupling between pairs of static eigenstates
|m〉 , |n〉 which are mostly identical except for the two cor-
responding l-bits. The energy difference ∆Emn of such
pairs of eigenstates is dominated by the difference in on-
site potential of the corresponding p-bits. As this energy
is proportional to the disorder strength W , the effective
amplitude for a rearrangement of n l-bits goes (up to a
combinatorial factor) as g˜n ∼ gn
/
Wn−1 [53].
Therefore, for a system with g  W , such higher-
order processes are exponentially suppressed and drive-
induced heating is expected to be dominated by first-
order processes. Fig. 4 shows the density of first-order
resonances induced by the two drives, estimated by our
resonances counting scheme in Eq. (14).
Inspired by the discussion of static systems in [38, 65]
we assume that delocalization occurs when the density
of resonances induced by the drive surpasses a critical
value which is independent of the driving frequency. The
resonance criterion in Eq. (14) and the inset in Fig. 4
show that the density of resonances is proportional to the
driving amplitude,
nres (g, ω) = g · nres (g = 1, ω) . (16)
Combined with the hypothesis of a critical, drive-
independent density of resonances ncres we can express
the critical driving amplitude as
gc(ω) =
ncres
nres(ω)
∼ nres(ω)−1. (17)
6FIG. 4. The density of drive-induced resonances per unit length, as defined in Eq. (14). The system is driven by a sine (blue)
or square-wave (red) drive with amplitude g = 0.2, and we choose δ =
√
3
/
2 . The system parameters are J = 0.2, W = 3.0.
The data was obtained by counting the number of eigenstate pairs of a spin chain of length L = 10 which satisfy the inequality
(14), averaged over 50, 000 disorder realizations. The black dashed line is a linear fit in the range 1.7 ≤ ω ≤ 5 of nsinres(ω),
according to Eq. (18). The extracted parameters are β = 0.17, α = 0.075.
Inset: The density of resonances induced by the sine drive for different driving amplitudes g. Normalizing the density of
resonances with the driving amplitude leads to a collapse onto a single curve. This shows that the density of resonances is
proportional to the driving strength, cf. Eq. (18). The peak at ω ≈ 0.2 does not collapse, i.e. it is not proportional to the
driving amplitude. This indicates that it does not originate from drive-induced resonances, but from the static Hamiltonian.
Hence, the frequency dependence of the density of res-
onances translates directly to the critical driving ampli-
tude.
In Fig. 4 we find that for 1.7 > ω > 5.0 the density
of resonances induced by the sine drive decreases linearly
with the driving frequency,
nsinres(ω, g) ≈ αg(1− βω). (18)
This linear behavior is likely due to our implementation
of the disorder by a uniformly distributed random vari-
able. Applying Eq. (18) to (17) gives
gcsin(ω ? 1.7) = n
c
res/α
1− βω . (19)
In Fig. 3 we fit the numerical data to Eq. (19), and find
good agreement with the data points within the range
1.7 > ω > 3.5. We restrict ourselves to this upper bound
as an analysis of the many-body bandwidth indicates that
finite-size effects become more substantial at larger driv-
ing frequencies (cf. e.g. Supplement to [45]). From this
fit we extract the fit parameter β = 0.21, while the linear
fit in Fig. 4 yields β = 0.17. This quantitative discrep-
ancy can be explained by the fact that our scheme of
counting resonances only takes into account first-order
resonances, while especially at larger driving amplitudes
higher-order resonances also contribute to delocalization.
Nevertheless, the good qualitative agreement is an indica-
tion that delocalization is indeed controlled by exceeding
a critical density of resonances.
Frequency-dependence of the critical driving
amplitude
In Fig. 3 we note that for ω > Ω∗ ≈ 2.0 the critical
amplitudes of the two drives agree, gcsin = gcsw. We relate
this to the fact that the higher Fourier components of the
square-wave drive can not induce additional resonances.
Specifically, for a square-wave drive once 3ω ? κW (with
κ as defined in Eq. (2)) the density of induced reso-
nances is strongly dominated by its first Fourier com-
ponent. Thus, driving at frequencies greater than this
value, the density of resonances induced by these two
drives is the same, nswres(ω) = nsinres(ω). This is reflected
in Fig. 4. Combined with our hypothesis that delocaliza-
tion happens at a critical, drive-independent density of
resonances, we obtain gcsin (ω) ≈ gcsw (ω) in this frequency
regime (as is observed in Fig. 3).
On the other hand, at driving frequencies 0.2 > ω > Ω∗
the two drives cause very different behavior. In Fig. 4 the
density of resonances induced by the square-wave drive
7increases drastically as ω is decreased, agreeing with the
decrease of gcsw at small ω in Fig. 3. On the contrary,
the density of resonances induced by the sine drive is
only weakly dependent on the frequency and seems to
saturate, corresponding to a region of weak frequency-
dependence of gcsin around 0.2 > ω > Ω∗ found in Fig. 3.
In this frequency range, the higher Fourier components of
the square-wave drive can also couple pairs of eigenstates
with energy difference ∆Emn ≈ kω, |k| > 1, which are
not coupled at first order by the sine drive [70]. This is
visualized in Fig. 1. Hence the total density of first-order
resonances induced by the square-wave drive exceeds that
of the sine drive, nswres(ω) > nsinres(ω) for ω < Ω∗. Conse-
quently this leads to a smaller critical driving amplitude
of the square-wave drive, gcsw(ω) < gcsin(ω) (cf. Fig. 3).
At very small driving frequencies ω > 0.2 we observe
that the critical amplitude of the sine drive exceeds the
driving frequency, gcsin(ω) > ω. This regime was also
discussed in Ref. [51]. Ibid. it was argued that g  ω is
a necessary condition for localization for a generic drive,
but for a smooth drive at very low frequencies localization
may persist for g > ω (under the condition g W ). The
reason is that for such a slowly-varying potential V (t) de-
localization is additionally caused by the appearance of
adiabatic Landau-Zener (ALZ) transitions, and not only
resonant coupling of eigenstates. In this regime, if the
driving frequency is lowered further, the density of ALZ
transitions increases. This leads to a reduction of gcsin(ω)
as compared to the intermediate frequency regime where
gcsin is almost constant as function of ω. In Fig. 3 we
observe this downturn of the critical driving amplitude.
However, we want to note that finite-size effects play a
more significant role in this low-frequency regime, there-
fore while the data is an indication for the appearance of
ALZ transitions, it is not conclusive.
In contrast, the square-wave drive is constant in
time except for discontinuous jumps. Therefore it
only causes diabatic Landau-Zener transitions (instead of
ALZ) which don’t contribute to heating and delocaliza-
tion [51]. However, at very small driving frequencies even
more Fourier modes cause resonant coupling of eigen-
states. Therefore this regime is not qualitatively different
from the intermediate frequency regime 0.2 > ω > Ω∗,
and it is expected that the ratio of the critical driving fre-
quency of a square-wave drive over frequency is always
smaller than some constant, gcsw(ω)/ω < c [51]. Accord-
ingly we see a monotonic decrease of gcsw(ω) in Fig. 3.
However, as noted above the results in this regime are
not conclusive due to finite-size effects.
Finally we must reconcile the sharp peak of nres at
ω ≈ 0.2 for both drives. While such a peak should corre-
spond to a sudden drop of gc(ω ≈ 0.2), such peculiar be-
havior is absent from Fig. 3. The reason is that the peak
originates from the interaction term in the static Hamil-
tonian, cf. Eq. (4), and not from the drive. For all sim-
ulations, we chose J = 0.2 for the interaction strength.
This causes the hybridization of states with energy dif-
ference ∆Emn ≈ 0.2. In our counting scheme these are
indistinguishable from resonances induced by the drive,
which causes the apparent large density of resonances at
ω ≈ 0.2. From the inset in Fig. 4 we can see that this
peak is independent of the driving strength g which con-
firms that it is not caused by the drive but by the static
Hamiltonian.
SUMMARY
In this paper, we presented a numerical study of a
Floquet-MBL system subjected to a sine and a square-
wave drive and analyzed the different effects on the crit-
ical driving amplitude and the density of induced res-
onances. We use these two common examples in this
work, however the results also apply to different smooth
or non-smooth drives. With this, we bridge the gap be-
tween previous numerical work which uses non-smooth
drives (square-wave or periodic kicking) and analytic and
experimental results which use smooth drives.
We compared the stability of the MBL phase under the
influence of these two driving protocols. Fig. 3 shows our
results for the critical driving amplitude for a smooth sine
and a non-smooth square-wave drive. Remarkably, at
large frequencies ω > Ω∗ the shape of the drive does not
influence the delocalization transition. However, at lower
frequencies, the square-wave drive delocalizes the system
at much smaller driving amplitude than the sine drive.
This can be attributed to the effect of higher harmonics
in the drive which are only present in the square-wave
drive. While the critical amplitude of the square-wave
drive decreases significantly when lowering the driving
frequency, the critical amplitude of the sine drive is al-
most constant in a wide range of frequencies.
This behavior can be explained by a model of a critical
density of resonances at the MBL-to-ergodic transition.
The k-th Fourier component of the drive can only couple
a pair of states |m〉 , |n〉 resonantly if their energy differ-
ence is ∆Em,n ≈ kω. However, at large frequencies, this
energy is easily bigger than the local bandwidth for the
higher Fourier components k ≥ 2. Hence these do not
induce additional resonances, so in this regime the sine
drive and the square-wave drive are indistinguishable. At
small frequencies, the higher Fourier components of the
square-wave drive cause additional resonances which lead
to a lower critical amplitude as compared to the sine
drive.
Furthermore, we showed that studying the density of
resonances provides a good estimate for the frequency-
dependence of the critical driving amplitude. This is in
agreement with the natural assumption that delocaliza-
tion happens when the drive-induced resonances reach a
critical density, and with previous work on static MBL
systems [38, 64, 65, 71]. Among the advantages of this
8scheme is the fact that calculating the density of res-
onances is much less demanding on the computational
resources than exact diagonalization of the full Floquet
operator. In fact, for a comparison of different driving
schemes, it is sufficient to calculate the eigenstates of
the static Hamiltonian once. These can be subsequently
used to calculate the density of induced resonances for all
drives of interest, with different frequencies and shapes.
This allows for easy comparison of the ability of different
drives to destabilize the MBL phase, and Eq. (17) gives
a qualitative prediction for the frequency-dependence of
the critical driving amplitude. In this work, we compared
drives with different temporal shapes. It would be inter-
esting to see whether this comparison also gives a good
prediction for the relative driving strength if the drive
operator Vˆ was changed.
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Appendix- Static system near the MBL transition
In the main text we focus on the case J = 0.2 which
puts the static Hamiltonian deep in the localized phase.
Here we offer additional results with the choice of pa-
rameter J = 0.6. This sets the static Hamiltonian in the
localized phase but close to the MBL-to-ergodic transi-
tion. Our results for the critical driving amplitude and
density of induced resonances are summarized in Fig. 5.
As the static system is much closer to the phase transi-
tion the stability of the localized phase weakens and the
critical driving amplitude decreases. Nevertheless, the
manner in which the critical amplitude gc and the den-
sity of resonances nres depend on the driving frequency
is qualitatively the same as our results in Fig. 3. Most
notably, we see the agreement between the sine and the
square-wave drive at large frequencies, and the appear-
ance of a critical frequency Ω∗ below which the curves
(a)
(b)
FIG. 5. Results when the static Hamiltonian H0 is near the
MBL-to-ergodic transition (W = 3.0, J = 0.6).
(a) Critical driving amplitudes gcsin/sw(ω) of the sine (blue)
and square-wave (red) drives as a function of the frequency
inferred by SCAEE. The dashed line is the fit to Eq. (19) for
2.0 ≤ ω ≤ 3.5 with β = 0.19 and ncres/α = 0.035.
(b) Density of drive-induced resonances per unit length, as
defined in Eq. (14) with δ =
√
3
/
2 . The system is driven by
a sine (blue) or square-wave (red) drive with amplitude g =
0.02. The data was averaged over 40, 000 disorder realizations
of a spin chain of length L = 10. The black dashed line is a
linear fit in the range 1.9 ≤ ω ≤ 5 of nsinres(ω), according to
Eq. (18) with β = 0.17, α = 0.048.
start to diverge. Furthermore, we see that the peak in
the density of resonances has shifted from around ω = 0.2
in Fig. 4 to around ω = 0.6 in Fig. 5, in accordance with
the change of the interaction parameter from J = 0.2 to
J = 0.6. This shift increases our confidence that this
peak stems rather from resonances in the static Hamil-
tonian than from drive-induced resonances. Hence it has
no relevance for the drive-induced phase transition, and
we don’t see a feature in the critical driving amplitude
at that frequency.
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