In this work, we present and study a flexible and accurate numerical solver in the context of three-dimensional computational nanophotonics. More precisely, we focus on the propagation of electromagnetic waves through metallic media described by a non-local dispersive model. For this model, we propose a discretization based on a high-order Discontinuous Galerkin timedomain method, along with a low-storage Runge-Kutta time scheme of order four. The semidiscrete stability of the scheme is analyzed for classical numerical fluxes, i.e. centered and upwind. Furthermore, the numerical treatment is enriched with an enhanced approximation of the geometry based on isoparametric curvilinear meshes. We finally assess our approach on several test cases, from academic to more physical ones.
Motivations and objectives

Physical context
Nanophotonics [1] is where photonics merges with nanoscience and nanotechnology, and where spatial confinement considerably modifies light propagation and light-matter interaction. Nanophotonics has become a quickly evolving field, crossing the frontiers of fundamental research to reach real-life applications. Indeed, high-tech nanoscale fabrication processes for dielectric and metal structures, as well as for semi-conductors and composite materials, have paved the way to tailored nano-devices. Potential applications now include a variety of possibilities, such as light-guiding [2] , tunable metasurfaces [3] , single molecule sensing [4] , or cancer treatment processes [5] .
As a matter of fact, the physics of light-metal interaction drastically changes at the nanoscale level in comparison with the well known microwave regime. In nanophotonics, the main difference resides in the enormous difference of scale existing between the device and the free space wavelength of the incident field, usually leading to a regime where the scatterer size is comparable to the skin depth. In most cases, a deeply penetrating electromagnetic field will strongly interact with the free electrons of the metal and excite so called plasmonic waves, or plasmons [6] , well known from plasma physics [7] . In other words, in these regimes, metals cannot be considered to be perfectly conducting, and the electron gas nature of the valence electrons in the metal has to be taken into account, leading to space-time dispersive material laws.
In 1900, Drude proposed a fairly simple yet efficient oscillator model for free electrons in metals [8] , becoming a solid reference for theory [6] and experiments [9] . However, this model fails to account for some electronic behaviors, such as transitions between the valence and the conduction band in noble metals, for example. Hence, in order to properly fit experimental permittivity measurements, more sophisticated descriptions emerged, among which the Drude-Lorentz model [10] , the infinite-oscillator models [11] , or general Padé expansions [12] .
Although they perform well in most cases, latter refinements remain local models. When the size of a nanostructure decrease beyond approximately 10 nm, the effect of spatial dispersion increases, and must be taken into account within the dispersion model. In such a case, the complexity of the permittivity function significantly increases, leading to a partial differential equation (PDE) in space and time, compared to a system of ordinary differential equations (ODE) for local models. Such descriptions include mutual electron repulsion, hence making the electron behavior dependent not only on the local field value, but also on the neighboring field distribution. For this reason, this model is said to be nonlocal.
Since the impact of nonlocality scales with the effective wave vector [13, 14] , gap structures are of particular interest, since they are highly sensitive to spatial dispersion. It should be noted that, when the gap size gets smaller than 1 nm, electron spill-out may occur, and the model considered in this work would fail. Nevertheless, it has been shown that for gap sizes ranging from about 1 nm to 5 nm, the electronic regime is sensitive to nonlocality while it does not require a spill-out description [15] .
Numerical challenges
The simulation of nanophotonic configurations often reveals to be multi-scale problems, because of the strongly different wavelengths occurring due to the plasmonic nature of the metals. As a result, the initial Maxwell problem governing the light propagation, usually in a wavelength regime of several hundreds of nano meters, now has to resolve geometrical details down to 1 nm leading to an extreme sub-wavelength problem. Additionally, a proper resolution of the geometry is of a crucial importance, thus requiring well adapted mesh sizes in the vicinity of geometric details. Finally, most studies require a wide bandwidth as well as an accurate frequency sampling, in order to detect sharp resonances. In summary, a reliable numerical method for nanophotonics should be geometry conforming, provide accurate results on large bandwidths, and properly discretize small geometric details within large computational domains.
Considering these demands, we believe that a Finite Element Method (FEM) approach is well appropriate due to its flexible mesh capability and high order nature [16] . Broad-band simulations, however, would need a fairly high number of frequency-domain solver calls, guaranteeing a sufficiently fine frequency sampling. For this reason, we have chosen to work in time-domain where only one simulation run is required for an almost arbitrary frequency sampling. Working in time-domain also naturally paves the way to nonlinear dispersion models, which is more difficult to achieve with frequency-domain approaches.
FEM for Maxwell's equations in time-domain requires the inversion of the mass matrix when a time stepping scheme is applied. If for example Nédélec elements are used [17] , the matrix structure will be sparse, but not block-diagonal, thus increasing the computational cost of a single time step. Changing the ansatz space to local basis functions leads to a block-diagonal mass matrix, which is efficiently invertible. Local basis functions relax the regularity of the numerical solution and leads to discontinuous fields at the cell interfaces. The discontinuity introduced in the approximation induces an increasing amount of discrete unknowns, which is an obvious drawback of the method. It can be overcomed with a parallel implementation strategy exploiting the element-wise locality of the approach. This method is known as the Discontinuous Galerkin Time-Domain (DGTD) method [18] . Busch et al. have intensively pushed the development of DGTD methods purposely tailored for nanophotonics [19] , and have also demonstrated the advantages of DGTD in comparison to Finite Difference Time-Domain (FDTD) methods [20] .
Context and outline of this work
The present work is a sequel of [21] , where we studied the purely nonlocal dispersion model for 2D configurations. Here, we extend the dispersion model by taking into account different contributions for bound and free electrons: a generalized Padé expansion model is used for the bound electrons, while we use a linearized hydrodynamic model for the description of the nonlocal response of the free electrons (see section 2). Section 3 is concerned with the DGTD formulation, which we extended to upwind fluxes for both Maxwell's equations and the hydrodynamic fluid model. In this context, we provide a semi-discrete stability analysis in section 3.4. Finally, we demonstrate the advantage of using curvilinear elements in non-local computations by means of numerical experiments and computational performance assessments.
Notations and problem statement
Definitions and notations
For a given open bounded domain Ω ⊂ R 3 , we use standard notations:
• L 2 (Ω), the space of square integrable real-valued scalar functions with its canonical scalar product ·, · Ω and the associated norm · Ω . L 2 (Ω) will be its vectorial analogue equipped with the canonical vectorial scalar product (resp. norm) that will be still denoted by ·, · Ω · Ω (resp · Ω );
• H 1 (Ω) the space of square integrable functions with square integrable gradient, with H 1 (Ω) its vectorial analogue;
• H 1 0 (Ω) the space of square integrable functions with square integrable gradient and vanishing trace on the boundary, with H 1 0 (Ω) its vectorial analogue; • H(curl, Ω) the space of square integrable functions with square integrable curl;
• H 0 (curl, Ω) the space of square integrable functions with square integrable curl and vanishing tangential trace on the boundary;
• L 2 (∂Ω) with its canonical scalar product ·, · ∂Ω and the associated norm · ∂Ω .
Classically, for a given vector field A of R 3 , ∇ × A, and ∇ · A respectively denote the curl and the div operator applied to A.
Maxwell's Equations and constitutive laws
The complete set of macroscopic Maxwell's equations that describe the spatio-temporal evolution of electromagnetic waves on a domain Ω ⊂ R 3 over a given time interval [0, T ] (T > 0) given are given on Ω × [0, T ] by (see for example [22] )
Here, E and H represent the electric and magnetic field, respectively. The magnetic flux density is denoted by B and the electric displacement and current density respectively by D and J, and the charge density by ρ. These equations are supplemented by constitutive laws linking D to E and B to H through the introduction of
Here, ε 0 and µ 0 are the vacuum permittivity and permeability, P : Ω × [0, T ] → R 3 the polarization and M : Ω × [0, T ] → R 3 the magnetization. Throughout the following derivations, non-magnetic materials will be assumed and M will thus be considered to be zero. Metals are usually seen as a rigid, positive ion cores grid hosting both bound electrons (d-band) and valence electrons (s-band). Hence, the electric polarization P can be split in two parts: the background polarization of the bound electrons P b [23, 13] , governing the influence of the background electrons, and P f , which models the currents in the free electron gas. Exploiting this split, the complete polarization can be written as
Multiple models for the modeling of the bound electrons P b and free electrons P f can be found in literature [11] . In a linear medium, the polarization of the bounded electrons takes into account for the history of the electric field, namely
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where t denotes the convolution in time. Regarding the polarization of the free electrons, one has to take into account for both the history of the field and its variation over space via the relation
where (x,t) denotes the convolution in both space and time. We use a generalized dispersion model in order to fit arbitrary bound electron contributions and a quantum hydrodynamic electron response for the free electrons.
Generalized dispersion model for bound electrons
In the frequency-domain (for a given frequency ω), equation (2.4) reduces to a multiplication of the frequency dependent quantities associated to ε b and E. Thus prescribing the expression of a frequency dependent permittivity will determine the model equations (performing an inverse Fourier transform to obtain the time-dependent equations).
In the case of bound electrons, interband transitions can be modeled by Lorentz oscillators motivated by a simple semiquantum model of the form
ε Au b,i gen. Figure 1 : Real and imaginary part of Au's bound permittivity. Black: ε r and ε i respectively are the real and imaginary part of the experimentally motivated BB model [11] . Colored: the fitted permittivity with our generalized dispersion model [12] . The corresponding fitting coefficients can be found in Table 1 .
Here, ω P is a physical parameter called the plasma frequency. The other parameters k (the number of poles), f i , ω i and Γ i are degrees of freedom in the model. These will be fixed in order ti fit experimental data of permittivity values. However, this model is limited in precision. As an alternative model, we propose to use the Brendel-Bormann (BB) model applied to a wide range optical frequency range as developed by Rakic et al. [11] . The advantage of this model is that it is able to distinguish between free and bounded electron contributions in the permittivity and thus allows for an accurate description of the latter ones. However, this model demands the evaluation of relatively complex functions, namely the Kummer functions of the second kind (we refer to [11] for details) and is hence complicated to be formulated in the time domain. It turns out that the BB model's permittivities can be nicely fitted by a generalized dispersion model which consists of a Padé series of zero, first and second order poles (see [12] )
with {ε ∞ , σ, a i , b i , c i , d i , e i , f i } ∈ R and L 1,2 being the number of first and second order poles, respectively. These constants are thus fixed in order to provide a good fit of the values given by the BB model. Figure 1 shows an example fit of the bound electron permittivity ε Au b of gold. This fit consists of six second order poles and a constant value ε ∞ . Table 1 provides the corresponding parameters. Applying an inverse Fourier transform with the corresponding expression (2.7) yields a system of time domain Ordinary Differential Equations (ODE) driving the evolution of the polarization and polarization current which is then coupled to Maxwell's equations via (2.3) . We refer to [24] for more details on this model and to section 2.5 for the global set of equations.
Quantum hydrodynamic electron response
The free electrons of a metal leading to the polarization P f can be considered as a free electron gas that is modeled by a nonlinear fluid equation. Given the electron charge q e , its mass m e and 5 
together with the continuity equation
where v represents the fluid velocity, n its density and q e (E + v × B) is the Lorentz force. The last term of (2.8), containing the quantum pressure δG[n] δn eventually determines which quantum mechanical effects of the electron gas is taken into account or left out by an explicit form for the energy functional G[n]. Following the discussion by Ciraci [26] , this term splits up into a sum of kinetic (T), exchange correlation and potential energy (XC). An approximated functional can be formulated as
where the kinetic contribution consists of the Thomas-Fermi (TF) and the von Weizsäcker (W) part.
A fully nonlinear problem as stated in (2.8) is a serious challenge and a reasonably vast range of problems can already be properly modeled by a linearized version of (2.8) [27] . Of course, such a model does not account for nonlinear effects like Second Harmonic Generation (SHG) [28] , but already includes spatial dispersion [25, 13, 29, 30] . As a first attempt to study such models, we assume a pure Thomas-Fermi theory and drop the von Weizsäcker contribution as well as the exchange correlation in (2.10) in this work. Further we assume an equilibrium state with zero background velocity, no static electric and magnetic field, and a constant electron density denoted by n 0 . We consider the same expression for the quantum pressure as in [31] , which leads to a linear Thomas-Fermi theory [6, 30, 13] . The first order linearized term of the quantum pressure thus expresses as
The quantum related parameter β has to be chosen according to the physics of the problem. Its choice is a crucial point in this model and it depends on the Fermi velocity v F and the spatial dimensionality of the problem. Boardman [25] comprehensively discusses the choice of this 6 parameter and proposes
for high frequencies where surface plasmons can be excited [25] . In (2.12), D = {1,2,3} is the dimensionality of the Fermi gas. A three dimensional Thomas Fermi gas, as we consider it throughout this work, yields β 2 = 3 5 v F . Expanding all the fields around an equilibrium state, i.e. u(r, t) ≈ u 0 + u 1 (r, t), u ∈ {n, v, E, B}, keeping the linear terms only, and omitting the index (·) 1 leads to a first order system
n 0 ∇n,
(2.13)
Here, we assumed ∂ t n 0 = v 0 = E 0 = B 0 = 0 (non-moving fluid, absent static electric or magnetic fields, and a constant electron density) and a constant (in both space and time) background electron density n 0 . Differentiating the first equation in (2.13) with respect to the time t, exploiting the second equation in (2.13) , and using J f = n 0 q e v, the current density of the unbound electrons in the fluid formally yields
with ω P = n 0 q 2 e ε 0 m e being the plasma frequency. Equation (2.14) is a second order PDE in space and time. A direct discretization of (2.14) as is would lead to a so-called variational crime in the DG framework [32] , leading us to recast it under a first order system, as follows
(2.15) System (2.15) can be written as a first order system of hyperbolic PDEs (see next section).
Full dispersive Maxwell system
The split of the bound and free polarization in (2.3) was necessary in order to apply the quantum hydrodynamic electron response model to the free electrons and to allow a flexible model for the bound electrons at the same time. Coupling both to Maxwell's equations at the 7 same time leads to the complete system
(2.16)
Boundary conditions
The set of equations (2.16) is supplemented with initial and boundary conditions. Let us focus on the latter. Regarding the set of pure Maxwell equations, we have to fix boundary conditions for E and H. We choose not to detail them here since we will use classical boundary conditions that are applied on a perfect electric conducting wall and an absorbing boundary. We do not prescribe any boundary conditions to the set of unknowns issued from the bound electrons, since their evolution is described by a set of ODE's. Let us focus on the set of unknowns issued from the free electrons model, i.e. J f and Q. We omit the subscript of the free electrons in the following and presume J := J f . System (2.15) can be written as a first order hyperbolic equation as expressed in the third and fourth equation of (2.16). We refer to [21] for the comprehensive discussion and derivation of this system of hyperbolic PDEs; we simply recall the main results for (2.15), in the following. Considering the propagation problem (2.15) on a domain Ω we claim continuity for the normal component of the polarization current at any sub domain interface between two disjoint domains Ω 1 and Ω 2 , Ω 1 ∩ Ω 2 = ∂Ω 1,2 and Ω 1,2 ⊂ Ω, i.e. n · (J 2 − J 1 )| ∂Ω 1,2 = 0.
(2.17)
In the case of β 0 on Ω 1 and β ≡ 0 on Ω 2 , ∂Ω 1,2 becomes a boundary of the nonlocal domain. Supposing a vanishing polarization current outside the nonlocal domain Ω 1 , the resulting boundary condition reads
In the special case of Ω 1 = Ω, (2.18) formulates the boundary condition for the entire boundary ∂Ω of the nonlocal domain Ω.
Study of the hyperbolicity
If we focus on the Maxwell-hydrodynamical part of (2.16) (i.e. the first four equations, neglecting the ODE's contributions), one can study its hyperbolicity. We here recall the associated eigenvalues and again refer to [21] for details. For ξ = {ξ 1 , ξ 2 , ξ 3 } T ∈ R 3 , the eigenvalues of the Maxwell-hydrodynamic system are given by
These will be of importance when discussing the numerical fluxes in the numerical sections that follow.
Energy
The considered system (2.16) benefits from an energy principle. Indeed, we can formulate the total energy as a sum of the local and nonlocal contribution as
and
22)
Assuming the boundary condition (2.18) for the hydrodynamic part and perfectly electric conducting (PEC) for Maxwell's equations, leads to a bounded energy which is either strictly preserved or monotonically decreasing if damping is taken into account. Combining arguments from [24] (for the generalized model) and [21] (for the linearized hydrodynamic model), we deduce that
that, using a Grönwall type Lemma, implies the boundedness of the energy. Let us point out that if the coefficients d l or e l vanish, then the energy is decreasing.
Numerical scheme
In the previous section, we set up the physical framework and detailed the considered physical model (2.16) . This section describes the spatial discretization of the latter based on a DG formulation. For the sake of simplicity, we focus within this section on the PDE character of system (2.16) avoiding to explicitly write up the generalized dispersion contribution as well. We ask the reader to always keep the missing ODEs from (2.16) in mind.
The DG method is based on a local weak formulation, that will require numerical fluxes in order to treat the arising discontinuities. In this work, we extend our previous work [21] by several means. First, the scheme used extend the possible numerical traces by including upwind fluxes instead of centered fluxes and we demonstrate its semi-discrete stability. Furthermore, the explicit time integration of the obtained semi-discrete scheme is now performed by a Low Storage Runge-Kutta (LSRK) scheme. Finally, we extend the use of curvilinear elements from a previous work [33] in order to guarantee the high order nature of our scheme even if complex geometries are of concern. 9 3.1. The Discontinuous Galerkin method We now want to apply the DG method to system (2.15), which is done in the following steps: (i) defining a weak formulation, (ii) choosing an appropriate finite element space for the basis functions, and eventually (iii) evaluating the resulting integrals from the discrete weak Galerkin formalism and semi-discrete scheme. Here, semi-discrete means discrete in space and continuous in time.
Weak formulation
The starting point of the DG formulation is a local weak formulation of system (2.15) . Spatial discretization with the DG method requires a special choice of finite element spaces and thus of polynomial basis functions on a given mesh. This choice clearly distinguishes DG methods from continuous FEM. While Nédélec based FEM use basis function from conforming discretization spaces, DG relies on element-wise local basis functions. The use of local basis functions implies that the continuity of the fields is not enforced and discontinuities at the cell interfaces may arise. The treatment of those discontinuities provides an additional design parameter for the final algorithm. As we will see later, the discontinuities at the mesh element interfaces will be handled by a numerical flux. Further, the choice of this flux is not unique and will strongly influence numerical properties such as the numerical dissipation and the existence of spurious solutions [19] . Different polynomial basis expansions are possible, but in this work, we concentrate on nodal Lagrange based basis functions on a tetrahedral mesh. Let us suppose that the computational domain Ω can be discretized as a conformal, quasi-uniform tetrahedral mesh as Ω = ∀i∈N Ω Ω i , with N Ω being the set of indices of mesh elements and Ω i the tetrahedra with a characteristic size parameter h > 0. Furthermore, ∀i ∈ N Ω , N Ω i denotes the set of indices of the neighboring elements of Ω i (having a face in common) and s iq = Ω i ∩ Ω q , ∀q ∈ N Ω i , the set of internal faces. We define the approximation space
is a finite dimensional subspace of L 2 (Ω). We choose a polynomial basis of V p h (Ω) formed by polynomial functions (φ i j ) N Ω ×[1,P i ] , with P i the number of Degrees of Freedom (DoF) for the i-th element. For any A ∈ (V p h (Ω)) 3 , we denote by A i the restriction of A to Ω i (analogous definition holds for a scalar field of V p h (Ω)). We now turn to the formulation of the DG method. We express the discrete weak formulation locally on each element of the mesh and perform an integration by part and derive a local Galerkin formulation as follows: 10 , such that for all i ∈ N Ω , k ∈ 0, P i :
where u ∈ {1, 2, 3} refers to the spatial variable / coordinate axis. Since the field values at a cell interface are not unequivocal (the unknowns can refer to the value on either side of the interface), we introduce the star notation (·) * that makes reference to the numerical flux on the cell boundary ∂Ω i . This flux is used to recover a proper definition of the surface integrals, and shall be detailed in the next section. Using the decomposition of each field on the basis, one can rewrite (3.2) in a matrix form. We refer to [21] for a detailed derivation of the corresponding mass and flux matrices.
Numerical fluxes
As previously mentioned, each cell has strictly local basis functions, no continuity of the fields is ensured between two neighboring cells, and the definition of the surface integrals present in (3.2) is ambiguous. In order to overcome this dilemma, a numerical flux is used which weakly reinforce the tangential continuity of the solution. Finding the appropriate numerical flux is subject to solving a Riemann problem at each cell interface. Since this is very classical, we skip the details of the derivation of the numerical flux for Maxwell's equations and refer to the literature [18, 19, 12] for details. For our purposes let us recall the general upwind flux for E and H fields
for the Perfectly Electrical Conducting (PEC) boundary faces and
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for the Absorbing Boundary Condition (ABC). Here, Z = µ/ε and Y = ε/µ respectively are the impedance and admittance of the left or right cell of the interface denoted by ' − + with n −+ = −n +− and α ∈ [0, 1] weights the upwinding. The case α = 0 is called centered flux and in the case α = 1 the scheme is fully upwind. Means and jumps at the cell interface are defined by
Regarding the hydrodynamic part J and Q, centered fluxes have already been considered in [21] , and we now propose to derive the formulation of the upwind fluxes. Let us ignore the coupling to Maxwell's equations, neglect the damping term in (2.15), and focus on the hydrodynamic
(3.7)
Proposition 3.1. The upwind flux for (3.7) is given by
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and on the boundary of the nonlocal dispersion domain
Proof. Casting (3.7) into a conservative form leads to
Following the notations used in [12] , the Rankine-Hugoniot jump conditions read
(3.12)
Here, we have used the eigenvalues that correspond to the hydrodynamic part in (2.15) as detailed in [21] . For the sake of simplicity, we omit the direction of n −+ and fix the normal vector to point from "-" to "+", i.e. n := n −+ . Summing up the second and third equation of (3.12) gives
Then, respectively multiplying with β + Q + and β − Q − (that are commuting), and summing yields
The normal flux is given by
Inserting this flux in (3.14) gives for the J part
Performing the cross product with n and together with (3.12) yields
The vector identity A = (n · A)n − n × (n × A) applied to A = J − − J + reads 
(3.20)
Similar steps for the Q part lead to
If we now allow the contribution of the jump value · to be tunable by a real tuning parameter α ∈ [0, 1] we obtain (3.8) .
For α = 0 we retain the centered flux as it has been used in [21] and α = 1 yields a fully upwind scheme. The eventual choice of α heavily influences the numerical properties of the final discretized version of (2.15). Properties like numerical dissipation and the occurrence of spurious solutions are particularly sensitive to the fluxes as we will see later in section 4 on Mie scattering and the spherical dimer system.
Semi-discrete stability
We define the semi-discrete energy through element-wise semi-discrete energies that mimic (2.20) a replacement of the continuous fields by their semi-discrete ones
The element-wise (E h,NL ) i and (E h,gen ) i are obtained by replacing Ω with Ω i and every continuous field with its semi-discrete counterpart in the continuous expressions defined previously. We here extend the stability results to more general boundary conditions and fluxes in comparison to both [24] and [21] . Proof. We first focus on the nonlocal model's energy contribution. In order to keep the question of boundary conditions as general as possible, we will consider that the faces of the mesh that intersect the boundary of the domain could be either subject to PEC boundary conditions or ABC (via a Silver Müller approximation). Performing the time derivative and using the semi-discrete equations lead to the element-wise change of the semi-discrete energy
For the sake of easier readability we will drop the subscript () h for semi-discrete quantities and we assume Z = Y = β = 1 without loss of generality in the scope of this proof. Integration by parts leads to a purely surfacic expression for A i
Here a boundary i contains the contributions of the faces of the mesh elements that belong to the boundary (either PEC or ABC). In the case of the cell i being an inner cell, the contribution of a boundary i is obviously vanishing. We denote by F int the set of all internal faces, F PEC the set of all PEC faces, F ABC the set of all ABC faces. Performing the sum over all faces yields 
Using similar arguments as for the internal faces and using the fluxes on the boundary faces yields
Regarding the first order Silver-Müller absorbing boundary condition, i.e. ABC, which is imposed by a modified numerical flux as mentioned in the section describing fluxes, one obtains
(3.29)
Using similar arguments for the hydrodynamic part B i (splitting, summing over faces, denoting b ext the contribution of all boundary faces F ext ), we arrive at
for the external faces contribution with the appropriate boundary conditions (2.18). The previous results yield ∂ t E h,NL (t) ≤ 0, (3.32) guaranteeing the semi-discrete stability of the nonlocal part. The stability for the generalized model follows readily [24] and is not further detailed here. Consequently, the conclusion follows via classical arguments.
Time discretization with a Low Storage Runge Kutta (LSRK) method
We make use of an explicit LSRK scheme for the time integration. LSRK schemes, compared to standard RK schemes, present the major advantage of requiring only two memory registers per variable, while standard RK algorithms usually require more (more precisely, four registers are necessary for the fourth order standard RK schemes). The LSRK scheme used here is fourthorder accurate, and was specially optimized for an efficient discretization of Maxwell's equations in the DG framework [34] . Since it is not a central point here, the reader is referred to [12] (and references therein) for a more comprehensive introduction to such schemes. Semi-discrete system (3.2) is a system of ODEs in time and can hence be expressed as ∂ t ψ(t) = f (t, ψ(t)).
(3.33)
The LSRK scheme, see Algorithm 1, is then applied to (3.33) which yields a fully discrete system in space and time. In 
stability regions for the DG-Maxwell operator without dispersion models. However, since the Fermi velocity which enters the linearized fluid model via the β parameter is around two orders of magnitude lower than the speed of light, we have never experienced any numerical stability issues with the coupled system (3.2).
Curvilinear elements
Most classical finite element methods rely on tessellations composed of straight-edged elements, regardless of the geometry of the problem. Although this approach presents the advantage of proposing simple transformations of the FE matrices from the reference element to the physical element, in the case of high-order methods as depicted in Figure 2 , it represents a serious hindrance, since it limits the accuracy of the spatial discretization to second order. In [33] , we proposed an implementation of curvilinear (isoparametric) elements in the DGTD framework for Maxwell's equations, along with local dispersion models for metals. In this case, no additional work was required for local dispersion models, since they only consist of additional ODEs to the Maxwell PDE system. Here, we wish to extend this formulation to non-local dispersion model, in which an additional PDE appears. For the sake of brevity, some basic considerations about the use of curvilinear elements in the DG framework are skipped, and the reader is referred to the aforementioned paper.
The implementation of curvilinear elements in the DG framework requires the numerical integration and storage of the FE matrices on the curvilinear cells only (the method for linear cells remaining the same). As presented in [33] , the fully-discrete scheme can be written in terms of (i) the mass matrix ( (U * i φ ik ) · n (with its analoguous scalar counterpart) in addition to those appearing in Maxwell's equations
As a reminder, it is necessary to develop the integrands of surface integrals including normals terms (since those are not constant over a given curvilinear face), and to compute each integral separately. This work must be done for each curvilinear face, leading to 9 integrals per face for the Maxwell terms, and to 4 additional integrals per face for the hydrodynamic terms. The remaining of the method is identical to what is described in [33] , and will not be detailed here.
Numerical results
This section is concerned with numerical results obtained with our 3D implementation of the proposed DGTD method. We start with two different validation test cases that on the one hand illustrate the numerical convergence rates and on the other hand emphasize the importance of boundary conforming curvilinear elements for scattering problems in nanophotonics. A spherical dimer system eventually concludes our numerical results.
Implementation
System (3.2) has been implemented in the DIOGENeS software suite [35] . Key numerical features, which have not been detailed in this work but that have been used for the following results are
• Total Field/Scattered Field (TFSF) interfaces [36] ;
• Complex Frequency Shifted Perfectly Matched Layers (CFS-PML) [37] ;
• Extinction Cross-Section evaluation [19] ;
• Ohmic loss spectrum evaluation [12] ;
• Distributed memory (MPI) parallelization.
Moreover, we have used either GMSH [38] or Distene's MeshGems suite [39] for the creation of unstructured tetrahedral affine and curvilinear meshes.
Convergence rates
In order to validate our implementation of the previously presented DGTD solver we first perform a numerical convergence study by considering a test problem for which we can obtain an analytical time-domain solution. This will be done for (2.16) when neglecting the ODE part. We propose to use the method of manufactured solutions, i.e. we artificially construct a solution that will satisfy (2.15) and hence allows us to determine the convergence rates. Inspired by [40, 21] we exploit the analytical eigenmode solutions of the homogeneous Maxwell's and hydrodynamic equations on a rectangular cavity domain Ω := {r ∈ [0, a i ] 3 }, where a i > 0 with i = {x, y, z} respectively denote the edge lengths in the three cartesian axis. We use PEC boundaries
for the electromagnetic field and the boundary condition (2.18) n Ω · J| ∂Ω = 0, on ∂Ω × R + , (4.2)
for the hydrodynamic equations, where n Ω the outward normal to Ω . We denote the eigenmode solutions for Maxwell's equations and the hydrodynamic part by H art , E art and J art , Q art , respectively (see [21] for details). We artificially fill this cavity with vacuum for Maxwell's equations and with a dispersive medium characterized by specific values of ω P and β for the hydrodynamic Drude model while we neglect damping, i.e. γ ≡ 0. The resulting formulation of the coupled problem including the manufactured solution hence reads 
The convergence rates are computed by comparing the evolution of the error while progressively refining the mesh. Starting with a coarse mesh M1 and successively refining by two (i.e. h becomes h 2 at each refinement step) leads to a sixteen times finer mesh M5 (table 2 shows the total number of tetrahedra). Simulations are run for 100 oscillation periods on each mesh, and for each polynomial order. Table 3 summarizes the convergence rates for the DGTD-LSRK scheme with centered fluxes. The results are in line with [34] for the pure Maxwell operator and theoretical results of the DGTD method [41, 18, 24] . We obtain suboptimal convergence rates for the centered scheme, i.e. n th order for DGTD − P n with n the polynomial order of the DG ansatz space. Equally, we obtain optimal convergence rates, i.e. (n + 1) th order, for DGTD − P n if upwind fluxes are used. The scattering of a single sphere in vacuum is a classic nanophotonic benchmark example. Beyond applications where the relatively simple result of an isolated sphere in vacuum already explains several physical effects, the scattering of a single sphere problem also comes with an analytical solution. This, of course, permits us to compare the performance of our method with so called Mie solutions. Gustav Mie has published his work on the scattering of spheres in vacuum in the early 20 th century [42] and his initial works have been extended to more complex material configurations [43] , different coordinate systems [44] and even nonlocal dispersion laws [45, 30, 46] .
From a more methodological point of view, the Mie sphere appears to be significantly more complex in comparison to the test problem of a cubic cavity that we have used for the convergence study in the previous section. Among others, the sphere involves the additional boundary condition (2.17) at the interface between the metallic sphere itself and the surrounding vacuum. Furthermore, it demands a free space approximation of the infinite vacuum. Regarding the free space approximations, we have used CSF-PMLs [47, 37] in order to minimize spurious reflections from the artificial domain truncation. Since such a setup forbids a direct imposition of the incident field, i.e. a pulsed plane wave in our case, via for example first-order Silver-Müller radiation conditions [16] , we employ a TF/SF approach [36] .
We now investigate the surface approximation of a single sphere and its influence on the resulting extinction Cross-Section (CS) spectra. Here, we compare different polynomial orders of the DG basis functions as well as the accuracy, and hence performance and gain if curvilinear tetrahedra are used. Figure 3 shows the computational meshes we have used for this study. There are two topologically different meshes M1 and M2, shown in Figure 3 (a) and (c), respectively. Both meshes represent the same physical sphere and the geometrical misrepresentation of M1 (a) is quite obvious as the sphere hardly resembles a sphere at all -it rather represents a faceted particle. Performing an h−refinement leads to M2 (c) which visibly better approximates a sphere. Activating curvilinear elements gives curved versions of M1 and M2 as depicted in Figure 3 The incident pulsed plane wave that is injected by the TF/SF interface follows a Gaussian modulated harmonic time signal of the temporal form
(4.5)
Here, E inc , H inc , ω c , τ and σ respectively are the incident electric and magnetic field strength, the centered angular frequency, a time shift and the broadening of the pulse (depending on the considered frequency range). The spatial profile is equivalent to a monochromatic plane wave [22] and depends on the incident direction, i.e. the polarization of the wave. In the sphere case, the polarization direction does not matter due to the radial symmetry. We have chosen the extinction CS as the measured Quantity of Interest (QoI) defined by
and refer to [19, 12] for further details of the definitions of the absorption and scattering CS. The CS is evaluated on the same TF/SF interface on which the incident field is injected.
Having set up the simulation framework including the source, the boundary condition and the QoI, we can discuss the obtained results as outlined in Figures 4 and 5 for the two meshes, respectively. Obviously, mesh M1 with affine tetrahedra leads to a very poor result, similarly 21
for first order P 1 and fourth order P 4 polynomials as shown in Figure 4 . The P 1 solution only reproduces the first resonance at about 0.675ω P although it is supposed to be at 0.7ω P . Additionally, the second and third resonance of the Mie spectrum at about 0.825ω P and 0.875ω P are completely inobservable. Increasing the polynomial order to P 4 slightly improves the situation and the second resonance seems to build up. However, both resonances positions are far off and the absolute as well as the relative amplitudes completely fail with respect to the Mie solution.
If we now switch to the curvilinear version of M1, the situation drastically changes. The P 1 solution suddenly shifts the first resonance almost to the correct angular frequency, the second resonance now appears in the spectrum and even relatively close to the correct resonance angular frequency. A third resonance seems to build up at 0.95ω P which would be quite far from the correct position if we relate it to the actual third resonance in the Mie spectrum. Again, increasing the polynomial order to P 4 the numerical solution significantly approaches the analytical Mie solution down to an error of 2.38%. Table 4 summarizes the errors of all runs. Spatial h−refinement refinement of the sphere, i.e. the mesh M2, improves the situation of the linear solutions. Figure 5 depicts the P 1 spectrum now showing the first resonance at the correct frequency and the second resonance that now builds up at 0.815ω P instead 0.825ω P . Although the positions of the resonances are relatively close to the exact solution, the amplitudes still differ heavily. The third resonance remains invisible for first order polynomials. If fourth order polynomials P 4 on linear elements are used, the numerical solution already gets fairly close to the exact solution with an error of 5.45%. Activating curvilinear elements for P 1 and P 4 , the numerical solutions with respect to the linear runs increase equally to M1 and the obtained error for P 4 only is 0.96%.
Curvilinear simulations are intrinsically more costly than linear ones due to increased memory consumption, a reduced CFL condition and additional DoFs, see section 3.6 for details, in comparison to the same run on a linear mesh. In order to present a fair comparison of a curvilinear solution on the coarse mesh M1 and the solution on an h−refined mesh M2 with linear elements, we choose the two runs with a similar error level, namely M1 − P 3 − curv and M2 − P 4 − linear. Figure 6 depicts the obtained spectra and Table 5 lists the statistics of both simulations and sequential as well as parallel.
Both meshes almost have the same amount of cells since the largest part of the domain consists of vacuum. While the sphere is discretized by 46 curved tetrahedra for M1, the h−refined mesh M2 needs 292 elements. This local refinement explains the little relative difference in the total amount of mesh cells and is at the same time close to a real world nanophotonic. Of course, the finer mesh M2 suffers from more mesh cells and even more severely from a reduced CFL condition due to a smaller characteristic mesh length h and an increased polynomial degree [18] , which increases the needed number of iterations in the time stepping scheme from 7060 for M1 to 90933 for M2. An average runtime for 100 time stepping iterations of 374 s and 703 s for M1 and M2, respectively leads to a total simulation time of 7 h 20 mn and 177 h 34 mn which means a performance speed-up of 24.2. In terms of memory, the M1 − P 3 − curv solution comes with more DoFs in comparison with a linear M1 run but still better performs in comparison to a M2 − P 4 − lin run by 75%.
If MPI parallelization is used (only within a single multicore node in this example) we obtain reasonably good scaling results. As depicted in Table 5 the scaling slightly breaks down at 12 subdomains for M1 and already at 8 subdomains for M2. This is due to the quite inhomogeneous load balancing of the computational cost of each cell type. The performed simulations contain different types of equations to be solved on a cell: purely Maxwell's equations in vacuum, Maxwell plus the hydrodynamic equation in the sphere, CFS-PML cells, and boundary 22 (a) Mesh M1 without high-order cells.
(b) Mesh M1 with high-order cells.
(c) Mesh M2 without high-order cells.
(d) Mesh M2 with high-order cells. cells. Additionally, the TF/SF incident field and on-the-fly Fourier transform of the extinction CS will add to an even stronger imbalance. The systematic optimization of the load balancing will be part of a future work.
Impact of nonlocal dispersion on spherical dimers
Spherical dimer systems consist of two spheres being very close to each other, hence forming a gap system, see Figure 7a . Such dimer gap systems are well known to show high field enhancements due to the hybridized modes of the individual spheres that build up a so called gap plasmon. These field enhancements are of interest for e.g. Surface Enhanced Raman Scattering (SERS) [48] .
Beyond the applicative aspects, the spherical dimer system is significantly more complicated for analytical solutions due to a lower symmetry level than single spheres. Breaking the symmetry of a single sphere by introducing a second sphere brings a second tuning parameter of the system -the gap size. For sufficiently small gaps, nonlocal effects are expected to occur, as has been recently theoretically shown for a fully retarded three dimensional dimer case [49] .
For extinction CS simulations, in contrast to scattering CS, the absorption CS comes into play and the near field thus gains importance. A precise evaluation of the absorption CS, in turn, requires a well resolved near field which strongly depends on the surface approximation of the nano particles. 23 Figure 4 : Extinction cross-section spectra on mesh M1. Comparison of the extinction cross-section spectra of a metallic nanosphere in dependence of the polynomial interpolation order P n and the geometric mesh order, i.e. linear or quadratic mesh elements. The error in comparison to the Mie solution can be found in Table 4 0.6ω P 0.7ω P 0.8ω P 0.9ω P 0 2 4 6 8 ·10 −14 ω C ext / (cm) 2 Mie (nonlocal) P 1 Linear P 1 Quadratic P 4 Linear P 4 Quadratic Figure 5 : Extinction cross-section spectra on mesh M2. Comparison of the extinction cross-section spectra of a metallic nanosphere in dependence of the polynomial interpolation order P n and the geometric mesh order, i.e. linear or quadratic mesh elements. The error in comparison to the Mie solution can be found in Table 4 24 0.6ω P 0.7ω P 0.8ω P 0.9ω P 0 Figure 6 : Extinction cross-section spectra on mesh M1. Comparison of the extinction cross-section spectra of a metallic nanosphere in dependence of the polynomial interpolation order P n and the geometric mesh order, i.e. linear or quadratic mesh elements. The error in comparison to the Mie solution can be found in Table 4 If curvilinear elements are turned on now, i.e. the black curve in Figure 8 , we indeed see that the previously discussed centered spectrum almost contains all correct resonances plus additional spurious modes while the upwind solution smoothes out too strongly and at least two resonances are completely lost. Figure 7b illustrated the computational mesh of the dimer system with the curvilinear elements being colored in red for metal and green for vacuum.
Comparing a local dispersion model β = 0 with the nonlocal solution in Figure 9 shows significant blue-shifts for all resonances. The resonances above 0.6ω P are even shifted strong enough to lie on the next local resonance.
Nonlocal sensitive gap plasmon for nano cubes
Our last simulation example is concerned with the demonstration of a significant influence of the nonlocal dispersion model on the gap plasmon resonance in a nano cube setup. Nano cubes are particularly interesting in the present modeling context because of the high mode confinement in the gap between the cube and the metallic ground plate which is known to be highly sensitive to nonlocality in comparison to e.g. a standard surface plasmon [14] .
Realistic simulations of such nano cubes face several challenges from a numerical point of view especially due to the necessary edge and corner roundings [12] , which cause severe difficulties for modal methods and cartesian grid based algorithms. Even for methods based on unstructured methods, these roundings stay challenging as they are relatively small compared to the cube length and would hence demand an extreme local refinement in the vicinity of the edges and corners. This leads to a higher amount of mesh cells and further restricts the time step condition of the explicit time integration scheme. Employing curvilinear elements overcomes this restriction as shown in Figure 10a . Beyond purely numerical challenges, the nano cube setup requires the consideration of bound and free electrons. For this reason, we employ the model we have proposed and studied in section 2.5 which takes into account bound electrons, as well as free electrons by means of a nonlocal Drude model. Figure 10b depicts the simulated loss spectra. While the first peak is not linked to gap plasmon and does only show a very weak blue-shift of ∆λ ≈ 4 nm, the second resonance is due to the gap mode and obviously more sensitive leading to a blue-shift of ∆λ ≈ 35 nm. Additionally, the local dispersion model seems to overestimate ohmic losses with respect to the nonlocal model.
More comprehensive studies of this setup including more geometric details of the complete setup and the comparison to experimental data are part of a future work.
Conclusion and Outlook
In this work, we have set up the modelling of bound and free electrons for spatially dispersive metal structures in nanophotonics. We have proposed to use a generalized dispersion model for the bound electron contribution in combination with a linearized hydrodynamic electron model for the spatially dispersive free electrons of the metal. Furthermore, we have applied a Discontinuous Galerkin Time Domain discretization to the complete system, consisting of Maxwell's equations, a generalized dispersion model and the nonlocal hydrodynamic equations. We have provided the corresponding upwind fluxes for the complete system and have studied the semi-discrete stability of the scheme.
The proposed DGTD implementation is high order in space and time and is ready to run on modern High Performance Computing clusters. We have obtained important performance gains thanks to the discretization of curved material interfaces with quadratic tetrahedra. Eventually, we have demonstrated a significant influence of spatial dispersion on spherical dimer systems and on single nanocubes.
In future works, we will continue to investigate more physically challenging test cases, and will also focus on improving our material models by including the effect of electron spill-out.
(a) Nano cube mesh. The nano cube setup consists of a metallic ground plate, a dielectric spacer (red) and the metallic cube itself (yellow). Here, only the dielectric spacer and the cube are displayed where the linear tetrahedral are gray, independent of the domain and the curvilinear elements are colored. Red: dielectric, yellow: metal. The dielectric spacer measures δ = 3 nm, the cube length L cube = 60 nm and the radius of the edges and corners r cube = 3 nm. 
