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Abstract
The eccentricity matrix of a connected graph G is obtained from the distance matrix
of G by retaining the largest distances in each row and each column, and setting
the remaining entries as 0. In this article, a conjecture about the least eigenvalue
of eccentricity matrices of trees, presented in the article [Jianfeng Wang, Mei Lu,
Francesco Belardo, Milan Randic. The anti-adjacency matrix of a graph: Eccentricity
matrix. Discrete Applied Mathematics, 251: 299-309, 2018.], is solved affirmatively. In
addition to this, the spectra and the inertia of eccentricity matrices of various classes
of graphs are investigated.
AMS Subject Classification(2010): 05C12, 05C50.
Keywords. Adjacency matrix, Distance matrix, Eccentricity matrix, Inertia, Least
eigenvalue, Tree.
1 Introduction
Let G = (V (G), E(G)) be a finite simple graph with vertex set V (G) = {v1, v2, . . . , vn} and
edge set E(G) = {e1, . . . , em}. If two vertices vi and vj are adjacent, we write vi ∼ vj, and
the edge between them is denoted by eij. The degree of the vertex vi is denoted by di. The
adjacency matrix of G is an n × n matrix, denoted by A(G), whose rows and columns are
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indexed by the vertex set of the graph and the entries are defined by
A(G)ij =
{
1 if vi ∼ vj,
0 otherwise.
The distance between the vertices vi, vj ∈ V (G), denoted d(vi, vj), is defined to be the
smallest value among the lengths (i.e., the number of edges) of the paths between the vertices
vi and vj. The distance matrix of a connected graph G, denoted by D(G), or simply D,
is the n × n matrix whose (i, j)th-entry is equal to d(vi, vj), i = 1, 2, . . . , n; j = 1, 2, . . . , n.
The adjacency matrix and the distance matrix of a graph are well studied matrix classes in
the field of spectral graph theory. For more details about the study of classes of matrices
associated with graphs, we refer to [1, 3, 4]. The eccentricity e(vi) of the vertex vi is defined
as e(vi) = max{d(vi, vj) : vj ∈ V (G)}. The eccentricity matrix of a connected graph G,
denoted by (G), is defined as follows:
(G)ij =
{
d(vi, vj) if d(vi, vj) = min{e(vi), e(vj)},
0 otherwise.
The notion of eccentricity matrix was introduced and studied in [11, 13]. The eccentricity
matrix is also known as Dmax-matrix in the literature[11, 12]. One of the main applications
of eccentricity matrix is in the field of chemistry. Also these matrices can be used in testing
graphs for isomorphism. For more details about the applications of eccentricity matrices, we
refer to [11, 12].
Eccentricity matrix of a graph is opposite to its adjacency matrix in the following sense.
Eccentricity matrix is obtained from the distance matrix by retaining only the largest dis-
tances in each row. Adjacency matrix is obtained from the distance matrix by retaining
only the smallest non-zero distances in each row [13]. The eccentricity matrix, unlike the
adjacency matrix and the distance matrix, of a connected graph need not be irreducible.
The eccentricity matrix of a complete bipartite graph is reducible. In [13], the authors asked
the following question: For which connected graphs the eccentricity matrix is irreducible? In
the same article, the authors established that the eccentricity matrix of a tree is irreducible.
In this article, we provide an alternate proof for this result (Theorem 3.3).
Let 1, 2, . . . n denote the eigenvalues of the matrix (G). Since, the matrix (G) is
symmetric, all the -eigenvalues of G are real. If 1 > 2 > . . . > k be all the distinct
-eigenvalues of G, then the -spectrum of G, denoted by spec(G), is denoted by
spec(G) =
{
1 2 . . . k
m1 m2 . . . mk
}
,
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where mi is the algebraic multiplicity of the eigenvalue i for 1 ≤ i ≤ k. In [13], the authors
made the following conjecture:
Conjecture 1.1. [13, Conjecture 2] Let T be a tree on n vertices, with n ≥ 3. Then,
n(T ) ≤ −2, and equality holds if and only if T is the star.
In Theorem 3.2, we provide an affirmative answer to this conjecture. In [13], the authors
computed the -spectra of some classes of graphs viz., cycles, r-regular graphs with diameter
2, complete product two graphs, and so on. In this article, we compute the -spectra of
corona of a graph and a complete graph. This enables one to construct infinitely many pairs
of non-isomorphic graphs with same -spectra. Also, we compute the spectra and the inertia
of eccentricity matrices associated with various other classes of graphs.
This article is organized as follows: In section 2, we collect the definitions and preliminary
results needed. In section 3, we establish a proof of the conjecture about the least -eigenvalue
of a tree. Also, we provide an alternate proof of the fact that the eccentricity matrix of a
tree is irreducible. In section 4, we compute -spectra of various classes of graphs. In section
5, we obtain the inertia of eccentricity matrices associated with various classes of graphs.
2 Definitions, notation and preliminary results
Let Rn×n denote the set of all n × n matrices with real entries. For A ∈ Rn×n, let AT ,
det(A), det(λI −A) and σ(A) denote transpose, determinant, characteristic polynomial and
spectrum (set of all eigenvalues) of A, respectively. Let Jn×n or simply Jn denotes the n× n
matrix with all entries equal to 1, and In denotes the n× n identity matrix.
Let A be an n × n matrix partitioned as A =
[
A11 A12
A21 A22
]
, where A11 and A22 are
square matrices. If A11 is nonsingular, then the Schur complement of A11 in A is defined as
A22−A21A−111 A12. For Schur complements, we have detA = (detA11) det(A22−A21A−111 A12).
Similarly, if A22 is nonsingular, then the Schur complement of A22 in A is A11−A12A−122 A21,
and we have detA = (detA22) det(A11 − A12A−122 A21).
The following result is about the eigenvalues of block matrices.
Lemma 2.1. [5][13, Lemma 3.9] Let B =
[
B0 B1
B1 B0
]
be a symmetric 2 × 2 block matrix
with B0 and B1 are square matrices of same order. Then, the spectrum of B is the union of
the spectra of B0 +B1 and B0 −B1.
The following result will be used in the proof of lemma 2.3.
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Lemma 2.2. [13, Theorem 3.3 ] Let B be a square matrix of order n. If each column sum
of B is equal to some eigenvalue (say α) of B, then J1×n(λI −B)−1Jn×1 = nλ−α .
The following result is about the spectrum of a special kind of block matrix. For the sake
completeness we include a proof here.
Lemma 2.3. Let A be an (n+ 1)× (n+ 1) matrix of the form
A =
[
0 2J1×n
2Jn×1 3Jn
]
.
Then
σ(A) =
{
0 3n±
√
9n2+16n
2
(n− 1) 1
}
.
Proof. The characteristic polynomial of A is given by
det(λIn+1 − A) = det
[
λ −2J1×n
−2Jn×1 λIn − 3Jn
]
.
Then, by Schur complement formula and lemma 2.2 we have
det(λIn+1 − A) = det(λIn − 3Jn) det
[
λ− 4J1×n(λIn − 3Jn)−1J1×n
]
= (λ)n−1
(
λ− 3n) det [λ− 4n
λ− 3n
]
= (λ)n−1
[
λ2 − 3nλ− 4n].
This completes the proof.
If A and B are matrices of order m × n and p × q, respectively, then the Kronecker
product of the matrices A and B, denoted A⊗B, is the mp× nq block matrix [aijB].
Lemma 2.4. [8] Let A ∈ Rn×n and B ∈ Rm×m. If σ(A) = {λ1, . . . , λn} and σ(B) =
{µ1, . . . , µm} are the spectra of A and B, respectively, then σ(A ⊗ B) = {λiµj : i =
1, . . . , n; j = 1, . . . ,m}.
The following theorem is known as interlacing theorem.
Theorem 2.1. [9] Suppose A ∈ Rn×n is symmetric. Let B ∈ Rm×m with m < n be a
principal submatrix of A (submatrix whose rows and columns are indexed by the same index
set {i1, . . . , im}, for some m). Suppose A has eigenvalues λ1 ≤ . . . ≤ λn and B has eigen-
values β1 ≤ . . . ≤ βm. Then, λk ≤ βk ≤ λk+n−m for k = 1, . . . ,m, and if m = n − 1, then
λ1 ≤ β1 ≤ λ2 ≤ β2 ≤ . . . ≤ βn−1 ≤ λn.
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The inertia of a symmetric matrixA is the triple
(
n+(A), n−(A), n0(A)
)
, where n+(A), n−(A)
and n0(A) denote the number of positive, negative and zero eigenvalues of A, respectively.
An n×n nonnegative matrix A is said to be reducible if there exists an n×n permutation
matrix Q such that QAQT =
(
A11 A12
0 A22
)
, where A11 is a r × r sub matrix with 1 ≤ r < n.
If no such permutation matrix Q exists, then A is said to be irreducible. Given an n × n
nonnegative symmetric matrix A, associate a graph G(A) on n vertices, say {u1, . . . , un}
such that there is an edge between the vertices ui and uj in G(A) if and only if the (i, j)
th
entry of A is nonzero. An n× n symmetric nonnegative matrix A is irreducible if and only
if G(A) is connected.
Now, let us collect some of the definitions related to graphs which will be used later. For
graph G, the complement of G, denoted by G, is a graph with vertices are same as that of
G, and two vertices vi and vj are adjacent in G if and only if vi and vj are not adjacent in
G. For two vertices vi, vj ∈ V (G), let P (vi, vj) denote the path joining the vertices vi and vj.
Let Kn and Pn denote the complete graph and the path on n vertices, respectively. A graph
G is said to be r-regular, if degree of each vertex of G is r. The star graph on n vertices,
denoted by K1,n−1, is the tree with one vertex having degree n− 1. The wheel graph Wn+1
on n + 1 vertices is the graph that contains a cycle Cn of length n, and a vertex v not in
the cycle such that v is adjacent to every vertex in Cn. The n-barbell graph Bn,n is the
graph obtained by connecting two copies of complete graph Kn by a bridge (cut edge). The
cocktail-party graph CP (n) is (2n− 2) regular graph with 2n vertices obtained by removing
n independent edges from K2n. Let G1 ∪G2 denote the disjoint union of graphs G1 and G2.
Then the complete product G1 ∨ G2 is the graph obtained from G1 ∪ G2 by joining every
vertex of G1 with every vertex of G2. The (m,n)-lollipop graph is the graph obtained by
joining a complete graph Km with a path graph Pn by a bridge. Usually the (m,n)-lollipop
graph is denoted by Lm,n. Let G and H be two graphs on disjoint vertex sets of order n
and m, respectively. Let {v1, . . . , vn} be the vertex set of G. The corona G ◦ H of G and
H is defined as the graph obtained by taking one copy of G and n disjoint copies of H, say
H1, . . . , Hn, and joining the vertex vi of G to every vertex in Hi, the i
th copy of H [6]. For
more details about graphs, we refer to [2, 7].
3 Proof of the conjecture
In this section, first we shall compute the -spectra of star on n-vertices. In Theorem 3.2,
we provide a solution to the conjecture [13, Conjecture 2]. Finally, we establish an alternate
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proof for the fact that, if T is a tree, then (T ) is irreducible.
Theorem 3.1. Let K1,n−1 be the star graph on n vertices. Then, det((K1,n−1)) = (−1)n−1(n−
1)2n−2, and spec(K1,n−1) =
{
(n− 2)±√n2 − 3n+ 3 −2
1 n− 2
}
. Further, if n ≥ 3, then
the least eigenvalue of (K1,n−1), n(K1,n−1) is -2.
Proof. Let K1,n−1 be the star graph on n vertices {v1, v2, . . . , vn}, where v1 is the vertex of
degree (n− 1). Then,
(K1,n−1) =
[
0 J1×n−1
Jn−1×1 2(Jn−1 − In−1)
]
.
Since 2(Jn−1−In−1) is an (n−1)×(n−1) nonsingular matrix, by Schur complement formula,
we have
det
(
(K1,n−1)
)
= det
[
2(Jn−1 − In−1)
]
det
[
0− J1×n−1
(
2(Jn−1 − In−1)
)−1
Jn−1×1
]
= (−1)n−2(n− 2)2n−2 det
[
J1×n−1
(
In−1 − Jn−1
)−1
Jn−1×1
]
= (−1)n−2(n− 2)2n−2 det
[ n− 1
1− (n− 1)
]
= (−1)n−1(n− 1)2n−2.
Now, the characteristic polynomial of (K1,n−1) is
det
(
(K1,n−1)− λIn
)
= det
[ −λ J1×n−1
Jn−1×1 2(Jn−1 − In−1)− λIn−1
]
By Schur complement formula, we have
det
(
(K1,n−1)− λIn)
)
= (−λ) det [2(Jn−1 − In−1)− λIn−1 − Jn−1×1(−λ)−1J1×n−1]
= (−λ) det [2(Jn−1 − In−1)− λIn−1 + 1
λ
Jn−1
]
= (−λ) det [(2 + 1
λ
)Jn−1 − (2 + λ)In−1
]
= (−λ)[(n− 1)(2 + 1
λ
)− (2 + λ)](−2− λ)n−2
=
(
λ2 − (2n− 4)λ− (n− 1))(−2− λ)n−2
=
[
λ−
(
(n− 2)±
√
n2 − 3n+ 3
)]
(−2− λ)n−2.
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So, spec(K1,n−1) =
{
(n− 2)±√n2 − 3n+ 3 −2
1 n− 2
}
.
Now, if n ≥ 3, then −2 is the least -eigenvalue of K1,n−1. Suppose not, then (n− 2) −√
n2 − 3n+ 3 < −2, that is, n <√n2 − 3(n− 1), which is not possible.
Theorem 3.2. Let T be a tree of order n, other than P2, and n(T ) be the least -eigenvalue
of T . Then, n(T ) ≤ −2 with equality if and only if T is the star.
Proof. Let T be a tree on n vertices, where n ≥ 3. we shall show that, the inequality
n(T ) < −2 holds for any tree T other than the star. Using this and Theorem 3.1, we can
conclude that the conjecture is true.
To show n(T ) < −2, we shall show that always there exists a 2× 2 principal submatrix
of (T ) such that one of whose eigenvalues is less than or equal to −3.
Let T be tree on n vertices, other than the star. Without loss of generality, let P (v1, vn)
be the longest path in T . Then, d(v1, vn) = k and 3 ≤ k ≤ n − 1. Since P (v1, vn) is the
longest path and d(v1, vn) = k, the eccentricities of v1 and vn are equal to k. Hence, the
(1, n)th entry of (T ) is k. That is, [
0 k
k 0
]
,
is a 2 × 2 principal submatrix of (T ). Now, the eigenvalues of the matrix
[
0 k
k 0
]
are
k,−k, with 3 ≤ k ≤ n− 1. Therefore, by interlacing theorem, (T ) must have an eigenvalue
less than or equal to −3. This completes the proof.
In the next theorem, we provide an alternate proof for [13, Theorem 1].
Theorem 3.3. The eccentricity matrix of a tree is irreducible.
Proof. Let T be a tree on n vertices with vertex set V (T ) = {v1, v2, . . . , vn}, and let (T ) be
the eccentricity matrix of T . Let P (v1, vn) be a path of longest length, say t, in T . Then v1
and vn must be pendant vertices in T. Let us relabel the vertices of the tree T with respect
to P (v1, vn) as follows: Let v1 = vs1 , vs2 , . . . , vst = vn be the vertices in P (v1, vn). Let Bsl
denote the collection of all branches at the vertex vsl , other than the branches containing the
vertices belong to the path P (v1, vn). Let Bs1 , Bs2 , . . . , Bst be the collection of all branches,
defined as above, at the vertices vs1 , vs2 , . . . , vst , respectively. Note that, Bs1 and Bst are
empty.
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To prove (T ) is irreducible, it is enough to show that the underlying graph G((T )) of
(T ) is connected. We shall prove that, for every vj ∈ {2, 3, . . . , n− 1}, either (T )1j 6= 0 or
(T )nj 6= 0, so that G((T )) is connected.
Suppose that, for some vertex vj, both (T )1j = 0 and (T )nj = 0. Then there is a vertex
vk in T such that d(vj, vk) > d(v1, vj) and d(vj, vk) > d(vn, vj).
Case(I): If vj∈ P (v1, vn), then either the path P (v1, vk) or the path P (vn, vk) has length
larger than the length of the path P (v1, vn) in T , which is not possible.
Case(II): Let vj and vk be in same Bsi , for some i = 2, . . . , t− 1. If vj∈ P (v1, vk), then
either the path P (v1, vk) or the path P (vn, vk) have length larger than length of P (v1, vn),
which contradicts that P (v1, vn) has maximum length in T.
Suppose vj /∈ P (v1, vk). Let vl be the vertex in P (vj, vk) such that d(v1, vl) is minimum
among all the vertices in the path P (vj, vk). Therefore, d(vk, vl) > d(v1, vl), and hence
d(vsi , vk) > d(vsi , v1). Adding d(vn, vsi) on both the sides in d(vsi , vk) > d(vsi , v1), we get
d(vn, vsi) + d(vsi , vk) > d(vn, vsi) + d(vsi , v1). That is, d(vn, vk) > d(vn, v1), which is not
possible.
Case(III): Let vj and vk be in the branches corresponding to different vertices in the path
P (v1, vn), say, vj ∈ Bsh and vk ∈ Bsi . Without loss of generality, assume that the vertex vsh
is nearer to v1 than the vertex vsi . Since, d(vj, vk) > d(vj, vn), we have d(vsi , vk) > d(vsi , vn).
Now, adding d(v1, vsi) on both sides, we get d(v1, vsi) + d(vsi , vk) > d(v1, vsi) + d(vsi , vn).
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That is, d(v1, vk) > d(v1, vn), which is again a contradiction.
Hence, either (T )1j 6= 0 or (T )nj 6= 0, which proves that the underlying graph G((T ))
is connected, and hence (T ) is irreducible.
4 -spectra of some classes of graphs
In this section, we compute -eigenvalues of some classes of graphs. First, we compute the
-spectrum of corona of any graph G with the complete graph on n-vertices. Surprisingly,
the spectrum of the corona does not depend on the structure of the graph G.
Theorem 4.1. Let Kn be the complete graph on n vertices, and let G be any connected graph
on m vertices. Then
spec(Kn ◦G) =
{
0 −λ1 −λ2 λ1(n− 1) λ2(n− 1)
n(m− 1) n− 1 n− 1 1 1
}
,
where λ1 and λ2 are the roots of x
2 − 3mx− 4m = 0.
Proof. Let Kn be the complete graph on n vertices, and let G be any connected graph
on m vertices. Then, the graph Kn ◦ G consists of n vertices of the complete graph Kn
which are labeled using the index set {1, 2, . . . , n}, and n disjoint copies G1, G2, . . . , Gn of
G. Choose an arbitrary ordering g1, g2, . . . , gm of the vertices of G, and label the vertices of
Gi corresponding to gk by the indices i+ nk [10].
Under this labeling, the eccentricity matrix of Kn ◦ G is given by (Kn ◦ G) = A ⊗ B,
where A =
[
0 2J1×m
2Jm×1 3Jm
]
and B = Jn − In.
By Lemma 2.3, we have σ(A) =
{
0 3m±
√
9m2+16m
2
(m− 1) 1
}
and σ(B) =
{ −1 (n− 1)
(n− 1) 1
}
.
Now, by Lemma 2.4, the spectrum of A⊗B is
σ(A⊗B) =
{
0 −λ1 −λ2 λ1(n− 1) λ2(n− 1)
n(m− 1) n− 1 n− 1 1 1
}
,
and hence
spec(Kn ◦G) =
{
0 −λ1 −λ2 λ1(n− 1) λ2(n− 1)
n(m− 1) n− 1 n− 1 1 1
}
.
Example 4.1. Let us illustrate the labeling process which is used in the above theorem with
the following particular example:
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Remark 4.1. Instead of taking n copies of the graph G, if we take n different connected
graphs G1, . . . , Gn with m vertices and add the vertex vi of Kn to every vertex of Gi, i =
1, 2 . . . , n, then also we get the same spectrum as in Theorem 4.1. Thus, we can construct
infinitely many pairs of non-isomorphic graphs with same -spectra.
The following result is known about the -spectrum of complete product of a graph G
with the complete graph K1.
Theorem 4.2. [13, Lemma 3.6] Let G be a r-regular graph with diameter 2, and let r, λ2, . . . , λn
be the eigenvalues of the adjacency matrix of G, then
(G ∨K1) =
[
2A(G) Jn×1
J1×n 0
]
,
and
spec(G ∨K1) =
{
(n− r − 1)±√(n− r − 1)2 + n −2(λ2 + 1) . . . −2(λn + 1)
1 1 1 1
}
.
Using the above theorem, next we shall compute the eigenvalues of the wheel graph.
Theorem 4.3. Let Wn+1 be the wheel graph on n+ 1 vertices, with n ≥ 4. Then,
spec(Wn+1) =
{
(n− 3)±√(n− 3)2 + n −2(λ2 + 1) . . . −2(λn + 1)
1 1 1 1
}
.
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Proof. Let Cn be a cycle of length n(n ≥ 4). Since the cycle is a 2-regular graph, 2 is an
eigenvalue of the adjacency matrix of Cn. Let the eigenvalues of adjacency matrix of Cn be
2, λ2, . . . , λn.
It is easy to see that
(Wn+1) =
[
2A(Cn) Jn×1
J1×n 0
]
.
Now the result follows from Theorem 4.2.
In the next theorem, we compute the -spectra of the barbell graphs.
Theorem 4.4. Let Bn,n be the n-barbell graph. Then,
spec(Bn,n) =
{
0 3(n−1)±
√
9n2−2n−7
2
−3(n−1)±
√
9n2−2n−7
2
2(n− 2) 1 1
}
.
Proof. Let Kn be the complete graph on n vertices with vertex set {v1, v2, . . . , vn}, and let
us consider a copy of Kn with vertex set {w1, w2, . . . , wn}. Let Bn,n be the barbell graph
obtained by joining the vertices of v1 and w1 in the two copies of Kn. Then, the eccentric
matrix of Bn,n is given by
(Bn,n) =
[
0n×n An×n
An×n 0n×n
]
,
where
A =
[
0 2J1×n−1
2Jn−1×1 3Jn−1
]
.
From Lemma 2.3, we get
σ(A) =
{
0 3(n−1)±
√
9n2−2n−7
2
(n− 2) 1
}
.
Now, by Lemma 2.1, the spectrum of the matrix (Bn,n) is the union of eigenvalues of A and
−A. That is,
spec(Bn,n) =
{
0 3(n−1)±
√
9n2−2n−7
2
−3(n−1)±
√
9n2−2n−7
2
2(n− 2) 1 1
}
.
In the next theorem, we compute the -spectrum of the cocktail-party graph.
Theorem 4.5. Let CP (n) be the cocktail-party graph on 2n vertices. Then,
spec(CP (n)) =
{
2 −2
n n
}
.
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Proof. Let K2n be the complete graph on 2n vertices. Let us delete the n disjoint edges
from the complete graph K2n to obtain CP (n) as follows: First label K2n using the indices
{1, 2, . . . , 2n} in clockwise direction, and then delete the edges eij, for i = 1, . . . , n; j =
n + 1, n + 2, . . . , 2n, only when i ≡ j( mod n). Then, the eccentricity matrix of CP (n) is
given by

(
CP (n)
)
=
[
0n×n 2In×n
2In×n 0n×n
]
.
Therefore, by Lemma 2.1, we have
spec(CP (n)) =
{
2 −2
n n
}
.
Theorem 4.6. Let Kn1,...,nk be the complete k-partite graph such that
∑k
i=1 ni = n;ni ≥ 1
and k ≤ n− 1. Then,
spec(Kn1,...,nk) =
{
(−2)n 2(n1 − 1) 2(n2 − 1) . . . 2(nk − 1)
n− k 1 1 . . . 1
}
.
Proof. The eccentricity matrix of Kn1,...,nk is given by
(Kn1,...,nk) =

2(Jn1 − In1) 0 . . . 0
0 2(Jn2 − In2) . . . 0
...
...
. . .
...
0 0 . . . 2(Jnk − Ink)
 .
Therefore, the spectrum of (Kn1,...,nk) is the union of eigenvalues of 2(Jn1 − In1), 2(Jn2 −
In2),. . ., 2(Jnk − Ink).
In [13], the authors established that if G is a r-regular graph with diameter 2, then
(G ∨G) =
[
2A(G) 0
0 2A(G)
]
.
In the next theorem, we consider complete product of two non-complete graphs. If the
eigenvalues of adjacency matrices of G1 and G2 are known, then the -spectrum of G1 ∨G2
is the union of the spectra of A(G1) and A(G2).
Theorem 4.7. If G1 and G2 be any two non-complete connected graph, then
(G1 ∨G2) =
[
2A(G1) 0
0 2A(G2)
]
.
Proof. Easy to verify.
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5 Inertia of eccentricity matrices of some classes of
graphs
In this section, we compute the -inertia of lollipop graph and path graph. To begin with
we compute the inertia of lollipop graph Lm,n(n ≥ 2).
Theorem 5.1. The inertia of the eccentricity matrix of lollipop graph Lm,n (n ≥ 2) is
(2, 2,m+ n− 4).
Proof. Let Km be the complete graph on m vertices with vertex set {1, . . . ,m}, and let Pn
be the path on n vertices with vertex set {m + 1, . . . ,m + n}. Form the (m,n)- lollipop
graph by joining vertex m of Km with the vertex m+ 1 of Pn.
Case(I): Let n be an even integer, say n = 2k. Then, the eccentricity matrix of Lm,n is
given by
(Lm,n) =
[
0m×m Am×2k
At2k×m 02k×2k
]
,
where,
A =

j + 1 if j = k, k + 1, . . . , 2k and i = 1, 2, . . . ,m− 1,
j if j = 2k and i = m,
0 otherwise.
It is easy to see that, (Lm,n) has rank 4.
Case(II) Let n be an odd integer, say n = 2k+ 1. Then, the eccentricity matrix of Lm,n
is given by
(Lm,n) =
[
0m×m Bm×2k+1
Bt2k+1×m 02k+1×2k+1
]
,
where,
B =

j + 1 if j = k, k + 1, . . . , 2k + 1 and i = 1, 2, . . . ,m− 1,
j if j = 2k + 1 and i = m,
0 otherwise.
It is clear that, the rank of (Lm,n) is 4.
Therefore, in both cases, the multiplicity of zero as an eigenvalue of (Lm,n) is m+n− 4.
Let C denote the (m+ n− 1)× (m+ n− 1) principal submatrix of (Lm,n) obtained by
deleting the (m+ n)th row and the (m+ n)th column. Therefore, C =
[
0 D
Dt 0
]
, where D
is an m × n − 1 matrix with rank 1, and therefore rank(C) = 2. Since tr(C) = 0, it has
one positive eigenvalue and one negative eigenvalue. Since, tr((Lm,n)) = 0,(Lm,n) has at
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least one positive and at least one negative eigenvalue. We claim that (Lm,n) has exactly
two positive eigenvalues and two negative eigenvalues.
Suppose not. Then, without loss generality, the matrix (Lm,n) has 3 negative eigenvalues
and 1 positive eigenvalue. Then, by interlacing theorem, the (m + n − 1) × (m + n − 1)
principal submatrix C has two negative eigenvalues and one positive eigenvalue, which is
not true. Similarly, if (Lm,n) has 3 positive eigenvalues and 1 negative eigenvalue, then,
again by interlacing theorem, the (m+ n− 1)× (m+ n− 1) principal submatrix B has two
negative eigenvalues and one positive eigenvalue. Hence, the inertia of (Lm,n) (n ≥ 2) is
(2, 2,m+ n− 4).
In the next theorem, we compute the inertia of the path graph.
Theorem 5.2. Let Pn be the path on n vertices. Then, the inertia of eccentricity matrix
(Pn) is (2, 2, n− 4).
Proof. Let Pn be the path on n vertices with vertex set {1, 2, . . . , n}, and let (Pn) be its
eccentricity matrix. Then
(Pn)ij =

j − 1 if i = 1 and j = [n
2
] + 1, [n
2
] + 2, . . . , n,
j − i if j = n and i = 2, 3, . . . , [n
2
],
0 otherwise,
where [n
2
] denotes the greatest integer not greater than n
2
. Clearly, the rank of the eccentricity
matrix (Pn) is 4, and hence the algebraic multiplicity of 0, as an eigenvalue of (Pn), is n−4.
Now, consider the 3 × 3 principal submatrix B of (Pn) obtained by taking 1st, (n − 1)th,
and nth rows and columns of (Pn). Then
B =
 0 n− 2 n− 1n− 2 0 0
n− 1 0 0
 ,
and the eigenvalues of B are −√(n− 1)2 + (n− 2)2, 0,√(n− 1)2 + (n− 2)2. Therefore, by
interlacing theorem, (Pn) has two positive and two negative eigenvalues. Thus, the inertia
of (Pn) is (2, 2, n− 4).
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