Abstract. A pharmacokinetic-pharmacodynamic mathematical model is developed for cellular pharmacology of chemotherapeutic drugs for which the decisive step towards cell death occurs at a point in the cell cycle, presumably corresponding to a cell cycle checkpoint. For each cell, the model assumes a threshold level of some intracellular species at that checkpoint, beyond which the cell dies. The threshold level is assumed to have a log-normal distribution in the cell population. The kinetics of formation of the lethal intracellular species depends on the drug, and on the cellular pharmacokinetics and binding kinetics of the cell. Specific models are developed for paclitaxel and for platinum drugs (cisplatin, oxaliplatin and carboplatin). In the case of paclitaxel, two separate mechanisms of cell death necessitate a model that accounts for two checkpoints, with different intracellular species. The model was tested on a number of in vitro cytotoxicity data sets for these drugs, and found overall to give significantly better fits than previously proposed cellular pharmacodynamic models. It provides an explanation for the asymptotic convergence of dose-response curves as exposure time becomes long.
INTRODUCTION
Mathematical models for cellular pharmacology of anticancer drugs have several applications in the optimization and individualization of therapy, and in screening for new drug combinations. Given the expense and time-consuming nature of clinical trials and animal studies, quantitative predictive models are useful in assessing different possible choices of dose and schedule for drug administration. Even for single agents, optimal therapeutic choices are not always known. For example, Briasoulis et al. (1) noted that the optimal schedule and dosage for administration of paclitaxel has not yet been defined. The use of drugs in combination, the development of complicated drug delivery systems such as liposomes or nanoparticles, and the administration of drug therapy in conjunction with other modalities such as hyperthermia, all further complicate the question of optimal delivery. These systems introduce new variables that can be adjusted in a clinical setting in order to achieve the most favorable response: for drugs in combination, the ratio of doses and sequence of delivery. While these additional variables represent new opportunities to optimize therapy, they also lead to an increased need for a rational basis for deciding among the possibilities, given limited data and the infeasibility of exploring more than a very small sample of available treatments through clinical trials or animal models. Mathematical models predicting response for a given cellular drug exposure over time provide an important part of such a rational basis.
Mechanistic models for drug pharmacology also offer potential for improved understanding of differences in response between in vitro and in vivo conditions. In vitro assays are used to screen for new drug combinations, and are regarded as having great potential as a means for individualizing therapy (2) . A key aspect in realizing the potential of this approach will be improved methods for predicting in vivo response based on in vitro data. It is known that cells in vivo generally have a lower proliferation rate, an altered rate of drug uptake, and a different level of target expression than cultured cells. The distribution of sensitivity in vivo may be altered, and may shift in time, as resistance develops. In mechanistic models for pharmacodynamics, the effect of these separate factors on response can be tested explicitly, offering the potential for predicting how in vitro-in vivo differences will affect response.
Several mathematical models for cellular pharmacology have been proposed in the literature. Some models are drugnonspecific (intended to apply to all drugs), while others are drug-specific. El-Kareh and Secomb (3) reviewed the drugnonspecific models including the AUC model, which has both an exponential form (4) and a Hill equation form (5, 6) , the C are summarized in Table I . As noted by El-Kareh and Secomb (6, 12) , these models have in common that they predict that dose-response curves for a given exposure time continue to shift towards lower concentration (i.e., IC 50 continues to decrease) as the exposure time increases. In other words, they predict that response at any concentration continues to improve as the exposure time gets longer. This assumption appears to be contradicted by experimental data for most chemotherapeutic drugs in widespread clinical use, as can be seen from the data of Au et al. (13) for paclitaxel, Eliaz et al. (14) and Vrignaud et al. (15) for doxorubicin, Minderman et al. (16) for irinotecan, and Parsons (17) for melphalan. All these data sets show the response asymptotically approaching a limit as exposure time becomes long.
Drug-specific models have included the transit compartment model of Lobo and Balthasar (18) for methotrexate, the DNA crosslink model of Miyagi et al. (19) for nedaplatin, and the peak concentration models of El-Kareh and Secomb (6, 12) for cisplatin and doxorubicin. The model of Lobo and Balthasar (18) involves a rate of cell kill that depends on the concentration of a cellular drug species. This concentration is related through a series of linear kinetic equations to the extracellular concentration; therefore, in common with the above-mentioned drug-nonspecific models, the Lobo and Balthasar (18) model predicts continually increasing response with increasing exposure time. A similar transit-compartment model has successfully fit in vivo data (20) , where response depends on a number of additional factors besides cellular pharmacodynamics, including drug transport and plasma pharmacokinetics. Of these models, only the peak concentration models of El-Kareh and Secomb (6, 12) and the DNA crosslink model of Miyagi et al. (19) are able to reproduce the asymptotic convergence to a single limiting dose-response curve at long exposure time.
The peak concentration models of El-Kareh and Secomb (6, 12) are able to satisfactorily describe a number of literature data sets, but they offer no means of predicting how shifts in the distribution of cells over the cell cycle affect response. Understanding such cell cycle effects is important in modeling response to drug combinations, as many chemotherapeutic drugs cause accumulation of cells in one cell cycle phase, often resulting in a significant effect on response to another drug used in combination. This effect may take the form of schedule dependence and possibly antagonism (21) , if cells fail to reach the cell cycle phase where the second drug is active. Further, proliferative status appears to be an important factor in druginduced cell kill, even for drugs not generally classified as "cellcycle specific" or "cell-cycle phase-specific", such as cisplatin (22, 23) . Quiescent and slowly proliferating cells have significantly lower response to nearly all conventional chemotherapeutic drugs (24, 25) . Given this importance of cell cycle progression, there is a need for cellular pharmacologic models that include the effects of distribution of cells over the cell cycle. In this paper, the simultaneous cellular pharmacokineticpharmacodynamic approach adopted by El-Kareh and Secomb (6, 12) will be applied to develop mathematical models for cellular pharmacology that include cell cycle effects, for the anticancer drugs paclitaxel, cisplatin, oxaliplatin and carboplatin.
The cell cycle phase-specific models of Gardner (11), Lobo and Balthasar (18) , as well as several other mathematical models developed to describe tumor response to cell cycle specific drugs (26) (27) (28) (29) , have in common the assumption that during a specific phase of the cell cycle of finite duration, cells are drug sensitive. They assume a rate of cell kill that depends on the instantaneous concentration of either extracellular drug or (in the Lobo and Balthasar (18) transit compartment model case) some intracellular species, and that applies throughout this phase. The data of Donaldson et al. (30) offer a different picture of cell cycle effects for the drugs cisplatin and paclitaxel. There, the IC 50 is plotted vs. length of time between resumption of cycling, for cells that were initially quiescent, after a pulse exposure of 1 h. For cisplatin, the IC 50 shows a single minimum over the cell cycle time, and for paclitaxel, there are two minima, apparently corresponding to two mechanisms of paclitaxel cell kill (31, 32) . As Donaldson et al. (30) noted, this data is suggestive not of a sensitive phase during which cell kill occurs, but rather that cell death is associated with traversal of a particular point in the cell cycle while cellular drug is present. This observation of a critical point in the cell cycle at which the cell embarks on a lethal pathway forms the basis for cell cycle effects in the models developed below. Because the critical point probably corresponds to what is generally called a "cell cycle checkpoint" (a point in the cell cycle at which a cell either continues cycling or embarks on the apoptosis pathway), the models developed here will be referred to as "cell cycle checkpoint models".
MATERIALS AND METHODS
Model Assumptions. The basic assumptions of the pharmacokinetic-pharmacodynamic model are as follows: (1) death of an individual cell occurs if some measure D of drug-induced damage exceeds a threshold level for that cell; (2) the thresholds are heterogeneously distributed in the cell population, with a probability density P(D); (3) the damage D is defined as the maximal value of intracellular concentration c k of the lethal form of the drug that is reached at a specific point (checkpoint) in the cell cycle. The model is a generalization of the peak-concentration models of El-Kareh and Secomb (6, 12) , in which the damage D was defined as the peak value over time of the concentration, independent of the cell cycle, i.e., D=c k (t m ) where t m is the time of maximum concentration. Model notation is summarized in Table II. These model assumptions are based on observed features of experimental in vitro dose-response data. In such experiments, all cells are subjected to the same growth conditions and drug exposure. The fact that the resulting cell kill is a smooth, sigmoidal function of drug exposure implies heterogeneity in cellular response, represented here by the distribution P(D) of the damage threshold. If all cells succumbed at the same drug exposure levels, dose-response curves would be step functions. For several drugs including paclitaxel (13) and cisplatin (33) , the dose-response curves converge to a limiting curve as exposure time becomes large. Such behavior is inconsistent with models in which cell kill depends on the time integral of a function of concentration, because increasing exposure time would then always increase cell kill. However, the convergence of dose-response curves at long exposure times is predicted by peak-concentration models in which intracellular drug concentration approaches a limiting value with prolonged exposure (6, 12) . 
can be set to 1)
Cell cycle checkpoint model (paclitaxel) Present study In some cases, the cell cycle time t c and the saturation parameter C 1 are obtainable from separate experimental data. Also, for some data sets saturation for the second mechanism occurs outside the observed range of concentrations, effectively reducing C 2 to zero or infinity (see text)
c Experimental values of the cell cycle time may be available; the model may reduce to one of the simplified forms
Distribution of Threshold for Cell Kill. If the threshold damage level D for cell kill has a probability distribution P(D), the survival fraction (relative to controls) is given by
Previously, survival curves have frequently been represented using Hill-type equations (6, 10, 12) :
However, these equations have the unrealistic property that the probability density goes to infinity rather than to zero as D approaches zero, if n<1. Low values of n correspond to highly heterogeneous populations. To avoid this problem, a lognormal probability density is assumed here, so that P(D) → 0 as D → 0 for all parameter values:
where D 0 is a constant such that ln(D/D 0 ) has zero mean, and h 2 is the variance of ln(D/D 0 ), a measure of population heterogeneity. This distribution gives sigmoidal dose-response curves similar to those given by the Hill-type equation.
Effect of Cell Cycle. In an asynchronous cell population, cells pass through the checkpoint at different times, which do not generally coincide with the instant of maximum concentration. To take this into account, the damage D is defined as the average over all cells of the maximum value of c k (t) occurring at a checkpoint. Under the assumptions that all cells cycle with a fixed cycle time t c , that the phase shifts of cells are uniformly distributed over the cell cycle, and that c k (t) rises to a maximum at t m and then decays, it follows that
where δ is chosen to maximize the integral, or, equivalently, to satisfy the condition that c k (t m −δ)=c k (t m +t c −δ). Typically, t m =T, the exposure time, under in vitro conditions. As illustrated in Fig. 1 , c k (t) is averaged over an interval that includes all possible checkpoints at which c k is maximal for some cell in the population.
Cellular Pharmacokinetics for Paclitaxel. Kuh et al. (34) examined the uptake of paclitaxel by human breast MCF tumor cells in monolayer cultures and found that the intracellular concentration reached a plateau within 3 h of exposure. The cytotoxicity data sets considered here (13, 35, 36) are for exposure times of 3 h or longer, for which this equilibration can be approximated as instantaneous. The observed plateau level depended nonlinearly on extracellular concentration, implying that the uptake was saturable. Based Time at which maximum value of c k occurs on these observations, the relationship between intracellular concentration c i and the extracellular concentration C is here assumed to be:
where k 1 and C 1 are constants that are determined by fitting cytotoxicity data and T is the exposure time. This is a simplified version of the model developed by Kuh et al. (34) , assuming equilibrium conditions and neglecting depletion and protein binding of the drug in the extracellular medium and paclitaxel-induced amplification of the expression of its own cellular target tubulin. Information regarding the kinetics of formation of the active bound intracellular species of paclitaxel is not available. Here, we assume for simplicity that the concentration of this lethal species is proportional to the total intracellular concentration. The constant of proportionality can be absorbed into other unknown constants, so we let c k =c i . From Eq. 4, the damage is:
Several studies show that paclitaxel has two major mechanisms of action (31, 32, 37, 38) , corresponding to blocks occurring at checkpoints in the G 1 and G 2 M phases of the cell cycle. Torres and Horwitz (38) found that these mechanisms were concentration-dependent, with a transition at an extracellular concentration around 9 nM. Sena et al. (31) found that the G 2 M block mechanism did not become significant until the concentration was at least 50 nM. The dose-response curves of Au et al. (13) show a substantial decline in survival with increasing extracellular concentration in the range 10-50 nM. This decline occurs at all the observed exposure times (3-96 h), suggesting that the G 2 M block mechanism is not strongly dependent on exposure time. The study of Donaldson et al. (37) offers an explanation for this. It was found that additional washes significantly increased the IC 50 of G 1 /S populations, but had no effect on G 2 M populations, implying that the lesions formed in mitotic cells were stable. In such a case, the effect of the exposure is the same whether it occurs before or during the critical cell cycle point in an actively cycling cell. Averaging over phase shift of the cell population is not required. A damage term consistent with this is
Multiple Damage Mechanisms. The pharmacodynamic model for paclitaxel requires a method to estimate the combined effect of two damage mechanisms, Eqs. 6 and 7. As in our study of doxorubicin (6), we assume that the effect can be described by the "additive damage" model, in which total damage is represented as an exponent-weighted sum of damage from the two mechanisms:
with survival again given by Eq. 3. The rationale for the exponents q and p in this expression is that they allow for different levels of heterogeneity in the thresholds for the two mechanisms. The final model equation obtained by combining Eqs. 8 and 3 is shown explicitly in Table I . An alternative "independent damage" model was also considered:
where D 10 , D 20 , h 1 and h 2 are constants. This model predicts cell kill if the two damage mechanisms act completely independently: That is, not only do they have no target in common, but also each damage mechanism does not weaken the cell in a way that creates greater susceptibility to the other damage mechanism. With this assumption, the probability of survival from both damage mechanisms is, by basic probability theory, the product of the survivals for each one by itself. Therefore, S=S 1 ×S 2 , where S 1 and S 2 are the survival if only damage D 1 or damage D 2 , respectively, is present, from Eq. 3. This independent survival model was used by Kern (39) for describing the combined effect of two different drugs.
Cellular Pharmacokinetics for Platinum Drugs. To determine c k (t) for platinum drugs, cellular pharmacokinetic models are used, based on cell uptake data of Troger et al. (33) for cisplatin. In the cases of oxaliplatin and carboplatin, no comparable data set for cellular uptake including a range of exposure times and concentrations could be found. Hatched region: interval of integration in Eq. 3. This interval includes all possible checkpoints at which the concentration c k of the lethal species is maximal for a particular cell. The time t m at which lethal species concentration peaks is equal to the exposure time T for the cases modeled in this study, because intracellular concentrations decay rapidly when extracellular exposure is stopped. For a general drug, however, t m may be larger than T, depending on the cellular pharmacokinetics. Notation in Table II However, there is much evidence for similarity in the mechanisms of uptake of platinum drugs. Hector et al. (40) and Mishima et al. (41) found that cellular uptake of oxaliplatin, like that of cisplatin, is linear with extracellular concentration. The aquated species of cisplatin and carboplatin that are assumed active (the positively charged diaquo compound) are identical. Binks and Dobrota (42) found that uptake of carboplatin and cisplatin was nonsaturable up to a concentration of 1.0 mM. Based on these considerations, we assume here that a single cellular pharmacokinetic model applies to all three platinum drugs. This is further supported by Ghezzi et al. (43) who studied the three platinum drugs and concluded that the data primarily supported the same mechanism of passive diffusion through the membrane for all three drugs.
We previously developed a model for cisplatin uptake (12) in which rates of uptake and efflux are linearly dependent on the extracellular concentration C and the unbound intracellular concentration c i :
based on the assumption that cisplatin uptake occurs by passive diffusion. While this assumption has been questioned (44), the linearity of cisplatin uptake with extracellular concentration is nevertheless experimentally well-established (12) . Cisplatin is active in its aquated form; the aquation reaction is the rate-limiting step (44) and occurs slowly at physiological (i.e., extracellular) pH, but more rapidly at intracellular pH. The aquated form crosses the cell membrane much faster than neutral cisplatin. These kinetics are summarized in Fig. 2a . The success of Eq. 10 in describing cisplatin uptake (12) suggests the use of simplified kinetics for total cisplatin (Fig. 2b) . Figure 2a shows that intracellular nonbound platinum concentrations rapidly go to zero once extracellular concentration goes to zero, firstly because the aquated species crosses the membrane rapidly, and secondly because intracellular platinum is readily aquated. Thus, it is assumed here that c i goes instantaneously to zero when c e goes to zero. This assumption was also made in our previous study (12) , although a detailed explanation was not provided there.
With Eq. 10 representing the kinetics of the rate-limiting step of cisplatin aquation, the subsequent formation of the lethal intracellular platinum species (through binding with DNA and adduct formation) occurs much faster, so that the concentration c k of this lethal species is essentially proportional to the intracellular free drug concentration. As before, we let c k =c i . Once drug exposure is discontinued, the kinetics governing the lethal species concentration c k is no longer described by Eq. 10, since the process is now dominated not by formation of the hydrolyzed species, but rather by the repair of DNA lesions. As in our previous model, this repair is assumed to be governed by first-order kinetics:
The DNA repair after exposure is relevant to the response because some cells may reach the critical cell cycle phase after exposure is discontinued. Their response depends on the length of the interval between cessation of exposure and the critical cell cycle point, during which DNA lesions are being repaired. Eqs. 10 and 11 lead to the following equation for the lethal species concentration:
Equations 3, 4 and 12 form the cellular pharmacokineticpharmacodynamic model for the platinum drugs in the case of exposure at constant extracellular concentration C for a period T followed by washing and drug-free incubation. The case of variable extracellular concentration, such as occurs in vivo, can be modeled by integrating Eqs. 10 and 11 with the time-varying function C(t) substituted for constant C.
In the special case where the parameter k″ is very small, so that the time scale 1/k″ for repair is very long compared to the cell cycle time, this model simplifies to a "peak intracellular" model similar to the one discussed by El-Kareh and Secomb (12), the only difference being that the log normal form of Eq. 3 is used here instead of a Hill equation (Eq. 2). In this special case, cytotoxicity depends only on the peak intracellular concentration achieved over the entire exposure, and this peak is reached at t=t exp . A further reduction of the model occurs in the case when the time scale for equilibration of cellular uptake (1/k′) is much longer than the exposure times t exp . In such cases the model reduces to an extracellular AUC model. The equations for these cases are shown explicitly in Table I along with the full cell cycle checkpoint model for platinum drugs.
Parameter Estimation. The mathematical models for cellular pharmacology described above were fit to a number of data sets, including those of Troger et al. The data points were extracted from these publications by manually reading the plots, with the exception of the data of Hassan et al. (36) , which the author provided in numerical form. In that data set, the relative survival values Fig. 2 . a Schematic depiction of cellular pharmacokinetics of cisplatin. Aquated form is active. Aquation is slow in the extracellular environment at physiological pH, but rapid intracellularly. Nonaquated cisplatin is exchanged more slowly than the aquated form. b Simplified kinetics assumed in present model. Total cisplatin is considered for several exposure times were significantly above 1 at low concentrations. This unrealistic behavior was interpreted as resulting from random errors in the measured control survival values at zero concentration. Therefore, the relative survival values for the five lowest concentrations were averaged and this value was used to renormalize the data.
Not all the parameters used in the derivation of the above models are independent. In the case of the independent model, it can be shown that the parameters D 10 and D 20 in Eq. 9 can be set to 1 without loss of generality, for the case here in which the kinetic parameters k 1 and k 2 appearing in Eqs. 6 and 7 are estimated from cytotoxicity data, because cellular uptake data is unavailable. For the additive damage model, it can be shown that k 1 and D 0 are not independent. Therefore, the choice was made to set k 1 =1, and the notation of the additive damage model was simplified to that of Table I . For paclitaxel, then, in the most general case, seven parameters remain to be fit. However, for all but one cell line, the parameter h could be set to 1. The rationale for this simplification is that if at any exposure time and concentration, one of the two cell damage mechanisms is dominant, the parameter h becomes redundant because it can be absorbed into the values of the exponents q and p. Only in the transition regime where both mechanisms are of the same magnitude must h be fitted as an independent parameter. This transition regime was found in all but one case to not contribute significantly. Further, for several cell lines, experimental values of the cell cycle could be used so that t c was not fitted. Finally, an experimental value for the parameter C 1 (the saturation parameter for cellular uptake of paclitaxel) is given by Kuh et al. (34) as 4.93 nM for MCF-7 cells. While this parameter can be expected to vary across cell lines, it was found that this value applied to many of the cell lines considered here. For some cell lines, the data lay in a regime where saturation of the second mechanism was never observed (meaning that effectively C 2 =infinity), or occurred at a concentration lower than the range sampled (effectively C 2 =0). Following on these various considerations, the number of fitted parameters for the paclitaxel model ranged from three to seven.
For the platinum drugs, k/k′ in Eq. 12 was set equal to 1 without loss of generality, leaving five fitted parameters. For most cell lines, an experimental value of t cyc from the literature was used, leaving only four parameters to be fit. The parameters were estimated from the cytotoxicity data using the minimization routine "NMinimize" in the software package Mathematica 5.0 (Wolfram Research, Inc., Champaign, IL, USA). The criterion for best-fit was minimization of the root-mean-square deviation of the predicted from the experimental values for survival relative to controls. Because the values for survival relative to controls lie between 0 and 1, and all data sets used here did not include the very low survival regime, no weighting was used. In some cases, convergence to the best fit values could be accelerated by first using the Hill-type model, and then using the pharmacokinetic parameters obtained from this fit as initial estimates for the lognormal model. Confidence regions at 95% confidence level were obtained for all parameter fits using the log-likelihood method discussed by Vugrin et al. (49) . For multiparameter nonlinear regression, the confidence regions are in general not rectangular (49) . To obtain a confidence interval for each When an experimental value for the cell cycle time of untreated cells in vitro is available from the literature, it is listed in parentheses after the cell line name. For the cell cycle checkpoint models, which include cell cycle time t c as a parameter, the value of t c corresponding to the RMS deviation is indicated in parentheses. In some cases, the RMS deviation was lower at a fitted cell cycle time than at the experimentally measured value, and both results are indicated. parameter, first the parameter was varied alone, with the values of other parameters fixed, and the log-likelihood test was applied. Because the residual error function is nonlinear, the confidence interval obtained by this method was generally not symmetrical about the best-fit value of the parameter. To account for the non-rectangular shape of the confidence region, a second estimate of the confidence interval was obtained as follows. The residual error was linearized about the point of best fit in parameter space; as discussed by Vugrin et al. (49) , this approximates the confidence region as ellipsoidal. The matrix of second derivatives of the residual error function with respect to the parameters was computed. The eigenvectors of this matrix represented the major and minor axes of the ellipsoidal linearized confidence region.
The extreme values of the parameters at the vertices of the ellipsoid were then estimated by determining the point in parameter space along the line determined by each eigenvector at which the residual error equaled its 95% confidence value. The final confidence interval for each parameter reported in the tables represents the maximum of the ranges determined by the two methods described. This approach corresponds to projecting the multidimensional confidence region onto the parameter axes. It is important to note that reporting ranges on individual parameters represents a very conservative estimate, since the resulting rectangular confidence region is much larger than the ellipsoidal region obtained by the log-likelihood method (49) . Table III (11) was not included because inconsistencies in the mathematical formulation could not be readily resolved.] In virtually every case, the cell cycle checkpoint model with additive damage gives the lowest RMS deviation from the corresponding experimental data. Figures 3 and 4 show fits to data of Au et al. (13) for the DU-145 and SKOV-3 (ovarian) human cell lines, respectively, for the cell cycle checkpoint model, as well as the two next best performing models (C n T and Levasseur et al. (10) ). The cell cycle checkpoint model provides a much closer fit to the experimental dose-response behavior at short exposure times, and is better able than the other models to represent the changes in steepness of the dose-response data with exposure time.
RESULTS

Results for Paclitaxel.
The cell cycle checkpoint model was also tested assuming a single mechanism of damage, as in Eq. 6. The resulting dose-response curves showed plateaus at high concentration that varied with exposure time, and could not provide a satisfactory fit to the experimental data of Au et al. (13) (Figs. 3 and 4) which show a tendency to converge at a relative survival that is at or near zero, with this downward tendency becoming evident at concentrations around 50 nM or more. Introduction of a second mechanism for damage is therefore essential to this model. Tables V, VIII and IX compare the RMS deviations between model values and experimental data for the three platinum drugs cisplatin, oxaliplatin and carboplatin, for cytotoxicity data sets Tables VI, VII and XI, respectively. Cell cycle times for many of the cell lines could be estimated from doubling times obtained from literature studies (50) (51) (52) (53) (54) (55) (56) (57) . In addition to the models considered for paclitaxel, the cell-cycle phase-nonspecific version of the exponential kill model of Gardner (11) is included in the comparison.
Results for Platinum Drugs.
Because of similarities in drug uptake and intracellular target among the platinum drugs, it was speculated that all drugs in this class could be described by the same cell cycle checkpoint model, and Tables V, VIII and IX confirm this. In all cases, the model gives relatively low RMS deviations from experimental data, and describes the data much more When an experimental value for the cell cycle time of untreated cells in vitro is available from the literature, it is listed in parentheses after the cell line name. For the cell cycle checkpoint models, which include cell cycle time t c as a parameter, the value of t c corresponding to the RMS deviation is indicated in parentheses. In some cases, the RMS deviation was lower at a fitted cell cycle time than at the experimentally measured value, and both results are indicated a One parameter (E con ) of the Levasseur et al. (10) model was set equal to 1 to ensure that survival at zero concentration equals 1. A different value could be used to correct for errors in the control value used to normalize the data Repair was slow relative to cell cycle time, reducing model to the peak intracellular model (see Table I ) When an experimental value for the cell cycle time of untreated cells in vitro is available from the literature, it is listed in parentheses after the cell line name. For the cell cycle checkpoint models, which include cell cycle time t c as a parameter, the value of t c corresponding to the RMS deviation is indicated in parentheses. In some cases, the RMS deviation was lower at a fitted cell cycle time than at the experimentally measured value, and both results are indicated a One parameter (E con ) of the Levasseur et al. (10) model was set equal to 1 to ensure that survival at zero concentration equals 1. A different value could be used correct for errors in the control value used to normalize the data satisfactorily than the AUC (area under the concentrationtime curve) model which is often mentioned in the literature as the appropriate model for cell cycle nonspecific drugs such as cisplatin (5, 58) . In some cases, a lower RMS deviation from the data can be achieved using the model of Levasseur et al. (10) ; however, the predicted dose-response curves for different exposure times cross each other, which is physically impossible for a drug that is not self-inhibiting. This behavior of the Levasseur et al. (10) model was also found in the previous study of doxorubicin (6) . Figures 5 and 6 compare predictions of the cell cycle checkpoint model with data for cisplatin acting on two human cell lines including the resistant A2780/CP3 line (10, 33) .
Relative to other models, this model provides a closer fit to these experimental data particularly at the extremes of short and long exposure times. Figure 5b includes results of a previous model that assumed cytotoxicity depended on peak concentration (12) . The present model performs similarly at long exposure times, but shows improved agreement at short exposure times.
The Wilcoxon signed rank test was performed using the RMS deviation values from Tables V, VIII When an experimental value for the cell cycle time of untreated cells in vitro is available from the literature, it is listed in parentheses after the cell line name. For the cell cycle checkpoint models, which include cell cycle time t c as a parameter, the value of t c corresponding to the RMS deviation is indicated in parentheses. In some cases, the RMS deviation was lower at a fitted cell cycle time than at the experimentally measured value, and both results are indicated a One parameter (E con ) of the Levasseur et al. (10) model was set equal to 1 to ensure that survival at zero concentration equals 1. A different value could be used correct for errors in the control value used to normalize the data b Dose-response curves crossed each other, which is not possible for a drug that is not self-inhibiting different exposure times crossing each other, and was not included. For paclitaxel, the cell cycle checkpoint additive damage model was superior to the AUC Hill model, the C n T model, and the cell cycle checkpoint independent model (p< 0.001 in all cases). For all three platinum drugs considered together, the cell cycle checkpoint model was superior to the AUC Hill model, the C n T model, and the Gardner (11) cell cycle phase non-specific model (p<0.005 in all cases), but it was not statistically different from the peak bound intracellular model (12) .
As a further test of model performance, mean predictive errors (MPE; 59) were computed for all cases; MPE is a measure of the bias of the model fit rather than its closeness to the data. For paclitaxel, the magnitudes of the MPE for the cell cycle checkpoint model (with additive damage) lay in the range 0.00076-0.0243 which compares favorably to the scale of survival relative to controls which lies between 0 and 1. For the platinum drugs nearly all the MPE magnitudes were quite small; for 12 cell lines they were less than 0.01, and the remainder were less than 0.02 with the exception of the PMH2/89 pancreatic cell line, for which the MPE was 0.0651. The Wilcoxon signed rank test performed on the MPE magnitudes indicated that the cell cycle checkpoint model was superior to the AUC Hill model (p<0.05), the C n T model (p<0.05), and the cell cycle checkpoint independent model (p<0.05). In the case of the platinum drugs, the Wilcoxon signed rank test showed a statistically significant advantage based on MPE magnitudes of the cell cycle checkpoint model over the Gardner model (p<0.005), but not over the other models.
DISCUSSION
An important feature of the models developed here is that they are based on mechanistic assumptions regarding cell responses to chemotherapeutic drugs. Although these assumptions are simplified relative to the actual mechanisms of drug action, such an approach has several advantages over purely empirical models. Mechanistic models can yield useful predictions for parameter ranges outside those for which data are available to test the model. In contrast, purely empirical models may yield physically unreasonable results when extrapolated outside the fitted range. Further, mechanistic models have the potential to distinguish factors affecting response or leading to resistance, such as cellular drug uptake and efflux kinetics, target expression, inactivation of drug intracellularly through binding to inactive sites or sequestration, sensitivity at a given intracellular drug level, and doubling time. This can help in the interpretation of experimental studies that relate sensitivity with these factors. For example, Tseng et al. (60) in a study of glioma and medulloblastoma cell lines, observed that "Paradoxically, we found a statistically significant inverse correlation between LD 10 and doubling time for our lines (i.e., greater resistance is associated with faster growth)." The model presented here suggests that, while increased cell cycle time does indeed by itself reduce Assay Used to Assess Cytotoxicity or Growth Inhibition (13) One to three washes; SRB assay (36) Four washes; fluorometric microculture cytotoxicity assay (47) HTCA (human tumor colony-forming assay) (46) MTT assay (10) Two or four washes; SRB protein dye assay (48) SRB assay (35) Wash; Trypan blue dye exclusion test (45) Soft-agar assay (33) MTT assay paclitaxel cytotoxicity, this effect may be obscured by other differences between cell lines such as drug uptake rate and intracellular binding kinetics. Welters et al. (61) studied cellular doubling time and cisplatin sensitivity in human head and neck cancer cell lines, and found that IC 50 did not correlate with cellular doubling time. The present study suggests that a relatively slow rate of repair of platinum-DNA lesions could explain such a lack of correlation.
Basis for Model Assumptions. The present models assume that measured growth inhibitory effects are primarily due to cell kill. While the assays used (Table X) do not distinguish between cytotoxic and cytostatic drug effects, other studies support the assumption that the drugs considered here mainly exert a cytotoxic effect. Jäckel and Köpf-Maier (62) studied the cytokinetic effects of cisplatin on human head and neck carcinoma xenografts. They observed a weak G 2 delay, but noted that this was associated with non-responding tumors whose growth remained nearly unaltered by therapy. The much more significant G 1 /S blocks they observed were irreversible and associated with cytotoxicity. A similar correlation between cytokinetic effects and cell kill was observed in vitro by Jäckel et al. (63) . Pasquier et al. (64) contrasted the cytostatic mechanism of action of paclitaxel on endothelial cells at low doses with the cytotoxic effect at higher doses, only the latter being similar to that observed in tumor cells. They state "To our knowledge, it has never been described in cancer cells that a high inhibition of cell proliferation induced by microtubule-damaging agents involves only a cytostatic effect. Indeed, in cancer cells, microtubule-damaging agents generally induce G 2 -M arrest and subsequent apoptosis." These studies suggest that growth inhibition by the drugs considered here is due mainly to drug-induced cell kill.
The present models assume constant drug activity during the treatment period. A potential concern is that the observed asymptotic approach of the dose-response curves to a single curve at long exposure times might reflect declining activity of drug in the cell culture medium (65) . In the study of Troger et al. (33) , which included the longest exposure time for cisplatin (121 h), a change in the 121 h dose-response curve was detected when drug was renewed at 24, 48 and 72 h, compared with no renewal; however, the relative shift in the dose-response curve is not very large, and the results still suggest a strong deviation from AUC-dependent cytotoxicity. Further, Troger et al. (33) observed that intracellular platinum concentrations reached a plateau after approximately 16 h of exposure, and remained stable for up to 64 h. Their drug efflux data shows that when the extracellular drug is removed, the cellular platinum starts to decline; the plateau in intracellular concentration is therefore suggestive of a constant extracellular concentration. Given that cell survival was related to intracellular platinum content, it appears more likely that the diminishing response they observed at 121 h compared to 11 h did not result primarily from degradation of extracellular drug over this time period. Degradation of paclitaxel is also unlikely to affect the data analyzed here: Ringel and Horwitz (66) found that taxol converts to 7-epitaxol in cell culture medium, but that this compound had an effect on cells similar to taxol, and they concluded that this conversion process did not significantly alter the overall biological activity of taxol. Further studies with either periodic drug renewal or sampling of the medium would be helpful in resolving the issue of whether drug instability affects dose-response data.
The assumption of dependence of cytotoxicity on peak concentration rather than cumulative exposure is the key feature of the present models that allows them to reproduce the asymptotic convergence of dose-response curves evident in most of the data sets considered here, and particularly evident in the paclitaxel data of Au et al. (13) . Predictions for optimal therapy can be highly dependent on the model used to predict cell kill. If cell death depends on peak concentration, it cannot be predicted adequately if it is assumed that the rate of cell death depends on instantaneous concentration. Such an assumption forms the basis of a number of mathematical models for chemotherapy (11, 18, 29, 67, 68) . The models presented here performed satisfactorily not only for wild type cells but also for two resistant cell lines (Tables III  and V ; Fig. 6 ). This suggests that resistant cells may be described by the same pharmacological models as sensitive cells, but with different parameter values.
Comparison with Previous Models. The present models for paclitaxel and platinum drugs give significantly better fits overall to literature dose-response data than any previously proposed model, as evidenced by the results of Tables III, V , VIII, IX and the Wilcoxon signed rank test. The C n T Hill and Levasseur et al. (10) models, both of which are empirical, performed best among the previous models, but exhibited significant systematic deviations from the data. A limitation of the C n T Hill model in fitting the paclitaxel data is that the steepness of the dose-response curve cannot change with exposure time, whereas the data show a significant variation in this steepness (Figs. 3 and 4) . In a Hill equation model, the Hill exponent n determines the slope of the dose-response curve; the Levasseur et al. (10) model allows this exponent to vary as a quadratic function of exposure time, resulting in an improved ability to fit the data over the range of exposure times considered. However, it should be noted that this polynomial dependence on exposure time causes the model to break down for exposure times outside the fitted range, because the exponent changes sign. Further, it is difficult to interpret the dependence of the Hill equation exponent on exposure time. This exponent represents the heterogeneity in sensitivity of the population. In the model presented here for paclitaxel, the changes in steepness of the dose-response curves are explained in terms of two separate mechanisms of cell kill, each having a different degree of heterogeneity in the population's sensitivity. As the concentration and exposure time changes, the relative importance of the two mechanisms shifts, causing variations in the steepness of the dose-response curve.
The data of Au et al. (13) for paclitaxel show a change in steepness of the dose-response curve at an extracellular concentration around 50 nM, an indication of a shift from one mechanism to another at this concentration corroborated by other experimental studies (31, 38) . The cell cycle checkpoint model represents this effect through the shift in dominance from one mechanism to the other (Figs. 3 and 4) . The Levasseur et al. (10) model, with a Hill exponent that can vary with exposure time but not concentration, has difficulty reproducing this behavior. Levasseur et al. (10) also proposed a double Hill model which could result in changes in steepness with concentration; they interpret the need for superposition of two Hill equations as resulting from population heterogeneity rather than two cell kill mechanisms. The improvement in fit using the double Hill model (results not shown) was found insufficient to give satisfactory fits or to justify the much greater number of fitted parameters. Both the C n T and the Levasseur et al. (10) model predict that dose-response curves continue to shift left as exposure time increases, resulting in a poor fit at long exposure times, when the data in fact show asymptotic convergence of these curves to a single high-exposure time limit (Figs. 3, 4, 5 and 6 ). The cell cycle checkpoint model for the platinum drugs had from three to five independent fitted parameters (only one cell line required all five), which compares favorably with the six fitted parameters of the Levasseur et al. (10) model. In the case of paclitaxel, the cell cycle checkpoint model had from three to seven fitted parameters (only one cell line required all seven).
The cell cycle checkpoint model also performed significantly better than previously proposed mechanistic models, which include the AUC model of Ozawa et al. (5) and the Gardner (11) exponential kill model. The Ozawa et al. (5) theoretical development, which assumes linear cellular uptake of cisplatin over time, predicted that cytotoxicity would depend only on AUC, although the exact form of the mathematical dependence was not specified. We tested this model using both a Hill equation and an exponential relation between relative survival and AUC. While the Hill equation gave better results, it was inferior to the C n T Hill model.
The models developed here retain the central assumption of the peak concentration models developed by El-Kareh and Secomb (6, 12) for cisplatin and doxorubicin, namely that cytotoxicity depends not on measures of cumulative exposure such as extracellular or intracellular AUC, but rather on the peak concentration of a particular cellular drug species that is associated with cell death. The previous models represent special cases of the cell cycle checkpoint model, applicable when repair or reversal of formation of the lethal cellular drug species is relatively slow or negligible. In such cases, the lethal species remains in the cell until the critical cell phase is reached, at which point it causes the cell to embark on a pathway to death, if the lethal species concentration exceeds the threshold. The time at which exposure occurs then has little effect on the response. For some cell lines, the fit of the cell cycle checkpoint model to the cisplatin data was relatively insensitive to the cell cycle time parameter over a range of physically reasonable values. This may reflect a slow rate of DNA repair, so that repair of lethal lesions between exposure and the critical cell cycle point is rare.
The inclusion in the present models of both cellular pharmacokinetics and cell cycle kinetics is an important feature that accounts for the delay time between extracellular exposure and intracellular exposure and response. This concept, missing in most previously proposed models, is included in the model of Lobo and Balthasar (18) . Mathematically, their sequence of first-order kinetic equations is analogous to the kinetic processes of cellular uptake, binding, and cell cycle progression, although certain nonlinear effects such as saturation cannot fit within their first-order linear kinetic framework. The success of the Lobo and Balthasar model in describing in vivo data (20) may reflect a dominance of processes that are not at the cellular level, such as plasma pharmacokinetics, extravasation of drug and transport of drug within the tumor interstitial spaces.
Parameter Values. The goodness of fit was more sensitive to the value of the cell cycle time parameter for paclitaxel than for the platinum drugs. For a number of cell lines exposed to platinum drugs, repair was slow relative to the cell cycle time, so that the model simplified to a peak intracellular model, which is independent of t c . In the case of paclitaxel the best fit values of t c were generally in the same range as the experimentally measured values for untreated cells (for those cell lines for which such measurements were available), although the RMS deviation was sometimes significantly higher if the experimentally measured value was used. This discrepancy is not unexpected, since cell cycle times for the same cell line often show a range, depending on the exact medium and growth conditions and the number of times they have been passaged, which may differ between the cytotoxicity study and the study where doubling time was determined. Further, the experimental estimates of cell cycle time taken from the literature are in fact in vitro doubling times. Population doubling times are generally longer than cell cycle times, since the proliferating fraction is less than 1. It is also conceivable that drug-induced cell cycle perturbations in sensitive cells may result in a different cell cycle time compared to untreated cells. For the cell lines for which no experimentally measured cell cycle time was provided, the best fit values generally fell within the range of 12-60 h, which is typical for untreated cells.
The values of C 1 and C 2 in Table IV reflect the concentrations at which paclitaxel uptake and binding saturate. These parameters can be compared to the saturating concentration parameter K d,c of Kuh et al. (34) , which was estimated at 4.93 nM for MCF-7 cells. In most cases the fitted values of C 1 are close to this experimentally measured value. The fitted values of C 2 are generally larger and vary more. There are several reasons that this is plausible. The Kuh et al. (34) study considers only a single saturability parameter, because that study looked at total intracellular concentration, whereas in the present model two distinct cellular drug species are accounted for, and saturability can occur at different concentrations for these two species. Variations in C 1 or C 2 also reflect variations in cellular drug uptake kinetics and target expression among the cell lines. In some cases C 2 was effectively 0 or infinity; this reflects the fact that the concentration range in the data lay either well below or well above the saturation regime. Essentially, this means that the concentration range of the data set was not complete enough to obtain an estimate of C 2 .
For the platinum drugs, the model parameter k′ corresponds to the rate constant for equilibration of intracellular and extracellular concentrations. Data of Troger et al. (33) for cisplatin uptake of the CAL-27 cell line show that the time scale for this equilibration is on the order of 15-30 h, which corresponds to a value of k′ on the order of 0.1 h . There do not appear to be any data in the literature for kinetics of carboplatin and oxaliplatin cellular uptake. For the majority of cell lines, Table VI gives values of k′ consistent with the Troger et al. data. However, for some cell lines the values are significantly larger. Reduced uptake of platinum is known to be a cause of resistance, and active efflux systems for cisplatin have been identified in some tumor cell types. Significant variation in the kinetics of cisplatin uptake among cell lines is therefore not unexpected. Differences in the range of k′ values among the platinum drugs in Tables VI, VII and XI are also to be expected, given studies showing differences in the mechanism of drug uptake among platinum drugs, e.g. Zhang et al. (69) .
The model parameter k″ for the platinum drugs is intended to represent DNA repair of platinum lesions. The kinetics of repair of cisplatin-DNA adducts has been measured in several studies. Fichtinger-Schepman et al. (70) observed DNA repair in white blood cells of cisplatin-treated patients and noted that 75% of the adducts formed during the first cycle of treatment were removed after 24 h. This gives an estimate of the rate constant for repair of k″=0.058 h Table VI include a number of cases where k″ is effectively 0, and the model simplified to the peak intracellular model. This corresponds to DNA repair that is slow, so that no significant repair occurs over a cell cycle. For a few cell lines, k″ was found to effectively be infinite. This is unlikely to be attributable solely to DNA repair; more likely it results from other physical processes that would give an effectively higher value of k″. Such processes could include intracellular sequestration, a phenomenon documented by Samimi et al. (72) ; strong intracellular binding to inactivating thiolate ligands such as glutathione and metallothionein (73) ; and active efflux of cisplatin. Since these have all been invoked as mechanisms of resistance, they are particularly plausible in explaining the higher value of k″ for the resistant cell line A2780/CP3.
Potential for Application of Models to In Vivo and Combination Therapy. While the models presented here were developed using in vitro data, several features should make them useful for application to predicting cellular drug response under conditions encountered in vivo. Cell cycle time appears explicitly as a model parameter; as a tumor grows, the cell cycle may be lengthened due to cells spending a longer period of time in G 0 . Indeed, cell cycle time, like growth fraction, is likely to vary spatially within a tumor. Cellular drug uptake is affected by pH and by the extent of contact with neighboring cells, and may be significantly different in vivo than in vitro; this can be accounted for through the parameter values for cellular pharmacokinetics. It is possible to experimentally simulate such effects to some extent in vitro, for example by using three-dimensional cell cultures, and the models presented here could be applied to such in vitro data generated under conditions more closely resembling tumor microenvironment. Unlike the model of Levasseur et al. (10) , the present models can readily be generalized to cases involving time-varying extracellular concentrations as occur in vivo. Because they relate response to tumor cell extracellular concentration, not plasma concentration, they need to be integrated with models describing plasma pharmacokinetics and tumor drug transport, and possibly, in addition, tumor microenvironment variables such as pH, to make predictions for in vivo response.
The additive damage model, used in this study to describe the resultant effect of the two distinct cell kill mechanisms of paclitaxel, provides a framework that could potentially be used to model the effects of drug combinations in a mechanistic manner. For paclitaxel, the additive damage model gives consistently better fits than the independent model (Table III) , suggesting that the two assumed cell kill mechanisms do not operate independently, even though they occur at distinct points of the cell cycle. In the additive damage model, the combined effect of the two damage mechanisms can exceed the threshold for cell death, even when each mechanism individually is below the threshold. Such a synergistic interaction may occur when damage inflicted by one mechanism weakens the cell, making it less able to recover from damage resulting from the other mechanism. The additive damage model can be considered a mechanistic generalization of the isobologram method (74) , where damage is assumed additive, instead of assuming additivity based on drug concentrations. Steel and Peckham (74) and Loewe (75) warned that defining synergy without reference to a model for drug interaction that has some physical basis would be misleading. The additive damage approach addresses this issue, since additivity of damage has a physical interpretation that is lacking when additivity is based on concentration.
Cellular pharmacodynamic models developed to date have been validated using data for natural cell populations in which the cells are presumably uniformly distributed over the cell cycle. In vivo, cells are often subject to fractionated doses or combination therapy, and either pretreatment or simultaneous treatment with another drug may significantly skew the distribution of the cell population over the cell cycle. The cell cycle checkpoint models presented here are unique in their ability to make predictions for cell populations with an arbitrary, not necessarily uniformly distributed, distribution 
The 95% confidence intervals are given in parentheses. a In the special case of k′=0, k″=0 the full cell cycle checkpoint model simplifies to an extracellular AUC model; see Table I b Parameter was specified, not fit of cells over the cell cycle. As such, they can reproduce the sinusoidal dependence of IC 50 on the cell cycle position at which pulse exposure occurred, for the synchronized cells observed by Donaldson et al. (30) . It is often stated that cells must be actively proliferating to be sensitive to many chemotherapeutic agents, but Donaldson et al. (30) found somewhat more complex behavior. They state that "The results presented here also related drug toxicity to the two major regulatory points in the cell cycle, G 1 to S-phase and G 2 to M-phase transition, rather than a correlation between proliferation and sensitivity." In the cell cycle checkpoint model, it is the ability of the cell to reach the critical cell cycle point, while still containing enough lethal cellular drug, that determines cell kill; beyond this, proliferative status is irrelevant. The model is consistent with another observation of Donaldson et al. (30) : "With either cis-DDP or taxol exposure a period of cell cycle progression following removal of the drug is required to bring about cell killing." That is, since most cells are not at the critical phase at the time of exposure, they must continue to cycle until the critical phase is reached.
Conclusion. The cell cycle checkpoint models developed here represent a continuation of the general approach of simultaneous pharmacokinetic-pharmacodynamic mechanistic modeling, in which the kinetics of drug uptake and binding are accounted for, and cell kill is related to concentrations of lumped intracellular or bound drug species. They provide significantly improved descriptions of dose-response data for paclitaxel and platinum drugs and represent a framework for modeling drugs that show asymptotic convergence of doseresponse curves at long exposure times, a property apparently shared by most chemotherapeutic drugs in wide clinical use. The validity of a single model for all three platinum drugs offers the hope that models may be developed with broad applicability to other drug classes. In addition to the practical application of these models for prediction of in vivo response and optimization of therapy, they offer a new picture of chemotherapeutic drug action and its relation to the cell cycle.
