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INTRODUCÃO , 
Est.udos est.rat.i f' i cados de casos e cont.roles nos quais os 
dados. ao final da amostragem. s~o tabelas 2x2. s~o estudos dos 
quais est.amos int-eressados em conhecer o grau de associaçao ent.re 
um resultado e um fator que. desconfiamos, tenha influência sobre 
esse result.ado. Por causa dessa inf'lu4ncia, t.al f'at.or é chamado 
comumente de '"fator de risco'" e é de grande interesse testar a 
signif'ic&ncia do grau de associaç~o &nt.re o masmo e o r&sult.ado, 
ou seja. a significância do risco relativo. 
O risco relat.ivo é uma medida bem conhecida. part.icularment.e 
pelos prof'issionais em Esta~is~ica e Medicina como uma medida do 
grau de associaçS:o en~r• um f'a~or de risco e um result.ado, que 
pode ser uma doença. Usualmente nos es~udos ci~ados no parágrafo 
an~erior o risco rela~ivo é subs~i~uido por uma ou~ra medida de 
associaç~o. a raz~o de produtos cruzados, a qual. além de ser uma 
boa apr oxi ma.çi:o par a ele. ~em a van~a.gem de ~•r uma. f'ór mula. bem 
mais simples do que a fórmula do risco rela~ivo. 
Se o es~udo es~ra~if'icado é de casos e con~roles, exist.em 
dois procedi men~os pelos quais podemos ~es~ar a si gni f' i câ.nci a da 
razao de produ~os cruzados em ~abalas 2x2xm, quando &m uma e~apa 
an~erior do estudo, aceitamos a hipótese de que há uma raz~o de 
produt.os cruzados cons~ant.e, comum a ~odos os est.ra~os. Um deles é 
o procedimen~o de Mantel-Haenszel, frequentemente usado para 
es~imar uma razao de produ~os cruzados comum e ~es~ar sua 
signif'icância. O ou~ro procedimen~o é o de mâxima verossimilhança. 
Esse consis~e. inicialmen~e, em ajus~ar um modelo de regressao 
logistica linear na variável de risco e nas possi~is variáveis de 
confundimen~o Nesse primeiro passo do procedimen~o. propomos um 
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modelo para o problema em ques~~o, compreendendo que nesse modelo 
o parAme~ro que ó o coe~icien~e da variável de risco é o 
logarit.imo na~ural da razliro de produ~os cruzados C "odds ra~io" ), 
supost.a comum a ~odos os est.ra~os. No segundo passo, o ~est.e da 
raz~o de verossimilhança é usado para ~es~ar a signi:ficA.ncia do 
risco relat.ivo, o que é a mesma coisa que t.est.ar a hipót.ese de 
igualdade a zero do coe:ficien~e da variável de risco no modelo de 
regress~o logist.ica. Dessa ~orma, a hipót.ese do t.est.e de 
Man~el-Haenszel e a hipó~ese do ~es~e da razliro de verossimilhança 
s~o equivalent.es e é de int.eresse comparar os poderes desses dois 
~es~es. 
O principal int.eresse desse ~rabalho é comparar o poder do 
tes~e de Man~el_Haenszel com o poder do ~es~e equivalen~e usando 
regressilo logist.ica, respondendo a queat.ilo "que procediment.o t.em 
maior poder nas mesmas condi çfSes? ". Aquele que ~i ver maior poder 
será pre~erido para ~est.ar a signi~icAncia da associaça:o ent.re o 
:fa~or de risco e o resultado. Ou~ro in~eresse desse ~rabalho, 
embora nilo seja o principal, é est.udar a adequaçilo da aproximaçilo 
de MuNoz e Rosner ( 1984 ) para o poder do test.e de 
Mant.el-Haenszel, em sit.uaç8es deabalanceadas. O que ocorre é que 
essa aproximaç~o se baseia na distribuiçliro normal. Para sit.uaç6es 
desbal anceadas , a di st.r i bui çilo dos dados nas t.abel as 2x2 de um 
estudo de casos e cont.roles é assimét.rica e uma aproximaçliro normal 
pode nilo ser ideal. 
No Capi t.ul o 1 , apresentamos um resumo sobre os mét.odos de 
amost.ragem que geram dados na ~orma de t.abelas 2x2 e uma diacuaailo 
sobre a import.Ancia do risco relat.ivo e como a razliro de produtos 
cruzados é uma boa aproximaç~o para ele em est.udos com dados na 
:forma acima. 
Nós discut.imos no Capit.ulo 2, os dois procediment.oa que 
pre~endemos comparar. Discutimos com detalhes os dois modelos de 
regresslro logist.ica que ~ormam a base para o t.est.e da raziro de 
verossimilhança e a equivalência ent.re o t.est.e de Mant.el-Haenszel 
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e o ~es~e de igualdade a zero do coe~icien~e da variável de risco 
em um desses modelos. 
Na impossibilidade de ~azermos um es~udo compara~ivo en~re o 
poder dos dois ~es~es, de ~orma anali~ica, ~aremos es~udos de 
Mon~e Carlo para gerar amos~ras de es~udos de casos e con~roles, 
assim como par a obt..er as est..i ma t..i vas e os t..est..es necessários. 
U~ilizamos ~ambém esses es~udos de Mon~e Carlo para es~udarmos a 
adequaç~o da aproximaç~o de Muftoz Rosner. Apresent-amos esses 
es~udos de Mon~e Carlo, de~alhes, no Capi~ulo 3. 
No Capi t..ul o 4, nós coment..amos sobre um engano no ni vel de 
signi~icAncia ado~ado por MuRoz e Rosnar e concluímos que os 
obt..i dos pelos mesmos s~o equi val ent..es aos r esul t..ados de t..eat..es 
bila~erais a um nivel de 0.10. Prosseguindo nesse capi~ulo, 
ut-ilizamos os result..ados ob~idos pelo Nont..e Carlo para diacut..irmos 
a adequaçl:o da aproxi maçl:o de Muftoz e Rosner. Mos~ramos que em 
algumas das sit..uaç~s mais desbalanceadas, em que as proporç~s de 
casos e de expos~os nos dois es~ra~os se dis~anciam de 0.6, essa 
aproximaç~o superest-ima o poder do t..est..e de Mant..el-Haenszel. 
Finalmen~e observamos pelos result..ados do Mont..e Carlo que, ~ambém 
para sit..uaçBea o mais deabalanceadaa posaiveia, a regreaa~o 
logis~ica t..em maior poder do que o ~es~e de Man~el-Haenszel quando 
o eat..udo t..em um número de eat..rat..os igual a doia. Observamos t..ambém 




ME TODOS DE AMOSTRAGEM QUE GERAM TABELAS 2x2xM E A RAZAO 
DE PRODUTOS CRUZADOS PARA APROXIMAR O RISCO RELATIVO 
1 . 1 • Mt:TOOOS DE AMOSTRAGEM QUE GERAM TABELAS 2X2XM 
Em mui~os es~udos, a es~ru~ura dos dados no ~inal da 
amos~ragem ~oma a ~orma de uma coleçlro de ~abelas 2x2. ~ o que 
ocorre, por exemplo quando é necessário es~ra~i~icar os resul~ados 
dQ acordo com os valorQS dQ uma vari6vel de con~undimen~o. dQ modo 
que cada uma das ~abelas da coleç=ro con~ém in~ormaç=ro sobre os 
casos e con~roles para um par~icular nivel da variável de 
con~undimen~o. Por exemplo. para ~es~ar a conjec~ura de que o uso 
dQ an~iconcepcionais orais leva a um maior risco de c&ncer de 
mama, podemos es~ra~i~icar o es~udo por ~aixas Cou niveis) de 
idade, desde que seja conhecido que a proporçlro de usuários 
corren~es desses an~iconcepcionais decresce com a idade enquan~o 
que a ~axa. de incid6ncia de cAncer de mama cresce com a idadQ, 
como em Muf'foz e Rosnar C1g94). Em es~udos como esse as mulheres 
podem ser classi~icadas em m ~aixa.s de idade • a cada ~a.ixa. de 
idade corresponde uma ~abala 2x2. As in~ormaç3es con~idas em cada 
t.abela si(o os números observados de mulheres que cont.rairam a 
doença e que s=ro ou ~oram duran~e algum ~empo usuárias de 
an~iconcepcionais, de mulheres doent.es nlro usuárias. de mulheres 
n=ro doen~es usuárias e de mulheres n=ro doen~es n=ro usuárias. Cada 
mulher doen~e nós classi~icamos como um caso • cada na:o doen~e nós 
classi~icamos como um con~role. Na conjec~ura colocada no inicio 
desse exemplo, an~iconcepcionais orais sko um ~a~or que P9de levar 
a um maior risco de c&ncer de mama.. Na lit.erat.ura é comum 
denominar um ~a~or com essa carac~erist.ica, de ~a~or de exposiç~o 
ou ~a~or de risco e os individues para os quais se veri~ica a 
presença de ~al ~a~or sil:o di~os expos~os. Os individues para os 
quais se veri~ica a aus6ncia do f'a~or sko di~os nlro expos~os. 
Assim ao ~inal da amos~ragem os dados ~ém a es~ru~ura da Tabela 
1.1.1. 
Tabela 1.1.1. Es~rutura dos dados de um estudo estrati~icado 
com f'a~or de risco e result.ados dico~ómicos 
est.ra~o 1 est.ra~o m 
casos con~roles casos con~roles 
expos~os a b expos~os a b 
:t. :t. 'In m 
n~o d nil:o d expos~os c expost.os c ~ ~ 'In m 
A estr a ~i~ i caçil:o da popul açil:o em estudo é ~ambém, mui ~as 
vezes, f'ei~a com base em combinaçe&s de niveis de várias variáveis 
de confundimento. 
Exis~em, basicamen~e, ~r6s mét.odos de amos~ragem que geram 
tabelas exe. No primeiro deles fixamos o número total N de 
individues a serem amos~rados e observamos como resul~ado 
aleatório os números de individues que s~o casos expostos, casos 
na:o expos~os,con~roles expos~os e con~roles nlro expos~os. Desse 
modo só o total da única tabela resultante do estudo é fixado. Os 
demais valores que compe&m a ~abela, inclusive os ~o~ais marginais 
de linhas e colunas. s~o aleatórios e a distribuiç~o de 
probabilidade dos dados é mul~inomial. Em es~udos es~ra~i~icados, 
além de fixarmos o número total N de individues a serem 
amos~rados, ~ixamos ~ambém o número de individues a serem 
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amost.rados no i -ésimo est.rat.o, Ni., dado por uma fraça:o t.i. de N. 
m 
Assim, Ni.= t.i.N. Obviament-e, se t.emos m est.rat.os, i.~tt.i.=1, para que 
a soma dos N. 's seja igual a N. Em cada est.ra't.o, a dis't.ribuiçi(o ,. 
dos dados é multinomial. 
O segundo m6't.odo 8 o que aparece em es-t-udos de coor-t-e. Nesse 
método de amostragem nós fixamos o número total de indi viduos a 
ser em amos't.r ados; f i xa.mos a f r açi[o t.. par a dar N. =t.. N, o número de ,. ,. ,. 
individuas a serem amostrados no i-ésimo est.ra.'t.o, 1=1, ... ,m e 
t.a.mbém fixamos Na\.. o número de i ndi vi duos 
amestrados no i -ésimo est.rat.o at.ravés de uma 
Assim, N .=r.N.= 11. ,. ,. 
1 ndi vi duos n~o 
r. t.. N. Quando f i xa.mos ,. ,. N. e ,. 
expost.os a serem amost.rados, 







N., o número de 
11. 
NZi. t.a.mbém fica. 
seguida, ret.iramos 
uma amostra de tamanho N
1
i. de expostos e uma amostra de tamanho 
N
2
i. de n.:o expost.os e observamos como result-ado Caleat.ório) 
quantos individues s~o casos e quantos s~o n~o casos <controles) 
em cada uma dessas amost.ras. As ent.radas da i-8sima t.abela ficam 
como na Tabela 1.1.2 abaixo. 
Tabela 1.1.2. Ent.radas da i-ésima t.abela oriunda 
de um est.udo coort.e est.rat.ificado 
expost.os ngo 
expostos 
casos a. b M. ,. i. ... 
cont.roles c. d. N.- M. ,. ,. 
... ... 
N 11. N 21. 
Resulta desse esquema de amost.ragem que a dist.ribuiçgo dos 
dados na i-8sima t.abela 8 ob-t-ida de duas binomiais, BCN .• p .) e 
1t. 1 'L 
BCN .• p_), onde p, e p, sl:o, respect.ivament.e, a probabilidade 
21. 21. .. ,. 21. 
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de que um individuo do i-ésimo es~ra~o seja um caso dado que ~oi 
expos~o e a probabilidade de que um individuo do i-ésimo es~ra~o 
seja um caso dado que ~oi n~o expos~o. 
O ~erceiro mQ~odo de amos~ragem é o que serve de base para 
es~udos de casos e con~roles. Nes~• mé~odo de amos~ragem, ~ixamos 
N, o ~amanho t.o~al da amos~ra; f'ixamos N., o número t.o~al de 
" individuos a serem amos~rados no i-ésimo es~ra~o .a~ravés de uma 
~raç•o ~. de N e f'ixamos t.ambém M .• o número de individuos que ••o 
~ ~ 
casos a serem amos~rados a~ravés de uma ~raç~o s. de N.. Desse 
... ... 
modo, f'icamos com N.= ~.N e M.= s.N. = s.~.N. i=l, ... ,m. O número 
\ \ \ \\ \\ 
de indi viduos que sl:o con~roles a serem amos~rados ~ica ~ixa.do 
a~ravés de N- M.= Cl-s.)t..N, i=1, ...• m. Ent.Z:o re~iramos uma \. \ \ \ 
amos~ra de ~amanho M. de casos e uma amos~ra de ~amanho N.- M. de 
... ... ... 
cont.roles em cada est.ra~o, e observamos como result.ado alea~ório 
seu passado em relaç~o à exposiç~o ao f'a~or de risco em es~udo, 
ist.o é, observamos como result.ado aleat.ório se cada individuo é 
classi~icado como expos~o ou n~o expos~o. As en~radas da i-ésima 
t.abel a resul t.a.n~e desse del i nea.ment.o ~i ca.m como na Tabela 1. 1. 3 
abaixo. 
Tabela 1.1.3. En~radas da i-ésima ~abela oriunda de 
um es~udo de casos e con~roles estratificado 
casos con~roles 
expostos a b N 
1. t st 
na: o d N expos~os c. 
" 
i. Zi. 
M. N.- M. N. 
" " " " 
Nesta tabela, a. é o número de casos expostos, b. é o número 
" ... de cont.roles expost.os, c. é o número de casos na:o expost.os e d. é 
... ... 
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o n<Jmero de cont.roles n:iro expost.os, observados na amost.ra do 
i -o6si mo est.r at..o, i =1 , ... , m. A di st.r i bui çilo doa dados no i -és i mo 
est.r a t.o é obt.i da de duas bi nomi ais, BCM .• p .) e BCN. -M. ,p .) • onde 
" j," " " z" 
p
1
i. e pzi. silo, respect.ivament.e, a probabilidade de que um 
individuo t.enha est.ado expost.o ao ~at.or de risco para o grupo de 
casos e a probabilidade de que um individuo t.enha est.ado expost.o 
ao ~at.or de risco para o grupo de cont.roles. 
1 . 2. O RI SCORELATI VO E A RAZÃo DE PRODUTOS CRUZAIX>S 
"' COMO APROXIMAÇAO PARA O RISCO RELATIVO 
O risco relat.ivo é bem conhecido ent.re pro~issionais em 
Est.at.ist.ica e em Medicina como uma medida de associaç~o ent.re um 
~at.or de risco e uma result.ado. em geral indesejado. que pode ser 
uma doença ou mor t.e. Se nós consideramos o problema de medi r o 
grau de associaç~o ent.re um ~at.or de risco e essa doença, podemos 
def'inir vários t.ipos de riscos relat.ivoa. Por exemplo. o risco 
relat.ivo de cont.rair uma doença. ou seja. de vir a t.er a doença no 
decorrer de um dado per iodo de t.empo ou de d-envol ver a mesma 
doença nesse per iodo. Os est.udos ret.rospect.ivos geralment.e 
f'ornecem soment.e est.imat.ivas do risco relat.ivo de t.er a doença 
durant.e um int.ervalo de tempo especi~icado CJ. Corn~ield. 1966). 
Esse t.ipo de risco relat.ivo é t.ambám denominado de preval•ncia 
relativa. Se denotarmos por P a proporç~o da populaç~o no grupo de 
casos Ccoef'icient.e de preval.ncia) 0 por p a proporçilo do grupo de j, 
casos que caem numa categoria x do ~at.or da r i sco e por p 
2 
a 
proporçilo do grupo de cont.roles que caem nessa mesma cat.egoria x 
do ~at.or de risco. ant.~o o coe~icient.e de prevalência para a 





Para individues n•o per~encen~es à ca~egoria x a ~axa de 
prQval6ncia é 
c 1-p )p 
& 
C1-p )p + C1-p )(1-P) 
:t 2 
e a preva.lOncia. rela.~iva • 
C1-p ) 
:t 
C1-p )P + C1-p )C1-P) 
" . 
p P + p C1-P) 
f. a 
(1. 2. 2) 
C1. 2. 3) 
Em mui~as si~uaçe&s, P é su~icien~emen~e pequena com rela.ç•o a p 
2 
e a Cl-p ). Desse modo, (1.2.3) pode ser bem aproximada pela raz~o 
z 
de produ~os cruzados 
expCy) = C1. 2. 4) 
ondQ y é o logarii.,mo nai.,ural da raz•o dQ produi.,os cruzados. A 
razao de produ~os cruzados ~oi originariamen~e propos~a. por 
Cornf'iQld (1066) como uma. 11\Qdida do grau dQ assoc:iaç:•o Qni.,rQ um 
~a~or de risco e um resul~ado. Ela é uma ~orma de es~imar a 
prQval6ncia rela't,iva Q f'ornecQ uma. boa aproxima.ç:•o para o risco 
rela~ivo, ~ambém propos~o por Corn~ield, quando a incidência do 
resul~ado é pequQna, ~ipicameni.,a in~erior a 10Y.. Cornf'iQld sQ 
re~ere a C1. 2. 4) como o risco rela~i vo de um individuo ~er uma 
doença, no caso em que desejamos esi.,udar a assoc:iaçlro eni.,rQ um 
~ai.,or de risco C ou ~a~or de axposiçao) e a doença. 
g 
Se p =p • 
f. z 
exp(y)=l, indicando ~-l~a de associaç~o en~re o ~a~or de risco e o 
rQ&Ul~ado dQ in~QrQ&&Q. Da maneira como de~inimoe p~ e 
ant.eriormen~e. essas silo, respec~ivament.e, a probabilidade 
exposi çiro par a os i ndi vi duos que sllro casos e a probabi 1 idade de 
exposiç~o para os indi viduos que s~o con~roles. Em es~udos de 
coor~e, de~ine-se probabilidades p e p , reapec~ivament.e, como a 
1 z 
probabilidade de que um individuo expos~o venha a ~er a doença e a 
probabi 1 idade de que um i ndi vi duo niro expos~o venha a t.er a 
doença. Exist.indo um único fa~or de risco dico~Omico, a raz~o de 
produ~os cruzados para ee~udos dQ coort-e é id.On~ica à raziro de 
produ~os cruzados de es~udos de casos e cont.roles. Para ver isso, 
consideremos as Tabelas 1.2.1 e 1.2.2 a seguir. A Tabela 1.2.1 se 
re~ere a est.udos de coort.e e a Tabela 1.2.2 a est.udos de casos e 
con~roles. 
Tabela 1.2.1.Proporçees de expost.os e de nllo 
expos~os num est.udo de coort.e 
n~o 
expost.os expost.os 
casos pf. Pz 





Tabela 1. a. a. Proporç3es de casos e de con~roles 
num es~udo de casos e con~roles 
casos cont.roles 
1-p jl 1-p 
• 
1.e.1, p est.ima a probabilidade de 
& 
• p as~ima a probabilidade da caso 
z 
1.e.e. p est.ima a probabilidade de 
& 
caso dado que houve 
dado n•o axposiçlko. 
exposiç~o dado caso 
a p a probabilidade da axposiçao dado nao caso Ccon~rola). Mas, 
z 
como pode ser vis~o em Breslow e Day C1Q80, Capi~ulo C!), em 
qualquer um dos dois ~ipos da as~udo, a razao da produ~os cruzados 
~dada pela axpress:o C1.8.4). 
Se a as~ra~if'icaçao que serviu da base para um as~udo da 
coort.e em uma populaç:l:o é a mesma est.ra.~if'icaç:o que serviu de 
base 'para um as~udo da casos a con~roles, na mesma populaçao, no 
i-ésimo est.rat.o def'inimos pai.' p
8
", 1-p&i. e 1-p
8
" para es~udos de 







, na Tabela 1.e.1. ist.o é, p&i. est.ima a probabilidade 
da caso dado axposiçUo a Pzi as~ima a probabilidade de caso dado 
n~o exposiç~o no i-ésimo es~ra.~o. Para est.udos de casos e 
con~r ol asa, daf' i ni moa p i i, p Zi, 1 -p i i. a 1 -p Zi. da mesma mana i r a que 
daf'inimos, raspect.ivamen~a. p&, p
8
, 1-p& a 1-p
8
, na Tabela 1.2.2. 
Assim, no i-••imo aat.rat.o, seja da um aat.udo da coort-e ou seja da 
um est.udo de casos e cont.roles, t.emos uma t.abela que f'ornece a 
razao da produt-os cruzados 
11 
exp(y) = 
p .C1-p .) 
h Zl. 
---------. i =1 •... , m 
p .C1-p .) 
Z'l. &'1. 
C1. 2. S) 
Port.ant.o, a ident.idade da raz~o de produt.os cruzados para 
delineament.os de est.udos de coort.e e de casos e cont.roles ~eit.os 
na mesma popul açiro. 
est.r a ti f i cados. Entã:o 
cont.inua valendo t.ambém 





relat.ivo com base em t.abalas 2x2 usando a razlro de produt.os 
cruzados em estudos estratificados, n~o faz diferença se os t.ot.ais 
marginais N. 
:1.'1. 
coor t.e. ou se 
e N . é que s3:o {'i xados. como em del i neament.os 
Z'l. 
os t.ot.ai s mar gi nai s M. e N. -M. é que slro ~i xa.dos • 
" " " como nos est.udos de casos e cont.roles, e essas in~er4ncias podem 
ser ~ei t.as aplicando o mesmo conj unt.o de clll cul os que seriam 





-O PROCEDIMENTO DE MANTEL...HAENSZEL E A REORESSAO LOOISTICA 
PARA ESTUDOS DE CASOS E CONTROLES ESTRATIFICADOS 
2.1. O PROCEDIMENTO DE MANTEL-HAENSZEL 
Conaidararemos os dados obt-idos de um est-udo de casos e 
cont.rolas est.rat.it'icado para inVQSt.igar o risco associado com 
algum t'at-or de risco de int-eresse . Com a suposiç~o de que a raz~o 
de produt.os cruzados Crisco relat.ivo) é a mesma nas m t.abelas 
oriundas daase est-udo. a hipót.ese t-est-ada no procediment-o de 
Manlel-Haenszel é a de que a raz~o de produt.os cruzados comum é 
um. ou equivalent.ament-e.que sau logarit-mo nat.ural á zero.Essa á a 
hip6t.ese de n~o associa.ç~o ent.re o t'at.or e a respost.a. Com as 
ent-radas da i-ãsima t-abela como vist-o na Tabela 1.1.3. num t-est-e 
bilat.era.l de nivel a do t.ipo 
Ho : exp( y) = 1 • 
segundo o procadiment.o da Mant.el-Haenszel. 
observamos 
I m m M N 1 i. 1i. E a. E N. a-
" i.•s i.•A 
" 
(ê!.1.1) 
rejeit-amos Ho se 
[ r I ) z• ce.1. ê!) 
oc/z M c N.-M. ) Nsi. Nzi. m 
E i. " " 
1=1 N~ C N.-1 ) 
" " 
onde ZQ/z ~ o Q/z percent.il superior da dist-ribuiç~o normal 
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padr ~o. i st.o é, 4J< Z ~2) =1 -oV2 e a-. é vi st.a. como uma real i za.çi:o 
da variável aleatória A. com distribuiç~o hipergeométrica n~o 
I. 
c~nt.ral ou "ext-endida". Essa é t.ambém a dist.ribuiça:o d~ qualqu~õtr 
uma das casel as das tabelas exe quando se supf5e que os totais 
marginais s~o ~ixados. 
Hipergeométrica. extendida é o nome que Ha.rkness C1066) deu à 





dado que X1 +X2 
al ~a t.ór i a binomial 





bi nomi al , mas com par A~t.r os n ~ p . Em um d~l i n~alllQnt.o d~ casos ~ 
a 2 
controles estratificado gerando m tabelas como a Tabela 1.1.3, X 
1 
t.em di st.r i bui çlro binomial com par AJDQt.r oa M\. ~ p t.\. ~ X 
2 
distribuiç~o binomial com parâmetros CN. -M.) e p . na 
I. I. Zl. 
i-ésima 
t.abela, para i=1 •... ,m. Desse modo, a ~unç~o d~ probabilidade de 
A. é dada por 
I. 
onde 
P C A. =a.) = 
y " " 
[ 
1[ 
) [ N. Zl. M. -a.. 
" " 
X ) [ ) ( expCy) ) a, N. :l.l. 
a = max< O.M.-N .) !S a. !S minC M .• N. ) = b. 
" z,. " " &l. 
C2.1. 3) 
C2.1. 4) 
Quando y=O, implicando qu~ expCy)=1, C2.1.3) se r~duz à ~unçao d~ 
probabilidade de uma variável aleatória com distribuiç~o de 
probabilidad• hipPrg~omét.rica ordinária ou c~nt.ral, como chamam 
alguns autores: 
P C A a .) = 
y•o " " 
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Nesse caso, a média e a variAncia de A .• as quais deno~amos por 
" • /-l.Cy) e oo.Cy), reepec~iva.men~e. t.orna.m-ee 
l. l. 
/-l. ( y) = \. 
a q.(y) = 
\. 
= 
Fazendo A. = 
J,J(y) = 





N. = t N 
I. i. 
M .CN .- M~ N .N 
a\. 
" " " 
&"I. 
w.•c N.-1 ) 
I. I. 
N C1 r.) Cl s.) t { r - s. -i. " " " i. 
A. • 
" 
~emos que a média d• A. , 
m 
N I: t. r. s. 
\.=& " I. I. 
= N ~. r. .. \. \. \. 
~. N } \. ~. N 1 -
" 
Q o segundo ~ermo den~ro do módulo no numerador dCil C2. 1. 2). Cil 
que pela. independência. dos A.' a. \. va.ri&ncia. de A. Q dada. por 
m { t N } 2 N ~ (1-r .) (1-e.) t... i oo Cy) ::: r. •• t. N 1 \. 
" " " " 
-\.•A 
" 
Cil " o dCilnominador d• C2.1.2). Assim, a dlilsigualdade C2.1.2) pode 
ser escrita na forma 
m 
( I a.. - N I:~ r. s. 1 )z \.•& \. " " a- >z• ce.1. 5) 
m { t. } cvz N I: C1-r.) C1-s\.) ~. " r. s. t. N 1 
" " 
\. \. i.• ~ 
" 
ondlil a. "uma rea.lizaç~o da va.riáVIill a.lea~ória. A .. A dis~ribuiç~o 
de A. é uma m-convoluç3:o das m variáveis alea~órias Ai. .para 
i =1 , ••• , m. 
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A ~s~a~is~ica no lado ~squerdo de (2.1.2) C ou C2.1.6)) ~em 
dis~ribuiçlko qui-quadrado com 1 grau de liberdade. O f'a~or de 
correçlro para. con~inuidade 1./2 inserido na es~a~is~ica leva em 
consideraça:o o f'a~o de que uma dis~ribuiçlko con~inua es~á sendo 
usada para represen~ar a dis~ribuiç•o discre~a de A .. Há es~udos 
sobre o dessa corrCitçlro f'ei~os por 
Mo~e,Pava~e e AndersonC1968) e Placke~C1964). 
PCitarsonC1047), 
Baseados nesses 
est-udos em suas próprias análises, Gr i zzl .C 1 067) 
ConoverC1Q68,1Q74) rfitcomendam que essa correça:o n:ro seja. aplicada. 
Eles dlro como uma razKo para isso uma aparent-e diminuiçlro do nivel 
de signi~icAncia quando a correç:ro é usada. Essa diminuiç:ro 
resul~a em uma reduçao no poder do t-est-e, ist-o é, uma reduçlro na 
pr obabi 1 idade de de~ec~ar uma real assoei a.ç:ro en~r e o r esul ~ado 
Ccaso ou con~role) Cit a Citxposiç:lo. Nesse ~rabalho n:lo usamos a 
correç:ro. 
Sem a corrfitç:lo dCit con~inuidadCit, como o ~azCitm Muftoz • Rosnfitr 
C1984), a inequaç:o C2.1.6) para um ~es~e da hipó~ese de que r é 
igual a zero cont-ra a hipót-ese al~Citrnat.iva unilat-eral de que r é 
maior do que zero ~ica 
m 
Ca. -N I: ~. r.s.) 
" " " i.•~ 
> z 
m Q 
[ N I: ~.r .C1-r. )a. (1-s.)( ~.N/~.N) > l ~"2 
. " " " " " " " "... 
m 
ondg Z é ~al que ~Z )=1-ot e a.= . I: a .. 
ot ot "... " 
Cê!. 1. 6) 
2. 2 APROXIMAÇI!:SES PARA O PODER DO TESTE DE MANTEL-HAENSZEL 
2.2.1. Poder do Tes~e d~ Man~el - Haenszel 
Para t.es~armos a hipót.Citsfit Ho de C2.1.1) cont-ra alguma 
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hipó~asa al~grna~iva, com o uso da dis~ribuiç~o C2.1.3), a nossa 
at..ançlro sa concant..ra na as~a~is~ica su:f'ician~a A.. Assim,para 
t..as~ar Ho con~ra, digamos, Hs: expCy:> > 1, a regil:o crit..ica. de um 
t..ast..a uni:f'ormament..a mais poderoso consist..iria da valores a. na 
cauda superior da dist..ribuiçao de A.CD. R. Cox,1070,cap. 4). 
Dcotnot..ando por n a :f'unçlro poder de um t..al t..eat..• unilat..eral com 
nivel de signi:f'ic&ncia a, ~emos 
~ = sup ncr) = nco) 
H o 
= PC rejeit..ar Ho/r = O ) 
= P 0 c A. > c CcO ), C2.2.1.1) r· n 
onde c CcO é t.al que P 0 c A. > c CcO ) = a. A expressl:o C2. 2.1.1) n r- n 
é C apr oxi madament.e) equi val ent.e a 
Q = p [ 
A. 
- 1-l CO) A. 
I o 2 CO) A, 
f ç(a) 
- J.L COJ 
::. p l n Ao z > I u• CO) A. 
Fazliilndo 
c Ca) - 1-l COJ 
n A. 
z ::. Ot 
a= PC Z > z ), Ot 
ond~a z é o Ot-percent..i 1 
Ol 
padr~o. e encon~ra.mos que 
c CcO - 1-l CO) ] > n A. I o 2 CO) A. 
) 
J 




= z ju• CO) 
OI. A. 
+ 1-4 c 0). 
A. 
En~~o para r>O ou exp(y)>1 C na hip6~ese al~erna~iva ). o poder do 
~es~e de Man~•l - Haenszel unila~eral com nivel de signi~ic&ncia Q 
é dado aproximadamen~e por 
Tlr'Q) 
A. - 1-4 (y) 
[ 
A. 
~ P / u!. Cy) 
z ju• <O> a A. 
> 
+ ~ (0) - ~ (y) ] A. A. 
- ~ [ 1J Cy)-IJ CO) -z ~~· CO) A. A. OI. A. ] . (2. 2.1. 2) 
2. 2. 2. A Aproximaç•o de Corn~ield e a Aproximaç1ro de Muf'{oz e 
Roaner para o Poder do Tea~e de Man~el-Haenazel 
para i =1 •...• m. Isso mos~ra que a média da 
dis~ribuiçlto de A. é f'unçlto c r escen~e de sua var i Anci a. e 
\. 
por~an~o. uma n1ro pode ser escri~a independen~ement.e da out.ra. 
Essa é uma di~iculdade que aparece no cálculo do poder litxa~o do 
t.es~e de Mant.el-Haenszel. Mas esse poder pode ser aproximado 
usando as aproximaç~s para a média 4it a variAncia da dist.ribuiçUo 
de A. sugeridas por Corn~ield(1Q66) e por MuHoz e Rosner C1094) . 
.. 
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Corn~ield aproximou a média ~. Cy) pela soluç~o permissivel 
~.Cy) da equaç~o quadrá~ica 
" c 
J.l. c y) 
... c 
( N -Zi. M 
" 
+ J.l. Cy) 
... c 





= expCy) (2.2.2.1) 
) 
J 
a condiç~o de permissibilidade sendo a condiç~o C2.1.4), e 
z 
aproximou 0'. Cy) por 
1. 
1 1 
/-l. c y) 
... o 
+ N - u.Cy) + 
.. i. ...... c 
+ N . 
..... 
1. 1 ] -· 
M. + ~.Cy) 
" " c 




" " o 
hCr. ,a, ,y) 
" " 
{ [ <expC y) -1) -• + r + e. ] 
" " 
- ([ -i {e:xpCyJ-1} + r + s. i. ... 





(2. 2. 2. 2) 
ce.e.e.3) 
" 
e:xpCrJ) 2 } 
z , 
u.Cy) "'N ~.r.s.h Cr.,r,,y), (2.2.2.-4) 
I. " " " " " 
• 
onda h Cr .• s. ,y) é a primeira derivada de hCr .• s. ,y) com resp&i~o 
... ... ... ... 
lQ 
a r hCr .• s. ,0)=1, já 
" " c a. a. a. 3:> G c a. a. a. 4:> 
que /-1. C 0) =Nt.. r. s. . Ent.:iro 
" " " " Gm Ca.a.i.a:>, Gneon~ramo& 
subst.it.uindo 
n CO(.) • a r c 







_. ~_t._. r_. s_· ._<_h_c_r_._._s_· ._. _r_)_-_1_>_-_z_{·_~_t._._r_._s_._c_l_-_r_. )_(_1_-_s-~)_}_Zl] 1.•:& " " " " " ot l.•:l " " " " " J (2. 2. 2. 5) 
m }1/z 
{ . I: t.. r . s . h 'C r . , s . , r) '"-. "' '" "' " "' 
A exat.id~o dessa aproximaçao ~oi est.udada por Levin C1Q92), para o 
caso part.icular de um mesmo número de indivíduos amost.rados em 
cada um do. m est.rat.os Ci&t.o 41, ~.=1/m, i=l, ... ,m) e um mesmo 
" número de i ndi vi duos expost.os e n~o expost.os em cada um dos m 
Gs~rat.os Cr.=-1/2.i=1 •... ,m), mos~rando most.rando a adequaç~o dessa 
\. 
aproximaç~o nesses casos. 
Muf'{oz Rosner (1094) propuseram uma apr oxi maça o 
comput.acionalment.e bem mais simples do que a de Corn~ield para o 
poder do t.es~e de Man~el-Haenszel. Ela 41, na verdade. uma 
aproximaç~o para a aproximaç~o de Corn~ield. Eles aproximaram a 
~unçao h em C2.2.2.6) por seu desenvolvimen~o em s41rie de Taylor 
em t.orno de zero. Considerando que 
hCr .• s .• 0)=-1, 
1. 1. 
h 'C r . , a. • 0) =C 1 -r . ) C 1 -s. ) 
\. \. \. \. 
e que 
h C r., s., 0) =-C l-r .)C1-s.)C1-2r .)Cl-Zs.), 
\. 1. I. I. I. I. 
o desenvolviment-o de h é 
z h Cr)=- 1+C1-r.)C1-s.)r + O. 6C1-r.)C1-s.)C1-2r.)C1-2s.)r , 
olll " " " " " " 
Ent.S:o 
h Cy):o(1-r .)(1-s.) + C1-r .)C1-s.)C1-2r .)Cl-s.)y 
c• " " " " " " 
e a aproximaç~o mais simples é 
n cw =-r ctll 
:tm {m )~ 
[Ni.L t.r.s.<h ,..Cr .• s .• y)-1)-z .L tlr.s.C1-r.)C1-s.) t1 ~ (2.2.2.6) L= i L L l. C"' L 1. a 1.: 1 1. :. '- '- '- J J 
{ 
m , }:t/a 
.L t.r.s.h .cr .• s .• y) 
1.:1 L I. l. C I. L 
ou 







t..r .s.C1-r .)(1-s.) 
~ " " " " " 
m 
Dz=- , L __
1 
t r s C 1 -r ) C 1 -s ) C 1 -2r ) C 1 -2s ) 
.. ~~~ ~ i. ~ ~ 
2.3. REGRESSÃO LOGíSTICA 
2.3.1. O Modelo de Regress~o Logística Linear 
A teoria de regress:ilo logistica f' oi originalmente 
des.Qnvolvida para Q&t.udos de coort.Q Q a discussi:o f'eit.a nQ&&e 
parágraf'o a eles se ref'ere. 
Nosso caso de i nt.~;;r esse é aquele em que há um r esul t.ado 
dicot.Ornico cujos niveis. caso e controle, s!o representados pelos 
valores da variável al~;;at.6ria binária Y. Y=1 s~;; o individuo é 
classif'icado como caso. e Y~o se o individuo é classificado como 
cont.role. Denot.ando por p a probabilidade de um individuo ser um 
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caso. o logi~o. ou ~rans~ormada logi~o de p C p=PCY=l)) é de~inida 
por 
À =- 1 nC p/C 1 -p)) • (2.3.1.1) 
onde a quan~i dade p/C 1 -p) é denominada .. odds.. de caso. O nome 
r~ress~o logis~ica deriva de se exprellisar À como uma f'unç~o de 
variáveis regressoras que correspondem aos ~a~ores de risco. 
Assim, 5e ~emos um f'a~or de risco, podemos modelar À como 
À = 0t + yX • C2. 3. 1. 2) 
ou seja. uma f'unç~o linear de uma cons~an~e Ot e da variável X. a 
qual podemos denominar de variável risco, pois corresponde ao 
f'a~or de risco. C2.3.1.2) def'ine um modelo de regress•o 1ogis~ica 
linear ou modelo logis~ico linear. 
Se o f'a~or de risco é dico~Omico, a variável X em (2.3.1.2) é 
binária com valor zero se o ~a~or es~á ausen~e no individuo, is~o 
é,se o individuo é classi~icado como nllo expos~o ao f'a~or de 
risco. e com valor 1 se o individuo é classificado cc~~ exposto 
~a~or de risco. En~llo, de acordo com C2.3.1.2), podemos dizer que 
p é a probabilidade de Y=-1 dado X e conforme X tome valor O ou 




=- ln ( 
À t. =- 1 n (-"71-p-~-.,....p-J =-
onde p =- PCY=-1/X=O) 
o 
ot + yX • ondliil p 
t. 
:.. PCY=-1/X=-1) 
Quando há um fator de confundimento. uma 
C2. 3.1. 3) 
variável 
corresponden~e a esse f'a~or deve ser incluida no modelo. En~~o. o 
modelo logis~ico torna-se 
À :.. 0t + yX + (12, C2. 3.1. 4) 
e Z se d~nomina variável de con~undimen~o. 
Quando há múl~iplos :fa~ores de con~undi~n~o no ~-~udo, m, 
digamos, o mod~lo logis~ico de v~ incluir m variáveis de 
con:fundiJntan~o. cada uma correspondendo a um dos :fa~ores de 
con~undimen~o. Nesse caso,o modelo logis~ico ~orna-se CAnderson e~ 
al ,1Q90) 
m 
~=-oc+yX+ I: nz k •:& ''k k (2. 3.1. 6) 
Quando consideramos uma única variável de con:fundi~n~o ca~egórica 
com mais de duas categorias e o estudo é estratificado segundo 
modA.lo S$m$lhantA. ao mod~lo QU$ é usado no caso em QU$ há 
múl~iplas variáveis de con:fundi~n~o. mas no qual as variáveis Zk 
sã:o v ar i á vei s indicador as C ou dummy) usadas par a representar as 
várias ca~egorias do único ~a~or de con:fundi~n~o. Mas s~ exis~ir 
m categorias do fator de confundimen~o, apenas m-1 variáveis 
indicadoras dessas ca~~gorias d~V&m ser incluidas no modelo 
CAnderson et al,1980). Devemos notar que essas variáveis s~o 
indicadoras d~ ~s~ra~o ~ s~o d~:finidas por 
Z=-
k { 1, se o individuo ea~á na ca~egoria k do :fa-~or de confundimen~o. O, se o individuo n~o es~á na ca~egoria k do 
~a~or de con:fundimen~o. 
Como incluímos Cm-1) variáveis indicadoras da ca~agorias no 
modelo. uma categoria fica sem a correspondente variável 
indicador a. 
No modelo logis~ico, o coefician~e ~ correspondendo a Z é 
k k 
en~g(o o acréscimo no logari~mo na~ural de "odds" de caso dado que 




arbi ~rár ia, 
das; ca~egorias 
da modo que, 
do de 
es~atisticamante, 
qualquer ca~egoria pode ser especi~icada como a ca~agoria sem a 
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correspondent.e variável indicadora. Escolhemos o est.rat.o m para 
sofilr o filsot.ra.t.o &film a corrfilspondfilnt.fil va.riáv-.1 Z. Ent.llo &fil p\. é a 
probabilidade de um individuo ser um caso dado que ele pert.ence ao 
fiiSt.rat.o i, o logit.o dfil p, é dfil~inido por 
l. 
À.=- ln C p. / C1-p.)), i=-1, ... ,m , 
" " " 
C2. 3. 1. 6) 
m-s Àt a+ r x + k~i ~kzk' i=-1 •... ,m. (2. 3.1. 7) 
uma funç~o de uma constante a. da variável X. e das Cm-1) 
variávfilis indicadoras de est.rat.os. 
Quando m é igual a dois, o modelo (8.3.1.7) se torna 
À =- a+ v X + (3 Z • i. • s s 
confundindo-se com o modelo ce.3.1.4). f facil verificar que outra 




exp C a + y X + k ~ 1 ~k Zk ) 
, i=-1 •••• • m c e. 3.1. 8) 
1 + .wxp c a + r x + k~& ~k~ ) 
~ comum encont.rarmo~ na lit.erat.ura para a sit.uaçllo est.rat.i~icada o 
modelo 
À =- ot. + r X , i :..1 •••• , m • 
i. ~ 
um modelo de post.o complet.o, no qual os 
c e. 3.1. 9) 
a , s s:lo const.ant.es 
i. 
out.ro e X é a variável risco. Nesse modelo, ot=-1 se a observaç~o é i. 
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~ei~a no es~ra~o i e Q.~o ~e a ob~ervaç~o n~o é ~ei~a no e~~ra~o 
... 
i. Mas. há ~r:f'eit..a equival4ncia ent..re o modelo (2. 3.1. 7) e o 
modelo C2.3.1.9). Para ver isso. no~amos por exemplo. que a ma~riz 
do modelo (2.3.1.7) para dois e~t..rat..os é 
r 1 1 1 l 1 1 1 
... ... ... 
1 o 1 
U=- CU • U , U ) 1 o 1 :.. 
1 z s 1 1 o 
1 1 o 
1 o o 
1 o o 
onde U é o ve~or coluna de cons~an~es, U é o ve~or coluna de 
s a 
valore~ de X e U w o vet..or coluna de valorea de z, indicando que 
8 
no primeiro est..rat..o Z é igual a um e no segundo est..rat..o Z é igual 




r 1 o 1 1 
1 o 1 
1 o o 
W"-CW • W , W) l 
1 o o 
;... 
to z a o 1 1 
o 1 1 
o 1 o 
o 1 o 
~ 
=- (1,1,1,1,0,0.0,0) e w =- co.o.o.o,1.1,1.1). indicando o~ 
a 
das variáveis indicadoras para os es~ra~os 1 e 2, 
r.-spec~iv-.~nt..e. e o ve~or 
valores da variável risco. 
w = c 1 • 1 • o • o • 1 • 1 • o. 0) • o 
a 
Agora en~~o vemos que U =-W +W , 
U =-W • 
a a 
coluna 
1 .. ., ... .. 
U r..W e que W =-U -U W =-U e W =-U Ou ~eja. os ve~ores 
a a to to a a a a z 
de U s~o combinações lineares dos vetores coluna de W, e 
vice-ver~a. Assim, o modelo C2. 3.1. 7) é equi valen~e ao modelo 
CZ.3.1.9). Modelamos o logi~o de P. com o modelo C2.3.1.7). 
" 
a.3.2. In~arpre~aç~o dos Par&me~ros do Modelo Logis~ico e a 
Equival4nçia ~n~rG o ParAme~ro r ~ a RazUo do Produ~oa Cruzadoa 
No mod~lo (2.3.1.7). o valor do par&me~ro Q d~pend~ d~ como 
as variáveis es~~o definidas. Como consequéncia disso. o valor de 
at ou d~ sua. olii~ima.~iva. at. gora.lment.o nUo ~ in~~rpro~ávol. O 
coeficien~e (3k correspondendo a Zk é o acréscimo no logi~o de P-. 
dado qu~ o individuo olii~á na. ca~egoria k do ~a~or oa~ra~i~icador. 
O parâme~ro y é o acréscimo no logi~o de p. dado que o individuo 
" ~s.~á na ça~~goria x do ~a~or do ris.co. reproaen~ada por um doa 
valores da variável binária X cx~o se o individuo é classificado 
como n~o ~xpos;t.o ao ~at.or do risco ~ x~1 se o individuo ~ 
classificado como expos~o ao fa~or de risco). Em y reside nosso 
in~~rfilsse. pois fillo ~ facilment-e iden~i~icado como o logarit-mo 
na~ural da ra%~o de produ~os cruzados. C2.3.1.7) e C2.3.1.9) nos 
p~rmi~em ver ialiiO. Conl'orme X t.ome valor o ou 1 em ca. 3.1. 7). 
"~ ~ ln ( PC Y =-1 /X =-0 • Z • . • . • Z ) f. m ) ~ ln( p\.c ) 
1-PCY~1/X~o.z •··· .z) f. m 
1-p i. o 
ou 
) ~ ln ( 1- P. \.f. ) 
Por sub~raç:o ancon~ramos 
À~ x? ln ( p\.f. ) ln( pi.c ) r =- =- 1-p - 1-p :... 
" " \.f. \.o 
[ p. (1-p. ) )· ln "f. "c =- ci-p" 1 )pi.o 
que nós reconhecemos como o logaritmo natural da razao de produtos 
cru%ados da i-ésima ~abela 2x2 de um es~udo de coor~e ou 
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caso-con~role es~ra~i~icado. 
O modelo (2.3.1.7) sup6e que o e~ei~o da variável risco w o 
mesmo para ~odos os es~ra~os, ou seja, é r para ~odos os es~ra~os. 
Iwso equivale à wupo&içiro de que o risco relat-ivo é cona~ant-e. 
comum a ~odos os es~ra~os, pois r sendo o logari~mo na~ural da 
ra:o~:iXo de produt-os cruzadoa aproxima bem o logari~mo do riaco 
rela~ivo. o ~est.e da hipó~ese da igualdade do par&me~ro r dese 
modelo a :o~:ero ou da igualdad• de exp(r) a um é equivalent-e ao 
~es~e da hip6t.ese do ~es~e de Man~el-Haenszel, essa equivalência 
wendo no sen~ido de que ambos s~o t.es~es da signi~ic&ncia do risco 
rala~ivo. ror~an~o, a hip6~ese da igualdade de r a zero ou de 
exp(r) a um equivale A hipó~ese do ~est-e de Mant.el-Haenszel C o 
risco rela~ivo comum a ~odos os es~ra~os é um). 
Uma van~agem po~encial do uso de regress8:o logi&t.ica para 
~es~ar a signi~icância do risco rela~ivo comum a ~odos os 
wat.r a ~o& • em vez de usar o procedi men~o de Mant-el -Haenazel • é 
que com a regress~o logis~ica, ~emos um modelo para os dados. 
8.3.3. Adap~aç~o do Modelo Logis~ico Linear a Es~udos 
de Casos e Cont-roles 
O preswnt.e ~rabalho se re~ere a ea~udos de casos e cont-roles. 
No en~an~o, lembrando que no inicio da seçllo 2. 3.1 de~inimos p 
como a probabilidade de um individuo ser um caso • &abemos que em 
C2.3.1.Z) ou (2.3.1.4) es~amos modelando a probabilidade de caso 
dado wxposiç~o. Em est-udos de casos e cont-roles é claro que &eria 
apropriado modelar a probabilidade de exposiç~o dado o result-ado, 
mas aw mesma& t-écnicas, u~ilizando a mesma probabilidade de caso 
dado exposiçllo dos es~udos de coor~e se aplicam a es~udos de casos 
cont-roles CAndwrson-1072. Breslow e Powers-1078 e Mant.el-1073). Em 
delineamen~os de casos e con~roles o ~a~o de um individuo es~ar ou 
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n~o lilxposto ao f'ator de risco é observado como um resultado 
alQatório, ao con~rário do qu~ ocorr~ ~m d~lin~amen~oa d~ coor~~. 
Mas o modelo logistico para probabilidades de resultado (caso ou 
con~rol~) al~at.ório, qu~ ~~m uma in~~rpr~~aç~o aimpl~a ~m ~~rmoa 
de risco relativo pode ser adaptado e usado quando a amostra é 
obtida com baslil em um delineament-o de casos e cont.rolea. 
Primeiro, como explicado no parágraf'o 1. 2, quando f'alamos 
sobre a raz~o de produtos cruzados para tabelas 2x2, inf'er6ncias 
sobre o r i sco relativo par a estudos restropecti vos s~o f'ei tas 
aplicando os mesmos cálculos que seriam aplicados a dados de um 
estudo prospectivo da mesma populaçl:o. O modelo logistico tem 
~amb$m ~asa propriQdad~. Uma br~v~ d~mons~raç~o disso ba•~ada ~m 
Mantel (1073) e Siegel e Greenhouse (1073) pode ser encontrada em 
BrQslow e Oay C1Q90, capi~ulo 6) para o ca•o n~o ea~rat.if'icado, 
considerando o modelo (2.3.1.2). Para situaçe8s estratif'icadas, os 
cálculos e os resultados s•o análogos. A demonstraç•o de Breslow e 
Day con~idera uma variável indicadora Z que denota se alguém é ou 
n~o amos~rado e def'in~ 
n =- PC z=-1 /y=-1) 
.. 
como a probabilidade de se incluir uma pessoa doente no estudo 
como um caso e 
n =- PC z=-1 /y=-0) 
o 
como a probabilidade de se incluir uma pessoa livre de doença no 
lilstudo como um controle. n e n s•o probabilidades de seleç.o. A 
o 1 
probabilidade condicional de que Y=l Ca pessoa é doente), dado que 
a pes~oa é classif'icada como exposta às variáveis risco X •...• X. 
1 p 
envolvidas no estudo e que ela foi amostrada para o estudo de 
casos e controllils pode slilr calculada usando o tlilorema d!il Bay!ils. 
Quando temos uma única variável risco, X. calculamos 






a =- a + ln Cn / n ) . 
" o 
aqueles na amo8~ra 
• 1 +expC a +yX) 
Por~ant.o, as 
con~inuam a 
pr obabi 1 idades de doença 
eer dada& pelo modelo 
logist.ico com precisament-e o mesmo parAmet.ro y Co mesmo do modelo 
logi8~ico quando a amoe~ra era de um ea~udo de coor~e), apenaa com 
uma const.ant.e a di~erent.e. Nós devemos not.ar t.ambém nessa 
há suposiçlro implicit.a de que 
probabilidades de seleç~o dependem soment-e da doença est.ar ou n~o 
risco. Por isso, PCz=-1/Y,X)~PCz=-1/Y). 
Em s;i~uaçe:ses; es;~ra~if'icadas, as; probabilidades de seleçlro 
consideradas para ~azer a demonst.raç:!lo podem variar de est.rat.o 
para es;~ra~o, mas; o modelo de coor~e Co modelo (2.3.1.7)) con~inua 
a valer. 
Um ou~ro f'a~or que devemos considerar para f'azer a desejável 
adapt,aç:!lo, diz respeit-o ao procediment-o de máxima verossimilhança, 
o qual u~ilizamos para ob~er es~ima~ivas e f'azer os ~es~esa do& 
parâmet-ros do modelo C2.3.1.2). Em est.udos de casos e cont-roles, 
as probabilidades a ser modelada& seriam de X dado Y. Para cada 
individuo essa probabilidade pode ser expressa pela probabilidade 
condicional 
PCY/X) PCX) 
P CX/Y) =- p(y) C2. 3. 3.1) 
onde PCY/X) Q especif'icada pelo modelo logis~ico C2.3.1.2). 
Tendo m casos e n-m con~roles, a ~unç~o de verossimilhança dos 
dado10 é dada por 
LCa.(1 ,. ... ,(J ,.y,x) =-
1 r 
m n-m 





C2. 3. 3. 2) 
onde y e x s~o respect-ivament-e, os vet-ores de observaç13es das 
variáveis X e Y. 
AMsumindo que a dist-ribuiç~o marginal de X n~o depende de Y• 
a est-imat-iva de máxima ver os si mi 1 hança de y usando a 
v~rossimilhança condicional C2.3.3.2) é id~nt-ica àquela baseada em 
PCY=-1/X). a qual é especif'icada apenas pelo modelo logist-ico 
C2. 3.1. éD. Além disso, os erros padreses ~ a covariA.ncia gerados 
por C2. 3. 3.1) e C2. 3. 1. 2) s:Ko próximos CAnderson et. al, 1090 e 
Pr~nt-ice • Pyk~. 1Q7Q). 
Do expost-o a.ci ma. conclui -se que os mét-odos de est-i maç~o 
basfiolados; •m C2. 3.1. 2) e C2. 3. 3.1) produzem os mesmos result-ados 
numéricos. Isso just.if'ica o uso do modelo para. est-udos de coort-e 
aos dados de est.udoa de~ casos e cont..roles. Assim, para. eat..udos 
est-ra.t-if'ica.dos usamos o modelo (2.3.1.7) 
2.3.4. Est-imaç~o de Máxima Verossimilhança dos Parâmet-ros do 
Nod~lo Logis;t..ico Lin~ar 
A ~t..odologia. em uso corrent..e para. solucionar os probl•mas de 
est-imar os parâmet-ros do modelo C2. 3.1. 2) e a.s probabilidades 
CZ.3.1.4) e t..est..ar a signi~icA.ncia. do parA.met..ro y, é a. de~ máxima 
verossimilhança. O t-est-e mais comument-e usado para avaliar a 
s;igni~icAncia da cont..ribuiç:o de variáveis ~m mod~los logist..icos é 
o t-est-e da. ra.z~o de verossimilhança. 
Numa si t..uaç~o e~m que a única var i áVCil de con~undi ment.o é a 
dicot-Omica. Ct-emos dois est-rat-os), para. t-est-ar a. signif'icância do 
parAmat..ro y, o t-est..e da raz~o de v~rossimilhança requer ajust-ar o 
mod~lo À~ =- a + rX + ~ .. z duas vezes, uma vez para est-imar t-odos os 
~r ê~ par &me~r os e uma segunda vez par a es~i mar ot e (3 quando y é 
• re~~ri~o a ~er zero CAnderson e~ al, 1080, capi~ulo Q). O caso em 
que a única variável de conf'undi ment.o possui várias cat.egor i as, 
havendo por~an~o,mai~ de dois es~ra~os). é considerado como um 
caso de múlt.iplas variáveis de conf'undiment.o. Essas variáveis 
aparecem no modelo (2.3.1.7) como variávei& indicadoras de 
es~ra~o. Nesse caso, a hipót.ese nula é 
K !Y =-O 
o 
(8. 3. 4.1) 
CN.E.Day e O.P. Dyar). Aceit.ar essa hipótese equivale a concluir 
que a con~ribuiçao da variável riaco para explicar o logi~o de p_, 
" 
ou equi valentement.e, para explicar P:, é n~o signif'ican~e. Ist.o 
equivale ainda a validar o modelo 
--4 
... .& 
"-· =- a + E f3 zk , 
" k =-& k 
.. 
o qual passaremos a chamar de modelo 1. 
equivale a escrever 
m-f. 




1 +exp(a + E (3kZk ) 
k=-~ 
C2. 3. 4. 2) 
Escrever C2.2.4.2) 
(2. 3. 4. 3) 
O modelo (2.3.4.2) é o modelo no qual a suposiç~o é de que P: 
.. 
nUo depende da variável risco. Quando ajust.amos o modelo 
C8.3.1.7), estamos adicionando a (2.3.4.2) a variável X. Port.ant.o 
o ~es~e de K é um ~est.e da signif'ic&ncia da con~ribuiç~o da 
o 
variável adicional X para explicar o .. odds .. de caso. Além do ~es~e 
da r az~o de ver os si mil hança, 
para avaliar a signif'icância 
um ou~ro ~est.e que pode ser usado 
da con~ribuiç•o de variáveis em 
modelos logist.icos é o da est.at.ist.ica escore, a qual é baseada no 
valor da primeira derivada do logarit.mo nat.ural da f'unç~o de 
verossimilhança calculada nos valores def'inidos na hip6t.ese nula 
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par a os par â.met.r os a ser t.ast.ados. A ut.i 1 i zaç:l:o da qual quer um 
d~ss~s dois t.ipos d~ t.ast.es para t.ast.ar K passa pala ast.imaç~o da 
o 
máxima verossimilhança de t.odos os parâmet.ros do modelo (2.3.1.7), 
o qual passamos agora a chamar de modelo a. a pala ast.imaç~o dos 
par Amat.r os a. (1 ••••• f1c ) do modelo 1 • o que equivale a est.i mar 
:l m-A 
a,p •··· .~ quando y é reat.rit.o a ser zero. Fica ent.endido que a 
1 m-1 
e (1 • • • • , (1 sl:o ast.i mados duas vezes. uma vez no modelo 1 e uma 
" m-:l 
vez no modelo 2. 
O procedi ment.o de má.xi ma ver os si mi 1 ha.nça. se inicia. com uma 
~xpras~~o para a ~unç~o de verossimilhança dos dados. se t.emos uma 
amos t.r a. de t.a.manho t.ot.a.l n, m ast.r a.t.os, a. a.most.r a. no i -és i mo 
ast.rat.o t.endo t.amanho n. a y .. é o valor de Y observado para o 
" 'I.J 
j-•simo individuo no i-ésimo est.rat.o, a ~unçao de verossimilhança 
t.em um t.ermo P. se o valor da Y observado é 1 e um t.armo 1-P. se o 
" " valor de Y observado é zero, onde P~ é dado por C2.3.4.3) ou por 
(2.3.1.9), con~orma o modelo que ast.eja sendo considerado. A 
~unç•o de verossimilhança geral é 
m 
L<a,(1, ... ,(1 ,y,z) = n 
:l m-:l 
"" "" i. =s 
n y .. 1-y .. 
nl P "J" <1-P") Jl. 
j=1 
onde y e z s~o. respect.iva.ment.e, os vat.ores das n observaç3es nas 
variáveis Y e Z ao longo dos m estratos e y=Cy , ..• , y ) 
11 n m 
e 
"" m 
z=Cz • ••• • z ) • 
:ll m 
..... 
Trabalhando com o modelo l,a. verossimilhança ~ica. 











m n. m-s 
exp E E" Y j i (ot:~:&pkzk) 
i.=-:& j:.:L 
::.. C2. 3. 4. 4) 
m n. {1 +exp (ot:~:pkzk)} n n" 
i. :o.. i j:o..:L 
O logaritmo natural dessa funçlo é 
m n. 
t Y .. J\. 1 n LC o.. (1 , • • • • (1 , y, z) :t. m-s 
"" "' 
=- E 
c a. 3. 4. 6) 
Suas primeiras derivadas parciais com respei~o aos par&ms~ros 
ot, (1 , . • • , (1 i gua.l a.da.a a. Z4íi»r o, moat.r a.m 
1 m-1 
máxima verossimilhança de o.,(3 •..• ,(3 .. 
" m-:1. 
o siat.ama. d4ii» •qua.ç~a C2.3.4.6) abaixo 
8ln L 
8ot 
m n. r 
=- i.~tj~ l 
expf ~ l 
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qu4íi» a.a 4íi»a't.i ma. t-i va.& d4ii» 
" " "" a, (3 , ••• , (3 , sa~i s1'azem 
:1. m-:1. 
m n. A 
ttcy .. -P.l =-o 




c e. 3. 4. 6) 
m ] 
:... ~ •Jl[ YJ.L- ~L] :... L ... r· O • 1 :...1 • • • • • m-1 . 
j-.:t 
O sistema C2.3.4.6) pode ser escrito na í'orma C2.3.4.7). a 
qual é ~emelhante à í'orma de um sistema linear. 
m n. A 
E E" c Y .. - P.l=-0 
i.::..:i . Jl. 
I. 
J"-:i c e. 3. 4. 7) 
m n. A 
E E'" Zk[ Y .. -P. l =-0 
i,.:.j. j::..i, )\. I. 
No entanto. o ~istema C2.3.4.7) é n~o linear nos par~metros. 
Asso i m • o método que usamos par a encontr a.r as estima. ti v as; dos 
pa.r&metros í'oi o método numérico iterativo de Newton-Raphson. 
O vetor de prime i r as der i vada.s do 1 ogar i tmo da í'unça:o de 
verossimilhança com respeito aos par~metros de um modelo de 
regre~s~o logistica é bem conhecido como ESCORE. comumente 
denotado por S e tem p elementos. onde p é o número de par~metros 
no modelo. No caso do modelo 1. S tem dimens=ro p~m. Cm é o número 
de estratos). A negativa da matriz de segundas derivadas parciais 
do logaritmo da í'unç~o de verossimilhança com respeito aos 
par&metros de um modelo logistico é conhecida como MATRIZ DE 
INFORMAÇÃQ. comumente denotada por I. I tem dimens•o pxp e sendo a 
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nega~iva da ma~riz de segundas derivadas parciais~ é simé~rica. No 
caso do modelo 1. pLm e I ~em a ~orma 
onda 
~ln L m n. [ =-E r a 8c. i.=1 j=1 
8zln L m 
=- E 8c. "~k i.=-1 
k=-1 •...• m-1. 
8 2 ln L m 
... E 
"r\ '-"":1. 




=-E r P.C1-P.) 
] 
C1 +expCc.+~kZk)) ] i.= i j=1 '" '" 
n. [ expCa+(JkZk) ] ~ r z =- z P C1-P ) • 
j=1 k C1 +expCc.+~kZk))z j::.t k k k 
n. [ expC a+(Jk z,) ] r 
zk C1 +exp(a +~kZk))a • k:..1 •...• m-1. j=:l. 
A inversa de I calculada nas; e::sti ma ti vas de máxima 
verossimilhança dos par&me~ros é a ma~riz de variâncias e 
covariâncias dos parâmetros estimados. Nós a denotamos no caso do 
A ,... -S. A A " A 
modelo 1. como covC{'J):..[IC(Dl • onde (J=-Cc..(J •••• (J ). 
:1. m- :1. 
.... .... .... 
O Mé~odo de Newt.on-Raphson um dos mé~odos mais 
~requen~eman~e usados para encon~rar raizes em sis~ema~ de 
equaçe6s n~o lineares. Para se ~er uma idéia do mé~odo. pode-se 






Par~indo-se de uma es~ima~iva inicial. o x. da raiz de f'Cx) 
prolonga-se a ~angen~• nesse pon~o a~é que essa ~angen~e 
in~ercep~e o eixo das abcisosas; 
in~ercep~a o eixo das abcissaso 
o pon~o 1 X ' onde a ~angen~e 
é ~ornado como a pr 6xi ma 
aproximaç~o para a rai~ de f'(x). O processo con~inua a~é que se 
• ob~enha um x que anule f' ou que ~orne ~~o próxima de zero quan~o 
se queira especif'icar. 
Par a resolver os sis~ema C2.3.4.6). inicia-se com um ve~or 
inicial "'o (3 C a, (3 , ••• '(3 >. 
1 m-1 
Prolonga-se a ~angen~e a 8 ln 
L< a. (3 , ••• (3 • 
1 m-1 
'"'o y. z) nesse pon~o (3 • A tangente é dada por ~ln 
L, ~ambém calculada em "'o (3. O processo de Ne~on-Raphson consis~e 
(2. 3. 4. 8) 
onde ~l é a es~i ma ~i va de (3 na ~-és i ma i ~er aç~o, e I e S s~o 
calculadas nessa es~ima~iva. Fazemos sucessivas i~eraç&s, em 
A 
cada uma delas, determinando um (3. As primeiras derivadas de L se 
anulam no ponto de máximo e em cada passo do processo iterativo as 
segundas derivadas parciais s;go usadas para calcular as sucessivas 
A A A 
t.angwnt.ws. No f'inal do processo, as wst.ima.t.ivas e~.,(3 , ... (3 s;lilo 
A :1. m-t 
subst.it.uidas em C2. 3. 4. 3) para wncont.rar P. quando x=-0 w quando 
\, 
x=-1. 
Trabalhando com o modelo 2, a f'unç~o de verossimilhança t.wm 
um t.ermo P. se o valor de Y observado é zero, onde P. é dada por 
\, \, 
(2. 3.1. 7). Assim, a f'unçlro de ver os si mi 1 hança depois de 
ob:ser vados o:s valores de x e y, e assumindo que as obser vaçeses 
sgo independent-es dent.ro dos est.rat.os e ent.re os est.rat.os é 
m n. y,. 1-Y .. 





m n. (e~.+ m-1 exp E E" r X .. + k E f3kzk)Y ji. 
\.•1 jo:.t J1. •1 (2. 3. 4. Q) =-
m n. {1+exp(e~.+ mrt f3kzk)} \, + Tf n r X .. Jl. i.=-1 jat k•:l. 
onde os vet.ore:s (3=-C e~. • r • f3 ' . . . • f3 ' • • 1 m-1 
..... 
y:...( y ' . • . • y • y • • . • • y ) • x:...( X , • • • , X , X , • • • , X ) 
11 n 1 :1.2 n m 
z, 
U. n :1. 12 n m 
"' :l m :1. m "' 




dos valores observados 
vet.or de parAmet.ros do modelo e os vet.ores 
nas variáveis Y. X e Z. Se a observaç~o é 
~eit.a no est.rat.o k, Zk=-1 e os demais element.os do vet.or s~o zeros. 
O logaritmo natural da ~unção de verossimilhança para o modelo 2 é 
ln LCe~.,r,f3 •... ,(3 ,y,x,z) 
:1. m-:1. 
............ 
X .. J1. 
m n. m-:1. r ln(l +expCCI. + r X .. + E (3kzk) ) . 
=1 J1. k=1 
C2. 3. 4. 10) 
- E 
i. =1 j 
Suas primeiras derivadas parciais igualadas a zero most.ram que as 
A A 
est.ima.t.ivas.; dos par.lmet.ros, Q, r. . .... (3 sat.i s~azem o 
m-:1. 
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sis~ema de equaç~s (2.3.4.11) abaixo 
m-j.A 
n. [ A .r: (3k ] m " exp y X .. E E Jl. k=1 :.O Y .. - A "' "' i.=-1 j:.s. Jl. a + Y xji. + (1kzk 
m-1 A 
n. " E (1k ] m " exp y X .. + E E Jl. k ... :l. :..0 (2.3.4.11) X+· - A " A i.=-1 jsS. Jl. j\. Ol + y xj\. + (1kzk 
m-1 
" 
n. " E (1k ] m \. exp r X .. + E E J\. k=-1 =-0. 1 :....1 •...• m-1 2 [ Y. - A "' A i.=-1 j=t l J\. 1 Ol + Y xji. + (1kzk 
o si s ~ E.mla (2.3.4.11) pode s&r escri~o como 
n. 
m 
" ( "' E E yji. - P. 
i.=-1 j::.. j. " 
n. 
m 
" E E X .. ( yji. -
i.:.. S. j=-1 Jl. 
n. 
m 
" zl( E E yji. -
i.=-1 j:.. j. 
Embora C2. 3. 4.12) 
EnUio. novaJnE.tn~e. 
) =-0 • 
A ) P. "-0 • 
" 
A ) P. :....0 \. 
pareça 1 i near • 
o mé~odo de 
(2. 3. 4. 12) 




solucionar (2.3.4.12) Cequivalen~emen~e. (2.3.4.11) ). encon~ra.ndo 
as as~ima.~iva.s de máxima verossimilhança. dos parâme~ros do modelo 
2 quando o mé~odo converge. 
A ma~riz de informaç~o para o modelo 2 ~em e1emen~os 
M-~ 
n . [ ( ' exp( a+ r x .. + I: ~k ) l M ' 8 2lnL J" k=i 8a2 '- I: I: 2 • i.=J. j='i. ... éxp ( "' ... r xj, .. ~kzk) ) 
m-~ 
n. [ ( ' exp(OI+rx .. + I: ~lc ) l m ' 8 2lnL j\. k=1 '-I: I: X .. 2 • 8018y J' + exp( 01 + rxji.+ ~kzk)) \.;;;S. j=~ 
M-~ 
M n. [ exp(oo+rx .+ I: ~lc ) l 8 2lnL ' j" k =-S. '-I: E:.: • c'1018~l l ( + exp( a + y xji. + ~k:.::lc) r ~;::.S. j=~ 1 
par-a 1 '-1, . . . . m-1. 
m-~ 
n . [ (' axp( 01 +r x .. +E ~lc ) l m ' 8 21nL J• k=i 2 8y2 '- I: I: X .. 2 • J• -+ exp ( 01 -+ r xji.-+ ~lc "'~c) ) t.r.i j=1 
m-t 
n [ é><p( OI + r X .. + I: pk ) l m ' 82 lnL J\. k C: i. '" I: I:xjtzl 2 • ityél~l i.~tj=-1 ( 1 -+ exp( a -+ r xji. + ~kzk) ) 
par-a 1 ~1 •...• m-1. 
m-1 
n. [ exp ( ot + r x .. + E ~k) m .. 8 2 lnL z Jl. k=t apa =E E zt 2 
l i.=s j=S ( 1 + •xp( ot + r xji. + {1Jc:zk) ) --]· 
par a 1 =1 , . . . , m-1 , 
e 
= O, par a 1 =1 , . . . , m-1 , 1 ~ q. 
Essa mat.riz de informaç~o é simét.rica e t.em a forma 
l 
Em cada passo do processo iterativo, I-1 é calculada e usada para 
det.erminar a próxima aproximaçl:o para o vet.or {1=C ot, r, (3 ••••• (3 ) • 
s m-s 
""' 
A AA A 
Ao final do processo, subst.i t.ui mos a esli mat.i va (3•C ot, r • ...• (3 ) 
m-t 
em C2.3.1.7) duas vezes,uma vez para calcular 
A 
out.ra vez para calcular P. quando x=1. 
" 
,...""' 
P. quando x=O e 
.. 
2.3.6. O Test.e da Raz~o de Verossimilhança para o Risco Relat.ivo 
O leste da raz~o de verossimilhança para testar a hipótese K 
o 
de C2.3.4.1) é realizado simplesment.e comparando a diferença ent.re 
as eslalist.icas de verossimilhança dos dois modelos com o valor 
t.abel ado de uma var i á. vel al ea t.6r i a com di st.r i bui ç~o qui -quadrado 
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com um número de graus de liberdade igual ao número de restriç~ 
em K . O número de res~riçees em K é o número de par&me~ros sendo 
o o 
testados a zero, que é também o número de vari•veis que 
adicionamas ao modelo 1 para ob~ermos o modelo 2. Assim, esse 
número de graus de liberdade é um. 
A estatistica de verossimilhança para um modelo de regress~o 
logistica é dada por 
" G = -2 ln LC~. y. x. z ). 
onde ~ é o vetor de parâmetros estimados do modelo e y, x e z s~o. 
respec~ivamen~e. os ve~ores de observaç~ews de casos e de 
controles, da variável risco e da variável es~rati~icadora. 
A es~a~is~ica de verossimilhança do modelo 1 é dada por 
G = -2 1 n L C a.~ •...• ~ • y. x. z ) = 
i i m-i 
"' "' .... 
= -2 " lnP. 
" 
+ C1-y .. ) lnC1-P.) } 
Jl. " 
A 
onde P. é a es~ima~iva de P. dada pelo modelo 1 e para o modelo 2, a 
" " estatistica de verossimilhança é dada por 
A A A A 
G = -2 ln L Ca.y.~ •...• ~ .y.x.z ) = Z i m-i 
" A 
= -2 
.... "' .... 
y .. lnP. + C1-y .. ) lnC1-P.) } 
J" " J" " 
onde P é a estimativa de P. dada pelo modelo 2. Note-se. então. 
i. " ,.. 
que a di~erença en~re G e G é que em G • P. nl:o é ~unçl:o da 
A a A• " 
variá.vel risco X. enquanto que 
ee~a~1a~ica como em ou~ra, as 
calculadas nas est.ima~ivas de 
em G , P. o é. 
z " probabilidades 
Tanto em 
es~imadas 
máxima verossi mi 1 hança 


























verossimilhança. para nossa hip6~ese K . S. essa es~a~is~ica ~iver 
o 
um valor maior do que o valor tabelado de uma variável 
qui-quadrado com um grau de liberdade ao nivel de signif'icAncia 
especif'icado, en~~o rejei~amos K a esse nivel de signif'icância. 
o 
O ~es~e da raz~o de verossimilhança é o ~es~e mais comumen~e 
usado para análise de dados de estudos de casos e controles e é o 




ESTUDOS DE MONTE CARLO 
Neste capitulo apresentamos uma breve discuss~o sobre as 
van~agens poss1veis do uso de cada um dos ~es~es apresen~ados: o 
teste de Manta! -Haenszel e seu teste equivalente quando usamos 
regress~o logis~ica. Podemos conduzir a discussao em duas 
direç3es, a primeira sobre vantagens intrinsecas no uso de uma das 
metodologias sobre a outra. e a segunda, em si~uaç•es id•nticas, 
sobre qual dos testes apresenta maior poder. 
Sob o primeiro aspecto é inegável que o uso da regressil:o 
logistica apresenta vantagens pois, além de podermos testar a 
hipó~ese de interesse, ~erminamos o processo com um modelo para o 
problema. Muitas vezes a exist•ncia desse modelo é que permite uma 
melhor compreens•o do problema em es~udo. 
Sobre o poder do teste de Mantel-Haenszel alguns trabalhos já 
:foram :feitos, no sentido de obter aproximaç&s. B. Levin C1Q92) 
estudou a exatid:iro da aproximaç:iro de Corn:field C19ee) C2. 2. 2. 6) 
baseada nas aproximaç&s C2.2.2.3) para a média e (2.2.2.4) para 
a variAncia da distribuiç~o hipergeométrica extendida, para casos 
bem balanceados C t = t = · · = t = r = r = · · · = r • s = s = 1 z m 1 z m 1 z 
= s = 0.6), concluindo que para esses casos a aproximaç•o é 
m 






(1Q84) desenvolveram a aproximaç~o 






Corn:field C1966) e de Murloz e Rosner C1984). reproduzidas deste 
último trabalho em que podemos ver que sua aproximaça:o produz 
resultados muito próximos da outra Ca máxima di:ferença apresentada 
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Tabela 3.1. Aproximaç~es de Corn~ield e de Muftoz e Rosner para o 
poder do teste de Mantel-Haenszel para duas tabelas 8x8, a= 0.10, 
~ = ~ = 0.6, r +r =1= s + s e N = 208( 1). 




t 0.1 0.8 0.3 0.4 0.6 0.6 0.7 0.8 0.9 
0.1 <•>. 328 . 410 . 444 . 446 .422 .374 .304 .216 .116 
<#>.326 . 416 .467 .464 .442 . 392 . 316 .216 .103 
0.2 . 647 .614 . 637 .627 .683 .603 .381 . 216 
. 555 .683 .648 .638 . 596 .515 .388 .815 
0.3 .608 .734 . 734 .702 .630 .603 .304 
.706 . 740 .740 .709 .640 . 616 . 316 
0.4 .777 .786 . 762 .702 .583 .374 
. 781 .780 . 767 .700 .606 .302 
0.6 . 800 . 786 .734 .627 .422 
. 803 . 780 .7 ... 0 .638 . 442 
0.6 .777 . 734 . 637 . 446 
. 781 .740 . 648 .464 
0.7 . 698 . 614 . 444 
. 706 .623 . 467 
o. a .647 . 410 
.666 . 416 
0.9 .328 
.385 
(1) Tamanho de amos~ra es~imado para raz~o de produ~os cruzados 
igual a 2.0 e poder igual o. ao. usando o chi quadrado para a ~abe-
la de ~o~a.is. 
OE) Aproxi maç~o de Corn~ield. 
(#) Apr oxi maç:ro de Muftoz e Rosner. 
é 0.02 ), de modo que podemos concluir que para situaç~es 
balanceadas, a aproximaç~o de Muftoz e Rosner,fornece valores 
pr 6xi mos dos reais. 
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Rest.am port.ant.o dois problemas a serem est-udados e 
discut..idos: A adequaçl:o da aproximaçl:o de Mufloz e Rosner para 
sit-uações n~o balanceadas e razermos uma comparaç~o do poder dos 
dois t.est.es sob as mesmas condiç&s. Com relaçil:o ao primeiro 
problema, o que ocorre é que a aproximaçlllo de Murfoz e Rosner se 
baseia na dis~ribuiça:o normal. Para si~uaçl5es desbalanceadas. 
próximas aos cant.os de uma t-abela de poder como a Tabela 3.1. a 
dist.ribuiç~o hipergeomét.rica é assimét-rica e uma aproximaç~o 
normal pode n~o ser ideal• com relaç~o ao segundo problema, é de 
in~eresse a comparaçl:o j~ que os dois ~es~es sil:o equivalen~es. 
Para esses rins rizemos est.udos de Mont.e Carlo devido à 
impossibilidade de realizar o ~rabalho de rorma anali~ica. 
Em nossos est.udos de Mont.e Carlo, inicialment-e rizemos 
si mul açeses de dados par a gerar ~abel as 2x2xm como derivadas de 
est.udos de casos e cont-roles. procurando nos det-ermos nas 
si~uaçeses em que m 6 igual a 2 e 3. Fizemos cada conjun~o de 
simulaçe&s rixando um conjunt-o part-icular de valores para as 
rraçeles t.. •s. r. •s e s. ·s. i =1 ••••• m. e um conjunt-o de razeles de 
~ ~ ~ 
produt-os cruzados.uma para cada est.rat.o. Para alguns conjunt-os de 
simulaçeses fixamos uma razl:o de produt-os cruzados igual a dois 
para t.odos os est.rat.os. e para out.ros. rixamos razeles de produt-os 
cruzados dis~int.as para t.odos os est.ra~os. mas de modo que a média 
dessas razeses de produt-os cruzados rosse igual a dois. Depois de 
fixadas essas quant-idades. em cada conjun~o de simulaçeles rizemos 
um número convenient-e de replicações. gerando em cada replicaçl:o 
uma ~abela ax2xm. Es~amos in~eressados em es~imar e comparar duas 
proporç&s: os dois poderes. Esse número convenien~e de 
replicaçeles est.á relacionado com a ampli ~ude desejada para os 
int-ervalos de conriança para essas proporções. Deno~ando por pmh e 
prl as est.ima~ivas dadas pelo Mon~e Carlo para. respec~ivamen~e. o 
poder do t.est.e de Mant.el-Haenszel e o poder do t.est.e da raz•o de 
verossimilhança para a regressl:o logis~ica. essas es~ima~ivas sa:o 
dadas serlllo dadas por 
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pmh = nrmh 
numrep • 
nrr1 
pr 1 =---------~­numrep 
onde numrep 46 o número de replicaçes.s f'eit.as no est.udo de Mont.e 
Carlo, nrmh é o número de vezes que a hipó~ese H ~oi rejei~ada ao 
o 
longo das numrep replicaçl!Ses e nrrl é o número de vezes que a 
hipót.ese K ~oi rejeit.ada ao longo das numrep replicaç6es. Usando 
o 
o mesmo crit.ério dado por Muftoz e Rosner, poderiamos dizer que se 
ao ~inal das numrep replicaç~es pmh e prl n~o diferem por mais de 
O. 02, ent.a:o os doia poderes slro iguais. Pref'erimoa, no ent.ant.o, 
nos basearmos nos in~ervalos de con~iança de Q6% para as duas 
proporçl!Ses. 
In~ervalos de con~iança de ger4 para as verdadeiras proporç~es 
silo, apr oxi madament.e, 
pmh :!: 2.00 /
_P_mh_C_l_-_P_mh_) __ 
numrep 
para o caso do procediment-o de Mant.el-Haenszel • 
prl :!: 2.00 /
_Pr_l_c_l_-_P_r_l_) __ 
numrep 
para o caso da regressS:o logist.ica. Se para uma det.erminada 
sit.uaçll:o Cuma part.icular dist.ribuiçllo doa t..•s, r.•s e s •a) os 
~ ~ ~ 
int.ervaloa de conf'iança para as duas proporçe5ea se int.ercept.am, 
nll:o podemos concluir que os dois poderes s~o dif'eren~es. 
Para as sit.uaç~ em que o número de eat.rat.os m 46 igual a 
dois, as simulaçeses s~o ~ei~as em 2500 replicaç~es para que os 
int.ervaloa acima t.enham, ambos, amplit.ude máxima igual a O. 04, 
dando uma ampli~ude de 0.02 de cada lado do in~ervalo. Os grá~icos 
3.1, 3.2 e 3.3 alio result.ant.es de um conjunt.o de simulaçeses f'eit.as 
em 2600 replicações para a si~uaç~o quase par~ai~amen~e balanceada 
com dois es~ra~os,na qual ~ =~ =0. 6, r =0. 4, r =0. 6, s =0. 6, 
1 z 1 z 1 
s =0.4 a razões de produ~os cruzados, respec~ivamen~e. 1.6 no 
2 
primeiro es~ra~o e 2.6 no segundo es~ra~o. Esses gr~~icos 
represen~am, respec~i vamen~e. uma curva do poder do ~es~e de 
Man~el-Haenszel, uma curva para o poder da regress~o logis~ica e 
uma curva para a di~erença prl - pmh em valor absolu~o. Os pon~os 
que com~em os ~rés grà~icos s~o os resul~ados das simulaç~es ao 
~inal de um número de replicaçe&s que cresce de cem em cem. Por 
exemplo, os pon~os que com~em os grá~icos 3.1 s~o as proporções 
de rejeiç~o da hipó~ese H de C2.1.1) ao ~inal das cem primeiras 
o 
replicaç~s. ao ~inal das duzen~as primeiras replicaç~. e assim 
por dian~e. No grá~ico 3.1. podemos observar que a aproximaçl:o 
para o poder do ~es~e de Man~el-Haenszel dá um sal~o passando de 
0.75 para 0.71,dai para 0.69 • e após pequenas ~lu~uaçe&s parece 
se es~abilizar em ~orno de 0.69. No grá~ico 3.2, podemos observar 
que a aproximaç~o para o poder do ~es~e da razllo de 
verossimilhança para a regress~o logis~ica de inicio é igual a do 
poder do ~es~e de Man~el-Haenszel, mas em seguida se es~abiliza em 
~orno de 0.6Q. O compor~amen~o das di~erenças absolu~as en~re as 
duas aproximaç8es, apresen~ado no Grá.~ico 3. 3, sugere que essas 
di~erenças se es~abilizam em ~orno de O. 01. A maior di:f'erença 
absol u~a n~o alcança O. 02. Pelo c r i ~ér i o u~i 1 i zado por Mu~oz e 
Rosnar para a Tabela 3.1, ao olharmos o Grá~ico 3. 3, eoncluimos 
que nessa si~uaç~o os dois poderes s~o iguais. Usando os 
in~ervalos de con~iança de ampli~ude 0.02 de cada lado, chegamos~ 
mesma conclusllo. No en~an~o. o uso, desses in~ervalos nos permi~e 
cone! ui r que as duas proporçeses s~o di :f'eren~es somen~e quando a 
di:f'erença en~re en~re elas :for superior a 0.04, pois só a par~ir 
desse valor para a di:f'erença é que os in~ervalos de con:f'iança n~o 
se interceptam. Isso nos dá uma margem de segurança para 
concluirmos se os dois poderes sllo di:f'eren~es ou n~o maior do que 
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absol ut.a igual a O. 02. . As si t. uaçeles em que m é igual a t.r ês , 
~oram ~eit.as em 1000 replicaçeles, dando int.ervalos de 06~ de 
con~iança com amplit.ude máxima igual a 0.06, o que signi~ica uma 
amplit.ude de 0.03 de cada lado do int.ervalo. 
No caso do procediment-o de Mant.el-Haenszel, nós ressalt.amos 
que ut.ilizamos uma express~o para ~azer o t.est.e e comparar com a 
aproximaç~o para o poder da regress~o logist.ica e ut.ilizamos out.ra 
express~o para ~azer o t.est.e e comparar com os result.ados de Muftoz 
e Rosner. Dessa ~orma, at.endemos aos dois int.eresses desse 
t.rabalho. Para a comparaç~o com a regress~o logist.ica,em cada 
replicaç~o ~azemos o t.est.e baseado na est.at.ist.ica C 2.1.6) sem a 
correç~o de cont.inuidade. Ao ~inal das numrep replicaç~. a 
aproximaçao para o poder do t.est.e é a proporç~o de vezes que a 
hipót.ese H ~oi rejeit.ada. Usamos a est.at.ist.ica C2.1.6) para obt.er 
. o 
result.ados para comparar com aqueles de Muftoz e Rosner. 
No caso da regressao logist.ica, t.omamos a aproximaçao para o 
poder como a proporç~o de vezes que a hipót.ese K ~oi rejeit.ada. 
o 
No ~inal das numrep replicaçeíes para cada dist.ribuiçao de 
t. 's, r 's s 's e razeles de produt.os cruzados especi~icadas, 
I. i. • i. 
comparamos o poder obt.i do par a o t.est.e de Mant.el -Haenszel com o 
poder obt.ido para a regress~o logist.ica. 
Na verdade, o primeiro problema a ser resolvido para ~azermos 
o Mont.e Carlo ~oi o da geraçao de t.abelas 2x2xm, e a maneira como 
o solucionamos merece uma discussao especial. Convém lembrarmos a 
~orma da Tabela 1.1.3 represent.ando a i-ésima t.abela result.ant.e de 
um est.udo de casos e cont.roles est.rat.i~icado. Um programa 
• denominado Gera -t.ab gera na i -és i ma t.abel a duas amost.r as 
binomiais de um est.udo de casos e cont.roles, ut.ilizando um gerador 
(M) O leit.or int.eressado em conhecer o programa poderâ se 
comunicar com Depart.ament.o de Est.at.ist.ica da Universidade Federal 
da Bahia, Salvador Bahia. 
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de amos~ras binomiais. Cada conjun~o dos ve~ores ~= Ct , ...• ~) e 
s m 
s=< s , ... , s ) f' oi 
s m 
considerado por nós, respec~ivamen~e. como um 
caso da dis~ribuiçao de proporç~es de individues nos m es~ra~os e 
um caso da dis~ribuiç~o de casos e de controles nesses m estratos. 
Fixamos os ve~ores ~ e s e a razao de produ~os cruzados e :f'ixamos 
~ambém o ve~or r=Cr , ... ,r). Quando :f'ixamos as :f'raç~s r .• nao o 
i m ~ 
fizemos par a que a soma a. +b. dos el emen~os da primei r a 1 i nha da 
~ ~ 
tabela fosse sempre igual a r.n. ~ o fizemos para ob~er um valor 
~ ~ 
inicial a para a. usando a aproximação de Cornfield para E< A.), e 
~ ~ 
por diferença um valor inicial b= r.n.- a para b.. Uma das 
~ " " 
variáveis alea~órias binomiais da tabela ~em parA.me~ros s\. ni. e ps\. 










i. é calculado como 
C 1-s )n -b i. \. 
C 1-s.)n. 
~ \. 
c 3.1 ) 
c 3. 2 ) 
Ngssg caso, o programa. Gera-tab ggra um valor de uma variável 
alea~ória binomial com parâme~ros si.ni. e p
1
;. como sendo o valor de 
a. e um valor de uma outra variável aleatória binomial com 
\. 
parâme~ros C1-si)n;. e p
2
i como o valor de di.. c;. é en~ao calculado 
como s.n. -a. e b. é calculado como <1-s.)n. -d.. Desse modo a soma 
\. \. \. \. \. " " 
a+ b é alea~ória e sua média é r .n.. Se s.>O. 5, p
1







e p . é calculado como 
2\. 
c 3. 3 ) 
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b 
P-s;.= Cl ) 
... -s. n. 
c 3. 4 ) 
\ \ 
Nesse caso, o programa Gera-tab gera o valor de c como o valor de 
i. 
uma variável aleatória binomial com parA.met..ros s.n. e p . Cp .dado 
\. \. f.\. f.\. 
por C3. 3 )) e gera o valor de b. como o valor de uma var i ã. vel 
\. 
aleat.ória com parA.met..ros C1-s.)n. e p . Cp . dado por C 3. 4 )) . 
\ \ 2\ Z\ 
a. 
\ 
é ent.ao calculado como s.n.-c. e d. é calculado como C1-s.)n. -b .. 
\. \. \. \. \. \. \ 
E novamente a soma a.+ b. é aleat.ória com média r.n .. 
\. \. \. \ 
Para solucionar o problema de, baseado nos dados gerados pelo 
programa Gera_t..ab, fazer o t..est.e de Mant..el_Haenszel, o a.just..e dos 
modelos de regressão logist.ica e o t.est.e da raz~o de 
ver os si mi 1 ha.nça. e est..i mar o poder dos dois t..est..es , nós f i zemos o 
<. > programa Comparaç~o . 
C*) Mesma not.a de rodapé da pâ.gina 60. 
, 
CAPITULO 4 
RESULTADOS DOS ESTUDOS DE MONTE CARLO 
Inicialmente, temos a comentar que embora em seu artigo Muftoz 
e Rosner C1094) apresen~em a Tabela 3.1 com o ~i~ulo que a~irma os 
testes unilaterais terem sido ~eitos a um nivel de signi~icância 
O. 06, constatamos que esses resul~ados equivalem a um nivel de 
signif'icância bilateral de 0.10. Verif'icamos isso utilizando o 
programa Comparaç~o. usando os valores cri~icos adequados a cada 
nivel de signif'icância unilateral especif'icado na FUNCTION 
Man~el-Haenszel, a qual f'az parte do programa. Primeiro, para um 
nivel de signif'icância unilateral a=0.06, seguindo Munoz e Rosner 
usamos como o valor critico para o ~este Z =1.646 na inequaç~o 
0.015 
C2.1.6) e sob a hipó~ese nula C2.1.1), ob~ivemos pelo Mon~e Carlo 
um poder igual a 0.10 quando deveriamos ob~er um poder 0.06, igual 
ao nivel de signif'icância unilateral adotado. Em seguida, f'izemos 
simulaç~es para ob~er es~ima~ivas para o poder do ~-s~e de 
Mantel_Haenszel a um ni vel de si gni f' i cânci a uni 1 ater al de O. 1 O 
para uma par~• das si~uaç~es apresen~adas por Mufíoz e Rosner, 
usando C2.1. 6). Os resultados para 2600 replicaçeses estl!o na 
Tabela 4.1. Os resultados da Tabela 4. 2 sl:o os resul~ados do 
Monte Carlo para testes bilaterais com nivel de signif'icância 0.10 
usando C2.1. 6) e para exatamen~e as mesmas situaçeses da Tabela 
4.1. Os resultados dessa última tabela para o teste de 
Man~el_Haenszel sl:o os mesmos da Tabela 4.1, a menos de uma 
dif'erença máxima O. 01 entre os valores das duas tabelas. Isso 
63 
signi~ica que os resul~ados ob~idos por Mu"oz e Rosner s~o 
equivalen~es a resul~ados de ~es~es bila~erais com nivel de 
signi~icância 0.10. 
Tabela 4.1. Resul~ados da simulaç•o para aproximar o poder 
do ~es~e de Man~el-Haenszel para a hipó~ese al~erna~iva 
unila~eral de que r é maior do que zero no caso de dois es~ra~os 
com raz~es de produ~os cruzados ambas iguais a dois, ~ = ~ = 0.6 
1 2 
r +r = 1= s +s • a= 0.10, N = 209. 




t. 0.2 0.4 0.6 0.6 0.9 
0.2 0.6Q 0.67 0.62 0.64 0.:36 
0.4 0.7Q 0.79 0.74 0.66 
0.6 o. 91 0.79 0.64 
0.6 0.79 0.67 
0.9 0.69 
Em concordância com o procedimen~o da razão de 
verossimilhança. no qual ~es~amos a hipó~ese K de C2. 3. 4.1) 
o 
versTJs a hipótese alternativa bilateral K : (3 ~o. comparamos os 
1 t. 
dois procedimen~os em ques~~o ~azendo ~es~es bila~erais a~ravés da 
es~a~is~ica <2.1.6). 
Ou~ro problema a ser discu~ido é a adequaç~o da aproximaç~o 
de Mu"oz e Rosner para si~uaç~s desbalanceadas. Comparando os 
resul~ados da ~abela de poder 4.1. gerada pelo Mon~e Carlo, com os 
resul~ados de MuHoz e Rosnar apresen~ados na Tabela 3.1, 
observamos que a maior di~erença en~re os valores corresponden~es 
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Tabela 4.2. Resul~ados da simulaç~o para dois es~ra~os, com razees 
de produ~os cruzados ambas iguais a dois, ~ = ~ = 0.6, r + r = 
1 z 1 z 
1 = s + s a' Ol = 0.10, N = 208. :t. 
r 
1 0.2 0.4 
0.2 (if) 0.60 0.67 (#) 0.68 0.67 




(if) Aproximaç~o para o poder 
(#) Aproximaçi.:o para o poder 





0.5 0.6 0.8 
0.62 0.63 0.34 
0.63 0.66 0.40 
0.79 0.7.(. 0.66 
0.78 0.75 0.56 
0.91 0.79 0.63 





'les'le de Man'lel-Haenszel. 
'les'le baseado na regress~o 
a cada sí'luaç~o nas duas 'tabelas é 0.06, o que ocorre na si'luaç~o 
em que r é igual a O. 2 e s é igual a O. 6. In~ervalos de 
& & 
confiança de 95Y. com ampli'lude 0.02 de cada lado para o poder do 
~es~e de Man~el-Haenszel nessa si~uaçl:o baseados em cada uma das 
duas ~abelas n~o se in~ercep~am. A rigor, na si'luaçi(o em que r é 
i 
igual a 0.2 e s é igual a 0.8, os in~ervalos de confiança de 95Y. 
:t. 
com ampli~ude O. 02 de cada lado n~o se in'lercep'lam. Idem, na 
si ~uaçl:o em que r é igual a O. 4 e s é igual a O. 8. Nessas 
:t. :t. 
si 'luaçeses podemos conclui r que os dois poderes di ferem. Devemos 
observar ~ambém que a aproximaçl:o de Mu~oz e Rosner é maior do que 
a aproximaçl:o dada pelo Mon'le Carlo nessas 'lrês si'luações. Tes'les 
unila~erais com nivel de significãncia 0.05 para a hip6~ese de que 
a aproximação de Muftoz e Rosnar é maior do que a aproximação pelo 
Monte Carlo nos levam a rejeitar essa hipótese em cada uma das 
três situaç~s acima, nos sugerindo que a aproximaç~o de Muftoz e 
Rosner superestima o poder do teste de Mantel Haenszel nas 
situaç~s desbalanceadas. 
Finalmente, fizemos comparações entre as estimativas para o 
poder dos dois testes em diversas tabelas de poder obtidas pelo 
Monte Carlo no intuito de saber se há diferença significante entre 
os dois poderes. A Tabela 4.3 apresenta os resultados para a 
si tuaç~o desbal anceada em que a proporç~o t é i gua1 a O. 3 e a 
:l 
proporç~o t é igual a O. 7. Observando as tabelas 4. 2 e 4. 3. 
z 
percebemos que há notadamente um padr~o seguido em cada uma dessas 
tabelas. Em ambas. as aproximaç~es para o poder dos dois testes 
s~o iguais, exceto na situaç~o quase extrema em que a proporç~o 
r é igual a O. 2 e a proporç~o s é iguala O. 8. Essa é uma 
:l :l 
situaç~o em que há uma proporç~o muito grande de casos em um dos 
estratos. e. como s +s =1. a proporç~o de casos no outro estrato é 
:t. a 
mui to pequena; e além disso. a propor ç~o de expostos é mui to 
pequena no estrato em que a proporç~o de casos é muito grande, e é 
mui to grande no estrato em que a proporç~o de casos é mui to 
pequena. O que observamos das duas tabelas acima • é que. nessa 
situaç~o. a diferença entre as duas estimativas é da ordem de 0.06 
em ambas as tabelas. Isso implica que intervalos de confiança com 
amplitude O. 04 para os dois poderes n~o se interceptam. De fato. 
podemos ver pela Tabela 4.2. que os intervalos de confiança de 96Yo 
para os dois poderes, baseados nas estimativas dadas pelo Monte 
Carlo nessa situação desbalanceada s~o. aproximadamente. 
C0.34-0.02,0.34+0.02)=C0.32,0.36) para o poder do teste de 
Mantel-Haenszel e C0.40-0.02,0.40+0.02) = (0.38,0.42) para o poder 
Tabela 4.3. Resul~ados da simulação para dois es~ra~os, com 
raz~s de produ~os cruzados ambas iguais a dois, ~ =0.3, 




... 0.2 0.4 0.6 0.6 0.8 
0.2 (if) 0.60 0.67 0.63 0.65 0.47 (#) 0.48 0.67 0.63 0.67 0.63 
0.4 0.70 0.74 0.76 0.66 0.70 0.74 0.77 0.58 
0.5 0.81 0.82 0.63 0.81 0.82 0.64 
0.6 0.83 0.67 0.83 0.67 
0.8 o. 61 0.40 
C*) Aproximação para o poder do ~es~e de Man~el-Haenszel. 
(#) Aproximaç~o para o poder do ~es~e baseado na regressão 
logis~ica. 
da regressão logis~ica. Esses dois in~ervalos não se in~ercep~am, 
o que nos leva a concluir que os dois poderes são diferen~es nessa 
si~uação. O mesmo podemos concluir da Tabela 4.3. Em par~icular, 
para a si~uação desbalanceada discu~ida acima, os in~ervalos com 
06% de confiança s•o C0.47-0.02,0.47+0.02)=C0.46,0.40) para o 
poder do ~es~e de Man~el-Haenszel e C0.53-0.02,0.63+0.02) = 
(0.61,0.66) para o poder da regress•o logis~ica. 
A Tabela 4.4 apresen~a os resul~ados para um ou~ro conjun~o 
de simulaç~s em que as proporç~es ~ e~ são iguais a 0.6, mas a 
1 z 
razão de produ~os cruzados são diferen~es, embora em média seja 
igual a dois. As mesmas observaç~s do parágrafo an~erior sil:o 
vâlidos para os resul~ados dessa ~abela. Os in~ervalos com 99Y. de 
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confiança na si~uaç~o desbalanceada discu~ida s~o 
(0.30-0.02,0.30+0.02)=(0.28,0.32) para o poder de Man~el-Haenszel 
e CO. 36-0. 02,0. 36+0. 02)=(0. 33,0. 37) para a regress~o logis~ica. 
Também aqui os in~ervalos n•o se in~ercep~am e a conclus•o é que 
os dois poderes s~o diferen~es nessa si~uaç~o. 
N~o é apenas o ~a~o de que os dois poderes s•o di~eren~es na 
si~uaç~o desbalanceada discu~ida nos dois parágrafos an~eriores o. 
que podemos perceber. Percebemos ~ambém dessas discussees que os 
limi~es inferiores dos in~ervalos de confiança para o poder da 
regress~o logis~ica ~oram sempre maiores do que os limi~es 
superiores dos in~ervalos de confiança para o poder do ~es~e de 
Man~el-Haenszel. Um ~es~e de nivel 0.06 para a hip6~ese H :prl = 
t. 
pmh versus a hi p6~ese H : pr 1 > 
2 
pmh leva à rejeiçil:o de H quando 
t. 
baseado em cada uma das ~abelas 4.2, 4.3 e 4.4. A nossa conclus•o 
é que o poder da regressil:o logis~ica é maior do que o poder do 
~es~e de Man~el-Haenszel na si~uaçil:o quase e~rema discu~ida acima 
e que os dois poderes silo iguais para ou~ras si~uaçeses, quer os 
~. 's sejam balanceados <~ =~ =0. 6) ou n~o. Resumindo esse 
" t 2 
parágrafo, podemos dizer que o poder da regressl:o logis~ica é 
sempre igual ou maior do que o poder do ~es~e de Man~el_Haenszel. 
Observamos ainda que, na mesma si~uaç~o quase e~rema 
discu~ida nos parágrafos an~eriores, quando mudamos da Tabela 4.2 
para a Tabela 4.3, o que é fei~o desbalanceando os ~.·s. ambas as 
" es~ima~ivas crescem significan~emen~e. Para o poder do ~es~e de 
Tabela 4.4. Resul~ados da simulaç~o para dois es~ra~os. com raz~o 
de produ~os cruzados igual a 1.6 no es~ra~o 1 e 2.6 no es~ra~o 2, 
~ = ~ = 0.6, r +r = 1 = s + s • a= 0.10, N=209. 




" 0.2 0.4 0.6 0.6 0.9 
0.2 (Jf) 0.66 0.6.(. 0.69 0 . .(.9 0.30 (#) 0.64 0.66 0.69 o. 61 0.36 
0 . .(. 0.76 0.76 0.69 0.76 0.76 0.60 
0.6 0.79 0.60 0.60 0.79 0.70 0.60 
0.6 0.75 0.54 0.76 0.64 
0.8 0.66 0.64 
(M) Apr oxi maç~o para o poder do ~es~e de Man~el-Haenszel. 
(#) Aproximaç~o parao poder do ~es~e baseado na regress~o 
logis~ica. 
Man~el-Haenszel a es~ima~iva passa de 0.34 para 0.47. A di~erença 
entre essas duas estima~ivas é 0.13. Um in~ervalo de con~iança de 
96" para a verdade! r a di ~erença só inclui r i a o zero se ~i vesse 
ampli tud~ p~lo m~no:s 0.13 d~ cada lado. Um t.~:st.~ d~ ni vel O. 06, 
nos 1 eva a conclui r que o poder do ~es~e de Man~el-Haenszel é 
maior para ~.·:s desbalanceados como os da Tabela 4.3 do que para o 
" caso de ~- • s bem balanceados, como na Tabela .(.. 2. As mesmas 
.. 
observações podemos fazer para a regress~o logist.ica. Concluímos 
que es~ando numa si~uaç~o e~rema em que amos~ramos uma proporç~o 
mui~o grande de casos em um es~rato que tem uma proporção pequena 
de expos~os e amos~ramos uma proporç~o mui~o pequena de casos no 
ou~ro es~ra~o. e é sabido que a proporç~o de expos~os é mui ~o 
grande no es~ra~o que ~em poucos casos é mui~o pequena no es~ra~o 
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que ~em mui~os casos, ob~eremos maior poder, ~an~o para o ~es~e de 
Man~el-Haenszel como para o ~es~e equi va.lent.e usando regressito 
logis~ica, se, amos~rarmos mais no es~ra~o onde a proporçil:o de 
expost.os é maior. Isso signi~ica que nessa. sit.ua.ç•o ext.rema. 
podemos ob~er maior poder amos~rando mais no es~ra~o no qual há 
mais expost.os e menos casos. 
Para ~rês es~ra~os, procuramos ~azer simulaç3es ~ent.ando 
obt.er algumas posi çes&s da t.abel a de poder , assim como o ~i zemos 
para dois es~ra~os. Para ~rês est.ra~os, uma ~abela de poder como 
as ~abel as apr esent.adas a t.é aqui • con~ém mui ~o mais posi çeses do 
que essas úl ~i mas, desde que ~al ~abel a deve con~er t.odas as 
combi naçes&s dos el ement.os dos vet.or es r =C r , r , r ) e s =C s , s • s ) . 
t z a t z a 
As Tabelas 4.5 e 4.6 apresen~am os result.ados para dois conjunt.os 
de simula.çeses que di~erem no ~a.t.o de que as posiçeses dos t..•s s•o 
" invert.idas. O que podemos perceber é que n~o há di~erença en~re os 
dois poderes, mesmo no cant.o superior direit.o da t.abela de 
poder,como acon~ece em es~udos com dois es~ra~os. Os in~ervalos de 
con~iança de ~ para os poderes se in~ercept.am em ~odas as 
sit.uações consideradas, balanceadas ou n~o. Uma in~ormaç~o 
adicional é a de que para cada. dist.ribuiç•o de r. •s, e s •s 
" \. 
considerada, quando passamos da dist.ribuiç~o dos t.•s da Tabela 4.5 
par a a di s~r i bui çl:o dos ~ • s da Tabela 4. 6. t.a.nt.o o t.est.e de 
Mant.el-Haenszel como a regressil:o logist.ica so~rem uma perda de 
poder de cerca de 10Y., sendo excessl:o o can~o superior esquerdo 
para o qual a perda é de 0.19. Um t.erceiro conjunt.o de simulaçees 
~oi realizado para uma sit.uaç~o o mais balanceada possivel quando 
so 
Tabela 4.6. Resul~ados da simulação para ~rês es~ra~os com 
raz~es de produ~os cruzados 1.6 no primeiro es~ra~o. 2.0 no 
segundo es~ra~o e 2.6 no ~erceiro es~ra~o. ~ =0.2, ~ =0.3, 

































0.6 0.8 0.8 
0.60 
0.66 
(M) Aproximaç~o para o poder do ~es~e de Man~el-Haenszel. 
C~) Aproximaç~o para o poder da regressão logis~ica. 
0.8 
o número de es~ra~os é ~rês. Nesse caso consideramos t.odos t. • s 
\. 
iguais a 0.33, ~odos os r 'se s.•s iguais a 0.6 e ~odas as raz~es 
\. " 
de pr odu~os cruzados iguais a dois. Também nesse caso podemos 
concluir que os dois poderes sao iguais, uma vez que as 
es~imat.ivas para os dois poderes são, ambas 0.70. Isso signi~ica 
uma perda de poder de cerca de 10" em relaçao ao caso de dois 
es~ra~os, no qual a si~uaç~o mais balanceada possivel com razão de 
produt.os cruzados igual a dois para os dois es~rat.os apresen~a 
poder 0.81 para os dois ~est.es. 
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Tabela 4.6 . Result-ados da simulação para t-rês est-rat-os com 
raze>es de produt..os cruzados 1. 6 no primeiro es'lrat..o, 2.0 no 
segundo est-rat-o e 2.6 no t-erceiro est-rat-o, t, =0.6, t, =0.3, 
t-8=0.2, Ol 0.10. e N=208. i z 
s s s 
r i z 8 
A 
r 
z 0.2 0.2 0.2 0.6 r 0.6 0.6 0.9 0.9 0.9 8 
0.2 (M) 0.49 o. 41 0.2 (~) 0.47 0.46 0.2 
0.6 o. 71 0.6 
0.6 o. 71 
O.B 0.37 0.8 0.43 0.8 
0~) Aproxi maç~o para o poder do teste de Mantel-Haenszel. 




O primeiro problema a que nos propusemos est.udar, 1'oi a 
adequaç~o da aproximaç~o de Mu~oz e Rosner para o poder do t.est.e 
de Mant.el-Haenszel para sit.uaçees n~o balanceadas. Das observaç~es 
f'eit.as no Capit.ulo 4 quando comparamos os result.ados originados do 
t-rabalho dos dois aut.ores com os result.ados originados pelo est.udo 
de Mont.e Carlo, chegamos à conclus~o de que a aproximaç•o de Mu~oz 
e Rosner superest.i ma o poder do t.est.e de Mant.el-Haenszel nas 
si t.uaçeses em que as proporç&s de 
desbalanceadas, se dist-anciando de 0.6. 
casos e expost.os siro 
Nas sit.uaç~es balanceadas 
e próximas a isso a aproximaçi:o é boa e pode ser usada, o que leva 
o pesquisador a uma maior f'acilidade comput-acional no cálculo do 
poder do t.est.e de Mant.el-Haenszel. 
Para est.udos est.rat.if'icados com apenas dois est.rat.os, o poder 
do t.est.e para a signif'icA.ncia do risco relat.ivo comum aos dois 
est.rat.os usando regress:lo logist.ica é maior do que o poder do 
t.est.e de Mant.el-Haenszel para a mesma hip6t.ese quando est.amos numa 
sit.uaç:lo em que as proporç~es de casos e expost.os são muit.o 
dif'erent.es uma da out.ra dent.ro dos est.rat.os e ent.re est.rat.os, como 
é o caso do cant.o superior di r e i t.o da t.abel a de poder . Nessa 
sit.uaçi:o, concluímos que a regressi:o logist.ica é mais vant.ajosa do 
que o procediment-o de Mant.el-Haenszel. quer os t. •s sejam i. 
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balanceados ou n:o. Nas demais si~uaç~es es~udadas, os dois 
poderes s~o iguais e nós concluimos que as duas me~odologias s~o 
equivalen~es em ~ermos de poder. 
Ainda para o caso de dois es~ra~os, pudemos concluir que nas 
si~uaç~es mui~o desbalanceadas discu~idas no parágra~o an~erior, 
podemos ob~er maior poder, ~an~o para o ~es~e de Man~el_Haenszel 
como para a regress:o logis~ica, se amos~rarmos mais no es~ra~o no 
qual há mais expos~os. 
Para ~rês es~ra~os, da 







es~ra~ificados com um número de es~ra~os igual a ~rês ob~eremos o 
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