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Abstract: Several studies show that the reverberation and spectral details in direct sounds are two
essential cues for perceived externalization of virtual sound sources in reverberant environments.
The present study investigated the role of these two cues in contralateral and ipsilateral ear signals
on perceived externalization of headphone-reproduced binaural sound images at different azimuth
angles. For this purpose, seven pairs of non-individual binaural room impulse responses (BRIRs)
were measured at azimuth angles of −90°, −60°, −30°, 0°, 30°, 60°, and 90° in a listening room.
The magnitude spectra of direct parts were smoothed, and the reverberation was removed, either in
left or right ear BRIRs. Such modified BRIRs were convolved with a speech signal, and the resulting
binaural sounds were presented over headphones. Subjects were asked to assess the degree of
perceived externalization for the presented stimuli. The result of the subjective listening experiment
revealed that the magnitude spectra of direct parts in ipsilateral ear signals and the reverberation in
contralateral ear signals are important for perceived externalization of virtual lateral sound sources.
Keywords: magnitude spectra; reverberation; contralateral ear; ipsilateral ear; perceived externalization;
binaural room impulse response; head-related transfer function; headphone-reproduced virtual sound
images; binaural reproduction
1. Introduction
Headphone-based representation of virtual acoustic environments (VAEs) is becoming more and
more important due to the growing market of mobile devices, virtual and augmented reality (VR/AR)
applications, high-definition television (HDTV), etc. [1]. As shown in Figure 1, the traditional way to
synthesize a virtual sound source presented over headphones is by convolving a dry audio signal with
a pair of binaural room impulse responses (BRIRs, the time domain representation of binaural room
transfer functions (BRTFs)), which can be expressed as [2]:
yi(t) = s(t) ∗ BRIRi(r, θ, ϕ, t) =
∫ ∞
−∞
BRIRi(r, θ, ϕ, t− τ) s(τ) dτ, i ∈ {left, right}, (1)
where * denotes the convolution operator. s(t) and yi(t) are the input audio signal and the synthesized
binaural signals, respectively. r is the source-listener distance. θ and ϕ denote the elevation and azimuth
angles of sound sources relative to the listener, respectively. The BRIR represents the direction- and
distance-dependent acoustic impulse response from a sound source to the listener’s eardrums in a room,
consisting of:
• the direct part, which is the impulse response from the sound source to the listeners’ eardrums
without room information, as described by the head-related impulse response (HRIR, the time
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domain representation of the head-related transfer function (HRTF)).
• the reverberant part, which contains information about reverberation (early reflections and late
reverberation) stemming from the room. In the case of an anechoic chamber, the amount of
reverberation is close to zero.
Perceived externalization, i.e., out of the head [3], is one of the essential indicators for the
construction of immersive acoustic environments. Over the years, some important cues related to the
externalization of headphone-based sound images have been discussed and investigated.
Input audio signal
BRIRleft (r, , , t)
BRIR dataset
BRIRright (r, , , t)
Figure 1. Illustration of the setup of BRIR measurements.
In anechoic scenarios (free-field conditions), HRTFs (direct parts in BRIRs) are responsible
for perceived externalization, which depend strongly on individual anatomies, such as pinnae,
head, shoulders, and torso. According to Hartmann and Wittenberg [3], Kim and Choi [4], the auditory
images synthesized by using individual HRTFs could be perceived as externalized, whereas the
degree of externalization was reduced if the HRTFs were non-individual. Unfortunately, recording
individual HRTFs for each listener is difficult and impracticable in consumer scenarios. Due to this
reason, HRTFs from some existing databases, e.g., CIPIC [5], IRCAM [6], and SADIE [7], are commonly
used in dynamic binaural rendering systems. Hartmann and Wittenberg [3] showed that the interaural
time differences (ITDs)/interaural phase differences (IPDs) in low-frequencies (<1 kHz), the interaural
level differences (ILDs) in the full range of audible frequencies, and the monaural spectral cues from
each ear were important for perceived externalization. Kulkarni and Colburn [8] have investigated
the impact of reduced spectral details in HRTFs on the localization of virtual sound sources at 0°,
45°, 135°, and 180°. The magnitude spectra of HRTFs were expressed as Fourier series (FS), and the
spectral details in HRTFs (magnitude spectra of HRTFs) were reduced by truncating the number of FS
coefficients. The results of their study demonstrated that the performance of sound localization was
unaffected by reducing the number of coefficients in the FS from 512 to 16. Furthermore, all subjects
reported that the degree of perceived externalization of virtual sound images remained unchanged
(informal listening test); even the number of coefficients was reduced to eight.
In non-anechoic scenarios (reverberant conditions), reverberation, especially the early reflection part,
facilitates distance perception [9] and is essential for perceived externalization [10]. Several studies [11–14]
concluded that the reverberation between 20 ms and 80 ms (early reflection parts) affected the degree of
externalization; increasing the reverberation to durations of longer than 80 ms–100 ms did not increase
externalization further. Catic et al. [15] characterized the statistical distribution of short-term binaural cues,
i.e., ILDs and ITDs, in critical bands as a function of source-listener distances and investigated the impact
of the sizes of these distributions (ILD and ITD fluctuations) on perceived externalization. The results of
their study showed that the degree of externalization decreased substantially by compressing the ILD
fluctuations of binaural speech signals containing mid- to high-frequency components (above 1 kHz).
In contrast, the perceived externalization of low-pass-filtered speech sounds remained unaffected by the
compression of ILD fluctuations. Therefore, the size of ILD fluctuations could be utilized as an indicator
of the externalization of reverberant sound sources at mid- to high-frequencies. Catic et al. [13] pointed
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out that the binaural reverberation was important for externalization, while the monaural reverberation
(identical reverberation in both ears) was not sufficient to externalize a virtual sound image well,
especially for frontal sound sources. This finding revealed that the reverberation-related monaural cues,
i.e., direct-to-reverberant energy ratio (DRR), might by useful for perceived externalization [16], but not
as relevant as the reverberation-related binaural cues, i.e., ILD fluctuations and interaural coherence
(IC). Furthermore, Li et al. [14] investigated the relative influence of reverberation in contralateral
versus ipsilateral ear signals on externalization of a 45° sound source. The results indicated that the
reverberation at the contralateral ear had more influence on perceived externalization than that at the
ipsilateral ear; the degree of externalization remained almost unchanged by removing the reverberation
in the ipsilateral ear signal. However, it is still unclear how this effect changes as a source moves from
lateral to frontal incidence angles.
Hassager et al. [17] studied the role of spectral details in BRIRs on perceived externalization.
The magnitude spectra in the direct and reverberant part of BRIRs were smoothed by using gammatone
filters with different bandwidths. The results of their study indicated that the spectral details in the
direct part of BRIRs were essential for perceived externalization, while reducing the spectral details in
the reverberant part of BRIRs did not affect externalization noticeably. This conclusion differs from
the informal results obtained by Kulkarni and Colburn [8], where the degree of externalization was
not substantially reduced by smoothing the magnitude spectra of HRTFs. It should be noted that the
experiment in [8] was conducted under the free-field condition. Based on the two studies (cf. [8,17])
mentioned above, it could be concluded that the spectral details in the direct sound are important for
perceived externalization of virtual sound sources when reverberation is present. However, relatively
little is known about whether the spectral details in direct parts of ipsilateral and contralateral ear
signals have the same influence on perceived externalization.
Other cues, e.g., dynamic cues caused by head or source movements, visual cues, etc., also play an
important role in perceived externalization. Since they were not related to the present study, the details
of these cues regarding externalization were not discussed in this paper. Readers can refer to some
recent studies [18–22] for detailed information.
This study aimed to investigate the influence of (a) smoothing the magnitude spectra of direct
parts and (b) removing the reverberation, in contralateral and ipsilateral ear signals on perceived
externalization. In the studies of Catic et al. [13] and Hassager et al. [17], the reverberation and
magnitude spectra of direct parts were modified for both ear signals. In order to study the influence of
these two cues in contralateral and ipsilateral ear signals on perceived externalization, the reverberation
and magnitude spectra of direct parts in each ear signal were manipulated separately in the present
study. Li et al. [14] truncated the BRIR of each ear to different durations to study the relative influence
of reverberation in contralateral versus ipsilateral ear signals on externalization of a 45° sound source.
Unfortunately, there was no discussion of how this influence on externalization changed as a source
moved from lateral to frontal incidence angles. In this study, the role of reverberation and magnitude
spectra of direct parts in contralateral and ipsilateral ear signals was studied for virtual sound sources
at various azimuth angles. The remainder of this paper is organized as follows. Section 2 introduces
the modifications of direct and reverberant parts in measured BRIRs. The experimental setup for the
listening experiment is described in Section 3. The subjective evaluation results are presented and
discussed in Sections 4 and 5, respectively. Finally, Section 6 concludes this study.
2. Methods
2.1. BRIR Measurement
Seven pairs of BRIRs were measured with a low-noise dummy head KEMAR 45BC-12 at azimuth
angles of −90°, −60°, −30°, 0°, 30°, 60°, and 90° relative to the dummy head in a listening room
(area of ≈31.6 m2, height of ≈3.2 m), which was designed under the ITU-R BS.1116 standard and has
a broadband reverberation time T60 of about 260 ms [23]. Seven equally-calibrated Neumann KH 120A
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loudspeakers located at the respective incident angles were used as sound sources for the recording of
non-individual BRIRs. The distance between each loudspeaker and the dummy head was 1.9 m. A five
second-long exponential sweep [24] from 20 Hz–20 kHz was used as an excitation signal, and the BRIR
measurement for each azimuth angle was repeated five times. The BRIRs recorded were then truncated
by a 260 ms-long time window. The measurements were performed at a sampling frequency of 44.1 kHz
using a Fireface UFX+ audio interface. Figure 2 shows an illustration of the measurement setup.
-90°
-60°
-30°
0°
30°
60°
90°
Dummy head KEMAR 45BC-12 
1.9 m
Audio interface
Loudspeaker Neumann KH 120A 
Fireface UFX+ 
Figure 2. Illustration of the setup of BRIR measurements.
2.2. Modification of the Measured BRIR
The BRIR can be thought of as the sum of the direct (BRIRdirect) and reverberant (BRIRreverb) part:
BRIRi(r, θ, ϕ, t) = BRIRdirect, i(r, θ, ϕ, t) + BRIRreverb, i(r, θ, ϕ, t), i ∈ {left, right}. (2)
In the present study, the source-listener distance r was 1.9 m. The synthesized virtual sound
sources were located in the horizontal plane (ϕ = −90°, −60°, −30°, 0°, 30°, 60°, and 90°); thus the
elevation angle θ = 0. The direct parts in BRIRs were extracted by applying a 2.5 ms-long (110 samples
at 44.1 kHz) time window with a 0.5 ms-long half raised-cosine fall time [14]. The remaining parts in
BRIRs were considered as reverberant parts. The modifications of the direct and reverberant parts in
BRIRs are described in the following two subsections.
2.2.1. Modification of the Direct Part in the BRIR
A previous study in [17] investigated the role of spectral details in direct parts of BRIRs on
perceived externalization. For that, different levels of smoothing were achieved by using gammatone
filters with various bandwidth factors B (bandwidth factors are the values relative to one equivalent
rectangular bandwidth (ERB) [25]) ranging from 0.316–63.1. The smoothed spectral magnitude of
the direct part, |BRTFdirect, smooth(r, θ, ϕ, fc)|, for each center frequency, fc, was calculated according
to Kohlrausch and Breebaart [26]:
|BRTFdirect, smooth(r, θ, ϕ, fc)| =
√√√√∫ ∞0 |BRTFdirect(r, θ, ϕ, f )|2 |H( f , fc)|2d f∫ ∞
0 |H( f , fc)|2d f
, (3)
where |BRTFdirect(r, θ, ϕ, f )| represents the spectral magnitude of the original direct part in the BRIR.
|H( f , fc)| denotes the spectral magnitude of a 4th-order gammatone filter at the center frequency of fc
with a bandwidth of b( fc), which is described in [26,27] and can be expressed as:
|H( f , fc)| =
∣∣∣∣∣
(
b( fc)
j( f − fc) + b( fc)
)4∣∣∣∣∣ , (4)
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with
b( fc) = B× 24.7 (0.00437× fc + 1)
2
√
21/4 − 1 , and j =
√−1 . (5)
The results showed that the externalization ratings of sound sources synthesized by such modified
BRIRs (smoothed magnitude spectra of direct parts) decreased noticeably by increasing B above 1 ERB.
In the case of the largest bandwidth factor in their study (B = 63.1), the synthesized binaural sound was
perceived as internalized (“in the head” [28]). In the present study, 4th-order gammatone filters with B
of 63.1 were applied to smooth “maximally” the magnitude spectra of direct parts in BRIRs. The reason
for using this smoothing method is to compare the results with the observations by Hassager et al. [17].
Other methods, e.g., truncating the FS of the magnitude spectra [8], 1/N-octave smoothing [29], etc.,
could also be used to smooth the magnitude spectra of direct sound components.
To study the importance of spectral details in direct sounds of contralateral and ipsilateral
ear signals on perceived externalization, the magnitude spectra of direct parts were smoothed
(Equations (3)–(5)) in (i) BRIRs of the left ear (condition “SL”), (ii) BRIRs of the right ear (condition
“SR”), and (iii) BRIRs of both ears (condition “SB”). The binaural sounds rendered by non-processed
BRIRs were used as references (condition “SN”). It should be noted that in the case of −30°, −60°,
and −90° sound sources, the left ear is the ipsilateral (“same-side”) ear, and the right ear is the
contralateral (“opposite-side”) ear. In contrast, for 30°, 60°, and 90° sound sources, the left and right
ear are the contralateral and ipsilateral ear, respectively. For a frontal (0°) sound source, both ears are
facing the loudspeaker, and they are neither contralateral, nor ipsilateral ears.
Figure 3 shows the processed spectral magnitude of the direct part in the pair of BRIRs at 60° for
the “SN” (left top), “SL” (right top), “SR” (left bottom), and “SB” (right bottom) conditions. After the
smoothing process, the spectral magnitude of the direct part was almost constant across frequencies,
and the specific notches and peaks disappeared. The reverberant parts in BRIRs remained unchanged
and were added to the processed direct parts to generate modified BRIRs. Figure 4 shows the resulting
magnitude spectra of modified BRIRs at 60° for different conditions. The magnitude spectra showed
in each panel of both figures were normalized to the maximum magnitude level of the right ear BRIR.
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Figure 3. Examples of magnitude spectra for the direct part of the BRIR at 60° for the “SN”(left top),
“SL” (right top), “SR” (left bottom), and “SB” (right bottom) conditions. The solid and dashed curves
denote the magnitude spectra for the direct part in the BRIR of left and right ears, respectively.
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Figure 4. Examples of magnitude spectra for the BRIR at 60° for the “SN” (left top), “SL” (right top),
“SR” (left bottom), and “SB” (right bottom) conditions. The solid and dashed curves denote the
magnitude spectra for the BRIR of left and right ears, respectively.
2.2.2. Modification of the Reverberant Part in the BRIR
To investigate the influence of removing the reverberation in contralateral and ipsilateral ear
signals on perceived externalization, the reverberant part was “maximally” removed in (i) BRIRs of
the left ear (condition “RL”), (ii) BRIRs of the right ear (condition “RR”), and (iii) BRIRs of both ears
(condition “RB”). The removal of reverberant parts in BRIRs was achieved by applying a 2.5 ms-long
time window with a 0.5 ms-long half raised-cosine fall time (only the direct parts of BRIRs remained).
All truncated BRIRs were zero-padded to a length of 260 ms. The binaural signals rendered by using
non-processed BRIRs were applied as references (condition “RN”). Figure 5 shows the modified BRIRs
at 60° for the “RN” (left top), “RL” (right top), “RR” (left bottom), and “RB” (right bottom) conditions
in the time domain. To better visualize the BRIR modification, only the first 30 ms impulse responses
are plotted, and an offset (amplitude of 1.5) was added to the left ear BRIRs for each condition.
The resulting magnitude spectra for modified BRIRs at 60° are displayed in Figure 6. The magnitude
spectra shown in each panel were normalized to the maximum magnitude level of the right ear BRIR.
Note that the “RN” and “SN” conditions were the same, both of them denoting non-processed BRIRs.
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Figure 5. Examples of BRIRs with modified reverberant parts at 60° for the “RN” (left top),
“RL” (right top), “RR” (left bottom), and “RB”(right bottom) conditions in the time domain. The solid
and dashed curves denote the modified BRIRs of left and right ears, respectively (the left ear BRIR was
offset by 1.5 for better visibility).
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Figure 6. Examples of magnitude spectra for BRIRs with modified reverberant parts at 60° for the “RN”
(left top), “RL” (right top), “RR” (left bottom), and “RB” (right bottom) conditions in the frequency
domain. The solid and dashed curves denote the magnitude spectra for modified BRIRs of left and
right ears, respectively.
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3. Experimental Setup
Seven subjects (two females and five males, aged between 26 and 31) listened to the test stimuli
presented over a pair of Sennheiser HD800 headphones. The effect of headphones was compensated
according to Schärer and Lindau [30] by measuring the headphone transfer function (HpTF) on the
dummy head (KEMAR 45BC-12). As shown in Figure 7, seven loudspeakers were placed at the
measurement positions (−90°, −60°, −30°, 0°, 30°, 60°, and 90° azimuth angles relative to the listener)
to serve as visual cues. A subjective rating scale with four possible externalization degrees from 0–3
was used to evaluate the degree of perceived externalization, which was the same that we used in
our previous study [14] (Table 1). Subjects could rate each stimulus by using a slider with a step-size
of 0.1 between 0 and 3. During the listening experiment, subjects were not allowed to rotate their
heads, since the perceived externalization might by reduced if listeners moved their heads without
head tracking [18]. It should be noted that these two kinds of BRIR modifications were not intended to
simulate naturally-occurring conditions. Rather, these artificial modifications were made to find out
the relevant cues that produce the perception of externalization.
0°-30°-60°-90° 30° 60°
90°
Figure 7. A photograph of the experimental setup. Seven loudspeakers were positioned at −90°,
−60°, −30°, 0°, 30°, 60°, and 90° relative to the subject with a distance of 1.9 m. The subject evaluated
the externalization ratings of test stimuli via a graphical user interface (GUI) implemented on the
Max/MSP platform [31] on a Thinkpad laptop. The Fireface UFX+ audio interface can be seen on the
left side of the laptop.
Table 1. A subjective rating scale to rate the degree of perceived externalization.
Degree Meaning of the Degree
3 The sound is externalized and at the position of the loudspeaker.
2 The sound is externalized, but not as far as the loudspeaker.
1 The sound is externalized, but very close to me.
0 The sound is in my head.
The stimulus used in the listening experiment was a truncated speech sentence (Track 50) with
a length of 1.3 s taken from the European Broadcasting Union (EBU) Sound Quality Assessment
Material (SQAM) [32]. For each direction, two different tests were completed by subjects, i.e., two
kinds of BRIR modifications (smoothing the magnitude spectra in direct parts or removing the
reverberant parts), and in each test, four audio sequences rendered by modified BRIRs, i.e., the “SL”,
“SR”, “SB”, and “SN” or “RL”, “RR”, “RB”, and “RN” conditions, were presented in a randomized
order. A repetition of each test was performed for each listener, and the externalization rating for
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each experimental condition was taken as the mean of the listener’s two scores. In total, 112 audio
sequences (including the repetition) should be rated by each subject. Before the formal listening test,
each subject was asked to listen to all stimuli once to become familiar with the perception of these
stimuli. The binaurally-rendered speech signal with the non-processed BRIR was presented at a level
of 64 dBA over the headphones (measured on KEMAR). During the listening test, listeners were able
to repeat every sequence. They could listen to the original stimulus played back through loudspeakers
and were informed that such stimulus should act as a “fully-externalized” signal (externalization
rating = 3). Each listener took about 55 min to complete the whole experiment. This experiment aimed
to evaluate the degree of perceived externalization of presented stimuli. Therefore, other perceptual
attributes, e.g., coloration [12], plausibility [33], the accuracy of source localization [34], etc., were not
evaluated.
4. Results
4.1. Smoothing the Magnitude Spectra of Direct Parts in BRIRs
Figure 8 shows the mean externalization ratings of the test stimuli for the “SN” (diamonds),
“SL” (triangles), “SR” (circles), and “SB” (squares) conditions in different azimuth angles. In general,
the externalization ratings increased as the sound source moved from frontal to lateral incidence
angles for all conditions. In the case of non-processed BRIRs (“SN” condition), the overall mean
externalization ratings were high across different azimuth angles (between 2.2 and 2.8), corresponding
to the sound sources being well externalized and very close to the loudspeakers’ positions and were
clearly higher than those for the other three (“SB”, “SL”, and “SR”) conditions.
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Figure 8. Mean externalization ratings from zero (the sound is in my head) to three (the sound is
externalized and at the position of the loudspeaker) across listeners for the “SN” (diamonds), “SL”
(triangles), “SR” (circles), and “SB” (squares) conditions in different azimuth angles. The error bars
indicate the standard deviations of the mean values.
For the “SB” condition, the mean externalization ratings were below 1.0 for azimuth angles of
0° and ±30°, corresponding to sound sources being fully internalized (“in the head”). The sound
images were perceived as close to subjects’ heads or slightly externalized for ±60° and ±90° sound
sources. For azimuth angles of −60° and −90°, the externalization ratings were higher for the “SR”
condition than the “SB” and “SL” conditions, while the externalization ratings for the “SL” condition
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were higher than those for the “SB” and “SR” conditions in the case of 60° and 90° sound sources.
In addition, the externalization ratings for the “SL” and “SB” conditions were almost the same in
the case of negative azimuth angles, while the ratings for the “SR” and “SB” conditions were almost
identical for positive azimuth angles. No substantial difference in externalization ratings was observed
among the three (“SL”, “SR”, and “SB”) conditions for azimuth angles of 0° and ±30°.
For each azimuth angle, an analysis of variance (ANOVA) with post-hoc-test (5% significance
level with Bonferroni adjustment) was performed to show the significant differences of externalization
ratings among the “SN”, “SL”, “SR”, and “SB” conditions. Overall, consistent with the visual inspection
of Figure 8, the results for the “SN” condition differed significantly from the results for the other three
conditions across various azimuth angles (p 0.05). In the case of azimuth angles of 0° and ±30°,
no significant difference was observed among the “SL”, “SR”, and “SB” conditions (p > 0.2). For lateral
sound sources located at −60° and −90°, the results for the “SR” condition differed significantly from
the results for the “SL” and “SB” conditions (p  0.05), while there was no significant difference
between the externalization ratings for the “SL” and “SB” conditions (p > 0.3). In the case of 60° and
90° sound sources, there was no significant difference between the externalization ratings for the “SR”
and “SB” conditions (p > 0.3), but each differed significantly from the results for the “SL” condition
(p 0.05).
4.2. Removing the Reverberant Parts in BRIRs
Figure 9 shows the mean externalization ratings of the test stimuli for the “RN” (diamonds), “RL”
(triangles), “RR” (circles), and “RB” (squares) conditions in different azimuth angles. For non-processed
BRIRs (“RN” condition), the mean externalization ratings were overall high across different azimuth
angles and highly consistent with the ratings for the “SN” condition. The degree of perceived
externalization reduced substantially by removing the reverberant parts in BRIRs of both ears for all
azimuth angles (“RB” condition).
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Figure 9. Mean externalization ratings from zero (the sound is in my head) to three (the sound
is externalized and at the position of the loudspeaker) across listeners for the “RN” (diamonds),
“RL” (triangles), “RR” (circles), and “RB” (squares) conditions in different azimuth angles. The error
bars indicate the standard deviations of the mean values.
In the case of the “RB” condition, the mean externalization ratings increased as the sound source
moved from frontal to lateral incidence angles, but they were overall lower than 1.0, corresponding
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to sound sources being internalized or very close to subjects’ heads. In addition, the ratings were
lower than those for the other three conditions for all azimuth angles. For a frontal sound source,
the externalization ratings were almost the same for the “RL” and “RR” conditions. In the case of
negative azimuth angles, the externalization ratings were substantially higher for the “RL” condition
than the “RB” and “RR” conditions and slightly lower than the “RN” condition. The ratings for the
“RR” condition were a little higher than those for the “RB” condition. In contrast, for positive azimuth
angles, the ratings were higher for the “RR” condition than the “RB” and “RL” conditions and a little
lower than the “RN” condition. Furthermore, the ratings were slightly higher for the “RL” condition
than the “RB” condition.
An ANOVA with post-hoc-test (5% significance level with Bonferroni adjustment) was performed
to show the significant differences of externalization ratings among the “RN”, “RL”, “RR”, and “RB”
conditions for each azimuth angle. In the case of the 0° sound source, no significant difference was
observed between the externalization ratings for the “RL” and “RR” conditions (p = 0.8), but each
of them differed significantly from the results for the “RB” and “RN” conditions. A significant
difference was found between the results for the “RN” and each of the other three (“RL”, “RR”,
and “RB”) conditions (p  0.05). For negative azimuth angles, there was generally no significant
difference between the externalization ratings for the “RN” and “RL” conditions (p > 0.2), apart
from one exception at the azimuth angle of −30°, where externalization was significantly higher for
the “RN” condition than the “RL” condition (p = 0.03). However, the results for both conditions
differed significantly from the results for the “RR” and “RB” conditions. Furthermore, there was no
significant difference between the “RR” and “RB” conditions (p > 0.2). For positive azimuth angles, no
significant difference was found between the externalization ratings for the “RN” and “RR” conditions
(p > 0.2), and the results for both conditions differed significantly from the results for the “RL” and
“RB” conditions (p 0.05). Furthermore, there was no significant difference between the “RL” and
“RB” conditions (p > 0.5).
5. Discussion
Previous studies in [13,17] revealed that the spectral details in direct parts of BRIRs and the degree
of reverberation (length of BRIRs) were two important cues for perceived externalization of virtual
sound sources in reverberant environments. Either smoothing the magnitude spectra of direct parts
or truncating the reverberant parts of BRIRs, the perceived externalization decreased substantially.
In the present study, the importance of these two cues in ipsilateral and contralateral ear signals for
perceived externalization was further investigated.
As mentioned in Section 1, non-individual BRIRs are commonly used in binaural rendering
systems because the measurement of individual BRIRs is not feasible for each listener in every room
in normal consumer scenarios [18,20]. To generalize display scenarios, non-individual BRIRs were
used in our study to synthesize binaural signals. It can be seen that the simulated virtual sound
sources rendered by original BRIRs (“SN” and “RN” conditions) were all perceived as externalized
(mean externalization ratings > 2.0). The mean externalization rating was lower for a frontal sound
source than a lateral sound source and generally increased as the source moved from frontal to lateral
incidence angles, which was consistent with the results of the studies in [4,35,36].
5.1. The Role of Spectral Details in Direct Parts on Perceived Externalization
The results from the study in [17] revealed that the magnitude spectra in direct parts of BRIRs
contributed to sound externalization in reverberant environments, while the spectral details of the
reverberant parts had little impact on externalization. It can be assumed that the spectral details
in the reverberation of either the left or the right ear BRIRs could not noticeably affect perceived
externalization. Therefore, our study focused on the role of the magnitude spectra of direct parts in
contralateral and ipsilateral ear signals on perceived externalization.
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The experimental results of the “SN” and “SB” conditions confirmed the conclusions reported
in [17], i.e., the magnitude spectra in the direct parts of BRIRs were important to perceived
externalization, the degree of externalization decreased significantly by smoothing the magnitude
spectra in BRIRs of both ears. It can be observed that the degree of externalization decreased
significantly by smoothing the magnitudes spectra of direct parts in either left or right ear signals.
This means that an externalized sound source required complete spectral details in direct parts of both
ear signals; maintaining the correct magnitude spectra in direct sounds only of the left or the right ear
was not sufficient to externalize a sound image well.
As a source moved from frontal to lateral incidence angles, the relative influence of spectral
details in direct parts of contralateral versus ipsilateral ear signals on perceived externalization could
be observed. Again, the contralateral ear signals denote the left and right ear signals for the positive
and negative azimuth angles, respectively. In contrast, the ipsilateral ear signals are the left and right
ear signals for the negative and positive azimuth angles, respectively. For azimuth angles of 0° and
±30°, the spectral details in direct parts of left and right ear signals had almost the same influence
on externalization. The contribution of the spectral details in direct parts of ipsilateral ear signals on
perceived externalization increased as the source moved laterally. In the case of large azimuth angles of
±60° and ±90°, the externalization ratings were significantly higher for smoothed magnitude spectra
in direct parts of the contralateral ear signals than those of the ipsilateral ear signals.
During this experiment, all listeners reported noticeable localization biases of sound images for
the “SL” and “SB” conditions at −30° and −60° and for the “SR” and “SB” conditions at 30° and 60°,
i.e., the perceived sound sources were located in ipsilateral sides of heads, very close or immediately
adjacent to their ipsilateral ears. It appeared that a strong smoothing of the magnitude spectra in direct
parts of ipsilateral ear signals led to the problem of source localization, which was consistent with the
results from the studies in [37,38]. Since our study focused on perceived externalization, the listeners
were asked only to evaluate the degree of externalization for the stimuli presented. They found that
the sound source was diffuse and very close to their heads under the conditions mentioned above.
None of them reported that the sound was well externalized and perceived far away from their heads.
Morimoto [37], Macpherson and Sabin [38] illustrated that the contribution of the ipsilateral ear on
the sound source localization increased as the source moved laterally. In contrast, the contribution
of the contralateral ear decreased by increasing the source angle. For the azimuth angles larger than
60°, the contralateral ear did not have contributions to determine the source localization. This result
revealed that the spectral information in the ipsilateral ear signal was more important to the sound
localization than that in the contralateral ear signal. Macpherson and Sabin [38] further quantified
the binaural weighting of spectral cues of each ear as a function of the azimuth angle of the stimulus.
Baumgartner et al. [39] chose a sigmoid function to determine the binaural weighting of spectral
information in each ear signal for the source localization as a continuous increasing function of the
lateral angle.
Through the experiment conducted in this study, a similar contribution of spectral details in
direct parts of the left and right ear signal to perceived externalization and sound localization was
observed, i.e., the contribution of the spectral details in direct parts of ipsilateral ear signals to perceived
externalization was higher than that of contralateral ear signals. However, the spectral details in direct
parts of contralateral ear signals always had contributions to perceived externalization, even for
azimuth angles larger than 60°; maintaining the correct magnitude spectra in direct sounds only of one
ear was not sufficient to externalize a sound image well.
5.2. The Role of Reverberation on Perceived Externalization
The experimental results shown in Figure 9 confirmed the findings of our previous study in [14],
i.e., the reverberation at the contralateral ear had more influence on perceived externalization than
that at the ipsilateral ear. During this experiment, most listeners reported that the sound images
were perceived as unnatural for the “RL” and “RR” conditions since the energy of the lateralized
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reverberation was strongly changed. As mentioned before, listeners should ignore the naturalness of
the stimuli, and they were only asked to evaluate perceived externalization of stimuli.
For a frontal sound source, the degree of externalization decreased significantly by removing the
reverberation in either left or right ear signals. The contribution of reverberation at the contralateral
ear to perceived externalization increased as the sound source moved from frontal to lateral incidence
angles. For azimuth angles larger than 30°, the reverberation at the ipsilateral ear had only a slight
contribution to the externalization of sound images, and the reverberation at the contralateral ear
dominated the judgment of perceived externalization. This finding may be utilized in the design
of binaural rendering systems. In the case of lateral sound sources (azimuth angles larger than
30°), the amount of reverberation at the ipsilateral ear can be reduced appropriately to reduce
the computational complexity, while taking into account the perceptual attributes such as listener
envelopment, naturalness, etc.
6. Conclusions
The present study investigated the role of reverberation and magnitude spectra of direct parts in
contralateral and ipsilateral ear signals on perceived externalization of virtual sound sources at different
azimuth angles in a listening room. Two modifications were performed on the measured BRIRs of each
ear, (a) smoothing the magnitude spectra of the direct parts and (b) removing the reverberant part.
Such modified BRIRs were convolved with a 1.3 s-long speech signal, and the resulting binaural sounds
were used for the listening experiment. The result of the listening experiment revealed the following:
(1) Spectral details in direct parts of the ipsilateral ear signals were more important for perceived
externalization than those of the contralateral ear signals.
(2) The contribution of the spectral details in direct sounds of the ipsilateral ear signals to perceived
externalization increased as the source moved laterally. However, maintaining the correct
magnitude spectra in direct sounds only at the ipsilateral ear was not sufficient to externalize a
sound image well.
(3) The reverberation at the contralateral ear had more influence on perceived externalization than
that at the ipsilateral ear.
(4) The contribution of the reverberation at the contralateral ear to perceived externalization increased
as the source moved laterally. For azimuth angles larger than 30°, the reverberation at the
ipsilateral ear did not have noticeable contributions to externalize sound images.
Further work in our framework is to relate perceived externalization to physical binaural signals
and to set up an externalization model to objectively predict the degree of externalization using
the ILD-based [17], dynamic binaural cues-based (ILD and IC fluctuation) [14], and the monaural
cues-based [40] concepts.
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Abbreviations
The following abbreviations are used in this manuscript:
VAE Virtual acoustic environment
VR Virtual reality
AR Augmented reality
HDTV High-definition television
BRIR Binaural room impulse response
BRTF Binaural room transfer function
HRIR Head-related impulse response
HRTF Head-related transfer function
FS Fourier series
ITD Interaural time difference
IPD Interaural phase differences
ILD Interaural level difference
DRR Direct-to-reverberant energy ratio
IC Interaural coherence
ERB Equivalent rectangular bandwidth
HpTF Headphone transfer function
EBU European Broadcasting Union
SQAM Sound quality assessment material
ANOVA Analysis of variance
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