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FOREWORD 
The evolution of human populations over time and space has 
been a central concern of many scholars in the Human Settlements 
and Services Area at IIASA during the past several years. From 
1975 through 1978 some of this interest was manifested in the 
work of the Migration and Settlement Task, which was formally 
concluded in November 1978.  Since then, attention has turned 
to disseminating the Task's results, to concluding its compara- 
tive study, and to exploring possible future activities that 
might apply the mathematical methodology to other research topics. 
This paper is part of the Task's dissemination effort. 
It is a draft of a chapter that is to appear in a volume entitled 
Migration and Settlement: A Comparative Study. Other selected 
publications summarizing the work of the Migration and Settlement 
Task are listed at the back. 
Andrei Rogers 
Chairman 
Human Settlements 
and Services Area 
ABSTRACT 
T h i s  paper  s t u d i e s  t h e  dynamic p r o p e r t i e s  of  age-by-region 
p o p u l a t i o n  sys tems which a r e  p r o j e c t e d  i n t o  t h e  f u t u r e  by t h e  
Rogers model w i t h  f i x e d  age- and r e g i o n - s p e c i f i c  r a t e s  o f  b i r t h ,  
d e a t h ,  and i n t e r r e g i o n a l  m ig ra t i on .  I n s i g h t s  a r e  o b t a i n e d .  
th rough  t h e  a n a l y t i c  s o l u t i o n  o f  t h e  mathemat ica l  model. 
To make t h e  a n a l y t i c  s o l u t i o n  o f  t h e  Rogers model unders tand-  
a b l e  t h i s  paper  c o n s i d e r s  t h e  Rogers model a s  a  m u l t i r e g i o n a l  
g e n e r a l i z a t i o n , o f  t h e  c l a s s i c a l  L e s l i e  model and t h e n  makes a  
u s e f u l  s y n t h e s i s  o f  t h e  e a r l y  f i n d i n g s  abou t  t h e  dynamic proper-  
t i e s  o f  s i n g l e - r e g i o n  p o p u l a t i o n  sys tems and t h e  well-known f a c t s  
a b o u t  a  pu re  m i g r a t i o n  m a t r i x .  
The Rogers model is  a p p l i e d  t o  t h r e e  rea l -wor ld  sys tems:  
t h e  Swedish female  p o p u l a t i o n  obse rved  i n  1974, t h e  S o v i e t  popu- 
l a t i o n  of bo th  s e x e s  obse rved  i n  1974, and t h e  female  p o p u l a t i o n  
o f  G r e a t  B r i t a i n  obse rved  i n  1970. Common a s  w e l l  a s  d i s t i n c t  
dynamic p r o p e r t i e s  o f  t h e  t h r e e  sys tems a r e  found. 
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MULTIREGIONAL POPULATION PROJECTION--  
AN ANALYTIC APPROACH 
1 .  INTRODUCTION 
The b a s i c  q u e s t i o n  t o  be  answered i n  t h i s  paper  is :  How 
would t h e  c h a r a c t e r i s t i c s  o f  a  popu la t i on ,  such a s  t h e  s i z e ,  
s p a t i a l  d i s t r i b u t i o n ,  and r e g i o n a l  age  p r o f i l e s ,  evo lve  through 
t i m e  i f  an  observed set of age- and r e g i o n - s p e c i f i c  r a t e s  of 
b i r t h ,  d e a t h ,  and interregional migration w e r e  t o  remain c o n s t a n t ?  
Before a t t emp t ing  t o  answer t h i s  q u e s t i o n ,  it i s  neces sa ry  t o  
know what useful knowledge can be ob t a ined  from t h e  answer.  
F i r s t ,  t o  t h e  e x t e n t  t h a t  c e r t a i n  a t t r i b u t e s  o f  t h e  b a s i c  
demographic p roces se s  w i l l  remain r e l a t i v e l y  s t a b l e  i n  t h e  
f o r e s e e a b l e  f u t u r e ,  t h e  answer may s e r v e  w e l l  a s  a p r e d i c t i o n .  
Consider  t h e  Canadian i n t e r r e g i o n a l  popu la t i on  system f o r  example. 
I t  i s  r ea sonab le  t o  assume t h a t  i n t e r r e g i o n a l  o u t m i g r a t i o n  r a t e s  
w i l l  remain through t h e  1980 ' s  t o  be much h ighe r  f o r  t h e  d e s t i -  
n a t i o n s  o f  A lbe r t a  and B r i t i s h  Columbia t han  f o r  t h e  d e s t i n a -  
t i o n  of  Quebec. Thus, w i th  r e s p e c t  t o  t h e  r e l a t i v e  s h a r e s  o f  
t h e  n a t i o n a l  popu la t i on  by t h e s e  p rov inces ,  t h e  m u l t i r e g i o n a l  
popu la t i on  p r o j e c t i o n  based on t h e  c o n s t a n t  r a t e s  o f  t h e  1970 ' s  
(Liaw 1980b) can s e r v e  a s  a  p r e d i c t i o n  w i t h  a  sma l l  margin o f  
e r r o r .  S i m i l a r l y ,  because  of  t h e  very  s t a b l e  n a t u r e  o f  age- 
s p e c i f i c  m o r t a l i t y  r a t e s  and t h e  i m p l a u s i b i l i t y  of  a  s h a r p  r ise  
in fertility level, the increase in the mean age of the Canadian 
population that is projected with the 1971-76 fixed growth 
matrix (Liaw 1980b) is likely to be close to what will actually 
happen in the next two decades. Essentially, the projection 
with fixed rates reveals whether the characteristics of the 
s t a t u s  of a population system is compatible with those of its 
basic demographic p r o c e s s e s .  If they are highly incompatible, 
then either the status or the processes or both must experience 
significant changes. It is through the incompatibility, or the 
lack of it, that the projection with fixed rates helps us specu- 
late what will happen in the future. 
Second, population projection with fixed rates can reveal, 
without excessive complications, the major causal relationships 
which are inherent in a human population. An advantage of the 
knowledge of these relationships is that it can prevent us from 
misinterpreting demographic data. For example, a multiregional 
population projection using a fixed growth matrix can show clearly 
that within individual regions, there is a strong causal relation- 
ship running from a high fertility level to a steep age profile, 
and then to a low crude death rate (Liaw 1980a). The knowledge 
of this relationship enables us to avoid inferring incorrectly 
from the fact that the crude death rate is lower in the northern 
territories of Canada than in the rest of the country that 
somehow the harsh environment of Arctic region is particularly 
conducive to longevity. 
Third, the transmission of population waves, which is of 
particular importance to the providers of age-specific goods 
and services (e.g., baby food producers, daycare centers, schools, 
and universities) but is usually ignored, becomes a prominent 
feature that can be studied systematically when a population 
projection with age-specific fixed rates is carried out. 
The causal relationships of particular interest in this 
paper are those concerning the transmission of population waves, 
the change in regional age profiles, and the spatial redistribu- 
tion of the population. We will use the discrete-time age-by- 
region R o g e r s  mode2 and its a n a l y t i c  s o Z u t i o n  to carry out the 
investigation. Besides showing the dynamic properties that are 
common among industrialized countries, our results will also 
highlight the distinct features of each population system. From 
a theoretical point of view, our results also clarify how the 
dynamic properties of the non-spatial Lotka or Leslie model 
of population growth can be synthesized with well-known properties 
of an irreducible stochastic matrix to facilitate the study of 
age-by-region population systems. 
The three age-by-region population systems to be analyzed 
in this paper are: the Swedish female population, 1974; the 
Soviet population of both sexes, 1974; and the female population 
of Great Britain, 1970. Each system is disaggregated into 
eighteen age groups (0-4, 5-9, ..., 85+) and eight regions (see 
Figures 1.1 through 1.3). For the Soviet Union, the first 
seven regions contain only urban areas, whereas the eighth 
"region" contains the rural areas of the whole.country. The 
single-year data base for each nation available at IIASA has 
been transformed into a five-year growth matrix by IIASA's 
standard procedure. 
Section 2 introduces the Rogers model and its analytic 
solution. Section 3 shows how indepth understanding of the 
Rogers model can be obtained by considering it as a generaliza- 
tion of the Leslie model. Section 4 provides a detailed analysis 
of the Swedish population system and demonstrates the plausibility 
of the line of thought advocated in section 3. Sections 5 and 
6 report the findings of applying the Rogers model directly to 
the Soviet and British population systems. Finally, section 7 
summarizes the main points and concludes the paper. 
West 
North 
F i g u r e  1 . 1  The r e g i o n s  o f  t h e  Swedish system. (Source:  
Andersson and Holmberg, 1 9 8 0 . )  

F i g u r e  1 . 3  The r e g i o n s  o f  t h e  B r i t i s h  sys t em.  (Source :  Rees, 
1979.)  
2 .  THE ROGERS MODEL AND ITS ANALYTIC SOLUTION 
Consider  a  p o p u l a t i o n  system wi th  r r e g i o n s  and w f i ve -yea r  
age  groups  ( 0 - 4 ,  5-9, ...). Using f i v e  y e a r s  a s  t h e  u n i t  t ime  
i n t e r v a l ,  t h e  ( d i s c r e t e )  R o g e r s  m o d e l  (Rogers ,  1975:117-129) i s  
of  t h e  form 
for  t = 0 , 1 , 2 ,  ... 
where K ( t)  f o r  a  = 1 , 2 ,  ..., w r e p r e s e n t s  t h e  i n t e r r e g i o n a l  popula- 
-a 
t i o n  d i s t r i b u t i o n  o f  t h e  a - t h  group a t  t i m e  t ;  t h e  B subma t r i ce s  
., 
show how b a b i e s  a r e  bo rn ,  s u r v i v e ,  and m i g r a t e  among r e g i o n s ;  and 
t h e  S subma t r i ce s  i n d i c a t e  how e x i s t i n g  peop le  i n  i n d i v i d u a l  age  
- 
groups  s u r v i v e  and m i g r a t e  w i t h i n  a  u n i t  t i m e  i n t e r v a l . *  The 
o r d e r  of K ( t)  i s  r x 1 ,  and t h o s e  o f  B and Sa a r e  r x r .  W e  
-a -a  
may w r i t e  t h e  model more compactly a s  
* I f  f o r e i g n  m i g r a t i o n  i s  impor t an t ,  t h e  model can  be  modi f ied  
t o  accommodate it (see Liaw 1978b and 1979) .  
where the growth matrix G has the order of wr x wr, and the 
... 
population vectors K(t+l) and K(t) the order of wr x 1. 
- - 
Using the empirically valid assumption that the non-zero 
eigenvalues of G are distinct, it was shown in Liaw (1978a) that 
- 
the analytic solution of equation (2.2) is 
t 
~ ( t )  = 1 A.Q.P!K(O) + "Residual" 
, 1-1-1- i 
where Ai is a non-zero eigenvalue of G, and Q and P' are 
.., , i - i 
respectively the normalized right and left eigenvectors of G 
... 
associated with Ai. In other words, Ail Qi, and ~1 are computed 
from the conditions 
and 
The "residual" is a vector filled with zeros up to the last 
reproductive age group (f) and will become a zero vector for 
t L w - f. By letting ci = P!K(O), the analytic solution can 
-1- 
also be written as 
Ignoring the residual, we see that the age-by-region population 
at time t is simply a linear combination of the right eigenvectors 
t 
of G, with the weights being X.c .* The relative importance 
. 1 i 
of each term at t = 0 depends on the magnitude of the scalar 
ci. However, since c remains constant through time, the i 
relative importance of each term for large t depends increasingly 
on the magnitude of Xi. As t becomes very large, only the 
dominant component (i.e., the term associated with the largest 
eigenvalue Xl) remains important. In other words, we have 
where, according to the Frobenius theorem (Gantmacher, Vol. 2, 
1969:53-54), both cl and Q1 are real and non-negative. Clearly, 
... 
the system will approach a fixed long-run age-by-region popula- 
tion distribution, which is represented by the dominant right 
eigenvector Q1. The annual discrete Zong-run growth rate of 
- 
every subpopulation is X 0.2 - 1. The scalar c, is the stable 
equivalent population. The momentum of the population system 
is 
where k is the total population size at t = 0. The momentum 
represents the percentage amplification (or deduction, if m is 
negative) of the "ultimate" population size due to the difference 
between the initial and the long-run age-by-region distributions. 
By "ultimate" we mean the time when the dominant component 
begins to overwhelm the remaining components in the analytic 
solution. It is obvious that the dominant component, as well 
as other components associated with positive real eigenvalues, 
will behave monotonically through time. 
*Note that the right eigenvectors can be arbitrarily scaled as 
long as P'Q = 1 is satisfied. For interpretational and com- 
-1-i 
putational convenience, the sum of the magnitudes of the elements 
in each real right eigenvector is set to unity, and the sum of 
the squares of the elements of each complex right eigenvector 
is also set to unity. 
Most of the eigenvalues of the growth matrix are complex 
numbers, which occur necessarily in conjugate pairs due to the 
fact that G is real. For substantive interpretations, we must 
-., 
transform all complex terms into real form. Let ai + iBi and 
ai - iBi be a pair of complex eigenvalues of G, with U: + iV1, -., - .-d 
U: -., - iVJ, Xi + iYit and Xi - iYi as the associated left and -., ." - 
right eigenvectors. Then the analytic components associated 
with these two eigenvalues can be changed into the real form: 
t 2diai [COS (tBi + ei)Xi - - sin (tBi + ei)Yi] - (2.5) 
where 
2 
= (ai + 6:) is the magnitude of the eigenvalue i 
-1 Bi = tan (Bi/ai) is the a m p l i t u d e  of the eigenvalue 
-1 
and ei = tan [V!K(O)/U!K(O)] 
-1- -1- 
The element in the combined analytic component (2.5) corresponding 
to the a-th age group and the j-th region can be further 
simplified into 
where 
and 
-1 
(iaj = tan (Yiaj/xiaj) 
It is to be understood that Xiaj and Yiaj are respectively the 
elements of Xi and xi corresponding to the a-th age group and j-th 
U 
region. Equation (2.6) shows that each pair of complex components 
in the analytic solution is actually a cyclical component with 
Bi as the frequencg (in radians/five years). The period (in 
years) of the component is 
Since the cosine function assumes a value between +1 and -1 for 
all t, the elements in the cyclical component fluctuate below 
the smooth exponential upperbounds 2diyiajok as t increases. 
If the phase angles ei + Oiaj are zero, then all elements start 
at t = 0 from the upperbounds; otherwise, the starting points 
are within 22d.y . The number of years which is required to 
1 iaj 
reduce the upperbounds by half of their original sizes is 
called the half-life, which is 
Now, let us see what determines what in a cyclical 
component. Equations (2.9) and (2.30) show that the period 
and half-life of a cyclical component are completely determined 
by a complex eigenvalue of the growth matrix G. - Equations 
(2.7) and (2.8) show that the inter-age-group and interregional 
contrasts in upperbounds and phase angles of a cyclical 
component are completely determined by a complex right eigen- 
vector of G. The initial age-by-region population distribution 
- 
K(O), through its inner product with a complex left eigenvector, 
- 
affects only the overall level d, and the overall phase direc- 
I 
tion ei of a cyclial component [ see equation (2.5) ] . 
The cyclical component with the longest half-life is called 
the dominant cyclical component, and its corresponding eigenvalue 
the dominant complex eigenvalue. For simplicity, we will treat 
negative real eigenvalues as a special kind of complex eigenvalue 
whose amplitude is IT radians per five years. 
Separating the cyclical from the monotonic components, 
the analytic solution for the projected population size in age 
group a, region j, and at time t is 
"1 "2 
t A + 1 2diyiajui cos (tei + ei K (t) = 1 ciQiaj 
a j i= 1 i= 1 
+ 'iaj ) + "Residual" (2.11) 
where K (t) and Qiaj 
a j are respectively the elements in K(t) and ... 
Q. corresponding to the a-th age group and j-th region; and 
... 1 
n1 and n2 represent respectively the number of monotonic and 
cyclical terms. It is a common empirical observation that 
the number of monotonic components (nl) turns out to be equal 
to the number of regions (r) in the system. For each age- and 
region-specific subpopulation, the relative importance of the 
analytic components at t = 0 depends on the initial loadings 
'iQia j and 2diyiaj cos (ei f mi,j) 
For simplicity, we adopt the following notational convention. 
The subscript "a" always refers to an age group; whereas the 
subscript "j" is used to identify a region. All components 
are arranged in descending order of the magnitudes of the 
corresponding eigenvalues (i.e., A 1  > A2 > An+ and a, > u2 > 
3. THE ROGERS MODEL AS A GENERALIZATION OF THE LESLIE MODEL 
Our strategy to obtain indepth understanding of the dynamic 
properties of the Rogers model is to consider it as a generaliza- 
tion of the Leslie model by splitting the population system into 
r regions. In this section, we will (1) describe the Leslie 
model and the mathematical properties of its analytic solution, 
and (2) study the properties of a factorizable Rogers model by 
synthesizing the early findings in classical mathematical 
demography and the well-known properties of an irreducible, 
column-stochastic matrix. Although an empirically-constructed 
Rogers model is in general not factorizable, the factorized 
version serves to clarify certain important features which 
recur in empirical applications. 
3.1 The Leslie Model 
When there is only one region, the Rogers model is reduced 
to the Leslie model: 
where K(t), K(t+l), and G correspond to K(t), K(t+l), and G 
- - - A - - - 
in equation (2.2) . The w x w matrix G is the same as GI except 
-. - 
that the Fa and S submatrices are now reduced to scalars Ba 
-a 
and Sa. It can be shown that, with realistic assumptions, the 
A 
growth matrix G has a unique dominant eigenvalue which is real 
- 
and positive (Keyfitz, chapter 3, 1968). All the remaining 
non-zero eigenvalues are either complex or real negative. 
Therefore, for the a-th age group, the analytic solution of the 
Leslie model is 
A A h  
"t "2 , A "t A A 
Ka(t) = clQlahl + 1 2diyiaoi cos (toi + ei 
i= 1 
+ Qia ) + "Residual" 
where all quantities are analogous to those in equation (2.11). 
Ignoring the residual, the dominant component is the only 
monotonic term; the remaining ones are all cyclical. 
The Leslie model and its continuous-time counterpart, the 
Lotka model, have been studied both mathematically and empirically 
for many decades. The major results are summarized in Keyfitz 
(1968) and Coale (1972). The main points about the analytic 
solution of the Leslie model are as follows. 
h 
1. The dominant eigenvalue of the growth matrix G and the 
- 
corresponding right and left eigenvectors are relatively 
insensitive to alternative ways of discretizing the 
fertility and mortality schedules. In other words, 
the dominant component can actually reflect the intrin- 
sic nature of the population system. 
2. The dominant eigenvalue is positively related to the 
area under the net fertility function (i.e., the net 
reproduction rate) and negatively related to the mean 
age of this function.* 
3. The period of the dominant cyclical component is almost 
equal to the length of a generation and is positively 
and strongly related to the mean age of the net 
fertility function. 
4. The half-life of the dominant cyclical component is 
negatively and strongly related to the dispersion of 
the net fertility function. In other words, a highly 
*With discrete age groups, the net fertility function Fa is 
defined as 
for a = 2,3, ... 
where the right-hand-side quantities are taken from equation 
(2.1), with matrices being replaced by the corresponding 
scalars. The net reproduction rate is the sum of Fa across 
all age groups. We will call the sum of all Ba as the gross 
reproduction rate (GRR) for simplicity, although Ba are 
affected by infant mortality. 
concentrated fertility schedule results in a small 
rate of attenuation for population waves that are 
transmitted through successive generations. 
5. Higher frequency eigenvalues depend on peculiarities 
in the fertility and mortality schedules in a way that 
is difficult to describe and, hence, difficult to under- 
stand intuitively. Furthermore, these eigenvalues are 
also very sensitive to alternative ways of approximating 
the fertility and mortality schedules. There is not 
much insight about a population that can be learned 
from the components associated with these eigenvalues, 
except that they guarantee the "material balance" of 
equation (3.2) for any initial population. 
6. The dominant cyclical component is damped, relative to 
the dominant component, by about 2.5% to 5% annually. 
A h  
In other words, the ratio of al/X1 is usually between 
0.88 and 0.77. Cyclical components with higher 
frequencies are attenuated at least twice as rapidly 
as the dominant cyclical component. 
7. If the initial population is heavily concentrated in 
the age interval 0-24, the stable equivalent population 
A 
size (c ) will be much larger than the initial total 1 
population size (i.e., there will be a large momentum 
for the population to continue growing even if the 
fertility level is already below replacement level). 
This is due to the fact that the elements of the 
dominant left eigenvector remain at a high level in 
the age interval 0-24 and drop sharply afterwards 
toward zero at the end of the reproductive age interval. 
The typical age pattern of the dominant left eigenvector 
is determined by the fertility and survival schedules 
of the Leslie model, according to the formula 
A 
For  t h e  young age  g roups ,  (Al /Sa)  i s  u s u a l l y  c l o s e  t o  
one ,  and (Ba/Sa) i s  z e r o  o r  n e a r l y  s o .  T h i s  e x p l a i n s  
h 
why P remains  more o r  less a t  t h e  same l e v e l  f o r  1  , a  
sma l l  a .  But,  t h e  l a r g e  v a l u e s  o f  Ba around t h e  peak 
A 
of  t h e  f e r t i l i t y  p u l l  P l , a + l  down s h a r p l y .  For  a  > f ,  
A 
'i, a  = 0 f o r  any i. 
8. The i n i t i a l  upperbound o f  a  c y c l i a l  component ( 2 d . y  1 i a  ) 
t e n d s  t o  b e  s m a l l ,  when t h e  i n i t i a l  p o p u l a t i o n  i s  n o t  
h i g h l y  c o n c e n t r a t e d  i n  t h e  youngest  a g e  group.  The 
h i g h e r  t h e  f requency ,  t h e  s t r o n g e r  t h i s  tendency.  T h i s  
r e l a t i o n s h i p  i s  due t o  t h e  f a c t  t h a t  t h e  e l emen t s  o f  
t h e  l e f t  e i g e n v e c t o r  a s s o c i a t e d  w i t h  a h i g h  f requency  
e i g e n v a l u e  d e c l i n e  i n  magnitude v e r y  r a p i d l y  as a g e  
i n c r e a s e s .  The a g e  p a t t e r n  o f  a complex l e f t  e igen-  
v e c t o r  can  be exp l a ined  by a formula  l i k e  equa t i on  
(3 .3)  .* 
9 .  For  most e m p i r i c a l  d a t a ,  t h e  t ime-path  o f  t h e  0-4 a g e  
group of  t h e  Leslie model can  b e  q u i t e  a c c u r a t e l y  
approximated by t h e  sum o f  t h e  dominant and dominant 
c y c l i c a l  components. Tha t  i s ,  
Thus, f o r  t h e  youngest  age  g roup ,  t h e  t ime-path  o f  t h e  
p r o j e c t e d  p o p u l a t i o n  s i z e  can b e  v i s u a l i z e d  as  a damped 
wave w i th  a p e r i o d  of  abou t  25-30 y e a r s ,  which i s  super -  
imposed on a smooth e x p o n e n t i a l  t r e n d .  
*The complex l e f t  e i g e n v e c t o r s  o f  t h e  L e s l i e  model are d i s c r e t e  
ana logues  of  Qi (a)  i n  e q u a t i o n  (3.20) i n  Coale (1  9 7 2 )  , page 6 8 .  
3.2 The Factorizable Rogers Model 
Now, let us disaggregate the population system into r 
regions as well as w age groups. In order to obtain an easily 
understandable analytic result, we assume in this subsection 
that fertility and mortality schedules do not vary among regions, 
and that the level and pattern of migration are constant across 
all age groups. In other words, it is assumed that the non-zero 
submatrices in equation (2.1) can be factorized in the following 
manner: 
and 
where G is a fixed r x r column-stochastic matrix, and Ba and 
- 
'a 
are respectively the birth and survival rates of the growth 
A 
matrix G of the corresponding Leslie model. For simplicity, 
- A 
A 0 
we will call G and G a pure migration matrix and a Leslie matr-iz, 
- - 
respectively. 
Using the Kronecker's product*, we find that our assump- 
tions about the age-by-region population system lead to the 
factorizable Rogers model: 
A 
*Let G = 
- 
'f Bf] and ; -,  = m21 m12]  22 . Then the Kroneckerls 
S2 
A 
h A 
product of G and G is 
- & 
Its analytic solution then becomes 
A h A  
"th "tA A 
= (1 Xkgkl?I;) O (1 X Q PI) K(0) + "Residual" e-e-e - (3.6) k e 
h h 
where Xkhis a non-zero eigenvalue of the Leslie matrix G, and 
h h - 
Pi and ak are the left and right eigenvectors of G associated h w 
A A 
with Xk; and Xe is a non-zero eigenvalue of the pure migration 
h A A 
h A h 
matrix G, and P i  and C2, are the left and right eigenvectors of 
h - h 
G .,associated with kt. 
Comparing equations (3.6) and (2.3) , we see that for a 
factorizable Rogers model, 
(footnote continued from previous page) 
For a brief but useful introduction, see Theil (1971:303-308). 
and 
I n  o t h e r  words ,  e a c h  non-zero  e i g e n v a l u e  o f  G i s  a  non-zero  
A  - 
A A  
e i g e n v a l u e  o f  G t i m e s  a n  e i g e n v a l u e  o f  G ;  and  e a c h  l e f t  ( r i g h t )  
- - 
e i g e n v e c t o r  o f  G i s  a  K r o n e c k e r ' s  p r o d u c t  o f  a l e f t  ( r i g h t )  
m A  
A  A  
e i g e n v e c t o r  o f  G and  a  l e f t  ( r i g h t )  e i g e n v e c t o r  o f  G .  S i n c e  
- 
- A  
w e  have  examined t h e  e i g e n v a l u e s  and  e i g e n v e c t o r s  o f  G i n  
A  - 
A  
s e c t i o n  3 .1 ,  w e  w i l l  now f o c u s  on G .  
- A  
A  
Because t h e  p u r e  m i g r a t i o n  m a t r i x  G i s  a n  i r r e d u c i b l e ,  
- 
n o n - n e g a t i v e  m a t r i x ,  w e  know f rom t h e  F r o b e n i u s  t h e o r e m  (Gant-  
macher ,  V o l .  2 ,  1959:53-54) t h a t  i t s  dominan t  e i g e n v a l u e  and  
dominant  r i g h t  and  l e f t  e i g e n v e c t o r s  are p o s i t i v e .  F u r t h e r m o r e ,  
A  
A  
t h e  f a c t  t h a t  G i s  c o l u m n - s t o c h a s t i c  g u a r a n t e e s  t h a t  t h e  dominant  
- 
e i g e n v a l u e  e q u a l s  u n i t y ,  and  t h a t  t h e  sum o f  t h e  e l e m e n t s  i n  
t h e  r i g h t  e i g e n v e c t o r  a s s o c i a t e d  w i t h  a n y  o f  t h e  subdominant  
A  A  
h A  
e i g e n v a l u e s  ( A 2 ,  ..., A r )  i s  z e r o .  I n  o t h e r  words ,  
and  
f o r  L = 2, ... , r  
E q u a t i o n  ( 3 . 1 0 )  i s  i n t u i t i v e l y  c l e a r ,  b e c a u s e  t h e  p u r e  migra-  
t i o n  m a t r i x  c a n  n e v e r  c a u s e  a n  i n c r e a s e  o r  a d e c r e a s e  i n  t o t a l  
p o p u l a t i o n  s i z e .  E q u a t i o n  ( 3 . 1 1 )  shows t h a t  e v e r y  subdominant  
right eigenvector Qe (1 > 1) represents an interregional zero- 
- A 
A 
sum game.* Finally, every subdominant left eigenvector P (e > 
-e 
1) must have at least one positive and one negative element, 
because its inner product with the dominant right eigenvector 
A 
A 
Q1 must be zero. 
-. A 
A 
There are two additional properties of G that can be easily 
- 
proved in a biregional case and have not been violated in 
empirically-constructed migration models. First, due to the 
fact that migration rates are always much smaller than stayer 
A A 
A A 
rates (i.e., G has a dominant diagonal), all eigenvalues of G 
- - 
are real and positive. Second, as the level of migration is 
increased, the subdominant eigenvalues become smaller. 
Now, we are ready to synthesize. We begin by considering the 
A 
A h  
eigenvalues of the factorizable Rogers model. Because A = 
- i 
we see that corresponding to each eigenvalue of the Leslie model, 
there is a cluster of exactly r eigenvalues in the factorizable 
Rogers model. Within each cluster, all the eigenvalues have 
A 
h 
the same frequency (because all A are real and positive), and the e 
eigenvalue with the largest magnitude is exactly equal to an 
A A 
A A 
eigenvalue of the Leslie model(because A 1  = 1 and Xe < 1 for 
1 > 1). Furthermore, the difference in magnitude among the 
eigenvalues in each cluster increases as the level of migration 
A 
A 
is raised, because the subdominant eigenvalues of G are nega- 
." 
tively affected by the level of migration. 
The components associated with the subdominant positive 
real eigenvalues (A2 to Xr) are called spatial components, because 
they convey the information about spatial redistribution. Each 
spatial component of the factorizable Rogers model represents 
*This zero-sum property was not realized by Feeney when he 
proved incorrectly that there is a one-to-one correspondence 
between the eigenvalues of the Leslie model and those of the 
corresponding nearly factorizable Rogers model (Feeney 1970). 
an interregional zero-sum game for every age group, because 
r -
equation (3.11) implies Qiaj = 0 for all spatial components. 
i = l  
a 
The relative importance of a spatial component at t = 0 depends 
A A 
on the relative size of ci = (F1 @ Pi)K(0) ., - . Since P I  is strictly 
positive, and Pi (i > 1) has both positive and negative (i.e., 
mutually cancelling) elements, it is usually the case that ci 
(i > 1) are smaller in magnitude than cl. In other words, the 
spatial components are usually less important than the dominant 
component, even at the initial stage. The sum of all spatial 
components is called the superimposed spatial component, which 
is found to have very smooth time-paths in all known empirical 
applications, although this is not a necessary implication of 
the fact that the individual spatial components all have smooth 
exponential time-paths. 
The r cyclical components associated with the most durable 
cluster of complex eigenvalues are called major cycZicaZ 
components, because with the common period of one generation, 
they determine jointly the major features of the transmission 
of population waves from one generation to another. Within this 
group there is an important distinction between the dominant 
cyclical component and the remaining ones. The former represent 
population waves that move synchronically across all regions for 
A A 
A A 
each age group (because the dominant right eigenvector Ql of G 
- 
is real and positive), whereas each of the latter represents 
population waves that move in opposite directions simultaneously 
in two non-empty subsets of regions (because every subdominant 
h 
A 
right eigenvector of G has the aforementioned zero-sum nature). 
- 
We will call these two contrasting types of waves as synchronical 
and opposite waves, respectively. Because each subdominant 
A A 
A A 
left eigenvector P ( l  > 1) of G has both positive and negative 
-1 - A 
A 
elements, and the dominant left eigenvector P1 is strictly 
positive, the dominant cyclical component is usually more 
important than the other major cyclical components, even at 
the initial stage. In other words, we would anticipate the 
actual population waves to be more synchronical than opposite. 
4. THE DYNAMIC PROPERTIES OF THE SWEDISH FEMALE POPULATION 
SYSTEM 
4.1 The Leslie Model of Swedish Female ~opulation 
The initial age distribution and the non-zero elements of 
the growth matrix of the Leslie model of Swedish female popula- 
tion are shown in Table 4.1.  The fertility schedule has a high 
mean age of 29.76 years and a small standard deviation of 5.97 
years. Since more than 95% of the population survive from the 
first to the tenth age group, the net reproduction rate ( 0 . 9 0 )  
is very close to the gross reproduction rate ( 0 . 9 1 ) .  Both 
mortality and fertility levels are low, with the latter being 
significantly below the replacement level. 
Table 4.1 The initial age distribution and the non-zero elements 
of the growth matrix of the Leslie model of Swedish 
female population, 1974 .  
Initial 
population Birth rates (Bi) Survival rates (S . 1 Age group 1 
Note: The data are consolidated from the Rogers model, using the initial 
age-by-region population distribution as the weighting scheme. 
The e i g e n v a l u e s  o f  t h e  growth m a t r i x  o f  t h e  Swedish L e s l i e  
model a r e  shown i n  Tab le  4.2 and F i g u r e  4.1.  We s e e  t h a t  a s  
n I\ 
t h e  f r e q u e n c y  ( B i )  i n c r e a s e s ,  t h e  magnitude ( a i )  t e n d s  t o  d e c r e a s e .  
h 
The dominant  e i g e n v a l u e  i s  X 1  = 0.9833,  which i m p l i e s  a long-  
r u n  growth ra te  o f  -0.3% p e r  y e a r  and a  h a l f - l i f e  o f  205 y e a r s .  
The s m a l l n e s s  o f  t h e  dominant  e i g e n v a l u e  r e f l e c t s  m a i n l y  t h e  
low l e v e l  o f  t h e  n e t  r e p r o d u c t i o n  r a t e  and p a r t l y  t h e  unusua l  
l e n g t h  o f  t h e  mean a g e  o f  t h e  n e t  f e r t i l i t y  f u n c t i o n  (29.74 
y e a r s )  . 
The a g e  p a t t e r n s  o f  t h e  d o m i n a n t - l e f t  and r i g h t  e i g e n v e c t o r s  
o f  t h e  Swedish L e s l i e  model ,  t o g e t h e r  w i t h  t h e  i n i t i a l  and 
p r o j e c t e d  n a t i o n a l  a g e  p r o f i l e s  are shown i n  F i g u r e  4.2.  F i r s t ,  
w e  see t h a t  t h e  e l e m e n t s  o f  t h e  dominant l e f t  e i g e n v e c t o r  
indeed  remain  a t  a  h i g h  l e v e l  i n  t h e  f i r s t  f i v e  a g e  g r o u p s  and 
t h e n  d r o p  v e r y  s h a r p l y  and become z e r o  beyond t h e  end o f  t h e  
r e p r o d u c t i v e  r a n g e .  S i n c e  t h e r e  i s  a h i g h  c o n c e n t r a t i o n  o f  t h e  
i n i t i a l  p o p u l a t i o n  i n  t h e  f i r s t  s i x  a g e  g r o u p s ,  it i s  n o t  
s u r p r i s i n g  t h a t  t h e  s t a b l e  e q u i v a l e n t  (c l  = 4 ,879 ,000)  i s  
s u b s t a n t i a l l y  g r e a t e r  t h a n  t h e  i n i t i a l  t o t a l  p o p u l a t i o n  s i z e  
( 4 , 1 2 9 , 0 0 0 ) .  The c o r r e s p o n d i n g  p o p u l a t i o n  momentum i s  18%.  
T h i s  means t h a t  by t h e  t i m e  t h e  sys tem a c h i e v e s  t h e  s t a b l e  growth 
p a t t e r n ,  t h e  t o t a l  p o p u l a t i o n  s i z e  p r o j e c t e d  w i t h  t h e  o b s e r v e d  
d i s t r i b u t i o n  w i l l  b e  18% g r e a t e r  t h a n  t h e  t o t a l  p o p u l a t i o n  s i z e  
p r o j e c t e d  w i t h  i n i t i a l  p o p u l a t i o n  which was r e a r r a n g e d  i n  advance  
a c c o r d i n g  t o  t h e  s t a b l e  a g e  p r o f i l e .  Because o f  t h e  p o s i t i v e  
growth  momentum, t h e  Swedish female  p o p u l a t i o n  c o n t i n u e s  t o  
expand from 4.13 m i l l i o n  i n  1974 u n t i l  t h e  e a r l y  1 9 9 0 ' s  when a  
maximum p o p u l a t i o n  s i z e  o f  4.23 m i l l i o n  i s  r e a c h e d .  
The dominant  r i g h t  e i g e n v e c t o r  i n  F i g u r e  4.2 shows t h a t  
t h e  long-run  a g e  p r o f i l e  starts a t  a b o u t  5 .6% i n  t h e  0-4 a g e  
g r o u p ,  rises smoothly and g e n t l y  toward a  m a x i m u m  o f  a b o u t  
6 .2% i n  t h e  50-54 a g e  g r o u p ,  and t h e n  d e c l i n e s  s h a r p l y  t o  a 
minimum of  a b o u t  2.7% i n  t h e  85+ a g e  g roup .  The s h a p e  i s  
t y p i c a l  o f  t h e  i n d u s t r i a l i z e d  c o u n t r i e s  whose n e t  r e p r o d u c t i o n  
rates  a r e  below t h e  r ep lacement  l e v e l .  The dissimilarity 
index between t h e  1974 and t h e  long-run  a g e  p r o f i l e s  i s  7 . 9 % ,  
Table 4.2 The non-zero eigenvalues of the Leslie model of Swedish female population, 1974. 
Real Imaginary Annual Rate 
Part Part Magnitude Half-life Frequency Period 
h h h h h h 
of Change 
Note: Each complex conjugate pair is represented by the eigenvalue with positive imaginary part. Half-lives 
and periods are in years, whereas frequencies are measured in degrees per five years. The second and 
third pair of complex eigenvalues have periods of 17 and 16 years instead of 21 and 13 years found in 
most national populations. 



































































































