We can define fractional Brownian motion (B H (t) : t ∈ R) with Hurst index H ∈ (0, 1) \ {1/2} by the following "moving-average" representation: for t ∈ R,
where (W (t) : t ∈ R) is a standard Brownian motion on a probability space (Ω, F, P ) and (x) + := max(x, 0) for x ∈ R. This process, abbreviated fBm, is a centered Gaussian process with stationary increments; it has been widely used to model various phenomena in hydrogy, network traffic, finance etc, which exhibit long-range dependence. We refer to Samorodnitsky and Taqqu [ST] for background.
We consider a natural class of centered Gaussian processes with stationary increments, which includes fBm with H ∈ (0, 1/2) as a typical example. The case 1/2 < H < 1, which requires a different approach, is considered in [AI2] . Thus we consider a process (X(t) : t ∈ R) that admits the following moving-average representation
where the "MA(∞) coefficient" c(·) is a function of the form
with ν being a Borel measure on (0, ∞) satisfying
and some extra conditions. In particular, in the main theorem (Theorem 1), we will assume
where (·) is a slowly varying function at infinity and H is a constant such that
with (8) (Example 2). For this ν, we have
whence (X(t)) reduces to (B H (t)). One advantage of this class is that we can consider processes which have two different indices corresponding to the local properties (such as path properties) and the long-time behavior, respectively (Example 3).
Our central concern is the prediction of the process (X(t)). More specifically, our problem is to represent the conditional expectation
using the segment (X(u) : −t 0 ≤ u ≤ t 1 ) and some deterministic quantities, where t 0 , t 1 , and T are real constants such that
The conditional expectation above stands for the expectation of the future value X(T ) based on the partial data X(u) (−t 0 ≤ u ≤ t 1 ). It should be noticed that such prediction from a finite segment of the past is generally a difficult problem. For example, the Krein theory on finite prediction of stationary processes is clearly deeper (but less manageable) than the Szegö-Kolmogorov-Wiener theory on infinite prediction (see Dym-McKean [DM] ).
It turns out that the existence of a good "AR(∞) coefficient", in addition to the MA(∞) coefficient c(·), is a key to our solution to the problem above. Here we define the AR(∞) coefficient a(·) by
where the function α(·) on (0, ∞), in turn, is defined by
We see that a(·) has a good integral representation similar to (3). In particular, a(·) is a positive decreasing function on (0, ∞).
To state the main theorem, we introduce some functions which are given explicitly in terms of c(·) and a(·). We define b(t, s) by
We put
and a nonnegative function h(s) = h(s; t 3 , t 2 ) by
Here is the main theorem.
Theorem 1. We assume (2)-(8). Then
Example 2. For H ∈ (0, 1/2), let ν be as in (9). Then we have (10); and so (4)- (8) are satisfied. The resulting process (X(t)) is the fractional Brownian motion (B H (t)) which has the representation (1). We refer to Nuzman and Poor [NP, Theorem 4.4] for the explicit prediction formula of fBm with 0 < H < 1/2 which corresponds to Theorem 1. See also Yaglom [Y] and Gripenberg and Norros [GN] for relevant work. We put ν(ds) = f (s)ds on (0, ∞). By Abelian theorems for Laplace transforms (cf. [BGT, Section 1.7] ), we have (7) and
whence (4)-(8) are satisfied. The index H corresponds to the long-time behavior of (X(t)), while H 0 to its local properties such as path properties.
