We state a problem concerning how to make an effective and proper decision in the presence of data incompleteness. As an example we consider a medical diagnostic system where the problem of missing data is commonly encountered. We propose and evaluate an approach that makes it possible to reduce the influence of missing data on the final result and to improve the quality of the decision. The process involves interval-valued fuzzy set modelling, uncertaintification of classical methods, and finally aggregation of the incomplete results. It was verified that the aggregation results in meaningful and accurate decisions despite the missing data.
Introduction
It is almost inevitable that empirical observations and real-life research produce incomplete datasets. Incomplete, or missing, data can occur for many reasons, including malfunction of data-collecting equipment, a survey respondent's failure to respond to a question, insufficient resources (time, money) to collect all the data, and others. The important point is that these reasons are natural and unavoidable, and thus the desire for complete datasets is impossible to fulfil. Clearly, missing data can have a significant effect on the conclusions that can be drawn from the data, and so it becomes a crucial issue to deal properly with missingness. In recognition of this problem, missing data analysis and decision-making under incomplete information has recently become an important area of research [1, 2] .
The present article is a contribution to the study of decision-making in the presence of incomplete information. The subject of our research is a method for supporting the medical diagnosis of ovarian tumors [3] . Since collecting all the data about a patient is often very difficult, it is crucial that the diagnostic system can give meaningful and accurate results even when some of the data is missing. We present here a novel approach that makes this possible. A key feature of our approach is that we do not use any of the known techniques for estimating missing data and data imputation, because these might [4, 5] .
significantly distort the final diagnosis. We also do not propose any new diagnostic model specifically for dealing with incomplete data, in order not to introduce any additional complexity to modelling and computation. Instead, we construct a general method that makes it possible to adapt existing and well-established diagnostic methods to make them usable with incomplete data. In the remainder of this article we describe particular components of our approach in detail. In Section 2 we give a short introduction to the process of ovarian tumor diagnosis, and we state a question concerning how to make an effective diagnosis when some attributes of patients are not given. In Section 3 we propose a solution to this problem which involves IVFS modelling, uncertaintification of classical medical scales, and finally aggregation of the incomplete results obtained. In Section 4 we describe in detail all the tools and methods that were used, and we give a methodology for analysing and comparing different aggregating methods. Section 5 contains conclusions drawn from our results and indicates possible paths of further research.
Motivation
One of the major problems currently faced by medicine is that of ovarian tumors. Statistics from recent years show this to be a deadly disease among women. The annual numbers of deaths due to ovarian cancer in some countries are alarmingly high and are still increasing (see Fig. 1 ). A tumor may be either malignant or benign. We therefore have to deal with a differential diagnosis (binary classification) problem.
The correct classification of a tumor is particu16th World Congress of the International Fuzzy Systems Association (IFSA) 9th Conference of the European Society for Fuzzy Logic and Technology (EUSFLAT) larly important for two reasons. Firstly, the type of tumor determines whether the patient must undergo surgery. Secondly, incorrect indication of malignancy as benign causes deterioration of the patient's health in the longer term and results in a high risk of failure of surgery.
For this reason, a wide range of preoperative diagnostic models have been developed, where the goal is to predict the type of malignancy. They vary from basic scoring systems [6] , through rule-based schemes [7] to machine learning techniques [8] . Both the sensitivity and specificity of some models exceeds 90% in external evaluation [9, 10] .
The total number of attributes, which characterise a patient, amounts to a several dozen. They describe features ranging from basic medical history (such as menopausal status, age, contraception, tumors in family, etc.) to ultrasonographic examination and blood markers.
The Table 1 presents the six most common preoperative models (two based on scoring systems [6, 11] and four based on logistic regressions [8, 12, 13] ) and a list of the attributes used. The attributes are divided into two groups: objective medical history and others (which comprise subjective medical history, ultrasound and blood markers). A detailed description of ultrasound features can be found in [14] .
Our previous research indicated possible problems with the collection of data by a physician during examinations [15, 16] . It is common that some examinations might be omitted by a gynaecologist, either due to their unavailability or because of medical reasons. Data may be absent due to, for example, the technical limitations of the healthcare institution, the high costs of a medical examination, and the high risk of deterioration in a patient's health after a potential examination.
A common and rather straightforward approach to managing lack of data is to exploit certain wellestablished methods from the field of data imputation [17] . Undoubtedly in many research areas such an approach is sufficient. Although imputing missing values seems to be adequate from the statistical point of view, in medical applications such a solution must be applied with particular caution. When human life is concerned, it is not so clear whether we can consciously introduce new data which may be subject to error.
Such lack of data means that a physician is not able to calculate and use known diagnostic models, since these require all of the data in order to make a decision. As a result, the problem arises of objectification of the final diagnosis, which is particularly significant in the case of examinations performed by an inexperienced gynaecologist. For that reason, an urgent question is how to construct a diagnostic system that will be feasible in the absence of certain data. In the remainder of this paper we investigate, in particular, the following questions:
• 
The above definition of the vectorp allows one to describe each attribute of a patient by a numerical interval, regardless of whether or not the description of an attribute was given. If the value was not provided then the proposed representation has the form of a set containing all possible values for the attribute. If the value was given then it is represented by an interval reduced to a point. The main advantage of such an approach is that all patients can be described in the same, uniform way and can be processed with the same diagnostic model. This model is formally introduced in the next subsection.
Uncertaintification of diagnostic scales
A diagnostic scale can be formalised as a function Table 1 : Attributes used in the most common preoperative diagnostic models.
• m(p) > 0.5 -diagnosis towards malignant;
• m(p) < 0.5 -diagnosis towards benign;
• m(p) = 0.5 -indicates the impossibility of determining the nature of malignancy.
As mentioned, the existing diagnostic scales operate on complete dataset only. The most straightforward way to generalise them to accept missing values is to extend P to P * ; then m : P * → [0, 1] ∪ {∅}. Such an approach is simple but not interesting -a scale would not return any diagnosis whenever data were missing.
It seems to be much more appropriate to operate with the interval representation of a patient that was proposed in the previous section. We utilise a classical method of extending real functions to interval values [18] to obtain a new, uncertaintified diagnostic scalem :P → I [0,1] defined as:
where by p ∈p we denote that p is an embedded vector ofp.
The resultant interval represents all of the possible diagnoses that can be made based on a patient description in which every missing value was replaced with all possible values for that attribute. The more incomplete the description, the more uncertain the diagnosis. However, it is worth noting that in many cases it is still possible to make a proper diagnosis, since some amount of missing values is acceptable and will not affect the final result significantly. This is one of the basic advantages that distinguishes our approach from simple P * modelling.
Diagnosis modelling
The diagnostic model defined by (2) can conveniently be described within a framework of intervalvalued fuzzy set (IVFS) theory. IVFSs were designed to represent uncertain (incomplete) information, in contrast to standard fuzzy sets, which model imprecision. Let X be a finite crisp set called the universe of discourse, and let I [a,b] be the set of all closed sub-intervals of [a, b] , where a and b are real numbers. Then an IVFS is a mappingÂ :
is understood to contain the true, however incompletely known, membership degree of an element x inÂ. This corresponds to the interpretation of an intervalm(p) which defines the boundaries of a possible diagnosis for a patient. Thus a diagnostic modelm can be interpreted as an IVFS on the universeP . A valuem(p) denotes an interval membership degree to which a given patientp can be classified as a malignant case according to the modelm.
A diagnosis in the form of an interval has its advantages and drawbacks. An advantage is that such a model gives a diagnosis even in the presence of missing data. A drawback is that the diagnosis is often uncertain and not so easy for a physician to apply. A major problem is thus how to efficiently support a physician in making a final diagnosis under incomplete information.
In order to solve this problem we make the following observation. As Table 1 shows, different scales, denoted by m 1 , . . . m n , use different attributes describing the patient, and are therefore subject to different levels of uncertainty. The main idea is thus to improve the final diagnosis by taking advantage of the diversity of diagnostic scales. Given n scalesm 1 , . . .m n we construct a function Agg : IVFS n → IVFS. Its result Agg(m 1 , . . .m n ) is a new IVFS that gathers and integrates information from the input sets. Thanks to this interpretation we immediately see the relationship with the issues of group decision-making and information aggregation [19] .
An n-argument interval-valued fuzzy aggregation operator is a mapping Agg : ] with the following properties [20] :
Recent research has led to the construction of many interval-valued fuzzy sets aggregation methods [21, 22, 20, 23] . The most commonly used aggregation methods in group decision making are based on the weighted arithmetic average [19] . We propose to use different IVFS aggregation methods to improve the quality of diagnosis as well as to minimise the impact of the lack of data and uncertainty in decision-making.
In the medical decision-making problem, the final diagnosis obtained from an aggregation operator must indicate whether a tumor is malignant or not. However, supporting a decision in a case where there is not enough information may lead to a wrong diagnosis. Thus we accept a situation in which no diagnosis recommendation is made. The conversion of interval diagnosis into final diagnosis (binarisation) is very important and may influence overall efficacy.
In view of the importance of matching the aggregation operator to a specific problem, in this paper we propose a methodology that allows one to investigate how different aggregation operators cope with those problems. It makes it possible to obtain the characteristics of the operator and to assess the degree of usefulness in a given decision problem. Since the main issue considered here is the possibility of making decisions under incomplete data, the proposed assessment methodology specifically focuses on this issue.
Results and discussion

Methodology description
The main goal of the proposed methodology is to simulate the decision-making process in a real decision problem. In supporting medical diagnosis, a very important problem is the possibility of missing data. Hence the proposed methodology is aimed at evaluating aggregation operators used to cope with lack of data. For this purpose, an essential element of the methodology is to simulate different levels of missing data. In order to better reflect the reality we have divided the attributes that describe the patient into two separate groups: those that are subject to obscuration and those that are not. This separation naturally exists in many problems, including the problem of medical diagnosis, because some data about the patient, such as age and other objective data from the medical history, are always available to the physician.
For the purpose of our research we have adopted some assumptions. Firstly, in order to avoid bias, we assume that the dataset on which the evaluation is carried out has an equal distribution of positive and negative cases. To achieve this state, at each iteration we randomly select an equal number of patients within each class. This also allows us to reduce the iteration time and to increase the randomness of the procedure. Secondly, the evaluation can only apply to diagnostic scales based on mathematical models that are simple enough to be efficiently computed after the extension to interval values. Another assumption is that we consider levels of missing data in the range of 0 − −50%, because higher levels are unacceptable in practice. The quality of medical diagnosis is most often described by five basic statistics: accuracy (ACC), sensitivity (SEN), specificity (SPEC), positive predictive value (PPV) and negative predictive value (NPV). Therefore, the methodology is aimed at the simple calculation of these parameters.
The evaluation process can be described as follows. For each level of missing data, assessment of the efficacy of aggregation operators is repeated N times. The input data for each repetition is a complete dataset which conforms to the adopted assumptions. In each such iteration two subsets of instances (positive and negative) are drawn independently. Both of them are subjected to a process of obscuration, which involves random erasure of attribute values from the dataset so that the total level of missing data corresponds to the target level of obscuration (OL). The data is next converted to interval form according to equation (1) and passed to uncertaintified diagnostic scales.
The results of all uncertaintified diagnostic scales are represented as IVFSs. The list of those IVFSs forms an input to the aggregation operators. Each operator synthesises the input diagnoses in accordance with its principle of operation. The result of the aggregation is an IVFS representing the synthesised diagnosis. In order to make the final diagnosis it is required to perform a binarisation process. The resulting diagnoses are compared with reference values in order to calculate the necessary statistics. The final statistics for a given level of missing data are calculated by averaging the results of all iterations. A diagram of the evaluation process appears in Fig. 2 . 
Evaluation and results analysis
Our study group consisted of 268 women diagnosed and treated for ovarian tumor in the Division of Gynaecological Surgery, Poznań University of Medical Sciences, between 2005 and 2012. Among them, 62% were diagnosed with a benign tumor and 38% with a malignant tumor. At each iteration we selected 50 patients for the positive and negative groups. All patients had no missing values in the attributes required by the diagnostic scales. The dataset is described in detail in [10] .
In the evaluation we used six different uncertaintified diagnostic scalesm 1 , ...,m 6 . These scales were obtained from the basic scales listed in Table 1 by applying the uncertaintification process described by (2) .
For the experiment we chose the simplest methods of aggregation, which base on weighted average, sum and intersection of sets, and majority vote. Such methods are most often used in the problem of group decision making [19] . However, the authors are aware that these methods do not cover recent research in that field.
The construction of a certain method of aggregation consists in making choices of aggregation strategy and binarisation strategy. Moreover, methods Table 2 : Selected aggregation methods.
based on weighted average require definition of the weight of intervals. We evaluated 177 combinations of the strategies, which will be described below. Many of the resulting methods are similar and have almost equal outcomes. For the sake of the presentation of evaluation results, we chose 10 methods of aggregation which are representative of their groups. These 10 methods are presented in Table 2 .
Aggregation strategy
Diagnoses for each patient are independent, it is possible to perform aggregation per patientp i :
The first group of aggregation operators (A-C ) is based on arithmetic mean with the use of interval arithmetic:
The second group of operators (D-G) is based on a weighted mean calculated with reference to a representative of the interval. Selected strategies in choosing representatives (rep) are the minimum, maximum and centre of an interval:
. The next two operators (H -I ) are based on settheoretical sum and intersection:
The last method (J ) differs from the previous ones in that firstly it binarises input intervals, and after that it chooses the diagnosis which appeared more frequently. In the case of a tie, a diagnosis is not made.
Binarisation strategy
In our research we chose the simplest variant of interval binarisation:
In this approach, an instance is classified as positive when the whole interval is greater than 0.5 with respect to the margin . The negative case is defined similarly. In a case where the first or second condition is not met, it is not possible to make a decision. For example, when the margin is set to = 0.025, a diagnosis of [0.1, 0.3] will be classified as benign, but for the interval [0.1, 0.6] it is not possible to make a decision.
In our evaluation we arbitrarily chose two values for : 0 (no margin) and 0.025.
Weight calculation strategy
In our evaluation we selected three strategies for choosing weights:
Evaluation
In each classification problem it is important to set a baseline. In the case of ovarian tumor diagnosis, this is achieved by means of a classifier which makes a decision using only one attribute menopausal status [10] . This classifier achieves 69% accuracy. The aim of this operation is to set a lower bound -all methods of aggregation should be better than a baseline classifier and single diagnostic scales. An aggregation operator which has worse efficacy than the lower bound is useless in practical applications.
Statistical evaluation, as well as implementation the of proposed methodology, were performed using R software, version 3.1.1 [24] . We set levels of missing data to vary from 0% to 50% with a 5% step size. For each level we performed 1000 repetitions of random data obscuration with other calculations. With this number of repetitions the averaged results are stable, so that it is possible to reliably analyse them.
The most significant results are presented in Diagrams (a) and (b) show that preserving high diagnosability frequently prevents models from achieving high accuracy, and vice versa. In order to understand the relation between these two parameters, let us present individual aggregation operators on a plane. Diagram (c) shows a relationship between diagnosability and accuracy for each level of missing data. All points of a hypothetical ideal aggregation operator would be localised in the upper right corner of the diagram (100% accuracy and 100% diagnosability). For this reason, a measure of the quality of an aggregation operator for a given level of missing data is defined as the Euclidean distance of such a point in the plane from the point (100%, 100%):
Diagram (d) presents a quality measure q with respect to levels of missing data. Smaller values of q correspond to better diagnostic quality of a model. From the diagram it can be seen that in practice it is impossible to achieve a measure arbitrarily close to 0.
Results summary
The developed methodology led us to the conclusion that in the case of our medical diagnosis problem, aggregation is useful as a tool to solve the problem of missing data. Even the simplest methods presented in this paper achieved an efficacy which exceeded that of the individual diagnostic scales, both in terms of accuracy and the number of diagnosed patients, despite the missing data. There are three interesting cases:
1. the result of aggregation is the achievement of very high and stable accuracy (over 95%, regardless of the level of missing data) at the cost of a small number of patients for whom it was possible to make a diagnosis (below 50%, less than individual diagnostic scales) -see e.g. the I operator; 2. the result of aggregation is the achievement of very high diagnosability (over 90%) regardless of the level of missing data, at the cost of decreasing accuracy with increasing level of missing data (accuracy might be even lower than is achieved by individual diagnostic scales) -see e.g. the E and F operators; 3. the result of aggregation is the achievement of persistent high accuracy comparable to that achieved by individual diagnostic scales, with simultaneous high level of diagnosability (significantly higher than achieved by individual diagnostic scales) -see e.g. F i G.
In the problem of ovarian tumor diagnosis, it appears that the most promising results were obtained This operator is capable of maintaining high accuracy and diagnosability. Furthermore, its distance from the optimal effectiveness point is the smallest and increases very slowly with an increase in the level of missing data. Its low sensitivity to lack of data makes it a promising candidate in the search for robust operators. An interesting result is obtained in the case of the operator H, which is based on set intersection. In the case of complete data it is not able to make any decision. This is because in such a situation the intervals degenerate to single points, and the intersection of such intervals is usually the empty set.
The authors are aware that since the evaluation was performed on the whole dataset with arbitrarily chosen binarisation margins, general conclusions on the performance of the presented aggregation operators should not be drawn. To make the results more reliable, performance should be validated on a separate dataset with optimised aggregation parameters.
Conclusions and further research
The results presented here are promising and show that the competent selection and use of aggregation methods can significantly improve the quality of decisions taken by a diagnostic system. The problem is particularly significant when the knowledge is based on incomplete information. Proper selection of the method of aggregation is essential for reducing the negative impact of data incompleteness on the quality of decisions. Because the design of an aggregation method depends on the particular problem, extensive evaluation is needed on each occasion. This can be done using our proposed method. This paper proposes a method for the uncertaintification of classifiers which may have broader application in the study of the influence of incomplete data on the quality of decisions. This issue will be examined and described in more detail in the future.
In future work, we plan to study a broader range of aggregation methods and determine guidelines on their applicability to various problems. Generally, performance measurement methods depend on the domain of application. Thus we will also focus on other statistics besides accuracy, such as sensitivity and specificity.
It is important to note that there are still many open problems related to the proposed approach. Aggregation methods should be evaluated on many common datasets in order to examine their characteristics and properties. The results obtained by the proposed approach should be compared with those obtained with the use of imputation methods. Finally, it should be checked whether the proposed approach easily scales to the multiclass classification problem.
The results presented in this paper are promising and provide a starting point for a broader analysis of the problem of effective construction of aggregating methods on sources with incomplete data.
