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Abstract
The empirical likelihood inference is extended to a class of semiparametric models for stationary,
weakly dependent series. A partially linear single-index regression is used for the conditional mean of
the series given its past, and the present and past values of a vector of covariates. A parametric model
for the conditional variance of the series is added to capture further nonlinear effects. We propose
a fixed number of suitable moment equations which characterize the mean and variance model. We
derive an empirical log-likelihood ratio which includes nonparametric estimators of several functions,
and we show that this ratio has the same limit as in the case where these functions are known.
keywords: α−mixing; Dimension reduction; Kernel smoothing; Nonlinear time series; Nuisance
function; Pivotal statistic.
1 Introduction
Our aim is to model and to make inference on a one-dimensional time series (Yi) given a vector-valued
times series (Vi) and the past values of Yi and Vi, i ∈ Z. For this purpose we propose flexible semipara-
metric models for the conditional mean and conditional variance of Yi. Formally, let (Zi) be a strictly
stationary and strongly mixing sequence of random vectors with Zi = (V >i , εi)> ∈ RdX+dW × R where
Vi = (X>i ,W>i )> ∈ RdX ×RdW . Let (Fi) be its natural filtration. For any positive integer r, we denote
the r lagged values of Zi by Z{r}i = (V >i−1, Yi−1, . . . , V >i−r, Yi−r)>.
Let us consider the semiparametric model defined by
Yi = µ(Vi; γ,m) + εi with µ(Vi; γ,m) = l(Xi; γ1) +m(W>i γ2), (1)
where
E[εi | Vi,Fi−1] = 0, (2)
and
E[ε2i | Vi,Fi−1] = σ2(Vi, Z{r}i ;β), (3)
γ = (γ>1 , γ>2 )>, θ = (γ>, β>)> and m(·) is an infinite dimensional parameter. Thus θ gathers the finite
dimensional parameters, and our interest will focus on this vector, while m(·) is considered a nuisance
parameter. The value of r, as well as the real-valued functions l(·) and σ2(·), are given. Moreover,
the functions we consider for σ2(·) do not require knowing the infinite dimensional parameter m(·).
Let θ0 and m0(·) denote the true values of the finite and infinite-dimensional parameters of the model,
respectively. The vector Vi may include common random variables and/or lagged values of Yi, as well
as exogenous covariates. We call a model defined by (1)-(3) a CHPLSIM which stands for Conditional
Heteroscedastic Partially Linear Single-Index Model. The methodology we will propose in the following
allows us to replace (3) by a higher order moment equation, or to add higher order moments to (3). For
the sake of simplicity we keep (3) and we will only mention such possible extensions in the conclusion
section.
CHPLSIM is related to the model proposed by Lian et al. (2015) in the case of independent obser-
vations following the same distribution. Our model covers a wide class of models for weakly dependent
and independent data. First, with l(Xi; γ1) = X>i γ1, CHPLSIM includes the partially linear single-index
model (PLSIM) (Carroll et al., 1997) in which the errors εi are independent and identically distributed
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(i.i.d.) variables and Vi are independent covariates. Such semiparametric models were originally used
to overcome the curse of dimensionality inherent to nonparametric regression on Wi by making use of
a single-index W>i γ2. The PLSIM includes the partially linear models with a single variable in the
nonparametric part. Our non-i.i.d. framework allows for heteroscedasticity in the errors of PLSIM, with
the conditional variance of the errors possibly depending of both the covariates and the lagged errors
values. For instance, it allows martingale difference errors, as considered by Chen and Cui (2008) and
Fan and Liang (2010). Xia et al. (1999) considered a model defined by (1) for strongly mixing stationary
time series, with the identity function l(·), Xi = Wi and Wi admitting a density. Their study focuses
on the estimation of the parameters in the conditional mean function using kernel smoothing, without
investigating the conditional variance, as condition (3) allows. In the same type of model, using local
linear smoothing, Xia and Ha¨rdle (2006) allowed for Xi not necessarily being equal to Wi and, at the
price of a trimming, relaxed the condition for a density for Wi to a density for the index W>i γ2. More
recently, using orthogonal series expansions, Dong et al. (2016) extended the model defined by (1) to the
case where Xi = Wi is a multi-dimensional integrated process.
Model (1)-(2) is also related to and extends a large class of location-scale type models called con-
ditional heteroscedastic autoregressive nonlinear (CHARN) models (Ha¨rdle et al., 1998; Kanai et al.,
2010). CHARN models include many well-known models widely used with application areas as differ-
ent as foreign exchange rates (Bossaerts et al., 1996) or brain and muscular wave analysis (Kato et al.,
2006). For general nonlinear autoregressive processes, we refer to the book of Tong (1990) for the basic
definitions as well as numerous applications on real data sets. More generally, nonparametric techniques
for nonlinear AR processes can be found in the review of Ha¨rdle et al. (1997). CHPLSIM allows for a
semiparametric specification of the conditional mean and for exogenous covariates.
We are interested in inference on the finite dimensional parameter θ constituted of finite-dimensional
parameters from both the conditional mean and the conditional variance functions. When interest fo-
cuses on the parameters of the conditional mean, it suffices to consider equations (1)-(2) with a fully
nonparametric conditional variance σ2(·). However, in the time series context, modeling the variance can
be important, for instance for forecasting purposes. For our inference purpose, we propose a semipara-
metric empirical likelihood approach with infinite-dimensional nuisance parameters. Empirical likelihood
(EL), introduced by Owen (1988, 2001), is a general inference approach for models specified by moment
conditions. Under the assumption of independence between observations, empirical likelihood has been
used for inference on finite dimensional parameters into regression models and unconditional moment
equations. See Qin and Lawless (1994); see also the review of Chen and Van Keilegom (2009).
Under i.i.d. data assumption, Wang and Jing (1999, 2003) and Lu (2009) studied the conditions
implying that the empirical likelihood log-ratio (ELR) still converges to a chi-square distribution for the
partially linear model. Due to the curse of the dimensionality, the performances of the non parametric
estimators decrease dramatically with the number of variables. Xue and Zhu (2006) and Zhu and Xue
(2006) show that, if the density of the index is bounded away from zero, the ELR converges to a chi-square
distribution and thus permits parameter testing, for the single-index model and PLSIM respectively (see
also Zhu et al. (2010)).
The aim of this paper is to propose a novel, general, semiparametric regression framework for EL
inference with weakly dependent data. Some related cases have been considered in the literature. For
instance, the ELR with longitudinal data has been considered by Xue and Zhu (2007), for the partially
linear model, and by Li et al. (2010), for PLSIM. In their framework, the convergence of the ELR is
guaranteed by the independence between individuals for which a finite bounded number of repeated
observations are available. Empirical likelihood has also been used for specific models in times series (see
the review of Nordman and Lahiri (2014)). Most of the methods developed in this context are based on a
blockwise version of empirical likelihood, first introduced by Kitamura (1997), in which consecutive data
points are grouped into blocks. A large amount of generalizations have been proposed in the literature
depending on the type of dependency under consideration. We refer to Nordman and Lahiri (2014) for
an overview of those blocking techniques. However, in such an approach, one has to tune additional
parameters as the number, or the length or the overlapping of the blocks, which may be a complex task.
Our contribution is the extension of the EL inference approach to the case of CHPLSIM defined by
(1)-(3), for weakly dependent data. This extension is developed without imposing the density of the
index bounded away from zero, as is usually assumed in the literature in the case of i.i.d. data. See, for
instance, Zhu and Xue (2006), Zhu et al. (2010) and Lian et al. (2015). Such a very convenient, though
quite stringent, condition implies a bounded support for the index, a restriction which makes practically
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no sense in a general time series framework. To obtain our results, a preliminary crucial step before
using EL consists of building a fixed number of suitable unconditional moment equations equivalent to
conditional moment equations defining the regression model. We then follow the lines of Qin and Lawless
(1994), with the difference of the presence of infinite-dimensional nuisance parameters. We show that the
nonparametric estimation of the nuisance parameters does not affect the asymptotics and the ELR still
converges to a chi-square distribution. The negligibility of the nonparametric estimation effect is obtained
under mild conditions on the smoothing parameter. Chang et al. (2015) studied the EL inference for
unconditional moment equations under strongly mixing conditions, with the number of moment equations
allowed to increase with the sample size. Since, in principle, conditional moment equation models could
be approximated by models defined by a large number of unconditional moment equations, Chang et al.
(2015) could also consider semiparametric models. However, the practical effectiveness of their approach
remains an uninvestigated issue.
The article is organized as follows. In Section 2 we consider the profiling approach for the nuisance
parameter m(·) and the identification issue for the finite-dimensional parameters. Next, we establish the
equivalence between our model equations and suitable unconditional moment estimating equations in
Section 3. The number of unconditional equations is given by the dimension of the vector of identifiable
parameters in the (CH)PLSIM. Section 4 presents the ELR and the Wilks’ Theorem in our context.
Section 5 illustrates the methodology by numerical experiments and an application using daily pollution
data inspired by the study of Lian et al. (2015). Section 6 contains some additional discussion. The
proofs and mathematical details are presented in Appendix.
2 Conditional moment equations
2.1 The model
Let
gµ(Zi; γ,m) = Yi − µ(Vi; γ,m),
with µ(·) defined in (1). The partially linear, single index model (PLSIM) is defined by the conditional
moment equation
E[gµ(Zi; γ,m) | Vi,Fi−1] = 0⇐⇒ γ = γ0 and m = m0. (4)
In such case, the conditional variance of the residuals has to be finite but does not necessarily have a
parametric form.
The conditionally heteroscedastic, partially linear, single index model (CHPLSIM) is defined by two
conditional moment equations. For this case, we assume that the second-order conditional moment of the
residuals has a semiparametric form. More precisely, the model is defined by the following conditional
moment equations {
E[gµ(Zi; γ,m) | Vi,Fi−1] = 0
E[gσ(Zi, Z{r}i ; θ,m) | Vi,Fi−1] = 0
⇐⇒ θ = θ0 and m = m0, (5)
where
gσ(Zi, Z{r}i ; θ,m) = g2µ(Zi; γ,m)− σ2(Vi, Z{r}i ;β), (6)
with σ2(·) defined in (3).
2.2 Profiling nuisance parameter
The model defined by (1)-(2) requires a methodology for estimating θ and m, with m being in a func-
tion space. A common approach, that avoids a simultaneous search involving an infinite-dimensional
parameter, is the profiling (Severini and Wong, 1992; Liang et al., 2010), which defines
mγ(t) = E[Yi − l(Xi; γ1) |W>i γ2 = t], t ∈ R.
As usual with such an approach, in the following it will be assumed that
mγ0(W>i γ0,2) = m0(W>i γ0,2). (7)
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Hence, one expects that, for each x,w, the value γ0 gives the minimum of
γ 7→ E[{Yi − l(xi; γ1)−mγ(w>i γ2)}2 | Xi = xi,Wi = wi,Fi−1].
However, even if mγ(·) is well defined for any γ = (γ>1 , γ>2 )> ∈ Γ ⊂ Rd1 × RdW , in general the value γ0
could not be the unique parameter value with this minimum property. More precisely, in general the
true value of the vector γ2 is not identifiable and only its direction could be consistently estimated. The
standard remedies to this identifiability issue are detailed in the following.
2.3 Identifiability of the finite-dimensional parameters
Concerning the identification of γ1 ∈ Rd1 , a minimal requirement is that as soon as l(Xi; γ1) = l(Xi; γ′1)
a.s., then necessarily γ1 = γ′1. For instance, when l(Xi; γ1) = X>i γ1, and thus d1 = dX , then necessarily
E(XiX>i ) is invertible. The nonparametric part mγ(·) induces some more constraints. It could absorb
any intercept in the model equation. Thus, in particular, when l(Xi; γ1) = X>i γ1, the vectors Xi and
Wi should not contain constant components.
There are two common approaches to restrict γ2 for identification purposes: either fix one component
equal to 1 (Ma and Zhu, 2013), or set the norm of γ2 equal to 1 and the sign of one of its components
(Zhu and Xue, 2006). Without loss of generality, we choose the first component of γ2 to impose the
constraints of value or sign. When the value of the first component is fixed, the parameter γ2 could be
redefined as γ2 = (1, γ˜>2 )> where γ˜2 ∈ RdW−1. The Jacobian matrix of this reparametrization of γ2 is
the dW × (dW − 1) matrix
J2(γ2) =
∂γ2
∂γ˜2
=
(
01×(dW−1)
IdW−1
)
, (8)
where here 01×(dW−1) denotes the null 1 × (dW − 1)−matrix, while IdW−1 is the (dW − 1) × (dW − 1)
identity matrix. With the second identification approach mentioned above, the reparametrization is
γ2 =
(√
1− ‖γ˜2‖2, γ˜ >2
)>
,
where now γ˜2 ⊂ {z ∈ RdW−1 : ‖z‖ ≤ 1}. The Jacobian matrix of this reparametrization using the
normalization of γ2 is the dW × (dW − 1) matrix
J2(γ2) =
∂γ2
∂γ˜2
=
(−{1− ‖γ˜2‖2}−1/2 γ˜ >2
IdW−1
)
. (9)
Hereafter, when we refer to the true value of the finite-dimensional parameter, we implicitly assume that
one of these two approaches was chosen for identifying γ2.
3 Unconditional moment estimating equations
This section presents unconditional moment equations which permits parameter inference to be achieved
by using empirical likelihood. For ease of explanation, we start by introducing an unconditional moment
equation which is equivalent to the conditional moment equation of the PLSIM defined in (4). We then
introduce an unconditional moment equation which is equivalent to the conditional moment equation of
the CHPLSIM defined in (5).
3.1 Partially linear single-index model
For the PLSIM, it is quite standard (Zhu and Xue, 2006) to consider the following unconditional equation
E[gµ(Zi; γ,mγ)∇˜γgµ(Zi; γ,mγ)] = 0, (10)
where γ = (γ>1 , γ>2 )> ∈ Rdγ , dγ = d1 + dW , and
∇˜γgµ(Zi; γ,mγ) = J(γ)∇γgµ(Zi; γ,mγ) ∈ Rdγ−1,
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with J(γ) the (dγ−1)×dγ Jacobian matrix of the reparametrization chosen to guarantee the identification
of the finite-dimensional parameter and ∇γ (∇γ1 , resp. ) the column matrix-valued operator of the first
order partial derivatives with respect to the components of γ ∈ Rdγ (γ1 ∈ Rd1 , resp.). In our context,
∇γgµ(Zi; γ,mγ) = −
[∇γ1 l(Xi; γ1)− E[∇γ1 l(Xi; γ1) |W>i γ2]
m′(W>i γ2)
(
Wi − E[Wi |W>i γ2]
) ]
and J(γ) =
(
Id1 0d1×(dW−1)
0dW×d1 J2(γ2)
)
,
with m′(·) the derivative of m(·) and J2(γ2), the Jacobian matrix of the parametrization of γ2, that is
either the matrix defined in (8) or that defined in (9).
The following lemma proposes a new unconditional moment equation by introducing a positive weight-
ing function ω(Vi) in (10). Showing the equivalence between the conditional moment equation (4) and our
new unconditional moment equation, we deduce that the latter equation could be used for EL inference.
Lemma 1. Let ω(·) be a positive function of Vi = (X>i ,W>i )> and Hµ(γ) be the Hessian matrix of the
map γ 7→ E[E2[gµ(Zi; γ,mγ) | Vi,Fi−1] ω(Vi)]. Assume that conditions (4) and (7) hold true and Hµ(γ)
is definite positive. Then
E[gµ(Zi; γ,mγ)∇˜γgµ(Zi; γ,mγ)ω(Vi)] = 0 a.s. ⇔ γ = γ0. (11)
For the PLSIM, we consider ω(Vi) = η4γ,f (W>i γ2) where ηγ,f (W>i γ2) is the density of the index W>i γ2,
which is assumed to exist. This choice of the weights ω(Vi) allows us to cancel all the terms ηγ,f (W>i γ2)
appearing in the denominators, and thus to keep them away from zero. Thus, for the control of the small
values in the denominators, it is no longer needed to assume that the density of the index is bounded
away from zero. This assumption, often imposed in the semiparametric literature, is quite unrealistic for
bounded vectors Wi and could not even hold when the Wi’s are unbounded. Imposing bounded Wi in a
time series framework, where Wi could include lagged values of Yi, would be too restrictive.
Thus, we consider that the parameters are defined by the unconditional moment equations
E[Ψ(Zi; γ, ηγ)] = 0, (12)
where Ψ(Zi; γ, ηγ) = gµ(Zi; γ,mγ)∇˜γgµ(Zi; γ,mγ)η4γ,f (W>i γ2) ∈ Rdγ−1. Thus, we have
Ψ(Zi; γ, ηγ) =
({Yi − l(Xi; γ1)}ηγ,f (W>i γ2)− ηγ,m(W>i γ2))
× J(γ)
[
η2γ,f (W>i γ2)
(∇γ1 l(Xi; γ1)ηγ,f (W>i γ2)− ηγ,X(W>i γ2))
ηγ,m′(W>i γ2)
(
Wiηγ,f (W>i γ2)− ηγ,W (W>i γ2)
) ] , (13)
where the vector ηγ = (ηγ,m, ηγ,m′ , ηγ,X , ηγ,W , ηγ,f )> groups all the non-parametric elements and, using
the stationarity of the process, is given by
ηγ,m(t) = mγ(t)ηγ,f (t) = E[Yi − l(Xi; γ1) |W>i γ2 = t]ηγ,f (t),
ηγ,m′(t) = η2γ,f (t)
∂
∂t
mγ(t) = η2γ,f (t)
∂
∂t
E[Yi − l(Xi; γ1) |W>i γ2 = t],
ηγ,X(t) = E[∇γ1 l(Xi; γ1) |W>i γ2 = t]ηγ,f (t),
ηγ,W (t) = E[Wi |W>i γ2 = t]ηγ,f (t), t ∈ R.
3.2 Conditionally heteroscedastic partially linear single-index model
For the CHPLSIM we have to construct an unconditional moment equation to take into account the
conditional variance condition in (3). In this case, the finite-dimensional parameters are θ = (γ>, β>)> ∈
Rdθ with dθ = dγ + dβ . Given the definition (6), we have
∇βgσ(Zi, Z{r}i ; θ,m) = −∇βσ2(Vi, Z{r}i ;β) ∈ Rdβ .
The following lemma provides the unconditional moment equations for EL inference in CHPLSIM. The
proof is similar to the proof of Lemma 1 and is thus omitted.
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Lemma 2. Let ω1(·) and ω2(·) be positive functions of Vi. Assume that conditions (5) and (7) hold true
and Hµ(γ) and Hσ(β) are definite positive. Then
{
E[gµ(Zi; γ,mγ)∇˜γgµ(Zi; γ,mγ)ω1(Vi)] = 0
E[gσ(Zi, Z{r}i ; θ,mγ)∇βσ2(Vi, Z{r}i ;β)ω2(Vi)] = 0
⇔ θ = θ0.
To cancel all the denominators induced by the non-parametric estimator, we take ω1(Vi) = η4γ,f (W>i γ2)
and ω2(Vi) = η2γ,f (W>i γ2). Thus, we consider that the parameters are defined by the unconditional mo-
ment equations
E[Ψ(Zi, Z{r}i ; θ, ηγ)] = 0, (14)
where ηγ is defined as in section 3 and Ψ(Zi, Z{r}i ; θ, ηγ) ∈ Rdθ−1 with
Ψ(Zi, Z{r}i ; θ, ηγ) =
(
gµ(Zi; γ,mγ)∇˜γgµ(Zi; γ,mγ)η4γ,f (W>i γ2)
gσ(Zi, Z{r}i ; θ,mγ)∇βσ2(Vi, Z{r}i ;β)η2γ,f (W>i γ2)
)
. (15)
4 Parameter inference with weakly dependent data
4.1 General framework of empirical likelihood
In the sequel, for EL inference in the CHPLSIM we use condition (14), while for EL inference in the
PLSIM we use condition (12). With a slight abuse of notation, in the sequel we use the notation
Ψ(Zi, Z{r}i ; θ, ηγ), with some given integer r ≥ 0, for both PLSIM and CHPLSIM conditions. By
definition, the case r = 0 corresponds to the case where Ψ(Zi, Z{r}i ; θ, ηγ) does not depend on the lagged
values of Zi. This is the case for PLSIM, but this situation could also occur in CHPLSIM. Note that,
by construction
E
[
Ψ(Zi, Z{r}i ; θ0, η0)Ψ(Zj , Z
{r}
j ; θ0, η0)>
]
= 0, ∀i 6= j. (16)
If ηγ is given, the empirical likelihood, obtained with the unconditional moment conditions we propose
for the (CH)PLSIM, is defined by
L(θ, ηγ) = max
pi1,...,pin
n∏
i=1
pii(θ, ηγ),
where
∑n
i=1 pii(θ, ηγ)Ψ(Zi, Z
{r}
i ; θ, ηγ) = 0, pii(θ, ηγ) ≥ 0,
∑n
i=1 pii(θ, ηγ) = 1. Thus, we have
pii(θ, ηγ) =
1
n
1
1 + λ(θ, ηγ)>Ψ(Zi, Z{r}i ; θ, ηγ)
,
where λ(θ, ηγ) ∈ Rd1+dW−1 are the Lagrange multipliers which allow the empirical counterpart of the
restriction (14) to be satisfied, that is :
n∑
i=1
pii(θ, ηγ)Ψ(Zi, Z{r}i ; θ, ηγ) = 0.
The empirical log-likelihood ratio is then defined by :
`n(θ, ηγ) =
n∑
i=1
ln(1 + λ(θ, ηγ)>Ψ(Zi, Z{r}i ; θ, ηγ)).
As the infinite-dimensional parameter ηγ is unknown, nonparametric estimation using kernel smoothing
is used instead. Thus, we propose
`n(θ, η̂γ) =
n∑
i=1
ln
(
1 + λ(θ, η̂γ)>Ψ(Zi, Z{r}i ; θ, η̂γ)
)
, (17)
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where
η̂γ = (η̂γ,m, η̂γ,m′ , η̂γ,X , η̂γ,W , η̂γ,f )>, (18)
with
η̂γ,f (t) =
1
nh
n∑
i=1
K
(
W>i γ2 − t
h
)
,
η̂γ,m(t) =
1
nh
n∑
i=1
{Yi − l(Xi; γ1)}K
(
W>i γ2 − t
h
)
,
η̂γ,X(t) =
1
nh
n∑
i=1
∇γ1 l(Xi; γ1)K
(
W>i γ2 − t
h
)
,
η̂γ,W (t) =
1
nh
n∑
i=1
WiK
(
W>i γ2 − t
h
)
,
and
η̂γ,m′(t) =
1
nh2
[
η̂γ,f (t)
n∑
i=1
{Yi − l(Xi; γ1)}K ′
(
W>i γ2 − t
h
)
− η̂γ,m(t)
n∑
i=1
K ′
(
W>i γ2 − t
h
)]
,
K ′(·) is the derivative of the univariate kernel K(·) and h is the bandwidth.
4.2 Assumptions
We will consider weakly dependent data which satisfy strong mixing conditions. We refer the reader
to the book of Rio (2000) and to the survey of Bradley (2005) for the basic properties as well as the
asymptotic behavior of weakly dependent processes. We will focus our attention on α-mixing sequences.
We use the following measure of dependence between two σ-fields A and B:
α(A,B) = sup
A∈A,B∈B
|P(A ∩B)− P(A)P(B)| .
We recall that a sequence (Zi)i∈Z is said to be α-mixing (or strongly mixing) if αm = supj∈Z α(F j−∞,F∞j+m)
goes to zero as m tends to infinity, where for any −∞ ≤ j ≤ l ≤ ∞, F lj = σ(Zi, j ≤ i ≤ l). Let
Ui = (l(Xi; γ0,1),∇γ1 l(Xi; γ0,1)>,W>i , εi)>.
Assumptions 1. 1. The process (Zi)i∈Z, Zi = (X>i ,W>i , εi)> ∈ RdX×RdW ×R, is strictly stationary
and strongly mixing with mixing coefficients αm satisfying
αm = O(m−ξ) with ξ > 10
s
s− 3 (19)
for some s > 6 such that
sup
‖c‖=1
E[|U>i c|s] <∞. (20)
2. The marginal density of the index ηγ0,f (·) of the index W>i γ0,2 is such that supt∈R ηγ0,f (t) < ∞
and
sup
‖c‖=1
sup
t∈R
E[|U>i c|{|t|+ |U>i c|s−1} |W>i γ0,2 = t]ηγ0,f (t) <∞. (21)
Moreover, there is some j? <∞ such that, for all j ≥ j?,
sup
(t,t′)∈R2
E[|U>0 Uj | |W>0 γ0,2 = t,W>j γ0,2 = t′]fW>0 γ0,2,W>j γ0,2(t, t
′) <∞,
where fW>0 γ0,2,W>j γ0,2(·) is the joint density of W>0 γ0,2 and W>j γ0,2.
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3. The second partial derivatives of E[∇γ1 l(Xi; γ1) | W>i γ0,2 = ·], E[Wi | W>i γ0,2 = ·]ηγ0,f (·) and
ηγ0,f (·), as well as the third derivatives of m0(·), are uniformly continuous and bounded. Moreover,
the first derivative of m0(·) is bounded, and the vector ∇βσ2(Vi, Z{r}i ;β0) is also bounded.
Assumptions 2. The matrix
Σ = E
[
Ψ(Zi, Z{r}i ; θ0, η0)Ψ(Zi, Z
{r}
i ; θ0, η0)>
]
is positive definite.
Assumptions 3. The Hessian matrix Hµ(γ), defined with the weight ω1(Vi) = η4γ,f (W>i γ2), is positive
definite. Moreover, when the model is defined by (1)-(3), both the Hessian matrices Hµ(γ) and Hσ(β)
with their corresponding weights ω1(Vi) = η4γ,f (W>i γ2) and ω2(Vi) = η2γ,f (W>i γ2) are positive definite.
Assumptions 4. The bandwidth h used for the non-parametric part of the estimation, is such that
nh3/ lnn→∞ and nh8 → 0. The univariate kernel K is symmetric, bounded and integrable, such that∫
R t
2{|K(t)| + |tK ′(t)|}dt < ∞ and ∫R t2K(t)dt 6= 0. The Fourier Transform of K, denoted by F [K],
satisfies the condition supt∈R |t|cK |F [K](t)| <∞ for some cK > 3. Moreover, t 7→ |t|q{K(t) +K ′(t)} is
bounded on R.
Assumption 1 guarantees suitable rates of uniform convergence for the kernel estimators of the infinite-
dimensional parameters gathered in the vector ηγ . More precisely, they imply the conditions used in
Theorem 4 of Hansen (2008), with q = d = 1. We also use the condition on ξ to apply Davydov’s
inequality and show that the effect of the nonparametric estimation is negligible and does not alter the
pivotalness of the empirical log-likelihood ratio statistic. For this purpose therefore, some conditions in
Assumption 1 are more restrictive than in Theorem 4 of Hansen (2008). Condition (19) reveals a link
between the existence of some moments of order s and the strength of the dependency given by the
coefficient ξ. The more moments for Ui exist, the stronger the time dependency can be. In particular,
if Ui has finite moments of any order, then s = ∞ and thus ξ could be larger but arbitrarily close
to 10. Assumption 2 guarantees a non-degenerate limit distribution in the CLT for the sample mean
of the Ψ(Zi, Z{r}i ; γ0, η0)’s. Assumption 3 is used to prove Lemma 1 and Lemma 2. Concerning the
bandwidth conditions, one could of course use different bandwidths for the different nonparametric esti-
mators involved. For readability and practical simplicity, we propose the same bandwidth h. Moreover,
Assumption 4 allows one to use, the Gaussian kernel for instance.
4.3 Wilks’ Theorem
When the infinite-dimensional parameters ηγ are given and the observations are independent, Theorem 2
of Qin and Lawless (1994) guarantees that the empirical log-likelihood ratio (ELR) statistic 2`n(θ0, η0)
converges in distribution to a X 2dθ−1 as n → ∞ (where dθ is the dimension of the model parameters).
The following theorem states that, under suitable conditions, the chi-square limit in law is preserved for
the ELR defined with our moment conditions for the (CH)PLSIM, with dependent data and estimated
ηγ . Let us define the ELR statistic
W (θ0) = 2`n(θ0, η̂γ0),
where `n and η̂γ0 are given by (17) and (18) respectively. Let dθ = dγ for the PLSIM and dθ = dγ + dβ
for the CHPLSIM. In the following d−→ denotes the convergence in distribution.
Theorem 1. Consider that Assumptions 1, 3 and 4 hold true. Moreover, condition (7) is satisfied, as well
as condition (5) in the case of PLSIM or condition (4) in the case of CHPLSIM. Then, W (θ0)
d−→ X 2dθ−1
as n tends to infinity.
For the proof, we use a central limit theorem for mixing processes implying that n−1/2
∑n
i=1 Ψ(Zi, Z
{r}
i ; θ0, η0)
converges in distribution to a multivariate centered normal distribution, to deal with the dependency
between observations. Moreover, the behavior of the Lagrange multipliers has to be carefully investi-
gated. However, the major difficulty in the proof is to show `n(θ0, η̂γ0) − `n(θ0, η0) = oP(1), that is to
show that the nonparametric estimation of the infinite-dimensional nuisance parameters does not break
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the pivotalness of the ELR statistic. This type of negligibility, obtained under mild technical conditions,
seems to be a new result in the context of semiparametric regression models with weakly dependent
data. It is obtained using arguments based on the Inverse Fourier Transform and Davydov’s inequality
in Theorem A.6 of (Hall and Heyde, 1980).
5 Numerical experiments
5.1 Simulations
We generated data from model (1)-(3) with εi = σ(Vi, Z{r}i ;β)ζi and
σ2(Vi, Z{r}i ;β) = β1 + β2Y 2i−1,
where the ζi are independently drawn from a distribution such that E(ζi) = 0 and Var(ζi) = 1. That
means, we allow for conditional heteroscedasticity in the mean regression error term. The covariates Xi =
(Yi−1, Yi−2)> are two lagged values of the target variable Yi and the covariates Wi = (Wi1,Wi2,Wi3)>
are generated from a multivariate Gaussian distribution with mean Wi−1/4 and covariance given by
cov(Wik,Wi`) = 0.5|k−`|. We set
`(Xi; γ1) = γ11Yi−1 + γ12Yi−2 and m(u) =
3
4 sin
2(upi), (22)
with γ1 = (0.1, 0)>, γ2 = (1, 1, 1)> and β = (0.9, 0.1)>.
Hypothesis testing is based on Wilks’ Theorem in Section 4.3 (results related to this method are named
estim), along with the unfeasible EL approach that previously learns the nonparametric estimators on
a sample of size 104 (this case mimics the situation where m, m′ and the density of the index are
known; results related to this method are named ref ). The nonparametric elements are estimated by the
Nadaraya-Watson method with Gaussian kernel and bandwidth h = C−1n−1/5 where C is the standard
deviation of the index. In the experiments, we consider four sample sizes (100, 500, 2000 and 5000)
and three distributions for ζi: a standard Gaussian distribution (Gaussian), uniform distribution on
[−√3,√3] (uniform) and a mixture of Gaussian distributions (mixture) pN(m1, v21) + (1− p)N(m1, v21),
with p = 0.5, m2 = −m1 = 1/
√
6, s21 = 1/6, s22 = 3/2. For each scenario, we generated 5000 data sets.
First, we want to test the order for the lagged values of Yi in the parametric function `. For this
purpose, we use the PLSIM and we consider the following tests:
• Test Lag(1) which corresponds to the true order equal to 1, and which is defined by H0 : γ1 =
(0.1, 0)> and γ2 = (1, 1, 1)>;
• Test Lag(0) which neglects the lagged values of Yi in the linear part and which is defined by
H0 : γ1 = (0, 0)> and γ2 = (1, 1, 1)>;
• Test Lag(2) which overestimates the order for the lagged values of Yi and which is defined by
H0 : γ1 = (0.1, 0.1)> and γ2 = (1, 1, 1)>.
The empirical probabilities of rejection are presented in Table 1 for a nominal level of 0.05. A first,
not surprising, conclusion: EL inference in such flexible nonlinear models, with dependent data, requires
sufficiently large sample sizes. The results with n = 100 are quite poor even when m(·) is given, that is in
a purely parametric setup. Next, we notice that for the three distributions of the noise, our EL inference
approach allows us to identify the correct order for the lagged values when the sample size is sufficiently
large. Indeed, only Test Lag(1) has an asymptotic empirical probability of rejection converging to the
nominal level 0.05 while the other tests have a probability of rejection converging to one. Moreover,
the differences between the unfeasible EL approach (ref. columns) and our approach (estim. columns)
quickly become negligible. This result was expected because the statistics of both methods converge to
the same chi-square distribution.
We now investigate the order for the lagged values of Yi in the conditional mean and variance of the
noise. Thus, we use the CHPLSIM and we consider the following tests:
• Test Lag(1)-CH(1) which corresponds to the true values of the conditional mean and variance and
which is defined by H0 : γ1 = (0.1, 0)>, γ2 = (1, 1, 1)> and β = (0.9, 0.1)>;
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Table 1: Empirical probabilities of rejection obtained from 5000 replications using the PLSIM for testing
the order for the lagged values of Yi in the parametric part `(·; γ1) in (22).
Test ζi n = 100 n = 500 n = 1000 n = 2000
ref. estim. ref. estim. ref. estim. ref. estim.
Lag(1) Gaussian 0.165 0.214 0.066 0.075 0.056 0.054 0.056 0.055
uniform 0.123 0.185 0.055 0.074 0.059 0.056 0.052 0.050
mixture 0.190 0.229 0.080 0.094 0.063 0.060 0.054 0.051
Lag(0) Gaussian 0.204 0.243 0.253 0.231 0.707 0.665 0.983 0.980
uniform 0.159 0.204 0.217 0.207 0.743 0.718 0.992 0.990
mixture 0.233 0.263 0.236 0.228 0.643 0.619 0.971 0.965
Lag(2) Gaussian 0.215 0.270 0.269 0.268 0.787 0.760 0.996 0.995
uniform 0.163 0.227 0.242 0.243 0.779 0.769 0.996 0.997
mixture 0.262 0.301 0.305 0.299 0.776 0.725 0.995 0.990
Table 2: Empirical probabilities of rejection obtained from 5000 replications using the CHPLSIM for
testing the order of the lagged values of Yi in the conditional mean and variance.
Test ζi n = 100 n = 500 n = 1000 n = 2000
ref. estim. ref. estim. ref. estim. ref. estim.
Lag(1) Gaussian 0.294 0.388 0.105 0.111 0.069 0.074 0.071 0.069
CH(1) uniform 0.164 0.277 0.070 0.077 0.063 0.072 0.081 0.072
mixture 0.395 0.461 0.152 0.170 0.091 0.098 0.078 0.078
Lag(0) Gaussian 0.332 0.406 0.261 0.249 0.672 0.641 0.978 0.972
CH(1) uniform 0.195 0.291 0.196 0.190 0.691 0.675 0.985 0.983
mixture 0.445 0.493 0.330 0.327 0.653 0.637 0.963 0.958
Lag(2) Gaussian 0.340 0.426 0.283 0.287 0.745 0.727 0.993 0.992
CH(1) uniform 0.202 0.304 0.220 0.227 0.731 0.728 0.993 0.993
mixture 0.443 0.511 0.360 0.352 0.744 0.704 0.990 0.985
Lag(1) Gaussian 0.286 0.332 0.528 0.523 0.985 0.986 1.000 1.000
CH(0) uniform 0.281 0.294 0.770 0.748 1.000 1.000 1.000 1.000
mixture 0.344 0.392 0.484 0.499 0.969 0.970 1.000 1.000
• Test Lag(0)-CH(1) which neglects the lagged values of Yi in the conditional mean and which is
defined by H0 : γ1 = (0, 0)>, γ2 = (1, 1, 1)> and β = (0.9, 0.1)>;
• Test Lag(2)-CH(1) which overestimates the order of the lagged values of Yi in the conditional mean
and which is defined by H0 : γ1 = (0.1, 0.1)>, γ2 = (1, 1, 1)> and β = (0.9, 0.1)>;
• Test Lag(1)-CH(0) which corresponds to the true value of the conditional mean but neglects the
lagged value of Yi in the conditional variance and which is defined by H0 : γ1 = (0.1, 0)>, γ2 =
(1, 1, 1)> and β = (0.9, 0)>.
The empirical probabilities of rejection are presented in Table 2 for a nominal level of 0.05. Again, the
true order of the lagged values is detected by the procedure and the differences between the unfeasible
EL approach and our approach quickly become negligible. As expected, given that the model is more
complex, the rate of convergence to the nominal level is slower than for the tests on the PLSIM. However,
our procedure allows the conditional heteroscedasticity of the noise to be detected, and meanwhile it
identifies the correct order for the lags of Yi in the mean equation.
5.2 Real data analysis
We analyze the data set containing weather (temperature, dew point temperature, relative humidity)
and pollution data (PM10 and ozone) for the city of Chicago in the period 1987-2000 from the National
Morbidity, Mortality and Air Pollution Study. The analyzed data is freely available in the R package
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dlnm (Gasparrini, 2011). Lian et al. (2015) considered the same data set under the assumption of i.i.d.
observations.
We use the (CH)PLSIM with a linear function in the parametric part to predict daily mean ozone
level (o˜3i). For this purpose we use previous daily values of mean ozone level and four other predictors,
that are the daily relative humidity (r˜humi), the daily mean temperature (in Celsius degrees) t˜empi, the
daily dew point temperature d˜ptpi and the daily PM10-level p˜m10i. The first step of our analysis was to
remove seasonality for each variable we consider in the models. To remove seasonality, we consider the
estimators
(cˆ1, cˆ2, aˆ)> = arg min
(c1,c2,a)
n∑
i=1
[
o˜3i − c1 − c2 sin (2pi(i/365) + a)
]2
.
The series obtained by removing seasonality is defined by
o3i = o˜3i − cˆ1 − cˆ2 sin (2pi(i/365) + aˆ) .
A similar approach is used to obtain the series rhumi, tempi, dptpi and pm10i by removing the season-
nality of the series r˜humi, t˜empi, d˜ptpi and p˜m10i. Note that the series tempi, dptpi and pm10i have
been scaled to facilitate the interpretation γ12. Figures 1-5 provided in Section B.1 of the Supplementary
Material, present the original series and the series obtained by removing the seasonality. Thus, all the
variables we refer to hereafter in this section are deseasonalized. In this application, the observations
clearly have a time dependency. After removing the seasonality, the autocorrelations of o3 for 1996
and 1997 samples are 0.511 (p−value 0.000) and 0.408 (p−value 0.000), respectively; Note that all the
covariates have significant autocorrelations (all the p−values are 0.000, see Table 4 in the Section B.1 of
the Supplementary Material).
The covariates included in the linear part are the mean relative humidity (rhumi) and mean ozone level
computed on the three previous days (o3i−1, o3i−2, o3i−3). The covariates included in the nonparametric
part of the conditional mean are tempi, dptpi and pm10i. The eigenvalues of the covariance matrix
computed on the three variables used in the nonparametric part are 2.271, 0.684 and 0.150 for the data
of year 1996, and 1.953, 0.777 and 0.162 for the data of year 1997.
Thus, the equation of the PLSIM is
o3i = γ11rhumi + γ12o3i−1 + γ13o3i−2 + γ14o3i−3 +m(γ21tempi + γ22dptpi + γ23pm10i) + εi. (23)
We estimate the parameters of the models, on the data of the year 1996, by minimizing the least squares
using kernel smoothing (with Gaussian kernel and bandwidth n−1/5). Hypothesis testing is conducted
on the data of the year 1997. We begin by investigating the order H for the lagged values of the ozone
measures to be included in the linear part of the conditional mean. Using PLSIM, we define different
models, called Lag(H) (with H = 0, 1, 2 or 3), where only H lagged values of the mean ozone levels are
included in the linear part (meaning the coefficients related to the other previous days are zero). The
results for different orders H presented in Table 3 show that the time dependency cannot be neglected
for analyzing these data. It is relevant to include lagged values of the mean ozone level variable to build
its daily prediction.
The autocorrelation of the residuals, obtained with the Lag(2) setup, on the data of years 1997, has a
value of −0.055 (p−value 0.294). This suggests that H = 2 is a reasonable choice. Figure 6 and Figure 7,
given in Section B.1 of the Supplementary Material, present the estimated density of the index and the
estimated function mˆ(·), obtained with the Lag(2) setup.
We also calculated the autocorrelation of the square of the residuals, obtained with the Lag(2) setup,
and we obtain the value 0.153 (p−value 0.003). This suggests investigating the conditional heteroscedas-
ticity of the noise using the CHPLSIM with the Lag(2) setup. For the conditional variance equation we
consider
E(ε2i | rhumi, tempi, dptpi, pm10i,Fi−1) = β1 + β2(o3i−1)2. (24)
To estimate the parameters of the conditional variance, we again use the data of year 1996 (for
the estimation, the observations corresponding to the 1% highest values of the squared residuals εˆ2i or
of (o3i−1)2 are removed). The estimators for the CHPLSIM with conditional variance as in (24) are
βˆ1 = 25.276 and βˆ2 = 0.077. If we consider constant conditional, we obtain β˜1 = 28.561. The p−value
obtained by testing the values β1 = βˆ1 and β2 = βˆ2 in (24) on the data of year 1997 is 0.146. Meanwhile,
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Table 3: Estimators of the parameters obtained by the PLSIM, on the data of year 1996, with different
orders of lagged values, and p−values obtained by testing these values on the data of year 1997 for the
‘National morbidity and mortality air pollution study’ example.
Lag(0) Lag(1) Lag(2) Lag(3)
γˆ1 rhumi -1.773 -1.240 -1.258 -1.188
o3(i−1) 0.000 0.458 0.509 0.519
o3(i−2) 0.000 0.000 -0.108 -0.164
o3(i−3) 0.000 0.000 0.000 0.108
γˆ2 tempi 0.557 0.246 0.175 0.216
dptpi -0.064 0.628 0.666 0.628
pm10i 0.828 0.738 0.725 0.748
p−value 0.000 0.050 0.225 0.058
the p−value obtained by testing the values β1 = β˜1 and β2 = 0 is 0.033. Thus, we conclude with a non
constant conditional variance for the error term in (23). This effect should be considered when building
forecast confidence intervals.
6 Discussion and conclusion
We propose EL inference in a semiparametric mean regression model with strongly mixing data. Our
model could include an additional condition on the second order conditional moment of the error term.
The regression function has a partially linear single-index form, while for the conditional variance, we
consider a parametric function. This function could depend on the past values of the observed variables,
but it cannot depend directly on the regression error term. A parametric function of the past error terms
would break the asymptotic pivotal distribution of the empirical log-likelihood ratio. See Hjort et al.
(2009) for a description of this phenomenon in semiparametric models.
We prove Wilks’ Theorem under mild technical conditions, in particular without using any trimming
and allowing for unbounded series. To obtain this result, we first rewrite the regression model in the
form of a fixed number of suitable unconditional moment conditions. These moment conditions include
infinite dimensional nuisance parameters estimated by kernel smoothing. We then show that estimating
the nuisance parameters does not break the asymptotic pivotality of the empirical log-likelihood ratio
which behaves asymptotically as the nuisance parameters were given. Our theoretical result opens the
door for the EL inference approach to new applications in nonlinear time series models. We illustrate
our result by several simulation experiments and an application to air pollution where assuming time
dependency seems reasonable, a fact confirmed by the data.
The models proposed in this paper have several straightforward extensions. First, the variable Yi
could be allowed to be measured with some error. For instance, Yi could be the square of the error term
in a parametric model for some time series (Ri), such an AR(1) model Ri = ρRi−1 + ui. Then (1) could
be used for inference on the conditional variance of (ui). This example is detailed in the Supplementary
Material.
Another easy extension is to consider more general conditions than (3). Our theory applies with prac-
tically no change if (3) is replaced by one or several conditions such as E[T (εi) | Vi,Fi−1] = ν(Vi, Z{r}i ;β),
where the T (·)’s are some given twice continuously differentiable functions such that E[T ′(εi) | Vi,Fi−1] =
0 a.s., and ν(·, ·; ·) is a given parametric function. For instance, taking T (y) = y4, we could include a
fourth order conditional moment equation in the model, provided E[ε3i | Vi,Fi−1] = 0 a.s. Such a
higher-order moment condition could replace or could be added to (3).
Finally, one might want to consider some partially linear function, with possibly a different index, on
the right-hand side of (3). Lian et al. (2015) followed a similar idea in the i.i.d. case. While considering
several series (Yi) and equations such as (1) is a straightforward matter, a semiparametric model for
the square of the error term requires some additional effort. We argue that our methodology could be
extended to such cases, however the investigation of this extension is left for future work.
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A Appendix: proof of Theorem 1
The proof contains three parts.
• In Section A.1 we show that, when the nonparametric elements η0 are known, twice the empirical
likelihood ratio converges to a chi-square distribution, that is 2`n(θ0, η0)
d−→ X 2dθ−1, provided θ0 and
η0 are the true values of the parameters in the model. This part follows the lines of Chapter 11
of Owen (2001) but, owing to dependencies between observations, the central limit theorem of
n−1/2
∑n
i=1 Ψ(Zi, Z
{r}
i ; θ0, η0) and the Lagrange multipliers should be investigated (see Lemmas 3
and 5 in section A.1).
• Section A.2 is the key part of the proof where we investigate the impact of the estimation of η0.
We show that
1
n
n∑
i=1
[
Ψ(Zi, Z{r}i ; θ0, η̂γ0)−Ψ(Zi, Z{r}i ; θ0, η0)
]
= oP(n−1/2),
and
1
n
n∑
i=1
[
Ψ(Zi, Z{r}i ; θ0, η̂γ0)Ψ(Zi, Z
{r}
i ; θ0, η̂γ0)>
− Ψ(Zi, Z{r}i ; θ0, η0)Ψ(Zi, Z{r}i ; θ0, η0)>
]
= oP(1).
These differences will be decomposed into several terms. For some of them we simply take the
norm, use the triangle inequality and the uniform convergence rates for nonparametric estimators
for dependent data as presented in Hansen (2008). Some other terms will require a more refined
treatment. To show that they are negligible, we use more elaborated arguments based on an Inverse
Fourier Transform and Davydov’s inequality.
• In Section A.3, we conclude the proof by showing that the asymptotic distribution of the ELR
is not impacted by the estimation of η0 and thus, if θ0 is the true value of the finite-dimensional
parameter, 2`n(θ0, η̂γ0)
d−→ X 2dX+dW−1.
A.1 Empirical likelihood ratio with η0 known
Before showing the convergence in distribution of the empirical likelihood ratio we need three technical
lemmas. They are mainly used to show that, when η0 are known, the empirical likelihood ratio then
converges under H0, to a chi-squared distribution. Proofs are given in the Supplementary Material.
Lemma 3. Suppose that 1 and (2) hold true. We then have the following central limit theorem
1√
n
n∑
i=1
Ψ(Zi, Z{r}i ; θ0, η0)
d−→ N (0,Σ).
Lemma 4. Under the assumptions of Lemma 3,
max
1≤i≤n
‖Ψ(Zi, Z{r}i ; θ0, η0)‖ = oP(n1/2) and
n∑
i=1
‖Ψ(Zi, Z{r}i ; θ0, η0)‖3 = oP(n3/2).
Lemma 5. Under the assumptions of Lemma 3,
λ(θ0, η0) = S(θ0, η0)−1
1
n
n∑
i=1
Ψ(Zi, Z{r}i ; θ0, η0) + oP(n−1/2),
and
S(θ0, η0)−1
1
n
n∑
i=1
Ψ(Zi, Z{r}i ; θ0, η0) = OP(n1/2),
where S(θ, η) = n−1
∑n
i=1 Ψ(Zi, Z
{r}
i ; θ, ηγ)Ψ(Zi, Z
{r}
i ; θ, ηγ)>.
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By the third order Taylor expansion,
2`n(θ0, η0) = 2λ(θ0, η0)>
n∑
i=1
Ψ(Zi, Z{r}i ; θ0, η0)
− λ(θ0, η0)>
[
n∑
i=1
Ψ(Zi, Z{r}i ; θ0, η0)Ψ(Zi, Z
{r}
i ; θ0, η0)>
]
λ(θ0, η0) +Rn,
where Rn is the reminder. By Lemma 4 and Lemma 5, we have
|Rn| ≤ OP
(
‖λ(θ0, η0)‖3
)
max
(
1, max
1≤i≤n
|1 + λ(θ0, η0)>Ψ(Zi, Z{r}i ; θ0, η0)|−1
)
×
n∑
i=1
∥∥∥Ψ(Zi, Z{r}i ; θ0, η0)∥∥∥3 = OP(n−3/2)OP(1)oP(n3/2) = oP(1).
Thus, replacing λ(θ0, η0) by its definition given in Lemma 5, we obtain
2`n(θ0, η0) =
(
1√
n
n∑
i=1
Ψ(Zi, Z{r}i ; θ0, η0)
)
S(θ0, η0)−1
× 1√
n
n∑
i=1
Ψ(Zi, Z{r}i ; θ0, η0) + oP(1).
Note that, by the ergodicity of the process (Zi)i∈Z, we have S(θ0, η0)→ Σ almost surely when n→∞.
From this and Lemma 3, we have that S(θ0, η0)−1/2n−1/2 ×
∑n
i=1 Ψ(Zi, Z
{r}
i ; θ0, η0) converges to a
standard multivariate normal distribution. Hence 2`n(θ0, η0) converges in distribution to X 2dθ−1.
A.2 Controlling the effect of the nonparametric estimation
In the following, C, C1, C2, c . . . denote constants that may change from line to line.
A.2.1 The rate of ‖η̂γ0 − η0‖
We aim to apply the uniform convergence result from Theorem 4 of Hansen (2008), for which our
assumptions allow us to verify the required conditions with d = q = 1. In particular, we guarantee
Hansen’s condition (10), with our ξ playing the role of β defined in Hansen’s equation (2), and we have
θ > 1/3 with θ defined in Hansen’s equation (11). Then, by Theorem 4 of Hansen (2008) and the second
order Taylor expansion, we have
sup
t∈R
|η̂γ0,m(t)− η0,m(t)| = OP
((
lnn
nh
)1/2)
+O
(
h2
)
= oP(n−1/4),
and similar uniform rates hold for η̂γ0,f (t), η̂γ0,X(t) and η̂γ0,W (t). Thus,
sup
x∈RdX
sup
w∈RdW
∥∥∥η̂(−2)γ0 (w>γ0,2)− η(−2)0 (w>γ0,2)∥∥∥ω(x,w) = oP(n−1/4), (25)
with η̂(−2)γ0 (·) the sub-vector of η̂γ0(·) defined in (18) obtained after removing the second component
η̂γ0,m′(·), and η(−2)0 (·) the limit of the sub-vector. Meanwhile,
sup
t∈R
|η̂γ0,m′(t)− η0,m′(t)| = OP
((
lnn
nh3
)1/2)
+O
(
h2
)
(26)
Moreover, since ηγ0,f (·) is bounded, by the identity ak − bk = (a− b)(ak−1 + ak−2b+ · · ·+ bk−1), we also
have
η̂kγ0,f (t) = η
k
0,f (t) +OP
((
lnn
nh
)1/2)
+O
(
h2
)
= ηk0,f (t) + oP(n−1/4), t ∈ R, (27)
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with the oP(n−1/4) rate uniformly maintained with respect to t. We will use this result with k = 2 and
k = 3.
A.2.2 PLSIM: the rate of n−1
∑n
i=1[Ψ(Zi; γ0, η̂γ0)−Ψ(Zi; γ0, η0)]
Let Φ(·; ,˙·) be defined as in (13). We want to show that∥∥∥∥∥ 1n
n∑
i=1
Ψ(Zi; γ0, η̂γ0)−Ψ(Zi; γ0, η0)
∥∥∥∥∥ = oP(n−1/2). (28)
Let Υi = W>i γ0,2. We have
1
n
n∑
i=1
Ψ(Zi; γ0, η̂γ0) =
[
AX
AW
]
, (29)
with
AX =
1
n
n∑
i=1
[{εi +m0(Υi)} η̂γ0,f (Υi)− η̂γ0,m(Υi)]
× [η̂γ0,f (Υi)∇γ1 l(Xi; γ0,1)− η̂γ0,X(Υi)] η̂2γ0,f (Υi),
and
AW =
1
n
n∑
i=1
[{εi +m0(Υi)} η̂γ0,f (Υi)− η̂γ0,m(Υi)]
× η̂γ0,m′(Υi) [η̂γ0,f (Υi)Wi − η̂γ0,W (Υi)] .
Lemma 6.
AX =
1
n
n∑
i=1
εi
[
∇γ1 l(Xi; γ0,1)−
ηγ0,X(Υi)
ηγ0,f (Υi)
]
η4γ0,f (Υi) + oP(n
−1/2). (30)
The proof of Lemma 6 is provided in the Supplement.
Lemma 7.
AW =
1
n
n∑
i=1
εim
′
0(Υi)
[
Wi − ηγ0,W (Υi)
ηγ0,f (Υi)
]
η3γ0,f (Υi) + oP(n
−1/2). (31)
Lemma 7. We rewrite
AW =
1
n
n∑
i=1
[{εi +m0(Υi)} η̂γ0,f (Υi)− η̂γ0,m(Υi)]
× η̂γ0,m′(Υi) [η̂γ0,f (Υi)Wi − η̂γ0,W (Υi)]
= AW,0 +
∑
l∈{a,b,...,g}
AW,l +
∑
k∈{1,2,...,6}
AW,k,
where
AW,0 =
1
n
n∑
i=1
εim
′
0(Υi)
[
Wi − ηγ0,W (Υi)
ηγ0,f (Υi)
]
η3γ0,f (Υi),
is the dominating term. The negligible terms could be separated into two groups
AW,a =
1
n
n∑
i=1
εiηγ0,m′(Υi) [η̂γ0,f (Υi)Wi − ηγ0,W (Υi)] η̂γ0,f (Υi),
AW,b =
1
n
n∑
i=1
εiηγ0,m′(Υi) [ηγ0,W (Υi)− η̂γ0,W (Υi)] η̂γ0,f (Υi),
15
AW,c =
1
n
n∑
i=1
[m0(Υi)ηγ0,f (Υi)− η̂γ0,m(Υi)] ηγ0,m′(Υi) [ηγ0,f (Υi)Wi − η̂γ0,W (Υi)]
AW,d =
1
n
n∑
i=1
m0(Υi) [η̂γ0,f (Υi)− ηγ0,f (Υi)] ηγ0,m′(Υi) [ηγ0,f (Υi)Wi − η̂γ0,W (Υi)]
AW,e =
1
n
n∑
i=1
εi [η̂γ0,m′(Υi)− ηγ0,m′(Υi)] [ηγ0,W (Υi)− η̂γ0,W (Υi)] η̂γ0,f (Υi),
AW,f =
1
n
n∑
i=1
εi [η̂γ0,m′(Υi)− ηγ0,m′(Υi)] [η̂γ0,f (Υi)− ηγ0,f (Υi)]Wiη̂γ0,f (Υi),
AW,g =
1
n
n∑
i=1
εi [η̂γ0,m′(Υi)− ηγ0,m′(Υi)] [ηγ0,f (Υi)Wi − ηγ0,W (Υi)] η̂γ0,f (Υi),
and
AW,1 =
1
n
n∑
i=1
[m0(Υi)ηγ0,f (Υi)− η̂γ0,m(Υi)]
× ηγ0,m′(Υi) [η̂γ0,f (Υi)− ηγ0,f (Υi)]Wiη̂γ0,f (Υi),
AW,2 =
1
n
n∑
i=1
m0(Υi) [η̂γ0,f (Υi)− ηγ0,f (Υi)]
× ηγ0,m′(Υi) [η̂γ0,f (Υi)− ηγ0,f (Υi)]Wiη̂γ0,f (Υi),
AW,3 =
1
n
n∑
i=1
[m0(Υi)η̂γ0,f (Υi)− η̂γ0,m(Υi)]
× [η̂γ0,m′(Υi)− ηγ0,m′(Υi)] [η̂γ0,f (Υi)Wi − ηγ0,W (Υi)] ,
AW,4 =
1
n
n∑
i=1
[m0(Υi)η̂γ0,f (Υi)− η̂γ0,m(Υi)]
× [η̂γ0,m′(Υi)− ηγ0,m′(Υi)] [ηγ0,W (Υi)− η̂γ0,W (Υi)] ,
AW,5 =
1
n
n∑
i=1
[η̂γ0,f (Υi)− ηγ0,f (Υi)]
× [η̂γ0,m′(Υi)− ηγ0,m′(Υi)] [η̂γ0,f (Υi)Wi − ηγ0,W (Υi)] ,
AW,6 =
1
n
n∑
i=1
[η̂γ0,f (Υi)− ηγ0,f (Υi)]
× [η̂γ0,m′(Υi)− ηγ0,m′(Υi)] [ηγ0,W (Υi)− η̂γ0,W (Υi)] .
Taking the norm, by the triangle inequality and (25), ‖AW,1‖+ · · ·+ ‖AW,6‖ = oP(n−1/2).
Now we investigate AW,b, the same arguments will apply to AW,a. We have
AW,b =
1
n
n∑
i=1
εiηγ0,m′(Υi) [η̂γ0,W (Υi)− ηγ0,W (Υi)] η̂γ0,f (Υi)
= 1
n
n∑
i=1
εiηγ0,m′(Υi)
[
η̂
(−i)
γ0,W
(Υi)− ηγ0,W (Υi)
]
ηγ0,f (Υi) + rW,b =: A0W,b + rW,b,
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with
η̂
(−i)
γ0,W
(Υi) =
1
n
∑
1≤j 6=i≤n
c(Wj)
1
h
K
(
Υj −Υi
h
)
,
and ‖rW,b‖ = oP(n−1/2), which is obtained after taking the norm of the sums and using (25). Thus it
suffices to show ‖A0W,b‖ = oP(n−1/2). The rate of the norm could be deduced from the same rates of the
components. After replacing the expression of η̂γ0,W (Υi) a component of A0W,b could be written under
the form R1,n −R2,n where
R1,n =
1
n2
∑
1≤i 6=j≤n
λ(Zi)τ(Zj)
1
h
K
(
Υj −Υi
h
)
and
R2,n =
n− 1
n2
∑
1≤i≤n
λ(Zi)E[τ(Zi) | Υi]ηγ0,f (Υi),
with λ(·) and τ(·) some real-valued functions with E[|λ(Zi)|s + |τ(Zj)|s] <∞, and
E[λ(Zi) | Υi,Fi−1] = 0. (32)
Thus our purpose will be to show :
R1,n −R2,n = oP(n−1/2). (33)
For this purpose, we will show that E
[
(R1,n −R2,n)2
]
= oP(n−1).
We first want to control E[R21,n]. Let us note that, applying the Inverse Fourier Transform,
1
h
K
(
Υj −Υi
h
)
=
∫
R
e2piιt(Υj−Υi)F [K](th)dt,
where ι =
√−1 and F [K](·) is the Fourier Transform of the kernel K(·). Note that, since F [K](·) is
supposed to be integrable, there exists some constant C such that 0 <
∫
R |F [K](th)|dt ≤ Ch−1. We next
can write
n4R21,n =
∫
R
 ∑
1≤i6=j≤n
{
λ(Zi)e−2piιtΥiτ(Zj)e2piιtΥj
}F [K](th)dt
×
∫
R
 ∑
1≤i′ 6=j′≤n
{
λ(Zi′)e−2piιt
′Υi′ τ(Zj′)e2piιt
′Υj′
}F [K](t′h)dt′.
Thus we have
n4E[R21,n] =
∫
R
∫
R
∑
1≤i6=j≤n
∑
1≤i′ 6=j′≤n
E {Λ(i, j, i′, j′; t, t′)}F [K](th)dtF [K](t′h)dt′,
with
Λ(i, j, i′, j′; t, t′) = λ(Zi)e−2piιtΥiτ(Zj)e2piιtΥjλ(Zi′)e−2piιt
′Υi′ τ(Zj′)e2piιt
′Υj′ .
For 1 ≤ m ≤ n, let I(i;m) = {k : 1 ≤ k ≤ n, |k − i| < m}, the set of indices from 1 to n in the
m−neighborhood of i, and Ic(i;m) = {k : 1 ≤ k ≤ n, k 6∈ I(i;m)}. Let 0 < δ < 1 be a real number that
will be specified below. Note that the set
I =
⋃
1≤i 6=i′≤n
{
(i, j, i′, j′) : {j, j′} ⊂ I(i;nδ/2) ∪ I(i′;nδ/2)}
is a set of cardinality of order n2δn2. First, consider the case
|i− i′| ≥ nδ.
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In this case, by (19) and Davydov’s inequality from Theorem A.6 of (Hall and Heyde, 1980) with p, q > 1
that will be determined in the sequel,
|E {Λ(i, j, i′, j′; t, t′)}| ≤ Cn−ξδ/p, ∀t, t′ ∈ R, ∀|i− i′| ≥ nδ and
{j, j′} 6⊂ I(i;nδ/2) ∪ I(i′;nδ/2), (34)
for some constant C > 0 independent of i, i′, j, j′, t and t′. Indeed, if at least one of the indices j and j′ is
not in the nδ/2−neighborhood of i or i′, we then have max{min(|i− j|, |i− j′|),min(|i′ − j|, |i′ − j′|)} ≥
nδ/2. This means we could isolate one of the indices i and i′ by a nδ/2−neighborhood, and, possibly
after repeated applications, we could apply Davydov’s inequality with, say, Y = λ(Zi)e−2piιtΥi . In this
case E(Y ) = 0 and we obtain (34). For the multi-indices satisfying |i − i′| ≥ nδ but belonging to I, we
could simply bound |E {Λ(i, j, i′, j′; t, t′)}| using the Cauchy-Schwarz inequality and recall the negligible
cardinality of order n2δn2 of I. From the investigation of all types of situations we note that we could
take p = s/(s− 3) and q = s/3.
When
0 < |i− i′| < nδ,
we distinguish two sub-cases. The absolute value of another pair of indices is smaller than nδ or the
absolute values of all the other five pairs we could make with i, j, i′ and j′ are larger than nδ. In the
former case, the cardinality of the set of multi-indices is of order at most n2δn2. In the latter case, we
could apply Davydov’s inequality with a split of Λ(i, j, i′, j′; t, t′) in X and Y such that, say, in Y the
largest index is either i or i′. In such a case, E(X) = 0 and we have a bound as in (34).
The case i = i′ requires a special attention, that is we have to study
Λ0n =
∫
R
∫
R
∑
1≤i6=j 6=j′≤n
E {Λ(i, i, i′, j′; t, t′)}F [K](th)dtF [K](t′h)dt′
=
∫
R
∫
R
∑
1≤i 6=j 6=j′≤n
E
{
λ2(Zi)e−2piι(t+t
′)Υiτ(Zj)e2piιtΥjτ(Zj′)e2piιt
′Υj′
}
×F [K](th)dtF [K](t′h)dt′.
In the case where in addition min(|i− j|, |i− j′|, |j − j′|) < nν , for some 0 < ν < 1 that will be specified
below, the cardinality of the set of multi-indices is of order at most n2+ν . Then a bound for the sum
over the set of these multi-indices is easily obtained using the low cardinality of the set (low compared
to n4, the order of the cardinality of the full set of multi-indices (i, j, i′, j′) with i 6= j and i′ 6= j′) and
the Cauchy-Schwarz inequality. For multi-indices such that i = i′ and min(|i− j|, |i− j′|, |j − j′|) ≥ nν ,
applying Davydov’s inequality twice with p = s/(s− 2) and q = s/2,
E
{
λ2(Zi)e−2piι(t+t
′)Υiτ(Zj)e2piιtΥjτ(Zj′)e2piιt
′Υj′
}
= E
{
λ2(Zi)e−2piι(t+t
′)Υi
}
E
{
τ(Zj)e2piιtΥj
}
E
{
τ(Zj′)e2piιt
′Υj′
}
+O(n−ξν(s−2)/s))
= E
{
λ2(Υi)e−2piι(t+t
′)Υi
}
E
{
τ(Υj)e2piιtΥj
}
E
{
τ(Υj′)e2piιt
′Υj′
}
+O(n−ξν(s−2)/s)), (35)
where λ2(Υi) = E[λ2(Zi) | Υi], τ(Υj) = E[τ(Zj) | Υj ], γ(Υj′) = E[τ(Zj′) | Υj′ ]. Moreover, the rate
O(n−ξν(s−2)/s)) of the reminder is uniform with respect to t and t′. We deduce that∫
R
∫
R
E {Λ(i, i, i′, j′; t, t′)}F [K](th)dtF [K](t′h)dt′
=
∫
R
∫
R
F [λ2ηγ0,f ](t+ t′)F [τηγ0,f ](−t)F [τηγ0,f ](−t′)F [K](th)dtF [K](t′h)dt′
+O(n−ξν(s−2)/s))
∫
R
∫
R
F [K](th)dtF [K](t′h)dt′.
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Let 0 < c < 1 to be specified below. Note that, since F [K](0) = 1,∫
R
{
F [λ2ηγ0,f ](t+ t′)F [τηγ0,f ](−t)
}
F [K](th)dt =
∫
|th|≤hc
{· · · }dt
+
∫
|th|≤hc
{· · · } {F [K](th)−F [K](0)} dt+
∫
|th|>hc
{· · · }F [K](th)dt
=: I1(t′;h) + I2(t′;h) + I3(t′;h).
Since F [λ2ηγ0,f ](·) and F [τηγ0,f ](·) are squared integrable,
|I1(t′;h)| ≤
∫
R
∣∣∣F [λ2ηγ0,f ](t+ t′)F [τηγ0,f ](−t)∣∣∣ dt <∞.
Moreover, since F [K](·) is Lipschitz continuous and F [λ2ηγ0,f ](·) and F [τηγ0,f ](·) are bounded, for some
constant C,
|I2(t′;h)| ≤ Ch
∫
|t|≤hc−1
|t|dt = h2c−1 → 0,
the convergence to zero being guaranteed as soon as c > 1/2. Finally, by Assumption 4,
|I3(t′;h)| ≤ C1h−1
∫
|u|>hc−1
|F [K](u)|du ≤ C2h−1
∫
|u|>hc−1
u−cKdu
= C2h−1h(cK−1)(1−c) → 0,
with some constants C1, C2. The convergence to zero holds as soon as c is smaller than (cK−2)/(cK−1)
which is larger than 1/2 provided cK > 3. Next, we integrate with respect to t′ and we decompose the
integral in a similar way, that is we write∫
R
{I1(t′;h) + I2(t′;h) + I3(t′;h)}F [K](t′h)dt′ =
∫
|t′h|≤hc
{· · · }dt′
+
∫
|t′h|≤hc
{· · · } {F [K](t′h)−F [K](0)} dt′ +
∫
|t′h|>hc
{· · · }F [K](t′h)dt′
=: J11(h) + J12(h) + · · ·+ J32(h) + J33(h).
By the Dominated Convergence Theorem and the Convolution Theorem for the Fourier Transform,
J11(h)→
∫
R
∫
R
F [λ2ηγ0,f ](t+ t′)F [τηγ0,f ](−t)F [τηγ0,f ](−t′)dtdt′
= F [λ2ηγ0,fτηγ0,fτηγ0,f ](0) = E[λ2(Υi){τηγ0,f}2(Υi)]
Meanwhile, by the same arguments as above, the other eight terms Jkl(h), with 1 ≤ k, l ≤ 3 and
(k, l) 6= (1, 1), tend to zero.
We can now deduce that
E[R21,n]− n−1E
{
λ2(Zi)E2[τ(Zi) | Υi]η2f,γ0(Υi)
}
= n−1 ×
[
h−2O
(
n−{ξδs
−1(s−3)−1} + n−(1−2δ)
)
+ h−2O
(
n−ξνs
−1(s−2) + n−(1−ν)
)]
.
Taking
δ = 2s
ξ(s− 3) + 2s and ν =
s
ξ(s− 2) + s ,
to guarantee E[R21,n]− E
{
λ2(Zi)E2[τ(Zi) | Υi]η2f,γ0(Υi)
}
= o(n−1), we need the conditions 0 < δ, ν < 1
and
nhρ →∞ with ρ = 2[ξ(s− 3) + 2s]
ξ(s− 3)− 2s and ρ =
2[ξ(s− 2) + s]
ξ(s− 2) .
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Since the first expression of ρ in the last display is always larger than the second one, provided s > 3, we
only have to ensure that nhρ → ∞ for the first expression of ρ. Note that in both cases ρ < 3 as soon
as ξ > 10s/(s− 3).
Next, note that by (32)
E[R22,n] = n−1E
{
λ2(Zi)E2[τ(Zi) | Υi]η2γ0,f (Υi)
} {1 + o(n−1)}.
It remains to study
n4
n− 1E[R1,nR2,n] =
∫
R
∑
1≤i6=j≤n
∑
1≤i′≤n
E {Γ(i, j, i′; t)}F [K](th)dt,
with
Γ(i, j, i′; t) = λ(Zi)e−2piιtΥiτ(Zj)e2piιtΥjλ(Zi′)E[τ(Zi′) | Υi′ ]ηγ0,f (Υi′).
Repeating the same arguments as above, the leading term of n4(n−1)−1E[R1,nR2,n] is obtained summing
the terms
∫
R E[Γ(i, j, i; t)]F [K](th)dt over all the pairs (i, j). Moreover, only the pairs for which |i− j| is
sufficiently large will matter. As a consequence, after applying Davydov’s inequality, the leading terms
will be∫
R
E
{
λ2(Zi)E[τ(Zi) | Υi]ηγ0,f (Υi)e−2piιtΥi
}
E
{
τ(Zj)e2piιtΥj
}F [K](th)dt
=
∫
R
E
{
λ2(Zi)E[τ(Zi) | Υi]ηγ0,f (Υi)e−2piιtΥi
}
E
{
E[τ(Zj) | Υj ]e2piιtΥj
}F [K](th)dt
= F [λ2ηγ0,fτηγ0,fτηγ0,f ](0){1 + o(1)},
where for the last equality we used the same arguments as above. We deduce that
E[R1,nR2,n] = n−1E
{
λ2(Zi)E2[τ(Zi) | Υi]η2γ0,f (Υi)
} {1 + o(n−1)},
and thus (33) holds true, and E (‖AW,b‖) = o(n−1/2).
Next, we have to investigate AW,e, AW,f and AW,g. This could not be bounded by simply taking
the norm of the sum. Indeed, since the nonparametric estimator of the derivative has a slower rate of
convergence given in (26), this would not yield a sufficiently fast rate for these terms. To improve the
rate we have to exploit (2). For this, we again use the steps we followed for AW,b: replace η̂γ0,f (Υi) by
ηγ0,f (Υi), replace the expressions of the nonparametric estimator, and compute the second order moment
of the resulting average over three indices. We next partition the set of six components multi-indices,
obtained when considering the second order moment, in three subsets that could be handled either using
Cauchy-Schwarz inequality and the negligible cardinality of the subset, or using Davydov’s inequality
and a condition like (32), or using the Inverse Fourier Transform for K and K ′. The latter category of
multi-indices corresponds to the expectation of the terms containing the factor ε2i . The adaptation of
the previous arguments for AW,e, AW,f and AW,g is quite straightforward and thus we omit the details.
We deduce that E (‖AW,e‖+ ‖AW,f‖+ ‖AW,g‖) = o(n−1/2).
Finally, we have to investigate AW,c and AW,d. We can write each of these terms under the form
1 + oP(1)
n
n∑
i=1
δ(Υi) {γ̂n(Υi)− γ(Υi)}λ1(Wi)
− 1 + oP(1)
n
n∑
i,j=1
δ(Υi) {γ̂n(Υi)− γ(Υi)}
 1n
n∑
j=1
λ2(Υi,Υj ;h)

=: {A1 −A2}{1 + oP(1)},
where A1 and A2 are the sums corresponding to
λ1(Wi) = [Wi − E(Wi | Υi)]ηγ0,f (Υi),
λ2(t,Υj ;h) = Wj
1
h
K
(
Υj − t
h
)
− E(Wi | Υi = t)ηγ0,f (t),
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respectively. Here, γ̂n(·) is either the kernel estimator of γ(·) = ηγ0,m(·) (and then δ(·) = ηγ0,m′(·)), or
of γ(·) = ηγ0,f (·) (and then δ(·) = m0(·)ηγ0,m′(·)). By (25), γ̂n(·) is uniformly convergent with the rate
oP(n−1/4). We first investigate the variance of A2 for which we could again apply the uniform rate (25)
and deduce that E (‖A2‖) = o(n−1/2). After replacing the expression for the kernel estimator, we could
rewrite
A1 =
1
n2
∑
1≤i 6=j≤n
λ1(Wi)τ1(Wj)
1
h
K
(
Υj −Υi
h
)
,
an expression close to R1,n from the decomposition of AW,b. Here, instead of (32) we have
E[λ1(Wi) | Υi] = E[τ1(Wi) | Υi] = 0.
Like for E(R21,n), to bound the expectation of A21, which is a sum over a multi-index (i, i′, j, j′), we
could first consider the expectation of the partial sum over the multi-indices such that |i − i′| ≥ nδ.
This situation could be handled in the same way as above and could deduce the rate o(n−1) for the
expectation of this partial sum, under the same conditions on δ. The difference with respect to the
study of E(R21,n) arises in the case of the partial sum over the multi-indices with |i − i′| < nδ. When
i and i′ are closer than nδ, in particular when i = i′, we distinguish three sub-cases: (a) j or/and j′
belonging to I(i;nδ/2) ∪ I(i′;nδ/2); (b) {j, j′} ⊂ Ic(i;nδ/2) ∩ Ic(i′;nδ/2) and |j − j′| < 2nδ; and (c)
{j, j′} ⊂ Ic(i;nδ/2) ∩ Ic(i′;nδ/2) and |j − j′| ≥ 2nδ. In sub-cases (a) and (b), the cardinality of the
subset of indices is at most n2δn2. In sub-case (c), we could isolate j or j′ in a nδ/2−neighborhood and
apply again Davydov’s inequality with, say, Y = τ1(Wj)e−2piιtΥj , in which case E(Y ) = 0. Gathering
facts, we deduce that E (‖AW,c‖+‖AW,d‖)= o(n−1/2). Now the proof of Lemma 7 is complete.
A.2.3 CHPLSIM: the rate of n−1
∑n
i=1[Ψ(Zi, Z
{r}
i ; θ0, η̂γ0)−Ψ(Zi, Z{r}i ; θ0, η0)]
Let Φ(·, ·; ·, ·) be defined as in (15). We want to show a rate like (28). The only difference compared to
the PLSIM comes from the second set of equations. Let
Ψσ(Zi, Z{r}i ; θ, ηγ) = gσ(Zi, Z
{r}
i ; θ,mγ)∇βσ2(Vi, Z{r}i ;β)η2γ,f (W>i γ2) ∈ Rdβ ,
where we recall that
gσ(Zi, Z{r}i ; θ,mγ) = {Yi − l(Xi; γ1)−mγ(Υi)}2 − σ2(Vi, Z{r}i ;β).
With the notations σ2i = σ2(Vi, Z
{r}
i ;β) and ∇βσ2i = ∇βσ2(Vi, Z{r}i ;β), we could decompose
1
n
n∑
i=1
[
Ψ(Zi, Z{r}i ; θ0, η̂γ0)−Ψ(Zi, Z{r}i ; θ0, η0)
]
= 1
n
n∑
i=1
{
ε2i − σ2i
}∇βσ2i {η̂γ,f (Υi)− ηγ,f (Υi)} {2ηγ,f (Υi) + oP(n−1/4)}
+ 1
n
n∑
i=1
{η̂γ0,m(Υi)−m0(Υi)η̂γ0,f (Υi)}2∇βσ2i
+ 2
n
n∑
i=1
εim0(Υi)[η̂γ0,f (Υi)− η̂γ0,f (Υi)]∇βσ2i {ηγ,f (Υi) + oP(n−1/4)}
− 2
n
n∑
i=1
εi[η̂γ0,m(Υi)−m0(Υi)ηγ0,f (Υi)]∇βσ2i {ηγ,f (Υi) + oP(n−1/4)}
= B1 +B2 + 2B3 − 2B4 + oP(n−1/2),
where the reminder oP(n−1/2) is obtained by taking the norms of the sums where we obtain a product
of two quantities with uniform rates oP(n−1/4). Taking the norm of the sum, using triangle inequality
and (25), ‖B2‖ = oP(n−1/2). Next, by the definition of the model, E
[
ε2i − σ2i | Vi,Fi−1
]
= 0 a.s. A
careful inspection of the arguments for deducing the rate of AW,a and AW,b in Lemma 7 reveals that the
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arguments remain valid if the function λ(·) appearing in the definition of R1,n and Rn,2, also depends
on Z{r}i , that is λ(Zi) becomes λ(Zi, Z
{r}
i ). Here we consider
λ(Zi, Z{r}i ) =
{
ε2i − σ2i
}∇βσ2i ηγ,f (Υi), λ(Zi, Z{r}i ) = εim0(Υi)∇βσ2i ηγ,f (Υi),
and λ(Zi, Z{r}i ) = εi∇βσ2i ηγ,f (Υi) to handle B1, B3 and B4, respectively. We have E[λ(Zi, Z{r}i ) |
Vi,Fi−1] = 0 a.s., for these three definitions, and thus condition (32) holds true. We deduce that
E(‖B1‖+ ‖B3‖+ ‖B4‖) = oP(n−1/2).
A.2.4 Controlling the variance estimation error
By the previous arguments, it is now easy to deduce that∥∥∥∥∥ 1n
n∑
i=1
[
Ψ(Zi, Z{r}i ; θ0, η̂γ0)Ψ(Zi, Z
{r}
i ; θ0, η̂γ0)>
− Ψ(Zi, Z{r}i ; θ0, η0)Ψ(Zi, Z{r}i ; θ0, η0)>
]∥∥∥ = oP(1). (36)
A.3 Empirical likelihood ratio with η̂γ0
We have
λ(θ0, η̂γ0) = S(θ0, η̂γ0)−1
1
n
n∑
i=1
Ψ(Zi, Z{r}i ; θ0, η0) + oP(n−1/2)
= S(θ0, η0)−1
1
n
n∑
i=1
Ψ(Zi, Z{r}i ; θ0, η0)
+ oP(1)
1
n
n∑
i=1
Ψ(Zi, Z{r}i ; θ0, η0) + oP(n−1/2).
Thus, the CLT for n−1
∑n
i=1 Ψ(Zi; θ0, η0) implies that ‖λ(θ0, η̂γ0) − λ(θ0, η0)‖ = oP(n−1/2). Moreover,
since ‖λ(θ0, η0)‖ = OP(n−1/2),
2`n(θ0, η̂γ0) = 2λ(θ0, η̂γ0)>
n∑
i=1
Ψ(Zi, Z{r}i ; θ0, η̂γ0)
−λ(θ0, η̂γ0)>
[
n∑
i=1
Ψ(Zi, Z{r}i ; θ0, η̂γ0)Ψ(Zi, Z
{r}
i ; θ0, η̂γ0)>
]
λ(θ0, η̂γ0)
+oP(1)
= λ(θ0, η0)>
n∑
i=1
Ψ(Zi, Z{r}i ; θ0, η0)
−λ(θ0, η0)>
n∑
i=1
Ψ(Zi, Z{r}i ; θ0, η0)Ψ(Zi, Z
{r}
i ; θ0, η0)>λ(θ0, η0) + oP(1)
= 2`n(θ0, η0) + oP(1).
Thus 2`n(θ0, η̂γ0) and 2`n(θ0, η0) have the same X 2dθ−1 asymptotic distribution.
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This supplement is organized as follows. Appendix A contains additional proofs. Appendix B collects
additional simulation and real data analysis results, that were omitted from the main paper due to the
page limit.
A Additional proofs
Lemma 1: equivalence of the moment conditions. Firstly, without imposing any identification condition,
note that for any positive function ω(Vi), we have
E[gµ(Zi; γ,m) | Vi,Fi−1] = 0⇔ E[gµ(Zi; γ,m)E[gµ(Zi; γ,m) | Vi,Fi−1]ω(Vi)] = 0.
Indeed, E[gµ(Zi; γ,m) | Vi,Fi−1] = 0 directly implies that
E[gµ(Zi; γ,m)E[gµ(Zi; γ,m) | Vi,Fi−1]ω(Vi)] = 0.
Conversely, by elementary properties of the conditional expectation,
E[gµ(Zi; γ,m)E[gµ(Zi; γ,m) | Vi,Fi−1]ω(Vi)] = E[E2[gµ(Zi; γ,m) | Vi,Fi−1]ω(Vi)],
and thus E[gµ(Zi; γ,m)E[gµ(Zi; γ,m) | Vi,Fi−1]ω(Vi)] = 0 implies that
E[gµ(Zi; γ,m) | Vi,Fi−1] = 0.
For an identifiable model, (γ0,m0) is the unique solution for E[gµ(Zi; γ,m) | Vi,Fi−1] = 0. Therefore,
by (4), for any (γ,m) 6= (γ0,m0), we have
E[E2[gµ(Zi; γ,m) | Vi,Fi−1]ω(Vi)] > 0.
By (7), we have that γ0 is the minimum of the map γ 7→ E[E[gµ(Zi; γ,mγ) | Vi,Fi−1]2ω(Vi)]. Thus, we
have
∇γE[E2[gµ(Zi; γ0,m0) | Vi,Fi−1]ω(Vi)] = 0.
By construction, ∇γgµ(Zi; γ,mγ) only depends on Vi, and thus interchanging derivative and expectation
operators we have
∇γE[E2[gµ(Zi; γ,mγ) | Vi,Fi−1]ω(Vi)] = 2E[gµ(Zi; γ,mγ)∇γgµ(Zi; γ,mγ)ω(Vi)],
which leads to
E[gµ(Zi; γ0,mγ0)∇γgµ(Zi; γ0,mγ0)ω(Vi)] = 0.
The proof is completed after left-multiplying both sides in the last display by the non-random matrix
J(γ0) and noting that the assumption made on Hµ(γ) ensures that γ0 is the only critical point for the
map γ 7→ E[E2[gµ(Zi; γ,mγ) | Vi,Fi−1]ω(Vi)].
Lemma 3. By the Cramer-Wold device, it suffices to show that for any c ∈ Rd,
1√
n
n∑
i=1
c>Ψ(Zi, Z{r}i ; θ0, η0)
d−→ N (0, c>Σc). (37)
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As
(
c>Ψ(Zi, Z{r}i ; θ0, η0)
)
is a strictly stationary, α-mixing, centered process, we notice that the Central
Limit Theorem follows by a direct application of Corollary 1.1 in (Merleve`de and Peligrad, 2000), under
Assumption 1.1. Indeed, let δ = s − 2 > 0, where s is given in Assumption 1.1. By the Cauchy-
Schwarz inequality and (20), as 2(2 + δ) = 2s, we obtain that E
[
‖Ψ(Zi, Z{r}i ; θ0, η0)‖2+δ
]
< ∞. If α˜m
denotes the mixing coefficients of the process
(
c>Ψ(Zi, Z{r}i ; θ0, η0)
)
, we have α˜m ≤ αm where, by (19),
mα
δ/(2+δ)
m → 0 as δ/(2 + δ) = s/(s− 2) < ξ. To obtain (37), it remains to check that
1
n
E
( n∑
i=1
c>Ψ(Zi, Z{r}i ; θ0, η0)
)2→ c>Σc. (38)
Using the stationarity of (Zi), and since by construction we have
E
[
Ψ(Zj , Z{r}j ; θ0, η0)|Vj ,Fj−1
]
= 0 a.s.,
E
( n∑
i=1
Ψ(Zi, Z{r}i ; θ0, η0)
)2 = n∑
i=1
E
[
Ψ(Zi, Z{r}i ; θ0, η0)Ψ(Zi, Z
{r}
i ; θ0, η0)>
]
+ 2
∑
1≤i<j≤n
E
[
Ψ(Zi, Z{r}i ; θ0, η0)Ψ(Zj , Z
{r}
j ; θ0, η0)>
]
= nE
[
Ψ(Z1, Z{r}1 ; θ0, η0)Ψ(Z1, Z
{r}
1 ; θ0, η0)>
]
= nΣ.
Lemma 4. The property E
[∥∥∥Ψ(Zi, Z{r}i ; θ0, η0)∥∥∥3] < ∞ follows by applying the Cauchy–Schwarz in-
equality component-wise and using our moment conditions. Let Mn = max1≤i≤n ‖Ψ(Zi, Z{r}i ; θ0, η0)‖
and C > 0. By Boole’s inequality, the stationarity of the process (Zi) and the Markov inequality, we
have
n1/2P(Mn > Cn1/2) ≤ n3/2E[‖Ψ(Zi, Z{r}i ; θ0, η0)‖3]/(Cn1/2)3
= C−3E[‖Ψ(Zi, Z{r}i ; θ0, η0)‖3] <∞.
Therefore, we have Mn = oP(n1/2). Moreover, we have
1
n
n∑
i=1
∥∥∥Ψ(Zi, Z{r}i ; θ0, η0)∥∥∥3 ≤Mn 1n
n∑
i=1
∥∥∥Ψ(Zi, Z{r}i ; θ0, η0)∥∥∥2
Using the fact that Mn = oP(n1/2), E
[∥∥∥Ψ(Zi, Z{r}i ; θ0, η0)∥∥∥2] <∞ and by Lemma 3, we have
1
n
n∑
i=1
∥∥∥Ψ(Zi, Z{r}i ; θ0, η0)∥∥∥3 = oP(n1/2).
Lemma 5. For any θ, we have that λ(γ, η) satisfies
1
n
n∑
i=1
1
1 + λ(θ, η)>Ψ(Zi, Z{r}i ; θ, η)
Ψ(Zi, Z{r}i ; θ, η) = 0, (39)
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Let λ(θ0, η0) = ‖λ(θ0, η0)‖u, we want to show that ‖λ(θ0, η0)‖ = OP(n−1/2). Noting that
{1 + λ(θ, η)>Ψ(Zi, Z{r}i ; θ, η)}−1 =
1− λ(θ, η)>Ψ(Zi, Z{r}i ; θ, η)/{1 + λ(θ, η)>Ψ(Zi, Z{r}i ; θ, η)},
we have from (39)
‖λ(θ0, η0)‖u>S˜(θ0, η0)u = 1
n
u>
n∑
i=1
Ψ(Zi, Z{r}i ; θ0, η0), (40)
where
S˜(θ0, η0) =
1
n
n∑
i=1
{1 + λ(θ0, η0)>Ψ(Zi, Z{r}i ; θ0, η0)}−1×
Ψ(Zi, Z{r}i ; θ0, η0)Ψ(Zi, Z
{r}
i ; θ0, η0)>.
By construction, λ(θ0, η0)>Ψ(Zi, Z{r}i ; θ0, η0) + 1 > 0, ∀1 ≤ i ≤ n. Thus, we obtain that
‖λ(θ0, η0)‖u>S(θ0, η0)u ≤ ‖λ(θ0, η0)‖u>S˜(θ0, η0)u(1 + ‖λ(θ0, η0)‖Mn),
where S(θ0, η0) = n−1
∑n
i=1 Ψ(Zi, Z
{r}
i ; θ0, η0)Ψ(Zi, Z
{r}
i ; θ0, η0)> and where Mn is the largest value
among the ‖Ψ(Zi, Z{r}i ; θ0, η0)‖’s. Using (40) we deduce
‖λ(θ0, η0)‖
[
u>S(θ0, η0)u−Mnu> 1
n
n∑
i=1
Ψ(Zi, Z{r}i ; θ0, η0)
]
≤
u>
1
n
n∑
i=1
Ψ(Zi, Z{r}i ; θ0, η0).
Lemma 4 implies that Mn = oP(n1/2) and Lemma 3 allows us to upper-bound the right side of the
previous inequality by OP(n−1/2). Moreover, we have ν + oP(1) ≤ u>S(θ0, η0)u, where ν > 0 is the
smallest eigenvalue of Σ defined in Assumption 2. Therefore, we have
‖λ(θ0, η0)‖
(
ν + oP(1)− oP(n1/2)OP(n−1/2)
)
≤ OP(n−1/2),
which implies that ‖λ(θ0, η0)‖ = OP(n−1/2). Noting that
npii(θ0, η0) = 1− λ(θ0, η0)>Ψ(Zi, Z{r}i ; θ0, η0) +
{
λ(θ0, η0)>Ψ(Zi, Z{r}i ; θ0, η0)
}2
1 + λ(θ0, η0)>Ψ(Zi, Z{r}i ; θ0, η0)
,
we have from (39) that
1
n
n∑
i=1
Ψ(Zi, Z{r}i ; θ0, η0)− S(θ0, η0)λ(θ0, η0)
+ 1
n
n∑
i=1
{
λ(θ0, η0)>Ψ(Zi, Z{r}i ; θ0, η0)
}2
1 + λ(θ0, η0)>Ψ(Zi, Z{r}i ; θ0, η0)
Ψ(Zi, Z{r}i ; θ0, η0) = 0.
Using Lemma 4, we deduce that max1≤i≤n{1 + λ(θ0, η0)>Ψ(Zi, Z{r}i ; θ0, η0)}−1 = 1 + oP(1), and the
norm of the second sum on the left-hand side of the last display, can be bounded by
1
n
n∑
i=1
‖Ψ(Zi, Z{r}i ; θ0, η0)‖3‖λ(θ0, η0)‖2
1 + λ(θ0, η0)>Ψ(Zi, Z{r}i ; θ0, η0)
= oP(n1/2)OP(n−1)OP(1) = oP(n−1/2).
Thus
λ(θ0, η0) = S(θ0, η0)−1
1
n
n∑
i=1
Ψ(Zi, Z{r}i ; θ0, η0) + oP(n−1/2).
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Lemma 6. We decompose AX = AX,0 +AX,a +AX,b +AX,c +AX,d +AX,1 +AX,2 where
AX,0 =
1
n
n∑
i=1
εi
[
∇γ1 l(Xi; γ0,1)−
ηγ0,X(Υi)
ηγ0,f (Υi)
]
η4γ0,f (Υi),
AX,a =
1
n
n∑
i=1
εi [η̂γ0,f (Υi)∇γ1 l(Xi; γ0,1)− ηγ0,X(Υi)] η̂3γ0,f (Υi),
AX,b =
1
n
n∑
i=1
εi [ηγ0,X(Υi)− η̂γ0,X(Υi)] η̂3γ0,f (Υi),
AX,c =
1
n
n∑
i=1
[m0(Υi)ηγ0,f (Υi)− η̂γ0,m(Υi)]×
[ηγ0,f (Υi)∇γ1 l(Xi; γ0,1)− η̂γ0,X(Υi)] η̂2γ0,f (Υi),
AX,d =
1
n
n∑
i=1
m0(Υi) [η̂γ0,f (Υi)− ηγ0,f (Υi)]×
[ηγ0,f (Υi)∇γ1 l(Xi; γ0,1)− η̂γ0,X(Υi)] η̂2γ0,f (Υi),
and
AX,1 =
1
n
n∑
i=1
[m0(Υi)ηγ0,f (Υi)− η̂γ0,m(Υi)]×
[η̂γ0,f (Υi)− ηγ0,f (Υi)]∇γ1 l(Xi; γ0,1)η̂2γ0,f (Υi),
AX,2 =
1
n
n∑
i=1
m0(Υi) [η̂γ0,f (Υi)− ηγ0,f (Υi)]×
[η̂γ0,f (Υi)− ηγ0,f (Υi)]∇γ1 l(Xi; γ0,1)η̂2γ0,f (Υi).
After taking the norm of the sums, by the triangle inequality and (25),
‖AX,1‖+ ‖AX,2‖ =
[
OP
((
lnn
nh
)1/2)
+OP
(
h2
)]2 ×OP(1) = oP(n−1/2).
The terms AX,a to AX,d require a more refined treatment. We can write
AX,a =
1
n
n∑
i=1
εi [η̂γ0,f (Υi)∇γ1 l(Xi; γ0,1)− ηγ0,X(Υi)] η̂3γ0,f (Υi)
= 1
n
n∑
i=1
εi [η̂γ0,f (Υi)∇γ1 l(Xi; γ0,1)− ηγ0,X(Υi)] η3γ0,f (Υi) + rX,a, (41)
with ‖rX,a‖ = oP(n−1/2). The rate of the negligible reminder rA,a is again obtained after taking the
norm of the sums, by (25). Finally, using the same arguments as used for bounding AW,b in Lemma 7,
we also obtain ‖AX,a‖ + ‖AX,b‖ = oP(n−1/2). To bound AX,c and AX,d, first we replace η̂3γ0,f (Υi) by
η3γ0,f (Υi), as in (41). We next use the the same arguments as for for bounding AW,c and AW,d in Lemma
7, and we obtain ‖AX,c‖+ ‖AX,d‖ = oP(n−1/2).
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Table 4: Empirical autocorrelations of the variables computed for years 1996 and 1997.
Variable 1996 1997
o3 0.511 0.408
rhum 0.340 0.356
temp 0.694 0.693
dptp 0.610 0.534
pm 0.467 0.365
B Additional empirical evidence
B.1 Additional results on the real data application
This section presents additional results on the real data application. Table 4 presents the autocorrelations
of the different variables. Figures 1-5 present the original series and the series obtained by removing the
seasonality. Figure 6 and Figure 7 present the estimated density of the index and the estimated function
mˆ(·), obtained with the Lag(2) setup.
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(a) Original data
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(b) Deseasonalized data
Figure 1: Series of the daily mean ozone level collected in Chicago in 1996-1997.
B.2 A conditional variance semiparametric model
In this section we extend the scope of our models. As mentioned in section 6, Yi could be observed with
some error. For illustration, consider a time series (Ri), solution of the AR(1) equation
Ri = ρ0Ri−1 + ui, i ∈ Z, (42)
Consider the PLSIM
Yi = u2i = µ(Vi; γ,m) + εi with µ(Vi; γ,m) = l(Xi; γ1) +m(W>i γ2) > 0, (43)
with E[εi | Vi,Fi−1] = 0 a.s. and (V >i , εi)> ∈ RdX+dW × R a strictly stationary and strongly mixing
sequence. Moreover, E[ui | Vi,Fi−1] = 0 a.s. A more common way to write model (43) is
ui =
√
µi νi, (44)
with (νi) a strong white noise process with unit variance, and µi a positive function of the past values
of ui. The ARCH model is a typical example. When covariates are also allowed to enter the expression
of µi, one obtains a particular example of the so called GARCH-X models. See Han and Kristensen
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(a) Original data
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
ll
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
lll
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
ll
lll
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
0 200 400 600
−
30
−
20
−
10
0
10
20
30
i
o
3 i
(b) Deseasonalized data
Figure 2: Series of the daily relative humidity level collected in Chicago in 1996-1997.
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(a) Original data
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(b) Deseasonalized data
Figure 3: Series of the daily mean temperature collected in Chicago in 1996-1997.
(2014). Here we allow for a flexible semiparametric form µi = µ(Vi; γ,m) and our additive error term is
εi = µ(Vi; γ,m)(ν2i − 1).
Although the conditional variance of Yi is not constant and the Yi are not directly observed, the
PLSIM is still applicable, as we will briefly justify in the following. Instead of Yi, one has
Y˜i = (Ri − ρ˜Ri−1)2 = Yi +R2i−1(ρ˜− ρ0)2 − 2uiRi−1(ρ˜− ρ0).
Here, ρ˜ is the least-squares estimator of ρ0. Let ̂˜ηγ be the vector of nonparametric estimators defined in
(18) obtained with Y˜i instead of Yi. Only the components ̂˜ηγ,m and ̂˜ηγ,m′ are affected by the fact that
the Yi’s are not available. Given the expression of Y˜i − Yi we deduce that
̂˜ηγ,m(t) = η̂γ,m(t)− 2(ρ˜− ρ0)nh
n∑
i=1
uiRi−1K
(
W>i γ2 − t
h
)
+ (ρ˜− ρ0)2OP(1),
uniformly with respect to t, and a similar representation holds true for ̂˜ηγ,m′ . Using the fact that
ρ˜− ρ0 = OP(n−1/2) and E[ui | Vi,Fi−1] = 0 a.s., the arguments in the proof of Theorem 1 remain valid
and the limit of the ELR is still a chi-square distribution. The technical details are quite straightforward
and thus are omitted. Instead, we propose an illustration using simulation data.
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(a) Original data
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(b) Deseasonalized data
Figure 4: Series of the daily dew point temperature collected in Chicago in 1996-1997.
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(a) Original data
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(b) Deseasonalized data
Figure 5: Series of the daily PM10-level collected in Chicago in 1996-1997.
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Figure 6: Density of the index obtained on data of year 1997.
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Figure 7: Drawing of the estimator mˆ(·).
Table 5: Empirical probabilities of rejection obtained from 5000 replications using the PLSIM for testing
the order for the lagged values of Yi in the parametric part `(·; γ1).
Test n = 1000 n = 2000 n = 4000 n = 8000
ref. estim. ref. estim. ref. estim. ref. estim.
Lag(1) 0.117 0.120 0.089 0.097 0.081 0.078 0.064 0.063
Lag(0) 0.422 0.402 0.678 0.654 0.942 0.932 1.000 0.999
Lag(2) 0.538 0.531 0.695 0.687 0.887 0.874 1.000 1.000
We generated data from model (42)-(44). First, we generate the covariates Wi = (Wi1,Wi2,Wi3)>
from a multivariate Gaussian distribution with mean Wi−1/4 and covariance given by cov(Wik,Wi`) =
0.5|k−`|. Then, we set Xi = (U2i−1, U2i−2)> and we generate the U2i from (43)- (44) with
`(Xi; γ1) = γ11U2i−1 + γ12U2i−2 and m(u) =
1
4 +
3
4 sin
2(upi), (45)
with γ1 = (0.1, 0)>, γ2 = (1, 1, 1)>. Finally, the variables Ri can be computed from (42) with ρ0 = 0.1.
Based on the observed Ri’s, we can compute Y˜i and use the proposed EL procedure for testing the
order of the lagged values to consider in the parametric function. Hypothesis testing is based on Wilks’
Theorem in Section 4.3 (results related to this method are named estim), along with the unfeasible EL
approach that previously learns the nonparametric estimators on a sample of size 104 (this case mimics
the situation where m, m′ and the density of the index are known; results related to this method are
named ref ). The nonparametric elements are estimated by the Nadaraya-Watson method with Gaussian
kernel and bandwidth h = C−1n−1/5 where C is the standard deviation of the index. Thus, we consider
the tests introduced in Section 5. The empirical probabilities of rejection are presented in Table 5 for a
nominal level of 0.05.
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