I. INTRODUCTION
Recently, the advancement of pervasive computing becomes emerging field of the intelligent computing researches. One of the applications that are aggressively explored is in human activity recognition (HAR). Activity recognition considered as an important field not only in the smart environment but also in the field of human healthcare [1] [2] [3] . Activity recognition system might be able to monitor and track the daily human activities. In HAR, there are various types of sensor and sensing technologies that might be utilized either by using an environmental-based sensor, vision-based sensor or wearable-based sensor [4] [5] [6] [10] . However, the high in implementation cost will cause this system not really practical due to a lot of sensors required need to be attached in every section or appliances. This paper is organized as follows: Section II would be the related work. Section III is the proposed method. Section IV is the experimental result and discussion. Section V is the conclusion and future works.
II. RELATED WORKS
Activity recognition utilizes the connection from various aspects such as machine learning, artificial intelligence, human-computer interaction, psychology, and sociology [4] [5] . The presence of interclass similarity of different activities is a challenge in activity recognition [6] [7] . Interclass similarity occurs when the activity are fundamentally different by classes such as ascending and descending walking, but show very similar characteristics in sensor signal forms. The similarity exists in the sense of distinguishing between ascending and descending walking with other stride activities such as walking and running [8] [9] .
Deep Convolutional Neural Network (CNN) has proven an outstanding accuracy and able to differentiate high interclass similarity activities [10] . Unfortunately, the CNN is incapable of producing high accuracy for stationary activity due to the sensitivity of lesser waveform [11] . The selection of features is another considerable challenge as some of the features are less useful and may be insignificant to portray the activity. The statistical features are broadly employed as it is less complicated and beneficial in describing stationary activity. However, the use of these features alone might not be reliable to recognize the locomotion activity [12] [13] . Likewise, some of the features might be redundant [14] and this matter would possibly increase the false classification rate [15] . Although Arif et al. [12] [13] had successfully produced a decent accuracy on average, the chosen number of features is still considerably large. They used ranking methods to select the features due to fewer complexes and are able to handle large number of instances. However, most of the works did not define the feature boundaries that discard the lower ranking features [16] . On the other hand, population-based optimization methods have extensively been employed in solving global optimization problems [17] . The computational cost of iteration and population re-evaluation of finding an optimal parameter has restrictively increased when dealing with ample number of features [18] .
The objective of this study is to improve the recognition of high interclass similarity activities by utilizing minimal number of features. In order to achieve this objective, subobjectives are as followed: to propose (1) feature selection using relief-f with self-adaptive Differential Evolution algorithm based on ranking information and select the most significant features to be classified and (2) a class classification strategies using One-versus-All (OVA). OVA was introduced by Fürnkranz [19] but was used to solve other domain. He also introduced one-versus-one (OVO) algorithm. However, from [20] , OVA produced better recognition performance particularly in distinguishing interclass similarity and intraclass variance.
This research primarily focuses on improvement of the recognition of human activity particularly in differentiating high interclass similarity activities. One publicly available accelerometer physical activity dataset namely Physical Activity Monitoring for Aging People 2 (PAMAP2) [21] is employed. It uses an accelerometer sensor equipped with three inertial measurement unit devices which are attached to several placements of human's body. This work did not cater the problems in real-time environment conditions. In order to make a fair comparison with several published studies, only sensor data stream from an acceleration signal is utilized. Various types of simple and complex activities are included in both data sets without relying on the transition between two or more actions. The experiment is conducted separately and each experimental analysis is compared according to the experimental setup from the chosen works.
III. PROPOSED METHOD
This section discusses the detailed explanation of the proposed algorithm which includes ranking the feature using relief-f, self-adaptive differential evolution for feature selection, and One-Versus-All (OVA) classification strategy. The research framework is shown in Fig. 1 . It is divided into four main stages: pre-processing stage, feature extraction stage, feature selection stage, and classification stage 
A. Preprocessing Stage
Preprocessing is required to ensure that the signal will be presented in a meaningful way and also provides the opportunity to eliminate undesirable or unimportant information before any further process is carried out. Unnecessary information is believed to be the susceptible noise, missing attributes or instances and incorrectly labeled activities. In addition, there is also a possibility of the device to have accidentally fallen or faulty placement during the data collection. In such situations, adverse information such as subject ID, timestamp, and sensor orientation are removed. Before pursuing feature extraction process, gravitational acceleration needs to be removed from the body acceleration [22] . Hence, recorded acceleration signal (representing in time domain) is transformed into frequency terms. Fast Fourier Transform (FFT) is applied to transform the signal forms by computing the Discrete Fourier Transform (DFT) of a signal sequence and its inverse. In such circumstances, generated frequency (or spectrum) describes the important characteristic of a time-base signal such as its average and dominant frequency component. Signal waves are represented to explain the signal energy distributed over the range of frequencies by capturing the repeating nature of the signal [23] [24] . In this study, 5 th order Butterworth low-pass filter is applied to separate it into a low-frequency component and a highfrequency component [25] .
B. Feature Extraction Stage
Sliding window segmentation is applied due to its fewer complexes and the fact that it is beneficial to tackle the continuous signal. A data stream from each acceleration dimension (x, y, and z) is divided into an equal size of window segment that is usually pre-defined. In order to reduce possible error caused by transition state noise, a sliding window with 50% overlapping between two consecutive window segments are applied. Subsequently, additional features are extracted from each window segment to describe the activity characteristic. Extracted features are expected to represent the relevant information by reducing the representation of data stream. In such states, the features from two groups: statistical and frequency features are derived.
C. Feature Selection Method Self-adaptive Algorithm
The domain of features reported in many machine learning applications has extended from tens to hundreds number of features [26] . However, learning complexity tends to increase when large irrelevant features are included in feature space. So, feature selection or dimensionally reduction aims to select the best feature subsets before the reduced feature subsets are employed to classifier model. The choices of features are made based on the several criteria; features could efficiently describe the output class while reducing the number of irrelevant features, and features would lead to a better prediction result. Hence, selection of features is extremely important to improve the level of accuracy performance. In the same way, it also tends to decrease the complexity of training model when an abundance of irrelevant features are used. In this work, relief-f with self-adaptive differential algorithm is proposed. Also, adaptive parameters mechanism has also been highlighted to minimize the task of finding optimum parameter values. The detail explanation of the proposed algorithm could be referred from our article [27] .
D. OVA classification Strategy
At this stage, predictive performance is evaluated to ensure that the created feature subsets are able to produce a decent performance by measuring the ability of classifier model in categorizing the new observations. Machine learning is used to discover the class patterns in order to describe, analyse, and predict the unseen data [28] . As mentioned in section II, the appearance of interclass similarities from various types of similar activities becomes a main challenge. Hence, the transformation multi-class problems into binary class problems turn out to be a solution.
Fürnkranz [19] introduced the mechanism to solve the multi-class problems by converting the problems into twoclass problems; one-versus-all (OVA) and one-versus-one (OVO). OVA is categorized each of the classes into two groups of classes (positive and negative) where the majority instances belong to the positive class and the negative class is the union of the other classes. In contrast, OVO generates the classifier model by transforming the multi-class problem into a series of the binary class model. OVA will takes longer computation time since all the training instances are used in learning process. However, less computation times required in OVO since only respected instance of particular classes are evaluated in learning process. In addition, OVA performed far better when involving the data set that consists more distinct class values [29] . The algorithm of OVA classification method is described in Fig. 2 . For , which is represented in the -binary classifier while classifier is trained using the mapping from multiclass examples to binary class examples. If there exists label such that , then it is predicted that , break the ties randomly; otherwise it is predicted randomly. As a result, the binary classification model is then trained for each of the problems independently. Hence, multi-class predictors are defined by the combination of the output which resulted from each binary classification model. In such conditions, base classifier model is required to evaluate the simplified problem. Due to its simplicity and able to shown a good performance in solving classification problems, random forest ensemble classifier model is also able to overwhelmed the potential of overfitting. Hence, random forest ensemble classifier model is employed in this work.
IV. EXPERIMENTAL RESULT AND DISCUSSION
This section is divided into two subsections. Section A discusses the data set used to conduct the experiment. Section B discusses the experimental results.
A. Data Collection
In this work, PAMAP data set is provided by Reiss and Stricker (2012) [21] . A total of nine subjects which include of one female and eight males who are all employed with their age ranging from 27.22 ± 3.31 years old as well as with the average body mass index (BMI) ranging from 25.11 ± 2.62kg. Each subject is requested to execute eighteen physical activities which cover a wide range of stationary, locomotion, and complex activities. PAMAP utilizes three Inertial Measurement Units (IMU) devices. As shown in Figure 3 , each IMU device is placed on three different placements on the subject's bodies (dominant position on arm wrist, chest, and dominant side of ankle). Table 1 presents the list of the activities done in PAMAP. 
B. Experimentation
In order to evaluate the classification performance, holdout validation strategy is employed. The entire feature subsets are divided into two different sizes of subsets, 70% randomly chosen sample is used to train the classifier model and the rest 30% of sample is reserved for testing. The 10-fold cross validation strategy is applied during the training phase to reduce the dependence on the particular data that is used from overall dataset. The random forest ensemble classifier model is used as the based classifier model for performance evaluation in this experiment. In this section, we divide the experimental result into two different sections. The first section describes the result on each sensor placement (wrist, chest and ankle). The second experiment discusses the result on combinational of all sensor placements. Table 2 and 3 show the classification results of each sensor placement using OVA and OVO respectively. The wrist and chest has produced a decent performance on average by using OVA and OVO. Meanwhile, the lowest accuracy is recorded from ankle where the accuracy is reported to be below 97.5%. In comparison, descending walking has a better result than the ascending walking where the precision is 99.2% when the acceleration signal from chest placement has been utilized. Table 4 shows the classification result of combinational from all sensor placements using OVA and OVO. As illustrated, the accuracy for most of the activities is above 99% by using OVA. A few activities such as cleaning, ascending walking, and descending walking have recorded a lower accuracy which is below 99%. The cleaning and vacuuming have shown an improvement when the features from each sensor stream are combined. In the same way with testing, the accuracy attained by using both methods is above 99.5%. Activities such as computer work, ironing, lying down, sitting, standing, and watching TV have recorded the precision of 100%. Other activities such as playing soccer have also reached the precision of 100%. Moreover, improvement can also be seen in activities such as Nordic walking, walking, descending walking, and ascending walking.
V. CONCLUSION
Our proposed algorithm is able to improve accuracy on human activity recognition to cater the issue related to the occurrence of very similar activities. The algorithm consists of a combination of relief-f, self-adaptive differential evolution and class classification strategy which involve use of OVA algorithm. Relief-f and self-adaptive algorithm is able to reduce redundancy and remove the irrelevant features in feature space. OVA improved recognition on high interclass similarity by transforming the original multi-class classification problems into a series of two-class classification problems. Based on the result of experiment, the proposed algorithm has produce better accuracy on the chosen dataset PMAP as compared to other classifier. Further research is to generalize of learning framework towards a modelling and understanding the real environment for human activity. Variation of human poses, different data acquisition, and activity complexity are still considered as open issues.
