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ABSTRACT
In remote sensing, “pan-sharpening” is the task of enhancing the spa-
tial resolution of a multi-spectral (MS) image by exploiting the high-
frequency information in a panchromatic (PAN) reference image.
We present a novel color-aware perceptual (CAP) loss for learning
the task of pan-sharpening. Our CAP loss is designed to focus on the
deep features of a pre-trained VGG network that are more sensitive
to spatial details and ignore color information to allow the network
to extract the structural information from the PAN image while keep-
ing the color from the lower resolution MS image. Additionally, we
propose “guided re-colorization”, which generates a pan-sharpened
image with real colors from the MS input by “picking” the closest
MS pixel color for each pan-sharpened pixel, as a human operator
would do in manual colorization. Such a re-colorized (RC) image
is completely aligned with the pan-sharpened (PS) network output
and can be used as a self-supervision signal during training, or to
enhance the colors in the PS image during test. We present several
experiments where our network trained with our CAP loss generates
naturally looking pan-sharpened images with fewer artifacts and out-
performs the state-of-the-arts on the WorldView3 dataset in terms of
ERGAS, SCC, and QNR metrics.
Index Terms— Pan-sharpening, pan-colorization, deep convo-
lutional neural network (DCNN), perceptual loss, satellite imagery.
1. INTRODUCTION
Satellite imagery are photographs of the Earth or other planets ob-
tained by imaging satellites, containing not only the RGB data which
is visible for the human vision but also near-infrared (NIR) and
shortwave infrared (SWIR) data. Satellite imagery is broadly uti-
lized in geology, agriculture, environmental monitoring, and many
other applications. Imaging satellites often record multiple spectral
bands with different spatial resolutions due to physical constraints
such as sensor resolution and bandwidth limitations. In general, the
image data from satellites include a high-resolution (HR) panchro-
matic (PAN) image and a low-resolution (LR) multi-spectral (MS)
image for the same scene. Pan-sharpening or pan-colorization is
the task of generating a pan-sharpened (PS) multi-spectral image
which has the same spatial resolution as the PAN image, by fusing
the high-frequency details from the latter and the color information
from the MS image.
With recent advances in deep learning for image processing,
several works on pan-sharpening have been proposed that incor-
porate learning models with deep convolutional neural networks
(DCNN) [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11]. However, most of the
deep learning-based pan-sharpening methods simply regularize the
network by minimizing a spectral loss between the generated output
* Both authors contributed equally to this work.
and a pseudo-ground-truth MS image, without considering the inher-
ent image distribution difference between the PAN and MS images.
PAN images generally cover a wide range of wavelengths by merg-
ing a broad spectrum of visible lights into a single channel image.
Therefore, even if the MS bands are converted into a single-channel
gray-scale image, its luminance will considerably differ from the
PAN image. For examples, certain objects that appear bright in an
MS image (water, etc.) can appear dark on a corresponding PAN
image or vice-versa (trees, grass, etc.). This inherent luminance
difference between PAN and MS images generates not only mis-
matching luminance values, but also opposite directions of gradients
between them, which hinders a DCNN from properly learning the
task of pan-sharpening.
To resolve the aforementioned issue, we propose a novel cost
function called color-aware perceptual (CAP) loss, which is specifi-
cally designed to focus on the features of a pre-trained VGG network
that are more sensitive to high-frequency details and less sensitive
to color differences. The proposed CAP loss allows the network
to preserve details even if the gradient directions do not match be-
tween PAN and MS images, thus resulting in enhanced details and
less artifacts around the edges. In addition, we propose a “guided
re-colorization” module which allows the network outputs to have
even more similar colors with the input MS images. The module
generates a re-colorized PS image with real colors from the input
MS image by picking the closest MS pixel color in the neighboring
area. This re-colorized image is further combined with the high-
frequency contents of the initial pan-sharpened output to generate
the final re-colorized output PS image. Guided re-colorization can be
used as a post-processing step at testing time, or as a self-supervision
signal during training. The presented experiments show that our
method achieves the state-of-the-art performance compared to the
previous works in terms of structural information preservation. Fur-
thermore, we present a qualitative comparison from which our net-
work is shown to effectively preserve edge details with less artifacts.
2. RELATEDWORKS
2.1. Deep learning-based pan-sharpening methods
Following the success of deep learning-based methods in the im-
age processing field, most recent works have incorporated DCNN
architectures that have proven to be effective on the super-resolution
(SR) task. Masi et al. proposed PNN [6], which is known to be the
first work to utilize a DCNN for pan-sharpening, and borrowed its
three-layered architecture from the first DCNN-based SR work, SR-
CNN [12]. The later work of Yang et al., PanNet [1], incorporated
a ResNet [13] architecture used for classification as their backbone
network where a residual connection allows the network to focus on
preserving the high-frequency details. PanNet tries to focus even
more on high-frequency components by feeding only the high-pass-
ar
X
iv
:2
00
6.
16
58
3v
1 
 [e
es
s.I
V]
  3
0 J
un
 20
20
Fig. 1. Guided re-colorization. A “real color” is searched in a local MS-color image window for each pixel in the CNN-colorized image.
For example, to re-colorize the pixel at location p1 in (b), the closest color is searched in a local window in (c) where the pixel neighbor at
location p2 has the closest color to p1. The pixel p2 is used to re-color the pixel at location p1 in (d). Even when the selected color is not
the optimum (as p∗1), the re-colorized output generates a closer color prediction to the MS image. Lost edge information can be recovered by
luma guidance (e) or high-frequency guidance (f).
filtered PAN and MS images as inputs to the network. Similarly,
Lanaras et al. adopted a deeper SR network, EDSR [14], as the
backbone architecture and proposed DSen2 [2] (and a deeper ver-
sion, VDSen2) for pan-sharpening. Zhang et al., in their BDPN [15],
proposed a bidirectional pyramid network that processes the MS and
PAN images in two separate branches, which allows the spatial de-
tails from the PAN image to be injected into the spectral information
from the MS image to generate the final PS image. Recently, Choi et
al. proposed an S3 [3] loss, which can be incorporated into the train-
ing of any CNN-based pan-sharpening method to reduce the artifacts
by considering the correlation between the PAN and MS images.
2.2. Perceptual loss
The perceptual loss, first introduced by Johnson et al. [16] has
been widely adopted as it demonstrated to be a useful tool for train-
ing CNNs for several applications, ranging from super-resolution to
novel view synthesis and pixel to pixel image transformations. The
recent work of Tariq et al. [17] analyzed the correlation between the
VGG [18] network activations (utilized in perceptual loss) and the
human visual system to re-weight the perceptual loss and improve
its response for the super-resolution task. In a similar way, we pro-
pose our novel color-aware perceptual (CAP) loss, which focuses on
those VGG channels that are less sensitive to color (and gradient di-
rections) and more sensitive to structural information. Our CAP loss
allows the network to better extract the high-frequency and structural
information from the PAN while keeping the colors from the MS.
3. METHOD
In the following subsections, we explain in depth our novel color-
aware perceptual loss, designed to focus on the color invariant fea-
tures of a pre-trained VGG network, and the extensive use of our
“guided re-colorization”, as a new module in our network architec-
ture, a loss term, and as a post-processing step.
3.1. Color-aware perceptual loss
Given a target or ground-truth image I and a predicted image I′, the
vanilla perceptual loss is given by
lp =
L∑
l=1
||φl(I)− φl(I′)||22 (1)
where φl is the output of the convolutional layers 1, 2 and 3 for
L = 3 of the VGG19, pre-trained for image classification task on
ImageNet. Perceptual loss has shown to be more effective for image
restoration than the plain l1 or l2 losses. The reason behind its ef-
fectiveness is that instead of penalizing a single intensity value at a
certain pixel location, perceptual loss penalizes the relationship be-
tween the target pixel and the neighboring pixels given by the layer’s
receptive field and learned filter parameters. Such receptive field size
grows as we go to deeper layers.
Since the early work of the Alexnet [19], it has been observed
that certain shallow convolutional filters are more sensible to col-
ors than others. Inspired by this observation, our proposed color-
aware perceptual (CAP) loss is designed to assign less contribution
or less weight to those feature channels that are more sensible to
color for each of the L VGG19 layers when computing the percep-
tual loss between the PAN image and the pan-sharpened (PS) im-
age. We propose to obtain such weights by measuring the feature
differences between the corresponding color MS (Ims) image and a
grayscale-inverted MS image (I−1gms). The greater the difference, the
more sensible the feature is to color and brightness (which is the rea-
son behind inverting the grayscale version of the MS image). Color
inversion also makes our CAP loss sensitive to gradient inversions,
a common feature between MS and PAN images. The mean feature
difference is then fed into an exponential function with an adjustable
parameter γ. This process is described by
I−1gms = 1− (IRms + IGms + IBms)/3 (2)
where IRms, IGms, IBms are the RGB components of the MS image nor-
malized to a range from 0 to 1. The color-aware perceptual weights
for each channel of each layer l, Wlcap, are then given by
Wlcap = e
−γ(1/N)∑Nn |φl(I−1gms)−φl(Ims)| (3)
where γ was empirically set to 4 to neglect most features that are
sensible to color. Then, given a PAN image Ipan and a CNN pan-
sharpened image Ips, our color-aware perceptual loss is given by
lcap =
L∑
l=1
||Wlcap  (φlml(Ipan)− φlml(Ips))||1 (4)
where ml = [7, 5, 3] indicates a max-pooling size applied for the l
layer feature that was adopted to provide means of shift invariance to
our CAP loss, needed to better handle the MS-PAN miss-alignments.
While the CAP loss enforces high frequency details on Ips, addi-
tional loss terms are needed to enforce color fidelity. For this, we use
the plain perceptual loss and l1 loss. Then, our fidelity loss function
is given by
lf = αcaplcap(Ipan, Ips)+αmslp(Ims, Ips↓)+αl1l1(Ims, Ips↓) (5)
Fig. 2. Network architecture of our proposed pc-net-rc.
where Ips↓ indicates a downscaled PS image to the MS resolution.
The l1 loss is the mean absolute error or 1/N
∑N
n |Ims − Ips↓|. The
constants αcap, αms and αl1 were empirically set to 0.9, 0.01 and
1.0 respectively. Note that more weight is assigned to the CAP loss
and this is possible thanks to its color invariant features.
3.2. Guided re-colorization
Once a CNN has been trained to colorize a pan image, a post-
processing step can further be incorporated by reflecting how a
human user would correct CNN-generated PS images. Our guided
re-colorization (RC) works on the assumption that a CNN-colorized
image can be further improved in terms of spectral fidelity or color
by changing the CNN-generated color with the closest MS color
in a local window. This may be done in a similar way as a human
operator would pick the closest color in the MS-color image given
a sub-optimally colorized PAN image. As shown in Fig. 1-(b,c,d),
for each pixel at location p1 = (x, y) in the colorized PAN image, a
“real color” is searched in a local window in the bilinearly up-scaled
MS image Ims↑. The closest color is selected based on the euclidean
distance in the RGB color space. We denote this re-colorization
operation by
Irc = N(Ips, Ims↑, w) (6)
where w is the window size. However, such operation can degrade
the high frequency details as shown in Fig. 1-(d). To revert this ef-
fect, we adopted two different approaches: (1) The raw re-colorized
image Irc can be transformed to the YCbCr color space and its luma
or Y-channel replaced with the Y-channel of the CNN-colorized im-
age Ips to generate a luma-guided re-colorized image Iyrc as shown
in Fig. 1-(e); (2) A high-frequency guided re-colorized image Ihfrc
can be generated by subtracting the low-frequency (LF) information
from the CNN-colorized image, and adding the LF information of
Irc image as described by
Ihfrc = Ips − Ips ∗ Favg + Irc ∗ Favg (7)
where Favg is the averaging filter (with a size set to 5x5 through-
out this paper). An example of this operation is shown in Fig. 1-
(f). These operations (1 and 2) can recover the high-frequency de-
tails thanks to the fact that the pan-sharpened image Ips and the re-
colorized image Irc are perfectly aligned, which is not the case for
the MS image. The re-colorized module is implemented in our net-
work architecture as an intermediate block, as explained in the next
section. While the high-frequency guided image Ihfrc is used as a
post-processing step, the luma-guided RC image Iyrc is used as a
self-supervised signal to enforce the generation of real-colors at tar-
get resolution (instead of CNN hallucinated color) by adopting the
RC loss term lrc as
lrc = ||Ips − Iyrc||1 (8)
The use of Iyrc in the RC loss showed to be more stable for training
than Ihfrc, as the first keeps all the edge information from the luma
channel. In contrast, in the Ihfrc, the edges can slightly change de-
pending on the average filter Favg size. Finally, the total loss is the
sum of the fidelity loss lf and the RC loss lrc.
3.3. Network architecture
Our network architecture, which we call the pc-net-rc, is depicted
in Fig. 2. In its first stage, an initial pan-sharpened image I0ps
is estimated by the pc net, which is an auto-encoder network with
skip connections (similar to an U-Net [20]). This type of architec-
ture allows the network to account for global and local information,
which is not only useful for colorizing individual pixels, but also
for handling the PAN-MS misalignment. In the second stage, the
rc net takes as input the re-colorized version of I0ps, which is I0rc =
N(I0ps, Ims↑, w=3), the original MS image and the high-frequency
component of I0ps. The rc net is composed of four conv-elu blocks
and a residual connection with I0rc. The final pan-sharpened image
Ips is then described by
I0ps = pc net(Ipan, Ims↑) (9)
Ips = I0rc + rc net(I
0
rc, Ims↑, I
0
ps − I0ps ∗ Favg) (10)
4. EXPERIMENTS AND RESULTS
We performed extensive experiments and ablation studies on the
WorldView-3 dataset that support the effectiveness of our method.
The WorldView-3 dataset provides 0.3m GSD (ground sample dis-
tance) PAN and 1.2m GSD MS images. It also provides 0.3m GSD
PS images but they are only used for comparison, as they are not
good enough to be used as ground-truth training data. Only the RGB
channels are used for all our experiments. The WorldView-3 dataset
used for training and testing was obtained from the SpaceNet Chal-
lenge [21].
4.1. Implementation details
We trained our network for 50 epochs with a mini-batch size of 8 by
the Adam [22] optimizer with its default settings. The initial learn-
ing rate was set to 5x10−5 and halved at epochs 30 and 40. The
WorldView-3 dataset was pre-processed to discard images where
more than 5% of the pixels are 0’s, yielding a total of 11,804 PAN-
MS image pairs. We adopted random data augmentations on-the-fly
for all networks, such as horizontal and vertical flips, cropping, and
changing luminosity and color brightness. The last two augmenta-
tion operations allowed for better performance in terms of ERGAS
for all networks. For training the DSen2 (S3) and PanNet (S3), the
MS-PAN image pairs were created by the methods suggested in their
works [1, 2, 3], in which PAN and MS images are down-sampled and
the original MS images are used as pseudo-ground-truth. In contrast,
we trained our method with the original MS and PAN images.
Fig. 3. Qualitative comparison among existing methods. Top row: methods with low ERGAS. Bottom row: methods with high SCC.
Fig. 4. Our proposed network with CAP loss (in green area) presents
a better SCC-ERGAS trade-off than previous works (in red area).
4.2. Results on WorldView-3
We quantitatively compare our proposed method in Table 1 with bi-
linear upsampled MS images, WorldView-3 provided PS images,
and other deep-learning based methods as PanNet [1], DSen2 [2]
and their S3 [3] variants. We use three popular metrics to evalu-
ate the performance of pan-sharpening methods: ERGAS [23], for
measuring spectral distortion; SCC [24], for measuring spatial dis-
tortion; and quality not requiring a reference (QNR) [25] metric that
considers both spatial and spectral information. We used guided re-
colorization as a post-processing step to further improve the spectral
quality of our results, denoted by (RC), and achieved the lowest ER-
GAS. It is also seen in Table 1 that our method trained with ams=0
achieved the highest SCC score. Additionally we show the results for
our method trained with acap=0 (no CAP loss between PAN and PS
images) and γ = 0 (that is, the CAP loss becomes the plain percep-
tual loss between PAN and PS images), which proves the importance
of our CAP loss for exploiting the high frequency details in the PAN
images. We also show the results for the pc-net only, which achieves
a higher ERGAS versus its pc-net-rc counterpart, proving the use-
fullness of the rc-net to improve spectral quality. As depicted in Fig.
4, our method shows a higher SCC than previous methods while
achieving a lower ERGAS. The effect of such trade-off is observed
in Fig. 3, where the results from PanNet and DSen2 show limited
performance on the regions with high MS-PAN mis-alignments, and
exhibit blurred edges compared to the PAN input. Their S3 variants
show higher details, but some of their edges are not clear and yield
Method ERGAS↓ SCC↑ QNR↑
MS-Bilinear 1.831 0.290 0.761
PAN 7.687 1.000 0.777
Provided PS 3.718 0.974 0.896
PanNet [1] 1.894 0.794 0.878
PanNet-S3 [3] 3.044 0.952 0.923
Dsen2 [2] 2.026 0.855 0.893
Dsen2-S3 [3] 5.354 0.959 0.915
pc-net-rc 2.066 0.963 0.931
pc-net-rc (RC) 1.786 0.934 0.919
pc-net-rc (ams = 0) 2.970 0.991 0.925
pc-net-rc (ams = 0)(RC) 2.889 0.980 0.927
pc-net* (ams = 0) 3.180 0.990 0.914
pc-net-rc* (γ = 0) 4.267 0.996 0.801
pc-net-rc* (acap = 0) 1.388 0.253 0.777
Table 1. Quantitative comparison. Our pc-net-rc outperforms the
SOTAs by a considerable margin in all metrics. ↑↓ indicate the better
performance. Best and second best metrics are highlighted, * are not
considered as present an undesirable SCC-ERGAS trade-off.
color artifacts in homogeneous areas. In contrast, our results show
strong edges without any color artifacts. This confirms that our pro-
posed CAP loss is effective for maintaining high-frequency details
from the reference PAN input.
5. CONCLUSION
We proposed a novel color-aware perceptual loss which is effective
for focusing on details. Our proposed loss can be adopted into any
type of pan-sharpening network. Furthermore, we have proposed a
guided re-colorization module as a post-processing step which helps
the generated output to have closer colors to those of the input MS
image. Our guided re-colorization module can be easily adopted
as well to any other works to alleviate the spectral gap with input
MS images. Through extensive experiments, we have shown that
our network produces better pan-sharpened outputs than previous
methods in terms of both spectral and spatial based metrics, yielding
a superior SCC-ERGAS trade-off. The visual comparison shows that
our network generates clearer edges and fewer color artifacts.
6. REFERENCES
[1] J. Yang, X. Fu, Y. Hu, Y. Huang, X. Ding, and J. Paisley, “Pan-
net: A deep network architecture for pan-sharpening,” in 2017
IEEE International Conference on Computer Vision (ICCV),
Oct 2017, pp. 1753–1761.
[2] Charis Lanaras, Jos Bioucas-Dias, Silvano Galliani, Em-
manuel Baltsavias, and Konrad Schindler, “Super-resolution
of sentinel-2 images: Learning a globally applicable deep neu-
ral network,” ISPRS Journal of Photogrammetry and Remote
Sensing, vol. 146, pp. 305 – 319, 2018.
[3] Jae-Seok Choi, Yongwoo Kim, and Munchurl Kim, “S3: A
spectral-spatial structure loss for pan-sharpening networks,”
IEEE Geoscience and Remote Sensing Letters, 2019.
[4] Caglayan Tuna, Gozde Unal, and Elif Sertel, “Single-frame su-
per resolution of remote-sensing images by convolutional neu-
ral networks,” International journal of remote sensing, vol. 39,
no. 8, pp. 2463–2479, 2018.
[5] Giuseppe Scarpa, Sergio Vitale, and Davide Cozzolino,
“Target-adaptive cnn-based pansharpening,” IEEE Transac-
tions on Geoscience and Remote Sensing, vol. 56, no. 9, pp.
5443–5457, 2018.
[6] Giuseppe Masi, Davide Cozzolino, Luisa Verdoliva, and
Giuseppe Scarpa, “Pansharpening by convolutional neural net-
works,” Remote Sensing, vol. 8, no. 7, pp. 594, 2016.
[7] Lukas Liebel and Marco Ko¨rner, “Single-image super res-
olution for multispectral remote sensing data using convolu-
tional neural networks,” ISPRS-International Archives of the
Photogrammetry, Remote Sensing and Spatial Information Sci-
ences, vol. 41, pp. 883–890, 2016.
[8] Kui Jiang, Zhongyuan Wang, Peng Yi, and Junjun Jiang, “A
progressively enhanced network for video satellite imagery su-
perresolution,” IEEE Signal Processing Letters, vol. 25, no.
11, pp. 1630–1634, 2018.
[9] Wei Huang, Liang Xiao, Zhihui Wei, Hongyi Liu, and Songze
Tang, “A new pan-sharpening method with deep neural net-
works,” IEEE Geoscience and Remote Sensing Letters, vol.
12, no. 5, pp. 1037–1041, 2015.
[10] Marc Bosch, Christopher M Gifford, and Pedro A Rodriguez,
“Super-resolution for overhead imagery using densenets and
adversarial learning,” in 2018 IEEE Winter Conference on Ap-
plications of Computer Vision (WACV). IEEE, 2018, pp. 1414–
1422.
[11] Wei Yao, Zhigang Zeng, Cheng Lian, and Huiming Tang,
“Pixel-wise regression using u-net and its application on pan-
sharpening,” Neurocomputing, vol. 312, pp. 364–371, 2018.
[12] Chao Dong, Chen Change Loy, Kaiming He, and Xiaoou Tang,
“Image super-resolution using deep convolutional networks,”
IEEE transactions on pattern analysis and machine intelli-
gence, vol. 38, no. 2, pp. 295–307, 2015.
[13] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun,
“Deep residual learning for image recognition,” in Proceed-
ings of the IEEE conference on computer vision and pattern
recognition, 2016, pp. 770–778.
[14] Bee Lim, Sanghyun Son, Heewon Kim, Seungjun Nah, and
Kyoung Mu Lee, “Enhanced deep residual networks for single
image super-resolution,” in Proceedings of the IEEE confer-
ence on computer vision and pattern recognition workshops,
2017, pp. 136–144.
[15] Yongjun Zhang, Chi Liu, Mingwei Sun, and Yangjun Ou,
“Pan-sharpening using an efficient bidirectional pyramid net-
work,” IEEE Transactions on Geoscience and Remote Sensing,
vol. 57, no. 8, pp. 5549–5563, 2019.
[16] Justin Johnson, Alexandre Alahi, and Li Fei-Fei, “Percep-
tual losses for real-time style transfer and super-resolution,” in
European conference on computer vision. Springer, 2016, pp.
694–711.
[17] Taimoor Tariq, Juan Luis Gonzalez Bello, and Munchurl Kim,
“A hvs-inspired attention to improve loss metrics for cnn-
based perception-oriented super-resolution,” in Proceedings of
the IEEE International Conference on Computer Vision Work-
shops, 2019, pp. 0–0.
[18] Karen Simonyan and Andrew Zisserman, “Very deep convo-
lutional networks for large-scale image recognition,” arXiv
preprint arXiv:1409.1556, 2014.
[19] Alex Krizhevsky, Ilya Sutskever, and Geoffrey E Hinton, “Im-
agenet classification with deep convolutional neural networks,”
in Advances in Neural Information Processing Systems 25,
F. Pereira, C. J. C. Burges, L. Bottou, and K. Q. Weinberger,
Eds., pp. 1097–1105. Curran Associates, Inc., 2012.
[20] Olaf Ronneberger, Philipp Fischer, and Thomas Brox, “U-net:
Convolutional networks for biomedical image segmentation,”
in International Conference on Medical image computing and
computer-assisted intervention. Springer, 2015, pp. 234–241.
[21] “Spacenet on amazon web services (aws),” Datasets. The
SpaceNet Catalog. Last modified April 30, 2018. Accessed on
January 28, 2020.
[22] Diederik P Kingma and Jimmy Ba, “Adam: A method for
stochastic optimization,” arXiv preprint arXiv:1412.6980,
2014.
[23] Wald Lucien, “Data fusion: Definitions and architectures,” Les
Presses de l’Ecole des Mines, 2002.
[24] J Zhou, DL Civco, and JA Silander, “A wavelet transform
method to merge landsat tm and spot panchromatic data,” In-
ternational journal of remote sensing, vol. 19, no. 4, pp. 743–
757, 1998.
[25] Luciano Alparone, Bruno Aiazzi, Stefano Baronti, Andrea
Garzelli, Filippo Nencini, and Massimo Selva, “Multispectral
and panchromatic data fusion assessment without reference,”
Photogrammetric Engineering & Remote Sensing, vol. 74, no.
2, pp. 193–200, 2008.
