Stein's formula states that a random variable of the form z ⊤ f (z) − div f (z) is mean-zero for all functions f with integrable gradient. Here, div f is the divergence of the function f and z is a standard normal vector. A Second Order Stein formula is proposed to characterize the variance of such random variables.
holds, where the divergence of f is divf = n i=1 (∂/∂x i )f i . We refer the reader to the book [CGS10] for a recent survey on Stein's formula and its applications to normal approximation.
In other words, Stein's formula (1.1) states that the random variable
is mean-zero. The topic of the current paper is the following Second order Stein formula, which provides an identity for the variance of the random variable (1.2).
Theorem 1.1. Let z = (z 1 , ..., z n ) be a standard normal N (0, I n ) random vector. Let f 1 , ..., f n be functions R n → R and f be the column vector in R n with i-th component equal to f i . Assume throughout that the expectation of each f i exists, i.e., E[|f i (z)] < +∞.
(i) Assume that each f i is twice continuously differentiable and that its first and second order derivatives have sub-exponential growth. Then Here and in the sequel, an indefinite integral f of the form given in Theorem 1.1 (iii) will be called an almost differentiable function as in [Ste81] and the matrix M will be denoted by ∇f . Similarly, f :
Here is a proof of (i). Extensions (ii) and (iii) are proved in Appendix A.
Since f is twice continuously differentiable, by Schwarz Theorem on the symmetry of the second derivatives we have j (∂/∂x j )(∂/∂x i )f j = ℓ (∂/∂x i )(∂/∂x ℓ )f ℓ and the proof of (1.3) is complete.
Throughout the paper, · is the Euclidean norm and · F the Frobenius norm. Denote by ∇f i the gradient of each f i , and by ∇f the matrix in R n×n with columns ∇f 1 , ..., ∇f n . The second order Stein formula (1.3) can then be rewritten as
(1.5) By the Cauchy-Schwarz inequality,
If ∇f (z) is almost surely symmetric, then trace((∇f (z)) 2 ) = ∇f (z) 2 F and the above inequality is actually an equality. However the inequality in (1.6) is strict otherwise.
If ε ∼ N (0, σ 2 I n ) with σ = 1 and f : R n → R n satisfies one of the assumption of Theorem 1.1, then
is easily obtained by setting z = ε/σ and applying Theorem 1.1 tof (x) = σf (σx).
We provide in the next sections several applications of the Second Order Stein formula (1.3). Section 2 leverages the above formula to construct an unbiased risk estimate for Stein's Unbiased Risk Estimate (SURE) in the Gaussian sequence model. We shall call this general method SURE for SURE. Section 3 provides bounds on the variance of random variables of the form div f (z) for functions f as in the above result. Section 4 provides new bounds on the variance of the size of the model selected by the Lasso in sparse linear regression. Section 5 provides SURE for SURE formulas for the Lasso and E-net. Section 6 provides a scheme to de-bias a general class of estimators in linear regression where one wishes to estimate a low-dimensional projection of the unknown regression coefficient vector.
SURE for SURE
In the Gaussian sequence model, one observes y = µ + ε where the noise ε ∼ N (0, I n ) is standard normal and µ is an unknown mean. Given an estimator µ(y) of the form µ = y + f (y) where f : R n → R n is some known almost differentiable function with ∇f in L 1 , SURE provides an unbiased estimate of the mean square risk E µ − µ 2 given by SURE = f (y) 2 + 2 div f (y) + n.
(2.1)
The fact that this quantity is an unbiased estimate of E µ − µ 2 is a consequence of the identity
whenever all partial derivatives of f are in L 1 . The random variable div f (y) can be computed from the observed data since it only involves y as well as the partial derivatives of f . The quantitydf = n−div f (y) is an estimator sometimes referred to as the empirical degrees of freedom of the estimator µ.
Here, we define the mean square risk of the scalar estimator SURE by
This means we treat SURE as an estimate of the squared prediction error µ − µ 2 as well. This is reasonable as the actual squared loss µ − µ 2 is often a more relevant target than its expectation.
SURE is widely used in practice to estimate µ − µ 2 or E µ − µ 2 either because it is of interest to estimate the prediction error of µ, or because several estimators of the mean vector µ are available and the statistician hopes to use the SURE of each estimator in order to compare them on equal footing. Although SURE provides an unbiased estimate of the loss µ − µ 2 and its expectation, such estimate may end up been unusable, or provide spurious estimates, if the quantity (2.2) is too large. For estimators of interest where SURE is used in practice, it is important to understand the risk of SURE given by (2.2) in order to provide some uncertainty quantification about the success of SURE. For instance, one should expect SURE to be successful if R 1/2 sure is negligible compared to SURE, i.e., R 1/2 sure ≪ SURE. On the other hand, if R 1/2 sure ≫ SURE then we would expect that estimates from SURE would be spurious with constant probability and SURE should not be trusted. [DJ95] studied the performance of SURE optimized separable threshold estimator (SureShrink) and thus the accuracy of SURE in this special case. [DKF + 13] derives an identity for the quantity (2.2) in the special case of of the Lasso. In a general study of SURE tuned estimators, [TR18] developed a correction for the excess optimism with the nominal SURE in such schemes. Section 5 in [JM + 18] establishes consistency of SURE for the Lasso with random design and identity covariance matrix if the tuning parameter is large enough. However, we are not aware of the existence of a credible general method of assessing the performance of SURE in the literature.
The following result computes the expectation of the quantity (2.2) as well as an unbiased estimator of it.
Theorem 2.1. Let ε ∼ N (0, I n ) and y = µ + ε. Let µ = f (y) + y be an estimator of µ with f : R n → R n satisfying the assumptions of Theorem 1.1, and define SURE by (2.1). Then
Consequently, SURE for SURE
is an unbiased estimate of the risk of SURE in (2.2).
imsart-generic ver. 2014/10/16 file: 2nd-order-stein.tex date: November 20, 2018
As the quantities in (2.3) and (2.4) are identical without taking the expectation, SURE for SURE is also given by
Proof. For brevity, write div f for div f (y) and f for f (y). By simple algebra
The variance of ε 2 is 2n hence E[( ε 2 − n) 2 ] = 2n. By Theorem 1.1 we get
For the cross-term, applying Stein's formula twice we get
This completes the proof of the first equality. The second equality is obtained by observing that f (y) = µ(y) − y, hence
Remark 2.1. In the Gaussian sequence model where the noise ε has distribution N (0, σ 2 I n ) with σ = 1, the estimator SURE has the form
The same argument as above implies that in this setting, SURE for SURE is
As we have briefly discussed above the statement of Theorem 2.1, SURE is often used to optimize among different estimators. Consider for simplicity the comparison between two estimates µ (1) and µ (2) of µ. In this setting,
is the proper risk for SURE, where µ (1) and µ (2) are two estimates of µ, and
is the difference in SURE between µ (1) and µ (2) . Parallel to Theorem 2.1, the Second Order Stein formula leads to the following.
Theorem 2.2. Let ε ∼ N (0, I n ), y = µ + ε, and µ (1) and µ (2) be estimates of µ based on y. Let SURE (diff ) and R (diff ) sure be as in (2.9) and (2.10) and f (y) = µ (1) − µ (2) . Suppose f : R n → R n satisfies the assumptions of Theorem 1.1. Then,
Consequently, SURE for SURE, given by
is an unbiased estimate of the risk of SURE (diff ) in (2.10).
Proof. By algebra,
The conclusion follows directly from Theorem 1.1.
Upper bounds on the variance of the divergence
The second order Stein formula (1.3) lets us derive upper bounds of the variance of random variables of the form div f (z) where z ∼ N (0, I n ) and f is as in Theorem 1.1.
Proposition 3.1. Let f be as in Theorem 1.1. Then the variance of the random variable div f (z) satisfies
Consequently,
Proof. Define the function g by g(x) = x ⊤ f (x) for any x ∈ R n . When the functions g, f i , (∂/∂x j )f i and (∂/∂x j )g are treated as random variables, their argument is always z through the proof, so we simply write f i for f i (z) and similarly for g and the partial derivatives. We have (∂g
Recall that by convention, ∇f is the matrix with columns ∇f 1 , ..., ∇f n . By (1.4),
Using (1.3) for the first term and (3.3) for the second term implies (3.1).
Next, by the Gaussian Poincare inequality applied to g,
Combined with (3.1), this completes the proof of (3.2).
A striking feature of the above upper bound is that the variance of the random variable div f (z), defined using the first order derivatives of f , can be bounded from above using only first order partial derivatives of f . In particular, the second partial derivatives of f may be arbitrarily large or may not exist. This feature will be used in the next section to study the variance of the size of the model selected by the Lasso in linear regression, which takes the form div f for a certain function f .
The variance of the model size of the Lasso
Consider a linear regression model
where β is the true coefficient vector, ε ∼ N (0, σ 2 I n ) is the noise and X is a deterministic design matrix. Consider the penalized Lassoβ which solves the optimization problem
Let S = {j ∈ [p] : β j = 0} be the support of the Lasso. We are interested in the size of S denoted by | S|. Even though the Lasso and sparse linear regression have been studied extensively in the last two decades, little is known about the stochastic behavior of the discrete random variable | S|. Under the sparse Riesz or similar conditions, | S| β 0 with high probabilty [ZH08, Zha10, ZZ + 12] but such results only imply a bound of the form Var[| S|] β 2 0 on the variance; we will see below that the variance of | S| is typically much smaller. There are trivial situations where the behavior of | S| is well understood: if λ is very large for instance, then | S| = 0 with high probability. Or, under strong conditions on X and β that grants support recovery (cf. for instance, the conditions given in [MB + 06, ZY06, Tro06, Wai09]), S = supp(β) holds with probability at least 1 − 1/p 2 and in this case
Outside of these situations, studying | S| appears delicate; for instance, our previous attempts at studying the variance of | S| went as follows. Let (e 1 , ..., e p ) be the canonical basis in R p and let x j = Xe j for all j = 1, ..., p. The KKT conditions of the Lasso are given by
At a given point y, to understand the stability of S, a natural avenue is to identity how close the quantities x ⊤ j (y − Xβ)/(nλ) are from ±1 for the indices j / ∈ S. If many indices j / ∈ S are such that x ⊤ j (y − Xβ)/(nλ) is extremely close to ±1, then a tiny variation in y may push some of the quantities x ⊤ j (y − Xβ)/(nλ) towards ±1 resulting in many new variables entering the support for this tiny variation in y. The current model size | S| is non-informative about how many indices j / ∈ S are such that x ⊤ j (y − Xβ)/(nλ) is extremely close to ±1 and the random variable | S| appears prone to instability.
With the Second Order Stein formula (1.3) and the tools developed in the previous section, the variance of | S| can be bounded as follows. First, we need to describe a condition on the deterministic matrix X which ensures that the KKT conditions of the Lasso hold strictly with probability 1. We say that the KKT conditions hold strictly if
Assumption 4.1. For any subset A ⊂ [p] with rank(X A ) = min(|A|, n) and any
In Assumption 4.1, x j = k∈A γ k x k and k∈A γ k δ k = 1 if and only if x j lives in an (|A| − 1)-dimensional hyperplane in R n specified by |A| and δ k . Thus, the assumption holds with probability 1 when X is the realization of a continuous distribution over R n×p . Note that if X is not rank deficient in the sense that for any A ⊂ [p], the rank of X A is min(|A|, n), then one only needs to verify the above assumption for rank(X A ) = n.
Proposition 4.1. If X satisfies the above assumption then the set B = {j ∈ [p] : |x ⊤ j (y − Xβ)| = λn} is such that X B has rank |B| and the solutionβ to the optimization problem (4.2) is unique. Furthermore, if P v ⊤ ε = c = 0 for all vectors v = 0 and real c, then the KKT conditions of the lassoβ hold strictly with probability 1, i.e., (4.3) holds with probability 1.
The first part of the above proposition exists in the literature, see for instance [Zha10,  Section 3] or [TT12, Tib13] . The fact that the KKT conditions of the Lasso hold strictly with probability one is known although it is difficult to pinpoint an existing result in the literature. We provide a short proof here for completeness.
Proof. Assume that X B has rank strictly less than |B|. Then there must exist some j ∈ B and A ⊆ B \ {j} with x j = k∈A γ k x k and rank(X A ) = min(|A|, n). By the definition
1}. This is impossible by Assumption 4.1 on X. Hence X B has rank |B|. For the uniqueness, consider two Lasso solutionsβ andβ ′ of (4.2). It is easily seen that Xβ = Xβ ′ by the strict convexity of the squared loss in Xb in (4.2); actually the function y → Xβ is 1-Lipschitz (cf. for instance [BLT18] ). Furthermore bothβ,β ′ must be supported on B.
It remains to show that for any j / ∈ S, the KKT condition on coordinate j holds strictly with probability one. As X B has rank |B|, it suffices to consider the case of | S| < n. By imsart-generic ver. 2014/10/16 file: 2nd-order-stein.tex date: November 20, 2018 the KKT condition,β S = (X T S X S ) −1 {X T S y − nλsgn( β S )}. As P v ⊤ y = c = 0 for all deterministic v = 0 and real c,
for all deterministic {S, k, u} satisfying rank(X S ) = |S| < n, rank(X S∪{k} ) = |S| + 1 and u S ∈ {±1} S . Hence, P[|B| > | S|] = 0, which means that the KKT conditions ofβ must hold strictly with probability one.
Next define the function f : R n → R n by
Then the function f : ε → X(β − β) is 1-Lipschitz and this property holds true for all convex penalized Least-Squares estimators [BT17, Proposition 3]. Consequently the partial derivatives of f exist almost everywhere and are bounded. It is enough to compute the gradient of f Lebesgue almost everywhere and by the above Proposition, the KKT conditions holds strictly for almost every point ε 0 ∈ R n . If the KKT conditions of the Lasso hold strictly for ε 0 , then by Lipschitz continuity of ε → Xβ the KKT conditions also hold strictly in small enough nontrivial neighbourhood of ε 0 . In this small neighborhood, the sign and support ofβ are unchanged and we have for h small enough
where S denotes the locally constant support equal to the support ofβ(ε 0 ). In this neighbourhood the map h → Xβ(ε 0 + h) as well as the map h → X(β(ε 0 + h) − β) are locally affine with linear part equal to the orthogonal projection
We conclude this calculation with the following lemma. where S = supp(β) and P S is as in (4.5).
By Proposition 3.1 we obtain the following.
Theorem 4.3. Consider the linear model (4.1) and the Lassoβ in (4.2), with deterministic design X satisfying Assumption 4.1, true target vector β and noise ε ∼ N (0, σ 2 I n ). Then the variance of the size of the selected support satisfies
Consequently, Var[| S|] ≤ 2n as well as
with the convention x log(ep/x) = 0 for x = 0.
Proof. Assume σ = 1 without loss of generality due to scale invariance. The first claim follows from (4.5) and the discussion leading to it, combined with Proposition 3.1. Next we first use the rough bounds | S| ≤ n and P S ε ≤ ε to obtain Var[| S|] ≤ 2n. For the right term of the minimum, for a fixed A ⊂ [p], the random variable P A ε 2 has chi-squared distribution with at most |A| degrees of freedom and a classical tail bound (cf. for instance [LM00, Lemma 1]) states that 
By a second union bound over all possible support sizes m = 1, ..., p,
Finally, the integral identity E[max(X, 0)] = ∞ 0 P(X > x)dx for any random variable X yields
The proof is complete as the second inequality in (4.7) follows from the concavity of the function x → x log(ep/x).
By (4.7) it remains to bound E[| S|] to obtain explicit bounds on the variance of | S|. We provide below upper bounds on E[| S|] under two assumptions on X: the Sparse Riecz Condition (SRC) [ZH08, Zha10] and the Restricted Eigenvalue (RE) condition [BRT09] . Under both conditions, if the tuning parameter of the Lasso is large enough then the squared risk X(β − β) 2 /n is bounded from above by C(X)s 0 λ 2 with high probability [ZH08, Zha10, BRT09] and in expectation [YZ10, BLT18, BT17], where C(X) is a multiplicative constant that depends on X. We refer the reader to the books [BVDG11, GHV12, HTW15] and the references therein for surveys of existing results. Throughout the rest of this section, denote by s 0 = β 0 the number of nonzero coefficients, or sparsity, of the unknown coefficient vector β.
The Sparse Riecz Condition (SRC) [ZH08, Zha10] on the design X holds if for certain positive reals {c * , c * }, 
With x = log p, this implies that (4.10) holds with probability at least 1 − 1/p for Assume that the columns of X are normalized such that max j∈[p] Xe j 2 ≤ n. Let S be the support ofβ. Then the Lasso satisfies
where RE(S, c 0 ) = inf u∈R p : u S c 1 ≤c0 √ s0∨1 u (n −1/2 Xu / u ) and S is the support of β, provided that c 0 ≥ γ −1 2(1 + 2ω 2 /λ 2 ), e.g. c 0 = 2/γ. The proof of Theorem 4.4 is given in Appendix B. The Gaussian concentration theorem is used in [BT17, BLT18] to obtain bounds on E[ X(β − β) 2 ] as well as higher order moments of the squared risk; similar arguments are used to derive Theorem 4.4. If X satisfies Assumption 4.1 then the left hand side above is equal to (i) If λ is as in (4.12) for some γ, τ > 0 and max j=1,...,p Xe j 2 ≤ n then
where C = C(γ, τ ) > 0 and c 0 only depends on γ, τ and RE(S, c 0 ) is the constant defined in Theorem 4.4.
(ii) Assume that X satisfies the SRC condition (4.9) for some positive reals {c * , c * }. If λ is as in (4.11) then for some proper convex function h is such that the map f : ε → Xβ is 1-Lipschitz, see for instance [BT17] . Hence the partial derivatives of f (ε) = X(β − β) exist almost surely and the bound
holds by Theorem 1.1 and the fact that the operator norm of ∇f (ε) is bounded by 1 thanks to the 1-Lipschitzness of f . Similarly, the bound
holds by Proposition 3.1.
SURE for SURE in high-dimensional linear regression
The Lasso
We have derived in the previous section the gradient of ε → Xβ almost everywhere under Assumption 4.1. It is instructive to use these calculations to explicit SURE for SURE from Section 2 in the Lasso case. With the notation of Section 2, consider the sequence model y = µ + ε where ε ∼ N (0, I n ) and the unknown mean is µ = Xβ, as in the linear model (4.1). Set µ(y) = Xβ whereβ is the Lasso estimator (4.2). Under Assumption 4.1, Stein's Unbiased Risk Estimate is SURE = y − Xβ 2 + 2| S| − n. 
For the comparison of two Lasso estimatorsβ
(1) andβ (2) with different λ,
, where S (j) = supp(β (j) ) and P A is the projection onto the column space of X A .
Elastic Net
Similar computations can be carried out for other estimators such as the Group Lasso or the Elastic Net. For instance, consider the Elastic Net estimatorβ EN defined as the solution of the optimization problem
where λ, γ > 0. Set µ(y) = Xβ EN . Then by similar arguments as in the Lasso case, the KKT conditions of the optimization problem (5.5) hold strictly almost everywhere in y.
By differentiating the KKT conditions on a neighbourhood where the KKT conditions hold strictly (the details are omitted), the gradient of y →β EN is given by
and the gradient of y → Xβ EN is given by
where S ⊂ [p] is the set of nonzero coefficients ofβ EN . Stein's Unbiased Risk Estimate is given by (5.8) and SURE for SURE in the Elastic Net case is
for the difference between two E-nets or between the Lasso and E-net can be derived similarly as in (5.4). We omit the details.
De-biasing nonlinear estimators in high-dimensional linear regression
Consider a linear regression model y = Xβ + ε (6.1) with an unknown target vector β ∈ R p , a Gaussian noise vector ε ∼ N (0, σ 2 I n ), and a Gaussian design matrix X ∈ R n×p with iid N (0, Σ) rows. We assume that the covariance matrix Σ is known and invertible.
This section explains how to construct an estimate of a linear contrast θ = a 0 , β (6.2) from an initial estimatorβ. Here and in the sequel, ·, · denotes the scalar product in R n . Define
and assume for simplicity that a 0 is normalized such that a 0 , Σ −1 a 0 = 1.
By definition of u 0 , z 0 ∼ N (0, I n ) and z 0 is independent of XQ 0 . We assume throughout this section that we are given an initial estimatorβ. Since X = z 0 a ⊤ 0 + XQ 0 and the two random vectors z 0 , XQ 0 are independent, we viewβ as a function with three argumentsβ =β(y, z 0 , XQ 0 ) and we assume that the partial derivatives (∂/∂y)β and (∂/∂z 0 )β exist almost everywhere.
The estimatorβ provides an initial estimate of the unknown parameter θ (6.2) by the plug-in a 0 ,β . However, this estimator may be biased, and a first attempt to fix the bias is the following one-step MLE correction in the direction given by the one dimensional model {β + tu 0 , t ∈ R}, (6.4) a 0 ,β + z 0 , y − Xβ z 0 2 .
Variants of the above de-biasing scheme have been considered in [Zha11, ZZ14, BCH14, Büh13, VdGBR + 14, JM14, JM + 18], among others. We multiply by z 0 2 to avoid random denominators; the random variables z 0 2 is chi-square with n degrees of freedom, equal to n + O( √ n) with overwhelming probability so that z 0 2 ≈ n describes the number of observations.
When constructing the estimator (6.4) above by the one-step MLE correction, the statistician hopes that the quantity (6.5) z 0 2 a 0 ,β − β + z 0 , y − Xβ σ √ n is asymptotically standard normal; this is the ideal result to construct confidence intervals for the unknown parameter (6.2) at the √ n-adjusted rate. By simple algebra we have is negligible or not, compared to (z ⊤ 0 ε)/(σ √ n). For the derivation below, we will argue conditionally on (ε, XQ 0 ). We also define f : R n → R n by
The quantity (6.7) is still biased and Stein's formula lets us quantify the remaining bias exactly as follows
The partial derivatives (∂/∂z 0i )f i where f i is the i-th coordinate of f can be computed by the chain rule
Hence, the divergence of f , which quantifies the remaining bias in (6.7) is
where (6.9)ν = trace XQ 0 ∂β ∂y ,B = trace XQ 0 ∂β ∂z 0 .
It will be convenient to write div f instead as (6.10) div f = a 0 , β −β ν +Â whereÂ =B + a 0 ,β ν.
The quantitiesν,Â andB above can be constructed from the observed data since they only depend on X, Q 0 , y and the derivatives ofβ. However, the quantity a 0 , β is unknown; it is the parameter of interest that we wish to estimate. This motivates the estimator of θ = a 0 , β defined by (6.11)θ = a 0 ,β + z ⊤ 0 (y − Xβ) +Â z 0 2 −ν withÂ andν as in (6.9) and (6.10). This estimatorθ is constructed so that the random variable
is exactly mean-zero by the first-order Stein's formula (1.1). Furthermore, the variance of this random variable can be expressed exactly in terms of the derivatives of f thanks to the Second Order Stein formula (1.3). We gather the above derivation in the following theorem.
Theorem 6.1. Letβ be an estimator such that, if we write it as a function β(y, z 0 , XQ 0 ), all partial derivatives with respect to y and z 0 exist and are in L 2 . Define the estimatorθ of θ = a 0 , β by (6.11), withν andÂ as in (6.9) and (6.10). Then the random variable
is exactly mean-zero and its variance is exactly equal to
The random variable z ⊤ 0 ε/(σ √ n) is asymptotically standard normal. Indeed, if Z n = ε ⊤ z 0 /(σ z 0 ) then Z n has standard normal distribution and is independent of z 0 so
For the last two inequalities, we used that √ n − 1 ≤ E z , which holds thanks to the Gaussian Poincare inequality E[ z 0 2 ] = n ≤ (E z ) 2 + 1, and the elementary inequality 1 − √ 1 − x ≤ x for all x ∈ (0, 1). It follows that the random variable (6.12) converges to 0 in L 2 if and only if (6.13) converges to 0. If this is the case, the random variable ( z 0 2 −ν)(θ − θ) σ √ n converges in L 2 to a standard normal.
The above construction provides a general scheme to de-bias an initial estimatorβ for the estimation of a linear contrast θ = a 0 , β when the covariance matrix Σ is known. Theorem 6.1 is a direct consequence of the Second Order Stein formula (1.3).
A notable feature of the above result is the random variableν whose role is to adjust multiplicatively the random variable (θ − θ) so that ( z 0 −ν)(θ − θ) is exactly meanzero. This adjustment accounts for the degrees-of-freedom of the initial estimatorβ. We refer to our concurrent paper [BZ18] for theory of degrees-of-freedom adjustment in semiparametric inference about a preconceived one-dimensional parameter θ = a 0 , β . f ǫ (x) = (f ⋆ ϕ ǫ )(x) = f (y)ϕ ǫ (x − y)dy. Then f ǫ → f pointwise almost everywhere as ǫ → 0 by the Lebesgue differentiation theorem. To show that the partial derivatives of f ǫ converges to that of f , note that (∂/∂x i )f ǫ = ((∂/∂x i )ϕ ǫ ) ⋆ f by dominated convergence. Since f is Lipschitz, it is differentiable almost everywhere, it is also weakly differentiable and the directional derivatives and the weak derivatives are almost everywhere equal. Denoting by D i f the weak derivative of f with respect to x i , we have by definition of the weak derivative ((∂/∂x i )ϕ ǫ ) ⋆ f = ϕ ǫ ⋆ (D i f ) which is also equal to ϕ ǫ ⋆ ((∂/∂x i )f ). The function (∂/∂x i )f is locally integrable, hence we get pointwise convergence almost everywhere of the derivatives,
again by the Lebesgue differentiation theorem.
Furthermore, each f ǫ is also L-Lipschitz thanks to
Since f ǫ is smooth and Lipschitz, (1.3) holds. We conclude by applying the dominated convergence theorem. Since f ǫ is L-Lipschitz, the quantities inside the expectations in (1.3) are dominated, for instance, by 1 ∨ x 4 ∨ L 2 ∨ f (0) times a multiplicative constant possibly depending L and the dimension. Let X n = z ⊤ f n (z) − div f n (z) and X = z ⊤ f (z) − div f (z). As f n (x) → f (x) for all x by the monotone convergence theorem, Theorem 1.1 (ii) yields
Hence, with another application of Theorem 1.1 (ii),
This completes the proof.
