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Resum del Projecte 
Les xarxes de comunicacions han experimentat un creixement exponencial en els últims anys, el 
nombre de dispositius connectats a Internet no ha parat de créixer.  Es gràcies a l’algorisme de 
control de congestió del protocol TCP que els enllaços de la xarxa no col·lapsen donat l’elevat tràfic 
que es pot arribar a cursar. L’estàndard d’aquest algorisme es va dissenyar l’any 1990 i s’anomena 
TCP Reno.  L’algorisme no es va desenvolupar tenint en compte les característiques d’un enllaç 
satèl·lit i calen solucions per millorar el seu rendiment. 
Quan es volen connectar dues seus que es troben a una zona de difícil accés, una fora de l’abast de 
l’altre, i no existeix cobertura de dades terrestre, les xarxes satèl·lits es fan imprescindibles.  L’enllaç 
satèl·lit es caracteritza per tenir un retard de propagació elevat, un ample de banda considerable i 
sofrir pèrdues originades per fenòmens atmosfèrics i radiacions còsmiques o solars que afecten el 
rendiment de l’algorisme de control de congestió estàndard: es degrada la taxa de transferència de 
dades i es presenta un problema d’equitat en compartir l’enllaç amb un altre flux.   
En aquest projecte s’ha dissenyat i implementat una infraestructura de baix cost on emular el 
comportament de l’enllaç satèl·lit fent ús de tecnologies de virtualització, aconseguint que el sistema 
emulat es comporti de la manera més transparent possible, caracteritzant el comportament del 
sistema real.  La infraestructura satèl·lit virtual implementada ens permet estudiar i avaluar les 
alternatives existents per millorar el protocol TCP en comunicacions que fan servir un satèl·lit 
geoestacionari.    
Les solucions de millora identificades s’han dividit en mecanismes basats en característiques 
estàndard del protocol TCP i en les variants de l’algorisme de control de congestió TCP.  Es realitza 
la comparativa del rendiment de l’estàndard TCP Reno amb les variants TCP Cubic, TCP Hybla, TCP 
Vegas i TCP Westwood.                 
Els resultats obtinguts mostren que TCP Cubic és la variant que presenta millor eficiència però una 
major latència. TCP Hybla té una bona eficiència, particularment quan es transfereixen arxius d’una 
mida petita i la latència resulta ser menor que la de l’estàndard TCP Reno.  La variant TCP Vegas és 
la que té una menor latència però no supera en eficiència a variants com TCP Hybla o TCP Cubic, 
però te un gran problema d’equitat amb d’altres variants i amb una variant de la mateixa classe. TCP 
Westwood a més de presentar un problema d’equitat amb una variant de la mateixa classe en 
determinades circumstàncies pot estimar un ample de banda més baix que el realment disponible 
impactant en el rendiment.  
La comparativa entre variants TCP en el cas d’un entorn amb pèrdues a l´enllaç satèl·lit, mostra que 
la millora del ràtio d’eficiència respecte l’estàndard TCP Reno és espectacular, i pot suposar un 
increment de fins a 40 punts percentuals quan es fa servir una variant TCP adaptada a les 
característiques de l’enllaç satèl·lit. 
S’estudia la mida òptima que ha de tenir el buffer del mòdem satèl·lit perquè l’enllaç no fluctui i es 
mantingui ocupat durant tota la transmissió. S’obté com a resultat que la mesura del buffer ha de ser 
entorn al BDP (Bandwidth Delay Product) de l’enllaç satèl·lit, mides més grans introduiran una major 
latència.  Si no es possible controlar la mida del buffer satèl·lit l’ús de la variant TCP Vegas pot ser 
una alternativa. 
Quan no es possible canviar la variant TCP del node emissor un Performance Enhancing Proxy 
(PEP) pot ser la solució per millorar el rendiment del protocol TCP en l’enllaç satèl·lit.  El PEP 
intercepta els segments i divideix la connexió establint-ne una de nova fent ús d’una altre variant TCP 
adaptada a les característiques de l’enllaç.  S’ha estudiat el rendiment de la solució open source 
PEPsal en la infraestructura satèl·lit virtual desenvolupada.  




    
Resumen del Proyecto 
Las redes de comunicaciones han experimentado un crecimiento exponencial en los últimos años.  El 
número de dispositivos conectados a Internet no ha parado de aumentar y, en el mundo digital en el 
que vivimos, generan un ingente tráfico de datos que colapsaría los enlaces de la red si no fuese por 
el mecanismo de control de congestión del protocolo TCP. El estándar de este mecanismo 
denominado TCP Reno fue creado en el año 1990. 
Cuando se quiere interconectar dos sedes remotas que se encuentran en una zona de difícil acceso 
o sin cobertura de datos terrestre las redes satelitales se convierten en imprescindibles, pero TCP 
Reno no fue diseñado pensando en un enlace satélite.  Ante el retardo elevado, la alta capacidad y 
las pérdidas originadas por fenómenos atmosféricos y radiaciones cósmicas o solares que 
caracterizan este tipo de enlaces, TCP Reno sufre una degradación importante en el throughput y 
presenta un problema de equidad por lo que se necesitan alternativas que mejoren el rendimiento del 
protocolo cuando se hace uso de un satélite de comunicaciones. 
En este proyecto se estudian y evalúan las alternativas que pueden llegar a mejorar el desempeño 
del protocolo TCP en comunicaciones vía satélite geoestacionario.  Para ello, se ha diseñando e 
implementando una infraestructura de bajo coste en la que emular el comportamiento del enlace 
satélite mediante la tecnología de virtualización, de forma que el sistema emulado se comporta lo 
más transparentemente posible, caracterizando el comportamiento del sistema real.   
Las soluciones de mejora identificadas se han dividido en mecanismos basados en las 
características estándar del protocolo TCP y en las variantes del algoritmo de control de congestión 
TCP. Se realiza una comparativa del estándar TCP Reno con las variantes TCP Cubic, TCP Hybla, 
TCP Vegas y TCP Westwood. 
Haciendo uso de la tecnología UML se implementan los bancos de pruebas con una infraestructura 
en la que emular el comportamiento del enlace satélite y se mide la evolución de la ventana de 
congestión para cada variante TCP evaluando su desempeño en base a su eficiencia, latencia, 
adaptabilidad y equidad. 
La comparativa muestra como TCP Cubic es la variante que presenta generalmente mayor eficiencia 
pero también la mayor latencia.  TCP Hybla presenta una eficiencia muy buena, destacando sobre el 
resto en transferencias de archivos de pequeño tamaño con una latencia mejor que el estándar 
Reno.  TCP Vegas es la variante con una menor latencia pero no supera en eficiencia a TCP Hybla y 
TCP Cubic.  El mayor problema de TCP Vegas es su equidad con otras variantes y con otra variante 
afín. TCP Westwood no es equitativa con variantes afines y en algunos casos puede estimar un 
ancho de banda inusualmente bajo que impacte en su rendimiento.   
La comparativa entre variantes TCP para un entorno ruidoso del enlace satélite, muestra que la 
mejora del ratio de eficiencia con respecto al estándar TCP Reno es espectacular y puede suponer 
un incremento de 40 puntos porcentuales, si se hace uso de una variante TCP adaptada a las 
características del enlace satélite.   
Se evalúa el tamaño óptimo del búfer del módem satélite que resulta ser entorno al BDP (Bandwidth 
Delay Product), tamaño mínimo que asegura que el enlace satélite no fluctúa y se mantiene ocupado 
durante toda la transmisión.  Tamaños mayores del búfer del módem satélite causan un aumento de 
la latencia.  La variante TCP Vegas puede resultar idónea para situaciones en las que no existe 
control sobre el tamaño del búfer.   
Se estudia y evalúa el uso de la solución opensource PEPsal cuando no es posible actuar sobre la 
variante TCP en el emisor: Intercalar un Performance Enhancing Proxy (PEP) antes del enlace 
satélite provoca una mejora en el rendimiento del protocolo TCP.  El PEP permite dividir la conexión, 
interceptar los segmentos  y establecer una nueva conexión con otra variante TCP adaptada al 




   
Abstract 
Communication networks have experienced a dramatic growth in the past two decades. The number 
of devices connected to the Internet has been growing exponentially. If TCP congestion control 
algorithm was not present, network links would collapse due to generated traffic. This algorithm was 
developed in 1990 and was named TCP Reno. 
Satellite networks can connect two remote sites through a satellite communication link when there is 
no terrestrial network, but TCP Reno was not designed to be used over satellite links. 
A satellite communication link is characterized by high bandwidth, long propagation delays and 
corruption losses due to cosmic radiation and meteorological phenomena. When standard TCP Reno 
is used on such links, TCP protocol suffers from significant throughput degradation and a fairness 
issue so a solution is required. 
Identified solutions are based on TCP characteristics and TCP variants. This thesis focuses on 
development of a low cost platform, using channel emulation and equipment virtualization techniques, 
to emulate a satellite network, and its use to compare performance evaluation of TCP variants in 
geostationary satellite links. Tested TCP variants are TCP Reno, TCP Cubic, TCP Hybla, TCP Vegas 
and TCP Westwood. 
Our results show that TCP Cubic is the most efficient TCP variant but also the one with the long 
latency. TCP Hybla has a really good efficiency, particularly on short size file transfers and has low 
latency than TCP Reno.  TCP Vegas is the lowest latency TCP variant, not as efficient as TCP Hybla 
and TCP Cubic, but it suffers a fairness and friendliness issue.  TCP Westwood has a fairness issue 
and its own bandwidth estimator can sometimes underestimate link capacity causing TCP 
performance degradation. 
If corruption losses are present at satellite link, comparative performance evaluation study shows that 
an improvement up to 40 percentage efficiency ratio points can be achieved using a TCP variant 
different than TCP Reno. 
Satellite modem buffer sizing has been evaluated to achieve satellite link stability with maximum 
throughput. Our results show buffer size of BDP (Bandwidth Delay Product) satellite link as the 
optimum buffer size.   A bigger buffer size would introduce a high latency.  TCP Vegas could solve 
this issue if modem buffer size can’t be changed. 
A Performance Enhancing Proxy (PEP) can improve TCP performance when used in satellite 
communication link, splitting the connection and establishing another one with a TCP variant not 
initially supported by the host and adapted to satellite channel characteristics.  Open source PEPsal 
solution is tested and evaluated over the developed virtual testbed platform. 











    
1. Introducción 
1.1. Contexto del proyecto 
Las redes de comunicaciones han experimentado un crecimiento exponencial en los últimos años 
permitiendo la interconexión de dispositivos remotos entre sí.  Indiscutiblemente vivimos en un 
mundo interconectado digitalmente, el auge de los smartphone, tablets, notebooks y ordenadores 
personales ha sido espectacular desde el nacimiento de Internet, la red de redes.   
Internet es un conjunto descentralizado de redes de comunicación interconectadas entre sí haciendo 
uso de la familia de protocolos TCP//P definidos en un conjunto de publicaciones del grupo de trabajo 
de ingeniería de Internet (IETF) comúnmente denominadas RFC (Request for Comments).  Los 
orígenes de Internet se remontan al año 1969 cuando se estableció la primera conexión entre 
computadores a través de una red conocida como ARPANET entre tres universidades situadas en 
California. Steve Crocker, considerado uno de los padres de Internet, el 7 de Abril de 1969 escribe la 
primera RFC, podemos considerar este el inicio simbólico de Internet.  El inicio real se remonta al 1 
de Enero de 1983 cuando se estrena ARPANET en el backbone de la red de la universidad National 
Science Foundation (NSF).  Será este backbone el precursor de la World Wide Web, un conjunto de 
servidores, que hoy en día, forma parte nuestro entorno y consultamos a través de nuestros 
ordenadores, tablets y dispositivos móviles dando origen a lo que en la actualidad es Internet.   
El crecimiento de dispositivos conectados a Internet ha sido espectacular en los últimos años, hasta 
tal punto, que el sistema de direccionamiento IPv4 se agotó en el año 2015 en el Registro Americano 
de Números de Internet (ARIN) en los Estados Unidos, al igual que en el Centro de Coordinación de 
redes IP europeas (RIPE NCC).  Que se haya agotado el direccionamiento IPv4 no implica un 
estancamiento en el número de dispositivos interconectados puesto que el nuevo sistema de 
direccionamiento IPv6 va a permitir que, gracias al internet de las cosas, al auge de la domótica y la 
probable interconexión a Internet de cualquier wearable, se produzca un crecimiento aún si cabe 
mayor del número de dispositivos interconectados a través de Internet en los próximos años. 
Todos estos dispositivos permanecen interconectados en el mundo digital en el que vivimos, 
generando tráfico de datos y los enlaces en la red parece que no colapsan.  Se lo debemos 
agradecer, en parte, a Van Jacobsen y Michael Karels. 
En Octubre de 1986 ocurrió algo importante en Internet, la red por primera vez experimentó una 
congestión importantísima y colapsó el ancho de banda disponible en un factor de 1000 en el enlace 
entre el laboratorio de Berkeley (LBL) y la universidad de California (UC Berkeley), separados en 
unos 400 metros, pasando de los 32Kbits por segundo a 40 bits por segundo.  Tras este colapso se 
sucedieron otros que pusieron a Van Jacobsen y Michael Karels a investigar lo sucedido, dando 
nacimiento al algoritmo de control de congestión TCP Tahoe en el año 1988 y posteriormente TCP 
Reno en el año 1990. 
Gracias al algoritmo de control de congestión la capa de transporte da un servicio a la capa de red a 
través del protocolo TCP que permite controlar la congestión de forma proactiva y prevenir que una 
conexión TCP inunde un enlace o conmutador de red con una cantidad de tráfico excesiva 
colapsando el enlace.   
El algoritmo de control de congestión estándar fue pensado y diseñado para su uso en redes 
cableadas, pero en las últimas décadas han proliferado nuevas tecnologías de conectividad a nivel 
de enlace tales como redes wifi, redes de telefonía móvil 3G y 4G o redes satelitales.  El algoritmo no 
siempre se comporta de una forma óptima cuando se hace uso de estos nuevos medios de acceso a 
la red. 
Las redes satelitales permiten la conexión a Internet a través de un enlace satélite cuando los 
equipos se encuentran en zonas de difícil acceso o sin cobertura de datos terrestre.  Cuando 
queremos interconectar dos sedes remotas, las tecnologías de acceso a redes cableadas como 
pueden ser el ADSL, FTTH, o a redes móviles como 4G LTE o 3G UMTS, puede que no estén a 
nuestro alcance.  Es entonces cuando las redes satelitales se convierten en imprescindibles.  En la 
red satelital, la señal de datos digital modulada viaja al satélite mediante una antena parabólica 
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desde la sede remota  y se entrega en la antena receptora desde el propio satélite a la otra sede 
permitiendo llegar a zonas de difícil cobertura.  
El algoritmo de control de congestión del protocolo TCP de los años 1988 y 1990 no fue diseñado 
pensando en un enlace satélite que se caracteriza por tener un retardo de propagación elevado, 
disponer de un ancho de banda que puede ser considerable y sufrir unas pérdidas ocasionadas por 
fenómenos atmosféricos, gases y radiaciones cósmicas o solares. 
El protocolo TCP y su algoritmo de control de congestión, ante el retardo, la alta capacidad y el 
entorno ruidoso del enlace satélite sufre una degradación importante en el throughput y presenta un 
problema de equidad en la asignación del ancho de banda ante la presencia de más de un flujo de 
datos transmitido de forma simultánea, por lo que se necesitan alternativas que mejoren el 
rendimiento del protocolo cuando se hace uso de un satélite de comunicaciones. 
En este proyecto se estudian y evalúan las alternativas que pueden llegar a mejorar el desempeño 
del protocolo TCP en comunicaciones vía satélite geoestacionario.  Para ello se ha diseñado e 
implementado una plataforma que permite evaluar el rendimiento de las soluciones existentes.  En el 
próximo apartado se describe el objetivo de esta plataforma. 
1.2. Objetivos 
El objetivo de este proyecto es el estudio y evaluación de las alternativas existentes que permiten 
mejorar el rendimiento el protocolo TCP en un enlace satélite geoestacionario, diseñando e 
implementando para ello una infraestructura de bajo coste en la que emular el comportamiento del 
enlace satélite y poder evaluar el rendimiento de las alternativas de mejora del protocolo TCP.   
El estudio y análisis en una infraestructura real supone unos costes de despliegue elevados y se 
dificulta el control sobre parámetros tales como los búferes de los módems satélite, el retardo, las 
pérdidas del enlace y el ancho de banda. 
La emulación del enlace satélite nos permite aproximarnos al comportamiento que tiene el enlace en 
la infraestructura real.  Las técnicas de virtualización nos permiten implementar una infraestructura 
virtual equivalente a la realizada de forma convencional con los equipos reales, como alternativa a la 
implantación en una infraestructura real que dispararía los costes de despliegue. 
Mediante la tecnología de virtualización podemos ejecutar de forma simultánea un sistema de 
máquinas virtuales e interconectarlas de modo que se comporten de manera equivalente al mismo 
sistema implementado con máquinas reales. El objetivo es que el sistema emulado se comporte lo 
más transparentemente posible, idealmente igual que el sistema real. 
Se consigue de esta manera emular toda la infraestructura satélite, incluyendo el equipamiento de 
conexión de las sedes interconectadas a través del enlace satélite, haciendo uso de un único 
ordenador portátil de bajo coste. Asimismo conseguir emular el entorno real puede ser muy práctico 
para no interferir con el entorno en producción, montando una infraestructura paralela destinada a  
pruebas. 
El coste de la infraestructura hardware real para la interconexión y los equipos informáticos 
necesarios, sin contar con el alquiler e instalación de la infraestructura satélite ni los módems, sería 
25 veces superior al coste del equipo portátil propuesto.  Sólo el coste de los módems satélite y las 
antenas parabólicas, sin tener en cuenta el alquiler mensual del servicio satélite, puede suponer 42 
veces el coste del equipo portátil dónde se ha llevado a cabo la emulación. 
Las técnicas de virtualización, junto con las herramientas de emulación, nos permiten definir varios 
nodos y recrear las interconexiones generando un escenario de red complejo.  Emular en dicho 
escenario el enlace satélite y usar un único equipo físico ahorra el despliegue real y facilita la gestión. 
Linux, por su versatilidad y filosofía de código abierto, ha sido el sistema operativo usado para 
implementar y diseñar la plataforma de evaluación de las alternativas de mejora en el protocolo TCP, 
y Linux traffic control haciendo uso de netem y el filtro token bucket,  la herramienta de emulación 
que ha permitido que la plataforma se comporte de manera equivalente al enlace satélite emulando 




    
las características del enlace y los módem satélite.  La tecnología UML (User Mode Linux) es la 
encargada de virtualizar los nodos, conmutadores y redes de la infraestructura en el equipo físico.  
Además ha sido necesario generar y capturar el correspondiente tráfico a través de la infraestructura 
virtualizada para poder realizar el estudio y análisis del comportamiento del protocolo TCP a través 
del enlace satélite geoestacionario emulado. 
Las técnicas de virtualización nos han permitido asimismo una gestión remota de los nodos y 
conmutadores a través de la infraestructura virtualizada con la finalidad de gestionar las tareas de 
generación de tráfico, captura de segmentos y provisión de los parámetros de emulación del enlace 
satélite para facilitar el posterior análisis y evaluación de las alternativas de mejora del protocolo 
TCP. 
Ha sido necesario identificar cuáles son las alternativas de mejora propuestas realizando una 
investigación documental entre RFCs, papers o documentos técnicos publicados al respecto.  Al no 
existir una solución estandarizada, y ante la ingente cantidad de propuestas, se han seleccionado las 
consideradas de interés, a fin de mejorar el desempeño del protocolo TCP en comunicaciones vía 
satélite geoestacionario.  Las soluciones identificadas se han dividido en mecanismos de mejora 
basados en las características estándar del protocolo TCP y las basadas en las variantes del 
algoritmo de control de congestión TCP.  El sistema Linux permite intercambiar la variante del 
algoritmo de control de congestión TCP en el kernel, entre todos los módulos de variantes TCP 
disponibles para el kernel se han seleccionado, en base a sus características, las que pueden 
resultar más interesantes en un entorno satélite.  Las variantes al algoritmo de control seleccionadas 
han sido: 
 TCP Cubic 
 TCP Hybla, 
 TCP Vegas 
 TCP Westwood  
Tras implementar y virtualizar la infraestructura satélite emulando el enlace, se analiza, evalúa y 
compara, en la plataforma diseñada, el rendimiento entre las variantes del algoritmo de control de 
congestión seleccionadas. 
Finalmente se evalúa una alternativa de mejora basada en un PEP (Performance Enhancing Proxy).  
Cuando el nodo emisor no tiene la capacidad de establecer una variante TCP distinta a la 
programada en el código interno de la pila TCP/IP en su sistema operativo, como es el caso del 
sistema operativo Windows, la alternativa es hacer uso de un PEP.  Un PEP es un equipo que se 
intercala en la red y que intercepta el tráfico TCP  entre el proceso emisor y receptor dividiendo la 
conexión.  Tras interceptar el tráfico, el PEP establece una nueva conexión con el proceso receptor 
haciendo uso de una variante TCP modificada con la finalidad de aumentar el rendimiento de la 
conexión.  
PEPsal, es un PEP de código abierto y uso libre, se desarrolló en la Universidad de Bolonia (Italia) en 
el año 2005.  Se ha intercalado un equipo con PEPsal instalado en la infraestructura satélite 
virtualizada, analizando y evaluando en el banco de pruebas diseñado, su rendimiento respecto al 
protocolo estándar TCP. 
1.3. Estructura de la memoria 
La memoria se ha estructurado en tres grandes bloques, el primer bloque abarca los fundamentos 
técnicos y comprende los capítulos 2 a 5, el segundo bloque contempla el diseño, implementación y 
validación de la infraestructura virtualizada y comprende los capítulos 6 a 10, el tercer bloque 
presenta la metodología de análisis y los resultados obtenidos y comprende los capítulos 11 a 13.  
Finaliza la memoria un capítulo dedicado a las conclusiones y los correspondientes anexos y 
referencias. 
Fundamentos técnicos 
El capítulo 2 se centra en los fundamentos técnicos del protocolo TCP, en este capítulo se describe 
el modelo OSI, la estructura de la cabecera TCP y se detallan los servicios que el protocolo TCP 
ofrece a través de la capa de transporte al resto de capas: multiplexación y demultiplexación, 
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establecimiento de la conexión, finalización de conexión, entrega fiable de datos y control de flujo.  
Se explica el concepto de ventana deslizante y el funcionamiento de los eventos de pérdida de 
segmento, conceptos básicos para comprender el algoritmo de control de congestión estándar TCP 
Reno cuyo funcionamiento se detalla al final del capítulo. 
El capítulo 3 de fundamentos técnicos se centra en las características de las redes satelitales, se 
mencionan las tecnologías de conexión empleadas y los tipos de órbita.  Finaliza el capítulo la 
descripción de las características propias de un enlace satélite calculando el retardo de propagación, 
las características del ancho de banda del enlace y las pérdidas ocasionadas por la atenuación y el 
efecto del búfer del módem satélite sobre el enlace. 
El capítulo 4 de fundamentos técnicos desarrolla las implicaciones que tienen un alto retardo de 
propagación, un ancho de banda considerable y unas pérdidas elevadas en el enlace satélite en el 
desempeño del protocolo TCP.  Para ello se introduce el concepto de Bandwith Delay Product (BDP), 
y se detallan las implicaciones que tienen en el algoritmo de control de congestión un Round Trip 
Time elevado y la pérdida de segmentos.  Cierra el capítulo un análisis del dimensionado de los 
búferes del módem satélite para conseguir que el enlace satélite se mantenga siempre ocupado 
durante la transmisión y no fluctúe. 
El capítulo 5 recoge las alternativas de mejora resultado de la investigación documental entre RFCs, 
papers o documentos técnicos publicados al respecto, seleccionando las consideradas de interés con 
la finalidad de mejorar el desempeño del protocolo TCP en comunicaciones vía satélite 
geoestacionario.  Se dividen en: 
 Mecanismos de mejora basados en características del protocolo TCP: Path MTU Discovery, 
TCP for transactions, TCP Window scale option, TCP timestamp option, TCP SACKS y se 
detalla la posibilidad de aumento del valor inicial para la ventana de congestión. 
 Mecanismos de mejora basados en variantes del algoritmo de control de congestión: TCP 
Cubic, TCP Vegas, TCP Hybla, TCP Westwood 
 Performance Enhancing Proxy: Se detalla el funcionamiento del PEP y la implementación 
opensource PEPsal 
Implementación, diseño y validación 
El capítulo 6 introduce las tecnologías de virtualización y el uso de la herramienta Virtual Network 
User Mode Linux (VNUML) mencionando las características hardware del equipo anfitrión que será la 
plataforma de evaluación y análisis de las soluciones de mejora del protocolo TCP 
El capítulo 7 presenta el diseño de la infraestructura satélite real a emular que será el banco de 
pruebas, especificando el direccionamiento y encaminamiento necesarios.  En el capítulo se detallan 
las herramientas necesarias para el banco de pruebas: 
 Herramientas de emulación: Netem y token bucket filter 
 Herramientas de generación de tráfico: iperf, ftp, netcat, apache server, apache benchmark 
 Herramientas de captura de segmentos TCP y parámetros: TCP Probe, tcpdump, wireshark 
 Herramientas de análisis de segmentos TCP: Tcptrace, tshark 
 Herramientas de representación gráfica: gnuplot 
Asimismo se presenta el diseño del equipo emulador del enlace satélite y la provisión de parámetros 
en el emulador del enlace tales como retardo de propagación, ancho de banda y pérdidas.  Se 
indican los ajustes que deben realizarse en los peers TCP para que la ventana de recepción no 
interfiera en el tamaño de la ventana de congestión objeto de estudio y la activación de los 
mecanismos de mejora para un enlace satélite en las características del protocolo TCP.  Se detalla 
cómo cambiar en Linux el algoritmo de control de congestión y cierra el capítulo el diseño e 
implementación con VNUML del banco de pruebas en el equipo anfitrión. 
En el capítulo 8 se recogen los mecanismos de validación del banco de pruebas y el dimensionado 
de parámetros del filtro token bucket para la limitación del ancho de banda y emulación de los 
búferes del módem en el equipo emulador del enlace satélite  




    
El capítulo 9 presenta el diseño de la infraestructura satélite real a emular intercalando la solución 
basada en un PEP, especificando el direccionamiento y encaminamiento necesarios del banco de 
pruebas.  Cierra el capítulo el diseño e implementación con VNUML del banco de pruebas basado en 
PEPsal en el equipo anfitrión. 
En el capítulo 10 se recogen los mecanismos de validación del banco de pruebas basado en la 
solución opensource PEPsal. 
Análisis y resultados 
El capítulo 11 detalla las figuras de mérito que se usarán en la evaluación y comparativa de los 
resultados obtenidos: Eficiencia, latencia, equidad y adaptabilidad 
El capítulo 12 describe el diseño de los scripts de análisis en los bancos de pruebas con la finalidad 
de gestionar las tareas de generación de tráfico, captura de segmentos y provisión de los parámetros 
de emulación del enlace satélite para generar las métricas que permitan la consolidación de 
resultados. 
El capítulo 13 muestra los resultados obtenidos y evalúa y compara el rendimiento de las variantes 
del protocolo TCP en satélites geoestacionarios.  
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2. Fundamentos técnicos: TCP  
En este capítulo vamos a detallar los aspectos técnicos del protocolo TCP, conocer estos detalles 
técnicos nos va a permitir entender las implicaciones que conllevan las características particulares de 
los enlaces satélites sobre la capa de transporte y buscar soluciones que nos permitan mitigar los 
efectos provocados por estas características específicas, que abordaremos en los próximos capítulos 
de este bloque de fundamentos técnicos. 
2.1. El modelo OSI 
En el año 1977 la Organización Internacional para la Estandarización (ISO) crea un conjunto de 
reglas aplicables de forma general a todas las redes, que llegarán a constituir el Modelo de 
Interconexión de Sistemas Abiertos (Open System Interconnection (OSI)).  Cada fabricante de 
tecnologías de la información y comunicación desarrollaba sus propios protocolos para la 
interconexión de sus equipos e imperaba la necesidad de crear unos estándares que permitiesen la 
interconexión entre equipos de distintos fabricantes. 
En el año 1979 se instaura el modelo OSI de siete capas (ISO 7498) se trata de una normativa que 
define las diferentes fases por las que deben pasar los datos para viajar de un dispositivo a otro 
sobre una red de comunicaciones, cada capa tiene sus propias tareas y funciones y proporciona un 
servicio a la capa inmediatamente superior y hace uso de los servicios ofrecidos por la capa 
inmediatamente inferior. 
En base al modelo de referencia OSI y tras la experiencia con ARPANET (Advanced Research 
Project Agency Network), nace el modelo TCP/IP descrito por el IETF (Internet Engineering Task 
Force) en [RFC1122] y [RFC1123]  
Capa OSI TCP/IP 
7 Aplicación  




3 Red Internet 
2 Enlace Enlace  
1 Física Física 
Tabla 1: Comparación entre el modelo OSI y el modelo TCP/IP 
La capa física es la que se encarga de la topología de la red y de las conexiones globales de la 
computadora hacia la red, define los medios físicos por los que va a viajar la comunicación: cable 
trenzado, coaxial, guías de onda, aire, fibra óptica, etc. y define las características de los materiales 
(componentes y conectores) y eléctricas (niveles de tensión) que se van a usar en la transmisión de 
los datos a través del medio físico.  La unidad de datos de la capa física es el bit. 
La capa de enlace se ocupa del direccionamiento físico, del acceso al medio, de la detección de 
errores, de la distribución ordenada de tramas y del control del flujo.  El protocolo más generalizado  
usado en esta capa es el protocolo Ethernet estandarizado como IEEE 802.3.  La unidad de datos 
de la capa de enlace es la trama. 
La capa de red se encarga de identificar el enrutamiento existente entre una o más redes.  Forman 
parte de esta capa tanto los protocolos enrutables como los protocolos de enrutamiento.  Aunque el 
protocolo de enrutamiento pertenece a la capa de aplicación, da un servicio a la capa de red.  El 
protocolo usado en esta capa en el modelo TCP/IP es el protocolo Internet Protocol (IP) y algunos 
protocolos de enrutamiento que dan servicio a esta capa son: RIP, IGRP, EIGRP, OSPF y BGP.  El 




    
objetivo de la capa de red es hacer que los datos lleguen desde el origen al destino, aun cuando 
ambos no estén conectados directamente.   En este nivel se realiza el direccionamiento lógico y la 
determinación de la ruta de los datos hasta su receptor final. La unidad de datos de la capa de red 
es el paquete. 
El protocolo IP en sí no garantiza la entrega del paquete ni garantiza que el orden de recepción de 
los segmentos incluidos en los paquetes se corresponde con el orden de envío de los mismos.   
Asimismo, por lo general, la capa de red no proporciona mecanismos para el control de congestión 
en la propia red: según se congestiona la red el desbordamiento de los búferes del equipo de red 
(normalmente un router) provoca la pérdida del paquete. 
La capa de transporte es la encargada de efectuar el transporte de los datos (que se encuentran 
dentro del paquete) de la máquina origen a la de destino, independientemente del tipo de red física 
que se esté utilizando. Mientras que la capa de red proporciona una comunicación lógica entre 
equipos, la capa de transporte proporciona una comunicación lógica entre procesos que se ejecutan 
en diferentes equipos.  Los protocolos usados en esta capa en el modelo TCP/IP son los protocolos 
User Datagram Protocol (UDP) y Transmission Control Protocol (TCP).  La unidad de datos de la 
capa de transporte es el segmento. 
La capa de sesión es la que se encarga de mantener y controlar el enlace establecido entre dos 
equipos que están transmitiendo datos de cualquier índole.  En el modelo TCP/IP parte de la capa de 
sesión está implementada en el protocolo TCP y UDP. 
La capa de presentación tiene como objetivo encargarse de la representación de la información, 
aunque distintos equipos tengan diferentes representaciones internas de caracteres los datos 
llegarán de manera reconocible.  Esta capa trabaja más el contenido de la comunicación que cómo 
se establece, se tratan aspectos tales como la semántica y la sintaxis de los datos transmitidos, 
permite cifrar los datos y comprimirlos, podría decirse que esta capa actúa como un traductor.  En el 
modelo TCP/IP la capa de presentación forma parte de los protocolos de la capa de aplicación. 
La capa de aplicación ofrece a las aplicaciones que se ejecutan en un equipo la posibilidad de 
acceder a los servicios de las demás capas y define los protocolos que utilizan las aplicaciones para 
intercambiar datos.  Algunos de los protocolos de la capa de aplicación relacionados con el modelo 
TCP/IP son: POP3 (servicio entrante  de correo electrónico), SMTP (servicio saliente de correo 
electrónico), HTTP (navegación web), FTP (transferencias de archivos), DNS (servidor de nombres 
de Internet), RIP (protocolo de routing).  Los protocolos de la capa de aplicación pueden estar o no 
orientados a conexión.  A los protocolos orientados a conexión les da servicio el protocolo TCP en la 
capa de transporte, mientras que los no orientados a conexión les da servicio el protocolo UDP.  El 
usuario normalmente no interactúa directamente con el nivel de aplicación ni con el resto de capas 
sino a través de programas que interactúan con las capa de aplicación que a su vez recibe servicio 
del resto de capas. 
2.2. El protocolo TCP 
La capa de transporte en el modelo TCP/IP, como acabamos de ver está situada entre las capas de 
aplicación y de red, desempeña una función importantísima al proporcionar servicios de 
comunicación directamente a los procesos de aplicación que se ejecutan sobre equipos distintos.  
TCP es un protocolo suficientemente complejo, es por ello que no lo cubriremos en este bloque de 
fundamentos técnicos al detalle, sólo abarcaremos aquellos aspectos que se encuentren dentro del 
ámbito del proyecto. 
En el año 1980 el departamento de defensa de los EEUU implanta el protocolo TCP.  En Septiembre 
de 1981 se documenta en la [RFC793], desde entonces se han propuesto numerosas extensiones y 
modificaciones, una de ellas, descrita en la [RFC5681] es el algoritmo de control de congestión. 
El protocolo TCP es el protocolo orientado a conexión de Internet, está implementado en los 
sistemas finales y no en los equipos que conforman la red.  Los equipos de red sólo actúan sobre los 
campos del paquete de la capa de red pero nunca sobre los campos del segmento de la capa de 
transporte.  Los protocolos de la capa de transporte (TCP, UDP) proporcionan comunicación lógica 
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entre procesos que están ejecutándose en distintas máquinas, mientras que el protocolo de la capa 
de red (IP) proporciona una comunicación lógica entre distintas máquinas. 
La capa de red (IP) proporciona un servicio no fiable, no garantiza que los segmentos se entreguen 
de forma ordenada ni la integridad de los datos contenidos en los segmentos.  El protocolo de la 
capa de transporte TCP permite ofrecer un servicio de transferencia de datos fiable a una aplicación, 
incluso cuando el protocolo de red subyacente (IP) no es fiable. Para extender la entrega de 
paquetes de equipo a equipo en una entrega de proceso a proceso ejecutándose en distintos 
equipos la capa de transporte se apoya en la multiplexación y demultiplexación. 
A grandes rasgos los servicios proporcionados por el protocolo TCP son: 
1. Entrega de datos proceso a proceso (multiplexación y demultiplexación) 
2. Comprobación de errores e integridad de datos 
3. Transferencia fiable de los datos de forma correcta y ordenada mediante mecanismos de 
control de flujo, números de secuencia, reconocimientos y temporizadores 
4. Control de congestión proactiva para prevenir que una conexión TCP inunde un enlace o 
conmutador de red entre equipos con una cantidad de tráfico excesiva 
5. Conexión full duplex: El mecanismo de transferencia fiable de datos permite la transmisión 
concurrente de flujos independientes en ambas direcciones 
Gracias al sistema de capas del modelo OSI, el protocolo TCP permite transmitir y recibir información 
con independencia de la red física por la que viajan los paquetes, y con independencia del sistema 
operativo empleado en los equipos.  La diferencia del protocolo TCP con el protocolo UDP, es que 
éste último no está orientado a conexión, carece de control de congestión y  no garantiza la entrega 
de los datos de proceso a proceso. 
APLICACIÓN   datos    DATOS 
        
TRANSPORTE   segmento tcp   CABECERA 
TCP 
DATOS 
        
   datagrama 
udp 
  CABECERA 
UDP 
DATOS 
        
RED   paquete  CABECERA 
IP 
CABECERA 
TCP O UDP 
DATOS 
        





TCP O UDP 
DATOS 
Tabla 2: Modelo OSI para el protocolo TCP/IP. Estructura de los datos 
2.2.1. Multiplexación y demultiplexación 
El servicio de multiplexación y demultiplexación proporcionado por la capa de transporte permite 
extender la entrega de paquetes de equipo a equipo proporcionado por la capa de red en una 
entrega de proceso a proceso para las aplicaciones que se ejecutan en distintos equipos.  Se trata de 
un servicio básico de la capa de transporte e indispensable para toda red de computadores. 
Un Socket de Internet designa un concepto abstracto a través del cual dos procesos, normalmente 
situados en distintos ordenadores pueden intercambiar cualquier flujo de datos, en el caso de TCP, 
además de manera fiable y ordenada 
En el equipo destino la capa de transporte recibe segmentos desde la capa de red que se encuentra 
justo debajo.  La capa de transporte tiene la misión de entregar los datos almacenados en los 
segmentos a los procesos de aplicación apropiados que se ejecutan en el equipo.  La tarea de 
demultiplexación consiste en entregar estos datos del segmento al socket de internet adecuado que 
actúa de intermediario entre el proceso y la capa de transporte. 




    
Cada socket de internet tiene un identificador único y en un instante dado puede existir más de un 
socket abierto.  En el extremo receptor la capa de transporte examina los campos del segmento e 
identifica el socket de internet receptor, para redirigir de este modo, el segmento, y por consiguiente 
el flujo de datos, a ese socket. 
La tarea de multiplexación consiste en encapsular los datos procedentes de cada uno de los distintos 
sockets de internet en el host origen creando así el segmento de la capa de transporte que será 
posteriormente encapsulado en un paquete a través de la capa de red IP. 
Cuando se crea un socket de internet la capa de transporte asigna de forma automática un número 
de puerto libre comprendido entre el 1024 y el 65.535.    
En el paquete IP correspondiente al segmento de solicitud de conexión existen cuatro valores que 
intervienen en la tarea de multiplexado y demultiplexado: 
1. Número de puerto origen en el segmento 
2. Dirección IP del equipo origen 
3. Número de puerto destino en el segmento 
4. Dirección IP del equipo destino 
El socket de comunicación recién creado en el equipo servidor se identificará por esta tupla de cuatro 
valores, todos los segmentos que lleguen a continuación cuyo número de puerto origen, IP origen, 
puerto destino e IP destino coincidan con estos cuatro valores serán demultiplexados hacia este 
nuevo socket recién creado.  Un equipo servidor puede, por tanto, soportar varios sockets de forma 
simultánea.  Gracias al servicio de demultiplexación, cada segmento TCP que llega se dirige al 
socket apropiado. 
En el siguiente diagrama se detalla el proceso de multiplexación y demultiplexación y cómo se 
establecen los flujos TCP: 
: 
 
Ilustración 1: Diagrama de multiplexación y demultiplexación 
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2.2.2. La cabecera TCP 
La estructura de la cabecera TCP es la siguiente: 
 
0             4 8 15 31 
Puerto Origen Puerto Destino 
Número Secuencia 




Reserv. Bits Control Ventana 
Checksum Puntero Urgente 
Opciones 
Tabla 3: La cabecera TCP 
Cada línea en la tabla anterior representa 32 bits de la cabecera TCP, por tanto la cabecera tendrá al 
menos una longitud total de 160 bits (20 bytes), decimos al menos porque el campo de Opciones de 
la tabla es de longitud variable. 
A continuación se detalla el significado de cada campo, según queda estandarizado en [RFC793].  
Se resaltan en negrita los campos importantes para el ámbito del proyecto: 
 Puerto Origen (8 bits): Permite identificar junto al puerto destino el flujo TCP específico de 
los múltiples posibles.  
 Puerto Destino (8 bit): Permite identificar junto al puerto origen el flujo TCP específico de los 
múltiples posibles. 
 Número de secuencia (32 bit): El número de secuencia es un puntero que hace referencia a 
la posición que ocupa el primer byte del campo de datos  de aplicación en el flujo de datos 
que están siendo transmitidos.  Si el bit de control SYN se encuentra establecido, entonces 
este campo hace referencia al número de secuencia inicial. 
 Número de reconocimiento (32 bit): Se trata de otro puntero, en este caso hace referencia 
a la posición que debe ocupar el primer byte del campo de datos de aplicación en el flujo de 
datos, que el emisor espera recibir en el siguiente segmento TCP, el bit de control ACK debe 
estar establecido. En otras palabras indica el siguiente número de secuencia que se espera 
recibir.  
 Tamaño cabecera (4 bits): El tamaño de la cabecera TCP puede ser variable debido al 
campo de opciones.  Este campo indica en múltiplos de 32 bits el tamaño de la cabecera, es 
decir dónde termina la cabecera TCP y comienzan los datos de aplicación en el segmento 
TCP.  Para una cabecera TCP sin el campo de opciones y de longitud 20 bytes este campo 
indicará un valor binario de 0101. 
 Reservado (4bits): Este campo se reserva para un uso futuro, su valor debe ser 0. 
 Bits de Control (8 bits): De izquierda a derecha estos son los bits de control de la cabecera 
TCP.  Se indican las acciones que acontecen cuando se establece a 1: 
o CWR (1 bit): Informa al receptor que la ventana de congestión ha sido reducida.  
Sólo tiene sentido si la red IP soporta ECN (Explicit Congestion Notification) 
[RFC3168] 
o ECE (1 bit): Informa al emisor de la recepción  de un paquete tipo CE (Congestion 
Experienced). Al igual que el anterior sólo se usa si la red IP soporta ECN. 
o URG (1 bit): Informa al receptor que el campo Urgente no debe ser ignorado. 
o ACK (1 bit): Informa al receptor que el campo Número de reconocimiento no debe 
ser ignorado. 
o PSH (1 bit): Indica que los datos del segmento y los datos que hayan sido 
almacenados anteriormente en el búfer del receptor deben ser transferidos a la 
aplicación receptora lo antes posible.  
o RST (1 bit): Provoca una restauración de la conexión TCP 




    
o SYN (1 bit): Inicia una nueva conexión TCP: Synchronize sequence numbers. 
o FIN (1 bit): Indica que el emisor no tiene más datos a transmitir. 
Originalmente eran 6 bits [RFC793] que se extendieron a 8 bits [RFC3168] 
 Ventana de Recepción (16 bits): Indica al emisor del segmento la cantidad de bytes de 
datos de la ventana, contando desde el puntero informado en el campo Número de 
reconocimiento. 
 Checksum (16 bits): Se trata de un campo destinado a la corrección de errores e integridad 
de los datos del segmento TCP.  Se calcula a partir de una pseudo cabecera TCP junto al 
conjunto del segmento TCP. Una información detallada está disponible en [HTTPCHECK] 
 Puntero Urgente (16 bits): Este campo adquiere relevancia cuando el bit de control URG está 
establecido.  Indica que el segmento TCP contiene datos de alta prioridad y por tanto, el 
segmento debe ser procesado antes que cualquier otro paquete en el búfer. Es un puntero al 
último byte en el stream de datos considerado de carácter urgente. 
 Opciones (tamaño variable): Este campo permite agregar funcionalidad a la cabecera TCP.  
Se hará uso al activar la opción timestamp de TCP [5.1.4] 
2.2.3. Establecimiento y finalización de conexión 
A fin de permitir una conexión fiable y ordenada cada participante en la conexión debe sincronizar los 
números de secuencia y reconocimiento cuando se establece la conexión TCP.  Antes de proceder al 
envío de datos, se inicializan los números de secuencia y otros parámetros.  Este proceso se conoce 
como negociación a tres bandas (Three way handshaking). Si la negociación a tres bandas ha sido 
satisfactoria puede comenzar la transmisión de datos entre los dos procesos participantes en la 
conexión.  Cuando no existen más datos a transmitir la conexión queda finalizada mediante un 
proceso conocido como negociación a cuatro bandas (Four way handshaking). 
Negociación a tres bandas 
Consiste en tres pasos: 
1. El cliente envía un segmento TCP hacia un puerto específico del servidor o receptor.  Este 
segmento tendrá un puerto origen aleatorio.  Asimismo este segmento tendrá establecido el 
bit de control SYN a 1 para indicar que se trata de una nueva conexión TCP y que el campo 
número de secuencia de la cabecera TCP contiene el número inicial de secuencia (NIS) del 
cliente. 
2. El servidor o receptor responde con un segmento TCP.  El segmento TCP tendrá  el puerto 
origen específico del servidor y como puerto destino el puerto aleatorio seleccionado en el 
primer segmento que se recibió, los dos participantes en la comunicación quedan 
identificados de forma única respecto a otros flujos TCP multiplexados en el mismo medio en 
base a la tupla de valores descrita en [2.2.1].  Este segmento TCP tendrá establecidos los 
bits de control SYN y ACK a 1.  El campo número de secuencia de la cabecera TCP de este 
segmento de respuesta contendrá el número inicial de la secuencia (NIS) del servidor, nótese 
que este número inicial de secuencia no tiene por qué ser igual al del cliente.  El campo 
número de reconocimiento tendrá el valor NIScliente+1, reconociendo de este modo los 
datos que han sido enviados como recibidos e indicando que el siguiente byte de datos que 
el servidor espera recibir es el que tiene como número de secuencia NIScliente+1. 
3. El último paso consiste en que el cliente envía un segmento TCP con el bit de control ACK 
establecido a 1 y el campo número de reconocimiento con el valor NISservidor+1.  Este 
último paso pone fin a la negociación a tres bandas, la conexión queda establecida y los dos 
participantes pueden iniciar el intercambio de datos, los números iniciales de secuencia han 
quedado sincronizados. 
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Cliente Servidor 
1 Bit Control: SYN 
Num.Secuencia = x (NIScliente) 
Bit Control: SYN, ACK 
Num.Secuencia = y (NISservidor) 
Num.Recon = x+1 
2 
3 Bit Control: ACK 
Num.Recon = y+1 
Ilustración 2: Establecimiento de la conexión TCP. Negociación a tres 
bandas 
Finalización de conexión: Negociación a cuatro bandas 
Consiste en cuatro pasos: 
1. Cuando uno de los participantes, por ejemplo el cliente, ha finalizado el envío de datos, a fin 
de terminar la conexión envía un segmento TCP con el bit de control FIN establecido a 1. 
2. El otro participante, en este caso el servidor, para confirmar la finalización de la conexión 
responde con un segmento TCP con el bit de control ACK establecido a 1.  En este preciso 
instante el envío de datos desde el cliente hacia el servidor queda interrumpido, nótese que 
esto no implica que el tráfico de datos desde el servidor a cliente haya quedado interrumpido 
también. 
3. El servidor una vez haya finalizado de procesar los últimos datos recibidos desde el cliente y 
esté listo para proceder con el fin de la conexión envía un segmento TCP con el bit de control 
FIN a 1.  
4. El cliente responde enviando un segmento TCP con el bit de control ACK a 1.  Este último 
paso pone definitivamente fin a la conexión del cliente hacia el servidor.  
Las conexiones TCP normalmente son full dúplex, de modo que un cliente emisor, puede actuar a la 
vez de receptor enviando y recibiendo datos de forma simultánea.  En el siguiente diagrama vemos la 
negociación a cuatro bandas para la finalización de conexión TCP en la dirección del cliente hacia el 
servidor:  
Cliente Servidor 
1 Num.Secuencia = x 
Bit Control: FIN 
Num.Secuencia = y 
Num.Recon = x + 1 
Bit Control: ACK 
2 
 
Num.Secuencia = y + 1 





Num.Secuencia = x + 1 
Num.Recon = y + 2  
Bit Control: ACK 
Ilustración 3: Fin de la conexión TCP. Negociación a cuatro bandas 
 




    
2.2.4. Entrega fiable de datos 
El protocolo TCP por ser orientado a conexión, proporciona una transferencia fiable y ordenada de 
datos entre procesos.  La capa de transporte hace uso de los números de secuencia y 
reconocimiento a fin de conseguir esta entrega fiable. 
En [2.2.1] vimos que una conexión TCP queda identificada de forma inequívoca por los puertos de 
origen y destino junto a la dirección IP de origen y destino. Esta corriente de datos específica la 
llamaremos flujo TCP.  Como pueden existir múltiples conexiones TCP, podrán existir múltiples flujos 
TCP. 
El tamaño máximo de los datos contenidos en un segmento TCP viene determinado por el valor de la 
variable MSS (Maximum Segment Size).  El MSS indica en bytes el tamaño máximo de datos que 
puede contener el segmento TCP.  Hemos visto en [2.2.2] que la longitud de la cabecera TCP será 
de al menos 20 bytes, asimismo la cabecera IP tiene una longitud también de al menos 20 bytes 
[RFC791].  La MTU (Maximum transmission unit) de un protocolo de comunicaciones es el tamaño 
máximo en bytes, de la unidad de datos que la capa es capaz de gestionar.   A fin de mantener una 
comunicación óptima la suma del MSS y el tamaño de las cabeceras TCP e IP no debería superar la 
MTU, por tanto, idealmente MSS =  MTU –  tamaño cabecera TCP –  tamaño cabecera IP.  Si esto no se 
cumple el tamaño del segmento TCP será demasiado grande para ser gestionado por los equipos de 
red, y será fragmentado.  Para evitar la fragmentación el valor del MSS normalmente es establecido 
de forma automática por el sistema operativo mediante el algoritmo Path MTU Discovery [5.1.1] 
descrito en [RFC1191], que permite el cálculo de la MTU de la capa, aunque puede ser establecido 
por el receptor mediante el campo opciones en la cabecera TCP o hacer uso de su valor por defecto 
de 536 bytes según se establece en [RFC1122]. 
Una vez establecida la conexión entre ambos participantes tal y como se ha descrito en [2.2.3], se 
inicia la transferencia de datos. 
La capa de red permite una comunicación lógica entre equipos pero sin fiabilidad, consideraremos la 
capa  de red simplemente como un canal de transmisión punto a punto no fiable. Es responsabilidad 
del protocolo TCP implementar esta fiabilidad extremo a extremo. 
El protocolo TCP recibe los datos desde la capa de aplicación y divide este flujo de datos en 
segmentos, cada byte en este flujo representa un número de secuencia, el número de secuencia se 
corresponde con el primer byte del campo de datos del segmento.  
A fin de transmitir los datos de manera fiable entre ambos participantes los datos deben entregarse 
en el mismo orden en el que fueron enviados y asegurar la integridad de los mismos. El servicio de 
integridad de datos del protocolo TCP es posible gracias al uso de un campo de checksum de la 
cabecera TCP detallado en [2.2.2].  Los números de secuencia y reconocimiento permiten conseguir 
la entrega fiable. 
Cuando el proceso receptor (equipo servidor en la Ilustración 4) recibe el segmento TCP responde 
con un segmento de reconocimiento con el bit ACK puesto a 1 y en el campo de reconocimiento 
indica el siguiente número de secuencia que espera recibir, es decir, la posición que espera que 
ocupe el primer byte del campo de datos del siguiente segmento TCP. La siguiente ilustración 
muestra el número de secuencia y cuál será el número de reconocimiento para el segmento TCP 
recibido suponiendo que el MSS es de 1460 bytes. 
  
2.2 El protocolo TCP 23 
 
 
   
 
 Cliente Servidor 
 
RTT 








Ilustración 4: Entrega fiable datos mediante secuencias de reconocimiento 
Si se pierde algún segmento y se entrega uno con un número de secuencia no esperado, el proceso 
receptor detectaría este agujero en el flujo de datos y volvería a reconocer el último segmento 
recibido, solicitando a través del número de reconocimiento la secuencia que esperaba, por tanto un 
ACK duplicado es indicativo de que existe un agujero en el flujo de datos recibido causada 
probablemente por una pérdida del segmento TCP. 
El protocolo TCP implementa un algoritmo descrito en [RFC1122] llamado Delayed ACK que 
recomienda esperar un máximo de 500ms antes de enviar el ACK a fin de reducir el tráfico de ACKs 
cuando se recibe un segmento esperado y en orden y todos los datos hasta el número de secuencia 
esperado ya han sido reconocidos.  En cambio, si el proceso receptor tenía pendiente reconocer 
alguno de los segmentos recibidos en orden, el ACK se envía de forma inmediata. 
El Round Trip Time (RTT) es el tiempo que transcurre desde el instante en el que el segmento TCP 
es transmitido por el proceso emisor hasta que se recibe el reconocimiento de dicho segmento TCP 
desde el proceso receptor. 
La consecuencia de implantar secuencias de reconocimiento para lograr una transmisión fiable, es 
que el emisor no puede volver a transmitir hasta que reciba un reconocimiento.  Si sólo se envía un 
único segmento TCP, el tiempo que transcurrirá hasta recibir el reconocimiento será RTT, la tasa de 
transferencia será MTU/RTT, desperdiciándose el ancho de banda disponible del canal de 
comunicaciones.  Para maximizar la tasa de transferencia resulta imprescindible maximizar el número 
de segmentos a enviar por cada RTT, en el próximo apartado vamos a ver la ventana deslizante que 
nos permitirá establecer un mecanismo de transferencia de datos fiable y ordenado basado en los 
números de secuencia y reconocimiento y al mismo tiempo nos va a permitir el envío de más de un 
segmento TCP cada RTT.  En los próximos apartados veremos que el máximo de segmentos a 
enviar por cada RTT vendrá delimitado por el valor de la ventana de recepción [2.2.7] y la ventana de 
congestión [2.3.1] 
2.2.5. Concepto de ventana deslizante 
La ventana deslizante tiene los siguientes propósitos: 
 Establecer un mecanismo de transferencia de datos fiable 
 Asegurar la entrega ordenada de los segmentos TCP 
 Establecer un sistema de control de flujo entre el proceso emisor y el proceso receptor 
La ventana establece el número máximo de segmentos TCP que pueden ser transmitidos sin haber 
sido aún reconocidos.  El Throughput vendrá determinado por la dinámica de evolución del tamaño 





En los siguientes apartados veremos que es el propio algoritmo del protocolo TCP el encargado de 
establecer el valor de esta ventana. 




    
A fin de determinar el número de segmentos que pueden transmitirse en base al valor de la ventana 
W el algoritmo del protocolo TCP usa un conjunto de variables llamadas punteros que determinan en 
que categoría de transmisión, de las siguientes, nos encontramos: 
 Categoría I: Bytes enviados y que ya han sido reconocidos 
 Categoría II: Bytes enviados pero que aún no han sido reconocidos 
 Categoría III: Bytes aún no enviados pero que pueden ser enviados, el proceso receptor está listo 
para recibirlos 
 Categoría IV: Bytes aún no enviados pero que no pueden enviarse, el proceso receptor no está 
listo para recibirlos 
Estos punteros son tres:  
 SND.UNA: Contiene el número de secuencia del primer byte del flujo de datos que ha sido 
enviado pero todavía no ha sido reconocido 
 SND.NXT: Contiene el número de secuencia del siguiente byte a enviar al proceso receptor 
 SND.WND: Indica el tamaño de la Ventana en bytes. 
El puntero SND.UNA avanza conforme se reconocen los segmentos TCP enviados, la ventana por 
tanto se desplaza hacia la derecha conforme llegan al proceso emisor reconocimientos de 
segmentos TCP del proceso receptor. Recordemos que el mecanismo de reconocimiento de 
segmentos TCP se basa en el uso de números de secuencia y de reconocimiento según hemos visto 
en el apartado anterior. 
La siguiente ilustración muestra el concepto de ventana deslizante y las categorías de transmisión: 
 SND.WND  
                        
                                        
                         













Bytes por enviar. 
Proceso receptor no 
preparado para 
recibirlos aún. 
     SND.UNA            SND.NXT              
Ilustración 5: Concepto de ventana deslizante 
Nótese que el puntero SND.NXT marca el primer byte de la Categoría III de transmisión en el flujo de 
datos. El puntero SND.UNA marca el primer byte de la Categoría II de transmisión. 
El tamaño de la ventana SND.WND indica el máximo número de bytes que pueden enviarse sin 
haber sido reconocidos 
La Categoría III indica el tamaño de la ventana que queda usable para el proceso emisor 
𝑇𝑎𝑚𝑎ñ𝑜 𝑢𝑠𝑎𝑏𝑙𝑒 = 𝑆𝑁𝐷. 𝑈𝑁𝐴 + 𝑆𝑁𝐷. 𝑊𝑁𝐷 − 𝑆𝑁𝐷. 𝑁𝑋𝑇 (2) 
Conforme los segmentos TCP son reconocidos, los bytes de la Categoría II pasan a la Categoría I y 
el puntero SND.UNA se desplaza hacia la derecha originando un desplazamiento de la ventana.  El 
tamaño de la ventana SND.WND vendrá determinado por la ventana de recepción y la ventana de 
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2.2.6. Eventos de pérdida de paquete 
A grandes rasgos en el protocolo TCP la pérdida de un paquete en la capa de red puede generar dos 
tipos de eventos de pérdida: 
1. Evento de pérdida por recepción de un triple ACK repetido (fast retransmit) [RFC2581] 
2. Expiración del tiempo de espera (retransmission timer RTO – Retransmission timeout) [RFC2988] 
Retransmisión rápida 
El tiempo de espera suele tener un valor elevado, si se pierde un segmento TCP el proceso emisor 
tendría que esperar un tiempo relativamente grande antes de reenviar el paquete perdido. 
Afortunadamente, el proceso emisor puede detectar a menudo los paquetes perdidos bastante antes 
que expire el tiempo de espera controlando los ACKs duplicados que hemos mencionado en [2.2.4].  
El ACK duplicado contendrá el número de reconocimiento correspondiente a la secuencia que se 
esperaba recibir, en otras palabras, el número de secuencia siguiente al segmento reconocido en dos 
ocasiones. 
El proceso emisor espera a recibir tres ACKs duplicados para considerar que se ha perdido el 
segmento reconocido tres veces de forma duplicada. Si esto ocurre el algoritmo del protocolo TCP 
realiza una retransmisión rápida, retransmitiendo el segmento perdido antes de que expire el tiempo 
de espera. 
El protocolo TCP espera a recibir tres ACKs duplicados porque desconoce si el primer ACK 
duplicado ha sido causado por una reordenación de los segmentos o por una pérdida del segmento 
en sí.  El algoritmo asume que si ha existido una reordenación en la entrega de los segmentos, 
existirán uno o dos ACKs duplicados antes de que el segmento recibido en desorden pueda ser 
procesado, si se producen tres ACKs duplicados asume que se ha producido finalmente una pérdida. 
Estimación del tiempo límite de espera 
Cuando durante un tiempo de espera fijado no se recibe el reconocimiento de un determinado 
segmento, el segmento es retransmitido. 
Determinar cuál debe ser el valor óptimo de este tiempo de espera (RTO) no es trivial, si es muy 
pequeño TCP estará retransmitiendo segmentos que realmente no se han perdido y han sido ya 
recibidos por el receptor.  Si es muy elevado puede impactar en el throughput  
Una buena aproximación sería un RTO (Retransmission Timeout) ligeramente por encima del RTT, 
como el RTT no es constante, el protocolo TCP obtiene muestras, en lugar de medir una muestra del 
RTT para cada segmento transmitido toma una única medida de la muestra del RTT en cada instante 
y lleva a cabo una estimación del RTT. 
Aplicando el algoritmo de Karn [RFC2988] el protocolo TCP nunca calcula una muestra del RTT para 
un segmento que haya sido retransmitido. El algoritmo de Karn se comporta de modo que si se 
produce una retransmisión se le aplica un factor de anulación al tiempo de expiración 
desvinculándolo del RTT estimado.   
La estimación del RTT se realiza en base a las muestras del RTT según [RFC2988]: 
𝐸𝑠𝑡𝑖𝑚𝑎𝑐𝑖𝑜𝑛𝑅𝑇𝑇 = (1 − 𝛼) · 𝐸𝑠𝑡𝑖𝑚𝑎𝑐𝑖𝑜𝑛𝑅𝑇𝑇 + 𝛼 · 𝑀𝑢𝑒𝑠𝑡𝑟𝑎𝑅𝑇𝑇 (3) 
𝛼 = 0,125 
𝐷𝑒𝑣𝑅𝑇𝑇 = (1 − 𝛽) · 𝐷𝑒𝑣𝑅𝑇𝑇 + 𝛽 · |𝑀𝑢𝑒𝑠𝑡𝑟𝑎𝑅𝑇𝑇 − 𝐸𝑠𝑡𝑖𝑚𝑎𝑐𝑖𝑜𝑛𝑅𝑇𝑇| (4) 
𝛽 = 0,25 
Para finalmente obtener un valor óptimo del tiempo límite de espera (RTO): 
𝑅𝑇𝑂 = 𝐸𝑠𝑡𝑖𝑚𝑎𝑐𝑖𝑜𝑛𝑅𝑇𝑇 + 4 · 𝐷𝑒𝑣𝑅𝑇𝑇 (5) 




    
2.2.7. Control del flujo: ventana de recepción 
El tamaño de la ventana deslizante descrita en [2.2.5] vendrá determinado por el control de flujo y el 
algoritmo de control de congestión. En una transferencia de segmentos TCP entre un proceso emisor 
y un proceso receptor, es el proceso receptor el que controla qué cantidad de datos es capaz de 
aceptar.   
En el momento en el que se crea el socket internet, el proceso receptor establecerá unos búferes de 
almacenamiento para los bytes de datos recibidos. Si el proceso receptor recibe bytes a través del 
socket internet creado a una tasa mayor a la que es capaz de procesar los datos recibidos y el 
tamaño del búfer es insuficiente para almacenar los datos recibidos pendientes de procesar, el 
proceso receptor establecerá un límite en el campo ventana de la cabecera TCP con la finalidad de 
limitar el número máximo de bytes de datos que puede llegar a enviar el emisor sin que éstos hayan 
sido reconocidos.   
El campo ventana es un campo de 16 bits según hemos visto en [2.2.2], por tanto su valor no puede 
ser superior a 2
16
-1, es decir 65535 bytes.  Durante la transmisión el receptor ajusta el tamaño de la 
ventana de recepción de forma dinámica en función de su capacidad de procesado y de la capacidad 
de los búferes en recepción y puede modificar el valor del campo ventana ajustándolo en todo 
momento a sus necesidades.  Indica, de algún modo, la capacidad de los búferes en recepción y 
ejerce una función de control de flujo. 
El límite de 65535 bytes del campo ventana puede resultar un problema en el caso de un canal con 
un BDP elevado, como veremos en el apartado [4.1].  Cómo solventar este límite lo abordaremos en 
el capítulo de soluciones de este bloque de fundamentos técnicos en el apartado [5.1.3].  
 
2.3. El control de congestión en el protocolo TCP 
Dado que la capa de red y el protocolo IP no proporcionan un servicio de información extremo a 
extremo sobre el estado de congestión de la red, es la capa de transporte junto al protocolo TCP 
quien implementa este mecanismo de control de la congestión extremo a extremo entre dos procesos 
que se están ejecutando en equipos distintos. 
El proceso emisor, mediante este mecanismo, limita la tasa a la que envía tráfico en función de la 
congestión de la red que percibe.  Si un proceso emisor TCP percibe que existe poca congestión en 
el camino entre él mismo y el proceso receptor, incrementará su tasa de emisión; si percibe que 
existe congestión a lo largo del camino reducirá su tasa de emisión. 
El proceso emisor TCP conseguirá aumentar o reducir la tasa de emisión en función de la congestión 





Donde W representa el tamaño de la ventana en bytes. 
La dinámica de actuación sobre la tasa de emisión en función de la congestión percibida en el 
proceso emisor TCP, viene determinada por el algoritmo de control de congestión. 
El algoritmo de control de congestión introduce una nueva variable en ambos procesos a ambos 
lados de la conexión: la ventana de congestión. 
El tamaño de la ventana SND.WND vendrá determinado tanto por el valor de la ventana de 
recepción, que dependerá del mecanismo de control de flujo, como por el valor de la ventana de 
congestión que dependerá del comportamiento del algoritmo de control de congestión. 
Retomando el concepto de ventana deslizante visto en el apartado [2.2.5] tenemos que: 
𝑆𝑁𝐷. 𝑁𝑋𝑇 − 𝑆𝑁𝐷. 𝑈𝑁𝐴 < min {𝑉𝑒𝑛𝑡𝑎𝑛𝑎𝑅𝑒𝑐𝑒𝑝𝑐𝑖𝑜𝑛, 𝑉𝑒𝑛𝑡𝑎𝑛𝑎𝐶𝑜𝑛𝑔𝑒𝑠𝑡𝑖𝑜𝑛} (6) 
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El algoritmo de control de congestión, diseñado fundamentalmente para su uso en redes cableadas, 
percibe la existencia de congestión en la red a través de los eventos de pérdida y siempre interpreta 
la pérdida del segmento como una consecuencia directa de la congestión de la red.  En redes 
cableadas dónde la probabilidad de error de transmisión es muy baja esta interpretación tiene lógica, 
pero en otro tipo de redes dónde la probabilidad de error de transmisión no es despreciable, el 
algoritmo interpreta la pérdida de un paquete debida a un error de transmisión, como si fuese una 
pérdida causada por la congestión de un búfer en la red, es decir, aunque el evento de pérdida no 
tiene por qué ser indicativo de congestión en la red, el algoritmo de control de congestión siempre lo 
interpreta así. 
2.3.1. El algoritmo de control de congestión 
El proceso emisor percibe la existencia de congestión entre sí y el proceso receptor a través de los 
eventos de pérdida descritos en el apartado [2.2.6].  Cuando exista una congestión excesiva en 
alguno de los equipos de red a lo largo del camino o en canal de comunicaciones se desechará algún 
datagrama, ese datagrama desechado originará un evento de pérdida.  Los eventos de pérdida serán 
indicativos, para el proceso emisor, de existencia de congestión.  En redes cableadas esta 
interpretación es lógica, pero en otro tipo de redes con una probabilidad de error de transmisión más 
elevada, la interpretación de que cualquier evento de pérdida es indicativo de congestión, tiene 
ciertas implicaciones que veremos en detalle en el capítulo 4. 
La variante TCP Reno se define en [RFC5681] y es considerada el estándar del algoritmo de control 
de congestión. 
El algoritmo de control de congestión se compone de cuatro mecanismos esenciales: arranque lento 
(slow start), evitación de la congestión (congestion avoidance), recuperación rápida (fast recovery) y 
retransmisión rápida (fast retransmit) que ya ha sido descrito en el apartado [2.2.6]. 
Para cada flujo TCP el algoritmo de control de congestión además de la ventana de congestión 
(desde ahora cwnd) mantiene otra variable adicional llamada umbral (ssthresh).  La variable umbral 
es la que determina en el algoritmo si el mecanismo a usar es el de arranque lento o el de evitación 
de la congestión.  
El algoritmo tiene dos fases: la de incremento aditivo y la de decremento multiplicativo, por esta 
razón se denomina algoritmo AIMD (Additive Increase Multiplicative Decrease) 
En la fase de incremento aditivo la dinámica que sigue la ventana de congestión obedece al siguiente 
algoritmo: 
every ACK do 
if cwnd < ssthresh then cwnd := cwnd +1 # Mecanismo slow start 
else cwnd := cwnd + 1/cwnd # Mecanismo congestion avoidance 
done 
En la fase de decremento multiplicativo la dinámica que sigue la ventana de congestión se basa, en 
cambio, en el siguiente algoritmo: 
every RTO do # Evento pérdida debido a timeout 
ssthresh = cwnd/2 
cwnd:= 1 #En segmentos === 1 MSS 
done 




    
every FastRetransmit do # Evento de pérdida debido a la recepción de tres ACKs 
duplicados  
ssthresh := cwnd/2 
cwnd := ssthresh 
done 
Las variantes al algoritmo de control de congestión que discutiremos en el capítulo de soluciones de 
este bloque de fundamentos técnicos [5.2], difieren respecto a TCP Reno en cómo actúan sobre el 
valor de la ventana de congestión durante los mecanismos de arranque lento y de evitación de la 
congestión. 
A grandes rasgos cuando la ventana de congestión se encuentre por debajo del umbral, el algoritmo 
a usar será el de arranque lento, cuando la ventana de congestión se encuentre por encima del 
umbral el algoritmo a usar será el de evitación de la congestión. 
Inicialmente se fija un valor alto para el umbral ssthresh del orden de 65kbytes 
Cada vez que se experimente congestión, es decir cuando se produzca un evento de pérdida, ya sea 
por expiración del tiempo de espera o por la recepción de tres ACKs duplicados la ventana de 
congestión se reduce a la mitad. 
Denotaremos W = cwnd · MSS, donde cwnd se corresponde con el número de segmentos que 
componen la ventana de congestión. 
Arranque lento (Slow Start) 
El algoritmo de arranque lento se usa al inicio de la transmisión dado que estaremos por debajo del 
umbral. Inicialmente el valor de la ventana de congestión, se establece en 1MSS, este valor inicial se 
denomina IW (Initial Window) y veremos que puede fijarse a un valor distinto [5.1.5]. 
Una vez establecido el valor inicial, la ventana de congestión se incrementa en 1 segmento adicional 
por cada segmento reconocido.   
Cada RTT recibiremos cwnd ACKs, como para cada ACK cwnd=cwnd+1 resulta que la ventana de 
congestión se dobla cada RTT durante el mecanismo de arranque lento. 
 Cliente Servidor 
 
RTT 
 1 segmento 
ACK 
  2 segmentos 
2 ACKs 
  4 segmentos 
Ilustración 6: Doblamiento de la ventana de congestión cada RTT durante el 
mecanismo de arranque lento 
Evitación de la congestión (Congestion Avoidance) 
El algoritmo de evitación de la congestión entra en funcionamiento cuando el valor de la ventana de 
congestión se encuentra por encima del umbral.  
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En este caso la ventana de congestión se incrementa de forma lineal.  Para ello el algoritmo 
incrementa la ventana en 1/cwnd por cada segmento reconocido.  
En este caso cada RTT recibiremos cwnd ACKs, como para cada ACK cwnd=cwnd+1/cwnd resulta 
que la ventana de congestión se incrementa en 1MSS cada RTT durante el mecanismo de 
evitación de la congestión. 
Ante un evento de retransmisión rápida producido por la recepción de tres ACKs duplicados el valor 
del umbral se establece a la mitad del valor de la ventana y la ventana de congestión se establece al 
valor del umbral. 
En caso de un evento de expiración del tiempo de espera (RTO) el valor del umbral se establecerá a 
la mitad del valor de la ventana y el valor de la ventana de congestión se establece de nuevo a 1MSS 
entrando en funcionamiento el mecanismo de arranque lento hasta que la ventana vuelva a estar por 
encima del umbral, momento en el que entrará en funcionamiento el mecanismo de evitación de la 
congestión. 
 Cliente Servidor 
 
RTT 
 1 segmento 
ACK 
  2 segmentos 
2 ACKs 
  3 segmentos 
Ilustración 7: Incremento lineal en 1 MSS cada RTT de la ventana de 
congestión durante el mecanismo de evitación de la congestión 
Recuperación rápida (Fast Recovery) 
Si el proceso emisor recibe tres ACKs duplicados, asume que el segmento se ha perdido y lo 
retransmite de forma inmediata, es entonces cuando el algoritmo de recuperación rápida gobierna la 
transmisión.  El algoritmo de recuperación rápida mantendrá la fase de evitación de congestión, pero 
además, después de establecer el umbral a la mitad del valor de la ventana y la ventana al valor del 
umbral, por cada ACK duplicado recibido incrementará en un segmento la ventana de congestión, 
esto permite incrementar la ventana de forma artificial reflejando los segmentos que han sido 
transmitidos y han llegado al proceso receptor después del segmento perdido.  Si lo permite el valor 
de la ventana (ventana de congestión y recepción) el algoritmo de recuperación rápida transmitirá un 
nuevo segmento, tras reconocer el segmento perdido y cuando llegue el reconocimiento del nuevo 
segmento transmitido fijará de nuevo la ventana al valor del umbral volviendo a la fase de evitación 
de la congestión. 
Por tanto, el algoritmo de recuperación rápida finaliza cuando el reconocimiento del segmento 
retransmitido ha sido recibido, espera el reconocimiento antes de volver de nuevo al algoritmo de 
evitación de la congestión.  Si se llega a producir una expiración del tiempo de espera TCP Reno 
entra en arranque lento. 
La siguiente ilustración muestra la dinámica de evolución del tamaño de la ventana de congestión 
cada RTT.  En el eje X cada transmission round se corresponde con 1 RTT, mientras que en el eje Y 
cada segmento se correspondería con 1MSS.  TCP Tahoe es una variante TCP anterior a TCP Reno 
que incondicionalmente establecía el valor de la ventana a 1MSS ante cualquier evento de pérdida. 




    
 
Ilustración 8: Evolución de la ventana de congestión TCP [LIB1] 
En resumen: 
 Cuando la ventana de congestión está por debajo del umbral, el algoritmo a usar es el de 
arranque lento y la ventana de congestión se duplica cada RTT 
 Cuando la ventana de congestión está por encima del umbral, el algoritmo a usar es el de 
evitación de la congestión y la ventana de congestión crece de forma lineal en 1MSS cada 
RTT 
 Ante un evento de pérdida producido por la recepción de un triple ACK duplicado, el umbral 
se establece a la mitad del valor de la ventana de congestión y la ventana de congestión se 
establece al valor del umbral y seguimos en evitación de la congestión 
 Ante un evento de pérdida producido por la expiración del tiempo de espera (RTO), el umbral 
se establece a la mitad del valor de la ventana de congestión y la ventana de congestión se 
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3. Fundamentos técnicos: Características 
de las redes satelitales 
Una vez revisados los aspectos técnicos del protocolo TCP, en este capítulo vamos a detallar los 
aspectos característicos de las comunicaciones vía satélite.  Hablaremos de las tecnologías de 
conexión en redes satelitales y nos centraremos en las comunicaciones a  través de satélites 
situados en una órbita geoestacionaria abordando las características particulares del enlace satélite.  
Conocer el detalle de las características del enlace satélite será indispensable para abordar, en el 
siguiente capítulo, las implicaciones en la capa de transporte y el protocolo TCP. 
3.1. Tecnologías de conexión en redes satélite 
TDMA (Time division multiple access) y SCPC (single channel per carrier) son las dos principales 
tecnologías de conexión en redes satelitales. 
SCPC usa una portadora dedicada para la recepción y otra para la transmisión entre dos sedes 
conectadas a través de un enlace punto a punto, una para el canal de subida y otra para el canal de 
bajada. Por el contrario TDMA usa una portadora multiplexada en tiempo que pueden compartir 
varias sedes remotas, no se trata de un canal dedicado como en el caso de SCPC.  TDMA usa para 
el enlace de bajada el estándar DVB-S2 [HTTPDVBS2].  Para el canal de retorno en TDMA suele 
hacerse uso del standard DVB-RCS [HTTPDVBRCS].  
Para redes pequeñas de menos de 40 sedes la tecnología de interconexión recomendable dado el 
coste de despliegue es SCPC, para redes grandes en cambio, el coste de despliegue con tecnología 
SCPC crece de forma exponencial y resulta más rentable el uso de tecnología TDMA [HTTPTDSC]  
Para llevar a cabo la comparativa del rendimiento de las variantes del protocolo TCP en satélites 
geoestacionarios en este proyecto, se ha enmarcado la infraestructura satélite real a emular 
enfocándola al uso de la tecnología de interconexión de redes satélite SCPC.  El banco de pruebas 
planteado en los capítulos 7 y 9 consta de una interconexión física entre dos sedes corporativas a 
través de una línea punto a punto haciendo uso del enlace satélite.   
Se ha considerado que la interconexión de red satélite haciendo uso de módems SCPC es la que 
más encaja en la infraestructura satélite que se pretende emular por ser común el uso de una línea 
dedicada y la simetría del ancho de banda. 
3.2. Tipos de órbita 
A grandes rasgos vamos a considerar los satélites divididos en dos grupos en función de la órbita 
que describen: satélites orbitales y satélites geoestacionarios.   
En el grupo de satélites orbitales tendremos aquellos que describen una órbita no síncrona con 
respecto al período de rotación de la Tierra, pertenecerían a este grupo los satélites en órbitas LEO 
(Low-Earth-Orbit) y los satélites en órbitas MEO (Medium-Earth-Orbit).  Estos satélites, a lo largo de 
su órbita, sólo son visibles durante un período de tiempo determinado desde un punto concreto de la 
superficie terrestre. Este aspecto complica las comunicaciones puesto que se requiere un equipo 
costoso para el rastreo del satélite desde la estación terrena y el uso de constelaciones de satélite 
para dar cobertura: cuando un satélite abandona el alcance de la estación terrena aparece otro 
satélite de la constelación con el que continuar la comunicación haciendo un traspaso del canal de 
comunicaciones a ese nuevo satélite. 
Los satélites geoestacionarios giran describiendo una órbita circular alrededor de la Tierra síncrona 
sobre el Ecuador con respecto al período de rotación de nuestro planeta.  De este modo la estación 
terrestre puede mantener su antena fija apuntando al satélite en todo momento facilitando el 
despliegue de la comunicación y reduciendo el coste.  El satélite permanece en una posición fija con 
respecto a un punto de la superficie terrestre.  Esta órbita recibe el nombre de órbita geoestacionaria. 
La órbita geoestacionaria se sitúa a 35.786km de altura en el plano del ecuador: 




    





Donde ms es la masa del satélite, MT la masa de la Tierra, r la distancia de la superficie terrestre al 
satélite y RT el radio de la Tierra desde el ecuador y G la constante de gravitación universal 
De la segunda ley de Newton: 
𝐹 = 𝑚 · 𝑎  
Cómo el satélite describe un movimiento circular uniforme únicamente actúa la aceleración normal, 
no existe aceleración tangencial: 
𝐹 = 𝑚𝑠 · 𝑎𝑛 (8) 
La aceleración normal y el período vienen determinados por: 
𝑎𝑛 = 𝜔









− 𝑅𝑇 (9) 
Considerando un período T de 24 horas pasado a segundos, RT en metros y MT en kg y el valor de 
la constante universal G obtenemos r=35.786km 
 
3.3. Características del canal satélite 
Describiremos a continuación las características del enlace satélite que deberán ser consideradas a 
fin de modelar y emular el canal de comunicaciones en los bancos de pruebas de los capítulos 7 y 9.  
3.3.1. Retardo de propagación 
El retardo de propagación extremo a extremo de un paquete a través del canal satélite no tiene en 
cuenta ni  el tiempo de transmisión, donde la tasa de transmisión del canal vendrá dada por el ancho 
de banda del mismo, ni el retardo que pueda ocasionar el tiempo de procesado en los circuitos del 
satélite.  Otra fuente de retardo será la originada por los búferes de los módems satélite en tierra.   
Cuando el throughput supere el ancho de banda del canal satélite disponible, el tráfico sobrante 
inundará los búferes del módem satélite a la espera de poder ser transmitido a través del enlace.  El 
nodo receptor también introducirá un retardo originado por el tiempo de procesado de los datos 
recibidos que dependerá de la carga a la que se encuentre sometido el nodo. 
El retardo de propagación del canal de subida, para la transmisión, únicamente contempla el tiempo 
que transcurre desde que el paquete se envía desde el módem de la estación base a través del 
enlace satélite hasta que es entregado al módem receptor  
El retardo de propagación del canal de bajada, para la recepción, contempla el tiempo que transcurre 
desde que el paquete se envía desde el módem receptor a  través del enlace satélite hasta que se 
entrega al módem en la estación base. 
En el apartado anterior hemos visto que la distancia desde un satélite geoestacionario a la Tierra 
sobre el nivel del mar en el plano del ecuador es de 35.786 km 
El retardo de propagación de ida y vuelta de un paquete a través del enlace satélite será: 
𝑟𝑒𝑡𝑎𝑟𝑑𝑜 𝑝𝑟𝑜𝑝𝑎𝑔𝑎𝑐𝑖ó𝑛𝑖𝑑𝑎 𝑦 𝑣𝑢𝑒𝑙𝑡𝑎 = 𝑟𝑒𝑡𝑎𝑟𝑑𝑜 𝑝𝑟𝑜𝑝𝑎𝑔𝑎𝑐𝑖ó𝑛𝑐𝑎𝑛𝑎𝑙 𝑏𝑎𝑗𝑎𝑑𝑎 + 𝑟𝑒𝑡𝑎𝑟𝑑𝑜 𝑝𝑟𝑜𝑝𝑎𝑔𝑎𝑐𝑖ó𝑛𝑐𝑎𝑛𝑎𝑙 𝑠𝑢𝑏𝑖𝑑𝑎  (10) 
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Cómo la señal debe ser transmitida desde la estación base al satélite, y reemitida desde el satélite al 
módem receptor, para el canal de subida (transmisión), y para el canal de bajada (recepción) viaja 
desde el módem receptor al satélite, reemitiéndose desde el satélite a la estación base, recorre 4 
veces la distancia entre el satélite y la superficie de la Tierra en el plano del ecuador: 
𝑟𝑒𝑡𝑎𝑟𝑑𝑜 𝑝𝑟𝑜𝑝𝑎𝑔𝑎𝑐𝑖ó𝑛𝑖𝑑𝑎 𝑦 𝑣𝑢𝑒𝑙𝑡𝑎 =
4·𝑟
𝑐
     𝑟 = 35.786𝑘𝑚   𝑐 = 3 · 108𝑚/𝑠  (11) 
Siendo c la velocidad de la luz. 
Cuando las antenas no se encuentran en el ecuador, tenemos que hacer uso de los ángulos de 
visión.  En el anexo [H] de detalla el  cálculo del retardo de propagación ida y vuelta entre dos 
antenas parabólicas situadas en  estaciones terrestres en Barcelona con el satélite geoestacionario 
Hispasat, el cálculo da como resultado un tiempo de propagación de 513ms. 
3.3.2. Ancho de banda del canal 
El espectro radioeléctrico es un recurso muy apreciado y al mismo tiempo limitado.  El ancho de 
banda disponible para los sistemas satélite está gestionado por una serie de licencias de explotación, 
que se encargan de distribuir este espectro radioeléctrico.  Existen diferentes bandas de frecuencias 
satélite las más conocidas son la Banda L (1.53 a 2.7 GHz), la Banda Ku (11.7 a 12.7 Ghz recepción 
y 14-17.8 GHz transmisión), la Banda Ka (18-31 GHz) y la Banda C (3.4 a 6.4 GHz). 
La capacidad máxima para la transmisión de datos de un canal en función de la relación señal a 
ruido y el ancho de banda disponible viene dada por el teorema de Shannon: 
𝐶 = 𝐵 · 𝑙𝑜𝑔2(1 +
𝑆
𝑁
)  (12) 
Donde B es el ancho de banda del canal  
𝑆
𝑁
 la relación señal a ruido y C la tasa máxima de 
transmisión del canal expresada en bits por segundo 
Por tanto a mayor ancho de banda mayor capacidad del canal.  Hoy en día con las técnicas de 
modulación digital usadas tanto en tecnologías de conexión SCPC como TDMA encontramos 
soluciones comerciales que van desde los 64kbps a los 155Mbps de capacidad del canal de 
transmisión satélite. 
En una conexión satélite punto a punto dedicada, entre una estación base y una estación terrena 
haciendo uso de la tecnología SCPC, existen dos canales dedicados [HTTPSCPCTXRX]:  
 Un canal de subida (transmisión): Desde la estación terrena transmisión al satélite, y 
reemisión desde el satélite a la estación base. 
 Un canal de bajada (recepción): Desde la estación base al satélite, y reemisión desde el 
satélite para la recepción en la estación terrena.  
En el caso de la tecnología de conexión satélite SCPC en entornos de líneas dedicadas punto a 
punto, es más común el uso de simetría en las capacidades de los canales de subida y bajada del 
satélite.  En cambio, en entornos de conexión satélite TDMA la asimetría entre el canal de bajada 
compartido (normalmente IP sobre DVB-S2) y el canal de subida de retorno (DVB-RCS) es bastante 
acusada, la capacidad del canal de bajada DVB-S2 suele ser bastante mayor que la del canal de 
retorno DVB-RCS.  Esta asimetría entre el canal de bajada y subida puede llegar a suponer que el 
canal de subida tenga una capacidad 10 veces menor al canal de bajada. 
3.3.3. Atenuación 
Tal y como predice la ecuación de transmisión de Friis la potencia de una señal de radio se atenúa 
de forma proporcional al cuadrado de la distancia recorrida.  En el caso de satélites geoestacionarios 
esta distancia, como acabamos de ver, es considerable lo que origina que la relación señal a ruido 
sea débil e influye directamente en la capacidad de transmisión del canal (Ecuación 12).   




    
Cuanto mayor es la longitud de onda, menos sensible es a las interferencias la señal satélite y puede 
recorrer mayores distancias y atravesar obstáculos, en cambio en el caso de longitudes de onda 
pequeñas, es decir, cuando la frecuencia de la onda es alta, la radiación solar o incluso el ruido 
cósmico en el espacio pueden causar desvanecimientos y degradación en la potencia de la señal 
recibida.  Asimismo la lluvia, niebla o gases pueden provocar un empeoramiento de la relación señal 
a ruido.   
 
Ilustración 9: Atenuación para diferentes bandas de frecuencia A: lluvia B: 
niebla C: gas 
Algunas de las bandas en las que trabajan los sistemas de comunicación satélite que se han 
mencionado en el apartado anterior, tal como muestra la Ilustración 9, pueden ser susceptibles a los 
fenómenos atmosféricos.  Esta susceptibilidad en caso de lluvia, puede degradar la señal y por 
consiguiente originar una disminución de la relación señal a ruido captada por la antena parabólica 
satélite receptora.  Afortunadamente las avanzadas técnicas de corrección de errores de hoy en día 
tales como FEC (Forward Error Correction) usadas en la modulación de la señal digital permiten que 




para satélites geoestacionarios en 
condiciones óptimas según se detalla en [HTTBER]. 
Un enlace satélite puede llegar a tener un BER más elevado comparado con otras tecnologías de 
acceso a nivel de enlace como la fibra óptica o el par de cobre con tecnología ADSL. 
La atenuación de la señal ocasionada por los fenómenos atmosféricos, junto a variaciones en la 
gestión del ancho de banda en el propio satélite, pueden ocasionar la pérdida de paquetes en el 
canal debido a una indisponibilidad temporal del ancho de banda. 
La siguiente ilustración extraída de las especificaciones de un módem SCPC que puede encontrarse 
en [HTTPSCPC] muestra la evolución del BER respecto a la relación señal a ruido por bit:  
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Ilustración 10: Evolución del BER respecto a SNR por bit en módem SCPC 
3.3.4. Búfer módem satélite 
En caso de indisponibilidad temporal del canal satélite, en lugar de descartar los paquetes, los 
módems satélite contienen, por regla general, un búfer configurable en tamaño para almacenar ese 
tráfico a la espera de que el canal vuelva a estar disponible.  Asimismo este búfer almacenará aquel 
tráfico a enviar por el canal que supere momentáneamente la tasa de transmisión del canal satélite.  
En el módem existe un búfer a la entrada del canal de subida en dirección al satélite y otro búfer en 
el canal de bajada procedente del satélite. 
Los paquetes almacenados en los búferes del módem satélite originarán un retardo y por tanto 
incrementarán el RTT. El retardo originado por el búfer del módem satélite puede calcularse en 
función de la tasa de transferencia del canal satélite: 
𝑅𝑒𝑡𝑎𝑟𝑑𝑜 𝑏ú𝑓𝑒𝑟 𝑚ó𝑑𝑒𝑚 =
𝑇𝑎𝑚𝑎ñ𝑜 𝑏ú𝑓𝑒𝑟
𝑇𝑎𝑠𝑎 𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟𝑒𝑛𝑐𝑖𝑎 𝑐𝑎𝑛𝑎𝑙 𝑠𝑎𝑡é𝑙𝑖𝑡𝑒
 (13) 
En el próximo capítulo veremos un análisis detallado del tamaño que debe tener el búfer del módem 
satélite para evitar que el enlace fluctúe y mantenerlo ocupado durante toda la transmisión para 
maximizar su uso [4.4]. 




    
4. Fundamentos técnicos: Implicaciones de 
las características de las redes satelitales 
Las características mencionadas en el capítulo anterior tienen implicaciones directas en el 
rendimiento del protocolo TCP detallado en el capítulo 2.  El retardo de propagación elevado y la alta 
capacidad del enlace satélite, junto con el aumento del BER en determinadas condiciones 
atmosféricas y el impacto del búfer satélite pueden influir en el desempeño del algoritmo de control 
de congestión descrito en el apartado [2.3.1].   
En este capítulo vamos a detallar qué implicaciones sobre el protocolo TCP tienen el alto retardo de 
propagación y la pérdida de segmentos del enlace satélite. 
4.1. Bandwith Delay Product (BDP) 
El BDP define la cantidad máxima de datos que una conexión TCP puede llegar a tener en el canal 
de comunicaciones “en vuelo” en un momento determinado, es decir, datos que han sido transmitidos 
pero no han sido aún reconocidos. 
Para el enlace satélite definiremos el BDP como el producto de la capacidad del enlace por el retardo 
de propagación ida y vuelta: 
𝐵𝐷𝑃 = 𝑇𝑎𝑠𝑎 𝑇𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑖ó𝑛 · 𝑅𝑒𝑡𝑎𝑟𝑑𝑜 𝑝𝑟𝑜𝑝𝑎𝑔𝑎𝑐𝑖ó𝑛𝑖𝑑𝑎 𝑦 𝑣𝑢𝑒𝑙𝑡𝑎 (14) 
Para un enlace satélite el BDP puede llegar a resultar muy alto, la implicación inmediata que 
observamos está relacionada con el control de flujo.  En el apartado 2.3 hemos visto que el tamaño 
de la ventana vendrá determinado por el valor mínimo de la ventana de congestión o recepción, y a 
su vez según el throughput estará directamente relacionado con el valor de la ventana.  El campo 





Como la cantidad máxima de datos que el canal satélite puede tener “en vuelo” en un momento 
determinado, es decir, datos que han sido transmitidos pero no han sido aún reconocidos es el BDP 






-1 la ventana de recepción nos estará limitando considerablemente el throughput, es 
decir cuando el BDP sea mayor a 65535 bytes.  En [5.1.3] veremos como la característica window 
scale option del protocolo TCP solventa esta posible degradación del rendimiento debida a la 
limitación del tamaño de la ventana de recepción. 
4.2. Round trip time 
El protocolo TCP transmite cada RTT un número de segmentos delimitados por el tamaño de la 
ventana de congestión y recepción, es decir, una vez transmite, debe esperar el reconocimiento del 
segmento antes de volver a transmitir.  Cuanto mayor sea el RTT más tardará este reconocimiento 
en llegar y el algoritmo de control de congestión tardará más en optimizar el throughput. 
Recordemos que definimos el Round Trip Time (RTT) como el tiempo que transcurre desde el 
instante en el que el segmento TCP es transmitido por el proceso emisor hasta que el proceso 
emisor recibe el reconocimiento de dicho segmento TCP  
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En un enlace satélite el RTT se verá afectado por: 
o tiempo de  transmisión 
o retardo introducido por los búferes del módem satélite 
o retardo de propagación 
o tiempo de procesado de los circuitos del satélite 
o retardo introducido por el proceso de los datos en el nodo receptor (que dependerá de la 
carga a la que se encuentre sometido el nodo) 
A grandes rasgos podemos caracterizar el RTT entre el proceso emisor y el proceso receptor TCP a 
través del enlace satélite como: 
𝑅𝑇𝑇 = 𝑇𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑖ó𝑛 + 𝑅𝑒𝑡𝑎𝑟𝑑𝑜𝑏𝑢𝑓𝑒𝑟𝑠𝑚𝑜𝑑𝑒𝑚 + 𝑅𝑒𝑡𝑎𝑟𝑑𝑜𝑝𝑟𝑜𝑝𝑎𝑔𝑎𝑐𝑖ó𝑛 + 𝑇𝑝𝑟𝑜𝑐𝑒𝑠𝑎𝑑𝑜𝑛𝑜𝑑𝑜𝑟𝑒𝑐𝑒𝑝𝑡𝑜𝑟  
Este RTT elevado que estará por encima de los 513ms calculados en el apartado [3.3.1] tiene 
implicaciones directas y efectos no deseados en el algoritmo de control de congestión. 
Implicaciones en el algoritmo de arranque lento 
 





donde tarranquelento representa el tiempo de duración de la fase de arranque lento del algoritmo de 
control de congestión y Q el número de rondas de tiempo RTT que contiene tarranquelento.  
Suponiendo que el enlace tiene una probabilidad de error de transmisión baja, cuando se genera el 
evento de pérdida se debe al desbordamiento del enlace satélite, es decir, hemos alcanzado la 
capacidad del canal, por tanto, el valor que tiene W en ese instante, es el BDP del enlace expresado 
en número de segmentos 𝑊 =
𝐵·𝑅𝑇𝑇
𝑀𝑆𝑆
 .  Durante la fase de arranque lento la ventana dobla su valor 
cada RTT, por tanto el valor de la ventana de congestión justo en el instante anterior a la generación 
del evento de pérdida es 2
Q-1






El tiempo de duración de la fase de arranque lento, según la ecuación (15) será 𝑄 · 𝑅𝑇𝑇 
Por tanto aplicando el logaritmo en base 2 en ambos términos de la inecuación en (16) tenemos que: 




De la ecuación anterior (17) se deduce que por ejemplo para un RTT de 550ms y un ancho de banda 
del canal satélite de 1Mbps la duración del algoritmo de arranque lento hasta que el throughput 
alcance la capacidad real del canal será de 3.91 segundos, si a además existe un búfer en el módem 
satélite este tiempo de duración de la fase de arranque lento será aún mayor,  
La implicación inmediata de un RTT elevado es que, en ausencia de otras conexiones, la capacidad 
del canal no se aprovecha dado el tiempo en que tardamos en alcanzar un throughput acorde a la 
capacidad real del enlace satélite. 
Implicaciones en el algoritmo de evitación de la congestión 
Siguiendo con el análisis anterior, en el caso de una única conexión atravesando el enlace satélite y 
suponiendo un entorno sin pérdidas, en el momento que se produce el primer descarte de un 
paquete por haber sobrepasado la capacidad del enlace satélite 𝑊 =
𝐵·𝑅𝑇𝑇
𝑀𝑆𝑆
 segmentos.  En ese 
preciso instante en el que se produzca el descarte del paquete el tamaño de la ventana de 
congestión W se reducirá a la mitad y luego irá creciendo de forma lineal en 1 segmento cada RTT 
hasta alcanzar de nuevo 𝑊 =
𝐵·𝑅𝑇𝑇
𝑀𝑆𝑆
.  Dado el alto RTT, tardaremos un tiempo relativamente alto en 




    
alcanzar de nuevo el Throughput acorde a la capacidad del enlace satélite, este tiempo será aún 
mayor en un entorno con pérdidas según veremos en [4.3]. 
Implicaciones en la retransmisión y recuperación rápida 
En el caso que se pierdan múltiples segmentos durante la transmisión en la misma ventana de datos, 
TCP Reno acabará esperando a la expiración del tiempo de espera RTO volviendo al algoritmo de 
arranque lento.  Esto ocurre porque dada la pérdida del segmento, TCP Reno entrará en el modo de 
recuperación rápida reduciendo la ventana de congestión a la mitad, pero al haber habido múltiples 
pérdidas de segmentos en la misma ventana, se recibirá un reconocimiento parcial, es decir se 
reconocerán algunos segmentos de la ventana transmitida pero no todos, esto ocasiona que TCP 
Reno salga del modo recuperación rápida y vuelva a la retransmisión rápida de otro de los 
segmentos perdidos reduciendo de nuevo la ventana de congestión a la mitad al entrar en el modo 
de recuperación rápida recibiendo un nuevo reconocimiento parcial y abortando de nuevo el modo de 
recuperación rápida.  Estas múltiples reducciones de la ventana de congestión provocarán que la 
ventana de congestión sea tan pequeña como para que no puedan darse ACKs duplicados, 
impidiendo que se active el modo de retransmisión rápida y siendo la expiración del tiempo de 
espera, ante una pérdida de segmento el único mecanismo disponible. 
Una modificación del algoritmo de congestión TCP Reno llamada TCP NewReno [RFC3782] corrige 
este comportamiento, TCP NewReno interpreta el reconocimiento parcial como una pérdida del 
segmento enviado inmediatamente después del segmento reconocido en el ACK parcial recibido, 
retransmitiendo este segmento y permaneciendo en el modo de recuperación rápida hasta que todos 
los múltiples segmentos perdidos durante la transmisión en la misma ventana son reconocidos.  Un 
ACK parcial es aquel que reconoce algunos segmentos, pero no todos los que se esperaban desde 
el comienzo de la fase de recuperación rápida.  
En el caso de un RTT elevado estas múltiples retransmisiones rápidas ocasionarán una merma 
considerable en el rendimiento del protocolo TCP. 
En el apartado [5.1.6] se detalla como la característica TCP SACKS del protocolo TCP puede mitigar 
este efecto. 
4.3. Pérdida de segmentos 
El algoritmo de control de congestión TCP interpreta cualquier pérdida de un segmento TCP como un 
signo de congestión en la red y actúa en consecuencia. TCP Reno no fue diseñado de forma 
específica para redes en las que el BER pueda aumentar significativamente las pérdidas de 
segmentos,  ante las atenuaciones, por ejemplo, del canal satélite. 
El algoritmo percibe la existencia de congestión a través de los eventos de pérdida, si un segmento 
no ha llegado, se presupone que la causa ha sido la congestión en la red debida por ejemplo al 
descarte de un paquete en un router.  El algoritmo siempre interpreta la pérdida del segmento como 
una consecuencia directa de la congestión de la red y actúa con los algoritmos de arranque lento y 
evitación de la congestión.  Cuando la causa de la pérdida del segmento TCP es debida a la 
congestión de la red parece lógica la interpretación y actuación que hace el algoritmo, sin embargo, 
cuando la pérdida se debe a un aumento del BER, que en el enlace satélite puede ser consecuencia 
de fenómenos atmosféricos, el evento de pérdida que se generará será interpretado por el algoritmo 
como indicativo de existencia de congestión en la red, cuando realmente la pérdida habrá sido 
consecuencia, por ejemplo, de la lluvia o de un pico de radiación solar y por tanto, no existe 
congestión en el  enlace satélite.  Como resultado el algoritmo de control de congestión provocará 
una merma en el throughput que no sería a priori necesaria. 
En las redes cableadas (Ethernet, fibra óptica) el BER es muy bajo y existe una baja latencia, por 
ejemplo el RTT existente entre equipo conectado a través de un proveedor Internet ADSL situado en 
Barcelona (España) y la ciudad de San Francisco (Estados unidos)  atravesando un cable 
transoceánico es de 200ms [SPEEDTEST], el RTT del mismo equipo situado en Barcelona con la 
ciudad de Berlín (Alemania) es de 69ms.  Latencias que están muy por debajo del retardo de 
propagación ida y vuelta a través del enlace satélite, por lo que la posible corrupción de paquetes en 
redes cableadas no origina grandes problemas en el algoritmo de control de congestión.  La baja 
latencia permite que la ventana de congestión se incremente rápidamente tras la merma  que 
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ocasionará el evento de pérdida.  En cambio en un enlace a través de un satélite geoestacionario, el 
BER y la latencia son significativamente mayores, con lo que la ventana de congestión incrementará 
de forma más lenta debido al alto RTT tras el evento de pérdida, con el añadido que el evento de 
pérdida no tiene por qué ser indicativo de una congestión en el enlace satélite. 
Cuando la pérdida tenga como origen una causa atmosférica puntual el algoritmo de control de 
congestión reducirá el throughput al entrar en la fase de evitación de congestión o arranque lento sin 
ser estrictamente necesario. 
Un caso aún más dramático podría ser una pérdida debida a un factor atmosférico en el enlace 
satélite  durante la fase inicial de arranque lento cuando todavía no se ha alcanzado el tamaño de la 
ventana necesario para aprovechar la capacidad del enlace satélite: este evento de pérdida 
provocaría que el algoritmo de control de congestión entrase en la fase de evitación de la congestión 
y que la ventana pasase a incrementase de forma lineal cada RTT en lugar de duplicarse cada RTT, 
tardando aún más si cabe en alcanzar el tamaño de ventana necesario para aprovechar al máximo la 
capacidad del canal del enlace satélite. 
Las variantes al algoritmo de control de congestión pretenden solventar las implicaciones aquí 
descritas respecto al comportamiento estándar del algoritmo de control de congestión TCP Reno. En 
el apartado [5.2] se describen las seleccionadas en el ámbito del proyecto. 
4.4. Dimensionado de los búferes del módem satélite 
Un dilema que se plantea en el momento de configurar el tamaño de los búferes del módem satélite 
es cuál debe ser el tamaño más adecuado para: 
1. Procurar maximizar el throughput 
2. Procurar que el impacto de la latencia del búfer del módem satélite sea aceptable 
De forma ideal el tamaño de la ventana de congestión debe alcanzar el BDP para maximizar el 
throughput acorde a la capacidad del enlace satélite.  En el caso de establecer una cola de espera, 
es decir, al indicar un tamaño para el búfer del módem satélite, cuando la tasa de transmisión del 
proceso emisor supere la capacidad del enlace, los paquetes sobrantes que no han podido 
transmitirse a través del enlace se pondrán en el búfer del módem, el throughput se mantendrá 
estable pero el búfer introducirá una latencia. 
El valor ideal para la ventana es el BDP, en la práctica el BDP no se puede obtener de forma trivial y 
el protocolo TCP hace uso de los mecanismos ya descritos para establecer la ventana de congestión.  
Incrementa la ventana de congestión cuando todo va bien hasta alcanzar el BDP y la reduce cuando 
observa congestión usando como indicativo los eventos de pérdida.  El algoritmo intenta aproximarse 
al valor ideal del BDP para la ventana de congestión pero puede infravalorarlo o sobreestimarlo, por 
tanto el búfer en los módem satélite es necesario para minimizar estas fluctuaciones, asimismo el 
BDP es variable, pueden existir otras conexiones compartiendo el mismo enlace, el búfer del módem 
satélite aparte de absorber las fluctuaciones asegura que los paquetes no se descartan cuando 
existen cambios repentinos en la capacidad disponible del enlace.   
En un mundo ideal no se necesitaría el búfer del módem, el throughput no va a mejorar y vamos a 
introducir una latencia, pero dado que el BDP es variable y a que pueden existir otras conexiones 
compartiendo el enlace satélite que provoquen cambios bruscos en el ancho de banda disponible, el 
búfer se hace necesario para disminuir las fluctuaciones en la capacidad del enlace. 
El tamaño del búfer deberá establecerse de modo que sea suficiente para mantener el enlace 
continuamente ocupado, remarcamos lo de suficiente ya que recordemos que el búfer introducirá una 
latencia. 
Un análisis heurístico sería establecer el tamaño del búfer del módem satélite al BDP, de este modo 
cuando se enviase una ventana de BDP bytes, ante una indisponibilidad puntual del enlace, el búfer 
podría almacenarlos y mantener el enlace ocupado cuando vuelva a estar disponible, veamos el 
detalle: 




    
Suponiendo un entorno sin pérdidas de paquetes, el proceso emisor permanecerá la mayoría del 
tiempo haciendo uso del algoritmo de evitación de la congestión, el algoritmo de arranque lento sólo 
se establecerá al inicio de la transmisión pasando luego a un estado estacionario: El algoritmo de 
evitación de la congestión hará oscilar la ventana de congestión entre W y W/2 segmentos.  La 
ventana se incrementará hasta W segmentos, ante un evento de pérdida ocasionado por el descarte 
del paquete al superarse la capacidad del enlace, la ventana se reducirá a W/2 y a partir de ahí se 
incrementará linealmente en 1 segmento cada RTT hasta alcanzar de nuevo el valor  W. 
Ahora establecemos un búfer, llamemos B al tamaño del búfer del módem satélite en paquetes.  El 
descarte del paquete se producirá cuando la ventana haya alcanzado W paquetes, es decir cuando 
se haya superado la capacidad del canal y el búfer del módem satélite  esté lleno. Llamemos C a la 
capacidad de transmisión del enlace satélite en paquetes por segundo. Llamemos D al retardo de 
propagación ida y vuelta del enlace satélite. Tendremos (en paquetes): 
𝐵𝐷𝑃 = 𝐶 · 𝐷 (18) 
𝑊 = 𝐶 · 𝐷 + 𝐵 (19) 
En el momento en que el búfer del módem satélite descarte el paquete la ventana se reducirá a un 
valor de W/2. Al reducir la ventana de W a W/2 será necesario que el proceso emisor reciba al menos 
W/2 ACKs antes de poder enviar un nuevo segmento TCP.  El tiempo que tardará el proceso emisor 
en recibir W/2 ACKs será igual al tiempo que tardará el enlace satélite en transmitir W/2 paquetes.  El 
búfer del módem satélite debe ser capaz de enviar, por tanto, al menos W/2 paquetes a través del 
enlace satélite de tasa de transmisión C para mantener el enlace plenamente ocupado antes de que 




  (20) 




𝑊 = 2 · 𝐶 · 𝐷 (22) 
𝐵 = 𝐶 · 𝐷  (23) 
Concluimos por tanto que el tamaño del búfer del módem satélite debe ser igual al BDP para 
mantener el enlace plenamente ocupado. 
Si establecemos el búfer del módem satélite a un valor correspondiente al BDP, quedará vacío 
exactamente cuando el proceso emisor haya recibido W/2 ACKs y empiece a enviar nuevos 
segmentos TCP.  Al establecer el búfer del módem satélite al BDP el valor máximo de la ventana 
alcanzará 2 veces el BDP (22) y W/2 se corresponderá con el BDP por tanto la ventana oscilará 
entre el BDP y 2 veces el BDP, el valor medio de la ventana será 1,5 veces el BDP 
Cuando el búfer del módem se vacía, justo tras el momento de producirse el evento de pérdida y 
actuar el mecanismo de evitación de la congestión la latencia introducida por el búfer es 0, por tanto 
el RTT total será igual a D (retardo propagación del enlace satélite).  Cuando el búfer está lleno, justo 
antes de producirse el evento de pérdida, la latencia introducida por del búfer del módem satélite 
será BDP/C es decir D.  Por tanto el RTT total será 2D.  El RTT (descartando tiempos de 
transmisión y procesado) por tanto oscila entre el retardo de propagación ida y vuelta y dos 
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5. Fundamentos técnicos: Soluciones para 
mejorar el rendimiento del protocolo TCP 
en redes satelitales 
Tras ver las implicaciones directas que tienen las características particulares del enlace satélite sobre 
el rendimiento del protocolo TCP en el capítulo anterior, en este capítulo veremos qué soluciones 
podemos adoptar.   
La RFC2488 enumera alguna de estas soluciones y establece una guía de buenas prácticas  Indica 
las características del protocolo TCP que deben ser habilitadas con la finalidad de optimizar la 
comunicación a través de un canal satélite.  Los bancos de pruebas descritos en los capítulos 7 y 9 
han tenido en cuenta estas recomendaciones y se han configurado las variables necesarias en los 
peers TCP en el kernel del sistema operativo según se detalla en el apartado [7.9.1] para asegurar su 
habilitación, según la guía de buenas prácticas. 
Las soluciones se han dividido en tres bloques, el primer apartado recoge los mecanismos de mejora 
basados en las características estándar del protocolo TCP, el segundo apartado se centra en las 
variantes del algoritmo de control de congestión y el tercer apartado se centra en la alternativa de 
mejora basada en un PEP (Performance Enhancing Proxy).  Un PEP es un equipo que se 
interconecta en la red y que intercepta el tráfico TCP entre el proceso emisor y receptor, su 
funcionamiento se detalla en [5.3]. 
La siguiente tabla muestra un resumen de los mecanismos y características del protocolo TCP 
recomendados y requeridos por la RFC2488 para las comunicaciones a través de enlaces satélite, en 
la última columna se indica el apartado de esta memoria donde se describe el mecanismo 
Mecanismo Uso Aplicación Descripción 
Path-MTU Discovery Recomendado Proceso emisor [5.1.1] 
FEC Recomendado Enlace satélite [3.3.3] 
Algoritmo arranque lento Requisito Proceso emisor [2.3.1] 
Algoritmo evitación congestión Requisito Proceso emisor [2.3.1] 
Retransmisión rápida Recomendado Proceso emisor [2.3.1] 
Recuperación rápida Recomendado Proceso emisor, receptor    [2.3.1] 
Window scaling Recomendado  Proceso emisor, receptor [5.1.3] 
PAWS Recomendado Proceso emisor, receptor [5.1.4] 
RTTM Recomendado Proceso emisor, receptor [5.1.4] 
TCP SACKS Recomendado Proceso emisor, receptor [5.1.6] 
Tabla 4: Características estándar TCP recomendadas por RFC2488 
5.1. Mecanismos de mejora: Basados en características 
del protocolo TCP 
5.1.1. Path MTU Discovery 
Con la finalidad de reducir la fragmentación de paquetes, la RFC2488 recomienda el uso del 
algoritmo Path MTU Discovery. 
La opción Path MTU Discovery permite hallar el tamaño de paquete más eficiente para la capa de 
red y por tanto determinar el valor óptimo del MSS a fin de maximizar el tamaño de los datos 
respecto al overhead que suponen las cabeceras (TCP,IP) en cada segmento TCP evitando que el 
paquete sea fragmentado por los equipos de red. 
  




    
 
5.1.2. TCP for transactions (T/TCP) 
Se trata de una extensión a la implementación estándar TCP/IP recogida en [RFC1644].  Su 
característica fundamental es que consigue reducir la latencia en la negociación a tres bandas de dos 
a un RTT.  Debido a las vulnerabilidades de aspectos relacionados con la seguridad de la conexión 
que presenta T/TCP quedó relegada a un entorno experimental y no ha llegado a ser integrada en el 
kernel de Linux (En cambio en MacOS puede habilitarse la extensión).  Escapa por tanto al ámbito 
del proyecto, se menciona por tratarse de una propuesta que surgió para mejorar el rendimiento del 
protocolo TCP en entornos con un BDP muy elevado como es el caso de las comunicaciones TCP en 
enlaces satélite. 
5.1.3. TCP Window scale option 
Debido al tamaño de 16 bits del campo ventana de recepción de la cabecera TCP, si el BDP>2
16
-1 la 
ventana de recepción nos limita de forma considerablemente el throughput, según hemos visto en 
[4.1].  La característica window scale del protocolo TCP solventa esta degradación del rendimiento 
debida a la limitación del tamaño de la ventana de recepción y permite, a través del campo de 
opciones de la cabecera TCP, sobrepasar el límite impuesto por los 16 bits, es decir, permite valores 
mayores de 65535 bytes para el valor de la ventana de recepción mediante el escalado del campo.  
En [RFC1323] se especifica el detalle de esta característica. 
5.1.4. TCP timestamp option RTTM PAWS  
Esta característica permite la opción de incluir el timestamp en la cabecera TCP a través del campo 
de opciones, se usa para facilitar dos mecanismos: conseguir un muestreo más exacto del RTT 
descrito en el apartado [2.2.6] y protección PAWS (Protect Against Wrapped Sequences).  La idea 
básica de la protección PAWS es que un segmento puede ser descartado cuando es un duplicado de 
otro más reciente, el timestamp permite determinar cuál de los dos segmentos duplicados es más 
reciente. 
Ambos mecanismos se usan conjuntamente con la característica anterior (windows scale option), la 
RFC2488 recomienda su uso y los  considera compañeros indispensables.  Los timestamps, el 
RTTM y PAWS se describen en [RFC1323] de forma conjunta. 
5.1.5. Aumento del valor inicial para la ventana de 
congestión  
El algoritmo de arranque lento (slow start) conlleva un aumento lento de la ventana de congestión, 
causando una infrautilización del ancho de banda disponible tal y como hemos visto en las 
implicaciones de la alta latencia del RTT para un enlace satélite.  
Cuando el BDP es alto, el tiempo necesario para alcanzar el valor máximo de la ventana de 
congestión en la fase de arranque lento puede ser significativo.  El valor inicial de la ventana de 
congestión IW (initial window) en la variante TCP Reno es IW=1 MSS.  
En el sistema operativo Linux este valor puede ser modificado mediante el comando iproute y la 
directiva (initcwnd): 
Suponiendo que el default gateway de un host sea 192.168.1.1 y que eth0 sea el interfaz de salida, 
para asignar un valor de 10 al valor inicial de la ventana de congestión, es decir IW=10·MSS 
ejecutaremos: 
ip route change default via 192.168.1.1 dev eth0 proto static initcwnd 10 
Un valor de IW mayor a 1MSS acortará significativamente el tiempo de la fase de arranque lento.  En 
la evaluación y análisis del rendimiento de las variantes TCP llevada a cabo en el capítulo 13 no se 
5.1 Mecanismos de mejora: Basados en características del protocolo TCP 43 
 
 
   
han realizado modificaciones del IW para no interferir en los resultados, la comparativa entre las 
variantes TCP se ha realizado con su  el valor IW que establece por defecto la variante TCP.  
5.1.6. TCP SACKS Selective Acknowledge  
Estrictamente hablando TCP SACKs es una característica de TCP configurable a través de una 
variable del kernel, no una variante TCP en sí.  Su finalidad es la de hacer frente a múltiples 
pérdidas, por ejemplo pérdidas producidas en segmentos transmitidos durante una determinada 
ventana TCP.  El algoritmo de control congestión TCP, con la característica TCP SACKS inactiva, es 
incapaz de recuperar los múltiples segmentos perdidos en la ventana y solamente puede  recuperar 
un segmento por RTT como hemos detallado en las implicaciones para la recuperación rápida de un 
RTT elevado en el apartado [4.2]. 
Con la característica TCP SACKs activa, una vez ha comenzado el intercambio de segmentos TCP 
en el flujo de tráfico entre el proceso emisor y el proceso receptor, si el receptor experimenta una 
pérdida de segmentos para una determinada ventana, enviará un ACK que contendrá, usando el 
campo de opciones de la cabecera TCP, una lista de los segmentos recibidos, independientemente 
de su posición en la ventana.  De esta forma se identifican aquellos segmentos enviados, pero aún 
no reconocidos dentro de la ventana, que no han sido recibidos.  El emisor puede retransmitir 
aquellos segmentos que no han sido recibidos y seguir con la secuencia de transmisión. 
El formato del campo de opciones para la característica TCP SACKs se describe en [RFC2018]. Las 
listas de segmentos recibidos se informan mediante el uso de bloques en el campo de opciones.  
Cada  bloque representa los datos contiguos tras el segmento perdido almacenados en el búfer de 
recepción. El campo de opciones contiene los bloques no contiguos de datos.  De este modo el 
emisor identifica los segmentos recibidos y puede retransmitir aquellos no recibidos. 
Cada bloque de datos se define por dos enteros de 32 bits, el primero contiene el número de 
secuencia de inicio del bloque y el segundo el número de secuencia que sigue al que finaliza el 
bloque. Al hacer uso de la característica timestamps que ocupa 10 bytes, quedan 30 bytes de los 40 
bytes disponibles para el campo de opciones. La característica TCP SACKs ocupa 10 bytes por 
bloque con lo que como máximo el campo de opciones puede albergar 3 bloques.   
Este límite de 3 bloques implica que sea muy importante que la opción SACK siempre informe del 
bloque que contenga el segmento recibido más reciente para que el emisor tenga la información 
actualizada.  De este modo se asegura que en la mayoría de casos, incluso  para tamaños de 
ventana considerables, los segmentos que forman parte de un bloque no continuo de datos van a ser 
informados al menos en tres opciones SACK sucesivas.  Esta redundancia incrementa la robustez en 
la entrega de la información de SACK cuando se pierden ACKs en un entorno con pérdidas.  La 
redundancia de 3 suele ser suficiente, en todo caso si los 3 ACKs que informan de un bloque 
específico se pierden, el emisor asumirá que los segmentos contenidos en ese bloque no han sido 
recibidos y los retransmitirá innecesariamente. 
La característica TCP SACKs puede usarse de forma conjunta con cualquiera de las variantes TCP 
descritas en el próximo apartado.  El mecanismo de recuperación rápida ante un evento de pérdida  
retransmite el segmento perdido (retransmisión rápida debida a 3 ACKs duplicados) y la ventana de 
congestión se reduce a la mitad.  Cuando se activa la característica SACK además se mantiene una 
variable llamada pipe indicando los segmentos en vuelo, para limitar durante la fase de recuperación 
rápida la tasa de envío: el emisor sólo envía nuevos segmentos o los retransmite cuando pipe < 
cwnd. Tras el inicio de la fase de recuperación rápida, la variable pipe se incrementa en 1 cuando se 
envía o retransmite un nuevo segmento, se decrementa en 1 cuando el emisor recibe un ACK 
duplicado con la opción SACK mostrando que se han recibido datos y se decrementa en 2 cuando se 
recibe un ACK parcial (teniendo en cuenta de este modo el paquete transmitido y el retransmitido) 
[HTTPSACKS]. 
La fase de recuperación rápida con la característica TCP SACK activada, finaliza cuando, después 
de haber retransmitido los segmentos perdidos informados en el campo de opciones, se recibe el 
reconocimiento de todos los datos existentes en vuelo en el momento de iniciarse el procedimiento 
de recuperación rápida.   




    
Si aumenta el tamaño de la ventana TCP  mayor es la probabilidad que se produzcan pérdidas 
múltiples y es cuando la característica TCP SACKS mostrará todo su potencial.  En el caso de un 
enlace satélite esta opción cobra sentido puesto que el BDP es elevado.  Como hemos visto en el 
apartado [4.4] para un tamaño del búfer satélite igual al BDP tendremos un tamaño máximo de la 
ventana de congestión de dos veces el BDP, estamos hablando de tamaños de la ventana de 
congestión grandes y tal como recomienda la RFC2488 esta característica estará activada en los 
bancos de pruebas descritos en los capítulos 7 y 9. 
5.2. Mecanismos de mejora: Basados en variantes del 
algoritmo de control de congestión TCP 
Hasta ahora hemos visto que el retardo de propagación elevado, la alta capacidad del enlace satélite, 
junto con el aumento del BER en determinadas condiciones atmosféricas influyen negativamente en 
el desempeño del algoritmo de control de congestión estándar TCP Reno, afectando al rendimiento 
del protocolo TCP en las comunicaciones satélite. 
Las soluciones descritas en el apartado anterior están relacionadas con características del protocolo 
TCP, en este apartado nos centraremos en soluciones basadas en la modificación del algoritmo de 
control de congestión estándar. 
Estos mecanismos de mejora basados en modificaciones del algoritmo de control de congestión y no 
en características propias del protocolo TCP pueden resultar complicados de implementar puesto 
que requieren que el proceso emisor se esté ejecutando en un equipo que sea compatible con la 
variante del protocolo TCP.  Por ejemplo un equipo basado en el sistema operativo Windows estará 
haciendo uso del algoritmo de control de congestión propietario de Microsoft y no será trivial cambiar 
la variante TCP al estar codificada internamente en la pila TCP/IP del sistema operativo Windows.  
En cambio el kernel del sistema operativo Linux soporta el intercambio del algoritmo de control de 
congestión, mediante módulos compilados con dicho algoritmo, de una forma relativamente sencilla 
[7.10] 
A continuación se describen las variantes del protocolo TCP que han sido seleccionadas para la 
comparativa del capítulo 13.  Todas las variantes seleccionadas son modificaciones del lado del 
proceso emisor y son compatibles con las implementaciones del protocolo TCP existentes, se 
especifican las diferencias respecto a la variante estándar TCP Reno.  
5.2.1. TCP CUBIC 
La variante del protocolo TCP CUBIC se describe en [HTTPCUBIC] y es la variante del algoritmo de 
control de congestión TCP por defecto del sistema operativo Linux desde el kernel 2.6.19 al kernel 
3.1. 
TCP CUBIC es una mejora de la variante TCP BIC que era la antigua variante por defecto del 
sistema operativo Linux, los autores indican que CUBIC simplifica la ventana de congestión de la 
variante TCP BIC y mejora el friendliness y fairness. 
El comportamiento de la ventana de congestión cuando se produce un evento de pérdida es bastante 
distinto al estándar Reno, una de sus diferencias fundamentales es su independencia del RTT.  
Recordemos que al describir el mecanismo de actuación del algoritmo de control de congestión TCP 
Reno vimos que la evolución de la ventana de congestión en el algoritmo depende de los ACKs 
recibidos, tanto en la fase de arranque lento como durante la evitación de la congestión y por tanto la 
evolución de la ventana está relacionada directamente con el RTT, por el contrario TCP CUBIC 
modifica la ventana de congestión en base al tiempo que ha ocurrido desde que se produjo el último 
evento de pérdida. 
La siguiente ilustración, extraída de [HTTPCUBIC] muestra el crecimiento de la ventana de 
congestión del algoritmo TCP CUBIC: 
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Ilustración 11: Comportamiento de la ventana de congestión de la variante 
TCP CUBIC 
Cuando se pierde un segmento, Wmax toma el valor que tenía la ventana de congestión en el 
momento en el que se genera el evento de pérdida.  En la Ilustración 11 vemos el crecimiento de la 
función que gobierna la dinámica de la ventana de congestión en TCP CUBIC, la ventana crece de 
forma muy rápida tras el evento de pérdida, pero conforme se acerca a Wmax (valor que tenía la 
ventana de congestión en el momento que se generó el evento de pérdida), reduce su crecimiento.  
Alrededor de Wmax el incremento de la ventana de congestión es prácticamente nulo, más allá TCP 
CUBIC empieza probar a incrementar la ventana de congestión para intentar conseguir un mayor 
ancho de banda, es decir una mayor ocupación del canal, primero crece de forma lenta y acelera su 
crecimiento conforme se aleja del valor Wmax.  Este crecimiento lento alrededor de Wmax permite la 
estabilidad del protocolo, el crecimiento rápido conforme nos alejamos de Wmax permite la 
escalabilidad del protocolo. 
La función que determina la ventana de congestión de TCP CUBIC es: 
𝑊𝑐𝑢𝑏𝑖𝑐 = 𝐶 · (𝑡 − 𝐾)
3 + 𝑊𝑚𝑎𝑥 (24) 
Donde C es un factor de escala, t es el tiempo que ha pasado desde el último evento de pérdida y 
𝐾 = √𝑊𝑚𝑎𝑥𝛽/𝐶
3
 donde β es factor multiplicativo de decrecimiento constante que se aplica para 
reducir la ventana cuando se produce el evento de pérdida, es decir la ventana se reduce a βWmax 
tras el evento de pérdida. 
De la ecuación (24) se desprende que el RTT no interviene en el cálculo de la ventana de congestión 
en TCP CUBIC, siendo la ventana de congestión dependiente del tiempo que ha pasado desde el 
último evento de pérdida, Wmax y los factores C y K 
5.2.2. TCP Vegas 
La variante TCP Vegas se describe en [HTTPVEGAS], en comparación con el estándar TCP Reno 
presenta una retransmisión más rápida, anticipa la congestión y mejora el algoritmo de arranque 
lento. 
TCP Vegas usa el RTT de los ACK duplicados como indicativo de que un segmento TCP ha sido 
reordenado o perdido en tránsito, si el RTT entra dentro del criterio seguido por TCP Vegas, lo 
considera como perdido y el segmento se retransmite de forma inmediata sin esperar a que se 
reciban tres ACKs duplicados para ese segmento como ocurre en el estándar de TCP. 
En el estándar TCP Reno, los eventos de pérdida se toman como indicativo de una congestión del 
enlace, por tanto la congestión se detecta cuando ya se está produciendo, el enlace probablemente 
ya está congestionado, TCP Vegas actúa en cambio de una forma proactiva intentando evitar la 
congestión antes de que se produzca.  La forma en la que TCP Vegas logra esta proactividad es 
midiendo el incremento del RTT a fin de intentar estabilizar el tamaño de la ventana de congestión 
acercándose a un valor próximo al máximo de la capacidad del enlace pero sin llegar a 




    
congestionarlo.  Midiendo el incremento del RTT, TCP Vegas es capaz de detectar cuando los 
paquetes están empezando a llenar el búfer.  Si el enlace de comunicaciones está ocupado el RTT 
empieza a incrementarse debido a la latencia introducida por la cola de espera. 
El mecanismo que sigue la variante TCP Vegas es realizar un cómputo de las muestras del RTT y 
encontrar el RTTmin, posteriormente evalúa la diferencia especificada en la siguiente ecuación: 
𝐷𝑖𝑓𝑓 = 𝜆𝑒𝑥𝑝 − 𝜆𝑎𝑐𝑡 (25) 
 𝜆𝑒𝑥𝑝 es W/RTTmin donde W es el tamaño de la ventana, es decir el throughput esperado que se 
obtendría para el tamaño actual de la ventana en base al RTTmin y  𝜆𝑎𝑐𝑡 es el throughput que se está 
alcanzando realmente: W/RTT. 
TCP Vegas define dos parámetros fijos 𝛼 𝑦 𝛽 que normalmente toman los valores de 1 a 3 o de 2 a 4, 
y se establece la fase de incremento y decremento aditivo, la dinámica que sigue la ventana de 
congestión en TCP Vegas en esta fase obedece al siguiente algoritmo:   
every RTT do 
if Diff < 𝛼 /𝑅𝑇𝑇𝑚𝑖𝑛 then cwnd := cwnd +1  
else if Diff >  𝛽/𝑅𝑇𝑇𝑚𝑖𝑛 cwnd := cwnd -1 
done 
En la variante TCP Vegas el algoritmo de arranque lento funciona de forma similar al algoritmo de 
evitación de la congestión que acabamos de mencionar, la solución basada en la medida del RTT se 
aplica también en la fase de arranque lento, expandiendo la ventana  de congestión 
progresivamente, incluyendo pausas para obtener unas medidas del RTT significativas, hasta 
detectar la congestión momento en que la ventana de congestión se reduce. 
5.2.3. TCP Hybla 
La variante TCP Hybla se describe en [HTTPHYBLA] y sus autores la describen como una variante 
del algoritmo de control de congestión TCP especialmente indicada para proporcionar un gran 
rendimiento del protocolo TCP en entornos de alta latencia y pérdidas como es el caso de las 
comunicaciones a través de un enlace satélite, al igual que TCP CUBIC, TCP Hybla propone un 
algoritmo de arranque lento y de evitación de la congestión independiente del RTT. 
Las ecuaciones descritas en [HTTPHYBLA] que rigen la ventana de congestión en la variante TCP 
Hybla se basan en la definición de un factor variable 𝜌 = 𝑅𝑇𝑇/𝑅𝑇𝑇0 que se calcula periódicamente a 
lo largo de la transmisión.  El valor de la muestra del RTT obtenido se divide por RTT0 que 
representa el valor del retardo de un enlace al que queremos que TCP Hybla ecualice.  Este factor 
variable nos va a permitir la independencia de la variante TCP Hybla del RTT. 
La idea básica de TCP HYBLA es obtener, para conexiones con una alta latencia RTT, la misma tasa 
de transmisión instantánea que la de la conexión TCP de referencia con latencia RTT0, consiguiendo 
que la dinámica de evolución de la ventana de congestión sea independiente del RTT. 
Retomando el algoritmo de control de congestión estándar TCP Reno podemos expresar la dinámica 




𝑅𝑇𝑇 ,   0 ≤ 𝑡 < 𝑡𝛾   𝐴𝑟𝑟𝑎𝑛𝑞𝑢𝑒 𝑙𝑒𝑛𝑡𝑜
𝑡−𝑡𝛾
𝑅𝑇𝑇
+ 𝛾,   𝑡 ≥ 𝑡𝛾            𝐸𝑣𝑖𝑡. 𝐶𝑜𝑛𝑔
 (26) 
Donde 𝑡𝛾 = 𝑅𝑇𝑇 · 𝑙𝑜𝑔2𝛾 y 𝛾 representa el valor del umbral en el momento en el que se produce el 
evento de pérdida y el algoritmo pasa de la fase de arranque lento a evitación de congestión. 
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La siguiente gráfica muestra la dependencia de la fase de arranque lento y evitación de la congestión 
respecto al RTT del estándar TCP Reno: 
 
Ilustración 12: Evolución de la ventana TCP Reno para distintos RTT 
 
La variante TCP Hybla para conseguir la independencia del RTT hace uso del factor de 





Partiendo de (26) multiplicando el tiempo por 𝜌 (el tiempo desde que se alcanza el umbral), se 
consigue una ventana de congestión independiente del RTT, para conseguir que la tasa de 
transmisión dependa únicamente del retardo de referencia RTT0, se multiplica la ventana de 








+ 𝛾] ,   𝑡 ≥ 𝑡𝛾0            𝐸𝑣𝑖𝑡. 𝐶𝑜𝑛𝑔
  
Como resultado el tiempo  𝑡𝛾0 definido como el tiempo en el que la ventana de congestión alcanza el 
valor 𝜌 · 𝛾 es el mismo para cualquier valor de RTT siendo 𝑡𝛾0 = 𝑅𝑇𝑇0 · 𝑙𝑜𝑔2𝛾 , sólo depende del 
retardo de referencia RTT0. 













+ 𝛾] ,   𝑡 ≥ 𝑡𝛾0            𝐸𝑣𝑖𝑡. 𝐶𝑜𝑛𝑔
 (27) 
Vemos que HB(t) es completamente independiente del RTT y depende exclusivamente del valor de 
referencia RTT0. 
La siguiente gráfica muestra la independencia respecto al RTT de la fase de arranque lento y 
evitación de la congestión de la variante TCP Hybla: 




    
 
Ilustración 13: Evolución de la ventana TCP Hybla para distintos RTT 
En el sistema operativo Linux el valor por defecto para  el retardo de referencia RTT0 es de 25ms. 
Para cambiar en Linux el parámetro RTT0 debe especificarse en el momento de carga del módulo 
del algoritmo TCP Hybla en el kernel.  En el apartado [7.10] se detalla el procedimiento. 
5.2.4. TCP Westwood 
La variante TCP Westwood se describe en [HTTWESTWOOD], su carácter innovador consiste en la 
estimación extremo a extremo del ancho de banda disponible en la conexión.  A través de dicha 
estimación la variante TCP Westwood asigna el valor de la ventana de congestión y el umbral. 
El proceso emisor monitoriza de forma continuada los segmentos de reconocimiento (ACKs) 
procedentes del proceso receptor y computa el Eligible Rate Estimate (ERE) basándose en la tasa de 
recepción de los ACK y el tamaño en bytes de los mismos. 
A diferencia del estándar TCP Reno, la variante TCP Westwood no fija el umbral a la mitad de la 
ventana de congestión ante un evento de pérdida sino que el umbral queda fijado a la estimación del 
ancho de banda realizado por el método anteriormente descrito.  Aunque la variante TCP Westwood, 
al igual que TCP Reno no pueda distinguir si la pérdida del paquete se debe a una congestión del 
enlace o a un error puntual causado por un aumento súbito del BER debido a la atenuación puntual 
de la señal del enlace, ante la pérdida de un paquete vuelve a comenzar con el valor previo del 
umbral en base a la estimación del ancho de banda.  Este comportamiento puede aumentar el 
rendimiento del protocolo TCP ante un entorno ruidoso como puede ser un enlace satélite sujeto a 
condiciones atmosféricas adversas respecto a TCP Reno.  
Siendo BWE la estimación llevada a cabo por la variante TCP Westwood del ancho de banda de la 
conexión extremo a extremo, ante un evento de pérdida el proceso emisor establece el valor de la 
ventana de congestión de la siguiente manera: 
𝑊𝐸𝑆𝑇𝑊𝑂𝑂𝐷𝑐𝑤𝑛𝑑 = 𝐵𝑊𝐸 · 𝑅𝑇𝑇 
En la fase de incremento aditivo la dinámica que sigue la ventana de congestión obedece al 
algoritmo TCP Reno: 
every ACK do 
if cwnd < ssthresh then cwnd := cwnd +1 # Mecanismo slow start 
else cwnd := cwnd + 1/cwnd # Mecanismo congestion avoidance 
done 
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Ante los eventos de pérdida, en lugar del decremento multiplicativo la variante TCP Westwood toma 
decisiones según el ancho de banda BWE estimado extremo a extremo: 
every FastRetransmit do  
# Evento de pérdida debido a la recepción de tres ACKs duplicados  
  ssthresh := (BWE * RTTmin)/MSS 
if (cwnd > ssthresh) then 
#Inicia la fase congestion avoidance con la ventana al valor del umbral  
cwnd := ssthresh 
fi 
done 
every RTO do 
# Evento de pérdida debido a timeout  
 ssthresh := (BWE * RTTmin)/MSS 
if (ssthresh<2) then ssthresh := 2 
fi 
cwnd := 1 
done 
 
La siguiente ilustración muestra la evolución de la ventana de la variante TCP Westwood ante los 
eventos de pérdida 
 
Ilustración 14: Evolución de la ventana de congestión TCP Westwood ante los 
eventos de pérdida 
  




    
 
5.3. Performance Enhancing Proxy 
Las soluciones a la merma del rendimiento del protocolo TCP debido al impacto de la alta latencia y 
probabilidad de error del canal de comunicaciones en un enlace satélite descritas anteriormente 
basadas en la modificación del algoritmo de control de congestión TCP pueden resultar complicadas 
de implementar puesto que requieren que el proceso emisor que se está ejecutando en un equipo 
sea compatible con la variante del protocolo TCP.  Cuando no podemos cambiar la variante TCP en 
el proceso emisor, como puede darse en el caso que el sistema operativo no soporte esta 
funcionalidad, la solución consiste en intercalar el uso del Performance Enhancing Proxy (PEP).  El 
PEP nos permitirá el uso de una variante TCP no soportada por el proceso emisor para mejorar el 
rendimiento de la comunicación extremo a extremo entre el proceso emisor y el proceso receptor. 
Para completar el estudio y evaluación del rendimiento de las variantes del protocolo TCP en 
satélites geoestacionarios contemplaremos en el banco de pruebas del capítulo 9 el uso del PEP y 
compararemos el rendimiento de TCP Reno en una conexión extremo a extremo en un enlace 
satélite con el PEP deshabilitado respecto al rendimiento obtenido al habilitar el PEP con otra 
variante TCP.  
En un entorno real es habitual que el usuario no pueda tener control sobre la variante TCP que usa 
su sistema operativo, por este motivo el uso del PEP es habitual en soluciones técnicas ofrecidas por 
las operadoras de telecomunicaciones en entornos satélite. 
5.3.1. Funcionamiento  
Un PEP es un nodo intermedio intercalado en el camino entre dos extremos en la red cuyo objetivo 
es mejorar el rendimiento del flujo de tráfico, lo intercepta modificando su comportamiento, pueden 
operar en varias capas OSI incluyendo la capa de enlace, en el ámbito del proyecto nos centraremos 
únicamente en un PEP que trabaja en la capa de transporte. 
Muchas soluciones comerciales basadas en PEPs no están estandarizadas y son soluciones 
propietarias, su uso debe plantearse como una opción y sólo cuando no es viable la modificación de 
la variante TCP extremo a extremo. 
El funcionamiento de un PEP que trabaja únicamente en la capa de transporte consiste en dividir la 
conexión TCP extremo a extremo establecida entre el proceso emisor y el proceso receptor.  La 
división de la conexión TCP que realiza el PEP consiste en terminar la conexión iniciada por el 
proceso emisor, en el PEP y establecer desde el PEP una nueva sesión TCP con el proceso 
receptor.   
Trabajaremos con una distribución en la que se precisará de un único PEP: cuando el proceso 
receptor soporte la variante TCP usada en el PEP y sea el proceso emisor, por ejemplo un cliente, el 
que no soporte dicha variante.  Este tipo de distribución es la que se ha propuesto en el banco de 
pruebas del capítulo 9 para la evaluación del rendimiento del PEP. 
La filosofía de la división de la conexión TCP que realiza el PEP es reemplazar la variante TCP 
estándar no optimizada para conexiones satélite por otra que sí que ha sido optimizada para un 
entorno caracterizado por una alta latencia y una probabilidad de error elevada. 
Otra característica del PEP es la generación de reconocimientos simulados (spoofed ACKs)  para los 
segmentos enviados por el proceso emisor, estos reconocimientos falsos permiten que el proceso 
emisor incremente la ventana de congestión muchísimo más rápido provocando que la tasa de 
transmisión entre el proceso emisor y el PEP sea muy elevada, muy por encima del cuello de botella 
del enlace satélite, a su vez con la generación de estos ACKs falsos el PEP conseguirá un flujo 
continuo de los datos transmitidos hacia el proceso receptor. 
Uno de los requisitos de la división de la conexión TCP que realiza el PEP es que la cabecera TCP 
no debe estar encriptada, si el paquete IP estuviese encriptado por ejemplo con un túnel IPsec no 
sería a priori posible que el PEP pudiese acceder a los datos de la cabecera TCP, otro motivo por el 
5.3 Performance Enhancing Proxy 51 
 
 
   
cual el PEP debe contemplarse sólo como opción cuando no es posible modificar la variante TCP 
extremo a extremo en el propio núcleo del sistema operativo. 
5.3.2. Implementación open source: PEPsal 
PEPsal es una implementación de un PEP open source, el código fuente se puede descargar en 
[HTTPPEPSAL].  La memoria técnica relacionada con PEPsal se encuentra en [HTTPDOCPEPSAL] 
Se trata de un PEP TCP, por tanto trabaja en la capa de transporte y está pensado para ser usado 
en una arquitectura en la que el proceso receptor está integrado usando la misma variante TCP que 
el PEP y es el proceso emisor el que usa una variante TCP distinta.  PEPsal realiza una división de la 
conexión TCP entre el proceso emisor  y el proceso receptor terminando la conexión TCP iniciada 
por el proceso emisor en PEPsal y estableciendo desde PEPsal una nueva sesión TCP con el 
proceso receptor.  Además hace uso de la técnica de envío de reconocimientos simulados hacia el 
proceso emisor.   La implementación de PEPsal está basada en Linux y se ha usado en el banco de 
pruebas descrito en el capítulo 9. 
Para conseguir dividir la conexión TCP entre el proceso emisor y receptor, PEPsal intercepta el 
intento de establecimiento de la conexión del proceso emisor.  Mediante netfilter el segmento con el 
bit de control SYN establecido a 1 enviado por el proceso emisor se pone en una cola y PEPsal a 
través de la librería ipqueue  registra la dirección IP destino y puerto destino del segmento de 
establecimiento de conexión que fue puesto en cola por netfilter, PEPsal suplanta entonces el 
proceso receptor reconociendo el establecimiento de la conexión y establece una nueva conexión 
con la variante TCP seleccionada con el proceso receptor, para lograrlo el segmento TCP enviado 
por el proceso emisor es redirigido al puerto 5000 a través de netfilter, PEPsal recibe estos 
segmentos y en base a la dirección IP destino y puerto destino que había registrado establece una 
nueva conexión y reenvía el segmento con la nueva variante TCP hacia el proceso receptor. 
Para que PEPsal pueda hacer uso de netfilter en Linux y poner en cola todos los establecimientos de 
conexión procedentes del proceso emisor y redirigir el resto de segmentos TCP de datos al puerto 
5000 es necesario crear reglas en el firewall de Linux a través de iptables. 
En el firewall de Linux las reglas se almacenan en chains y cada chain forma parte de una tabla.  
Existen cuatro tablas predefinidas: FILTER table que es la tabla por defecto, NAT table, MANGLE 
Table y RAW Table, y cada una de ellas tiene ciertos chains predefinidos, nosotros haremos uso del 
chain de PREROUTING que altera los paquetes en netfilter antes de que estos sean encaminados, 
es decir la regla aplica en el momento en el que el paquete llega al sistema y justo antes de ser 
enrutado.   
Antes de iniciar PEPsal creamos las reglas necesarias para que netfilter pueda proporcionar servicio 
a PEPsal según lo anteriormente expuesto, en primer lugar se crea una regla en la tabla MANGLE de 
iptables en el chain de PREROUTING que pondrá en cola todos los segmentos TCP con el bit de 
control SYN establecido procedentes del proceso emisor.  Si el interfaz eth0 es el interfaz de donde 
proceden los paquetes de establecimiento de la conexión por parte del proceso emisor, la regla a 
establecer es: 
iptables –t mangle –A PREROUTING –i eth0 –p tcp –syn –j QUEUE 
Seguidamente creamos una regla en la tabla NAT de iptables en el chain de PREROUTING que 
redirigirá al puerto 5000 todos los segmentos TCP de datos procedentes del proceso emisor.  
Suponiendo que la variable SAT_RECV indica la LAN donde reside el equipo donde se ejecuta el 
proceso emisor, por ejemplo SAT_RECV=”192.168.100.0/24” la regla a establecer es: 
iptables –t nat –A PREROUTING –s $SAT_RECV –p tcp –j REDIRECT –to-port 5000 
Antes de establecer estas dos reglas eliminaremos previamente cualquier regla anterior que pudiese 
haber en las tablas MANGLE y NAT.  Tras estos preparativos previos en iptables de Linux el proceso 
PEPsal estará en condiciones de ser ejecutado con la ayuda de las reglas introducidas.  
 




    
6. Virtualización  
Las técnicas de virtualización suponen una importante alternativa a la implantación de sistemas 
basados en equipos reales.  El crecimiento exponencial que ha experimentado la potencia del 
hardware (equipos más rápidos con mejor CPU o más cantidad de memoria RAM y mayor espacio 
de almacenamiento en el disco duro) ha motivado la aparición de técnicas de virtualización que 
permiten implementar una arquitectura virtual equivalente a la realizada de forma convencional con 
equipos reales.   
En este capítulo veremos en que consiste la virtualización y nos centraremos en la herramienta  
Virtual Network User Mode Linux (VNUML) que ha sido la herramienta utilizada en los bancos de 
pruebas de los capítulos 7 y 9 para virtualizar la infraestructura satélite. 
6.1. Introducción 
La virtualización puede definirse como una técnica que permite encapsular una unidad de proceso, 
sea un programa, sistema operativo o un equipo completo para su ejecución en un equipo anfitrión 
en un entorno, que emula el entorno real. 
En caso de disponer de un equipo lo suficientemente potente como para actuar de equipo anfitrión, 
mediante la tecnología de virtualización podremos ejecutar de forma simultánea un sistema de 
máquinas virtuales que se comporten de manera equivalente al mismo sistema implementado con 
máquinas reales. El objetivo es que el sistema emulado se comporte lo más transparentemente 
posible, idealmente igual que el sistema real. 
Como resultado la tecnología de virtualización nos permite un ahorro considerable en los costes de 
infraestructura al hacer uso de un único equipo real que actúa como anfitrión de la infraestructura 
emulada.  Cuantos más equipos reales tenga la infraestructura real a virtualizar mayor será el ahorro.   
Otra gran ventaja de la tecnología de virtualización es la simplificación de la gestión: únicamente 
tenemos que gestionar un único equipo físico en lugar de tener que interactuar con varios equipos 
reales interconectados.  Esta ventaja es importante al permitirnos gestionar los parámetros de 
análisis desde el propio equipo anfitrión interactuando con todos los equipos que conforman los 
bancos de pruebas descritos en los capítulos 7 y 9.  
La tecnología de virtualización tiene sus limitaciones ya que la transparencia completa es difícil de 
lograr puesto que las llamadas de la máquina virtual al sistema anfitrión introducirán un nivel de 
procesamiento adicional consumiendo recursos adicionales. 
La herramienta de virtualización empleada en este proyecto ha sido Virtual Network User Mode Linux 
(VNUML) que está basada a su vez en User-Mode Linux (UML). 
User-mode Linux (UML)[ es una tecnología del kernel de Linux que permite que varios sistemas 
operativos virtuales, a los que llamaremos equipos invitados, basados en el kernel de Linux se 
ejecuten como si de una aplicación se tratase en un sistema Linux normal en el equipo anfitrión.  
Cómo cada equipo invitado es una aplicación normal ejecutándose en el equipo anfitrión en el 
espacio de usuario, en la práctica conseguimos la ejecución de múltiples equipos virtuales en un 
único equipo físico. 
6.2. Virtual Network User Mode Linux 
VNUML es una herramienta de virtualización open source basada en el software de virtualización 
UML (User Mode Linux).  Se puede descargar en [HTTPVNUMLWIKI], en este enlace se encuentra 
toda la documentación disponible.   
VNUML permite la definición y prueba de escenarios de red complejos usando un equipo anfitrión.  
Permite recrear y emular escenarios de varios nodos y sus interconexiones usando una única 
máquina Linux 
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Desde Linux 2.6.0 la aplicación UML se encuentra integrada en el kernel, lo que proporciona un 
mejor rendimiento y seguridad puesto que los recursos de memoria asignados a los procesos UML 
que se ejecutan en la máquina real Linux son independientes de la memoria del equipo anfitrión 
puesto que no se encuentran en el mismo espacio de direccionamiento. 
VNUML fue desarrollado a finales de 2002 por el Departamento de Ingeniería de Sistemas 
Telemáticos de la Universidad Politécnica de Madrid.  El motivo de elección de VNUML como 
herramienta de virtualización es la versatilidad que Linux ofrece a nivel educativo y de programación, 
al ser un sistema operativo de código abierto. 
VNUML consta de dos componentes principales: 
1. Un lenguaje basado en XML que permite definir el sistema emulado en un fichero de texto. 
2. Un intérprete de este lenguaje que se encargará de procesar el fichero, construir la 
emulación y gestionarla, simplificando para el usuario el uso de la tecnología UML del kernel 
de Linux. 
 
VNUML nos va a permitir gestionar los parámetros y las tareas de análisis desde el propio equipo 
anfitrión interactuando con todos los equipos que conforman el escenario emulado.  Para ello se han 
diseñado y programado un conjunto de scripts descritos en el capítulo 12 que han permitido evaluar 
el desempeño de las variantes TCP seleccionadas a través de los bancos de pruebas detallados en 
los capítulos 7 y 9 
Llamaremos equipo anfitrión al equipo físico y real donde se ejecuta la herramienta VNUML.  
Llamaremos máquinas UML a los equipos que se ejecutan bajo la supervisión de VNUML en el 
equipo anfitrión haciendo uso de la tecnología de virtualización UML del kernel de LInux. 
Las máquinas UML constan de las siguientes partes: 
1. Kernel UML 
2. Sistema de archivos Root_fs 
 
Una vez diseñado el sistema a emular, se definen las redes y equipos que lo conforman en un fichero 
de texto XML dónde se especifica cómo se interconectan los equipos a las redes definidas.  El 
intérprete VNUML se encarga de lanzar las máquinas UML (máquinas virtuales) que componen dicho 
sistema a emular y crear las conexiones pertinentes entre ellas. 
Para la interconexión de las máquinas UML, VNUML puede usar dos técnicas: 
1. Virtual bridge de Linux 
2. Proceso uml_switch 
En el primer caso las redes virtuales que interconectan las máquinas UML se crean en el equipo 
anfitrión usando el comando del paquete bridge-utils [HTTPBRIDGEUTILS] de Linux brctl, por lo que 
se requieren privilegios especiales de root, en el segundo caso se usa un proceso uml_switch propio 
de la tecnología UML del kernel de Linux para recrear las redes virtuales que interconectan las 
máquinas UML. 
Durante el desarrollo de este proyecto la elección de la técnica de creación de la red virtual no fue 
una tarea sencilla, una vez definidos los escenarios a emular y proceder a su validación se 
detectaron, haciendo uso del analizador de protocolos wireshark pérdidas de paquetes, a priori, 
inexplicables que alteraban el análisis de los resultados de la comparativa de las variantes TCP.  
Tras investigar buscando la causa raíz se determinó que el proceso uml_switch estaba alterando los 
resultados obtenidos cuando la tasa de transmisión de paquetes alcanzaba determinadas cotas que 
impedían realizar una emulación transparente equivalente al escenario real.  Como alternativa se 
probó a integrar el switch_vde [HTTPVDE] con el entorno VNUML en lugar de hacer uso del proceso 
uml_switch, el resultado fue una mejora sustancial, pero durante la evaluación de algunas de las 
variantes TCP seleccionadas como TCP Hybla, aparecían de nuevo resultados inexplicables que tras 
un análisis detallado con el analizador de protocolos concluyeron que la causa raíz era la pérdida de 
paquetes causada por el switch_vde que impedía una emulación transparente del escenario real. 




    
Tras realizar los pertinentes ajustes, que se detallan en el siguiente apartado, el uso del Virtual 
Bridge  para la virtualización de las redes de interconexión con las máquinas UML en el entorno 
emulado VNUML resolvió la problemática detectada obteniendo como resultado unas pruebas de 
validación del diseño satisfactorias, que se detallan en el capítulo 8. 
6.3. Instalación de VNUML y preparación del sistema de 
archivos de las máquinas UML 
La instalación de la herramienta de virtualización VNUML se ha realizado sobre un equipo en el que 
se ha instalado la distribución del sistema operativo Linux Ubuntu 9.04 versión de kernel Linux 
2.6.28-19 con las siguientes características hardware: 
EQUIPO ANFITRIÓN  
CPU Intel Core 2 CPU T5600@1.83GHz 




Tabla 5: Características hardware equipo anfitrión 
En el Anexo [A] se detalla el proceso de instalación de la herramienta de virtualización VNUML y el 
detalle de preparación del sistema de archivos para las máquinas UML así como los ajustes que han 
sido necesarios para permitir el uso del virtual bridge para la interconexión de las máquinas UML en 
el entorno emulado. 
Es importante resaltar que con la finalidad de permitir gestionar los parámetros y las tareas de 
análisis desde el propio equipo anfitrión interactuando con todos los equipos que conforman el 
escenario emulado ha sido necesario recompilar el kernel de las máquinas UML con el siguiente 
parámetro habilitado: 
CONFIG_MCONSOLE_EXEC=y 
De este modo el intérprete VNUML puede ejecutar comandos en la consola de la máquina UML a 
través del equipo anfitrión y el script de análisis descrito en el capítulo 12 puede pasar parámetros 
para caracterizar diferentes condiciones del enlace satélite a los scripts a ejecutar en la máquina 
UML durante cada tarea a emular, interactuando con todos los equipos que conforman el escenario 
emulado a través del directorio compartido en el host anfitrión con cada una de las máquinas UML.  
Asimismo para permitir el uso de la herramienta netem [7.3.1] y el uso del filtro token bucket [7.3.2] 
en las máquinas UML para caracterizar el enlace satélite, ha sido necesario compilar el kernel 
habilitando los siguientes parámetros y módulos: 
CONFIG_NET_SCHED=y 
CONFIG_NET_SCH_NETEM=m 
Durante el desarrollo del proyecto se ha hecho un gran esfuerzo a fin de poder ejecutar la sonda TCP 
Probe [7.5.1] en las máquinas UML con la finalidad de poder capturar a través de ella en los 
parámetros TCP del kernel el tamaño de la ventana de congestión en uso y obtener la dinámica de 
su evolución durante la transmisión.  Tras varios intentos de compilación del kernel con el soporte 
para Kprobes e instrumentación (parámetros CONFIG_MAGIC_SYSRQ y CONFIG_KPROBES 
activados) resultó imposible habilitar la sonda TCP Probe al ser incompatible la sonda con la 
tecnología UML por temas relacionados con la sincronización del reloj interno.  La solución que se ha 
adoptado a la incompatibilidad de la tecnología UML con la sonda TCP Probe es que en el diseño de 
los bancos de pruebas de los capítulos 7 y 9 el equipo anfitrión forme parte del escenario de 
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virtualización quedando conectado a este a través de un virtual bridge, de este modo ha sido posible 
habilitar el uso de la sonda TCP Probe. 
Asimismo resaltar que el script de instalación del sistema de archivos para las máquinas UML de 
VNUML no contempla la instalación de los módulos del kernel necesarios para el uso de traffic 
control [7.3] y tampoco instala los módulos del kernel necesarios para poder intercambiar las 
variantes TCP al algoritmo de congestión por lo que estos módulos han sido compilados e instalados 
aparte, en el Anexo [A] se detalla el procedimiento que se ha seguido. 
Por último en el sistema de archivos de las máquinas UML se instalan las herramientas de 
generación de tráfico [7.4] las herramientas de captura de tráfico [7.5] y la herramienta bridge-utils 
para emular el enlace satélite [7.8], en el Anexo [A] queda detallado cómo se han instalado las 








    
7. Emulación 
En este capítulo se detalla la arquitectura de un escenario real compuesto por dos sedes 
corporativas conectadas entre sí a través de un enlace satélite geoestacionario que servirá de banco 
de pruebas para llevar a cabo la evaluación del rendimiento de las variantes del protocolo TCP 
seleccionadas y descritas en el apartado [5.2].  El objetivo perseguido es conseguir emular el 
comportamiento del enlace satélite geoestacionario descrito en el capítulo 3 y tratar de modelar de 
forma precisa la arquitectura de la infraestructura satélite real mediante la plataforma de virtualización 
VNUML descrita en el capítulo 6, ahorrando los costes de despliegue que supondría el montaje físico 
de la infraestructura.  Una vez implementada la infraestructura satélite virtualizada se llevará a cabo 
la comparativa del rendimiento de las variantes TCP a través de los scripts de análisis diseñados en 
el capítulo 12, los resultados de la comparativa se detallan en el capítulo 13. 
Además se presentan las herramientas para emular el comportamiento del enlace satélite, generar 
tráfico de datos entre los procesos emisor y receptor,  capturar durante la transmisión los parámetros 
del protocolo TCP y los segmentos generados, analizar los segmentos capturados y generar gráficas 
de los datos consolidados. 
Presentadas las herramientas, en el apartado [7.8] se detalla el diseño del equipo emulador del 
enlace satélite y en el apartado [7.9] los ajustes realizados en los equipos donde residen los 
procesos emisor y receptor con la finalidad de aplicar los mecanismos de mejora en las 
características del protocolo TCP descritos en [5.1] y los ajustes en los búferes para que la ventana 
de recepción no interfiera en la dinámica de la ventana de congestión. 
En el apartado [7.10] se detalla el procedimiento para intercambiar la variante del algoritmo de 
congestión TCP en el kernel de Linux. 
Cierra el capítulo la descripción del diseño e implementación de la infraestructura satélite virtualizada 
con la herramienta VNUML. 
7.1. Escenario real a emular 
Para poder llevar a cabo la evaluación del rendimiento de las variantes del protocolo TCP se propone 
la siguiente infraestructura satélite real:   
 
Ilustración 15: Infraestructura satélite real a emular 
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Se trata, tal como muestra la Ilustración 15, de un escenario en el que dos sedes corporativas, cada 
una en una ubicación, se encuentran conectadas entre sí a través de un enlace satélite 
geoestacionario.  Cada sede está compuesta por dos equipos conectados a la red local corporativa 
LAN (Local Area Network).  El router de cada sede trabaja en la capa de red y se encarga de 
encaminar los paquetes procedentes de la red local corporativa a través del enlace satélite hacia la 
otra sede, para ello el router se conecta por su interfaz WAN (Wide Area Network) a un módem 
satélite SCPC.  Los módem satélite SCPC de cada sede establecen una línea dedicada punto a 
punto y trabajan en la capa de enlace, modulan la señal digital recibida del router para enviarla al 
transponder del satélite a través de la antena parabólica haciendo uso del canal de subida dedicado 
al que el proveedor del servicio satélite asigna el ancho de banda contratado.  El satélite a través del 
correspondiente transponder reenvía la señal modulada recibida haciendo uso del canal de bajada 
dedicado, la antena parabólica la recibe y la entrega al módem satélite SCPC que la demodulará 
para que el router pueda procesarla y entregarla a través de la LAN. 
Una sede está compuesta por los equipos informáticos HOST A, HOST B y por el router R1 y tiene 
un módem satélite SCPC conectado a una antena parabólica, la otra sede está integrada por los 
equipos SERVER A, SERVER B y por el router R2 y consta de otro módem satélite SCPC conectado 
a la antena parabólica. 
Existen dos equipos por sede para tener dos flujos de datos TCP simultáneos compartiendo el mismo 
canal en el enlace satélite, un flujo del proceso emisor A en una sede, al proceso receptor A en la 
otra y otro flujo del proceso emisor B en una sede, al proceso receptor B de la otra.  De este modo 
podremos analizar el fairness y friendliness entre variantes TCP. 
En la siguiente ilustración, sustituimos las antenas parabólicas, los módems satélite y el satélite por 
un único equipo que interconectará ambas sedes corporativas a través de los routers R1 y R2, este 
equipo será el encargado de emular las características del enlace satélite y se comportará como lo 
haría el enlace satélite real, lo llamaremos equipo emulador del canal satélite y en la Ilustración 16 se 
ha designado con el nombre LINK, en el apartado [7.8] se detalla su diseño. 
 
Ilustración 16: Arquitectura real con emulador del canal satélite 
Esta es la infraestructura que será virtualizada mediante el uso de la tecnología UML a través de la 
herramienta VNUML instalada y preparada en el equipo anfitrión. 
 
  




    
7.2. Diseño de red del escenario a emular 
La arquitectura anteriormente propuesta con el emulador de satélite LINK precisa un 
direccionamiento IP para la capa de red.  La siguiente ilustración detalla el direccionamiento 
propuesto: 
 
Ilustración 17: Direccionamiento IP del escenario a virtualizar 
Asimismo será necesario definir las tablas de rutas para que los paquetes IP transmitidos por los 
equipos de una sede puedan ser encaminados a los equipos de la otra a través de los routers.  Este 
encaminamiento se hará a través de rutas estáticas.  La siguiente tabla muestra las rutas que deben 
establecerse en cada equipo: 
Red Destino Puerta de acceso Equipo GW 
RUTAS HOST A 
Default 192.168.100.1 R1 
RUTAS HOST B 
Default 192.168.100.1 R1 
RUTAS R1 
192.168.200.0/24 10.0.0.2 R2 
ip forward on 
RUTAS R2 
192.168.100.0/24 10.0.0.1 R1 
ip forward on 
RUTAS SERVER A 
Default 192.168.200.1 R2 
RUTAS SERVER B 
Default 192.168.200.1 R2 
Tabla 6: Rutas estáticas por equipo 
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7.3. Herramientas de emulación del canal de 
comunicaciones 
7.3.1. Traffic control: Netem 
Netem forma parte de Linux traffic control, un conjunto de herramientas para gestionar y manipular la 
transmisión de paquetes, permite emular aspectos en la capa de enlace del interfaz de red como son 
retardos de paquetes y pérdidas.  El módulo de netem viene incluido en el kernel, y es necesario 
habilitar el soporte de netem al compilarlo.  El paquete de software para Linux iproute incluye el 
comando de traffic control tc para la configuración de netem. En [HTTPNETEM] se detalla la sintaxis 
del comando tc.   
Cada interfaz tiene una disciplina raíz (root qdisc) que alberga un conjunto de disciplinas de colas 
con un conjunto de reglas que determinan el orden en el que las llegadas son servidas, cada 
disciplina consta de una cola de paquetes asociada a un algoritmo que determinará cuando enviar 
cada paquete.  A través del comando de control de tráfico de Linux tc se crean clases complejas 
aplicadas de forma jerárquica que nos permiten definir varias reglas aplicadas a un mismo interfaz.  
Haciendo uso de las clases creadas podemos especificar, usando esta jerarquía en forma de árbol, 
un filtro asociado a cada regla, para que únicamente se aplique a cierto tipo de tráfico. 
7.3.2. Traffic control: Token bucket filter 
El filtro token bucket es otra funcionalidad disponible a través de Linux traffic control.  Nos va a 
permitir limitar el ancho de banda del interfaz y definir una cola de espera para los paquetes 
descartados.  
El filtro token bucket funciona generando unos tokens a una tasa específica. El bucket (“recipiente”) 
tiene una determinada capacidad denominada burst.  Los tokens generados van llenando el bucket 
según la tasa rate especificada.  Cuando el bucket se llena los nuevos tokens que llegan son 
descartados.  Cada token representa un permiso para enviar cierto número de bits a la red que 
en el caso de Linux es de 1 byte. Para poder transmitir un paquete, debe haber en el bucket un 
número de tokens igual o superior tamaño del paquete, los tokens que se corresponden con el 
tamaño del paquete son retirados del bucket tras la transmisión. 
Por tanto: 
 Si no hay suficientes tokens en el bucket, la tasa de envío de paquetes excede el límite 
particular rate especificado en el filtro token bucket  
 Si el bucket está lleno, los tokens nuevos que llegan se descartan 
Además puede existir un búfer de espera.  En función de la existencia o no de una cola de paquetes 
las políticas de comportamiento del token bucket son: 
 policing: Los paquetes para los que existen suficientes tokens en el bucket son transmitidos, 
los que no cumplen este requisito son descartados. 
 shapping: Los paquetes para los que existen suficientes tokens en el bucket son 
transmitidos, los que no cumplen este requisito son retrasados y enviados a una cola de 
espera. 
El filtro token bucket garantiza en una transmisión mantenida en el tiempo que el rate al que los 
tokens generados van llenando el bucket marcará la tasa de transferencia y que las ráfagas de 
transmisión estarán limitadas  la capacidad del bucket. 
  




    
En el filtro tbf deberemos dimensionar tres parámetros: 
 rate (bps) 
 burst size (bytes) 
 limit (bytes) 
El rate representa la tasa de generación de tokens que van llenando el bucket.  El burst representa el 
número de tokens (1 token = 1 byte) que puede almacenar el bucket. El limit es la suma del tamaño 
del bucket y el tamaño de la cola de paquetes. Por tanto: 
 Si limit = burst el filtro tbf hará policing 
 Si limit > burst  el filtro tbf hará shapping y el tamaño de la cola vendrá determinado por limit-
burst 





El ancho de banda máximo que podremos emular de forma ideal minimizando las ráfagas y enviando 
datos según el rate configurado, vendrá delimitado por el reloj interno del temporizador de 
interrupciones de la máquina virtual UML. 
Cuando no existen suficientes tokens en el bucket el tbf no dará permiso para la transmisión del 
paquete y lo descartará o lo pondrá en la cola de espera en función del valor de limit.   
 
Ilustración 18: Disciplina tbf en Linux 
La frecuencia del temporizador de interrupciones del kernel está fijada a 100Hz en las máquinas 
UML.  La resolución mínima que determina el tiempo que el tbf puede estar parado a la espera de 
volver a transmitir viene determinada por el reloj del temporizador del sistema (TS).   
TS (máquina UML) = 100Hz, por tanto el tiempo mínimo de espera será de 1/TS, mientras que el 
tiempo que tarda en llenarse el bucket será burst/rate.  El tiempo de llenado del bucket no puede ser 







Si queremos ajustarnos de forma precisa al rate y controlar el burst minimizando las ráfagas 
tendríamos que ajustar el burst a un valor igual a la MTU.  Por tanto la tasa de transferencia crítica 
que podremos emular de forma precisa con un TS de 100Hz será: 
𝑟𝑎𝑡𝑒 ≤ 𝑏𝑢𝑟𝑠𝑡 · 𝑇𝑆 (30) 
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 Para una MTU de 1500 bytes el rate máximo que podremos emular de forma fiel será por tanto de 
1,2Mbps 
Si el burst es demasiado pequeño, los paquetes pueden llegar a ser descartados debido a que están 




≤ 𝑏𝑢𝑟𝑠𝑡 (31) 
Si trabajamos con policing, para valores del burst inferiores al BDP, el algoritmo de control de 
congestión puede llegar a considerar el descarte que originaría la tbf como una congestión del canal, 
reduciendo la ventana de congestión a la mitad antes de alcanzar el throughput acorde a la 
capacidad real del canal de comunicaciones.  El burst debe ser entorno al BDP con policing.  
El mecanismo en el que el filtro token bucket propaga los burst, implica que no se garantiza que un 
rate específico no se exceda, al inicio de la transmisión observaremos un pico provocado por el burst 
inicial. Este peakrate se debe a que el tamaño del bucket (burst size) indica cuantos paquetes (o 
bytes) estarán autorizados a ser enviados hacia el canal de comunicaciones pero no controla el 
tiempo de propagación del burst.  Por ejemplo si la tasa de nuestro sistema es de 100Mbit/seg y 
tenemos un burst de 39kbytes durante 3,12ms se propagará el burst inicial a una tasa de 
100Mbit/seg, después de esto el filtro tbf empezará a trabajar al rate especificado.   
La forma de minimizar la propagación del burst y al mismo tiempo poder hacer uso de un tamaño del 
burst adecuado consiste en hacer uso del peakrate.  Al hacer uso del peakrate estamos usando dos 
token bucket para controlar el flujo de datos, uno de ellos permite la estabilidad usando un burst tal y 
como hemos determinado entorno al BDP, y el otro tbf hará uso de un burst de un tamaño no 
superior a la MTU que impedirá que los picos se propaguen por encima del límite superior peakrate 
indicado.  Si un paquete no cumple los requisitos de los dos filtros tbf se descarta. El comando tc que 
implementa este doble filtro tbf es el siguiente: 
tc qdisc add dev eth0 root tbf rate $RATE burst $BURSTkb peakrate $PEAKRATEkbit 
mtu 1540b limit $LIMITkb 
En este caso el limit se corresponde con el segundo filtro tbf.  Tras analizar indagar en el código 





Por tanto el tamaño de cola si usamos el peakrate viene delimitado por el valor limit-MTU. 
En el apartado [8.3] se detalla el dimensionado llevado a cabo para los parámetros RATE, BURST, 
LIMIT y PEAKRATE del comando tc.   
7.4. Herramientas de generación de tráfico 
7.4.1. Iperf 
La herramienta iperf permite generar tráfico TCP o UDP e indica en el lado del proceso emisor y 
receptor tras la finalización de la transmisión el throughput resultante, entre otros parámetros. En 
[HTTPIPERF] se puede consultar una descripción detallada de la herramienta. 
En el dimensionado de los parámetros del filtro token bucket ha sido útil al permitir inundar el enlace 
satélite emulado con tráfico UDP a través del equipo LINK y determinar de este modo cuántos 
datagramas llegan al proceso receptor obteniendo la capacidad del canal emulado. 
Usa una arquitectura cliente-servidor, el puerto por defecto del socket de escucha del servidor es el 
5001.  Para lanzar iperf en modo servidor se usa el parámetro -s, por defecto el modo de trabajo de 
iperf es TCP, el parámetro –u indica que el servidor se inicia en modo UDP.  




    
La opción –m nos permite mostrar el MSS (Maximum Segment Size).  La opción –t nos permite 
indicar el tiempo de simulación en segundos, la opción –i seguida del tiempo del intervalo en 
segundos sirve para que iperf muestre información instantánea de la cantidad de datos transmitidos.  
Si en el cliente  especificamos la opción –u estaremos activando el modo UDP. La opción –c seguida 
de la dirección IP del servidor de iperf establece la conexión e inicia la transferencia de datos en base 
a los parámetros especificados.   
Es importante tener en cuenta cómo iperf interpreta el goodput en función de la cantidad de datos 
transferidos que han llegado al servidor y del tiempo de transmisión: 
Los datos transferidos, al hacer referencia a un sistema de almacenamiento, están dentro de un 
contexto informático, mientras que el ancho de banda reportado, entra dentro del contexto de las 
tecnologías de la información. Así en un contexto informático 1Kbyte de almacenamiento equivale a 
2
10
 bytes, es decir, 1024 bytes, 1Mbyte de almacenamiento equivale a 2
20
 bytes, es decir, 1048576 
bytes.  Si los datos transferidos están en Mbytes o Kbytes para calcular el ancho de banda 
tendremos en cuenta que: 
𝐴𝑛𝑐ℎ𝑜 𝑑𝑒 𝑏𝑎𝑛𝑑𝑎𝑏𝑝𝑠 =








7.4.2. FTP  
El protocolo  File Transfer Protocol (FTP) es un protocolo estándar de internet orientado a conexión 
que trabaja en la capa de aplicación, lo usaremos para transferir datos desde el proceso emisor al 
proceso receptor.   Se basa en una arquitectura cliente servidor.   
El servicio FTP se encuentra activo en las máquinas UML, simplemente es necesario crear un 
usuario para conectar al servicio a través del cliente ftp Linux en el equipo cliente.  En [HTTPFTP] 
encontramos una descripción detallada de los parámetros del cliente FTP Linux y en [HTTPFTPD] 
una descripción detallada de los parámetros del servidor FTP.  Para crear el usuario en el equipo 
servidor ejecutaremos el comando: 
adduser ftpupload 
Este comando creará el usuario ftpupload y el directorio /home/ftpupload donde se ubicará el fichero 
transferido con el script de análisis descrito en el capítulo 12.  La contraseña escogida para el usuario 
ftpupload ha sido ftpupload. 
7.4.3. Netcat 
La herramienta netcat es una utilidad de Linux y otros sistemas operativos que es capaz de 
establecer una conexión TCP o UDP entre dos procesos que usen la herramienta.  La usaremos para 
transferir un archivo desde el proceso emisor al proceso receptor estableciendo una conexión TCP 
entre ambos.  El puerto de conexión del proceso receptor será el 5001.  Si $DATA es una variable 
que contiene el archivo a transferir en el proceso emisor ejecutaremos: 
cat $DATA | nc 192.168.200.2 –w 5 5001 
Dónde 192.168.200.2 sería la dirección ip del proceso receptor y 5001 el puerto de conexión. 
En el proceso receptor ejecutaremos: 
nc –l –p 5001 > $DATA 
Dónde el parámetro –l fuerza el modo de escucha estableciendo un socket a la espera del 
establecimiento de la conexión en el puerto 5001 indicado por el parámetro –p 
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7.4.4. Apache server y Apache benchmark 
El protocolo  HyperText Transfer Protocol (HTTP) es un protocolo estándar de internet orientado a 
conexión que trabaja en la capa de aplicación, se define en [RFC2616], lo usaremos para comprobar 
la latencia de establecimiento de conexión, procesado y respuesta a una determinada página WEB 
desde el proceso emisor al proceso receptor. El servidor apache es uno de los servidores WEB open 
source  que trabajan con el protocolo HTTP más reconocidos, lo usaremos en la máquina UML para 
albergar una página WEB, para permitir que el proceso cliente pueda establecer una conexión WEB, 
el servidor apache en el proceso receptor establecerá un socket de bienvenida en el puerto 80. 
La máquina UML tiene un servidor apache2 ya configurado en el sistema de archivos creado y 
detallado en [6.3].  Se inicia el daemon del servidor apache2 y se alberga una página WEB en el 
directorio raíz del servidor web de la máquina UML. 
En [HTTPAPACHE] se puede consultar una descripción detallada de la configuración y opciones 
relacionadas con el servidor WEB de Linux. 
Para iniciar el servidor apache: 
/etc/init.d/apache2 start 
Hemos descargado una página web de forma íntegra con el comando wget de Linux.  En 
[HTTPWGET] se puede consultar el manual de la utilidad.  La página web descargada ha sido la 
ubicada en la URL http://www.etsetb.upc.edu/ca correspondiente a l’Escola Tècnica Superior 
d’Enginyeria de Telecomunicació de Barcelona. 
El comando para descargar la página con la utilidad wget es el siguiente:  
wget -E -H -k -p http://www.etsetb.upc.edu/ca 
El parámetro –H descarga archivos relacionados con la página web ubicados en otros equipos, -k 
convierte las referencias de enlaces (links) para que apunten a los directorios de los ficheros 
descargados y el parámetro –p descarga todo lo necesario para permitir una navegación por la 
página web descargada fuera de línea: imágenes, scripts, animaciones, código java, etc.  
Los archivos descargados han sido movidos al directorio /var/www de la máquina UML para que sea 
accesible a través del servidor apache2. 
Para poder medir la latencia en el establecimiento de conexión, tiempo de procesado y de respuesta 
y generar el correspondiente informe se ha usado la herramienta apache benchmark.  En 
[HTTPAPACHEAB] se puede consultar el detalle de los parámetros relacionados con esta utilidad.   
Para poder hacer uso de esta herramienta es necesario instalar el siguiente paquete: 
apt-get install apache2-utils 
y para generar el informe se usa el comando: 
ab –n 1000 –c 10 http://$ipserver:80/index.html >$informe 
Donde $ipserver es una variable que indica la dirección IP dónde se encuentra el servidor de apache 
y $informe el fichero donde guardaremos el informe a procesar.  El parámetro –n indica que se van a 
realizar 1000 conexiones y el parámetro –c indica que la concurrencia será de 10.   
Entre otros detalles en el informe encontraremos el tiempo de conexión y de espera que indica el 
tiempo medio, por conexión, que se ha tardado en establecer la conexión y obtener los primeros bits 
de la respuesta.  Sería el tiempo de establecimiento de la conexión a tres bandas con el servidor 
web.  Además indica el tiempo de procesado, que muestra el tiempo que ha tardado el servidor web 




    
en procesar la petición y enviar una respuesta y el tiempo total que sería la suma de los tiempos de 
conexión y de procesado.  
El tiempo de conexión indicará el tiempo en el que el socket se establece, el tiempo de espera, el 
tiempo hasta recibir el primer byte de transmisión, el tiempo de procesado el tiempo de transmisión 
desde el primer byte hasta la finalización de la transferencia HTTP de la petición. 
7.5. Herramientas de captura de tráfico 
7.5.1. TCP Probe 
La sonda TCP Probe es un módulo de Linux que permite capturar entre otros parámetros TCP del 
kernel el valor de la ventana de congestión (cwnd) y del umbral (ssthresh) durante la transmisión de 
segmentos de un proceso receptor a un proceso emisor.  En [HTTPTCPPROBE] podemos consultar 
en detalle su descripción.  La usaremos para estudiar y evaluar el comportamiento del tamaño de la 
ventana de congestión para cada una de las variantes al algoritmo de control TCP seleccionadas: 
TCP Reno, TCP Cubic, TCP Vegas, TCP Hybla y TCP Westwood durante la transmisión. 
La siguiente tabla muestra que representa cada campo dentro del fichero de captura de la sonda 
TCP Probe, la segunda fila indica el número de columna que se corresponde a  cada dato del fichero 













CWND SSTHRESH SND. 
WND 
[1] [2] [3] [4] [5] [6] [7] [8] [9] 
Tabla 7: Parámetros capturados por la sonda TCP Probe 
El tiempo de referencia se inicia desde que se detecta el establecimiento de la conexión en el puerto 
indicado tras la carga de la sonda. 
El último parámetro del fichero de captura no está documentado, observando el código fuente de la 
sonda [HTTPTCPPROBESOURCE] y la definición del struct tcp_sock en la cabecera tcp.h 
http://lxr.free-electrons.com/source/include/linux/tcp.h concluimos que se trata de la estimación del 
RTT llevada a cabo por el kernel, esta estimación no se corresponde con las muestras del RTT que 
son las que nos interesan por ese motivo hemos optado por el uso de la herramienta tcptrace que se 
describe en el apartado [7.6.1] para obtener las muestras RTT de los segmentos capturados. 
Durante el desarrollo del presente proyecto, se han detectado varios inconvenientes con la sonda 
TCP Probe que causan que el fichero de captura quede incompleto durante las transferencias de los 
flujos de datos.  Tras un arduo trabajo de indagación y depuración en los registros del sistema y en el 
propio código fuente de la sonda TCP Probe [HTTPTCPPROBESOURCE] se ha dado con una 
solución que permite una carga correcta de la sonda y asegura que el proceso relacionado tenga 
suficientes recursos para realizar el volcado de los parámetros TCP del kernel.   
La sonda soporta tres parámetros de entrada asociados a la carga del módulo del kernel además del 
parámetro relacionado con el puerto de captura, uno de estos parámetros, en concreto el parámetro 
full permite cambiar el comportamiento de la sonda.  La sonda por defecto únicamente vuelca datos 
en el fichero de captura ante cambios en la ventana de congestión, a través del parámetro full se 
asigna el valor 1 que nos va a permitir que la sonda realice un volcado en el fichero de captura cada 
vez que se reciba un segmento de reconocimiento por parte del proceso receptor. 
Para solventar la interrupción del volcado en el fichero de captura se ha asignado la máxima 
prioridad al proceso de volcado de datos de la sonda a través del comando nice, asimismo se ha 
asignado a dicho proceso a través del comando ionice una clase de tipo Tiempo Real asociada al io 
scheduling del kernel de Linux. En [HTTPNICE] y [HTTPIONICE] se encuentra una descripción 
detallada de los parámetros de los comandos nice y ionice. 
En el anexo [I] se detalla la dinámica de carga de la sonda TCP Probe para solventar los 
inconvenientes detectados.   
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7.5.2. Tcpdump 
La herramienta tcpdump de Linux es un analizador de protocolos open source y permite la captura de 
tramas, paquetes y segmentos TCP.  Las capturas realizadas en un fichero en formato binario con el 
comando –w pueden luego procesarse con wireshark, tshark o tcptrace.  En [HTTPTCPDUMP] se 
encuentra la documentación detallada sobre el uso de este analizador de protocolos.  
Aparte del parámetro –w, el parámetro –i nos permite seleccionar el interfaz de captura y la opción 
port aplica un filtro para seleccionar sólo los flujos con el puerto destino u origen indicado 
7.5.3. Wireshark  
Wireshark es un potente analizador de protocolos open source con un interfaz gráfico incluido en la 
distribución Ubuntu de Linux.  Se ha usado para la depuración, pruebas de conectividad, 
dimensionado y validación del diseño al ofrecer un potente interfaz gráfico, mientras que para el 
análisis y comparativa de las variantes TCP hemos optado por su versión en línea de comando 
tshark descrita en el apartado [7.6.2] para poder automatizar tareas y consolidar resultados mediante 
los scripts de análisis descritos en el capítulo 12.   
El módulo io stat se ha usado para depurar y validar el diseño obteniendo medidas del throughput y 
medición del RTT y el interfaz gráfico ha servido para inspeccionar el contenido de los segmentos 
TCP y depurar y validar el diseño haciendo uso características avanzadas como detección de ACKs 
duplicados, retransmisiones, pérdida de paquetes.  En [HTTPWIRESHARK] se encuentra la 
documentación y manual del analizador de protocolos. 
7.6. Herramientas de análisis de tráfico 
7.6.1. Tcptrace 
La herramienta tcptrace es una utilidad open source para analizar segmentos TCP capturados con 
tcpdump, tshark o wireshark. En [HTTPTRACE] se detallan los parámetros de uso.  Su principal uso 
ha sido la obtención de las muestras RTT asociadas a cada segmento TCP transmitido. 
Para su instalación se ejecuta: 
apt-get install tcptrace 
Otra funcionalidad es obtener el throughput cuando no se ha podido hacer uso de iperf, como en el 
caso de generación de flujos TCP en el banco de pruebas del capítulo 9 a través de transferencias 
de archivos realizadas con netcat  para el análisis del rendimiento de PEPsal.  La medida del 
throughput obtenido a través de tcptrace equivale al goodput obtenido desde el lado del servidor con 
iperf. Se han contrastado ambas mediciones y son idénticas. 
Para obtener las muestras del RTT se ha desestimado el uso de los módulos TCP stream de tshark 
por resultar prácticamente inviable su integración en los scripts de análisis. 
La herramienta tcptrace realiza la estimación del RTT haciendo uso del algoritmo de Karn descrito en 
[2.2.6] 
Las muestras RTT obtenidas han sido reconvertidas a un formato que puede ser manipulado por 
gnuplot con  la utilidad xpl2gpl incluida en el paquete de software de tcptrace.  
Para generar las muestras RTT en tcptrace: 
tcptrace -l -r -R -n -z --output_dir="$datadir" $CAPTURA >$INFORME 
El comando anterior genera un fichero $INFORME analizando el fichero de $CAPTURA y deposita 
en el directorio $datadir unos ficheros con las muestras RTT que deberán ser tratados con la utilidad 




    
xpl2gpl. El parámetro –n indica que no se haga uso de la resolución DNS y –z que se tome como 
origen para la línea de tiempos 0. 
Para generar únicamente el informe: 
tcptrace -l -r -n $datos.tcpdumpout >$INFORME 
Ha sido preciso ingeniar un método para detectar el sentido del flujo reportado por tcptrace que se ha 
aplicado en el desarrollo de los scripts de análisis.  Cuando tcptrace analiza una captura asigna a los 
host a y host b en el informe generado las direcciones IP detectadas en el flujo TCP analizado.  El 
problema es que no siempre el host a es el proceso emisor sino que a veces tcptrace ubica el 
proceso emisor en el host b.  Para determinar que flujo es el que debemos analizar (a-b o ba) se 
obtiene el RTTavg para cada flujo y el que tenga un valor mayor será el sentido a considerar y 
determinará si el proceso emisor ha sido asignado al host a o al host b. 
7.6.2. Tshark 
La herramienta open source tshark es la utilidad de línea de comando de wireshark.  En 
[HTTPTSHARK] se muestra el detalle de los parámetros y sintaxis. Se ha usado principalmente para 
automatizar la consolidación de datos a través de los scripts diseñados para el análisis en el capítulo 
12. 
Principalmente se ha hecho uso del módulo io stat para poder obtener muestras del throughput en 
intervalos de 1 segundo de la captura de segmentos realizada con tcpdump: 
tshark –q –z io,stat,1 –r $CAPTURA  
El comando anterior genera muestras del throughput en intervalos de 1 segundo, el formato de salida 
debe ser manipulado para poder ser graficado con gnuplot, tarea que realizan los scripts de análisis.  
El parámetro –q indica que sólo se muestre la salida del módulo io stat y el parámetro –r que los 
segmentos a analizar se obtengan del fichero $CAPTURA 
El parámetro –z io,stat,1 genera muestras del throughput cada segundo.   
La documentación indica que posible aplicar filtros al módulo io stat para filtrar por IP de origen y 
hacer uso de todo el potencial que permiten los filtros del analizador de protocolos wireshark, pero 
aunque en la interfaz gráfica del módulo io stat los filtros funcionan no ha sido posible hacer que 
funcionen en la utilidad tshark, probablemente debido a un bug del módulo.  Este inconveniente es 
especialmente relevante para el análisis del fairness y friendliness puesto que la existencia de dos 
flujos TCP compitiendo por el ancho de banda del mismo canal satélite precisa poder analizar cada 
flujo por separado. 
La solución que se ha adoptado es hacer un prefiltrado a través de los filtros estándar de tshark y no 
usar los filtros del módulo de io stat que son los que dan problemas.  Para obtener el filtrado de un 
flujo:  
tshark –r $CAPTURA –R ip.addr==192.168.100.2 –w $CAPTURAFILTRADA 
tshark –q –z io,stat,1 –r $CAPTURAFILTRADA  
El parámetro –R lee el filtro estándar ip.addr==192.168.100.2  
7.7. Herramientas de representación gráfica 
7.7.1. Gnuplot 
La herramienta gnuplot es una utilidad gráfica open source que permite ser controlada vía línea de 
comandos con lo que puede integrarse en un script para consolidar datos y graficarlos.  Es una 
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herramienta potente y en [HTTPGNUPLOT] se puede obtener toda la documentación relacionada 
con la herramienta.  No corresponde al ámbito del proyecto escribir un tutorial sobre gnuplot, en su 
lugar se adjuntan los códigos fuente con las instrucciones de gnuplot que se han diseñado para 
obtener las gráficas de resultados del capítulo 13 con los scripts de análisis del capítulo 12. El código 
fuente puede consultarse en el anexo [C]. 
Para su instalación: 
apt-get install gnuplot 
 
7.8. Diseño del modelado del enlace satélite 
El equipo LINK, será el encargado de emular las características del enlace satélite descritas en el 
capítulo 3.  
El equipo emulador del enlace satélite permitirá imitar diferentes comportamientos del enlace satélite 
a través de parámetros como la latencia, pérdida de paquetes y limitación del ancho de banda que 
caracterizan al enlace, así como el tamaño de los búferes de los módems satélite.  
Debe ser capaz de especificar estos parámetros tanto para el canal de subida (uplink) como para el 
canal de bajada (downlink) de forma independiente, permitiendo asimetría cuando sea necesario.  
La herramienta Linux que permite caracterizar el enlace satélite en el equipo LINK es traffic control a 
través de netem y el filtro token bucket.   
La disciplina netem se usará con los parámetros específicos de retardo y pérdida de paquetes para 
cada interfaz y el filtro token bucket se usará para delimitar el ancho de banda y especificar el 
tamaño de los búferes del módem satélite.  
En cada interfaz ethernet del equipo LINK de los dos disponibles [Ilustración 16] se aplicarán estos 
parámetros de forma independiente, un interfaz se corresponderá con el canal de subida y el otro 
interfaz con el canal de bajada del satélite 
En el interfaz eth0 que es el que está conectado al router R1, los parámetros aplicados se 
corresponderán con el canal de bajada (download), flecha de color azul en la ilustración.  En el 
interfaz eth1 que es el que está conectado al router R2, los parámetros aplicados se corresponderán 
con el canal de subida (upload), flecha de color rojo.  Las disciplinas de traffic control únicamente 
afectan al tráfico de salida del interfaz 
Para interconectar los interfaces eth0 y eth1 del equipo LINK y crear el enlace a nivel 2 usaremos un 
bridge.  En el anexo [J] se detallan las instrucciones de creación del bridge en el equipo LINK, en 
[HTTPBRIDGEUTILS] se puede consultar el manual de uso del bridge. 
7.8.1. Retardo de propagación 
Para modelar el retardo de propagación del enlace satélite usaremos el valor calculado en el 
apartado [3.3.1] y agregaremos a ese valor 2ms para tener en cuenta los tiempos de procesado de 
los circuitos del satélite y 1,5ms para tener en cuenta el procesado de los circuitos de los módems 
por trayecto.  El retardo de propagación de ida y vuelta que tendremos en cuenta será de 520ms, 
260ms para el canal de subida y 260ms para el canal de bajada. 
El comando de la disciplina netem de traffic control que usaremos para introducir este retardo es: 
tc qdisc add dev eth0 root netem delay 260ms #Canal de bajada 
tc qdisc add dev eth1 root netem delay 260ms #Canal de subida 
 




    
7.8.2. Ancho de banda 
El ancho de banda máximo que podremos emular de forma fiel haciendo uso del filtro token bucket 
hemos visto que se corresponde con 1,2Mbps en el apartado [7.3.2]. 
Los búferes del módem satélite SCPC los emularemos con la cola de espera del filtro token 
bucket  
Para que el enlace satélite se mantenga ocupado y evitar fluctuaciones los búferes del modem 
satélite deben tener un tamaño igual al BDP según hemos visto en el apartado [4.4] 
 
Teniendo en cuenta lo anterior vamos a dimensionar los parámetros del filtro token bucket para 
emular un ancho de banda simétrico de 512kbps y establecer un tamaño en los búferes del 
módem satélite del BDP mediante:  
tc qdisc add dev eth0 root tbf rate $RATE burst $BURST limit $LIMIT peakrate 
$PEAKRATE mtu 1540 #canal de bajada 
tc qdisc add dev eth1 root tbf rate $RATE burst $BURST limit $LIMIT peakrate 
$PEAKRATE mtu 1540 #canal de subida 
Para determinar los valores específicos del $RATE, $BURST, $LIMIT y $PEAKRATE para 
aproximarnos a los 512kbps simétricos de la infraestructura satélite a emular cumpliendo que el 
tamaño de los búferes del módem satélite sea del BDP se ha realizado el dimensionado detallado en 
el apartado [8.3] 
7.8.3. Pérdidas: BER 
La radiación solar, el ruido cósmico en el espacio o fenómenos atmosféricos pueden causar 
desvanecimientos y degradación en la potencia de la señal recibida tal como se detalla en el 
apartado [3.3.3].  En la [Ilustración 10] de este apartado vemos que el  BER puede estar 
comprendido entre 10
-4
 en la situación más extrema y 10
-8
 en la más favorable ante la degradación 
de la señal del satélite, en condiciones óptimas el BER se situará próximo a 10
-12
 para un satélite 
geoestacionario con las técnicas de corrección y modulación actuales tal como se detalla en el 
apartado. 
La disciplina netem trabaja con el PER (Packet Error Rate) y no con el BER (Bit Error Rate), 
por este motivo debemos buscar cómo obtener el PER en base al BER   
La probabilidad que N bits se hayan transmitido correctamente será (1 − 𝐵𝐸𝑅)𝑁 por tanto la 
probabilidad que un paquete se transmita de forma errónea vendrá dado por: 
𝑃𝐸𝑅 = 1 − (1 − 𝐵𝐸𝑅)𝑁 (33) 
En el análisis con wireshark del apartado [8.1] determinamos que una trama Ethernet de un 
segmento TCP de datos tiene un tamaño de 1522 bytes cuando generamos tráfico a través de iperf. 
En netem el PER se especifica en %  
La siguiente tabla muestra el PER en % correspondiente tras aplicar en la ecuación (33) cada uno de 

















Tabla 8: Correspondencia entre PER y BER para el segmento TCP de datos 
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Cuando se realizan transferencias con netcat o generamos tráfico con iperf para evaluar el 
rendimiento de las variantes TCP, el tamaño de los segmentos de reconocimiento del canal de 
bajada será mucho menor que el tamaño de los segmentos de datos del canal de subida, el PER, por 
tanto, será asimétrico, puesto que los tamaños de los segmentos son distintos. 
El análisis con wireshark anteriormente citado muestra que una trama Ethernet de un segmento TCP 
de reconocimiento tiene un tamaño de 74 bytes cuando generamos tráfico a través de iperf.  
La siguiente tabla muestra el PER en % correspondiente tras aplicar en la ecuación (33) cada uno de 

















Tabla 9: Correspondencia entre PER y BER para el segmento TCP de 
reconocimiento 
Así concluimos que el comando de la disciplina netem que deberemos usar para indicar el PER 
correspondiente por ejemplo a un BER de 10
-5
 sería: 
tc qdisc add dev eth0 root netem loss 0.59% #Canal de bajada 
tc qdisc add dev eth1 root netem loss 11% #Canal de subida 
 
7.8.4. Aplicación jerárquica de disciplinas mediante 
traffic control 
En total tenemos que aplicar tres disciplinas distintas para cada interfaz.  El interfaz eth0 se 
corresponderá con las disciplinas del canal de bajada y el interfaz eth1 se corresponderá con las del 
canal de subida. 
Para poder aplicar varias disciplinas de forma simultánea haremos uso de las clases jerárquicas de 
traffic control según se detalla en [HTTPQUEUEING] 
Como ejemplo, para emular un retardo de propagación ida y vuelta de 520ms con un BER de 10
-4 
y 
con unos parámetros $RATE, $BURST, $LIMIT y $PEAKRATE a dimensionar para aproximarnos a la 
capacidad real del enlace satélite de 512kbps simétricos con unos búferes para los modem satélite 
de un tamaño igual al BDP las disciplinas a aplicar haciendo uso de las clases jerárquicas de traffic 
control serán: 
Canal de bajada 
tc qdisc replace dev eth0 root handle 1:0 netem delay 260ms loss 0.59%   
tc qdisc replace dev eth0 parent 1:1 handle 10: tbf rate $RATE burst  $BURST limit 
$LIMIT peakrate $PEAKRATE mtu 1540 
Canal de subida  
tc qdisc replace dev eth1 root handle 1:0 netem delay 260ms loss 11%   
tc qdisc replace dev eth1 parent 1:1 handle 10: tbf rate $RATE burst  $BURST limit 
$LIMIT peakrate $PEAKRATE mtu 1540  




    
En cuanto a la distribución del retardo si no se especifica lo contrario netem hará uso de una 
distribución gaussiana, en cuanto a la probabilidad de pérdida netem realiza una caracterización 
aleatoria en el porcentaje indicado. 
 
7.9. Ajustes en los peers TCP 
7.9.1. Activación de características del protocolo TCP 
recomendadas según RFC2488 
En el apartado [5.1] se han detallado los mecanismos de mejora para el enlace satélite basados en 
las características estándar del protocolo TCP. 
Para llevar a cabo el análisis del rendimiento de las variantes del protocolo TCP teniendo en cuenta 
estas recomendaciones se han configurado en el kernel del sistema operativo las variables 
necesarias en los peers TCP para asegurar su habilitación.  A continuación se detalla cómo se han 
habilitado estas características: 
Path MTU Discovery 
Por defecto esta característica se encuentra activa en nuestra versión del kernel de Linux, para 
habilitarla:  
sysctl –w net.ipv4.ip_no_pmtu_disc = 0 
TCP Windows scale option 
Por defecto esta característica se encuentra activa en el kernel de Linux, para habilitarla:  
sysctl –w net.ipv4.tcp_window_scaling = 1 
TCP timestamp option RTTM PAWS 
Por defecto esta característica se encuentra activa en el kernel de Linux, para habilitarla:  
sysctl -w net.ipv4.tcp_timestamps = 1 
TCP Selective Acknowledge (SACKS) 
Por defecto esta característica se encuentra activa en nuestra versión del kernel de Linux, para 
habilitarla:  
sysctl –w net.ipv4.tcp_sack = 1 
 
7.9.2. Búferes de la ventana de recepción 
Recordemos que el tamaño de la ventana vendrá delimitado tanto por el valor de la ventana de 
recepción, como por el valor de la ventana de congestión, los punteros del protocolo TCP que 
establecen la ventana deslizante deben cumplir según vimos en el apartado [2.3]: 
𝑆𝑁𝐷. 𝑁𝑋𝑇 − 𝑆𝑁𝐷. 𝑈𝑁𝐴 < min {𝑉𝑒𝑛𝑡𝑎𝑛𝑎𝑅𝑒𝑐𝑒𝑝𝑐𝑖𝑜𝑛, 𝑉𝑒𝑛𝑡𝑎𝑛𝑎𝐶𝑜𝑛𝑔𝑒𝑠𝑡𝑖𝑜𝑛}  
Por tanto la ventana de recepción puede limitar el tamaño de la ventana y alterar la dinámica de la 
ventana de congestión en el análisis del rendimiento de las variantes TCP. 
Para que la ventana de recepción no influya en los resultados obtenidos y centrarnos únicamente en 
el estudio de la ventana de congestión, en primer lugar tenemos que activar la característica TCP 
windows scale option para poder superar el límite de 16 bits impuesto por el tamaño del campo de la 
ventana de recepción en la cabecera TCP. 
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En segundo lugar debemos asegurar que el tamaño de los búferes en recepción es como mínimo 
mayor a dos veces al BDP del enlace satélite, tamaño que se corresponderá al tamaño teórico 
máximo de la ventana de congestión cuando el tamaño del búfer satélite sea próximo al BDP según 
vimos en el apartado [4.4] 
A tamaños del búfer satélite mayores la cantidad de datos enviada que todavía no haya sido 
reconocida será aún mayor a dos veces el BDP del enlace satélite. 
Se han establecido unos búferes de recepción en los peers TCP suficientemente grandes para evitar 
que la ventana de recepción limite el valor de la ventana de congestión.  Los valores por defecto de 
la distribución de Linux para los búferes eran escuetos.  En el anexo [K] se detalla el dimensionado 
de los búferes de recepción. 
7.10. Selección del algoritmo de control de congestión 
TCP en Linux 
Desde la versión 2.6.13 del kernel de Linux la pila TCP/IP del sistema operativo soporta módulos 
para el algoritmo de control de congestión, estos módulos son intercambiables de forma que puede 
seleccionarse uno u otro a través de una variable específica del kernel siempre que el módulo a 
seleccionar haya sido cargado. 
Para poder analizar el rendimiento de cada una de las variantes TCP seleccionadas deberemos 
seleccionar su correspondiente algoritmo de congestión a través de esta variable del kernel y cargar 
el módulo correspondiente en el proceso emisor.  Los módulos para las variantes TCP Reno y Cubic 
vienen integrados en el kernel.  El algoritmo de congestión por defecto de Linux es Cubic.  Los 
módulos para los algoritmos TCP Vegas, TCP Westwood y TCP Hybla deben cargarse en el kernel 
de otro modo no estarán disponibles para su selección.  El módulo del algoritmo TCP Hybla es 
particular y acepta el tiempo de referencia RTT0 como parámetro de entrada del módulo, por defecto 
este tiempo de referencia es de 25 ms. 
Asimismo cuando van a realizarse diversas mediciones o análisis desde la misma dirección IP origen 
es importante indicar al kernel que no guarde información de las métricas entre diferentes sesiones. 
En el anexo [L] se detalla el proceso de carga y selección de los módulos del algoritmo de congestión 
en el kernel de Linux y cómo indicarle al kernel que no guarde información de las métricas entre 
sesiones. 
 
7.11. Virtualización de la emulación con VNUML 
La infraestructura satélite compuesta por las dos sedes corporativas conectadas a través del equipo 
emulador del enlace satélite de la [Ilustración 16] es la que vamos a virtualizar a través de la 
herramienta VNUML 
7.11.1. Diseño 
El HOST A será el propio host anfitrión y formará parte de la infraestructura virtualizada ya que la 
sonda TCP Probe no es compatible con la tecnología UML tal y como hemos detallado en el 
apartado [6.3].  Para la interconexión de las máquinas UML se usarán virtual bridge definidos en el 
equipo anfitrión y que la propia herramienta VNUML se encargará de crear siguiendo las 
especificaciones del fichero de configuración XML donde se define la infraestructura a virtualizar. 
La siguiente ilustración detalla la infraestructura virtualizada basada en el diseño de red de la 
infraestructura satélite descrita en el apartado [7.2] que permite definir el fichero de configuración 
XML en la herramienta VNUML:  




    
 
Ilustración 19: Diseño de la infraestructura virtualizada para VNUML 
La siguiente tabla resume los interfaces a crear con su dirección IP y máscara de red para cada 
máquina UML y a qué virtual bridge del equipo anfitrión debe conectarse cada interfaz. El HOST A es 
el propio equipo anfitrión y hay que crear el interfaz tap0 en él para poder conectarlo a la 
infraestructura satélite virtualizada, el intérprete VNUML asigna la dirección IP del interfaz tap0 en el 
equipo anfitrión al interfaz del virtual bridge NetHost y no al propio interfaz tap0, puesto que los 
interfaces de los bridges no pueden tener direccionamiento a nivel de red: 
Interfaz Dirección IP Bridge UML 
 HOST A 
tap0 192.168.100.2/24 NetHost 
HOST B 
e0 192.168.100.3/24 NetHost 
R1 
e0 192.168.100.1/24 NetHost 
e1 10.0.0.1/30 NetR1 
R2 
e0 192.168.200.1/24 NetServ 
e1 10.0.0.2/30 NetR2 
SERVER A 
e0 192.168.200.2/24 NetServ 
SERVER B 
e0 192.168.200.3/24 NetServ 
LINK 
e0 sin dirección ip NetR1 
e1 sin dirección ip NetR2 
Tabla 10: Definición de interfaces y bridges a crear según diseño 
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7.11.2. Configuración del escenario 
Siguiendo el diseño propuesto en el apartado anterior crearemos el fichero de configuración XML que 
será interpretado por la herramienta VNUML para construir la virtualización de la infraestructura 
emulada. 
Para poder gestionar la infraestructura virtualizada se han definido unas acciones en el fichero XML 
que se gestionan mediante el script implementado para el inicio y parada de la emulación definido en 
el apartado [7.11.3] y a través del script de análisis del apartado [12.1] interactuando con todos los 
equipos UML.  La siguiente tabla resume las secuencias de comandos a ejecutar en cada máquina 
UML controladas a través del equipo anfitrión a través de estos scripts: 
      
Nombre secuencia Comando a ejecutar Equipo UML 
activarsatlink /usr/sbin/brctl addbr satlink 
/usr/sbin/brctl addbr satlink  
/usr/sbin/brctl addif satlink eth0  
/usr/sbin/brctl addif satlink eth1  
/usr/sbin/brctl setfd satlink 0 
/sbin/ifconfig satlink up  
ifconfig eth0 promisc 
ifconfig eth1 promisc 
 
LINK 
modelarsatlink /mnt/hostfs/modelarsatlink.sh LINK 
tuningtcp sysctl –w net.core.rmem_default = 256960 
sysctl –w net.core.rmem_max = 256960 
sysctl –w net.core.wmem_default = 256960 
sysctl –w net.core.wmem_max = 256960 
sysctl -w net.ipv4.tcp_rmem='8192 87380 256960' 
sysctl -w net.ipv4.tcp_wmem='8192 87380 256960' 
sysctl -w net.ipv4.tcp_mem='8192 87380 256960' 
systcl –w net.ipv4.route.flush=1 
SERVER A 
SERVER B 
apacheserver /etc/init.d/apache2 start SERVER A 
SERVER B 
startiperfserver /mnt/hostfs/startiperfserver.sh SERVER A 
SERVER B 
congestiontcpA /mnt/hostfs/congestiontcp.sh SERVER A 
congestiontcpB /mnt/hostfs/congestiontcp.sh SERVER B 
HOST B 
startiperfclient /mnt/hostfs/startiperfclient.sh HOST B 
Tabla 11: Secuencias de comandos a definir en fichero XML 
La secuencia activarsatlink permite al script de inicio y parada de la emulación interconectar los 
interfaces eth0 y eth1 del equipo LINK y crear el enlace a nivel 2 según las especificaciones del 
diseño del emulador del enlace satélite una vez iniciada la infraestructura virtualizada.  Este mismo 
script a través de la secuencia tuningtcp  gestiona el tamaño de los búferes de recepción en los 
equipos SERVER A y SERVER B para que la ventana de recepción no limite el tamaño de la ventana 
e inicia el servidor apache en los equipos SERVER A y SERVER B usando la secuencia 
apacheserver. 
Por otro lado el script de análisis a través de la secuencia modelarsatlink gestiona la selección de 
los parámetros para el modelado del enlace satélite para caracterizar el retardo, pérdidas, ancho de 
banda y tamaño de los búferes del módem satélite y es capaz de aplicar distintos parámetros para 
caracterizar el enlace haciendo uso de esta secuencia de comando a  través del directorio 
compartido con la máquina UML.  También a través del directorio compartido con la máquina UML el 
script de análisis es capaz de seleccionar la variante TCP para el equipo SERVER A mediante la 
secuencia congestiontcpA y para equipo HOST B y SERVER B mediante la secuencia 
congestiontcpB, la variante TCP para el HOST A la establece el propio equipo anfitrión también a 
través del script de análisis.  La secuencia startiperfclient permite al script iniciar y parar la 
generación de tráfico a través de iperf haciendo uso del directorio compartido con el equipo HOST B, 




    
la generación de tráfico desde el HOST A la controla el propio equipo anfitrión también haciendo uso 
del script y la secuencia startiperfserver inicia el servidor iperf en los equipos SERVER A y 
SERVER B a través del script de análisis. 
En el anexo [B1] se detalla la sintaxis XML del fichero p2pgeoestacionariovsatpop.xml que 
implementa el diseño y configuración de la infraestructura satélite virtualizada. 
7.11.3. Inicio y parada de la emulación 
Para iniciar y parar la emulación de la infraestructura virtualizada se ha diseñado y desarrollado el 
script emular.sh cuyo código fuente se puede consultar en el anexo [C1] 
Para lograr conectar el equipo anfitrión a la infraestructura virtualizada el script se encarga de crear el 
interfaz tap0, procesar y construir la emulación de la infraestructura del fichero XML seleccionado 
haciendo uso del intérprete de la herramienta VNUML y una vez iniciada la infraestructura 
virtualizada, activar el enlace satélite en el equipo emulador LINK con la secuencia de comandos 
activarsatlink, aplicar los búferes en recepción para los equipos SERVER A y SERVER B con la 
secuencia de comandos tuningtcp e iniciar el servidor apache en los equipos SERVER A y SERVER 
B con la secuencia de comandos apacheserver. 
El script emular.sh también se encarga de parar el escenario a través del intérprete de la herramienta 
VNUML y de eliminar el interfaz tap0 creado en el equipo anfitrión. 
Para iniciar la infraestructura virtualizada: 
emular.sh p2pgeoestacionariovsatpop.xml start 
Para detener la emulación: 
emular.sh p2pgeoestacionariovsatpop.xml stop 
La siguiente tabla muestra los interfaces que crea el intérprete VNUML para interconectar las 
máquinas UML en el equipo anfitrión a través del virtual bridge una vez se ha iniciado la emulación:  















Tabla 12: Interfaces y bridges creados por el intérprete VNUML en el equipo 
anfitrión 
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8. Validación del diseño 
Una vez implementada la infraestructura satélite virtualizada y tras iniciar la emulación con el script 
emular.sh, antes de proceder con la fase de análisis, hemos realizado una serie de pruebas sobre el 
banco de pruebas a fin de validar el diseño, tanto de la infraestructura satélite emulada como del 
equipo emulador del enlace satélite LINK.   
En este capítulo se describen las pruebas de conectividad realizadas y las pruebas llevadas a cabo 
para validar la aplicación de las disciplinas netem: retardo y pérdida  de paquetes.  Asimismo se 
detalla cómo se ha llevado a cabo el dimensionado de los parámetros del filtro token bucket 
8.1. Conectividad 
Sin aplicar ninguna disciplina netem ni el filtro token bucket en el equipo LINK, se ha lanzado el 
analizador de protocolos wireshark capturando los segmentos TCP a la entrada del emulador del 
enlace satélite en el interfaz R1-e0 del bridge NetHost en el equipo anfitrión y se ha generado tráfico 
hacia el equipo SERVER A mediante de la herramienta iperf comprobando que existe conectividad 
TCP y que la conexión se establece validando el direccionamiento y las rutas estáticas establecidas 
en el diseño de la infraestructura. 
En el anexo [D1] se detallan las pruebas de conectividad realizadas. 
Veamos el detalle de uno de los segmentos TCP de datos: 
 
Ilustración 20: Detalle captura segmento TCP de datos 
Determinamos que el MSS = 1448 bytes para nuestra infraestructura emulada. 
Vemos que la cabecera TCP está haciendo uso de 12bytes en el campo de opciones debido a que la 
característica TCP timestamp está activada.  El tamaño total de la cabecera TCP es de 32bytes, la 
cabecera IP ocupa un tamaño de 20 bytes. Por tanto MTU=1500 bytes = MSS+32 bytes+20 bytes 
Vemos que la trama Ethernet ocupa 1514 bytes, es decir 14 bytes para el overhead de la cabecera 
Ethernet que se corresponden a 6 bytes MAC origen, 6 bytes MAC destino y 2 bytes para el tipo de 
Ethernet detallados en [ETHERNETHEADER].  Ahora bien, el preámbulo de la trama lo filtra el 
hardware Ethernet y por tanto, no está disponible y no se detalla en wireshark o cualquier otro 
sniffer o aplicación que usemos, hemos de sumar por tanto 8 bytes del preámbulo a los 14 bytes para 
obtener el tamaño total de la cabecera Ethernet en la capa física.  
Por tanto el tamaño total en el medio físico incluyendo la cabecera Ethernet será: 
Trama Ethernet = MTU+ Cabecera Ethernet+ Preámbulo Ethernet = 1522 bytes. 
El emulador no tendrá en cuenta el preámbulo de la trama Ethernet, porque lo filtra el hardware 
Ethernet, así que no estará disponible para las herramientas tcptrace, tcpdump o wireshark.  Por 
tanto desde el punto de vista del emulador, el goodput máximo teórico alcanzable vendrá delimitado 
por: 




    




Donde Ccanal es la capacidad del enlace satélite emulado. 
Veamos ahora el detalle de un segmento TCP de reconocimiento (ACK): 
 
Ilustración 21: Detalle captura segmento TCP de reconocimiento 
En este caso el tamaño del segmento de reconocimiento será la suma del tamaño de la cabecera 
TCP y la cabecera IP es decir 52 bytes. 
El Tamaño de la trama Ethernet para el segmento de reconocimiento será: 
Trama Ethernet (ACK) = Cabecera TCP (32  bytes) + Cabecera IP (20 bytes) + Cabecera Ethernet 
(14 bytes) + Preámbulo (8 bytes) = 74 bytes. 
8.2. Aplicación de las disciplinas netem 
Se ha aplicado una disciplina netem para el retardo únicamente en el interfaz eth1, sin el filtro token 
bucket, en el equipo LINK, se ha lanzado el analizador de protocolos wireshark capturando los 
segmentos TCP a la entrada del emulador del enlace satélite en el interfaz LINK-e0 del bridge NetR1 
y en el interfaz LINK-e1 del bridge NetR2 del equipo anfitrión, se ha generado tráfico hacia el equipo 
servidor mediante la herramienta iperf y a través del protocolo ICMP haciendo uso de la utilidad ping 
comprobando que los paquetes se retardan sólo en el canal de subida y no en el canal de bajada. 
Seguidamente se ha aplicado una disciplina netem en el equipo LINK para el retardo ahora en el 
interfaz eth0, sin el filtro token bucket y se ha comprobado con la misma dinámica que los paquetes 
sólo se retardan en el canal de bajada y no en el de subida validando el diseño con posibilidad de 
asimetría planteado para el emulador del canal satélite.  Al aplicar la disciplina netem de retardo en 
ambos interfaces del equipo LINK se ha comprobado que los paquetes se retardan tanto en el canal 
de subida como en el de bajada. 
Finalmente se ha aplicado una disciplina netem en el equipo LINK para la pérdida de paquetes 
comprobando a través del protocolo ICMP la efectividad de la disciplina aplicada. 
En el anexo [D2] se detallan las pruebas de aplicación y validación de las disciplinas netem 
realizadas. 
 
8.3. Dimensionado de parámetros del filtro token bucket 
En este apartado nos disponemos a dimensionar los parámetros RATE, BURST, LIMIT y PEAKRATE 
del filtro token bucket detallados en el apartado [7.3.2]. 
Habíamos determinado que el BURST debe tener un valor entorno al BDP. 
En el diseño del equipo emulador del enlace satélite hemos propuesto emular un ancho de banda de 
512kbps simétricos cumpliendo que el tamaño de los búferes del módem satélite sea entorno al BDP, 
según se ha determinado en el apartado [7.8.2]   
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Según la ecuación (14) del apartado [4.1], considerando un retardo de propagación ida y vuelta de 
520ms, valor calculado en [3.3.1], tenemos que el BDP del enlace satélite es: 
𝐵𝐷𝑃 = 512𝑘𝑏𝑝𝑠 · 520𝑚𝑠 = 33,28𝑘𝑏𝑦𝑡𝑒𝑠 
La latencia introducida por los búferes del módem satélite según hemos visto en el apartado [4.4] 
será el resultado de dividir el tamaño del búfer, que debe ser entorno al BDP, entre la capacidad del 








Veamos los valores teóricos que ha de tener el parámetro LIMIT del filtro token bucket.  Si se desea 
hacer uso del peakrate para evitar en la medida de lo posible el burst inicial, de la ecuación (32) del 
apartado [7.3.2] deducimos que: 
𝐿𝐼𝑀𝐼𝑇𝑝𝑒𝑎𝑘𝑟𝑎𝑡𝑒 = 𝑅𝐴𝑇𝐸 · 𝐿𝑎𝑡𝑒𝑛𝑐𝑖𝑎𝑚𝑜𝑑𝑒𝑚 + 𝑀𝑇𝑈 = 33,28𝑘𝑏𝑦𝑡𝑒𝑠 + 1,54𝑘𝑏𝑦𝑡𝑒𝑠 = 34,82𝑘𝑏𝑦𝑡𝑒𝑠 
En el caso que no se haga uso del peakrate, de la ecuación (28) del apartado [7.3.2] deducimos que: 
𝐿𝐼𝑀𝐼𝑇 = 𝑅𝐴𝑇𝐸 · 𝐿𝑎𝑡𝑒𝑛𝑐𝑖𝑎𝑚𝑜𝑑𝑒𝑚 + 𝐵𝑈𝑅𝑆𝑇 = 33,28𝑘𝑏𝑦𝑡𝑒𝑠 + 33,28𝑘𝑏𝑦𝑡𝑒𝑠 = 66,56𝑘𝑏𝑦𝑡𝑒𝑠 
Para validar el dimensionado del filtro token bucket, se define el banco de pruebas detallado en el 
anexo [D4].  Se trata de un escenario simple que conecta el equipo anfitrión (emisor) a un equipo 
servidor (receptor) a través del equipo emulador del enlace satélite LINK.  Sobre este banco de 
pruebas se ha usado iperf para inundar con tráfico UDP el enlace satélite emulado, generando tráfico 
UDP desde el equipo anfitrión hacia el equipo servidor atravesando el enlace satélite.  Con el 
analizador de protocolos tcpdump se han capturado los datagramas en el interfaz conectado al 
equipo servidor del emulador satélite LINK.  Con el analizador de protocolos tshark se ha obtenido 
el throughput para el dimensionado del filtro token bucket sin peakrate y con peakrate. 
  




    
 
UDP TBF SIN PEAKRATE rate 512kpbs búfer BDP  UDP TBF CON PEAKRATE rate 512kbps búfer BDP 
  
  
Ilustración 22: Throughput tráfico UDP filtro token bucket sin peakrate y 
con peakrate 
Al inundar con tráfico UDP el enlace satélite, con los parámetros dimensionados para el filtro token 
bucket sin peakrate, el throughput muestra una capacidad emulada igual a la esperada, en cambio, 
con los parámetros dimensionados para el filtro token bucket con peakrate, el throughput muestra 
una capacidad emulada por debajo de la esperada. 
Para encontrar una explicación lógica a este comportamiento del filtro token bucket cuando se hace 
uso del peakrate, hemos descartado en primer lugar, que sea debido a un bug del kernel o de la 
disciplina de traffic control.  Para ello se ha compilado una versión distinta del kernel para la máquina 
UML y una versión distinta de traffic control obteniendo como resultado que el comportamiento del 
filtro tbf no ha variado.   
Una vez descartado que se trata de un bug, se ha modificado el banco de pruebas para que el 
equipo anfitrión sea el emulador del enlace satélite y quede conectado a dos máquinas UML: HOST y 
SERVER cada una conectada a un virtual bridge del equipo anfitrión, y se han aplicado las 
disciplinas del filtro tbf con peakrate en los interfaces del bridge del host anfitrión.   De este modo se 
consigue que el equipo emulador del enlace satélite resida en el equipo físico, la medida del 
throughput al inundar con tráfico UDP el enlace satélite resulta ser de 503kbps, esta vez sí que la 
capacidad obtenida en el enlace satélite emulado es la esperada. 
Concluimos por tanto, que es la propia tecnología UML la causante del desfase cuando se hace uso 
del filtro tbf con peakrate en una máquina UML.  El temporizador interno que emplean las máquinas 
UML está provocando que se obtenga un throughput inferior respecto al valor esperado.  Una 
solución en la que el equipo anfitrión asuma el papel del equipo LINK como emulador del enlace 
satélite es incompatible con la absoluta necesidad que el equipo anfitrión sea el equipo HOST puesto 
que la tecnología UML es incompatible con la sonda TCP Probe. 
Para comprobar el efecto del burst inicial se ha usado el banco de pruebas detallado en el anexo 
[D4].  Se ha utilizado iperf para establecer una conexión extremo a extremo y generar tráfico TCP a 
través del enlace satélite emulado, desde el equipo anfitrión hacia el equipo servidor.  Con el 
analizador de protocolos tcpdump se han capturado los segmentos tanto en el interfaz del 
emulador satélite LINK conectado al equipo anfitrión (emisor), como en el conectado al equipo 
servidor (receptor).  Con el analizador de protocolos tshark se ha obtenido el throughput y con la 
sonda TCP Probe y el analizador tcptrace la evolución de la ventana de congestión y las muestras 
del RTT en dos situaciones: uso del filtro token bucket sin peakrate y con peakrate. 
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Ilustración 23: Efecto del burst inicial 
En la Ilustración 23 se muestra la gráfica de evolución de la ventana de congestión, seguida del 
throughput del lado del equipo anfitrión (emisor) y el throughput del lado del equipo servidor 
(receptor).  En las gráficas de la izquierda se observa que si no se hace uso de la funcionalidad  
peakrate del filtro token bucket, se propaga el burst inicial. 




    
El mecanismo en el que el filtro token bucket propaga los burst, implica que no se garantiza que un 
rate específico no se exceda.  Al inicio de la transmisión se observa un pico provocado por el burst 
inicial. Este peakrate se debe a que el tamaño del bucket (burst size) indica cuantos paquetes (o 
bytes) estarán autorizados a ser enviados hacia el canal de comunicaciones pero no controla el 
tiempo de propagación del burst.  La tasa de emisión del equipo anfitrión en el interfaz virtual bridge 
es de aproximadamente 1Mbps, al no estar limitada depende del temporizador del sistema.  Un rate 
de 1Mbps con un burst de 33kbytes implica que durante 260ms se propaga el rate de 1 Mbps, 
después de ese tiempo, el filtro tbf consigue emular el rate especificado de 512kbps.   
En las gráficas de la derecha se observa que el parámetro peakrate evita la propagación del burst 
inicial, minimizando que el proceso emisor envíe una cantidad importante de segmentos, al inicio de 
la transmisión, por encima del rate especificado antes de que el filtro tbf descarte el paquete. 
Por tanto, se hará uso del parámetro peakrate para minimizar la propagación del burst inicial 
teniendo en cuenta que la tecnología UML va afectar ligeramente al sincronismo del doble filtro token 
bucket.   
Concluimos que especificando un rate de 512kbps y peakrate de 592kbps, según muestra la 
Ilustración 22, al inundar con tráfico UDP el enlace satélite, comprobamos que la capacidad 
emulada para el enlace satélite es realmente de 400kbps con un peakrate de 425kbps y esta 
será la capacidad del enlace que tendremos en cuenta al evaluar las variantes TCP sobre el enlace 
satélite emulado. 
La siguiente tabla resume los valores a usar para el filtro token bucket haciendo uso del parámetro 
peakrate para emular un enlace de 400kbps con un peakrate de 425kpbs con una capacidad del 
búfer para el módem satélite entorno al BDP: 





Tabla 13: Parámetros tbf con peakrate emulación enlace 400kbps con tamaño 
búfer módem satélite entorno al BDP 
Para emular un enlace de 512kbps, sin hacer uso del peakrate. Los valores a usar son los siguientes: 




Tabla 14: Parámetros tbf sin peakrate emulación enlace 512kbps con tamaño 
búfer módem satélite entorno al BDP 
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9. Emulación PEPsal 
Además de evaluar el rendimiento de las variantes TCP seleccionadas a través de la infraestructura 
satélite virtualizada en este capítulo vamos a abordar el caso particular en el que no sea posible 
cambiar la variante TCP en el proceso emisor, y resulte necesario intercalar un Performance 
Enhancing Proxy (PEP).  El PEP nos permitirá el uso de una variante TCP no soportada por el 
proceso emisor para mejorar el rendimiento de la comunicación extremo a extremo entre el proceso 
emisor y el proceso receptor a través del enlace satélite. 
La finalidad es evaluar el rendimiento del PEP y comparar el rendimiento de TCP Reno en una 
conexión extremo a extremo en un enlace satélite con el PEP deshabilitado respecto al rendimiento 
obtenido al habilitar el PEP usando otra variante TCP que el proceso emisor no soportaría por sí 
mismo  
La arquitectura del escenario real que nos permitirá evaluar el rendimiento del PEP es similar a la 
propuesta en el capítulo 7, pero en este caso únicamente usaremos un equipo en cada sede 
corporativa.  Ambas sedes se encuentran conectadas entre sí a través de un enlace satélite 
geoestacionario.  El PEP se intercala en la conexión entre ambas sedes a través del enlace satélite 
para interceptar el flujo del tráfico modificando su comportamiento, dividiendo la conexión TCP 
extremo a extremo establecida entre el equipo de una sede con el equipo de la otra, terminando la 
conexión TCP iniciada por el equipo que soporta únicamente TCP Reno en el PEP y estableciendo 
desde el PEP una nueva sesión TCP con el equipo de la otra sede usando otra variante TCP.   
Las herramientas usadas para emular el comportamiento del enlace satélite, generar y capturar el 
tráfico y proceder a su análisis han sido las mismas que las descritas en el capítulo 7.  Los ajustes en 
los peers TCP y el diseño del equipo emulador del enlace satélite coinciden asimismo. En este caso 
el intercambio de la variante del algoritmo de control de congestión TCP la lleva a cabo el PEP.   
9.1. Escenario real a emular 
Para poder llevar a cabo la evaluación del rendimiento del PEP se propone la siguiente 
infraestructura satélite real:   
 
Ilustración 24: Infraestructura real con PEP a emular 
 
En este caso, tal como muestra la Ilustración 24, únicamente usaremos un equipo en cada sede 
corporativa.  Ambas sedes se encuentran conectadas entre sí a través de un enlace satélite 
geoestacionario, el equipo HOST sólo soporta la variante TCP Reno.  El equipo PEPsal se intercala 
en la conexión entre ambas sedes entre el módem satélite y el router R1 para interceptar el flujo del 
tráfico dividiendo la conexión TCP extremo a extremo establecida entre el equipo HOST y el equipo 




    
SERVER.  El equipo PEPsal termina la conexión TCP establecida por el equipo HOST en el PEP y 
establece una nueva sesión TCP con el equipo SERVER de la otra sede usando otra variante TCP.   
El router de cada sede trabaja en la capa de red y se encarga de enrutar los paquetes procedentes 
de la red local corporativa a través del enlace satélite hacia la otra sede, el router R1 se conecta a 
través de su interfaz WAN al equipo PEPsal y éste al módem satélite SCPC, el router R2 se conecta 
a través de su interfaz WAN directamente al módem satélite SCPC.  Los módem satélite SCPC de 
cada sede establecen una línea dedicada punto a punto y trabajan en la capa de enlace, modulan la 
señal digital para enviarla a través del enlace satélite tal y como ya se describió en el capítulo 7.  
Una sede está compuesta por los equipos informáticos HOST , el router R1 y el equipo PEPsal y 
tiene un módem satélite SCPC conectado a una antena parabólica, la otra sede está integrada por 
los equipos SERVER y por el router R2 y consta de otro módem satélite SCPC conectado a la antena 
parabólica. 
Esta infraestructura nos va a permitir evaluar el rendimiento del PEP.  Cuando el PEP está 
deshabilitado actúa como un simple router, cuando está habilitado intercepta el flujo TCP dividiendo 
la conexión y estableciendo una nueva conexión con la variante TCP especificada.  Cambiando la 
variante del protocolo TCP en diferentes transmisiones compararemos el rendimiento obtenido con 
cada variante TCP con el PEP habilitado respecto a una conexión TCP Reno extremo a extremo 
entre equipo HOST y SERVER con el PEP deshabilitado.  
Para emular el enlace satélite sustituiremos las antenas parabólicas, los módems satélite y el satélite 
por el equipo emulador de enlace satélite LINK al igual que hicimos en el capítulo 7.  El equipo LINK 
estará conectado al router R2 en uno de sus interfaces y al equipo PEPsal en el otro interfaz y será el 
encargado de interconectar ambas sedes corporativas emulando el enlace satélite. 
9.2. Diseño de red del escenario a emular 
La arquitectura propuesta para la evaluación del rendimiento del PEP precisa un direccionamiento IP 
para la capa de red.  La siguiente ilustración detalla el direccionamiento propuesto: 
 
 
Ilustración 25: Direccionamiento IP del escenario con PEPsal 
Asimismo será necesario definir las tablas de rutas para que los paquetes IP transmitidos por los 
equipos de una sede puedan ser encaminados a los equipos de la otra a través de los routers y el 
equipo PEPsal.  Éste encaminamiento se hará a través de rutas estáticas.  La siguiente tabla 
muestra las rutas que deben establecerse en cada equipo: 
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Red Destino Puerta de acceso Equipo puerta de acceso 
 RUTAS HOST 
Default 192.168.100.1 R1 
RUTAS R1 
192.168.200.0/24 10.100.0.1 PEPsal 
ip forward on 
RUTAS R2 
192.168.100.0/24 10.0.0.1 PEPsal 
ip forward on 
RUTAS SERVER 
Default 192.168.200.1 R2 







ip forward on 
Tabla 15: Rutas estáticas por equipo con PEPsal 
9.3. Instalación y configuración de PEPsal 
Antes de ejecutar PEPsal es necesario hacer las modificaciones pertinentes en las reglas del firewall 
de Linux en la máquina UML que va a realizar la función del PEP que se detallaron en el apartado 
[5.3.2] 
El código fuente de PEPsal permite cambiar la variante TCP del algoritmo de control de congestión a 
través de las opciones del socket. 
En el anexo [M] se indica el proceso de compilación e instalación en PEPsal y las reglas de iptables 
provisionadas en la máquina UML que realiza la función del PEP y cómo establecer la variante TCP. 
9.4. Virtualización de la emulación PEPsal con VNUML 
La infraestructura compuesta por las dos sedes corporativas conectadas a través del equipo 
emulador del enlace satélite con el PEP intercalado de la [Ilustración 25] es la que vamos a virtualizar 
a través de la herramienta VNUML 
9.4.1. Diseño 
El HOST será el propio equipo anfitrión y formará parte de la infraestructura virtualizada.  Para la 
interconexión de las máquinas UML se usarán virtual bridge definidos en el equipo anfitrión y que la 
propia herramienta VNUML se encargará de crear siguiendo las especificaciones del fichero de 
configuración XML. La siguiente ilustración detalla la infraestructura virtualizada con PEPsal que 
permite definir el fichero de configuración XML en la herramienta VNUML 




    
 
Ilustración 26: Diseño de la infraestructura virtualizada para VNUML con 
PEPsal 
La siguiente tabla resume los interfaces a crear con su dirección IP y máscara de red para cada 
máquina UML y a qué virtual bridge del equipo anfitrión debe conectarse cada interfaz. El HOST es el 
propio equipo anfitrión y hay que crear el interfaz tap0 en él para poder conectarlo a la infraestructura 
virtualizada: 
Interfaz Dirección IP Bridge UML 
HOST 
tap0 192.168.100.2/24 NetHost 
R1 
e0 192.168.100.1/24 NetHost 
e1 10.100.0.2/30 NetR1 
R2 
e0 192.168.200.1/24 NetServer 
e1 10.0.0.2/30 NetR2 
SERVER 
e0 192.168.200.2/24 NetServer 
LINK 
e0 sin dirección ip NetPEP 
e1 sin dirección ip NetR2 
PEPsal 
e0 10.100.0.1/30 NetR1 
e1 10.0.0.1/30 NetPEP 
Tabla 16: Definición de interfaces y bridges a crear según diseño con 
PEPsal 
Se han buscado varias alternativas para poder obtener la evolución de la ventana de congestión en 
PEPsal.  Dada la incompatibilidad de la sonda TCP Probe con la tecnología UML no es posible medir 
la ventana de congestión en la máquina UML que realiza la función del PEP.  Una de las alternativas 
consiste en hacer que la máquina UML PEPsal sea el propio equipo anfitrión y el equipo HOST sea 
una máquina UML, es decir ubicar el equipo anfitrión en el diseño de la Ilustración 26 en el equipo 
PEPsal en lugar del equipo HOST, en teoría esta arquitectura al ejecutar la sonda TCP Probe en el 
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equipo anfitrión sería capaz de obtener la evolución de la ventana de congestión en el tramo de la 
conexión TCP PEPsalSERVER , desafortunadamente iptables tiene un comportamiento errático 
con los virtual bridge creados por el intérprete VNUML en el equipo anfitrión, que impide el 
redireccionamiento a través de la tabla NAT de iptables de los paquetes procedentes del proceso 
emisor al puerto del PEP, lo que hace inviable la ejecución de PEPsal en el equipo anfitrión e impide 
la obtención de la ventana de congestión en la arquitectura PEPsal.   
En el anexo [E] se detalla cómo se ha determinado la incompatibilidad del interfaz virtual bridge del 
equipo anfitrión con la regla de redireccionamiento que necesita PEPsal para funcionar. En el anexo 
se adjunta el fichero XML para hacer uso de PEPsal en el equipo anfitrión,   una vez iniciado el banco 
de pruebas a través del script adjunto del anexo se han establecido en el equipo anfitrión las reglas 
de iptables necesarias para PEPsal detalladas en el apartado del anexo [E2] 
Como en el equipo anfitrión aparte de los interfaces físicos se definen todos los virtual bridge 
necesarios para interconectar las máquinas UML, la regla de iptables necesaria para la redirección 
del puerto está afectando a todos los virtual bridge, lo que impide la llegada del paquete al proceso 
PEPsal que ese ejecuta en el equipo anfitrión.  Al intentar especificar en iptables mediante el módulo 
physdev directamente el interfaz físico del PEP que conforma el bridge, para que sólo afecte a ese 
interfaz, la redirección resulta incompatible con el virtual bridge.   
Finalmente se ha descartado la arquitectura del anexo [E] y se ha optado por evaluar el rendimiento 
del PEP sin la evolución de la ventana de congestión con el diseño detallado en este apartado. 
9.4.2. Configuración del escenario 
Siguiendo el diseño propuesto en el apartado anterior crearemos el fichero de configuración XML que 
será interpretado por la herramienta VNUML para construir la virtualización de la infraestructura 
satélite con PEPsal. 
Para poder gestionarla se han definido unas acciones en el fichero XML.  La siguiente tabla resume 
las secuencias de comandos a ejecutar en cada máquina UML gestionadas a través del script de 
análisis para PEPsal definido en el apartado [12.2] y por el script de inicio y parada de la emulación. 
Nombre secuencia Comando a ejecutar Equipo UML 
activarsatlink /usr/sbin/brctl addbr satlink 
/usr/sbin/brctl addbr satlink  
/usr/sbin/brctl addif satlink eth0  
/usr/sbin/brctl addif satlink eth1  
/usr/sbin/brctl setfd satlink 0 
/sbin/ifconfig satlink up  
ifconfig eth0 promisc 
ifconfig eth1 promisc 
 
LINK 
modelarsatlink /mnt/hostfs/modelarsatlink.sh LINK 
tuningtcp sysctl –w net.core.rmem_default = 256960 
sysctl –w net.core.rmem_max = 256960 
sysctl –w net.core.wmem_default = 256960 
sysctl –w net.core.wmem_max = 256960 
sysctl -w net.ipv4.tcp_rmem='8192 87380 256960' 
sysctl -w net.ipv4.tcp_wmem='8192 87380 256960' 
sysctl -w net.ipv4.tcp_mem='8192 87380 256960' 




startnetcat /mnt/hostfs/startnetcat.sh SERVER 
congestiontcp /mnt/hostfs/congestiontcp.sh SERVER 
PEPsal 
startpepsal /mnt/hostfs/pepsal.sh PEPsal 
Tabla 17: Secuencias de comandos a definir en fichero XML emulación PEPsal 
Las secuencias activarsatlink y tuningtcp realizan las mismas acciones que en capítulo 7 y se ha 
usado el mismo script de inicio y parada de la emulación. 




    
El script de análisis para PEPsal a través de la secuencia modelarsatlink gestiona la selección de 
los parámetros para el modelado del enlace satélite para caracterizar el retardo, pérdidas, ancho de 
banda y tamaño de los búferes del módem satélite.  También a través del directorio compartido con 
la máquina UML el script de análisis es capaz de seleccionar la variante TCP para el equipo 
SERVER y el equipo PEPsal a través de la secuencia congestiontcp, la variante TCP para el HOST 
será TCP Reno.  La secuencia startnetcat permite al script iniciar el servidor netcat haciendo uso del 
directorio compartido con el equipo SERVER, la generación de tráfico desde el HOST vía netcat la 
controla el propio equipo anfitrión también haciendo uso del script de análisis para PEPsal.  La 
secuencia startpepsal le permite al script de análisis habilitar y deshabilitar PEPsal y definir las 
reglas en el firewall necesarias indicadas en el anexo [M] haciendo uso del directorio compartido con 
el equipo PEPsal. 
En el anexo [B2] se detalla la sintaxis XML del fichero p2pgeoestacionariopepsal.xml que 
implementa el diseño y configuración de la infraestructura satélite virtualizada con PEPsal. 
9.4.3. Inicio y parada de la emulación 
Se ha usado el mismo script de inicio y parada de la emulación, desarrollado en el capítulo 7.  
Para iniciar la emulación: 
emular.sh p2pgeoestacionariopepsal.xml start 
Para detener la emulación: 
emular.sh p2pgeoestacionariopepsal.xml stop 
La siguiente tabla muestra los interfaces que crea el intérprete VNUML para interconectar las 
máquinas UML en el equipo anfitrión a través del virtual bridge una vez se ha iniciado la emulación:  
















Tabla 18: Interfaces y bridges creados por el intérprete VNUML en el equipo 
anfitrión para la emulación con PEPsal 
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10. Validación del diseño PEPsal 
Sin aplicar ninguna disciplina netem ni el filtro token bucket en el equipo LINK, se ha habilitado el 
PEP estableciendo las reglas necesarias en el firewall de Linux a través de iptables y se ha lanzado 
el analizador de protocolos wireshark capturando los segmentos TCP a la salida del emulador del 
enlace satélite en el interfaz LINK-e1 del bridge NetR1 y a la entrada del enlace en el interfaz LINK-
e0 del bridge NetPEP en el equipo anfitrión.  Se ha generado tráfico hacia el equipo servidor a través 
de iperf comprobando que existe conectividad TCP y que la conexión se establece validando el 
direccionamiento y las rutas estáticas establecidas en el diseño de la infraestructura, asimismo se ha 
comprobado que el PEP está dividiendo la conexión TCP procedente del equipo HOST estableciendo 
una nueva conexión hacia el equipo SERVER desde el propio PEP. 
En el anexo [D3] se detallan las pruebas de conectividad realizadas. 
 




    
11. Figuras de mérito 
Las herramientas descritas en el capítulo 7 nos permiten en el lado del proceso emisor obtener 
información del número de paquetes transmitidos, número de paquetes recibidos, el tiempo de 
duración de la transmisión, obtener muestras del RTT, la evolución del tamaño de la ventana de 
congestión en función del tiempo, el número de paquetes perdidos y otra información que hemos 
usado para definir unas figuras de mérito que nos sirven para establecer unas métricas.  Estas 
métricas nos permiten evaluar el rendimiento de las variantes TCP seleccionadas y realizar una 
comparativa. 






Para evaluar la eficiencia de la variante TCP y compararla con otra usaremos el goodput definido 
como la cantidad de datos transmitidos de forma correcta, descontando las retransmisiones, entre el 
tiempo de duración de la transmisión.  El tiempo de transmisión es el tiempo que transcurre desde 
que se inicia la transmisión del primer segmento hasta que recibimos el último reconocimiento en el 
lado del proceso emisor.   
La utilización del canal también nos dará una indicación de cómo de eficiente es la variante TCP.  
Para calcular la utilización del canal dividiremos el goodput obtenido entre el goodput máximo teórico 
alcanzable en el emulador según la ecuación (34) del apartado [8.1] obteniendo el ratio de eficiencia. 
La cantidad de datos transferidos haciendo uso del protocolo FTP para diferentes tamaños de 
archivos entre el tiempo de transmisión será la eficiencia de la variante TCP desde el punto de vista 
del usuario.  El usuario interactúa a nivel de aplicación con el protocolo TCP de forma transparente a 
la complejidad del mismo 
11.2. Latencia 
La latencia de la conexión será otra de las figuras de mérito que usaremos para evaluar las variantes 
TCP seleccionadas.  Por un lado visualizaremos la evolución de las muestras del RTT a lo largo del 
tiempo y calcularemos su valor medio, valor que será indicativo del tiempo medio que transcurre 
desde que transmitimos el segmento TCP hasta que este es reconocido. 
Por otro lado compararemos las latencias resultantes de la transmisión de distintos tamaños de 
archivo haciendo uso del protocolo FTP 
Finalmente compararemos el tiempo medio de conexión, de espera y de procesado por conexión 
HTTP lo que será un indicativo de la latencia experimentada por el usuario en la navegación WEB.  
El tiempo de conexión indicará el tiempo de establecimiento del socket, el tiempo de espera el tiempo 
transcurrido hasta recibir el primer byte de la transmisión desde el servidor WEB y el tiempo de 
procesado el tiempo de transmisión desde el primer byte recibido hasta la finalización de la 
transferencia HTTP. 
11.3. Equidad 
La equidad del protocolo TCP es su capacidad de asegurar una compartición justa del ancho de 
banda disponible en presencia de otros flujos TCP cuando usan un mismo enlace de forma 
simultánea.  Cuando los flujos que comparten el mismo enlace son de la misma variante TCP 
estaremos hablando de fairness de la variante TCP, cuando son variantes distintas nos referiremos al 
friendliness de la variante TCP. 
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Midiendo el goodput de dos variantes TCP compartiendo el mismo enlace de forma simultánea 
sabremos si comparten el enlace de forma equitativa. 
Para dos flujos TCP que compartan un mismo enlace, con un ancho de banda limitado, si cada flujo 




La dinámica de evolución del tamaño de la ventana de congestión será indicativo de la velocidad de 
crecimiento de la misma, cuanto más rápido alcance valores óptimos la ventana, más adaptable será 
la variante TCP a los cambios que se pueden producir en el canal de comunicaciones.  El tiempo de 
duración de la fase de arranque lento será un  indicativo de esta adaptabilidad de la variante TCP. 




    
12. Análisis 
Para gestionar el uso de las herramientas detalladas en el capítulo 7 a través de los bancos de 
pruebas de los capítulos 7 y 9, se han diseñado unos scripts que nos van a permitir analizar las 
variantes TCP en base a las figuras de mérito descritas en el capítulo anterior. 
Tras consolidar las métricas obtenidas, a través de los scripts de análisis diseñados, se generan 
unas gráficas con la ayuda de gnuplot y los scripts de consolidación de resultados con las que 
evaluar el rendimiento de las variantes TCP seleccionadas, realizando la comparativa, que 
desarrollaremos en el próximo capítulo. 
Se han desarrollado dos scripts, el primero de ellos detallado en el punto 12.1  analizará las variantes 
TCP en el banco de pruebas descrito en el capítulo 7, en el que dos sedes corporativas, cada una en 
una ubicación, se encuentran conectadas entre sí a través de un enlace satélite geoestacionario.  En 
este escenario podemos modificar las variantes TCP directamente en los extremos (peers TCP). 
El segundo script, cuyo diseño se detallada en el punto 12.2, analizará el rendimiento del PEP en el 
banco de pruebas descrito en el capítulo 9, en el que las dos sedes corporativas, cada una en una 
ubicación, se conectan entre sí a través de un enlace satélite geoestacionario, pero en este caso la 
variante TCP sólo es posible modificarla en el equipo servidor, con lo que precisamos del uso de un 
PEP.   
El último apartado de este capítulo describe cómo se han consolidado los resultados y generado las 
gráficas.  
12.1. Diseño del script de análisis 
La herramienta VNUML nos permite gestionar los parámetros y las tareas de análisis desde el propio 
equipo anfitrión interactuando con todos los equipos que conforman el escenario emulado.  Con 
ayuda de las acciones definidas en el fichero XML del escenario detalladas en el apartado [7.11.2] 
podemos interactuar con los equipos UML. 
Las herramientas de captura de tráfico, análisis de tráfico y generación de gráficas se ejecutan en el 
propio equipo anfitrión, las métricas son capturadas en el lado del proceso emisor. 
El script permite establecer los parámetros para la emulación del enlace satélite a través del equipo 
LINK, generar tráfico haciendo uso de la herramienta iperf extremo a extremo, capturar los 
segmentos TCP mediante la herramienta tcpdump, capturar la evolución de la ventana de congestión 
mediante la sonda TCP Probe, analizar el throughput a través de los segmentos capturados y la 
evolución del RTT mediantes las herramientas tshark, tcptrace y representar los resultados a través 
de la herramienta gnuplot.  Asimismo permite medir la latencia media y el goodput obtenidos para el 
tráfico generado con iperf y para transferencias de datos usando los protocolos ftp y http mediante el 
uso del cliente ftp y la herramienta apache benchmark. Por último permite obtener el goodput y 
latencia media para diferentes tamaños del búfer del módem satélite, así como para diferentes 
valores del bit error rate del enlace satélite. 
En el anexo [C2] se adjunta el código fuente del script analizarvsatpop.sh desarrollado que permite 
interactuar con el escenario virtualizado e implementa lo anteriormente descrito.   
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La siguiente tabla detalla los parámetros de entorno definidos en el script y su descripción: 
Parámetro Descripción 
ipserverA Dirección IP de la máquina UML SERVER A  
ipserverB Dirección IP de la máquina UML SERVER B 
RTT0 Valor de tiempo de referencia rtt0 para la 
variante TCP Hybla, la medida debe 
especificarse en milisegundos 
mtu Valor mtu para el peakrate en el filtro token 
bucket [7.3.2] 
tiempo Tiempo de duración del test, debe especificarse 
en segundos 
Tabla 19: Parámetros entorno script de análisis 
Los parámetros de entorno del script relacionados con el dimensionado de parámetros de retardo, 
pérdidas del canal y ancho de banda del filtro token bucket para el emulador del enlace satélite LINK  
y los parámetros de dimensionado para el filtro token bucket se detallan en la siguiente tabla, entre 
paréntesis, en la descripción, se indica la unidad de medida a especificar en el parámetro: 
Parámetros canal subida Parámetros canal bajada Descripción (unidad medida) 
delayuplink delaydownlink Retardo (ms) 
lossuplink lossdownlink Pérdida % (incluir % en el valor) 
rateuplink ratedownlink Ancho de banda tbf (Kbit) 
burstuplink burstdownlink burst tbf (Kb) 
limituplink limitdownlink limit tbf (Kb) 
peakrateuplink peakratedownlink peakrate tbf (Kbit) 
Tabla 20: Parámetros enlace satélite script análisis 
Cada test tiene la duración especificada en el parámetro de entorno “tiempo” del script.  El test, o la 
batería de tests, se ejecutan según el modo de funcionamiento indicado al iniciar el script.  El equipo 
anfitrión toma el papel del HOST A.  Los modos de funcionamiento del script pueden ser:  
a) Modo test variante TCP 
Se debe especificar mediante un parámetro de entrada la variante TCP a evaluar.  En este modo 
el script genera tráfico extremo a extremo haciendo uso de iperf entre el HOST A y el SERVER A 
con la variante TCP especificada, antes de proceder a generar el tráfico establece los parámetros 
de emulación del canal satélite en el equipo LINK e inicia la captura de segmentos en el interfaz 
R1-e0 del equipo anfitrión con tcpdump y la captura de la ventana de congestión a través de la 
sonda TCP Probe.  Tras finalizar la generación de tráfico obtiene el goodput del lado del servidor 
de iperf y analiza los segmentos TCP con el módulo de estadísticas de tshark para obtener el 
throughput. Con tcptrace obtiene las muestras del RTT y un informe de métricas de la 
transmisión TCP.  Tras manipular las métricas obtenidas y consolidar datos obtiene haciendo uso 
de gnuplot las siguientes gráficas: 
 Evolución del throughput respecto al tiempo 
 Evolución del tamaño de la ventana de congestión y del umbral respecto al tiempo 
 Evolución de las muestras RTT y estimación del RTT según las muestras obtenidas 
respecto al tiempo 
 Y un informe del goodput y  RTT medio 
 
b) Modo test variante TCP múltiple.  
En este caso se debe especificar mediante dos parámetros de entrada las dos variantes TCP 
(A y B) que van a compartir el enlace satélite.  En este modo el script genera tráfico extremo 
a extremo para dos flujos TCP que comparten el enlace. Un flujo lo genera haciendo uso de 
iperf entre el equipo anfitrión (HOST A) y el SERVER A con la variante TCP A, el otro flujo lo 
genera haciendo uso de iperf entre el HOST B y el SERVER B con la variante TCP B.  Antes 
de proceder a generar el tráfico establece los parámetros de emulación del canal satélite en 




    
el equipo LINK e inicia la captura de segmentos en el interfaz R1-e0 del equipo anfitrión con 
tcpdump.  Tras finalizar la generación de tráfico obtiene el goodput del lado del servidor de 
iperf para cada uno de los flujos y analiza los segmentos TCP con el módulo de estadísticas 
de tshark para obtener el throughput para cada uno de los flujos con el filtrado por dirección 
IP.  Tras manipular las métricas obtenidas y consolidar datos obtiene haciendo uso de 
gnuplot las siguientes gráficas: 
 Histograma del goodput obtenido para los flujos TCP A y B 
 Throughput total y del flujo TCP A y B por separado respecto al tiempo  
 
c) Modo test fairness.   
 
Este modo no necesita especificar la variante TCP. La variante TCP de ambos flujos que 
comparten el enlace va a ser la misma (fairness), en este modo el script realizará un test 
para cada una de las variantes TCP seleccionadas enfrentándola a ella misma: Reno/Reno, 
Cubic/Cubic, Hybla/Hybla, Vegas/Vegas, Westwood/Westwood. 
 
En este modo se genera tráfico extremo a extremo para dos flujos TCP que comparten el 
enlace con la misma variante TCP y se repite el test para cada una de las variantes TCP a 
evaluar.   
 
Antes de proceder a generar el tráfico se establecen los parámetros de emulación del canal 
satélite en el equipo LINK.  Se repite el test para cada variante TCP y tras finalizar la 
generación de tráfico en cada uno de los test se obtiene el goodput del lado del servidor de 
iperf para cada uno de los flujos.  Tras manipular las métricas obtenidas y consolidar datos 
se obtiene haciendo uso de gnuplot una gráfica de tipo histograma donde se muestra el 
goodput para el flujo A y B para cada variante TCP,  es decir, el script en este modo enfrenta 
cada variante TCP con ella misma cuando dos flujos comparten el enlace satélite y obtiene el 
goodput de cada flujo 
 
d) Modo test friendliness.  
 
Este modo no necesita especificar la variante TCP.  La variante TCP de ambos flujos que 
comparten el enlace va a ser en este caso distinta (friendliness), en este modo el script 
realizará un test enfrentando cada una de las variantes seleccionadas con la otra: 
Reno/Cubic, Reno/Hybla, Reno/Vegas, Reno/Westwood, Cubic/Hybla, Cubic/Vegas, 
Cubic/Westwood, Hybla/Vegas, Hybla/Westwood, Vegas/Westwood. 
 
En este modo se genera tráfico extremo a extremo para dos flujos TCP que comparten el 
enlace con distintas variantes TCP y se repite el test para cada par de variantes TCP 
distintas a evaluar.   
 
Antes de proceder a generar el tráfico se establecen los parámetros de emulación del canal 
satélite en el equipo LINK.  Se repite el test para cada par de variante TCP a enfrentar y tras 
finalizar la generación de tráfico en cada uno de los test se obtiene el goodput del lado del 
servidor de iperf para cada uno de los flujos.  Tras manipular las métricas obtenidas y 
consolidar datos se obtiene haciendo uso de gnuplot una gráfica de tipo histograma donde se 
muestra el goodput para el flujo A y B para cada par de variante TCP enfrentada,  es decir, el 
script en este modo enfrenta cada variante TCP con otra cuando dos flujos comparten el 
enlace satélite y obtiene el goodput de cada flujo 
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e) Modo test tamaño búferes módem satélite 
 
Se debe especificar mediante un parámetro de entrada la variante TCP a evaluar.  En este 
modo el script genera tráfico extremo a extremo haciendo uso de iperf entre el HOST A y el 
SERVER A con la variante TCP especificada para un determinado tamaño del búfer del 
módem satélite y repite el test de forma recursiva para otros tamaños del búfer del módem 
satélite.  Antes de proceder a generar el tráfico el script en este modo establece los 
parámetros de emulación del canal satélite en el equipo LINK e inicia la captura de 
segmentos en el interfaz R1-e0 del equipo anfitrión con tcpdump.  Tras finalizar la generación 
de tráfico obtiene el goodput del lado del servidor de iperf y analiza los segmentos TCP con 
tcptrace para obtener el RTT medio y repite el test de forma recursiva para cada valor del 
búfer del módem satélite.  Tras manipular las métricas obtenidas y consolidar datos obtiene 
haciendo uso de gnuplot las siguientes gráficas: 
 Evolución del goodput respecto al tamaño del búfer del módem satélite 
 Evolución del RTT medio respecto al tamaño del búfer del módem satélite. 
 
Los valores a iterar por el script en este modo para los búferes del módem satélite son: 
Búfer 
módem 
% BDP Limit  
(burst=39kbytes) 
Retardo max  
introducido búfer  
16kbytes 50% 17kbytes 250ms 
33kbytes 100% 34kbytes 515,63ms 
66kbytes 200% 67kbytes 1,01 segs 
132kbytes 400% 133kbytes 2,063 segs 
264kbytes 800% 265kbytes 4,125 segs 
Tabla 21: Valores búfer módem satélite a iterar 
f) Modo test BER  
 
Se debe especificar mediante un parámetro de entrada la variante TCP a evaluar.  En este 
modo el script genera tráfico extremo a extremo haciendo uso de iperf entre el HOST A y el 
SERVER A con la variante TCP con un determinado BER para el enlace satélite y repite el 
test de forma recursiva para otros valores del BER para el enlace.  Antes de proceder a 
generar el tráfico el script en este modo establece los parámetros de emulación del canal 
satélite en el equipo LINK pero con un valor específico para el BER del enlace.  Tras finalizar 
la generación de tráfico obtiene el goodput del lado del servidor de iperf y repite el test de 
forma recursiva para cada valor del BER a evaluar para el enlace.  Tras manipular las 
métricas obtenidas y consolidar datos obtiene haciendo uso de gnuplot una gráfica de la 
evolución del goodput con respecto al BER del enlace satélite.  El eje correspondiente al 
BER en la gráfica se expresa en escala logarítmica.  
 
Los valores a iterar por el script en este modo para el BER son: 
BER PER uplink PER downlink 
3*10^-5 30,6% 1,76% 
10^-5 11% 0,59% 
10^-6 1,21% 0,059% 
10^-7 0,12% 0,0059% 
10^-8 0,012% 0,00059% 
Tabla 22: Valores BER enlace satélite a iterar 
 
g) Modo test transferencias ftp 
Se debe especificar mediante un parámetro de entrada la variante TCP a evaluar.  En este 
modo el script genera un fichero de un tamaño específico y transfiere el archivo generado del 
HOST A al servidor ftp del SERVER A con la variante TCP especificada y repite el test para 
diversos tamaños de archivo, antes de proceder  con la transferencia establece los 
parámetros de emulación del canal satélite en el equipo LINK.  Tras finalizar la transferencia 
obtiene el goodput y la latencia de la transmisión desde la perspectiva del usuario y repite el 




    
test de transferencia para cada uno de los tamaños de archivo a evaluar.  Tras manipular las 
métricas obtenidas y consolidar datos obtiene haciendo uso de gnuplot un gráfico de tipo 
histograma con los valores del goodput y latencia obtenidos para cada transferencia según el 
tamaño del archivo enviado. 
En la máquina UML del SERVER A es necesario crear el usuario ftupload con contraseña 
ftpupload, para que el script pueda conectar con el servidor ftp, no será preciso volver a 
crearlo la próxima vez que iniciemos la virtualización de la infraestructura: 
adduser ftpupload 
 
h) Modo test conexiones http 
 
Se debe especificar mediante un parámetro de entrada la variante TCP a evaluar.  En este 
modo el script genera 1000 conexiones http con una concurrencia de 10 hacia el servidor 
apache del SERVER A desde el HOST A con la herramienta apache benchmark.  Antes de 
proceder  con la conexión http establece los parámetros de emulación del canal satélite en el 
equipo LINK.  Tras finalizar la evaluación de concurrencia de conexiones http a través del 
enlace satélite se genera un informe con las  siguientes métricas: latencia en el 
establecimiento de conexión, tiempo de procesado y tiempo de espera. 
En el anexo [C2] se detalla la sintaxis de uso del script analizarvsatpop.sh.  
12.2. Diseño del script de análisis con PEPsal 
En este caso el script permite la evaluación del rendimiento del PEP con una variante TCP y obtiene 
las métricas necesarias para poder comparar el rendimiento con la variante TCP Reno.  El script  es 
capaz de habilitar y deshabilitar el PEP en función de la variante TCP a evaluar.   
El tráfico se genera con la herramienta netcat en lugar de iperf para poder realizar comparaciones 
entre las variantes TCP para transferencias de un tamaño de archivo fijo. 
El script permite establecer los parámetros para la emulación del enlace satélite a través del equipo 
LINK, y generar tráfico haciendo uso de la herramienta netcat, capturar los segmentos TCP mediante 
la herramienta tcpdump, analizar el throughput a través de los segmentos capturados y la evolución 
del RTT mediante las herramientas tshark, tcptrace y representar los resultados a través de la 
herramienta gnuplot.  Asimismo permite medir la latencia media y el goodput obtenidos para el tráfico 
transferido con netcat. 
En el anexo [C3] se adjunta el código fuente del script analizarpepsal.sh que permite interactuar con 
la infraestructura satélite con PEPsal e implementa lo anteriormente descrito.   
El script de análisis para PEPsal sigue la misma dinámica que el modo de test de la variante TCP del 
apartado a) de script de análisis descrito en el apartado [12.1] a diferencia que en este caso el 
interfaz de captura en el equipo anfitrión de los segmentos TCP es PEPSAL-e1 para tcpdump.  El 
parámetro de entorno “pepsal” del script indica si el PEP debe habilitarse, en caso que esté habilitado 
el script inicia el PEP y provisiona las reglas para iptables descritas en el anexo [M] antes de iniciar la 
transferencia con netcat y establecer los parámetros de emulación del enlace satélite en el equipo 
LINK.  Los parámetros de entorno para el enlace satélite son los mismos que en el script de análisis 
del apartado anterior.   
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El resto de parámetros de entorno se muestran en la siguiente tabla: 
Parámetro Descripción 
ipserver Dirección IP de la máquina UML SERVER  
RTT0 Valor de tiempo de referencia rtt0 para la 
variante TCP hybla, la medida debe 
especificarse en milisegundos 
mtu Valor mtu para el peakrate en el filtro token 
bucket [7.3.2] 
pepsal Un valor de 1 indica que PEPsal debe 
habilitarse. 0 deshabilita PEPsal 
congestionhost Indica la variante TCP a usar en el tramo 
HOSTPEPsal 
Tabla 23: Parámetros de entorno script análisis con PEPsal 
En el anexo [C3] se detalla la sintaxis de uso del script analizarpepsal.sh. 
 
12.3. Consolidación de resultados y generación de 
gráficas 
Cada test realizado con cada una de las variantes TCP seleccionadas para obtener el goodput y RTT 
medio se ha repetido varias veces a través de los script de análisis descritos en el apartado anterior, 
en cada ejecución se han obtenido valores representativos para una misma variante TCP y una vez 
obtenidos estos valores representativos se han generado las gráficas comparativas mediante gnuplot 
haciendo uso de los scripts de consolidación de gráficas cuyo código fuente se detalla en el anexo 
[C4].  Estos scripts de consolidación de gráficas se han usado para representar en una misma gráfica 
las métricas de varias variantes TCP obtenidas con los scripts de análisis. 
 




    
13. Resultados: Evaluación del rendimiento 
de las variantes del protocolo TCP 
En el siguiente capítulo se detallan las métricas ya consolidadas obtenidas tras la ejecución de los 
múltiples test realizados mediante los scripts de análisis descritos en el capítulo anterior. 
Estos resultados nos han permitido evaluar el rendimiento del protocolo TCP para el enlace satélite y 
realizar una comparativa en base a la eficiencia, latencia, equidad o adaptabilidad obtenidas con 
cada una de las variantes TCP seleccionadas: Reno, Cubic, Hybla, Vegas y Westwood.  
En primer lugar se ha evaluado el desempeño de cada una de las variantes TCP cuando el estado 
del canal satélite es óptimo.  Se ha considerado que el estado del enlace satélite es óptimo cuando 
las pérdidas son despreciables (BER  de 10
-12
) y el tamaño de los búferes del módem satélite es 
entorno al BDP para asegurar que el canal mantiene la transmisión de forma sostenida minimizando 
las fluctuaciones. Tras evaluar cada una de las variantes TCP para este entorno óptimo, se ha 
procedido a enfrentar cada variante TCP contra ella misma y contra una variante TCP distinta, 
mediante dos flujos TCP compartiendo el enlace satélite, analizando de este modo el fairness y 
friendliness. Una vez consolidadas las métricas, se ha realizado la comparativa entre las variantes 
TCP para el escenario óptimo en base a las figuras de mérito. 
Tras evaluar las variantes TCP en el entorno óptimo se ha evaluado el impacto de los búferes del 
módem satélite en cada una de las variantes TCP a efectos de goodput y latencia. 
Una vez finalizados los test sobre el entorno óptimo se ha considerado un entorno ruidoso con 
fluctuaciones de la relación señal a ruido en el canal satélite ocasionadas por fenómenos 
atmosféricos que tienen un efecto directo sobre el BER y se ha estudiado el impacto del BER en 
cada variante TCP a evaluar.  
Tras finalizar con la comparativa de las variantes TCP se ha evaluado el rendimiento de una solución 
basada en PEPsal profundizando en los aspectos más relevantes y en los resultados obtenidos para 
llegar a las conclusiones. 
 
13.1. Canal satélite sin pérdidas y búfer modem 
satélite óptimo 
Haciendo uso del banco de pruebas del capítulo 7 y mediante el script de análisis, se ha generado 
tráfico extremo a extremo a través de la herramienta iperf y se han capturado  los segmentos TCP y 
la dinámica de evolución del tamaño de la ventana de congestión del lado emisor obteniendo las 
correspondientes métricas.  Tras consolidar los resultados se han generado las correspondientes 
gráficas para cada una de las variantes TCP. Para evaluar el desempeño de cada variante desde el 
punto de vista del usuario, se han transferido archivos de distinto tamaño extremo a extremo 
haciendo uso del protocolo FTP y se han obtenido las correspondientes métricas, asimismo se ha 
evaluado el desempeño del protocolo HTTP para cada variante a través del modo http del script de 
análisis.  La siguiente tabla resume los parámetros del canal satélite emulados: 
Ancho de banda enlace satélite 425kbps (máximo) 
400kbps (sostenidos) 
simétrico 
Retardo de propagación enlace satélite 520ms ida y vuelta 
Pérdidas del enlace BER 10
-12 
Tamaño búfer módem satélite BDP 
Tabla 24: Parámetros emulación enlace satélite 
Para emular el enlace satélite teniendo en cuenta estos parámetros, se han establecido los 
siguientes parámetros de entorno para el script de análisis: 
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Parámetro Valor Parámetro Valor 
ipserverA 192.168.200.2 delayuplink/delaydownlink 260ms 
ipserverB 192.168.200.3 lossuplink/lossdownlink 0% 
RTT0 300 rateuplink/ratedownlink 512Kbit 
mtu 1540b peakrateuplink/peakratedownlink 592Kbit 
tiempo 120 burstuplink/burstdownlink 34Kb 
  limituplink/limitdownlink 39Kb 
Tabla 25: Parámetros entorno script analizarvsatpop.sh 
  




    
13.1.1. TCP Reno 








Ilustración 27: Ventana de congestión Throughput y RTT para TCP Reno 
La Ilustración 27 muestra en las gráficas de la izquierda la dinámica de cambios en el tamaño de la 
ventana de congestión y el valor del umbral a lo largo del tiempo, el valor de la ventana de 
congestión y el correspondiente RTT para un determinado instante y una ampliación de la ventana de 
congestión para la fase de arranque lento.  Las gráficas de la derecha muestran el throughput 
instantáneo y el RTT para un instante determinado y las muestras del RTT medidas en el lado del 
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proceso emisor durante la transmisión de los segmentos TCP. Del conjunto de muestras del RTT 
obtenidas para un determinado instante se ha determinado la estimación del RTT. 
La ventana de congestión sigue la dinámica descrita en [2.3.1].  En la fase de arranque lento, la  
ventana de congestión crece doblando su valor cada RTT.  El descarte del paquete en el filtro token 
bucket es indicativo, para el algoritmo, de existencia de congestión en el enlace satélite.  El valor del 
umbral queda fijado a la mitad del valor de la ventana de congestión en el momento de generación 
del evento de pérdida, cuando el valor de la ventana de congestión está por encima del umbral se 
inicia la fase de evitación de la congestión, en esta fase la ventana de congestión crece de forma 
lineal en 1 segmento cada RTT hasta que el enlace satélite vuelve a congestionarse y el evento de 
pérdida que se genera vuelve a repetir la dinámica, entrando el algoritmo en una fase estacionaria. 
Tras la fase de arranque lento, ante el primer evento de pérdida provocado por la recepción de 3 
ACKs duplicados, se inicia la fase de recuperación rápida y se establece el umbral a la mitad del 
valor de la ventana.  Al existir múltiples pérdidas la característica TCP SACKS, retransmite los 
segmentos informados como perdidos en el campo de opciones haciendo uso del mecanismo de 
bloques descrito en [5.1.6].  La fase de recuperación rápida finaliza cuando el emisor, después de 
haber retransmitido los segmentos perdidos informados en el campo de opciones, recibe todos los 
reconocimientos.  
En el anexo [G2] se muestra la evolución de TCP Reno sin la característica TCP SACK habilitada, se 
puede comprobar cuando existen pérdidas múltiples, que por cada segmento a retransmitir, tras la 
retransmisión, la salida de la fase de recuperación rápida provoca una nueva reducción de la ventana 
de congestión, cada RTT, por cada segmento perdido.  Este comportamiento se ha descrito en el 
apartado [4.2] en las implicaciones del alto RTT en el mecanismo de recuperación rápida.  La 
característica TCP SACKS evita este comportamiento y mejora sustancialmente el rendimiento en el 
enlace satélite. 
En la fase de evitación de congestión el umbral se fija a la mitad del valor de la ventana en el 
momento de la pérdida del segmento y el mecanismo de recuperación rápida establece la ventana al 
valor del umbral, volviendo tras la retransmisión del segmento perdido, a la fase de evitación de la 
congestión.   
En esta fase estacionaria, cuando se produce el evento de pérdida y la ventana de congestión se 
reduce a la mitad, el búfer satélite alimenta el enlace y se vacía manteniendo el enlace ocupado.  El 
RTT para ese instante en el que el búfer satélite se vacía, es el de propagación del enlace más los 
tiempos de procesado en el nodo receptor.  Conforme aumenta de forma lineal el valor de la ventana 
de congestión aumenta el RTT por la latencia introducida por el búfer del módem satélite, hasta que 
el búfer del módem se llena y se produce de nuevo el evento de pérdida, que el algoritmo interpreta 
como existencia de congestión en la red.  Justo en el instante anterior en el que se genera el evento 
de pérdida, el RTT es fruto del retardo de propagación ida y vuelta del enlace junto a la latencia 
introducida por el búfer del módem satélite, es decir dos veces el retardo de propagación ida y vuelta 
del enlace [4.4], más el tiempo de procesado en el nodo receptor.  El RTT oscila en esta fase 
estacionaria con valores comprendidos de forma aproximada entre el retardo de propagación ida y 
vuelta del enlace y dos veces el retardo de propagación ida y vuelta del enlace.   
En la gráfica correspondiente a la evolución de la ventana de congestión, el valor de la ventana 
máximo en la fase estacionaria es de 32 segmentos y cuando se produce el evento de pérdida, el 
umbral y la ventana se establecen a 16 segmentos.   
En la gráfica del RTT, las muestras en el instante que se produce el evento de pérdida alcanzan los 
925ms, cuando se vacía el búfer del módem satélite el valor de las muestras del RTT está entorno a 













Acorde a la capacidad máxima del enlace satélite emulado.  El valor del BDP del enlace es de 
208kbits, para una capacidad del enlace de 400kbps y un retardo de propagación ida y vuelta de 
520ms por lo que los resultados obtenidos se corresponden con el modelo teórico [2.3.1] y [4.4]: 




    
En la fase estacionaria para un valor del búfer satélite en torno al BDP del enlace, la ventana debe 
oscilar entre un tamaño de 2 veces el BDP del enlace satélite y el BDP.  En la fase estacionaria la 
ventana oscila entre 32 y 16 segmentos, que aproximadamente se corresponden con dos veces el 
BDP y el BDP de 208kbits para un enlace satélite de 400kbps y un retardo de propagación ida y 
vuelta de 520ms.  
La duración de la fase de arranque lento hasta que se inicia la fase estacionaria de evitación de la 
congestión es de 7,5 segundos.  El tiempo que tarda en la fase estacionaria la ventana de congestión 
en volver a alcanzar el máximo tras producirse el evento de pérdida y reducir la ventana su valor a la 
mitad es de aproximadamente 20 segundos.  
 





Ilustración 28: Transferencias FTP y Conexiones HTTP para TCP Reno 
La Ilustración 28 muestra a la izquierda la gráfica del goodput y la latencia obtenidos al realizar 
transferencias de archivos de tamaño de 20kbyte, 33kbyte, 100kbyte, 1Mbyte, 5 Mbyte y 10Mbyte.  
En la parte derecha se muestran los tiempos de conexión y espera medios por petición para una 
concurrencia de 10 peticiones simultáneas de 1000 peticiones hacia el servidor WEB para el acceso 
a un documento web de 53688 bytes de longitud [7.4.4]. 
En las transferencias FTP se observa como para tamaños del documento pequeños (20bytes, 
33bytes, 100kbytes) con latencias de  1,19, 1,22 y 2,65 segundos respectivamente la fase de 
arranque lento del algoritmo de congestión impide que la ventana haya alcanzado aún el valor que 
permite maximizar el throughput mientras que para tamaños de archivo mayores la fase estacionaria 
predomina respecto al arranque lento. 
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13.1.2. TCP Cubic 







Ilustración 29: Ventana de congestión Throughput y RTT para TCP Cubic 
La Ilustración 29 muestra a la izquierda la evolución de la ventana de congestión esta vez para la 
variante TCP Cubic.  Las gráficas de la derecha muestran el throughput instantáneo, el RTT para un 
instante determinado y la estimación del RTT. 




    
La ventana de congestión sigue en este caso la dinámica descrita en [5.2.1].  Si comparamos la 
dinámica con TCP Reno, resalta a simple vista la independencia con el RTT en la fase de evitación 
de la congestión, la adaptabilidad del algoritmo mejora.  El tamaño de la ventana varía tomando 
como referencia el tiempo que ha transcurrido desde el último evento de pérdida.  El valor de cada 
uno de los puntos de inflexión  que aparecen desde que la ventana se reduce tras el evento de 
pérdida hasta que alcanza su máximo se corresponde con el valor que tenía la ventana de 
congestión en el momento de la pérdida.  La ventana crece de forma muy rápida justo después de 
reducir en un factor su valor, tras el evento de pérdida hasta aproximarse al punto de inflexión donde 
reduce el crecimiento y más allá el algoritmo intenta aumentar la ventana para conseguir un mayor 
ancho de banda hasta que se genera un nuevo evento de pérdida debido al descarte del búfer en el 
módem satélite (cola del filtro token bucket), indicativo de congestión en el enlace satélite. 
En cuanto a las muestras obtenidas del RTT, se observa una alta oscilación entre los valores 
máximos y mínimos puesto que los búferes del módem satélite se vacían justo en el instante en el 
que se produce el evento de pérdida y se llenan por el rápido crecimiento de la ventana de 
congestión en un breve espacio de tiempo.  Como consecuencia, los valores de las muestras del 
RTT cuando se generan los eventos de pérdida están por encima de los valores para TCP Reno, es 
de esperar una latencia media más elevada en TCP Cubic que para TCP Reno. 
La duración de la fase de arranque lento hasta que se inicia la fase estacionaria de evitación de la 
congestión es de 7,5 segundos, igual que para TCP Reno.  En cambio el tiempo que tarda en la fase 
estacionaria la ventana de congestión en volver a alcanzar el máximo tras producirse el evento de 
pérdida y reducir la ventana en un factor determinado por el algoritmo de TCP Cubic es de 
aproximadamente 8 segundos, la adaptabilidad es mejor que para TCP Reno dónde este tiempo es 
de 20 segundos.  
En [HTTPCUBICEXP] se detalla la modificación llevada a cabo en el código del algoritmo TCP Cubic 
en Linux que explica la alternancia entre crecimientos de la ventana de congestión tras el evento de 
pérdida, con punto de inflexión al que le sigue un crecimiento sin punto de inflexión que se va 
alternando, estos crecimientos sin punto de inflexión se ajustan en base a si el último valor de Wmax 
(valor que tenía la ventana de congestión en el momento de generarse el evento de pérdida) crece o 
decrece respecto al valor de Wmax previo.  





Ilustración 30: Transferencias FTP y Conexiones HTTP para TCP Cubic 
La gráfica de la izquierda de la Ilustración 30 muestra que la variante TCP Cubic, para tamaños del 
archivo transferido superiores a los 100Kbyte, obtiene una mayor eficiencia que TCP Reno, el 
goodput mejora, en cambio, para tamaños de 20kbytes, 33kbyte y 100kbyte tenemos exactamente el 
mismo resultado que con TCP Reno.  La explicación la tenemos en que la implementación que hace 
TCP Cubic de la fase de arranque lento es exactamente la misma que TCP Reno. 
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La gráfica de la derecha para la latencia en las peticiones HTTP corrobora lo que ya habíamos 
mencionado sobre las muestras del RTT, la latencia es superior a la obtenida con TCP Reno.  
13.1.3. TCP Hybla 







Ilustración 31: Ventana de congestión Throughput y RTT para TCP Hybla 
La Ilustración 31 muestra a la izquierda la evolución de la ventana de congestión esta vez para la 
variante TCP Hybla, las gráficas de la derecha el throughput instantáneo, el RTT para un instante 
determinado y la estimación del RTT. 




    
La ventana de congestión sigue en este caso la dinámica descrita en [5.2.3].  Un parámetro 
importante en TCP Hybla es el tiempo de referencia RTT0 al que se desea ecualizar la ventana de 
congestión, en otras palabras, hacer independiente del RTT la evolución de la ventana ecualizando al 
tiempo de referencia que determinará la pendiente y rapidez de crecimiento de la ventana de 
congestión.   
Se observa, comparando la evolución de la ventana con TCP Reno, como logramos esta 
independencia del RTT incluso para la fase de arranque lento.   
La elección correcta del tiempo de referencia ha sido vital para conseguir que la variante TCP Hybla 
sea estable, un valor para el tiempo de referencia RTT0 por debajo de 300ms causa una gran 
inestabilidad en la ventana de congestión hasta el punto de saturar el enlace.  Según vimos en 
[5.2.3], al aplicar el factor de ecualización conseguimos que la tasa de transmisión dependa 
exclusivamente de RTT0, pero la ventana de congestión pasa a ser directamente proporcional al 
factor de ecualización RTT/RTT0, con lo que un valor muy bajo del tiempo de referencia puede 
suponer valores muy altos para la ventana de congestión que provocan una inestabilidad indeseada. 
Tras hacer un barrido empírico con diferentes tiempos de referencia se ha encontrado el menor valor 
que consigue estabilizar el algoritmo.  El tiempo de referencia al que se ha ecualizado TCP Hybla es 
RTT0=300ms. 
Comparando la dinámica de la ventana con TCP Reno, aparte de la independencia del RTT tanto en 
la fase de evitación de la congestión como en el arranque lento, se observa la ecualización hacia una 
ventana de congestión correspondiente a un RTT de 300ms.  La ventana crece de forma más rápida 
respecto a TCP Reno en la fase de arranque lento y  justo después de reducir la ventana tras el 
evento de pérdida e iniciarse la fase estacionaria de evitación de congestión, se puede apreciar un 
crecimiento lineal con una pendiente más elevada con respecto a TCP Reno.  Ésta pendiente más 
pronunciada provoca que la ventana de congestión alcance antes el valor máximo que provoca el 
desbordamiento del búfer del módem satélite en la fase estacionaria,  y se genere el evento de 
pérdida indicativo de congestión en la red para el algoritmo, reduciendo el valor de la ventana y 
repitiendo la dinámica para la fase estacionaria. 
El RTT oscila en valores similares a la variante TCP Reno, de forma aproximada entre el retardo de 
propagación ida y vuelta del enlace y dos veces el retardo de propagación ida y vuelta del enlace, 
pero el período es menor.  La causa es que entre el instante en el que se produce el evento de 
pérdida que provoca que se vacíe el búfer del módem satélite, alimentando el enlace y 
manteniéndolo ocupado al reducirse el valor de la ventana de congestión y el siguiente evento de 
pérdida tras la crecida lineal de la ventana el tiempo que transcurre es menor.  Esta frecuencia más 
elevada, debida a un crecimiento más rápido de la ventana, provoca antes la generación del evento 
de pérdida, pero el valor medio del RTT es similar a TCP Reno.  Concluimos por tanto, que las 
latencias son similares a la variante TCP Reno. 
La duración de la fase de arranque lento, hasta que se inicia la fase estacionaria de evitación de la 
congestión es de 6 segundos, menor que para TCP Reno y el resto de variantes, fruto del factor de 
ecualización al tiempo de referencia RTT0.  El tiempo que tarda en la fase estacionaria la ventana de 
congestión en volver a alcanzar el máximo tras la reducción del valor de la ventana al producirse el 
evento de pérdida, es de aproximadamente 8 segundos, muy inferior a los 20 segundos en la 
variante TCP Reno y similar a TCP Cubic.  TCP Hybla muestra una mejor adaptabilidad.  
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Ilustración 32: Transferencias FTP y Conexiones HTTP para TCP Hybla 
En la Ilustración 32, en la gráfica de la izquierda, vemos que como resultado de la ecualización al 
tiempo de referencia de 300ms, que acorta la duración de la fase de arranque lento, para tamaños 
del archivo transferido superiores a los 33Kbyte obtenemos una mayor eficiencia que con el resto de 
variantes, el goodput mejora, en cambio para tamaños de 20kbytes, 33kbyte obtenemos valores del 
goodput similares al resto de variantes. 
La gráfica de la derecha para la latencia en las peticiones HTTP muestra una latencia por petición 
menor a la obtenida con la variante TCP Reno y TCP Cubic. 
  




    
 
13.1.4. TCP Vegas 








Ilustración 33: Ventana de congestión Throughput y RTT para TCP Vegas 
En la Ilustración 33 se muestra a la izquierda la evolución de la ventana de congestión, esta vez para 
la variante TCP Vegas, a la derecha las gráficas muestran el throughput instantáneo, el RTT para un 
instante determinado y la estimación del RTT. 
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La ventana de congestión sigue en este caso la dinámica descrita en [5.2.2].  A simple vista se 
observa la independencia absoluta del RTT en la evolución de la ventana de congestión y cómo el 
algoritmo anticipa la congestión del enlace antes que se produzca.  También mejora el algoritmo de 
arranque lento.  Los valores para las muestras del RTT son muy estables durante toda la 
transmisión. 
TCP vegas hace uso del RTT de los ACK duplicados como indicativo de que un segmento TCP ha 
sido reordenado o perdido en tránsito, si se cumple el criterio descrito en [5.2.2], el algoritmo 
considera el segmento como perdido y lo retransmite de forma inmediata sin esperar a que se 
reciban tres ACKs duplicados para ese segmento acortando la duración de la fase de arranque lento.  
Hasta ahora, los eventos de pérdida en las variantes TCP evaluadas son el indicativo de una 
congestión del enlace, por tanto la congestión se detecta cuando ya se está produciendo, TCP Vegas 
actúa de una forma proactiva intentando evitar la congestión antes de que se produzca, midiendo el 
incremento del RTT, el algoritmo intenta estabilizar el tamaño de la ventana de congestión 
acercándose a un valor próximo al máximo de la capacidad del enlace pero sin llegar a 
congestionarlo.  Al medir el incremento del RTT, TCP Vegas es capaz de detectar cuando los 
paquetes están empezando a llenar el búfer del módem satélite: al mantenerse el enlace de 
comunicaciones ocupado, el RTT empieza a incrementarse a causa de la latencia introducida por la 
cola de espera, es esta estimación del RTT la que usa el algoritmo para reducir o incrementar el 
tamaño de la ventana. 
Como el búfer satélite nunca llega a congestionarse, vemos al observar las muestras del RTT, que la 
latencia es mucho menor con respecto a las otras variantes.   
La duración de la fase de arranque lento hasta que se inicia la fase estacionaria de evitación de la 
congestión es de 6 segundos.  La ventana de congestión una vez iniciada la fase de evitación de 
congestión crece de forma progresiva desde el valor del umbral y se va incrementando y 
decrementando en unos valores próximos a la saturación del enlace pero sin llegar a la congestión y 
al desbordamiento de los búferes del módem satélite, esta proactividad se mantiene durante toda la 
transmisión. 





Ilustración 34: Transferencias FTP y Conexiones HTTP para TCP Vegas 
En la Ilustración 34, en la gráfica de la izquierda, se observa para tamaños del archivo transferido 
hasta 100Kbyte una eficiencia similar a TCP Cubic y TCP Reno, aunque la duración de la fase de 
arranque lento es más corta, la ventana de congestión crece de forma progresiva y se mantiene 
sobre un valor que evita la congestión de la red actuando de forma proactiva.  Para valores del 
tamaño transferido superiores a 100Kbytes se observa un goodput prácticamente igual para todos los 
tamaños de archivo fruto de la proactividad del algoritmo. 




    
La gráfica de la derecha muestra la latencia en las peticiones HTTP y corrobora lo observado en las 
muestras del RTT, la latencia es menor para las peticiones WEB que la obtenida con el resto de 
variantes TCP evaluadas. 
 
13.1.5. TCP Westwood 









Ilustración 35: Ventana de congestión Throughput y RTT para TCP Westwood 
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La Ilustración 35 muestra en las gráficas de la izquierda la dinámica de cambios en el tamaño de la 
ventana de congestión y el valor del umbral a lo largo del tiempo para la variante TCP Westwood.  
Las gráficas de la derecha muestran el throughput instantáneo y el RTT para un instante determinado 
y las muestras del RTT medidas en el lado del proceso emisor. 
La ventana de congestión sigue la dinámica descrita en [5.2.4]. En la fase de arranque lento, la  
ventana de congestión crece al igual que en TCP Reno, doblando su valor cada RTT.  El descarte del 
paquete en el filtro token bucket es indicativo, para el algoritmo, de existencia de congestión en el 
enlace satélite.  
Tras el evento de pérdida, el valor del umbral en este caso queda fijado a un valor de 2 segmentos al 
igual que el valor de la ventana.  La variante TCP Westwood estima extremo a extremo del ancho de 
banda disponible en la conexión, el valor del umbral se asigna multiplicando el valor de esta 
estimación por el RTTmin.  El proceso emisor monitoriza de forma continuada los segmentos de 
reconocimiento (ACKs) procedentes del proceso receptor y computa  esta estimación basándose en 
la tasa de recepción de los ACK y el tamaño en bytes de los mismos.  Este valor inusual del umbral 
de 2 segmentos se debe a que la estimación que realiza la implementación de TCP Westwood en el 
kernel de Linux del ancho de banda disponible tras el primer evento de pérdida, basada en la tasa de 
reconocimientos, está infraestimada.  El impacto es evidente ya que el algoritmo entra en fase de 
evitación de congestión con un valor muy bajo del umbral, y el crecimiento lineal y el alto RTT de la 
comunicación satélite provoca un crecimiento muy lento de la ventana de congestión hasta que esta 
consigue alcanzar el throughput correspondiente a la capacidad real del enlace, mermando la 
eficiencia de la variante TCP respecto a las anteriores. 
En la fase estacionaria de evitación de la congestión, el comportamiento es el mismo que para la 
variante TCP Reno, únicamente que el umbral ante los eventos de pérdida queda fijado en base a la 
estimación del ancho de banda multiplicado por el RTTmin computado por el algoritmo.  
Las muestras RTT muestran un comportamiento idéntico a TCP Reno en la dinámica, por tanto la 
latencia es similar. 
La duración de la fase de arranque lento hasta que se inicia la fase estacionaria de evitación de la 
congestión es de 6,5 segundos.  El tiempo que tarda en la fase estacionaria la ventana de congestión 
en volver a alcanzar el máximo tras producirse el evento de pérdida y reducir la ventana su valor a la 
mitad es de aproximadamente 20 segundos igual que para TCP Reno: el establecimiento del valor 
del umbral en base al producto de la predicción del ancho de banda por el RTTmin está dando unos 
valores similares a los obtenidos si el umbral se estableciese a un valor igual a la mitad del valor de 
la ventana de congestión en el instante de generación del evento de pérdida.  
 





Ilustración 36: Transferencias FTP y Conexiones HTTP para TCP Vegas 




    
En la Ilustración 36, en la gráfica de la izquierda, se observa el impacto que produce fijar el umbral a 
un valor tan bajo tras el evento de pérdida en el inicio de la transmisión y el crecimiento lineal con el 
alto RTT, el efecto inmediato es que el goodput para una trasferencia de un archivo de 1 Mbyte 
respecto al resto de variantes evaluadas es menor.  Para transferencias de 5 Mbytes y 10Mbytes 
este comportamiento también influye pero impacta en menor medida al predominar la fase 
estacionaria de evitación de congestión. 
La gráfica de la derecha muestra para la latencia por conexión en las peticiones HTTP un resultado 
prácticamente igual al obtenido con la variante TCP Reno. 




Ilustración 37: Fairness y Friendliness 
Una vez evaluado el comportamiento de cada una de las variantes TCP desde la perspectiva de su 
eficiencia, latencia y adaptabilidad vamos a evaluar la equidad entre las variantes TCP para 
comprobar la capacidad de asegurar una compartición justa del ancho de banda disponible que tiene 
cada variante en presencia de otro flujo TCP compartiendo el enlace satélite de forma simultánea.   
Se ha generado tráfico extremo a extremo en el banco de pruebas descrito en el capítulo 7 haciendo 
uso de iperf entre dos procesos emisores y dos procesos receptores estableciendo dos flujos TCP 
independientes que comparten de forma simultánea el enlace satélite.  Se han capturado  los 
segmentos TCP y se han analizado a través de los modos de fairness y friendliness del script de 
análisis [12.1] obteniendo el goodput para cada uno de los flujos.  Tras enfrentar cada variante TCP a 
ella misma y a las otras variantes en la Ilustración 37 se muestran los resultados obtenidos, en la 
gráfica de la izquierda se muestra el fairness entre variantes y en la gráfica de la izquierda el 
friendliness.  Los parámetros usados para el emulador del enlace satélite son los especificados en la 
Tabla 25.  
En cuanto al fairness se observa que las variantes TCP Reno y TCP Westwood, al compartir el 
enlace satélite con otro flujo afín no son equitativas.  Al depender la ventana de congestión de estas 
variantes del RTT y dada la alta latencia del retardo de propagación del enlace satélite, cuando 
ambos flujos comparten el enlace el RTT acaba siendo distinto para cada uno de los flujos 
acaparando más ancho de banda el flujo que tiene un RTT menor.   
Asimismo vemos que la variante TCP Vegas tampoco es equitativa en la repartición del ancho de 
banda cuando comparte el enlace con otro flujo afín.  La proactividad del algoritmo y la 
monitorización que realiza del RTT para los ACK duplicados para evitar la congestión antes que se 
produzca provocan que cuando comparte el enlace con otro flujo TCP el ancho de banda no se 
reparta de forma equitativa entre ambos al ser estas mediciones dispares para cada flujo.  
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En cambio TCP Hybla y TCP Cubic sí que son bastante equitativos cuando comparten el enlace 
satélite con un flujo afín dada su independencia con el RTT.  Un aspecto importante es que en el 
caso particular de TCP Hybla ambos flujos deben estar ecualizados al mismo tiempo de referencia 
RTT0, de otro modo el flujo ecualizado al tiempo de referencia menor, acaparará un mayor ancho de 
banda al crecer su ventana de congestión más rápido en la fase de evitación de la congestión. 
En lo que respecta al friendliness se observa que TCP Vegas cuando comparte el enlace con otra 
variante TCP no compite de forma equitativa y la otra variante acapara el ancho de banda del enlace, 
TCP Westwood en cambio sí es más equitativo cuando compite con el resto de variantes TCP por el 
ancho de banda menos con TCP Vegas a la que acapara el ancho de banda y con TCP Cubic que 
acapara a TCP Westwood el ancho de banda.   
La variante TCP Reno acapara el ancho de banda a la variante TCP Vegas mientras que en el caso 
de compartir el enlace con una variante TCP Cubic o TCP Hybla, son éstas las que acaparan el 
ancho de banda disponible ante la presencia de un flujo TCP Reno.  
TCP Cubic y TCP Hybla son variantes bastante equitativas al competir por el ancho de banda cuando 
comparten ambas el enlace satélite. 
En el anexo [F] se adjuntan algunas gráficas del throughput instantáneo a lo largo del tiempo para 
cada flujo, reflejan que es devastador el acaparamiento del ancho de banda de otras variantes sobre 
TCP Vegas.  
  




    
 
13.1.7. Comparativa entre variantes TCP 
GOODPUT
 









Ilustración 38: Comparativa entre variantes TCP 
En la Ilustración 38 se muestra un resumen de los datos consolidados tras evaluar el desempeño de 
cada variante TCP para el enlace satélite óptimo.  Para medir la eficiencia y latencia media de cada 
variante, se han realizado varias repeticiones sobre el banco de pruebas, transfiriendo tráfico 
extremo a extremo con la herramienta iperf con un tiempo de emulación de cinco minutos por cada 
prueba.  Para cada variante se han tomado los valores más representativos de las métricas 
obtenidas y son estos valores los representados.  La utilización del canal de la gráfica de 
representación del tanto por ciento de uso del enlace satélite está referenciada al valor teórico 
máximo del goodput de la ecuación (34) del apartado [8.1] 
Concluimos que TCP Vegas tiene un buen desempeño y para minimizar la latencia en las conexiones 
WEB es una variante a considerar, pero hay que tener en cuenta que el resto de variantes TCP no 
son nada equitativas con TCP Vegas y tampoco lo es con una variante afín. TCP Hybla es muy 
eficiente pero no tanto como TCP Cubic, para transferencias de archivos de pequeño tamaño tiene 
una mayor eficiencia que el resto de variantes TCP asimismo tiene un buen desempeño para 
transferencias de archivos de mayor tamaño.  En cuanto a latencia, TCP Hybla es la variante con 
mejor comportamiento tras TCP Vegas, asimismo es una variante bastante equitativa al competir por 
el ancho de banda con flujos afines.  TCP Cubic tiene la mejor eficiencia pero una latencia mayor en 
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comparación con el resto de variantes TCP.  TCP Westwood no es equitativa con una variante afín y 
una mala estimación del ancho de banda puede impactar en su eficiencia. 
Tras estas primeras conclusiones para un enlace satélite óptimo, en los próximos apartados se 
plantean dos escenarios adversos: en primer lugar vamos a evaluar el impacto del tamaño de los 
búferes del módem satélite en cada variante TCP y en segundo lugar cómo afecta al BER.     
13.2. Impacto de los búferes de los módems satélite 





Ilustración 39: Impacto tamaño búferes módem satélite según variante TCP 
Para obtener los resultados mostrados en la Ilustración 39 de este apartado se ha usado el script de 
análisis en el modo de test del tamaño de los búferes del módem satélite descrito en el punto e) 
[12.1], que realiza un barrido obteniendo el correspondiente goodput y latencia de las muestras RTT 
para cada tamaño del búfer satélite entre un rango del 50% al 800% del BDP.  Se ha realizado un 
test para cada una de las variantes TCP y posteriormente se han consolidado los resultados con el 
script consolidarbuffers.sh del anexo [C4], los parámetros para la emulación del enlace satélite han 
sido los especificados en la Tabla 25 [13.1].  Los diferentes tamaños del búfer iterados y el 
correspondiente valor del parámetro limit de cada uno de ellos para el filtro token bucket son los 
indicados en la Tabla 21 [12.1]. 
En la gráfica de la izquierda se observa el impacto del tamaño del búfer satélite en el goodput por 
variante TCP, en la gráfica de la derecha el impacto que tiene el tamaño del búfer satélite sobre la 
latencia.   
La gráfica del goodput corrobora el dimensionado del búfer satélite óptimo descrito en [4.4].  A partir 
de un tamaño para el búfer satélite entorno al BDP el enlace se mantiene ocupado todo el tiempo sin 
sufrir fluctuaciones, conforme aumenta el tamaño del búfer más allá del BDP comprobamos que el 
goodput se mantiene prácticamente invariable, en cambio, la latencia aumenta considerablemente 
para todas las variantes TCP excepto para TCP Vegas.   
Cuando el enlace satélite se encuentra ocupado, los paquetes se almacenan en el búfer del módem 
a la espera de ser transmitidos, el retardo introducido por esta cola se calcula dividiendo el tamaño 
del búfer entre la tasa de transmisión del enlace: ecuación (13) [3.3.4].  Vemos que las variantes TCP 
Westwood y TCP Vegas son las más proactivas al evitar la congestión antes de que esta se 
produzca, por lo que la latencia introducida por los búferes del módem satélite tiene un menor 
impacto cuando se usan estas variantes.  Cuando el búfer alcanza un tamaño entorno a los 250 
kbytes se observa que mientras para TCP Reno, TCP Cubic y TCP Hybla la latencia media tiene un 
valor cercano a 3 segundos, el uso de TCP Westwood conlleva latencias no superiores a los dos 
segundos y con TCP Vegas la latencia se queda en 651ms.   




    
La variante TCP Vegas puede ser una gran aliada cuando no es posible cambiar el tamaño de los 
búferes del módem satélite, para evitar latencias excesivas. 
La latencia introducida por la cola del búfer no afecta al goodput, pero un tamaño insuficiente del 
búfer satélite, sí que puede hacer fluctuar el enlace:  Cuando el búfer se desborda se genera el 
evento de pérdida que produce una reducción en la ventana de congestión, si el tamaño del búfer es 
pequeño, no habrá suficientes paquetes para alimentar al enlace satélite mientras la ventana de 
congestión va creciendo de nuevo en el proceso emisor, tras el evento de pérdida, hasta alcanzar de 
nuevo la capacidad del enlace.  Un tamaño insuficiente del búfer satélite origina fluctuaciones y 
provoca que el enlace no se mantenga totalmente ocupado durante la transmisión. Concluimos que 
el búfer del satélite debe tener un tamaño entorno al BDP para mantener el enlace satélite ocupado 
evitando fluctuaciones.  
Un tamaño del búfer satélite entorno al BDP será suficiente para alimentar el enlace y evitar 
fluctuaciones tras los eventos de pérdida (el evento de pérdida debido al desbordamiento de búfer 
reduce la ventana de congestión).  La reducción de la ventana provoca que el emisor deje de emitir 
hasta que se reciben suficientes reconocimientos, que permiten al emisor volver a transmitir según 
ventana deslizante [2.2.5].  El detalle del dimensionado del búfer satélite se encuentra en el apartado 
[4.4]. 
13.3. Impacto del BER 






Ilustración 40: Impacto BER según variante TCP 
En la Ilustración 40 se muestran los resultados obtenidos con el script de análisis en el modo de test 
del BER del enlace descrito en el punto f) [12.1], que realiza un barrido obteniendo el 
correspondiente goodput para diferentes valores del BER del enlace satélite.  Se ha realizado un test 
para cada una de las variantes TCP y posteriormente se han consolidado los resultados con el script 
consolidarBER.sh del anexo [C4], los parámetros para la emulación del enlace satélite han sido los 
especificados en la Tabla 25 [13.1].  Con la finalidad de iterar los distintos valores para el bit error 
rate (BER) del enlace con sus correspondientes valores según los parámetros lossuplink y 
lossdownlink en el emulador del enlace satélite se ha usado la Tabla 22 [12.1]. 
En las transmisiones de datos haciendo uso de satélites geoestacionarios, la radiación solar, el ruido 
cósmico en el espacio, la lluvia, niebla o gases pueden causar desvanecimientos y degradación en la 
potencia de la señal recibida provocando un empeoramiento de la relación señal a ruido [3.3.3] con el 
consiguiente aumento del bit error rate (BER) en el enlace satélite. 
En este apartado se evalúa el desempeño de las variantes TCP en un entorno ruidoso con 
fluctuaciones de la relación señal a ruido en el canal satélite ocasionadas por fenómenos 
atmosféricos que tienen un efecto directo sobre el BER. 
13.4 Evaluación del rendimiento de una solución basada en PEPsal 115 
 
 
   





 por cada variante TCP.  Las mayores diferencias en la eficiencia 
obtenida por variante TCP se dan para un BER de 10
-6
, por este motivo en la gráfica de la derecha se 
muestra el porcentaje de utilización del canal para el caso particular del BER de 10
-6
, se hace 
asimismo un estudio particular de las transferencias FTP y HTTP por variante TCP cuando el BER es 
de 10
-6
, los resultados obtenidos se muestran en la Ilustración 41. 
Se observa que el ratio de eficiencia de TCP Cubic puede llegar a ser 40 puntos porcentuales 
superior a TCP Reno en un entorno ruidoso.  El ratio de eficiencia de TCP Cubic es 10 puntos 
porcentuales superior al de TCP Hybla mientras que TCP Vegas y TCP Westwood tienen un ratio de 
eficiencia en torno a 8 puntos porcentuales por encima de la variante TCP Reno. 
Concluimos que el aumento del BER tiene un efecto devastador para la variante TCP Reno, mientras 
que TCP Hybla y TCP Cubic son las variantes más eficientes en un entorno ruidoso y mejoran 
considerablemente el goodput obtenido para un BER de 10
-6
 respecto a TCP Reno. TCP Vegas y 
TCP Westwood tienen una mejor eficiencia  en comparación con TCP Reno pero por debajo de las 
variantes TCP Hybla y TCP Cubic.  
TRANSFERENCIA FTP BER 10
-6 




Ilustración 41: Transferencias FTP y Conexiones HTTP variantes TCP para BER 
10-6 
En la evaluación particular del rendimiento obtenido en las trasferencias FTP y conexiones HTTP por 
variante TCP cuando el BER es de 10
-6
, aunque la variante TCP Cubic es la que presenta una mejor 
eficiencia para archivos de gran tamaño, TCP Hybla tiene una eficiencia mejor a TCP Cubic para 
transferencias de archivos pequeños entorno a los 100kbytes.  La latencia de TCP Hybla para las 
peticiones HTTP es también inferior a TCP Cubic, los resultados obtenidos  para un BER de 10
-6 
de 
los tiempos de conexión HTTP son muy similares al entorno correspondiente al enlace satélite óptimo 
[13.1.7]. 
Aunque TCP Vegas es la variante que presenta una menor latencia y su eficiencia está por encima 
de TCP Reno no puede equipararse a la eficiencia obtenida a través de las variantes TCP Cubic y 
TCP Hybla. 
13.4. Evaluación del rendimiento de una solución 
basada en PEPsal 
El PEP es necesario cuando la variante TCP en alguno de los nodos no puede modificarse debido a 
limitaciones por ejemplo del sistema operativo, el PEP se intercala entre el emisor y receptor y divide 
la conexión TCP capturando los segmentos y estableciendo una nueva conexión con la variante TCP 
seleccionada a través del enlace satélite. 




    
Los resultados de este apartado se han obtenido haciendo uso del script de análisis descrito en 
[12.2] para el banco de pruebas del capítulo 9.  Se ha generado tráfico extremo a extremo 
transfiriendo un archivo de tamaño fijo de 5 Mbytes haciendo uso de la herramienta netcat y se han 
capturado los segmentos TCP transferidos justo en el interfaz de salida del PEP, antes del interfaz de 
entrada del emulador del enlace satélite LINK.  El objetivo es comprobar el rendimiento de PEPsal 
con otras variantes respecto a la variante TCP Reno del equipo HOST.   
En primer lugar se ha obtenido la eficiencia de la variante TCP Reno del equipo HOST, para ello el 
PEP se ha deshabilitado de forma que únicamente actúa como un router encaminando los paquetes 
y se han capturado los segmentos TCP en el interfaz de salida del PEP (actuando como router al 
estar deshabilitado).  Se han analizado los segmentos capturados obteniendo el goodput. 
Posteriormente se ha habilitado el PEP y se ha repetido la prueba habilitando en el PEP las variantes 
TCP Cubic, Hybla, Vegas y Westwood transfiriendo con netcat el archivo de 5 Mbytes y capturando 
los segmentos en el interfaz de salida del PEP.  En todos los casos la variante TCP del equipo HOST 
es TCP Reno.  Se han analizado los segmentos capturados por variante TCP obteniendo el goodput 
para cada una de ellas. 
El script de análisis [12.2] controla cuando finaliza la transferencia del archivo entre PEPsal y el 
equipo SERVER y finaliza la captura de segmentos sólo cuando la transferencia ha concluido.  
PEPsal al actuar como un proxy, tras dividir la conexión TCP envía falsos reconocimientos hacia el 
equipo HOST que provocan que la ventana crezca muy rápido.  Al no existir cuello de botella entre el 
equipo HOST y el PEP, como el router R1 no limita el ancho de banda, la transferencia hacia el PEP 
finaliza antes que el archivo haya sido recibido en el equipo SERVER.  Los paquetes transferidos por 
el equipo HOST quedan almacenados en el búfer de recepción de PEPsal.   
Aunque la transferencia desde el equipo HOST haya finalizado, el equipo PEPsal continúa 
transfiriendo el archivo a través de la conexión establecida con el equipo SERVER con la variante 
TCP seleccionada que atraviesa el emulador del enlace satélite LINK, es por eso que el script 
controla cuando ha finalizado la recepción del archivo en el equipo SERVER y para la captura de 
segmentos cuando ha concluido. 
Para el entorno de evaluación del rendimiento de PEPsal se ha considerado un estado óptimo del 
canal satélite con un tamaño de los búferes del módem entorno al BDP.  Los parámetros del canal 
satélite emulado son los mismos que los del apartado [13.1].  Los resultados consolidados obtenidos 
se muestran en la siguiente ilustración.  
Para las mediciones de la eficiencia y latencia media de cada variante, se han realizado varias 
repeticiones sobre el banco de pruebas, transfiriendo tráfico extremo a extremo con netem en cada 
prueba con un tiempo de emulación de cinco minutos por prueba.  Para cada variante se han tomado 
los valores más representativos de las métricas obtenidas y son estos valores los representados. 
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Ilustración 42: Comparativa entre variantes TCP en PEPsal 
Se observa que la eficiencia de las variantes TCP con PEPsal activado es mejor con cualquiera de 
ellas que respecto a TCP Reno.  La latencia para la variante TCP Cubic es superior al resto de 
variantes mientras que TCP Vegas es la que presenta una menor latencia acorde a la evaluación en 
detalle realizada para cada una de las variantes TCP en los apartados anteriores. 
Concluimos que el uso del PEP permite mejorar el rendimiento de la comunicación a través del 
enlace satélite cuando no podemos actuar sobre la variante TCP del equipo HOST y es una 
alternativa efectiva.  




    
14. Conclusiones y trabajo futuro 
14.1. Conclusiones 
Cuando el canal de comunicaciones presenta un retardo de propagación elevado y pérdidas, el 
rendimiento obtenido por la variante estándar TCP Reno no es óptimo [4] y puede mejorarse 
haciendo uso de otra variante del algoritmo de control de congestión del protocolo TCP [5.2]. 
Características del protocolo TCP como el Path MTU Discovery, el window scale option, el timestamp 
RTTM PAWS option y TCP SACKs [5.1] ayudan a mejorar el rendimiento sobre un enlace satélite 
caracterizado por la alta latencia y el entorno de pérdidas [3.3] y deben activarse en las 
comunicaciones a través de un enlace satélite.  
La virtualización de redes y equipos a través de la tecnología UML nos permite crear redes complejas 
interconectando equipos entre sí usando para ello un único equipo físico.   Gracias a las técnicas de 
emulación podemos diseñar un entorno que recrea un canal de comunicaciones satélite con un 
retardo, ancho de banda y probabilidad de error característico.  La emulación del canal satélite 
aplicada a un entorno virtualizado nos permite diseñar una infraestructura para la interconexión vía 
satélite de dos sedes corporativas y evaluar en este escenario diferentes variantes del protocolo TCP 
para determinar cuál de ellas tiene un mejor rendimiento en base a su eficiencia, latencia, 
adaptabilidad y equidad. 
Aunque existen limitaciones en la tecnología UML hemos sido capaces de implementar y diseñar una 
plataforma de bajo coste, haciendo uso de un único dispositivo físico, para la evaluación del 
rendimiento de las variantes del protocolo TCP en un enlace satélite geoestacionario.  El equipo 
anfitrión ha formado parte de la virtualización y al evaluar los resultados obtenidos se ha tenido en 
cuenta que existe un desfase en el valor real emulado para el ancho de banda del enlace satélite. 
Cuando el equipo anfitrión no forma parte de la virtualización no es posible evaluar la dinámica de la 
ventana de congestión a través de la sonda TCP Probe dada la incompatibilidad de la sonda con la 
tecnología UML [6.3].  Otra limitación de la tecnología UML está relacionada con el filtro token bucket 
cuando se hace uso de la modalidad peakrate.  La modalidad peakrate del filtro resulta indispensable 
para minimizar la propagación del burst inicial, pero pequeños desfases del reloj interno de las 
máquinas virtuales provocan que el ancho de banda emulado sea menor del configurado en el filtro 
[8.3].   
Para evaluar la evolución de la ventana de congestión es necesario que la ventana de recepción no 
limite provisionando un tamaño suficiente en el búfer de recepción [7.9.2] 
De las variantes TCP alternativas a la variante estándar Reno evaluadas: TCP Cubic, TCP Hybla, 
TCP Vegas y TCP Westwood concluimos que para condiciones óptimas del enlace satélite TCP 
Cubic es la variante que presenta una mayor eficiencia pero también una alta latencia.  TCP Hybla 
presenta una eficiencia muy buena, destacando sobre el resto en transferencias de archivos de 
pequeño tamaño con una latencia mejor que el estándar Reno, TCP Vegas es la variante con una 
menor latencia pero no supera en eficiencia a TCP Hybla y TCP Cubic.  Cuando la variante TCP 
Vegas tiene que compartir el enlace satélite con otra variante TCP y competir por el ancho de banda 
este se reparte de la forma menos equitativa en favor de la otra variante, esta falta de equidad puede 
ser un problema para el uso de TCP Vegas puesto que también se presenta cuando la otra variante 
TCP es afín.  TCP Westwood no es equitativo ante la presencia de otra variante TCP afín. 
Para un entorno ruidoso del enlace satélite la variante TCP Cubic sigue siendo la que presenta una 
mejor eficiencia pero también la que tiene una latencia más elevada, en este caso la mejora de la 
eficiencia con respecto al estándar Reno es espectacular y puede suponer más de un 40%.  TCP 
Hybla en un entorno ruidoso presenta un buen desempeño, una eficiencia por encima del resto de 
variantes para transferencias de archivos de pequeño tamaño y una latencia por debajo de TCP 
Cubic.  TCP Vegas sigue siendo la que presenta una menor latencia con una eficiencia por encima 
del estándar Reno pero superada por TCP Hybla y TCP Cubic.  
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El tamaño óptimo para el búfer del módem satélite está en torno al BDP [4.4], este es el tamaño 
mínimo que asegura que el enlace satélite no fluctúe y se encuentre ocupado durante toda la 
transmisión maximizando su uso, tamaños mayores del búfer del módem satélite van a causar un 
aumento de la latencia.  TCP Westwood es la variante sobre la que tiene un menor efecto la latencia 
cuando se aumenta el tamaño del búfer, después de TCP Vegas.  La proactividad de estas dos 
variantes evita la congestión del enlace antes de que se produzca, en el caso de TCP Vegas incluso 
mantiene a raya la latencia de la transmisión independientemente del tamaño del búfer.  
La variante TCP Westwood puede ser una alternativa a considerar, presenta una eficiencia y latencia 
aceptables en un entorno ruidoso, y es la que presenta un mejor comportamiento sobre la latencia, 
tras TCP Vegas, ante un aumento del tamaño del búfer satélite, pero no es equitativa ante la 
presencia de un flujo afín.  Además ante un evento de pérdida, puede estimar un ancho de banda 
inusualmente bajo, fijando el umbral a un valor muy pequeño influyendo en el rendimiento y la 
eficiencia. 
Cuando no es posible actuar sobre la variante TCP en el nodo emisor podemos intercalar un PEP 
[5.3] antes del enlace satélite para beneficiarnos de la mejora en el rendimiento del protocolo TCP 
que nos pueden proporcionar estas variantes.  El PEP permite dividir la conexión interceptando los 
segmentos  y establecer una nueva conexión con la variante TCP. 
Concluimos, por lo anteriormente expuesto, que TCP Hybla es la variante TCP a considerar en un 
enlace satélite geoestacionario que mejor equilibra eficiencia y latencia, permitiendo equidad ante la 
presencia de otros flujos afines de datos en el enlace, siempre que estén ecualizados al mismo 
tiempo de referencia RTT0.  TCP Cubic tiene una gran eficiencia pero introduce una mayor latencia 
que puede ser crucial en peticiones HTTP.  La variante TCP Vegas es idónea en las conexiones 
HTTP pero su falta de equidad cuando comparte el enlace satélite con otros flujos o un flujo afín 
puede impactar en su rendimiento.  La variante TCP Westwood no es equitativa ante la presencia de 
uno o más flujos afines y puede, en ciertos casos, estimar el ancho de banda a un valor bajo que 
impacte en el rendimiento. 
14.2. Líneas de trabajo futuro 
La limitación de la redirección de puertos a través de reglas iptables en el interfaz virtual bridge 
[9.4.1] ha imposibilitado que el equipo anfitrión forme parte de la virtualización asumiendo las tareas 
del PEP e imposibilitando la medición de la evolución de la ventana de congestión en el PEP 
mediante la sonda TCP Probe.   
Se proponen dos líneas de trabajo futuras a evaluar:  La primera de ellas consiste en determinar si 
modificando el código fuente de PEPsal y haciendo uso de la estructura sockopt es viable obtener a 
través de la información proporcionada por el socket la evolución de la ventana de congestión en 
PEPsal, la otra alternativa consiste en evaluar la compatibilidad de la tecnología UML con el patch 
del kernel MultiTCP https://sourceforge.net/projects/multitcp/ y comprobar la viabilidad de su uso, 
como alternativa a la sonda TCP Probe, en la obtención de la evolución de la ventana de congestión. 
  




    
15. Anexos 
A. Proceso de instalación de VNUML y puesta a punto de las 
máquinas virtuales 
La siguiente tabla resume los parámetros de instalación del paquete VNUML: 
HERRAMIENTA VNUML  
Directorio base /usr/share 
Ubicación Sistema archivos UML 
Versión del kernel UML 




Ubicación kernel UML /usr/share/vnuml/kernels 
Tabla 26: Parámetros de instalación VNUML en equipo anfitrión 
La instalación ha consistido en los siguientes pasos: 
 Agregar el repositorio editando el archivo /etc/apt/sources.list , de modo que el sistema 
operativo pueda acceder al paquete de instalación de VNUML y proceder a su 
instalación en el sistema, agregando la siguiente línea: 
 
deb http://jungla.dit.upm.es/~vnuml/debian binary/ 
 Actualizar el repositorio y proceder con la instalación del paquete.  Nótese que se hace 
uso del comando sudo para la obtención de privilegios de root: 
sudo apt-get update 
sudo apt-get install vnuml  
 Instalar los siguientes paquetes de soporte adicional de los que la herramienta VNUML 
hará uso: vlan, xterm, bridge-utils, screen, xbase-clients, user-mode-linux.  Se ejecuta el 
siguiente comando: 
sudo apt-get install vlan xterm bridge-utils screen xbase-clients user-
mode-linux 
 
 Instalar el sistema de archivos para las máquinas virtuales (UMLs).  Lo descargamos 
del siguiente enlace: 
 http://sourceforge.net/projects/vnuml/files/root_fs/root_fs_tutorial-0.6.0/root_fs_tutorial-
0.6.0bz2/download  
Para la instalación del sistema de archivos descargamos el script de instalación root-fs-
installer del siguiente enlace: 
http://web.dit.upm.es/~vnuml/download/scripts/root-fs-installer 
Para la ejecución del script de instalación del sistema de archivos precisaremos  que los 
siguientes paquetes estén presentes en el sistema, en caso que alguno de ellos no se 
encuentre instalado, procederemos a su instalación a través del comando apt-get install: 
perl, curl, wget, head, bunzip2, mktemp, mount, md5sum. 
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Procedemos a la ejecución del script para la instalación del sistema de archivos para la 
máquina UML, el sistema de archivos quedará instalado en 
/usr/share/vnuml/filesystems.  El script crea un link simbólico al sistema de archivos con 
el nombre root_fs_tutorial: 
sudo perl root-fs-installer 
  Instalar el kernel para las máquinas UML. Lo descargamos del siguiente enlace: 
http://sourceforge.net/projects/vnuml/files/linux-um/2.6.18.1-bb2-xt-4m/ 
La versión del kernel que usaremos para las máquinas virtuales será la 2.6.18.1-bb2-xt-
4m. 
Descomprimimos la imagen del kernel descargada y la copiamos en el directorio 
/usr/share/vnuml/kernels y creamos un link simbólico llamado linux hacia el kernel.  
Este link simbólico es el que será llamado desde la herramienta VNUML.  Ejecutamos 
los siguientes comandos: 
tar xzf linux-um_2.6.18.1-bb2-xt-4m.orig.tar.gz –C 
/usr/share/vnuml/kernels 
cd /usr/share/vnuml/kernels 
ln -s linux-um-2.6.18.1-bb2-xt-4m linux 
 
Durante el desarrollo del proyecto ha sido necesario recompilar en varias ocasiones el 
kernel tal y como se ha descrito en [6.3].  Para conocer los parámetros con los que el 
kernel ha sido compilado puede ejecutarse el siguiente comando: 
/usr/share/vnuml/kernels/linux - -showconfig 




Para recompilar el kernel se han seguido los indicativos del fichero VNUML-kenel-
2.6.18.1-bb2-xt-4m-howto.txt contenido en el archivo linux-um_2.6.18.1-bb2-xt-
4m.orig.tar.gz 
Para la instalación de los módulos del kernel. ha sido preciso compilar los módulos del 
kernel que se encuentran contenidos en el archivo modules-2.6.18.1-bb2-xt-4m.tar del 
kernel descargado.  Para compilar los módulos ha sido preciso habilitar los parámetros 
para las variantes TCP al algoritmo de congestión desde la configuración del kernel 
asegurando que las variantes TCP a analizar TCP Hybla, Vegas y Westwood están 
seleccionadas puesto que Reno y Cubic se encuentran integradas en el kernel Linux y 
posteriormente iniciar la compilación de los módulos.  Una vez compilados los módulos, 
se han instalado en el directorio /lib/modules/2.6.18.1-bb2-xt-4m del equipo anfitrión.  
Resulta imprescindible mover estos módulos a su correcta ubicación en el sistema de 
archivos de la máquinas UML, para ello montaremos el sistema de archivos de la 
máquina UML en el equipo anfitrión.  Ejecutaremos los siguientes comandos: 
mkdir /mnt/loop 
chown vnuml /mnt/loop 




    
mount –o loop /usr/share/vnuml/filesystems/root_fs_tutorial /mnt/loop 
mount –t proc none /mnt/loop/proc 




Preparación del sistema de archivos de la máquina UML para la instalación de las 
herramientas 
 
En las máquinas virtuales deben instalarse las herramientas descritas en [7.3] y [7.4] además de la 
herramienta bridge-utils  
 Ejecutamos los siguientes comandos: 
 
mkdir /mnt/loop 
chown vnuml /mnt/loop 
mount –o loop /usr/share/vnuml/filesystems/root_fs_tutorial /mnt/loop 
mount –t proc none /mnt/loop/proc 
chroot /mnt/loop 
sudo apt-get install iperf iproute bridge-utils 
umount /mnt/loop/proc 
umount /mnt/loop 
   
Si falla la instalación de estas aplicaciones por no encontrarse en el repositorio, editar el archivo 
/etc/apt/sources.list agregando las siguientes líneas: 
# Required 
deb http://old-releases.ubuntu.com/ubuntu/ CODENAME main restricted 
universe multiverse 
deb http://old-releases.ubuntu.com/ubuntu/ CODENAME-updates main restricted 
universe multiverse 
deb http://old-releases.ubuntu.com/ubuntu/ CODENAME-security main 
restricted universe multiverse 
# Optional 
#deb http://old-releases.ubuntu.com/ubuntu/ CODENAME-backports main 
restricted universe multiverse 
Sustituir CODENAME por la distribución, en nuestro caso jaunty. 
Ejecutar un apt-get update y volver a intentar la instalación de los paquetes. 
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Si falla la actualización comprobar que el fichero /etc/resolv.conf de la imagen de la máquina virtual 
contenga un servidor de nombres DNS válido, de otro modo editar el fichero /etc/resolv.conf y 
agregar un servidor de nombres válido, por ejemplo nuestro router local si tiene habilitado el servicio 
de DNS cache: 
nameserver 192.168.1.1 
Errores detectados y correcciones realizadas para el correcto funcionamiento de 
la herramienta VNUML 
 
Durante el desarrollo del presente proyecto se han detectado una serie de errores en la instalación o 
en los propios scripts de la herramienta VNUML que impiden su correcta ejecución.  A continuación 
se enumeran las correcciones realizadas: 
 La instalación de la herramienta VNUML crea el usuario vnuml y los grupos vnuml y uml-
net.  La instalación de la herramienta no realiza correctamente la asignación de algunos 
directorios al usuario y grupos creados. En concreto: 
 
o El dispositivo /dev/net/tun debe pertenecer al grupo uml-net, realizamos esta 
asignación de forma manual ya que ha fallado en el proceso de instalación: 
sudo chmod 660 /dev/net/tun 
sudo chgrp uml-net /dev/net/tun 
o El grupo vnuml debe ser el propietario del directorio /var/run/vnuml, realizamos 
esta asignación de forma manual ya que ha fallado en el proceso de instalación: 
sudo chgrp vnuml /var/run/vnuml 
o El usuario que ejecuta la herramienta debe pertenecer al grupo vnuml, se debe editar 
el fichero de sistema /etc/group y añadir el usuario al grupo. 
o Los directorios /usr/share/vnuml/filesystems y /usr/share/vnuml/kernels deben 
pertenecer al usuario vnuml y tener los permisos adecuados: 
sudo chmod 775 /usr/share/vnuml/filesystems 
sudo chmod 775 /usr/share/vnuml/kernels 
sudo chown vnuml /usr/share/vnuml/filesystems 
sudo chown vnuml /usr/share/vnuml/kernels 
o  El directorio /home/USUARIO/.vnuml donde USUARIO es el usuario bajo el cual se 
realizó la instalación de la herramienta VNUML debe tener los permisos correctos: el 
directorio debe ser propiedad del usuario y pertenecer al grupo vnuml: 
sudo chmod 775 /home/USUARIO/.vnuml 
sudo chown USUARIO /home/USUARIO/.vnuml 
sudo chgrp vnuml /home/USUARIO/.vnuml 
 Un error de idioma impide la correcta ejecución de funcionalidades avanzadas como el uso 
de dispositivos tun para permitir que el propio host forme parte del escenario o el uso de una 
red de gestión en el escenario a emular, o la creación del bridge con el comando brctl.  
Editamos el archivo /usr/share/perl5/VNUML/CheckSemantics.pm y sustituimos en la función 
hostip-exist el término “addr:” por “Dire. inet:” y “Mask:” por “Másc:” para solucionar el 
problema. 




    
Intérprete VNUML vnumlparser.pl 
Los parámetros que acompañan la ejecución del intérprete VNUML son: 
o –t: inicia la simulación 
o –d: finaliza la simulación 
o –x: ejecuta comandos 
o –p: elimina los cambios realizados en los sistemas de archivos de las máquinas 
virtuales durante la simulación (finalizar la simulación no elimina estos cambios) 
Seguidamente se indica el nombre del archivo XML que contiene la configuración del escenario a 
emular. 
 
A continuación del archivo XML el parámetro –w 0 indica al intérprete que no use TIMEOUT y el 
parámetro –v que aparezcan en la salida standard mensajes relacionados con el intérprete. 
El parámetro de ejecución de comandos –x tiene un trato especial, y debe ir acompañado de la 
secuencia de comandos a ejecutar. El formato usado para indicar la secuencia de comandos a 
ejecutar al parser es: secuencia@configuracion.xml .  Donde secuencia es el nombre de la secuencia 
de comandos a ejecutar que ha sido especificada en el fichero de configuración xml con el tag xml : 
<exec seq=”secuencia” …>. 
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B. Configuraciones xml escenarios VNUML 
El contenido de los ficheros de configuración xml de VNUML para los bancos de pruebas de los 
capítulos 7 y 9 se encuentra en el directorio ANEXOB del fichero SCRIPTS.zip adjunto a la memoria. 
B1. p2pgeoestacionariovsatpop.xml 
Fichero de configuración XML del banco de pruebas del capítulo 7 
B2. p2pgeoestacionariopepsal.xml 
Fichero de configuración XML del banco de pruebas del capítulo 9 
 
C. Scripts 
El código fuente de cada uno de los scripts que figuran en este anexo se encuentra en el directorio 
ANEXOC del fichero SCRIPTS.zip adjunto a la memoria. 
C1. emular.sh 
Uso del script 
 
La sintaxis de uso del script es la siguiente: 
emular.sh  FiCHERO_CONFIGURACION [start|stop] 
 
Donde FICHERO_CONFIGURACION hace referencia al fichero de definición xml del escenario 
VNUML a emular. El argumento start del script inicia la infraestructura virtualizada y stop la para 
Ejemplos de uso 
Para iniciar la infraestructura virtualizada: 
emular.sh p2pgeoestacionariovsatpop.xml start 
Para detener la emulación: 
emular.sh p2pgeoestacionariovsatpop.xml stop 
 
C2. analizarvsatpop.sh 
USO del script 
 
La sintaxis de uso del script es la siguiente: 
analizarvsatpop.sh MODO p2pgeoestacionariovsatpop.xml VARIANTE_TCP 
Donde MODO puede ser [ tcp|modembuffers|ber|ftp|http ]  
 
Si el MODO seleccionado es multiple la sintaxis de uso del script es: 
 
analizarvsatpop.sh multiple p2pgeoestacionariovsatpop.xml VARIANTE_TCP_A VARIANTE_TCP_B 
 
Para los modos fairness  y friendliness la sintaxis de uso del script es: 




    
 
analizarvsatpop.sh [fairness|friendliness] p2pgeoestacionariovsatpop.xml  
  
Ejemplos de uso: 
analizarvsatpop.sh tcp p2pgeoestacionariovsatpop.xml vegas 
analizarvsatpop.sh modembuffers p2pgeoestacionariovsatpop.xml westwood 
analizarvsatpop.sh ber p2pgeoestacionariovsatpop.xml reno 
analizarvsatpop.sh ftp p2pgeoestacionariovsatpop.xml cubic 
analizarvsatpop.sh http p2pgeoestacionariovsatpop.xml hybla 
analizarvsatpop.sh multiple p2pgeoestacionariovsatpop.xml vegas westwood 
analizarvsatpop.sh fairness p2pgeoestacionariovsatpop.xml  
analizarvsatpop.sh friendliness p2pgeoestacionariovsatpop.xml  
El script se apoya en los scripts auxiliares resetearcongestion.sh y startiperfserver.sh 
 
C3. analizarpepsal.sh 
USO del script 
La sintaxis de uso del script es la siguiente: 
analizarpepsal.sh tcp p2pgeoestacionariopepsal.xml VARIANTE_TCP 
 
Ejemplos de uso: 
#editar parámetro entorno a pepsal=0 
analizarpepsal.sh tcp p2pgeoestacionariopepsal.xml reno 
#editar parámetro entorno a pepsal=1 y RTT0=300 
analizarpepsal.sh tcp p2pgeoestacionariopepsal.xml hybla 
# 
analizarpepsal.sh tcp p2pgeoestacionariopepsal.xml cubic 
analizarpepsal.sh tcp p2pgeoestacionariopepsal.xml vegas 
analizarpepsal.sh tcp p2pgeoestacionariopepsal.xml westwood 
El script se apoya en los scripts auxiliares resetearcongestion.sh y startiperfserver.sh 
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C4. Scripts consolidación resultados y comparativa gráfica 













Los ficheros de datos consolidados que precisa cada script para la generación gráfica han 
sido elaborados en base a los ficheros de informe generados por los scripts 
analizarvsatpop.sh y analizarpepsal.sh según corresponda.  Estos ficheros de datos 
consolidados, junto a los ficheros de informes generados, las capturas de la sonda TCP 
Probe y el analizador de protocolos tcptrace y generación de gráficos,  pueden consultarse 
en el subdirectorio ANALISIS del directorio ANEXOC del fichero adjunto a la memoria 
SCRIPTS.zip.  Este directorio contiene el resultado de las múltiples ejecuciones, con los 
argumentos adecuados y parámetros, de los scripts analizarvsatpop.sh y analizarpepsal.sh 
para los bancos de pruebas descritos en los capítulos 7 y 9 respectivamente. 
D. Validación del diseño 
D1. Pruebas de conectividad 
Tras iniciar el escenario: 
emular.sh p2pgeoestacionariovsatpop.xml start 
  




    
Comprobamos los interfaces que se crean en el HOST (equipo anfitrión), todos los interfaces 
aparecen en modo promiscuo: 
HOSTB-e0  Link encap:Ethernet           
LINK-e0   Link encap:Ethernet     
LINK-e1   Link encap:Ethernet             
NetHost   Link encap:Ethernet           
NetR1     Link encap:Ethernet   
NetR2     Link encap:Ethernet   
NetServ   Link encap:Ethernet     
R1-e0     Link encap:Ethernet   
R1-e1     Link encap:Ethernet   
R2-e0     Link encap:Ethernet   
R2-e1     Link encap:Ethernet            
SERVERA-e0 Link encap:Ethernet   
SERVERB-e0 Link encap:Ethernet   
tap0      Link encap:Ethernet       
Comprobamos que el intérprete VNUML le ha asignado una IP al bridge NetHost: 
#ifconfig NetHost 
(…) 
          Direc. inet:192.168.100.2  Difus.:192.168.100.255  Máscara:255.255.255.0 
(…)        
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Comprobamos que el intérprete VNUML ha creado los “virtual bridge” indicados en el archivo xml 
asignando los interfaces que correspondan a cada “virtual bridge”: 
$ brctl show 
bridge name     bridge id               STP enabled     interfaces 
NetHost         8000.223d73579bee       no              HOSTB-e0 
                                                        R1-e0 
                                                        tap0 
NetR1           8000.06a09dec3560       no              LINK-e0 
                                                        R1-e1 
NetR2           8000.0a91d1ea1b73       no              LINK-e1 
                                                        R2-e1 
NetServ         8000.6292177501e2       no              R2-e0 
                                                        SERVERA-e0 
                                                        SERVERB-e0  
Comprobamos la tabla de rutas del HOST: 
#ip route 
192.168.100.0/24 dev NetHost  proto kernel  scope link  src 192.168.100.2 
192.168.200.0/24 via 192.168.100.1 dev NetHost 
Y las tablas de rutas en las máquinas UML: 
HOST B: 
192.168.100.0/24 dev eth0  proto kernel  scope link  src 192.168.100.3 
default via 192.168.100.1 dev eth0 
R1: 
10.0.0.0/30 dev eth1  proto kernel  scope link  src 10.0.0.1 
192.168.100.0/24 dev eth0  proto kernel  scope link  src 192.168.100.1 
192.168.200.0/24 via 10.0.0.2 dev eth1 
R2: 
10.0.0.0/30 dev eth1  proto kernel  scope link  src 10.0.0.2 
192.168.100.0/24 via 10.0.0.1 dev eth1 
192.168.200.0/24 dev eth0  proto kernel  scope link  src 192.168.200.1 
 




    
SERVER A: 
192.168.200.0/24 dev eth0  proto kernel  scope link  src 192.168.200.2 
default via 192.168.200.1 dev eth0 
SERVER B: 
192.168.200.0/24 dev eth0  proto kernel  scope link  src 192.168.200.3 
default via 192.168.200.1 dev eth0 
Comprobamos que el script emular.sh ha iniciado el bridge en el equipo LINK: 
bridge name     bridge id               STP enabled     interfaces 
satlink         8000.fefd00000300       no              eth0 
                                                        eth1 
Comprobamos que desde el HOST existe conectividad con el SERVER A: 
$ ping 192.168.200.2 
 (…) 
--- 192.168.200.2 ping statistics --- 
5 packets transmitted, 5 received, 0% packet loss, time 4000ms 
rtt min/avg/max/mdev = 0.487/10.519/50.550/20.015 ms 
y conectividad desde el HOST con el SERVER B: 
$ ping 192.168.200.3 
 (…) 
--- 192.168.200.3 ping statistics --- 
9 packets transmitted, 9 received, 0% packet loss, time 7998ms 
rtt min/avg/max/mdev = 0.471/0.502/0.589/0.040 ms 
y conectividad desde el HOST con el HOST B: 
$ ping 192.168.100.3 
 (…) 
--- 192.168.100.3 ping statistics --- 
6 packets transmitted, 6 received, 0% packet loss, time 5002ms 
rtt min/avg/max/mdev = 0.075/2.051/11.847/4.380 ms 
Asimismo que existe conectividad desde el HOST B al HOST, SERVER A y SERVER B. 
Lanzamos wireshark capturando en el interfaz R1-e0 para probar conexión TCP extremo a extremo: 
 Aplicamos en host y server el algoritmo de congestion reno 
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sysctl –w net.ipv4.tcp_congestion_control=reno 
 Iniciamos el servidor iperf en el SERVER A: 
iperf -s 
 Iniciamos generación de tráfico en el HOST hacia el SERVER A: 
iperf –i 1 –t 1 –c 192.168.200.2 
 
D2. Pruebas aplicación disciplinas netem 
Retardo 
El diseño del emulador satélite permite asimetría en los parámetros del canal (posibilidad de definir 
disciplinas distintas de netem y tfb tales como retardo, pérdida de paquetes y ancho de banda para el 
canal de bajada y subida de forma independiente). 
Este test pretende validar que el retardo sólo aplica en los paquetes en dirección del HOST al 
SERVER si la disciplina netem se aplica únicamente en el interfaz eth1 del equipo LINK.  Se ha 
usado el escenario simplificado descrito en el anexo [D4]. 
Aplicamos el retardo de la disciplina netem únicamente en el interfaz eth1 del equipo LINK, si 
capturamos el tráfico con wireshark en los interfaces eth0 y eth1 del equipo LINK y analizamos un 
segmento TCP y su correspondiente reconocimiento para determinar el RTT, a través de su número 
de secuencia, comprobamos que es retardado a su paso por el emulador del canal satélite, pero no 
así el ACK correspondiente enviado por equipo SERVER.  Es importante hacer notar que el tiempo 
que aparece en wireshark para el segmento TCP es relativo a la aparición del primer segmento en 
la captura, que  cuenta como tiempo 0. La forma correcta de comprobar a  través del presente test 
que realmente el equipo LINK está introduciendo el retardo sólo en el sentido HOSTSERVER es 
comparando el timestamp del reloj del sistema que aparece en la información que facilita 
wireshark a nivel de trama Ethernet.    
Tras lanzar el escenario: 
emular.sh p2pgeoestacionario.xml start 
Aplicamos en el HOST (equipo anfitrión) y equipo SERVER el algoritmo de congestion reno 
sysctl –w net.ipv4.tcp_congestion_control=reno 
Configuramos haciendo uso de traffic control y la disciplina netem un retardo de 260 ms en el interfaz 
eth1 del equipo LINK y aseguramos que en el interfaz eth0 no se aplicará ninguna disciplina netem 
que introduzca retardo en los paquetes de retorno: 
tc qdisc add dev eth1 root handle 1:0 netem delay 260ms  
tc qdisc del dev eth0 root 
Comprobamos que las disciplinas netem hayan sido aplicadas con: 
tc qdisc show dev eth1 
tc qdisc show dev eth0 
Iniciamos dos instancias de wireshark, en una activamos la captura en el interfaz LINK-e0 en la otra 
activamos la captura en el interfaz SERVER-e0. 




    
Lanzamos un consulta icmp hacia el SERVER haciendo uso de la utilidad ping en el HOST: 
ping –c 2 10.0.0.2 
El primer ping, debido a la resolución ARP [RFC826] da un tiempo de respuesta del doble. 
$ ping -c 2 10.0.0.2 
PING 10.0.0.2 (10.0.0.2) 56(84) bytes of data. 
64 bytes from 10.0.0.2: icmp_seq=1 ttl=64 time=602 ms 
64 bytes from 10.0.0.2: icmp_seq=2 ttl=64 time=276 ms 
--- 10.0.0.2 ping statistics --- 
2 packets transmitted, 2 received, 0% packet loss, time 1000ms 
rtt min/avg/max/mdev = 276.994/439.700/602.406/162.706 ms 
 
 
Vemos en la columna Time que el tiempo es similar porque es relativo a la aparición del primer 
paquete en la captura, es necesario por tanto, fijarnos en el tiempo de captura de la trama: 
Tiempo de retardo = 0,985961-0,709133 = 276,78ms 
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Miramos ahora que ocurre con el reply ICMP: 
 
Vemos fijándonos en los tiempos de captura de las tramas que el retardo introducido por nuestro 
emulador del canal satélite LINK en el retardo de los paquetes de retorno es prácticamente nulo. 
El próximo test pretende validar que el retardo sólo aplica en los paquetes en dirección del SERVER 
al HOST si la disciplina netem se aplica únicamente en el interfaz eth0 del equipo LINK.  Se ha usado 
el escenario simplificado descrito en el anexo [D4]. 
Tras lanzar el escenario: 
emular.sh p2pgeoestacionario.xml start 
Configuramos haciendo uso de netem un retardo de 260 ms en el interfaz eth0 del equipo LINK, 
aseguramos que no se aplica ninguna disciplina netem en el interfaz eth1: 
tc qdisc replace dev eth0 root handle 1:0 netem delay 260ms  
tc qdisc del dev eth1 root 
Iniciamos dos instancias de wireshark, en una activamos la captura en el interfaz LINK-e0 en la otra 
activamos la captura en el interfaz SERVER-e0. 
Lanzamos una consulta ICMP haciendo uso de la utilidad ping en el HOST: 
ping –c 2 10.0.0.2 
PING 10.0.0.2 (10.0.0.2) 56(84) bytes of data. 
64 bytes from 10.0.0.2: icmp_seq=1 ttl=64 time=605 ms 
64 bytes from 10.0.0.2: icmp_seq=2 ttl=64 time=279 ms 
 




    
 
En este caso observamos en el timestamp de captura de las tramas ethernet que el retardo 
introducido por nuestro emulador del canal satélite en los paquetes de ida (canal de subida) es 
prácticamente nulo. 
En cambio para el reply ICMP: 
 
Fijándonos en el tiempo de captura de las tramas Ethernet vemos un retardo introducido por nuestro 
emulador del canal satélite en los paquetes de vuelta (canal de bajada): 
Tiempo de retardo = 0,76577-0,486155 = 279,61ms 
Estos dos test nos han permitido validar la asimetría que podemos conseguir para el canal de subida 
y el canal de bajada a través de nuestro emulador del enlace satélite LINK.  Esta asimetría se puede 
aplicar también a los parámetros del emulador del canal satélite relacionados con el ancho de banda 
y la pérdida de paquetes. 
En el próximo test vamos a aplicar el retardo tanto al interfaz eth0 como al interfaz eth1 del equipo 
LINK y medir el RTT: 
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Tras lanzar la emulación y aplicar a HOST y SERVER el algoritmo de congestión TCP Reno 
configuramos haciendo uso de netem un retardo de 260 ms tanto en el interfaz eth0 (canal de 
bajada) del como en el interfaz eth1 (canal de subida) del equipo LINK: 
tc qdisc replace dev eth0 root handle 1:0 netem delay 260ms  
tc qdisc replace dev eth1 root handle 1:0 netem delay 260ms 
Haciendo uso de la herramienta tcpdump iniciamos la captura de paquetes en el interfaz LINK-e0: 
tcpdump –n  -i LINK-e0 -s port 5001 –w /tmp/linke0rtt.out  
 
Iniciamos iperf –s en el equipo SERVER y desde el HOST estableceos la conexión TCP extremo a 
extremo y generamos tráfico: 
iperf –i 1 –t 4 –c 10.0.0.2 
Analizamos la captura con wireshark 
wireshark /tmp/linke0rtt.out 
Análisis de la captura: 
Tras el handshake a tres bandas nos centramos en el segmento con número de seq=1473 enviado 
del HOST a SERVER (time captura 1.127967). Como el MSS=1448 bytes el siguiente segmento que 
espera recibir el equipo SERVER será aquel con secuencia seq=2921.  Vamos a buscar el ACK 
enviado por el SERVER que reconoce el segmento con seq=1473 enviado por el HOST,  este será 
un segmento con el bit de control ACK activo y con número de secuencia para el ACK=2921, el 
server está reconociendo el segmento e indicando al HOST con el número ACK el siguiente número 
de secuencia que espera recibir.  Localizado el segmento, vemos un time de captura de 1.681949 
Por tanto RTT= 1,681949 – 1.127967= 0,552982 = 553,98ms 
 
Nótese que no precisamos hacer uso del timestamp de captura de la trama Ethernet, al estar 
analizando el RTT desde el lado del HOST que el tiempo sea relativo a la aparición del primer 
segmento en la captura no nos influye porque estamos haciendo la diferencia de tiempos con lo que 
ese tiempo relativo se anula.  De este modo es como calcula tcptrace las muestras RTT. 
Pérdida de paquetes 
Tras lanzamos la emulación configuramos haciendo uso de netem un retardo de 260 ms en el 
interfaz eth1 y en el interfaz eth0 junto a una pérdida de paquetes del 10% (tanto en el canal de 
bajada como en el canal de subida) del equipo LINK: 
tc qdisc replace dev eth0 root handle 1:0 netem delay 260ms loss 10% 
tc qdisc replace dev eth1 root handle 1:0 netem delay 260ms loss 10% 
Comprobamos que las disciplinas netem hayan sido aplicadas con: 
tc qdisc show  




    
 Lanzamos una consulta icmp haciendo uso de la utilidad ping en el host, enviando 20 
paquetes ICMP: 
$ ping -c 20 10.0.0.2 
PING 10.0.0.2 (10.0.0.2) 56(84) bytes of data. 
64 bytes from 10.0.0.2: icmp_seq=2 ttl=64 time=560 ms 
(…) 
64 bytes from 10.0.0.2: icmp_seq=19 ttl=64 time=547 ms 
--- 10.0.0.2 ping statistics --- 
20 packets transmitted, 13 received, 35% packet loss, time 19046ms 
rtt min/avg/max/mdev = 547.870/555.170/563.254/4.910 ms 
El resultado son unas pérdidas del 35%, se pierden segmentos TCP y reconocimientos ACK de 
forma aleatoria en la misma proporción del 10% 
Aplicando el diseño considerando el BER, debemos aplicar un PER asimétrico según la Tabla 8 y 
Tabla 9 del apartado [7.8.3], para un BER entorno a 10
-5
 aplicaremos una pérdida en el canal de 
subida del 11%  y una pérdida en el canal de bajada del 0,059%: 
tc qdisc replace dev eth0 root handle 1:0 netem delay 260ms loss 11% 
tc qdisc replace dev eth1 root handle 1:0 netem delay 260ms loss 0.059% 
Lanzamos una consulta icmp haciendo uso de la utilidad ping en el HOST, enviando 20 paquetes 
ICMP hacia el SERVER: 
ping -c 20 10.0.0.2 
PING 10.0.0.2 (10.0.0.2) 56(84) bytes of data. 
64 bytes from 10.0.0.2: icmp_seq=1 ttl=64 time=559 ms 
(…) 
64 bytes from 10.0.0.2: icmp_seq=20 ttl=64 time=558 ms 
--- 10.0.0.2 ping statistics --- 
20 packets transmitted, 18 received, 11% packet loss, time 19020ms 
rtt min/avg/max/mdev = 545.141/555.637/563.741/6.283 ms 
El resultado son unas pérdidas del 11% 
D3. Pruebas de conectividad PEPSal 
Tras iniciar el escenario: 
emular.sh p2pgeoestacionariopepsal.xml start 
Comprobamos los interfaces que se crean en el HOST (equipo anfitrión), todos los interfaces 
aparecen en modo promiscuo: 
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LINK-e0   Link encap:Ethernet     
LINK-e1   Link encap:Ethernet             
NetHost   Link encap:Ethernet 
NetPEP   Link encap:Ethernet           
NetR1     Link encap:Ethernet   
NetR2     Link encap:Ethernet   
NetServ   Link encap:Ethernet 
PEPsal-eo Link encap:Ethernet 
PEPsal-e1 Link encap:Ethernet     
R1-e0     Link encap:Ethernet   
R1-e1     Link encap:Ethernet   
R2-e0     Link encap:Ethernet   
R2-e1     Link encap:Ethernet            
SERVER-e0 Link encap:Ethernet   
tap0      Link encap:Ethernet             
Comprobamos que el intérprete VNUML le ha asignado una IP al bridge NetHost: 
andres@krypton:~$ ifconfig NetHost 
(..) 
          Direc. inet:192.168.100.2  Difus.:192.168.100.255  Masc:255.255.255.0 
(..)     
  




    
Comprobamos que el intérprete VNUML ha creado los “virtual bridge” indicados en el archivo xml 
asignando los interfaces que correspondan a cada “vritual bridge”: 
andres@krypton:~$ brctl show 
bridge name     bridge id               STP enabled     interfaces 
NetHost         8000.66ea6c53559c       no              R1-e0 
                                                        tap0 
NetPEP          8000.3e2add2db46c       no              LINK-e0 
                                                        PEPsal-e1 
NetR1           8000.56d9328a754c       no              PEPsal-e0 
                                                        R1-e1 
NetR2           8000.06996c385f80       no              LINK-e1 
                                                        R2-e1 
NetServ         8000.0eb4608c5839       no              R2-e0 
                                                        SERVER-e0  
Comprobamos la tabla de rutas del HOST: 
192.168.100.0/24 dev NetHost  proto kernel  scope link  src 192.168.100.2 
192.168.200.0/24 via 192.168.100.1 dev NetHost 
Y las tablas de rutas en las máquinas UML: 
R1: 
10.100.0.0/30 dev eth1  proto kernel  scope link  src 10.100.0.2 
192.168.100.0/24 dev eth0  proto kernel  scope link  src 192.168.100.1 
192.168.200.0/24 via 10.100.0.1 dev eth1 
PEPsal: 
10.0.0.0/30 dev eth1  proto kernel  scope link  src 10.0.0.1 
10.100.0.0/30 dev eth0  proto kernel  scope link  src 10.100.0.1 
192.168.100.0/24 via 10.100.0.2 dev eth0 
192.168.200.0/24 via 10.0.0.2 dev eth1 
R2: 
10.0.0.0/30 dev eth1  proto kernel  scope link  src 10.0.0.2 
192.168.100.0/24 via 10.0.0.1 dev eth1 
192.168.200.0/24 dev eth0  proto kernel  scope link  src 192.168.200.1 
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SERVER: 
192.168.200.0/24 dev eth0  proto kernel  scope link  src 192.168.200.2 
default via 192.168.200.1 dev eth0 
Comprobamos que el script emular.sh ha iniciado el bridge en el equipo LINK: 
bridge name     bridge id               STP enabled     interfaces 
satlink         8000.fefd00000300       no              eth0 
                                                        eth1 
Comprobamos que desde el HOST existe conectividad con el SERVER: 
andres@krypton:~$ ping 192.168.200.2 
(…) 
--- 192.168.200.2 ping statistics --- 
5 packets transmitted, 5 received, 0% packet loss, time 3998ms 
rtt min/avg/max/mdev = 0.491/0.564/0.681/0.067 ms 
Desde el SERVER comprobamos que existe conectividad con el HOST 
PING 192.168.100.2 (192.168.100.2) 56(84) bytes of data. 
(…) 
--- 192.168.100.2 ping statistics --- 
4 packets transmitted, 4 received, 0% packet loss, time 3045ms 
rtt min/avg/max/mdev = 0.498/0.591/0.745/0.096 ms 
Cuando PEPsal captura el segmento con el bit de control SYN activo procedente del equipo HOST y 
redirige el resto de segmentos al puerto 5000, crea una nueva conexión TCP hacia el SERVER con 
la variante TCP seleccionada.  Los segmentos TCP procedentes del HOST son entregados al 
SERVER a través de esta nueva conexión TCP.  PEPsal precisa por tanto tener conectividad IP con 
el SERVER a fin de poder realizar la división en la conexión TCP entre HOST y SERVER.  Asimismo 
el SERVER debe ser capaz de entregar paquetes IP a PEPsal, verificamos que las rutas estáticas 
definidas [9.2] son correctas: 
Conectividad con PEPsal desde el SERVER: 
PING 10.0.0.1 (10.0.0.1) 56(84) bytes of data. 
(…) 
--- 10.0.0.1 ping statistics --- 
4 packets transmitted, 4 received, 0% packet loss, time 3034ms 
rtt min/avg/max/mdev = 0.425/0.484/0.615/0.077 ms 
  




    
Conectividad con SERVER desde PEPsal: 
PING 192.168.200.2 (192.168.200.2) 56(84) bytes of data. 
(…) 
--- 192.168.200.2 ping statistics --- 
4 packets transmitted, 4 received, 0% packet loss, time 3040ms 
rtt min/avg/max/mdev = 0.399/0.457/0.594/0.081 ms 
Al iniciar el escenario, el intérprete de VNUML crea el bridge NetHost integrado por los interfaces R1-
e0 y tap0 y le asigna la IP 192.168.100.2.   
Comprobamos si las reglas del firewall de Linux para iptables especificadas en [9.3] están bien 
definidas y funcionan.  Queremos determinar si PEPsal es capaz de capturar los segmentos TCP 
procedentes del HOST y realizar la división de la conexión TCP estableciendo una nueva conexión 
hacia el SERVER, tras lanzar la emulación:   
En primer lugar con el PEP deshabilitado vemos que la conexión TCP se establece extremo a 
extremo del HOST al SERVER: 
 Aplicamos en HOST y SERVER el algoritmo de congestión TCP reno 
sysctl –w net.ipv4.tcp_congestion_control=reno 
 Iniciamos la captura del interfaz R1-e0 en wireshark 
 Iniciamos iperf –s en server y generamos tráfico desde el HOST hacia el SERVER: 
iperf –i 1 –t 1 –c 192.168.200.2 
Comprobamos que los buffers en recepción dimensionados son suficientes para que no limiten la 
ventana de congestión para un ancho de banda de 512kbps 
Corroboramos que el MSS continua siendo de 1448 bytes 
A través de la captura de segmentos con wireshark en el interfaz R1-e0 del bridge NetHost en el 
HOST podemos ver como recibimos el ACK (2921) para el segmento TCP (1473) enviado desde el 
equipo SERVER  
 
Ahora activamos las reglas de iptables en el equipo PEPsal especificadas en [9.3] y sin ejecutar 
PEPsal vemos que ocurre capturando en paralelo en los interfaces R1-e0 y R2-e0 con wireshark 
desde el HOST: 
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Se comprueba como la regla introducida en iptables en el equipo PEPsal está capturando el 
segmento TCP con el bit de control SYN, con lo que nunca llega al equipo SERVER y la conexión 
con el servidor iperf no se llega a establecer. 
Comprobamos que efectivamente en el equipo PEPsal las reglas introducidas en iptables están 
capturando los segmentos con el bit de control SYN activado: 
$iptables –t mangle --list 
Chain PREROUTING (policy ACCEPT) 
target     prot opt source               destination 
QUEUE      tcp  --  anywhere             anywhere            tcp 
flags:FIN,SYN,RST,ACK/SYN 
(…) 
$iptables –t nat –list 
Chain PREROUTING (policy ACCEPT) 
target     prot opt source               destination 
REDIRECT   tcp  --  192.168.100.0/24     anywhere            redir ports 5000 
(…) 
Vemos con la opción –v verbose de iptables el número de paquetes que hacen match en la regla en 
el chain PREROUTING de la tabla mangle: 
$iptables –L –v –t mangle  
Chain PREROUTING (policy ACCEPT 0 packets, 0 bytes) 
 pkts bytes target     prot opt in     out     source               destination  
    9   540 QUEUE      tcp  --  eth0   any     anywhere             anywhere            
tcp flags:FIN,SYN,RST,ACK/SYN 




    
Ahora activamos PEPsal, y con las reglas iptables activas ejecutamos el binario de PEPsal [9.3] y 
vemos que ocurre capturando en paralelo en los interfaces R1-e0 y R2-e0 con wireshark desde el 
HOST: 
Volvemos a generar tráfico con iperf: 
iperf –i 1 –t 1 –c 192.168.200.2 
Para activar el PEP con la variante TCP Cubic ejecutamos en el equipo PEPsal: 
pep cubic 
Comprobamos con PEPsal activo que se establece una nueva conexión TCP con la variante 
especificada hacia el SERVER desde el equipo PEPsal y es el equipo PEPsal el que toma la 
identidad del server (ip address spoofing) y es PEPsal y no el server el que responde con segmentos 
ACK los reconocimientos de los segmentos enviados por el HOST (spoofed ACKs: 
 
Los números de secuencia no coinciden porque PEPsal establece una nueva conexión con el 
SERVER tras dividir la conexión TCP. 
  
D. Validación del diseño 143 
 
 
   
 
D4. Escenario para el dimensionado del filtro token bucket 
Usaremos el siguiente escenario simplificado para realizar el test y dimensionado del filtro token 
bucket: 
 
Ilustración 43: Escenario dimensionado filtro token bucket 
Con el siguiente diseño de direccionamiento de red: 
 
Ilustración 44: Diseño de red escenario dimensionado filtro token bucket 
Que hemos virtualizado en la herramienta VNUML siguiendo la siguiente arquitectura: 




    
 
Ilustración 45: Escenario VNUML dimensionado filtro token bucket 
Con la siguiente tabla de interfaces: 
Interfaz Dirección IP Bridge UML 
HOST A 
tap0 10.0.0.1/30 NetHost 
SERVER 
e0 10.0.0.2/30 NetServer 
LINK 
e0 sin dirección ip NetHost 
e1 sin dirección ip NetServer 
Tabla 27: Interfaces maquinas UML dimensionado filtro token bucket 
Tras lanzar escenario: 
emular.sh start p2pgeoestacionario.xml 
Realizamos un barrido para distintos burst mediante el script BurstTest.sh cuyo código fuente puede 
consultarse en el  anexo [D5].  
BurstTest.sh p2pgeoestacionario.xml reno 
El fichero de datos resultado de la ejecución del script BurstTest.sh lo procesa el script 
BurstDataProcess.sh cuyo código fuente puede consultarse en el anexo [D5] y obtenemos el 
siguiente gráfico: 
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Que muestra cómo se comporta el filtro token bucket en el enlace satélite haciendo policing 
(burst=limit)  
Para inundar el enlace satélite emulado con tráfico UDP y obtener el throughput con la finalidad de 
validar el dimensionado del filtro token bucket sin peakrate y con peakrate se han creado los scripts 
analizarudp.sh y analizarpeakrateudp.sh cuyo código fuente puede consultarse en el anexo [D5]: 
analizarupd.sh p2pgeoestacionario.xml reno 
analizarpeakrateupd.sh p2pgeoestacionario.xml reno 
La ejecución genera los gráficos de throughput con peakrate y sin peakrate mostrados en el apartado 
[8.3] 
Para evaluar el efecto del burst inicial y obtener la evolución de la ventana de congestión y el RTT 
respecto a tiempo por un lado y el throughput por otro para un filtro tbf sin peakrate y con peakrate se 
han creado los scripts analizar.sh y analizarpeakrate.sh respectivamente cuyo código fuente puede 
consultarse en el anexo [D5]: 
analizar.sh p2pgeoestacionario.xml reno 
analizarpeakrate.sh p2pgeoestacionario.xml reno 
D5. Fichero XML escenario simplificado y scripts 
dimensionado token bucket filter 
El código fuente de cada uno de los scripts que figuran en este anexo se encuentra en el directorio 
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El código fuente de cada uno de los scripts que figuran en este anexo se encuentra en el directorio 
ANEXOE del fichero SCRIPTS.zip adjunto a la memoria: 
 p2pgeoestacionariopepsalanfitrion.xml 
 emularpepsalanfitrion.sh 
Tras iniciar el escenario con 
emularpepsalanfitrion.sh p2peoestacionariopepsalanfitrion.xml start 
La siguiente tabla muestra los interfaces que crea el intérprete VNUML para interconectar las 
máquinas UML en el equipo anfitrión, que en este caso es el equipo PEPsal:  
















Tabla 28: Interfaces y bridges creados por el intérprete VNUML para PEPsal 
como equipo anfitrión 
E1. Directivas para procesar reglas de iptables en el bridge 
Se ha comprobado que las directivas para que iptables se aplique al tráfico en el bridge se 
encuentran activas. 
sysctl –w net.bridge.bridge-nf-call-ip6tables=1 
sysctl –w net.bridge.bridge-nf-call-iptables=1 
sysctl –w net.bridge.bridge-nf-call-arptables=1 
 
E2. Reglas iptables para la arquitectura de PEPsal como 
equipo anfitrión 
Para poner en cola el establecimiento de conexión capturando el segmento TCP con el bit de control 
SYN activo: 
iptables -t mangle -A PREROUTING -i NetR1 -p tcp --syn -j QUEUE 
#O también puede hacerse uso del interfaz físico del bridge 
iptables –t mangle –A PREROUTING –m physdev --physdev-in R1-e1 –p tcp --syn –j 
QUEUE 
Para redireccionar los segmentos TCP entrantes procedentes del equipo HOST al Puerto 5000 en el 
equipo PEPsal: 
iptables -t nat -A PREROUTING -s 192.168.100.0/24 –m physdev --physdev-in R1-e1 -p 
tcp -j REDIRECT --to-port 5000 
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La incompatibilidad con el virtual bridge se manifiesta con esta última regla, aunque la sintaxis a priori 
es correcta, la redirección no se está llevando a cabo.  También se ha probado directamente sobre el 
interfaz del Virtual bridge, y la redirección tampoco ha funcionado: 
iptables -t nat -A PREROUTING -s 192.168.100.0/24 –i NetR1 -p tcp -j REDIRECT --
to-port 5000 
F. Friendliness y Fairness TCP Vegas 
A continuación se muestra la evolución del throughput de la variante TCP Vegas cuando comparte el 





Ilustración 46: Fairness TCP Vegas 
 
 
Ilustración 47: Friendliness entre TCP Vegas y TCP Hybla 
G. Otras gráficas 
G1. Asimetría canal 




    
El análisis realizado sobre el banco de pruebas de la infraestructura satélite determina que la 
asimetría existente entre el canal de transmisión (canal de subida) y el canal de recepción (canal de 
bajada) debe ser de un factor de 1:30 para que existan implicaciones, es decir, la capacidad del 
canal de transmisión debe ser 30 veces inferior a la del canal de recepción, para que existan 
implicaciones en el algoritmo de control de congestión.  En la mayoría de soluciones comerciales el 
factor de asimetría más desfavorable suele estar entorno a 1:10.   
Las siguientes gráficas muestran la afectación que sufre el algoritmo de control de congestión para 
una asimetría de un factor 1:30.   
La limitación del ancho de banda en los ACKs recibidos provoca un aumento del RTT, esto provoca 
que la ventana de congestión TCP Reno y TCP Westwood crezca más lentamente en la fase de 
evitación de la congestión y en el arranque lento.  La eficiencia empeora y aumenta la latencia media 
respecto a un entorno sin asimetría. 
En el algoritmo TCP Vegas el aumento del RTT de los ACKs duplicados, medido por el algoritmo, 
provoca que TCP Vegas reduzca la ventana de congestión interpretando este aumento del RTT en 
los ACKs duplicados como una posible congestión del enlace.  El aumento del RTT en los ACKs 
duplicados realmente se debe a la limitación del ancho de banda de los ACKs recibidos y no a que 
exista congestión en el enlace, como resultado de esta interpretación la eficiencia del algoritmo es 
peor respecto a un escenario sin asimetría.   






Retardo de propagación enlace satélite 520ms ida y vuelta 
Pérdidas del enlace 0% 
Tamaño búfer módem satélite BDP 
Tabla 29: Parámetros emulación enlace satélite asimetría canal 
 
Parámetro Valor Parámetro Valor 
ipserverA 192.168.200.2 delayuplink/delaydownlink 260ms 
ipserverB 192.168.200.3 lossuplink/lossdownlink 0% 
RTT0 300 rateuplink/ratedownlink 512Kbit/10Kbit 
mtu 1540b peakrateuplink/peakratedownlink 592Kbit/14Kbit 
tiempo 120 burstuplink/burstdownlink 39Kb/2Kb 
  limituplink/limitdownlink 34Kb 
Tabla 30: Parámetros entorno script analizarvsatpop.sh asimetría canal 
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Ilustración 48: Ventana de congestión, throughput y RTT escenario con 
asimtería 
 
Ilustración 49: Rendimiento variantes TCP asimetría 1:30 
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G2. TCP Reno sin característica TCP SACKs activada 








Ilustración 50: Ventana de congestión, throughput y RTT para TCP Reno sin 
TCP SACKS activo 
 




    
H. Cálculo del retardo de propagación entre dos antenas 
parabólicas situadas en  estaciones terrestres en Barcelona con 
el satélite geoestacionario Hispasat 
Cuando las antenas no se encuentran en el ecuador, tenemos que hacer uso de los ángulos de 
visión.  En el caso de una estación terrestre situada en Barcelona, la latitud es de 41ºNorte y longitud 
2ºEste.  El satélite Hispasat se encuentra sobre el plano del ecuador a una latitud de 0º y una 
longitud de 30ºOeste: 
La distancia entre la estación terrestre y el satélite será [HTTPANGULOS]: 
 
Ilustración 51: Cálculo de la elevación 
Aplicando el teorema del coseno para el lado d del triángulo: 
𝑑 = √𝑅𝑠2 + 𝑅𝑒2 − 2 · 𝑅𝑠 · 𝑅𝑒 · cos (𝛾) (35) 
Donde Rs es el vector desde centro de la tierra hasta el satélite, Re es el vector desde el centro de la 
tierra hasta la estación terrena, d vector desde la estación terrena hasta el satélite.  En el plano 
triangular formado por los vectores Rs,Re y d, gamma representa el ángulo formado por los vectores 
Re y Rs. Aplicando el teorema del coseno para un triángulo esférico se deduce que: 
cos(𝛾) = cos(𝐿𝑒) cos(𝐿𝑠) cos(𝑙𝑠 − 𝑙𝑒) + sin(𝐿𝑒) cos (𝐿𝑠) 
Donde Le es la latitud norte (sur) de la estación terrena, le la longitud oeste (este) de la estación 
terrena, Ls la altitud norte (sur) del punto subsatelital, ls la longitud oeste (este) del punto subsatelital.  
El punto subsatelital es el lugar donde una línea dibujada desde el centro de la Tierra hacia el satélite 
pasa a través de la superficie de la Tierra.  En el caso particular de un satélite geoestacionario Ls = 0, 
ya que el punto subsatelital está en el ecuador por tanto: 
cos(𝛾) = cos(𝐿𝑒) cos(𝑙𝑠 − 𝑙𝑒) (36) 
Para el caso particular de una estación terrestre situada en Barcelona orientada hacia el satélite 
geoestacionario Hispasat: 
cos(𝛾) = cos(41º) cos(30º − (−2º)) = 0,64 
Re = 6378km 
Rs= 35786km + 6378km = 42164 km 
cos(𝛾) = 0,64 
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Sustituyendo en (35) tenemos que d=38.369km que sería la distancia desde una estación terrena 
situada en Barcelona al satélite Hispasat. Haciendo uso de la ecuación (11) del apartado [3.3.1]: 






= 513 𝑚𝑖𝑙𝑖𝑠𝑒𝑔𝑢𝑛𝑑𝑜𝑠  
 
I. Dinámica de carga de la sonda TCP Probe 
A fin de lograr que la sonda TCP Probe vuelque con éxito los datos en el fichero de captura: 
1. Carga del módulo de la sonda para la captura y volcado de parámetros de la transmisión del 
flujo TCP generado por iperf [7.4.1] o netcat [7.4.3]: 
modprobe tcp_probe port=5001 full=1 
chmod 444 /proc/net/tcpprobe 
cat /proc/net/tcpprobe >$VOLCADOCAPTURA & 
 $PROBEPID=$! 
Con la ejecución de estos comandos conseguimos capturar los parámetros TCP para la conexión 
establecida en el puerto 5001 volcando la captura en el fichero contenido en la variable de entorno 
$VOLCADOCAPTURA y guardando en la variable de entorno $PROBEPID el número de proceso 
asociado a la sonda TCP Probe. 
2. Asignación de prioridades al proceso de la sonda: 
renice -20 $PROBEPID 
ionice –c1 –n0 –p $PROBEPID 
Con la ejecución de estos comandos aseguramos una prioridad preferente para el proceso de 
captura y volcado de datos 
3. Una vez finalizada la transferencia del flujo TCP es preciso finalizar la captura y descargar el 
módulo de la sonda para evitar inestabilidades en posteriores capturas: 
kill $PROBEPID 
modprobe –r tcp_probe 
J. Definición del bridge en el equipo emulador del enlace satélite 
LINK 
Para definir el bridge en el equipo LINK deberemos ejecutar los siguientes comandos: 
/usr/sbin/brctl addbr satlink  
/usr/sbin/brctl addif satlink eth0  
/usr/sbin/brctl addif satlink eth1  
/usr/sbin/brctl setfd satlink 0 
/sbin/ifconfig satlink up  




    
Es importante habilitar el bridge con el último comando una vez ha sido creado, asimismo se ha 
especificado un forward delay de 0 (setfd) para que el bridge realice un forward inmediato de las 
tramas sin introducir un retardo por defecto 
Aparte habilitaremos el modo promiscuo para reenviar (forward) aquellas tramas Ethernet que 
lleguen cuya mac destino sea diferente a la de la propia tarjeta:  
ifconfig eth0 promisc 
ifconfig eth1 promisc 
K. Dimensionado de los búferes de recepción 
En concreto para los búferes de recepción TCP (segundo valor de la variable del kernel 
net.ipv4.tcp_rmem) el tamaño escogido permite que la ventana de recepción esté por encima del 
máximo de la ventana de congestión y al mismo tiempo procurar no consumir demasiados recursos, 
el valor máximo de los buffers de recepción TCP (tercer valor de la variable del kernel 
net.ipv4.tcp_rmem) se ha fijado 8 veces por encima del BDP correspondiente a un enlace satélite de 
capacidad 512kbps y 520ms de retardo, este tercer tamaño no queda reservado en memoria sino 
que es un valor máximo siempre que existan recursos disponibles. 
sysctl –w net.core.rmem_default = 256960 
sysctl –w net.core.rmem_max = 256960 
sysctl –w net.core.wmem_default = 256960 
sysctl –w net.core.wmem_max = 256960 
sysctl -w net.ipv4.tcp_rmem='8192 87380 256960' 
sysctl -w net.ipv4.tcp_wmem='8192 87380 256960' 
sysctl -w net.ipv4.tcp_mem='8192 87380 256960' 
systcl –w net.ipv4.route.flush=1 
Los búferes core hacen referencia a cualquier tipo de conexión, rmem es el búfer de lectura, wmem 
el búfer de escritura.  Los búferes ipv4 hacen referencia exclusivamente a las conexiones TCP: el 
primer valor indica un tamaño mínimo para cada conexión TCP que estará siempre garantizado 
aunque los recursos del sistema se encuentren comprometidos, el segundo valor es el que se 
reserva en memoria por defecto y el tercer valor el tamaño máximo siempre y cuando queden 
recursos disponibles.  La variable net.ipv4.route.flush fuerza que los nuevos tamaños especificados 
sean tenidos en cuenta. 
L. Carga de módulos del algoritmo de congestión en Linux y 
configuración de métricas 
Para conocer los módulos para las variantes TCP que han sido cargados: 
sysctl net.ipv4.tcp_available_congestion_control 
Los algoritmos de control de congestión compilados para el kernel se encuentran en el directorio: 
/lib/modules/`uname –r`/kernel/net/ipv4 
Para cargar el módulo del algoritmo de congestión en el kernel ejecutaremos: 
/sbin/modprobe tcp_vegas #Variante TCP Vegas 
/sbin/modprobe tcp_westwood #Variante TCP Westwood 
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El caso de TCP Hybla es particular y acepta el tiempo de referencia rtt0 como parámetro de entrada 
del módulo, por defecto este tiempo de referencia es de 25ms 
/sbin/modprobe tcp_hybla rtt0=$RTT0 #Variante TCP Hybla 
Donde $RTT0 es el tiempo de referencia en ms [5.2.3] 
Para seleccionar el algoritmo de control de congestión TCP una vez cargado en el kernel el 
correspondiente módulo ejecutaremos el comando: 
sysctl -w net.ipv4.tcp_congestion_control=vegas #Variante TCP Vegas 
sysctl –w net.ipv4.tcp_congestion_control=hybla #Variante TCP Hybla 
sysctl -w net.ipv4.tcp_congestion_control=westwood #Variante TCP Westwood 
Cuando van a realizarse diversas mediciones o análisis desde la misma dirección IP origen es 
importante indicar al kernel que no guarde información de las métricas entre diferentes sesiones 
TCP.  Ejecutaremos: 
echo 1 > /proc/sys/net/ipv4/tcp_no_metrics_save 
M. Instalación y configuración de PEPsal en la máquina UML 
Con la finalidad de poder compilar el binario de PEPsal se ha instalado el paquete iptables-dev 
puesto que el código fuente de PEPsal hace uso de librería libipq 
apt-get install iptables-dev 
Se ha editado el código fuente de PEPsal y se ha modificado para que incluya la ruta correcta a la 
cabecera libipq.h:  
#include <libipq.h> 
El código fuente de PEPsal permite cambiar la variante TCP del algoritmo de control de congestión a 
través de las opciones del socket.  El ejecutable de PEPsal acepta como parámetro de entrada la 
variante TCP del algoritmo de congestión que deseamos evaluar: 
pep $VARIANTE_TCP 
Donde $VARIANTE_TCP será cubic, hybla, westwood o vegas  
Antes de ejecutar PEPsal es necesario hacer las modificaciones pertinentes en las reglas del firewall 
de Linux haciendo uso de iptables para encolar las peticiones SYN procedentes del HOST y redirigir 
el resto de segmentos TCP al puerto 5000 para que PEPsal pueda establecer una nueva conexión 
con el SERVER con la nueva variante TCP especificada: 
Siendo el interfaz eth0 de la máquina UML PEPsal el que se encuentra conectado al bridge NetR1, 
todos los paquetes procedentes del HOST con el bit de control SYN activo en dirección al SERVER 
entran por este interfaz 
Aquellos segmentos TCP cuya dirección IP origen pertenezca a la red 192.168.100.0/24 deben ser 
redirigidos al puerto 5000.  PEPsal tiene un socket abierto en ese puerto.  Cuando llegué la petición 
de conexión con el bit de control SYN activo desde el equipo HOST, PEPsal la capturará y 
establecerá una nueva conexión TCP con el equipo SERVER, a partir de entonces redirigirá el resto 
de segmentos que lleguen al socket abierto en el puerto 5000 hacia el equipo SERVER pero esta vez 
usando la variante TCP especificada realizando de este modo un split de la conexión TCP, las reglas 
de iptables a introducir serán:  
 




    
SAT_RECV="192.168.100.0/24" 
iptables -t mangle -F 
iptables -t nat -F 
iptables -t mangle -A PREROUTING -i eth0 -p tcp --syn -j QUEUE 
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