Abstract-The Great East Japan earthquake that occurred on March 11, 2011 resulted in devastating damages to J-PARC. Although damages to the superconducting magnet system for the J-PARC neutrino beam line appeared to be relatively small, a long recovery procedure was required to resume the operation. Except for this long shutdown period, the system has been operated stably ensuring good accumulation of the physics data. The paper reports on the operation status including the damages by the earthquake and its recovery process. Repair of the insufficient cooling of steering corrector coils, which was present prior to the earthquake, was also performed during the recovery process. The paper also reports on the repair.
Status of Superconducting Magnet System for J-PARC Neutrino Beam Line I. INTRODUCTION
T HE J-PARC [1] neutrino beam line, which serves for the T2K experiment [2] , contains a 150 m long superconducting primary beam line that transports the proton beam extracted from the J-PARC main ring. It bends the beam by 80 degrees to shoot the neutrino beam toward Super-Kamiokande located 295 km west of J-PARC. The superconducting beam line, which is designed to accommodate the maximum proton energy of 50 GeV, consists of 28 superconducting combined function magnets (SCFM). The SCFM uses two single layer left/right asymmetric coils, which approximate a sum of cos(θ) and cos(2θ) current distributions to provide a combined function [3] . The concept enables us to reduce the number of magnets required without reducing beam acceptance [3] . The same mag- T. Ogitsu, Y. Makida, T. Nakamoto, K. Sasaki, O. Araoka, Y. Fujii, M. Iida, T. Ishii, R. Iwasaki, N. Kimura, T. Kobayashi, T. Nakadaira, K. Nakayoshi, H. Ohhata, T. Okamura, R. Okada, K. Sakashita, M. Shibata, M. Sugano, and M. Yoshida are with KEK, High Energy Accelerator Research Organization, Naka-gun, Ibaraki, Japan (e-mail: toru.ogitsu@kek.jp).
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net can serve as bending magnet and focusing or defocusing magnet with the same bending direction by alternating direction of the magnet with respect to the beam. Overall, utilizing the SCFM optimizes the cost of the beam line. It is the first time that superconducting magnets based on such a design concept have been adopted for a real beam line. The beam line construction was started in 2004 and completed in 2008 [4] , [5] . After 3 months of hardware commissioning [6] , the beam commissioning was started in April 2009 [7] . The beam operation for a physics run was started in Jan. 2010 with the proton beam energy of 30 GeV. The beam power was gradually increased to about 120 kW until the long downtime caused by the great east Japan earthquake on March 11, 2011. The physics run prior to the earthquake gave the first indication of the electron neutrino appearance from the muon neutrino beam produced at the J-PARC neutrino beam line [8] . The physics run was resumed at the beginning of 2012 to reach the first milestone of the T2K experiment, the discovery of the electron neutrino appearance.
The paper presents the operation status of the superconducting magnet system, including the damage and recovery from the great east Japan earthquake. Incidents and problems that caused downtime of the beam operation and improvements to avoid those incidents and problems are also reported.
II. DESIGN OF THE SUPERCONDUCTING MAGNET SYSTEM
A. Superconducting Combined Function Magnet [9] , [10] The cross section of the magnet is shown in Fig. 1 . As shown in Fig. 1 . the pole of the coil is tilted towards the high field side by about 20 degrees, resulting in a left/right asymmetric coil. The coil inner diameter is 173.4 mm, the outer diameter is 204 mm and the physical length is 3.6 m. A pair of coils produces a dipole field of 2.6 T, a quadrupole field of 19 T/m, and a magnetic length of 3.3 m, with an operating current of 7345 A. The coil is encased in plastic collars, which are made from fiberglass-filled phenol plastic. The plastic collars provide the ground insulation as well as the alignment with respect to an iron yoke structure. The yoke, made of fixing laminations (5.8 mm thick) and spacer laminations (6 mm thick), is sub-stacked in a pack about 20 cm long. The upper and 1051-8223/$31.00 © 2012 IEEE lower yokes are locked together by steel keys, providing the coil pre-stress of 80 MPa as assembled. Construction of the magnet is completed with a 10 mm thick stainless steel shell, which also serves as the helium vessel. The SCFM cold mass outer diameter is 570 mm, which is the same as the LHC arc dipole magnets, so that a common baseline design of the cryostat can be used.
To simplify the system and optimize the cost, a two-inone structure cryostat has been adopted [11] . Two identical SCFMs are alternated in direction with respect to the beam. They produce the same dipole field but alternated quadrupole fields that form an optical doublet. The cryostat with the cold mass is about 10 m long and weighs about 22 tons. The design of the cryostat is based on the LHC arc dipole cryostats [12] . LHC common parts, such as shield trays, support posts, and vacuum vessels are used to take advantage of LHC mass production. The support legs, however, were redesigned to sustain a horizontal force of 10 tons for each magnet.
All the SCFMs are excited in series by a single power supply. Protection of the SCFMs is made by cold diodes that are attached to each SCFM and quench protection heaters that are triggered by the magnet safety system (MSS) [13] . [14] , [15] The cryogenic system consists of a refrigerator system in the building at ground level, the cryostats in the 12 m deep underground beam line tunnel, and a transfer tube that connects the refrigerator and the cryostats. The refrigerator provides cooling power of 1.2 kW at a temperature of 4.5 K. Supercritical helium is circulated by a cryogenic pump that produces a flow rate of 300 g/s with a discharge pressure of 0.4 MPa. The helium is transferred to the upstream-most magnet by a transfer tube, then flows through the magnet helium vessels, which are connected in series. The pressure drop of the forced flow supercritical helium is expected to be about 0.1 MPa. The refrigerator also supplies 60 K helium gas to cool the 60 K shield line with a cooling power of 1.5 kW. The transfer tube, which has a length of about 100 m, contains four helium lines: supercritical helium flow, supercritical helium return, 60 K gas helium flow, and 60 K gas helium return. The transfer tube contains the superconducting leads that can supply 7345 A current to the magnets.
B. Cryogenics

C. Interconnect Components
Interconnect cryostats are installed in between doublet cryostats. Four kinds of interconnects are used: 1) 3 correctors, 2) 5 beam monitors, 3), 4 quench relief valves, and 4) 1 empty.
The beam steering corrector magnets wound with superconducting NbTi/Cu wires were supplied by BNL as a US in-kind contribution to the T2K neutrino experiment [5] , [16] . Each corrector magnet with a C1010 copper bobbin consists of a 2-layer normal dipole coil over a 2-layer skew dipole coil. Each coil on the same corrector magnet structure can be independently energized to produce an integral dipole field of 0.1 Tm at an operating current of 43 A. The coils are encased in a 20 mm thick yoke tube, producing the magnet structure of 800 mm in length, 150 mm in inner diameter, and 220 mm in outer diameter. The corrector is conductively cooled by an 5N-class aluminum strip that is attached to a supercritical helium flow line. An additional 5 K shield that is cooled by the supercritical helium return line is also installed in the interconnect cryostat.
The beam monitor interconnects are equipped with beam profile monitors and beam position monitors. The beam profile monitors, which use secondary electron emission from titanium foils, would be destroyed by full beam power. A movable structure in the cryogenic vacuum environment is installed to enable the monitor to be removed from the beam line during operation.
The quench relief valve, whose set value is controlled by pressurized helium gas, releases helium vessel pressure in the event of a quench [17] . The release pressure is set as high as 1 MPa during cool down, while during normal operation it is set to 0.45 MPa. The vacuum vessel is equipped with rupture discs that release pressure if there is a helium leak from the helium vessel to a vent line.
III. OPERATION OF THE SYSTEM
A. Beam Operation Statistics
The first beam operation started in April 2009 with a proton energy of 30 GeV. The SCFM field is controlled to match the beam energy resulting in an operating current of about 4360 A. The beam operation in 2009 was used for beam commissioning and beam power was limited to less than 1 kW. Beam operation for physics started in January 2010. Operational statistics of the superconducting magnet system for the physics runs to date are summarized in Table I . The table summarizes the duration of each physics run, the allocated beam time, the maximum beam power, the number of down incidents of the magnet system, the total downtime and its percentage with respect to the beam time. The types of incidents are also described in the Table. As described in a later section, the great east Japan earth-quake that occurred on 11th March 2011 caused about 10 months of shutdown for J-PARC. Before the earthquake the total allocated beam time to the neutrino beam line was 2530 hours, while after the earthquake it was 1296 hours. The downtime ratio before earthquake was very small, about 0.6%. The refrigerator trip (a) and vacuum trip (c) were caused by bad connections of the connectors that were fixed after the incident. The current lead trip (d) was caused by failure of the output module for the current lead flow control valve. The output module was replaced after the incident. The beam induced quench (b) was caused by an operational mistake involving the beam profile monitors. The detail of the quench is described in the next section.
After the earthquake, the downtime ratio increased to about 3.5%. The majority of the incidents causing beam line downtime were the four magnet trips (e) that were caused by false interlock signals from the magnet safety system. Intense investigation of the cause was carried out, and it was found that there were a few bad solder joints on the logic boards that may have been caused by the earthquake. The joints were carefully fixed and now a system dry run is under way to check its stability. The other incident, the compressor trip (f), was caused by a short blackout. After the incident, the recovery procedure from such incidents was reviewed and modified to reduce the recovery time to less than 6 hours.
B. Beam Induced Quench
On 28 November 2010 the first accidental beam induced quench was observed. The direct cause was an accidental beam collision with a beam profile monitor frame. The interlock that prohibits the beam injection when the beam profile monitor is placed in the incorrect position was disabled. The beam, which had about 90 kW (3.2 s cycle; ∼290 kJ) of power, was injected while the profile monitor was still moving out from the beam aperture. The beam collision resulted in about 100 kJ of beam loss. The scattered beam induced the magnet quench.
The observed signals from the magnet system are shown in Fig. 2(b) . For comparison the similar plot from the intentional beam induced quench with 1.8 kJ beam on 28 May 2009 [7] is shown in Fig. 2(a) . The quenched magnets were the focusing SCFM of the third doublet (A1_QDF03_U) for plot b), and the defocusing SCFM of the 12th doublet (A1_QDD12_U) for plot a). Plot a) indicates that the voltage of the quenched magnet gradually increases until the magnet current starts to decrease. It temporarily decreases due to the inductive voltage but then increases again indicating a rapid spread of the normal zone. The voltage reaches the cold diode turn on voltage of 6 V at the time of 0.26 s, then starts to decrease indicating that the current starts to bypass the magnet through the cold diode. In the case of plot b), the voltage of the quenched magnet rises instantaneously to the turn on voltage of 6 V, then decreases monotonically indicating that the current bypassed the magnet through the diode. The instantaneous voltage rise of 6 V suggests that more than 18% of the magnet coil was quenched by the beam loss.
The magnet system recovered to the normal cooling condition within two hours after the quench, and all the SCFMs were excited to an operating current of 4400 A without any problems. The beam operation was quickly recovered afterwards. Of course the disabled interlock that caused the incident was enabled before the beam operation.
IV. THE EARTH QUAKE: DAMAGE AND RECOVERY
A. The Great East Japan Earth Quake
The great east Japan earthquake occurred on 11 March 2011 at 14:46 JST in the north-western Pacific Ocean at a relatively shallow depth, 32 km, with a magnitude of 9.0 Mw, with its epicenter approximately 280 km north east from J-PARC. A peak acceleration of about 8.5 m/s 2 and a peak velocity of about 1 m/s were observed at Mito city (20 km south-west from J-PARC) [18] . GPS data indicate that Tokai, the village where J-PARC resides, was moved by the earthquake about 1.0 m horizontally and 0.3 m vertically with respect to west Japan [19] .
The earthquake produced devastating damages to J-PARC facilities [20] . Except for the Linac building many of the major buildings did not seem to be damaged badly; however, the exterior facilities were damaged badly in many places. The waterworks and electrical substations were seriously damaged. Although the tsunami, with height estimated to be about 6 m, came to the shore of J-PARC, it did not penetrate into the J-PARC site. The most important thing for J-PARC was that there was no injury to the staff.
At the time the earthquake occurred, the superconducting magnet system was in an idle mode where the beam operation was suspended and none of the magnets were excited. The refrigerator was in steady state operation mode with all the magnets cooled to 4.5 K. The system was shut down by a blackout that occurred immediately after the earthquake. No explosions or major leakage of gases were observed.
B. Recovery Procedure
No major damage was apparent at the first visual inspection of the superconducting magnet system. The recovery procedure, however, took a very long time. The events and the recovery procedures after the earthquake are summarized in Table II . On the date of the earthquake, we did not perform any serious inspection of the system. Only the minimum safety check was performed. Serious damage investigation could not be performed until the infrastructure (electricity, waterworks) had been restored at the J-PARC site. The minimum safety procedure such as equalizing pressures in the system was performed manually. Partially because of a lack of manpower, the recovery took about two weeks to restore the 100 V AC, while for higher voltage lines it took another week. The waterworks recovery took 18 days and recovery of the air conditioner of the tunnel took 23 days. Serious investigation of the ground level facilities was started on 29 March 2011. The investigation included leak check, turbine and supercritical helium pump inspection, compressor inspection, and cold box interior inspection. No serious damage was found during the investigation. For the magnet system in the tunnel, a leak check of the helium line was first performed and no leaks were found. The magnet electrical checkout including ground insulation checks, resistance measurements, and instrumentation connection tests were also performed. The inspection of the magnet cryostat interior was performed on 15 April 2011. The inspection was made visually using a video scope to check the integrity of the support posts. After the investigation, it was concluded that the system was OK for cryogenic operation. A cryogenic test operation was started in mid-May to confirm the system integrity. The operation included the cool down of the magnet system as well as magnet excitation. The test was completed in June successfully.
C. Realignment of the System
Although the system integrity was confirmed by the cryogenic test operation, the result of the alignment survey in May indicated a serious misalignment of the magnets as shown in Fig. 3(a) . The survey was made for the magnets as well as tunnel fiducials that were attached to the tunnel wall with respect to the global coordinate system given by the GPS system. The survey result indicated that the misalignment was caused by displacement of the tunnel structure. The biggest misalignment is shown at the fifth doublet (SC05). It should be noted that between SC05 and SC06 there is also a big discontinuity. This is the location where an expansion joint, a structural joint of the tunnel structure, is located. The discontinuity was caused by the expansion joint displacement. The cryostat interconnects were designed and made flexible enough to accommodate such a discontinuity so that the system can be operated cryogenically. In terms of beam operation, however, the misalignment of the magnets was not acceptable and had to be corrected. New alignment data were made with respect to the tunnel fiducials using the May survey result. The magnet realignment work was done in Aug. with respect to the tunnel fiducials (Fig. 3(b) ). The survey of the magnets and the tunnel fiducials with respect to the global coordinate system was made again in October 2011 and the result is shown in Fig. 3(c) . Although the result shows a big misalignment, it did not show a large discontinuity. It was concluded that the magnets can be used for the beam operation in their present location. The cause of the misalignment was not clearly identified. Some geographical data indicated a relatively large movement of the land even after the earthquake [19] . The movement was considered to be introduced by the significant number of earthquakes that occurred after the great east Japan earthquake. There is reasonable evidence that the misalignment was caused by those earthquakes. It should be noted that a similar misalignment was shown in the tunnel fiducials indicating the tunnel structure displacement.
Beam operation was resumed in January 2012. Sufficiently good beam operation condition was obtained with an adjusted nominal SCFM operating current of 4345 A without corrector operation. The beam power was gradually increased from 120 kW and reached 200 kW in June 2012 securing good accumulation of physics statistics.
V. IMPROVEMENT OF THE CORRECTOR
A. Corrector Quenches and Their Cause
During the hardware commissioning of the magnet system, it was found that all six corrector coils consistently quenched around 13 A. The quench data taken at that time indicated that the quench started from the superconducting leads of the coils. The results strongly indicated that the cause of the quench was insufficient cooling of the corrector leads. The schematic drawing of the corrector leads is shown in Fig. 4 . The copper bus bars (C1020), 12.5 mm wide and 2 mm thick, are utilized to feed the current to the coils at a temperature below 100 K. The bus bars are mainly cooled by three thermal anchors as shown in Fig. 4 . Thermal anchors 1 and 2 are connected to the supercritical helium flow line by pure aluminum strips. Thermal anchor 3 is cooled by aluminum strips that are connected to the supercritical helium return line. Between the thermal anchor 3 and 1, the superconducting wires, which were 3.5 mm wide and 1.9 mm thick with a critical current above 1000 A at 5 T, were fully soldered on the copper bus bars. The superconducting leads from the coils were soldered adjacent to the superconducting wires as shown in Fig. 4 . As described in the previous paper [21] , additional Cernox thermometers were added to the correctors and to the bus bars at the 8th interconnect location to diagnose the problem.
The measured temperatures are summarized in the Fig. 4 . The temperatures indicated at the left side of the arrows are the temperature measured in September 2010. The temperatures of the copper bus (indicated as Upper Bus and Lower Bus) show 12.9 K and 14 K, far above the critical temperature of NbTi. The result indicates the insufficient cooling of the bus bars. It is probable that joints between the bus and the superconducting leads from the corrector coils are also not cooled sufficiently. If the temperature was above the critical temperature the leads close to the bus must be normal. The copper stabilizer of the leads may carry the current to the level of 10 A without quenching the corrector coils. But above that current the heating at the leads may exceed the corrector coil cooling and cause the corrector coil to quench.
B. Improvement of the Corrector Bus Cooling
The result strongly suggests that thermal conductance between the thermal anchors to the bus bars has to be improved. The original insulation system consists of 0.025 mm thick polyimide tape with a half overlap and coated with epoxy resin. The surface of the tape could be uneven due to epoxy resin hardening. The poor thermal conductance may be introduced from uncontrolled epoxy thickness and/or the low thermal contact area between the bus insulation and the thermal anchors. In summer 2011, the original polyimide insulation was removed at the locations of the thermal anchors and replaced with a new insulation system. The new insulation system is made of machined aluminum nitride (AlN) ceramic with a thickness of 0.5 mm. The contact surface area from the thermal anchor 3 to the bus bar was increased from 24 cm 2 to 72 cm 2 , and that from anchor 1 increased from 12 cm 2 to 24 cm 2 . By these modifications, the nominal thermal conductance of the insulation material was improved from 0.48 W/K to 29 W/K. The thermal contact between the AlN ceramic and the anchor or the bus was planned to be made by 0.1 mm thick indium sheet. It was found during the assembly test of the system, however, that flow of the indium sheet might cause electrical contact between the anchor and the bus. The use of the indium sheet was then abandoned and replaced with Apiezon N grease. The pure aluminum strip thermal links between the supercritical helium lines and the thermal anchors as well as the corrector coils were also reinforced.
Corrector tests after the modification were carried out in December 2011. The measured temperature values are summarized in Fig. 4 at the right side of the arrows. The temperatures of the bus were lowered from 12.9 ∼ 14.0 K to 6.9 ∼ 7.6 K, below the critical temperature of the NbTi. The corrector coil temperatures were also improved from 5.2 ∼ 6.1 K to 4.8 ∼ 5.8 K. Excitation tests were made for all the corrector coils and they all reached 50 A exceeding the nominal maximum operation current of 43 A. During the excitation test one of the corrector coils was excited up to 92 A without quenching. Although the excitation was caused by a control system error, which was fixed afterwards, it actually proves that the correctors now have very large operation margin.
VI. CONCLUSION
The superconducting magnet system for the J-PARC neutrino beam line has been in operation for physics running since January 2010. The operation was relatively stable until the long downtime caused by the great east Japan earthquake. The causes of the few incidents that interrupted the operation were quickly removed and the same incidents never occurred again. The physics data accumulated before the earthquake already gave the first indication of the electron neutrino appearance. After the intense recovery work normal operation of the system started in January 2012. Insufficient cooling of the corrector coil buses that was observed before the earthquake was corrected during the recovery work. It was confirmed that all the correctors are now able to operate up to their nominal operating current. During the operation from January to June 2012, a few interruptions caused by false triggers of the interlock system have been observed. The cause of the false triggers was identified and removed during the summer shutdown in 2012. The system is now ready for next operation that will start in October 2012.
