Abstract. This paper describes a de nition of the range image segmentation (of polyhedral scenes) problem, a data set to use in evaluation, a method for specifying ground truth, and a set of metrics to classify segmentation results against ground truths.
Introduction
\In general, standardized segmentation error metrics are needed to help advance the state-of-the-art. No quantitative metrics are measured on standard test images in most of today's research environments." (page 11, 1988 NSF Range Image Understanding Workshop proceedings 9]) \Comparison of segmentation results is di cult. This is because of the di culty in implementing other people's algorithms due to lack of necessary details. In many cases, we have not been able to reproduce the published results by using the authors algorithm. This is further complicated by the fact that there is no standard evaluation criterion." (PAMI, May 1994 12] )
Interesting comparative studies have recently been performed for stereo analysis 4] and optical ow 2]. In 2], the authors implemented the nine di erent techniques they compared. This approach su ers from two drawbacks. First, the amount of work required by the single group is enormous. Second, a re-implementation can potentially produce results different from those of the original implementation. By contrast, the authors of 4] designed a test framework and distributed instructions and data to ve groups. This approach also has drawbacks. Time and e ort are spent coordinating results from the di erent groups. Additionally, some techniques may have been re ned since their last published report. In 4] , only three of the ve groups had reported results in time for the publication, and the three techniques reported could not be directly referenced in the literature. Acknowledging the inherent problems, we have elected to pursue the approach of designing and distributing a comparison methodology.
A noticeable shortcoming of the methodologies reported in 2, 4] is the lack of ground truth. Obtaining ground truth for vision problems can be extremely di cult, but as the authors of the stereo evaluation stated, \: : : there is no substitute for assessing quantitative issues." Additionally, the real imagery used in both these comparative studies came from existing archives (this was explicitly recognized as a problem in 4]). Instead, we have taken the approach of rst de ning our problem domain as completely as possible, allowing us to design and acquire imagery to best support the study. This paper is meant to serve two functions. First, we have matured some of the general ideas of a comparative methodology beyond those in existing works. Second, we have created a framework for comparison of range image segmentation techniques, including:
1. A rigorous de nition of the problem of segmentation of a range image of a polyhedral scene, 2. A data set meant to o er challenging testing across the dimensions of the de ned problem, 3. A method for specifying a ground truth segmentation of a range image, 4. A set of metric de nitions of segmentation region classi cations, including over-segmentation and under-segmentation, and 5. A set of tools to help create the data set and ground truths, and to compare the results of segmentation techniques on the data set against the ground truths using the de ned metrics.
Problem De nition
It is interesting to note that in four well-known textbooks 1, 5, 6, 10], the formal de nitions of segmentation are all at least slightly di erent. For our purposes, we will start with (page 458, 5]): "Let R represent the entire image region. We may view segmentation as a process that partitions R into n subregions, R 1 ; R 2 ; : : :; R n , such that 1. n i=1 R i = R, 2. R i is a connected region, i = 1, 2, : : :, n, 3. R i \ R j = ; for all i and j, i 6 = j, 4 . P(R i ) = TRUE for i = 1, 2, : : :, n, and 5. P(R i R j ) = FALSE for i 6 = j, where P(R i ) is a logical predicate over the points in set R i and ; is the null set."
Item 5 of this de nition must be modi ed to apply only to adjacent regions, as disjoint regions may well have the same properties. In 10], this item of the definition was included, but item 2 above was left out. Beyond this, however, there are several pieces of this de nition that do not t our speci c problem domain. First, there are cases where the value of a range pixel does not represent a surface (there is a noisy measurement, the area measured for a pixel covers more than one surface, the range sensor cannot make a measurement, ...). We could require that every pixel be given a label which corresponds to the surface that exists along the ray of measurement of the pixel. However, it seems more realistic to speak of segmentation in terms of the pixel values, rather than of the surfaces imaged. This leads to allowing`noise regions', perhaps of various types. Regarding the above de nition, noise regions do not satisfy the same predicate constraints (items 4 and 5) as regions that represent surfaces. In essence, they satisfy the complement of this predicate. It is also often convenient to use the same region label for all noise or non-surface pixels in the range image.
This violates item 2 of the above de nition. We restrict the class of connectivity to 4-connectedness. The projection of any planar surface does not have any required single diagonal pixel connections, except for where the projection width is smaller than one pixel's width, a case we ignore.
For the initial version of our study, we assume that we are segmenting range images of polyhedral scenes. (This is a more restrictive domain than general planar surfaces; the top of a cylinder is a planar surface, but a circular planar surface is not found in a polyhedral scene.) Also, we assume that the segmentation is`crisp'. No sub-pixel labelings are allowed, and no multiple or`fuzzy' pixel labelings are allowed.
Test Data
Range image data is typically acquired either through a laser range nder or a triangulation technique. Thus, we are using the following sources for range images. One is the ABW structured light scanner 11] (512 512 pixels, 8-bit range with 8-bit registered intensity). Another is the Perceptron laser range nder 8] (512 512 pixels, 12-bit range with 12-bit registered re ectance). The third is a synthetic range camera (512 512 pixels, 8-bit range only).
We have initially acquired a set of 40 images for each of the ABW and the Perceptron scanner. The real imaging devices have di erent elds of view and sensing volumes, and so it is not possible to image identical scenes. However, we have imaged scenes of roughly comparable levels of complexity.
Synthetic data
Consider the possible`range of dimensions' of the segmentation problem:
1. Size (in pixels) of surface 2. Number of surfaces in the image 3. Incident angle of surface to viewpoint 4. Crease edges angle between two surfaces of edge, incident angle of edge to viewpoint, edge length (in pixels) 5. Jump edges amount of depth discontinuity between two surfaces of edge, edge length (in pixels) 6. #-bits/pixel (quantization level) 7. Amount / type of noise (besides quantization)
Acquiring real data to test across this range of dimensions would be a prohibitive e ort. However, testing on such a set of imagery gives us a systematic method of nding`failure points' or`tolerances' of algorithms. Therefore, we include a body of synthetic data. Some of the dimensions naturally overlap (such as 1 and 2, or 3 and 4b). Further, we feel that item 7 is relatively less useful. Item 6 could prove important, but for our initial e ort, we do not wish to ask too much of participating groups. Most existing algorithms were probably implemented for a speci c quantization level, whose re-coding could prove costly. We have developed a tool which will take image region speci cations as input, place appropriate planar surfaces in a synthetic world, and take a snapshot with a synthetic camera. Figure 1 shows the seven parameters set to yield image regions with desired speci cations: the row,col location of the region, the region's width and height in pixels, the range distance at the center point of the region, and the horizontal and vertical tilt of the planar surface that the region is a projection of. The camera uses an orthogonal-axis coordinate system 3]. Minimum image region size 13 regions of sizes 3 3, 3 4, 4 4, 4 5, : : :, 9 9 are each placed in 13 di erent locations in the image plane (to give varying incident angles), giving a total of 169 regions. A single backdrop plane is placed parallel to the image plane at a range distance of 195 at its central point. There are 9 copies of this image, with the regions in the same image locations, but having di erent planar origins: 40 , 60 and 80 tilts of the planes with respect to the image plane, and range distances of 50, 100 and 150 to the central point of each plane (the combination of the 3 tilts 3 distances gives 9 images). The large tilt angles of these regions re ects the fact that most small regions (of interest in imaging) are highly foreshortened projections. in multiple locations of the image plane. Each of the distances, other than 2, also gets its own image. In these 14 images the distance is kept constant and the three tilt angles (see Figure 3 ) are varied as 1=3, 2=3 and 3=3 fractions of the distance (in degrees). For instance, the angles for a distance of 8 are 2 , 5 and 8 .
There are 27 possible combinations of the tilts, and so each individual region-pair test is placed in 3 di erent locations in the image. Number of surfaces Previous tests were meant to search for oversegmentation and under-segmentation tolerances at the extremes. This test is intended to look for such trends across the middle spectrum of region sizes, crease edges and jump edges, by varying the number of surfaces. Each image is this test set is divided up into an N N grid, where N takes on the values 2, 3, 4, : : :, 13 (giving 12 images in the set). Each grid location is completely lled with a region, at either a ?20 or +20 horizontal tilt. Across a row, the tilts are alternated, giving somewhat of a`ridges' e ect. Alternating rows are started on alternating tilts. This has the e ect of presenting 40 crease edges across rows, and jump edges between rows.
Measuring Performance
The ground truth for a synthetic image is just the set of instructions given to the above described tool which creates the synthetic range image. The ground truth for a real image consists of the following:
1. a segmentation of the image into regions, each of which belongs to one planar surface patch in the scene, also allowing for non-surface pixels, 2. an (implicit) correspondence of regions in the image to planar faces in the world, and 3. for neighboring regions in the image which represent faces of the same object, the angle between their surface normals as measured in the world.
The image segmentation
We have developed a tool which allows a human operator to create a ground truth segmentation. Interpretation errors that a human might make should be small enough relative to machine segmentation errors to be irrelevant. However, each ground truth is reviewed by a second person.
The operator's instructions are to hand-trace the border of each visually distinguishable planar patch. The actual tracing is done in a magni cation window that allows easy visualization of individual pixels. The operator is shown the value at each pixel and is also able to use small local contrast enhancement in the magni cation window. Finally, in order to create as accurate a ground truth as possible, the operator is able to switch between looking at either the range or intensity/re ectance image (if available).
Ten labels are reserved, only three of which are currently used. One is for all pixels which were not assigned a range value by the sensor (shadow pixels). A second is for pixels which the human interpreter feels certain are noisy readings of a single surface (noise pixels). The third is for pixels which the human interpreter feels have a footprint across more than one surface (cross-edge pixels). In practice we have found that human interpretation can only be relied upon to nd such pixels when they are along jump edges. Along crease edges, the judgment call is virtually impossible. Therefore, all pixels along crease edges are labeled as belonging to some region (assuming they do not contain the more obvious`noise'). Figure 4 shows a snapshot taken while the ground truth tool was running upon an ABW scanner image. The tool has been tested upon several of sample images of the types described in Section 3.
Angles between surfaces
Measuring planar normals for a statistical comparison presents several problems. A normal is dependent upon the relative coordinate system, and also upon the method used to t a plane to a region's points. In order to remove some of the dependency of measurements upon absolutes, we approach normal measurements indirectly through the angle between two A region R n in the GT and a set of regions in the MS R m1 ; : : :; R mx , where 2 <= x <= M, are classi ed as an instance of over-segmentation if 8i 2 x; O min (m i ) >= T P mi (at least T percent of the pixels in each region R mi in the MS are marked as pixels in region R n in the GT), and P x i=1 O min (n) >= T P n (at least T percent of the pixels in region R n in the GT are marked as pixels in the union of regions R m1 ; : : :; R mx in the MS). A region R n in the GT that does not participate in any instance of correct detection, over-segmentation or under-segmentation is classi ed as missed.
A region R m in the MS that does not participate in any instance of correct detection, over-segmentation or under-segmentation is classi ed as noise. Now consider the over-segmentation de nition. It states that each MS region in the set must overlap by at least T percent of its pixels the candidate oversegmented GT region. Therefore, because T > 0:5, each MS region can be considered in at most one mapping of over-segmentation. In the other direction, if the union of the set of MS regions overlaps the GT region by at least T percent of its pixels, then once again there is not enough left of the GT region to use in another over-segmentation.
Finally, there is the possibility of considering subsets of the total possible set of MS regions that could contribute to the mapping. However, any subset causes the percentage of the GT region which is covered to be lowered. If we require the maximum possible covering (where each MS region still satis es the metric), then we require the total set. Hence, each GT region can be considered in at most one oversegmentation mapping. Reversing the direction of arguments between GT and MS regions proves the same for an under-segmentation mapping.
With any given mapping (of correct detection, oversegmentation or under-segmentation), there are two associated overall metrics (computed as per the two parts of each de nition). If for any given region only one mapping passes its de nition, then the classication is done. When two or three mappings pass their de nitions for the same region, then the mapping which has the highest average of its metric-pair is taken as the correct classi cation. On equal averages, we bias towards selecting correct detection, then oversegmentation, then under-segmentation. One could view this procedure as deciding which mapping gives the overall best overlap between the two images. In Figure 5 , the best mapping would be case III (GT region A and MS regions 1 and 2 are classi ed as an instance of over-segmentation, and GT region B is classi ed as a missed region).
Comparison Output
We have created a tool which automatically reads in a GT segmentation and a MS segmentation and computes the above de ned classi cations. A table indicating all mappings and classi cations is output. For each mapping, the metric-pair used to support the classi cation is given. The total number of correct detection, over-segmentation and under-segmentation classi cations is given, along with the average metricpair for each. Figure 6 shows an example of the output from this tool. Any pair of regions R n1 and R n2 in the GT image which represent adjacent faces of the same object in the scene have their angle recorded in the truth data. Call this angle A n . If R n1 and R n2 are both classi ed in instances of correct detection, then the angle between the surface normals of their corresponding regions in the MS image is computed. (It is assumed that the normals for each region in the MS are supplied with the segmentation.) Call this angle A m . The absolute value of the di erence between these two angles is computed, jA n ?A m j. This is done for all such possible comparisons (i.e., depending on how many correct detection classi cations were made). The number of angle comparisons and the average error is reported.
Discussion
As noted by the authors of 4], this type of comparative work requires a \signi cant e ort." However, it also o ers important bene ts. We wish to make it clear that we do not expect this study to pro er a single segmenter that clearly out-performs all others in all possible task domains. However, we do expect the comparative analysis to highlight strong and weak points of techniques, both singly and collectively. This information should help potential users match tasks to the`best available' segmenters, freeing their time for other concerns. Similarly, research e ort could be directed at areas which the comparison points out as being poorly solved (collectively) by existing techniques.
Admittedly, the domain for segmentation described in this paper could be expanded. Our rst step here is to ascertain whether existing methods can be said to have mastered the domain of planar surfaces. Ideally, members of the research community would continually add to the data set described herein to re ect higher goals and domains for future segmentation techniques. Further discussion, as well as le formats and other technical details, can be found in 7].
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