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Let G = (V, E) be a graph with V = {1, 2, . . . , n}. Denote by S(G)
the set of all real symmetric n× nmatrices A = [ai,j]with ai,j = 0,
i = j if and only if ij is an edge of G. Denote by I↗(G) the set of all
pairs (p, q) of natural numbers such that there exists a matrix A ∈
S(G) with at most p positive and q negative eigenvalues. We show
that if G is the join of G1 and G2, then I↗(G)\{(1, 1)} = I↗(G1 ∨
K1) ∩ I↗(G2 ∨ K1)\{(1, 1)}. Further, we show that if G is a graph
with s isolated vertices, then I↗(G ∨ K1) = I↗(G˘) + I↗(K1,s),
where G˘ denotes the graph obtained from G be removing all isolated
vertices, and we give a combinatorial characterization of graphs G
with (1, 1) ∈ I↗(G). We use these results to determine I↗(G) for
every complete multipartite graph G.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
For a real symmetric matrix A, the partial inertia, denoted pin(A), is the pair (p, q), where p is the
number of positive eigenvalues and q is thenumber of negative eigenvalues ofA. For a graphG = (V, E)
with V = {1, . . . , n} (all graphs here are simple, that is, have no loops or multiple edges), let S(G) be
the set of all real symmetric n × nmatrices A = [ai,j] with ai,j = 0, i = j if and only if ij is an edge of
G. The inertia set of a graph G, denoted I(G), is defined as the set of all partial inertias of matrices in
S(G), that is
I(G) = {pin(A) | A ∈ S(G)}.
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The inertia set of a graph is studied in Barrett et al. [3]. In that paper, the authors proved the following
lemma,which theycall theNortheast Lemma:For agraphGwithnvertices, (p+1, q), (p, q+1) ∈ I(G)
if (p, q) ∈ I(G) and p+ q < n. Let us introduce some notation. If R and S are subsets ofN2, then R+ S
is defined as the set
{(p + r, q + s) | (p, q) ∈ R, (r, s) ∈ S}.
For a subset R of N2, define R↗ = R + N2. The central object of investigation in this paper is the
set I(G)↗ which we will write as I↗(G). We note that (p, q) ∈ I↗(G) if and only if there exists a
matrix A ∈ S(G)with at most p positive and q negative eigenvalues. In the next section, we show that
(p, q) ∈ I↗(G) if and only if there exist a (p + q) × (p + q) diagonal matrix Dwith p and q diagonal
entries equal to +1 and −1, respectively, and a (p + q) × nmatrix P such that PTDP ∈ S(G). If R is a
subset ofN2 and n ∈ N, then [R]n is defined as the set
{(p, q) ∈ N2 | (p, q) ∈ R, p + q  n}.
The Northeast Lemma is equivalent to
I(G) =
[
I↗(G)
]
n
, (1)
if G has n vertices.
If G and H are vertex-disjoint graphs, the join of G and H, denoted G ∨ H, is the graph with vertex
set V(G) ∪ V(H) and edge set E(G) ∪ E(H) ∪ E, where E consists of all edges uv with u ∈ V(G) and
v ∈ V(H). In this paper, we prove that if G and H are vertex-disjoint nonempty graphs, then
I↗(G ∨ H)\{(1, 1)} =
[
I↗(G ∨ K1) ∩ I↗(H ∨ K1)
]
\{(1, 1)}. (2)
We will give an example at the end of the paper which shows that the deletion of (1, 1) on both sides
is needed. However, the graphs G for which (1, 1) ∈ I↗(G) have a combinatorial characterization,
and we can therefore, in general, calculate the inertia set of the join of two graphs G and H in terms of
the inertia sets of G ∨ K1 and H ∨ K1.
In [4], the following formula was proved: if G is a connected graph on n  2 vertices, then [I(G ∨
K1)]n = I(G). In this paper, we will give a different proof of this and extend it slightly. We prove that,
if G has exactly s isolated vertices, then
I↗(G ∨ K1) = I↗(G) + I↗(K1,s). (3)
Together with Formula 2, this suffices to calculate the inertia set of the join of two graphs G and H in
terms of the inertia sets of G and H.
The minimum rank of a graph G, denoted mr(G), is the minimum of all ranks of matrices in S(G).
Theminimum semidefinite rank of a graph G, denoted mr+(G), is the minimum of all ranks of positive
semidefinite matrices in S(G). For a survey on the minimum rank and minimum semidefinite rank of
a graph we refer to Fallat and Hogben [7]. It is easily seen that the minimum rank of G is the minimum
of the set of all p+ qwith (p, q) ranging over I↗(G), and that the minimum semidefinite rank of G is
the minimum of the set of all pwith (p, 0) ranging over I↗(G).
Barioli and Fallat [1] obtained a formula for theminimum rank of the join of graphs, but only under
the restriction that these graphs are inertia-balanced. A graphG is inertia-balanced if there exists a pair
(p, q) ∈ I(G) with q  p  q + 1 and mr(G) = p + q. The result of Barioli and Fallat says that given
inertia-balanced graphs G1 and G2, if mr(Gi ∨ K1)  3 for some i = 1, 2, then
mr(G1 ∨ G2) = max{mr(G1 ∨ K1),mr(G2 ∨ K1)}. (4)
Some results about the join of graphs in the semidefinite case were obtained by Hackney et al. [8].
Their result for the join of two graphs was obtained in the Hermitian (instead of real symmetric) case
and says that
mr+(G1 ∨ G2) = max{mr+(G1 ∨ K1),mr+(G2 ∨ K1)}. (5)
In this case the restrictions of inertia-balanced and mr(Gi ∨ K1)  3 are not needed.
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We note that (4) and (5) (for the real symmetric case) are special cases of the Formula (2). Also note
that in Formula (2) the restriction of inertia-balanced is not needed.
The outline of the paper is as follows. In Section 2, we prove that (p, q) ∈ I↗(G) if and only if there
exist a (p+q)×(p+q)diagonalmatrixDwithpandqdiagonal entries equal to+1and−1, respectively,
and a (p + q) × n matrix P such that PTDP ∈ S(G). In Section 3, we prove Formula (3). In Section 4,
we prove Formula (2) and obtain a combinatorial characterization of graphs G with (1, 1) ∈ I↗(G).
We end the paper by determining I↗(G) for complete multipartite graphs G.
2. The inertia set of a graph
In this section, we prove (p, q) ∈ I↗(G) if and only if there exist a (p+q)×(p+q) diagonalmatrix
Dwith p and q diagonal entries equal to+1 and−1, respectively, and a (p+ q)× nmatrix P such that
PTDP ∈ S(G). We need two lemmas. The first follows from the spectral theorem for symmetric matri-
ces, while the second is a variant of Sylvester’s Law of Inertia (see, for example, Theorem 20.3 in [6]).
Lemma 1. Let A be a symmetric n×nmatrix with p positive and q negative eigenvalues. Then A = UTDU,
where D is a (p+ q)× (p+ q) diagonal matrix with p diagonal entries equal to+1 and q diagonal entries
equal to −1, and U is a (p + q) × n matrix.
Lemma 2. Let A be a symmetric m × m matrix and let U be an m × n matrix. If A has p positive and q
negative eigenvalues, then UTAU has at most p positive and q negative eigenvalues.
Theorem3. LetG beagraphwithnvertices. Then (p, q) ∈ I↗(G) if andonly if there exist a (p+q)×(p+q)
diagonal matrix Dwith p and q diagonal entries equal to+1 and−1, respectively, and a (p+q)×nmatrix
P such that PTDP ∈ S(G).
Proof. Let (p, q) ∈ I↗(G). Then there exists an A ∈ S(G) such that the number of positive and
negative eigenvalues is at most p and q, respectively. Say A has r positive and s negative eigenvalues.
By Lemma 1, there exist a diagonal matrix F with r diagonal entries equal to+1 and s diagonal entries
equal to −1, and a matrix R such that A = RTFR. Let D = F ⊕ Ip−r ⊕ −Iq−s and let the matrix P be
obtained from R by adding (p + q − r − s) zero rows at the bottom to R. Then PTDP = A.
Conversely, let D be a diagonal matrix with p diagonal entries equal to +1 and q diagonal entries
equal to −1 and let P be a matrix such that PTDP = A ∈ S(G). By Lemma 2, A has at most p positive
and q negative eigenvalues. Hence (p, q) ∈ I↗(G). 
3. The join of a graph with a vertex
Even the easiest case of a join of graphs, in whichwe take the join of a graph G and K1, is non-trivial.
In this section, we give a formula which expresses I↗(G ∨ K1) in terms of I↗(G). We start with an
easy lemma; its proof can be found implicitly in [3].
Lemma 4. Let H be an induced subgraph of G. Then I↗(G) ⊆ I↗(H).
Proof. Let (p, q) ∈ I↗(G). There exists a matrix A ∈ S(G) with at most p positive and q negative
eigenvalues. Let B be the principal submatrix of A spanned by the rows and columns corresponding
to the vertices in H. Then B has at most p positive and q negative eigenvalues. Since B ∈ S(H),
(p, q) ∈ I↗(H). 
The formula I↗(G ∨ K1) = I↗(G) in case G is connected and has n  2 vertices was shown in
Barrett et al. [4]. In fact a more general result is true.
Lemma 5. Let G be a graph with no isolated vertices. Then
I↗(G ∨ K1) = I↗(G).
2200 W. Barrett et al. / Linear Algebra and its Applications 434 (2011) 2197–2203
Proof. By Lemma 4, I↗(G ∨ K1) ⊆ I↗(G).
Let (p, q) ∈ I↗(G). Then there exist a (p+q)×nmatrix P and a diagonal matrixDwith p diagonal
entries equal to +1 and q diagonal entries equal to −1 such that PTDP ∈ S(G). Let p1, . . . , pn be the
columns of P. Since G has no isolated vertices, pi = 0 for i = 1, . . . , n. Hence there exists a nonzero
vector y such that pTi Dy = 0 for i = 1, . . . , n. Let Q =
[
P y
]
. Then QTDQ ∈ S(G ∨ K1) and, by
Lemma 2, QTDQ has at most p positive and q negative eigenvalues. Hence (p, q) ∈ I↗(G ∨ K1). 
If G1 = (V1, E1) and G2 = (V2, E2) are graphs that have exactly one vertex in common, then
G = (V1∪V2, E1∪E2) is said to be a 1-sum of G1 and G2. Barrett, Hall, and Loewy proved the following
theorem.
Theorem 6 [3]. Let G be a 1-sum of G1 and G2 and let {v} = V(G1) ∩ V(G2). Then I(G) = [I(G1) +
I(G2)]n ∪ [I(G1 − v) + I(G2 − v) + {(1, 1)}]n.
From this theorem, it is easy to obtain:
Theorem 7. Let G = (V, E) be a 1-sum of G1 and G2 and let {v} = V(G1) ∩ V(G2). Then
I↗(G) =
[
I↗(G1) + I↗(G2)
]
∪
[
I↗(G1 − v) + I↗(G2 − v) + {(1, 1)}
]
.
Using that I↗(K1) = {(0, 0)}↗ and I↗(K2) = {(1, 0), (0, 1)}↗, one can easily deduce the
following lemma from Theorem 7.
Lemma 8. I↗(K1,s) = {(s, 0), (0, s), (1, 1)}↗.
For a graph G, denote by G˘ the graph obtained from G by removing all isolated vertices. (G˘ was
introduced in [1].) If G has s isolated vertices, then G ∨ K1 is a 1-sum of G˘ ∨ K1 and K1,s. We now use
Theorem 7 to express I↗(G ∨ K1) in terms of I↗(G) in the general case.
Theorem 9. Let G be a graph with exactly s isolated vertices. Then
I↗(G ∨ K1) = I↗(G) + I↗(K1,s),
that is,
• if G has no isolated vertices, then I↗(G ∨ K1) = I↗(G),• if G has one isolated vertex, then I↗(G ∨ K1) = I↗(G) + {(1, 0), (0, 1)}, and• if G has at least two isolated vertices, then
I↗(G ∨ K1) = I↗(G) + {(s, 0), (0, s), (1, 1)}.
Proof. If s = 0, then the theorem follows from Lemma 5. Therefore we may assume that s > 0.
From Theorem 7, it follows that
I↗(G ∨ K1) =
[
I↗(G˘ ∨ K1) + I↗(K1,s)
]
∪
[
I↗(G˘) + I↗(sK1) + {(1, 1)}
]
.
From Lemma 8 and I↗(sK1) = N2, it follows that
I↗(sK1) + {(1, 1)} ⊆ I↗(K1,s).
Since I↗(G˘ ∨ K1) = I↗(G˘) and I↗(G) = I↗(G˘), we obtain
I↗(G ∨ K1) = I↗(G) + I↗(K1,s).
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If s = 1, then I↗(G ∨ K1) = I↗(G) + {(1, 0), (0, 1)}. If s > 1, then I↗(G ∨ K1) = I↗(G) +{(s, 0), (0, s), (1, 1)}. 
4. The join of graphs
In the proof of (2), we will use the following lemma, which is an adaptation of the Rotation Lemma
of Barioli and Fallat [1].
Lemma 10. Let p, q ∈ N withmax(p, q)  2, let k = p + q, and let D be a k × k diagonal matrix with
p diagonal entries equal to +1 and q diagonal entries equal to −1. Let M1 and M2 be matrices that have k
rows and no zero columns. Then there exists a k × k matrix R such that RTDR = D and MT1DRM2 has no
zero entries.
Proof. Wemay assume that p  2; the case where q  2 can be proved by taking −D for D. Further,
we assume that the first p diagonal entries of D are +1. Let w1, . . . ,ws be the columns ofM1 and let
ws+1, . . . ,ws+t be the columns of M2. For i = 1, . . . , s + t, let Li = {x | wTi Dx = 0}. Since wi = 0,
dim Li = k − 1.
There exist vectors u, v ∈ Rk with uTDu = 1, u ∈ Li for i = 1, . . . , s+ t, vTDv = 1, and uTDv = 0.
To see this, let e1 = (1, 0, . . . , 0)T . Since eT1De1 = 1 > 0, there exists a vector u˜ ∈ Rk close to e1 such
that u˜TDu˜ > 0 and u˜ ∈ Li for i = 1, . . . , s + t. Let u = u˜/
√
u˜TDu˜. Let S = {w | uTDw = 0}. Then
dim S = k − 1. If xTDx  0 for all x ∈ S, then k − 1 of the eigenvalues of D are not positive (see for
example Fact 7 in Section 8.2 of [2]), contradicting p  2. Therefore, there is a v˜ ∈ S with v˜TDv˜ > 0.
Then v = v˜/√v˜TDv˜ satisfies vTDv = 1 and uTDv = 0.
Let L = span({u, v}) and let L⊥ = {x ∈ Rk | uTDx = 0, vTDx = 0}. We canwrite eachwi = xi + yi
with xi ∈ L and yi ∈ L⊥. Since uTDwi = 0, uTDxi = 0 for i = 1, . . . , s + t. Define the linear operator
Pφ : Rk → Rk by
Pφ(λu + μv) =
[
u v
] ⎡⎣cosφ − sinφ
sinφ cosφ
⎤
⎦
⎡
⎣λ
μ
⎤
⎦
and Pφ(z) = z for z ∈ L⊥. Let Rφ be the standard matrix of Pφ with respect to the ordered basis
{u, v, z1, . . . , zk−2} ofRk , where {z1, . . . , zk−2} is a basis of L⊥. It is easy to see that
RTφRφ = I and RTφDRφ = D
for every φ ∈ R. As xTi Dyj = 0 for i, j = 1, . . . , s + t,
wTi DRφwj = xTi DRφxj + yTi Dyj
for i, j ∈ {1, . . . , s + t}. Let xi = αiu + βiv for i = 1, . . . , s + t. Then
xTi DRφxj =
[
αi βi
] ⎡⎣cosφ − sinφ
sinφ cosφ
⎤
⎦
⎡
⎣αj
βj
⎤
⎦ .
Pre-multiplying xi = αiu + βiv by uTD and recalling that uTDxi = 0, we see that αi = 0, i =
1, . . . , s+ t. So
⎡
⎣αi
βi
⎤
⎦ = 0, i = 1, . . . , s+ t. Now fix i ∈ {1, . . . , s}. As φ ranges from 0 to 2π , for each
j ∈ {s + 1, . . . , s + t},
[
αi βi
] ⎡⎣cosφ − sinφ
sinφ cosφ
⎤
⎦
⎡
⎣αj
βj
⎤
⎦
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equals−yTi Dyj atmost twice. So there exists aφ such that xTi DRφxj = −yTi Dyj for all i ∈ {1, . . . , s} and
all j ∈ {s+ 1, . . . , s+ t}. HencewTi DRφwj = 0 for all i ∈ {1, . . . , s} and all j ∈ {s+ 1, . . . , s+ t}. 
Theorem 11. Let G and H be disjoint nonempty graphs. Then
I↗(G ∨ H)\{(1, 1)} =
[
I↗(G ∨ K1) ∩ I↗(H ∨ K1)
]
\{(1, 1)}.
Proof. Since G ∨ K1 and H ∨ K1 are induced subgraphs of G ∨ H, I↗(G ∨ H) ⊆ I↗(G ∨ K1) and
I↗(G ∨ H) ⊆ I↗(H ∨ K1). Hence
I↗(G ∨ H)\{(1, 1)} ⊆
(
I↗(G ∨ K1) ∩ I↗(H ∨ K1)
)
\{(1, 1)}.
Conversely, let
(p, q) ∈
[
I↗(G ∨ K1) ∩ I↗(H ∨ K1)
]
\{(1, 1)}.
So (p, q) = (0, 0). If (p, q) ∈ {(1, 0), (0, 1)}, then G ∨ K1 and H ∨ K1 are complete graphs. Then also
G ∨ H is a complete graph, hence (p, q) ∈ I↗(G ∨ H). Hence we may assume that max(p, q)  2.
There exist a diagonal matrixDwith p diagonal entries equal to+1 and q diagonal entries equal to−1,
and matrices P1 and P2 such that P
T
1DP1 ∈ S(G ∨ K1) and PT2DP2 ∈ S(H ∨ K1). As G ∨ K1 and H ∨ K1
have no isolated vertices, P1 and P2 have no zero columns. Hence there exist matrices Q1 and Q2 with
no zero columns such that QT1 DQ1 ∈ S(G) and QT2 DQ2 ∈ S(H). Since max(p, q)  2, there exists, by
Lemma 10, a matrix R such that RTDR = D and QT1 DRQ2 has no zero entries. Then
A :=
⎡
⎣ Q
T
1
QT2 R
T
⎤
⎦D
[
Q1 RQ2
]
∈ S(G ∨ H),
and A has at most p positive and q negative eigenvalues. Hence (p, q) ∈ I↗(G ∨ H). 
Corollary 12. Let G and H be disjoint nonempty graphs with r and s isolated vertices, respectively. Then
I↗(G ∨ H)\{(1, 1)} =
[
I↗(G) + I↗(K1,r)
]
∩
[
I↗(H) + I↗(K1,s)
]
\{(1, 1)}.
If (1, 1) ∈ I↗(G ∨ H) and G and H are disjoint nonempty graphs, then, by Lemma 4, (1, 1) ∈
I↗(G ∨ K1) and (1, 1) ∈ I↗(H ∨ K1). However, it is in general not true that if (1, 1) ∈ I↗(G ∨ K1)
and (1, 1) ∈ I↗(H ∨ K1), then (1, 1) ∈ I↗(G ∨ H). However, using the following two theorems, it
is easy to obtain a combinatorial characterization of graphs G with (1, 1) ∈ I↗(G).
Theorem 13 [5, Theorem 1]. Let G be a graph for which mr(G)  2. Then the complement Gc of G is of
the form
(Ks1 ∪ Ks2 ∪ Kp1,q1 ∪ Kp2,q2 ∪ · · · ∪ Kpk,qk) ∨ Kr
forappropriatenonnegative integers s1, s2, k, p1, q1, p2, q2, . . . , pk, qk, r withpi+qi > 0, i = 1, 2, . . . , k.
The proof of Theorem 2 in Barrett et al. [5] shows the following theorem.
Theorem 14. Let G be a graph on n vertices whose complement Gc of G is of the form
(Ks1 ∪ Ks2 ∪ Kp1,q1 ∪ Kp2,q2 ∪ · · · ∪ Kpk,qk) ∨ Kr
forappropriatenonnegative integers s1, s2, k, p1, q1, p2, q2, . . . , pk, qk, r withpi+qi > 0, i = 1, 2, . . . , k.
Then (1, 1) ∈ I↗(G).
Theorems 13 and 14 give
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Theorem 15. Let G = (V, E) be a graph with n  2 vertices. Then (1, 1) ∈ I↗(G) if and only if the
complement, Gc, of G is of the form
(Ks1 ∪ Ks2 ∪ Kp1,q1 ∪ Kp2,q2 ∪ · · · ∪ Kpk,qk) ∨ Kr
forappropriatenonnegative integers s1, s2, k, p1, q1, p2, q2, . . . , pk, qk, r withpi+qi > 0, i = 1, 2, . . . , k.
Wewill now give an example which shows that the deletion of (1, 1) on both sides of (2) is needed.
Let G = K3,3 and H = 3K1. Then G∨ H = K3,3,3, G∨ K1 = K3,3,1, and H ∨ K1 = K1,3. By Theorem 15,
(1, 1) ∈ I↗(K3,3,1) and (1, 1) ∈ I↗(K1,3). However, by the same proposition, (1, 1) ∈ I↗(K3,3,3).
We end the paper by determining the inertia sets of complete multipartite graphs.
Theorem 16. Given two or more positive integers s1, . . . , st , let s = max(s1, . . . , st).
(i) If at most two of the s1, . . . , st are larger than 2, then
I↗(Ks1,...,st ) = {(s, 0), (0, s), (1, 1)}↗.
(ii) If at least three of the s1, . . . , st are larger than 2, then
I↗(Ks1,...,st ) = {(s, 0), (0, s), (1, 1)}↗\{(1, 1)}.
Proof. From Corollary 12 and Lemma 8, it follows that I↗(Ks1,...,st )\{(1, 1)} = {(s, 0), (0, s),
(1, 1)}↗\{(1, 1)}. By the previous theorem, if atmost two of s1, . . . , st are larger than 2, then (1, 1) ∈
I↗(Ks1,...,st ), and if at least three of s1, . . . , st are larger than 2, then (1, 1) ∈ I↗(Ks1,...,st ). From this
the theorem follows. 
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