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ABSTRACT 
The ideas of gauge invariance and supersymmetry are introduced and the 
motivation for their study discussed. 
The lattice formulation of gauge theories is reviewed with particular 
reference to the problem of fermion doubling. Rigorous propagator and mass 
inequalities are derived for mesons and baryons using the Wilson scheme for 
the quark fields. These results are extended to q22 mesons and applied to 
the u,d quark system, where the physical significance of the results is 
discussed. Inequalities for general hadron operators are also derived. 
The Dirac-Kahler equation and its lattice transcription are reviewed. The 
difficulties in constructing lattice models of supersymmetry are discussed with 
particular reference to an N=2 supersymmetry in two Euclidean dimensions, 
which has a discrete graded subgroup and which permits a Kahierian 
interpretation of the fermionic degrees of freedom. Models with this 
symmetry are identified. The free lattice propagators are discussed with 
reference to the problems associated with the inclusion of a mass term. 
Within the N=2 Wess-Zumino model in two Euclidean dimensions one-
and two-point functions are calculated, at one loop in perturbation theory, for 
lattice actions using Kahler and Wilson fermions, where in both cases the 
action has the correct naive continuum limit. The continuum limit of these is 
taken and compared with the corresponding results for the continuum theory. 
For Kahler ferrnions the need for extra lattice operators is demonstrated. 
The CP 1  and supersymmetric CP 1  models are reviewed and the 
problem of infrared divergences in weak coupling perturbation theory 
discussed. A two point function is calculated to two loops in the 
supersymmetric model and shown to be lR finite to this order. The 
implications of this for known continuum results and to possible lattice models 
are discussed. 
"Great are the works of the Lord; 
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Over the last two decades there have been enormous advances in the 
understanding of the physics of elementary particles and their interactions. 
These have led from a largely phenomological description of the physics to a 
much more comprehensive theory with a deeper level of explanation. 
In the middle 1960's the known particles were leptons and a great variety 
of hadrons (the quark model of hadrons was well known but far from 
universally accepted). Of the four basic interactions: the strong and weak 
nuclear forces, electromagnetism and gravity only the electromagnetic was 
described satisfactorily by a quantum field theory- quantum electrodynamics 
(QED). 
The Cabibbo theory described the charged weak currents at low energies, 
however as the energy increased scattering amplitudes would grow and 
eventually violate the unitarity bound. Unitarity could not be restored by the 
insertion of higher order diagrams because the four fermion interaction on 
which the CabLbbo theory is based is not renormalisable. The situation could 
be improved by introducing massive vector bosons to mediate the weak 
interactions between currents; this reduced to an effective four point 
interaction at low energies provided the vector bosons were sufficiently heavy. 
Despite this, processes remained that violated unitarity, and the theory was 
still not renormalisable. 
The situation was very much worse for the strong interactions. The 
phenomeiwlogy of the hadron spectrum was partly understood in terms of the 
quark model through the SU(3) 'eightfold way'. Other aspects were explained 
in terms of Regge theory, current algebra etc. But none of these approaches 
could be considered as a complete or fundamental theory of the strong 
interaction. 
The crucial development in understanding the strong and weak forces 
from the point of view of quantum field theory was the generalisation of the 
principle of gauge invariance which was already known in the context of QED. 
We now briefly review the derivation of QED from this principle and go on to 
discuss its generalisation to nonabelian gauge theories. In fact the roots of 
the concept of gauge invariance can be traced back to the classical equations 
of electromagnetism first written down by Maxwell and later reformulated in 
the language of Special Relativity by Einstein in the following form 
VfA 	=0 	 (1.2) 
where FP 9 is the electromagnetic field strength tensor and ji,  is the source 
term for the electric charge and current density. There is no Lagrangian in 
terms of the F" giving these equations since it would have to be quadratic in 
FWJ and linear in 3 P , and there is no Lorentz invariant term which can be 
constructed from a tensor with five indices. This necessitates the introduction 
of a vector potential Al , where FIV  is now given by 
F
AL) . 	_A/A. 
(1.3) 
Equation (1.2) is automatically satisfied, while (1.1) and (1.3) may be derived 
from the Lagrangian given by 
(1.4) 
It is immediately apparent that the potential A1 is not a physical quantity 
because it is not uniquely determined by the 	indeed the same field 
strength tensor will result when A4 is transformed according to 
H> A(3c 	'A() 
(1.5) 
where A(x) is an arbitrary scalar field. 
The electromagnetic field may be coupled to the electron-positron field 
in a minimal way by replacing the free Dirac Lagrangian by the modified 
expression 
L_ -Z '~ (~ 0 -C_ /m -wo 4) 	
(1.6) 
and adding this to the Lagrangian for the electromagnetic field defined in (1.4). 
This gives the Lagrangian density which is the starting point for QED 
3 
	
t 	 (1.7) 
where the interaction term between the electromagnetic and the 
electron—positron field is given by 
~[Vl~ = _C_ 	 -= — ' 4) PkV 19 "" 	~ 
	
(1.8) 
We can now see that the invariance of (1.4) under the transformation 
(1.5) can be extended to (1.8) by insisting that the matter field undergoes a 
simultaneous local phase transformation given by 
Wt) I--> '04P 	 (1.9) 
Thus the QED Lagrangian possesses a local symmetry, the electromagnetic 
fields being derived from a potential AU only defined to within a derivative of 
a scalar field, A(x) and the matter field with a local phase transformation 
(which will be unobservable in all physical processes measured). In fact this 
argument can be reversed, starting from the Dirac equation for the matter 
fields and insisting that the Lagrangian should be invariant under local phase 
transformations requires the existence of a vector field AU transforming under 
(1.5). For this to be a dynamical field a kinetic term must be introduced, 
leading to the term _1/4FU FU. Thus QED can be understood as arising as a 
consequence of the starting point of a local U(1) invariance of the theory (a 
4 
gauge invariance). It is this powerful principle which was first generalised to a 
nonabelian SU(2) gauge theory by Yang and Mills (1954). We now discuss the 
basic form of a nonabelian gauge theory for an arbitrary Lie group G. 
Consider a Lie group G with (antihermitian or antisymmetric) generators 
Ta, 1<a<dim(G) (according to whether the group is unitary or orthogonal), then 
elements of G which are connected to the identity element may be written in 
the form 
9(-Y-)= 'exp f E11-1 	
(1.10) 
where Fa are the parameters which map out the group. Associated with a 
generic matter field (x) we have at each point in spacetime x, a set of 
internal coordinates corresponding to the action of G on 4(x) in some 
representation. We seek to find a definition of a derivative D with the 
following property under the gauge transformation g(x) E GxIR4 
D'[ (~X) ow~ = 	 (1.11) 
This will ensure that the kinetic terms for bosons and fermions are invariant 
under gauge transformations. An appropriate definition for DP is given by (c.f. 
1:)~~ -7- ~~ i- e- iq~~ 	 (1.12) 
where AM=A(x)Ta is a Lie algebra valued vector field analogous to the vector 
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potential of QED, and where A has the following behaviour under gauge 
transformations 
Ac 1 	 (1.13) 
The appropriate field strength tensor corresponding to AU is given by 
F e [] 	(1.14) 
where the extra commutator term now enters for a nonabelian group (the 
appropriate extension from the U(1) abelian case of (1.3)). The full gauge 
invariant Lagrangian for a fermion matter field is now given by 
-.L F 	F' t ~)(Lp _VVI 	 (1.15) 
where the gauge field has been rescaled by a factor of l/e. 
Thus the principle of gauge invariance allows the construction of 
quantum field theories of interactions between particles mediated by the 
exchange of the vector boson quanta of the gauge field. We now discuss the 
application of these theoretical ideas to the electromagnetic, weak and strong 
interactions. 
As was remarked earlier the particles responsible for carrying the weak 
force must be very massive because of the short range of the interaction and 
the fact that at low energies it behaves like a four-point interaction. However 
it is not possible to add to the Lagrangian of (1.15) a mass term for the gauge 
n. 
fields because it would explicitly break the gauge invariance of the theory, the 
principle which had originally been used to derive the Lagrangian. This would 
have the consequence of making the theory non-renormalisable because it is 
the gauge invariance of (1.15) which ensures its renormalisability. Thus it was 
not possible to apply the concept of gauge invariance to weak interactions 
until some method of circumventing this difficulty had been devised. It was 
the work of Higgs (1964ab, 1966) in applying the ideas of spontaneous 
symmetry breaking (already known in the context of superconductivity) to 
gauge theories which proved to be the crucial breakthrough. By the addition 
of scalar fields to the Lagrangian (in a fully gauge invariant way) but with a 
potential which has a degenerate vacuum state, the gauge symmetry can be 
broken to a manifest gauge invariance corresponding to the symmetry group 
of the manifold of ground states, while the gauge fields corresponding to the 
broken symmetry acquire a mass. 
It was the combination of these ideas which Glashow (1961), Salam 
(1968) and Weinberg (1967) used to formulate a unified theory of 
electromagnetic and weak interactions. This is based on an SU(2)XU(1) gauge 
theory of weak isospin and hypercharge which is spontaneously broken to the 
U(1) gauge group of QED. The gauge sector then consists of the massless 
photon and three massive vector bosons the W±  and Z0. When it was shown 
by t'Hooft (1971) that the renormalisability of the theory was not spoilt by the 
CL 
spontaneous symmetry breaking, the theory was put onAfirm  mathematical 
basis and it became the first consistent candidate theory of electroweak 
interactions. Subsequently the structure of the theory has been experimentally 
verified, firstly with the discovery at CERN of weak neutral currents [Hasert et 
al. (1973)] and most recently with the spectacular discovery of the W± bosons 
at CERN in 1982 [Arnison et al. (1983a); Banner et al. (1983)1 and the Z0 in the 
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following year [Arnison et al. (1983b); Bagnaia et al. (1983)1. The theory is very 
successful and because the coupling constants are small many quantitative 
predictions can be made within the context of perturbation theory. The only 
outstanding question is the status of the highly unconstrained Higgs sector; it 
may be that the mechanism of spontaneous symmetry breaking is only an 
effective Lagrangian derived from some deeper level of explanation. 
We now turn to the strong interaction and discuss how it may also be 
understood within the principle of gauge invariance, as a theory of quarks and 
gluons. The lattice regularised version of this theory will then be the context 
for the work on mass inequalities described in Chapter 2. 
The first successful classification of the hadron spectrum was achieved 
by GeIl-Mann (1961) and Ne'eman (1961) by using the group SU(3) acting on 
the isospin and hypercharge quantum numbers. By introducing a symmetry 
breaking term they were able to understand the mass splitting between 
hadrons of different hypercharge within the same SU(3) multiplet. This led to 
the successful prediction of the 1 particle (with its mass and quantum 
numbers) in order to complete an SU(3) decuplet of baryons. However this 
classification was only phenomological in nature and it was not until the 
concept that hadrons were composed of more fundamental constituents, the 
C2je ('J 
quarks [Gell-Mann (1964)1, belonging to the fundamental representation of 
SU(3) that further progress was made. At the end of the 1960's experiments 
in deep inelastic lepton-nucleon scattering revealed cross-sections which 
satisfied Bjorken scaling [Bjorken (1969)]. This could be understood in terms 
of Feynman's parton model [Feynman (1972); Bjorken and Paschos (1969)] in 
which hadrons were regarded as being composed of pointlike objects which 
essentially behaved as free particles on length scales which are small 
compared to the hadron size. This provided the first evidence for the 
existence of quarks as physical entities rather than just as a convenient 
mathematical device for classifying hadrons. One other vital piece in the 
picture was the discovery that each quark flavour must come with three 
additional quantum numbers known as colour. Evidence for this includes the 
size of the ratio of the cross-sections for ee-*hadrons to eei 4 [, the fact 
that without extra quantum numbers it is not possible to make the 
wavefunction antisymmetric etc. 
For nonabelian gauge theories it was shown by Gross and Wilczek 
(1973ab) and Politzer (1973) that in weak coupling perturbation theory, (g)  the 
function which controls the evolution of the effective coupling j at different 
energies [Callan (1970); Symanzik (1970)1 has a stable fixed point at g=0 (where 
g is the renormalised coupling). This means that as the momentum scale at 
which the theory is examined is increased the effective coupling g decreases 
(eventually to zero at infinite momentum), a property which is known as 
asymptotic freedom. Gross, Polltzer and Wilczek postulated that the 
interaction between quarks could be understood in terms of an unbroken SU(3) 
gauge theory (known as quantum chromodynamics) based on the three colour 
degrees of freedom, the corresponding eight gauge fields being know as 
gluons. A calculation of the B-function in the presence of flf quark flavours 
gives 
- I (11 203 	
(1.16) i6Tr- 
Thus the B-function has a negative gradient at the origin (and so is 
asymptotically free) provided there are no more than sixteen flavours of 
quarks. The evolution of the effective coupling g, at momentum scale Q is 
then governed by the differential equation 
9 	(Q =/ 
(1.17) 
which has a solution given by 
Qt) :I 	
(1.18) 
where ct(02)= 2/4 ii and A is the fundamental momentum scale of QCD. Thus 
c&(Q2) decreases as Q2  increases, which is consistent with the parton model 
where the quarks were regarded as being essentially free particles on very 
short distance scales. 
QCD can be used perturbatively to calculate physical processes when all 
the quarks involved are in the deep Euclidean region since c(Q2) is then small-
this regime applies in high energy ee annihilation and lepton-hadron 
scattering, where perturbative results can be successfully interpreted in terms 
of jets. However at low energies (large distances) the effective coupling will 
become large and we will reach a point where perturbation theory will 
inevitably break down. But if QCD is a complete description of the strong 
interactions between quarks this is precisely the regime in which it should be 
possible to calculate the hadron spectrum from first principles. Furthermore 
no experiments (except for that of La Rue et al. (1981)) have been able to find 
free quarks and so it appears that quarks and gluons are always bound 
together in such a way that (at low temperatures) they are permanently 
confined to lie within overall SU(3) colour singlet states. This indicates that 
10 
within QCD c(Q2)- 	as Q2-0, again a result which is out of reach of 
perturbation theory. It is clear that to be able to explore the full range of the 
physics described by QCD some form of calculation scheme is needed which 
does not involve a regularisation procedure that is tied down to perturbation 
theory. Such a scheme was introduced by Wilson (1974) when he formulated 
gauge theories on a discrete spacetime lattice. As will be discussed in 
Chapter 2 this has enabled considerable progress to be made in investigating 
non-perturbative aspects of QCD (including hadron mass calculations) and 
provides the framework in which the mass inequalities of Chapter 2 are 
derived. 
The SU(3) gauge theory of QCD may be combined with the SU(2)XU(1) 
model of weak interactions to give an SU(3)XSU(2)XU(1) theory- the standard 
model- which describes almost all of the known physics of elementary 
particles at presently accessible experimental energies (the model is extended 
from the original theory of Glashow, Salam and Weinberg by the inclusion of 
six quark flavours and the corresponding leptons). 
Despite the successes of the standard model it is widely believed that it 
is incomplete and numerous attempts at further unification and extension of 
the model have been made. The reasons for this are largely theoretical, 
although it is possible that the 'monojet' events seen at CERN [Arnison et al. 
(1984)] may herald the existence of new physics beyond the standard model. 
Many of the arguments are based on aesthetic grounds - the standard model 
contains a great deal of arbitrariness in its structure without any fundamental 
explanation of its origin. 
Although the strong, weak and electromagnetic interactions are all 
described within the standard model through the gauge group 
11 
G5 SU(3)XSU(2)XU(1) the three interactions are still essentially independent 
because Gs is the direct product of three simple groups each with its own 
coupling. Thus there is no way of predicting their relative strengths as 
observed in nature from first principles. Furthermore the introduction of the 
Higgs sector to induce the spontaneous breaking of the gauge symmetry to 
the electroweak gauge group has a number of problems associated with it. 
Firstly there are many possible schemes which may be formulated beyond the 
minimal complex doublet of Higgs fields to achieve the breaking, and in all of 
these the bare mass of the remaining Higgs particles are free parameters. 
Secondly, and more seriously, the mass of the Higgs particle is unstable to the 
inclusion of radiative corrections which give rise to mass corrections of the 
order of Sm-A 2 A2 where A is the scale at which some more fundamental 
theory becomes relevant (such a scale must exist, at least at the Planck mass 
M -1019 GeV, where gravitational effects become significant at the 
microscopic level). Thus the Higgs particle would naturally have a mass of 
0(A). However for a Higgs mass of the order of a few 1eV the Higgs 
self-coupling gets too strong and we should not be observing the apparently 
successful electroweak perturbation theory at low energies. Thus it is 
necessary to fine tune the running Higgs mass at the scale A to ensure that it 
achieves a value of less than a few TeV at low energy scales, which is a very 
unnatural procedure. 
On turning to the matter sector we find a very complicated structure 
with no constraints on the number of generations present, the mixing angles 
between them or the masses of the quarks and leptons. 	Also the 	electric 
charge 	of 	the particles 	is 	not quantised 	because 	the 	weak 	hypercharge 
assignment 	of the 	particles can 	be 	made independently 	for 	each 
representation. A group theoretic constraint is that the charge differs by one 
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unit between fields that are associated in the same SU(2) doublet; also 
insisting that certain anomalies cancel imposes a further constraint, but this is 
not sufficient to relate the quark and lepton charges. 
One of the ideas that was developed to attempt to overcome these 
difficulties was to try and embed the gauge group Gs in some larger simple 
group (the Grand Unified group), thereby relating the couplings of the strong, 
weak and electromagnetic interactions and imposing constraints on the matter 
sector because the matter fields would now be combined in representations of 
a larger group. The first such attempt was the SU(5) model of Georgi and 
Glashow (1974). However while answering some of the questions arising from 
the standard model this model (and the other Grand Unified Theories which 
have been developed) suffers from many of the same problems. The Higgs 
sector is even more arbitrary and the introduction of the grand unified mass 
scale gives rise to a fine tuning problem in the Higgs sector similar to that 
outlined above. Also there are now more arbitrary constants than in the 
standard model 	The SU(5) model is almost certainly ruled out as a serious 
contender because the prediction for the proton lifetime is inconsistent with 
present lower bounds. 
It might have been thought that this conventional approach (trying to 
extend gauge groups etc.) was the only one open to us because of the 
theorem of Coleman and Mandula (1967) which proved that the only symmetry 
group which was consistent with basic properties of the S matrix consisted of 
the direct product of the Poincare group and some internal symmetry group. 





where the generators Am include those for the Poincare group and the internal 
symmetry group. 
However one way of avoiding the consequences of the Coleman-Mandula 
theorem is to extend the mathematical structure of the Lie algebra satisfied by 
the Am by the introduction of fermionic generators Q satisfying a structure of 
the form 
[ 1 R "~] = f MM Iq L 
1V\ 
 
S/'9 0  
PV\) Q74] - 	 t',Q( 	 (1.20) 
Q, Fn. n- 
which is known as a Graded Lie Algebra, The set of elements Q (ctl.....d) 
forming a d-dimensional grading representation. Haag, Lopusanski and 
Sohnius (1975) have shown that in Minkowski space the maximal symmetry of 
the S matrix is the direct product of an internal symmetry group and a 
supersymmetry algebra given by 
14 
c-L 
PQ 0; 	 (1.21) 
ç0L 	
SLMo /t p 
L 
where the SM are the hermitian matrices of the representation containing the 
Q, and the B1  are the generators of the compact internal symmetry group 
G. The Q's are complex two component spinors in which the dotted (undotted) 
indices take the values ct4=1,2 and refer to (1/2,0), (0,1/2) representations of 
the spinor group SL(2,C). The only possible extension of this structure 
involves the inclusion of generators ZLM which only modify the relations of 




It is easy to show that the ZLM commute with all the fermionic and bosonic 
generators of the supersymmetry algebra and so belong to the centre of the 
algebra and are called central charges. The set of generators Q(L=1 .....N) is 
said to form an N-extended supersymmetry. 
One of the immediate consequences of the structure of the algebra (1.20) 
is that there is no longer a complete separation of the properties of the theory 
under Lorentz transformations and internal symmetries because the generators 
Q carry both Lorentz indices and a unitary representation of the internal 
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symmetry group. Thus it is possible to integrate spin degrees of freedom with 
gauge degrees of freedom within a supersymmetric theory. 
An enormous effort has been invested in the study of supersymmetric 
models ever since the construction of the first supersymmetric Lagrangian by 
Wess and Zumino (1974a). The reader is referred to the literature for details 
[Fayet and Ferrara (1977); van Nieuwenhuizen (1981); Nanopoulos and 
Savoy-Navarro (1984); Haber and Kane (1985)1 and all we can do here is to 
mention some of the features which are of particular interest. 
The presence of supersymmetry leads to considerable restrictions on the 
possible Lagrangians which may be considered because it relates the bare 
couplings of the various interaction terms which arise (relations that are 
preserved under renormaIisation. Furthermore it ensures an equivalence 
between the number of bosonic and fermionic degrees of freedom. This has 
the consequence that the actual degree of divergence of Feynman diagrams is 
less than that which would be naively expected in perturbation theory because 
divergences between bosonic and fermionic loops cancel, as was first 
demonstrated 	in the Wess-Zumino model 	[Wess and Zumino (1974b); 
Iliopoulos and Zumino (1974)]. Indeed is possible to construct finite theories 
for N=2 supersymmetric models [Howe, Stelle and West (1983)] and for N=4 
supersymmetric gauge theories (Mandelstam (1983)]. This cancellation of 
divergences in an exact supersymmetric model of physics would solve the 
problem of the Higgs mass since the quadratic divergences would be 
eliminated. However supersymmetry is not an exact symmetry of nature 
because the supersymmetric partners of the known particle spectrum have not 
been found, but if the mass difference of the supersymmetric partners is not 
too large (250 GeV) this argument is still basically sound. This says nothing 
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about the fundamental scale of supersymmetry breaking) it could be very 
large indeed, all that is required is that the mechanism that feeds down to 
account for the weak scale also gives masses to the superparticles at that 
scale. One of the features of gauge theories is that the interactions are all 
described by bosonic fields while the matter fields are all fermions. 
Supersymmetry holds the possibility of resolving this dichotomy by relating 
the bosonic and fermionic sectors of the theory and so constraining the 
present great freedom in the choice of the matter fields. 
In ordinary global supersymmetry the effect of successive supersymmetry 
transformations is in part to induce a spacetime translation (a connection 
which is apparent in the language of superspace) and so it is natural to 
attempt to make supersymmetry a local symmetry (c.f. gauge invariance) in 
order to try and introduce gravity into the theory . This can be used at various 
levels;  N=1 supergravity (a non-renormalisable theory) can be studied as a 
means of producing effective Lagrangians for investigation at low energies, 
while N=8 supergravity (the maximal extended supersymmetry allowed which 
avoids the introduction of spin 5/2 particles which do not have a consistent 
massless interacting field theory) was a candidate for the unified theory of all 
the forces. Unfortunately while being finite at low orders in perturbation 
theory , which is a considerable improvement on ordinary quantum gravity, it 
also turns out to be non-renormalisable. Finally we note one very exciting 
development by Green and Schwarz (1985) who have shown that certain 
supersymmetric string theories have remarkable properties in that they have 
the promise of being finite and anomaly free. 
Thus we see that even though supersymmetric theories do not yet have 
any firm experimental support there are very good reasons for studying them 
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in detail. We shall see in Chapter 2 that for ordinary gauge theories the 
introduction of a lattice regularisation allows the investigation of 
non-perturbative aspects of the theory. It is thus of interest to see whether 
such a formulation of supersymmetric theories is possible since it may be that 
quarks and leptons are bound states of supersymmetric particles or that 
supersymmetry breaking is due to non-perturbative effects. This is a much 
harder problem because the introduction of a lattice will inevitably destroy the 
full spacetime symmetry of the original theory, and since this is connected 
with the supersymmetry it will be impossible to maintain a full supersymmetry 
on the lattice (in contrast to gauge theories where the lattice theory still has 
complete gauge symmetry at each site in spacetime). Also the problem of 
fermion doubling is much more serious since supersymmetry requires equal 
numbers of fermionic and bosonic degrees of freedom and so the existence of 
unwanted lattice modes is highly undesirable. 
We will study these problems in the relatively simple environment of two 
Euclidean dimensions. In Chapter 3 we construct Lagrangians which allow a 
Kahierian interpretation of their fermionic degrees of freedom (as motivated by 
the work of Scott (1984)) and discuss the problems associated with the 
introduction of a mass term. This leads us to investigate the Wess-Zumino 
model in Chapter 4 where we see that the Kahler fermion approach requires 
the introduction of extra lattice operators, not present in the continuum theory, 
in order to ensure that the continuum Ward identities are recovered. We also 
find that the aesthetically less attractive method based on the Wilson 
procedure for removing the fermion doubling problem [Wilson (1977)] is found 
to be successful in that no extra lattice operators or renormalisations are 
required. In Chapter 5 we look at the problem of infrared divergences in 
Lagrangians not involving a mass term by studying a continuum model in 
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weak coupling perturbation theory, which is the supersymmetric extension of 
the CP 1  model, showing that a known infrared finite propagator in the pure 
CP 1  model preserves this property in the supersymmetric case. Finally we 
discuss the outlook for lattice formulations of this model. In Chapter 6 we 
summarise the conclusions reached in this thesis. 
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CHAPTER 2 
Mass Inequalities in Lattice Gauge Theories 
In this chapter we review the lattice formulation of gauge theories and 
discuss the difficulties which arise in trying to include fermionic fields in a 
satisfactory manner. We then use this framework to derive rigorous 
inequalities between particle propagators and their associated masses, firstly 
for mesons and baryons, then for q22 states, before generalising the results 
to multiquark hadron operators. 
2.1 Pure gauge theories on the lattice 
As was remarked in the introduction one of the chief motivations behind 
formulating gauge theories on a lattice is that it provides a non-perturbative 
regularisation of the ultraviolet divergences which arise in the continuum 
theory. Wilson (1974) chose to work on a Euclidean hypercubic lattice with 
spacing a, where it is the finite lattice spacing which acts as a cut-oft on high 
internal momentum contributions to quantities calculated on the lattice thus 
regularising the theory. Instead of defining the theory in terms of the Lie 
algebra valued vector fields of (1.12) we consider elements U(x) of the gauge 
group G, which are associated with the link on the lattice emanating from the 
site x in the direction p. 1<4<d (d the dimension of the lattice), and where we 
define 
Uc) 	U(x-, 	U(x) = U( 	(2.1) 
Elements of the group arise in the lattice formulation because they correspond 
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to the transport of the frames of internal coordinates at neighbouring sites, 
which are separated by a finite distance on the lattice. A gauge 
transformation is defined by associating with each site x an element g(x) of G, 
and then specifying the following transformation on the link variables 
L(JI x) k> C 	LLL 	 (2.2) 
The basic building block for the theory is the trace of the product of link 
variables around an elementary square (plaquette) on the lattice, which is 
defined by a site and two direction vectors u and 
UD T4 	 (2.3) 
This quantity is clearly invariant under the gauge transformation (2.2). In fact 
this is a full gauge invariance in the sense that each lattice site may have an 
arbitrary element of G associated with it. Thus in moving to the lattice 
regularised theory the principle of gauge invariance has been maintained. 
We now define a Lie algebra valued vector field AP at the lattice sites 
through the following 
= ex 
(2.4) 
Then to take the classical continuum limit of (2.3) we Taylor expand the slowly 
varying fields A(x), appropriate to a long wavelength expansion, to obtain 
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ot) +O(c?- 
14A+ 06,t) (2.5) 
Then using the Baker-Hausdorf equation 
e 	(2 	 (2.6) 
(2.3) be may expanded in powers of a to give 
UCI r 	 -. 	 (2.7) 
where 
Fl..,-v = ~A4 (~ L) —,-D L) f ; /--~ — ~ A,L)J 	 (2.8) 
is the classical field strength tensor for a continuum nonabelian gauge theory. 
On expanding the exponential and noting that the a2 term vanishes on taking 
the trace (because it only contains one power of the group generators which 
are traceless) we find 
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F O 0( 	(29) 
Then working on a finite lattice and imposing periodic boundary conditions on 
the link variables we define the lattice action by 
(2.10) 
where the factor of 1/2 arises because of our choice for the normalisation of 
the generators of G, namely Tr(TaTb)=_1/2S.  On using the result of (2.9) we 
find that in the classical continuum limit 
—) 
	
f,1 t, f (F,, 	 (2.11) 
which is the correct action (in Euclidean space) for the pure gauge part of the 
Lagrangian of (1.15) with bare coupling g. 
The lattice gauge theory may be quantised by the Feynman path integral 
method [Dirac (1933); Feynman (1947); Schwinger (1951)] in the usual way, 
giving the following expression for the expectation value of an operator, 0(U) 
composed of link variables. 
<0 0( 	(L) 0(U) - 	( 2,12) 
where d(l) is the Haar measure for the link variable I, which ensures that 
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(2.12) is invariant under gauge transformations. This is then the starting point 
for investigations of lattice gauge theories. While there is insufficient space to 
discuss the results in depth, we comment briefly on the important features of 
(2.12) and indicate some of the results obtained and refer the reader to the 
literature, before moving on to discuss the inclusion of matter fields in the 
lattice action in the next Section. 
Since a finite lattice only consists of a finite number of sites the 
Feynman path integral contains a finite number of integrals and so is a well 
defined mathematical expression. Indeed before the advent of lattice gauge 
theories the use of a lattice was one of the ways in which meaning could be 
attached to continuum expression by regarding it as the limit of a spacetime 
only defined on discrete timeslices. Also by choosing to work in Euclidean 
space the argument of the exponential in the path integral is always a 
negative real number which ensures that there is no ambiguity in evaluating 
the integrals (in contrast to Minkowski space where the action is multiplied by 
a factor of i). Results in Minkowski space may be recovered by analytic 
continuation of the Euclidean Green's functions etc. Thus the lattice 
regularisation provides an appropriate starting point for the derivation of 
rigorous results outwith the limitations of weak coupling perturbation theory. 
When working in the continuum theory it is necessary to fix a gauge to 
remove the divergences associated with the infinite volume of the gauge 
group, which gives rise to a determinant factor in the path integral 
representing a non-local interaction between gauge fields [Faddeev and Popov 
(1967)]. By introducing anticommuting 'ghost fields' this determinant may be 
written as a local interaction in the Lagrangian, making possible the use of 
perturbation theory. However on the lattice the finite number of sites ensures 
24 
a finite volume for the gauge group making this unnecessary (a gauge need 
only be fixed when calculating with weak coupling perturbation theory to 
ensure the existence of a link variable propagator). Hence manifest gauge 
invariance may be maintained throughout calculations. 
The form of (2.12) is now very much like the type of expression which 
arises in statistical physics while studying spin systems on lattices. Indeed we 
may interpret it using the language of statistical physics [Kogut (1979)], the 
inverse temperature of the system being proportional to 1g2 and the path 
integration corresponding to averaging over each possible configuration of link 
variables weighted according to the Boltzmann factor exp(-S0). This 
connection is of crucial importance because it allows the great variety of 
techniques which have been developed for the study of spin systems to be 
applied to lattice gauge theories, notably both high and low temperature 
expansions and Monte Carlo based numerical methods. 
It is from the perspective of the statistical physics approach that the 
continuum limit of the full quantum lattice gauge theory may be most easily 
understood. In (2.11) the classical continuum limit of the action was taken as 
a long wavelength appproximation at fixed bare coupling g, however in the 
quantum theory more care is required since g will be renormalised, and it will 
therefore be necessary to alter its value as the lattice spacing is allowed to 
tend to zero. More formally if m is some physical mass (or the inverse of a 
physical length), then on dimensional grounds 
(2.13) 
where f(g) is a function of the bare coupling. Now m is required to be 
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independent of the regularisation and so as a-O we must make the correlation 
length 1/rn become infinite when expressed in units of the lattice spacing. 
That is, we require there to be a critical value of g, say gcr such that as 
f(g)-+O in such a way as to keep m fixed in physical units. If such a point 
exists, keeping m fixed establishes a relationship between a and g. The 
functional form of this may be determined by noting that 
a C(~ = 0 
(2.14) 
with the consequence that 
f'(~):Z-V9V09)) ( ) 	
(2.15) 
If we work in the weak coupling regime the first two terms of (g) are 
already known from the weak coupling perturbation expansion of the 
continuum theory, because these are independent of the regularisation scheme 
used i.e. 
= 	9 	 (2.16) 
where for an SU(N) gauge theory 
(= U/N 
\ 	




From this it is possible to calculate the form of f(g) 
IA  C 	e p 	III C + O( ) 	( 2.18) 
where c is a constant. Hence we can make f(g)-O in the required way by 
allowing g-O. Thus there is an appropriate critical point at g=O (consistent 
with the use of weak coupling perturbation theory), which is a consequence of 
the asypmtotic freedom of nonabelian gauge theories. The existence of such 
a critical point should ensure a universal continuum limit for different actions 
with the same classical continuum limit. 
We now have a lattice theory which preserves the principle of gauge 
invariance and a method of taking the continuum limit as gO. We indicate 
some of the the results which have been obtained within this formulation of 
gauge theories. 
One of the original motivations for working on the lattice was that it 
provided an appropriate context for the investigation of non-perturbative 
effects, especially confinement. In fact it can be shown by considering the 
expectation value of the trace of closed loops of link variables (Wilson loops) 
that all gauge theories, both nonabelian and abelian are confining in the strong 
coupling regime [Wilson (1974)]. Basically this is because Wilson loops can be 
regarded as representing the effect of placing a heavy quark-antiquark pair on 
the lattice- from the behaviour of the loops it is possible to extract the 
potential between the quarks. The vital question that remains to be answered 
is if this behaviour in the strong coupling regime can be continued all the way 
to the continuum limit at g=O or whether there is a phase transition which 
prevents this extrapolation from being made. Clearly for the U(1) gauge theory 
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it would be a disaster if it were possible to make this extrapolation since the 
continuum theory is not confining. Indeed numerical work [De Grand and 
Toussaint (1980); Lautrup and Nauenberg (1980a); Bhanot (1981)] has 
demonstrated the existence of a phase transition separating the strong 
coupling confining phase from a phase with massless photons, which give rise 
to the usual Coulomb force law between electrons. However for SU(2) and 
SU(3) nonabelian gauge theories numerical work [Creutz (1979); Lautrup and 
Nauenberg (1980b); Creutz (1980)] has not found any evidence for a phase 
transition preventing the extrapolation of confinement through to g=0 and 
analytic work [Tomboulis (1983)] for SU(2) has provided a preliminary argument 
to support this conclusion. Thus lattice gauge theory has provided strong 
evidence for the existence of confinement in nonabelian gauge theories. 
However it does not really provide a clear understanding of the mechanism 
involved in the continuum since at strong coupling confinement is an 
inevitable consequence of the formulation even for QED. 
Other areas investigated include the string tension and scaling, the heavy 
quark potential, finite temperatures and deconfinement, the restoration of 
Euclidean invariance and the glueball mass spectrum. For further details the 
reader is referred to the literature [Kogut (1983); Creutz et al. (1983)]. 
2.2 Fermions on the lattice 
One of the other main areas of interest in lattice gauge theories involves 
the calculation of the hadron mass spectrum. To achieve this it is first 
necessary to decide upon a lattice formulation for the quark fermion fields. 
However as will be seen there are major difficulties in trying to implement 
this. Indeed it will turn out to be impossible to find a lattice formulation which 
preserves all the symmetries of the continuum theory. 
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We start with the continuum Lagrangian for the Dirac field 4, given by 
L - V 001-A- ~* + VY0 V 
where DU is the gauge covariant derivative defined by DII =3 ]j+A j, and 
d are a set of Euclidean space Dirac matrices satisfying the following 
properties 
t ~, ~V ~ = 2 ~, 
(r 	) (2.20) 
The fermionic fields are usually associated with lattice sites and a natural 
substitute for 34 which preserves the antihermiticity of D4 is the central 
difference given by 
{ V (x +- 	-1') i ~,, 	
(2.21) 
where x represents a generic lattice site. This leads to what we will call the 
naive fermionic lattice action SF 
SF- =  
+ 
(2.22) 
where the gauge link variables have been included to make the coupling 
amongst nearest neighbours covariant. This action will have the correct 
classical continuum limit. However to understand fully its properties in the 
quantum theory it is useful to consider the momentum space propagator S(p) 
in the free theory where all the link variables are set equal to the identity 
element of G. Then 
(2.23) 
We see that the propagator indeed has the correct continuum form in the 
neighbourhood of the origin, but it will also have the same form whenever 
or iT/a (within the Brillouin zone (-Tr/a, iT/a]). Thus there are 2' points 
which could equally well describe the continuum limit (the points other than 
the origin have y  matrices of a different sign than the set (2.20) but they are 
still a representation of the Dirac algebra) and so there are 2d  species of 
fermion present. Even in a system initially only comprising particles 
corresponding to the p=0 pole, the introduction of gauge fields or other 
interactions will inevitably cause the other fermion species to be pair 
produced and so they will contribute to intermediate processes. For instance 
in a perturbative expansion all internal fermion loops will occur with a factor 
2d times their continuum counterparts [Guerin and Kenway (1981); 
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Sharatchandra, Thun and Weisz (1981)]. This would lead to the the loss of 
asymptotic freedom for the SU(2) colour group and its near loss for SU(3). 
The species doubling can be overcome completely, and without loss of 
chiral invariance by a method due to Drell, Weinstein and Yankielowicz (1976). 
The naive lattice action discretisation of the Dirac operator is replaced by the 







However in configuration space this so-called SLAC derivative corresponds to 
a highly nonlocal expression and so: is of no use in Monte Carlo simulations 
and more importantly fails to recover locality or Lorentz invariance in the 
continuum limit [Karsten and Smit (1979)]. 
Wilson (1977) has invented a method whereby the unwanted fermion 
species are given a mass of the order of 1/a and hence they are eliminated in 
the continuum limit. This is achieved by adding to the naive fermionic action 







where r is an arbitrary factor (r>0). The momentum space propagator is now 
'S 	Ott r A/a. + I f ' 	a, 
01 Pt- 
'~ks I V'1 P/w
_ fl-cp/-t JH 
(2.27) 
and apart from the particle pole at p=0 the fermion species pick up a mass of 
the form 
01 = tYLi- rs/ 
(2.28) 
where s is an integer between 1 and d. This ensures that in the continuum 
limit they decouple from the theory, and so as a-*0 we recover the correct 
continuum propagator. 
Although the Wilson method solves the doubling problem it has the 
disadvantage that chiral symmetry is broken even for m =0. Despite this as 
the continuum limit is approached it should be possible to recover chiral 
symmetry. In QCD the occurrence of a Goldstone boson (the pion), at a critical 
value mer of the bare mass m, is taken as signalling that chiral symmetry is 
realised dynamically in this limit. Since there is no lattice chiral symmetry the 
bare mass will not be protected from renormalisation effects and so mcr in 
general will not be equal to zero and will have to be determined numerically. 
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We choose to use the Wilson method in the work of this chapter because it 
allows the construction of hadron operators comprised of quarks of different 
mass in a straightforward way. 
Before moving on to present this work we briefly mention one other 
technique which is used because it will have a bearing on the way fermions 
are handled in later chapters. This is the method due to Susskind (1977), in 
which the fermion degeneracy is reduced from 2d  to 2d/2  The resulting lattice 
action possesses a remnant of chiral symmetry, which makes lattice studies of 
chiral symmetry breaking more sensible because no tuning of the bare quark 
mass is required to obtain a massless pion, as was the case for Wilson 
fermions. The method consists of reducing the degrees of freedom at any site 
by distributing them on sublattices by spin diagonalising the naive lattice 
action through a field defined as follows (Kawamoto and Smit (1981)1. 
'V1t 	vZ, 




since x and 	cannot be related by complex conjugation in Euclidean space. 
Rewriting the action in terms of the fields x and 
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Q, ~ Y-) -Z 6— 1 
)XI+k 	
(2.32) 
and the index ct labels the Dirac components of the original fields and runs 
from 1 to 2d/2 We see that the action has been diagonalised in spin space, 
that is, it has decoupled into 2d/2 identical spinor copies. All but one of these 
may be thrown away and the degeneracy is reduced from 2d to 2c/'2. In fact 
what has really happened is that the physical fermion fields should be 
identified with combinations of Susskind fields around 2d/2 hypercubes. This 
connection will be made explicit in Chapter 3 where we discuss Kahler 
fermions which have a natural lattice transcription free from doubling 
problems because of their geometrical nature. Susskind fermions can be 
expressed in terms of Kahler fermions and indeed they are entirely equivalent 
in the free theory. However in the case of lattice gauge theories they are not 
because all the components of a Kahler field behave in the same way under 
gauge transformations (all being associated with the same lattice site) whereas 
the components of the Susskind field transform differently because they are 
effectively spread over a lattice of spacing 2a. 
In summary there is no way that fermions can be introduced on the 
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lattice to describe a single chiral mode: either chiral symmetry is broken or 
more than one mode has to be introduced. This can be understood within the 
framework of two general arguments. A topological discussion by Nielson and 
Ninomiya (1981) showed that any local hermitian lattice action which attempts 
to describe a single chiral Dirac field will inevitably describe its chiral partner 
elsewhere in the Brillouin zone. Karsten and Smit (1981) base their argument 
on the Adler-Bell-Jackiw anomaly [Adler (1969); Bell and Jackiw (1969)]. Any 
single chiral field on the lattice must have a corresponding conserved axial 
current. But since the lattice is already a regularisd theory this situation will be 
maintained as the continuum limit is taken and so the continuum result 
involving the anomaly cannot be recovered. 
2.3 Basic formalism for hadron mass calculations 
The starting point for this discussion is the lattice regularised SU(N) 
gauge theory defined on a d dimensional Euclidean lattice with the action of 
the pure gauge sector given by (2.10). Using the Wilson method for placing 
fermions on the lattice we introduce a fermionic action SF, to describe n 
quark flavours with bare mass rn, l<i<nf where 





- ) I ~ f 6 (-- ~~) U (A) 	 0 ~ J) 9 ~ I Y- -/t k 	
(2.34) 
A colour singlet operator H(x) representing a given particle state is 
constructed by choosing an appropriate combination of quark fields and Dirac 
matrices which have the quantum numbers of the state of interest (details of 
specific examples will be given in the next two sections). To obtain the 
particle mass we first calculate the particle propagator between two lattice 
sites x and y defined by 
HI )te 	SF (2.35) 
Then for large time separations satisfying a<<t<<Na 	Luscher [1977] has 
shown using transfer matrix techniques that 
(2.36) 
where mH is the mass of the lightest state in the channel with the quantum 
numbers defined by the operator H(x). As will be seen this will not necessarily 
be the mass of the particle state of interest. In (2.35) the fermionic integration 
can always be done explicitly [Matthews and Salam (1954)] using the following 
result 
W. 
<0 )O ( 
(M( 	) 	 (2.37) 
where the a j are combined indices specifying the colour and spinor indices of 
the quark fields with flavours f1 and g. The final integration over the gauge 
fields may be regarded as an average with respect to the measure given by 
- 
	
I I cka~ M-L 
(2.38) 
which will in future be denoted by <........>. However this cannot be carried 
out explicitly and must be calculated using Monte Carlo or series expansion 
methods. 
At this stage we will comment briefly on the appearance of the fermion 
determinant in (2.38). From the perspective of Monte Carlo simulation this 
presents a problem because the numerical evaluation of this determinant 
requires a very large amount of computer time and this has prevented a 
systematic study of (2.37) on the present generation of computers. To avoid 
this difficulty the quenched approximation is used. This corresponds to taking 
the nf-O limit in the rhs of (2.37) which is equivalent to ignoring internal quark 
loops. Although this may seem a drastic approximation there are good 
phenomological reasons to expect this to be a good approximation in QCD - 
internal quark loops appear to be unimportant in much of the hadron spectrum 
since widths of hadronic masses are small compared to the masses 
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themselves and are successfully described by the naive quark model. 
Finally we derive a crucial result which will be used repeatedly during the 
derivation of mass inequalities. On taking the hermitian conjugate of (2.34) 
with respect to the colour spinor indices we obtain 
M 
(r 	Wi 1,cJ 
(2.39) 
but using the hermiticitv of the y matrices and 
M (=( +ç)) 
(rU (x)(~ ~(r— 	U 0 	
(2.40) 
Lastly on application of (2.1) we obtain 
	
/ 	?Al 
jvj 	 = c ii 	 (2.41) 
2.4 Meson and baryon mass inequalities 
We now consider the derivation of mass inequalities from particle 
propagators within the Feynman path integral formulation using the lattice 
regularisation of the theory. Other work has been done using variational 
methods [Nussinov (1983,1984); Lieb (1985)] in quantum mechanical models, 
however these have not been proven within the appropriate field theory. The 
existence of mass inequalities was first noted by Wallace (1983) in the context 
of numerical calculations of the hadron spectrum for isospin non-singlet 
mesons in the quenched approximation. Firstly we generalise these results to 
include other operators for the u,d quark system, (where isospin is assumed to 
be an exact symmetry), although still working in the quenched approximation. 
An isospin non-singlet meson operator is given by MA(x)  where 
= 	 (2.42) 
and {rA: A=1.....161 is a complete set of r matrices. These are the appropriate 
operators for the channels and corresponding particle states outlined in Table 
2.1. Then using the results of (2.37) the meson propagator may be calculated 
to give 
A( 	<o !t<T  (17 M ( P Y1-  (f);) 	(2.43) 
where the trace only refers to the colour and spinor indices of M 1(x,y) and 
the subscript 0 on the rhs indicates that the integration over the gauge fields 
is with respect to the quenched approximation. We note that no subtraction 
of the quantity 	 in the meson propagator is 
required because the meson operator being an isospin non-singlet state does 
not have a vacuum expectation value. Since the fermion determinant is not 
being included in the measure (2.38) the integration is now with respect to a 
positive definite measure and so inequalities holding for the integrand will also 
be true for the integrated expression itself. This is the key observation 
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rA Particle channel jPC 
Ys IT (Operator 1) 
1 
Yi p (Operator 1) 1-- 
Y4 - 0 
y1'y'5 	11,..,3 A1  
1415 iT (Operator 2) 0 
yy, 	i1,..,3 p (Operator 2) 1 
y'jy 	i=1,..,3 B 
Table 2.1 Meson operators urAd(X) with their corresponding particle channel 
and JPC quantum numbers. 
needed to derive all the inequalities of this chapter. We now apply (2.41) to 
(2.43) to obtain 
- 	 (2.44) 
and on taking the modulus of each side the following inequality is established 
On applying the Cauchy-Schwarz inequality to the sum over the combined 
colour and spinor indices a and b we finally obtain 
)>_0 	 (2.46) 
It now remains to identify the expression on the rhs of (2.46) with a particle 
propagator; this can be achieved by setting rA=15, i.e. MA(x)  now represents 
the pion operator (pion 1) of table 2.1 with J=U 
-< 
(2.47) 





hence by using (2.36) the corresponding mass inequality is given by 
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(2.49) 
where MA  is the mass of the lightest state in the channel with quantum 
numbers equal to those of MAN. This result depends on the fact that the 
propagator for pion 1 is of definite sign. It is also possible to derive 
inequalities between combinations of four propagators but these always 
involve pion 1 and so when the corresponding mass inequality is considered it 
reduces to one of the form given by (2.49). On a finite lattice different 
operators representing the same particle (e.g. pion 1 and pion 2) will be 
expected to give different masses, however as the continuum limit is 
approached the masses will become equal, hence the difference between them 
is a measure of lattice finite size effects. 
Simultaneously to this work being completed Weingarten (1983) 
demonstrated similar results for the flavour non-singlet mesons in an 
unquenched theory of an even number of equal mass quarks. This result 
depends on the observation that on taking the determinant of (2.41) and using 
the result det(y5)=1 we find 
CL 	M 1x = ('u'& 	
(2.50) 
Thus the determinant is always real and so for an even number of equal mass 
quark flavours the positivity of the measure (2.38) is maintained in the 
unquenched theory. However more care is required in interpreting the mass 
inequality in this case because the presence of internal quark loops may give 
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rise to an intermediate state lighter than the one which might naively be 
expected. For example the rho channel could have two pions as the dominant 
intermediate state if the pion mass is less than half the rho mass, as is 
illustrated diagramatically in Fig.2.1. 
The result of (2.49) is only of value when considering mesons lying 
within the u,d quark system because it was necessary to insist that there were 
at least two quark flavours of equal mass to be able to introduce isospin 
non-singlet states. We now derive inequalities for the case of unequal quark 
flavour masses, again having to work in the quenched approximation because 
only single powers of the fermion determinants would now arise in the 
measure (2.38). We consider a meson operator M(x) comprising different 




where its jPC quantum numbers are the same as those given in Table 2.1. As 
before we calculate the meson propagator to obtain 
4z ri j 	 (2.52) 
and on applying the Cauchy-Schwarz inequality to the trace 
cJ T4M~~Trfm'('Y O )~~ 	j 	) & 0 (2.53) 
where y is a constant. Using the Cauchy-Schwarz inequality again, this time 
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Fig.2.1 Typical diagram corresponding to the rho channel, indicating how the 
intermediate state can be dominated by two pions if the pion mass is less 
than half the rho mass. 
applying it to the gauge field integration yields 
(2.54) 
We now need an interpretation for the terms <TrM1M1>0. This is 
identical to the expression for the pion propagator in (2.47), however there will 
no longer be a particle operator corresponding to this because in general 
there will not be an isospin symmetry. An operator with pion quantum 
numbers will have to be a flavour singlet state 
(2.55) 




These correspond to the terms illustrated in Fig.2.2. However we can express 
(2.54) in terms of particle propagators if the second term in (2.56) can be 
neglected. Two general circumstances in which this approximation can be 
justified are outlined. 
Firstly we consider the large N limit (where N refers to the SU(N) colour 
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kirmAWA 
Fig.2.2 Typical diagrams contributing to the propagator 	(x,y), where even in 
the quenched approximation q annihilation terms arise. 
group). We use perturbation theory in 1/N to calculate the two contributions 
to the propagator of (2.56). The relevant factors of 1/N associated with the 
vertices are given in Fig.2.3, and where in addition each closed colour loop 
contributes a factor of N [t'Hooft (1974)]. The leading order contribution to 
any process always arises from planar diagrams. In Fig.2.4 diagrams 
contributing to (2.56) are illustrated, from which we see that the q 
annihilation term is suppressed by a factor of 1/N relative to the first term, 
thus justifying the approximation. 
Secondly we consider the case of heavy quark flavours. From experiment 
it is known that the heavy quark flavours (charm and bottom) form flavour 
singlet mesons whose spectroscopy is well described by potential models in 
which q annihilation is neglected. And so again the neglect of the second 
term in (2.56) will be valid. 
In these two cases (2.54) yields the following mass inequality 
y'(M 	>/ YYi7)J 	 (2.57) 
where m(r) is the mass of the flavour singlet state composed of a q pair of 
flavour i with the quantum numbers of the pion i.e. J=O. This result can 
now be applied to the c and b quarks to give the prediction 
	
Aq (M '('3C ) '~/ I ~ YVL ( q C- ) -~ VYL (Vt VI) ~ 	 (2.58) 
(the na meson or mesons comprising a c and b q pair have not yet been 
observed). However there is a special case where immediate contact can be 
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31N 	 9N 
b) 
Fig.2.3 The contributions from a) quark and gluon propagators and b) vertices 
in the large N expansion, where only group theoretic factors are given. Note 




N(f. 	 N N  
b) 
Fig.2.4 Typical diagrams in the large N expansion contributing to 	(x,y), 
where those in a) do not involve q annihilation, while those in b) do. 
made with known physics, namely the meson operators comprising a heavy 
flavour and a member of the u,d system. Although the u or d quark term of 
the form (2.54) comes from a light quark it may be immediately identified with 
an 1=1, J=O 	meson (as in the calculation of (2.42)) i.e. the familiar pion. 
Thus we are able to make the following statement 
(M'to- ) t(p > 	 (2.59) 
where q is the heavy quark flavour. Note that in this case it is not necessary 
to quench the u and d quarks since these give rise to a determinant squared 
in the measure (2.38), for an exact isospin symmetry. This improves the 
validity of the inequality since light quark internal quark loops are more 
important than those from the still quenched heavy quarks. As an example of 
this inequality we note that for the charmed quark 
1?/OM€V 	V17r ±(2bH&)= )c MeVi2.60 
On completion of this work Witten (1984) published similar results 
derived in the continuum theory in a finite volume system regularised by the 
cut-off of Asorey and Mitter (1981). 
To complete this section we discuss mass inequalities for baryons. A 




It is not possible to derive mass inequalities between baryons because there is 
no baryon propagator which is of a definite sign. However lower bounds for 
baryon masses can be derived in terms of the pion mass. Weingarten, 
working with flf>4 quark flavours of equal mass in the full unquenched theory 
showed that 
(2.62) 
We now consider the case of unequal quark flavour masses and again 
work in the quenched approximation 
(1'(x1 Nfl'> (2.63) 
where r# is a matrix only dependent on the form of r. Applying the 
Cauchy-Schwarz inequality to the matrix sum over the colour and spinor 
indices yields 
t\Y1- v\A (Mi4) / r i vj  1 	(2.64) Ii- 




We now use Holders inequality in order to make further progress: 
(2.66) 
where r,s,t>O and 1/r=1/s +1/t. Then for any integers 
L( M 
< ( 	r( 
	
(2.67) 
The final factor in the rhs of (2.67) is a contribution to a multiquark colour 
singlet propagator and so we expect it to be bounded. Alternatively, since we 
are working in the quenched approximation we may regard it as the 
propagator of a state composed of pion operators drawn from an isospin 
system of quarks with mass m and 2s quarks of mass Mk, and is therefore 
bounded. Thus 
my 	j(j -~ ) VVI (71  
¼4 IS (2.68) 
(under the same restrictions imposed on (2.54) of large N or heavy quark 
flavours). But (2.68) holds for all values of s and so we finally obtain 
VV(1T - YL(y51 
	
(2.69) 
Where without loss of generality m(lrk)<m(TIJ)<m(TrI). This is not such a 
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restrictive bound as the equivalent result or mesons (2.57). 
For example we apply it to the Ac  baryon to obtain 
m/\ >/ 	 Z2 	MV 
	
(2.70) 
This completes our discussion of qq meson and baryon mass inequalities 
and we now move on to discuss q22 states in the next section. 
2.5 q22 mass inequalities 
The first inequalities for q22 mesons were derived by Espriu, Gross and 
Wheater (1984) working with n f equal mass quark flavours (n f even and >4) in 
the full unquenched theory and considering operators of the form 
(2.71) 
where the upper indices stand for different quark flavours and a and b are 
SU(N) colour indices. A particular case is given by the operator &, with 
or 
	 (2.72) 
They then derived the following propagator inequalities and corresponding 
mass inequalities 
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In this section we generalise the class of operators for which (2.73) is 
true and also simplify the algebra involved by using a different contraction of 
the colour indices to (2.71). We also discuss in detail the physical significance 
of (2.74) and apply the results to the u,d quark system. 
We begin by considering the most general gauge invariant operator 
defined on one lattice site that represents a q22 state 
7k 	r 	I  j L 	T 
i y a(z) 	1 (x) 
(2.75) 
where a, is now a colour index and ai a spinor index and where the upper 
indices (i,j,k,l) stand for quark flavours and run from 1 to nf . To avoid the 
occurrence of quark annihilation diagrams in the propagator of a"kl  (x) the 
flavour indices are restricted by the requirement that i,k#j,l. This allows states 
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with "crossing terms" in their propagators to be considered, as illustrated in 
Fig. 2.5 for the particular case of two u quarks and two d antiquarks. 
It will now be shown that the same lower bound may be established for 
the masses of the lightest states excited by all these operators, thus extending 




.x 	at (XI 	C11 	 CQ ~3 (2.76) 
where r is a matrix only depending on the choice of r and the flavour 
assignment of the quark fields. 
The expectation value on the rhs of (2.76) is taken with respect to the 








is a constant. 
A basis set of operators from which a(x) may be constructed is given by 









Fig.2.5 Diagrams representing the contributions to the propagator for the 
operator (2.75). The dotted lines indicate colour and spinor indices which are 
contracted. Fig.2.5b) represents a typical 'crossing term'. 
where {rA:A1.....16} is a complete set of r matrices and the operator is now 
constructed from two colour singlet terms (in fact just from two ordinary 
meson operators) the other independent contraction arising from two meson 
type operators each carrying the adjoint representation of SU(N). This 
contrasts to the approach adopted by Espriu, Gross and Wheater where an 
unnecessarily complicated colour contraction was used. This gives the 
impression that the q22  operator represents a bound state, but since the 
arrangement of the colour contraction does not correspond to an observable 
quantum number its use only serves to complicate the derivation of 
propagator inequalities. Later we will explicitly demonstrate the equivalence of 
the two methods. 
Now we consider the state 5, with FAFBIS, which has 
jPC0++ 
(2.79) 
and in which ik and jl, so that there are no crossing terms present in its 
propagator, which will now be given by 
<1:i M 
(. (2.80) 
Hence by (2.77) 
(2.81) 
with the corresponding mass inequality given by 
rYLO>/  yYL 	
(2.82) 
Espriu, Gross and Wheater used the operator 	given by (2.72). Now by 





01061 ' OL l 
aiJ (- 
d:E N 1 MI3 
Nt c'<j 
= 
NJ 	 (2.84) 
Hence 
tflCc, >/ m/ 
(2.85) 
And so (2.83) and (2.85) show that m=m- which establishes the equivalence 
of the two methods in deriving the lower bound for the q22 meson masses. 
Now consider the propagators for the operators E 	where no 
summation over A is intended and where the flavour indices are all different. 
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On noting that the trace (over both colour and spinor indices) of the matrix. 
product is real the following is obtained 





-ir 	M t (;3) 19 1V (c ) > 
y1MPA Mtj >2 
I)t)z 	
(2.86) 
Recalling from (2.44) the expression for a general meson propagator the 
following propagator inequality holds 
AA <01 E ̀)"(,,~E 	> >/ <'olMit1 (&o>Z 	(2.87) 
But from (2.36) 
MrtA <, 2jY 	 (2.88) 
where mAA and MA are the masses of the lightest states produced by EV and 
MI respectively. As a special case of this result by setting rA=15 the upper 
bound on ma given by (2.74) is obtained 
(2.89) 
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ki Now consider the propagators for the operators EA and apply the 
Cauchy-Schwarz inequality to obtain 
1<01 E()E(oN 
<J 	P ztY>Pt1 	l6)t')1t 
< E
PA 	 gig (2E 	()E() ( lo 	(2.90) 
with the corresponding mass inequality 
ri F6 > (+Al ias) 
(2.91) 
where mAB  is the mass of the lightest state excited by E. 
All the operators Et have P=+1 and C=+1, however they are not 
characterised by a unique spin quantum number and contain parts 
corresponding to spin 0,1 and 2. It was shown in (2.82) that all the masses 
mAA are bounded below by the lightest mass in the J=0 	channel. Thus 
because all the operators EV contain a part coupling to this channel it is to 
be expected that in the continuum limit the masses mAA will become 
degenerate and equal to m. Thus (2.88) reduces to m5<2mA and since the 
lightest qq meson is known to be the pion (2.49) the best upper bound is 
given by (2.89). Similarly (2.91) reduces to an inequality of the form (2.82). 
While (2.88) and (2.91) provide no new information in the continuum limit, they 
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may still be of relevance during numerical studies of lattice gauge theories 
where the consideration of different lattice operators coupling to the same 
channel can give an indication of the importance of effects due to the finite 
size of the lattice used in the calculations. 
The implications of the inequality m5<m7 will now be discussed. If 
m6<2m7T then there exists a q22 JPC0 
	meson (where the flavours are all 
different) which may be regarded as a bound state of two pions. This particle 
will not be able to decay via SU(N) gauge interactions because its mass 
m6<2m prevents the decay 	
ij ki which would be the most favourable 
decay channel into q mesons. In this case the existence of a stable bound 
state as the lowest mass in the mass spectrum of the rest frame propagator 
means that for large t it takes the simple form 
(2.92) 
where a6 is a constant. 
The other possibility is given by m=2m.ir. Now colour confinement 
requires that all hadronic systems are overall colour singlets. The existence of 
stable q  and qq bound states is a necessity because there are no colour 
singlet states composed of fewer quarks, quarks-antiquarks respectively. 
However there is no such requirement that stable q22 bound states should 
exist. If they do not then the lowest mass in the J=O' channel will 
correspond to the two pion cut which explains the upper bound of 2m,T  on 
m6 given by (2.89). This does not exclude the possibility of q22 mesons 
existing as resonances or metastable dynamical bound states but now m6 no 
longer corresponds to the mass of these states. The decay 	h i 1T would 
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now not be excluded. 
The existence of a two particle cut as the controlling singularity giving 
rise to the lowest mass in the rest frame propagator will mean that the simple 
behaviour of the propagator in (2.92) will be modified by the inclusion of a 
prefactor dependent on t. In the case of non—interacting pions in four 
dimensions the continuum result may be calculated analytically 
	
A 	= f J 	 C /\ p yyl;ut) S W - WLt,4,,,LV [ z,2 f  
Li 	trt 	 (2.93) 
which has an asymptotic expansion for large t given by 
tO(')] e(-2) 
(2.94) 
We now consider the lattice version of this result and calculate the log ratio 
of the propagator at neighbouring time slices (i.e. looking for a simple 
exponential fit) giving 
Io 	 I+ 0(-L,) 
-yL 
(2.95) 
Thus ignoring the t 3'2 prefactor in this case and just fitting to a naive 
exponential propagator results in a time dependent correction to the effective 
mass. While the effect of the prefactor becomes negligible for sufficiently large 
t, on the lattices currently used in numerical simulations it may be important; 
ignoring it would result in a higher mass than the true mass from the 
exponential part of the propagator. 
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So far these results only apply in systems with at least four quark 
flavours of the same mass, in order to be able to consider J=O 	q22  
operators which do not involve q22 annihilation in their propagators. We now 
turn our attention to a particular set of operators in the u,d quark system 
where these results still apply. It will be assumed that the u and d quarks 
have the same mass i.e. that isospin is an exact symmetry of the system. In 
general q22  states will contain quark annihilation within their propagators. 
However by considering the states with maximum total isospin, 1=2, it is clear 
that no such diagrams are allowed since the remaining quark and antiquark 
could at most only carry 1=1. The only diagrams which occur are represented 
schematically in Fig.2.5. 
Now consider the 13=2 states of the 1=2 isospin multiplet and construct 





then the propagator is given by 
= <0 \S(c 	= 2Cc 	t) 	2Cxd) (2.97) 
where the crossing term C(x,y) corresponding to Fig.2.5 is given by 
I 1 11 A( 	)> 
& 	 (2.98) 
I 	(s-C 
& 
We note that in the rest of this section all the averages are with respect to a 
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measure involving the fermion determinant squared, since only two quark 
flavours are now being considered. 
Now by following a similar argument to that used to derive (2.77) it can 
be shown that 
C() 	 1o> 
(2.99) 
where y is a constant. Also 




aLYi) 1 	 ) I) 
cI.Ir 
(2.100) 
Thus for large t 
C( ) t; )O)CL ) 	)O 	 (2.101) 
where c is a constant. 
Thus both contributions to the propagator for s(x) have the same leading 
behaviour. Hence for large t 
A ( 	L (ic 	[-& tot) 	(2.102) 
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And so for 1=2 J=0 q22 mesons the corresponding result to (2.89) is given 
by 
(fls =(L 	rYL 	 (2.103) 
If m<2m7 then there exists a q22 =2, j=o meson which may be 
regarded as a stable bound state of two pions. This particle would not be 
able to decay by strong interactions because its mass mS=m<2m.ff prevents 
the decay s+iiir. Thus s can only decay via the weak interaction and so 
would have a long lifetime, comparable to that of the 
The other possibility (apart from the exceptional case when c=1) is given 
by m=2m.TT. The existence of this upper bound is understood in the same 
way as for (2.89) - stable q22 bound states do not exist in the 1=2 j=O 
channel and the value of rn5 is due to the presence of the two pion cut. The 
existence of q22 mesons as resonances is not excluded. 
Thus the value of mS provides a test for the existence or non-existence 
of stable q22 bound states according to whether md(2mlr or m5=2m 
respectively. Calculations in the bag model (Jaffe (1977ab)] show that the 
mass of all q22 mesons is greater than twice the pion mass and potential 
model calculations [Weinstein and Isgur (1983)] indicate that no stable bound 
states of pions exist. Thus it is likely that numerical calculations of ms in 
lattice gauge theories will give the value 2m.ff and so will not permit a 
determination of the mass of q22 mesons (if they existed as resonances) by 
simply using operators of the form (2.79) and looking at their leading 
exponential behaviour. This agrees with the intuitive expectation that the 
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lowest mass in the jPC=0  channel would be due to the two pion cut because 
of the repulsive nature of the 1=2 irw scattering channel and the absence of 
any resonance within it. Recently work by Barnes and Thomson (1985) has 
indicated the existence of such a two particle cut in numerical simulations on 
an 8 lattice. 
2.6 Mass inequalities for general multiquark hadrons 
Finally we consider a state composed of n quarks and ñ antiquarks where 
to satisfy the requirements of colour confinement n-ñ=0 (modN). A general 




ff H(x) 	 IT () 
a 	 (2.104) Lr 
where again the quark flavours are different to the antiquark flavours in order 
to avoid the occurrence of quark annihilation diagrams in the propagator. By 
the Cauchy-Schwarz inequality 
IDIHLxH( tiO)k 04  cLr 
Lr 
(2.105) 
where y is a constant. 
Now consider a meson operator S(x) constructed out of pion operators 
and where 2<flf and all 2p flavours are different. 
S, = ( 	k 
(2.106) 
Then 
~X) 	10 -1 M  =	
(2.107) 
and for large time separations 
<Op(°)) 	 €) 3 
(2.108) 
where m.ff is the mass of the lightest state produced by S(x). It follows that 
a lower bound can be placed on the mass, m , of the general hadron state 
when n+ñ is even 
(2.109) 
By Holders inequality 
where a,<0, r,s,t<0, c--=1 and 1/r=1/s+1/t. Thus 
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(YLi-if / Yl-sTr + yYL47i 
r 	S 	b 
where for the masses to be interpreted as being derived from operators of the 
form (2.106) it is required that cts, Bt, 2r . Z 
It is possible to consider r being a half odd integer because this "mass" 
may be used to derive inequalities for hadrons when n+ñ is odd. For example 
the corresponding result to (2.109) for n+6 odd is given by 
Nil>/ 	. Oq (n+-ti 
(2.112) 
An example of this is given by its application to give a new lower bound 
on qqq baryon masses in terms of ma for SU(3) gauge theories 
	
()I 2,T,- 	yYL 
	
(2.113) 
If bound states of q22 mesons do not exist and so the upper bound of (2.89) 
is satisfied then this inequality becomes 
(2.114) 





The particular case r=1 results in the inequality mS.T.<s.m.Tr which may be 
interpreted as being a test for bound states of s pions in a similar way to the 
discussion of section 2.5. 
This completes the discussion of hadron mass inequalities in lattice 
gauge theories. We have seen that some of the inequalities derived do not 
provide very tight bounds on particle masses when compared to the known 
physics (especially for baryons) and are limited in the sense that most of them 
involve reference to the pion mass. However they are important because they 




Lattice and Supersymmetric Models 
in Two Euclidean Dimensions 
In this chapter we study the difficulties associated with attempts to 
formulate supersymmetric theories on the lattice. Motivated by Scott (1984) 
we focus our attention on models which allow the fermionic sector to be 
expressed in terms of Kahler fermions which (as mentioned in Section 2.2) 
have a natural lattice transcription without the problems of fermion doubling. 
We review this before turning to our discussion of supersymmetry. 
31 Kahler fermions 
In Chapter 2 we saw that the lattice formulation of pure gauge theories 
[Wilson (1974)] provided a geometric interpretation of the link variables (2.1) as 
parallel transporters of the internal coordinates between neighbouring sites. 
However, in the formulations of fermions discussed (Section 2.2) any 
geometric properties of spinors were completely disregarded. Indeed the 
spinors were rather arbitrarily associated with quantities defined on lattice 
sites. In order to find a more consistent procedure it is desirable to start from 
a geometric formulation of the Dirac equation. Such a geometrical description 
is provided in terms of differential forms by Kahler (1962) and recently 
rediscovered by [Banks et al. (1982); Becher (1981); Rabin (1982)]. Firstly we 
discuss the continuum Dirac-Kahler equation before presenting its lattice 
transcription. 
Differential forms are the natural framework for the discussion of the 
differential calculus of antisymmetric tensor fields A1 	
PP (x). Tensors of 
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rank p are the components of the p-form given by 
A 	A1 	 ... A 	 (3.1) 
where the wedge product A between the basis 1-forms dxI1  satisfies 
A 	a - 	A 	 (3.2) 
	
and the notation 	 means that only terms with P1<P2<-,.<pP are 
included in the sum (i1.....d). The first step is to translate the Euclidean Dirac 
equation 
(3.3) 
(with the same conventions for the y matrices as (2.20)) 	into the language of 
differential 	forms. 	At first 	sight 	this 	seems 	impossible 	because differential 
forms describe tensors, 	not 	spinors. 	However it is 	possible 	to rewrite the 
above equation equivalently with 	'1' as 	a 2d/2 2d/2 	matrix whose first 
column 	is i 	and 	whose 	other 	entries 	are 	zero. The 	equation then makes 
sense 	for 	any 2d/2X2d/2 	matrix 	si', and 	reduces to 	2d/2 	independent Dirac 
equations, one for each 	column 	of 	'1', 	describing 
2d/2  uncoupled degenerate 
flavours. 	Since the y  matrices and their products form a basis for 
2d/2x2d/2 
matrices 'F can be written uniquely as 
T6c)::: 	 (3.4) 
[;I 
where the components x are antisymmetric in their indices. The Clifford 
algebra on the y matrices has a representation on differential forms through 
the Clifford product V defined by 
ckVd = 	 V 
and so 'I' may be naturally associated with the differential form 
(3.6) 
OQ 
The 2' independent coefficients XH(x) are labelled by the ordered set of 
indices 	H=(j.I1 .... jih), 	41<2<••<4h 	including 	the 	empty 	set 	, 	and 
dxdx1"A. .... Adx. 




We now want to express (3.7) fully within the natural language of differential 
forms (i.e. without reference to the Clifford product (3.5)) by just using the 
exterior derivative operator, denoted by d and its adjoint denoted by $. The 
exterior derivative operator, which is the generalised curl operator, is defined 
by 
cQ 	 O iHH\3(& 
H A& 	 (3.8) 
where 	is the partial derivative of the coefficients XH(x) of V. The sign 
factor P4,H  is zero if ii does not belong to H, and is 
(_l)P  if p is the number of 
transpositions required to commute . in H(i.i1 ,..., 	to the left. H\p is the 
ordered set with 4 removed. The adjoint 6 of d, which is the generalised 
divergence operator, converts p-forms to (p-1)-forms and can be shown to be 
W:-- 	 XhX 	K 	 (3.9) 
where the sign factor P'1I,H  is zero it j.i belongs to H and is equal to 
otherwise. HUU is the union of H and {p} in their natural order. 
The operators d and 6 have the properties d2=0, 62=0 and the Laplacian 
may be written as 
(3.10) 
d-6 is thus the natural square root of the Laplacian, a property which it shares 
with the Dirac operator y1la 41It can be shown that (3.7) may be rewritten as 
(3.11) 
which can be derived from the action 
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(3.12) 
The original Dirac spinors may be recovered by noting that the y matrix 
representation of the Clifford algebra in the 2" space of differentiable forms is 
reducible. As a result the Dirac-Kahler equation decomposes into 
2d/2 
identical copies of the usual Dirac equation. The linear transformation which 
accomplishes this is [Kahler (1962); Becher and Joos (1982)1 
rT C 
(Y 	, , -) A :~ (3.13) 
where r H= Y 41 .11It (H as previously defined), r=i and 
1p(b) (b=1 .....2d/2) are 
the 2d/2 "flavours" each obeying the Dirac equation (3.3) and which possess an 
SU(2'12) flavour symmetry. 
In making a lattice transcription of the Dirac-Kahler equation (3.10) we 
make use of the fact that there is a mathematical formalism for manipulating 
functions on a lattice in complete analogy to the language of differential forms 
in the continuum. The lattice analogue of p-forms are functions called 
p-cochains defined on p-dimensional hypercubes (or p-cells) in which 1-forms 
correspond to link variables, 2-forms to plaquette variables etc. It is then 
straightfoward to make the transcription of (3.10) to the lattice 
(3.14) 
where, in this equation, 0 denotes a linear functional defined on the p-cells. It 
is possible to reinterpret a p-cochain A(x;, .....1.'p)  as a tensor valued 0-chain 
A The 2d  components of may then be viewed as a 2d  fermion field 
defined on sites, 	although 	such a 	reinterpretation would 	obscure 	the 
geometrical information contained in . The differential operators d (dual 
boundary operator and lattice analogue of d) and 5 (dual co-boundary 




where 	and 	are respectively the foward and backward lattice derivatives 
defined by 
-',,,  
,tR& 	( — k(vt/c 
(1 11 	/CL 	 (3.16) 
As in the continuum the relations d2=0 and 52=0  hold and the analogue of 




) 	 (3.17) 
The derivative part of the lattice action is given by 
S ac' :E ~ ~ H 	j H 	 z HOj3. 18) rtH M 
It is straightfoward to check that the energy momentum spectrum of the 
Dirac-Kahler equation is qualitatively the same on the lattice as in the 
continuum and both versions have an overall degeneracy of 2d2• However it is 
not possible to carry out the reduction to the usual Dirac equation, in analogy 
to the continuum reduction because the relations cannot be expressed locally 
on the lattice. This stems from the fact that the flavour transformations have 
become intertwined with the translations and the lattice reduction in 
coordinate space is not possible. We do not consider this problem here since 
in the two dimensional models considered in the next section the Kahler 
fermions are restricted by use of a pseudo-Majorana constraint. 
Finally we note the equivalence between Dirac-Kahler and Susskind 
fermions [Becher and Joos (1982)] which can be simply established by a 
relabelling of the fields. We define a new sublattice with a lattice spacing of 
half the original lattice and a new field on this lattice. Then in the notation of 
the above, 




Thus the new field X  is simply the field XH(X) distributed over the corners of 
the unit cell on the new sublattice. The action (3.18) when re-expressed in 
terms of the x fields, becomes the Susskind action (2.31) on the sublattice. 
3.2 Lattices and supersymmetry 
There are difficulties in deciding what is meant by a lattice approximation 
to a supersymmetric theory since it will not be possible to maintain a full 
supersymmetry on the lattice because supersymmetric transformations are 
related to the translation group which is no longer continuous on the lattice. 
Various proposals have been made, some of them using a Euclidean 
formulation [Dondi and Nicolai (1977); Nicolai (1978); Banks and Windey (1982)1, 
and others using a Hamiltonian formulation [Rittenberg and Yankielowicz 
(1982); Elitzur et al (1983)]. What all these approaches have in common is that 
they are based on modifications of the graded Lie algebra of the super Lie 
group. This is not the only possible approach, Sakai and Sakamoto (1983) 
have a scheme based on the Nicolai (1980ab) mapping, while Bartels and 
Kramer (1983) define a supersymmetric lattice approximation by ensuring that 
in the continuum limit the Ward identities for the continuum theory are 
satisfied order by order in perturbation theory. We return to this later idea 
later but first discuss an idea of Scott (1984) which is the motivation for the 
specific models which we study in Chapters 4 and 5. 
A lattice model which contains only bosonic fields is invariant under the 
action of some space group which depends on the type of lattice chosen. For 
a model defined in d dimensional Euclidean space this will be a subgroup of 
the Euclidean group E(d), which can then be thought of as a discrete 
approximation to the Euclidean group. As the lattice spacing of the model is 
reduced, whilst at the same time the couplings are renormalised, the 
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approximation becomes better and better until Euclidean invariance is restored. 
An immediate generalisation of this is possible: a lattice approximation to a 
supersymmetric model should be a lattice model which is invariant under the 
graded extension of the discrete Euclidean group on the lattice. Invariance 
under the complete graded Euclidean group should then be recovered as the 
cut-off is removed. Some examples of discrete graded groups have been 
known for some time (Rogers 1981ab), but here we follow the approach taken 
by Scott. 
Let CL  denote the complex Grassman algebra over 
L  Let ML  denote the 
set of sequences [Rogers (1980)1 
: 	 (3.2 0) 
Let 0 represent the empty sequence in ML and let (j) denote the sequence 
with lust one element, j. Then there exists a basis of CL  of the form 




If b=J a.BP where ap e it for all Il e  ML then its conjugate, b*, is defined to 
be 	 where the bar denotes complex conjugation and 
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(3.22) 
An element b ECL is called self-conjugate if and only if b=b. The set of 
self-conjugate elements, BL  inherits the structure of a real vector space. It is 
not, however, a self-conjugate Grassman algebra for whilst 
* 
(3.23) 
By associating appropriate factors of the square root of minus one with the 
elements of the basis 	of CL,  a self-conjugate basis C.L} of CL  can be 
constructed which is also a basis for BL 
(3.24) 
We also have the decomposition 
CL— CLOC L,l 	 L 2L3c eL,, 	 (3.25) 
where the subscript '0' indicates that elements of the space are linear 
combinations of basis elements with an even number of subscripts, or no 
subscripts (i.e. even elements) and the '1' indicates that the element of the 
space are linear combinations of basis elements with an odd number of 
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subscripts (i.e. odd elements). It is convenient to introduce the objects 
-Z~ = ~ i Y~~ ' : vi,,- & 21) L 	L,O 	1 	 (3.26) 
We now have the necessary notation to consider the construction of 
discrete graded groups. Consider for the moment two Euclidean dimensions. 
A Dirac spinor has two complex components and the Clifford algebra is 
&& 	- 	 (3.27) 
A possible graded extension of the subgroup of translations of E(2) is 
(e)o(, 0(&+ 	9t 9 	 (3.28) 
where xa, Va 6 BL,o' a=1,2 and e, 	€ CL1, c=1,2. A discrete subgroup is 
obtained by insisting that 	the elements have the form 
(3.29) 
Here 'a' is the lattice spacing. 
In the continuum the multiplication law for the complete graded group 
(including rotations) is given by (dropping indices) 
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(3.30) 
A and r are elements of Pin(2), where Pin(2) bears the same relationship to 
0(2) as Spin(2) bears to S0(2). There is a projection mapping p:Pin(2)-0(2). R 
is the vector representation of Pin(2). Now a rotation through 1T/2 in the 
bosonic subspace corresponds to a rotation through only r/4 in the fermionic 
subspace, consequently the set of elements of the form 
(3.31) 
where A is an element of D (D=p(D4)) do not form a subgroup. This 
problem can be overcome by the introduction of a Pin(2) internal symmetry 
group. The Grassman variable ea  acquires an extra label and can be thought 
of as a 2X2 matrix (øa).  Thus following the work of Section 3.1 we can 
immediately see that 0 has the form of a Kahier fermion. This may be written 
as a linear combination of the matrices 1 (=12), ra (1a) and r12 (=1112)  so as 
to define the components eM, of 0 through 
= 
U iiPL 	 (3.32) 
where M  stands for a set of indices as usual. 
Under the action of the spinor rotation group 0-A0, AC-Pin(2), and under 
the action of the internal symmetry group 0+OUt, UPin(2). Under the action 
of the diagonal subgroup obtained by insisting that A=U, 0A0At, the 
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components 9 transform like tensors as their indices suggest. If we insist 
that A=U D the external and internal transformations combine to produce r/2 
rotations (or multiples thereof) of the OM's. Consequently the eM's can be 
restricted to a discrete set of values and a discrete subgroup exists of the N4 
graded Euclidean group with Pin(2) internal symmetry group. N can be 
reduced to 2 by imposing the pseudo-Majorana condition on the Kahler 
fermions 
= eVe-1 (3.33) 
where B is a matrix with the property that 
V 
D Oo.. 0 	 (3.34) 
In d dimensions analogous results can be obtained by introducing a 
Pin(d) internal symmetry group to complement the Pin(d) (spinor) rotation 
group. In four dimensions this procedure leads to an N=4 theory. 
Thus the first stage of the procedure outlined by Scott can be 
implemented in that we now have a graded extension of the discrete Euclidean 
group. However difficulties arise in trying to extend this to a lattice model 
invariant under this discrete graded group. The difficulties are twofold. 
Firstly there is no known way of transcribing the product of Kahler fields 
in the continuum to the lattice in a completely satisfactory way, which is 
essential if lattice interaction terms are to be obtained. In the continuum the 
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product of two Kahler fields 0 and 1Y is given by 
 
1 
+( 9 0 T, L+ Q'U4 t (3.35) 
In the lattice analogue of this equation the coefficients of 1 would be 
associated with sites, the coefficients of r1  and r2 with links in the 1 and 2 
directions respectively, and the coefficients of r12 with plaquettes. As this 
equation shows, it is necessary for instance, to compose two link variables 
associated with links pointing in the same direction to obtain a site variable. 
Becher and Joos (1982) have proposed a definition but it suffers from the 
drawback that it is not associative and does not respect the cubic symmetry 
of the lattice. 
Secondly, and specifically related to the inclusion of supersymmetry, is 
the problem that the representation of supersymmetry on fields (whether 
regarded from the standpoint of superfields [Salam and Strathdee (1974)] or 
the infinitesimal transformations on component fields [Wess and Zumino 
(1974a)]) always involves the appearance of space derivatives. In looking for a 
representation of a discrete supergroup we would like to have some analogy 
of the continuum superfield to allow for finite supersymmetric transformations. 
One might try to avoid this problem of derivatives by working in momentum 
space and using the exact analogue of the continuum derivative on the lattice 
(2.24) but this means the use of the SLAC derivative in coordinate space which 
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as we have already remarked is known to be inconsistent with Lorentz 
invariance in the continuum limit. Thus at present because of these difficulties 
it is not possible to fully implement the program of Scott. However the fact 
that his investigation has highlighted models in which the fermionic sector has 
a natural interpretation in terms of Kahier fermions is of considerable interest. 
As was noted in Chapter 1 one of the problems in looking at lattice 
supersymmetric models is fermion doubling. The presence of Kahier fermions 
avoids this difficulty and so it is certainly of interest to study lattice models, 
which while not being supersymmetric in the sense of Scott, have the correct 
classical continuum limit, in order to see if supersymmetry is restored in the 
continuum limit of the full quantum theory. This we proceed to do, but first 
we need to find appropriate continuum models which we derive in the next 
section. 
3.3 Construction of supersymmetric Lagrangians 
We now turn to consider the construction of continuum models which 
aro invariant under the N=2 supersymmetry that was outlined in Section 3.2. 
Tho notation and conventions that will be used for this work are described in 
the Appendix. The internal symmetry introduced in the previous section now 








and so it can be regarded as being composed of the two columns i and a4.', 
where ip is an ordinary Dirac spinor. The internal symmetry has the simple 
action on 14.i of multiplication by a complex phase factor given by 
e 	
(3.38) 
The composition law for the supersymmetry group in this notation is given by 
)°( 	(x 	~ 	- 	 &) (3.39) 
Although we know that this is an N=2 supersymmetry, we can simplify 
the construction of supersymmetric Lagrangians by realising that in fact we 
can regard it as being an N=1 complex supersymmetry. There is now a very 
close analogy with the composition law for the N=1 supersymmetry group in 
3+1 dimensions written in terms of Weyl spinors, except for the fact that in 
this case there are only two bosonic coordinates. The combinatoric properties 
of the representations are exactly the same, only the spin content differs. 
When constructing representations of supersymmetry on fields it possible 
to use two basic approaches. In the original work of Wess and Zumino 
(1974a) the action of infinitesimal supersymmetry transformations on individual 
fields was considered in order to calculate the full supermultiplet of fields. 
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This involves the application of the generators of the supersymmetry in 
commutators or anticommutators with the field, according to whether it is 
bosonic or fermionic in nature. Alternatively the idea of the superfield can be 
introduced as a function of both the bosonic coordinates of the underlying 
spacetime and the Grassman coordinates which parameterise finite 
supersymmetry transformations [Salam and Strathdee (1974))] The component 
fields which arise in the Wess and Zumino approach can then be understood 
as the coefficients in a Taylor expansion of the superfield with respect to the 
Grassman coordinates (although we note that there are different possible 
choices of the parameterisation of the superfields which describe the same 
basic set of component fields). 
A variant on the approach taken by Wess and Zumino was suggested in a 
note in the paper of Salam and Strathdee (1975), in which the generators of 
supersymmetry are treated as raising and lowering operators on the fields, 
thus avoiding the use of commutators and anticommutators. In work not 
presented in this thesis, this idea was used to construct representations of 
N=1 supersymmetry on fields in 3+1 dimensions. It was straightfoward to 
show, using the generators written in terms of Weyl spinors that the only 
irreducible representations on fields consisted of 'generalised' Chiral multiplets, 
where a Chiral multiplet consists of scalar fields and a left or right handed 
spinor, and the generalised Chiral multiplet only differs by the inclusion of 
extra indices all of the same chirality to the scalar field from which the rest of 
the multiplet is derived. The forms of all possible supersymmetric invariant 
Lagrangians, bilinear in the fields, were also calculated, giving results which 
were in agreement with those already known from the other methods of 
construction. 
We now apply this machinery to the area of our present interest and 
construct the analogue of the Chiral multiplets in two Euclidean dimensions 
and show how supersymmetric Lagrangians may then be found. The action of 
the supersymmetry generators on a generic field 	is given in this formalism 
by 
S~ = e ,,- (10 * (9 01-Q~,,, 0 	 (3.40) 
where 5 	is the change in the field under an infinitesimal supersymmetry 
transformation parameterised by e and where the generators of the 
supersymmetry satisfy the following relations 
(3.41) 
The multiplets, which are similar to the 'Chiral' multiplets, are made up of two 
complex scalar fields and a Dirac spinor. The structure of these multiplets is 
given in Table 3.1, where the two multiplets may be related by complex 
conjugation (as implied by the notation). We notice that the ground state of 
each multiplet is subject to a defining relation QA=0 or QaA=0 in complete 
analogy to the Chiral constraints in the case of 3+1 dimensions. That these 
fields do indeed form a representation of the supersymmetry is easily checked 
by verifying the anticommutator relations (3.41) on each field component. We 
saw in (3.38) that a Dirac spinor transforms under the internal symmetry group 




F 0 I/2(t a)alp 
0 i/2 Ta 
IV•'2 (ta)aB3aA 
1/2 3a1P(Ta) 0 
Table 3.1 The action of the supersymmetry generators QOL and Qct on the 
supermultiplets of fields (A, 4), F) and (, T, F) is listed. 
that the fields A and A used as the starting point for the construction of the 
multiplets of Table 3.1 transform as scalars under the action of the group. 
Then since the F field is obtained from the A field by two applications of the 
Q it is clear that under the internal symmetry group it must transform 
according to 
(342) 
We now turn to the construction of Lagrangians invariant under the 
action of supersymmetry. It is not possible to write down Lagrangians which 
are exactly invariant under supersymmetry, in contrast to gauge theories 
where the Lagrangian was derived by insisting that it was invariant under local 
transformations of the internal coordinates carried by the matter fields. If a 
Lagrangian had an exact invariance under supersymmetry then the Lagrangian 
would have to vanish under the action of both the Q and Qct and on using 
(3.41) we can see that it would have to be a constant. Rather, we look for 
Lagrangians which only change by a total divergence under the action of an 
infinitesimal supersymmetry transformation. The action is then invariant 
provided that the surface integral arising from integrating the total divergence 
by parts is zero. The easiest way to achieve this is to consider a Lagrangian 
defined by 
(3.43) 
That this must give rise to a total divergence under supersymmetry can be 
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seen on using the anticommutator relations (3.41), because terms involving 
or its conjugate vanish since they are antisymmetric in the indices 
B and y all of which take the values 1 or 2. To ensure that no derivatives 
beyond second order arise in the Lagrangian we require that 
f(A,A;4i,4i;F,F)=f(A,A) and for the Lagrangian to be real we further require 
(A))= (A) 	 (3.44) 
To allow more scope in the form of possible Lagrangians we introduce n 
copies of the multiplets given in Table 3.1, i.e. using fields A1 (1=1 .....n) as the 
defining fields; this will enable us to introduce a 'flavour' symmetry in the 
theory by appropriate choices of f(A1,A) (which is chosen to be invariant under 
the action of the flavour symmetry group). Then on evaluating the expression 





+ I -~ VI ~, ~ -~ - L E 
Vz V, VC& 	
(3.45) 
Where h(A,) is defined by 
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(3.46) 
As a check on the algebra we evaluate the change in (3.45) under an 
infinitesimal supersymmetry transformation to find 
E  
(3.47) 
which is a total derivative, as expected. The Lagrangian (3.45) is in agreement 
with that obtained by Zumino (1979) using superfield techniques (apart from 
differences in sign due to the use of different conventions for the spinors 
etc.). As noted by Zumino this Lagrangian is the supersymmetric extension of 
the purely bosonic non-linear model defined through the Lagrangian 
(3.48) 
where the fields Ai can be regarded as being the local coordinates on a 
complex Kahier manifold. By setting f(A,Z,)=AjA j the usual supersymmetric 




Another way of constructing supersymmetric Lagrangians involves finding 
functions g(A,A;i,i;F;F) which satisfy 	g=O (where g is also invariant under 
the internal symmetry group) and then setting 
z P0, Q,:~, 9 m A; 1P) ~ ~ F) F) 	
(3.50) 
where there is also the corresponding form to (3.50) obtained by complex 
conjugation. If we require that this is invariant under the internal symmetry 
we are forced to choose a function g which leads to a Lagrangian of the form 
already derived in (3.45). If this requirement is relaxed then the following form 
of g 
(3.51) 
gives rise to the corresponding Lagrangians 
£ 	 R 2 
2 	
(3.52) 
where under the internal symmetry group 
4 ~,~ CzZQ(, ~ 
(3.53) 
It is possible to derive this type of Lagrangian starting from (3.43) but not 
imposing the constraint (3.44), but this would make f(A,) a non-local function 
of the fields and isio further interest here. We note that by setting p=2 a 
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bilinear Lagrangian is obtained which does not involve any derivatives and 
which is given by 
L F 	 h.a. 	 (3.54) 
This is analogous to the term used in the model of Wess and Zumino (1974b) 
to give the particle fields masses. Thus in our present considerations the 
introduction of a mass term in the Lagrangian is not possible if we are to 
preserve the internal symmetry. In the next section we will discuss the 
implications of this result for free lattice propagators. Before moving on to 
this, we note that while we have only looked at the analogue of Chiral 
multiplets in this discussion it would be possible to consider Lagrangians 
involving the generalised Chiral multiplets and other reducible multiplets, an 
example of which is given in Section 5.4 
3.4 Free lattice propagators 
We now investigate the form of the free lattice propagators for the 
Lagrangians derived in the previous section. In order to avoid the 
complication of fermion doubling we will use the machinery of Kahler 
fermions, as outlined in Section 3.1, to transcribe the continuum Lagrangian to 
the lattice. Firstly we must rewrite the fermionic sector of the theory in terms 
of pseudo-Majorana Kahler fermions, since up to now all the Lagrangians have 
been constructed in terms of Dirac spinors. This is easily accomplished using 
the relation (3.37). The kinetic term (3.49) is now given by 
- - I -Ir ( , P '- 
(3.55) 
and the mass term (3.54) by 
Ft A- 	(ptfli) 	 (3.56) 
The derivative term for the fermions in (3.55) can be written out explicitly in 
the components of the pseudo-Majorana Kahler fermion 'I' to give 
c 	 (3.57) 
and where on the lattice using (3.15) this has the following transcription from 
the continuum 
+A4 (&t 2 	 (3.58) 
In order to simplify the notation we relabel the four components of the Kahler 
fermions by rewriting them in a column vector T(12 '?i, ii'2), where the 
components of 4i are given by ljJA, A=1.....4. The factor of i is included in the 3 
and 4 components to ensure that each component of i is a real Grassman 
variable. For convenience we also write the bosonic fields in a 
four-component notation through 4T=(Re(A), lm(A), Re(F), Im(F)) with 
components 	X=1.....4. The continuum action is now given in terms of 4J 
andby 
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cd 	 tPx SxI1 
where the propagators I(x,y)xy and S(x,y)Aa for the bosonic and fermionic 
fields respectively, are found to be 
10wu 01 
C) 
fvt o 	-o 
(3.60) 
and - 
-aü t V1AV,) Vq 12 
(3.61) 
and where in the fermionic propagator, matrices Da  and Va  have been 
introduced. These are defined in the Appendix, where their properties are also 
listed. Their use will simplify the evaluation of the Feynman diagrams 
calculated in Section 4.1 and 4.3. We note that if the mass term is included 
the free Lagrangian will no longer be invariant under the internal symmetry 
group. 
We now turn to the lattice discretisation of (3.59). We have already seen 
how to deal with the fermionic sector. The treatment of the bosonic fields is 
straightfoward. the Laplacian, 32 just being replaced by This leads us to 
the action given by 
S 
(1) fL' 	•1 	 (3.62) 
where the lattice propagators L(X,Y)XY and SL(X,Y)AB  for the bosonic and 










pJ-vY 	 (3.64) 
where 
DL 	(
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As a check on the algebra it is easy to see that on taking the limit of the 
lattice spacing tending to zero in (3.63) and (3.64) the continuum results of 
(3.60) and (3.61) are recovered. 
However on examining SL(x,y) we immediately see that as a consequence 
of the internal symmetry breaking mass term, the propagator for the fermions 
is no longer invariant under rotations through i/2 because of the term in the 
denominator which is anisotropic in the 1 and 2 directions. While we know 
that in the continuum limit of (3.64) this problem will disappear, the lack of 
invariance under rotations through i/2 on the lattice will mean that there is 
no longer any guarantee of regaining a Euclidean invariant theory in the 
continuum limit of an interacting quantum field theory, let alone one that is 
supersymmetric. 
In Chapter 4 we look at this problem by considering a lattice version of 
the two dimensional, N=2 Wess-Zumino model, where we find that Euclidean 
invariance is in fact recovered in the continuum limit using the Kahler fermion 
approach. However a supersymmetric theory can no longer be obtained 
without the introduction of extra interaction terms in the lattice action, which 
are not present in the continuum action. 
Alternatively we could consider models which are invariant under the 
internal symmetry, i.e. of the form given by (3.43), thereby excluding the 
existence of the mass term and ensuring the desired discrete Euclidean 
invariance on the lattice. However this approach introduces new problems 
because the free propagators in the continuum will now be infrared divergent. 
Therefore, in general, there will not be operators with a consistent weak 
coupling perturbation theory through which we could compare the continuum 
limit of the lattice model, when calculated in the full quantum field theory, 
with the results calculated for the equivalent operators in the continuum 
model. We discuss these problems in Chapter 5 in the context of the CP 1  
model, although only the first steps in the resolution of the difficulties are 
given, further work being required in order to complete the discussion. 
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CHAPTER 4 
The N=2 Wess-Zumino Model in 2 Euclidean Dimensions 
In this chapter we consider the behaviour of the Kahier fermion lattice 
transcription, described in Chapter 3, when applied to the N=2 Wess-Zumino 
model in 2 Euclidean dimensions. However before this, we present the 
relevant continuum results. Finally we discuss the alternative Wilson 
formulation for the fermions. 
4.1 The continuum N=2 Wess-Zumino model 
The continuum Wess-Zumino model comprises the kinetic term with a 
mass term given respectively by (3.55) and (3.56) with an interaction 
Lagrangian derived using (3.52) and setting p=3. On rewriting this in terms of 
the fermionic degrees of freedom as defined in (3.37) we obtain the interaction 
Lagrangian given by 
Lr 	 Tv tgTV 	(4.1) 
The aim of this section is to obtain the results in weak coupling perturbation 
theory with which we can compare the continuum limit of the equivalent 
calculations when carried out on the lattice in Sections 4.2 and 4.3. Before 
calculating these we discuss the ultraviolet behaviour of the theory to all 
orders in perturbation theory. The superficial degree of divergence of a 
diagram is given by 
D= Z-  ((F F)+EF +EE,) '(RPg t 	 (E tF0 6)) (4.2) 
where  Ex is the number of external legs of field type X entering the diagram 
and Pyz is the number of propagators between the fields Y and Z. It is easy to 
see that apart from vacuum diagrams the only superficially divergent diagrams 
are the E4 and EF  tadpole diagrams at one-loop in perturbation theory and the 
EA+EB2 two-point functions again at one-loop in perturbation theory. Thus to 
all orders in perturbation theory the only divergences which can arise will be 
from diagrams which contain the above mentioned diagrams as sub-diagrams. 
Motivated by this we turn to consider the one-loop tadpole and two-point 
functions since in the work of Bartels and Kramer (1983) it was the diagrams 
which were UV divergent that gave rise to the existence of extra lattice 
contributions to the continuum limit of the theory. 
The tadpole diagrams at one-loop in perturbation theory are illustrated in 
Fig.4.1. It is easy to show that these give rise to a contribution at this order 
given by 
<h (X)) <x)) 	F(> Kx> 0 	 (4.3) 
and so it is clear that there are no divergences in any diagram due to the 
presence of one-loop tadpole sub-diagrams. 
We now turn to the two-point functions at one-loop order in 
perturbation theory, in fact we will consider the subtracted two-point 
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Fig.4.1 The only tadpole diagrams possible at one loop. 
functions. These are given diagramatically in Fig.4.2 and a detailed calculation 
shows that at this order in perturbation theory 






where the logarithmic divergences present in the component diagrams of e.g. 
fl 	have cancelled out, as a consequence of supersymmetry, to produce an 
ultraviolet finite result. The fermionic two-point function lljsijs is indicated in 
Fig.4.3 and the detailed calculation gives the result 
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Fig.4.2a) The two-point function <A(x)A(y)> at one loop, split into its 
contributions to ll, AF and 'IFF- 
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Fig.4.2b) The two-point function <B(x)B(y)> at one loop, split into its 
contributions to 	11BG and 
Fkl B 
X4 
Fig.4.2c) The two-point function <A(x)B(y)> at one loop. 
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Fig.4.3 The two-point function <(x)4J(y)> at one loop. 
T (4.8) Tr(- 1tL 	Tj-:v, 1 
At this stage we make two comments on these results. Firstly since the 
superficially divergent diagrams are themselves finite we know that all 
diagrams are ultraviolet finite and secondly that the results of (4.3-7) are the 
one-loop results corresponding to the Ward identities for the unrenormalised 
two-point vertices given by [Iliopoulos and Zumino (1974)] 
0 	 (4.9) 
T1 	1& -~ 71F: F t/k) = - k Z M  
ii4k) 	 (4.10) 
Indeed we can see the effect of the supersymmetry through these Ward 
identities, since they ensure that the renormalised couplings and masses of 
the individual fields still satisfy the same relations as in the original bare 
Lagrangian, i.e. that the supersymmetry has been preserved. This gives us a 
criterion for deciding whether a lattice action with the correct naive continuum 
limit has a supersymmetric quantum continuum limit by checking that the 
Ward identities hold in this limit. To ensure this may entail using bare 
couplings on the lattice which do not satisfy the relations of the bare 
continuum Lagrangian and the addition of interaction terms which are not 
present in the continuum theory, as was demonstrated by Bartels and Kramer 
95 
(1983) in their work on the Wess-Zumino model in four Euclidean dimensions. 
This is the strategy that we follow in the following two Sections, where we 
note that in Section 4.2 we must first investigate whether Euclidean invariance 
is restored in the continuum limit before considering the supersymmetry (since 
we know from (3.65) that the fermion propagator is anisotropic in the two 
space directions). 
4.2 Kahler fermions and the Wess-Zumino model 
In this section we use the lattice discretisation of the fermions described 
in Section 3.4. Since in the continuum the supersymmetry has the effect of 
producing cancellations between bosonic and fermionic loops it is sensible to 
try and treat the bosonic and fermionic propagators on a similar footing and 
to ensure at least that the denominators in the momentum space propagators 
are the same. At present this is not the case because the denominator of the 
fermionic propagator is anisotropic, while the bosonic propagator is isotropic. 
We resolve this by modifying the kinetic term in the bosonic sector of the 
theory by introducing the following term 
£1 	k +2. (4.11) 
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This at least is sufficient to ensure that for the tadpole diagrams the one—loop 
results of (4.3) are exactly maintained on the lattice. We thus turn our 
attention to the two—point functions. Here we calculate '1FF  and fl. The 
former serves as an illustration of the techniques required to evaluate the limit 
a*O in a case where the continuum limit is recovered. We discuss these in 
detail for this case and in future will only present a briefer outline of this type 
of calculation. 
On the lattice and in momentum space '1FF  takes the form 
[S(OLt)/a$+r t K ,S'(o1/o,Z+fttJ 	(4.13) 
where on allowing the number of lattice sites N, in each direction to become 
infinite the discrete sum is replaced by an integral to give 
iTFF (F L} 
 (117Q 
J..Trf& (2:Tfl2 S'f&L/ 	 +] (4.14) 
To take the continuum limit a-O we follow the technique of Karsten and Smit 
(1981). Firstly we rescale the internal momentum by setting l-l/a to obtain 
rTi 
T-FF 	 CL  2- 
J 	(2T)t [ (L) 	[wcJ 	(4.15) 
Now the denominator of (4.15) is non—zero for all values of I except in the 
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limit as a-'0, when it is zero at 1=0. Thus the only contribution from the 
integral in the continuum limit will arise from the neighbourhood of the origin. 
In order to investigate this we combine the two terms in the denominator 
giving 
C' ni 




[S'(L)x 	'(ttck,0 (I-jO ± 	 (4.16) 
We now set ll=ct l l,+Bl and similarly for 12 and expand this in powers of I. The 
term in the denominator which only involves 11 is given by 
	
LXS'lVINit 	 t/2, +0,~ 1~  IL 12- 
lV-/1/ 	 f2L 	t(Lxi-ta,)] 
+ O(L) 	(4.17) Lix, L~ - 1 	(,9, -~ ~, &,) -~ x-,- 
and in order to eliminate the term linear in Ii we set 
vL(/g+oJ 1 ) 0 	 (4.18) 
which for small a may be solved in a power series in a to give 




The term in the denominator involving 12 is treated in a similar way, where 
(4.21) 




[S?t)tS' .,U—x) t(Mkj (4.22) 
where V corresponds to the cube of sides 27T centred at the origin but 
rescaled in the 1 and 2 directions by a, and a2  respectively and f(a) is given 
for small a by 
vo-) = Lx(i-c+m] --c{a) 	 (4.23) 
The integrand in the region not including the origin is bounded for all values 
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of a and so gives no contribution in the continuum limit. Thus we need only 
consider the first integral made up from contributions near the origin. The I 
integration may be evaluated to give 
j 
(4.24) 




which is identical to the result obtained in (4.6) on rewriting the denominator 
in this as the square of a single factor and performing the momentum space 
integral. Thus the continuum limit is recovered with the correct Euclidean 
invariance. The lattice calculation of 11pp proceeds in a similar way, giving the 
continuum result (4.7) as a-*0. 
We now turn to consider the case of IIAA which on the lattice to 
one-loop after taking the limit N- 	and changing the variables kl/a is given 
by 
1 
2f  X(L 
()2 	
(4.26) 
where X(ak,l) is defined by 
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X(ck L 




We can immediately see that we will no longer recover the continuum result 
in this case, because the term X2(ak2,12) will give an additional constant term 
from integrating over the part of the domain excluding the origin, while the 
integration for X1(ak1,11) only gives a non-vanishing contribution in the 
continuum limit from the neighbourhood of the origin, to recover the usual 
continuum result. The term Xm(3k2,I2) gives a vanishing contribution in the 
continuum limit. The continuum limit is given by 
Tr 	 thc 	_l+92 d 2L SriJ'lz/ 2  
LfJr
[stvtLt](428) 
We can see that the form of the Ward identity given for the two-point vertex 
functions in (4.9) is broken by the appearance of an extra constant term in 
1I. Hence it is not possible to obtain a supersymmetric continuum limit for 
the theory simply by rescaling the bare parameters of the lattice action. In 
order to remove this unwanted constant it is necessary to introduce a 




where 6mAA  is tuned to remove the unwanted constant term in (4.28). This is 
an undesirable feature since the naive continuum limit of the bare lattice 
Lagrangian no longer recovers the classical bare continuum Lagrangian. 
Similar considerations apply to 1IBB.At higher orders it might be expected 
that no further corrections are needed because (apart from 11AA  and 11BB  at one 
loop) all other diagrams give rise to UV finite contributions and Bartels and 
Kramer argue that such diagrams yield the usual continuum results as a-U. 
However the existence of the correction (4.29) does not bode well in general 
for the application of this technique to theories which are not UV finite where 
we expect rescaling of the bare lattice parameters to be necessary and the 
introduction of further interactions on the lattice to be required, thus giving 
no improvement over other methods because of the need for perturbative 
corrections at all orders. 
However we recall that the finite constant in (4.28) is associated with the 
breaking of the internal symmetry (3.38) and (3.42). In the calculation of 11FF' 
which only involved bosonic fields in the component diagrams the anisotropy 
in the propagators due to the mass term disappeared in the continuum limit. 
This was again the case in IIAA where the potentially dangerous term Xm  
arising from the anisotropy in the free propagators vanishes in the continuum 
limit. The difficulties arose solely because of the breaking of the internal 
symmetry in the interaction term, which gives rise to qualitatively different 
terms in Ii  and 12,  one of which prevents the Ward identities from being 
satisfied in the continuum limit. 
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Thus it would seem that for the Kahler fermion formulation to stand a 
chance of being successful it is necessary to study Lagrangians which 
preserve the internal symmetry. We present a discussion of some of the 
associated problems with this approach in the next Chapter. But before 
moving on to present this, we repeat the calculations of this Section using the 
Wilson method for removing the fermion degeneracy. 
4.3 Wilson fermions and the Wess-Zumino model 
In this section we use the Wilson method to deal with the problem of 
fermion doubting. This involves replacing the derivative in the fermionic 
kinetic term with the symmetric difference (2.21) and then introducing a 
momentum dependent mass term to remove the unwanted fermion species cf 
(2.26). The free fermion Lagrangian now becomes 
-i) ypc 
12AA 
On the lattice each continuum fermionic degree of freedom will have 
associated with it an additional three lattice modes, while if we use the 
standard bosonic lattice action there will be no unwanted extra lattice modes. 
Since supersymmetry requires an equality between bosonic and fermionic 
degrees of freedom we choose to modify the bosonic action to introduce extra 
lattice modes to correspond to those of the fermionic sector. This is the 
technique first introduced by Bartels and Kramer (1983); it also has the merit 
of preserving cancellations between bosonic and fermionic loops. 
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(4.31) 
The free propagators corresponding to the Lagrangian (4.30,1) are easily 
calculated and are given by 
2 
S14/a2t W40  
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(4.32) 
and 
cL) (XI5I 	exj PvL4, M(L-Lp~j f 1~,S n CL 




(G-F) = :~ Ci' 	(cp) 	 (Osa P/.,) 
Ak 	 (4.34) 
We are now in a position to repeat the calculations of the previous two 
sections but this time using Wilson fermions. The one-loop tadpole diagrams 
are all identically zero on the lattice in agreement with the continuum results 
and so we now turn to the calculation of the one-loop two-point vertex 
functions. After some algebra the only non-zero ones are found to be given 
by 
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where as usual the limit N- 	has been taken and the substitution for the 
internal momentum I-*l/a has been made. As can be seen there is already a 
close similarity to the continuum Ward identities because the relevant factors 
of the external momentum, in their lattice form, have already been extracted. 
It only remains to check the limits of the integrals as a-'O, it was at this stage 
that extra finite terms arose in the calculation of Bartels and Kramer, 
essentially because when working in four dimensions the corresponding 
integrals are logarithmically divergent in the neighbourhood of the origin. It is 
clear that in the situation under consideration here, no finite terms can arise 
from the integrand away from the origin in the limit aO because the 
denominator does not vanish at any point. Thus we are only left to consider 
the neighbourhood of the origin. We calculate TI 	in some detail and then 
just give the result for the other functions. As in section two we first 
combine the two factors in the denominator by introducing a Feynman 
parameter and then substituting I-I+S and expanding the denominator in 
powers of I, to give 
( 
t) 	I 	d 
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As before we choose l3l and 2 to eliminate the terms linear in the internal 
momentum. For small a these may be solved in a power series to give 
4(x1 	-(Hx)t (ct 	
(439) 
We now diagonalise the quadratic part in I, this is accomplished for small a by 
a transformation of the form 
-) L1 (J+O() 	ID(c) 
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where we have also expanded the cosine in the numerator in powers of I and 
where f(a) is of the same form as that given in (4.23). The evaluation of the 
I—integral proceeds in exactly the same way as that in (4.24) and so we 
recover the continuum result in the limit a-O. 
The evaluation of (4.36) and (4.37) follows an entirely similar pattern and 
we again recover the continuum results. 
Thus as far as the diagrams evaluated are concerned we have shown 
that the continuum limit of the lattice theory gives the same results as the 
continuum theory itself and thus far appears to be an appropriate lattice 
regularised supersymmetric theory. In their paper Bartels and Kramer argue 
that in the Wilson formulation all diagrams which are ultraviolet finite will give 
the same results in the continuum as a-O. Since in the N=2 Wess—Zumino 
model in two dimensions we have shown that the theory is completely 
ultraviolet finite and have explicitly checked that the only diagrams containing 
divergent components give the correct continuum results in the limit a-*O, we 
believe that to all orders in perturbation theory the continuum results will be 
recovered. It is thus justifiable to claim that this model is a "supersymmetric 
lattice model" in the sense that the bare lattice Lagrangian has both a 
supersymmetric classical continuum limit and quantum continuum limit. It is 
therefore worthy of further study. 
CHAPTER 5 
Supersymmetric CP 1  Models 
and Infrared Finiteness 
In this chapter we show how a particular case of the Lagrangian derived 
in Chapter 3 is equivalent to an extension of the CP 1  model. We briefly 
review the CP" 1  model with particular emphasis on the existence of infrared 
finite two-point functions; we demonstrate this explicitly to one loop within 
our chosen parameterisation of the fields. Other ways of deriving the 
supersymmetric CP 1  model are presented before the calculation of the 
two-point function, mentioned above, is carried through to two-loops in the 
supersymmetric model to demonstrate the preservation of its infrared 
finiteness to this order. The outlook for lattice formulations of this model is 
discussed. 
51 Introduction to the CP 1  model 
In Chapter 3 we considered the construction of supersymmetric 
Lagrangians for an N=2 supersymmetry in 2 Euclidean dimensions which only 
involve the use of "chiral" multiplets. We saw that the only Lagrangian of this 
class that is consistent with the internal symmetry on the Kahler fermions was 
derived from a scalar function of the bosonic A fields, f(A,A). This can be 







However the supersymmetric mass term (3.56) breaks the internal symmetry 
and so cannot be included in the Lagrangian if we are to maintain this 
symmetry. In this case the free boson and fermion propagators will be infrared 
(IR) divergent and if weak coupling perturbation theory is to be used 
consistently it will be necessary to find operators that are IR finite or some 
physical way of regulating them (Cf the method of controlling IR divergences 
in QED scattering cross-sections by noting that in any experimental 
cross-section measurements will be insensitive to soft photons below a 
certain resolution). 
It is with this motivation that we first consider the pure bosonic 
Lagrangian (3.1) and look for an appropriate non-linear model which may be 
cast in this form and which allows consistent perturbative calculations. 
Following Zumino (1979) we are led to look at the CP 	model. This 
model was first suggested by Eichenherr (1978) and investigated by D'Adda, 
Luscher and Vecchia (1978). It is defined in 2 Euclidean dimensions on n 
dimensional complex vectors with components z (i=1.....n). The globally SU(n) 
invariant action is given by 
~ = 	(. (E 	(~E (-i~- C., 2; ) - 
(5.3) 
subject to the constraint 
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(5.4) 
In fact this model also has a U(1) gauge invariance which can be made 
explicit by rewriting the action in the form 
	
DCb ) 	 (5.5) 
where 
- 
= C)ck 	C: 	
(5.6) 
This is then invariant under the local transformation 
(5.7) 
where A(x) is a real scalar function. We may regard iaaz as the gauge field 
corresponding to the the A gauge field of QED where, Aa  indeed has the 
expected transformation property for a gauge field 
. 	 (5.8) 
upon using the constraint. However we note that at this stage A0 is not a 
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dynamical gauge field because there is no kinetic term for it in the Lagrangian 
(5.5). 
As well as possessing gauge invariance the CP 1  model admits 
topological instanton like solutions. Calculations can be carried out following 
two different strategies. 
Firstly, the model may be calculated in a 1/n expansion, the constraint on 
the fields (5.4) being handled by the introduction of Lagrange multipliers. 
Within this scenario it can be shown that the physical particle states in the 
CP 1  model are bound states of massive particles (partons) which interact by 
the exchange of two types of quanta, one of which corresponds to a massless 
dynamical gauge field. This gives rise to a linear Coulomb potential which 
confines the partons [D'Adda et al. (1978)]. 
Secondly, the fields may be rescaled and the constraint (5.4) eliminated 
by the use of new field variables. This allows weak coupling perturbation 
theory to be applied to the Lagrangian for appropriately IR finite operators 
[Amit and Kotliar (1980)] or in the presence of an external symmetry breaking 
field [Hikami (1979)]. As usual care is required in the full quantum field theory 
because the change of field variable introduces a field dependent determinant 
into the measure for the path integral, which will be calculated in the next 
Section. 
Thus the CP 1  model is of particular interest since many of the features 
of nonabelian gauge theories in four dimensions are manifest, asymptotic 
freedom, confinement and non-trivial topological field configurations. It serves 
as a relatively straightfoward environment (compared to nonabelian gauge 
theories) in which to investigate these features. We choose to work using the 
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second strategy, since in any eventual lattice formulation contact with the 
continuum limit will be made in the weak coupling regime because of 
asymptotic freedom. 
In the Lagrangian (5.1) only terms linear in each of 3aA  and 3,z appear 
and so only a special class of the many possible field parameterisations which 
eliminate the constraint are allowed. We choose the transformation defined by 
- 	- 	 \< 'L - \ 	 (5.9) 
Where the constraint 
t 	4Tft=1 	 (5.10) 
is now used to eliminate the z, field (after fixing a gauge, most conveniently 
that z IS real). On substituting for z (i=1 ,...,n-1) and rescaling the fields A-gA 





and the appropriate function f(A,A) defined in (5.2) given by 
I 
(5.12) 
Thus we have expressed the Lagrangian in terms of n-i complex fields on a 
Kahler manifold. The number of fields agrees with that of (5.3) where there 
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were n complex fields but with two real constraints, the modulus of the field 
vector (5.4) and the equivalence of fields through the choice of the overall 
phase of the field vector (5.7). 
5.2 The CP 1  model and infrared finiteness 
We now turn our attention to the quantum theory of the Lagrangian 
formed using the metric (5.11). Firstly we derive in two different ways the 
correct expression for the partition function Z, including the determinant factor 
mentioned in the previous section. 
In the first method we start from the partition function written in terms 
of the original z fields 
% 	c (if- 
(5.13) 
To be more accurate when formulating the path integral it is necessary to 
start from the full path integral using the Hamiltonian in Minkowski space and 
to integrate over the conjugate field momenta as well as the fields 
themselves. In most cases of interest, where the kinetic term has no explicit 
dependence on the fields as well as their derivatives, the conjugate 
momentum integral can be performed easily and we recover the standard path 
integral with respect to the field variables of the action. However in the case 
of the CP 1  model there is an explicit dependence on the fields in the 
conjugate momenta and when performing the integral over the momenta a 
determinant factor arises. On using the constraint (5.4) this can be shown to 
be a constant and so on analytically continuing back to Euclidean space we 
recover (5.13). 
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We want to transform this to be written in terms of the A fields (5.9), 
where we already know the form of the Lagrangian in these fields (5.10). We 
begin by eliminating the gauge degree of freedom by rewriting the z field in 





-- 	 (5.15) J 
(where a multiplicative constant has been absorbed in the measure). The 
integration over the w field is now trivial and is equivalent to the elimination 
of the gauge fixed field z using the constraint (5.10). The final transformation 
to the A fields can now be accomplished upon the introduction of the 
Jacobian for the transformation 
2 	1Rp~ 2 11 (. 	) exp 'C 
(5.16) 
On using the identity 




and after appropriately expanding the logarithm it is possible to show that 
Then on writing the functional determinant as an exponential we finally obtain 
(5.19) 
where the effective Lagrangian is given by 
( 	 1A 	
(5.20) 
The presence of the 	52(0)  term in the effective Lagrangian (5.20) results from 
the 	measure and 	as 	usual 	produces 	graphs which 	cancel 	against 	other 
quadratically divergent diagrams. 	Thus 	in any propagator these divergences 
will 	not 	appear; 	indeed 	if 	the 	theory 	is regulated using 	dimensional 
regularisation these can be ignored completely since they regularise to zero. 
Later we will use this scheme in calculating invariant propagators. 	However as 
a 	check on these calculations the 62 (0)terms will be kept and their 
cancellation demonstrated explicitly. 
Alternatively we may start directly with the Lagrangian defined by (5.11) 
without any reference to the fact that it was originally derived from the 
standard form of the CP 1  model. Again because the conjugate momenta 
depend explicitly on the fields A the quantisation must start from the 
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Hamiltonian and in this case gives rise to a non-trivial determinant factor in 




After some straightforward algebra it is possible to show that 
(5.22) 
which establishes the equivalence of (5.21) and (5.20). 
We now discuss the occurrence of IR divergences in the theory. In four 
dimensional nonabelian gauge theories there are IR divergences in perturbation 
expansions, however these appear only when on-shell scattering amplitudes 
are calculated. For off-shell Green's functions the perturbation expansion is 
well defined and for their short distance behaviour it is also useful due to their 
asymptotic freedom. This is not the case in two dimensional systems, where 
even off-shell Green's functions are 	IR divergent. Indeed the basic building 
block of perturbation theory, the free propagator, G(x,y) is undefined because 
of IR divergences. Where in d dimensions and with an IR regulating mass m, 
the free propagator takes the form 
cp 
(5.23) 
WicJk has a In(m) divergence as 
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m-*0 for d=2. This is connected with the fact that in perturbation theory the 
expansion is always made about a free vacuum of broken symmetry, while a 
rigorous theorem [Coleman (1973)] forbids such a breaking in two dimensions. 
The first progress in overcoming these difficulties was made by Jevicki (1977) 
in the context of the 0(N) nonlinear model where he showed that the ground 
state energy of the model was perturbatively expandable up to at least two 
loops since the IR divergences exactly cancelled. Elitzur (1983) extended this 
work to various invariant operators by using a lattice regularisation and 
explicitly showing their IR finiteness to the order of his calculation. This result 
was rigorously proved by David (1980,1981) to all orders - namely that the 
expectation value of an operator which is invariant under the full symmetry 
group of the original Lagrangian is IR finite in weak coupling perturbation 
theory. This is not an entirely unexpected result since the vacuum expectation 
of operators with non-trivial transformation properties under the symmetry 
group is zero, while those associated with invariant operators should not be 
sensitive to the breaking of the vacuum needed in order to facilitate the 
perturbation expansion. 
The work of Elitzur has been extended by McKane and Stone (1980) to 
the GXG chiral model (an extended version of the 0(N) model) and to the 
CP 1  model by Amit and Kotliar (1980). Both these calculations used 
dimensional regularisation instead of the rather cumbersome lattice 
regularisation of Elitzur. However while the one loop results are explicitly IR 
finite, only comprising terms of the form G0(x,y) where 




which has no singularity at p=O, the two loop results are not explicitly IR finite 
in this simple way. In both cases to handle the two loop calculation the 
authors impose the condition G(0)=O as a supplement to the usual rules of 
dimensional regularisation and then in the final result express all the x and y 
dependence in terms of G0(x,y). This approach has the advantage that the 
calculation is considerably simplified because many of the diagrams which 
arise in the perturbative expansion are now automatically zero because they 
contain a factor of G(0). However there is an inevitable loss of rigour in this 
procedure because the expressions for the final integrals which need to be 
evaluated are now not well defined for any value of d because there are IR 
divergences for d<2 and ultraviolet divergences for d>2. This means that 
there is no range of d for which the integrals converge to allow a proper 
analytic continuation. In the new results to be presented in section 5.4 we 
explicitly keep all the terms involving G(0) (at the cost of having to evaluate 
many more diagrams) and demonstrate the IR finiteness of the two loop result. 
On making an c expansion we find that the rigorously derived result differs 
from that which would be obtained using the technique of McKane and Stone, 
thus showing that it is not a reliable calculational tool. 
Before turning to the supersymmetric case we evaluate the 1-loop result 
for the pure CP 1  model using the A fields defined in (5.9). This is similar to 
the calculation of Amit and Kotliar except that they use a different field 
transformation to eliminate the constraint which involves splitting the first n-i 
complex z fields into their real components. 
As was discussed above we must consider operators which are invariant 
under the the full symmetry of the original Lagrangian (5.9) i.e. both the global 
SU(n) symmetry and the U(l) gauge invariance. The renormalisation will be 
119 
multiplicative if the invariant is constructed from operators which are 
themselves gauge invariant local functions of the z fields and which also 
transform irreducibly under SU(n) [Amit and Kotliar (1980)]. The simplest 
example of this construction is given as follows: let Xa  (a=l ,...,n-1) be a 
hermitian basis for the Lie algebra of SU(n). Then define fields a  by 
(5.25) 
which transform under the adjoint representation of SU(n) and are gauge 
invariant. Then 
(5.26) 
is an invariant two point function. Then if the Xa  are normalised according to 
(5.27) 
P(x) can be written in terms of the constituent z fields as 
P()C =<(xL (o) o)(z 	I> 	
(5.28) 




We now expand (5.29) in powers of g 2 up to 0(g6). The terms in g6 contribute 
to the 	two loop result and we do not calculate them for the pure CP 1 
model but will use them in the calculation in section 5.4 
/).A1 l/o2() 
2) 
J 	J nfbll 
<A(t(o) -\n/°>'] 
f(-2J At 	) 
/o 12> 
1 a~ j 
(5.30) 
where <f>" denotes the average of the operator f at order 2n in g. To 
achieve the one loop result we expand the effective Lagrangian (5.20) to order 
g2 and write it as a kinetic term and an interaction term 
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This gives rise to the free propagator and vertices outlined in Fig. 5.1. 
The 0(g2) calculation is trivial giving 
/ 
(Ao 	> (o11 
	
(5.32) 
(the implied sum over the A field components runs from 1 to n-i). 
We now calculate the two point propagator at one loop, where the 
contributing diagrams are given in Fig. 5.2, to obtain 
<R (x 	—(Jc) 
(5.33) 
Finally we need the four point SU(n) invariant propagator at 0(g°) which 
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Fig.5.1 Propagator and vertices for the pure CP 1  model. A slash through a 
leg of a vertex represents the action of a derivative. 
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Fig.5.2 Diagrams contributing to <A(x).(0)> 1  in the pure CP 1  model. 
is trivially given by 
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(ua~ ~n— (% 
(5.34) 
and so the required propagators to complete the calculation of (5.30) at this 
order are given by 
Po 	> c ) C, (0 
rn-) G&Co 
<(t > 	() &(o 	 (5.35) 
On collecting the results of (5.32,3)and (5.35) we finally obtain 
-i+'2 nG(+ O( 	(5.36) 
where this expression is explicitly IR finite because only powers of the IR finite 
subtracted propagator G0(x) appear. The renormalisation of the theory 
proceeds in exactly the same way as that outlined in Amit and Kotliar and we 
do not repeat the argument here. Rather we wait until the discussion of the 
supersymmetric model which turns out to have exactly the same propagator 
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P(x) as (5.36) at this order. 
5.3 Supersymmetric CP" 1 models 
We now discuss the supersymmetric extension of the CP 1 model given 
by (3.1) and (3.11), but before presenting the formulation of its perturbation 
expansion we mention two other methods which may be used to derive the 
supersymmetric model. This enables us too show how the construction used 
here relates to the more usual parameterisations of the model. Both follow 
the work of D'Adda, Vecchia and Luscher (1979) and for the first part of this 
section we use their conventions for the y matrices which are defined by 
(t o 	(O 	, 	 =(O ~ ) 
\j 0) 't_ 0 
(5.37) 
The first method involves the use of an initially N=1 supersymmetric extension 
of the CP 1 model, which can be written in terms of N=1 complex superfields 
(i=1 .....n) and where 0 is a real two component spinor. The gauge 
invariance of (5.7) corresponds to the transformation on the superfields given 
by 
(5.38) 
where A(x,0) is a real scalar superfield. The supersymmetric covariant 




where D is the usual supersymmetric derivative and where A is now a 
fermionic valued superfield which transforms as an abelian gauge field 
+DA(x9 	
(5.40) 
A supersymmetric, gauge and SU(n) invariant action is now given by an 
integration over superspace as 
a> de W 	 (5.41) 
subject to the constraint 
. 0 	1 (5.42) 
The gauge field A can be eliminated using its equation of motion 
A Ø.DØ 	 (5.43) 
which is the supersymmetric analogue of (5.8). The action can now be 
transformed to correspond to the Lagrangian defined in (5.11), in terms of 
unconstrained fields, by using new fields which are given by the components 
of the superfields 	(x,e), (i1 .....n-i) defined in analogy to (5.9) through the 
superfield equations 
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Secondly D'Adda et al. showed that the action also has an additional 
supersymmetry and so its full invariance is in fact an 0(2) extended 
supersymmetry. The model may be formulated in terms of 0(2) superfields 




D/Q+i 21 	 (5.46) 
However it is not possible to write down an action just in terms of the fields R 
and Ti because there is no equivalent to the constraint (5.42) since any attempt 
to use this method would result in extra spurious restrictions on the field 
components in addition to those stemming from (5.42). It proves necessary to 
introduce a real 0(2) superfield V(x,9,9) in addition to the R fields. Under an 
infinitesimal gauge transformation these fields transform according to 
AR1 	= 	 ) Sv= 	 (5.47) 
126 
where A(x,e,e) is a "chiral" 0(2) superfield. An 0(2) siipersymmetric, gauge, 
and SU(n) invariant action is given by 
S = JA c99VV1 	 (5.48) 




Using this to eliminate the superfield components of V in S (most conveniently 
in the Wess-Zumino gauge [Wess and Zumino (1974c)]) , after having 
computed the e-ntergration, results in an action of the form (5.41) with 
constraints (5.42). 
We now return to the chosen form of the Lagrangian (5.11) (with the 
same conventions as laid down in Chapter 3) and set up the machinery 
necessary for weak coupling perturbation theory. Again we must quantise 
(5.11) using the Hamiltonian in the path integral formalism, however no 
additional factor in the measure arises as a result of the integral over the 
conjugate momentum fields -the bosonic fields give a factor (deth)2 while 
the fermionic fields yield a factor of (deth) 2 and so these cancel out. This 
result is not unexpected since the measure terms will only involve functions of 
A and A and there is no supersymmetric invariant which can be constructed 
from these. We thus obtain in Euclidean space the partition function 
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(5.50) 
As in the bosonic case the Lagrangian is split into a free kinetic term and an 
interaction term, giving rise to the generating functional for the Green's 
functions as 
ZIT19 A— ) TF) Ti~ 	...... 
4S SF d47 3 
F, F-)+T,, ili,- ~ J, Ftl~ F4~+ %3 119 (5.51) 
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Where the free propagators G(x,y), GF(x,y) and S(x,y)c are given by 
I 'a <c) A[> 	= 	 e 
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(5.52) 
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To perform perturbation theory we must also expand the interaction 
Lagrangian in powers of g, which up to the order necessary for the two loop 
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Fig.5.3a) Notation for the free propagators and the vertices at 0(g2) in the 
supersymmetric CP 1  model. 
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Fig.5.3b) Vertices at 0(g4) in the supersymmetric CP" 1 model. 
5.4 Calculation of the propagator in the supersymmetric CP" 1  model 
We now turn our attention to the calculation of the propagator P(x) in the 
supersymmetric extension of the CP 1  model. This will be carried through to 
0(g6), i.e. up to two internal momentum loops using the vertices listed in 
Fig.5.3. Firstly we repeat the one loop calculation in analogy to the result of 
(5.36), where on noticing the structure of the interaction it is clear that the 
only change to the pure CP 1  propagator arises in the one loop contributions 
to the two-point function. These are detailed in Fig.5.4. The diagrams in Fig 
5.1a are all automatically zero because the loop integral is odd in the internal 
momentum; this fact will be used extensively later to simplify the diagrams at 
two loops which do not involve overlapping internal momentum integrals. 
Each of the diagrams of Fig.5.1b are quadratically divergent. In the pure 
bosonic case these divergences cancelled against the 62(0) term in the 
effective action which arose from the determinant factor in the measure. 
However in this case the bosonic internal loops (A and F) give a contribution 
of 2ng2fG(x,u)G(u,0)d2u52(0) while the fermion internal loops give an identical 
contribution but of the opposite sign. Thus the quadratic divergences cancel 
and in fact the diagrams of Fig.5.4b sum to zero, again this cancellation will 
dispose of many of the two-loop diagrams. Hence the only non-zero 
contribution arises from Fig.5.4c which gives 
(VI 	G (5.55) 
the same result as (5.33). Thus the one-loop result for P(x) is identical to the 
pure bosonic case and so to be able to see any new effects from the 
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Fig.5.4 Diagrams contributing to <A(x)A(0)> 1  in the supersymmetric CP1  
model. 
(involving the calculation of two loop diagrams). This we now proceed to do, 
where because of the complexity of the calculation the work is broken down 
into small parts. 
Firstly we consider the two-point function for the A field. The one point 
reducible diagrams (on internal propagators) are listed in Fig.5.5. Most 
contribute either zero or a quadratic divergence which will cancel between 
boson and fermion loops, the total being given by 
	
(z) 	 - 
(5.56) 
Next we consider the two loop diagrams constructed from the four-point 
vertices with non-overlapping loops. These are listed in Fig.5.6 and give rise 
to 
DO 	4- 6 = - 	-tv(v+l 	(o ZC(;c 	 (5.57) 
Lastly for the simple two loop diagrams we consider those composed of 
six-point vertices, which are listed in Fig.5.7 giving 
(2 
<Pvxm—  (c> = 	- r)vL(g\) 	 (5.58) 
We now evaluate the overlapping two loop diagrams, firstly considering 
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Fig.5.5a) and b) (see over). Internally one particle reducible diagrams 
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Fig.5.6a) and b) (see over). Internally one particle irreducible diagrams, 
comprising non-overlapping loops and only four point vertices, which 
contribute to <A(x).A(0)> 21  in the supersymmetric CP" 1  model. 
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Fig.5.7 Internally one particle irreducible diagrams, comprising six point 
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Fig.5.8 Diagrams contributing to <A(x).A(0)> 21  in the supersymmetric CP°1  
model, comprising overlapping loops and only A field propagators. 
<A() 	 A 2L d t( 
j 	 LZ 1 ((- 
x 	L (t I 	L1. 	 t*(1).] 	(5.59) 
This expression may be simplified by extracting factors which cancel with 
terms in the denominator to ensure that neither of the loop momenta appear 
to higher powers than a quadratic form in themselves and the external 
momentum in the numerator. On following this strategy (5.59) may be 
reduced to 
( -t 
() Tj) (560) 
where 
Tc 4A is, al e________ 
jLI  IL 	(L14 	(5.61) 
and 
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J~~ Ltj &~IL 
J 	t()Z(2)t 2.. 2..i 
Li k (5.62) 
We now consider the overlapping diagrams which consist of a single 
fermion loop and A fields, which are listed in Fig.5.9. The basic fermion loop 
structure is given in Fig.5.10 and to evaluate this the trace round the loop on 
the spinor indices is required, which is given by 
Pitt Pi 	 (5.63) 
The diagrams yield a contribution 
Liz [ (11+L_.)z 	(5.64) 
which on using the technique followed to obtain (5.60) may be reduced to 
= 
c o - I_I) - 	 (,) II(x)I (5.65) 
Finally there are two diagrams with overlapping loops which contain F 
propagators. These are shown in Fig.5.1 1 and give 
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Fig.5.9 Diagrams contributing to <A(x).A(0)> 2 in the supersymmetric CP" 1  
model, comprising overlapping loops and only A and 	field propagators. 
- 	(i 	2 exp{-i(u-v).(p,-p2)} Tr(p1.T taP2.T TO
J  (2 (211)2 	 131 p 
Fig.5.10 Diagram illustrating the form of the trace around the internal fermion 
loops of Fig.5.9. 
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Fig.5.11 Diagrams contributing to <A(x).A(0)> 2 in the supersymmetric CP 1  
model, comprising overlapping loops and F field propagators. 
<A(x. - o 	 (O(x1 ) 	0) 	(5.66) 
On collecting the results of (5.56-8), (5.60) and (5.65,6) we obtain 
(5.67) 
We may further simplify this expression by noting the following identity 
(proved by integration parts) 
G (7 	 (5.68) 
and on substituting in the lhs for the propagators in terms of their momentum 
space representations (5.23) we find 
(5.69) 
Hence (5.67) may be written using (5.69) in the form 
1171 	
)2(x) Co 	(5.70) 
This completes the calculation of the two point function and we now 
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move on to look at the four-point function to 0(g2). This will consist of two 
parts, disconnected and connected diagrams. We first calculate the 
disconnected diagrams where these are composed of a free A field propagator 
and the one loop term in the A field propagator (illustrated in Fig.5.12) and 
giving a contribution 
1)VtV, )J (5.71) 
This gives rise to the following results which will be needed in (5.30) 
<1 R(. 	2> = 
-)'>"' 12 	J"s - 	C)3 	 (5.72) 
Secondly the connected four-point function is given by the diagrams of 
Fig.5.13 which yield 
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Fig.5.12 Disconnected diagrams contributing to <A(u1).A(v1)A(u2).A(v2)> 1  in 
the supersymmetric CPnH  model, where the the diagram for a two point 
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Fig.5.13 Connected diagrams contributing to <A(u1).A(v1)A(u2)A(v2)> 1  in the 
supersymmetric CP 1  model. 
C') 
-1)B 	 u) 1v) 
+ G(, 
G-(1v (u1, Cr( jV 
e- - 
(5.73) 






Then the following are required 
(t) 
ftH) (o5- I(x 
136 
<A( 	(o 	) 	= a(- 	(x -c (7 c~-r 41-2A)i 
(5.75) 




Then combining the disconnected and connected contributions and on using 
(5.69) we find 
\ 	H) 	1n-(ô I} 
(o1 	 - 
L > (5.77) 
Lastly we consider the six-point function which is only required at 0(g0) 
and so is composed solely of free A propagators 
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(a) 
= 	- 	- 1) z G ( 	&t 
±(- i [G 	UVV 	 )G(uv 
-. 
+ G( )VVQ) 3 )v)] 
(5.78) 
which gives the following contributions needed for the calculation of P(x) 
<A(.1A1x = 
(~ocl 	 It n,(~(x ~2po)l 
Kc() 
(5.79) 
We are now in a position to assemble our results to obtain the g6 term 
in P(x). We do this in three stages. The two-point function (5.70) contributes 
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(5.80) 
The four-point functions (5.77) give 
P( 
(2.) 
r- po 	 )&( t2 
(5.81) 
And the six-point functions (5.79) give 
P(X)") Six- (-) 	 f 
+ ( 	)G((o— 	 (5.82) 
On combining (5.80-2) we finally obtain the remarkably simple result 
() 
- 	 { 	 (5.83) 
We need to regularise this expression but first we must investigate its 
infrared properties. It is easy to show that 
is(o) = ~ ~ (o) 3 	 (5.84) 
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and so we may rewrite (5.83) as 
RX) G(o- (0) 11 - 
(5.85) 
where the first term is explicitly IR finite. On substituting for the other 
propagators in terms of their momentum space integrals we may rewrite (5.85) 
as 
(3) _ 
— 	— t)Go (5.86) 
where 
P( 	4LZ 
(23r)t 	r) (Lti(L I) 	
(5.87) 
and so the remaining integration is now surprisingly simple because the two 
internal momentum integrals have completely decoupled. We investigate the 
behaviour of the 1-integration for non-zero Ic this is potentially lR divergent at 
I=±k/2 and so we study it in the neighbourhood of =k12 by setting kk/2+q 
where I q I <6 < I k/2 j (l=-k12 behaves in a similar way by symmetry). This is 
illustrated in Fig.5.14 and we find 
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Fig.5.14 A graph of the [-plane of the integral in (5.88), indicating the position 
of potential IR singularities for non-zero k. 
(5.88) 2-f  
= ~;' 	q. (k+2,,) 
j Q.ii) 
t%) < 
the integral is now clearly IR finite at q=0 since the numerator contains two 
powers of I q I on transforming to polar coordinates. Thus the I—integration is 
well defined (for non-zero k) as far as IR problems are concerned. 
In order to proceed further we need to have a regularisation scheme for 
the ultraviolet divergences which arise in the theory. For gauge theories the 
most elegant method is that of dimensional regularisation [t'Hooft and Veltman 
(1972)], where the theory is formulated in an arbitrary dimension d, while 
maintaining gauge invariance. However such an approach is not possible for 
supersymmetric theories because the structure of the supersymmetry algebra 
and its representations on fields is intimately tied in with the dimensionality of 
spacetime. A modified scheme has been devised, that of dimensional 
reduction [Siegel (1979); Capper, Jones and van Nieuwenhuizen (1980)]. In this 
the dimension of spacetime as far as spinor, vector indices etc. is kept fixed, 
in this case taking the value 2. Thus e.g. the Dirac algebra for d=2 is 
maintained throughout the calculation. Only at the level of the final 
integration over the internal momentum is the dimension allowed to take on 
an arbitrary value. There are ambiguities associated with this method but 
these arise at large numbers of loops in theories involving vector fields (e.g. 
supersymmetric Yang—Mills theories) and so do not trouble us here. Thus to 
regularise the theory we simply allow the momentum integrals in (5.87) to be 
in an arbitrary number of dimensions d, where d'z2 to ensure that no UV 
divergences arise. 
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The integration in (5.88) is achieved by the standard method of 
introducing a Feynman parameter which gives the result 




[ 	 I 
p 
(5.90) 
where the integral is clearly also completely well behaved even at k=0, thus 
demonstrating the IR finiteness of the total result. The remaining integral to 
be performed is of the form 
[ 
(5.91) 
where d=2+c and where we continue to work in d<2 (E<0) to ensure that the 
integral is well defined, only analytically continuing the result to d>2 at the 
end of the calculation. We use generalised polar coordinates and choose x to 
lie along the "z-axis" in k space and define 9 to be the angle between the 
vectors x and k. Then after integrating over the other angles we obtain 
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Ty, (= 2JT 	d9 	
it (ji-i )(eLosQ ) 
P() b 	 (5.92) 
After splitting the e integral into two parts (O,ii/2) and (/2,7T) and setting 
e-rr-e in the second we obtain after rescaling k-k/ x cose 
T1( 	









By defining the function 
(5.96) 
with a branch cut along the negative imaginary axis and integrating over the 
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contour in the complex z plane shown in Fig.5.15 we obtain 




and on rewriting the cosine as a sine and using the following standard results 




fl(P( + \i ) 
ffIt 	 (5.100) 
we finally complete the integration to obtain 
- 	 (\ 
(5.101) 
Now the IR finite subtracted free propagator G0(x) defined in (5.24) is just 
given by J1(x) and so 
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Re  
Fig.5.15 The contour used in the complex z-plane to evaluate the integral 
(5.97). 
(5.102) 
where Sd is the surface area of a unit sphere in d dimensions given by 
(5.103) 
Hence 
G0 (x 1 
aTr 
(5.104) 




Thus the supersymmetric propagator to 0(g6) is given on combining (5.36), 
(5.86) and (5.105) by 
(Yt- 1) 	-C 	-~aqy~,,00 ~ I + 
CY) p(p() 	J 
(5.106) 
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We now discuss the renormalisation of the bare propagator P(x,g2) of 
(5.106) and define a renormalised propagator P(x,g) by 
= 2 -, Fe, (-X' ~-) , 
	





where P(x,g) is to have no poles in c, i.e. it has a well defined limit as d±2. 
The factor Sd has been included in the definition (5.108) for convenience and 
the mass p is introduced to ensure that gR is dimensionless. In fact we have 
not carried out a complete calculation here because implicit in the form of 
(5.107) is the assumption that in the renormalised theory there will only be 
one coupling needed to define all the interaction terms (5.53). We do expect 
that this will be the case since supersymmetry in the renormalised Lagrangian 
will ensure this. 
We expand the r functions in (5.106) in powers of , firstly using (5.99) 
to simplify the expression and then 
fpa— 
y 	 I YL1i- J ti 
(5.109) 
where y is Euler's constant and (z) is the Riemann zeta function, to obtain 
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£ ( k 
I 
(5.110) 
This gives the expression for the renormalised propagator as 
v23 (L c) 
(5.111) 
where Z and Z1  are to be chosen to ensure that this has no poles in c up to 
0 (g . 
We note at this point that using the method of McKane and Stone and 
the (unrigorously derived) integrals given by Amit and Kotliar would give a 
different result to (5.110), the coefficient of G0(x)3 being (2-4-(3))E 3. In our 
calculation we have been extremely careful in our treatment of the IR 
divergences by explicitly including all the terms involving G(0) and 
demonstrating the IR finiteness of our result. This enabled a rigorous 
evaluation of the integrals to be made. Indeed it is possible to include an IR 
regulating mass in the propagators which on taking the limit of its mass 
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tending to zero reproduces the result of (5.106). It thus appears that the 
method of McKane and Stone cannot be relied on to produce the correct 
results (except for low order in g where the terms are naturally of the form 
G0(x) to some power) and so is of little use as a calculational tool, unless 
some other independent method has already been used which would then 
makes its use redundant. 
Proceeding with the renormalisation of (5.111) we choose to work in the 
minimal subtraction scheme in which Z and Z1 are expanded in powers of g 
and where the coefficients of the expansion only involve inverse powers of £. 
This gives 
3Y-L,- 	 14 	+ 
3 	
(5.112) TZ E 
=1+ 
(5.113) 
The s-function is defined by 
 
(5.114) 




and on using (5.108) to eliminate g2 in (5.115) the s-function is given by 
I = 




and on substituting the expression for Z1  given by (5.113) we obtain 
0 1 	 1 
= 	-vI 	i-1vut 	
(5.117) 
If we were to use the result obtained using the method of McKane and Stone 
we would obtain a different s-function; the term in gR being absent. We may 





The first two terms of (5.117) are exactly the same as for the pure CP"' 
model (and in agreement with Amit and Kotliar after appropriately resealing g) 
and so the extension of the Lagrangian to a supersymmetric one does not 
affect the asymptotic freedom of the model. 
In this section we have explicitly demonstrated the infrared finiteness of 
an appropriately chosen propagator in a supersymmetric model up to two 
loops. This suggests that it is possible to extend Elitzur's theorem to 
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appropriate systems of bosons and fermions. In the next section we will 
discuss the relevance of these results to possible lattice models. 
5.5 Outlook for,  supersymmetric lattice CP"' models 
We now comment briefly on the steps necessary to complete the 
investigation of possible lattice formulations of the supersymmetric CP 1  
model. In the continuum calculation of Section 5.4 we have shown that the 
propagator P(x) is infrared finite to two loops in weak coupling perturbation 
theory. It would be necessary to calculate other lR finite correlation functions 
and to demonstrate identities in the continuum which would play the same 
role as the Ward identities of Chapter 4; i.e. to have relations between 
correlation functions which are a consequence of the supersymmetry so that 
the continuum limit of the corresponding lattice results may be checked to see 
if supersymmetry is recovered. Replacing the z fields in (5.26) by their 
superfield extensions (Section 5.3) and then using (5.44) to rewrite this in 
terms of the A, iR and F fields may be a source of such correlation functions. 
Another possibility is to use the direct application of the supersymmetry 
generators Qa and Fact on P(x). 
The discretisation of the Lagrangian for the supersymmetric CP 1  is now 
straightforward because we have chosen its parameterisation to ensure that 
the fermion field can be regarded as a Kahler fermion. The discretisation of 
derivatives acting on fermion fields follows (3.58) and so we obtain a lattice 
propagator for the fermionic sector which is free from the problems of 
fermion doubling. The derivatives a a  acting on the bosonic fields are replaced 
by 	on the lattice. Since the Lagrangian preserves the internal symmetry 
(3.38) and (3.42), the breaking of which caused the difficulties in Section 4.2, 
we might hope that such a lattice model will recover the results of the 
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continuum in the limit a-'O. 
However before closing this Chapter we mention a further difficulty 
which will arise in perturbative calculations on the lattice. We have seen that 
in the continuum IR finite operators may be calculated which do not require an 
IR regulating mass. Ultraviolet divergences arising from the integration over 
the loop momentum being separated from the potential IR divergences at ±k/2 
in (5.87). However on the lattice we know from the calculations of Chapter 4 
that most of the contributions to the continuum limit arise (at one loop level) 
from internal momenta at the centre of the Brillouin zone. Thus in the 
diagrams contributing to P(x) the IR and UV divergences will become mixed up, 
and in order to avoid this the use of an IR regulating mass is essential. There 
are two ways in which this could be implemented. Firstly the mass term of 
(3.56) could be used, this has the advantage that it is supersymmetric but 
suffers from the drawback of making the fermion propagator anisotropic 
(although this anisotropy disappeared in the continuum limit in the calculations 
of Section 4.2). Also the number of diagrams which are needed to be 
calculated will be significantly increased. Secondly we could give a mass term 
to the fields so as to obtain free propagators for all the fields with a 
denominator in momentum space given by k2+m2, this would be satisfactory 
provided the supersymmetry breaking so incurred is sufficiently soft that for 
the continuum theory supersymmetry is recovered as m+O. 
Clearly the work of this Chapter only begins to address these problems, 
but the model deserves further attention if only to investigate more fully the 
interesting structure discovered in the continuum theory. 
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CHAPTER 6 
f,% flS-lIIC nn C 
As was discussed in the Introduction, gauge invariance is the crucial 
concept on which all the accepted field theories of elementary particles are 
based. For the SU(3) colour gauge theory of the strong interaction to be fully 
vindicated it must predict the non-perturbative aspects of quark physics, 
especially the masses of the hadrons which they form. Thus there is a clear 
need for a non-perturbative calculational scheme. The lattice provides a 
regularised version of the theory which meets this requirement, through an 
elegant formulation which preserves the gauge invariance of the theory. It 
also provides a mathematically satisfactory definition of a gauge invariant 
quantum field theory in which rigorous results can be derived. This has 
enabled us to derive inequalities between particle propagators and hence 
between their masses. 
Most of the inequalities suffer from the drawback of giving lower bounds 
on particle masses in terms of the pion mass. Since for physical quark 
masses the pion is light, in comparison to the other particles, the inequalities 
do not provide very tight bounds. This is not entirely unexpected for two 
reasons. Firstly we note that the pion is the only familiar hadron which has a 
lattice propagator which is made up of contributions of a definite sign, the 
others all involve cancellations between different contributions. Therefore it is 
likely to be only sensible quantity with which other propagators can be 
compared (as far as rigorous mass inequalities are concerned). Secondly the 
inequalities have been derived for all allowed quark masses and it is known 
from numerical studies of hadron masses that there are quark masses for 
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which the pion mass is comparable with the rho mass. Thus unless some 
means is found of deriving inequalities with some explicit dependence on the 
quark mass the inequalities of Chapter 2 probably represent the best that can 
be achieved. 
The quenched approximation was used to derive some of the inequalities, 
while we would have preferred all the inequalities to have been proved in the 
unquenched theory, where the effect of internal quark loops is included. If 
the assumption of exact isospin invariance was made it was not necessary to 
quench the u and d quarks, which is useful since for the hadrons of real 
physics the dominant contributions from internal quark loops will come from 
light flavours. As far as numerical hadron mass calculations are concerned 
only quenched systems have been studied in depth and so these inequalities 
apply in this case. Also it is not yet clear how hadron masses can be 
extracted in the unquenched theory because of the existence of intermediate 
states of particles with a combined rest mass lighter than the particle mass of 
interest e.g. p-+21i. Therefore it is likely that such inequalities will continue to 
be relevant in this context, at least for the near future. This difficulty can even 
arise in quenched theories when considering q22 mesons where the existence 
of the upper bound of 2m.ff on the J=O 	channel was established. This 
upper bound is satisfied if the pions do not form stable bound states and 
would be an obstacle in studies of excited states in this channel. 
From Chapter 2 it is clear that the lattice is a powerful tool with which to 
investigate the non-perturbative sector of gauge theories. It was therefore 
natural to look at ways in which lattice models of supersymmetry might be 
formulated. However there are many problems associated with such attempts. 
Most significantly it is not possible to have a fully supersymmetric lattice 
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model since continuous translations, which are an essential part of 
supersymmetry, are no longer permitted. This is in contrast to gauge theories 
where exact gauge invariance can be maintained on the lattice. We studied the 
suggestion of Scott who had pinpointed an N=2 supersymmetry in two 
Euclidean dimensions which has a discrete graded subgroup that includes 
lattice translations and rotations. Unfortunately it was not possible to find 
representations of this discrete supersymmetry on lattice fields. However it 
allowed a Kahlerian interpretation of the fermion fields and we considered it 
worthy of further study in lattice models, with a supersymmetric naive 
continuum limit, because the problem of fermion doubling can be avoided. 
This maintains the equality between the number of fermionic and bosonic 
degrees of freedom which is an important feature of supersymmetric theories. 
However the inclusion of a supersymmetric mass term breaks an essential 
internal symmetry and gives rise to an anisotropic propagator in momentum 
space. 
In the case where a mass is included we studied the N=2 Wess-Zumino 
model, where both the mass and interaction term break the internal symmetry. 
We calculated lattice one- and two-point functions to see if Ward identities 
for the continuum theory are restored in the continuum limit of the 
corresponding lattice functions. For the Kahler transcription of the fermions 
onto the lattice this was found not to be the case, extra lattice interactions 
needed to be introduced, although at the level of this calculation effects due 
to the anisotropy of the free lattice propagator disappear in the continuum 
limit. However when the calculation was repeated using Wilson fermions no 
such extra terms were needed and we conjectured that this will hold to all 
orders in perturbation theory. Thus disappointingly, for this model where the 
internal symmetry is broken, the Kahler fermion approach is no improvement 
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over the Wilson fermion method (despite the extra degrees of freedom that 
this introduces). We were therefore forced to consider models which do not 
break the internal symmetry and which consequently are massless. 
In massless theories in two dimensions the problem of infrared 
divergences must be tackled, and all that time permitted was a preliminary 
study of this in the N=2 supersymmetric CP 1  model. We considered a 
two-point function which is known to be IR finite in the pure CPA ' model and 
evaluated it in the full supersymmetric theory in weak coupling perturbation 
theory to two loops, i.e. including terms in g6. The contribution at 0(g6) 
simplified in a remarkable way and the two internal loop momenta decoupled 
completely. It was then easy to establish the IR finiteness of the result (in 
contrast to the pure CP 1  model where the loop momenta do not decouple). 
Furthermore the €-expansion of this two-point function, when calculated 
carefully, gives a different result to that using a previously proposed 
'simplified' method of calculation for pure bosonic non-linear models. 
Assuming that supersymmetry is unbroken in the renormalised theory enabled 
us to calculate the $-function and we found that the 'simplified' method gave 
a different result to the one which we obtained. Although the original 
motivation for this part of the work was to investigate lattice formulations of 
the supersymmetric CP 1  model, we have discovered interesting new results 
in the continuum theory which we believe merit further research. It would be 
very interesting to see whether or not they can be generalised to higher 
orders in perturbation theory or to other operators. 
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APPENDIX 
In this Appendix we outline the notations and conventions which have 
been used in the calculations of Chapters 3,4 and 5. Firstly we describe the 
conventions for ordinary two component spinors. The y matrices satisfy the 
defining relation given by 
~~ ~(
r~i = - zs':k~- 
 
We choose to use the representation given by Ya ta, where Ta=Iaa and c 
are the usual Pauli spin matrices. The components of the matrices are 
labelled as (T,)ct and ordinary spinors have a lower index Oct  while conjugate 
spinors, denoted by a bar, have an upper index 	The two are related by 
complex conjugation which raises and lowers all indices e.g. 
 
Raising and lowering of indices is also achieved through the metric defined by 
=E ) 
 
where the contracted indices run downhill from left to right except for 
conjugate spinors where they run uphill. The following relation for the t 
matrices may be established 
(Ta,)O~~ = (-CO")Igx 	
(A.4) 
Secondly the matrices used for the Kahier fermions are described. The 
r. are defined by 
fl ) 	(o \
) 
) 	(0 — I) and, 	0) 
L  
(&5) 
and an appropriate choice of the matrix B defined by (3.34) is B 1. The 
matrices P1 are defined by 
R-(' O ) P(o O ) (O t\a=(o 3 
I I 	I 	\O 0) 	'i 0/ 	(A.6) 
Finally in the real four component spinor notation introduced in Section 





a nd the matrices Va by 






Vl 	0 0 - 	V=ooL 
OO 000L 
-COO 	 000 
	
i 000 O - oo 
(A.8) 
These satisfy the following properties 
{ 
	
[DL")m= o  
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