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1. INTRODUCTION 
It is our purpose in this paper to make further contributions to the general 
area of monodiffric function theory and its applications. There are three 
parts to this paper. The first, Sections 2-8, deals mainly with the theory of 
monodiffric functions by using a formal power series which yields a sharp 
extension and a drastic simplification of the earlier results [ 1,6]. The second, 
Section 9, which contains the main results of this paper, will give the general 
solution of monodiffric Volterra integral equations. In the third, Section 10, 
which is the last, we investigate the general solution of monodiffric derivative 
equations of the first order with a boundary condition. 
2. DEFINITIONS AND NOTATION 
Let C be the complex plane, D = {z E G 1 z =X + i-v, x and )’ are integers} 
andf :D+C. 
DEFINITION 1. The monodiffric residue off at z is the value 
Mf(z)=(i-l)f(z)+f(z+i)-if(z+ 1). (2.1) 
DEFINITION 2. The function f is said to be monodiffric at z if Mf(z) = 0. 
The function f is said to be monodiffric in D if it is monodiffric at any point 
in D (denoted by f E M(D)). 
DEFINITION 3. The monodiffric derivative f’ off is defined by 
f’(z) = + [ (i - l)f(z) + f(z + 1) - if(z + i)]. 
595 
(2.2) 
0022~247X/81/120595-19$02.00/O 
Copynght t 19R1 by Academic Press. inc.. 
All rights of reproduction in any form reserved.. 
596 SHIHTONGTU 
We also use the symbols df/dz or DJ to represent f’. It is easy to see 
that/‘(z) can be formulated in the following forms: 
f’(z) = f(z + 1) -f(z) or f’(z) = f [f(z + i) -f(z)]. (2.3) 
iffE M(D) at z. 
DEFINITION 4. The line integral off from z to z + h is defined by 
,.i + h 
1 f(t) dt = V-(z) if h = 1 or i 
‘Z 
= -1’ f(f) dt if h=-lor-i. (2.4) 
-:+h 
More generally, if R = {a = z,,, z ,,..., z, = b} is a discrete curve in D, then 
the line integral off from a to b along J2 is defined by 
j f(f) dt = [*f(l) dr = $ 1” f(t) dr. 
-n -0 k=l -zk., 
(2.5) 
DEFINITION 5. The convolution line integral off and g from z to z + h is 
defined by 
1-I + h f(t): g(t) dr 
-z 
=f(z+h)lg(z+h)-g(z)1 if h = 1 or i 
= -ji f(r): g(t) dr if h=-1 or-i. (2.6) 
.z+h 
More generally, the convolution line integral off and g from a to b along 12 
is defined by 
I’ f(t) : g(l) dt = I.* f (f) : g(f) dt 
-n -0 
= 2 fk f(t) : g(t) dr. 
k-I -L&I 
(2.7) 
DEFINITION 6. The *-product of monodiffric function is defined by 
(f * g)(z) = [= f(z - t) : g(r) dt. 
-0 
(2.8) 
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Throughout this paper we shall confine ourselves to the functions 
f:z+ xz+ -C, where z+ xz+ = ((m, n) ) m, n = 0, I,... }. 
By making obvious modification, the results of this paper may be extended 
to the larger domain D. 
3. REPRESENTATION OF MONODIFFRIC FUNCTIONS 
AS FORMAL POWER SERIES 
In 1969, Niven [5] gave a systematic and very comprehensive xposition 
of the theory of formal power series. In 1976, Zeilberger [7] applied them to 
the theory of discrete analytic functions. The class of formal power series 
endowed with the usual addition and multiplication 
is a ring. More precisely, R,, is an integral domain. The classes of formal 
power series of one variable 
R,= f a,,,xm:a,EIf , 
I !?I=0 I 
are subrings of R,,. Note that R, and R, are integral domains. 
Let f: zf X zt + G and let f be determined by the formal power series 
F(x, y) = x f(m. n) xmyn. (3.1) 
l?l,ll=O 
We begin with the following technical lemma. 
LEMMA 1. Suppose (1) f (m, n) is monodiffn’c at z = m + ni, 
(2) $Xx) = C,“=of(m, 0) xm7 
(3) w/b) = C~~Of(O7 n>4’“. 
409:84.:2-20 
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Proof. 
and 
F(x, 4’) = IgAy) t 5 f(m + 1, n) Xrn + ‘f 
m=O 
II=0 
m, Y) = qqx, f f f(m, n + 1) XmJrn+ ‘.
m=O 
II=0 
(3.2) 
(3.3) 
(3.4) 
Multiplying (3.4) by x, we find that 
xF(x, y) = x(qx) + 5 f(m, n + 1) Xm+‘~‘“+‘. (3.5) 
m.n=O 
From (3. l), 
-xyF(x, y) =- c f(m, n) xm +‘y” + ‘, (3.6) 
m.n=O 
and 
ir[ 
ixyF(x, y) = i x f(m, n) xm + ‘y’ + ‘. (3.7) 
m.n=O 
Multiplying (3.3) by (v, 
-iYF(x, y) = -iw~y) - i x f(m t 1, n) xm+ ‘yn+ I. (3.8) 
Wl.ll=O 
Summing over (3.5)-(3.8), we find that 
(x - xy + ixy - iy) F(x, y) 
=x4Xx)-iytpAy)+ fj Mf(m,n)x”+‘y”+‘. 
m.n=o 
Since Mf(m, n) = 0 and x - xq’ + ixy - iy # 0, 
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Remark. In view of the above proof, v/can be written in terms of #f. Let 
x = iy/[ 1 + (i - l)y], we have 
Thus. 
vAv)= l 1 + (i - 1)~ ql+(Y-l),) 
and (3.2) can be written in the form 
xqqx) - iY 
F(x, Y) = 
I+(i-L)yh(l+(Y-l)y) 
x - ,yv + ixy - iy (3.9) 
So F(x, y) is determined by 4, above, therefore, the values offin z + X Z+ are 
determined by the values on the x-axis. 
Since a monodiffric function f is uniquely determined by #f and evidently 
each monodiffric function determines such a d,, there is a one-to-one 
correspondence between monodiffric functions and the elements of the set 
R,. Thus, throughout his paper, without loss of generality we can suppose 
that the monodl@ic function f (m, n) = 4, or f = I$~. 
We emphasize here that unlike discrete analytic functions, I$~, I U~ could not 
be any formal power series but must satisfy a certain compatibility 
condition, namely, that the denominator divides the numerator. 
To illustrate the preceding results, let us consider the following simple 
example. 
EXAMPLE 1. Let f(m, n) = c, c is a constant. We can conclude that 
f(m, n) = #f and I$~/= C,“+ f (m, 0) xm = c C,“+ x”’ = c/( 1 - x). Therefore, 
c * c/( 1 - x). 
4. DERIVATIVES 
Let F(z) = J’;f(t) dt. Isaacs [3] has shown that if f is monodiffric in D, 
then so is F. Moreover, F’(z) = f(z) where F’ denotes the monodiffric 
derivative of F. Now suppose f = 4f and F = dF; it is our purpose to find & 
in terms of 4,. For this purpose, let a = 0 and take the path of integration 
from (0,O) to (m, 0). Then 
F(m, 0) = f(O,O) + ... + f(m, 0) - f(m, 0). 
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Thus, corresponding to F(m, 0), the formal power series is 
t F(m,O)x”= g [f(O,O) + a.. +f(m,O)]xrn- f f(m,O)xrn 
i?f=O m=O m-0 
i.e.. 
Consequently, if f(m, n) = $,, then 
(4.1) 
Using (4.1), we can prove the following properties. Our proofs are either 
new, give insight, and are simpler than those previously published by Isaacs 
[3 I. 
PROPOSITION 1 [3]. If F(Z) = jzf(r) dt fir z E z+ x z+, then 
F’(z) = f(z). 
PROPOSITION 2 [3]. Suppose fE M(z+ x z+), then jb,fl(t) dt =f(b) - 
f (4. 
Proof of Proposition 1. By definition, 
1 
F(z) = 1 
1 
F(z + 1) -F(z) + F(z + i) -F(z) 
1 i I* 
(4.2) 
Let the path of integration be from (0,O) to (m, 0). We conclude that if 
F(m, 0) = J ^ iT,$‘f(t) dt, then F’(m, 0) = f(m, 0); thus @FJ = 4f. Since a 
monodiffric function is determined by its values on the x-axis (see the above 
remark), the result follows. 
To prove Proposition 2 we need the following lemma. 
LEMMA 2. The @Y corresponding to the monod@ic derivative off is 
given by 
@ 
/ 
= (1 -x> h-f(O) 
3 
X 
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that is, 
f,(z) = (1 -4 4$-f(O) 
(4.3) 
X 
proof: Apply (2.3) to the point (m, 0), we see that f’(m, 0) = 
f(m + 1,O) -f(m, O), and 
4 f’(m,o) = m-o [f(m + 13 0) -fb 011 xm 
= $, f(k,o~x”-l-~,=~~~,-f(O,O)l-~~ 
= (1 -x)4,-f(O) 
X 
Proof of Proposition 2. From Lemma 2, we obtain 18 f’(t) dt = Ix/( 1 - 
x)] #T = $J - f(O)/( 1 - x). On the other hand, 4ftlcr,-fco, = Cz=,f(rn, 0)~~ 
- ~~EOS(O, O)xm = #f - f(O)/(l - x), thus the proof is completed. 
LEMMA 3. Zf f (z) = #f, then the nth-order monodifSric derivative off is 
f'"'(Z) = #p,, 
where 
n-1 
q&,+ /(I -x)“q$- x Xyk’(0)(l -xymk . I k=O (4.4) 
ProoJ Apply (4.3). 
5. A CONVOLUTION PRODUCT 
We begin with the following lemma. 
LEMMA 4. The $f,frg corresponding to the *-product of monodlflric 
functions f and g, (f* g)(z) = fi f(z - t): g(t) dt, is #,f*p = (1 -x) Q,#, - 
g(O) 4f. 
Proof Since (f * g)(m, 0) = Ck” 1 f(m - k, O)[ g(k 0) - g(k - LO)l. 
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dfeg = 5 -? f(m - k, O)[ g(k, 0) - g(k - 1, O)] x”’ 
m=Q kyl 
= f, [goTO)-Am- LO)lx” I ( I( -? f(m, O)xrn m=O ) 
By Lemma 4, we have 
(f * g)(z) = (1 - -9 #,f$- g(O) 4f. (5.1) 
PROPOSITION 3 [I]. Let f, g E M(z+ x z’) and f(0) = g(0) = 0. Then 
f*s=g*f: 
Proof. Sincef(0) = g(0) = 0, by Lemma 4, q& = (1 - x) #,#f and #gd= 
( 1 - x) q$$,. Therefore, 4feg = 4gef. 
PROPOSITION 4 [ 11, Suppose f, g and h E M(z + x zf ) and g(0) = 0 or 
(f* h)(z)=O, then (f* g)* h=f* (g* h). 
Proof. 
4 cfig),h = c1 -x) #h&r*, - h(o) #,rg = &it1 - x)#h - h(o)/ 
= i(l -44g4f-gwhH(l -xMh-w)h 
@ f*(g*h) = (1 -x) $g*hh- (g * w@f 
=(l-x)4f4gw -xh-40)\* 
If g(0) = 0, then Q,,*gjth = q$,,gth,. If (f * h)(z) = 0, then 
(1 -x)4,, - h(O) = 0. Thus, we have q+,,g,th = #,*,g*hj = 0. On the other hand, 
we can reprove the following property. 
PROPOSITION 5 [I]. Let~g,hEM(z’X~~)andcE@. Then 
(a) (f+g)*h=(f*h)+(g*hh 
(b) f*(g+h)=(f*g)+(f*hh 
(c) kf> * g = c(f * g) = f * (cd* 
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6. POLYNOMIALS 
A sequence of monodiffric polynomials is defined by 
P,(Z) = n \= P” . . I(f) & n = 1, 2,... 
-0 
= 4 n = 0. 
Corresponding to p,,, the op, is given by 
! n h,= (1 yz+, for n = 0, 1, 2 ,... . 
EXAMPLE 2. Monodiffric pseudo-powers of z have the following relation 
for every n, k = 1, 2 ,... 
In fact, since ~~(0) = 0 for k = 1, 2 ,..., 
7. MONODIFFRIC EXPONENTIAL FUNCTION e"" 
In [4] Isaacs introduced the monodiffric exponential function E(z) = 
(1 + u)~( 1 + ia)Y for z = x + @ and a E C. 
LEMMA 5. The q& corresponding to the monod@ic exponential function 
e ‘.’ is 
ea.z = 1 
1 -(l +a)x’ 
Proof. Let f(x, y) = eaqx+ iy. Then f(m, 0) = (1 + a)“, and 
h(x)= 5 (l+aPrn= l-(ll+a)x. 
m=O 
EXAMPLE 3. 
eaJ = f $PnW. 
n=o n. 
(7.2) 
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In fact, from (6. I) we have 
00 
(ax)” 1 
~~~oWY~!b, II) = n;. (1 -xy+* = 1 -(I +a)x = Q E’ 
Thus (7.2) is proved. 
PROPOSITION 6. 
d” 
ze 
‘.’ = an ea.’ for n = 0, l,... . 
Proof. Let E’“’ = d”/dz” ea.’ for n = 0, l,... . From (4.3), we get 
d = (l -X)tiE-E(o)= a 
E’ x 1 -(l +a)x 
= agE 
and 
$ = (’ - ‘)$E’ - “co) = az 
E” X 1 -(l +a)x 
= a29,, 
By induction, (7.3) is proved. 
Letting Er’(a, z) = d”e’*‘/da” for n = 0, l,..., we have 
PROPOSITION 7. 
(a) d”eavZ/da” = Y’#Ji?a” for n = 0, l,..., 
! n 
04 %“‘@A= (1 -l-“,x,n+I for n = 0, l,..., 
where de”*‘/da = Lim,+,( l/h)[e”’ h3’ - ea.‘] forfixed point z in z + x z +. 
Let n = 2 in (7.4). Then Proposition 8 below follows directly from (4.3). 
PROPOSITION 8. The derivatives of EJa, z) are given by 
-$ E;(a, z) = 
2x(1 -x) 
(1 -x-ax)3’ 
-$ E;(a, z) = 
2(1 -x)2 
(1 -x-ax)3’ 
& E;(a, z) = 
2a(3(1-~)*-3(1-x)ax+(ax)~} 
(1 -x-ax)’ . 
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In general, let A(z) = EF- “(a, z); we conclude that 
PA = (n - l)! (1 - X)mX”-m-’ 
(1 -x-uax)” 
605 
for m<n 
= (n- l)! [(l -x)“--(I -x-ax)“] 
x(1 -x---x)” 
for m=n. (7.5) 
where A(“’ = D;“A, m = 0, I,... . 
8. A REFINEMENT OF SOME EARLIER RESULTS IN [6] 
The purpose of this section is to refine the proofs of the following recent 
results [6] of the author. Our proofs are based on (7.5). 
PROPOSITION 9 [6]. (D, - CJ)~E;(Q, z) = 0. 
Proof: 
b-d& = ~(D~-3aDf+302D;-a’)E~ 
- 64 1 - x)’ + 6&x( 1 - x) - 2&x2} 
= 0. 
The following is a well-known result which generalizes Euler’s formula 
A”x” = n!. 
PROPOSITION 10 [6]. 
(Dz - a)“Eh”- “(a, z) = 0 for n = 1, 2,... . (8.1) 
ProojI Let A(z) = ,?:-“(a, z). Then 
&“:-a,..4 = 4 A,“, C;aA,‘~I,+C:alA,‘~~r-... +(-,,cpa”A _ 
= (lyx-$n {CY(l -x)“-’ 
-c;(l -x)“-*(ax)+ ..a -(-1)“(ax)“-’ 
- q1 -Xy-’ + q1 -.~)“-*(a.r) 
- *.. + (-1)“(ax)“-‘} = 0. 
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For any monodiffric function f(z), we can transform (D, - a)“f(z) into 
the form ~:kn=O(-l)kC~f(~ + n - k)( 1 + u)~, where Cl: = n!/(n - k)! k!, and 
from (8.1) we obtain the main theorems about the solution of monodiffric 
differential equations. 
THEOREM 1. The monodtffric homogeneous dtflerential equation of the 
nth order (DL - a)“‘(z) = 0 has monodiffric rgeneral solution f(z) = 
1::; ck(dk ea*‘/dak), where the coeflcients ck (k = 0, l,..., n - 1) are 
arbitrary constants. 
THEOREM 2. The monodtflric homogeneous difference equation of the 
nth order Cz=O(-l)kC”,f(z + n - k)(l + CZ)~ = 0 has monodzffric general 
solution f(z) = xi!; ck(dk eaSi/dak), where the coeflcients ck (k= 
0, I,..., n - 1) are arbitrary constants. 
9. MONODIFFFUC VOLTERRA INTEGRAL EQUATIONS 
In this section we shall show the main theorems about the general solution 
to the monodiffric Volterra integral equations 
u(z) = f (z) + A 1’ K(z - t): u(t) dt, 
.o 
(9.1) 
where f(z) and K(z) are monodiffric functions in D. 
Suppose there exists a solution u(z) which satisfies (9.1), then we have 
.rti 
u(z + i) = f(z + i) + A 1 K(z + i - t) : u(t) dt 
-0 
and 
u(z+ l)=f(z+ l)+A 
J 
.--+‘K(z+ 1 -t):u(t)dt. 
0 
From the definition, 
Mu(z) = (i - 1) u(z) + u(z + i) - iu(z + 1) 
=A 
lj 
.’ MK(z - t) : u(t) dt + K(O)[u(z + i) - u(z)] 
0 
- iK(O)[u(z + 1) -u(z)] 
I 
= M(O) Mu(z), 
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thus Mu(z)[ 1 - X(O)] = 0. Suppose 1 -M(O) # 0, then we have 
Mu(z) = 0, i.e., U(Z) E M(D). In conclusion, the following result will be 
established. 
LEMMA 6. Suppose there exists a solution u(z) such that 
u(z) =f(z) + 1 I“ K(z - t): u(t) dt 
-0 
and 1 - X(0) # 0, 
then u(z) is monodtflric in D. 
THEOREM 3. Let f(z) and K(z) be monodt@ric in D. If 1 - AK(O) # 0, 
then there exists a unique monodtfiic u(z) in D such that 
u(z) = f(z) + A ii K(z - t) : u(t) dt 
-0 
with u(0) = f(O). (9.2) 
Moreover, the solution of (9.2) can be calculated by the following stepping 
formula: 
u(z + h) = u(z) + 
1 
1 - M(0) 
x 
I 
f (z + h) -f(z) + hl .’ K’(z - t) : u(t) dt 
! I 
(9.3) 
0 
for h = 1 or i. 
Proof From (9.2), we have 
u(z + h) - u(z) 
= f (z + h) - f(z) + A r’ [K(z + h - t) - K(z - t)]: u(t) dt 
-0 
.r+h 
+A 
J 
K(z + h - t): u(t) dt. P-4) 
L 
By the definition of the derivative K(z + h) - K(z) = hK’(z) for h = 1 or i, 
(9.4) becomes (9.3). Now, it remains to prove that the values which we get 
from (9.3) satisfy Eq. (9.2). First, we will show that (9.2) has a solution for 
z = 1. From (9.3) we get 
u(l) = * -;K(0) {f(l)-~fWw9/* 
On the other hand, u(1) can be obtained from (9.2). In fact, 
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u(l)=f(l)+n l.‘K(l -t):u(t)dt 
=J(l)+&O)u(l)-IK(O)S(O), 
u(l)= 
1 
1 -AK(O) V( 1) - u-(O) K(O) 1; 
thus (9.2) has a solution for z = 1. 
Second, we can show that (9.2) has a solution for z = 2. By induction, we 
suppose that (9.2) has a solution for z = m - 1, i.e., 
.I?-, 
u(m- l)=f(m- l)+A 
! 
K(m - 1 - t): u(t) dt 
0 
=f(m- l)+A(K(O)u(m- l)+K’(O)u(m-2)+K’(l)u(m-3) 
+ . ..+K’(m-3)u(l)-K(m-2)21(O)}. 
Since 1 -AK(O) # 0, we obtain 
1 
u(m- l)= 1 -&2q)) I 
f(m- l)+A 
[ 
m 3 
X \‘ K’(j) u(m -j - 2) - K(m - 2) u(0) 
II 
. 
,ZJ 
(9.5) 
We claim that u(m) =f(m) + 1 J‘t K(m - f): u(t) dt, i.e., 
1 
I 
"1 - 2 
u(m) = 
I - AK(O) 
f(m) +A ,yo K’(j)u(m-j- 1)-M(m - I)u(O)/. 
(9.6) 
From the stepping formula, we have 
1 
04 = Mm - 1) + 1 _ lK(O) 
I 
.m- I 
X f(m)-f(m-l)+A 
! 
K’(m - 1 - t): n(t) df 
0 I 
1 
I 
m-2 
=0-l)+ 1-M(o) f(m) + A v K’(j) u(m -j - 1) 
JG 
m-3 
-f(m- 1)-A K’ K(j)u(m-j-2) 
,TO 
+ AK(m - 2) u(O) - AK(m - 1) u(0) 
I 
. (9.7) 
MONODIFFRIC FUNCTION THEORY 609 
Substituting (9.5) into (9.7) we obtain (9.6). Therefore we have proved that 
(9.2) has a solution for the points on the positive x-axis. Following the 
remark of Dufftn [2], a function U(Z) E M(D) is uniquely determined by its 
values on the real axis. Therefore the theorem is proved. By using the idea of 
the formal power series, we discuss the problem of finding the solution to 
(9.1) again, and we will obtain the following theorem. 
THEOREM 4. Suppose that f and K are monodlflric functions of z+ x z+ 
into C. Then there exists a unique solution u(z) E M(z + x z+) such that 
u(z) = f (z) + ,I [’ K(z - t): u(t) dt 
1 
for each A# ~ 
-0 K(m, 0) 
with m = 0, 1, 2 ,... . 
Moreover, the solution u(z) = 4, is given by 4, = [q$- Af (0)&l/ 
[l -A(1 -x)4,]. 
ProoJ Equation (9.1) can be rewritten in the form 4, = pf + @g,U. Thus, 
A!=#,+ [Cl -xMuhc-G9dKl’ s ince u(O) = f(O), #,[ 1 - A( 1 - x)d,] = 
4,- lf(O)& and 4, = [4,- Jf (0)&l/[ 1 - (1 - xkl for 1 - A(1 --EM, f 0. 
Suppose 1 - A(1 - .x)4, = 0, we obtain A= l/K(m, 0) where m = 0, l,... . 
10. APPLICATIONS 
As for its application, we shall consider the first-order homogeneous 
monodiffric derivative equation of the type 
$ - K(z) * F(z) = 0 with F(0) = c, (10.1) 
where K(z) E M(R) and R is a convolution product domain. 
To obtain the general solutions of (10.1) we shall apply to the following 
two fundamental theorems concerning the behavior of p,(z) with respect o 
the monodiffric convolution product. 
LEMMA 7. Let f E it4(zf x z’). Then 
I”f(t)dt=f *p,. 
-0 
(10.2) 
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Proof. On the positive x-axis, we have 
ho, = (1 -xMp,~f-PplPMf= (1 -xWp,~f. 
Since #p, = x/( 1 - x)‘, 
As analog of the well-known Cauchy formula [8] in the continuous case: 
(n- l)! 1.I . . . Iif( a.. dt = 1 .’ (t - r)“-‘f(r) dr, 
-0 -0 -0 
we have the following: 
THEOREM 5. Let f E M(R). Then 
(n + l)! 1’ if’ . . . \f”f(~n+,)df,,, a.. dr, 
-0 -0 -0 
=f*p”+, = )“f(z -t):pn+,(t)df. 
-0 
(10.3) 
Proof. From Lemma 7, Proposition 4, (6.2) and p,(O) = 0 for n = 1,2,..., 
we have 
and 
Jo-*J~~‘J~S(r,.,)dr,+,dr,dl,-, 
= f*$ *p,=f* ($*p,) 
( .) 
In general, we get (10.3). 
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Assume that there exists a solution F(z) of (10.1); integrating (10.1) from 
0 to z we have li(dF/dz) dt = li(K * F)(t) dt. Let K(z) * F(z) = G(z). Then 
F(z) = ci G(t) dt + c, F(z + 1) = F(z) t G(z) and F(z t i) = F(z) t iG(z). It 
is concluded that MF(z) = (i - 1) F(z) t F(z t i) - iF(z t 1) = 0. Hence we 
have thus established the following: 
LEMMA 8. Suppose that there exists a solution F(z) such that 
$ - (K * F)(z) = 0 with F(0) = c, 
then F(z) is a monodtfiic function, where K(z) E M(R). 
THEOREM 6 (Existence and Uniqueness). Let K(z) be monodtflric in 
Rcz’xz+ containing the origin. Then the unique monodiflric function 
F(z) in R such that dF/dz - (K * F)(z) = 0 with F(0) = c is F(z) = c. 
Proof. Let G(z) = (K * F)(z). Integrating (10.1) from z to z t h, we 
obtain F(z t h) = F(z) t hG(z) for h = 1 or i, where G(z) is evaluated by 
G(z) = 1’ K(z - t): F(t) dt 
-0 
X-I 
= x K(x-t-1 tiy)[F(tt 1)-F(t)] 
t=o 
y-1 
t 1 K[(y - t - l)i]{F[x t (t t l)i] - F(x + it)} 
I=0 
x-1 
for x > 1 and JJ > 1 
= x K(x- t- l)[F(t t 1)-F(t)] 
I=0 
y-1 
for x > 1 and y = 0 
= 1 K[(y-t-l)i](F[(tt l)i]-F(d)}forx=Oandy>l 
t=0 
=o for x = y = 0. (10.4) 
Take z = 0, h, 2h,...; we have F(0) = F(h) = F(2h) = . .. = 0 and G(0) = 
G(h) = G(2h) = . . . = 0. Therefore the solution of (10.1) is F(z) = c for all z 
in R. Conversely, F(z) = c satisfies (10.1). Now it remains to prove the 
uniqueness. At z = 0, we have F(0) = c. Suppose that on the x-axis there 
exists a least positive integer x0 at which F(x,) # c, then from the equation 
we get 
F(z + 1) - F(z) = \’ K(z - t): F(t) dt. 
-0 
(10.5) 
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Let C, denote the discrete curve (0, 1, 2,..., x0 - 1). Upon evaluating (10.5) 
along C,, it follows from 
F(x,) - F(x, - 1) = .ru’ + .i: + . . . + j-iom ’ K(x, - 1 - t): F(t) dt 
-.r,-2 
that we have F(x,) = c, which contradicts the assumption. Thus, the theorem 
is proved. 
It is interesting for us to observe the solutions in connection with the 
theory of formal power series. The domain R is assumed to be z ’ x z ‘. 
Since $Fr = &, (1 -x)(1 -x&)&=c(l -x$,). 
It follows that the solution of (10.1) is unique since 1 - -ydK is not zero, 
and the unique solution F = eF is given by $F = c/(1 - x). From Example 1. 
we see that F(z) = c corresponds to the formal power series c/( 1 - x). Note 
that if I - .u#,,. = 0. then K(x) = l/x, from (3.9) we obtain K(z) = 0. And 
from (10.4) it is easy to obtain F(z) = c as the solution of (10.1). 
THEOREM 7. Let K(z) and b(z) be monodiffric in R c z + x z+ 
containing the origin, then there exists a unique monodiffric function in R 
sach that 
f - (K * F)(z) = b(z) with F(0) = c. (10.6) 
Moreover, the solution F(z) is given by 
+ I v-1 
F(z) = x (G + b)(t) + i x (G + 6)(x + if) + c for-x> 1 and y> 1 
I;-0 r=o 
x 1 
= \’ (G + b)(t) + c 
ITO 
forx> 1 and y=O 
.‘-I 
= i x (G-t b)(it) t c 
I=0 
forx=Oandy> 1 
=c forx=y=O. (10.7) 
where dF(O)/dz = b(0) and G(z) is given by (10.4). 
Proof. The proof is similar to that of Theorem 6. 
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