On the longest service time in a busy period of the M⧸G⧸1 queue  by Boxma, O.J.
Stochastic Processes and their Applications 8 (1978) 93- 10’0. 
@ North-Holland Publishing Company 
O.J. BOXMA 
Mathematical Institute, University of Utrecht, Budapestlaan 6, Utrecht, The Netherlands 
Received 13 December 1977 
Revised 15 June 1978 
This paper considers the supremum m of the service times of the customers erved in a busy 
period of the M/G/l queueing system. An implicit expression for the distribution m(w) of m is 
derived. This expression leads to some bounds for m(w), while it can also be used to obtain 
numerical results. The tail behaviour of m(w) is investigated, too. The results are particularly 
usrful in the analysis of a class of tandem queueing systems. 
1. Introduction 
We consider an M/G/l queueing system with arrival intensity a? and. service 
time distribution B( l ) with B(O+) = 0; B( l ) has a finite first mcment 0 and 
def 
Laplace-Stieltjes transform p( l ), u = P/a. Denote the duration of a busy period of 
this M/G/l system by p, the number of customers served during p by n and the 
supremum of the service times of the customers in p by m, i.e. 
def 
m =sup(n, . . . , T”l, 
where ok is the service time of the kth customer in the busy period. 
Introduce 
m(w) dzfPr{m C w}, w 3 0. (14 
This distribution will be the subject of our study; it has several interesting properties 
and useful applications. 
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In Section 2 the joint distribution of n and m is studied. As a result it will be found 
that if g < 1 then the following relation holds for m(w): 
I 
W 
m(w)= exp[-(1 - m(w))t/a] dB(t), w >O. (1.2) 
0 
This relation enables us in Section 3 to derive some bounds ;or m( l ) and to consider 
the behaviour of E(m) for a < 1. In Section 4 a distribution, related to m( l ), is 
studied. As a by-result of that study the tail behaviour of m( l ) can be determined. 
A profound knowledge of the properties of m ( l ) is of vital importance in the 
analysis of the following model of two single server queues Q1 and Q2 with infinite 
waiting room in series (see [ 11): Q1 is an M/G/l queue; each customer leaving Qi 
immediately enters Q2, requiring exactly the same service time in 02 as he did in Q1. 
It should be noted that in the tandem queueing models usually considered in 
literature the service times of a customer at the respective queues are independent. 
The results of the present study may also lead to a better insight into the M/G/l 
queueing system. 
2. The joint distribution of n and m 
Introducing the generating function 
E(p”(mcw)}= f p”Pr{n=n,m<w}, lplsl,wW 
tl= 1 
we shall prove 
Theorem 2.1. For 1~1~ 1, w 20: 
I 
W 
E{p”(m i w)}=p exp[-(1 -lE(p”(m < w)}}t/cu] dB(t). 
0 
(2.1) 
W) 
Proof. In proving (2.2) we shall use a well-known argument from branching theory 
(cf. Cohen [2, pp. 249-2501). Let 7 be the duration of the first service time of p and let 
A represent he number of custome:ns arriving during 7. If A = 0, then the busy period 
consists of only one service. If A 2 1, then remove A - 1 customers from the system at 
the end of the first service time and let the server start serving the remaining 
customers and subsequent new arrivals until the busy period initiated by this 
customer ends. The same procedure is pursued for the other A - 1 customers. Let 
n1,**-, nA be the numbers of services in the busy periods which are started by the A 
customers who arrived during 7, and let ml, . l . , mA be the suprema of the service 
times in these successive busy periods. Then, since the order of service is irrelevant 
for the number of customers erved in a busy period, 
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Now the arrival process is a Poisson process with intensity a? and ml, bn2, . . . are 
mutually independent and have the same distribution as m, while they are also 
independent of A and 7. A similar statement holds for nl, 2, . . . . 50 we can write 
for(p(S1, ~30: 
E{p”(m < w)}= E{p’+n’+“‘+nA(sup{?; ml, . . . , rnA)< IV)} 
“p f E{(T<W,A=k)} i E{pni(miCw)} 
k=O i = 1 
= p z 
J 
W 
e-‘/” 
k=O 0 
-@$f[E(p”(m < w)}]~ dR(t) 
. 
z p J wexp[-{l -E{p”(m < w)}}t/a] dB(t). (2.3) 0 
a 
We define for ]rl s 1, p, w being fixed, IpI s 1, w HI: 
def 
w f(r;p, w) =r-P J exp[-(I - r)t/a] dB(t). 0 
Denote by I_L (p, w) the zero off (r ; p, w ) whicl-r has the smallest absolute va!ue. Such a 
zero exists since E{p”(m < w)} is accordink to Theorem 2>.lf a zero of f(r; p, w), 
and ~E{$‘(m < w)}]~ 1 for lpls 1, w 20; for p = 1, w ES~ ={w: B(w)= l}, ro= t 
is obviously a zero. 
Theorem 2.2. (a) The function f (r ; p, w ) has only one zero in Irl c 1 if 
(i) lpl< 1, w 30; 
def 
(ii) IpI G 1, w E S1 ={w: B(w)< 1); 
(iii) lpl G 1, wSO,a=p/a>l. 
(b) Ifp=l, w&,adl, thenp(l, w)=l. 
Proof. Part (a) follows by application of Rouche’s theorem (cf. Titchmarsh 1171; for 
details see [l]). The proof of part (b) can be found in Takacs [S, p. 481. n 
We can now state the following result: 
Corollary 2.1 
in all cases mentioned in Theorem 2.2. 
roof. ‘7%: relation (2.5) follows immediately from the two foregoing theorems, 
with the exception of the case p = 1, w E 52, a =Z 1, for t n r. = 1 is a second Lero of 
fk p, 1~1  11 in the region Irl G 1. But according to the /G/l theory (Co 
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E{(n<oo)}~1ifa>l,soagainE{p”(m~w)}isthezerooff(r;p,w)in~~~~1which 
has the smallest absolute value. u 
The proof of the following obvious corollary can be found in [l]. 
Corollary 2.2. ,(a) For fixed w, w 2 0, g (p, w ) is a continuous function of p, 1 p 1 s 1. 
(b) For fixed p, lpl< 1, ~(p, w) is continuous in w = w1 i’!jB(w) is continuous in 
w = #I. 
Remark 2,l. Introduce for fixed p, 10, w, I pi s 1,O s v s w, 
def J 
W 
fk p, v, w) =r-p exp[-(1 - r)t/a] dB(t), Irl~ 1. 
u 
Following the proofs of the foregoing theorems it is not hard to prove that 
f(r; p, v, w) has exactly one zero &p, v, w) in the region lrl< 1, when IpI < 1, while 
w 2 v 3 0 (similar conclusions as in Theorem 2.2 hold for other values of p, v, w), 
while this zero is given by 
~(p, v, w)= E{p”(v s 6 s m < w)}, 
rii being the infimum of the service times in a busy period of the M/G/l system. 
3. Bounds for m (w) 
Defining for w E ST = {w: B(w) = l}, 
(34 
it follows from Theorem 2.2 and Corollary 2.1 that 
g=Pr{n<aO}=l, asl, 
cl, a>l. 
(3-2) 
In lthe following we restrict ourself to the case a s 1, defining for w a 0: 
def 
m(w) =@(I, w)=Pr{tn Cw}. (3.3) 
From (2.2) we obtain the following relation for m(w): 
F 
W 
m(w)= $ exp{-(l- m(w))t/a} dB(t), w >O. (3 94) 
0 
e It is easily seen that the integrand exp{-(1 - m(w))t/a) in (3.4) can be 
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interpreted as the distribution of the longest service time until first emptiness of the 
queue, starting with an initial amount of work t. 
We now derive some bounds for m(w), starting from the relation (3.4). These 
bounds are based on very simple inequalities, but they will all turn out to be 
asymptotically sharp for either w + 0 or w + 00. Moreover, the approach followed 
can easily be extended to obtain sharper (but more complicated) bounds. The 
inequality CX s 1 for x: 2 0 immediately implies the obvious inequality 
m(wjsB(wj, w ro. (3.5) 
The inequality eDx al-xforxaOleadsto 
I-m(wj~[l-B(wj]/[~-~w~d~(~)~, w>O. (3 6 . 1 I 
We now use the following inequality: 
I 
W 
tdB(tjq3B(wj, w >O. 
0 
(3 3 
The proof of (3.7) is obvious, when the two cases w s p and w > 63 are distinguished. 
From (3.6) and (3.7) a useful upper bound for 1 - m (w ) is obtained in the case a < 1: 
1-:n(wjs[l-B(wj]/[l-uB(w.j], w>O. 
Hence irlso 
l-m(w)~[143(~)]/[1-31, w>O. 
The relations (3.5 j and (3.9) imply that for a < 1, 
(3.8) 
(3.9) 
B.~E{nr”)~~, n=l,2 ,..., 
& denoting the n th moment of B( l j. 
(3.10) 
Remark 3.2. Let uSUP be the supremum of the virtual waiting time during a bus;* 
period of the M/G/l system. In [2] it is proved that 
Of course E(nrm)~ E{usup}, and hence for n = 1 we can replace the right-hand 
inequality in (3.10) by the sharper inequality 
E{tn}$ln( A]. (3.11) 
In the case a = 1 one can prove (cf. [l]), assuming that B( l ) has a. finite second 
moment, that for w E S1 = {w : (wj< I}, l-nz(w)S/3/w (while n&v)= 1 if 
B(v)= 1). 
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An interesting question is whether E(m) is finite or infinite when a = 1. The 
following results, which have been proved in [ 11, show that both cases can occur. For 
a=l: 
(i) E(m) < 00 if the service time distribution B( l ) has a finite support. 
(ii) E(m) = 00 if 1 - B( l ) is a regularly varying function at infinity with expo,lent 
-p, lKpC2. 
(iii) E{rm) c 00 if 1 -B(w)- Cw ‘I e-y2W, w + 00, with C and y2 positive constants 
and yl a nonnegative constant. 
We did not succeed in formulating necessary and sufficient conditions for E(m) to 
be finite in the case a = 1. 
4. Partial maxima of the service times in a busy perid 
We consider the function 
C(w)Zf(l -a) B(W) 
l-B(w) 
(1 -m(w)), w XI, W) 
and the stochastic variables 
def 
g, -the srnpremum of the service times of the nth customer C,, 
and of those customers who have arrived before C, and 
belong to the same busy period as C,, n = 1,2, . , . . (4.2) 
Theorem 4.1. Suppose that a < 1. 
(i) G \ l ) is the limiting distribution for n -+ cx; of the s.8. g, ; G ( l ) J’S a proper 
probability distribution. 
(ii) Let g, be a s. II. with distribution G( l ). Then 
E{gcD} a E{ JIM}. 
Proof. The sequence (g,, n = 1,2, . . .} is regenerative with respect to the process 
( nj,i=l,2,. . .}, ni denoting the number of customers erved in the ith busy period. 
From M/G/l theory it follows that [since a < 1) Pr{ni < 00) = 1 and E{nI)a: 00. 
Moreover the distribution of nl is aperiodic since the interarrival distribution is 
negative exponential. It now follows (CL the proof of Theorem 1.3.2 in Cohen [3]) 
that g, converges in distribution to a proper probability distribution Gi( l ), 
G(w) = 
"1 
x (maxh . . . L) Thhw) , w>o. 
h=l 
We shall now prove that Ga( l )= G( + ). Using the M/G/ 1 result I}=(l--a)-‘we 
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have: 
{nl}Gl(w)= (I -a)-‘Gl(w)= ( Z (maxh,. . . , +hWw)) 
h=l 
00 
h~i(max{~l,...,q,}<W,n$h) 
= 
= f pr{max{r~,...,q,}<W,n~~h} 
h=l 
= f Pr{max{rl, . . . , rh} < w} 
h=l 
-m(w) f Pr{max{lr,,+l, . . . , Tnl+i)< WI 
j-1 
=(1-m(w)) f Bh(w)=l 
B(w) 
h=l 
- 
B( 
W 
)(1--m(w)). 
This implies that Gi( 9 ) = G( l ). 
Applying (3.8) twice to (4.1) it follows that 
l-G(w)2 
l-B(w) 
1 -aB(w) 
2 1 -m(w), 
(4.5) 
(4.6) 
which lends to (4.3 j. r.11 
Inequality (4.3) seds,ms to be rather paradoxical at first sight. However, note that m 
has only one realization in a busy period, whereas g, may have any number of 
realizations in a busy period. 
It follows from (3.9) that lim,,,m w ( ) = 1 if a < 1, but this limiting behaviour can 
be further specified. 
Corollary 4.1. If a < 1, then 
lim l-m(w) 1 =- 
w-00 l-B(w) l-a’ 
(4.7) 
Proof. Since lim,,, G(w)= 1 (cf. Theorem 4.1) the result follows from (4.1). U 
Remark 4.1. It is not difficult to obtain numerical values for m(w) from the implicit 
relation (3.4). For example we can write for fixed w, with 
def 
X =mW, w exp{-(1 - x)t/a} dB(t): 
x = f(x). 
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Now one can use standard iteration procedures to solve (4.8) numerically; see e.g. 
Isaacson and Keller [5]. 
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