A b s t r a c t W e prove convergence of a d i s t r i b u t e d g r a d i e n t p r o j e c t i o n method f o r o p t i m a l r o u t i n g i n a d a t a communication network.
The a n a l y s i s i s c a r r i e d o u t w i t h o u t any synchronization assumptions and t a k e s i n t o a c c o u n t t h e p o s s i b i l i t y of t r a n s i e n t s c a u s e d b y u p d a t e s i n t h e r o u t i n g s t r a t e g y b e i n g u s e d .
buted routing problem in a data network i s based on a multicommodity flow optimization whereby a s e p a r a b l e o b j e c t i v e f u n c t i o n o f t h e form ( i , j ) i
s m i n i m i z e d w i t h r e s p e c t t o t h e f l o w v a r i a b l e s
F , subject to multicommodity flow constraints
( 1 1 1 , [ 2 1 ,
[ 3 1 , [ 1 2 1 ) .
Here ( i , j ) d e n o t e s a g e n e r i c d i r e c t e d network l i n k , ar.d 5" i s a s t r i c t l y convex d i f f e r e n t ia b l e , i n c r e a s i n g f u n c t i o n o f F'j w h i c h r e p r e s e n t s i n t u r n t h e t o t a l t r a f f i c a r r i v a l r a t e
on l i n k ( i , j ) measured f o r example i n p a c k e t s o r b i t s p e r s e c o n d . i j . .
W e want t o f i n d a r o u t i n g t h a t m i n i m i z e s t h i s o b j e c t i v e . By a r o u t i n g w e mean a s e t of a c t i v e p a t h s f o r e a c h o r i g i n -d e s t i n a t i o n (OD) p a i r ( s e t o f p a t h s c a r r y i n g some t r a f f i c o f t h a t OD p a i r ) , t o g e t h e r w i t h t h e f r a c t i o n o f t o t a l t r a f f i c o f t h e OD p a i r r o u t e d a l o n g e a c h a c t i v e p a t h .

A t y p i c a l example of a d i s t r i b u t e d r o u t i n g a l g o r i t h o p e r a t e s r o u g h l y a s f o l l o w s :
The t o t a l l i n k a r r i v a l r a t e s F i j a r e measured by time averaging over a p e r i o d o f t i m e , a n d a r e communicated t o a l l network nodes.
Upon reception of t h e s e m e a s u r e d r a t e s e a c h node u p d a t e s t h e p a r t o f t h e r o u t i n g d e a l i n g w i t h t r a f f i c o r i g i n a t i n g a t t h a t node.
The updating method i s based on some r u l e , e.g
. a s h o r t e s t p a t h method [21, [41, or an iterative o p t i m i z a t i o n a l g o r i t h
[l], [51, [61. There are a number o f v a r i a t i o n s o f t h i s i d e a -f o r example some r e l e v a n t f u n c t i o n o f F1l may be measured in p l a c e of F i j , o r a somewhat d i f f e r e n t t y p e o f r o u t i n g p o l i c y may be used, but these w i l l not concern u s f o r the time being.
The preceding algorithm i s used i n t h i s paper as an example which i s i n t e r e s t i n g i n i t s own r i g h t b u t a l s o i n v o l v e s i d e a s t h a t a r e common t o o t h e r t y p e s o f r o u t i n g a l g o r i t h m s .
Most of t h e e x i s t i n g a n a l y s i s o f d i s t r i b u t i o n routing algorithms such as the one above i s p r e d i c a t e d on s e v e r a l a s s u m p t i o n s t h a t a r e t o some e x t e n t v i o l a t e d i n p r a c t i c e .
These are:
a ) The q u a s i s t a t i c a s s u m p t i o n , i . e . t h e e x t e r n a l t r a f f i c a r r i v a l r a t e f o r e a c h OD p a i r i s constant over time. This assumption i s approximately valid when t h e r e i s a l a r g e number of u s e r -p a i r c o n v e r s a t i o n s a s s o c i a t e d w i t h each OD p a i r , and e a c h o f t h e s e c o n v e r s a t i o n s h a s an a r r i v a l r a t e t h a t i s s m a l l r e l a t i v e t o t h e t o t a l a r r i v a l r a t e f o r t h e OD p a i r ( i . e . a "many s m a l l u s e r s " a ssumption). An a s y m p t o t i c a n a l y s i s o f t h e e f f e c t o f v i o l a t i o n o f t h i s a s s u m p t i o n on t h e s t a t i o n a r y c h a r a c t e r of t h e e x t e r n a l t r a f f i c a r r i v a l r a t e s i s g i v e n i n [71.
b) The f a s t s e t t i n g t i m e a s s u m p t i o n , i . e . t r a n s i e n t s i n t h e f l o w s
due t o changes i n r o u t i n g a r e n e g l i g ib l e . I n , o t h e r words once t h e r o u t i n g i s updated, the flows F1] s e t t l e t o t h e i r new values within time which i s v e r y s m a l l r e l a t i v e t o t h e t i m e between r o u t i n g updates. This assumption i s t y p i c a l l y v a l i d i n d a t a g r a m n e t w o r k s b u t l e s s so i n v i r t u a l c i r c u i t n e t w o r k s w h e r e , e x i s t i n g v i r t u a l c i r c u i t s may not be r e r o u t e d a f t e r a routing update.
When t h i s assumption i s v i o l a t e d , l i n k flow measurements Fi] r e f l e c t a dependence not just on t h e c u r r e n t r o u t i n g b u t a l s o o n p o s s i b l y s e v e r a l p a s t r o u t i n g s . A seemingly good model i s t o r e p r e s e n t e a c h F1l a s a convex combination of t h e r a t e s o f a r r i v a l a t ( i , j ) c o r r e s p o n d i n g t o two o r more p a s t r o u t i n g updates .
C )
The synchronous update assumption, i . e . a l l l i n k r a t e s F i j a r e measured simultaneously, and are received simultaneously a t a l l network nodes who i n t u r n simultaneously carry out a routing update. However, t h e r e may b e t e c h n i c a l r e a s o n s ( s u c h a s s o f t w a r e comp l e x i t y ) t h a t a r g u e a g a i n s t e n f o r c i n g a synchronous UPd a t e p r o t o c o l .
For example t h e d i s t r i b u t e d r o u t i n g a l g o r i t h o f t h e ARPANET [ 4 ] i s not operated synchronously.
I n t h i s p a p e r we show t h a t p r o j e c t i o n m e t h o d s , one of t h e most i n t e r e s t i n g c l a s s o f a l g o r i t h m s f o r d i st r i b u t e d o p t i m a l r o u t i n g , a r e v a l i d e v e n i f t h e s e t t l i n g time and synchronous update assumption are violated to a c o n s i d e r a b l e e x t e n t .
Even though we r e t a i n t h e q u a s i s t a t i c a s s u m p t i o n i n o u r a n a l y s i s we c o n j e c t u r e t h a t t h e r e s u l t of t h i s p a p e r c a n be generalized along t h e l i n e s o f a n o t h e r r e l a t e d s t u d y [71 whereby it i s shown t h a t a routing algorithm based on a s h o r t e s t p a t h r u l e c o n v e r g e s t o a neighborhood of t h e optimum. The s i z e of t h i s neighborhood depends on t h e e x t e n t of v i o l a t i o n o f t h e q u a s i s t a t i c a s s u m p t i o n .
A s i m i l a r d e v i a t i o n from optimality can be c a u s e d b y e r r o r s i n t h e measurement of F i l . I n o u r a n a l y s i s t h e s e e r r o r s a r e n e g l e c t e d .
I n t h e n e x t s e c t i o n w e p r o v i d e some background on d i s t r i b u t e d a s y n c h r o n o u s a l g o r i t h s and d i s c u s s t h e r e l a t i o n of t h e r e s u l t of t h e p r e s e n t p a p e r w i t h e a r l i e r a n a l y s e s . I n s e c t i o n 3 we formulate our class of distributed asynchronous routing algorithms, while S e c t i o n 4 provides convergence analysis.
ASYNCHRONOUS OPTIMIZATION ALGORITHMS
W e provide here a b r i e f d i s c u s s i o n o f t h e c u r r e n t l y available theory and tools of analysis of asynchronous d i s t r i b u t e d a l g o r i t h m s . I n a t y p i c a l s u c h a l g o r i t h m (aimed a t s o l v i n g a n o p t i m i z a t i o n p r o b l e m ) e a c h p r o c e ss o r i h a s i n i t s memory a v e c t o r x1 which may b e i n t e rp r e t e d a s a n e s t i m a t e o f a n o p t i m a l s o l u t i o n . Each processor obtains measurements, performs computations and updates some of t h e components of i t s v e c t o r .
Concerning the other components, it relies e n t i r e l y on messages received from other processors.
W e a r e mainly i n t e r e s t e d i n t h e c a s e where minimal assunptions are p l a c e d on t h e o r d e r l i n e s s of message exchanges.
There are two d i s t i n c t a p p r o a c h e s f o r a n a l y z i n g algorithmic convergence.
The f i r s t a p p r o a c h i s e s s e n t i a l l y a g e n e r a l i z a t i o n o f t h e Lyapunov f u n c t i o n method for proving convergence of centralized iterative p r o c e s s e s . The idea here i s t h a t , no m a t t e r what t h e precise sequence of message exchanges i s , each update by any processor brings i
t s v e c t o r x1 c l o s e r t o t h e o p t imum i n some s e n s e . T h i s a p p r o a c h a p p l i e s p r i m a r i l y t o problems involving monotone o r c o n t r a c t i o n mappings w i t h r e s p e c t t o a "sup"-norm (e.9. a d i s t r i b u t e d s h o r t e s t p a t h a l g o r i t h m )
[8,91; it i s only required t h a t e a c h p r o c e s s o r communicates t o e v e r y o t h e r p r o c e ssor an i n f i n i t e number of times.
The second approach i s based on t h e i d e a t h a t i f t h e p r o c e s s o r s communicate f a s t enough r e l a t i v e t o t h e speed of convergence of the computation, then the e v o l u t i o n o f t h e i r s o l u t i o n e s t i m a t e s x i may be (up t o f i r s t o r d e r i n t h e s t e p -s i z e u s e d ) t h e same a s i f a l l processors were communicating to each other a t e a c h time instance
[10,111. The l a t t e r c a s e i s , however, mathematically equivalent to a centralized (synchronous) algorithm for which there i s an abundance of techniques and r e s u l t s . N o t i c e t h a t i n t h i s a p p r o a c h , s l i g h t l y s t r o n g e r a s s u m p t i o n s a r e p l a c e d on t h e n a t u r e o f t h e communication process than in the first one. This i s compensated by t h e f a c t t h a t t h e c o r r e s p o n d i n g method o f a n a l y s i s a p p l i e s t o b r o a d e r c l a s s e s o f a l g o r i t h m s .
U n f o r t u n a t e l y , t h e r e s u l t s a v a i l a b l e c a n n o t b e d i r e c t l y a p p l i e d t o t h e r o u t i n g p r o b l e m s t u d i e d i n t h i s paper and a new proof i s r e q u i r e d . A main reason i s t h a t e a r l i e r r e s u l t s c o n c e r n a l g o r i t h m s f o r uncons t r a i n e d o p t i m i z a t i o n .
I n t h e r o u t i n g p r o b l e m , t h e non-negativity and the conservation of flow introduce i n e q u a l i t y and e q u a l i t y c o n s t r a i n t s .
While e q u a l i t y c o n s t r a i n t s c o u l d be taken care by e l i m i n a t i n g some of t h e v a r i a b l e s , i n e q u a l i t y c o n s t r a i n t s m u s t b e e x p l i c i tl y t a k e n i n t o a c c o u n t . A n o t h e r d i f f e r e n c e a r i s e s b ec a u s e , i n t h e r o u t i n g a l g o r i t h m , o p t i m i z a t i o n i s c a r r i e d out with respect to path flow variables, whereas the messages being broadcast contain estimates of the link flows (see n e x t s e c t i o n ) . I n e a r l i e r r e s u l t s t h e v a r i a b l e s b e i n g c o m u n i c a t e d were assumed t o b e t h e same a s t h e v a r i a b l e s b e i n g o p t i m i z e d .
THE ROUTING MODEL
W e p r e s e n t h e r e our basic assumptions, our notat i o n and a simple model by which the nodes in a communication network may a d j u s t t h e r o u t i n g of the flow through that network.
W e are given %network described by a d i r e c t e d graph G = ( V , E ) .
(V i s t h e s e t of nodes, E t h e s e t o f d i r e c t e d l i n k s . F o r e a c h p a i r w = ( i , j ) of d i s t i n c t nodes i and j ( a l s o c a l l e d an o r i g i n -d e s t i n a t i o n , o r O D , p a i r ) w e i n t r o d u c e Pw, a s e t o f d i r e c t e d p a t h s
from i t o j , c o n t a i n i n g no loops.
(These are the candidate p a t h s f o r c a r r y i n g t h e f l o w from i t o j . ) For each OD p a i r w = ( i , j ) , l e t rw be t h e t o t a l a r r i v a l r a t e ( a t node i ) of t r a f f i c t h a t h a s t o b e s e n t t o node j (measured, for example, in packets or bits per second). For each path p E Pw, we denote by G ,~ t h e amount of flow which i s r o u t e d t h r o u g h p a t h p . N a t u r a l l y , we have t h e c o n s t r a i n t s Let us d e f i n e a v e c t o r x w i t h components x , pEPw.
C o n s t r a i n t s ( 3 . 1 ) , ( 3 . 2 ) may be written compactly as Suppose t h a t t h e r e i s a t o t a l o f M OD p a i r s a n d l e t us index them so t h a t t h e v a r i a b l e w t a k e s v a l u e s i n (1,. . . ,MI. T h e n , t h e t o t a l i t y of flows through the network may be described by a v e c t o r x = (x N a t u r a l l y , x i s s u b j e c t t o t h e c o n s t r a i n t I . . . , \ ) . . .
W e a r e i n t e r e s t e d i n t h e c a s e w h e r e t h e n o d e s i n t h e n e t w o r k a d j u s t t h e p a t h r o u t i n g v a r i a b l e s x s o a s t o minimize (3.4). Since a set of path floww" v a r i a b l e s { x : p € P w , ~€ 1 1 , .
. . , M!} determines uniquely
t h e l i n k f l o w v a r i a b l e s F i j ( t h r o u g h ( 3 . 3 ) ) , it i s more c o n v e n i e n t t o e x p r e s s t h e c o s t f u n c t i o n i n t e r m s o f t h e p a t h f l o w v a r i a b l e s . 
c a l i n g c o n s t a n t and [ e 1' l e n o t e s t h e p r o~e c t i o n on G w i t h r e s p e c t t o t h e E u c l i d e a n norm.) I n a p r a c t i c a l sytuation, however, (3.7) is bound t o b e u n r e a l i s t i c f o r s e v e r a l r e a s o n s :
I t assumes p e r f e c t s y n c h r o n i z a t i o n o f a l l o r i g i n node s f ( i i ) I t assumes t h a t x ( n ) ( o r , e q u i v a l e n t l y , t h e l i n k flows F l J (n) a t t i m e n ) may be measured exactly a t time n.
(iii) Even i f t h e o r i g i n node i i s a b l e t o compute x ( n + l ) e x a c t l y t h r o u g h (3.7), the actual flows through tKe network, a t time n+l, w i l l b e d i f f e r e n t from t h e c o m p u t e d o n e s , u n l e s s t h e s e t t l i n g t i m e i s n e g l i g i b l e . The above necessitate the development of a more r e a l i s t i c model, which i s d m e below. F i r s t , because of remark (iii) we w i l l d i f f e r e n t i a t e between the actcal flows through the network (denoted by x (n) , xh,(n) , e t c . ) and t h e d e s i r e d f l o w s , a s determined by the computations-of some node: t h e l a t t e r w i l l be denoted by x (n) and xw (n) . The routing dec i s i o n s o f some node a t t i m e n are determined by t h e d e s i r e d f l o w s xw (n) . However, due t o t r a n s i e n t s , each component %, ( n ) of t i e a c t u a l f l o w x ( n ) w i l l have sone value between yt*l (n) and xw (n-1) . S i m i --l a r l y , ~,~( n -l ) w i l l be a'gonvex combiRation of x (n-1) and 4 ( n -2 ) .
R e p e a t i n g t h i s p r o c e d u r e , we
conclude that xw (n) i s i n t h e convex h u l l of
For n large enough, xw r p (0) shohyd have n e g i l g i b l e i r -f l u e n c e on x (n) and W P w y f ? be ignored for convenience.
W e may thus conclude t h a t t h e r e e x l s t n o n n e g a t i v e c o e f f i c i e n t s >w (n;k) such t h a t W,P ,P tP --w tP J P n I t seems r e a l i s t i c t o assume t h a t i f x (k) i s held c o n s t a n t , S a y e q u a l t o x , t h e d c t u a l f l o w s x ( n ) s h o u l d s e t t l e t o x a t a geometric rate. Accordingly: Assumption: There e x i s t c o r -s t a n t B20,
Concerning the computation of t h e d e s i r e d f l o w s we W,P (3.10)
p o s t u l a t e an update rule of the form (cf.
( 3.7)). - Here i (n) i s some estimate of -(x (n) ) which i s , i n g e n e r a l , i n e x a c t d u e t o a s y n c h r o n y m a n d d e l a y s i n obtaining measurements.
However, i t would be unnatural t o assume t h a t t h e c o m p u t a t i o n (3.11) is c a r r i e d o u t a t each time instance for each
3 D p a i r . W e t h e r e f o r e d e f i n e a s e t T of times-for which-(3.11) i s used. For a l l ngT,, we symply l e t x ( n + l ) = x ( n ) . W e o n l y assume t h a t t h e t i m e b e t w e e n c o n s e c z t i v e u p d a t e s ( e q u i v a l e n t l y , t t e d i f f e r e n c e o f c o n s e c u t i v e e l e m e n t s of Tw) i s bounded, f o r e a c h w.
e s t i m a t e s from time t o t i m e t h e amount of t r a f f i c t h r o u g h t h a t l i n k . P r a c t ic a l l y , t h e s e e s t i m a t e s
do n o t c o r r e s p o n d t o i n s t a n t a n eous measurements but t o an average of a set of measurements obtained over some p e r i o d o f time. Accordingly, a t e a c h t i m e n , node i h a s a v a i l a b l e a n e s t i m a t e pi j n m=n-Q
Here, c (n;m) a r e n o n n e g a t i v e s c a l a r s summing t o one ( f o r f i x e d n ) , and Q i s a bound on t h e t i m e over which measurements are averaged plus the time between the computation of consecutive estimates of the flow. These e s t i m a t e s a r e b r o a d c a s t from time to time (asynchronousl y and possibly with some v a r i a b l e d e l a y ) . L e t us assume t h a t t h e time between consecutive broadcasts plus the communication delay until the broadcasted messages reach a l l nodes i s bounded by some T. I t -f q l l o w s t h a t a t t i m e n each node k knows the value of A simple example i s the following: consider the network of Figure  1 . There are three origin nodes (nodes 1,2, and 3), w i t h i n p u t a r r i v a l r a t e e q u a l t o 1 a t ezzh one of them, and a s i n g l e d e s t i n a t i o n node (node 6 .
For each OD p a i r t h e r e a r e two paths. For each or .gin
W e assume t h a t t h e s e t t l i n g t i m e i s z e r o , so that w e do n o t n e e d t o d i s t i n g u i s h b e t w e e n a c t u a l a n d d e s i r e d flows, and that each node i ( i = 1 , 2 , 3 ) knows xi e x a c t l y and is a b l e t o t r a n s m i t i t s v a l u e i n s t a n t a n e o u s l y t o the remaining origin nodes. Suppose that i n i t i a l l y x =x =x =1 and t h a t each origin node executes a l a r g e number o f g r a d i e n t p r o j e c t i o n i t e r a t i o n s w i t h a s m a l l stepsize before communicating the c u r r e n t v a l u e o f x t o t h e o t h e r n o d e s . T h e n , e f f e c t i v e l y , node i s o l v e s i t h e problem 1 2 3 min c (xi+2)2 + (1-x.) 3 , 2 0LXi$ thereby obtaining the value x.=O. The same behavior i s also observed i f t h e c o s t f u n c t i o n ( 3 . 1 6 ) i s modified by adding a term E (x2 + x: + x: ) , which makes it s t r i c t l y convex, a s l o n g a s O < E < <~.
A t t h a t p o i n t t h e
p r o c e s s o r s b r o a d c a s t t h e i r c d r e n t v a l u e s o f x . .
I V . RESULT AND CONVERGENCE PROOF Theorem: With t h e a l g o r i t h and the assumptions introduced i n t h e l a s t s e c t i o n
and provided that the step- 
So, l e t s assume t h a t [ a ] + G and form a t r i a n g l e w i t h v e r t i c e s a t t h e p o i n t s a , [ a ] '
and t h e o r i g i n , d e n o t e d by A , B , O , r e s p e c t i v e l y ( s e e F i g u r e 2 ) . L e t G be the i n t e r s e c t i o n o f G w i t h t h e p l a n e d e f i n e d by t i a t triangle. Let us draw t h e n o r m a l t o AB t h r o u g h p o i n t B. T h i s l i n e i s a supporting hyperplane for GO. T h e r e f o r e , 0 and A l i e a t d i f f e r e n t s i d e s of t h a t l i n e ; h e n c e t h e a n g l e OBA i s l a r g e r t h a n 90 degrees. L e t u s now draw t h e n o r m a l t o OB through B.
I t must i n t e r s e c t t h e s e q e n t OA a t some p o i n t C , because, < OBA 2 90 . + 2 + B y -t r a n s l a t i n g t h e o r i g i n t o a n a r b i t r a r y p o i n t x , ( 4 . 1 ) becomes :
<a, [x+al+-x> 2 1 1 [x+al -x/ I , XEG, aelftn. 
(4.5) Using (4.41, (3.9 ) and the assumption (3.10), it i s easy t o show t h a t f o r some AILO (independent of Y o r n)
k=l Furthermore, comparing (3:14) .to (3.15) and using t h e L i p s c h i t z c o n t i n u i t y o f a D l 1 /aFII, we c o n c l u d e t h a t f o r some c o n s t a n t s A 8 * -* ,A7 (independent of y) ( 4 . 7 ) (The s e c o n d i n e q u a l i t y f o l l o w s f r o m ( 3 . 1 3 ) , t h e t h i r d from ( 3 . 3 1 , t h e f o u r t h i s t h e t r i a n g l e i n e q u a l i t y , t h e f i f t h u s e s ( 4 . 6 ) . ) Using Lipschitz continuity once more, (4.6) and (4.7)
we f i n a l l y o b t a i n , f o r some A >O (independent of n,y)
,
a-
Using a f i r s t o r d e r s e r i e s e x p a n s i o n f o r D, we have (Here, the second inequality was obtained from (4.8)
; t h e t h i r d from (4.5) . ) S m i n g ( 4 . 9 ) f o r d i f f e r e n t v a l u e s of n and rearranging terms we o b t a i n n [A . n 1 (4.10)
Suppose t h a t y i s small enough so t h a t --A1l > 0. Hence, 1 If ( x ( n ) ) -s w ( n ) 1 j conv e r g e s t o z e r o a l o n g a n y i n z e g e r s e q u e n c e c o n t a i n e d i n v. coPIcLiTsIo~s G r a d i e n t p r o j e c t i o n a1:orith;rs f o r r o u t i n g i n a data network converge approFriately even in the face of substantial asynchronism and even if the time req u i r e d f o r t h e r.etwork t o a d j u s t t o a change i n t h e r o u t i n g p ? l i c i e s ( s e t t l i n g time) i s non-negligible. While convergence i s p r o v e d m d e r t h e a s s m p t i o n t h a t t h e i n p u t arrival r a t e s r a r e c o n s t a n t , it i s expected t h a t t h e a l g o r i t b , w i l l b e a b l e t o a d j u s t a p p r o p r i a t e l y i n t h e f a c e o f m a l l v a r i a t i o n s . I f i n p u t v a r i a t i o n s become s u b s t a r . t i a 1 , h o w e v e r , a n d t h e q u a s i s t a t i c a s s m p t i m i s v i o l a t e d , a n o r e d e t a i l e d a n a l y s i s i s r e q u i r e d , i n c o r p c r a t i n g s t o c h a s t i c e f f e c t s .
Note t h a t D i s continuous
IY
k n o t : ? e r i d e a l i z a t l o n i n o u r m o d e l a r i s e s i n t h e measureqent equation (3.12), which assumes that measure mects a r e n a i s e l e s s . T h i s i s a reasonable assumption if t h e t h e average runs over a s u f f i c i e n t l y l o n g p e r i o d b u t may b e u n r e a l i s t i c o t h e r w i s e , n e c e s s i t a t i n g a g a i n again a more e l a b o r a t e s t o c h a s t i c model. F i n a l l y , l e t u s m e n t i o n a n i m p o r t a n t r e l a t e d c l a s s of d i s t r i b u t e d a l g o r i t h m s .
Zr. t h e p r e s e n t model t h e nodes measure and broadcast nessages with their e s t imates o f t h e link f l o w s Fij. Other nodes receive the brcadcasted messages and use them t o compute estimates of t h e e x p r e s s i o n -(F ' ) which i s r e q u i r e d i n t h e a l g o r i t h . An a l t e r n a t i v e p o s s i b i l i t y would be t o l e t , say node j , t o m e a s u r e d i r e c t l y o r cov.pute t h e v a l u e o f -(F ) a n d b r o a d c a s t t h a t v a l u e t o t h e o t h e r n o d e s .
. .
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F o r c e r t a i n s p e c i a l c h o i c e s o f t h e c o s t f u n c t i o n E' ]
and under c e r t a i n a s s u m p t i o n s , t h e p a r t i a l d e r i v a t i v e aEiJ/aF1' e q u a l s t h e a v e r a g e d e l a y o f a p a c k e t t r a v e l i n g through link ( i , j ) . I n t h a t case, it i s v e r y n a t u r a l t o assume t h a t t h i s d e r i v a t i v e m a y , b e m e a s u r e d d i r e c t l y , w i t h o u t f i r s t m e a s u r i n g t h e f l o w F13. Our r e s u l t may b e e a s i l y shown t o b e v a l i d f o r t h i s c l a s s o f a l g o r i t h s a s well. 1 3 Fig. 1 
