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ABSTRACT
Mapping the large-scale structure through cosmic time has numerous applications in studies of cosmology and galaxy evolution. At
z & 2, the structure can be traced by the neutral intergalactic medium (IGM) by way of observing the Lyα forest towards densely
sampled lines of sight of bright background sources, such as quasars and star-forming galaxies. We investigate the scientific potential
of MOSAIC, a planned multi-object spectrograph on the European Extremely Large Telescope (ELT), for the 3D mapping of the
IGM at z & 3. We simulated a survey of 3 . z . 4 galaxies down to a limiting magnitude of mr ∼ 25.5 mag in an area of 1 degree2
in the sky. Galaxies and their spectra (including the line-of-sight Lyα absorption) were taken from the lightcone extracted from the
Horizon-AGN cosmological hydrodynamical simulation. The quality of the reconstruction of the original density field was studied
for different spectral resolutions (R = 1000 and R = 2000, corresponding to the transverse typical scales of 2.5 and 4 Mpc) and
signal-to-noise ratios (S/N) of the spectra. We demonstrate that the minimum S/N (per resolution element) of the faintest galaxies that
a survey like this has to reach is S/N = 4. We show that a survey with this sensitivity enables a robust extraction of cosmic filaments
and the detection of the theoretically predicted galaxy stellar mass and star-formation rate gradients towards filaments. By simulating
the realistic performance of MOSAIC, we obtain S/N(Tobs,R,mr) scaling relations. We estimate that .35 (65) nights of observation
time are required to carry out the survey with the instrument’s high multiplex mode and with a spectral resolution of R = 1000 (2000).
A survey with a MOSAIC-concept instrument on the ELT is found to enable the mapping of the IGM at z > 3 on Mpc scales, and as
such will be complementary to and competitive with other planned IGM tomography surveys.
Key words. large-scale structure of Universe – cosmology: observations – galaxies: evolution – intergalactic medium –
instrumentation: spectrographs
1. Introduction
The large-scale distribution of matter in the Universe is orga-
nized into a cosmic web (Bond et al. 1996), which arises from
the anisotropic collapse of the initial fluctuations in the matter
density field (Zel’dovich 1970). This intricate structure consists
of large void regions that are surrounded by sheet-like walls and
are bordered by connected filaments (e.g. Springel et al. 2006).
The filaments intersect in the densest regions in the web that are
associated with galaxy clusters. The structure was first observed
in the Center for Astrophysics (CfA) galaxy redshift survey
(de Lapparent et al. 1986), has been confirmed by many subse-
quent surveys (e.g. Geller & Huchra 1989; Colless et al. 2001;
Tegmark et al. 2004; Cole et al. 2005), and has been successfully
reproduced in cosmological N-body and hydrodynamical simu-
lations.
The topological analysis of the density field on large
scales (>10 Mpc) can be used to infer details about primordial
density fluctuations in the early Universe, to understand the
process of the structure’s growth, and the mechanisms govern-
ing the Universe’s expansion, that is, to constrain the cosmol-
ogy (e.g. Park et al. 1992; Matsubara 1995; Zunckel et al. 2011;
Wang et al. 2012; Codis et al. 2013, 2018; Appleby et al. 2018).
On the other hand, the cosmic web environment on the scale
of a few Mpcs and below impacts galaxy formation because
galaxies accrete matter and advect angular momentum from the
large-scale filaments. There is now ample evidence from simu-
lations that dark matter (DM) halo and galaxy spin tend to align
with the vorticity of the large-scale flows (e.g. Libeskind et al.
2013; Laigle et al. 2015; Ganeshaiah Veena et al. 2018) and
therefore with large-scale filaments (e.g. Aragón-Calvo et al.
2007; Codis et al. 2012; Dubois et al. 2014; Chen et al. 2015).
These theoretical findings are now supported by a few obser-
vational measurements at low-z (e.g. Tempel & Libeskind 2013;
Zhang et al. 2015; Hirv et al. 2017), but this signal remains dif-
ficult to reliably extract at higher redshift because it requires
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an accurate measurement of both filament and galaxy angular
momentum orientations. In addition to driving angular momen-
tum acquisition, the cosmic web participates in shaping the
galaxy mass assembly. Studies based on spectroscopic or pho-
tometric surveys have revealed that at low-z, galaxies lying
closer to large-scale filaments are on average redder, more
evolved, and more massive (Rojas et al. 2004; Beygu et al. 2016;
Alpaslan et al. 2016; Kuutma et al. 2017; Chen et al. 2017;
Malavasi et al. 2017; Laigle et al. 2018; Kraljic et al. 2018) than
those that lie farther away, an effect which seems not entirely
driven by the (isotropically averaged) local density (Kraljic et al.
2019, but see Goh et al. 2019 on the environmental dependency
of DM halo properties for a different conclusion). The most
direct interpretation for these results is provided by consider-
ing the impact of the tidal field, whose structure depends on the
intrinsically anisotropic large-scale geometry of the matter dis-
tribution in filaments. This field shapes the accretion rate onto
DM halos beyond the density (Musso et al. 2018) and therefore
drives an environmental assembly bias (as has been described
in Hahn et al. 2009). However, when we consider the growth of
galaxies, we also have to account for the state of the gas in fila-
ments and the baryonic processes within the galaxies (especially
feedback from active galactic nuclei, AGN). The dependency of
the galaxy mass assembly on their large-scale environment and
how it evolves with scale and redshift is a highly debated topic.
High-redshift observations are pivotal to address this question.
However, mapping the large-scale structure with galaxy red-
shift surveys alone becomes progressively more difficult with
increasing redshift. Securing spectroscopic redshifts for a sam-
ple of relatively faint galaxies (R . 25 mag) in a sufficiently
large volume at z & 2 may require an unrealistically long expo-
sure time per galaxy (e.g. Lee et al. 2014a). A possible solu-
tion is to rely on deep multi-wavelength photometric surveys:
Laigle et al. (2018) showed that the photometric redshifts from
the Cosmological Evolution Survey (COSMOS) (Scoville et al.
2007) are measured with a high enough precision (Laigle et al.
2016) to enable the study of the 3D properties of the cos-
mic web at 0.5 < z < 0.9. Alternatively, mapping large vol-
umes at z & 2 can be efficiently achieved by observations of
the Lyman-α (Lyα) forest absorption towards the bright distant
background sources. The forest represents the absorption due to
the Lyman transition of H i in the clouds of the highly ionized
intergalactic medium (IGM) that lies in the line of sight (LOS)
to the background light source (Gunn & Peterson 1965). H i is
a good tracer of the total hydrogen density because the IGM is
in a photoionization equilibrium. Furthermore, on large scales,
the gas distribution in the IGM follows the DM reasonably
well (e.g. Cen et al. 1994; Petitjean et al. 1995; Viel et al. 2004;
Caucci et al. 2008; Cui et al. 2018). In addition, this method
also allows an efficient mapping at low overdensities. The Lyα
forest can therefore serve as a powerful tool for mapping the
large-scale structure down to the ∼Mpc scales in large volumes
and/or large area in the sky. Towards that end, techniques have
been developed to carry out a tomographic reconstruction of the
observed Lyα forest absorption field from a set of sight lines
(e.g. Pichon et al. 2001; Caucci et al. 2008; Cisewski et al. 2014;
Horowitz et al. 2019). Several studies have discussed the possi-
ble applications of the technique for studying high-redshift pro-
toclusters (Stark et al. 2015), voids (Stark et al. 2015), quasar
light echoes (Visbal & Croft 2008; Schmidt et al. 2019), and
topology (Caucci et al. 2008) (see also Lee et al. 2014a and
Sect. 4.3 for further discussion), among others.
The resolution of the mapping is first and foremost deter-
mined by the number density of sight lines nlos; the typical
distance between sight lines scales as ≈n−0.5los . This method is
therefore mostly limited by the number density of available
bright background sources. Bright quasars are typically used as
background sources to study the properties of the IGM from
the local z ∼ 0 Universe up to z ∼ 6 (e.g. McQuinn 2016).
However, the mean separation between sight lines even in the
most ambitious quasar survey so far, the SDSS-III Baryon Oscil-
lation Spectroscopic Survey (BOSS) (Eisenstein et al. 2011;
Dawson et al. 2013) is several tens of Mpc at z & 2 (e.g.
Lee et al. 2014a; Ozbek et al. 2016). The limiting magnitude in
the BOSS survey is mr < 21.9 (Pâris et al. 2012), but because
of the shallow faint end of the quasar luminosity function, even
a much fainter limiting magnitude would not result in a high
enough density of sources to allow the mapping of ∼Mpc scales
(Lee et al. 2014a). However, star-forming galaxies, also known
as Lyman-break galaxies (LBG; Steidel et al. 1996), can also be
used as background sources. The density of LBGs increases fast
with decreasing luminosity at z ∼ 2−4 (e.g. Reddy & Steidel
2009; Alavi et al. 2016; Bouwens et al. 2015) and enables the
mapping of the large-scale structure at the scale of a few Mpc,
provided that we extend spectroscopic observations down to suf-
ficiently faint galaxies of mr ∼ 25 mag.
Spectroscopic observations of such faint galaxies in suffi-
cient numbers may seem challenging. However, as pointed out
by Lee et al. (2014a), the signal-to-noise ratio (S/N) and spec-
tral resolution required for a successful reconstruction of the
Lyα absorption field are low enough to allow the technique to
be applied even in the frame of current 10 m-class telescopes.
Recently, the feasibility of a study like this has been demon-
strated based on data from the COSMOS Lyman-Alpha Mapping
And Tomography Observations (CLAMATO) survey (Lee et al.
2014b) on the Keck I telescope. The data were used to make a
first reconstructed map of the large-scale structure at z ∼ 2−2.5
using LBGs as background sources (Lee et al. 2018). This led
to the detection of voids at z ∼ 2.3 (Krolewski et al. 2018)
and a protocluster at z ∼ 2.5 (Lee et al. 2016). IGM tomog-
raphy with both the LBG galaxies and quasars as background
sources is one of the primary scientific goals for several upcom-
ing spectrographs, such as the Prime Focus Spectrograph on
Subaru (Takada et al. 2014), WEAVE on the William Herschel
Telescope (Pieri et al. 2016) and the multi-object spectrograph
(MOSAIC) on the upcoming European Extremely Large Tele-
scope (ELT; Puech et al. 2018).
The ELT with its primary mirror of 39 m and its advanced
technology will enable us to obtain spectra of faint objects in a
very short time with respect to previous facilities. This enables
tomographic surveys at very high redshift on relatively large
fields. The aim of this work is to investigate the scientific poten-
tial of a multi-object spectrograph (MOS) on the ELT in the
studies of the IGM, in particular, the IGM tomography and the
corresponding science cases. We base our study on the MOSAIC
spectrograph as envisioned at the end of the instrument’s Phase
A study (Morris et al. 2018).
We begin by exploring how the quality of the reconstruction
of the IGM density field changes for different spectral resolu-
tions and S/Ns (Sect. 2). We use the galaxy spectral catalogue
extracted from the Horizon-AGN cosmological hydrodynami-
cal simulation (Dubois et al. 2014), apply realistic noise to the
simulated galaxy spectra, and reconstruct the flux contrast field.
We search for optimal spectral configuration. In particular, we
study how well the reconstructed field can represent the actual
cosmic web environment of galaxies. In Sect. 3 we use the char-
acteristics of the MOSAIC instrument to understand the perfor-
mance of the instrument at blue wavelengths and to estimate the
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relation between S/N and several other parameters (e.g. expo-
sure time, resolution, and brightness of the background source).
Based on our results, we outline a strategy for a large survey with
an MOS facility on the ELT to study the IGM (Sect. 4). In this
work we use cosmological parameters provided by the WMAP-7
data (Komatsu et al. 2011).
2. Simulating tomographic reconstruction
First we explore the required parameter space (e.g. spectral res-
olution and S/N of the background galaxy spectra) for the sci-
ence case of IGM tomography. It should be emphasized that the
reconstruction of the IGM is only an intermediate step leading to
the actual scientific questions such as the studies of voids or the
interplay between galaxies and cosmic web. It is not straightfor-
ward to understand which quality of observational data is needed
to successfully carry out an investigation of a given problem.
Here we use a head-on approach: we take a galaxy catalogue
extracted from the Horizon-AGN hydrodynamical simulation,
and apply artificial noise to the simulated spectra. Our goal is
to understand the quality of the reconstruction of the IGM, and
to assess how well we can quantify the dependency of galaxy
properties, such as stellar mass and star formation rate, on the
distance to the closest filament. The conclusions of this section
are general and overall independent of any particular instrument.
2.1. Horizon-AGN simulation
2.1.1. Description of the simulation
Horizon-AGN is a cosmological (100 h−1 Mpc on a side) hydro-
dynamical simulation1 (see Dubois et al. 2014 for details) that is
run with the adaptive mesh refinement code RAMSES. The sim-
ulation assumes ΛCDM cosmology with cosmological parame-
ters that are compatible with the WMAP-7 data (Komatsu et al.
2011). Heating from a uniform background starts at z = 10 and
follows the formulation of Haardt & Madau (1996). Star forma-
tion occurs in regions of a gas hydrogen number density above
n0 = 0.1 H cm−3. Metals and energy releases from stellar winds,
supernovae, and AGNs are included in the simulation.
A lightcone with an angular diameter of 1 degree (the choice
for this area is justified in Sect. 4.2) was extracted from the sim-
ulation. As part of the Horizon-AGN Virtual Observatory effort
(see Laigle et al. 2019, for details), galaxies were identified from
the distribution of star particles with the halo finder AdaptaHOP
(Aubert et al. 2004). A mock spectrum was assigned to each
galaxy using Bruzual & Charlot (2003) stellar population mod-
els, assuming that each particle behaves like a single stellar pop-
ulation. This computation also includes dust absorption using
the gas-phase metallicity distribution as a proxy for dust dis-
tribution. Dust mass was calibrated based on the gas-phase
metal mass, with a dust-to-metal mass ratio of 0.2. The red-
shift evolution of galaxy colours, luminosity, and mass func-
tions of the extracted galaxies from Horizon-AGN simulation
match the observational datasets well (e.g. Kaviraj et al. 2017).
Although the simulated galaxy counts are broadly in agreement
with observations, the Horizon-AGN simulation overestimates
the abundance of low-mass blue galaxies at high redshift. This
can be an issue when background sources are selected based on
their photometry because the density of sight lines, and therefore
the performance of the reconstruction, might be overestimated.
To correct for this issue, the galaxy catalogue was pruned at the
1 https://www.horizon-simulation.org/
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Fig. 1. Redshift range to be considered in our simulations. The x-axis
shows the redshift of a background LBG zgal, the left y-axis shows the
observed wavelength range. The two black lines show the observed
wavelengths of the rest-frame 1040−1190 Å range for each zgal, i.e., the
wavelength range of Lyα forest. The right y-axis shows the redshift of a
Lyα absorber detected at the corresponding observed wavelength. The
orange dashed line indicates the currently planned blue wavelength limit
of the instrument.
faint end. This was achieved by randomly choosing sources from
the Horizon-AGN catalogue at the faint end (mr > 24) until the
number count matched the count from the COSMOS2015 cata-
logue (Laigle et al. 2016).
2.1.2. Preparation of the spectra
Along the LOS of each galaxy, the gas density, temperature, and
radial velocity were extracted with a resolution of 50 kpc, and the
corresponding H i optical depth and transmitted flux distribution,
including redshift space distortion, were prepared as described
in Laigle et al. (2019). Sight lines were drawn within the cone
where the Lyman-α forest was implemented. The average prop-
erties of the simulated galaxy spectra, attenuated by the Lyman-α
forest, are overall in good agreement with the observed average
spectrum of LBGs at these redshifts (see Appendix A).
While the added noise and the adopted spectral resolution
(R) are not instrument-dependent (e.g. the values are general-
ized and do not correspond to a particular instrument), we made
certain assumptions so that the redshift range of the study and
resolution is the same as that of the MOSAIC instrument (the
instrument design is discussed in detail in Sect. 3). Firstly, we
assumed that an observation is carried out with a single spectro-
graph configuration in the 4500–6000 Å wavelength range. The
available redshift – wavelength space is schematically shown in
Fig. 1. The blue limit of 4500 Å means that we can probe neu-
tral IGM at zLyα ≥ 2.8. Background LBGs therefore have to lie
at zgal & 2.9 (see Fig. 1). In our experiment we picked the back-
ground sources in the 3 < z < 4 range and reconstructed the field
at 3 < z < 3.5.
We smoothed the simulated spectra to achieve the foreseen
spectral resolution (R = 5000) taking into account the over-
sampling (see Sect. 3). The throughput was fixed at 13%. The
brightness of the galaxies is known. Either a constant exposure
time can be assumed for all galaxies and the S/N estimated
using the scaling relation (Eqs. (5) and (6)), or the opposite
approach can be taken and a constant S/N can be assumed for
all the observed galaxy spectra. We decided to take the latter,
instrument-independent, approach. Given the galaxy brightness
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Fig. 2. Example of a galaxy spectrum simulated in the Horizon-AGN simulation. The galaxy lies at z = 3.60 and has a magnitude of mrest,UV =
25.05 mag. Its synthetic spectrum is shown in blue. Red dashes indicate the positions of the Lyα, Lyβ, and Lyγ lines that originate in the galaxy.
A spectrum with the added Lyα forest (even though we do not use it in the further analysis, we also plot the Lyβ forest etc.) is shown in black.
Gaussian noise is added to this spectrum (see text for details), and the resulting spectrum is shown in orange in the zoomed plot. The noise
corresponds to S/N = 5 and a resolution of R = 5000 (an exposure of ∼1.5 h at a fiducial resolution of MOSAIC, see Sect. 3).
and the intrinsic shape of the spectral energy distribution (SED),
we then calculated the expected exposure time for each galaxy.
For a given value of S/N, Gaussian noise was added to the spec-
tra. We checked that the noise is indeed Gaussian and not e.g.
Poissonian by statistically analyzing the distribution of the noise
in the simulated spectra (Sect. 3). When the final resolution that
we wished to achieve was lower than the fiducial resolution,
then the noisy spectrum was smoothed accordingly. We empha-
size that MOSAIC always observes at the fiducial resolution of
R = 5000, regardless of the resolution necessary for a particular
science case. Finally, we also simulated a noise spectrum using
the average properties of the sky spectrum and the adopted CCD
parameters (read-out noise). An example of a part of the spec-
trum before and after the noise is applied is shown in Fig. 2. The
S/N throughout this paper is defined as the S/N per resolution
element.
The simulated galaxy spectra do not include possible intrin-
sic absorption from the interstellar medium (e.g. NII, NI, CIII,
or SiII), which can contaminate the Lyman-α forest. In prac-
tice, these lines can be masked in the observed spectrum, but
at the cost of missing the Lyman-α forest information in these
regions. A portion of the LOS will be contaminated by inter-
vening galaxies. A system like this will be impossible to iden-
tify in the absence of a rather high-resolution (R ∼ 5000)
spectroscopy (which is much higher than the resolution needed
for the reconstruction, see below) and will contribute to the over-
all noise. In addition, errors on the continuum determination are
not implemented.
2.1.3. Tomographic reconstruction method
The 3D distribution of the Lyman-α flux contrast, which is com-
monly used as a proxy for the inverse of the density field, was
reconstructed by interpolating between the LOS using Wiener
filtering in comoving space (see Pichon et al. 2001; Caucci et al.
2008; Lee et al. 2018). We recall below the main elements of the
method and the choice of the parameters. Let D be the 1D array
representing the dataset, and M is the 3D array of the field esti-
mated from the data. Maximizing the penalized likelihood of the
data given an assumed prior for the flux contrast field yields
M = Cδ3dδ(Cδδ + N)−1D , (1)
where Cδ3dδ is the mixed parameter-data covariance matrix, and
Cδδ is the data covariance matrix. We assume that the noise
is uncorrelated, therefore the noise covariance matrix can be
expressed as N = n2I, n being set by the S/N on the spectra.
In addition, we assume a priori normal covariance matrices:
Cδδ(x1, x2, x1T, x2T) = σ2e
−
|x1 − x2|2
2L2x e
−
|x1T − x2T|2
2L2T , (2)
where (xi,xiT) are the coordinates of the point along and perpen-
dicular to the LOS.
The reconstruction depends on σ2, n, and the correlation
lengths Lx and LT, along and perpendicular to the LOS, respec-
tively. The transverse correlation length LT is set by the mean
inter-LOS distance, the longitudinal correlation length Lx by the
comoving scale corresponding roughly to our spectral resolu-
tion, and σ2 quantifies the fluctuations of the field in a volume
L2T × Lx. The light-cone volume was partitioned into sub-boxes
and we reconstructed each block individually in order to speed
up the computation. Blocks overlapped (over 3 × LT) to avoid
edge effects. Tomography was performed on the flux contrast,
δ = F/〈F〉z − 1, where F = exp (−τ) is the Lyα transmitted flux
and 〈F〉z is the mean value at a given z. Practically, this imposes
assuming or precisely determining the mean flux in the Lyman-α
forest at a given redshift. For the purpose of this work, we used
the exact value from the simulation (〈F〉 ∼ 0.7 at z = 3). An
error in determining the mean flux will induce systematics in the
reconstruction.
2.1.4. Configurations
As mentioned before, we discuss here a volume-limited sur-
vey, where all spectra have the same S/N, and we focus on how
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Table 1. Summary of the parameters for the two main configurations,
C1 and C2.
C1 C2
Characteristics mr 25.5 25.5
of the survey R 1000 2000
Parameters for LT 4 Mpc 2.5 Mpc
the tomographic Lx 4 Mpc 2.5 Mpc
reconstruction σ 0.14 0.19
Persistence cut of the skeleton c 0.005 0.03
the reconstruction varies as a function of S/N in order to deter-
mine a sensible S/N that can be aimed for in an actual survey.
In theory, the reconstruction can be performed anisotropically
with different values for Lx and LT. However, for the purpose
of studying galaxy evolution in the cosmic web, we require
an isotropic smoothing to extract the large-scale structure. We
therefore chose here to perform an isotropic reconstruction. We
assumed that we are able to observe all the sources brighter than
25.5 in the r band, which corresponds to a mean inter-LOS dis-
tance of ∼2 Mpc at redshift z = 3.4. We tested the quality of
the reconstruction for two spectral resolutions (R = 1000 and
R = 2000). The spectral resolution was here the limiting length,
and therefore we adopted two configurations: LT = Lx = 4 Mpc
(R = 1000) and LT = Lx = 2.5 Mpc (R = 2000). We measured
σ = 0.14 and 0.19 for the two configurations, respectively, and
we set n as a function of the S/N on the spectra. We set 0 and 1
as the lower and upper limit for the transmitted flux, that is, the
pixels that are brought below 0 or above 1 due to the noise were
set to 0 and 1, respectively. The two sets of configurations, called
C1 and C2 in the following, are summarized in Table 1.
In addition to the presented main two sets of reconstructions,
we also inspected several other scenarios (but with the same
basic C1 and C2 configurations) that we detail below. All these
cases are also summarized in Table 2, and are discussed and pre-
sented alongside the results of the main study throughout this
section.
– We tested the effect of noise on the tomographic reconstruc-
tion using in addition to the various constant S/N cases an
additional configuration with spectra that were not perturbed
by noise (i.e. with an infinite S/N, labelled “no noise” in the
following).
– In order to probe the convergence of the Wiener filtering
method we performed a reconstruction on a uniform distribu-
tion of sight lines (labelled “no noise and uniform” in the fol-
lowing) at very high spectral resolution, and un-perturbed by
noise. For this case, the same density of background sources
was adopted, but uniformly distributed on the grid. This con-
figuration helps us to understand in particular the effect of the
clustering of background sources on degrading the quality of
the reconstruction;
– It is unreasonable to expect that the observed galaxy spectra
will all have the same S/N, as assumed in the main part of the
study. For the C2 configuration we built an additional sample
(called S/N = 4, CT in the following) by setting a constant
observation time to be Tobs = 3.7 h, which corresponds to
the S/N = 4 for the faintest mr = 25.5 mag sources (see
Eq. (5)). By performing the reconstruction with this sample,
we tested the improvement in the reconstruction compared
to the case when S/N = 4 for all sources, regardless of the
magnitude. This is the only case that depends on instrument
specifications.
– For the C1 configuration the number density of sources
brighter than ∼25 mag is already sufficient for the perfor-
mance of the reconstruction, while we also included the
fainter sources in the main analysis. We performed a set
of reconstructions by taking only the sources with mr .
25 mag. This allowed us to test in particular whether adding
more sources at fainter magnitudes without changing the
transverse length allows a better reconstruction of the field.
2.2. Performance of the reconstruction: galaxies in the
cosmic web
We estimated the performance of the tomographic reconstruc-
tion for the purpose of the cosmic web analysis in the differ-
ent configurations detailed above. As a first illustration, Fig. 3
presents three ∼10 Mpc-thick longitudinal slices, built from the
original and two reconstructed (R = 2000 and S/N = 4 and 10)
optical depth contrast fields. We display here τ/〈τ〉 − 1, where
the optical depth τ = − log F is taken as a proxy for the den-
sity. In order to compare to the reconstructed field, the original
field was smoothed with a Gaussian kernel over 2.5 Mpc. By
eye, the reconstructed and original fields agree relatively well.
The reconstructed field seems to show less contrast as noise
increases, and filaments are more randomly distributed.
2.2.1. Quality of the reconstructed flux field
Figure 4 compares the original flux contrast field (δorig) with the
reconstructed field (δrec) in both the C1 (left) and C2 (middle)
configurations. For comparison, the original flux contrast field
was also smoothed with a Gaussian kernel at the same scale
(2.5 or 4 Mpc). Both the scatter of the reconstruction (bottom)
and its 1D-equivalent probability density function (PDF; i.e. the
distribution of δorig − δrec; top) are shown. From the 1D distri-
butions we learn not only how scattered the data are (quantified
by the standard deviation σ f , see Table 2), but also whether the
distribution is skewed. For low S/N the distributions are skewed
towards lower values. It is indeed easier to overestimate the flux
contrast by creating false voids (due to the non-uniform distri-
bution of sight lines because of the clustering of background
sources) than underestimating it (we recall that the logarithm of
the flux scales as the opposite of the density). The same effect is
illustrated by the change with S/N of the contours in Fig. 4 (bot-
tom): with higher S/N the scatter is less skewed away from the
δrec = δorig relation. The 1σ equivalent values of dispersion are
provided in Table 2. As shown by our simulations, the quality of
the reconstruction does not improve drastically above S/N ≈ 4
in either the C1 or C2 configuration.
In order to estimate how the reconstruction is improved
in the more realistic case where the exposure time is simi-
lar for all sources, we compare in the right panel of Fig. 4
the performance of the S/N = 4 reconstruction (black line)
with the performance of a reconstruction where the S/N is vari-
able but equals 4 for the faintest sources (orange curve labelled
“CT”). The performance of the reconstruction on ideal spectra,
that is, spectra that are not perturbed by noise (cyan line) is
also shown. Finally, we present the reconstruction in the case
of extremely high-resolution spectra that are not perturbed by
noise and are spatially uniformly distributed (ocean blue line).
Although there is a real improvement in decreasing the noise
on spectra (compare orange, cyan, and ocean blue lines), the
main gain comes from distributing the background sources more
uniformly. Targeting spectra not only based on their magnitude
distribution but also on their spatial distribution in order to make
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Table 2. Quality of the reconstructed field and cosmic filaments as a function of S/N.
R = 1000, LT = 4 Mpc R = 2000, LT = 2.5 Mpc
S/N σ f dskl [Mpc] ρorig,rec(fil) ρorig,rec(nod) σ f dskl [Mpc] ρorig,rec(fil) ρorig,rec(nod)
2 −0.14,+0.12 3.2 0.07 0.03 −0.19,+0.15 2.3 0.10 0.06
3 −0.13,+0.12 2.8 0.14 0.06 −0.17,+0.14 2.0 0.15 0.09
4 −0.11,+0.10 2.5 0.18 0.13 −0.15,+0.12 1.8 0.20 0.10
6 −0.09,+0.08 2.2 0.24 0.17 −0.13,+0.12 1.6 0.24 0.14
8 −0.09,+0.08 2.0 0.27 0.13 −0.12,+0.11 1.5 0.25 0.16
10 −0.08,+0.08 2.0 0.28 0.25 −0.12,+0.12 1.5 0.26 0.16
4, 25 −0.12,+0.11 2.8 0.12 0.08 – – – –
4, CT – – – – −0.13,+0.12 1.5 0.22 0.14
No noise – – – – −0.11,+0.11 1.3 0.27 0.21
No noise + uniform – – – – −0.05,+0.05 0.6 0.51 0.40
Notes. The quality of the reconstruction is estimated from the standard deviation σf of δorig − δrec (see Fig. 4) and the median distance dskl between
the skeleton extracted from the original (smoothed) and the reconstructed field (see Fig. 5). We also provide the Spearman correlation coefficients
between the closest distances of the galaxies to filaments and nodes (ρorig,rec(fil) and ρorig,rec(nod)) as measured from the skeletons computed on
the original and reconstructed fields (see Figs. B.3 and B.4). All the values are computed for two configurations: the low-resolution case with
R = 1000 (and LT = 4 Mpc) and the high-resolution case with R = 2000 (and LT = 2.5 Mpc). We also show the results of the reconstruction for
several additional configurations (see Sect. 2.1.4 for the details of these configurations).
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Fig. 3. Longitudinal slices of thickness ∼10 Mpc (i.e. four times the smoothing length) of the reconstructed (top for S/N = 4 and middle for
S/N = 10) and original (bottom) optical depth contrast field τ/〈τ〉 − 1, where τ = − log F and F is transmitted flux. τ is taken as a proxy for the
HI density. The original field is smoothed with a Gaussian kernel over 2.5 Mpc. Filaments extracted with DisPerSE are overplotted in grey and
black. The black lines correspond to the 50% densest filaments. As noise in the spectra increases, the reconstruction shows lower contrast, and
filaments are more randomly located.
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Fig. 4. Assessing the quality of the reconstructed flux contrast field. The quality is checked for the different values of S/N and two different
configurations, corresponding to the resolution of R = 1000 and the reconstruction scale of LT = 4 Mpc (configuration C1, left column) and the
resolution of R = 2000 and the reconstruction scale of LT = 2.5 Mpc (configuration C2, middle column). Right column: 3 additional flavors of the
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spectra (No noise) and with a spatially uniform background sources distribution (No noise, uniform). Upper row: distributions of the pixel-by-pixel
differences between the smoothed original and reconstructed flux contrast fields. Note that the distributions are normalized in a way that the peak
of the narrowest distribution equals 1. Bottom row: scatter plots of the original flux contrast field (for S/N = 4) against the reconstructed one. The
original field has been smoothed with the same LT scale as the corresponding reconstructed one. Black line shows δrec = δorig relation. Overplotted
contours of number counts (computed at a level of 10 counts and smoothed afterwards) show the change of the 2D distribution for reconstruction
for different S/N values of the spectra.
it more uniform might help in improving the quality of a matter
density field reconstruction based on Lyman-α tomography.
2.2.2. Cosmic web extraction method
After the flux contrast field was reconstructed in a specific
configuration, the filamentary cosmic web was extracted using
DisPerSE (Sousbie 2011; Sousbie et al. 2011). DisPerSE usu-
ally identifies the filament from the density field (either a
Cartesian grid or a Delaunay tesselation computed from the dis-
tribution of the particles). In our case, filaments were identified
on the optical depth field τ = − log F, which is a better proxy
for the density field than the flux contrast itself. Filaments were
extracted as the ridges connecting the filament-like saddle points
to peaks. Each filament was defined to be a set of connected
small segments. The set of filaments is called the skeleton.
To each pair of critical points, that is, points with a vanish-
ing gradient of the τ field (maxima, minima, and saddle points),
we assigned a persistence, defined as the difference between
the underlying τ-value at each critical point. Persistence quan-
tifies the robustness of the underlying topological features that
are characterized by this pair. Filtering low-persistence pairs is
a way to filter topologically weak filaments. The ideal persis-
tence threshold needs to be calibrated, and the final distribution
of filaments will depend upon this choice. The motivation for the
choice of our persistence cut (c) is described in Appendix B. The
chosen persistence cuts (which vary with the smoothing scale)
are displayed in Table 1 (in units of τ). At a given smoothing
scale, these cuts yield similar numbers of extracted filaments
regardless of the underlying S/N. Fewer filaments are extracted
in theC1 configuration (LT = 4 Mpc) than inC2 because smooth-
ing the field decreases the number of structures and preserves
only the most prominent structures.
Examples of the skeletons extracted from the smoothed orig-
inal and reconstructed τ-fields are shown in Fig. 3. Although
topologically robust, all the extracted filaments are not equally
important for the formation of galaxies, depending on their
matter content and the depth of their gravitational potential
well. As shown in Fig. 3, some filaments are extremely dense
(black lines), while some can be qualified as “tendrils” (grey
lines) that connect galaxies in low-density environments. We
might expect that filaments of different densities drive differ-
ent environmental effects, depending on the relative mass of the
halos with respect to the filaments. Therefore a comprehensive
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analysis should bin filaments depending on their underlying den-
sity (as done in e.g. Katz et al. 2019), for instance. In the follow-
ing analysis, we focus on the densest filaments of the cosmic
web, which roughly corresponds to the structures studied in the
low-z analyses (e.g. Kraljic et al. 2018; Laigle et al. 2018). All
segments in a same filament (running from a saddle point to a
node) are assigned a single density value, corresponding to the
average of the underlying optical depth τ at each segment loca-
tion. In our analysis, only the 50% densest filaments are kept in
each sample. We briefly discuss in the following how the results
change when this selection is varied.
2.2.3. Analysis of the quality of the reconstructed web
Following the method introduced by Sousbie (2011), the qual-
ity of the skeleton extraction was first quantified by comparing
the pseudo-distance dskl between the skeletons on the smoothed
original τ-field (SKLorig) and the reconstructed field (SKLrec).
The PDFs of dskl are shown in Fig. 5 and the median values of
the distributions are provided in Table 2. The median distance
decreases with S/N, although the improvement after the S/N ≈ 4
case is again limited. As expected, the distances are smaller for
the LT = 2.5 Mpc and R = 2000 scenario. In any case, the dis-
tributions peak at much shorter distances than the mean separa-
tion between filaments (〈dsep〉 is ∼6.2 Mpc for C1 and 4.5 Mpc
for C2). For each saddle point in SKLorig, the distance dsep to its
closest neighbour was measured.
The pseudo-distance between skeletons is found to be depen-
dent on the density, as shown in Fig. 6. In this figure, pseudo-
distances are plotted in bins of τorig, which is the optical depth
in the smoothed original τ-field. The 1σ error regions were
obtained by bootstrapping the distribution of distances at each
density bin. The distance is most uncertain in the lowest-density
regions. The pseudo-distance between the skeletons becomes
smaller with increasing S/N and saturates at ∼LT/2. The pseudo-
distance does not fully encode how similar two skeletons are
because they can be close to each other without being aligned.
Therefore we also measured the alignment between the recon-
structed and the original skeletons. We measured the angle θ
between each segment in SKLrec and the closest neighbour in
SKLorig. The probability distribution function of cos θ is dis-
played in Fig. B.2. We measure an excess of probability for
cos θ > 0.5, that is, for the segments to be aligned. This signal
increases with increasing S/N.
The comparisons of the reconstructed τ-field to the original
field and the value of the pseudo-distance between the computed
skeletons suggest that the reconstruction performs already well
with a constant S/N ∼ 4. A minimum S/N ∼ 4 is therefore a
reasonable value to aim for in an IGM tomography survey (for
the purpose of studying the cosmic web). In the following we
use these reconstructions and compute skeletons in combination
with the galaxy catalogue of the Horizon-AGN simulation in
order to asses the level at which the large-scale environments
of galaxies can be studied at 3 . z . 3.5.
2.2.4. Mapping galaxies in filaments
Galaxy mass assembly is the result of accretion from both their
surrounding and their secular evolution. The galaxy properties
are therefore expected to be partly dependent on their host halo
mass, and in addition to the effect of the halo, on the large-
scale environment in which they are embedded, the geometry of
which shapes the tidal field. The mass gradient towards filaments
is therefore one of the expected imprints of the cosmic web on
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Fig. 5. Probability density function of the pseudo-distance between the
skeletons computed on the original and reconstructed fields in the C1
(top) and C2 (middle and bottom) configurations for various S/N (see
the caption of Fig. 4 and Sect. 2.1.4 for details). Vertical lines indicate
the median values of the distributions.
galaxy properties: at low-z (z . 1) more massive galaxies have
been found closer to the geometrical centre of the filament than
less massive galaxies (Malavasi et al. 2017; Kraljic et al. 2018;
Laigle et al. 2018), a measurement in agreement with theoreti-
cal prediction (Musso et al. 2018). This trend is expected to be
stronger at high redshift, when the effect of the initial large-
scale tides has not yet been perturbed by non-linear processes
such as mergers or AGN feedback. At z & 2, Lyman-α tomo-
graphic reconstruction can be used to test the importance of the
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optical depth τorig is taken as a proxy for the density, in the C1 (left panel) and different flavours of the C2 configurations (middle and right panels).
See the caption of Fig. 4 and Sect. 2.1.4 for details.
large-scale environment in shaping the galaxy growth. The pur-
pose of our present analysis is not to measure and interpret this
signal, but rather to quantify to which extent an existing trend in
the original field can be measured in the noisy reconstruction.
All galaxies more massive than 109 M from the Horizon-
AGN catalogue in the redshift range of interest (3 < z < 3.5)
were used in the analysis. We measured their distances to the
closest filaments (dfil) and nodes (dnod) for skeletons computed
on all configurations. Ideally, the distances from the recon-
structed fields should within a certain scatter correspond to those
measured from the original field. In practice, however, some of
the information is lost when realistic noisy spectra are used.
Because the filament positions are scattered in the reconstructed
field, galaxies tend to be less clustered around them. This results
in larger distances on average of galaxies to the closest filaments
with respect to the original field. This is shown in Figs. B.3
and B.4 (top panels) and quantified with the low correlation coef-
ficient in Table 2. This has a noticeable effect on the measured
environmental trends.
We then studied the environmental dependency of four
galaxy properties: rest-frame Mu and MJ magnitudes, stellar
mass M?, and star formation rate (SFR). Mu traces young star
populations and can therefore be a proxy for the SFR, while MJ
is a better proxy for the total stellar mass. We indeed show that
using Mu and MJ yields a similar environmental trend as the SFR
and M?, but is easier to measure (see Sect. 4.3). We present only
the results of the analysis of magnitudes in this section and show
similar plots for M? and SFR in Fig. B.5.
Galaxies were binned by their measured distance to the clos-
est filament (keeping only the 50% densest filaments), and the
distributions of their properties in each bin were measured. The
mean values of Mu and MJ in each bin and ±1σ dispersion
are plotted in Fig. 7. In order to probe an effect that is only
induced by filaments, galaxies closer than 2 Mpc from a node
were removed from the analysis. Several features are readily
noticeable. In the original field, MJ and Mu increase towards fil-
aments because higher mass and a higher SFR is expected closer
to filaments. In this measurement, we did not distinguish the den-
sity effect from the proximity effect to filaments. Because the
filament positions are scattered in the reconstructed field, the
gradient strength decreases with increasing noise. With lower
resolution (and therefore larger smoothing of the field), fewer
filaments are present in the density field, and therefore the slope
of the gradients is less pronounced because smoothing tends
to mix environments. The gradient is indeed more pronounced
when the S/N is increased, but the real limitation of detecting
the gradient is the clustering of sources and therefore the non-
uniform distribution of the LOS, as illustrated in the right plots
of Fig. 7 and as we described in the mere analysis of the density
field (see Fig. 4).
In Fig. B.5 we show what happens when all filaments (not
only the 50% densest) for the original field are kept in the sam-
ple (dotted black line). The trend is slightly weaker but simi-
lar, although the distance range probed by galaxies is slightly
smaller (because more filaments are included in the skeleton).
It is notable that the gradients tend to completely disappear for
the reconstructed fields in this case (not shown). This is a conse-
quence of both the fact that gradients towards low-density fila-
ments are intrinsically weaker, and that the low-density filaments
are not very well recovered in the reconstructed fields (as shown
in Fig. 6).
To quantify the required S/N for a statistically significant
detection of this environmental trend, we performed the fol-
lowing analysis for each S/N case. Firstly, to ensure that we
had a similar number of galaxies in each dfil bin, we binned
the galaxies into logarithmic bins. The width of the bins varied
according to a predefined number of galaxies per bin (typically
several thousand, see Figs. 8 and 9). A two-sample Kolmogorov–
Smirnov (KS) test was then performed between the distributions
in all the bins. The test was only performed for dfil that are
larger than the transverse reconstruction scale LT. The resulting
p-values are shown in Figs 8 and 9. The distribution of a given
galaxy property (here only MJ is shown, but the results are sim-
ilar for Mu) was considered to be significantly different within
two bins when the associated p-value was <0.05. A dependency
of the galaxy property on the distance to filaments was measured
when at least two of four density bins presented significantly dif-
ferent distributions from the other ones (i.e. a p-value <0.05).
Our analysis demonstrates that S/N ∼ 4 is sufficient to detect
gradients of MJ towards filaments in the C2 configuration, but
the S/N might need to be pushed to 6 in C1. This value is in line
with the analysis of the flux contrast field reconstruction and the
computation of the skeleton. We therefore conclude that there
will be not much gain by increasing the S/N above this threshold
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Fig. 7. Distributions of the mean MJ (top) and Mu (bottom) galaxy rest-frame magnitudes as a function of the distance to the filaments (dfil) for
galaxies with log M?/M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flavours of the C2 configuration (see Sect. 2.1.4 and the caption of Fig. 4 for details). The vertical dashed line indicates the reconstruction scales
LT of 4 and 2.5 Mpc for the C1 and C2 configurations, respectively. Below this scale, no trend is expected towards the reconstructed filaments.
for the purpose of studying the relation between galaxy proper-
ties and their large-scale environments. This is the lowest S/N we
need for our spectra. In reality, the S/N of all but the faintest tar-
get galaxies in a survey will therefore be higher. For example, if
the galaxies were all observed with a fixed exposure time, which
is necessary to reach S/N = 4 for the faintest sources, then the
reconstruction of such a sample would give better results and
gradients would be detected with higher significance (compare
the results of the KS test in Fig. 9 for S/N = 4 and S/N = 4,
CT). The limiting factor then is the finite number of sight lines
and their non-uniform spatial distribution.
A detailed analysis of the mass or SFR environmental depen-
dency at z ∼ 3 is beyond the scope of this paper. The connection
between the filaments and other properties, such as AGN activity
and redshift evolution, will also be discussed in a future work.
3. Simulations of MOSAIC observations
In the previous section we have studied the spectral resolution
and S/N that are required to successfully reconstruct the IGM. In
this section we study a performance of the MOSAIC instrument
on the ELT in detail, which will allow us to make a connection
between the resolution R, S/N, and the actual observing time.
MOSAIC is the proposed multi-object spectrograph for the
Extremely Large Telescope (Morris et al. 2018). This fiber-based
spectrograph will have several observing modes to tackle
different science cases (Evans et al. 2015; Puech et al. 2018;
Jagourel et al. 2018). The modes that will be used for observa-
tions in the blue and visible, the range of interest of this study, are
the high multiplex mode (HMM-VIS mode) and the visible inte-
gral field unit mode (VIFU mode). Each unit of HMM-VIS and
VIFU mode will have an aperture with a diameter of 840 mas and
2.3′′, respectively. The size of the patrol field of view for VIFU
(HMM-VIS) will be ∼44 (52) arcmin2. The current conceptual
design baseline predicts at least 80 (8) units for the HMM-VIS
(VIFU) mode, which means that about ∼40−60 (8) objects can
be observed simultaneously. The maximum number of observed
objects in HMM-VIS depends on the number of fibers that are
dedicated to the observations of sky. The blue spectral band will
cover a wavelength range of λ = 450−600 nm with a spectral
resolution of R = 5000. The PSF on the detector will be over-
sampled with 4.21 pixels per spatial and spectral element. The
summary of basic characteristics of the VIFU and HMM-VIS
modes is provided in Fig. 10. We note that the current specifi-
cations of the MOSAIC instrument will undoubtedly change to
some extent. This will affect the estimates of observation time of
a survey in Sect. 4. The analysis of this paper is performed and
presented in such a way that the envisioned possible changes can
be used together with the presented results to easily obtain new
estimates of the observation times.
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Fig. 8. Measuring the significance of galaxy MJ magnitude gradient towards filaments. A KS test is performed in order to asses the difference
between galaxy mass distributions in different (logarithmic) dfil bins. Colours indicate the logarithm of the p-value, i.e. the probability that the two
compared samples are drawn from the same distribution (the actual value is also indicated in each square). Numbers on the diagonal indicate the
number of galaxies in each corresponding bin. Plots are shown for the C1 configuration and for different S/N. The KS test is performed only for
dfil > 4 Mpc (except for the original field case).
In order to understand the performance of the instrument at
blue wavelengths, we performed a set of realistic simulations
(a preliminary overview of the performance of the MOSAIC in
the near-infrared is presented in Disseau et al. 2014). Simula-
tions were made with the WEBSIM-COMPASS simulator that
is dedicated to ELT simulations (Puech et al. 2010, 2016). The
astrophysical target in these simulations is first modelled as a
high-resolution data cube, where the spatial dimensions sample
the light distribution at the resolution of the telescope (∼λ/2D,
where D is the diameter of the telescope). This data cube is then
convolved with the PSF that is representative of the optical path
through the telescope and the atmosphere, including the adaptive
optics (AO) system. Realistic sky background, photon noise, and
detector noise are added. The pipeline produces simulations in
FITS format that mimic the result of a data reduction pipeline
with perfectly extracted and reduced data (although the actual
background subtraction and extraction of spectra can be carried
out by hand from “raw” frames). In the following we provide the
detailed input of our simulations.
3.1. Input considerations
3.1.1. Instrumental and atmospheric parameters
We assumed realistic CCD parameters (dark current, read-out
noise, charge transfer efficiency, and quantum efficiency) and
telescope parameters (pupil diameter, effective central obscura-
tion, typical temperature, and emissivity in the blue). We adopted
the calculated total throughput of the atmosphere, telescope, and
the instrument that were calculated in the throughput analysis.
We assume a conservative total throughput of T = 13% through-
out this work: we did not take the wavelength dependency of
the throughput into account (the assumed value was estimated
at the blue spectral edge), but we investigated the dependence
between S/N and throughput. The spectral resolving power was
R = 5000. The default spectral and spatial sampling will be
4.21; in order to be conservative, we rounded the sampling to
5 (e.g. 5 pixels per element of spectral or spatial resolution).
This configuration results in a significant read-out noise and is
hardly suitable for observations of (very) faint sources. Simula-
tions at different sampling rates (Appendix C.1) led us to finally
assume a (on-the-ccd) binning that resulted in an effective spa-
tial sampling of S s = 1 and a spectral sampling of S λ = 2.
The PSF is the ground-layer adaptive optics (GLAO) PSF cal-
culated at λ = 400 nm: the PSF has an ensquared energy of
5.4%, calculated in an aperture of 150 mas, and a Strehl ratio
of 0.0017%. The transverse cut of the PSF is shown in Fig. 11.
Because MOSAIC will operate at λ > 450 nm and the quality
of the AO correction increases towards longer wavelengths, this
is a conservative choice. The expected performance at the blue
wavelengths (<6000 Å) is nearly equivalent to seeing-limited.
All simulations were carried out under dark-sky conditions,
at airmass of 1.15 and seeing at zenith of 0.7′′. An observa-
tion was separated into N one-hour exposures (in the following,
the number of integration times, or NDIT), which is the current
baseline for operations at the VLT. We neglected the effect of
overheads so that in the following, all observing times are to be
interpreted as integration times. Sky emission and transmission
were adopted assuming the parametrization of Noll et al. (2012)
and Jones et al. (2013) as implemented into the Paranal sky
advanced model2. The background model accounts for airglow
2 https://www.eso.org/observing/etc/doc/skycalc/
helpskycalc.html
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Fig. 9. Same as Fig. 8, but for the C2 configuration. The KS test is performed only for dfil > 2.5 Mpc (except for the original field case).
VIFU HMM-VIS
Number of apertures 8 (10) 80 (100)
Patrol area 44.2 arcmin2 52.1 arcmin2
Operating bandwidth 0.45 – 0.9 μm 0.45 – 0.9 μm
Diameter of the aperture on sky 2.31 arcsec (outer diameter) 840 mas
Sampling 138 mas (4.21 pixels) 138 mas (4.21 pixels)
Spectral resolution 5000 5000
AO performance GLAO GLAO
Fig. 10. Summary of the basic characteristics of the VIFU and HMM-VIS modes according to the Phase A design (based on Jagourel et al. 2018).
The number of apertures reported in brackets is the goal that is not the baseline of the Phase A design, however. For the purpose of this paper we
consider only the low-resolution R = 5000 modes.
and residual continuum contributions as well as molecular emis-
sion and absorption lines.
The apertures of the two modes are shown in Fig. 10. In the
case of the simulation of the VIFU mode, we assumed the aper-
ture to be a square with a side of 2′′, instead of the hexagonal
shape. In case of the HMM-VIS mode, we performed the sim-
ulations in the so-called “simple aperture” mode (Puech et al.
2016). The full aperture of a fiber is assumed to be fragmented
into 19 hexagonal-shaped microlenses. While the HMM-VIS
field has been segmented into 19 fibers due to technical con-
straints (i.e. the plate scale on the ELT), this should not be con-
sidered as a small IFU unit, however.
3.1.2. Physical input
In Sect. 2 we established that we need to observe galaxies as faint
as mUV,rest = 25.5 mag. This choice allows us to have a sufficient
number of targets per FOV (see Sect. 4 for a detailed discussion)
and to reach a sufficient transverse tomographic map resolution
scale at redshifts ∼3−3.5. We note that, in our calculations, we
applied basic corrections to take into account the fact that galax-
ies are at different redshifts and therefore observations with a cer-
tain filter probe somewhat different rest-frame spectral ranges of
these galaxies. Nevertheless, to avoid confusion, we use a neutral
mUV,rest nomenclature corresponding to λrest = 150 nm.
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Fig. 11. Transverse cut of the simulated MOSAIC GLAO PSF at λ =
400 nm, calculated for an input seeing of 0.7 arcsec.
Because galaxies are not point sources, we adopted the rela-
tion between the apparent size of a galaxy (characterized by its
half-light radius rhalf), its brightness, and redshift. These three
quantities are required as input of the simulation. We determined
the mean relation between the three properties in the following
way. We calculated the typical size (rhalf) of a galaxy of luminos-
ity L using the relation from the study of Shibuya et al. (2015),
which covers the redshift range and galaxy brightness considered
in our work:
rhalf = 6.9 (1 + z)−1.2
( L
L?
)0.27
kpc, (3)
where L? = L?(z = 3) is a characteristic luminosity in the
Schechter function (Schechter 1976) for the star-forming galaxy
population at z ∼ 3. Shibuya et al. (2015) did not find a strong
dependence between the size of the galaxy and the rest-frame
wavelength at which the size is measured. We therefore assumed
that the sizes all correspond to the rest-frame UV band corre-
sponding to the wavelength band in which mlim is measured. The
luminosity as a function of apparent magnitude was furthermore
calculated as (neglecting the second term in the colour correc-
tion)
L(mlim, z) = L0100.4[M
?−mlim+5 log dL(z)+25−2.5 log(1+z)], (4)
where M? corresponds to L? and dL is the luminosity distance.
To be consistent with the work of Shibuya et al. (2015), we
assumed M? = −21 mag, which may be somewhat bright com-
pared to the values in Bouwens et al. (2015), for instance, but the
overall effect does not have strong implications on our conclu-
sions (i.e. using the value of M? = −20.8 mag (Bouwens et al.
2015) gives ∼5% larger radii). The resulting predictions are
given in Table 3. The diameter of a galaxy was assumed to be
equal to 4rhalf in the simulation. Because the apparent size of
a galaxy of a certain brightness does not change appreciably in
the considered redshift range, we ran all our simulations assum-
ing z = 3.3 because in the first part of our work (Sect. 2), we
performed reconstruction in the z = 3−3.5 range.
Galaxy morphology templates, representing different galaxy
types, were taken from the simulator’s library (see Puech et al.
2010). We used nine templates obtained either from real obser-
vations (Fuentes-Carrera et al. 2004; Garrido et al. 2002, 2004)
or simulations (Cox et al. 2006; Bournaud et al. 2008). The sam-
ple of galaxies represents diverse morpho-kinematic properties,
Table 3. Predicted typical half-light radius (in arcseconds) of a galaxy
of brightness mlim lying at redshift z.
Redshift
mlim 2.5 2.8 3.0 3.3 3.5 3.7
23 0.25 0.25 0.24 0.24 0.24 0.24
24 0.20 0.19 0.19 0.19 0.19 0.18
24.5 0.17 0.17 0.17 0.17 0.17 0.16
25 0.15 0.15 0.15 0.15 0.15 0.14
25.5 0.14 0.13 0.13 0.13 0.13 0.12
including galaxy mergers and clumpy discs. We assumed that
the galaxy itself has no internal kinematics, that is, except for
the absolute scale, each part of the galaxy has exactly the same
spectrum. We only provide the simulator with flat spectra (see
Sect. 3.1.3), therefore this assumption does not affect our con-
clusions.
3.1.3. Simulation method
The main purpose of the simulation is to understand the per-
formance of the instrument at the operating (blue) wavelengths.
For example, we wish to understand how the S/N depends on
the brightness of the target. For most purposes, our spectral
input was assumed to be a simple flat spectrum, for which the
S/N can be easily measured. In the following, the S/N therefore
refers to the S/N in the case of an ideal spectrum, for example,
an intrinsic spectrum without additional absorption from inter-
vening IGM absorbing systems (or equivalently, an average S/N
over the absorbed region of a given brightness). This approach
is assumed because the S/N in the strongly absorbed Lyα forest
region is difficult to quantify.
A spectral template is needed to understand the connection
between the rest-frame UV magnitude of a galaxy (all magni-
tudes in this report are quoted as rest-frame UV at λ ∼ 1500 Å)
and the brightness in the far UV region, for example, in the Lyα
forest region. We used the average spectral template of an LBG
population at z ∼ 3 by Shapley et al. (2003) to estimate the cor-
rection from mUV,rest to mFUV,rest, the latter being the input of
the simulation. This is illustrated in Fig. 12. For the assumed
Shapley et al. (2003) template, the difference in the rest UV and
far-UV (FUV) magnitude is ∆m ∼ 0.7. In Fig. 13 the S/N plots
should be understood with this correction in mind: an S/N result
for a quoted mUV,rest = 25 mag is calculated for a source of a
magnitude mFUV,rest = mUV,rest + ∆m = 25.7 mag. The spec-
tral template used by Shapley et al. (2003) includes the averaged
contribution from the Lyα forest. Our final S/N scaling relations
(Sect. 3.2.2) do not lose any generality because of this as they
can be easily modified for a different choice of magnitude cor-
rection (i.e. galaxy spectrum).
In summary, for each simulation, we chose a galaxy mor-
phology template, galaxy redshift, and mUV,rest (which in turn
determine its apparent size in the sky according to Eq. (3)),
applied the ∆m correction, and ran the simulation for a given
set of instrumental and observational parameters (e.g. exposure
time). The simulated data were analysed as discussed in the fol-
lowing, and the S/N was measured for each simulation.
3.2. VIFU-mode performance
The advantage of an IFU-mode observation is that the sky back-
ground can be estimated directly from the IFU in which the
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Fig. 12. Illustration of the ∆m correction (see Sect. 3.1.3 for details) for
a galaxy at z = 3.3. For a galaxy of certain brightness mUV,rest, we use
this spectrum (Shapley et al. 2003) to estimate the expected brightness
in the far UV part of the spectrum. The blue and orange shaded regions
indicate spectral ranges for which mFUV,rest and mUV,rest are measured.
The blue arrow indicates the spectral range that is simulated in the sim-
ulation when mFUV,rest is estimated. For comparison, we also show the
stacked spectrum of intermediate resolution by Rigby et al. (2018).
object of interest lies. The size of an individual IFU is projected
to be large enough that the majority of the galaxies at z ∼ 3 will
be significantly smaller than the size of the IFU: the size (∼4rhalf)
of the brightest galaxies at z ∼ 3 is ∼1′′ (Table 3), while the outer
diameter of the VIFU aperture is 2.3′′. The outer spaxels of the
IFU are therefore not contaminated by the source. The median
of the signal from these spaxels is combined into a sky spectrum
that is then subtracted from all the spaxels of an IFU.
3.2.1. Estimation of the S/N
We estimated the S/N as a function of exposure time by assum-
ing a flat spectrum as an input. The mean value was subtracted
from the spectrum to obtain the RMS, and this was used to calcu-
late the S/N. All S/N values in the following are reported as S/N
per spectral resolution element. First, we checked how differ-
ent extraction methods affect the quality of the extracted spectra.
We considered two extraction methods. The first method relies
on the size of the object. By collapsing a data cube, we checked
that the size of a galaxy in the simulated data was the same as
the input size, that is, its diameter is ∼4rhalf . We therefore con-
sidered all the spaxels lying within a circle of r = 2rhalf whose
center was determined by a simple Sersic profile fit to a collapsed
spectrum (i.e. galaxy image). All these spaxels were summed to
create an integrated galaxy spectrum.
This method is fairly naive because it does not take the intrin-
sic surface brightness distribution of a galaxy into account, and
by doing so, we added much noise to the integrated spectrum. An
alternative approach is to optimize the extraction in the follow-
ing way (Rosales-Ortega et al. 2012): first, the S/N is calculated
for each individual spaxel of a data cube. Spaxels are then ordered
according to their S/N in a decremental order. Then we examine
the changes in the S/N when we gradually add increasingly more
spaxels together (starting from the spaxel with the highest S/N).
The S/N curve calculated in this way first increases, reaches its
peak, and then drops as increasingly more noisy spaxels are added
to the extracted spectrum. In this way, we can determine which
spaxels should be combined in order to reach an optimal S/N.
3.2.2. Effect of exposure time and spectral resolution
The S/N that is estimated with the two methods as a function
of exposure time is shown in Fig. 13 (left). Simulations were
run for nine different morphological templates and for galaxies
of three different magnitudes. For all cases, the assumed red-
shift was z = 3.3. The error bars in the S/N show the disper-
sion of the results of different models. The dispersion increases
with exposure time. The optimized extraction results in a slightly
improved quality of the spectra. The improvement is not larger
because the AO correction in the blue is significantly worse
than in the near-infrared (NIR) and is similar to seeing-limited
observations. Given the typical sizes of galaxies at considered
redshifts (Table 3), we therefore cannot resolve individual mor-
phological features, and in the optimized case, we more or less
summed the signal from the same spaxels as if we simply con-
sidered the galaxy size (simple method). For comparison, the
situation would be completely different when the quality of the
AO correction in the blue were the same as in H band: in this
case, the S/N of the spectra obtained from the optimized method
would improve by ∼25% with respect to the spectra from sim-
ple extraction. In the following, we only use the results from the
optimal extraction method.
The effect of the spectral resolution on the S/N is shown
in Fig. 13 (right). The fiducial resolution equals R = 5000.
However, as we showed in Sect. 2, this high resolution is not
required. We show the effect of the resolution on the S/N by
smoothing the spectra to lower resolution, i.e. by convolving the
spectrum with a Gaussian of appropriate FWHM. For example,
a source with mUV,rest = 25 mag would have to be observed for
∼7.5 (2.8) hours to achieve an S/N ∼ 5 at R = 5000 (2000)
(i.e. mFUV,rest = 25.7 mag is the actual magnitude of the observa-
tion). The observations will be performed at R = 5000, which
means that the resolution can only be degraded afterwards if
required.
In order to make our results easily applicable, we gen-
eralized the performance of the VIFU mode in the blue by
providing scaling relations between S/N and several other quan-
tities, in particular, the number of exposures NDIT (Texp = NDIT
h), resolution (R), total throughput (T%), and galaxy magnitude
(mUV = mrest,UV). As a reference set of parameters, we used a
case with NDIT = 20, R = 5000, T% = 13%, and mrest,UV =
25.0 mag. Then we investigated how each of the quantities scales
with S/N. The results are parametrized in the following equation
(see Fig. 14):
S/NVIFU ≈ 8.2
(NDIT
20
)0.48±0.01 ( R
5000
)−0.51±0.02
×
×
(T%
13
)0.53±0.03
10−0.4(mUV−25.0)(0.72±0.05) . (5)
The exponents in the scaling relation (for NDIT, R, and T%) are
those that are expected in the shot-noise (background limited)
regime. The relation with brightness is more complicated due
to the relation between the size and brightness of a galaxy that
we used in the simulation. Many uncertainties affect the simu-
lated S/N. However, our choice of input ingredients (e.g. type
of PSF) reflects a very conservative approach: by relaxing some
of the constraints, the resulting simulated S/N could be higher.
In particular, we used ∆m = 0.7 mag as a correction to the nor-
malization of the flux in the FUV (see discussion in Sect. 3.1.3).
This value is the average expected value, while an individual
galaxy will have a bluer or redder spectrum. The scaling relation
can be easily modified to account for a different correction, for
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Fig. 13. Left: signal-to-noise ratio per resolution element as a function of exposure time for galaxies of three different brightnesses at z = 3.3. S/N
is estimated from integrated spectra obtained with two different methods; see the text for details. Right: illustration of the change in S/N if the
original R = 5000 spectrum (for a mUV,rest = 25 mag) is smoothed down to a lower resolution.
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Fig. 14. Representative plots to show
how the S/N for the VIFU mode scales
with the number of exposures (expo-
sure time), resolution, total throughput,
and brightness of the source. Relation-
ships were obtained by fitting a power-
law function (x/x0)b to each S/N curve,
where x represents one of the four quan-
tities, x0 is the normalization (see text
and Eq. (5)), and b is a power-law
index. An equivalent plot for the HMM-
VIS mode is shown in the appendix
(Fig. C.3).
instance, Eq. (5) can be used with the exponent in the last term
set as −0.4 (mUV − 25.0 + ∆m − 0.7 mag).
3.3. HMM-VIS mode performance
In this section we compare the expected performance of the
VIFU and HMM-VIS mode observations in the blue. The HMM-
VIS apertures (Fig. 10) are still larger than the average size of
all but the brightest galaxies at z & 3 (Table 3), therefore we
do not expect substantial aperture losses (but see Sect. 4.2.2 for
a discussion about the effect of different seeing conditions on
the performance of the HMM-VIS mode). We assumed the same
spectral and spatial binning as in the VIFU mode. The aperture
in the HMM-VIS mode is a bundle of 19 fibers, and each obser-
vation therefore results in 19 spectra (see Fig. 10).
Following the steps in the previous analysis, we started by
computing the S/N as a function of exposure time using the flat
spectra as input. For each exposure time we first combined the
number of DITs corresponding to the exposure time (i.e. spectra
for each fiber were simply summed), and calculated the S/N for
each fiber individually. Then we ordered the fibers according to
their S/N and repeated the extraction with the optimal S/N as
presented in Sect. 3.2.1.
The scaling relations for the case of HMM-VIS mode are
shown in Fig. C.3 and are measured to be
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S/NHMM−VIS ≈ 6.7
(
NDIT
20
)0.48±0.01 ( R
5000
)−0.49±0.03
×
×
(T%
13
)0.48±0.04
10−0.4(mUV−25.0)(0.76±0.07) . (6)
Again the scaling relations indicate the shot-noise regime. For
the same exposure time, the S/N in the HMM-VIS mode obser-
vations is ∼20% lower than the S/N for the VIFU mode. Equiv-
alently, under the same observational parameters, the difference
in magnitudes to reach the same S/N with the two modes is only
∼0.25 mag.
The advantage of using an IFU over a simple aperture is that
the sky can be estimated from the same data cube in which the
science source is located. In the case of the HMM-VIS mode,
however, we have to rely on a secondary fiber observing a part of
the sky near the source. We performed a detailed analysis of the
effect that the sky variability has on the S/N (see Appendix C.3)
and conclude that under normal circumstances, and assuming
that the differential response between fibers can be measured and
corrected for to a good accuracy, the effect of sky variability on
the performance of the instrument in the blue band is negligible
when sources down to 26 mag are observed.
4. Discussion
We have demonstrated the quality of spectra necessary to per-
form a successful 3D reconstruction of an IGM at 3 . z . 3.5
and to study the properties of galaxies in relation to their large-
scale environment at these redshifts. Using these results, com-
bined with the simulated MOSAIC performance, we can now
discuss how such a survey would be carried out. We first deter-
mine the number of galaxies we expect to have in the instrument
FOV, after which we estimate the time it would take to complete
the survey. We conclude with a brief discussion of the synergy
programs on the ELT and of the complementary IGM tomogra-
phy programs on other facilities.
4.1. Background galaxy counts
We first estimate the number of galaxies that we expect to
have in a FOV at each pointing by considering real fields.
We chose to consider the GOODS-South field (Giavalisco et al.
2004) because it is one of the best-observed parts of the sky. For
our purposes, we need photometric observations of galaxies in
the field complete down to mrest,UV < 25.5 mag and information
on the redshifts. We based our analysis on the data collected by
the 3D-HST survey (Skelton et al. 2014). The survey collected
photometric data of many previous deep surveys and through an
SED analysis computed photometric redshifts. In addition, for
the bright part of the sample, Skelton and collaborators provide
grism-based redshifts (Momcheva et al. 2016). They compiled
a final catalogue of sources with measured redshifts, where the
redshifts were taken from three different ways of measurement:
ground spectroscopy, grism redshifts, and photometry. While
photometric redshifts are not completely reliable, we still took
them at face value because the completeness of the grism-based
redshifts does not reach sufficiently faint sources.
The rest-frame UV spectrum of galaxies lying at z ∼ 3.0−4 is
covered by the HST/F606W filter. We therefore selected all the
galaxies with mF606V < 25.5 mag. Several sources lack reported
measurements with this filter. We checked the literature to deter-
mine whether any of the sources without mF606V measurement
have been observed, but we found that the catalogue we used
was complete. The sources that are not found in these catalogue
are probably very red (stars or high-z galaxies). The number
of sources in Guo et al. (2013), for example, is approximately
the same as in the Momcheva et al. (2016) catalogue (down to
mF606V < 25.5), therefore we assumed for our purposes that the
number of sources (down to our limiting magnitude) represents
the whole galaxy population in the field.
The scientific FOV of MOSAIC is projected to be 44 and
52 arcmin2 for the VIFU and HMM-VIS mode, respectively
(Fig. 10). We randomly placed a FOV like this (assumed to
be circular for simplicity) on the 3D-HST GOODS-South field.
Then we counted the sources within the FOV. We repeated this
for 1000 random positions. The numbers of detected galax-
ies for different magnitude cuts in the 3 < z < 4 redshift
range are shown in Fig. 15 (left). On average, going down to
∼25.5 mag, we expect to have ∼30−40 background galaxies in
the FOV, depending on the redshift range that is considered. Sim-
ilar numbers can be estimated by integrating the observed lumi-
nosity function of LBGs at z ∼ 3−4 (Reddy & Steidel 2009;
Bouwens et al. 2015), as illustrated in Fig. 15 (right).
4.2. Survey
4.2.1. Survey area
The first step towards designing a tomographic survey is to deter-
mine the dimension of the field in which the reconstruction is to
be performed. A sufficient volume is required in order to prop-
erly define the large-scale structure as a whole. In this sense,
we can argue that each dimension of the field should encompass
several times the typical size of the large-scale voids at this red-
shift (i.e. roughly between ∼10 and ∼20 Mpc in diameter for the
largest ones, see e.g. Arbabi-Bidgoli & Müller 2002).
In addition, the environmental dependency of galaxy prop-
erties on the distance to the filaments is a subtle effect (second
order with respect to the halo mass, which is the dominant driver),
which, in order to be measured, requires us to decrease the statis-
tical errors as much as possible. To explore this effect, we carried
out a simple test to measure the decrease in significance of the sig-
nal when we pruned our initial sample. Focusing on the S/N = 4
case, we made a series of galaxy samples with a decreasing num-
ber of galaxies, where the number was defined as a fraction of the
parent sample. Each sample was N×fraction of randomly selected
(with replacement) galaxies from the parent sample. The sample
was then divided into two subsamples, based on its median dfil
(e.g. we obtain two data points in Fig. 7). A KS test was used
to calculate the significance of the difference between the distri-
butions of MJ of two subsamples. For each fraction of galaxies
we made a Monte Carlo (MC) simulation. The result is shown in
Fig. 16 for both configurations. As expected, the signal becomes
less pronounced with decreasing galaxy numbers. In order to
detect the signal at a level of pKS . 0.05 within errors, we can-
not prune the parent sample much. The fraction of galaxies can
be interpreted as a fraction of the area in the sky as long as the
galaxies are uniformly distributed inside the volume. From this
test, we conclude that a one-degree2 field offers a good compro-
mise between the required observational time and the statistical
significance of the signal.
Finally, we emphasize that we here focused on a single sci-
ence case, related to the effect of the large-scale cosmic web on
galaxy properties. However, this 3D reconstruction of the mat-
ter distribution down to the scale of Mpc opens up the door to a
wealth of additional measurements relying on the 3D topology
of the field to probe the cosmology (void statistics, peak counts,
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Fig. 15. Left: number of galaxies in a randomly placed FOV in the 3D-HST GOODS-South field. The filled and empty histograms are computed
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Fig. 16. Significance of the detected galaxy MJ gradient towards the
filaments as a function of galaxy sample size. The latter is measured
relative to the fiducial size (Sect. 2) and is used throughout the paper.
connectivity of the cosmic web, etc.). All these science cases
would strongly benefit from fields as large as possible in order
to be competitive.
4.2.2. Required time
Ideally, we would like to carry out the survey so that it would
be consistent with the parameters of the C2 configuration stud-
ied in Sect. 2. In this case, we need to target the galaxy popula-
tion down to the limiting magnitude of 25.5 mag, and the spectra
should have at least an S/N ∼ 4 after they are smoothed down
to R = 2000. In order to have a representative volume, the area
that is covered in the survey should be of ∼1 degree2. The total
amount of the observational time in the number of nights can be
summarized as
Nnight = Npoint
Texp,point
Tnight
, (7)
Npoint = Nsub
area
FOV
, (8)
where Tnight is the observing time per night (hereafter Tnight =
8 h), Texp,point is the minimum required exposure time per point-
ing, and Nsub takes into account that a certain field may have to
be observed several times, depending on the adopted observation
mode. As discussed in Sect. 3, this could be either the multiplex
(HMM-VIS) or the IFU (VIFU) mode. The VIFU and HMM-
VIS modes will have a FOV = 44 (52) arcmin2, respectively. As
shown in the left panel of Fig. 15, we expect on average ∼50 or
60 galaxies (with mR < 25.5 mag) in the FOV of the two modes.
This means that we could observe all the galaxies with one point-
ing using the multiplex mode, and several pointings would be
necessary using the IFU mode (about five pointings, based on
the current design specifications). Texp,point is determined by the
required S/N and can be computed by the appropriate scaling
relations (Eqs. (5) or (6)). For example, for the C2 configuration,
Texp,point = 3.7 (5.2) h is required to obtain spectra with S/N = 4
for the faintest of sources with the VIFU (HMM-VIS) mode.
Similar estimates can also be made for the C1 configuration. We
note that, when we applied the noise to the simulated spectra, we
measured the correcting factor for each galaxy instead of assum-
ing the average ∆m = 0.7 mag value. Even though the correction
factor changes from galaxy to galaxy as a result of the differences
in the shape of the galaxy SED, the minimum required expo-
sure, calculated from our scaling relations used at face value, is
correct, that is, the spectra of ∼99% of the simulation galaxies
indeed reach an S/N = 4 within this calculated minimum expo-
sure time.
Using the above considerations, we can estimate the number
of nights that are required to carry out the survey when it cov-
ers an area of 1 degree2. The numbers are provided in Table 4
for the two configurations and the two observational modes. The
VIFU mode is not competitive because too few units are avail-
able. The same conclusion can be reached for the survey speed
(SS), expressed as SS = S/N2 × multiplex (Puech et al. 2018).
The ratio SSR = SSVIFU/SSHMM−VIS shows approximately how
efficient the two modes are for a particular science case. In our
case, the ratio is SSR ≈ (1.2)2 × (8/40) = 0.3, which is about the
same as the ratio of the required nights estimated from Eq. (8).
In the case of the C1 configuration, it might be considered to
target only mR < 25 mag galaxies, which would effectively halve
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Table 4. Estimates of the number of nights in which the IGM tomog-
raphy survey with the MOS instrument on the ELT needs to be carried
out in order to achieve the scientific goals outlined in this paper.
Mode R = 1000 R = 2000
VIFU 92 180
HMM-VIS 24 (34) 45 (63)
Survey speed ratio 0.3 0.3
Notes. The estimates are given for the two observation modes (VIFU
and HMM-VIS) and the two configurations studied here. The numbers
in parentheses indicate the estimates if the observations are conducted
under poorer seeing conditions (see the main text in Sect. 4.2.2). The
third line gives an independent estimate of the survey speed ratio of the
two modes.
the number of targets per field. In this case, we estimate a similar
number of nights for the two modes. However, we have shown
throughout the Sect. 2 that the results of the reconstruction for
the limit of mR < 25 mag are slightly worse than for the fiducial
case. It would take twice the time to carry out the second config-
uration with respect to the first if we were to limit ourselves to
the HMM-VIS mode. While that is a significant difference, con-
sidering the higher resolution would be beneficial not just for
the science case of IGM tomography, but also for the synergy
programs (see Sect. 4.3).
The estimates are realistic, but there are several factors that
could affect the real observation times. In the case of multi-
plex (HMM-VIS) observations, our results are affected by the
uncertainty in the atmospheric conditions. The simulations in
Sect. 3 were carried out under the assumption that the seeing
FWHM equals 0.7 arcsec. According to the data of the atmo-
spheric monitoring at the Paranal site in Chile3, a seeing of
0.7 arcsec is about the median value in the period of 2017–2019.
Because of the long time that such a survey would take, observa-
tions also at worse seeing conditions might be considered, which
would result in a loss of received light and therefore poorer
performance. For example, according to the data, a seeing of
∼0.9 (1.2) arcsec corresponds to the 75% (90%) in the seeing
distribution. When the same observing parameters (e.g. typical
galaxy sizes) as in Sect. 3 are assumed, observations at this see-
ing would result in a loss of light of ∼20% (50%) with respect to
the fiducial 0.7 arcsec case. This implies that in order to reach the
same S/N, the observing time would have to be increased by a
factor of ∼1.4 (3) at the corresponding seeing conditions, accord-
ing to Eq. (6). To illustrate this effect, we include in Table 4 (in
parentheses) the estimates for the case of a seeing at the time of
observation (for all targets) of 0.9 arcsec.
In addition, about ∼10% of the LOS are expected to be
contaminated by damped Lyman-alpha absorbers (Wolfe et al.
2005) and will therefore not be used for the IGM tomography.
Finally, more accurate times are difficult to predict without the
actual fields in the sky that would allow us to optimize the sur-
vey. However, especially in the HMM-VIS case, the numbers in
Table 4, which were calculated for two different seeing condi-
tions, provide a reasonable confidence interval.
4.3. Synergy with other surveys and science cases
4.3.1. Accurate redshift and mass measurements
So far, we have assumed that the redshifts and physical proper-
ties (such as stellar mass and SFR) of the targeted galaxies are
3 http://archive.eso.org/wdb/wdb/asm/dimm_paranal/form
known. In reality, a multi-band photometric survey of a sky with
an area of ∼1 degree2 will have to be carried out down to the
required limiting magnitude before the gradients of galaxy pop-
ulation at z ∼ 3 can be addressed. First of all, such a survey
is required to obtain preliminary information on the source red-
shifts. Furthermore, because the galaxy evolution in the frame
of the large-scale structure is one of the fundamental questions
that we wish to address, galaxy characteristics have to be known,
such as stellar mass and SFR. Because mass and SFR are not
easy to measure accurately, reliable tracers of these properties
can be used, such as the rest-frame UV and NIR brightness. In
Sect. 2.2.4 we showed that MJ and Mu are good tracers of stellar
mass and SFR and can be used to measure gradients. In our tar-
geted redshift range (z & 3), the rest-frame UV galaxy spectrum
can be accessed from the ground. On the other hand, the rest-
frame NIR brightness would require IR observations from space.
Our imposed galaxy brightness limit does not require extremely
deep observations of the targeted area in principle. However, the
resources required for multi-band photometry observations of a
∼1 degree2 field will not be negligible. This suggests that this
and other surveys should be coordinated.
For example, the southern sky will be simultaneously
targeted by the European Space Agency’s Euclid mission
(Laureijs et al. 2011) and by the Large Synoptic Survey Tele-
scope (LSST Science Collaboration et al. 2009) mission. These
two surveys will provide u – H band SEDs with complete-
ness in brightness as required by our science case (Rhodes et al.
2017) and will allow, if combined, accurate redshift measure-
ments (Laigle et al. 2019). Obtaining reliable stellar mass mea-
surements at z > 3 might be more problematic at the depth of
the Euclid core programs (H ∼ 24 at 5σ for extended sources),
and we might need to either rely on the NIR photometry of
the Euclid Deep fields (which should reach two magnitudes
deeper) or on additional rest-frame NIR data, which could be
obtained by observing the same field with the MIRI instrument
(Rieke et al. 2015) on the forthcoming James Webb Space Tele-
scope (Gardner et al. 2006). We used the JWST Exposure Time
Calculator4 (Pontoppidan et al. 2016) to estimate the minimum
observation time required to obtain the rest-frame MJ magni-
tudes for our targeted galaxies. To estimate the typical brightness
of galaxies in the MIRI F560W band, we adopted the galaxy
spectral templates of Bruzual & Charlot (2003), solar metallic-
ity, and a single stellar population. We find that a galaxy at
z = 3.5 is typically &2 mag brighter in the MIRI F560W band
than in the HST WFC/F606W band (∼0.5 Gyr after starburst).
According to the ECT, it would take ∼4 min of exposure time
to detect a source with a brightness of F560W = 23.5 mag (AB)
with an S/N ∼ 10. This means that ∼90 h of observing time
on the JWST would be required to cover 1 degree2 down to the
stated limits.
4.3.2. CGM studies
We here only focused on the Lyα forest. However, the spectra
will also contain the absorption from various metals in the IGM
and in the circum-galactic medium (CGM). One of the best can-
didates for probing the metal budget in the IGM is triply ion-
ized carbon (C iv), a species observed to be abundant not only
in the CGM, but also in the diffuse IGM (e.g. D’Odorico et al.
2010, 2016). The C iv transition is known for its characteris-
tic doublet (1548.20 Å and 1550.78 Å). The large-scale clus-
tering of C iv has been studied in several surveys that probed
4 https://jwst.etc.stsci.edu/
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the CGM (Adelberger et al. 2003; Turner et al. 2014) and larger
Mpc scales (Tytler et al. 2009; Blomqvist et al. 2018).
With the IGM tomography survey, as outlined in the previ-
ous sections, information on the C iv λλ1548, 1550 over a wide
range of redshifts z ∼ 1.9−2.9 is obtained automatically. C iv
is known to be associated with the photoionized gas of ∼105 K
that is seen to have a high covering fraction in the CGM at low
redshifts (e.g., Bordoloi et al. 2014; Burchett et al. 2016). This
makes it a useful tracer for CGM studies. With its rest-frame
wavelength of ∼1550 Å, it lies outside the region that is polluted
by the Ly-α forest absorption over a large redshift path. The sur-
vey will also result in an observation of the host galaxies for a
large fraction of C iv absorbers. This survey will therefore pro-
vide a unique dataset for CGM studies at high redshifts.
Here we estimate the expected number of C iv systems
for the IGM tomography survey redwards of the Ly-α forest.
To do so, we used the dN/dz obtained from XQ-100 survey
(Perrotta et al. 2016). This must provide a reasonable predic-
tion because it is obtained using X-shooter (Vernet et al. 2011),
which has a spectral resolution of ∼5000 in the blue arm; this
is close to the resolution of MOSAIC. To obtain this estimate,
we considered the redshift paths redwards of the Ly-α of the
galaxies. We then used the dN/dz from Perrotta et al. (2016) and
counted the expected number of C iv for the available redshift
path. For a minimum S/N of 3 (and 5), we estimate that ∼9500
(and ∼1700) systems will be detected. This will be one of the
largest C iv samples in which we are likely to observe for a rea-
sonable fraction of the absorbers the host galaxy as well.
4.3.3. Void and wall analysis
As outlined above, although we have focused on the study of
galaxy evolution in filaments, a 3D reconstruction of the matter
distribution like this will also enable more cosmology-oriented
studies. In particular, the probed scale range should allow reli-
ably extracting voids in 3D, as postulated in Krolewski et al.
(2018). Voids and walls are very interesting laboratories for
galaxy evolution and cosmology. On the one hand, voids rep-
resent a somewhat primitive environment for galaxies where the
density is low and the matter flow is still laminar and curl free.
Void galaxies are more numerous at higher than at lower red-
shift, although they are usually fainter and therefore more diffi-
cult to observe than their high-density counterparts. They are of
prime interest for testing the theories of galaxy formation (e.g.
Lindner et al. 1996; Hoeft et al. 2006; Moorman et al. 2016).
Walls are the loci of galaxy formation and affect early spin acqui-
sition (Codis et al. 2015). On the other hand, voids and walls are
the tool of choice for probing the cosmology, for instance to con-
strain the dark energy equation of state or to test the theory of
modified gravity (e.g. Gay et al. 2012; Lavaux & Wandelt 2012;
Cai et al. 2015; Hamaus et al. 2016; Falck et al. 2018, inter alia).
Their large sizes and tri-dimensional volumes (in contrast to
filaments, which are almost uni-dimensional) mean that voids
will naturally be better reconstructed than filaments for a given
density of background sources because on average, each void
will be sampled by many more sightlines than each filament.
Conversely, these sighlines would also naturally cross their sur-
rounding walls. A survey that would enable a reconstruction
of filaments as proposed here should therefore also enable a
robust reconstruction of voids and walls. Fortunately, DisPerSE
self-consistently provides the distribution of walls and voids at
no additional computational cost. As mentioned above, how-
ever, void statistics potentially require a larger volume than one
square degree in order to place stringent constraints on cosmol-
ogy. Exploring the prospects for void analysis from Lyman-α
tomography will be the focus of a future work.
4.4. Synergies with other tomographic Lyman-α surveys
The interest of mapping the large-scale structure in 3D through
Lyman-α tomography has grown strongly over the past years,
and this science case is now one of the primary scientific goals of
several current or future surveys. The design of these surveys has
to compromise between the size of the field and the resolution to
stay within reach in terms of observational time.
At large scale, the quasar survey of the William Herschel
Telescope Enhanced Area Velocity Explorer (WEAVE; Jin et
al., in prep., Pieri et al. 2016) will be a sample of choice
to perform a reconstruction over ∼6000 deg2. However, as
WEAVE will primarily target quasi-stellar objects (QSO), or
quasars, as a part of WEAVE-QSO survey, the resolution that
is reached will be limited to 15−20 cMpc/h (although higher
resolution might be reachable in some specific regions). The
PFS (Takada et al. 2014) will enable a smaller scale exploration,
down to some Mpc. Its observing program will target the range
2.2 . z . 2.8, which will extend the pilot study performed on
the COSMOS field over 0.8 deg2 on a slightly tighter redshift
range (CLAMATO, Lee et al. 2018) to several square degrees.
In a more distant future, the MaunaKea Spectroscopic Explorer
(MSE) aims for a reconstruction like this up to z ∼ 3 over several
tens of degree2 (The MSE Science Team et al. 2019). The Giant
Magellan Telescope (GMT) has also identified it as one of its
science focuses (see the GMT Science Book 20185). Although
the design of this survey is barely defined as yet, it is expected
that through its ∼30 m diameter, the GMT will enable a very
high-redshift exploration of the IGM at reasonable cost, poten-
tially comparable to what we plan with MOSAIC on the ELT.
Finally, the BlueMUSE integral field spectrograph proposed for
the VLT (Richard et al. 2019) could offer an interesting coun-
terpart to these reconstructions because it proposes to image the
IGM in emission at z ∼ 2−3.
Interestingly, MOSAIC is currently the only facility (to the
best of our knowledge) that may enable a Lyman-α tomographic
reconstruction at z > 3 down to the Mpc scale. It would therefore
advantageously complement the other planned surveys, and offer
the possibility of probing the full redshift evolution of galaxy
growth in the cosmic web throughout a cosmic period of intense
star formation in galaxies.
5. Conclusions
One of the most ambitious programs envisioned for the multi-
object spectrograph on the European Extremely Large Tele-
scope is to directly conduct the full inventory of matter at z ∼
3 in galaxies, their circumgalactic medium, and in the IGM
(Puech et al. 2018). This will be achieved by complementary
observations of galaxies in the visible and NIR wavelengths:
the MOSAIC instrument concept (Morris et al. 2018) has been
designed with this scientific goal in mind. In this work we inves-
tigated the potential of such an instrument for the IGM tomog-
raphy at z & 3, that is, the 3D mapping of the IGM. The idea
is to observe Lyα forest at z ∼ 3 that is imprinted in the spec-
tra of background LBGs. If the density of the sight lines is high
enough, the set of spectra can be used to reconstruct the 3D mat-
ter distribution.
5 https://www.gmto.org/wp-content/uploads/
GMTScienceBook2018.pdf
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We made use of the galaxy spectral catalogue extracted
from the Horizon-AGN cosmological hydrodynamical simula-
tion (Sect. 2) to determine which spectral configuration and qual-
ity of galaxy spectra are required to enable a reconstruction
of the IGM that is good enough to successfully address vari-
ous science cases. Noise was applied to the simulated galaxy
spectra, and the resulting realistic set of spectra was used to
reconstruct the density field from the Horizon-AGN simula-
tion. Afterwards, the filamentary cosmic web, also known as
the skeleton, was extracted from the reconstructed field. We
reconstructed two different configurations, corresponding to two
different spectral resolutions (R = 1000 and R = 2000) and
therefore two reconstruction scales.
We investigated the quality of the reconstruction and that
of the skeleton extraction as a function of the assumed S/N of
the spectra. We found that the optimal S/N (per resolution ele-
ment) of the faintest objects in the survey is S/N = 4, that is,
no substantial gain is achieved for an S/N higher than this. We
also showed that this reconstruction allows us to observe and
study the galaxy stellar mass gradient towards the filaments at
3 . z . 3.5. We found that the less pronounced filaments, when
the spectral noise is taken into account, are lost in the process of
the reconstruction and skeleton extraction. Following the analy-
sis of the data from a real survey, the details of this introduced
bias will therefore have to be understood and taken into account
to interpret the results. We stress that this part of our analysis is
independent of the characteristics of a specific instrument.
In order to estimate the time that such a survey would take
on the ELT, we used the MOSAIC concept design and simulated
the performance of the instrument at visible (λ & 450) wave-
lengths (Sect. 3). In particular, we provided the scaling relations
between the S/N and other relevant observational (exposure time
and source brightness) and instrumental (resolution and total
throughput) quantities for the VIFU and HMM-VIS observ-
ing modes (Eqs. (5) and (6)). By combining the scaling rela-
tions with the results of the density field reconstruction analysis
(Sect. 4.2.2), we estimated that conservatively, a survey as envi-
sioned in this paper would take .35 (65) nights on the ELT. This
estimate corresponds to the observations being carried out by
the high-multiplex mode. We found that for this science case,
the VIFU mode is not competitive because there are too few IFU
units. The specifications of the MOS instrument on the ELT will
be changed to some extent in the next design phase. Unless the
changes are very significant, the results of this paper can be used
to easily obtain new estimates of the observation times that are
required to carry out such a survey.
A great scientific potential, combined with technological
advancement, has led to a steady increase of interest in the map-
ping of the large-scale structure at high z & 2 redshifts over the
past years. We look forward to the many planned IGM tomogra-
phy surveys in the next decade. With the combined power of the
shallower large-field surveys (e.g. with the PSF instrument on
Subaru) and the deeper surveys of the smaller fields (as offered
by the MOSAIC), we will gain an unprecedented insight into the
galaxy evolution on different scales and over a long interval of
cosmic time.
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Appendix A: Stacked spectra
The stacking of the Horizon-AGN galaxy spectra was made
in the following way. First, the spectra were smoothed to
the desired resolution in the observer frame. We considered
three different resolutions: R = 5000 (corresponding to the
MOSAIC resolution), 3300 (the average resolution in the
Rigby et al. 2018 sample), and 560 (the average resolution
of the Shapley et al. 2003 sample). The stacking was made
following the procedure of Rigby et al. (2018). We shifted the
spectra to their rest-frame wavelengths, re-sampled them to a
common wavelength grid, normalized them at λ ≈ 1270 Å, and
stacked them. For the purpose of comparison, we stacked only a
subsample of z ∼ 3−3.2 galaxies, in order to have similar mean
redshift as Shapley et al. (2003). Including the galaxies at higher
redshifts results in a lower average transmission in the region
below Lyα due to the progressively increased number density
of Lyman-alpha absorbers with redshift (e.g. Kim et al. 2001).
Because there are so many absorbers, the average spectrum does
not change regardless of whether we include noise in the simu-
lated spectra. The resolution does not change the overall picture
either, therefore we only worked with the R = 5000 average
spectrum.
The average spectrum of the Horizon-AGN galaxies is
compared to the stacked spectra of Shapley et al. (2003) and
Rigby et al. (2018) in Fig. A.1. The Horizon-AGN spectrum
compares very well with that reported in Shapley et al. (2003).
The galaxy ISM absorption lines are lacking because they
were not included in the generation of the Horizon-AGN
spectra.
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Fig. A.1. Stacked rest-frame spectra of galaxies generated in the Horizon-AGN simulation compared to the stacked spectra of 811 galaxies at
2.4 < z < 3.5 of Shapley et al. (2003) and to 14 galaxies at 1.6 < z < 3.6 of Rigby et al. (2018).
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Appendix B: Details on the skeleton extraction
B.1. Choosing the persistence threshold
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Fig. B.1. Counts of saddle points (dashed line) and maxima (solid line)
in the original field for different persistence cuts of the skeleton. The
black lines correspond to the theoretical prediction for a Gaussian field
with spectral index ns = −2.
In order to define the most appropriate persistence threshold for
the skeleton extraction, we compared the count of saddle points
and peaks in the original field at a given smoothing scale to the
counts that are expected from a Gaussian field (which are known
exactly) at the same smoothing scale. These counts are com-
monly expressed as a function of the height ν = ρ/σ, where σ is
the rms of the field. In order to compare our critical point counts
with those in a Gaussian field, we define ν f , the threshold in opti-
cal depth (where the optical depth is taken as a proxy for density,
in the original or the reconstructed field) such that the excursion
set has the same volume fraction as a Gaussian random field
(e.g. Gott et al. 1987; Weinberg et al. 1987; Melott et al. 1988;
Appleby et al. 2018),
f =
1
2pi
∫ ∞
νf
exp
(
−t2/2
)
dt , (B.1)
where f is the filling factor of the excursion set. This
parametrization allows us to minimize the impact of non-
Gaussianities in the density field. An example of the counts of
saddle points and maxima δνNext/Nmax in the original field for
different persistence cuts of the skeleton is presented in Fig. B.1
for the configuration C2, and it is compared to the theoretical
prediction for a Gaussian field with a power-law spectrum with
spectral index ns = −2. The count is normalized by Nmax, the
total number of maxima, that is, it corresponds to the number
density of critical points in a sphere of radius Rp (where Rp
is defined as the radius of the sphere that on average contains
exactly one peak). We also show the fraction Fext = Nsad/Nmax,
which is 3.055 for a Gaussian random field in 3D. The small vol-
ume of the simulated lightcone only allows a qualitative compar-
ison, and we found that persistence cuts c = 0.03 and c = 0.005
in the C2 and C1 configurations, respectively, better match the
predictions (where c is given in units of τ). Varying this value
by a factor of a few does not really affect our result. In a given
configuration, the same persistence cut was adopted for all tested
S/N. For the purpose of the analysis presented in Sect. 2.2.4, only
the 50% densest filaments (in terms of τ) were used in each field.
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Fig. B.2. Probability density function of cos θ, where θ (0 ≤ θ ≤ 90)
is defined for each segment in the reconstructed skeleton as the angle
between this segment and its closest neighbour in the original skeleton.
The dashed line shows the signal for random segment orientations.
B.2. Filament alignment
A complementary test to quantify how well cosmic filaments
can be extracted from the reconstructed fields is measuring
their relative orientations with respect to the filament orienta-
tions in the original fields. For all segments in the reconstructed
field in a given configuration and at a given S/N, we measured
cos θ, where θ is the angle between this segment and the clos-
est one in the original skeleton (0 ≤ θ ≤ 90). The PDF of
cos θ is displayed in Fig. B.2, and the random signal (which
was obtained by reshuﬄing the orientation of the segments
in the original skeleton) is shown as the dashed line. For all
S/N, there is an excess of probability for cos θ > 0.5, that is,
for the two segments to be aligned. This signal increases with
increasing S/N, although there is not much improvement from
S/N = 6.
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Fig. B.3. Comparison of the distances of galaxies to the nearest filament (top) and to the nearest node (bottom) measured from the skeleton
computed at the original density map (x-axis) and the reconstructed density map (y-axis). The skeleton was applied to configuration C1 (R = 1000
and LT = 4 Mpc). The dashed line indicates the one-to-one correspondence.
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Fig. B.4. Same as Fig. B.3, but for the second configuration (R = 2000 and LT = 2.5 Mpc).
B.3. Galaxies in filaments
As a complement of the main text analysis (Fig. 7), the compar-
ison of galaxy distances to filaments and to nodes in the recon-
structed skeletons and in the original skeletons is displayed in
Figs. B.3 and B.4. Because the smoothing scale is larger in con-
figuration C1, fewer filaments are extracted and therefore the
distances to nodes and filaments are larger than in C2. In both
cases, the distances to nodes are in general better recovered than
distances to filaments.
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Fig. B.5. Distributions of the mean galaxy stellar mass (top) and SFR (bottom) as a function of the distance to the filaments (dfil) for galaxies
with log M?/M > 9.0. Results are shown for the C1 (R = 1000) and the C2 (R = 2000) configurations. The vertical dashed line indicates the
reconstruction scales of 4 and 2.5 Mpc for the C1 and C2 configuration, respectively. The dotted black lines show the mass gradient in the original
field when all the filaments (not only the densest 50%) are kept in the analysis.
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Appendix C: Details on the simulations of the
MOSAIC performance
C.1. Signal-to-noise ratio regimes
The spectroscopic targets considered in this work are faint,
which means that the noise will be dominated by the sky back-
ground, RON, or dark current. The total noise per spaxel (or fiber
in the HMM-VIS case) is
RMS =
√
nsnλN
px
skytexp + nsnλRON
2 + nsnλN
px
darktexp, (C.1)
where Npxsky and N
px
dark are photon counts per pixel per second
of the sky and dark current, ns and nλ are the number of pix-
els in the spatial and dispersion direction over which a spaxel
(fiber) is imaged on the detector, and texp = DIT is the expo-
sure time. The default imaging of a spaxel (fiber) on the detec-
tor is ns × nλ = 5 × 5. In our simulation we assumed RON = 2
and Npxdark = 3 counts h
−1 px−1. Npxsky was determined by adopt-
ing the Paranal sky model (see Sect. 3.1.1). These values cor-
respond to the optical detectors, and the sky was computed at
λ = 4900 Å.
The spatial and spectral sampling on the detector can be
binned during the readout. Binning will only affect the RON
noise component, that is,
RMS =
√
Nspskytexp + S sS λRON
2 + Nspdarktexp, (C.2)
where Nspsky = nsnλN
px
sky = 25N
px
sky and N
sp
dark = 25N
px
dark are the
integrated photon counts per spaxel (or fiber) per second of the
sky and dark current. S s and S λ represent the number of bins in
the spatial and dispersion direction after rebinning. For exam-
ple, an extreme binning of 5 px both in the spatial and disper-
sion direction would give S s × S λ = 1 × 1 (while ns × nλ =
5 × 5).
The relative fraction of the noise contributed by each of the
three noise sources is shown in Fig. C.1 for different on-CCD
binning and three exposure times: 3600, 1800, and 900 s. The
RON noise becomes less important as the DIT increases. At a
constant DIT, the rebinning also reduces the relative importance
of the RON noise. The dark current dominates the noise at strong
binning. The change of the total noise, where all three noise com-
ponents are combined, with binning and exposure time is plotted
in Fig. C.2.
These results suggest that some degree of binning is to
be applied to the spaxel (fiber) image when observing at
optical wavelengths. For simplicity, and to form an impres-
sion of the best possible results, we assumed a binning of
1 × 2 in this work. We note that the difference in the total
noise from a more realistic sampling of 2 × 2 is small (see
Fig. C.2); given all the uncertainties (Sect. 3.1 and 4.2.2),
the S/N scaling relations and the estimates of the number
of nights required to carry out the IGM tomography survey
would not change significantly if the 2 × 2 sampling were
adopted.
C.2. Scaling relations for the HMM-VIS mode
Figure C.3 shows the scaling relations for the simulated HMM-
VIS mode of the MOSAIC instrument.
C.3. Sky variability
The sky variability could have a significant effect on the qual-
ity of the reduced data coming from the HMM mode observa-
tions. For this reason, the modelling of the sky variability was
added to the simulator. By default, the variability is described by
the average values of the amplitude and scale length of the vari-
able sky at λ ∼ 9000 Å as measured by Puech et al. (2012) (see
also Rodrigues et al. 2010; Yang et al. 2012). We determined the
effect of the sky variability by simulating four fiber bundles
around each science fiber. We used two different sky subtraction
methods.
– Method 1: Only one bundle was assumed for the background
estimate. This was motivated by the fact that no more than
one bundle is allowed for a sky observation. The average
spectrum in this bundle was subtracted from all the fibers in
the science bundle. This was done for each DIT separately.
– Method 2: All four bundles were assumed for background
subtraction. At each wavelength, the sky counts of the four
bundles were averaged, and this averaged spectrum was then
subtracted from the science bundle. This was done for each
DIT separately.
The bundles were positioned close (e.g. 1′′) to the source. The
variability, as measured by Puech et al. (2012), is characterized
by several contributions with different spatial scales and ampli-
tudes. The amplitude of the mode with the smallest spatial scale
(∼0.8′′) also is an order of magnitude stronger than that of the
other modes with (much) larger spatial scales. The conclusions
therefore do not change when the sky bundles are placed at larger
distances from the source.
The analysis was conducted for the mrest,UV = 25.5 mag
source. The results are shown in Fig. C.4 (left). First we con-
sidered the default sky-variability parameters. The S/N curves
obtained from different bundles (i.e. different positions in the sky
around the science source) is essentially the same. The noise in
this case is Poissonian. As expected, averaging the sky measured
from different positions in the sky (i.e. method 2 subtraction)
slightly improves the resulting S/N. Inspecting the scatter around
the continuum as a function of NDIT, we find that the scatter val-
ues are very high compared to the amplitude of sky variations. In
these conditions, it would take NDIT ∼6000 to reach the regime
in which the sky variability would begin to affect the S/N appre-
ciably.
We also tested the effect of very bad sky conditions, for
which we assumed that the amplitude of sky variations is ten
times stronger than in the default variations. As illustrated in
Fig. C.4 (left), in this case, the variability has a strong effect on
the performance and the scatter is dominated by the sky variabil-
ity. Even under these extreme conditions, the saturation regime
is not yet reached. This is shown in Fig. C.4 (right). In the
shot-noise regime, the noise is expected to decrease with time
as
√
T . For long integration times, the noise saturates because
of systematics; in our case, these were due to the sky varia-
tion within the HMM bundle (see blue curve). When we sub-
tracted the sky, we removed the systematic floor and then the
noise indeed decreased as
√
T (the red curve in Fig. C.4). It
would still take NDIT ∼ 300 to approach the saturation regime.
These are extreme conditions, however. We therefore conclude
that under normal circumstances, the effects of sky variability
on the performance of the instrument in the blue band are neg-
ligible. This means that in practice, at least for observations of
<26 mag sources, we do not need paired fibers for sky subtrac-
tion, that is, more than half of the available fibers can be used for
observations of sources.
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Fig. C.1. Relative contributions of the sky background, RON, and dark current to the total RMS noise as a function of on-the-CCD binning
(S s × S λ). Colours and numbers indicate the fraction of the noise contribution of each source in each line. The three plots correspond to different
exposure times (DIT).
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Fig. C.2. Total noise per fiber as a function of on-the-CCD binning (S s×
S λ) for three exposure times (DIT).
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Fig. C.3. Representative plots to
show how S/N scales (for the HMM-
VIS mode) with the number of expo-
sures (exposure time), resolution, total
throughput, and brightness of the
source. Scalings were obtained by fit-
ting a power-law function (x/x0)b to
each S/N curve, where x represents one
of the four quantities, x0 is the normal-
ization (see text and Eq. (5)), and b is a
power-law index.
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Fig. C.4. Towards understanding the effect of sky variability on the S/N in the case of HMM observations. Left: signal-to-noise ratio as a function
of NDIT for two different methods of background subtraction (see text). The coloured points correspond to the simulation with an average sky
variability (Puech et al. 2012), and the grey points correspond to the simulation with enhanced amplitudes of sky variability. The latter points are
shifted in the x-axis direction for the purpose of visualization. Right: RMS as a function of NDIT for one simulation in the case of very bad sky
conditions, i.e. when the amplitude of sky variations is ten times stronger than the typical variations. The blue curve corresponds to the RMS of the
sky alone (i.e. equivalent to the observation of the sky), while the red curve corresponds to the RMS of the source spectrum after the background is
subtracted. The values are given with respect to the normalized (=1) continuum. The red curve has been scaled in the y-axis in order to match the
blue curve for small NDIT. The dashed black line shows the amplitude of the sky variations. The dashed blue line indicates the decline expected
in the case of Poissonian noise (NDIT−0.5).
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