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Summary
Recent Global Warming has caused widespread ice losses from the Antarctic
Ice Sheet (AIS) leading to an increase in mean sea level. By influencing the ice
dynamics and the mass of water that accumulates on the continent, the surface
mass balance (SMB, i.e, the difference between snow accumulation and ablation
at the surface of the ice sheet) contributes to sea-level variations. A better
knowledge of how present and future SMB will change is therefore needed to refine
sea-level-rise estimates.
With the aim of identifying the driving processes from different components
of the climate system (from the surface of the ocean to high-elevation clouds),
we reconstruct and project the Antarctic SMB using the regional climate model
MAR developed at ULiège, over 1980–2100. The results of MAR have been
first compared to diverse observations to evaluate its performance. We gathered
observations of several types (near-surface climate and snow accumulation) to
guarantee the robustness of our results and conclusions based on our climate
modeling. A first objective of this thesis was to determine to what extent the
recent changes at the ocean surface can exert a direct feedback on the atmosphere
and SMB. Our simulations with perturbed sea-ice concentration and sea-surface
temperature around Antarctica reveal that strong and persistent katabatic winds
prevent most atmospheric changes induced by the ocean to penetrate inland.
This suggests a limited influence of the ocean surface on the Antarctic SMB.
We focused afterwards on the sensitivity of the SMB to atmospheric warmings
projected by global models using high-emission scenarios (RCP8.5 and ssp585).
Higher temperatures are projected to increase SMB on the grounded ice as a result
of stronger snowfall while the future SMB over the ice shelves should be dominated
by higher meltwater-runoff values (compromising the stability of ice shelves) and
is consequently projected to decrease. Leaving aside the role of the ocean on the
thinning of ice shelves, increasing surface melt should however remain weak under
v
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the Paris Agreement limiting potential ice-shelf collapses and accelerated Antarctic
ice losses. However, our results suggest a large spread in melt increase over the ice
shelves during the 21st century resulting in large uncertainties in their potential
disappearance. Given the important role of ice shelves in limiting the acceleration
of Antarctic ice losses (as they restrain the grounded ice to flow into the ocean),
the third subject of this thesis has been devoted to the physical drivers explaining
differences in increased summer melt over the Antarctic ice shelves. Although
the melt increase results from higher greenhouse-gas concentrations, differences
in projected melt increases arises from liquid-containing clouds. These clouds
re-emits more longwave energy towards the surface, increasing melt over the ice
shelves and later favouring absorption of solar energy again strengthening melt.
In conclusion, we investigate the sensitivity of the Antarctic SMB to different
components of the climate system over 1981–2100. Uncertainties linked with the
grounded Antarctic SMB essentially depend on the projected increased rates in
snowfall associated with higher temperatures while uncertainties in the ice-shelf
SMB decrease are related to cloud properties with more liquid-containing clouds
leading to a stronger decrease of the ice-shelf SMB.
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Résumé
Le réchauffement global ces dernières années a causé d’importantes pertes
de masse de l’inlandsis Antarctique induisant une augmentation du niveau marin
moyen. En influençant la dynamique glaciaire et la quantité d’eau qui s’accumule
sur le continent, le bilan de masse en surface (BMS, soit la différence entre
l’accumulation neigeuse et l’ablation à la surface de l’inlandsis) contribue aux
variations du niveau moyen des océans. Une meilleure connaissance des variations
passées du BMS et prédiction de celles à venir est ainsi nécessaire pour raffiner les
estimations de la hausse du niveau marin.
Dans le but d’identifier les facteurs des variations du SMB parmis les
différentes composantes du système climatique (de la surface des océans aux nuages
des hautes altitudes), nous avons reconstruit et projeté le BMS de l’Antarctique
en utilisant le modèle de climat régional MAR développé à l’ULiège, sur la période
1980–2100. Les résultats de MAR ont été également comparés à de nombreuses
observations (de climat de proche surface et d’accumulation neigeuse) pour évaluer
les performances du modèle permettant de garantir la robustesse de nos résultats
et conclusions. Un premier objectif de cette thèse fut de déterminer à quel point
les récents changements à la surface de l’océan autour de l’Antarctique peuvent
influencer directement l’atmosphère et le BMS. Nos simulations où la concentration
en glace de mer et température de surface de l’océan ont été modifiées révèlent que
les vents catabatiques protègent l’inlandsis en repoussant au large les changements
dans l’atmosphère engendrés par l’océan. Cela suggère une influence relativement
limitée de la surface de l’océan sur le BMS de l’Antarctique. Nous nous sommes
donc concentrés sur la sensibilité du BMS aux réchauffements atmosphériques
projetés par les modèles globaux et les scénarios à très fortes émissions (RCP8.5
et ssp585). Les plus hautes températures devraient augmenter le BMS sur la
partie posée de l’inlandsis en réponse à davantage de chutes de neige alors que le
BMS des plateformes glaciaires devrait lui être dominé par une augmentation du
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ruissellement de l’eau de fonte et ainsi diminuer. Si l’on ne considère pas le rôle
de l’océan expliquant majoritairement l’amincissement des plateformes glaciaires,
l’augmentation de fonte en surface restera faible si l’on respecte les Accords
de Paris ce qui limiterait alors les risques d’effondrement de ces plateformes
et l’accélération des pertes de masses de l’inlandsis Antarctique. Cependant, nos
résultats suggèrent une grande gamme d’augmentation de fonte sur ces plateformes
ce qui se traduirait par de grandes incertitudes sur leur disparition potentielle.
Vu leur rôle très important pour limiter l’accélération des pertes de masse de
l’inlandsis (elles retiennent la glace sur le continent et l’empêchent donc de couler
dans l’océan), le troisième sujet de cette thèse est dédié aux facteurs physiques qui
expliquent les différences d’augmentation de fonte sur les plateformes glaciaires
en Antarctique. Bien que l’augmentation intrinsèque de fonte provient des
concentrations de gaz à effet de serre qui sont plus importantes, les différences
d’augmentation sont dues aux nuages contenant des particules liquides. Ces nuages
ré-émettent plus d’énergie infrarouge vers la surface ce qui augmente la fonte et
favorise d’autant plus l’absorption d’énergie solaire renforçant encore la fonte.
En conclusion, nous avons analysé la sensibilité du BMS de l’Antarctique
à différentes composantes du système climatique sur la période 1980–2100. Les
incertitudes pour la glace posée résultent essentiellement de l’augmentation prévue
des précipitations neigeuses liée aux augmentations de température tandis que les
incertitudes concernant les plateformes glaciaires dépendent des nuages et de leur
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Pervasive changes in Earth’s climate have been already caused by human
activities. Since the pre-industrial period (1850–1900), emission of greenhouse
gases by these activities has increased the global temperature by 1 ◦C ± 0.2 ◦C
(IPCC, 2018). Although this seems to be a relatively limited warming, con-
sequences of this change have been already visible on ecosystems and organisms
including human well-being (Hoegh-Guldberg et al., 2018). This is particularly
true for the cryosphere where climate changes are amplified through positive
feedbacks. Recent estimates reveal that the cryosphere has taken up 3.2 % of
the global energy imbalance between 1994–2017 leading to the loss of 28 trillion
tonnes of ice (Slater et al., 2021). Beyond the effects these changes may have on
the water cycle, ocean currents and consequences for ecosystems, the melting of
the (grounded) cryosphere will mainly increase the global sea level. Although the
individual contributions to sea-level rise from melting Greenland and Antarctic ice
sheets are currently less than the thermal expansion of the ocean, they are also
the largest potential contributors to sea-level rise due to ice stored over these two
ice sheets (Oppenheimer et al., 2019). Since ice-sheet losses have been tracking
now the upper range of climate warming scenarios (Slater et al., 2020), a specific
attention has to be paid to polar ice sheets and in particular the Antarctic Ice
Sheet which is the largest one.
1.1 Antarctic
1.1.1 Geographical portrait
The Antarctic continent is almost entirely surrounded by the Antarctic
Circle (66°33’ S) and is fortuitously almost centered on the South Pole, making
it the southernmost land mass on Earth. Although Antarctica (Fig. 1.1) is often
considered as the driest place and thus the largest desert on Earth, the frozen
accumulated water accounts for 70% of the total Earth’s fresh water. 98% of
Antarctica is covered by the Antarctic Ice Sheet (AIS) (King and Turner, 1997).
If all the accumulated snow and ice on the continent were to melt, the sea level
would rise by around 58 m (Fretwell et al., 2013; Morlighem et al., 2020). At 13.92
Mkm2, the AIS is a little larger than Europe (10.18 Mkm2) and corresponds to
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453.5 times our small, dear, and beloved Belgium. The AIS is also 8 times larger
than the Greenland Ice Sheet which is the second largest ice sheet on Earth and
which by entirely melting could only raise the mean sea level by ∼7m (Bamber
et al., 2013). The AIS is then the largest potential contributor to sea-level rise
among the cryosphere.
From a geographical perspective, Antarctica can be divided into three main
regions: the East Antarctic Ice Sheet , the West Antarctic Ice Sheet, and the
Antarctic Peninsula (Fig. 1.1). The largest region is the East Antarctic Ice
Sheet (10.4 Mkm2) which is notably composed of a large plateau whose altitude
varies between 2000 and 4000 mabovesealevel (masl). West and East regions are
separated by the Transantarctic mountains. The West AIS measures 1.97 Mkm2
and peaks at 4892 masl (Mount Vinson), the highest summit of the AIS. Finally,
the Antarctic Peninsula, which is the geological extension of the West AIS and
Andes Mountains, is the northernmost region crossing the Antarctic circle. This
is a narrow (less than 300 km wide) range of mountains and frozen archipelagos
about 1500 km long with summits higher than 3000 masl. These 3 regions
respectively contain the equivalent of 53.3 m, 4.3 m and 0.2 m sea-level rise (SLR)
(Fretwell et al., 2013).
The large mass of Antarctic ice leads to a deformation of the underlying
bedrock, which sinks below sea level. Thus, 5.5 Mkm2 (or 44.7% of the grounded
ice) is at an altitude of less than 0 masl (Fretwell et al., 2013). The mean ice
thickness of the AIS is 2166 unitm, with a maximum thickness around 4897 masl
at the top of the Adelie Land sector. New measurements there suggest the
existence of ice at the bottom of the ice sheet older than 1.5Myear (near Dome C)
potentially revealing much older information on the past climate variations (Lilien
et al., 2020).
Due to gravity, the ice mass grounded over the continent flows toward the
ocean where basal friction essentially vanishes, forming flat floating extensions of
the ice sheet. The largest ones are called ice shelves. For instance, the Ross and
Filchner-Ronne ice shelves measure more than 420 000 km2 (i.e, each more than
13 times the size of Belgium). Although only representing 7% of the AIS, the ice
shelves play a crucial role in the dynamical stability of the AIS. As illustrated by
Figure 1.2, they buttress (similarly to pillars supporting buildings) the ice over the
grounded continent by acting against the ice-flow acceleration at the grounding
ligne (line separating the ice shelves from the grounded ice). Since the ice shelves
are floating on the ocean, they make only a very small contribution to sea-level
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Figure 1.1: The Antarctic Ice Sheet with surface elevation and subre-
gions of the continent and Southern Ocean Credit: NASA, retrieved from
http://lima.nasa.gov/pdf/A3_overview.pdf (last accessed 01/12/2020)
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Figure 1.2: Schematic buttressing effect of the ice-sheet-shelf system. The buttressing acts
against the ice gravity flow towards the ocean. It arises due to the lateral containment of
an ice shelf in an embayment or at the grounds by pinning points. Credit: Ronja Reese
& Maria Zeitz, retrieved from https://blogs.egu.eu/divisions/cr/2019/05/10/image-of-the-
week-kicking-the-ices-buttressing/ (last acceessed 01/01/2021).
variations (Peter and Brower, 2007) but control the ice discharge to the ocean and
then indirectly influence the sea level (e.g., Rignot et al., 2004; Dupont and Alley,
2005; Gudmundsson, 2013; Fürst et al., 2016).
1.1.2 Climatological portrait
1.1.2.1 Atmospheric circulation
The Southern Annular Mode (SAM or Antarctic Oscillation) and the El Niño
Southern Oscillation (ENSO) are the main drivers of the atmospheric circulation
variability in the Antarctic region (e.g., Turner, 2004; Marshall, 2007; Clem et al.,
2016), with in addition the Amundsen Sea Low (ASL) in the Pacific sector (e.g.,
Raphael et al., 2016). The SAM is the dominant variability mode in the high-
latitude Southern Hemisphere. It controls the strength of the westerlies as a
result of the position of the low-pressure belt surrounding the AIS (Thompson and
Wallace, 2000). The SAM then influences the position of low-pressure systems
around the AIS leading to alternating moist/warm and dry/cold air advection
(Kim et al., 2020). The two phases of ENSO (El Niño and La Niña) arise from
interactions between the atmosphere and the ocean in the Pacific, generating
Rossby waves that can influence the Antarctic climate (Latif et al., 1998; Wang
et al., 2017). ENSO modulates heat and moisture transport onto the West AIS,
affecting temperature and precipitation patterns (Lenaerts et al., 2019). The ASL
is actually a set of low-pressure systems located in the Amundsen, Bellinghausen
and Ross seas, whose position and magnitude influence the atmospheric circulation
in this region, resulting in changes in winds, advections of warm and humid
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Figure 1.3: Mean annual 10-m wind speed and direction (ms−1) as simulated by MAR
over 1979–2019.
maritime air and precipitation (Raphael et al., 2016; Fyke et al., 2017; Scott et al.,
2019). The SAM and ENSO are likely connected together and so inherently with
the ASL (Fogt et al., 2011; Turner et al., 2013b; Scott et al., 2019; Fogt and
Marshall, 2020).
1.1.2.2 Near-surface temperatures and winds
The temperatures over the AIS are mainly determined by the location and the
elevation. The location southwards of the Antarctic circle results in the alternance
of polar night (no sunshine during winter months) and midnight sun (sunshine
during the summer months). Furthermore, the Antarctic surface strongly reflects
the shortwave (solar) downwelling radiations and absorbs few direct energy from
the summer sun as the albedo (i.e, ratio of shortwave reflected and downwelling
energy) of the snow/ice surface is high. The surface energy budget (resultant of
all energy fluxes at the surface) is then mostly negative inducing cooling of the air
by the surface. Temperatures are also lower as altitude increases. For instance,
mean annual temperatures are close to -10 ◦C in most margin locations (except
over the Peninsula where mean annual temperatures are closer to -5 ◦C) and lower
than -50 ◦C for the highest elevation (Turner et al., 2004).
The cooling of the air by the surface creates strong temperature inversions
(up to 2.5 ◦C m−1) on the Antarctic Plateau (Genthon et al., 2013) favouring
the development of frequent and persistent katabatic winds. As the cooling of
the air is stronger near the surface, the temperature increases with the altitude
(i.e, inversion of the thermal lapse rate). Denser and colder air accumulates on
the surface and flows from the center of the ice sheet towards the margins. The
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flow strengthens as it accelerates along the slope and is enhanced by topographic
channelings (e.g., Parish and Wendler, 1991) and generates intense near-surface
downslope winds that are driven by gravity and called katabatic winds. These
katabatic winds are deviated towards the West due to the Coriolis force (Fig. 1.3).
Their annual mean speed can reach more than 20 m s−1 at the coastal margins
(Parish and Bromwich, 1991) while gusts of 96 m s−1 have been measured at
Dumont d’Urville (Adelie Land, East Antarctica) (Wendler et al., 1997).
1.1.2.3 Precipitation
The Antarctic climate is characterised by a strong contrast between inland
and coastal regions. While the wind is weaker, the temperatures are lower at
high-elevation locations. On the opposite, the wind is stronger and is associated
with higher temperature over the margins. Furthermore, the climate at the
margins is more strongly influenced by synoptic-scale meteorological systems from
oscillations of the polar front (boundary between polar and temperate air masses).
These systems bring a lot of moisture and precipitation but can hardly penetrate
the continent because of the slopes of the ice sheet acting as an orographic barrier.
The moisture contained in the air masses condensate as the air rises along the
topography reducing the advection of humidity towards the plateau which can be
considered as a desert. This results in much higher precipitation rates over the
margins than in the interior (Fig. 1.4). Whereas the mean annual precipitation
values are often larger than 700 kg m−2 yr−1 (or mm w.e. yr−1, the interior values
are usually less than 50 kg m−2 yr−1. Figure 1.4) also highlights the importance of
orographic barriers such as the Antarctic Peninsula that concentrate precipitation
on their windward side while the lee side is much drier.
Precipitation is almost exclusively solid due to the low temperatures (e.g.,
Van Wessem et al., 2014b; Agosta et al., 2019). Liquid precipitation remains
scarce and mainly occurs over the Antarctic Peninsula and to a lesser extent over
other coastal regions mostly in summer. Solid precipitation then falls as snow
or diamond dust (ie., ice crystal). This latter is often qualified as ‘clear-sky’
precipitation and was thought to deliver most of the precipitation budget over the
cold continental interior (e.g., Bromwich, 1988; Ekaykin et al., 2004). However,
recent studies (e.g., Schlosser et al., 2010; Turner et al., 2019) have also shown
that episodic and extreme warm and wet events (called atmospheric rivers) can
bring most of the annual precipitation budget. These events result from intrusions
of sub-tropical and temperate maritime air into the Antarctic interior due to
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Figure 1.4: Mean total precipitation (mmw.e. yr−1) as simulated by RACMO over 1979–
2011 (from Van Wessem et al. (2014b)).
blocking ridges directing them directly towards the ice sheet (Naithani et al., 2002;
Schlosser et al., 2010). While these air masses bring significant moisture over the
ice sheet, the associated abundant clouds can induce intense melt events (Nicolas
et al., 2017; Kuipers Munneke et al., 2018; Scott et al., 2019; Wille et al., 2019).
Finally, air humidity can also directly condensate or deposit over the cold surface
and slightly contributes to a local mass gain.
1.1.2.4 Drifting-snow processes
Once the snow precipitation has reached the ground, they are frequently
remobilised by the wind. Strong winds can erode previously-deposited snow and
redistribute it elsewhere. The transport of snow is organised in two main modes:
saltation and suspension. Saltation consists in mobile snow particles periodically
bouncing on the surface within heights of the order of 10 centimetres (Pomeroy,
1989). The suspension mode refers to snow particles entrained upward in the
atmosphere without contact with the surface in stronger wind conditions. A
further distinction in the suspension mode is made depending on the height of
the snow particles: the term “drifting snow” is commonly used for snow transport
below the human eyes (< 2 m) while “blowing snow” is used for the transport
above that limit. The erosion and transport of snow by the wind, hereafter referred
to as drifting snow without consideration of the height, is a common feature of
the Antarctic climate (e.g., Lenaerts and Van den Broeke, 2012; Palm et al.,
2017) that can be active up to 81% of the time in some locations (Amory, 2020).
Drifting snow, when driven by katabatic winds, then redistributes snow towards
the ice-sheet margins and can contribute to the export of large volumes of snow
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Figure 1.5: Mean (1992–2009) annual surface melt (mmw.e. yr−1) A) derived from QSCAT
satellite and B) simulated by RACMO (from Trusel et al. (2013)).
beyond the continental boundaries (Scarchilli et al., 2010; Palm et al., 2011).
Furthermore, drifting-snow particles interact with their surrounding atmo-
sphere. By sublimating, they increase the relative humidity of the air by releasing
water vapour (e.g., Bintanja, 2001; Amory and Kittel, 2019). This also decreases
the air temperature as sublimation removes latent heat from the air. Note that
similar moisture exchange also occurs between the snow-covered surface and the
atmosphere. However, the greater exposed surface area and the ventilation of
drifting-snow particles results in larger sublimation rates than surface sublima-
tion (Schmidt, 1982; Lenaerts and Van den Broeke, 2012; Van Wessem et al.,
2018). Hereafter in this manuscript, drifting-snow processes refer to the transport,
erosion, deposition and concurrent sublimation.
1.1.2.5 Surface melt
Surface melt is currently limited to the ice-sheet margins with higher values
over the southernmost ice shelves (Picard et al., 2007; Kuipers Munneke et al., 2012;
Trusel et al., 2013). The stronger meltwater fluxes over the eastern or lee side of
the Peninsula result from the Foehn effect (Fig. 1.5). As the moist air masses rises
with elevation, humidity condensates which generates heavy precipitation (known
as orographic precipitation) on the windward (western) side of the Peninsula. The
drier air descending down the leeside of the mountain range, heats up due to
the adiabatic compression (Foehn effect). This induces strong surface melting
over the Peninsula and the Larsen ice shelves even outside of the usual summer
melt season (e.g., Kuipers Munneke et al., 2018; Datta et al., 2019). Adiabatic
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compression associated with drifting-snow processes can also increase melt at the
surface (Lenaerts et al., 2017a). The stronger sensible heat exchange (generated
by adiabatic compression and related warm air advection) and enhanced solar
radiation absorption (since drifting-snow tends to expose lower-albedo ice layers)
favour surface melting. Finally, liquid-containing clouds can enhance melt by
increasing longwave radiations emitted towards the surface (e.g., Nicolas et al.,
2017; Scott et al., 2019; Wille et al., 2019).
1.1.2.6 Surface mass balance
The preceding paragraphs summarise the main snow accumulation and
ablation processes occurring at the Antarctic surface. The difference between ac-
cumulation (snowfall (SF), rainfall (RF), and surface deposition and condensation
(DE)) and ablation (erosion (ER), surface sublimation and evaporation (SU), and
runoff (RU)) is called Surface Mass Balance (SMB, Eq. 1.1):
SMB = SF +RF +DE − ER− SU −RU, (1.1)
Drifting-snow processes (redistribution of snow through erosion/deposition
and concurrent atmospheric sublimation) are naturally included in the balance
between SF (snow accumulation) and ER (snow erosion) even if they have often
been wrongly considered to as separate processes (e.g., Van de Berg et al., 2006;
Lenaerts and Van den Broeke, 2012; Thiery et al., 2012; Van Wessem et al., 2018;
Lenaerts et al., 2019). Runoff occurs when the snowpack can no longer absorb any
excess in liquid water (rainfall or melt) and when the slope favours the drainage
of water accumulated at the surface.
The Antarctic SMB highly varies across multiple space-scale challenging its
observation and representation in climate models (Lenaerts et al., 2019). In situ
single-point observation of SMB can be performed using stakes (e.g., Frezzotti
et al., 2005; Agosta et al., 2012), snow pits (e.g., Traversi et al., 2009), ice cores
(e.g., Thomas et al., 2017) and ultrasonic radar (e.g., Souverijns et al., 2018) while
ground-penetrating radar (e.g., Medley et al., 2014) can sample a larger area.
However, these methods rely on the knowledge of the snow/ice density potentially
leading to large uncertainties. We refer to (Eisen et al., 2008) for a detailed
description of these methods and associated difficulties and uncertainties.
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Figure 1.6: Mean annual SMB (kgm−2 yr−1) simulated by MAR over 1979–2015. Circled
dots represented the mean annual observed SMB (from Agosta et al. (2019)).
Climate modeling can also provide a continuous estimation of the SMB over
all the AIS and over long temporal periods. In particular, two types of models are
frequently used: General Circulation Models (GCMs) or following their level of
complexity, Earth-System Models (ESMs) that simulate the Earth’s climate (see
Ch. 2) and polar-oriented Regional Climate models (RCMs) that only represent
the climate of a specific area. GCM and ESM outputs are mainly used to study
very-long term SMB variations (paleo-climate or projections of several centuries or
even millennia projections), but often also for shorter scales (around one hundred
years). These models have the advantages of 1) not requiring any meteorological
forcing fields at their boundaries, and 2) taking into account more feedback
mechanisms from the global climate system. However, using their outputs directly
to study the evolution of the SMB often involves several compromises: 1) their
spatial resolution remains too coarse to correctly represent the steep margins of
the ice sheet or the peripheral ice shelves (Seroussi et al., 2020) and 2) they do not
account properly for important physical processes of polar regions, in particular
those related to the stable boundary layer and snow metamorphism, melt, albedo
feedbacks, and refreezing in the snowpack (Lenaerts et al., 2016; Favier et al.,
2017). Dynamical downscaling of these global models with polar-oriented RCMs
(e.g., Van Wessem et al., 2018; Agosta et al., 2019) offers an alternative to address
not only the issue of coarse spatial resolution, but also and more importantly to
more robustly evaluate changes in mass and energy fluxes at the ice-sheet surface
with a dedicated physics (e.g., Fyke et al., 2018; Lenaerts et al., 2019; Fettweis
et al., 2020).
The spatial distribution of the mean SMB is strongly correlated with the
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precipitation distribution as it largely dominates SMB gradients. SMB is then
higher on the margins and progressively decreases inland with very low values
over the Antarctic plateau (Fig 1.6). Blue-ice areas (negative SMB) are rare
(approximately 1-2%, Hui et al., 2014) and scattered over all the AIS (e.g., Brown
and Scambos, 2004; Favier et al., 2011; Spaulding et al., 2012). They results from
locally strong drifting-snow processes (erosion and sublimation) and/or melt (e.g.,
Bintanja, 1999; Genthon et al., 2007; Lenaerts et al., 2017a).
While runoff (and precedent melt) fluxes are currently marginal compared to
precipitation (and hence weakly influencing the SMB) over the AIS (e.g., Agosta
et al., 2019), meltwater ponds and lakes often form over the Antarctic ice shelves
in topographic depression (Bell et al., 2017; Arthur et al., 2020). This can have a
major influence on the ice-sheet dynamics following three actions (Arthur et al.,
2020). They can 1) intensify melt by their lower albedo (Hubbard et al., 2016),
2) increase the ice velocity and ice discharge after a rapid percolation (Tuckett
et al., 2019) 3) be an important precursor for ice-shelf collapse by inducing
ice-shelf flexure and/or triggering widespread (hydro)fracturation both leading to
disintegration (Rott et al., 1996; Scambos et al., 2003; van den Broeke, 2005;
Glasser and Scambos, 2008; Scambos et al., 2009; Banwell et al., 2013, 2014,
2019)).
1.1.2.7 Mass balance
The mass balance (MB, Eq. 1.2) is the difference between accumulation and
ablation processes occurring at the top, bottom, and boundaries of the ice sheet.
It determines the SLR contribution of the AIS through:
MB = SMB −D −Mbasal, (1.2)
The AIS currently loses mass mainly by ice discharge (D) and basal melting
(Mbasal, including the balance between melt at the bottom of the ice sheet and
refreezing at the interface with the ocean), while SMB is the only significant
positive accumulation process. Ice discharge represents the export of ice beyond
the grounded line. Mass variations over the ice shelves do not directly contribute
to the mass balance of the Antarctic Ice Sheet. Furthermore, their contribution
to sea-level variations is insignificant since the sea level already accounts for the
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floating fresh-water ice (Peter and Brower, 2007). However, disintegration and
ice-shelf collapse result in a reduction in the buttressing effect which accelerates
the ice discharge (Scambos et al., 2004; Fürst et al., 2016; Glasser et al., 2011)
highlighting the major role of ice shelves for the stability of the ice sheet and their
indirect contribution to sea-level variations.
1.1.2.8 Surrounding ocean
The AIS is in direct contact with the surrounding ocean. Due to the low
temperature and strong wind chill resulting from katabatic winds, the ocean is
often covered by sea ice in winter while it is more open in summer except near
the margins (Fig. 1.7). The ice extent ranged from approximately 3 106 km2
in February to a maximum of 18.5 106 km2 in September between 1979–2010
(Parkinson and Cavalieri, 2012). While sea-ice extent has a strong seasonal cycle,
the interannual variability is relatively small (Parkinson and Cavalieri, 2012).
Figure 1.7: Mean sea-ice concentration in February (left) and September (right) over 1979-
2010 (from Parkinson and Cavalieri (2012))
1.1.3 Recent climate trends
1.1.3.1 Ocean
The total Antarctic sea-ice cover exhibits no significant trend over 1979–
2018 (Ludescher et al., 2019). While it has increased between 1979–2015 (e.g.,
Parkinson and Cavalieri, 2012; Comiso et al., 2017), the sea ice has retreated
since 2016 (e.g., Meehl et al., 2019; Wang et al., 2019a). However, local strong
discrepancies exist with ice gain in Ross and Weddel seas and ice loss in Amundsen
and Bellingshausen seas (e.g., Parkinson and Cavalieri, 2012; Massonnet et al.,
2013; Holland, 2014). Changes in atmospheric circulation likely explain the sea-ice
increase before 2016 (e.g., Holland and Kwok, 2012).
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Figure 1.8: Cumulated mass change (Gt) since 1992 adapted from Shepherd et al. (2018).
The uncertainties defined as one standard deviation are shaded, while dots illustrate the
values from Shepherd et al. (2012).
Similarly, a large part of the changes at the ocean surface are conditioned by
changes in the atmosphere. Temperatures of the surface and subsurface (between
200 m and 700 m depth) ocean exhibit an opposite trend with a cooling of the
surface (Fan et al., 2014; Spence et al., 2014; Jones et al., 2016; Armour et al.,
2016) and warming of the subsurface (Schmidtko et al., 2014). These trends result
from 1) water subsurface advection and surface heat export northwards (Spence
et al., 2014, 2017) as a consequence of wind changes due to the combination of the
SAM, ENSO and ASL 2) a likely strong decoupling between the surface and the
subsurface of the ocean by the presence of fresh and cold water coming from the
melting base of the ice shelves (Bintanja et al., 2013).
1.1.3.2 Antarctic mass balance
The AIS has been losing mass at an increasing rate in recent years (Shepherd
et al., 2018; Rignot et al., 2019; Meredith et al., 2019). Following Rignot et al.
(2019), the total mass loss was 40 ± 9 Gt yr−1 in 1979–1990 and reached 252 ±
26 Gt yr−1 in 2009–2017. If such an acceleration continues, the AIS could soon
become a larger contributor to SLR than the Greenland Ice Sheet (Shepherd et al.,
2018). The loss is mainly driven by the West Antarctic region with a smaller
contribution of the Antarctic Peninsula to be put into perspective with its smaller
size (Fig. 1.8). The East Antarctic region exhibits a non-significant positive trend
with the largest uncertainties.
The recent higher mass loss is due to an increased ice discharge caused by
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Figure 1.9: Marine Ice-Sheet Instability (MISI) (from Pattyn and Morlighem (2020), credit:
N. Cary). Ocean-induced basal melt progressively induces a retreat of the grounded line
which increases the melting zone and the flow
glacier flow acceleration occurring in West Antarctica and Antarctic Peninsula
(Mouginot et al., 2014; Konrad et al., 2017; Gardner et al., 2018; Shepherd et al.,
2018; Rignot et al., 2019). This mainly results from the reduction of ice-shelf
buttressing as a response to basal ice-shelf melting enhanced by warmer sub-surface
water (e.g., Paolo et al., 2015; Cook et al., 2016; Rintoul et al., 2016; Paolo et al.,
2018; Gardner et al., 2018; Jenkins et al., 2018; Rignot et al., 2019). Furthermore,
sudden and dramatic collapse of ice shelves in the northern Antarctic Peninsula
has also led to enhanced ice discharge and thinning of the ice sheet in this region
(Scambos et al., 2004, 2014).
Due to the reduced buttressing effect, the disparition of the surrounding ice
shelves can have severe consequences for the AIS equilibrium. The buttressing
effect is supposed to be much more pronounced for the Amundsen and Belling-
shausen sectors in the West Antarctic region than other regions (Fürst et al., 2016).
This explains why ice-shelf thinning in the West Antarctic region has resulted in
stronger glacier flow acceleration. Furthermore, this region is characterised by a
bedrock below sea level and a retrograde slope (i.e., upward slope in the direction
of flow) which is a precondition of the Marine Ice-Sheet Instability (MISI, Fig. 1.9.
This hypothesis suggests that the ice flow is a direct function of the ice thickness
at the grounded line (Weertman, 1974; Schoof, 2007). A backward movement
of the grounded line associated with a retrograde slope could then result in a
larger ice flow and also larger melting surface in contact with the ocean. This
then thins the ice sheet inducing more backward movement in a positive-feedback
mechanism. Although the retrograde slope does not systematically lead to MISI
(Gudmundsson, 2013), it is likely that some glaciers in West Antarctica (Pine
Island and Thwaites Glaciers) may already be undergoing MISI (Joughin et al.,
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2014; Christianson et al., 2016; Seroussi et al., 2017; Pattyn and Morlighem, 2020).
1.1.3.3 Surface mass balance
There is strong regional variability in recent SMB changes on the AIS. More
generally, increasing air temperatures and associated moisture content leads to
more surface gain. For instance, Frieler et al. (2015) suggested an increase in
accumulation linked to air temperature of ∼ 6%C−1. This is confirmed by long-
term trend over the two last centuries (e.g., Thomas et al., 2017; Medley et al., 2018;
Medley and Thomas, 2019). Snow accumulation then mitigated the twentieth-
century SLR with an increasing rate. Diverging trends and disagreements are
found for more recent periods. Somes studies (e.g., Bromwich et al., 2004;
Monaghan et al., 2008; Lenaerts et al., 2016; Palerme et al., 2017; Medley and
Thomas, 2019) reveal a positive non-significant trend after 1950 while others
suggest no changes (Monaghan et al., 2006). Furthermore, precipitation (and
related accumulation) since 1979 are thought to have either decreased (Monaghan
et al., 2006; Medley and Thomas, 2019) or increased before decreasing (Kim et al.,
2020; Mottram et al., 2020) suggesting more uncertainties in the recent years. The
internal climate variability (including SAM) determining precipitation amounts
and patterns compared to the recent (too short) SMB reconstructions might explain
the apparent disagreement (Previdi and Polvani, 2016; Medley and Thomas, 2019).
SAM-induced changes have likely hidden an increase in accumulation due to the
temperature increase expected over the Antarctic Peninsula where climate warming
is stronger (Thomas et al., 2017; Medley and Thomas, 2019). The important
effects of the SAM, ENSO (and ASL) on accumulation resulted in locally bi-polar
diverging trends with an increase in western Antarctic Peninsula, Queen Maud
Land, Wilkes Land and a decrease in eastern Antarctic Peninsula, Amundsen
region and Adelie Land (Lenaerts et al., 2012b; Velicogna et al., 2014; Raphael
et al., 2016; Marshall et al., 2017; Medley and Thomas, 2019; Kim et al., 2020).
The SMB also contributes to the Antarctic mass balance variations. While it
is commonly accepted that ocean changes have driven the Antarctic contribution
to SLR (e.g., Meredith et al., 2019; Pattyn and Morlighem, 2020), the recent
acceleration in mass loss could also be directly attributed to SMB variations
instead of enhanced basal melt (Seo et al., 2015; Kim et al., 2020). Following these
studies, the apparent abrupt change in mass balance (including in West Antarctic)
since 2007 could be mainly explained by a decrease in SMB (and precipitation)
which was added to the losses caused by the dynamic ice discharge. This was
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also partly highlighted by Velicogna et al. (2014) who found a strong correlation
between mass changes and SMB variations except over the Amundsen and the
Antarctic Peninsula; yet suggesting a stronger contribution of the ice dynamics
in these regions. This highlights the importance of the influence of the SMB, its
variability, and atmospheric-induced consequences on the Antarctic mass balance.
The Antarctic SMB has a direct and an indirect effect on the sea-level variation:
it directly influences sea level by determining snow accumulation over grounded
lands and indirectly controls the mass discharge into the ocean by modifying the
thickness of both grounded ice and ice shelves (thus indirectly contributing to
sea-level variations). However, recent Antarctic SMB trends remain relatively
poorly understood as illustrated by the several different and sometimes diverging
trends in previous studies. The reasons behind SMB changes (thermodynamics
and/or atmospheric dynamics) remain unclear (Lenaerts et al., 2019). Given the
global warming context and the important roles of SMB, the present thesis aims
to better understand factors influencing the recent and future SMB evolution over
the AIS.
1.2 Objectives of this thesis
1.2.1 Sensitivity of the Antarctic SMB to sea surface condi-
tions
The precedent section highlights the recent major influence of ocean changes
on the Antarctic mass balance while underlining the SMB contribution to mass
balance variations. Furthermore, changes in the ocean are determined by local
atmospheric changes. A starting objective of this thesis was then to determine to
what extent the ocean surrounding the AIS can exert a direct influence
on the atmosphere and SMB.
Still little is known about feedbacks forced by the ocean on the atmosphere,
their influences on the Antarctic SMB, and potential related uncertainties in SMB
estimations. For instance, sea ice affects the exchanges of gases, momentum and
heat between the atmosphere and the ocean. It also changes the thermodynamic
and radiative properties of the ocean surface due to its high albedo and its thermal
insulation power while the temperature at the ocean surface can either warm or
cool the atmosphere. Furthermore, the most reliable tool we currently have to
perform projections of the SMB, i.e, RCMs especially dedicated to represent the
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climate of Antarctica, require the prescriptions of forcing fields at their domain
boundaries including sea surface conditions (SSCs, namely sea-ice concentration,
SIC, and sea-surface temperature, SST). Since the recent variability of SSCs in
the Southern Hemisphere is not reproduced by most models used to force RCMs
(Turner et al., 2013a; Mahlstein et al., 2013; Agosta et al., 2015; Shu et al., 2015;
Roach et al., 2018) and since the future Antarctic climate could strongly depends
on present SSCs (Agosta et al., 2015), projections of the future SMB could be
strongly biased.
Moreover, the original aim of the thesis was to study the influence of
the coupled ocean-atmosphere system in Adelie Land requiring to couple the
atmospheric RCM Modèle Atmosphérique Régional (MAR, Gallée and Schayes,
1994) to the ocean and sea-ice model Nucleus for European Modelling of the Ocean
(NEMO, Madec, 2016) - Louvain-la-Neuve sea Ice Model (LIM, Rousset et al.,
2015). This coupling should also enable improved representations of interactions
between the ocean, the sea ice and the atmosphere. MAR, mainly developed at
ULiège, is known as a reference atmospheric model for representing polar climates
(Fettweis et al., 2020; Mottram et al., 2020) and is therefore used in this study.
Evaluating the sensitivity of the atmosphere and SMB to SSC changes can also
be seen as a first evaluation of the interest of coupling these models together
(from an atmospheric point of view) compared to other direct developments in the
atmospheric model.
1.2.2 Future Antarctic SMB
Future SMB changes will influence the contribution of the AIS to SLR with
a direct effect on the grounded ice accumulation and an indirect effect on the ice
dynamics. More surface mass gain is expected over the AIS as a result of the
temperature-induced snowfall increase (Palerme et al., 2017; Gorte et al., 2020).
The most recent projections of the Antarctic (surface) mass balance (e.g.,
Seroussi et al., 2020) are directly based on GCMs and ESMs of the 5th and
recent 6th phases of the Coupled Model Intercomparison Project (CMIP5 Taylor
et al., 2012) and (CMIP6 O’Neill et al., 2016). However, using the outputs of
these models to project the evolution of the SMB involves several compromises
related to their coarse resolution, their poorer inclusion of typical processes in the
polar regions influencing SMB and the neglection of surface runoff and drifting
snow (Lenaerts et al., 2016; Favier et al., 2017; Lenaerts et al., 2019; Seroussi
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Figure 1.10: Marine Ice-Cliff Instability (MICI) (from Pattyn and Morlighem (2020), credit:
N. Cary). Surface meltwater percolates into ice shelves resulting in hydrofracturing which
leads to a retreat of the grounded line with potential unstable cliffs.
et al., 2020). This stresses the need of 1) SMB projections relying on
improved and adapted models in the context of global warming and 2)
assessing the uncertainties related to using direct outputs from CMIP5
and CMIP6 models to better understand the sensitivity of the Antarctic SMB
to higher temperatures and finally better constrain mass balance projections and
Antarctic contribution to SLR.
1.2.3 Physical drivers behind future ice-shelf melt
Ice shelves whose buttressing effect maintains the equilibrium of the AIS,
can also collapse due to interactions with the atmosphere. Percolation of surface
melt into the ice can lead to hydro-fracturation (Fig. 1.10) which can occur
when pressure increases after filling of crevasses by liquid and refrozen water
(Scambos et al., 2000; van den Broeke, 2005). Furthermore, the meltwater
accumulated on ice shelves can cause bending potentially breaking ice shelves
(Banwell et al., 2019). Both these processes reduce the buttressing effect and
increase the contribution of the AIS to SLR. Finally, repeated hydrofracturing
and ice-shelf breaking could induce the Marine Ice-Cliff Instability (MICI) where
high newly-created cliffs located near the grounded line would become unstable
and could collapse (Fig. 1.10). DeConto and Pollard (2016) have even suggested
that this process could significantly increase the Antarctic contribution to SLR.
However, their conclusions rely on unreached melting rates over the AIS while
MICI is not needed to reconstruct the past and recent sea-level variations due to
ice sheets questioning the actual importance of this process (Edwards et al., 2019).
Although there was non-significant change in melt volume either continent-
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wide or locally since 1979 and by extension in runoff (e.g., Kuipers Munneke et al.,
2012; Van Wessem et al., 2018; Agosta et al., 2019), several ice-shelf collapses have
occured over the Antarctic Peninsula during the late 1990s/early 2000s resulting
in an enhanced ice discharge (e.g., Scambos et al., 2004, 2014). In the same way,
ice-shelf collapse is projected to increase SLR when taken into account in mass
balance projections (Seroussi et al., 2020). However, projected melt increases over
the ice shelves significantly diverge under different emission scenarios and models
by 2100 (Trusel et al., 2015). The large uncertainties in melt projections could
then contribute significantly to the overall mass balance uncertainties. Even if melt
and ice-shelf collapses do not directly contribute to the SLR, this also shows the
importance of relying on better constrained projections of ice-shelf melt
and of a better understanding of uncertainty sources in melt projections.
1.2.4 Objectives
This PhD thesis is organised around 3 scientific objectives :
1. investigate the sensitivity of the Antarctic SMB to SSCs and more specifically
to CMIP5 SSC anomalies for the period 1979–2015.
2. quantify the surface response of the AIS to warmer climates, and more
specifically the different responses of the grounded ice and ice shelves for
several climate scenarios.
3. study the factors resulting in differences in projected melting on the Antarctic
ice shelves.
1.3 Thesis outline
The manuscript consists of eight chapters summarized in Fig. 1.11.
Chapter 2 provides a description of MAR, the regional climate model used
all along this thesis, and its large-scale forcings. It also presents a new database
gathering near-surface climate and SMB observations, melt estimates as well as
the development of a robust comparison method that enables a comprehensive
evaluation of MAR.
Chapter 3 evaluates MAR with near-surface climate and SMB observations
and melt estimates. It is also the opportunity to prove the consistency of the
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Figure 1.11: Thesis outline
results with changing model versions, resolutions, and forcings throughout these 4
years of research.
Chapters 4 to 6 present the main results obtained during this thesis. These
chapters correspond to papers that have been published (/accepted) or will be
submitted to international peer-reviewed journals. Each introduction to these
chapters presents the concepts needed (re)place them in their respective contexts.
Consequently, there may be some redundancy with the introduction of these
different chapters, which is however necessary for each chapter to be self-sufficient.
Chapter 4 is based on Kittel, C., Amory, C., Agosta, C., Delhasse, A.,
Doutreloup, S., Huot, P.-V., Wyard, C., Fichefet, T., and Fettweis, X.: Sensitivity
of the current Antarctic surface mass balance to sea surface conditions using MAR,
The Cryosphere, 12, 3827–3839, 2018. It investigates the direct effect of changes
in SSCs on the Antarctic SMB (objective 1).
Chapter 5 follows Kittel, C., Amory, C., Agosta, C., Jourdain, N. C.,
Hofer, S., Delhasse, A., Doutreloup, S., Huot, P.-V., Lang, C., Fichefet, T., and
Fettweis, X.: Diverging future surface mass balance between the Antarctic ice
shelves and grounded ice sheet, The Cryosphere Discuss. [preprint], accepted,
2020. It highlights the contrasting effect of global warming on the future grounded
and ice-shelf SMB in addition to reconstructing the SMB for different scenarios
and global models (objective 2).
Chapter 6 is a draft of a publication that will be submitted shortly: Kittel,
C., Amory, C., Hofer, S., Agosta, C., Jourdain, N. C., Gilbert, E., Gallée, H.,
Fettweis, X.: Cloud phase drives differences in future surface melt over Antarctic
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ice shelves, in preparation. This chapter studies the physical drivers of the future
melt over the Antarctic ice shelves and attributes to differences in cloud properties
the projected spread in melt increase (objective 3).
Chapter 7 introduces additional experiments that were made in parallel
with the overarching structure of the thesis and discusses several elements of
perspectives covered in the different chapters, notably the influence of blowing
snow processes, the resolution used for our simulations and the interest of a
coupling with an ocean model over Adelie Land.
Finally, Chapter 8 summarizes the main results of the PhD thesis and






This chapter provides a description of MAR which is the regional climate
model used in the thesis (Sect. 2.1). It also describes the large-scale forcings
over the present and future periods (Sect. 2.2). This chapter also presents a new
database that gathers near-surface climate (Sect. 2.3.1) and SMB observations
(Sect. 2.3.2). This set of observations is based on pre-existing databases that
were gathered together for the first time and also includes updates from more
recent data. Finally, melt estimates used to evaluate MAR are also described
(Sect. 2.3.3).
2.1 The regional climate model MAR
The “Modèle Atmosphérique Régional” (MAR) is a polar-oriented RCM
firstly developed for representing katabatic winds over Terra Nova Bay (located
in Victoria Land, East Antarctic; see Fig. C.2) in 1994 (Gallée and Schayes,
1994). The model has then also been used over the Greenland Ice Sheet (Gallée
et al., 1995) before being adapted to temperate (De Ridder and Gallée, 1998;
Brasseur et al., 1998) and tropical climate (Massager et al., 2004). Since those
first studies, MAR has evolved to represent more physical processes and include
many more parameterisations. The model is now recognised as a reference for
simulating the climate and SMB of the two ice sheets (see Fettweis et al. (2020);
Mottram et al. (2020)) and is also a member of several model intercomparison
projects for instance over Belgium (e.g., Termonia et al., 2018) or the Arctic
(e.g., Akperov et al., 2018; Inoue et al., 2021). The very first version of MAR
only represented the atmosphere and after its interactions with the surface. This
original atmosphere-land component has been recently coupled to both ocean and
ice-sheet models leading MAR to rather an earth system model able to simulate
interactions between atmosphere, ocean, and ice dynamics.
This section does not aim to retrace the history of the developpement
of MAR or the parameterisations that have been included along with model
developpements before being depreciated (we refer to the list of publications
involving MAR available on https://mar.cnrs.fr/, last accessed 22/01/2021), but
to present the model in its current state (MARv3.11) and undocumented changes.
Moreover, the description of MAR in the next sections would be more exhaustive
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than frequently needed for ensuring a general comprehension of how the model
works. They have therefore been constructed with several levels of readings for
each aspect of the model from summary to in-depth descriptions.
MAR, as most current atmospheric models (whether for climatological or
meteorological applications ), is composed of 1) a dynamical core that solves the
primitive and known equations of the atmosphere and 2) a physical heuristic core
for all the processes not represented by the dynamical core. Although the primitive
physical equations representing the conservation of mass, momentum, and (heat)
energy) are shared by the different models, their mathematical expression mainly
depends on approximations and numerical methods used by each model. The
dynamical core is the part of the model code that simulates the large-scale and
horizontal movements. The physical core and the included parameterisations of a
model aim to represent the effects of processes not resolved by the dynamical core
on the energy source terms in the primitive equations within the 1D atmospheric
column through heat exchanges by radiation, water-phase changes, interactions
with the surface, or subgrid-scale movements (turbulence, convection). This second
part is based in particular on a combination of physical equations and conservation
laws, theories, empirical and semi-empirical parameterisations. This is a strong
source of spread between models and can be regarded as the main strength of a
regional model like MAR that seeks to represent in detail the processes specific to
a given area. The chapter is thus organised as follows: a brief presentation of the
dynamic core of MAR and the numerical methods used (Sect. 2.1.1), the nudging
methods (Sect. 2.1.2) and a more exhaustive presentation of the physics of MAR
(Sect. 2.1.3).
2.1.1 Dynamical core
MAR is a hydrostatic model that solves the primitive equations as described
in Gallée and Schayes (1994). The mass conversion equation is expressed in its full
continuity form without approximation. In order to better represent topography-
induced variations in the atmosphere, the vertical coordinate (σlevel) is normalized
by the presure (Eq. 2.1):
σlevel = (p− ptop)/(ps − ptop) (2.1)
where p, ptop, and ptop are respectively the level pressure, the surface pressure




The model also takes into account the air loading (Eq. 2.2, adapted from
Gallée (1995)) due to hydrometeor particles (see subsect. 2.1.3.1 for the descriptions
of hydrometeors in MAR) in the air specific mass (air density) by changing the
virtual temperature and the hydrostatic equation.
Loading = 0.85× (qv − 1.64× (qw + qi + qr + qs)) (2.2)
where qv, qw, qi, qr, qs are the specific humidity concentration (kg kg−1), and
the concentrations (kg kg−1) of cloud droplets, ice crystals, rain droplets, and snow
particles.
The numerical scheme relies on a spatial discretisation based on Arakawa A
grid (Arakawa and Lamb, 1977). It solves differential equations of horizontal mo-
mentum and conservation using finite differences and more especially a numerical
centered scheme, second-order-accurate (leap-frog) in time and fourth-order accur-
ate in space (Gallée and Schayes, 1994). This scheme computes the new values
at distinct interleaved time steps using different levels of precision for time and
space. The advection is handled by a semi-Lagrangian scheme adapted from Pielke
(1984) and improved by Seibert and Morariu (1991) that represents a compromise
between the Eulerian fixed frame and the Lagrangian parcel frame of reference.
Wind-components (u,v), specific humidity and potential temperature are filtered
using a two-dimension low-pass filter (Raymond and Garder, 1988). In the same
way, the mass conservation equation is corrected following the relaxation term
defined by Yan and Anthes (1987) to limit mass changes in open-boundary con-
ditions. Finally, MAR is parallelised using the application programming interface
Open-MP (Fettweis et al., 2017).
2.1.2 Nudging and boundaries
As MAR only simulates atmospheric processes and their interactions with
the surface over a regional area, the model has to be constrained at its boundaries
by large-scale forcing fields. These forcings mainly come from two different kinds
of models: reanalyses and GCMs or ESMs. A reanalysis is a climate model that
associates a dynamical core and physical-process representations (as does MAR)
with different levels of complexity of data (observation) assimilation. GCMs
and ESMs are also climate models representing the Earth’s climate but without
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assimilation methods, mainly used to study past and future climate variations.
We refer to Sect. 2.2 for a more detailed description of the large-scale forcings used
in this manuscript.
The boundary conditions enable to take into account the contribution of
larger (global) meteorological processes and climate variability. The integration
domain is divided in 3 areas (Fig. 2.1). At the lateral boundaries, the MAR results
are prescribed by the large-scale forcing field values, while inside the domain
it does not assimilate any observations or values from the large-scale forcing to
drive its results. The 7-pixel transition between these two areas (the relaxation
zone) aims to progressively make the model solution independent of the large-scale
forcing. MAR is forced by 6-hourly lateral conditions and a linear interpolation is
made at each model time step to ensure a smooth temporal transition from the
current forcing to the next one.
Figure 2.1: Schematic view of the boundary treatment reproduced from Marbaix et al.
(2003)
The dynamic relation includes a Newtonian term (following Davies (1976))
and a diffusion term (Davies, 1983; Anthes et al., 1989). The Newtonian term
removes a part of the difference between the MAR results and its forcing while the
second term diffuses the differences horizontally. We refer to Marbaix et al. (2003)
for more details about the lateral nudging of MAR.
The relaxation method described above is only applied at the lateral bound-
aries where MAR is constrained by the surface pressure (influencing the vertical
discretisation), temperature, specific humidity, and both u-v wind components
from the large-scale model. It then does not directly assimilate neither clouds
nor precipitation. Since MAR does not represent the ocean (except in coupling
experiments such as in Jourdain et al. (2011), it is also forced by SCCs: SST and
SIC. For these two variables, there is no buffer zone as above and MAR is entirely
forced by SST and SIC from the large-scale fields.
MAR has firstly been developed to simulate the climate of local areas. It
then adds small-scale values in its results while the general circulation is supposed
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to remain the one prescribed by the large-scale forcing. For larger domains (such
as over the AIS or the Arctic), MAR has a greater degree of freedom due to a larger
modelled area. To prevent it from creating its own atmospheric circulation and
better constraining the climate variability by the large-scale forcing, an additional
nudging was added at the top of the atmosphere following van de Berg and Medley
(2016). This nudging is qualified to be an indiscriminate forcing as it adjusts MAR
results to the large-scale fields without considering spatial scales or structures (as
opposite to spectral nudging). Although this one removes a fraction of MAR
small-scale patterns not represented in the coarser-resolution large-scale forcing,
it combines both the added value from the RCM and the interannual variability
from its forcing in the upper layers of troposphere (≥ 200hPa) and stratosphere.
The upper air relaxation used in MAR (Agosta et al., 2019) is only applied on
temperature and u-v wind components in the higher atmospheric levels. The upper
specific humidity is not nudged to prevent any impact on the cloud microphysics
of the model. Furthermore, the upper air relaxation is stronger at the top of
the model while gradually decreasing for underneath layers. Due to the sigma
coordinates, the relaxation never directly changes the near-surface fields even in
case of strong topography variations (van de Berg and Medley, 2016).
2.1.3 Model physics
2.1.3.1 Cloud-microphysical scheme
The model includes a cloud-microphysical scheme solving conservation equa-
tions for the concentration of five water species (cloud droplets (qw), ice crystal
(qi), rain drops (qr), snow particles (qs), and specific humidity (qv) firstly described
by Gallée (1995)) and the ice crystal number(ni) (Massager et al., 2004). MAR
solves the conservative equation 2.3 for every horizontal pixel and vertical-σ layer.
δqα
δt
= −u · δqα
δx
− v · δqα
δy
+ σ̇ · δqα
δσ
+ Fqα + Pqα(+Psed) (2.3)
where the three first terms represent the 3D advection by the wind following
the x, y and σ directions, Fqα the turbulent flux divergence of the hydrometeor
specie, and Psed a source term. Psed is an additional term that describes the
sedimentation of precipitating hydrometeors (rain drops, snow particles, and ice
crystals) depending on their specific falling velocities. The source term in Eq. 2.3
represents the 21 microphysical processes detailed in Table 2.1 originally based
28
2. Methods
on Kessler (1969) parameterisations in addition to the sedimentation towards the
surface of the three precipitating hydrometeors. Since graupels are not (fully
yet) included in the model, all accretion processes that should result in graupel
following Lin et al. (1983) lead to snowflake formation assuming a Marshall-Palmer
size distribution (Gallée, 1995).
Table 2.1: Microphyscal processes represented in MAR and associated references as firstly
described by Gallée (1995) and modified afterwards
Nucleation by cloud droplet solidification (qw to qi, if TT ≤ −35 ◦C) Emde and Kahlig (1989); Levkov et al. (1992)
Deposition and condenstation-freezing nucleation (qw to qi, if TT ≤ −35 ◦C) Meyers et al. (1992); Levkov et al. (1992)
Contact-freezing nucleation or depositional growth of cloud ice (qw to qi) Meyers et al. (1992); Prenni et al. (2007); Levkov et al. (1992)
Ice crystal sublimation (qi to qv) Emde and Kahlig (1989); Levkov et al. (1992)
Ice crystal melting (qi to qw, if TT ≥ 0 ◦C) Levkov et al. (1992)
Water vapor condensation (qv to qw, if TT ≥ −35 ◦C) Emde and Kahlig (1989)
Cloud droplet evaporation (qw to qv) Emde and Kahlig (1989)
Cloud droplet autoconversation (qw to qr) Lin et al. (1983); Sundqvist (1988)
Depositional growth of snow (qi to qs) Levkov et al. (1992)
Ice crystal aggregation (qi to qs) Levkov et al. (1992)
Accretion of cloud droplet by rain (qw to qr) Lin et al. (1983); Emde and Kahlig (1989)
Accretion of cloud droplet by snow (qw to qs) Lin et al. (1983); Locatelli and Hobbs (1974)
Accretion of ice crystal by snow (qi to qs) Lin et al. (1983); Levkov et al. (1992)
Accretion of ice crystal by rain (since no graupel, qi to qs, if TT ≤ 0 ◦C) Lin et al. (1983); Levkov et al. (1992)
Accretion of rain by ice crystal (since no graupel, qr to qs, if TT ≤ 0 ◦C) Lin et al. (1983)
Accretion of rain by snow (since no graupel, qr to qs, if TT ≤ 0 ◦C) Lin et al. (1983); Emde and Kahlig (1989)
Accretion of snow by rain (since no graupel, qs to qr, if TT ≥ 0 ◦C) Lin et al. (1983); Emde and Kahlig (1989)
Rain freezing (since no graupel, qr to qs, if TT ≤ 0 ◦C) Lin et al. (1983); Emde and Kahlig (1989)
Rain evaporation (qr to qv) Lin et al. (1983)
Deposition on snow (qv to qs) or sublimation (qs to qv) Lin et al. (1983)
Snow melting (qs to qr, if TT ≥ 0 ◦C) Lin et al. (1983)
Rain sedimentation Emde and Kahlig (1989)
Snow sedimentation Emde and Kahlig (1989); Levkov et al. (1992); Locatelli and Hobbs (1974); Fettweis et al. (2017)
Ice crystal sedimention Levkov et al. (1992)
Table 2.1 also lists the parameterisations that have been recently included in
MAR since the original description by Gallée (1995). In particular, the ice crystal
nucleation used by Lin et al. (1983) (and based on Fletcher (1962) overestimates
ice crystal concentration leading to the model underestimation of the downwelling
solar radiation towards the surface, the convective available potential energy
(CAPE), and rain (Massager et al., 2004). It has thus been replaced by Meyers
et al. (1992)’s parametrization later improved by Prenni et al. (2007). Ice crystal
sedimentation is not neglected anymore by adding a prognostic equation for ice
crystal number according to Levkov et al. (1992). Furthermore, the conversion rate
of cloud droplets to rain particles takes into account an adapted parameterisation
from Sundqvist (1988). It relies on two parameters: a critical cloud water mixing
ratio (qwo) enabling the rainfall formation and a characteristic time scale for
auto-conversion processes (CO). Note that a low fraction of cloud droplets can
be converted to rain even if qw is lower than qwo (Delobbe and Gallée, 1998).
In MARv3.11, qwo and Co values are respectively fixed to 1·10−3 (kg kg−1)
and 1·10−4. Finally, other subtle adjustments such as an increase in snowfall
sedimentation velocity or cloud lifetime (Fettweis et al., 2017, 2020) have been





The radiative scheme is composed of two individual shortwave and infrared
schemes as detailed in Morcrette (2002). MAR uses the radiative scheme from the
ECMWF ERA40 reanalyses Uppala et al. (2005).
The shortwave radiation scheme (Fouquart and Bonnel, 1980) has been
updated by Morcrette (1993). It solves the shortwave transfer equation by
using a two-stream method that accounts for the scattering (due to clouds and
aerosols) following a Delta-Eddington approximation (Joseph et al., 1976). For
each atmospheric layer, the transmission and reflectivity depends on 1) scatterings
by molecules (Rayleigh scattering), aerosols, and clouds; 2) absorptions by gases,
aerosols and clouds; 3) reflection by the surface (Morcrette, 2003). Water vapour,
uniformly-mixed gases (CO2, O2 in the original version and CH4, N20, CO as
updated by Morcrette (1993)), and ozone (with a function of the effective zenith
angle) are taken into account, as well as the temperature and the pressure.
Following Morcrette (1993), the shortwave downwelling radiation (SWD) reaching
the surface is particularly dependent on the aerosol concentration. Finally, the
Fouquart and Bonnel’s scheme determines the transmission and reflectivity for
clear-sky and cloudy conditions separately assuming maximum-random cloud
overlap. The scheme assumes that all cloud layers maximise their vertical overlap
and that each cloud layer is treated independently (See Morcrette and Fouquart
(1986) for the sensitivity of the radiative scheme to this assumption).
For the longwave radiation scheme, MAR uses an improved version (Mor-
crette et al., 2003) of the Rapid Radiation Transfer Model (Mlawer et al., 1997)
based on the correlated-k method. This method is an approximate technique
that enables fast computations of radiative fluxes and cooling rates for non-
homogeneous atmospheres using limited approximations. The continuous infra-red
spectrum is divided in several discrete bands. Each band corresponds to a small
spectrum window where a limited number of gases (2 in this scheme) could
strongly absorb the energy. The absorption due to these gases is modelled with a
high precision, while the other gases (considered to be minor absorbers) are less
rigorously taken into account. Represented species are water vapour, CO2, O3,
CH4, N2O and the main halocarbons (CFC-11, CFC-12, CFC-22, CCl-4) (Mlawer
et al., 1997). Similarly to the shortwave scheme, the longwave scheme includes a
maximum-random overlap assumption (Morcrette, 2002).
Both improved shortwave and longwave radiation schemes represent the in-
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teractions (absorption, attenuation, scattering, and reflection) between hydromet-
eors computed by the cloud-microphysical scheme and radiations. The radiative
scheme uses qi, qw, and qv concentrations from each atmospheric layer to determ-
ine the cloud optical properties. The latests depend on the region of the solar
spectrum and on the particle phase contained in the cloud. Since properties of
mixed phase clouds (containing both liquid and ice particles) are the summed con-
tribution of both phases (Morcrette, 1993), the two next paragraphs will describe
the individual contribution of ice and water particles on shortwave and longwave
cloud optical properties.
For shortwave radiations, the scheme uses the microphysical properties
defined by Slingo (1989) for water clouds and by Fu (1996) for ice clouds.
Slingo’s parameterisation links water cloud properties with the cloud liquid water
path (vertically-integrated water content between the cloud base and top) and
equivalent droplet-radius size distribution neglecting the effect of water vapour. In
the same way, the shortwave optical properties for ice clouds are defined on the
ice water content and the generalised effective size that represents the ice-crystal
size distribution. In a few words, smaller ice particles have a higher radiative
effect resulting notably in more scattering and absorption than larger ice particles
(Morcrette, 1993).
Similarly, the water cloud properties for longwave is a function of the liquid
water content vertically-integrated over the layer (liquid water path) and the
effective radius based on the droplet size distribution as described by Lindner
and Li (2000). This parameterisation neglects scattering interactions which makes
absorption the dominant processes for longwave radiation. Optical properties for
ice particles in the longwave spectrum are functions of the cloud ice water content
and generalised effective size that accounts for different ice crystal distributions
(Fu et al., 1998). Furthermore, the radiative scheme used by MAR also enables
the use of different parameterisations to compute the cloud optical properties.
Morcrette (2002) suggested a relatively low effect on longwave but a higher effect
(up to 10 unitWm−2) on the shortwave in cloudy conditions.
The radiative transfer relies on the effective radius which is a factor describing
the distributions of the mass and volume of the particles. The ice effective radius
is computed using Sun and Rikus (1999) parametrization and is a function of
the ice-water content and cloud temperature. It has been adapted to Antarctic
conditions using a value of 15 µm as the minimum diameter for ice particles
(Walden et al., 2003). The liquid effective radius is a linear function of the
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liquid water content and the droplet water concentration contained in the cloud
depending on the continental or oceanic origin of the air masses (Martin et al.,
1994) which in MAR is simply depending on the land-sea mask.
As highlighted above, radiative cloud properties do not directly depend
on qs concentration. The qs concentration is implicitly taken into account by
being partially included in the qi concentration from each layer treated by the
radiative scheme. The contribution of qs is expressed as an additional mass for
qi by assuming that the total ratio of qs and qi is similar to the ratio of effective
radii, i.e only 30% of qs is added in qi seen by the radiative scheme (Gallée and
Gorodetskaya, 2010). The effect of rain droplets on radiations is neglected. This
assumption is reasonable knowing that the fall velocity of rain droplets used in
MAR (Emde and Kahlig, 1989) induces that most of them reach the surface within
one time-step of the radiative scheme.
Gas concentration are provided by historical concentration, in particular the
MAR radiative scheme uses the Fortuin and Langematz (1995)’s ozone climatology.
Future concentration are specified by the selected emission pathway, i.e the
Representative Concentration Pathway (RCP) (Moss et al., 2010) used for the
latest IPCC report or the more recent Shared Socioeconomic Pathways (ssp)
(O’Neill et al., 2016) that represents future emissions for different socio-economic
trajectories. Note that while the cloud mycrophisical scheme uses a constant
aerosol value (Meyers et al., 1992), the aerosols inputs of the radiative scheme are
time-varying loads based on a monthly climatology of tropospheric aerosols (soil
dust, sulfate, sea salt, black carbon, and organic) defined by Tegen et al. (1997)
and daily volcanic aerosols from the Goddard Institute for Space Studies. Only
the present observed aerosol-radiation interactions till 2002 are taken into account
in MAR since cloud-aerosols interactions are neglected (Wyard et al., 2018).
2.1.3.3 Convective scheme
The hydrostatic approximation used by MAR implies that other vertical
forces are negligible compared to pressure forces (Archimede) and weight. This
means that only relatively small vertical movements due to small (smoothed)
topography variations are permitted. In other words, vertical movements are
negligible compared to horizontal movements. This is suitable for representing
the large-scale katabatic flow. This limits the horizontal resolution over complex-
topography areas such as the Antarctic Peninsula where strong vertical topographic
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gradients at very high resolution could induce strong vertical updrafts and make
the approximation invalid; but also requests an implicit representation of large
vertical movements that occurs during convective events. Cold conditions in
Antarctica prevent the development of strong convective movements, but yet
enables convection to occur (Van Den Broeke et al., 2006; Van Wessem et al.,
2014a; Kuipers Munneke et al., 2018). Furthemore, a low amount of precipitation
over coastal areas can be generated by convective clouds (Van Wessem et al.,
2014b).
The convection in MAR is based on an updated version of the convective
scheme from Bechtold et al. (2001) used in MESO-NHv5.3.1 (Lac et al., 2018).
The parameterisation is a bulk mass-flux that represents the deep and shallow
convections. It represents moist thermodynamics and convective downdraughts
as well as dry thermals. If the temperature of at least one atmospheric layer is
higher than -3◦C, or if there is no temperature inversion in the near-surface levels
and the near-surface temperature exceeds 10◦C at night, the convective scheme
determines whether the atmospheric profile is unstable. If the profile is considered
as unstable, the convective scheme tries to restore an equilibrium by implicitly
representing vertical mouvements and by inducing hydrometeor concentration and
temperature changes. In the case of the scheme used by MAR, the equilibrium
is assumed to be restored when 90% of the convective available potential energy
has been removed (Bechtold et al., 2001). Two types of different convections are
explicitly represented: shallow and deep convections that differ in the size of the
clouds (>500 m and >3000 m) and the characteristic time-scale (shallow between
1h and 3h and deep between 30 min and 1h). The deep convection scheme is
based on Kain and Fritsch (1990) that also represent the convective clouds (Lac
et al., 2018). The scheme predicts the temporal evolution of atmosphere quantities
(notably momentum, temperature, and hydrometeor concentrations) as well as
liquid and solid precipitation engendered by the convective adjustments.
Since convective precipitation is assumed to instantaneously reach the sur-
face, their interactions with the surrounding atmosphere is only accounted for in
the convective scheme. This means that rain and snowfall computed by the con-
vective scheme follow different processes than the ones described in Sect. 2.1.3.1.
In the same way, they are not included in the quantities seen by the radiative
scheme. Doutreloup et al. (2019a,b) evaluated the effect of using different convect-
ive schemes in MAR to represent present and future rainfall in Belgium and found
significant differences in modelled precipitation although no scheme resulted in a
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better representation of precipitation than another one.
2.1.3.4 Turbulence scheme
Similarly to convective movements, subgrid-scale and high-frequency turbu-
lent movements cannot be directly represented by the model. This means that
parameterisations are needed to represent heat, momentum, and hydrometeor
transfers. Subgrid-scale fluxes are parameterised differently in the surface bound-
ary layer and above it. The turbulence in MAR has been particularly developed to
represent very stable conditions that can be found over the ice sheets (Duynkerke,
1991; Duynkerke and Van den Broeke, 1994).
The turbulence above the surface boundary layer is modelled using the one-
and-half order closure E − ε model by Duynkerke (1988) and updated by Bintanja
(2000) for taking into account the sedimentation of snow particles. It includes
prognostic equations for turbulent kinetic energy production (E) and turbulent
kinetic energy dissipation (ε). The turbulent mixing length then depends on
the local flow characteristics which is important for representing the katabatic
winds (Gallée et al., 2001). The turbulence also depends on water phase changes
(Duynkerke and Driedonks, 1987).
In the surface boundary layer, the parametrization of subgrid-scale fluxes is
based on Monin-Obukhov similarity theory using stability functions described in
(Duynkerke and Van den Broeke, 1994). MAR also represents the increase in air
density due to the presence of snow by changing the virtual potential temperature
used in the turbulent scheme.
Furthermore, MAR represents the small-scale exchanges between sea sprays
and the near-surface atmosphere. The projected water enhances evaporation acting
as a moisture source over the ocean and decreasing the air potential temperature.
These exchanges are parameterised as a function depending on the fraction of
open ocean and the near-surface wind speed (Andreas, 1990, 1995; Andreas and
Emanuel, 2001; Andreas and Decosmo, 2002; Andreas, 2004).
2.1.3.5 Surface module
One of the MAR strengths is its ability to represent the interactions between
the atmosphere and the surface, but also the evolution of the properties of the
soil, the vegetation, and especially the snowpack. The transfer of mass and energy
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between the surface and the atmosphere is simulated by the 1-D surface scheme
SISVAT (Soil Ice Snow Vegetation Atmosphere Transfer) module, which consists
of soil and vegetation (De Ridder and Schayes, 1997; De Ridder, 1997), snow
(Gallée and Duynkerke, 1997; Gallée et al., 2001) and ice (Lefebre et al., 2003)
sub-modules.
For MAR and SISVAT, each surface pixel is either fully oceanic or continental
(including the floating Antarctic ice shelves). However, the surface pixel in SISVAT
includes a tilling that divides the surface pixel in several sub-pixels in order to
better represent the heterogeneity of surface conditions. Oceanic pixels can then
be open-ocean, ice-covered, or any combination of both conditions (Gallée, 1996).
Similarly, continental pixels are divided into three subpixels representing several
types of vegetations (De Ridder and Gallée, 1998) for temperate and tropical
climate configurations of MAR, or in two surface subpixels for the permanent
ice and tundra (Fettweis et al., 2013) in polar configurations, excepted over the
AIS where the surface is composed of permanent ice and exposed rocks called
Nunataks (Kittel et al., 2020). SISVAT is called for each subpixel and MAR
averages momentum and energy fluxes using weighting coefficients according to
the sub-pixel fraction (De Ridder and Gallée, 1998). SISVAT is forced by
atmospheric variables from the nearest surface level (wind speed, temperature,
humidity, precipitation, and both downwelling shortwave and longwave fluxes) to
compute turbulent (latent and sensible) fluxes, reflected shortwave and emitted
longwave radiations.
Soil and vegetation
The soil and vegetation modules (De Ridder and Schayes, 1997) describe
the properties of 7 soil vertical layers and one vegetation layer, and resulting
transfers with the atmosphere. There are 12 types of vegetation (and a 13th
that represents urban area) which have different properties of albedo, emissivity,
and evaporation capacity. Although the “vegetation” classes are not used in the
Antarctic configuration of MAR, the vegetation module will be described for the
sake of completeness in the next paragraphs and because it is closely related to
the soil module.
The modules solve the energy and water balances separately for the soil
and vegetation. In SISVAT, both the vegetation and soil are considered to be
directly ventilated by the turbulence which means that direct exchanges between
the ground and the canopy are neglected (De Ridder and Schayes, 1997). The
sensible heat flux is then computed as the sum of the ground and vegetation
35
2. Methods
contributions, while the latent heat flux is also the sum of both these contributions
(evapotranspiration and ground depending on the soil humidity potential) and the
direct contribution of evaporation in case of wet leaves.
The vegetation is described with several properties which facilitate or mit-
igate the canopy transpiration and which absorb or reflect more radiations. The
transpiration depends on differences in water potential between the soil and the
leaves that regulate the flow from the ground to the atmosphere through the
canopy. It takes into account the soil-root resistance and the number of roots
fraction in the upper soil (De Ridder and Schayes, 1997). Each vegetation type
has its own stomatal resistance to represent leaf properties and resulting resist-
ance compared to radiation, water stress, temperature or humidity saturation
deficit. Monthly climatology of the Leaf area index (LAI) from the MERRA-2
reanalysis (Gelaro et al., 2017) are used to determine the stomatal resistance and
inherent transpiration, the heat vegetation capacity (Gallée and Duynkerke, 1997)
and interactions with solar radiations (De Ridder, 1997). In addition to LAI,
the canopy surface energy budget takes into account zenith and azimuth angles,
and reflective/absorptive properties of the different vegetation classes. SISVAT
also represents multiple shortwave scattering due to multiple leaf-interactions and
the longwave emission trapping inside the canopy that result in a higher canopy
emissivity than the emissivity of a single leaf (De Ridder, 1997). Furthermore,
the canopy layer acts as a supplementary layer above the ground for radiations
(De Ridder, 1997).
In the soil and vegetation modules in SISVAT, the liquid water can either
be pumped towards the surface by the evapotranspiration of the ground and
the canopy, or percolate into the ground. The diffusion-gravitation equation
that represents the transport of liquid water into the soil is based on the soil
water content that determines the soil water potential and hydraulic conductivity
following (Clapp and Hornberger, 1978) and the soil hydraulic diffusivity (Hillel,
1971). When the liquid water (rain and snow melting) amount exceeds the
maximum infiltration rate, the extra water is assumed to runoff and is considered
to be lost for the soil water balance in the absence of a river scheme.
Rocks (nunataks or non-snow-covered ground) and surface open-ocean are
considered as two different soil classes in SISVAT. The soil heat capacity depends
on the soil substrates and water content. Ocean is considered permanently
saturated in water. Exposed rocks have a low albedo (0.17) contrasting with the
prevailing high albedo of the snow over the AIS. The open-ocean albedo is fixed at
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0.11. Open-ocean roughness length for momentum and heat follows Wang (2001)
while the soil roughness length for rocks is a fixed value (0.01).
Ice and snow
The dynamical snow and ice components represent snow properties and
metamorphism across 30 snow/firn/ice layers resolving the 20 first meters of
snow/ice over the ice-sheet pixels. In SISVAT, sea ice potentially covered by
snow is represented with the same processes as the snow/ice on the ice sheet.
While the snow/ice height is kept fixed over the AIS, the sea-snow/ice thickness is
constrained by th e presence of sea ice in the large-scale forcing. For each surface
pixel with a SIC value greater than 0%, the MAR sea-ice thickness is initially
fixed at 55 cm and sea ice can be covered by snow. The sea-ice thickness can then
evolve as a function of accumulated snowfall or surface melt, with a minimum
thickness of 10 cm as long as the forcing SIC is positive. Similarly, the snowpack
height over rocks changes according to snow accumulation or erosion without any
minimal thickness.
The snow and ice module consists of the physical snowpack model of (Gallée
and Duynkerke, 1997) and a former version of CROCUS (Brun et al., 1989) with
snow metamorphism laws (Brun et al., 1992). The metamorphism laws describe
the snow grains in terms of dendricity, sphericity, and descriptive size. The
fresh-fallen snow has a dendricity around 1 and decreases to 0 representing the
part of original crystal shapes that are still in a snow layer. Sphericity (0-1)
represents the ratio of rounded shapes compared to angular and evolves according
to temperature gradients between the snow layers. Large (small) gradients result
in decreased (increased) sphericity.
The snowpack is also described through other physical parameters: temper-
ature, liquid water content, and density. Over the AIS, the density of the fresh
falling snow (Eq. 2.4) is a function of the 10m wind speed ws10 (m s−1) (adapted
from Agosta et al. (2019) in Kittel et al. (2020) to fit density observations over the
upper 50 cm (Agosta et al., 2019, Table S2):
ρs = 200 + 32 · ws10, (2.4)
with minimum and maximum values fixed to 300 and 400 kg m−3. The dry snow
settling is parameterised as a function of the weight of overlying layers and effect
of metamorphism (described in Gallée and Duynkerke (1997) following Navarre
(1975)). Densification also occurs as a consequence of melt and refreezing into
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the snowpack that promotes grain cohesion and decreases the firn air content.
In MAR, the snow is assumed to have density values between 300 kg m−3 and
450 kg m−3 while ice has a minimal density of 830 kg m−3. Between these two
types is the firn (450 kg m−3 – 830 kg m−3).
Sea-ice and ice-sheet surfaces have the same thermal and texture properties.
The snow-conduction coefficient is a function of the density Yen (1981) while the
snow-heat capacity is fixed at 2105 J kg−1 K−1 (Loth et al., 1993) and emissivity
of the snow is 0.99. In MARv3.11, the roughness length for momentum z0m is
fixed at 1 mm but can also be a function of the air temperature as in the previous
model version (Agosta et al., 2019) and used for Ch. 4. The contribution of the
subgrid orography can be included in the roughness length computation (Jourdain
and Gallée, 2011) but is deactivated as it requires a resolution-dependant tuning.
Finally, melt (through increase in snow/ice density) influence is not taken into
account in contrast to the Greenland configuration (Greuell and Konzelmann,
1994; Lefebre et al., 2003). The roughness length for heat z0t is often derived from
z0m using a scaling factor ranging from 1-100 (Garratt, 1992). In MAR, z0t equals
z0m scaled by 7.4 linking the two properties with the Reynolds number (Andreas,
1987) although no universal relation has proved yet to be efficient over the AIS
(see Vignon et al. (2017) and references therein).
SISVAT resolves the energy and water budget for each layer of the snowpack
that leads to changes in temperature and humidity content. The snow-covered
surface energy budget (SEB, Eq. 2.5) is defined as:
SEB = SWN + LWN + SHF + LHF +G, (2.5)
SWN = SWD − SWU, (2.6)
SWU = α× SWD, (2.7)
LWN = LWD − LWU, (2.8)
LWU = ε× σ × ST 4, (2.9)
with SEB the surface energy budget, SWN and LWN the net shortwave
and longwave fluxes, SHF and LHF the sensible and latent heat fluxes, G the
heat transfer through the snow. SWN (Eq. 2.6) and LWN (Eq. 2.8) are computed
as the difference between downelling (SWD or LWD) fluxes from the radiative
scheme and the upwelling fluxes (SWU and LWU). SWU (Eq. 2.7) is defined as
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SWD energy reflected by the surface albedo (α), while LWU (Eq. 2.9) is defined
by the Stefan-Bosman Law (surface emissitivy (ε) times Stefan-Bosman constant
(σ) times the fourth power of the surface temperature (ST )).
Since MAR does not represent the penetration of radiative fluxes into the
snowpack, the energy budget for inner layers only depends on G that represents
heat transfer with adjacent (above and below) layers, or for the deepest layer with
the ground or SST below the sea-ice. The sub-grid SST beneath sea ice is fixed
at −2 ◦C while the sea-ice surface temperature is free to evolve according to its
surface energy balance. Snow-covered surface temperature is limited at 0 ◦C and
any excess of energy (SEB > 0) is used to melt snow (Lefebre et al., 2003). On the
opposite, any deficit in surface energy (SEB < 0) is compensated by (re)freezing
liquid water (melt and rain). Liquid water can percolate through the snowpack
depending on its permeability (Colbeck, 1972). In the Antarctic configuration,
each snow/firn layer has a maximum water retention of 5%. The liquid water
saturates each successive vertical layer as long as the underlying layer is permeable
(ρ < 830 kg m−3). Remaining liquid water beyond the snowpack saturation is
converted into surface runoff. In the absence of a water-routing hydrological
scheme and as Zuo and Oerlemans (1996) runoff delay is not activated over the
AIS (unlike Greenland), all surface water that could potentially form melt ponds
is considered as runoff, i.e., is instantaneously lost by the ice sheet.
The albedo of the ice sheet depends on the optical properties of snow, the
thickness of the snow cover, the presence of blue ice, meltwater and clouds. The
penetration of solar radiations in the snow strongly differs according to the spectral
wavelength. The snow albedo (αs) is therefore computed in three spectral bands
(0.3-0.8 µm, 0.8-1.5 µm and 1.5-2.8 µm) to represent different solar absorption
(Brun et al., 1989). However, since the radiative scheme outputs are broadband
radiations, the snow albedo (Eq. 2.10) is a weighted average of the albedo in the
three spectral bands:
αs = 0.6 · α0.3−0.8µm + 0.3 · α0.8−1.5µm + 0.1 · α1.5−2.8µm, (2.10)
where αs is the broadband snow albedo, and α0.3−0.8µm (Eq. 2.11), α0.8−1.5µm
(Eq. 2.12), α1.5−2.8µm (Eq. 2.13) are a function of the optical grain size (Brun




α0.3−0.8µm = max(0.94, 0.96− 1.58 ·
√
d), (2.11)
α0.8−1.5µm = 0.95− 15.4 ·
√
d, (2.12)
α1.5−2.8µm = 346 ·min(d, 0.0023)− 32.1 ·
√
d+ 0.88, (2.13)
The optical grain size d (m) is a function of snow grain properties (Brun
et al., 1992). While faceted crystals have a lower optical grain size than spherical
snow grains, larger snow grains notably induced by melt decrease the albedo
(Lefebre et al., 2003). However, the snow albedo cannot be lower than 0.7. This
value represents the albedo of snow that has previously melted. The minimum firn
albedo (Eq. 2.14) during the transition from snow to ice is a function of the firn
density (ρ) (Tedesco et al., 2016) and is comprised between 0.55 and 0.7:
αfirn = 0.55 + (0.7− 0.55)× (ρ− 920)/(450− 920), (2.14)
Over the AIS, the albedo of blue-ice areas in MAR can vary between a
minimum (αicemin = 0.5) and a maximum value (αicemax = 0.55) depending on the
presence of meltwater at the surface (Eq. 2.15):
αice = αicemin − (αicemin − αicemax)× e−
√
(RU/K), (2.15)
with RU the amounts of accumulated melt water that will runoff (unit:
kg m−2), and K a scale factor set to 60 (kg m−2). However, as the delay of runoff
is switched off, αice = αicemax in our configuration.
In case of a snow cover thickness (hsnow in m) thinner than 0.1 m, the
albedo reflects the contribution of both snow (αs) and ice (αice) albedos (Lefebre
et al., 2003) (Eq. 2.16) while the albedo is the snow albedo for thicker snow cover.
Furthemore, SISVAT takes into account the effect of solar zenith angle on the
snow albedo as formulated by Segal et al. (1991) and the increase in albedo due to
clouds that absorbs solar radiation in the same near-infrared spectrum than snow
following Greuell and Konzelmann (1994).
α = (αs × hsnow) + (αice × (0.1− hsnow))/0.1, (2.16)
SISVAT only simulates a limited number of snow layers and therefore uses a
sophisticated aggregation scheme to discretise the snowpack in several (maximum
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fixed) layers. An aggregation scheme (described in Brun et al. (1989, 1992)
manages the stratification of the snowpack due to snow accumulation, ablation,
settling, and metamorphism enabling the dynamical evolution of the physical
properties of the different layers though time. It merges layers having similar
properties (metamorphism state, temperature, density, and water content) to
conserve a maximum of 30 snow/ice layers in case of accumulation (snowfall and
deposition). In the same way, the scheme splits the snowpack to ensure a minimal
number of 10 layers over permanent-ice areas. Furthermore, the maximum layer
thickness of the 4 uppermost layers is fixed (0.02, 0.05, 0.1, and 0.3 m) warranting
a fine discretisation to represent surface-atmosphere interactions and sub-surface
processes such as heat transfer. Ablated snow mass is removed from the uppermost
layer. Finally, the internal snow layers cannot be thinner than 2 mm, and the
fresh fallen snow mass is only added into the snowpack if the snowfall amount
is larger than 1 mm for numerical stability reasons. Note that properties (such
as metamorphism and inherent albedo) of the uppermost layer already take into
account the fresh snowfall characteristics while the snow mass is added in the next
precipitation event (Lefebre et al., 2003).
Drifting snow
Finally, another important climate feature of polar ice sheets is the wind-
driven erosion of snow particles, subsequent transport and redeposition. Drifting
snow can change local accumulation (Eisen et al., 2008), but also near-surface
atmospheric properties (Le Toumelin et al., 2020). MAR includes a drifting-snow
scheme that simulates wind-driven erosion based on Gallée et al. (2001) but did
not accurately represent both SMB and drifting-snow events simultaneously at
that time (Gallée et al., 2001; Gallée et al., 2005, 2013; Amory et al., 2015).
The drifting-snow scheme has therefore been deactivated in many studies (e.g.,
Fettweis et al., 2017; Agosta et al., 2019; Fettweis et al., 2020; Mottram et al., 2020)
including this work (and related publications (Kittel et al., 2018, 2020)). However,
recents developments have enabled the reconciliation of the representation of both
SMB and drifting-snow events (Amory et al., 2020). Although not used in the
main part of this manuscript, the new drifting-snow scheme will be presented
hereafter to complete the MAR presentation but also because part of the thesis
was devoted to participating in the development and evaluation of this scheme
on Adelie land, and then also over the AIS. This section is a summary of the
exhaustive description of the new drifting-snow scheme developments that has
been submitted to the Geoscientific Model Development Journal:
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Amory, C., Kittel, C., Le Toumelin, L., Agosta, C., Delhasse, A., Favier,
V., and Fettweis, X.: Performance of MAR (v3.11) in simulating the drifting-snow
climate and surface mass balance of Adelie Land, East Antarctica, Geosci. Model
Dev. Discuss. [preprint], in review, 2020.
Snow erosion is assumed to occur when the wind shear stress (the friction
velocity) exceeds the cohesive and gravitational forces of the surface (the threshold
friction velocity) represented in MAR as a function of the surface snow density
only (Amory et al., 2020). The scheme computes the concentration of snow
particles that are assumed to become mobile and bounce on the surface. This
concentration represents the particle mass transported in saltation (qsalt) and is
directly related to the difference between the friction velocity and the threshold
friction velocity following Bintanja (2000), i.e, to what extent the shear stress
overcomes the resistives forces maintaining the snow particles on the surface. The
saltating particle concentration qsalt is only theoretical and is used as a boundary
condition for the diffusion of snow particles towards the suspension layer. This
transport mode refers to the transport of snow particles without periodic contact
with the surface, which is in MAR the snow advection occuring at the lowest
atmospheric level. The diffusion of snow particles from the saltation layer (ie,
theoretical level located at the surface in MAR) to the suspension layer (lowest
atmospheric level) is a function of the difference between qs (snow concentration
at the lowest atmospheric level including both drifting and precipitation snow
particles) and qsalt (Gallée et al., 2001; Gallée et al., 2005; Amory et al., 2020).
The drifting-snow model aims to represent the turbulent diffusion of eroded snow
particles from the surface towards the atmosphere (Gallée et al., 2001).
Since the current version MAR does not distinguish drifting snow originated
from the surface and snow resulting from cloud precipitation, qs represents both
types of snow. Snow is then drag vertically and horizontally by the turbulent,
cloud-microphysical and advection schemes where snow can interact with solar
radiations and the surrounding atmosphere especially by sublimating, which in
turns modify the humidity and energetic bilan of atmospheric layers as described
above.
Drifting-snow particles also induce modifications in surface properties. Re-
petition of erosion and deposition events increase the snowpack cohesion (Vionnet
et al., 2013) and changes grain properties from dendritic to rounded shapes (Sato
et al., 2008). Furthermore, erosion and deposition creates microrelief (sastrugis)
determining the roughness of snow surfaces (e.g., Amory et al., 2017). When
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the drifting-snow scheme is switched on, MAR takes into account these processes
by prescribing different surface properties (fallen-snow density, metamorphism
and roughness length) than the parameterisations used in the version without
drifting-snow. For instance, the increase in snowpack cohesion is represented by
a progressive increase in density of the fresh snow reaching the surface replacing
the density equation (Eq. 2.4 presented above (Amory, 2020) while the paramet-
erisation of surface roughness depends on the temperature as proposed by Amory
et al. (2017).
An important limit of the current drifting-snow scheme implemented in
MAR is the non-distinction of the snow particles source between the surface
and the clouds. This means that MAR outputs with drifting snow prevent
analysis of changes resulting from separate trends in drifting-snow or cloud-
created precipitation. Furthermore, the drifting-snow contribution to surface
properties (density, grain sizes and shapes) is only assessed through an assumption
of its relative importance compared to cloud-created precipitation. Finally, MAR
assumes the same sedimentation velocity for both drifting and cloud-created snow
particles, while due to their smaller size, drifting-snow particles should have a
lower sedimentation velocity (Gallée et al., 2005) potentially underestimating their
residence time in the atmosphere and the related interactions. Future developments
of the drifting-snow scheme should therefore focus on this aspect. This requests
a radical modification of the previously described scheme to add an additional
hydrometeor, as already done in the future MAR version (Gallée, 2020).
2.1.4 Common set-up and versions
In this manuscript, two different versions of MAR adapted to the AIS are
used: the version 3.6.4 (described in Agosta et al. (2019)) for Ch. 4 and the
version 3.11 (presented in Kittel et al. (2020)) for Ch. 5 and Ch. 6. Furthermore,
Chapter 4 relies on a coarse resolution (50km) as a consequence of the large number
of simulations that were carried out while MAR simulations were performed at a
35km resolution for Ch. 5 and Ch. 6. A comparison of the results from these two
different versions (and resolutions) is presented in Ch. 3 and shows that the MAR
performances are similar across this manuscript despite using different resolutions
and versions.
The Antarctic topography, and ice/rock fractions are computed from the 1
km resolution digital elevation model Bedmap2 (Fretwell et al., 2013). The ice
43
2. Methods
mask is fixed and cannot evolve, meaning that changes in ice extent following for
instance an ice-shelf collapse are not represented. The same is true for surface
elevation that is assumed to remain constant in the absence of ice dynamics and
evolving topography. Therefore, feedbacks between the ice sheet geometry and
the atmosphere are not taken into account in our simulations. Finally, as the
drifting-snow scheme (Amory et al., 2020) was still under development when we
performed our simulations, it was not activated.
2.2 Large-scale forcings
Since MAR only represents a limited area, it has to be driven at its
boundaries by large-scale forcing fields to take into account the climate variability
outside of its integration domain. The model is forced by 6-hourly large-scale
forcing fields only at its atmospheric lateral boundaries (pressure, wind, specific
humidity, and temperature). The SSC are prescribed (SIC and SST) over the
whole integration domain, as well as wind and temperature) at the top of the
troposphere and in the stratosphere. A linear interpolation is made at each model
time step from the current forcing to the next one. In this manuscript, we used
two kinds of large-scale forcings: the reanalyses for hindcast (recent past and
present) simulations and GCMs or following their level of complexity, ESMs, for
projections. ESMs represent more climate processes than GCMs and especially
the carbon cycle. In the following, GCMs and ESMs will not be distinguished
and will be commonly designated as ESMs. While both reanalyses and ESMs
are used to force MAR over 1979 – present, ESMs only simulate meteorological
conditions representative of their corresponding climate at that time. This means
that a particular year from an ESM cannot be directly compared to the same year
in a reanalysis. The same applies to the study of inter-annual variability when
using the ESMs to study the climate before the availability of accurate reanalysis
forcings (i.e, in 1979 with the start of the satellite era).
2.2.1 Reanalyses
Reanalyses are produced through assimilation of observations into a general
circulation model to improve their representation of the actual Earth’s climate.
These observations include near-surface and vertical measurements and satellite
measurements revolutionising the observation system since 1979 (Bengtsson et al.,
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2004). However, the coverage of the AIS remains poor, even with satellites, partly
because of the harshness and remoteness of the environment, which makes it
difficult to install and maintain many observation stations, but also because of
the solar conditions (polar night) and the difficulty of differentiating clouds from
a snow-covered surface (Andersson, 2007; Bouchard et al., 2010). This results in
lower amounts of assimilated data compared to the Greenland Ice Sheet, which,
combined with the climatic isolation of Antarctica, introduces many uncertainties
into the reanalyses. They were therefore considered too uncertain before 1979
(Bromwich et al., 2007, 2011).
For simulating the recent past and present climate of the AIS, we used
two reanalyses of the European Centre for Medium-Range Weather Forecasts
(ECMWF): ERA-Interim and its successor ERA5.
The ERA-Interim reanalysis (Dee et al., 2011) has a horizontal resolution
0.75° (i.e. ∼30km × ∼88km km at 70°S) and 60 vertical levels from the surface
to 0.01 hPa. It is available from 1979 to 31 August 2019. ERA-Interim is often
considered as a reference reanalysis (e.g., Agosta et al., 2015; Barthel et al., 2020)
as it correctly represents the Antarctic climate (e.g., Bromwich et al., 2011; Huai
et al., 2019) and especially atmospheric circulation and moisture advection (Dufour
et al., 2019; Gossart et al., 2019) that are essential to force MAR. ERA-Interim
displays large biases in its representation of surface temperature (Fréville et al.,
2014) or interior precipitation (Bromwich et al., 2011). This however does not
influence MAR that produces its own independent results over the ice sheet interior
and generally below 500 hPa.
The ERA5 reanalysis (Hersbach et al., 2020), which is the latest generation
of ECMWF reanalyses, has replaced ERA-Interim in late 2019. It has higher
spatial ∼0.3° (i.e., ∼9 km x ∼27 km at 70°S) and vertical (137 levels versus
60) resolutions than ERA-Interim. The outputs are also available at a higher
temporal resolution. ERA5 is available from 1950 to near-real time, although
6-hourly forcing fields needed for MAR are only currently available starting from
1979 and initial results suggest that the reanalysis is not reliable before (Hersbach
et al., 2020). It uses an improved 4D-VAR assimilation as well as many more
observations than ERA-Interim. ERA5 has been shown to better represent the
average climate over the AIS than ERA-Interim (Gossart et al., 2019; Vignon
et al., 2019), even if this is not true for all climate parameters, especially on the
peninsula (Hillebrand et al., 2020).
ERA-Interim is used to force MAR in Ch. 4 over 1979–2015, while ERA-
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5 is used in Ch. 5 and Ch. 6 as a reference over 1979–2019. This however
has no influence on our results as highlighted in Ch. 3. (Agosta et al., 2019)
showed that forcing MAR with other reanalyses (JRA-55 (Kobayashi et al., 2015),
MERRA (Gelaro et al., 2017)) leads to similar results albeit regional and temporal
differences exist.
2.2.2 Earth-System Models
ESMs are complex climate models representing the Earth’s climate. They
consist of atmosphere and ocean general circulation models coupled together, and
for the most advanced ones, an additional biogeochemical component that enables
the representation of the carbon cycle. ESMs are mainly used to study the past
(before the observation/reanalysis/satellite era) and future climates.
In this thesis, we used ESM outputs from CMIP5 (Taylor et al., 2012) and
the ongoing 6th Phase (CMIP6, Eyring et al., 2016). Among others, CMIP6
relies on new emission scenarios and more sophisticated models. The CMIP6
models often have a higher resolution thanks to the increasing performance com-
puting resources (Haarsma et al., 2016) and the coupling between the different
components of the Earth-System has been improved (Eyring et al., 2016). We
only chose the scenarios of the largest increase in greenhouse-gas emissions from
CMIP5 (RCP8.5) and its updated version in CMIP6 (ssp585) in order to assess the
sensitivity of the Antarctic surface and overlying low atmosphere to the strongest
warming signals. These two scenarios have an equivalent global radiative forcing
of +8.5W m−2 by 2100, but differ in the prescription of the different anthro-
pogenic gas concentrations. Notable differences between CMIP5 RCP8.5 and
CMIP6 ssp585 are the projected land use changes and concentrations of individual
long-lived-greenhouse-gas species, potentially resulting in local differences in 21st
century warming, despite a similar global radiative forcing (O’Neill et al., 2016).
First analyses of the CMIP6 results revealed higher equilibrium climate sensit-
ivity (ECS, the steady-state global temperature increase for a doubling of CO2)
(Mauritsen et al., 2019; Voldoire et al., 2019; Meehl et al., 2020) likely due to
cloud feedbacks and cloud-aerosol interactions (Zelinka et al., 2020; Wyser et al.,
2020), suggesting warmer future climates. However, this higher climate sensitivity
is potentially not supported by paleo-climate records (Zhu et al., 2020). While
CMIP6 models seem to be more developed, the future climates they simulate are
therefore not more likely than CMIP5 climates. This highlights the need of using
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several forcing ESMs coming from both CMIP5 and CMIP6 experiments to study
the future Antarctic climate and capture the range of current uncertainties from
both extremes.
The selection of ESMs that were dynamically downscaled by MAR was
based on their ability to 1) represent the current climate (air temperature and
humidity, sea surface conditions, and large-scale circulation) around the AIS and
2) diversify the projected changes during the 21st century. These criteria ensure on
one hand, that the ESM biases will not have a prejudicial effect on the projections
since the present state determines future biases (Agosta et al., 2015; Krinner
and Flanner, 2018) and on the other hand that we assess the AIS response to
a wide range of projected temperature increases for a better quantification of
the future uncertainties. We therefore selected ESMs by comparing them to the
ECMWF reanalysis ERA5 (Hersbach et al., 2020) over the recent "historical"
period (1980–2004) following the method defined in Agosta et al. (2015) and
Barthel et al. (2020) for CMIP5, extended here to CMIP6 and applied only to the
Antarctic atmosphere. Large-scale forcing models were chosen among the CMIP5
and CMIP6 ESMs with available 6-hourly outputs as needed by MAR.
We selected two models in each of the two CMIP5 and CMIP6 ensembles:
- The Australian Community Climate and Earth-System Simulator (AC-
CESS1.3, Bi et al., 2013; Dix et al., 2013) (CMIP5). ACCESS1.3 has an atmo-
spheric horizontal resolution of 1.25° in latitude and 1.875° in longitude, using 38
vertical hybrid levels. The ocean component is run on a 1° tri-polar grid that has
a higher resolution south of 30°S (0.33° for the latitude). This provides a better
representation of the Southern Ocean (important in particular for representing the
climate of Australia).
- The Community Earth System Model 2 (CESM2, Danabasoglu et al., 2020)
(CMIP6). CESM2 uses a regular atmospheric grid (0.9° in latitude and 1.25° in
longitude) with 32 vertical levels. The horizontal resolution in latitude is 1.125°
while the resolution varies in longitude. Contrary to ACESS1.3, the resolution is
coarser in the Southern Hemisphere (∼0.53°) while it is highest over the equator
(0.27°).
- CNRM-CM6-1 (Voldoire et al., 2019) (CMIP6) is conjointly developed by
CNRM-GAME (Centre National de Recherches Météorologiques—Groupe d’études
de l’Atmosphère Météorologique) and Cerfacs (Centre Européen de Recherche et
de Formation Avancé). At the equator, the atmospheric resolution is ∼1.4° and
has 91 vertical levels. The ocean model (NEMO) benefits of an extended grid
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south of 67°S. This enables a better representation of the Antarctic coast and
interactions between the ocean and the ice shelves. The nominal resolution is 1°
with refinement in the tropics (∼0.33°).
- The Norwegian Earth System Model (NorESM1-M, Bentsen et al., 2013;
Iversen et al., 2013) (CMIP5). The atmospheric component resolution (1.9° in
latitude and 2.5° in longitude) has 26 atmospheric levels while the ocean has a
1.125° resolution grid at the equator.
Figure 2.2: Time series of the 90°S–60°S annual near-surface temperature anomaly (◦C)
between 1960 and 2100 compared to the present reference period (1981–2010) from both the
extreme high-emission scenarios RCP8.5 and ssp585. The thick blue and red lines represent
the mean annual warming from 28 CMIP5 and 34 CMIP6 ESMs. Thinner orange and blue
lines are for ESMs selected as boundary conditions for our regional climate model MAR:
CNRM-CM6-1 and CESM2 (CMIP6, ssp585) and NorESM1-M and ACCESS1-3 (CMIP5,
RCP85).
The Antarctic (90°S–60°S) near-surface warming they produce for RCP8.5
(CMIP5) and ssp585 (CMIP6) is shown in Fig. 2.2. ACCESS1.3 is the model that
best represents the present Antarctic climate compared to ERA-Interim (Agosta
et al., 2015), and is also among the best models when compared to ERA5 (Agosta
et al., in preparation). This ESM has a near-surface Antarctic warming close to
the CMIP6 multi-model mean (+5 ◦C). NorESM1-M projects a weaker Antarctic
atmospheric warming (+3.2 ◦C), Fig. 2.2) but a stronger ocean warming (Barthel
et al., 2020). CNRM-CM6-1 correctly represents the present Antarctic climate and
was among the first CMIP6 models available. This model also enables to assess the
AIS response to an extreme Antarctic warming (+8.5 ◦C) since it is the warmest
model over the AIS among the CMIP5 and CMIP6 ensembles at the end of the
21st century. CESM2 has a lower score than half of the CMIP5 and CMIP6 models
compared to ERA5 (Agosta et al., in preparation). Despite its modest ranking, it
was chosen due to its relatively detailed representation of polar-oriented processes,
early availability, and the frequent use of this model and its earlier version to study
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the AIS (e.g., Lenaerts et al., 2016; Fyke et al., 2017; Medley et al., 2018; Nowicki
et al., 2020). Its projected warming (+7.7 ◦C) is close to the mean warming
projected by CNRM-CM6-1. From this perspective, selecting both CESM2 and
CNRM-CM6-1 does not maximise the diversity of projected warmings at the end
of the 21st century preventing our selected ESM ensemble to be representative of
the mean CMIP5 and CMIP6 warming. However, selecting more ESMs with a
high ECS enables a better quantification of the sensitivity of the AIS in warmer
climates as significant changes were only projected to occur for strong warmings.
In that way, selecting CESM2 and CNRM-CM6-1 maximises the diversity in
atmospheric forcings (such as circulation and advection in humidity) associated
with future climates warmer than 7.5°C that are only projected by a few ESMs.
This then helps to better estimate the projected SMB changes and uncertainties
for large warmings.
2.3 Evaluation datasets
The harsh climate conditions and the remoteness of the AIS explain why
observations are only available recently, often discontinuous and for scarce locations
and limited periods of time. While few research bases were established around 1950,
the first International Geophysical Year (also known as the Third International
Polar Year) in 1957 marked the development of many permanent bases and
thus increased the number of available atmospheric measures. Accumulation
measurements using ice-coring techniques provide a large temporal coverage (up to
1 million years), but are only representative of one point and cannot necessarily be
used to study the recent or short-period variability (Eisen et al., 2008; Favier et al.,
2013). Annual stake networks (e.g., Agosta et al., 2013; Wang et al., 2017) and
extensive observation campaigns (e.g., Amory, 2020) have significantly increased
the measurement coverage of the ice sheet over the recent years.
Two main databases are used over the AIS to evaluate climate models:
Favier et al. (2013) which is a quality controlled SMB observation compilation
and the READER climate database Turner (2004) that gather monthly near-
surface climate observations. The latest only enables to evaluate mean climatic
conditions simulated by the models. However determining climate processes such
as intense sporadic episodes of snow accumulation and erosion (Souverijns et al.,
2018; Amory, 2020), or short-lived melt events (Kuipers Munneke et al., 2018;
Wille et al., 2019) occur on a much finer time scale. This highlights the necessity
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to assess the model ability to represent near-surface (meteorological) conditions
at least on a daily basis. For the moment, most model evaluations have not
reconciled high-temporal resolution near-surface (meteorological) conditions and
SMB aspects focusing exclusively on SMB (e.g., Agosta et al., 2013) or relying only
on a few high-temporal near-surface observations in additions to SMB observations
(e.g., Lenaerts and Van den Broeke, 2012; Van Wessem et al., 2018).
2.3.1 Near-surface observation database
As there was no reliable near-surface observation database at a high tem-
poral resolution, we have compiled observations of surface pressure, near-surface
temperature and wind speed from 303 (automatic) weather stations (AWS) not-
ably collected by the Alfred-Wegner-Institut (AWI), the Antarctic Meteorological
Research Center (AMRC), the Australian Antarctic Division Glaciology Program
(AAD), the British Antarctic Survey (BAS), the International Polar Foundation,
the Institute for Marine and Atmospheric research Utrecht (IMAU, (Van Wessem
et al., 2014a; Jakobs et al., 2020), the Institut des Géosciences de l’Environnement
(IGE) and Institut Polaire Français Institut Paul-Emile Victor (IPEV) (Amory,
2020), the Italian Antarctic Research Programme (ITA), and the POLENET pro-
gram (http://polenet.org, last accessed: 02/12/2020). Furthermore, some weather
stations also record radiative flux and relative humidity observations. Part of this
data was used in the READER database (Turner, 2004).
The original data were sampled at different time steps (sub-hourly, hourly or
3-hourly) and were then averaged into daily values. We discarded daily averages
computed from less than 75% of the original sub-daily values that were considered
as not representative of the entire measurement day (UTC). Although the original
data were often subjected to quality checks, we found remaining suspicious meas-
urements (sudden discontinuity in pressure and temperature, temperature values
capped to the lower bound of the measurement range during the whole winter sea-
son, null mean wind speed, etc) resulting from icing or more generally instrument
malfunction. In that case, all observations from these AWS were removed from the
database (Table A.1 lists the spurious parameters for each AWS) leading to 267
checked AWS including 27 AWS recording radiative flux and/or accurate relative
humidity (Table A.2, Table A.3, Table A.4,Table A.5). Furthermore, wind-speed
observations of 0 m s−1 for day-long periods were occasionally recorded, likely due
to sensor riming and were then considered as no data for these days. We also
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Figure 2.3: Location of SMB (blue) and AWS observations used in this thesis. AWS that
measure only measure near-surface pressure, temperature and wind speed are represented
by orange dots while the AWS that also contained relative humidity and radiative fluxes
data are in red. Note D47 (green) that also measures relative humidity but not the radiative
fluxes.
discarded episodic values of longwave radiation following van den Broeke et al.
(2004). In particular, this homogenous and quality-control database has already
been used in Donat-Magnin et al. (2020b); Mottram et al. (2020); Kittel et al.
(2020) and several other submitted papers. Note that the dataset might still
contain biased measurements due to undetected failures such as burial of instru-
ments by snow, battery failure or tilting, highlighting the difficulties involved in
collecting data in extreme Antarctic conditions.
Since we aim at comparing simulations using two resolutions (50 km and 35
km), we only retained for the evaluation stations belonging to the common ice
mask (ie., that correspond to an ice-sheet pixel in both simulations) and having
a difference in elevation lower than 500 m with the model in each simulation,
leading to the use of 215 AWS presented on Fig. 2.3 and indicated with ∗ in
Table A.2, Table A.3, Table A.4, Table A.5. The modelled surface pressure,
near-surface, temperature, wind speed and relative humidity, and radiative fluxes,
as well as the model elevation, are computed using a four-nearest inverse-distance-
weighted method that interpolates model values to the AWS location. Finally, the
vertical model level closest to the surface (2 m in our simulations) is used for all
comparisons with the near-surface observations, since the measurement height of
the observations is not always known.
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2.3.2 Surface mass balance observation database
For evaluating the SMB simulated by MAR, we used the GLACIO-CLIM
SAMBA database (Favier et al., 2013) which contains three levels of quality-
controlled data: full data-base (5548 observations), “A”-rated observations (3539)
and model-evaluation (3243). This highest confidence level that is used here
discards observations whose altitude is too far away from a digital elevation
reference model. In addition, the database has been updated in an attempt to
maintain the same level of control with transect observations presented in Wang
et al. (2016) and yearly values of ice cores used in Thomas et al. (2017). The
radar measurements published by Medley et al. (2014) are not included as they
are indirect measurements of SMB (see Favier et al. (2013)). We then compare
the SMB simulated by MAR to an original dataset of around 7136 observations
representing various time periods and covering a wide range of locations across the
ice sheet.
In the same way as for the AWS comparison, we do not directly compare
MAR-modelled SMB values to the observations. The method was developed
in Agosta et al. (2019) and improved for the SMB model intercomparison from
several RCMs over the AIS in Mottram et al. (2020). The modelled and observed
SMB values are computed in 4 steps. The observations are firstly selected if they
correspond to an ice-sheet pixel in the reference ice mask. Furthermore, we only
selected SMB observations between 1950 to 2019. These conditions reduced the
total number of observations used in the comparison to 3049. Observations between
1950 and 1981, or 2015 and 2019 not fully included in the common modelling
period (ie., 1981 to 2015), were used for evaluation only if they covered more than
5 years. These 1643 SMB observations are compared to modelled values averaged
over the common modelling period in order to compute a climatological mean while
we averaged modelled SMB values over the exact same period for the observations
between 1981 to 2015 (1406 observations). Secondly, the original modelled SMB
values are interpolated to the observation location using a four-nearest inverse-
distance-weighted method (as for AWS). Thirdly, all the interpolated SMB values
contained in a same grid cell from the reference mask grid are averaged, as well
as the observations for finally creating 780 comparison pairs. These steps ensure
a fair comparison for each simulation taking into account the benefit of using
a higher resolution, but also reducing the very high spatial variability (<1km
and even smaller than 10 m with the presence of sastrugis (Eisen et al., 2008;
Agosta et al., 2012)) of the observed SMB that cannot be represented by MAR.
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As SMB observations are not evenly distributed over the ice sheet, the comparison
statistics may be artificially influenced by over- and/or under-sampled regions. In
this evaluation, we used the MAR grid at 35km as a reference mask.
2.3.3 Melt estimates
The amount of surface melt water is relatively low over the present climate,
but is expected to increase in the (near) future and may therefore become an
important surface process. Furthermore, it has been considered as a major
source of model discrepancies over the Greenland Ice Sheet (Fettweis et al., 2020)
highlighting the needs of evaluating the melt simulated by MAR despite relatively
low present values. However, melt production cannot be directly measured so
that we rely on different indirect products such as satellite-based or AWS-forced
estimates. Using surface brightness temperatures (Picard and Fily, 2006) or multi-
spectral combinaisons (Moussavi et al., 2020), satellites can detect whether the
surface is melting while radar backscatter signal can be used to determine the melt
intensity or more exactly the quantity of liquid water at the surface (Trusel et al.,
2012). Trusel et al. (2013) have then derived melt volume estimates by linking
radar backscatter attenuations with an energy balance model. Nevertheless, this
kind of products rely on several hypotheses related to the satellite signal treatment
or the energy balance model. Rather than satellite, we therefore used the AWS-
forced energy-balance-model melt estimates presented in Jakobs et al. (2020).
Even if they might be of local significance, they are at least affected by a lower
level of uncertainty than satellite-derived products.
By inducing temperature biases, elevation differences between the AWS and
MAR can have a strong prejudicial influence on the melt evaluation. Since applying
a criterion on common modeling periods and elevation differences between all the
grids would result in a too drastic reduction of the number of comparisons, we
carry out individual comparisons for each simulation by selectionning AWS-derived







This chapter presents an exhaustive evaluation of MAR results over the
AIS against a set of near-surface meteorological observations as well as SMB and
melt data. While MAR results have been compared to both AWS and SMB
measurements along with the development of the latest version over the last few
years, most available comparisons in the literature primarily focused on one of
these aspects at the expense of the other (see for instance Gallée et al. (2013);
Amory et al. (2015) for comparaisons against AWS observations only and Kittel
et al. (2018); Agosta et al. (2019) for comparaisons against SMB observations only).
For this reason, the evaluation proposed here simultaneously focuses on each of
these aspects for the results of MARv3.11 forced by the most recent ECMWF
reanalysis (ERA5), which are currently the new (MAR) reference over the AIS.
Furthermore, this evaluation is at least, if not more, equally comprehensive as
recent evaluations of other RCMs such as RACMO (Van Wessem et al., 2018)
or COSMO (Souverijns et al., 2019). The dataset that was gathered during this
thesis consists of daily (instead of commonly-used monthly), quality-(re)controlled
AWS data (up to 267 locations scattered over the AIS), including new observations
recently made available (radiative fluxes, relative humidity, melt rates). It has
been partly used in the recent comparisons of Mottram et al. (2020) which is
based on the evaluation method reported here, i.e. a combined evaluation of the
(near)-surface climate, surface melt and SMB simulated by the model that enable
a robust characterisation of RCM results and possible regional variability in its
performance.
Finally, this is also an opportunity to prove the consistency of our results
with changing model versions (v3.6.4 vs 3.11), resolutions (50 km vs 35 km), and
forcings (ERA-Interim vs ERA5) throughout these 4 years of research. In order to
enable a more direct comparison and the understanding of the effect of each factor,
the results from Agosta et al. (2019), who used MARv3.6.4 at 35 km resolution and
forced by ERA-Interim, are added in the comparison. In the same way, we forced
MARv3.11 at 35 km by ERA-Interim. The chapter is divided into 3 parts: the
model results are first evaluated against near-surface climate observations (near-
surface pressure, air temperature, wind speed, air relative humidity, and surface
radiative fluxes), then against SMB data, and finally against melt estimates.
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Figure 3.1: Taylor diagrams illustrating the model performances compared to daily obser-
vations of surface pressure (a), near-surface temperature (b), and near-surface wind speeds
(c) over the AIS. The horizontal and vertical axes represent the observed and modelled stand-
ard deviations, the dashed line in bold shows the standard deviation of the observations. The
correlation between the models and the observations is measured by the angle with the x-axis
while the CRMSE is represented by the curved lines in light grey. Finally, the centered Root
Mean Squared Error (CRMSE) is represented by the curved lines in light grey. The units
of standard deviation, CRMSE, mean bias and mean of the observations are the same (hPa
for near-surface pressure, ◦C for near-surface temperature, and m s−1 for near-sirface wind
speed). The closer a model is to the observations (black star) the better it is.
3.1 Near-surface climate
3.1.1 Near-surface pressure
All the MAR configurations correctly reproduce the near-surface pressure
over the ice sheet (r > 0.96, Fig. 3.1). While local mean biases can differ
according to differences in elevation, the evaluation reveals an overall similar
model performance for the different simulations thanks to the use of the same
nudging method adapted to each domain size and configuration. Despite this
nudging, MAR struggles to represent near-surface pressure over the Ross Ice Shelf
and the sector of McMurdo as the correlations drop between 0.89 and 0.94 for
each configuration (not shown).
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Table 3.1: Mean bias, Root Mean Squared Error (RMSE), Centered Root Mean
Squared Error (CRMSE), and correlation between daily observations and MARv3.11ERA5,
MARv3.11ERAI, MARv3.635km−ERAI, and MARv3.650km−ERAI. Annual, summer (DJF),
and winter (JJA) statistics are given for the near-surface temperature (◦C), the near-surface
wind speed (m s−1), the shortwave downward and upward radiative flux (SWD and SWU)
(Wm−2) , and the longwave downward and upward radiative flux (LWD and LWU) (Wm−2)
over 1980–2015, i.e the common modelled period.
Annual Summer Winter
Mean bias RMSE CRMSE Correlation Mean bias RMSE CRMSE Correlation Mean bias RMSE CRMSE Correlation
MARv3.11ERA5 0.80 4.30 3.28 0.94 0.27 2.99 2.21 0.84 1.26 4.92 3.55 0.86
Temperature MARv3.11ERAI 0.79 4.31 3.30 0.94 0.28 2.99 2.21 0.84 1.24 4.92 3.57 0.86
(◦C) MARv3.635km−ERAI -1.97 4.56 3.37 0.94 -2.05 3.53 2.18 0.85 -1.77 5.08 3.72
MARv3.650km−ERAI -2.35 4.91 3.51 0.93 -2.40 3.65 2.22 0.85 -2.10 5.47 3.94 0.83
Mean obs 1980–2015 -22.92 -11.72 -30.75
Standard obs 1980–2015 9.70 4.34 7.00
MARv3.11ERA5 -0.55 3.06 2.58 0.71 -0.70 2.50 2.09 0.68 -0.34 3.43 2.84 0.70
Wind speed MARv3.11ERAI -0.57 3.07 2.59 0.70 -0.70 2.52 2.10 0.68 -0.36 3.44 2.84 0.70
MARv3.635km−ERAI 1.31 3.39 2.68 0.69 0.44 2.47 2.07 0.70 2.06 2.47 2.07 0.69
(m s−1) MARv3.650km−ERAI 1.03 3.37 2.80 0.66 0.29 2.52 2.15 0.66 1.71 3.98 3.07 0.65
Mean obs 1980–2015 6.40 5.35 7.01
Standard obs 1980–2015 3.61 2.86 3.94
MARv3.11ERA5 9.40 14.93 9.38 0.23 5.81 10.74 7.73 0.37 11.38 16.78 8.45 0.22
Relative MARv3.11ERAI 9.54 14.97 9.33 0.23 6.04 10.79 7.80 0.37 11.46 16.80 8.42 0.21
Humidity MARv3.635km−ERAI 9.03 15.23 9.34 0.22 11.21 7.73 7.47 0.32 10.51 17.01 8.65 0.32
(%) MARv3.650km−ERAI 8.09 15.03 9.35 0.26 5.94 11.22 7.68 0.38 9.32 16.93 8.93 0.22
Mean obs 1980–2015 81.41 82.09 81.38
Standard obs 1980–2015 8.70 7.47 8.35
MARv3.11ERA5 -10.70 36.16 32.02 0.98 -6.88 48.83 39.63 0.88 / / / /
SWD MARv3.11ERAI -11.68 36.81 32.30 0.98 -8.64 49.46 39.77 0.88 / / / /
(Wm−2) MARv3.635km−ERAI 2.41 33.21 29.97 0.98 2.41 47.69 36.82 0.90 / / / /
MARv3.650km−ERAI 2.31 33.36 30.18 0.98 11.95 47.94 37.37 0.89 / / / /
Mean obs 1980–2015 168.08 320.81 /
Standard obs 1980–2015 147.64 88.96 /
MARv3.11ERA5 -12.44 26.61 22.52 0.98 -12.98 34.34 27.38 0.91 / / / /
SWU MARv3.11ERAI -13.12 27.28 22.90 0.98 -14.34 35.13 27.59 0.90 / / / /
(Wm−2) MARv3.635km−ERAI -4.42 21.20 19.39 0.99 -1.97 29.49 24.87 0.92 / / / /
MARv3.650km−ERAI -3.91 21.26 19.56 0.98 -1.10 47.94 37.37 0.89 / / / /
Mean obs 1980–2015 134.96 266.16 /
Standard obs 1980–2015 121.40 68.94 /
MARv3.11ERA5 -9.93 26.54 22.49 0.78 -15.06 29.03 22.82 0.62 -8.17 24.70 20.62 0.78
LWD MARv3.11ERAI -9.41 26.41 22.53 0.78 -14.14 28.46 22.77 0.62 -7.78 24.93 20.81 0.77
(Wm−2) MARv3.635km−ERAI -25.58 36.21 21.48 0.79 -28.82 34.21 21.48 0.68 -23.68 32.04 19.75 0.77
MARv3.650km−ERAI -25.34 34.47 22.11 0.78 -28.22 36.14 20.89 0.66 -24.01 33.06 20.89 0.75
Mean obs 1980–2015 182.89 206.15 162.20
Standard obs 1980–2015 35.46 28.09 29.79
MARv3.11ERA5 -40.94 49.74 26.97 0.70 -61.39 65.12 20.99 0.48 -28.71 37.36 22.33 0.70
LWU MARv3.11ERAI -40.39 49.14 26.75 0.70 -60.39 64.01 20.61 0.50 -28.32 37.15 22.40 0.72
(Wm−2) MARv3.635km−ERAI -56.86 62.62 24.96 0.73 -75.40 78.07 19.73 0.60 -44.36 49.44 20.38 0.73
MARv3.650km−ERAI -56.66 62.44 25.05 0.73 -74.58 77.46 19.50 0.57 -44.71 49.96 21.12 0.71
Mean obs 1980–2015 216.41 255.59 190.24
Standard obs 1980–2015 35.35 17.47 23.18
3.1.2 Near-surface temperature
The mean near-surface temperature simulated by MARv3.11 forced by ERA5
is 0.8 ◦C higher than the observation (Table 3.1). This mean bias masks a seasonal
contrast in the model behavior. The overestimation is more pronounced in winter
(+1.3 ◦C) than in summer (+0.3 ◦C) and in the same way, the centered root mean
squared error (CRMSE) is higher in winter (3.5 ◦C) than in summer (2.2 ◦C).
Beyond seasonal differences, MARv3.11 overestimates low mean temperatures
(especially in winter or over the plateau in East Antarctica) while it slightly
underestimates the high temperatures close to 0 ◦C notably over the Peninsula
where the comparison reveals a negative bias (Figs. 3.2 and B.1).
MAR performs less well over the Peninsula and over the Ross Ice Shelf. The
35 km resolution used in this configuration is too coarse to correctly represent
the sharp topography variations and their inherent influence on the atmospheric
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Figure 3.2: Mean annual near-surface temperature biases for MARv3.11 forced by ERA5
(a) and ERA-Interim (b) at 35 km, MARv3.6 forced by ERA-Interim at 50 km(b) and 35 km
(d) for each AWS (Units: ◦C). The subplots a and b are the configurations used in this




dynamics (as the Foehn effect). While MARv3.11 does not correctly represent the
pressure variation in summer over the Ross Ice Shelf, the near-surface temperatures
are better modelled in summer than in winter, when they are too high (Fig. B.1).
This feature could be linked to the proximity of the Transantarctic Mountains
and valleys where the katabatic flow is topographically channeled and affects the
climate of the Ross Ice Shelf and the McMurdo sector. The coarse resolution
does not properly account for the orographic roughness potentially leading to
temperature biases (Jourdain and Gallée, 2011). These authors have developed a
parameterisation in MAR representing the subgrid orographic roughness improving
the comparison with the near-surface observations. It was however not activated
in our configurations as this parameterisation requests a special tuning for each
resolution and domain extension (Jourdain and Gallée, 2011).
While MARv3.11 simulates too high near-surface temperature with both
ERA-Interim and ERA-5 forcings (mean bias of +0.8 ◦C for both simulation),
MARv3.6 at 50 km forced by ERA-Interim has a negative bias of -2.3 ◦C. This
is specific to the version as MARv3.6 at 35 km reveals a similar bias (-2.0 ◦C).
MARv3.6 simulates a lower positive bias over the plateau compared to MARv3.11
in winter but simulates lower temperature over the ice-sheet margins (Fig. 3.2).
CRMSE is only slightly reduced in MARv3.11. The most significant differences
occur on the Ross Ice Shelf where MARv3.11 forced by ERA5 overestimates the
near-surface temperature by +1.6 ◦C while MARv3.6 underestimates it by -2.8 ◦C.
The dispersion of the temperatures biases in MARv3.6 is similar to MARv3.11 but
is shifted towards low temperature while temperatures between -40 ◦C and -20 ◦C
are still overestimated (Fig. B.2).
Apart from the biases mentioned above, the results over the whole ice sheet
are similar for both simulations used in this manuscript. They are only slightly
improved by using the more recent model version, forcing and higher resolution.
Finally, the evaluation suggests that there is no influence of using ERA5 instead
of ERA-Interim as MAR forcing to simulate the near-surface temperature.
3.1.3 Near-surface wind speed
Compared to the two previous variables, MARv3.11 simulates the near-
surface wind speed with less accuracy, as the Root Mean Squared Error (RMSE)
equals almost 70% of the observed variability and the correlation is 0.71, in
agreement with Delhasse et al. (2019) that showed a worse comparison for the
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wind over Greenland. On average, MARv3.11 underestimates observed wind speeds
(-0.3 m s−1 in winter and -0.7 m s−1 in summer; Table 3.1) even it can locally
overestimates the mean wind speed (Fig. 3.3). The negative bias results from
the underestimation of high wind speeds, although low wind speeds are generally
overestimated. MARv3.11 uses a constant value of z0m (1 mm) that is more
representative of aerodynamically rough surfaces generally encountered in coastal
areas or when the wind direction and microrelief are of crosswise orientations
(Amory et al., 2017). This is however not necessarily valid for the entirety of
the continent as persistent katabatic winds generally create optimally streamlined
shapes through erosion in the preferential directional range, consequently reducing
the drag effect and z0m (Amory et al., 2016). Overestimating z0m results in a
wind-retarding effect, which seems particularly pronounced at high wind speeds
in MARv3.11, explaining the general negative wind-speed bias. As discussed
by (Amory et al., 2020), the local turbulence scheme of MAR is adapted for
stable atmospheric conditions in which small and short-lived eddies can develop.
The model thus likely struggles to represent neutral atmospheric conditions in
which large eddies of the height of the boundary layer can entrain momentum
from higher atmospheric levels to the surface and generates near-surface wind
gusts. The influence of a too low resolution through a coarse representation of the
topography is also likely to be influential as it leads to a misrepresentation of the
channeling of katabatic winds in topographic depressions where the near-surface
flow can locally accelerate (Parish and Bromwich, 2007).
While MARv3.11 underestimates the mean near-surface wind speed, MARv3.6
overestimates it. This difference could be explained by the temperature and the
surface roughness prescription. The fixed value of surface roughness in MARv3.11
corresponds to the higher bound of the parameterisation in MARv3.6 in which z0m
is computed as a function of air temperature (Agosta et al., 2019) slowing down
the wind in MARv3.11 relative to the former model version. Finally, the underes-
timation of the near-surface temperature in MARv3.6 affects the representation of
z0m by artificially capping it to lower values.
3.1.4 Near-surface relative humidity
The evaluation reveals a poor representation of the near-surface relative
humidity by MARv3.11 even though it has been slightly improved compared to
MARv3.6 as a consequence of the reduction of the temperature bias (Table 3.1).
61
3. Evaluation
Figure 3.3: Mean annual near-surface wind-speed biases for MARv3.11 forced by ERA5
(a) and ERA-Interim (b) at 35 km, MARv3.6 forced by ERA-Interim at 50 km(b) and 35 km
(d) for each AWS (Units: m s−1). The subplots a and b are the configurations used in this




The error is considered to be significant since the RMSE is larger than the observed
variability. This is not surprising as all the MAR configurations evaluated here do
not represent drifting snow knowing that the sublimation of drifting-snow particles
strongly influences the humidity budget of the air (Amory and Kittel, 2019) and
controls the seasonal cycle in relative humidity in drifting-snow areas (Le Toumelin
et al., 2020).
3.1.5 Radiative fluxes
MARv3.11 underestimates SWD in summer and LWD throughout the year
(Table 3.1). SWD is underestimated by -6.9 Wm−2 with a mean RMSE reach-
ing ∼44% of the observed variability (Table 3.1). As SWU are even more
underestimated (-12.4 m−2), the model likely underestimates also the snow/ice
albedo. Figure 3.4 illustrates the mean SWN bias (computed as the difference
in mean SWD and SWU biases). Positive values represent situations where
MeanbiasSWD > MeanbiasSWU , i.e the surface absorbs more shortwave energy
suggesting an underestimation of the albedo. On the opposite, negative values
in mean SWN biases (MeanbiasSWD < MeanbiasSWU) suggest an overestimation
of the albedo as the surface reflects too much incoming energy. The albedo is
underestimated over the ice shelves and most of low and middle elevations (below
3000 masl), except at Princess Elisabeth station, while it is overestimated at
high-elevation locations. MARv3.11 also underestimates LWD by -9.9 Wm−2,
but the bias is stronger in summer (-15.1 Wm−2) than in winter (-8.2 Wm−2).
The reproduction of the LWD variability is also less good in summer (r = 0.62)
than in winter (r = 0.78). Note that MAR better reproduces the SWD variations
compared to LWD, but this statistics is biased due to the natural cycle of SWD
(null winter values) artificially increasing the ability of MAR to reproduce SWD
variations. On the opposite, the LWD simulation involves more physical aspects
of the code (atmosphere temperature, humidity content, and clouds). The com-
parison also reveals a negative bias in LWU for all the stations indicating that the
modelled surface temperature is underestimated. The underestimation in LWD by
MAR has also been highlighted over the Greenland Ice Sheet (e.g., Fettweis et al.,
2017; Delhasse et al., 2019).
The underestimation of both SWD and LWD suggests biases in the cloud
microphysics scheme (misrepresentation of the different atmospheric water spe-
cies and related distribution) and/or in the radiative scheme itself (genesis and
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Figure 3.4: Mean annual shortwave net biases for MARv3.11 forced by ERA5 (a) and
ERA-Interim (b) at 35 km, MARv3.6 forced by ERA-Interim at 50 km(b) and 35 km (d)
for each AWS (Units: Wm−2). The subplots a and b are the configurations used in this




interactions of radiation with the aerosols, greenhouse gases and cloud particles).
As described in Ch. 2, MAR uses the same radiative scheme than the ERA-40
reanalysis (Uppala et al., 2005), which is now outdated (Morcrette et al., 2008;
Hersbach et al., 2020) and is likely to be responsible for most biases (Delhasse
et al., 2019). Furthermore, the cloud scheme in MAR relies on a one-moment
scheme that represents the evolutions of the mixing ratio (and two moments for
the ice crystal particles) involving a simplified parameterisation of the particle
distributions. Using a two-moment scheme for all the hydrometeors would likely
improve the model results (Morrison et al., 2005; Morrison and Pinto, 2005).
Another potential aspect for the underestimation of the LWD is the drifting snow,
neglected here, that has been proved to reduce the negative bias in MAR (Le Tou-
melin et al., 2020). Finally, it is worth mentioning that the measurements may be
still biased in particular by riming on the radiometer despite the strict selection
procedure following van den Broeke et al. (2004), or be only representative of
too local conditions that the model could not represent due to its relative coarse
resolution. The lower amount of measurements for the radiative fluxes compared
to the other meteorological variables contributes to the uncertainty related to
potential measurement errors and inferred model performance.
Since the near-surface air temperatures in winter and/or over the plateau
simulated by MAR are too high despite too little incoming energy, MAR likely
have compensating biases elsewhere in the model physics. The energy budget at
the surface of the AIS essentially results from the equilibrium between the radiative
and the turbulent (latent and sensible) fluxes. Although difficult to measure, it is
likely that a misrepresentation of these turbulent fluxes compensates for errors in
the radiative fluxes. As highlighted by Hofer et al. (2019); Mattingly et al. (2020),
biases in the radiative scheme seem significant compared to the radiative forcing
due to the present and future increase in greenhouse-gas concentration. Despite
the good results of MAR for representing the near-surface temperature variability
and trend, future developments of the model should focus on the improvement of
the representation of radiative fluxes, including for instance the implementation
of a more recent radiative scheme such as EcRad developed at the ECMWF and
used to produce the ERA5 reanalysis (Hersbach et al., 2020).
MARv3.6 overestimates SWD in summer (+11.9 Wm−2 for the configuration
at 50 km forced by ERA-Interim) while strongly underestimates the mean annual
LWD (-25.3 Wm−2 for the same configuration). This underestimation of LWD,
also occurring in winter, explains the negative biases in near-surface temperature
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in MARv3.6 and differences with MARv3.11 (where the underestimation is weaker,
see Table 3.1). The calibration of MARv3.11 over Antarctica revealed a small
loss of water mass in MARv3.6 leading to the removal of clouds in the highest
cloud layer. Differences in cloud representation partly explain the difference in
simulated LWD between MARv3.6 and MARv3.11. Furthermore, major efforts
between these two versions have been made to improve the cloud lifetime (Delhasse
et al., 2019), which reduces the bias in LWD but also results in a reduction of
the incoming SWD. However, remaining biases in LWD could be related to an
underestimation of liquid-containing clouds in MAR (Hofer et al., 2019; Mattingly
et al., 2020) likely due to a too fast conversion in the clouds of liquid into ice
particles. The next stages of development and evaluation should therefore also
address the microphysical properties of clouds in MAR.
3.2 Surface mass balance
The comparison between MARv3.11 forced by ERA5 and the observed SMB
reveals a mean bias of -1 kg m−2 yr−1 corresponding to less than 1% of the mean
observed SMB, and a RMSE of 79 kg m−2 yr−1 (Fig. 3.5). Figure 3.7 highlights
that MAR does not present any systematic spatial bias but shows an alternance of
negative and positive biases that has been related to the absence of drifting-snow
and the curvature of the topography (Agosta et al., 2019). The comparison is
further done using elevation classes to make the results clearer and to limit the
influence of undersampled areas. Note that negative values were removed from
the scatter plots shown by elevation classes (Fig. 3.6) and the statistical indicator
using logarithmic value (rlog, the correlation computed on the logarithm of SMB
values), but are retained in the other indicators using the original populations.
MAR tends to overestimate (underestimate) low (high) accumulation values
in every elevation class. Over the ice shelves, MARv3.11 underestimates the SMB
by 15 kg m−2 yr−1 (i.e, -8%) but this is mainly explained by one location (Fig. 3.6).
The SMB simulated by MAR over the grounded margins (0-1200 masl) is too
high (6 kg m−2 yr−1 or 3%). This is also the case for the 1200 masl – 2200 masl
range (+14 kg m−2 yr−1 or 6%) where the RMSE nearly equals the variability of
the observations (114 kg m−2 yr−1 vs 126 kg m−2 yr−1, i.e 90% of the observation
variability) indicating a lower model performance. This overderestimation can
be attributed to the absence of drifting-snow (including surface erosion and
atmospheric sublimation) in these MAR simulations as this process mainly occurs
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Figure 3.5: Comparison of the SMB modeled by MARv3.11 at 35 km forced by ERA5
(blue), ERA-Interim (red), MARv3.6 forced by ERA-Interim at 50 km (green) and at 35 km
(orange) to SMB observations. A. Mean SMB observation value (kgm−2 yr−1) for each
elevation class. Number of comparison pairs per class is also indicated. B. mean biases (%
of the mean class-averaged SMB), C. RMSE (% of the class standard deviation SMB), and
D. correlation for each elevation class
over the marginal slopes below 2000 masl (Lenaerts and Van den Broeke, 2012;
Palm et al., 2017, 2018). Between 2200 masl and 2800 masl, MAR underestimates
the accumulation (-10 kg m−2 yr−1 or -10%) but strongly overestimates the low
values of SMB (Fig. 3.6). The MAR performance is worse for the elevation range
between 2800 masl and 3400 masl with a high RMSE (23 kg m−2 yr−1 or 88%)
and low correlations (r = 0.57 and rlog = 0.55). This could be related to local
misrepresentations of latent heat fluxes (and associated deposition or sublimation)
or snowfall advection and should be more investigated as the reason remains
unclear. For the highest-elevation class, MARv3.11 correctly represents the mean
accumulation (mean bias= 0 kg m−2 yr−1) and results are similar to lower-elevation
classes, highlighting the singularity of the previous class. Despite the mentioned
discrepancies, all the mean differences between MARv3.11 and the observation are
not significant (pvalue > 0.05, Welch’s t-test) illustrating the overall good ability
of MAR to reproduce the mean SMB of each elevation class.
Figure 3.5 reveals that MARv3.6 at 50 km has less good results than the
other configurations over the ice shelves. This is likely due to the coarse resolution
that does not correctly represent these narrow areas and the processes occurring
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Figure 3.6: Comparison between MARv3.11 and observed SMB (kgm−2 yr−1) over the ice
shelves and by elevation classes. Due to the use of logarithmic axes, only positive values for
the observed and modelled SMB from all the MAR simulations are used (number for each
bin N). Finally, the correlation coefficient based on logarithmic values is also shown (rlog).
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there such as precipitations and interactions with katabatics winds or topography.
Between 1200 masl and 2200 masl, MARv3.6 (35 km) forced by ERA-Interim
has a lower RMSE and positive bias than MARv3.11 forced by ERA-5 despite
the fact that using ERA-Interim seems to increase this bias as suggested by the
higher bias when MARv3.11 is forced by these reanalyse. For higher-elevation
classes (2800 masl–3400 masl and 3400 masl to the summit), MARv3.6 (both
resolutions) results are less accurate. While MARv3.6 overestimates the SMB for
these high elevations, the changes in the representation of the cloud-life time and
sedimentation velocity of hydrometeors in more recent versions has reduced this
bias. Snowfall in MARv3.11 is higher over the margins (explaining the positive
bias up to 2200 masl) while it can intrude further inlands in MARv3.6 due to
reduced sedimentation velocity. Note that the mean SMB modelled by MARv3.6
above 3400 masl significantly differs with the mean observed SMB (pvalue = 0.01
for MARv3.6 at 50 km and pvalue = 0.02 for MARv3.6 at 35 km) highlighting the
improvements in MARv3.11.
3.3 Melt
MARv3.11 simulates more melt over the Peninsula, and less melt over the
Queen Maud Land than the AWS-forced estimates from Jakobs et al. (2020)
(Fig. 3.8). This could suggest that MAR overestimates melt at locations where
melt is strong and underestimates it where it is weak. Due to the snow-melt albedo
feedback, biases in melt are strengthened: if MAR overestimates the melting,
stronger biases can be expected and conversely when MAR underestimates it.
However, as the comparison is based on a small sample of data, no definitive
conclusion can be drawn about a weak-strong melt contrast or whether it is only
a regional bias. Furthermore, the data used for the comparison are partially
obtained from a Surface Energy Balance model (i.e., dependent on a small amount
of assumptions and parameterisations with its own biases), so this comparison
must be regarded as an evaluation of the plausibility of the model results rather
than the real model performance.
The excess of melt over the Peninsula is linked to the overestimation of SWN
(Fig. 3.4) in summer (combinaison of higher SWD and too low albedo). It increases
melt that is further enhanced by the snow-melt albedo feedback. Furthermore,
the near-surface air temperatures simulated by MAR during summer are too high
over the eastern side of the Peninsula (Fig. 3.2) which could also suggest stronger
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Figure 3.7: Mean annual SMB biases for MARv3.11 forced by ERA5 (a) and ERA-
Interim (b) at 35 km, MARv3.6 forced by ERA-Interim at 50 km(b) and 35 km (d)
(Units: kgm−2 yr−1). The subplots a and b are the configurations used in this manuscript




Figure 3.8: Comparison between MAR annual melt (kgm−2 yr−1) and AWS-forced melt
estimates modelled by Jakobs et al. (2020) (kgm−2 yr−1) at 9 AWS locations for MARv3.11
forced by ERA5 (a) and ERA-Interim (b) at 35 km, MARv3.6 forced by ERA-Interim at
50 km (b) and 35 km (d). The subplots a and b are the configurations used in this ma-
nuscript while c and d enables a comparison between the different resolutions, forcings and
configurations (see Fig. B.4 for the locations of the AWS).
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sensible flux also increasing melt (and contributing to enhance the absorption of
SWD). Foehn effects advect warm air and favour meltwater production due to the
turbulent mixing and sensible heat exchanges (e.g., Datta et al., 2019) but also
the dissipation of clouds increasing SWD. The overestimation of melt over the
Peninsula could then be related to underestimation of albedo, overestimation of
the Foehn effect reducing the cloud cover and/or other mechanisms such as the
absence of drifting snow and its SWD reduction effect.
The misrepresentation of radiative fluxes and surface albedo, the neglection
of drifting-snow processes, and the coarse resolutions are likely the main reasons
explaining the underestimation of melt in Queen Maud Land (East Antarctica).
The 35 km resolution of MARv3.11 is too coarse to accurately represent the
conditions at AWS19 (the Roi Baudouin Ice Shelf) and the Princess Elisabeth
Station (AWS16). While the model correctly simulates the katabatic winds at
AWS16 (mean bias= 0.1m s−1, r = 0.93) that warms the air and enhances melt,
the elevation difference (+132 m) results in a negative bias in temperature (-
1.1 ◦C) explaining the underestimation of melt despite a too low albedo. The
Princess Elisabeth Station is located on a rocky escarpment where adiabatic
compression of the descending flow warms the near-surface air. The low-albedo
rocks absorb solar radiations and warms the snow surface by re-emitting longwave
radiations leading to melt (Pattyn and Decleir, 1993; Pattyn et al., 2009). While
MARv3.11 represents rocks and nunataks at the surface (Kittel et al., 2020), the
coarse resolution precludes the representation of small rock areas leading to an
underestimation of the surface albedo. The overestimation of the albedo, the
underestimations of SWD and likely rock contributions lead to reduced meltwater
production preventing the albedo from decreasing and further underestimating
the meltwater production. Finally, MAR underestimates LWD over all the AWS
in Queen Maud Land which contributes to a lack of incoming energy for melt
production.
3.4 Chapter conclusion
MAR correctly reproduces the near-surface climate of the AIS and MARv3.11
reveals several improvements over MARv3.6. While the near-surface temperature
of the new reference Antarctic configuration (MARv3.11 at 35 km forced by ERA5)
is 0.8 ◦C higher than the observed average, the model tends to underestimate high
temperatures but overestimate low temperatures inducing local different biases
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according to the elevation. A particular attention should be paid to improve
MAR results over the Peninsula and around the Ross Ice Shelf. MARv3.11
underestimates the summer SWD and LWD throughout the year. Despite a strong
negative bias in temperature in MARv3.6 at 50 km (version and configuration of
the model used in Ch. 4) due to an underestimation of LWD, the comparison over
the whole ice sheet is similar to MARv3.11 at 35 km used in Ch. 5 and Ch. 6.
Regarding the representation of SMB, MAR exhibits no systematic biases
and differs not statistically from the observations. However, the SMB simulated
by MAR tends to be overestimated (underestimated) in low (high) accumulation
areas. While the comparison reveals a correct agreement between MAR and
the observations, accounting for drifting-snow processes should likely improve our
results. MARv3.11 simulates more melt over the Peninsula where strong melt
occurs, and less melt over the Queen Maud Land with observed weak surface melt
rates. The misrepresentation of radiative fluxes and surface albedo, the neglection
of drifting-snow processes, and the coarse resolutions are likely the main reasons
explaining these melt biases, which are inherently amplified by the melt-albedo
feedback.
Our comparison shows not significant differences between results at 35 km
and 50 km resolution. This might suggest that a 35 km resolution is still too
coarse to improve the representation of the Antarctic climate, or the opposite,
i.e., that a 50 km resolution is already enough. We rather attribute these small
differences to the absence of observations where a 35 km resolution could be an
added value. Although this method enables a fair comparison between different
grids and masks and smoothes out the small (<1 km) subgrid variability that a
model could not represent, it also tends to not favour higher resolutions.
Future MAR developments over the AIS should be focused on a better
representation of radiative fluxes by updating the radiative scheme itself and im-
proving the interactions with the hydrometeors, but also including the penetration
and diffusion of radiative fluxes (e.g., van Dalum et al., 2020) into the snowpack.
Furthermore, updating the current broadband radiative scheme will also enable
to fully use the three separate spectral bands pre-existing in the albedo scheme.
Finally, the evaluation suggests biases in the surface albedo that could be directly
related to the misrepresentation of radiative fluxes and the snow-melt albedo feed-
back, but also to the adaptations into the MAR albedo scheme that were (only)
carried out for the Greenland Ice Sheet. The continuation of this work should
therefore consist of an evaluation with satellite products to assess the MAR albedo
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over the whole AIS before coming back to the evaluation of meltwater production.
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CHAPTER 4
Sensitivity of the current Antarctic
surface mass balance to sea-surface
conditions using MAR
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4. Sensitivity of the Antarctic SMB to SSCs
Following:
Kittel, C., Amory, C., Agosta, C., Delhasse, A., Doutreloup, S., Huot, P.-
V., Wyard, C., Fichefet, T., and Fettweis, X.: Sensitivity of the current Antarctic
surface mass balance to sea surface conditions using MAR, The Cryosphere, 12,
3827–3839, 2018.
Abstract Estimates for the recent period and projections of the Antarctic
surface mass balance (SMB) often rely on high-resolution polar-oriented regional
climate models (RCMs). However, RCMs require large-scale boundary forcing
fields prescribed by reanalyses or global models (such as ESMs). Since the recent
variability of sea-surface conditions (SSCs, namely sea-ice concentration, SIC, and
sea-surface temperature, SST) over the Southern Ocean is not reproduced by
most ESMs from the 5th phase of the Coupled Model Intercomparison Project
(CMIP5), RCMs are then subject to potential biases. We investigate here the
direct sensitivity of the Antarctic SMB to SSC perturbations around the Antarctic.
With the RCM “Modèle Atmosphérique Régional” (MAR), different sensitivity
experiments are performed over 1979–2015 by modifying the ERA-Interim SSCs
with (i) homogeneous perturbations and (ii) mean anomalies estimated from
all CMIP5 models and two extreme ones, while atmospheric lateral boundary
conditions remained unchanged. Results show increased (decreased) precipitation
due to perturbations inducing warmer, i.e. higher SST and lower SIC (colder,
i.e. lower SST and higher SIC), SSCs than ERA-Interim, significantly affecting
the SMB of coastal areas, as precipitation is mainly related to cyclones that do
not penetrate far into the continent. At the continental scale, significant SMB
anomalies (i.e greater than the interannual variability) are found for the largest
combined SST/SIC perturbations. This is notably due to moisture anomalies above
the ocean, reaching sufficiently high atmospheric levels to influence accumulation
rates further inland. Sensitivity experiments with warmer SSCs based on the
CMIP5 biases reveal integrated SMB anomalies (+5% to +13%) over the present
climate (1979–2015) in the lower range of the SMB increase projected for the end
of the 21st century.
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4.1 Context
SIC and SST, hereafter referred to as SSCs, influence the exchange of gas,
momentum, and heat at the air–sea interface at high latitudes. Due to its high
albedo and thermal insulation, sea ice notably affects the thermodynamic and
radiative properties of the ocean surface. Sea ice also prevents evaporation and
inherent water vapour loading of air masses, potentially affecting precipitation at
high latitudes. This is of particular importance for the AIS as its SMB is mainly
controlled by precipitation (Van Wessem et al., 2018; Agosta et al., 2019).
Southern Ocean SSCs and especially sea-ice extent (generally defined as the
area of all grid cells of satellite or model products with a SIC of at least 15%) have
experienced a significant increase since the 1970s (e.g. Parkinson and Cavalieri,
2012; Massonnet et al., 2013), highly contrasting with the dramatic decline
reported in the Arctic Ocean (Cavalieri and Parkinson, 2012). Nonetheless, this
general trend conceals major regional differences. For instance, the Amundsen–
Bellingshausen seas showed a strong decrease in sea-ice extent, unlike other
surrounding Antarctic seas (Turner et al., 2016). Despite the observed changes in
the Antarctic SSCs and their large potential impacts on the climate system, the
Antarctic SMB did not exhibit any significant trend at the continental scale over
the last decades (Bromwich et al., 2011; Lenaerts et al., 2012b; Frezzotti et al.,
2013; Favier et al., 2017; Agosta et al., 2019).
Several modelling studies have illustrated the influence of open-ocean areas
on the AIS climate, for instance through a strong atmospheric heating (Simmonds
and Budd, 1991; Gallée, 1995), an enhancement of cyclone activity (Simmonds and
Wu, 1993; Gallée, 1996; Krinner et al., 2014), and intensified precipitation related
to intensified evaporation (Wu et al., 1996; Bromwich et al., 1998; Weatherly,
2004). Conversely, the atmosphere has been shown to be less sensitive to SIC
anomalies than SIC to atmosphere anomalies (Simmonds and Jacka, 1995; Bailey
and Lynch, 2000) as anomalies induced by the ocean surface are often restricted
to the lower atmospheric layers above the Southern Ocean (van Lipzig et al.,
2002). However, these previous studies were based on coarse-resolution models
(e.g. Weatherly, 2004), with simplified physics, resulting notably in biased surface
sublimation (e.g. Noone and Simmonds, 2004), or on RCMs, forced by earlier and
less reliable reanalyses and over short periods (e.g. van Lipzig et al., 2002).
High-resolution polar-oriented RCMs provide more reliable estimates of the
Antarctic SMB components, but they depend on their forcing boundary conditions,
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including SSCs. Using adequate SSCs in climate models could be as crucial as
using a suitable downscaling model (Krinner et al., 2008; Beaumet et al., 2019b).
This is of particular importance since most ESMs from CMIP5 (Taylor et al., 2012)
have failed to reproduce the SSC temporal and spatial variability in the Southern
Ocean area over the last decades (Mahlstein et al., 2013; Turner et al., 2013a; Shu
et al., 2015; Agosta et al., 2015; Roach et al., 2018). As the projected Antarctic
SMB could highly depend on the representation of the present sea-ice extent
(Agosta et al., 2015), we investigate here the sensitivity of the Antarctic SMB to
SSCs and more specifically to CMIP5 SSC anomalies with MAR for the period
1979–2015. This will help in the partitioning of the uncertainty in Antarctic SMB
projections resulting from biased SSCs in ESMs from the uncertainty resulting
from biased large-scale circulation patterns. Even though MAR is a well adapted
tool to study the climate sensitivity to SSCs (Gallée, 1995, 1996; Massager et al.,
2004; Noel et al., 2014), this study only discusses the direct and local impact
of SSCs on the Antarctic SMB. This means that no feedbacks on the general
circulation associated with sea-ice removal are considered (e.g. Bromwich et al.,
1998; Krinner et al., 2014). Only direct impacts on air temperature, moisture, and
SMB components are accounted for. Note that the general atmospheric circulation
remains unchanged in our sensitivity experiments.
4.2 Additional methodological aspects
4.2.1 MAR and set-up
In this chapter, we use the version 3.6.4 of MAR adapted to Antarctica
(Agosta et al., 2019). We refer to Agosta et al. (2019) and Ch. 2 (Sect. 2.1) for a
detailed description of the model, its set-up and physics adaptations. MARv3.6.4
results have been evaluated in Ch. 3.
MAR is forced by ERA-Interim (Dee et al., 2011) every 6 h over 1979–
2015 at its atmospheric lateral boundaries (pressure, wind, specific humidity,
and temperature) and over the ocean surface (SIC and SST). It is worth noting
that ERA-Interim uses the SST and SIC values from ERA-40, which are based
on monthly and weekly ocean forcing fields (Fiorino, 2004), until January 2002.
Afterwards, a switch was made with the daily operational NCEP product and
since 2009 with the Operational SST and Sea Ice Analysis (OSTIA). The latter is a
daily global SST analysis product at a 0.05° resolution (Stark et al., 2007; Donlon
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Figure 4.1: Top: SST anomalies (°C) of (a) NorESM1-ME, (b) CMIP5 average, and
(c) GISS-E2 compared to ERA-Interim SST over 1979–2005. Bottom: SIC anomalies (%)
for (d) NorESM1-ME, (e) CMIP5 average, and (f) GISS-E2 compared to ERA-Interim SIC
over 1979–2005. These anomalies were introduced in the 6-hourly ERA-Interim SSCs.
et al., 2012). Finally, as for spin-up time, we start our simulations in March 1976
using ERA-40 reanalysis (Uppala et al., 2005) until 1979 with initial snowpack
conditions interpolated from a previous reference simulation (Agosta et al., 2019).
Compared to Agosta et al. (2019), our integration domain (Fig. 4.1a) has
been extended to include the maximum seasonal sea-ice extent as well as the
major moisture source for precipitation over the AIS (Sodemann and Stohl, 2009).
A resolution of 50 km has been selected to preserve a reasonable computational
time. An upper-air relaxation extending from the top of the atmosphere to 6 km
above the surface is used in order to constrain the MAR general atmospheric
circulation (van de Berg and Medley, 2016; Agosta et al., 2019). This upper
relaxation prevents potential feedbacks between the ocean state and the general
atmospheric circulation. Similarly to Noel et al. (2014), the SMB sensitivity to
SSC perturbations will thus be limited to the direct and local impacts of SST and
SIC anomalies within the MAR integration domain.
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4.2.2 Simulations
In this study, we consider MAR forced by ERA-Interim over 1979–2015 as
the reference simulation. We perform two sets of sensitivity experiments in which
SSCs from ERA-Interim are perturbed as described below. The first set follows
the methods described in Noel et al. (2014), which are simplified and idealized
scenarios, while in the second set, SSCs are modified according to SSC anomalies
from CMIP5 models. In both cases, we analyse the direct impact of SSC anomalies
on the Antarctic SMB.
4.2.2.1 SST sensitivity experiments
In these experiments, the 6-hourly ERA-Interim SST are decreased (in-
creased) by 2 °C (SST± 2) and 4 °C (SST± 4) for ice-free grid cells. In cases of an
SST reduction, ice-free oceanic grid cells are converted into full ice-covered grid
cells if the SST drops below the assumed seawater freezing point (−2 °C). For an
SST increase, the SST of any grid cell with a positive SIC value is set to the
melting point (0 °C) to avoid positive SST and to prevent any SIC change.
4.2.2.2 SIC sensitivity experiments
To prevent changes at the interface between ice-covered and ice-free grid cells
that are too strong, ERA-Interim SIC are reduced (increased) by the minimum
(maximum) SIC value of the three and six ocean neighbours of each MAR grid cell.
These experiments are called SIC± 3 and SIC± 6. Knowing that the resolution is
50 km, this means that the SIC is gradually decreased (increased) by a distance of
150 and 300 km. Following Noel et al. (2014), a SST correction is applied in order
to prevent open-water temperature from dropping below −2 °C and maintain the
SST of sea ice-covered grid cells below the melting point (0 °C).
4.2.2.3 Combined SST/SIC sensitivity experiments
Combined SST/SIC forcing fields are computed according to the two pre-
vious subsections. The added value of these experiments is the simultaneous
representation of the increase (decrease) in sea-ice extent associated with the
decrease (increase) in SST. They are named SST± 2/SIC ∓ 3, SST± 4/SIC ∓ 6.
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Table 4.1: JJA and DJF sea-ice area (SIA) (106 km2) within the MAR domain over the
period 1979–2015. SIA is defined as the sum of the products of the SIC and the area of all
grid cells with a SIC value of at least 15%. The DJF (JJA) seasonal mean SST is computed
for the ocean free of ice in all experiments in DJF (JJA). We only considered grid cells
remaining free of ice (SIC< 15%) in all experiments in order to remove the influence of sea
ice on surface temperature and numerical artefacts due to differences in open-ocean areas.
Experiment JJA SIA (106 km2) DJF SIA (106 km2) JJA SST (°C) DJF SST (°C)
Mean Anomaly Mean Anomaly Mean Anomaly Mean Anomaly
Reference 13.31 – 4.49 – 5.55 – 6.36 –
SST−4/SIC+6 20.63 +7.32 10.83 +6.34 1.55 −4.00 2.36 −4.00
SST−2/SIC+3 17.04 +3.73 7.70 +3.21 3.55 −2.00 4.36 −2.00
SST+2/SIC−3 9.70 −3.61 2.08 −2.41 7.55 +2.00 8.36 +2.00
SST+4/SIC−6 6.77 −6.54 0.96 −3.53 9.55 +4.00 10.36 +4.00
SST/SIC(NorESM1-ME) 16.06 +2.75 8.63 +4.14 5.02 −0.33 5.78 −0.58
SST/SIC(CMIP5) 12.71 −0.60 4.05 −0.44 5.86 +0.31 6.77 +0.41
SST/SIC(GISS-E2-H) 9.66 −3.65 2.34 −2.15 8.30 +2.75 9.22 +2.86
4.2.2.4 CMIP5-based sensitivity experiments
In addition to the spatially homogeneous perturbations described above, we
evaluate how SSC anomalies from CMIP5 models over the current climate can
influence the present-day Antarctic SMB modelled by RCMs. For that purpose, we
have determined a perturbation whose magnitude is representative of the CMIP5
ensemble bias. Firstly, monthly SSCs over 1979–2005 from all the CMIP5 models
(using the historical scenario), as well as from ERA-Interim, were interpolated
on the MAR grid (50 km × 50 km) using an inverse-distance weighted method
based on the four CMIP5 models/ERA-Interim grid cells nearest to the current
MAR one. We then computed the CMIP5 ensemble average from the interpolated
CMIP5 monthly SSCs. Monthly SST anomalies between CMIP5 and ERA-Interim
were computed only if the SICs from both the CMIP5 ensemble average and
ERA-Interim were less than 50% to avoid introducing additional temperature
biases. Secondly, we averaged the monthly anomalies to obtain a mean anomaly,
supposed to represent a constant bias over time.
New 6-hourly forcing SST are calculated as the sum of the 6-hourly ERA-
Interim (i.e. for a specific day of a certain month) and the corresponding monthly
anomaly in SST from the CMIP5 ensemble average (Fig. 4.1b), hereafter referred
to as the SST(CMIP5) experiment. In the same way, we define SIC(CMIP5)
experiments in which SIC anomalies (Fig. 4.1e) from the CMIP5 ensemble average
are added to the 6-hourly ERA-Interim SIC. Introducing CMIP5 anomalies into the
original ERA-Interim SSCs enables constant CMIP5 anomalies to be accounted for
with the seasonal and interannual SSC variability represented in the ERA-Interim
reanalysis. The combined SST/SIC anomaly experiment is performed by adding
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CMIP5-averaged SST and SIC anomalies to ERA-Interim and is hereafter referred
to as SST/SIC(CMIP5). Following the same method, we perform combined
experiments for two selected CMIP5 models, namely NorESM1-ME (Bentsen
et al., 2013) and GISS-E2-H (Schmidt et al., 2014), respectively representative of
colder (i.e. lower SST and higher SIC) and warmer (i.e higher SST and lower SIC)
SSCs than ERA-Interim as shown in Agosta et al. (2015). These experiments are
hereafter called SST/SIC(NorESM1-ME) (Fig. 4.1a, d) and SST/SIC(GISS-E2-H)
(Fig. 4.1c, f).
Table 4.1 compares SSC perturbations to the reference SSCs for June–July–
August (JJA) and December–January–February (DJF) SST and sea ice area (SIA).
The mean SST and SIC anomalies of the CMIP5 ensemble average, NorESM1-ME,
and GISS-E2-H are also listed. The SIA is defined as the sum of the products
of the SIC and the area of all grid cells with a SIC value of at least 15%. SIA
is preferred to sea-ice extent because it better accounts for SIC variations (Roach
et al., 2018). Sensitivity experiments with perturbed SST by ±2 °C and SIC
with the ±3 neighbour grid cells are 1.5 times as large as CMIP5 mean anomalies
over the current climate. However, it should be remembered that our sensitivity
experiments are not based on climatologically consistent SIC (SST) perturbations
related to SST (SIC) perturbations. For instance, the SIC prescribed in our
experiments associated with 2 °C warmer SST could be significantly different from
the real SIC in a 2 °C warmer climate since we do not use SIC projections from an
ESM.
4.3 Results
In this section, we analyse the local and direct impact of SSC anomalies on
the Antarctic SMB and its components modelled by MAR forced by ERA-Interim
over 1979–2015 (maps of SMB components for all experiments can be found
in Figs. C.1–C.5). Since liquid precipitation accounts for negligible mass gains
compared to snowfall (Table C.1 in the Supplement), we do not distinctly analyse
snowfall and rainfall over the AIS. As the large majority of surface meltwater and
rainfall percolates and refreezes into the snowpack, runoff is a negligible component
of the Antarctic SMB in both the reference and sensitivity experiments. However,
some runoff events can occur on the Antarctic Peninsula and are enhanced in
sensitivity experiments with warmer SSCs (+2Gtyr−1 in SST/SIC(GISS-E2-H)
and +6Gtyr−1 in SST+4/SIC−6). The Antarctic Peninsula is characterised
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Table 4.2: Top: annual mean integrated (Gt yr−1) and standard deviation (Gt yr−1) SMB,
precipitation, water fluxes (sublimation and deposition processes), and surface meltwater
production over the whole AIS (including grounded and floating ice) for the reference run
(1979–2015). Positive water fluxes represent a mass loss through sublimation and evaporation
while negative water fluxes are representative of deposition processes. Bottom: Difference
of annual mean integrated SMB (Gt yr−1 and %), its components, and meltwater (Gt yr−1)
between each sensitivity test and the reference simulation (1979–2015). Anomalies larger
than the interannual variability are considered as significant and are displayed in bold.
Mean (Gt yr−1) SMB Precipitation Water fluxes Meltwater
Reference 2569± 115 2678± 110 109± 10 97± 29
Anomaly (Gt yr−1) SMB SMB% Precipitation Water fluxes Meltwater
SST−4 −50 −1.9 −64 −14 −21
SST−2 −82 −3.2 −89 −7 −21
SST+2 +41 +1.6 +50 +9 +39
SST+4 +143 +5.6 +162 +17 +117
SIC+6 −169 −6.6 −170 0 −1
SIC+3 −108 −4.2 −107 +1 −1
SIC−3 +24 +0.9 +25 +2 −5
SIC−6 +90 +3.5 +91 +1 −5
SST−4/SIC+6 −121 −4.7 −136 −15 +1
SST−2/SIC+3 −126 −4.9 −129 −7 −11
SST+2/SIC−3 +122 +4.7 +133 +9 +53
SST+4/SIC−6 +326 +12.7 +344 +13 +218
SST/SIC(NorESM1-ME) −104 −4.0 −105 0 +3
SIC(CMIP5) +36 +1.4 +36 0 +7
SST(CMIP5) +78 +3.0 +80 +1 +12
SST/SIC(CMIP5) +103 +4.0 +105 +1 +18
SST/SIC(GISS-E2-H) +355 +13.8 +368 +11 +95
by a sharp elevation gradient inadequately resolved at 50 km resolution, leading
to a poor representation of specific climatic processes encountered in complex
topography such as the Foehn effect. Elsewhere coastal runoff amounts stand for
very low values. Due to the coarse model resolution limiting the representation
of the atmosphere dynamics over the Antarctic Peninsula and the marginal
contribution of runoff to surface mass loss compared to sublimation, surface
meltwater production is discussed hereafter instead of runoff amounts. This allows
possible areas to be located where the occurrence of surface melting could possibly
affect the surface climate through an increase in snowpack cohesion inhibiting
wind erosion (Li and Pomeroy, 1997), or the ice sheet dynamics through meltwater
percolation and subsequent ice shelf destabilization (Bevan et al., 2017).
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4.3.1 Sensitivity to SST perturbations
The higher evaporation and inherent increase in air moisture content in
SST+2 and SST+4 experiments induce significantly stronger precipitation rates
(i.e. greater than the interannual variability) in coastal areas. Figure 4.2a points
out an opposite pattern between AIS coastal and central areas with a decrease
in precipitation over the plateau and large ice shelves (Filchner-Ronne, Ross, and
Amery, see Fig. C.6 for the location of these ice shelves). The warmer ocean
leads to an increase in near-surface air temperature of the same magnitude as
the increase in SST converts snowfall into rainfall over the ocean (Figs. C.2 a, m
and C.3 a, m). Higher air temperature also causes a significant increase in
surface melt, twice as large as for SST+4 relative to the reference simulation
(Fig. C.5 a). However, melt and rainfall water can percolate into the snowpack,
which remains unsaturated except in a few places. As a consequence, the surface
albedo remains high and does not strengthen melting. Even if mass losses due to
surface sublimation are larger in SST+4 (Fig. C.4 a and Table 4.2) because of
higher air temperature, increased precipitation dominates and the SMB anomaly
is significantly positive (Table 4.2 and Fig. 4.2a).
Conversely, a reduction of the SST leads to non-significant negative integ-
rated SMB anomalies (Table 4.2). Lower SST weaken evaporation at the ocean
surface and reduce the saturation water vapour pressure, resulting in smaller
annual mean integrated precipitation over the whole AIS. This decrease in pre-
cipitation mainly explains local negative SMB anomalies in coastal areas (e.g.
Victoria Land, Wilkes Land, Queen Maud Land, Ellsworth Land, and Marie Byrd
Land; Fig. 4.2e, p; Fig. C.6 locates these coastal areas). However, precipitation
over large ice shelves is slightly enhanced and is locally significantly larger. Over
the plateau, stronger deposition processes combined with an increase in snowfall
induce a higher SMB than the reference run. These features are discussed in more
detail in Sect. 4.3.3. The total accumulation by deposition is the highest in SST−4
(Table 4.2). Moreover, a significant part of rainfall is converted into snowfall over
the colder ocean as the near-surface air is also cooled by the decreased SST
(Figs. C.2e, p and C.3e, p).
In the SST(CMIP5) experiment (Fig. 4.2i), SST are slightly higher (+0.3 °C
in winter and +0.4 °C in summer), revealing similar patterns as in SST+2
(Fig. 4.2m), although non-significant for both integrated and local mean SMB
values.
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Figure 4.2: Difference in mean annual SMB (kgm−2 yr−1) between the reference
simulation and (a) SST+4, (b) SIC−6, (c) SST+4/SIC−6, (d) SST/SIC(GISS-
E2-H), (e) SST−4, (f) SIC+6, (g) SST−4/SIC+6, (h) SST/SIC(NorESM1-ME),
(i) SST(CMIP5), (j) SIC(CMIP5), (k) SST/SIC(CMIP5), (m) SST+2, (n) SIC−3,
(o) SST+2/SIC−3, (p) SST−2, (q) SIC+3, (r) SST−2/SIC+2 experiments. Differences
less than the interannual variability are considered as non-significant and are shown by dashed
lines. (l) Mean annual SMB (kgm−2 yr−1) simulated by MAR forced by ERA-Interim over
1979–2015.
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4.3.2 Sensitivity to SIC perturbations
A sea-ice retreat induces a precipitation increase over the ice sheet, although
most of the changes are smaller than the interannual variability (Fig. 4.2b, n)
because it favours the advection of moister air masses towards the AIS, as already
suggested by Gallée (1996). In contrast, a sea-ice increase produces a negative SMB
anomaly driven by the reduction of precipitation over the whole AIS (Fig. 4.2f, q
and Table 4.2). Similarly, a significant decrease in precipitation is observed over
the new ice-covered ocean in SIC+6 (Fig. C.1f) because sea ice mainly acts as
an isolator preventing evaporation at the ocean surface. Despite the decrease of
the mean summer 2m air temperature by 10 °C over new sea ice-covered areas in
SIC+3 and SIC+6, surface melting does not exhibit a significant decrease over
the ice sheet. The sensitivity of the Antarctic SMB to a decrease in SIC seems to
be less pronounced than the sensitivity to an increase in SIC (+3.5% in SIC−6
vs. −6.6% in SIC+6). This is likely due to the smaller magnitude of the sea-ice
retreat in SIC−6 and SIC−3 compared to the magnitude of the sea-ice extension
in SIC+3 and SIC+6 (Table 4.1). Finally, the mean SMB from SIC(CMIP5)
does not significantly differ from the reference SMB, both spatially (Fig. 4.2j) and
integrated over the whole AIS (Table 4.2).
4.3.3 Sensitivity to combined SST/SIC perturbations
Higher SST associated with lower SIC reinforce anomalies found for indi-
vidual perturbations. Evaporation at the ocean surface is stronger, while warmer
air masses have a greater moisture content. Anomalies for integrated precipitation
are significantly positive and account for +4.7% and +12.7% in the integrated
Antarctic SMB for SST+2/SCI−3 and SST+4/SIC−6 respectively (Table 4.2).
Similarly to SST+4 and SST+2, SST+4/SIC−6 and SST+2/SIC−3 show a
large conversion of snowfall to rainfall over the ocean and enhanced precipitation
rates over near-coastal regions, while the interior of the AIS exhibits lower accu-
mulation rates (Fig. 4.2c, o). Moreover, snowfall significantly decreases over the
Larsen C and George VI ice shelves (both located in the Antarctic Peninsula)
but is largely compensated by rainfall refreezing into the snowpack. Finally, due
to higher air temperatures, surface melting and sublimation are also significantly
larger. On the contrary, colder SSCs (SST−4/SIC+6 and SST−2/SIC+3) pre-
vent evaporation and result in lower precipitation over the AIS (Table 4.2, more
particularly at the ice sheet margins (Fig. 4.2g, r). While SSC-combined sensitiv-
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ity experiments over the Greenland Ice Sheet show similar anomalies to the SST
sensitivity experiments (Noel et al., 2014), coupled perturbations act here together
to induce larger anomalies over the AIS than the SST sensitivity experiments.
Further, the sensitivity of the Antarctic SMB to SSCs is non-linear, illustrating
the complexity of the interactions between the (sea ice-covered) ocean surface and
the near-surface atmosphere.
(%)
(g kg-1)Mean specific humidity
Figure 4.3: (a) Mean specific humidity modelled by MAR over 1979–2015 at 600 hPa
(units: g kg−1). Difference in mean specific humidity (%) between the reference simulation
and (b) SST−4/SIC+6, (c) SST+4/SIC−6, (d) SST−2/SIC+3, (e) SST+2/SIC−3 ex-
periments. Differences lower than the interannual variability are considered as non-significant
and are shown by dashed lines.
As SSC anomalies in SST/SIC(GISS-E2-H) are close in magnitude to an-
omalies in SST+2/SCI−3 and SST+4/SIC−6, integrated values (Table 4.2) and
spatial anomaly patterns (Fig. 4.2d) also illustrate the effect of warmer SSCs on the
Antarctic SMB by a significant increase in precipitation, sublimation, and melt.
However, the spatial pattern of precipitation is slightly different in comparison to
SST+4/SIC−6. The precipitation anomaly in SST/SIC(GISS-E2-H) is reduced
at the Adélie Land and George V Land margins in comparison to SST+4/SIC−6
due to the positive SIC anomalies in GISS-E2-H over the Ross and D’Urville seas
(Fig. 4.1f). SST/SIC(CMIP5) displays a non-significant positive anomaly for both
integrated and spatial SMB (Fig. 4.2k) as the mean SIC and SST anomalies in
CMIP5 models do not significantly differ from the ERA-Interim SSCs (Figs. 4.1,
4.2b, e). CMIP5 model anomalies are more or less equally distributed (warm
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or cold SSC anomalies) around the ERA-Interim SSCs, even if the mean CMIP5
SSCs are slightly warmer than ERA-Interim, explaining the non-significant positive
SMB anomaly. Finally, for SST/SIC(NorESM1-ME), SSCs are representative of a
colder ocean (lower SST and essentially higher SIC) resulting in a non-significant
negative SMB anomaly with a precipitation decrease at the ice edge and over
marginal areas of the plateau (Fig. 4.2h).
Since snowfall is the largest component of the Antarctic SMB, precipitation
changes mainly explain the spatial anomaly patterns observed in our experiments.
A warmer ocean with a smaller sea-ice cover tends to strongly enhance precipitation
at the ice sheet margins, while decreased accumulation rates are modelled over
the ice shelves and the central part of the ice sheet. These results suggest that
precipitation can be formed further inland depending on the properties of air
masses. In agreement with Gallée (1996), our hypothesis is that colder and drier
air masses in cold ocean experiments are not sufficiently loaded with moisture to
enable saturation and then snowfall over the margins. The decrease in moisture is
likely to be larger than the decrease in saturation water vapour pressure associated
with lower temperatures. This leads to a larger amount of remaining humidity that
can be advected further inland (Figs. 4.3b, d and C.7b, d) where saturation occurs
because of lower temperatures. On the contrary, the additional humidity in warm
ocean experiments results in air masses that reach saturation faster (the increase
in humidity overcompensates the increase in saturation water vapour pressure)
and thus generate precipitation over the ice sheet slopes. MAR also simulates
significantly higher upper-air temperature over the central part of the ice sheet
(Figs. C.8c, e and C.9c, e) that, combined with the lower remaining humidity
(Figs. 4.3c, e and C.7c, e), limits snowfall.
4.4 Discussion
Even if our sensitivity experiments rely on larger SSC perturbations than
the interannual variability, mean integrated SMB anomalies are not systematically
significant in comparison to our reference simulation. Similarly to van Lipzig et al.
(2002), moisture and temperature anomalies remain confined below 700 hPa in
the experiments with slightly perturbed SSCs (SST± 2/SIC ∓ 3) (Figs. C.7d, e
and C.9d, e). In contrast, moisture anomalies in the experiments with the largest
SSC perturbations (SST± 4/SIC ∓ 6) are not constrained to the boundary layer
and reach upper atmospheric layers (600 hPa) (Fig. 4.3b, c). The blocking effect
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due to the topographic barrier is likely to be reduced so that these large anomalies
influence accumulation rates further inland (Fig. 4.2c, d, g). Furthermore,
katabatic winds are enhanced when the SIC is decreased and the SST increased
(Fig. C.10c) as already shown in Gallée (1996) and van Lipzig et al. (2002). Due
to their offshore direction, they prevent the influence of warm ocean anomalies by
precluding their propagation at the surface of the ice sheet and by advecting cold
air from inland regions towards the margins.
In the context of global warming, it is important to note that the Antarctic
SMB increases by 2%–6% for a SST increase alone and by 5%–13% for a
SST increase coupled to a SIC drop (Table 4.2). Similar increases are found in
sensitivity experiments based on CMIP5 SSC anomalies compared to ERA-Interim
over the current climate (+4% and +13% respectively for SST/SIC(CMIP5) and
SST/SIC(GISS-E2-H)). Knowing that the regional model RACMO2 projects an
increase in SMB by 6%–16% in 2100 (Ligtenberg et al., 2013) and the global
model LMDZ4 suggests a SMB increase of 17% for the same horizon (Krinner
et al., 2008), our sensitivity tests with warmer (CMIP5-based) oceans reveal
SMB anomalies over the current climate in the lower range of the SMB increase
projected for the end of the 21st century.
Sensitivity experiments are compared to SMB observations (Favier et al.,
2013) from the GLACIOCLIM-SAMBA using an equivalent methods defined in
Sect. 2.3.2, except that we averaged onto the MAR 50 km grid and only using
grid cells containing more than one observation. This enables us to fairly compare
the MAR 50 km simulations using 205 averaged comparison pairs. Correlation
and RMSE do not vary significantly between the sensitivity experiments and the
reference run (Table 4.3). Only mean biases vary, but the variations are by
far smaller than the observed variability. Consequently, sensitivity experiments
showing large local or integrated SMB anomalies do not significantly differ from the
observed SMB. This is explained by the low number of available observations and
highlights the importance of continuing to carry out field campaign measurements,
as well as extending their spatial coverage to better evaluate model results.
4.5 Chapter Conclusion
Polar-oriented RCMs are suitable numerical tools to study the SMB of the
AIS due to their high spatial resolution and adapted physics. Nonetheless, they
are forced at their atmospheric and oceanic boundaries by reanalyses or ESM
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Table 4.3: Comparison between modelled and observed SMB from the GLACIOCLIM-
SAMBA database (Favier et al., 2013) over 1950–2015. Bias and RMSE units are
kgm−2 yr−1. The observation mean is 65 kgm−2 yr−1, while the observation standard devi-
ation is 119 kgm−2 yr−1.
Simulation acronym SMB (kgm−2 yr−1)
r BIAS RMSE
Reference 0.93 −3 43
SST−4 0.93 −5 43
SST−2 0.93 −5 43
SST+2 0.93 −2 43
SST+4 0.93 +1 48
SIC+6 0.93 −8 42
SIC+3 0.94 −6 43
SIC−3 0.93 −3 43
SIC−6 0.93 0 43
SST−4/SIC+6 0.93 −6 44
SST−2/SIC+3 0.93 −7 44
SST+2/SIC−3 0.93 0 45
SST+4/SIC−6 0.92 +6 55
SST/SIC(NorESM1-ME) 0.93 −7 44
SIC(CMIP5) 0.93 −3 44
SST(CMIP5) 0.93 +3 47
SST/SIC(CMIP5) 0.93 0 43
SST/SIC(GISS-E2-H) 0.93 +8 52
products and are then influenced by their potential biases. These biases can be
notably significant for SSCs (e.g. Agosta et al., 2015). With the RCM MAR,
two sets of sensitivity experiments were carried out to assess the direct response
of the Antarctic SMB to oceanic perturbations around Antarctica by perturbing
the ERA-Interim SSCs over 1979–2015 while keeping the atmospheric conditions
at the MAR lateral and upper boundaries unchanged. The first set consisted of
spatially homogeneous SSC perturbations. The second set of experiments involved
ERA-Interim SSC perturbations estimated from CMIP5 models anomalies over the
current climate. We introduced mean anomalies from the historical run of CMIP5
models and two extreme models of CMIP5, namely NorESM1-ME and GISS-E2-H,
respectively representative of warmer and colder SSCs than ERA-Interim.
Results mainly show increased (decreased) precipitation due to warmer
(colder) SSCs affecting the SMB of the AIS. As precipitation is mainly caused
by low-pressure systems that intrude into the continent and do not penetrate
far inland, coastal areas are more sensitive to SSC perturbations with more
significant anomalies compared to inland regions. Warmer SSCs significantly
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enhance precipitation at the ice sheet margins since a greater moisture content
of air masses leads to earlier saturation as they rise and adiabatically cool over
the topography. On the contrary, colder SSCs reduce precipitation at the ice
sheet margins and slightly increase it further inland as air masses have to rise up
to higher elevations to reach saturation. Finally, the largest combined SST/SIC
perturbations lead to significant (i.e., larger than the interannual variability) SMB
anomalies integrated over the whole AIS due to moisture anomalies above the
ocean reaching sufficiently high atmospheric levels to influence accumulation rates
further inland. However, comparing modelled SMB from sensitivity experiments
with observations shows no significant difference, suggesting that large integrated
anomalies can remain unperceived when compared to the few field observations.
Our sensitivity tests with warmer (CMIP5-based) SSCs reveal that SMB
anomalies over the current climate are in the lower range of the SMB increase
projected for the end of the 21st century. Given the influence of SSC perturbations
on the Antarctic SMB over the current climate, special attention should be paid to
future SMB projections using potentially biased SSCs as forcing. This highlights
the necessity of improving the representation of the current-climate SSCs in the
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Abstract The future surface mass balance (SMB) will influence the ice
dynamics and the contribution of the Antarctic Ice Sheet (AIS) to the sea-level
rise. Most of recent Antarctic SMB projections were based on the 5th phase
of the Coupled Model Intercomparison Project (CMIP5). However, new CMIP6
results have revealed a +1.3◦C higher mean Antarctic near-surface temperature
than in CMIP5 at the end of the 21st century enabling estimations of future
SMB in warmer climates. Here, we investigate the AIS sensitivity to different
warmings with an ensemble of four simulations performed with the polar regional
climate model MAR forced by two CMIP5 and two CMIP6 models over 1981–
2100. Statistical extrapolation allows us to expand our results to the whole CMIP5
and CMIP6 ensembles. Our results highlight a contrasting effect on the future
grounded ice sheet and the ice shelves. The SMB over grounded ice is projected
to increase as a response to stronger snowfall, only partly offset by enhanced
meltwater runoff. This leads to a cumulated sea-level rise mitigation (i.e. an
increase in surface mass) of the grounded Antarctic surface by 5.1 ± 1.9 cm sea-
level equivalent (SLE) in CMIP5-RCP8.5 and 6.3 ± 2.0 cm SLE in CMIP6-ssp585.
Additionally, the CMIP6 low-emission ssp126 and intermediate-emission ssp245
scenarios project a stabilised surface mass gain resulting in a lower mitigation
to sea-level rise than in ssp585. Over the ice shelves, the strong runoff increase
associated with higher temperature is projected to lower the SMB with a stronger
decrease in CMIP6-ssp585 compared to CMIP5-RCP8.5. Ice shelves are however
predict to have a close-to-present-equilibrium stable SMB under CMIP6 ssp126
and ssp245 scenarios. Future uncertainties are mainly due to the sensitivity to
anthropogenic forcing and the timing of the projected warming. While ice shelves
should remain at a close-to-equilibrium stable SMB under the Paris Agreements,
MAR projects strong SMB decrease for an Antarctic near-surface warming above
+2.5◦C limiting the warming range before potential irreversible damages on the
ice-shelves. Finally, our results reveal the existence of a potential threshold
(+7.5◦C) that leads to a lower grounded SMB increase. This however has to be
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confirmed in following studies using more extreme or longer future scenarios.
5.1 Context
The Antarctic SMB is the resultant of accumulation through snowfall and
ablation through surface erosion, sublimation and runoff. Positive (negative) SMB
values reflect a mass gain (loss) at the surface of the ice sheet. The AIS currently
loses mass mainly by ice discharge and basal melting. The difference between
SMB and ice discharge determines the sea-level rise contribution of the AIS. Due
to the large amount of grounded ice, the AIS is the largest potential contributor
among the cryosphere (58 m SLE, Fretwell et al., 2013; Morlighem et al., 2020).
Although not directly contributing to sea-level variations, relatively-flat and large
ice shelves, i.e. the floating extensions of the ice sheet, nevertheless influence the
ice dynamics by retaining the ice over the grounded continent that flows under the
force of gravity toward the ocean. This buttressing effect first limits glacier-flow
acceleration and then control ice discharge (e.g., Rignot et al., 2004; Dupont and
Alley, 2005; Gudmundsson, 2013; Fürst et al., 2016).
Since the 2000s, the AIS has been losing mass at an accelerating rate mainly
due to an increased ice discharge in the West AIS (Shepherd et al., 2018), itself
caused by the acceleration of outlet glaciers in response to basal (ocean) melt
thinning the ice shelves and reducing their buttressing effect (Paolo et al., 2015;
Gardner et al., 2018; Rignot et al., 2019). Despite stable surface melt rates since
1979 (Kuipers Munneke et al., 2012), atmospheric conditions through intense melt
events can lead to meltwater ponding at the surface of ice shelves, increasing their
potential for hydrofracturing (Scambos et al., 2000; van den Broeke, 2005). The
resulting ice-shelf collapses over the Antarctic Peninsula then caused enhanced
ice discharge (Scambos et al., 2004, 2014), highlighting the important role of
atmosphere-surface interactions in the AIS stability, likely to become even more
important in the context of global warming.
With increasing temperatures, more surface mass gain is expected over the
AIS as a result of an increase in precipitation (Palerme et al., 2017; Gorte et al.,
2020). Frieler et al. (2015) suggested an increase in accumulation linked to air
temperature of ∼ 6% ◦C−1 that is confirmed by SMB reconstructions from ice
cores over the 20th century (Medley et al., 2018; Medley and Thomas, 2019), but
not retrieved in recent (too short) SMB reconstructions (Van Wessem et al., 2018;
Agosta et al., 2019; Mottram et al., 2020) due to the internal climate variability
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determining precipitation pattern (Previdi and Polvani, 2016). For moderate
warming, increase in snowfall is likely to outpace increased losses through ablation
and especially runoff making the Antarctic SMB the only future mitigating
contributor to sea-level rise (Krinner et al., 2007; Agosta et al., 2013; Ligtenberg
et al., 2013; Lenaerts et al., 2016; Garbe et al., 2020). Melt increase under the high
emissions pathway by 2100 is however projected to be large enough to enhance
ice-shelf collapses (Trusel et al., 2015; Donat-Magnin et al., 2020a). The future
of ice shelves experiencing more snowfall that can enable the snowpack to absorb
more liquid water, is still uncertain even if the firn air content should decrease
(Ligtenberg et al., 2014; Donat-Magnin et al., 2020a), suggesting an increased risk
of hydrofracturing and collapse (Kuipers Munneke et al., 2014).
The most recent projections of the Antarctic SMB are based on ESMs from
CMIP5 (Taylor et al., 2012), whereas new climate projections are now available
through CMIP6 (O’Neill et al., 2016). Under the highest emission scenario,
projections for the AIS annual mean near-surface temperature in 2100 are +1.3◦C
higher in CMIP6 models than in CMIP5 models (Fig. 2.2). However, using these
climate models outputs directly to study the evolution of the SMB often involves
several compromises: (i) their resolution remains too coarse to correctly represent
the steep margins of the ice sheet or the peripheral ice shelves (Seroussi et al.,
2020) and (ii) they do not account properly for important physical processes
of polar regions, in particular those related to the stable boundary layer and
snow metamorphism, snowmelt, albedo feedbacks, and refreezing in the snowpack
(Lenaerts et al., 2016; Favier et al., 2017). This partly explains why the SMB
derived from ESMs has often been roughly approximated as precipitation minus
evaporation even for projections (e.g., Palerme et al., 2017; Favier et al., 2017;
Gorte et al., 2020; Seroussi et al., 2020) or included a runoff computed from non-
polar-oriented models (Golledge et al., 2015; Nowicki et al., 2020; Garbe et al.,
2020), although a few exceptions exist (e.g., Lenaerts et al., 2016; Sellar et al.,
2019).
Dynamical downscaling of ESMs (designating both global climate models
and new-generation Earth System Models without any consideration of the model
sophistication to represent the carbon cycle or cloud-aerosol interactions) with
polar-oriented RCMs offers an alternative to address not only the issue of coarse
spatial resolution, but also more importantly to more robustly evaluate changes in
mass and energy fluxes at the ice-sheet surface (e.g., Fyke et al., 2018; Lenaerts
et al., 2019; Fettweis et al., 2020). This is why we propose here to use the
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polar-oriented RCM MAR, widely used over the AIS (e.g., Kittel et al., 2018;
Agosta et al., 2019; Wille et al., 2019) to downscale an ensemble of 4 different
ESMs from the CMIP5 and CMIP6 exercises, selected to cover a wide range of
near-surface warming (+3.2◦C to +8.5◦C over the AIS during the 21st century and
then statistically extrapolate our results to the full CMIP5 and CMIP6 ensembles.
This study therefore aims to (1) quantify the surface response of the AIS to
warmer climates, and more specifically the different responses of the grounded
ice and ice shelves using both new scenarios and an adapted representation of
polar processes, (2) discuss the evolution of individual SMB components including
future runoff ablation that can significantly compensate for mass gained through
snowfall, (3) assess the future contribution (and related uncertainties) of the
grounded Antarctic SMB to sea-level rise and the future state of the peripheral
ice shelves using all the CMIP5 and new CMIP6 models with different emissions
scenarios by extrapolating RCM-derived SMB projections.
5.2 Additional methodological aspects
5.2.1 MAR and forcing ESMs
In this study, we used the latest MAR version (3.11), hereafter called MAR,
that has been detailed (Ch. 2) and evaluated (Ch. 3) previously. The Antarctic
topography, and ice/rock fraction are computed from the 1 km resolution digital
elevation model Bedmap2 (Fretwell et al., 2013). The ice mask is fixed and cannot
evolve, meaning that changes in ice extent following for instance an ice-shelf
collapse are not represented. The same is true for surface elevation that is assumed
to remain constant in the absence of ice dynamics and evolving topography.
Therefore, feedbacks between the ice sheet geometry and the atmosphere are not
taken into account in our simulations.
The selection of ESMs that were dynamically downscaled by MAR is presen-
ted Sect. 2.2.2; according to their ability to 1) represent the current climate
around the AIS and 2) diversify the projected changes during the 21st century.
We selected two models from the CMIP5 ensemble, ACCESS1.3 and NorESM-M,
and two from CMIP6, CNRM-CM6-1 and CESM2.
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5.2.1.1 Experiments
MAR is forced by 6-hourly large-scale forcing fields at its atmospheric lateral
boundaries (pressure, wind, specific humidity, and temperature), at its sea surface
(sea ice concentration and sea surface temperature), as well as at the top of the
troposphere (wind and temperature). We forced MAR with the selected ESMs
over 1976–2100, and the first five years (1976–1980) were discarded as spinup. The
simulations are called MAR(ACCESS1.3), MAR(CESM2), MAR(CNRM-CM6-
1), and MAR(NorESM1-M) hereafter. We used the same intermediate spatial
resolution (35 km) as in Agosta et al. (2019) and Mottram et al. (2020) as a
computation time compromise to run the model with multiple forcings over the
20th and the 21st centuries. In order to assess the quality of the downscaling
over the present climate, we also forced MARv3.11 by the ERA5 reanalysis
(MAR(ERA5) hereafter). The comparison between MAR forced by the different
ESMs and by ERA5, is available as supplementary material (Sect. D.1).
We have chosen to define the reference period of the present climate as 1981–
2010. This 30-year reference period coincides with the availability of reanalyses
and is a compromise between the end of the historical scenarios, which last until
2004 for CMIP5 and 2014 for CMIP6. Furthermore, Mottram et al. (2020) showed
that this period is characterised by a relatively stable SMB over Antarctica.
5.3 Results
Our ESMs-based experiments closely reproduce the SMB and near-surface
climate of MAR(ERA5) over the historical period (Sect. D.1). The anomalies
of the annual mean SMB modelled by MAR forced by each ESM compared
to MAR(ERA5) are lower than the interannual variability (i.e, one standard
deviation) of the SMB simulated by MAR(ERA5) over the historical period,
suggesting that the biases are not significant. Overall, MAR(ACCESS1.3) has
the best representation of the Antarctic SMB over the current climate (mean
bias: -3 Gt yr−1, spatial rmse: 59 kg m−2 yr−1), while MAR(CESM2) is the least
accurate (mean bias: -25 Gt yr−1, spatial rmse: 90 kg m−2 yr−1). We refer to
Sect. D.1 to more details about the evaluation of our experiments. The results
of our experiments over the current climate are consistent with the ranking of
the ESMs given by Agosta et al. (2015), Barthel et al. (2020), and Agosta et al.
(in preparation). This highlights the importance of selecting ESMs that correctly
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Figure 5.1: SMB changes (kgm−2 yr−1) between 2071–2100 and 1981–2010 as modelled
by MAR forced by ACCESS1-3 (A), NorESM1-M (B), CNRM-CM6-1 (C), and CESM2 (D).
Locations where future changes are smaller than the (natural) interannual variability over
the present climate (interannual standard deviation) are hatched.
represent the historical climate around Antarctica as they strongly controls present
biases independently of the capacity of the RCM to improve ESMs results.
Our projections of the Antarctic SMB show a trend towards surface mass
gains by the end of the 21st century (Fig. D.4). MAR simulations forced by the
high-emission scenarios ssp585 and RCP8.5 suggest a generally higher Antarctic
SMB (including ice shelves) during 2071–2100 than for 1981–2010, with positive
anomalies between +257 Gt yr−1 for MAR(CNRM-CM6-1) and +505 Gt yr−1 for
MAR(CESM2). The projections reveal a spread of 248 Gt yr−1, i.e., almost a factor
two between the lowest and the highest increase in SMB. Such a high amplitude
highlights the importance of using multiple models for a better assessment of the
uncertainties when discussing the future state of the Antarctic SMB throughout
the 21st century.
5.3.1 Regional changes
Using Antarctic-integrated values however hides two distinct signals. The
diverging trajectories of SMB over grounded versus floating ice (Fig. 5.1) suggest
contrasted processes at play. In the rest of this manuscript, we will therefore
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Table 5.1: Integrated anomalies (Gtyr−1) of SMB, snowfall, rainfall, runoff, net sublimation
(defined as surface sublimation minus surface deposition), and melt for the grounded ice sheet
and the ice shelves over 2071–2100 compared to the present (1981–2010) from RCP8.5 and
ssp585 simulations. All the anomalies are larger than the present interannual variability (i.e,
standard deviation) of the same simulation and are therefore considered as significant.
SMB Snowfall Rainfall Runoff Net sublimation Melt
Grounded ice (11.94 106 km2)
MAR(ACCESS1.3) +382 ± 75 +501 ± 96 +36 ± 5 +151 ± 44 +4 ± 3 +277 ± 69
MAR(NorESM1-M) +349 ± 61 +367 ± 64 +18 ± 5 +32 ± 11 +4 ± 3 +79 ± 25
MAR(CNRM-CM6-1) +598 ± 67 +753 ± 120 +85 ± 29 +260 ± 124 -20 ± 12 +490 ± 17
MAR(CESM2) +751 ± 60 +880 ± 111 +75 ± 24 +221 ± 89 -17 ± 8 +395 ± 135
Ice shelves (1.77 106 km2)
MAR(ACCESS1.3) -98 ± +44 +94 ± 17 +41 ± 9 +229 ± 62 +4 ± 1 +416 ± 93
MAR(NorESM1-M) +30 ± 14 +83 ± 14 18 ± 15 +69 ± 23 +3 ± 1 +182 ± 51
MAR(CNRM-CM6-1) -335 ± 190 +109 ± 12 +108 ± 34 +558 ± 227 -6 ± 4 +781 ± 220
MAR(CESM2) -240 ± 127 +139 ± 8 +90 ± 28 +476 ± 162 -7 ± 3 +703 ± 179
discuss separately the ice shelves and the grounded ice sheet. This distinction is
also justified by the direct equivalent between grounded-ice mass change and mean
sea-level variations, whereas ice shelves do not directly contribute to sea-level
variations even if their surface processes (such as hydrofracturing) are of crucial
importance for the ice-sheet dynamics and therefore the Antarctic mass balance
evolution. The locations mentioned hereafter are illustrated in Fig. D.5.
5.3.1.1 Grounded ice sheet
The grounded Antarctic SMB is projected to increase by +349 Gt yr−1
(MAR(NorESM1-M)) to +751 Gt yr−1 (MAR(CESM2)) from 1981–2010 to 2071–
2100 (Table 5.1). Our simulations suggest large (up to more than twice the
present - natural - interannual variability) positive SMB anomalies in West
Antarctica (Marie Byrd and Ellsworth Land) and over the mountainous regions
of the Antarctic Peninsula (Fig. 5.1). The situation in East Antarctica is more
contrasted. The increase is significant (i.e, larger than the interannual variability
over 1981–2010) in Queen Mary Land and high-elevation plateaus, while George
V Land, Adelie Land and Wilkes Land are projected to have a weak increase in
SMB for all the simulations, except MAR(CNRM-CM6-1) which suggests a strong
increase there.
From 2015 onwards, the grounded SMB increases in all our MAR simulations
(Fig. 5.3A). Large differences between projections appear around 2040–2050 when
MAR(CESM2) and MAR(CNRM-CM6-1) suggest the strongest increase after 2050
and 2065 respectively while MAR(NorESM1-M) and MAR(ACCESS1.3) show a
substantial increase at the end of the 21st century. Finally, only MAR(CNRM-
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CM6-1) suggests a SMB decrease beyond 2095.
The grounded SMB trend is mainly dominated by an increase in snowfall
(Fig. 5.3B). Increased air moisture content associated to higher air temperatures
leads to a widespread increase in snowfall over the AIS, explaining most of the
positive SMB anomalies. This increase is stronger where air masses saturate as they
adiabatically cool when rising with the topography (Agosta et al., 2013; Ligtenberg
et al., 2013). Figure 5.2 shows that the largest increase occurs in West Antarctica,
where the accumulation by snowfall already is the highest over the present climate.
Although more snowfall can be expected over most of the AIS in a warmer climate
(Palerme et al., 2017), some parts of the Antarctic grounded ice sheet show
negative anomalies. This decrease in snowfall affects areas such as inland of
Marie Byrd where the SMB consequently decreases. This strong snowfall increase
over the peripheral slopes associated afterwards with an inland reduction could
result from enhanced condensation over the marginal slopes reducing moisture
intrusion and snowfall formation inland (Kittel et al., 2018). Although this effect
may be present in our projections, Figure D.4 also reveals a deepening of the ASL
enhancing moisture advection towards the Antarctic peninsula in MAR(NorESM1-
M). This deepening projected by NorESM-M especially occurs in winter (Raphael
et al., 2016) and result from rising greenhouse-gas emissions (Hosking et al., 2016;
Raphael et al., 2016).
Snowfall increase in response to higher air temperatures also competes
with a subsequent increase in runoff over the grounded ice margins (Fig. 5.3E).
Although runoff amounts are negligible in the present climate and the increase
in runoff is lower than the increase in snowfall, the future runoff contribution
could compensate up to 34% of the snowfall increase in MAR(CNRM-CM6-1) over
2071–2100, questionning the use of Precipitation-Evaporation in pace of SMB used
in earlier studies (e.g., Palerme et al., 2017; Favier et al., 2017; Gorte et al., 2020).
Other surface mass flux components such as rainfall (Fig. 5.3G), deposition and
sublimation are not projected to contribute significantly to SMB changes.
From 1981 to 2100, our results suggest a grounded cumulative contri-
bution of -3.7 cm, -5.8 cm, -8.1 cm and -10.6 cm SLE for MAR(NorESM1-M),
MAR(ACCESS1.3), MAR(CNRM-CM6-1) and MAR(CESM2) respectively. Given
that all these projections are obtained from similar anthropogenic forcing, this
demonstrates the necessity of using several ESMs to evaluate the Antarctic con-
tribution to the sea-level rise in high-emission scenarios at the end of the 21st
century.
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Figure 5.2: Snowfall changes (kgm−2 yr−1) between 2071–2100 and 1981–2010 as modelled
by MAR forced by ACCESS1-3 (A), NorESM1-M (B), CNRM-CM6-1 (C), and CESM2
(D), using ssp585 and RCP8.5. Locations where changes are smaller than the (natural)
interannual variability of the present climate (interannual standard deviation) are hatched.
5.3.1.2 Ice shelves
The SMB evolution over the ice shelves shows more uncertainties depending
on the forcing ESM. It remains close to the present-day values in MAR(NorESM1-
M), while it strongly decreases after 2075 in the other simulations (Fig. 5.3B).
All the MAR simulations agree on a significant SMB decrease over the ice
shelves on the lee side (eastern) of the Northern Antarctic Peninsula and near
Amery’s grounding line (Fig. 5.1). With the exception of MAR(NorESM1-M),
our projections also suggest a strong SMB decrease over the ice shelves on the
windward side of the Northern Peninsula and over a majority of the ice shelves
in Wilkes Land and in Queen Maud Land. Only MAR(CNRM-CM6-1) reveals
widespread negative SMB anomalies over all the small Antarctic peripheral ice
shelves. The Ronne-Filchner Ice Shelf is expected to have an increase in SMB,
even in MAR(CNRM-CM6-1) except in the vicinity of the ocean. Our simulations
suggest diverging responses over the Ross Ice Shelf, positive in MAR(ACCESS1.3)
and MAR(CESM2), negative in MAR(CNRM-CM6-1) and MAR(NorESM1-M).
The Ross Ice Shelf illustrates the large uncertainties related to the different model
forcings on the future SMB over the Antarctic ice shelves until 2100.
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Figure 5.3: Time series of the integrated annual SMB (A, B), snowfall (C, D), runoff (E, F)
and rainfall (G, H) anomalies (Gtyr−1) over the Antarctic grounded ice (A, C, E, G) and the
Antarctic ice shelves (B, D, F, H) from 1980 to 2100 simulated by MAR forced by RCP8.5
or ssp585 scenarios from ACCESS1-3 (blue), NorESM1-M (light blue), CNRM-CM6-1 (red),
and CESM2 (orange) compared to the 1981–2010 reference period. A running average of 5
years was applied to the original time series for better readability. Sublimation and surface
melt changes are shown in Fig. D.7.
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MAR suggests an increase in snowfall over ice shelves (between +83 Gt yr−1
and +139 Gt yr−1) regardless of the forcing ESM, but also a significant increase
in rainfall (+18 Gt yr−1 to 108 Gt yr−1) (Table 5.1). The increase in snowfall over
the ice shelves is however weaker than the increase over the grounded margins,
suggesting a stronger saturation of air masses when lifted over the ice-sheet slope
(Fig. 5.2). Over the period 2071–2100, rainfall anomalies can be as large as
snowfall anomalies on the ice shelves, or even outpace the increase in snowfall in
MAR(CNRM-CM6-1), where snowfall is projected to decrease at the very end of
the century (Fig. 5.3H). The warmer air also induces a conversion of snowfall into
rainfall over the Antarctic Peninsula, where the total precipitation is projected to
increase despite an increasing fraction falling as rain. Snowfall also decreases over
the Ross Ice Shelf in MAR(NorESM1-M) due to a pronounced intensification of
the ASL system bringing more moisture towards the Peninsula and less over the
Ross Ice Shelf (Fig. D.6b), which reduces SMB over this area.
Higher air temperature also causes a significant increase in surface melt.
Repeated years of intense melting, combined with increased rainfall, reduce the
firn air content and weaken the snowpack capacity to retain liquid water. This
results in large runoff production rates over the ice shelves, except over the
Ronne-Filchner due to its more southern position, as displayed in Fig. 5.4.
MAR(NorESM1-M) suggests the lowest increase in runoff (+18 Gt yr−1), which is
one order of magnitude lower than for MAR(CNRM-CM6-1) (+558 Gt yr−1).
The amount of runoff projected at the end of the century explains the large
changes in SMB over the ice shelves (Fig. 5.3F). The projected SMB decrease
in MAR(CNRM-CM6-1) over the Ross Ice Shelf results from the larger increase
in runoff than in snowfall while the decrease in SMB in the MAR(NorESM1-M)
experiment is only attributed to reduced snowfall accumulation. Finally, the sharp
runoff increase in MAR(CNRM-CM6-1) starting in 2090 reflects a widespread
runoff over nearly all the ice shelves (Fig. 5.4).
5.3.2 Links with the ESM near-surface temperature
Our projections of the 21st century evolution of the Antarctic SMB yield
large spread in SMB for both the Antarctic grounded ice and ice shelves. This
spread can mostly be attributed to different warming rates in the forcing ESM, as
they show a broad range of warming rates despite a similar radiative forcing due
to anthropogenic emissions (Figure 2.2).
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Figure 5.4: Changes in ruonff production (kgm−2 yr−1) between 2071–2100 and 1981–2010
as modelled by MAR forced by ACCESS1-3 (A), NorESM1-M (B), CNRM-CM6-1 (C), and
CESM2 (D). Locations where changes are smaller than the (natural) interannual variability
of the present climate (interannual standard deviation) are hatched.
We identify the 30-year periods (different for each ESM) characterised by
an Antarctic (90°S–60°S) annual near-surface climate about +2.5 ◦C warmer
on average than the climate over the historical period (1981–2010) to compare
SMB anomalies resulting from an equivalent warming. This +2.5◦C warming
corresponds to the strongest 30-year averaged near-surface warming common to
all our selected ESMs. The period selected for each ESM is listed in Table D.2.
Mean SMB anomalies projected by MAR during these periods reveal a very similar
spatial pattern between all our experiment. A +2.5 ◦C warming yields a mostly
non-significant increase in SMB over the grounded ice sheet and a weak (negative)
change over the surrounding ice shelves (Fig. D.8). This comparison at equivalent
warming but different 30-year periods shows that the spread in the future SMB is
mainly due to the timing and magnitude of the warming projected by the ESMs.
To remove the uncertainty associated to the different warming rates, we
associate the future annual anomalies modelled by MAR to annual near-surface
temperature anomalies over 90°S–60°S from the forcing ESM. Figure 5.5 reveals
more consistent projections between all our experiments. Note that associating
annual MAR anomalies with ESM temperature anomalies in the free atmosphere
(700 or 850 hPa) does not change the comparison (not shown).
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Precipitation increases following the Clausius-Clapeyron relation, a weak
exponential form that can be approximated as a (nearly) linear relationship
for moderate warming over the AIS (Agosta et al., 2013; Frieler et al., 2015;
Palerme et al., 2017). The grounded (Fig. D.9A) increase is dominated by
snowfall anomalies (Fig. 5.5A) with a weak contribution of rainfall (Fig. 5.5C).
Over the ice shelves, snowfall is no longer increasing for strong warmings above
+7.5◦C. A the total increase in precipitation remains also approximately linear
(Fig. D.9B), an increasing proportion of the potential additional precipitation
falls as rain instead of snow for higher temperature over the ice shelves. Under
increasing warming, more locations will experience rainfall, melting and runoff.
We therefore link rainfall (Fig. 5.5C,D) and runoff (Fig. 5.5E,F) anomalies with
near-surface temperature anomalies using a quadratic relation reflecting postive
feedbacks (Fettweis et al., 2013). Our results suggest that the increase in rainfall
will be stronger than the snowfall increase over the ice shelves for warming above
7.5◦C. The integrated increase in runoff is stronger over ice shelves than over
the grounded ice, despite the lower floating area compared to the grouded area.
This is mainly explained by the low surface elevation of the ice shelves. Other
studies (e.g., Kuipers Munneke et al., 2014; Trusel et al., 2015; Donat-Magnin
et al., 2020a) also linked an exponential increase in melting with air temperature
over the AIS.
Although the dominant signal explaining grounded SMB variations is the
snowfall increase, the trend suggests a slowing or even a lower grounded SMB
increase for warmings higher than +7.5◦C (Fig. 5.6). This results from a strong
increase in the grounded ice-sheet runoff. However, this grounded-SMB threshold
is only supported by MAR(CNRM-CM6-1). Since this warming magnitude is not
reached across all our other projections and as CNRM-CM6-1 is the warmest model
in the entire CMIP5 and CMIP6 database, it would require longer projections to
confirm the confidence of this threshold.
Over the ice shelves, a near-surface temperature increase by more than +2°C
results in runoff anomalies larger than precipitation anomalies, hence leading to
negative SMB anomalies (Fig. 5.6). While ice-shelf collapses could already occur
due to hydrofracturing caused by enhanced surface melt, additional warming
beyond this threshold will result in less surface accumulation, or even ice-shelf
thinning for the warmings that result in a SMB decrease stronger than 478 Gt yr−1
(i.e., the present SMB simulated by MAR(ERA5)) over the ice shelves). This
might induce MICI and/or enhancing positive feedbacks between ice dynamics and
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Figure 5.5: MAR snowfall (A, B), rainfall (C, D) and runoff (E, H) anomalies (Gtyr−1)
over the grounded ice (A, C, E) and ice shelves (B, D, H) compared to the annual near-
surface temperature anomaly from the forcing ESM between 90°S-60°S (◦C). The black
regression was computed using all the MAR-ESM anomalies while individual regression are
also represented (coloured lines). The regression equation and determination coefficient are
mentioned for each scatter plot.
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Figure 5.6: MAR SMB anomaly over the grounded ice (A) and ice shelves (B) compared
to the annual near-surface temperature anomaly from the forcing ESM between 90°S-60°S
(◦C). The black regression was computed using all the MAR-ESM anomalies while individual
regression are also represented (coloured lines).
new damage weakening the ice shelves (Lhermitte et al., 2020).
5.4 Discussion
5.4.1 Statistical projections for the CMIP5 and CMIP6 en-
semble
Anomalies in Antarctic SMB and its driving components (precipitation
and runoff) are strongly explained by near-surface ESM temperature anomalies
between 90°S–60°S as discussed above (see Sect. 5.3.2). We therefore propose to
reconstruct the SMB for both the Antarctic grounded ice (Eq. 5.1) and ice shelves
(Eq. 5.2) using ESM near-surface temperature anomalies:
∆SMBgrd ≈ −1.3 ∆TAS290−60S + 115.4 ∆TAS90−60S − 11.1, (5.1)
∆SMBshf ≈ −12.7 ∆TAS290−60S + 32.1 ∆TAS90−60S − 3.1, (5.2)
where ∆SMBgrd, ∆SMBshf , and ∆TAS90−60S represent the SMB anom-
alies over the grounded ice and ice shelves (in Gt yr−1), and the ESM 90°S–60°S
near-surface temperature anomaly (in ◦C) compared to their respective mean value
over 1981–2010. A more detailed description of the ability of this regression to
represent SMB anomalies is presented in Supplementary Material (Fig. D.10).
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Since CNRM-CM6-1 has the strongest Antarctic near-surface warming among all
CMIP5 and CMIP6 models, we can use this regression to predict the future SMB
in 2100 without any extrapolation outside the warming range of our projections.
However, this implies several hypotheses, such as the absence of strong atmo-
spheric circulation changes (influencing humidity advection) or a fixed ice surface
(topography).
Using Eq. (5.1) and Eq. (5.2), we reconstructed the annual Antarctic SMB
for all the CMIP5 (RCP8.5) and CMIP6 (ssp126, ssp245, ssp585) models for which
the annual near-surface temperature is available until 2100 (Figs. 5.7–5.8). The
projected SMB anomalies remain similar until 2040–2050 in all the reconstructions.
They then start to diverge and lead to a difference of -1.2cm SLE (-6.3 ± 2.0 cm
SLE in CMIP6-ssp585 vs -5.1 ± 1.9 cm in CMIP5-RCP8.5 cumulated over the
period 1981–2100). From the period 2045–2050, the SMB on the ice shelves starts
decreasing in CMIP5-RCP8.5 models, and even more in CMIP6-ssp585 models,
with a multi-model-mean difference of 65 Gt yr−1 over 2071–2100. A few models
nonetheless suggest a steady-state ice-shelf SMB both in the CMIP5 and CMIP6
ensembles. It should also be noted that the CMIP6-ssp585 spread is much larger
than in CMIP5-RCP8.5, as it ranges from strong negative anomalies (-600 Gt yr−1,
i.e. lower than present ice-shelf SMB) to steady state or even slightly positive
anomalies on the ice shelves. The CMIP6-ssp585 ensemble-mean value in 2100 is
also nearly outside the spread range of CMIP5-RCP8.5 models highlighting the
average stronger SMB decrease in CMIP6-ssp585. Similarly to what is projected
for the Greenland ice sheet (Hofer et al., 2020), the higher equilibrium climate
sensitivity of several CMIP6 models largely explains the differences between the
CMIP5 and CMIP6 results. Both the CMIP6-ssp126 and CMIP6-ssp245 scenarios
yield a stable SMB (increased over the grounded ice and close to steady state to
slightly negative over the ice shelves) after 2050. In cumulative terms, our CMIP6
reconstructions cumulated over the 21st century indicate Antarctic grounded-
surface contributions of -3.0 ±1.4 cm SLE for CMIP6-ssp126 and -4.2 ±1.6 cm
SLE for CMIP6-ssp245, i.e a lower sea-level rise mitigation than for CMPIP6-
ssp585. As described in Sect. 5.3, a high temperature increase induces higher
precipitation rates but also higher runoff over the grounded ice sheet. Figure D.11
reveals large spreads in both integrated snowfall and runoff changes. However, as
runoff increase partly compensates snowfall increase, the spread in SMB change is
strongly reduced compared to the individual components.
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Figure 5.7: Reconstructed SMB anomaly Gtyr−1 using CMIP5-RCP8.5 (blue) and CMIP6-
ssp585 models (red) over the Antarctic grounded ice (A) and ice shelves (B). Projections are
shown using the multi-model mean (solid lines) and the 5 to 95% range, corresponding to
±1.64 standard deviation, across the distribution of individual models (shading).
Figure 5.8: Reconstructed SMB anomaly Gtyr−1 for the CMIP6 models using the ssp126
(green), ssp245 (green) and ssp585 (red) scenarios over the Antarctic grounded ice (A) and
ice shelves (B). Projections are shown using the multi-model mean (solid lines) and the 5 to
95% range, corresponding to ±1.64 standard deviation, across the distribution of individual
models (shading).
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5.4.2 Comparison with the ISMIP6-derived SMB
Due to time constraints and computational demands faced by the Ice Sheet
Model Intercomparison Project (ISMIP6, Nowicki et al., 2016), future Antarctic
projections for forcing ice-sheet models were derived directly from ESMs while,
over the Greenland ice sheet MAR was used to downscale ESM projections
(Nowicki et al., 2020). However, using ESMs to study the evolution of the SMB
often involves several compromises related to their coarse resolution and their low
sophistication to represent important physical processes of polar regions. Although
RCMs have been believed to add uncertainties in the downscaling product (Nowicki
et al., 2016), the significant (SMB) biases in ESMs over the current climate (e.g.,
Krinner et al., 2007; Agosta et al., 2015; Lenaerts et al., 2017b; Palerme et al.,
2017; Krinner and Flanner, 2018) might be a larger source of uncertainties than
the downscaling itself. Therefore, we compare our MAR projections forced by
NorESM1-M (RCP8.5), CESM2 and CNRM-CM6-1 (ssp585) to the ISMIP6-
derived SMB used to predict the future Antarctic sea-level contribution (Seroussi
et al., 2020) by interpolating the 32 km SMB fields built by ISMIP6 on the 35 km
MAR grid.
Figure 5.9 compares future SMB changes (2081–2100 versus 1995–2014
i.e., the ISMIP6 reference period) projected by MAR and the respective forcing
ESMs. While the MAR projections are relatively insensitive to the forcing ESM
for the same warming (see Sect. 5.3.2), the comparison between MAR and the
forcing ESM reveals large differences, independently of the differences due to
the higher resolution used in MAR that enables to distinguish high-elevation
positives anomalies from low-elevation negative anomalies. For example, CNRM-
CM6-1 projects a strong near-surface Antarctic warming (Fig. 2.2 and Nowicki
et al. (Fig. 1a in 2020) but the related runoff increase is particularly weak
(Figs. D.11 and D.8), leading to only very slightly negative anomalies, in contrast
to MAR(CNRM-CM6-1), that simulates widespread negatives anomalies around
nearly all the peripheral ice shelves consistent with a stronger warming Fig. 5.5.
As highlighted by Fettweis et al. (2020), this suggests that the physics of the
models and/or the biases over the current climate (in particular for the melt)
could strongly influence the projected near-surface changes for identical changes
in the free atmosphere. These MAR and ESM differences also highlight the
importance of correctly representing the current climate and the need of additional
projections relying on more models, including both RCMs and ESMs. As the
integrated differences cumulated over 1995–2100 can be larger or as large as the
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Figure 5.9: Comprison between SMB anomalies between 2081–2100 and 1995–2014
(kgm−2 yr−1) projected by MAR forced by NorESM1-M (A), CESM2(C), CNRM-CM6-1
(E), and the ISMIP6-SMB directly derived from NorESM1-M (B), CESM2 (D) and CNRM-
CM6-1 (F).
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Figure 5.10: Cumulative contribution of the grounded Antarctic SMB (mmSLE) of MAR
forced by NorESM1-M, CNRM-CM6-1, and CESM2 (solid ligne), and the ISMIP6-SMB
directly computed from NorESM1-M, CNRM-CM6-1, and CESM2 (dashed lines) over 1995–
2100. The differences between the cumulative contributions of the MAR experiments and
their forcing ESM is also indicated in the figure.
differences between CMIP5-RCP8.5 and CMIP6-ssp585, or between CMIP6-ssp126
and CMIP6-ssp245 (Fig. 5.10), this also raises the question of the sensitivity to the
forcing of ISMIP6 projections, where the SMB is used as an input for performing
projections of the total AIS mass balance (Seroussi et al., 2020).
5.4.3 Limitations
Our projections suggest a significant ablation by runoff as the firn would
not absorb all the additional liquid water, whereas almost all surface meltwater
refreezes in the snowpack. MAR does not include a liquid-water routing scheme
that could either create liquid-water flowing over the ice surface, or accumulate
melted water into surface or sub-surface lakes, further away than the place of
its production. The current view suggests that enhanced melt will be stored in
crevasses or ponds that weaken ice shelves, potentially leading to their collapses
by hydrofracturing (Scambos et al., 2000; Vieli et al., 2007; Pattyn et al., 2018).
However, in some conditions, streams and rivers can transfer surface meltwater
laterally and export it into the ocean (Kingslake et al., 2017; Pattyn et al.,
2018; Dell et al., 2020; Arthur et al., 2020), which might eventually reduce the
risk of hydrofracturing (Bell et al., 2017). Lake formation and meltwater runoff
therefore represent a large uncertainty about the future of the ice shelves and the
contribution of the AIS to sea level. These processes have yet to be implemented
in the snowpack module of MAR.
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MAR is not coupled to an ice-sheet model in these simulations and therefore
has a static ice-sheet geometry (ie., fixed surface elevation and ice/ocean mask)
that could lead to biases in the simulated SMB. For instance, melt-elevation
feedback due to the lowering of the surface elevation by atmospheric and basal
melt are not taken into account with a fixed geometry. Hence, we probably
underestimate surface melt rates by overestimating the future surface elevation
(Ritz et al., 2015). Since the ice/ocean mask is fixed over the whole simulation
period (1975–2100), integrated anomalies could also be biased. The ice-shelf
area and associated negative SMB value are potentially overestimated due to the
absence of collapse processes. In the same way, the extent of grounded ice is
reduced as grounding lines retreat, which should induce a negative contribution
of the surface to sea-level rise. These two implicit consequences of using fixed ice
mask and elevation could partly compensate each other. The elevation feedback
has been shown to matter for 21st century Greenland projections (Le clec’h et al.,
2019), but its importance for the AIS remains an open question.
Our simulations also do not include drifting snow, which can be active
up to 81% of the time in some locations (Amory, 2020). Drifting snow has
been simulated as the main present ablation component of the AIS (Lenaerts
and Van den Broeke, 2012; Van Wessem et al., 2018) and can lead to exposure
of low-albedo and blue-ice area (Lenaerts et al., 2017a). The sublimation of
eroded particles also cools the atmosphere (Le Toumelin et al., 2020) and has
a significant influence on the humidity budget of the near-surface atmosphere
(Amory and Kittel, 2019). The drifting-snow scheme of MAR had not yet been
evaluated at the scale of the ice sheet when we performed our simulations and
was therefore deactivated. Projected runoff ablation is much higher than present
wind-driven ablation suggesting that drifting snow would not remain the main
ablation process by 2100. This highlights the importance of assessing the future
Antarctic drifting-snow climate in the global warming context.
5.5 Chapter conclusion
In this study, we use the regional atmospheric model MAR, which includes
determinant polar surface physics, forced by four carrefuly-selected ESMs (AC-
CESS1.3, NorESM1-M, CNRM-CM6-1, CESM2) to study the future evolution of
the Antarctic SMB. These CMIP5 and CMIP6 models project a wide range of
Antarctic near-surface warming (+3.2◦C to +8.5◦C) and enable us to investigate
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the AIS sensitivity to different warmer climates in 2100.
Our results reveal an increase in grounded SMB (+349 Gt yr−1 to +751
Gt yr−1) between 1981–2010 and 2071–2100 due to an increase in snowfall amounts,
despite higher runoff values partly offsetting this increase (up to 34%). Higher
surface meltwater production over the ice shelves at the end of the 21st century
prevents a total absorption of additional liquid water by the snowpack, leading
to high runoff values and mostly negative SMB anomalies. The spread over the
ice shelves is however large, since our simulations project relatively stable SMB
anomalies (+30 Gt yr−1) to strong negative anomalies (-335 Gt yr−1). Our results
suggest significant differences at the end of the century at the scale of the entire
ice sheet, whether we consider the grounded ice or ice shelves. However, future
spatial and integrated changes for a same warming are similar, suggesting than
uncertainties are mainly due to the sensitivity of ESMs to anthropogenic forcing
and the timing of the projected warming.
Future changes modelled by MAR are strongly correlated with the near-
surface warming of the forcing ESMs around the AIS. Using a statistical regression,
we reconstruct integrated SMB anomalies over the grounded ice sheet as well as
over the ice shelves for the whole CMIP5 (RCP8.5) and CMIP6 (ssp126, ssp245,
ssp585) database. Over 2071–2100 compared to the present, this reconstructed
grounded SMB suggests a higher increase for CMIP6-ssp585 (+447 ± 134 Gt yr−1)
than for CMIP5-RCP8.5 (+ 353 ± 114 Gt yr−1) that respectively corresponds
to a 2000-2100 cumulated sea-level contribution of -6.3 ±2.0 cm SLE and -5.1
±1.9 cm SLE. Low (ssp126) and intermediate (ssp245) CMIP6 emission scenarios
project a lower negative contribution to sea-level rise than ssp585 (-3.0 ±1.4 cm
SLE using ssp126 and -4.2 ±1.6 cm SLE using ssp245. Conversely, CMIP6-ssp585
yield a stronger SMB decrease over the ice shelves (-119 ± 100 Gt yr−1) than
CMIP5-RCP8.5 (-54 ± 55 Gt yr−1).
Future SMB estimates are also used as forcing for ice-sheet models, notably
in the ISMIP6 project, where SMB estimates are directly derived from ESMs.
Despite several improvements in the latest generation of CMIP6 ESMs, using
these models to study the evolution of the SMB involves several compromises
that could lead to large uncertainties in the future SMB. We therefore compare
the MAR projected SMB to the ISMIP6-derived SMB, revealing large local and
integrated differences between MAR and the respective forcing ESM. These MAR
and ESM differences highlight the importance of correctly representing the current
climate and the need of additional projections relying on more models including
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both RCMs and ESMs.
Under the Paris Agreement (limiting global warming to +1.5◦C compared
to pre-industrial temperature, which is a colder target than the projected mean
CMIP6-ssp126 warming), increased surface melt over the ice shelves should remain
weak, limiting potential ice-shelf collapses due to hydrofracturing. This weak
increase in melt amounts should also limit surface thinning and then positive
feedbacks between surface damages and ice-shelf instability. However, large
uncertainties remain in the influence of surface melt on the ice-shelf stability.
Furthermore, our results highlight a warming threshold (+2.5◦C) where the ice-
shelf SMB could decrease, suggesting a low range of warming before potential
irreversible damages on the ice-shelves. Finally, our simulations also suggest a
stabilisation or even a decrease in grounded SMB with a +7.5◦C near-surface
warming, which would lead to a decrease in the sea-level mitigation capacity of
the grounded AIS surface. This warming is however reached before 2100 by only
one model in the highest-emission scenario suggesting that more work is needed to
asses the confidence of this threshold, the response of the AIS to strong warming
after 2100 and AIS contribution to global sea-level rise.
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CHAPTER 6
Cloud phase drives differences in future
surface melt over Antarctic ice shelves
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Abstract Warm atmospheric conditions have damaged Antarctic Peninsula
ice shelves through surface melt and hydrofracturing, and could potentially initiate
collapse over other Antarctic ice shelves. The reduced buttressing capacity of
these ice shelves associated with mass loss has increased the Antarctic Ice Sheet
contribution to sea level rise through a speed-up in glacier flow. However, even
within equivalent radiative forcing in the future, model projections suggest large
differences in cumulative 21st century surface melting. So far it remains unclear
whether these differences are due to variations in warming rates in individual
models, or whether local surface energy budget feedbacks could also play a notable
role. Here we use the polar-oriented regional climate model MAR to study the
physical mechanisms that will control the future melt over the Antarctic ice
shelves in high-emission scenarios RCP8.5 and ssp585. We show that clouds
enhance future surface melt by increasing the atmospheric emissivity of longwave
radiation towards the surface. Furthermore, we highlight that differences in
meltwater production depend on cloud properties and particularly cloud phase.
Clouds containing a larger amount of liquid water lead to stronger melt, also
favouring the absorption of solar radiation due to the melt-albedo feedback. By
driving melt differences over the ice shelves in the next decades, liquid-containing
clouds could be a major source of uncertainties related to the future Antarctic
contribution to sea-level rise.
6.1 Context
Clouds are key drivers of the SEB. They can have opposing effects by
reflecting solar (shortwave) radiation towards space and by re-emitting trapped
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energy through thermal (longwave) radiation towards the surface. The net cloud
effect - the balance between these opposite contributions - is notably determined
by the surface albedo (Bintanja and van den Broeke, 1996; Hofer et al., 2017),
and cloud properties, i.e their temperature (Stephens, 1984), structure (Barrett
et al., 2017; Gilbert et al., 2020), and water phase (ice or liquid) (Lachlan-Cope,
2010; Hines et al., 2019; Gilbert et al., 2020). The absorption and reflection
properties of clouds depend on the cloud optical depth (COD), which can be
partly linked to their liquid water content (Stephens, 1984; Zhang et al., 1996).
Liquid-containing clouds, including both liquid-only and mixed-phase clouds, have
therefore a stronger effect on the SEB (Bennartz et al., 2013; Gorodetskaya et al.,
2015; Hofer et al., 2019).
Clouds currently warm the Antarctic surface (Pavolonis and Key, 2003).
While the highly-reflective snow combined with scarce blue-ice areas prevent
significant absorption of SWD in summer, clouds act as another source of incoming
energy in the infrared spectrum. This additional energy can be used to heat and
melt the snow (Bintanja and van den Broeke, 1996; Van Den Broeke et al., 2006).
Abundant liquid-containing clouds associated with warm and moist air advection
are responsible for intense melt events due to enhanced LWD (Nicolas et al., 2017;
Scott et al., 2019; Wille et al., 2019). These liquid-containing clouds can also
become a significant source of incoming energy in winter and trigger surface melt
even outside of the usual summer melt season (Kuipers Munneke et al., 2018;
Wille et al., 2019).
Quantifying the influence of clouds on the SEB remains challenging, par-
ticularly over the AIS where observations are scarce and expensive to maintain
(Bromwich et al., 2012; Boucher et al., 2013). Furthermore, little is known about
how these cloud-related uncertainties will influence the future climate and sur-
face mass balance projections over the Antarctic ice shelves. Additionally, ESMs
usually lack the necessary spatial resolution and underlying physics/processes to
resolve the small floating ice shelves. Moist air can intrude further inland over the
ice shelves before reaching the grounded ice-sheet slope because the steep topo-
graphic gradient at the peripheries of the grounded ice sheet is smoothed in coarse
resolution ESMs. This highlights the need for a more detailed quantification of the
future cloud effects with higher-resolution and polar-oriented models to evaluate
uncertainties related to cloud properties on the projected AIS contribution to SLR.
To understand how the cloud radiative effect drives the differences in
future melt over the Antarctic ice shelves, we force the regional climate model
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MAR (Gallée and Schayes, 1994) with four ESMs from the CMIP5 (ACCESS1.3
and NorESM1-M) and CMIP6 (CNRM-CM6-1, CESM2) database using the
highest greenhouse gas concentration pathways (respectively RCP8.5 and SSP585).
These four models reproduce the current state of the Antarctic climate, but also
maximise the diversity of projected future warming (Kittel et al., 2020). From
these simulations we show that LWD increases drive projected surface melt.
Furthermore, clouds, and particularly their phase, determine the differences in
projected LWD increase with more liquid-containing clouds inducing stronger
future melt for a same temperature anomaly. They also enhance SWD absorption
by decreasing surface albedo which again strengthens melt. Since clouds are
projected to control in part future surface melt rates, our study suggests that
their correct representation into models could significantly influence the future
Antarctic contribution to SLR.
6.2 Additional methodological aspects
6.2.1 MAR and experiments
We used the version 3.11 of MAR, with the exact same configuration and
forcing than in Ch. 5 (see also Sect. 2.2.2 for the selection method). In this study,
MAR is then forced by two CMIP5 models (ACCESS1.3 and NorESM-1-M) and
two CMIP6 models (CNRM-CM6-1 and CESM2) using the highest concentration
pathways (RCP8.5 for CMIP5 models and ssp585 for CMIP6 models). A detailed
description of the model setup and physics adaptation for the AIS is given in
Agosta et al. (2019); Kittel et al. (2020) and in Ch. 2. The model results when
forced by the selected ESMs have been thoroughly evaluated in Appendix D.1.
6.2.2 Anomalies
The reference (present) period in this study is taken as the average from
1981 to 2010 for both MAR (melt, SEB components, cloud amount and proper-
ties, surface albedo) and ESMs (Antarctic regionnal, i.e 90°S–60°S, near-surface
warming). Since most of the total annual melt occurs in summer (December-
January-February, DJF), we only discussed the summer anomalies. In order to
easily compare integrated melt anomalies (mass per unit of time i.e., Gt 3mo−1)
with SEB component anomalies (energy flow per unit of area per unit of time i.e.,
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W m−2), we have converted the latter into integrated melt potential equivalent
(potential induced melt mass per unit of time i.e., Gt 3mo−1) following Hofer et al.
(2017, 2019) whenever SEB component anomalies are not presented in their SI
unit (W m−2). We performed the SEB conversion as follows:
a. computing the mean DJF values from daily outputs and calculating the
anomalies compared to reference climate 1981–2010 (Units: W m−2);
b. summing the anomalies over the whole region (ice shelves or grounded ice)
weighted by the fraction covered by ice over that pixel and its area (taken
into account projection deformations) (Units: Gt s−1);
c. multiplying by the number of seconds during the summer (Units: J 3mo−1)
and finally dividing by the heat of fusion needed to melt 1 kg of snow/ice
(Hf = 333.55 kJ kg−1) (Units: potential kg 3mo−1 converted into potential
Gt 3mo−1).
Positive (negative) potential melt anomalies depict enhanced (reduced) con-
tribution to surface melt. Although this conversion enables direct comparison
between melt and (non-) radiative SEB components, it neglects some physical
processes such as heating of the surface (i.e, a part of the energy might heat the
surface instead of directly melting the snow), refreezing energy, and variations of
the subsurface conductive heat flux. In MAR, the latter is however considered to
be closed to zero and negligible when the model simulates melt. Finally, as the
amount of melted water is summed for every time step while the SEB components
are averaged over each day in the model outputs, the total SEB expressed in melt
potential is not necessarily equivalent to the total simulated melt. We therefore
discuss the potential contribution of each SEB component to melt instead of their
actual contribution.
6.3 Results
6.3.1 Contributions to summer melt increase
Our simulations project a summer melt increase over the ice shelves that
strongly differs depending on the forcing ESM during the 21st century (Fig. 6.1).
We find a factor of ∼3.9 between the lowest and highest cumulative melt anomalies
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Figure 6.1: Cumulative summer melt and SEB components converted into melt potential
(Gt). Cumulative summer anomalies of melt, turbulent, net shortwave, and longwave fluxes
expressed as melt potential projected by MAR forced by (a) ACCESS1.3, (b) CESM2, (c)
CNRM-CM6-1, (d) NorESM1-M, compared to the reference 1981-2010 summer.
over the 21st century, despite equivalent radiative forcing from greenhouse gases.
MAR driven by NorESM1-M simulates a total melt increase of ∼8000 Gt during
the 21st century, while the increase reaches ∼31,400 Gt when MAR is driven by
CNRM-CM6-1. This spread in projected melt (while forced with an equivalent
concentration pathway) is as large as differences in melt between low and high
concentration pathways (Trusel et al., 2015; Kittel et al., 2020).
The main differences in ice-shelf summer melt arise from differences in LWN
and SWN fluxes (Fig. 6.1). MAR projects a strong increase in LWN as the surface
receives more LWD by 2100 (Fig. E.1). The cumulative LWN fluxes for the 21st
century corresponds to 17,900 Gt potential melt in MAR driven by CNRM-CM6-1,
i.e the higher-melt projection (see Methods for the computation of potential melt).
This represents ∼57% of the projected changes, a similar potential contribution
to MAR driven by ACCESS1.3 (∼47%) or CESM2 (∼41%). MAR driven by
NorESM1-M produces the lowest melt increase. In this simulation, the LWN
potential melt is equivalent to the cumulative melt anomalies.
Contrary to LWD, SWD fluxes decrease in all our simulations (Fig. E.1).
However, the albedo decreases as melt increases, reducing shortwave reflection by
the surface. This leads to positive potential melt contributions for SWN. MAR
driven by CNRM-CM6, CESM2, and to a lesser extent ACCESS1.3 suggest an
equivalent shortwave potential melt accumulated over the 21st century (11,600 Gt;
11,100 Gt; and 8,500 Gt), whereas MAR driven by NorESM1-M projects only a
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2,400 Gt shortwave contribution to potential melt.
Longwave contributions account for most of the melt anomaly differences.
Despite relatively similar turbulent and shortwave melt potential contributions
with MAR driven by CESM2, the CNRM-CM6-1 experiment leads to larger
accumulated melt values that result from a larger longwave contribution. This
is also true to a lesser extent when compared with MAR driven by ACCESS1.3
whose accumulated shortwave contribution differs by only ∼3,100 Gt while the
difference in melt with MAR driven by CNRM-CM6-1 reaches ∼12,900 Gt.
Non-radiative, turbulent fluxes play a minor role compared to the radiative
fluxes (Fig. 6.1). Although other studies (Kuipers Munneke et al., 2012, 2018;
Lenaerts et al., 2017a; Datta et al., 2019) have indicated that turbulent fluxes
(especially SHF) can be the main drivers behind intense sporadic melt events
occurring locally in peripheral regions of the ice sheet, our model results indicate
that from a continent-wide perspective, they have a future potential melt contri-
bution that is substantially lower relative to radiative fluxes over ice shelves at the
end the century. Except for the NorESM1-M experiment where the melt increase
remains weak, individual turbulent fluxes always have a lower (by a factor of 0.18
to 0.35) potential contribution than radiative fluxes. While latent heat fluxes
undergo relatively few changes, SHF is projected to decrease inducing a slightly
negative potential melt contribution that we attribute to 1) a reduced thermal
inversion between the atmosphere and the surface, and 2) slower katabatic winds
(See the supplementary information in Sect.E.2).
6.3.2 Factors behind the differences in LWD
The projected LWD increases due to higher temperature in the atmosphere
and larger greenhouse-gas concentration. Approximating the atmosphere as a
longwave-opaque and black body, we estimated the contribution of the atmosphere
to the increase in LWD over 2071-2100 (see the additional element E.4). While
our results project significant differences in LWD increase between the CNRM-
CM6-1 and CESM2 experiments, the future atmospheric temperature in these
experiments only explains 29% of modelled future LWD differences. This implies
the contribution of additional significant processes.
While greenhouse gas concentrations mainly determine the emissivity of the
atmosphere in clear-sky conditions, clouds also contribute to the atmospheric
emissivity depending on their optical depth. The MAR experiments project more
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Figure 6.2: Changes in cloud cover, cloud optical depth, and association between cloud
optical depth and longwave down radiations converted into melt potential (Gt). Anomalies
of summer cloud cover (%) (a), cloud optical depth (-) (b), Summer longwave downwelling
radiations (expressed as potential melt in Gt 3mo−1) versus mean cloud optical depth an-
omalies during summer (-) (c) projected by MAR forced by ACCESS1.3 (orange), CESM2
(green), CNRM-CM6-1 (red), and NorESM1-M (blue), in summer compared to the present
summer climate (1981–2010).
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numerous and opaque clouds that enhance LWD (Fig. 6.2) and decrease SWD
(Fig. E.1). The mean summer cloud cover (CC) over the ice shelves fluctuates
around the mean value of the present period until 2050-2060 when it starts to
increase in all our simulations. While MAR driven by ACCESS1.3, NorESM1-M,
and CESM2 suggests a similar increase (between ∼3% and 4%), the CNRM-
CM6-1 experiment (ie., with the strongest melt) reveals the largest cloud cover
increase with 8% more frequent clouds during the southern summer. This is a
factor of two compared to the other projections. While the absence or presence
of clouds is a determining factor favouring longwave emission towards the surface,
CC changes remain close to the present values compared to COD changes (Fig.
6.2). The mean CC in summer does not strongly change until 2050 while LWD
is already projected to increase in all our simulations, as a result of higher COD
values. Moreover, ACCESS1.3, CESM2 and NorESM1-M experiments project a
similar increase in CC after 2050 while LWD increases differently from one model
to another (Fig. E.1). This suggests that CC anomalies remain less influential
compared to the large COD anomalies in our results. We will then hereafter only
focus on COD which predominantly explain the differences in LWD and ultimately
melt.
Although COD is projected to increase in all our simulations, MAR driven
by CNRM-CM6-1 similarly suggests a stronger increase (up to ∼0.7), which
corresponds to clouds twice as opaque than clouds simulated in the MAR-CESM2
experiment (i.e, the simulation with the second-largest COD increase). The higher
LWD fluxes are strongly correlated with large increases in COD (R>0.99; Fig. 6.2).
Our experiments also project an increase in the atmospheric water vapour content
(Fig. E.4). However, both MAR-CNRM-CM6-1 and MAR-CESM2 experiments
reveal a similar increase that does not explain LWD differences between these
two projections. We therefore attribute the future differences in LWD increase to
clouds.
Although the increase in LWD due to optically-thicker clouds saturates
for large COD increases expressing a longwave-opaque atmosphere, our results
highlight that changes in LWD and the cloud radiative effect are projected
to remain highly sensitive to COD changes over the 21st century (See the
supplementary Sect. E.6 and Fig. E.5). We find that COD increases with a
variable rate around 2040–2060 and starts to spread afterwards. While projected
COD increases with temperature, Figure E.6 demonstrates that the future changes
are not only a direct consequence of the atmospheric warming as MAR driven
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Figure 6.3: Changes in cloud phase properties. Anomalies of mean summer ice water path
(IWP) summer cloud cover (gm−2) (a), and mean summer liquid water path (LWP) anom-
alies (gm−2) (b), driven by MAR forced by ACCESS1.3 (orange), CESM2 (green), CNRM-
CM6-1 (red), and NorESM1-M (blue) compared to the present summer climate (1981–2010).
by CNRM-CM6-1 simulates stronger COD changes than others experiments for
equivalent near-surface warmings.
MAR projects an increase in cloud particle contents and phases over the ice
shelves that differ following the experiment, resulting in different optical properties
(Fig. 6.3). The mean Ice Water Path (IWP, the mean total amount of ice and
snow content in the atmosphere here including clear-sky value) is increasing
similarly among experiments with anomalies between 19.7 g m−2 and 41.8 g m−2
which represents a factor of 2.1 between the lowest (ACCESS1.3) and the highest
increase (CESM2). While all projections simulate a higher Liquid Water Path
(LWP, equivalent of IWP for liquid content) in the future, large differences persist
in the anomalies. MAR driven by CNRM-CM6-1 projects a stronger variation
in LWP (19.9 g m−2) that is 8.7 larger than the increase in the NorESM1-M
experiment (2.3 g m−2). As the emissivity of clouds strongly depends on the liquid
water content, the different increases in LWP control the spread in projected
LWD. While the CESM2 experiment suggests slightly larger changes in IWP
than the CNRM-CM6-1 experiment, the latter projects more liquid-containing
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Figure 6.4: Changes in vertical specific humidity profiles. Anomalies in mean summer
specific humidity (g kg−1) in 2071–2100 compared to 1981–2010 projected by ACCESS1.3
(orange), CESM2 (green), CNRM-CM6-1 (red), and NorESM1-M (blue) over the ice shelves.
clouds (higher LWP) resulting in more opaque clouds (higher COD). This analysis
highlights that the projected melt differences are mainly caused by differences in
cloud water phase.
The projected cloud phase differences are explained by the preferential in-
crease of either water and rain droplets or ice and snow particles. Over 2071–2100,
both the vertically-averaged atmospheric changes in humidity and temperature
projected by MAR driven by CESM2 and CNRM-CM6-1 are similar over the ice
shelves (Tab. E.2). However, they differ in their vertical structure. MAR driven
by CESM2 project stronger changes in humidity advection in the middle and high
atmosphere above 800 hPa while future CNRM-CM6-1 atmosphere is characterised
by stronger low-level humidity advection in the ice-shelf atmosphere below 800
hPa (Fig. 6.4). The formation of either snow and ice particles (CESM2) or water
droplets (CNRM-CM6-1) when saturation is reached results in differences in IWP
and LWP. This also explains why MAR driven by CNRM-CM6 simulates more
liquid precipitation than when driven by CESM2 at an equivalent warming rate
and conversely for solid precipitation (see Kittel et al. (2020) or Ch. 5).
6.3.3 Enhanced SWD absorption due to LWD
The surface is projected to absorb more shortwave despite decreased SWD
(Fig. 6.5). The excess energy at the surface due to LWD warms and melts snow.
This in turn promotes snow grain metamorphism that combined with refreezing
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of liquid meltwater, lowers the albedo and favours SWD absorption. We therefore
find a strong association between LWD and SWN (Fig. 6.5). The quadratic
relation suggests an amplification of the increase in SWN due to LWN as a
consequence of the melt albedo feedback. The low R2 (determination coefficient)
value between LWD and SWN in the NorESM1-M experiment suggests a low or
absent melt-albedo feedback explained by the weak projected increase in melt. On
the contrary, the albedo is projected to strongly decrease when MAR is forced
by CNRM-CM6-1 leading to large anomalies in SWN. In this experiment, mean
summer 2-m temperatures over the ice shelves nearly reach the 0 ◦C isotherm
(-0.9 ◦C over 2095–2100). This highlights the importance of cloud radiative effect
on melt and inherent surface feedbacks. The influence of clouds on absorbed
SWD mainly depends on the surface albedo but also on the rate at which SWD is
projected to decrease (Bintanja and van den Broeke, 1996). In warmer climates
after 2100, clouds could be more reflective than the ice-covered surface (as summer
albedo decreases). These warmer conditions could reverse the summer cloud
radiative effect (reducing melt) similarly as over the dark ablation zone of the
Greenland Ice Sheet (Hofer et al., 2017; Wang et al., 2019b) suggesting a growing
importance of surface albedo in determining the future cloud radiative effect.
Figure 6.5: Association between summer SWN and LWD anomalies (Gt 3mo−1). Summer
anomalies of shortwave net radiation compared to summer longwave downwelling radiation
anomalies projected by MAR forced by ACCESS1.3 (a), NorESM1-M (b), CNRM-CM6-1
(c), and CESM2 (d) over the Antarctic ice shelves based on the 1981–2010 mean values, with
second order polynomial equations and R2 values.
6.4 Chapter conclusion
In conclusion, we highlight in this study that liquid water content explains
most of the differences in future melt over the Antarctic ice shelves. They induce
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a stronger increase in LWD that enhances meltwater production but also favours
SWD absorption (due to the melt-albedo feedback) further increasing melt.
By controlling future melt differences over the ice shelves, liquid-containing
clouds could lead to different Antarctic contributions to sea-level rise. For
instance, the larger melt rate projected in the CNRM-CM6-1 experiment could
trigger 23% (relative augmentation, or 15.6% in absolute values) more susceptible
hydrofracturing collapses than the CESM2 experiment despite a similar global
warming (Gilbert and Kittel, 2020, in review). In 2100, MAR driven by CNRM-
CM6-1 projects that around 47% (23.69% over 2071-2100) of the Antarctic ice
shelves could be vulnerable to surface-melt disintegration which would strongly
enhance ice discharge towards the ocean and the Antarctic sea-level contribution.
Without the buttressing effect of these ice shelves, Antarctic glaciers accelerate
their discharge towards the ocean and raise the sea level (Sun et al., 2016).
This suggests that clouds are projected to have a strong effect on determining
the Antarctic contribution to SLR. While models still poorly simulate clouds
over the present (King et al., 2015; Gilbert et al., 2020), our study stresses the
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7. Additional discussion elements
This chapter presents additional experiments that were made in parallel with
the three previous chapters of this manuscript. It also discusses several elements
of perspectives covered previously such as blowing snow processes, the resolution
used for our simulations and the interest of a coupling with an ocean model in
Adelie Land. It does not aim to be a precise discussion on the conclusions of
the previous chapters even if links between these chapters are done. Rather, this
chapter seeks to generate new research questions and perspectives on the basis
of (preliminary) works using MAR carried out during my thesis and which are
reported here.
7.1 Drifting-snow processes
Drifting-snow processes change the local SMB. Until now, these processes
have been neglected meaning that we have simplified the SMB equation (Eq. 1.1)
while wind-driven snow transport contributes to redistribute snow. Snow can
be eroded from the surface (surface mass loss) and be advected downwind and
reposited (surface mass gain), while also sublimate during transport. Drifting-
snow sublimation is often considered as an individual component of the SMB (e.g.,
Van de Berg et al., 2006; Lenaerts et al., 2012a; Lenaerts and Van den Broeke,
2012; Van Wessem et al., 2018; Lenaerts et al., 2019), but it is actually already
included in the erosion/deposition budget (Amory et al., 2020). Drifting-snow
processes (including erosion, advection, sublimation and deposition) result in a
high (sub-kilometre-scale) SMB variability (e.g., Eisen et al., 2008; Agosta et al.,
2012) and can locally remove all the accumulated snow leading to areas of near-zero
to negative SMB (Bintanja, 1999; Scambos et al., 2012; Das et al., 2013).
In order to evaluate the influence of drifting-snow on the Antarctic SMB,
we performed two simulations using MAR forced by ERA5 over 1980–2019. The
first simulation corresponds to the reference configuration described in Ch. 2 and
evaluated in Ch. 5 and Ch. 6 (called MAR(NDS) hereafter). In the second one,
the drifting-snow scheme has been switched on (MAR(DS) hereafter). We refer
to Amory et al. (2020) and Ch. 2 (Sect. 2.1.3.5) for a detailed description of how
MAR accounts for drifting-snow processes.
Figure 7.1 illustrates the effect of drifting-snow on the SMB with significant
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Figure 7.1: a. Mean annual SMB (kgm−2 yr−1) as simulated MARv3.11 forced by ERA5
without drifting snow over 1980–2019. b. SMB anomalies (kgm−2 yr−1) between MARv3.11
with drifting snow and MARv3.11 without drifting snow both forced by ERA5 over 1980–
2019. SMB anomalies lower than the annual variability (i.e, the standard deviation) are
hatched.
decreases on the margin slopes and increases on the ice shelves. As katabatic
winds accelerate down the slopes, the erosion is weak on the plateau leading to
a similar SMB (differences lower than the interannual variability), and increases
as approaching the margins (Lenaerts and Van den Broeke, 2012). Drifting-snow
particles are then advected downslope and can sublimate due to improved vent-
ilation during transport, both preventing local redeposition when the windborne
snow mass is entirely restituted to the atmosphere. As a result, SMB is decreased
over the margins of the grounded ice sheet where winds accelerate in confluent
topography. The flattening of the topography near the grounded line and over
the ice shelves reduces the buoyancy force (or katabatic force) and then the
katabatic-wind speed. This prevents strong erosion and also favours redeposition
of previously eroded snow over the ice shelves. While the Antarctic integrated
SMB is rather similar from one simulation to another (Tab. 7.1), the grounded
SMB is reduced when accounting for drifting snow but increased over the ice
shelves suggesting that drifting-snow processes mainly redistributes snow from
grounded to ice-shelf areas.
Individual SMB components reflect stronger differences despite similar in-
tegrated SMB (Tab. 7.1). The stronger sublimation in the atmosphere due to
the presence of enhanced snow particle content in the drifting-snow simulation
tends to cool the air resulting in a weaker melt production (and runoff) but also
reduce the rainfall amount reaching the surface. This likely results from the colder
atmosphere freezing liquid precipitation or favouring ice/snow nucleation at the
expense of droplet growth; and potentially from the formation of snow instead
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Table 7.1: Mean (1981–2010) annual integrated (Gtyr−1) SMB, snowfall, rainfall, runoff,
net sublimation (defined as surface sublimation minus surface deposition), and melt for the
grounded ice sheet, the ice shelves and the total AIS as simulated by MAR without drifting
snow (MAR(NDS)) forced by ERA5, as well as the respective anomalies of the simulation
with drifting snow (MAR(DS)) compared to MAR(NDS). Anomalies are larger than the
present interannual variability (i.e, standard deviation) are considered as significant and
highlighted in bold.
Mean (Gt yr−1) SMB SF RF SU RU ME
Grounded ice (11.94 106 km2)
MAR(NDS) 2214 ± 98 2340 ± 94 8 ± 2 118 ± 9 16 ± 5 23 ± 14
MAR(DS) -38 / -8 -118 -6 -9
Ice shelves (1.77 106 km2)
MAR(NDS) 472 ± 23 556 ± 20 10 ± 2 56 ± 2 38 ± 11 123 ± 24
MAR(DS) +65 / -10 -33 -10 -16
Total AIS (13.71 106 km2)
MAR(NDS) 2686 ± 116 2894 ± 112 19 ± 3 173 ± 11 54 ± 14 174 ± 38
MAR(DS) +26 / -18 -151 -16 -25
of graupels in case of collision between raindrops and snow/ice clouds whose
occurrence is more important because of drifting snow. Low-level sublimation of
drifting-snow particles reduces the humidity gradient between the surface and the
atmosphere, drastically weakening or even inhibiting surface sublimation when the
drifting-snow scheme is activated in MAR. However, the small differences in SMB
and preliminary works on differences in the atmospheric humidity budget (Agosta
et al., 2019; Le Toumelin et al., 2020) suggest that high sublimation rates at the
surface in the simulations without drifting-snow processes actually compensate for
missing atmospheric sublimation. Successfully representing these two sublimation
terms would help to better understand variations in the atmospheric humidity
budget in Antarctica and could have important consequences on the isotopic sig-
nal (Bréant et al., 2019). Note that the drifting-snow implementation in MAR
does not enable the distinction between the snow directly falling from clouds and
the one resulting from many cycles of local erosion-deposition, preventing the
comparison of snowfall rates at the surface between the two simulations.
Drifting snow interacts with the energy and mass budgets of the atmosphere
and the surface. The moisture release and latent heat consumption induced
by drifting-snow sublimation influence the turbulent (sensible and latent) heat
exchange between the atmosphere and the surface (e.g., Bintanja, 2001; Barral
et al., 2014; Amory and Kittel, 2019; Le Toumelin et al., 2020). Furthermore,
drifting-snow particles act as a near-surface cloud that can increase outgoing and
downwelling longwave radiations (Yamanouchi and Kawaguchi, 1984; Gallée and
Gorodetskaya, 2010; Yang et al., 2014; Le Toumelin et al., 2020). Le Toumelin
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et al. (2020) suggested through numerical simulations with MAR ,that sublimation-
induced cooling dominates over radiative warming.
Furthemore, Hofer et al. (in preparation) have revealed strong changes in the
snow/ice cloud particle content as a consequence of the inclusion of drifting snow
in the atmosphere with MAR. Since variations in cloud liquid-particle content
could lead to different Antarctic contributions to sea-level rise due to their strong
effect on the SEB (see Ch. 6), this stresses the need to improve our comprehension
of how drifting snow affects the Antarctic SEB, climate and SMB.
Despite these potential important effects of drifting snow on the Antarctic
(future) climate, drifting-snow processes are generally undocumented. Recent
advances made through interpretation of model (e.g., Lenaerts and Van den Broeke,
2012) and satellite (e.g., Palm et al., 2018) products suggest a low interannual
variability of the drifting-snow occurrence and transport at the continental scale,
but are dependent on methodology limitations. Due to the harsh Antarctic
environment, technical constraints and the inherent scarcity in measurements the
observed variability of drifting-snow processes has been mostly described from a
local perspective (e.g., Mann et al., 2000; Mahesh et al., 2003; Gossart et al.,
2017; Amory, 2020). In this context, the recent and future variability in drifting
snow remains subject to considerable uncertainty. In a warmer climate, increased
melt is projected to reduce drifting-snow erosion by enhancing the cohesion of the
snowpack (reflected in MAR by an increase in snow density and the inhibition
of erosion if liquid water is present at the surface). Our projections also suggest
a decrease in the katabatic wind speed during summer (Ch. 5) potentially also
contributing to a diminution in drifting-snow erosion. Drifting-snow processes are
currently considered as the main ablation component at the surface of the AIS
over the recent period (e.g., Lenaerts and Van den Broeke, 2012; Van Wessem
et al., 2018) while our simulations suggest that it could become of second-order
importance and largely be overcomed by runoff by 2100. Forthcoming efforts
should therefore focus on the future evolution of drifting snow over the ice sheet
to improve our estimations of the Antarctic SMB and its contribution to sea-level
rise.
7.2 Influence of horizontal resolution
The horizontal resolution is often raised as an influential factor behind
differences in simulated Antarctic SMB between (both global and regional) cli-
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Figure 7.2: A. Mean annual SMB ( kgm−2 yr−1) as simulated by MARv3.11 at 5 km forced
by ERA5 over 2000–2015. SMB anomalies ( kgm−2 yr−1) between MARv3.11 at 10 km (B),
MARv3.11 at 20 km (C) and MARv3.11 at 5 km. SMB anomalies lower than the annual
variability (i.e, the standard deviation) are hatched.
mate models (e.g., Genthon et al., 2009; Seroussi et al., 2020; Mottram et al.,
2020). The horizontal resolution affects the representation of the topography
and slopes which then influence snow accumulation through (mostly orographic)
precipitation and erosion in peripheral Antarctica (Agosta et al., 2012; Lenaerts
et al., 2012c; van Wessem et al., 2016; Van Wessem et al., 2018). Capturing the
mean topographic features is therefore important over regions where topographic
channelings enhance the nearly-permanent strong katabatic flows such as Adelie
Land (e.g., Parish and Wendler, 1991; Wendler et al., 1993, 1997). This is all the
more important because these strong katabatic winds also play a significant role
over the ocean by driving polynya activities (Massom et al., 1998) and therefore
contributing to the oceanic circulation and to the creation of Antarctic Bottom
Water (Rintoul, 1985).
In order to evaluate the sensitivity of MAR and its modelled climate to
its horizontal resolution, we further performed supplementary MAR experiments
with three different resolutions (5 km, 10 km, and 20 km) using the exact same
model configuration (without drifting snow) and integration domain (Fig. 7.2)
over Adélie Land (East Antarctica) between 2000–2015. In addition to being an
interesting region for katabatic winds, Adélie Land is a fairly well-documented
region in Antarctica thanks to the permanent manned Dumont d’Urville station
that provides continuous atmospheric measurements and serves as a base for
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Figure 7.3: Mean annual (2004–2015) SMB ( kgm−2 yr−1) as simulated MARv3.11 at
5 km (blue), at 10 km (red), at 20 km (green) over the GLACIOCLIM-SAMBA network
(black). Coarser-resolution simulations (high-resolution observations) have been interpolated
(aggregated) on the 5 km. The observed variability (standard deviation) inside a same pixel
is represented by black bars.
conducting annual surveys of snow accumulation (Agosta et al., 2012) and for the
deployment and maintenance of AWSs in the region (Amory, 2020).
Figure 7.3 compares the modelled mean annual SMB against the 156-km
stake-line GLACIOCLIM-SAMBA network (Agosta et al., 2012) over 2004–2015.
Observations contained in the same pixel of the 5 km grid were averaged while
the 10 and 20 km SMB were interpolated onto the 5 km grid. Results of the 3
resolutions correctly reproduce the strong increase in SMB over the first 30 km of
the transect and underestimates the slight decrease occurring further inland. The
highest-resolution run (5 km) better simulates the increase but also overestimates
the most the accumulation upstream of the break-in-slope some 30 km inland.
On the opposite, the lowest resolution run (20 km) reveals a more smoothed
pattern by underestimating the gradient and being closer to the accumulations
after the first 30 km. The simulated peak is furthermore delayed by about 20 km.
These differences between the two resolutions likely result from the influence of
the topography on the precipitation: steeper margins enhance precipitation by
triggering faster condensation.
The comparison between the mean SMB modelled by MAR (Fig. 7.2) reveals
that the higher resolution favours a larger accumulation over the lee side of the
crests and inland while it underestimates the accumulation over the windward side
of the crests. It also simulates a stronger ablation near Dumont d’Urville around
140°E and over coastal areas in front of C-28 iceberg (Mertz broken floating
ice tongue) that is explained by higher surface sublimation rates (not shown)
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Figure 7.4: A. Mean annual 10-m wind speed (m s−1) as simulated by MARv3.11 at 5 km
forced by ERA5 over 2000–2015. 10-m wind-speed anomalies (m s−1) between MARv3.11 at
10 km (B), MARv3.11 at 20 km (C) and MARv3.11 at 5 km. 10-m wind-speed anomalies
lower than the annual variability (i.e, the standard deviation) are hatched.
due to stronger katabatic winds (Fig. 7.4). As already illustrated by Fig. 7.3,
the precipitation in the higher resolution run tends to be located closer to the
crests while a lower resolution favours accumulation windward of the topographic
barriers. Finally the excess of accumulation inland at 5 km resolution might result
from the use of the higher resolution through interactions between air masses and
improved topography. However, this would be counterintuitive as we previously
stated that a higher resolution favours the accumulation closer to the lee side of
the crests (which was also suggested in the SMB evaluation presented in Ch. 3).
Furthermore, Franco et al. (2012) demonstrated that a higher resolution prevents
air masses from penetrating far inland of the Greenland Ice Sheet by increasing the
topographic barrier effect. This is more likely to reflect the difficulty of maintaining
consistent humidity at the domain boundaries with the use of multiple resolutions
as the interpolation of the humidity from the forcing fields onto high-resolution
grids under-saturates the air masses. Correcting the interpolated forcing humidity
values to account for this effect likely results in artificially increased accumulation
inland.
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Using different resolutions with MAR lead to similar temperature statistics
when evaluated with near-surface observations in Adelie Land. The higher
resolutions yet better represent the real topography and inherent temperature
variations (not shown). After correcting simulated temperatures to account for
the difference in height between the model and the AWS (using the modelled lapse
rate temperature in the vicinity of the station), Figure 7.5. also suggests a non-
significant improvement for the higher resolutions over the margins but highlights
that using a 5 km, 10 km, or 20 km resolution results in same mean biases,
centered rmse and correlation. MAR underestimates near-coastal temperature
while overestimating temperatures at higher elevations. This is also highlighted by
the higher CRMSE at E-66 and D-85. This feature comes from an overestimation
ranging between +2 ◦C and +2.6 ◦C in winter whatever the resolution used and
is also shared with the 35 km Antarctic configuration (Ch. 3). This suggests that
the direct effect of resolution on the representation of different physical processes
likely to influence air temperature (in particular clouds) does not explain this bias.
For most observation locations, using a higher resolution improves the
representation of near-surface wind speed (Fig. 7.6). At 5 km resolution, the
mean biases, and CRMSE are reduced and the correlation increases compared
to 20 km resolution for most locations. Higher resolutions better represent the
ice-sheet slope over the margins yielding better modelled katabatic winds. As
lower resolutions smooth the slope, increasing the resolution leads to stronger
katabatic winds especially in valleys (and their left side) and downwind areas
over the ocean (Fig. 7.4c). Furthermore, Huot et al. (in preparation) revealed a
strong influence of the atmospheric wind resolution on the ocean by forcing the
ocean and sea-ice model NEMO-LIM with the MAR simulations presented here.
They showed that MAR forcings at higher resolutions, and especially stronger
katabatic winds, enhance the polynya activity, the sea-ice production and the
salt rejection simulated by NEMO-LIM. However, the comparison between mean
10-m winds simulated by MAR at 10 km and 5 km reveals small anomalies
suggesting that the topography at 10 km is as well represented as at 5 km over
Adelie Land. A transect (not shown) through 140° of longitude (and through the
location of the Dumont d’Urville manned station) furthermore highlights that the
10 km resolution topography is equivalent to the original topography (1 km) from
Fretwell et al. (2013) suggesting that this resolution is appropriate in this area.
The sensitivity of the SMB and near-surface climate in MAR to the horizontal
resolution is similar to that of RACMO (Lenaerts et al., 2012c) while being partly
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Figure 7.5: Comparison (A. mean bias, B. CRMSE, C. correlation) of the daily near-surface
temperature (◦C) simulated by MARv3.11 at 5 km (red), 10 km (green), 20 km (blue), and
by ERA5 (orange) to AWS over Adelie Land between 2000–2015. Temperature difference
due to altitude differences between the pixel and the AWS have been corrected using the
modelled lapse rate temperature in the vicinity of the station.
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Figure 7.6: Comparison (A. mean bias, B. CRMSE, C. correlation) of the daily near-surface
wind speed (m s−1) simulated by MARv3.11 at 5 km (red), 10 km (green), 20 km (blue), and
by ERA5 (orange) to AWS over Adelie Land between 2000–2015.
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different to (polar) WRF (Vignon et al., 2019). Using a 5.5 km resolution instead
of a 27 km with RACMO, Lenaerts et al. (2012c)) concluded that this higher
resolution leads to stronger wind in confluence valleys while Vignon et al. (2019)
found that WRF using coarser resolution overestimates the katabatic wind speeds.
Using higher resolution with MAR and RACMO induces stronger katabatic wind,
but higher resolutions in WRF decrease the katabatic strength and the cold air
bumps over the ocean. The higher horizontal resolution used with the three
models improves the local results (through a higher spatial variability) and better
represents the strong gradients around the margins but does not improve the mean
simulated climate and SMB. Consistently with our results, both Lenaerts et al.
(2012c); Vignon et al. (2019) suggested that a resolution even coarser than 20 km
might be appropriate for simulating the mean SMB and climate over Adelie Land.
MAR does not represent the mean temperature as well as its forcing
ERA5 which likely results from the 1) assimilation of (near-surface) temperature
observation and 2) assimilation of radiance and cloud products that improves the
representation of energy fluxes in ERA5 (Delhasse et al., 2019). However, MAR
better represents the mean near-surface wind speed (Fig. 7.6). Our results suggest
that ERA5 underestimates wind speed for all stations in Adelie Land and despite
assimilation of AWS data, atmospheric profile and scatterometer observations
(Hersbach et al., 2020), it does not correctly represent the temporal evolution of
wind speed (low correlation coefficient), especially at the coast. Delhasse et al.
(2019) raised the same issues for the Greenland Ice Sheet. Data assimilation (AWS
and airborne soundings) at the scientific base Dumont D’Urville probably explains
why ERA5 is as good as MAR for this specific location only. While having a higher
resolution than MAR at 20km, the wind speeds in ERA5 are less accurate than
MAR, highlighting the interest of using a polar-oriented model (such as MAR) for
representing the katabatic wind dynamics over Adelie Land independently from
the resolution.
Despite the inherent limitations of the method (small domain, limited range
of resolutions, humidity consistency), running the model at high resolution remains
mainly interesting for the representation of wind speed but investigations on the
model sensitivity to the resolution should be carried out over the whole AIS.
Indeed, it highlights large differences over the margins, over which the strongest
changes are projected by the end of the 21st century (Genthon et al., 2009; Kittel
et al., 2020). Genthon et al. (2009) revealed that higher resolution ESMs project a
larger precipitation increase suggesting differences in contribution of the AIS to the
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sea level rise. However, models with different resolutions but also different levels of
complexity and physical adaptations are compared in Genthon et al. (2009) thus
leaving the sensitivity of the future SMB changes using a constant and adapted
(polar-oriented) physics for future work. Furthermore, RCMs are often considered
to be more accurate than ESMs as they are usually run at higher resolution (e.g.,
Lenaerts et al., 2019; Barthel et al., 2020; Fettweis et al., 2020; Seroussi et al.,
2020). However, RCM (Mottram et al., 2020) and ESM (Gorte et al., 2020) SMB
comparisons have revealed that the best SMB estimations do not come from the
higher resolution models, but from those using coarser resolution suggesting that
the horizontal resolution is of second order with respect to the physics of the
model. Conversely, we conclude in Ch. 3 that using a 35 km resolution instead
of the 50 km resolution improves the modelled SMB. This highlights the need to
better determine the effect of the resolution on the SMB for selecting the most
appropriate resolution as being a compromise between a sufficient level of details
(reliability of results) and computation time (diversity of scenarios and better
consideration of uncertainties).
Since we found small SMB differences between the different resolutions over
Adelie Land, this suggests that the processes governing the SMB in our simulation
(precipitation and sublimation) are not sensitive to the horizontal resolution in
the range of tested values (5 to 20 km). Including drifting-snow processes will
likely result in a more pronounced difference as these processes are correlated
with wind speed (and inherently the topography) in a power-law fashion (e.g.,
Budd, 1966; Mann et al., 2000; Amory, 2020; Amory et al., 2020). Lenaerts et al.
(2012c) therefore found a strong feedback between topography, wind and erosion
leading to large differences in local SMB. Furthermore, frequent atmospheric
rotors due to katabatic jumps (or sudden cessation of katabatic wind speed)
have been documented to transport a significant amount of drifting snow (Gallée,
1996; Gallée and Pettré, 1998; Vignon et al., 2020). These rotors advect the
airborne snow and humidity to higher atmospheric levels likely enabling a stronger
sublimation as these higher levels are likely less saturated (Amory and Kittel,
2019). In addition to having a strong influence on the atmospheric mass and
energy budgets, these rotors generate gravity waves (Vignon et al., 2020) affecting
the formation of cirrus clouds (Alexander et al., 2017) and stratospheric polar
clouds (Carslaw et al., 1998). Even though hydrostatic models can partly be used
to study the driving mechanisms behind katabatic jumps (Gallée et al., 1996),
only high-resolution (1 km) and non-hydrostatic models can represent these strong
143
7. Additional discussion elements
vertical movements. This questions the representation of the katabatic layer in
coarser-resolution climate models (Vignon et al., 2020). Katabatic winds also play
a significant role on snowfall sublimation, thus influencing the Antarctic SMB
(Grazioli et al., 2017; Agosta et al., 2019). Next studies should therefore focus on
the representation of the katabatic layer, its vertical extent and sensitivity to both
horizontal and vertical (although not mentioned here) resolutions as katabatic
winds are determining elements of the Antarctic climate.
7.3 Supplementary insights related to sea-surface
conditions
Several studies (e.g., Kittel et al., 2018; Beaumet et al., 2019b; Wang et al.,
2020, and references therein) have shown that reducing SIC and/or increasing SST
result in an increase in precipitation through enhanced evaporation over the open
ocean. Similar results were also obtained in the Arctic (e.g., Noel et al., 2014;
Lambert et al., 2019). Polynyas and leads, i.e. areas of “open” water (lower SIC)
inside the sea-ice pack, are important locations with strong interactions between
the atmosphere (cold katabatic wind that exerts a stress and cools the ocean
surface) and the ocean (heat release) (Massom et al., 1998; Morales Maqueda
et al., 2004). However, the relatively small extension of some polynyas (less
or of the same order than the typical resolution of RCMs, see for instance,
(Smith et al., 1990; Massom et al., 1998; Barber et al., 2001; Morales Maqueda
et al., 2004) prevents an accurate representation of the interactions between the
atmosphere and the ocean. SIC at the surface of the atmospheric models can then
be considered as a compromise between the ice pack and polynyas resulting in
overestimated SIC. Furthermore, the coarse resolution of these models induces a
misrepresentation of the sea-ice pack margins. These two biases are also amplified
by the coarse resolution of the reanalyses while their SSCs originally come from
higher resolution datasets that have been aggregated to the resolution of the
reanalyses (see for instance Dee et al. (2011) for ERA-Interim). Consequently,
atmospheric models likely underestimate interactions between open-ocean and the
atmosphere, influencing latent and sensible heat transferts. Since, a decrease in
SIC and/or an increase in SST result(s) in more precipitation over the AIS, using
appropriate forcing SSC could have a significant influence on the Antarctic SMB.
To assess the atmospheric sensibility to the polynya size and the represent-
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Figure 7.7: Mean (2009–2015) daily sea-ice area (km2) between 130°E and 150°E (A) and
between 130°E and 150°E but no more than 100 km away from the coast (B) for OSTIA
(blue) and ERA-Interim (orange) interpolated on the MAR 10 km grid. The interannual
variability (standard deviation) of sea-ice area in OSTIA is shown by the shaded area.
ation of the sea-ice pack margin, we performed simulations using MAR at 10 km
resolution over the Adelie Land region where ERA-Interim SSCs were replaced by
SSCs from the OSTIA reanalysis. We then compared these simulations (MAR-
OSTIA) to the MAR-ERA-Interim results over 2009–2015. Although this period
is relatively short, it enables a fair comparison knowing that ERA-Interim SSCs
are based on the OSTIA reanalysis after 2009, i.e the ERA-Interim SSCs are an
equivalent product but at a lower resolution.
The sea ice summed area barely differs between ERA-Interim and OSTIA
on the 10 km MAR grid (Fig. 7.7A). The sea ice in OSTIA has a larger northern
extension resulting in a higher value but this difference remains negligible. As
polynyas around Antarctica are mainly maintained by katabatic winds (Massom
et al., 1998), the same comparison for the regions close to the coast (less than
100 km from the coast,Fig. 7.7B) revealed a slightly larger sea-ice area in OSTIA
than in ERA-Interim during summer as a result of the northward expansion
of the ice pack and higher SIC near the coast (Fig. 7.8B). In winter, this
effect is overcompensated by the increased presence of polynyas near the coastal
margins (Fig. 7.8D) explaining why ERA-Interim has a larger sea-ice area in that
season (Fig. 7.7B). Although SSCs remain quite similar in the two forcings, local
significant differences in SIC can be found near the coast in summer and at the
sea-ice pack margins for both seasons (Fig. 7.8).
Over the ice sheet, these anomalies in SSCs do not induce significant changes
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Figure 7.8: Mean (2009–2015) sea-ice concentration (%) in summer (A) and in winter
(B) simulated by ERA-Interim. Differences in mean (2009–2015) sea-ice concentration (%)
in summer (C) and in winter (D) simulated by OSTIA and ERA-Interim. Non-significant
anomalies (smaller) than the interannual deviation are hatched.
Figure 7.9: Mean (2009–2015) 2-m air temperature ( ◦C) in summer (A) and in winter
(B) simulated by MAR forced by ERA-Interim. Differences in mean (2009–2015) 2-m air
temperature in summer (B) and in winter (D) simulated by MAR forced by ERA-Interim
with OSTIA sea-surface conditions and forced by ERA-Interim. Non-significant anomalies
(smaller) than the interannual deviation are hatched.
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Figure 7.10: Atmospheric cross section following 134.5°W illustrating the difference in
mean (2009–2015) JJA temperature simulated by MAR forced by ERA-Interim with OSTIA
sea-surface conditions and forced by ERA-Interim (units: ◦C). Meridional and vertical
components of the mean (2009–2015) JJA wind are represented by black vectors (units:
m s−1). The transect follows the 134.5° W direction as it crosses areas with significant
anomalies of near-surface air temperature in Fig. 7.9D.
neither on the SMB nor on the near-surface climate in contrast to the ocean.
Comparing the 2-m air temperature and wind speed with the near-surface and
accumulation observations previously used in Sect. 7.2, reveals the same statistics
for both simulations (not shown) meaning that the higher SSC resolution does
not yield any significant improvement. Furthermore, we found non-significant
differences in the 2-m air temperature (Fig. 7.9B and D) over the ice sheet in
Adelie Land and similarly (not shown) for wind speed and SMB, with for the
latter differences of less than 25 kg m−2 yr−1. Conversely, Figures 7.9B and 7.9D
suggest more significant changes occuring over the ocean particularly during
winter. The larger polynyas in MAR (OSTIA) favour the warming of the air by
the ocean resulting in higher 2-m air temperature close (< 200 km) to the coast;
while offshore higher SIC colds the near-surface atmosphere. Areas with higher
(lower) 2-m air temperature coincides with locations where the wind is decreased
(increased) although these changes in wind speed are also non-significant.
The large local positive and negative temperature anomalies (up to 2 ◦C)
induced by using different SSC remain confined in the prolongation of the katabatic
layer corresponding to the lowest atmospheric levels (Fig 7.10). As already
discussed in Ch. 4, the mean offshore direction of these winds prevents the
advection of the anomalies induced by different SSCs inland. They also advect
cold air from inland regions resulting in a temperature inversion (e.g., Vignon
et al., 2019) that caps most of the anomalies into the lowest atmospheric levels.
Figure 7.10 also highlights that large offshore anomalies not located inside the
katabatic layer tends to propagate more easily into higher atmospheric levels.
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Furthermore, the development of frontal structures and strengthened mesocyclonic
activities where the cold and dry katabatic flow meets the warm and wet offshore
flow can propagate upwards the anomalies located at the katabatic area margins
(Gallée, 1995, 1996). If the anomalies reach sufficiently high atmospheric levels
where the meridional flow is directed towards the ice sheet, they then can have an
influence on the ice sheet climate (Ch. 4). This means that a similar anomaly in
SSCs might have a larger influence if it is located offshore than close to the ice
sheet margins.
While these supplementary investigations over Adelie Land suggest a small
influence of surrounding SSC on the Antarctic climate and SMB, large SSC
anomalies can alter the Antarctic climate. Comparing Ch. 4 (where we assessed
the sensitivity of the present Antarctic SMB to SSC) to Ch. 5 (where we assessed
the sensitivity of the present Antarctic SMB to future climate changes) reveals that
SSC anomalies over the present climate can lead to changes of the same order than
a warmer future climate highlighting the importance of SSCs. This also questions
the selection of some ESMs presenting large SST biases to refine Antarctic SMB
projections as done in Gorte et al. (2020). These authors have selected GISS-E2-H
among other ESMs, while in Ch. 4, we showed that this model has the largest
positive SST biases over the present climate within the CMIP5 ensemble and that
using GISS-E2-H SSCs leads to significant positive SMB anomalies.
Furthermore, important feedbacks between the atmosphere and the ocean are
inhibited because SSCs were prescribed in all our experiments. Since differences
in atmospheric conditions can exert a strong influence on the state of the surface
ocean (Huot et al., in preparation), experiments in which MAR is coupled to the
ocean and sea-ice model NEMO-LIM could result in more significant differences
in the atmosphere and ultimately over the ice sheet. By coupling together these
models over the Ross Sea sector, Jourdain et al. (2011) found however that
the atmosphere seems to be less sensitive to local feedbacks than the ocean in
agreement with our results while sea-ice production and deep-water formation
were more affected (as in Huot et al. (in preparation) in MAR-forced NEMO
experiments). Coupling MAR and NEMO-LIM could then be of higher interest
for characterizing the oceanic response to atmospheric changes than the other way
round. Coupling experiments will also enable to better simulate the atmospheric
and ocean melt of the ice shelves that is currently poorly represented in the ESMs
for both the atmospheric (Lenaerts et al., 2019) and oceanic (Jourdain et al.,
2020) parts leading to better projections of the Antarctic sea-level contribution.
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At the time of writing MAR and NEMO-LIM have been re-coupled on Adelie
Land in a joint project between UCLouvain (P.-V. Huot under the supervision of
Pr T. Fichechet) and ULiège (C. Kittel under the supervision of Dr X. Fettweis)
to investigate the influence of small-scale processes on the dynamics of the coupled
atmosphere-cryosphere-ocean system. As the evaluation phase is almost complete,
the next steps will focus on the analysis of interactions in Adelie Land before
applying this new tool over both the Antarctic and Greenland ice sheets under







8.1 Summary of the main results
We use the regional climate model MAR to reconstruct (using ERA-Interim
and ERA5 reanalyses) and project (using different GCMs from CMIP5 and
CMIP6 ensemble) the SMB of the Antarctic ice sheet over 1980–2100 and to
identify driving processes from different components of the climate system (from
the surface of the ocean to high-level clouds). Furthermore, the climate and SMB
modelled by MAR have been thoroughly evaluated with a set of available diverse
observations to assess the performance of the model over the current period. The
main findings are summarized below.
SSCs have a second-order influence on the regional and temporal
variability of the SMB.
The initial subject of the thesis was to study small-scale interactions within
the atmosphere - (sea) ice - ocean system using regional atmospheric and oceanic
models. During the individual setup phase of these models, it was proposed to use
the robust and evaluated configuration of MARv3.6 from Agosta et al. (2019) to
evaluate the influence of SSCs over the Antarctic SMB.
To determine to what extent the ocean surrounding the AIS can exert a
direct influence on the atmosphere and SMB, we performed sensitivity experiments
with perturbed SSCs. Results mainly highlight the effect of stronger (weaker)
evaporation associated with warmer (colder) SSCs on SMB by increasing (de-
creasing) precipitation. Colder SSCs decrease precipitation at the margins due
to the lower moisture content of the air masses. On the opposite, warmer SSCs
significantly enhance precipitation due to stronger and earlier condensation over
the ice-sheet margins. Given this influence of SSC perturbations on the current
Antarctic SMB, projections using models with biased SSCs (e.g., Gorte et al.,
2020) over the current climate could then be highly unrobust.
Only the largest SSCs perturbations (ie., combined SST and SIC) lead
to both spatial and integrated significant SMB anomalies. These perturbations
enable SSC-induced anomalies to reach sufficiently high atmospheric levels where
the katabatic flow no longer repels these anomalies offshore. However, the applied
perturbations over the present climate can be described as extreme. The sea-ice
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area was decreased by more than 28% in winter and 50% in summer (and SSTs
higher by more than 3◦C) compared to their mean values over 1979–2015. These
reductions correspond to the middle range of projected sea-ice changes by CMIP5
models using RCP8.5 at the end of the 21cst century (Beaumet et al., 2019a).
The fact that only the largest SSC anomalies lead to significant differences
also suggests that the Antarctic SMB is more sensitive to changes in the atmosphere
(circulation) than over the surrounding ocean. We have therefore focused our work
on the sensitivity of the SMB to projected atmospheric warmings by downscaling
with MAR, two CMIP5 ESMs and two CMIP6 ESMs using their respective
highest-emission scenarios (RCP8.5 and ssp585). The selected ESMs cover a large
range of projected increase in temperature to evaluate the SMB sensitivity to
several atmospheric warmings.
Future regional variability of the Antarctic SMB is more important
than the inter-model and emission-scenario variability.
Higher temperatures lead to increased SMB on the grounded ice as a result of
increasing snowfall amounts while the future SMB over the ice shelves is dominated
by higher runoff values and is consequently projected to decrease. Global warming
is likely to lead to significant diverging changes over the grounded ice sheet and
the ice shelves regardless of the forcing ESM at the end of the 21st century. We
found that future regional and integrated changes are similar for a same warming
compared to the present climate independently of the scenario and ESM used as
forcing This suggests that future SMB uncertainties are mainly due to differences
in the timing of the projected warming by ESMs and their sensitivity to a same
anthropogenic forcing.
Furthermore, the near-surface warming projected by the future ESMs around
the AIS determines the future integrated SMB over large area. This enables us to
reconstruct integrated SMB anomalies over the grounded ice sheet as well as over
the ice shelves for the whole CMIP5 (RCP8.5) and CMIP6 (ssp126, ssp245, ssp585)
database using a statistical regression. This reconstructed grounded SMB suggests
a higher increase for CMIP6-ssp585 (+447 ± 134 Gt yr−1) than for CMIP5-RCP8.5
(+ 353 ± 114 Gt yr−1) over 2071–2100 compared to 1981-2010. These respectively
correspond to a 2000-2100 summed sea-level contribution of -6.3 ±2.0 cm SLE
and -5.1 ±1.9 cm SLE. Low (ssp126) and intermediate (ssp245) CMIP6 emission
scenarios project a lower negative contribution to sea-level rise than ssp585 (-3.0
±1.4 cm SLE using ssp126 and -4.2 ±1.6 cm SLE using ssp245).
Conversely, CMIP6-ssp585 yield a stronger SMB decrease over the ice shelves
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(-119 ± 100 Gt yr−1) than CMIP5-RCP8.5 (-54 ± 55 Gt yr−1). This highlights
that higher temperature increases lead to more accumulation on the grounded ice
sheet but a stronger decrease in SMB over the ice shelves with changes between
these two regions larger than those induced by different ESMs or scenarios.
Leaving aside the role of the ocean on the thinning of ice shelves, our
results suggest that increasing surface melt should remain weak, limiting potential
ice-shelf collapses due to hydrofracturing under the Paris Agreement. For higher
warming, we found that ice-shelf SMB could strongly decrease with widespread
surface melt production and runoff potentially compromising the stability of ice
shelves. Even if same increases in temperature result in similar melt increases,
the projected timing of the warming strongly differs between the forcing ESM
leading to differences of 390% between the lowest and the highest cumulative melt
anomalies over the 21st century. So far it remains unclear whether these differences
are due to variations in warming rates in individual models only, or whether local
surface energy budget feedbacks could also play a notable role.
The main source of inter-model variability in melting by 2100 is
cloud microphysics.
We again use MAR to study the physical drivers inducing the future ice-shelf
summer melt increase in high-concentration scenarios RCP8.5 and ssp585. Main
differences in ice-shelf summer melt arise from differences in net longwave fluxes
and to a lesser extent to shortwave fluxes while turbulent fluxes are not significantly
influential. In particular, the atmospheric longwave radiations towards the surface
are projected to increase. Higher greenhouse-gas concentrations and warmer free
atmosphere explain the increase in LWD, but differences in LWD are mainly
attributed to differences in cloud properties simulated by MAR. The projections
reveal an increase in cloud cover and more importantly in cloud optical depth as
a result of cloud particle contents and phase changes with more liquid-containing
clouds. While rising air temperatures increase moisture content, differences in
projected cloud phase are mainly related to the vertical structure of specific
humidity changes. Finally, liquid clouds also increase absorbed solar radiation
despite decrease in SWD due to the melt-albedo feedback. Higher melt production
further lowers the albedo by promoting surface snow grain metamorphism which
further strengthens absorption of solar radiation and increases melt again.
By increasing melt over the peripheral ice shelves, liquid-containing clouds
could trigger more hydrofracturing and ice-shelf collapses. While recent reduction
in ice-shelf buttressing already increases the Antarctic contribution to SLR,
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enhanced ice discharge after future collapses could also trigger several feedbacks
such as MICI that would lead to a rapid increase in SLR. This suggests that
liquid-containing clouds could be a major source of uncertainties in determining
the future Antarctic contribution to SLR.
To conclude, this thesis focused on the uncertainty in the estimation of the
SMB related to future oceanic and atmospheric conditions. All these conclusions
rely on the outputs from the regional climate model MAR developed at ULiège.
Obtaining most of these results with an operational recent version of the model
has required the development of a new stable configuration over Antarctica be-
forehand to switch from MARv3.6 to MARv3.11. This development includes bug
fixations, sensitivity tests to model parameters and improvements of the model
by adding, for example, the possibility of representing nunataks in Antarctica.
MAR has been thoroughly evaluated against a set of gathered observations. The
simulations performed during the framework of this thesis have now become new
MAR reference runs over the AIS and are available in open-access notably through
the CORDEX initiative. The results are already used in various exercises includ-
ing model intercomparison, ice-core dating, reconstruction of the firn thickness
change, evaluation of the (future) permeability of the snowpack on ice shelves
or investigations between surface accumulation and meteorology in Antarctica in
which I am a co-author.
8.2 Perspectives
Although Greenland and Antarctica have often been associated as the two
main potential contributors to SLR in the context of global warming, the size and
isolation of the Antarctic continent as well as the much more extreme conditions
have long inhibited scientific investigations compared to its Arctic counterpart.
Even if Antarctica is now receiving continuously growing attention, the largest
ice mass on Earth still remains poorly understood while over Greenland, the
consequences of global warming are already more obvious.
This thesis focused on the SMB and more specifically on the influence that
the ocean surface and atmospheric warming can exert on it. A number of choices
have guided the reflection on the factors influencing the SMB, but many others
remain to be explored. Hereafter, we present two types of perspectives guided
by the previous chapters: research questions directly inspired from our results
that could directly use the MAR setup developed during this thesis and research
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questions inspired by the current MAR limitations that should request new model
developpements.
8.2.1 Further direct research topics
Among the points of interest envisaged but not addressed in this work
are: present and future changes in atmospheric circulation, the effect of ozone
depletion on the SMB, and the very fine-scale processes taking place during
interactions between the atmosphere and the ocean and of course potential links
between them. For instance, the SAM index has exhibited a positive trend (e.g.,
Marshall and Thompson, 2016) since the late 1950s resulting in a southward shift
and intensification of the westerlies (Gillett and Thompson, 2003; Arblaster and
Meehl, 2006; Polvani et al., 2011; Schneider et al., 2015; Waugh et al., 2015).
This circulation change has been attributed to ozone depletion and greenhouse-gas
concentrations (Arblaster and Meehl, 2006; Polvani et al., 2011). Although MAR
does not aim to simulate large-scale circulation changes, it would be interesting to
assess the effect of ozone depletion and associated circulation changes by forcing
MAR over a longer period in the past. The recent availability of the ERA5
reanalysis back to 1950 could thus make it possible to analyse the evolution of
the SMB over a longer period when recent climate change would be less masked
by natural climate variability in Antarctica. However, this reanalysis has yet
to be evaluated for its pre-1979 performances. Similarly, assessing atmospheric
circulation changes due to SSCs modifications (e.g., Bromwich et al., 1998; Krinner
et al., 2014) could also be done with MAR under conditions where it is less
constrained at the top of its atmosphere. This would also make a coupling
between MAR and an ocean model more interesting, provided that the domain is
large enough to deconstrain MAR.
The grounded SMB is projected to increase with temperature as long as
the increase in snowfall accumulation is larger than the increase in runoff. We
found that an increase of +7.5◦C near-surface warming compared to 1981–2010
could lead to a stabilisation and even a decrease in the grounded SMB. This
would result in a decrease in the sea-level mitigation capacity of the grounded
AIS surface. This warming is however reached before 2100 by only one model in
the highest-emission scenario suggesting that more work is needed to assess the
confidence in this threshold and then the response of the AIS surface to strong
warming rates after 2100.
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Katabatic winds have an important effect on the Antarctic SMB as they
influence the (surface and atmospheric) sublimation, heat and mass exchanges
within the Southern hemisphere and can also prevent anomalies caused by in-
teractions with the ocean surface to propagate inland. Our projections suggest
a decrease in summer near-surface wind speed over the ice shelves with stronger
decreases associated with larger warmings. This is consistent with previous studies
(e.g., van den Broeke et al., 1997; Bintanja et al., 2014) where this decrease was
mainly attributed to changes in the synoptic forcing instead of a decrease in the
inversion strength due to surface warming. Yet, we found a decrease in air tem-
perature inversion over the ice shelves in summer over 2071–2100 but we did not
investigate the individual contribution of each katabatic drivers. Since the future
global warming is much stronger in our projections than in these previous studies
and given the importance of katabatic winds for the Antarctic climate (including
creation of polynyas and sea-ice production over the surrounding ocean), forth-
coming studies should therefore focus on physical drivers behind future reduction
of katabatic winds.
8.2.2 Further model developments
A lot of developments in MAR were performed during this PhD thesis,
notably via the coupling with NEMO-LIM, the results of which remain to be
studied, but generally in the reconfiguration of the different MAR versions of the
Antarctic setup and the discovery of inherent bugs linked to the development of a
climate model. This also enabled us over the course of the chapters to highlight
the next steps in th e development of the model which could make it possible to
better represent the Antarctic climate and reduce the uncertainties in our present
and future estimation of the SMB. Probably the most obvious would be to perform
simulations at much higher resolution with a non-hydrostatic version, but there
are more specific developments for the AIS that have to be mentioned. We will
then highlight several methodological and technical (specific to MAR) limits which
are proposed here as perspectives to refine present and future SMB estimates using
MAR.
The most interesting development concerning the AIS and its climate is the
drifting snow module in MAR that has recently been redeveloped. As highlighted
in the previous chapter (Ch. 7), drifting snow can have important effects on
the energy and mass budgets of the atmosphere and the surface but is generally
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undocumented. Even if drifting-snow could probably become minor compared to
the increase in runoff in the future, drifting-snow and feedbacks with the surface
could still be a major source of uncertainties in future estimations of Antarctic
SMB. Forthcoming efforts should therefore focus on the recent past (thanks to
the availability of ERA5 back to 1950) and future periods to determine evolution
of drifting-snow processes over the ice sheet to improve our estimations of the
Antarctic SMB and its contribution to sea-level rise. Finally, from a strictly MAR
developer’s point of view, the (re)conciliation of MARv3 assets with the version 4 of
the model (developed by Hubert Gallée) including its more advanced microphysical
scheme enabling to distinguish drifting-snow particles from atmospheric snowfall
particles is certainly one of the most urgent developments.
Clouds are likely to become a major source of uncertainties in the Antarctic
contribution to SLR by potentially triggering ice-shelf collapses and increasing
ice discharge. Although MAR is particularly adapted to simulate the cloud
microphysical processes of the polar regions, these processes could be improved
in particular by using more recent schemes enabling to represent, in addition to
the evolution of the mass of hydrometeors a second parameter such as their size
distributions or their nuclei numbers. Furthermore, the drifting-snow effect on
clouds is generally unknown, inducing a second source of uncertainties in cloud
effect on the Antarctic SMB. We should also mention the uncertainties linked
to the radiative scheme itself, which should be updated in MAR to improve
the representation of the atmospheric radiative budget, notably through a better
capture of the optical properties of (drifting snow) clouds in relation to their
snow/ice/liquid content and the transition from a broadband to a multiband
irradiance.
Beyond the uncertainties linked to the quantity of water produced at the
surface, whether this water percolates and refreezes into the snowpack, or accu-
mulates on the surface forming lakes or finally flows towards the ocean is perhaps
a second large source of uncertainties about the future evolution of Antarctic ice
shelves. The surface water balance in MAR is currently computed on the vertical
dimension only. Water can percolate, refreeze and if the snowpack can no longer
absorb liquid water, it is considered to runoff directly into the ocean without being
able to flow over the ice surface as runoff streams and rivers (e.g., Bell et al.,
2017). However, the hydrological behaviour of melt water according to whether
it percolates, freezes, accumulates or flows can have very different consequences
on the state of the ice shelves (Bell et al., 2017; Banwell et al., 2019; Arthur
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et al., 2020). This highlights the interest of studying melt water on ice shelves, in
particular via the coupling of MAR to a hydraulics model that would enable water
to be routed above and within the snowpack.
Finally, determining whether ice shelves could collapse due to hydrofracturing
or bending would require a coupling between MAR and an ice sheet model that
represents these dynamical processes. It will also enable to take into account
feedbacks between the ice-sheet geometry (i.e surface elevation and ice mask) with
the atmosphere that are currently not represented in MAR. For instance, the
melt-elevation feedback should increase melt due to the lowering of the surface
elevation by atmospheric melt. Since atmospheric processes are not the only
processes that modify the ice sheet geometry, coupling an atmospheric model to
both ocean and ice-sheet models would be even more interesting as it will enable
the representation of the full AIS dynamics and certainly better constrain the
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A Additional elements for Chapter 2




A028 a Time lag (one day?) in 1989
Briscoe Island Drift in pressure 2003–2004 suggesting a movement of the station
Baldrick Temperature sensor (hmp45) caped at -39 ◦C in winter
Dome A Wind speed captor malfunction
Dome F Wind speed captor malfunction
Eagle Wind speed captor malfunction
Elaine Pressure captor malfunction
Emilia 3 negative drifts in pressure in 2004
Eneide Pressure captor malfunction
Erin 4 distinct pressure periods suggesting displacement (e.g., -40 hPa jump) in 2013
GC41 Inconsistent temperature cycles from 2002 onwards
GF08 Probable time lag
GF08 a Inconsistent pressure values after 2007
Giulia Inconsistent pressure values, pressure captor malfunction in 2006
Joinville Island Positive pressure drift
Larsen Ice Shelf Inconsistent temperatures (+20 ◦C in 1989, pressure captor malfunction in 2012
Laurie Temperature captor malfunction in 1984 (-70 ◦C
Law Dome Summit South Pressure captor malfunction
LGB00 Pressure captor malfunction
Lola Pressure captor malfunction
Linda Too low pressure values in 1998 and 2003 suggesting displacement
Pine Island Glacier Jump in pressures suggesting displacement in 2008 and 2011
Sofia Pressure captor malfunction in 2002
Rita Pressure captor malfunction in 1993
Russkaya Pressure captor malfunction
Schwerdfteger Pressure and temperature jump in 1993 and 1993
Sky-Blu Pressure captor malfunction in 2012 and 2013
Siple Dome Pressure trend between 2000 and 2010 suggesting displacement
Thiel Mountain Pressure captor malfunction in 2013, 2014 and 2016
Union Glacier Pressure captor malfunction in 2008, 2009 and 2014
White Island Jump in pressure (100 hPa) in 1999
White Out Insufficient number of measures (40 days)
Zoraida Jump in pressure in 2007
Polenet network
Cape Framnes Temperature captor malfunction
Mount Carbone Discontinuous time series notably in 2012
Manned Station
Byrd Discontinuous time series and inconsistent values (eg., 1987)
Note that all the original wind-speed unit measured by LGB∗ AWSs was
indicated to be in knots but was actually m s−1.
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Table A.2: Automatic Weather Stations contained in the new database with their name,
coordinates (◦), elevation (masl) and measurement period
Name Latitude (◦) Longitude (◦) Elevation (masl) Start year Start month Start julian day End year End month End julian day Number of days
A028 b ∗ -68,40 112,22 1622 1998 11 6 2005 7 30 2459
A028 ∗ -68,40 112,22 1622 1985 4 12 1986 2 15 310
AGO A81 ∗ -81,50 3,74 2410 1993 1 8 1994 1 16 374
AGO A84 ∗ -84,36 -23,86 2103 1996 1 9 1998 11 1 1028
AGO Site ∗ -77,52 -23,74 1545 1991 1 26 1992 12 31 706
Alessandra ∗ -73,58 166,62 160 1987 1 1 2007 11 14 7623
Allison ∗ -89,88 -60,00 2835 1986 1 28 1987 7 31 550
AM01 ∗ -69,43 71,42 65 2002 2 12 2006 12 6 1759
AM02 ∗ -69,70 72,63 47 2001 1 10 2007 12 23 2539
AmeryG3 ∗ -70,88 69,87 84 1999 2 4 2011 12 31 4714
Apfel ∗ -66,33 100,80 150 2000 1 5 2001 7 17 560
Arelis -76,70 162,97 150 1990 1 1 2007 11 18 6531
Asgard ∗ -77,60 161,07 1750 1980 2 5 1982 12 31 1061
Bonaparte Point ∗ -64,70 -64,07 8 1992 1 5 2017 4 26 9244
Bowers ∗ -85,20 163,40 2090 1986 1 11 1986 8 25 227
Brianna ∗ -83,89 -134,15 525 1994 11 30 2015 12 8 7679
Buckle Island -66,87 163,24 520 1987 1 6 1988 7 31 573
Butler Island ∗ -72,20 -60,17 115 1986 3 1 2018 11 22 11955
Byrd ∗ -80,00 -119,40 1530 1980 2 5 2018 9 30 14118
Cape Adams ∗ -75,01 -62,53 25 1989 1 29 1992 9 22 1333
Cape Bird ∗ -77,22 166,44 38 1999 1 28 2018 8 22 7147
Cape Denison -67,01 142,66 31 1990 1 20 2011 4 6 7747
Cape Spencer ∗ -77,97 167,53 23 1999 1 11 2004 5 15 1952
Cape Webb ∗ -67,94 146,81 37 1994 12 28 1997 3 16 810
Carolyn ∗ -79,95 175,86 52 2005 2 2 2014 11 21 3580
Clamp1 ∗ -75,88 -25,49 43 1996 1 9 1997 11 29 691
Clamp2 ∗ -75,96 -25,41 400 1996 1 11 2003 12 12 2893
Clamp3 ∗ -76,70 -25,53 1400 1996 1 14 2003 12 17 2895
Clamp4 ∗ -76,81 -25,5 1650 1997 12 7 2003 12 17 2202
Clean Air ∗ -90,00 0,00 2835 1986 1 29 2005 1 24 6936
Concordia ∗ -75,10 123,40 -999 2005 1 27 2008 5 30 1220
D 10 ∗ -66,72 139,84 243 1980 1 8 2018 9 30 14146
D 57 ∗ -68,20 137,54 2105 1981 1 16 2000 1 18 6942
D 80 ∗ -70,04 134,88 2500 1983 1 14 1996 3 25 4820
D 85 ∗ -70,43 134,15 2682 2008 1 1 2015 12 31 2922
Dismal Island ∗ -68,09 -68,82 10 2001 5 22 2018 9 30 6341
Dolleman Island ∗ -70,58 -60,92 396 1986 2 20 1988 12 27 1042
Dome C ∗ -74,50 123,00 3280 1980 2 5 1996 1 3 5812
Dome Fuji ∗ -77,31 39,70 3810 1995 2 8 2018 9 30 8636
Doug ∗ -82,32 -113,24 1433 1994 11 29 2001 10 8 2506
E 66 ∗ -68,91 134,65 2485 2008 1 1 2011 12 31 1461
Eder Island ∗ -66,95 143,93 52 1999 8 9 2000 10 19 438
Elizabeth ∗ -82,62 -137,08 519 1996 2 15 2018 9 30 8264
Eric ∗ -81,50 163,94 45 2005 1 29 2014 9 27 3529
Evans Knoll ∗ -74,85 -100,41 108 2011 1 1 2017 12 31 2557
Ferrell ∗ -77,90 170,82 46 1980 12 10 2018 9 30 13809
Fogle ∗ -77,90 166,72 200 1984 1 25 1985 1 5 347
Fossil Bluff ∗ -71,32 -68,28 66 2006 12 9 2018 11 22 4367
GC46 ∗ -74,13 109,83 3096 1994 6 2 1999 4 20 1784
Gill ∗ -79,98 -178,60 54 1985 1 19 2018 9 30 12308
Gomez Nunatak -75,88 -63,53 1417 2010 1 8 2012 1 9 732
Halley Bay ∗ -75,50 -26,65 52 1990 4 1 1990 11 6 220
Harry ∗ -83,00 -121,39 945 1994 11 29 2018 9 30 8707
Henry ∗ -89,00 -1,017 2755 1993 1 26 2017 7 8 8930
Herbie Alley ∗ -78,10 166,67 30 1999 1 11 2004 2 3 1850
Hutton Mountains ∗ -74,07 -61,72 949 2010 1 5 2012 3 17 803
Irene ∗ -71,65 148,65 -999 2001 11 22 2007 12 31 2231
Janet ∗ -77,17 -123,39 2085 2011 1 1 2017 12 31 2557
J C ∗ -85,07 -135,52 549 1994 11 29 1997 7 31 976
Jennica -74,68 164,08 -999 1999 12 30 2003 10 20 1391
Jensen Nunatak ∗ -73,07 -66,10 1365 2009 12 30 2012 5 30 883
Jimmy ∗ -77,87 166,81 202 1981 12 2 1990 4 12 3054
Kelly ∗ -89,00 -179,61 2950 1993 1 27 1994 1 22 361
King George Island -62,08 -58,40 267 2000 2 2 2003 12 04 1402
Kirkwood Island -68,34 -69,01 30 2001 05 21 2004 03 31 1046
Kominko Slade ∗ -79,47 -112,09 1833 2007 4 1 2018 9 30 4201
Lanyon a ∗ -66,27 110,78 390 1998 10 19 2008 4 24 3476
Lanyon ∗ -66,27 110,78 390 1991 2 22 1998 11 24 2833
Laurie II ∗ -77,52 170,80 37 2000 2 1 2018 9 30 6817
Law Dome Summit ∗ -66,73 112,83 1368 1986 4 17 1998 7 1 4459
Lettau ∗ -82,52 -174,45 38 1986 1 29 2018 9 30 11933
LGB00 a ∗ -68,65 61,10 1830 1987 12 5 1993 1 1 1855
LGB00 b ∗ -68,65 61,10 1830 1993 11 13 1995 2 13 458
LGB00 c ∗ -68,65 61,10 1830 1995 2 15 2009 8 7 5288
LGB10 a ∗ -71,28 59,20 2620 1993 11 22 2006 5 8 4551
LGB10 ∗ -71,28 59,20 2620 1990 1 1 1994 10 24 1758
LGB20 ∗ -73,82 55,67 2741 1991 1 18 2004 9 1 4976
LGB35 ∗ -76,03 65,00 2342 1993 12 21 2008 7 1 5307
LGB46 ∗ -75,85 71,48 2352 1994 1 7 1997 5 6 1216
LGB59 ∗ -73,45 76,78 2537 1994 1 25 2004 6 28 3808
LGB69 a ∗ -70,83 77,07 1854 2007 2 2 2008 8 20 566
LGB69 ∗ -70,83 77,07 1854 2002 1 22 2007 2 2 1838
Lindsay ∗ -89,00 -89,85 2815 1993 1 26 1994 1 22 362
Lorne ∗ -78,25 170,00 46 2007 1 13 2017 3 23 3723
Lynn ∗ -74,21 160,41 1772 1988 1 19 1998 1 4 3639
Manning ∗ -78,75 166,85 66 1980 12 1 1986 1 15 1872
Manuela ∗ -74,95 163,68 78 1984 1 5 2018 9 30 12688
Marble Point -77,43 163,75 108 1980 2 5 2018 9 30 14118
Maria ∗ -74,62 164,00 -999 1997 11 1 2007 11 2 3654
Marilyn ∗ -79,95 165,12 64 1987 1 10 2018 9 30 11587
Martha 2 ∗ -78,38 -173,42 18 1987 1 21 1992 2 13 1850
Martha I ∗ -78,31 -172,50 42 1984 1 27 1987 12 31 1435
Mary ∗ -79,31 162,99 58 2005 2 1 2012 1 20 2545
Meeley ∗ -78,52 170,18 49 1980 12 4 1985 12 31 1854
Minna Bluff -78,55 166,65 895 1991 1 22 2018 8 31 10084
Mizuho ∗ -70,70 44,29 2260 2000 10 7 2018 9 30 6568
Modesta ∗ -73,63 160,63 -999 1989 1 1 2007 11 23 6901
Mount Howe ∗ -87,32 -149,55 2400 1992 1 11 1993 11 11 671
Mount McKibben ∗ -75,27 -65,60 1155 2010 1 6 2010 4 25 110
Mount Siple ∗ -73,20 -127,05 230 1992 2 20 2018 1 25 9472
MtBrown a ∗ -69,12 85,98 2064 2003 2 24 2011 10 9 3150
MtBrown ∗ -69,12 85,98 2064 1998 12 23 2000 7 17 573
Mt Erebus -77,53 167,13 3700 1989 12 1 1990 10 16 320
Mt Fleming ∗ -77,53 160,27 1950 2008 1 1 2011 1 7 1103
Mulock ∗ -78,92 159,00 1000 2006 10 25 2011 1 27 1556
Nico ∗ -89,00 89,67 2935 1993 1 26 2017 10 18 9032
Noel ∗ -79,33 -111,08 1833 2000 1 19 2000 7 19 183
Paola ∗ -72,77 159,03 -999 2003 2 8 2007 11 16 1743
Pat ∗ -74,88 163,10 30 1988 12 26 1991 1 1 737
Patrick ∗ -89,88 45,00 2835 1986 1 28 1987 6 26 515
Patriot Hills ∗ -80,30 -81,33 905 2008 1 4 2010 1 25 753
Pegasus ∗ -78,00 166,64 10 1989 1 19 1989 11 10 296
Pegasus North ∗ -77,95 166,50 8 1990 1 23 2017 12 14 10188
Pegasus South ∗ -77,99 166,57 5 1991 1 12 2009 1 7 6571
Penguin Point ∗ -67,62 146,18 30 1992 12 24 2002 7 4 3480
Possession Island -71,88 171,2 30 1992 12 29 2018 9 30 9407
Racer Rock ∗ -64,07 -61,61 17 1989 10 15 2003 2 28 4885
Ranvik -68,85 78,03 339 2000 2 4 2002 1 18 715
Recovery Glacier ∗ -80,82 -22,26 1220 1994 1 18 1995 12 30 712
Relay Station ∗ -74,02 43,05 3353 1995 2 1 2018 9 30 8643
Rumdoodle ∗ -67,70 62,80 430 2000 2 1 2001 12 26 695
Sandra ∗ -74,49 160,49 1525 1988 1 19 1995 8 25 2776
Santa Claus Island -64,96 -65,67 25 1994 12 10 2000 10 29 2151
Scott Island -67,37 -179,97 30 1988 1 1 1999 3 23 4100
Shristi ∗ -74,70 161,57 1200 1988 1 1 1992 9 30 1735
Silvia ∗ -73,52 169,73 550 1990 12 1 2007 12 5 6214
Siple ∗ -75,90 -83,92 1054 1982 1 1 1992 4 21 3764
Ski Hi ∗ -74,98 -70,77 1395 1994 2 21 1998 11 25 1739
Sofiab ∗ -75,60 158,58 1720 2002 11 28 2007 11 12 1811
Sushila ∗ -74,41 161,31 1441 1988 1 20 1991 9 15 1335
Sutton ∗ -67,08 141,37 871 1994 12 26 2000 12 18 2185
Swithinbank ∗ -81,20 -126,18 959 1997 1 18 2011 1 16 5112
Theresa ∗ -84,60 -115,81 1463 1994 11 29 2018 9 30 8707
Tiffany ∗ -77,95 166,17 25 1984 1 24 1985 12 31 708
Traverse Mountains ∗ -69,98 -67,55 1047 2009 12 22 2013 1 6 1112
Uranus Glacier ∗ -71,36 -68,80 753 1986 3 4 2003 2 28 6206
Vito ∗ -78,50 177,75 50 2004 2 3 2018 9 30 5354
Welch Mountains ∗ -70,71 -63,81 1526 2010 1 10 2010 7 15 187
Whitlock -76,14 168,39 206 1982 1 23 2018 9 30 13400
Willie Field ∗ -77,87 166,98 14 1992 1 25 2018 8 31 9716
Windless Bight ∗ -77,72 167,69 40 1983 1 23 2018 8 31 13005
Young Island -66,23 162,28 30 1991 1 1 1997 12 6 2532
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Table A.3: Automatic Weather Stations from the POLENET program contained in the
new database with their name, coordinates (◦), elevation (masl) and measurement period
Name Latitude (◦) Longitude (◦) Elevation (masl) Start year Start month Start julian day End year End month End julian day Number of days
Backer Island ∗ -74,43 -102,48 64 2011 12 27 2016 12 19 1820
Bean Peaks ∗ -75,96 -69,30 -999 2010 1 7 2010 7 28 203
Bear Peninsula ∗ -74,55 -111,88 342 2011 1 11 2018 11 5 2856
Bennett Nunatak ∗ -84,79 -116,46 1441 2010 12 15 2018 1 4 2578
Brimstone Peak ∗ -75,80 158,47 2138 2008 12 10 2018 2 6 3346
Bumstead Nunatak ∗ -85,96 174,50 2648,9 2014 1 28 2018 11 5 1743
Butcher Ridge ∗ -79,15 155,89 2030 2008 12 9 2018 11 5 3619
Clarke Mountains ∗ -77,34 -141,87 1025 2010 1 4 2018 11 5 3228
Cordiner Peak ∗ -82,86 -53,20 963 2010 1 14 2014 8 26 1686
Deverall Island ∗ -81,48 161,98 95 2008 12 5 2018 2 11 3356
Duthiers Point -64.80 -62.82 78 2009 4 3 2014 11 1 2039
Fallone Nunataks ∗ -85,31 -143,63 291 2009 12 22 2018 11 5 3241
Flask Glacier ∗ -65,75 -62,88 591 2010 2 6 2014 7 12 1618
Foyn Point ∗ -65,24 -61,65 123 2010 2 7 2015 7 31 2001
Franklin Island -76,14 168,42 181 2011 1 28 2015 2 8 1473
Gomez Nunatak ∗ -73,88 -68,54 -999 2010 1 8 2010 12 31 358
Haag Nunatak ∗ -77,04 -78,29 1197 2010 1 16 2018 11 5 3216
Howard Nunatak ∗ -77,53 -86,77 1502 2010 1 15 2018 11 5 3217
Hugo Island -64,96 -65,67 46 2009 4 2 2018 11 5 3505
Hutton Mountains ∗ -74,08 -61,73 -999 2010 1 5 2010 6 4 151
Inman Nunatak ∗ -74,82 -98,88 678 2013 1 8 2018 11 5 2128
Jensen Nunatak ∗ -73,08 -66,10 -999 2009 12 30 2010 12 31 367
Kohler Glacier ∗ -76,15 -120,73 1929 2010 1 24 2018 3 10 2968
Lepley Nunatak ∗ -73,11 -90,30 159 2011 12 14 2018 11 5 2519
Leppard Glacier ∗ -65,95 -62,88 612 2010 2 13 2013 5 22 1195
Lonewolf Nunatak ∗ -81,34 152,73 1554 2008 12 4 2018 2 7 3353
Lower Thwaites Glacier ∗ -76,44 -107,77 999 2009 12 12 2018 11 5 3251
Lyon Nunatak ∗ -74,83 -73,90 -999 2009 12 31 2014 12 31 1827
Mount Bruce -70.60 162.52 1513 2014 12 21 2018 11 05 1416
Monte Cassino ∗ -72,27 163,73 1954 2014 12 17 2018 11 2 1417
Mount Howe ∗ -87,42 -149,43 2611 2010 12 18 2018 11 5 2880
Mount Paterson ∗ -78,03 -155,023 538 2008 12 26 2017 12 2 3264
Mount Sidley ∗ -77,13 -125,97 2123 2010 1 8 2018 11 5 3224
Mount Suggs ∗ -75,28 -72,18 1122 2010 1 18 2018 11 5 3214
Mount Walcott ∗ -85,40 -87,39 1849 2014 1 3 2018 11 5 1768
Prospect Point -66.01 -65.34 44 2014 5 4 2018 11 5 1647
Pecora Escarpment ∗ -85,61 -68,55 1524 2010 1 14 2018 10 30 3212
Pirrot Hills ∗ -81,10 -85,14 1263 2013 12 30 2018 11 5 1772
Rambo Nunatak ∗ -83,87 -66,39 784 2014 1 6 2018 11 5 1765
Recovery Lakes 1 ∗ -82,81 18,90 2694 2009 1 10 2011 6 3 875
Recovery Lakes 2 ∗ -81,71 8,58 2473 2009 1 27 2012 3 19 1148
Robertson Island ∗ -65,25 -59,44 85 2010 2 6 2018 4 24 3000
South Georgia 1 -54,87 -36,04 85 2014 10 5 2017 5 4 943
South Georgia 2 -54,00 -38,05 205 2014 10 8 2015 4 3 178
South Georgia 3 -54,49 -37,04 53 2014 10 13 2018 11 5 1485
Spring Point -64.29 -61.05 15 2013 3 22 2017 8 22 1615
Steward Hills ∗ -84,19 -86,25 1582 2014 1 8 2018 11 5 1763
Thurston Island ∗ -72,53 -97,56 245 2011 1 19 2018 11 5 2848
Tombstone Hill ∗ -72,45 169,72 620 2014 12 7 2018 11 5 1430
Toney Mountain ∗ -75,80 -114,66 1197 2012 12 3 2018 11 5 2164
Traverse Mountains ∗ -69,99 -67,55 -999 2009 12 22 2010 7 24 215
Up Thwaites Glacier ∗ -77,58 -109,03 1314 2010 1 15 2018 11 5 3217
Vernadsky Station -65.25 -64.25 46 2009 4 1 2017 02 18 2881
Welch Mountains ∗ -70,73 -63,82 -999 2010 1 10 2014 12 31 1817
Westhaven Nunatak ∗ -79,84 154,22 2216 2008 12 9 2017 1 15 2960
Whichaway Nunatak ∗ -81,58 -28,40 1195,4 2014 1 17 2018 11 5 1754
Whitmore Mountains ∗ -82,68 -104,39 2374 2010 1 19 2018 11 5 3213
Wilson Nunatak ∗ -80,04 -80,56 692 2010 1 12 2018 11 5 3220
Table A.4: Permanent manned Weather Stations contained in the new database with their
name, coordinates (◦), elevation (masl) and measurement period
Name Latitude (◦) Longitude (◦) Elevation (masl) Start year Start month Start julian day End year End month End julian day Number of days
Adelaide -67,80 -68,90 26 1962 5 1 1976 1 1 4994
Arturo Prat -62,5 -59,68 5 1983 1 01 2003 12 31 7670
Asuka ∗ -71,50 24,10 931 1987 2 1 1991 12 1 1765
Belgrano I -78,00 -38,80 50 1957 2 1 1979 10 1 8278
Belgrano II ∗ -77,87 -34,62 256 1980 4 1 2016 4 29 13178
Bellingshausen -62,18 -58,88 16 1968 3 1 2017 2 1 17870
Campbell -52,55 169,13 19 1961 4 1 1999 6 15 13955
Casey ∗ -66,27 110,52 42 1989 1 1 2016 4 30 9982
Casey old ∗ -66,27 110,52 42 1969 2 21 1990 1 31 7650
Davis -68,57 77,97 13 1957 2 10 2016 4 30 21630
Deception -63,00 -60,70 8 1959 1 1 1967 12 1 3257
Dumont Durville ∗ -66,65 140,00 43 1956 4 1 2017 8 11 22413
Esperanza ∗ -63,40 -56,98 13 1957 1 1 2016 4 29 21669
Faraday -65,25 -64,27 11 1947 1 1 1995 12 31 17897
Ferraz -62,08 -58,38 20 1985 12 2 2005 10 31 7274
Fossil Bluff ∗ -71,32 -68,28 250 1961 3 9 2005 3 5 16068
Great Wall -62,22 -58,97 10 1985 01 01 2016 04 30 11443
Grytviken -54,28 -36,48 3 1959 1 1 1981 12 31 8401
Jubany -62,23 -58,63 4 1985 5 1 2016 5 1 11324
King Sejong -62,22 -58,75 11 1988 5 1 2001 1 1 4629
Leningradskaja ∗ -69,50 159,38 304 1971 2 28 1991 2 28 7306
Macquarie Island -54,48 158,93 8 1948 3 31 1999 7 5 18724
Marambio ∗ -64,23 -56,72 198 1971 1 1 2016 5 1 16558
Mario Zucchelli ∗ -74,68 164,08 92 1987 1 1 1999 12 31 4748
Marsh -62,18 -58,98 10 1970 1 1 2009 12 31 14610
Mawson -67,6 62,87 16 1954 2 23 2016 4 30 22713
McMurdo ∗ -77,85 166,67 24 1956 3 9 2015 12 31 21847
Mirny -66,55 93 30 1956 2 1 2006 10 31 18536
Molodeznaja ∗ -67,65 45,85 40 1963 3 1 1999 6 30 13271
Novolazarevskaya ∗ -70,77 11,82 119 1961 2 1 2009 9 30 17774
O Higgins ∗ -63,37 -56,68 10 1987 11 17 2001 3 16 4869
Orcadas -60,73 -44,73 6 1956 1 1 2016 5 1 22037
Rothera ∗ -67,57 -68,12 32 1976 3 8 2018 11 22 15600
San Martin -68,12 -67,13 4 1977 1 1 2016 1 1 14245
Signy -60,7 -45,6 6 1956 1 1 2000 3 31 16162
Syowa -69 39,57 21 1957 2 9 2016 12 31 21876
Vernadsky -65,25 -64,27 11 1996 1 1 2018 8 31 8279
Vostok ∗ -78,45 106,85 3490 1958 1 1 2017 2 28 21609
Wilkes -66,26 110,52 42 1959 1 31 1969 2 21 3675
Zhongshan -69,37 76,37 18 1989 3 1 2016 4 30 9923
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Table A.5: Automatic Weather Stations from the IMAU, AWI, IPEV/IGE programs con-
tained in the new database with their name, coordinates (◦), elevation (masl) and measure-
ment period. In addition to measuring (near-)surface pressure, temperature and wind speed,
these stations contain reliable data on radiative fluxes and relative humidity.
Name Latitude (◦) Longitude (◦) Elevation (masl) Start year Start month Start julian day End year End month End julian day Number of days
AWS1 NARE9697 site A ∗ -71,90 3,08 1420 1997 1 1 2000 12 12 1442
AWS2 NARE9697 site C ∗ -72,25 2,88 2400 1997 2 12 2000 12 13 1401
AWS3 NARE9697 site M ∗ -74,98 15,00 3450 1997 1 28 2001 1 14 1448
AWS4 SWEDARP9798 Rampen ∗ -72,75 -15,48 35 1997 12 19 2002 12 29 1837
AWS5 SWEDARP9798 Wasa-Aboa ∗ -73,10 -13,17 360 1998 2 3 2014 2 7 5849
AWS6 SWEDARP9798 Svea ∗ -74,47 -11,52 1160 1998 1 14 2009 2 16 4052
AWS8 SWEDARP9798 Camp Victoria ∗ -76,00 -8,05 2400 1998 1 13 2003 1 7 1821
AWS9 DML05-Kohnen ∗ -75,00 0,00 2900 1997 12 30 2001 1 18 7690
AWS10 Berkner Island ∗ -79,57 -45,78 890 1995 2 12 2005 7 18 3810
AWS11 Halvfarryggen ∗ -71,17 -6,80 690 2007 1 18 2019 1 17 4381
AWS12 Plateau Station B ∗ -78,65 35,63 3620 2007 12 15 2016 3 11 3010
AWS13 Pole of inaccessibility ∗ -82,12 55,03 3730 2008 1 2 2016 3 11 2992
AWS14 Larsen C North ∗ -67,02 -61,50 50 2009 1 21 2017 1 4 2906
AWS15 Larsen C South ∗ -67,57 -62,15 50 2009 1 22 2014 5 6 1931
AWS16 Princess Elisabeth station ∗ -71,95 23,33 1300 2009 2 3 2019 1 17 3636
AWS17 Scar Inlet Larsen B ∗ -65,93 -61,85 50 2011 2 20 2016 3 10 1846
AWS18 Larsen C West ∗ -66,40 -63,37 70 2014 11 26 2019 1 17 1514
AWS19 King Baudoin Ice Shelf ∗ -70,95 26,27 50 2014 12 11 2016 2 2 419
D17 ∗ -66,7 139,9 450 2010 1 1 2019 1 1 3288
D 47 ∗ -67,4 138,73 1560 1983 1 24 2018 9 30 13034
Dome C II ∗ -75,12 123,37 3250 1995 12 10 2018 9 30 8331
Halley ∗ -75,43 -26,22 30 1957 1 1 2018 2 26 22337
Amundsen Scott ∗ -90,00 0,00 2835 1957 1 9 2018 11 1 22577
Neumayer ∗ -70,67 -8,25 50 1981 1 28 2016 3 31 12847
Panda-1 ∗ -74,65 77,00 2737 2011 1 1 2011 12 31 365
Sorasen -71,36 -10,03 574 2017 1 1 2019 12 31 1095
Filchner2 -80,44 44,43 103,7 2019 1 1 2019 12 31 365
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B Additional elements for Chapter 3
Figure B.1: Daily comparisons between MARv3.11 forced by ERA5 and near-surface tem-
perature (◦C) over different sectors (the Antarctic Peninsula, the West AIS, the East AIS
(part East), the East AIS (part West), the Ross Ice Shelf, and the Ronne and Filchnner ice
shelves) for grounded locations above 2000 masl (red) and below 2000 masl (green) as well
as for location over the ice shelves (blue). The mean sector correlation, centered root mean
square errors (CRMSE, unit:◦C), and mean biases (bm, unit:◦C), correlation are also given.
These mean statistic indicators are weighted by the day number of each AWS. The sectors
are illustrated in Fig. B.3
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Figure B.2: Daily comparisons between MARv3.6 forced by ERA5 and near-surface tem-
perature (◦C) over different sectors (the Antarctic Peninsula, the West AIS, the East AIS
(part East), the East AIS (part West), the Ross Ice Shelf, and the Ronne and Filchnner ice
shelves) for grounded locations above 2000 masl (red) and below 2000 masl (green) as well
as for location over the ice shelves (blue). The mean sector correlation, centered root mean
square errors (CRMSE, unit:◦C), and mean biases (bm, unit:◦C), correlation are also given.
These mean statistic indicators are weighted by the day number of each AWS. The sectors
are illustrated in Fig. B.3
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Figure B.3: Sectors used for the comparisons between MAR and the observations.




C Additional elements for Chapter 4
C.1 Sensitivity of SMB components to SSCs
Figure C.1: Difference in mean annual total precipitation (rainfall + snowfall) (kg m−2
yr−1) between the reference simulation and (a) SST+4, (b) SIC-6, (c) SST+4/SIC-6, (d)
SST/SIC(GISS-E2-H), (e) SST-4, (f) SIC+6, (g) SST-4/SIC+6, (h) SST/SIC(NorESM1-
ME), (i) SST(CMIP5), (j) SIC(CMIP5), (k) SST/SIC(CMIP5), (m) SST+2, (n) SIC-3, (o)
SST+2/SIC-3, (p) SST-2, (q) SIC+3, (r) SST-2/SIC+2 experiments. Differences less than
the interannual variability are considered as non-significant and are dashed. l) Mean annual
SMB (kg m−2 yr−1) simulated by MAR forced by ERA-Interim over 1979 – 2015.
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Figure C.2: Same as Fig. C.1 but for snowfall over the ice sheet and the surrounding ocean.
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Figure C.3: Same as Fig. C.1 but for rainfall over the ice sheet and the surrounding ocean.
White areas over the ice sheet indicate that there is no rainfall.
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Figure C.4: Same as Fig. C.1 but for water fluxes (sublimation minus deposition) at the




Figure C.5: Same as Fig. C.1 but for meltwater production at the surface. White areas
over the ice sheet indicate that melt never occurs.
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Table C.1: Top: Annual mean integrated (Gt yr−1) and standard deviation (Gt yr−1)
total precipitation (rainfall and snowfall), snowfall and rainfall ver the whole AIS (including
grounded and not grounded ice) for the reference simulation (1979–2015). Bottom: Difference
of annual mean total precipitation (rainfall and snowfall), snowfall and rainfall (Gt yr−1 and
%) between each sensitivity test and the reference simulation (1979–2015). Anomalies larger
than the inter-annual variability are considered as significant and are displayed in bold.
Mean (Gt y−1) Total precipitation Snowfall Rainfall
Reference 2678 ± 110 2658 ± 109 20± 3
Anomaly (Gt y−1) Total precipitation Snowfall Rainfall
SST-4 -64 -61 -3
SST-2 -89 -85 -4
SST+2 +50 +45 +5
SST+4 +162 +137 +25
SIC+6 -170 -166 -4
SIC+3 -107 -104 -3
SIC-3 +25 +28 -3
SIC-6 +91 +93 -2
SST-4/SIC+6 -136 -133 -3
SST-2/SIC+3 -129 -125 -4
SST+2/SIC-3 +133 +126 +7
SST+4/SIC-6 +344 +304 +40
SST/SIC(NorESM1-ME) -105 -102 -3
SIC(CMIP5) +36 +35 +1
SST(CMIP5) +80 +79 +1
SST/SIC(CMIP5) +105 +104 +1
SST/SIC(GISS-E2-H) +368 +353 +15
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C.3 Temperature and specific humidity anomalies
(g/kg)
(%)
Figure C.7: a: Mean specific humidity modelled by MAR over 1979–2015 at 700 hPa
(Units: g/kg). Difference in mean specific humidity (%) between the reference simulation
and (b) SST-4/SIC+6, (c) SST+4/SIC-6, (d) SST-2/SIC+3, (e) SST+2/SIC-3 experiments.






Figure C.8: a: Mean air temperature modelled by MAR over 1979–2015 at 600 hPa (Units:
°C). Difference in mean air temperature (°C) between the reference simulation and (b) SST-
4/SIC+6, (c) SST+4/SIC-6, (d) SST-2/SIC+3, (e) SST+2/SIC-3 experiments. Differences
lower than the interannual variability are considered as non-significant and are dashed.
(°C)
(°C)
Figure C.9: Same as Fig. C.8 but at 700 hPa.
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C.4 Near-surface wind anomalies
Figure C.10: a: Mean 2m wind-speed modelled by MAR over 1979–2015 (Units: m s−1).
Difference in Mean 2m wind-speed (m s−1) between the reference simulation and (b) SST-
4/SIC+6, (c) SST+4/SIC-6. Differences lower than the interannual variability are considered
as non-significant and are dashed.
224
Appendix
D Additional elements for Chapter 5
D.1 Evaluation of MAR(ESM) simulations over present
Present biases might have a significant influence on the projections results
and remain in the future (Fettweis et al., 2013; Agosta et al., 2015; Krinner and
Flanner, 2018), highlighting the need for a thorough evaluation over the present
climate. Since ESMs only simulate meteorological conditions representative of a
certain climate, evaluating MAR ESM-forced simulations cannot be done using
the observations directly. We then compared these simulations to MAR(ERA5)
hereafter considered as a reference and evaluated in Ch. 3.
MAR(ACCESS1.3) is the experiment that best compare with the reference
MAR(ERA5) over the present climate. It displays the lowest integrated-SMB
anomaly (Table D.1) and spatial RMSE and bias (Fig. D.1). MAR(ACCESS1.3)
underestimates SMB over Wilkes Land, Queen Mary Land and the Amundsen
sector while it overestimates SMB over Queen Maud Land and the lee side of the
Antarctic Peninsula. These negative anomalies are associated with the small un-
derestimation of the summer and winter precipitable water in ACCESS1.3 (Agosta
et al., 2015). This experiments also reveals mostly non-significant temperature
biases in summer (Fig. D.2), except for a small negative bias over Ross and Rhone
ice shelves, yielding very similar melt integrated values.
MAR(NorESM1-M) presents mostly non-significant anomalies compared to
MAR(ERA5) but overestimates the mean annual SMB as a consequence of an over-
estimation of the snowfall, while simulating a lower surface ablation (Table D.1).
Higher snowfall values are modelled over Marie Byrd Land, the Peninsula, and
the Brunt Ice Shelf whiler lower values compensate this overestimation over Queen
Mary Land, Wilkes Land and the Amery ice shelf (Fig. D.3), which are strongly
linked with the humidity anomalies in the forcing ESM (Agosta et al., 2015).
NorESM1-M being too cold (with lower air summer and ocean temperatures and
higher sea ice concentration), MAR(NorESM1-M) displays a negative temperature
anomaly up to 3 ◦C over the plateau despite reducing the negative anomaly over
half of the AIS to non-significant differences in summer (Fig. D.2). This however
leads to reduced surface melting (-72 Gt yr−1).
MAR(CNRM-CM6-1) simulates nearly the same snowfall amount as the
reference run but has a higher SMB RMSE due to a less accurate spatial
representation of the precipitation. This results from an overestimation of the
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Table D.1: Top: annual mean and standard deviation of, snowfall, rainfall, net sublimation
(sublimation - deposition), runoff and meltwater (Gt yr−1) integrated over the whole AIS for
MAR(ERA5) over 1981–2010. Bottom: Difference of annual mean integrated SMB, snowfall,
rainfall, net sublimation (sublimation - deposition), runoff and meltwater (Gt yr−1) between
each MAR(ESM) experiment and MAR(ERA5) over 1981–2010
Mean (Gt yr−1) SMB SF RF SU RU ME
MAR(ERA5) 2686 ± 116 2894 ± 112 19 ± 3 173 ± 11 54 ± 14 174 ± 38
Anomaly (Gt yr−1) SMB SF RF SU RU ME
MAR(ACCESS1.3) -3 -22 11 -8 0 0
MAR(NorESM1-M) 94 38 1 -22 -31 -72
MAR(CNRM-CM6-1) 60 8 11 -10 -31 -48
MAR(CESM2) -25 -58 -5 -4 -33 -71
precipitable water combined to a higher mean sea level pressure in CNRM-CM6-
1 potentially reducing cyclonic activity. MAR(CNRM-CM6-1) underestimates
the SMB over the Ellsworth Land and the windward side of the Peninsula but
overestimates it over Marie Bird Land, Queen Maud Land and Victoria Land
(Fig. D.1). Agosta et al. (in preparation) revealed a strong negative temperature
anomaly surrounding the ice sheet, yielding lower temperature in MAR(CNRM-
CM6-1) compared to MAR(ERA5) over the plateau. However, these differences
are non significant over the margins, the Ronne ice shelf excepted (Fig. D.2).
As it simulates lower snowfall amounts, MAR(CESM2) slightly underestim-
ates the mean integrated SMB. However, MAR(CESM2) represents a stronger
accumulation over the area between the Peninsula, Queen Maud Land and En-
derby Land (Fig. D.1). This results from the significant overestimation of the
precipitable water and the sea level pressure in CESM2 over this area. On the
contrary, MAR(CESM2) simulates a lower accumulation over Wilkes Land and
the Amundsen sector. CESM2 is colder than ERA5 but the difference is re-
duced in summer (Agosta et al., in preparation), leading to mostly non significant
temperature anomalies (Fig. D.2) and lower melt in MAR(CESM2).
In general, the SMB downcalled by MAR forced by the 4 ESMs is close
to MAR(ERA5). The anomalies of the annual mean SMB are lower than the
interannual variability of the SMB over the historical period. It is also important
to note that the spatial and integrated anomalies are close to (or even lower
than) the differences between several RCMs all forced by ERA-Interim(Mottram
et al., 2020). This suggests a good ability of the different simulations to closely




Figure D.1: Comparison between the annual mean SMB simulated by MAR forced by
ACCESS1.3 (A), NorESM1-M (B), CNRM-CM6-1 (C), CESM2 (D) and the annual mean
SMB simulated by MAR(ERA5) (kgm−2 yr−1) over 1981–2010. Locations where anomalies
are smaller than the (natural) interannual variability of the present climate (interannual
standard deviation) are hatched.
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Figure D.2: Comparison between the mean summer near-surface temperature simulated
by MAR forced by ACCESS1.3 (A), NorESM1-M (B), CNRM-CM6-1 (C), CESM2 (D) and
the mean summer near-surface temperature simulated by MAR(ERA5) (◦C) over 1981–
2010. Locations where anomalies are smaller than the (natural) interannual variability of
the present climate (interannual standard deviation) are hatched. Spatial Root Mean Square




Figure D.3: Comparison between the mean annual SF simulated by MAR forced by AC-
CESS1.3 (A), NorESM1-M (B), CNRM-CM6-1 (C), CESM2 (D) and the mean annual SF
simulated by MAR(ERA5) (kgm−2 yr−1) over 1981–2010. Locations where anomalies are
smaller than the (natural) interannual variability of the present climate (interannual stand-
ard deviation) are hatched. Spatial Root Mean Square Error (RMSE) and mean bias (MB)
of the experiment compared to MAR(ERA5) are also indicated.
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D.2 Evolution of the integrated annual Antarctic
Figure D.4: Time series of the integrated annual Antarctic (ice shelves included) SMB
anomaly (Gtyr−1) from 1980 to 2100 in the high-emission scenarios (RCP8.5 and ssp585)
simulated by MAR forced by ACCESS1-3 (blue), NorESM1-M (light blue), CNRM-CM6
(red), and CESM2 (orange) compared to the 1981–2010 reference period. A running average
of 5 years was applied to the original values, while the original annual anomalies are shown
as thinner lines in the background.
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D.3 Locations discussed in Chapter 5
Figure D.5: The Antarctic regions and sub-regions discussed in the manuscript with elev-
ations contours every 1000m. The ice shelves are represented in light blue.
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D.4 Surface pressure changes
Figure D.6: Surface pressure changes (hPa) between 2071–2100 and 1981–2010 as modelled
by MAR forced by ACCESS1-3 (A), NorESM1-M (B), CNRM-CM6-1 (C), and CESM2 (D).
Locations where changes are smaller than the (natural) interannual variability of the present
climate (interannual standard deviation) are hatched.
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D.5 Evolution of SMB and its components
Figure D.7: Time series of the integrated annual SMB (A, B), snowfall (C, D), runoff
(E, F), rainfall (G, H), net sublimation (I, J) and melt (K, L) anomalies (Gtyr−1) over the
Antarctic grounded ice (A, C, E, G, I, K) and the Antarctic ice shelves (B, D, F, H, J,
L) from 1980 to 2100 simulated by MAR forced by ACCESS1-3 (blue), NorESM1-M (light
blue), CNRM-CM6 (red), and CESM2 (orange) compared to the 1981–2010 reference period.
Sublimation changes are weak and do not contribute to variations in SMB. Melt anomalies
follow a similar pattern than runoff anomalies suggesting than a almost all of the melt water
is lost for the ice sheet as runoff.
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D.6 SMB anomalies for a +2.5°C warmer climate
Figure D.8: SMB changes (kgm−2 yr−1) between a +2.5°C warmer climate and the histor-
ical period by MAR forced by ACCESS1-3 (A), NorESM1-M (B), CNRM-CM6-1 (C), and
CESM2 (D). Locations where changes are smaller than the (natural) interannual variability
of the present climate (interannual standard deviation) are hatched.
Table D.2: The 30-year periods corresponding to an increase in Antarctic (90°S–60°S) near-
surface temperature of +2.5 ◦C for the four selected ESMs. Exact near-surface warming is
also indicated







D.7 SMB anomalies compared to temperature anomalies
Figure D.9: MAR total (snowfall + rainfall) precipitations anomalies (Gtyr−1) over the
grounded ice (A) and ice shelves (B) compared to the annual near-surface temperature an-
omaly from the forcing ESMs between 90°S-60°S (◦C). The black regression was computed
using all the MAR-ESM anomalies while individual regression are also represented (coloured
lines). The regression equation and determination coefficient are mentioned for each scatter
plot.
Figure D.10 compares the modelled MAR SMB anomalies to the ESM
reconstructed SMB anomalies. The reconstruction based on the temperature
anomaly accurately reconstructs the modeled SMB over the grounded ice (RMSE
= 68 Gt yr−1 , i.e lower by 99 Gt yr−1 than the present interannual grounded-SMB
variabily in our MAR(ERA5) reference simulations), but is slightly less precise
over the ice shelves (RMSE = 38 Gt yr−1, i.e larger by 22 Gt yr−1 than the present
interannual ice-shelf SMB variability). This is mainly due to the large decrease in
SMB for MAR(CNRM-CM6-1) that is not fully represented by the regression (also
valid for the grounded fit). The projected changes with the strongest warming are
however much larger than the error of the regression. Moreover, among all CMIP5
and CMIP6 models, CNRM-CM6-1 projects the strongest warming in 2100, thus
allowing us to use our regression to reconstruct the SMB for all CMIP5 and CMIP6
models. Note that using a similar method based on the link between individual
SMB components (snowfall, rainfall and ablation) and ESM near-surface anomalies
also yields a similar reconstruction. This demonstrates that the future response of
the surface of both ice shelves and grounded ice can be mainly determined using
the temperature warming until the end of the 21st century.
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Figure D.10: Comparison of the MAR SMB anomaly (Gtyr−1) with the corresponding-
ESM reconstructed-SMB anomaly (Gtyr−1) based on the regression between SMB and ESM
near-surface temperature over the grounded ice (A) and over the ice shelves (B). The eval-
uation of the regression is done by indicating the Root Mean Square Error (RMSE,Gtyr−1)
and determination coefficient
Figure D.11: Reconstructed snowfall (blue), runoff (red) and SMB (green) anomaly Gtyr−1
using CMIP6 (ssp585) models over the Antarctic grounded ice. Projections are shown using
the multi-model mean (solid lines) and the 5 to 95% range, corresponding to ±1.64 standard
deviation, across the distribution of individual models (shading).
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D.8 MAR anomalies compared to ISMIP6 anomalies
Figure D.12: Evolution of SMB anomalies (Gtyr−1) projected by MAR forced by NorESM-
1, CNRM-CM6-1, CESM2 (solid lines) and by the respective forcing ESMs (dashed lines)
over the grounded ice (A) and the ice shelves (B)
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E Additional elements for Chapter 6
E.1 Shortwave and longwave radiation contributions
Figure E.1: Cumulative summer melt and SEB radiation components converted into melt
potential (Gt). Cumulative summer anomalies of melt, shortwave downwelling (SWD), short-
wave net (SWN), longwave downwelling (LWD), and longwave upwelling (LWU) fluxes ex-
pressed as melt potential (Gt) projected by MAR driven by (a) ACCESS1.3, (b) NorESM1-M,
(c) CNRM-CM6-1, (d) CESM2, compared to the reference 1981–2010 summer.
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E.2 Turbulent flux contributions
Both turbulent flux contributions firstly mitigate melt changes until 2070–
2080 when latent heat exchanges tend to weakly increase melt only in MAR driven
by CNRM-CM6 and CESM2 (Fig. 6.1). While the absolute SHF remains positive
and then warms the surface in all our simulations during the 21st century, we
find that SHF exchanges between the atmosphere and the surface are projected to
weaken leading to a potential negative melt contribution. This effect is specific to
the colder conditions in Antarctica as SHF should enhance melt over the Greenland
ice sheet as a consequence of stronger barrier winds (Franco et al., 2013).
Figure E.2: Summer changes in summer near-surface wind speed, temperature gradient
and SHF over the ice shelves. Summer near-surface wind-speed anomalies (ms−1) (first
row), temperature gradient between the first atmospheric level and the surface (◦C) (second
row), and sensible heat fluxes (expressed in melt potential Gt 3mo−1) (third row) for MAR
forced by ACESS1.3 (orange), NorESM1-M (blue), CNRM-CM6-1 (red), and CESM2 (green)
compared to their summer mean value over 1981–2010. The correlation coefficients (R)
between near-surface wind-speed and temperature gradient anomalies with SHF anomalies
are also presented (p«0.01)
SHF varies according to vertical temperature gradient between the surface
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and the near-surface atmospheric layer, and wind that mixes this near-surface
layer (Fig. E.2). The summer mean near-surface wind speed over ice shelves is
stationary in MAR driven by NorESM1, while it tends to decrease in the other
experiments (p<0.05). The trends remain however weak compared to the present
variability except when MAR is driven by CNRM-CM6-1. By absorbing radiative
energy, the surface is projected to warm faster than the above near atmosphere
reducing the temperature gradient until 2060. After 2060, our results suggest that
it could either still decrease in the relatively-colder projections (ACCESS1.3 and
NorESM1-M) or increase in the warmer projections (CNRM-CM6-1, CESM2).
SHF anomalies follow this pattern with decreasing potential melt contribution in
all our experiments before diverging after 2060. We found a stronger association
between SHF and the temperature gradient than with near-surface wind speed
(see r values on Fig. E.2)). This suggests that the primary effect explaining SHF
anomalies is the variation in the thermal inversion that can be modulated by wind
shear changes. Furthermore, the more frequent presence of liquid water at the
surface around the freezing point can reduce the temperature inversion or even
warm the cold air advected by katabatic winds leading to negative SHF anomalies
as already observed over the ice sheet (Kuipers Munneke et al., 2012; Van Wessem
et al., 2014a).
The averaged values over all the Antarctic ice shelves however hide diverging
local signals (Fig. E.3). SHF are projected to decrease over most of the AIS,
the peninsula excepted where SHF could significantly increase. Recent studies
(Kuipers Munneke et al., 2012; Van Wessem et al., 2014a; Kuipers Munneke et al.,
2018; Datta et al., 2019) have suggested that warm air advections (notably during
Foehn events) are an important source of energy over the Peninsula producing
strong melt. Our results suggest an enhancement of the Foehn effect due to warmer
and moister air advections inducing higher precipitation (Kittel et al., 2020) but
also larger melt rates. Since the snow/ice-covered surface cannot warm higher
than the melting temperature, warmer air advections also increase the thermal
inversion and then increase SHF. The positive SHF anomalies over the Peninsula
become dominant for strong warmings projected to occur after 2060 when MAR
is forced by CNRM-CM6 and CESM2 explaining the inversion of SHF anomalies
in these two projections.
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Figure E.3: Summer changes in SHF. Summer SHF anomalies (Wm−2) in 2071–2100
compared to 1981–2010 as projected by MAR driven by ACCESS1.3 (a), NorESM1-M(b),




E.3 Increase in Water Vapour Path
Figure E.4: Summer changes in Water Vapour Path (WVP). Evolution of the summer mean
WVP anomalies (gm−2) compared to 1981–2010 as projected by MAR driven by ACCESS1.3
(orange), CESM2 (green), CNRM-CM6-1 (red), and NorESM1-M (blue).
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E.4 Increase in LWD due to warmer atmosphere
Assuming an opaque atmosphere (ε = 1) in Eq. 1, we compute the LWD
which would be entirely due to the summer temperature of the atmosphere
(LWDT) over the present (1981–2010) and the end of the 21st century (2071-2100)
in Table E.1. The differences in LWDT anomalies between the CNRM-CM6-1
and CESM2 experiment (1.5 W m−2) is compared to the differences in LWD
simulated by MAR for these two experiments (5.1 W m−2) to evaluate how much
the atmosphere temperature differences explains the LWD anomalies.
LWDT = ε× σ × T 4, (1)
Table E.1: Near-surface summer mean temperature (TT) over the present and at the end
of the 21st century, increased in LWD explained by the temperature and simulated by MAR.
Near-surface summer mean temperature over 1981-2010 ◦C (first row), over 2071–2100 (◦C)
(second row), increase in longwave downwelling radiations attributed to the increase in near-
surface temperature (Wm−2) (third row) and simulated (fourth row) by MAR driven by
ACCESS1.3, CESM2, CNRM-CM6-1, NorESM1-M in 2071-2100 compared to 1981–2010.
ESM TT1981−2010 (◦C) TT2071−−2100 (◦C) ∆LWDT (W m−2) ∆LWD (W m−2)
ACCESS1.3 -8.1 -4.0 +17.7 +23.2
CESM2 -8.1 -3.0 +22.4 +29.2
CNRM-CM6-1 -8.2 -2.7 +23.9 +34.3
NorESM1-M -8.8 -5.8 +12.8 +17.3
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E.5 Future mean (vertical) changes in 2071–2100
Table E.2: Mean changes in near-surface temperature, atmospheric specific humidity and
temperature. Anomalies of summer near-surface air temperature (°C), atmospheric specific
humidity between 925hPa and 200 hPa (g/kg), and atmospheric temperature (°C) in 2071-
2100 compared to 1981-2010 as projected by MAR driven by ACCESS1.3, CESM2, CNRM-
CM6-1, NorESM1-M.
ESM ∆Near − Surface air Temperature (◦C) ∆SpecificHumidity (g kg−1) ∆Air Temperature (◦C)
ACCESS1.3 +4.1 +0.30 +2.4
CESM2 +5.1 +0.47 +3.8
CNRM-CM6-1 +5.5 +0.44 +3.5
NorESM1-M +3.0 +0.21 +1.7
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E.6 Association between LWD, COD and CC
We find a strong association between increases in LWD and COD (Fig. E.5)
as suggested by the high R2 scores (R2 >=0.98; p«0.01) for each experiment.
However the association between longwave cloud emissivity and COD induces a
saturation for large COD increases. This situation is representative of an opaque
atmosphere to longwave radiation due to clouds. We extrapolate our projections
to find that increase in LWD associated to increase in COD could stop when COD
equals 1.22 (ACCESS1.3; +0.96), 1.10 (NorESM1-M; +0.96), 1.78 (CNRM-CM6-
1; +0.91), 1.2 (CESM2; +0.89). Since these values are not reached before 2100,
future LWD increase is supposed to remain sensitive to COD during the whole
21st century.
Figure E.5: Relation between LWD summer anomalies and COD summer anomalies. Sum-
mer longwave downwelling radiations (expressed as potential melt in Gt 3mo−1) versus mean
cloud optical depth anomalies during summer (-) projected by MAR driven by ACCESS1.3
(a), CESM2 (b), CNRM-CM6-1 (c), and NorESM1-M (d) compared to the summer refer-
ence period (1981–2010). The exponential regression as well as corresponding determination
coefficient (R2, p «0.01) is indicated for each experiment. A 5-year running mean has been
applied on the anomalies.
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E.7 Near-surface temperature anomalies compared to COD
Figure E.6: Relation between summer near-surface temperature anomalies and COD sum-
mer anomalies. Mean near-surface temperature anomalies ◦C compared to mean COD an-
omalies in summer (-) projected by MAR driven by ACCESS1.3 (orange), CESM2 (green),
CNRM-CM6-1 (red), and NorESM1-M (blue) compared to the summer reference period
(1981–2010).
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