Breast cancer is one of the main causes of female fatality all over the world and is the major field of research since quite a long time with lesser improvement than expected. Many institutions and organizations are working in this field to lead to a possible solution of the problem or to lead to more understanding of the problem. Many previous researches were studied for better understanding of the problem and the work done already to remove redundancy and contribute to the field, Wisconsin-Madison prognostic Breast cancer (WPBC) data set from the UCI machine learning repository was used for training of 198 individual cases by selecting best features out of 34 predictors. Feature selection algorithms were used with machine learning algorithms for feature reduction and for better classification. Different feature selection and generation algorithms were used to improve the accuracy of classification. Many improvements in accuracies were found out by using different approaches than the earlier studies conducted in the same field. The Naïve Bayes and Logistic Regression algorithms showed 8.28-12.32% and 0.82-1.52% accuracy via 10 fold cross validation analysis improvement accordingly by using different feature selection and generation algorithms with these classifiers and gave better result than the best results known for these classification algorithms.
INTRODUCTION
Motivation: Breast Cancer is considered as one of the most occurring cancers [13] , by the number of new cases diagnosed. Two major subtypes of breast cancer are basal and luminal respectively. Luminal is the most common type and it has higher rate of occurrence and prognosis than basal [4] . Differentiation between these two is vital for Doctor.
In this paper, different types of classification algorithms to differentiate between good and bad prognosis i.e. Recurrent and Non Recurrent have been applied. We have given the result of classification before feature selection and after feature selection. 11 classifiers were used in this study with 4 feature selection and generation algorithms. The result of the majority of the classification and Regression algorithms improved after feature selection and generation algorithms different from those of the earlier studies. In some cases it improved a lot like in Rule induction with feature selection and without feature selection the accuracy increase twice of the original one as shown in table 3. While in some cases the accuracy of the classifier remained constant.
Related Work: Researchers [1] have measured the accuracy of classification algorithms on Wisconsin Madison Breast Cancer Data set. We shall discuss those problems which are related to pattern recognition techniques for classification problems and specially related to prognosis of breast cancer data taken from Wisconsin Madison Breast Cancer.
In the research [8] K-Nearest Neighbor algorithm was used which gives 1.7% better result than the other techniques used for this problem. Generally Doctor Diagnosis patient through his tests, physical condition and patients history, the amount of information may be insufficient, contain uncertainty, information may be misleading. For better result they apply machine learning techniques for better classification and they applied this to Wisconsin Madison breast cancer problem.
In study [2] it was proposed that recently every statistical machine is consistent for nonparametric regression problems is a probability machine i.e. provably consistent for this estimation problem. How Random forest and Nearest Neighbors are used to find the consistent estimation of individual probabilities. Two Random Forest and Nearest Neighbor algorithms are described for estimation of individual probabilities. They have done simulation study for the validity of these methods by analyzing two well known datasets on the diagnosis of diabetes and appendicitis.
In [9] Different classifiers Naïve Bayes, Multilayer perception, Decision tree (j48), Instance Based for K-Nearest Neighbor (IBK) and Sequential Minimal Optimization (SMO) classifiers are used with feature selection algorithms PCA and SMO. Three types of breast cancer dataset are used i.e. Wisconsin Prognosis Breast Cancer (WPBC), Wisconsin Diagnosis Breast Cancer (WDBC) and Wisconsin Breast Cancer (WBC) taken from UC Irvine Machine learning Repository. The Data mining software tool used for classification of these datasets is WEKA. Fusion of different classifiers is used with feature selection algorithms to find the best classifier for the three datasets. The experimental result shows that J48 and MLP with PLA feature selector performed the best classification for WBC dataset then other classifiers. Similarly fusion of SMO and MLP or SMO and IBK, or lonely SMO performed best while for WPBC dataset fusion of SMO, J48, IBK and MLP performed better than others. In [4] the performance of different classifiers Majority, Nearest Neighbors, Decision Tree and Best Z-Score (Slightly modified version of Naïve Bayes) are compared. They are applied to two cancer datasets i.e. Breast Cancer and Colorectal. The technique used for the classification was done in Python version 2.7.The experimental result shows that Best Z-Score and Decision Tree performed best result for the classification of the cancer data. In [10] , through fine needle aspiration (FNA) is applied to breast masses and 10 features were extracted. They get 96.2% accuracy for logistic Regression and 97.5% accuracy for inductive machine learning. In [11] performed in 2011 Decision Tree Classifier-CART is applied to three Wisconsin breast cancer datasets taken from UCI Machine learning Repository. CART is used with and without feature selection algorithms for finding the accuracy of the three datasets. They get lot of improvement in the accuracy and also in the reduction of features by using CART classifiers with different feature selection algorithms such as Genetic, Greedy-Stepwise, Best-first, Subset size Forward selection Linear Forward Selection, Random, Exhaustive, Rank, and Scatter. In latest study [1] performed in 2012 Shomona Gracia Jacob and R.Geetha Ramani proposed efficient classifiers by using different feature selection algorithms on WPBC Breast cancer data set. In this paper 20 different classifiers were used for classification of Wisconsin Prognostic Breast Cancer (WPBC) dataset with and without feature selection algorithms. The feature selection algorithms used with these classifiers are Forward Logistic Regression (FLR), Fisher Filtering (FF), Stepwise Discriminant Analysis, Backward Logistic Regression, ReliefF Filtering and Runs Filtering. They have first find out the accuracy of 20 classifiers without feature selection, in which C4.5 and Random Tree accuracy were to be found out 100%. Further on the 20 classifiers were used with these feature selection algorithms. However improvement was noticed in only 2 of the classifiers, KNN and Naïve Bayes.
DATA ANALYSIS
The dataset for the required analysis was taken from the website [5] [3] WPBC (Wisconsin prognostic Breast Cancer Dataset.
The data is for 198 instances using 34 attributes. The data was organized by Dr. Wolberg [6] [11] [12] [13] since 1984. This data is widely used for classification and regression. This dataset has the instances from patients with both recurrent and non-recurrent cancer types.
The tool used for the analysis of data is Rapid miner 5.2 [7] . The tool takes the data as CSV input and produces the result as table. The tool helps you classify the data using different classifiers and also using different feature selection techniques for each classification.
The data earlier mentioned is used to predict the accuracy of the detection using different classifier. For the earlier analysis the feature selection is not used and just classifiers are used to get the required accuracy for each of the classifiers. The data is then again classified but this time different feature selection techniques are used for the enhancement of the results or to check for any possible improvements. The use of feature selection techniques also help in dimensionality reduction as feature reduction. This further on improves memory optimization and time latency. The classifiers tested for accuracy were the same as those used in an earlier study [1] . This approach was followed as to make improvement to the accuracy of the classification as done in the earlier study. The classification algorithms were then tested for improvement as a result in improvement in the accuracy, by using different feature selection techniques from the ones used in the study being followed. Some tests resulted in the same results as earlier with no improvements to the accuracy however some of the results had improved with the use of different feature selection techniques from the one used earlier. These improvements are mentioned on later in the paper.
Different feature selection techniques from the ones earlier used were tested here for improvement in accuracy. The classification accuracy in some cases was different from the one specified in the earlier study so in that case the improvement was treated as a percentage improvement in accuracy to check for betterment. The Naïve Bayes and logistic regression classification showed improvements from the earlier study [1] .
This study used the GGA, AGA, YAGGA and YAGGA2 as the feature selection and generation algorithms. The classifiers used were Naïve Bayes, Logistic Regression, ID3, KNN, Decision Tree, Decision Tree (Weight Based), Decision Stump, Random Tree, Random Forest, Rule Induction and Linear Regression. The Characteristics of feature selection algorithms are that they select the best features on the basis of attributes weights. 
Feature Selection Algorithms
The genetic algorithms for optimization i.e. feature selection and generation on WPBC dataset are discussed below.
Generating Genetic Algorithm (GGA)
GGA Algorithm is used for feature selection and generation on WPBC data set. The GGA produces new attributes due to which length of each individual changes and therefore used unique mutation and crossover operators. Boolean parameters are used with generator list to select randomly generators. As there is no algorithm for operator so in example set it is restricted to single attribute for extraction of features from value series. For automatic feature selection Ingo Mierswa written value series is used.
This algorithm takes the data set which is to be classified as an input example set in (exa) i.e. the dataset from which we want to generate and select features. In the output we have three parameters i.e. exa, att and per. Exa is used for the output of exa set in, att is used to find the weight of the attributes and per is used for performance i.e. accuracy of the data.
Another Genetic Algorithm (AGA)
AGA is the improved version of genetic algorithm for feature selection and generation (GGA). It use same operator as GGA but this algorithm adds additional generators and some basic intron prevention techniques are used to enhance basic GGA. This operator gives prominent result as the previous one but generally lower as contrast to YAGGA2.
Yet another Generating Genetic Algorithm (YAGGA)
Another genetic generating algorithm (YAGGA) in which the length of the individual not changed unless the longer or shorter ones of them prove to be better in fitness. This algorithm is different from the above the two approaches used by generating new attributes with different probabilities for generating mutation does the following things.
 New generated attributes are added to the feature vector  Randomly selected original attributes are added to the feature vector  Randomly selected attributes are removed fromfeature vector
From this it reflects that feature vectors length will grow and diminish. On mediocre the original length will remain, until shorter or longer individual's exhibit to be better fitted.
Yet another Generating Genetic Algorithm (YAGGA2)
This algorithm is same as YAGGA algorithm but improved version of feature selection and generation. This feature selection and generation algorithm grants more option for generating of features and render considerable techniques for the prevention of intron. This in turn results in to the less example sets and reduction of features.
Classification Algorithms
The algorithm which showed noticeable improvement in the results is discussed here.
Naïve Bayes
Naïve Bayes is a supervised learning machine. In rapid miner input take example set and produce output as a model for the given input data. Its output is Boolean value (default is true).
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Here Laplace correction is used to minimize the high influence of zero probabilities. It returns the classification model using estimated normal distributions.
Logistic Regression
Logistic regression in rapid miner take input as an example set and return Boolean as an output. The default value for the output is false. Here an add intercept is used which determines whether to include an intercept and also the performance model to determine their performance. The population is start and stop after that much evaluation i.e. (integer; 1-+1; default: 10000), if no improvement is found then generation is stopped.
In logistic Regression keep example set: Shows that input object should acknowledged improvement (-1: optimize until max iterations). (Integer; -1-+1 default: 300). The other parameters that are used are given as mutation, selection, crossover, and local random seed, apply count, loop time and time.
EXPERIMENTAL RESULTS
The data was first trained and tested using the classification algorithms to find their accuracy and to classify them in to recurrent/nonreccurent. After this feature selection and generation algorithms were used with classification algorithms to select best features to reduce the dimensionality of the data keeping accuracy in to account. The features selected by feature selecting algorithm for classification algorithms are given in table 2 and table 3 The Table 3 has the data for the Logistic regression classification algorithm. The same four feature selection and generation algorithms are used on this classifier as was done for Naïve Bayes. The feature selection algorithms has selected the features whose number is relatively high than that for the Naïve Bayes algorithm. 1  GGA  C1, E1,AB1,T1,AF1,Z1   2  AGA  C1,T1,AD1,AI1,M1,O1,G1,Z1   3  YAGGA  C1,U1,D1,X1,AB1,AC1,AD1,AF1,AH1,J1,K1,M1,O1   4  YAGGA2  C1,F1,U1,AB1,AC1,D1 ,S1,Z1,AF1,Y1
The Table 4 has the data for the 11 classifiers used in this study. This shows us the accuracies of the classifiers being used before and after the feature selection algorithm applied. The feature selection algorithms selected were GGA, AGA, YAGGA and YAGGA2. This can be noted from this table that the accuracy for some of the classifiers is lower than the original research data but this is only because of the four unknown attribute values. The accuracies of the classifiers were tested before the application of the feature selection algorithms, shown in the 3rd column. The classifiers were then used again with the four feature selection algorithm selected for this study. The feature selection algorithms showed much improvement in the accuracies for the different classifiers. 
ANALYSIS AND CONCLUSION
Eleven different classifiers were used. Many of these had been used in previous studies with different feature selection algorithms. All the classifiers tested for the required data for the classification and regression algorithm are in the above Table 4 . All the accuracies are stated. Put in end some of the classifier used in the earlier studies showed different accuracies from that of this research. This could be because of the 4 unknown attribute values that were estimated using the neighboring values. However the accuracy improvement percentage was better than that of the earlier study. KNN showed this problem and its accuracy improvement percentage was more than that of the earlier study. Some of the classifiers showed improved accuracy which is because of the fact that the feature selection techniques used were changed from that of the earlier paper followed. The improvement in the accuracy ranged up to 12 % which is noteworthy.
If the features are selected to be less than the total features selected then the classification is done with more accuracy and better results.
The feature selector and generation algorithms used are YAGA, AGA, YAGAA2 and GGA. These feature selection techniques improved the feature selection by selection of the better features and they resulted in improvement in the overall accuracy of the classification.
