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In this paper we discuss the problem of flaw detection using 
ultrasound. We describe the decision theoretic optimal algorithm for 
interior flaw detection in the presence of noise. Based on this 
algorithm, an efficient sub-optimal algorithm is derived that can be 
implemented in real time. Finally, we present some results of computer 
simulation tests comparing the new algorithm with a more traditional 
video detection scheme based on peak waveform thresholding. Prelimi-
nary evaluation of the new detection scheme under laboratory experi-
mental conditions is described in a companion paper [Elsley, Fertig, 
and Richardson (1983)]. We first start with a brief statement of the 
specific detection problem we are addressing. 
MEASUREMENT MODEL 
We consider the general pitch-catch transducer configuration 
which is described in Fertig and Richardson (1982) and for which a 
computer code has been written which simulates the measurement process. 
The transducer beam diffraction and refraction effects are modeled 
using the work of Thompson and Gray (1982, 1983). Currently, only 
flat or cylindrically curved interfaces are allowed in the beam 
propagation model. 
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The Fourier transform, yew), of the voltage recorded at the 
receiving transducer, will have the form 
yeW) (Z.l) 
Here, Pl(W) is the system response function for a point scatterer 
on the axis of the ultrasound beam and centered in the volume element 
being inspected. The function PZ(w) represents the system response 
due to distributed scatterers filling the sound beam. The functions 
v(w) and ~(w) represent noise contributions due to material sources 
and electronic sources, respectively. They are modeled as colored 
Gaussian processes with zero means and variance-covariance structure 
chosen to match various testing situations. For a fuller discussion 
of these models and their ability to fit typical jet engine materials, 
see Fertig and Richardson (198Z), Tittmann and Ahlberg (198Z), or 
Tittmann, Fertig, and Ahlberg (1983). The specific expressions for 
Pl(w) and PZ(w) are given in Fertig and Richardson (198Z). 
The factor B in (Z.l) is a binary variate. It equals one if a 
flaw is present and zero otherwise. The term A(w,~) is the far-field 
scattering amplitude of a flaw with state~. Currently, the computer 
simulation code is restricted to planar elliptical cracks. It uses a 
Kirchoff approximation to the scattering amplitude developed by Gray 
and Thompson (198Z). For this case, the vector ~ is six-dimensional; 
specifically, ~ = (a,b,T,a,~,W) where a and b are the major and minor 
axes of the elliptical crack, T is the delay time associated with the 
position of the crack along the axis with respect to the origin, and 
a, ~, and ware the three angles of orientation. 
STATISTICAL DETECTION 
The detection action can be expressed in terms of a decision func-
tional, H(y), which is to be thresholded. Thus, the probability of 
detection is given by P(detect) = p( H(y) > ~ ). 
For simplicity of discussion, we will restrict our attention to 
circular cracks, the extension to elliptical cracks being conceptually 
straightforward. In this case, the scattering amplitude can be written 
A(W,~) = R(w,a,~)exp(iwT). Here, ~ can be taken to be the angle 
between the crack normal and the laboratory reference frame. 
The problem of detecting cracks with radius greater than some 
critical value, ac ' is equivalent to the hypothesis testing problem: 
(B=O) or (B=l and a < ac)' versus H1 : B=l and a > a . c 
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The optimal decision functional will be based on the likelihood 
ratio statistic, 
with 
H (y) = -2 ~n(A(Y)) 
opt 
(3.1) 
In (3.1), L(yIHl) refers to the likelihood of observing the waveform 
y(w) under hypothesis HI' Thus, for example, 
f oo ('IT fT/2 L(yIHl ) = In L(Yla,~,T)dP(a,~,T) , 
a 0 -T/2 
c 
where P(a,~,T) is the joint prior distribution of the crack state given 
that a crack is present, and 
with 
Unfortunately, the above integrals are generally intractable, 
even for the Kirchhoff scattering model. To construct an optimum fil-
ter, one would typically have to perform a tedious numerical integra-
tion on each waveform being tested. There are very few real applica-
tions where so much computer time could be tolerated. Even if a sub-
stantial delay between each waveform was not prohibitive, the effort 
spent in computing the optimal decision functional may still be mis-
spent. This is because it relies on the scattering amplitude being 
well approximated by the Kirchhoff model as applied to an elliptical 
planar crack. One might question the ability of a detection algorithm 
matched to planar elliptical Kirchhoff cracks to detect more general 
scatterers. 
With just this concern in mind, we considered a detection algor-
ithm based on a more generic scattering model. For many applications, 
one is interested in detecting isolated scatterers. The problem of 
separating such scatterers into dangerous defect classes and benign 
defect classes is properly left to a later classification step. One 
class of generic scattering models is given in the time domain by a 
sum of 0 functions with properly chosen heights and spacings. Speci-
fically, we take 
R(t) = 8~bio(t-Ti) 1 . 
1. 
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This generic flaw model has the potential for modeling both ideal and 
non-ideal scatterers. For example, an elliptical crack could be 
approximated by two delta functions of opposite sign and spaced to 
occur at the flash points of the crack. Granted, the Kirchhoff model 
predicts weaker singularities at the flash point, but the effect of 
a band-limited transducer on the response will tend to wash out many 
of the differences. More complicated scatterers are also easily fit 
with this model [Richardson (1980)]. 
The detection problem now reduces to the hypotheses: 
HO: 6=0 versus H1 : 6=FO, 
where 6 is an overall scale factor representing the "size" of the flaw. 
The hypotheses have been modified to suggest that we desire to 
detect any flaw, no matter how small. This modification results in a 
simpler algorithm. In practice, the actual crack size that will cause 
a detection signal will be controlled by the threshold. In order to 
avoid the complication of priors, we now make one further approxima-
tion to the optimal decision algorithm. Instead of using the likeli-
hood ratio conditioned on the composite hypotheses HO and HI, we 
instead will construct our decision functional based on the more 
classical maximum likelihood ratio statistic [e.g., see Lehman (1959), 
pp. 14-16], ~ ~ 
~ (y) = -2 tn SUP L(yI6,T)/SUP L(yI6,T) 
1 HO HI 
(3.3) 
where 
(3.4) 
Here, T = (Tl,···,Tn) is the vector of ~ function positions. It 
should be mentioned that under certain approximations to the integrals 
in (3.1), equation (3.3) is nearly equal to (3.1) when the prior is 
non-informative. It can be seen that the maximum likelihood ratio 
statistic compares the maximum likelihood of observing the data under 
the hypothesis that the signal is due to noise only to the maximum 
likelihood of observing the data given that there is some flaw present. 
The major computational advantage of the above formulation is 
that the maximization with respect to flaw size "e" can be done 
analytically. The remaining maximization with respect to the spacing 
vector, T, can be done through simple numerical manipulation of a 
specific fast Fourier transform. This approach presupposes that the 
relative heights of the ~ functions in the generic flaw model are 
pre-specified. We now give the specific detection algorithm. 
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Let ~T be the sampling interval, N be the number of time points 
sampled, and T = N~T. Let 
where 
F(j) =' ~YkP~/a~ exp(21Tijk/N) 
k 
Q(j) = ~PkP~/a~ exp(21Tijk/N) 
k 
Yk: measured waveform in frequency domain at frequency 
~ = 21Tk/(N~T), 
Pk: system response function at frequency ~, 
a~: total variance of all noise processes at frequency ~. 
We now consider two special cases each defined by a specific 
generic 0 function model. These are: 
Case 
Case 
1. Single 0 Function Model 
Impulse response function: R(t) = 80(t-T) 
Processed filter output Z(j) F(N_j)/(2Q(O»1/2 
Log likelihood ratio ~= 2 SUP Z2 (j) j 
2. Dual 0 Function Model 
Impulse response function: R(t) = 8(o(t-TI ) - O(t-T2» 
Processed filter output 
Z(j) = S~P IF(N-j) - F(N-j-r)I/(2(Q(O) 
Log likelihood ratio ~ = 2 SUP Z2(j) 
j 
) 1/2 
- Q(r» 
The first case is designed to detect any scatterer which has a 
sharp boundary that produces a 0 function-like response. Many scat-
terers of interest fall into this category. The second case is 
designed to more closely model the scattering off of elliptical 
cracks in the Kirchhoff approximation. 
It can be seen that the processing is quite simple. One merely 
filters the data with a filter that is "matched" to a 0 function signal 
and that properly accounts for the system response function and the 
colored noise. This processing produces a time-dependent waveform, 
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F(j). Further processing of this filtered waveform depends upon the 
generic flaw model chosen. The output of this processing is another 
time-dependent waveform, Z(j). This waveform is then compared to a 
threshold in order to complete the decisibn process. In Case 1, all 
one really needs to do is look at the maximum amplitude of F(j). The 
extra multipliers can be absorbed into the threshold level. 
The value of this threshold should be determined based on a 
tradeoff between the cost of false alarms versus the cost of escaping 
defects. This will involve a need to estimate the prior probabilities 
of various defect types, sizes, etc. The point of the specific deci-
sion functionals presented here is that they should be close to opti-
mal in their ability to differentiate between flawed and unflawed 
states and so yield nearly the most cost-effective strategy. In the 
next section, we present some of the results we obtained in simula-
tion. Comparison of the statistically based algorithm (using just 
one 0 function) with video detection was also performed on a limited 
set of laboratory samples. As mentioned earlier, the results of that 
analysis are given in Elsley, Fertig, and Richardson (1983). 
RESULTS OF COMPUTER SIMULATION 
We consider the problem of trying to detect a radially oriented 
interior crack in the bore hole of an F-lOO engine disk. For this 
example, we choose the inspection configuration displayed in Fig. 1. 
The filter for processing incoming waveforms for a 5 MHz center 
frequency transducer is shown in Fig. 2. The parameters of the noise 
model given in the figure caption refer to the parametric noise model 
given in Fertig and Richardson (1982). The material part of this 
noise spectrum is matched to the IN-IOO specimen investigated by 
Tittmann and Ahlberg (1982). 
The waveform shown in Fig. 2 is multiplied by the input waveform 
in the frequency domain. The result is then Fourier transformed back 
Scm 
TRANSDUCER (5MHz) 
--1.27 cm--l 
WATER 
IN-100 
Fig. 1. Pulse-echo setup to investigate volume element 
1.27 cm behind cylindrically curved surface 
(3.5 in. radius of curvature). 
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Fig. 5. Distributions of peak of processed waveforms for shear 
inspection of 200-micron radius flaw, using a 5 MHz 
transducer in the configuration shown in Fig. 2, and 
the noise spectra as referred to in Fig. 2. 
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Fig. 6. Ratio of peak signal power of 200-micron flaw after 
signal processing to peak noise power after signal 
processing versus noise mixture for fixed total noise 
power. Test conditions are the same as in Fig. 5. 
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FILTER FOR SIQHAL DETECTIOH 
AftPLlTUDE VS 
FREQUENCY (PlHZ ) 17,\::1 
• 2 4 6 8 \I 
Fig. 2. Real-time filter for a 5 MHz transducer and noise 
spectrum such that power in material part is 92% of 
total power (0' = 3.22 x 1O-6 cm-l (rad/psec)-2, 
s 0'1 =0.01). e ec 
into the time domain for either direct thresholding (Case 1) or 
further processing and then thresholding (Case 2). 
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Figure 3 gives the raw signal result of the ultrasonic simulator 
for the case that there is a 200-micron radius circular crack, radially 
oriented in the center of the inspection volume. It is apparent that 
the raw signal-to-noise ratio is minimal. We give in Fig. 4 the 
results of three processing methods. The top part of this figure is 
labeled "video detection" and amounts to low-pass filtering of the 
rectified time waveform. The middle figure represents the output of 
the Case-2 filter, while the bottom graph represents the output of 
the Case-l filter. As can be seen, video detection smooths out the 
high-frequency portion but does not cause the flaw to stand out above 
the background noise. However, both the statistically based filters 
produce peak signals well above the background noise. 
A word of explanation may be in order to properly interpret the 
middle graph in Fig. 4. The Case-2 filter is attempting to correlate 
the signal produced by two 0 functions of equal magnitude and opposite 
sign with the raw data. What is being plotted as a function of time, 
t!., in the middle graph is the degree of this correlation when the 
f rst 0 function is assumed to occur at time ti' and the second is 
optimally chosen at some time tj+r> tj, to proauce the greatest degree 
of correlation. When a 200-micron flaw is viewed in shear at 20 0 
above the horizontal, there will be flash points at apprOXimately 
-0.2 ~sec and +0.2 ~sec, respectively. When the first 0 function of 
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Fig. 3. Sample shear waveform of noise plus signal of 200-micron 
radius circular crack radially oriented 1.27 cm behind 
cylindrically curved surface, using a 5 MHz center 
frequency transducer in the configuration of Fig. 1. 
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Fig. 4. Output of Video Detection, Case 2, and Case 1 
filters as applied to raw data shown in Fig. 3. 
the Case-2 filter is well before -0.2 ~sec, the second 0 function will 
be chosen to fallon one of the flash points. Thus, the high level 
of the Case-2 filter output prior to the peak is not due to nOise, 
but is rather due to signal. The filter is indicating that there is 
a flaw somewhere in front of it. Of course, the peak output of the 
filter occurs when the first 0 function is on top of the first flash 
point of the crack. Here, the corre1ation between the ~ function 
signal model and the results of Kirchhoff scattering is the maximum 
Figures 3 and 4 relate to just one noise sample and a specific 
200-micron flaw. Figure 5 demonstrates that the increased signal-to-
noise ratios for the statistically based algorithms depicted in 
Fig. 4 are not associated with just that one waveform. In Fig. 5, we 
show the entire distributions of the peak of the video detection 
filter and the peak of the Case-l processed filter output for the 
testing configuration shown in Fig. 1 and the noise spectra referred 
to in Fig. 2. 
The increase in signal-to-noise ratio is not independent of the 
shape of the noise spectrum. If the noise spectrum is relatively 
flat, the statistically based detection filters perform approximately 
the same as video detection. In the case in which the spectrum is 
not flat, the statistically based algorithm can dramatically improve 
the peak signal if the true signal has any strength at all in the 
regimes of low noise power. We display in Fig. 6 the peak signal-to-
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noise power for the video detection algorithm and the two statistically 
based algorithms. The signal-to-noise ratios are plotted as a func-
tion of the fraction of the total noise power due to material noise. 
The numbers were arrived at using simulation and so are subject to 
Monte Carlo sampling error; nevertheless, it is clear that the rela-
tive advantage of the statistically based algorithms increases 
dramatically as the noise becomes more and more colored (non-white). 
More reasonable tests of a detection algorithm involve subject-
ing the algorithm to a random set of defects. The detectability of 
a crack-like flaw of a given size will typically be a function of its 
aspect ratio, closure state, and orientation. The ultrasonic simula-
tion program is able to consider only orientation and aspect ratio as 
random variables. No good model for predicting the scattering ampli-
tude as a function of closure state is yet available. For this study, 
we only considered orientation as random. For circular cracks, this 
implies the need to specify the distribution of one orientation angle. 
We show in Fig. 7 the probability of detection curves for the video 
detection algorithm and the Case-I, statistically based algorithm. 
The angle of the normal to the crack surface was taken to be a Beta 
variate between _90° and +90° with mean 0° and 2-sigma level of 5°. 
It turns out that this Beta distribution looks just like a Gaussian 
distribution with mean 0° and standard deviation 2.5°. 
It can be seen from Fig. 7 that the Case-l statistical algorithm 
is far superior to video detection. The Case-2 statistical algorithm 
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Fig. 7. Probability of detection of radially oriented circular 
cracks in IN-lOa with material and electronic noise 
referred to in Fig. 2. 
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is marginally better than the Case-l algorithm and is not shown. We 
found generally that for circular cracks, the Case-2 algorithm was 
only marginally better than the Case-l algorithm. Thus, in these 
cases, it seems that the extra processing needed to implement the 
Case-2 algorithm is probably not warranted. 
The threshold for detection in Fig. 7 was set so that noise only 
waveforms would produce a false alarm at less than a 0.01 probability 
level. Presumably, the false alarm rate would be set to a much lower 
value than this in the field, but we are restricted to reasonable 
numbers because of a high Monte Carlo sampling error associated with 
the extremes of any simulated distributions. We expect that the 
conclusions one draws will not be adversely affected by this restric-
tion. The results we quote are based on 1000 simulated waveforms for 
each defect class (crack size) considered. 
A measure of the efficiency of a decision scheme that is independ-
ent of the threshold setting is the operating characteristic curve. 
We present one such curve in Fig. 8. There, an escaping defect is 
defined as a 200-micron radius flaw of random orientation. The opti-
mum curve would plot along the axes. A decision procedure that is 
equivalent to just guessing would plot along the 45 0 line. It can 
be seen that the statistically based algorithm comes very close to 
hugging the axes, while the video detection scheme does little better 
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Fig. 8. Operating characteristic for detection of 20D-micron 
radially oriented circular crack in IN-IOO with 
material and electronic noise referred to in Fig. 2. 
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than chance selection for discriminating between 200 micron radius 
flaws and noise. 
From these results and others that were obtained, we are able to 
conclude that the statistically based algorithms yield anywhere from 
a 5 dB to a 25 dB improvement in signal-to-noise ratio for circular 
cracks that are marginally detectable using the standard video detec-
tion algorithm. When there is good signal-to-noise ratio in the raw 
data, the statistical algorithms provide little advantage. When the 
noise spectrum is dominated by electronic sources and is hence nearly 
flat, the statistical algorithms again offer very little. However, 
in the case in which the material noise is dominant, the statistical 
detection algorithms presented here provide a substantial improvement 
over video detection. Of course, improved signal-to-noise ratio is 
possible through the use of focused transducers. We remark that the 
advantage associated with the use of the proper filtering algorithm 
is in the ability to decrease the scan times. This is because one 
can still use unfocused transducers with very wide beam patterns and 
hence cover more material volume in a given period of time. 
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DISCUSSION 
R.B. Thompson (Ames Laboratory): It is very easy for me to under-
stand on an intuitive level if you construct a filter that 
suppresses high frequency noise, a broad band reflected like 
a delta function can be detected more effectively? 
K.W. Fertig: Yes. 
R.B. Thompson: That's very nice and intuitive. What then accounts 
for the steepening of the P.O.D. curves that you predict? Why 
is it that you have set it up so that you don't detect a 350-
micron, but you do detect a 400-micron but not strongly 
influenced by your orientation variables? 
K.W. Fertig: I'm not sure I understand the question. 
R.B. Thompson: You show a P.O.D. curve very low for, say, a 200-
micron reflector, then jump way up to a 250-micron reflector? 
K.W. Fertig: Yes. 
R.B. Thompson: What was it in your filtering that enabled you to 
not have the more typically sphered out P.O.D. curve that's 
associated with orientation variations? 
K.W. Fertig: Well, the orientation variation that we ran in this 
particular case is less than I have shown in previous years. 
In previous years, I had one standard deviation of value of 
about 10 degrees. In this particular case, the standard 
deviation value was five degrees, which points up another 
interesbing problem in that these curves are sensitive to your 
~ priori assumptions concerning the nature of the flaw distribu-
tion that you are concerned with. Here I assumed a very, very 
tight distribution of some flaw sizes. Essentially everything 
is in between plus or minus five degrees, and that's why they're 
much steeper than before. 
R.B. Thompson: But why is the filtered one steeper than the video-
detected one? I see why you detect more, but why? 
K.W. Fertig: Well, I'm not so sure that the video detected more. 
Oh, you are talking about that one curve. 
R.B. Thompson: Yes. 
K.W. Fertig: Good question. 
D.O. Thompson (Ames Laboratory): The suboptimality in the problem 
that you are approaching is the fact, I suppose, that any 
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reflector has some sort of front surface echo. and therefore 
your delta function approach approximates essentially any flaw 
that it may pick up. Is that correct? 
K.W. Fertig: Well. the reason I call it suboptimal is that in the 
particular case. if I was going to give a synthetic data based 
on Kirchhoff. the optimal filter would be based on a scattering. 
which I would assume Kirchhoff scattering off of certain cracks. 
Since we did not assume that. it is going to have to be less 
than optimal in that regime. However. it is going to be more 
of a bust than the filter developed just on Kirchhoff 
scattering. I mean we wouldn't want a situation where you 
only detect spherical chickens. 
D.O. Thompson: But your approximation is essentially any scatter 
will provide you a front surface echo? 
K.W. Fertig: Our hope would be--well. front surface echo is not 
necessary. Some sharp echo could be off the front surface. 
It could be some focusing effect from the back surface. from 
an occlusion. let's say. Strong scattering. And localized. 
O. Buc~ (Ames Laboratory): Ken. did I understand that correctly. 
let's say the transducer has a center frequency of six 
megahertz--
K.W. Fertig: There's a five megahertz. 
O. Buck: There's a low frequency signal coming in? 
K.W. Fertig; It was a wide band transducer. 
O. Buck: Yes. right. 
K.W. Fertig: From a half megahertz or I megahertz up to 10 
megahertz. 9 megahertz. 
O. Buck: But there was a low frequency peak? 
K.W. Fertig: There was a low frequency peak in the filter and that 
was due to the fact that in the particular noise model that we 
have for IN-IOO. two megahertz. the noise went back to two 
megahertz. is much. much smaller than eight megahertz. let's 
say. 
O. Buck: But that is due to grain scattering? 
K.W. Fertig: Well. it is not grains. actually. It was pores that 
Bernie talked about previously. 
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o. Buck: Okay. 
K.W. Fertig: Although it can include grain scattering. 
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