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Abstract
A procedure for designing potential structures to divide the charged particle flow spatially into several monoenergetic beams
has been proposed in the article. The analytic potential structures are selected out of a class of generalized uniform electrostatic
fields where a special mechanical principle of similarity is obeyed approximately in some region. The equipotential-surface plane
pictures of these fields are demonstrated, and the near-term prospects of electron spectrography are discussed.
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Methods of electron spectroscopy and mass-
spectrometry are the most used for element and quan-
titative analysis and obtaining information on the struc-
ture of studied objects. A wide variety of materials ne-
cessitates using an extensive array of analytical equip-
ment. Combining different experimental methods and
techniques makes for enhanced research results [1–5],
yet at the same time, higher quality standards are im-
posed on the devices used as they must be compati-
ble with each other and fit into the overall experimental
setup.
An electron spectrometer is the device used to an-
alyze the energy of charged particles. Using an elec-
trostatic spectrograph, however, substantially broadens
the functional possibilities of traditional experimental
measurements. For one thing, the spectrograph allowsE-mail address: n.k.krasnova@mail.ru.
http://dx.doi.org/10.1016/j.spjpm.2015.03.006
2405-7223/Copyright © 2015, St. Petersburg Polytechnic University. Product
the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.
(Peer review under responsibility of St. Petersburg Polytechnic University).tracing the dynamics of different phenomena on the sur-
face of studied objects in real time.
In a spectrograph, a charged particle flow with
ranged energies is cut off by an entrance aperture and
separated by the electrostatic field of the device into
several monoenergetic beams. Each beam is focused in
angle to a small area, or, ideally, a spot. Locating a
position-sensitive detector (PSD) along the focus line
allows to record the full energy spectrum or its part.
First charged-particle spectrographs appeared in
mass spectrometry and were based on uniform or
nonuniform magnetic fields. It is easy to draw an anal-
ogy between the nature of a magnetic field and some of
the key features of the spectrographic mode. A compli-
cation that arises with electrostatic fields is that not all
fields can provide the necessary charged particle beam
separation while preserving the focusing or the beam
input–output conditions.
The electrostatic spectrographs are not yet industri-
ally manufactured and the devices proposed are rather
the experimental models (see Refs. [2, 4–6]).ion and hosting by Elsevier B.V. This is an open access article under
0/).
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the spectrographic mode is implemented has been de-
veloped at our Laboratory of Corpuscular Optics of
St. Petersburg Polytechnic University. A unique prop-
erty of these electrostatic fields caused us to term them
as ‘spectrographic media’. We used rigorous mathemat-
ical methods and approaches to determine the fami-
lies of field structures for planar, axially-symmetric and
purely three-dimensional fields, proposed various meth-
ods of designing new structures and constructed a hier-
archy for them [7–11].
2. Generalized homogeneous potentials
According to our theory, the potential spectro-
graphic media structures are to be homogeneous func-
tions within Euler’s terms (hereinafter referred to as
‘homogeneous functions’). For these structures the spe-
cial principle of mechanical similarity works, and there
are, therefore, similar trajectories of charged parti-
cles yielding the spectrographic mode. The function
φ(x, y, z) is homogeneous, this property being ex-
pressed by the following identity [12]:
φ (kx, ky, kz) = kn φ (x, y, z), (1)
where n is a degree of homogeneity (it is a real constant,
in the general case), and k is an arbitrary function.
If the function is differentiable, then the homogeneity
would be expressible in a differential form:
x
∂φ
∂x
+ y∂φ
∂y
+ z∂φ
∂z
= nφ (x, y, z). (2)
The investigation of electron-optical properties of
various spectrographic media has shown that the re-
quirement for the potential structures to be both har-
monic and homogeneous is rather rigid. While there are
structures with near-similar trajectories of charged par-
ticles, they are, however, not homogeneous functions in
the strict sense. This is the second class of structures
called generalized homogeneous and they are analyti-
cally expressed as
φ (x, y, z) = P (x, y, z) ln S (x, y, z) + Q (x, y, z), (3)
where functions P and Q are homogeneous of n degree,
and function S is homogeneous of m degree.
Trajectory similarity is distorted for fields of this
class, and there is no doubt that the efficiency and qual-
ity of separating a charged particle beam depends on the
degree of distortion.
We have developed a criterion to evaluate the degree
of distortion.Let the function φ(x, y, z) be of class (3), i.e. it is not
strictly homogeneous but is close enough to such one.
Let us compose a new K(x, y, z) function:
K (x, y, z) = ln φ (x, y, z). (4)
An operator ˆJ will be taken to mean
ˆJ = x ∂
∂x
+ y ∂
∂y
+ z ∂
∂z
. (5)
Now, let us use the differential homogeneity criterion
(2), and reformulate it for the K(x, y, z) function (4):
ˆJK = x∂K
∂x
+ y∂K
∂y
+ z∂K
∂z
= n (x, y, z). (6)
The right side of the identity is, most generally, a
function that would be expressible as a sum of a real
constant and a remainder function:
n (x, y, z) = n0 + δ (x, y, z). (7)
Estimating the remainder function δ(x, y, z) allows to
gauge the degree of trajectory distortion and determine
the region of the least distortion of the trajectory frame-
work.
3. Examples of using the evaluation criterion
This section presents some examples of the criterion
working.
3.1. Example 1
Let us take a function φ(x, y) = x3 + y2.
Let us make up the function K(x, y) = ln(x3 + y2)
and operate on it with ˆJ:
ˆJK = 3x
3
x3 + y2 +
2y2
x3 + y2 = 3 −
y2
x3 + y2 .
The function φ(x, y) is close to one that is homoge-
neous and of the 3rd degree; the remainder
δ (x, y) = y
2
x3 + y2
is less than 0.3 of the value n0 = 3 for any x > 0 and
y > 0.
3.2. Example 2
φ(r, z) = z ln r is an axial symmetrical function.
Let us formulate the differential criterion for the
function K(r, z) = ln(z ln r)
ˆJK =
ˆJ (z ln r)
z ln r
.
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ˆJ ln r = x
2 + y2 + z2
r2
= 1,
we obtain
n (r, z) = 1 + 1
ln r
.
The remainder function δ = 1ln r appears to be less
than 1 if r ≥ 3. Since a logarithmic function grows
slowly with the increase of its argument, the δ value
decreases to 0.5 at r being approximately 7.39. It
seems likely that the existence of such trajectories
may be expected provided that r ≥ 10. However, com-
puter simulation revealed that the spectrographic mode
was successfully implemented when choosing an area
{r > 3, z > 0}.
3.3. Example 3
A potential of class (3),
φ (x, y, z) = P (x, y, z) ln ρ + Q (x, y, z),
where ρ =
√
x2 + y2 + z2, and P and Q are homoge-
neous functions of n degree.
Making up a function K(x, y, z) = ln(P ln ρ + Q),
let us operate on it with the ˆJ operator:
ˆJK =
ˆJ (P ln ρ + Q)
P ln ρ + Q
Since by the definition
ˆJP = nP and ˆJQ = nQ,
and also ˆJ ln ρ = 1, there is
ˆJK = n + 1
ln ρ + QP
.
The ratio Q/P will govern the degree of trajec-
tory distortion. But in any case the remainder function
δ(x, y, z) will be significantly less than the constant n
even for values of ρ ≈ 1.
Now let us consider the problem of creating new po-
tential structures with the Cauchy problem serving as a
basis for it.
4. Algorithm for designing spectrographic
structures
Let us formulate the Cauchy problem of the follow-
ing type for the harmonic φ(x, y, z) function:{
φ (x, y, z) = φ (x, y,−z), (8)
φ|z=0 = g (x, y) . (9)We shall seek the solution in the form of an odd-term
series in even powers of z:
φ = C0 (x, y) + C2 (x, y) z2 + C4 (x, y) z4 + · · · (10)
Substituting the solution of Eq. (10) into the Laplace
equation gives the following:
C0+C2z2+C4z4+C6z6 + · · · + 2C2 + 12C4z2
+30C6z4 + 56C8z6 + · · · = 0. (11)
Hence follows a standard sequence of recurrence
equations where the required coefficients Cn may be cal-
culated one after another using a simple differentiation
procedure:⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
2C2 + C0 = 0,
12C4 + C2 = 0,
30C6 + C4 = 0,
56C8 + C6 = 0,
. . . . . . . . . . . . . . . . . . . . .
(12)
However, it follows from Eqs. (10) and (9) that
C0 = g(x,y), and then⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
C2 = −12g,
C4 = 124 (g),
C6 = − 124 · 30
3g,
C8 = 124 · 30 · 56
4g,
. . . . . . . . . . . . . . . . . . . . .
 = ∂
2
∂x2
+ ∂
2
∂y2
.
(13)
Thus the sought solution (10) takes the form
φ = g (x, y) − g
2
· z2 + 1
24
2g · z4
− 1
720
3g · z6 + · · · . (14)
It is fairly obvious that the series (14) has to termi-
nate at some step. If the g(x, y) function is a homoge-
neous polynomial in both variables, then  operating
on the function will produce a new polynomial with its
order 2 unities less and also homogeneous. And so, step
by step, we can obtain that the degree of polynomials
(coefficients) C2, C4, C6, C8, . . . reduces, and the z2, z4,
z6, . . . multipliers restore the multiplicity of each series
(14) term to the multiplicity of the chosen initial poly-
nomial g(x, y).
This point can be formulated as a lemma that requires
no further proof.
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monic homogeneous polynomials without exceptions
providing that the g(x, y) function is found by exhaustion
over the class of homogeneous polynomials with respect
to variables x and y. These three-dimensional polynomi-
als will be even on the z variable, but they may be even
or odd on x and y depending on the evenness or oddness
of the initial polynomial g(x, y).
Let us use another analytical technique to illustrate
the previous statements. Let us take the complex func-
tion
g = g1 (x, y) + ig2 (x, y)
as an initial polynomial g(x, y), and the designation 
replacing the ϕ:
 = g (x, y) − g
2
· z2 + 1
24
2g · z4
− 1
720
3g · z6 + · · · . (15)
Lemma 2. The series (15) terminates, if
g (x, y) = Pk (x, y) · S(x, y),
where Pk(x, y) is a polynomial of a finite degree k, and
S(x, y) is an arbitrary harmonic function, S = 0.
In order to construct spectrographic media, we need
homogeneous polynomials, and they can be expressed
as a sum of terms xmyn, m + n = k.
Then let us put
g = xmyn · S (x, y) (16)
and calculate g:
g = [m(m − 1)xm−2yn + n(n − 1)xmyn−2] S(x, y)
+2mxm−1ynSx + 2nxmyn−1Sy. (17)
It is clear that the polynomial with a (k − 2) degree
is before S, while polynomials with a (k − 1) degree
are before Sx and Sy. Since Sx and Sy are also harmonic
functions, some terms will disappear through the calcu-
lation of 2g, and the order of magnitude for the high
polynomials will decrease by 1 more.
This trend will keep on, and at the kth step of cal-
culating the Laplacians (3g, 4g, 5g, . . .) only har-
monic functions that are higher derivatives of the func-
tion S with respect to x and y will remain. As a result it
turns out that
k+1g = 0. (18)
And, therefore, the series (15) terminates automati-
cally.Lemma 3. If we take
g = Pk (x, y) · ln
(
x2 + y2)
or
g = Pk (x, y) · ln (x + iy)
where Pk is a homogeneous polynomial, the terminat-
ing series (15) produces generalized homogeneous har-
monic potentials with a logarithmic singularity.
This lemma is a direct consequence of Lemma 2, and
hence requires no proof.
We shall illustrate the procedure of designing the
spectrographic media using the representation of the
function given by Lemma 3.
4.1. Example 4
Let us consider the function g = x ln(x2 + y2).
g = 4x
x2 + y2 , 
2g = 0, (19)
 = x ln (x2 + y2)− 2xz2
x2 + y2 . (20)
4.2. Example 5
Let us consider the function g = x2 ln(x2 + y2).
g = 2 ln(x2 + y2) + 8x
2
x2 + y2 , (21)
2g = 16 y
2 − x2
(x2 + y2)2
, 3g = 0, (22)
 = (x2 − z2) ln(x2 + y2) − 4x
2z2
x2 + y2 +
2
3
(y2 − x2) z4
(x2 + y2)2
.
(23)
4.3. Example 6
Let us consider the function g = xy ln(x2 + y2).
g = 8xy
x2 + y2 , (24)
2g = −32 xy
(x2 + y2)2
, 3g = 0, (25)
 = xy ln(x2 + y2) − 4xyz
2
x2 + y2 −
4
3
xyz4
(x2 + y2)2
. (26)
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Let us consider the function g = xy2 ln(x2 + y2).
g = 2x ln(x2 + y2) + 12xy
2
x2 + y2 , (27)
2g = 32(x
3 − 2xy2)
(x2 + y2)2
,
3g = −192(x
3 − 3xy2)
(x2 + y2)3
, 4g = 0, (28)
 = x(y2 − z2) ln(x2 + y2) − 6xy
2z2
x2 + y2
+4
3
(x3 − 2xy2)z4
(x2 + y2)2
+ 4
15
(x3 − 3xy2)z6
(x2 + y2)3
. (29)
4.5. Example 8
Let us consider the function g = x2y2 ln(x2 + y2).
g = 2(x2 + y2) ln(x2 + y2) + 16x
2y2
x2 + y2 , (30)
2g = 48(x
2 − y2)2
(x2 + y2)2
+ 8 ln(x2 + y2),
3g = −384(x
4 − 6x2y2 + y4)
(x2 + y2)3
, (31)
4g = 4608
(
x4 − 6x2y2 + y4)(
x2 + y2)4 , 5g = 0, (32)
= x2(y2−z2) ln(x2+y2)−z2
(
y3− 1
3
z2
)
ln(x2 + y2)
−8x
2y2z2
x2 + y2 +
2(x2−y2)2z4
(x2+y2)2
+ 8
15
(x4−6x2y2+y4) z6
(x2+y2)3
+ 4
35
(x4 − 6x2y2 + y4) z8
(x2 + y2)4
. (33)
Fig. 1 shows some zero-equipotential surfaces of an-
alytical structures (20), (23), (26), (29) and (33). All of
these structures have saddle points dividing the space
into separate areas. Equipotential surfaces of struc-
tures that can be analytically represented using ho-
mogeneous polynomials Pk(x, y) of higher orders (seeFig. 1a and d for comparison) become more complex,
combining conical and hyperbolic surfaces of various
cross-sections.
While such real structures can be constructed in large
quantities, and specific spectrographic media may be as-
sociated with each result, there is no prediction on how
useful these media will prove to be for the manufactur-
ing of actual spectrographs.
The usefulness of this algorithm arises from its ana-
lytic simplicity and clarity. It is a direct generalization
of our method for designing the axisymmetric structures
with logarithmic singularities [8].
Let us consider some examples with complex values
of g(x, y).
4.6. Example 9
Let us consider the function g = (x + iy) ln(x + iy).
This is a variant of planar harmonic fields. Taking
into account that g = 0,
 = (x + iy) ln (x + iy) = φ1 + iφ2
1. φ1 = x ln
√
x2 + y2 − y · arctgy
x
,
2. φ2 = y ln
√
x2 + y2 + x · arctgy
x
.
(34)
We have obtained a two-dimensional spectrographic
medium with a logarithmic singularity.
4.7. Example 10
Let us consider the function g =
(x − iy) ln(x + iy).
g = 2∇ (x − iy) · ∇ ln (x + iy)
= 4
x + iy , 
2g = 0, (35)
 = (x − iy) ln (x + iy) − 2z
2
x + iy = φ1 + iφ2,
1. φ1 = x ln
√
x2 + y2 + y · arctgy
x
− 2z
2x
x2 + y2 ,
2. φ2 = −y ln
√
x2 + y2 + x · arctgy
x
+ 2z
2y
x2 + y2 .
(36)
Substituting (x + iy) for (x − iy) (before ln (x + iy))
transforms the potential into a 3D one.
The equipotential surfaces of structures (34.2) and
(36.1) are shown in Fig. 2.
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(a)
(c)
(e)
(d)
(b)
Fig. 1. 3D representation of equipotential surfaces (ϕ = 0) of fields described analytically by formulae (20) (a), (23) (b), (26) (c), (29) (d),
(33) (e).
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Fig. 2. Equipotential surfaces (ϕ = 0) of the field structures analytically described by formulae (34.2) (a), (36.1) (b).5. Conclusion
The article demonstrates one of the methods of de-
signing potential structures that can serve as a basis
for electric spectrograph production. The class of spec-
trographic media with logarithmic singularities shows
much promise as it provides a wider variety than that of
the ordinary 3D harmonic polynomials does while re-
taining the necessary spectrographic media characteris-
tic of spatially separating the charged particle flow into
monoenergetic angle-focused beams. Electrodes should
be shaped as equipotential surfaces, thus ensuring the
required spatial field distribution and allowing to select
a convenient and effective operating mode to manage
the charged particle flow.
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