Algumas contribuições na teoria fuzzy multivoca by Chalco Cano, Yurilev
Universidade Estadual de Campinas
Instituto de Matema´tica Estat´ıstica e Computac¸a˜o Cient´ıfica
Departamento de Matema´tica
Algumas contribuic¸o˜es na teoria fuzzy
mult´ıvoca
Yurilev Chalco Cano†
Doutorado em Matema´tica - Campinas - SP
Orientador: Prof. Dr. Marko Antonio Rojas Medar
Co-Orientador: Prof. Dra. Mar´ıa Dolores Jime´nez Gamero
†Este trabalho teve apoio financeiro da FAPESP.
ii
Algumas contribuic¸o˜es na teoria fuzzy mult´ıvoca
Este exemplar corresponde a` redac¸a˜o final da tese
devidamente corrigida e defendida por Yurilev
Chalco Cano e aprovada pela comissa˜ojulgadora.
Campinas, 26 de fevereiro de 2004.
—————————————————————
Prof. Dr. Marko Antonio Rojas Medar.
Orientador
————————————————————
Profa. Dra. Mar´ıa Dolores Jime´nez Gamero.
Co-orientadora
Banca examinadora:
Prof. Dr. Marko Antonio Rojas Medar
Profa. Dra. Rafaela Osuna Go´mez
Prof. Dr. Antonio Rufian Lizana
Prof. Dr. Geraldo Nunes Silva
Prof. Dr. Rodney Carlos Bassanezi
Tese apresentada ao Instituto de Matema´tica Esta-
t´ıstica e Computac¸a˜o Cient´ıfica, UNICAMP como
requisito parcial para obtenc¸a˜o do t´ıtulo de Doutor
em Matema´tica.
iv
v
vi
vii
Eu dedico este trabalho a meus pais Gus-
tavo e Gladis, e a meus irma˜os Yeremed,
Ademir e Adilmer.
viii
Resumo
Neste trabalho de tese apresentamos alguns resultados obtidos na teoria fuzzy mult´ıvoca.
Numa primeira parte, apresentamos um novo tipo de aproximac¸a˜o de conjuntos fuzzy com-
pactos.
Fazemos o estudo do espac¸o de conjuntos fuzzy compactos. Provamos que este espac¸o
e´ um espac¸o quasilinear normado e portanto me´trico. Depois, introduzimos a teoria de
operadores quasilineares fuzzy. Neste contexto, a quasilinearidade substitui a linearidade da
teoria cla´ssica de ana´lise. Assim, constroimos uma ana´lise fuzzy consistente.
Damos um novo conceito de diferenciabilidade para multifunc¸o˜es fuzzy e estudamos suas
propriedades. Finalizamos esta primeira parte com uma aplicac¸a˜o a` dinaˆmica de populac¸o˜es.
Na segunda parte deste trabalho de tese, apresentamos resultados referente a` “Lei forte
de grandes nu´meros” e do “Teorema central de limite” para conjuntos aleato´rios e varia´veis
aleato´rias fuzzy.
Na u´ltima parte, introduzimos o conceito de processo fuzzy s-convexos, estudamos suas
propriedades e obtemos alguns tipos de desigualdades como Hadamard e Jensen, as quais
sa˜o importantes na teoria cla´ssica de otimizac¸a˜o.
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Abstract
In this thesis work we presented some results obtained in the theory fuzzy-valued ma-
pping. In a first part, we introduced one new type of approximation of compact fuzzy sets.
We make the study of the space of compact fuzzy sets. We proved that this space is
a normed quasilinear space and therefore metric. Therefore, we introduced the theory of
fuzzy quasilinear operators. In this context, the quasilinearity substitutes the linearity of
the classic theory of analysis. So in this way, we build a consistent fuzzy analysis.
We give a new concept of differentiability for fuzzy-valued mappings and we studied its
properties. We concluded this first part with an application to the dynamics of populations.
In the second part of this thesis work, we presented results with respect to the “ Strong
law of large number” and the “ Central limit theorem” for random sets and for fuzzy
random variables.
In the last part, we introduced the concept of s-convex fuzzy processes, we studied its
properties and we obtain some types of inequalities as Hadamard and Jensen, which are
important in the classic theory of optimization.
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Introduc¸a˜o
Existe uma ampla classe de sistemas que, ao menos aparentemente, na˜o podem ser go-
vernados por leis do tipo deterministas (ou na˜o se conhecem estas leis) como acontece, por
exemplo, com o comportamento humano, ou com o problema de modelar o comportamento
das micropart´ıculas (Mecaˆnica quaˆntica), cujas leis na˜o sa˜o totalmente conhecidas, ou ainda
mais, o que acontece com a dinaˆmica de populac¸o˜es, onde os paraˆmetros que caracterizam
um indiv´ıduo ou um grupo de indiv´ıduos nem sempre podem ser avaliados ou medidos no
sentido tradicional, sa˜o “incertezas”que somente podemos conjeturar intuitivamente. Assim,
existe uma dificultade ao descrever sua evoluc¸a˜o no tempo a partir de um estado inicial
dado. Neste contexto, os me´todos e te´cnicas matema´ticas cla´ssicas (tais como: as equac¸o˜es
diferenciais, equac¸o˜es de diferenc¸as, a teoria de probabilidades) na˜o funcionam, devido a
natureza intr´ınsicamente fuzzy (difuso, nebuloso) do problema, ou enta˜o se impo˜em condic¸o˜es
e/ou restric¸o˜es ta˜o dra´sticas que, na maioria dos casos, termina desvirtuando a natureza da
situac¸a˜o em estudo.
Uma maneira de descrever conceitos que envolvem incertezas, nebulosidades, surgiu, em
1965, a teoria de conjuntos fuzzy com o pioneiro trabalho de L. Zadeh [99]. Na mesma e´poca
comec¸ou-se a desenvolver a teoria mult´ıvoca, sendo as incluso˜es diferenciais (I.D., conceito
que generaliza as equac¸o˜es diferenciais) e os conjuntos aleato´rios (C.A., que generaliza o con-
ceito de varia´vel aleato´ria) os temas centrais dentro desta teoria. Estes dois conceitos, C.A.
e I.D., envolvem algum tipo de incerteza, por exemplo, diferente das equac¸o˜es diferenciais,
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2onde a velocidade e´ conhecida, nas incluso˜es diferencias a velocidade na˜o e´ conhecida com
precisa˜o, mas sabemos que pertence algum conjunto compacto.
Ambas as teorias, conjuntos fuzzy e teoria mult´ıvoca, foram motivos de estudo de diversos
autores, obtendo diversas aplicac¸o˜es no aˆmbito da matema´tica pura e aplicada, assim como
na engenharia e cieˆncias sociais.
Podemos dizer que estas teorias da˜o origem a` teoria fuzzy mult´ıvoca, que surgiu na
de´cada de 80 com a introduc¸a˜o do conceito de varia´veis aleato´rias fuzzy, com a necessidade
de desenvolver novas te´cnicas matema´ticas para abordar problemas de natureza difusa ou
na˜o determin´ıstica. Esta teoria tem avanc¸ado de maneira significativa nos u´ltimos anos
devido, a` diversidade e riqueza dos conceitos e te´cnicas que esta teoria tem e, por outro lado,
a`s distintas e interessantes aplicac¸o˜es que possui.
Depois de surgir a teoria fuzzy mult´ıvoca, seria deseja´vel poder administrar o melhor
poss´ıvel esta teoria, isto e´, seria deseja´vel obter uma se´rie de ferramentas (definic¸o˜es, teo-
remas, ...) que permitam trabalhar de forma “ana´loga”a que se trabalha no caso cla´ssico
(levando em conta que em muitas ocasio˜es a utilizac¸a˜o da teoria fuzzy mult´ıvoca, ainda
que consiga refletir o melhor poss´ıvel a realidade existente, tera´ uma maior dificuldade nos
ca´lculos e incluso uma perda de precisa˜o), mas quantificando e levando em conta a nebulosi-
dade existente na situac¸a˜o em estudo.
Nesse sentido, neste trabalho de tese, apresentamos algumas contribuc¸o˜es a` teoria fuzzy
mult´ıvoca.
Cabe ressaltar, que fomos motivados pelo estudo de problemas de controle o´timo, onde
os controles teˆm natureza fuzzy, pelas equac¸o˜es e incluso˜es diferencias fuzzy e pela teoria de
probabilidade fuzzy. Na˜o vamos a entrar em detalhar como surgem cada um destes temas,
mas podemos dizer que sa˜o interessantes tanto do ponto de vista matema´tico assim como de
suas aplicac¸o˜es.
Este trabalho de tese, esta´ constitu´ıdo por treˆs partes. Na primeira parte, a qual
chamamos de “Ana´lise fuzzy”, e´ dedicada ao estudo do espac¸o de conjuntos fuzzy com-
pactos, que acreditamos seja o espac¸o adequado para desenvolver a teoria fuzzy mult´ıvoca.
Este espac¸o pode ser munido de me´tricas e assim podemos estudar seu comportamento
topolo´gico. Como um primeiro resultado, no Cap´ıtulo 2, apresentamos um novo tipo de
aproximac¸a˜o de conjuntos fuzzy: usando a convoluc¸a˜o de conjuntos fuzzy provamos que um
3conjunto fuzzy compacto pode ser aproximado por conjuntos fuzzy Lipchitz.
Como pode ser visto, este espac¸o na˜o e´ um espac¸o vetorial (linear) o que dificulta o uso
da ana´lise cla´ssica. Tambe´m, se definirmos um operador linear como no sentido cla´ssico, este
operador se reduz a uma func¸a˜o com valores na˜o fuzzy, o que dificulta ainda mais ter um
ana´lise fuzzy consistente. Para contornar estes problemas, utilizamos o conceito de quasi-
linearidade para construir uma teoria de ana´lise fuzzy ana´loga a` teoria de ana´lise cla´ssica.
Como pode ser visto no Cap´ıtulo 3, provamos que o espac¸o de conjuntos fuzzy compactos
e´ um espac¸o quasilinear, definimos operadores quasilineares e obtemos resultados ana´logos
aos de ana´lise funcional cla´ssica, por exemplo, expomos uma versa˜o fuzzy do teorema de
Banach-Steinhauss. Acreditamos que estes resultados representara˜o um papel importante
na construc¸a˜o de uma ana´lise fuzzy consistente.
Tendo introduzido o conceito de operadores quasilineares, pudemos discutir sobre a dife-
renciabilidade de multifunc¸o˜es fuzzy (func¸o˜es que possuem valores conjuntos fuzzy), conceito
que e´ bastante discutido na literatura pela importaˆncia dentro da ana´lise, por exemplo, e´
uma ferramenta ba´sica no contexto de equac¸o˜es diferenciais fuzzy. Assim, no Cap´ıtulo 4,
propomos uma nova noc¸a˜o de diferenciabilidade para multifunc¸o˜es fuzzy, como uma genera-
lizac¸a˜o natural da ide´ia principal de ca´lculo diferencial cla´ssico que consiste na aproximac¸a˜o
local de uma func¸a˜o por um operador linear. Utilizamos para tal os operadores quasilineares
os quais suprem os operadores lineares da teoria cla´ssica.
Terminamos esta primeira parte fazendo uma aplic¸a˜o a` dinaˆmica de populac¸o˜es. Aqu´ı,
no´s apresentamos uma nova forma de estudar a dinaˆmica de populac¸o˜es, via incluso˜es dife-
renciais fuzzy. Consideramos as caracter´ısticas de um indiv´ıduo ou grupo de indiv´ıduos como
conjuntos fuzzy. Apresentamos o exemplo de expectativa de vida de um grupo de pessoas
onde a pobreza, que tem natureza fuzzy, e´ um fator que contribui para o aumento da taxa
de mortalidade dos indiv´ıduos, obtemos suas soluc¸o˜es e analizamos a estabilidade destas.
A segunda parte deste trabalho de tese, e´ dedicado ao estudo da teoria de probabilidade
fuzzy.
Como t´ınhamos dito anteriormente, conjuntos aleato´rios (random set) e´ um dos temas
centrais da teoria de ana´lise mult´ıvoca, este conceito surgiu como uma generalizac¸a˜o da
teoria cla´ssica de probabilidades, conceito que tem permitido abordar va´rios problemas rela-
cionados, especificamente, com processo de predic¸a˜o (a partir de informac¸a˜o de tipo deter-
4min´ıstica).
Nos anos 80 surgiu o conceito de varia´vel aleato´ria fuzzy, a qual generaliza as anteriores
e permite modelar problemas de predic¸a˜o na presenc¸a de informac¸a˜o difusa.
No contexto cla´ssico da teoria de probabilidades, uma ferramenta bastante utilizada e´ a
lei forte de grandes nu´meros e, por outro lado, o teorema central do limite. Estes resultados
foram adaptados e desenvolvidos no contexto fuzzy por diversos autores [6], [7], [22], [68].
No Cap´ıtulo 7 deste trabalho apresentamos um novo resultado referente a lei forte de
grandes nu´meros para conjuntos aleato´rios, que generaliza os resultados existente na lite-
ratura. Geralmente, este reultado foi provado para conjuntos aleato´rios compactos usando
a Me´trica de Hausdorff, e para conjuntos aleato´rios fechados tem-se usado outros tipos de
topologia, que sa˜o mais fracas do que a gerada pela me´trica de Hausdorff [6], [36], [37].
Nosso resultado e´ para conjuntos aleato´rios fechados e usando a me´trica de Haussdorff.
Cabe ressaltar tambe´m, que em nosso resultado e´ usado uma te´cnica diferente das existentes
na literatura.
No Cap´ıtulo 8, apresentamos uma lei forte de grandes nu´meros (LFGN) e um teorema
central de limite (TCL) para varia´veis aleato´rias fuzzy. O TCL apresentado neste trabalho
generaliza em alguns aspectos os resultados existentes na literatura [68], [95]. Entretanto, a
LFGN que obtivemos, embora exista um resultado mais geral, tem a vantagem de apresentar
uma prova muito mais simples.
Finalmente, na u´ltima parte deste trabalho, apresentamos o conceito de processos fuzzy
s-convexos. Esta generalizac¸a˜o foi feita motivados em desenvolver ferramentas para estudar
otimizac¸a˜o fuzzy, pois e´ conhecida a importaˆncia, na teoria cla´ssica de otimizac¸a˜o, do conceito
de func¸o˜es convexas e processos convexos. Assim, uma vez introduzidos os conceitos de
processos fuzzy, estudamos suas propriedades, sua relac¸a˜o com func¸a˜o suporte e no u´ltimo
Cap´ıtulo apresentamos algumas desigualdades de tipo Hadamard e Jensen para processos
fuzzy.
Temos a dizer que este trabalho tem sido acompanhado por pesquisadores que colabo-
raram na obtenc¸a˜o dos resultados e temos que agradecer a eles suas ide´ias, seu apoio. Por
outro lado, os conceitos dados e os resultados obtidos, acreditamos sejam de utilidade para
um melhor desenvolvimento da teoria fuzzy mult´ıvoca.
CAP´ITULO 1
Conceitos ba´sicos da teoria fuzzy
Os conjuntos fuzzy∗ surgiram em 1965, com o pioneiro trabalho de L.A. Zadeh “fuzzy
set”[99], como uma nova forma de representar conceitos que envolvem incertezas, como por
exemplo:
Exemplo 1.1. Descrever o conjunto dos nu´meros reais pro´ximos do zero.
Exemplo 1.2. Descrever o conjunto dos pobres de uma cidade.
A ide´ia e´ dar um grau de pertineˆncia de um elemento ao conjunto em questa˜o, para
isto, Zadeh pensou em generalizar a func¸a˜o caracter´ıstica de um conjunto e assim ter o
grau de pertineˆncia no intervalo unita´rio. Em seguida, Goguen propoˆs generalizar a ide´ia
de conjuntos fuzzy por conjuntos L-fuzzy, onde o intervalo [0, 1] e´ substitu´ıdo por algum
conjunto abstrato L. Ate´ agora, so´ conjuntos [0, 1]-fuzzy sa˜o considerados na pra´tica, apesar
do interesse teo´rico do conceito geral. Em 1990 Aubin [1] usa a escala L = [0,∞] para definir
conjuntos fuzzy, esta ide´ia e´ motivada pela ana´lise convexa. Recentemente, Dubois e Prade
em [30] chamaram os conjuntos [0,∞]-fuzzy por “Toll Sets”e investigaram como os conceitos
ba´sicos de conjuntos [0, 1]-fuzzy e´ transferido a Toll sets.
∗Fuzzy, que pode ser traduzido ao portugueˆs como Nebuloso.
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de conjuntos fuzzy, segundo Zadeh e Aubin, logo teremos as operac¸o˜es entre conjuntos fuzzy
e o Teorema de Representac¸a˜o, este u´ltimo de muita importaˆncia pois com este resultado
podemos relacionar os conjuntos cla´ssicos e os conjuntos fuzzy. Tipos especiais de conjuntos
fuzzy, como compactos, convexos e normais, sera˜o dados. Discutiremos alguns aspectos sobre
as operac¸o˜es alge´bricas e algumas me´tricas sobre o espac¸o de conjuntos fuzzy.
1.1 Conjuntos fuzzy
Consideremos um conjunto na˜o vazio X, que sera´ nosso conjunto universo. Um conjunto
usual A ⊂ X tem associado, de maneira natural, sua func¸a˜o carater´ıstica χA : X → {0, 1}
definida por
χA(x) =

0 se x 6∈ A1 se x ∈ A.
Generalizando este conceito temos a seguinte definic¸a˜o.
Definic¸a˜o 1.3. (Zadeh [99]) Define-se um conjunto fuzzy u sobre X como qualquer apli-
cac¸a˜o u : X → [0, 1], sendo u(·) a func¸a˜o grau de pertineˆncia do conjunto fuzzy u.
Note que u(x) ∈ [0, 1] representa o grau de pertineˆncia de x ao conjunto em questaˆo,
e assim por abuso de linguagem dizemos Conjunto Fuzzy u. Por outro lado, se u(x) = 1
diremos que x pertence totalmente a u; se 0 < u(x) < 1 diremos que x pertence parcialmente
a u e se u(x) = 0 temos que x na˜o pertence a u.
Outra forma alternativa de definir os conjuntos fuzzy e´ a seguinte: Um conjunto usual
A ⊂ X tem associado de maneira natural sua func¸a˜o indicatriz ΨA : X → {0,+∞} a qual e´
definida por
ΨA(x) =

0 se x ∈ A+∞ se x 6∈ A,
e reciprocamente. Assim, podemos definir um conjunto fuzzy como qualquer aplicac¸a˜o u :
X → [0,+∞]. Esta generalizac¸a˜o tem sido usada principalmente pela escola francesa (veja
Aubin [1]).
7Observemos que as duas definic¸o˜es implicam na convexificac¸a˜o do conjunto imagem, isto
e´,
co{0, 1} = [0, 1]
e
co{0,+∞} = [0,+∞],
onde coA denota a envoltura convexa do conjunto A.
Tambe´m e´ interessante observar que a primeira extensa˜o e´ motivada pela teoria da medida
e a segunda pela ana´lise convexa.
E´ importante salientar que e´ poss´ıvel encontrar uma func¸a˜o injetora F : [0, 1] → [0,+∞],
e consequentemente como conjuntos [0, 1] e [0,+∞] podem ser identificados, pore´m, com as
estruturas que sa˜o adotadas tal identific¸a˜o na˜o e´ poss´ıvel, isto e´, onde a soma e produto por
escalares positivos se respeitem. Assim, as duas extenso˜es mencionadas acima sera˜o diferen-
tes. Agora, cada uma destas generalizac¸o˜es e´ valida e tem suas vantagens e desvantagens.
Daqui para frente quando falamos de conjuntos fuzzy estamos nos referindo a conjuntos
fuzzy no sentido da Definic¸a˜o 1.3 introduzida por Zadeh.
Exemplo 1.4. Voltemos ao Exemplo 1.1. Neste caso, nosso conjunto universo sera´ R.
Consideremos a aplicac¸a˜o
u(x) =

1− x
2 se x ∈ [−1, 1]
0 se x 6∈ [−1, 1].
0
1
R
Figura 1.1: O conjunto fuzzy dos nu´meros reais pro´ximos do zero.
8E´ claro que u(0) = 1, o qual significa que x = 0 pertence totalmente ao conjunto fuzzy
u e cada vez que x esteja mais longe de zero seu grau de pertineˆncia vai disminuindo
sime´tricamente ate´ anular-se fora do intervalo [−1, 1].
Com essa escolha se esta´ aceitando que os elementos cuja distaˆncia a x = 0 e´ maior do
que 1 os consideramos definitivamente “longe” dele, isto e´, “longe”de zero.
E´ evidente que existe outros crite´rios diferentes de representar o mesmo conjunto fuzzy,
por exemplo, definindo u : R → [0, 1] como sendo u(x) = 1
1+x2
, tambe´m e´ uma func¸a˜o grau
de pertineˆncia do conjunto fuzzy dado.
Logo, sa˜o infinitas as poss´ıveis representac¸o˜es, mas a ide´ia central e´ que a func¸a˜o de
pertineˆncia tenha que refletir o melhor poss´ıvel as caracter´ısticas mais relevantes do conjunto
fuzzy que desejamos representar.
Exemplo 1.5. [12] Agora voltemos ao Exemplo 1.2. Para modelar a “pobreza”, poder´ıamos
utilizar qualquer indicador da mesma, como por exemplo, consumo de vitaminas, saneamento
ba´sico, qualidade de vida, etc. Vamos supor que a pobreza seja avaliada pelo n´ıvel de renda
de cada indiv´ıduo. Assim, se R e´ o conjunto de rendas e u : R → [0, 1], enta˜o u(r) indica
o grau de pobreza do indiv´ıduo com n´ıvel de renda r. Neste caso espec´ıfico u pode ser
representado por qualquer func¸a˜o decrescente que seja coerente com o fenoˆmeno estudado.
Seja, por exemplo,
u(r) =


[
1−
(
r
r0
)2]k
se 0 < r < r0
0 se r ≥ r0.
onde, k e´ um paraˆmetro que fornece alguma caracter´ıstica do grupo, r e´ um paraˆmetro
proporcional a` renda do indiv´ıduo e r0 e´ a renda mı´nima a partir da qual os indiv´ıduos na˜o
sa˜o mais diferenciados quanto a` pobreza. Para maiores detalhes deste exemplo pode-se ver
[12].
1.2 Operac¸o˜es entre conjuntos fuzzy
Denotemos o conjunto de todas as func¸o˜es caracter´ısticas associadas aos subconjuntos de
X por
2X := {χA / A ⊂ X}.
9Podemos dotar 2X com uma relac¸a˜o de ordem parcial ≤ como segue
χA ≤ χB def⇔ ∀x ∈ X : χA(x) ≤ χB(x).
Claramente podemos ver que
χA ≤ χB ⇔ A ⊂ B.
A seguir temos as propriedades de operac¸o˜es entre conjuntos, unia˜o, intersec¸a˜o, comple-
mento, via a func¸a˜o caracter´ıstica. Isto, consequentemente, nos levara´ a definir as operac¸o˜es
entre conjuntos fuzzy. Antes, denotaremos por a ∧ b e a ∨ b o mı´nimo e o ma´ximo, respec-
tivamente, entre a, b ∈ [0, 1].
Proposic¸a˜o 1.6. Dados χA, χB ∈ 2X as seguintes propriedades sa˜o satisfeitas
(a) χA∩B(x) = χA(x) ∧ χB(x) ∈ 2X
(b) χA∪B(x) = χA(x) ∨ χB(x) ∈ 2X
(c) χAC (x) = 1− χA(x) ∈ 2X onde AC denota o complemento de A.
Demonstrac¸a˜o: E´ uma consequeˆncia imediata da definic¸a˜o. 
Agora procedemos a definir as operac¸o˜es entre conjuntos fuzzy, mais uma vez pensando
como uma generalizac¸a˜o do que acontece com a func¸a˜o caracter´ıstica acima descrito. Para
isto denotemos a famı´lia de todos os conjuntos fuzzy sobre X por
=(X) = {u / u : X → [0, 1]}.
Definic¸a˜o 1.7. Uma relac¸a˜o de ordem parcial ⊆ sobre =(X) define-se como sendo
u ⊆ v ⇔ u(x) ≤ v(x), ∀x ∈ X
onde u, v ∈ =(X).
Exemplo 1.8. O seguinte gra´fico e´ um exemplo da relac¸a˜o de ordem em =(X).
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X
u
v
0
1
Figura 1.2: u ⊂ v
Definic¸a˜o 1.9. Sejam u, v dois conjuntos fuzzy quaisquer de X. Enta˜o, a intersecc¸a˜o de u
e v, denotado por u ∧ v, e´ definida por
(u ∧ v)(x) = inf{u(x), v(x)} para todo x ∈ X
e a unia˜o de u e v, denotado por u ∨ v, e´ definida por
(u ∨ v)(x) = sup{u(x), v(x)} para todo x ∈ X.
Definic¸a˜o 1.10. Seja u qualquer conjunto fuzzy de X. Enta˜o uc, o complementar de u, e´ o
conjunto fuzzy definido por
uc(x) = 1− u(x) para todo x ∈ X.
Exemplo 1.11. Seja X = {a, b, c, d}. Seja u : X → [0, 1] tal que
u(a) = 0.3, u(b) = 0.9, u(c) = 0.4, u(d) = 0.6
e seja v : X → [0, 1] tal que
v(a) = 0.3, v(b) = 0.5, v(c) = 0.7, v(d) = 0.2.
Enta˜o,
(u ∧ v)(a) = 0.3, (u ∧ v)(b) = 0.5, (u ∧ v)(c) = 0.4, (u ∧ v)(d) = 0.2
e
(u ∨ v)(a) = 0.3, (u ∨ v)(b) = 0.9, (u ∨ v)(c) = 0.7, (u ∨ v)(d) = 0.6.
Tambe´m,
uc(a) = 0.7, uc(b) = 0.1, uc(c) = 0.6, uc(d) = 0.4.
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1.3 N´ıveis de um conjunto fuzzy e o Teorema de
Representac¸a˜o
Nesta sec¸a˜o define-se os n´ıveis de um conjunto fuzzy, conceito que e´ bastante explorado
para levar os conceitos e/ou estruturas matema´ticas cla´ssicas ao contexto fuzzy. Tambe´m, e´
dado o Teorema de Representac¸a˜o, conhecido como Teorema de Representac¸a˜o de Negoita
e Ralescu, cuja importaˆncia e´ grande na teoria fuzzy, porque e´ atrave´s deste que pode-se
relacionar a teoria cla´ssica com a teoria fuzzy. Por exemplo, como veremos nos cap´ıtulos
seguintes deste trabalho, uma maneira de definir e calcular a integral de uma multifunc¸a˜o
fuzzy e´ usando o conceito de n´ıveis e o Teorema de Representac¸a˜o.
Definic¸a˜o 1.12. Sejam u ∈ =(X) um conjunto fuzzy e α ∈ [0, 1]. Define-se o α-n´ıvel de
u como sendo o conjunto
[u]α = {x ∈ X / u(x) ≥ α}.
No caso em que X e´ um espac¸o topolo´gico considera-se o 0-n´ıvel, chamado suporte do
conjunto fuzzy u, como sendo
[u]0 = supp(u) := {x ∈ X / u(x) > 0}, (1.1)
onde A, com A ⊂ X, denota o fecho de A. Neste trabalho consideraremos (1.1) se X for um
espac¸o topolo´gico.
0
0.5
1
R
[u]0.5
u
Figura 1.3: O 0.5-n´ıvel de um conjunto fuzzy.
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Exemplo 1.13. Sejam u, v conjuntos fuzzy sobre X como no Exemplo 1.11. Enta˜o
[u]α =


X se 0 ≤ α ≤ 0.3
{b, c, d} se 0.3 < α ≤ 0.4
{b, d} se 0.4 < α ≤ 0.6
{b} se 0.6 < α ≤ 0.9
∅ se 0.9 < α ≤ 1.
e [v]α =


X se 0 ≤ α ≤ 0.2
{a, b, c} se 0.2 < α ≤ 0.3
{b, c} se 0.3 < α ≤ 0.5
{c} se 0.5 < α ≤ 0.7
∅ se 0.7 < α ≤ 1.
Um forma equivalente de representar o suporte de um conjunto fuzzy e´ dada pela seguinte
Proposic¸a˜o.
Proposic¸a˜o 1.14. Seja X um espac¸o topolo´gico e u ∈ =(X), enta˜o
[u]0 =
⋃
0<α≤1
[u]α.
Demonstrac¸a˜o: Para sua demonstrac¸a˜o ver [28]. 
A seguir, apresentamos as principais propriedades de n´ıveis de um conjunto fuzzy.
Proposic¸a˜o 1.15. Sejam u, v ∈ =(X), enta˜o
(a) u = v se, e somente se, [u]α = [v]α ∀ α ∈ [0, 1];
(b) [u]0 ⊃ [u]α ⊃ [u]β ∀ 0 ≤ α ≤ β;
(c) Se u e´ semicont´ınua superior e αn ↑ α⇒ [u]α =
⋂∞
n=1[u]
αn;
(d) [u]α 6= ∅ ∀α ∈ [0, 1], e´ equivalente a u(x) = 1 para algum x ∈ X;
(e) u ⊆ v ⇔ [u]α ⊂ [v]α ∀α ∈ [0, 1].
Demonstrac¸a˜o: Pode-se consultar [28], [55]. 
Agora, uma pergunta interessante e´: Dada uma famı´lia de subconjuntos na˜o vazios de X,
existe um conjunto fuzzy cujos n´ıveis coincidem com a famı´lia dada?. A resposta e´ afirmativa
para algumas famı´lias, isto e´ conhecido como Teorema de Representac¸a˜o ou Teorema de
Representac¸a˜o de Negoita e Ralescu [61], cuja versa˜o geral e´ a seguinte:
Teorema 1.16. Sejam X um conjunto na˜o vazio e {Nα}α∈[0,1] uma famı´lia de subconjuntos
de X tais que
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(a) N0 = X;
(b) α ≤ β ⇒ Nβ ⊂ Nα;
(c) Se α1 ≤ α2 ≤ ..., limp→∞ αp = α⇒ Nα =
⋂∞
p=1Nαp;
Enta˜o existe um conjunto fuzzy u : X → [0, 1], definido por
u(x) = sup{α ∈ [0, 1] / x ∈ Nα},
tal que [u]α = Nα para todo α ∈ [0, 1].
Demonstrac¸a˜o: Para a prova veja-se [61] pag. 27. 
No Exemplo de aplicac¸a˜o a seguir, veremos uma forma de levar conceitos e propriedades
da teoria cla´ssica ao contexto fuzzy via o Teorema 1.16.
Exemplo 1.17. Seja X = Rn o espac¸o Euclidiano n-dimensional. Define-se a soma de
Minkowski por
A+B := {a+ b / a ∈ A e b ∈ B}
para todo A,B ⊂ X. Denotemos por F(X) a famı´lia de todos os conjuntos fuzzy u : X →
[0, 1] semicont´ınua superior. Enta˜o, dados u, v ∈ F(X), a famı´lia {[u]α + [v]α}α∈[0,1] satisfaz
as condic¸o˜es do Terorema de Representac¸a˜o, pelo que existe um u´nico conjunto fuzzy w tal
que [w]α = [u]α + [v]α para todo α ∈ [0, 1]. Assim, podemos definir a soma de dois conjuntos
fuzzy u, v sobre o espac¸o F(X) como sendo o u´nico conjunto fuzzy w := u + v ∈ F(X) tal
que [w]α = [u+ v]α = [u]α + [v]α para todo α ∈ [0, 1].
Como vemos, uma operac¸a˜o alge´brica (soma) pode-se definir no espac¸o F(X) usando o
Teorema 1.16.
1.4 Tipos especiais de conjuntos fuzzy
Nesta sec¸a˜o definimos alguns tipos especiais de conjuntos fuzzy que sera˜o de utilidade
em nosso trabalho.
Definic¸a˜o 1.18. Um conjunto fuzzy u ∈ =(X) e´ chamado normal se
∃x ∈ X : u(x) = 1.
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Exemplo 1.19. Dado um subconjunto A ⊂ X, sua func¸a˜o caracter´ıstica χA e´ um conjunto
fuzzy normal.
Definic¸a˜o 1.20. Seja X um espac¸o vetorial. Um conjunto fuzzy u ∈ =(X) e´ chamado
convexo se o conjunto [u]α e´ convexo para todo α ∈ [0, 1].
Exemplo 1.21. Um conjunto fuzzy τ e´ chamado trapezoidal se existe a < b < c < d ∈ R tal
que
τ(x) :=


0 se x ∈]−∞, a] ∪ [d,∞[,
x−a
b−a se x ∈ [a, b],
x−d
c−d se x ∈ [c, d],
1 se x ∈ [b, c].
1
0
τ
a b c d
R
Figura 1.4: Conjunto fuzzy trapezoidal
Agora, para α ∈ [0, 1] temos que
[τ ]α = [bα + (1− α)a , cα + (1− α)d]
= bα + cα + (1− α)[a, d].
Enta˜o, η ∈ =(R) e´ um conjunto fuzzy convexo.
Proposic¸a˜o 1.22. Seja X um espac¸o vetorial. Um conjunto fuzzy u ∈ =(X) e´ convexo se,
e somente se,
u(λx+ (1− λ)y) ≥ min{u(x), u(y)},
para todo x, y ∈ [u]0 e todo λ ∈ [0, 1].
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Demonstrac¸a˜o: A prova acha-se em [54]. 
Exemplo 1.23. Se u : X → [0, 1] e´ uma func¸a˜o convexa, i.e., se satifaz a relac¸a˜o
∀x, y ∈ X, ∀λ ∈ [0, 1] : u(λx+ (1− λ)y) ≥ λu(x) + (1− λ)u(y),
enta˜o esta e´ um conjunto fuzzy convexo, mas a rec´ıproca na˜o e´ sempre va´lida como prova a
seguinte figura.
a b
R
αu(a) + (1− α)u(b)
u
1
0
Figura 1.5: Um conjunto fuzzy convexo que na˜o e´ uma func¸a˜o convexa.
Definic¸a˜o 1.24. Seja X um espac¸o topolo´gico. Um conjunto fuzzy u ∈ =(X) e´ chamado
compacto se [u]α e´ compacto para todo α ∈ [0, 1].
Exemplo 1.25. Um conjunto fuzzy triangular η e´ dado por
η(x) :=


0 se x ∈]−∞, a] ∪ [c,∞[
x−a
b−a se x ∈ [a, b]
x−c
b−c se x ∈ [b, c],
onde a < b < c ∈ R.
Agora, para α ∈ [0, 1] temos que
[η]α = [bα + (1− α)a , bα + (1− α)c]
= bα + (1− α)[a, c].
Enta˜o, η ∈ =(R) e´ um conjunto fuzzy compacto.
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1
0
η
a b c
Figura 1.6: Conjunto fuzzy triangular
Proposic¸a˜o 1.26. Seja X um espac¸o topolo´gico. Um conjunto fuzzy u ∈ =(X) e´ compacto
se, e somente se, o suporte [u]0 e´ compacto e u : X → [0, 1] e´ semicont´ınua superior.
Demonstrac¸a˜o: Basta saber que um subconjunto fechado de um compacto e´ compacto. 
Existem outras caracterizac¸o˜es de conjuntos convexos e compactos que veremos mais na
frente. Agora, um resultado muito utilizado e´ a seguinte versa˜o particular do Teorema de
Representac¸a˜o de Negoita e Ralescu.
Teorema 1.27. ([28]) Sejam X um espac¸o topolo´gico e {Nα}α∈[0,1] uma famı´lia de subcon-
juntos de X tais que
(a) Nα e´ compacto para todo α ∈ [0, 1]
(b) α ≤ β ⇒ Nβ ⊂ Nα;
(c) Se α1 ≤ α2 ≤ ..., limp→∞ αp = α⇒ Nα =
⋂∞
p=1Nαp;
Enta˜o existe um conjunto fuzzy u : X → [0, 1], definido por
u(x) = sup{α ∈ [0, 1] / x ∈ Nα},
tal que [u]α = Nα para todo α ∈ (0, 1] e [u]0 ⊂ N0.
Demonstrac¸a˜o: Para sua demonstrac¸a˜o pode-se consultar [28].
Exemplo 1.28. Consideremos X = Rn o espac¸o Euclidiano n-dimensional e denotemos
por F(Rn) a familia de todos os conjuntos fuzzy compactos de Rn. Dados u, v ∈ F(Rn)
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a famı´lia {[u]α + [v]α}α∈[0,1], onde [u]α + [v]α e´ a soma de Minkowski como no Exemplo
1.17, satisfaz as condic¸o˜es do Teorema 1.27, pelo que existe um u´nico conjunto fuzzy w tal
que [w]α = [u]α + [v]α. Assim, dado dois conjuntos fuzzy u, v ∈ F(Rn) podemos definir
a soma u + v como sendo o u´nico conjunto fuzzy w := u + v ∈ F(Rn) e ter´ıamos que
[w]α = [u+ v]α = [u]α + [v]α.
Por outro lado, da mesma forma que a soma, podemos definir o producto por um escalar
sobre F(Rn) atrave´s dos n´ıveis de um conjunto fuzzy. Para isto, define-se
λA := {λa / a ∈ A},
para todo λ ∈ R e A ⊂ X, e considera-se a famı´lia {λ[u]α}α∈[0,1] que tambe´m satisfaz as
condic¸o˜es do Teorema de Representac¸a˜o.
No Cap´ıtilo 3 estudaremos o espac¸o F(Rn) que e´ um espac¸o quasilinear.
1.5 Operac¸o˜es alge´bricas sobre =(X)
E´ claro que se u, v ∈ =(X), enta˜o na˜o podemos esperar que as operac¸o˜es alge´bricas usuais
entre func¸o˜es sejam as adequadas sobre o espac¸o =(X), se desejamos obter novamente um
elemento de =(X), ja´ que, por exemplo, se somarmos ponto a ponto como e´ usual entre
func¸o˜es pode ocorrer que (u+ v)(x) = u(x) + v(x) /∈ [0, 1]. Agora como nos Exemplos 1.17 e
1.28, algumas classes de conjuntos fuzzy de X, como F(X) e F(Rn), pode-se dotar de uma
soma entre conjuntos fuzzy usando o Teorema de Representac¸a˜o de Negoita e Ralescu.
Mas, como definir a soma para o espac¸o =(X)?, a resposta a este problema passa pelo
chamado Princ´ıpio de Extensa˜o de Zadeh (ver [62], [73], [99]), o qual diz o seguinte: Se X1,
X2 e Y sa˜o conjuntos na˜o vazios e f : X1 ×X2 → Y e´ qualquer aplicac¸a˜o, enta˜o esta pode
ser extendida ao contexto fuzzy como sendo
fˆ : =(X1)×=(X2) → =(Y ),
onde
fˆ(u1, u2)(y) =


sup
(x1,x2)∈f−1(y)
u1(x1) ∧ u2(x2) se f−1(y) 6= ∅
0 se f−1(y) = ∅
para cada y ∈ Y .
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Para definir a soma e multiplicac¸a˜o por escalar sobre =(X) usa-se o principio de extensa˜o.
Para isto precisa-se que o espac¸o universo possua uma estrutura linear.
Definic¸a˜o 1.29. Seja X um espac¸o vetorial. Se consideramos f : X ×X → X, f(x1, x2) =
x1 + x2, enta˜o esta induz uma soma sobre =(X) tal que
(u+ v)(x) = sup
x1+x2=x
u(x1) ∧ v(x2),
para todo x ∈ X. Ana´logamente, se λ ∈ R, u ∈ =(X) e consideramos f : X → X como
sendo f(x) = λx enta˜o, usando o principio de extensa˜o, temos o produto λu sobre =(X)
dado por
(λu)(x) =
{
u(x
λ
) se λ 6= 0
χ{0}(x) se λ = 0.
O que justifica a definic¸a˜o das operac¸o˜es alge´bricas na forma como estabeleceu-se anteri-
ormente, via o Principio de Extensa˜o, e´ a relac¸a˜o com as operac¸o˜es de n´ıveis como mostra
a seguinte proposic¸a˜o.
Proposic¸a˜o 1.30. Sejam X um espac¸o de Banach real, u, v ∈ F(X) e λ ∈ R. Enta˜o,
u+ v ∈ F(X) e λu ∈ F(X) sa˜o tais que:
[u+ v]α = [u]α + [v]α [λu]α = λ[u]α,
para todo α ∈ [0, 1].
Demonstrac¸a˜o: Ver [28]. 
0
1 u + vvu
Figura 1.7: A soma de dois conjuntos fuzzy.
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Note que no Exemplo 1.28 tinhamos visto que a famı´lia {[u]α + [v]α}α∈[0,1] satisfaz o Teo-
rema de Representac¸a˜o e assim podemos ter uma soma sobre F(X), e segundo a Proposic¸a˜o
anterior temos que esta forma de definir a soma coincide com a definic¸a˜o usando o Princ´ıpio
de Extensa˜o. Esta relac¸a˜o e´ fundamental, pois aproveitando a estrutura vetorial de X define-
se a soma e o produto por escalar sobre F(X).
Exemplo 1.31. Consideremos o conjunto fuzzy triangular η como no Exemplo 1.25 e o
conjunto fuzzy trapezoidal τ como no Exemplo 1.21. Enta˜o
(η + τ)(x) = sup
x1+x2=x
η(x1) ∧ τ(x2)
= sup{α ∈ [0, 1] / x ∈ [η]α + [τ ]α}
= sup {α ∈ [0, 1] / x ∈ [2αb+ 2(1− α)a , α(b+ c) + (1− α)(c+ d)] }
=


0 se x ∈]−∞, 2a] ∪ [d+ c ,∞[;
x−2a
2b−2a se x ∈ [2a , 2b];
x−(d+c)
b−d se x ∈ [b+ c , d+ c];
1 se x ∈ [2b, b+ c].
1.6 O espac¸o me´trico F(X)
Exitem muitas me´tricas sobre o espac¸o F(X) e a maioria destas sa˜o uma extensa˜o da
me´trica de Hausdorff. Assim, nesta sec¸a˜o definimos a me´tica de Hausdorff, damos algumas
propriedades e definiremos as me´tricas mais usuais no contexto fuzzy.
Seja (X, d) um espac¸o me´trico. Denotaremos por K(X) a classe de todos os subconjuntos
compactos e na˜o vazios de X, isto e´,
K(X) := {A ⊂ X / A e´ compacto e na˜o vazio };
e por KC(X) a classe de todos os subconjuntos compactos, convexos e na˜o vazios de X,isto
e´,
KC(X) := {A ∈ K(X) / A e´ convexo}.
A me´trica de Hausdorff H sobre K(X) e´ definida por
H(A,B) := max{d(A,B) , d(B,A)},
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onde
d(A,B) := sup
a∈A
d(a,B) e d(a,B) := inf{d(a, b) / b ∈ B},
para todo A,B ∈ K(X).
Exemplo 1.32. Consideremos X como sendo o espac¸o Euclidiano R2 e sejam A = {(x, y) ∈
R2 / |x| + |y| ≤ 2} e B = {(x, y) ∈ R2 / ‖(x, y) − (1, 0)‖ ≤ 1} ∪ {(x, y) ∈ R2 / ‖(x, y) −
(−1, 0)‖ ≤ 1}. Enta˜o, temos que d(A,B) = √5−1 e d(B,A) = 2−
√
2
2
. Por tanto, H(A,B) =√
5− 1.
2−2
R
2
−2
d(A,B)
d(B,A)
−1 1
d
d
Figura 1.8: A distaˆncia de Hausdorff.
A seguir veremos sobre a completitude e separabilidade do espac¸o me´trico (K(X), H).
Daqui na frente consideraremos X como sendo um espac¸o de Banach.
Proposic¸a˜o 1.33. O espac¸o me´trico (K(X), H) e´ completo e separa´vel. Alem disso, KC(X)
e´ um subespac¸o fechado de K(X).
Demonstrac¸a˜o: A sua demonstrac¸a˜o pode-se achar em [21], ver tambe´m [53]. 
Na seguinte Proposic¸a˜o damos algumas propriedades da me´trica de Hausdorff.
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Proposic¸a˜o 1.34. Se A,A1, B,B1 ∈ K(X) enta˜o
(a) H(tA, tB) = tH(A,B) para todo t ≥ 0;
(b) H(A+ A1, B +B1) ≤ H(A,B) +H(A1, B1);
(c) H(A+ C,B + C) = H(A,B) para todo A,B ∈ KC(X) e C ∈ K(X).
Demonstrac¸a˜o: Para sua demonstrac¸a˜o consultar [14] e [69]. 
Agora procedemos a introduzir algumas me´tricas sobre o espac¸o de todos os conjun-
tos fuzzy compactos F(X). Para isto denotemos por FC(X) a famı´lia de conjuntos fuzzy
compactos e convexos, isto e´,
FC(X) := {u ∈ F(X) / u e´ convexo}.
Podemos extender H para F(X) como segue: A me´trica do supremo definida por
D(u, v) := sup
α∈[0,1]
H([u]α, [v]α)
para todo u, v ∈ F(X).
A Lp-me´trica Dp e´ a classe de me´tricas para 1 ≤ p <∞ definida por
Dp(u, v) :=
(∫ 1
0
H([u]α, [v]α)dα
)1/p
para todo u, v ∈ F(X).
Exemplo 1.35. Consideremos o conjunto fuzzy triangular η com suporte supp(η) = [−1, 1]
e o conjunto fuzzy u definido por
u(x) =
{
1− x2 se x ∈ [−1, 1]
0 se x 6∈ [−1, 1].
Enta˜o,
D(u, η) = sup
α∈[0,1]
H([u]α, [η]α)
= sup
α∈[0,1]
H
(
[−√1− α, √1− α ], [−(1− α), (1− α)] )
= sup
α∈[0,1]
|√1− α− (1− α)|
= 1/4.
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3/4
1
R
0
D
Figura 1.9: A me´trica do supremo D.
Agora, usando a L1-me´trica D1 temos que
D1(u, η) =
∫ 1
0
H([u]α, [η]α)dα
=
∫ 1
0
H
(
[−√1− α, √1− α ], [−(1− α), (1− α)] ) dα
=
∫ 1
0
|√1− α− (1− α)|dα
= 1/6.
A seguir, vejamos o que acontece com a completitude e a separabilidade do espac¸o F(X).
Proposic¸a˜o 1.36. (F(X), D) e´ um espac¸o me´trico completo.
Demonstrac¸a˜o: Pode-se ver a Proposic¸a˜o 7.2.2 em [28]. 
Como vimos, o espac¸o me´trico dos conjuntos fuzzy compactos com a me´trica do supremo
D e´ completo, mas esta na˜o e´ separa´vel como veremos no exemplo a seguir. Porem, este
espac¸o F(X) e´ separa´vel com a Lp-me´trica, mas perde a completitude.
Exemplo 1.37. Seja t ∈ (0, 1] e considere a seguinte famı´lia de func¸o˜es ut : R → [0, 1],
defnidas por:
ut(x) =


0 se x 6∈ [0, 1]
t se 0 ≤ x < 1
1 se x = 1.
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Observemos que [ut]
0 = [0, 1], ∀t, mas se α ∈ (0, 1], enta˜o
[ut]
α =
{
[0, 1] se α ∈ (0, t]
{1} se α ∈ (t, 1].
Logo, na˜o e´ dif´ıcil ver que se t1 6= t2 enta˜o D(ut1 , ut2) = 1. Isto nos diz que o espac¸o
(F(X), D) na˜o e´ separa´vel.
Proposic¸a˜o 1.38. Para 1 ≤ p <∞, (F(X), D) e´ um espac¸o me´trico separa´vel.
Demonstrac¸a˜o: Veja as Proposic¸a˜o 7.1.2 e 7.3.3 em [28]. 
Existem distintas me´tricas, como as dadas anteriormente, com as quais subecpac¸o˜s de
F(X) sa˜o completos e separa´veis, pode-se ver [28].
1.7 Func¸a˜o suporte fuzzy
E´ conhecido a impotaˆncia do conceito de func¸a˜o suporte de um conjunto em ana´lise.
Este conceito foi generalizado ao contexto fuzzy por Puri e Ralescu [63]. Desde enta˜o esta
ferramenta, func¸a˜o suporte fuzzy, bem sendo bastante utilizada com sucesso na teoria fuzzy,
ver por exemplo [70], [74].
Nesta sec¸a˜o apresentamos o conceito de func¸a˜o suporte fuzzy e sera˜o dadas suas pro-
priedades principais.
Consideremos, nesta sec¸a˜o, o espac¸o de Banach Real X com norma ‖ · ‖, X∗ seu dual
topolo´gico com norma ‖ · ‖∗ e 〈·, ·〉 o produto real canoˆnico entre X e X∗.
Definic¸a˜o 1.39. Seja A um subconjunto na˜o vazio de X. A func¸a˜o suporte de A e´ a
func¸a˜o σ(A, ·) definida em X∗ com valores em R ∪ {+∞} dada por
σ(K, x∗) = sup{〈x∗, x〉 / x ∈ K}
Observac¸a˜o 1.40. Se X = Rn, seu dual e´ o mesmo Rn. Assim, se A ⊂ Rn enta˜o
σ(A, x) = sup{〈x, y〉 / y ∈ A}
onde 〈·, ·〉 e´ o produto interno usual em Rn.
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Exemplo 1.41. Seja B[0, 1] a bola unita´ria centrada em 0 ∈ X. Enta˜o a func¸a˜o suporte de
B[0, 1], σ(B[0, 1], .), e´ definida como a func¸a˜o norma do dual, isto e´,
σ(B[0, 1], x∗) = sup{〈x∗, x〉 / ‖x‖ ≤ 1} = ‖x∗‖∗
para todo x∗ ∈ X∗, e esta e´ cont´ınua. Se X = Rn, σ(B[0, 1], x) = ‖x‖ ∀x ∈ Rn , onde ‖.‖
e´ a norma usual em Rn.
Ja´ que a func¸a˜o suporte e´ positivamente homogeˆnea, isto e´,
σ(A, λx∗) = λσ(A, x∗), ∀λ ≥ 0,
enta˜o a func¸a˜o suporte de um conjunto esta´ completamente determinada na bola unita´ria
B∗[0, 1] de X∗, isto e´, dado um subconjunto A ⊂ X a sua func¸a˜o suporte e´ uma aplicac¸a˜o
σ(A, ·) : B∗[0, 1] → R ∪ {+∞} definida, para cada x∗ ∈ B∗[0, 1], por
σ(A, x∗) = sup{〈x∗, x〉 / x ∈ A}.
Definic¸a˜o 1.42. Seja u ∈ F(X), enta˜o definimos a func¸a˜o suporte fuzzy de u como uma
aplicac¸a˜o Su : [0, 1]× B∗[0, 1] → R ∪ {+∞} tal que
Su(α, x
∗) = σ([u]α, x∗), ∀(α, x∗) ∈ [0, 1]× B∗[0, 1].
Proposic¸a˜o 1.43. Sejam u, v conjuntos fuzzy sobre X. Enta˜o a func¸a˜o suporte Su(·, ·)
satisfaz as seguintes propriedades:
(a) Su(α, λx
∗) = λSu(α, x∗) ∀λ ≥ 0.
(b) Su(α, x
∗
1 + x
∗
2) ≤ Su(α, x∗1) + Su(α, x∗2) para todo x∗1, x∗2 ∈ B∗[0, 1].
(c) Sλu(·, ·) = λSu(·, ·) ∀λ ≥ 0.
(d) Para u, v ∈ F(X) temos que Su+v(·, ·) = Su(·, ·) + Sv(·, ·).
(e) Se u ⊆ v, enta˜o Su(α, x∗) ≤ Sv(α, x∗) ∀(α, x∗) ∈ [0, 1] × B∗[0, 1]. Em particular, se
u, v ∈ FC(X) enta˜o
u ⊆ v ⇐⇒ Su(α, x∗) ≤ Sv(α, x∗) ∀(α, x∗) ∈ [0, 1]× B∗[0, 1].
Demonstrac¸a˜o: Pode-se consultar [28]. 
CAP´ITULO 2
Convoluc¸a˜o e aproximac¸a˜o de conjuntos
fuzzy
Em muitas situac¸o˜es e´ necessa´rio a aproximac¸a˜o de um conjunto fuzzy normal compacto
por conjuntos fuzzy com algumas propriedades adicionais, como por exemplo, conjuntos
fuzzy cont´ınuos ou conjuntos fuzzy Lipschitz, ver [28].
Nesse sentido, Colling e Kloeden [26] provaram que conjuntos fuzzy normais, compactos
e convexos sobre Rn podem ser aproximados por conjuntos fuzzy cont´ınuos na D-me´trica.
Tambe´m, em [70] Rojas-Medar, Bassanezi e Roma´n-Flores provaram que o espac¸o de con-
juntos fuzzy normais, compactos, convexos sobre Rn, com a aplicac¸a˜o de n´ıvel Lipschitz e´
um subespac¸o denso no espac¸o de conjuntos fuzzy normais, compactos, convexos, com a
aplicac¸a˜o de n´ıvel cont´ınua em relac¸a˜o a` D-me´trica, o mesmo resultado e´ generalizado para
espac¸os de Banach com aplicac¸o˜es que ajudam na caracterizac¸a˜o da compacidade no espac¸o
dos conjuntos fuzzy (ver [74]).
Neste Cap´ıtulo, apresentamos um novo tipo de aproximac¸a˜o, usando o conceito de con-
voluc¸a˜o entre conjuntos fuzzy que introduzimos na primeira sec¸a˜o. Esta aproximac¸a˜o gene-
raliza os resultados citados anteriormente de dois maneiras:
a) Consideramos o espac¸o F(Rn) de conjuntos fuzzy compactos e normais, sem nemhuma
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condic¸a˜o de convexidade;
b) Provamos a densidade de conjuntos fuzzy compactos, normais e Lipchitz em F(Rn)
com respeito a` D-me´trica.
Por simplicidade todos os nossos resultados sa˜o considerados em Rn, mas eles podem ser
extendidos a um espac¸o de Banach real, reflexivo e separa´vel X. Isto, porque o principal
argumento utilizado e´ a compacidade da bola unita´ria em Rn, e assim e´ suficiente considerar
a topologia fraca sobre X e usar o mesmos argumentos.
Este Cap´ıtulo esta´ organizado da seguinte maneira: na Sec¸a˜o 2.1, introduzimos o conceito
de Convoluc¸a˜o de conjuntos fuzzy e damos algumas notac¸o˜es; na Sec¸a˜o 2.2 apresentamos
nossos resultados principais sobre a aproximac¸a˜o de conjuntos fuzzy e na Sec¸a˜o 2.3 provamos
algumas relac¸o˜es entre convoluc¸a˜o de nu´meros fuzzy e a integral de Choquet. Tambe´m
daremos alguns exemplos.
Os resultados deste Cap´ıtulo foram publicados em [78].
2.1 Convoluc¸a˜o de conjuntos fuzzy
Nesta sec¸a˜o introduzimos o conceito de Convoluc¸a˜o de conjuntos fuzzy, como veremos, e´
uma nova forma de somar conjuntos fuzzy. Na verdade, e´ uma maneira de reescrever a soma
de dois conjuntos fuzzy compactos. Tambe´m, daremos algumas propriedades e provaremos
alguns resultados que sera˜o de muita utilidade para provar nosso resultado principal, a
aproximac¸a˜o de conjuntos fuzzy compactos normais por conjuntos fuzzy Lipchitz.
Como tinhamos visto no Cap´ıtulo 1, F(Rn) denota a famı´lia de todos os conjuntos fuzzy
compactos e normais, isto e´,
F(Rn) = {u : Rn → [0, 1] / u e´ compacto e normal }.
Por outro lado, consideremos o subespac¸o fechado FC(Rn) ⊂ F(Rn) de todos os conjuntos
fuzzy compactos convexos e normais, isto e´,
FC(Rn) := {u ∈ F(Rn) / u e´ convexo}.
A seguinte definic¸a˜o foi dada em [87] em outro contexto.
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Definic¸a˜o 2.1. Sejam u, v ∈ F(Rn). Enta˜o, definimos a convoluc¸a˜o, u5v, de u e v como
(u5 v)(x) = sup
y∈Rn
{u(y) ∧ v(x− y)},
onde o simbolo ∧ denota o mı´nimo sobre o intevalo [0, 1].
A definic¸a˜o anterior e´ bem conhecida em ana´lise convexa, ver [79], [87]. Agora, um
resultado usual e´ o seguinte:
Proposic¸a˜o 2.2. Se u, v ∈ F(Rn), enta˜o u5 v ∈ F(Rn). Ale´m disso,
[u5 v]α = [u]α + [v]α,
para todo α ∈ [0, 1].
Demonstrac¸a˜o: A prova e´ ana´loga a`s apresentadas em [79], [87]. 
Observac¸a˜o 2.3. Devido a` Proposic¸a˜o 2.2, usando a convoluc¸a˜o, podemos rescrever sobre
F(Rn) as operac¸o˜es de soma e produto escalar por
u+ v = u5 v
(λ · u)(x) =
{
u(x
λ
) se λ 6= 0
χ{0}(x) se λ = 0.
e, com tais definic¸o˜es, obtemos que [u + v]α = [u]α + [v]α e [λ · u]α = λ[u]α, para todo
u, v ∈ F(Rn), α ∈ [0, 1] e λ ∈ R (para maiores detalhes sobre soma de n´ıveis de func¸o˜es ver
[70], [87], [89]).
2.2 Densidade e convoluc¸a˜o
Em geral, e´ conhecido que o espac¸o de func¸o˜es lipschitz e´ um subespac¸o denso das func¸o˜es
cont´ınuas com respeito a` me´trica uniforme. Nesta sec¸a˜o provaremos um tipo diferente de
densidade, especificamente, provaremos que o espac¸o de func¸o˜es Lipchitz e´ um subespac¸o
denso do (F(Rn), D).
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Lembremos que u ∈ F(Rn) e´ chamado Lipschitz (sobre seu suporte) com constante
M ∈ R+ se | u(x)− u(y) |≤M ‖ x− y ‖ para cada x, y ∈ [u]0 = supp(u).
Denotaremos por L(Rn) a famı´lia de todos os conjuntos fuzzy Lipschitz u ∈ F(Rn), isto
e´,
L(Rn) := {u ∈ F(Rn) / u e´ Lipchitz }.
Observac¸a˜o 2.4. Seja A ∈ K(Rn). Enta˜o χA ∈ L(Rn).
O seguinte resultado e´ provado similarmente como em [87].
Teorema 2.5. Sejam u, v ∈ F(Rn). Se u ∈ L(Rn) enta˜o u5 v ∈ L(Rn).
Demonstrac¸a˜o: Primeiro, observemos que
supp(u5 v) = supp(u) + supp(v).
Como,
(u5 v)(x) = sup{hy(x) = u(y) ∧ v(x− y) / y ∈ supp(u)}, (2.1)
enta˜o, para cada y ∈ supp(u), a func¸a˜o hy : Rn → [0, 1] e´ Lipschitz com constante M , pois
| hy(x)− hy(z) | = | u(y) ∧ v(x− y)− u(y) ∧ v(z − y) |
≤ | v(x− y)− v(z − y) |
≤ K ‖ x− z ‖ .
Finalmente, para provar que u5 v e´ Lipschitz com constante M notemos que
hy(z)−M ‖ x− z ‖≤ hy(x) ≤ hy(z) +M ‖ x− z ‖,
e enta˜o, tomando supremo com respeito a y obtemos que
(u5 v)(z)−M ‖ x− z ‖≤ (u5 v)(x) ≤ (u5 v)(z) +M ‖ x− z ‖ ,
isto e´,
| (u5 v)(x)− (u5 v)(z) |≤M ‖ x− z ‖ .
Isto completa a prova. 
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Observac¸a˜o 2.6. Notemos que em [87] as func¸o˜es u e v sa˜o consideradas com valores em R
e sa˜o Lipschitz sobre todo o domı´nio. Em nosso caso estamos trabalhando com func¸o˜es com
valores em [0, 1] as quais sa˜o Lipschitz so´ sobre seu suporte. Por outro lado, e´ importante
observarmos que em (2.1) poder´ıamos supor, sem perda de generalidade, que y ∈ supp(u) e,
simultaneamente, x− y ∈ supp(v). E´ claro que em qualquer outro caso temos hy(x) = 0.
Exemplo 2.7. Consideremos a func¸a˜o u : R → [0, 1] definida por
u(x) =


1
2
se 0 ≤ x < 1
2
1 se 1
2
≤ x ≤ 1
0 se x /∈ [0, 1].
Enta˜o podemos ver que u na˜o e´ uma func¸a˜o Lipschitz. Mas, se consideramos
v(x) =
{
x se 0 ≤ x ≤ 1
0 se x /∈ [0, 1],
temos que v ∈ L(Rn). Agora,
[u]α =
{
[0, 1] se 0 ≤ α ≤ 1
2[
1
2
, 1
]
se 1
2
< α ≤ 1
e
[v]α = [α, 1], ∀α ∈ [0, 1].
Assim,
[u5 v]α =
{
[0, 1] + [α, 1] se 0 ≤ α ≤ 1
2[
1
2
, 1
]
+ [α, 1] se 1
2
< α ≤ 1.
=
{
[α, 2] se 0 ≤ α ≤ 1
2[
α + 1
2
, 2
]
se 1
2
< α ≤ 1.
Logo, usando a seguinte formula
(u5 v)(x) = sup{α / x ∈ [u5 v]α},
obtemos que
(u5 v)(x) =


x se 0 ≤ x < 1
2
1
2
se 1
2
≤ x < 1
x− 1
2
se 1 ≤ x < 3
2
1 se 3
2
≤ x ≤ 2,
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e´ uma func¸a˜o Lipschitz com constante M = 1.
Nosso resultado principal nesta sec¸a˜o e´ o seguinte.
Teorema 2.8. Para cada u ∈ F(Rn) existe uma sequeˆncia (vp) ∈ L(Rn) tal que D(vp , u) ≤
1/p para p = 1, 2, .....
Demonstrac¸a˜o: Seja u ∈ F(Rn) quaisquer. Denotemos por B[0, 1/p] a bola fechada com
raio 1/p centrada na origem 0 ∈ Rn. Enta˜o, ja´ que B[0, 1/p] e´ compacta, temos que χB[0,1/p] ∈
L(Rn) para cada p ∈ N.
Agora, tomando vp := u 5 χB[0 ,1/p], pelo Teorema 2.5, temos que vp ∈ L(Rn), ∀p.
Ale´m disso, utilizando propriedades da me´trica de Hausdorff H e propriedades de n´ıvel de
um conjunto fuzzy, para cada α ∈ [0, 1], temos que
H([vp]
α, [u]α) = H([u5 χB[0 ,1/p]]α , [u]α)
= H([u]α + [χB[0 ,1/p]]
α , [u]α)
= H([u]α + B[0 , 1/p] , [u]α + {0})
≤ H(B[0 , 1/p] , {0})
= 1/p.
Assim, tomando o supremo em α, obtemos que D(vp , u) ≤ 1/p, para cada p, e a prova esta´
completa. 
Corola´rio 2.9. (L(Rn), D) e´ um subespac¸o denso de (F(Rn), D).
Demonstrac¸a˜o: E´ uma consequeˆncia imediata do Teorema anterior. 
Observac¸a˜o 2.10. Em um contexto mais restrito, Colling e Kloeden [26], usando te´cnicas
totalmente diferentes, provaram que os conjuntos fuzzy cont´ınuos sa˜o densos em FC(Rn) com
respeito a` D-me´trica.
Observac¸a˜o 2.11. Em [70] e [74] Rojas-Medar, Bassanezi e Roma´n-Flores, usando os
polinoˆmios de Berstein mult´ıvoco, provaram que os conjuntos fuzzy com a aplicac¸a˜o de n´ıvel
α→ [u]α Lipschitz sa˜o densos na classe de conjuntos fuzzy onde a aplicac¸a˜o de n´ıvel α→ [u]α
e´ cont´ınua.
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2.3 Convoluc¸a˜o e integral de Choquet
Nesta sec¸a˜o, como uma aplicac¸a˜o de convoluc¸a˜o de conjuntos fuzzy, provaremos a adi-
tividade da integral de Choquet (ver [75]) sobre a classe FC(R) de nu´meros fuzzy em relac¸a˜o
a`s medidas fuzzy alge´bricamente aditivas sobre R.
Definic¸a˜o 2.12. Seja Σ um σ-a´lgebra de subconjuntos de R. Uma medida fuzzy sobre Σ e´
uma func¸a˜o µ : Σ → [0,∞] tal que
1) µ(∅) = 0
2) A,B ∈ Σ, A ⊂ B ⇒ µ(A) ≤ µ(B).
Definic¸a˜o 2.13. Uma medida fuzzy µ e´ chamada algebricamente aditiva sobre intervalos se
µ(I + J) = µ(I) + µ(J),
onde I, J sa˜o intervalos compactos e I + J e´ definido por
I + J = [a, b] + [c, d] = [a+ c, b+ d].
Exemplo 2.14. (Medidas exteriores em R). Para cada conjunto A de nu´meros reais con-
sideremos a famı´lia enumera´vel {In} de intervalos abertos que cobrem A, isto e´, uma famı´lia
para o qual A ⊆ ⋃ In, e para cada tal famı´lia consideremos a soma dos comprimentos
do intervalo da famı´lia, isto e´,
∑
l(In), onde l(In) denota o comprimento do intervalo In.
Definimos a medida exterior m∗(A) de A como o ı´nfimo de todas tais somas, isto e´,
m∗(A) = inf
A⊆⋃ In
∑
l(In).
Da definic¸a˜o de m∗ segue imediatamente que m∗(∅) = 0 e que se A ⊆ B, enta˜o m∗(A) ≤
m∗(B).
Portanto m∗ e´ uma medida fuzzy definida sobre P(R). Ale´m disso, ja´ que m∗(I) = l(I)
para qualquer intervalo limitado, enta˜o m∗ e´ uma medida fuzzy algebricamente aditiva sobre
R. De fato, se I = [a, b] e J = [c, d] sa˜o dois intervalos limitados, enta˜o depois de alguns
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ca´lculos provamos que I + J = [a+ c, b+ d], e
m∗(I + J) = (b+ d)− (a+ c)
= (b− a) + (d− c)
= m∗(I) +m∗(J).
Definic¸a˜o 2.15. Seja µ uma medida fuzzy sobre R e f ∈ FC(R). Enta˜o, define-se a integral
de Choquet de f com respeito a µ como
(C)
∫
fdµ =
∫ 1
0
µ({x/ f(x) ≥ α})dα =
∫ 1
0
µ([f ]α)dα.
Teorema 2.16. Seja µ uma medida fuzzy algebricamente aditiva sobre R e f, g ∈ FC(R).
Enta˜o,
(C)
∫
(f 5 g)dµ = (C)
∫
fdµ+ (C)
∫
gdµ
(C)
∫
(λ · f)dµ = λ(C)
∫
fdµ .
Demonstrac¸a˜o: Se f, g ∈ FC(Rn) enta˜o, devido a` Proposic¸a˜o 2.2, [f 5 g]α,[f ]α e [g]α sa˜o
intervalos limitados, convexos e fechados, para todo α ∈ [0, 1]. Ale´m disso,
[f 5 g]α = [f ]α + [g]α , ∀ α ∈ [0, 1]. (2.2)
Assim, devido a (2.2),
µ([f 5 g]α) = µ([f ]α + [g]α)
= µ([f ]α) + µ([g]α)
∀ α ∈ [0, 1].
Consequentemente,
(C)
∫
(f 5 g)dµ =
∫ 1
0
µ([f 5 g]α)dα
=
∫ 1
0
{µ([f ]α) + µ([g]α)}dα
= (C)
∫
fdµ+ (C)
∫
gdµ.
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Analogamente,
µ([λ · f ]α) = µ(λ[f ]α) = λµ([f ]α).
Portanto,
(C)
∫
(λ · f)dµ =
∫ 1
0
µ([λ · f ]α)dα
=
∫ 1
0
λµ([f ]α)dα
= λ (C)
∫
fdµ.

Exemplo 2.17. Se consideramos u e v como no Exemplo 2.7 e µ = m∗, enta˜o temos que
u, v ∈ FC(R) e
m∗([u5 v]α) =
{
2− α se 0 ≤ α ≤ 1
2
3
2
− α se 1
2
< α ≤ 1.
m∗([u]α) =
{
1 se 0 ≤ α ≤ 1
2
1
2
se 1
2
< α ≤ 1
m∗([v]α) = 1− α , ∀ α ∈ [0, 1].
Desta maneira,
(C)
∫
(u5 v)dµ =
∫ 1
0
m∗([u5 v]αdα
=
∫ 1/2
0
(2− α)dα +
∫ 1
1/2
(3/2− α)dα
=
5
4
.
Por outro lado,
(C)
∫
udµ+ (C)
∫
vdµ =
∫ 1
0
m∗([u]α)dα +
∫ 1
0
m∗([v]α)dα
=
[∫ 1/2
0
dα +
∫ 1
1/2
1
2
dα
]
+
[∫ 1
0
(1− α)dα
]
=
5
4
.
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Observac¸a˜o 2.18. Em [75] foi estudado a convergeˆncia de n´ıvel e a Γ-convergeˆncia de
func¸o˜es e suas relac¸o˜es. Em [76] sa˜o estabelecidas as condic¸o˜es minimais para a continuidade
de medidas fuzzy com respeito a` convergencia de Hausdorff sobre K(Rn). Estes trabalhos
devem ser o ponto de partida para estudar a continuidade da integral de Choquet e as integrais
na˜o aditivas (ver [29]) com relac¸a˜o a` convergeˆncia de n´ıvel de func¸o˜es.
CAP´ITULO 3
Espac¸o Quasilinear Fuzzy e Aplicac¸o˜es
Em [9] Assev apresenta uma nova forma de estudar o espac¸o de subconjuntos e o espac¸o de
multifunc¸o˜es, enfraquecendo a exigeˆncia de linearidade na construc¸a˜o da ana´lise funcional
linear. Assev introduz os conceitos de espac¸os quasilineares e operadores quasilineares as
quais nos permitem considerar espac¸os lineares e na˜o lineares de subconjuntos e multifunc¸o˜es
sob um mesmo ponto de vista. Ele estabelece propriedades e teoremas que sa˜o a contraparte
“quasilinear” de alguns resultados em ana´lise funcional linear e calculo diferencial em espac¸os
de Banach. Este trabalho nos motivou para extender a noc¸a˜o de espac¸os quasilineares ao
contexto fuzzy.
Neste Cap´ıtulo temos o propo´sito de apresentar o conceito de espac¸os quasilineares fuzzy e
introduzir a teoria de operadores quasilineares fuzzy. Apresentaremos algumas propriedades
sobre espac¸os quasilineares, bem como algumas proposic¸o˜es e teoremas relativos a` teoria
de operadores quasilineares fuzzy. Por exemplo, expomos a versa˜o fuzzy do teorema de
Banach-Steinhauss e introduzimos uma teoria de dualidade para operadores quasilineares
fuzzy. Tambe´m apresentamos alguns resultados relacionados a`s incluso˜es diferenciais fuzzy.
Outra aplicac¸a˜o desta nova teoria sera´ dado no pro´ximo cap´ıtulo, onde estudamos o ca´lculo
diferencial fuzzy. Acreditamos que estes resultados representara˜o um papel importante na
construc¸a˜o de uma ana´lise fuzzy consistente.
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Este cap´ıtulo esta´ organizado como segue. Na Sec¸a˜o 3.1 damos os conceitos de espac¸os
quasilineares normados e operadores quasilineares que foram introduzidos por Assev em
[9]. Na Sec¸a˜o 3.2 estudamos o espac¸o quasilinear F(X) (espac¸o de todos os conjuntos
fuzzy compactos definidos sobre X), suas me´tricas associadas a quasinormas e damos alguns
resultados de convergeˆncia. Tambe´m estudamos operadores quasilineares definidos entre dois
espac¸os quasilineares fuzzy, obtendo resultados que sa˜o ana´logos aos de ana´lise funcional: a
relac¸a˜o entre operadores quasilineares e a continuidade e o teorema de Banach-Steinhauss.
Na Sec¸a˜o 3.3 estudamos os operadores quasilineares fuzzy, os quais sa˜o operadores sobre um
espac¸o vetorial normado tomando valores em um espac¸o quasilinear fuzzy. Usando o Teorema
de Representac¸a˜o devido a Negoita e Ralescu, definimos o adjunto de um operador quasilinear
fuzzy. Finalmente, na Sec¸a˜o 3.4 obtemos alguns resultados sobre incluso˜es diferenciais fuzzy.
Os resultados deste Cap´ıtulo sera˜o publicados em [42].
3.1 Espac¸os quasilineares
Definic¸a˜o 3.1. Um conjunto X e´ chamado espac¸o quasilinear se uma relac¸a˜o de ordem
parcial 6, uma operac¸a˜o de soma algebrica + e uma operac¸a˜o de multiplicac¸a˜o por nu´meros
reais ·, sa˜o definidas sobre este e as seguintes propriedades sa˜o verificadas para quaisquer
x, y, z, v ∈ X e nu´meros α, β ∈ R:
(q.1) x 6 x;
(q.2) x 6 y, y 6 z ⇒ x 6 z;
(q.3) x 6 y, y 6 x⇒ x = y;
(q.4) x+ y = y + x;
(q.5) x+ (y + z) = (x+ y) + z;
(q.6) existe um elemento θ ∈ X , chamado elemento neutro, tal que x+ θ = x;
(q.7) α· (β·x) = (α· β)·x;
(q.8) α· (x+ y) = α·x+ α· y;
(q.9) 1·x = x;
(q.10) 0·x = θ;
(q.11) (α + β)·x 6 α·x+ β·x;
(q.12) x 6 y e z 6 v ⇒ x+ z 6 y + v;
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(q.13) x 6 y ⇒ α·x 6 α· y.
Um elemento x
′ ∈ X e´ chamado inverso de x ∈ X , se x+ x′ = θ.
Notemos que, se um elemento x
′
existe, enta˜o este e´ u´nico. Se cada elemento x ∈
X possui inverso x′ , enta˜o a relac¸a˜o de ordem em X esta´ determinada pela igualdade e
consequentemente X e´ um espac¸o linear (vetorial) com escalares em R.
Definic¸a˜o 3.2. Seja X um espac¸o quasilinear. A func¸a˜o real ‖· ‖X : X → R e´ chamada
norma se as seguintes condic¸o˜es sa˜o satisfeitas para quaisquer x, y ∈ X e qualquer α ∈ R:
(n.1) x 6= θ ⇒ ‖x‖X > 0;
(n.2) ‖x+ y‖X ≤ ‖x‖X + ‖y‖X ;
(n.3) ‖α·x‖X = |α| ‖x‖X ;
(n.4) x 6 y ⇒ ‖x‖X ≤ ‖y‖X ;
(n.5) se para qualquer  > 0, existe um elemento x ∈ X tal que
x 6 y + x e ‖x‖X ≤ ⇒ x 6 y.
Um espac¸o quasilinear X com norma definida sobre este e´ chamado espac¸o quasilinear
normado.
Se qualquer x ∈ X possui um elemento inverso x′ ∈ X , enta˜o o conceito de um espac¸o
quasilinear normado conincide com o conceito de um espac¸o linear real normado.
De agora em diante, denotaremos (−1) · x por −x.
Seja X um espac¸o quasilinear normado. A me´trica de Hausdorff sobre X e´ definida por
HX (x, y) = inf{r ≥ 0 / x 6 y + ar1, y 6 x+ ar2, ‖ari‖X 6 r, i = 1, 2}.
Ja´ que x 6 y + (x − y) e y 6 x + (y − x), a quantidade HX (x, y) esta´ definida para cada
x, y ∈ X, e HX (x, y) ≤ ‖x − y‖X . Temos que a func¸a˜o HX (x, y) satisfaz todos os axiomas
de uma me´trica.
A prova do seguinte Lema e´ uma consequeˆncia da definic¸a˜o da me´trica de Hausdorff e
dos axiomas de espac¸os quasilineares.
Lema 3.3. As operac¸o˜es de soma +, a de multiplicac¸a˜o por um nu´mero real e a norma ‖·‖X
sa˜o cont´ınuas com respeito a` me´trica de Hausdorff HX
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Um exemplo interessante de espac¸o quasilinear normado e´ o seguinte: Seja X um espac¸o
linear real normado. Como tinhamos denotado na sec¸a˜o 1.6, K(X) e´ o espac¸o de todos os
subconjuntos fechados, limitados e na˜o vazios de X.
As operac¸o˜es de soma alge´brica e a multiplicac¸a˜o por um nu´mero real α ∈ R sa˜o dados
por
A+B = {a+ b / a ∈ A, b ∈ B}, αA = {αa / a ∈ A}.
O espac¸o K(X), com a relac¸a˜o de ordem parcial dada pela inclusa˜o e as operac¸o˜es de
soma e produto escalar definidas acima, satisfazem as condic¸o˜es (q.1) − (q.13). A norma
em K(X) e´ dado por ‖A‖K = supa∈A ‖a‖. Consequentemente K(X) e KC(X) sa˜o espac¸os
quasilineares normados. Neste caso a me´trica de Hausdorff e´ definida como usualmente
H(A,B) = inf{r ≥ 0/ A ⊂ B + rB[0, 1], B ⊂ A+ rB[0, 1]},
onde B[x, 1] e´ a bola fechado de raio 1 centrada em x ∈ X, B[x, r] = {y ∈ X/ ‖x− y‖ ≤ r}.
Definic¸a˜o 3.4. Sejam X e Y dois espac¸os quasilineares. Uma aplicac¸a˜o Γ : X → Y e´
chamada operador quasilinear se satisfaz as seguintes condic¸o˜es:
(O.1) Γ(λx) = λΓ(x), ∀λ ∈ R,
(O.2) Γ(x+ y) 6 Γ(x) + Γ(y), ∀x, y ∈ X ,
(O.3) x 6 y ⇒ Γ(x) 6 Γ(y).
Um operador quasilinear Γ : X → Y e´ chamado limitado se existe um k > 0 tal que
‖Γ(x)‖Y ≤ k‖x‖X , ∀x ∈ X .
Denotaremos por L(X ,Y) o espac¸o de todos os operadores quasilineares e limitados de
X em Y . Escrevemos Γ1 6 Γ2 se Γ1(x) 6 Γ2(x), ∀x ∈ X . A multiplicac¸a˜o por um nu´mero
real e´ definido sobre L(X ,Y) pela equac¸a˜o (λΓ)(x) = λΓ(x). Ale´m disso, a soma alge´brica
sobre L(X ,Y) e´ definido por (Γ1 + Γ2)(x) = Γ1(x) + Γ2(x). Com estas operac¸o˜es, L(X ,Y) e´
um espac¸o quasilinear.
Uma norma sobre L(X ,Y) e´ dado por
‖Γ‖L = sup
‖x‖X=1
‖Γ(x)‖Y .
Consequentemente, L(X ,Y) e´ um espac¸o quasilinear normado.
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3.2 Espac¸o quasilinear fuzzy
Seja X um espac¸o de Banach. Lembremos que F(X) denota o espac¸o de todos os
conjuntos fuzzy compactos e FC(X) o espac¸o de todos os conjuntos fuzzy compactos e
convexos.
Uma relac¸a˜o de ordem parcial ⊆ sobre F(X) e´ definido (ver sec¸a˜o 1.2) por
u ⊆ v ⇔ u(x) ≤ v(x), ∀x ∈ X ⇔ [u]α ⊂ [v]α, ∀α ∈ [0, 1], (3.1)
As operac¸o˜es de soma alge´brica e multiplicac¸a˜o por um nu´mero real λ ∈ R sobre F(X)
sa˜o definidos (veja a Sec¸a˜o 1.5) por
(u+ v)(x) = sup
y∈Y
min{u(y), v(x− y)} e (λu)(x) =
{
u(x
λ
) se λ 6= 0,
χ{0}(x) se λ = 0,
respectivamente. Com tais definic¸o˜es obtemos que [u + v]α = [u]α + [v]α e [λu]α = λ[u]α,
para todo u, v ∈ F(X), α ∈ [0, 1] e λ ∈ R.
O espac¸o F(X) com a soma, multiplicac¸a˜o por um nu´mero real e a relac¸a˜o de ordem
parcial definida em (3.1) e´ um espac¸o quasilinear com elemento neutro χ{0}.
Podemos considerar diversas normas sobre F(X), tais como
‖u‖∞ = sup
0≤α≤1
‖[u]α‖K
e
‖u‖1 =
∫ 1
0
‖[u]α‖Kdα.
A me´trica de Hausdorff que prove´m da norma ‖ · ‖∞, e´ dado por
D(u, v) = inf{r ≥ 0/ u ⊆ v + wr1, v ⊆ u+ wr2, wi ∈ F(X), ‖wri ‖∞ ≤ r, i = 1, 2},
ou equivalentemente,
D(u, v) = inf{r ≥ 0/ u ⊆ v + rω, v ⊆ u+ rω},
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onde ω ∈ F(X) e´ o conjunto fuzzy compacto definido por
ω(x) =
{
1 se x ∈ B[0, 1],
0 se x /∈ B[0, 1]. (3.2)
Tambe´m, podemos escrever D como segue,
D(u, v) = sup
α∈[0,1]
H([u]α, [v]α).
Para a norma ‖ · ‖1, a me´trica de Hausdorff associada e´ dada por
D1(u, v) = inf{r ≥ 0/ u ⊆ v + wr1, v ⊆ u+ wr2, wi ∈ F(X), ‖wri ‖1 ≤ r, i = 1, 2}.
Usando o α-n´ıvel de u e v, D1 pode ser equivalentemente expressado como
D1(u, v) =
∫ 1
0
H([u]α, [v]α)dα.
O espac¸o F(X) extende K(X) no sentido que, para cada A ∈ K(X), sua func¸a˜o carac-
ter´ıstica χA pertence a F(X). Claramente se A,B ∈ K(X), enta˜o
D(χA, χB) = D1(χA, χB) = H(A,B).
Daqui em diante, o espac¸o F(X) com a norma ‖ · ‖F(X) (onde ‖ · ‖F(X) e´ uma das
normas dadas anteriormente ou quaisquer outra), sera´ chamado espac¸o quasilinear fuzzy
normado. A me´trica de Hausdorff que prove´m da norma ‖·‖F(X) sera´ denotado por D(· , ·).
Lema 3.5. Seja F(X) um espac¸o quasilinear fuzzy normado e sejam u0, v0, un, vn, zn ∈
F(X), ∀n ∈ N.
(a) Suponhamos que un → u0 e vn → v0. Se un ⊆ vn, ∀n ≥ n0, para algum n0 ∈ N, enta˜o
u0 ⊆ v0;
(b) Suponhamos que un → u0 e zn → u0. Se un ⊆ vn ⊆ zn, ∀n ≥ n0, para algum n0 ∈ N,
enta˜o vn → u0;
(c) Suponhamos que un + vn → u0 e vn → χ{0}, enta˜o un → u0.
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Demonstrac¸a˜o: (a) Se un → u0 e vn → v0, enta˜o para qualquer  > 0 existe um N tal que
para quaisquer n ≥ N existem elementos an, bn ∈ F(X), com ‖an‖F(X) ≤  e ‖bn‖F(X) ≤ ,
tais que
u0 ⊆ un + an e vn ⊆ v0 + bn.
Desta maneira,
u0 ⊆ v0 + an + bn
para n ≥ N .
Ja´ que
‖an + bn‖F(X) ≤ ‖an‖F(X) + ‖bn‖F(X) ≤ 2,
de (n.5) segue que u0 ⊆ v0. As demonstrac¸o˜es de (b) e (c) sa˜o ana´logas. 
Lema 3.6. Sejam F(X) e F(Y ) dois espac¸os quasilineares fuzzy. Se Ψ : F(X) → F(Y ) e´
um operador quasilinear, enta˜o Ψ(χ{0}) = χ{0}.
Demonstrac¸a˜o: Usando (q.10) obtemos 0 · χ{0} = χ{0}. Logo, como Ψ e´ um operador
quasilinear, de (O.1) temos que Ψ(χ{0}) = Ψ(0 · χ{0}) = 0 ·Ψ(χ{0}) = χ{0}. 
Lema 3.7. Um operador quasilinear Ψ : F(X) → F(Y ) e´ limitado se, e somente se, este e´
cont´ınuo em χ{0} ∈ F(X).
Demonstrac¸a˜o: Primeiramente suponhamos que o operador Ψ e´ limitado. Enta˜o existe
um k > 0 tal que
‖Ψ(u)‖F(Y ) ≤ k‖u‖F(X), ∀u ∈ F(X).
Assim, dado  > 0, se
D(u, χ{0}) = ‖u‖F(X) < δ = /k,
enta˜o
D(Ψ(u),Ψ(χ{0})) = ‖Ψ(u)‖F(Y ) ≤ k‖u‖F(X) < kδ = ,
e consequentemente Ψ e´ cont´ınua em χ{0}. Agora, suponhamos que Ψ e´ um operador quasi-
linear cont´ınuo em χ{0} ∈ F(X). Enta˜o, para qualquer  > 0, existe um δ > 0 tal que
D(u, χ{0}) = ‖u‖F(X) < δ implica
D(Ψ(u),Ψ(χ{0})) = D(Ψ(u), χ{0}) = ‖Ψ(u)‖F(Y ) < .
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Assim, para quaisquer u ∈ F(X),∥∥∥∥Ψ
(
δu
2‖u‖F(X)
)∥∥∥∥
F(Y )
=
δ
2‖u‖F(X)‖Ψ(u)‖F(Y ) < ,
enta˜o,
‖Ψ(u)‖F(Y ) < 2
δ
‖u‖F(X),
e portanto Ψ e´ limitado. 
Lema 3.8. Seja Ψ : F(X) → F(Y ) um operador quasilinear fuzzy. Se Ψ e´ cont´ınuo em
χ{0} ∈ F(X), enta˜o Ψ e´ uniformemente cont´ınuo sobre F(X).
Demonstrac¸a˜o: Suponhamos que Ψ e´ cont´ınuo em χ{0}. Enta˜o, para qualquer  > 0, existe
um δ > 0 tal que se ‖u‖F(X) < δ, enta˜o ‖Ψ(u)‖F(Y ) < . Dado u0 ∈ F(X), se D(u, u0) < δ,
enta˜o existem w1, w2 ∈ F(X) tais que
‖wi‖F(X) ≤ δ, i = 1, 2, e u ⊆ u0 + w1 , u0 ⊆ u+ w2.
Como Ψ e´ um operador quasilinear, segue que
Ψ(u) ⊆ Ψ(u0) + Ψ(w1) e Ψ(u0) ⊆ Ψ(u) + Ψ(w2).
Ja´ que ‖wi‖F(X) < δ, enta˜o ‖Ψ(wi)‖F(Y ) < , i = 1, 2, e desta maneira D(Ψ(u),Ψ(u0)) < .

Exemplo 3.9. Sejam X e Y dois espac¸os de Banach. Se f : X → Y e´ uma func¸a˜o, sua
Extensa˜o de Zadeh (ver [62], [73]), fˆ : F(X) → F(Y ), e´ definido por
fˆ(u)(x) =


sup
y∈f−1(x)
u(y) se f−1(x) 6= ∅,
0 se f−1(x) = ∅.
Se f e´ cont´ınua, enta˜o fˆ esta´ bem definida (ver [73]) e
[fˆ(u)]α = f([u]α), ∀α ∈ [0, 1], ∀u ∈ F(X).
Agora, suponhamos que f e´ linear. Enta˜o, fˆ e´ um operador quasilinear fuzzy e da con-
tinuidade de f segue que fˆ e´ limitado. Consequentemente, do Lema 3.7 e Lema 3.8, fˆ e´
uniformemente cont´ınua.
43
O espac¸o L(F(X),F(Y )) de todos os operadores quasilineares e limitados de F(X) em
F(Y ), com a norma definida por
‖Ψ‖L = sup
‖u‖F(X)=1
‖Ψ(u)‖F(Y ),
e´ um espac¸o quasilinear normado.
A seguir sa˜o dados algumas propriedades de operadores quasilineares limitados.
Lema 3.10. (a) Qualquer elemento Ψ ∈ L(F(X),F(Y )) satisfaz a condic¸a˜o de Lipschitz
com constante ‖Ψ‖L;
(b) Se Ψ1 ∈ L(F(X),F(Y )) e Ψ2 ∈ L(F(Y ),F(Z)), enta˜o o operador Ψ = Ψ2 ◦Ψ1 esta´ no
espac¸o L(F(X),F(Z)).
Demonstrac¸a˜o: Ja´ que Ψ ∈ L(F(X),F(Y )) enta˜o
‖Ψ(u)−Ψ(v)‖F(Y ) ≤ ‖Ψ(u− v)‖F(Y )
≤ ‖Ψ‖L ‖u− v‖F(X) .
Portanto Ψ e´ Lipchitz com constante ‖Ψ‖L.
Agora para provarmos a parte (b), tomemos u, v ∈ F(X) e λ ∈ R quaisquer. Enta˜o, se
Ψ1 ∈ L(F(X),F(Y )), de (O.1) e (O.2) da Definic¸a˜o 3.4, temos que
Ψ1(λu+ v) ⊆ λΨ1(u) + Ψ1(v). (3.3)
Mas, Ψ2 ∈ L(F(Y ),F(Z)), enta˜o, da condic¸a˜o (O.1), (O.2) e (O.3) da Definic¸a˜o de operador
quasilinear e de (3.3), temos que
Ψ(λu+ v) = Ψ2 ◦Ψ1(λu+ v)
= Ψ2(Ψ1(λu+ v))
⊆ Ψ2(λΨ1(u) + Ψ1(v))
⊆ λΨ2(Ψ1(u)) + Ψ2(Ψ1(v))
= λΨ2 ◦Ψ1(u) + Ψ2 ◦Ψ1(v).
Ale´m disso, se u ⊆ v enta˜o
Ψ2 ◦Ψ1(u) = Ψ2(Ψ1(u)) ⊆ Ψ2(Ψ1(v)).
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Donde segue que Ψ = Ψ2◦Ψ1 e´ um operador quasilinear. Agora, como Ψ1 e Ψ2 sa˜o limitados,
existem k1, k2 > 0 tais que,
‖Ψ1(u)‖F(Y ) ≤ k1 ‖u‖F(X) , ∀u ∈ F(X)
e
‖Ψ1(v)‖F(Z) ≤ k2 ‖v‖F(Y ) , ∀v ∈ F(Y ).
Segue da´ı que,
‖Ψ2 ◦Ψ1(u)‖F(Z) ≤ k2 ‖Ψ1(u)‖F(Y )
≤ k1k2 ‖u‖F(X) , ∀u ∈ F(X),
e assim Ψ e´ limitado. Portanto, Ψ ∈ L(F(X),F(Z)). 
Das propriedades de limite temos o seguinte resultado.
Lema 3.11. Suponhamos que a sequeˆncia {Ψn} ∈ L(F(X),F(Y )) converge em cada ponto
u ∈ F(X). Enta˜o
Ψ(u) = lim
n→+∞
Ψn(u)
e´ um operador quasilinear.
Demonstrac¸a˜o: E´ imediata das propriedades de limite. 
Definimos a func¸a˜o ϕω : [0,+∞) → F(Y ) por ϕω(t) = tω, onde ω = χB[0,1], e´ a func¸a˜o
caracter´ıstica da bola fechada de raio 1 centrada em 0 ∈ Y . Esta func¸a˜o satisfaz as seguintes
propriedades:
u ⊆ ϕω(‖u‖F(Y )),
t ≤ s ⇒ ϕω(t) ⊆ ϕω(s),
ϕω(t+ s) = ϕω(t) + ϕω(s).
(3.4)
Lema 3.12. O operador Θ : F(X) → F(Y ), definido por
Θ(u) = ϕω(‖u‖F(X))
pertence a L(F(X),F(Y )).
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Demonstrac¸a˜o: Sejam u, v ∈ F(X) tais que u ⊆ v, enta˜o ‖u‖F(X) ≤ ‖v‖F(X). Por (3.4),
temos que
ϕω(‖u‖F(X)) ⊆ ϕω(‖v‖F(X))
e
ϕω(‖u+ v‖F(X)) ⊆ ϕω(‖u‖F(X)) + ϕω(‖v‖F(X)).
Tambe´m temos que ϕω(‖λu‖F(X)) = |λ|ϕω(‖u‖F(X)). Ja´ que, ω = −ω = (−1)ω, segue que
ϕω(‖λu‖F(X)) = λϕω(‖u‖F(X)).
Consequentemente, Θ(u) e´ um operador quasilinear de F(X) em F(Y ). Agora,
‖Θ(u)‖F(Y ) = ‖ϕω(‖u‖F(X))‖F(Y )
= ‖ ‖u‖F ω‖F
= ‖ω‖F(Y )‖u‖F(X).
Portanto, Θ ∈ L(F(X),F(Y )). 
Observac¸a˜o 3.13. (a) ‖Θ‖L = 1;
(b) Se ‖Ψ‖L ≤ ‖Θ‖L, enta˜o Ψ 6 Θ;
(c) Ψ 6 ‖Ψ‖L ·Θ.
A me´trica de Hausdorff sobre L(F(X),F(Y )) e´ dada por
HL(Ψ1,Ψ2) = inf{ r ≥ 0 / Ψ1 6 Ψ2 + Ψr1, Ψ2 6 Ψ1 + Ψr2,
Ψri ∈ L(F(X),F(Y )), ‖Ψri‖L ≤ r, i = 1, 2},
ou equivalentemente,
HL(Ψ1,Ψ2) = inf{r > 0 : Ψ1 6 Ψ2 + rΘ , Ψ2 6 Ψ1 + rΘ}.
Teorema 3.14. Se (F(Y ), D) e´ um espac¸o me´trico completo, enta˜o o espac¸o quasilinear
normado (L(F(X),F(Y )), HL) e´ um espac¸o me´trico completo.
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Demonstrac¸a˜o: Seja {Ψn}n∈N uma sequeˆncia de Cauchy em L(F(X),F(Y )). Enta˜o, para
qualquer  > 0, existe um N tal que para quaisquer n,m ≥ N existem Ψn,m ,Ψm,n satisfazen-
do
Ψn 6 Ψm + Ψ
n,m
 , Ψm 6 Ψn + Ψ
m,n
 , ‖Ψn,m ‖L ≤ , ‖Ψm,n ‖L ≤ .
Consequentemente, D(Ψn(u),Ψm(u)) ≤ ‖u‖F(X), para quaisquer u ∈ F(X). Assim, a
sequeˆncia {Ψn(u)} e´ de Cauchy sobre F(Y ). Agora, ja´ que F(Y ) e´ completo, existe um
elemento Ψ(u) ∈ F(Y ) tal que
Ψ(u) = lim
n→∞
Ψn(u).
Do Lema 3.11, temos que Ψ e´ um operador quasilinear de F(X) em F(Y ). Ale´m disso,
‖Ψn(u)‖F(Y ) ≤ ‖Ψm(u)‖F(Y ) + ‖Ψn,m (u)‖F(Y )
≤ (‖Ψm‖L + )‖u‖F(X),
para quaisquer n,m ≥ N . Fixando m ≥ N e considerando o limite quando n→∞ obtemos
que
‖Ψ(u)‖F(Y ) ≤ (‖Ψm‖L + )‖u‖F(X).
Portanto, Ψ ∈ L(F(X),F(Y )).
Agora provamos que {Ψn} converge para Ψ no espac¸o quasilinear L(F(X),F(Y )), pois
D(Ψn(u),Ψ(u)) ≤ D(Ψn(u),Ψm(u)) +D(Ψm(u),Ψ(u))
≤ ‖u‖F(X) +D(Ψm(u),Ψ(u))
para n,m ≥ N , tomando o limite quando m→∞ obtemos que
D(Ψn(u),Ψ(u)) ≤ ‖u‖F(X) ∀n ≥ N.
Desta maneira, temos que
Ψn 6 Ψ + Θ, Ψ 6 Ψn + Θ ∀n ≥ N,
e finalmente HL(Ψ,Ψn) ≤ , ∀n ≥ N . 
O seguinte resultado e´ ana´logo ao Teorema de Banach-Steinhaus.
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Teorema 3.15. Suponhamos que (F(X), D) e´ um espac¸o me´trico completo. Seja {Ψi}i∈I
uma famı´lia de elementos em L(F(X),F(Y )) tais que
sup
i∈I
‖Ψi(u)‖F(Y ) <∞, ∀u ∈ F(X).
Enta˜o,
sup
i∈I
‖Ψi‖L <∞,
ou equivalentemente, existe um c > 0 tal que
‖Ψi(u)‖F(Y ) ≤ c‖u‖F(X), ∀u ∈ F(X), ∀i ∈ I.
Demonstrac¸a˜o: Para cada n ≥ 1, definimos o conjunto
Zn = {u ∈ F(X) / ‖Ψi(u)‖F(Y ) ≤ n, ∀i ∈ I}.
Ja´ que Ψi e´ uniformemente cont´ınua ∀i ∈ I, enta˜o Zn e´ fechado em F(X) para cada n ∈ N,
e
⋃∞
n=1 Zn = F(X). Consequentemente, usando o Lema de Baire (ver [20]) obtemos que
intZn0 6= ∅, para algum n0 ≥ 1, e assim existem u0 ∈ F(X) e r > 0 tais que B[u0, r] ⊂ Zn0 .
Portanto,
‖Ψi(v)‖F(Y ) ≤ n0, ∀v ∈ B[u0, r], ∀i ∈ I.
Agora, se ‖u‖F(X) ≤ r, enta˜o u0 + u ∈ B[u0, r]. Como u ⊆ (u0 + u)− u0, segue que
Ψi(u) ⊆ Ψi(u0 + u)−Ψi(u0), ∀i ∈ I,
e desta maneira,
‖Ψi(u)‖F(Y ) ≤ ‖Ψi(u0 + u)‖F(Y ) + ‖Ψi(u0)‖F(Y ) ≤ 2n0, ∀i ∈ I.
Por outro lado, para qualquer u ∈ F(X),∥∥∥∥ ru‖u‖F(X)
∥∥∥∥
F(X)
= r,
portanto,
‖Ψi(u)‖F(Y ) ≤ 2n0
r
‖u‖F(X), ∀i ∈ I.

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Lema 3.16. Suponhamos que (F(X), D) e´ um espac¸o me´trico completo. Seja {Γi}i∈I uma
famı´lia de operadores quasilineares e limitados, Γi : F(X) → K(Y ), ∀i ∈ I, tal que a famı´lia
{Γi(u)}i∈I e´ limitada em Y para cada u ∈ F(X). Enta˜o, a aplicac¸a˜o R : F(X) → K(Y )
definida por
R(u) = ∪i∈IΓi(u)
e´ um operador quasilinear e limitado.
Demonstrac¸a˜o: Sejam u, v ∈ F(X) tais que u ⊆ v. Enta˜o,
R(u) = ∪i∈IΓi(u) ⊂ ∪i∈IΓi(v) = R(v).
Ale´m disso, dados u, v ∈ F(X),
R(u+ v) = ∪i∈IΓi(u+ v)
⊂ ∪i∈I(Γi(u) + Γi(v))
⊂ ∪i∈IΓi(u) + ∪i∈IΓi(v)
= R(u) +R(v).
Por outro lado,
R(λu) = ∪i∈IΓi(λu) = ∪i∈IλΓi(u) = λ ∪i∈IΓi(u) = λR(u),
para qualquer u ∈ F(X) e qualquer λ ∈ R. Consequentemente, R : F(X) → K(Y ) e´ um
operador quasilinear.
Agora, provaremos que R e´ limitado. Definamos Ψi : F(X) → F(Y ) por Ψi(u) = χ{Γi(u)}.
Ja´ que Γi e´ um operador quasilinear limitado para cada i ∈ I, segue que Ψi e´ um operador
quasilinear para cada i ∈ I. Agora,
sup
i∈I
‖Ψi(u)‖F(Y ) = sup
i∈I
‖χΓi(u)‖F(Y ) = sup
i∈I
‖Γi(u)‖K <∞.
Enta˜o, pelo Teorema 3.15, existe um c > 0 tal que
‖Γi(u)‖K = ‖Ψi(u)‖F(Y ) ≤ c‖u‖F(X), ∀u ∈ F(X), ∀i ∈ I,
e portanto,
‖R(u)‖K = ‖∪i∈IΓi(u)‖K ≤ c‖u‖F(X), ∀u ∈ F(X).
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Consequentemente, R e´ limitado. 
Denotemos por F(X)⊗ o espac¸o L(F(X), K(R)) e por coF(X)⊗ o espac¸o quasilinear
L(F(X), KC(R)). Um operador quasilinear Γ de F(X) a K(R) sera´ chamado funcional
quasilinear.
Seja Ψ ∈ L(F(X),F(Y )). Enta˜o, para cada Γ ∈ F(Y )⊗ podemos associar um elemento
Φ ∈ F(X)⊗ sob a regra Φ(u) = (Γ ◦ Ψ)(u). Consequentemente, o operador Ψ⊗ : F(Y )⊗ →
F(X)⊗ dado por Ψ⊗(Γ) = Γ ◦Ψ esta´ bem definido.
Proposic¸a˜o 3.17. Seja Ψ ∈ L(F(X),F(Y )). Enta˜o,
(a) Ψ⊗ ∈ L(F(Y )⊗;F(X)⊗).
(b) ‖Ψ⊗‖L = ‖Ψ‖L.
Demonstrac¸a˜o: (a) Sejam Γ1,Γ2 ∈ F(Y )⊗ e α ∈ R. Enta˜o,
Ψ⊗(Γ1 + Γ2)(u) = (Γ1 + Γ2)(Ψ(u))
= Γ1(Ψ(u)) + Γ2(Ψ(u))
= (Ψ⊗(Γ1) + Ψ⊗(Γ2))(u).
Consequentemente,
Ψ⊗(Γ1 + Γ2) 6 Ψ⊗(Γ1) + Ψ⊗(Γ2).
Tambe´m temos que,
Ψ⊗(αΓ)(u) = αΓ(Ψ(u)) = αΨ⊗(Γ)(u),
e desta maneira Ψ⊗(αΓ) = αΨ⊗(Γ).
Agora, suponhamos que Γ1 6 Γ2. Enta˜o,
Ψ⊗(Γ1)(u) = Γ1(Ψ(u)) 6 Γ2(Ψ(u)) = Ψ⊗(Γ2)(u),
e assim Ψ⊗(Γ1) 6 Ψ⊗(Γ2). Portanto, o operador Ψ⊗ : F(X)⊗ → F(Y )⊗ e´ quasilinear.
Por outro lado,
‖Ψ⊗(Γ)‖L = sup
‖u‖F(X)=1
‖Γ(Ψ(u))‖K ≤ ‖Γ‖L‖Ψ‖L,
enta˜o, o operador quasilinear Ψ⊗ e´ limitado e ‖Ψ⊗‖L ≤ ‖Ψ‖L.
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(b) Devemos provar que ‖Ψ⊗‖L ≥ ‖Ψ‖L. O elemento Γ0(u) = [−‖u‖F , ‖u‖F ] esta´ no
espac¸o F(Y )⊗ e ‖Γ0‖L = 1. Enta˜o
‖Ψ⊗‖L = sup
‖Γ‖L=1
‖Ψ⊗(Γ)‖L ≥ ‖Ψ⊗(Γ0)‖L
= sup
‖u‖F(X)=1
‖Γ0(Ψ(u))‖K
= sup
‖u‖F(X)=1
‖Ψ(u)‖F(Y ) = ‖Ψ‖L,
e portanto ‖Ψ⊗‖L ≥ ‖Ψ‖L. 
3.3 Operador quasilinear fuzzy
Sejam X e Y dois espac¸os lineares normados. Enta˜o, espac¸o L(X,Y ), de todos os o-
peradores lineares de X em Y , e´ tambe´m um espac¸o linear normado. Portanto, o espac¸o
quasilinear normado K(L(X,Y )) esta´ bem definido. Cada elemento T ∈ K(L(X,Y )) define
uma multifunc¸a˜o quasilinear Γ(x) = Tx = {Ax : A ∈ T} de X em K(Y ).
Definic¸a˜o 3.18. Diremos que um elemento Γ ∈ L(X,K(Y )) pussui um representac¸a˜o
linear se existe um elemento T ∈ K(L(X,Y )) tal que
Γ(x) = Tx = {Ax ; A ∈ T}.
O seguinte resultado, provado em [9], e´ importante e necessa´rio para definir o adjunto de
um operador quasilinear.
Teorema 3.19. Suponhamos que Γ ∈ L(X∗, KC(R)). Enta˜o existe um u´nico subconjunto
convexo fechado e limitado F ⊂ X tal que para qualquer x∗ ∈ X∗
Γ(x∗) = 〈F, x∗〉 = {〈f, x∗〉 ; f ∈ F}.
Corola´rio 3.20. Se X e´ um espac¸o linear normado completo e reflexivo, enta˜o qualquer
operador qusilinear limitado Γ : X → KC(R) possui uma representac¸a˜o linear.
Sejam X e Y dois espac¸o lineares normados. Uma aplicac¸a˜o Γ : X → F(Y ) e´ chamada
operador quasilinear fuzzy se Γ satisfaz (O.1) e (O.2),isto e´,
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Γ(λx) = λΓ(x) ∀x ∈ X ,∀λ ∈ R;
Γ(x1 + x2) ⊆ Γ(x1) + Γ(x2) ∀x1, x2 ∈ X,
ja´ que (O.3) e´ imediatamente satisfeita.
Seja Γ : X → F(Y ) um operador quasilinear fuzzy limitado. Enta˜o, para qualquer
α ∈ [0, 1], a aplicac¸a˜o de n´ıvel Γα : X → K(Y ), definida por
Γα(x) = [Γ(x)]
α,
e´ um operador quasilinear limitado.
Definic¸a˜o 3.21. Diremos que uma multifunc¸a˜o fuzzy Γ : X → F(Y ) possui uma repre-
sentac¸a˜o linear se, para cada α ∈ [0, 1], a aplicac¸a˜o de n´ıvel Γα possui uma representac¸a˜o
linear.
O seguinte resultado segue imediatamente do Corolario 3.20
Proposic¸a˜o 3.22. Seja X um espac¸o linear normado completo e reflexivo. Enta˜o cada
operador quasilinear fuzzy limitado Γ : X → FC(R) possui uma representac¸a˜o linear.
Sejam X, Y dois espac¸os lineares normados e seja Γ : X → K(Y ) um operador quasilinear
limitado. Enta˜o existe um u´nico operador quasilinear limitado Γ⊗ : Y ∗ → KC(X∗) tal
que 〈Γ(x), y∗〉 = 〈x,Γ⊗(y∗)〉, para todo x ∈ X e y∗ ∈ Y ∗ (ver [9]). O operador Γ⊗ ∈
L(Y ∗, K(X∗)) e´ chamado o adjunto do operador Γ ∈ L(X,K(Y )). Consequentemente,
dado um operador quasilinear fuzzy limitado Γ : X → F(Y ), para cada α ∈ [0, 1] existe um
operador Γ⊗α : Y
∗ → K(X∗), o adjunto de Γα, tal que
〈Γα(x), y∗〉 = 〈x,Γ⊗α (y∗)〉
para quaisquer x ∈ X e y∗ ∈ Y ∗.
O seguinte resultado generaliza o conceito de adjunto de um operador Γ ∈ L(X,F(Y )).
Teorema 3.23. Sejam X e Y dois espac¸os lineares normados. Seja Γ : X → F(Y ) um
operador quasilinear fuzzy limitado. Enta˜o existe um u´nico conjunto fuzzy Γ⊗(y∗) : X∗ →
[0, 1] tal que
[Γ⊗(y∗)]α = Γ⊗α (y
∗),
para todo α ∈ [0, 1] e y∗ ∈ Y ∗.
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Demonstrac¸a˜o: Dada a famı´lia {Γ⊗α (y∗)}α∈[0,1], temos que ela satisfaz as condic¸o˜es do
Teorema de Representac¸a˜o devido a Negoita e Ralescu (ver [61], [70] ou Cap´ıtulo 1 deste
trabalho). De fato,
i) Por definic¸a˜o, segue que Γ⊗α (y
∗) ∈ K(X∗), para todo α ∈ [0, 1];
ii) Seja α ≤ β, enta˜o
〈x,Γ⊗β (y∗)〉 = 〈Γβ(x), y∗〉
⊂ 〈Γα(x), y∗〉
= 〈x,Γ⊗α (y∗)〉, ∀x ∈ X,
e portanto Γ⊗β (y
∗) ⊂ Γ⊗α (y∗);
iii) Consideremos a sequeˆncia α1 ≤ α2 ≤ α3 ≤ ..., tal que limi→∞ αi = α, enta˜o
∩i≥1Γαi(x) = Γα(x).
Consequentemente
〈x,∩i≥1Γ⊗αi(y∗)〉 = 〈x, (∩i≥1Γαi)⊗(y∗)〉
= 〈∩i≥1Γαi(x), y∗〉
= 〈Γα(x), y∗〉
= 〈x,Γ⊗α (y∗)〉.
Do Teorema de Representac¸a˜o, existe um u´nico conjunto fuzzy Γ⊗(y∗) : X∗ → [0, 1] tal que
[Γ⊗(y∗)]α = Γ⊗α (y
∗).

Definic¸a˜o 3.24. Seja Γ : X → F(Y ) um operador quasilinear fuzzy limitado. O adjunto de
Γ e´ o operador Γ⊗ ∈ L(Y ∗,F(X∗)) tal que
[Γ⊗(y∗)]α = Γ⊗α (y
∗),
para todo α ∈ [0, 1] e y∗ ∈ Y ∗.
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3.4 Incluso˜es diferenciais fuzzy
A seguinte definic¸a˜o de inclusa˜o diferencial fuzzy foi introduzida por Zhu e Rao em
[98], no mesmo trabalho, eles obtiveram resultados relacionados a existeˆncia de soluc¸o˜es.
Nesta Sec¸a˜o, consideraremos X como sendo um espac¸o de Banach, J um intervalo em R
e denotamos por C(J,X) o conjunto de todas as func¸o˜es cont´ınuas definidas sobre J com
valores em X.
Definic¸a˜o 3.25. Seja Γ : X → F(X) uma multifunc¸a˜o fuzzy. Seja α : X → [0, 1] uma
func¸a˜o. Chama-se inclusa˜o diferencial fuzzy ao seguinte problema: achar x ∈ C(J,X)
tal que
x˙(t) ∈ [Γ(x(t))]α(x(t)). (3.5)
Se Γ : X → F(X) e´ um operador quasilinear fuzzy, enta˜o o problema (3.5) e´ chamado
inclusa˜o diferencial quasilinear fuzzy.
Suponhamos que o operador quasilinear e limitado Γ : Rn → F(Rn) possui uma re-
presentac¸a˜o linear, isto e´, para cada α ∈ [0, 1] existe um conjunto compacto T α no espac¸o
de matrizes n × n tal que Γα(x) = T αx = {Ax / A ∈ T α}. Enta˜o, existe um operador
quasilinear e limitado Γ⊗ : Rn → F(Rn), o adjunto de Γ, tal que Γ⊗α possui repressentac¸a˜o
linear T α⊗ = {A / A∗ ∈ T α} para cada α ∈ [0, 1].
Seja Γ : Rn → F(Rn) um operador quasilinear fuzzy e seja Γ⊗ : Rn → F(Rn) o adjunto
de Γ. A inclusa˜o diferencial fuzzy
x˙(t) ∈ −[Γ⊗(x(t))]α(x(t))
e´ chamada inclusa˜o diferencial fuzzy adjunto de (3.5).
A seguir daremos alguns resultados previos que sera˜o usados no resultado principal desta
Sec¸a˜o, um tipo de linarizac¸a˜o para o problema (3.5).
Proposic¸a˜o 3.26. Suponhamos que o operador quasilinear fuzzy Γ : Rn → F(Rn) possui
uma representac¸a˜o linear. Enta˜o, Γ e´ cont´ınuo.
Demonstrac¸a˜o: E´ imediata. 
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Denotemos por FC(X) (ver [70]) o subespac¸o de F(X) cujos elementos u sa˜o tal que a
aplicac¸a˜o α→ [u]α e´ H-cont´ınua sobre [0, 1], isto e´, dado  > 0, existe um δ > 0 tal que
|α− β| < δ ⇒ H([u]α, [u]β) < 
Ja´ que [0, 1] e´ um espac¸o me´trico compacto, a aplicac¸a˜o α→ [u]α e´ uniformemente cont´ınua.
Proposic¸a˜o 3.27. Seja Γ : Rn → FC(Rn) um operador quasilinear com representac¸a˜o
linear. Suponhamos que α : X → [0, 1] e´ cont´ınua. Enta˜o, a aplicac¸a˜o Γ : X → FC(X),
definida por Γ(x) = [Γ(x)]α, e´ con´ınua.
Demonstrac¸a˜o: Suponhamos que xn → x in Rn. Enta˜o
H(Γ(xn),Γ(x)) = H
(
[Γ(xn)]
α(xn), [Γ(x)]α(x)
)
≤ H ([Γ(xn)]α(xn), [Γ(x)]α(xn))+H ([Γ(x)]α(xn), [Γ(x)]α(x))
≤ D(Γ(xn),Γ(x)) +H
(
[Γ(x)]α(xn), [Γ(x)]α(x)
)→ 0. 

Teorema 3.28. Suponhamos que o operador quasilinear fuzzy Γ : Rn → FC(Rn) possui
uma representac¸a˜o linear e que α : Rn → [0, 1] e´ cont´ınua. Ale´m disso, seja x(t) uma
soluc¸a˜o da inclusa˜o diferencial fuzzy (3.5). Enta˜o, existe uma func¸a˜o mensura´vel com valores
matrizes A : J → ⋃t∈J T α(x(t)) tal que x(t) e´ uma soluc¸a˜o absolutamente cont´ınua da equac¸a˜o
diferencial ordinaria linear x˙ = A(t)x. Aqu´ı J e´ o intervalo sobre o qual x(t) esta´ defnida.
Demonstrac¸a˜o: Definimos a multifunc¸a˜o Γ¯ : Rn → K(Rn) por
Γ¯(x) = [F (x)]α(x).
Denotemos por G = {(x, y) ∈ Rn × Rn / y ∈ Γ¯(x)} o gra´fico da multifunc¸a˜o Γ¯. Enta˜o G e´
um conjunto fechado (Proposition 3.27). Definimos a multifunc¸a˜o P : G → K(L(Rn,Rn))
por
P (x, y) = {A ∈ ∪t∈JT α(x(t)) / Ax = y}.
Provaremos que P tem gra´fico fechado. Suponhamos que (xn, yn) → (x, y) em G, An → A
em L(Rn,Rn) com Anxn = yn. Tomando limite em n→∞ temos que Ax = y. Ale´m disso,
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P (x, y) e´ limitada. Consequentemente P e´ semicont´ınua superior. Seja H uma multifunc¸a˜o
dada por H(t) = P (x(t), x˙(t)). H e´ mensura´vel, pois para qualquer conjunto aberto U ∈
L(Rn,Rn), da semicontinuidade superior de P segue que {(x, y) / P (x, y) ⊂ U} e´ um
subconjunto aberto. Consequentemente, {t ∈ J / H(t) ⊂ U} e´ mensura´vel. Portanto, P
possui uma selec¸a˜o mensura´vel A : J → ∪t∈JTα(x(t)), A(t) ∈ H(t), tal que x˙(t) = A(t)x(t)
para quasi todo t ∈ J . 
Exemplo 3.29. Consideremos a multifunc¸a˜o fuzzy Γ : (0, 1) → F(R) definida, para cada
x ∈ (0, 1), por um conjunto fuzzy triangular iso´celes com suporte [−x, x]. Enta˜o, para cada
α ∈ [0, 1] a aplicac¸a˜o de n´ıvel e´
Γα(x) = [Γ(x)]
α = (1− α)[−1, 1]x.
Consequentemente, Γ e´ um operador quasilinear fuzzy e possui representac¸a˜o linear. Con-
sideremos a func¸a˜o α : R → [0, 1] definida por
α(x) =


1 se x < 0
1− x se x ∈ [0, 1]
0 se x > 1
,
enta˜o a inclusa˜o diferencial fuzzy (3.5) tem a seginte forma
x˙ ∈ [−1, 1]x2. (3.6)
Se adicionamos a condic¸a˜o inicial x(0) = x0, enta˜o, cada soluc¸a˜o de (3.6) e´ uma soluc¸a˜o
da equac¸a˜o diferencial
x˙ = ax2, x(0) = x0, (3.7)
com a ∈ [−1, 1]. Assim, o conjunto de soluc¸o˜es de (3.6) com J = [0, 1) e´ dado por{
− x0
at− 1 / a ∈ [−1, 1]
}
.
Observemos que se Γ e´ um operador quasilinear fuzzy e possui uma representac¸a˜o linear,
enta˜o podemos obter todas as soluc¸o˜es da inclusa˜o diferencial fuzzy resolvendo a equac¸a˜o
diferencial (3.7).
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Exemplo 3.30. Consideramos Γ : (0, 1) → F(R) definido por
Γ(x)(t) =


2t
x
se 0 ≤ t ≤ x
2
1 se x
2
≤ t ≤ 1
0 se t /∈ [0, 1]
Enta˜o,
[Γ(x)]α =
[αx
2
, 1
]
,
para cada α ∈ [0, 1]. Assim, Γ na˜o e´ um operador quasilinear fuzzy e na˜o possui uma
representac¸a˜o linear. Consideramos α : R → [0, 1] como no Exemplo 3.29. Enta˜o, a inclusa˜o
diferencial fuzzy e´ dada por
x˙ ∈
[
(1− x)x
2
, 1
]
. (3.8)
Para obter uma soluc¸a˜o de (3.8), com a condic¸a˜o inicial x(0) = x0, podemos usar a te´cnica
de selec¸o˜es de uma multifunc¸a˜o: como por exemplo, a func¸a˜o f(x) = x
2
e´ uma selec¸a˜o de
F (x) =
[
(1−x)x
2
, 1
]
. Consequentemente, uma soluc¸a˜o de (3.8) e´ dada por x(t) = x0e
t/2. Neste
caso, na˜o podemos determinar facilmente todas as soluc¸o˜es de (3.8) como no Exemplo 3.29,
onde as soluc¸o˜es da inclusa˜o diferencial fuzzy sa˜o obtidas resolvendo a equac¸a˜o diferencial
(3.7).
CAP´ITULO 4
Diferenciabilidade de multifunc¸o˜es fuzzy
e estabilidade de uma inclusa˜o diferencial
fuzzy
O conceito de diferenciabilidade para multifunc¸o˜es fuzzy foi estudada por muitos autores
sob diferentes pontos de vista. Por exemplo, o conceito de H−diferenciabilidade, devido a
Puri e Ralescu [64], foi estudado e aplicado por diversos matema´ticos no contexto de equac¸o˜es
diferenciais fuzzy, podemos citar Ding e Kandel [27], Kaleva [46, 47] e Seikkala[88]. Goetschel
e Voxman [34] introduziram a noc¸a˜o de derivada para aplicac¸o˜es fuzzy de uma varia´vel, onde
consideraram os nu´meros fuzzy em um espac¸o linear topolo´gico e enta˜o definiram diferen-
ciac¸a˜o de aplicac¸o˜es fuzzy de uma varia´vel de modo natural, como a definic¸a˜o de uma func¸a˜o
a valores reais. Syau [97] estende tal definic¸a˜o para aplicac¸o˜es fuzzy com va´rias varia´veis.
Sob outro ponto de vista de diferenciabilidade, os conceitos de Fre´chet diferenciabilidade
(ver De Blasi [14]) e Gaˆteaux diferenciabilidade (ver Ibrahim [41]) para multifunc¸o˜es foram
estendidas ao contexto fuzzy por Diamond e Kloeden [28] e Roma´n-Flores e Rojas-Medar
[72].
Como e´ conhecido, a ide´ia principal de ca´lculo diferencial cla´ssico consiste na aproximac¸a˜o
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local de uma func¸a˜o por um operador linear. Neste Cap´ıtulo propomos uma nova noc¸a˜o de
diferenciabilidade para multifunc¸o˜es fuzzy, utilizando os operadores quasilineares fuzzy os
quais suprem os operadores lineares da teoria cla´ssica. Introduzimos e estudamos a teoria de
espac¸os quasilineares e operadores quasilineares em [42], inspirados nos conceitos de espac¸os
quasilineares e operadores quasilineares dado por Assev em [9].
Ale´m da introduc¸a˜o do novo conceito de diferenciabilidade, apresentamos tambe´m algu-
mas propriedades, exemplos e regras de ca´lculo.
Zhu and Rao [98] introduziram a noc¸a˜o de inclusa˜o diferencial fuzzy e apresentam alguns
resultados de existeˆncia de soluc¸o˜es. Este trabalho nos motivou a desenvolver algumas ide´ias
relativos a estabilidade de uma inclusa˜o diferencial fuzzy e como uma aplicac¸a˜o de nosso
resultado provamos um teorema sobre estabilidade de uma inclusa˜o diferencial fuzzy usando
a nossa definic¸a˜o de diferenciabilidade. No pro´ximo Cap´ıtulo apresentamos uma aplicac¸a˜o a`
Biologia (ver tambe´m [24]).
O Cap´ıtulo esta´ organizado como segue. Na Sec¸a˜o 4.1, relembramos alguns resultados
sobre espac¸os quasilineares e operadores quasilineares, introduzimos os conceitos de diferen-
ciabilidade de Fre´chet e Gaˆteaux para multifunc¸o˜es fuzzy e damos algumas propriedades re-
ferentes a`s mesmas. Na Sec¸a˜o 4.2 apresentamos algumas regras de ca´lculo e na u´ltima Sec¸a˜o
damos algumas aplicac¸o˜es sobre estabilidade de incluso˜es diferenciais fuzzy (ver tambe´m
[24]).
Os resultados deste Cap´ıtulo sera˜o publicados em [43].
4.1 Diferenciabilidade de multifunc¸o˜es fuzzy
Nesta Sec¸a˜o extendemos as noc¸o˜es de diferenciabilidade de Fre´chet e Gaˆteaux para o
contexto de multifunc¸o˜es fuzzy, usando o conceito de operadores quasilineares fuzzy.
Primeiramente, lembremos alguns conceitos e resultados que foram dados no Cap´ıtulo 3
(ver tambe´m [42]).
Aqu´ı X e Y sa˜o espac¸os de Banach. Uma aplicac¸a˜o F : X → F(Y ) e´ chamada multi-
func¸a˜o fuzzy (tambe´m conhecida como func¸a˜o fuzzy).
Definic¸a˜o 4.1. Uma multifunc¸a˜o fuzzy F : X → F(Y ) chama-se operador quasilinear
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se as seguintes condic¸o˜es sa˜o satisfeitas:
F (λx) = λF (x) ∀x ∈ X ,∀λ ∈ R (4.1)
F (x1 + x2) ⊆ F (x1) + F (x2) ∀x1, x2 ∈ X. (4.2)
Uma multifunc¸a˜o fuzzy F : X → F(Y ) e´ chamada limitada se existe um nu´mero k > 0
tal que ‖F (x)‖ ≤ k‖x‖ para qualquer x ∈ X.
Um resultado relevante sobre operadores quasilineares e´ o seguinte.
Teorema 4.2. O operador quasilinear F : X → F(Y ) e´ limitado se, e somente se, e´ cont´ınuo
no ponto 0 ∈ X. A continuidade de F em 0 implica na continuidade uniforme sobre X.
Demonstrac¸a˜o: A sua demonstrac¸a˜o acha-se em [42]. 
4.1.1 Fre´chet diferencia´vel
Definic¸a˜o 4.3. Uma multifunc¸a˜o fuzzy F : X → F(Y ) e´ chamada Fre´chet diferencia´vel
em x0 ∈ X se existe um operador quasilinear e limitado DFx0(F ) : X → FC(Y ) tal que
D(F (x), F (x0) +DFx0(F )(x− x0)) = o(‖x− x0‖).
O operador quasilinear DFx0(F ) e´ chamado a derivada de Fre´chet de F em x0.
Exemplo 4.4. Seja X = R. Consideremos a multifunc¸a˜o fuzzy F : R → F(R) definida por
F (x)(y) =


− 1
x2
(y − x2) se 0 ≤ y ≤ x2
1
x2
(y + x2) se −x2 ≤ y ≤ 0
0 caso contra´rio,
se x 6= 0, e F (0) = χ{0}. Enta˜o,
[F (x)]α =
[−(1− α)x2, (1− α)x2]
para cada α ∈ [0, 1]. Agora,
D(F (x), F (0) + χ{0}) = sup
α∈[0,1]
H
([−(1− α)x2, (1− α)x2] , {0}+ {0})
= sup
α∈[0,1]
∣∣(1− α)x2∣∣ = ∣∣x2∣∣ .
Logo, F e´ Fre´chet diferencia´vel em x = 0 e DF0 (F )(x) = χ{0}.
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A seguir estabelecemos a unicidade da derivada de Fre´chet.
Teorema 4.5. Suponhamos que a multifunc¸a˜o fuzzy F e´ Fre´chet diferencia´vel em x0, enta˜o
a Fre´chet derivada e´ u´nica.
Demonstrac¸a˜o: Sejam DFx0(F ) e DFx0(F ) derivadas de F em x0. Enta˜o, usando as pro-
priedades da me´trica D (ver Cap´ıtulo 1), temos que
D(DFx0(F )(x− x0),DFx0(F )(x− x0))
= D(F (x0) +DFx0(F )(x− x0), F (x0) +DFx0(F )(x− x0))
≤ D(F (x), F (x0) +DFx0(F )(x− x0))
+D(F (x), F (x0) +DFx0(F )(x− x0))
= o(‖x− x0‖).
Desta maneira, D(DFx0(F )(x − x0),DFx0(F )(x − x0)) = o(‖x − x0‖) para todo x ∈ X. Isto
prova que DFx0(F ) = DFx0(F ). 
Proposic¸a˜o 4.6. Uma multifunc¸a˜o fuzzy F : X → F(Y ) e´ constante se, e somente se, para
cada x0 ∈ X, DFx0(F )(x) = χ{θ} ∀x ∈ X.
Demonstrac¸a˜o: Primeiramente suponhamos que F e´ constante, isto e´, F (x) = u ∀x. Enta˜o,
para qualquer x ∈ X, temos que
D
(
F (x), F (x0) +DFx0(F )(x− x0)
)
= D
(
u, u+DFx0(F )(x− x0)
)
= D
(
χ{0},DFx0(F )(x− x0)
)
= o(‖x− x0‖).
Portanto, DFx0(F )(x− x0) = χ{0} ∀x ∈ X. Reciprocamente, se
DFx0(F )(x− x0) = χ{0} ∀x ∈ X,
enta˜o para qualquer x ∈ X
D
(
F (x), F (x0) +DFx0(F )(x− x0)
)
= D(F (x), F (x0))
= o(‖x− x0‖),
donde segue que F (x) = F (x0) ≡ u. 
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Proposic¸a˜o 4.7. Seja F : X → FC(Y ) um operador quasilinear e limitado. Enta˜o F e´
Fre´chet diferencia´vel em 0 ∈ X e DF
0
(F ) = F .
Demonstrac¸a˜o: E´ suficiente observar que F (0) = χ{0} quando F e´ quasilinear. 
Teorema 4.8. Se F : X → F(Y ) e´ diferencia´vel em x0, enta˜o F e´ cont´ınua em x0.
Demonstrac¸a˜o: Suponhamos que xi → x0, enta˜o
D(F (xi), F (x0)) ≤ D(F (xi), F (x0) +DFx0(F )(xi − x0))
+D(F (x0), F (x0) +DFx0(F )(xi − x0))
= o(‖xi − x0‖) + ‖DFx0(F )‖F‖xi − x0‖ → 0
quando i→∞. O teorema esta´ provado. 
Seja F : X → F(Y ) uma multifunc¸a˜o fuzzy. A multifunc¸a˜o de n´ıvel Fα : X → K(Y ),
para α ∈ [0, 1], e´ definida por
Fα(x) = [F (x)]
α .
O resultado a seguir estabelece a relac¸a˜o entre a derivada de F e a derivada da multifunc¸a˜o
de n´ıvel associada.
Proposic¸a˜o 4.9. Se F e´ Fre´chet diferencia´vel em x0, enta˜o a multifunc¸a˜o de n´ıvel Fα e´
diferencia´vel em x0 para cada α ∈ [0, 1] e
DFx0(Fα) =
[DFx0(F )]α .
Demonstrac¸a˜o: Seja α ∈ [0, 1] arbitra´rio. Enta˜o
H
(
[F (x)]α , [F (x0)]
α +
[DFx0(F )(x− x0)]α)
= H
(
[F (x)]α ,
[
F (x0) +DFx0(F )(x− x0)
]α)
≤ D(F (x), F (x0) +DFx0(F )(x− x0)
= o(‖x− x0‖).
Consequentemente, a Proposic¸a˜o esta´ provada. 
Observemos que a rec´ıproca da Proposic¸a˜o e´ falsa. O seguinte exemplo prova este fato.
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Exemplo 4.10. Consideremos a multifunc¸a˜o fuzzy F : (−1/2, 1/2) → FC(R) definida
atrave´s de seus n´ıveis por:
Fα(t) =
{
[−t, 1 + t] se 0 < α ≤ 1
[−1/2, 1] se α = 0
para −1/2 < t < 0 e F (t) = χ{[0,1]} para 0 ≤ t < 1/2. Cada multifunc¸a˜o de n´ıvel Fα e´
diferencia´vel em t = 0 com derivada
DF0 (Fα)(t) =
{
[−1, 1]t se 0 < α ≤ 1
{t} se α = 0
Observemos que F na˜o e´ Fre´chet diferencia´vel, pois a seguinte inclusa˜o na˜o e´ verdadeira
DF0 (Fβ)(1) ⊂ DF0 (Fα)(1)
∀ 0 ≤ α ≤ β ≤ 1.
4.1.2 Gaˆteaux diferencia´vel
Definic¸a˜o 4.11. Uma multifunc¸a˜o fuzzy F : X → F(Y ) e´ Gaˆteaux diferencia´vel em
x0 ∈ X se existe um operador quasilinear e limitado DGx0(F ) : X → FC(Y ) tal que, para todo
z ∈ X
D(F (x0 + tz), F (x0) + tDGx0(F )(z)) = o(t) quando t→ +0.
DGx0(F )(z) e´ chamada derivada de Gaˆteaux de F em x0.
Teorema 4.12. Suponhamos que a multifunc¸a˜o fuzzy F e´ Gaˆteaux diferencia´vel em x0,
enta˜o a derivada de Gaˆteaux e´ u´nica.
Demonstrac¸a˜o: Sejam DGx0(F ) e DGx0(F ) derivadas de Gateaˆux de F em x0. Enta˜o, das
propriedades da me´trica do supremo D, segue que
D(DGx0(Γ)(tz),DGx0(F )(tz)) = D(F (x0) +DGx0(F )(tz), F (x0) +DGx0(F )(tz))
≤ D(F (x0 + tz), F (x0) +DGx0(F )(tz))
+D(F (x0 + tz), F (x0) +DGx0(F )(tz))
= o(t) quando t→ +0
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Consequentemente,
D(DGx0(F )(z),DGx0(F )(z)) = o(t) quando t→ +0.
Portanto, DGx0(F )(z) = DGx0(F )(z) para todo z ∈ X. 
A relac¸a˜o entre Fre´chet derivada e Gaˆteaux derivada e´ dada no seguinte Teorema.
Teorema 4.13. Suponhamos que a multifunc¸a˜o fuzzy F : X → F(Y ) e´ Fre´chet diferencia´vel
em x0 ∈ X. Enta˜o, F e´ Gaˆteaux diferencia´vel e
DGx0(F ) = DFx0(F ).
Demonstrac¸a˜o: De fato, temos que
D(F (x0 + tz), F (x0) + tDFx0(F )(z))
= D(F (x0 + tz), F (x0) +DFx0(F )(tz))
= o(t‖z‖) = o(t) quando t→ +∞.
Portanto, o Teorema esta´ provado. 
A seguir veremos que a diferenciabilidade definida aqui implica na diferenciabilidade dada
em [72]. Antes, apresentamos alguns conceitos preliminares.
Uma multifunc¸a˜o F : X → F(Y ) e´ semicont´ınua superior em x0 se ∀ > 0,∃δ = δ(x0, ) >
0 tal que
sup
α∈[0,1]
D∗(F (x), F (x0)) < 
quando ‖x− x0‖ < δ, onde
D∗(u, v) = sup
α∈[0,1]
h∗([u]α , [v]α),
e
h∗(A,B) = inf
r≥0
{r ≥ 0 / A ⊂ B + rB[0, 1]} .
Ale´m disso, F e´ chamada homogeˆnea se F (λx) = λF (x) para λ ≥ 0 e x ∈ X. Para mais
detalhes ver [72].
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Definic¸a˜o 4.14. Uma multifunc¸a˜o fuzzy F : X → F(Y ) e´ De Blasi diferencia´vel em x0 ∈ X
se existe uma multifunc¸a˜o fuzzy semicont´ınua superior e homogeˆnea DFx0(F ) : X → FC(Y )
tal que
D(F (x0 + x), F (x0) + D
F
x0
(F )(x)) = o(‖x‖).
A multifunc¸a˜o fuzzy DFx0(F ) e´ chamada De Blasi derivada de F em x0.
Definic¸a˜o 4.15. Uma multifunc¸a˜o fuzzy F : X → F(Y ) e´ Ibrahim-Gaˆteaux diferencia´vel
em x0 ∈ X se existe uma multifunc¸a˜o fuzzy semicont´ınua superior e homogeˆnea DGx0(F ) :
X → FC(Y ) tal que, para todo z ∈ X
D(F (x0 + tz), F (x0) + tD
G
x0
(F )(z)) = o(t) quando t→ +0.
DFx0(F ) e´ chamada Ibrahim-Gaˆteaux derivada de F em x0.
Logo, podemos ver que se F : X → F(Y ) e´ Fre´chet diferencia´vel em x0 (Gaˆteaux
diferencia´vel), enta˜o F e´ De Blasi diferencia´vel em x0 (Ibrahim - Gaˆteaux diferencia´vel,
respectivamente) e DFx0(F )(x) = DFx0(F )(x) (DGx0(F )(x) = DGx0(F )(x) respectivamente).
4.2 Regras de ca´lculo
Primeiramente estabelecemos algumas relac¸o˜es alge´bricas ba´sicas com respeito a deriva-
da.
Teorema 4.16. Sejam F1 e F2 multifunc¸o˜es fuzzy de X em F(Y ). Se F1 e F2 sa˜o Fre´chet
diferencia´veis em x0 ∈ X, enta˜o a aplicac¸a˜o F = λF1 + βF2 com λ, β ∈ R, e´ Fre´chet
diferencia´vel em x0, e
DFx0(λF1 + βF2) = λDFx0(F1) + βDFx0(F2).
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Demonstrac¸a˜o: Observemos que
D(F (x), F (x0) + (λDFx0(F1) + βDFx0(F2))(x− x0))
= D((λF1 + βF2)(x), (λF1 + βF2)(x0) + λDFx0(F1)(x− x0) + βDFx0(F2)(x− x0))
= D(λF1(x) + βF2(x), λF1(x0) + βF2(x0) + λDFx0(F1)(x− x0) + βDFx0(F2)(x− x0))
≤ D(λF1(x), λF1(x0) + λDFx0(F1)(x− x0))
+D(βF2(x), βF2(x0) + βDFx0(F2)(x− x0))
≤ |λ|o(‖x− x0‖) + |β|o(‖x− x0‖)
= o(‖x− x0‖).
Isto prova o Teorema .
Observac¸a˜o 4.17. O Teorema 4.16 e´ tambe´m va´lido se supormos que F1 e F2 sa˜o Gaˆteaux
diferencia´veis em x0.
Teorema 4.18. Uma multifunc¸a˜o fuzzy F : X → FC(Y ) e´ Gaˆteaux diferencia´vel em x0 se,
e somente se, a func¸a˜o suporte SF (x)(α, x
∗) e´ Gaˆteaux diferencia´vel em x0 e DGx0(SF (x)) e´
uma func¸a˜o suporte. Ale´m disso, neste caso
DGx0(SF (x))(α, x∗) = SDGx0(F )(x)(α, x
∗).
Demonstrac¸a˜o: Supnhamos que F e´ diferencia´vel em x0 e z ∈ X. Enta˜o
1
t
‖SF (x0+t.z)(α, x∗)− SF (x0)(α, x∗)− t.SDGx0 (F )(z)(α, x
∗)‖
=
1
t
‖SF (x0+t.z)(α, x∗)− SF (x0)+t.DGx0 (F )(z)(α, x
∗)‖
≤ 1
t
D(F (x0 + t.z), F (x0) + t.DGx0(F )(z))‖(α, x∗)‖
=
o(t)
t
→ 0 quando t→ +0.
Desta maneira, a func¸a˜o suporte SF (x)(α, x
∗) e´ Gaˆteaux diferencia´vel em x0 e
DGx0(SF (x)(α, x∗)) = SDGx0(F (x))(α, x
∗).
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Rec´ıprocamente, suponhamos que SF (x)(α, x
∗) e´ diferencia´vel em x0 e DGx0(SF (x))(α, x∗) =
SΛ(α, x
∗). Enta˜o para qualquer z ∈ X
D(F (x0 + t.z), F (x0) + t.Λ)
= max
‖(α,x∗)‖=1
‖SF (x0+t.z)(α, x∗)− SF (x0)+t.Λ(α, x∗)‖
= max
‖(α,x∗)‖=1
‖SF (x0+t.z)(α, x∗)− SF (x0)(α, x∗)− t.SΛ(α, x∗)‖
= o(t)
quando t→ +0. Portanto, o Teorema esta´ provado.
4.3 Estabilidade de incluso˜es diferenciais fuzzy
Dados F : X → F(X) uma multifunc¸a˜o fuzzy, α : X → [0, 1] uma func¸a˜o e J um
intervalo em R,Como na Sec¸a˜o 3.4 deste trabalho, temos o seguinte problema (ver [98]):
encontrar x ∈ C(J,X) tal que
x′(t) ∈ [F (x(t))]α(x(t)) (4.3)
Temos que (4.3) e´ chamada inclusa˜o diferencial fuzzy.
Consideremos a inclusa˜o diferencial fuzzy (4.3), com a condic¸a˜o F (0) = χ{0}. Diremos
que o ponto de equil´ıbrio x = 0 de (4.3) e´ Lyapunov-esta´vel se as seguintes condic¸o˜es sa˜o
satisfeitas;
(a) Existe um δ0 > 0 tal que se ‖x(t0)‖ < δ0, enta˜o existe uma soluc¸a˜o x(t) com condic¸a˜o
inicial x(t0), definida para qualquer t > t0;
(b) Para qualquer  > 0 existe um 0 < δ1 ≤ δ0 tal que se ‖x(t0)‖ < δ1, enta˜o ‖x(t)‖ <  para
qualquer t ≥ t0.
Um ponto de equil´ıbrio x = 0 Lyapunov-esta´vel e´ assintoticamente esta´vel se existe
um nu´mero positivo δ2 ≤ δ0 tal que se ‖x(t0)‖ < δ2, enta˜o limt→∞ ‖x(t)‖ = 0.
O resultado a seguir sera´ fundamental para provar nosso Teorema referente a estabilidade
de uma inclusa˜o diferencial fuzzy.
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Teorema 4.19. Suponhamos que a multifunc¸a˜o F : X → KC(X) e´ homogeˆnea e semi-
cont´ınua superior. Tambe´m, suponhamos que qualquer soluc¸a˜o x(t) da inclusa˜o diferencial
x
′ ∈ F (x) tende a 0 quando t → ∞. Seja G : X → KC(X) uma multifunc¸a˜o semicont´ınua
superior, com ‖G(x)‖ = o(‖x‖) quando ‖x‖ → 0. Enta˜o, existem σ > 0, k > 0 e δ > 0 tais
que para qualquer soluc¸a˜o x(t) da inclusa˜o diferencial x
′ ∈ F (x) + G(x) com ‖x(0)‖ < δ a
seguinte desigualdade e´ satisfeita
‖x(t)‖ ≤ k‖x(0)‖ exp(−σt)
para todo t ≥ 0.
Demonstrac¸a˜o: Ver [52]. 
Teorema 4.20. Suponhamos que 0 e´ um ponto de equil´ıbrio da inclusa˜o diferencial fuzzy
(4.3). Ale´m disso, suponhamos que a multifunc¸a˜o fuzzy F : X → F(X) e´ diferencia´vel em
0 e que existe um nu´mero δ0 > 0 tal que qualquer soluc¸a˜o x(t) de (4.3) esta´ definida sobre
o intervalo [0,+∞) se ‖x(0)‖ ≤ δ0. Se para algum α ∈ [0, 1] o ponto de equil´ıbrio x = 0 da
inclusa˜o diferencial quasilinear
x
′ ∈ [DF
0
(F )(x)]α (4.4)
e´ assintoticamente esta´vel, enta˜o este ponto e´ um ponto de equil´ıbrio assintoticamente esta´vel
para o problema (4.3), isto e´, existem σ > 0, k > 0 e δ > 0 tais que qualquer soluc¸a˜o x(t)
de (4.3) satisfaz a desigualdade
‖x(t)‖ ≤ k‖x(0)‖ exp(−σt)
para todo t ≥ 0 se ‖x(0)‖ < δ.
Demonstrac¸a˜o: Como F e´ diferencia´vel em 0, enta˜o existe a aplicac¸a˜o D˜F
0
(F ) : X →
KC(X) definida por
D˜F
0
(F )(x) = [DF
0
(F )(x)]α,
para todo x ∈ X, a qual e´ homogeˆnea e uniformemente cont´ınua. Tambe´m, ja´ que a ponto
de equilibrio x = 0 da inclusa˜o diferencial quasilinear (4.4) e´ asintoticamente esta´vel, enta˜o
qualquer soluc¸a˜o x(t) de (4.4) tende a 0 quando t→∞.
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Agora, denotemos por F¯ (x) = [F (x)]α(x), enta˜o
‖F¯ (x)‖ = H([F (x)]α(x),0)
≤ D(F (x), χ{0})
≤ D(F (x),DF
0
(F )(x)) +D(DF
0
(F )(x), χ{0})
≤ o(‖x‖) + ‖DF
0
(F )‖F‖x‖
= o(‖x‖) quando ‖x‖ → 0.
Desta maneira, devido ao Teorema 4.19, existem σ > 0, k > 0 e δ > 0 tal que qualquer
soluc¸a˜o x(t) de (4.3) satisfaz a desigualdade
‖x(t)‖ ≤ k‖x(0)‖ exp(−σt)
para todo t ≥ 0 se ‖x(0)‖ < δ. Assim, o Teorema esta´ provado. 
CAP´ITULO 5
Dinaˆmica de populac¸a˜o via incluso˜es
diferenciais fuzzy
Os modelos determin´ısticos formulados para estudos de dinaˆmica populacional conside-
ram, invariavelmente, paraˆmetros constantes ou temporais, obtidos como me´dias de situac¸o˜es
analisadas. Tais modelos na˜o contemplam tipos de subjetividades que sa˜o inerentes ao pro-
cesso de variac¸a˜o populacional. Os indiv´ıduos sa˜o considerados homogeˆneos e todos possuem
as mesmas caracter´ısticas de evoluc¸a˜o. Entretanto, na realidade, quando analisamos cada e-
lemento de uma comunidade, verificamos que o indiv´ıduo ou um grupo de indiv´ıduos possuem
caracter´ısticas diferenciadas dos restantes que podem influenciar na dinaˆmica da populac¸a˜o.
Neste caso, devemos considerar as varia´veis de estado diferenciadas segundo a pertineˆncia
destas caracter´ısticas. Por outro lado, a dinaˆmica populacional pode ser tambe´m influen-
ciada por caracter´ısticas independentes das varia´veis de estado: habitac¸a˜o, lazer, sala´rio,
ambiente de trabalho, violeˆncia etc. O valor espec´ıfico destas caracter´ısticas nem sempre po-
dem ser avaliados ou medidos no sentido tradicional sa˜o “incertezas” que somente podemos
conjecturar intuitivamente.
Assim sendo, quando fazemos ana´lises de modelos biolo´gicos mais realistas devemos con-
templar as incertezas pro´prias do fenoˆmeno estudado.
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Consideremos o modelo determin´ıstico descrito por uma equac¸a˜o diferencial
x′ = f(t, x). (5.1)
Dado (5.1), podemos inserir a incerteza ou ru´ıdo, introduzindo um paraˆmetro u na
dinaˆmica, ou seja,
x′ = f(t, x, u) (5.2)
A priori existem duas aproximac¸o˜es distintas para (5.2).
1) Se a natureza dessas incertezas for aleato´ria, enta˜o o problema determin´ıstico nos
leva a uma equac¸a˜o diferencial estoca´stica. Neste caso, devido a` complexidade das equac¸o˜es
resultantes aos modelos estoca´sticos, geralmente, faz-se a inserc¸a˜o de ru´ıdos de forma linear
em u, isto e´, assumindo que o ruido entra na dinaˆmica linearmente, com uma distribuic¸a˜o
probabil´ıstica
x′ = f(t, x) + g(t, x)u (5.3)
Neste caso, u e´ denominado ru´ıdo branco, proveniente da diferencial estoca´stica do movi-
mento Browniano.
2) Se o ru´ıdo na˜o possui estrutura probabil´ıstica, ou tal estrutura na˜o pode ser avaliada
a priori, enta˜o podera´ ser mais apropriado a utilizac¸a˜o dos sistemas variacionais fuzzy ou
das incluso˜es diferenciais fuzzy para a formulac¸a˜o dos modelos matema´ticos.
Suponhamos que U seja um conjunto compacto de func¸o˜es suficientemente regulares,
enta˜o (5.2) pode ser escrito como a seguinte inclusa˜o diferencial
x′ ∈ F (t, x) = {f(t, x, u)/u ∈ U} (5.4)
Notemos que no modelo determin´ıstico (5.1), a velocidade e´ conhecida para cada (t, x),
enquanto que na inclusa˜o diferencial (5.4), a velocidade na˜o e´ dada, mas sabemos que esta´
no conjunto F (t, x), gerando a incerteza.
Em [49], Krivan considera o ru´ıdo u desconhecido e limitado, tendo natureza deter-
min´ıstica, isto e´,
F (t, x) = h(t, x, c[−1, 1])
e tomando uma me´trica de “verossemelhanc¸a” para se avaliar o quanto uma soluc¸a˜o e´ melhor
do que outra.
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Analisando as metodologias propostas por May para o ru´ıdo de natureza aleato´ria [57],
a teoria de incluso˜es diferenciais e a proposta por Krivan [49], consideramos que uma ra-
zoa´vel generalizac¸a˜o do problema (5.1), para modelar sistemas dinaˆmicos com incertezas, e´
substituir no modelo (5.4), a multifunc¸a˜o F por uma multifunc¸a˜o fuzzy, isto e´, F (t, x) e´ um
conjunto fuzzy para cada (t, x). Isto nos levou a utilizar o conceito de inclusa˜o diferencial
fuzzy formulado por Zhu e Rhao [98] que consideram as incluso˜es diferenciais dadas pelos
n´ıveis que dependem da varia´vel de estado x.
Neste Cap´ıtulo, estudamos um modelo com variac¸a˜o proporcional, usando a teoria de
incluso˜es diferenciais fuzzy e analisamos a estabilidade dos estados de equil´ıbrio, utilizando
o conceito de diferenciabilidade de multifunc¸o˜es fuzzy [43].
5.1 Dinaˆmica populacional com ru´ıdo
Seja x(t) a densidade de uma populac¸a˜o no tempo t e consideremos os modelos cla´ssicos
de crescimento exponencial e o log´ıstico, isto e´,
f(x) = rx , f(x) = rx
(
1− x
k
)
.
Na biologia populacional teo´rica existem duas fontes de perturbac¸o˜es do tipo (5.3), sa˜o os
ru´ıdo demogra´fico (aptido˜es individuais distintas) e o ru´ıdo ambiental (variac¸o˜es abio´ticas).
Nisbet e Gurney propuseram a seguinte aproximac¸a˜o para o ru´ıdo demogra´fico:
g(x) =
√
(b(x) + d(x))x
onde b(x) e d(x) sa˜o as razo˜es de natalidade e mortalidade instantaˆneas, respectivamente.
Em populac¸o˜es com grande densidade o ru´ıdo demogra´fico e´ menos significante e, neste
caso, e´ mais natural considerar apenas o ru´ıdo nos paraˆmetros. Consideremos que somente
a taxa de crescimento r e´ afetado. Assim, para o modelo exponencial temos:
x′ = rx+ xu = x(r + u) (5.5)
e para o modelo log´ıstico
x′ = rx
(
1− x
k
)
+ x
(
1− x
k
)
= x
(
1− x
k
)
(r + u)
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Suponhamos ainda que o ru´ıdo seja limitado por uma constante c > 0, enta˜o podemos
considerar a seguinte inclusa˜o diferencial
x′ ∈ f(x) + cg(x)[−1; 1]. (5.6)
Um estudo detalhado do problema (5.6) e´ feito em [49].
Baseado nos conceitos anteriores e na naturalidade de incerteza da constante r, intro-
duzimos um novo modelo para o problema exponencial, onde tomaremos a constante r como
um conjunto fuzzy u. Este conjunto fuzzy deve representar a nebulosidade de alguma carac-
ter´ıstica da populac¸a˜o que perturbe a sua variac¸a˜o.
Sejam x(t) a densidade da populac¸a˜o no instante t e α : R → [0; 1] uma func¸a˜o, conside-
raremos as incluso˜es diferenciais do tipo
x′ ∈ [u.x]α(x), (5.7)
onde
u e´ um conjunto fuzzy;
u.x e´ o produto escalar no espac¸o F(R).
Na inclusa˜o diferencial fuzzy (5.7) temos que a multifunc¸a˜o fuzzy F : R → F(R) e´ dada
por F (x) = u.x.
F e´ um operador quasilinear e limitado e portanto diferencia´vel em x = 0. Tambe´m
temos que x = 0 e´ um ponto de equil´ıbrio (F (0) = χ{0}) da inclusa˜o diferencial fuzzy (5.7).
A seguir daremos uma aplicac¸a˜o relativa a (5.7) e os resultados referentes a estabilidade
de Lyapunov (ver [43]) sera˜o utilizadas para ana´lise da estabilidade do ponto x = 0.
Exemplo 1 (expectativa de vida)
Suponhamos que A seja um conjunto de opera´rios com x(t) indiv´ıduos no instante t.
Consideraremos o problema de expectativa de vida dos elementos de A, supondo que a
pobreza seja um fator que contribui para o aumento da taxa de mortalidade dos indiv´ıduos.
Para modelar a “pobreza ”, poder´ıamos utilizar qualquer indicador da mesma, como por
exemplo, consumo de vitaminas, saneamento ba´sico, renda, etc. Em [12] e´ feito um estudo
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completo do modelo diferencial para a esperanc¸a de vida de um grupo de trabalhadores,
usando o sala´rio (renda) como fator de incerteza na taxa de mortalidade
x′(t) = −(λ1 + λ2.u(r))x(t).
Neste caso, o conjunto fuzzy que avalia o grau de pertineˆncia da pobreza foi definido por
u(r) =

 [1−
(
r
r0
)2
]k se 0 < r < r0
0 se r ≥ r0,
onde, k e´ um paraˆmetro que fornece alguma caracter´ıstica do grupo, r e´ um paraˆmetro
proporcional a` renda do indiv´ıduo e r0 e´ a renda mı´nima a partir da qual os indiv´ıduos
na˜o sa˜o mais diferenciados quanto a` pobreza e portanto, na˜o mais influeˆnciam na taxa de
mortalidade.
Definimos α : R → [0; 1] por
α(x) =


0 se x < 0
xk se 0 ≤ x ≤ 1
1 se x > 1
Estamos considerando o modelo normalizado, isto e´, x = 1 e´ a populac¸a˜o total de indiv´ıduos.
Considerando (5.7), temos a seguinte inclusa˜o diferencial
x′ ∈ −[(λ1 + λ2.u)x]α(x), (5.8)
onde
λ1 e´ a taxa de mortalidade natural (obtida em um grupo que dispo˜e de condic¸o˜es satis-
fato´rias de sobreviveˆncia);
λ2.u indica a influeˆncia da pobreza no aumento da taxa de mortalidade do grupo;
u e´ o conjunto fuzzy dos pobres de acordo com a renda r.
Notemos que se r ≥ r0, enta˜o u(r) = 0 e (5.8) se reduz ao modelo determin´ıstico
x′ = −λ1x.
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Agora para r ≤ r0,
[u]α(x) = {r / u(r) ≥ α(x)}
=

r /
[
1−
(
r
r0
)2]k
≥ xk


= r0[0;
√
1− x].
Logo, a inclusa˜o diferencial fuzzy (5.8), para 0 < x ≤ 1, e´ equivalente a` inclusa˜o diferen-
cial
x′ ∈ −λ1x− λ2r0x
[
0;
√
1− x] ,
ou
x′ ∈ −λ1x− λ2r0x
√
1− x [0; 1] (5.9)
Observac¸a˜o 5.1. Podemos ver que a inclusa˜o diferencial (5.9) e´ semelhante a` do problema
(5.6). Por isso, esta nova ide´ia de enfocar os problemas de dinaˆmica de populac¸a˜o, usando
as incluso˜es diferenciais fuzzy, e´ uma boa generalizac¸a˜o das ja´ estudadas.
Para achar soluc¸o˜es de (5.9), uma das te´cnicas e´ encontrar selec¸o˜es da multifunc¸a˜o, isto e´,
obter func¸o˜es f tal que f(x) ∈ G(x) ∀x. Logo, as soluc¸o˜es de (5.9) sa˜o aquelas que resolvem
a equac¸a˜o diferencial (ver [1])
x′ = f(x).
Assim, para a multifunc¸a˜o G(x) = −λ1x− λ2r0x
[
0;
√
1− x] em (5.9), temos que:
f1(x) = min
m∈[0,1]
{−λ1x−
(
λ2r0x
√
1− x)m/ m ∈ [0; 1]} = −λ1x− λ2r0x√1− x
f2(x) = max
m∈[0,1]
{−λ1x−
(
λ2r0x
√
1− x)m/ m ∈ [0; 1]} = −λ1x,
e toda f(x) ∈ G(x) e´ tal que f1(x) ≤ f(x) ≤ f2(x). Assim, por exemplo,
f3(x) = −λ1x− λ2r0x(1− x)
f4(x) = −λ1x− λ2r0x
√
1− x ∣∣sin(1/x2)∣∣
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sa˜o elementos de G(x).
Para cada f(x) ∈ G(x) temos uma soluc¸a˜o do problema de Cauchy
x′(t) = f(x(t))
x(0) = x0.
Neste caso, temos que o conjunto ating´ıvel (ver [49]) e´ dado por
R(t) = [x1(t);x2(t)] .
onde
x1(t) =
(λ1 + λ2r0)x0
[(λ1 + λ2r0)− λ2r0x0]e(λ1+λ2r0)t + λ2r0x0 ;
x2(t) = x0e
−λ1t;
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Figura 5.1: Gra´fico das selec¸o˜es e do conjunto ating´ıvel para λ1 = 0.05, λ2 = 0.001 e r0 = 50.
Temos que x = 0 e´ assintoticamente esta´vel para o problema (5.8), pois:
(1) Nessa inclusa˜o diferencial fuzzy temos que F (x) = −(λ1 + λ2u)x e portanto x = 0 e´
uma soluc¸a˜o de equil´ıbrio (F (0) = χ{0});
76
(2) F e´ um operador quasilinear e limitado. Segue, da Proposic¸a˜o 3.5 em [43] (ver tambe´m
o Cap´ıtulo 4), que F e´ Fre´chet diferencia´vel e DF0 (F )(x) = −(λ1 + λ2u)x.
Provaremos que x = 0 e´ assintoticamente esta´vel, para algum α ∈ [0; 1], da inclusa˜o
diferencial quasilinear fuzzy
x′ ∈ [D0(F )(x)]α. (5.10)
Tomemos α = (1
2
)k , enta˜o (5.10) e´ dado por
x′ ∈ −
(
λ1 + λ2r0
[
0;
1√
2
])
x (5.11)
1. As soluc¸o˜es de (5.11) sa˜o do tipo x(t) = x(0) exp(−(λ1 + aλ2r0)t), com a ∈
[
0; 1√
2
]
e
existem para todo t ≥ 0.
2. Dado  > 0 existe δ1 =  tal que ‖x(t)‖ = ‖x(0) exp(−(λ1 + aλ2r0)t)‖ ≤ ‖x(0)‖ ∀t > 0.
3. limt→∞ ‖x(t)‖ = 0.
Segue dai que x = 0 e´ assintoticamente esta´vel para a inclusa˜o (5.10). Logo, pelo Teorema
5.2 em [43], temos que x = 0 e´ assintoticamente esta´vel para a inclusa˜o diferencial fuzzy
(5.8), isto e´, existem σ > 0, k > 0 e δ > 0 tais que qualquer soluc¸a˜o x(t) de (5.8) satisfaz a
desigualdade
‖x(t)‖ ≤ k ‖x(0)‖ exp(−σt)
para todo t ≥ 0 se ‖x(0)‖ < δ.
Conclusa˜o: Dado f(x) = rx, suponhamos que r e´ perturbado por um conjunto fuzzy U
obtendo assim, a multifunc¸a˜o fuzzy F (x) = (r + U)x. Desta forma, se 0 ∈ [U ]1, temos que
f(x) ∈ [F (x)]α,∀α ∈ [0, 1]. Enta˜o, para qualquer α(x) temos que{
x′ ∈ rx+ [U ]α(x)
X(0) = X0,
isto e´, a soluc¸a˜o determin´ıstica sempre esta´ no conjunto soluc¸a˜o da inclusa˜o diferencial.
CAP´ITULO 6
Conjuntos aleato´rios
O estudo de multifunc¸o˜es, isto e´, func¸o˜es que possuem valores conjuntos, se inicia na
de´cada de 30, juntamente com incluso˜es diferenciais. Na de´cada de 40, Robbins em [84],
[85], introduz o conceito de conjuntos aleato´rios (multifunc¸o˜es mensura´veis). Pore´m, ate´ os
anos 70 na˜o se achava nenhuma aplicac¸a˜o desta versa˜o de varia´veis aleato´rias, fazendo com
que Kendall [50] e Matherom [58] introduzissem uma teoria geral de conjuntos aleato´rios
para estudar objetos geome´tricos. Desde enta˜o, esta teoria tem sido estudada e aplicada por
diversos matema´ticos em a´reas distintas, tais como geometria integral e estoca´stica (ver [50],
[58]), economia matema´tica (ver [21], [31]) e otimizac¸a˜o (ver [8]).
Neste Cap´ıtulo daremos os fundamentos ba´sicos de conjuntos aleato´rios, que sera´ pre´-
requisito para um de nossos resultados principais deste trabalho, a “Lei forte de grandes
nu´meros para conjuntos aleato´rios fechados”, que sera´ apresentado no pro´ximo Cap´ıtulo.
Este Cap´ıtulo esta organizado como segue: na primeira Sec¸a˜o daremos o conceito de
multifunc¸o˜es mensura´veis e suas principais propriedades. Na Sec¸a˜o 6.2 apresentaremos a
versa˜o da integral de uma multifunc¸a˜o segundo Aumann e na Sec¸a˜o 6.3 apresentamos a
teoria de conjuntos aleato´rios.
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6.1 Multifunc¸o˜es Mensura´veis
Nesta sec¸a˜o daremos a definic¸a˜o de mutifunc¸o˜es mensura´veis, algumas propriedades e
caracterizac¸o˜es.
Dado Y um espac¸o topolo´gico denotaremos por 2Y \∅ a famı´lia de todos os subconjuntos
na˜o vazios de Y e por C(Y ) a famı´lia de todos os subconjuntos fechados e na˜o vazios de Y .
Definic¸a˜o 6.1. Seja (Ω,A) um espac¸o mensura´vel e Y um espac¸o de Banach. A multifunc¸a˜o
F : Ω → 2Y \ ∅ e´ dita A-mensura´vel, se F−1(B) ∈ A para cada aberto B em Y .
Observemos que para testar a mensurabilidade de uma multifunc¸a˜o F e´ necessa´rio re-
presentar F−1(B) como a unia˜o enumera´vel de Ai, com Ai ∈ A. Sera´ que a utilizac¸a˜o de
tal argumento de enumerabilidade fica bem mais fa´cil se Y for separa´vel?. Isto em parte e´
verdade, vejamos a seguinte proposic¸a˜o onde A-mensura´vel pode ser expressado em termos
da func¸a˜o distaˆncia.
Proposic¸a˜o 6.2. Sejam (Ω,A) um espac¸o mensura´vel e Y um espac¸o de Banach separa´vel.
Enta˜o F : Ω → 2Y \ ∅ e´ mensura´vel se, e somente se, d(x, F (.)) e´ mensura´vel para cada
x ∈ Y .
Demonstrac¸a˜o: Seja {xi ∈ Y : i ≥ 1} tal que {xi ∈ Y / i ≥ 1} = Y , enta˜o dado x ∈ Y ,
d(x, F (.)) = lim
k→∞
d(xk, F (.))
para alguma subsequ¨eˆncia (xk) de (xi).
Para provar esta proposic¸a˜o basta considerar x ∈ {xi ∈ Y : i ≥ 1}. Agora,
F−1(B(xi, r)) = {w ∈ Ω / F (w) ∩ B(xi, r) 6= ∅} = {w ∈ Ω / d(xi, F (w)) < r} = Ar.
Como um aberto B 6= ∅ em Y e´ a unia˜o de tais B(xi, r) e d(xi, F (.)) e´ mensura´vel se, e
somente se, Ar ∈ A para cada r > 0. Enta˜o a proposic¸a˜o esta´ verificada. 
Definic¸a˜o 6.3. Sejam (Ω,A) um espac¸o mensura´vel, Y um espac¸o de Banach e F : Ω →
2Y \ ∅ uma multifunc¸a˜o. Uma aplicac¸a˜o f : Ω → Y satisfazendo a relac¸a˜o
f(w) ∈ F (w) ∀w ∈ Ω
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e´ chamada selec¸a˜o de F . No caso que a aplicac¸a˜o f seja mensura´vel, sera´ chamada de
selec¸a˜o mensura´vel de F.
Teorema 6.4. (Selec¸a˜o mensura´vel) Sejam (Ω,A) um espac¸o mensura´vel, Y um espac¸o de
Banach separa´vel e F : Ω → C(Y ) uma multifunc¸a˜o mensura´vel. Enta˜o existe uma selec¸a˜o
mensura´vel de F .
Demonstrac¸a˜o: Seja {xn}n≥1 um subconjunto denso enumera´vel de Y . A ide´ia da prova,
e´ construir uma sequ¨eˆncia de aplicac¸o˜es mensura´veis fk : Ω → Y, k ≥ 0 tomando valores
em {xn}, que converge uniformemente para uma selec¸a˜o f de F , obtendo f e´ mensura´vel.
Iremos construir tal sequ¨eˆncia atrave´s da induc¸a˜o.
Para cada w ∈ Ω, seja n ≥ 1 o menor inteiro tal que
F (w) ∩ B(xn, 1) 6= ∅,
e definimos f0 : Ω → Y por
f0(w) = xn.
Logo, f0(·) e´ mensura´vel e ale´m disso
∀w ∈ Ω , d(f0(w), F (w)) < 1.
Suponhamos que ja´ constroimos aplicac¸o˜es mensura´veis
fk : Ω → {xn}n≥1 k = 0, ...,m
satisfazendo
∀ 0 ≤ k ≤ m ∀w ∈ Ω d(fk(w), F (w)) < 1
2k
(6.1)
e
∀ 0 ≤ k < m− 1 d(fk(w), fk+1(w)) < 1
2k−1
. (6.2)
Agora, para cada n seja
Sn = {w ∈ Ω / fm(w) = xn}
observemos que os conjuntos Sn sa˜o mutuamente disjuntos, e⋃
n≥1
Sn = Ω
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ale´m disso, (6.1) implica que
∀w ∈ Sn , F (w) ∩ B(xn, 2−(m+1)) 6= ∅.
Fixemos w ∈ Ω e seja n tal que w ∈ Ω. Considere o menor inteiro r tal que
F (w) ∩ B(xn, 2−m) ∩ B(xr, 2−(m+1)) 6= ∅,
e defina
fm+1(w) = xr.
Enta˜o
d(fm(w), fm+1(w)) ≤ 2−m + 2−(m+1) < 2−m+1
ale´m disso
d(fm+1(w), F (w)) < 2
−(m+1)
assim, e´ poss´ıvel definir uma aplicac¸a˜o mensura´vel
fm+1 : Ω → {xn}n≥1
onde (6.1), (6.2) sa˜o satisfeitas quando m e´ subst´ıtuido por m + 1. De (6.2) segue que
∀w ∈ Ω, (fn(w))n≥1 e´ uma sequ¨eˆncia de Cauchy no espac¸o de Banach Y , deste modo existe
uma aplicac¸a˜o f : Ω → Y tal que
lim
n→∞
fn(w) = f(w).
De (6.2) temos que fn → f uniformemente, implicando que f e´ mensura´vel. Agora de (6.1)
tem-se que
d(f(w), F (w)) = 0
da´ı f e´ uma selec¸a˜o mensura´vel de F . 
Corola´rio 6.5. Sobre as condic¸o˜es do teorema anterior, existe uma sequ¨eˆncia (fn) de se-
lec¸o˜es mensura´veis de F tais que
F (w) = {fn(w);n ≥ 1}
em Ω.
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Demonstrac¸a˜o: Para cada n, k ≥ 1, consideremos a multifunc¸a˜o Gnk : Ω → 2Y \ ∅ definida
por
Gnk =
{
F (w) ∩B(xn, 1k ) se F (w) ∩B(xn, 1k ) 6= ∅
F (w) caso contra´rio.
Logo, Gnk possui valores fechados e isto se prova que ele e´ mensura´vel. Aplicando o Teorema
anterior obtemos o resultado. 
Denotemos por A⊗ B a σ-algebra gerada pelo produto A× B, onde A ∈ A e B ∈ B (B
e´ a Borel σ-algebra de Y).
Teorema 6.6. (Teorema de Caracterizac¸a˜o) Sejam (Ω,A) um espac¸o mensura´vel, Y espac¸o
de Banach separa´vel e F : Ω → 2Y \ ∅ uma multifunc¸a˜o a` valores fechados. Enta˜o as
seguintes propriedades sa˜o equivalentes:
(a) F e´ mensura´vel;
(b) F−1(C) ∈ A para cada fechado C em Y ;
(c) Para cada x ∈ Y a aplicac¸a˜o d(x, F (.)) e´ mensura´vel;
(d) O gra´fico de F pertence a A⊗ B.
Demonstrac¸a˜o: (a) ⇔ (b). Com efeito, seja C um fechado em Y . Definamos conjuntos
fechados por
Cn = {x ∈ Y : d(x,C) ≥ 1
n
}.
Assim,
Y \ C =
⋃
n≥1
Cn,
da´ı
C =
⋂
n≥1
(Y \ Cn).
Como F e´ mensura´vel , F−1(Y \ Cn) ∈ A. Portanto,
F−1(C) =
⋂
n≥1
F−1(Y \ Cn) ∈ A.
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Reciprocamente, se V e´ un conjunto aberto em Y , definamos conjuntos fechados por
Cn =
{
x ∈ Y / d(x, Y \ V ) ≥ 1
n
}
.
Assim,
V =
⋃
n≥1
F−1(Cn).
Ja´ que F−1(Cn) ∈ A,
F−1(V ) =
⋃
n≥1
F−1(Cn) ∈ A.
(a) ⇔ (c) segue da proposic¸a˜o anterior.
Omitimos a prova de (c) ⇔ (d), pois se precisamos de outros resultados, assim recomen-
damos ver [32] para a demonstrac¸a˜o. 
A seguir vejamos a relac¸a˜o entre continuidade e mensurabilidade de multifunc¸o˜es. Antes
lembremos os conceitos de continuidade.
Definic¸a˜o 6.7. Uma multifunc¸a˜o F : Ω → 2Y \ ∅ e´ chamada semicontinua superior-
mente, denotado por scs, se F−1(A) e´ fechado em Ω quando A ⊂ Y e´ fechado. Tambe´m F
e´ chamada de -δ-scs se para cada  > 0 e cada w0 ∈ Ω existe δ = δ(w0, ) > 0 tais que
F (w) ⊂ F (w0) + B(0, )
para cada w ∈ B(w0, δ) ∩ Ω.
Definic¸a˜o 6.8. Uma multifunc¸a˜o F : Ω → 2Y \∅ e´ chamada semicont´ınua inferiormente,
denotado por sci, se F−1(V ) e´ aberto em Ω quando V ⊂ Y e´ aberto. F e´ chamada de -δ-sci
se para cada  > 0 e cada w0 ∈ Ω existe um δ = δ(w0, ) > 0 tal que
F (w0) ⊂ F (w) + B(0, )
para cada w ∈ B(w0, δ) ∩ Ω.
Notemos que scs (sci) conincide com a -δ-scs (-δ-sci, respectivamente) se a multifunc¸a˜o
tiver valores compactos.
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Proposic¸a˜o 6.9. (Continuidade e mensurabilidade) Sejam Ω um espac¸o me´trico e A a σ-
a´lgebra de Borel em Ω, Y um espac¸o de Banach separa´vel e F : Ω → C(Y ). Se F e´ scs ou
sci, enta˜o F e´ mensura´vel.
Demonstrac¸a˜o: Suponhamos que F e´ scs. Enta˜o, dado um fechado C em Y , se obtemos
que F−1(C) e´ fechado em Ω. Portanto, F e´ mensura´vel.
Analogamente, se F e´ sci, enta˜o dado um aberto V em Y , obtemos que F−1(V ) e´ aberto
em Ω. Portanto F e´ mensura´vel. 
Teorema 6.10. (func¸a˜o suporte) Sejam (Ω,A) um espac¸o mensura´vel, Y um espac¸o de
Banach separa´vel e F : Ω → 2Y \ ∅ uma multifunc¸a˜o mensura´vel com valores fechados.
Enta˜o esta tem func¸a˜o suporte mensura´vel, isto e´, para cada x∗ ∈ Y ∗ a func¸a˜o
w 7→ σ(F (·), x∗)
e´ mensura´vel.
Demonstrac¸a˜o: Ver [32]. 
A rec´ıproca do Teorema 6.10 e´ verdadeira se o dual de Y e´ separa´vel e F tem valores
convexos e limitados.
6.2 Integral de Multifunc¸o˜es
Seja (Ω,A, µ) um espac¸o de medida completo σ-finita e Y um espac¸o de Banach separa´vel
com norma ‖.‖.
Denotemos por
L1(Ω, Y, µ) =
{
f : Ω → Y mensura´vel /
∫
Ω
‖f‖dµ <∞
}
.
Nesta sec¸a˜o daremos a definic¸a˜o e algumas propriedades da integral de uma multifunc¸a˜o
F de Ω sobre os subconjuntos fechados e na˜o vazios de Y .
Denotemos por S1F o conjunto de todas as selec¸o˜es integra´veis de F :
S1F = {f ∈ L1(Ω, Y, µ) / f(w) ∈ F (w) em quase todo Ω}.
Aumann [10] sugeriu a seguinte definic¸a˜o de integral para multifunc¸o˜es.
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Definic¸a˜o 6.11. A integral de F em Ω e´ o conjunto de integrais de selec¸o˜es integra´veis de
F ,isto e´, ∫
Ω
Fdµ =
{∫
Ω
fdµ / f ∈ S1F
}
.
Da definic¸a˜o segue imediatamente que a integral de F ,
∫
Ω
Fdµ, e´ convexa quando F tem
valores convexos.
Definic¸a˜o 6.12. Uma multifunc¸a˜o F : Ω → 2Y \ ∅ e´ chamada limitadamente integra´vel se
existe uma func¸a˜o na˜o-negativa g ∈ L1(Ω,R, µ) tal que
F (w) ⊂ g(w)B(0, 1)
em quase todo Ω.
Pela Definic¸a˜o 6.12 concluimos que se F e´ limitademente integra´vel, enta˜o cada selec¸a˜o
mensura´vel de F e´ um elemento de S1F devido ao teorema de Lebesgue. Assim, quando F e´
mensura´vel, limitadamente integra´vel e possui valores fechados, temos que a integral de F e´
um conjunto na˜o vazio.
A integral de multifunc¸o˜es ser convexa e fechada sa˜o propriedes importantes no aˆmbito
da teoria de ana´lise. Assim, devido a um resultado cla´ssico dado por Lyapunov, quando
Y = Rn a integral de qualquer multifunc¸a˜o e´ convexa, mesmo que os valores da multifunc¸a˜o
na˜o sejam convexos, e ale´m disso e´ fechada quando a multifunc¸a˜o e´ limitadamente integra´vel
e possui valores fechados. Na realidade o pro´prio Aumann prova que a integral e´ compacta
sob essas condic¸o˜es.
Definic¸a˜o 6.13. Seja (Ω,A, µ) um espac¸o de medida. Diremos que A ∈ A e´ um a´tomo para
a medida µ, se cada vez que
. µ(A) > 0
. B ∈ A e B ⊂ A
enta˜o
µ(B) = 0 ou µ(B) = µ(A).
Uma medida µ se diz na˜o atoˆmica quando esta na˜o possui a´tomos.
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Teorema 6.14. Seja F : Ω → 2Rn \ ∅ uma multifunc¸a˜o. Se µ e´ na˜o-atoˆmica, enta˜o ∫
Ω
Fdµ
e´ convexa.
Demonstrac¸a˜o: Ver [3]. 
Teorema 6.15. (Aumann) Seja F : Ω → 2Rn \ ∅ uma multifunc¸a˜o limitadamente integra´vel
com valores fechados. Enta˜o
∫
Fdµ e´ compacta.
Demonstrac¸a˜o:Ver [3]
Usando a definic¸a˜o e´ quase imposs´ıvel calcular a integral de uma multifunc¸a˜o, pore´m,
fazendo uso da func¸a˜o suporte e´ possivel calcular algumas integrais de uma maneira fa´cil.
Proposic¸a˜o 6.16. Consideremos a multifunc¸a˜o F : Ω → C(Rn). Enta˜o
∀x ∈ Rn, σ
(∫
Ω
Fdµ , x
)
=
∫
σ(F (w), x)dµ.
Demonstrac¸a˜o: Ver [3] 
Como mencionamos acima, e´ poss´ıvel calcularmos algumas integrais fazendo uso da
Proposic¸a˜o 6.16. Para isso e´ suficiente construir a func¸a˜o suporte σ(F (w), x), e integrar-
mos esta func¸a˜o com respeito a w para cada x ∈ Rn. Logo, usando o Teorema de Ho¨rmander
e o valor da integral da func¸a˜o suporte, obtida anteriormente, obtemos a
∫
Ω
Fdµ. Veja o
exemplo a seguir:
Exemplo 6.17. Seja A um conjunto convexo, compacto na˜o vazio em Rn, enta˜o∫ t2
t1
Adt = (t1 − t2)A. t2 > t1.
Com efeito, pela proposic¸a˜o anterior temos que, para cada ψ ∈ Rn
σ
(∫ t2
t1
Adt, ψ
)
=
∫ t2
t1
σ(A,ψ)dt = σ(A,ψ)(t2 − t1)
Agora, como A e´ convexo, enta˜o
∫ t2
t1
Adt e´ convexo. Logo, pelo teorema de Ho¨rmander, se
tem que ∫ t2
t1
Adt =
{
x ∈ Rn / 〈x, ψ〉 ≤ σ
(∫ t2
t1
Adt, ψ
)
, ∀ψ ∈ Rn
}
= {x ∈ Rn / 〈x, ψ〉 ≤ σ(A,ψ)(t2 − t1), ∀ ∈ Rn}
= (t2 − t1){x ∈ Rn / 〈x, ψ〉 ≤ σ(A,ψ), ∀ψ ∈ Rn}
= (t2 − t1)A.
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6.3 Conjuntos aleato´rios
Nesta Sec¸a˜o Rn e´ o espac¸o Euclidiano n-dimensional. Denotaremos por CC(Rn) a famı´lia
de todos os subconjuntos fechados e convexos de Rn, isto e´,
CC(Rn) = {A ∈ C(Rn) / A e´ convexo }.
Definic¸a˜o 6.18. Seja (Ω,A, P ) um espac¸o de probabilidade. Enta˜o, qualquer multifunc¸a˜o
X : Ω → 2Rn \ ∅ mensura´vel e´ chamada Conjunto aleato´rio.
Quando X tem valores fechados (compactos) se diz que X e´ um conjunto aleato´rio
fechado (compacto, respectivamente).
Dado um conjunto aleato´rio X : Ω → C(Rn), denotaremos por coX a multifunc¸a˜o coX :
Ω → CC(Rn) definida por
coX(ω) = co{X(ω)},
onde co{X(ω)} denota a envolto´ria convexa e fechada do conjunto X(ω).
Proposic¸a˜o 6.19. Seja X : Ω → C(Rn) um conjunto aleato´rio. Enta˜o coX : Ω → CC(Rn) e´
um conjunto aleato´rio.
Demonstrac¸a˜o: Ver [6], [37]. 
Teorema 6.20. Seja X : Ω → KC(Rn) uma multifunc¸a˜o. Enta˜o, X e´ um conjunto aleato´rio
se, e somente se, σ(X(·), y) e´ uma varia´vel aleato´ria para cada y ∈ Rn.
Demonstrac¸a˜o: E´ uma consequeˆncia do Teorema 6.10. 
Como nos cap´ıtulos anteriores, dado um conjunto A ⊂ Rn temos que ‖A‖ = supa∈A ‖a‖,
onde ‖a‖ denota a norma do vector a ∈ Rn.
Proposic¸a˜o 6.21. Se X : Ω → C(Rn) enta˜o ‖X‖ e´ uma varia´vel aleato´ria.
Demonstrac¸a˜o: Ver [6] ou [35]. 
Dado um conjunto aleato´rio X : Ω → C(Rn), denotemos por AX a menor σ-algebra
contendo todos os conjuntos X−1(B) com B ⊂ Rn fechado.
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Definic¸a˜o 6.22. Sejam X1, X2 : Ω → C(Rn) conjuntos aleato´rios. Dizemos que X1 e X2
sa˜o independentes se AX1 e AX2 sa˜o independentes.
Definic¸a˜o 6.23. Sejam X1, X2 : Ω → C(Rn) conjuntos aleato´rios. Dizemos que X1 e X2
sa˜o identicamente distribuidos se
P{X−11 (B)} = P{X−12 (B)},
para todo fechado B ⊂ Rn.
A seguir definimos a esperanc¸a de um conjunto aleato´rio, usando a integral de Aumann
para multifunc¸o˜es.
Definic¸a˜o 6.24. Seja (Ω,A, P ) um espac¸o de probabilidade. A esperanc¸a de um conjunto
aleato´rio X : Ω → 2Rn \ ∅, denotado por E(X), e´ definido por
E(X) =
{
E(f) / f ∈ S1X
}
,
onde E(f) denota o esperado da varia´vel aleato´ria f e
S1X = {f ∈ L1(Ω,Rn, P ) / f(ω) ∈ X(ω) e E(‖f‖) <∞}.
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CAP´ITULO 7
Lei forte de grandes nu´meros para
conjuntos aleato´rios fechados
A lei forte de grandes nu´meros foi bem estabelecida para func¸o˜es mensura´veis tomando
valores em va´rios espac¸os diferentes. Neste Cap´ıtulo apresentamos uma lei forte de grandes
nu´meros (LFGN) para conjuntos aleato´rios de Rp.
A primeira LFGN para conjuntos aleato´rios foi provada por Artstein e Vitale [7] para
conjuntos aleato´rios compactos de Rp independentes e identicamente distribu´ıdos (i.i.d.).
Este resultado foi estendido para conjuntos aleato´rios compactos i.i.d. de um espac¸o de
Banach separa´vel por Puri e Ralescu [67], Gine´, Hahn e Zinn [35] e Hiai [37]. Nesses trabalhos,
a LFGN foi estabelecida com a distaˆncia de Hausdorff e supondo que os conjuntos aleato´rios
sa˜o integralmente limitados.
Artstein e Hart [6], motivados por um problema de optimizac¸a˜o que surge em processos
de distribuic¸a˜o sob incertezas, estabelecem a LFGN para conjuntos aleato´rios fechados de Rp.
Este resultado foi estendido para conjuntos aleato´rios fechados em espac¸os de Banach por
Hiai [37] e Hess [36]. A condic¸a˜o de integrabilidade sobre os conjuntos aleato´rios assumidas
nestes trabalhos e´ que a esperac¸a e´ na˜o vazia. Esta condic¸a˜o e´ mais fraca que a de integral-
mente limitada e assim, a covergeˆncia nestes trabalhos (a convergeˆncia de Kuratowski em
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Artstein e Hart [6], a convergeˆncia de Mosco em Hiai [37] e a convergeˆncia na topologia de
Wijsman em Hess [36]) sa˜o mais fortes que a convergeˆncia com a distaˆncia de Hausdorff.
Neste Cap´ıtulo consideramos conjuntos aleato´rios fechados i.i.d. de Rp e provamos que
se estes sa˜o integralmente limitados, enta˜o a LFGN e´ satifeita com a distaˆncia de Hausdorff.
Consequentemente, nosso resultado e´ uma generalizac¸a˜o do feito por Artstein e Vitale [7],
pois consideramos conjuntos aleato´rios fechados e na˜o necessariamente limitados e e´ um
resultado mais forte de aquele dado por Artstein e Hart [6], pois consideramos uma condic¸a˜o
mais forte sobre a condic¸a˜o de integrabilidade dos conjuntos aleato´rios fechados.
O Cap´ıtulo esta´ organizado como segue: Na Sec¸a˜o 7.1 provamos alguns resultados que
devem ser usados para a prova de nosso resultado principal, a LFGN para conjuntos aleato´rios
fechados, que sera´ dado na Sec¸a˜o 7.2.
Este Cap´ıtulo sera´ publicado em [44].
7.1 Resultados preliminares
Para provar a nossa versa˜o da LFGN procederemos de uma forma, em certo modo, similar
a` teoria cla´ssica para varia´veis aleato´rias. Especificamente, dado uma sequeˆncia de conjuntos
aleato´rios fechados e na˜o vazios de Rp, X1, X2, ...., construimos a sequeˆncia Y1, Y2, ... por
“truncamento” do conjunto aleato´rio. Enta˜o provamos dois fatos: primeiro, que Y1, Y2, ...
satisfazem a LFGN, e segundo, que podemos trocar X1, X2, .... por Y1, Y2, ... sem mudar a
forma assinto´tica.
Nesta Sec¸a˜o daremos resultados que devem ser usados na prova do LFGN.
Sejam X1, X2, .... uma sequeˆncia de conjuntos aleato´rios fechados e na˜o vazios de R
p,
i.i.d. e tal que E {‖X1‖H} <∞. Para cada n ∈ N, seja
Yn =
{
Xn, se Xn ⊂ B[0;n],
{0}, caso contra´rio,
onde
B[0;n] = {x ∈ Rp / ‖x‖ ≤ n}.
Logo, Y1, Y2, ... e´ uma sequeˆncia de conjuntos aleato´rios compactos na˜o vazios e independentes
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de Rp com
E {‖Yn‖H} ≤ E {‖X1‖H} <∞, ∀n ∈ N.
Lema 7.1. Sejam X1, X2, .... uma sequeˆncia de conjuntos aleato´rios fechados e na˜o vazios
de Rp, i.i.d. com E {‖X1‖H} <∞. Enta˜o
H
(
X1 +X2 + ...+Xn
n
,
Y1 + Y2 + ...+ Yn
n
)
→ 0, q.t.p.
quando n→∞.
Demonstrac¸a˜o: Temos que
H
(
X1 +X2 + ...+Xn
n
,
Y1 + Y2 + ...+ Yn
n
)
≤ 1
n
n∑
i=1
Wi, (7.1)
onde Wi = I(Yi 6= Xi)‖Xi‖H e
I(A) =
{
1, se vale A,
0, caso contra´rio.
Como E {‖X1‖H} <∞,
∑
i≥1
P (Wi > 0) =
∑
i≥1
P (‖Xi‖H > i) <∞,
e consequentemente, pelo Lema 1 em Rohatgi ([86], pa´gina 266), temos que
1
n
n∑
i=1
Wi → 0, q.t.p. (7.2)
quando n→∞. O resultado segue das inequac¸o˜es (7.1) e (7.2). 
Lema 7.2. Seja X1, X2, .... uma sequeˆncia de conjuntos aleato´rios fechados e na˜o vazios de
Rp, i.i.d. com E {‖X1‖H} <∞. Enta˜o para qualquer ε > 0 existe M ∈ N tal que
(a) ∀ x ∈ E(coXn), existe y = y(x) ∈ E(coYn) satisfazendo ‖x− y‖ < ε, ∀n ≥M.
(b) ∀ y ∈ E(coYn), existe x = x(y) ∈ E(coXn) satisfazendo ‖x− y‖ < ε, ∀n ≥M.
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Demonstrac¸a˜o: Seja
Zn =
{
1, se Xn ⊂ B[0;n] ⇔ coXn ⊂ B[0;n],
0, caso contra´rio.
Dado x ∈ E(coXn), existe f ∈ S1coXn tal que x = E(f). Para y = E(g) com g = Znf , como
g ∈ S1coYn , enta˜o y ∈ E(coYn).
Agora, temos que
E(f) = E(Znf) + E{(1− Zn)f} = E(g) + E{(1− Zn)f},
e consequentemente,
‖x− y‖ = ‖E{(1− Zn)f}‖ ≤ E{‖Xn‖HI(‖Xn‖H > n)}. (7.3)
Como E {‖Xn‖H} <∞, enta˜o ∀ε > 0 existe M ∈ N tal que
E{‖Xn‖HI(‖Xn‖H > n)} < ε, ∀n ≥M.
Isto juntamente com (7.3) completa a prova da parte (a).
Agora, para y ∈ E(coYn), existe g ∈ S1coYn tal que y = E(g). Seja x = E(f) com
f = Zng + (1 − Zn)h, para algum h ∈ S1coXn . Ja´ que f ∈ S1coXn enta˜o x ∈ E(coXn). Logo,
nos temos que
‖x− y‖ = ‖E{(1− Zn)h}‖ ≤ E{‖Xn‖HI(‖Xn‖H > n)}. (7.4)
Raciocinando assim como antes, o resultado da parte (b) segue de (7.4) e do fato do que
E {‖Xn‖H} <∞. 
Lema 7.3. Seja X1, X2, ... uma sequeˆncia de conjuntos aleato´rios na˜o vazios de R
p, i.i.d.
com E {‖X1‖H} <∞. Enta˜o
H
(
E(coY1) + E(coY2) + ...+ E(coYn)
n
,E(coX1)
)
→ 0,
quando n→∞.
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Demonstrac¸a˜o: Sejam x ∈ E(coX1) e ε > 0 fixos. Pelo Lema 7.2 parte (a), existe yˆm ∈
E(coYm) tal que ‖x − yˆm‖ < ε, ∀m ≥ M, para algum M ∈ N. Suponhamos que n ≥ M .
Seja yˆ = (y1 + ...+ yM−1 + yˆM + ...+ yˆn)/n, para yj ∈ E(coYj) arbitrario, i = 1, 2, ...,M − 1,
e seja Ψn = {E(coY1) + E(coY2) + ...+ E(coYn)}/n. Enta˜o,
inf
y∈Ψn
‖x− y‖ ≤ ‖x− yˆ‖
≤ 1
n
∑M−1
j=1 ‖x− yj‖+ n−M+1n ε
≤ 2(M−1)
n
E {‖X1‖H}+ n−M+1n ε ≤ 2ε,
(7.5)
para qualquer n ≥M0 = max{M,M1}, onde M1 = 2(M − 1)E {‖X1‖H} /ε.
Agora para y ∈ Ψn fixo, usando o Lema 7.2 parte (b) e procedendo de maneira ana´loga
ao anaa´lise da prova da parte (a), temos que
inf
x∈E(coX1)
‖x− y‖ ≤ 2ε, (7.6)
para qualquer n ≥M0. Finalmente, o resultado segue de (7.5) e de (7.6). 
7.2 Uma LFGN para conjuntos aleato´rios fechados
Teorema 7.4. Seja X1, X2, .... uma sequeˆncia de conjuntos aleato´rios fechados e na˜o vazios
de Rp, i.i.d. com E {‖X1‖H} <∞. Enta˜o
H
(
X1 +X2 + ...+Xn
n
,E{coX1}
)
→ 0, q.t.p.
quando n→∞.
Demonstrac¸a˜o: Temos que
H
(
X1 + ...+Xn
n
,E{coX1}
)
≤ H
(
X1 + ...+Xn
n
,
Y1 + ...+ Yn
n
)
+
H
(
Y1 + ...+ Yn
n
,
coY1 + ...+ coYn
n
)
+
H
(
coY1 + ...+ coYn
n
,
E{coY1}+ ...+ E{coYn}
n
)
+
H
(
E{coY1}+ ...+ E{coYn}
n
,E{coX1}
)
.
(7.7)
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Para provar o resultado devemos demonstrar que cada termo no lado direito de (7.7) converge
para 0 q.t.p. quando n→∞.
Primeiro, pelo Lema 7.1 temos que
H
(
X1 + ...+Xn
n
,
Y1 + ...+ Yn
n
)
→ 0, a.s.
quando n→∞.
Segundo, pelo Lema de Shapley-Folkman (ver Arrow e Hahn [5]) temos que
H
(
Y1 + ...+ Yn
n
,
coY1 + ...+ coYn
n
)
≤
√
p
n
max
1≤i≤n
‖Yi‖H . (7.8)
Como ‖Yi‖H ≤ ‖Xi‖H , ∀i, e E {‖X1‖H} < ∞, o lado direito de (7.8) converge a 0 q.t.p.
quando n→∞ (ver por exemplo o Lema 1 em Babu [11]).
Terceiro, Pelo Teorema 20 em Lyashenko [56], para provar que
H
(
coY1 + ...+ coYn
n
,
E{coY1}+ ...+ E{coYn}
n
)
→ 0, q.t.p.
quando n→∞ e´ suficiente ver que
∑
i≥1
E
[
H2 (coYi, E{coYi})
]
i2
<∞, (7.9)
e que todo os E{coYi} sejam limitados, ∀i.
Todo E{coYi} e´ limitado pois
‖E{coYi}‖H ≤ E{‖Yi‖H} ≤ E{‖X1‖H} <∞, ∀i. (7.10)
Como H (coYi, E{coYi}) ≤ ‖coYi‖H + ‖E{coYi}‖H , temos
∑
i≥1
E
[
H2 (coYi, E{coYi})
]
i2
≤
∑
i≥1
E
{‖coYi‖2H}
i2
+
2
∑
i≥1
‖E{coYi}‖HE {‖coYi‖H}
i2
+
∑
i≥1
‖E{coYi}‖2H
i2
.
De (7.10), ∑
i≥1
‖E{coYi}‖HE {‖coYi‖H}
i2
<∞
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e ∑
i≥1
‖E{coYi}‖2H
i2
<∞.
Ja´ que ‖coYi‖H ≤ i, ∀i e
∑
i≥k 1/i
2 ≤ 2/k, temos que
∑
i≥1
E
{‖coYi‖2H}
i2
≤ ∑i≥1∑i−1k=0 (k+1)2i2 P (k ≤ ‖X1‖H < k + 1)
=
∑
k≥1
k2P (k − 1 ≤ ‖X1‖H < k)
∑
i≥k
1
i2
≤ 2
∑
k≥1
kP (k − 1 ≤ ‖X1‖H < k)
≤ 2E {‖X1‖H}+ 1 <∞.
e portanto (7.9) esta´ verificado.
Finalmente, pelo Lema 7.3
H
(
E(coY1) + E(coY2) + ...+ E(coYn)
n
,E(coX1)
)
→ 0,
quando n→∞. Isto completa a prova. 
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CAP´ITULO 8
LFGN e o TCL para varia´veis aleato´rias
fuzzy
Em muitas situac¸o˜es reais as incertezas de dados prove´m de duas fontes: do mecanismo
aleato´rio e da incerteza dos resultados. As varia´veis aleato´rias fuzzy foram introduzidas
por Puri e Ralescu em [65] e sa˜o ferramentas satisfato´rias para modelar tais situac¸o˜es. As
varia´veis aleato´rias Fuzzy (vaf’s) generalizam os conceitos de varia´veis aleato´rias bem como
os de conjuntos aleato´rios.
Para utilizar esta ferramenta para ana´lise estat´ıstica de dados inexatos, va´rios autores
estenderam alguns resultados cla´ssicos sobre varia´veis aleato´rias para vaf. Em particular, a
preocupac¸a˜o e´ com a ac¸a˜o assinto´tica da soma de vaf. Neste sentido, a lei forte de grandes
nu´meros (LFGN) cla´ssica foi estendida por Arstein em [7] para conjuntos aleato´rios e por
Colubi [22] para vaf. Embora, o resultado em [22] e´ uma LFGN mais geral para vaf da que
apresentamos aqui, a nossa versa˜o tem a vantagem de apresentar uma prova muito mais
simples. Nosso resultado e´ basicamente uma generalizac¸a˜o do resultado apresentado em [6]
para conjuntos aleato´rios.
Outro resultado cla´ssico de grande importaˆncia para varia´veis aleato´rias e´ o teorema
central de limite (TCL). Weil, em [95], prova o TCL para conjuntos aleato´rios. Extenso˜es
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para vaf podem ser encontradas em [51] e [68]. Neste Cap´ıtulo provamos o TCL que estende
o resultado apresentado em [51] e consideramos condic¸o˜es diferentes daquelas dadas em [68].
O nosso TCL estende [51] em dois aspectos: em [51] os autores trabalham com o espac¸o
de conjuntos fuzzy compactos convexos com aplicac¸a˜o de n´ıvel Lipchitz, o qual e´ um espac¸o
separa´vel mas na˜o e´ completo (ver [70]), enquanto mostramos que basta trabalharmos com
conjuntos fuzzy compactos com aplicac¸a˜o de n´ıvel cont´ınua para provarmos o TCL para
vaf’s.
No´s tambe´m gostar´ıamos de salientar que a condic¸a˜o que impomos nas vaf para obtermos
o TCL, a continuidade da aplicac¸a˜o de n´ıvel, e´ diferente do assumido em [68], a convexidade
dos n´ıveis dos conjuntos fuzzy. Nenhum destas suposic¸o˜es requer o outro. A diferenc¸a nas
condic¸o˜es assumidas e´ devido a` forma como e´ vista a na˜o separabilidade do espac¸o me´trico
de conjuntos fuzzy envolvida. Para resolver esta dificultade, em [68] os autores identificaram
isometricamente vaf (que tem n´ıveis compactos convexos) com um processo emp´ırico e enta˜o
aplicaram os resultados obtidos em [94]. Nossa abordagem e´ semelhante ao que foi usado
em [95].
Os argumentos principais que foram utilizados nos trabalhos [7] e [95], sa˜o o Teorema
de Shapley e Folkman, que generalizamos ao contexto fuzzy, e o resultado dado em Mourier
[59], que aplicamos diretamente usando o Teorema de imersa˜o dado em [70]. Este Teorema
de imersa˜o sera´ nossa ferramenta principal.
O Cap´ıtulo esta´ organizado como segue. Na Sec¸a˜o 8.1, depois de introduzirmos algumas
notac¸o˜es, discutiremos o Teorema de imersa˜o. Na Sec¸a˜o 8.2 apresentamos o conceito de vaf e
estabelecemos algumas propriedades. Na u´ltima Sec¸a˜o expomos nossos resultados principais.
Este Cap´ıtulo sera´ publicado em [45].
8.1 Notac¸o˜es e o Teorema de imersa˜o
Como tinhamos visto nos Cap´ıtulos anteriores, F(Rn) denota a famı´lia dos conjuntos
fuzzy compactos sobre Rn e FC(Rn), a famı´lia de todos os conjuntos fuzzy compactos e
convexos, e´ um subespac¸o fechado de F(Rn). Por outro lado, (F(Rn), D) e´ um espac¸o
me´trico, onde D e´ a me´trica de supremo (uma extensa˜o da me´trica de Hausdorff), isto e´,
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dado u, v ∈ F(Rn) a distaˆncia entre u e v e´ dado por
D(u, v) = sup
α∈[0,1]
H([u]α, [v]α).
A seguir daremos notac¸o˜es de algumas classes de conjuntos fuzzy os quais sera˜o u´teis.
Definic¸a˜o 8.1. Seja u ∈ F(Rn) um conjunto fuzzy.
(a) Diremos que u e´ um conjunto fuzzy com n´ıvel cont´ınuo se a aplicac¸a˜o α → [u]α e´
H-cont´ınua, isto e´, dado  > 0, existe um δ > 0 tal que
|α− β| < δ ⇒ H([u]α, [u]β) < .
(b) Diremos que u e´ um conjunto fuzzy com n´ıvel Lipchitz se existe uma constante L ≥ 0,
tal que
H([u]α, [u]β) ≤ L|α− β|,
para todo α, β ∈ [0, 1].
Neste Cap´ıtulo consideraremos os seguintes subespac¸os de (F(Rn), D)
FC(Rn) := {u ∈ F(Rn) / u tem n´ıvel cont´ınuo};
FL(Rn) := {u ∈ F(Rn) / u tem n´ıvel Lipchitz};
FCC (Rn) := FC(Rn) ∩ FC(Rn);
FLC (Rn) := FC(Rn) ∩ FL(Rn).
Para cada A ∈ K(Rn) denotaremos por coA a envolto´ria convexa de A.
Proposic¸a˜o 8.2. Seja u ∈ F(Rn). Enta˜o a famı´lia (co[u]α)α∈[0,1] satisfaz
(a) co[u]α ∈ K(Rn), ∀ α ∈ [0, 1];
(b) se α ≤ β enta˜o co[u]α ⊃ co[u]β; e
(c) para todo α1 ≤ ... ≤ αn, ... tal que αn ↑ α, co[u]α =
⋂∞
n=1 co[u]
αn.
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Demonstrac¸a˜o: Os items (a) e (b) sa˜o imediatos. Para provar (c), seja α1 ≤ ... ≤ αn, ... tal
que αn ↑ α, enta˜o [u]α =
⋂∞
n=1[u]
αn e portanto co[u]α = co
⋂∞
n=1[u]
αn =
⋂∞
n=1 co[u]
αn . Isto
completa a prova. 
Da Proposic¸a˜o 8.2 segue que a famı´lia (co[u]α)α∈[0,1] satisfaz as condic¸o˜es do teorema de
representac¸a˜o de Negoita e Ralescu (ver o primeiro Cap´ıtulo), e portanto existe um conjunto
fuzzy, co(u), tal que
[co(u)]α = co[u]α, ∀α ∈ [0, 1].
Note que se u ∈ FC(Rn), enta˜o co(u) ∈ FCC (Rn), pois H(coA, coB) ≤ H(A,B), ∀ A,B ∈
K(Rn).
Uma consequeˆncia das u´ltimas considerac¸o˜es sobre co[u] nos leva ao seguinte resultado.
Corola´rio 8.3. Sejam u, v ∈ F(Rn), enta˜o co(u+ v) = co(u) + co(v).
8.1.1 O teorema de imersa˜o
Como tinhamos dito na introduc¸a˜o deste Cap´ıtulo, a ferramenta principal para provarmos
a nossa versa˜o para a LFGN e o TCL para vaf’s e´ a extensa˜o do Teorema de imersa˜o de
Minkowski dado em [70]. A seguir, apresentamos este Teorema e discutimos algumas de suas
consequeˆncias.
Denotemos por C([0, 1]× Sn−1) o conjunto de todas as func¸o˜es reais cont´ınuas definidas
sobre [0, 1]× Sm−1 munido com a me´trica usual d∞,
d∞(f, g) = max
z∈[0,1]×Sm−1
|f(z)− g(z)| ,
e denotemos por ‖ · ‖∞ a sua norma associada.
Puri e Ralescu em [66], provaram que existe uma imersa˜o isome´trica j : FLC (Rn) →
C([0, 1]×Sn−1). Por outro lado, (FC(Rn), D) na˜o e´ separa´vel, propriedade que e´ interesante
na teoria de integrac¸a˜o, mas (FLC (Rn), D) e´ separa´vel. Dasafortunadamente, (FLC (Rn), D)
na˜o e´ um subespac¸o completo de (FC(Rn)).
Ja´ que FLC (Rn) ↪→ FCC (Rn) e (FCC (Rn), D) e´ um subespac¸o fechado de (FC(Rn), D), e
portanto completo, a pergunta que surge e´: sera´ que j pode ser estendida a` classe FCC (Rn)?.
A resposta e´ afirmativa, como mostra o seguinte teorema.
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Teorema 8.4. A aplicac¸a˜o j : FLC (Rn) → C([0, 1] × Sn−1) definida por j(u) = Su e´ positi-
vamente homogeˆnea, aditiva e tambe´m uma isometria.
Demonstrac¸a˜o: Ver [70]. 
Como uma consequeˆncia imediata do Teorema de 8.4, o espac¸o me´trico (FCC (Rn), D)
e´ separa´vel. Em [70] os autores tambe´m provaram que FCC (Rn) e´ o subespac¸o maximal
completo e separa´vel de FC(Rn) que pode ser imerso em C([0, 1]× Sn−1) via a isometria j.
Sejam u, v ∈ FCC (Rn), do Teorema 8.4 segue que
D(u, v) = sup{|Su(α, z)− Sv(α, z)| / (α, z) ∈ [0, 1]× Sn−1}
= ‖Su − Sv‖∞ ,
e assim,
‖u‖ = sup{|Su(α, z)| / (α, z) ∈ [0, 1]× Sn−1} = ‖Su‖∞ .
8.2 Varia´veis aleato´rias fuzzy
Definic¸a˜o 8.5. Seja (Ω,A, P ) um espac¸o de probabilidade. Uma varia´vel aleto´ria fuzzy
(vaf) X e´ uma func¸a˜o Borel mensura´vel X : Ω → (F(Rn), D), no sentido que X−1(S) ⊂ A,
onde S e´ a σ-algebra gerado pelos abertos do espac¸o me´trico (F(Rn), D).
Podemos ver que a vaf generaliza o conceito de conjuntos aleato´rios compactos, basta
identificar cada conjunto aleato´rio com sua func¸a˜o caracter´ıstica.
A seguir damos algumas propriedades de vaf.
Proposic¸a˜o 8.6. Seja X : Ω → F(Rn) uma vaf. Enta˜o
(a) coX : Ω → FC(Rn), onde coX(ω) = co{X(ω)}, e´ uma vaf;
(b) [X]α : Ω → K(Rn), onde [X]α(ω) = [X(ω)]α, e´ um conjunto aleato´rio para cada α ∈
[0, 1];
(c) ‖X‖ : Ω → R e´ uma varia´vel aleato´ria.
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Demonstrac¸a˜o: Para a demonstrac¸a˜o consultar [51]. 
Seja X : Ω → F(Rn) uma vaf. Diremos que X e´ integralmente limitada se [X]α e´ um
conjunto aleato´rio integralmente limitado para cada α ∈ [0, 1].
Proposic¸a˜o 8.7. Seja X : Ω → F(Rn) uma vaf integralmente limitada, enta˜o existe um
u´nico conjunto fuzzy v ∈ F(Rn) tal que
[v]α =
∫
Ω
[X]αdP = E([X]α) (8.1)
para cada α ∈ [0, 1].
Demonstrac¸a˜o: Dada a famı´lia {∫
Ω
[X]αdP}α∈[0,1] temos que esta satisfaz as condic¸o˜es do
teorema de representac¸a˜o (ver [65]). Logo existe um conjunto fuzzy v ∈ F(Rn) que satisfaz
a relac¸a˜o (8.1). 
Definic¸a˜o 8.8. Seja X : Ω → F(Rn) uma vaf integralmente limitada. Enta˜o a esperanc¸a
de X, denotado por E(X), e´ o u´nico conjunto fuzzy v ∈ F(Rn) tal que
[E(X)]α = [v]α = E([X]α).
Como uma consequeˆncia do resultado obtido por Aumann (ver [10]) temos que se P e´
na˜o ato´mica, enta˜o E(X) = E(coX).
Proposic¸a˜o 8.9. Seja X : Ω → F(Rn) uma vaf integralmente limitada. Enta˜o a func¸a˜o
suporte fuzzy SX(α, ψ) e´ uma varia´vel aleato´ria para todo (α, ψ) ∈ [0, 1]× Sn−1 e
SE(X) = E(SX).
Demonstrac¸a˜o: E´ uma consequeˆncia do Teorema 6.9. 
8.3 Resultados principais
Como tinhamos dito na introduc¸a˜o, para provar a nossa versa˜o da LFGN e TCL para
vaf’s necessitamos, ale´m do Teorema de imersa˜o, generalizar ao contexto fuzzy o Teorema
de Shapley e Folkman (ver [5]). Assim, primeiramente damos esta generalizac¸a˜o.
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Proposic¸a˜o 8.10. Sejam u1, u2, ..., un ∈ F(Rm) com ‖ui‖ < M , 1 ≤ i ≤ n, para algum
nu´mero positivo e constante M ∈ R. Se an ∈ R, an > 0, enta˜o
D
(
n∑
i=1
ui
an
, co
(
n∑
i=1
ui
an
))
≤ a−1n
√
mM, ∀n.
Em particular, se a−1n → 0, enta˜o
lim
n→∞
D
(
n∑
i=1
ui
an
, co
(
n∑
i=1
ui
an
))
= 0.
Demonstrac¸a˜o: Como [ui]
α ∈ K(Rm) e ‖[ui]α‖ ≤ ‖ui‖ < M , i = 1, 2, ...n, da Proposic¸a˜o
em [7] temos que
H
(
n∑
i=1
[ui]
α
an
, co
(
n∑
i=1
[ui]
α
an
))
≤ a−1n H
(
n∑
i=1
[ui]
α, co
(
n∑
i=1
[ui]
α
))
≤ a−1n
√
mM,
e portanto
D
(
n∑
i=1
ui
an
, co
(
n∑
i=1
ui
an
))
≤ a−1n
√
mM.

8.3.1 Lei forte de grandes nu´meros
Teorema 8.11. Seja Xi, i = 1, 2, ... uma sequeˆncia de vaf’s independentes e identicamente
distribuidas em FC(Rm) com E ‖X1‖ <∞ e Tn = X1 + ...+Xn. Enta˜o
lim
n→∞
D
(
Tn
n
,E(coX1)
)
= 0 q.t.p.
Demonstrac¸a˜o: Seja Yi = coXi, 1 ≤ i ≤ n, e Rn = Y1 + ... + Yn. Como E ‖coX1‖ =
E ‖Y1‖ = E ‖SY1‖∞ <∞, pela desigualdade triangular temos que
D
(
Tn
n
,EX1
)
≤ D
(
Tn
n
,
Rn
n
)
+D
(
Rn
n
,EY1
)
. (8.2)
Da Proposic¸a˜o 8.10 e do Lema 1 em [11],
D
(
Tn
n
,
Rn
n
)
≤ n−1√mmax
i≤n
‖Xi‖ → 0 q.t.p., (8.3)
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quando n→∞.
Ja´ que ESYi(α, z) = SEYi(α, z), usando a isometria entre Yi e seu processo suporte
SYi(α, z), temos
D
(
Rn(w)
n
,EY1
)
=
∥∥∥SRn(w)
n
− SEY1
∥∥∥
∞
, ∀ω ∈ Ω. (8.4)
Agora, de (8.4) e da LFGN em C([0, 1]× Sm−1) (ver [59]),
D
(
Rn
n
,EY1
)
→ 0 q.t.p., (8.5)
quando n→∞. Finalmente, o resultado segue de(8.2), (8.3) and (8.5). 
8.3.2 Teorema central do limite
Para cada vaf X em FCC (Rm), seja ΨX a covariaˆncia do processo estoca´stico SX(α, z),
ΨX{(α, z), (β, g)} = E{SX(α, z)− SEX(α, z)}{SX(β, g)− SEX(β, g)}.
Teorema 8.12. Sejam Xi, i = 1, 2, ... vaf ’s independentes e identicamente distribuidas em
FCRm com E ‖X1‖2 <∞ e Tn = X1 + ...+Xn. Enta˜o
√
nD
(
Tn
n
,EcoX1
)
−→ ‖Z‖ , em distribuic¸a˜o,
quando n → ∞, onde Z e´ uma varia´vel Gaussian centrada em C([0, 1] × Sm−1) com co-
variaˆncia ΨcoX1.
Demonstrac¸a˜o: Pela desigualdade triangular e seguindo a notac¸a˜o da prova do Teorema
8.11, temos que
√
nD
(
Tn
n
,EX1
)
≤ √nD
(
Tn
n
,
Rn
n
)
+
√
nD
(
Rn
n
,EY1
)
. (8.6)
Da Proposic¸a˜o 8.10 e do Lema 1 em [11],
√
nD
(
Tn
n
,
Rn
n
)
≤ √m
(
max1≤i≤n ‖Xi‖2
n
)1/2
→ 0 a.s., (8.7)
quando n→∞.
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Do Teorema 8.4,
√
nD
(
Rn
n
,EY1
)
=
√
n
∥∥∥SRn
n
− SEY1
∥∥∥
∞
=
∥∥∥ 1√n ∑ni=1 (SYi − ESY1)∥∥∥∞ .
(8.8)
Agora, para aplicar o TCL em C([0, 1]×Sm−1) (Corola´rio 7.17 em [4]), temos que provar
duas condic¸o˜es. Primeiro temos que verificar que∫ 1
0
h
1
2 (t)dt <∞, (8.9)
onde
h(t) = logN(t), t > 0,
e N(t) e´ o nu´mero mı´nimo de esferas com raio t que cobrem [0, 1] × Sm−1 com a me´trica e
sobre [0, 1]× Sm−1, definida por
e{(α, z), (β, g)} = |α− β|+ ‖z − g‖ .
Como um cubo de dimensa˜o 2 podemos cobrir com (2k)m cubos de lado 1/k, enta˜o [0, 1]×
Sm−1 podemos cobrir com (2k)m+1 esferas de raio 1/k, e assim
N(t) ≤ Kmt−1, t > 0
onde Km e´ uma constante. Portanto, a integral (8.9) e´ finita.
Agora verificaremos a segunda condic¸a˜o,
|SY1(α, z)− SY1(β, g)| ≤Me{(α, z), (β, g)}.
onde M e´ uma varia´vel aleato´ria na˜o negativa com segundo momento finito. Esta condic¸a˜o
se satisfaz, pois
|SY1(α, z)− SY1(β, g)| = |SY1 {(α, z)− (β, g)}|
≤ ‖SY1‖ e{(α, z), (β, g)}.
Logo, pelo TCL em C([0, 1]× Sm−1),
1√
n
n∑
i=1
{SYi − E(SY1)}−→Z, em distribuic¸a˜o, (8.10)
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quando n → ∞, onde Z e´ uma varia´vel Gaussian centrada em C([0, 1] × Sm−1) com co-
variaˆncia ΨX1 .
Finalmente, como a aplicac¸a˜o (α, z) → ‖(α, z)‖, (α, z) ∈ [0, 1] × Sm−1, e´ cont´ınua, o
resultado segue de(8.6), (8.7), (8.8) e (8.10). 
CAP´ITULO 9
Procesos fuzzy s-convexos
Em 1967, Rockafellar [80] introduz a noc¸a˜o de processos convexos (ver tambe´m [79]), que
sa˜o multifunc¸o˜es cujos gra´ficos sa˜o cones convexos e fechados. Por exemplo, estes podem ser
vistos como a versa˜o mult´ıvoca de um operador linear e cont´ınuo. As derivadas de algumas
multifunc¸o˜es sa˜o processos convexos e fechados, que e´ uma propriedade deseja´vel para uma
derivada (ver [2]). Uma propriedade importante de processos convexos e´ que e´ poss´ıvel achar
a transposta de um processo convexo e fechado e usar os benef´ıcios da teoria de dualidade, e
como e´ conhecido, estes fatos sa˜o usuais na teoria de otimizac¸a˜o (ver por exemplo [15], [81],
[82], [83], [16]).
A extensa˜o desta noc¸a˜o para o contexto fuzzy foi feita por Mat loka [60]. Recentemente,
Syan, Low and Wu [96] observaram que a definic¸a˜o de Mat loka e´ muito estrita. Portanto, eles
da˜o outra definic¸a˜o que estende a definic¸a˜o de Mat loka. Em 2000 os autores introduziram
o conceito de multifunc¸a˜o fuzzy M-convexa [23], observamos que o conceito de multifunc¸a˜o
fuzzy 1-convexa coincide com a definic¸a˜o de processos fuzzy convexos dado em [96] (ver
Teorema 3.4, p. 195 em [96]) para o caso M=1.
Em 1978, Breckner introduz o conceito de func¸o˜es s-convexas como uma generalizac¸a˜o
de func¸o˜es convexas [17], e em 1993 estuda a versa˜o mult´ıvoca [18]. Observemos que pro-
cessos convexos sa˜o um caso particular de multifunc¸o˜es s-convexas. Tambe´m, no mesmo
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trabalho [18], Breckner prova um fato importante: a relac¸a˜o de multifunc¸o˜es s-convexas e a
s-convexidade da func¸a˜o suporte. Outros trabalhos relacionados com este tema sa˜o [19],[91]
[92], [93].
Neste Cap´ıtulo, introduzimos a versa˜o fuzzy da definic¸a˜o de Breckner, e esta generalizac¸a˜o
sera´ chamada processo fuzzy s-convexo. Ale´m disso, devemos provar a sua relac¸a˜o com a
func¸a˜o suporte e estudamos suas propriedades.
O Cap´ıtulo esta´ organizado como segue: Na primeira Sec¸a˜o introduzimos algumas no-
tac¸o˜es, definic¸o˜es e resultados preliminares. Na Sec¸a˜o 9.2 estabelecemos nossos resultados
principais e finalmente na Sec¸a˜o 9.3 provamos algumas propriedes alge´bricas e a conexa˜o
com a integral me´dia fuzzy.
Este Cap´ıtulo foi publicado em [25].
9.1 Definic¸o˜es e notac¸o˜es
Seja Rn o espac¸o Euclidiano n-dimensional. Seja s ∈]0, 1] e seja f : Rn → R uma func¸a˜o
tal que para todo a ∈ [0, 1] e todo x, y ∈ Rn a seguinte inequac¸a˜o se cumpre
f((1− a)x+ ay) ≤ (1− a)sf(x) + asf(y). (9.1)
Estas func¸o˜es sa˜o chamadas s-convexas e foram introduzidas por Breckner em [17], onde
tambe´m e´ poss´ıvel achar exemplos de func¸o˜es s-convexas.
Denotemos por P (Rn) o famı´lia de todos os subconjuntos na˜o vazios de Rn, em [18]
Breckner generaliza a noc¸a˜o de s-convexidade para multifunc¸o˜es F : Rm → P (Rn), ele diz
que F e´ s-convexa se a seguinte relac¸a˜o se verifica
(1− a)sF (x) + asF (y) ⊂ F ((1− a)x+ ay) (9.2)
para todo a ∈ [0, 1] e todo x, y ∈ Rm.
Agora, lembremos algumas notac¸o˜es e conceitos dados nos Cap´ıtulos anteriores que sera˜o
de utilidade neste Cap´ıtulo.
=(Rn) denota o espac¸o de todos os conjuntos fuzzy na˜o vazios sobre Rn. Um conjunto
fuzzy u e´ chamado convexo [54] se
u(λy1 + (1− λ)y2) ≥ min{u(y1), u(y2)},
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para todo y1, y2 ∈ supp (u) = {y / u(y) > 0} e λ ∈]0, 1[.
A soma e multiplicac¸a˜o por um escalar e´ definido via o Principio de Extensa˜o por
(u+ v)(y) = sup
y1,y2:y1+y2=y
min{u(y1), v(y2)}
e
(λu)(y) =
{
u( y
λ
) se λ 6= 0
χ{0}(y) se λ = 0.
Uma relac¸a˜o de ordem ⊆ e´ dada por
u ⊆ v ⇔ u(y) ≤ v(y), ∀y ∈ Rn.
A intersec¸a˜o de dois conjuntos fuzzy u, v, denotado por u ∧ v, e´ definido por
(u ∧ v)(y) = min{u(y), v(y)}.
Qualquer aplicac¸a˜o F : Rm → =(Rn) sera´ chamada processo fuzzy. Para cada α ∈ [0, 1]
definimos a multifunc¸a˜o Fα : R
m → P (Rn) por
Fα(x) = [F (x)]
α.
Um processo fuzzy F : Rm → =(Rn) e´ chamado convexo se satisfaz a seguinte relac¸a˜o
F ((1− a)x1 + ax2)(y) ≥ sup
y1,y2:(1−a)y1+ay2=y
min{F (x1)(y1), F (x2)(y2)}, (9.3)
para todo x1, x2 ∈ Rm, a ∈]0, 1[ e y ∈ Rn. Esta noc¸a˜o de processo fuzzy convexo foi
recentemente introduzida em [96].
A seguir introduzimos a definic¸a˜o de processos fuzzy s-convexos. Esta definic¸a˜o e´ uma
generalizac¸a˜o da noc¸a˜o de s-convexidade para multifunc¸o˜es (9.2).
Definic¸a˜o 9.1. Seja s ∈]0, 1]. Um processo fuzzy F : Rm → =(Rn) e´ chamado processo
fuzzy s-convexo, se para todo a ∈]0, 1[ e para todo x, y ∈ Rm satisfaz a condic¸a˜o
(1− a)sF (x) + asF (y) ⊆ F ((1− a)x+ ay).
Observac¸a˜o 9.2. Usualmente processos fuzzy 1-convexos sa˜o simplemente chamados pro-
cessos fuzzy convexos (see [96]).
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Exemplo 9.3. Seja f : Rm → R uma func¸a˜o s-convexa. Consideramos F : Rm → =(R)
definida por
F (x) := χ[f(x),∞[,
onde χA denota a func¸a˜o caracter´ıstica de A.
Como f e´ s-convexa, enta˜o temos que
[f((1− a)x+ ay),∞[ ⊃ [(1− a)sf(x),∞[ +[asf(y),∞[
para todo a ∈]0, 1[ e x, y ∈ Rm. Consequentemente,
F ((1− a)x+ ay) = χ[f(((1−a)x+ay),∞[
⊇ χ{(1−a)s[f(x),∞[} + χ{as[f(y),∞[}
= (1− a)sχ[f(x),∞[ + asχ[f(y),∞]
= (1− a)sF (x) + asF (y).
Desta maneira, F e´ um processos fuzzy s-convexo.
9.2 Resultados principais
Nesta Sec¸a˜o, apresentamos algumas propriedades de processos fuzzy s-convexos e damos
duas caracterizac¸o˜es: primeiro usando a func¸a˜o de pertineˆncia e depois usando o conceito de
func¸a˜o suporte fuzzy.
Teorema 9.4. Seja F : Rm → =(Rn) um processo fuzzy. F e´ um processo fuzzy s-convexo
se, e somente se,
F (ax1 + (1− a)x2)(y) ≥ sup
y1,y2:asy1+(1−a)sy2=y
min{F (x1)(y1), F (x2)(y2)} (9.4)
para todo x1, x2 ∈ Rm, a ∈]0, 1[ e y ∈ Rn.
Demonstrac¸a˜o: Suponhamos que F e´ um processo fuzzy s-convexo. Seja x1, x2 ∈ Rm,
a ∈]0, 1[ e y ∈ Rn arbitrarios. Enta˜o, da Definic¸a˜o 9.1, da soma e multiplicac¸a˜o escalar sobre
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=(Rn), temos que
F (ax1 + (1− a)x2)(y)
≥ (asF (x1) + (1− a)sF (x2))(y)
= sup
y1,y2:y1+y2=y
min{asF (x1)(y1), (1− a)sF (x2)(y2)}
= sup
y1,y2:y1+y2=y
min
{
F (x1)
(y1
as
)
, F (x2)
(
y2
(1− a)s
)}
= sup
y1,y2:asy1+(1−a)sy2=y
min{F (x1)(y1), F (x2)(y2)}.
Assim, a relac¸a˜o (9.4) e´ satisfeita.
Reciprocamente, suponhamos que a relac¸a˜o (9.4) se satisfaz. Enta˜o, para todo x1, x2 ∈
Rm, a ∈]0, 1[ e y ∈ Rn, temos que
F (ax1 + (1− a)x2)(y)
≥ sup
y1,y2:asy1+(1−a)sy2=y
min{F (x1)(y1), F (x2)(y2)}
= sup
y1,y2:y1+y2=y
min
{
F (x1)
(y1
as
)
, F (x2)
(
y2
(1− a)s
)}
= (asF (x1) + (1− a)sF (x2))(y),
o qual implica que F e´ s-convexo. 
Proposic¸a˜o 9.5. Seja F : Rm → =(Rn) um processo fuzzy tal que
(1) F (x1 + x2) ⊇ F (x1) + F (x2) ∀x1, x2 ∈ Rm;
(2) F (ax) = asF (x) ∀a > 0, ∀x ∈ Rm.
Enta˜o, F e´ um processo fuzzy s-convexo.
Demonstrac¸a˜o: Seja x1, x2 ∈ Rm, a ∈]0, 1[ e y ∈ Rn arbitrarios. Enta˜o, da adic¸a˜o e
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multiplicac¸a˜o escalar sobre =(Rn), e das condic¸o˜es (1) e (2), temos que
F (ax1 + (1− a)x2)(y)
≥ (F (ax1) + F ((1− a)x2))(y)
= sup
y1,y2:y1+y2=y
min{F (ax1)(y1), F ((1− a)x2)(y2)}
= sup
y1,y2:asy1+(1−a)sy2=y
min{F (ax1)(asy1), F ((1− a)x2)((1− a)sy2)}
= sup
y1,y2:asy1+(1−a)sy2=y
min{(asF (x1))(asy1), ((1− a)sF (x2))((1− a)sy2)}
= sup
y1,y2:asy1+(1−a)sy2=y
min{F (x1)(y1), F (x2)(y2)}.
Portanto,
F (ax1 + (1− a)x2)(y) ≥ sup
y1,y2:asy1+(1−a)sy2=y
min{F (x1)(y1), F (x2)(y2)}
para todo x1, x2 ∈ Rm, a ∈]0, 1[ e y ∈ Rn, isto e´, F satisfaz a relac¸a˜o (9.4) do Teorema 9.4.
Portanto, F e´ um processo fuzzy s-convexo. 
Proposic¸a˜o 9.6. Um processo fuzzy F : Rm → FC(Rn) e´ s-convexo se, e somente se, Fα e´
uma multifunc¸a˜o s-convexa para todo α ∈ [0, 1].
Demonstrac¸a˜o: E´ uma consequencia das propriedades de n´ıvel de um conjunto fuzzy. 
Teorema 9.7. Seja F : Rm → FC(Rn) um processo fuzzy. F e´ um processo fuzzy s-convexo
se, e somente se, S(F (·), (α, ψ)) e´ s-coˆncava para todo (α, ψ), isto e´,
S(F (ax1 + (1− a)x2), (α, ψ)) ≥ asS(F (x1), (α, ψ)) + (1− a)sS(F (x2), (α, ψ)).
Demonstrac¸a˜o: Suponhamos que F e´ um processo fuzzy s-convexo. Seja (α, ψ) ∈ [0, 1] ×
Rm, x1, x2 ∈ Rn e a ∈]0, 1[ arbitrarios. Enta˜o, da Proposic¸a˜o 9.6 e das propriedades da
func¸a˜o suporte, temos que
S(F (ax1 + (1− a)x2), (α, ψ)) = σ(Fα(ax1 + (1− a)x2), ψ)
≥ σ(asFα(x1) + (1− a)sFα(x2), ψ)
= asσ(Fα(x1), ψ) + (1− a)sσ(Fα(x2), ψ).
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Consequeˆntemente,
S(F (ax1 + (1− a)x2), (α, ψ)) ≥ asS(F (x1), (α, ψ)) + (1− a)sS(F (x2), (α, ψ)).
Portanto, S(F (·), (α, ψ)) e´ s-concava.
Para provar a rec´ıproca e´ suficiente ver que
S(F (ax1 + (1− a)x2), (α, ψ)) ≥ S(asF (x1) + (1− a)sF (x2), (α, ψ))
para todo (α, ψ) ∈ [0, 1]× Rn, que e´ uma consequeˆncia das propriedades da func¸a˜o suporte
de um conjunto fuzzy. 
9.3 Aplicac¸o˜es
Nesta Sec¸a˜o, apresentamos resultados sobre operac¸o˜es de processos fuzzy s-convexos e
estudamos a s-convexidade da integral me´dia.
Definic¸a˜o 9.8. Sejam F1, F2 : R
m → =(Rn) processos fuzzy.
(1) A intersecc¸a˜o de F1 e F2, denotado por F1 ∩ F2 : Rm → =(Rn), e´ definido por
(F1 ∩ F2)(x) = F1(x) ∧ F2(x).
(2) A soma de F1 e F2, denotado por F1 + F2 : R
m → =(Rn), e´ definido por
(F1 + F2)(x) = F1(x) + F2(x).
(3) A multiplicac¸a˜o por escalar λ, denotado por λF1 : R
m → =(Rn), e´ definido por
(λF )(x) = λ(F (x)).
Proposic¸a˜o 9.9. Sejam F1, F2 : R
m → =(Rn) processos fuzzy s-convexos. Enta˜o, F1 ∩ F2 e´
um processo fuzzy s-convexo.
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Demonstrac¸a˜o: Sejam x1, x2 ∈ Rm, a ∈]0, 1[ e y ∈ Rn arbitrarios. Enta˜o,
((F1 ∩ F2)(ax1 + (1− a)x2)) (y)
= (F1(ax1 + (1− a)x2) ∧ F2(ax1 + (1− a)x2)) (y)
= min {F1(ax1 + (1− a)x2)(y), F2(ax1 + (1− a)x2)(y)}
≥ min
{
sup
asy1+(1−a)sy2=y
min {F1(x1)(y1), F1(x2)(y2)} ,
sup
asy1+(1−a)sy2=y
min {F2(x1)(y1), F2(x2)(y2)}
}
≥ sup
asy1+(1−a)sy2=y
min {min {F1(x1)(y1), F1(x2)(y2)} ,min {F2(x1)(y1), F2(x2)(y2)}}
= sup
asy1+(1−a)sy2=y
min {F1(x1)(y1), F1(x2)(y2), F2(x1)(y1), F2(x2)(y2)}
= sup
asy1+(1−a)sy2=y
min {min{F1(x1)(y1), F2(x1)(y1)},min{F1(x2)(y2), F2(x2)(y2)}}
= sup
asy1+(1−a)sy2=y
min {(F1(x1) ∧ F2(x1))(y1), (F1(x2) ∧ F2(x2))(y2)}
= sup
asy1+(1−a)sy2=y
min {(F1 ∩ F2)(x1)(y1), (F1 ∩ F2)(x2)(y2)}
Do Teorema 9.4 obtemos que F e´ um processo fuzzy s-convexo. 
Proposic¸a˜o 9.10. Sejam F1, F2 : R
m → =(Rn) processos fuzzy s-convexos e λ ≥ 0. Enta˜o,
F1 + λF2 e´ um processo fuzzy s-convexo.
Demonstrac¸a˜o: Sejam x1, x2 ∈ Rm e a ∈]0, 1[ arbitrarios. Enta˜o,
(F1 + λF2)(ax1 + (1− a)x2)
= F1(ax1 + (1− a)x2) + λF2(ax1 + (1− a)x2)
⊇ (asF1(x1) + (1− a)sF1(x2)) + λ (asF2(x1) + (1− a)sF2(x2))
= (asF1(x1) + a
sλF2(x1)) + ((1− a)sF1(x2) + (1− a)sλF2(x2))
= as(F1(x1) + λF2(x1)) + (1− a)s(F1(x2) + λF2(x2)),
o qual implica que
(F1 + λF2)(ax1 + (1− a)x2) ⊇ as(F1 + λF2)(x1) + (1− a)s(F1 + λF2)(x2).
Portanto, F1 + λF2 e´ um processo fuzzy s-convexo. 
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Observac¸a˜o 9.11. Da proposic¸a˜o anterior, temos que a famı´lia de processos fuzzy s-convexos
e´ um cone.
A seguir devemos estudar a s-convexidade da integral me´dia fuzzy de F . Para definic¸a˜o
e propriedades da integral me´dia fuzzy ver [23].
Definic¸a˜o 9.12. [23] Seja F : [0, b] → F(Rn) uma v.a.f. integralmente limitada. Enta˜o a
multifunc¸a˜o fuzzy MF : (0, b] → F(Rn) definida por
MF (x) =
1
x
∫ x
0
F (t)dt , ∀x ∈ (0, b],
e´ chamada integral me´dia fuzzy de F .
Observac¸a˜o 9.13. Observe que tomando t = xs na definic¸a˜o previa, a aplicac¸a˜o α-n´ıvel de
MF pode-se escrever como [MF (x)]
α =
∫ 1
0
Fα(xs)ds, isto e´, MF (x) =
∫ 1
0
F (xs)ds.
Teorema 9.14. Seja F : [0, b] → FC(Rn) um v.a.f. integralmente limitada. Se F e´ s-
convexa, enta˜o MF tambe´m e´ s-convexa.
Demonstrac¸a˜o: Sejam F s-convexa, x1, x2 ∈ [0, b] e a ∈]0, 1[. Enta˜o, usando a Observac¸a˜o
9.13 e a Proposic¸a˜o 9.6, temos que
[MF (ax1 + (1− a)x2)]α =
∫ 1
0
Fα(ax1s+ (1− a)x2s)ds
⊃
∫ 1
0
(asFα(x1s) + (1− a)sF (x2s)) ds
= as
∫ 1
0
Fα(x1s)ds+ (1− a)s
∫ 1
0
F (x2s)ds
= as [MF (x1)]
α + (1− a)s [MF (x2)]α
para todo α ∈ [0, 1]. Portanto, MF e´ s-convexa. 
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CAP´ITULO 10
Desigualdades de Hadamard e Jensen
para processos fuzzy
Em [25] foi definido processos fuzzy s-convexos e foram estudadas algumas propriedades.
Neste Cap´ıtulo, definimos processos fuzzy s-concavos, estudamos algumas propriedades e
damos alguns resultados de desigualdades para ambos, processos fuzzy s-convexos e s-
concavos.
O Cap´ıtulo esta´ ordenado como segue: Na Sec¸a˜o 9.1 e´ dado a Definic¸a˜o de Processos
fuzzy s-convexos sobre um subconjunto C ⊂ Rm. Na Sec¸a˜o 9.2 estudamos processo fuzzy
s-coˆncavos sobre um subconjunto C ⊂ Rm. Na sec¸a˜o 9.3 apresentamos a desigualdade de
tipo Hadamard e na u´ltima Sec¸a˜o apresentamos a desigualdade de tipo Jensen.
10.1 Processos fuzzy s-convexos
Em [25] os autores introduzeram a definic¸a˜o de processo fuzzy s-convexos sobre Rm. Esta´
definic¸a˜o pode-se dar tambe´m dada seguinte forma.
Definic¸a˜o 10.1. Seja s ∈]0, 1]. Um processo fuzzy F : C ⊂ Rm → =(Rn) e´ chamado
processo fuzzy s-convexo sobre C, se para todo a ∈]0, 1[ e todo x, y ∈ C se satisfaz a
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condic¸a˜o
(1− a)sF (x) + asF (y) ⊆ F {(1− a)x+ ay} .
Como vimos no Cap´ıtulo anterior, esta definic¸a˜o generaliza a noc¸a˜o de s-convexidade
para multifunc¸o˜es dado por Breckner [18], pois se Γ : C ⊆ Rm → P (Rn) e´ uma multifunc¸a˜o,
enta˜o introduzendo F (x) = χΓ(x), vemos que a Definic¸a˜o 10.1 coincide com a definic¸a˜o de
s-convexidade para multifunc¸o˜es.
Exemplo 10.2. Consideremos o processo fuzzy F : (0,∞) → F(R) que a cada x ∈ (0,∞)
associa os pontos da reta real “muito maiores do que
√
x”. Agora, definimos os processos
fuzzy F1, F2 : (0,∞) → F(R) como segue
F1(x)(t) =


t√
x
− 1 se √x ≤ t ≤ 2√x,
1 se t ≥ 2√x,
0 se t ≤ √x,
F2(x)(t) =


−
(
t−2√x√
x
)
+ 1 se
√
x ≤ t ≤ 2√x,
1 se t ≥ 2√x,
0 se t ≤ √x.
Para F1 e x = 4, temos que os pontos da reta real “muito maiores do que
√
4 = 2” e´ o
conjunto fuzzy
F1(4)(t) =


t
2
− 1 se 2 ≤ t ≤ 4,
1 se t ≥ 4,
0 se t ≤ 2,
isto significa que os pontos depois de 4 sa˜o “muito maiores do que 2”, enquanto os pontos
no intervalo ]2, 4[ sa˜o parcialmente “muito maiores do que 2”, isto e´, possuem um grau de
pertineˆncia ao conjunto fuzzy F1(4). Similarmente, podemos ver que F2(4) tambe´m modela
o conjunto fuzzy dos pontos de reta real “muito maiores do que 2”. Portanto, ambos F1 e
F2 modelam o processo fuzzy F . Desta maneira, podemos achar diversos processo fuzzy que
definam F . Por outro lado, note que F1 e´
1
2
-convexo, mas F2 na˜o e´ s-convexo para todo
s ∈ ]0, 1].
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10.2 Processos fuzzy s-coˆncavos
Nesta Sec¸a˜o introduzimos o conceito de processos fuzzy s-coˆncavos e estabelecemos al-
gumas propriedades. Este conceito generaliza a definic¸a˜o de multifunc¸a˜o s-concavo dado em
[18].
Definic¸a˜o 10.3. Seja s ∈]0, 1]. Um processo fuzzy F : C ⊂ Rm → =(Rn) e´ chamado
processo fuzzy s-coˆncavo sobre C, se para todo a ∈]0, 1[ e todo x, y ∈ Rm se satisfaz a
seguinte condic¸a˜o
F {(1− a)x+ ay} ⊆ (1− a)sF (x) + asF (y).
Processos fuzzy 1-coˆncavos sa˜o simplemente chamados processo fuzzy coˆncavos.
Exemplo 10.4. Consideremos o processo fuzzy F : [0,∞) → =(R), onde F (x) e´ um con-
junto fuzzy triangular iso´sceles com suporte [−f(x), f(x)] onde f : [0,∞) → R e´ uma func¸a˜o
s-convexa. Enta˜o F e´ um processo fuzzy s-coˆncavo.
A seguir daremos algumas caracterizac¸o˜es para processos fuzzy s-coˆncavos.
Teorema 10.5. Seja F : C ⊂ Rm → =(Rn) um processo fuzzy sobre C. Enta˜o, F e´
s-coˆncavo se, e somente se,
F ((1− a)x1 + ax2)(y) ≤ sup
y1,y2:(1−a)sy1+asy2=y
min{F (x1)(y1), F (x2)(y2)},
para todo a ∈]0, 1[ e todo x, y ∈ C.
Agora, apresentamos outra caracterizac¸a˜o usando o conceito de func¸a˜o suporte fuzzy.
Teorema 10.6. Seja F : C ⊂ Rm → FC(Rn) um processo fuzzy sobre C. Enta˜o, F e´
s-coˆncavo se, e somente se, S(F (·), (α, ψ)) e´ uma func¸a˜o s-convexa, isto e´, S(F (·), (α, ψ))
satisfaz (4) para todo (α, ψ) ∈ [0, 1]× Sm.
Demonstrac¸a˜o: Suponhamos que F e´ um processo fuzzy s-coˆncavo. Sejam (α, ψ) ∈ [0, 1]×
Sm, x1, x2 ∈ Rn e a ∈]0, 1[. Enta˜o, das propriedades de func¸a˜o suporte, temos que
S(F (ax1 + (1− a)x2), (α, ψ)) ≤ S(asF (x1) + (1− a)sF (x2), (α.ψ))
= σ(asFα(x1) + (1− a)sFα(x2), ψ)
= asσ(Fα(x1), ψ) + (1− a)sσ(Fα(x2), ψ).
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Consequeˆntemente,
S(F (ax1 + (1− a)x2), (α, ψ)) ≤ asS(F (x1), (α, ψ)) + (1− a)sS(F (x2), (α, ψ)).
Portanto, S(F (·), (α, ψ)) e´ s-convexa. Para provar a rec´ıproca basta ver que
S(F (ax1 + (1− a)x2), (α, ψ)) ≤ S(asF (x1) + (1− a)sF (x2), (α, ψ))
para todo (α, ψ) ∈ [0, 1]× Sm, que e´ uma consequeˆncia das propriedades da func¸a˜o suporte
de um conjunto fuzzy. 
Exemplo 10.7. Consideremos o processo fuzzy F : [0,∞) → FC(R) dado por
F (x)(t) =
{
t
xs
se 0 ≤ t ≤ xs,
0 se t /∈ [0, xs],
para x 6= 0 e F (0) = χ{0}. Temos que a func¸a˜o suporte fuzzy S(F (·), (α, ψ)), para cada
(α, ψ) ∈ [0, 1]× S1, com S1 = {−1, 1}, e´ dado por S(F (x), (α, 1)) = αxs, que e´ uma func¸a˜o
s-convexa e S(F (x), (α,−1)) = 0 que tambe´m e´ s-convexa. Enta˜o, do Teorema 10.6 temos
que F e´ um processo fuzzy s-coˆncavo.
Proposic¸a˜o 10.8. Seja F : C ⊆ Rm → F(Rn) um processo fuzzy sobre C tal que
(a) F (x+ y) ⊆ F (x) + F (y),
(b) F (tx) = tsF (x).
Enta˜o F e´ um processo fuzzy s-coˆncavo sobre C.
Demonstrac¸a˜o: Da soma e multiplicac¸a˜o por escalar sobre =(Rn), e das condic¸o˜es (a) e
(b), temos que
F (ax1 + (1− a)x2)(y)
≤ (F (ax1) + F ((1− a)x2))(y)
= sup
y1,y2:y1+y2=y
min{F (ax1)(y1), F ((1− a)x2)(y2)}
= sup
y1,y2:asy1+(1−a)sy2=y
min{F (ax1)(asy1), F ((1− a)x2)((1− a)sy2)}
= sup
y1,y2:asy1+(1−a)sy2=y
min{(asF (x1))(asy1), ((1− a)sF (x2))((1− a)sy2)}
= sup
y1,y2:asy1+(1−a)sy2=y
min{F (x1)(y1), F (x2)(y2)},
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para todo x1, x2 ∈ C, a ∈]0, 1[ e y ∈ Rn. Portanto, pelo Teorema 10.5, F e´ um processo
fuzzy s-coˆncavo sobre C. 
Exemplo 10.9. Seja F : Rm → F(Rn) um operador quasilinear fuzzy (ver [42]), Enta˜o
F satisfaz aa condic¸o˜es da Proposic¸a˜o 10.8 para s = 1. Desta maneira, cada operador
quasilinear fuzzy e´ um processo fuzzy concavo.
10.3 Desigualdade de tipo Hadamard
Nesta Sec¸a˜o, apresentamos algumas desigualdades de tipo Hadamard para processos fuzzy
s-convexos e s-concavos e damos alguns exemplos.
Primeiro lembramos conceitos e propriedades de varia´veis aleato´rias fuzzy definidas sobre
um intervalo que sera˜o u´teis.
Uma multifunc¸a˜o F : [0, b] → K(X) e´ chamada Borel mensura´vel, se o gra´fico de F , isto
e´, o conjunto {(t, x)/ x ∈ F (t)} e´ um subconjunto Borel de [0, b]×X.
Como a medida de Lebesgue e´ completa, a Borel mensurabilidade de F e´ equivalente a
seguinte condic¸a˜o: para cada conjunto Borel B, F−1(B) = {t ∈ [0, b] / F (t) ∩ B 6= ∅} ∈ L,
onde L denota a σ-a´lgebra de todos os subconjuntos Lebesgue-mensura´veis do intervalo [0, b].
A integral de uma multifunc¸a˜o F : [0, b] → K(X) e´ definida por∫ b
0
Fdt =
{∫ b
0
f(t)dt/ f ∈ S(F )
}
,
onde
∫ b
0
f(t)dt e´ a integral de Bochner e S(F ) e´ o conjunto de todas as selec¸o˜es de F , isto e´,
S(F ) =
{
f ∈ L1([0, b], X)/ f(t) ∈ F (t) q.t.p..} .
Uma multifunc¸a˜o e´ chamada integralmente limitada, se existe uma func¸a˜o h : [0, b] → X
integra´vel tal que ||x|| ≤ h(t) para todo x e t tal que x ∈ F (t).
Se F : [0, b] → K(X) e´ um conjunto aleato´rio integralmente limitado, enta˜o a integral de
Aumann de F e´ um subconjunto na˜o vazio de X.
Se λ ∈ R e F , F1, F2 : [0, b] → KC(X) sa˜o conjuntos aleato´rios integralmente limitados,
enta˜o
a)
∫ b
0
Fdt ∈ KC(X
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b)
∫ b
0
(λF1 + F2)dt = λ
∫ b
0
F1dt+
∫ b
0
F2dt .
Para mais detalhes ver o Cap´ıtulo 6, ver tambe´m hiai&Umegaki [39].
Seja F : [0, b] → F(Rn) um processo fuzzy e definimos Fα : [0, b] → K(Rn) por Fα(x) =
[F (x)]α, ∀α ∈ [0, 1]. Enta˜o F e´ chamado mensura´vel se Fα e´ mensura´vel para todo α ∈ [0, 1].
Tambe´m, F e´ chamado integralmente limitado se Fα e´ integralmente limitado para cada
α ∈ [0, 1]. Se F e´ um processo fuzzy mensura´vel, enta˜o F e´ chamado varia´vel aleato´ria
fuzzy (vaf) (ver Cap´ıtulo 8 ou [65]).
Proposic¸a˜o 10.10. (Puri e Ralescu [65]) Se F : [0, b] → F(X) e´ uma vaf integralmente
limitada, enta˜o existe um u´nico conjunto fuzzy u ∈ F(X) tal que [u]α = ∫ b
0
Fαdt ∀α ∈ [0, 1].
A integral da varia´vel aleato´ria fuzzy F ,
∫ b
0
Fdt, e´ o u´nico conjunto fuzzy u ∈ F(X)
obtido na Proposic¸a˜o 10.10, isto e´,
∫ b
0
Fdt = u⇔ [u]α = ∫ b
0
Fαdt, para cada α ∈ [0, 1].
Teorema 10.11. Se F1, F2 : [0, b] → FC(X) sa˜o vaf integralmente limitadas e λ ∈ R, enta˜o∫ b
0
(λF1 + F2)dt = λ
∫ b
0
F1dt+
∫ b
0
F2dt.
Para mais detalhes e propriedades da integral de uma vaf ver [65].
Se f : [a, b] → R e´ uma func¸a˜o convexa, a seguinte relac¸a˜o se satisfaz
f
(
a+ b
2
)
≤ 1
b− a
∫ b
a
f(x)dx ≤ f(a) + f(b)
2
. (10.1)
Esta desiguldade e´ conhecida na literatura como desigualdade de Hadamard. A seguir es-
tendemos esto, primeiro provamos uma desigualdade de tipo Hadamard para processo fuzzy
s-convexos e depois para processos fuzzy s-concavos.
Teorema 10.12. Seja F : I → F(Rn) um processo fuzzy s-convexo sobre o intervalo I ⊂
[0,∞) mensura´vel e integralmente limitado e seja a, b ∈ I, com a < b. Enta˜o
(s+ 1)−1 {F (a) + F (b)} ⊆
∫ b
a
F (x)dx/(b− a) ⊆ 2s−1F
(
a+ b
2
)
. (10.2)
Demonstrac¸a˜o: Como F e´ s-convexo sobre I temos que
tsF (a) + (1− t)sF (b) ⊆ F {ta+ (1− t)b}
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para todo t ∈ [0, 1]. Integrando esta relac¸a˜o obtemos que∫ 1
0
F {ta+ (1− t)b} dt ⊇
∫ 1
0
{tsF (a) + (1− t)sF (b)} dt
= F (a)
∫ 1
0
tsdt+ F (b)
∫ 1
0
(1− t)sdt
= (s+ 1)−1 {F (a) + F (b)} .
Agora, fazendo o cambio de varia´vel x = tb+ (1− t)a, segue a primeira relac¸a˜o em (10.2).
Para provar a segunda relac¸a˜o em (10.2), observe que para todo x, y ∈ I temos que
F
(
x+ y
2
)
⊇ 1
2s
{F (x) + F (y)} . (10.3)
Enta˜o tomando x = ta+ (1− t)b e y = tb+ (1− t)a, de (10.3) obtemos que
F
(
a+ b
2
)
⊇ 1
2s
[F {ta+ (1− t)b}+ F {tb+ (1− t)a}] .
Integrando esta relac¸a˜o se tem que∫ 1
0
F
(
a+ b
2
)
dt ⊇
∫ 1
0
1
2s
[F {ta+ (1− t)b}+ F {tb+ (1− t)a}] dt
=
1
2s
[∫ 1
0
F {ta+ (1− t)b} dt+
∫ 1
0
F {tb+ (1− t)a} dt
]
.
Como ∫ 1
0
F {ta+ (1− t)b} dt =
∫ 1
0
F {tb+ (1− t)a} dt = 1
b− a
∫ b
a
F (x)dx,
segue que ∫ b
a
F (x)dx/(b− a) ⊆ 2s−1F
(
a+ b
2
)
.

Teorema 10.13. Seja F : I → F(Rn) um processo fuzzy s-coˆncavo sobre um intervalo
I ⊂ [0,∞) mensura´vel e integramente limitado e seja a, b ∈ I, com a < b. Enta˜o
2s−1F
(
a+ b
2
)
⊆
∫ b
a
F (x)dx/(b− a) ⊆ (s+ 1)−1(F (a) + F (b)). (10.4)
Demonstrac¸a˜o: A prova e´ ana´loga a` do Teorema 10.12. 
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Corola´rio 10.14. Seja F : I → F(Rn) um processo fuzzy s-coˆncavo mensura´vel e integral-
mente limitado sobre o intervalo I ⊂ [0,∞) e seja a, b ∈ I, com a < b. Enta˜o
2s−1Γ
(
a+ b
2
)
≤
∫ b
a
Γ(x)dx/(b− a) ≤ (s+ 1)−1(Γ(a) + Γ(b)),
onde Γ = S(F (.), (α, ψ)).
Demonstrac¸a˜o: O resultado segue do Teorema 10.13 e das propriedades da func¸a˜o suporte
fuzzy. 
Exemplo 10.15. Consideremos s = 1/2 e o processo fuzzy 1/2-concavo F1 : (1/2, 1) →
F(R) como no Exemplo 10.7. Enta˜o
Γ(x) = S(F1(x), (α, 1)) = α
√
x. (10.5)
para cada α ∈ [0, 1]. Desta maneira, pelo Corola´rio 10.14, temos que
√
6
8
α ≤
∫ 1
1/2
Γ(x)dx ≤ 2 +
√
2
3
α.
10.3.1 Aplicac¸o˜es
(a) Para um processo fuzzy mensura´vel e integralmente limitado F : [0, b] → FC(Rn), a
integral me´dia fuzzy de F e´ um processo fuzzy MF : (0, b] → F(Rn) definido por
MF (x) =
1
x
∫ x
0
F (t)dt , ∀x ∈ (0, b].
Este conceito foi introduzido em [23], onde tambe´m sa˜o estudadas algumas propriedades.
Em [25] e´ estudado a s-convexidade da interal me´dia fuzzy. Agora, na seguinte Proposic¸a˜o,
usando a desigualdade de Hadamard, obtemos uma nova relac¸a˜o para a integral me´dia fuzzy.
Proposic¸a˜o 10.16. Seja F : [0, b] → FC(Rn) um processo fuzzy mensura´vel e integralmente
limitado. Se F e´ s-convexo enta˜o MF e´ s-convexo e
(s+ 1)−1 {F (0) + F (x)} ⊆MF (x) ⊆ 2s−1F
(x
2
)
. (10.6)
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Demonstrac¸a˜o: Como F e´ s-convexa, enta˜o do Teorema 4.5 em [23] MF e´ s-convexa. A
relac¸a˜o (10.6) e´ uma consequeˆncia imediata do Teorema 10.12. 
(b) Com o propo´sito de estabelecer alguns refinamentos de (10.1), Dragomir [33] introduz
a aplicac¸a˜o
H(t) :=
1
b− a
∫ b
a
f
(
tx+ (1− t)a+ b
2
)
dx,
e prova que se f : [a, b] → R e´ uma func¸a˜o convexa, enta˜o H(t) e´ convexa e que
f
(
a+ b
2
)
≤ H(t) ≤ 1
b− a
∫ b
a
f(x)dx, ∀t ∈ [0, 1].
A seguir, extendemos este resultado para processo fuzzy s-convexos. Seja F : [a, b] → FC(Rn)
um processo fuzzy mensua´vel e integralmente limitado e definimos
H(t) :=
1
b− a
∫ b
a
F {tx+ (1− t)(a+ b)/2} dx, (10.7)
para t ∈ [0, 1].
Teorema 10.17. Seja F um processo fuzzy s-convexo mensura´vel e integralmente limitado
sobre o intervalo [a, b]. Enta˜o H e´ s-convexa sobre [0, 1] e
H(t) ⊆ 2s−1F
(
a+ b
2
)
, ∀t ∈ [0, 1]. (10.8)
Demonstrac¸a˜o: Seja t1, t2 ∈ [0, 1] e α, β ≥ 0 com α + β = 1. Enta˜o,
H(αt1 + βt2)
=
1
b− a
∫ b
a
F [(αt1 + βt2)x+ {1− (αt1 + βt2)} (a+ b)/2] dx
=
1
b− a
∫ b
a
F [α {t1x+ (1− t1)(a+ b)/2}+ β {t2x+ (1− βt2)(a+ b)/2}] dx
⊇ 1
b− a
∫ b
a
αsF {t1x+ (1− t1)(a+ b)/2} dx+
1
b− a
∫ b
a
βsF {t2x+ (1− βt2)(a+ b)/2} dx
= αsH(t1) + β
sH(t2),
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o que prova que H e´ s-convexa. Agora, seja t ∈ (0, 1]. Tomando r = tx + (1 − t)(a + b)/2
obtemos que
H(t) =
∫ p
q
F (r)dr/(p− q)
onde p = tb+ (1− t)(a+ b)/2 e q = ta+ (1− t)(a+ b)/2. Pelo Teorema 10.12 temos que
∫ p
q
F (r)dr/(p− q) ⊆ 2s−1F
(
p+ q
2
)
= 2s−1F
(
a+ b
2
)
,
que prova (10.8). 
Observac¸a˜o 10.18. Procedendo como na prova do Teorema 10.17, podemos tambe´m provar
que se F e´ um processo fuzzy s-coˆncavo mensura´vel e integralmente limitado sobre o intervalo
[a, b], enta˜o
2s−1F
(
a+ b
2
)
⊆ H(t).
10.4 Desigualdade de tipo Jensen
Nesta Sec¸a˜o apresentamos uma generalizac¸a˜o da desigualdade de Jensen para processo
fuzzy s-convexos e s-concavos.
Teorema 10.19. Seja F : C ⊆ Rm → F(Rn) um processo fuzzy s-convexo sobre C e s > 0.
Enta˜o a seguinte relac¸a˜o se satisfaz
n∑
i=1
psiF (xi) ⊆ F
(
n∑
i=1
pixi
)
, (10.9)
quando pi ≥ 0, xi ∈ C e
∑n
i=1 pi = 1. Por outro lado, se F e´ um processo fuzzy s-coˆncavo
sobre C e s > 0. Enta˜o se satisfaz a seguinte relac¸a˜o
F
(
n∑
i=1
pixi
)
⊆
n∑
i=1
psiF (xi) (10.10)
quando pi ≥ 0, xi ∈ C e
∑n
i=1 pi = 1.
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Demonstrac¸a˜o: primeiro provamos a relac¸a˜o (10.9). Para isto, procedemo por induc¸a˜o
sobre n. Para n = 2, (10.9) e´ a definic¸a˜o de s-convexidade de F . Agora, suponhamos que
(10.9) e´ va´lido para n = k − 1 dado pi ≥ 0, xi ∈ C e
∑k
i=1 pi = 1. Podemos supor que todo
pi > 0. Seja enta˜o qj = pj/(p1 + ... + pk−1), 1 ≤ j < k. Enta˜o q1 + ... + qk−1 = 1 e desta
maneira
qs1F (x1) + ...+ q
s
k−1F (xk−1) ⊆ F (q1x1 + ...+ qk−1xk−1). (10.11)
Definimos P = p1 + ...+ pk−1, enta˜o
F (p1x1 + ...+ pkxk) = F
{
P
(p1
P
x1 + ...+
pk−1
P
xk−1
)
+ pkxk
}
⊇ P sF
(p1
P
x1 + ...+
pk−1
P
xk−1
)
+ pskF (xk)
⊇ P s
(
ps1
P s
F (x1) + ...+
psk−1
P s
F (xk−1)
)
+ pskF (xk)
=
∑
psiF (xi),
que estabelece (10.9) para n = k, e consequentemente para todo n ∈ N.
A prova de (10.10) segue os mesmos pasos pelo que aqui omitimos. 
Corola´rio 10.20. Seja F : C ⊆ Rm → F(Rn) um processo fuzzy sobre C e s > 0. Enta˜o
n−s
n∑
i=1
F (xi) ⊆ F
(
n−1
n∑
i=1
xi
)
, (10.12)
quando xi ∈ C, 1 ≤ i ≤ n.
Exemplo 10.21. Consideremos o processo fuzzy 1/2-convexo e F1 como no exemplo 10.2.
Desta maneira, do Corola´rio 10.20, para cada α ∈ [0, 1] temos que
(1 + α)
√√√√n−1 n∑
i=1
xi,∞

 ⊃ n−1/2(1 + α) n∑
i=1
[
√
xi,∞[
128
CAP´ITULO 11
Trabalhos futuros
A seguir descrevemos alguns problemas que sera˜o motivo de estudos futuros.
11.1 Ana´lise fuzzy
Neste trabalho de tese no´s temos estudado o espac¸o de conjuntos fuzzy compactos, que e´
um espac¸o quasilinear, e temos dado alguns resultados ana´logos a` teoria de ana´lise funcional
cla´ssica. No´s acreditamos que este estudo foi o in´ıcio para desenvolver outras ferramentas,
por exemplo, falta obter um resultado ana´logo ao teorema de separac¸a˜o de H. Banach, o qual
desempenha um papel importante na teoria cla´ssica. Por outro lado, foi dado o conceito de
um operador adjunto, assim como o dual do espac¸o de conjuntos fuzzy compactos. Agora,
ser´ıa bom estudar suas propridades e explorar no ma´ximo seu uso em diferentes problematicas
que surgem na teoria fuzzy.
11.2 Incluso˜es e equac¸o˜es diferenciais fuzzy
Este tema esta´ sendo motivo de estudo de diferentes autores. Nos u´ltimos anos foi muito
mais explorado, obtendo-se va´rias formas de interpretar as incluso˜es e equac¸o˜es diferenciais,
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a qual acompanhamos e aportamos (em alguns casos) seu desenvolvimento. Como um novo
tema, tem ainda muito por ser explorado, por exemplo, estudar estabilidade, bifurcac¸a˜o,
comportamento assinto´tico das soluc¸o˜es, fluxos, etc. Existem alguns trabalhos (pouco) onde
estuda-se estas propriedades para casos particulares de Incluso˜es e equac¸o˜es diferenciais
fuzzy.
11.3 Controle o´timo fuzzy
Tambe´m e´ de nosso interesse estudar problemas de controle o´timo, onde o controle e´ dado
por um conjunto fuzzy. Tendo as ferramentas adequadas, podemos tentar obter um principio
do ma´ximo do tipo Pontryagin no contexto fuzzy, questa˜o que ainda esta´ em aberto e que
acreditamos tera´ muitas aplicac¸o˜es.
11.4 Probabilidade fuzzy
Nesta tema´tica, estamos interessados em provar um teorema central de limite para
varia´veis aleato´rias fuzzy compactas em espac¸os de Banach, que ainda esta´ em aberto.
Primeiramente temos estudado este teorema em dimensa˜o finita, como consta neste tra-
balho. Um caso mais geral ser´ıa provar uma lei forte de grandes nu´meros e o teorema central
de limite para varia´veis aleato´rias fuzzy fechadas, isto e´, para varia´veis aleato´rias que teˆm
como valores conjuntos fuzzy cujos n´ıveis sa˜o fechados, ao contra´rio do que tem sido feito
ate´ agora, onde as varia´veis aleto´rias consideradas teˆm valores fuzzy compactos.
11.5 Processos fuzzy
Neste trabalho de tese no´s apresentamos uma generalizac¸a˜o do conceito de processos
convexos ao contexto fuzzy, estudamos suas propridades e obtemos algumas desigualdades
para estes. Um trabalho por fazer e´ estudar a relac¸a˜o de processos fuzzy s-convexos e a
continuidade. Por outro lado, explorar seu uso em otimizac¸a˜o fuzzy.
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11.6 Medida e integral fuzzy
Desde que Sugeno introduziu os conceitos de medidas fuzzy e suas correpondentes inte-
grais fuzzy, esta teoria foi muito bem explorada e estendida por diversos autores em diversas
direc¸o˜es. Em particular a continuidade da integral fuzzy (em seus diferentes conceitos) com
respeito a diferentes grupos de convergeˆncia foram motivo de estudo nos u´ltimos anos.
Medida fuzzy (func¸a˜o de conjuntos), generaliza a definic¸a˜o usual de uma medida substi-
tuindo a aditividade por propriedades mais fracas. Uma interpretac¸a˜o abstrata e´: a na˜o-
aditividade de uma medida fuzzy expressa a interac¸a˜o entre conjuntos. Suas aplicac¸o˜es sa˜o
diversas, por exemplo, a teoria de capacidades (capacities), a teoria de evideˆncia (evidence),
a teoria de possibilidade, entre outros. Tambe´m existem a´reas pra´ticas onde a na˜o aditivi-
dade e´ importante, por exemplo, problemas de decisa˜o, avaliac¸a˜o subjetiva, processamento
de informac¸a˜o ou classificac¸a˜o, entre outros.
Por outro lado, sabemos da importaˆncia que tem a defuzificac¸a˜o de um conjunto fuzzy
na teoria de ana´lise fuzzy e, nesta direc¸a˜o, a teoria de medida e integral fuzzy e´ fundamental.
Ale´m disso, sabemos da importaˆncia da me´trica de Hausdorff neste contexto.
A primeira parte de nossa proposta e´ analizar: quando uma medida fuzzy e´ cont´ınua em
relac¸a˜o a convergeˆncia de Hausdorff?. Tambe´m, analizar, a continuidade da integral fuzzy
(integral no sentido de Choquet, Wang, Oguara-Ralescu entre outras) em relac¸a˜o a` medida
fuzzy.
Zhang, estudo a integral fuzzy de uma multifunc¸a˜o (set-valued) respeito de uma medida
fuzzy, conceito que generaliza a integral de Aumann para multifunc¸o˜es. Depois, sa˜o estu-
dadas as diferentes propriedades desta integral. Logo, como uma extensa˜o natural, temos a
integral fuzzy de multifunc¸o˜es fuzzy (fuzzy-valued mappings).
Nossa proposta e´ estudar a continuidade da integral fuzzy de uma multifunc¸a˜o respeito
dos diferentes grupos de convergeˆncia. Nessa direc¸a˜o, a teoria de ana´lise mult´ıvoca (set-
valued ana´lise) sera´ fundamental para obter resultados referente a esta teoria. Tambe´m,
ser´ıa interessante analizar as convergeˆncias das integrais fuzzy de uma multifunc¸a˜o fuzzy.
Recentemente, e´ dado o conceito de integrais indeterminadas, e se discute sobre a classi-
ficac¸a˜o das integrais fuzzy. Agora, podemos escrever esta integral como uma integral de uma
multifunc¸a˜o e assim podemos estudar esta integral via a teoria mult´ıvoca. Logo, tentaremos
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responder parcial ou totalmente o problema inverso (proposto por Wang) que ainda esta´ em
aberto.
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