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ABSTRACT OF THE THESIS
Performance of Reduced Rank Adaptive Estimation for Joint Spatial Division and
Multiplexing
By
Yue Zhao
Master of Science in Electrical Engineering
University of California, Irvine, 2019
Professor Ender Ayanoglu, Chair
Without doubt, an unprecedented number of devices is anticipated in the near future accord-
ing to the developing of generations of networks. In the incoming 5th Generation Wireless
Systems, 5G in short, which is expected to accommodate billions of wireless devices, the
massive multiple-input-multiple-output (MIMO) systems are prominent candidates. In such
systems, the acquisition of channel state information (CSI) is of great importance to enhance
spectrum efficiency (SE) and energy efficiency (EE) significantly. In the thesis, the perfor-
mance of three channel estimation algorithms, Reduced-Rank Least Mean Square (RR-LMS)
estimation, Reduced-Rank Recursive Least Square (RR-RLS) estimation and Reduced-Rank
(RR-) Kalman Filter estimation, is presented. The optimum parameters of RR-LMS and
RR-RLS are provided respectively in a first-order autoregressive (AR(1)) channel model. In
a second-order autoregressive (AR(2)) channel, we focus on the α pair’s feasible range where
RR-LMS and RR-RLS works. In terms of the RR-Kalman Filter algorithm, we first study
the impact of parameter mismatching on estimation performance, then we present a method
to estimate the channel fading coefficients α and channel variance σ2h.
x
Chapter 1
Introduction
1.1 5G and Massive MIMO
In the foreseen 5G networks, more devices per person will be connected to the network and
requirements such as higher capacity, higher spectrum and energy efficiencies, and shorter
latency need be met [1]. In order to increase network capacity by three orders of magnitude,
massive MIMO is expected to be an inevitable candidate [2]. In massive MIMO systems, tens
of User Terminals (UTs) could be served simultaneously by much more antennas equipped at
Base Stations (BSs). Given Channel State Information (CSI), BSs could generate precoder
coefficients using CSI to provide a "path" between only the BS and the UT. Obviously, in
such a process, accurate CSI acquisition is the basis of a good system performance.
1
1.2 Channel Estimation with Hybrid Beamforming
The process of acquiring CSI is called channel estimation. A good estimation method should
have low estimation error, low complexity, high stability, and robustness. There are several
channel estimators such as Least Mean Square (LMS) Estimator, Recursive Least Square
(RLS) Estimator and the Kalman Filter Algorithm.
Those algorithms may have an acceptable performance themselves, but applying them di-
rectly into massive MIMO systems would be a problem. Because in such a system, the
number of channel coefficients to be estimated will be so large that the overhead is accord-
ingly prohibitively large even the system is operating in Time Division Duplexing (TDD)
mode. If analog beamforming technique is used, the system complexity could be largely
reduced but the performance is undesirable since only signal phase can be controlled. So,
finding a balance between analog beamforming and digital beamforming is necessary.
In [3], a two-stage hybrid beamforming method is considered. It groups users according to
their channel correlation matrices. The authors came up with a method to project a correla-
tion matrix into a subspace with acceptable error, and then leveraged the projected matrix
to reduce the amount of CSI used in channel estimation, precoding, and combining.
Using the hybrid beamforming method, channel estimators mentioned above can be modi-
fied to achieve significantly reduced complexity, estimating much less CSI by exploiting the
sparsity of users in delay-angle-of-arrival (delay-AoA) domain and sparsity of large matrices.
In [4], reduced-rank (RR) versions of LMS, RLS and the Kalman Filter channel estimators
which can be employed in massive MIMO systems using hybrid beamforming technique are
proposed. We will discuss their performance in this thesis.
2
1.3 System Model and Notations
The same system model as in [5] is used as the first-order autoregression model (AR(1))
in Chapter 2, 3, and 4. Reference [4] uses the same model except that the channel fading
coefficient α in the paper is equivalent to α2 in [5].
A single-cell uplink transmission is considered in the thesis. In the cell, an N -antenna BS
communicates with K single-antenna UTs. All UTs are categorized into groups. In group g,
there are Kg UTs. Every UT experiences a frequency-selective channel with Lg Multi-Path
Components (MPCs). The reduced number of Radio Frequency (RF) chains in the hybrid
beamforming is denoted by D.
Other channel models are also used in later chapters. Details are discussed when needed.
3
Chapter 2
Reduced-Rank Least Mean Square
(RR-LMS) Estimation
2.1 Algorithm
As in [4], the RR-LMS algorithm can be expressed as
ĥn,eff = ĥn−1,eff + µBnen
Bn = xn ⊗ ID
ĥn,eff , Qĥn
Q = IKgLg ⊗ SHD
en = yn −BHn ĥn−1,eff
where the operator ⊗ denotes the Kronecker product. Bn is the rearranged symbol matrix.
Q is the rearranged projection matrix of SD. yn is the effective received symbol vector.
IN is the identity matrix with size N × N . SD is the N × D projection matrix used to
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reduce the dimension of a vector from N to D. ĥn is the non-reduced NKgLg × 1 estimated
channel coefficients vector and ĥn,eff is the reduced DKgLg × 1 estimated effective channel
coefficients vector. µ is a scalar between 0 and 1, affecting the convergence pace. Since
the estimation results are a transformed version of original channel coefficients vector, we
calculate the Mean Squared Error (MSE) using
MSE =
1
KLgD
E[(ĥn,eff −Qhn)H(ĥn,eff −Qhn)] (2.1)
More details can be found in [4]. Notice that RR-LMS and LMS algorithms update their
coefficients based on the error and the current stochastic gradient.
2.2 Optimum µ of RR-LMS in AR(1)
In RR-LMS algorithm, the gradient and the error are characterized by the channel while the
parameter µ is what we can choose.
The parameter µ can be viewed as a controller of step length. For LMS, the error surface
is bowl-shaped. Intuitively, if µ is too large, we may approach the best performance faster
but it is also easy to skip the best performance when we are already close. The performance
which can be represented by a point on the error surface is kept away from the optimum
performance of which the corresponding point locates at the bottom of the bowl-shape error
surface. If µ is too small, it will take more time converging to the best performance but the
saturated error could be lower. There is a trade-off between convergence speed and saturated
error. In our case, the channel is aways changing. A higher convergence speed is needed to
catch up with the channel while it should keep an acceptable performance.
In the simulation, we choose different channel fading coefficients, α’s, in range from 0.7 to
0.9999 to represent different channel evolving speeds. A higher value means the channel
changes slower. Beamspace dimension D (chosen from 2 to 50) is another parameter we can
5
change when finding the optimum µ, µopt. The parameter µopt is defined as a µ value where
the minimum MSE is achieved keeping all other parameters such as α and D the same.
The data length is set to be 300 symbol intervals. Because of the randomness of channel
realizations, the instant MSE at a given time instance is also a random number. In order to
get a clear result, the values at the same time instance are averaged over several repeated
experiments, or instant MSEs can be averaged over an interval after they saturates. In the
simulation, both methods are used. 30 repeated experiments (Monte Carlo Simulations) are
done. And the average over the last 50 instant MSEs are used since the instant MSE achieves
convergence within 50 symbol intervals empirically.
By showing the average MSE curve with respect to µ, we can easily find the best µ for each
setting. In Figure 2.1 - 2.6, the y-axis represents the average MSE while the x-axis represents
different values of µ. One interesting thing is that the best µ is normally an interval rather
than a value due to random channel realizations.
Optimum µ intervals for some α − D pairs from simulation are summarized in Table 2.1.
The horizontal line represents different Ds and the vertical line represents different αs. The
numbers in parenthesis are the minimum MSE in thousandths (× 10−3) achieved when µ is
optimum. The rightmost column shows µ which is optimum for all D (in the range) for a
given α. We can easily reach the following conclusions through the table.
(1) The µopt value is affected by both α and D. For a specific α − D pair, the µopt is
determined. For smaller α in the range, the impact of D is not clear. But for larger
α we can see that smaller µopt goes with larger D. This is reasonable since the channel
correlation matrix can be projected to a subspace with less degradation when a larger D is
used. However, this phenomena is disturbed in fast-changing channels. Generally speaking,
there is an intersection between optimum ranges under different Ds for a given α. That is,
we can always find a µ which is optimum for all D (in the range) when α is fixed.
(2) RR-LMS achieves lower MSE for α closer to 1, which is expected. Since RR-LMS works
pretty well on static channel, it is reasonable that the algorithm performs better when the
6
channel changes more slowly. Although D has an effect on µopt, α tends to play a more
important role on determining µopt. It is intriguing that as α grows large, the µopt increases
first till some point then decreases. It implies that when channel is changing fast, it is not
wise to choose a large step length since the channel characteristics at the current instance are
not alike that in the future. When channel is almost still, a large step pace is also undesired
because the saturated error would become large. When α is in between, which means the
channel is changing but the evolving speed is acceptable, the step pace represented by µ
can be slightly larger to catch up with the channel without too much error. In fact, a fast-
changing channel is hard to follow using RR-LMS in general no matter what D and µ being
used. Empirically, for α lower than 0.98, the performance is unacceptable.
2.3 Finding Feasible (α1, α2)-pair Range in AR(2)
In this section, we will discuss the performance of RR-LMS estimator in a second-order
autoregression (AR(2)) channel model instead of AR(1). Using this model, we focus on
finding the (α1, α2) pairs where RR-LMS estimator performs at an acceptable level, rather
than searching the optimum µ. So, a functional µ which may not be optimum is chosen.
Besides, it empirically turns out that D won’t affect the α pair’s feasible range, therefore for
simplicity, let us make D to be 10. First we rewrite the channel model as
hn = α1hn−1 + α2hn−2 +
√
1− α21 − α22bn (2.2)
where bn is the innovation term. In simulation, we will generate the first two channel
vectors as random vectors hn ∼ CN (0, σ2hI). Then use (2.2) to generate following hn with
bn ∼ CN (0, σ2hI). For the channel to be stable, α1 and α2 need to satisfy
α21 + α
2
2 < 1. (2.3)
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In simulation, we try to find the feasible α2 range given α1. By showing the average MSE
curve with respect to different α2 for given α1, µ and D like in Figure 2.7 - 2.10, it is easy
to find the feasible range. Notice that the feasible range would be different depending on
acceptable error floor. Here we assume that the performance is acceptable when the average
MSE is below 10−2. Although using optimum µ and increasing D could enhance the perfor-
mance, they make insignificant difference on the feasible range.
The results are summarized in Table 2.2. In the table, α˜2 is the α2 value where RR-LMS
performs the best and the estimation error reaches close to 0 like in Figure 2.11. (Notice in
Figure 2.11, the y-axis is the total estimate error which is the product of the instant MSE
times the size of the channel vector h.) Obviously, α˜2 satisfies α21 + α22 = 1.
It is easy to find that the feasible range of α2 given α1 is a subset of [−
√
1− α21, 1−α1). It is
not surprising that α2 cannot be less than −
√
1− α21, while the upper bound is a necessary
condition for channel coefficients to be stable. Noticing that RR-LMS performs better when
channel is closer to a static one, it is impossible for RR-LMS estimator to catch up with an
exponentially growing channel. (Note in Figure 2.12 - 2.13, the Channel Energy means the
summation of squares of all elements in a channel vector.)
When α2 = −
√
1− α21, not only the innovation part is gone, but also the channel energy
(i.e., the sum of the squares of every entry in the channel vector) decays to 0, like in Figure
2.14. At this point, the performance of RR-LMS estimator is the best. And around this
point, the performance is acceptable.
In all three special cases mentioned above, the channel is not stationary.
8
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Figure 2.1: Average MSE with respect to µ under different Ds with α = 0.9999 using RR-
LMS in AR(1)
2.4 Summary
In this chapter, we discussed the performance of RR-LMS estimator in AR(1) model and
in AR(2) model, respectively. RR-LMS estimator has low complexity. For slow-changing
channels, RR-LMS could converge fast to an acceptable error.
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Figure 2.2: Average MSE with respect to µ under different Ds with α = 0.999 using RR-LMS
in AR(1)
0 0.05 0.1 0.15 0.2 0.25
10-3
10-2
10-1
a
ve
ra
ge
 M
SE
Dim = 5
Dim = 8
Dim = 13
Dim = 20
Dim = 30
Dim = 50
Figure 2.3: Average MSE with respect to µ under different Ds with α = 0.9975 using RR-
LMS in AR(1)
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Figure 2.4: Average MSE with respect to µ under different Ds with α = 0.99 using RR-LMS
in AR(1)
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Figure 2.5: Average MSE with respect to µ under different Ds with α = 0.9 using RR-LMS
in AR(1)
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Figure 2.6: Average MSE with respect to µ under different Ds with α = 0.7 using RR-LMS
in AR(1)
- 50 30 20 13 8 5 -
0.7 0 - 0.1 0 - 0.08 0 - 0.12 0 - 0.09 0 - 0.09 0 - 0.09 0.04(19) (30) (44) (62) (95) (148) (-)
0.8 0.05 - 0.1 0.05 - 0.13 0.04 - 0.12 0.05 - 0.13 0.05 - 0.13 0.07 - 0.11 0.07(17) (27) (40) (56) (85) (132) (-)
0.9 0.07 - 0.16 0.11 - 0.16 0.07 - 0.18 0.07 - 0.17 0.07 - 0.18 0.1 - 0.15 0.13(12.8) (20) (29) (41) (63) (96) (-)
0.99 0.13 - 0.18 0.13 - 0.16 0.13 - 0.18 0.12 - 0.19 0.12 - 0.18 0.13 - 0.18 0.16(2.0) (3.1) (4.7) (6.3) (9.6) (15) (-)
0.9975 0.09 - 0.16 0.09 - 0.17 0.1 - 0.17 0.1 - 0.17 0.12 - 0.17 0.12 - 0.18 0.14(0.67) (1.0) (1.4) (1.85) (2.75) (4.1) (-)
0.999 0.07 - 0.12 0.09 - 0.14 0.09 - 0.15 0.08 - 0.16 0.1 - 0.17 0.1 - 0.16 0.12(0.34) (0.48) (0.68) (0.88) (1.26) (1.58) (-)
0.9999 0.03 - 0.07 0.04 - 0.07 0.04 - 0.07 0.03 - 0.09 0.06 - 0.1 0.06 - 0.1 0.06(0.084) (0.112) (0.15) (0.2) (0.27) (0.35) (-)
Table 2.1: Optimum µ and Corresponding MSE using RR-LMS in AR(1)
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α1 α˜2 Range of α2 Width α1 α˜2 Range of α2 Width
0.9999 -0.014 (-0.014,0.0001) 0.0141 0.6 -0.8 (-0.8,-0.78) 0.02
0.999 -0.045 (-0.045,0.001) 0.046 0.5 -0.866 (-0.866,-0.85) 0.016
0.9975 -0.071 (-0.071,0.0025) 0.0735 0.4 -0.9165 (-0.9165,-0.905) 0.0115
0.99 -0.141 (-0.141,-0.09) 0.051 0.3 -0.95394 (-0.95394,-0.949) 0.005
0.9 -0.436 (-0.436,-0.38) 0.056 0.2 -0.9798 (-0.9798,-0.977) 0.0028
0.8 -0.6 (-0.6,-0.55) 0.05 0.1 -0.99499 (-0.99499,-0.9944) 0.0006
0.7 -0.714 (-0.714,-0.68) 0.034 - - - -
Table 2.2: Feasible Range of α2 for α1s using RR-LMS in AR(2)
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Figure 2.7: Average MSE with respect to α2 when α1 = 0.9975, D = 10, µ = 0.05 using
RR-LMS in AR(2)
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Figure 2.8: Average MSE with respect to α2 when α1 = 0.9975, D = 10, µ = 0.05 using
RR-LMS in AR(2)
-0.7 -0.65 -0.6 -0.55 -0.5
2
10-5
10-4
10-3
10-2
10-1
a
ve
ra
ge
 M
SE
Figure 2.9: Average MSE with respect to α2 when α1 = 0.8, D = 10, µ = 0.05 using RR-LMS
in AR(2)
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Figure 2.10: Average MSE with respect to α2 when α1 = 0.1, D = 10, µ = 0.05 using
RR-LMS in AR(2)
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Figure 2.11: Instant Mean Total Square Error with respect to Time when α1 = 0.9999, α2 =
0.0001, D = 10, µ = 0.1 using RR-LMS in AR(2)
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Figure 2.12: Channel Energy with respect to Time when α1 = 0.9999, α2 = 0.0003, D =
10, µ = 0.05 in AR(2)
0 1 2 3 4 5
Time 104
100
101
102
Ch
an
ne
l E
ne
rg
y
Figure 2.13: Channel Energy with respect to Time when α1 = 0.9999, α2 = 0.0001, D =
10, µ = 0.05 in AR(2)
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Figure 2.14: Channel Energy with respect to Time when α1 = 0.9999, α2 = −0.0141, D =
10, µ = 0.05 in AR(2)
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Chapter 3
Reduced-Rank Recursive Least Square
(RR-RLS) Estimation
3.1 Algorithm
Like RR-LMS derived from LMS, RR-RLS algorithm is a dimension-reduced version of RLS
algorithm. While RR-LMS minimizes wighted ensemble error squares average, RR-RLS min-
imizes temporal error squares average, putting more weight on more recent ones. According
to [4], the algorithm can be expressed as
Initialization
hˆ0 = 0
P0 = δ
−1ID
18
where I is the identity matrix of rank D and δ is a small positive number.
Computation
For n = 0, 1, 2, ...
yn = Ψ
H
n hn + ηn
Bn = (x
H
n ⊗ ID)
en = yn −BHn hˆn−1
Sn = λID + B
H
n Pn−1Bn
Qn = Pn−1Bn
Kn = QnS
−1
n
Pn = λ
−1Pn−1 − λ−1KnBHn Pn−1
hˆn = hˆn−1 + Knen
Note that yn is the dimension-reduced received signal and hn is the effective channel vector,
not the original channel vector. The matrix Ψn is the projected effective input to each effec-
tive channel. The vector ηn denotes the residual interference plus noise after the projection.
The matrix Pn is the inverse of the weighted covariance matrix for rearranged information
symbol matrices {Bi}ni=0. The vector en represents how good the current estimation is and
increments on all dimensions of the channel vector are known combining with Kn.
3.2 Optimum λ of RR-RLS in AR(1)
As in RLS, λ in RR-RLS is called the forgetting factor. RR-RLS puts larger weight on past
values using a larger λ, exploiting more information from the past. For example, when the
channel is still, we can put a higher weight on past values to converge faster. In our case,
however, the channels are changing with different speeds. This may influence the value of
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the optimum λ, λopt. Similar to RR-LMS, the λopt is defined as the λ value at which the
minimum MSE is achieved while using the same set of parameters except λ. In this section,
we will discuss λopt in AR(1) channel models.
Intuitively, if the channel is almost static, it would be better to user a higher λ to get a
shorter convergence time. But λ could become too large since the channel is not static and
the characteristics are not the same between the current and the past. And this is why a
smaller λ is recommended in the case of faster-changing channels. How large the λ should
be in different channels is to be revealed by simulation. Besides, whether the beamspace
dimension D will have an impact on λopt is unclear.
In the simulation, we chose different channel fading coefficients, αs, to represent different
channel changing speeds. The values of α chosen are from 0.7 to 0.9999. Slow-changing
channels are with higher α values. The information length is set to be 300 symbol intervals.
D is a number between 1 and 50. There are 30 repeated experiments for each setting and
the last 50 instant MSEs are averaged to get the average MSE for the set of parameters.
By showing the averaged MSE curve with respect to λ in Figure 3.1 - 3.6, it is easy to find
the best λ. As in the case of RR-LMS, the best λ is normally not a value but an interval
because of the channel randomness. By simulation, the optimum λ intervals under different
α-D pairs are provided in the Table 3.1. Notice that the horizontal line represents different
Ds and the vertical lines represents different αs. The numbers in parenthesis are the min-
imum MSE in thousandth (×10−3) achieved within the interval. The rightmost column is
the λ value, if there is, which is optimum for all D (in the range) for a given α. Table 3.1
helps to draw the following conclusions.
(1) The λopt is affected by both α and D. For a α − D pair, the λopt is determined. For
smaller α in this range, the impact of D is not clear. But for larger α it is obvious that
larger λopt is associated with higher D. Generally speaking, there are intersection between
the optimum ranges with different D for most αs. That is, we can always find a λ value
which is optimum for all D (in the range) under the given α. But for α very close to 1,
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the optimum λ range is too short to have intersections, so different λopt’s have to be used in
order to achieve the minimum MSE under different Ds, which is different from RR-LMS.
(2) Comparing to D, α has a stronger impact on deciding λopt. As α becomes large, λopt de-
creases until some point, then increases. If looking further at their achieved minimum MSE
values in the α range where λopt decreases, we will find the minimum MSEs are very high
which implies RR-RLS does not work well. Starting from an α around 0.98, RR-RLS begins
to work. And from this point on, λopt grows with α. In the range where RR-RLS works, as
α increases, RR-RLS could use more information from past to get a faster convergence by
using a larger λ. With growing α, not only the optimum range is significantly shortened,
but also the minimum MSE is significantly lowered. It implies RR-RLS is more suitable for
estimating slow-changing channels. Comparing to RR-LMS, the convergence speed is higher
for RR-RLS at the cost of higher complexity.
3.3 Finding Feasible α-pair Range in AR(2)
In this section, we discuss the performance of RR-RLS estimator in a AR(2) channel model
and find the feasible (α1, α2) pairs where RR-RLS works at an acceptable performance. Since
a slight deviation of λopt does not affect the functionality of RR-RLS estimator, the used λ
in the simulation may not be optimum. Besides, it empirically shows that the Beamspace
Dimension, D, has an invisible influence on feasible (α1, α2) range. Therefore, choose D to
be 10 for simplicity. First, we rewrite the channel model as in (2.2) and generate channel
coefficients as in RR-LMS estimation.
By showing the average MSE curve with respect to different α2 given α1, µ and D like in
Figure 3.7, it is easy to find the feasible range. Also, the range may change under differ-
ent error requirements. Here we assume it is acceptable when the average MSE is below
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Figure 3.1: Average MSE with respect to µ under differentDs with α = 0.9999 using RR-RLS
in AR(1)
10−2. Using optimum λ and increasing D show insignificant change. The feasible (α1, α2)
range for AR(2) channel with RR-RLS is summarized in Table 3.2 from simulation. (RL is
abbreviation of Range Length.) It is almost the same as in RR-LMS estimation. And the
channel evolution behavior analysis in the last chapter is applicable here. It implies that
the estimator performance is highly determined by the channel itself rather than whichever
method is used, RR-LMS or RR-RLS.
3.4 Summary
In this chapter, we discussed the performance of RR-LMS estimator in AR(1) as well as in
AR(2) channel model, respectively. The RR-RLS estimator shows a strong similarity parallel
to the RR-LMS estimator.
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Figure 3.2: Average MSE with respect to µ under different Ds with α = 0.999 using RR-RLS
in AR(1)
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Figure 3.3: Average MSE with respect to µ under differentDs with α = 0.9975 using RR-RLS
in AR(1)
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Figure 3.4: Average MSE with respect to µ under different Ds with α = 0.99 using RR-RLS
in AR(1)
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Figure 3.5: Average MSE with respect to µ under different Ds with α = 0.9 using RR-RLS
in AR(1)
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Figure 3.6: Average MSE with respect to µ under different Ds with α = 0.7 using RR-RLS
in AR(1)
- 50 30 20 13 8 5 2 -
0.7 0.93-0.97 0.92-0.96 0.94-0.97 0.93-0.97 0.92-0.96 0.94-0.98 0.92-0.96 0.95(18.5) (29.5) (44) (62) (94) (148) (230) (-)
0.8 0.85-0.95 0.88-0.9 0.87-0.92 0.87-0.94 0.87-0.93 0.83-0.92 0.88-0.95 0.9(17) (27) (40) (56) (85) (133) (203) (-)
0.9 0.75-0.87 0.75-0.86 0.8-0.86 0.78-0.82 0.78-0.83 0.76-0.82 0.75-0.82 0.8(11.8) (18.8) (28) (39) (58) (95) (143) (-)
0.99 0.76-0.82 0.71-0.77 0.72-0.75 0.74-0.78 0.68-0.8 0.65-0.8 0.65-0.8 0.75(1.8) (2.75) (4.1) (5.6) (8.6) (13.2) (20) (-)
0.9975 0.76-0.85 0.78-0.83 0.76-0.82 0.72-0.81 0.7-0.8 0.7-0.8 0.73-0.8 0.8(0.6) (0.88) (1.23) (1.66) (2.5) (3.7) (5.4) (-)
0.999 0.83-0.91 0.8-0.88 0.81-0.87 0.81-0.85 0.76-0.85 0.75-0.85 0.75-0.84 -(0.33) (0.46) (0.63) (0.8) (1.16) (1.7) (2.4) (-)
0.9999 0.94-0.96 0.93-0.95 0.92-0.95 0.91-0.94 0.91-0.93 0.89-0.92 0.86-0.91 -(0.08) (0.112) (0.147) (0.186) (0.24) (0.33) (0.45) (-)
Table 3.1: Optimum λ and Corresponding MSE using RR-RLS in AR(1)
25
α1 α˜2 Range of α2 RL α1 α˜2 Range of α2 RL
0.9999 -0.014 (-0.014,0.0001) 0.0141 0.6 -0.8 (-0.8,-0.778) 0.022
0.999 -0.045 (-0.045,0.001) 0.046 0.5 -0.866 (-0.866,-0.85) 0.016
0.9975 -0.07 (-0.071,0.0025) 0.0725 0.4 -0.916 (-0.916,-0.907) 0.009
0.99 -0.141 (-0.141,0.006) 0.147 0.3 -0.954 (-0.954,-0.949) 0.005
0.9 -0.436 (-0.436,-0.386) 0.068 0.2 -0.98 (-0.98,-0.977) 0.003
0.8 -0.6 (-0.6,-0.55) 0.05 0.1 -0.995 (-0.995,-0.9945) 0.0005
0.7 -0.714 (-0.714,-0.68) 0.034 - - - -
Table 3.2: Feasible Range of α2 given α1 using RR-RLS in AR(2)
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Figure 3.7: Average MSE with respect to α2 when α1 = 0.99, D = 10, λ = 0.9 using RR-RLS
in AR(2)
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Chapter 4
Reduced-Rank Kalman Filter Algorithm
4.1 Reduced-Rank Kalman Filter Algorithm
Since the channel model is slightly different from that in [4], the algorithm used in this paper
is expressed as follows.
Initialization
hˆ0|−1 = 0 and P0|−1 = Rh (4.1)
Prediction
A Priori State Estimate: hˆn|n−1 = αhˆn−1|n−1 (4.2)
A Priori Estimate Covariance: Pn|n−1 = α2Pn−1|n−1 + (1− α2)Rη (4.3)
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Update
Innovation: zn = yn − (XHn ⊗ SHD)hˆn−1|n−1 (4.4)
= yn −ΨHn hˆn−1|n−1
Innovation Covariance: Sn = ΨHn Pn|n−1Ψn + S
H
DRηSD (4.5)
Kalman Gain: Kn = Pn|n−1ΨnS−1n (4.6)
A Posteriori State Estimate: hˆn|n = hˆn|n−1 + Knzn (4.7)
A Posteriori Estimate Covariance: Pn|n = (I−KnΨn)Pn|n−1 (4.8)
where Xn is the nth row of the training matrix X.
RR-Kalman Filter Estimator first exploits the channel model to predict the channel coef-
ficients, then uses the effective received signal and estimated error correlation matrix to
correct its results. The Prediction Phase increases algorithm’s convergence speed at the cost
of high complexity due to the inversion of matrices.
4.2 Parameter Mismatching
RR-Kalman Filter estimator takes channel model into consideration, so an AR(1) channel
model is considered in the chapter for simplicity to see the performance of the RR-Kalman
Filter estimator. Intuitively, the accuracy of the channel model used in the Prediction Phase
is essential to get a better performance. How the performance is influenced by using a
different α in prediction is to be shown in the simulation. First, notice the channel model is
hn = αhn−1 +
√
1− α2bn (4.9)
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In the simulation, the Beamspace dimension D is set to be 10. The channel fading coefficient
α used in the channel model is a value between 0.7 and 0.9999. Different αs are used in the
RR-Kalman Filter Prediction Phase to see how estimation performance changes with the
parameter mismatching between the channel and the prediction.
Figure 4.1 - 4.5 show instant estimation error curves with respect to time under different
Kalman Filter parameters which is the α used in Prediction Phase. The instant Mean Total
Square Error represents of the energy of estimation error vector. Although for channel α less
than 0.99, no such Kalman Filter parameter could work well, it is obvious that the estimator
achieves the minimumMSE when using the same α as in the real channel for large channel αs.
It is because the performance of this estimator is highly decided by prediction accuracy and
the error covariance matrices. In the case of the AR(1) model, the innovation is uncorrelated
with previous channel coefficients, therefore, the best prediction is hˆn|n−1 = αhˆn−1|n−1. As
long as the same α as in channel is chosen in Prediction Phase, the best performance is
achieved.
Then there comes the problem. In reality, the channel is what we can get information from
but not what we can manipulate by hand. How do we know the correct channel α to optimize
the estimator performance? We will talk about the Parameter Estimation Problem in the
next chapter.
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Figure 4.1: Instant Mean Total Square Error with respect to time under different Kalman
Filter Parameters when channel α = 0.9999, D = 10
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Figure 4.2: Instant Mean Total Square Error with respect to time under different Kalman
Filter Parameters when channel α = 0.9975, D = 10
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Figure 4.3: Instant Mean Total Square Error with respect to time under different Kalman
Filter Parameters when channel α = 0.99, D = 10
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Figure 4.4: Instant Mean Total Square Error with respect to time under different Kalman
Filter Parameters when channel α = 0.9, D = 10
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Figure 4.5: Instant Mean Total Square Error with respect to time under different Kalman
Filter Parameters when channel α = 0.7, D = 10
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Chapter 5
Channel Parameter Estimation
5.1 Algorithm
5.1.1 Least Square (LS) Estimation
Let α = (α1, α2, · · · , αp)T , xk = (xk.xk−1, · · · , xk−p+1)T . The p-th-order autoregression
model AR(p) is given by
xk = x
T
k−1α+ k, k = 2, 3, · · · , n (5.1)
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where n is the size of data, k ∼ N (0, σ2) and everything is real-valued. Then,
x2 = x
T
1α+ 2
x3 = x
T
2α+ 3
...
xn = x
T
n−1α+ n
then
Xn =

xT1
xT2
...
xTn−1

α+ n
where
Xn , (x2, x3, · · · , xn)T
n , (2, 3, · · · , n)T
Define
Mn−1 , [x1,x2, · · · ,xn−1]
We get
Xn = M
T
n−1α+ n
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Then, the Least Square (LS) estimation for α is given as
Mn−1MTn−1α = Mn−1Xn
That is,
[x1,x2, · · · ,xn]

xT1
xT2
...
xTn−1

α = [x1,x2, · · · ,xn]

x2
x3
...
xn

Or equivalently,
[
n∑
k=2
xk−1xTk−1
]
α =
n∑
k=2
xk−1xk
Finally, we get LS solution as
αˆ =
[
n∑
k=2
xk−1xTk−1
]−1 [ n∑
k=2
xk−1xk
]
(5.2)
σˆ2 =
1
n− 2
n∑
k=2
(xk − αˆxk−1)2 (5.3)
For our channel model which is a first-order, complex-valued autoregression model, the
problem is described as
hk = αhk−1 + bk, k = 2, 3, · · · , n
hk , (hk,1, hk,2, · · · , hk,N)T
bk , (bk,1, bk,2, · · · , bk,N)T
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where bk,i ∼ CN (0, σ2) for k = 2, 3, · · · , N and i = 1, 2, · · · ,M . hk is the channel coefficients
vector and bk is the innovation term. The signaling length is denoted by N and the total
number of MPCs between the BS and all UTs is denoted by M . Then we get,
h2 = h1α + b2
h3 = h2α + b3
...
hn = hn−1α + bn
Define
Hn−1 ,

h1
h2
...
hn−1

,Hn ,

h2
h3
...
hn

,Bn ,

b2
b3
...
bn

Then we get the compact form as
Hn = Hn−1α + Bn
Multiply both sides of the above equation with HHn−1 at left (the superscription (·)H denotes
the Hermitian Transpose), it becomes
(
HHn−1Hn−1
)
α + HHn−1Bn = H
H
n−1Hn
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Then α could be estimated as
α =
[hH1 , · · · ,hHn−1]

h1
...
hn−1


−1
︸ ︷︷ ︸
a scalar
[hH1 , · · · ,hHn−1]

h2
...
hn


︸ ︷︷ ︸
a scalar
Thus, the LS estimation of α is
αˆ =
n∑
k=2
hHk−1hk/
n∑
k=2
hHk−1hk−1 (5.4)
In reality, α is the real part of above quatity and its imaginary part should be close to 0.
And accordingly, we get the estimation of σ2 as
σˆ2 =
1
n− 1
n∑
k=2
(hk − αˆhk−1)H (hk − αˆhk−1) (5.5)
5.1.2 Maximum Likelihood (ML) Estimation
For now, we will go with the statement that ML estimation results in the same fomulation
as the LS estimation of α. This is due to the i.i.d. Gaussian characteristics of the likelihood
function and the log-likelihood leading to the minimization of
∑n
k=p+1(xk−αTxk−1)2. It will
be illustrated in detail in the following. First, express the evolution as in (5.1), and we get
xk = α1xk−1 + α2xk−2 + · · ·+ αpxk−p + k
Multiplying be xk−l(l > 0) and taking expectations,
E[xkxk−l] = α1E[xk−1xk−l] + · · ·+ αpE[xk−pxk−l] + E[kxk−l]
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Since k is uncorrelated with xk−l for l > 0 and E[xk] = 0, we can rewrite the above equation
as
γ(l) = α1γ(l − 1) + · · ·+ αpγ(l − p)
where γ(l) is the autocorrelation or autocovariance of xk since xk is statistical and E[xk] = 0.
Dividing the equation by γ(0), then
ρ(l) = α1ρ(l − 1) + · · ·+ αpρ(l − p)
Since ρ(−h) = ρ(h), taking l = 1, 2, · · · , p
ρ(1) = α1ρ(0) + · · ·+ αpρ(p− 1)
...
ρ(p) = α1ρ(p− 1) + · · ·+ αpρ(0)
This set of equations is known as Yule-Walker equations. If ρ(l) are known, solving these p
equations the estimates of α can be obtained.
For l = 0, since E[kxk] = σ2,
γ(0) = α1γ(1) + · · ·+ αpγ(p) + σ2
σ2 = γ(0)− α1γ(1)− · · · − αpγ(p)
When γ(0), · · · , γ(p) are known, α can be estimated. From γ(0), · · · , γ(p) and α, σ2 can be
estimated.
In general, γ(l)s (statistical averages) are unknown and need to be estimated from sample
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(time) averages. Let γˆ(l) be the sample (time) autocovariance function of xk:
γˆ(l) =
1
n− l
n∑
k=l
(xk − x)(xk−l − x)
where x = 1
n
∑n
k=1 xk. Let r(l) = γ(l)/γ(0) = ρ(l), noting that r(0) = 1, then,

r(1)
r(2)
...
r(p)

=

r(0) r(1) · · · r(p− 1)
r(1) r(0) · · · r(p− 2)
...
... . . .
...
r(p− 1) r(p− 2) · · · r(0)


α1
α2
...
αp

(5.6)
For AR(1), it can be simplified as
r(1) = α1r(1)
α1 = r(1) =
n
n− 1
∑n−1
k=1(xk − x)(xk−1 − x)∑n
k=1(xk − x)2
When p > 1, the Durbin-Levinson algorithm is an efficient solution to the inversion of the
circular matrix in the Yule-Walker equations of (5.4).
For our channel model which is a first-order, complex-valued as shown below
hk = αhk−1 + bk
Multiplying by hHk−1 and taking expectations,
E[hHk−1hk] = αE[hHk−1hk−1] + E[hHk−1bk]
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Since E[hHk−1bk] = due to uncorrelation between the channel vectors and later innovations,
we can cancel the second term on the right-hand side of the equation and get,
E[hHk−1hk] = αE[hHk−1hk−1] (5.7)
Replacing ensemble averages with time averages gives the same solution (5.4) as the LS
estimate and the ML estimate. The variance can be estimated via (5.5).
5.2 Performance
In the simulation, a set of parameters consisting of α, N (the signaling length), M (the
size of the channel vector with independent and identical distributed (i.i.d.) elements),
σ2h (the variance of each element in the channel vector) are used in repeated experiments.
(The number of repeated experiments is denoted by MC). Here, we set the variance of
the innovation as σ2b = (1 − |α|2)σ2h. The real part of the estimated α in (5.2) is taken as
the estimation. The mean square error ratio (MSER) which is defined as E[((αˆ − α)/α)2]
for an α is used to quantize the algorithm’s performance. When MSER is below 10−4, the
performance is acceptable. Since σˆh2 is highly dependent on αˆ, we will focus on the latter
one.
5.2.1 Performance in AR(1)
In this subsection, we will discuss how the method works for AR(1). In order to get a
smoother MSER curve with respect to the signaling length, N , we first figure out how many
repeated experiments are needed.
From Figure 5.1 - 5.2, it is shown that MC = 200 is sufficient.
Intuitively, increasing N could help get a better performance. But the performance improve-
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ment (MSER reduction in dB) would be small when N is large. The simulation will show
how the performance changes with N .
(1) Figure 5.3 - 5.5 show that when α goes to 1, we get a lower MSER with same N . But for
different α, the performance improvement pattern is similar. Figure 5.6 presents how MSER
changes with respect to α with the other parameters remaining the same.
(2) Figure 5.7 - 5.8, 5.3 and 5.9 show a better performance with increasing M . Also, the
performance improvement patterns are basically the same for different Ms. MSER with
respect to M is represented in Figure 5.10.
(3) Figure 5.11, 5.3, 5.12 - 5.13 show performance improvement patterns under different σ2h.
From Figure 5.14, it is obvious that σ2h plays little role on parameter estimation performance.
It is because the signal-to-noise ratio, SNR, which is the dominant factor affecting the per-
formance, has already been determined by α.
In general, the method works well for AR(1). As long as α is not too small, we can always
find an N above which the performance is always acceptable.
5.2.2 Performance in AR(2)
In the simulation for AR(2), we set MC to be 500. From Figure 5.15 - 5.24, it is easy to
draw following conclusions.
(1) Figure 5.15 - 5.16 shows when α1+α2 > 1, the method couldn’t work beyond some time.
Matlab stops at N = 100 in the figures. As we stated previously, the channel coefficients
under the constraint grow exponentially. When N is large, the channel coefficients are too
large to calculate.
(2) Figure 5.17 - 5.18 shows when there is little innovation in channel, the algorithm performs
pretty well, which is expected. The lifting of the MSER floor might result from quantization
error.
(3) Figure 5.19 - 5.22 shows whether the value is positioned in α1 or in α2 makes little
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difference on the performance as long as the value remains the same.
(4) Figure 5.23 - 5.24 shows the algorithm fails for the α which is too small. The reason why
MSERs in both figures drop slowly is that the channel has very little noise which makes a
near-optimum performance from the beginning.
(5) As in AR(1), σ2h has little impact on parameter estimation.
So, the algorithm works pretty well even when a small N is used if there is no or very little
noise in the channel. If that is not the case, as long as α is not too small, we can always find
an N beyond which the estimate accuracy is guaranteed.
5.2.3 Performance in AR(p)
When the order we use in estimation is equal to the order of the real channel, α can be
estimated well using the algorithm as long as neither of them are too small. When the order
in estimation is larger than that of the real channel, the additional αs would be estimated to
be close to 0 while the others converge to their corresponding α in the real channel, which
is desired. When the order in estimation is less than the real order, the less the difference
between this two orders, the more accuracy we get.
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Figure 5.1: MSER with respect to MC when N = 30, α = 0.1,M = 600, σ2h = 1 in AR(1)
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Figure 5.2: MSER with respect to MC when N = 2000, α = 0.1,M = 600, σ2h = 1 in AR(1)
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Figure 5.3: MSER with respect to N when α = 0.1,M = 600, σ2h = 1,MC = 200 in AR(1)
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Figure 5.4: MSER with respect to N when α = 0.5,M = 600, σ2h = 1,MC = 200 in AR(1)
44
0 2000 4000 6000 8000 10000
N
10-8
10-7
10-6
10-5
10-4
10-3
 
M
SE
R
Figure 5.5: MSER with respect to N when α = 0.9,M = 600, σ2h = 1,MC = 200 in AR(1)
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Figure 5.6: MSER with respect to α when N = 2000,M = 600, σ2h = 1,MC = 200 in AR(1)
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Figure 5.7: MSER with respect to N when M = 60, α = 0.1, σ2h = 1,MC = 200 in AR(1)
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Figure 5.8: MSER with respect to N when M = 240, α = 0.1, σ2h = 1,MC = 200 in AR(1)
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Figure 5.9: MSER with respect to N when M = 3000, α = 0.1, σ2h = 1,MC = 200 in AR(1)
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Figure 5.10: MSER with respect toM when N = 2000, α = 0.1, σ2h = 1,MC = 200 in AR(1)
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Figure 5.11: MSER with respect to N when σ2h = 0.1, α = 0.1,M = 600,MC = 200 in
AR(1)
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Figure 5.12: MSER with respect to N when σ2h = 10, α = 0.1,M = 600,MC = 200 in AR(1)
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Figure 5.13: MSER with respect to N when σ2h = 100, α = 0.1,M = 600,MC = 200 in
AR(1)
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Figure 5.14: MSER with respect to σ2h when N = 2000, α = 0.1,M = 600,MC = 200 in
AR(1)
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Figure 5.15: α1 MSER with respect to N when α1 = 0.9, α2 = 0.3,M = 600,MC =
500, σ2h = 1 in AR(2)
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Figure 5.16: α2 MSER with respect to N when α1 = 0.9, α2 = 0.3,M = 600,MC =
500, σ2h = 1 in AR(2)
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Figure 5.17: α1 MSER with respect to N when α1 = 0.6, α2 = −0.8,M = 600,MC =
500, σ2h = 1 in AR(2)
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Figure 5.18: α2 MSER with respect to N when α1 = 0.6, α2 = −0.8,M = 600,MC =
500, σ2h = 1 in AR(2)
51
0 1000 2000 3000 4000 5000
N
10-6
10-5
10-4
10-3
10-2
1 
M
SE
R
X: 60
Y: 8.909e-05
Figure 5.19: α1 MSER with respect to N when α1 = 0.3, α2 = 0.6,M = 600,MC =
500, σ2h = 1 in AR(2)
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Figure 5.20: α2 MSER with respect to N when α1 = 0.3, α2 = 0.6,M = 600,MC =
500, σ2h = 1 in AR(2)
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Figure 5.21: α1 MSER with respect to N when α1 = 0.6, α2 = 0.3,M = 600,MC =
500, σ2h = 1 in AR(2)
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Figure 5.22: α2 MSER with respect to N when α1 = 0.6, α2 = 0.3,M = 600,MC =
500, σ2h = 1 in AR(2)
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Figure 5.23: α1 MSER with respect to N when α1 = 0.999, α2 = 0.001,M = 600,MC =
500, σ2h = 1 in AR(2)
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Figure 5.24: α2 MSER with respect to N when α1 = 0.999, α2 = 0.001,M = 600,MC =
500, σ2h = 1 in AR(2)
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Chapter 6
Conclusion
In this thesis, we first discussed the performance of the three estimation methods presented
in [4]. We find the optimum µ for RR-LMS and optimum λ for RR-RLS in AR(1). For
AR(2), we focus on finding the feasible (α1, α2) range where RR-LMS (RR-RLS) works. The
results for the two estimators show strong similarity. Then we discussed the performance of
RR-Kalman Filter Algorithm, which leads to find that RR-Kalman Filter Estimator achieves
its optimum performance when using the same model and parameters as in the real channel
in the Prediction Phase. Following that, we discussed the channel parameter estimation algo-
rithm and its performance, and reached the conclusion that using higher order in estimation
is always better than a lower one as far as the accuracy is concerned.
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