We present two fully sequential indifference-zone procedures to select the best system from a number of competing simulated systems when best is defined in terms of the maximum or minimum expected performance. These two procedures have parabola shaped continuation regions rather than the triangular continuation regions employed in several papers in the existing literature. The procedures we present accommodate unequal and unknown variances across systems and the use of common random numbers. However, we assume that basic observations are independent and identically normally distributed. We compare the performance of our procedures with those of other fully sequential procedures available in the literature.
Introduction
Among the comparison problems we meet in simulation studies, the problem of finding the best system is probably the most common. For details on the different types of comparison problems in simulation, see Goldsman and Nelson (1998) . The goal of finding the best system is to choose the one with the largest or smallest expected performance measure among a finite number of simulated systems. To solve this problem, a number of different approaches have been proposed. The indifference-zone approach tries to choose a system whose performance measure is at least a userspecified constant (called the indifference-zone parameter) better than all the other alternative systems with the Probability of Correct Selection (PCS) being no less than a prespecified amount. The indifference-zone parameter (denoted by δ) is set by the experimenter as the minimum practical difference worth detecting. If there exist systems whose means are within δ of the best, then the experimenter is indifferent to which of these systems is selected. Recent references include Nelson (2001, 2006) , Nelson et al. (2001) and Boesel et al. (2003) . On the other hand, Chick (1997) and Chick and Inoue (2001a, 2001b) propose completely different procedures from a decision-theoretic point of view and Chen et al. (1997 Chen et al. ( , 2000 propose heuristic procedures that maximize the PCS under a budget constraint. * Corresponding author Ma and Willemain (2004) present a different approach for finding the best simulated system on the basis of expected steady-state performance in steady-state simulation.
In this paper, we assume that basic observations are independent and identically distributed (i.i.d.) and also normally distributed. This assumption can be satisfied when basic observations are within-replication averages in terminating or steady-state simulations, or when they are batch means in steady-state simulations that take a singlereplication approach (Law and Kelton, 2000) . One of the most recent statistically valid indifference-zone procedures for i.i.d. normal data is a fully sequential procedure, KN , proposed by Kim and Nelson (2001) . Kim and Nelson (2001) define a fully sequential procedure as the one that takes a single basic observation from each alternative that is still in play at the current stage of sampling and eliminates systems immediately when there is evidence that they are inferior. Fully sequential procedures have a boundary called a continuation region. Figure 1 shows two different types of continuation regions, T and P that have triangular and parabolic shapes, respectively. The horizontal axis in Fig. 1 represents the stage number and the vertical axis represents the value of a monitoring statistic at each stage. As long as a monitoring statistic stays within the continuation region, sampling continues. When a monitoring statistic exits a continuation region, one system is eliminated depending on which direction, either through the upper boundary or the lower boundary, the exit is made.
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Batur and Kim KN is closely related to and derived from a hypothesis test on a drift of a Brownian motion process. Lerche (1986) states that for the known drift of a Brownian motion, a triangular boundary is optimal in the sense that it minimizes a certain type of Bayes risk which is linear in the number of basic observations and quadratic in the magnitude of the drift. However, it is shown that for the unknown drift of a Brownian motion process, parabolic boundaries are optimal in terms of the expected value of the specific type of Bayes risk.
From this motivation, Zhu et al. (2005) propose a fully sequential procedure whose continuation region is parabolic for i.i.d. normal data. However, the procedure assumes known variances which is unlikely to be true in practice. In this paper, we propose two fully sequential indifferencezone procedures for the finding the best system problem, one of which is a natural extension of Zhu et al. (2005) . Our procedures have parabolic continuation regions and assume unknown and unequal variances across systems. We compare the performance of the proposed procedures with that of KN , which is one of the most efficient statistically valid indifference-zone procedures for i.i.d. data in terms of the number of observations required.
There exists another recent ranking and selection procedure called KN ++ due to Kim and Nelson (2006) . This procedure updates variance estimates as more observations become available and is shown to be very effective in terms of the number of observations required. However, it is specifically designed for steady-state simulations that use a single-replication design and take individual observations such as individual wait times (that are, at best, stationary and dependent) as basic observations. Although KN ++ is asymptotically valid for stationary and dependent data and highly efficient, Malone et al. (2005) show that KN ++ does not always satisfy the PCS requirement for a finite sample size and is only heuristic even for i.i.d. normal data. Since our interests in this paper are not on procedures whose validity is not established for i.i.d. normal data, we do not consider KN ++ or other procedures designed for steadystate simulations (including Ma and Willemain (2004) ) when we compare the performance of our procedures to other existing procedures.
The paper is organized as follows: In Section 2, algorithms of the two proposed procedures are given and we prove that the procedures choose one of the good systems with at least a pre-specified PCS. In Section 3, we discuss implementation issues including the determination of the values of parameters for the proposed procedures. Section 4 provides analytical comparisons between KN and the two proposed procedures. Section 5 compares the performance of the proposed procedures with that of KN by empirical studies based on i.i.d. normal data, with conclusions being in Section 6.
Procedures
We design two fully sequential indifference-zone procedures. Both have parabolic continuation regions but with different parameters. We assume that there are k systems. The best system is defined as the one with the largest expected performance when the difference between the expected performances of the best and the second best systems is at least δ. Our procedures guarantee to select the best system with a PCS greater than or equal to 1 − α. If there are inferior systems whose means are within δ of the true best system, then those systems are called "good" systems and the procedures select one of these systems with at least a 1 − α PCS.
In the procedures, X ij , i = 1, 2, . . . , k and j = 1, 2, . . . , denotes the jth observation from the ith system and X ij , j = 1, 2, . . . , are assumed to be i.i.d. normally distributed with mean µ i and variance σ 2 i . The variances are unknown to the experimenter and may be unequal.
First procedure
We present the first procedure that we call P 1 .
Procedure P 1
Setup: Choose nominal PCS 1 − α, indifference zone δ, and first stage sample size n 0 ≥ 2. Then determine λ and ξ referring to Parameters. Initialization: Let I = {1, 2, . . . , k} be the initial set of systems.
Obtain observations X ij , j = 1, 2, . . . , n 0 , from each system i. For all i = compute the sample variance of the difference between systems i and Parabolic boundary for sequential selection 751 which is:
whereX i (n 0 ) is the sample average of the first n 0 observations from system i. Let
where · indicates truncation of any fractional part. Then, let
Here, N i + 1 is the maximum number of observations that can be taken from system i. Set the number of observations, r , equal to n 0 , and go to the next step. Screening: Set I old = I. Let
where
Stopping rule: If |I| = 1, then stop and select the system i ∈ I as the best. Otherwise, take one additional observation X i,r +1 from each system i ∈ I, and set r = r + 1, and go to Screening.
(If the objective is to select a subset of size m containing the best system, then the stopping rule should be |I| = m > 1.) Parameters: The parameter λ is any positive real number. For 1 − α = 0.95, we recommend taking λ = 0.9268 as given in Ferebee (1982) . Section 3.1 discusses the choice of λ for other values of α. For a given λ value, ξ is calculated as the solution to the equation:
where g(ξ ; λ, n 0 )
In this function, k n (.) and n (.) are certain Hermite functions which are defined in Lemma 1 and χ 2 n 0 −1 is a chi-squared random variable with n 0 − 1 degrees of freedom. If Common Random Numbers (CRNs) are employed, we set β = α/(k − 1) and if systems are simulated independently, set
. This equation does not have a closed-form solution. We discuss how to determine the value of ξ in Section 3.2.
To prove that the procedure satisfies the PCS requirement, we need the following three lemmas: Lemma 1. (Ferebee, 1982) 
Then,
where k n (.) and n (.) are certain Hermite functions which are defined as:
for n = 0, 1, . . . , where Z is a standard N(0, 1) random variable. Let φ(x) and (x) be the probability density function and cumulative distribution function of N(0, 1). Then, one can get the recurrence relations:
Lemma 2. (Jennison et al., 1980) 
Lemma 1 gives the probability of incorrect selection for a continuous Brownian motion process with a drift. However, in our procedure we only observe the process at integer times. When each observation is i.i.d. normally distributed, the partial sums of the differences behave like Brownian motion process with drift at each integer point, but Brownian motion with drift is still only an approximation for our discrete process. However, Lemma 2 states that under very general conditions, the probability of incorrect selection does not increase when the Brownian motion process is observed at discrete times compared to the case where the process is observed continuously; thus, procedures designed for a continuous Brownian motion process with a drift provide an upper bound on the probability of incorrect selection for a discrete process.
Lemma 3. (Tamhane, 1977) 
Without loss of generality, we assume that µ 1 ≥ µ 2 ≥ · · · ≥ µ k . Now, we present the main result. Proof. Consider two systems, 1 and i, such that
Notice that T is the stage at which the procedure terminates. Let ICS i be the event of incorrect selection when only two systems, 1 and i, are considered. Then,
where σ 2 1i = Var(X 1j − X ij ) and "SC" denotes the Slippage
behaves like a Brownian motion process with a drift of δ/σ 1i at integer points. Therefore, if we let:
then by Lemmas 1 and 2 we get:
is chi-squared distributed with n 0 − 1 degrees of freedom, the expectation above is equivalent to:
Notice that Equation (2) is the g(ξ ; λ, n 0 ) function, and this expectation is equal to β due to the way we choose ξ . Therefore,
Now, assume that we have k ≥ 2 systems, and let ICS be the event that an incorrect selection is made by the procedure. If we set β = α/(k − 1), then by the Bonferroni inequality we get:
The above inequality holds whether CRNs are employed or systems are simulated independently. However, if systems are simulated independently (Σ is a diagonal matrix in that case), a tighter boundary can be achieved, and its proof goes as follows:
because the intersection event requires system 1 to eliminate each inferior system i individually, whereas in reality some system = 1, i could eliminate i. Thus,
where the last equality follows because the events are conditionally independent. Clearly, Equation (4) does not increase if we assume a SC, so we do so from here on. Now, notice that Pr{CS i |X 11 , . . . , X 1,N 1 +1 } is nondecreasing in X 1j , j = 1, . . . , N 1 + 1. Therefore, by Lemma 3:
where the last inequality comes from Equation (3).
Corollary 1. If µ 1 < µ 2 + δ, then with a probability that is greater than or equal to 1 − α the proposed procedure selects one of the systems whose means are less than δ from µ 1 .
Proof. The proof is similar to that of Corollary 1 of Kim and Nelson (2001) .
Corollary 1 guarantees that the proposed procedure chooses one of the "good" systems with at least a 1 − α guarantee when an alternative is less than δ better than the other alternatives.
Second procedure
In this section, rather than presenting the second procedure that we call P 2 , we only describe the differences between P 1 and P 2 , and give the full details in Appendix A.
Basically, P 2 is a natural extension of Zhu et al. (2005) to the case with unknown variances. It is very similar to P 1 but P 2 takes a different continuation region R i (r ) and parameter ξ . More specifically, in Screening the continuation region R i (r ) for P 2 is defined as:
and Parameters needs to be revised as follows: λ = 0.3 is recommended for 1 − α = 0.95 (the detail of the choice of λ is discussed in Section 3.1) and the constant ξ is the solution to the equation:
Theorem 2. Under the same assumptions as in Theorem 1, P 2 selects system 1 with probability greater than or equal to
The theorem is proven in Appendix B.
Design of the procedures
In this section, we discuss the implementation issues of P 1 and P 2 . The main issues involve the determination of λ and ξ . Besides the user-specified parameters δ, α, and n 0 that are required by all the indifference-zone procedures, P 1 and P 2 require two additional parameters, λ and ξ . The parameter λ is another user-specified parameter, but ξ is obtained from either Equation (1) or Equation (5) for P 1 and P 2 , respectively. Procedure KN also requires two parameters, say, c and η. The parameters c and η of KN are similar to λ and ξ , respectively. The constant c in KN is restricted to any positive integer, and the unique solution of η exists in a closed form with the choice of c = 1 (Kim and Nelson, 2001 ). However, in our procedures, λ can be any positive real number and the solution ξ to either Equation (1) or Equation (5) does not exist in a closed form. Therefore, in this section, we discuss which values of λ to choose and how to determine ξ quickly such that it satisfies either Equation (1) or Equation (5).
Choice of λ
Our work is based on Ferebee (1982) who presents a statistical procedure to determine whether the drift of a Brownian motion process is positive or negative when the variance is known. The expected first exit time of the process through a parabolic boundary is derived and it is recommended that one chooses the value of λ that minimizes the expected first exit time when the drift is zero. Zhu et al. (2005) also determined the values of λ in this manner. In our case, due to unknown variances, we doubt that there exists a closed form of the expected first exit time. Therefore, we find a value λ that minimizes the area of the continuation region, which is proportional to the product of the vertical and horizontal intercepts. Kim and Nelson (2001) also used the area of their continuation region to find the best choice of c. For example, in P 1 , since the product of the horizontal and vertical intercepts is equal to λξ 3/2 (n 0 − 1) 3 S 6 i /δ 3 and n 0 , δ, and S 2 i are not affected by the choice of λ, we only need to consider how λξ 3/2 changes with respect to λ. In P 2 , we also get the area of the continuation region proportional to λξ 3/2 . Recall that λ can be arbitrarily chosen as any real positive number while ξ is the solution to
1/(k−1) depending on the use of CRNs. Figure 2 is a graph of λξ 3/2 against λ when n 0 = 10 and β = 0.05 in P 1 . As n 0 increases, the graph becomes even flatter around its minimum, especially, for 0.9 < λ < 1.6. When β decreases due to a decrease in α or increase in k, the graph tends to shift to the right. The range of α of general interest is 0.01 ≤ α ≤ 0.1 and this leads to a range of β of 0 < β ≤ 0.1. For this range of β, the minimum of λξ 3/2 is still achieved around λ = 1.0. Since we usually take n 0 larger than ten (in this paper we recommend n 0 = 24, which will be discussed in next subsection) and the graph does not dramatically shift to the right when β changes, we recommend taking λ = 0.9268 for all values of α. This is also the choice of Ferebee (1982) when β = 0.05. Figure 3 is a graph of λξ 3/2 against λ when n 0 = 24 and β = 0.05 in P 2 . The minimum is achieved around λ = 0.3. Unlike P 1 , as n 0 decreases, the graph of P 2 becomes flatter around its minimum; we conjecture that this reverse ten- Fig. 2 . λξ 3/2 against λ when n 0 = 10 and β = 0.05 in P 1 .
dency is due to the differences between Equations (1) and (5). For 0 < β ≤ 0.01, the minimum is still achieved around λ = 0.3; therefore, we recommend taking λ = 0.3 for all values of α.
Choice of ξ
Once we pick a value for λ, we can determine the value of ξ from either Equation (1) or Equation (5) for given n 0 and β in P 1 or P 2 , respectively. Since the expectations are not analytically solvable and quite complicated to be solved by numerical integration, we find them by simulation. More specifically, for given n 0 and λ, we generated 4,000,000 chisquared random variables to estimate the expectation in either Equation (1) or Equation (5) at different values of ξ and created tables of g(ξ ; λ, n 0 ) and h(ξ ; λ, n 0 ) with respect to ξ from 0.01-1 for P 1 and from 0.01-7 for P 2 with an increment of 0.01. Then, one can find the ξ at which the estimated expectation is equal to β by interpolation. The difficulty in the determination of ξ is that the existence of ξ is not guaranteed for all possible values of β, especially, for small β. The parameter β, determined by α and k, gets smaller and approaches to zero as k increases. Therefore, we also need g(ξ ; λ, n 0 ) or h(ξ ; λ, n 0 ) to decrease as ξ increases in order to guarantee that ξ exists such that g(ξ ; λ, n 0 ) or h(ξ ; λ, n 0 ) is equal to β for all possible values of β. However, g(ξ ; λ, n 0 ) and h(ξ ; λ, n 0 ) for some n 0 values do not approach to zero as ξ increases. Instead, they have a nonzero positive minimum which we denote as β min . This implies that if β is smaller than β min , then ξ does not exist such that g(ξ ; λ, n 0 ) = β or h(ξ ; λ, n 0 ) = β. Since ξ can be computed up to a quite small β for n 0 > 15 in P 2 , this problem is more severe in P 1 compared to P 2 . For example, Fig. 4 shows that when n 0 = 10 and λ = 0.9268, β min is 0.0076 for P 1 . This implies that if α = 0.05, then the ξ for P 1 is determined only up to k = 7 in which case β = α/(k − 1) 0.0083. Kim and Nelson (2001) show that the parameter η when c = 1 is determined by
and we observed that η 2 and ξ seem to have an approximately linear relationship for the range of β where we are Fig. 4. g(ξ ; λ, n 0 ) against ξ when n 0 = 10 and λ = 0.9268 in P 1 .
able to get ξ from g(ξ ; λ, n 0 ) = β or h(ξ ; λ, n 0 ) = β, that is, for the range of β greater than or equal to β min . Figure 5 shows an example of the linear relationship between η 2 and ξ when n 0 = 20, λ = 0.9268, and 0.002 050 < β < 0.05 in P 1 . Similarly, Fig. 6 shows the linear relationship between η 2 and ξ when n 0 = 10, λ = 0.3, and 0.002 44 < β < 0.05 in P 2 . We observed a similar linear relationship for all other n 0 values. We will use this linear relationship to get ξ for β < β min .
We will add one more subscript to ξ and η and use ξ β and η β to represent values of ξ and η at a specific β, respectively. As shown in Fig. 7 , we use the points (η 2 α , ξ α ) and (η 2 β min , ξ β min ) to determine the line:
If the linear tendency continues, ξ β values for β < β min can be approximated by: (6) and the values of ξ α and ξ β min for popular choices of n 0 and α when n 0 = 10, 15, 20, and 24 and α = 0.01, 0.025, 0.05, and 0.10 can be found in Table 1 for P 1 and in Table 2 for P 2 . Table 3 shows the actual ξ β found from g(ξ ; n 0 , λ) = β and approximate ξ β from the linear relationship when n 0 = 20 and λ = 0.9268 in P 1 . The approximation errors are quite small for the range of β min < β ≤ 0.05. Even though there is an approximately linear tendency between η 2 β and ξ β for all n 0 and β min < β ≤ α, it does not necessarily guarantee the linear tendency for β < β min and a deviation from the linearity assumption is possible as β gets smaller than β min . When n 0 = 24, ξ β is determined up to a quite small β by Equations (1) and (5). Therefore, we recommend using 24 as the initial sample size in order to make sure that the linear relationship holds up to a quite small β. However, when the number of systems is large and each replication takes a long time, the choice of n 0 = 24 may not be a good one. In that case, one can use n 0 smaller than 24 and approximate the value of ξ for large k using the linear approximation proposed in this section.
Analytical comparisons of the continuation regions
In this section, we perform analytical comparisons between the parabolic regions of P 1 and P 2 and the triangular region of KN . We will use R(t) to denote the generic continuation region, and H and V to denote intercepts of R(t) with the horizontal and vertical axes, respectively. Kim and Nelson (2001) state that if the experimenter has no idea whether there are a few dominant systems or a number of close competitors, the choice of c = 1 appears to be a good compromise solution. Hence, we will take c = 1 throughout this paper. The triangular continuation region for KN when c = 1 is defined as:
Then, the intercepts of KN , P 1 , and P 2 are:
where λ 1 and λ 2 represent the values of λ for P 1 and P 2 , respectively. Similarly, ξ 1 and ξ 2 represent the values of ξ for P 1 and P 2 . There should be no confusion between ξ 1 or ξ 2 and ξ α or ξ β min (defined in Section 3.2) since α and β min are always smaller than one. The analysis in this section is based on ξ 1 , ξ 2 , and η values assuming that the systems are simulated independently and 1 − α = 0.95. If CRNs are employed, the values of ξ 1 , ξ 2 , and η differ from those without CRNs, resulting in slightly different continuation regions; however, this change is not significant enough to affect our analysis of the relationships among the regions.
Given that all three procedures are statistically valid, we prefer the one with a smaller V and a smaller H since it provides a tighter screening step and guarantees that the procedure ends earlier if sampling continues to the end stage. More specifically, a smaller V means tighter screening at the beginning; therefore, a procedure with smaller V works efficiently if there exist a few dominant systems. However, if all systems are close to the best system (e.g., the SC), then each system is likely to take a number of observations close to H and a procedure with a smaller H is preferred. Therefore, if the continuation region of a procedure is strictly inside of that of another procedure, then it is clear that the former dominates the latter. For the comparison, we will focus on the values of H and V and the shape of the continuation regions.
P 1 compared with KN : One can easily compute the ratio of the vertical intercepts of KN and P 1 . The ratio V KN /V P 1 is equal to η/(λ 1 √ ξ 1 ). Table 4 shows the ratios of V KN and V P 1 for n 0 = 10 and 24 and k = 2, 5, 10, 25, 100, 200, and 400. From these results, we conjecture that P 1 has a tighter screening at the beginning than KN . This tightness tends to be stronger as the number of systems k increases, but this is not always the case. Now, consider the horizontal intercepts of the two procedures. The ratio H KN /H P 1 is equal to 2η/((n 0 − 1)S 2 i ξ 1 ). Since S 2 i is random, it is hard to evaluate this ratio. However, in general, when S 2 i > 1, this ratio is less than one and H P 1 is larger than H KN .
From this analysis, one can conjecture that P 1 starts with a tighter screening than KN but after some point, the screening of KN becomes tighter as one can see in Fig. 8 . This implies that when k is large and there exist a number of dominant systems, P 1 is expected to be more efficient due to its tighter screening at the beginning. However, under a configuration close to the SC where the procedure is likely to continue to the end stage, we expect KN to be more efficient than P 1 .
P 2 compared with KN : The ratio V KN /V P 2 is equal to η/(λ 2 √ ξ 2 ). Table 5 shows V KN /V P 2 and H KN /H P 2 ratios for n 0 = 10 and 24 and k = 2, 5, 10, 25, 100, 200, and 400. The numbers in the table imply that P 2 is tighter than KN at the beginning of the procedure and it becomes much tighter as k increases. The ratio H KN /H P 2 is equal to 2η/ξ 2 . H KN is always smaller than H P 2 when n 0 = 10. However, when n 0 = 24, H KN is larger than H P 2 for k < 50. Therefore, when n 0 = 24 and k is small (say k < 50), P 2 is likely to outperform KN because both V and H of P 2 are smaller than those of KN ; implying that it is possible that the continuation region of P 2 is inside that of KN . On the other hand, as one can see in Table 5 . V KN /V P2 and H KN /H P2 when n 0 = 10 and 24 and k = 2, 5, 10, 25, 100, 200, and 400 Table 5 , for large k (k ≥ 50) there does not exist a uniform superiority between KN and P 2 because one has a smaller V but the other has a smaller H. Figure 9 demonstrates possible continuation regions of these two procedures for large k. From this figure, we conjecture that P 2 will show a better performance than KN in general due to a tighter initial screening. However, when k is large (say, ≥50) and most systems are close to the best system such as the SC, it is possible that KN outperforms P 2 .
P 1 compared with P 2 : The ratio V P 1 /V P 2 is equal to (λ 1 √ ξ 1 )/(λ 2 √ ξ 2 ). Table 6 shows the ratios of V P 1 and V P 2 for n 0 = 10, 24 and k = 2, 5, 10, 25, 100, 200, and 400. The numbers in the table imply that P 2 is slightly tighter than P 1 either when n 0 = 10 or when n 0 = 24 and k is large.
The ratio H P 1 /H P 2 is equal to ξ 1 (n 0 − 1)S 2 i /ξ 2 . Although S 2 i is random, this ratio tends to be greater than one in general. Actually, it can be quite large because of the (n 0 − 1) and S 2 i factors, implying that H of P 1 is likely to be a lot larger than that of P 2 . As a result, we can say that except for the case when n 0 = 24 and k is small, P 2 is likely to outperform P 1 because both V and H of P 2 are smaller than those of P 1 . When n 0 = 24 and k is small, P 1 has a slightly tighter screening than P 2 at the beginning. However, H P 1 is usually much larger than H P 2 because n 0 is larger than ten and S 2 i is usually larger than one. This can overshadow the advantage of P 1 having a smaller V P 1 . Thus, it is not clear which procedure will do better for small k and should be tested by experiments.
Experimental results
In this section, we compare the experimental results of KN , P 1 , and P 2 based on i.i.d. normal data. In Kim and Nelson (2001) , the performance of KN is compared to that of the procedure of Rinott (1978) and a two-stage screen-andselect procedure proposed by Nelson et al. (2001) , which are both statistically valid indifference-zone selection procedures. The performance is evaluated in terms of the sample average of the total number of basic observations required by each procedure when all the procedures achieve the nominal PCS. These results show that KN is highly efficient at finding the best system compared to the other two procedures. Therefore, we use KN as our benchmark for comparison and test the performance of our procedures on the same scenarios as those used by Kim and Nelson (2001) .
Two configurations of the true means are employed: (i) the SC; and (ii) the Monotonically Decreasing Mean (MDM) configuration. For each mean configuration, three variance configurations are tested: (i) Increasing Variance (IV); (ii) Decreasing Variance (DV); and (iii) Common Variance (CV). When we combine these configurations, we get a total of six different configurations. The particular mean and variance values that we use for the experiments are given in Table 7 . Notice that the first system is set to be the best system. The nominal PCS is set at 1 − α = 0.95. As suggested in Section 3, λ and n 0 are set to λ = 0.9268 for P 1 and 0.3 for P 2 , and n 0 = 24 for all configurations, respectively. Each result is obtained from 500 macro-replications of the entire experiment. In order to check if each procedure is Table 7 . The configurations of means and variances used in the experiments statistically valid, we record the estimated PCS for each configuration. If all procedures seem statistically valid, the comparison will be done based on the sample average of the total number of observations required. With 500 macroreplications, the first two digits of these sample averages are statistically meaningful. Our experimental results support that both P 1 and P 2 are statistically valid since the estimated PCS values are all higher than the nominal PCS when systems are simulated independently, as shown in Table 8 . For P 2 , we observe that there are a few configurations where the estimated PCS values are lower than 0.95 when we make 500 macro-replications. However, when the number of macroreplications is increased to 5000, the estimated PCS values Table 9 . Sample average of the total number of observations in KN , P 1 , and P 2 when n 0 = 24, δ = 1/ √ n 0 , and 1 − α = 0.95 as a function of k of P 2 are all over 0.95. The numbers in Table 8 are from 500 macro-replications except for the estimated PCS of P 2 for k = 2 and 5. They are from 5000 macro-replications. The estimated PCS increases when CRNs are employed although we do not report them in this paper. Therefore, KN , P 1 , and P 2 all seem to be statistically valid as expected. From now on, we will focus on a comparison of three procedures based on the sample sizes required until we reach a decision. We categorize our experimental results into two cases: (i) independent; and (ii) correlated. In the independent case, all systems are simulated independently. In the correlated case, a constant correlation factor, ρ, is used between all pairs of systems.
Independent case
We first compare the performance of the two proposed procedures with KN when systems are simulated independently. Overall, P 2 performs better than both P 1 and KN in most cases in terms of the total number of observations required. However, the computational time needed to search for the ξ 2 parameter for a given β is very long compared to that of ξ 1 unless a table for ξ 2 already exists. Therefore, if the gain in the simulation time when P 2 is applied is not significant enough to compensate for the time lost in computing the ξ 2 parameter, one may prefer to use P 1 , which also shows a better performance than KN under MDM configurations when k is large and/or the CRN effect is strong.
P 1 compared with KN : Table 9 shows the sample average of the total number of observations taken in KN , P 1 , and P 2 when n 0 = 24, δ = 1/ √ n 0 , and 1 − α = 0.95 as a function for k. The results for KN are taken from Kim and Nelson (2001) . Numbers in boldface represent the cases where P 1 or P 2 shows a better performance (i.e., spends a smaller number of observations) than KN . Numbers in a box show which procedure among those three spends the smallest observations for each configuration. When k = 2 or 5, KN is superior to P 1 . However, as k increases, we observe that P 1 defeats KN in all the MDM configurations and SC with decreasing variances. As expected from the discussion in Section 4, this is due to the fact that P 1 has a tighter screening at the beginning and this tightness becomes even stronger as k increases. Therefore, under MDM configurations with a large k, P 1 does a better job in detecting inferior systems early. Similarly, under SC, if we have decreasing variances as means become inferior, it is easier to detect inferior systems due to low variances of inferior systems. These low variances help P 1 to eliminate inferior systems early in the experiment and, thus, to show a better performance than KN in SC-DV. However, in the SC-CV and SC-IV, most elimination events are likely to take place at a stage close to the end of the procedure. We have seen that the screening of P 1 is tighter than that of KN only at the beginning of experimentation, but it soon becomes loose and its horizontal intercept is usually larger than that of KN . Therefore, KN tends to show a better performance under these configurations.
The superiority of P 1 is most noticeable under MDM-IV. Under MDM-DV, it is already easy to detect inferior systems due to their small variances. Thus, having a tighter continuation region does not help that much, and KN and P 1 show a similar performance. However, under MDM-IV where it is more difficult to detect inferior systems due to their high variances, the tightness of P 1 stands out and helps P 1 to outperform KN . P 2 compared with KN : When k = 2, KN is better than P 2 under all the configurations we tested. This is because V KN < V P 2 (i.e., KN has a tighter screening) although H KN > H P 2 when k is small. However, for k ≥ 5, P 2 outperforms KN in all configurations as expected from the discussions in Section 4 because V KN becomes larger than V P 2 as k Table 10 . Sample average of the total number of observations in KN , P 1 , and P 2 when n 0 = 24, δ = 1/ √ n 0 , 1 − α = 0.95, and k = 25 as a function of ρ increases although H KN becomes slightly less than H P 2 . In Table 5 , we observe that when n 0 = 10, the ratio V KN /V P 2 increases as k increases. However, due to the sharp decrease in the ratio H KN /H P 2 , KN shows a better performance than P 2 under SC for some values of k, especially when k is large as is expected from the Section 4 discussions. However, in practice the SC configuration is unrealistic when k is large.
P 1 compared with P 2 : From Section 4, we know that when n 0 = 10, the continuation region of P 2 is inside that of P 1 . Hence, P 2 is expected to show a better performance compared to P 1 under all configurations and the experimental results support this viewpoint. When n 0 = 24 and k > 150, we observe a similar result. However, when n 0 = 24 and k ≤ 150, since V P 1 is slightly less than V P 2 , it is probable that under some configurations P 1 outperforms P 2 . As shown in Table 9 when k = 25 or k = 100 under SC-DV, P 2 requires slightly more observations than P 1 .
Correlated case
We tested four different correlation factors (ρ): 0.02, 0.25, 0.50, and 0.75. Kim and Nelson (2001) showed that the minimum correlation required for a CRN case to outperform an independent case is approximately 0.02 for a triangular continuation region. We found that when ρ = 0.02, both P 1 and P 2 spend a slightly smaller (but very close) number of observations on average as compared to their independent cases in most of the configurations. Thus, a correlation value of 0.02 also seems to be an approximate minimum amount of correlation required for our proposed procedures with CRNs to be as efficient as independent cases. For ρ = 0.25, 0.50, or 0.75, all experiment designs show a significantly better performance compared to their independent cases, and the average total number of observations reduces as the correlation factor increases. The simulation results for KN , P 1 , and P 2 for different ρ values when n 0 = 24, δ = 1/ √ n 0 , 1 − α = 0.95, and k = 25 are given in Table 10 .
Interestingly, when systems are simulated independently, P 1 works better than KN only under all the MDM configurations and some SC with decreasing variances for k ≥ 10. However, as ρ increases, P 1 shows a better performance than KN under more configurations. For example, when ρ = 0.75, P 1 outperforms KN in all the configurations. In Section 4, we showed that the ratio of vertical intercepts of KN and P 1 is V KN /V P 1 = η/(λ 1 √ ξ 1 ) and does not depend on sample variance of the difference between two systems S 2 i . Therefore, this ratio does not change with the use of CRNs. However, the horizontal intercepts of KN and P 1 (H KN and H P 1 ) are a function of S 2 i and S 4 i , respectively. This implies that if there is a decrease in S 2 i due to the use of CRNs, then the decrease in H P 1 is much larger than that in H KN . This explains why P 1 catches up the performance of KN even under SC when the effect of CRNs becomes stronger.
The performance of P 2 is better than that of KN under all configurations for all values of ρ we tested. This is similar to the independent case.
For small ρ, P 2 is still better than P 1 as in the independent case. However, as ρ increases, P 1 starts to show slightly better results than P 2 . This is again because of the fact that the horizontal intercepts of P 1 and P 2 (H P 1 and H P 2 ) are a function of S 4 i and S 2 i , respectively.
Conclusions
We have proposed two fully sequential procedures with parabolic boundaries for i.i.d. normal data when variances are unknown and unequal. Our procedures are appropriate for use in simulation environments unlike the procedure of Zhu et al. (2005) that assumes known variances. The procedures allow for the use of CRNs. The P 1 procedure has a competitive performance compared to KN , and the superiority of P 1 is more noticeable when k is large and/or the effect of CRNs is strong. Therefore, we recommend that one uses KN when k is small but P 1 when k is larger than ten and/or CRNs are employed. The P 2 procedure performs better than both KN and P 1 in most cases in terms of the total number of observations. However, the disadvantage of P 2 is that the computational time of the ξ 2 parameter is very long compared to that of the ξ 1 parameter. Therefore, if the gain in the simulation time when P 2 is applied is significant enough to compensate for the time lost in computing the ξ 2 parameter, one might prefer to use P 2 .
