Algorithms for the online determination of thicknesses of already-deposited layers are important for the reliable control of optical coating production. Possible ways of constructing such algorithms in the case of coating production with direct broadband monitoring are discussed. A modified triangular algorithm is proposed. In contrast to the well-known triangular algorithm, the new algorithm does not determine all thicknesses of previously deposited layers but only those for which an increase in the accuracy of their determination is to be expected. The most promising algorithms are compared in terms of their accuracy and operational speed. It is shown that the modified triangular algorithm is much faster than the triangular algorithm, and both algorithms have close accuracy. The operational speed of the modified triangular algorithm can be a decisive factor for its use in modern broadband monitoring systems.
Introduction
Almost four decades ago, Angus Macleod indicated that in the case of optical monitoring "one monitors layer optical thicknesses and this has always been a strong argument in support of optical monitoring techniques" [1] . Nowadays, various optical monitoring techniques are widely used for the production of the most challenging optical coatings [2] [3] [4] . Among them, direct broadband monitoring [2] [3] [4] is attracting more and more attention from optical coating engineers. This type of monitoring is successfully used for the control of stable low-rate deposition processes, like ion beam sputtering [5, 6] , and also for the control of such widely-used coating processes as ion-assisted deposition [7] [8] [9] .
One of the advantages of this technique as compared to monochromatic monitoring techniques is its much lower sensitivity to random errors in measurement data [4] . Another advantage is the presence of the error self-compensation effect associated with direct broadband monitoring [1, 10] . For some types of optical coatings this effect is very strong and plays an important role in the success of the production of such coatings [11] .
Along with the positive error self-compensation effect there is also a negative effect associated with all direct monitoring techniques. This is the effect of accumulation of thickness errors that manifests itself as a rapid growth of these errors with the growing number of deposited layers [2, 4, 10, 12] . The necessity of preventing the development of the cumulative effect of thickness errors is often the main argument for choosing indirect broadband monitoring techniques instead of direct ones [2, 4] .
In references [13, 14] the hardware arrangement aimed at reducing the cumulative effect of thickness errors in the case of direct optical monitoring is reported. In this arrangement, the monitor chip holder is located on the main rotating wheel of the deposition chamber with the radial position close to those of deposited samples. Due to this location, preliminary calibrations of the thicknesses of witness chip layers are not required. The cumulative effect of the thickness errors is reduced by using several witness chips that can be changed after the deposition of a certain number of layers. The described monitoring arrangement was initially developed for the monochromatic monitoring of coating production, but it can be also applied for layer thickness control with broadband monitoring strategies [15, 16] .
The cumulative effect of thickness errors can cause a complete failure of the monitoring procedure. This is connected to the growing inconsistency between measured and theoretically predicted spectral characteristics when the number of deposited layers is growing. As a result, online algorithms for predicting the layer deposition termination moment can provide wrong information about the actual thicknesses of the deposited layers. In the following, we refer to these algorithms as online monitoring algorithms. The new hybrid algorithms combining information from the optical and non-optical sensors allow one to achieve a better accuracy of layer thickness control [17] [18] [19] . However, along with these developments, it is also extremely important to provide online monitoring algorithms with the best possible estimation of the thicknesses of all previously deposited layers. This problem is solved with the help of online characterization algorithms.
The two most widely used online characterization algorithms are sequential and triangular algorithms [20] [21] [22] (S-and T-algorithms). In the case of S-algorithms, only the thickness of the last deposited layer is determined using measurement data recorded at the end of this layer deposition. The thicknesses of all preceding layers are fixed at the values found in the previous steps of the algorithm, i.e., at the ends of the deposition of previous layers. In the case of the T-algorithm, all measurement data recorded at the end of the layer depositions are used for the determination of the thickness of the last deposited layer and the re-determination of the thicknesses of all previous layers. It has repeatedly been demonstrated [20] [21] [22] that the T-algorithm has much better accuracy than the S-algorithm, but at the same time the former is noticeably slower than the latter.
In [23] , a modified sequential algorithm (modified S-algorithm) was proposed. The goal was to construct an algorithm that is much faster than the T-algorithm but at the same time has an accuracy comparable to that of the T-algorithm. The main idea of the proposed algorithm was to re-determine some thicknesses of the previously deposited layers if there was a chance that the accuracy of their determination could be improved. In this paper, we further develop the ideas in [23] to construct algorithms that can be used for the online determination of the thicknesses of already-deposited layers in coating production using direct broadband monitoring. In Section 2, a possible variety of these algorithms is discussed and a new modified triangular algorithm (modified T-algorithm) is considered in detail. In Section 3, the modified S-algorithm, T-algorithm, and modified T-algorithm are compared regarding their accuracy and operational speed. Final conclusions are presented in Section 4.
Online Characterization Algorithms
Let d t 1 , . . . , d t m be the theoretically planned thicknesses of the coating layers (m is the total number of layers) and d a 1 , . . . , d a m be the actual thicknesses of the deposited layers. The measured transmittance data at the end of the -th layer deposition is
where λ is one of the wavelengths from the measurement spectral grid, and δT j meas is the measurement error. Let us introduce the function that will be called the partial discrepancy function:
Here L is the total number of wavelength grid points, and d 1 , . . . , d j are the variable thicknesses of coating layers. The summation in Equation (2) is performed over the all measurement spectral grid. Along with the partial discrepancy functions, let us also introduce triangular discrepancy function [20] :
In the case of the S-algorithm, the partial discrepancy Function (2) is used to find the thickness of the j-th layer after the termination of this layer deposition. This is done by the minimization of discrepancy Function (2) with respect to a single variable d j . Thicknesses d 1 , . . . , d j−1 are fixed at the values found after the depositions of the previous coating layers. The S-algorithm is very fast because at each algorithm step only one-parametric minimization is performed. However, the accuracy of the algorithm decreases with the growing number of deposited layers and a fast development of the cumulative effect of thickness errors is observed [12] . In the case of the T-algorithm, the triangular discrepancy Function (3) is used for the determination of the thicknesses of the already-deposited layers. Thus, the thickness of the j-th layer is determined and at the same time the thicknesses of all previous layers are re-determined. This is done by the minimization of discrepancy Function (3) with respect to all j variables and therefore the operational speed of the T-algorithm slows down with the growing number of deposited layers. However, this algorithm has much better accuracy than the S-algorithm.
The modified S-algorithm is based on the minimization of the same partial discrepancy function as the S-algorithm. The main idea is to re-determine the thicknesses of some of the previously deposited layers along with the determination of -th layer thickness. The numbers of re-determined layer thicknesses at each algorithm step are not very high and for this reason the algorithm is also very fast. The key element of the algorithm is the equation for estimating the expected accuracy of the determination of various layer thicknesses [23] . It has the form
with the coefficients A j i given by the equation
The transmittance derivatives in this equation are calculated for the transmission coefficients of the first j design layers with respect to the thicknesses of layers with the numbers from 1 to j. Internal summations are performed over the spectral grid where the measurement data are taken.
In Equation (4), σ j (h i ) is the expected standard deviation of error in the i-th layer thickness if this layer thickness is included in the list of parameters determined by the minimization of the partial discrepancy Function (2) at the end of j-th layer deposition. σ is the parameter of statistical estimations as described below.
The statistical estimations of [23] are based on the following assumptions. It is supposed that in a big series of experiments, the thickness errors in all coating layers are distributed by the normal law with zero mathematical expectations and standard deviations of the same level. It is then assumed that measurement errors are also distributed by the normal law with zero mathematical expectations and standard deviation δT j meas (λ) = σ meas that does not depend on the wavelength λ and on the number of deposited layers j. The parameter α in Equation (5) is connected to the level of measurement errors; it is supposed that σ meas and σ are related as σ meas = ασ.
The coefficients A j i are used by the modified S-algorithm to find those layers whose thicknesses should be re-determined after the deposition of the j-th layer. For the identification of such layers, the coefficients A j i are compared with the analogous coefficients found at the previous algorithm steps. Suppose that for the layer i A
with c ≤ 1. Then, according to Equation (4), one should expect that after the deposition of the -th layer the thickness d i of the i-th layer can be determined more accurately than before. (In Equation (6) c is an additional parameter of the algorithm). At the j-th step, i.e., after the deposition of the j-th layer, the modified S-algorithm determines not only d j but also all layer thicknesses d i for which inequality Equation (6) is valid.
The most restrictive assumption of [23] is that the levels of thickness errors in all layers are supposed to be the same. Nevertheless, this assumption is reasonable because the main goal of all considerations is to construct an algorithm that does not give rise to a significant cumulative effect of thickness errors. Additional practical justification for this assumption was provided in [23] through the comparison of the modified S-algorithm with the standard S-algorithm.
The ideas in [23] can be developed further to construct new algorithms for the online determination of the thicknesses of deposited layers. Consider the modification of the triangular algorithm that will be referred to as the modified T-algorithm. It was indicated above that the operational speed of the T-algorithm slows down with the growing number of deposited layers. Obviously, the algorithm can be considerably accelerated if the minimization of the triangular discrepancy Function (3) is performed not with respect to all variables d 1 , . . . , d j but with respect to an essentially smaller number of unknown parameters. The main idea of the modified T-algorithm is to re-determine not all thicknesses d 1 , . . . , d j−1 but only the thicknesses of those previously deposited layers for which one can expect the accuracy of thickness determination to be improved.
Using the same assumptions as in [23] , it is possible again to obtain an estimation for the expected accuracy of layer thickness determination in the same form as in Equation (4) . Of course, in the case of the modified T-algorithm, the equation for the coefficients A j i is different from Equation (5). We did not provide the derivation of the new equation here because basically it follows the steps described in [23] . The main difference is that in this case we used the triangular discrepancy Function (3) for the derivation instead of the partial discrepancy Function (2). The final expression for the coefficients A j i has the form
Compared to Equation (5) there are additional summations over the indices of already-deposited layers. This is connected to the more complicated structure of the triangular discrepancy function.
The identification of layers that are included in the list of unknown parameters at the j-th step of the modified T-algorithms was carried out on the basis of Equation (6) with the coefficients A j i calculated according to Equation (7) . Thicknesses of all other layers are fixed at the previously found values. The example in the next section shows that typically the number of layer thicknesses to be determined is noticeably smaller than the total number of layers at each new step of the algorithm. For this reason, the most time-consuming operation of the algorithm, i.e., the minimization of triangular discrepancy function, is much faster than in the case of T-algorithm. The variety of algorithms for the online characterization of the thickness of deposited layers can be further extended by introducing algorithms that can be placed between the modified Sand T-algorithms. In order to determine layer thickness, it is possible to use not only the last set of measurement data, as in the case of the modified S-algorithm and not a full set of available measurement data, as in the case of the modified T-algorithm, but some subset of transmittance data collected during the deposition of j coating layers. In this case, instead of the triangular discrepancy function Φ j one should use the discrepancy function that is constructed by analogy with Equation (3), but with summation not along all i from 1 to j but rather with summation only over the subset of indices i corresponding to the selected subset of measurement data. The motivation for the construction of such a discrepancy function is that not all measurement data collected during the deposition are equally informative and it may be reasonable to exclude some data from the consideration. Such a narrowing of the subset of measurement data will obviously accelerate the algorithm operation. At the same time, it may also improve algorithm accuracy if only the data sets that are most sensitive to errors are considered. However, the introduction of additional algorithms requires more detailed consideration in the future. In the next section, we consider the results related to three online algorithms, namely the T-algorithm, modified S-algorithm, and modified T-algorithm. The S-algorithm is not considered because all experiments show that it has much worse accuracy than the three mentioned algorithms.
Results
To compare the accuracy and speed of the three selected algorithms, experiments with model measurement data obtained using simulations of the coating deposition process and experiments with online measurement data obtained in real production runs were performed. In this section, we present the results for the 26-layer mirror with the ZrO 2 /SiO 2 pair of materials. The refractive indices of these materials were specified as in [11] . The design formula for the considered mirror was (HL) 12 H2L with H and L being the quarter wave optical thicknesses at a 45 • light incidence from the air. The reference wavelength for calculating the optical thicknesses was 1034 nm. Simulation experiments with other designs including non-quarter-wave stacks were also performed and the results of these experiments are mentioned in Section 4.
For the simulation of the deposition process, the simulation software described in [24] was used. The deposition rates of the high and low index materials were simulated with the same mean levels as the rates in the real deposition run considered below, these are 0.18 and 0.15 nm/s respectively. In the simulation experiments these rates fluctuated with rms (root-mean-square) deviations of 20% from the specified mean rates. Such levels of rms deviations can be considered as upper estimates for the rates of fluctuation in the ion-assisted deposition process described in [11] . Simulated transmittance measurement data were collected at the same wavelength grid as the spectral grid of the online photometric device in the real deposition run (1143 wavelength points in the spectral region from 450 to 1100 nm). In the course of simulation experiments 1% random noise was added to the simulated online transmittance data and the spectral transmittance curve as a whole was also subjected to 0.5% random fluctuations. The time interval between the subsequent online measurements was 7 s, as in the real production experiment with ion-assisted deposition. Finally, in the simulation software additional random errors were added to each layer thickness after terminating the layer deposition. These errors were distributed by the normal law with zero mathematical expectation and 2 nm standard deviation. The software predicts the termination of a layer deposition based on the comparison of simulated spectral transmittance data with the theoretical transmittance spectrum expected at the end of a layer deposition. The monitoring algorithm used for this prediction is close to that of [7] .
If one wants to check the accuracy of the online characterization algorithm, there is an obvious advantage of simulation experiments over experiments with real deposition runs. The fact is that in the first case the simulation software "knows" the actual thicknesses of the deposited layers which are never available in the case of a real deposition experiment. This allows one to compare the layer thicknesses determined by the online algorithm with actual layer thicknesses. To enhance the visibility Twenty-six sets of simulated transmittance data corresponding to the end of deposition of the mirror layers are used as input data for the investigated characterization algorithms. Layer thicknesses that should be included in the list of unknown parameters in the case of modified S-and T-algorithms were found in accordance with Equation (6), where c is taken to be equal to 1 for both algorithms. The indices of the unknown parameters at each algorithm step are indicated in Table 1 . Table 1 . Indices of the determined layer thicknesses for the modified S-and T-algorithms.
Algorithm
Step Indices of Determined Layer Thicknesses Modified S-Algorithm (c = 1) Modified T-Algorithm (c = 1) Twenty-six sets of simulated transmittance data corresponding to the end of deposition of the mirror layers are used as input data for the investigated characterization algorithms. Layer thicknesses that should be included in the list of unknown parameters in the case of modified S-and T-algorithms were found in accordance with Equation (6), where c is taken to be equal to 1 for both algorithms. The indices of the unknown parameters at each algorithm step are indicated in Table 1 . Table 1 . Indices of the determined layer thicknesses for the modified S-and T-algorithms.
Step Indices of Determined Layer Thicknesses It can be seen that indeed in the case of the modified T-algorithm the number of searched for layer thicknesses are noticeably lower than the total number of layers at each new step of the algorithm. The maximum number of unknown parameters was eight for the triangular discrepancy function used after the deposition of layer number 15. Figure 2 presents the errors in layer thicknesses found by all three algorithms. All layer thicknesses except for that of the last layer were determined at least two times. For this reason, Figure 2 shows the average values of the found thickness errors and also the corridor of fluctuation of these errors.
It can be seen that indeed in the case of the modified T-algorithm the number of searched for layer thicknesses are noticeably lower than the total number of layers at each new step of the algorithm. The maximum number of unknown parameters was eight for the triangular discrepancy function used after the deposition of layer number 15. Figure 2 presents the errors in layer thicknesses found by all three algorithms. All layer thicknesses except for that of the last layer were determined at least two times. For this reason, Figure  2 shows the average values of the found thickness errors and also the corridor of fluctuation of these errors. In the case of the real deposition runs we do not have information about the actual errors in layer thicknesses and we are not able to compare these errors with the errors determined by the investigated algorithms, as this is shown in Figure 3 . Nevertheless, the comparison of the results It can be seen that indeed in the case of the modified T-algorithm the number of searched for layer thicknesses are noticeably lower than the total number of layers at each new step of the algorithm. The maximum number of unknown parameters was eight for the triangular discrepancy function used after the deposition of layer number 15. Figure 2 presents the errors in layer thicknesses found by all three algorithms. All layer thicknesses except for that of the last layer were determined at least two times. For this reason, Figure  2 shows the average values of the found thickness errors and also the corridor of fluctuation of these errors. In the case of the real deposition runs we do not have information about the actual errors in layer thicknesses and we are not able to compare these errors with the errors determined by the investigated algorithms, as this is shown in Figure 3 . Nevertheless, the comparison of the results In the case of the real deposition runs we do not have information about the actual errors in layer thicknesses and we are not able to compare these errors with the errors determined by the investigated algorithms, as this is shown in Figure 3 . Nevertheless, the comparison of the results obtained by all three algorithms can provide an indirect indication of their accuracy. This is shown in Figures 4 and 5. Coatings
An important characteristic of an algorithm is its operational speed. For the considered 26-layer coating the relation between the operating time of the modified S-, modified T-, and T-algorithms was 1:17:128. Of course, this relation will be different for other coatings. However, the modified Salgorithm is always the fastest, while the T-algorithm is the most time-consuming. A discussion of all the above results is provided in the next section. 
Discussion
The results presented in Figure 3 show that the thickness errors found by the investigated algorithms are close to the actual errors for almost all layers. In Figure 3a , the average values of the thickness errors found by all three algorithms are compared to the actual thickness errors known to the simulation software. To better estimate the accuracy of the algorithms, Figure 3b presents the differences between these values and actual errors. It is clearly seen that for almost all layers the best accuracy is provided by the T-algorithm. We performed analogous experiments with other sets of simulated transmittance data corresponding to several dozens of simulated deposition runs. It is worth noting that the indices of the determined layer thicknesses for the modified S-and Talgorithms were always the same, as indicated in Table 1 . This was the case because the criterion for determining these indices depends only on the coating theoretical design. The results of the experiments performed were qualitatively the same as those presented in Figure 3 . obtained by all three algorithms can provide an indirect indication of their accuracy. This is shown in Figures 4 and 5 . An important characteristic of an algorithm is its operational speed. For the considered 26-layer coating the relation between the operating time of the modified S-, modified T-, and T-algorithms was 1:17:128. Of course, this relation will be different for other coatings. However, the modified Salgorithm is always the fastest, while the T-algorithm is the most time-consuming. A discussion of all the above results is provided in the next section. 
The results presented in Figure 3 show that the thickness errors found by the investigated algorithms are close to the actual errors for almost all layers. In Figure 3a , the average values of the thickness errors found by all three algorithms are compared to the actual thickness errors known to the simulation software. To better estimate the accuracy of the algorithms, Figure 3b presents the differences between these values and actual errors. It is clearly seen that for almost all layers the best accuracy is provided by the T-algorithm. We performed analogous experiments with other sets of simulated transmittance data corresponding to several dozens of simulated deposition runs. It is worth noting that the indices of the determined layer thicknesses for the modified S-and Talgorithms were always the same, as indicated in Table 1 . This was the case because the criterion for determining these indices depends only on the coating theoretical design. The results of the experiments performed were qualitatively the same as those presented in Figure 3 . An important characteristic of an algorithm is its operational speed. For the considered 26-layer coating the relation between the operating time of the modified S-, modified T-, and T-algorithms was 1:17:128. Of course, this relation will be different for other coatings. However, the modified S-algorithm is always the fastest, while the T-algorithm is the most time-consuming. A discussion of all the above results is provided in the next section.
The results presented in Figure 3 show that the thickness errors found by the investigated algorithms are close to the actual errors for almost all layers. In Figure 3a , the average values of the thickness errors found by all three algorithms are compared to the actual thickness errors known to the simulation software. To better estimate the accuracy of the algorithms, Figure 3b presents the differences between these values and actual errors. It is clearly seen that for almost all layers the best accuracy is provided by the T-algorithm. We performed analogous experiments with other sets of simulated transmittance data corresponding to several dozens of simulated deposition runs. It is worth noting that the indices of the determined layer thicknesses for the modified S-and T-algorithms were always the same, as indicated in Table 1 . This was the case because the criterion for determining these indices depends only on the coating theoretical design. The results of the experiments performed were qualitatively the same as those presented in Figure 3 .
In Figure 3 , the largest differences between the found values and actual errors are observed for the last layer of the investigated coating. This is not surprising because the last layer is a low index layer with 2L optical thickness. In general, the accuracy of thickness determination is lower for all layer subsystems with L outer layers [20] . Additionally, with the nominal layer optical thickness equal to 2L, deviations of actual layer thickness from this nominal value have a very small effect on the coating spectral characteristics. It may be worth mentioning that the choice of double quarter-wave optical thickness for the last layer is usually based on considerations connected with improving laser damage resistance and thickness errors in this layer are not so dangerous. Finally, an accurate online characterization of the last layer is not important from the point of view of deposition process monitoring because its actual thickness is not required for the monitoring procedure.
The stability of layer thickness determination at different steps of a characterization algorithm is estimated by the level of fluctuation of the found thickness errors from their average value. If fluctuation is high, then accuracy of the thickness determination at some steps of the deposition process can be low and this can negatively influence the operation of the monitoring algorithm that is used to predict the termination instants of the layer deposition. In the case of the T-and modified T-algorithms these fluctuations are nearly the same, while in the case of the modified S-algorithm they are noticeably higher. This is observed both in the experiments with simulated and experimental measurement data (Figures 2 and 4) . Thus, we can say that from the point of view of accuracy, the T-algorithm is preferable to the modified S-algorithm.
Comparison of the T-and modified T-algorithms shows that they provide close characterization results: the found layer thickness errors are nearly the same in Figures 3 and 5 . The fluctuation of the found thickness errors are also close for these algorithms. Thus we can conclude that these algorithms are close in accuracy. At the same time, the modified T-algorithm is considerably faster. This advantage is perhaps not very significant when the number of coating layers is in the range of two-three dozen. However, it becomes more and more important with the growing number of coating layers. It is not rare that broadband monitoring is used for the production of coatings with many dozens of layers and the operational speed of the modified T-algorithm may prove to be the decisive factor when choosing it as the main online characterization algorithm in modern broadband monitoring systems.
Simulation experiments to compare modified S-, modified T-, and T-algorithms were also carried out using other non-quarter-wave designs such as hot mirror and Brewster angle polarizer. Of course, for other designs the tables of indices of determined layer thicknesses were different from Table 1 . However, the number of parameters determined by Modified T-algorithm was always noticeably smaller than the total number of layers at the respective algorithm steps. This provides better performance for this algorithm compared to the T-algorithm. At the same time, the accuracy of these algorithms is comparable. As a further prospect for increasing the speed of the modified T-algorithm, one can try to reduce the number of partial discrepancy functions in Equation (3) by removing some of the least informative measurement data. This question requires, however, a deeper theoretical analysis in the future. 
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