With the rapid increase of complex and highdimensional sparse data, demands for new methods to select features by exploiting both labeled and unlabeled data have increased. Least regression based feature selection methods usually learn a projection matrix and evaluate the importances of features using the projection matrix, which is lack of theoretical explanation. Moreover, these methods cannot find both global and sparse solution of the projection matrix. In this paper, we propose a novel semi-supervised feature selection method which can learn both global and sparse solution of the projection matrix. The new method extends the least square regression model by rescaling the regression coefficients in the least square regression with a set of scale factors, which are used for ranking the features. It has shown that the new model can learn global and sparse solution. Moreover, the introduction of scale factors provides a theoretical explanation for why we can use the projection matrix to rank the features. A simple yet effective algorithm with proved convergence is proposed to optimize the new model. Experimental results on eight real-life data sets show the superiority of the method.
Introduction
Feature selection is an effective mean to identify relevant features from high-dimensional data [Liu and Yu, 2005] . During the past ten years, many feature selection methods have been proposed and various studies show that feature selection can help to remove irrelevant features without performance deterioration . Feature selection can be conducted in a supervised or an unsupervised manner, depending on whether the label information is available. In supervised feature selection, feature relevance can be evaluated according to the correlations of the features with the class labels, e.g., Fisher score [Richard et al., 2010] , Relief-F [Kira and Rendell, 1992; Kononenko, 1994] , RFS , *Corresponding Author.
CSFS [Chang et al., 2014] and GRM [Wang et al., 2015] . In unsupervised feature selection, without label information, feature relevance can be evaluated by feature dependency or similarity, e.g., Laplacian Score [He et al., 2005] and RSF-S [Shi et al., 2014] .
With the rapid increase of data size, it is often costly to obtain labeled data [Luo et al., 2013] . Therefore, we often have a small set of labeled data together with a large collection of unlabeled data in most machine learning and data mining applications, such as image annotations and categorizations. Under such circumstances, it is desirable to develop feature selection methods that are capable of exploiting both labeled and unlabeled data. The task of conducting feature selection from mixed labeled and unlabeled data is called "semi-supervised feature selection".
Various semi-supervised feature selection methods have been proposed recently. Most semi-supervised feature selection methods are filter-based by ranking the features wherein the highly ranked features are selected and applied to a predictor [Zhao and Liu, 2007; Zhao et al., 2008; Doquire and Verleysen, 2013; Xu et al., 2016] . However, as argued in [Guyon and Elisseef, 2003 ], the filter-based feature selection could discard important features that are less informative by themselves but are informative when combined with other features. Ren et al. proposed a wrapper-type forward semi-supervised feature selection framework [Ren et al., 2008] , which performs supervised sequential forward feature selection on both labeled and unlabeled data. However, this method is time consuming for high-dimensional data because it involves iterative feature subset searching. Embedded semi-supervised methods take feature selection as part of the training process, therefore, are superior to others in many respects. Kong and Yu et al. proposed a semi-supervised feature selection algorithm for graph data [Kong and Yu, 2010] . Xu et al. proposed a discriminative semi-supervised feature selection method based on the idea of manifold regularization, but their method has high computational complexity of O(n 2.5 ) where n is the number of objects [Xu et al., 2010] . Least square regression is a widely-used statistical analysis technique. It has been used for many real-world applications due to its effectiveness for data analysis as well as its completeness in statistics theory. Many variants have been developed, including weighted LSR [Strutz, 2010] , partial LSR [Wold et al., 1984] , ridge regression [Cristianini and Shawe-Taylor, 2000] , discriminative LSR [Xiang et al., 2012] . Least regression based feature selection methods usually learn a projection matrix w and evaluate the importances of features according to { w } to rank the features.
In this paper, we propose a novel semi-supervised feature selection method, named Rescaled Linear Square Regression (RLSR). We first propose a new convex model by extending the least square regression by rescaling the regression coefficients with a set of scale factors, which are used to evaluate the importances of features. The new model is proved to be equivalent to a sparse model in which the ℓ 2,1 norm regularization term is used. Therefore, the new model can learn both global and sparse solution. Moreover, the optimal solution of scale factors provides a theoretical explanation for why we can use { w The rest of this paper is organized as follows. Section 2 presents the notations and definitions used in this paper. In Section 3, the new method RLSR is proposed. The experimental results are presented in Section 4. Conclusions and future work are given in Section 5.
Notations and Definitions
We summarize the notations and the definition of norms used in this paper. Matrices are written as boldface uppercase letters. Vectors are written as boldface lowercase letters. For matrix M = (m ij ), its i-th row is denoted as m i , and its j-th column is denoted by m j . The Frobenius norm of the matrix
The Proposed Method
In semi-supervised learning, a data set X ∈ R d×n with c classes consists of two subsets: a set of l labeled objects X L = (x 1 , ..., x l ) which are associated with class labels Y L = {y 1 , ..., y l } T ∈ R l×c , and a set of u = n − l unlabeled objects
is a binary vector in which y j i = 1 if x i belongs to the j-th class.
Let F 1 ,...,F d denote the d features of X, the semisupervised feature selection is to use both X L and X U to rank F . To measure the importances of d features, we introduce d scale factors θ in which θ j > 0(1 ≤ j ≤ d) measures the importances of the j-th feature. We use θ to evaluate the importances of the d features and the k most important features can be selected according the biggest k values in θ. To learn Θ and Y U simultaneously, we form the following convex problem
where Y U are relaxed as values in [0, 1], and Θ ∈ R d×d is a rescale matrix which is a diagonal matrix and Θ jj = √ θ j . Then we rewrite problem (1) as a sparse problem according to the following theorem Theorem 1. Problem (1) is equivalent to the following problem
where θ j can be computed as
If W and Y are fixed, we can get the optimal solution of θ by solving the following problem
It can be verified that the optimal solution of θ is
With the above optimal solution of θ, problem (5) is equivalent to
So, problem (4) can be rewritten as
which is equivalent to problem (2).
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Since the new problem in Eq. (2) uses ℓ 2,1 norm regularization, the learnt W are sparse in rows. The scale factor θ j is explicitly computed as
which provides perfect theoretical explanation for why we can rank the j-th feature as w j 2
. Note that problem (1) is convex, therefore, problem (2) is also convex. In the following, we propose an effective algorithm to solve problem (2).
Update b with Y and W Fixed
When Y and W are fixed, problem (2) becomes
By setting the partial derivative of the above function with respect to b as 0, we get the optimal solution of b as
Update W with b and Y U Fixed
When b and Y U are fixed, problem (2) becomes
Obviously, ∥W∥ 2,1 can be zero in theory, however, it will make Eq. (11) non-differentiable. To avoid this condition, we regularize ∥W∥ 2 2,1 as
where ϵ is a small enough constant. Therefore, we have
(12) which is equal to problem (11) when ϵ is infinitely close to zero.
The Lagrangian function of problem (12) is
Taking the derivative of L(W) with respect to W, and setting the derivative to zero, we have
where Q ∈ R d×d is a diagonal matrix with the j-th diagonal element as
Note that Q is unknown and depends on W, we can iteratively solve Q and W. With W fixed, Q can be obtained by Eq. (15). And with Q fixed, we turn to solve the following problem which will be proved to be equivalent to problem (12) latter
With the fixed Y and Q, substituting b in Eq. (10) 
where
T . The partial derivative of the above problem with respect to W is
Then we get the optimal solution of W as
Since H is an idempotent matrix, the optimal solution of W can be rewritten as
We propose an iterative algorithm in this paper to obtain the optimal solution of W such that Eq. (20) is satisfied. The algorithm is described in Algorithm 1. In each iteration, W is calculated with current Q, and then Q is updated based on the currently calculated W. The iteration procedure is repeated until the algorithm converges. Update the diagonal matrix Q t+1 , where the j-th diagonal element is 
The Lagrangian function of the above problem is
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where η and β i ≥ 0 are the Lagrangian multipliers. It can be verified that the optimal solution of y i is
where η can be obtained by solving y 
Update Y U , in which each y i ∈ Y U is calculate from Eq. (23) individually. 
11: Sort θ in descending order, and select top k ranked features as ultimate result.
Convergence Analysis of Algorithm 2
To prove the convergence of Algorithm 2, we first prove the following lemma Lemma 1. The following inequality holds for any positive
Proof. According to the Cauchy-Schwarz inequality, we have 
Then we have
which completes the proof. 
which indicates that
Based on Lemma 1, we know
From the above two inequalities, we get
which completes the proof.
The convergence of Algorithm 2 can be proven by following theorem. Theorem 3. Algorithm 2 decreases the objective function of problem (1) 
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(1) at each iteration. Note that problem (1) is convex, therefore, the solution obtained by Algorithm 2 will converge to its global optimum.
According to Theorem 3, our model can learn a global optimal solution of W which is also sparse solution. Moreover, it can use unlabeled data to improve performance.
Experimental Results
In order to validate the performance of our proposed method, we have conducted a series of experiments on 8 benchmark data sets. The experimental results are reported in this section.
Benchmark Data Sets and Comparison Scheme
The 8 benchmark data sets were selected from Feiping Nie's page 1 . The characteristics of these 8 data sets are summarized in Table 1 .
To validate the effectiveness of RLSR, we compared it with seven state-of-the-art feature selection approaches, including three semi-supervised feature selection methods sSelect [Zhao and Liu, 2007] , LSDF [Zhao et al., 2008] and RRPC [Xu et al., 2016] , three unsupervised feature selection method Laplacian Score (LS) [He et al., 2005] , UDFS [Yang et al., 2011] and MCFS , and a supervised feature selection method RFS . We also used all features to perform SVM as baseline. We set the regularization parameter γ of LS, LSDF, RFS, UDFS, sSelect and RLSR as {10 −3 , 10 −2 , 10 −1 , 1, 10 2 , 10 3 }, λ of sSelect as {0.1, 0.2, 0.3, 0.4, 0.5, 0.6}. The projection dimensions for LS, LSDF, sSelect and UDFS were set empirically around d 3 to 2d 3 in our experiments, where d is the number of features in the data. For the selected features, we first performed 10-fold cross-validation to select the best SVM model, then we tested the selected SVM model on the test part.
For each of the 8 data sets, the training examples were randomly selected with the given ratio {10%, 20%, 30%, 40%, 50%}.
The remaining examples were then used as the test data. The test data were also 
Results and Analysis
The maximum accuracies of eight feature selection methods versus the percentage of labeled records are shown in Figure 1 . In general, the more labeled data we have, the better accuracy we can achieve. This indicates that we are able to select features with higher quality if more labeled data is available. Overall, the proposed method RLSR outperformed other methods on most cases. For example, on the CANE-9 data set, RLSR has 4% average improvement compared to the second best approach RFS. 3% average improvement was achieved by the proposed method RLSR on the LM data set, compared to the second best approach LSDF. We also notice that RLSR outperformed RFS on almost all cases, which indicates that RLSR can improve RFS with the unlabeled data. This verifies the effectiveness of the semi-supervised feature selection method.
Parameter Sensitivity Study
We show the effect of γ on the performance of RLSR in this section. The relationship between γ and θ is shown in Figure 2. For brevity, we only show the results on two data sets (i.e., the Binalpha and CNAE-9 data sets). As γ increased from 0.001 to 1000, the high weights in θ occurred on fewer features. With the increase of γ, θ will contain more values which are close to zero. In real applications, we hope that θ only contains a few features with high weights. Therefore, we can use γ to control the distribution of θ.
In RLSR, γ is used to control the row sparsity of W, and its value seriously influences the final performance. Varying the value of γ, the average clustering accuracies on two data sets are shown in Figure 3 . This indicates that RLSR did not change much with the change of γ. In real life applications, we can perform hierarchy grid search to get better result.
Convergence Study
We have proposed Algorithm 1 to iteratively solve problem (12), and proved its convergence in the previous section. Now we experimentally show the speed of its convergence. The convergence curves of the objective value on two data sets are shown in Figure 4 . We can see that, Algorithm 1 converged very fast, which ensures the speed of the whole proposed approach.
Conclusions
In this paper, we have proposed a novel semi-supervised feature selection approach named RLSR. The new method extends the least square regression by rescaling the regression coefficients in the least square regression with a set of scale factors, which are used to rank the features. We have proved that the new model can learn both global and sparse solution. Moreover, the optimal solution of scale factor provides a theoretical explanation for why we can use { w to demonstrate the superior performance of our method over seven commonly-used feature selection methods. In the future work, we will improve this method to handle large scale data.
