Several problems for the differential equation Lu=g(r,u) with are considered. For ot N-1, the operator L is the radially symmetric p-Laplacian in JR". For various uniqueness conditions the initial value problem with given data u(ro) uo u' (ro) u and counterexamples to uniqueness are given. For the case where g is increasing in u, a sharp comparison theorem is established; it leads to maximal solutions, nonuniqueness and uniqueness results, among others. Using these results, a strong comparison principle for the boundary value problem and a number of properties of blow-up solutions are proved under weak assumptions on the nonlinearity g(r, u).
INTRODUCTION
This work is devoted to the study of the nonlinear second order operator Lu r-U(rUlu'lP-2u')'= lu'l p-2 (p-1)u" +-u' A description of the contents of the paper follows. In the theorems the nonlinearity is always of the form g(r, u), but in this overview we formulate some of the results only for the special case f (u).
The first significant new result is given in Theorem 2. It states that the initial value problem Lu f (u), u(ro) uo, u!(ro) u 0 (2) is uniquely solvable if f is merely continuous, at least in the case u 0, 0. The consequences r0 > 0 and also in some cases where r0 0, u 0 can be summed up in the statement that the usual assumption that f belongs to C can often be replaced by continuity of f. Uniqueness for the general initial value problem (3) is a subtle problem. This becomes already (r)u eh(r). In manifest in the simple "p-linear" equation Lpu + k (-1) the homogeneous case h 0 the initial value problem is always uniquely solvable (cf.
[13]), whereas in the inhomogeneous case this is not true, see Section 2. An extensive list of uniqueness conditions is given in Section 2, together with examples of non-uniqueness. Theorem 3 is a refined version of a comparison theorem for problem (3) , where g(r, u) is increasing in u. It gives rise to maximal and minimal solutions, equipped with classical properties. Section 3 contains a strong comparison theorem for the boundary value problem without the usual hypothesis of non-vanishing gradients; e.g., if 1 < p < 2 and g(r, u) is locally Lipschitzian and (weakly) increasing in u, then strong comparison holds. In Section 4 blow-up problems of the form (r, u), g(p, u(p)) dp at.
We apply Schauder's fixed point theorem in the Banach space X C(J).
Obviously, S maps X into itself and is continuous in the maximum norm, i. It is well known that existence and uniqueness imply continuous dependence on the initial data. We formulate this result for problem (3), using the notation u(r; ro, uo, Uo) for a solution of (3) . and is uniquely determined, and lu(r) fi(r)l < e, lu'(r) fi'(r)l < e and fit Oin I.
For proof, one changes g (r, s) outside a neighbourhood N of the solution u in such a way that g becomes bounded and continuous in I x IR; one may take N {(r, s) r E I, Is u(r)l _< '} C G. Then the set of all solutions u(r; f0, iT0, fi), where the parameters satisfy the above inequalities with 3 1, is a relatively compact subset of X C (I) (every solution exists in I).
For every sequence (r, u, Uo k) -, (ro, u0, u) the corresponding sequence (uk) of solutions has a uniformly convergent subsequence with limit u, and it follows from (3t) that the sequence of derivatives converges uniformly to ut. Let . (0, rio, tT) and ) (r0, u0, u). Then (u(r; .)), u'(r; .)) -, (u(r), ut(r)) uniformly in I as ) . .Ther est is easy.
In the next theorem we use the notation v(a+) < w(a+) (or v < w at a+) if there exists e > 0 such that v < w in (a, a + e). If (i) g is strictly increasing in s or (ii) v < w' at a + or (iii) the differential inequality is strict at a+, then v < w in Io. [a, b] . For every other solution u of (3a) the inequalities u_ < u < fi, u < u < fit hold in the interval of existence ofboth t7 and u. The maximal solution fi can be obtained as the limit of the sequence of solutions u(r) u(r; a, uo + 1 / k, Uo), which is strictly decreasing (this follows from O. Assume that g (r, s) is increasing (h) Maximal solutions in the case u 0 in r (e.g., g(r, s) f (s)) and that g(r, uo) O for a < r < b. Then u =-uo is a solution. Assume that there exists a subsolution which is > uo in (a, b] . Then, for a < ro < b, the maximal solution iT(r; ro, uo, 0) and no other solution is > uo for r > ro. Under these assumptions, all solutions of (3a) are given by
They fill the area between the curves s uo and s fi(r; a, uo, 0) in the r, s-space. When I is an interval [b, a] to the left of a, then g must be decreasing in r, and ro satisfies b < ro < a. .r3, 0 _< ) _< 1", the function g is continuous in
[0, o) IR, but not Lipschitzian in r.
3. The example u" 12u(1/2) with the three solutions u (r) r4, 0 and -r 4 shows that under the assumptions in (h) the solutions u(r) uo is in general not the minimal solution.
Proof ( Let -L < 0 be a lower bound for the difference quotients of g(r, s) in a neighborhood of (0, u0). Then the fight side of (7) is bounded above by L((r) r) Le(3 + r) < 2eL3 if r is restricted to 0 < r < 3. This shows that for 0 < e < 1 the function to is an upper solution in [0, 3] It is assumed that the functions g (r, s), h (r, s), defined in a neighbourhood U(a, u0) C [0, o)lR, andk(r),definedinaneigbourhood U(a) C [9] and are based on suitable contraction mapping arguments.
For the proof of (v) we assume g(a, u0) > 0 and observe that the expression A(t; u) g(p, u(p)) dp g(trl, u(tT1)) a+l a a+l a _<O" <t o+l is positive for a < < r0 if r0 is close to a by the assumption. Hence by (t +1 aa+l) /t > a and by the mean-value theorem we get [A (t; u)(---) A (t; v) (7- If -L is a lower bound for the difference quotients of ,(r, s) in a neighbourhood of (0, u0), then we have the estimate (notice q (r) > r) g(r, w) g((r), w) < l(dp(r))(,(r, w) ,(gp(r), w)) < l((r))2eLa.
In order to get Dw > g(r, w) g((r), w), the function/((r)) > 0 drops out and the proof goes as before. For uniqueness to the left the estimate Dw >_ g(r, w) g((r), w) is obtained by using the decreasing character of l(r) together with (r) < r. If ,(r, s) satisfies (fl)(ii), the proof is obtained by considering solutions v -u of Lpv -l(r), (r, -v) where now -,(r,-s) satisfies (/3)0).
Suppose now that ,(r, s) satisfies (fl)(v) with g(a, u0) > 0. As in the proof of (v) the positivity of A (t; u) ft a (p/ t)a g (p, u (p)dp for a < < r0
follows from the positivity ,(a, u0) and of/(p) for p > a. Hence the estimate
l(p) dp holds for a < < ro with ro close to a. Denoting I(t) fta(P/t)l(p)dp we get by the mean-value theorem 
The function v is a supersolution and the function w is a subsolution to this problem. Assuming that (10) has a unique solution in a neighbourhood U of r0, we obtain from Theorem 3, Corollary (c) that w < u < v, which leads to v w in U, a contradiction. Summing up, we have [7, 8] for p 2 and by Diaz and Letelier [4] for general p > 1.
McKenna, Reichel and Walter [9] have treated the radial case for f (u) Proof If follows from the comparison theorem that the inequalities U < u2, u i t < u 2 hold in (a, b2) and that bl >_ b2; furthermore, since u2 u + c would imply that g is constant in s, we have u < u at a point ro and then also in [ro, b2).
For the proof by contradiction, we assume that a < bl b2 < b, and that hold in [a bl). The a > b/p and that strict inequalities u < u2, u < u 2 proof is based on the following idea. We consider the function v(r) Ul (q(r)), where q(r) (1 E)r and show that for small E > 0 the function v is a subsolution to the differential equation (11) . Because of the strict inequalities at r a, we (a). Hence v < u2 and v(b') cx where have v(a) < u2(a), v'(a) < u 2 q (b) bl and therefore b2 < b < bl, which is the desired contradiction. 
