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Abstract
Bayesian optimization has become a standard tech-
nique for hyperparameter optimization, including
data-intensive models such as deep neural networks
that may take days or weeks to train. We con-
sider the setting where previous optimization runs
are available, and we wish to use their results to
warm-start a new optimization run. We develop
an ensemble model that can incorporate the results
of past optimization runs, while avoiding the poor
scaling that comes with putting all results into a sin-
gle Gaussian process model. The ensemble com-
bines models from past runs according to estimates
of their generalization performance on the current
optimization. Results from a large collection of
hyperparameter optimization benchmark problems
and from optimization of a production computer
vision platform at Facebook show that the ensem-
ble can substantially reduce the time it takes to ob-
tain near-optimal configurations, and is useful for
warm-starting expensive searches or running quick
re-optimizations.
1 Introduction
Bayesian optimization is a technique for solving black-box
optimization problems with expensive function evaluations.
It has been successfully applied in a number of domains, in-
cluding: optimizing the hyperparameters of machine learn-
ing algorithms, where a function evaluation involves training
the model [Snoek et al., 2012]; A/B testing, where a func-
tion evaluation is a field experiment [Letham et al., 2017];
and parameter estimation in black-box models, where a func-
tion evaluation involves running a lengthy simulation to eval-
uate model likelihood [Kandasamy et al., 2017]. Given a
small initial set of function evaluations, Bayesian optimiza-
tion proceeds by fitting a surrogate model to those observa-
tions, typically a Gaussian process (GP), and then optimiz-
ing an acquisition function that balances exploration and ex-
ploitation in determining what point to evaluate next. When
the surrogate function can be quickly evaluated, Bayesian op-
timization uses the cheap problem of optimizing the acquisi-
tion function to guide the expensive optimization problem we
wish to solve.
The “black-box” nature of the optimization assumes that
nothing is known about the problem besides its function eval-
uations, but there are settings in which ancillary information
is available in the form of prior optimizations. Here we are
particularly interested in two such settings.
1. Re-optimizations: Production machine learning models
are constantly re-trained as new data become available
and underlying code bases are updated. The optimal
hyperparameters may also change as the data and code
change, and so should be frequently re-optimized. Al-
though they may change significantly, most of the time
the results of a re-optimization will be similar to those
of a previous run.
2. Very short runs: A typical run of Bayesian optimiza-
tion uses a few dozen function evaluations. Models with
very long training times, such as deep neural networks
on large datasets which may take days or weeks to train,
may not permit that many iterations. Suppose we have
access to the outcomes of previous optimization runs of
similar models. The hyperparameter surface for our cur-
rent model may be similar to those of a past run, and
identifying similar runs can guide the short run.
Several Bayesian optimization methods have been devel-
oped to borrow strength across runs – these are described in
Section 2. Many of these methods are for settings where ad-
ditional metafeatures are available for identifying which past
runs are likely to be similar, such as statistics of the dataset.
Such metafeatures are often not available for broad classes
of settings in which Bayesian optimization can be applied,
including simulations and A/B tests.
Furthermore, most methods for using past optimization
tasks learn an adjustment for the results of past runs that al-
low them to be combined into the same model as observa-
tions from the current run. This approach does not scale well
with the number of past runs. GP regression has O(n3) com-
plexity, and combining t past runs with n iterations into a
single model incurs O(t3n3) computational cost. Practically,
GPs become unusable after a few thousand data points [Cun-
ningham et al., 2008; Hensman et al., 2013] and their useful-
ness as a tractable surrogate function diminishes even earlier.
This limit is easily reached for the problems described above.
A machine learning platform that does hyperparameter opti-
mization with 50 iterations as part of model fitting will reach
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1,000 data points after only 20 models. Our experiments in
Section 5.2 use 49 past runs of 50 iterations each, for a total of
2,450 data points – well beyond what can used for Bayesian
optimization with a single GP.
The contribution of this paper is an ensemble method for
warm-starting Bayesian optimization using past runs, called
the ranking-weighted Gaussian process ensemble (RGPE).
The method has O(tn3) complexity, allowing it to scale to
a much larger number of past runs than methods which com-
bine all past observations in a single model. If fitted base
models were stored during past runs, they can be used di-
rectly without any refitting of prior results. The method does
not require the existence of metafeatures, allowing it to be
used for a broader set of Bayesian optimization applications.
Finally, unlike other ensemble approaches, our method is nat-
urally parallelizable. We evaluate its performance using a
large collection of SVM hyperparameter optimization bench-
mark problems and then show its use on a real problem by
optimizing the computer vision platform at Facebook.
2 Related Work
Borrowing strength from past runs is a form of meta-learning,
and in the context of Bayesian optimization is often called
transfer learning. A key requirement is to determine which
past runs are similar to the current task. Several past meth-
ods have used manually defined metafeatures of the datasets
to measure task similarity [Brazdil et al., 1994]. Bardenet
et al. [2013] simultaneously optimize several problems by
using metafeatures of the data as features of the GP along
with the hyperparameters to optimize. Observations from
all runs are put on the same scale using an SVMRANK model
and then used in a single GP. Yogatama and Mann [2014]
select similar past optimization runs based on the nearest
neighbors in metafeature space. Observations from all sim-
ilar runs are then combined in a single GP. Schilling et al.
[2016] construct a GP for each past optimization run includ-
ing both the past observations and those of the current task,
with task similarity described by metafeatures. These models
are combined using the product of GP experts model [Cao and
Fleet, 2014]. Feurer et al. [2015] use metafeature similarity
to select initial points for the optimization as the best points
from similar runs, and then proceed with usual single-task
Bayesian optimization. These methods all require metafea-
tures, whereas here we seek to develop a method that does
not require metafeatures.
Another set of methods attempts to learn the task similarity
without the use of metafeatures – our work falls in this cat-
egory. Swersky et al. [2013] use a multitask GP to jointly
model all past runs and the current task. Poloczek et al.
[2016] also use a kernel over all tasks with a structure that
allows for modeling negative correlations. Multitask GPs suf-
fer from the same poor scaling as putting all of the observa-
tions into a single GP, and cannot be used for the problem
of Section 5.2. Furthermore, Swersky et al. [2013] sample
a t × t lower triangular matrix describing task correlations,
which prohibits a large number of past runs.
Wistuba et al. [2016] develop the two-stage transfer surro-
gate model with rankings (TST-R) which avoids poor scaling
with the number of past observations by combining GPs in-
dividually fit to the observations from each run. They use
a Nadaraya-Watson kernel weighting to linearly combine the
predictions from each GP by defining a distance metric across
tasks. In particular, they consider the orderings of all pairs of
observations points in the current task. The distance between
the past task and the current task is taken as the proportion of
discordant pairs when the past model is evaluated on config-
urations used on the current task [Wistuba, 2016]. Weights
for each model are then computed using a quadratic kernel
with bandwidth parameter ρ, which serves as a threshold for
the similarity required to borrow strength from any prior task.
The bandwidth ρmust be chosen by the user, and their experi-
ments used 0.1 for some benchmarks and 0.9 for another. The
kernel is used to combine mean predictions of past models
with the mean prediction of the current model, but variances
are not combined – the combined model is given the variance
of the current model and variances of past models are ignored.
This means that the TST-R model is no longer a GP, and in
particular does not have a valid posterior from which joint
samples can be drawn. In our experiments here we use the
method of Snoek et al. [2012] for batch optimization, which
does a Monte Carlo integration over joint samples drawn from
the model posterior. This approach cannot be used with TST-
R. Like our model, TST-R does not require metafeatures and
scales well with the number of past runs, and so we use it for
comparison in our experiments of Section 5.
Theoretical support for transfer learning in Bayesian opti-
mization is provided by Shilton et al. [2017], who study two
particular strategies for transfer learning and show that they
result in tighter regret bounds than without transfer learning.
One of these strategies is to model the difference between the
past run and the target task with a GP, which is then used
to adjust the past run observations for inclusion in the cur-
rent model. Golovin et al. [2017] take a similar approach
for an ordered set of past runs. Rather than fitting a GP to
each run separately, a GP is fit to the residuals of each run
relative to the predictions of the previous model in the stack.
This essentially uses the outcomes of previous runs as a mean
prior for the next run. This method assumes an ordering to
the runs, which is reasonable for re-optimizations but not for
meta-learning from a collection of unrelated problems.
A common issue for many of these methods is that the re-
sponse surfaces of different problems can have very differ-
ent scales. A frequently used strategy for making the past
runs more amenable to combining is to standardize the obser-
vations for each task separately to have zero mean and unit
standard deviation [Yogatama and Mann, 2014; Wistuba et
al., 2015, 2016]. We use this strategy for our method as well.
Bayesian optimization has been done with models that
scale better with the number of observations, such as random
forest [Hutter et al., 2011], parzen estimators [Bergstra et al.,
2011] and neural networks [Snoek et al., 2015; Springenberg
et al., 2016]. These models come with challenges of their
own, such as poor uncertainty extrapolation with limited ob-
servations and hyperparameter sensitivity. There are also ex-
tensions of GPs for large datasets, most notably sparse GPs
[Csato´ and Opper, 2002]. Sparse GPs can also have poor un-
certainty extrapolation [Bauer et al., 2016] and do not easily
produce joint samples. GPs remain the standard model for
practical Bayesian optimization.
In the related field of algorithm configuration [Hutter et
al., 2009], Lindauer and Hutter [2018] propose a method to
learn a weighted combination of random forests for runtime
prediction, with each random forest being fitted on a previous
algorithm configuration run. They consider a setting in which
only a few auxiliary tasks are available, but the number of
observations per task is on the order of several hundreds, far
beyond what a GP can handle.
3 Background and Problem Setup
The goal of Bayesian optimization is to find a minimizer x∗ of
a black-box function in a bounded space by iteratively query-
ing the function at input configurations x1,x2, . . . ,xn and
observing the corresponding outputs y1, y2, . . . , yn. In each
iteration we first fit a probabilistic model f on observations
D = {(xj , yj)}nj=1 made so far. We then use an acquisition
function α(x) to select a promising configuration to evaluate
next, balancing exploration and exploitation.
In general yj may be a noisy estimate of the function
value, and the noise standard deviation may also be known.
We estimate the underlying function with GP regression,
yielding a posterior f(x|D) that has mean µ(x) and vari-
ance σ2(x), which are known analytically [Rasmussen and
Williams, 2006]. These quantities depend on the GP ker-
nel, which has several hyperparameters that are inferred
when the model is fit. The GP posterior at a collection
of points [f(x1|D), . . . , f(xn|D)] has a multivariate nor-
mal distribution with mean and covariance matrix denoted as
µ(x1, . . . ,xn) and Σ(x1, . . . ,xn).
In our experiments in Sections 5 and 6 we use the expected
improvement (EI) acquisition function [Jones et al., 1998], a
common choice because it can be computed in closed form
and optimized with gradient-based methods. Let fbest be the
value of the best point observed so far: fbest = minj f(xj).
The EI is
α(x|D) =Ey∼f(x|D) [max(0, fbest − y)]
= σ(x)zΦ(z) + σ(x)φ(z),
with z = fbest−µ(x)σ(x) . A thorough introduction to Bayesian
optimization is given by Shahriari et al. [2016].
We suppose that t − 1 runs of Bayesian optimization have
been completed. Let Di =
{
(xij , y
i
j)
}ni
j=1
be the function
evaluations made at past optimization runs i. We fit a GP
model to the observations of each past run i and refer to these
models as base models. They have posterior f i(x|Di), with
mean and variance µi(x) and σ2i (x) respectively. They re-
main fixed throughout the optimization, inasmuch as we do
not obtain new observations for them. The current optimiza-
tion problem we are trying to solve is run t. We fit a GP
to observations from run t and call it the target model. The
target model is refit after each new function evaluation. We
overload notation and define D = {D1, . . . ,Dt}. Our goal is
to minimize the target function using the base models and the
target model.
4 Ranking-Weighted Gaussian Process
Ensemble
Our strategy here is to estimate the target function as a
weighted combination of the predictions of each base model
and the target model itself:
f¯(x|D) =
t∑
i=1
wif
i(x|Di).
A model of this form is preferred for several practical reasons.
First, this ensemble model remains a GP, and in particular
f¯(x|D) ∼ N
(
t∑
i=1
wiµi(x),
t∑
i=1
w2i σ
2
i (x)
)
.
This means that all of the usual computational machinery
for Bayesian optimization with GPs remains valid, such as
a closed-form expression for EI and the ability to draw joint
samples for parallel optimization. Additionally, each base
model remains unchanged throughout the optimization and
can be loaded directly from the previous runs. The fitting
cost is only the cost of fitting the target model and inferring
the weights wi. Finally, predictions are made independently
for each GP and we obtain O(tn3) complexity and a linear
slowdown relative to no warm-starting. Following Yogatama
and Mann [2014], we standardize each model prior to inclu-
sion in the ensemble.
Our approach for computing ensemble weights wi follows
the agnostic Bayesian ensemble of Lacoste et al. [2014],
which weights predictors according to estimates of their gen-
eralization performance. In particular, each predictor in the
ensemble is weighted according to the probability that it is
the best predictor in the ensemble, under a desired loss func-
tion. We use a ranking loss to compute weights, and so call
this method the ranking-weighted Gaussian process ensemble
(RGPE).
Our model is similar to a mixture-of-GPs [Tresp, 2001], al-
though there are important differences in the problem setup.
A mixture-of-GPs learns which expert model is responsible
for which data point, whereas in this setting we know which
expert is responsible for each of the datasetsDi. There is thus
no need to perform an assignment of datapoints to base mod-
els or for an additional gating network to assign data points at
prediction time. Our generative model here is that the outputs
of run i come from a GP using only Di, so the base model
GPs are conditionally independent given their data.
We now discuss our loss function and approach for esti-
mating generalization of each model.
4.1 Computing Ensemble Weights
Our goal in Bayesian optimization is to find the minimum
function value. A model will be useful for optimization if it
is able to correctly order observations according to their func-
tion value. For meta-learning, we wish to assess the ability of
model i to generalize to the target function, and so construct
a loss function that measures the degree to which each model
is able to correctly rank the target observations Dt. Given
nt > 1 target function evaluations, we define the loss as the
number of misranked pairs:
L(f,Dt) =
nt∑
j=1
nt∑
k=1
1((f(xtj) < f(x
t
k))⊕ (ytj < ytk)), (1)
where ⊕ is the exclusive-or operator. The loss L(f,Dt) is a
random variable inasmuch as f is a random variable. We can
sample from the posterior distribution of L(f,Dt) by evalu-
ating it on samples from the GP posterior of f .
For base models, this measures their ability to generalize to
the target function. For the target model, this is an estimate of
in-sample error and does not accurately reflect generalization.
We estimate generalization in the target model using cross-
validation, in practice with leave-one-out models. Let f t−j
indicate the target model with observation (xtj , y
t
j) left out.
The loss for the target model is computed as
L(f t,Dt) =
nt∑
j=1
nt∑
k=1
1((f t−j(x
t
j) < f
t
−j(x
t
k)
⊕ (ytj < ytk)). (2)
The leave-one-out model is constructed by removing the
data point from the GP; kernel hyperparameters are not re-
estimated. Fig. 1 provides an illustration of how misrankings
are computed for base models and using the leave-one-out
target model, showing the inner sum of (1) and (2). If nt is
large, we can use k-fold cross-validation here which main-
tains O(tn3) complexity for weight fitting.
Ranking loss is more appropriate for estimating optimiza-
tion performance than other natural choices such as squared
error or model log-likelihood because the actual values of
the predictions do not matter for optimization—we only need
to identify the location of the optimum. It is easy to see
that if all of the models are able to correctly order a set
of points then the ensemble will also correctly order those
points. That is, if wi ≥ 0 ∀i and at least one weight is non-
zero, f i(x1) < f i(x2) ∀i implies f¯(x1) < f¯(x2).
We weight each model with the probability that it is the
model in the ensemble with the lowest ranking loss. The pos-
terior for f i at the target observations is a multivariate normal
with mean µi(xt1, . . . ,x
t
nt) and covariance Σi(x
t
1, . . . ,x
t
nt).
We draw samples from this posterior at the configurations
evaluated so far and then obtain posterior samples of the rank-
ing loss by evaluating (1) and (2) on the GP samples. We
draw S such samples: `i,s ∼ L(f i,Dt) for s = 1, . . . , S and
i = 1, . . . , t. Weight for model i is then computed as
wi =
1
S
S∑
s=1
1
(
i = arg min
i′
`i′,s
)
. (3)
If the argmin is not unique due to a tie in the number of mis-
rankings, the weight is given to the target model if it is part
of the tie, otherwise the tie is broken randomly.
4.2 Preventing Weight Dilution
One challenge within this type of ensemble is preventing
weight dilution by a large number of noisy models. Suppose a
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Figure 1: An illustration of the ranking loss used to weight mod-
els in the ensemble. (Top) The target model with four observations
highlighted by vertical lines. We illustrate measuring misrankings
relative to the first, at x = 0.2. (Middle) A posterior draw from a
base model has one misranking, at x = 0.8. (Bottom) A posterior
draw from the leave-one-out target model misranks x = 0.4.
GP has high variance at the points inDt and so is able to pro-
duce arbitrary rankings of the points. This model is clearly
not useful for making predictions, and if better models are
present in the ensemble it will have a low probability of be-
ing the argmin in (3). However, if we have a very large num-
ber of such models in the ensemble, the chance of any one of
them producing the correct ranking in a sample goes to 1 as
the number of noisy models increases. As a concrete exam-
ple, with five target points, a model that produces a random
ranking will have probability 1120 of producing the correct or-
der. With 200 such models, the probability that at least one
produces a perfect ranking is greater than 0.8.
We prevent weight dilution by discarding models that are
substantially worse than the target model. Model i is dis-
carded from the ensemble if the median of its loss samples
`i,s is greater than the 95th percentile of the target loss sam-
ples `t,s. In addition to preventing weight dilution, this strat-
egy has computational benefits in that it results in fewer GP
predictions for each ensemble model prediction. The choice
of the 95th percentile for the exclusion threshold could be
considered a hyperparameter of the method, however we per-
form a sensitivity analysis in Section 5 and show that the pre-
cise value is not important.
4.3 Optimization with the Gaussian Process
Ensemble
The RGPE retains the distributional properties of a GP,
and so can be used with standard acquisition functions for
Bayesian optimization. More specifically, instead of µ we
use µ¯(x) =
∑t
i=1 wiµi(x), and instead of σ we use σ¯
2(x) =∑t
i=1 w
2
i σ
2
i (x), to compute EI.
In many applications of Bayesian optimization we have the
ability to run multiple function evaluations in parallel, and
parallelization is critical for the scalability of Bayesian opti-
mization. We use the technique of Snoek et al. [2012] to par-
allelize EI by integrating over the posterior for the outcomes
at pending function evaluations. Suppose we have b pend-
ing evaluations at points x1, . . . ,xb, and a worker is avail-
able to evaluate an additional point. This point is chosen as
the one that maximizes EI when integrated over the pending
outcomes y1, . . . , yb:
αˆ(x) =
∫
Rb
α
(
x|D ∪ {(xj , yj)}bj=1
)
p(y|x1, . . . ,xb, f¯ ,D)dy.
In practice, this is done using a Monte Carlo approxima-
tion. We jointly sample “fantasies” y from the posterior at
{x1, . . . ,xb}, and then add these simulated observations to
the GP and compute EI with the conditioned model. EI is
averaged over several such fantasies. For RGPE, we sample
from each model in the ensemble independently and condi-
tion each model on its sample to obtain the conditioned en-
semble.
If observations are noisy or if there is uncertainty in base
models at the current best, fbest may be a random vari-
able. This can occur when the locations of the observations
in the base models do not overlap with those of the target
model. Typical approaches for computing expected improve-
ment with noisy observations can be used with the RGPE; we
follow the strategy of Letham et al. [2017] and integrate over
uncertainty in fbest in the same way that we integrate over
pending outcomes for parallelization.
5 Experiments
We present several sets of experiments to explore how RGPE
performs in practice. We begin with a simple synthetic func-
tion in Section 5.1. Section 5.2 then provides a compre-
hensive study of RGPE performance using a large collection
of hyperparameter optimization benchmark problems. These
are followed up by the results of using warm-starting inside
the computer vision platform at Facebook, which provide
useful insight into its real-world application.
All GPs in these experiments used GPy and the ARD
Mate´rn 5/2 kernel [GPy, since 2012]. Kernel hyperparam-
eters were set to their posterior means, inferred via MCMC
with the NUTS sampler [Hoffman and Gelman, 2014].
5.1 Synthetic Function
We use a modification of the Alpine 1 function [Jamil and
Yang, 2013] as a synthetic test case for warm-starting:
f(x, s) = x sin(x+ pi + s) +
x
10
,
where s is a shift parameter that is used for generating similar
datasets. We used s = 0 as the target function, and then
created five base functions with varying degrees of similarity
for meta-learning: s = kpi12 , k = 1, . . . , 5. The target and base
functions are shown in Fig. 2.
Base models were fit to 20 randomly selected points from
each base function. Minimization of the target function be-
gan with three quasirandom points from a scrambled Sobol
sequence, and then proceeded sequentially for a total of 20
function evaluations. The optimization was repeated 100
times, each with a different random selection of the points
for the base functions. Five methods were evaluated on this
problem: quasirandom points with no model (Sobol), stan-
dard Bayesian optimization with a GP fit only to observations
made on the target task (GP), TST-R with bandwidth ρ = 0.1,
TST-R with bandwidth ρ = 0.9, and RGPE. Fig. 2 shows the
simple regret averaged over the 100 runs of the simulation.
RGPE used the warm-start provided by the base mod-
els to immediately begin sampling near the global optimum
and quickly converge. The base model corresponding to the
smallest shift (s = pi12 ) received the most weight in the en-
semble of all base models (w1 in Fig. 2), and the two models
with the largest shifts received no weight after iteration 7.
Weight on the target model, wt, increased later in the opti-
mization as it gained more predictive power.
TST-R also provided benefit over GP, but its performance
depended on the value of the kernel bandwidth ρ and RGPE
generally performed better.
5.2 SVM Benchmark Problems
Our main experimental validation of RGPE uses a large set of
hyperparameter optimization benchmark problems from Wis-
tuba et al. [2015], and also used in Wistuba et al. [2016].
They did hyperparameter searches for SVM on a diverse set
of 50 datasets, with sizes ranging from 35 to 250000 training
examples, and from 2 to 7000 features. For each dataset, test-
set accuracy was measured on a grid of six parameters: three
binary parameters indicating a linear, polynomial, or RBF
kernel; the penalty parameter C; the degree of the polyno-
mial kernel (0 if unused); and the RBF kernel bandwidth (0 if
unused). The grid search resulted in 288 datapoints for each
dataset. Note that this is a harder problem than the common
2-dimensional RBF SVM problem.
The goal is to optimize the hyperparameters over this grid
of 288 points for each problem, while treating the remain-
ing 49 problems as past runs for meta-learning. This is the
same experimental setup used by Bardenet et al. [2013], ex-
cept they optimized a 2-dimensional space of AdaBoost pa-
rameters on a smaller number of datasets.
Each optimization run was initialized with three randomly
selected points, after which it proceeded sequentially for a to-
tal of 20 function evaluations. For meta-learning methods, we
fit base models for each of the 49 other problems on a random
sample of 50 points. Optimization was repeated 20 times for
each of the 50 problems, for a total of 1000 optimization runs.
Each optimization run used a different random initialization
and a different random sample of 50 function evaluations for
the base models. We benchmarked the same set of methods
from Section 5.1, except random search over the grid replaced
Sobol search.
Fig. 3 shows the results of these experiments. The left
panel shows that warm-starting provided RGPE with a signif-
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Figure 2: (Left) The target function and base functions for the synthetic test problem. (Center) Optimization performance on the test problem,
averaged over 100 runs with quasirandom initializations. Error bars show standard error of the mean. Warm-starting provided a clear benefit
early on and RGPE quickly converged to the global optimum. (Right) Average weights on each model in the ensemble, averaged over runs.
Weight wt is of the target model, and w1 and w2 correspond to the base functions with the smallest shifts from the target. RGPE relied
heavily on the most similar base models.
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Figure 3: Optimization performance on the SVM hyperparameter optimization benchmarks, evaluated over 20 runs for each of 50 problems.
(Left) Simple regret averaged over runs, with bars showing standard error. Warm-starting provided an initial boost over GP, and RGPE
achieved the lowest regret. (Middle) The average rank of each method, ranked by simple regret, shows that RGPE consistently performed the
best (lower is better). (Right) The number of non-zero weights in the RGPE ensemble. With 49 base models, more than half were immediately
given zero weight, and by the end of the optimization only 10 models had positive weight.
icant, early drop in regret compared to GP, which it was able
to sustain throughout the optimization. TST-R with ρ = 0.9
had the quickest initial drop in regret, however by iteration 7
it was passed by RGPE, and by iteration 15 was passed even
by GP. Following related work [Bardenet et al., 2013; Yo-
gatama and Mann, 2014; Feurer et al., 2015], we compared
the performance of the methods by computing at each itera-
tion the average rank of each method, ranked by simple regret
and averaged over optimization runs. Ranks were averaged
in the case of ties. Fig. 3 shows that from iteration 5 and on,
RGPE outperformed the other methods and had the lowest
rank. TST-R initially outperformed GP, but by iteration 8 GP
achieved a lower average rank than TST-R with ρ = 0.9, and
was close to TST-R with ρ = 0.1 by iteration 20. In addition
to generally performing better, RGPE has the advantage of
being parameter-free.
The right panel of Fig. 3 shows the number of non-zero
weights in the RGPE. There were 50 models in the ensemble
(49 base models and the target model), but on average less
than half of them were ever used, since many of the base func-
tions were dissimilar to the target function. Computationally,
this means that instead of a RGPE function evaluation requir-
ing 50 GP evaluations, it actually required many fewer – only
about ten by the end of the optimization.
We tested sensitivity to the choice of 95 as the percentile
threshold used in Section 4.2 to avoid weight dilution by run-
ning the SVM benchmarks with 80 and 99 as the thresh-
old. At every iteration the mean regret for both 80 and 99
was within two standard errors of the mean regret with 95.
We thus did not see evidence of sensitivity to this parameter
across the large set of SVM benchmarks.
6 Optimizing a Computer Vision Platform
Lumos is a computer vision platform at Facebook that is used
to train image classification models for a large variety of tasks
and datasets. The final stage of the model is a logistic re-
gression on top of convolutional neural network (CNN) fea-
tures, for which hyperparameter optimization is done with
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Figure 4: (Top) Optimization performance on the computer vision
models, averaged over eight models (standard error in bars). With
warm-starting, eight iterations were sufficient to achieve lower re-
gret than the GP. (Bottom) Early on the RGPE borrowed heavily
from base models, and later in the optimization began to concentrate
weight on the target model.
each training. We used RGPE to accelerate the hyperparame-
ter optimization by borrowing strength from previous runs on
different datasets.
We optimized eight image classifiers trained on Lumos,
each for a different task and to a different dataset. We opti-
mized three parameters: learning rate for stochastic gradient
descent, and two regularization parameters. Datasets ranged
from ten thousand to two million images, for the largest of
which GP Bayesian optimization required around 2,500 core
hours. As base runs, we used the results of nine earlier GP
Bayesian optimization sweeps on different datasets. These
sweeps had 30 iterations each, for a total of 270 base itera-
tions. Each optimization was begun with an initialization of
three quasirandom points, after which it proceeded with two
iterations asynchronously in parallel for a total of 20 function
evaluations. Fig. 4 shows the results of these optimization
runs. The true minimum is not known for these problems, so
regret was measured as a percentage of the best point found
by either method.
As in the SVM benchmark problems, warm-starting pro-
vided a substantial boost in performance starting with the first
optimized configuration in iteration 4. By iteration 9 RGPE
achieved lower regret than the GP achieved with 20 iterations.
Fig. 4 also shows the RGPE target weight throughout the
iterations. In early iterations the target model was unable to
generalize and so most of the ensemble weight went to base
models. With more iterations, the target model improved and
was given more weight, capturing 50% by iteration 20.
7 Discussion
The Introduction described two settings in which warm-
starting may be useful: re-optimization runs and very short
runs. Both of these settings occur frequently in production
machine learning systems at Facebook. Many models are pe-
riodically re-fit to track changes in the data, some as often as
daily. There are also many models whose fitting times are too
lengthy for full searches and so use only 5-10 iterations.
Our results here show that RGPE is a useful method for
solving these problems, and also provide insight into how the
model behaves. As the number of target function evaluations
grows, base models accumulate misrankings while the target
model begins to generalize better. At the same time, the target
model will generalize better and will have relatively fewer
misrankings. As a result the ensemble will eventually put all
of its weight on the target model and will revert to standard
Bayesian optimization. The ensemble thus provides a warm-
start that improves performance while the target GP is weak,
and is then faded out as the target GP becomes more useful.
Our results on the computer vision models showed that in
practice there are often similar base runs which can greatly
accelerate the optimization. On these models RGPE required
less than half the computational resources to achieve the same
results as regular Bayesian optimization.
Our goal in developing RGPE was to have a meta-learning
method that avoids the O(t3n3) scaling of putting all ob-
servations into a single GP, while maintaining the nice dis-
tributional properties of a GP. This allows RGPE to be di-
rectly substituted for a GP in a Bayesian optimization system.
Closed-form acquisition functions and parallelization meth-
ods that have been developed for GPs can be used directly
with RGPE. Our experiments showed that RGPE performed
better than the alternative ensemble approach, and that it is a
scalable and effective method for warm-starting GP Bayesian
optimization.
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