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Abstract
We introduce an image transformation as a generalization of measurable maps. Structure
properties of the image transformation is given. Unique extension of image transformations
from solid sets is proven. The multidimensional median and sample median are presented
as image transformations, providing a construction suitable for probability theorists.
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1. Introduction
The quasi-measure originated in [1] as a solution to the problem of finding
non-linear states on C∗-algebras formulated by Kadison (cf. [2]). The quasi-
measures are topological measures in the sense that they are only defined on
closed and open sets. Let X be a compact Hausdorff space. We will let C(X)
and O(X) respectively denote the closed and open subsets of X. In addition, we
put A(X) = C(X) ∪O(X). When there is no confusion concerning the space in
question, we will omit the space in the notation. With a quasi-measure in X we
mean a set function µ :A→R+ such that the following hold:
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(i) µ(⊎ni=1Ai) =∑ni=1 µ(Ai) (⊎ indicates disjoint union, and we assume all
Ai and
⊎
Ai in A).
(ii) µU = sup{µC: C ⊂U, C ∈ C} for all U in O.
Note that one immediate consequence of (i) and (ii) is the monotonicity of
the quasi-measure. That is, A1 ⊂ A2 implies µA1  µA2 whenever A1,A2 ∈A.
The quasi-measures are in fact countably additive (cf. [3]), but being defined only
on closed and open sets they are a vastly larger class of set functions than Borel
measures. Perhaps the most characteristic difference is that they are not in general
subadditive.
With respect to a quasi-measure, an integration theory has been developed,
where the quasi-integral differs from the usual integral in not being linear. How-
ever, the quasi-integral is linear on different classes of functions such as singly
generated algebras of continuous functions.
In Section 2 we introduce a generalized image transformation. The image
transformations map sets to sets and resemble the inverse images of maps. The
notion of an image transformation is given in [4] as a generalization of continuous
functions. We show that our image transformations naturally induce a mapping
of measures into quasi-measures. In Section 3 we present a structure theorem.
The result states that our image transformations generalize measurable maps.
From the structure theorem we deduce that image transformations defined on
solid sets extend uniquely to image transformations on all open or closed sets
(a set is called solid if both the set and its complement is connected). Next we
establish a composition of the image transformation with the set map into the
closed and open sets of the Stone space of the measurable space in question. This
enables us to conclude that our image transformations correspond to continuous
image transformations. The continuity of the corresponding image transformation
implies that the image transformations map measures to representable quasi-
measures (i.e., those spanned by {0,1}-valued quasi-measures). We conclude
Section 3 by showing that an image transformation is naturally lifted to a
quasi-homomorphism of continuous functions into measurable functions (quasi-
homomorphism is defined in Section 3).
The last section was the motivation for developing the theory presented in
this paper. The work in [5] presented the quasi-measure as a modelling tool
for statistical problems. In addition, a simple and general construction of the
quasi-measures by q-functions (see [5] for details) was given. The examples in
[5] suggested that there was a connection between the quasi-measure and the
statistical median. A literature search indicated that the median had no basis in
probability theory. Still a median in spaces other than R has been sought for
throughout the twentieth century (many have been suggested but none suitable
for measure theory). This encouraged us to investigate whether the quasi-measure
could serve as a model for the median. Indeed, it turned out that basic desired
properties of the median forces us to consider a quasi-measure.
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The q-functions mentioned above were inadequate for constructing a median
in general. The image transformation on the other hand proved to be an efficient
tool. In the last section we present definitions and constructions of the median
and sample median. Preservation (equivariance in statistical literature) properties
of the medians are given.
2. Quasi-measures and image transformations
The letter X will denote a compact Hausdorff space and (Y,B) will denote
a measurable space in the sequel. The measurable spaces will be the domain
of our variables and hence we will impose no restrictions on the space. In our
construction we will however require some properties of the image space of the
variables. We formalize these properties in the definition below.
Definition 1. If X is locally connected, connected and has genus equal zero
(g(X)= 0) we will call X a q-space.
Remark 2. These properties are shared by a large class of spaces such as closed
intervals and disks in addition to balls and spheres in Rn, n  3. The genus
requirement is treated (and defined) in [6] and [7]; we will not elaborate on that
issue here. The reader may settle with the fact that simply connected spaces have
g = 0.
The restriction to compact spaces is unfortunate. The restriction was made
because the theory of quasi-measures is well established there. However, we hope
that the results here may be generalized to the locally compact setting. To this
extent the integration theory for quasi-measures in locally compact spaces has
been developed and may be found in [8]. The theory has also been brought to the
generality of completely regular spaces (cf. [9]).
If a set A ∈ A and its complement both are connected we will call the set
solid. The solid sets play an important role in the theory of quasi-measures. They
constitute a small and manageable family of sets that totally determines a quasi-
measure. This is illustrated by the solid set-functions, they were introduced in
[6] and their properties were investigated there. In particular, they are invaluable
tools for constructing quasi-measures. We include their definition here for the
convenience of the reader. The restriction to the solid sets will be denoted with a
subscript s (e.g., Cs will denote the compact solid sets). Let X be a q-space. Then
a function µ :As →R+ is a solid set-function if it satisfies
(A) ∑ni=1 µCi  µC whenever⊎ni=1 Ci ⊂ C, Ci,C ∈ Cs for i = 1,2, . . . , n.
(B) µU = sup{µC: C ⊂U, C ∈ Cs} for all U ∈Os .
(C) µA+µ(X\A)= µX.
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Remark 3. For our purposes we will assume that µ(X) = 1; accordingly we
will call the quasi-measure a quasi-probability. The basic construction of quasi-
probabilities has been given in [1,6,7]. The main construction result [6, Theo-
rem 5.1] states that a solid set-function uniquely extends to a quasi-probability
on A.
Image transformations were given in [4] as a generalization of continuous
maps. In measure theory the measurable maps rather than the continuous maps
are the natural variables and hence we will need a more general tool. This is
provided by the definition below.
Definition 4. We define an image transformation to be a map q :A(X)→ B from
the closed or open subsets of a compact metric space X into the σ -algebra of a
measurable space (Y,B), such that the following is satisfied:
1. A∩B = ∅⇒ qAunionmulti qB = q(A∪B).
2. qX= Y .
3. Ui ↗U ⇒ qUi ↗ qU , Ui,U ∈O(X), for i = 1,2, . . . .
If, in addition, Y is a compact Hausdorff space and q(O(X))⊂O(Y ) we will
call q a continuous image transformation.
Remark 5. This definition generalizes the image transformations in [4] by its
image being measurable subsets of a measurable space rather than compact
subsets of a compact Hausdorff space. In addition, we restrict ourselves to the
metric situation for the space X, as we will see in Proposition 10 this is connected
to property 3 of Definition 4.
Example 6. Let T :Y → X be a measurable map with respect to the Borel sets
in X. Then the map T −1 :A(X)→ B is an image transformation. In this case
we say that the image transformation is derived from the function T . The image
transformations derived from functions are trivial in the sense that their adjoint
will map measures to measures.
The example above is very important as the image transformation is really a
generalization of measurable maps. However, an image transformation is not in
general the inverse image of a map.
The following proposition is a routine application of Definition 4 and included
for the reader’s convenience. The proofs are straight forward from the definition
of the image transformations.
Proposition 7. If q :A(X)→ B is an image transformation the following hold:
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1. A⊂ B⇒ qA⊂ qB for any A,B ∈A(X).
2. q(
⊎n
i=1 Ai)=
⊎n
i=1 qAi , Ai,
⊎n
i=1 Ai ∈A, for i = 1,2, . . . , n.
3. Ci ↘ C⇒ qCi ↘ qC, Ci,C ∈ C(X), for i = 1,2, . . . .
Remark 8. Notice that by complement Proposition 7.3 is equivalent with
Definition 4.3 under the assumption of 4.1 and 4.2.
Lemma 9. Let µ be a monotone set function on A satisfying the additivity (i)
of a quasi-probability. Assume that X is a metric compact Hausdorff space. If
µ satisfies µUi ↗ µU whenever Ui is an increasing sequence of open sets with⋃
Ui =U , then µ is a quasi-probability.
Proof. We will use the fact that metrizability is equivalent with second count-
ability (i.e., countable basis for the topology) for compact Hausdorff spaces. First
we show that if Λ is a directed set, Uλ ↗ U, Uλ,U ∈ O, and λ ∈ Λ, then
µUλ ↗ µU . Let {On} be a basis for the topology τ of X and pick an arbi-
trary λ0 ∈ Λ. Then recursively pick λi+1  λi such that ⋃{n: On⊂Uλi }On ↗ U
as i→∞. By the assumption of the lemma µUλi ↗ µU . From monotonicity of
µ it is clear that we must have µUλ↗ µU . Let U ⊂ X be an arbitrary open set.
Order all open sets Uλ ⊂ U with U¯λ ⊂ U by inclusion. By Urysohn’s lemma we
have Uλ↗U , so µUλ↗ µU by the previous argument. Now monotonicity twice
yields µU¯λ↗ µU and then µU = sup{µC: C ⊂U, C ∈ C}. We have proven the
regularity of µ, the additivity was assumed. Hence, µ is a quasi-probability. ✷
Proposition 10. If (Y,B,P ) is a probability space and q :A(X)→ B is an image
transformation, then q∗(P ) defined by (q∗P)A = P(qA) for all A ∈A(X) is a
quasi-probability in X.
Proof. The additivity requirement (i) follows from Proposition 7.2. Assume that
Ui ↗ U is an increasing sequence of open sets. Then by Definition 4.3 q(Ui)↗
qU is an increasing sequence of measurable sets. Monotone convergence of P
implies P(qUi)↗ P(qU), so (q∗P)(Ui)↗ (q∗P)(U). By Lemma 9 q∗P is
regular (ii) and hence a quasi-probability. ✷
Notation 11. We will denote the probability measures of a measurable space
(Y,B) by M(Y ), and the quasi-probabilities of a compact Hausdorff space X
by Q(X).
The map q∗ :M(Y )→Q(X) will be called the adjoint of q . Note that if q is
continuous and Y is compact Hausdorff we are in the situation in [4] where q∗
can be extended to Q(Y). If q is derived from a measurable map we of course get
the well known situation of transformations of measures. However, image trans-
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formations are in general not derived from maps. The last section will provide
examples of such in terms of the median.
If q :A(X)→ B is an image transformation, we may restrict it to the solid sets.
By Proposition 7 it is easy to verify that
(A′) If C,Ci ∈ Cs , i = 1,2, . . . , n, and ⊎Ci ⊂ C, then⊎q(Ci)⊂ qC.
(B′) If U,Ui ∈Os , i = 1,2, . . . , and Ui ↗U , then q(Ui)↗ qU .
(C′) For any A ∈As we have q(A)⊎q(X\A)= Y .
Proposition 12. Let X be a q-space. If (Y,B,µ) is a probability space and
q :As (X)→ B satisfies (A′), (B′) and (C′), then q∗(µ) defined by (q∗µ)A =
µ(qA) for all A ∈As(X) extends uniquely to a quasi-measure in X.
Proof. This is a consequence of q∗µ being a solid set-function. Properties (A)
and (C) are immediate from (A′) and (C′). The regularity can be shown from
(B′) and Lemma 3.3 in [6]. The lemma states that given any compact solid set
contained in any open set U , it is possible to find an open solid set between them
with closure in U . ✷
Remark 13. In Section 3 of this paper (Proposition 21) we will show that the
image transformations correspond 1–1 with solid set maps satisfying (A′), (B′)
and (C′). We will not distinguish between the two concepts, and refer to both as
image transformations.
3. Image transformations and structure
Throughout this section we will let (Y,B,P ) denote a probability space where
the σ -algebra B contains the singleton sets (i.e., {y} ∈ B for all y ∈ Y ). Then we
can define ιY :Y →M(Y ) which denotes the map assigning each point y ∈ Y to
the corresponding pointmass δy in M(Y ).
For the arguments to come we will need a topology on the space of quasi-
probabilities in a compact Hausdorff space X. The Riesz representation theorem
holds for quasi-probabilities and quasi-integrals (cf. [1]). Hence we can define a
weak*-topology on Q(X) by identifying the quasi-probabilities with the quasi-
integrals. That is, we define the topology on Q(X) to be topology of pointwise
convergence on C(X) (the continuous functions on X). This turns Q(X) into a
compact Hausdorff space.
In the set of quasi-probabilities the {0,1}-valued quasi-probabilities need
not be pointmasses (e.g., the median in Section 4). The collection of {0,1}-
valued quasi-probabilities in a compact Hausdorff space X will be denoted X∗.
Moreover, we will refer to them as the simple quasi-probabilities. The reason
for not referring to them as extreme is due to the fact that they generally (in
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contrast to measures) is a proper subset of the extreme quasi-probabilities (see,
for instance, [10]). The space X∗ is given the topology relative to Q(X).
Example 14. For any compact Hausdorff space X we may define a map
Ψ ∗α :O(X)→O(Q(X)) by Ψ ∗α (U) = U∗α , where U∗α = {µ ∈Q(X): µ(U) > α}
with α ∈R fixed. The sets {U∗α : U ∈O(X), α ∈R} can be shown to be a subbasis
for the topology of Q(X) (cf. [11]); furthermore the map Ψ ∗0 :O(X)→ O(X∗)
extends to a continuous image transformation.
The result of the following proposition is known (cf. [10]). However, we will
explicitly use the construction in our proof of Proposition 15, and therefore we
include the result.
Proposition 15. If X is a metric compact Hausdorff space, then Q(X) is metric.
In particular, X∗ is metric.
Proof. Since X is second countable, there is a countable basis {Oi} for the to-
pology of X. For any finite subset S ⊂ N put OS = ⋃i∈S Oi . Then the set
E = {OS : S ⊂N is finite} is countable. In particular, the set
τ0 =
{
Ψ ∗r (OS): S ⊂N is finite, r ∈Q}↔E ×Q
is countable. It suffices to show that this set is a subbasis for the topology of
Q(X). Let U ∈ O(X) and α ∈ R be arbitrary. Assume µ ∈ U∗α , then pick an
increasing sequence {OSi } ⊂ E such that OSi ↗ U . Then µ(OSi )↗ µU and so
there is an OS ∈ E with OS ⊂ U and µ(OS) > α. Pick a rational number r with
α  r < µ(OS); then µ ∈ Ψ ∗r (OS) ⊂ U∗α which shows that τ0 is a subbasis for
the topology of Q(X). ✷
Remark 16. In addition to proving the result, the proof also gives an explicit way
of constructing the subbasis through the map Ψ ∗α and finite unions of basis open
sets. For the subspace X∗ the measures only takes the values zero and one hence
it suffices to fix α in Ψ ∗α equal to zero.
Corollary 17. If X is a metric compact Hausdorff space, there is a countable
family of open sets {Oi} in X such that {Ψ ∗0 (Oi)} is a subbasis for the topology
of X∗.
Example 18. Let X be any metric q-space, and suppose q :A(X)→ B is an
image transformation. Then we can define a map w :Y →X∗ by w = q∗ ◦ ιY . If
Y is compact Hausdorff and q is a continuous image transformation, then w is a
continuous function (cf. [4]). This property is the reason for us labelling them
continuous. We clarify this by our generalization of the structure theorem for
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image transformations. In the structure theorem below we shall see that our image
transformations correspond to the measurable maps from Y to X∗.
Theorem 19 (The structure theorem for image transformations). Let X be any
metric q-space. Then there is a one-to-one correspondence between image trans-
formations q :A(X)→ B and measurable maps w :Y → X∗ such that the fol-
lowing diagram commutes:
A(X∗)
w−1
A(X)
Ψ ∗0
q B
(1)
where the measurable map w is given by w= q∗ ◦ ιY , and the σ -algebra of X∗ is
the Borel sets.
Proof. We start by showing that the diagram commutes with w = q∗ ◦ ιY . For
any U ∈O(X) we have y ∈ q(U)⇔ δy(q(U))= 1 ⇔ q∗δy ∈ U∗ ⇔ w(y) ∈ U∗
⇔ y ∈ w−1(Ψ ∗0 (U)). The closed sets follow by taking complements. Hence the
diagram commutes. Next we show that w is measurable. Since the diagram is
commutative all sets of the form w−1(Ψ ∗0 (U)), U ∈ O(X) will be measurable.
By Corollary 17 a countable collection of such sets will be a subbasis for the
topology of X∗. Since X∗ is second countable we can get any open subset O of
X∗ by finite intersections and countable unions of such sets. Hence w−1(O) ∈ B
for any O ∈O(X∗); accordingly w is measurable with respect to the Borel sets
in X∗. Conversely, given a measurable map w :Y → X∗, define q = w−1 ◦ Ψ ∗0 .
Then q is an image transformation, so it suffices to show that w = q∗ ◦ ιY . For
any y ∈ Y and U ∈ O(X) we have (q∗δy)(U) = δy(q(U)) = δy(w−1(U∗)) = 1
⇔w(y) ∈ U∗ ⇔w(y)(U)= 1. The proof is complete. ✷
Remark 20. The adjoint q∗ of a continuous image transformation is defined on all
of Q(Y). In [4] it is shown that the adjoint of a continuous image transformation
is actually continuous on Q(Y).
Recall that any locally connected compact Hausdorff space has a neighborhood
base around each of its points consisting of compact connected sets.
Proposition 21. If q :As(X)→ B satisfies (A′), (B′) and (C′), then q extends
uniquely to an image transformation q˜ :A(X)→ B.
Proof. The adjoint of q is well defined, and we denote it by q∗. Define w :Y →
X∗ by w = q∗ ◦ ιY . Analogous to the argument in the structure theorem we
may verify that qA = w−1(A∗) for all A ∈ As . We must now show that w is
measurable. By [6, Lemma 3.2] the complement of any compact connected set
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K is a disjoint union of open solid sets. Since X is second countable this union
must be countable. Let
⊎
Oi , Oi ∈ Os(X), be a disjoint union, and let µ ∈ X∗
with µ(
⊎
Oi) = 1. Then by regularity and additivity µ(Oi) = 1 for exactly
one i . This means that Ψ ∗0 (
⊎
Oi) =⊎O∗i , implying that w−1[Ψ ∗0 (⊎Oi)] ∈ B.
Hence, by complement w−1(K∗) ∈ B. In particular, any finite union of compact
connected sets can be written as a finite disjoint union of compact connected
sets (if two sets intersect their union is connected). The argument above with
additivity yields Ψ ∗0 (
⊎n
i=1 Ki) =
⊎n
i=1 K∗i . Hence w−1[Ψ ∗0 (
⋃
Ki)] ∈ B for any
finite union of compact connected sets Ki . Finally, assume thatO ∈O is any open
set. Then O is a union of compact connected neighborhoods of each of its points,
O =⋃x∈O Kx . By picking open neighborhoods inside each Kx and using second
countability we may assume that the union is countable (i.e., O =⋃Ki =⋃Oi
with Oi ⊂ Ki ). The proof of Proposition 15 now applies since ⋃ni=1Oi ⊂⋃n
i=1Ki ↗O , so for any µ ∈O∗ we can find a finite union of compact connected
sets
⋃n
i=1 Ki ⊂ O such that [
⋃n
i=1 Ki ]∗ ⊂ O∗ is a neighborhood of µ in X∗.
Hence w−1 maps a subbasis for O(X∗) into B. Again by second countability
of X∗ we must have w−1[O(X∗)] ⊂ B. We have shown that w :Y → X∗ is
measurable. By the structure theorem for image transformations w corresponds
to a unique image transformation q˜ such that the diagram 1 commutes. By the
commutativity of the diagram we must have q(A) = q˜(A) for all A ∈ As (X).
Accordingly q˜ is an extension of q from the solid sets. By the structure theorem
this extension must be unique since w is unique. The proof is complete. ✷
Recall that any σ -algebra B is naturally a Boolean algebra under union and
intersection. The Stone space K of B can then be constructed from a subset of ZB1
endowed with product topology (see, for instance, [12] for details). It can then
be shown that the Stone space is an extremely disconnected compact Hausdorff
space. Furthermore there is a canonical map T :B→O(K) ∩ C(K) where T is
a Boolean algebra isomorphism from the σ -algebra B to the Boolean algebra of
closed and open subsets of K .
Lemma 22. If X is a metric compact Hausdorff space and q :A(X) → B is
an image transformation, then T ◦ q :A(X) → A(K) is a continuous image
transformation.
The proof is a routine verification of the requirements of an image transforma-
tion exploiting the fact that T is a Boolean algebra isomorphism.
In particular, T induces a bijection of measures T ∗ :M(K)→M(Y ) (cf. [13])
canonically.
As mentioned earlier, the {0,1}-valued quasi-probabilities are not the only
extreme quasi-probabilities. We denote the closed convex span of X∗ with R(X).
The convex space R(X) is referred to as the representable quasi-probabilities and
is in general different from Q(X) (cf. [10]).
A.B. Rustad / J. Math. Anal. Appl. 271 (2002) 16–30 25
Proposition 23. Let X be metric compact Hausdorff space, and let q :A(X)→ B
be any image transformation. Then q∗(M(Y ))⊂R(X).
Proof. The Stone space K of B is extremely disconnected; hence Q(K) =
M(K) = Borel probability measures in K (this was actually proven first in
[14] for quasi-integrals when the underlying space K was totally disconnected).
Now the adjoints of image transformations are affine maps (i.e., preserves convex
combinations). Hence [(T ◦ q)∗ ◦ ιK ](K)⊂R(X) implies that (T ◦ q)∗ maps the
convex span of the Dirac measures into R(X). By continuity of w in Lemma 22
this extends to the closed convex span and hence to M(K)=Q(K). The result
is now due to T ∗ being a bijection of measures such that (T ◦ q)∗[M(K)] =
q∗(M(Y )). ✷
It is well known that the map T into the closed and open sets of the Stone space
naturally induces an isometric algebra isomorphism T ∗∗ : lb(Y )→ C(K) of the
measurable bounded functions on Y onto the continuous functions on K . Both
algebras are endowed with supremum norm. In the theory of quasi-measures we
can only expect linear behavior on the singly generated subalgebras of functions.
With X and Y compact Hausdorff the image transformation in [4] was lifted to
a map q∗∗ :C(X) → C(Y ) of the continuous functions. The map was shown
to be an algebra-homomorphism on singly generated subalgebras, and named
quasi-homomorphism. Inspired by the quasi-homomorphisms in [4] we give the
definition below.
For a normed unital algebra A we will denote the closed subalgebra generated
by 1A and an element f ∈A with Af .
Definition 24. Let A and B be normed unital algebras. A function T :A→B is
a quasi-homomorphism if T is an algebra-homomorphism of Af onto AT (f ) for
each self-adjoint f ∈A.
Hence a quasi-homomorphism q∗∗ :C(X)→ lb(Y ) is defined to be a map
which is an algebra homomorphism on each closed singly generated subalge-
bra Af , f ∈ C(X), of C(X) onto each subalgebra of lb(Y ) generated by q∗∗(f ).
Note that our interest is real valued functions here. One may complexify linearly,
however, and formulate the definition for C∗-algebras.
Proposition 25. An image transformation q :A(X)→ B lifts naturally to a quasi-
homomorphism q∗∗ :C(X)→ lb(Y ) by q∗∗ = (T ◦ q)∗∗ ◦ (T ∗∗)−1.
Proof. The map T ◦ q is a continuous image transformation, and hence corre-
sponds to a unique quasi-homomorphism (T ◦ q)∗∗ :C(X)→ C(K) by [4, The-
orem 4.3]. The desired quasi-homomorphism is then obtained by (T ◦ q)∗∗ ◦
(T ∗∗)−1. ✷
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Remark 26. The corresponding quasi-homomorphism in [4] may be obtained by
moving level sets of the functions with the image transformations. Essentially
this is the same construction as in Banach–Stones theorem. Accordingly, by com-
position of T ∗∗ and q∗∗ one may show that the quasi-homomorphism above is
obtained by moving level sets of the functions. We will not do so here.
4. The median and the sample median
A complete treatment of the median is beside the scope of this treatment. At
this point we want to illustrate that the image transformations serve to generalize
variables.
We will denote the cardinality of a finite set S with |S|. In addition, we will
put In = {i}ni=1.
Definition 27. Let (Y,B,P ) be a probability space and X be a metric q-space. If
{Ti :Y →X}2n+1i=1 is an odd numbered collection of measurable maps (i.e., random
variables) with respect to the Borel sets in X, we define the sample median of {Ti}
to be a set functionµ :As(X)→R by µC = P(|Ti ∈ C|> n), i.e., the probability
of over half of the variables being in C.
Notice that our definition is with respect to any collection of variables regard-
less of dependencies between them. This generality is particularly amenable in
situations where independence of observations cannot be assumed, as often is the
case in experimental statistics. Moreover, the definition is topological where the
geometry of the space is replaced by the concept of solid sets. The definition is
even independent of the choice of metric for X. The simplicity of the definition
should also make it easily accessible to undergraduate students.
Theorem 28. The sample median extends uniquely to a quasi-probability in X.
Proof. Consider the set map q :As(X)→ B defined by
qA=
⋃
{S⊂I2n+1: |S|>n}
[⋂
S
T −1i (A)
]
.
We claim that q is an image transformation. The regularity (B′) requirement is
preserved by finite intersection and finite unions. The surjectivity requirement
(qX = Y ) is trivially true since the intersection will be of Y with itself. For the
remaining claims notice that y ∈ qC⇔ |Tiy ∈ C|> n. To show (C′) we need to
consider the case A
⊎
B = X in which case it is obvious that for each y ∈ Y we
must have over half of {Tiy} contained in either A or B . Accordingly we have
qA
⊎
qB = Y . Finally, suppose C,Ci ∈ Cs , i = 1,2, . . . ,m, with ⊎Ci ⊂ C. If
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y ∈ q(Ci′) for some i ′, then since the Ci ’s are disjoint we cannot have |Tiy ∈
Cj | > n for any j = i ′. Hence the sets q(Ci), i = 1,2, . . . ,m, are disjoint, and
obviously if y ∈ q(Ci) for some i , then y ∈ qC. The proof is complete. ✷
Remark 29. The crucial part of the proof is realizing that the sample median is
given by the image transformation. Even for the most basic examples this image
transformation is not the inverse image of a measurable map. Hence we claim
that the sample median should not be thought of as a variable, but in terms of its
inverse images—the image transformation. We will denote the sample median of
{Ti}i∈I with µI . Similarly the image transformation q in the proof depends on the
measurable maps and will be denoted M{Ti }. In view of Theorem 28 the sample
median will be assumed to be a quasi-probability defined on all open or closed
sets.
The median (and sample median) in R is preserved under monotone maps. For
our general setting we will need a more general concept than monotone maps.
This is provided below with the solid variables.
Definition 30. Let X1 and X2 be compact Hausdorff spaces. A map f :X1 →X2
will be called a solid variable if f is continuous and f−1(As(X2)) ⊂ As (X1).
Similarly a continuous image transformation q :A(X2)→A(X1) will be called
solid if q(As(X2))⊂As (X1).
Theorem 31. Let X1 and X2 be metric q-spaces. Given a measurable space
(Y,B) and measurable maps Ti :Y →X1 for i = 1,2, . . . , n. Then for any solid
variable f :X1 →X2 we have
f ∗ ◦M∗{Ti } =M∗{f ◦Ti}
on the set of probability measures in (Y,B).
Proof. Let µ be any probability measure in (Y,B) and let A ∈ A(X2) be arbi-
trary. Recall that f−1 defines the image transformation derived from f where
f ∗ :Q(X1)→ Q(X2) is the corresponding map of measures. Hence it suffices
to show that (M{Ti } ◦ f−1)(A)=M{f ◦Ti}(A). Now y ∈ (M{Ti } ◦ f−1)(A) if and
only if |Tiy ∈ f−1(A)|> n/2, which is equivalent to |f (Ti(y)) ∈A|> n/2 which
means that y ∈M{f ◦Ti}(A), so the image transformations coincide, accordingly
the mappings of measures coincide. This completes the proof. ✷
Remark 32. This result is the raison d’être for our median allowing us to preserve
the sample median under an abundance of transformations. The preservation
property is usually referred to as equivariance in statistical terminology. The
theorem shows that the sample median is exactly the set function on As (X)
that corresponds to the transformation of the (ordinary one-dimensional) sample
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median under the solid variables. Hence the equivariance properties forces us to
consider a quasi-probability.
In the limiting case letting the number of variables tend to infinity we should
have the notion of a median. Hence, since we are dealing with a limit of measures,
the natural median should be a measure rather than points. This is in contrast
to the approach by statisticians where a point or even a set of points is sought.
For the construction we will need the notion of splitting measures (cf. [6]). We
say that a quasi-probability P in a compact Hausdorff space X is splitting if
there exists disjoint sets C1,C2 ∈ Cs(X) such that P(C1) + P(C2) = 1 with
P(C1),P (C2) > 0. If no such pair exists we call P non-splitting. We will for
simplicity only consider non-splitting measures here.
Definition 33. Let (X,B,P ) be a probability space where X is a q-space,
B consists of the Borel sets in X, and P is a non-splitting probability measure.
The median of P is defined to be a set function Pm :Cs →{0,1} by
Pm(C)=
{
0, P (C) < 1/2,
1, P (C) 1/2.
Proposition 34. The median uniquely extends to a quasi-probability in X.
Proof. Define the set function Pm on open solid sets by Pm(U)= 1−Pm(X\U),
U ∈ Os (X), according to the additivity of a quasi-probability. Then Pm is
constructed from the q-function
f (x)=
{
0, x < 1/2,
1, x  1/2, x ∈ [0,1],
applied to the measure P . Hence Pm is a quasi-probability. ✷
Remark 35. Our construction differs fundamentally with the classical notion of
a median. We claim that the natural median is a set function, namely a quasi-
probability rather than being a set of points. In R the median will be a point mass,
where the point is the ordinary median in one dimension.
Note that the median Pm may also be constructed by an image transformation
MP :Cs(X)→ Cs(X) defined by
MPC =
{∅, P (C) < 1/2,
X, P (C) 1/2,
where the extension to open solid sets is by complement. Hence we have a
map M∗ :Q(X)→ Q(X) where P →M∗P (P ) = Pm, which is just sending the
measure to the median in terms of image transformations.
A.B. Rustad / J. Math. Anal. Appl. 271 (2002) 16–30 29
Theorem 36. If X1,X2 are q-spaces and q :A(X2)→ A(X1) is a solid image
transformation, then the following diagram is commutative:
Q(X1)
q∗
Q(X2)
Q(X1)
M∗
q∗ Q(X2)
M∗
Proof. Let P ∈Q(X1) be arbitrary. If C ∈ Cs(X2) we have[
M∗(q∗P)
]
C = 0 ⇔ (q∗P)(Mq∗PC)= 0 ⇔ Mq∗PC = ∅ ⇔
(q∗P)C < 1
2
⇔ P(qC) < 1
2
⇔ (M∗P)C = 0 ⇔[
q∗(M∗P)
]
C = 0.
Since zero and one are the only possible values for C, the proof is complete. ✷
Remark 37. Notice that this theorem is the medians version of Theorem 31.
However, this statement is more general involving solid image transformations.
Still an important class of examples is when the image transformation is derived
from a solid variable.
We have only presented the definitions and equivariance properties of the
median. However, it should be noted that the median has a non-linear behavior
in multidimensional spaces (in contrast to the mean). This is well known, but has
not been well understood. Introducing the quasi-measure and quasi-integral we
have a solution to the linearity problem. The linearity of the median is reduced
to determining whether the corresponding quasi-integral is linear. In [15] it was
shown that quasi-measures are restrictions of regular Borel measures in one-
dimensional spaces. Accordingly the median exhibits linear behavior in the one-
dimensional setting.
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