In this paper we investigate the relationship between disjunctive logic programming as de ned in 9] and a subset of linear logic, namely Andreoli and Pareschi's LO 2]. We analyze the two languages both from a top-down, operational perspective, and from a bottom-up, semantical one. From a prooftheoretical perspective, we show that, modulo a simple mapping between classical and linear connectives, LO can be viewed as a sub-structural fragment of DLP in which the structural rule of contraction is forbidden on the righthand side of sequents. We also prove that LO is strictly more expressive than DLP in the propositional case. From a semantical perspective, after recalling the de nition of a bottom-up xpoint semantics for LO we have given in our previous work 3], we show that DLP xpoint semantics can be viewed as an abstraction of the corresponding LO semantics, de ned over a suitable abstract domain. We study the properties of the resulting abstract interpretation, namely correctness and completeness of the abstraction 4, 6]. We prove completeness of the abstraction for an interesting class of LO programs encoding Petri-Nets, and we discuss the application of this framework for checking mutual exclusion properties in concurrent systems.
Introduction
Disjunctive Logic Programming (DLP) 9] and Linear Logic Programming (LLP) 8] are among the more interesting extensions of the classical theory of Horn logic, underlying languages like Prolog. The motivations behind the introduction of these two paradigms look quite di erent. On one hand, disjunctive logic programming has been introduced in order to represent`uncertain' beliefs. On the other hand, linear logic programming has been introduced in order to add a declarative notion of`state' to pure Prolog programs. A closer look at their formal de nition reveals however very interesting connections. Let us focus on the linear logic programming language LO 2] (Linear Objects), perhaps the rst proposal of`linear' extension of Prolog 8] . Both DLP and LO programs extend Horn programs allowing clauses with multiple heads. In fact, in DLP we nd clauses of the form p(X) _ q(X) r(X)^t(X); whereas in LO we nd clauses of the form p(X) is the`multiplicative' disjunction, and & the additive conjunction of linear logic 7] . The operational semantics of the languages reveals the main di erences between the intended meaning of the connectives. In DLP, a resolution step is extended so as to work over positive clauses (sets/disjunctions of facts). Implicit contraction steps are applied over the selected clause. In contrast, being in a substructural logic in which contraction and weakening are forbidden, LO resolution becomes a sort of multiset rewriting step.
Based on this intuition, in this paper we will investigate the view of`LO as a sub-structural DLP' to formally compare the strength and weakness of the two languages. As mathematical tools, we will use`proof theory' and`abstract interpretation'. Proof theory allows us to compare the top-down semantics of the two paradigms working in a uniform setting (i.e. provability in a sequent calculus with or without structural rules). Abstract interpretation allows us to extend the comparison to the bottom-up evaluation of programs. More speci cally, by exhibiting a Galois connection between the semantic domains of DLP and LO, we will describe the semantics of DLP programs as an abstraction of the semantics of LO programs. Furthermore, using the theory of abstract interpretation we will discuss the quality of the resulting abstraction (using the concept of complete abstraction) 4 , 6] and we will isolate classes of LO programs for which the abstraction does not lose precision. The second step is based on a new xpoint semantics for LO we have de ned in our recent work 3] . To complete the circle, we will show that proof-theoretical properties (non-permutability of rules) nd a counterpart in properties of the abstraction (incompleteness). To our knowledge, this is the rst time that abstract interpretation techniques are used to compare DLP and linear logic programming languages.
The view of DLP as an abstraction of LO is appealing for several reasons. First of all, it opens the possibility of using techniques developed for DLP for the analysis of LO programs. Furthermore, it shows that the paradigm of DLP could have unexpected applications as a framework to reason about properties of Petri Nets, a well-know formalism for concurrent computations 10] . In fact, as we will prove formally in the paper, DLP represents a complete abstract domain for LO programs that encode Petri Nets.
Plan of the paper. After introducing some preliminaries in Section 2, in Section 3 we recall the main concepts of disjunctive logic programming, and we reformulate its operational semantics in a sequent-calculus context. In Section 4, we introduce the language LO and compare its proof-theory with DLP one. In Section 5, we study the relations between DLP and LO via abstract interpretation, we discuss properties of the resulting abstraction and the connection with Petri Nets. Finally, in Section 6 we discuss conclusions and future work.
Preliminaries
In the paper we will use A; B; C; : : : to denote multisets of propositional symbols de ned over a xed signature = fa 1 ; : : : ; a n g. A multiset A is uniquely determined by a nite map Occ : ; N such that Occ A (a i ) is the number of occurrences of a i in A. Multisets are ordered according to the multiset inclusion relation 4 de ned as follows: A 4 B if and only if Occ A (a i ) Occ B (a i ) for i = 1; : : : ; n. The empty multiset is denoted and is such that Occ (a i ) = 0 for i = 1; : : : ; n, and 4 A for any A. The multiset union A; B (alternatively A + B when`,' is ambiguous) is such that Occ A;B (a i ) = Occ A (a i ) + Occ B (a i ) for i = 1; : : : ; n. We also de ne a special operation to compute the least upper bound of two multisets with respect to 4. Namely, A B is such that Occ A B (a i ) = max(Occ A (a i ); Occ B (a i )) for i = 1; : : : ; n. We will use the notation A n , where n is a natural number, to indicate A+: : :+A (n times). In the rest of the paper we will use ; ; : : : to denote multisets of possibly compound formulas. Given two multisets and , ; indicates multiset union, as before, and ; fGg is written simply ; G. Given Notice that when the body of the program clause is empty, G i+1 is equal to (C 1 ; : : : ; C m?1 ; C m+1 ; : : : ; C k ).
De nition 3.4 (SLO-refutation) Let P be a DLP program. An SLO-refutation of a ground goal G from P is an SLO-derivation G 0 ; G 1 ; : : : ; G k s.t. G k consists of the empty clause only.
As SLD-resolution for Horn programs, SLO-resolution gives us a procedural interpretation of DLP programs. The operational semantics is de ned then as follows:
O dlp P = fC j C 2 DHB P ; C has an SLO-refutation g:
As for Horn programs, it is possible to de ne a xpoint semantics via the following operator (where gnd(P ) denotes the set of ground instances of clauses in P).
De nition 3. 
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We note that the de nition of the T dlp P operator can be re-formulated in such a way that its input and output domains contain multisets instead of sets of atoms (i.e. we can consider interpretations which are sets of multisets of atoms). In fact, we can always map a multiset to its underlying set, i.e. the set containing the elements with multiplicity greater than zero, and, vice versa, a set can be viewed as a multiset in which each element has multiplicity equal to one. In the following we will assume that T dlp P is de ned on domains containing multisets. As the xpoint operator for LO (see Section 5) is de ned on the same kind of domains, this will make the comparison between the two operators easier. Furthermore, without loss of generality, we will make the assumption that in clauses like A 1 _: : : _A n C 1^: : :^C m , the A i 's are all distinct and each C j consist of distinct atoms. This will simplify the embedding of DLP clauses into linear logic (see Section 4). The previous de nitions can be easily adapted.
A Proof-System for DLP
We will now give a proof-theoretical presentation, based on sequent calculus, for DLP. Its formulation is directly related to the de nition of SLO-derivation (see Def. 3.3) . In order to simplify the comparison with LO, we introduce an explicit constant tt for true and we write unit clauses (i.e. with empty body) with the syntax A 1 _ : : : _ A n tt. The de nitions given in the previous section can be adapted in a straightforward manner. The resulting language can be described by the following grammar:
H ::= A 1 _ : : : _ A n D ::= H G j D^D G ::= H 1^: : :^H n j tt where A i is an atomic formula. A DLP program P is a D-clause, whereas DLP goals are represented (modulo` ') as G-formulas. A proof-system for DLP is presented in Fig.1 Without loss of generality, we have limited topmost goals to positive clauses only (the execution of a goal which is a conjunction of clauses can be simulated by introducing a ctitious atom and adding a clause to the program). The reader should convince himself/herself that the system in Fig.1 correctly models SLO-provability. The state of a computation, which in DLP is represented by a conjunctive goal C 1 ; : : : ; C n , in the context of sequent calculus is represented by a derivation tree, whose frontier (open leaves) are the goals still to be proved (C 1 ; : : : ; C n ). The rule bc models a backchaining step, and corresponds to a step of SLO-derivation; the rule can be applied only if the current context consists of atomic formulas only (indicated by A). Clauses having the form a 1 _ : : :_ a n tt play the same role as unit clauses in DLP, in fact a backchaining step over such a clause leads to success independently of the current context A. The rule _ r formalizes the intuition that positive clauses are sets of atoms (it permits exchange on the right-hand side of sequents).
In order to make a comparison between DLP and LO, we will now present a slight variation of the system in Fig. 1 . This new system can be proved equivalent to the previous one, and is directly related to the system for LO we will present in Section 4. Here, the right-hand side of sequents is a multiset of goals, and the structural rule of contraction is explicitly added. The system is presented in Fig Adding the rule of contraction makes possible a slight modi cation of the rule bc in which the atoms in the head of the relevant program clause are discharged in the upper sequents. The equivalence of the two systems can be proved by simple induction on the structure of derivations in the systems. The proof entails showing that the weakening and contraction rules are admissible in the rst system. We have the following result. Proposition 3.7 Given a program P and a goal G, there exists a SLO-refutation of G from P if and only if P ) G is provable in the system of Fig. 2 .
As a corollary, given a positive clause C = A 1 _ : : : _ A n we have that P ) C is provable if and only if there exists C 0 2 F dlp P such that C 0 C. 4 From DLP To LO Linear logic 7] can be viewed as a re nement of classical logic where the use of weakening and contraction is allowed only for formulas within the scope of special modalities (the exponentials`!' and`?'). This way, formulas (without modalities) can be viewed as`resources' that can be used only a limited number of times in a proof. Among the possible applications, linear logic turned out to be the natural foundation for extensions of logic programming with a notion of`state' (in this setting, a collection of bounded-use formulas) 8].
Let us go back for a moment to disjunctive logic programming. In the previous section we have shown that the operational (top-down) semantics of DLP can be presented in terms of a proof system with an explicit contraction rule. Furthermore, the weakening rule is admissible in DLP. A natural question is the following: what happens if we forbid the use of the structural rules in DLP? Is the resulting language related to the extension of LP based on linear logic? We will answer these questions in two steps. We will rst embed DLP into linear logic using the following map: 
and & can be arbitrarily nested within LOgoals).
It remains to analyze the relation between the operational semantics of the two languages. Let P be the LO-program C 1 & : : : & C n . The execution of a multiset of G-formulas G 1 ; : : : ; G k in P corresponds to a goal-driven proof for the two-sided LO-sequent P`G 1 ; : : : ; G k . The LO-sequent P`G 1 ; : : : ; G k is an abbreviation for the following two-sided linear logic sequent !C 1 : : : !C n`L L G 1 The comparison between DLP and LO proof theories is now straightforward. By looking at the system for DLP in Fig.2 and the one for LO in Fig.3 , we can see that, modulo a direct encoding of classical connectives into linear ones, DLP is obtained by LO by adding the structural rule of contraction. Equivalently, LO can be viewed as a sub-structural logic of DLP in which contraction is forbidden. We note that the weakening rule, on the contrary, is allowed both in DLP and in LO. By denoting with c the provability in the language LO augmented with a contraction rule analogous to that of Fig.2 , and with`L L provability in linear logic, we have the following proposition. Note that the the exponentials ! and ? in the last sequent are needed to augment linear logic provability with both weakening and contraction (on both sides of the sequent). a > (clearly, the second LO-goal is not provable in P). Whatever translation jP j of P we give we will obtain that either the translations (that coincide) of both goals are provable in DLP or they are both non-provable.
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We conclude by noting that the translation of DLP into LO is straightforward. a i , one for every propositional symbol a i in the language. These clauses give a direct encoding of contraction.
A Semantic-based Comparison
In the recent work 3], we have shown that LO programs are amenable of a xpoint semantics that characterizes the set of provable LO-goals. As the corresponding semantics for Horn and disjunctive programs, in the propositional case the xpoint semantics for LO can be computed in a nite number of steps. The xpoint semantics of LO allows us to investigate in more depth the relationships between LO and DLP. For this purpose, we can employ the mathematical tools provided by abstract interpretation 4], and in particular the notion of completeness that quali es the precision of an abstraction. As probably expected, the rst result is that the xpoint semantics of the translation of an LO program in DLP is an abstraction of the xpoint semantics of the original LO program. Perhaps less evidently, this abstraction is correct but not complete with respect to LO semantics. In the rest of the paper we will show that there are interesting classes of LO programs for which the abstraction is complete. Let us start by giving some de nitions used to introduce the xpoint semantics for LO (a detailed presentation can be found in 3]). For sake of simplicity, we will limit ourselves to the study of the propositional case. we obtain the sequent P`r(a); t(a). Now, we can apply the fact r(a) ? > and we obtain an instance of the axiom > r . The xpoint semantics of P is as follows F lo P = ffr(a)g; fp(a); q(a)gg. Note that fp(a); q(a)g 4 fp(a); q(a); t(a)g.
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As proved in 3], the xpoint semantics of a propositional LO program can be computed in nitely many steps. Though the Herbrand base is always in nite (it contains all possible multisets over ), this property is ensured by the well-quasi ordering of the lattice of Herbrand interpretations 3].
In the following, we will use the previous semantics and the framework of abstract interpretation to give an alternative, bottom-up account, of the relation between DLP and LO. First of all, we will give a brief summary of some notions related to the theory of abstract interpretation.
Abstract Interpretation
Abstract Interpretation 4, 5] is a classical framework for semantics approximation which is used for the construction of semantics-based program analysis algorithms. Given a semantics and an abstraction of the language constructors and standard data, abstract interpretation determines an abstract representation of the language which is, by construction, sound with respect to the standard semantics. This new representation enables the calculation of the abstract semantics in nite time, although it implies some loss of precision. We recall here some key concepts in abstract interpretation, which the reader can nd in 4, 5, 6].
Given a concrete semantics hC; T P i, speci ed by a concrete domain (complete lattice) C and a (monotone) xpoint operator T P : C ! C, the abstract semantics can be speci ed by an abstract domain A and an abstract xpoint operator T # P . In this context, program semantics is given by lfp(T P ), and its abstraction is lfp(T # P ).
The concrete and abstract semantics S = hC; T P i and S # = hA; T # P i are related by a Galois connection h ; C; A; i, where : C ! A and : A ! C are called abstraction and concretization functions, respectively. S # is called a sound abstraction of S if for all P, (lfp(T P )) A lfp(T # P ). This condition is implied by the strongest property of fully soundness, which requires that T P A T # P . The notions of completeness and fully completeness are dual with respect to those of soundness. Namely, S # is a (fully) complete abstraction of S if for all P, (T # P A T P ) lfp(T # P ) A (lfp(T P )). Often, the notion of completeness is assumed to include soundness (i.e. we impose '=' in the previous equations). It is well-known 5] that the abstract domain A induces a best correct approximation of T P , which is given by T P , and that it is possible to de ne a (fully) complete abstract operator T # P if and only if the best correct approximation is (fully) complete. It can be proved that for a xed concrete semantics, (fully) completeness of an abstract interpretation only depends on the choice of the abstract domain. The problem of achieving a (fully) complete abstract interpretation starting from a correct one, by either re ning or simplifying the abstract domain, is studied in 6].
We conclude by observing that an equivalent presentation of abstract interpretation is based on closure operators 5], i.e. functions from a concrete domain C to itself which are monotone, idempotent and extensive. This approach provides independence from speci c representations of abstract domain's objects (the abstract domain is given by the image, i.e. the set of xpoints, of the closure operator).
We are now in the position of connecting the LO (concrete) semantics with the DLP (abstract) semantics.
DLP as an Abstraction of LO
We will de ne the abstract interpretation by resorting to closure operators. According to this view, we can de ne the abstract interpretation as a closure operator on the lattice I, the domain of LO interpretations of Def. 5.2. In fact, as mentioned before, we can consider disjunctive interpretations as a subclass of I (i.e. all sets in I). We recall that in I the ordering of interpretations is de ned as follows: I v J i for all B 2 I there exists A 2 J such that A is a sub-multiset of B (i.e., for disjunctive interpretations, A B). We give the following de nitions. De nition 5.7 (Abstract semantics) The abstract xpoint semantics is given by lfp(T # P ), where the abstract xpoint operator T # P is de ned as ( T lo P ). According to 5], T lo P is the best correct approximation of the concrete xpoint operator T lo P , for the xed abstraction . The abstraction , as said before, transforms multisets into sets by forgetting multiple occurrences of atoms. It is not di cult to convince ourselves that T # P is indeed the T dlp P operator for disjunctive logic programs, provided that, as discussed in Section 3, we consider T dlp P de ned over domains containing multisets instead of sets (actually, we are identifying T dlp P input domain with the abstract domain which is given by the set of xpoints, i.e. the image, of the closure operator ). The operations (least upper bound of multisets) and + (multiset union) used in the de nition of T lo P are interchangeable (because of the subsequent application of the operator ) and correspond to set (multiset) union in the de nition of T dlp P . We have the following result.
Proposition 5.8 (DLP is an abstraction of LO) For every DLP program P and disjunctive (hence LO) interpretation I, T dlp P (I) = T # dPe (I). We have the following key results.
Proposition 5.9 For every LO program P, the abstract semantics is a fully sound abstraction of the concrete semantics, that is, for every interpretation I, (T lo
The previous result implies soundness, i.e. (lfp(T lo P )) v lfp(T # P ). The abstract semantics is not a complete abstraction of the concrete semantics (and of course is not fully complete). That is, the abstraction operation causes a loss of precision. We show this by means of a counterexample. We also note that, given that the abstract semantic function T # P is the best correct approximation induced by the abstract domain under consideration, by well-known results on abstract interpretation there does not exist any complete abstraction induced by the chosen abstract domain.
Proposition 5.10 The abstract semantics is not a complete abstraction of the concrete semantics, that is there exists an LO program P such that lfp(T # P ) 6 v (lfp(T lo P )).
Proof. Let Let us rst calculate lfp(T lo P ). We have T lo P " 1 = T lo P (;) = faab; ccdg. Then, T lo P " 2 = T lo P (T lo P " 1 ) = faab; ccd; abcdeg. It can be easily veri ed that T lo P " 3 = T lo P " 2 = lfp(T lo P ) (recall that interpretations are equivalence classes). Therefore, we get (lfp(T lo P )) = (faab; ccd; abcdeg) = fab; cd; abcdeg = fab; cdg. Now, let us calculate lfp(T # P ). We have that T # P " 1 = T # P (;) = (T lo P (;)) = (faab; ccdg) = fab; cdg. Then, T # P " 2 = (T lo P (fab; cdg)) = (faab; ccd; bdeg) = fab; cd; bdeg = lfp(T # P ). Therefore, bde 2 lfp(T # P ), but bde 6 2 (lfp(T lo P )).
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As stated in the following proposition, the abstraction remains incomplete for the subclass of LO programs that are the image of the translation from DLP programs, i.e., the class of LO programs such that both their head and the disjuncts in the body have no multiple occurrences of atomic formulas. In spite of the previous counterexample, the abstraction is complete (but still not fully complete) for the class of programs whose clauses contain at most one conjunct in the body. Too see why the abstraction for the previous subclass is not fully complete, take as a counterexample the single clause a ? b and the interpretation I with the single multiset bb. Then, (T lo P (I)) = fabg, T # P ( (I)) = fag, and T # P ( (I)) 6 v (T lo P (I)). Note that the abstraction not being fully complete has a counterpart in the fact that in general h > 1 in the following lemma (i.e. more than one step of T lo P is necessary to simulate one step of T # P ).
Lemma 5.12 Let P be a program in which every clause has at most one conjunct in the body (i.e. conjunction is forbidden), and I; J two interpretations. Then if I v (J) then there exists a natural number h such that (T lo P (I)) v (T lo P " h (J)).
Proof. Suppose c. Let X a ; X b , X c be three variables ranging over positive integers associated to the symbols a; b and c, respectively. The e ect of applying the clause in a backchaining step can be described by the linear transformation X 0 a = X a ? 1; X 0 b = X b ; X 0 c = X c + 1, where, X a denotes the number of occurrences of a in the current goal, X 0 a denotes the number of occurrences of a immediately after the application of the clause, and so on. It is well-known that counter systems can be used to give an operational semantics to Petri Nets 10]. Intuitively, each rule can be used to describe the e ect of ring a Petri Net transition (the occurrences of a symbol a denote the number of tokens in a place named a). As a consequence, a (possibly in nite) execution (sequence of goals G 0 ; G 1 ; : : :) of a restricted LO program denotes an execution of the corresponding Petri Net. The initial goal G 0 can be viewed as the initial marking of the Petri Net. Furthermore, we can think of facts as a special set of Petri Nets markings that we would like to reach starting from the initial marking G 0 . To clarify the point, let us go back to the example at the beginning of this section. Let b. Then, the sequent P F`G 0 is provable in LO if and only if there exists a reachable marking in which at least one token in the place c. The results in the previous section show that the xpoint semantics of DLP can be used to approximate the set of all markings that are backward reachable from a given set of markings of a Petri Net. Completeness implies that all properties that are preserved by the abstraction can be checked equivalently over the concrete and the abstract domain. In our setting the kind of properties that satisfy this requirement can be informally characterized as`at least one'-properties (e.g. is there at least one token in place`a' in a reachable marking?). This kind of properties can be used to check mutual exclusion' for a concurrent system represented via a Petri Net. Suppose we want to prove that a system ensures mutual exclusion for two processes represented via a Petri Net. Process p i is in the critical section whenever a token is in a special place cs i for i : 1; 2. Violations of mutual exclusion are expressed as the set of states with at least one token in place cs 1 and one token in state cs 2 . Thus, the xpoint semantics of the DLP program obtained as translation of the Petri Net (LO program) union the fact cs 1 _ cs 2 is an abstraction of the set of backward reachable states. We obtain a full-test for mutual exclusion properties, whenever the initial states can be expressed again as at least one properties (i.e. whenever membership of the initial states in the set of abstract reachable states can be determined exactly).
Conclusion and Future Work
To sum up, in this paper we have used operational (proof-theoretical) and declarative ( xpoint semantic) tools to compare the paradigm of DLP with the paradigm of linear logic programming (more speci cally, the language LO). The comparison is based on the abstraction that maps multiset into sets of atomic formulas (positive clauses). This abstraction induces a Galois connection between the semantic domain of DLP and LO. The abstraction is neither fully complete nor complete. In a complete abstraction the result of interleaving the application of the abstract xpoint operator with the abstraction coincides with the abstraction of the concrete xpoint semantics. In proof-theoretical terms, the abstraction corresponds to allowing unlimited use of contraction in the proof system for LO. In this view, completeness would imply that contraction steps permute with the other inference rules. Thus, the fact that the abstraction is not complete is strictly related to the following property of provability in classical logic.
Contraction does not permute with the right introduction rule for^.
Completeness can be recovered by forbidding conjunctions in the body of clauses. The resulting class of LO programs is still very interesting, as it can be used to encode Petri Nets.
We hope that our study will give rise to new ideas for the analysis of LO programs. As an example, it could be interesting to study weak notions of negation for LO that are based on the negation of DLP. Similarly, we can use DLP operational and xpoint semantics to analyze Petri Nets with the additional advantage that the abstraction is complete in this case. Finally, there are still some open questions concerning the relation between DLP and LO in the setting of abstract interpretation. In particular, is it possible to re ne or simplify the DLP abstract domain in order to obtain completeness? More technically, is there a least complete abstraction and/or a greatest complete kernel of the abstract domain for the xpoint semantics 6]? We leave this question for future investigations.
