In this article, we prove the similarity ͑and, in the focusing case, the J-unitary equivalence͒ of the free Hamiltonian and the restriction of the full Hamiltonian to the maximal invariant subspace on which its spectrum is real for the matrix Zakharov-Shabat system under suitable conditions on the potentials. This restriction of the full Hamiltonian is shown to be a scalar-type spectral operator whose resolution of the identity is evaluated. In the focusing case, the restricted full Hamiltonian is an absolutely continuous, J-self-adjoint non-J-definitizable, operator allowing a spectral theorem without singular critical points. To illustrate the results, two examples are provided.
I. INTRODUCTION
Consider the matrix Zakharov-Shabat system, iJXЈ͑x,͒ − V͑x͒X͑x,͒ = X͑x,͒, x R, ͑1.1͒
where the prime denotes differentiation with respect to x R, is a spectral parameter, and ⌿͑x,͒ = ⌽͑x,͒A l ͑͒, ⌽͑x,͒ = ⌿͑x,͒A r ͑͒, hence A l ͑͒ and A r ͑͒ are each other's inverses. Then from ͑1.1͒ and ͑1.2͒ we obtain ⌿͑x,͒ = e −iJx ͑A l ͑͒ + o͑1͒͒, x → − ϱ, ͑1.4͒
⌽͑x,͒ = e −iJx ͑A r ͑͒ + o͑1͒͒, x → + ϱ.
͑1.5͒
In order to state the asymptotics for complex , we partition the transition matrices into blocks by putting ͓throughout we adopt the following partitioning for ͑m + n͒ ϫ ͑m + n͒ matrices G = ͑
where G 1 is m ϫ m, G 2 is m ϫ n, G 3 is n ϫ m, and G 4 is n ϫ n͔ ͪ, x → + ϱ. ·
͑1.6b͒
It follows from earlier work ͑Ref. 8, Theorem 3.16, and Ref. 21 , Theorem 5.3͒ that for C + , det A r1 ͑͒ = 0 if and only if det A l4 ͑͒ = 0, which is true if and only if is an eigenvalue. If R and det A r1 ͑͒ =0 ͓or, equivalently, det A l4 ͑͒ =0͔, then we call a spectral singularity. For the focusing scalar ͑m = n =1͒ Zakharov-Shabat system detailed results about spectral singularities were obtained in Ref. 22 For C − , det A r4 ͑͒ = 0 if and only if R, which is true if and only if is an eigenvalue in the lower half plane.
We now define the modified Jost functions F + ͑x , ͒ and F − ͑x , ͒ as follows:
F + ͑x,͒ = ͑͑x,͒ ͑x,͒ ͒, F − ͑x,͒ = ͑͑x,͒ ͑x,͒ ͒. In this article we prove the existence of wave operators W Ϯ on the direct sum H m+n of m + n copies of L 2 ͑R͒ which intertwine between the free Hamiltonian H 0 = iJ͑d / dx͒ and the full Hamiltonian H = H 0 − V = iJ͑d / dx͒ − V in the sense that
where P ac is the projection onto the maximal H-invariant subspace which annihilates the eigenvectors and generalized eigenvalues of H corresponding to its nonreal eigenvalues. This result will be obtained under the following natural hypotheses:
͑a͒ there are no spectral singularities; ͑b͒ the number of nonreal eigenvalues of H is finite.
Either condition is satisfied in the defocusing case and, in general, for potentials with sufficiently small L 1 -norm. Also, condition ͑b͒ follows from condition ͑a͒, because if there were an infinite number of eigenvalues they would accumulate toward a point on the real axis ͓since they are all contained in a compact region ͑Ref. 21, Theorem 6.1͔͒, which would necessarily be a spectral singularity. Hypothesis ͑a͒ implies that the reflection coefficients R͑͒ and L͑͒ and transmission coefficients T l ͑͒ and T r ͑͒ are continuous functions of R.
In the defocusing case, the free and full Hamiltonians are both self-adjoint on H m+n and the difference of their resolvents is a trace-class operator ͑Ref. 9, proof of Theorem 4͒. Standard time-dependent scattering theory 16, 28, 32, 33 then implies the existence and asymptotic completeness of the wave operators,
where P ac is the orthogonal projection onto the absolutely continuous subspace of H and the limits are taken in the strong operator topology. As a result, either wave operator W Ϯ acts as a unitary equivalence between H 0 and the restriction of H to the range of P ac , while S = ͑W + ͒ † W − is a unitary operator on H m+n , called the scattering operator. In the focusing case, the Hamiltonian H fails to be self-adjoint and hence traditional methods cannot be applied. For this reason we generalize to the present situation integral representations of wave operators involving limits of free and full Hamiltonian resolvents 33 when approaches the real line, thereby relying on the concept of H 0 -smoothness introduced by Kato. 17 As in Ref. 23 have shown the nonexistence of nonreal eigenvalues of the scalar ͑m = n =1͒ focusing Zakharov-Shabat system if ʈqʈ 1 Յ / 2, thus improving on previous nonoptimal bounds. 3, 26 Analogous results were obtained for the focusing Manakov system ͑m = 1 and n =2͒ in Ref. 20 and for the general system ͑1.1͒ in Ref. 21. In the focusing case H 0 and H are J-self-adjoint on H m+n but not J-definitizable, i.e., no nontrivial polynomial of H 0 and H is J-non-negative; 7, 24 details are given in the Appendix. Thus, although H 0 ͑as a self-adjoint operator͒ allows for a spectral theorem, no such result is known to hold ͑or to follow directly from standard J-self-adjoint operator theory͒ for H. Nevertheless, under conditions ͑a͒ and ͑b͒ above, the unitary equivalence of H 0 and the restriction H of H to the maximal invariant subspace where the spectrum is real imply that H is a scalar-type spectral operator ͑Ref. 12, Chap. XVII, and Ref. 11, Pt. 4͒. In the Appendix we compute the resolvent and the resolution of the identity of H if conditions ͑a͒ and ͑b͒ are satisfied.
II. RELATIVE SMOOTHNESS
In this section we define relative smoothness ͑Ref. 
Then, for Ͼ0, the linear operators L Ϯ : H→L 2 ͑R ; HЈ͒ defined by
are closed and hence bounded, as a result of the closed graph theorem. By the Banach-Steinhaus theorem, the operators L Ϯ are uniformly bounded in Ͼ0. Hence
where ʈAʈ T 0 is the smallest possible constant for which ͑2.1a͒ holds for H and Ͼ0. For each H the vectors A͑Ϯi − T 0 ͒ −1 have nontangential a.e. limits as → 0 + which we denote by
where H. Now let A be T 0 -smooth and B be T 0 † -smooth. Then under the assumptions that
there exists a closed and densely defined linear operator T on H without nonreal spectrum such that
where C \ R. Then T can be viewed as an extension of T 0 + B † A, T has only real spectrum, A is T-smooth, and B is T † -smooth. ͓in Ref. 17 it is assumed that ʈQ͑͒ʈ Ͻ 1 for C \ R instead of ͑ii͒-͑iii͒, but such a reduction in generality is not required.͔
In this paper we will use the following generalization of the conditions ͑i͒-͑iii͒:
͑iii'͒ ͑I − Q͑͒͒ −1 is uniformly bounded in on 0 Ͻ ͉Im ͉ Յ ␦.
As we will argue below, assumptions ͑a͒ and ͑b͒ will guarantee that the norm limits I − Q͑Ϯi0͒, R, are also invertible and bounded. Then we can prove as in Ref. 17 where ⌰͑t͒ denotes the Heaviside function. Therefore, its squared Hilbert-Schmidt norm is given by
Proof of Lemma 2.1: We compute
Here the first double integral is less than ͑since Im Ͼ 0͒
The second double integral can be estimated analogously. Therefore,
Analyticity is obvious and continuity down to the real line follows from Ref. 30, Theorem 2.21, since the requisite weak continuity is easily established. The proof for C − is the same.
Using the two polar decompositions,
where U q ͑x͒ and U r ͑x͒ are partial isometries that are measurable in x R, we get the polar decomposition V͑x͒ = U V ͑x͉͒V͑x͉͒, where
We now prove that ͉V͉ Proof: It suffices to prove that W is H 0 -smooth if W is an ͑m + n͒ ϫ ͑m + n͒ matrix having its entries in L 2 ͑R͒. Using the factorization W͑x͒ = ͑W͑x͒ / ʈW͑x͒ʈ͒ʈW͑x͒ʈ, where the first factor has norm Յ1 and ʈW͑x͒ʈ acts as a scalar multiplication operator, we obtain, for any H m+n ,
Now, by ͑2.4͒, Fubini's theorem, and Parseval's equation, we get for the ͑+͒ sign
where
Similarly, we find
For the ͑Ϫ͒ sign, we get the same results. Hence 
ͮ By Lemma 2.2, the right-hand side is a Hilbert-Schmidt kernel whose Hilbert-Schmidt norm is less than ͑1 / ͱ 2͒M 1 ͑͒͐ −ϱ ϱ ʈr͑x͒ʈdx. As a result, the norm of the kernel R 1 ͑x , y ; ͒ tends to zero as ͉͉ → ϱ. The same proof works for R 2 ͑x , y ; ͒ and for Im Ͻ 0.
A ͑on suitable domains͒, we can now conclude that conditions ͑i'͒-͑iii'͒ are satisfied, and that I − Q͑͒ ͓=W͑͒; cf. ͑2.6a͒
below͔ is invertible for all within some strip 0 Ͻ ͉Im ͉ Յ ␦. Moreover, W͑͒ remains invertible in the limit as approaches the real axis from either above or below.
First, ͑i'͒ is a direct consequence of Lemma 2.2. Then putting
we get
Since ͉V͉ 1/2 and U V ͉V͉ 1/2 have their entries in L 2 ͑R͒, by Lemma 2.1, the operators
is the product of two Hilbert-Schmidt operators and hence trace class. Moreover, according to Lemma 2.2, W͑͒ − I is Hilbert-Schmidt for every nonreal as are the limits W͑Ϯi0͒ − I for R. Finally, ͑2.6͒ imply that is a nonreal eigenvalue of H if and only if W͑͒ is noninvertible. This result extends to spectral singularities: R is a spectral singularity if and only if W͑ + i0͒ is noninvertible, which is true if and only if W͑ − i0͒ is noninvertible. The proof given in Ref. 19 , Lemma 4.4, extends to the general matrix case. Recall that by our definition of spectral singularity given below ͑1.6͒ together with ͑1.9͒, is a singularity of T l ͑͒ and T r ͑͒. Consequently, by ͑1.16͒, it is also a singularity of T l ͑͒ and T r ͑͒, which explains why W͑Ϯi0͒ are both noninvertible. Since spectral singularities are ruled out by assumption ͑a͒ and eigenvalues cannot accumulate toward the real axis by assumption ͑b͒, there must be a strip of some width ␦ Ͼ 0 where ͑ii'͒ and ͑iii'͒ are true; the uniform boundedness in ͑iii'͒ follows from Theorem 2.4. Suppose the Hamiltonian H satisfies the conditions ͑a͒ and ͑b͒ in Sec. I. Let P ac denote the projection commuting with H onto the maximal H-invariant subspace of H m+n that does not contain any eigenvectors and generalized eigenvectors corresponding to nonreal eigenvalues. Put
͑3.1b͒
Either integral converges absolutely for , H, since ͉V͉ 
͑3.2a͒
͑3.2c͒
Proof: The assumption is equivalent to the statement that W͑Ϯi0͒ is invertible for each R. By using Theorem 2.4 and ͑2.2͒ we also conclude that under the assumption of the theorem, ͉V͉ 1/2 is H-smooth and ͉V͉ 1/2 U V † is H † -smooth. We first prove ͑3.2b͒ and then ͑3.2a͒. Note that then ͑3.2c͒ follows by multiplying ͑3.2b͒ on the left and right by Z Ϯ .
͑1͒ Put A = ͉V͉ 1/2 and B =−͉V͉ 1/2 U V † . By replacing the vector by ͑ − H 0 ͒ −1 with Im Ͼ 0 in ͑3.1a͒, using
and applying Cauchy's theorem to prove that 1 2i
The step involving Cauchy's theorem is justified by choosing a large semicircle in the lower half plane to obtain a closed contour and noting that ͑ − i − H͒ −1 P ac has no singularities in C − and that by Theorem 2.4 and ͑2.2͒ the contribution from the semicircle goes to zero as its radius tends to infinity. Alternatively, we can use the fact that since B is H † -smooth, the numerator underneath the integral sign in ͑3. On the other hand, using ͑3.1a͒ and ͑3.3͒, with i0−H 0 replaced by −i0−H, we get
Using ͑3.5͒ and applying Cauchy's integral formula to the last integral on the right-hand side ͑closing the contour in the upper half plane͒, we get
which implies that
Using W + = P ac + X + we get one of ͑3.2b͒. The other one is proven likewise. ͑2͒ In ͑3.1b͒ with the plus sign we replace by X + † . We get
Therefore, apart from terms vanishing as → 0 + , we have
where the integrals are defined with respect to , R. In the first term we evaluate the integral with respect to , and in the second term we change the order of integration and evaluate the integral with respect to . As a result, apart from terms vanishing as → 0 + we have
Taking → 0 + under the integral signs we get
Using ͑2.2͒ we get
In the same way we prove that We note that in the defocusing case, where H is self-adjoint and has only real spectrum, the assumption of Theorem 3.1 implies that the spectrum of H is absolutely continuous ͑Ref. 18, Theorem 2.4͒, which was proven before in Ref. 9 for potentials whose entries w͑x͒ satisfy ͐ −ϱ ϱ dx͑1+͉x͉͉͒w͑x͉͒ Ͻ +ϱ.
IV. WAVE OPERATORS: TIME-DEPENDENT THEORY
In this section we write the wave operators obtained under the conditions of Theorem 3.5 in the more familiar time-dependent form.
Suppose T 0 is a closed and densely defined linear operator on a complex Hilbert space H with only real spectrum and assume that iT 0 generates a bounded strongly continuous group on H. Writing
.1a͒ 
As a result, the operator e −itH so defined depends continuously on t R in the weak operator topology and is uniformly bounded in t R. 
where the H 0 -smoothness of ͉V͉ 1/2 and the H † -smoothness of ͉V͉ 1/2 U V † imply that the right-hand side belongs to L 1 ͑R ; dt͒ for each , H. Integrating ͑4.3͒ over ͑t , ϱ͒ or ͑−ϱ , t͒, we see that ͗P ac e itH e −itH 0 , ͘ is absolutely continuous in t R and has finite limits ͗⍀ Ϯ , ͘ as t → Ϯϱ, which proves the existence of the limits in ͑4.2a͒ in the strong operator topology ͑Ref. 27, Theorem II 1.3͒. In fact,
Using ͑4.1͒ we get
.2b͒ is proven in the same way.
V. EXAMPLES
In this section we discuss two examples which shed some light on what happens when spectral singularities or eigenvalues are present.
Example 5.1: In the first example H is neither of the focusing nor defocusing type. Let m = n =1,
where , Ն 0. Thus ͑1.1͒ reads ͑using the notation introduced in the proof of Lemma 2.2͒
gives
and for R,
Set a = ͱ . We immediately see by looking at the transmission coefficients that there is exactly one purely imaginary eigenvalue 0 = ͑i / 2͒͑a −1͒ in the upper half plane, provided that a Ͼ 1. The corresponding eigenvector is
, then there are no eigenvalues and, if a = 1, then = 0 is a spectral singularity. For a Ͻ 1, the wave operators Z Ϯ ͑and W Ϯ ͒ exist and P ac = I 2 . In fact, we can compute Z Ϯ explicitly. To avoid lengthy expressions, we pick a particular vector 0 ͑x͒ and compute Z + 0 . We set 0 ͑x͒ = ͑ 0 up ͑x͒ , 0 dn ͑x͒͒ T and choose 0 up ͑x͒ = e −x ⌰͑x͒, 0 dn ͑x͒ = 0. We do not restrict a for the moment and first proceed to determine ͑x , t͒ = def ͓e −itH 0 ͔͑x͒ for t Ն 0 by solving the underlying partial differential equation ͑PDE͒, t =−iH, which reads
with initial condition ͑x ,0͒ = 0 ͑x͒. When a Ͼ 1, the fact that P ac I 2 will be taken into account later. With the help of the Laplace transform method we find
When a = 1, we have to take the limit as a → 1 in the above expressions ͑see below͒. Using the fact that the free time evolution is given by ͓e itH 0 ͔͑x͒ = ͑ up ͑x − t͒ , dn ͑x + t͒͒, we find, by taking the ͑pointwise͒ limit as t → +ϱ,
If a Ͻ 1, then the components of the right-hand side of ͑5.1͒ are in L 2 ͑R͒ and ͑5.1͒ agrees with the strong limit according to ͑4.2b͒. For example, consider up ͑x , t͒ for x Ͼ 0. Then up ͑x − t , t͒ contains the term
Over the given interval, the L 2 norm of this term is O͑e −͑1−a͒t/2 ͒. Hence it goes to zero precisely because a Ͻ 1. The other terms can be dealt with similarly.
For a = 1 we have up ͑x,t͒ = e
Now, if we apply e itH 0 to this vector and let t → +ϱ, we do get a pointwise ͑for each x͒ limit, namely,
We see that the right-hand side is bounded but not in L 2 . It follows that the wave operators do not exist in either the strong or the weak topology of L 2 . Let us also take a closer look at the case a Ͼ 1. Using a contour integral we compute for the eigenprojection P 0 acting on 0 :
Using this in ͑4.2b͒ and solving the corresponding PDE by means of a Laplace transform, which is now more involved since the initial condition does not vanish on x Ͻ 0, we obtain For this potential, H has no eigenvalues so long as Յ / 2 but there is a spectral singularity at = 0 when = / 2. Again, we use a Laplace transform to compute t ͑x , t͒ = ͓e −itH 0 ͔͑x͒. To this end we have to solve Suppose 0 Յ x Յ 1 and apply the free time evolution to ͑x , t͒. This yields, for the upper component, up ͑x − t , t͒, for t Յ x Յ t + 1. For large t this is close to cos͑͑x − t͒ / 2͒ ͑with an exponentially small error͒. Hence,
showing that Z + 0 does not exist as a strong limit according to ͑1.18͒. However, this piece goes to zero weakly. If we consider x Ͻ 0, then up ͑x , t͒ = up ͑0,t + x͒ for t + x Ն 0 and zero otherwise. Hence, up ͑x − t , t͒ = dn ͑0,x͒ for x − t Ͻ 0 and t + ͑x − t͒ = x Ͼ 0, i.e., on 0 Ͻ x Ͻ t. Since dn ͑0,x͒ → 1 as x → +ϱ, the limit as t → +ϱ of up ͑x , t͒ does not exist in the strong or weak sense; it only exists in the pointwise sense. An analogous result holds for the lower component.
VI. CONCLUSIONS
Under the conditions ͑a͒ and ͑b͒ we have proved that the restriction H of the full Hamiltonian H to the maximal invariant subspace, where its spectrum is real, is similar to the free Hamiltonian H 0 , while H has at most finitely many nonreal eigenvalues with eigenvectors and generalized eigenvectors living in a finite-dimensional subspace. In the focusing case, where H 0 and H are J-self-adjoint, the free Hamiltonian and the thus restricted full Hamiltonian H are J-unitarily equivalent. Since H 0 is self-adjoint, J-self-adjoint but not J-definitizable, and absolutely continuous with ͑uniform͒ spectral multiplicity m + n, we can draw the following conclusions.
͑1͒ H is a spectral operator and its restriction H to the maximal invariant subspace where its spectrum is real and is scalar-type spectral. ͑2͒ H is absolutely continuous. ͑3͒ H has a ͑uniform͒ spectral multiplicity of m + n.
A direct proof of these facts, which does not rely on wave operators and Kato smoothness, will be given in Appendix. As a result, in the focusing case a spectral theorem applies to H, where the resolution of the identity does not have the so-called singular critical points ͑Ref. 6, p. 211͒. Inserting these expressions in ͑A3͒ and using We can now justify the first two assertions of Sec. VI. For ␣ Ͻ ␤ we easily obtain from ͑A4͒ that H is a scalar-type spectral operator with resolution of the identity given by Thus, 11, 12 under conditions ͑a͒ and ͑b͒ from Sec. I, the restriction H of H to the invariant subspace where the spectrum is real is given by ͐t͑dt͒ ͑restricted to the domain of H ͒, where ͑dt͒ is the integral operator with kernel ͑A5͒. In the focusing case the projections ͑͑␣ , ␤͒͒ given by ͑A5͒ are all J-self-adjoint because in this case Ȓ ͑͒ =−R͑͒ † and ⌿͑x , ͒ † = ⌿͑x , ͒ −1 for R by ͑1.15͒.
