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In this dissertation we study the questions of convergence and rate of convergence
of greedy-type algorithms under imprecise step evaluations. Such algorithms are in
demand as the issue of calculation errors appears naturally in applications.
We address the question of strong convergence of the Chebyshev Greedy Algorithm
(CGA), which is a generalization of the Orthogonal Greedy Algorithm (also known
as the Orthogonal Matching Pursuit), and show that the class of Banach spaces
for which the CGA converges for all dictionaries and objective elements is strictly
between smooth and uniformly smooth Banach spaces.
We analyze an application-oriented modification of the CGA, the generalized Ap-
proximate Chebyshev Greedy Algorithm (gAWCGA), in which we are allowed to per-
form every operation of the algorithm with a controlled inaccuracy in the form of both
relative and absolute errors. Such permission is essential for numerical applications
and simplifies realization of the algorithm. We obtain necessary and sufficient con-
ditions for the convergence of the gAWCGA in all uniformly smooth Banach spaces,
all dictionaries and all elements.
Greedy algorithms in convex optimization have been of particular interest recently.
We discuss algorithms that do not use the derivative of the objective function, and
thus offer an alternative to traditional methods of convex minimization. We recall two
known algorithms: the Relaxed E-Greedy Algorithm (REGA(co)) and the E-Greedy
Algorithm with Free Relaxation (EGAFR(co)), and introduce the Rescaled Relaxed
E-Greedy Algorithm for convex optimization (RREGA(co)), which is computationally
simpler than the EGAFR(co) and does not suffer the limitations of the REGA(co).
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Applications like signal and image processing often require that a signal/picture is
decomposed with respect to a fixed collection of elements. Furthermore, it is desir-
able that the decomposition is sparse with respect to the selected collection, as such
representation will require less memory to store. This problem can be formalized in
the following way: find an m-term approximation of an element f of a Hilbert (or,
more generally, Banach) space X by a linear combination of elements of a fixed set D
(called dictionary). This statement is the general problem of sparse approximation.
Greedy algorithms are designed specifically to obtain such approximations. For
an element f ∈ X and a dictionary D, a general greedy algorithm iteratively produces
sequences of approximations {Gm}∞m=1 and remainders {fm}∞m=1 in the following way:
on each iteration m it chooses an atom φm ∈ D that is close in some sense to the
previous remainder fm−1, and then builds the next approximation Gm using the
chosen atom φm.
This sequential nature of greedy algorithms is favorable in applications as it guar-
antees that an approximation Gm is supported on at most m elements of a dictionary
D, and thus allows us to obtain sparse approximations of f with respect to D. Ad-
ditionally, there is an immediate regulation between the sparsity and the accuracy
of the approximation which allows us to acquire the optimal approximation for each
particular problem.
Essentially, a greedy algorithm is determined by two things: how it chooses the
next atom φm ∈ D and how it constructs the next approximation Gm. In the case
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of a Hilbert space it is natural to choose φm as an element that maximizes the inner
product |〈·, fm−1〉|. There are two classical approaches to building Gm: to use all
atoms that were chosen until the current iteration (φ1, . . . , φm), or to use only the last
one (φm). Usually algorithms that favor the first approach are more computationally
complicated but tend to provide an approximation iteration-wise faster. On the other
hand, algorithms that use the second approach are generally simpler computationally
and might be advantageous in some cases, as they change only one coefficient in the
decomposition on each iteration and, therefore, provide an expansion. However, they
usually require more iterations to achieve the required accuracy.
One well-known greedy algorithm for the Hilbert space setting is the Orthogo-
nal Greedy Algorithm (OGA), also known as the Orthogonal Matching Pursuit (see
e.g. Pati, Rezaiifar, and Krishnaprasad 1993 or DeVore and Temlyakov 1996). In
order to construct an approximation Gm, the OGA takes the orthogonal projection
of f on the subspace generated by all the chosen atoms φ1, . . . , φm.
Definition (OGA). Set f0 = f ∈ H and for each n ≥ 1
1. find any φn ∈ D (we assume existence) such that
|〈φn, fn−1〉| = sup
g∈D
|〈g, fn−1〉|,
2. denote Φn = span{φj}nj=1 and take
Gn = ProjΦn(f),
3. set fn = f −Gn.
Another famous algorithm that uses the simpler approach in constructing approx-
imations is the Pure Greedy Algorithm (PGA), also known as the Matching Pursuit
(see e.g. Mallat and Z. Zhang 1993 or DeVore and Temlyakov 1996). Instead of pro-
jecting on the whole subspace, the PGA only projects the previous remainder fm−1
on the newly chosen atom φm.
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Definition (PGA). Set f0 = f ∈ H and for each n ≥ 1
1. find any φn ∈ D (we assume existence) such that
|〈φn, fn−1〉| = sup
g∈D
|〈g, fn−1〉|,
2. denote λn = 〈φn, fn−1〉 and take
Gn = Gn−1 + λnφn,
3. set fn = f −Gn.
Both algorithms converge for all Hilbert spaces X, all dictionaries D and elements
f , and are widely used in applications. While the OGA generally provides faster
convergence rates, the PGA can be substantially computationally simpler, especially
on higher iterations. For a more detailed analysis on the OGA and the PGA, we refer
the reader to the book Temlyakov 2011 and the short paper Dereventsov 2012.
It is important to note that the stated algorithms are generally not realizable since
the supremum of the inner product might not be attainable on the dictionary. To
overcome this problem, usually the "weak" version of an algorithm is used. In a weak
form, the original condition on φm is replaced by the following one
|〈φm, fm−1〉| ≥ tm sup
g∈D
|〈g, fm−1〉|
with some 0 ≤ tm < 1.
The weak versions of the OGA and the PGA (called the Weak Orthogonal Greedy
Algorithm (WOGA) and the Weak Greedy Algorithm (WGA), respectively) were
introduced in Temlyakov 2000. The convergence of these weak algorithms for all
dictionaries D and elements f was proven in case
∞∑
n=1







=∞ for the WGA.
A weak greedy algorithm is always realizable as long as all tn < 1. However, it still
might be hard to run an algorithm due to difficulties in evaluating the inner product
(and/or the projection in the OGA). Hence, it is natural for numerical applications to
assume that the steps of an algorithm are performed with some errors. This idea was
considered in Gribonval and Nielsen 2001, which resulted in the Approximate Weak
Greedy Algorithm (AWGA) — a modification of the WGA, which allows relative
errors in calculating the coefficients of the decomposition.
Definition (AWGA). Set f0 = f ∈ H and for each n ≥ 1
1. find any φn ∈ D such that
|〈φn, fn−1〉| ≥ tm sup
g∈D
|〈g, fn−1〉|,
2. denote λn = (1 + εn)〈φn, fn−1〉 and take
Gn = Gn−1 + λnφn,
3. set fn = f −Gn.






In the AWCGA, sequences {tn}∞n=1 and {εn}∞n=1 represent the allowable inaccu-
racies in performing the calculations and can be changed to fit the algorithm for the
current problem.
However some problems are not modeled well by relative errors: for example, a
scale gives the same margin of error on each weighting regardless of the weight of
the object. Thus, it seems logical to consider greedy algorithms which additionally
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allow absolute errors in step evaluations. This idea was implemented in Galatenko
and Livshitz 2005, where the authors proposed the generalized Approximate Weak
Greedy Algorithm (gAWCGA) — a further modification of the WGA with both
relative and absolute errors.
Definition (gAWGA). Set f0 = f ∈ H and for each n ≥ 1
1. find any φn ∈ D such that
|〈φn, fn−1〉| ≥ tn sup
g∈D
|〈g, fn−1〉| − qn,
2. denote λn = (1 + εn)〈φn, fn−1〉+ ξn and take
Gn = Gn−1 + λnφn,
3. set fn = f −Gn.
In the gAWCGA there are four inaccuracy sequences: {tn}∞n=1, {qn}∞n=1, {εn}∞n=1
and {ξn}∞n=1, which make this algorithm more flexible for various applications. The
















While greedy algorithms in Hilbert spaces are well studied and widespread, some
applications require approximation in non-Hilbert norms (see e.g. Donahue et al.
1997), which can be achieved by generalizing greedy algorithms to the Banach space
setting. The immediate question that arises is how to choose the next atom φm ∈ D
in a space X without an inner product. There are two proposed ways to make this
choice (see Temlyakov 2011, chapter 6):
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1. calculate the norm directly, i.e. {φm, λm} = argmin
φ∈D, λ∈R
‖fm−1 − λφ‖;
2. utilize norming functionals, i.e. φm = argmax
φ∈D
|Ffm−1(φ)|.
Algorithms of the first type are called X-greedy algorithms. One such algorithm
is the X-Greedy Algorithm (XGA) — a direct generalization of the PGA, which was
introduced in Temlyakov 2003.
Definition (XGA). Set f0 = f ∈ X and for each n ≥ 1
1. find any φn ∈ D (we assume existence) and λn ∈ R such that
{φn, λn} = argmin
φ∈D, λ∈R
‖f − (Gn−1 + λφ)‖ ,
2. take
Gn = Gn−1 + λnφn,
3. set fn = f −Gn.
Some results on the convergence of the XGA were presented in Dubinin 1997,
Livshitz 2003, Dilworth et al. 2008 and Livshitz 2010. However, to the best of this
author’s knowledge, there are no known results on the convergence of the XGA for
general Banach spaces, dictionaries and elements. Nevertheless, there are some mod-
ifications of the XGA that perform well (see e.g. Livshitz 2003 or Section 6.8 in the
book Temlyakov 2011).
Greedy algorithms in Banach spaces that use the second approach are called dual
greedy algorithms. One distinguished dual greedy algorithm is the Chebyshev Greedy
Algorithm (CGA) — a generalization of the OGA, which was introduced and studied
in Temlyakov 2001.
Definition (CGA). Set f0 = f ∈ X and for each n ≥ 1
6




2. denote Φn = span{φj}nj=1 and find any Gn ∈ Φn satisfying
‖f −Gn‖ = inf
G∈Φn
‖f −G‖ ,
3. set fn = f −Gn.
It is known that the CGA performs well in a wide class of Banach spaces (see
e.g. Temlyakov 2001 or Dilworth, Kutzarova, and Temlyakov 2002). In Chapter 3
we further discuss the question of strong convergence. Namely, we establish that the
class of Banach spaces for which the CGA converges for all dictionaries and elements
is strictly between smooth and uniformly smooth Banach spaces.
Similarly to the OGA, in order to solve the question of realizability, the weak
version of the CGA (called WCGA) was introduced in Temlyakov 2001.
Definition (WCGA). Set f0 = f ∈ X and for each n ≥ 1
1. find any φn ∈ D such that
|Ffn−1(φn)| ≥ tn sup
g∈D
|Ffn−1(g)|,
2. denote Φn = span{φj}nj=1 and find any Gn ∈ Φn satisfying
‖f −Gn‖ = inf
G∈Φn
‖f −G‖ ,
3. set fn = f −Gn.
It was shown that the WCGA converges in all uniformly smooth Banach spaces
X with the modulus of smoothness of non-trivial power type 1 < q ≤ 2 for all





where p = q/(q − 1). Moreover, it is known that this condition is sharp.
One fundamental drawback of the WCGA is that calculating the projection of
an element on a subspace in a Banach space might be computationally unfeasible,
especially on high iterations. Additionally, it might be hard to evaluate norming
functionals and/or to find the next atom φm due to a large dictionary size. To sim-
plify the realization of the WCGA, the simplified version was proposed in Temlyakov
2005 — the Approximate Weak Chebyshev Greedy Algorithm (AWCGA), in which
we are allowed to evaluate the norming functional Ffm , to choose φm, and to find Gm
with some relative errors.
Definition (AWCGA). Set f0 = f and for each n ≥ 1
1. take any functional Fn−1 satisfying
‖Fn−1‖ ≤ 1 and Fn−1(fn−1) ≥ (1− δn−1) ‖fn−1‖ ,
2. find any φn ∈ D such that
|Fn−1(φn)| ≥ tn sup
g∈D
|Fn−1(g)|,
3. denote Φn = span{φj}nj=1 and find any Gn ∈ Φn satisfying
‖f −Gn‖ ≤ (1 + ηn) inf
G∈Φn
‖f −G‖ ,
4. set fn = f −Gn.
It was proven that the AWCGA converges in a Banach space X with the modulus
of smoothness of power type 1 < q ≤ 2 for all dictionaries D and elements f ∈ X if







where p = q/(q − 1). Similarly to the WCGA, the first condition is sharp.
We note that while the AWCGA uses relative errors, greedy algorithms with
absolute errors in Banach spaces were considered in Donahue et al. 1997.
It is clear that as we increase error sequences, the algorithm becomes easier to
run, but at the same time it may stop converging in some cases. That is why it is
important to establish the necessary and sufficient conditions on the error sequences
that guarantee convergence for all dictionaries and elements.
In Chapter 4 we further discuss the issue of simplified step evaluation for the
CGA. Namely, we introduce the generalized Approximate Weak Chebyshev Greedy
Algorithm (gAWCGA) — a modification of the CGA with both relative and absolute
inaccuracies.
Definition (gAWCGA). Set f0 = f and for each n ≥ 1
1. take any functional Fn−1 satisfying
‖Fn−1‖ ≤ 1 and Fn−1(fn−1) ≥ (1− δn−1) ‖fn−1‖ − δ′n−1,
2. find any φn ∈ D such that
|Fn−1(φn)| ≥ tn sup
g∈D
|Fn−1(g)| − t′n,
3. denote Φn = span{φj}nj=1 and find any Gn ∈ Φn satisfying
‖f −Gn‖ ≤ (1 + ηn) inf
G∈Φn
‖f −G‖+ η′n,
4. set fn = f −Gn.
We investigate how the convergence of the gAWCGA depends on these errors and
establish conditions on the sequences that guarantee convergence of the algorithm
in all uniformly smooth Banach spaces. The novelty of our approach is that we
only require that the error sequences contain infinitely many sufficiently small values
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rather than requiring that the whole sequence being sufficiently small; i.e. we do not
demand that every iteration of the algorithm is adequately precise and allow some
"bad" steps. Concretely, we show that the gAWCGA converges in a Banach space X
with the modulus of smoothness of power type 1 < q ≤ 2 for all dictionaries D and

















where p = q/(q − 1).
These conditions are weaker than the known conditions for the AWCGA, and,
more importantly, we prove that they are sharp. Moreover, we investigate how these
inaccuracies affect the rate of convergence of the gAWCGA, and estimate the inac-
curacy parameters which provide the convergence rate of the same order as that of
the CGA.
Recently, greedy algorithms found their application in the field of convex op-
timization (see e.g. Shalev-Shwartz, Srebro, and T. Zhang 2010, Clarkson 2010,
Tewari, Ravikumar, and Dhillon 2011, DeVore and Temlyakov 2014, Temlyakov 2015,
and Nguyen and Petrova 2016). The general problem of convex optimization is to
minimize a convex real-valued function E defined on a real Banach space (X, ‖·‖).
The problem of greedy approximation, while seemingly different, can be viewed as a
special case of the convex optimization problem with E(x) = ‖f − x‖. It turns out
that greedy algorithms can be adapted for solving this problem for a general convex
function E.
One advantage of a greedy algorithm is that it naturally produces a sparse min-
imizer, which is often a desirable property (for example, in statistical classification
some form of regularization or sparsification is often used to prevent model over-
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fitting). Moreover, since greedy algorithms are iterative, we control the trade-off
between accuracy and sparsity, and can obtain the optimal solution for the current
minimization problem.
Another benefit of the greedy approach is that often the usual methods of convex
optimization depend on the dimensionality of the space (see e.g. Nemirovski 1995),
which makes them not preferable for general use, while greedy algorithms are designed
to work in infinite-dimensional spaces, thus naturally eliminating the problem of
dimensionality.
An adaptation of X-greedy algorithms for convex minimization is especially inter-
esting since such algorithms would not require the derivative of the objective function
E, unlike traditional methods such as gradient descent, the Frank–Wolfe algorithm,
and their modifications.
The first X-greedy algorithms for convex minimization — the Relaxed E-Greedy
Algorithm (REGA(co)) and E-Greedy Algorithm with Free Relaxation (EGAFR(co)) —
were introduced in DeVore and Temlyakov 2014.
Definition (REGA(co)). Set x0 = 0 and for each n ≥ 1
1. find any such φn ∈ D and λn ∈ [0; 1] that
{φn, λn} = argmin
φ∈D
0≤λ≤1
E((1− λ)xn−1 + λφ),
2. set xn = (1− λn)xn−1 + λnφn.
Definition (EGAFR(co)). Set x0 = 0 and for each n ≥ 1
1. find any such φn ∈ D and λn, µn ∈ R that




2. set xn = µnxn−1 + λnφn.
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From the definitions of these algorithms it is easy to see that the REGA(co) is
naturally limited to the convex hull of the dictionary D. The EGAFR(co) does not
suffer this limitation but is more computationally challenging since the minimization
is performed by two variables on each iteration. It is therefore desirable to obtain
an algorithm that combines the computational simplicity of the REGA(co) with the
unrestricted nature of the EGAFR(co).
In Chapter 5 we propose an algorithm that possesses these properties. Specifically,
we introduce the Rescaled Relaxed E-Greedy Algorithm (RREGA(co)) — a new E-
greedy algorithm which performs an additional rescaling step on each iteration.
Definition (RREGA(co)). Set x0 = 0 and for each n ≥ 1
1. find any such φn ∈ D and λn ∈ R that








3. set xn = µn (xn−1 + λnφn).
As in greedy approximation, the algorithms in convex optimization might be com-
putationally challenging or even unfeasible due to possible difficulties in evaluating
the objective function E and/or choosing the next atom φm. Hence, it is natural to
consider simplified versions of the stated algorithms which allow inexact step evalu-
ations. Since the setting of convex optimization is more general than that of greedy
approximation, it is possible that the objective function E takes negative values,
and therefore it is preferable to consider the absolute errors rather than the relative
ones. Such approximate versions of the REGA(co) and EGAFR(co) (REGA{δn} and
EGAFR{δn} respectively) were considered in Temlyakov 2016.
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Definition (REGA{δn}). Set x0 = 0 and for each n ≥ 1
1. find any such φn ∈ D and λn ∈ [0; 1] that
E((1− λn)xn−1 + λnφn) ≤ min
φ∈D
0≤λ≤1
E((1− λ)xn−1 + λφ) + δn,
2. set xn = (1− λn)xn−1 + λnφn.
Definition (EGAFR{δn}). Set x0 = 0 and for each n ≥ 1
1. find any such φn ∈ D and λn, µn ∈ R that
E(µnxn−1 + λnφn) ≤ min
φ∈D
λ,µ∈R
E(µxn−1 + λφ) + δn,
2. set xn = µnxn−1 + λnφn.
We propose a simplified version of the RREGA — the Approximate Rescaled
Relaxed E-Greedy Algorithm (ARREGA(co)), in which we are allowed to perform
the choice of the next atom φm and the rescaling parameter µm with an absolute
inaccuracy. For simplicity we consider the same inaccuracy δm for the two steps of
the ARREGA; however the similar results follow for any version of the ARREGA
with minor changes in proofs.
Definition (ARREGA(co)). Set x0 = 0 and for each n ≥ 1
1. find any such φn ∈ D and λn ∈ R that
E (xn−1 + λnφn) ≤ inf
φ∈D,λ∈R
E (xn−1 + λφ) + δn,
2. find such µn ≥ 0 that
E(µn(xn−1 + λnφn)) ≤ min
µ≥0
E(µ(xn−1 + λnφn)) + δn,
3. set xn = µn(xn−1 + λnφn).
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We show that the stated algorithms converge if δn → 0 as n → ∞. Moreover,
we establish exactly how these inaccuracies affect the rate of convergence of the
ARREGA(co).
Additionally, we demonstrate the behavior of the REGA(co), the EGAFR(co),




In this chapter we introduce the relevant definitions and results that will be used
throughout the dissertation.
Let (X, ‖·‖) be a real Banach space. By SX and BX we denote the unit sphere
and the closed unit ball of X respectively, i.e.
SX = {x ∈ X : ‖x‖ = 1} and BX = {x ∈ X : ‖x‖ ≤ 1}.
A dictionary D is a set of elements of X such that spanD = X and elements of
D are normalized, i.e. ‖g‖ = 1 for any g ∈ D. For convenience we assume that all
dictionaries are symmetric, i.e. if g ∈ D then −g ∈ D. Conventionally, the elements
of a dictionary are called atoms. By A1(D) we denote the closure of the convex hull
of a dictionary D, and by A0(D) we denote all the linear combinations of the elements
of a dictionary D.
For any non-zero element x ∈ X, let Fx denote a norming functional of x, i.e. such
a functional that ‖Fx‖X∗ = 1 and Fx(x) = ‖x‖. The existence of such a functional
is guaranteed by the Hahn-Banach theorem. In particular, it is easy to see that in a











and in a general Banach space (X, ‖·‖)
Fx(y) = lim
t→0
‖x+ ty‖ − ‖x‖
t
.
A function E : X → R is convex if for any x, y ∈ X and t ∈ [0; 1]
E(tx+ (1− t)y) ≤ tE(x) + (1− t)E(y).
We say that Hx is a support functional for E at x ∈ X if for any y ∈ X
Hx(y) ≤ E(x+ y)− E(x).
If E is a convex function, a support functional exists at any point x ∈ X.
We say that a function E : X → R is Gâteaux-differentiable at x ∈ X if there is












where E ′x(y) is called the Gâteaux derivative of E at x in direction y. In that case,
the support functional Hx is unique and
Hx = E ′x.
A function E is Gâteaux-differentiable on X0 ⊂ X if it is Gâteaux-differentiable at
every point x ∈ X0.
An element x ∈ X is a point of (Gâteaux) smoothness of X if the norm ‖·‖ is








‖x+ ty‖ − ‖x‖
t
= Fx(y), (2.2)
i.e. there is a unique norming functional Fx (see e.g. Beauzamy 1982). We say that
a Banach space X is (Gâteaux) smooth if every element x ∈ X \ {0} is a point of
(Gâteaux) smoothness, i.e. for any non-zero x the norming functional Fx is unique.
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In particular, the space Lp is smooth for any 1 < p < ∞, while L1 and L∞ are not
smooth.
Additionally, we say that a function/norm is Fréchet differentiable if the limit
in (2.1)/(2.2) is uniform for every y ∈ SX .
It is known that the performance of greedy algorithms is tightly connected to the
smoothness of a space/function. In particular, the smoothness of a space/function
is essential for the convergence of greedy algorithms, but not sufficient. Thus, we
introduce a stronger characterization of smoothness.
For a Banach space X, the modulus of smoothness ρX(u) is defined by
ρX(u) = ρ(u, ‖·‖ , X) = sup
‖x‖=‖y‖=1
‖x+ uy‖+ ‖x− uy‖
2 − 1. (2.3)
Note that the modulus of smoothness is an even and convex function and, therefore,
ρX(u) is non-decreasing on (0,∞). A Banach space is uniformly smooth if ρX(u) =
o(u) as u → 0. We say that the modulus of smoothness ρX(u) is of power type
1 ≤ q ≤ 2 if ρ(u) ≤ γuq for some γ > 0. It follows from the definition that every
Banach space has a modulus of smoothness of power type 1 and that every Hilbert
space has a modulus of smoothness of power type 2.
Denote by Pq the class of all Banach spaces with the modulus of smoothness
of nontrivial power type 1 < q ≤ 2. In particular, it is known (see Lemma B.1





up 1 < p ≤ 2
p−1
2 u
2 2 ≤ p <∞
,
hence Lp ∈ Pq, where q = min{p; 2}.
For functions on Banach spaces, the notion of uniform smoothness is slightly
different. For convenience, we will restrict ourselves to convex functions.
The modulus of smoothness ρ(u,E, S) of a convex function E : X → R on a
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convex set S ⊂ X is defined as follows:
ρ(u,E, S) = sup
x∈S,
y∈SX
E(x+ uy) + E(x− uy)
2 − E(x).
The function E is uniformly smooth on S if ρ(u,E, S) = o(u) as u→ 0. We say that
the modulus of smoothness ρ(u,E, S) is of power type 1 ≤ q ≤ 2 if ρ(u,E, S) ≤ γuq
for some γ > 0.
We note that, in comparison with the modulus of smoothness of a norm, the
modulus of smoothness of a function additionally depends on the chosen set S. That
is because a norm is a positive homogeneous function, thus its smoothness on the
whole space is defined by its smoothness on the unit sphere, which is not the case for
a general convex function.
Denote by Pq(S,X) the class of all uniformly smooth on S ⊂ X convex functions
with the modulus of smoothness of power type 1 < q ≤ 2. Note that Pq(S,X)
is completely different from the class Pq of uniformly smooth Banach spaces with
the norms of nontrivial power type since any uniformly smooth norm ‖·‖X is not
uniformly smooth as a function on any convex subset S ⊂ X containing 0. However,
it is shown in Borwein et al. 2009 that if ‖·‖X ∈ Pq then E(·) = ‖·‖
q
X ∈ Pq(S,X) for




In this chapter we introduce the Chebyshev Greedy Algorithm and show that the class
of Banach spaces for which the algorithm converges for all dictionaries and objective
elements is strictly between smooth and uniformly smooth Banach spaces.
We begin with the definition of the Orthogonal Greedy Algorithm (OGA, see De-
Vore and Temlyakov 1996), also known as the Orthogonal Matching Pursuit (see Pati,
Rezaiifar, and Krishnaprasad 1993). Let (H, 〈·, ·〉) be a real Hilbert space, D be a
dictionary, and f ∈ H be an objective element. Then the OGA of f with respect to
D is defined as follows.
Definition (OGA). Set f0 = f ∈ H and for each n ≥ 1
1. find any φn ∈ D such that
〈fn−1, φn〉 = sup
g∈D
〈fn−1, g〉,
2. denote Φn = span{φj}nj=1 and take
Gn = ProjΦn(f),
3. set fn = f −Gn.
The Chebyshev Greedy Algorithm (see Temlyakov 2001) is a generalization of the
OGA to the Banach space setting that utilizes norming functionals to measure how
close two elements of a Banach space are. Let (X, ‖·‖) be a real Banach space, D be
a dictionary, and f ∈ X be an objective element. Then the CGA of f with respect
to D is defined as follows.
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Definition (CGA). Set f0 = f ∈ X and for each n ≥ 1




2. denote Φn = span{φj}nj=1 and find any Gn ∈ Φn satisfying
‖f −Gn‖ = inf
G∈Φn
‖f −G‖ ,
3. set fn = f −Gn.
Note that if X is a Hilbert space then the CGA coincides with the OGA. We say
that the CGA of f converges if every realization of the algorithm provides a sequence
of approximations {Gn}∞n=1 that converges to f . Conversely, we say that the CGA
diverges if there exists such a realization that Gn 6→ f as n→∞.
We also note that these algorithms are largely theoretical since an element selected
on the first step might not exist in a general case. Moreover, we cannot expect that
in practice operations like finding norming functionals and approximants are exact
on all steps. For that reason we consider a more application-oriented version of the
CGA — the gAWCGA, which we discuss in details in chapter 4.
We first recall known results on convergence of the CGA. It is shown in Temlyakov
2001 that the CGA converges in all uniformly smooth Banach spaces for all dictionar-
ies and all objective elements of the space. However, the uniform smoothness of the
space is not necessary: it is shown in Dilworth, Kutzarova, and Temlyakov 2002 that
every separable reflexive Banach space X admits an equivalent norm for which the
CGA converges for any dictionary D and any element f ∈ X. Furthermore, one can
find a separable reflexive Banach space that does not admit an equivalent uniformly
smooth norm (e.g. see Beauzamy 1982). Thus, the condition of uniform smoothness
of a space can be weakened. In particular, it is shown in Dilworth, Kutzarova, and
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Temlyakov 2002 that if a reflexive Banach space X has the Kadec-Klee property and
a Fréchet differentiable norm, then the CGA converges for any dictionary D and any
element f ∈ X. Thus, uniform smoothness of the space is sufficient but not necessary
for the convergence of the CGA.
On the other hand, it is shown in Dubinin 1997 that the smoothness of the space
is equivalent to a decrease of norms of the remainders of the CGA for any dictionary
D and any element f ∈ X; thus it may seem that the smoothness might be the
necessary and sufficient condition. We disprove that hypothesis by constructing an
example of a smooth Banach space, a dictionary, and an element, for which the CGA
diverges. For completeness we will show the necessity of smoothness of the space as
well.
3.1 The Necessity of Smoothness
In this section we justify the necessity of smoothness of a space for the convergence
of the CGA. The following proposition shows that if X is not smooth, then for some
dictionary D and some function f , the CGA of f does not converge even if f is a
finite linear combination of the elements of the dictionary.
Proposition 3.1.1. In any non-smooth Banach space X there exists a dictionary D
and an element f ∈ A0(D) such that the CGA of f does not converge to f .
Proof. Since X is not smooth, there exists an element f ∈ SX with two norming
functionals F and F ′ such that F 6≡ F ′. Then there exists an element g ∈ X such
that F (g) 6= F ′(g). Without loss of generality assume that F (g) > F ′(g). Denote
g0 = α0
(




and g1 = α1 (g − F (g)f) , (3.1)
where α0 =
∥∥∥g − F (g)+F ′(g)2 f∥∥∥−1 and α1 = ‖g − F (g)f‖−1. Note that F (g0) > 0 and
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F ′(g0) < 0. Let {ej}j∈Λ be a dictionary in X. Consider the set of indices
Λ′ =
{














, where βj =




We claim that D = {±g0,±g1} ∪ {±e′j}j∈Λ′ is a dictionary as well. Indeed, take any
h ∈ X and pick any ε > 0. Then, since {ej}j∈Λ is a dictionary, there exist coefficients
{aj}j∈Λ such that
∥∥∥∥∥h− ∑j∈Λ ajej









































then h ∈ spanD, and D is a dictionary. Note that f ∈ span{g0, g1}, and thus
f ∈ A0(D). However, we claim that element g0 does not approximate f , i.e.
argmin
µ∈R
‖f − µg0‖ = 0.
Indeed, for any µ > 0
‖f + µg0‖ ≥ F (f + µg0) = 1 + µF (g0) > ‖f‖ ,
‖f − µg0‖ ≥ F ′(f − µg0) = 1− µF ′(g0) > ‖f‖ .
Additionally, the choice of the elements (3.1) and (3.2) of the dictionary D provides
F (g0) > 0,
F (g1) = 0,
F (e′j) = 0, for any j ∈ Λ′.
Then consider the following realization of CGA of f : for any n ≥ 1 choose φn = g0
and fn = f . Hence ‖fn‖ 6→ 0 and CGA does not converge.
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3.2 The Insufficiency of Smoothness
In this section we prove the insufficiency of smoothness of a space for the convergence
of the CGA. Concretely, we demonstrate a smooth Banach space, a dictionary, and
an element, for which the CGA diverges.
To construct the desired Banach space, we adopt the technique that was used
in Donahue et al. 1997 for proving the necessity of smoothness of a space for the
convergence of the incremental approximation. Namely, we re-norm `1 space by
introducing the sequence of recursively defined semi-norms {ϑn}∞n=1, each of which is
the `pn-norm of the previously calculated semi-norm ϑn−1 and the n-th coordinate of
the element, where the sequence {pn}∞n=1 decreases to 1 sufficiently fast. The reason
for such a complicated approach is that the constructed space must be smooth but
not uniformly smooth, which is already a non-trivial task. We note that an analogous
space was used in Livshitz 2003 to prove the insufficiency of smoothness of a space
for the convergence of the X-Greedy Algorithm.








Let {en}∞n=1 be the canonical basis in `1. Consider a sequence of non-linear functionals
{ϑn}∞n=0 defined as follows: for any x =
∑∞
n=1 xnen ∈ `1
ϑ0(x) = 0, and for any n ≥ 1




ϑ2(x) = (|x1|p2 + |x2|p2)1/p2 ,
ϑ3(x) =
(




We claim that ϑn is a norm on `n1 . Indeed, for any x ∈ `n1
ϑn(x) = 0 if and only if x = 0,
ϑn(λx) = |λ|ϑn(x) for any λ ∈ R.
We prove triangle inequality for ϑn(·) using induction by n. The base case n = 1
is obvious. Then, using Minkowski’s inequality, we obtain for any n > 1 and any
x, y ∈ `n1
ϑn(x+ y) = (ϑpnn−1(x+ y) + |xn + yn|pn)
1/pn
≤ ((ϑn−1(x) + ϑn−1(y))pn + (|xn|+ |yn|)pn)1/pn
≤ (ϑpnn−1(x) + |xn|pn)
1/pn + (ϑpnn−1(y) + |yn|pn)
1/pn
= ϑn(x) + ϑn(y).
Define the space X as
X = {x ∈ `1 : lim
n→∞
ϑn(x) <∞},
and the norm ‖·‖X on X as
‖x‖X = limn→∞ϑn(x).
Note that for any x ∈ `1 the sequence {ϑn(x)}∞n=0 is non-decreasing, and, therefore,
the limit always exists. Moreover, for any n ≥ 1





























































Therefore, by taking the limit by n→∞, we obtain for any x ∈ X
ρ ‖x‖1 ≤ ‖x‖X ≤ ‖x‖1 , (3.4)







> 0 by the choice of {pn}∞n=1 (3.3). Hence, the ‖·‖X-norm
is equivalent to ‖·‖1-norm, and X = (`1, ‖·‖X) is a Banach space. We note that while
we impose condition (3.3) to obtain the norms equivalence, the weaker restrictions
on the rate of decay of {pn}∞n=1 might be used (see Proposition 1 from Dowling et al.
1997).
Next, we show that the constructed space X is smooth. Namely, we prove that
for any element x ∈ X there is a unique norming functional Fx.
First, we establish the dual of X. Let {e∗n}∞n=1 be the canonical basis in `∞.





Similarly, we define the sequence of functionals {νn}∞n=0 as follows: for any sequence
a = ∑∞n=1 ane∗n ∈ `∞
ν0(a) = 0, and for any n ≥ 1
νn(a) = (νqnn−1(a) + |an|qn)
1/qn .
Consider the space
X∗ = {a ∈ `∞ : lim
n→∞
νn(a) <∞},
equipped with the norm
‖a‖X∗ = limn→∞ νn(a).
In the same way as above we show that ‖·‖X∗-norm and ‖·‖∞-norm are equivalent.

























qk max{|a1|, |a2|, . . . , |an|}.
Therefore, by taking the limit by n→∞, we obtain for any a ∈ X∗
‖a‖∞ ≤ ‖a‖X∗ ≤ ρ
−1 ‖a‖∞ ,
i.e. the ‖·‖X∗-norm is equivalent to ‖·‖∞-norm, and X∗ = (`∞, ‖·‖X∗) is a Banach
space.
We claim that X∗ is the dual of X. Indeed, for any x ∈ X and any a ∈ X∗ the
Hölder’s inequality provides for any N ∈ N
N∑
n=1
















|an||xn| ≤ ‖a‖X∗ ‖x‖X .
Similarly, using induction we obtain for any functional a(x) = ∑∞n=1 ajxj on X
sup
x∈SX
a(x) = ‖a‖X∗ ,
which completes the proof of the claim.
Consider the spaces Xn = (`n1 , ϑn(·)) and X∗n = (`n∞, νn(·)) — the initial segments
of X and X∗ respectively. We use induction to show that for any n ≥ 1 the space
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X∗n is strictly convex. Indeed, X∗1 = (R, | · |) is strictly convex, and for any n > 1
X∗n = X∗n−1 ⊕qn R
is strictly convex as a qn-sum of strictly convex spaces with 1 < qn < ∞ (see,
e.g., Beauzamy 1982). Therefore Xn is smooth as a predual of a strictly convex space
X∗n (e.g. Beauzamy 1982).
Lastly, we need the following technical lemma.
Lemma 3.2.1. Let x = ∑∞n=1 xnen be an element in X and Fx = ∑∞n=1 ane∗n be a







is a norming functional for xm = ∑mn=1 xnen ∈ Xm.





















Taking the limit as N →∞ we get
Fx(x) < ‖a‖X∗ ‖x‖X = ‖x‖X ,
which contradicts Fx(x) = ‖x‖.
Finally, we prove the smoothness of X in the following elegant way.
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Lemma 3.2.2 (S.J.Dilworth). The space X = (`1, ‖·‖X) is smooth.









n. Then Lemma 3.2.1 and the smoothness of













Find such m ∈ N that am 6= bm. Then, taking the limit as N → ∞ and taking into







FNx (em) = lim
N→∞





which contradicts am 6= bm and thus X is smooth.
We now need to establish the norming functionals in X. Take any element x =∑∞
n=1 xnen in X and consider a sequence of functionals {Fnx }∞n=0 defined as follows:
for any y = ∑∞n=1 ynen ∈ X
F0x(y) = 0, and for any n ≥ 1
Fnx (y) =











Lemma 3.2.3. Let x = ∑mn=1 xnen be an element in X. Then Fmx is the norming
functional for x.
Proof. We will use induction by m. For m = 1
F1x(y) = sgnx1 y1,
and F1x(x) = ϑ1(x) = ‖x‖X , |F1x(y)| = ϑ1(y) = ‖y‖X . For m > 1
Fmx (y) =








= ϑm(x) = ‖x‖X ,
and induction hypothesis and Hölder’s inequality provide
|Fmx (y)| ≤




m−1 (x)ϑm−1(y) + |xm|pm−1|ym|
ϑpm−1m (x)
≤ (ϑpmm−1(y) + |ym|pm)
1/pm = ϑn(y) = ‖y‖X .
Thus, we have established the norming functionals Fn in the initial segments Xn.
In particular, for any x, y ∈ X






(sgnx1|x1|p2−1y1 + sgnx2|x2|p2−1y2)ϑp3−p22 (x) + sgnx3|x3|p3−1y3
ϑp3−13 (x)
.
We now choose a dictionary D in X and an element f ∈ X such that CGA of f
diverges. Without loss of generality assume tn = 1 for each n ≥ 1, i.e. an element of
the dictionary that maximizes Ffn−1 is chosen on each step. Let
g0 = e1 + e2 + e3,
gk = ek + ek+1 for each k ≥ 1,
and take D = {±gn/ ‖gn‖X}∞n=0. Note that for any k ≥ 1
‖gk‖X = 2
1/pk+1 ≤ 21/p2 <
(
1 + 2p3/p2
)1/p3 = ‖g0‖X . (3.5)
Take f = e1 ∈ X, then f = g0 − g2 ∈ A0(D). We will show that the CGA diverges
even for such a simple element. We claim that for any m ≥ 1
φm = ±gm/ ‖gm‖X , (3.6)
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where by ± we understand some sign — plus or minus. We will prove this claim
using induction by m.
Consider the case m = 1. Lemma 3.2.3 provides Ff = F1f , thus
|F1f (g0)| = 1,
|F1f (g1)| = 1,
|F1f (gk)| = 0 for any k > 1.
Then estimate (3.5) guarantees that φ1 = ±g1/ ‖g1‖X .
Consider the case m > 1. By induction hypothesis the elements
±g1/ ‖g1‖X ,±g2/ ‖g2‖X , . . . ,±gm−1/ ‖gm−1‖X
were chosen on previous steps. Then fm−1 =
∑m
n=1 cnen for some coefficients {cn}mn=1,
and therefore Ffm−1 = Fmfm−1 by Lemma 3.2.3. Note that fm−1 ∈ X
m, which is a
uniformly smooth space since it is smooth and finitely-dimensional. Hence, applying
Lemma G we obtain that Ffm−1(gk) = 0 for any k = 1, . . . ,m− 1, i.e.
Fmfm−1(g1) =
sgn c1|c1|p2−1 + sgn c2|c2|p2−1
ϑp2−12 (fm−1) . . . ϑpm−1m (fm−1)
= 0,
Fmfm−1(g2) =
sgn c2|c2|p2−1ϑp3−p22 (fm−1) + sgn c3|c3|p3−1




sgn cm−1|cm−1|pm−1−1ϑpm−pm−1m−1 (fm−1) + sgn cm|cm|pm−1
ϑpm−1m (fm−1)
= 0.
From these equalities we derive
|c2|p2−1 = |c1|p2−1,
|c3|p3−1 = |c2|p2−1ϑp3−p22 (fm−1),
· · ·
|cm|pm−1 = |cm−1|pm−1−1ϑpm−pm−1m−1 (fm−1),
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and estimate (3.5) guarantees that φm = ±gm/ ‖gm‖X , which completes the proof of
assumption (3.6).
Hence, the element ±g0/ ‖g0‖X will not be chosen and Φn = span {g1, . . . , gn} for
any n ≥ 1. Then the equivalence of the norms (3.4) provides
‖fn‖X = infG∈Φn ‖f −G‖X ≥ ρ infG∈Φn ‖f −G‖1 = ρ 6→ 0 as n→∞,
i.e. the CGA of f diverges.
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Chapter 4
Generalized Approximate Weak Chebyshev
Greedy Algorithm
In Chapter 3 we introduced the Chebyshev Greedy Algorithm and discussed the class
of Banach spaces for which the algorithm converges. Specifically, we established that
this class is strictly between smooth and uniformly smooth Banach spaces.
In this chapter we introduce the generalized ApproximateWeak Chebyshev Greedy
Algorithm — an application-oriented modification of the CGA — and analyze its con-
vergence in uniformly smooth Banach spaces. In the gAWCGA it is allowed on every
step of the algorithm to pick a sub-optimal element of the dictionary as well as to
perform all calculations with some controlled inaccuracies (in term of both absolute
and relative errors), thus making the realization of the algorithm always possible, as
well as making it computationally easier.
We define the following sequences, which represent the inaccuracies in calculating
the steps of the gAWCGA. A weakness sequence {(tn, t′n)}∞n=1 (represents inaccuracies
in choosing atoms {φn}∞n=1) is such that 0 ≤ tn ≤ 1 and t′n ≥ 0 for all n ≥ 1. A
perturbation sequence {(δn, δ′n)}∞n=0 (represents inaccuracies in computing norming
functionals {Fn}∞n=0) is such that δn ≥ 0 and δ′n ≥ 0 for all n ≥ 0. An error sequence
{(ηn, η′n)}∞n=1 (represents inaccuracies in computing approximations {Gn}∞n=1) is such
that ηn ≥ 0 and η′n ≥ 0 for all n ≥ 1. By η∞ and η′∞ we denote the least upper
bounds of the sequences {ηn}∞n=1 and {η′n}∞n=1, respectively.
For a Banach space X, a dictionary D, and an element f ∈ X, the general-
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ized Approximate Weak Chebyshev Greedy Algorithm with a weakness sequence
{(tn, t′n)}∞n=1, a perturbation sequence {(δn, δ′n)}∞n=0, and an error sequence {(ηn, η′n)}∞n=1
is defined as follows.
Definition (gAWCGA). Set f0 = f and for each n ≥ 1
1. take any functional Fn−1 satisfying
‖Fn−1‖ ≤ 1 and Fn−1(fn−1) ≥ (1− δn−1) ‖fn−1‖ − δ′n−1, (4.1)
2. find any φn ∈ D such that
Fn−1(φn) ≥ tn sup
g∈D
Fn−1(g)− t′n, (4.2)
3. denote Φn = span{φj}nj=1 and find any Gn ∈ Φn satisfying
‖f −Gn‖ ≤ (1 + ηn) inf
G∈Φn
‖f −G‖+ η′n, (4.3)
4. set fn = f −Gn.
Note that if for every n ≥ 1 either tn < 1 or t′n > 0 then there exists a possible
realization of the algorithm for any Banach space X, any dictionary D, and any
element f ∈ X. We say that the gAWCGA of f converges if every realization of
the algorithm provides a sequence of approximations {Gn}∞n=1 that converges to f .
Conversely, we say that the gAWCGA diverges if there exists such a realization that
Gn 6→ f as n→∞.
If there are no inaccuracies, i.e. tn = 1 and t′n = δn−1 = δ′n−1 = ηn = η′n = 0 for
all n ≥ 1 then the gAWCGA coincides with the CGA. Note also that if t′n = δn−1 =
δ′n−1 = ηn = η′n = 0 for all n ≥ 1 then the gAWCGA coincides with the WCGA which
was studied in Temlyakov 2001 and Dilworth, Kutzarova, and Temlyakov 2002. In
the case t′n = δ′n−1 = η′n = 0 the gAWCGA coincides with the AWCGA which was
studied in Temlyakov 2005 and Dereventsov 2016.
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4.1 Convergence of the gAWCGA
In this section we investigate the behavior of the gAWCGA in a uniformly smooth
Banach space X and obtain the necessary and sufficient conditions on the weakness,
perturbation, and error sequences that guarantee the convergence of the gAWCGA
for all dictionaries D ⊂ X and all elements f ∈ X. We understand the necessity of
conditions in the following way: if at least one of the stated conditions does not hold,
one can find a uniformly smooth Banach space X, a dictionary D, and an element
f ∈ X such that the gAWCGA of f with the given weakness, perturbation, and error
sequences, diverges. We note that in our case such a Banach space and dictionary
need not be complicated. In fact, we demonstrate that an example of the divergent
gAWCGA can be found even in `p space with the canonical basis as a dictionary.
We also note that while we are interested in the question of strong convergence of
the CGA and its modifications, the more general setting was considered in Dilworth,
Kutzarova, and Temlyakov 2002.
We begin this section by recalling the known results concerning the convergence
of the CGA and its modifications in uniformly smooth Banach spaces.
For a weakness sequence {tn}∞n=1 and a number 0 < θ ≤ 1/2 we define a sequence
of positive numbers {ξn}∞n=1 which satisfy the equality ρ(ξn) = θtnξn for each n ≥ 1.
It is shown in Temlyakov 2001 that if a Banach space is uniformly smooth then for
any 0 < θ ≤ 1/2 the sequence {ξn}∞n=1 exists and is uniquely determined by the
sequence {tn}∞n=1.
The first result states the sufficient conditions for the convergence of the WCGA.
Theorem A (Temlyakov 2001, Theorem 2.1). The WCGA with a weakness sequence
{tn}∞n=1 converges for any uniformly smooth Banach space X, any dictionary D, and





The next theorem gives the sufficient conditions for the convergence of the AWCGA.
Theorem B (Temlyakov 2005, Theorem 2.2). The AWCGA with a weakness sequence
{tn}∞n=1, a perturbation sequence {δn}∞n=0, and an error sequence {ηn}∞n=1 converges











We will prove the following theorem that states that a similar result holds for the
convergence of the gAWCGA with somewhat weaker restrictions on the approxima-
tion parameters. Specifically, we require the parameters to be sufficiently small only
along some increasing sequence of natural numbers {nk}∞k=1.
Theorem 4.1.1 (Dereventsov 2017, Theorem 1). The gAWCGA with a weakness
sequence {(tn, t′n)}∞n=1, a perturbation sequence {(δn, δ′n)}∞n=0, and an error sequence
{(ηn, η′n)}∞n=1 converges for any uniformly smooth Banach space X, any dictionary





η′n = 0, (4.4)






t′nk+1 = o(tnk+1), (4.6)
δnk = o(tnk+1ξnk+1), (4.7)
δ′nk = o(tnk+1ξnk+1), (4.8)
ηnk = o(tnk+1ξnk+1), (4.9)
η′nk = o(tnk+1ξnk+1). (4.10)
If the modulus of smoothness of a space is of a nontrivial power type, the previous
theorems can be rewritten in a form that states the necessary and sufficient conditions
for the convergence.
Theorem C (Temlyakov 2001, Corollary 2.1). The WCGA with a weakness sequence
{tn}∞n=1 converges for any uniformly smooth Banach space X ∈ Pq, and any dictionary




where p = q/(q − 1).
The next theorem gives the necessary and sufficient conditions for the convergence
of the AWCGA.
Theorem D (Dereventsov 2016, Theorem 1). The AWCGA with a weakness sequence
{tn}∞n=1, a perturbation sequence {δn}∞n=0, and an error sequence {ηn}∞n=1 converges
for any uniformly smooth Banach space X ∈ Pq, any dictionary D, and any element















where p = q/(q − 1).
We will prove the following result that states the necessary and sufficient condi-
tions for the convergence of the gAWCGA.
Theorem 4.1.2 (Dereventsov 2017, Theorem 2). The gAWCGA with a weakness
sequence {(tn, t′n)}∞n=1, a perturbation sequence {(δn, δ′n)}∞n=0, and an error sequence
{(ηn, η′n)}∞n=1 converges for any uniformly smooth Banach space X ∈ Pq, any dictio-





η′n = 0, (4.11)

















where p = q/(q − 1).
The following corollary states that if the weakness parameter {tn}∞n=1 is separated
from zero (e.g. tn = t > 0 for all n) then the gAWCGA converges as long as η′n goes
to zero and other inaccuracy parameters go to zero along the same subsequence.
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Corollary 4.1.3. Let lim infn→∞ tn > 0. Then the gAWCGA with a weakness se-
quence {(tn, t′n)}∞n=1, a perturbation sequence {(δn, δ′n)}∞n=0, and a bounded error se-
quence {(ηn, η′n)}∞n=1 with limn→∞ η′n = 0, converges for any uniformly smooth Banach




t′n+1 + δn + δ′n + ηn
)
= 0.
The last two corollaries state that the conditions for the convergence of the
gAWCGA are the same as for the WCGA if inaccuracy sequences are from the `1
space.
Corollary 4.1.4. Let {t′n}∞n=1 ∈ `1, {δn}∞n=0 ∈ `1, {δ′n}∞n=0 ∈ `1, {ηn}∞n=1 ∈ `1, and
{η′n}∞n=1 ∈ `1. Then the gAWCGA with a weakness sequence {(tn, t′n)}∞n=1, a perturba-
tion sequence {(δn, δ′n)}∞n=0, and a bounded error sequence {(ηn, η′n)}∞n=1 converges for
any uniformly smooth Banach space X, any dictionary D, and any element f ∈ X if




Corollary 4.1.5. Let {t′n}∞n=1 ∈ `1, {δn}∞n=0 ∈ `1, {δ′n}∞n=0 ∈ `1, {ηn}∞n=1 ∈ `1, and
{η′n}∞n=1 ∈ `1. Then the gAWCGA with a weakness sequence {(tn, t′n)}∞n=1, a pertur-
bation sequence {(δn, δ′n)}∞n=0, and a bounded error sequence {(ηn, η′n)}∞n=1 converges
for any uniformly smooth Banach space X ∈ Pq, any dictionary D, and any element




4.2 Rate of Convergence of the gAWCGA
In this section we analyze the relation between the error sequences and the rate of
convergence of the gAWCGA in uniformly smooth Banach spaces. In particular, we
give such estimates on the inaccuracy parameters that the convergence rate of the
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gAWCGA is of the same order as the convergence rate of the WCGA. Moreover, we
show the trade-off between inaccuracy parameters and the convergence rate.
It is known that in order to get a nontrivial rate of approximation, an additional
requirement has to be imposed on an objective element. Traditionally for this area,
we restrict to the elements from the class A1(D) — the closure of the convex hull of
D. We start with the known result for the rate of convergence of the WCGA.
Theorem E (Temlyakov 2001, Theorem 2.2). Let X ∈ Pq be a Banach space and D
be any dictionary. Let {tn}∞n=1 be a weakness sequence. Then for any f ∈ A1(D) the









where p = q/(q − 1).
In particular, Theorem E implies that the CGA satisfies the estimate
‖fn‖ ≤ 2(2γ)1/qn−1/p. (4.18)
The next result states the rate of convergence of an adaptive AWCGA, where
adaptive means that the perturbation and error sequences are determined by the
AWCGA applied to a given element f ∈ A1(D). This theorem gives such an estimate
on inaccuracy parameters that the convergence rate of the AWCGA is the same as
of the WCGA.
Theorem F (Temlyakov 2005, Theorem 2.4). Let X ∈ Pq be a Banach space and
D be any dictionary. Let {tn}∞n=1 be a weakness sequence, {δn}∞n=0 be a perturbation
sequence, and {ηn}∞n=1 be an error sequence satisfying










, n ≥ 1, (4.20)
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We prove the following theorem, which is a generalization of Theorem F for the
gAWCGA but with conditions (4.19) and (4.20) imposed only on some subsequence
{nk}∞k=1. For convenience denote η0 = η′0 = n0 = 0.
Theorem 4.2.1. Let X ∈ Pq be a Banach space and D be any dictionary. Let
{(tn, t′n)}∞n=1 be a weakness sequence, {(δn, δ′n)}∞n=0 be a perturbation sequence, and
{(ηn, η′n)}∞n=1 be an error sequence satisfying for some subsequence {nk}∞k=0

























where p = q/(q − 1) and the non-negative sequences {Tk}∞k=0, {Dk}∞k=0, {D′k}∞k=0,
{Hk}∞k=0, and {H ′k}∞k=0 are such that for any k ≥ 0
αk := (2qγ)−1/qp−1/p(1− Tk −Dk −D′k)
− (3 +Hk +H ′k)(Dk +D′k +Hk +H ′k)1/p > 0. (4.26)
Then for any f ∈ A1(D) the gAWCGA of f satisfies for any m ≥ 0










Theorem 4.2.1 describes how the error sequences affect the rate of convergence of
the gAWCGA and shows the trade-offs between different inaccuracy parameters and
the convergence rate. We note that while an estimate on the rate of convergence of
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the gAWCGA is provided only on the steps {nk}∞k=0, the general estimate for ‖fn‖
can be obtained using condition (4.2):










where N = max{N ∈ Z+ : nN ≤ n}.
Note also that once a subsequence {nk}∞k=0 for which conditions (4.21)–(4.25) hold
is found, only the choice of elements φnk is essential for the rate of convergence, so
arbitrary elements φj can be chosen on other steps.
We state several corollaries that give concrete bounds for the inaccuracy sequences.
The following results give an example of such error sequences that the convergence
rate of the gAWCGA is of the same order as the one of the CGA (4.18).
Corollary 4.2.2. Let X ∈ Pq be a Banach space and D be a dictionary. Let f ∈
A1(D), 0 < τ ≤ 1, and the sequences {t′n}∞n=1, {(δn, δ′n)}∞n=0, and {(ηn, η′n)}∞n=1 be
such that for any n ≥ 1
t′n+1 = 12−pγ1−pτEn,
δn = .25 12−pγ1−pτ p min{‖fn‖p , 1},
δ′n = .25 12−pγ1−pτ p min{‖fn‖
p+1 , 1},
ηn = .25 12−pγ1−pτ pEpn,
η′n = .25 12−pγ1−pτ pEp+1n ,
where p = q/(q−1). Then the gAWCGA of f with the weakness sequence {(τ, t′n)}∞n=1,
the perturbation sequence {(δn, δ′n)}∞n=0, and the error sequence {(ηn, η′n)}∞n=1 satisfies





The following corollary is similar to the previous one but imposes restrictions
on the sequences t′n, δn, and δ′n only on some subsequence {nk}∞k=1 with bounded
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increments. Thus, the gAWCGA will converge with the same rate as the CGA as
long as adequately precise computations are made sufficiently often.
Corollary 4.2.3. Let X ∈ Pq be a Banach space and D be a dictionary. Let f ∈
A1(D), 0 < τ ≤ 1, and the sequences {t′n}∞n=1, {(δn, δ′n)}∞n=0, and {(ηn, η′n)}∞n=1 be
such that for some subsequence {nk}∞k=1 with M = sup
k∈N
|nk+1 − nk| <∞
t′nk+1 = 12
−pγ1−pτEnk ,
δnk = .25 12−pγ1−pτ p min{‖fnk‖
p , 1},
δ′nk = .25 12
−pγ1−pτ p min{‖fnk‖
p+1 , 1},
ηk = .25 12−pγ1−pτ pEpk ,
η′k = .25 12−pγ1−pτ pE
p+1
k ,
where p = q/(q−1). Then the gAWCGA of f with the weakness sequence {(τ, t′n)}∞n=1,
the perturbation sequence {(δn, δ′n)}∞n=0, and the error sequence {(ηn, η′n)}∞n=1 satisfies





If the modulus of smoothness of a space is known, we might get weaker restrictions
on the error sequences and better estimates on the convergence rate. In the following
two results, we give the rate of convergence of the adaptive gAWCGA for `p spaces.
Corollary 4.2.4. Let X = `q, 1 < q ≤ 2 and D be a dictionary. Let f ∈ A1(D),
0 < τ ≤ 1, and the sequences {t′n}∞n=1, {(δn, δ′n)}∞n=0, and {(ηn, η′n)}∞n=1 be such that
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where p = q/(q−1). Then the gAWCGA of f with the weakness sequence {(τ, t′n)}∞n=1,
the perturbation sequence {(δn, δ′n)}∞n=0, and the error sequence {(ηn, η′n)}∞n=1 satisfies





Corollary 4.2.5. Let X = `q, 2 ≤ q < ∞ and D be a dictionary. Let f ∈ A1(D),
0 < τ ≤ 1, and the sequences {t′n}∞n=1, {(δn, δ′n)}∞n=0, and {(ηn, η′n)}∞n=1 be such that




















Then the gAWCGA of f with the weakness sequence {(τ, t′n)}∞n=1, the perturbation









4.3 Proofs for Section 4.1
In this section we give proofs of Theorems 4.1.1 and 4.1.2. First, we recall some
known results.
Lemma G (Temlyakov 2001, Lemma 2.1). Let X be a uniformly smooth Banach
space and L be a finite-dimensional subspace of X. For any f ∈ X \ L denote by fL
the best approximant of f from L. Then for any φ ∈ L
Ff−fL(φ) = 0.




F (g) = sup
g∈A1(D)
F (g).
We will also use several technical results from Temlyakov 2005 rewritten for the
gAWCGA.
Lemma 4.3.1. Let X be a Banach space with the modulus of smoothness ρ(u). Then
for any φ ∈ Φn











Proof. Take any φ from Φn. By the definition of the modulus of smoothness (2.3) for
any λ > 0








Assume that Fn(φ) ≥ 0 (case Fn(φ) < 0 is handled similarly). Then, using (4.1), we
obtain
‖fn + λφ‖ ≥ Fn (fn + λφ) ≥ (1− δn) ‖fn‖ − δ′n + λFn(φ),
thus
‖fn − λφ‖ ≤ ‖fn‖
(





+ δ′n − λFn(φ).
44
On the other hand, by (4.3)









+ δ′n + η′n












Lemma 4.3.2. Let X be a Banach space with the modulus of smoothness ρ(u). Take
a number ε ≥ 0 and two elements f and h from X such that ‖f − h‖ ≤ ε and
h/A ∈ A1(D) with some number A = A(ε) > 0. Then
|Fn(φn+1)| ≥ tn+1A−1 ((1− δn) ‖fn‖ − δ′n − βn(Gn)− ε)− t′n+1.
Proof. Condition (4.2) and Lemma H provide
|Fn(φn+1)| ≥ tn+1 sup
g∈D
|Fn(g)| − t′n+1 = tn+1 sup
g∈A1(D)
|Fn(g)| − t′n+1.
Taking g = h/A ∈ A1(D) we obtain
sup
g∈A1(D)
|Fn(g)| ≥ A−1|Fn(h)| ≥ A−1 (|Fn(f)| − ε)
≥ A−1 (|Fn(fn)| − |Fn(Gn)| − ε) .
Hence condition (4.1) and Lemma 4.3.1 provide
|Fn(φn+1)| ≥ tn+1A−1 ((1− δn) ‖fn‖ − δ′n − βn(Gn)− ε)− t′n+1.
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Lemma 4.3.3. Let X be a Banach space with the modulus of smoothness ρ(u). Take
a number ε ≥ 0 and two elements f and h from X such that ‖f − h‖ ≤ ε and












(1− δn) ‖fn‖ − δ′n − βn(Gn)− ε
)+ µt′n+1.
Proof. By the definition of the modulus of smoothness (2.3) for any µ ≥ 0








Assume that Fn(φn+1) ≥ 0 (case Fn(φn+1) < 0 is handled similarly). Then, using (4.1)
and Lemma 4.3.2, we get
‖fn + µφn+1‖ ≥ Fn (fn + µφn+1) ≥ (1− δn) ‖fn‖ − δ′n + µ|Fn(φn+1)|
≥ (1− δn) ‖fn‖ − δ′n
+ µtn+1A−1 ((1− δn) ‖fn‖ − δ′n − βn(Gn)− ε)− µt′n+1.
Thus
‖fn − µφn+1‖ ≤ ‖fn‖
(










(1− δn) ‖fn‖ − δ′n − βn(Gn)− ε
)
+ µt′n+1.
On the other hand, since Em ≤ En+1 ≤ ‖fn − µφn+1‖ for any µ ≥ 0,
Em ≤ ‖fn‖








(1− δn) ‖fn‖ − δ′n − βn(Gn)− ε
)+ µt′n+1.
Taking an infimum over all µ ≥ 0 completes the proof.
We are now ready to prove Theorem 4.1.1.
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Proof of Theorem 4.1.1. Assume that for some element f ∈ X the gAWCGA does
not converge. Note that then the monotone sequence {En}∞n=1 does not converge to





((1 + η∞)En + η′n) = 0.
Thus there exists a number α > 0 such that for any n ≥ 1
‖fn‖ ≥ En ≥ α. (4.27)
Denote Cf = (2 + η∞) ‖f‖ + η′∞ < ∞, where η∞ = supn≥1 ηn and η′∞ = supn≥1 η′n.
Then inequality (4.3) gives for any n ≥ 1
‖fn‖ ≤ (1 + η∞) ‖f‖+ η′∞ ≤ Cf ,
‖Gn‖ ≤ ‖fn‖+ ‖f‖ ≤ Cf .
(4.28)























+ 2ρ (λCf )
)
and, due to conditions (4.6)–(4.10) and the inequality 0 ≤ θtnξn ≤ 1, there exists a
number K ≥ 1 such that for any k ≥ K the following estimates hold with θ = α224ACf :(1
2 − δnk
)







(1 + ηnk)(1− 3θξnk+1tnk+1) ≤ 1− 2θξnk+1tnk+1, (4.31)
η′nk + αξnk+1t
′
nk+1 ≤ αθξnk+1tnk+1. (4.32)
Take ε = α/2 and find an element h ∈ X such that ‖f − h‖ ≤ ε and h/A ∈ A1(D) for
some A > 0. Then Lemma 4.3.3, assumption (4.27), and estimates (4.28) and (4.29)
47
provide for any k ≥ K
Enk+1 ≤ infµ≥0 ‖fnk‖
































≤ ‖fnk‖ (1− 3θξnk+1tnk+1) + αξnk+1t′nk+1
≤ Enk (1− 2θξnk+1tnk+1) + η′nk + αξnk+1t
′
nk+1
≤ Enk (1− θξnk+1tnk+1) . (4.33)
Note that condition (4.5) implies that the infinite product ∏∞k=1 (1− θξnk+1tnk+1)
diverges to 0. Then, recursively applying estimate (4.33), we obtain for sufficiently














i.e. the gAWCGA of f converges to f .
We will use the following simple lemma to prove Theorem 4.1.2.
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Lemma 4.3.4. Let q > 1, a ≥ 0 and b ≥ 1. Then
(a+ bq)1/q ≤ a+ b.
Proof. Due to the convexity of (1 + x)q we have for any x ≥ 0
(1 + x)q ≥ 1 + qx.
Then by taking x = a/b we get
(a+ b)q = bq(1 + x)q ≥ bq(1 + qx) = bq + aqbq−1 ≥ a+ bq.
Proof of Theorem 4.1.2. We start with the proof of the sufficiency. Assume that
conditions (4.12)–(4.17) hold for some subsequence {nk}∞k=1. Choose any number
0 < θ ≤ 1/2 and find the corresponding sequence {ξn}∞n=1. Then using the definition















and conditions (4.12)–(4.17) imply that conditions (4.5)–(4.10) hold for the subse-
quence {nk}∞k=1 and any 0 < θ ≤ 1/2. Therefore Theorem 4.1.1 guarantees conver-
gence of the gAWCGA for any dictionary D and any element f ∈ X.
We prove the necessity of the stated conditions by giving a counterexample.
Namely, we assume that at least one of conditions (4.11)–(4.17) fails, and give an
example of such a Banach space X ∈ Pq, a dictionary D, and an element f ∈ D that
the gAWCGA of f diverges.
Let X = `q ∈ Pq and D = {±en}∞n=0, where {en}∞n=0 is the canonical basis in `q.
49
Assume that condition (4.11) fails, i.e. that there exist a subsequence {nk}∞k=1
and a number α > 0 such that for any k ≥ 1
ηnk ≥ αk or η′nk ≥ α.
Then take a positive non-increasing sequence {aj}∞j=1 ∈ `q such that





for any k ≥ 1. Denote f = ∑∞j=1 ajej ∈ `q and consider the following realization of
the gAWCGA of f :




For n ∈ {nk}∞k=1 choose Fn−1 to be the norming functional for fn−1, φn = en and
Gn = αe1 +
∑n





1/q ≤ α + Enk ,
and either
‖fnk‖q ≤ Enk + η
′
nk
or ‖fnk‖q ≤ (1 + αk)Enk ≤ (1 + ηnk)Enk .
Then for any k ≥ 1 norm of the remainder ‖fnk‖q ≥ α, hence ‖fn‖q 6→ 0 and the
gAWCGA of f diverges.
Assume now that conditions (4.12)–(4.17) do not hold, i.e. for any subsequence


















For a number α > 0 define sets
Λ1 = {n > 1 : δn−1 + δ′n−1 ≥ αtpn or ηn−1 + η′n−1 ≥ αtpn or t′n ≥ α1/ptn}




Indeed, if ∑j∈Λ2 tpj = ∞ for any α > 0 then for every k ≥ 1 consider α(k) = 1/k,
and choose a sequence of disjoint finite sets {Γk}∞k=1, where Γk ⊂ Λ2(k) is such that∑
j∈Γk t
p
j ≥ 1. Hence by considering the union ∪∞k=1(Γk +{−1}) (where + denotes the
Minkowski addition), we receive the subsequence for which conditions (4.12)–(4.17)
hold, which contradicts the aforementioned assumption. Fix an α > 0 for which
claim (4.34) holds, and find corresponding sets Λ1 and Λ2.








j ej and consider the
following realization of the gAWCGA of f :





j ej. Then for any n ≥ 1 norm of the remainder ‖fn‖q ≥ 1, hence the
gAWCGA of f diverges.
Consider the case |Λ1| =∞. Take any such non-negative sequence {aj}j∈Λ1 that





























We claim that for some realization of the gAWCGA of f the indices from Λ1 will not
be chosen. Namely, we show that there exists such a realization that for any n ≥ 1
the set Γn of indices of ej chosen on the first n steps of the algorithm and the n-th
51
remainder fn satisfy the following relations:
Γn ∩ Λ1 = ∅,










where Λ(n)2 = Λ2 \ Γn. Consider the following realization of the gAWCGA of f :
For n = 1 choose









Then, since aj ≤ 1, we get
F0(e0) = 0,
F0(ej) ≤ (αβq)1/p ‖f‖−q/pq , for any j ∈ Λ1,
F0(ej) = tj(αβq)1/p ‖f‖−q/pq for any j ∈ Λ2,
and choosing φ1 = e1 satisfies (4.2) since 1 ∈ Λ2. Thus Γ1 = {1}, and taking










satisfies (4.3) since the estimate










and Lemma 4.3.4 provide
‖f1‖q = β










≤ β(η1 + η′1) + E1
≤ (1 + η1)E1 + η′1.
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Hence for n = 1 claim (4.35) holds.
For n ≥ 1, provided



























satisfies (4.1) since the estimate
β ≤ ‖fn‖q = β











and Hölder’s inequality provide
|Fn(x)| ≤
(















(1 + δn + δ′n)1/p ‖fn‖
q/p
q
≥ (1− δn) ‖fn‖q − δ
′
n,
where the last inequality holds since ‖fn‖q ≤ 1 and
(1 + δn + δ′n)1/p((1− δn) ‖fn‖q − δ
′
n)
≤ (1 + δn + δ′n)1/p(1− δn − δ′n) ‖fn‖q
= (1− (δn + δ′n)2)1/p(1− δn − δ′n)1/q ‖fn‖q
≤ ‖fn‖q .
Hence such choice of a functional is admissible. LetAn =
(






Then, since aj ≤ 1, we get
Fn(e0) = (δn + δ′n)1/pAn,
Fn(e1) = (ηn + η′n)1/pAn,
Fn(ej) ≤ α1/pAn for any j ∈ Λ1,
Fn(ej) = tjα1/pAn for any j ∈ Λ(n)2 ,
Fn(ej) = 0 for any j ∈ Γn \ {0, 1}.
If n+ 1 ∈ Λ2 we choose φn+1 = en+1. Otherwise n+ 1 ∈ Λ1, and by definition of the
set at least one of the following inequalities holds:
Fn(e0) ≥ tn+1α1/pAn ≥ tn+1α1/pAn − t′n+1,
Fn(e1) ≥ tn+1α1/pAn ≥ tn+1α1/pAn − t′n+1,
tn+1 sup
g∈D
Fn(g)− t′n+1 ≤ tn+1α1/pAn − α1/ptn+1 ≤ 0.
Then we choose φn+1 = e0 or φn+1 = e1. In either case Γn+1 ∩ Λ1 = ∅ and taking










satisfies (4.3) since the estimate










and Lemma 4.3.4 provide
‖fn+1‖q = β










≤ β(ηn+1 + η′n+1) + En+1
≤ (1 + ηn+1)En+1 + η′n+1.
Hence claim (4.35) holds for any n ≥ 1. Thus ‖fn‖ ≥ β 6→ 0 and the gAWCGA of f
diverges.
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Corollaries 4.1.4 and 4.1.5 are obtained using Theorems 4.1.1 and 4.1.2, and the
following simple fact.








Then there exists a subsequence {nk}∞k=1 such that
∞∑
k=1
bnk =∞ and ank = o(bnk).
We also note that in corollary 4.1.5 the sequence {t′n}∞n=1 can be taken from `p
rather than `1, we consider it to be from `1 only for the simplicity of formulation.
4.4 Proofs for Section 4.2
In this section we give proofs of Theorem 4.2.1 and Corollaries 4.2.2–4.2.5.
Proof of Theorem 4.2.1. Take any f ∈ A1(D). Then Lemma 4.3.3 applied with the
subsequence {nk}∞k=1 provides with ε = 0 and A = 1
Enk+1 ≤ infµ≥0 ‖fnk‖
































(Dk +D′k +Hk +H ′k)t
p
nk+1 ‖fnk‖
p + 2γλq ‖Gnk‖
q
)
= (2qγ)1/qp1/p ‖Gnk‖ (Dk +D′k +Hk +H ′k)1/ptnk+1 ‖fnk‖ .
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Denote D̃k = Dk +D′k and H̃k = Hk +H ′k. Then using condition (4.3), the estimate
‖En‖ ≤ ‖f‖ ≤ 1 for any n ≥ 0, and the triangle inequality we get













Enk ≤ 2 + H̃k,
and thus
βnk(Gnk) ≤ γ0Ξk ‖fnk‖ ,












(tnk+1((1−Dk) ‖fnk‖ −D′k ‖fnk‖ − γ0Ξk ‖fnk‖)− Tktnk+1 ‖fnk‖)
= µtnk+1
(









































Hence by substituting this estimate in (4.36) we obtain
Enk+1 ≤ ‖fnk‖
[









































γ−10 (1− Tk − D̃k)− Ξk
)p








where the last two inequalities hold since Ξk = (2 + H̃k)(D̃k + H̃k)1/p and
(










γ−10 (1− Tk − D̃k)− (3 + H̃k)(D̃k + H̃k)1/p
)p
= αpk > 0
by condition (4.26). By the same argument
0 < αpk =
(








γ−10 (1− Tk − D̃k)− Ξk
)p






γ−10 (1− Tk − D̃k)− Ξk
)p















We claim that αk < 1 for any k ≥ 0. Indeed, note that for any u > 0 and any
x, y ∈ SX
γuq ≥ ρ(u) ≥ 12 (‖x+ uy‖+ ‖x− uy‖ − 2) .
In particular, taking u = 2 and x = y we get γ ≥ 2−q. Then
αpk =
(













































For m = 0 we have
En0 ≤ E0 = ‖f‖ ≤ 1,





























since by the assumption estimate (4.40) is correct for m. Thus the induction holds.
Then for any m ≥ 0
‖fnm‖ ≤ (1 + ηnm)Enm + η′nm ≤ (1 + H̃m)Enm









since condition (4.26) provides
0 < αm = γ−10 (1− Tm − D̃m)− (3 + H̃m)(D̃m + H̃m)1/p
≤ 1− 3H̃1/pm .
Proof of Corollary 4.2.2. We will show that the error sequences satisfy condition (4.26).
For the given sequences we have Tk = 12−pγ1−p and Dk = D′k = Hk = H ′k =
.25 12−pγ1−p for all k ≥ 0. First, note that (2qγ)1/qp1/p ≤ 3γ1/q. Then, using the
estimate γ ≥ 2−q, we obtain
(2qγ)1/qp1/pαk ≥ 1− Tk −Dk −D′k − 3γ1/q(3 +Hk +H ′k)(Dk +D′k +Hk +H ′k)1/p




≥ 1− 1.5 6−p − .25(3 + .5 6−p) = .25− 1.625 6−p ≥ .2
and
αk ≥ .2 (2qγ)−1/qp−1/p ≥
1
15γ
−1/q > 0. (4.41)
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Thus, condition (4.26) is satisfied and estimate (4.40) provides
‖fn‖ ≤ (1 + ηn)En + η′n



















Proof of Corollary 4.2.3. Fix a subsequence {nk}∞k=1 for which the conditions of the
corollary hold. Let N = max{N ∈ N : nN ≤ n}. Since sup
k∈N
|nk+1 − nk| = M <∞, we
estimate N = bn/Mc and N + 1 ≥ n/M . Then, using estimates (4.41) and (4.40),
we get

























Proof of Corollary 4.2.4. It is known that `q ∈ Pq for 1 < q ≤ 2 and that the modulus






































Thus, condition (4.26) is satisfied and estimate (4.40) provides



















Proof of Corollary 4.2.5. It is known that `q ∈ P2 for 2 ≤ q < ∞ and that the

































q − 1 > 0.
Thus, condition (4.26) is satisfied and estimate (4.40) provides
‖fn‖ ≤ (1 + ηn)En + η′n
≤
(






















Greedy Algorithms for Convex Optimization
In this chapter we discuss the application of greedy algorithms in the field of convex
optimization.
A general problem of convex optimization is to minimize a given convex function
E on a Banach space X. It turns out that techniques from greedy approximation
can be applied to efficiently solve such problems. The reasoning behind this is as
follows: the process of greedy expansion can be viewed as solving a particular convex
minimization problem, since for a given element f ∈ X, after m iterations a greedy
algorithm returns an approximationGm which is built to minimize the norm of f−Gm;
i.e. a greedy algorithm minimizes the convex function E(x) = ‖f − x‖.
Additionally, the restrictions imposed on the objective function E in convex opti-
mization are often the same as the restrictions imposed on Banach space X and the
element f in greedy approximation.
For example, one typical condition in convex optimization is smoothness of the
objective function, which corresponds to the condition of smoothness of the space in
greedy approximation. In fact, it is shown in Borwein et al. 2009 that the moduli of
smoothness in both fields are connected in a straightforward fashion.
Another common restriction of convex optimization is the structure of the point
of minimum z0 = argmin x∈X E(x). Often it is assumed that the atomic norm of z0
with respect to some set A is bounded, i.e. ‖z0‖A ≤M <∞, which is essentially the
same condition as f ∈ A1(D) in greedy approximation.
Besides the similar statements and imposed conditions, the vital argument for
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using greedy algorithms is that they are designed to produce a sparse representation
with respect to the selected dictionary. Thus, a greedy algorithm would naturally pro-
vide a sparse minimizer, which is often desirable in convex optimization. Moreover,
since greedy algorithms are iterative, we control the trade-off between the accuracy
and the sparsity, and obtain the optimal solution for the current minimization prob-
lem.
Recall that in greedy approximation, algorithms can be divided into two cate-
gories: dual greedy algorithms and X-greedy algorithms.
Dual greedy algorithms are the ones that use norming functionals, and, since a
norming functional is the derivative of the norm, an adaptation of a dual algorithm
for convex optimization would utilize the derivative of the objective function E. Such
algorithms were considered, for instance, in Clarkson 2010, Tewari, Ravikumar, and
Dhillon 2011, Gao and Petrova 2015, and Nguyen and Petrova 2016.
Such derivative-based algorithms are common for convex optimization. However,
they require the exact value of derivative E ′ of the objective function E, which might
be unknown or hard to approximate if the values of E are not precise, or if it is
computationally hard to evaluate E(x). In such cases, X-greedy algorithms can offer
an alternative approach to the problem.
X-greedy algorithms use direct norm evaluations, and therefore an adaptation of
an X-greedy algorithm for convex optimization (called an E-greedy algorithm) would
only rely on function evaluations and would not require the derivative. This approach
was first employed in T. Zhang 2003 and then generalized in DeVore and Temlyakov
2014. We will recall the related results and propose a new E-greedy algorithm for
convex optimization.
In section 5.1 we compare some of the E-greedy algorithms for convex optimiza-
tion, and in section 5.2 we discuss the convergence results for the stated algorithms.
In section 5.3 we discuss the approximate versions of these algorithms. In section 5.5
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we prove the stated results.
5.1 E-Greedy Algorithms for Convex Optimization
In this section we discuss some known E-greedy type algorithms, propose a new one,
and give the convergence results for the stated algorithms. Let (X, ‖·‖) be a real
Banach space, D be a dictionary, and E : X → R be a convex function.
We begin with the Relaxed E-Greedy Algorithm (REGA(co)), which was intro-
duced and studied for special objective functions in T. Zhang 2003 under the name
of Greedy Sequential Approximation, and then in DeVore and Temlyakov 2014 for a
wider class of functions.
Definition (REGA(co)). Set x0 = 0 and for each n ≥ 1
1. find any such φn ∈ D and λn ∈ [0; 1] that
{φn, λn} = argmin
φ∈D
0≤λ≤1
E((1− λ)xn−1 + λφ),
2. set xn = (1− λn)xn−1 + λnφn.
Note that the REGA(co) is naturally limited: since each approximation xm is a
convex combination of the previous approximation xm−1 and the next atom φm, the
REGA(co) is restricted only to the class A1(D) and will not obtain elements from
X \A1(D). The benefit of this limitation is that when searching for the optimal step
size λm, one only has to search on the interval [0; 1].
This way of updating the approximation is in the style of the Frank–Wolfe algorithm
(see Frank and Wolfe 1956) and has been used in many algorithms recently (see
e.g. Figueiredo, Nowak, and Wright 2007, Jaggi 2013, Shalev-Shwartz, Srebro, and
T. Zhang 2010, Tewari, Ravikumar, and Dhillon 2011).
The next algorithm is the E-Greedy Algorithm with Free Relaxation (EGAFR(co)),
which was introduced in DeVore and Temlyakov 2014.
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Definition (EGAFR(co)). Set x0 = 0 and for each n ≥ 1
1. find any such φn ∈ D and λn, µn ∈ R that




2. set xn = µnxn−1 + λnφn.
The EGAFR(co) is not limited to the A1(D) class since an approximation xm is
generally not a convex but a linear combination of the previous approximation xm−1
and the next atom φm. However, the search for the optimal parameters λm, µm is
more complicated in the EGAFR(co) since one has to perform a two-dimensional line
search as opposed to a one-dimensional one in the REGA(co).
We introduce here the Rescaled Relaxed E-Greedy Algorithm (RREGA(co)),
which attempts to combine the computational simplicity of the REGA(co) and the
unrestrained nature of the EGAFR(co). Specifically, the RREGA(co) constructs the
approximation xm in two steps: it chooses the best direction φm, and then rescales
xm−1 +λmφm. A similar approach was used for the Rescaled Pure Greedy Algorithm
in Petrova 2015, which was adapted for convex optimization in Gao and Petrova 2015.
Definition (RREGA(co)). Set x0 = 0 and for each n ≥ 1
1. find any such φn ∈ D and λn ≥ 0 that








3. set xn = µn (xn−1 + λnφn).
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Similarly to the EGAFR(co), the RREGA(co) is not limited to the A1(D) and
is computationally simpler since one iteration of the RREGA(co) requires two one-
dimensional line searches as opposed to a two-dimensional line search in the EGAFR(co).
5.2 Convergence of the E-Greedy Algorithms for Convex
Optimization
In this section we discuss the convergence and the rate of convergence of the greedy
algorithms from section 5.1. Since the convex optimization setting is much more
general than that of approximation theory, we need to impose additional conditions
on the objective function E. For a Banach space X and a function E : X → R denote
Ω := {x ∈ X : E(x) ≤ E(0)} ⊂ X.




and that support functionals are bounded on Ω, i.e. there exists a constant MΩ such
that for any support functional Hx at x ∈ Ω
‖Hx‖X∗ ≤MΩ.
We now state the known convergence results for the REGA(co) and EGAFR(co)
from DeVore and Temlyakov 2014 (in case q = 2, the following theorem was proven
in T. Zhang 2003).
Theorem J (DeVore and Temlyakov 2014, Theorem 1.1). Let D be a dictionary,
E : X → R be a convex uniformly smooth on A1(D) ∩ Ω function, and z0 ∈ A1(D).
Then the REGA(co) of E converges.
Additionally, if E ∈ Pq(Ω, X), then the REGA(co) provides for any m ≥ 1
E(xm)− E(z0) ≤ C(q, γ)m1−q.
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Theorem K (DeVore and Temlyakov 2014, Theorem 1.2). Let E : X → R be a
convex uniformly smooth on Ω function. Then the EGAFR(co) of E converges for
any dictionary D.
Additionally, if E ∈ Pq(Ω, X) and z0 ∈ A1(D) then the EGAFR(co) provides for any
m ≥ 1
E(xm)− E(z0) ≤ C(E, q, γ)m1−q.
We will prove the following convergence result for the RREGA(co).
Theorem 5.2.1. Let E : X → R be a convex uniformly smooth on Ω function. Then
the RREGA(co) of E converges for any dictionary D.
Additionally, if E ∈ Pq(Ω, X) and z0 ∈ A1(D) then the RREGA(co) provides for any
m ≥ 1
E(xm)− E(z0) ≤ 8γ m1−q. (5.1)
Note that in DeVore and Temlyakov 2014, Theorem K is stated in a more general
way: in the case E ∈ Pq(Ω, X), it provides the convergence rate of the EGAFR(co)
regardless of whether or not z0 is in A1(D). Concretely, it states that for E ∈ Pq(Ω, X)
the EGAFR(co) provides
E(xm)− E(z0) ≤ C(q, γ, E)εm,
where
εm = inf{ε > 0 : A(ε)qm1−q ≤ ε}
and
A(ε) = inf{M > 0 : ∃y ∈ X such that y/M ∈ A1(D) and E(y)− E(z0) < ε}.
Theorem 5.2.1 also can be formulated in such a way with appropriate changes in the
proof. However, for the simplicity of presentation, we state and prove a more direct
form.
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Besides the computational simplicity, another advantage of the RREGA(co) over
the EGAFR(co) is that the intervals of all possible values of the parameters λm and
µm can be determined if some additional information is known. We will assume that
CΩ — a bound for the diameter of the set Ω = {x ∈ X : E(x) ≤ E(0)}, is given, i.e.
diam Ω ≤ CΩ.
Moreover, in some cases we can significantly reduce the search interval for λm if a
lower bound for the objective function E is known, i.e. there is a constant CE such
that
E(x) ≥ CE for any x ∈ Ω.
This bound is given naturally in problems like regression modeling and statistical
classification, as a loss function is bounded from below by 0.
Theorem 5.2.2. Let E : X → R be a convex uniformly smooth on Ω function. Then
the parameters λm and µm of the RREGA(co) of E with respect to any dictionary D
satisfy the following estimates for any m ≥ 1























Note that while estimates (5.2) generally do not guarantee the optimal values of
λm and µm, they still provide the convergence rate (5.1).
5.3 Approximate E-Greedy Algorithms for Convex Optimization
In this section we discuss approximate versions of the algorithms from section 5.1 as
well as their convergence.
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Let {δn}∞n=1 be a non-negative sequence (called a weakness sequence) that repre-
sents the absolute values of the computational inaccuracies. The following approxi-
mate versions of the REGA and the EGAFR (REGA{δn} and EGAFR{δn} respec-
tively) were analyzed in Temlyakov 2016 (for a special case δn = δ for all n ≥ 1 these
algorithms were considered in DeVore and Temlyakov 2014).
Definition (REGA{δn}). Set x0 = 0 and for each n ≥ 1
1. find any such φn ∈ D and λn ∈ [0; 1] that
E((1− λn)xn−1 + λnφn) ≤ min
φ∈D
0≤λ≤1
E((1− λ)xn−1 + λφ) + δn,
2. set xn = (1− λn)xn−1 + λnφn.
Definition (EGAFR{δn}). Set x0 = 0 and for each n ≥ 1
1. find any such φn ∈ D and λn, µn ∈ R that
E(µnxn−1 + λnφn) ≤ min
φ∈D
λ,µ∈R
E(µxn−1 + λφ) + δn,
2. set xn = µnxn−1 + λnφn.
Theorem L (Temlyakov 2016, Theorems 3.3 and 3.4). Let E : X → R be a convex





Then the REGA(co) of E converges for any dictionary D.
Additionally, if E ∈ Pq(Ω, X), z0 ∈ A1(D) and δn ≤ δn−q for some δ > 0 and all
n ≥ 1, then
E(xm)− E(z0) ≤ C(q, γ, E, δ)m1−q.
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Theorem M (Temlyakov 2016, Proposition 3.1). Let E : X → R be a convex uni-




Then the EGAFR(co) of E converges for any dictionary D.
Additionally, if E ∈ Pq(Ω, X), z0 ∈ A1(D) and δn ≤ δn−q for some δ > 0 and all
n ≥ 1, then
E(xm)− E(z0) ≤ C(q, γ, E, δ)m1−q.
We introduce the Approximate Rescaled Relaxed E-Greedy Algorithm for convex
optimization (ARREGA(co)) — an application-oriented version of the RREGA in
which steps of the algorithm might be performed not exactly, but with some inaccu-
racies. We describe these inaccuracies in form of the absolute errors on both steps of
the algorithm.
Definition (ARREGA(co)). Set x0 = 0 and for each n ≥ 1
1. find any such φn ∈ D and λn ≥ 0 that
E (xn−1 + λnφn) ≤ inf
φ∈D,λ≥0
E (xn−1 + λφ) + δn,
2. find such µn ≥ 0 that
E(µn(xn−1 + λnφn)) ≤ min
µ≥0
E(µ(xn−1 + λnφn)) + δn,
3. set xn = µn(xn−1 + λnφn).
Note that while we impose the same inaccuracy δmon both steps of the algorithm,
any other approximate version of the RREGA can be considered, and the correspond-
ing results will hold with appropriate changes in formulation and minor changes in
proofs.
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Note also that while parameter bounds for the ARREGA are generally weaker
than the ones for the RREGA, one can still use the bounds from Theorem 5.2.2,
which will result in the monotone decrease of the sequence {E(xm)}∞m=0, regardless
of values of the weakness sequence {δn}∞n=1.
We will prove the following convergence result for the ARREGA(co).
Theorem 5.3.1. Let E : X → R be a convex uniformly smooth on Ω function and




Then the ARREGA(co) of E converges for any dictionary D.










The following corollary offers concrete conditions on the weakness sequence, un-
der which the convergence rate of the ARREGA(co) is of the same order as the
convergence rate of the RREGA(co) (see (5.1)).
Corollary 5.3.2. Let {δn}∞n=1 be a weakness sequence such that for any n ≥ 1
δn ≤ δn−r,
with some δ > 0 and r > q, where q ∈ (1; 2]. Then for any dictionary D and any





1 + (r − q)−1
))
m1−q.
We note that while the previous corollary does not provide an estimate if r = q,
one can obtain a similar result in this case by using a more sophisticated technique.
It is additionally required, however, that a lower bound CE on the objective function
is given.
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Proposition 5.3.3. Let {δn}∞n=1 be a weakness sequence such that for any n ≥ 1
δn ≤ δn−q,
with some δ > 0 and q ∈ (1; 2]. Then for any dictionary D and any convex function
E ∈ Pq(Ω, X) such that z0 ∈ A1(D) and E(x) ≥ CE for all x ∈ Ω, the ARREGA(co)
provides
E(xm)− E(z0) ≤ max
{
32γ, 4pγδ1/p, E(0)− CE
}
m1−q,
where p = q/(q − 1).
5.4 Implementation of E-Greedy Algorithms for Convex
Optimization
In this section we demonstrate a few examples of the practical implementation of the
greedy algorithms discussed in section 5.1.
In the examples below, we minimize the function E : `(100)p → R with some
p ∈ (1,∞) with respect to some dictionary D which is randomly generated for
each example as described further. Let {ek}100k=1 be the canonical basis in `(100)p and
{cnk}
100,200
k=1,n=1 be a random sequence of real numbers uniformly distributed on the in-
terval [−100, 100], i.e. for any 1 ≤ k ≤ 100 and 1 ≤ n ≤ 200
cnk ∼ U(−100; 100).
Take the dictionary D as follows:






















where σ is a random permutation of the set {1, 2, 3, . . . , 200}.
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Example 1. E(x) = ‖f − x‖4
‖f‖4
: `(100)4 → R
































Figure 5.1 First 20 iterations of the REGA, the EGAFR, and the RREGA
































Figure 5.2 First 100 iterations of the REGA, the EGAFR, and the RREGA
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Example 2. E(x) = ‖f − x‖
3




: `(100)6 → R































Figure 5.3 First 20 iterations of the REGA, the EGAFR, and the RREGA































Figure 5.4 First 100 iterations of the REGA, the EGAFR, and the RREGA
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Example 3. E(x) = 2 ‖f1 − x‖
7
7 + ‖f2 − x‖
5
5 + .005 ‖x‖
1.3
1.3
2 ‖f1‖77 + ‖f2‖
5
5
: `(100)9 → R
































Figure 5.5 First 20 iterations of the REGA, the EGAFR, and the RREGA
































Figure 5.6 First 100 iterations of the REGA, the EGAFR, and the RREGA
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5.5 Proofs for Sections 5.2 and 5.3
In this section we prove Theorems 5.2.1, 5.2.2 and 5.3.1. We recall several technical
results that were originally stated for a Fréchet-differentiable functions but can be
generalized for arbitrary convex functions with minor changes in the proofs.
Lemma N (Temlyakov 2015, Lemma 1.1). Let E : X → R be a convex function and
Ω be a convex subset of X. Then for any x ∈ Ω, y ∈ X, any support functional Hx
and u ≥ 0
0 ≤ E(x+ uy)− E(x)− uHx(y) ≤ 2ρ(u ‖y‖ ,Ω).
Lemma O (Temlyakov 2015, Lemma 2.1). Let E : X → R be a convex uniformly
smooth on Ω ⊂ X function. Let L be a finite-dimensional subspace of X and z0 ∈ Ω∩L




Then there exists support functional Hz0 such that for any y ∈ L
Hz0(y) = 0.
Lemma 5.5.1. Let E be a convex uniformly smooth on Ω function and D be a
dictionary. Let ε > 0 and y ∈ X be any such element that ‖z0 − y‖ < ε and Ay ∈





E(xm)− λA(E(xm)− E(z0)− εMΩ) + 2ρ(λ,Ω)
)
+ 2δm+1.
Proof of Lemma 5.5.1. The definition of the ARREGA(co) provides for any m ≥ 0
E(xm+1) = E (µm+1(xm + λm+1φm+1)) ≤ E (xm + λm+1φm+1) + δm
≤ inf
φ∈D,λ≥0
E (xm + λφ) + 2δm+1,
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and Lemmas N and H provide for any support functional Hxm
inf
φ∈D,λ≥0
E (xm + λφ) ≤ inf
φ∈D,λ≥0
E(xm) + λHxm(φ) + 2ρ(λ ‖φ‖ ,Ω)
≤ inf
λ≥0
E(xm) + λHxm(Ay) + 2ρ(λ,Ω)
≤ inf
λ≥0
E(xm) + λA(Hxm(z0) + εMΩ) + 2ρ(λ,Ω).
Let H∗xm be the support functional from Lemma O, then
H∗xm(z0) = H
∗





E(xm)− λA(E(xm)− E(z0)− εMΩ) + 2ρ(λ,Ω)
)
+ 2δm+1.
We will also need the following technical result, which is an analogue of Lemma 4.2
from Nguyen and Petrova 2016, rewritten for the ARREGA.
Lemma 5.5.2. Let {am}∞m=0 and {δm}∞m=1 be such sequences of non-negative numbers
that for any m ≥ 1
am ≤ am−1 (1− βapm−1) + δm










Proof of Lemma 5.5.2. Denote for each m ≥ 1
bm = am−1 (1− βapm−1) ≥ 0.
We will use induction by m to prove the desired estimate. The base of induction
holds since (1− x)−p ≥ (1− x)−1 ≥ 1 + x for any 0 ≤ x < 1, and thus
b−p1 ≥ a
−p
0 (1− βap0)−p ≥ a−p0 (1 + βap0) = (a−p0 + β) ≥ β.
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Hence
a1 ≤ b1 + δ1 ≤ β−1/p + δ1.
Assume that the estimate holds for some m. Then







































which proves the induction assumption.
We now prove Theorem 5.3.1. Theorem 5.2.1 follows by taking δn = 0 for all n ≥ 1.
Proof of Theorem 5.3.1. Let {δn}∞n=1 be a weakness sequence with limn→∞ δn = 0.
Assume that for some uniformly smooth convex function E(x) and a dictionary D
the ARREGA(co) does not converge, i.e. E(xm) 6→ E(z0) as m → ∞. Then there
exists α ∈ (0;E(0)] and a subsequence {nk}∞k=1 such that for any k ≥ 1
E(xnk)− E(z0) > α. (5.3)
Let ε = α/4MΩ and take any such y ∈ X that Ay ∈ A1(D) and ‖y − z0‖ < ε for















We will show that for sufficiently big k
E(xnk)− E(z0) ≤ α.
Indeed, take any m ≥ N . If E(xm) − E(z0) < α/2, then by the definition of the
ARREGA(co) and estimate (5.5) we have
E(xm+1) ≤ E(xm) + 2δm+1 ≤ E(xm) + α/2. (5.6)









(E(xm)− λAα/4 + 2ρ(λ,Ω)) + 2δm+1
≤ E(xm)− λ0Aα/8 + 2δm+1 ≤ E(xm)− λ0Aα/16. (5.7)
Note that for any m ≥ N we get from the definition of the ARREGA(co)
E(xm) ≤ inf
µ≥0
E (µ(xm−1 + λmφm)) + δm ≤ E(0) + δm ≤ E(0) + α/4.
Let K = d16(E(0)− E(z0))/λ0Aαe, then estimates (5.6) and (5.7) guarantee
E(xnN+K )− E(z0) ≤ α,
which contradicts assumption (5.3). Therefore the ARREGA(co) of f with respect
to D converges.
Now assume that z0 ∈ A1(D) and E ∈ Pq(Ω, X), i.e. ρ(u) ≤ γuq for some γ > 0.
Denote p = q/(q − 1) ∈ [2,+∞). Then Lemma 5.5.1 provides with y = z0, A = 1,
and ε = 0
E(xm+1) ≤ inf
λ≥0
E(xm)− λ(E(xm)− E(z0)) + 2ρ(λ,Ω) + 2δm+1
≤ inf
λ≥0
E(xm)− λ(E(xm)− E(z0)) + 2γλq + 2δm+1
= E(xm)− (q − 1)(2γ)1−pq−p(E(xm)− E(z0))p + 2δm+1,
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Denote am = E(xm)− E(z0), then
am+1 ≤ am − (q − 1)(2γ)1−pq−papm + 2δm+1 (5.9)
and Lemma 5.5.2 guarantees for any m ≥ 1
am ≤
(
















Proof of Proposition 5.3.3. The proposition follows from estimate (5.9) and the fol-
lowing lemma.
Lemma P (Temlyakov 2016, Lemma 3.4). Let q ∈ (1, 2] and p = q/(q− 1). Assume
that a sequence {δn}∞n=1 is such that
δn ≤ δn−q.
Suppose a nonnegative sequence {an}∞n=1 satisfies the inequalities
an+1 ≤ an − βapn + δn+1
with some β ∈ (0; 1]. Then
an ≤ C(q, δ, β, a0)n1−q.
It follows from the proof of Lemma P (see Lemma 2.1 in Temlyakov 1999 and
Remark 3.1 in Temlyakov 2016) that one can take
C(q, δ, β, a0) = 2(1−q
2)/2A,
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where A > 0 is such that















satisfies both conditions. Substituting values from estimate (5.9) and performing
straightforward estimates completes the proof.
Proof of Theorem 5.2.2. Denote x̃m = xm−1 + λmφm, i.e. the m-th approximation
before the rescaling. Then since ‖x‖ ≤ CΩ for any x ∈ Ω, we get










Assume now that E ∈ Pq(X,Ω) and z0 ∈ A1(D). Then it follows from the proof
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