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Introduction
Dans cette thèse il sera question d’homogénéiser des modèles de transfert d’énergie posés
dans un domaine solide perforé périodiquement de nombreux petits trous, représentatif de la
géométrie réelle issue de l’application industrielle qui nous intéresse. Cesmodèles impliqueront
principalement les échanges de chaleur par conduction dans le solide et par rayonnement au
bord des trous.
Bien que pouvant servir de manière générale pour d’autres applications impliquant le trans-
fert d’énergie par conduction et/ou par rayonnement, ce travail a pour berceau une série
d’études menées au niveau international en vue de la conception et de la validation d’une nou-
velle génération de réacteurs nucléaires, la génération IV. Le projet GIF (Generation IV Interna-
tional Forum) lancé en 2000 par le Département américain de l’Énergie (DOE) regroupe aujour-
d’hui onze pays : États-Unis, Afrique du Sud, Argentine, Brésil, Canada, Corée du Sud, France,
Japon, Royaume Uni, Suisse et la communauté des États signataires du traité Euratom. Ces pays
coopèrent au développement de nouveaux systèmes nucléaires. Le but étant que la génération
future permette de grandes avancées enmatière de compétitivité économique, de sûreté, d’éco-
nomie des ressources en uranium, et demoindre production de déchets radioactifs à vie longue.
Ce projet vise une maturité technique pour 2030. La première phase des travaux (Octobre 2002)
a abouti à la sélection de six systèmes nucléaires dont le HTR (High Temperature Reactor) qui
s’inscrit dans la filiale RCG (Réacteur à Caloporteur Gaz). Le CEA (Commissariat à l’Energie Ato-
mique) est partenaire de l’effort R&Dmené dans ce cadre.
Le CEA réalise ainsi des études afin d’évaluer les particularités physiques desHTR. Lamajorité
de ces études sont réalisées sur la géométrie du cœur GT-MHR (Gas Turbine-Modular Helium
Reactor). Ce cœur est constitué d’un grand nombre de blocs prismatiques de graphite (solide
modérateur) où sont insérés les compacts combustibles. Chaque bloc est traversé de manière
périodique d’une multitude de canaux d’hélium (gaz caloporteur) de diamètre très petit com-
paré à la taille globale du cœur. Le GT-MHR ayant un grand cœur cela fait que le nombre total
des canaux d’hélium y est très élevé. Une première homogénéisation du compact combustible
dans la matrice graphite a lieu dans le cœur et mène à un domaine constitué d’une phase so-
lide (solide équivalent : combustible+modérateur) et une phase fluide (canaux d’helium). C’est
après cette première homogénéisation que notre étude a lieu. Dans ce concept toute modéli-
sation globale du transfert d’énergie dans le cœur doit tenir compte des canaux d’helium, cette
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structure fine influe significativement sur le comportement. Mais il ne faut pas oublier qu’on est
limité par les capacités de calcul et qu’une modélisation très fine ne sera malheureusement pas
simulable. Notre travail consistera à homogénéiser ces modèles de transfert thermique ayant
lieu dans le cœur diphasique (solide/helium) et retrouver ainsi des modèles homogénéisés qui
décrivent le comportement effectif du milieu, c’est-à-dire considéré comme un solide continu
équivalent. Ainsi l’objectif de cette thèse est la mise au point de méthodes d’homogénéisation
menant à cette fin et qui permettront à termed’exploiter les capacités du code de calcul CAST3M
développé par le CEA pour des simulations à l’échelle du cœur.
Avant de parler des modélisations considérées, nous introduisons d’abord la méthode d’ho-
mogénéisation et juste avant nous revenons sur sa motivation dans le contexte industrielle.
Lors de cette étude on seramené à résoudre des équations à coefficients oscillants dans undo-
maine caractérisé par deux échelles d’espace :macroscopique etmicroscopique. A la base, les
oscillations des coefficients des équations seront dues à l’hétérogénéité (ou la microstructure)
présente périodiquement dans le domaine d’étude (par exemple, le coefficient de la conducti-
vité passe de sa valeur dans le solide à une valeur nulle quand on se trouve dans un canal d’hé-
lium et ainsi de suite). L’homogénéisation est la méthode qui permet de moyenner ces équa-
tions et donc de les résoudre numériquement en minimisant l’encombrement de la mémoire
et en réduisant les temps CPU puisque les paramètres homogénéisés décrivent un milieu équi-
valent continu qui peut êtremaillé grossièrement (les perforations n’existent plus) mais aussi en
gardant une précision satisfaisante au niveau de la résolution numérique car ces paramètres ef-
fectifs tiennent généralement compte du comportement local au niveau de l’hétérogénéité. En
fait l’homogénéisation permet de calculer explicitement les paramètres effectifs du milieu ho-
mogène équivalent régi par les nouvelles lois (problème homogénéisé) issues de l’homogénéi-
sation des lois dumilieu hétérogène et périodique au niveaumicroscopique. Ainsi puisqu’ils dé-
pendent aussi des solutions des problèmes de cellule, un calcul microscopique dans une seule
période du milieu hétérogène, les paramètres effectifs traduisent au niveau macroscopique les
effetsmicroscopiques. L’homogénéisationmathématique offre également l’avantage de pouvoir
reconstruire le champ fin (au niveau microscopique) en corrigeant le champ macroscopique
avec des termes qui dépendent des fluctuations localesmicroscopiques. Cette étape est appelée
« déshomogénéisation » par les ingénieurs, et elle est d’une grande importance en pratique.
La méthode d’homogénéisation est basée de manière générale sur le principe de l’analyse
asymptotique (cf Allaire [6]; Bakhvalov et Panasenko [17]; Bensoussan et al. [23]; Bergman et al.
[24]; Cioranescu et Donato [32]; Lions [70, 72]; Murat et Tartar [80]; Oleinik et al. [85]; Sanchez-
Hubert et Sanchez-Palencia [88]. . . ) En termes mathématiques cela se traduit ainsi : si on note
par ε le rapport entre les échelles microscopique et macroscopique d’un problème donné noté
Pε, et si on considère que ε tend vers 0, homogénéiser Pε revient à trouver le problème limite
P0 qui sera purement macroscopique et dont la solution est la limite de la suite constituée des
solutions de (Pε)ε pour des valeurs de ε décroissant vers 0 (c’est-à-dire l’hétérogénéité devient
de plus en plus petite jusqu’à approcher un milieu continu).
Si on revient maintenant à la description de la géométrie du cœur GT-MHR, il est aisé de
constater qu’une modélisation y ayant lieu peut faire intervenir plusieurs échelles d’espace. En
xii
Introduction
effet, le cœur dans ce cas est assez grand et le rapport ε entre la taille de certains de ses com-
posants (canaux d’helium par exemple) et sa taille est très petit. La prise en compte de l’effet
de la microstructure lors d’une étude globale est essentielle pour obtenir une modélisation qui
représente lemieux les phénomènes réels. Cette prise en compte de lamicrostructure ne devant
pas rendre les temps de réponse trop longs ou même rendre le modèle incalculable, il nous faut
trouver un compromis qui optimise à la fois la modélisation et les capacités de calcul. On peut
alors avoir recours à des méthodes de moyennes qui permettent d’obtenir un modèle qui dé-
crit un comportement moyen du phénomène mais qui ne permet pas toujours de remonter au
comportement fin oumicroscopique. Le processus de lamoyenne devrait donc être suffisant en
ingénierie quand on n’est intéressé que par une valeurmoyenne du champ calculé (température
moyenne, potentiel moyen. . . ), et qu’on veut avoir une réponse assez rapide. On note également
que souvent les processus de moyenne définissent des paramètres moyens spécifiques au pro-
blème étudié puisqu’ils peuvent dépendre des termes sources par exemple. Or, dans cette étude
menée par le CEA, la contrainte de la connaissance et de la localisation dumaximum de tempé-
rature dans le coeur (qui est liée aux critères imposés par la sûreté) est à prendre impérativement
en compte. Un processus demoyenne ne nous permettrait pas forcément de remonter aux tem-
pératures fines dans le cœur du réacteur alors que l’homogénéisation le permet. Le processus
d’homogénéisation est donc le candidat idéal pour ce scénario puisqu’il nous permet d’extraire
les paramètres moyens d’un milieu hétérogène tout en tenant compte de ses hétérogénéités.
D’autant plus que les méthodes de convergence existantes permettent dans la plupart des cas
une justification mathématique des problèmes homogénéisés obtenus.
Concernant les phénomènes physiques qui seront abordés dans ce travail, il est important de
préciser que les modèles de transfert thermique impliqueront principalement la conduction et
le rayonnement et que notre inconnue dans ce travail sera la température. L’homogénéisation
de différentes conditions de rayonnement constituera l’originalité de cette thèse. Deuxmodèles
principaux feront l’objet de cette étude.
Le premier modèle à homogénéiser est un problème de conduction dans le solide perforé
avec une condition de rayonnement avec un milieu infini caractérisé par une température
constante aux bords des canaux d’hélium et une conditionNeumann sur le bord extérieur du so-
lide. La condition de rayonnement dans ce cas traduit l’échange local entre la puissance quatre
de la température du bord et la puissance quatre de la température du milieu infini avec un co-
efficient d’échange qui dépend de la constante de Stefan-Boltzman et des propriétés radiatives
des parois des canaux d’hélium et dumileu infini. Le problème homogénéisé sera dans ce cas un
problème de conduction fortement non linéaire (termes dépendant de la puissance quatre de la
température dans l’Équation auxDérivées Partielles). Ce problème homogénéisé sera en un pre-
mier temps établi formellement puis rigoureusement en utilisant la méthode de la convergence
à deux échelles (cf. Nguetseng [83], Allaire [5]). Cette justificationmathématique entraînera ainsi
la démonstration d’un théorèmede convergence dans ce cas fortement non linéaire. Ceci consti-
tuera une première contribution originale de ce travail. On note que dans ce cas lors de l’homo-
généisation du problème, la non linéarité n’apparaîtra pas dans les problèmes de cellule (calcul
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microscopique), les paramètres effectifs seront les mêmes si on changeait la condition non li-
néaire de rayonnement au bord par une condition linéaire (une condition de convection par
exemple) aux bords des canaux. Ceci sera constaté lors du premier exercice considéré (homo-
généisation d’un problème de conduction/convection) et qui sera aussi bien une initiation à la
méthode d’homogénéisation qu’au code de calcul CAST3M.
Le deuxième modèle à homogénéiser est un problème de conduction dans le solide perforé
avec une condition de rayonnement en cavité à paroi grise diffusante aux bords des canaux d’hé-
lium et une condition de Neumann sur le bord extérieur du solide. Dans ce cas, la condition de
rayonnement sera plus délicate à homogénéiser car elle est non seulement non linéaire mais
aussi non locale. L’homogénéisation du problème dans ce cas mène à un problème de conduc-
tion où la conductivité homogénéisée dépend non linéairement de la temperature. Ceci est dû
au fait que cette fois-ci les problèmes de cellule comportent une condition linéarisée de rayon-
nement en cavité grise diffusante. Le problème homogénéisé sera établi formellement dans le
cas général puis rigoureusement en utilisant la méthode de la convergence à deux échelles dans
le cas où les conditions aux limites seraient : une condition de rayonnement linéarisée aux bords
des canaux d’hélium et une condition de Dirichlet sur le bord extérieur. Ainsi, on démontre éga-
lement un théorème de convergence dans ce cas. L’homogénéisation de ce modèle constitue la
contribution la plus originale et principale de la thèse.
Ce mémoire de thèse est composé de 5 chapitres. Ci-dessous nous dressons le bilan par cha-
pitre du travail effectué. On note que toutes les justifications mathématiques, permettant de
retrouver le problème homogénéisé rigoureusement, faites dans ce travail utilisent la méthode
de convergence à deux échelles.
Chapitre I : dans ce chapitre on situera l’étude visée par cette thèse. Ainsi on y introduit le
contexte industriel qui a motivé l’étude. Nous y présenterons également les principaux consti-
tuants du cœur d’un RCG (Réacteur à Caloporteur Gaz) dont la géométrie sera notre domaine
d’étude. On décrira ainsi les différents stades d’homogénéisation qui ont mené à notre étude
et qui à son tour en définira un nouveau stade. En situant l’étude dans son contexte industriel
nous mettrons en évidence l’existence de deux échelles d’espace (lente-rapide) qui seront inhé-
rentes aux modélisations qui nous y intéressent. On verra plus précisément pourquoi ces deux
niveaux de modélisation macroscopique-microscopique motivent le choix de la mise au point
de méthodes d’homogénéisation.
Chapitre II : dans ce chapitre on introduit la méthode d’homogénéisation en l’appliquant à
un exemple d’illustration. On commence par parler du principe de la méthode qui est fondé sur
l’analyse asymptotique multi-échelles. On se servira d’un problème de conduction dans un mi-
lieu périodique pour présenter le principal de la méthode d’homogénéisation. Ainsi c’est dans
ce chapitre que sera introduite lamajorité des outils et notions dont on se servira tout au long du
travail, tels que « variablemacroscopique, variable microscopique, paramètre effectifs, dévelop-
pement asymptotique à deux échelles, problèmes de cellule, convergence à deux échelles . . . ».
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Chapitre III : dans ce chapitre il est question de modélisation. Avant de dresser un bilan des
modèles considérés dans ce travail, nous présentons les trois modes de transfert d’énergie :
conduction, convection et rayonnement. Nous mettons l’accent bien-entendu sur le mode qui
nous importe le plus et qui est le rayonnement thermique enmilieu transparent (cf. Chandrase-
khar [29]; Fermi [44]; École d’été [54]; Incropera et DeWitt [56]; Modest [78]; Planck [86]; Siegel et
Howell [90]; Sparrow [94]; Taine [95]. . . ). On parlera d’abord de deux types de rayonnement qui
nous intéressent principalement : rayonnement avec unmilieu infini et rayonnement en cavité.
On présentera alors les différents outils et notions qui seront récurrents lors des modélisation
abordées et on cite en guise d’exemple « corps noir, corps gris diffusant, émissivité, facteurs de
forme, radiosité, éclairement, . . . ». Avant de clôturer ce chapitre, on dressera un bilan des mo-
dèles qui seront étudiés et homogénéisés dans la suite. La géométrie considérée est un domaine
périodique perforé, représentatif de la géométrie réelle. Deux modèles principaux y seront étu-
diés, homogénéisés et simulés :
• un problème de conduction - rayonnement avec unmilieu infini.
• un problème de conduction - rayonnement en cavité à paroi grise diffusante.
Chapitre IV : dans ce chapitre on homogénéise le premier modèle : conduction - rayonne-
ment avec un milieu infini. Le problème est posé dans un domaine solide perforé périodique
Ωε de bord extérieur ∂Ω. On désigne par Y la cellule de périodicité modèle et par Y ∗ sa partie
solide. On note par Γε, l’union des bords des perforations contenues dansΩε. On cherche donc
la température Tε du solide dont le tenseur de conductivité est donné par Kε. On note que la
temperature du milieu infini est égale à Tin et que f et g sont des sources connues :
−div(Kε∇Tε) = f dans Ωε,
Kε∇Tε ·n = g sur ∂Ω,
−Kε∇Tε ·n = εσ(T 4ε −T 4in) sur Γε.
(I)
On étudie d’abord un problème plus simple en éliminant la non linéarité de la condition aux
bords, ce qui revient à un problème de conduction-convection, puis on résout le problème non-
linéaire en s’appuyant sur la propriété de convexité de l’énergie associée. On établira les résultats
d’homogénéisation suivants :
• l’homogénéisation du problème de conduction-convection conduit à un problème de
conduction posé dans un milieu continu. La conductivité homogénéisée est établie à par-
tir de la conductivité du solide et de la résolution d’une série de problèmes de cellule (un
problème dans chaque direction de l’espace). Ces problèmes de cellulemodélisent les fluc-
tuations température par rapport à un gradient de température moyen,
• l’homogénéisation du problème de conduction-rayonnement avec unmilieu infini conduit
à un problème de conduction non linéaire. Les problèmes de cellule obtenus sont les
mêmes que pour le cas linéaire, la conductivité homogénéisée a donc aussi la même va-
leur. Le problème dans ce cas est donné par (I) et le problème homogénéisé associé par (II).
{
−div(K∗∇T )+σmes(Γ)(T 4−T 4in) = mes(Y ∗) f dans Ω,
K∗∇T ·n = mes(Y )g sur ∂Ω. (II)
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L’homogénéisation de ces deux problèmes sera justifiée mathématiquement (voir théo-
rème 4.2.7 page 49 et théorème 4.3.5 page 56). En effet, pour chacun des deux cas, le problème
homogénéisé sera établi rigoureusement via la méthode de convergence à deux échelles. Une
simulation des problèmes directs (non homogénéisés) ainsi que de leur homogénéisation aura
lieu en utilisant le code de calcul CAST3M. Une étape de reconstruction de la température fine
et du flux de chaleur, utilisant la notion de correcteurs, est aussi effectuée. Cette étape est très
importante en pratique pour les ingénieurs qui l’appellent dés-homogénéisation. Les résultats
de simulation seront en parfait accord avec les résultats théoriques.
Chapitre V : dans ce chapitre on homogénéisera le deuxième modèle : conduction-
rayonnement en cavité à parois grise diffusantes. Dans ce cas on veut trouver la température
Tε du solide Ωε en tenant compte du rayonnement aux bords des canaux représentée par
l’opérateur intégral G sur Γε. Le problème est alors donné par :
−div(Kε∇Tε) = f dans Ωε,
Kε∇Tε ·n = g sur ∂Ω,
−Kε∇Tε ·n = 1ε G(σT 4ε ) sur Γε,i 1≤ i ≤N (ε).
(III)
On étudiera d’abord un problème plus simple en éliminant l’équation intégrale vérifiée par la
radiosité. Cela sera possible en considérant le cas où la cavité serait à parois noires (l’émissivité
est alors égale à l’unité ce qui implique que la radiosité est égale au rayonnement émis par un
corps noir). L’homogénéisation de ces deux problèmes se fera en injectant le développement
asymptotique de la température dans la formulation variationnelle plutôt que dans l’équation,
ce qui simplifie grandement les calculs. Les résultats obtenus sont alors les suivants :
• l’homogénéisation du problème simplifié (conduction-rayonnement en cavité à parois
noires : cas d’une émissivité égale à l’unité) conduit à un problème de conduction posé
dans unmilieu continu. Les problèmes de cellules obtenus sont des problèmes de conduc-
tion avec une condition de rayonnement linéarisé aux bords. A présent les problèmes de
cellule ne dépendent pas seulement de la variable microscopique mais aussi de la tempé-
rature dumilieu. La conductivité homogénéisée depend donc également de la température,
c’est la conséquence de la prise en compte de la condition de rayonnement aux bords dans
le modèle ;
• l’homogénéisation duproblèmede conduction-rayonnement en cavité grise diffusante (III)
suivra les mêmes étapes avec un peu plus de subtilité et mènera à des résultats similaires.
Le problème homogénéisé associé sera (IV).{
−div(K∗(T 3)∇T ) = mes(Y ∗) f dans Ω,
K∗(T 3)∇T ·n = mes(Y )g sur ∂Ω. (IV)
Concernant la justification mathématique, on note que :
• on justifie rigoureusement lemodèle homogénéisé dans le cas linéaire avec émissivité égale
à 1 (voir théorème 5.2.5 page 97),
• dans le cas non linéaire, en l’absence de la propriété de la convexité de l’énergie associée
au problème, ce point reste ouvert.
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Vu que la conductivité homogénéisée K∗(T 3) dépend de la température dans ce cas, on éta-
blira une étude asymptotique de ses coefficients pour des températures voisines de l’infini et on
déterminera alors la conductivité homogénéisée limite. Cette étude démontrera que si le solide
perforé prend une température très élevée, le rayonnement interviendra très rapidement et les
trous deviendront alors parfaitement conducteurs contrairement au cas de faibles températures
où les trous seront isolants.
Ce travail a donné lieu aux communications [45], [46], [47], [48] et [49] citées en annexe
page 141. Les résultats du chapitre V feront l’objet d’une publication.
Comme perspective de ce travail il serait intéressant d’établir un théorème de convergence
pour le modèle homogénéisé (III) qui, pour le moment, n’a été établi que pour le cas linéaire.
Une modélisation basée sur un couplage des modèles étudiés dans ce travail — qui concernait
principalement les transferts d’énergie par conduction-rayonnement dans le solide — avec les
équations de la mécanique des fluides, qui gouvernent l’écoulement du gaz dans le cœur, serait
une extension envisageable de cette étude. Notons également que d’un point de vue technique
il serait possible d’exploiter les programmes développés dans ce travail pour enrichir le code de
calcul CAST3M de nouveaux opérateurs qui seraient dédiés à l’homogénéisation.
Pour finir nous attirons l’attention du lecteur sur le fait que les problèmes de rayonnement
ont été peu abordés par voie d’homogénéisation contrairement à d’autres problèmes de trans-
fert (thermique/mécanique des fluides) où l’on peut trouver des développements assez avancés
de la méthode. Bakhvalov [16] s’est intéressé aux échanges radiatifs entre un ensemble de mi-
roirs placés à une petite distance les uns des autres, mais les développements qu’on trouve dans
son travail concernait une configuration simplifiée de la condition de rayonnement, Godillon-
Lafitte et Goudon [53] se sont intéressés à une étude asymptotique d’unmodèle où sont couplés
les phénomènes de rayonnement et diffusion dans un milieu fluide. À notre connaissance ce
présent travail est l’un des premiers en tant qu’application de l’homogénéisation aux phéno-
mènes de rayonnement en présence de parois noires ou grises diffusantes dans les coeurs de
réacteurs. Ce travail sera donc une validation du premier ordre (en complexité) qui ouvre sur
l’homogénéisation de problèmes à complexité croissante (géométrie plus complexe, couplage
avec d’autres phénomènes physique. . . ). Comme on peut le constater dans notre cas, les résul-
tats obtenus nous ont fourni desmodules de calcul (justifiésmathématiquement) opérationnels
dans le code de calcul considéré CAST3M (et éventuellement d’autres codes industriels). Parmi
les principales motivations qui nous ont conduit à considérer cette approche des phénomènes
conductifs et radiatifs par la méthode d’homogénéisation se trouve la possibilité d’une simu-
lation à échelle globale où les effets locaux seraient pris en compte. Insistons sur le fait que
l’objectif du travail était double : développer des modèles mathématiques et faire des simula-
tions numériques basée sur une approche par homogénéisation. Ce qui permet de développer,
valider et qualifier des outils « intégrables » à des codes de calcul d’un point de vue théorique.







Dans ce chapitre on commence par introduire des notions relatives au domaine du nucléaire et
qui seront assez récurrentes dans ce travail. Ainsi on commence par parler brièvement du parc nu-
cléaire français, puis de l’intérêt combiné performance/sûreté de l’étude et de la conception d’une
nouvelle génération de réacteurs, les Réacteurs à Haute Température appelés HTR. On décrira en-
suite de manière relativement détaillée la géométrie réelle du cœur d’un type particulier de réac-
teurs, le Réacteur à Caloporteur Gaz RCG. Le RCG appartient à la famille des HTR et son cœur
sera notre domaine d’application. On s’intéressera donc à des modèles de transfert d’énergie ayant
lieu dans le cœur du RCG et impliquant deux échelles d’espace. La résolution numérique de ces
modèles nécessite la mise au point de méthodes d’homogénéisation.
Sommaire
1.1 Contexte industriel 1
1.1.1 Bref historique des centrales nucléaires 2
1.1.2 Principaux constituants d’un cœur de réacteur nucléaire 2
1.1.3 Différentes familles de réacteurs 4
1.2 Réacteur à Haute Température (HTR) 5
1.3 Propriétés du réacteur GT-MHR 6
1.3.1 Constituants du GT-MHR 6
1.3.2 Avantages du GT-MHR 7
1.4 Différents stades d’homogénéisation dans le cœur du GT-MHR 9
1.5 Échelles d’espace 10
1.1 Contexte industriel
Nous renvoyons le lecteur vers le site web du CEA (Commissariat à l’Energie Atomique) pour
plus d’informations sur les réacteurs nucléaires CEA [28]. La plupart des figures de ce chapitre
sont issues des rapports internes CEA ou bien des sites web relatifs à l’industrie du nucléaire tels
que CEA [28]; General Atomic [51]; International Atomic Energy Agency [58].
1
1.1. Contexte industriel
1.1.1 Bref historique des centrales nucléaires
Lesmodèles étudiés dans ce travail ont lieu dans le cœur du réacteur à caloporteur gaz. Avant
de parler plus précisément de la géométrie de ce type de réacteur, nous parlons brièvement des
principales notions concernant la production d’énergie dans une centrale nucléaire.
On note tout d’abord qu’une centrale nucléaire est une centrale électrique, c’est-à-dire une
usine qui produit de l’électricité. Dans toute centrale électrique le principe de production d’élec-
tricité est le même : faire tourner une turbine couplée à un alternateur qui fabrique de l’électri-
cité.
La manière d’actionner cette turbine est la principale différence de fonctionnement entre les
différentes centrales.
L’entraînement de cette turbine s’effectue grâce à l’eau des barrages dans les centrales hy-
drauliques et en générant de la vapeur d’eau dans les centrales thermiques classiques. Dans ce
dernier cas, la vapeur est générée en brûlant un combustible fossile (charbon, gaz naturel ou
pétrole).
Dans les centrales nucléaires on va garder lemême principe d’actionnement de la turbine que
pour les centrales thermiques sauf qu’on va remplacer le combustible fossile par de l’uranium
dont les noyaux, après le déclenchement d’une réaction en chaîne, se cassent et libèrent une
grande énergie nucléaire. Ce sera cette énergie nucléaire qui servira à produire de la vapeur qui
activera ensuite la turbine. Le parc énergétique français est constitué aujourd’hui principale-
ment de centrales nucléaires qui délivrent de 900 à 1450MWe (Mégawatt électriques). On note
que la différence d’une centrale nucléaire par rapport à une autre réside au niveau de la chau-
dière nucléaire (la partie du réacteur qui fournit la chaleur nécessaire à la production de vapeur
d’eau). Les autres éléments (turbine, alternateur, . . . ) restent en principe communs à la plupart
des centrales nucléaires.
1.1.2 Principaux constituants d’un cœur de réacteur nucléaire
Comme nous venons de le voir, une centrale nucléaire est destinée à produire de l’électri-
cité à partir d’un combustible nucléaire. Quatre constituants principaux sont nécessaires pour
concevoir un cœur de réacteur :
• un combustible : le combustible nucléaire est placé dans le cœur du réacteur. Il contient
des atomes fissiles qui dégagent de l’énergie lors de leur fission. Les principaux atomes fis-
siles sont l’uranium 233, l’uranium 235, le plutonium 239 et le plutonium 241. L’uranium
235 est le seul qui se trouve à l’état naturel et cela justifie que ce soit ce type d’atomes qui
est le plus souvent utilisé dans les centrales nucléaires. L’énergie libérée sous forme de cha-
leur lors de la fission des noyaux d’uranium 235 doit ensuite être récupérée pour servir à la
production d’électricité, c’est le rôle du caloporteur ;
• un fluide caloporteur : un fluide qui transporte la chaleur hors du réacteur. En circulant en
contact avec le combustible, ce fluide joue deux rôles : prendre la chaleur du combustible
pour la transporter hors du cœur du réacteur, et maintenir la température de celui-ci à une
valeur compatible avec la tenue desmatériaux. Le combustible est entouré d’une gainemé-
tallique formant un boîtier étanche afin de l’isoler du fluide caloporteur. Cette précaution
évite que le combustible, qui est très chaud, soit directement en contact avec le caloporteur,
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ce qui pourrait provoquer des réactions chimiques entre les deux. Cette gaine empêche
aussi que des particules du combustible puissent passer dans le caloporteur et sortir ainsi
de la cuve du réacteur. En fait, cette précaution assure que ni les particules d’uranium et
surtout ni les produits de fission (qui sont radioactifs) ne passent dans le caloporteur ;
• un modérateur : le modérateur est un ralentisseur de neutrons, une autre précaution qui
vient se rajouter au combustible gainé, au caloporteur et aux barres de contrôle (définies
juste plus bas). La plupart des réacteurs, à l’exception des réacteurs à neutrons rapides,
comportent un modérateur. Le rôle de ce dernier est de ralentir les neutrons qui sont sou-
vent trop énergétiques pour provoquer efficacement une nouvelle fission. Ces neutrons ont
une très grande énergie qui fait qu’ils se déplacent à une très grande vitesse (20 000 km/s).
Ce sont des neutrons très rapides et leur grande vitesse joue souvent en leur défaveur. En
fait, lorsqu’ils passent trop vite à proximité des atomes d’uranium les réactions de fission
sont difficiles à obtenir. Elles sont même rares. Pour palier à ce problème et permettre aux
réactions de fission de se produire plus facilement, et en plus grand nombre, il faut ab-
solument ralentir considérablement les neutrons. On peut ainsi passer grâce au modéra-
teur d’une vitesse de 20 000 km/s jusqu’à une vitesse de l’ordre de 2 km/s. On obtient alors
ce qu’on appelle des neutrons lents ou neutrons « thermiques ». En effet, l’astuce consiste
à faire traverser les neutrons une matière composée d’atomes dont les noyaux ne les ab-
sorbent pas. Ils sont alors freinés car ils perdent de la vitesse en rebondissant sur les noyaux
du modérateur. Ainsi plus les noyaux du modérateur seront légers (de masse voisine de
celle des neutrons, tels que ceux d’hydrogène par exemple) plus le ralentissement sera ra-
pide. Pour un bon fonctionnement du réacteur, combustible et modérateur doivent être
alternés : combustible, modérateur, combustible, modérateur ;
• des barres de commande : ces barres sont des piégeuses de neutrons. Elles sont également
appelées «barres de commande». Le contrôle permanent de la réaction en chaîne est assuré
par leur absorption des neutrons ; elles sont par exemple à base de bore. Le carbure de bore
est un excellent absorbant dans le domaine thermique, ce qui permet un bon contrôle du
cœur. Les barres de commande sont mobiles dans le cœur du réacteur ce qui permet de les
remonter ou de les extraire en fonction du nombre de neutrons à absorber. Elles permettent
ainsi de piloter le réacteur. De plus, en cas d’incident, l’enfoncement complet, ou chute, de
ces barres au sein du combustible stoppe presque instantanément la réaction en chaîne.
REMARQUE 1.1.
• Chaque fission produit en moyenne deux à trois neutrons. Ces neutrons vont pouvoir pro-
voquer à leur tour de nouvelles fissions qui libéreraient de nouveaux neutrons et ainsi de
suite . . . c’est la réaction en chaîne. Dans le réacteur, cette fission doit être maîtrisée pour
que la quantité de chaleur libérée à chaque seconde dans la masse d’uranium reste contrô-
lée. Le but étant qu’une fission produise une autre et une seule, sur les trois neutrons pro-
duit lors de chaque fission, deux seront capturés (voir la figure 1.1). Ceci est assuré par la
matière dont sont faites les barres de contrôle, introduite ci-dessus.
• Pour les principaux constituants d’un cœur de réacteur cités plus haut, et notamment les
trois premiers, il existe plusieurs possibilités. Par exemple, le caloporteur peut être gazeux







FIG. 1.1: Contrôle de la réaction en chaîne
entre les différents combustibles, caloporteurs oumodérateurs, seules certaines ont été re-
tenues et ont donné lieu à des réalisations industrielles. ♠
1.1.3 Différentes familles de réacteurs
Même si le principe de fonctionnement des réacteurs est identique dans toutes les centrales
nucléaires, il existe plusieurs familles (ou filières) de réacteurs. Ci-dessous on présente et briè-
vement les filières les plus connues.
Réacteur à Neutrons Rapides (RNR)
Les réacteurs à neutrons rapides ont été conçus pour utiliser la matière fissile (l’uranium et
le plutonium) comme combustible nucléaire de manière plus optimale que dans les réacteurs à
neutrons thermiques. Le fluide caloporteur peut être un métal liquide, tel que le sodium (c’est
le cas pour le réacteur Phénix) ou un gaz (l’hélium). Ce type de réacteur a la particularité d’être
soit surgénérateur (fabriquer de la matière fissile), soit incinérateur des déchets à vie longue (les
actinides).
Réacteur à Eau sous Pression (REP)
La filière des réacteurs à eau sous pression est la plus répandue dans le monde. Presque la
moitié de l’électricité mondiale d’origine nucléaire est produite par ce type de réacteurs. La
France compte 50 réacteurs dans son parc nucléaire. Tous les réacteurs nucléaires français, mis
à part Phénix, sont des REP : 34 délivrent une puissance de 900MWe (Mega Watts électriques),
20 une puissance de 1300MWe et 4 une puissance de 1450MWe.
Réacteur à Caloporteur Gaz (RCG)
Dans les réacteurs à caloporteur gaz le choix de l’hélium comme caloporteur offre plusieurs
intérêts. En fait, cela permet d’envisager une gammede réacteurs à cycle direct : l’héliumà haute
température alimente directement, sans échangeur intermédiaire, le groupe turbo-alternateur.
Cette particularité offre un rendement thermodynamique plus élevé que dans les réacteurs à
cycle indirect.
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Ce type de réacteurs a déjà été étudié dans le passé et bénéficie aujourd’hui des très impor-
tants progrès accomplis en matière de turbine à gaz. Les RCG sont susceptibles de permettre la
réalisation d’unités de petite taille (de 100 à 300MWe), économiques et sûres. Ce type de réac-
teur est également susceptible de fonctionner avec des neutrons rapides et donc de présenter
alors les avantages complémentaires des RNR.
C’est cette dernière filière qui nous intéresse principalement dans ce travail de thèse où il sera
question d’homogénéiser des modèles de transferts thermiques et radiatifs ayant lieu dans le
cœur des RCG. Nous détaillons donc, ci-dessous, la géométrie duHTR : un réacteur appartenant
à cette filière et dont le cœur sera le théâtre de nos applications.
1.2 Réacteur à Haute Température (HTR)
Le HTR (High Temperature Reactor) est un réacteur modéré au graphite et refroidi à l’hélium.
Il s’inscrit dans la filière des RCG. Cette technologie existe depuis de nombreuses années et plu-
sieurs réacteurs de cette famille ont déjà fonctionné aux Etats-Unis et en Allemagne au cours des
années 60−70. Aujourd’hui, deux réacteurs sont en fonctionnement (HTTR au Japon et HTR-10
en Chine) et plusieurs concepts sont à l’étude. La filière connaît actuellement un regain d’intérêt
et les divers concepts à l’étude présentent des avantages tels que la sûreté passive en situation
accidentelle (concept GT-MHRdeGeneral Atomics) et une température de sortie du caloporteur
élevée qui permet d’envisager de multiples applications (concept VHTR de IVème génération).
Les HTR se différencient des REP sur différents points :
• le combustible : il est composé de particules «TRISO» à noyau combustible et trois couches
d’enrobage ;
• le modérateur : est du graphite solide au lieu de l’eau liquide ;
• le caloporteur : est de l’hélium gazeux, donc différent du modérateur.
Le réacteur à haute température (HTR) est intégré dans le projet GIF (Generation IV Inter-
national Forum). Ainsi, il est l’un des 6 réacteurs nucléaires de IVème génération retenu pour la
production d’énergie qu’on cite ci-dessous :
• GFR (Gas-Cooled Fast Reactor System) : réacteur rapide à haute température (850 ◦C) re-
froidi au gaz (hélium) ;
• LFR (Lead-Cooled Fast Reactor System) : réacteur rapide refroidi au plomb ou au plomb-
bismuth ;
• MSR (Molten Salt Reactor System) : réacteur à sels fondus ;
• SFR (Sodium-Cooled Fast Reactor System) : réacteur rapide refroidi au sodium ;
• SWCR (Supercritical Water-Cooled Reactor System) : réacteur refroidi à l’eau supercritique,
• VHTR (Very High Temperature Reactor System) : réacteur à très haute température
(1000 ◦C/1200 ◦C) refroidi à l’hélium.
Ce projet est développé en commun dans plusieurs pays : le Canada, le Japon, le Royaume-
Uni, les États-Unis, l’Afrique du Sud, la Chine, la Corée du Sud et la France.
Parallèlement, l’Union Européenne finance un projet (RAPHAEL) destiné à regrouper toutes
les recherches effectuées sur les HTR en Europe. Plusieurs grands groupes participent à ce pro-
jet. En France, des études sont menées par le CEA, en collaboration avec FRAMATOME-ANP et
EDF. Le CEA réalise des études afin d’évaluer les particularités physiques des réacteurs à haute
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température. La majorité de ces études sont réalisées sur la géométrie du cœur GT-MHR (Gas
Turbine - Modular Helium cooled Reactor).
1.3 Propriétés du réacteur GT-MHR
1.3.1 Constituants du GT-MHR
Cœur du réacteur
Le cœur du GT-MHR est constitué d’un empilement de 102 cellules contenant chacune 10
éléments combustibles prismatiques. Cela représente environ 4524 kg de noyaux lourds dans le
cœur. Le cœur du GT-MHR est assez grand : 8m de haut pour un diamètre extérieur de 6.5m
(voir la figure 1.2). L’une des particularités du GT-MHR réside dans la géométrie annulaire du
cœur.
Les réacteurs a haute temperature 
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Le combustible  est sous forme d’oxyde d’uranium, enrichi à 15%. Il sert à produire l’énergie et à retenir les 
produits de fission. L’UO2 ne se retrouve pas, comme dans un réacteur à eaux pressurisées (REP), à l’intérieur d’une 
gaine de zirconium, mais enrobée de quatre couches protectrices différentes : 
? Une première couche constituée de pyrocarbone poreux (buffer). Elle assure un volume d’expansion pour 
les gaz de fission, accommode le gonflement du noyau, et protège les autres couches du recul des produits de 
fission. 
? La seconde couche est constituée de pyrocarbone dense (PyC interne). Elle retient les gaz de fission, 
empêche la corrosion de la couche de carbure de silicium et fournit un support mécanique à la couche de carbure 
de silicium. 
? La troisième couche est constituée de carbure de silicium (SiC). Elle est la principale structure résistante. 
? La quatrième couche est constituée de pyrocarbone dense (PyC externe). Elle protège la couche de carbure 
de silicium et assure une structure d’accroche pour le graphite. 
1.2.2 Le cœur du réacteur 
Le cœur du GT-MHR est constitué d’un empilement de 1020 éléments combustibles prismatiques. Cela 
représente environ 4524 kg de noyaux lourds dans le cœur. Le cœur du GT-MHR est très grand : 8m de haut pour un 
diamètre extérieur de 6,5 m (Figure 2). 
L’une des particularités du GT-MHR réside dans la géométrie annulaire du cœur. La présence d’un réflecteur 
interne en graphite permet de limiter la montée en température du cœur lors du transitoire accidentel de perte totale de 
réfrigérant (le graphite servant de capacité thermique).  
 
Figure 2 : Schéma du cœur du GT-MHR 
Comme tous les réacteur nucléaires, le GT-MHR est piloté avec des barres de commande dans les situations 
de fonctionnement normale ou en cas d’arrêt d’urgence du réacteur. Aussi, certains éléments combustibles et certains 
éléments de réflecteur possèdent des barres de pilotage. Ces barres sont constituées d’un anneau de carbure de bore de 
6,5 cm de diamètre extérieur. Le carbure de bore est un excellent absorbant dans le domaine thermique, ce qui permet 
un bon contrôle du cœur.  
FIG. 1.2: De l’élément combustible au cœur du réacteur GT-MHR
Comme tous les réacteurs nucléair s, le GT-MHR est piloté avec des barres de commande
dans les situations de fonctionnement normale ou en cas d’arrêt d’urgence du réacteur. Ces
barres sont constituées d’un anneau de carbure de bore. Les barres de pilotage (36 au total) sont
en carbure de bore, très capturant en spectre thermique.
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Caloporteur
Le caloporteur retenu est l’hélium sous 70 bar. L’hélium a été choisi car il ne capture pas les
neutrons. Par contre, sa capacité calorifique massique est faible, car il est sous forme gazeuse.
Il devra donc être sous pression pour être assez efficace. Un compromis entre la mécanique et
cette capacité calorifique faible envisage l’hélium sous cette pression de 70 bar. Dans le concept
actuel, l’hélium rentre à 490 ◦C et ressort à 850 ◦C, comme on peut le voir sur la figure 1.2.
Compact combustible
Le GT-MHR est un HTR à éléments prismatiques. La matière fissile est placée dans une par-
ticule TRISO qu’on peut voir sur la figure 1.3. Ces particules sont ensuite dispersées dans une
matrice cylindrique en graphite : le compact. Les compacts sont insérés dans des blocs prisma-
tiques de graphite : les éléments. Ces éléments, placés à l’intérieur de la cuve, forment le cœur.
Les éléments possèdent aussi des canaux pour laisser circuler l’hélium et refroidir le cœur, et un
trou de préhension pour le manipuler.
Les réacteurs a haute temperature 
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1 LES REACTEURS A HAUTE TEMPERATURE 
 
Les HTR (Hight Temperature Reactor) se différencient des REP (Réacteur à Eau Pressurisée) sur différents 
points : 
? Le combustible : il  est composé de particules TRISO pour le HTR. 
? Le modérateur est du graphite solide au lieu de l’eau liquide. 
? Le caloporteur est de l’hélium gazeux, donc différent du modérateur. 




Le réacteur à haute tempér ture (HTR) est intégré dans e projet GIF (Generat on IV International Forum). 
Ainsi, il est l’un des 6 réacteurs nucléaires de 4ème génération retenu pour la production d’énergie. Ce projet est 
développé en commun dans plusieurs pays : le Canada, le Japon, le Royaume-Uni, les Etats-Unis, l’Afrique du Sud, la 
Chine, la Corée du Sud et la France. 
 
Parallèlement, l’Union Européenne finance le projet RAPHAEL destiné à regrouper toutes les recherches 
effectuées sur les HTR en Europe. Ce projet a débuté en Avril 2005 et durera 4 ans. Plusieurs grands groupes 
participent à ce projet : le CEA, EDF, FRAMATOME-ANP, BNFL, FZH... 
 
Enfin, en France, des études sont menées par le CEA, en collaboration avec FRAMATOME-ANP et EDF. Ces 
études sont notamment destinées à mettre en place une modélisation neutronique en vue des études de 
conception/dimensionnement. En outre, le CEA réalise des études afin d’évaluer les particularités physiques des 
réacteurs à haute température. La majorité de ces études sont réalisées sur la géométrie du cœur GT-MHR (Gas 
Turbine – Modular Helium cooled Reactor). ([4]) 
 
 
1.2 DESCRIPTION DU REACTEUR UTILISE LORS DE L’ETUDE : LE GT-MHR 
1.2.1 La particule combustible 
L  GT-MHR est un HTR à élément  prismatiques. La matière fissile est placée dans une particule TRISO 
(Figure 1). Ces particules sont ensuite dispersées dans une matrice cylindrique en graphite : le compact. Les compact 
sont insérés dans des blocks prismatiques de graphite : les éléments. Ces éléments, placés à l’intérieur de la cuve, 
forment le cœur. Le  éléments possèdent aussi des canaux pour laisser circuler l’hélium et refroidir le cœur, et un trou 
de préhension pour le manipuler. 
 
 
Figure 1 : Schéma de la géométrie de la particule à l’élément 
FIG. 1.3: De la particule à l’élément combustible
1.3.2 Avantages du GT-MHR
L’utilisation des hautes températures
La température de sortie de l’hélium est de 850 ◦C. Mais on peut envisager, dans une version
améliorée, une sortie vers 1000 ◦C. Cette haute température permet de concevoir de multiples
applications pour ce réacteur. La production d’électricité ne sera sûrement pas sa seule utilisa-
tion. Cette haute température pourra être utilisée dans des raffineries, des cimenteries, à la pro-
duction de dihydrogène (futur carburant), pour le chauffage, pour déssaliniser l’eau de mer, . . .
Pour la production d’électricité, le HTR peut être soit à cycle direct avec une turbine à gaz,
soit à un cycle indirect avec la vaporisation de l’eau, comme dans un REP. La première option
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est celle choisie, car elle permet d’avoir un rendement de 47% (seulement 35% pour les REP).
Les réacteurs a haute temperature 
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1.2.3 L’hélium 
Le caloporteur est de l’hélium sous 70 bars. L’hélium a été choisi car il ne capture pas les neutrons. Par contre, 
sa capacité calorifique massique est faible, car il est sous forme gazeuse. Il devra donc être sous pression pour être 
assez efficace. Un compromis entre la mécanique et cette capacité calorifique faible envisage l’hélium sous cette 
pression de 70 bars. Dans le concept actuel, il rentre à 490°C et ressort à 850°C. 
 
1.3 LES AVANTAGES DU GT-MHR 
1.3.1 L’utilisation des hautes températures 
La température de sortie de l’hélium est de 850°C. Mais, dans une version améliorée, il pourrait sortir vers 
1000°C. Cette haute température permet de concevoir de multiples applications pour ce réacteur. La production 
d’électricité ne sera sûrement pas sa seule utilisation. Cette haute température pourra être utilisée dans des raffineries, 
des cimenteries, à la production de dihydrogène (futur carburant), pour le chauffage, pour désaliniser l’eau de mer,… 
Pour la production d’électricité, le HTR peut être soit à cycle direct avec une turbine à gaz (une fois les 
problèmes de matériaux sur la turbine résolus), soit à un cycle indirect avec la vaporisation de l’eau, comme dans un 




Figure 3 : Schéma du réacteur GT-MHR dans son ensemble 
1.3.2 La sûreté 
La sûreté est un point marquant sur la conception du GT-MHR. Ce réacteur est dit stable naturellement, et à 
l’extrême ne nécessiterait pas l’intervention de l’homme pour le pilotage (même en cas d’accident). Voici ces points 
marquants : 
? Faible densité 
? Coefficient de température négatif 
? Confinement des produits de fission dans les particules TRISO 
? Caloporteur neutre et sans changement de phase : fini les problèmes d’ébullition comme dans les 
REP. 
? La salle des machines et le réacteur sont placés dans des « bouteilles » (Figure 3) : cela constitue une 
autre enceinte protectrice 
? Cœur réfractaire 
FIG. 1.4: Le Bâtiment du réacteur GT-MHR
La sûreté
Ce réacteur GT-MHRest stable naturellement et à l’extrêmene nécessiterait pas l’intervention
de l’homme pour le pilotage (même en cas d’accident). Les points principaux qui font de ce
réacteur un réacteur sûr, se résument en :
• faible densité ;
• coefficient de température négatif ;
• confinement des produits de fission dans les particules TRISO ;
• caloporteur neutre et sans changement de phase : fini les problèmes d’ébullition comme
dans les REP ;
• la salle des machines et le réacteur sont placés dans des « bouteilles » (voir la figure 1.4) :
cela constitue une autre enceinte protectrice ;
• cœur réfractaire : ne fond pas même à haute température.
Les paramètres de conception du cœur GT-MHR (dimension du cœur, géométrie annulaire et
densité de puissance) répondent à un objectif de sûreté passive lors du transitoire accidentel de
perte totale de réfrigérant. La densité de puissancemoyenne (6.6MW/m3 dans la zone annulaire
combustible) est directement liée à la température maximale de la particule à ne pas dépasser
lors de ce transitoire (1600 ◦C).
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1.4 Différents stades d’homogénéisation dans le cœur du
GT-MHR
Dans le cas des assemblages prismatiques des réacteurs à hautes températures, deux types
d’homogénéisation peuvent coexister :
• Homogénéisation enmilieu périodique infini :
\ Homogénéisation des couches de matériaux dans la particule combustible : cette étape
consiste d’abord à homogénéiser le plus petit élément dans le cœur, la particule combus-

















FIG. 1.5: Particule combust ble
\ Homogénéisation des compacts combustibles dans la matrice de graphite : le graphite
et le compact forment après cette étape un solide équivalent, le cœur pourrait se réduire


















FIG. 1.6: compact combustible
\ Homogénéisation des canaux d’hélium dans la matrice solide : homogénéisation des
deux phases solide/fluide.
• Homogénéisation en milieu stochastique : homogénéisation des particules combustibles
dans la matrice dans le compact.
Dans ce travail, nous nous sommes intéressé principalement à la troisième étape du premier
type d’homogénéisation : homogénéisation en milieu périodique d’un problème de transfert
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d’une étude plus approfondie de comparer le modèle analytique de Maxwell avec d’autres modèles analytiques ou 
numériques pour évaluer ses limites d’utilisation. 
3.1.3 HOMOGENEISATION DES PROPRIETES THERMIQUES DES ASSEMBLAGES 
COMBUSTIBLES 
Les assemblages combustibles des réacteurs à haute température sont constitués de compacts combustibles, de 
compacts poisons et de canaux de refroidissement d’hélium uniformément répartis sur une matrice de graphite [Figure 
6] et éventuellement des cavités d’insertion de barres de contrôle. 
L’homogénéisation de l’assemblage combustible a pour but de définir une propriété homogène pour simplifier et 





Figure 6 : Composition d’un assemblage combustible standard 
La première étape de l’homogénéisation de l’assemblage consiste à diluer les compacts combustibles et les compacts 
poisons dans la matrice graphite. Etant donné que le nombre de compacts poisons est relativement faible devant le 
nombre de compacts combustibles (moins de 8%) (Figure 6), nous considérerons que les conductivités de tous les 
compacts sont égales et valent celle du compact combustible définie au paragraphe précédent (3.5). 
La conductivité équivalente peut être calculée soit à l’aide de modèles analytiques soit numériques. Nous choisissons de 
conserver le même modèle analytique de Maxwell utilisé pour l’homogénéisation des compacts (3.6). Ce choix a été 
validé par une méthode numérique qui consiste à calculer la conductivité équivalente du milieu solide dans l’assemblage 
en utilisant la définition de la conductivité (flux de chaleur entre deux surfaces divisé par la distance entre les deux 
surfaces et la différence de température). 
2( ) 2
( ) 2
i m i i m
assemblage m




λ λ λ λλ λ λ λ λ λ
λ λ
− + += − + +
=
     (3.6)  
•  conductivité thermique de l’inclusion (compact) ; iλ
•  conductivité thermique de la matrice graphite ; mλ
• if  taux de remplissage volumique de l’inclusion dans la matrice. 
FIG. 1.7: bloc combustible
1.5 Échelles d’espace
Les modèles utilisés dans notre étude pour la zon cœur décomposent cell -ci en deux
phases, une phase solide (matrice de graphite et combustible) et une phase gazeuse (canaux).
FIG. 1.8:Une coupe 2D du cœur, le cœur contient 10 niveaux de 102 cellules combustibles (cellules
rouges). Chaque cellule est constituée de 10 éléments combustibles
L’analyse du fonctionnement du réacteur nécessite un calcul thermohydraulique complet du
cœur et de la cuve. Le cœur contient un grand nombre de canaux cylindriques (une dizaine de
milliers) de diamètre assez petit. Le combustible et le gaz ayant des propriétés très différentes,
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canal d’hélium
FIG. 1.9:Une coupe 2D d’un élément combustible, les trous blancs représentent les canaux d’hélium.
on se retrouve avec desmodèles où les coefficients sont rapidement oscillants. D’unpoint de vue
numérique la simulation de tels modèles exige un maillage très fin (dont le pas serait au moins
plus petit que le diamètre des canaux). Ceci demanderait des capacités de calcul (encombre-
ment et temps calcul) inenvisageable. Or, dans la plupart des cas, seul le comportement global
(oumacroscopique) dumilieu nous intéresse. On cherche donc à considérer le cœur comme un
milieu homogène équivalent où le gaz et le solide sont mélangés.
Le coeur ayant un diamètre de 6.5m et les canaux d’helium ayant un diamètre de 16 · 10-3m,
deux échelles d’espace seront à distinguer lors d’une modélisation ayant lieu dans le cœur et
impliquant les canaux d’helium (voir la figures 1.8 et la figure 1.9). Ceci est possible grâce à la
mise au point d’une méthode d’homogénéisation. En effet, l’homogénéisation nous permettra
d’établir un comportementmacroscopique (comportement global à l’echelle du cœur) qui tient
compte du comportement microscopique (comportement local au niveau des canaux d’he-
lium). Les calculs se trouveront alors simplifiés ce qui permettra de réduire la mémoire et les
temps CPU et apporter par la suite des réponses rapides concernant la détermination du maxi-




Introduction à la méthode
d’homogénéisation
Nous présentons ci-dessous les notions les plus générales concernant la méthode d’homogénéi-
sation. Nous présentons ensuite la méthode de convergence à deux échelles qui sert à justifier la
méthode d’un point de vuemathématique. Onprésentera en parallèle, en guise d’illustration, l’ho-
mogénéisation d’un problème de conduction avec des conditions aux limites type Dirichlet, ayant
lieu dans unmilieu périodique et on établira rigoureusement son homogénéisation via la conver-
gence à deux échelles.
Sommaire
2.1 Méthodes asymptotiques 13
2.2 Méthode d’homogénéisation 14
2.2.1 Motivation 14
2.2.2 Approche physique 15
2.2.3 Géométrie 15
2.2.4 Exemple d’illustration 16
2.3 Justificationmathématique 21
2.3.1 Convergence à deux échelles, définition et propriétés 21
2.3.2 Application à l’exemple d’illustration 22
2.3.3 Estimation a priori 23
2.3.4 Convergence à deux échelles 23
2.4 Remarques et estimation d’erreur 25
2.1 Méthodes asymptotiques
Certains phénomènes physiques requièrent la prise en compte d’un ou de plusieurs petits
paramètres lors de leurs modélisation mathématique. Les méthodes asymptotiques consistent
essentiellement en l’étude de l’influence des petits paramètres sur la solution de problèmesma-
thématiques. L’influence de ces petits paramètres peut être très grande sur les solutions. Né-
gliger leurs effets entraîne une mauvaise modélisation du phénomène physique et coûte ainsi
une grande perte en précision au niveau des simulations numériques du moins dans certaines
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régions où les petits paramètres produisent « une perturbation singulière ».
L’étude asymptotique d’un problème contenant un petit paramètre ε consiste à décrire les
propriétés de la solution lorsque ε tend vers 0. L’analyse asymptotique peut donc s’imposer dans
des cas similaires au notre où l’on peut distinguer deux échelles d’espace pour ne pas dire deux
niveaux de modélisation, elle permet d’éviter une fausse simulation du phénomène. En effet, si
l’on effectue les calculs en utilisant directement des méthodes numériques standard on risque
de ne pas voir les phénomènes microscopiques qui se produisent au niveau de la microstruc-
ture si les mailles considérées lui sont de taille supérieure. Ce n’est donc qu’après une analyse
asymptotique que les effets des phénomènes locaux seront pris en compte dans la méthode de
discrétisation choisie.
On note aussi qu’en pratique (lors de l’homogénéisation d’un problème issu de l’industrie),
la valeur de ε est en général assez petite pour faire appel à une étude asymptotique mais reste
toutefois strictement positive. Il faut donc noter que plus la valeur du petit paramètre sera petite,
plus l’étude asymptotique donnera une description fidèle du phénomène.
2.2 Méthode d’homogénéisation
On ne parlera ci-dessous que des aspects de l’homogénéisation qui ont été utilisés dans cette
thèse. Ainsi et en se servant d’un exemple d’illustration on ne présentera au lecteur que les
grandes lignes qui seront reprises dans les chapitres qui suivent. On commence par décrire la
géométrie périodique qu’on pourrait considérer et on introduit les variables (macroscopique
x et microscopique y) qui nous accompagneront le long de ce travail. En ce qui concerne les
méthodes de convergence, on ne présentera que la méthode de convergence à deux échelles.
2.2.1 Motivation
Ona vuprécédemment que les coefficients de conductivité sont rapidement oscillants à cause
des deux constituants très différents dumilieu considéré (solide/gaz). Au niveau de la résolution
numérique, ceci impose un maillage assez fin (pas du maillage inférieur à la période de l’hété-
rogénéité ε) pour pouvoir prendre en compte les propriétés des deux milieux. Ceci n’est pas
faisable en pratique car cela rend la résolution du problème très coûteuse voire impossible. La
période ε étant assez petite, nous procédons par une étude asymptotique du problème quand ε
tend vers 0. Une homogénéisation du problème permettra d’obtenir une équation où les coeffi-
cients n’oscillent pas et dont la solution est assez proche de celle de l’équation d’origine. Ainsi
le problème obtenu sera appelé problème homogénéisé et ses coefficients seront dits coeffi-
cients homogénéisés ou effectifs du domaine d’étude considéré. Contrairement au problème
d’origine, le problème homogénéisé sera résolu numériquement sur un maillage grossier.
L’homogénéisation est une version rigoureuse du processus de la moyenne qui consiste à ex-
traire les paramètres effectifs (ou moyens) d’un milieu hétérogène. Autrement dit, à établir une
analyse asymptotique pour aboutir à une formulation moyennée du problème étudié. Dans ce
contexte, deux échelles entrent en jeu, une échelle microscopique (y = x/ε variable rapide, où
ε est un paramètre géométrique lié à la période des hétérogénéités) dans laquelle sont, généra-
lement, établies les équations aux dérivées partielles décrivant le phénomène physique ; et une
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échelle macroscopique (x, variable lente) où sont établies les équations homogénéisées.
Une homogénéisation classique peut se faire en deux temps : d’abord lamodélisation du com-
portement macroscopique par des équations homogénéisées (ou effectives) obtenues à partir
du modèle microscopique grâce à un développement asymptotique formel, puis une étude ri-
goureuse de la convergence de la suite de solutions des problèmes obtenues pour un ε décrois-
sant vers 0, vers la solution du problème homogénéisé.
2.2.2 Approche physique
Traditionnellement, l’homogénéisation chez les physiciens se fait de manière différente. En
mécanique par exemple (et nous renvoyons vers Christensen [30] pour plus de détails), si nous
nous intéressons à l’étude d’un problème de conduction ayant lieu dans un milieu hétérogène
de tenseur de conductivité K, la méthodologie suivie consiste à considérer un élément de vo-
lume représentatif (RVE) : un échantillon de taille plus grande que l’hétérogénéitémais toujours
petite comparée à la taille du domaine global et calculer la moyenne du gradient de la tempéra-
ture ∇T , qu’on note ξ, et la moyenne du flux de température K∇T , qu’on note Σ. Le tenseur
de conductivité effectif noté K∗ est alors donné par la relation Σ = K∗ ξ. On voit bien que le
tenseur effectif dépend de la taille de l’échantillon considéré, du choix des termes sources et
des conditions aux bords. Pour le même type de problèmes, l’approche par homogénéisation
mathématique, comme on peut la trouver dans Bensoussan et al. [23], Bakhvalov et Panasenko
[17], Sanchez-Hubert et Sanchez-Palencia [88], Cioranescu et Donato [32] . . . , est différente. Elle
nous permet de définir demanière plus rigoureuse le tenseur de conductivité homogénéisée. Ce
tenseur décrira un milieu homogène équivalent et sera indépendant des termes sources et des
conditions aux bords.
2.2.3 Géométrie
SoitΩ un ouvert borné de Rd (d = 2 ou 3 dans les applications). On décomposeΩ enN (ε) cel-
lules élémentaires toutes égales à une translation près à Yε =∏di=1(0,ε). On note par ε la période
du domaine, εd = mes(Ω)N (ε) (1+o(1)).
On considère égalementΩε unmilieu perforé obtenu à partir deΩ auquel on retire une collec-
tion de trous identiques (les canaux) de manière périodique (voir la figure 2.1). Ces perforations
sont présentes en nombre N (ε) et notées (τkε )k=1,...,N (ε).
Pour simplifier l’étude, on se ramène par un changement de variable de Yε à une cellule élé-
mentaire unitaire qu’on note Y = ∏di=1(0,1). On désigne par Y ∗, la cellule Y privée de τ, où τ
désigne la perforation contenue dans Y . On note Γ le bord de τ. Si on désigne par tkε une trans-
lation de (k1ε, ...,kdε) si la cellule considérée Y
k
ε est située à la k
ème
i position suivant la direction
i d’espace considérée, on peut écrire
Y kε = tkε +εY
et
τkε = tkε +ετ.
On fait l’hypothèse que si une cellule de périodicité coupe le bord de Ω alors elle ne contient
pas de trou. Faire cette hypothèse évite que les trous coupent le bord deΩ et garantit également
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qu’ils soient à unedistance de l’ordre de εdubord. Plus d’informations concernant lamotivation
de cette hypothèse peuvent être trouvés dans Allaire [1].
Ω
ε
FIG. 2.1: Domaine périodique perforé
La périodicité du domaine est très utile et utilisée pour l’homogénéisation des phénomènes
qui peuvent y avoir lieu. La notion de périodicité par cellule (une fonction la satisfaisant sera
dite Y -périodique) sera donc assez récurrente dans ce travail, d’où la définition suivante :
DÉFINITION 2.2.1:
Soit une cellule Y =∏di=1(0,`i ), une fonctionu deRd dansRm est dite Y -périodique si elle admet
la période `i dans la direction xi . C’est-à-dire
u(x+k`i ei )= u(x) ∀k ∈Z, ∀i ∈ {1, ...,d}. (2.1)
♦
Nous rappelons ci-dessous un lemme qu’on peut trouver par exemple dans Sanchez-Hubert et
Sanchez-Palencia [88] et que nous utiliserons souvent pour prouver l’existence de solutions d’un
certain type de problème.
LEMME 2.2.2:
Soit f ∈ L2#(Y ) une fonction Y -périodique et K une matrice Y -périodique, symétrique, coercive




) = f dans Y
y 7−→ ωi (x, y) est Y-périodique
admet une unique solution (à une constante près) dans H1# (Y )/R si et seulement si∫
Y
f (y)dy = 0. Cette condition est dite alternative de Fredholm. ♦
2.2.4 Exemple d’illustration
Dans ce qui suit, nous appliquons la méthode d’homogénéisation à un problème de conduc-
tion avec condition aux bords de type Dirichlet dans un domaine non perforé. On établira
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d’abord de manière formelle le modèle homogénéisé puis on montrera rigoureusement la
convergence du modèle microscopique vers le modèle macroscopique via la méthode de
convergence à deux échelles.
Position du Problème








= f dans Ω,
Tε = 0 sur ∂Ω.
(2.2)
Onnote queK est lamatrice de conductivité supposée symétrique, coercive et bornée (en norme
L∞). Il existe donc deux constantes positives 0<α≤β telles que
∀v ∈Rd α|v |2 ≤
d∑
i , j=1
Ki , j (y)vi v j ≤β|v |2 x ∈Ω. (2.3)






L’écriture sous cette forme nous permet de voir clairement que le tenseur de conductivité Kε est
εY -périodique.
Kε(x) est le coefficient de conductivité en un point x. Si on suppose que le domaine est com-
posé de deux milieux périodiquement répartis de conductivité assez différente, Kε(x) prend la
valeur de la conductivité du milieu où se trouve x. Les coefficients de conductivité changent
quand x change d’une valeur de l’ordre de la période ε. On en conclut que la fonction Kε(x)
oscille rapidement puisque la période est très petite.
Développement asymptotique
Le problème homogénéisé s’obtient de manière classique, comme on peut le trouver dans la
plupart des ouvrages consacrés à l’homogénéisation et dont on cite quelques uns Allaire [6]; Ba-
khvalov et Panasenko [17]; Bensoussan et al. [23]; Bergman et al. [24]; Cioranescu et Donato
[32]; Lions [70, 72]; Murat et Tartar [80]; Oleinik et al. [85]; Sanchez-Hubert et Sanchez-Palencia




. La variable x est la variable ma-
croscopique et xε , qu’on note y , est la variable microscopique. On cherche un développement



















































Dans le problème (2.2), en remplaçantTε par son développement asymptotique (2.5), on obtient
une série en ε, égale au terme source f :
−ε−2divy K(y)∇yT0(x, y)
−ε−1 [divy K(y)(∇xT0+∇yT1)(x, y)+divx K(y)∇yT0(x, y)]










En identifiant suivant les puissances de ε, on obtient une cascade d’équations. Dans cet
exemple d’étude nous ne nous intéresserons pas aux équations au delà de l’ordre 0 (en ε0) et ce
sera le cas également pour les travaux présentés plus loin. En fait, dans notre contexte d’étude,
une approximation à l’ordre 1 de l’inconnue est suffisante car dans la plupart des cas le para-
mètre ε est assez petit et la contribution des termes en εi , i ≥ 2 peut être négligeable. On note
par contre, qu’il est important de considérer le terme en ε car il intervient dans le calcul du gra-
dient vu que le terme en ε : T1(x, y) dépend des deux variables,macroscopique etmicroscopique
x et y et que ses dérivées partielles par rapport à y seront en ε−1.









) = 0 dans Y ,
y 7−→ T0(x, y) est Y-périodique;
c’est un problème en la variable y posé dans la cellule Y avec des conditions aux bords pério-
diques et où la variable x joue le rôle d’un paramètre. Par application du lemme 2.2.2 on obtient
que le premier terme du développement asymptotique T0 ne dépend que de la variable macro-
scopique. Ce terme décrit donc le comportement macroscopique de la solution et ne voit pas
les effets de la microstructure. Il existe donc une fonction T (x) telle que :
T0(x, y)= T (x). (2.10)




)+divx (K(y)∇yT0(x, y))= divy K(y)∇xT0(x, y) (2.11)




[∇yT1(x, y)+∇xT (x)])= 0. (2.12)
Le problème posé en T1 est un problème en la variable y posé dans la cellule Y avec des condi-
tions aux bords périodiques et où la variable x joue le rôle d’un paramètre. La connaissance de
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T (x) permettra donc de résoudre cette équation en y et donc de calculerT1(x, y) à une constante







où les (ωi (y))i=1,..,d , dits problèmes de cellule, sont des problèmes résolus dans lamicrostructure
Y . Ils sont au nombre de la dimension de l’espace.




)= divy (K(y)∇xT1)+divx (K(y)(∇xT (x)+∇yT1(x, y)))+ f (x); (2.14)
cette équation a donc pour inconnue T2(x, y). Cette équation n’admet une solution périodique
que si elle satisfait à une condition de compatibilité (voir lemme 2.2.2 page 16). Or on a, en









K(y)∇yT2(x, y) ·n(y)dγ(y)= 0, (2.15)
ce qui implique que le terme de droite de (2.14) est également de moyenne nulle sur la cellule













dy +mes(Y ) f (x)= 0, (2.16)









= f (x). (2.17)
En remplaçant T1 par sa formule on obtient une équation homogénéisée pour T .
Problèmes de cellule
On note par (ei )i=1,...,d les vecteurs de la base canonique, on introduit des problèmes (de
conduction dans ce cas) posés au niveau de la cellule et dits problèmes de cellule qui sont dans
ce cas donnés par {
−divy (K(ei +∇yωi )) = 0 dans Y ,
y 7−→ ωi (y) est Y-périodique.
(2.18)
Ces problèmes sont bien posés. En effet, le lemme 2.2.2 page 16 le confirme.
Problème homogénéisé
Il s’agit de (2.17) qui se réécrit{
−div(K∗∇T ) = f dans Ω,
T = 0 sur ∂Ω. (2.19)
On note que K∗ est la matrice de conductivité homogénéisée, ses coefficients sont donnés par





K(ei +∇yωi ) · (e j +∇yω j )dy,




REMARQUE 2.1. On remarque que dans ce cas le problème homogénéisé est aussi un problème
de conduction. La loi de comportement microscopique (problème en ε) a été donc conservée
lors de l’homogénéisation du problème. On note que le modèle homogénéisé n’est pas toujours
de la même nature. C’est ce qu’on peut constater dans le cas des solides micro-fissurés ou des
écoulements fluides dans lesmilieux poreux. On cite en guise d’exemple que l’homogénéisation
des équations de Stokes peut mener aux équations de Darcy (voir Allaire [2]). ♠
Propriétés de la conductivité homogénéisée
On remarque que si notre tenseur de conductivité K est symétrique alors K∗ l’est également.
















Cette relationmontre queK∗, lamatrice de conductivité homogénéisée, est aussi coercive et bor-
née. Nous rappelons ci-dessous les principales étapes de la démonstration et nous renvoyons
vers Allaire [6] pour une démonstration plus détaillée. On remarque d’abord que la connais-
sance de la forme quadratique K∗ ξ ·ξ, où ξ est un vecteur constant de Rd , nous fournit celle des
coefficients de K∗ (si K∗ est symétrique). Et on a





où ωξ est la solution du problème de cellule suivant{
−divy (K(ξ+∇yωξ)) = 0 dans Y ,
y 7−→ ωξ(y) est Y-périodique.
La solution à ce problème vérifie également le problème de minimisation suivant : trouver ω(y)
point de minimum de













Il suffit donc de choisir une fonction ω≡ 0 pour trouver que







D’autre part, en remarquant que ∀ω ∈H1# (Y ) la moyenne sur Y de ∇ω est égale à 0. On pose :
V =
{














En calculant ce minimum (terme de droite), on trouve la borne inférieure de K∗ ξ ·ξ dans (2.20),
dite la borne harmonique.
REMARQUE 2.2. D’un point de vue physique, le terme de droite peut être interprété commeune
conductivité équivalente correspondant à un ensemble de conductivités ayant les valeurs des
coefficients de K(y) rangées en parallèle et le terme de gauche dans le cas où ces conductivités
seraient rangées en série. ♠
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2.3 Justification mathématique
Pour établir la convergence du modèle en ε vers son modèle homogénéisé associé, nous uti-
lisons la méthode de convergence à deux échelles (cf. Nguetseng [83], Allaire [5]). L’intérêt pour
cetteméthode découle du fait qu’elle combine les deux étapes d’une homogénéisation classique
en prouvant à la fois l’existence du développement asymptotique et la convergence vers la so-
lution du problème homogénéisé. D’abord, nous présentons brièvement la méthode de conver-
gence à deux échelles puis nous l’appliquons à l’étude du modèle, servant d’exemple d’illustra-
tion, homogénéisé plus haut. L’application de cette méthode est conditionnée par la périodicité
du problème. Tous les problèmes considérés dans ce travail étant périodiques, la méthode de
convergence à deux échelle sera celle, parmi les autres méthodes de convergence, retenue pour
l’établissement de manière rigoureuse des problèmes homogénéisés.
2.3.1 Convergence à deux échelles, définition et propriétés
On commence d’abord par définir quelques espaces où peuvent se trouver les fonctions utili-
sées.
DÉFINITION 2.3.1:
• C∞# (Y ) est l’espace des fonctions infiniment différentiables, Y -périodiques,
• L2#(Y ) est le complété par rapport à la norme L2(Y ) de l’espaceC∞# (Y ),
• H1# (Y ) est le complété par rapport à la norme H1(Y ) de l’espaceC∞# (Y ),
• une fonction de L2(Ω;C#(Y )) est une fonction mesurable de carré sommable en x ∈ Ω à
valeurs dans l’espace de Banach des fonctions continues, Y -périodique en y ,
• une fonction de L2(Ω;H1# (Y ∗)/R) est une fonction de L2(Ω) en x ∈Ω à valeurs dans H1(Y ∗),
Y -périodique et définie à une constante près. ♦
Dans ce qui suit l’indice ε désigne une suite d’éléments positifs qui tend vers 0. On rappelle
ci-dessous des résultats classiques qu’on peut trouver dans Allaire [5] et Allaire et al. [10].
THÉORÈME 2.3.2:
Soit uε une suite bornée de L2(Ω). Il existe une sous-suite, notée uε également, et une fonction


















u0(x, y)ψ(x, y)dxd y. (2.21)
On dit alors que uε converge à deux échelles vers u0. ♦
PROPOSITION 2.3.3:
Soit uε une suite bornée de H1(Ω). Alors uε converge à deux échelles, à une sous-suite près,
vers une fonction u(x) ∈ H1(Ω) et il existe une fonction u1(x, y) ∈ L2(Ω;H1# (Y )/R) telle que ∇uε
converge à deux échelles vers ∇u(x)+∇yu1(x, y). ♦

















| uε(x) |2 dγε(x)≤C . (2.23)
Il existe alors une sous-suite notée également uε et u0 ∈ L2(Ω;L2(Γ)) telle que uε(x) converge à

















u0(x, y)ψ(x, y)dxdγ(y) (2.24)
pour toute fonctionψ(x, y) ∈ L2(Ω;C#(Y )). ♦
PROPOSITION 2.3.5:
Soit uε une suite de H1(Ω) telle que
‖uε‖L2(Ω)+ε‖∇uε‖L2(Ω) ≤C . (2.25)







et uε converge à deux-échelles à une sous-suite près vers la trace sur le bord de u0(x, y), où u0



















































∇yu0(x, y) ·Ψ(x, y)dxd y,
(2.27)
pour toute fonctionψ(x, y) ∈ L2(Ω;C#(Y )) et toute fonctionΨ(x, y) ∈ (L2(Ω;C#(Y )))d . ♦
Pour la démonstration de ces résultats on se réfère à Allaire [5] et Allaire et al. [10].
REMARQUE 2.3. Nous donnons ici quelques liens entre la convergence forte et faible et la
convergence à deux échelles ainsi que quelques exemples de convergence à deux échelles.
• La convergence forte implique la convergence à deux échelles.
• Pour toute fonction régulièreψ(x, y), la suite associéeψ(x, xε ) converge à deux échelles vers
ψ(x, y).
• Une suite Tε définie par un développement asymptotique sous la forme :
Tε(x)=∑∞i=0 εiTi (x, xε ) où les fonctions Ti (x, xε ) sont régulières et Y -périodiques, converge
à deux échelles vers T0 le premier terme de son développement asymptotique. La conver-
gence à deux échelles justifie donc l’existence du premier terme du développement asymp-
totique. ♠
2.3.2 Application à l’exemple d’illustration
Ci-dessous nous établissons rigoureusement le problème homogénéisé (2.19) associé à
l’exemple d’illustration.
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2.3.3 Estimation a priori
En choisissant un terme source f dans L2(Ω), on montre que
LEMME 2.3.6:
Le problème (2.2) admet une unique solution Tε dans H10 (Ω) et il existe une constante C , indé-
pendante de ε, telle que :
‖Tε‖H10 (Ω) ≤C‖ f ‖L2(Ω). (2.28)♦
PREUVE.
En effet, en écrivant la formulation variationnelle du problème (2.2) et en choisissant pour fonc-






‖Tε‖2H10 (Ω) = ‖Tε‖
2
L2(Ω)+‖∇Tε‖2L2(Ω)
et en utilisant l’inégalité de Poincaré, on trouve
‖Tε‖H10 (Ω) ≤C‖ f ‖L2(Ω) 2
oùC est une constante indépendante de ε.
2.3.4 Convergence à deux échelles
THÉORÈME 2.3.7:
Soit Tε la suite de solutions du problème (2.2), et T ∈ H1(Ω) la solution du problème homogé-
néisé associé (2.19). Soit T1 ∈ L2(Ω;H1# (Y )/R) définie par (2.13), alors Tε et ∇Tε convergent à
deux échelles vers T (x) et ∇T (x)+∇yT1(x, y) respectivement. ♦
PREUVE.
D’après le lemme 2.3.6, on sait que Tε est bornée dans H10 (Ω), donc d’après la proposition
2.3.3, il existe deux fonctions T (x) de H10 (Ω) et T1(x, y) de L
2(Ω;H1# (Y )/R) telles que, à une
sous-suite près, Tε converge à deux échelles vers T (x) et ∇Tε converge à deux échelles vers
∇T (x)+∇yT1(x, y). Ceci suggère que la solution Tε se comporte comme T (x)+εT1(x, y). Si on
écrit la formulation variationnelle du problème (2.2) en choisissant pour fonction test ϕε(x) =














On peut donc passer à la limite à deux échelles de ∇Tε en posant
ψ(x, y)=K(y)(∇ϕ(x)+∇yϕ1(x, y)) .













On note par V , l’espace H10 (Ω)×L2(Ω;H1# (Y )) et on le munit de la norme
‖u(x),v(x, y)‖2V = ‖∇u(x)‖2L2(Ω)+‖∇yv(x, y)‖2L2(Ω×Y ). (2.31)
Vu la densité de D(Ω)×D(Ω;C∞# (Y )) dans V , la relation (2.30) reste vrai pour (ϕ,ϕ1) dans
V = H10 (Ω)× L2(Ω;H1# (Y )). Au final on trouve donc une formulation variationnelle en (T,T1).






K(y)(∇T (x)+∇yT1(x, y)) ·
(∇T (x)+∇yT1(x, y))dxd y
≥α‖(T,T1)‖2V .
Les conditions du lemme de Lax-Milgramm sont donc vérifiées, il existe alors une unique solu-
tion (T,T1) ∈ V d’un problème dont la formulation variationnelle est (2.30). Et par conséquent
les suites (Tε)ε et (∇Tε)ε convergent entièrement et non à une sous-suite près vers leurs limites
respectives T (x) et ∇T (x)+∇yT1(x, y).











(∇T +∇yT1(x, y)) ·∇ϕ(x)dxd y = mes(Y )∫
Ω
f (x)ϕ(x).










(∇T (x)+∇yT1(x, y))) = 0 dans Ω×Y ,
T = 0 sur ∂Ω,
y 7→ T1(x, y) est Y −périodique.
(2.32)
Ce problème peut être découplé en un problèmemacroscopique et un problèmemicroscopique





= mes(Y ) f (x) dans Ω
T = 0 sur ∂Ω
et {
−divy K(y)
[∇yT1(x, y)+∇xT (x)] = 0 dans Y
y 7→ T1(x, y) est Y−périodique
On constate qu’en introduisant l’expression de la conductivité homogénéisée et des problèmes
de cellule, on retrouve exactement les résultats du processus d’homogénéisation établis de ma-
nière heuristique plus haut. 2
PROPOSITION 2.3.8:
Si la fonction T (x) est régulière, alors on a
lim
ε→0

































































En considérant∇T +∇yT1 comme une fonction test admissible, on peut passer à la limite à deux
échelles dans le terme de droite de (2.33) et obtenir
lim
ε→0









converge fortement vers 0 dans L2(Ω)d . 2
2.4 Remarques et estimation d’erreur
Comme on l’a vu plus haut (2.5), on cherche à approcher la solution par un développement




















est dit terme de correction. On voit bien que pour un ε très petit, ce
terme sera négligeable (selon la précision visée). Ce n’est absolument pas le cas si on s’intéresse
plutôt au gradient de la solution (par exemple flux de température . . . ) car dans ce cas le terme











Estimation d’erreur :On donne ci-dessous un résultat démontré par Bensoussan et al. [23].
THÉORÈME 2.4.1:
SoitTε etT les solutions uniques des problèmes (2.2) et (2.19) respectivement. AlorsTε converge





oùC est une constante indépendante de ε et T1 est donnée par (2.13). ♦










REMARQUE 2.4. Le long de ce travail et pour chaque homogénéisation considérée nous verrons
que le développement asymptotique à deux échelles de l’inconnue (ici la température) aura tou-




Considérations basiques pour la
modélisation
Nous commençons par parler de manière générale des modes de transfert d’énergie dont il sera
question dans ce travail. Nous détaillons ensuite le mode qui nous intéresse principalement et qui
est le transfert d’énergie par rayonnement thermique. A la fin du chapitre nous dressons un bilan
des différents modèles qui seront homogénéisés et simulés au moyen de CAST3M le long de cette
étude.
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3.1 Modes de transfert d’énergie
Le transfert d’énergie se produit dès qu’il y a une différence de température dans un même
milieu ou entre plusieurs milieux.
Avant de parler plus précisément dumode de transfert d’énergie qui nous intéresse principa-
lement dans ce travail et qui est le rayonnement thermique, nous parlons également mais briè-
vement des deux autres modes possibles de transfert d’énergie : la conduction et la convection.
Ceci nous permettra de comparer la nature du premier transfert avec celle des deux autres. Nous
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renvoyons pour plus d’informations à des références classiques , qui sont assez nombreuses,
on se contente d’en citer Bejan [19]; Bejan et Kraus [21]; Hartnett et al. [55]; Incropera et De-
Witt [56, 57]; Janna [60]; Kaviany [61]; Leleu [66]; Moran et al. [79]; Naterer [82]; Taine et Petit
[96]; Welty et al. [106]. On renvoie également à des documents très intéressants qu’on pourrait
trouver en version électronique sur des sites web tels que J. H. Lienhard [59] et Techniques de
l’ingénieur [102].
3.1.1 Conduction
Comme le montre la figure 3.1, quand on est en présence d’un gradient de température dans
unmilieu stationnaire (fluide ou solide), le transfert d’énergie qui aura lieu alors à travers cemi-
lieu (allant dans la direction des températures décroissantes) est désigné par le terme conduc-
tion.
FIG. 3.1: Conduction
La conduction est le transfert d’énergie dû à une agitation moléculaire, on peut consulter à
ce sujet les ouvrages Gebhart [50]; Özisik [107]. C’est donc un transfert d’énergie entre des par-
ticules ayant plus d’énergie et d’autres en ayant moins dans un milieu donné. Le flux d’énergie
(où le taux d’énergie transféré) q est proportionnel au gradient de la distribution de tempéra-
ture T (x). En désignant par K le tenseur de conductivité thermique (et nous garderons la même
notation dans tout ce qui suit), q est donné par la loi de Fourier :
q =−K∇T.
3.1.2 Convection
Dans le cas d’un échange de chaleur entre un fluide en mouvement de température T f et
une surface de température Ts comme le montre la figure 3.2, le transfert d’énergie se fait par
convection. La convection est une combinaison des effets dus à la conduction et aumouvement
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FIG. 3.2: Convection
macroscopique du fluide. Le flux d’énergie est donné dans ce cas par la loi de Newton pour les
écoulements :
q = h(T −T f ),
où h est le coefficient d’échange. Pour plus d’informations sur ce mode de transfert d’énergie,
on renvoie le lecteur vers Bejan [20]; Giblin [52]; Janna [60]; Kays et Crawford [62].
REMARQUE 3.1. On note que K et h peuvent dépendre de la température. Pour la conduction et
la convection, les taux de transfert d’énergie sont linéairement proportionnels aux différences
des températures. En général les taux de transferts d’énergie par rayonnement sont propor-
tionnels aux différences des puissances quatres (ou plus) des températures. En désignant par
∆ l’opérateur différence, on a :
q ∼ ∆T 4
où T désigne la température. ♠
3.2 Rayonnement thermique
Le rayonnement thermique (ou le transfert radiatif) est le terme qui désigne le transfert
d’énergie par des ondes. Contrairement au transfert d’énergie par conduction ou par convec-
tion, le rayonnement thermique n’est pas conditionné par la présence d’un milieu.
Tous lesmatériaux émettent et absorbent demanière continue des ondes électromagnétiques
ou des photons en diminuant ou en élevant le niveau de leur énergiemoléculaires. La puissance
ainsi que les longueurs d’onde d’émission dépendent de la température du matériau émettant.
Le rayonnement est donc transféré par des ondes électromagnétiques ou par des photons qui
peuvent parcourir de longues distances sans une interaction avec unmilieu.
Le fait que le transfert radiatif ne nécessite pas la présence d’un milieu pour avoir lieu lui
attribue un grand intérêt quand il est question d’application en espace ou bien en présence
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du vide. L’expression de la densité du flux rayonné varie selon qu’il s’agit de rayonnement avec
un milieu infini, de rayonnement face à face ou de rayonnement en cavité. Elle s’obtient en
utilisant la méthode des éclairement-radiosité qui effectue un bilan d’énergie radiative sur les
surfaces rayonnantes. Nous n’introduisons ici que les modes de rayonnement considérés dans
les modèles étudiés. De plus amples informations sur le transfert d’énergie par rayonnement
peuvent être trouvées dans les références suivantes : Brewster [25]; Chandrasekhar [29]; Edwards
[43]; Fermi [44]; École d’été [54]; Incropera et DeWitt [56]; Modest [78]; Planck [86]; Siegel et
Howell [90]; Soloukhin [91]; Sparrow [94]; Taine [95]; Tamonis et Zukauskas [97]. . .
FIG. 3.3: Rayonnement
3.2.1 Paramètres et hypothèses physiques
Paramètres physiques Le flux maximum auquel le rayonnement est émis d’une surface est
donné par la loi de Stefan-Boltzman :
q =σT 4
où T est la température absolue de la surface (K) etσ est la constante de Stefan-Boltzman (5.67×
10−8Wm-2K-4). Une paroi émettant un tel flux est dite corps noir ou radiateur parfait.
Corps noir Avant de parler de rayonnement entre surfaces, on doit d’abord expliquer le
concept du corps noir. Le corps noir est une surface idéale ayant les trois propriétés suivantes :
• le corps noir absorbe tout rayonnement incident indépendamment de la longueur d’onde
et de la direction de ce rayonnement ;
• à températures égales, aucune autre surface ne peut émettre une énergie supérieure à celle
émise par un corps noir. Le corps noir est donc un émetteur idéal qui rayonnerait unmaxi-
mum d’énergie à chaque température et pour chaque longueur d’onde ;
• le rayonnement émis par un corps noir est fonction de la longueur d’onde et de la tempé-
rature mais indépendant de la direction. On dit que le corps noir est un émetteur diffusant.
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Corps gris et diffusant En pratique, le flux émis par un corps est inférieur à celui qu’on vient
de définir. En fait, il faut tenir compte de l’émissivité e de la surface. L’émissivité est unepropriété
de la surface rayonnante, elle indique le taux d’émission de la surface comparé à celui du corps
noir (d’émissivité égale à 1) à températures égales. On a donc :
q = eσT 4. (3.1)
L’émissivité des substances varie avec la longueur d’onde, la direction d’émission et la tempéra-
ture de surface.
Ainsi, un corps est dit :
• gris si son émissivité est indépendante de la longueur d’onde,
• à émission diffuse si son émissivité est indépendante de la direction d’émission,
• gris et diffusant si son émissivité est indépendante de la longueur d’onde et de la direction
d’émission.
On note donc que le comportement radiatif d’une surface grise diffusante est identique quelle
que soit la longueur d’onde.
Dans le cas d’un échange radiatif entre les surfaces d’une cavité, on introduit le concept des
facteurs de forme. Savoir calculer ces quantités géométriques est essentiel à la détermination de
l’échange radiatif entres différentes surfaces.
3.2.2 Définition des facteurs de forme
Nous faisons l’hypothèse que nos surfaces sont séparées par le vide (ou par un milieu non
participant). Cette hypothèse garantit que le rayonnement entre les surfaces considérées restera
invariant au cours de son voyage d’une surface à l’autre et ne sera ainsi ni absorbé ni émis ni
dévié par le milieu traversé.
Forme continue
On fait l’hypothèse que les surfaces considérées sont convexes. Le cas échéant on doit prendre
en compte non seulement les facteurs de formemais également les facteurs de visibilité.
Les facteurs de forme (cf. Modest [78]) ont un caractère purement géométrique. En 2D , le
facteur de forme entre deux points distincts s et x d’une surface rayonnante Σ est défini par
F (s,x)= nx · (s−x)ns · (x− s)
2|x− s|3 .
En 3D , on considère plutôt la formule suivante :
F (s,x)= nx · (s−x)ns · (x− s)
pi|x− s|4 ,
où nx désigne la normale au point x dirigée vers le vide (l’intérieur du canal).
REMARQUE 3.2. (Facteurs de visibilité)








Les facteurs de forme considérés dans ce cas seront plutôt :
F (s,x)≡ F (s,x)v(s,x). ♠
REMARQUE 3.3. Les facteurs de forme sont symétriques (relation de réciprocité) et la conserva-
tion d’énergie pour une cavité fermée implique la relation suivante :∫
Σ
F (s,x)dx = 1, ∀s ∈Σ. (3.2)
♠
Vu que les géométries impliquées dans le rayonnement peuvent être assez complexes, Il n’est
pas toujours facile de calculer de manière continue les facteurs de forme. On a alors recours
à leur forme discrétisée obtenue en décomposant les surfaces considérées en un nombre de
petites surfaces.
Forme discrétisée, cas 2D
On considère une cavité A qu’on décompose en une série de surfaces (Ai )i . Le facteur de
forme entre deux surfaces Ai et A j représente la fraction de la puissance totale rayonnée par la
surface i qui atteint la surface j .
REMARQUE 3.4. Il est toujours possible de considérer que plusieurs surfaces constituent une
cavité fermée en substituant les espaces vides par des surfaces fictives qui auraient la tempéra-
ture du milieu ambiant. ♠
FIG. 3.4: Exemple de surfaces discrétisées
Le facteur de forme Fi j entre la surface Ai et A j (voir la figure 3.4) est donné par :
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REMARQUE 3.5. On retrouve dans le cas discret les propriétés de réciprocité et de sommation :
AiFi j = A jF j i relation de réciprocité, (3.3)
N∑
j=1
Fi j = 1 conservation de l’énergie pour une enceinte fermée. (3.4)
Cette dernière relation (3.4) découle du fait que tout rayonnement quittant la surface i sera in-
tercepté par la surface de la cavité. On note qu’on suppose que Fi i = 0 pour une surface convexe
ou plane. Fi i , le facteur de forme de la surface Ai avec elle même, ne sera non nul que si Ai est
une surface concave. ♠
Pour une cavité comportant N surfaces, les facteurs de forme de nombre N2 sont stockés dans
une matrice (N ,N ) ditematrice de forme, donnée par :
F =

F11 F12 . . . . . . F1Ns
F21 F22










FNs1 FNs2 . . . . . . FNsNs

.
REMARQUE 3.6. En pratique nous ne calculons pas tous ces facteurs de forme dont le nombre
est N2, mais nous en calculons N (N−1)2 grâce aux relations de réciprocité et de sommation. ♠
3.2.3 Échanges radiatifs en milieu transparent
Ci-dessous nous présentons quelques types d’échanges radiatifs entre surfaces grises diffu-
santes séparées par unmilieu transparent.
Rayonnement avec un milieu infini
Le milieu infini est caractérisé par une température T∞ et une émissivité e∞ et la surface par




Rayonnement face à face
Si on considère deux surfaces infiniment proches de températures respectives T1 et T2 et
d’émissivité e1 et e2. La densité de flux échangé par rayonnement entre la surface 1 et la sur-
face 2 notéeΦ1 est donnée par :
Φ1 = e1 e2
1− (1−e1)(1−e2)









FIG. 3.5: Différentes densités de flux de rayonnement en cavité
Rayonnement en cavité
On commence par distinguer deux densités de flux :
• R est la radiosité, elle représente la densité de flux rayonné partant d’un point donné
(somme des flux émis et réfléchi).
R(x)= eσT 4(x)+ (1−e)J (x).
Le terme eσT 4, e étant l’émissivité dumilieu variant entre 0 et 1, est le rayonnement donné
par la loi de Stefan-Boltzmann alors que (1−e)J est le rayonnement réfléchi.




F (x,x ′)R(x ′)dγ(x ′) (3.7)
où F (x,x ′) est le facteur de forme (une quantité géométrique) associé aux points x et x ′ de
la cavité. On constate donc que la radiosité R vérifie une équation intégrale.
La densité de flux rayonné échangée en un point de la cavité est donnée par :
Φ(x)=R(x)− J (x).




F (x,x ′)ϕ(x ′)dγ(x ′), ∀ϕ ∈ Lp (Σ).
On a bien alors :
J (x)= J(R)(x).
On désigne par E l’opérateur qui consiste à multiplier par l’émissivité e et par Id l’opérateur
identité. La densitéΦ(x) peut facilement être écrite sous la forme suivante
Φ(x)= ((Id−J)(Id−(Id−E)J)−1E)(σT 4).
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3.3 Modes de transfert d’énergie considérés
Dans l’étude considérée, le transfert d’énergie dans un bloc du coeur se fait principalement
par conduction/rayonnement (voir la figure 3.6). Le gaz (l’helium) est transparent pour le rayon-
nement. Dans le domaine d’étude considéré, on modélise la thermique 2D (plan horizontal) en
écrivant une équation de conduction dans la matrice de combustible avec une condition de
rayonnement aux bords des canaux.
Radiative exchange in the
channels
Transfert d’énergie par 
conduction
Solide: Graphite & 
Combustible
Helium 
Transfert d’énergie par 
rayonnement
FIG. 3.6:Modes de transfert thermique considérés
Le problème qui se pose est assez complexe à cause de la condition non linéaire et non locale
de rayonnement entre surface grise diffusantes. Ainsi avant d’étudier le problème global, nous
étudierons donc quelques problèmes plus simples.
Nous commençons tout d’abord par considérer unemodélisation simplifiée en remplaçant la
condition de rayonnement par une condition linéaire puis non linéaire et locale en espace dans
les deux cas. Ensuite une modélisation avec un rayonnement entre parois d’émissivité égale à
l’unité (dans ce cas, les parois des canaux sont supposées noires). Et à la fin nous traitons le
problème initial : conduction-rayonnement face à face entre parois grises diffusantes.
3.4 Bilan des modèles considérés
Nous présentons ci-dessous un bilan des modèles homogénéisés et simulés dans ce travail.
NOTATION 3.1:
On désigne par f le terme source volumique, par g le flux imposé sur la frontière extérieure et
par T∞ une température connue. Les espaces d’appartenance de ces quantités seront à chaque
fois précisés au cours de l’étude de chacun des modèles. On note que selon le bord considéré, n
désigne la normale extérieure au bord. ♦
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3.4.1 Conduction-convection
Le premier modèle étudié est un problème de conduction-convection. On considère que le
transfert d’énergie se fait par conduction dans le solide et par convection dans les canaux d’hé-
lium. 
−div(K∇T ) = f dans le solide (compact combustible + graphite),
K∇T ·n = g sur le bord extérieur du domaine,
−K∇T ·n = σ(T −T∞) sur le bord des canaux.
La convection dans le fluide nous fournit une condition aux bord écrite pour une température
moyenne de l’hélium notée T∞ étant une température constante, qui pourrait être considérée
comme une température moyenne de l’hélium. Ce qui fait que la condition sur le bord des ca-
naux peut être vue comme une condition de convection où le coefficient d’échange serait σ, la
constante de Stefan-Boltzman.
3.4.2 Conduction-rayonnement avec un milieu infini
Le deuxième problème étudié est un problème de conduction-rayonnement avec un milieu
infini. La condition de rayonnement avec un milieu infini est une condition non linéaire. Le
milieu infini est caractérisé par une température constante, notée T∞. En supposant que et les
canaux et le milieu infini sont des corps noirs (d’émissivité égale à 1 notées e et e∞ respecti-
vement). Le flux imposé sur les bords des canaux en prenant en compte la conduction dans le
solide et la condition de rayonnement avec unmilieu infini est donné par
−K∇T ·n = ee∞
1− (1−e)(1−e∞)
σ(T 4−T 4∞)=σ(T 4−T 4∞) car e= e∞ = 1.
Le problème étudié est donc
−div(K∇T ) = f dans le solide (compact combustible + graphite),
K∇T ·n = g sur le bord extérieur du domaine,
−K∇T ·n = σ(T 4−T 4∞) sur le bord des canaux.
3.4.3 Conduction-rayonnement en cavité à parois noires
Le troisième modèle considéré est un problème de conduction-rayonnement en cavité à pa-
rois noires. D’une condition non linéaire comme c’était le cas dans la section 3.4.2, on passe à
une condition non linéaire et non locale. Le fait que les parois de la cavité sont supposées noires,
c’est-à-dire d’émissivité e = 1, simplifie « relativement » l’étude. Cette hypothèse nous élimine
l’éclairement J dans l’expression de la radiosité R, ce qui nous débarrasse de l’équation inté-
grale que doit vérifier la radiosité R dans le cas de parois grises diffusantes (ce qui correspond
au dernier modèle (3.8) traité en dernier).
Dans le cas présent (e= 1), nous étudions le problème suivant
−div(K∇T ) = f dans le solide (compact combustible + graphite),
K∇T ·n = g sur le bord extérieur du domaine,
−K∇T ·n = (Id−J)(σT 4) sur le bord des canaux.
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3.4.4 Conduction-rayonnement en cavité à parois grises-diffusantes
Le quatrième et dernier modèle considéré est un problème de conduction-rayonnement en
cavité à parois grise diffusantes. L’émissivité est dans ce cas différente de l’unité. On passe donc
d’une condition non linéaire et non locale mais avec une expression simple pour la radiosité
R, à une condition non linéaire et non locale où la radiosité R vérifie une équation intégrale à
cause de l’éclairement J . L’opérateur de rayonnement est dans ce cas plus complexe et l’étude
du problème est un peu plus délicate que dans le cas des parois noires.
−div(K∇T ) = f dans le compact combustible + graphite,
K∇T ·n = g sur le bord extérieur du domaine,





Premier modèle : conduction -
rayonnement avec unmilieu infini
Dans cette partie on présente l’étude et l’homogénéisation d’un problème stationnaire de
conduction avec une condition non linéaire aux bords (condition de rayonnement avec unmilieu
infini). Ce problème est posé dans unmilieu perforé périodiquement représentatif de la géométrie
réelle du coeur du réacteur à caloporteur gaz considéré. Une homogénéisation du problème a été
mise en place. Un théorème de convergence à deux échelles relatif à cette étude a été également dé-
montré. La validation numérique dumodèle aumoyen du code de Calcul CAST3M sera présentée
dans le chapitre suivant.
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4.1. Position du Problème
4.1 Position du Problème
Ω
Ω∂
FIG. 4.1:Une coupe 2D d’un élément combustible, les trous blancs représentent les canaux d’hélium.
Comme dans le chapitre 2 et en adaptant les définitions à la nouvelle géométrie considéré, on
définit dans ce qui suit un domaine perforé périodique qui sera notre domaine d’étude.
Soit Ω un ouvert borné de Rd (d = 2 ou 3 dans les applications). On décompose Ω en N (ε)
cellules élémentaires toutes égales à une translation près à Yε = ∏di=1(0,ε`i ). On note par ε la
période du domaine, εd = mes(Ω)N (ε) (1+o(1)).
Soit Ωε un milieu perforé obtenu à partir de Ω auquel on retire une collection de trous iden-
tiques (les canaux) demanière périodique (voir la figure 4.2). Ces perforations sont présentes au
nombreM(ε) et elle sont notées (τkε )k=1,...,M(ε).
REMARQUE 4.1. Onnote qu’à partir de ce chapitre ainsi que dans ce qui suit, la prise en compte
de la géométrie du cœur du RCG entraîne un choix particulier de la cellule de périodicité. Cette
cellule de périodicité ne contient pas un seul trou comme cela a été le cas dans l’exemple de
géométrie choisi pour introduire la méthode d’homogénéisation (cf. la section 2.2.4). Ainsi le
nombre de trous (canaux d’hélium)M(ε) n’est pas identique au nombre de cellules N (ε). ♠
Pour simplifier l’étude, on se ramène par un changement de variable de Yε à une cellule élé-
mentaire dont les longueurs caractéristiques sont (`i )i=1,d . Cette cellule de référence est notée
Y =∏di=1(0,`i ). On désigne par Y ∗, la cellule Y privée de τ, où τ désigne les perforations conte-
nues dans Y . On note par Γ le bord de τ (voir la figure 4.3). Si on désigne par tkε une translation
de (k1ε`1, ...,kdε`d ) si la cellule considérée Y
k
ε est située à la k
ème
i position suivant la direction i
d’espace considérée, on peut écrire
Y kε = tkε +εY
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et de même
τkε = tkε +ετ.
On fait l’hypothèse que si une cellule de périodicité coupe le bord de Ω alors elle ne contient
pas de trou. Faire cette hypothèse évite que les trous coupent le bord deΩ et garantit également
qu’ils soient à une distance de l’ordre de ε du bord. Pour mieux comprendre la motivation pour
cette condition nous renvoyons vers Allaire [1].




FIG. 4.3: Cellule élémentaire








Le bord deΩε est donc composé de deux parties :









On considère un problème de conduction dans le domaineΩε, avec une condition deNeumann
sur le bord ∂Ω et une condition de Fourier sur le bord Γε (bord des trous).
Le problème étudié est le suivant, trouver la température Tε solution de




)∇Tε ·n = g sur ∂Ω
−K( xε )∇Tε ·n = εσ(T 4ε −T 4in) sur Γε.
(4.1)
Où f et g sont des termes sources et Tin une température donnée ; σ est la constante de Stefan-
Boltzman ; K est la matrice de conductivité supposée symétrique, coercive et bornée (en norme
L∞). Il existe donc deux constantes positives 0<α≤β telles que
∀v ∈Rd α|v |2 ≤
d∑
i , j=1
Ki , j (y)vi v j ≤β|v |2 x ∈Ω. (4.2)






Le tenseur de conductivité Kε est alors Yε-périodique.
Comme cela a été le cas pour l’exemple d’illustration présenté lors de l’introduction de la
méthode d’homogénéisation (voir la section 2.2.4 page 16), on est en présence d’un problème
à coefficients oscillants (solide conducteur et gaz de conductivité nulle). Ainsi, afin d’étudier
le comportement de Tε quand ε tend vers 0, on va établir un problème homogénéisé associé.
Ce problème macroscopique modélisera le transfert d’énergie dans les assemblages quand leur
nombre considéré sera de plus en plus élevé voire infini.
REMARQUE 4.2. On peut noter la présence d’un facteur ε dans lemembre de droite de la condi-
tion aux limites sur Γε dans (4.1). Ce facteur ε assure que la suite des solutions Tε soit bornée
dans H1(Ω) et que le rayonnement non-linéaire donne une contribution non nulle dans le pro-
blème limite (problème homogénéisé). ♠
4.2 Problème linéaire
Dans un premier temps on étudie un problème simplifié qui consiste à remplacer dans (4.1)
la condition aux limites non linéaire par la condition linéaire suivante :
−Kε∇Tε ·n = εσ(Tε−Tin) sur Γε. (4.4)
On étudiera plus loin le problème non linéaire. Dans le cas présent, on suppose que
f ∈ L2(Ω), g ∈ L2(∂Ω) et Tin ∈H1(Ω).
Le problème étudié est alors : trouver Tε solution de
−div(Kε∇Tε) = f dans Ωε
Kε∇Tε ·n = g sur ∂Ω
−Kε∇Tε ·n = εσ(Tε−Tin) sur Γε.
(4.5)
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REMARQUE 4.3. Le problème linéaire peut être interprété comme modélisant le cas d’un
échange de chaleur par convection entre le solide et le gaz (où Tin serait une température
moyenne du gaz) à travers la paroi des canaux. Dans ce cas, le coefficient d’échange est εσ. ♠
4.2.1 Existence et unicité de la solution du problème linéaire
Pour établir une formulation variationnelle du problème on multiplie la première équation
de (4.5) par une fonction test ϕ ∈ H1(Ωε) puis on applique la formule de Green. On se ramène
ainsi à résoudre le problème suivant{
trouver Tε ∈H1(Ωε) telle que
a(Tε,ϕ)= `(ϕ), ∀ϕ ∈H1(Ωε),
(4.6)




















Il existe une unique solution Tε ∈H1(Ωε) du problème (4.6). ♦
PREUVE.
On montre l’existence et l’unicité de la solution d’une manière classique grâce au lemme de
Lax-Milgram.
• ` est linéaire et continue, en effet
|`(ϕ)| ≤ ‖ f ‖L2(Ωε)‖ϕ‖L2(Ωε)+‖g‖L2(∂Ω)‖ϕ‖L2(∂Ω)+εσ‖Tin‖L2(Γε)‖ϕ‖L2(Γε); (4.9)
en appliquant le théorème de trace, sachant queΩε ⊂Ω et ∂Ω⊂ ∂Ωε, on trouve
‖ϕ‖L2(∂Ω) ≤Cε‖ϕ‖H1(Ωε),
‖ϕ‖L2(Γε) ≤Cε‖ϕ‖H1(Ωε).
Il existe donc une constante positiveCε telle que
∀ϕ ∈H1(Ωε) |`(ϕ)| ≤Cε
[‖ f ‖L2(Ω)+‖g‖L2(∂Ω)+‖Tin‖H1(Ω)]‖ϕ‖H1(Ωε). (4.10)
















avec δε > 0, d’où la coercivité. 2
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4.2.2 Estimation a priori uniforme en ε
Une des difficultés majeure en homogénéisation dans des milieux perforés est de montrer
que Tε (la solution du problème non homogénéisé) admet une limite dans H1(Ω). En fait on
peut montrer pour tout ε que ‖Tε‖L2(Ωε) ≤ C et ‖∇Tε‖L2(Ωε) ≤ C , où C est une constante indé-
pendante du petit paramètre ε, mais la suite (Tε)ε n’étant pas contenue dans un seul espace
puisqueΩε varie avec ε et donc H1(Ωε) aussi, on ne pourrait pas extraire une sous-suite de (Tε)ε
qui convergerait faiblement vers une limite. On doit donc considérer un prolongement (uni-
forme en ε) de Tε dans Ω tout entier. Ainsi, nous commençons par rappeler un résultat qu’on
peut trouver dans Cioranescu et Saint Jean Paulin [34] et qui nous servira pour établir l’estima-
tion a priori uniforme en ε pour le problème présent ainsi que pour les problèmes étudiés dans
tout ce travail.
THÉORÈME 4.2.2:
Il existe un prolongement linéaire continu Pε de H1(Ωε) dans H1(Ω) tel que
∀ϕε ∈H1(Ωε) Pε(ϕε)|Ωε =ϕε (4.13)
et il existe une constanteC > 0 indépendante de ε telle que :
‖Pε(ϕε)‖H1(Ω) ≤C‖ϕε‖H1(Ωε) ♦
PROPOSITION 4.2.3:
Soit Tε la solution du problème linéaire, il existe une constanteC indépendante de ε telle que :
‖Tε‖H1(Ωε) ≤C (4.14)♦
Pour établir cette estimation a priori uniforme en ε, on a besoin d’introduire d’abord les deux
lemmes qui suivent.
LEMME 4.2.4:
Il existe une constanteC > 0, indépendante de ε, telle que ∀ϕε ∈H1(Ωε) on a
ε1/2‖ϕε‖L2(Γε) ≤C‖ϕε‖H1(Ωε). (4.15)♦
PREUVE.
Par le théorème de trace écrit dans la cellule élémentaire Y et vu que
∂Y ∗ = ∂Y ∪Γ, (4.16)
il existe une constanteC qui dépend de Y ∗ et qui est telle que
‖ϕ‖2L2(Γ) ≤C‖ϕ‖2H1(Y ∗). (4.17)
On désigne par Γε,i le bord des trous contenus entièrement ou en partie dans une cellule Yε,i de






























En sommant sur le nombre de cellules deΩε et en majorant ε2 par 1, on obtient (4.15). 2
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LEMME 4.2.5:
















∀ϕ ∈H1(Y ∗) (4.21)

































On démontre (4.21) par contradiction, on suppose que




ϕn est bornée dansH1(Y ∗), elle converge donc faiblement, à une sous-suite près, vers une limite
ϕ ∈H1(Y ∗). On a donc
• ϕn converge vers ϕ dans L2(Y ∗) fort,
• ∇ϕn converge vers 0 dans L2(Y ∗) fort,
• ϕn converge vers 0 dans L2(Γ) fort.
On en conclut que ∇ϕ = 0 dans Y ∗ et que ϕ est égale à une constante qui vaut 0 sur le bord Γ.




L2(Y ∗) = 1 (4.26)
ce qui est impossible. 2
PREUVE (DE LA PROPOSITION 4.2.3).





T 2ε ≤ ‖ f ‖L2(Ωε)‖Tε‖L2(Ωε)+‖g‖L2(∂Ω)‖Tε‖L2(∂Ω)
+εσ‖Tin‖L2(Γε)‖Tε‖L2(Γε).




et par le théorème de trace appliqué à Pε(Tε) dansΩ et le théorème 4.2.2, il existe une constante
C > 0, indépendante de ε, telle que
‖Tε‖L2(∂Ω) ≤C‖Tε‖H1(Ωε). (4.28)







T 2ε ≤C‖Tε‖H1(Ωε) (4.29)
oùC > 0 est indépendante de ε, d’où la démonstration de la proposition4.2.3. 2
4.2.3 Homogénéisation du problème linéaire
L’étude asymptotique faite ci-dessous est formelle. Une démonstration rigoureuse de la
convergence est donnée plus loin (voir section 4.2.5 page 48).
Le problème homogénéisé dans le cas linéaire s’obtient demanière classique (cf. Bensoussan







La variable x est la variablemacroscopique et
x
ε
, qu’on note y , est la variablemicroscopique. On








avec T j (x, y) des fonctions définies sur Ω×Y et Y -périodiques. On remplace dans (4.5) Tε par
son développement asymptotique (4.30). L’identification des puissances successives de ε, au
problème de départ, nous mène à résoudre une série de nouveaux problèmes (pour plus de
détails voir le chapitre 2 page 13), portant sur les T j (x, y). On trouve alors :
• en ε−2, {
−divy K(y)∇yT0(x, y) = 0 dans Y ∗
y 7−→ T0(x, y) est Y-périodique.
On montre comme dans la section 2.2.4 page 16 que le premier terme du développement
asymptotique ne dépend que de la variable macroscopique, on a alors
T0(x, y)= T (x).
La température moyenne ne dépend donc que de la variable macroscopique x ;
• en ε−1, 
−divy (K∇yT1) = divy (K∇T ) dans Y ∗
−K∇yT1 ·n = K∇T ·n sur Γ
y 7−→ T1(x, y) est Y-périodique.
(4.31)
D’une part, ce problème peut être interprété comme ayant pour inconnue T1(y), Y - pério-









et le premier terme de droite dans (4.32) s’annule vu que T est indépendante de y et K est
Y -périodique. La condition de compatibilité (ou d’équilibre des sources), nécessaire pour
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l’existence de la solution, est donc vérifiée. Le problème admet alors une unique solution
définie à une constante additive près dépendant de x.
D’autre part, vu que ∇T ne depend pas de la variable y , une séparation de variables nous
permet de ramener la résolution de (4.31) à la résolution de d problèmes de cellule :
−divy (K(ei +∇yωi )) = 0 dans Y ∗,
−K(ei +∇yωi ) ·n = 0 sur Γ,
y 7−→ ωi (x, y) est Y-périodique.
(4.33)
Avec ei les vecteurs de la base canonique.









−divy (K∇yT2) = divx K(∇T +∇yT1)+divy K(∇xT1)+ f (x) dans Y ∗
−K∇yT2 ·n = K∇xT1 ·n+σ(T −Tin) sur Γ
y 7−→ T2(x, y) est Y-périodique.
(4.35)



















Onmoyenne en y et on remplace T1 par (4.34), il vient alors
−div(K∗∇T )+σmes(Γ)(T −Tin)=mes(Y ∗) f dans Ω. (4.37)
Les coefficients de K∗, la conductivité homogénéisée, sont donnés par
K∗i , j =
∫
Y ∗
K(ei +∇ωi ) · (e j +∇ω j )dy,
où les ωi sont les solutions des problèmes de cellules.
REMARQUE 4.4. Les coefficient de la conductivité homogénéisée sont aussi les mêmes qu’on
obtiendrait dans la cas de conditions de Neumann homogène comme on peut le trouver dans
Cioranescu et Saint Jean Paulin [35]. ♠
La condition aux limites est plus délicate à obtenir. Si on suit le développement asymptotique
proposé, on obtient
K(∇T +∇yT1) ·n = g sur ∂Ω
et donc, en intégrant sur Y ∗, on en déduit∫
Y ∗






Donc la condition imposée sur le bord deΩ, devrait alors être
K∗∇T ·n =mes(Y ∗)g . (4.38)
Mais on a fait l’hypothèse qu’il n’y a pas de trous sur le bord de Ω (cf. figure 4.1). Le dévelop-
pement asymptotique n’est donc pas correct sur le bord. On verra dans la démonstration de la
convergence que la bonne condition est plutôt
K∗∇T ·n =mes(Y )g . (4.39)
On note que si g est nulle sur le bord deΩ, (4.38) et (4.39) sont équivalentes.
Le problème homogénéisé est alors{
−div(K∗∇T )+σmes(Γ)(T −Tin) = mes(Y ∗) f dans Ω
K∗∇T ·n = mes(Y )g sur ∂Ω (4.40)
La résolution du problème (4.40) donne la température moyenne T (x). On peut alors calculer le





4.2.4 Existence et unicité de la solution du problème homogénéisé
La formulation variationnelle du problème homogénéisé est donnée par
{
trouver T ∈H1(Ω) telle que
a(T,ϕ) = `(ϕ), ∀ϕ ∈H1(Ω) (4.41)




















Il existe une unique solution T ∈H1(Ω) de (4.41). ♦
PREUVE.
La matrice homogénéisée K∗ a la même forme que la matrice obtenue dans le cas de l’exemple
d’illustration introduit plus haut (voir la section 2.2.4 page 16). D’après la relation (2.20), K∗ est,
comme K, coercive et bornée. La forme bilinéaire a est donc coercive alors le lemme de Lax-
Milgram implique l’existence et l’unicité de la solution du problème homogénéisé. 2
4.2.5 Convergence du procédé d’homogénéisation dans le cas linéaire
Dans cette section nous retrouvons, rigoureusement, en utilisant la méthode de convergence
à deux échelles le problèmehomogénéisé dans le cas linéaire. Notons que ce genre de problèmes
(problème elliptique avec conditions aux bord de Fourier) a été également traité en utilisant la
méthode de Tartar dans Cioranescu et Donato [31] et en utilisant la méthode de l’éclatement
périodique dans Cioranescu et al. [33].
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THÉORÈME 4.2.7:
Soit Tε la suite de solutions du problème (4.5) et T ∈ H1(Ω) la solution du problème homogé-
néisé associé (4.40). Soit T1 ∈ L2(Ω;H1# (Y ∗)/R) définie par (4.34). Alors Tε et ∇Tε, étendus par
zéro dans Ω\Ωε convergent à deux échelles vers χ(y)T (x) et χ(y)(∇T (x)+∇yT1(x, y)) respecti-
vement, χ(y) étant la fonction caractéristique de Y ∗. ♦
PREUVE.
On choisit une fonction test de la forme
φε(x)=φ(x)+εφ1(x,x/ε). (4.44)
En multipliant la première équation de (4.5) par φε(x), en intégrant sur Ωε et en appliquant la















D’après le lemme 4.2.2 et l’estimation a priori, montrée plus haut (4.14), on a
‖Tε‖L2(Ωε)+‖∇Tε‖L2(Ωε) ≤C . (4.46)
En vertu de la proposition 2.3.3 page 21 (cf. Allaire [5] et Allaire et al. [10]) il existe un couple de
fonctions (T (x),T1(x, y)) ∈ H1(Ω)×L2(Ω;H1# (Y ∗)/R) tel que, pour une sous-suite, Tε converge
à deux échelles vers χ(y)T (x) et ∇Tε converge à deux échelles vers χ(y)(∇xT +∇yT1(x, y)). On
a alors en tenant également compte de la proposition 2.3.5 page 22 pour le passage à la limite










































































K(∇T (x)+∇yT1(x, y)) ·∇yφ1(x)dxd y = 0 (4.48)
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qui n’est autre que la formulation variationnelle du problème :
−divy (K∇T1) = divy (K∇T ) dans Y ∗,
−K∇yT1 ·n = K∇T ·n sur Γ,
y 7−→ T1(x, y) est Y-périodique,







où ωi , i = 1, ...d sont les solutions des problèmes de cellules.















En remplaçant T1 par (4.49), on retrouve la formulation variationnelle du problème homo-
généisé (4.40) (cf. 4.2.3). Comme le problème homogénéisé (4.40) admet une unique solu-
tion T , T1 aussi est unique et par conséquent toute la suite Tε converge vers T (et ∇Tε vers
∇T +∇yT1). 2
REMARQUE 4.5. La condition aux limites est obtenue à partir de la formulation variationnelle
du problème homogénéisé. Elle coincide avec (4.39) et pas avec celle que l’ont pourrait obtenir
en faisant un développement asymptotique naïf. ♠
THÉORÈME 4.2.8:
On a également la convergence à deux échelles forte de Tε vers T et de ∇Tε vers ∇T +∇yT1 :
lim
ε→0






ε→0‖Tε−T ‖L2(Ωε) = 0. (4.51)♦
PREUVE.













|∇Tε− (∇T +∇yT1)|2 ≤
∫
Ωε

















Kε∇Tε · (∇T +∇yT1).
(4.52)
En passant à la limite des deux côtés et en remarquant que T +εT1 est une fonction test admis-


















(T −Tin)T = 0,
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d’où (4.50). D’autre part, Tε étant défini dans Ωε, on l’étend en PεTε dans Ω par l’opérateur de
prolongement Pε (voir le théorème 4.2.2). PεTε, étant borné dans H1(Ω), converge fortement






ε→0‖PεTε−T ‖L2(Ω) = 0, (4.53)
d’où (4.51). 2
4.3 Problème non linéaire
Nous traitons à présent le premiermodèle considéré : conduction-rayonnement avec unmi-
lieu infini. L’homogénéisation en premier d’un problème linéaire dans la section 4.2.3 a préparé
le terrain pour l’étude du problème non linéaire surtout sur le plan technique : simulation avec
le code de calcul CAST3M. Cette simplification a permis une initiation à l’utilisation de CAST3M
ainsi qu’une simulation plus rapide du problème non homogénéisé. En effet, la condition aux
bords étant une condition de convection, on a pu utiliser directement les opérateurs dédiés à
ce type de modélisation dans CAST3M. On note également que certaines procédures relatives
au processus d’homogénéisation — on cite en guise d’exemple la manière de reconstruire la
température (calcul des deux premiers termes du développement asymptotique)— ont été pro-
grammées au cours de cette étape. Certaines de ces procédures resteront exploitables également
pour la simulation des autres modèles homogénéisés le long de ce travail.
4.3.1 Hypothèses supplémentaires
On revient au problème de départ (4.1) :
−div(Kε∇Tε) = f dans Ωε
Kε∇Tε ·n = g sur ∂Ω
−Kε∇Tε ·n = εσ(T 4ε −T 4in) sur Γε
HYPOTHÈSE 4.1:
On suppose que
• f ∈ L2(Ω), f ≥ 0, g ∈ L2(∂Ω), g ≥ 0,
• Tin ∈ L∞(Ω), Tin ≥ Tmin > 0.
On introduit un nouvel espace fonctionnel (W (Ωε);‖.‖W (Ωε)), avec
W (Ωε)=
{














REMARQUE 4.6. En dimension d = 2, on aW (Ωε)≡H1(Ωε), car H1(Ωε)⊂ L5(Γε). Cela n’est plus
vrai en dimension d ≥ 3. ♠
PROPOSITION 4.3.1:













4.3. Problème non linéaire
PREUVE.
On veutmontrer qu’il existeα1 etα2 constantes positives (qui peuvent dépendre de ε) telles que
α1‖v‖ ≤ ‖v‖W (Ωε) ≤α2‖v‖ ∀v ∈W (Ωε).
L’inégalité de gauche est vérifiée puisque ‖v‖ ≤ ‖v‖W (Ωε), il suffit donc de prendre α1 = 1. Pour
le terme de droite, nous remarquons qu’il suffit de montrer que
∃α3, ‖v‖L2(Ωε) ≤α3‖v‖; (4.54)
dans ce cas on montre facilement que
‖v‖W (Ωε) ≤α2‖v‖
il suffit de prendre α2 = 1+ (1+α23)1/2. On démontre (4.54) par contradiction : on suppose que




Puisque vn est bornée dans H1(Ωε), elle converge faiblement, à une sous-suite près, vers une
limite v ∈H1(Ωε). On a donc
• vn converge vers v dans L2(Ωε) fort,
• ∇vn converge vers 0 dans L2(Ωε) fort,
• vn converge vers 0 dans L5(Γε) fort.
On en conclut que ∇v = 0 dans Ωε et que v est égale à une constante qui vaut 0 sur le bord Γε.
On peut alors écrire
0= lim
n→∞‖vn‖L2(Ωε) = 1
ce qui est impossible. Il existe donc bien une constante α3 telle qu’on ait (4.54). On note que
cette équivalence n’est pas établie uniformément en ε. 2
4.3.2 Existence et unicité de la solution
On commence par étudier l’existence et l’unicité de la solution du problème variationnel sui-
vant








f ϕ+∫∂Ω gϕ, ∀ϕ ∈W (Ωε) (4.56)
Ce type de problème a été abordé dans Delfour et al. [38] et l’existence et l’unicité de la so-
lution y sont établies. En suivant un raisonnement similaire, on montre également que notre
solution existe et est unique sous certaines hypothèses.
PROPOSITION 4.3.2:
Il existe une unique solution Tε ∈W (Ωε) de (4.56) et on a
Tε ≥ Tmin > 0. (4.57)
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REMARQUE 4.7. Cette proposition implique que la solution unique Tε de (4.56) est positive. Elle
est donc aussi solution du problème variationnel associé au problème non linéaire (4.1), donnée











gϕ ∀ϕ ∈W (Ωε). (4.60)
Réciproquement, toute solution positive de (4.60) est solution du problème (4.56). Le problème
non linéaire (4.60) admet donc une unique solution positive. ♠
LEMME 4.3.3:
La fonctionnelle J a les propriétés suivantes
• J est continue et convexe surW (Ωε),
• J est infinie à l’infini. ♦
PREUVE.
Soit ϕ ∈W (Ωε), on a




















|ϕ|3ψ2 ≥ 0 ∀ψ ∈W (Ωε)
J est donc convexe.









et vu l’équivalence entre la norme ‖ϕ‖W (Ωε) et ‖ϕ‖, on a bien que J est infinie à l’infini dans
W (Ωε). 2
PREUVE (DE LA PROPOSITION 4.3.2).
• On commence d’abord parmontrer que si ce problème admet une solution alors elle vérifie
(4.57). En prenant dans (4.56), ϕ= (Tε−Tmin)− =min(0,Tε−Tmin) et en remarquant que
∇(Tε−Tmin)− =
{
∇Tε si Tε ≤ Tmin ,
0 sinon.
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et puisque Kε est une matrice positive, f ≥ 0 et g ≥ 0, on a∫
Ωε






g (Tε−Tmin)− ≤ 0.
On a
(|Tε|3Tε−|Tin |3Tin)(Tε−Tmin)− =(|Tε|3Tε−|Tmin |3Tmin)(Tε−Tmin)−
− (|Tin |3Tin −|Tmin |3Tmin)(Tε−Tmin)−.
(4.61)
On remarque bien que
\ si Tε ≥ Tmin alors (T²−Tmin)− = 0, (4.61) est alors égale à 0 ;
\ si Tε < Tmin (c.à.d. (Tε−Tmin)− < 0) alors par monotonie de l’application u→ |u|3u , on
a
(|Tε|3Tε−|Tmin |3Tmin)(Tε−Tmin)≥ 0,
d’autre part u→|u|3u est croissante, donc
|Tmin |3Tmin −|Tin |3Tin ≤ 0 car Tin ≥ Tmin .
Alors on a
(|Tε|3Tε−|Tin |3Tin)(Tε−Tmin)− ≥ 0
et donc ∫
Γε
(|Tε|3Tε−|Tin |3Tin)(Tε−Tin)− ≥ 0, (4.62)
on a ainsi ∫
Ωε
Kε∇(Tε−Tmin)− ·∇(Tε−Tmin)− = 0,
ce qui implique que
(Tε−Tmin)− = 0
et donc Tε ≥ Tmin .
• Existence et unicité de Tε dansW (Ωε) : on montre l’existence et l’unicité de la solution via
la minimisation de la fonctionnelle (4.59).
La fonctionnelle J étant continue, convexe et infinie à l’infinie dans W (Ωε), le pro-
blème de minimisation (4.58) admet une solution notée Tε. La condition d’optimalité est
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Qui n’est rien d’autre que la formulation variationnelle (4.56), laquelle admet donc Tε comme
solution. Il nous reste à montrer l’unicité. En effet, on a












Si on suppose qu’il existe deux solutions différentes u1 et u2, alors il suffit de prendre dans (4.63)
ϕ = u1 et ψ = u2. Le terme de gauche de (4.63) est nul par optimalité ce qui implique que les
deux termes de droite de (4.63) sont nuls car positifs. Les deux solutions sont donc égales à une
constante c près : u1 = u2+ c et on a également :∫
Γε
(|u1|3u1−|u1+ c|3(u1+ c))(u1− (u1+ c))= 0,
ce qui implique que c = 0 car sinon cette intégrale sur Γε serait strictement positive.
Les deux solutions sont donc égales et on conclut que le problème min
ϕ∈W (Ωε)
J (ϕ) admet une
unique solution T . 2
4.3.3 Estimation a priori uniforme en ε
PROPOSITION 4.3.4:



































min‖Tε‖2L2(Γε) ≤ ‖ f ‖L2(Ωε)‖Tε‖L2(Ωε)+‖g‖L2(∂Ω)‖Tε‖L2(∂Ω)
+εσ(maxTin)3‖Tin‖L2(Γε)‖Tε‖L2(Γε).
Les lemmes 4.2.4 et 4.2.2, appliqués à Tin , Tε et Pε(Tε) respectivement, montrent à chaque fois
l’existence d’une constanteC , positive et indépendante de ε telle que,
ε‖Tin‖L2(Γε)‖Tε‖L2(Γε) ≤C‖Tin‖H1(Ωε)‖Tε‖H1(Ωε)
et ‖Tε‖L2(∂Ω) ≤C‖Tε‖H1(Ωε)







4.3. Problème non linéaire
4.3.4 Homogénéisation du problème non linéaire
L’homogénéisation (heuristique, par développements asymptotiques) du problème non li-
néaire décrite ci-dessous se fait de la même manière que pour le problème linéaire (cf. la sec-
tion 4.2.3). On cherche donc un développement asymptotique de Tε de la forme
Tε(x)= T0(x, y)+εT1(x, y)+ε2T2(x, y)+ .... (4.66)
On montre de la même manière que pour le problème linéaire (voir section4.2.3) que le terme
T0(x, y) ne dépend que de la variable macroscopique, il sera noté T (x). D’où, en élevant (4.66) à
la puissance 4 et en développant, on trouve l’approximation suivante de T 4ε
T 4ε (x)= T 4(x)+4εT1(x, y)T 3(x)+O(ε2). (4.67)
Les étapes suivantes sont les mêmes que pour le cas linéaire. On obtient donc, en identifiant les
puissances de ε après avoir injecté le développement asymptotique dans le problème,
• en ε−1, 
−divy (K∇yT1) = divy (K∇T ) dans Y ∗,
−K∇yT1 ·n = K∇T ·n sur Γ,
y 7−→ T1(x, y) est Y-périodique.
(4.68)
Les problèmes de cellules, dans ce cas, sont les mêmes que pour le problème linéaire et sont
donnés par 4.33 page 47 ;
• en ε0,

−divy (K∇yT2) = divx K(∇T +∇yT1)+divy K(∇xT1)+ f (x) dans Y ∗,
−(K∇yT2) ·n = (K∇xT1) ·n+σ(T 4−T 4in) sur Γ,
y 7−→ T2(x, y) est Y-périodique.
(4.69)

















La non linéarité n’apparaît que dans le problème homogénéisé, donné par{
−div(K∗∇T )+σmes(Γ)(T 4−T 4in) = mes(Y ∗) f dans Ω,
K∗∇T ·n = mes(Y )g sur ∂Ω. (4.71)
4.3.5 Convergence du procédé d’homogénéisation dans le cas non linéaire
Ci-dessous on montre la convergence à deux échelles du problème non linéaire vers son ho-
mogénéisé quand la période ε tend vers 0.
THÉORÈME 4.3.5:
Soit Tε la suite de solutions du problème (4.1) et T ∈ H1(Ω) la solution du problème homogé-
néisé associé (4.71). Soit T1 ∈ L2(Ω;H1# (Y ∗)/R) définie par (4.34), alors Tε et ∇Tε convergent à
deux échelles vers χ(y)T (x) et χ(y)(∇T (x)+∇yT1(x, y)) respectivement, χ(y) étant la fonction
caractéristique de Y ∗. ♦
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Pour démontrer ce théorème on démontre d’abord les deux lemmes donnés ci-dessous.
LEMME 4.3.6:


















et ϕε ∈W (Ωε) telle que
• Jε(ϕε)≤C <+∞,
• ϕε et ∇ϕε convergent à deux échelles vers χ(y)ϕ(x) et χ(y)(∇ϕ(x)+∇yϕ1(x, y)) respective-
ment, avec ϕ et ϕ1 des fonctions assez régulières.
Alors on a
liminf
ε→0 Jε(ϕε)≥ J˜ (ϕ,ϕ1), (4.73)




























On s’inspire de la méthode utilisée par Allaire [5] pour la démonstration de la convergence à
deux échelles lors de l’homogénéisation d’un opérateur non linéaire. On note aussi que la condi-
tion Jε(ϕε)≤C <+∞, implique que ϕε et ∇ϕε sont bornées. Cette condition garantit la conver-
gence à deux échelles de ϕε et de ∇ϕε.














































où d2W1 désigne la dérivée partielle par rapport à la deuxième variable de W1. Pour une
























































































4.3. Problème non linéaire












K(∇xϕ+∇yϕ1) · (∇xϕ+∇yϕ1)dxd y.


































































En appliquant ce résultat àψ0(x, y)≡ϕ(x), on trouve
liminf
ε→0 Jε(ϕε)≥ J˜ (ϕ,ϕ1). 2
LEMME 4.3.7:





























K∇yϕ1 ·∇ϕ+ C˜ (ϕ)
]
(4.77)
où C˜ (ϕ) est une fonctionnelle qui ne dépend pas de ϕ1. On note qu’on munit l’espace
L2(Ω;H1(Y ∗)/R) de la norme suivante
‖u(x, y)‖L2(Ω;H1(Y ∗)/R) = ‖∇yu(x, y)‖L2(Ω×Y ).




K∇yϕ1 ·∇yϕ1 ≥α‖ϕ1‖2L2(Ω;H1(Y ∗)/R)




K∇yϕ1 ·∇ϕ≤mes(Y ∗)‖K ‖∞‖ϕ‖H1(Ω)‖ϕ1‖L2(Ω;H1(Y ∗)/R).
J˜ϕ admet donc un unique point de minimum dans L2(Ω;H1(Y ∗)/R). 2
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PREUVE (DU THÉORÈME 4.3.5).




































= J˜ (ϕ,ϕ1), (4.80)
∀(ϕ,ϕ1) ∈H1(Ω)×L2(Ω;H1(Y ∗)/R), d’où (4.78).
Soit Tε telle que Jε(Tε)= inf
ϕε∈W (Ωε)
Jε(ϕε), d’après l’estimation a priori (4.64) il existe une sous-
suite de Tε, notée Tε également, et un couple de fonctions (T,T1) ∈ H1(Ω)×L2(Ω;H1# (Y ∗)) tel
que Tε converge à deux échelles vers χ(y)T et ∇Tε converge à deux échelles vers χ(y)(∇xT +
∇yT1(x, y)). Cette sous-suite vérifie les conditions du lemme 4.3.6, on peut ainsi écrire
liminf





et, vu l’unicité du point deminimum de J˜ , (T,T1) est alors l’uniqueminimum. Onmontre que T
est la solution unique du problème homogénéisé, le théorème s’applique donc à toute la suite
Tε et non seulement à une sous-suite.
En remplaçant T1 par la valeur du minimum donné par le lemme 4.3.7, on trouve que
J˜ (T,T1)= JH (T )
où JH est la fonctionnelle associée au problème homogénéisé (4.71) interprété comme un pro-


















4.4 Simulation numérique avec CAST3M
Dans cette section nous présentons brièvement le code de calcul CAST3M utilisé pour toutes les
simulations relatives à notre travail. Nous présentons ensuite lamanière suivie pour la simulation
numérique du modèle étudié dans ce chapitre ainsi que les résultats de simulation.
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4.4.1 Présentation de CAST3M
CAST3M est un code de calcul qui est développé au Commissariat à l’Energie Atomique. Le
développement de CAST3M entre dans le cadre d’une activité de recherche dans le domaine de
la mécanique. Le but est de définir un instrument de haut niveau, pouvant servir de support
valable pour la conception, le dimensionnement et l’analyse de structures et de composants,
dans le domaine nucléaire comme dans le secteur industriel classique.
CAST3M est dédié à la résolution des équations aux dérivées partielles par la technique des
éléments finis. Les domaines d’application sont la mécanique des structures, la mécanique des
fluides, la thermique et le magnétisme.
CAST3M présente un système complet, intégrant non seulement les fonctions de calcul pro-
prement dites, mais également des fonctions de construction de modèles (pré-processeur) et
de traitement des résultats (post-processeur). Au sein du code on distingue deux languages de
programmation :
• Gibiane, un langage orienté objet. A l’aide de ce language de commande, l’utilisateur peut
définir aisément chacune des opérations concernant les diverses phases de l’étude menée.
Un jeu de données Gibiane comportera donc des instructions relativement simples où l’uti-
lisateur passe des commandes pour appeler des opérateurs qui agissent sur des opérandes
dans le but de créer un résultat. Les opérandes peuvent être des objets déjà disponibles,
contenant des informations caractéristiques de l’analyse menée, ou des objets spécifiques
définis à seule fin de permettre l’exécution de l’opération requise. Les opérateurs (on en
compte plus de 500) agissent directement sur les objets fournis en argument. Le code com-
prend unmailleur et des possibilités de post-traitement,
• Esope, une sorte de langage FORTRAN de niveau supérieur. Ce language permet au déve-
loppeur de créer de nouveaux opérateurs CAST3M.
4.4.2 Méthodologie suivie
On explique dans cette section l’approche suivie pour la résolution numérique des pro-
blèmes 4.1 page 42 et 4.5 page 42 homogénéisés plus haut, aumoyen du code de calcul CAST3M
[27].
Changement d’échelle
La théorie de l’homogénéisation fonctionne dans un domaine de taille fixe avec des cellules
de taille ε qui tend vers 0.
En pratique, le raisonnement des ingénieurs est différent selon l’étude considérée. Dans notre
contexte, comme les tailles des canaux et des assemblage sont fixés par des contraintes indus-
trielles, on fixe la taille des cellules de périodicité (indépendante de ε) et on augmente le nombre
total des cellules, donc la taille du domaine de calcul. Autrement dit, on raisonne inversement à




qui tend vers l’∞. On établit le lien entre ces deux approches grâce à un changement
de variable, précisé ci-dessous.
Soit Ω =]0,1[d le domaine considéré pour l’étude théorique du problème, qu’on appellera
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« domaine d’étude » et Ω˜ =]0, 1
ε
[d , où ε = 1N , N entier, le domaine représentatif de la géométrie
réelle, qu’on appellera domaine de calcul, voir la figure 4.4.
On décompose Ω˜ en Nd cellules unitaires. On note Ω˜∗ le domaine obtenu à partir de Ω˜ en lui








* ===Ω Nmes ε
1
FIG. 4.4: Lien entre le domaine d’étudeΩε et le domaine de calcul Ω˜∗
Soit x ∈Ω, on définit y = x
ε
∈ Ω˜. Soit u une fonction définie dansΩ, on définit u˜ dans Ω˜ par
u˜(y)= u(εy)= u(x). (4.84)
On a donc
∇y u˜(y)= ε∇xu(x)= ε(∇xu)(εy) (4.85)
et
divy (K˜∇y u˜(y))= ε2divx(K∇xu(x))= ε2(divx K˜∇xu)(εy). (4.86)
On définit également σ˜= σ
ε20
, où ε0 correspond à la période (fixe) dans l’échantillon de géo-
métrie réelle considéré. On note Γ˜=⋃
k
∂τk .
Au lieu de résoudre le problème (4.1), on calcule la solution du « problème calculé » :
−div(K˜∇T˜ ∗) = ε2 f˜ dans Ω˜∗,
K˜∇T˜ ∗ ·n = εg˜ sur ∂Ω˜,
−K˜∇T˜ ∗ ·n = ε2σ˜((T˜ ∗)4− T˜ 4in) sur Γ˜.
(4.87)
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On note que pour ε= ε0, on retrouve bien ε2σ˜=σ.
Le problème homogénéisé calculé est alors
{
−div(K∗∇T˜ )+ε2σ˜mes(Γ)(T˜ 4− T˜ 4in) = ε2mes(Y ∗) f˜ dans Ω˜,
K∗∇T˜ ·n = εmes(Y )g˜ sur ∂Ω˜. (4.88)
Organisation
On rappelle que la période ε dépend du rapport entre la taille de la cellule de périodicité et
le domaine perforé global Ωε. Notons que pour valider numériquement notre méthode d’ho-
mogénéisation on devrait montrer que le comportement du modèle fin est similaire à celui du
modèle homogénéisé, y compris les termes correcteurs, quand ε tend vers 0 (autrement dit que
l’erreur relative tend vers 0). Cela revient à effectuer une série de calculs pour des maillages à
chaque fois de plus en plus grand. C’est une manière de faire tendre le rapport entre la taille du
domaine global et la cellule de périodicité vers 0 et donc ε.
On tracera les quantités suivantes
Err(T)=




∥∥∇Tε(x)− (∇T (x)+∇yT1 (x, xε ))∥∥L2(Ωε)
‖∇Tε(x)‖L2(Ωε)
. (4.90)
On note que Err(T) représente l’erreur relative en norme L2 commise sur l’approximation - en
utilisant le processus d’homogénéisation - de la température et Err(∇T) représente l’erreur rela-
tive en norme L2 commise sur l’approximation - en utilisant le processus d’homogénéisation -
du gradient de température.












et donc pour la température, l’erreur calculée sera plutôt
Err(T˜)=
‖T˜ ∗(y)− (T˜ (y)+ T˜1(y))‖L2(Ω˜∗)
‖T˜ ∗(y)‖L2(Ω˜∗)
, (4.91)
où T˜ ∗ désigne le champ de température obtenu par résolution directe du problème (4.87) dans
le domaine de calcul perforé Ω˜∗, T˜ la température homogénéisée solution de (4.88) et T˜1 le
terme de correction calculé en fonction de T˜ et des solutions des problèmes de cellule ωi .
Pour le gradient, on calculera l’erreur suivante
Err(∇T˜)=
‖∇T˜ ∗(y)− (∇T˜ (y)+∇y T˜1(y))‖L2(Ω˜∗)
‖∇T˜ ∗(y)‖L2(Ω˜∗)
. (4.92)
On tracera à la fin de la série de calculs ces erreurs relatives sur la température et son gradient,
en fonction de la période ε.
Théoriquement l’erreur sur la température devrait décroître comme ε et l’erreur sur le gra-
dient comme
p
ε (voir la section 2.4 page 25 ainsi que Allaire et Amar [9]). On effectue donc une
série de calculs en augmentant à chaque fois la taille du domaine et donc le nombre des canaux.
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REMARQUE 4.8. Cetteméthodologie de calcul (voir Section 4.4.2) restera valable pour toutes les
simulations effectuées dans ce travail. ♠
4.4.3 Données numériques & Maillages
On commence par donner les paramètres, liés à la géométrie et aux conditions au bords,
considérés pour la simulation numérique :
• rayon d’un canal d’hélium : 8 · 10-3m;
• les canaux d’hélium sont répartis dans la matrice solide de la manière suivante :
\ espacement horizontal entre deux canaux : 3.81051 · 10-2m,
\ espacement vertical entre deux canaux : 3.30 · 10-2mplus une translation horizontale de
1.90526 · 10-2m;
• températures imposées aux bords :
\ bord supérieur du maillage perforé et homogène : Tsup = 573 K,
\ bord inférieur du maillage perforé et homogène : Tin f = 673 K,
\ bord latéraux dumaillage perforé et homogène : flux nul ;
• le tenseur de conductivité est isotrope. La conductivité du solide est : 30 Wm-1K-1.
Maillages
Les figure 4.5-4.7 représentent les maillages de référence utilisés pour les simulations et qui
comprendront bien-entendu au fil des calculs de plus en plus de cellules de périodicité.
MAILLAGE REEL
FIG. 4.5:Maillage du domaine réel : Ω˜∗
REMARQUE 4.9. Les maillages ainsi que les données physiques sont les mêmes pour le cas li-
néaire et le cas non linéaire. Les algorithmes de résolution seront aussi similaires. En fait, la
seule différence entre les deux cas est la prise en compte de la non linéarité qui n’apparaît que
dans le problème homogénéisé et bien-entendu dans le problème direct. De ce fait, les solutions
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Cell  3.30000E−02   8.00000E−03   3.81051E−02   2.11281E−03 ’
FIG. 4.6:Maillage de la cellule élémentaire
MAILLAGE HOMOGENE
FIG. 4.7:Maillage du domaine homogène : Ω˜
des problèmes de cellules ainsi que les coefficients de la conductivité homogénéisée ne seront
calculés que dans le cas linéaire et repris directement pour la simulation du cas non linéaire. ♠
Résolution des problèmes de cellule
La figure 4.8 représente les solutions des deux problèmes de cellules. Ils représentent en fait
les fluctuations de température pour unfluxde chaleurmoyendans chacunedes deux directions
de l’espace. 
−divy (K(ei +∇yωi )) = 0 dans Y ∗,
−K(ei +∇yωi ) ·n = 0 sur Γ,
y 7−→ ωi (x, y) est Y-périodique.
Calcul de la conductivité homogénéisée On rappelle ci-dessous l’expression des coeffi-
cients de conductivité homogénéisée K∗





K(ei +∇yωi ) · (e j +∇yω j )dy.
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FIG. 4.8: Solutions ω1 et ω2 des deux problèmes de cellule : fluctuations dans chacune des directions de
l’espace e1 et e2
Les solutions des problèmes de cellule nous permettent de calculer le tenseur de conductivité







On note que lemilieu homogénéisé n’est pas isotrope car la répartition géométrique des canaux
n’est pas isotrope.
REMARQUE 4.10. Les canaux d’hélium étant répartis uniformément dans le solide, on pourrait
comparer la valeur de notre conductivité homogénéisée à celle qu’on obtiendrait si on avait
suivi l’approche des milieux poreux. Cette approche consiste à établir le coefficient de porosité
β (rapport entre la phase fluide et la phase solide) et calculer la conductivité du milieu de la
manière suivante :
Kporeux = (1−β)K.
Dans ce cas on trouve β = 0.15989 et Kporeux = 25.203Wm-1K-1. On note que la valeur de la
conductivité homogénéisée est légèrement plus élevée que celle qu’on obtient par l’approche
des milieux poreux. ♠
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4.4.4 Résultats de simulation dans le cas linéaire
Nous donnons dans cette section les résultats de simulation relatifs au premier modèle (voir
section 4.2 page 42) dans le cas linéaire.
Résolution du problème homogénéisé
{
−div(K∗∇T )+σmes(Γ)(T −Tin) = mes(Y ∗) f dans Ω,
K∗∇T ·n = mes(Y )g sur ∂Ω.
On rappelle que les effets dus aux hétérogénéités sont pris en compte dans la conductivité ho-
mogénéisée.De ce fait, le problèmehomogénéisé peut être résolu sur unmaillage continumaillé
grossièrement. La figure 4.9 représente la température homogénéisée.
FIG. 4.9: Température moyenne, solution du problème homogénéisé
Reconstruction de la température & Comparaison avec la résolution directe
On reconstruit la température sur le maillage perforé grâce aux deux premiers termes du dé-
veloppement asymptotique en suivant les étapes suivantes :
• détermination des valeurs de température moyenne sur le maillage perforé,
• détermination de la position des noeuds du maillage perforé dans la cellule modèle Y ∗, ce
qui nous permet d’avoir les valeurs des fluctuations dans chacune des directions de l’es-
pace : ω1 et ω2,
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• dalcul de la température (températuremoyenne+ terme de correction) sur le maillage per-








• résolution directe du problème non homogénéisé dont la solution est Tε, calculée directe-
ment sur le maillage perforé :
−div(Kε∇Tε) = f dans Ωε,
Kε∇Tε ·n = g sur ∂Ω,
−Kε∇Tε ·n = εσ(Tε−Tin) sur Γε.
La solution Tε(x) à ce problème, obtenue par résolution directe, est comparée au résultat




comme le montre la figure 4.10.
REMARQUE 4.11. L’étape de reconstruction de la température (c’est-à-dire le calcul des deux
premiers termes du développement asymptotique) est appelée déshomogénéisation par les
physiciens. Cette étape consiste à remonter de la températuremacroscopique dumilieu continu
à la température macroscopique-microscopique dumilieu hétérogène. ♠
Résolution directeTempérature reconstruite
FIG. 4.10: Comparaison du résultat d’homogénéisation avec la résolution directe
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FIG. 4.11: Traverse (x1,x2) de température : T +εT1,T et Tε
Lafigure 4.11montre que le champde température, résultat duprocessus d’homogénéisation,
reproduit bien les même oscillations que la résolution directe.
Flux de température
La figure 4.12 montre les deux flux de température obtenue par résolution directe et par ho-
mogénéisation.
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Flux de température reconstruit Flux de température direct
FIG. 4.12: Comparaison du flux de Température obtenu via le processus d’homogénéisation |K(∇T +
∇yT1)| au flux de Température |K∇Tε| obtenue par résolution directe
εT∇ ),()( 1 yxTxT y∇+∇
FIG. 4.13: Zoom
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On présente dans la figure 4.13 les vecteurs du flux de température obtenus par résolution
directe et en suivant le procédé d’homogénéisation. On voit que les vecteurs suivent presque la
même trajectoires ce qui confirme la précision des résultat de l’homogénéisation par rapport à
la résolution directe.
Courbes de convergence de l’erreur
Le tableau 4.1 représente les erreurs relatives en température et en gradient de température
pour des maillages contenant N cellules de périodicité.
N (ε) ε Err(T)
p
ε Err(∇T)
15 1.82 10−1 4.67601 10−3 4.26 10−1 3.96769 10−2
35 1.19 10−1 2.80520 10−3 3.45 10−1 3.07336 10−2
63 0.89 10−1 2.00359 10−3 2.98 10−1 2.59746 10−2
99 0.71 10−1 1.55829 10−3 2.66 10−1 2.29074 10−2
143 0.59 10−1 1.27494 10−3 2.43 10−1 2.07206 10−2
195 0.50 10−1 1.07878 10−3 2.25 10−1 1.90601 10−2
255 0.44 10−1 9.34929 10−4 2.09 10−1 1.77440 10−2
323 0.39 10−1 8.22747 10−4 1.97 10−1 1.66676 10−2
399 0.35 10−1 7.38091 10−4 1.88 10−1 1.57660 10−2
TAB. 4.1: Erreurs et valeurs de ε, cas linéaire
Les figures 4.14 et 4.15 représentent les erreurs relatives sur la température et le gradient de
température notées Err(T) et Err(∇T) respectivement, définies par (4.89) et (4.90) et données
aussi dans le tableau 4.1. On trace également sur ces mêmes figures les droites de pente ε et
p
ε
auxquelles sont comparées les erreurs sur la température et son gradient respectivement. Les
figures 4.14 et 4.15 montrent que l’on retrouve bien les taux de convergence prévus.
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Erreur sur la Temperature
ERR(T)
Epsilon









Erreur sur le Gradient de Temperature
ERR(GradT)
Racine(Epsilon)
FIG. 4.15: Cas linéaire : courbe logarithmique de convergence de l’erreur relative sur le gradient de tem-
pérature
4.4.5 Résultats de simulation dans le cas non linéaire
Nous donnons dans cette section les résultats de simulation relatifs au premier modèle (voir
section 4.3 page 51) dans le cas non linéaire. On suit exactement les mêmes étapes que pour le
cas linéaire.
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FIG. 4.16: Température moyenne, solution du problème homogénéisé
Résolution du problème homogénéisé
{
−div(K∗∇T )+σmes(Γ)(T 4−T 4in) = mes(Y ∗) f dans Ω
K∗∇T ·n = mes(Y )g sur ∂Ω
On constate cette fois-ci que l’échange de chaleur se fait demanière rapide par rapport au cas
linéaire. Ceci est dû au coefficient d’échange qui est, dans ce cas, proportionnel à la puissance
trois de la température (voir la figure 4.16).
Reconstruction de la température & Comparaison avec la résolution directe







Pour chaque calcul, on compare la température reconstruite via le processus d’homogénéisa-
tion à la résolution directe du problème non homogénéisé, qu’on rappelle ci-dessous, dont la
solution est Tε, calculée directement sur le maillage perforé.
−div(Kε∇Tε) = f dans Ωε
Kε∇Tε ·n = g sur ∂Ω
−Kε∇Tε ·n = εσ(T 4ε −T 4in) sur Γε.
On trouve cette comparaison dans la figure 4.17
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Résolution directe Température reconstruite
FIG. 4.17: Comparaison de la température réelle, obtenue par une résolution directe et la température
obtenue par homogénéisation
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FIG. 4.18: Traverse (x2,x1) de température : T +εT1,T et Tε
Dans le cas non linéaire également, la figure 4.18 montre que le champ de température, ré-
sultat du processus d’homogénéisation, reproduit bien les mêmes oscillations que la résolution
directe.
Flux de température
La figure 4.19 montre les deux flux de température obtenue par résolution directe et par ho-
mogénéisation.
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Résolution directe Reconstruction
FIG. 4.19: Comparaison : gradient de Température direct et gradient reconstruit
Sur la figure 4.19 on constate que la reconstruction du gradient de température, comparée au
gradient obtenu dans le cas de la résolution directe, est un peu bruitée. Ceci dit, les ordres de
grandeur de ∇T +∇yT1 et de ∇Tε restent proches. Or la figure 4.20 montre que les vecteurs du
flux de température obtenus par résolution directe et en suivant le procédé d’homogénéisation
suivent presque la même trajectoires ce qui confirme la précision des résultat de l’homogénéi-
sation par rapport à la résolution directe.
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FIG. 4.20: Gradient de température obtenu par résolution directe et gradient de température issu du pro-
cessus d’homogénéisation

















40000 gradient reconstruitgradient reel








FIG. 4.21: Traverse de ∇Tε et ∇T +∇yT1
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Courbes de convergence
Le tableau 4.2 représente les erreurs relatives en température et en gradient de température
pour des maillages contenant N cellules de périodicité.
N (ε) ε Err(T)
p
ε Err(∇T)
15 1.82 10−1 7.33289 10−3 4.26 10−1 1.5095 10−1
35 1.19 10−1 4.77283 10−3 3.45 10−1 1.0255 10−1
63 0.89 10−1 3.56156 10−3 2.98 10−1 7.91018 10−2
99 0.71 10−1 2.84840 10−3 2.66 10−1 6.51945 10−2
143 0.59 10−1 2.37763 10−3 2.43 10−1 5.58165 10−2
195 0.50 10−1 2.04271 10−3 2.25 10−1 4.91388 10−2
255 0.44 10−1 1.79214 10−3 2.09 10−1 4.41611 10−2
323 0.39 10−1 1.59762 10−3 1.97 10−1 4.02911 10−2
399 0.35 10−1 1.44225 10−3 1.88 10−1 3.71869 10−2
TAB. 4.2: Erreurs et valeurs de ε, cas non linéaire linéaire
On trace dans les figures 4.22 et 4.23 les erreurs relatives pour la température et le gradient
de température notées Err(T) et Err(∇T) en fonction de ε ainsi que les droites de pente ε et pε
auxquelles sont comparées les erreurs sur la température et son gradient respectivement.
FIG. 4.22: Courbe logarithmique de convergence de l’erreur sur la température
77
4.4. Simulation numérique avec CAST3M





Dans ce chapitre nous établissons le modèle homogénéisé correspondant à un problème de
conduction-rayonnement en cavité. Ce chapitre est constitué de trois parties. Dans la première
nous dressons les propriétés mathématiques de l’opérateur issu de la condition non linéaire et
non locale de rayonnement au bord. La deuxième partie comporte l’étude du problème simpli-
fié : nous supposons que les surfaces de la cavité sont noires (émissivité égale à l’unité). Dans la
troisième partie on présente l’homogénéisation du problème dans le cas d’une cavité à surface
grise-diffusante (émissivité comprise entre 0 et 1).
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5.1 Modélisation et analyse mathématique
À présent, on s’intéresse à une modélisation qui prend en compte le transfert thermique par
conduction dans le solide (combustible et graphite) et par rayonnement en milieu transparent
entre parois grises diffusantes aux bords des canaux. Nous avons vu lors de la brève présentation
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du rayonnement en cavité dans la section 3.2 page 29 que ceci nécessite le calcul des facteurs
de forme. Ci-dessous nous donnons les propriétés mathématiques de l’opérateur rayonnement
(l’opérateur issu de la condition non linéaire et non locale aux bords des canaux). Écrire l’équa-
tion de rayonnement en cavité pour un problème où l’inconnue est la température revient à ap-
pliquer un opérateur au champ de température σT 4, qu’on appellera opérateur rayonnement
et notera G.
On se restreint à une étude 2D stationnaire du problème. Les surfaces sont supposées grises
et diffusantes. L’helium est assimilé à un milieu transparent (pas de conduction de chaleur ni
d’absorption de rayonnement). Ainsi, sur l’ensemble des bords des canaux, l’équation d’énergie
est donnée par
q −R+ J = 0 (5.1)
où q est l’énergie transmise du solide au canal par conduction. R représente la radiosité et J
l’éclairement. On rappelle que l’intensité du rayonnement émis R, pour des surfaces grises dif-
fusantes, est donnée par
R(x)= eσT 4(x)+ (1−e)J (x)
et on a
J = J(R)




F (s,x) f (x)dx. (5.2)
On rappelle que dans la cas 2D , le facteur de forme F (s,x) entre deux points s et x d’une cavité
Σ (voir figure 5.1) est donné par
F (s,x)= nx · (s−x)ns · (x− s)
2|x− s|3 . (5.3)
L’équation (5.1) peut alors être écrite sous la forme
q −R+ J =−K∇T −G(σT 4)= 0
avec
G(σT 4)=R− J = (Id−J)R.
D’après la définition de R on a
eσT 4 = (Id−(Id−E)J)R.
On note par E l’opérateur qui consiste àmultiplier par la valeur de l’émissivité e. Onmontre plus
loin que l’opérateur (Id−(Id−E)J) est inversible si e> 0. On peut donc écrire
G(σT 4)= (Id−J)R = [Id−J][Id−(Id−E)J]−1EσT 4.
Le problème de conduction/rayonnement que nous voulons étudier est donné par
−div(K∇T ) = f dans Ω
K∇T ·n = g sur ∂Ω
−K∇T ·n = G(σT 4) sur Σ.
(5.4)
Nous rappelons dans ce qui suit les principales propriétés de l’opérateur rayonnement, ainsi
que la preuve de l’existence et de l’unicité de la solution.
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FIG. 5.1: Domaine contenant une cavité rayonnante Σ
5.1.1 Propriétés des différents opérateurs
On rappelle que G est donné de manière générale pour toute fonction ϕ de Lp (Σ) par
G(ϕ)= [Id−J] [Id−(Id−E)J]−1E(ϕ).
On donne ci-dessous quelques propriétés de l’opérateur J d’abord, puis de l’opérateur G.
Propriétés de l’opérateur J
On peut trouver les grandes lignes de cette analyse de l’opérateur J défini par (5.2) dans Tii-
honen [104].
LEMME 5.1.1:
L’opérateur J allant de Lp (Σ) dans Lp (Σ), 1≤ p ≤∞, a les propriétés suivantes :
• J(c)= c, ∀c ∈R ;
• ‖J‖ ≤ 1 ;
• J est non négatif : ∀ f ∈ Lp (Σ), f ≥ 0 ⇒ J( f )≥ 0 ;
• J est un opérateur compact de Lp (Σ) dans Lp (Σ). ♦
PREUVE.
En effet,
• il est évident que J(c)= c pour tout c ∈R, car
∫
Σ
F (s,x)dx = 1 ;
• soit f ∈ Lp (Σ) avec 1< p <∞, en notant que F (s,x)≥ 0, on a
‖J( f )(s)‖pLp (Σ) =
∫
Σ































F (s,x)| f (s)|p ds dx.
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F (s,x)dx = 1 pour tout s ∈Σ, on trouve
‖J( f )‖Lp (Σ) ≤ ‖ f ‖Lp (Σ), 1≤ p ≤∞.
Pour p = 1 et p =∞, vu que
∫
Σ
F (x, s)= 1, on a directement
‖J( f )‖Lp (Σ) ≤ ‖ f ‖Lp (Σ).
On a bien alors ‖J‖ ≤ 1 ;









F (s,x)ds ≥ 0;
• J est un opérateur compact : soit ( fn)n une suite de Lp (Σ) qui converge faiblement dans
Lp (Σ) vers f . Comme J est un opérateur intégral, on vérifie facilement que
J( fn)−−−−→
n→∞ J( f ) p.p. sur Σ. 2
D’autre part J( fn) converge faiblement vers J( f ) dans tout Lp (Σ). On en déduit donc que
J( fn) converge fortement vers J( f ) dans Lq (Σ) avec q < p. Comme p est quelconque, on en
déduit que J est compact dans tout Lp (Σ).
Propriétés de l’opérateur (Id−ςJ), 0≤ ς≤ 1
Pour 0≤ ς≤ 1, on donne les propriétés de (Id−ςJ) qui, comme J, va de Lp (Σ) dans Lp (Σ).










(Id−ςJ)(ψ)ϕ, ∀ϕ ∈ Lp (Σ),ψ ∈ Lp ′(Σ). On note que
dans le cas p = 2, cette propriété traduit le fait que (Id−ςJ) est autoadjoint.
En effet, on commence par rappeler le résultat suivant :
LEMME 5.1.2:
Soit u une application linéaire continue dans un Banach, telle que ‖u‖ < 1 alors (Id−u) est in-




Or on a ‖ςJ‖ ≤ ς d’où la première propriété si ς< 1.
REMARQUE 5.1. On note que pour ς= 1, on a ker(Id−J)=R (le noyau de l’opérateur (Id−J) est
constitué des constantes), l’opérateur n’est donc pas inversible dans ce cas. ♠




















(Id−ςJ)(ψ)ϕ ∀ϕ ∈ Lp (Σ),ψ ∈ Lp ′(Σ).
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Propriétés de l’opérateur G
On rappelle que dans notre application on a p = 5 et que dans le cas 2D on a H1(Ω) ⊂ L5(Σ).
L’espace
{
ϕ ∈H1(Ω)/ϕ|Σ ∈ L5(Σ)
}
où nous cherchons une solution du problème (5.4) peut donc
être identifié à H1(Ω). On rappelle ci-dessous un lemme dont on peut trouver la preuve dans
Tiihonen [104].
LEMME 5.1.3:
Dans le cas d’une émissivité constante, l’opérateur G est positif. ♦
5.1.2 Existence de la solution
On note que dans nos applications p = 2 et E = eId où e est une émissivité constante. La








f ϕ, ϕ ∈H1(Ω).
On se ramène ainsi à résoudre le problème suivant{
trouver T ∈H1(Ω) telle que
a(T,ϕ)= `(ϕ), ∀ϕ ∈H1(Ω) (5.5)






















On a alors a(u,v)= a1(u,v)+a2(u,v).
Cas linéaire
Si on considère le cas où le terme non linéaire σT 4 est remplacé par σ˜T avec σ˜ = σT 30 où T0
est une température constante strictement positive, on a
−div(K∇T ) = f dans Ω,
K∇T ·n = g sur ∂Ω,
−K∇T ·n = G(σ˜T ) sur Σ.
(5.7)
La formulation variationnelle associé à ce cas est exactement comme (4.6) où G est appliqué à





On remarque que a = a1 + a2 est une forme bilinéaire symétrique (car G est autoadjoint sur
L2(Σ)).
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LEMME 5.1.4:
Le problème (5.6) admet une unique solution T dans H1(Ω)/R. ♦
PREUVE.









G(T ) T ≥ 0 en tenant compte du lemme 5.1.3. Ceci implique la coercivité de a
dans H1(Ω)/R et donc l’existence et unicité de la solution par application du lemme de Lax-
Milgram. 2
Cas non linéaire
Si on revient au cas général, c’est-à-dire où l’opérateur G est appliqué àσT 4, la solution existe
également dans ce cas et est unique.
LEMME 5.1.5:
En 2D , le problème (5.5) admet une unique solution dans H1(Ω). ♦
On renvoie vers Tiihonen [104] pour la preuve.
5.2 Cas d’une émissivité e= 1 : parois noires
Nous commençons par considérer un développement asymptotique à deux échelles de la so-
lution recherchée. Plutôt que d’injecter ce développement asymptotique dans la forme « forte »
des équations, nous l’utilisons dans la formulation variationnelle avec une fonction test du
même type. Cela permet de profiter des symétries de la formulation variationnelle et de sim-
plifier considérablement le calcul. Le problème homogénéisé sera donc obtenu sous forme va-
riationnelle.
D’un point de vue technique, l’opérateur de rayonnement étant défini sur le bord de chaque
trou, nous écrivons un développement limité du développement asymptotique au voisinage du
centre du trou considéré, nous élevons le tout à la puissance 4 et nous ne retenons après que
les termes d’ordre inférieur ou égal à deux en ε (ε2). En utilisant les propriétés de l’opérateur
rayonnement, des facteurs de formes et en effectuant quelques changements de variables adé-
quats, on se ramène à des intégrales sur le domaine homogénéisé et sur la cellule de référence.
Au final le problème homogénéisé obtenu est un problème de conduction où la conductivité ho-
mogénéisée dépend de la température. L’effet du rayonnement est pris en compte au niveau de
la microstructure dans les problèmes de cellule, qui sont cette fois-ci des problèmes de conduc-
tion avec une condition linéarisée de rayonnement sur le bord.
5.2.1 Homogénéisation
Nous considérons le cas d’une émissivité e= 1, dans ce cas R =σT 4ε et
G(σT 4ε )=σT 4ε −σ
∫
Γε,i
F (s,x)T 4ε (x)dx sur Γε,i , 1≤ i ≤M(ε), (5.8)
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où Γε,i est le bord d’un trou i donné contenu dans Ωε etM(ε) est le nombre des trous. On note




F (s,x) f (x)dx pour s ∈ Γε,i . (5.9)
On continue de noter F (s,x) le noyau de l’opérateur Jε car il ne contient pas explicitement le
paramètre ε. Néanmoins, F (s,x) dépend implicitement de ε à travers les normales ns et nx pour
le bord Γε,i (voir la formule (5.3)). Le problème étudié est alors le suivant
−div(Kε∇Tε) = f dans Ωε,
Kε∇Tε ·n = g sur ∂Ω,
−Kε∇Tε ·n = 1ε (Id−Jε)(σT 4ε ) sur Γε,i 1≤ i ≤M(ε).
(5.10)





REMARQUE 5.2. Le coefficient 1ε devant le terme de droite de la dernière équation du sys-
tème (5.10) garantit, comme on le verra plus tard, une représentation du rayonnement dans
le problème homogénéisé et surtout dans les problèmes de cellule. ♠
Contrairement à la méthode usuelle qui consiste à injecter le développement asymptotique
dans l’équation (voir la section 4.2.3 page 46 et la section 4.3.4 page 56), nous injectons ici le
développement asymptotique de la solution et de la fonction test dans la formulation variation-
nelle de l’équation (suivant en cela une idée de Lions [70]). La raison de cette nouvelle métho-
dologie variationnelle est de simplifier les calculs qui sont plus « symétriques » et ne nécessitent
pas des développements de Taylor très poussés (contrairement à la méthode usuelle dans le cas
présent).





































On fait le développement de Taylor au voisinage de x0 pour les fonctions x 7→ T (x) et x 7→
T1(x, y). On note que, pour une fonction à deux variable, ∇x désigne la dérivation par rapport à
la première variable. On trouve alors
Tε(x)= T (x0)+∇T (x0) · (x−x0)+ 1
2



















et ainsi, en élevant à la puissance 4,
T 4ε (x)= T 4(x0)+4T 3(x0)
[
∇T (x0) · (x−x0)+ 1
2





























5.2. Cas d’une émissivité e= 1 : parois noires
Rappelons que si x0 est le centre d’un canal de bord Γε,i et si x appartient à Γε,i alors x− x0 est
de l’ordre de ε.
DÉFINITION 5.2.1:






On a ainsi ∫
Γε,i
(x−x0)= 0. ♦
REMARQUE 5.3. Dans le cas particulier d’une cavité circulaire ce centre de gravité ainsi défini
coïncide avec le centre du cercle. ♠









Comme pour Tε, on fait un développement limité de ϕε au voisinage de x0 :















On injecte alors les expressions de Tε etϕε dans la formulation variationnelle (5.11). Pour le pre-
mier terme (la partie elliptique) de (5.11), comme pour les deux derniers (les termes source), il
n’est pas nécessaire de faire le développement de Taylor et le calcul est facile et classique. Toutes
les difficultés sont concentrées sur le deuxième terme de (5.11) (la condition de rayonnement
sur Γε,i ) dans lequel des simplifications doivent nécessairement avoir lieu si on espère « com-
penser » le coefficient singulier en 1ε devant. On commence par la première intégrale qui devient∫
Γε,i
T 4ε (s)ϕε(s)ds =mes(Γε,i )ϕ(x0)T 4(x0)
























































∇ϕ(x0) · (s−x0)∇T (x0) · (s−x0)ds
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· (s−x0)ds+mes(Γε,i )O(ε3). (5.14)




























































































































































5.2. Cas d’une émissivité e= 1 : parois noires
On remarque un certain nombre de simplifications dans (5.14) et (5.15) car∫
Γε,i




(x−x0)F (s,x)dxds = 0, (5.17)∫
Γε,i
F (s,x)ds = 1. (5.18)

































































































Remarquons que Tε a disparu et qu’il ne reste qu’une forme bilinéaire symétrique en (T,T1)
et (ϕ,ϕ1). Il reste à sommer en i , c’est à dire sur l’ensemble des trous. On note que, pour une









car mes(Γε,i )= εd−1mes(Γ) et mes(Yε,i )= εdmes(Y ).
Rappelons que M(ε) est le nombre de trous, x0,i est le centre d’un trou donné Γε,i , y0 est le
























(x−x0)⊗ (x−x0)dx = εd+1
∫
Γ
f (y)(y − y0)⊗ (y − y0)dy.
Par conséquent, en effectuant le changement de variable x → y = x
ε
dans (5.19), puis en som-




























































4T 3(x)∇T (x) ·
(∫
Γ
















































(y − y0)⊗ (z− y0)F (y,z)dydz,






































où δ désigne la masse de Dirac.
Problèmes de cellule



















(δ(y − z)−F (y,z))T1(x,z)ϕ1(x, y)dzd ydx = 0, (5.22)
qui est la formulation variationnelle du problème suivant
−divy (K(∇T +∇yT1))= 0 dans Y ∗,
−K(∇T +∇yT1) ·n= 4σT 3(Id−J)(T1)+4σT 3∇T · (y −m(y)) sur Γ,
y 7→ T1(x, y) est Y −périodique.
(5.23)
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(y −m(y)) ·∇T =
d∑
i=1
(y −m(y)) · ei ∂T
∂xi
.
Le problème (5.23) revient alors à résoudre les d problèmes de cellule suivants
−divy (K(ei +∇yωi ))= 0 dans Y ∗,
−K(ei +∇yωi ) ·n= 4σT 3(Id−J)(ωi )+4σT 3ei · (y −m(y)) sur Γ,
y 7→ ωi (y) est Y -périodique.
(5.25)
En remarquant que
(y −m(y)) ·ei = yi −m(y)i = yi −
∫
Γ
zF (z, y)dz ·ei = (Id−J)(yi ),
on peut écrire le problème (5.25) sous la forme
−divy (K(ei +∇yωi ))= 0 dans Y ∗,
−K(ei +∇yωi ) ·n= 4σT 3(Id−J)(ωi + yi ) sur Γ,
y 7→ ωi (y) est Y -périodique
(5.26)
LEMME 5.2.2:
Les problèmes de cellule (5.26) admettent une solution unique dans H1# (Y
∗)/R. ♦
PREUVE.






















Il suffit alors d’appliquer le lemme de Lax-Milgram pour prouver l’existence et l’unicité de la
solution. 2
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Problème homogénéisé
En choisissantϕ1 = 0 dans (5.21) on obtient la formulation variationnelle du problème homo-





















En remplaçant T1 par son expression en fonction de T , donnée par (5.24), on trouve le problème
homogénéisé associé au problème étudié qui correspond à (5.27) et qui est donc{
−div(K∗(T 3)∇T ) = mes(Y ∗) f dans Ω,






K∇yωi .e j +Ki j
)+4σT 3 ∫
Γ
(y −m(y))w j (y)n(y) ·ei + (A−B)i j .

















On commence par noter que dans ce cas on a directement :
K(∇T +∇yT1) · (∇ϕ+∇yϕ1)=
∑
i , j
K(∇yωi +ei ) · (∇yω j +e j )∇T (x)i∇ϕ(x) j ,
∇T ·ϕ1(x, y)(y −m(y))=
d∑
i , j=1




(Id−J)(y j )yi∇T (x)i∇ϕ(x) j ,
∇ϕ ·T1(x, y)(y −m(y))=
d∑
i , j=1




(Id−J)(y j )ωi∇T (x)i∇ϕ(x) j ,
∇ϕ · (A−B)∇T =∑
i , j
(Id−J)(yi )(y j )∇T (x)i∇ϕ(x) j ,
∫
Γ
(δ(y − z)−F (y,z))T1(x,z)ϕ1(x, y)dz = (Id−J)(T1)ϕ1
=∑
i , j
(Id−J)(ωi )(ω j )∇T (x)i∇ϕ(x) j .
En remplaçant donc dans (5.21) T1 par son expression en fonction de T (5.24) et en fai-
sant la même chose pour ϕ1, la formulation variationnelle du problème homogénéisé donnée






K(∇yωi +ei ) · (∇yω j +e j )∇T (x)i∇ϕ(x) jdx dy
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Les solutions ωi des problèmes de cellule (5.26) vérifient∫
Γ
(Id−J)(ωi (y)+ yi )dy = 0. (5.29)
♦
PREUVE.
Soit c ∈ ker(Id−J) alors c ∈ (Im(Id−J)∗)⊥ = Im(Id−J)⊥ car (Id−J) est un opérateur autoad-
joint. Soit ωi une solution de (5.26). On a (Id−J)(ωi (y)+ yi ) ∈ Im(Id−J) et donc
〈(Id−J)(ωi (y)+ yi ),c〉L2(Γ) = 〈(ωi (y)+ yi ), (Id−J)c〉L2(Γ) = 0.




(Id−J)(ωi (y)+ yi )dy = 0,
d’où (5.29). 2

























K(∇yωi +ei ) · (∇yω j +e j )+4σT 3
∫
Γ
(Id−J)(ωi + yi )(ω j + y j ). (5.31)
REMARQUE 5.4. Les coefficients homogénéisés dépendent de la puissance trois de la tempéra-
ture. ♠
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REMARQUE 5.5. K∗ est coercive. En effet, l’opérateur (Id−J) est positif et on a donc :
∀ξ ∈Rd


























5.2.2 Cas particulier : cavité circulaire
Dans notre cas d’étude, la section horizontale 2D d’un canal d’hélium est un disque. Cela faci-
lite le calcul des facteurs de forme. Dans le cadre de cette géométrie on peut facilement trouver
la valeur dem,A etB introduits dans la section 5.2.1.
Ci-dessous nous présentons les résultats d’homogénéisation associés à cette géométrie. Ainsi
nous calculons d’abord les facteurs de forme ce qui nous permet de trouver la valeur deA,B et
m. Nous écrivons ensuite les problèmes de cellule associés à ce cas et nous donnons l’expression
de la conductivité homogénéisée.
Calcul explicite
On commence par calculer explicitement et dans le cadre de la géométrie considérée (voir














(y − y0)⊗ (z− y0)F (y,z)dydz. (5.34)
Pour simplifier, on considère le cercle de centre y0 placé en 0. Le facteurs de forme entre deux






FIG. 5.2: Section d’un canal d’helium de centre y0
F (s, y)= ny · (s− y)ns · (y − s)
2|y − s|3 =
cos2θ




5.2. Cas d’une émissivité e= 1 : parois noires
avec θ = (ás− y,ns)= á(ny , y − s). Soit y un point fixé de la surface, on choisit par exemple le point
(1,0). Pour un point donné s de la surface on peut réécrire à chaque fois θ en fonction de l’angle





















































r 2 cos2θy r 2 cosθy sinθy



































où Id désigne la matrice identité de Rd .
Problèmes de cellule On remplace par sa valeurm dans (5.25). On trouve
−divy (K(ei +∇yωi ))= 0 dans Y ∗







y 7→ ωi (y) est Y -périodique.




















(Id−J)(ωi )ω j .
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REMARQUE 5.6. Dans ce cas on vérifie également que les coefficients de la conductivité homo-




K(∇yωi +ei ) · (∇yω j +e j )+4σT 3
∫
Γ
(Id−J)(ωi + yi )(ω j + y j ). ♠
5.2.3 Convergence du processus d’homogénéisation
Dans ce qui suit nous établissons rigoureusement le problème homogénéisé dans le cas li-
néaire via la convergence à deux échelles. Nous considérons donc le modèle linéarisé du trans-
fert radiatif toujours dans le cas d’une émissivité égale à 1 mais avec une condition Dirichlet sur
le bord ∂Ω. 
−div(Kε∇Tε) = f dansΩ,
Tε = 0 sur ∂Ω,
−Kε∇Tε ·n = 1ε (Id−Jε)(σ˜Tε) sur Γε,i ,
(5.35)
avec σ˜=σT 30 où T0 est une température constante strictement positive.
La convergence du procédé d’homogénéisation pour lemodèle non linéaire (5.10) est un pro-
blème ouvert difficile. En effet, le modèle non-linéaire n’a aucune propriété de convexité ou de
monotonie, ce qui empêche d’utiliser les techniques usuelles comme présentées, par exemple,
dans le chapitre 4. Il faudrait pouvoir disposer d’un principe de comparaison entre deux solu-
tions de (5.10) qui soit uniforme en ε, ce qui paraît très délicat à obtenir. C’est pourquoi nous
nous contentons de la convergence de l’homogénéisation dumodèle linéaire.
REMARQUE 5.7. Dans (5.35) on impose une condition aux limites de type Dirichlet sur le bord
extérieur ∂Ω, contrairement à (5.10) où il y avait une condition aux limites de Neumann. Ce
changement simplifie l’analyse et permet par exemple d’assurer l’unicité de la solution de (5.35)
alors qu’avec une condition de Neumann la solution ne serait unique qu’à l’addition d’une
constante près. ♠
Résultats d’homogénéisation
Commençons par rappeler les résultats de la section 5.2.1 dans le cas linéaire. On cherche une








Les résultats d’homogénéisation qu’on obtient en suivant exactement les mêmes étapes que
dans la section 5.2.1 sont donnés ci-dessous
• Problèmes de cellule
−divy (K(ei +∇yωi )) = 0 dans Y ∗,
−K(ei +∇yωi ) ·n = 4σ˜(Id−J)(ωi + yi ) sur Γ,
y 7→ ωi (y) est Y -périodique.
(5.36)









5.2. Cas d’une émissivité e= 1 : parois noires
• Problème homogénéisé{
−div(K∗∇T ) = mes(Y ∗) f dansΩ,
T = 0 sur ∂Ω. (5.38)




K(∇yωi +ei ) · (∇yω j +e j )+ σ˜
∫
Γ
(Id−J)(ωi + yi )(ω j + y j ). (5.39)
Estimation a priori
La formulation variationnelle du problème est donnée par :
Trouver Tε ∈Vε =
{













f ϕ ∀ϕ ∈Vε. (5.40)
On rappelle que Tε est prolongé dans Ω tout entier (cf. théorème 4.2.2 page 44 et Cioranescu et
Saint Jean Paulin [34]).
PROPOSITION 5.2.4:
Soit Tε la solution du problème étendue dans Ω, il existe une constante C indépendante de ε
telle que
‖Tε‖H1(Ω) ≤C . (5.41)
♦
PREUVE.





















≤ ‖Tε‖L2(Γε,k )‖ψ‖L2(Γε,k ) car ‖Jε ‖ ≤ 1.










α‖∇Tε‖2L2(Ωε) ≤ ‖ f ‖L2(Ωε)‖Tε‖L2(Ωε).
D’après les propriétés du prolongement Pε de Ωε à Ω, il existe une constante C indépendante
de ε telle que
‖∇(PεTε)‖L2(Ω) ≤C‖∇Tε‖L2(Ωε)
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et, d’après l’inégalité de Poincaré, il existe une constanteC telle que
‖PεTε‖L2(Ω) ≤C‖∇PεTε‖L2(Ω).
En confondant PεTε et Tε dansΩ, il existe donc une constanteC indépendante de ε telle que
‖Tε‖2H1(Ω) ≤C‖Tε‖H1(Ω)
et donc on a bien
‖Tε‖H1(Ω) ≤C . 2
Le théorème suivant est le résultat principal de ce chapitre :
THÉORÈME 5.2.5:
La suite Tε solution de (5.10) converge faiblement vers une fonction T dansH10 (Ω) et la suite∇Tε
converge à deux échelles vers∇T (x)+∇yT1(x, y), où (T,T1) ∈H10 (Ω)×L2(Ω;H1# (Y )/R) est l’unique





(∇T (x)+∇yT1(x, y))dy) = mes(Y ∗) f (x) dans Ω,
−divy (K(∇T +∇yT1)) = 0 dans Y ∗,
−K(∇T +∇yT1) ·n = σ˜(Id−J)(T1)+ σ˜∇T · (Id−J)y sur Γ,
T = 0 sur ∂Ω,
y 7→ T1(x, y) est Y−périodique.
(5.42)
♦
REMARQUE 5.8. Il suffit de remplacer T1 par son expression (5.37) dans les équations du sys-
tème (5.42) pour le découpler en un problème homogénéisé et des problèmes de cellules qui
sont donnés exactement par (5.38) et (5.36) et avec une conductivité homogénéisée K∗ donnée
par (5.39). ♠
PREUVE.
D’après l’estimation a priori (5.41), Tε est bornée dans H1(Ω). On peut donc extraire de Tε une
sous-suite faiblement convergente vers une fonction T de H1(Ω). Et d’après la proposition 2.3.3
page 21 il existe une fonction T1 ∈ L2(Ω;H1# (Y )/R) telle que, pour une sous-suite de Tε, on a[
Tε(x) * T (x) dans H1(Ω) faible,
∇Tε(x) *∇T (x)+∇yT1(x, y) à deux échelles.











Un développement limité de ϕε au voisinage de xε,k , centre de Γε,k , nous donne
ϕε(x)=ϕ(xε,k )+∇ϕ(xε,k ) · (x−xε,k )+
1
2














5.2. Cas d’une émissivité e= 1 : parois noires

















où les ωi sont les solutions des problèmes de cellule (5.36). On peut alors écrire
ϕε(x)=ϕ(xε,k )+∇ϕ(xε,k ) · (x−xε,k )
+ 1
2




















Or, comme ∇ϕ(xε,k ) est constant et ne dépend pas de x, quand on applique Jε à ϕε on peut
« sortir » ce terme de l’opérateur Jε et on obtient alors





































(x) · (x−xε,k )+O(ε2)
et donc, en remplaçant
∂ϕ
∂xi









































On note que xi
ε,k désigne la i


















































































f ϕε ∀ϕε ∈Vε.








converge, quand ε→ 0, vers ∫
Ω
K∗∇T (x) ·∇ϕ(x) dx,
où les coefficients de la matrice de conductivité K∗ sont donnés par (5.39), avec T1 donnée
par (5.37).
LEMME 5.2.6:
La fonctionψ2,ε(x) converge à deux échelles fortement au sens de la convergence à deux échelles










(x) · (Id−J)[(y − y0)ωi (y)] .

























doncψ2,ε(x) converge à deux échelles versψ2(x, y) quand ε→ 0. D’autre part on a∫
Γ















(x) · (y − y0)ωi (y)
]
dy = 0
D’autre part, Tε étant bornée dans H1(Ω), la proposition 2.3.5 conduit à (5.45). 2
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Contrairement à la fonction ψ2,ε, la fonction ψ1,ε ne converge pas à deux échelles mais explose
comme 1ε . Néanmoins, si on utilise l’équation vérifiée par les solutions des problèmes de cellules
ωi (y), on peut passer à la limite dans (5.44) comme le prouve le résultat suivant.
LEMME 5.2.7:












































































(x)Tε · (x−xε,k )
]
. (5.47)
La formulation variationnelle des problèmes de cellule (5.36) est donnée par∫
Y ∗
K∇y (ωi + yi ) ·∇yψ dy + σ˜
∫
Γ
(Id−J)(ωi + yi )ψ dy = 0 ∀ψ ∈H1# (Y ). (5.48)
Cette formulation variationnelle remise à l’échelle d’une cellule Yε,k grâce au changement de

























ψ dx = 0.
Ceci pour toute fonction ψ de H1# (Yε,i ). En sommant sur toutes les cellules Yε,k on se ramène
à des intégrales sur le domaine global Ωε et le bord global des perforations Γε. On peut alors
choisir une fonction test à support compact dans Ω. La fonction Tε
∂ϕ
∂xi
(x), où ϕ ∈ C∞c (Ω) peut











































































































Or, puisque Tε converge à deux échelles vers T , ∇Tε converge à deux échelles vers ∇T +∇yT1.
On a alors
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et, comme Tε converge aussi vers T au sens « à deux échelles sur les surfaces » (voir proposi-



























(Id−J)(ωi + yi )y ·∇ ∂ϕ
∂xi
(x)T (x) dy dx.































(Id−J)(ωi + yi )y ·∇ ∂ϕ
∂xi
T dy dx. 2
En plus des convergences données par les deux lemmes précédents on a aussi la convergence













K(∇T +∇yT1) · (∇yωi +ei ) ∂ϕ
∂xi
dx dy. (5.50)
Ainsi, en tenant compte de (5.45), (5.46) et (5.50) et comme∣∣∣∣ε∫
Γε
O(ε)Tε




















































On remarque que le terme en ∇yT1 dans (5.51) se simplifie. Ainsi en passant à la limite dans








K(∇yωi +ei ) ·e j + σ˜
∫
Γ
(Id−J)(ωi + yi )y ·e j
]








5.2. Cas d’une émissivité e= 1 : parois noires
Or en reprenant (5.48) et en choisissant ω j comme fonction test on trouve∫
Y ∗
K∇y (ωi + yi ) ·∇ω j + σ˜
∫
Γ
(Id−J)(ωi + yi )ω j = 0.
On peut donc écrire∫
Y ∗
K∇y (ωi + yi ) ·∇y (ω j + y j )+ σ˜
∫
Γ




K∇y (ωi + yi ) ·e j + σ˜
∫
Γ
(Id−J)(ωi + yi )y j . (5.53)








K∇y (ωi + yi ) ·∇y (ω j + y j )+ σ˜
∫
Γ
(Id−J)(ωi + yi )(ω j + y j )
]




























K(∇yωi +ei ) · (∇yω j +e j )+ σ˜
∫
Γ











qui est la formulation variationnelle du problème homogénéisé (5.38). Comme ce problème ad-
met une unique solution dans H10 (Ω), toute la suite Tε converge vers T et pas seulement une
sous-suite. 2
5.2.4 Analyse asymptotique des problèmes de cellule
Nous revenons au modèle non linéaire (5.10). Les problèmes de cellule (5.25), comme on l’a
vu plus haut, comprennent une condition au bord qui dépend de la puissance trois de la tempé-
rature T . On se propose d’établir les problèmes limite relatifs aux problèmes de cellule quand T
tend vers l’infini. On pose 1η = 4σT 3, les problèmes de cellules s’écrivent :{
−divy (K(ei +∇yωi )) = 0 dans Y ∗
−K(ei +∇yωi ) ·n = 1η (Id−J)(ωi + yi ) sur Γ.
Quand T tend vers l’infini, η tend vers 0. On cherche ωi , sous la forme
ωi =ω0i +ηω1i + ...
En identifiant les puissances de η, on se ramène à résoudre,{
−divy (K(ei +∇yω0i )) = 0 dans Y ∗,
(Id−J)(ω0i + yi ) = 0 sur Γ
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et {
−divy (K∇yω1i ) = 0 dans Y ∗,
−K(∇yω0i +ei ) ·n = (Id−J)ω1i sur Γ
et, puisque ker(Id−J) = R, le problème limite revient à résoudre (en choisissant le cas d’une
constante égale à 0) {
−divy (K(ei +∇yω0i )) = 0 dans Y ∗,
ω0i + yi = 0 sur Γ.







Solutions des problèmes de cellule limite
FIG. 5.3: Solutions des problèmes de cellule pour une température infinie
Conductivité homogénéisée limite
LEMME 5.2.8:
La conductivité homogénéisée K∗(T ) admet une limite à l’infini et on a
lim
T→+∞
K∗i j (T )=
∫
Y ∗
K(∇yω0i +ei ) · (∇yω0j +e j ) (5.57)
où (ω0i )1≤i≤d sont les solutions des problèmes de cellule (5.2.4). ♦
PREUVE.
Comme définis dans (5.31), les coefficients de la conductivité homogénéisée associé au pro-
blème limite seront donnés par
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(Id−J)(ω0i + yi )ω1j +
∫
Γ
(Id−J)ω1i (ω0j + y j )+O(η).




i j (T )=
∫
Y ∗
K(∇yω0i +ei ) · (∇yω0j +e j ). 2
Vérification par simulation numérique
En utilisant les solutions des problèmes de cellule pour une température infinie, représentés
dans la figure 5.3, on calcule les coefficients du tenseur de conductivité homogénéisé K ∗ limite
donné par (5.57). On trouve alors
(∫
Y ∗









Pour vérifier numériquement cette étude asymptotique de la conductivité homogénéisée K ∗,
on effectue une série de calculs des problèmes de cellule pour une table de température allant
jusqu’à une très haute température 1.5·106K. En traçant les coefficients diagonaux et le coeffi-
cient extra-diagonal de la conductivité homogénéisée, on voit bien sur les figures 5.4, 5.5 et 5.6


























Frame 001 ⏐ 06 Jun 2006 ⏐
FIG. 5.4: Première composante diagonale de K∗
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Frame 001 ⏐ 06 Jun 2006 ⏐
























Frame 001 ⏐ 06 Jun 2006 ⏐
FIG. 5.6: Composante extra-diagonale de K∗
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5.3 Cas d’une émissivité 0< e< 1 : parois grises diffusantes
À présent nous arrivons au but de notre étude. On considère dans ce qui suit que les sur-
faces rayonnantes (parois des canaux) ont une émissivité comprise strictement entre 0 et 1.
Nous commençons d’abord par introduire des variables auxiliaires. On procède ensuite comme
dans le cas d’une émissivité égale à l’unité (voir la section 5.2) : nous commençons par consi-
dérer un développement asymptotique à deux échelles de la solution recherchée. L’opérateur
de rayonnement étant défini sur le bord de chaque trou, nous écrivons un développement li-
mité du développement asymptotique au voisinage du centre du trou considéré et nous élevons
le tout à la puissance 4 et nous ne retenons après que les termes d’ordre inférieur ou égale à
deux en ε (ε2). Nous injectons ensuite ce développement dans la formulation variationnelle du
problème. Et nous choisissons une fonction test qui dépend des deux échellesmacroscopique et
microscopique. En utilisant les propriétés de l’opérateur rayonnement et en effectuant quelques
changements de variables adéquats, on se ramène à des intégrales sur le domaine homogénéisé
et la cellule de référence. Le problème homogénéisé obtenu est un problème de conduction
où la conductivité homogénéisée dépend de la température. L’effet du rayonnement est pris en
compte au niveau de la microstructure, dans les problèmes de cellule, qui sont cette fois-ci éga-
lement des problèmes de conduction avec une condition linéarisée de rayonnement sur le bord.
5.3.1 Homogénéisation
Dans cette section nous appliquons la méthode (formelle) des développements asympto-
tiques à deux échelles au niveau de la formulation variationnelle du problème.
Pour la définition des opérateurs utilisés, on renvoie à la section 3.2 page 29 où a été introduit
le transfert d’énergie par rayonnement.
Le problème étudié dans ce cas revient à trouver la température Tε, solution de :
−div(Kε∇Tε) = f dans Ωε,
Kε∇Tε ·n = g sur ∂Ω,
−Kε∇Tε ·n = 1ε ((Id−Jε)(Id−(Id−E)Jε)−1E)(σT 4ε ) sur Γε,i , 1≤ i ≤M(ε).
(5.59)
On note que Id est l’opérateur identité et que l’opérateur E consiste à multiplier par l’émissivité
e. Soit G l’opérateur
G= (Id−Jε)(Id−(Id−E)Jε)−1E.

















L’inversion d’un opérateur sur Γε dans la formulation variationnelle (5.60) rend difficile l’ap-
plication directe de laméthode des développements asymptotiques. C’est pourquoi on simplifie
l’écriture de (5.60) par l’introduction de variables auxiliaires. Soit δε la fonction :
δε = (Id−(Id−E)Jε)−1E(σT 4ε ). (5.61)
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On a alors
G(σT 4ε )= (Id−Jε)δε. (5.62)
Soit ϕε,ψε et ζε des fonctions tests, on pose
χε = (Id−(Id−E)Jε)−1ϕε. (5.63)
La formulation variationnelle du problème (5.59), ainsi que celles des deux autres relations


























où ϕε,ψε et ζε sont des fonctions tests. L’introduction de la fonction test « supplémentaire » χε
permet de garder une formulation variationnelle où les inconnues sont (Tε,δε) et les fonctions
testϕε,χε jouent un rôle symétrique. Rappelons que Jε et J désignent lemême opérateur, défini
par (5.9), opérant sur Γε pour le premier et sur Γ pour le deuxième. Pour simplifier l’écriture on





l’opérateur A défini sur chaque bord Γε,i et par
Bε = (Id−Jε)(Id−(Id−E)Jε)
l’opérateur B défini sur chaque bord Γε,i .
LEMME 5.3.1:
Les opérateurs A et B, définis de Lp (Σ) dans Lp (Σ), vérifient les propriétés suivantes :











B(ψ)ϕ ∀ϕ ∈ Lp (Σ), ψ ∈ Lp ′(Σ),
• A est inversible car 0< e< 1,
• A(c)= ec, ∀c ∈R. ♦
PREUVE.
L’émissivité étant comprise entre 0 et 1, l’opérateur A s’écrit sous la forme (Id−ςJ), où 0< ς< 1.
Ses propriétés, du moins celles qui seront utilisées ont déjà été établies dans la section 5.1.1. 2
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On considère le développement asymptotique à deux échelles des différentes fonctions consi-



































































Comme dans le cas du problème étudié précédemment (cas d’une émissivité égale à 1), on
considère un développement limité de chacune des quantités ci-dessus au voisinage du centre
du canal noté x0 :



































) +∇xζ(x0, xε ) · (x−x0) +εζ1 (x0, xε )+O(ε2)
et ainsi en élevant (5.3.1) à la puissance 4, on obtient
T 4ε (x)= T 4(x0)+4T 3(x0)
[

















où T est le premier terme du développement asymptotique de Tε(la température macrosco-
pique). ♦
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PREUVE.
On commence par injecter les développements appropriés dans la formulation variationnelle





















































































































































T 4(x0)ψ(x0, y)dy =
∫
Γ
Aδ(x0, y)ψ(x0, y)dy, (5.77)
d’où
Aδ(x0, y)= eσT 4(x0) ∀y ∈ Γ. (5.78)
Or on sait que 0< e< 1 et que ‖J‖ ≤ 1 et donc
〈Au,u〉 = 〈(Id−(Id−E)J)u,u〉 = ‖u‖2−〈(1−e)Ju,u〉, (5.79)
〈(1−e)Ju,u〉 ≤ (1−e)‖J‖‖u‖2 (5.80)
d’où
〈Au,u〉 ≥ e‖u‖2. (5.81)
L’opérateur A est donc coercif. En appliquant le lemme de Lax-Milgramm on montre que ce
problème admet une unique solution. Par ailleurs, puisque J(R) = R, on vérifie que Ac = ec
pour tout c ∈R. Par conséquent, la solution de (5.78) est
δ(x0, y)=σT 4(x0) ∀x0 ∈Ω.
Le premier terme du développement asymptotique de δε est donc indépendant de la variable
microscopique. 2
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LEMME 5.3.3:











où ϕ est le premier terme du développement asymptotique de ϕε (fonction test principale). ♦
PREUVE.
De lamêmemanière, en injectant les développements appropriés dans la troisième formulation





Aχ(x0, y)ζ(x0, y)dy (5.82)










Le premier terme du développement asymptotique de χε est donc indépendant de la variable
microscopique. 2
En tenant compte du fait que δ(x0) = σT 4(x0) et χ(x0) = 1
e
ϕ(x0), les développement limités




























Les fonctions T , T1 et δ1 sont reliés par la relation suivante
A
(
δ1(x, y)+4σT 3(x)∇T (x) · (y − y0)




En mettant à jour l’injection des développements dans la formulation variationnelle (5.68) on
trouve, pour le terme de gauche de (5.68),∫
Γε,i


























































Chapitre 5. Deuxièmemodèle : conduction-rayonnement en cavité
En écrivant les deux cotés de l’égalité (5.68), c’est-à-dire (5.87)=(5.76), après les simplifications
qu’induit l’expression de δ en fonction de T (un nombre de termes identiques de part et d’autre
















































































































































Par le changement de variable y = x
ε




















δ1(x0, y)+4σT 3(x0)∇T (x0) · (y − y0)
)= 4eσT 3(x0)(T1(x0, y)+∇T (x0) · (y − y0)) . (5.90)
2
LEMME 5.3.5:





∇ϕ(x) · (y − y0)
)
=ϕ1+∇ϕ · (y − y0) ∀x ∈Ω. (5.91)
♦
PREUVE.
En mettant à jour l’injection du développement dans la formulation variationnelle (5.69), les


























































Par le changement de variable y = x
ε






∇ϕ · (y − y0)
)
=ϕ1+∇ϕ · (y − y0). (5.93)
2
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Développement asymptotiques dans la formulation variationnelle principale
On rappelle ci-dessous (5.64) la formulation variationnelle principale (correspondant au pro-







































































où nous ne détaillons pas les expressions de χ˜2 et δ˜2 qui ne seront pas utiles pour la suite. En
appliquant Bε à χε et en multipliant par δε, on obtient










































· (x−x0)T 4(x0)+ε2Bε χ˜2(x)+O(ε3).
(5.94)





Bε(ψ)ϕ ∀ ϕ ∈ Lp (Γε,i ), ψ ∈ Lp
′
(Γε,i )
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En intégrant sur Γε,i , en multipliant par
1


















∇ϕ(x0,i ) · (x−x0,i )
)
























































REMARQUE 5.9. Dans ce qui suit, on procède relativement de la mêmemanière que dans le cas
d’une émissivité égale à l’unité (voir section 5.2) pour simplifier les calculs et se ramener à des
intégrales sur le domaine continu Ω et sur le trou modèle Γ. On rappelle des résultats utilisés









mes(Γε,i )= εd−1mes(Γ), (5.97)
mes(Yε,i )= εdmes(Y ), (5.98)
M(ε) étant le nombre de trous, x0,i le centre de gravité d’un trou donné Γε,i et y0 le centre de























)(x−x0)⊗ (x−x0)dx = εd+1
∫
Γ
f (y)(y − y0)⊗ (y − y0)dy.
(5.99)
♠













qui est bien négligeable.
On commence par développer les termes de gauche de (5.95) ligne par ligne. Ainsi, pour
chaque ligne développée, on effectue le changement de variable x→ y = xε puis on somme sur
l’ensemble des trous. Ces étapes se traduisent alors par :











∇ϕ(x0,i ) · (x−x0,i )
)




















∇ϕ(x0,i ) · Jε(x−x0,i ) ∇T (x0,i ) · (x−x0,i ) dx
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∇ϕ(x0,i ) · Jε(x−x0,i ) ∇T (x0,i ) · Jε(x−x0,i ) dx.
On effectue le changement de variable x→ y = x
ε











∇ϕ(x0,i ) · (x−x0,i )
)




































∇ϕ(x0,i ) · J(y − y0) ∇T (x0,i ) · J(y − y0) dy.













































































∇ϕ(x) · (y − y0)
]
4σT 3(x)∇T (x) · (y − y0) dy dx
+O(ε);












































































De la même manière que pour la première ligne, on effectue le changement de variable































































∇ϕ(x) · (y − y0)
]
δ1(x, y) dy dx
+O(ε);





















(Id−J)(Id−(Id−E)J)χ1(x, y) ∇T(x) · (y − y0) dy dx+O(ε);
• quatrième ligne : de la mêmemanière, en passant par les mêmes étapes que pour les lignes

























(Id−J)(Id−(Id−E)J)χ1(x, y)δ1(x, y) dy dx+O(ε).










































Les autres termes de la formulation variationnelle principale (5.67) sont faciles à traiter. Par
conséquent le terme principal du développement asymptotique de (5.67) est (à un reste près
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∇ϕ(x) · (y − y0)
]









































∇ϕ(x) · (y − y0)A




































On a démontré plus haut (voir lemme 5.3.4 et lemme 5.3.5) que
Aδ1 = 4eσT 3
(
T1+∇T · (y − y0)
)−A4σT 3(x0)∇T · (y − y0) (5.103)
et que
Aχ1 =ϕ1+∇ϕ · (y − y0)−A 1
e
∇ϕ · (y − y0). (5.104)





G∇ϕ · (y − y0)− (Id−J)1
e
∇ϕ · (y − y0). (5.105)
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∇ϕ(x) · (y − y0)A












T1+∇T · (y − y0)
)












G∇ϕ · (y − y0)− (Id−J)1
e
∇ϕ · (y − y0)
]
[












G∇ϕ · (y − y0)− (Id−J)1
e
∇ϕ · (y − y0)
]
[













En simplifiant cette expression, on obtient ainsi une formulation variationnelle pour l’inconnue
(T,T1) avec la fonction test (ϕ,ϕ1). Autrement dit on a démontré le résultat suivant :
PROPOSITION 5.3.6:















































T1+∇T · (y − y0)
]
= 0 (5.107)
qui est la formulation variationnelle du problème suivant :{
−divy (K(∇T +∇yT1)) = 0 dans Y ∗,
−K(∇T +∇yT1) ·n = 4σT 3(x)G
(




On en déduit donc
PROPOSITION 5.3.7:
Les problèmes de cellule sont donnés par{
−divy (K ∇(ei +ωi )) = 0 dans Y ∗,




5.4. Simulation numérique avec CAST3M









On remarque que les fonctions ωi dépendent de T 3(x), où T (x) est la température macrosco-
pique.
Problème homogénéisé











Le problème homogénéisé associé au problème (5.59) est donné par
{
−div(K∗ ∇T ) = β1 f dans Ω,
K∗∇T ·n = g sur ∂Ω, (5.111)






K(∇ωi +ei ) · (∇yω j +e j )+4σT 3
∫
Γ







REMARQUE 5.10. On remarque que dans le cas E= Id, on retrouve exactement lesmêmes résul-
tats établis dans la section 5.2. On note également que l’étude asymptotique de la conductivité
homogénéisée pour des température infinies présentée dans 5.2.4 page 102 peut être reconduite
pour ce cas (parois grises diffusantes). Les valeurs ne seront bien-entendu pas les mêmes mais
les étapes seront similaires. ♠
5.4 Simulation numérique avec CAST3M
Nous présentons ci-dessous comment on traite pratiquement la condition de rayonnement
en cavité. Ensuite, nous présentons brièvement les principaux opérateurs dédiés au rayonne-
ment thermique dans CAST3M. On finit par la présentation des résultats de la simulation nu-
mérique.
5.4.1 Principe d’approximation du flux de rayonnement
Ci-dessous, on présente la manière dont est prise en compte, en partique dans CAST3M, la
condition de rayonnement dans une cavité Σ. La condition de rayonnement est donnée par :
K(x)∇T (x) ·n =Φ(x) sur Σ.
118
Chapitre 5. Deuxièmemodèle : conduction-rayonnement en cavité




R(x)= eσT 4(x)+ (1−e)J (x) et J (x)=
∫
Σ
F (x, s)R(x, s)dγ(s),
avec F (x, s) le facteur de forme entre les deux points x et s de la cavité.
On commence par discrétiser la surface de la cavité Σ en Ns surfaces isothermes (Ai )1≤i≤Ns
de températures (Ti )1≤i≤Ns . On note aussi par Ai la mesure de surface Ai . On désigne
par (eAi )1≤i≤Ns les émissivités respectives des surfaces (Ai )1≤i≤Ns et par Fi j le facteur de forme
entre la surface Ai et la surface A j . L’émittance propre d’une surface Ai est égale eAi σT
4
i . La
radiosité Ri de Ai est égale à l’émittance propre de cette surface à laquelle on rajoute la partie
réfléchie du flux provenant de toutes les autres surfaces (même en provenance de la surface Ai
si elle est concave). Cette partie réfléchie est donnée par (1−eAi )Ji , où Ji est l’éclairement.




A jF j iR j .
On rappelle que F j i et Fi j sont reliés par la relation de réciprocité : AiFi j = A jF j i et on renvoie









Fi jR j . (5.112)
La radiosité de la surface Ai est donnée par
Ri = eAi σT 4i + (1−eAi )Ji ;
on a donc, en utilisant l’expression de Ji (5.112),
Ri = eAi σT 4i + (1−eAi )
Ns∑
j=1
Fi jR j ,
ou encore
Ri − (1−eAi )
Ns∑
j=1
Fi jR j = eAi σT 4i .
On note par E est la matrice contenant les émissivités eAi des surfaces Ai , T le vecteur des tem-
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La radiosité Ri par surface est alors donnée par
Ri = [(IdNs −(IdNs −E)F )−1EσT 4]i ,
où IdNs est la matrice identité de taille (Ns ,Ns). Cette relation implique qu’on peut facilement
calculer les radiosités Ri dès lors que pour la surface considérée la donné est la température (on
connaît les températures Ti ). Si toutefois la donné est la densité de flux échangé, alors la densité
de flux qui part de la surface Ai s’écrit
Φi
Ai






















La densité de flux par surfaceΦi est alors donnée par
Φi = Ai ((IdNs −F )R)i = Ai
(
(IdNs −F )[(IdNs −(IdNs −E)F )−1EσT 4]
)
i .
La condition de rayonnement en cavité Σ se traduit donc en relation matricielle entre les flux
rayonnés et les températures, sous la forme suivante :
S(IdNs −F )(IdNs −(IdNs −E)F )−1E σT 4,
où S est la matrice des surfaces élémentaires Si j = Aiδi j , donnée par
S =












. . . 0
0 . . . . . . 0 ANs

5.4.2 Opérateurs dédiés au rayonnement dans CAST3M
Pour prendre en compte la condition de rayonnement dans ou sur une géométrie contenue
dans le domaine d’étude considéré on définit un modèle de rayonnement sur cette géomé-
trie en utilisant l’opérateurMODE. En fait cet opérateur comporte un modèle de rayonnement
qui porte sur les éléments finis conformes linéaires ou quadratiques de CAST3M. Les champs
d’émissivité sont définis par l’opérateur MATE à l’aide du mot-clé : EMIS. On cite ci-dessous
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les principaux opérateurs utilisés pour la résolution au moyen de CAST3M de problèmes impli-
quant le rayonnement thermique qu’on peut trouver également dans des notes internes CEA du
LTMF (Laboratoire d’Etudes des Transferts et de Mécanique des Fluides). Ci-dessous on donne
les principaux opérateurs de CAST3M utilisés dans la discrétisation et le calcul relatifs au rayon-
nement :
• HRAYO : cette procédure calcule le coefficient d’échange linéarisé dans le cas du rayonne-
ment avec unmilieu infini ou face à face,
• FFOR : cet opérateur calcule la matrice des facteurs de forme (on renvoie vers la section 3.2
page 29 pour la définition et la manière de calculer les facteurs de forme) associée à unmo-
dèle de rayonnement, notée F . Des options permettent de prendre en compte un plan de
symétrie, une topologie convexe ou un coefficient d’absorption (dans le cas où lemilieu est
non transparent mais plutôt absorbant). L’objet résultat est un champ défini par élément.
• RAYE (RAYonnement par Elémént) : cet opérateur calcule la matrice de rayonnement qui
relie les puissances rayonnées par éléments aux émittances en fonction des champs d’émis-
sivité et des facteurs de forme. La structure de cet objet est identique à celle des facteurs de
forme.
• RAYN (RAYonnement aux Noeuds) : cet opérateur calcule la matrice de conductivité équi-
valente due à la linéarisation du rayonnement en fonction du champ de température et de
la matrice précédente. Il s’agit d’un objet de type rigidité.
5.4.3 Algorithme
Dans cette section on donne l’algorithme suivi pour la simulation numérique du processus
d’homogénéisation ainsi que du problème direct.
• Résolution des problèmes de cellule : notre étude étant en 2D , on aura deux problèmes
à résoudre, un problème dans chaque direction de l’espace. Les problèmes de cellule dé-
pendent de la température macroscopique. On résout donc une série de problèmes pour
une table de températures Tk :{
−divy (K(ei +∇yωi )) = 0 dans Y ∗,
−K(ei +∇yωi ) ·n = 4σT 3k G(ωi + yi ) sur Γ.
• Calcul de la conductivité homogénéisée : pour la valeur de température Tk ,
K∗i j (Tk )=
∫
Y ∗
K(∇yωi +ei ) · (∇yω j +e j )+4σT 3k
∫
Γ
G(ωi + yi )(ω j + y j ).
• Résolution du problème homogénéisé : Le problème homogénéisé (5.111) étant non li-
néaire, on utilise un algorithme itératif de type point fixe :
\ calcul initial T(0), K∗(0), ωi (T
3
(0)) puis itération ;
\ à l’itération (n), T(n−1) étant la solution à l’itération (n−1), on commence par la locali-
ser dans la table de températures. Ce qui revient à rechercher l’indice k dans la table de
température (Tk )k tel que Tk−1 ≤ T(n−1) ≤ Tk ;
\ la conductivité homogénéisée considérée à l’itération (n) est alors unemoyenne entre les
deux conductivités associées aux deux températures Tk−1 et Tk , donnée par
K∗(n) = ηK∗(Tk−1)+ (1−η)K∗(Tk )où 0< η< 1;
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\ résolution du problème homogénéisé suivant :{
−div(K∗(n)∇T(n)) = mes(Y ) f dans Ω
T(n) = 0 sur ∂Ω




• Reconstruction de la température.On remonte aux températures fines oumicroscopiques













de la manière décrite ci-dessous.
Soit x un noeud deΩε,
\ soit x un noeud dumaillage du domaine perforé. On commence par repérer la cellule de
périodicité contenant x. On retrouve alors la valeur de la température homogénéiséeT (x)
et la valeur du gradient de la température homogénéisée ∇T (x) au point considéré x ;
\ on interpole ensuite le champ de température homogénéisée dans toute la cellule Yε(x)
(cellule du milieu perforé Ω contenant x). Ce champ est noté alors T|Yε(x) puis on calcule






\ on retrouve alors suivant la valeur de Tm(x), l’indice k dans la table (Tk )k , tel que Tk ≤
Tm ≤ Tk+1. dans la table de température ;
\ on retrouve ensuite les solutions des problèmes de celluleωi (Tk ) correspondant à la tem-
pérature Tk ;
\ on calcule T (x)+ε
i=d∑
i=1





• Comparaison avec la résolution directe.On évalue l’erreur relative entre le résultat du pro-
cessus d’homogénéisation (champ de température reconstruit) et le résultat obtenu par
une simulation directe du problème (5.59).
Données numériques
On suit dans cette section la mêmeméthodologie de calcul utilisée pour la simulation numé-
rique du premier modèle (voir section 4.4.2 page 60).
En vue d’une comparaison entre les résultats de simulations obtenus en suivant le procédé
d’homogénéisation et la résolution directe, nous considérons, toujours sur des maillages repré-
sentatifs de la géométrie réelle (mêmes considérations que dans la section 4.4.3 page 63), les
données suivantes
• Températures imposées aux bords :
\ bord supérieur du maillage perforé et homogène : Tsup = 1300 K,
\ bord inférieur du maillage perforé et homogène : Tin f = 600 K.
• Le tenseur de conductivité est isotrope. La conductivité du solide est : 30Wm-1K-1.
• Émissivité de la surface des trous : e= 0.8.
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Chapitre 5. Deuxièmemodèle : conduction-rayonnement en cavité
Nous présentons dans les figures 5.7-5.12 les solutions des problèmes de cellule (5.109) pour






















FIG. 5.9: Solutions des problèmes de cellule (5.109) pour une température Tk = 740
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FIG. 5.12: Solutions des problèmes de cellule (5.109) pour une température Tk = 1500
Dans la figure 5.13, on trace les deux composantes diagonales de la conductivité homogé-
néisée K∗ obtenues pour des températures allant de 500 K à 1500 K. On remarque que les deux
composantes K∗11 et K
∗
22 sont assez proches tant que les températures ne sont pas très élevées.
Ceci n’est pas le cas pour des températures très hautes (voir figures 5.4 et 5.5).
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FIG. 5.13: Coefficients diagonaux K∗11 et K
∗
22 du tenseur de conductivité homogénéisée
Dans la figure 5.14, on trace la composante extra-diagonale K∗12 de K
∗. On remarque que cette
composante est presque nulle. Ceci n’est pas vrai pour des températures très élevées car dans la
figure 5.6 page 105 on voit que pour une température infinie cette composante peut aller jusqu’à























































FIG. 5.14: Coefficient extra-diagonal du tenseur de conductivité homogénéisée K∗
La figure 5.15 représente le champ de température homogénéisée calculé sur le maillage
continu maillé grossièrement.
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5.4. Simulation numérique avec CAST3M
FIG. 5.15: Température homogénéisée T
Sur la figure 5.16 on compare le champ de température reconstruit T +εT1, résultat du pro-
cessus d’homogénéisation avec le champ obtenu via une résolution directe du problème non
homogénéisé.
Température reconstruite Température Directe
FIG. 5.16: Comparaison de la température reconstruite T +εT1 et de la résolution directe Tε
On trace également dans la figure 5.17, une traverse des trois champ des températures T ,
T + εT1 et Tε (température homogénéisée, température déshomogénéisée ou reconstruite et
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FIG. 5.17: Traverse de température (x1,x2) : T , T +εT1, Tε
Les résultats obtenus par homogénéisation sont très satisfaisants concernant le champ de
température mais également pour les flux de température comme on peut le constater dans les
figures 5.18-5.20.

























FIG. 5.18: Comparaison du gradient obtenu par résolution directe (en noir) et par homogénéisation (en
rouge)
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5.4. Simulation numérique avec CAST3M
FIG. 5.19:Module du gradient de température par simulation directe
FIG. 5.20:Module du gradient de température reconstruit
On trace également dans la figure 5.21 une traverse des flux de température.
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Chapitre 5. Deuxièmemodèle : conduction-rayonnement en cavité
LES 2 GRAD DE TEMP REEL ET RECONST, RAYONNEMENT
ABS
SCAL













FIG. 5.21: Traverse (x1,x2) des flux de température : |K∇T +εT1| (en rouge), |K∇Tε| (en vert)
Au final, on trace sur la figure 5.22 la courbe logarithmique de l’erreur relative Err(T) sur la
température en fonction de ε en suivant le même raisonnement que pour la simulation du pre-
mier modèle (voir la section 4.4.2 page 60). On compare la courbe de l’erreur à la droite y = ε.
On constate qu’on a le bon taux de décroissance de l’erreur. On rappelle que
Err(T)=





























Dans ce travail nous nous sommes intéressé à l’homogénéisation des modèles de trans-
fert d’énergie par conduction-rayonnement dans le cœur des réacteurs à caloporteur
gaz. Le contexte industriel considéré où deux échelles de modélisation (macroscopique-
microscopique) étaient à prendre en compte, nécessitait la mise au point deméthodes d’homo-
généisation. Ces méthodes ont été développées aussi bien suivant l’aspect théorique (preuve
rigoureuse des problèmes homogénéisés via la convergence à deux échelles quand possible)
que l’aspect numérique (validation dans le code de calcul CAST3M : simulations numériques
du processus d’homogénéisation et comparaison avec des résolutions directes). Nous avons
constaté grâce aux résultats théoriques et aux simulations que nos processus d’homogénéisa-
tion (résolution desmodèles homogénéisés et calcul de termes correctifs) donnent des résultats
très proches des simulations directes des modèles étudiés sur des maillage fins c’est-à-dire où
la modélisation prend en compte la microstructure, cela a été confirmé par l’étude de l’erreur.
La résolution de ces modèles homogénéisés, posés dans des milieux continus ayant des para-
mètres effectifs, conduit à des résultats précis même sur des maillage grossiers. Une simulation
à grande échelle est donc à présent possible.
L’homogénéisation de ces modèles avait certes pour premier objectif de rendre la simulation
numérique à grande échelle possible (ou peu coûteuse en temps de calcul)mais notons que l’in-
térêt qu’offrent les résultats obtenus ne s’arrête pas seulement à cet aspect. En effet, nous avons
pu établir grâce à des « développements mathématiques » des modèles « physiques » qui dé-
crivent le comportement moyen avec précision d’un milieu conductif contenant des hétérogé-
néités qui impliquent le transfert d’énergie par rayonnement. Ces résultats peuvent être adaptés
à d’autres situations physiques. Dans notre cas, selon la condition de rayonnement considérée,
on a résolu un problème de conduction dans un domaine continu à paramètres homogénéisés
qui eux dépendent du type de rayonnement considéré. Ainsi dans le cas d’un rayonnement avec
un milieu infini on résout un problème de conduction non linéaire ; dans le cas d’une condi-
tion de rayonnement en cavité à parois noires ou grises diffusantes, on résout un problème de
conduction où la conductivité effective est fonction de la température du milieu homogène et
on retrouve dans ce cas la condition de rayonnement linéarisée dans les problèmes de cellule.
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Perspectives
Le modèle homogénéisé a été établi rigoureusement dans le cas d’un problème de
conduction-rayonnement dans une cavité à parois noires (e = 1). La généralisation au cas
des parois grises diffusantes (0 < e < 1), toujours dans le cas linéaire, devrait suivre a priori, les
mêmes étapes vu que l’opérateur rayonnement dans ce cas peut avoir des propriétés analogues
à celle de l’opérateur considéré dans le cas des parois noires.
Pour le cas non linéaire, la preuve de la convergence à deux échelles reste un problème ouvert.
Ce serait intéressant d’établir rigoureusement le problème homogénéisé dans le cas d’une cavité
à parois noires aumoins car il est fort possible que la méthode suivie soit également dans ce cas
généralisable à une cavité à parois grises diffusantes.
Une autre perspective à ce travail serait un couplage des modèles considérés avec les équa-
tions de la mécanique des fluides qui gouvernent l’écoulement de l’hélium dans les canaux. La
prise en compte du rayonnement sur les bords des canaux joue sur la température du gaz et
modifie donc la vitesse de l’écoulement.
Les programmes écrits pour la résolution numérique dans CAST3M pour les différents mo-
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Homogénéisation de modèles de transferts thermiques et radiatifs :
Application au cœur des réacteurs à caloporteur gaz
Résumé
Dans le cadre de l’homogénéisation, nous étudions des problèmes de transfert d’énergie po-
sés dans un domaine solide perforé périodique où coexistent deux échelles d’espace (macro-
scopique et microscopique). Ces problèmes modélisent le transfert de chaleur par conduction
dans le solide et par rayonnement au bord de chaque perforation. La présence du rayonnement
implique des conditions aux limites non usuelles (vis à vis de la théorie de l’homogénéisation).
Deux types de rayonnement sont considérés : rayonnement en milieu infini (condition non li-
néaire) et rayonnement en cavité à parois grises diffusantes (condition non linéaire et non lo-
cale). L’homogénéisation dans les deux cas conduit à un modèle de conduction posé dans un
solide équivalent ayant une conductivité effective qui prend en compte le rayonnement aux
bords. Nous développons donc une méthodologie (homogénéisation et validation) basée sur
une justification théorique du processus d’homogénéisation via la méthode de convergence
à deux échelles et une validation numérique via des simulations au moyen du code de calcul
CAST3M. Cette étude est menée dans le cadre de l’analyse de fonctionnement des réacteurs à
caloporteur gaz. Les résultats sont également exploitables pour d’autres domaines perforés im-
pliquant les phénomènes de transferts en question.
Mots clefs : homogénéisation, analyse asymptotique, domaines perforés, conduction, rayon-
nement, convergence à deux échelles, périodique, réacteur, CAST3M.
Homogenization of some radiative heat transfer models : Application to
gas cooled reactors cores
Abstract
In the context of homogenization theory we treat some heat transfer problems involving unu-
sual (according to the homogenization) boundary conditions. These problems are defined in a
solid periodic perforated domain where two scales (macroscopic and microscopic) are to be ta-
ken into account and describe heat transfer by conduction in the solid and by radiation on the
wall of each hole. Two kinds of radiation are considered : radiation in an infinite medium (non
linear problem) and radiation in cavity with grey-diffuse walls (non linear and non local pro-
blem). The derived homogenized models are conduction problems with an effective conducti-
vity which depend on the considered radiation. Thus we introduce a framework (homogeniza-
tion and validation) based on mathematical justification using the two-scale convergence me-
thod and numerical validation by simulations using the computer code CAST3M. This study,
performed for gaz cooled reactors cores, can be extended to other perforated domains involving
the considered heat transfer phenomena.
Keywords : homogenization, asymptotic analysis, perforated domains, heat transfer, radia-
tion, two-scale convergence, periodic, reactor, CAST3M.
