Measure-theoretic aspects of the <:-reducibility structure of the exponential time complexity classes E=DTIME(21inea') and E2 = DTIME(2Po'ynomia') are investigated. This latter fact is seen to be a special case of a more general theorem, namely, that every <:-degree (e.g., the degree of all <:-complete languages for N P ) has measure 0 in E and in E2.
Introduction
A decision problem (i.e., language) A C (0, 1)' is said to be hard for a complexity class C if every language in C is efficiently reducible to A . If A is also an element of C, then A is complete for C. The most common interpretation of "efficiently reducible" here is "polynomial time many-one reducible," abbreviated 'This research was supported in part by National Science Foundation Grants CCR-8809238 and CCR-9157382, with matching funds from Rockwell International and Microware Systems Corporation, and in part by DIMACS, where the second author was a visitor while part of this work was carried out.
"<:-reducible."
(See section 2 for notation and terminology used in this introduction.) For example, in most usages, "NP-complete" means "<:-complete for NP," the completeness notion introduced by Karp [16] and Levin [17] .
Decision problems that are <:-hard for NP are presumably intractable, since they cannot be decided in polynomial time if P # NP. Decision problems that are <:-hard for the exponential time complexity class E = DTIME(2""'"') are provably intractable because (i) they cannot be decided in polynomial time if P # E; and (ii) it has been proven, via diagonalization [14] , that P # E. Problems that are <:-hard (in fact, <:-complete) for E have been exhibited by Stockmeyer and Chandra [30] and others.
In this paper, we investigate the complexity (measured by size of complexity cores) and distribution (i.e., abundance in the sense of measure) of languages that are <:-hard for E (equivalently, for E2= DTIME(2Po'ynomia')) and other complexity classes, including NP. (By "measure" here, we mean resourcebounded measure as developed by Lutz [18] and described briefly in section 2 of this extended abstract.) We give tight lower bounds and, perhaps surprisingly, tight upper bounds on the sizes of complexity cores of hard languages. More generally, we analyze measuretheoretic aspects of the <:-reducibility structure of exponential time complexity classes. We prove that SL-hard problems are rare, in the sense that they form a p-measure 0 set. We also prove that every <:-degree has measure 0 in exponential time. Complexity cores, first introduced by Lynch [24] have been studied extensively [lo, 12, 27, Lutz [21] has proven that "weakly <:-hard" is more general than "<:-hard.") Specifically, we prove that every language that is weakly <:-hard for E or E2 has a dense exponential complexity core. It follows that, if NP does not have measure 0 in E or Ea, then every <:-hard language for NP has a dense exponential complexity core. This conclusion is much stronger than Orponen and Schoning's conclusion that every such language has a non-sparse polynomial complexity core, though it is achieved a t the cost of a stronger hypothesis.
In section 4 we investigate the resource-bounded measure of the lower <:-spans, the upper <:-spans, and the <:-degrees of languages in E and E2. (The lower <:-span of A is the set of all languages that are <:-reducible to A . The upper <:-span of A is the set of all languages to which A is <:-reducible.
The 5 : -degree of A is the intersection of these two spans.) We prove the Small Span Theorem, which says that, if A is in E or Ez, then at least one of the upper and lower spans must have resource-bounded measure 0. This implies that the <:-hard languages for E form a set of p-measure 0. It also implies that every <:-degree (e.g., the degree of all <:-complete languages for NP) has measure 0 in E and in Ez.
Languages that are <:-hard for E are typically considered "at least as complex as" any element of E. Very early, Berman [6] established limits to this interpretation by proving that no <:-complete language is Pimmune, even though E contains P-immune languages. (In fact, Mayordomo [25] has recently shown that almost every language in E is P-bi-immune.) In section 5 below we prove a very strong limitation on the complexity of LL-hard languages for E. We prove that every <:-hard language for E is decidable in < 24" steps on a dense set of inputs which is also decidable in 5 24" steps. This implies that every DTIME(24")-complexity core of every <:-hard language for E has a dense complement. Since almost every language in E has {O,l}* as a DTIME(24")-complexity core (as proven in section 3), this says that <:-hard languages for E are unusually simple, in that they have unusually small complexity cores. Intuitively, we interpret this to mean that the condition of being <:-hard for E forces a language to have a high level of organization, thereby forcing it to be unusually simple in some respects.
All proofs are omitted from this extended abstract.
Preliminaries
We deal primarily with strings, languages, functions, and classes. Strings are finite sequences of characters over the alphabet ( 0 , l ) ; we write (0,l)' for the set of all strings. Languages are sets of strings. Functions usually map (0,l)' into (0, l}*. A class is either a set of languages or a set of functions.
If If t ( n ) is a time bound, then we write for the set of languages decidable in O ( t ( n ) ) time.
Similarly, we write
The conditions
for the set of functions computable in O(t(n)-time.
The classes of polynomial time decidable languages and polynomial time computable functions are then P = U DTIME(nk), P F = U DTIMEF(nk), respectively. We are especially interested in classes of languages decidable in exponential time. We write E = U: *=, DTIME(SCn) and E2 = DTIME(2"') for the classes of languages decidable in 21inear time and 2polynomial t ime, respectively. Other complexity classes that we use here, such as NP, PHI PSPACE, etc., have completely standard definitions [2, 31.
If A and B are languages, then a polynomial time, many-one reduction (briefly <:-reduction)
f E P F that is a <:-reduction of A to some language
B .
Note that f is a <:-reduction of A if and only i f f is <:-reduction of A to f ( A ) = {f(z) I z E A } .
We say that A is polynomial time, many-one reducible (briefly, <:-reducible) to B , and we write A<:B, if there exists a <:-reduction f of A to B. In this case, we also say that A<:B via t.
A language H is <:-hard for a class C of languages
this is the usual notion of NP-completeness [lS] . In this paper we are especially concerned with languages that are <:-hard or <:-complete for E or El. For a set X of languages, resource-bounded measure [18] defines the condition 00 00 k=O k=O ppz(X) = 0 ( " X has pz-measure 0") and the stronger condition pp(X) = 0 ("X has p-measure 0").
Both of these conditions imply that X is a negligibly smallset of languages [18] . In particular, the condition p ( X I E) = 0 ( " X has measure 0 in E") defined by p(X I E) = 0 e pP(X n E) = 0 means that X n E is a negligibly small subset of E. A similar remark applies to the condition p ( X I E z ) = O e P p a ( X n E z ) = O are defined to hold exactly when the complement X c of X satisfies
respectively. If p ( X I E) = 1, then we say that almost every language in E is in X (and similarly for E2).
Complexity Cores: Lower Bounds
Orponen and Schoning [28] have shown that every <:-hard language for E has a dense polynomial complexity core. In this section we extend this result by showing that every weakly <:-hard language for E has a dense exponential complexity core. We begin by explaining our terminology.
Given a machine M and an input 2: E {O,l}*, we Note that every subset of a DTIME(t(n))-complexity core of A is a DTIME(t(n))-complexity
then every DTIME(t(n))-complexity core of A is a DTIME(s(n))-complexity core of A .
Definition. Let A , K E (0, l}*.
1. I< is a polynomial complexity core (or, briefly, a P-complexity core) of A if I< is a DTIME(nk)-complexity core of A for all k E N. 2 . I< is an exponential complexity core of A if there is a real number 6 > 0 such that I< is a DTIME(SnC)-complexity core of A .
Intuitively, a P-complexity core of A is a set of infeasible instances of A , while an exponential complexity core of A is a set of extremely hard instances of
A .
Remark. The [4] ) Every language that is incompressible by <&-reductions has {0,1}* as a Pcomplexity core.
2. Every language that is incompressible by I m DTrME(2c")-reductions has (0, 1)' as a DTIME(2cn)-complexity core.
3. Every language that is incompressible by -reductions has {0,1}' as a DTIME(2nc)-<DTIME(ZtnC ) -m complexity core.
We now prove that, in E and E2, almost every language is incompressible by < m DTIME(t)-reductions, for exponential time bounds t . Corollary 3.5 (Meyer[26] ). There is a language A E E that is incompressible by <:-reductions.
Corollary 3.6. Let c E Z+. DTIME(2'")-complexity core. DTIME( 2"')-complexity core.
1. Almost every language in E has {0,1}* as a 2. Almost every language in E2 has {0,1}* as a
We now consider complexity cores of <:-hard languages. Our starting point is the following two known facts.
Fact 3.7 (Orponen and Schoning [28] ). Every language that is <:-hard for E (equivalently, for E2) has a dense P-complexity core.
Fact 3.8 (Orponen and Schoning [28] ). If P # NP, then every language that is <:-hard for NP has a nonsparse P-complexity core.
We first extend Fact 3.7. For this we need a defi-{0,1}* nition. The lower <:-span of a language A is Pm(A) = { B c 10, I)* I B <' , A),
i.e., the set of all languages lying "at or below" A in the <:-reducibility structure of the set of all languages. Recall that a language A is <',-hard for a complexity class C if C Pm(A). complete, but not <:-complete, for E (and similarly for E2). Although "LE-hard for E" and "<:-hard for E2" are equivalent, we do not know the relationship between "weakly <:-hard for E" and "weakly <;-hard for Ez."
Definition.
Recall that a language D C {0,1}* is dense if there is a real number E > 0 such that ID<,,( > 2"' a.e. Theorem 3.9. Every language that is weakly 5 : -hard for E or E2 has a dense exponential complexity core.
Lutz has proposed the investigation of the consequences of the strong hypotheses p(NP I E) # 0 and p(NP I E2) # 0 [20, 22, 231 . In this regard, we have the following.
Corollary 3.10. If p(NP 1 E) # 0 or p(NP I E2) # 0, then every <:-hard language for NP has a dense exponential complexity core.
Thus, for example, if NP is not small, then there is a dense set I( of Boolean formulas in conjunctive normal form such that every machine that is consistent with SAT performs exponentially badly (either by running for more than 2lz1" steps or by failing to decide) on all but finitely many inputs x E I(. Note that Theorem 3.9 extends Fact 3.7 and that Corollary 3.10 has a stronger hypothesis and stronger conclusion than Fact 3.8. Note also that Corollary 3.10 holds with NP replaced by PH, PP, PSPACE, or any class whatsoever.
The following result shows that the density bounds of Theorem 3.9 and Corollary 3.10 are tight. Theorem 3.11. For every 6 > 0, each of the classes NP, E, and E2 has a <:-complete language, every Pcomplexity core I( of which satisfies lK<,,l -< 2"' a.e.
Measure of Degrees
In this section we prove that all <:-degrees have measure 0 in the complexity classes E and E2. This fact and more will follow from the Small Span Theorem, which we prove first.
Recall that the lower <:-span of a language A 5 {0,1}* is P,(A) = { B C_ {0,1}* I B 5 : A}.
Similarly, define the upper <:-span of A to be P,'(A) = { B {0,1}* I A 5; B } .
The <:-degree of A is then degK(A) = P,(A) n P;'(A), the intersection of the upper and lower spans.
Intuitively, in the <:-reducibility structure of the set of all languages, we think of P,(A) as lying "below" A, while P,'(A) lies "above" A. (See Figure l. )
We will be especially concerned with the size, i.e., the resource-bounded measure, of the upper and lower spans of various languages. If neither of those spans is small (i.e., neither has resource-bounded measure O), then we have the configuration depicted schematically in Figure 1 . On the other hand, if one or both of these spans is small, then we have one of the "small-span" configurations depicted schematically in Figure 2 . The main result of this section is that, if A is in E or E2, then at least one of the sets P,(A), P;'(A) is small. That is, only small-span configurations can occur in E or E2. Remark. Ambos-Spies [l] has shown that P,(A) has Lebesgue measure 0 whenever A 4 P. Lemma 4.2 obtains a stronger conclusion (resource-bounded measure 0) from a stronger hypothesis on A.
It is now straightforward to derive consequences of these results for the structure of E and Ez. We first note that <:-hard languages for E are extremely rare. [6] , that no <:-complete language for E is Pimmune.)
As it turns out, Corollary 4.4 is only a special case of the following general result. All <:-degrees have measure 0 in E and in E2. It is interesting to note that Corollary 4.7, unlike Corollary 4.6, is an absolute result, requiring no unproven hypothesis. The price we pay for this is that we do not know why it holds! For example, the Small Span Theorem tells us that CNP = 'HNP n NP has measure 0 in E because p ( ' H~p I E) = 0 orp(NP I E) = 0, but it does not tell us which of these two very different situations occurs.
Note that Corollaries 4.6 and 4.7 also hold with NP replaced by any other class whatsoever.
We conclude this section by noting two respects in which the Small Span Theorem cannot be improved. First, the hypotheses A E E and A E E2 are essential for parts 1 and 2, respectively. For example, if A is p-random [19] , then pp({A}) # 0, so none of degz(A), P,(A), P;'(A) can have p-measure 0.
The second respect in which the Small Span Theorem cannot be improved involves the variety of smallspan configurations. In both E and E2, all the smallspan configurations depicted in Figure 2 (a, b, c) do in fact occur. We give examples for E.
(a) It is well known [26] that there is a language A E E that is both sparse and incompressible by 5;-reductions. Fix such a language A. By Lemma 4.2, pp(P;'(A)) = 0. Also, since A is sparse, the main result of [22] implies that pp(P,(A)) = 0. = 0 by Theorem 4.3, but
Similar examples can be given for E2.
Complexity Cores: Upper Bounds
In this section we give an explicit upper bound on the sizes of complexity cores of languages that are 5 : -hard for E. This will imply that <:-complete languages for E have unusually small complexity cores, for languages in E. We now use Theorem 5.1 to prove our upper bound on the size of complexity cores for hard languages.
Theorem 5.2. Every DTIME(24")-complexity core of every <:-hard language for E has a dense complement.
Note that Theorem 4.3 follows from Corollary 3.G and Theorem 5.2, but that Theorem 5.2 tells us more.
Finally, we note that the upper bound given by Theorem 5.2 is tight.
Theorem 5.3.
Let c E N and 0 < c E R.
1.
E has a <:-complete language with a DTIME(2cn)-complexity core I< that satisfies IKSn I > 2n+l -2"' a.e.
2.
E2 has a <:-complete language with a DTIME(2"c)-complexity core I( that satisfies IK<, I > 2*+' -2ne a.e.
-

Conclusion
In this paper we have investigated measuretheoretic aspects of the <:-reducibility structure of the exponential time complexity classes E and Ez. Among other things, we have proven the following.
(For simplicity we only consider the class E.) (i) Every weakly <:-hard language for E has a dense exponential complexity core (Theorem 3.9).
(ii) For every language A E E, at least one of the spans P,(A), P;'(A) has resource-bounded measure 0 (Theorem 4.1, the Small Span Theorem). (iii) Every DTIME(24")-complexity core of every <: , -hard language for E has a dense complement (Theorem 5.2). Since almost every language in E has {0,1}* as a DTIME(24")-complexity core (Corollary 3.6), this says that, in E, the 5:-complete languages are unusually simple, in t,he sense that they have unusually small complexity cores.
It is reasonable to conjecture that most of our results hold with <: replaced by < :
, but investigating this may be difficult. For example, consider Theorem 4.3. Bennett and Gill [5] have shown that P;'(A) has (classical) measure 1 for all A E BPP. Thus we cannot prove that the <;-hard languages for E form a measure 0 set without also proving that E e BPP.
