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Abstract
In this paper, we investigate a five-dimensional Dirac fermion on a quantum
graph that consists of a single vertex and N loops. We find that the model possesses
a rich structure of boundary conditions for wavefunctions on the quantum graph and
they can be classified into (2N + 1) distinct categories. It is then shown that there
appear degenerate four-dimensional chiral massless fermions in the four-dimensional
mass spectrum. We briefly discuss how our model could naturally solve the problems
of the fermion generation, the fermion mass hierarchy and the origin of the CP -
violating phase.
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1 Introduction
The standard model (SM) has been completed by the discovery of the Higgs boson.
However, the SM still contains several mysteries and problems, which will remain to be
solved. One is so-called the generation problem. The SM includes three sets of quarks
and leptons, which have exactly the same quantum numbers except for the Yukawa cou-
plings. Why nature provides the three generation of quarks and leptons is veiled. Another
problem is the fermion mass hierarchy. Even though the second and the third generations
of the quarks and the charged leptons are just copies of the first generation, their masses
have an exponential hierarchy around 105. The third problem is the origin of the CP
violating phase in the Cabbibo-Kobayashi-Maskawa (CKM) matrix.
There are many attempts to try to solve the problems mentioned above. One of
promising candidates will be higher-dimensional theory on extra dimensions. If extra
dimensional models give the degeneracy of four-dimensional (4d) massless chiral fermions
in 4d mass spectrum of Kaluza-Klein (KK) decomposition, the degeneracy will explain
the generation of the quarks and the leptons.1 The fermion mass hierarchy could be
resolved if the zero mode profiles are localized near some points on extra dimensions.
This is because the mass matrix mij between the i -th generation and the j -th one of the
fermions will be of the form
mij = gY v
∫
dy
(
f
(i)
0 (y)
)∗
g
(j)
0 (y), (1.1)
where gY is a Yukawa coupling constant
2 , v is a vacuum expectation value of the Higgs
field,
∫
dy denotes the integral over the extra dimensions, and f
(i)
0 (y) (g
(j)
0 (y)) is the profile
of the i -th (j -th) generation of the 4d massless chiral fermions. Then, if f
(i)
0 (y) and g
(j)
0 (y)
are localized functions on the extra dimensions, we will get a hierarchical mass matrix,
which is sensitive to locations of localization [16–22]. A CP -violating phase can appear
if the zero mode functions f
(i)
0 (y) and g
(j)
0 (y) are genuine complex functions, so that the
mass matrix (1.1) can possess complex phases naturally [23].
In order to obtain extra dimensional models that possess the properties mentioned in
the above paragraph, we investigate a five-dimensional (5d) Dirac action on a quantum
graph, which consists of bonds and vertices. (For reviews of quantum graph, see [24, 25].)
In this paper, we take, as a quantum graph, a rose graph consisting of one vertex and N
bonds, where each bond forms a loop that begins and ends at the vertex (see fig. 1).
1 A fascinating way to produce the three-generation in 4d mass spectrum is to introduce a vortex
background [1, 2] or a magnetic flux [3–11] in extra dimensions. Another promising way is to generalize
boundary conditions on extra dimensions [12–15].
2 It should be emphasized that the Yukawa coupling gY has no index with respect to the generation.
This is because we are considering extra dimensional models that could solve the generation problem, so
that the models should be assumed to contain only one generation of the quarks and the lepton fields.
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Figure 1: Rose graph with one ver-
tex and N loops
Figure 2: Star graph with one ver-
tex and N bonds
Figure 3: Interval with (N − 1) point interactions
One of the reason to consider the rose graph is that ordinary one-dimensional extra
dimensions, like a circle or an interval, cannot solve the generation problem because no
desired degeneracy appears in the spectrum. Another reason is that the rose graph with
N loops may be regarded as a master quantum graph with N bonds because the rose
graph will reduce to so-called a star graph3 (see fig. 2), an interval with (N − 1) point
interactions4 (see fig. 3) and so on, by appropriately tuning boundary conditions (or
connection conditions) for wavefunctions at the vertex of the rose graph.
In this paper, we show that allowed boundary conditions (BCs) on the rose graph can
be classified into (2N + 1) distinct types of BCs, and clarify how many massless chiral
fermions appear in the 4d mass spectrum for each type of BCs. The results show that our
model possesses the desired properties mentioned in the second paragraph in this section.
The paper is organized as follows: In the next section, we give a setup of our model.
In Section 3, we classify allowed boundary conditions into (2N + 1)-types of them. In
3 There are many studies in terms of star graphs, see e.g. [26–29]. In particular, several works have
been carried out from the viewpoint of extra dimensions on star graphs which are realized by flux
compactifications in string theory, see [30–35].
4 One-dimensional quantum mechanics with point interactions has attractive properties [36–38] and is
applied to extra-dimension models to solve the generation problem and the fermion mass hierarchy [39–
41].
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Section 4, we examine zero mode solutions for each type of the boundary conditions. In
Section 5, we discuss a topological nature of the zero modes. The Section 6 is devoted to
conclusion and discussion.
2 5d Dirac action on quantum graph
The 5d Dirac action we consider is given by
S =
∫
d4x
N∑
a=1
∫ La
La−1
dyΨ(x, y)[iγµ∂µ + iγ
y∂y+M ]Ψ(x, y), (2.1)
where xµ (µ = 0, 1, 2, 3) denote the coordinates of the 4d Minkowski space-time and y is
the coordinate of an extra dimension. Ψ(x, y) is a four-component Dirac spinor on five
dimensions and the Dirac conjugate Ψ is defined by Ψ = Ψ†γ0. γµ (µ = 0, 1, 2, 3) are
4× 4 gamma matrices and γy is taken to be γy = −iγ5 (γ5 = iγ0γ1γ2γ3). M is the bulk
mass of the 5d Dirac fermion.
In this paper, we consider, as the extra dimension, a rose graph consisting of one
vertex and N bonds, each of which forms a loop with La−1 < y < La (a = 1, 2, · · · , N):
see fig. 4.
Figure 4: A rose graph consisting of one vertex and N loops.
The action principle δS = 0 leads to the 5d Dirac equation
[iγµ∂µ + iγ
y∂y+M ]Ψ(x, y) = 0, (2.2)
together with
N∑
a=1
[
Ψ(x, y)γ5δΨ(x, y)
]y=La−ε
y=La−1+ε
= 0, (2.3)
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where ε is an infinitesimal positive constant. The condition (2.3) may be understood as
the momentum conservation or the probability current conservation in the direction of
the extra dimension at the center of the rose graph depicted in fig. 4. As we will see in
the next section, eq. (2.3) leads to boundary conditions that the field Ψ(x, y) should obey
at the boundaries y = L0 + ε, L1 ± ε, · · · , LN−1 ± ε, LN − ε.
In terms of the 4d right-handed (left-handed) chiral spinors ψ
(i)
R,n(x)
(
ψ
(i)
L,n(x)
)
, the 5d
Dirac spinor Ψ(x, y) will be expanded into the form
Ψ(x, y) =
∑
i
∑
n
ψ
(i)
R,n(x)f
(i)
n (y) +
∑
i
∑
n
ψ
(i)
L,n(x)g
(i)
n (y), (2.4)
where the index n indicates the n-th level of the KK modes and i denotes the index that
distinguishes the degeneracy of the n-th KK modes (if it exists). The mode functions
f
(i)
n (y) and g
(i)
n (y) are assumed to form a complete set with respect to the extra dimensional
space and satisfy the orthonormality relations
N∑
a=1
∫ La
La−1
dy
(
f (i)n (y)
)∗
f
(i′)
n′ (y) = δnn′δ
ii′ , (2.5)
N∑
a=1
∫ La
La−1
dy
(
g(i)n (y)
)∗
g
(i′)
n′ (y) = δnn′δ
ii′ . (2.6)
Substituting the expansion (2.4) into eq. (2.2) and using the relations iγµ∂µψ
(i)
R,n(x) +
mnψ
(i)
L,n(x) = 0 and iγ
µ∂µψ
(i)
L,n(x) + mnψ
(i)
R,n(x) = 0, which are the equations of motion
for the 4d chiral spinors ψ
(i)
R/L,n(x) with mass mn, we find the equations that the mode
functions f
(i)
n (y) and g
(i)
n (y) should satisfy
(∂y +M)f
(i)
n (y) = mng
(i)
n (y), (2.7)
(−∂y +M)g(i)n (y) = mnf (i)n (y). (2.8)
It follows that f
(i)
n (y) and g
(i)
n (y) satisfy the eigenvalue equations
(−∂2y +M2)f (i)n (y) = m2nf (i)n (y), (2.9)
(−∂2y +M2)g(i)n (y) = m2ng(i)n (y). (2.10)
Then, inserting the expansion (2.4) into the action (2.1), and using the relations (2.5) -
(2.8), we can rewrite the action S, in terms of the 4d spinors, as
S =
∫
d4x
{∑
i
ψ
(i)
R,0(x)iγ
µ∂µψ
(i)
R,0(x) +
∑
j
ψ
(j)
L,0(x)iγ
µ∂µψ
(j)
L,0(x)
+
∑
i
∑
n6=0
ψ
(i)
n (x)(iγ
µ∂µ+mn)ψ
(i)
n (x)
}
, (2.11)
where ψ
(i)
n (x) ≡ ψ(i)R,n(x) + ψ(i)L,n(x) for n 6= 0, and ψ(i)R,0(x), ψ(i)L,0(x) denote the 4d chiral
massless spinors with m0 = 0.
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3 Classification of boundary conditions
In the previous section, we have succeeded in expressing the action S in terms of the 4d
mass eigenmodes. However, in order to determine the mass eigenvalue mn as well as the
eigenfunctions f
(i)
n (y) and g
(i)
n (y), we need to specify some boundary conditions for the
mode functions f
(i)
n (y) and g
(i)
n (y) at the boundaries y = L0+ε, L1±ε, · · · , LN−1±ε, LN−ε.
In this section, we derive allowed boundary conditions for f
(i)
n (y) and g
(i)
n (y) from eq. (2.3)
and classify them.
Substituting the expansion (2.4) of Ψ(x, y) (and also δΨ(x, y)) into eq. (2.3) and using
the fact that ψ
(i)
R/L,n(x) and δψ
(i)
R/L,n(x) are independent fields, we find
~F (i)n
† ~G(j)m = ~G
(j)
m
† ~F (i)n = 0 for
∀n,m and ∀i, j, (3.1)
where ~F
(i)
n and ~G
(j)
m are 2N -dimensional complex vectors defined by
~F (i)n ≡

f
(i)
n (L0 + ε)
f
(i)
n (L1 − ε)
f
(i)
n (L1 + ε)
f
(i)
n (L2 − ε)
...
f
(i)
n (La−1 + ε)
f
(i)
n (La − ε)
...
f
(i)
n (LN−1 + ε)
f
(i)
n (LN − ε)

, ~G(j)m ≡

g
(j)
m (L0 + ε)
−g(j)m (L1 − ε)
g
(j)
m (L1 + ε)
−g(j)m (L2 − ε)
...
g
(j)
m (La−1 + ε)
−g(j)m (La − ε)
...
g
(j)
m (LN−1 + ε)
−g(j)m (LN − ε)

. (3.2)
Here, we may call ~F
(i)
n and ~G
(j)
m boundary vectors.
Let V (W ) be the vector space spanned by {~F (i)n } ({~G(j)m }). Then, V is found to be
orthogonal to W in a sense of eq. (3.1) and will be regarded as the orthogonal complement
space ofW . It follows from this observation that eq. (3.1) may be replaced by the condition
P− ~F (i)n = P+ ~G(j)m = 0 for ∀n,m and ∀i, j, (3.3)
where P± are projection matrices that P+ (P−) maps the 2N -dimensional complex vector
space into V (W ), and they are assumed to satisfy P+ + P− = I2N (I2N is the 2N × 2N
identity matrix), (P±)2 = P±, P+P− = P−P+ = 0 and (P±)† = P±.
The projection matrices P± can be represented as
P± = 1
2
(I2N ± U), (3.4)
where U is a 2N × 2N Hermitian matrix with the property
U2 = I2N . (3.5)
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Thus, we found that the mode functions f
(i)
n (y) and g
(j)
m (y) obey the following boundary
conditions5
(I2N − U)~F (i)n = ~0, (3.6)
(I2N + U)~G
(j)
m = ~0, (3.7)
for ∀n,m and ∀i, j. Thus, we conclude that a Hermitian matrix U satisfying eq. (3.5)
specifies a 5d Dirac theory on a rose graph depicted in fig. 4.
For convenience of later analysis, we classify eqs. (3.6) and (3.7) into the (2N + 1)
types of the boundary conditions. Since U2 = I2N , the eigenvalues of U are +1 or −1, so
that the matrix U can be classified by the number of the eigenvalue +1 (or −1). We then
call the boundary condition the type (2N − k,k) if the number of the eigenvalue +1 (−1)
of U is 2N − k (k) for k = 0, 1, 2, · · · , 2N , so that for the type (2N − k,k) BC the matrix
U can be expressed as
type (2N − k, k) : U = V

+1 0
. . .
0 +1
00 0
0 0 0
0 0 0
00 0
0 0 0
0 0 0
−1 0
. . .
0 −1

V †, (3.8)
testtesttesttes︸ ︷︷ ︸
2N−k
testtesttesttes︸ ︷︷ ︸
k
for V ∈ U(2N). Therefore the allowed boundary conditions on the rose graph are found
to be classified into the (2N + 1)-types of them. It follows from the form of (3.8) that the
parameter space of the type (2N − k,k) BC is found to be given by the coset space
U(2N)/(U(2N − k) × U(k)). It should be noticed that the parameter space of the
type (2N − k,k) BC is distinct from that of the type (2N − k′,k′) BC for k 6= k′ and
they are not continuously connected each other.
4 Zero mode solutions and boundary conditions
In this paper, we restrict our considerations to the zero mode solutions f
(i)
0 (y) and
g
(i)
0 (y), which obey the equations (see. eqs. (2.7) and (2.8))
(∂y +M)f
(i)
0 (y) = 0, (4.1)
(−∂y +M)g(j)0 (y) = 0. (4.2)
5 It will be worthwhile pointing out that for one-dimensional quantum mechanics on a quantum graph
boundary conditions are generally imposed on not only ψ(y) but also ψ′(y) = dψ(y)dy [42, 43], though our
model gives conditions only for the wavefunctions f
(i)
n (y) and g
(i)
n (y) but not f ′
(i)
n (y) and g′
(i)
n (y).
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Any solutions to (4.1) and (4.2) will be written into the form
f
(i)
0 (y)=
N∑
a=1
θ(y − La−1)θ(La − y)A(i)a Cae−My, (4.3)
g
(j)
0 (y)=
N∑
a=1
θ(y − La−1)θ(La − y)B(j)a C ′aeMy (4.4)
for ∃A(i)a , B
(j)
a ∈ C (a = 1, 2, · · · , N). The constants Ca and C ′a, which are independent
of i and j, will be determined later for our convenience. The coefficients A
(i)
a and B
(j)
a
should be chosen to satisfy the boundary conditions (3.6) and (3.7). Here, θ(y) is the
Heaviside step function defined as θ(y) = 1 for y > 0 and θ(y) = 0 for y < 0. It should be
emphasized that since we are considering functions on the rose graph depicted in fig. 4,
we allow the mode functions f
(i)
n (y) and g
(i)
n (y) to be discontinuous at the boundaries
y = L0, L1, · · · , LN .
The indices i and j of f
(i)
0 (y) and g
(j)
0 (y) denote the degeneracy of the zero mode
solutions. The criterion that K solutions f
(i)
0 (y) (i = 1, 2, · · · , K) can be independent is
that the N -dimensional complex vectors6 A(i) ≡ (A(i)1 , A(i)2 , · · · , A(i)N )T (i = 1, 2, · · · , K)
associated with the solutions (4.3) are linearly independent. Similarly, K ′ solutions g(j)0 (y)
(j = 1, 2, · · · , K ′) can be independent if the N dimensional complex vectors B(j) ≡
(B
(j)
1 , B
(j)
2 , · · · , B(j)N )T (j = 1, 2, · · · , K ′) associated with the solutions (4.4) are linearly
independent. The above criterion will be used later.
In the following analysis, it will be convenient to introduce the vectors ~Fa and ~Ga
(a = 1, 2, · · · , N) which are the 2N -dimensional vectors defined by
~Fa ≡ Ca(0, · · · , 0︸ ︷︷ ︸
2(a−1)
, e−M(La−1+ε), e−M(La−ε), 0, · · · , 0)T, (4.5)
~Ga ≡ C ′a(0, · · · , 0︸ ︷︷ ︸
2(a−1)
, eM(La−1+ε),−eM(La−ε), 0, · · · , 0)T, (4.6)
where the constants Ca and C
′
a (a = 1, 2, · · · , N) are the same as those given in eqs. (4.3)
and (4.4), and are chosen to be
~F †a ~Fb = ~G†a ~Gb = δab (a, b = 1, 2, · · · , N). (4.7)
The important observations are that ~Fa are orthogonal to ~Gb, i.e.
~F †a ~Gb = ~G†a ~Fb = 0 (a, b = 1, 2, · · · , N) (4.8)
6 Throughout this paper, we use the notation that ~V with the vector symbol “~ ” denotes a 2N -
dimensional vector and the bold symbol A denotes an N -dimensional one.
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and furthermore that the set of { ~Fa, ~Ga (a, b = 1, 2, · · · , N)} can be regarded as an or-
thonormal basis of the 2N -dimensional complex vector space, so that any 2N -dimensional
complex vector can be expressed as a linear combination of { ~Fa, ~Ga (a, b = 1, 2, · · · , N)}.
In terms of { ~Fa, ~Ga (a, b = 1, 2, · · · , N)}, the boundary vectors ~F (i)0 and ~G(j)0 given
in eq. (3.2) associated with the zero mode solutions (4.3) and (4.4) can be expressed as
follows:
~F
(i)
0 =
N∑
a=1
A(i)a ~Fa, (4.9)
~G
(j)
0 =
N∑
a=1
B(j)a
~Ga. (4.10)
In the following, we shall clarify how many zero mode solutions exist for each of the
type (2N−k, k) BCs (k = 0, 1, 2, · · · , 2N). This is equivalent to find linearly independent
boundary vectors ~F
(i)
0 and ~G
(j)
0 which satisfy the boundary conditions (3.6) and (3.7) for
a given U . To this end, it is convenient to use the fact that any 2N × 2N unitary matrix
V can be expressed as
V = (~u1, ~u2, · · · , ~u2N), (4.11)
where ~up (p = 1, 2, · · · , 2N) are 2N -dimensional orthonormal complex vectors satisfying
~up
†~up′ = δpp′ (p, p′ = 1, 2, · · · , 2N). Then, the matrix U belonging to the type (2N − k, k)
BC will be given by
U =
2N−k∑
p=1
~up~u
†
p −
2N∑
q=2N−k+1
~uq~u
†
q. (4.12)
It follows that the type (2N − k, k) BCs, (3.6) and (3.7), reduce to
~u†q ~F
(i)
0 = 0 for q = 2N − k + 1, 2N − k + 2, · · · , 2N, (4.13)
~u†p ~G
(j)
0 = 0 for p = 1, 2, · · · , 2N − k. (4.14)
4.1 Type (2N − k, k) BC with 0 ≤ k ≤ N
Let us first consider the case of 0 ≤ k ≤ N . Since the set of { ~Fa, ~Ga (a = 1, 2, · · · , N)}
forms a complete set of the 2N -dimensional complex vector space, the vectors {~uq (q =
2N − k + 1, · · · , 2N)} can be expressed as
~uq =
N∑
a=1
αq,a ~Fa +
N∑
a=1
βq,a ~Ga (4.15)
8
for ∃αq,a, βq,a ∈ C (q = 2N −k+1, · · · , 2N). Inserting eqs. (4.9) and (4.15) into eq. (4.13)
and using eqs. (4.7) and (4.8), we have
α†q ·A(i) = 0, (q = 2N − k + 1, · · · , 2N), (4.16)
where αq ≡ (αq,1, αq,2, · · · , αq,N)T.
If the maximal number of the linearly independent vectors for {αq (q = 2N − k +
1, · · · , 2N)} is l with 0 ≤ l ≤ k, it turns out that there exist (N − l) linearly independent
solutions of A(i) (i = 1, 2, · · · , N − l) to eq. (4.16). This immediately implies that there
are (N − l) linearly independent boundary vectors ~F (i)0 (i = 1, 2, · · · , N − l).
In order to obtain ~G
(j)
0 , we first notice that solutions of ~G
(j)
0 to eq. (4.14) could be
written into the form
~G
(j)
0 =
2N∑
q=2N−k+1
b(j)q ~uq (4.17)
for ∃b(j)q ∈ C (q = 2N −k+ 1, · · · , 2N). Since we have assumed that the set of the vectors
{αq (q = 2N − k + 1, · · · , 2N)} in eq. (4.15) consists of l linearly independent vectors,
by appropriately choosing the coefficients b
(j)
q ∈ C in eq. (4.17), we can obtain (k − l)
linearly independent solutions of the boundary vectors ~G
(j)
0 (j = 1, 2, · · · , k − l), which
are written into the form (4.10).
Therefore, we conclude that for the type (2N − k, k) BC with 0 ≤ k ≤ N , the number
of the zero mode solutions f
(i)
0 (y) and g
(j)
0 (y) are given as follows:
Type (2N − k, k) BC with 0 ≤ k ≤ N
l Nf0 Ng0
0 N k
1 N − 1 k − 1
...
...
...
k N − k 0
Table 1: The number of the zero mode solutions of f
(i)
0 (y) and g
(j)
0 (y) for the type (2N −
k, k) BC (0 ≤ k ≤ N). l denotes the maximal number of the linearly independent vectors
{αq (q = 2N − k + 1, · · · , 2N)} in eq. (4.15). Nf0 (Ng0) is the number of the zero mode
solutions of f
(i)
0 (y) (g
(j)
0 (y)).
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4.2 Type (2N − k, k) BC with N ≤ k ≤ 2N
Let us next consider the case of N ≤ k ≤ 2N . In this case, we will expand ~up
(p = 1, 2, · · · , 2N − k) as
~up =
N∑
a=1
αp,a ~Fa +
N∑
a=1
βp,a ~Ga (4.18)
for ∃αp,a, βp,a ∈ C (p = 1, 2, · · · , 2N − k). Inserting eqs. (4.10) and (4.18) into eq. (4.14)
and using eqs. (4.7) and (4.8), we have
β†p ·B(j) = 0, (p = 1, 2, · · · , 2N − k) (4.19)
where βp ≡ (βp,1, βp,2, · · · , βp,N)T. If the maximal number of the linearly independent
vectors for {βp (p = 1, 2, · · · , 2N − k)} is l with 0 ≤ l ≤ 2N − k, it turns out that there
exist (N − l) linearly independent solutions of B(j) (j = 1, 2, · · · , N − l) to eq. (4.19).
This implies that there (N − l) linearly independent vectors ~G(j)0 (j = 1, 2, · · · , N − l).
In order to obtain ~F
(i)
0 , we first notice that solutions of ~F
(i)
0 to eq. (4.13) could be
written into the form
~F
(i)
0 =
2N−k∑
p=1
a(i)p ~up, (4.20)
for ∃a(i)p ∈ C (p = 1, 2, · · · , 2N − k). Since we have assumed that the set of the vectors
{βp(p = 1, 2, · · · , 2N − k)} in eq. (4.15) consists of l linearly independent vectors, by
appropriately choosing the coefficients a
(i)
p ∈ C, we can obtain (2N − k − l) linearly
independent solutions of the boundary vectors ~F
(i)
0 (i = 1, 2, · · · , 2N − k − l), which are
written into the form (4.9).
Therefore, we conclude that for the type (2N − k, k) BC with N ≤ k ≤ 2N , the num-
ber of the zero mode solutions f
(i)
0 (y) and g
(j)
0 (y) are given as follows:
Type (2N − k, k) BC with N ≤ k ≤ 2N
l Nf0 Ng0
0 2N − k N
1 2N − k − 1 N − 1
...
...
...
2N − k 0 −N + k
Table 2: The number of the zero mode solutions of f
(i)
0 (y) and g
(j)
0 (y) for the type (2N −
k, k) BC (N ≤ k ≤ 2N). l denotes the maximal number of the linearly independent
vectors {βp (p = 1, 2, · · · , 2N − k)} in eq. (4.18). Nf0 (Ng0) is the number of the zero
mode solutions of f
(i)
0 (y) (g
(j)
0 (y)).
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5 Zero mode solutions and Witten index
In the previous section, we have succeeded in finding the number Nf0 (Ng0) of the
zero mode solutions f
(i)
0 (y) (g
(j)
0 (y)). Then, we have seen that Nf0 and Ng0 depend on
l and k, where l is the maximal number of linearly independent vectors for {αq (q =
2N − k + 1, · · · , 2N)} in eq. (4.15) or {βp (p = 1, 2, · · · , 2N − k)} in eq. (4.18), and k is
the number that specifies the type (2N − k, k) BC. It will be worthwhile noting that the
difference ∆W ≡ Nf0 −Ng0 is independent of l, i.e. ∆W = N − k for the type (2N − k, k)
BC with 0 ≤ k ≤ 2N , though Nf0 and Ng0 depend on l (see Table 1 and Table 2). The
fact that ∆W is independent of l is not accidental, but it has a topological reason, as we
will explain below.
In the model of the 5d Dirac action on an extra dimension, a quantum-mechanical
supersymmetry has been shown to be hidden in the 4d mass spectrum [39]. The Hermitian
operator H, Q and (−1)F defined by
H = Q2, Q =
(
0 −∂y +M
∂y +M 0
)
, (−1)F =
(
1 0
0 −1
)
, (5.1)
are found to form a supersymmetric quantum mechanics, where H is the Hamiltonian,
Q denotes the supercharge and (−1)F is called the fermion number operator. Then, the
Witten index defined by
∆W ≡ NE=0(−1)F=+1 −NE=0(−1)F=−1 (5.2)
is known to be a topological index. Here, NE=0(−1)F=±1 denote the numbers of the solutions
with H = 0 and (−1)F = ±1, respectively. A non-trivial fact is that the supercharge Q
is Hermitian on the rose graph depicted in fig. 4 with the boundary conditions (3.6) and
(3.7). The relations (2.7) and (2.8) for the mode functions f
(i)
n (y) and g
(i)
n (y) imply that
they form supermultiplets for mn 6= 0.
Since the type (2N − k, k) BC is not continuously connected to other (2N − k′, k′) BC
with k 6= k′, the Witten index ∆W can depend on k but not on l because the boundary
conditions with different l can continuously be deformed each other.
6 Conclusion and Discussion
In this paper, we have investigated the KK decomposition of the 5d Dirac fermion on
the rose graph which consists of one vertex and N loops (see fig. 4). We have succeeded
in classifying the allowed boundary condition on the rose graph into the type (2N − k, k)
BC with 0 ≤ k ≤ 2N and finding the number of the zero mode solutions for each type of
the boundary conditions.
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Our results would become phenomenologically important in constructing models be-
yond the standard model, based on our model considered in this paper. The chiral
fermions of the standard model may correspond to the 4d chiral massless fermions ψ
(i)
R,0(x)
and ψ
(j)
L,0(x) associated with the zero mode solutions f
(i)
0 (y) and g
(j)
0 (y). Thus, the three
generation of the quarks and leptons could be obtained from a model with |∆W| = 3,
i.e. the type (N − 3, N + 3) BC or type (N + 3, N − 3) BC for the rose graph with N
loops. The fermion mass hierarchy problem in the standard model will be solved in our
model because the zero mode solutions f
(i)
0 (y) and g
(j)
0 (y) are exponentially localized at
some boundaries (see eqs. (4.3) and (4.4)) and the overlap integrals of zero mode solutions
would produce hierarchical masses for quarks and leptons. Furthermore, our model has a
natural source of a CP violating phase in the CKM matrix. This is because the boundary
conditions (3.6) and (3.7) include complex parameters, in general, through the complex
(Hermitian) matrix U , so that the zero mode solutions f
(i)
0 (y) and g
(j)
0 (y) could become
genuine complex functions. Therefore, our model considered in this paper is expected
to shed a new light on the generation problem, the fermion mass hierarchy and the CP -
violating phase of the standard model. Phenomenological applications of our model will
be reported elsewhere.
It would be of great interest to note that the rose graph depicted in fig. 4 has non-
trivial geometry and that the parameter space of the boundary conditions has been found
to possess a rich structure. For instance, if we take the length of all bonds to be equal
(L = La−La−1 for a = 1, 2, · · · , N) and choose the boundary conditions appropriately, we
will have higher degeneracy in the 4d mass spectrum and then extended supersymmetries
might appear in the spectrum [37, 38]. Furthermore, we will expect non-abelian Berry
phases in the space of the boundary conditions with the degeneracy of the spectrum [44–
46]. The issues mentioned above will be discussed in a forthcoming paper.
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