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HILFER-HADAMARD-TYPE FRACTIONAL DIFFERENTIAL
EQUATION WITH CAUCHY-TYPE PROBLEM
AHMAD Y. A. SALAMOONI, D. D. PAWAR
Abstract. In this paper, we consider the Cauchy-type problem (1.1) involving
Hilfer-Hadamard-type fractional derivative for a nonlinear fractional differen-
tial equation. We prove an equivalence between the Cauchy-type problem (1.1)
and Volterra integral equation(VIE), existence, and uniqueness. We present
a slight generalization for the Gronwall inequality which was used in study-
ing the continuous dependence of a solution for the Cauchy-type problem (1.2).
AMS Classification- 34A08, 35R11
1.Introduction.
We consider the Cauchy-type problem
HD
α,β
a+ x(t) = ϕ(t, x(t)), n− 1 < α < n, 0 ≤ β ≤ 1,
(1.1)
HD
γ−j
a+ x(t)
∣∣
t=a
= xaj , (j = 1, 2, ..., n), γ = α+ β(n− α),
From the above initial condition and by definition 2.3(in this paper), it is clear that
HD
γ−j
a+ x(t) = δ
n−j
HI
n−γ
a+ x(t).
In particular,
HD
α,β
a+ x(t) = ϕ(t, x(t)), 0 < α < 1, 0 ≤ β ≤ 1,
(1.2)
HI
1−γ
a+ x(t)
∣∣
t=a
= xa, γ = α+ β(1 − α),
where HD
α,β
a+ is the Hilfer-Hadamard-type fractional derivative of order α and type
β,[5,7]. Fractional differential equations have numerous applications in science,
physics, chemistry, and engineering,[1-4].
Recently, the theory and applications of fractional derivatives have received con-
siderable attention by researchers and authors. They have studied the existence
and uniqueness of solutions of fractional differential equations on the different fi-
nite intervals such as the examples in [5-8,13-15,17-21,23]and references therein.
Some uses of the Gronwall inequality with its applications to the fractional
derivatives and the continuous dependence for a solution on the order of fractional
differential equations under the initial conditions are studied in [9,11,12,16,17].
Key words and phrases. Existence, uniqueness, the Cauchy-type problem, Hilfer-Hadamard-
type, fractional differential equation, fractional derivatives, (VIE), the Gronwall inequality, and
continuous dependence.
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2In this paper, we found a variety of results for the initial values problem (1.1),
which are equivalent with (VIE), existence, uniqueness, and Continuous depen-
dence. In section 2, we present some preliminaries. Section 3, contains the main
results and is divided into three parts. Part one dealt with the equivalence between
the Cauchy-type problem (1.1) and (VIE). Part two, which is section 3.1, we proved
the existence and uniqueness results for a solution of the Cauchy-type problem (1.1)
in the weighted space. The last part, which is section 3.2, we found a slight gener-
alization for the Gronwall inequality and continuous dependence of the solution on
the order of the Cauchy-type (1.2) for Hadamard-type, and Hilfer-Hadamard-type
fractional differential equation under the initial conditions.
2.Preliminaries
In this section, we introduce some notations, Lemmas, definitions and weighted
spaces which are important in developing some theories in this paper. For further
explanations, see [3].
Let 0 < a < b < +∞. Assume that C[a, b], AC[a, b], and Cn[a, b] be the
spaces of continuous, absolutely continuous, n-times continuous and continuously
differentiable functions on [a, b], respectively. And let Lp(a, b), with p ≥ 1, be
the space of Lebesgue integrable functions on (a, b). Moreover, we recall some of
weighted spaces[3] in definition2.1.
Definition 2.1.[3] Let Ω = [a, b] (0 < a < b < +∞) is a finite interval and
0 ≤ µ < 1, we introduce the weighted space Cµ,log[a, b] of continuous functions ϕ
on (a,b]
Cµ,log[a, b] = {ϕ : (a, b]→ R : [log(t/a)]
µϕ(t) ∈ C[a, b]}
with the norm
‖ϕ‖Cµ,log =
∥∥∥∥[log(t/a)]µϕ(t)
∥∥∥∥
C
, C0,log[a, b] = C[a, b].
And for n ∈ N, and δ = t d
dt
Cnδ,µ[a, b] =
{
ϕ : ‖ϕ‖Cn
δ,µ
=
n−1∑
k=0
‖δkϕ‖C + ‖δ
nϕ‖Cµ,log
}
, C0δ,µ[a, b] = Cµ,log[a, b].
The space Cµ,log[a, b] is the complete metric space defined with the distance as
d(x1, x2) = ‖x1 − x2‖Cµ,log [a, b] := max
t∈[a,b]
∣∣∣∣[log(t/a)]µ[x1(t)− x2(t)]
∣∣∣∣
where log(.) = loge(.) .
Definition 2.2.[2,3] Let 0 < a < b < +∞, the Hadamard fractional integral of
order α ∈ R+ for a function ϕ : (a,∞)→ R is defined as
HI
α
a+ϕ(t) =
1
Γ(α)a
∫ t
(log
t
τ
)α−1
ϕ(τ)
τ
dτ, (t > a)
Definition 2.3.[2,3] Let 0 < a < b < +∞, the Hadamard fractional derivative of
order α applied to the function ϕ : (a,∞)→ R is defined as
HD
α
a+ϕ(t) = δ
n(HI
n−α
a+ ϕ(t)), n− 1 < α < n, n = [α] + 1,
where δn = (t d
dt
)n and [α] denotes the integer part of the real number α.
Lemma2.4.[3] Let n ∈ N0 = {0, 1, 2, ...} and let µ1, µ2 ∈ R, such that 0 ≤ µ1 ≤
3µ2 < 1.
The following embeddings hold:
Cnδ [a, b] −→ C
n
δ,µ1
[a, b] −→ Cnδ,µ2 [a, b],
with
‖ϕ‖Cn
δ,µ2
≤ Kδ‖ϕ‖Cn
δ,µ1
, Kδ = min
[
1,
(
log(b/a)
)µ2−µ1]
, a 6= 0
In particular,
C[a, b] −→ Cµ1,log[a, b] −→ Cµ2,log[a, b]
with
‖ϕ‖Cµ2,log ≤
(
log(b/a)
)µ2−µ1
‖ϕ‖Cµ1,log , a 6= 0
Lemma2.5.[3]
(a1)If R(α) ≥ 0,R(β) ≥ 0, and 0 < a < b <∞, then[
HI
α
a+
(
log(τ/a)
)β−1]
(x) =
Γ(β)
Γ(α+ β)
(log(t/a))α+β−1, x > a
[
HD
α
a+
(
log(τ/a)
)β−1]
(x) =
Γ(β)
Γ(α− β)
(log(t/a))α−β−1, x > a.
(a2) Let R(α) ≥ 0, n = [R(α)] + 1, and 0 < a < b <∞.
The equality ( HD
α
a+x)(t) = 0 is valid if, and only if,
x(t) =
n∑
k=1
ck(log(t/a))
α−k,
where ck ∈ R(k = 1, 2, ..., n) are arbitrary constants.
(a3) Let R(α) ≥ 0,R(β) ≥ 0, and 0 ≤ µ < 1. If 0 < a < b < ∞, then for
ϕ ∈ Cµ,log[a, b]
HI
α
a+ HI
β
a+ϕ = HI
α+β
a+ ϕ
holds at any point t ∈ (a, b]. When ϕ ∈ C[a, b], this relation is valid at any
point t ∈ (a, b].
Theorem2.6.[3] Let R(α) ≥ 0, n = [R(α)] + 1, and 0 < a < b < ∞. Also let
HI
n−α
a+ ϕ be the Hadamard-type fractional integral of order n−α of the function ϕ.
If ϕ ∈ Cµ,log[a, b] (0 ≤ µ < 1) and HI
n−α
a+ ϕ ∈ C
n
δ,µ[a, b], then
(HI
α
a+ HD
α
a+ϕ)(t) = ϕ(t)−
n∑
k=1
(δn−k(HI
n−α
a+ ϕ))(a)
Γ(α− k + 1)
(log
t
a
)α−k
Lemma2.7.[3] Let 0 < a < b <∞,R(α) ≥ 0, n = [R(α)] + 1, and 0 ≤ R(µ) < 1.
(a) If R(µ) > R(α) > 0, then the fractional integration operator HI
α
a+ is
bounded from Cµ,log[a, b] into Cµ−α,log[a, b]:
‖ HI
α
a+ϕ‖Cµ−α,log ≤ k1‖ϕ‖Cµ,log
where
k1 =
(
log(b/a)
)R(α)
Γ[R(α)]|Γ(1−R(µ))|
|Γ(α)|Γ(1 +R(α− µ))
In particular, HI
α
a+ is bounded in Cµ,log[a, b].
4(b) If R(µ) ≤ R(α), then the fractional integration operator HI
α
a+ is bounded
from Cµ,log[a, b] into C[a, b]:
‖ HI
α
a+ϕ‖C ≤ k2‖ϕ‖Cµ,log
where
k2 =
(
log(b/a)
)R(α−µ)
Γ[R(α)]|Γ(1 −R(µ))|
|Γ(α)|Γ(1 +R(α− µ))
In particular, HI
α
a+ is bounded in Cµ,log[a, b].
Definition 2.8.[7] Let n − 1 < α < n, 0 ≤ β ≤ 1, ϕ ∈ L1(a, b). The Hilfer-
Hadamard fractional derivative HD
α,β of order α and type β of ϕ is defined
as
(HD
α,βϕ)(t) =
(
H
Iβ(n−α)(δ)n HI
(n−α)(1−β)ϕ
)
(t)
=
(
H
Iβ(n−α)(δ)n HI
n−γϕ
)
(t); γ = α+ nβ − αβ.
=
(
I
β(n−α)
H D
γϕ
)
(t),
In particular, if 0 < α < 1, then
(HD
α,βϕ)(t) =
(
H
Iβ(1−α)δ HI
(1−α)(1−β)ϕ
)
(t)
=
(
H
Iβ(1−α)δ HI
1−γϕ
)
(t); γ = α+ β − αβ.
=
(
H
I
β(1−α)
H D
γϕ
)
(t).
Where HI
(.) and HD
(.) is the Hadamard fractional integral and derivative defined
by (2.2) and (2.3), respectively.
Definition 2.9.[3,18] Assume that ϕ(x, y) is defined on set (a, b] × G,G ⊂ R. A
function ϕ(x, y) satisfies Lipschitz condition with respect to y, if for all x ∈ (a, b]
and for all y1, y2 ∈ G,
|ϕ(x, y1)− ϕ(x, y2)| ≤ L|y1 − y2|
where L > 0 is Lipschitz constant.
Definition 2.10.[5,15] Let 0 < α < 1, 0 ≤ β ≤ 1, the weighted space Cα,β1−γ [a, b] is
defined by
Cα,β1−γ [a, b] = {ϕ ∈ C1−γ [a, b] : D
α,β
a+ ϕ ∈ C1−γ [a, b]}, γ = α+ β − αβ.
Lemma2.11.[10] Let 0 < a < b < ∞, α > 0, 0 ≤ µ < 1, and ϕ ∈ Cµ,log[a, b]. If
α > µ, then HI
α
a+ϕ is continuous on [a, b] and
HI
α
a+ϕ(a) = lim
t→a+
HI
α
a+ϕ(t) = 0.
Lemma2.12.[7] Let R(α) > 0, 0 ≤ β ≤ 1, γ = α + nβ − αβ, n − 1 < γ ≤ n, n =
[R(α)] + 1 and 0 < a < b <∞. if ϕ ∈ L1(a, b) and (HI
n−γ
a+ ϕ)(t) ∈ AC
n
δ [a, b], then
HI
α
a+ (HD
α,β
a+ ϕ)(t) =H I
γ
a+ (HD
γ
a+ϕ)(t) = ϕ(t)−
n∑
j=1
(δ(n−j)(HI
n−γ
a+ ϕ))(a)
Γ(γ − j + 1)
(log
t
a
)γ−j
Lemma2.13.[18] Let 0 < a < b < ∞, 0 ≤ µ < 1, ϕ ∈ Cµ,log[a, c] and ϕ ∈
Cµ,log[c, b]. Then, ϕ ∈ Cµ,log[a, b] and
‖ϕ‖Cµ,log[a,b] ≤ max
{
‖ϕ‖Cµ,log[a,c],
(
log(b/a)
)µ
‖ϕ‖C[c,b]
}
.
5Theorem2.14.[3] Let (U, d) be a non-empty complete metric space, let 0 ≤ ω < 1,
and let T : U→ U be the map such that, for every u, v ∈ U, the relation
d(Tu,Tv) ≤ ω d(u, v), 0 ≤ ω < 1,
holds. Then, the operator T has a unique fixed point u∗ ∈ U.
Furthermore, if Tk(k ∈ N) is the sequence of operators defined by
T1 = T, Tk = TTk−1 ∈ N \ {1},
then, for any u0 ∈ U the sequence {T
ku0}
∞
k=1 converges to the above fixed point u
∗.
3. Main Results
Definition 3.1. Let n− 1 < α < n, 0 ≤ β ≤ 1, γ = α + β − αβ and 0 ≤ µ < 1,
we consider the underlying spaces defined by
Cα,βδ;n−γ,µ[a, b] = {ϕ ∈ Cn−γ,log[a, b] : HD
α,β
a+ ϕ ∈ Cµ,log[a, b]},
and
Cγn−γ,log[a, b] = {ϕ ∈ Cn−γ,log[a, b] : HD
γ
a+ϕ ∈ Cn−γ,log[a, b]},
where Cn−γ,log[a, b] and Cµ,log[a, b] are weighted spaces of continuous functions on
(a,b] defined by
Cγ,log[a, b] =
{
ϕ : (a, b]→ R :
(
log t/a
)γ
ϕ(t) ∈ C[a, b]
}
.
In the next theorem, we studied the equivalence between the Cauchy-type prob-
lem (1.1), and (VIE) of the second kind
x(t) =
n∑
k=1
xak
Γ(γ − k + 1)
(log(t/a))γ−k+
1
Γ(α)a
∫ t
(log(t/τ))α−1ϕ(τ, x(τ))
dτ
τ
, t > a (3.1)
Theorem 3.2. Let n − 1 < α < n, 0 ≤ β ≤ 1, γ = α + β(n − α), and as-
sume that ϕ(., x(.)) ∈ Cµ,log[a, b] where ϕ : (a, b] × R → R be a function for any
x ∈ Cµ,log[a, b](n − γ ≤ µ < n − β(n − α)). If x ∈ C
γ
n−γ,log[a, b], then x satisfies
(1.1) if, and only if, x satisfies the integral equation (3.1).
Proof. First part, we will Prove the necessity.
Assume that x ∈ Cγn−γ,log[a, b], is a solution of (1.1). We prove that x is a solution
of (3.1) as follows:
By the definition 3.1 of Cγn−γ,log[a, b], Lemma 2.7(b), and definition 2.3, we have
HI
n−γ
a+ x ∈ C[a, b], HD
γ
a+x = δ
n
HI
n−γ
a+ x ∈ Cn−γ,log[a, b].
Thus by definition 2.1, we get
HI
n−γ
a+ x ∈ C
n
δ,n−γ [a, b].
Now, by applying Theorem 2.6, we obtain
HI
γ
a+ HD
γ
a+x(t) = x(t)−
n∑
k=1
(δn−k(HI
n−γ
a+ ϕ))(a)
Γ(γ − k + 1)
(log
t
a
)γ−k t ∈ (a, b],
6or
HI
γ
a+ HD
γ
a+x(t) = x(t)−
n∑
k=1
xak
Γ(γ − k + 1)
(log
t
a
)γ−k, t ∈ (a, b], (3.2)
where xak comes from the initial condition of (1.1). By our hypothesis ϕ(., x(.)) ∈
Cµ,log[a, b], and since x ∈ Cn−γ,log[a, b] ⊂ Cµ,log[a, b], and also by Lemma 2.7, we can
see that the integral HI
α
a+ϕ(., x(.)) ∈ Cµ−α,log[a, b] for µ > α and HI
α
a+ϕ(., x(.)) ∈
C[a, b] for µ ≤ α. It follows, by applying the operator HI
α
a+ to both sides of the
problem of Cauchy-type(1.1), and Lemma 2.12, that
HI
γ
a+ HD
γ
a+x = HI
α
a+ HD
α,β
a+ x = HI
α
a+( HD
α,β
a+ x) = HI
α
a+ϕ, in (a, b] (3.3)
From (3.2) and (3.3), we get
x(t) =
n∑
k=1
xak
Γ(γ − k + 1)
(log
t
a
)γ−k+ HI
α
a+[ϕ(τ, x(τ))](t), t ∈ (a, b] (3.4)
which is the (VIE)(3.1)
Second part, we will Prove the sufficiency.
Assume that x ∈ Cγn−γ,log[a, b], satisfies (3.1), that is written as(3.4), then HD
γ
a+x
exists and HD
γ
a+x ∈ Cn−γ,log[a, b]. Now by applying the operator HD
γ
a+ to both
sides of (3.4), we get
HD
γ
a+x(t) = HD
γ
a+
[ n∑
k=1
xak
Γ(γ − k + 1)
(log
t
a
)γ−k + HI
α
a+[ϕ(τ, x(τ))](t)
]
.
By using Lemma 2.5(a2) and (a3), and definition 2.3, we obtain
HD
γ
a+x = HD
γ
a+
[
H
Iαa+ϕ
]
= δn(HI
n−γ
a+ HI
α
a+ϕ)
= δn(HI
n−β(n−α)ϕ)
= HD
β(n−α)
a+ ϕ (3.5)
From (3.5), and the hypothesis HD
γ
a+x ∈ Cn−γ,log[a, b], we have
HD
β(n−α)
a+ ϕ ∈ Cn−γ,log[a, b] (3.6)
Now, by applying HI
β(n−α)
a+ to both sides of (3.5), we obtain
( HI
β(n−α)
a+ HD
γ
a+x)(t) = ( HI
β(n−α)
a+ HD
β(n−α)
a+ ϕ(τ, x(τ)))(t)
that is,
HI
β(n−α)
a+ δ
n(HI
n−γ
a+ x)(t) = ( HI
β(n−α)
a+ HD
β(n−α)
a+ ϕ(τ, x(τ)))(t) (3.7)
Since
δn(HI
n−β(n−α)
a+ ϕ(t, x(t))) = HD
β(n−α)
a+ ϕ(., x(.)) ∈ Cn−γ,log[a, b], (3.8)
and γ > β(n − α) and by definition 2.1, we have HI
n−β(n−α)
a+ ϕ ∈ C
n
δ;n−γ [a, b]
(also that which is found in the first part of this proof, or by Lemma 2.7(b) with
7µ < n − β(n − α), for a continuity of HI
n−β(n−α)
a+ ϕ). Then, Theorem 2.6, with
definition 2.8 allows us to write
HD
α,β
a+ x(t) = ϕ(t, x(t))−
n∑
k=1
(δn−k(HI
n−β(n−α)
a+ ϕ))(a)
Γ(β(k − α))
(log
t
a
)β(n−α)−k, (3.9)
since, µ < n− β(n− α), then it follows by Lemma 2.11, that[
H
I
n−β(n−α)
a+ ϕ)
]
(a) = 0
Therefore, we can write the relation (3.9) as
HD
α,β
a+ x(t) = ϕ(t, x(t)), t ∈ (a, b].
Finally, we will show that the initial condition of (1.1) also holds. For that, we
apply HD
γ−j
a+ = δ
n−j
HI
n−γ
a+ (j = 1, 2, ..., n) to both sides of (3.4), and by Lemma
2.5(a1) and (a3), we obtain
HD
γ−j
a+ x(t) = xaj+
[
δn−j(HI
n−β(n−α)
a+ ϕ(τ, x(τ)))
]
(t) (3.10)
Now, taking the limit as t→ a, in (3.10), we get
HD
γ−j
a+ x(t)
∣∣
t=a
= xaj , (j = 1, 2, ..., n).
The proof of this theorem is complete.
Remark 3.3. For 0 < α < 1, Theorem 3.2 is reduced to Theorem 21(see[10]).
3.1. Results of Existence and Uniqueness
In this section, we will prove the existence and uniqueness results for a solution of
the Cauchy-type problem (1.1) in the weighted space Cα,βn−γ,log[a, b], by using the
Banach fixed point theorem. For that, we need the following Lemma.
Lemma 3.1.1. If µ ∈ R(0 ≤ µ < 1), then the Hadamard-type fractional integral
operator HI
α
a+ with α ∈ C(R(α) > 0) is bounded from Cµ,log[a, b] into Cµ,log[a, b]
such that,
‖ HI
α
a+ϕ‖Cµ,log[a,b] ≤
Γ(1− µ)
Γ(1 + α− µ)
(log(t/a))α‖ϕ‖Cµ,log[a,b]. (3.1.1)
Proof. By Lemma 2.7, the result of this Lemma follows.Now we will prove the
inequality(3.1.1). By definition 2.1 of the weighted space Cµ,log[a, b], we have
‖ HI
α
a+ϕ‖Cµ,log[a,b] =
∥∥(log(t/a))µ HIαa+ϕ∥∥C[a,b]
≤
∥∥ϕ∥∥
Cµ,log[a,b]
∥∥
H
Iαa+(log(t/a))
−µ
∥∥
Cµ,log[a,b]
Now, by using Lemma 2.5(a1)(with β replaced by 1− µ) we obtain
‖ HI
α
a+ϕ‖Cµ,log[a,b] ≤
Γ(1− µ)
Γ(1 + α− µ)
(log(t/a))α‖ϕ‖Cµ,log[a,b].
Hence, the proof of this Lemma is complete.
Theorem 3.1.2. Let n − 1 < α < n, 0 ≤ β ≤ 1, γ = α + β(n − α), and as-
sume that ϕ(., x(.)) ∈ Cµ,log[a, b] where ϕ : (a, b] × R → R be a function for any
x ∈ Cµ,log[a, b](n − γ ≤ µ < n − β(n − α)), and satisfies the Lipschitz condition
given in definition 2.9 with respect to x. Then, there exists a unique solution x(t)
8for the Cauchy-type problem (1.1) in the weighted space Cα,βδ;n−γ,µ[a, b].
Proof. First, we will prove the existence of the unique solution x(t) ∈ Cn−γ,log[a, b].
According to Theorem 3.2, it is sufficient to prove the existence of the unique solu-
tion x(t) ∈ Cn−γ,log[a, b] to the nonlinear (VIE)(3.1), and that is based on Theorem
2.14(Banach fixed point theorem). Since the equation(3.1) makes sense in any in-
terval [a, t1] ⊂ [a, b], then we choose t1 ∈ (a, b] such that the following estimate
holds,
ω1 := L
Γ(γ − n+ 1)
Γ(α+ γ − n+ 1)
(log(t1/a))
α < 1, (3.1.2)
where L > 0 is a Lipschitz constant. So we will prove the existence of the unique
solution x(t) ∈ Cn−γ,log[a, t1] to the equation(3.1) on the interval (a, t1]. For this
we know that the space Cn−γ,log[a, t1] is a complete metric space defined with the
distance as
d(x1, x2) = ‖x1−x2‖Cn−γ,log [a, t1] := max
t∈[a,t1]
∣∣∣∣[log(t/a)]n−γ[x1(t)−x2(t)]
∣∣∣∣. (3.1.3)
Rewrite equation(3.1) as the following:
x(t) = (Tx)(t), (3.1.4)
where T is the operator defined by
(Tx)(t) = x0(t)+
[
HI
α
a+ϕ(τ, x(τ))
]
(t), (3.1.5)
with
x0(t) =
n∑
k=1
xak
Γ(γ − k + 1)
(log(t/a))γ−k, (3.1.6)
Now, we claim that T maps from Cn−γ,log[a, t1] into Cn−γ,log[a, t1]. In fact, it is clear
from (3.1.6) that x0(t) ∈ Cn−γ,log[a, t1]. And since ϕ(t, x(t)) ∈ Cn−γ,log[a, t1], then,
by Lemma 2.7, and Lemma 3.1.1 [with µ = n − γ, b = t1 and ϕ(.) = ϕ(., x(.))],
the integral in the right-hand side of (3.1.5) relevant to Cn−γ,log[a, t1], and thus
(Tx)(t) ∈ Cn−γ,log[a, t1].
Next, we will prove that T is the contraction; that is, we prove that the following
estimate holds:∥∥Tx1−Tx2∥∥Cn−γ,log[a,t1] ≤ ω1∥∥x1−x2∥∥Cn−γ,log[a,t1], 0 < ω1 < 1. (3.1.7)
By equations (3.1.5), (3.1.6), using the Lipschitz condition given in definition 2.9,
and applying the estimate (3.1.1)[with µ = n − γ, b = t1 and ϕ(t) = ϕ(t, x1(t)) −
ϕ(t, x2(t))], we get∥∥Tx1 − Tx2∥∥Cn−γ,log[a,t1]
≤
∥∥
HI
α
a+
[
|ϕ(t, x1(t))− ϕ(t, x2(t))|
]∥∥
Cn−γ,log[a,t1]
≤ L
∥∥
HI
α
a+
[
|x1(t))− x2(t))|
]∥∥
Cn−γ,log[a,t1]
≤ ω1‖x1 − x2‖Cn−γ,log[a,t1], (3.1.8)
which yields (3.1.7),0 < ω1 < 1. According to (3.1.2), and by apply the Theorem
2.14(Banach fixed point theorem), we obtain a unique solution x∗ ∈ Cn−γ,log[a, t1]
to (VIE)(3.1) on the interval (a, t1].
9This solution x∗ is given from a limit of the convergent sequence (Tmx∗0)(t) :
lim
m→∞
∥∥Tmx∗0−x∗∥∥Cn−γ,log[a,t1] = 0, (3.1.9)
where x∗0 is any function in Cn−γ,log[a, t1] and
(Tmx∗0)(t) = (TT
m−1x∗0)(t)
= x0(t) +
[
HI
α
a+ϕ(τ, (T
m−1x∗0)(τ))
]
(t), m ∈ N. (3.1.10)
Let us put x∗0(t) = x0(t) with x0(t) defined by (3.1.6).
If we indicate as xm(t) := (T
mx∗0)(t), then it is clear that
lim
m→∞
∥∥xm(t)−x∗∥∥Cn−γ,log[a,t1] = 0. (3.1.11)
Next, we consider the interval [t1, b]. From the (VIE)(3.1), we have
x(t) =
n∑
k=1
xak
Γ(γ − k + 1)
(log(t/a))γ−k
+
1
Γ(α)a
∫ t1
(log(t/τ))α−1ϕ(τ, x(τ))
dτ
τ
(3.1.12)
+
1
Γ(α) t1
∫ t
(log(t/τ))α−1ϕ(τ, x(τ))
dτ
τ
= x01 +
1
Γ(α) t1
∫ t
(log(t/τ))α−1ϕ(τ, x(τ))
dτ
τ
,
where x01 is defined by
x01 =
n∑
k=1
xak
Γ(γ − k + 1)
(log(t/a))γ−k (3.1.13)
+
1
Γ(α)a
∫ t1
(log(t/τ))α−1ϕ(τ, x(τ))
dτ
τ
,
and is the known function. We note that x01 ∈ Cn−γ,log[t1, b]. Now, we will prove
the existence of the unique solution x(t) ∈ Cn−γ,log[t1, b] to the equation(3.1) on
the interval (t1, b]. Also, here we use Theorem 2.14(Banach fixed point theorem)
for the space Cn−γ,log[t1, t2] where t2 ∈ (t1, b](with t2 = t1 + h1, h1 > 0, t2 ≤ b),
satisfies
ω2 := L
Γ(γ − n+ 1)
Γ(α+ γ − n+ 1)
(log(t2/t1))
α < 1, (3.1.14)
the space Cn−γ,log[t1, t2] is a complete metric space defined with the distance as
d(x1, x2) = ‖x1−x2‖Cn−γ,log [t1, t2] = max
t∈[t1,t2]
∣∣∣∣[log(t/a)]n−γ[x1(t)−x2(t)]
∣∣∣∣. (3.1.15)
Also we can rewrite equation(3.1.11) as the following:
x(t) = (Tx)(t), (3.1.16)
where T is the operator given by
(Tx)(t) = x01(t)+
[
HI
α
t1+ϕ(τ, x(τ))
]
(t), (3.1.17)
As in the beginning part of this proof, since x01(t) ∈ Cn−γ,log[t1, t2], since ϕ(t, x(t)) ∈
Cn−γ,log[t1, t2], then, by Lemma 2.7, and Lemma 3.1.1 [with µ = n − γ, b =
10
t2 and ϕ(.) = ϕ(., x(.))], the integral in the right-hand side of (3.1.16) also be-
longs to Cn−γ,log[t1, t2], and thus (Tx)(t) ∈ Cn−γ,log[t1, t2].
Furthermore, using the Lipschitz condition given in definition 2.9, and applying
the estimate(3.1.1)[with µ = n− γ, b = t2 and ϕ(t) = ϕ(t, x1(t)) − ϕ(t, x2(t))], we
get ∥∥Tx1 − Tx2∥∥Cn−γ,log[t1,t2] = ∥∥ HIαt1+ϕ(t, x1(t))− HIαt1+ϕ(t, x2(t))∥∥Cn−γ,log[t1,t2]
≤
∥∥
HI
α
t1+
[
|ϕ(t, x1(t))− ϕ(t, x2(t))|
]∥∥
Cn−γ,log[t1,t2]
≤ L
∥∥
HI
α
t1+
[
|x1(t))− x2(t))|
]∥∥
Cn−γ,log[t1,t2]
≤ ω2‖x1 − x2‖Cn−γ,log[t1,t2], (3.1.18)
This, together with (3.1.13),0 < ω2 < 1, indicates that T is a contraction and
by applying the Theorem 2.14(Banach fixed point theorem), we obtain a unique
solution x∗1 ∈ Cn−γ,log[t1, t2] to (VIE)(3.1) on the interval (t1, t2]. Moreover, this
solution x∗1 is given from a limit of the convergent sequence (T
mx∗01)(t) :
lim
m→∞
∥∥Tmx∗01−x∗1∥∥Cn−γ,log[t1,t2] = 0, (3.1.19)
where x∗01 is any function in Cn−γ,log[t1, t2], and again we can put x
∗
01(t) = x01(t)
defined by (3.1.12). Hence,
lim
m→∞
∥∥xm(t)−x∗1∥∥Cn−γ,log[t1,t2] = 0, (3.1.20)
where
xm(t) = (T
mx∗01)(t)
= x01(t) +
1
Γ(α) t1
∫ t
(log(t/τ))α−1ϕ(τ, x(τ))
dτ
τ
, (3.1.21)
Next, if t2 6= b, we consider the interval [t2, t3], such that t3 = t2+h2, with h2 >
0, t3 ≤ b and satisfies
ω3 := L
Γ(γ − n+ 1)
Γ(α+ γ − n+ 1)
(log(t3/t2))
α < 1, (3.1.22)
By using same arguments as above, we conclude that there exists a unique solution
x∗2 ∈ Cn−γ,log[t2, t3] to (VIE)(3.1) on [t2, t3]. If t3 6= b, then we continue the previous
process until we get a unique solution x(t) to the (VIE)(3.1), and x(t) = x∗i such that
x∗i ∈ Cn−γ,log[ti−1, ti], for i = 1, 2, ..., L, where a = t0 < t1 < t2 < ... < tL = b,
and
ωi+1 := L
Γ(γ − n+ 1)
Γ(α+ γ − n+ 1)
(log(ti/ti−1))
α < 1, (3.1.23)
Thus, by using Lemma 2.13, it yields that there exists a unique solution x(t) ∈
Cn−γ,log[a, b] to the (VIE)(3.1), on the whole interval [a,b].
Therefore, x(t) ∈ Cn−γ,log[a, b] is a unique solution to the Cauchy-type problem
(1.1).
Finally, we will show that such unique solution x(t) ∈ Cn−γ,log[a, b] is in the
weighted space Cα,βn−γ,µ[a, b]. By definition 3.1, it is sufficient to prove that HD
α,β
a+ x ∈
Cµ,log[a, b]. From the above proof, a solution x(t) ∈ Cn−γ,log[a, b] is a limit of the
sequence xm(t) ∈ Cn−γ,log[a, b] such that
lim
m→∞
∥∥xm−x∥∥Cn−γ,log[a,b] = 0, (3.1.24)
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Hence, by using equation (1.1), Lipschitz condition given in definition 2.9, and
Lemma 2.4, we have∥∥
HD
α,β
a+ xm(t)− HD
α,β
a+ x(t)
∥∥
Cµ,log[a,b]
=
∥∥ϕ(t, xm(t))− ϕ(t, x(t))∥∥Cµ,log[a,b]
≤ L (log(b/a))µ−n+γ
∥∥xm(t)− x(t)∥∥Cn−γ,log[a,b]
(3.1.25)
Clearly, the equations (3.1.24) and (3.1.25), yield that
lim
m→∞
∥∥
HD
α,β
a+ xm(t)− HD
α,β
a+ x(t)
∥∥
Cµ,log[a,b]
= 0, (3.1.26)
and hence ( HD
α,β
a+ x) ∈ Cµ,log[a, b]. Thus, the proof of this theorem is complete.
Remark 3.1.3. For 0 < α < 1, Theorem 3.1.2 reduced to Theorem 22(see[10]).
3.2. Results of Continuous Dependence
In this section, firstly we wish to find a slight generalization for the Gronwall in-
equality which can be used in the study of the continuous dependence of a solution
for the Cauchy-type problem (1.2) of Hilfer-Hadamard-type fractional differential
equation. And the proof of the next Lemma is based on an iteration argument.
Lemma 3.2.1. Let α > 0, u(t) be a nonnegative function locally integrable
on a ≤ t < T, (some a > 0, T ≤ +∞) and ψ(t) is a nonnegative, nondecreasing
continuous function defined on a ≤ t < T, ψ(t) ≤ C(constant), and Let v(t) be
nonnegative and locally integrable on a ≤ t < T, with
v(t) ≤ u(t)+ψ(t) a
∫ t
(log(t/τ))α−1
v(τ)
τ
dτ, t ∈ [a, T ) (3.2.1)
Then
v(t) ≤ u(t)+ a
∫ t [ ∞∑
k=1
(
ψ(t)Γ(α)
)k
Γ(kα)
(log(t/τ))kα−1
v(τ)
τ
]
dτ, t ∈ [a, T ) (3.2.2)
Proof. Assume that Mθ(t) = ψ(t) a
∫ t
(log(t/τ))α−1 θ(τ)
τ
dτ, t ≥ a, for locally
integrable functions θ. Then equation (3.2.1), we can be written as
v(t) ≤ u(t) +Mv(t)
implies that
v(t) ≤
k−1∑
j=0
M ju(t)+Mkv(t) (3.2.3)
Now, we will prove that,
Mkv(t) ≤ a
∫ t (ψ(t)Γ(α))k
Γ(kα)
(log(t/τ))kα−1
v(τ)
τ
dτ, (3.2.4)
and Mkv(t) −→ 0, as k −→ +∞, for each t ∈ [a, T ), by using the mathe-
matical induction method. It is easy to show that relation (3.2.4), true for k = 1.
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Assume that it is true for some k = l. we will show that it is true for k = l + 1, by
hypothesis of induction which yields that
M l+1v(t) ≤ (ψ(t)) a
∫ t
(log(t/τ))α−1
[
a
∫ τ (ψ(τ)Γ(α))l
Γ(lα)
(log(τ/s))lα−1
v(s)
s
ds
]
dτ.(3.2.5)
Since ψ(t) is a nondecreasing, then the relation (3.2.5) is written as
M l+1v(t) ≤ (ψ(t))l+1 a
∫ t
(log(t/τ))α−1
[
a
∫ τ (Γ(α))l
Γ(lα)
(log(τ/s))lα−1
v(s)
s
ds
]
dτ.(3.2.6)
By interchanging the order of integration, we can write the relation (3.2.6), as
M l+1v(t) ≤ (ψ(t))l+1a
∫ t [
s
∫ t (Γ(α))l
Γ(lα)
(log(t/τ))α−1(log(τ/s))lα−1
dτ
τ
]
v(s)
s
ds
= a
∫ t (ψ(t)Γ(α))l+1
Γ((l + 1)α)
(log(t/τ))(l+1)α−1
v(τ)
τ
dτ, (3.2.7)
where the integral,
s
∫ t
(log(t/τ))α−1(log(τ/s))lα−1
dτ
τ
= (log(t/s))lα+α−1 0
∫ 1
(1− z)α−1 zlα−1dz
= (log(t/s))(l+1)α−1B(lα, α)
= (log(t/s))(l+1)α−1
Γ(α)Γ(lα)
Γ((l + 1)α)
,
is done with the help of a substitution log τ = log s+z(log t− log s), and a definition
of beta function[1].Hence, the relation (3.2.4) is proved.
Since ψ(t) ≤ C, and
Mkv(t) ≤ a
∫ t (ψ(t)Γ(α))k
Γ(kα)
(log(t/τ))kα−1
v(τ)
τ
dτ −→ 0 as k −→ +∞, for a ≤ t < T,
Then the proof of this Lemma is complete.
Before studying the continuous dependence the Cauchy-type problem (1.2), we
will discuss some results for the Cauchy-type problem of Hadamard fractional dif-
ferential equation[3,p.213], which given in the form
HD
α
a+x(t) = ϕ(t, x(t)), 0 < α < 1,
(3.2.8)
HI
1−α
a+ x(t)
∣∣
t=a
= xa,
and for that we reduce (3.2.8) to the integral equation
x(t) =
xa
Γ(α)
(log(t/a))α−1+
1
Γ(α)a
∫ t
(log(t/τ))α−1ϕ(τ, x(τ))
dτ
τ
, t > a (3.2.9)
where the equation (3.2.9) is the equivalent to the initial value problem (3.2.8), see
[3,p.213]. By using the previous Lemma, we present a continuous dependence of
the solution on the order of the Cauchy-type problem of Hadamard-type fractional
differential equation.
Theorem 3.2.2. Let 0 < α − δ ≤ 1, where α, δ > 0. Suppose that a function
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ϕ is continuous and satisfying the Lipschitz condition (given in definition 2.9) in
R. For a ≤ t ≤ h < b, Let x be a solution of the initial value problem (3.2.8), and
x˜ be a solution of the initial value problem
HD
α−δ
a+ x˜(t) = ϕ(t, x˜(t)), 0 < α < 1,
(3.2.10)
HI
1−(α−δ)
a+ x˜(t)
∣∣
t=a
= x˜a,
Then, for a < t ≤ h, the estimate of the following
∣∣x˜(t)− x(t)∣∣ ≤ H(t) + a
∫ t [ ∞∑
k=1
(
LΓ(α− δ)
Γ(α)
)k
(log(t/τ))k(α−δ)−1
Γ(k(α − δ))
H(τ)
τ
]
dτ,
hold, where
H(t) =
∣∣∣∣∣ x˜aΓ((α− δ)) (log(t/a))(α−δ)−1 − xaΓ(α) (log(t/a))α−1
∣∣∣∣∣
+ ‖ϕ‖
∣∣∣∣∣(log(t/a))
α−δ
Γ(α− δ + 1)
−
(log(t/a))α−δ
(α− δ)Γ(α)
∣∣∣∣∣
+ ‖ϕ‖
∣∣∣∣∣(log(t/a))
α−δ
(α− δ)Γ(α)
−
(log(t/a))α
Γ(α+ 1)
∣∣∣∣∣ (3.2.11)
and
‖ϕ‖ = max
a≤ t≤h
|ϕ(t, x(t))|.
Proof. The Solutions of the initial value problems (3.2.8), and (3.2.10) are given
by
x(t) =
xa
Γ(α)
(log(t/a))α−1 +
1
Γ(α)a
∫ t
(log(t/τ))α−1
ϕ(τ, x(τ))
τ
dτ,
and
x˜(t) =
xa
Γ(α− δ)
(log(t/a))α−δ−1 +
1
Γ(α− δ)a
∫ t
(log(t/τ))α−δ−1
ϕ(τ, x˜(τ))
τ
dτ,
It follows that
∣∣x˜− x(t)∣∣ =
∣∣∣∣∣ x˜aΓ(α− δ) (log(t/a))α−δ−1 − xaΓ(α) (log(t/a))α−1
+
1
Γ(α− δ)a
∫ t
(log(t/τ))α−δ−1
ϕ(τ, x˜(τ))
τ
dτ
−
1
Γ(α)a
∫ t
(log(t/τ))α−1
ϕ(τ, x(τ))
τ
dτ
∣∣∣∣∣
≤
∣∣∣∣∣ x˜aΓ(α− δ) (log(t/a))α−δ−1 − xaΓ(α) (log(t/a))α−1
∣∣∣∣∣
+
∣∣∣∣∣
a
∫ t [(log(t/τ))α−δ−1
Γ(α− δ)
−
(log(t/τ))α−δ−1
Γ(α)
]
|ϕ(τ, x˜(τ))|
τ
dτ
∣∣∣∣∣
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+
∣∣∣∣∣ 1Γ(α)a
∫ t [
(log(t/τ))α−δ−1 − (log(t/τ))α−1
]
|ϕ(τ, x(τ))|
τ
dτ
∣∣∣∣∣
+
∣∣∣∣∣
a
∫ t (log(t/τ))α−δ−1
Γ(α)
|ϕ(τ, x˜(τ)) − ϕ(τ, x(τ))|
τ
dτ
∣∣∣∣∣
≤
∣∣∣∣∣ x˜aΓ(α− δ) (log(t/a))α−δ−1 − xaΓ(α) (log(t/a))α−1
∣∣∣∣∣
+ ‖ϕ‖
∣∣∣∣∣(log(t/a))
α−δ
Γ(α− δ + 1)
−
(log(t/a))α−δ
(α− δ)Γ(α)
∣∣∣∣∣
+ ‖ϕ‖
∣∣∣∣∣(log(t/a))
α−δ
(α− δ)Γ(α)
−
(log(t/a))α
Γ(α+ 1)
∣∣∣∣∣
+
L
Γ(α)a
∫ t
(log(t/τ))α−δ−1
|x˜(τ)− x(τ)|
τ
dτ
Then, we have
∣∣x˜−x(t)∣∣ ≤ H(t)+ L
Γ(α)a
∫ t
(log(t/τ))α−δ−1
|x˜(τ)− x(τ)|
τ
dτ (3.2.12)
Where H(t) is defined by (3.2.11). It follows by applying Lemma 3.2.1, that
∣∣x˜− x(t)∣∣ ≤ H(t) + a
∫ t [ ∞∑
k=1
(
LΓ(α− δ)
Γ(α)
)k
(log(t/τ))k(α−δ)−1
Γ(k(α− δ))
H(τ)
τ
]
dτ,
Hence, the proof of theorem is complete.
Next, we study the continuous dependence of the solution on the order of the
Cauchy-type problem of Hilfer-Hadamard-type fractional differential equation by
using the Lemma 3.2.1, for that we consider the initial condition that given in (1.2),
with 0 < α < 1, 0 ≤ β ≤ 1, a ≤ t < b, (b ≤ +∞), ϕ : [a, b)×R→ R, and the solu-
tions of two initial value problems with a neighbouring orders and a neighbouring
initial values.
Theorem 3.2.3. Let 0 < α − δ ≤ 1, where α, δ > 0. Suppose that a function
ϕ is continuous and satisfying the Lipschitz condition (given in definition 2.9) in R.
For a ≤ t ≤ h < b, Let x be a solution of the initial value problem (1.2), and x˜ be
a solution of the initial value problem
HD
α−δ,β
a+ x˜(t) = ϕ(t, x˜(t)), 0 < α < 1, 0 ≤ β ≤ 1,
(3.2.13)
HI
1−γ−δ(β−1)
a+ x˜(t)
∣∣
t=a
= x˜a, γ = α+ β − αβ
Then, for a < t ≤ h, the estimate of the following
∣∣x˜(t)− x(t)∣∣ ≤ F (t) + a
∫ t [ ∞∑
k=1
(
LΓ(α− δ)
Γ(α)
)k
(log(t/τ))k(α−δ)−1
Γ(k(α − δ))
F (τ)
τ
]
dτ,
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hold, where
F (t) =
∣∣∣∣∣ x˜aΓ(γ + δ(β − 1))(log(t/a))γ+δ(β−1)−1 − xaΓ(γ) (log(t/a))γ−1
∣∣∣∣∣
+ ‖ϕ‖
∣∣∣∣∣(log(t/a))
α−δ
Γ(α− δ + 1)
−
(log(t/a))α−δ
(α− δ)Γ(α)
∣∣∣∣∣
+ ‖ϕ‖
∣∣∣∣∣(log(t/a))
α−δ
(α− δ)Γ(α)
−
(log(t/a))α
Γ(α+ 1)
∣∣∣∣∣ (3.2.14)
and
‖ϕ‖ = max
a≤ t≤h
|ϕ(t, x(t))|.
Proof. By applying theorem 3.2, for the solutions x, and x˜ of the initial value
problems (1.2), and (3.2.13) respectively. We can write the solutions as
x(t) =
xa
Γ(γ)
(log(t/a))γ−1 +
1
Γ(α)a
∫ t
(log(t/τ))α−1
ϕ(τ, x(τ))
τ
dτ,
and
x˜(t) =
xa
Γ(γ + δ(β − 1))
(log(t/a))γ+δ(β−1)−1+
1
Γ(α− δ)a
∫ t
(log(t/τ))α−δ−1
ϕ(τ, x˜(τ))
τ
dτ,
It follows that
∣∣x˜− x(t)∣∣ =
∣∣∣∣∣ x˜aΓ(γ + δ(β − 1))(log(t/a))γ+δ(β−1)−1 − xaΓ(γ) (log(t/a))γ−1
+
1
Γ(α− δ)a
∫ t
(log(t/τ))α−δ−1
ϕ(τ, x˜(τ))
τ
dτ
−
1
Γ(α)a
∫ t
(log(t/τ))α−1
ϕ(τ, x(τ))
τ
dτ
∣∣∣∣∣
≤
∣∣∣∣∣ x˜aΓ(γ + δ(β − 1))(log(t/a))γ+δ(β−1)−1 − xaΓ(γ) (log(t/a))γ−1
∣∣∣∣∣
+
∣∣∣∣∣
a
∫ t [(log(t/τ))α−δ−1
Γ(α− δ)
−
(log(t/τ))α−δ−1
Γ(α)
]
|ϕ(τ, x˜(τ))|
τ
dτ
∣∣∣∣∣
+
∣∣∣∣∣ 1Γ(α)a
∫ t [
(log(t/τ))α−δ−1 − (log(t/τ))α−1
]
|ϕ(τ, x(τ))|
τ
dτ
∣∣∣∣∣
+
∣∣∣∣∣
a
∫ t (log(t/τ))α−δ−1
Γ(α)
|ϕ(τ, x˜(τ)) − ϕ(τ, x(τ))|
τ
dτ
∣∣∣∣∣
≤
∣∣∣∣∣ x˜aΓ(γ + δ(β − 1))(log(t/a))γ+δ(β−1)−1 − xaΓ(γ) (log(t/a))γ−1
∣∣∣∣∣
+ ‖ϕ‖
∣∣∣∣∣(log(t/a))
α−δ
Γ(α− δ + 1)
−
(log(t/a))α−δ
(α− δ)Γ(α)
∣∣∣∣∣
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+ ‖ϕ‖
∣∣∣∣∣(log(t/a))
α−δ
(α− δ)Γ(α)
−
(log(t/a))α
Γ(α+ 1)
∣∣∣∣∣
+
L
Γ(α)a
∫ t
(log(t/τ))α−δ−1
|x˜(τ)− x(τ)|
τ
dτ
Then, we have∣∣x˜−x(t)∣∣ ≤ F (t)+ L
Γ(α)a
∫ t
(log(t/τ))α−δ−1
|x˜(τ) − x(τ)|
τ
dτ (3.2.15)
Where F (t) is defined by (3.2.14). It follows by applying Lemma 3.2.1, that
∣∣x˜− x(t)∣∣ ≤ F (t) + a
∫ t [ ∞∑
k=1
(
LΓ(α− δ)
Γ(α)
)k
(log(t/τ))k(α−δ)−1
Γ(k(α− δ))
F (τ)
τ
]
dτ,
Hence, the proof of the theorem is complete.
In the next theorem, we shall make a small change of the initial value condition
that given in (1.2), as the following
HD
α−δ,β
a+ x(t) = ϕ(t, x(t)), 0 < α < 1, 0 ≤ β ≤ 1,
(3.2.16)
HI
1−γ
a+ x(t)
∣∣
t=a
= xa + ǫ, γ = α+ β − αβ,
where ǫ be an arbitrary constant.
Theorem 3.2.4. Assume that suppositions of Theorem 3.2.2, hold. And as-
sume x(t) and x˜(t) are the solutions of the initial value problems (1.2) and (3.2.16)
respectively. Then the estimate of the following∣∣x˜−x(t)∣∣ ≤ |ǫ| (log(t/a))γ−1Eα,γ[L(log(t/a))α], t ∈ (a, b] (3.2.17)
holds, where Eα,γ(y) =
∑∞
i=0
yi
Γ(nα+γ) be the function of Mittag-Leffler, see[22].
Proof. According to the Theorem 3.1.2, we have x(t) = limn→∞ xn(t), with x0(t),
and xn(t) are as defined in (3.1.3) and (3.1.4) respectively. Clearly, for (3.2.16), we
can write x˜ = limn→∞ x˜n(t), and
x˜0(t) =
(xa + ǫ)
Γ(γ)
(log(t/a))γ−1, (3.2.18)
x˜n(t) = x˜0(t)+
1
Γ(α)a
∫ t
(log(t/τ))α−1ϕ(τ, x˜n−1(τ))
dτ
τ
, n ∈ N (3.2.19)
It follows from (3.1.3) and (3.2.18) that∣∣x0(t)− x˜0(t)∣∣ =
∣∣∣∣ xaΓ(γ) (log(t/a))γ−1 − (xa + ǫ)Γ(γ) (log(t/a))γ−1
∣∣∣∣
∣∣x0(t)− x˜0(t)∣∣ ≤ |ǫ| (log(t/a))γ−1
Γ(γ)
(3.2.20)
Now, by using equations (3.1.4) and (3.2.19), and applying the Lipschitz condition
given in definition 2.9, and the estimate (3.2.20), we get
∣∣x1(t)− x˜1(t)∣∣ =
∣∣∣∣ǫ (log(t/a))γ−1Γ(γ) + 1Γ(α)a
∫ t
(log(t/τ))α−1
[
ϕ(τ, x0(τ)) − ϕ(τ, x˜0(τ))
]
τ
dτ
∣∣∣∣
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≤ |ǫ|
(log(t/a))γ−1
Γ(γ)
+
L
Γ(α)a
∫ t
(log(t/τ))α−1
|x0(τ) − x˜0(τ)|
τ
dτ
≤ |ǫ|(log(t/a))γ−1
[
1
Γ(γ)
+
L(log(t/a))α
Γ(α+ γ)
]
Then, we have
∣∣x1(t)−x˜1(t)∣∣ ≤ |ǫ|(log(t/a))γ−1 1∑
i=0
Li(log(t/a))α i
Γ(α i+ γ)
(3.2.21)
Similarly, by using the relation (3.2.21), it directly yields
∣∣x2(t)− x˜2(t)∣∣ ≤ |ǫ| (log(t/a))γ−1
Γ(γ)
+
L
Γ(α)a
∫ t
(log(t/τ))α−1
|x1(τ) − x˜1(τ)|
τ
dτ
≤ |ǫ|(log(t/a))γ−1
2∑
i=0
Li(log(t/a))α i
Γ(α i+ γ)
(3.2.22)
And by using the mathematical induction method, we conclude that
∣∣xn(t)−x˜n(t)∣∣ ≤ |ǫ|(log(t/a))γ−1 n∑
i=0
Li(log(t/a))α i
Γ(α i+ γ)
(3.2.23)
is taking a limit of the summation as n −→ ∞ in relation (3.2.23). Hence, we
obtain
∣∣xn(t)− x˜n(t)∣∣ ≤ |ǫ|(log(t/a))γ−1 ∞∑
i=0
Li(log(t/a))α i
Γ(α i+ γ)
= Eα,γ
[
L(log(t/a))α
]
.
Then, the proof of this theorem is complete.
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