Abstract. This paper analyzes the resolution complexity of two random CSP models, i.e. Model RB/RD for which we can establish the existence of phase transitions and identify the threshold points exactly. By encoding CSPs into CNF formulas, this paper proves that almost all instances of Model RB/RD have no tree-like resolution proofs of less than exponential size. Thus, we not only introduce new families of CNF formulas hard for resolution, which is a central task of Proof-Complexity theory, but also propose a model with both many hard instances and exact phase transitions. Finally, conclusions and future work are presented, as well as a discussion of the main difference between Model RB/RD and some other models with exact phase transitions.
Introduction
Over the past ten years, the study of phase transition phenomena has been one of the most exciting areas in computer science and artificial intelligence. Numerous empirical studies suggest that for many NP-complete problems, as a parameter is varied, there is a sharp transition from 1 to 0 at a threshold point with respect to the probability of a random instance being soluble. More interestingly, the hardest instances to solve are concentrated in the sharp transition region. As well known, finding ways to generate hard instances for a problem is important both for understanding the complexity of the problem and for providing challenging benchmarks for experimental evaluation of algorithms [6] . So the finding of phase transition phenomena in computer science not only gives a new method to generate hard instances but also provides useful insights into the study of computational complexity from a new perspective.
Although tremendous progress has been made in the study of phase transitions, there is still some lack of research about the connections between the threshold phenomena and the generation of hard instances, especially from a theoretical point of view. For example, some problems can be used to generate hard instances but the existence of phase transitions in such problems has not been proved. One such an example is the well-studied random 3-SAT. A theoretical result by Chvátal and Szemerédi [4] shows that for random 3-SAT, no short proofs exists in general, which means that almost all proofs for this problem require exponential resolution lengths. Experimental results further indicate that instances from the phase transition region of random 3-SAT tend to be particularly hard to solve [11] . Since the early 1990's, considerable efforts have been put into random 3-SAT, but until now, the existence of the phase transition phenomenon in this problem has not been established, although recently, Friedgut [7] made tremendous progress in proving that the width of the phase transition region narrows as the number of variables increases. On the other hand, for some problems with proved phase transitions, it was found either theoretically or experimentally that instances generated by these problems are easy to solve or easy in general. Such examples include random 2-SAT, Hamiltonian cycle problem and random 2+p-SAT (0 < p ≤ 0.4). For random 2-SAT, Chvátal and Reed [5] and Goerdt [9] proved that the phase transition phenomenon will occur when the ratio of clauses to variables is 1. But we know that 2-SAT is in P class which can be solved in polynomial time, implying that random 2-SAT can not be used to generate hard instances. For the Hamiltonian cycle problem which is NP-compete, Komlós and Szemerédi [8] not only proved the existence of the phase transition in this problem but also gave the exact location of the transition point. However, both theoretical results [3] and experimental results [17] suggest that generally, the instances generated by this problem are not hard to solve. Recently, random 2+p-SAT [15] was proposed as an attempt to interpolate between the polynomial time problem random 2-SAT with p = 0 and the NP-complete problem random 3-SAT with p = 1. It is not hard to see that random 2+p-SAT is in fact NP-compelte for p > 0. The phase transition behavior in this problem with 0 < p ≤ 0.4 was established by Achlioptas et al. and the exact location of the threshold point was also obtained [1] . But it was further shown that random 2+p-SAT is essentially similar to random 2-SAT when 0 < p ≤ 0.4 with the typical computational cost scaling linearly with the number of variables [14] .
As mentioned before, from a computational theory point of view, what attracts people most in the study of phase transitions is the finding of many hard instances in the phase transition region. Hence, starting from this point, we can say that the problems which can not be used to generate random hard instances are not so interesting for study as random 3-SAT. However, until now, for the problems with many hard instances, e.g. random 3-SAT, the existence of phase transitions has not been established, not even the exact location of the threshold points. So, from a theoretical perspective, we still do not have sufficient evidence to support the longstanding observation that there exists a close relation between the generation of many hard instances and the threshold phenomena, although this observation opened the door for, and has greatly advanced the study of phase transitions in the last decade. From the discussion above, an interesting question naturally arises: whether there exists a problem with both proved phase transitions and many hard instances.
Recently, to overcome the trivial asymptotic insolubility of the previous random CSP models, Xu and Li [16] proposed a new CSP model, i.e. Model RB, which is a revision to the standard Model B. It was proved that the phase transitions from solubility to insolubility do exist for Model RB as the number of variables approaches infinity. Moreover, the threshold points at which the phase transitions occur are also known exactly. Based on previous experiments and by relating the hardness of Model RB to Model B, it has already been shown that Model RB abounds with hard instances in the phase transition region. In this paper, we will first propose a random CSP model, called Model RD, along the same line as for Model RB. Then, by encoding CSPs into CNF formulas, we will prove that almost all instances of Model RB/RD have no treelike resolution proofs of less than exponential size. This means that Model RB/RD are hard for all popular CSP algorithms because such algorithms are essentially based on tree-like resolutions [10] . Therefore, we not only introduce new families of CNF formulas hard for resolution, which is a central task of Proof-Complexity theory, but also propose a model with both many hard instances and exact phase transitions. This is the main contribution of this paper.
Model RB and Model RD
A Constraint Satisfaction Problem (CSP) consists of a set of variables, a set of possible values for each variable (its domain) and a set of constraints defining the allowed tuples of values for the variables. In [16] , to overcome the trivial asymptotic insolubility of the previous random CSP models, Xu and Li proposed an alternative CSP model as follows.
Model RB: First, we select with repetition m = rn ln n random constraints. Each random constraint is formed by selecting without repetition k of n variables, where k ≥ 2 is an integer. Next, for each constraint we uniformly select without repetition q = p · d k incompatible tuples of values, i.e., each constraint contains exactly (1 − p) · d k allowed tuples of values, where d = n α is the domain size of each variable and α > 0 is a constant.
Xu and Li [16] further proved that the probability that a random CSP instance generated by Model RB is satisfiable, denoted by Pr(Sat), exhibits phase transitions at a threshold point known exactly, i.e. the following theorems hold for Model RB. Note that Model RB is a revision to standard Model B. Another standard CSP Model, i.e. Model D is almost the same as Model B except that for every constraint, each tuple of values is selected to be incompatible with probability p. Similarly, we can make a revision to Model D and then get a new Model as follows.
Model RD: First, we select with repetition m = rn ln n random constraints. Each random constraint is formed by selecting without repetition k of n variables, where k ≥ 2 is an integer. Next, for each constraint, from d k possible tuples of values, each tuple is selected to be incompatible with probability p, where d = n α is the domain size of each variable and α > 0 is a constant.
Along the same line as in the proof for Model RB [16] , we can easily prove that exact phase transitions also exist for Mode RD. More precisely, Theorem 1 and Theorem 2 hold for Model RD too. In fact, it is exactly because the differences between Model RB and Model RD are very small that many properties hold for both of them and the proof techniques are also almost the same. So in this paper, we will discuss both models, denoted by Model RB/RD.
To discuss the resolution complexity of CSPs, we first need to encode a CSP instance into a CNF formula. In this paper we will adopt the encoding method used in [12] . For convenience, we give the outline of this method here. For each CSP variable u, we introduce d propositional variables, called domain variables, to represent assignments of values to u. There are three sets of clauses needed in the encoding, i.e. the domain clauses asserting that each variable must be assigned a value from its domain, the conflict clauses excluding assignments violating constraints and clauses asserting that each variable is assigned at most one value from its domain.
Main Results
In this paper, we prove the following result.
Theorem 3 Let P be a random CSP instance generated following Model RB/RD. Then, almost surely, P has no tree-like resolutions of length less than 2 Ω(n) .
When we say that a property holds almost surely it means that this property holds with probability tending to 1 as the number of variables approaches infinity.
Proof of Theorem 3
The core of the proof is to show that almost surely there exists a clause with large width in every refutation. The width of a clause C, denoted by w(C), is the number of variables appearing in it. The width of a set of clauses is the maximal width of a clause in the set. The width of deriving a clause C from the formula F, denoted by w(F ⊢ C) is defined as the minimum of the widths of all derivations of C from F. So, the width of refutations for F can be denoted by w(F ⊢ 0). Ben-Sasson and Wigderson [2] discussed the size-width relations for refutation proofs and gave the following theorem.
Theorem 4 (Ben-Sasson and Wigderson [2] ) Let F be a CNF formula and S T (F ) be the minimal size of a tree-like refutation. Then we have
We first prove the following local sparse property for Model RB/RD.
Lemma 1 Let P be a random CSP instance generated by Model RB/RD. There is constant c > 0 such that almost surely every sub-problem of P with size s ≤ cn has at most b = βs ln n constraints, where β = α 6k ln
Proof: As mentioned in [13] , this is a standard type of argument in random graph theory. Similarly, we consider the number of sub-problems on s variables with b = βs ln n constraints for 0 < s ≤ cn. There are 
For sufficiently large n, there exists a constant c 1 > 0 such that e 1+β ln n r β ln n β β ln n < n c 1 . This finishes the proof.
Thus we get
The following two definitions will be of use later.
Definition 1 Consider a variable u and i constraints associated with u. In these i constraints, all the variables except u have already been assigned values from their domains. We call this an i-constraint assignment tuple, denoted by T i,u .
Definition 2 Given a variable u and an i-constraint assignment tuple T i,u . We assign a value v to u from its domain. So, all the variables in the i constraints of T i,u have been assigned values. If at least one constraint in T i,u is violated by these values, then we say that the value v of u is flawed by T i,u . If all the values of u in its domain are flawed by T i,u , then we say that the variable u is flawed by T i,u , and T i,u is called a flawed i-constraint assignment tuple.
Lemma 2 Let P be a random CSP instance generated by Model RB/RD. Almost surely, there does not exist a flawed i-constraint assignment tuple T i,u in P with i ≤ 3kβ ln n.
Proof: Now consider an i-constraint assignment tuple T i,u with i ≤ 3kβ ln n. It is easy to see that the probability that T i,u is flawed increases the number of constraints i. Recall that in Model RD, for every constraint, each tuple of values is selected to be incompatible with probability p. So, given a value v of u, the probability that v is flawed by T i,u is 1 − (1 − p) i .
Thus the probability that all the d = n α values of u are flawed by T i,u , i.e. the probability of T i,u being flawed is
Note that β = α 6k ln 1 1−p . Thus for 0 < i ≤ 3kβ ln n, we have
The above analysis only applies to Model RD. For Model RB, such an analysis is much more complicated, and so we leave it in the appendix. Recall that there are n variables and m = rn ln n constraints. So the number of possible choices for i-constraint assignment tuples is at most
For i ≤ 3kβ ln n, when n is sufficiently large, there exists a constant c 2 > 0 such that
Thus the expected number of flawed i-constraint assignment tuples with i ≤ 3kβ ln n is at most
This implies that almost surely, there does not exist a variable u and an i-constraint assignment tuple T i,u with i ≤ 3kβ ln n such that u is flawed by T i,u . This is exactly what we need and so we are done.
Lemma 3 Let P be a random CSP instance generated by Model RB/RD. Almost surely, every sub-problem of P with size at most cn is satisfiable.
Proof:
Here by the size of a problem we mean the number of variables in this problem. We will prove this lemma by contradiction. Assume that we have an unsatisfiable sub-problem of size at most cn. Thus we can get a minimum sized unsatisfiable sub-problem with size s ≤ cn, denoted by P 1 . From Lemma 1 we know that almost surely P 1 has at most βs ln n constraints. Thus there exists a variable u in P 1 with degree at most kβ ln n, i.e. the number of constraints in P 1 associated with u is not greater than kβ ln n. Removing u and the constraints associated with u from P 1 , we get a sub-problem P 2 . By minimality of P 1 , we know that P 2 is satisfiable, and so there exists an assignment satisfying P 2 . Suppose that the variables in P 2 have been assigned values by such an assignment. Now consider the variable u and the i constraints associated with u, where i ≤ kβ ln n. By Definition 2 this constitutes an i-constraint assignment tuple for u, denoted by T i,u . Recall that P 1 is unsatisfiable. This means that no value of u can satisfy all the i constraints. That is to say, the variable u is flawed by T i,u . Therefore, if a sub-problem of size at most cn is unsatisfiable, then, almost surely, there is a variable u and an i-constraint assignment tuple T i,u such that u is flawed by T i,u , where i ≤ kβ ln n. This is in contradiction with Lemma 2 and so finishes the proof. Now we will prove that there almost surely exist a complex clause in the refutation proofs of Model RB/RD. The complexity of a clause was defined in [12] by Mitchell, i.e. for any refutation π, the complexity of a clause C in π, denoted by µ(C), is the size of the smallest sub-problem Π such that C can be derived by resolution from φ(Π). Along the same line as in the proof of [12] , we have the following lemma.
Lemma 4 Let P be a random CSP instance generated by Model RB/RD. Almost surely, every refutation π of φ(P ) has a clause C of complexity cn 2 ≤ µ(C) ≤ cn. Proof: For this proof, please refer to [12] .
Lemma 5. Let C be a clause of complexity cn 2 ≤ µ(C) ≤ cn. Then, almost surely, C has at least c 6 n literals, i.e. w(C) ≥ c 6 n. Proof: We will prove this by contradiction. For a CSP instance P, its CNF encoding is denoted by φ(P ). Let C be a clause of complexity cn 2 ≤ µ(C) ≤ cn and P 1 be the smallest problem such that φ(P 1 ) |= C. Hence, the size of P 1 is at least c 2 n and at most cn. By Lemma 1, there are at most βcn ln n constraints in P 1 . So, there are at most c 3 n variables with degree greater than 3kβ ln n. Then, there are at least c 2 n − c 3 n = c 6 n variables in P 1 with degree at most 3kβ ln n. We will prove that for these variables, almost surely, there does not exist a variable such that no domain variable of it appears in C. Now assume that we have a variable u in P 1 with degree i ≤ 3kβ ln n and no domain variable of it appears in C. Removing u and the constraints associated with it from P 1 , we get a sub-problem P 2 . By minimality of P 1 , we know that φ(P 2 ) |= C. So we can find an assignment satisfying P 2 but not satisfying C. Suppose that the propositional variables in P 2 and C have been assigned values by such an assignment. Now consider the variable u and the constraints associated with it. By Definition 2, this constitutes an i-constraint assignment tuple for u, denoted by T i,u . By assumption, no domain variable of u appears in C. So, assigning any value to u will not affect the truth value of C. Recall that φ(P 1 ) |= C and C is false under the current assignment. Therefore, no value of u can satisfy φ(P 1 ), i.e. setting any value to u will violate at least one constraint associated with it. It follows that u is flawed by T i,u , i.e. there exists a flawed i-constraint assignment tuple with i ≤ 3kβ ln n. This is in contradiction with Lemma 2 and so we are done.
Combining Lemma 4 and Lemma 5, we have that, for a random CSP instance P generated by Model RB/RD, almost surely, w(φ(P ) ⊢ 0) ≥ c 6 n. Now, by use of Theorem 4, we finish the proof. One point worth mentioning is that when α ≥ 1, the initial width of clauses is greater than or equal to the number of variables. In such a case, to make Theorem 4 applicable, we only need to introduce some new variables and reduce the widths of domain clauses, which has no effect on our results.
Conclusions and Future Work
In this paper, by encoding CSPs into CNF formulas, we proved exponential lower bounds for tree-like resolution proofs of two random CSP models with exact phase transitions, i.e. Model RB/RD. This result suggests that we not only introduce new families of CNF formulas hard for resolution, which is a central task of Proof-Complexity theory, but also propose a model with both many hard instances and exact phase transitions.
As mentioned before, there are some other NP-complete problems with proved exact phase transitions, i.e. Hamiltonian cycle problem and random 2+p-SAT (0 < p ≤ 0.4). However, it has been shown either experimentally or theoretically that the instances generated by these problems are generally easy to solve. So one would naturally ask what the main difference between Model RB/RD and these problems is. In my opinion, a significant difference is that the exact phase transitions of these problems were obtained by analysis of algorithms, while for Model RB/RD, such results were proved by asymptotic analysis of the first and the second moment of the number of solutions. It appears that if a problem has exact phase transitions obtained by analysis of algorithms, then it also means that the problem is easy to solve or easy in general.
What can we benefit from this study? Firstly, Model RB/RD contain a lot of hard instances, which is of interest for study both from a theoretical and an empirical perspective. Secondly, since the threshold points of Model RB/RD can be identified exactly, then, our research focus can be concentrated on their properties relevant to computation exactly in the phase transition region, which is helpful to understand the nature of hard instances. Finally, we hope that more investigations (either experimental or theoretical) will be carried out on Model RB/RD, and we also believe that such studies will provide new insights into the study of phase transitions and computational complexity. In our next paper, we will analyze the complexity of solving satisfiable instances in the phase transition region of Model RB/RD and show that they can also be used to generate random hard satisfiable instances. It is easy to verify that
Let B(j) = j − j ln j + α 2 j ln n. Differentiating B(j) with respect to j, we obtain B ′ (j) = α 2 ln n − ln j < 0 when j ≥ n 4 5 α .
So for n 4 5 α ≤ j ≤ n α , we have Note that H(j) = O(n c 2 ) for n 4 5 α ≤ j ≤ n α , where c 2 > 0 is a constant. Hence, The remaining part of the proof is identical to that of Lemma 2 for Model RD, and so we are done.
