George Andrews recently proved a new identity between the cardinalities of the set of Semi-Fibonacci partitions and the set of partitions into powers of two with all parts appearing an odd number of times. This paper extends the identity to the set of Semi-m-Fibonacci partitions of n and the set of partitions of n into powers of m in which all parts appear with multiplicity not divisible by m.
Introduction
In a recent paper paper [2] Andrews describes the set SF (n) of semi-Fibonacci partitions as follows: SF (1) = {1}, SF (2) = {2}. If n > 2 and n is even then SF (n) = {λ | λ is a partition of n 2 with each part doubled}. If n is odd, then a member of SF (n) is obtained by inserting 1 into each partition in SF (n − 1) or by adding 2 to the single odd part in a partition in SF (n − 2).
The cardinality sf (n) = |SF (n)| satisfies the following recurrence relation for all n > 0 (with sf (−1) = 0, sf (0) = 1); sf (n) = sf (n/2) if n is even, sf (n − 1) + sf (n − 2) if n is odd.
(1)
The semi-Fibonacci sequence {sf (n)} n>0 occurs as sequence number A030067 in the database [8] . George Beck [6] has also considered the properties of a set of related polynomials.
Andrews stated the following relation between the number of semi-Fibonacci partitions of n and the number ob(n) of binary partitions of n in which every part occurs an odd number of times: Theorem 1 ([2], Theorem 1). For each n ≥ 0,
Andrews gave a generating function proof and asked for a bijective proof.
The requested proof turns out to be remarkable simple. It goes like this: Each part t of λ ∈ SF (n) can be expressed as t = 2 i · h, i ≥ 0, where h is odd. Now transform t as
This gives a partition of n into powers of 2 in which every part has odd multiplicity. Conversely, consider β ∈ OB(n). Since every part (a power of 2) has odd multiplicity we simply write β in the exponent notation β = (β u1 1 , . . . , β us s ), β 1 > · · · > β s with the u i odd and positive. Since each β ui i has the form (2 ji ) ui , j i ≥ 0, we apply the transformation:
This gives a unique partition in SF (n). Indeed the image may contain at most one odd part which occurs precisely when j i = 0. We also consider the following congruence which Andrews proved with generating functions.
Theorem 2 ([2], Theorem 2). For each n ≥ 0, sf (n) is even if 3|n and odd otherwise.
Proof. We give a combinatorial proof based on mathematical induction. The result holds for n = 1, 2, 3 since sf (1) = 1 = sf (2) and sf (3) = |{(1, 2), (3)}| = 2. Now let n > 3 and assume that the result holds for all integers less than n.
If n ≡ 1 (mod 3), then sf (n) is the sum of sf (n− 1) and sf (n− 2) which have opposite parities since, by the inductive hypothesis, sf (n − 1) is even (since 3|(n − 1)) and sf (n − 2) is odd. If n ≡ 2 (mod 3), then sf (n) is the sum of sf (n − 1) which is odd (since 3 ∤ (n − 1)) and sf (n − 2) is even. Thus sf (n) is odd. If 3|n and n is even, then sf (n) = sf (n/2). Since 3| n 2 , it follows that sf (n/2) is even by the inductive hypothesis. Lastly, if 3|n and n is odd, then sf (n) = sf (n − 1) + s(n − 2) which is even since 3 ∤ (n − 1) and 3 ∤ (n − 2).
This completes the proof.
The following result is easily deduced from the definition of sets counted by sf (n). 
Generalization
We generalize the set of semi-Fibonacci Partitions to the set SF (n, m) of semi-m-Fibonacci Partitions as follows: SF (n, m) = {(n)}, n = 1, 2, . . . , m If n > m and n is a multiple of m, then SF (n, m) = {λ | λ is a partition of n m with each part multiplied by m}. If n is not a multiple of m, that is, n ≡ r (mod m), 1 ≤ r ≤ m − 1, then SF (n, m) arises from two sources: first, partitions obtained by inserting r into each partition in SF (n − r, m), and second, partitions obtained by adding m to the single part of each partition λ ∈ SF (n − m, m) which is congruent to r (mod m) (since λ contains exactly one part which is congruent to r modulo m, see Lemma 1 below).
If m | n, then every part of λ is a multiple of m.
If n ≡ r (mod m), 1 ≤ r < m, then λ contains exactly one part ≡ r (mod m).
Proof. If m | n, the parts of a partition in SF (n, n) are clearly divisible by m by construction. For induction note that SF (r, m) = {(r)}, r = 1, . . . , m − 1, so the assertion holds trivially. Assume that the assertion holds for the partitions of all integers < n and consider λ ∈ SF (n, m) with 1 ≤ r < m. Then λ may be obtained by inserting r into a partition α ∈ SF (n − r, m).
Since α consists of multiples of m (as m|(n − r)), λ contains exactly one part ≡ r (mod m). Alternatively λ is obtained by adding m to the single part of a partition β ∈ SF (n − m, m) which is ≡ r (mod m). Indeed β contains exactly one such part by the inductive hypothesis. Hence the assertion is proved.
As an illustration we have the following sets for small n when m = 3: 
The case m = 2 gives the function considered by Andrews: sf (n, 2) = sf (n). Power partitions are partitions into powers of a positive integer m, also known as m-power partitions. Let d(n, m) be the number of m-power partitions of n in which the multiplicity of each part is not divisible by m. Thus, for example, d(10, 3) = 4, the enumerated partitions being (9, 1), (3, 3, 1, 1, 1, 1), (3, 1, 1, 1, 1, 1, 1, 1), (1, 1, 1, 1, 1, 1, 1, 1, 1, 1) .
Proof. We give two proofs, one analytic one combinatorial. 
Hence,
Equation (5) implies that
and continuing the iteration, we get
Taking the limit as N → ∞, we have G(q m N +1 ) → G(0) = 1 (since |q| < 1) so that
Second Proof. Each part t of λ ∈ SF (n, m) can be expressed as t = m i · h, i ≥ 0, where m does not divide h. Now transform t as
This gives a partition of n into powers of m in which every part has multiplicity not divisible by m. Conversely, consider β ∈ N D(n, m). Since every part (a power of m) has a non-multiple of m as multiplicity we simply write β in the exponent notation β = (β u1 1 , . . . , β us s ), β 1 > · · · > β s with the u i > 0 odd. Since each β ui i has the form (m ji ) ui , we apply the transformation:
This gives a unique partition in SF (n, m). If m | n, this image contains only multiples of m. If n ≡ r (mod m), 1 ≤ r < m, the image consists of multiples of m and exactly one part ≡ r (mod m) which occurs when j i = 0. so that
Since the right hand side of (6) is independent of r, we must have J 1 = J 2 = . . . = J m−1 so that sf (nm + 1, m) = sf (nm + 2, m) = · · · = sf (nm + m − 1, m). Furthermore, from (6), we observe that We note a few interesting special cases of Theorem 5 below.
Corollary 2. We have the following for any integer m ≥ 2: Proof. Part (i) is the case h = 1 of part (ii). Parts (ii) and (iii) are obtained by setting v = 0 and j = 0,respectively, in Theorem 5.
Note that part (i) of Corollary 2 implies Corollary 1. Also when m = 2, part (iii) gives just the three values sf (1) = 1, sf (3) = 2 and sf (5) = 3, the parities of which are consistent with Theorem 2. Theorem 6. Let k ≡ m + r (mod 2m) and k ≤ m 2 + r for 1 ≤ r ≤ m − 1. If n ≥ 0, m ≥ 2 and n = m i k for i ≥ 0, then sf (n, m) is even.
Proof. k ≡ m + r (mod 2m) and k ≤ m 2 + r for 1 ≤ r ≤ m − 1 imply that k = m(2t + 1) + r ≤ m 2 + r ⇒ 2t + 1 ≤ m, for some positive integer t. Then from Theorem 5, we have 
