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Abstract
Partially deﬁned processes have been used in veriﬁcation for more than a decade.
When a notion of “the undeﬁned” is added to a process description formalism, it
also has to be added to the semantics, to guarantee that sophisticated veriﬁcation
methods such as compositional LTS construction remain correct. Until now, this
has been done for each semantics separately, and the resulting theories have often
been quite complicated. In this paper we discuss “the undeﬁned” at the level of
strong bisimilarity. We prove a theorem that expresses the correctness of a slightly
modiﬁed version of compositional LTS construction that utilizes “the undeﬁned”.
This method assumes very little about the abstract semantics, and therefore applies
to all commonly used semantics. We prove that the assumption it does make is
the weakest possible that guarantees correctness. We also describe variants of the
method. One of them can be used even if the tools contain no support for “the
undeﬁned”. Keywords: process algebra, veriﬁcation, partially deﬁned processes.
1 Introduction
Concurrent and parallel systems tend to be extremely hard to verify because
of the state explosion phenomenon. Many methods have been suggested to
alleviate state explosion — see [8] for an extensive survey.
In process algebras, abstraction and reduction are often used for this pur-
pose. Uninteresting aspects of behaviour are abstracted away, and the state
space or LTS is reduced using a semantics that preserves at least the proper-
ties that are going to be veriﬁed. Hierarchical application of abstraction and
reduction to subsystems of a system is known as compositional state space
construction.
Unfortunately, the intermediate state spaces are sometimes much bigger
than the ﬁnal result. This is possible with token-ring systems, for example.
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The ﬁrst process of an open-ended ring fragment does not know how far the
previous token that went through it has proceeded. Therefore, it may input
a second token while the previous one is still within the ring fragment. This
introduces a lot of states that do not occur in the complete system, because
the full system always contains precisely one token.
To solve this problem, Graf and Steﬀen introduced interface processes
in [2]. An interface process is a partially deﬁned process that represents a
guess about the behaviour of a system. It restricts the behaviour of a sub-
system by not letting it continue after it has violated the guess. If the guess
is incorrect, the ﬁnal compositionally constructed state space is not fully de-
ﬁned, so the user gets a warning. Otherwise the ﬁnal state space can be used
for veriﬁcation as if interface processes were never used.
The interface processes are a nice example of the use of partially deﬁned
processes in veriﬁcation. There are also other uses. This has motivated the
development of a number of diﬀerent semantic models that contain the notion
of “undeﬁned”. For instance, [2] added “the undeﬁned” to the observation
equivalence of [5]; the Modal Transition Systems in [4] have may transitions;
and the CSP divergences can be thought of as “the undeﬁned” added to the
notion of failures [7]. Such semantics were recently surveyed in [3].
A problem with these approaches is that “the undeﬁned” has been added
to each semantics separately, and the resulting theories are quite complicated.
However, it is intuitively clear that the idea should apply to many semantics
in pretty much the same way. In this paper we develop a theory that makes
it possible to use “the undeﬁned” in compositional state space construction,
interface processes, etc., without explicitly adding it to the semantics.
In Section 2 we add “the undeﬁned” to the labelled transition system
formalism in the form of cut states. Section 3 presents two precongruences that
are closely related to strong bisimilarity, and are used to prove the correctness
of our veriﬁcation methods. The veriﬁcation methods and their correctness
proofs are presented in Section 4. Furthermore, their use in the absence of
appropriate tool support for cut states is discussed, and a theorem is proven
that characterises precisely the set of abstract semantics for which the method
is correct. The conclusions are in Section 5.
The results of this paper are based on some ideas presented in [9]. How-
ever, this paper is much more extensive: [9] lacks most of the proofs, and
Theorems 4.8 and 4.11 are entirely new.
2 Labelled Transition Systems with Cut States
2.1 Basic definitions
The behaviour of a process can be expressed as a labelled transition system,
abbreviated LTS. We will use an extension of classic LTSs, where we have
added cut states. They mark places where an LTS has been intentionally left
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incomplete.
Definition 2.1 A labelled transition system with cut states, called LTSC, is
a quintuple (S,Σ,∆, sˆ,Cut ), where
• S is the set of states.
• Σ, the alphabet, is the set of visible actions and it does not contain the
invisible or internal action τ .
• ∆ is the set of transitions and ∆ ⊆ S × (Σ ∪ {τ})× S.
• sˆ is the initial state and sˆ ∈ S.
• Cut is the set of cut states. Cut ⊆ S and ∀s ∈ Cut : ∀a ∈ Σ ∪ {τ} : ∀s′ ∈
S : (s, a, s′) /∈ ∆. So there are no outgoing transitions from cut states.
The ordinary LTSs are essentially the same as LTSCs with an empty set
of cut states. Wherever convenient, we may put an LTS (S,Σ,∆, sˆ) where an
LTSC is required. We then mean the LTSC (S,Σ,∆, sˆ, ∅). Similarly, we may
interpret the LTSC (S,Σ,∆, sˆ, ∅) as the LTS (S,Σ,∆, sˆ).
Definition 2.2 Let (S,Σ,∆, sˆ,Cut ) be an LTSC; s, s′ ∈ S; n ≥ 0; a, a1, . . . ,
an ∈ Σ ∪ {τ}; b, b1, . . . , bn ∈ Σ; A a set of actions; σ, ρ ∈ Σ∗; and B ⊆ Σ∗.
• s−a1a2 · · · an→ s′ if and only if
∃s0, s1, . . . , sn ∈ S : s0 = s ∧ sn = s′ ∧ ∀i ∈ {1, 2, . . . , n} : (si−1, ai, si) ∈ ∆.
• s−a1a2 · · · an→ if and only if ∃s′ ∈ S : s−a1a2 · · · an→ s′.
• s=ε⇒ s′ if and only if there is an i ≥ 0 such that s−τ i→ s′.
• s=b⇒ s′ if and only if ∃s1, s2 ∈ S : s=ε⇒ s1 ∧ s1 −b→ s2 ∧ s2 =ε⇒ s′.
• s=b1b2 · · · bn⇒ s′ if and only if
∃s0, s1, . . . , sn ∈ S : s0 = s ∧ sn = s′ ∧ ∀i ∈ {1, 2, . . . , n} : si−1 =bi⇒ si.
• s=b1b2 · · · bn⇒ if and only if ∃s′ : s=b1b2 · · · bn⇒ s′.
• σ ≤ ρ means that σ is a preﬁx of ρ (maybe σ = ρ)
• σ < ρ means that σ is a proper preﬁx of ρ, that is σ ≤ ρ ∧ σ = ρ.
• actions(a1a2 · · · an) = {a1, a2, . . . , an}.
• a↓A = a if a ∈ A, otherwise a↓A = ε.
• (a1a2 · · · an)↓A = (a1↓A) (a2↓A) · · · (an↓A).
• B↓A = { ρ↓A | ρ ∈ B }.
Where necessary, the LTSC in the notations of Deﬁnition 2.2 can be de-
noted by subscripting the single or double arrow heads.
Definition 2.3 Let P = (S,Σ,∆, sˆ,Cut) be an LTSC.
• The set of reachable states of P is
rest(P ) = { s ∈ S | ∃σ ∈ (Σ ∪ {τ})∗ : sˆ−σ→ s }.
• The reachable part of P is repa(P ) = (S ′,Σ,∆′, sˆ,Cut ′), where S ′ = rest(P ),
∆′ = ∆ ∩ (S ′ × (Σ ∪ {τ})× S ′) and Cut′ = Cut ∩ S ′.
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The result of the operator repa is an LTSC.
By clipping an LTSC we mean deleting some parts of it and marking the
corresponding places by cut states. Carving removes cut states (except the
initial state) and their incoming transitions.
Definition 2.4 Let P = (S,Σ,∆, sˆ,Cut) be an LTSC and let Cut2 ⊆ S.
• The clipped part of P is clip(P,Cut2) = (S,Σ,∆′, sˆ,Cut ′), where
· Cut ′ = Cut ∪ Cut2 and
· ∆′ = ∆− (Cut2 × (Σ ∪ {τ})× S) = ∆− (Cut ′ × (Σ ∪ {τ})× S).
• The carved part of P is carve(P ) = (S ′,Σ,∆′, sˆ,Cut ′), where
· S ′ = S − (Cut − {sˆ}),
· ∆′ = ∆ ∩ (S ′ × (Σ ∪ {τ})× S ′) and
· Cut ′ = Cut ∩ {sˆ}.
The results of the operators clip and carve are LTSCs.
Definition 2.5 Let P = (S,Σ,∆, sˆ,Cut ) be an LTSC and A ⊆ Σ∗. Then
• S(P ) = S, Σ(P ) = Σ, ∆(P ) = ∆, sˆ(P ) = sˆ and Cut(P ) = Cut .
• The set of traces of P is Tr(P ) = {σ ∈ Σ∗ | sˆ=σ⇒ }.
• The set of cut traces of P is Ctr(P ) = {σ ∈ Σ∗ | ∃s ∈ Cut : sˆ=σ⇒ s }.
• minimals(A) = {σ ∈ A | ∀ρ ∈ A : ¬(ρ < σ) }.
• The set of minimal cut traces of P is Mctr(P ) = minimals(Ctr(P )).
• The set of extended cut traces of P is
Ctrext(P ) = {σ ∈ Σ∗ | ∃ρ ∈ Mctr(P ) : ρ ≤ σ }.
• The set of noncut-traces of P is Nctr(P ) = Tr(P )− Ctrext(P ).
2.2 Strong bisimilarity of LTSCs
Strong bisimilarity [5] is a relation that is well-suited for comparing LTSCs.
Its deﬁnition uses a binary relation “∼” called strong bisimulation.
Definition 2.6 Let P = (SP ,ΣP ,∆P , sˆP ,CutP ) andQ = (SQ,ΣQ,∆Q, sˆQ,CutQ)
be LTSCs.
• The relation “∼” ⊆ SP ×SQ is a strong bisimulation, if and only if for every
sP , s
′
P ∈ SP and sQ, s′Q ∈ SQ:
· If sP ∼ sQ and (sP , a, s′P ) ∈ ∆P , then there is an s ∈ SQ such that s′P ∼ s
and (sQ, a, s) ∈ ∆Q.
· If sP ∼ sQ and (sQ, a, s′Q) ∈ ∆Q, then there is an s ∈ SP such that s ∼ s′Q
and (sP , a, s) ∈ ∆P .
· If sP ∼ sQ, then sP ∈ CutP ∧ sQ ∈ CutQ or sP /∈ CutP ∧ sQ /∈ CutQ.
• P and Q are strongly bisimilar, denoted P =sb Q, if and only if ΣP = ΣQ,
and there is a strong bisimulation “∼” ⊆ SP × SQ such that sˆP ∼ sˆQ.
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2.3 Action transformers, hiding and renaming
For convenience, we deﬁne a general action transformer operator. We will then
deﬁne the classic hiding and (multiple, i.e. allowing one-to-many) renaming
operators as its special cases.
Definition 2.7 [9] Let A be a set such that τ /∈ A. A binary relation Φ is an
action transformer for A, if and only if it satisﬁes the following conditions:
(i) (τ, τ) ∈ Φ.
(ii) If (τ, a) ∈ Φ, then a = τ .
(iii) { a | a = τ ∧ ∃b : (a, b) ∈ Φ } = A.
Conditions 1 and 2 in Deﬁnition 2.7 state that τ is transformed to τ and
nothing else. Condition 3 requires that the domain of Φ without τ must be A.
Definition 2.8 Let P be an LTSC. A binary relation Φ is an action trans-
former for P if and only if Φ is an action transformer for Σ(P ).
Definition 2.9 Let P = (S,Σ,∆, sˆ,Cut ) be an LTSC; Φ an action trans-
former for P ; n ≥ 0; a, a1, a2, . . . , an ∈ Σ ∪ {τ}; A ⊆ Σ ∪ {τ}; ρ ∈ Σ∗ and
B ⊆ Σ∗. We deﬁne:
• aΦ = { b | (a, b) ∈ Φ }.
• AΦ = { b | ∃a ∈ A : (a, b) ∈ Φ }.
• ∆Φ = { (s, b, s′) | ∃a : (s, a, s′) ∈ ∆ ∧ (a, b) ∈ Φ }.
• (a1a2 · · · an)Φ = { b1b2 · · · bn | ∀i ∈ {1, 2, . . . , n} : (ai, bi) ∈ Φ }.
• The LTSC PΦ is deﬁned as (S,ΣΦ− {τ},∆Φ, sˆ,Cut).
Next we shall deﬁne a projection operator that takes an arbitrary binary
relation and constructs from it an action transformer for a given set. Then we
deﬁne the classic hiding and multiple renaming operators with it.
Definition 2.10 Let P be an LTSC; n ≥ 0; A = {a1, . . . , an}; τ /∈ A;
b1, . . . , bn be any names other than τ ; X any set; and Φ any binary relation.
• Φ↘X = { (a, b) | (a, b) ∈ Φ ∧ a ∈ X − {τ} } ∪
{ (a, a) | a ∈ X ∧ ¬∃b : (a, b) ∈ Φ } ∪ {(τ, τ)}.
• hide A in P = P ({ (a, τ) | a ∈ A }↘Σ(P )).
• P [b1/a1, . . . , bn/an] = P ({(a1, b1), . . . , (an, bn)}↘Σ(P )).
When applied to ordinary LTSs the “hide” and “[· · ·]” deﬁned above re-
duce to the classic “hide” and “[· · ·]” of LTSs.
On the other hand, if we allow inﬁnite lists within the “[· · ·]” notation, the
eﬀect of any action transformer Φ can be obtained with
hide x in P [b1/a1, b2/a2, . . . , x/c1, x/c2, . . .],
where {(a1, b1), (a2, b2), . . .} = { (a, b) | (a, b) ∈ Φ ∧ a = τ = b }, {c1, c2, . . .} =
{ c | (c, τ) ∈ Φ ∧ c = τ } and x = τ and ¬∃a : (a, x) ∈ Φ.
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2.4 Parallel composition
Only the states that are reachable from the initial state are taken into account
in the parallel composition. In the deﬁnition below, this is achieved by using an
auxiliary notion of synchronous product, and deﬁning the parallel composition
to be its reachable part. When applied to ordinary LTSs the “‖” deﬁned below
reduces to the classic “‖” of LTSs. If one or more component processes are
in a cut state, the compound state is a cut state and thus has no outgoing
transitions.
Definition 2.11 Let P1 = (S1,Σ1,∆1, sˆ1,Cut1), . . . , Pn = (Sn,Σn,∆n, sˆn,
Cutn) be LTSCs. Their synchronous product is the LTSC P1× · · · ×Pn = (S,
Σ,∆, sˆ,Cut ), where
• S = S1 × · · · × Sn, Σ = Σ1 ∪ · · · ∪ Σn, and sˆ = 〈sˆ1, . . . , sˆn〉.
• Cut = { 〈s1, . . . , sn〉 ∈ S | ∃i ∈ {1, . . . , n} : si ∈ Cut i }.
• (〈s1, . . . , sn〉, τ, 〈s′1, . . . , s′n〉) ∈ ∆, if and only if 〈s1, . . . , sn〉 /∈ Cut and there
is an i ∈ {1, . . . , n} such that
· (si, τ, s′i) ∈ ∆i and
· s′j = sj whenever j ∈ {1, . . . , n} ∧ j = i.
• (〈s1, . . . , sn〉, a, 〈s′1, . . . , s′n〉) ∈ ∆ where a ∈ Σ, if and only if 〈s1, . . . , sn〉 /∈
Cut and for every i ∈ {1, . . . , n}, either
· a ∈ Σi and (si, a, s′i) ∈ ∆i or
· a /∈ Σi and s′i = si.
• ∆ contains no elements other than those generated by the above two rules.
Their parallel composition is the LTSC P1 || · · · || Pn = repa(P1 × · · · × Pn).
Many other commonly used parallel composition operators can be con-
structed from “‖”, multiple renaming and hiding, as was discussed in [9, Sec-
tion 2.7], for instance.
3 Two Cut State -Related Precongruences
In this section we deﬁne two precongruences that will be used in proving the
correctness of our method.
Definition 3.1 Let P = (SP , ΣP , ∆P , sˆP , CutP ) and Q = (SQ, ΣQ, ∆Q, sˆQ,
CutQ) be LTSCs. P ≤CB1 Q if and only if ΣP = ΣQ and there is a relation
“∼” ⊆ SP ×SQ such that sˆP ∼ sˆQ, and for every sP , s′P ∈ SP and sQ, s′Q ∈ SQ
such that sP ∼ sQ:
(i) If sP ∈ CutP , then sQ ∈ CutQ.
(ii) If sP −a→P s′P , then sQ ∈ CutQ or SQ contains an s such that
sQ −a→Q s and s′P ∼ s.
(iii) If sQ−a→Q s′Q, then SP contains an s such that sP −a→P s and s ∼ s′Q.
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The meaning of “∼” for “≤CB1” is illustrated in Figure 1. The rela-
tion “≤CB1” captures the eﬀect of the clip operator of Deﬁnition 2.4 (see
Lemma 3.3). It is a special case of the prebisimulation preorder in [1] with
the roles of P and Q swapped. To make this paper self-contained and be-
cause of some diﬀerences in our formal framework compared to [1], we list the
properties of “≤CB1”.
Lemma 3.2 The relation “≤CB1” is a preorder (that is, reflexive and transi-
tive).
Lemma 3.2 can be proven by ﬁrst choosing a reﬂexive relation that satisﬁes
the conditions for “≤CB1”, and then doing the same with transitivity. The next
lemma follows straightforwardly from Deﬁnitions 2.4, 3.1 and 2.6.
Lemma 3.3 Let P and Q be LTSCs and C ⊆ S(P ). Then
• P ≤CB1 clip(P,C).
• P ≤CB1 Q ∧ Cut(repa(Q)) = ∅ ⇒ P =sb Q.
Lemma 3.4 The relation “≤CB1” is monotonic with respect to “‖”.
Proof. Let P1 = (S1,Σ1,∆1, sˆ1,Cut1), . . . , Pn = (Sn,Σn,∆n, sˆn,Cutn), P
′
1 =
(S ′1,Σ
′
1,∆
′
1, sˆ
′
1,Cut
′
1), . . . , P
′
n = (S
′
n,Σ
′
n,∆
′
n, sˆ
′
n,Cut
′
n) be LTSCs such that P1
≤CB1 P ′1 ∧ · · · ∧ Pn ≤CB1 P ′n. Then there are relations “∼1” ⊆ S1 × S ′1, . . . ,
“∼n” ⊆ Sn × S ′n satisfying the conditions for the relation in the deﬁnition of
“≤CB1”.
Let P = (S,Σ,∆, sˆ,Cut ) = P1 ‖ · · · ‖ Pn and P ′ = (S ′,Σ′,∆′, sˆ′,Cut ′) =
P ′1 ‖ · · · ‖ P ′n. Σ = Σ1 ∪ · · · ∪Σn = Σ′1 ∪ · · · ∪Σ′n, because Pi ≤CB1 P ′i implies
Σi = Σ
′
i, for all i ∈ {1, . . . , n}.
Let us choose the relation “∼” ∈ S × S ′ such that 〈s1, . . . , sn〉 ∼ 〈s′1, . . . ,
s′n〉 if and only if s1 ∼1 s′1 ∧ · · · ∧ sn ∼n s′n. For the initial states it holds
that 〈sˆ1, . . . , sˆn〉 ∼ 〈sˆ′1, . . . , sˆ′n〉, since sˆ1 ∼1 sˆ′1 ∧ · · · ∧ sˆn ∼n sˆ′n. Let 〈s1, . . . ,
sn〉 ∼ 〈s′1, . . . , s′n〉.
sP ✐?
sQ ⇒ sP sQ
✐sP
✐?s
′
P
❄
a
✐?
sQ
⇒
✐sP
✐?s
′
P
❄
a
sQ
or
✐sP
✐?s
′
P
❄
a
✐sQ
✐? s
❄
a
✐sP ✐sQ
✐?
s′Q❄
a ⇒
✐sP
✐?s
❄
a
✐sQ
✐? s
′
Q
❄
a
Fig. 1. The relation “∼” in the deﬁnition of “≤CB1”. Black states are cut states,
white states are not, and states with question marks may be either.
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(i) If 〈s1, . . . , sn〉 ∈ Cut then there exists an i ∈ {1, . . . , n} such that si ∈
Cut i. Because si ∼i s′i, also s′i ∈ Cut ′i. So 〈s′1, . . . , s′n〉 ∈ Cut ′.
(ii) Let 〈s21, . . . , s2n〉 ∈ S and 〈s1, . . . , sn〉 −a→ 〈s21, . . . , s2n〉. Let us examine
processes Pi and P
′
i , where i ∈ {1, . . . , n}:
• If Pi participates in the execution of the transition then si −a→i s2i .
Because si ∼i s′i we have s′i ∈ Cut ′i or there exists a state s′2i ∈ S ′i such
that s′i −a→′i s′2i and s2i ∼i s′2i .
• On the other hand, if Pi does not participate in the transition, it holds
that s2i = si. Because si ∼i s′i, by choosing s′2i = s′i we get s2i ∼i s′2i .
Thus 〈s′1, . . . , s′n〉 ∈ Cut ′ or 〈s′1, . . . , s′n〉−a→′ 〈s′21 , . . . , s′2n 〉∧〈s21, . . . , s2n〉 ∼
〈s′21 , . . . , s′2n 〉.
(iii) Like case 2 but in opposite direction and without cut states.
✷
Lemma 3.5 The relation “≤CB1” is monotonic with respect to “Φ”.
Proof. Let P = (SP ,ΣP ,∆P , sˆP ,CutP ) and Q = (SQ,ΣQ,∆Q, sˆQ,CutQ) be
LTSCs such that P ≤CB1 Q. Let Φ be an action transformer for P . Then there
exists a relation “∼” ⊆ SP × SQ satisfying the conditions for the relation in
the deﬁnition of “≤CB1”.
Let P ′ = PΦ = (S ′P ,Σ
′
P ,∆
′
P , sˆ
′
P ,Cut
′
P ) and Q
′ = QΦ = (S ′Q,Σ
′
Q,∆
′
Q, sˆ
′
Q,
Cut ′Q). Σ
′
P = Σ
′
Q, because P ≤CB1 Q implies ΣP = ΣQ.
By the deﬁnition of Φ, we have S ′P = SP , sˆ
′
P = sˆP and Cut
′
P = CutP , and
similarly with Q. We choose “∼′” ⊆ S ′P × S ′Q such that “∼′” = “∼”. Then
clearly sˆ′P ∼′ sˆ′Q. Assume now that s′P ∼ s′Q.
(i) If s′P ∈ Cut ′P ⇒ sP ∈ CutP ⇒ sQ ∈ CutQ ⇒ s′Q ∈ Cut ′Q.
(ii) Let s′2P ∈ S ′P such that s′P −b→′P s′2P . Then ∃a : (a, b) ∈ Φ∧sP −a→P s2P .
Because sP ∼ sQ it follows that sQ ∈ CutQ ⇒ s′Q ∈ Cut ′Q, or SQ contains
an s2Q such that sQ −a→Q s2Q ⇒ s′Q −b→′Q s′2Q.
(iii) Like case 2 but in opposite direction and without cut states.
✷
Theorem 3.6 The relation “≤CB1” is a precongruence with respect to the
operators parallel composition, hiding, multiple renaming and action trans-
former.
Proof. According to Lemmata 3.2, 3.4 and 3.5, the relation “≤CB1” is a pre-
order and monotonic with respect to parallel composition and action trans-
formers. And according to Deﬁnition 2.10 hiding and multiple renaming are
special cases of action transformers. ✷
Definition 3.7 Let P = (SP , ΣP , ∆P , sˆP , CutP ) and Q = (SQ, ΣQ, ∆Q, sˆQ,
CutQ) be LTSCs with cut states. P ≤CB2 Q if and only if ΣP = ΣQ and there
is a relation “∼” ⊆ SP × SQ such that sˆP ∼ sˆQ, and for every sP , s′P ∈ SP
and sQ, s
′
Q ∈ SQ such that sP ∼ sQ:
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(i) sP ∈ CutP ⇔ sQ ∈ CutQ.
(ii) If sP −a→P s′P , then SQ contains an s such that sQ−a→Q s and s′P ∼ s.
(iii) If sQ−a→Q s′Q, then s′Q ∈ CutQ (yes, s′Q!) or SP contains an s such that
sP −a→P s and s ∼ s′Q.
Theorem 3.8 The relation “≤CB2” is a precongruence with respect to parallel
composition, hiding, multiple renaming and action transformer.
Proof. Like the proof of Theorem 3.6. ✷
Lemma 3.9 Let P and Q be LTSCs. Then
• carve(P ) ≤CB2 P .
• P ≤CB2 Q ∧ Cut(repa(Q)) = ∅ ⇒ P =sb Q.
Proof. Follows straightforwardly from Deﬁnitions 2.4, 3.7 and 2.6. ✷
4 Verification with Cut States
Suppose that we want to analyse or verify the behaviour of a system that is
composed of ordinary LTSs with the hiding, (multiple) renaming and parallel
composition operators. The system is thus Sys = f(P1, P2, . . . , Pn), where
each Pi = (Si,Σi,∆i, sˆi, ∅) is an LTSC with Cut(Pi) = ∅. In this section
we show how cut states can help in reducing the size of the state space of
Sys without invalidating the veriﬁcation results. We will demonstrate that
although full beneﬁt is obtained only with appropriate tool support, cut states
can be of some help even if the available veriﬁcation tools know nothing of
them.
4.1 Adding cut states to the model
The main idea is to use cut states to mark states of the component LTSs
Pi that should not be reached or are believed not to be reached during the
execution of Sys . For instance, Figure 2 presents an LTSC model of a counter
that in principle should be unbounded, but is used in an environment where
it is never given a bigger value than three. Alternatively, it can be thought
of as a model of a two-bit counter whose overﬂows are considered errors that
should be caught during veriﬁcation. Cut states can also be used to mark
situations where a lift has driven past the topmost ﬂoor of the building, a
protocol process has received an unexpected message, division by zero has
been attempted, etc. These kinds of applications are numerous.
❣ ❣ ❣ ❣ ✇
inc inc inc inc
dec

dec

dec

❅❘
Counter
❖
is0
❖
ispos
❖
ispos
❖
ispos
Fig. 2. A counter with a cut state.
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Please notice an important diﬀerence between the use of cut states and
ordinary on-the-ﬂy veriﬁcation of safety properties: in the latter, the con-
struction of the state space is stopped and an error is declared when the
system reaches an error detection state. With cut states, the construction of
the state space is not completely stopped, only the future of the global state in
question is left uninvestigated (see Deﬁnition 2.11). This diﬀerence is crucial
in compositional LTS(C) construction, since intermediate LTSCs may legally
contain cut states that become unreachable when the system is put together.
The interface specifications of [2] are yet another possible application of
cut states. An interface speciﬁcation is an advanced means by which the
user of a veriﬁcation tool can present a guess about the behaviour of the
system. During compositional LTS construction, the tool takes advantage of
the guess to reduce the number of states, sometimes dramatically. If the guess
is correct, the resulting LTS is what would have been obtained without the
interface speciﬁcation. Otherwise, the fact that the guess is incorrect can be
seen from the LTS, in which case the LTS cannot be used for veriﬁcation.
To present the interface speciﬁcation method, [2] relied on the theory of
partially deﬁned processes and the so-called observation equivalence seman-
tics [5]. This left open the precise details of how the method can be applied
to other semantics. It is intuitively clear that it must be possible, but it is not
at all obvious how the theory in [2] can be carried to a diﬀerent semantics.
The method can also be based on cut states and the theory presented in
this paper. As we shall see in the next subsection, our theory is immediately
applicable to many diﬀerent semantics and tool environments.
Definition 4.1 An LTSC I is an interface specification for the parallel com-
position P1 ‖ · · · ‖ Pn, if and only if it has the following properties:
(i) Σ(I) ⊆ Σ(P1) ∪ · · · ∪ Σ(Pn).
(ii) ∀s ∈ rest(I) : ¬(s−τ→I ).
(iii) ∀s ∈ rest(I)− Cut(I) : ∀a ∈ Σ(I) : s−a→I .
I is added as an extra process to the parallel composition, yielding P1 ‖
· · · ‖ Pn ‖ I. The third condition implies that as long as I is not in a cut state,
it does not restrict the behaviour of P1 ‖ · · · ‖ Pn. Furthermore, because of
the ﬁrst two conditions, I does not add any transitions to the behaviour.
Theorem 4.2 If I is an interface specification for P1 ‖ · · · ‖ Pn, then
P1 ‖ · · · ‖ Pn ≤CB1 P1 ‖ · · · ‖ Pn ‖ I.
Proof. The relation 〈s1, . . . , sn〉 ∼ 〈s′1, . . . , s′n, s〉 ⇔ ∀i ∈ {1, . . . , n} : si = s′i
satisﬁes the conditions for the relation in the deﬁnition of “≤CB1” (Deﬁni-
tion 3.1). ✷
One can think of I as having been obtained by adding cut states Cut ⊆
S(J) to a hypothetical process J that just sits next to P1 ‖ · · · ‖ Pn and
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observes its behaviour without aﬀecting it in any way or adding anything to
it. Such a J is an interface speciﬁcation with Cut(J) = ∅. Then P1 ‖ · · · ‖
Pn =sb P1 ‖ · · · ‖ Pn ‖ J , and I = repa(clip(J,Cut)).
An example of the use of interface processes that are implemented with cut
states was presented in [9]. There compositional LTS construction, interface
processes, and induction together made it possible to analyse a demand-driven
token-ring mutual exclusion system for all possible sizes of the system with a
ﬁnite (and even reasonably small) amount of work.
4.2 Cut states in compositional LTS construction
Intermediate LTSCs may now contain cut states. Therefore, to avoid incorrect
veriﬁcation results, cut states must be given a theoretically sound meaning,
the reduction and composition tools must respect this meaning, and a theorem
that states that the results are correct should be proven. This has been done
for a number of diﬀerent process semantics; for instance, in [2] it was done for
weak bisimilarity, and in [3] for certain semantics that are based on the notion
of stable failures. However, doing that for one semantics at a time is clumsy.
In the rest of this subsection we do it in a generic way.
The following predicate tells whether a process can reach a cut state. It
suﬃces to look at the minimal cut traces (Deﬁnition 2.5).
Definition 4.3 Let P be an LTSC. Then pruned(P )⇔ (Mctr(P ) = ∅).
An equivalence that preserves the pruned property with respect to parallel
composition needs information of both cut traces and ordinary traces. It turns
out that it needs to keep track of only the minimal cut traces and noncut-
traces.
Definition 4.4 Let P and Q be LTSCs. P and Q are up-to-cut equivalent,
denoted P =utc Q if and only if Σ(P ) = Σ(Q) ∧ Mctr(P ) = Mctr(Q) ∧
Nctr(P ) = Nctr(Q).
By using similar techniques as in [6], we prove that “=utc” is exactly the
equivalence we need. The following proposition can be checked from the deﬁ-
nitions.
Proposition 4.5 Let P and Q be LTSCs and Φ an action transformer for P .
Let also Σ = Σ(P ) ∪ Σ(Q) and Σ′ = Σ(P )Φ− {τ}. Then
• Mctr(PΦ) = minimals({σ ∈ Σ′∗ | ∃ρ ∈ Mctr(P ) : σ ∈ (ρΦ)↓Σ′ }).
• Ctrext(PΦ) = {σ ∈ Σ′∗ | ∃γ ∈ Mctr(PΦ) : γ ≤ σ }.
• Nctr(PΦ) = {σ ∈ Σ′∗ | ∃ρ ∈ Nctr(P ) : σ ∈ (ρΦ)↓Σ′ } − Ctrext(PΦ).
• Mctr(P ‖ Q) = minimals({ σ ∈ Σ∗ |
σ↓Σ(P ) ∈ Mctr(P ) ∧ σ↓Σ(Q) ∈ Nctr(Q) ∨
σ↓Σ(P ) ∈ Mctr(P ) ∧ σ↓Σ(Q) ∈ Mctr(Q) ∨
σ↓Σ(P ) ∈ Nctr(P ) ∧ σ↓Σ(Q) ∈ Mctr(Q) }).
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• Nctr(P ‖ Q) = {σ ∈ Σ∗ | σ↓Σ(P ) ∈ Nctr(P ) ∧ σ↓Σ(Q) ∈ Nctr(Q) }.
Because each of the above sets for both action transformer and parallel
combination can be written as functions of the corresponding basic sets, we
can conclude that “=utc” is a congruence with respect to these operators.
In the following propositions P and Q are LTSCs with a common alphabet
Σ. Processes Test1 and Test2 are presented in Figure 3, and n ≥ 0.
Proposition 4.6 Let “” be a congruence with respect to “‖” such that P 
Q implies pruned(P ) = pruned(Q). Then P  Q implies Mctr(P ) = Mctr(Q).
Proof. Let σ = a1 · · · an ∈ Mctr(P ). Let Σ(Test1) = Σ. Now pruned(Test1 ‖
P ) = True. By the congruence property pruned(Test1 ‖ Q) = True. There
must be a ρ ≤ σ such that ρ ∈ Mctr(Q). Similarly, we can reason that
there is a σ′ ≤ ρ such that σ′ ∈ Mctr(P ). So it must be σ′ = σ = ρ and
Mctr(P ) = Mctr(Q). ✷
Proposition 4.7 Let “” be a congruence with respect to “‖” such that P 
Q implies pruned(P ) = pruned(Q). Then P  Q implies Nctr(P ) = Nctr(Q).
Proof. Let σ = a1 · · · an ∈ Nctr(P ). Let Σ(Test2) = Σ ∪ {anew}, where
anew /∈ Σ. Now pruned(Test2 ‖ P ) = True. By the congruence property also
pruned(Test2 ‖ Q) = True. So there must be ρ ≤ σ such that ρ ∈ Mctr(Q)
or σ ∈ Nctr(Q). Because of Proposition 4.6, in the former case there should
be ρ ≤ σ such that ρ ∈ Mctr(P ), contradicting σ ∈ Nctr(P ). So the latter
case must be true. So σ ∈ Nctr(Q) and Nctr(P ) ⊆ Nctr(Q). By symmetry,
Nctr(Q) ⊆ Nctr(P ). ✷
Theorem 4.8 The relation “=utc” is the weakest congruence with respect to
the operators parallel composition, hiding and multiple renaming that preserves
the property “the system can reach a cut state”.
Proof. In Proposition 4.5 we proved that “=utc” is a congruence with respect
to parallel composition and action transformers. In Propositions 4.6 and 4.7
we proved that any congruence that preserves the property “the system can
reach a cut state” must preserve the minimal cut traces and non-cut traces of
the system. And thus implies the “=utc”-equivalence. ✷
For each i ∈ {1, . . . , n}, let Cut i ⊆ Si and P ′i = repa(clip(Pi,Cut i)). For
instance, Pi may be the inﬁnite LTS that represents an unbounded counter,
Cut i may be the singleton set that contains the state where the counter has
value 4, and P ′i is then the LTSC in Figure 2. As another example, Pi may
be the J and P ′i the I of Section 4.1.
❣ ❣ ❣❅❘
Test1
✲a1 ✲a2 . . . ✲an ❣ ❣ ❣ ✇❅❘
Test2
✲a1 ✲a2 . . . ✲an ✲anew
Fig. 3. Test processes used in proofs. The black state is a cut state.
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We say that compositional LTSC construction tools support up-to-cut se-
mantics, if R′ =utc Sys ′, whenever Sys ′ = f(P ′1, . . . , P
′
n) where f and P
′
1 to P
′
n
are as above, and R′ is a reduced LTSC of Sys ′ constructed with the tools in
question. Thanks to Theorem 4.8, this is the weakest possible condition that
can be used in a compositional framework, and that preserves the answer to
the question “is pruned(Sys ′) = True”.
We can now proceed in several diﬀerent ways depending on the available
tool support. Let us ﬁrst assume that we have compositional LTSC construc-
tion tools that support up-to-cut semantics, and other compositional LTS
construction tools that support our favourite semantics (weak bisimilarity,
branching bisimilarity, CSP, etc.) but know nothing of cut states. We make
only one, very weak assumption about our favourite semantics, namely that
if P =sb Q where P and Q are LTSs, then P and Q are equivalent also ac-
cording to our semantics. Now we can compute the above R′ with the ﬁrst
set of tools and check whether pruned(Sys ′) = False by checking whether
pruned(R′) = False.
If it is not, then we know that at least one of the unexpected or error situ-
ations which were marked with the cut states can actually occur. In the oppo-
site case, we continue by constructing P ′′i = carve(P
′
i ) for each i ∈ {1, . . . , n}.
Each P ′′i is an ordinary LTS (i.e., it has no cut states), because otherwise the
initial state of P ′i and thus also of R
′ would be a cut state. Therefore, we
can apply the second set of tools on them and compute a reduced LTS R′′ of
f(P ′′1 , . . . , P
′′
n ).
Because the P ′i is the same as or smaller than the Pi and the P
′′
i is the
same or smaller still, the amount of work needed in the computation of R′ and
R′′ can be much less than the amount of work needed to construct a reduced
LTS for Sys in the usual way. In particular, powerful LTSC reductions can be
applied during the computation of R′, because up-to-cut semantics is a very
weak semantics. Even so, the following theorem implies that R′′ can be used
for the veriﬁcation of Sys according to our favourite semantics.
Theorem 4.9 Let Pi, P
′
i , P
′′
i (1 ≤ i ≤ n) and f be as above. If ¬pruned(f(P ′1,
. . . , P ′n)), then f(P1, . . . , Pn) =sb f(P
′
1, . . . , P
′
n) =sb f(P
′′
1 , . . . , P
′′
n ).
Proof. The deﬁnitions imply that ∀ i ∈ {1, . . . , n} : Pi ≤CB1 P ′i ∧P ′′i ≤CB2 P ′i .
Because “≤CB1” and “≤CB2” are precongruences, we have f(P1, . . . , Pn) ≤CB1
f(P ′1, . . . , P
′
n) and f(P
′′
1 , . . . , P
′′
n ) ≤CB2 f(P ′1, . . . , P ′n). Since pruned(f(P ′1, . . . ,
P ′n)) = False, Lemmata 3.3 and 3.9 imply immediately that f(P1, . . . , Pn) =sb
f(P ′1, . . . , P
′
n) =sb f(P
′′
1 , . . . , P
′′
n ). ✷
Many abstract semantics that contain the notion of cut states in one form
or another have been developed; see [3] for a survey. Thus it may be that
our favourite semantics and tools do support up-to-cut semantics. Then it
suﬃces to construct only one reduced LTSC, namely that of f(P ′1, . . . , P
′
n). If
it contains no cut states, then it is valid as the R′′ of the above method.
It may also be the case that no tool that supports cut states is available.
136
Kangas and Valmari
Then one can introduce n new action names cut1 to cutn. They are used
for marking the intended cut states s of each Pi, by adding the transition
(s, cut i, s).
Definition 4.10 Let P = (S,Σ,∆, sˆ) be an LTS and Cut ⊆ S.
• The cut-state marked LTSC of P is repa(clip(P,Cut)).
• The cut-action marked LTS of P is
(S,Σ ∪ {cut},∆ ∪ { (s, cut , s) | s ∈ Cut }, sˆ), where cut /∈ Σ.
By marking the prunings with cut actions instead of cut states it is possible
to check the pruned property using ordinary LTSs instead of LTSCs.
Theorem 4.11 Let P1, . . . , Pn be LTSs, P
′
i be the cut-state marked LTSC
and P¯ ′i be the cut-action marked LTS of Pi, cut i /∈ Σ(Pi) and cut i is not
hidden, renamed, produced by renaming, or used for synchronisation for any
i ∈ {1, . . . , n} in function f . Then
σ ∈ Ctr(f(P ′1, . . . , P ′n)) if and only if ∀i ∈ {1, . . . , n} : cut i /∈ actions(σ) and
∃i ∈ {1, . . . , n} : (σcut i) ∈ Tr(f(P¯ ′1, . . . P¯ ′n)).
Proof. Let us denote Q = f(P ′1, . . . , P
′
n) and Q¯ = f(P¯
′
1, . . . P¯
′
n).
“⇒”: Because of the requirements of f for each cut i, σ ∈ Ctr(Q) implies
that ∀i ∈ {1, . . . , n} : cut i /∈ actions(σ). Furthermore, s ∈ Cut(Q) such that
sˆ(Q)=σ⇒Qs. Because of Deﬁnition 4.10 also sˆ(Q¯)=σ⇒Q¯s. Since s ∈ Cut(Q),
at least one of the substates of s must be a cut state. Let it be si ∈ S(P ′i ).
Now si −cuti→P¯ ′i si, implying s−cuti→Q¯ s and (σcut i) ∈ Tr(Q¯).
“⇐”: If ∀i ∈ {1, . . . , n} : cut i /∈ actions(σ) ∧ (σcut i) ∈ Tr(Q¯), then
∃s ∈ S(Q¯) : sˆ(Q¯) =σ⇒Q¯ s ∧ s −cut i→Q¯ s. This implies s ∈ Cut(Q) and
sˆ(Q) =σ⇒Q s. This implies σ ∈ Ctr(Q). ✷
This makes it possible to construct a replacement R¯′ for R′ with any tool
that preserves the standard trace semantics, albeit without the full power of
cut states to reduce the amount of work is then not obtained. Some of the
lost power may be regained by investigating each intermediate LTS during the
compositional construction, and removing from it each transition that starts
from a state that has an adjacent cut i-transition, but is not itself a cut i-
transition. A separate tool for doing this is easy to build without impacting
the existing tools.
4.3 Marking limits of the validity of a model
Often the state space of a system is too big despite the use of methods for
alleviating state explosion. In this case one can obtain incomplete results by
artiﬁcially pruning the state space to a manageable size and analysing the
result.
Let P = f(P1, . . . , Pn) and Q = g(Q1, . . . , Qm) be processes. If one wants
to compare them to each other in this situation, it is important that either
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their behaviours are pruned in the same way, or that the veriﬁcation tool knows
which aspects of the behaviour are “real” and which are artifacts caused by
the pruning. Otherwise the tool may give false error alarms. Let “≤” denote
the semantic relation according to which P should be compared to Q. One
way of ensuring that P and Q are pruned in the same way is to implement the
pruning as parallel composition with the same “restrictor” process R. That
is, if P ≤ Q is too expensive to check, P ||R ≤ Q||R is checked instead. Since
we are using compositional LTS construction, “≤” must be a precongruence.
A negative answer guarantees that P ≤ Q, and a positive answer leaves the
issue open.
This method can be used with ordinary LTSs. However, cut states oﬀer
two advantages: they tell both the tool and the human reader of the results
which aspects of the behaviour are “real” (it is another story if they can use
that information), and they can be used to ﬁne-tune the pruning. Consider
an execution of P that generates the sequence P −τ ∗a1τ ∗ · · · τ ∗an−1τ ∗an→ ,
where each τ ∗ denotes an arbitrary ﬁnite sequence consisting of τs, and each
ai is visible. Consider the question whether P can deadlock after executing
the trace a1 · · · an−2.
Without cut states, the restrictor can prune the behaviour immediately
before an−1, making it impossible to distinguish a real deadlock from the
situation where P can continue only with an−1; or immediately before an,
resulting in the construction of many unnecessary states. With cut states it
is also possible to prune the behaviour immediately after an−1, thus making
the deadlock detectable without introducing many extra states.
For example, in Figure 4 the behaviour of P is restricted to allow at most
one execution of a. There are two deadlocks in P ‖ R, but there is no way to
see which one is real, if any. In P ‖ Rca the limits created by the restrictor are
indicated by cut-loops and in P ‖ Rcs by cut states. Now the real deadlock
stands out clearly. Indeed, P ‖ Rcs is much smaller than P ‖ Rca .
❣ ❣ ❣
❣ ❣ ❣
❣
❅❘
P
✲a ✲a
✲a ✲a❄
b
❄
b
❄
b
❅❅❘
τ
❄
τ
❣
❣
❅❘
R
❄
a
❣ ❣ ❣❅❘
Rca
✲a ✲a ✠
cut
❣ ❣ ✇❅❘
Rcs
✲a ✲a
❣ ❣
❣ ❣
❣
❅❘
P ‖ R
✲
a
✲a❄
b
❄
b
❅❅❘
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❣ ❣ ❣
❣ ❣ ❣
❣
❣❣
❅❘
P ‖ Rca
✲a
✲a
✲a
✲a❄
b
❄
b
❄
b
❅❅❘
τ
❄
τ
✛b
✠
cut
✠
cut
✠
cut
❄
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❣ ❣ ✇
❣ ❣ ✇
❣
❅❘
P ‖ Rcs
✲a
✲a
✲a
✲a❄
b
❄
b
❅❅❘
τ
Fig. 4. Examples of results of using restrictor processes. Black states are cut states.
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5 Conclusions
We added “the undeﬁned” to labelled transition systems in the form of cut
states, and extended the deﬁnitions of strong bisimilarity, hiding, renaming
and parallel composition to cater for them. We stated and proved the weakest
possible condition that guarantees that an abstract semantic congruence is
compatible with cut states. We proved a theorem that makes it possible to
use cut states in veriﬁcation with any compositional semantics that is implied
by strong bisimilarity. We discussed the use of cut states at various levels of
tool support and proved a theorem that makes it possible to use the idea of
cut states in a situation where the tools do not support them at all.
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