HYGARCH model is basically used to model long-range dependence in volatility. We propose Markov switch smooth-transition HYGARCH model, where the volatility in each state is a time-dependent convex combination of GARCH and FIGARCH. This model provides a flexible structure to capture different levels of volatilities and also short and long memory effects. The necessary and sufficient condition for the asymptotic stability is derived. Forecast of conditional variance is studied by using all past information through a parsimonious way.
autocorrelation functions (ACFs) of the ARCH and GARCH models decay exponentially, and cannot produce long-range dependence. Baillie et al. [5] proposed FIGARCH model to capture long-range dependence that possesses hyperbolic decay of ACF but has infinite variance which limits its application. Davidson [12] proposed HYGARCH model, where the conditional variance is a convex combination of the conditional variances of GARCH and FIGARCH models. The ACF of HYGARCH model decays hyperbolically. So HYGARCH models capture long-range dependence but have finite variance under some conditions and have shown good performance in modeling long-range dependence in financial time series (Davidson [12] , Tang and Shich [33] and Niguez and Rubia [29] ).
In many financial time series there exist some time-varying structures of volatility which change over time. Markov switching (MS) models allow sudden changes in the volatility. Different variants of the MS models were proposed for GARCH models (see Cai [9] , Hamilton and Susmel [20] , Gray [18] , Klaassen [22] , Haas et al. [19] and Marcuscci [27] ). The stationary conditions for some of these models were investigated in the work of Abramson and Cohen [1] .
Bauwens et al. [6] presented sufficient conditions for the geometric ergodicity and existence of moments of MS-GARCH model.
Smooth-transition (ST) models allow a continuum of changes between two extreme regimes
which are associated with the extreme values of transition function. The ST weights are continuous functions that are bonded between two limits. Transition between regimes is imposed by the preceding observations. Logistic transition functions are the most popular ones in these studies.
For a review on ST models, refer to Granger and Teräsvirta [17] , Teräsvirta [34] , Gonzales-Rivera [16] , Lubrano [26] , Amado and Teräsvirta [3] .
Value-at-risk (VaR) is a useful measure for quantifying the risk and is used as a regulatory tool. The observed VaR of models must neither overestimates nor underestimates the true VaR (for more details, see Jorbin [21] , Dowd [13] , Brooks and Persand [8] ). As VaR depends directly on the volatility, the forecasts from various volatility models are evaluated and compared on the basis of how well they forecast VaR. Hence, some statistical hypothesis testing is performed to test whether the VaR forecasts by competing models display the required theoretical properties (Zhang and Nadarajah [36] ).
Current authors ( [28] ) studied smooth transition HYGARCH (ST-HYGARCH) model, where the volatility is stated as some smooth transition of GARCH and FIGARCH. Their model allows smooth transition of volatilities between long and short memory effects. In this paper, we impose Markov switch smooth transition HYGARCH (MSST-HYGARCH) model where allow each state consist of a ST-HYGARCH model with time-dependent logistic weight function. This model has the potential to switch between different levels of volatility and creates dynamic memory in each state to react to different shocks. The ST-HYGARCH model is a special case when there exists just one state. We derive a necessary and sufficient asymptotic stability condition.
A dynamic time-dependent relation for forecasting conditional variance is obtained . Due to the recursive structure of conditional variance in MSST-HYGARCH models, the path-dependence problem occurs. This means the maximum likelihood (ML) estimation needs to integrate all hidden states, which is infeasible. So Bayesian estimation according to the Markov chain Monte Carlo (MCMC) algorithm is implemented to overcome the estimation problem. The advantages of the Bayesian estimation can be stated as follows: the local maxima is prevented, the information of the uncertain parameters can be achieved via joint posterior distribution, and required constraints on the model parameters can be imposed on prior distributions. Some statistical hypothesis testing is provided to evaluate the VaR accuracy for proposed model. The theoretical results are examined via simulation. We consider some periods of S &P 500 indices as real data to show the competitive behavior of MSST-HYGARCH model in compare to HYGARCH and ST-HYGARCH based on volatility and VaR forecasting.
The paper organized as follows. The MSST-HYGARCH model is defined in Section 2.
Section 3 is devoted to the investigation of model stability. In Section 4, we obtain the forecasting conditional variance. Estimation of the parameters is followed in Section 5. The VaR and its statistical accuracy are provided in Section 6. Section 7 is dedicated to simulation studies. The performance of the model for the empirical data of S &P 500 indices is reported in Section 8.
The model

HYGARCH Model
Let {y t } follows a HYGARCH model as
where B is the back-shift operator, γ > 0, λ, δ, w ≥ 0, and the sequence { t } consist of iid random variables with mean 0 and variance 1.
in which 0 < d < 1. Let Υ t−1 be the information up to t-1 then V ar(y t |Υ t−1 ) = h t . One can easily verify that h t might be written as
and so we have
where
is the conditional variance of the GARCH(1,1) and
is the one of the FIGARCH(1,d,1), where α 0 = γ, α 1 = λ, α 2 = (δ − λ), β 0 = γ, β 1 = λ and β 2 = δ . In this model the conditional variance, h t , is a convex combination of h 1,t and h 2,t with fixed weights. By allowing that the weights and parameters to be time dependent we provide a more flexible model for describing the volatilities.
Smooth Transition HYGARCH model
Let {y t } follows the ST-HYGARCH model as
and w t = exp(−γy t−1 ) 1 + exp(−γy t−1 ) (2.8)
(1 − B) d is defined as in (2.1).
The Markov Switch Smooth Transition HYGARCH Model
Let {y t } follows the MSST-HYGARCH model as
where{ t } are iid standard normal variables and are independent of {Z t }. The {Z t } is a Markov chain which identify the state at time t as z t = 1, 2, ..., m. Also the transition probability matrix P = ||p rs || m×m where p rs = p(Z t = s|Z t−1 = r) r, s = 1, 2, ..., m, with stationary probabilities
The conditional variance in state j, h t,j , j = 1, 2, ..., m is given with
where In each state, the conditional variance is a time-dependent convex combination of GARCH (1, 1) and FIGARCH (1,d j ,1) conditional variances. The states can be considered for different levels of volatilities. For two states, one can be considered for low and the other for high volatility. As y t−1 tends to −∞, w t approaches one. So, at time t, the MSST-HYGARCH model tends to the MS-FIGARCH model. Also, as y t−1 tends to ∞, w t approaches zero and the MSST-HYGARCH model tends to the MS-GARCH model at time t.
Stability
Stability of the model which refers to the asymptotic finiteness of the variance of the series can be imposed by considering some conditions to guarantee the asymptotic boundedness of unconditional second moment. Following Abramson and Cohen [1] the unconditional second moment is calculated as
and so
where E t (.) denotes the conditional expectation with respect to the information up to time t.
we denote E(.|Z t = z t ) and p(.|Z t = z t ) by E(.|z t ) and p(.|z t ) respectively. By rewriting (2.12)
as:
we have that
and using the fact that 0 < w t,j < 1 we have the following bounds for terms (I) − (V ) in (3.3):
The term E t−1 (y 2 t−i |z t ) for i = 1, 2, ... can be evaluated as:
Using the fact that the expected value of y 2 t−i is independent of any future state we get
and also
By replacing the results obtained in (3.4)-(3.7) in (3.3) we obtain the following bound for
Using Bayes rule
where P i is i-th power of the transition probability matrix.
.., m be a square matrix with elements
be a 4m − by − 4m block matrix where 0 m is a square matrix of zeros. Also I m andṗ represent respectively the identity matrix and the transpose of the transition matrix. Then a recursive vector form of (3.8) is obtained as:
with some initial conditionsH −1 .
denotes the spectral radius of a matrix, then the next theorem expresses the stability condition of the MSST-HYGARCH model. Proof: Let the recursive inequality (3.9) be written as
Using the matrix convergence theorem (Lancaster and Tismenetsky [25] ), if ϑ(Q) < 1 then Q t is convergence to zero as t → ∞ and if matrix (I −Q) is invertible then
The asymptotic behavior of the unconditional second moment is bounded with
when ϑ(Q) ≥ 1, the unconditional second moment is goes to infinity with the growth of the time and it fails to asymptotically bounded.
Forecasting
In this section we calculate the forecasting conditional variance of MSST-HYGARCH model.
The conditional density function of y t given the Υ t−1 can be written as:
) and p(Z t = j|Υ t−1 ) can be obtained recursively by the same method as in Alemohammad et al. [2] by :
So the conditional variance can be evaluated as:
Where ψ
is defined by (4.2).
Estimation
Markov switching models cause difficulties in the ML estimation since the conditional variance at time t depends on the whole state path up to t; since this path is hidden, the likelihood of the observations can calculated by integrating all possible state paths. This integration grows exponentially with the size of the observations. So, it is infeasible numerically. Bayesian inference is a technique that tackles the estimation issue of the Markov switching models very well (Bauwens et al. [6] , Ardia [4] and Alemohammad et al. [2] ). In this framework, the latent states are treated as parameters of the model and will be estimated. Denoting Y = (y 1 , ..., y T ), Z = (z 1 , ..., z T ), Y t = (y 1 , ..., y t ) and Z t = (z 1 , ..., z t ), where T the size of data.
We use the Gibbs sampling algorithm (Gelfand and Smith [15] ) to estimate the parameters of the MSST-HYGARCH model. This process generates a Markov chain which after warmup phase convergences to the posterior distribution under regularity conditions (Robert and Casella [31] ). The idea of this algorithm is to sample from the posterior density p(θ, η, Z|Y );
These samples then serve to estimate features of the posterior distribution, like means, standard deviations and marginal densities.
Since the posterior density p(θ, η, Z|Y ) is not standard hence the Gibbs sampling is down using the lower dimensional distributions, called blocks. For the MSST-HYGARCH model the blocks are θ, η and Z.
Gibbs algorithm steps: Let θ (r) , η (r) and Z (r) denote the draws at r-th iteration of the algorithm.
1. At iteration 1, initial value θ (0) , η (0) , Z (0) must be used.
2. Given the (r-1)-th sample, the next ones is found as:
is sampled from p(Z|θ (r−1) , η (r−1) , Y ). In this step we use the method of Chib [10] .
(ii) η (r) is sampled from p(η|θ (r−1) , Z (r) , Y ) that is independent from Y and θ.
(iii) θ (r) is sampled from p(θ|Z (r) , η (r) , Y ) which is independent from η. As the p(θ|Z (r) , η (r) , Y )
dose not have a closed-form in this step we use the Griddy Gibbs algorithm introduced by Ritter and Tanner [30] ).
3. Increase r.
4. Repeat 2-3 until convergence.
For more details, see Bauwenes et al. [6] , Ardia [4] and Alemohammad et al. [2] . We will now explain the above-mentioned steps in detail.
Sampling z t
To obtain a sample of z t we use the method of Chib [10] . For t = 1 to t = T repeat the following steps.
Prediction step: By the law of total probability determines
Update step: By the Bayes theorem determines
where f (y t |θ,
For p(z 1 |η, θ, Y 0 ) we use the stationary probability of the chain. Then z T is sampled from p(z T |η, θ, Y ) and for t = T − 1, ..., 1 we run a backward algorithm to sample from
Where z t is sampled from p(z t |.) like sampling from Bernoulli distribution.
Sampling η
The posterior probability p(η|θ, Z, Y ) is independent from θ and Y. 
Sampling θ
The posterior density of θ is independent from η so
where p(θ) is the prior of θ and h t,j has defined in relations (2.9) -(2.13). Obviously p(θ|Z, Y ) doesn't belong to normal or any other well known density. Since for example p(
in which θ i is an arbitrary element of θ and θ −θ i denotes to θ without θ i , contains h t,j which is also a function of θ i . So we can't sample from p(θ i |Z, Y, θ −θ i ) in straightforward manner.
Griddy Gibbs algorithm can be used to handle such situations. Given the draws of iteration r for iteration r + 1 Griddy Gibbs algorithm runs as follows:
) as a grid of points for θ i . Using (5.1) compute the kernel of posterior density function k(θ i |Z, Y, θ −θ i ) and evaluate it over the grid points to compute the vector
H refers to the number of grid points.
2.
Compute G Φ = (0, φ 2 , ..., φ H ) where φ j obtained by using deterministic integration rule as
) by numerical interpolation to get the sample
4.
Repeat steps 1-3 for other parameters.
Value-at-Risk
VaR(ρ) is a value that with probability ρ the losses are equal to or exceed it at given trading period and with probability (1 − ρ) the losses are lower than it. VaR is obtained by calculating the ρ, the percentile of the predictive distribution (Ardia [4] ). We use the relation 
Unconditional Coverage test
A well-specified VaR model should produce VaR forecasts that cover the pre-specified probability. 
.
Obviously, q t is a Bernoulli random variable with probability ϕ. The Kupiec test (Kupiec [24] ), also known as the unconditional coverage (UC) test, is designed to test the number of exceptions based on the LR test. The null hypothesis of the UC test is H 0 : ρ = ϕ. Then the LR test of the unconditional coverage (LR uc ) is defined as
where L 0 uc and L 1 uc are the likelihood functions respectively under H 0 and H 1 , T is the number of the forecasting samples, n is the number of the exceptions andφ = n T is the ML estimate of the ϕ under H 1 . Under H 0 , the LR U C is asymptotically distributed as a χ 2 random variable with one degree of freedom.
Independent Test
If the volatilities are low in some periods and high in others, the forecasts should respond to this clustering event. It means that the VaR should be small in times of low volatility and high in times of high volatility. So, the exceptions are spread over the entire sample period independently and do not appear in clusters (Sarma et al. [32] ). A model that cannot capture the clustering of volatilities will exhibit the symptom of clustering of the exceptions. Kupiec's test cannot check the clustering of the exceptions. Christoffersen [11] designed an independent (IND) test based on the LR to test the clustering of the exceptions. The null hypothesis of the IND test assumes that the probability of an exception on a given day t is not influenced by what happened the day before. Formally, H 0 : ϕ 10 = ϕ 00 , where ϕ ij denotes that the probability of an i event on day t − 1 must be followed by a j event on day t; ϕ ij = p(q t = j|q t−1 = i), where i, j = 0, 1. The LR statistic of the IND test (LR IN D ) can be obtained as
Where n ij is the number of observations with value i followed by value j (i, j = 0, 1), ϕ 01 = n 01 n 00 + n 01 and ϕ 11 = n 11 n 10 + n 11 . Under H 0 , the LR U C is asymptotically distributed as a χ 2 random variable with one degree of freedom.
Conditional Coverage test
The IND test is not complete on its own. Hence, Christoffersen [11] proposed a joint test: the conditional coverage (CC) test, which combines the properties of both the UC and IND tests.
The null hypothesis of the CC test checks both the exception cluster and consistency of the exceptions with VaR confidence level. The null hypothesis of the test is H 0 :
The LR test statistic is obtained as
Under H 0 , LR CC is asymptotically distributed as a χ 2 random variable with two degrees of freedom. It is a summation of two separate statistics, LR U C and LR IN D , as given below:
Simulated Data
In this section, a simulation of the MSST-HYGARCH model defined in (2.9)-(2.13) is conducted to evaluate the performance of the model. A two-state Markov chain was considered where the first state corresponds to low volatilities and the second corresponds to higher volatilities. We simulated 2,000 samples, based on the parameters that are presented in the second column of Table 2 . The first 1,000 observations are discarded in order to alleviate the effect of the initial values. To ensure simplicity in the calculations, it is assumed that b 21 , b 22 = 0. Table 1 contains the descriptive statistics of the simulated data and Figure 1 shows the simulated series. The parameters are estimated using Gibbs algorithm, which was discussed in Section 4.
We have used the uniform priors. The number of iterations for the Gibbs algorithm was set to 10,000. The initial 5,000 draws are considered as the warm-up phase and discarded. Table 2 gives the posterior means and standard deviations based on the Gibbs sampling. The posterior means are considered as the estimates of the parameters while the standard deviation is a measure of the Gibbs sampling variability. We also computed the biases of the estimates.
The reported results show that the biases and standard deviations are small in general. By changing the priors, one may get more or less bias and standard deviation. So, from the Bayesian viewpoint, the bias and standard deviation is not important (Bauwens et al. [6] ). The diagrams at the top of Figure 2 display the estimated posterior densities of p 11 and p 22 , while the lower diagram shows the estimated probabilities of the high-volatility state. Matrix Q is calculated as 
where ϑ(Q) = 0.90; so according to theorem 1, the model is stable. Figure 3 presents the sample path of data, which show evidence of two states, where the first state is associated with low volatilities and the second state relates to high volatilities. Table 4 includes the descriptive statistics of the S &P 500 indices. We observe the negative skewness and excess kurtosis of these returns. The whole sample is divided into two parts. The first part contains 1,000 observations and is used as in-sample data to conduct model estimation. The second part is used as out-of-sample data to evaluate model forecasting. Three models are then applied to the first part of data. Using Section 4, the parameters of the models are estimated and the results are reported in Table 4 . The value of γ 1 shows the speed of transition from the short memory component to the long memory component in the low-volatility state to be smaller than the value of γ 2 , which shows this specification in the high-volatility state. To evaluate the performance of the different models in computing true conditional variances that are measured by squared returns, we calculated the root mean squared error (RMSE) and the log likelihood value (LLV) for in-sample and out-of-sample data. As out-of-sample performance, the one-day-ahead forecasts are computed using estimated models. The results are given in Table 5 . It can be seen that the HYGARCH model has the worst performance.
The MSST-HYGARCH model outperforms the ST-HYGARCH model, and has a lower RMSE and a higher LLV. To clarify the out-performance of the MSST-HYGARCH model, we plot the forecasting conditional variances and true conditional variances for some of the data in Figure 4 .
When the level of the true conditional variances changes, the MSST-HYGARCH perceives this matter very well and switches from the low-volatility (high-volatility) state to the high-volatility (low-volatility) state. Hence, the MSST-HYGARCH model is more flexible than the HYGARCH and ST-HYGARCH models in accommodating different degrees of memory and different sizes of shocks. In Figure 5 , we plot the absolute forecasting errors between different models and the true conditional variances for some of the data. It can be observed that the MSST-HYGARCH model has a smaller absolute error than the ST-HYGARCH and HYGARCH models for almost all cases. The upper diagrams in Figure 6 display the estimated posterior densities of p 11 and p 22 , while the lower diagram shows the estimated probabilities of the high-volatility state for the S &P 500 daily log returns. Matrix Q is calculated as 
Conclusion
MSST-HYGARCH has the potential to consider low volatility and high volatility as two clusters based on all past information and also determines the smooth transition weights between HYGARCH and HYGARCH models for some of the S &P 500 daily log returns. short and long memory based on the preceding observation. This model offers much better description of the dynamic volatilities, and exploits a smooth-transition structure to create time-varying memories in each state. The transition probabilities of the states are in effect of all past information. The necessary and sufficient asymptoticlly stability condition is derived. The simulation study showed that Gibbs sampling provides credible estimates of the parameters.
The empirical example of some periods of S &P 500 indices showed that the MSST-HYGARCH model gives better forecasting of volatilities and more accurate VaR than the ST-HYGARCH and HYGARCH.
