Abstract. This paper presents an unsupervised structure damage classification algorithm based on the data clustering technique and the artificial immune pattern recognition. The presented method uses time series measurement of a structure's dynamic response to extract damage-sensitive features for the structure damage classification. The Data Clustering (DC) technique is employed to cluster training data to a specified number of clusters and generate the initial memory cell set. The Artificial Immune Pattern Recognition (AIPR) algorithms are integrated with the data clustering algorithms to provide a mechanism for the evolution of memory cells. The combined DC-AIPR method has been tested using a benchmark structure. The test results show the feasibility of using the DC-AIPR method for the unsupervised structure damage classification.
Introduction
Damage diagnosis is one of the major tasks of the structural health monitoring (SHM) systems. The SHM process involves the observation of a structure's dynamic response measurements from a group of sensors, the extraction of damage-sensitive features from these measurements, and analysis of these features to determine the current state of the structure [1] . Traditional SHM systems are wired data acquisition systems to collect distributed sensor data to a central data processing station. The practical use of wired SHM systems is limited due to high instrument and installation costs [2] . The wireless sensor network approach is emerging for the effective SHM since it allows dense sensing through many in-expensive sensor nodes and is easy for deployment and maintenance. While sensor network approach presents a number of advantages, SHM sensor network systems currently face many challenges. Major challenges in SHM are: 1) How can we provide sustainable long-term monitoring and control in an autonomous manner? 2) How can we detect and identify structure damage in an active way? 3) Can we develop adaptable approaches to SHM which are able to dynamically adapt to changing monitoring conditions? 4) How can we establish unsupervised damage diagnosis methodology?
The artificial immune system (AIS) approach provides an appropriate solution to address these challenges. The immune system is a rapid and effective defense mechanism for a given host against infections [3] . The novel characteristics of the immune system have inspired the development of artificial immune systems for various applications [4, 5] . The major application areas include data mining [6] , pattern recognition [7, 8] , and fault diagnosis [9, 10] . Due to the similarities of the human immune system and the SHM systems, the immune system model could be used as the basis for SHM strategies. This approach is well suited to this problem because: 1) The immune system is an autonomous system. The AIS-based SHM systems can automatically manage structure monitoring tasks by dynamically generating and distributing the mobile monitoring agents; 2) The immune system is an active system. Lymphocytes can circulate between lymphoid and non-lymphoid tissues. The concept of active dispatching mobile monitoring agents (mimicking B-cells) helps the distribution of specialized monitoring agents to the sites where they are needed; 3) The immune system is an adaptive system. The amount and type of molecules of the immune system can adapt themselves to the antigenic challenges via clonal selection. Selected cells with long life spans (memory cells) have faster and more effective responses to the same (or a slightly different) antigenic challenge [11] . The adaptive mechanism of the natural immune system has great value in SHM sensor networks. The selective generation of mobile monitoring agents is essential for producing large enough amounts of specialized mobile monitoring agents in resource-constrained sensor networks [12] ; 4) The immune learning and memory mechanisms help the development of unsupervised damage detection and classification, which is desirable in SHM.
To facilitate the unsupervised structure damage diagnosis in the SHM systems, this paper presents an unsupervised structure damage classification algorithm based on the Data Clustering technique and the Artificial Immune Pattern Recognition (DC-AIPR). The Fuzzy Clustering (FC) algorithm is employed to generate initial memory cells for each damage pattern. These initial memory cells are then evolved by the stimulation of training data to improve the quality of memory cells to represent damage patterns. The presented unsupervised structure damage classification algorithm has been tested using a benchmark structure [13] proposed by the IASC-ASCE (International Association for Structural Control -American Society of Civil Engineers) Structural Health Monitoring Task Group. The test results show the feasibility of using the DC-AIPR method for the unsupervised structure damage classification.
The rest of the paper is organized as follows. Section 2 gives an overview of the DC-AIPR, an unsupervised structure damage classification algorithm based on the data clustering technique and the artificial immune pattern recognition. Section 3 introduces damage-sensitive feature extraction from structure's dynamic response measurements. Section 4 presents the algorithm design of the DC-AIPR. Section 5 shows the validation results of the DC-AIPR method using a benchmark structure. Section 6 discusses the performance of the unsupervised damage classification. Section 7 concludes the presented work.
Overview of the Combined Data Clustering and Artificial Immune Pattern Recognition (DC-AIPR) Approach
Structure damage diagnosis, in some cases, must be performed in an unsupervised learning mode in SHM systems. For unsupervised structure damage classification, the assumption is that the class labels (damage patterns) of training data are not available.
In this case, appropriate data clustering algorithms are good candidate to cluster "similar" feature vectors together [14] . The presented DC-AIPR unsupervised classifier employs fuzzy clustering algorithms to find the representative for each class. The representative for each class generated by the fuzzy clustering algorithms, however, includes limited information. For example, the fuzzy clustering algorithms use one point in a multidimensional space to represent each cluster for the compact data. To obtain more informative cluster representatives and provide the evolution capability, the artificial immune pattern recognition method is employed to integrate with the data clustering techniques for the unsupervised structure damage classification. The representative for each class generated by the fuzzy clustering algorithm is used as initial memory cell for each class. The initial memory cells are also used to classify the training data based on the k-nearest neighbor criterion. The classified training data are then used to generate a new memory cell set based on the artificial immune pattern recognition algorithm.
Damage-Sensitive Feature Extraction
The feature selection is critical to the success of the damage classification. Feature selection is the process to identify the measurable quantities that make damage patterns distinct from each other. For structure damage diagnosis based on the time series measurement of a structure's dynamic response, the measurement data need to be standardized to reduce the environmental effects. In the DC-AIPR algorithm implementation, following steps are designed to process raw data and extract damagesensitive feature vectors. First, the time series measurement data are normalized using the mean and standard deviation. Let matrix
denote the time series of measurement data, where each row is corresponding to the n number of data generated by one sensor and each column is the measurement data collected by the m sensors at a given time. Let Second, time series measurement data sets from multiple sensors are reduced to lower dimensions by the Principal Component Analysis (PCA) [15] method for extracting a feature vector for a local area. In our implementation, the multiple data sets 
Third, the feature vector for a local area is extracted from the compressed time series. The auto regressive (AR) algorithm is chosen to model the compressed time series data. Each compressed time series x is fitted into an AR model of order p as shown in equation (1).
where the r k is the residual between the measurement data and the AR model value.
The order of the AR model is chosen based on the Akaike's Information Criterion (AIC). An AIC is a measure of the goodness of fit of an estimated statistical model. Given a data set, the model having the lowest AIC is the best model. The vector
, is selected as the feature vector of the time series. The feature vector is calculated using the Least Square (LS) method. Rewrite Equation (1) in following format:
The feature vector α can be calculated as follows:
The effectiveness of the AR-model-based feature vectors is tested using the experimental data of the benchmark structure [13] proposed by the IASC-ASCE SHM Task Group. The feature vectors of four damage patterns and the normal pattern are visualized using the Sammon nonlinear mapping algorithm [16] as shown in Figure 1 . Although some overlapping among different patterns exists, the AR-model-based feature vectors are able to distinguish these five data patterns to a certain extent.
The DC-AIPR Approach for the Unsupervised Structure
Damage Classification
Generate Initial Memory Cells Using Fuzzy Clustering Algorithm
For unsupervised structure damage classification, the class label of the training data (feature vectors of the structure measurement data) is not available. To generate the initial memory cell set for the AIPR algorithm, the fuzzy-ISODATA algorithm is employed. Since the damage-sensitive feature vectors are compact clusters as shown in Figure 1 , a point representative is used to represent each cluster. A fuzzy m-
is defined by a set of func- 
The results of the fuzzy k-means are the point representatives of clusters. These points are used as initial memory cells for m clusters. Once the cluster representatives are determined, they are used to classify the training data by using the nearest neighbor criterion. Given a training data, the distance to the cluster representatives are calculated. The training data is classified to the cluster with whose cluster representative the training data has the shortest distance. The classified training data are then used in the memory cell evolution process for improving the quality of the memory cell set.
Evolve Memory Cell Set Using the Artificial Immune Pattern Recognition (AIPR) Algorithms
Since the initial memory cell set generated by the fuzzy clustering algorithm only has one memory cell for each cluster, the AIPR method [17] is used to provide a mechanism to evolve the memory cell set. The AIPR algorithm in [17] is based on the CLONALG algorithm in [18] and the AIRS in [7] . The antibody set evolution is similar to CLONALG. The memory cell set update, however, is specifically designed to obtain better representatives for each damage pattern. For example, the memory cell replacement threshold defined in [17] is effective to improve the classification success rate. The evolution of the memory cell set includes two sub-processes: the evolution of the antibody set and the update of the memory cell set. The flow chart of the memory cell set evolution process is shown in Figure 2 . The training data clustered by the fuzzy clustering algorithm and k-nearest neighbor criterion are used to stimulate this Evolution of the antibody set using antigenic stimulation. The stimulation of the antibody set by an invading antigen (a training data) will cause the evolution of the antibody set. The description of the antibody set evolution algorithm is given in Table 1 . For a training antigen ag, the affinity between the antigen and each antibody ab that is in the same class as the antigen is calculated. Let The probability that an antibody ab is cloned depends on its affinity with the antigen. The number of the cloned antibodies, r CloneNumbe , depends on the clonal rate CR and the clonal value CV. The CR is an integer value used to control the number of antibody clones allowed for the activated B-cell. The CV is a value that measures the response of a B-cell to an antigen. According to the natural immune system, the higher the affinity, the larger the number of antibodies is cloned. We choose the clonal value being equal to the affinity value. The r CloneNumbe is then calculated by the equation (7).
where ( )
• round is an operator that rounds its value to the closest integer. The cloned antibodies undergo a maturation process that increases the diversity of the antibody set. The mutation is performed by mutating the feature vectors of the cloned antibodies as shown in equation (8) .
where mutated ab is the mutated antibody and MV is the mutation value. Typically, the higher the affinity is, the smaller the mutation value. In our design, the mutation value MV is defined as
. In equation (8) The mutated antibodies are added into the antibody subset to which the ag belongs. Since the maximum number of each antibody subset is limited to a predefined threshold, MaxABN , the resulting antibody subset is sorted in a descending order according to the affinity values of the antibodies with the given antigen. The top MaxABN number of antibodies is selected to form the evolved antibody set. The rest of antibodies are discarded. The antibody with the highest affinity is chosen as the candidate memory cell candidate MC for the updating of memory cell set. Update memory cell set. The candidate memory cell generated in the antibody set evolution process is used to update the memory cell set to enhance the representative quality of memory cells for each pattern. The description of the memory cell set update algorithm is given in Table 2 . The memory cell update occurs in the following scenarios. First, when the root mean square distance, rms , between the candidate memory cell and the memory cells in the same class is greater than a specified threshold value MCIT (Memory Cell Injection Threshold), the candidate memory cell is injected into this class of memory cells. Let 
Validating the DC-AIPR Unsupervised Damage Classification Method Using a Benchmark Structure
The combined data clustering and the artificial immune pattern recognition method for the unsupervised structure damage classification has been tested using a benchmark structure [13] proposed by the IASC-ASCE SHM Task Group as shown in Figure 3 . The structure data used in our study are the experimental data. In the experimental setup, a variety of damage cases were simulated by removing bracing or loosening bolts in the test structure. The details of the damage patterns used in the validation are listed in the Table 3 .
In the experimental benchmark study, a total of 15 accelerometers were used to measure the acceleration data of the structure, three accelerometers for each level. The measurement data for each damage pattern or the normal pattern were recorded in a data file. Four damage patterns (configuration 2, 4, 5, and 7) and the normal pattern (configuration 1) were selected to validate the DC-AIPR unsupervised classification method. To generate feature vectors for each data pattern, 24,000 points of data in each data file formed 116 of 1000-point time series by advancing 200 points each time. Time series data for 15 accelerometers were reduced to one time series using the PCA method. The compressed 116 time series measurement data for each pattern were then fitted into AR models. The AR order is selected to be 20 since the AIC is small when the AR order is greater or equal to 20 as shown in Figure 4 . Since each pattern has 116 feature vectors, a total number of 116*5=580 feature vectors were generated for four damage patterns and the normal pattern. Removed Braces on 1st and 4th floors in one bay on SE corner 5
Removed Braces on 1st floor in one bay on SE corner 7
All braced removed on all faces
These 580 feature vectors of experimental data were used to verify the unsupervised classification algorithm. During the training process, the class labels of the 580 feature vectors were erased. The fuzzy clustering algorithm was applied to find the cluster representatives for each class. Since the feature vectors of the structure data are compact clusters as shown in Figure 1 , a point representative is used to represent each cluster. The outputs of the fuzzy clustering algorithm are five point representatives for five patterns. Each point representative is a vector in 20 R . The dimension of the point representative is the same as the order of the AR model that is used to represent feature vectors. These five point representatives were used to form the initial memory cell set and also used to classify the training data to five classes based on the nearest neighbor criterion. The classified training data were then used to generate new memory cells based on the artificial immune pattern recognition algorithms.
To test the quality of the newly generated memory cells, the previously created 580 feature vectors were re-used with known class label information. These feature vectors were classified by the memory cells to five clusters. Table 4 shows the number of the feature vectors assigned to each cluster. The classification results shown in the Table 4 demonstrate that the DC-AIPR unsupervised structure damage classification algorithm is able to distinguish damage patterns from each other.
To find the statistical distribution of the classification success rate, the DC-AIPR algorithm is used to classify the 580 feature vectors for 100 times. The resulting distribution of the classification success rate is shown in Figure 5 . The numbers on the top of each bar stand for the times that the classification success rate falls into the range indicated on the x-axis. For example, the classification success rate within the range of 82.83%-83.36% occurs 21 times among 100 tests. The classification success rate is defined as the ratio of correctly classified classification data to the whole set of classification data. The system parameters used in the test are CR=8, σ =0.5, The performance analysis of the DC-AIPR-based unsupervised structure damage classification is conducted in the following aspects. 1) Investigate the impact of the fuzzifier of the fuzzy clustering algorithm on the success rate of the unsupervised classification.
2) The impact of the distance types used in the fuzzy clustering algorithm on the success rate of the unsupervised classification.
3) The impact of the CR and MCRT parameters used in the AIPR algorithm on the success rate and the number of the memory cells. 4) A comparative study of the DC-AIPR method with the DC-SVM (Support Vector Machines) and the DC-Naive Bayes approaches.
To investigate the effect of the fuzzifier parameter, the classification success rate with different fuzzifier values are calculated and plotted in Figure 6 . From the Figure 6 , we can see that the value of fuzzifier has a significant impact on the classification success rate. When the value of the fuzzifier is within the range of 1 to 2.4, the classification success rate is over 80%. The further increasing the value of the fuzzifier, the classification success rate will drop immediately to around 55%. The Figure 6 also shows that the classification success rates of the combined DC-AIPR method are greater than that of the fuzzy clustering only method at most values of fuzzifier. The differences of the classification success rate between the combined DC-AIPR method and the FC only method are shown in Figure 7 . The impact of using different types of distance definitions in the fuzzy clustering algorithm on the classification success rate is also investigated. The classification success rates shown in Figure 6 are calculated using the Euclidean distance in the fuzzy clustering algorithm. Figures 8 and 9 show the classification success rates when the Mahalanobis distance and the Diagonal distance are used, respectively. Figures 6, 8 and 9 demonstrate that the classification success rates are about the same for the Euclidean distance and the Diagonal distance when the value of the fuzzifier is below 2.4. The classification success rates are much lower when the Mahalanobis distance is used. Figures 10 and 11 show the impact of the AIPR parameters, the CR and MCRT, on the classification success rate and the number of memory cells respectively. The classification success rate and the number of memory cells are two major performance measurements of a classifier. The higher the classification success rate and the lower the number of memory cells, the better the classification performance. The number of memory cells is critical in the SHM sensor networks. Although a big memory cell set may raise the classification success rate, it will result in heavy computational load and slow system response. The value of the MCRT has a significant impact on the number of memory cells and the classification success rate as shown in Figures 10 and 11 . When the value of the MCRT gets bigger, less matched memory cells are replaced, while more candidate memory cells are added into the memory cell set. The value of the CR also affects the number of memory cells, but has very little impact on the classification success rate. The appropriate values of the CR and MCRT should be chosen to limit the number of memory cells and achieve a reasonable classification success rate. The comparison of the classification success rate among the DC-AIPR, DC-SVM, and DC-Naive Bayes is shown in Figure 12 . The 580 feature vectors generated above are used in the comparison study. The system parameters selected for the DC-AIPR algorithm are CR=8, σ =0.5, MCRT=0.95, MCIT=0.60. When the value of the fuzzifier q varies from 1 to 5 with step 0.05, the classification success rates for different classifiers are calculated and the results are shown in Figure 12 . From Figure 12 , we can see that the DC-AIPR, DC-SVM, and DC-Naive Bayes classifiers have similar classification success rate if the value of the fuzzifier q is less than 2.5. When the q value is greater than 2.5, the DC-AIPR outperforms significantly comparing to the DC-SVM and DC-Naive Bayes algorithms.
Conclusions
An unsupervised classification algorithm based on the data clustering technique and the artificial immune pattern recognition for unsupervised structure damage classification is presented in this paper. The fuzzy clustering method is used to generate initial memory cells for each damage pattern based on the structure's dynamic response data. The initial memory cells are then evolved using artificial immune pattern recognition algorithms to improve the representative quality of memory cells. The DC-AIPR method has been used to classify structure damage patterns using a benchmark structure proposed by the IASC-ASCE SHM Task Group. The validation results show the feasibility of using the DC-AIPR method for the unsupervised structure damage classification. The performance analysis of the DC-AIPR-based unsupervised structure damage classification illustrates that some of the classifier parameters, such as fuzzifier, distance types in fuzzy clustering algorithm, and the memory cell replacement threshold, have a significant impact on the classification success rate and the number of memory cells. The comparison of the DC-AIPR, DC-SVM, and DC-Naive Bayes algorithms shows that the DC-AIPR method outperforms other two methods for the unsupervised damage classification using the IASC-ASCE benchmark structure.
