Several recent positron emission tomographic (PET) reports (George et aI., 1994; Silbersweig et aI., 1994) using Statistical Parametric Mapping (SPM) versions 4.0 and 5.0 for detecting experimen tal changes in regional cerebral blood flow (rCBF) (Friston et aI., 1990; Friston et aI., 1991a; Friston et aI., 1991b) have assessed the number of occur rences of above-threshold voxels via the X2 statistic, However, there are several issues regarding the manner in which the X2 statistic has been computed in these versions of SPM that require careful con sideration when using this technique, Though a new version of the SPM software that does not employ the l statistic as a measure of overall rCBF change is now available (i.e., SPM95), we expect that many PET researchers will continue to use previous re leases of the program for some time. Additionally, there are likely to be a number of manuscripts cur rently submitted for publication reporting statistical results obtained from these versions of SPM. We believe that PET researchers should be made aware of problems with using the X2 value computed in the earlier versions of the SPM software that may have bearing on the interpretation of PET rCBF results.
In an SPM comparison, one way of determining whether there is an overall difference between two rCBF PET datasets is by assessing the number out of N voxels in the parametric map that exceed an a priori defined statistical threshold value. This threshold is based on a Gaussian distribution in which typical thresholds reflect probability levels (P) of 0.05, 0.01, and 0.001. Hence, the expected number of voxels equal to or greater than a partic ular threshold is p x N, whereas the expected num ber below threshold is (1 -p) x N. In general, the l statistic may be used to assess the goodness-of-fit between observed frequencies and those expected by a probabilistic model. The calculation of this sta tistic in SPM (for example, module kchi.m of SPM versions 4.0 and 5.0), however, is inaccurate, being based on the computation of the <1>2 statistic, used in 2 x 2 contingency tables (e.g., X2 (1 dj) = N X <1>2). As a result, SPM considers the observed and ex pected numbers of above and below threshold vox els to be separate levels in a 2 x 2 contingency table. So, rather than assessing the goodness-of-fit 895 between the observed frequencies and those ex pected on a normal curve, SPM computes the test statistic as if both the observed and expected values were drawn randomly from the same binomial dis tribution, Calculated in this way, the resulting value can be expected to underestimate the true value of X2 on a single degree of freedom. This bias would result in overestimating the fit between observed and expected values and accepting the null hypoth esis more often than one should by chance alone.
However, PET image data contain large spatial correlation, meaning that they have fewer indepen dent elements than there are voxels. The additional smoothing typically performed during stereotactic normalization of PET images by the SPM program adds to this effect, further reducing the number of independent elements. As discussed by Friston (1994) the calculation of X2 in SPM makes no allow ance for this fact and, consequently, can produce values of X2 that are extremely large. So improba ble, in fact, are some reported values relative to the single degree of freedom associated with the test (for example, see Silbersweig et aI., 1994, p. 775) that they are effectively impossible.
One obvious method for obtaining a more realis tic l would be to sum (obs -exp)2/exp, computed separately for above-and below-threshold values, weighting the observed and expected proportions of voxels by the number of resolvable elements (re sels) determined using the technique of Worsley et al. (1992) . This method uses the scanner resolution, the size of the image-smoothing filter, and the num ber of image voxels to determine the number of resels present in the smoothed PET images. In this way, as the degree of image smoothness is in creased, the number of resels is reduced. Table 1 demonstrates, using a stimulated PET image data set, the improvement in fit between observed and expected values achieved when both the correct statistical model and the resel adjustment are ap plied to the calculation of the X2 statistic in SPM. An approach to computing X2 such as this provides a more realistic estimate of the true l value, better representing the effects present in the data. How ever, additional methods of assessing the deviation of the observed from expected distribution of val ues in a statistical map should probably be investi gated.
The complications associated with X2 as com- Data for IS subjects in two conditions were generated drawing values from a Gaussian normal distribution having a mean of 100 and a standard deviation of IS. Images were linearly interpolated to 43-slices, stereotactically fit to the atlas of Talairach and Tournoux (1988) . and smoothed in x, y, and z dimensions using a Gaussian filter. Effective full width at half maxima (FWHM) and the number of resels in the output image were calculated via the method of Worsley et al. (1992) after assuming an orginal image resolution of 6.5 mm in x, y, and z. A significance threshold was set corresponding to the p = 0.01 level. Three X 2 values were obtained; the value returned by the SPM (version 5.0) program, the value obtained when using the correct statistical model, and the value obtained after weighting the observed and expected proportions for the number of resels present in the image. The critical value for X 2 (df = 1) at the 0.05 level of significance is 3.84. SPM X 2 values for whole brain are consistently less than the values obtained when using the corrected model, though both exceed the degrees of freedom. The corrected model values all exceed the critical X 2 value. Both of these computations produce X 2 values that could be taken to indicate significant activation, even in randomly generated data. Resel-adjusted X 2 values, based on the appropriate model and taking into account the number of resels in the image, indicate good agreement between the observed number of above-threshold voxels and that expected by the normal model, as would be anticipated in this example based on normally distributed data.
puted by previous releases of the SPM analysis soft ware should be considered before basing research conclusions on its value. That in one sense the sta tistic is overly conservative and in another that the test is overly liberal does not mean that the two effects cancel each other out. The combined effects of the two confounds basically lead to an unreliable test statistic. Because the values are biased and make no adjustments for spatial correlation in the face of typically very smooth output maps, we rec ommend that researchers continuing to use the ear lier releases of the SPM software interpret the val ues of X2 very carefully, if not ignore them com pletely. Employing a method like the approach described may be one way to alleviate the problem, Other alternatives also exist, such as in the latest release of SPM, which uses the spatial extent of activation (Poline and Mazoyer, 1993; Roland et aI., 1993; Friston et aI., 1994) to assess the statistical significance of rCBF change. Nevertheless, addi tional techniques for rigorously assessing overall differences, such as multivariate methods, may still be needed as measures of omnibus experimental ef fect in rCBF PET studies.
