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Abstract. The approximate upper percentile of Hotelling’s T 2-type statistic
is derived in order to construct simultaneous confidence intervals for pairwise
multiple comparisons and comparisons with a control under elliptical popula-
tions. The accuracy and conservativeness of the first and the modified second
order Bonferroni approximations are evaluated via a Monte Carlo simulation
study.
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§1. Introduction
Simultaneous conﬁdence intervals for pairwise multiple comparisons and com-
parisons with a control among mean vectors are considered under k indepen-
dent elliptical populations with unequal sample sizes. In order to construct
them, it is necessary to obtain the upper percentile of T 2max which is Hotelling’s
T 2-type statistic. T 2max is reduced to the multivariate Studentized range statis-
tic under the normal distribution and equal sample sizes, see Roy and Bose
[6]. However, it is diﬃcult to obtain upper percentiles exactly even when pop-
ulations have the multivariate normal distribution. In order to obtain conser-
vative approximate simultaneous conﬁdence intervals, Bonferroni’s inequality
is applied to T 2-type statistic. Under elliptical populations with equal sample
sizes, the ﬁrst and the modiﬁed second order Bonferroni approximations are
discussed by Seo [7]. For unequal sample sizes, the ﬁrst order Bonferroni ap-
proximation is discussed by Okamoto and Seo [5]. The ﬁrst order Bonferroni
approximation becomes conservative too much when the number of popula-
tions or the kurtosis parameter is large. In this paper, the modiﬁed second
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order Bonferroni approximation is discussed for unequal sample sizes. In Sec-
tion 2, simultaneous conﬁdence intervals for pairwise multiple comparisons and
the ﬁrst order Bonferroni approximation are discussed. The modiﬁed second
order Bonferroni approximation is derived in Section 3. In Section 4, simul-
taneous conﬁdence intervals for comparisons with a control and the ﬁrst and
the modiﬁed second order Bonferroni approximations are also obtained as well
as preceding section. Finally, the accuracy and conservativeness of the ﬁrst
and the modiﬁed second order Bonferroni approximations are evaluated via a
Monte Carlo simulation study in Section 5.
For the j-th population, a p × 1 random vector x(j) is said to have an
elliptical distribution with parameters μ(j) (p×1) and Λ(j) (p×p) if its density
function is




(x(j) − μ(j))′Λ(j)−1(x(j) − μ(j))
}
for some non-negative function gj , where c
(j)
p is a normalizing constant and Λ(j)
is a positive deﬁnite. The characteristic function of the vector x(j) is φj(t) =
exp(it′μ(j))ψj(t′Λ(j)t) for some function ψj , and E[x(j)] = μ(j) and Σ(j) =
Cov[x(j)] = −2ψ′j(0)Λ(j), if they exist. Throughout this paper, we assume
Σ = Σ(1) = · · · = Σ(k), E[||x(j)||8] < ∞ and Crame´r’s condition is satisﬁed.
We deﬁne the kurtosis parameter as κj = {ψ′′j (0)/(ψ′j(0))2} − 1. Elliptical
distributions include the multivariate normal, the ε-contaminated normal, the
multivariate t, the symmetric Kotz type and many other distributions, see e.g.
Muirhead [4], Fang, Kotz and Ng [1], Kotz and Nadarajah [3].
§2. A first order Bonferroni approximation
Consider simultaneous conﬁdence intervals for pairwise multiple comparisons
among k independent p-dimensional mean vectors under elliptical populations.
Let x(j)1 , . . . ,x
(j)
Nj
(j = 1, . . . , k) be Nj independent observations on x(j) that
has an elliptical distribution with mean vector μ(j) and common covariance
matrix Σ. Let the j-th sample mean vector, the j-th sample covariance matrix
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respectively, where ν =
∑k
j=1Nj − k.
The simultaneous conﬁdence intervals for pairwise multiple comparisons
among mean vectors are given by
a′(μ(l) − μ(m)) ∈
[





∀a ∈ Rp − {0} , 1 ≤ l < m ≤ k,
where dlm = 1/Nl+1/Nm, Rp−{0} is the set of any nonnull real p-dimensional
vectors and the value t (> 0) satisﬁes as follows:
Pr
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y(j) = x(j) − μ(j), j = 1, . . . , k.
By Bonferroni’s inequality for Pr
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the approximate upper percentile t21 of T
2












Without a loss of generality, we assume Σ = Ip and Nj ≤ N1 = N for
j = 2, . . . , k. Put rj = Nj/N for j = 1, . . . , k, s = 1/(
∑k
j=1 rj) and wlm =√
rm/(rl + rm).
Letting





















τ lm = wlmz(l) − wmlz(m),




































Expanding and inverting the characteristic function, we have the ﬁrst or-
















































































where K = k(k− 1)/2, χ2p(α/K) and Fp,ν−p+1(α/K) are the upper 100(α/K)
percentile of the χ2 distribution with p degrees of freedom and that of the
F -distribution with p and ν − p + 1 degrees of freedom, respectively, and
c
(0)
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§3. A modified second order Bonferroni approximation
In this section, a modiﬁed second order Bonferroni procedure is described
to improve the ﬁrst order Bonferroni approximation. Let y1 = w12z(1) −
w21z
(2), y2 = w13z(1) − w31z(3), . . . , yK = wk−1,kz(k−1) − wk,k−1z(k), wlm =√
































The ﬁrst order Bonferroni approximation t21, which uses the ﬁrst term of














Note that T 21 (t
2
1) is equal to the left side in (2.2). The second order Bonferroni
approximation t22, which uses the ﬁrst and the second terms of Bonferroni’s












}− β(t22) = α.
The modiﬁed second order Bonferroni approximation t2M is deﬁned as a critical










= α + β(t21).




M and an exact upper percentile t
2 are shown
as Figure 1. If an error due to the asymptotic expansion is not taken into
consideration, then t22 < t







In order to obtain the modiﬁed second order Bonferroni approximation t2M ,
we discuss the evaluation of β(t21). Consider two cases of joint probabilities to
evaluate the β(t21); that is, β1·ijkl(t21) = Pr{T 2ij > t21, T 2kl > t21} (i, j, k, l are all
distinct) and β2·ijk(t21) = Pr{T 2ij > t21, T 2ik > t21} (i, j, k are all distinct) under



















Figure 1: Exact and approximate upper percentiles.
Consider an asymptotic expansion for β1·ijkl(t21). For convenience, we dis-
cuss the joint characteristic function of T 212 and T
2
34, that is,




x(j) = μ(j) +
1√
Nj




for j = 1, 2, . . . , k. The joint characteristic function C1(it1, it2) can be written
as

































































































































Some results of the expectation with respect to Z(j) and the joint density
function of z(j) and Z(j) are given by Iwashita [2]. Some results of the ex-
pectation with respect to z(j) are given by Okamoto and Seo [5]. Using these
results, the expectation E[exp(it1T 212 + it2T
2
34)] with respect to z
(j) and Z(j),
j = 1, . . . , k is calculated as follows:










×{a1 + (a21u−11 + a22u−12 )
+(a31u−21 + a32u
−2
2 ) + a4(u1u2)
−1}+ o(N−1),
where u1 = 1− 2it1, u2 = 1− 2it2, i =
√−1,































a21 = −sp + 14p(p + 2)
[
















a22 = −sp + 14p(p + 2)
[



































































j=1 rjκj and a1 + a21 + a22 + a31 + a32 + a4 = 0.
Inverting this characteristic function C1(it1, it2), the following results are
obtained.
Theorem 1. For large N , an asymptotic expansion for the joint probability
β1·ijkl(t21) is given by




































4(p + 2η1) + 2(p + 6η1 + 2)κr
− 1
s






[2 + (p + 2)κr − (p + 2)K(1)],




















wi ≡ wij , wj ≡ wji, wk ≡ wkl, wl ≡ wlk.
Secondly, consider an asymptotic expansion for β2·ijk(t21). The joint char-
acteristic function C2(it1, it2) = E[exp(it1T 212 + it2T
2
13)] can be written as











































































































































A1 = u1 − (u1 − 1)w21, A2 = u2 − (u2 − 1)w23,
A14 = u1 − (u1 − 1)v0, A24 = u2 − (u2 − 1)v0.
If z(1), z(2) and z(3) are random vectors from the multivariate normal


















































−2[(p + 2)(u1 − 1)2v0w22







−2[(p + 2)(u2 − 1)2v0w24





































−2[(p + 2)(u1 − 1)2v0w22





−2[(p + 2)(u2 − 1)2v0w24
+p{1 + (u2 − 1)w23w22}U ],























−2[(p + 2)v0 + (1− v0)U ],
E[(τ ′12τ 12)(τ
′
13τ 13)T123] = pU
− p
2
−2[(p + 2)v0 + p(1− v0)U ],
where U = u1u2 − (u1 − 1)(u2 − 1)v0.


































Let λ1 = 1− 2(1− v0)it1, λ2 = 1− 2(1− v0)it2, then
u1 =
λ1 − v0
1− v0 , u2 =
λ2 − v0
1− v0 , U =
λ1λ2 − v0
1− v0 .
Calculating the expectation E[exp(it1T 212+ it2T
2
13)] with respect to z
(j) and
Z(j), j = 1, . . . , k by using above results, we have





















(128sv21b21 + 32sv1b22 + 192sv
2
1b23 + 4b24),
where v1 = v0 − 1, v2 = w21 + w23,
b11 = 3λ1λ2 − 2(λ1 + λ2) + 1,
b12 = (−4λ1λ2 + λ1 + λ2 + 2)κ1 + (−4λ1λ2 + λ1 − 2λ2 + 5)κ2
+(−4λ1λ2 − 2λ1 + λ2 + 5)κ3 + 4(1− v0)(λ1 + λ2 − 2)κr,
b13 = 4(λ1λ2 − 1)κ1 + (4λ1λ2 −λ1 − 2λ2 − 1)κ2 + (4λ1λ2 − 2λ1 −λ2 − 1)κ3,
b21 = (λ1 + λ2 − 2λ1λ2)2,













2 − 4(4v0 − 2v2 + 1)λ21λ22
+
{−4 (4w43 − 10w23 + 5)w21 − 4w23 + 1}λ1λ22
+
{−4 (4w41 − 10w21 + 5)w23 − 4w21 + 1}λ21λ2
+v0
{
8w21 − 28v2 + v0
(−8w21 + 32)+ 23}λ1
+v0
{
8w23 − 28v2 + v0
(−8w23 + 32)+ 23}λ2
+2 {−2v0(8v0 − 11v2 + 15) + 2v2 + 1}λ1λ2



































)− 21}λ1 + 2v0 (14w21 − 13)λ2
+
{−4w21 − 4v0(11w21 − 12) + 9}λ1λ2
+v0


































{−4w23 − 4v0 (11w23 − 12)+ 9}λ1λ2
+v0
{−8 (v0 + w22)w23 + 3}
]
κ3,




























2 + 8(2v0 − v2)w42w23λ21λ2
−8v0(v2 − 2)w42w23λ1 − 8v0(v2 − 2)w21w44λ2
+
[












































































































We also note that
U−
p














































Therefore, we obtain the following theorem.
Theorem 2. For large N , an asymptotic expansion for the joint probability
β2·ijk(t21) is given by
Pr
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32sqv21(2m + 1) + 8sv1d21 + d22
}
,
d11 = 2 [3(m− η2v0) + v1v2 {2η2(2v1 − 1) + q}]κ1
+
[
2v1w22(4v1η2 + q) + 9m + η2
{





2v1w24(4v1η2 + q) + 9m + η2
{
v1(4w23 − 13)− 9
}]
κ3
+ [2v1 {p + 6m− 6η2(2v1 + 1) + 2}]κr,
























4v0η22 {4v0(v2 − 4) + 4v2 − 1}+ {−8v0 + 2(v0 + 1)v2 + 1} q2




{−8(v0 + 1)w21 + 8v0 + 3}
+v0η2
{−8(v0 − 4)w21 + 8v0 − 41} q + 5m2 + 2(p + 2)2(v0 + 1)w22
+(p + m + 2)m




{−8(v0 + 1)w23 + 8v0 + 3}
+v0η2
{−8(v0 − 4)w23 + 8v0 − 41} q + 5m2 + 2(p + 2)2(v0 + 1)w24
+(p + m + 2)m
{−8(v0 + 1)w23 + 8v0 + 13}]κ3











(v2 − 2)2 + v1
(
2v1 − v22 + 4
)}
q2














(2η2 − q) {2v0η2 + (v1 − 1)q}+ (m− 5v0η2)q − 2v0η22
]
κ3,
q = p + 2m + 2, w1 ≡ wij , w2 ≡ wji, w3 ≡ wik, w4 ≡ wki.
Therefore, the modiﬁed second order Bonferroni approximate upper 100α per-
centiles of T 2max, that is, t
2
M ·χ2 ≡ t2M ·χ2(α) and t2M ·F ≡ t2M ·F (α), are obtained
as follows:






























































(i, j, k, l are all distinct for β1·ijkl(t21) and i, j, k are all distinct for β2·ijk(t21)).
When sample sizes are equal, these results coincide with those of Seo [7].
§4. Approximations for comparisons with a control
In this section, simultaneous conﬁdence intervals for comparisons with a con-
trol among k independent p-dimensional mean vectors are discussed under
elliptical populations. Letting the ﬁrst population be a control, the simulta-
neous conﬁdence intervals for comparisons with a control among mean vectors
are given by
a′(μ(1) − μ(m)) ∈
[





∀a ∈ Rp − {0} , 2 ≤ m ≤ k.
The value t (> 0) satisﬁes as follows:
Pr
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By Bonferroni’s inequality for Pr
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the approximate upper percentile t21 of T
2































































Note that T 21·c(t21) is equal to the left side in (4.1). The second order Bonferroni












}− βc(t22) = α.
The modiﬁed second order Bonferroni approximation t2Mc is deﬁned as a crit-















(i, j, k are all distinct).
By using the same way as pairwise multiple comparisons, the ﬁrst and
the modiﬁed second order Bonferroni approximate upper 100α percentiles of






































































































t2M ·F ·c(α) =
νp


























where γc = {α + βc(t21)}/(k − 1).
§5. Accuracy and conservativeness of approximations
In order to evaluate the accuracy and conservativeness of the obtained ap-
proximations, the Monte Carlo simulation for the upper percentiles of T 2max
is implemented for varied parameters. The accuracy of the modiﬁed sec-
ond order Bonferroni approximation is compared with that of the ﬁrst order
Bonferroni approximation. The accuracy of the ﬁrst order Bonferroni approx-
imation is good when the number of populations is small. However, that
becomes worse as the number of populations or the kurtosis parameter in-
creases for k ≥ 6. Therefore, we discuss the accuracy and conservativeness for
k = 6, 10 throughout this section. In the simulation, the k populations have
the same distributions and consider three types of distributions: the multi-
variate normal (κ = 0), the ε-contaminated normal (κ = 1.78 with ε = 0.1 &
σ = 3) and the ε-contaminated normal (κ = 3.24 with ε = 0.1 & σ = 4).
Tables 1–3 give the simulated and approximate values of the upper per-
centile of Tmax (=
√
T 2max) for the following parameters: p = 5, k = 6, 10, Nj
(= N) = 10, 20, 40, 80 (j = 1, . . . , k), r = 1 and α = 0.05. Tables 4–6 give
them for the following parameters: p = 5, k = 6, 10, r = 0.5, α = 0.05 and
N = 10, 20, 40, 80; the sample sizes of the ﬁrst k/2 populations are N and
the rest of them are rN . For example, when k = 6, N1 = N2 = N3 = N and











t2M ·F found in (2.3), (2.4), (3.1) and (3.2),
respectively. P1·χ2 , P1·F , PM ·χ2 and PM ·F stand for lower tail probabilities
Pr{T 2max < t21·χ2}, Pr{T 2max < t21·F }, Pr{T 2max < t2M ·χ2} and Pr{T 2max < t2M ·F },
respectively. t∗ is a simulated value and Pr{T 2max < t∗2} = 1− α. If lower tail
probability is larger than 1 − α, we can construct conservative simultaneous
conﬁdence intervals from (2.1). Figures 2–4 show the graphs of the corre-
sponding data in Tables 1–3 for k = 10, r = 1, κ = 0, 1.78, 3.24. Figures 5–7
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show them in Tables 4–6 for k = 10, r = 0.5, κ = 0, 1.78, 3.24.
In Tables 1–3 and Figures 2–4, the modiﬁed second order Bonferroni ap-
proximations tM ·χ2 and tM ·F have highly precise for large N even if κ is
large, that is, lower tail probabilities are very close to 0.95 and at the same
time these are conservative. In general, the eﬀect of nonnormality becomes
small as α increases, and approximate accuracy is good, see Okamoto and
Seo [5]. Therefore, the eﬀect of nonnormality for the modiﬁed second order
Bonferroni approximation is smaller than that for the ﬁrst order Bonferroni
approximation. Approximate errors are occurred by Bonferroni’s inequality
and an asymptotic expansion. The ﬁrst order Bonferroni approximation al-
ways leads to overestimates when the error by using the asymptotic expansion
is ignored. Underestimates occur when the error of the asymptotic expan-
sion is larger than that of Bonferroni’s inequality. It is not always true that
the modiﬁed second order Bonferroni approximation leads to overestimates
even if the error of the asymptotic expansion is ignored. When the ﬁrst or-
der Bonferroni approximation is not conservative, the modiﬁed second order
Bonferroni approximation is not conservative, either, see e.g. Figure 5. There
is a case that the modiﬁed second order Bonferroni approximation is not con-
servative though the ﬁrst order Bonferroni approximation is conservative, see
e.g. Figure 2. For such cases, it is not useful to use the modiﬁed second order
Bonferroni approximation. However, both the ﬁrst and the modiﬁed second
order Bonferroni approximations are conservative for large N regardless of κ,
p, k, and r.
In Tables 4–6 and Figures 5–7, lower tail probability of the ﬁrst order
Bonferroni approximation and that of the modiﬁed second order Bonferroni
approximation come to hardly change as κ increases. This means that the
eﬀect of nonnormality becomes large and β(t21) becomes small. The eﬀect of
nonnormality becomes small and approximate accuracy becomes good as r
increases. The probability β(t21) tends to become small as r decreases, that is,
the conservativeness of the ﬁrst order Bonferroni approximation gets closer to
that of the modiﬁed second order Bonferroni approximation for small r. For
example, in Table 2, PM ·F = 0.960 for k = 10, r = 1, N = 20; total sample size
is 200. In Table 5, PM ·F = 0.960 for k = 10, r = 0.5, N = 80 : 40; total sample
size is 600. Therefore, approximate accuracy for r = 1 is better even if total
sample size is smaller than that for r = 0.5. Though the modiﬁed second order
Bonferroni approximation does not always become theoretically conservative,
this value is conservative for many parameters as results of simulation. It is
preferable that r is close to 1 and we recommend to use the modiﬁed second
order Bonferroni approximation for k ≥ 6.
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κ = 0, r = 1, p = 5, α = 0.05
k N t1·χ2 t1·F P1·χ2 P1·F tM ·χ2 tM ·F PM ·χ2 PM ·F t∗
6 10 4.59 4.71 .947 .960 4.56 4.68 .942 .957 4.62
20 4.40 4.43 .955 .959 4.36 4.38 .950 .953 4.36
40 4.31 4.31 .957 .958 4.26 4.26 .950 .951 4.25
80 4.26 4.26 .958 .958 4.21 4.21 .951 .951 4.20
10 10 4.78 4.85 .953 .961 4.74 4.80 .947 .956 4.76
20 4.64 4.66 .958 .960 4.59 4.60 .950 .953 4.58
40 4.57 4.58 .959 .959 4.52 4.52 .950 .951 4.51
80 4.54 4.54 .959 .959 4.48 4.48 .951 .951 4.48
Table 1: Approximations and lower tail probabilities for equal sample sizes.
κ = 1.78, r = 1, p = 5, α = 0.05
k N t1·χ2 t1·F P1·χ2 P1·F tM ·χ2 tM ·F PM ·χ2 PM ·F t∗
6 10 4.59 4.71 .950 .963 4.56 4.68 .946 .960 4.59
20 4.40 4.43 .957 .960 4.36 4.38 .951 .954 4.35
40 4.31 4.31 .958 .959 4.26 4.26 .951 .952 4.25
80 4.26 4.26 .958 .958 4.21 4.21 .951 .951 4.21
10 10 5.02 5.09 .969 .974 5.00 5.06 .966 .972 4.85
20 4.77 4.78 .964 .966 4.72 4.74 .959 .960 4.66
40 4.64 4.64 .961 .962 4.58 4.58 .953 .954 4.56
80 4.57 4.57 .960 .960 4.51 4.51 .951 .951 4.51
Table 2: Approximations and lower tail probabilities for equal sample sizes.
κ = 3.24, r = 1, p = 5, α = 0.05
k N t1·χ2 t1·F P1·χ2 P1·F tM ·χ2 tM ·F PM ·χ2 PM ·F t∗
6 10 4.59 4.71 .953 .966 4.56 4.68 .949 .963 4.56
20 4.40 4.43 .959 .962 4.36 4.38 .953 .956 4.34
40 4.31 4.31 .958 .959 4.26 4.26 .951 .952 4.25
80 4.26 4.26 .957 .958 4.21 4.21 .951 .951 4.21
10 10 5.21 5.28 .979 .983 5.20 5.26 .978 .982 4.91
20 4.87 4.89 .970 .971 4.83 4.85 .966 .967 4.71
40 4.69 4.69 .964 .964 4.63 4.64 .956 .956 4.59
80 4.60 4.60 .961 .961 4.54 4.54 .953 .953 4.53
Table 3: Approximations and lower tail probabilities for equal sample sizes.
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κ = 0, r = 0.5, p = 5, α = 0.05
k N t1·χ2 t1·F P1·χ2 P1·F tM ·χ2 tM ·F PM ·χ2 PM ·F t∗
6 10:5 4.71 4.94 .937 .962 4.70 4.93 .936 .961 4.81
20:10 4.47 4.52 .954 .960 4.44 4.49 .951 .958 4.43
40:20 4.34 4.35 .958 .959 4.31 4.32 .954 .956 4.28
80:40 4.27 4.28 .959 .959 4.24 4.25 .955 .955 4.21
10 10:5 4.87 4.99 .949 .963 4.85 4.97 .946 .961 4.88
20:10 4.69 4.72 .958 .962 4.66 4.69 .954 .958 4.63
40:20 4.60 4.60 .960 .961 4.56 4.57 .956 .957 4.53
80:40 4.55 4.55 .961 .961 4.52 4.52 .956 .956 4.48
Table 4: Approximations and lower tail probabilities for unequal sample sizes.
κ = 1.78, r = 0.5, p = 5, α = 0.05
k N t1·χ2 t1·F P1·χ2 P1·F tM ·χ2 tM ·F PM ·χ2 PM ·F t∗
6 10:5 4.91 5.14 .956 .973 4.91 5.13 .956 .972 4.86
20:10 4.57 4.62 .962 .967 4.56 4.61 .961 .966 4.47
40:20 4.40 4.41 .961 .963 4.37 4.39 .959 .960 4.31
80:40 4.30 4.31 .960 .960 4.28 4.28 .957 .957 4.23
10 10:5 5.43 5.55 .978 .983 5.43 5.55 .978 .983 5.09
20:10 4.99 5.02 .972 .974 4.98 5.01 .971 .973 4.78
40:20 4.75 4.76 .967 .967 4.73 4.74 .964 .965 4.62
80:40 4.63 4.63 .963 .963 4.60 4.60 .960 .960 4.53
Table 5: Approximations and lower tail probabilities for unequal sample sizes.
κ = 3.24, r = 0.5, p = 5, α = 0.05
k N t1·χ2 t1·F P1·χ2 P1·F tM ·χ2 tM ·F PM ·χ2 PM ·F t∗
6 10:5 5.08 5.29 .967 .980 5.07 5.29 .967 .980 4.87
20:10 4.66 4.71 .969 .972 4.65 4.70 .968 .972 4.49
40:20 4.44 4.45 .964 .966 4.42 4.44 .963 .964 4.32
80:40 4.33 4.33 .961 .962 4.30 4.31 .959 .959 4.24
10 10:5 5.86 5.97 .988 .991 5.86 5.96 .988 .991 5.21
20:10 5.23 5.25 .981 .982 5.22 5.25 .980 .982 4.87
40:20 4.88 4.88 .972 .972 4.86 4.87 .970 .971 4.69
80:40 4.69 4.70 .965 .966 4.67 4.67 .963 .963 4.58
Table 6: Approximations and lower tail probabilities for unequal sample sizes.
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Figure 2: Conservativeness for k =
10, p = 5, r = 1, κ = 0.








Figure 3: Conservativeness for k =
10, p = 5, r = 1, κ = 1.78.









Figure 4: Conservativeness for k =
10, p = 5, r = 1, κ = 3.24.









Figure 5: Conservativeness for k =
10, p = 5, r = 0.5, κ = 0.









Figure 6: Conservativeness for k =
10, p = 5, r = 0.5, κ = 1.78.










Figure 7: Conservativeness for k =
10, p = 5, r = 0.5, κ = 3.24.
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