Abstract-This paper is concerned with the reactive robot system (RRS) which has been introduced as a novel way of approaching human-robot interactions by exploiting the capabilities of haptic interfaces to transfer skills (from the robot to unskilled persons). The RRS was implemented based on two levels of interaction. The first level, which implements the first two stages of the learning process, represents the conventional control way of interchanging a set of forces in response to a static read of the contact position of some pre-defined dynamic rules (passive interaction). The second level, which implements the last stage of the learning process, represents an enhanced way of interaction between haptic interfaces and humans. This level adds to robotic system a degree of intelligence which enables the robot to dynamically adapt its behavior depending on user wishes (active interaction). In particular, in this paper, the implementation of the second level of the RRS is described in detail. A set of experiments was performed, applied to Japanese handwriting, to verify if second level of the RRS can interact with humans during the autonomous stage of the learning process. The results demonstrated that our system can still provide assistance to users on the autonomous stage while mostly respecting their intentions without significantly affecting their performance.
INTRODUCTION
Human-robot interaction (HRI) can be defined as the study of humans, robots and the ways they influence each other. As a discipline, HRI regards the analysis, design, implementation and evaluation of robots for human use. One of the most challenging problems in the HRI research field is giving the robot an understanding of how to interact with human beings, which may enable robots to perform higherlevel interactions, such as teaching motor skills to unskilled people. An effective skill-transfer system incorporates information from some number of sources into a target agent such that the performance of the target agent is improved. The skill representation often differs among agents, which complicates this process. Moreover, the knowledge of the processes involved in the learning process cannot be observed directly, it can only be inferred from the observation of the user's performance.
Therefore, due to the complexity of transferring skills to humans, the control system should not act just as a passive part of the interaction between the robot and the operator. The robot should not only complain users' executions to transfer the skill, but should also analyze the exchanged data, identify the ongoing action in real-time and decide how to reprogram its behavior to help the learner for enhancing his/her performance. Here, the principal key is the analysis of the flux of information during the interaction. This analysis will not only help in improving the interaction between the human and the robot, but it will also aim to evaluate the user's improvements to better understand how the learning processes can be improved. Hence, the information obtained from sensors should not be used just for receiving the transmitted information, but also for recognizing situations of possible interactions where the robot can interchange information with the operator [1] . The interpretation makes sense out of the transmitted information (Fig. 1) . 
Haptic interfaces (HI) as a skills transfer systems
The evolution of the robot's control continuously changes the role of the robot within its operating environment. At least three levels of interactive robots can be identified: autonomous/independent robots, cooperating robots and HI. The last differ in terms of the level of involvement of the operator. Recently, several authors have particularly studied the use of HI as skill-transfer systems (from robot to human). The proliferation of such systems has been demonstrated as a potentially valuable addition to existing teaching tools, as the training occurs in body-centered, or motor coordinates, as opposed to visuospatial coordinates. This is especially helpful when learning a motor task with complex kinematics, by removing the need of complex sensorimotor transformations. The training of perceptual motor skills has utilized a variety of approaches.
Krebs and Hogan [2] presented a robot-aided therapist for stroke patients. The robot provides adjustable levels of assistance to move the robot end-effector from an initial position towards a fixed number of points. Yoshikawa [3] and Sakuma [4] presented a calligraphy transfer skill system. These haptic systems locally (or from the Internet) recorded the teacher's information (position and force trajectories) to show the proper force/position relation to the student. Teo et al. [5] presented a virtual teaching system for Chinese ideograms that provides haptic and visual feedback to operators. Some experiments were performed in order to test the efficacy of the robotic teaching system. The population used in the experiments was too small even if the results suggested a real improvement of user's performance. Feygin et al. [6] investigated the use of haptics for skill training. The findings from this study indicate that haptic information can benefit performance, especially when training the temporal aspects of a task. The COBOT robots developed by Gillespie et al. [7] are inherently passive robots intended for direct collaborative work with a human operator. While a human applies forces and moments, the robot contributes to the manipulation process by guiding and constraining the user to move along a predefined path.
The authors have also demonstrated the usefulness of HI as a skill-transfer system for drawing a circle [9] . However, this task does not involve any logical processing by the learner, as the operator does not need to follow any sequence of required steps. Furthermore, it is a task that everybody knows, so the influence of the haptic interaction may not be detected clearly. Furthermore, we have also demonstrated the usefulness of the haptic information to transfer more complicated skills such as Japanese handwriting which was implemented using the first level of the reactive robot system (RRS) [10, 11] . The experiments done on this level describes that haptic interaction demonstrated to be effective during the first two levels of the learning process (cognitive and associative) [12] .
Even though the usefulness of HI as skill-transfer systems has been demonstrated, the interaction between the robot and the human has not been exploited at a maximum due to the lack of analysis of the information transmitted from both sides. The feedback information sent to the operator is in fact generally provided as fixed position rules or at precise events that arise within the virtual environment (passive interaction), thus limiting and cutting out the potential amount of information which is available in the whole haptic interaction. Moreover, the analysis of the learning process has been limited to the first two levels of the learning process. We believe that the haptic interaction can provide novel tools to stimulate the learning process through all its stages (cognitive, associative and autonomous) by adding higher cognitive capabilities to the robotic system. In particular, during the autonomous stage, learners are expected to reinforce their kinetic memory while performing the task by themselves. Therefore, even if the learners do the task autonomously, the robot should still provide support when they make a mistake.
Active interaction
The idea of active interaction is based on the possibility of developing automated tutors that provide the required information to learners depending on the analysis of the exchanged information at the logical level of perception (meaning of the movements). Unlike passive interaction, active interaction effectively has memory; its current state is not only a function of the current input, but also from the past inputs. Such data can be analyzed for extracting its main content and then for finding a movement strategy that dynamically fits the user wishes with a set of arbitrary skills (previously stored in the control). Such a kind of interaction cannot be pre-programmed by fixed rules, as each person may execute the task with slight differences [11] .
CONCEPTS OF REACTIVE ROBOTS

Principle
The main goal of a RRS is to be 'a system capable of actively supporting operators in the accomplishment of a task' [8] . The RRS aims to be an interactive skill transfer system that can emulate the presence of a human tutor, guiding the student/patient movements on the trajectories chosen by the user (Fig. 2) . 
System structure
The learning process of human beings is a complex task. Therefore, a wellstructured architecture system has been proposed and implemented [11] to interact with learners through all the stages of the learning process. The RRS has been organized by different specialized subsystems that are transparent to users (without them requiring any kind of external information). A proposed architecture of a RRS is shown in Fig. 3 . Four main subsystems make up this architecture: the user, an input/output device, the control system and the recognition system. In this system, the user can interact with the system through different means of feedback (mainly visual and force, but audio could also be provided).
HRI: flux information
In order to understand how the interaction is carried out between the robot and the human, the main steps of the proposed interaction based on the RRS are presented in Fig. 4 . Initially, the system leaves the user free to move. As the user moves, the system starts to analyze the motion for recognizing his/her intention. Consequently, these actions will be associated to a pre-programmed task trajectory. Once the task path is determined, the control system helps (in case the user makes a mistake) the user to do the task correctly (reinforce learning). In case the user is not working well with the programmed task, the control system must change its behavior for adjusting to user's will by using different keys contained on a likelihood list (matching unit) obtained from the recognition system. Moreover, the user can start, suspend or restart any task he/she wishes to do at anytime. 
Implementation details of the RRS
In order to implement a skill-transfer system based on the RRS, we have proposed to divide it into two levels of interaction which are based on psychological and cognitive studies [12] . (i) First level (cognitive and associative stages): the user was constrained by means of force feedback (provided by a haptic interface developed at our laboratory [16] ) to reproduce as good as possible the character indicated by the system (cognitive). By using this level, the learner is asked to repeat the desired character several times to stimulate the formation of the so-called 'internal models' of the human motor control [15] , until the motor skill is effectively acquired (associative). The implementation and experiments performed for this level are reported in Refs [8 -11] , where the haptic feedback information provided to learners demonstrated to be useful to assist them for enhance their performances during the learning process by analyzing their learning curves [11] . (ii) Second level (autonomous stage): this level has been introduced to enhance the interaction between the human and the robot by adding further cognitive capabilities to the robotic system. The learner, in order to interact with this level, must be first trained to perform the desired tasks using the first level. In particular, on this level, the user is the one who decides the character to perform. Meanwhile, the system analyzes the flux of information to recognize (from partial trajectories) the user's intended action in order to find a movement strategy that dynamically fits the user's wishes from a set of arbitrary skills previously stored. In the case of finding the intended action, the system provides force feedback if the learner makes a mistake (reinforce learning).
In this paper, we present the development of the second level of the RRS which aims to add further capabilities to the HI to dynamically interact with operators at the autonomous stage of the learning process (active interaction). The details of the implementation of the recognition and control systems of this level are given. A set of experiments was performed to verify if the second level of the RRS can interact with humans during the last stage of the learning process after the user is trained using the first level of the RRS. As was done for the case of the first level of the RRS [10, 11] , the second level was also tested based on the application to Japanese handwriting. The authors proposed to implement a Japanese handwriting teaching system using the RRS due to a set of factors [11] :
• Handwriting is a complex task to be learnt where user's improvements can be easily measured.
• Japanese does not only define the shape and size of the characters, but also the correct sequence of strokes (principally during the first stages of the learning process).
• The chosen population (people amongst the lab) were known to have good writing skills, but no prior experience on such specific task (allowing in this specific case a clear analysis of the degree of learning). In Japanese handwriting (Kaisho), each character is drawn with a series of brush or pen strokes, where the characters may contain from one to 33 (or more) strokes. The traditional size of the character and the order of the strokes in a figure (which stroke is done first, second, etc.) are firmly and absolutely fixed, and native school children are not allowed to deviate from those conditions. These kinetic values are the outgrowth of the enormous amount of time that goes into writing the kanji by hand over and over again, because everyone knows that the true way of learning how to produce kanji is by repetitively copying it [13] . On the other hand, the learning process of writing kanji is quite different to reading comprehension. Yamada [14] found asymmetries for the ability to read and write isolated kanji when testing fourth, fifth and sixth graders from Japan. He suggested that, whereas learning difficulties in the acquisition of writing skill may arise from the complexity of the kanji's shape, this could be compensated for by changing the traditional teaching method which lacks a scientific methodology. For that reason, we would like to exploit the capabilities of the RRS to propose novel teaching tools that can be useful for analyzing and assisting learners through all the stages of the learning process [12] .
SECOND LEVEL IMPLEMENTATION
HI
The RRS has been implemented by using a specific HI for handwriting developed in our laboratory [16] . This interface is a parallel manipulator composed by a closed five-bar linkage with a high kinematics and dynamics isotropy and large workspace with respect to the device bulb (Fig. 5) . Two rotary actuators drive a closed five-bar linkage by two pairs of opposed tendons. The actuators are located apart from the linkage of the mechanism. Steel cables are used as tendons. The starting terminal of a single tendon is connected to the pulley mounted on the motor shaft, whilst its end terminal is attached to the base link. Pulley radii have been optimized with respect to the manipulability performances all over the workspace, while the transmission design has been chosen to reduce sliding friction between cables and pulley races [16] .
In order to perform the handwriting task, a pen-stylus was attached to the endeffector. The aim to design a specific task interface is an important issue during the skill-transfer process in rendering a more natural environment to the user. Two optical encoders are used to measure the joint angle position of each motor. A spring combined with a magnet and a Hall-effect sensor inserted to the pen-stylus are used to identify when the users is writing or not (Fig. 6 ). This sensor measures the position of the pen with respect to the base, which is based on the variation of the magnetic field with respect to a magnetic source. The pen is free to move along its axis until a rubber element, placed between the magnetic source and the sensor, constrains its motion. This element provides mechanical stiffness to the pen.
Recognition system
The role of the recognition system in the reactive robot architecture is to analyze user motion in order to 'understand' and codify on actions (partial trajectories). This system should not only model the task that represents the most likely human performance, but also compare the result with a predefined set of skills and identify the most likely data sequence.
Acquiring, modeling and transferring human skill is a difficult task due to the stochastic nature of human performance as none can repeat a task exactly in the same way. Inside this stochastic process, human actions are considered as the measurable stochastic process and the knowledge or strategy behind it as the underlying stochastic process. Therefore, due to its complexity, the recognition system was implemented using two subsystems: task modeling and task identification (Fig. 3) .
The task-modeling subsystem models the human skill according to standard criterion to assure the stability of the system. However, due to the stochastic nature of human performance, an absolute criterion becomes rather difficult to model mathematically. One proposed criterion can be found in the theory of hidden Markov models (HMM), where the likelihood criterion is used to measure the skill [17] . This criterion is appropriate in the sense of maximizing the expected average performance, the one that the operator most likely performs. The HMM is capable of characterizing online a doubly stochastic process with an underlying stochastic process (user's intentions) that, although immeasurable, can be measured through another set of stochastic process (resultant action).
In our system, a discrete HMM has been used due to its simplicity during the training (in our case, 25 examples per each character were done by an intermediatelevel student of Japanese performed at different speeds, but similar character size) and its capacity to identify partial trajectories in real-time. A compact notation of a discrete HMM, to represent the complete parameter set of the model (Fig. 7) , is given in (1). As a result, a HMM is created off-line for each character by adjusting the model parameters to maximize the probability that the model matches with a given observation.
The task identification subsystem identifies user's intentions in real-time by comparing the user's ongoing actions (partial trajectories) and a skill model database previously created. This task is also done by the HMM by representing all the training data in a statistic sense by its parameters in order to produce a full likelihood list. For each memorized pattern, this list contains a percentage indicating how well the relative path corresponds to that produced by the user. Therefore, in order to perform the recognition task (on-line), we implemented the classical HMM algorithms [17, 19] : forward and backward (probability evaluation), Baum-Welch (parameter estimation) and Viterbi (optimal state sequence). All the algorithms were implemented on a library using Matlab 5.3 and Simulink 3.0, where the sampling frequency is 1 kHz. The identification process using the HMM is composed by four principal steps: tracking system, quantization, buffer and HMM Evaluation (Fig. 8) .
The user's movements have been tracked by using two optical encoders and the end-effector position was computed by using the closed-loop direct kinematics (CLDK) algorithm proposed by Siciliano [18] . Furthermore, from the data obtained from the Hall-effect sensor, it was possible to detect when the user was writing or not. As a result, the user's trajectory has been represented by three parameters: X 1 (t), X 2 (t) and P (t), where the first two parameters correspond to the current end-effector position and the last parameter defines if the user is writing or not.
The recognition task was simplified by considering the traditional size of characters (no deviations from the character's size were allowed to users), by considering the data only when the user was writing (no stroke segmentation was required) and by asking users to determine the beginning/end of the character using the command buttons (see Section 3.4). On the other hand, in order to obtain a path independent of the position and velocity, the user's trajectory information was converted into angle variation (θ var ) by using (2) . Due to the use of a discrete HMM, continuous data must be transformed into a discrete data set. Based on Ref. [19] , in order to quantize the angle variation information, L symbols have been defined according to the angle direction and to the parameter P (t). In the case the user is writing (P (t) equal to 1), L varies from 1 to 16 (Fig. 9) . If the user is not writing (P (t) equal to 0), L varies from 17 to 32. Thus, each angle variation is represented by a discrete symbol V (t). The information of the length of the trajectory is naturally preserved by the repetition of the discrete symbol [19] . If a particular vector X(t) − X(t − 1) has a length l and defining a 'unit length' (l 0 ), its discrete symbol V (t) is repeated η times, where η is the integer part from (3).
Finally, a buffer collects a vector of observations (the buffer size was experimentally fixed to nine values) to be compared with a set of HMM previously created. On the second level of the RRS, the identification procedure computes the likeli-hood list only once, which means as soon as the buffer is full. From the result of the evaluation of the HMM, the highest output value from the likelihood list is then used by the control system as the recognized user's intention.
Control system
The control system should provide a particular kind of motion control in order to interact with the whole system. The control system must take into account all the information coming from the recognition system that describes the users' intentions and then it should provide the proper force feedback necessary for the user to complete the task. Furthermore, the control must determine if there is an agreement between the user's intention and the programmed task. This information will be useful to decide if the system should continue providing the force feedback on the programmed task (identified character) or to plan an alternative one. The control system is divided in two principal subsystems:
• The task force generator subsystem replicates the forces required to constrain the user's movements just after recognizing the user's intention. This subsystem checks if the user makes a mistake by comparing the user's preferred character with a pre-recorded task and generates the proper force to correct the user's motion to enhance his/her performance.
• The high-level control subsystem is an intelligent control that observes how well the user is working with the programmed task. It uses all the information available from the recognition and HI device to decide how to change or reprogram the control strategy. In order to constrain the user's motion, the task force generator used an example of each character pre-recorded by an intermediate-level student of Japanese. Each sampled point was used to create a point vector T v(K), where for each digital time step K, it defines the desired position (ideal trajectory). This supposes that the speed, time and position dependences of the trajectory have been eliminated. As is shown in Fig. 10 , P represents the current end-effector position. To help the user to follow the ideal trajectory, it would be necessary to produce a force that is proportional to the estimated error which converges to the desired position. If it is defined asP the nearest position of the ideal trajectory to the current one, the error position can be easily obtained using (4) . The termP can be obtained in two basic ways. The first is done by calculating a polynomial function which fits to the ideal trajectory at points K − 1, K and K + 1, and then finding the solution of a normal vector that goes from the current positionP to the function. It can be easily demonstrated that using a third-order polynomial fit, five solutions can be founded. This situation creates unstable behavior during the replication of the task. The other way is realized by just calculating the least-squares distance from P to each of the points defined at time K − 1, K and K + 1. This solution is easy to compute and, by selecting a proper distance between each discrete sample (0.125 mm), the task replication through force feedback is stable and transparent to the user. Finally, a simple control law (sampling frequency of 4 kHz) can be defined as in (5), where K p and K v represent the stiffness and damping factors (set to 3.0 N/mm and 0.001 Ns/mm, respectively). The parameter can be computed as (6), since˙ is orthogonal to the trajectory. The force produced was saturated at 4.0 N, in order to provide a better feeling of guidance.
On the other hand, the high-level control subsystem must ensure the stability of the entire system as the recognition system is not able to ensure complete matching between the ongoing user's character and the recognized one, i.e., two or more tasks present identical sequences in the initial part and, therefore, partial recognition becomes more difficult and mismatch can occur between the user's intentions and the control motion [8] . Furthermore, if the user performs a task that was not modeled previously, the system will not operate properly. For that reason, the matching unit was introduced to avoid any of the difficulties described above that may occur during the interaction. Meanwhile, the high-level control is observes how well the operator is working with the programmed task; whenever it indicates that the user has excessive difficulties in producing the task, the matching unit will try other keys of the list whose likelihood are acceptable or switches off the force feedback if no key is acceptable (after three keys are tried). This unit must not require any particular intervention by means of an external control and should intervene in real-time, but without causing any damages or lack of autonomy to the user, so that it can ensure the stability of the interaction when a mismatch occurs between the recognition output and the users' intentions.
Basically, in order to analyze how well the operator is working with the programmed task, the high-level control observes the behavior of the force levels that the HI is exerting on the user. In fact, when the user has excessive difficulties in producing the task, the force exerted (unsaturated) by the HI will increase abruptly in a short time period, particularly when the character intended by the user and the recognized one (which is used as the programmed task) are not in accordance. In order to verify when this situation occurs the system uses (7) to compute the acting force over a period of time (where T is the time period):
Figure 11a presents the case when the programmed task is in correspondence with the user's intentions. The acting force value will never exceed the maximum threshold value (1.0 N/s) during a time period T of 0.25 s [11] . That is true because we are supposing the user was highly trained using the first level of the RRS, so that during the autonomous stage of the learning process the force exerted will be given just when some possible mistake may occur to reinforce the learning. This means that the acting force peaks will always be found below the threshold value over a period of time.
In contrast, when a mismatch occurs between the user's intended character and the identified one, the maximum acting force value will exceed the threshold value in a short period of time (Fig. 11b) . A prominent peak will be easily detected when the user is transiting from one stroke to another due to the excessive difficulties for users to continue the task (there will be considerable differences between the initial positions of the next strokes of the intended and recognized characters). As soon as the control detects a peak that exceeds the threshold value, the matching unit will discard the current programmed task and then will try the next character with the highest probability from the likelihood list.
System features
The second level of the RRS provides the user with the information required to interact with the system during the autonomous stage of the learning process. Basically, this level provides the guidance required for reinforcing the skills acquired previously on the first level and, furthermore, it provides graphical information about how the interaction is going. (i) The guidance. To understand how the second level of the RRS interacts with learners, an example is given. Imagine the user desires to write the character ' '. Just after the user writes down a partial trajectory of such character, the system has recognized that the user desires to write the character ' ', as their initial trajectories are quite similar. In this case, after the user has finished the first stroke, the user raises the pen and then he/she can actually start the next stroke at two different points depending on his/her own wishes. In Fig. 12 , it is shown that at a digital time K when the user raises the pen, the system automatically provides a slight force feedback (to avoid any disturbance to the user while conducting the desired task) to show the next programmed contact point, determined by the highest value in the likelihood list ' '. However, if the user moves the pen toward the next programmed contact point of the character ' ', the matching unit will change the control's behavior and now it will show the next point of this character (slight force), as it seems to be the user's preferred character. When the user again presses down the pen to continue with the next stroke, the system will return the normal force level obtained from the control law to converge to the current programmed task in the case that the user makes a mistake.
(ii) The graphics. The graphical interface provided to the user is shown in Fig. 13 [11] . This interface displays the character that the operator is writing down, while providing other useful information such as the likelihood list, the recognized character and the changes of the selected key from the likelihood list when a mismatch is detected. In addition, several buttons are available to the user to perform different actions such as: start/stop the task, clear the screen and select the interaction mode (first or second level of the RRS).
EXPERIMENTS AND RESULTS
In the experiment presented in Ref. [10] , the first level of the RRS was tested to verify how well the feedback information assisted the users during the first two stages of the learning process (while learning to write Japanese characters). In particular, we have evaluated the differences in users' performances when three training different methods are used (based on the information provided to them): visual, haptic and visual+haptic. Performances were evaluated based on three indexes: the time users spent to complete the task, the acting force that was exerted by the HI to correct them over a period of time, and the successful recognition rate obtained by comparing off-line the user's character (when finished) and a set of HMM previously created. From the analysis of the performance indexes, the learning curves of the learners of each of the training methods proposed were obtained and compared. As a result, we demonstrated that the performances were effectively improved when both visual and haptic information are provided to the users during the first two stages of the learning process [8, 10] . In this paper, the tests performed focused on the second level of the RRS while the user is interacting with the system at the autonomous stage of the learning process (visual+haptic information is provided). In particular, we would like to demonstrate if the RRS is capable of interacting with users at the logical level (meaning of the actions) when he/she decides the action to perform, previously learned when using the first level. Therefore, the tests reported of the second level were focused on verifying the following hypotheses:
(i) Users' performances should not be affected while using the second level (compared with the performances registered during the first level). (ii) Users' intentions should be respected even when the system may tries different keys from the likelihood list.
(iii) Even though users have mastered the task using the first level, the second level must still provide assistance to them (in the case of possible mistakes) to reinforce the motor skill.
(iv) The interaction between learners and the second level of the RRS can be carried out independently of the complexity of the character considered without affecting the stability of the interaction.
Therefore, an experiment setup was proposed using 10 volunteer subjects ranging in age from 26 to 35 (six males and four females) without any experience of writing Japanese characters. The experiment was divided in three phases.
• Phase 1. Students were explained how the system works verbally and with some examples.
• Phase 2. Each student was trained to write a reduced set of Japanese characters (Fig. 14) using the first level of RRS, until the shape and sequence order of each character was memorized (each character was repeated up to 10 times). In this case, the system decided which character should be done. The information (the angle information and the time spent doing the task) of the last character done in this phase was recorded to be compared later with Phase 3.
• Phase 3. Learners were asked to interact with the second level. Therefore, each user was asked to draw the five different characters learned from the first level.
In this phase, learners decided which character to write (Fig. 14) ; meanwhile, the efficiency and quality of the task performed by users were analyzed.
In order to verify if the second level can satisfy the first hypothesis presented above, we proposed to analyze and compare users' performances obtained from the Phases 2 and 3 (first and second levels of the RRS, respectively), where the following performance indexes were considered:
• Time (seconds). It measures the time the user spends to complete the character (task efficiency). If users do not spend considerably more time to perform the task on the second level compared with the first level, then the proposed system also can interact dynamically with the learners during the autonomous stage.
• Successful recognition rate (%). It measures how well the user performs the character (task quality). Basically, the character finished by user is compared (off-line) with the set of HMM models previously created from the characters shown in Fig. 14 . If the highest output probability corresponds to the HMM model of the character done by user, then successful recognition is obtained. If the successful recognition rate on the second level is not considerably different compared with the first level, then the proposed system does not affect learners' performance and their intentions were respected on the autonomous stage. The collected data was then subjected to two-factor analysis of variance (ANOVA) using SigmaStat (v 2.0), where users' performances were analyzed by two sources of variation (Table 1) : RRS's level and characters. The RRS's level factor has two levels as the first and second levels of the RRS are compared. The characters factor has five levels as the users were asked to write the set of Japanese characters (Fig. 14) .
The mean averages of the time performance index obtained when a learner interacts with the first level of the RRS and then with the second level of the RRS, presented by character, are shown in Fig. 15 . By considering all the characters together, the users spent on average 9.65 s on the first level while they spent 10.97 s on the second level. Therefore, as we can seen from Table 1 , a not quite significant statistical difference was detected between the first and second levels of the RRS (P = 0.0639). Furthermore, the difference of this performance index compared by characters was statistical us significant (P < 0.001) as some of the characters require more time than others due to the number of strokes to be drawn and the shape's complexity (characters ' ', ' ' and ' ' are more complicated than ' ' and ' '. From these results, the time users spent to write the character was not significantly affected while interacting with the second level when both simple and complicate characters are considered. In Fig. 16 , the mean averages of the successful recognition rate performance index are shown. By considering all the characters together, an average successful recognition rate of 88% was found on the first level, while 80% was found on the second level. Therefore, as we can seen from Table 2 , no significant statistical difference on users' performances was detected between the first and second levels of the RRS (P = 0.2474). On the other hand, the difference of this performance index compared by characters was not significant (P = 0.0546), which means the second level of the RRS did not significantly affect learners' performances even when different characters were considered.
Regarding the second hypothesis, from the data collected from the experiment, we analyzed if the users' intentions were respected while interacting with the second level of the RRS. For that reason, we verified if the characters written by users were effectively the ones they wished to do (at the end of each trial of the experiment we asked them their desired character). In this case, in order to evaluate users' performance, the HMM was used to verify if the finished character matched the user's intention. As a result, in 81.25% of the trials of the experiment, the users' desired character was done with high quality (by comparing the HMM created from the intermediate-level Japanese student). Therefore, the second level of the RRS could respect the users' intentions most of the times even when the control system is dynamically adjusting its behavior to the meaning of learners' movements. In the case of the third hypothesis, we verified if the second level of the RRS can still provide assistance (force feedback) to users even when the matching unit is trying to match the users' desired character with the recognized task (from a partial observation). Therefore, at the end of each trial of the experiment (during Phase 3), we have registered those trials where the control system provided support to users up to the conclusion of the task. As a result, in more than half of the cases (56%), the second level of the RRS was able to provide assistance up to the end of the task. The principal difficulty was found when the user wished to write the character ' ' or ' ' due to the similarity in terms of the shape and number of strokes. However the learners' wishes were still respected as both characters presented high successful recognition rates (75 and 100%, respectively). From this result, the second level of the RRS was very likely to provide assistance during the last stage of the learning process.
Finally, we analyzed if the interaction between the user and the second level of the RRS is stable independently of the complexity of the character (fourth hypothesis) by analyzing the behavior of the acting force over a period of time exerted by the HI obtained from the collected data during Phase 3. This analysis may help us detect if there are significant differences in the interaction between learners and the second level of the RRS when characters of different complexity are considered. In this case, we used a one-factor ANOVA where users' performances were analyzed by the character factor.
The results of the average acting force over a period of time from each character is presented in Fig. 17 . An overall average of 12.44 N/s was found when considering all the characters together. As shown in Table 3 , no significant difference was found between characters while analyzing the acting force (P < 0.05). From this result, the interaction between the learner and the second level of the RRS can be carried out independently of the complexity of characters without affecting the stability of the interaction.
On the other hand, in all characters we can observe a great variability (variance) of the acting force over a period of time due to the stochastic nature of the interaction (Fig. 17) . Although a great variability was found, users' performances were no significantly affected while interacting with the second level of the RRS by observing the time and successful recognition rate performance indexes previously analyzed. However; in the present system, only a reduced set of characters was considered to test the second level of the RRS. Therefore, if the number of characters is increased, more mismatched cases between the users' intentions and the recognized one will appear. Thus, the stability of the entire system may be affected. Therefore, we need to consider more intelligent ways of processing the information by the robot to make decisions based on algorithms proposed from artificial intelligence research, such as neural networks and/or fuzzy logic.
CONCLUSIONS AND FUTURE WORK
In this paper, the implementation details of each of the components of the second level of the RRS were presented. This level, in contrast with the first level, offers the possibility for learners to interact with the robotic system during the autonomous stage of the learning process. An experimental setup was proposed to verify the effectiveness of the proposed system. As a result, the second level of the RRS demonstrated users' performances were not significantly affected (compared with the performances registered during the first level), the users' intentions were respected most of the time and still the robotic system was very likely to provide assistance to them and, finally, the interaction between learners and the second level of the RRS can be carried out independently of the complexity of the character considered.
As future work, the scaling issue of the proposed system will be considered. As the number of characters is increased, the effectiveness of the HMM for evaluating partial trajectories is considerably reduced [11] . Therefore, more robust recognition systems will be considered such as that proposed in Ref. [19] . Furthermore, more intelligent techniques that enable the robot to make decisions (in order to deal with possible mismatches between the desired and recognized characters) will be proposed based on artificial intelligence theory, such as neuronal networks and/or fuzzy logic. Thus, a larger set of characters will be considered. Further experiments will be carried out to verify the differences of the learning process of students over longer periods when they use only the first level and when the first/second levels are considered.
