On an IL-dimensional inner-product space, every operator T that satisfies 0 < T Q I is a convex combination of as few as [log, n] + 2 projections, and this number is sharp.
If 0 < T < I and trace T is a rational number, then T is an average of projections. Further results are also obtained for the ca5es when the projections are required to have the same rank and/or to he commuting. In each case, the optimal mmlher of projections is determined.
INTRODUCTION
Which linear operator on a complex n-dimensional inner-product space can be expressed as a convex combination
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or an merage ( = arithmetic mean)
-& + . . . + P,,,)
of finitely many (orthogonal) projections pi? What is the minimal value of m, the number of projections, required in such an expression? These are among the questions to be addressed in this paper. Note that, here, projections Pj need not be commuting; so the underlying structure theory is inevitably complicated, yet highly intriguing. Readers are also referred to [l-3, 6 , 71 for some related research work with judicious manipulations of noncommuting projections.
Actually, we are concerned with the affine structure of the convex compact set 8 = <:, = {n x n positive semidefinite matrices T satisfying T < I].
In view of the well-known fact
Ext 8 = {n X n projections}, we proceed to seek a quantitative description for the statement -e = co Ext B (Here, Ext stands for the extremal set and co stands for the convex hull.) Since B is a subset of {n X n hermitian matrices}-a real linear space of real dimension ?--it follows that, from an elementary classical theorem of Carathkodory, each operator T E d is a convex combination of n2 + 1 projections. Nevertheless, a simple diagonalization argument yields a familiar fact: each operator T E B is a convex combination of n + 1 commuting projections (see Proposition 1.4). To get the ultimate result, we need an optimal manipulation of noncommuting projections; it turns out that the "most economical"
way to form convex combination requires as few as [log, n]+ 2 projections (Theorem 2.4). Along these lines, we also get a description of the averages of projections (Theorem 3.6).
Moreover, Ext 8 consists of exactly n + 1 components:
where .3fk = {n X rz rank-k projections}.
It is not surprising to see that the affine structure of is much more tractable than that of 4. Indeed, the class of convex combinations of rank-k projections is exactly the same as the class of averages of rank-k projections.
The Section 2 is devoted to the investigation of convex combinations of noncommuting projections, and Section 3 to averages.
NOTATION AND PRELIMINARIES
In this paper, we deal with matrices of complex entries. A matrix P is called a projection if P is self-adjoint and idempotent (i.e., P = P* = P"). A matrix J is called a symmetry if J = J* = J-'.
We write 0 for the zero matrix and Z for the identity matrix. We write S < T or 0 < T -S when T -S is a positive semidefinite matrix. We write Diag(t,)J', I for the n X n diagonal matrix with diagonal entries (tj)J'=l. The structure theory for convex combinations of commuting projections is rather simple. The following proposition is probably known to many readers. LA T be un 11 X n matrix satisfying 0 < T < I.
(1) Then T udmits an expression us a convex combination of "n + 1" commuting projections.
(2) Zf n > k ure positive integers and trace T = k, then T admits an expression as a convex combination of "n" commuting runk-k projections.
The "quoted" number of commuting projections in euch expression is sharp in the sense thut it is the smullest integer for the statement to be w&d.
Proof.
Write T = C;=,tjE,j, where 12 t1 >, . . . > t,! > 0 and {E.j}y=, are mutually orthogonal rankione projections. 
T=(l-t,)O+(t,-tp)F1+
.
.. +(t,,_,-t,,)F,~_l+t,,F,,
is a convex combination of n + 1 commuting projections.
(2): Now we have the extra assumption Cjtj = k. We may assume further that t, + t, < 1 (otherwise, consider I -T and n -k instead of T and k).
Let P = C'!_ _ J_,, k + , Ej and S = T -t, P. Then P is a rank-k projection, and rank S < n -1, trace (l/(1 -t,)S> = k, 0 < l/(1 -t,,)S < 1. By the induction hypothesis, which is obviously valid if n = 2, we can write
where each Pi, as a nonnegative sum of E,/'s, is a projection of rank k, and
T = t,,P + c (l-t,,)A,P,
i=l is a convex combination of n commuting projections of rank k, as desired.
In order to show the sharpness of n + 1 as the optimal number of projections in Cl), let {t 1,. . , t,,, 1) c [0, l] be linearly independent over the rational field Q (e.g., ti = 2'/('+') ), and let T be the n X n diagonal matrix This, together with Chj = 1, is equivalent to
As the linear span of (t , , . . , t,, l} over Q is of dimension n + 1, the linear span of (A,, . . , A,,,) over Q is of dimension at least n + 1. Therefore Let n > k > 0 l?e nonnegatice integers, and let T be an n X n m&-ix suti$ying 0 < T < 1. Then The minimul number of commuting projections required in (1) (or in (2) i;f n > k > 0) cun be url>itrurily large. Each n x n matrix T that satisfies 0 < T < 1 udmits un expression us u convex combination of [log, nl + 2 projections.
Proof.
We prove the proposition by induction. When n = 1, [log, n] + 2 = 2 and the statement is obviously valid. By unitary equivalence, each n X n Euch n x n positive semidefinite matrix is a linear combination of [log, Note that the first half of Corollary 2.5 has been essentially proved by Nakamura [6, p. 1351 . The difference of the numbers of projections in the preceding two theorems reflects the fact that convex combinations require one extra constraint on the coefficients: their sums must be one.
AVERAGES
This section is devoted to the study of the averages of finitely many projections. We need simple manipulations on pairs of projections. LEMMA 3.1. Suppose two n x n matrices P and Q are projections of the same rank. Then there exists a symmetry J such that Q = JPJ.
Proof. First assume that P + Q -Z is invertible. Then
J=IP+Q-ZI(P+Q-Z)-'
is a symmetry. Since
(P+Q-z)Q=P(P+Q-I), (P+Q-Z)P=Q(P+Q-I),
it follows that (P + Q -Z)' commutes with Q, and thus ) P + Q -II commutes with Q. Therefore
JP=IP+Q-ZJ(P+Q-I)-'P=(P+Q-Z(Q(P+Q-I)-'

=QIP+Q-Zl(P+Q-Z)-'=QJ,
and Q = JPJ, as desired.
In general, P + Q -Z need not be invertible. Let X be the underlying 
Therefore, the required projections R i (j = 1,2) can be constructed. 
If an n x n mutrix T is un uceruge of m runk-k projections and I is an integer larger than m, then T also admits un expression as un uueruge of 1 runk-k projections.
Proof. i.e., t, + t,, < 1. (l/m)P,; thus, by Lemma 2.3, the k th largest eigenvalue of T is not less than that of (l/m)P,;
i.e., l/(n -k + 1) > l/m, so m > n -k + 1, as desired. For the case 2k > n, the assertion follows by symmetry.
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