The usage of this PDF file must comply with the IEICE Provisions on Copyright. The author(s) can distribute this PDF file for research and educational (nonprofit) purposes only. Distribution by anyone other than the author(s) is prohibited. SUMMARY This paper addresses the attribute recognition problem, a field of research that is dominated by studies in the visible spectrum. Only a few works are available in the thermal spectrum, which is fundamentally different from the visible one. This research performs recognition specifically on wearable attributes, such as glasses and masks. Usually these attributes are relatively small in size when compared with the human body, on top of a large intra-class variation of the human body itself, therefore recognizing them is not an easy task. Our method utilizes a decomposition framework based on Robust Principal Component Analysis (RPCA) to extract the attribute information for recognition. However, because it is difficult to separate the body and the attributes without any prior knowledge, noise is also extracted along with attributes, hampering the recognition capability. We made use of prior knowledge; namely the location where the attribute is likely to be present. The knowledge is referred to as the Probability Map, incorporated as a weight in the decomposition by RPCA.
Introduction
Security surveillance systems are very commonly used. Nowadays, the usage is not only limited to commercial buildings, but also residential buildings. These systems play a vital role in the community, as they serve as a deterrent to criminal activity and may be used to help search or identify a criminal. When performing the search or identification, the attributes of that person are important to look at, and these attributes are usually varied. Surveillance cameras generally are located at the ceilings to cover a wider view of the area. However, there are also cases that place cameras in relatively small areas, for example, small alleys, near the entrance to a door, hallways, etc.
In general, surveillance systems employ cameras that work in the visible spectrum; where human eyes see. In this spectrum, illumination is a big factor that needs to be considered. Without sufficient illumination, the captured image might not have enough information which is often vital for the success of any recognition method used. Therefore, surveillance in night-time or in poorly lit areas are challenging tasks. Situations like these make a thermal infrared camera a better option.
A thermal infrared (or simply thermal) camera captures images in thermal infrared spectrum, a portion of the infrared spectrum. A thermal infrared camera produces an image by capturing infrared radiation of an object, therefore, illumination is not an issue. The intensity of a pixel in a thermal infrared image depends on the corresponding temperature of the object. This is the main reason why a thermal infrared camera can be a better alternative in night-time or in poorly lit areas. Figure 1 shows image examples of a person in visible and thermal infrared spectra with and without the presence of wearable attributes.
The term "attribute" itself has a broad meaning. It is defined as a trait or an element of an object. Attributes of a human can be his/her age, gender, race, and so on. For simplicity, these attributes will henceforth be referenced as non-wearable attributes. Meanwhile, this paper focuses on wearable attributes, or objects that people wear. Examples of wearable attributes are glasses, hat, backpack, and so on. A person shown in Fig. 1 (b) is a security risk in places such as banks, because the face is occluded by wearable attributes. Therefore, the information of what wearable attribute a person is wearing is equally important to avoid a compromise in security. This research aims to recognize the wearable attributes of a person in thermal infrared image. This recognition task can be used for searching people based on attributes they are wearing or to warn security about the usage of a certain attribute.
In regards to the recognition of non-wearable attributes, many researches have been done up to now. To name a few, classifications of human expressions [1] , [2] , race/ethnicity [3] , and gender [4] , [5] . On the other hand, the researches done to recognize wearable attributes usually include recognition of non-wearable attributes. Kumar et al. [6] , [7] utilize various attributes for face verification between two images. Other researches [8] - [11] use images taken from surveillance cameras to find people based on certain attributes. Attributes are also used for person reCopyright © 2017 The Institute of Electronics, Information and Communication Engineers identification, for example, works by Layne et al. [12] and Khamis et al. [13] .
So far, however, the aforementioned researches are all conducted in the visible spectrum. There are only a small number of attribute recognition studies available in the thermal infrared spectrum. For example, recognition of facial expressions [14] , [15] and a small section of eyewear (glasses and sunglasses) detection [9] . To the extent of our knowledge, there are no other works that focus only on wearable attributes in the thermal infrared spectrum.
There are two significant problems to perform recognition of wearable attributes in the thermal infrared spectrum. First, in comparison to the size of human body, the size of attributes are relatively small. Furthermore, intra-class variation of human body is large. Due to these limitations, it is difficult to recognize these attributes in the thermal infrared image. Some works on attribute recognition mentioned previously focus on a smaller region from the image, e.g. the face region.
In this research, we perform recognition by using an image decomposition approach. The decomposition is the key process that produces two images with a size identical to the original. The decomposed images are: one with the wearable attribute information only, and one with the human body without the wearable attributes. We employed the idea of majority and minority to achieve this decomposition, where a certain condition needs to be fulfilled. The condition is that the similarity between the observations needs to be relatively high to serve as the majority. This leads to the situation where the attributes can be separated because they are the minority -a noise -in the data.
To give a clearer idea, assume a collection of thermal infrared images of people. Presented in the collection are human images with no wearable attribute as the majority. If there is a human wearing an attribute in some images, then these attributes will be evaluated as the minority. Fig. 2(c) are considered as the minority in face and torso regions, respectively. Under this assumption, the extraction of the attributes is performed by means of decomposition. Therefore, the method proposes control over the data matrix that will be decomposed.
We have previously proposed the decomposition with Robust Principal Component Analysis (Robust PCA or RPCA) [16] as the basis. RPCA is a modification to Principal Component Analysis (PCA), where the problem of decomposition can be classified according to the approaches developed for it [17] . They are:
• RPCA via Principal Component Pursuit (PCP) [18] • RPCA via Outlier Pursuit [19] • RPCA via Iteratively Reweighted Least Squares [20] - [22] • Bayesian RPCA [23] and its variation [24] • Approximated RPCA (GoDec [25] )
In [16] , we constructed the data matrix in such a way that it contains multiple images with no attribute in it as the base data, and one input image that will be either trained or recognized. This arrangement ensures that any attribute is considered as noise by the RPCA and extracted from the input image. Note that the input image may contain multiple, single, or no attributes.
However, there is one drawback that can be perceived in [16] . Since the decomposition was performed without any prior knowledge, there are still some details of clothing and other noise extracted along with the attribute. On the same note, when there are multiple attributes in one image, all of the attributes information is extracted. In this case, the recognition of the desired attribute is hampered by the existence of others.
These problems lead to the idea of an attribute-wise decomposition. By extracting the information only in an attribute-specific region, a more focused decomposition can be achieved. We propose the usage of prior knowledge to tackle the problems. The prior knowledge we utilized is the location where the attribute is likely to be present, which is used as a weight in the decomposition process. Therefore, an attribute-wise decomposition can be achieved. In this paper, we modified RPCA with the introduction of a probability prior.
The usage of a probability prior is very beneficial in situations where there are minimum to no change in viewpoint or angle, for example, near the entrance of a door. In these situations, we can assume that the images contain the upper body region and taken frontally. These images can be obtained from a prior detection step performed on the surveillance video. This step is not covered in our paper, but it should not be difficult, because the presence of human is apparent in the thermal infrared spectrum.
The remaining parts of the paper proceeds in the following. Section 2 elaborates the proposed idea for this research, which is the usage of prior knowledge to achieve an attribute-wise decomposition. Section 3 will then describe the detailed implementation of the proposed method. Experiments and their analyses are explained in Sect. 4, and Sect. 5 concludes the paper.
Decomposition by Robust PCA with Probability Map
This section will cover the approach proposed in this paper, which makes use of prior knowledge to achieve an attributewise decomposition. However, we first explain in detail the Robust Principal Component Analysis, the basis of our decomposition.
Robust Principal Component Analysis (RPCA)
Robust Principal Component Analysis (RPCA) is the method used to perform the decomposition. Based on the popular Principal Component Analysis (PCA), RPCA is made to be robust towards corrupted or noisy observations in the data. This is due to the fact that PCA encounters problems when dealing with data that contain outliers and/or noisy observations.
Robust PCA handles the corrupted/noisy observations by separating them from the data. We make use of this decomposition capability for our approach, by considering the wearable attributes as noise instead of a part of the human characteristics. Consequently, wearable attributes in a human image can be decomposed and only the extracted attribute information is used for the recognition.
An idealized version of RPCA was introduced by Candes et al. [18] , aimed to decompose a collection of observations M to a low-rank matrix L and a sparse matrix S, as follows:
where sparse matrix S contains the noisy/corrupted part of the observation in the data, and its magnitude can be arbitrarily large. Most researches focus on the low-rank components, however, the proposed method utilizes the sparse matrix instead. There are various techniques to solve RPCA. For this purpose, the proposed method utilizes Principal Component Pursuit (PCP) [18] . Even though some adaptations have been proposed for PCP such as Stable PCP [26] and Local PCP [27] , it is still one of the best techniques among its peers [17] , [28] .
Assume a data matrix M where the observations are represented in column vector. PCP solves the following optimization problem:
where ∥ · ∥ * denotes the nuclear norm, the sum of the singular values given a matrix. ∥ · ∥ 1 is the l 1 -norm with the condition that the matrix is treated as a vector. λ is the balance parameter. The rule of thumb for λ is shown in Eq. (3) where m and n represent the number of rows (dimensions) and columns (observations) of matrix M, respectively.
In most of the cases, the value of λ does not need to be adjusted except when prior knowledge is available. PCP is able to obtain the low-rank and the sparse matrices of a data matrix under minimal assumptions. These assumptions are: the low-rank matrix L is not sparse, the sparse matrix S does not have low rank, and the usage of the rule of thumb for the λ value.
RPCA via Principal Component Pursuit (PCP) with Probability Map
The main idea of the proposed method is to further extract the information of an attribute with prior knowledge, in the region where it likely presents. As an example, to recognize the "glasses" attribute, the only region that we need to check is the region around the eyes. Even if there are "glasses" in another area of the body, for example, in a breast pocket, it is not necessary to recognize them. Based on this idea, we propose RPCA via Probability Map -Principal Component Pursuit (PM-PCP). The Probability Map is a representation of how likely an attribute will be present in the region of a thermal infrared human image.
As mentioned previously, the proposed method utilizes the sparse matrix and disregards the low-rank representation. The assumption of the decomposition problem with PM is:
where P c is the Probability Map created for attribute c, and A • B denotes an element-wise multiplication between matrices A and B. The Probability Map P c is used as a weight of the sparse matrix in the decomposition, extracting the attribute c where it most likely would be, represented by P c • S. At the same time, it penalizes non-attribute information in the region mistakenly extracted along with the attribute information. Therefore, information other than the attribute c is not extracted and left in L. To achieve this, first, the original condition in Eq. (1) is modified with the PM as follows:
Equation (5) contains two terms of the sparse matrix S; the first one represents sparse entries excluding the attribute c and the second one contains the attribute c only. Since we only need the information of attribute c from the second sparse matrix term, L and (1−P c )•S can be grouped together as L ′ , changing the decomposition problem to:
In this case, the L ′ contains both the low-rank representation and noise from the sparse matrix, information which can be discarded because it is not necessary for recognizing attribute c. On the other hand, P c • S contains the information of attribute c from a specific region based on the Probability Map P c which will be used later for recognition.
As we can see, the assumption we made earlier in Eq. (4) holds true. Therefore, the original minimization problem by PCP (Eq. (2)) is modified to incorporate the weighting by the Probability Map, shown in Eq. (7).
It is important to note that although the Probability Map is incorporated and hence the minimization problem is modified, the original algorithm used for solving the PCP can still be used with a slight change. The reason is because the PM is constant for each attribute and it does not affect the convergence. The only difference is that there is an element-wise multiplication on the sparse matrix by the Probability Map. Algorithm 1 shows the PM-PCP algorithm in Appendix.
Recognition Framework by RPCA via PM-PCP
The most important modification in this framework is the decomposition on a more focused region. This section describes the recognition framework in a more detailed fashion. The process flow of the framework can be seen in Fig. 3 .
First, we explain the creation of the Probability Map (PM) which is utilized to customize the decomposition of a specific attribute. Next, the decomposition process by RPCA via PM-PCP is explained and followed by the training and recognition of the classifier. Note that the classifier utilizes the results of the decomposition.
It is important to note that the thermal infrared images utilized in the process uses the "hotblack" color scheme; It is a monochrome color scheme that considers the temperature captured in the pixel, where the hotter the temperature, the closer the pixel value is to zero.
Creation of Probability Map (PM)
The Probability Map created in this framework is unique to one attribute. In order to create the Probability Map, positive samples of the specific attribute are necessary. These positive samples indicate that the desired attribute is present in the images, otherwise, the images are negative samples.
The data used for the training phase is represented as Depending on the attribute, one or more rectangular bounding boxes are annotated in the image. For each positive image of attribute c with a size of e × f [pixels], the probability value of each pixel is p c i (e, f ) = 1 for pixels within the rectangular regions and p c i (e, f ) = 0 otherwise, where i = 1, 2, . . . , I. After the annotation is performed on all of the positive images, the probability of attribute c per pixel are calculated by:
The Probability Map p c is a pixel map with a size of 
Fig. 4 Example of thermal image and various Probability Maps (PMs).
e × f [pixels] of which the pixels value is the probability calculated in Eq. (8) for attribute c, ranging from 0 to 1. In order to use the PM, p c needs to be rearranged to a column vector p c and duplicated n times so it has the same dimension as M, which is m × n. As mentioned previously, m represents the number of rows (dimensions), which is m = e × f , and n is the number of observations. This is represented by Figure 4 shows examples of Probability Maps of various attributes.
Decomposition and Recognition Process
In the beginning of the decomposition process, images that have no wearable attribute are categorized in vector form as base data and represented as B = (b 1 , b 2 , · · · , b J ) with J observations. The base data is used both in the training and the recognition phases. Each phase is explained further in their respective subsections.
Training Phase
The training data of all attributes
where H ≤ K. Note that Q c has both positive and negative samples of attribute c. This attribute-specific training data Q c will then be decomposed. Therefore, for the training of attribute c, PM-PCP is used to solve:
where
The entry x c h is the sparse representation that corresponds to q c h . The decomposition process of training data is performed H times, and the sparse results are grouped together as X c = (x c 1 , x c 2 , · · · , x c H ) for the training of the classifier.
Since the training data X c = (x c 1 , x c 2 , · · · , x c H ) contains positives and negatives of attribute c, any method can be used as the classifier in this recognition framework. Note that one classifier is trained for each attribute, and in this case, we trained for attribute c. As an example, for a binary classifier, we provide both the positive and negative samples of attribute c until it is capable to classify them. When the classifier is trained, it marks the end of the training phase.
Recognition Phase
To be able to recognize attribute c in an input thermal image t, PM-PCP needs to solve the following:
Note that Eq. (12) includes an entry y c , the sparse representation of t. This entry is used as the input for the classifier, which has been trained for attribute c. The result of the recognition test shows whether the attribute c is present in t or not. For example, in the case of a binary classifier, the output will be 1 when the attribute c is present, and 0, otherwise.
Experiments
In this section, we will present the experiments conducted to evaluate the capability of the proposed method. First, we explain the dataset that is used, including various attributes present. Then, we describe details of the experimental setup, as well as the experiments. The results and analysis are provided at the end.
Dataset
We used a dataset from [16] , a private dataset we created for this research, since a publicly available dataset that contains various attributes in thermal images and details of the data capture settings is hard to come by. The dataset contains a total of 408 frontal thermal infrared images from fourteen people, with up to seven different wearable attributes per person. The attributes available in the dataset and the number of positives available can be seen in Table 1 .
We used AVIO's TVS-500EX camera [29] for the creation of the dataset; a camera that has the capability to capture both thermal and visible images simultaneously. The size of the image captured in thermal infrared is 320 × 240 pixels. The camera can capture infrared wavelength that ranges from 8 to 14 µm. The images were taken indoors at room temperature (around 22-25°Celsius), while the camera captures infrared radiation whose temperature ranges from 25 to 36°Celsius. Subjects were standing around 3.0 to 3.5 m from the camera, and only the upper region of the body was captured by the thermal infrared camera. As shown in Fig. 5 , images in the dataset are using the "hotblack" color scheme. This means the closer the pixel is to 0, the hotter the temperature is. We cropped the human body regions manually as part of the preprocessing. The average size of the cropped region is 140 × 204 pixels.
Experimental Setup
To evaluate the capability of the proposed method, we compared the recognition performance. The classifier of choice for this experiment was Support Vector Machine (SVM) [30] , with the decomposition performed on a pixel value. The experiment was conducted with a leave-one-person-out crossvalidation. The way the data was divided ensures the training and test data do not intersect.
As a comparison, we perform recognition using other methods, as follows:
• No Decomposition: Thermal images are directly used for training and testing of the classifier without the decomposition. This method serves as the baseline.
• Conventional Average: First, we calculate the average from the base data B = (b 1 , b 2 , · · · , b J ), and represent it asb. This average serves the same way as the base data, to "decompose" both the training and the test data. The "decomposition" is performed by subtractingb from the input, instead of using the PM-PCP.
• Conventional PCA: Principal Component Analysis (PCA) is utilized to obtain the low rank version of test data t. From the base data B = (b 1 , b 2 , · · · , b J ), the projection matrix V is calculated by PCA. The test data t is projected to and back from the Eigenspace, represented byt. The "decomposition" is performed between the low rank versiont and the test data t itself by means of subtraction.
• RPCA via PCP: The decomposition method proposed in our previous work [16] .
• Post-PCP PM: First, the decomposition is performed just like in [16] . After the decomposition, the Probability Map is applied on the sparse entry that corresponds to the input. This is a simpler version of using the Probability Map without modifying the RPCA via PCP problem.
For each attribute, both positive and negative samples are fed to all of the methods. The decomposition results are forwarded to the SVM. Let us assume we want to recognize "glasses" attribute. Therefore, the positive samples are images where "glasses" is present and the negative samples are images where "glasses" is not present. When SVM success- fully recognizes "glasses" from a positive sample (output 1), it is a True Positive case. A True Negative case happens when SVM recognizes that there is no "glasses" from a negative sample (output 0). Based on this binary output, precision and recall can be calculated, and consequently, F-score. The F-score is used to evaluate the performance of each method. Table 2 shows the recognition results of the experiment. We provide results of each attribute and average over attributes on the head region, torso region, and as a whole. Compared to the baseline, the approach of performing decomposition on the thermal infrared images shows a significant performance increase. Unexpectedly, the results of both Conventional Average and Conventional PCA methods are relatively close to the decomposition by RPCA via PCP. Overall, the decomposition via PM-PCP achieves the highest performance with an average of 0.83 F-score, outperforming all the other methods. Coming in second is the Post-PCP PM method, which confirms the usefulness of Probability Map for the decomposition. Other than the mask attribute, it fails to outperform the RPCA via PM-PCP method.
Results and Analysis
However, the RPCA via PM-PCP method is not the best for attributes in the torso region, as the decomposition by RPCA via PCP and Conventional PCA performs better. Except for the backpack attribute where the RPCA via PCP holds a clear advantage, the differences between the three methods are relatively small.
The most likely reason is due to the variations of human body (mainly the height) in the dataset which in turn makes the rectangular region for the attribute labeling not as accurate. The by-product of this is that the probability of some parts in the backpack PM are relatively low, and the weighted decomposition makes the sparse representation of the attribute information of those parts not as apparent. This can be observed in the bottom row of Fig. 6 , where the qualitative comparison is shown. Note that the resulting images have been normalized for visualization purpose. The normalization is performed per image, where minimum and maximum pixel values are changed to 0 and 1, respectively.
In Fig. 6 , it can also be seen that the sparse representation of the thermal infrared image clearly shows the extracted attributes decomposed by each method. The Conventional Average produces a lot more noise in the results than other decomposition methods, where the body shape can still be clearly seen. The Conventional PCA shows better decomposition results than the Conventional Average, although not by much. The results of the decomposition via PCP are better than the previous methods, although some clothes and hair details are still noticeable.
The results of the Post-PCP PM method show a more focused decomposition. However, there is still noise unrelated to the attribute we try to recognize. The proposed method; decomposition via PM-PCP, successfully extracts the attribute information almost exclusively. The usage of Probability Map proves to be helpful for the decomposition, as shown in both quantitative and qualitative results. Although the results of the decomposition by RPCA via PM- PCP has some erosion on the attributes, the Post-PCP PM method contains more non-attribute noise, which is detrimental to the recognition performance.
For discussion, we provide results of decomposition by methods that use PM in the case of negative sample used as the input image. These are the cases where the decomposed image does not contain the attribute we are trying to recognize. For example, let's consider a case where the input image contains only the "backpack" attribute when we performed the decomposition for the "glasses" attribute. Figure 7 shows some of the results of such decompositions. Note that the decomposition results are normalized just like before, i.e. minimum and maximum of each image are normalized to 0 and 1, respectively. It can be seen that there are details of clothing and face in the decomposition results of both methods. However, the proposed method produces better results with less noise than Post-PCP PM method. Post-PCP PM focuses on the area corresponding to the PM, but more clothes and face details are taken. As mentioned previously, this leads to lower recognition results than the proposed method.
Conclusion
This paper addressed the attribute recognition problem in thermal infrared images, specifically on the wearable attribute. Attribute recognition as a whole is a growing field of research, but only a few studies have been conducted in Fig. 7 Examples of decomposition results by methods that use PM in the case of negative input images. The decomposition is made for: (1) "backpack", (2) "shoulder bag", (3) "glasses", and (4) "mask" attributes. For visualization purpose, the minimum and maximum pixel values for each image have been normalized to 0 and 1, respectively. Since the images do not have the target attributes, pixels of the decomposed images are close to black. thermal infrared spectrum.
The purpose of this research was to identify a specific wearable attribute of a person in a thermal infrared image. We adopted an attribute-wise decomposition approach to this problem, extracting the attributes information with prior knowledge and using it for recognition. The proposed method employs a decomposition by Robust PCA via PM-PCP, a modification of PCP used in our previous work [16] . We introduced Probability Map (PM) to achieve a more focused decomposition.
The results of experiments performed showed a significant increase in performance with the decomposition approach. Decomposition by Robust PCA via PM-PCP achieved the highest performance in average with a 0.83 F-score, outperforming all other methods. By visual observation, the resulting images also showed relatively better extracted attributes.
Increasing the size of the dataset is important for further research, which could provide both more intra-and inter-class variations. Immediate attention can also be given to the alignment of the body in the dataset. In the case of the creation of the Probability Map, instead of making a rectangular region, a more detailed -pixel-wise -labeling of an attribute can potentially be helpful. Lastly, it is desirable to perform recognition on images taken in a real-world situation.
Appendix: RPCA via PM-PCP Algorithm
The algorithm used to solve the minimization problem of RPCA via PM-PCP is based on the original PCP with a slight change, which is an inclusion of an element-wise matrix multiplication. Since the Probability Map is constant, the usage of PM does not affect convergence. The original PCP algorithm is solved by alternating directions method [31] , a special case of Augmented Lagrange Multiplier (ALM) algorithms. More details of the original PCP algorithm can be seen in [18] . 
Y k+1 = Y k + µ(M − L k+1 − S k+1 ) 6: end while 7: output: L, S Algorithm 1 shows the PM-PCP algorithm, where µ = n 1 n 2 /4||M || 1 (note that n 1 , n 2 are the size of M) and Y is the Lagrange multiplier matrix. D(X ) = U S(Σ)V * denotes the singular value thresholding operator, where X = UΣV * is singular value decomposition. A • B is an element-wise matrix multiplication. The convergence is reached when ||M − L − S|| F ≤ δ|| M || F , where δ = 10 −7 in the experiment.
