Abstract. Google has become one of the most popular and successful search engines in recent years. Google's success can be attributed to its simple and elegant algorithm: PageRank. In practice, one often needs to solve the PageRank problem with multiple damping factors or with multiple damping factors and multiple personalization vectors. The conventional PageRank algorithm has to solve these problems one by one. The shifted GMRES(m) algorithm can be used to solve them in the same search subspace. However, there are two disadvantages to this algorithm. The first is "near singularity," and the second is "stagnation." In this paper, we first present a modified and shifted GMRES(m) algorithm to deal with the problem of near singularity. In order to overcome the drawback of stagnation and to improve convergence, we propose a polynomial preconditioner for the modified algorithm. We show that the resulting algorithm can circumvent the drawbacks of near singularity and stagnation that occur in its original counterpart. Finally, we consider how to solve the PageRank problem with multiple damping factors and multiple personalization vectors using a preconditioned and shifted block GMRES(m) algorithm. Numerical experiments illustrate the efficiency of our new algorithms, as well as their theoretical properties.
Introduction.
Web search engines have become the most important Internet tools for retrieving Web information. In recent years, Google has become one of the most popular and successful search engines. Google's success can be attributed to its simple and elegant algorithm PageRank [13] . The core of the PageRank algorithm involves computing the PageRank vector which is the stationary distribution of the Google matrix [12] . However, the dimension of the Google matrix is huge, so only a small set of algorithms can be applied.
A brief review on the mathematical background of the PageRank model can be found in [12] . Indeed, the Web can be viewed as a directed graph based on the hyperlink structure. The Markov model represents this graph with an n × n matrix P whose element p ij is the probability of moving from page i to page j in one time step. The PageRank problem can be reformulated as a large sparse linear system that has the standard form [12] (1.1)
where I is the n × n identity matrix, 0 < α < 1 is the damping factor, and b is the personalization vector. Note that the coefficient matrix I − αP T is large, sparse, and nonsingular [12] .
In many applications, we may have to deal with the PageRank problem with multiple damping factors. For instance, the computation of many PageRank vectors with different values of α seems to be promising for the design of anti-spam mechanisms [20] . Furthermore, in the random alpha PageRank (RAPr) model, one needs to solve some deterministic PageRank problems with respect to many damping factors that are close to 1. See [1] .
In this paper, we consider how to solve the PageRank problem with multiple damping factors efficiently. That is, we focus on the shifted linear systems as follows:
where 0 < α i < 1 (i = 1, 2, . . . , k) are damping factors. We refer to (1.2) as the PageRank problems with multiple damping factors. Similar to [5] , we call the linear system with α 1 the seed system and call the others the additional systems. The conventional PageRank algorithm has to solve these systems one by one. We hope that there is an algorithm that can solve many PageRank systems in the same search subspace.
To this aim, the shifted GMRES(m) algorithm [5] can be applied to (1.2). However, there are two disadvantages to this algorithm. The first is "near singularity," i.e., the projected linear systems involved in the solution of the additional systems may tend to be ill-conditioned as the seed system converges. In order to circumvent this difficulty, in section 2 we propose a modified version of the shifted GMRES(m) algorithm. It is mathematically equivalent to the shifted GMRES(m) algorithm but is numerically preferable.
The second drawback of the shifted GMRES(m) algorithm is "stagnation," which will result in nonconvergence of the seed system. As a result, both the shifted GMRES(m) algorithm and the modified one may converge very slowly or even stagnate, especially when the damping factor is close to 1 and the dimension of the search subspace is low. One remedy is to use some preconditioning techniques [14] . Unfortunately, Freund [4] and Darnell, Morgan, and Wilcox [2] point out that with a preconditioner, systems with different shifts would no longer have equivalent Krylov subspaces. In other words, it is very hard to apply preconditioning techniques to the shifted GMRES(m) algorithm. In section 3, we propose a polynomial preconditioner for the modified and shifted GMRES(m) algorithm and show that the preconditioned version can overcome the drawback of stagnation that occurs in its original counterpart.
In the original PageRank algorithm, to improve the ranking of search-query results, a single PageRank vector is computed using the link structure of the Web. In order to yield more accurate search results, Haveliwala [10] proposes computing a set of PageRank vectors, biased using a set of representative topics, to capture more accurately the notion of importance with respect to a particular topic. Therefore, we have to calculate many PageRank vectors corresponding to multiple damping factors and multiple personalization vectors. Mathematically, we have to deal with the following shifted linear systems with multiple shifts and multiple right-hand sides: Consequently, the total number of systems is p × k. Recently, a deflated GMRES method for multiple right-hand sides and multiple shifts has been proposed in [2] . In this method, the right-hand sides are solved separately, and the eigenvector information from the solution of the first right-hand side is used to assist the subsequent ones. However, in this method, one has to solve shifted systems with an auxiliary right-hand side, which is unfavorable for very large matrix computations such as the PageRank problem.
In section 4, we are interested in solving the p × k systems in the same search subspace and propose a preconditioned shifted block GMRES(m) algorithm. In section 5, we make some numerical experiments on some real-world PageRank problems, illustrating superiority of our new algorithms over some popular methods for PageRank.
The shifted GMRES(m) algorithm and a modified version for the
PageRank problem with multiple damping factors. From (1.2), the PageRank problem with multiple damping factors also amounts to solving shifted linear systems. The standard PageRank algorithm has to solve them one by one. In this section, we evaluate the approximations in the same search subspace. It is known that the Krylov subspace is spanned by the same basis if the matrix is scaled or shifted [14] . As a result, the Krylov subspace with respect to the matrix I − αP T is independent to α. This provides a necessary condition for solving many PageRank problems in the same search subspace.
In [5] , Frommer and Glassner propose a shifted GMRES(m) algorithm for shifted linear system. The key idea is to run the standard GMRES(m) algorithm [14] on the seed system and then generate approximate solutions to the additional systems imposing collinearity with the computed seed residual. However, the situation deteriorates as soon as restarts occur. More precisely, let the approximation of the seed system can be formulated as x 
As a result, from the first restart on, the matrix multiplications for the additional systems cannot be saved anymore.
In order to deal with this problem, Frommer and Glassner [5] suggest forcing the residual r However, z m+1 will approach zero as the seed system converges. Consequently, the linear systems (2.1) for the additional systems will become more and more ill-conditioned as the seed system converges, even if z m+1 is not in the range of H i m . As a result, the shifted GMRES(m) algorithm may suffer from "near singularity" when solving the additional systems.
In order to overcome this difficulty, we present a modified and shifted GMRES(m) algorithm as follows. Rewrite (2.1) as
where z m+1 2 = r for i = 2, 3, . . . , k. We expect that the condition number of (2.4) can be much smaller than that of (2.1), provided that z m+1 / z m+1 2 is not in the range of H i m . Remark 2.1. The major difference between the modified and shifted GMRES(m) algorithm and the original one is that we solve (2.4) instead of (2.1) during cycles. Notice that these two equations are mathematically equivalent. See Example 5.1 for a numerical comparison of these two algorithms.
The shifted GMRES(m) algorithm is feasible in many situations. Indeed, solving (2.1) via the LU-decomposition can yield perfect results in many cases. However, as we have pointed out, the coefficient matrix of (2.1) may be "near singular" in practice. Consequently, the numerical solution may not be unique and even does not exist. In the following example, we illustrate that the modified algorithm can circumvent the drawback of near singularity. The numerical results were obtained from using a MATLAB 7.7 implementation with machine precision M ≈ 2.22 × 10 −16 . Example 2.1. Consider the linear system (2.5) are numerical solutions of (2.5). However, we do not know which one is the right choice in advance. Now we consider the modified linear system as follows:
where the last column of the coefficient matrix is normalized with respect to the infinite norm. With ε = 10 −7 , the smallest singular value of the coefficient matrix is σ min = 5.000000129652728 × 10 −8 , and both the rank and the numerical rank of the coefficient matrix is 3. The numerical solution of (2.6) is
which is unique, and our strategy can circumvent the drawback of near singularity.
A preconditioned and shifted GMRES(m) algorithm for the PageRank problem with multiple damping factors.
In the shifted GMRES(m) algorithm, the seed system is solved by the standard GMRES(m) algorithm. Unfortunately, it is shown that this algorithm may suffer from the drawback of stagnation [19] . One remedy is to use some preconditioning techniques [14] . As was pointed out by Simoncini and Szyld [16] , standard preconditioning approaches may be effective on each shifted system; however, they destroy the shifted structure so that the convenient invariance property of the Krylov subspace can no longer be employed. In this case, determining good preconditioners for shifted systems that preserve the original structure of the problem is an open area of research [16] .
In this paper, we aim to combine a preconditioning technique with the modified and shifted GMRES(m) algorithm, so that both efficiency and robustness of this algorithm can be improved considerably. Furthermore, we prove that the resulting algorithm can partially overcome the difficulty of stagnation that occurs in the shifted GMRES(m) algorithm.
Given the damping factors
the inverse of the coefficient matrices. Recall that ρ( can be rewritten as
The key idea is to use the polynomial preconditioners
as right-preconditioners to the shifted linear systems (1.2), where is a user-described number. Downloaded 09/23/12 to 161.64.60.100. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Then the preconditioned linear systems are of the form 
suppose that the Arnoldi relation of the seed system is
Then, for the additional systems, the following relations hold:
where
, and I m is the (m + 1) × m matrix which is the same as the identity matrix except for an additional zero row at the bottom.
Proof. We note that for i = 1, 2, . . . , k,
.
Hence we have for i = 2, 3, . . . , k,
Theorem 3.1 indicates that the Arnoldi relations of the additional systems can be easily derived from that of the seed system. Consequently, one can precondition all the shifted linear systems simultaneously and solve them in the same search subspace. One merit of the above polynomial preconditioner is that for the same amount of memory, we get approximations
, where q i (·) are polynomials of degree (m − 1)( + 1) instead of m − 1. Another advantage is that the 1-condition numbers of the matrices turn out to be Three remarks are in order. First, it is not necessary to construct explicitly nor to store the preconditioners M i (i = 1, 2, . . . , k) in practical calculations. Thus the storage requirements of the shifted GMRES(m) algorithm and its preconditioned version are comparable. Second, the preconditioned version is more expensive than its original counterpart per cycle. Indeed, in step 2 one has to perform ( + 1)m matrix-vector products
rather than m matrix-vector products as in the original algorithm. Fortunately, the iteration number of the preconditioned shifted GMRES algorithm is usually much smaller than that of the unpreconditioned one, and the increased computational costs would actually pay off, especially when the damping factors are close to 1. Notice that the convergence of the seed system plays an important role in the shifted GMRES(m) algorithm. Indeed, the seed system is solved by the standard GMRES(m) algorithm which may stagnate in practice [14, 19] . In this situation, the Krylov subspace cannot be improved anymore. On the other hand, if the residual norm of the seed system tends to zero and β A classical result due to Elman states that the GMRES algorithm will not stagnate provided that the symmetric part H(A) = (A + A T )/2 of the coefficient matrix A is positive definite [3] . This condition may be used to ensure convergence in a restarted process. Recently, Simoncini and Szyld [15] considered the case where H(A) is indefinite, with some new conditions that ensure nonstagnation. We verify that if is sufficiently large, then the preconditioned and shifted GMRES(m) algorithm can circumvent the difficulty of stagnation that occurs in its original counterpart. First we need a useful lemma [9] . 
Here H(·) and Λ(·) denote the symmetric part and the spectrum of a matrix, respectively. Lemma 3.1 indicates that if there is a polynomial q of degree at most m such that q(0) = 0 and H(q(A)) is positive (or negative) definite, then the GMRES algorithm will not stagnate. We are ready to prove the following theorem. 
Consider the polynomial
Proof. Note that q(Ã) = I − (α 1 P T ) ( +1)m . Thus, for any u ∈ R n with u 1 = 1, we have
where we use the fact that
where · ∞ denotes the infinite norm of a vector or matrix. As a result,
is positive definite. Recall that 0 < α 1 < 1, so there exists a positive number > 0 such that (3.7) holds for given parameters m and n.
Combining Theorem 3.2 and Lemma 3.1, we conclude that the preconditioned and shifted GMRES(m) algorithm will not stagnate provided that a sufficiently large is used. So the polynomial preconditioner strategy can overcome the drawback of stagnation that occurs in the original shifted GMRES(m) algorithm.
However, we mention that the bound (3.7) is pessimistic for a practical use. Indeed, n is often very large, and we have to use a large in terms of (3.7), which is unnecessary. Theorem 3.2 shows that the optimal choice for is closely related to α 1 , the damping factor of the seed system; n, the size of the Google matrix; and m, the steps of the Arnoldi process. Moreover, we find numerically that the choice of is critical to the numerical behavior of the new algorithm, and the optimal choice is often problem dependent. Therefore, it is necessary to consider how to determine in practice. Empirically, we suggest choosing as follows. Define
is the 1-condition number ofÃ (see (3.6)). Notice that for given m and α, f ( ) is a decreasing function on . Let 1 be the smallest positive number that satisfies (3.7) and 2 be the smallest positive number that satisfies f ( 2 ) ≤ tol where tol is a user-described stopping criterion for the algorithm. Then we choose (3.9) = min{ 1 , 2 } as the choice of . See section 5 for the efficiency of this strategy.
A preconditioned and shifted block GMRES(m) algorithm for the PageRank problem with multiple damping factors and multiple personalization vectors.
A popular method for solving a linear system with multiple righthand sides is the block GMRES(m) algorithm [14] . It is a block generalization of the GMRES algorithm in which the coefficient matrix operates on a group of vectors instead of a single vector. However, the block GMRES algorithm may suffer from instability that will arise if the individual Krylov subspaces belonging to each righthand side have (almost) nontrivial intersection. A detailed discussion to the problem Downloaded 09/23/12 to 161.64.60.100. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php of instability is beyond the scope of this paper. One can see [17] for a simple procedure that allows the use of a block Gram-Schmidt algorithm while guaranteeing a numerical accuracy similar to the modified Gram-Schmidt algorithm.
In this section, we are interested in the PageRank problem (1.3) with multiple damping factors and multiple personalization vectors. We try to generalize the shifted GMRES(m) algorithm to its block version, and our aim is to solve all these systems in the same search subspace. Similarly, we refer to (I − α 1 P T )X 1 = B as the seed block system and the other block systems (I − α i P T )X i = B (i = 2, 3, . . . , k) as the additional block systems.
Assume that we have solved the seed block system using the block GMRES algorithm in the current cycle, where
0 be the seed block residual evaluated from the previous cycle. Recall that V 1 is the first p columns of V m+1 , which is obtained from the QR decomposition of R 
m , where we use the relation that R 
. , k).
Next we consider how to force the spaces spanned by the residuals for the various right-hand sides to be identical for various shifts after restarting. The key idea is to set 
On the other hand, we have from (4.1) that
It follows from (4.2) and (4.3) that
However, the coefficient matrix in (4.4) will become more and more ill-conditioned as the seed block system converges. This is because R 1 m F = V m+1 Z m+1 F = Z m+1 F which will tend to zero as the seed block system converges. In order to overcome this difficulty, we propose the following strategy: Let Z m+1 = V R be the QR decomposition, where V is an n × p orthonormal matrix and R is a p × p uppertriangular matrix. Therefore, 
In summary, we solve (4.7) instead of (4.4) for the additional systems in the shifted block GMRES algorithm. For preconditioning techniques, similar to the strategy proposed in section 3, we
. . , k) as polynomial preconditioners to (1.3), and the preconditioned shifted linear systems are 
Then for the additional block systems, we have
, and I m is the (m + 1)p × mp matrix which is the same as the mp × mp identity matrix except for p zero rows at the bottom.
Numerical experiments.
In this section, we report some numerical experiments to show the efficiency of our new algorithms. All the numerical experiments were run on a Dell workstation with a four-core Intel Pentium processor with CPU 3.2 GHz and 16 GB RAM under the Windows XP 64-bit operating system. All the numerical results were obtained using a MATLAB 7.7 implementation with machine precision M ≈ 2.22 × 10 −16 . For all the Web matrices, we set their diagonal elements to be zero and transform them into (sub)stochastic matrices. As the PageRank vector is the stationary distribution of a Markov chain, the 1-norm is a reasonable choice when discussing the PageRank problem [12] , and we choose 1-residual norm as the stopping criterion in all the numerical examples. Table 5 .1 summarizes the algorithms used in this section.
In all the tables to follow, we denote by mv the number of matrix-vector products, by time the CPU time used in seconds, by the degree of the polynomial preconditioners, and by the choice of determined by (3.9) . If the number of matrix-vector Downloaded 09/23/12 to 161.64.60.100. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Table 5 The restarted Arnoldi-type algorithm [7] Inner-outer
The inner-outer power iteration [6] Block GMRES(m)
The block GMRES(m) algorithm [14] products used by an algorithm exceeds 8000, we terminate the algorithm and declare that it fails to converge. In Algorithms 1 and 2, if the smallest singular value of the projection matrix with respect to the seed system is less than 10 −14 , we declare that the algorithm suffers from stagnation. Note that the GMRES(m) algorithm solves the shifted linear systems one by one. Therefore, if it stagnates during the solution of one of the k systems, we proclaim that the GMRES(m) algorithm stagnates. Table 5 .2 lists the CPU time in seconds and the number of matrix-vector products required for the three algorithms, in which s.n. indicates the algorithm suffers from stagnation.
We mention that the GMRES(m) algorithm applied to the shifted systems may converge more slowly than the shifted GMRES(m) algorithm [5] . In the shifted GMRES(m) algorithm, only the seed system residual is minimized, whereas no minimization property is satisfied by the additional systems residuals. In the GMRES(m) algorithm, on the other hand, the residual of every shifted system is minimized; however, one has to solve all the shifted linear systems one by one.
We observe from Table 5 .2 that the GMRES(m) algorithm fails to converge for this example. Indeed, this algorithm converges smoothly when α 1 = 0.95, α 3 = 0.90, and α 4 = 0.85; however, it stagnates when α 2 = 0.99. As a comparison, both Algorithms 1 and 2 converge for all shifts in a reasonable number of iterations. The reason is possibly that we pick α 1 = 0.95 as the base shift. If we pick α 1 = 0.99, then both Algorithms 1 and 2 stagnate when solving the seed system. As a result, the choice of the base shift (or the seed system) is crucial to the convergence of the shifted GMRES(m) algorithm.
On the other hand, we observe from Table 5 .2 that Algorithm 2 outperforms Algorithm 1 in many cases, especially when the desired accuracy is high. For example, when tol = 10 −12 , the shifted GMRES(m) algorithm requires 833 matrix-vector products and 10.6 seconds, while the modified version only needs 749 matrix-vector products and 8.33 seconds to achieve the desired accuracy. This is possibly due to the fact that Algorithm 1 suffers from ill-conditioning of the projection matrices [H Example 5.2. The aim of this example is threefold. First, we illustrate that the preconditioned and shifted GMRES(m) algorithm (Algorithm 3) can deal with the drawback of stagnation that occurs in Algorithms 1 and 2. Second, we show superiority of Algorithm 3 over the power method and the quadratic-extrapolation method [11] (the quadratic extrapolation process is applied every six iterations) for the PageRank problem with multiple damping factors. Third, we try to show effectiveness of the scheme (3.9) for determining . In this example, we choose the shifts as α 1 = 0.99, α 2 = 0.95, α 3 = 0.90, and α 4 = 0.85.
In very large matrix computation problems such as the PageRank problem, for the sake of storage limitations it is preferable to use a search subspace whose dimension is as small as possible. From now on, we set the steps m of the Arnoldi process to be 3, so it is required to save four long vectors in the shifted GMRES algorithm. Note that one is also required to store four long vectors in the quadratic-extrapolation method. Moreover, the restart value m of the preconditioned shifted GMRES(m) algorithm is the same as that of the unpreconditioned one such that the storage requirements of these algorithms are comparable.
The stop as soon as the maximal 1-residual norm of the shifted linear systems is below tol = 10 −8 . In Figure 5 .2 we plot convergence curves of Algorithm 1, Algorithm 2 (within 1000 matrix-vectors), and Algorithm 3, where the convergence curves of Algorithms 1 and 2 overlap each other. It is seen that both Algorithms 1 and 2 stagnate, while Algorithm 3 converges smoothly, and we benefit from the polynomial preconditioning technique. Therefore, our preconditioned shifted GMRES(m) algorithm can overcome the drawback of stagnation that occurs in the shifted GMRES(m) algorithm. As is shown by the speedups, Algorithm 3 is about two times faster than the power method and is about 1.5 times faster than the quadratic-extrapolation method. This example illustrates the effectiveness of (3.9) for determining . More precisely, with = 23, Algorithm 3 uses the least CPU time and the fewest matrix-vector products compared with other choices of ranging from 10 to 25. Furthermore, Algorithm 3 outperforms the quadratic-extrapolation method in terms of CPU time, even when Downloaded 09/23/12 to 161.64.60.100. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php GANG WU, YAN-CHUN WANG, AND XIAO-QING JIN the number of matrix-vector products of the former is about the same as that of the latter. See, for example, = 15. One possible reason is that the size of the Krylov subspace used in Algorithm 3 is small. Another reason is that the Web matrices are often very sparse [12] . Therefore, the number of matrix-vector products is not the whole story. Or in other words, the matrix-vector products do not dominate the overall computational cost. Example 5.3. In this example, we compare Algorithm 3 with some Krylov subspace methods including the restarted Arnoldi-type algorithm [7] , and the GMRES(m) algorithm, as well as Algorithm 1 and Algorithm 2 for the PageRank problem with multiple damping factors. As a comparison, we also present numerical results obtained from running the power method. The test matrix is the Wb-edu Web matrix which contains 9,845,725 pages and 55,311,626 links [22] . All the algorithms terminate as soon as the maximal 1-residual norm of the shifted systems are below tol = 10 −8 . Table 5 .4 gives the numerical results.
It is observed that we benefit from the polynomial preconditioning technique once more. For this problem, the GMRES(m) algorithm, Algorithms 1 and 2 do not work at all (indeed, they stagnate very soon as the cycles proceed), while Algorithm 3 performs quite well. This example demonstrates the efficiency of the scheme (3.9) for determining . For instance, Algorithm 3 with = 23 is about 2.5 time faster than the power method and is about 6.2 time faster than the Arnoldi-type algorithm. Specifically, we see that the Arnoldi-type algorithm is not better than the power method. One reason is that the dimension of the Krylov subspace used is very small [18] . We run eight algorithms on the PageRank problem with multiple damping factors: the power method, the quadratic-extrapolation method [11] (where the quadratic extrapolation process is applied every six iterations), the inner-outer power iteration [6] , the restarted Arnolditype algorithm [7] , the GMRES(m) algorithm, and Algorithms 1, 2, and 3. If the maximal 1-residual norm associated with the shifted systems is below tol = 10 −8 , we declare that the algorithm converges. Downloaded 09/23/12 to 161.64.60.100. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Table 5 Recently, it was shown that the Arnoldi-type algorithm may stagnate in practice [18] . This can happen, say, when the angles between the consecutive initial vectors of the Arnoldi iterations tend to zero. In this example, if the sine of the angle between the consecutive initial vectors of the Arnoldi iterations is below 10 −14 , then we declare that the Arnoldi-type algorithm "stagnates." Table 5 .5 lists the numerical results.
The restarted Arnoldi-type algorithm, the GMRES(m) algorithm, and Algorithms 1 and 2 all suffer from the drawback of stagnation for this example. Moreover, for this PageRank problem with high damping factors, the quadratic-extrapolation method is no better than the power method. Indeed, this method may not perform well when the damping factor is very close to 1 [11] . We observe from Table 5.5 that Algorithm 3 outperforms the other algorithms considerably in most cases, except for = 40, where the new algorithm fails to work. This can be interpreted by using Theorem 3.2, where it indicates that the polynomial preconditioning can overcome the difficulty of stagnation provided is sufficiently large. The choice of obtained from (3.9) is = 54; however, we find that this choice is not the optimal one. In practice, the optimal choice of is often problem dependent and deserves further investigation.
Example 5.5. This example tries to illustrate superiority of the preconditioned and shifted block GMRES(m) algorithm (Algorithm 5) for the PageRank problem with multiple damping factors and multiple right-hand sides. The test matrix is the Wb-edu matrix used in Example 5.3. In this example, the right-hand sides are set to be B = [b 1 , b 2 , b 3 ], where b 1 = e/n, with e being the vector of all ones and n being the size of the matrix in question, and b 2 , b 3 are randomly nonnegative vectors generated by the MATLAB command rand(n, 1), with each b i , 2 ≤ i ≤ 3, normalized in 1-norm.
We run the power method, the block GMRES(m) algorithm, the shifted block GMRES(m) algorithm (Algorithm 4), and Algorithm 5 for this problem. The stopping criterion is max 1≤i≤k R i m 1 ≤ tol for the block Krylov subspace methods. three algorithms considerably, both in terms of the CPU time and the number of matrix-vector products. Therefore, we benefit from the polynomial preconditioning technique, as well as from solving all the shifted linear systems with multiple righthand sides in the same search subspace.
