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a b s t r a c t 
We extend a recently proposed 2D depth-integrated Finite Volume solver for the nonlinear shallow wa- 
ter equations with non-hydrostatic pressure distribution. The proposed model is aimed at simulating both 
nonlinear and dispersive shallow water processes. We split the total pressure into its hydrostatic and dy- 
namic components and solve a hydrostatic problem and a non-hydrostatic problem sequentially, in the 
framework of a fractional time step procedure. The dispersive properties are achieved by incorporating 
the non-hydrostatic pressure component in the governing equations. The governing equations are the 
depth-integrated continuity equation and the depth-integrated momentum equations along the x, y and 
z directions. Unlike the previous non-hydrostatic shallow water solver, in the z momentum equation, we 
retain both the vertical local and convective acceleration terms. In the former solver, we keep only the 
local vertical acceleration term. In this paper, we investigate the effects of these convective terms and the 
possible improvements of the computed solution when these terms are not neglected in the governing 
equations, especially in strongly nonlinear processes. The presence of the convective terms in the verti- 
cal momentum equation leads to a numerical solution procedure, which is quite different from the one 
of the previous solver, in both the hydrostatic and dynamic steps. We discretize the spatial domain us- 
ing unstructured triangular meshes satisfying the Generalized Delaunay property. The numerical solver is 
shock capturing and easily addresses wetting/drying problems, without any additional equation to solve 
at wet/dry interfaces. We present several numerical applications for challenging ﬂooding processes en- 
countered in practical aspects over irregular topography, including a new set of experiments carried out 
at the Hydraulics Laboratory of the University of Palermo. 
© 2016 Elsevier Ltd. All rights reserved. 
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0. Introduction 
In recent decades, the NonLinear Shallow Water Equations (NL-
WEs) with hydrostatic pressure distribution have been widely
sed to simulate wave processes in inland shallow waters (e.g.,
ivers and estuaries) or in water wave transformations in nearshore
ones (from the surf zone to the shoreline) for coastal processes.
he primary reasons for their use are their simplicity and accu-
acy over irregular topography. Unfortunately, the NLSWEs with
ydrostatic pressure distribution are unable to simulate some dis-
ersive features of water waves (e.g., waves with different fre-
uencies travel at different speeds) ( Walters, 2005 ; Wei and Jia,
013 ; Yamazaki et al., 2008, 2011 ) or secondary free-surface undu-
ations at wave fronts or tails (undular bores and shocks generated
y dam-break ﬂows or tsunamis), which are dispersive in nature
 Soares-Frazao and Zech, 2002 ; Kim and Lynett, 2011 ). ∗ Corresponding author. 
E-mail address: costanza.arico@unipa.it (C. Aricò). 
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309-1708/© 2016 Elsevier Ltd. All rights reserved. Generally, a good numerical model for water waves should
uarantee a balance between the frequency dispersion and non-
inearity. 
In recent decades, several methods for solving the 3D RANS
quations have been proposed, e.g., RANS models ( OpenFOAM®
oundation 2013 ), Smoothed Particle Hydrodynamics methods
 Dalrymple and Rogers, 2006 ) and Volume Of Fluids methods ( Hirt
nd Nichols, 1981 ), but these approaches generally have very high
omputational costs. 
Among the depth-integrated equations models, the Boussinesq-
ype models (BTMs) and NLSWEs with a non-hydrostatic pressure
istribution are two candidates that guarantee a good compromise
etween nonlinearity and frequency dispersion. 
Weak nonlinearity and dispersion affect the classical formu-
ation of the BTMs ( Peregrine, 1967 ), and the high-order BTMs
roposed to overcome these problems present complex numerical
iscretization and high computational burdens ( Brocchini, 2013 ;
amazaki et al., 2008 ). In general, due to the high-order partial
erivative terms, the BTMs suffer from the use of extra terms and
mpirical criteria for wave breaking simulation and energy dissipa-
48 C. Aricò, C. Lo Re / Advances in Water Resources 98 (2016) 47–69 
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ction, as well as the complex wetting/drying procedures ( Brocchini,
2013 ; Wei and Jia, 2013 ). 
The use of NLSWEs models with non-hydrostatic pressure dis-
tribution is a relatively new approach. These models account for
the vertical acceleration using the non-hydrostatic pressure, and
they include the non-hydrostatic effects by splitting the pressure
term into its hydrostatic and dynamic (or non-hydrostatic) compo-
nents ( Casulli and Stelling, 1998 ). Two fractional-step procedures
are generally applied: the pressure projection and pressure cor-
rection methods ( Cui et al., 2002 and cited references). From now
on, “hydrostatic” and “non-hydrostatic” models refer to the models
with hydrostatic and non-hydrostatic pressure distribution, respec-
tively. 
Wave breaking simulation is a challenging topic for depth-
integrated NLSWEs models. It is well known that if the governing
equations are written in a conservative form, the hydrostatic NL-
SWEs models properly simulate discontinuous ﬂows (e.g., shocks,
hydraulic jumps, and bores) ( LeVeque, 1992 ; Toro, 2009 ; Stelling
and Duinmeijer, 2003 ). Many shock-capturing Godunov-type Fi-
nite Volume (FV) solvers have been proposed to solve the hydro-
static NLSWEs during the last three decades ( Alcrudo and Garcıa-
Navarro, 1993 ; Toro, 2009 ; LeVeque, 1992 ). The fractional step
methodology provided by the pressure projection/correction meth-
ods is a suitable approach for developing non-hydrostatic shock-
capturing NLSWEs models, but only a few non-hydrostatic models
have the desired shock-capturing capability ( Stelling and Zijlema,
2003 ). Due to the general complexity and high computational ef-
fort of the Godunov-type FV methods ( Fang et al., 2014 ; Zijlema
and Stelling, 2008 ), some authors adopt such schemes for the hy-
drostatic part of the governing equations and use Finite Difference
methods to handle the dynamic part ( Fang et al., 2014 ; Ma et al.,
2012 ; Stelling and Zijlema, 2003 ; Zijlema and Stelling, 2008 ). 
Accurate modelling of wetting/drying (WD) processes is another
basic aspect for ﬂooding or wave run-up simulations. WD tech-
niques can be classiﬁed into Lagrangian and Eulerian approaches
( Funke et al., 2011 ). In real-case applications, the Eulerian meth-
ods, which use a ﬁxed mesh, are generally more attractive than the
Lagrangian methods, which involve interface tracking and mesh
adaptation to a changing computational domain. The main draw-
backs of some of the most common WD techniques (e.g., mass im-
balance at wet/dry interface and computational burden) have been
addressed in previous studies ( Brocchini et al., 2002 ; Gourgue et
al., 2009 ; Zijlema and Stelling, 2008 ). 
We present a depth-integrated, non-hydrostatic NLSWEs FV
model in which the governing equations are written in a conser-
vative form. The dynamic pressure terms and vertical momentum
equation account for the dispersion. We solve the governing equa-
tions by applying a fractional time step procedure, where a hy-
drostatic problem and a non-hydrostatic problem are sequentially
solved. The dynamic pressure terms in the momentum equations
are neglected when solving the hydrostatic problem and are re-
tained in the non-hydrostatic problem, allowing for adjustment of
the ﬂow ﬁeld with respect to the one computed by the hydrostatic
step. The proposed model is shock-capturing, the WD treatment is
implicitly embedded, and no additional equation has to be solved
at the wet/dry interfaces. The model is “well-balanced", indicat-
ing it preserves both the “water at rest" condition ( Bermudez and
Vazquez, 1994 ) and a general equilibrium condition with moving
water (non-zero ﬂow velocity). 
The hydrostatic problem is solved by a prediction-correction
scheme. We use the MArching in Space and Time (MAST) proce-
dure ( Aricò and Tucciarelli, 2007a; Aricò et al., 2007, 2013a ) to
solve the hydrostatic prediction problem. The computational cells
are sequentially solved throughout the domain after their ordering
at the beginning of each time iteration. In the corrector step of the
hydrostatic problem, as well as in the non-hydrostatic problem, weolve a large linear system for the unknown water levels and dy-
amic pressures, respectively. 
Due to their ability to ﬁt arbitrary geometries and irregular nat-
ral boundaries, the spatial domain is discretized with unstruc-
ured triangular meshes that satisfy the Delaunay property. 
The paper is organized as follows. We provide motivations for
he present work in Section 2 . The governing equations are pre-
ented in Section 3 . In Section 4 , we outline the general formu-
ation of the proposed numerical procedure. Numerical details of
he hydrostatic and non-hydrostatic steps, as well as the bound-
ry conditions, are presented in Section 5 . The model properties
e.g., the local and global mass balance, well-balanced property for
 general condition of moving water at equilibrium, C -property,
omputational burden, convergence order, …) are brieﬂy presented
nd discussed at the end of the same section and in the Appen-
ices in the ﬁle “Appendices-doc" in the supplementary materials.
inally, in Section 6 , we present several model applications. These
pplications are aimed at highlighting the capability of the model
o simulate challenging ﬂooding processes that are widely encoun-
ered in practical aspects, e.g., dam-break, solitary wave/tsunami
un-up, wetting/drying and wave breaking over irregular topogra-
hy. We also validate the model with a new set of lab experiments
erformed at the Hydraulics Laboratory of the Department of Civil
ngineering of the University of Palermo. 
. Main motivations of the present work 
The present work builds on a previous paper ( Aricò et al., 2016 )
n which the authors proposed a numerical solver for the NL-
WEs with a non-hydrostatic pressure distribution. In the verti-
al momentum equation, both the vertical advection and dissipa-
ion terms are neglected so that the non-hydrostatic pressure de-
ends essentially on the vertical (local) acceleration of the water
olumn. Other authors have adopted the same hypothesis ( Lu et
l., 2015 ; Walters, 2005 ; Wei and Jia, 2013 ; Yamazaki et al., 2008 ;
amazaki et al., 2011 ; Zijlema and Stelling, 2008 ). In Aricò et al.
2016 ), a hydrostatic problem and a non-hydrostatic problem are
equentially solved in the framework of a fractional time step pro-
edure ( Cui et al., 2002 ), which is similar to the present work.
he authors in Aricò et al. (2016 ) solve the hydrostatic problem
or the unknown variables water level and horizontal speciﬁc ﬂow
ate components. The vertical momentum equation plays the role
f a “closure relationship" between the dynamic pressure and ver-
ical ﬂow rate component in the non-hydrostatic problem, where
he horizontal and vertical momentum equations are combined in
he local divergence-free continuity equation ( Aricò et al., 2016 ). In
he present work, we propose a new mathematical formulation of
he vertical momentum equation, where the dynamic pressure de-
ends on both the local acceleration and convective terms. From
 physical point of view, this means that the weight of the water
olumn supported by the adjacent water columns is not negligi-
le compared with the vertical acceleration of the water column.
ith respect to the previous work ( Aricò et al., 2016 ), we have one
dditional unknown variable in the hydrostatic problem, which is
he mean vertical ﬂow rate component, and one additional gov-
rning equation, which is the vertical momentum equation. The
umerical solution could beneﬁt from these new vertical convec-
ive acceleration terms, mainly in strongly nonlinear processes. As
hown in the next sections, the vertical and horizontal ﬂow rate
omponents are combined in the local divergence-free continuity
quation during the non-hydrostatic step, as in Aricò et al. (2016 ),
s well as, according to the new approach, during the hydrostatic
tep. In Section 6 , we provide several comparisons between the nu-
erical solutions obtained with and without the convective verti-
al acceleration terms. 
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Fig. 1. Deﬁnition sketch. 
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hIn Aricò et al. (2016 ), the authors assumed a node centred for-
ulation with the unknown variables stored in the mesh nodes
nd computational cells equal to the Voronoi polygons around each
ode. In the present paper, we adopt a cell centred formulation
ith the unknown variables stored inside each mesh triangle, and
he computational cell coincides with the triangle itself. In the fol-
owing, we refer to the computational cells as cells or elements.
he formulation proposed in this paper for ﬂuxes and momentum
uxes guarantees their continuity at cell interfaces. 
Another innovative aspect introduced in this work, compared
ith a previous paper ( Aricò et al., 2013a ), concerns the solution of
he hydrostatic prediction problem. In Aricò et al. (2013a ), the au-
hors present a numerical solver for the hydrostatic NLSWEs where
he shallow water problem is considered an “anisotropic" potential
ow problem where closed streamlines cannot occur. They solve
he governing equations by applying a prediction-correction pro-
edure that is similar to the one adopted in the present work for
he solution of the hydrostatic step ( Aricò et al., 2013a ). The pre-
ictor step in Aricò et al. (2013a ) is solved by the MAST approach,
hich performs a sequential solution of the computational cells,
fter their ordering at the beginning of each time iteration ( Aricò
nd Tucciarelli, 2007a, Aricò et al., 2007 ). For a discretized velocity
eld, the authors in Aricò et al. (2013a ) propose an iterative pro-
edure for cell ordering. Discretization of the velocity ﬁeld could
enerate closed paths, and it is not possible to order the elements
nvolved in these paths ( Aricò et al., 2013a ). The authors in Aricò
t al. (2013a) prove that all the elements of the domain can be or-
ered if the minimum inter-cell ﬂux inside each circuit is set equal
o zero. At the beginning of the present work, we performed some
reliminary numerical runs, assuming either a hydrostatic or dy-
amic pressure distribution (e.g., see test S.1 in the ﬁle “supple-
entary tests”). In some cases, we observed that numerical oscil-
ations arise, which depend on the choice of the threshold value
dopted to select the minimum inter-element ﬂux that can be ne-
lected in the cell ordering procedure. An extra corrective step at
he end of the hydrostatic prediction problem avoids these spuri-
us oscillations. This corrective step has been introduced in some
revious works ( Aricò and Tucciarelli, 2007a, Aricò et al., 2007 )
nd was subsequently removed in Aricò et al. (2013a ) because the
uthors considered the NLSWE problem to be a (anisotropic) po-
ential ﬂow problem. However, the advantage of the inclusion of
his corrective step has never been validated in the previous pa-
ers ( Aricò and Tucciarelli, 2007a, Aricò et al., 2007 ) with numer-
cal experiments. To limit the computational burden of this addi-
ional step, in the present work we propose a new and computa-
ionally less burdensome cell ordering procedure, compared with
he ones proposed in Aricò et al. (2007 ) and Aricò et al. (2013a ),
espectively. 
In the following sections, we only show the innovative topics of
he proposed solver. We refer to previous papers for already pub-
ished steps unless strictly necessary to improve comprehension of
he present paper. 
. The governing equations 
The governing equations are the incompressible continuity and
eynolds equations in the coordinate system ( x, y, z ) ( Lai, 1986 ;
zymkiewicz, 2010 ), 
 · u = 0 (1) 
∂u 
∂t 
+ ∇ · ( uu ) + 1 
ρ
∇p + g · ∇z − υ∇ 2 u = 0 (2)
here t is the time, u is the velocity vector with components u,
 , and w along the x, y and z directions, respectively, g is the
ravitational acceleration with norm g , ρ is the water density, ps the total pressure and υ is the sum of kinematic and turbulent
iscosity. 
The physical domain is vertically bounded by the free surface
levation H ( x, y, t ) and bed surface z b ( x, y, t ) (see Fig. 1 ), and we
all h the water depth, i.e., h = H − z b . 
The kinematic boundary conditions at the free surface and bot-
om are expressed by the material derivatives of the free and bed
urfaces, 
w s = DH 
Dt 
= ∂H 
∂t 
+ u s ∂H 
∂x 
+ v s ∂H 
∂y 
 b = 
D z b 
Dt 
= u b 
∂ z b 
∂x 
+ v b 
∂ z b 
∂y 
(3) 
nd sub-indices s and b mark the values at the free surface and
ottom, respectively. The second of Eq. (3) suggests that w b is the
ertical component of a velocity vector that is parallel to the bed
urface ( Dean and Dalrymple, 1991 ), while from the ﬁrst of Eqs.
 3 ), we see that w s has two contributing factors, the rate of fall/rise
f the free surface, ∂ H / ∂ t , and the vertical component of a vector
arallel to the free surface. The total pressure p is decomposed as
 Casulli and Stelling, 1998 ) 
p ( x, y, z, t ) = ρg ( H ( x, y, t ) − z ) + ˆ q( x, y, z, t ) (4) 
here the ﬁrst and the second term on the r.h.s. are the hydro-
tatic and dynamic pressure components, respectively. Atmospheric
ressure is neglected, so that p = ˆ q= 0 at z = H and we assume
 linear variation of the dynamic pressure, from ˆ q= 0 at z = H to
ˆ = ˆ qb at z = z b , which is consistent with the zero atmospheric
ressure hypothesis. 
We obtain the depth-integrated governing NLSWEs integrating
qs. (1) and ( 2 ) over the water depth h , from z = z b to z = H and
ssuming ﬁxed bed condition (i.e., ∂ z b / ∂t = 0 ). We do not report
ere the steps involved in the integration of Eqs. (1) -( 2 ) because
hey are shown in many Hydraulics textbooks (for example ( Lai,
986 ; Szymkiewicz, 2010 ) and cited references). By merging Eqs.
 3 ) in the depth-integrated continuity equation, we obtain 
∂h 
∂t 
+ ∂ ( Uh ) 
∂x 
+ ∂ ( V h ) 
∂y 
= 0 (5) 
ividing the depth-integrated momentum equations by ρ and ne-
lecting the dissipative terms in the vertical momentum equation,
s well as the horizontal depth averaged viscous/turbulent stresses
nd the shear stress due to the wind at the free surface, the non-
ydrostatic depth-integrated momentum equations are 
∂ ( Uh ) 
∂t 
+ ∂ 
∂x 
(
U 2 h 
)
+ ∂ 
∂y 
( UV h ) = −gh ∂h 
∂x 
− gh ∂ z b 
∂x 
− 1 
2 
∂ ( q b h ) 
∂x 
− q b 
∂ z b 
∂x 
− g n 
2 ( Uh ) 
√ 
( Uh ) 
2 + ( V h ) 2 
h 7 / 3 
(6a) 
∂ ( V h ) 
∂t 
+ ∂ 
∂x 
( UV h ) + ∂ 
∂y 
(
V 2 h 
)
= −gh ∂h 
∂y 
− gh ∂ z b 
∂y 
50 C. Aricò, C. Lo Re / Advances in Water Resources 98 (2016) 47–69 
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2 
∂ ( q b h ) 
∂y 
− q b 
∂ z b 
∂y 
− g n 
2 ( V h ) 
√ 
( Uh ) 
2 + ( V h ) 2 
h 7 / 3 
(6b)
∂ ( W h ) 
∂t 
+ ∂ 
∂x 
( UW h ) + ∂ 
∂y 
( V W h ) = q b (6c)
where U, V and W are the depth-integrated velocity components
in the x, y and z directions, Uh, Vh and Wh are the speciﬁc ﬂow
rate components (i.e., the ﬂow rate components per unitary width)
in the x, y and z directions, q b = ˆ qb /ρ and n is the Manning bed
roughness coeﬃcient. Depth-integration of the dynamic pressure
terms is performed by applying the Leibniz rule ( Stelling and Zi-
jlema, 2003 ; Walters, 2005 ). 
We also assume a linear variation along z of the mean vertical
velocity W from w b to w s , 
 = ( w s + w b ) / 2 (7)
Other authors have adopted the same vertical linear distribution of
dynamic pressure and vertical velocity ( Cui et al., 2002 ; Lu et al.,
2015 ; Stelling and Zijlema, 2003 ; Walters, 2005 ; Wei and Jia, 2013 ;
Yamazaki et al., 2008 ; Yamazaki et al., 2011 ; Zijlema and Stelling,
2008 ). These assumptions require further investigation, which is
beyond the scope of the present paper. 
The governing non-hydrostatic NLSWEs ( 5 )-(6) are a system of
Partial Differential Equations (PDEs) in the unknowns h, Uh, Vh, Wh
and q b . 
In Appendix A, we derive the Rankine-Hugoniot (RH) conditions
and the weak formulation of the governing PDEs. The RH condi-
tions are obtained assuming conservation of the mass and equi-
librium of the forces acting on the ﬂuid in a control volume. We
relate the shock capturing capability of the proposed scheme to a
fundamental feature of the solution of the weak form, which com-
putes a shock speed equal to the one obtained by the RH condi-
tions. More details are given in Appendix A. 
4. General formulation of the numerical procedure 
4.1. The fractional time step procedure 
As mentioned in Section 1 , governing Eqs. (5) and (6) are solved
by applying a fractional time step procedure, where a hydrostatic
problem and a non-hydrostatic problem are sequentially solved. 
Neglecting the dynamic pressure terms in the momentum
equations, the hydrostatic governing NLSWEs are 
∂h 
∂t 
+ ∂ ( Uh ) 
∂x 
+ ∂ ( V h ) 
∂y 
= 0 (8)
∂ ( Uh ) 
∂t 
+ ∂ 
∂x 
(
U 2 h 
)
+ ∂ 
∂y 
( UV h ) + gh ∂H 
∂x 
+ g n 
2 ( Uh ) 
√ 
( Uh ) 
2 + ( V h ) 2 
h 7 / 3 
= 0 (9a)
∂ ( V h ) 
∂t 
+ ∂ 
∂x 
( UV h ) + ∂ 
∂y 
(
V 2 h 
)
+ gh ∂H 
∂y 
+ g n 
2 ( V h ) 
√ 
( Uh ) 
2 + ( V h ) 2 
h 7 / 3 
= 0 (9b)
∂ ( W h ) 
∂t 
+ ∂ 
∂x 
( UW h ) + ∂ 
∂y 
( V W h ) = 0 (9c)
The hydrostatic problem is solved by applying a prediction-
correction scheme whose fundamental steps are reported in Ap-
pendix B. In the same Appendix, we show that the prediction andhe correction systems of the hydrostatic NLSWEs have the func-
ional characteristics of a convection problem and a diffusive prob-
em, respectively. For this reason, we refer to the prediction and
orrection systems of the hydrostatic problem ( 8 ) and (9) , respec-
ively, as “convective” prediction (CP) system and “diffusive” cor-
ection (DC) system. 
In the non-hydrostatic step, we retain the dynamic pressure
erms in the momentum equations, which are merged in the lo-
al divergence-free continuity equation, and the resulting equa-
ions system is implicitly solved for the unknown q b . Afterwards,
he speciﬁc ﬂow rate components are accordingly updated. 
.2. Properties of the computational mesh 
We adopt unstructured triangular Generalized Delaunay (GD)
eshes ( Aricò et al., 2011 ) for spatial discretization of the do-
ain. We brieﬂy describe the main mesh properties for reader’s
omprehension. h is a polygonal approximation of a  2 bounded
omain  and T h is an unstructured triangulation of h with N T 
riangles T e ( e = 1, …, N T ) with area | T e |. Furthermore, i, ip and im
re the nodes of T e , where ip follows and im precedes node i in
n anticlockwise direction, respectively. The side vector r i , ip ( r i , im )
oins i with ip ( im ) and it is oriented from i to ip ( im ), and its
ength is | r i, ip | . Triangles T ep and T e share side r i , ip ( r ip , i = − r i , ip ,
riented from ip to i ). c T e 
i,ip 
is the distance between the circumcen-
re c T e of T e and midpoint P i , ip of r i , ip , computed as (see Fig. 2 a) 
 
T q 
j, jp 
= 
(
x j − x jp 
)(
y c q − y j, jp 
)
−
(
y j − y jp 
)(
x c q − x j, jp 
)
√ (
x j − x jp 
)2 + (y j − y jp )2 δq 
q = 
{
e 
ep 
⇒ j = 
{
i 
ip 
, jp = 
{
ip 
i 
(10)
here x c q and x j , jp are the co-ordinate vectors of c T q and P j , jp , re-
pectively, δq = −1 or 1 if the direction of vector r j , jp is anticlock-
ise or not, respectively, in triangle T q , and q, j and jp are deﬁned
n Eq. (10) . In a GD mesh the following constraints hold for each
ide r i , ip ( Aricò et al., 2011 ), 
 
T e 
i,ip 
+ c T ep 
ip,i 
≥ 0 r i ,ip internal side or c T e i,ip 
≥ 0 r i ,ip boundary side (11)
The GD property holds for the internal side r i , ip in Fig. 2 b. If
he GD property does not hold ( Fig. 2 c), we obtain a new mesh
atisfying the GD property by swapping edges ( Forsyth, 1991 ). 
The unknown variables are stored in the circumcentre of each
riangle in the measure of the area of the triangle, and ﬁrst spatial
pproximation order (piecewise constant) of h, Uh, Vh, Wh and q b 
s assumed inside each computational cell. 
The authors in Aricò et al. (2013a ) proved that the condition of
D mesh implies: (1) an M -matrix of the linear system of the DC
tep in the hydrostatic problem (i.e., a diagonally dominant matrix,
here the diagonal and off-diagonal coeﬃcients are positive and
on-positive, respectively ( Li and Huang, 2010 )) and (2) the sign of
he inter-cell corrective ﬂuxes in the DC step is consistent with the
ign of the difference of the water levels in two adjacent triangles.
he M -matrix property ensures lack of nonphysical oscillations in
he computed solution ( Li and Huang, 2010 ). 
In this paper, we also prove that, if the GD condition holds for
ach side in the computational mesh, the matrix of the system in
he non-hydrostatic problem is an M -matrix and the sign of the
nter-cell corrective ﬂuxes is consistent with the difference of the
ynamic pressures in two adjacent elements (see Section 5.2 ). 
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Fig. 2. a) Triangle notations. b) side r i , ip satisﬁes the GD property; c) side r i , ip does not satisfy the GD property. 
Fig. 3. Flow chart of the numerical solver. 
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 . The numerical procedure 
We provide a ﬂow chart that outlines the sequence of the steps
nvolved in the numerical procedure, including both the hydro-
tatic and non-hydrostatic problems, in Fig. 3. 
.1. Solution of the hydrostatic problem 
.1.1. The prediction-correction procedure of the hydrostatic problem 
The prediction step of the hydrostatic problem is solved in its
ntegral form, while the diffusive corrector step is solved by inte-
rating its linearized form Aricò and Tucciarelli (2007a ), Aricò et
l. (2007 ). 
We solve the prediction step of the hydrostatic problem by ap-
lying the MAST procedure ( Aricò and Tucciarelli, 2007a, Aricò et
l., 2007 , 2013a ). Key aspects of such a procedure are as follows
see Fig. 3 ): (1) the cell ordering at the beginning of each time it-
ration, according to certain criteria (further speciﬁed), and 2) theequential solution of the computational cells after their ordering
 Aricò and Tucciarelli, 2007a, Aricò et al., 2007 , 2013a ). This proce-
ure has been originally applied for potential ﬂow problems. It is
ot the case for the present NLSWEs problem, but we still apply
he MAST algorithm with the addition of a further convective cor-
ection step (see ( Aricò and Tucciarelli, 2007a, Aricò et al., 2007 )
or the case of the fully dynamic Saint-Venant Equations). We split
he original convective prediction system in a “convective predic-
ion" (CP) system and a “convective correction" (CC) system ( Aricò
nd Tucciarelli, 2007a, Aricò et al., 2007 ) (see Fig. 3 ). 
After integration in space of Eqs. (8) and (9) (see also Eqs. (B.3)–
B.6) in Appendix B), we apply the Green’s theorem and obtain the
ollowing integral form of the CP and CC steps, 
∂ h e 
∂t 
| T e | + 
∑ 
j=1 , 3 F j,e = 0 e = 1 , . . . , N T (12)
∂ q s,e 
∂t 
| T e | + 
∑ 
j=1 , 3 M 
s 
j,e + R s e = 0 s = x, y, z (13)
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F  where sub-index e marks the variables of cell T e and 
s = 
{ 
x 
y 
z 
⇒ q s = 
{ 
Uh 
V h 
W h 
, M s j,e = 
⎧ ⎪ ⎨ 
⎪ ⎩ 
M x 
j,e 
M y 
j,e 
M z 
j,e 
, 
R s e = 
⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 
| T e | g 
( 
h e 
∂H k e 
∂x 
+ n 
2 
e ( Uh ) e 
√ 
( Uh ) 
2 
e + ( V h ) 2 e 
h 7 / 3 e 
) 
| T e | g 
( 
h e 
∂H k e 
∂y 
+ n 
2 
e ( V h ) e 
√ 
( Uh ) 
2 
e + ( V h ) 2 e 
h 7 / 3 e 
) 
0 
(14)
and F j , e and M 
x ( y,z ) 
j,e 
are the ﬂux and the x ( y, z ) momentum ﬂux
across side j of T e , further deﬁned. 
In the model proposed in Aricò et al. (2016 ), the third of Eqs.
(13) and ( 14 ) ( s = z ) vanishes, as does Wh . 
The solution of the CP step is the initial state of the CC system
(see Fig. 3 ). 
The differential linearized formulation of the DC problem is
( Aricò and Tucciarelli, 2007a, Aricò et al., 2007 ) (see Eqs. (B.3)–
(B.6) in Appendix B) 
∂h 
∂t 
+ ∂Uh 
∂x 
+ ∂V h 
∂y 
= 
∂ 
(
Uh 
)
∂x 
+ 
∂ 
(
V h 
)
∂y 
(15)
∂ q s 
∂t 
+ g ¯h ∂H 
∂s 
+ g n 2 q s 
( √ 
( Uh ) 
2 + ( V h ) 2 
h 7 / 3 
) 
= g ¯h ∂ H 
k 
∂s 
+ g n 2 q¯ s 
( √ 
( Uh ) 
2 + ( V h ) 2 
h 7 / 3 
) 
s = x, y (16)
and the ( ∗) symbol is the mean in time value of ( ∗). The inertial
terms in Eqs. (15) and ( 16 ) are neglected ( Aricò and Tucciarelli,
2007a, Aricò et al., 2007 ), and, for this reason, the vertical mo-
mentum equation vanishes in the DC step. The solution computed
at the end of the CC step is the initial state of the DC step (see also
Fig. 3 ). 
In the following, the symbols ( ·) k , ( ·) k + 1/3 , ( ·) k + 2/3 , ( ˜ ·) k + 1 and
( ·) k + 1 indicate the values at the beginning of the time step and
at the end of the CP, CC, DC steps and at the end of the non-
hydrostatic step, respectively. 
5.1.2. The CP and CC steps 
At the beginning of each time iteration, we order all the com-
putational elements according to the procedure presented in Ap-
pendix C, which is based on the direction of the inter-cell ﬂuxes
between adjacent elements. We call no k e the order number of tri-
angle T e at time level t 
k . 
After cell ordering, the CP step is solved as a sequence of small
systems of Ordinary Differential Equations (ODEs) in the time in-
terval [0, t ], from time level t k to time level t k + 1/3 ( Aricò and
Tucciarelli, 2007a, 2007b, Aricò et al., 2007 ). We solve the ODEs
systems proceeding from the cell(s) with the lowest no k e value to
the cell(s) with the highest no k e value. After that, in the CC step,
we solve a sequence of small ODEs systems in the interval [0, t ]
(from time level t k + 1/3 to time level t k + 2/3 ), proceeding from the
cells with the highest to the cells with the lowest ordering num-
ber. According to the ordering procedure (see Appendix C), adja-
cent cells cannot have the same order number and cells with the
same order number (not adjacent to each other) can be solved in-
dependent of each other. We solve cell T e with order no 
k 
e only after
the solution of the neighbouring T ep cells with no 
k 
ep < no 
k 
e in the CP
step ( no k ep > no 
k 
e , in the CC step). Throughout the paper, we assume that triangles T e and T ep 
hare side r i , ip between nodes i and ip , and r i , ip is the j 
th side of T e
nd the m th side of T ep ( j, m = 1, 2, 3). The ﬂux across side j of T e
s 
 L j,e = ( Uh ) e 
(
y ip − y i 
)
− ( V h ) e 
(
x ip − x i 
)
(17)
e deﬁne the ﬂux and momentum ﬂuxes at interfaces between T e 
nd T ep as 
 j,e = F L j,e if F L j,e > 0 and F L j,e > F L m,ep (18a)
 j,e = −F L m,ep otherwise (18b)
M x j,e = F j,e 
( Uh ) e 
h e 
M y 
j,e 
= F j,e ( 
V h ) e 
h e 
M z j,e = F j,e 
( W h ) e 
h e 
if F j,e = F L j,e (19a)
M x j,e = F j,e 
( Uh ) ep 
h ep 
M y 
j,e 
= F j,e 
( V h ) ep 
h ep 
M z j,e = F j,e 
( W h ) ep 
h ep 
otherwise (19b)
qs. (18) and (19) guarantee continuity of the ﬂux/momentum
ux at each cell interface (triangle side) so that F j, e = −F m, ep and
 
x ( y,z ) 
j,e 
= −M x ( y,z ) m,ep . 
We solve each ODEs system using a Runge-Kutta method with
daptive step size control ( Nag Library Manual, 2005 ). The ODEs
ystem of the CP problem is 
d h e 
dt 
| T e | + 1 
t 
∫ 
t 
∑ 
j=1 , 3 δ j,e F 
p,out 
j,e ( t ) dt = 
∑ 
j=1 , 3 
(
1 − δ j,e 
)
F¯ p,in 
j,e 
(20)
d q s,e 
dt 
| T e | + 1 
t 
∫ 
t 
R s e ( t ) dt + 
1 
t 
∫ 
t 
∑ 
j=1 , 3 δ j,e M 
p,s,out 
j,e ( t ) dt 
= 
∑ 
j=1 , 3 
(
1 − δ j,e 
)
M¯ p,s,in 
j,e 
s = x, y, z (21)
ith the above-speciﬁed symbols (see Eqs. (14) ), δj , e = 1 or 0 if ﬂux
cross side j of cell T e is oriented outward T e or not and {
F p,out 
j,e 
= max 
(
0 , F j,e 
)
M p,x,out 
j,e 
= F p,out 
j,e 
( Uh ) e 
h e 
, M p,y,out 
j,e 
= F p,out 
j,e 
( V h ) e 
h e 
, M p,z,out 
j,e 
= F p,out 
j,e 
( W h ) e 
h e 
if no k e < no 
k 
ep (22)
ith F j , e deﬁned in Eq. (18). The overbar symbol on the r.h.s. of
qs. (20) and ( 21 ) marks the mean in time values of the incoming
uxes/momentum ﬂuxes, which we know from the solution of the
reviously solved neighbouring T ep cells with no 
k 
e > no 
k 
ep , which is
peciﬁed as follows. 
After the solution of the ODEs system ( 20 ) and (21) for T e , we
ompute the mean in time value of the total ﬂux F¯ out e leaving from
 e (in the interval [0, t ]) according to the local mass balance
 Aricò et al., 2007 ). The mean in time ﬂux F¯ out 
j, e 
and momentum
uxes M¯ 
x ( y,z ) , out 
j,e 
, leaving from the j th side ( j = 1, 2, 3) of T e to the
eighbouring element T ep (with no 
k 
e < no 
k 
ep ) can be estimated as in
ricò et al. (2007 ). Finally, we set 
 ¯
in 
m,ep = F¯ out j,e M¯ x (y,z) ,in m,ep = M¯ x (y,z) ,out j,e (23)
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uor all the neighbouring T ep elements with no 
k 
e < no 
k 
ep . After that,
e solve system ( 20 ) and (21) for the T ep cell among the unsolved
nes, such that 
o k ep > no 
k 
e and no 
k 
ep = min 
(
no k el 
)
, T el ⊂ s et of unsolved cells 
(24) 
he CC step is solved by applying a similar procedure. The ODEs
ystem is 
d h e 
dt 
| T e | + 1 
t 
∫ 
t 
∑ 
j=1 , 3 δ j,i F 
c,out 
j,e ( t ) dt = 
∑ 
j=1 , 3 
(
1 − δ j,e 
)
F¯ c,in 
j,e 
(25) 
d q s,e 
dt 
| T i | + 1 
t 
∫ 
t 
∑ 
j=1 , 3 δ j,e M 
c,s,out 
j,e ( t ) dt 
= 
∑ 
j=1 , 3 
(
1 − δ j,e 
)
M¯ c,s,in 
j,e 
s = x, y, z (26) 
ith {
F c,out 
j,e 
= max 
(
0 , F j,e 
)
M c,x,out 
j,e 
= F c,out 
j,e 
( Uh ) e 
h e 
, M c,y,out 
j,e 
= F c,out 
j,e 
( V h ) e 
h e 
, M c,z,out 
j,e 
= F c,out 
j,e 
( W h ) e 
h e 
if no k e > no 
k 
ep (27) 
e entirely allocate the source terms in the CP step, as motivated
n Aricò and Tucciarelli (2007b ) and Aricò et al. (2007 ). 
After the ODEs system ( 25 ) and (26) in cell T e is solved, the to-
al leaving ﬂuxes and momentum ﬂuxes from side j of T e to the
eighbouring cell T ep with no 
k 
e > no 
k 
ep are computed as in the pre-
ious CP step. 
According to Eqs. (17) –(19) , as well as Eqs. (22) and ( 27 ), F j , e 
nd M 
x ( y,z ) 
j,e 
from T e to T ep in the CP step depend only on the un-
nown variables in T e , if no 
k 
e < no 
k 
ep , and depend only on the un-
nown variables in T ep , if no 
k 
e > no 
k 
ep . In the CC step, the opposite
olds. Starting from these considerations and due to the sequen-
ial solution of the computational cells, we say that the CP and CC
teps represent the “explicit" component of the numerical proce-
ure. The explicit solution of the computational cells guarantees
table solutions for a Courant-Friedrichs-Levy (CFL) greater than 1
 Aricò and Tucciarelli, 2007a, 2007b, Aricò et al., 2007 ). 
We compute the mean in time values h¯ and
 
( ( Uh ) 2 + ( V h ) 2 ) / h 7 / 3 for the solution of the DC step (see
q. (16) ) using a numerical integration of a C 1 interpolation of the
orresponding values at Gauss points in the time interval [0, t ]
uring each ODEs solution in the CP and CC steps ( Aricò et al.,
007 ). 
No leaving ﬂux/momentum ﬂux from T e to neighbouring
 ep cells with no 
e 
ep < no 
k 
e is effectively considered during the
DEs solution of the prediction step in the model proposed in
ricò et al. (2013a ). In the present procedure, the same leaving
ux/momentum ﬂux is effectively considered during the solution
f the CC step. It is reasonable to expect different solutions pro-
ided by the two procedures, especially for rapid ﬂow transition
rocesses (e.g., see test S.1, in the supplementary ﬁle “supplemen-
ary tests"). 
.1.3. The DC step 
After the solution of the (CP + CC) problems, we integrate Eqs.
15) and ( 16 ) in space (see Fig. 3 ), and, substituting the momen-
um equation in the divergence-free continuity equation, we obtain
 linearized system in the unknown water level. The numerical so-
ution of the DC step is performed as in Aricò et al. (2013 ) and for
ore details, we refer readers to the cited paper. After solving theC step, the spatial gradients of the water levels are updated as
xplained in Aricò et al. (2013 ). 
.2. Solution of the non-hydrostatic problem 
After solving the hydrostatic problem, we compute the dynamic
ressure component combining the momentum equations with the
ivergence-free continuity equation ( Eq. (1) ). 
Based on Eq. (7) , the vertical momentum equation Eq. (6,c),
ithout the advection terms, becomes 
∂ ( W h ) 
∂t 
= 1 
2 
(
∂ ( h w s ) 
∂t 
+ ∂ ( h w b ) 
∂t 
)
= q b (28) 
eplacing the bottom horizontal velocity components with the cor-
esponding mean values, in the second of Eqs. (3) , the bottom ve-
ocity ˜ wk +1 
b 
at the end of the hydrostatic step is obtained, 
˜ 
 
k +1 
b 
= 
(
˜ U ˜  h 
)k +1 
˜ h k +1 
∂ z b 
∂x 
+ 
(
˜ V ˜  h 
)k +1 
˜ h k +1 
∂ z b 
∂y 
(29) 
nd we assume 
 
k +1 
b 
∼= ˜ w k +1 b (30) 
The surface velocity at the end of the hydrostatic step ˜ wk +1 s is
omputed according to Eq. (7) as 
˜ 
 
k +1 
s = 2 
(
˜ W ˜  h 
)k +1 
˜ h k +1 
− ˜ w k +1 
b 
(31) 
After discretization in time of Eq. (28) , due to Eq. (30) , the sur-
ace vertical velocity is computed as 
 
k +1 
s = ˜ w k +1 s + 
2t q k +1 
b 
˜ h k +1 
(32) 
We assume piecewise constant values of W, w s and w b inside
ach cell. 
We integrate the divergence-free continuity Eq. (1) to the vol-
me τ e = | T e | × ˜ h k +1 e and applying the divergence theorem (see
ppendix A), we get 
 ∫ 
	e 
(
u h · ˆ n	
)
dσ + | T e | 
(
w s,e − w b,e 
)
= 0 (33a) 
here 	e is the vertical surface of τ e ( 	e = ˜  h k +1 e × e , with e the
oundary of cell T e , i.e., the sum of the triangle sides), u h = ( U, V ) T 
nd ˆ n	 is the unit vector orthogonal to 	e positive outward (see
ppendix A). Eq. (33a) represents a volume ﬂux balance, where the
urface integral of the horizontal velocities is balanced by the ver-
ical ﬂuxes ( Walters, 2005 ). Following Appendix A, Eq. (33a) can be
ritten as 
 
e 
((
u h ˜  h 
k +1 
e 
)
· ˆ n	
)
dl + | T e | 
(
w s,e − w b,e 
)
= 0 (33b) 
eglecting the hydrostatic terms in the horizontal momentum
quations (Eqs. (6,a)-(6,b)), after time discretization, the horizon-
al ﬂow rate components are 
 
k +1 
s = ˜ qk +1 s −
t 
2 
(
˜ h k +1 
∂q k +1 
b 
∂s 
+ q k +1 
b 
(
∂ ˜ H k +1 
∂s 
+ ∂ z b 
∂s 
))
= 0 
s = 
{
x 
y 
⇒ q k +1 s = 
{ 
( Uh ) 
k +1 ∼= 
(
U ˜  h 
)k +1 
( V h ) 
k +1 ∼= 
(
V ˜  h 
)k +1 (34) 
By substituting Eqs. (32) –( 31 ) and Eq. (34) in Eq. (33,b), using
he Green’s theorem, we obtain the following equation in the q b 
nknown, 
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s  −
 
D e 
∑ 
j=1 , 3 
∫ 
L j,e 
∂q k +1 
b 
∂ n j,e 
dl −t 
2 
q k +1 
b,e 
∑ 
j=1 , 3 
∫ 
L j,e 
(
∂ ˜  H k +1 
∂ n j,e 
+ ∂ z b 
∂ n j,e 
)
dl 
+ 2t ˜ h k +1 e q 
k +1 
b,e 
| T e | = − ∑ 
j=1 , 3 
˜ F j,e − | T e | 
(
2 
( ˜  W ˜ h ) 
k +1 
˜ h k +1 
− 2 ˜  w k +1 
b,e 
) e = 1 , ..., N T
(35)
where 
 
D e = t 
2 
˜ h k +1 e if no 
k 
e < no 
k 
ep 
 
D e = t 
2 
˜ h k +1 ep if no 
k 
e > no 
k 
ep (36)
L j , e is the length of side j of T e , ˆ n j,e is its unit orthogonal vec-
tor (positive outward), ∂ q b / ∂ n j, e , ∂ ˜  H 
k +1 / ∂ n j,e and ∂ z b / ∂ n j, e are the
gradients of q b , ˜ H 
k +1 and z b in the ˆ n j,e direction, respectively, and
the ﬂux ˜ F j,e across side j is computed according to Eqs. (17) and
(18) at the end of the hydrostatic step. The ﬁrst integral on the
l.h.s. of Eq. (35) has the units of a volumetric ﬂux and can be re-
garded as the corrective ﬂux across side j of T e , due to the differ-
ence of the dynamic pressure in cells T e and T ep . We call this ﬂux
 
F j,e and it is discretized in the same way as the corrective ﬂux in
the DC step (see Eqs. (47)–(50) in Aricò et al. (2013a ), according to
a technique similar to the Lumped Mixed Hybrid Finite Elements
scheme ( Aricò et al., 2013b and cited references), 
 
F j,e = −
 
D e 
∫ 
L j,e 
∂q k +1 
b 
∂ n j,e 
dl =  χ j,e 
(
q k +1 
b,e 
− q k +1 
b,i,ip 
)
(37)
where q k +1 
b,i,ip 
is the q b value at the midpoint of side r i , ip and the
coeﬃcient 
 
χ j,e is 
 
χ j,e = 
 
D e 
c T e 
i,ip 
∣∣r i,ip ∣∣ (38)
with symbols as previously speciﬁed. Such a numerical technique
provides the continuity of ﬂuxes 
 
F j,e at the cell interfaces, so that
 
F j,e between the two adjacent elements T e and T ep becomes ( Aricò
et al., 2013b and cited references), 
 
F j,e = 
 
χ e,ep 
(
q k +1 
b,e 
− q k +1 
b,ep 
)
(39)
with 
 
χ e,ep = 
 
χ j,e 
 
χm,ep 
 
χ j,e + 
 
χm,ep 
= 
∣∣r i,ip ∣∣
c T e 
i,ip 
/ 
 
D e + c T ep ip,i / 
 
D ep 
(40)
Eq. (35) form a linear system of order N T in the q b , e ( e = 1, …, N T )
unknowns. Following Aricò et al. (2013b ), the second integral at
the l.h.s. of Eq. (35) is discretized in a similar way, 
−t 
2 
∫ 
L j,e 
(
∂ ˜ H k +1 
∂ n j,e 
+ ∂ z b 
∂ n j,e 
)
dl 
= ˜ χ j,e 
((
˜ H k +1 e − ˜ H k +1 i,ip 
)
+ 
(
z b,e − z b,i,ip 
))
= ˜ χe,ep 
((
˜ H k +1 e − ˜ H k +1 ep 
)
+ 
(
z b,e − z b,ep 
))
with ˜ χ j,e = 
t 
2 
∣∣r i,ip ∣∣
c T e 
i,ip 
˜ χe,ep = t 
2 
∣∣r i,ip ∣∣
max 
(
ε, 
(
c T e 
i,ip 
+ c T ep 
ip,i 
)) (41)
and ε is a small positive number (e.g., ε = 1.d − 05). According to
Eq. (41) , the spatial gradient of z b in Eq. (35) is computed in the
same way as the water level gradient ( Aricò et al., 2013 ). The diag-
onal matrix coeﬃcient is 
s e,e = 2t | T e | 
˜ h k +1 e 
+ 
∑ 
ep=1 . N T 
 
χ e,ep δe,ep 
+ 
∑ 
ep=1 . N T 
(
˜ χe,ep 
((
˜ H k +1 e − ˜ H k +1 ep 
)
+ 
(
z b,e − z b,ep 
))
δe,ep 
)
(42a)here δe , ep = 1 if elements T e and T ep share a side, otherwise, it is
ero, and the off-diagonal matrix coeﬃcient is 
 e,ep = −
 
χ e,ep δe,ep (42b)
hile the source term is 
 e = −
∑ 
j=1 , 3 
˜ F j,e − | T e | 
( 
2 
(
˜ W ˜  h 
)k +1 
˜ h k +1 
− 2 ˜  w k +1 
b,e 
) 
(43)
ccording to the formulations of coeﬃcients s e , e ( ep ) (in Eqs. (42)),
he matrix of system ( 35 ) is symmetric and sparse with only three
on-zero off-diagonal entries for each row. See in Appendix G the
ifference in the computation of the dynamic step of the numerical
rocedure in absence of the convective terms in the vertical depth-
ntegrated momentum equation, as proposed in Aricò et al. (2016 ).
Assume that 1) Delaunay property holds for side r i , ip , i.e., c 
T e 
i,ip 
+
 
T ep 
ip,i 
≥ 0 and 2) one of the two triangles T e or T ep sharing r i , ip is ob-
use, say T ep (i.e., c 
T e 
ip,i 
< 0 and c T e 
i,ip 
≥ | c T ep 
ip,i 
| ). Starting from Eq. (40) ,
f the coeﬃcients 
 
χ j,e and 
 
χm,ep were computed with the different
riangle parameters 
 
D e and 
 
D ep , the off-diagonal coeﬃcient for T ep 
ould be non-negative and we would lose the M -matrix property.
n this case, the sign of 
 
F j,e from T e to T ep could be not consistent
ith the q b difference. In a GD mesh, we compute the coeﬃcient
 
e,ep ( Aricò et al., 2013b and cited references) as 
 
e,ep = min 
( 
big, 
∣∣r i,ip ∣∣
c e / 
 
D e + c ep / 
 
D ep 
) 
(44a)
here c e and c ep are deﬁned as 
 e = c T e i,ip c ep = c 
T ep 
ip,i 
if c T e 
i,ip 
> 0 , c 
T ep 
ip,i 
> 0 
 e = c T e i,ip + c 
T ep 
ip,i 
c e = 0 if c T e i,ip > 0 , c 
T ep 
ip,i 
≤ 0 and 
∣∣∣c T ep ip,i ∣∣∣ < c T e i,ip 
 e = 0 c ep = c T e i,ip + c 
T ep 
ip,i 
if c 
T ep 
ip,i 
> 0 , c T e 
i,ip 
≤ 0 and 
∣∣c T e 
i,ip 
∣∣ < c T ep 
ip,i 
(44b)
nd big is a large positive number (i.e., big ∼= 1.d + 15). If the GD
roperty holds for the computational mesh, the coeﬃcient formu-
ation in Eqs. (44) always guarantees non-positive off-diagonal co-
ﬃcients in Eq. (42,b), as well as the M -property and the positive
eﬁnite condition for the matrix of system ( 35 ). Additional com-
ents concerning the formulation of the ﬂux coeﬃcients can be
ound in Aricò et al. (2011 , 2013a, 2013b ). 
A preconditioned Conjugate Gradient method is adopted for the
olution of the system, with incomplete Cholesky preconditioning.
ue to the low percentage of the non-zero matrix coeﬃcients and
o the matrix symmetry, we save a lot of computer memory by
toring only the non-zero coeﬃcients of the lower triangular ma-
rix. We apply a Symmetric Coordinate Storage algorithm ( Saad,
003 ) to save the non-zero coeﬃcients in a compact way. 
Once system ( 35 ) is solved, we compute the spatial gradient of
he bottom dynamic pressure for each triangle according to the
hree midpoint values, as with the water level gradients ( Aricò
t al., 2013a ). Finally, we compute ( Uh ) k +1 e and ( V h ) 
k +1 
e at the
nd of the non-hydrostatic problem according to Eq. (34) and
( W h ) k +1 e after discretization in time of Eq. (28) , 
( W h ) 
k +1 −
(
˜ W ˜  h 
)k +1 )/ 
t = q k +1 
b 
(45)
urrently, the water level is not corrected at the end of the non-
ydrostatic step, so that H k +1 = ˜ H k +1 . 
.3. Boundary conditions 
In the present study, we neglect wind stress and surface ten-
ion at the free surface, where we assign atmospheric pressure (see
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aection 3 ). The bottom friction is approximated by the Manning
quation, as previously shown in Section 3 . At impervious walls,
he free slip condition is applied and, if the wall is parallel to the
 -axis, we assign 
h = ∂V h 
∂x 
= ∂W h 
∂x 
= 0 (46)
nd in each cell with an edge on impervious wall, the ﬂow rate is
arallel to the boundary. 
We handle the boundary conditions for sides with incoming or
eaving ﬂux as in Section 4.4 in Aricò et al. (2013a ), one difference
s that in the present case, we also assign the vertical ﬂow rate
omponent ( W h ) ex e in addition to the horizontal components (for
ncoming ﬂux). For inlet or outlet cells, in the CC step, the incom-
ng ﬂuxes and momentum ﬂuxes from the neighbouring cells are
ssumed equal to the leaving ones. This implies that the solution
f the CP step does not change after the CC step. 
Non-hydrostatic bottom pressure in any inlet/outlet cell is set
qual to zero as the Dirichlet value in system ( 35 ). 
.4. Model properties 
Both local and global mass balances are attained (see in Aricò et
l. (2011 , 2013a ) the proof for the hydrostatic model). The solution
f the non-hydrostatic problem relies on the local mass balance,
here the surface horizontal ﬂuxes balance the vertical ones (see
qs. (33)). The corrective ﬂux 
 
F j,e between cell T e and any neigh-
ouring T ep is given by Eq. (39) and the leaving ﬂux from T e to
 ep is equal to the ﬂux entering T ep from T e , so that the sum of all
hese terms, for e = 1, .., N T , is zero. The Dirichlet corrective bound-
ry ﬂux is zero because we assume zero dynamic pressure values
n any inlet/outlet cell (see Section 5.3 ). This implies that local and
lobal mass balances are not affected in the non-hydrostatic step. 
The model is well-balanced, preserving both the “water at rest"
ondition ( C -property) ( Bermudez and Vazquez, 1994 ; Vazquez-
endon, 1999 ) and a more general steady state condition with
oving water at equilibrium, as show in Appendix D. 
WD processes are implicitly embedded in the model without
osing mass conservation (the proof of the hydrostatic model is
iven in Aricò et al. (2013a ) and cited works). If, after the hydro-
tatic step, the water depth in cell T e is less than or equal to zero,
he corresponding dynamic pressure is set equal to zero and this
s assumed as a Dirichlet value for the solution of system (35) . 
In Appendix E, we study the convergence order of the proposed
olver, investigate the computational burden of the solver and give
asic guidelines for a parallelization strategy of the code. We in-
estigate, in Appendix F, the frequency dispersion of the presented
odel by comparing the computed phase celerity with the one of
he linear wave theory. 
. Model applications 
We present ﬁve model applications providing, for several of
hese tests, a comparison with the results computed by the model
ithout the vertical convective terms in the z momentum equa-
ion. For this model, we adopt the same cell centred spatial dis-
retization as in the present model. 
Tests 1–4, from the literature, concern ﬂooding problems due
o dam-break or solitary waves/tsunamis and in test 5, we present
ome model applications to new sets of experimental runs per-
ormed at the Hydraulic Laboratory of the University of Palermo
Italy). 
In the supplementary materials (ﬁle “supplementary tests"), we
resent two additional tests, S.1 and S.2. According to the results
f the S.1 case, we show improvement of the computed results due
o the additional CC hydrostatic step with respect to the algorithmresented in Aricò et al. (2013a ). Test S.2 concerns a solitary wave
ooding, where different run-up areas are computed by the models
ith and without the vertical convective terms. 
.1. Test 1. Transformation of a solitary wave over uneven bottom 
Experimental and theoretical studies assert that a solitary wave
ravelling over an uneven bottom, from a constant water depth to
 smaller constant water depth, undergoes a series of transforma-
ions, the so-called “ﬁssion" phenomenon ( Madsen and Mei, 1969 ).
ollowing ( Yuan and Wu, 2004 ), in this test, we address a soli-
ary wave that propagates in a lab ﬂume, consisting of a horizon-
al stretch (with initial water depth h 0 = 0.0762 m), a sloping beach
with slope 1:20) and a second horizontal stretch (with initial wa-
er depth h 1 = h 0 /2) (see Fig. 4 ). The initial wave height h w is 0.12
 0 . We present this test because a theoretical solution is available
rom Madsen and Mei (1969 ), as well as lab measures and litera-
ure numerical results. 
The numerical ﬂume is 6 m long and 0.1 m wide ( Yuan and
u, 2004 ), both upstream and downstream channel ends are open
oundaries, while impervious wall conditions are assigned at the
ateral sides. According to Yuan and Wu (2004 ), we initially place
he peak of the solitary wave at x = x 0 = −0.8 m so that we move
he upstream (offshore) channel side from x = 0 to x = −2 m (see
ig. 4 ). The initial conditions are ( Walters, 2005 ) 
( x, t ) = h w 
cosh 
2 
( k w ( x − x 0 − ct ) ) 
U ( x, t ) = ηc 
η + h 0 
w s ( x, t ) 
= − z | z= h 0 + η
∂U 
∂x 
(47) 
here η is the free surface level measured from the initial water
urface level, c is the wave celerity c = 
√ 
g( h 0 + h w ) , k w is the wave
umber k w = 
√ 
( 3 h w / 4 h 3 0 ) and the other symbols are as speciﬁed
bove. The initial speciﬁc ﬂow rate components (at t = 0) are com-
uted as 
h ( x, 0 ) = U ( x, 0 ) · ( h 0 + η( x, 0 ) ) V h ( x, 0 ) = 0 W h ( x, 0 ) 
= ( h 0 + η( x, 0 ) ) w s ( x, 0 ) + w b ( x, 0 ) 
2 
(48) 
here η( x , 0), U ( x , 0) and w s ( x , 0) in Eqs. (48) are given by Eq.
47) , while w b ( x, t ) is assumed to be zero because the bottom is
orizontal at the offshore side (see the second of Eqs. (3) ). 
Our numerical domain is a (8 m × 0.1 m) channel, discretized
ith a mesh with 15,970 triangles and 8796 nodes obtained by
he open source mesh generator Netgen ( NETGEN 2016 ), and the
ime step size is 0.01 s. The CFL number is computed according to
F L = 
( √ 
( Uh ) 
2 + ( V h ) 2 
h 
+ 
√ 
gh 
) 
t 
/ √ 
| T e | (49) 
nd its maximum value is 2.98. We compare the water levels
omputed at the four gauges (see Fig. 4 ) with the correspond-
ng lab measures and theoretical results provided in Madsen and
ei (1969 ) as well as with the numerical results in Yuan and Wu
2004 ). The results are shown in Fig. 5 . Following Yuan and Wu
2004 ), time t = 0 in Fig. 5 corresponds to time t ∗ when the wave
rrives at gauge 1 (we obtain t ∗ ∼= 2.63 s, which is very close to the
alue computed in Yuan and Wu (2004 )). The results computed by
he present model are in good agreement with the ones in Yuan
nd Wu (2004 ) at gauges 1 and 2 and satisfactorily match both
he measures and theoretical results in Madsen and Mei (1969 ).
he dots in Fig. 5 represent the value of the ﬁrst crest of the wave
ith no friction effects (see Madsen and Mei, 1969 ). The authors
n Madsen and Mei (1969 ) call this value “estimated experimental
mplitude for no viscous damping". 
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Fig. 4. Test 1. Geometry of the lab channel for the experimental runs proposed in Madsen and Mei (1969 ). 
Fig. 5. Test 1. Free surface proﬁles at measure gauges. Experimental data from Madsen and Mei (1969 ) - black dotted line, theoretical data by Madsen and Mei (1969 ) - 
blue dashed line, numerical results by Yuan and Wu (2004 ) - black solid line, numerical results by the proposed model - red solid line and numerical results by the model 
without the vertical acceleration terms ( Aricò et al., 2016 ) - green solid line]. Big black dot - "estimated experimental amplitude for no viscous damping” by Madsen and 
Mei (1969 ) (adapted from Yuan and Wu (2004 )). (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.) 
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t  The peak of the ﬁrst soliton simulated by the present model
at gauges 3 and 4 is slightly damped with respect to the result
in Yuan and Wu (2004 ), but this is reasonable because in Yuan
and Wu (2004 ) the authors proposed a 2D σ -model in the ver-
tical plane and used 10 layers in the vertical direction for this
test. The results of both numerical models agree with the “esti-
mated experimental amplitude for no viscous damping" in Madsen
and Mei (1969 ). Both models simulate a second soliton, at the two
gauges, but the numerical data do not agree very well with the
measures nor with the theoretical data in Madsen and Mei (1969 ).
The present model and the one in Yuan and Wu (2004 ) anticipate
the peak of the second soliton with respect to the theoretical re-
sults in Madsen and Mei (1969 ). The peak time of the second soli-
ton of gauge 4 computed by the present model is in quite good
agreement with the one predicted in Madsen and Mei (1969 ). The
values of the relative wave heights computed by the present model
and in Yuan and Wu (2004 ) are, respectively, 142% and 145% (ﬁrst
soliton) and 66% and 68% (second soliton), with respect to the ini-
tial height. The authors in Yuan and Wu (2004 ) assert that these
values agree with the ones computed in the literature (see Section
4.3 in Yuan and Wu (2004 )). In Fig. 5 , we also plot the numerical
results of the model without the vertical convective acceleration
terms ( Aricò et al., 2016 ). The differences between that approach
and the present model are quite negligible. .2. Test 2. 2D experimental partial dam-break 
This is a well-known benchmark for partial dam-break and has
een proposed in Fraccarollo and Toro (1995 ). The experimental
ume is (2 ×3) m 2 , equipped with a 0.4 m wide and symmetri-
ally centred movable gate, which separates an upstream reservoir
rom the downstream dry ﬂoodplain with open boundaries (see
ig. 6 ). Two sets of runs have been performed ( Fraccarollo and
oro, 1995 ), the ﬁrst set in a lab ﬂume with horizontal bottom
lane and the second set in a lab ﬂume with a 7% bottom slope
long the x direction. The authors in Fraccarollo and Toro (1995 )
rovide registrations of water depths, pressures and velocity com-
onents at several measure points, whose spatial coordinates can
e found in the original paper. The initial water depth inside the
eservoir is 0.6 m in the ﬁrst set of experiments, while in the sec-
nd scenario, the water depth upstream of the gate is 0.64 m. It is
ssumed that the dam collapses instantaneously, the Manning co-
ﬃcient is 0.0095 s/m 1/3 and other details of the experiments can
e found in the original paper ( Fraccarollo and Toro, 1995 ). We
resented this test case as a benchmark for the hydrostatic shal-
ow water equations solver proposed in Aricò et al. (2013a ). We
iscretize the domain with the same GD mesh used in Aricò et
l. (2013a ) (8650 triangles and 4492 nodes), and we use the same
ime step t , which is equal to 0.01 s. The maximum values of CFL
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Fig. 6. Test 2. The geometry of the lab ﬂume and the measure points position (from 
Fraccarollo and Toro (1995 )). 
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1
ire 3.18 and 4.2, for the ﬁrst and second scenario, respectively. In
ig. 7 , we plot the measured water depths and the corresponding
alues obtained by the hydrostatic and the non-hydrostatic models.
ince this test has been previously presented in Aricò et al., 2013a ),
or brevity, we only show the cases where the hydrostatic and non-
ydrostatic models compute different solutions, that is at gauges
O", in the middle of the dam, and at gauge “U1", inside the reser-
oir (see Fig. 6 ). The results provided in Aricò et al. (2013a ) are
enoted with the “MAST" label. In Fig. 7, we also plot the results
btained by a Finite Volume WAF scheme ( Fraccarollo and Toro,
995 ) with second spatial approximation order (piecewise linear
nside each cell), which solves the shallow waters equations with
ydrostatic pressure distribution. In Figs. 7 a, c and d, we also show
he results obtained neglecting the vertical convective terms in the
 momentum equation. Fig. 7 c shows a zoom of Fig. 7 b for gauge
O" for scenario 1. 
As soon as the dam collapses, we reasonably expect at gauge
O" strongly nonlinear waves with vertical velocities that are not
egligible with respect to the horizontal ones. Due to the lack
f dispersive terms, the two hydrostatic models simulate sharper
ave fronts, especially the second order WAF solver. We observe aig. 7. Test 2. Time evolution of water depths at gauges: a) “U1” (zero bottom slope); b
easures and "pressure gauge” from ( Fraccarollo and Toro, 1995 ), “MAST” hydrostatic N
995 ). Present model - red solid line, model without vertical convective terms - blue solid
s referred to the web version of this article.) eneral improvement in the computed solutions of the proposed
on-hydrostatic model in both scenarios (see Fig. 7 b–d) com-
ared with the other numerical solutions, and the present non-
ydrostatic solver computes water depth proﬁles that are gener-
lly closer to the measured data than the model without the ver-
ical convective terms. The results obtained without the convec-
ive vertical acceleration terms are in-between the other two so-
utions. The better performance of the proposed non-hydrostatic
odel is likely due to the effects of the weights of the adja-
ent water columns, which are neglected by the other solvers. For
imulation times greater than 2–3 s, the differences between the
on-hydrostatic models, with and without the vertical convective
erms, decrease and, for brevity, we do not plot the numerical re-
ults provided by the model without the vertical convective terms
n Fig. 7 b. 
The dispersive effects smoothen the sharper oscillations com-
uted by the hydrostatic solvers at gauge “U1 ′′ (in Fig. 7 ,a). The
odel without the vertical convective terms computes water depth
alues that are similar to the ones of the hydrostatic solver, while
he solution provided by the proposed model is closer to the mea-
ured data (see Fig. 7 a). This could be due to the propagation
nside the reservoir (in the upstream direction) of the nonlinear
aves with vertical velocities that are generated after the dam col-
apse. As these waves dampen, the differences among the com-
uted solutions decrease. 
Fig. 8 shows the comparison between the measured and com-
uted velocity components for scenario 1, at gauges “O", “−3D"
nd “−3A", respectively. The computed velocity components have
een obtained by dividing the corresponding speciﬁc ﬂow rates by
he water depth. Fig. 8 b is a zoom of Fig. 8 a. There is substan-
ial discrepancy among the computed solutions for gauge “O" at
he very early simulation times. As for the water depths, due to
he strongly nonlinear waves with not negligible vertical veloci-
ies, which are generated by the dam collapse, the present model
atches better the experimental data (see the comments above).
he solution provided by the non-hydrostatic model without the
ertical convective terms is in-between the solution of the present
odel and the one of the hydrostatic MAST scheme (see Figs. 8 a
nd b). ) “O” (zero bottom slope); c) “O” (zero bottom slope); d) “O” (0.07 bottom slope). 
LSWEs model from ( C. Aricò et al., 2013 ), “WAF model” by ( Fraccarollo and Toro, 
 line. (For interpretation of the references to colour in this ﬁgure legend, the reader 
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Fig. 8. Test 2. Time evolution of the velocity components for the runs with zero bottom slope at gauges: a) “O” ( U -component); b) “O” ( U -component) zoom; c) “−3A”
( U -component); d) “−3D” ( U -component); e) “−3D” ( V -component). Measures from Fraccarollo and Toro (1995 ), “MAST” hydrostatic NLSWEs model from Aricò et al. (2013a ), 
“WAF model” by Fraccarollo and Toro (1995 ). Present model - red solid line, model without vertical convective terms - blue solid line. (For interpretation of the references 
to colour in this ﬁgure legend, the reader is referred to the web version of this article.) 
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a  Some discrepancies can be observed between the non-
hydrostatic models with and without the vertical convective terms
at gauges “-3D" and “-3A" and generally the present model ﬁts
better the measures (see Fig. 8 c and e). One reason could be, as
for the previous gauge “U1", the propagation inside the reservoir
of the nonlinear waves with vertical velocity components, which
was generated after the dam collapse. The values computed by the
two non-hydrostatic solvers approach each other as these waves
dampen. 
As a ﬁnal comment, observe that the water depths and velocity
components computed by the hydrostatic MAST solver are slightly
smoother, but the trend and frequency of the wave oscillations are
essentially similar to the ones given by other hydrostatic shallow
waters solver with higher spatial approximation orders (e.g., the
WAF scheme ( Fraccarollo and Toro, 1995 ), whose results are pre-
sented in the Figures. above, or the well-balanced second order Fi-
nite Volume scheme ( Singh et al., 2011 ) - see the comparison in
Figs. 7 a, c, 8 and 9 in Aricò et al. (2013a ) and for brevity, we do
not plot the results of model Singh et al. (2011 ) here). For this test
case, the improvement of the numerical solution given by the dy-
namic pressure distribution, with respect to a hydrostatic one, is
higher than the one given by the choice of the spatial approxima-
tion order of the unknown variables. .3. Test 3. Propagation of a solitary wave over a 3D irregular 
athymetry 
A series of laboratory experiments was performed at the O.H.
insdale Wave Research Laboratory of Oregon State University
 Swigler, 2009 ) to investigate some of the phenomena occur-
ing when solitary waves approach a complex topography. Soli-
ary waves represent a good model, at the laboratory scale, for
eal scale tsunamis ( Goring, 1978 ). The lab basin, whose shape is
hown in Fig. 9 , is 48.8 m long, 26.5 m wide and 2.1 m deep, and
he topography of the lab ﬂume is characterized by a triangular ﬂat
eef with a slope of 1:3.5, a concrete cone with a diameter of 6 m
nd a height of 0.45 m placed over the reef, between x = 14 m and
 = 20 m. A comprehensive description of the complex topography
an be found in Kazolea et al. (2014 ) and Swigler (2009 ). Water el-
vations have been measured via resistance-type wave gauges and
onic wave gauges at gauges 1–9 and velocity components have
een recorded via ADVs at gauges 2, 3, and 10 (in Fig. 9 ) (the spa-
ial coordinates of the gauges is reported in Kazolea et al. (2014 )).
he initial water level H 0 is 0.78 m and the incident solitary wave
eight h w is 0.39 m. For the numerical simulations, the computa-
ional domain has been extended from x = 0 to x = −5 m, assuming
 horizontal bottom with a constant water depth equal to 0.78 m,
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Fig. 9. Test 3. 3D view of the reef model. 
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w  nd the solitary wave is initially centred at x 0 = 0. All boundaries
re assumed to be impervious walls (free slip condition), and the
nitial conditions are as in the previous test 1. This test is charac-
erized by strong nonlinearity where h w / h 0 equal to 0.5. 
We discretize the spatial domain with an unstructured triangu-
ar mesh with 69,636 triangles and 35,201 nodes obtained by the
esh generator Netgen ( NETGEN 2016 ), the Manning friction coef-
cient is 0.014 m/s 1/3 ( Swigler, 2009 ), t is 0.012 s and the maxi-
um CFL number is 1.023. 
Fig. 10 shows the snapshots of the water surfaces at different
imes. When the solitary wave initially advances on the shelf, the
ave front steepens and breaks at approximately t = 5 s, at the cen-
reline, when it crosses the apex of the shelf. The resulting surge
vertops the concrete cone at approximately t = 6.5 s and the wave
hoals along the reef. The refracted and diffracted waves coalesce
n the shelf around t = 8.25 s and the refracted waves wrap the
wo sides of the cone and collide on the downstream side. The
ater recedes from the cone at approximately t = 10.75 s and, after
hat, the diffracted wave generates a ﬁrst bore, whose front prop-
gates onshore and merges with the waves refracted at the reef.
fterwards, the water shoals over the sloping beach, reaching the
ownstream ﬂat area. The draw-down of the water on the beach
enerates a second bore (around t = 14 s), which collides with the
efracted waves and the reﬂected waves at the wavemaker, while
he downstream ﬂat area is inundated. The diffracted and refracted
aves are partially trapped around the cone by t = 22 s and, in the
eantime, the water recedes from the sloping beach, which almost
ries around t = 29 s. 
The simulation time is 40 s. After that, the numerical wave is
eﬂected from the extended computational domain at the down-
tream end and deviates from the observed data ( Kazolea et al.,
014 ). 
In Fig. 11 , we plot the measured and computed water levels.
he measures at gauges 1 and 2 show the solitary wave steepen-
ng over the apex of the reef and the present model correctly pre-
icts the arrival times at both gauges. According to the results atauge 3, the proposed solver nearly exactly computes the impact
f the refracted and diffracted waves at the downstream side of
he cone and does not overestimate the wave height. The present
odel captures the convergence of the refracted and diffracted
aves (see results at gauge 4), and it nearly correctly computes
he shoaling, refraction and wave breaking on the reef shelf (see
esults at gauges 4–6, 8 and 9). The proposed solver matches the
ownstream propagation of the diffracted waves and the subse-
uent water recession quite well (see results at gauge 7). In the
ame ﬁgure, we plot the results computed by the non-hydrostatic
odel without the vertical convective terms. At gauges 1 and 4,
he two models compute quite similar results. At gauge 2, the
hapes of the computed incident solitary wave are similar, but the
resent model matches better the subsequent solitons generated
y the reﬂection of the incident wave on the upstream face of
he cone. Some wave oscillations with non-negligible vertical ve-
ocity could be generated during the partial reﬂection of the in-
ident wave on the front face of the cone, and the effects of the
eights of the adjacent water columns cannot be neglected at the
osition of this gauge (see the comments for the previous test 2 at
auge “O"). Similar considerations can be made for gauge 5, where
or simulation times greater than 15 s, the present model matches
he measured data better than the model without the vertical con-
ective terms. Generally, at this gauge, the discrepancies between
he two numerical solvers are smaller than for gauge 2. At gauge
, very close to the back face of the cone, the model without the
ertical convective terms fails in reproducing the computed wa-
er levels, from approximately 5.5 to 16.5 s. One reason for this
henomenon could be the following. During the collision of the
aves wrapping the two sides of the cone on the back face of the
one (as described before), the effects of the vertical velocity com-
onents could be non-negligible. The same model does not sim-
late the decreasing limb of the second soliton for times greater
han approximately 22 s. We address this as follows. When the
rst bore (generated by the waves diffracted by the cone) merges
ith the waves refracted at the sloping reef and when the sec-
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Fig. 10. Test 3. Snapshots at different times of the transformation of the solitary wave over the 3D reef. 
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p  ond bore (generated by the draw-down of the water on the beach)
collides with the refracted waves and the reﬂected waves at the
wavemaker (see the description above), the effects of the verti-
cal velocities cannot be neglected. At gauge 6, both models do not
properly simulate the shape of the incoming wave, but the present
model matches the decreasing limb of the incoming wave reason-
ably well. The two models underestimate the peak of the second
soliton (at simulation time approximately equal to 22 s) and antic-
ipate its arrival time. The present model properly simulates also
the decreasing limb of the second soliton (for simulation times
greater than 23 s). At gauges 7–9, the model without the vertical
convective terms anticipates the arrival of the incident wave (the
differences of the arrival time, compared with the measured val-
ues, range between 0.51 s to 0.495 s, moving from gauge 7 to 9).One reason could be an incorrect simulation of the refracted waves w  rapping the cone and their subsequent collision, as with gauge 3.
enerally, the same model does not match the measures for simu-
ation times greater than 16 s. Most likely, as justiﬁed for gauge 3,
his model does not properly simulate the collision of the ﬁrst bore
ith the waves refracted at the reef, as well as the collision of the
econd bore with the refracted waves and the reﬂected waves at
he wavemaker (see the comments above). 
Fig. 12 shows the comparison of the velocity components at
auges 2, 3 and 10, where the computed ﬂow velocity components
ave been obtained as in test 2. The x velocity component is simu-
ated by the present model quite well, although it underestimates
he positive peak between 15 and 20 s at gauge 10. The y and z ve-
ocity components are a fraction of the x component. The y com-
onent presents secondary ﬂow features, whose general trend is
ell reproduced by the present model at gauges 2 and 3. At gauge
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Fig. 11. Test 3. Measured and computed water surfaces (measured data available at http://coastal.usc.edu/currents _ workshop/problems/prob5.html ). Present model – red 
solid line, model without vertical convective terms – blue solid line. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web 
version of this article.) 
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d0, the proposed solver properly simulates the measured velocity
or simulation times not greater than 14 s, but it anticipates, with
espect to the measured data, the arrival time of the second front
approximately at 16.5 s). The vertical velocity component is quite
ell simulated by the present model at the three gauges for sim-
lation times not greater than 15 s. After that, we observe that the
olver underestimates the measured velocities (both positive and
egative values). A multilayer model would probably compute so-
utions closer to the measures. 
In the same ﬁgure, we also plot the corresponding values com-
uted by the non-hydrostatic model without the vertical convec-
ive terms. The discrepancies among the results of this model and
he ones of the present model and the experimental data can be
xplained by the same reasons given for the water levels. The
odel without the vertical convective terms underestimates the
ositive peak value of the U component at gauge 2 and does not
atch the measures for simulation times greater than 15 s. At
auge 3, it overestimates the absolute value of the negative U peak
approximately at 10 s) and underestimates the subsequent nega-
ive values. At gauge 10, it completely fails in reproducing the U
easures for simulation times not greater than 8 s, and there is a
ocal positive minimum approximately at 7.6 s. Moreover, it antici-
ates the arrival time with respect to the measures. After 8 s, the
esults are quite similar to the ones of the present model. The V
omponent is properly simulated at gauge 2 for simulation times
ot greater than 6.2 s. After that, the model without the vertical
onvective terms totally fails in simulating the experimental data,
(  s well as for the entire simulation at gauge 3. This solver antic-
pates the arrival time of the V component at gauge 10 and gen-
rally fails in reproducing the measures. The vertical velocity com-
onent is quite well simulated at gauge 2 for simulation times less
han 9 s, and, after that, the model totally fails, which also occurs
or gauges 3 and 10 for the entire simulation. 
Generally, the poor performance of the model without the ver-
ical convective terms in simulating the velocity components could
e due to the different computation of the bottom dynamic pres-
ure (see Appendix G), which affects the update of the vertical and
f the horizontal ﬂow rate components, as described in Section 5.2 .
.4. Test 4. Tsunami simulation on a 3D beach 
The Authors in Matsuyama and Tanaka (2001 ) reproduced a
:400-scale coastal model of the zone around the Monai Valley in
he laboratory of Central Research Institute for Electric Power In-
ustry (CRIEPI), to investigate the dynamics of the 1993 Hokkaido
ansei-Oki Tsunami. The bathymetry of the model, available from
oaa Center for Tsunami Research (2016 ), is shown in Fig. 13 a and
 shows the N -wave imposed at the offshore (western) boundary
 Noaa Center for Tsunami Research 2016 ). Field observations dur-
ng the Tsunami event in 1993 refer to a leading depression, and
he N -wave well reproduces the effects of the tsunami inundations
t the laboratory scale ( Yamazaki et al., 2011 ). The two lateral sides
f the domain are impervious walls with an imposed free slip con-
ition. The Manning’s roughness coeﬃcient is set to 0.012 s/m 1/3 
 Yamazaki et al., 2011 ). An unstructured mesh, obtained by the
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Fig. 12. Test 3. Measured and computed velocity components (measured data available at http://coastal.usc.edu/currents _ workshop/problems/prob5.html ). Present model –
red solid line, model without vertical convective terms – blue solid line. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web 
version of this article.) 
Fig. 13. Test 4. a) bathymetry of the experimental reef; b) The incoming N -shape wave; c) zoom of the computational mesh in the pocket beach. 
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t  DistMesh code ( Persson and Strang, 2004 ), with 33,001 triangles
and 16,729 nodes (see in Fig. 13 c a zoom of the mesh in the pocket
beach), has been used for the numerical simulations, t is 0.01 s
and the maximum value of CFL number is 4.98. The surface eleva-
tion has been measured at three wave gauges behind the Muen Is-
land (white dots in Fig. 13 a), whose spatial coordinates (in metres)
are (4.521, 1.196), (4.521, 1.696) and (4.521, 2.196), for gauges 1, 2
and 3, respectively. The dispersion of the incoming N -wave gener-
ates a series of short-period waves over the coastal relief during
the leading depression ( Fig. 14 a). After shoaling over a plane slope,
the incident waves refract and diffract around Muen Island ( Fig.
14 b). Fig. 14 c and d show that small-amplitude dispersive wavesre generated after reﬂection at the coast. Fig. 15 shows com-
arisons between the measured and computed water level at the
hree gauges. The present model appropriately matches the labo-
atory measurements at the three gauges, and similar results have
een computed by the solver without the vertical convective terms
see Fig. 15 ). 
Other authors proposed the same test case. The authors in
esserwani and Liang (2012 ) applied a standard Runge-Kutta Dis-
ontinuous Galerkin (RKDG2) scheme, a RKDG2 with a dynami-
ally adapting quadrilateral mesh grid, and a 2nd spatial approx-
mation order MUSCL scheme. For the standard RKDG2 scheme,
he authors in Kesserwani and Liang (2012 ) discretized the domain
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Fig. 14. Test 4. Snapshots of the N -wave at different times over the 3D reef model. 
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a  ith (98 ×61), (196 ×122) and (392 ×244) quadrilateral elements.
he number of cells used in the adaptive grid RKDG2 simulation
anges between 7076 and 41,843, while the uniform mesh used
or the MUSCL scheme has 95,648 cells ( Kesserwani and Liang,
012 ). Their simulation time was 25 s and, using a single proces-
or Core Duo T9400 at 2.53 GHz, obtained the CPU times listed
n table in Kesserwani and Liang (2012 ). The computational times
anges from 0.25 to 8.8 h for the standard RKDG2, 0.75 h for the
nd order MUSCL scheme and 1.52 h for the adaptive grid RKDG2
cheme. We performed our simulations using a single processor
ntel Q 6600 at 2.4 GHz, and the total CPU time was 0.45 h for a
otal simulation time of 200 s. Our results are in good agreement
ith the ones computed by the adaptive grid RKDG2 and MUSCL
chemes in Kesserwani and Liang (2012 ) ( Fig. 14 a–c in Kesserwani
nd Liang (2012 )), which required higher CPU times. On the other
and, the numerical schemes in ( Kesserwani and Liang, 2012 ) with
PU times comparable to ours (e.g., the RKDG2 with (98 ×61) reso-
ution) computed very bad solutions ( Fig. 14 a–c in Kesserwani and
iang (2012 )). The authors in Funke et al. (2011 ) used a 3D model for the
on-hydrostatic NLSWEs and discretized the domain with a ver-
ically aligned, one-element-deep and horizontally unstructured 
esh with 111,513 tetrahedra. To avoid wave breaking in the sim-
lations, the authors in Funke et al. (2011 ) increased the Manning
oeﬃcient to 0.02 s/m 1/3 and 0.2 s/m 1/3 in two circular areas, cor-
esponding to elevations in front of the coastline. They simulated
 total period of 70 s on 7 Intel Xeon E5506 cores at 2.13 GHz and
 GB RAM in 5 h 34 min. The results of the proposed model also
gree with the ones provided in Funke et al. (2011 ). 
The authors in Dimakopoulos et al. (2014 ) performed numerical
uns for the same test using the code OpenFOAM © ( OpenFOAM®
oundation 2013 ) and computed results consistent with the ones
f the present solver and the previously reported literature models.
heir simulation time was 200 s, they used 12 CPU cores at 2.6 GHz
nd the total CPU time was 4 h ( Dimakopoulos et al., 2014 ). 
The mean values of the measured run-ups are 8.97 m, 6.04 m
nd 5.58 m, for the Monai Valley and the transects at y = 2.2062 m
nd y = 2.32 m, respectively (Table 1 in Yamazaki et al. (2011 )). The
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Fig. 15. Test 4. Measured and computed water surfaces (measured data available at http://nctr.pmel.noaa.gov/benchmark/Laboratory/Laboratory _ MonaiValley/index.html ). 
Present model - red solid line, model without vertical convective terms - blue solid line. (For interpretation of the references to colour in this ﬁgure legend, the reader is 
referred to the web version of this article.) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 16. Test 5. The lab ﬂume of the DICAM Department, University of Palermo. 
General view. 
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w  corresponding values computed by the present model are 8.67 m,
5.98 m and 5.63 m, respectively. Despite the uncertainty in the
laboratory experiments, the model matches the measured run-
ups quite well. The corresponding run-ups values obtained by the
model without the vertical acceleration terms are 8.03 m, 5.88 m
and 5.6 m, for the Monai Valley and the transects at y = 2.2062 m
and y = 2.32 m, respectively. The greatest discrepancies in the com-
puted run-ups are obtained for the Monai valley, where the mul-
tiple wave reﬂections on the walls of the coastal reef inside the
pocket beach (observed in the visualization of the numerical sim-
ulations of the two models) could be affected by the lack of the
vertical convective terms. The relative errors of the maximum run-
up heights computed inside the Monai Valley ranges between 3%
for the present model to 10% for the model without the vertical
convective terms. 
6.5. Test 5. Solitary waves over a submerged barrier. The case of the 
lab ﬂume of the hydraulics Department, university of palermo 
The lab ﬂume of the Department of Civil, Environmental,
Aerospace and Materials Engineering (DICAM) of the University of
Palermo (Italy) has a total length of 40 m, width of 2 m and height
of 1.9 m (see Figs. 16 and 17 a). The bottom is horizontal and con-
sists of smooth concrete, while the lateral walls are partially com-
posed of smooth concrete and glass walls (see Fig. 16 ). At one
side, the ﬂume is equipped with a stainless steel, electrically driven
piston type wavemaker, where a vertical paddle moves horizon-
tally (in Fig. 17 b). A passive wave absorber is placed on the op-osite side with respect to the wavemaker (see Fig. 17 a). This is a
.003 m-thick perforated steel foil with a parabolic shape (see Fig.
7 a), and the diameter of the holes in the foil is 0.01 m (see Fig.
7 c). To further reduce wave reﬂection, some coarse wooden ma-
erial is placed over the surface of the parabolic foil (see Fig. 17 d).
he water level is measured using 12 resistive wave probes (see
ig. 18 ), with a sampling frequency of 100 Hz, which are calibrated
t the beginning of each run. 
A submerged trapezoidal barrier is placed in the channel, with
he upstream toe placed at 16.4 m from the external face of the
all on the wavemaker side (see Figs. 16, 17 e and 18 ). The bar-
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Fig. 17. a) Test 5. Geometry of the lab ﬂume. b) particular of the wave maker. c), d) particular of the wave absorber. e) the submerge barrier. 
Fig. 18. Test 5. The submerged barrier of the lab ﬂume of the DICAM Department. Geometry and position of the resistive probes (measures in metres). 
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Table 1 
Test 5. Characteristics of the solitary waves. 
h 0 [m] h w [m] h w / h 0 (Case study) 
0 .8 0 .24 0 .3 ( 1 ) 
0 .8 0 .16 0 .2 
0 .8 0 .08 0 .1 
0 .6 0 .31 0 .5 ( 2 ) 
0 .6 0 .248 0 .4 
0 .6 0 .186 0 .3 
0 .6 0 .124 0 .2 
0 .6 0 .062 0 .1 
ﬂ  
c  
o  
t  
o  ier is 0.6 m high and 2 m wide, is made of 0.012 m-thick wooden
anels and consists of a sharp 1:1.1667 upslope, a 1.8 m horizontal
rest, and a 1:1667 downslope. 
Some sets of experimental runs were performed between April
nd July 2015, and the lab activity is in progress. The aim of these
xperiments is to investigate the effects of the barrier on the ﬂow
elds of solitary waves. In real applications, submerged barriers
breakwaters) induce breaking and partial reﬂection of extreme
aves (i.e., tsunami) and ensure coastal protection. 
For each set of runs, we ﬁx the initial water depth h 0 and, in
uccessive experiments, increase the solitary wave height h w by
mall amplitude steps. We list the principal characteristics of the
olitary waves in Table 1 and the position of the resistive probes in
able 2 . We test the proposed model for cases 1 and 2 (see Table
 ). Case 2 is characterized by strong nonlinearity, where the ratio
 w / h 0 is 0.5. 
According to the video registrations, we observed several pat-
erns of solitary wave propagation and, in both cases, a partial re-ection of the incident wave on the offshore side of the barrier. In
ase 1, we observed a backward breaking of the wave tail at the
nshore side slope of the barrier, travelling in the opposite direc-
ion of the incident wave. A roller with a horizontal axis, devel-
ped on the onshore side slope, propagates offshore, with at least
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Fig. 19. Test 5. Case 1 ( h 0 = 0.8 m, h w / h 0 = 0.3). Measured and computed water surfaces. Present model – red solid line, model without vertical convective terms – blue solid 
line. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.) 
Table 2 
Test 5. Runs of solitary waves. Coordinates of the wave gauges L w is the wave 
length, computed as ( Synolakis, 1986 ) L w = 2 / k w arccosh ( 
√ 
20 ) . 
Wave probe x [m] y [m] Reference 
WP 1 L w /2 1 from seaward toe, upstream direction 
WP 2 L w /4 1 
WP 3 0 1 from seaward toe 
WP 4 0 .35 1 
WP 5 0 .7 1 
WP 6 1 .3 1 
WP 7 1 .9 1 
WP 8 2 .5 1 
WP 9 2 .85 1 
WP 10 3 .2 1 
WP 11 L w /4 1 from landward toe, downstream direction 
WP 12 L w /2 1 
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u  two solitons of clearly deﬁned troughs. In case 2, we noticed a for-
ward breaking of the leading wave over the barrier and, as in the
previous scenario 1, a roller is generated on the onshore side slope,
propagating offshore. Part of the tail of the roller is trapped over
the barrier, which is due to the run-up/run-down on the offshore
side slope, and it is reﬂected several times over the horizontal crest
of the barrier. 
We discretize the domain with an unstructured mesh with
18,901 triangles and 9933 nodes generated by the Netgen code
( NETGEN 2016 ), t is 0.025 s and the maximum value of the
CFL is 1.9. We set the Manning roughness coeﬃcient equal to
0.012 s/m 1/3 , but after several preliminary numerical runs, the
computed results have proven to be almost independent of the
value of the roughness coeﬃcient. The initial conditions are as in
the previous test 1. 
Figs. 19 and 20 show the comparisons between the measured
and computed results at the 12 probes, for cases 1 and 2, respec-
tively. We use the data registered at probe 1 as a reference for
timing adjustment of the computed waveforms. In the same ﬁg-res, we plot the numerical results given by the model without the
ertical convective terms in the z momentum equation. The sim-
lation times are suitable for avoiding the signal of the partially
eﬂected waves at the downstream absorber. 
In case 1, the two numerical models satisfactorily simulate the
ncident wave in terms of both the peak value and arrival time.
ome discrepancies occur at gauge 5. Nevertheless, the position of
his probe is “critical" because it is placed above the junction be-
ween the horizontal and the sloping reaches of the barrier at the
ffshore side. Both models slightly overestimate the peak value of
he incoming leading wave at gauges 6 and 7. 
The measures at probe 1 show a second soliton due to the par-
ial reﬂection of the incident wave on the onshore side of the bar-
ier. The present solver matches both the height and the arrival
ime of the second soliton quite well, while the model without the
ertical convective terms underestimates the peak value and its ar-
ival time. The effects of the vertical convective terms due to the
eﬂection of the offshore face of the barrier probably cannot be ne-
lected. 
The roller, developed on the onshore side of the barrier and
ravelling upstream, generates some secondary water level oscilla-
ions following the leading wave, which are clearly visible in the
easured water level proﬁles at gauges 9 to 3 (in Fig. 19 ). The
oller also generates positive and negative vertical velocities. Ac-
ording to the results for gauges 9 to 3, the present model quite
atisfactorily reproduces the water level oscillations generated by
he roller, with a small time delay and damping. The water level
roﬁles computed by the present model match the measures at
auges 10–12 quite well, and the second soliton measured at gauge
2 is reproduced reasonably well. The model without the vertical
onvective terms does not reproduce the peak and the arrival time
f the second soliton at gauge 1. Due to the lack of vertical convec-
ive terms, it does not correctly compute the effects of the vertical
elocity and fails in representing the water surface oscillations due
o the roller propagating from the onshore side of the barrier in
pstream direction (see the blue lines at gauges 9 to 3 in Fig. 19 ).
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Fig. 20. Test 5. Case 2 ( h 0 = 0.6 m, h w / h 0 = 0.5). Measured and computed water surfaces. Present model – red solid line, model without vertical convective terms – blue solid 
line. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.) 
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Table 3 
Test 5. Runs of solitary waves. Measured and computed transmission coeﬃcients. 
Case Measured Model 
ηmax WG 12 ηmax WG 1 C t ηmax WG 12 ηmax WG 1 C t 
1 0 .259 0 .260 0 .999 0 .236 0 .252 0 .935 
2 0 .170 0 .245 0 .696 0 .169 0 .259 0 .653 
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l  inally, the model without the vertical convective terms does not
eproduce the second soliton measured at gauge 12. 
In case 2, the two numerical models ﬁt the incident wave at
auges 1, 2 and 12 quite well (in Fig. 20 ), slightly overestimate the
ater levels at gauges 3 and 4 and underestimate the water levels
t gauge 7. As for case 1, some discrepancies occur for the lead-
ng wave at gauge 5, which were probably due to its position, as
peciﬁed above. Other discrepancies can be observed for gauges 6
nd 9–11, where both solvers overestimate the measured data. At
hese gauges, the measured shape of the leading wave seems to
e cut and further experimental investigations are required. The
roposed model matches the measured incident wave at gauge 8,
hile the model without the vertical convective terms underesti-
ates the peak value and the decreasing limb of the incident wave.
he second soliton at gauge 1, due to the partial reﬂection of the
ncident wave on the offshore side of the barrier, is properly re-
roduced by the present model, while the solver without the ver-
ical convective terms underestimates the peak and anticipates its
rrival time (see Fig. 20 ). At gauge 2, the measured second soli-
on is less evident than in the previous case 1 and it is quite well
imulated by the present model, while the model without the ver-
ical convective terms underestimates the water levels (in Fig. 20 ).
e assume that the reason why the model without the vertical
onvective terms does not properly simulate the second soliton at
auges 1 and 2 is the same as in case 1. 
In case 2, the initial value of the water level is equal to the
eight of the barrier, and the water depth over the horizontal side
f the barrier is zero. For this reason, the effects of the roller gen-
rated on the onshore side of the barrier and propagating in the
pstream direction are less visible in the measured water levels
t gauges 8 to 3, compared with case 1. The negative water levels
bserved at gauge 9 between 27.2 s and 28.4 s (see Fig. 20 ) could
e generated by the roller. The measured water level is more than
dequately reproduced by the present model, and there is a small
hifting in time, while the model without the vertical convective
erms fails. One reason could be that this model does not correctly
p  ompute the vertical velocity, as speciﬁed for case 1. The water
evel proﬁle measured at gauge 10 between 28 s and 28.7 s (in Fig.
0 ) could be generated by the roller. The measured proﬁle is quite
ell reproduced by the present model, while the model without
he vertical convective terms underestimates the water level. 
Finally, we compute the transmission coeﬃcients C t by divid-
ng the measured (or computed) maximum value of η at probe 12
y the one at probe 1 (see Table 3 ). The minimum value of C t is
btained for case 2, due to the initial partial wave reﬂection of the
ffshore barrier side. The transmission coeﬃcients predicted by the
odel agree with the experimental ones. 
. Conclusions 
The main innovative point of the present non-hydrostatic NL-
WEs solver, compared with other previous works, concerns the
ormulation of the vertical momentum equation, which includes
he convective acceleration terms. The proposed form of the ver-
ical momentum equation leads to a different numerical solution
rocedure, whose principal steps have been addressed in the previ-
us sections. We present several applications over a wide range of
ooding processes (dam-break, run-up, wave breaking and tsunami
nundation) and include new sets of experimental runs. We com-
are the solution of the present model with the one provided by
he same numerical model without the use of convective terms
n the vertical momentum equation. Especially for strongly non-
inear waves with not negligible vertical velocity components, the
roposed model matches the measured data much better than the
68 C. Aricò, C. Lo Re / Advances in Water Resources 98 (2016) 47–69 
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 model without vertical convective terms. This has very important
implications for real life ﬂooding modelling applications. 
Other important merits of the algorithm (e.g., (1)) preserving
of the local and global mass balance, (2) shock-capturing proper-
ties, (3) handling WD problems over complex topography, (4) well-
balanced property not only for the water at rest condition but also
a more general moving water at equilibrium state, (5) low growth
of the computational effort with the number of cells and (6) par-
allelization), have been addressed in the Appendices. 
Objects of future research concern a study of the vertical distri-
bution of the dynamic pressure, to improve the simulation of the
dispersive effects. 
Description of the ﬁles for the supplementary material 
In the ﬁle “Appendices" we provide all the cited Appendices (A
to E). In the ﬁle “supplementary tests" we provide two additional
model applications, tests S.1 and S.2 respectively. 
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