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       Chapter 1 INTRODUCTION 
1.1 Background 
In recent years, considerable attention has been focused on the storage of radionuclide 
waste in fractured rock. In such a storage system, fractures are the major conduits of both 
ground water and radionuclide leaking out of the repository. Hence, an accurate 
characterization f the hydrologic behavior of the fractured rock mass may be vital to the 
safety of such an operation. For the performance assessment of radioactive waste 
disposal systems, it is particularly important to predict how the radionuclide would be 
prevented from leaking through the natural ground. 
  In general, anumerical simulation is one of the most effective methods for predicting 
the behavior which will occur in the distant future. However, there are many unknown 
mechanisms involved with hydrologic and mechanical behavior in the natural ground, 
e.g., the fracture system and coupled behavior. To understand such difficult problems, 
in-situ and laboratory experiments have been carried out by many researchers under 
international cooperation, e.g., the Stripa project. Methods of numerical simulation have 
also been examined under international cooperation, e.g., HYDROCOIN and 
INTRAVAL, whose simulations are very useful to grasping the phenomena observed in 
in-situ and laboratory tests. 
  In the present study, the author will examine mass transport analysis methods and 
investigate the mass transport behavior in a rock mass by numerical approaches. 
Although a solute transport analysis is the most important subject of a safety assessment, 
the water flow has to be analyzed prior to the assessment. Since the concentration of 
radionuclide leaking out of a repository is generally not expected to grow very high, 
solute transport does not have any effect on the fluid flow behavior. Thus, the solute 
transport problem can be considered apart from the ground water transport problem. 
                           1
  The subjects investigated in this paper may be applied to other projects in addition  to 
radioactive waste disposal systems. For example, the ground water flow analysis can be 
used for many types of projects in the field of civil engineering, e.g., dam construction 
and the excavation of underground openings. The coupled problems are also important to 
many projects because the real behavior is coupled with various phenomena. Moreover, 
the problem of solute transport is one of the most important subjects to be analyzed in 
regards to environmental pollution, since ground water pollution is becoming a serious 
problem in many situations. 
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1.2 Scope of Work 
  Based on the above-mentioned background, this paper may be divided into four parts. 
The first part, Chapter 2, is concerned with ground water flow analysis methods. The 
second part, Chapter 3, investigates the effects of the coupled mechanical and thermal 
behavior on the ground water flow. The third part, Chapter 4, focuses on solute transport 
analysis methods. Finally, in Chapter 5, transport analyses and ground water flow 
analyses are applied to real in-situ and laboratory experiments. 
  In Chapter 2, the fluid flow in a fractured rock mass is mainly investigated by 
numerical approaches. In order to do this, two simulation methods are proposed, i.e., 
one for the two-dimensional continuous approach and the other for the three-dimensional 
discontinuous approach. Using these approaches, real field tests and imaginary situations 
will be analyzed and the ground water flow behavior in various states of the ground will 
be examined. Moreover, the fluid transport in a fracture plane is investigated by 
numerical experiments, where transport isrelated to the channel flow in a fracture plane. 
  In Chapter 3, hydraulic, mechanical nd thermal coupling problems are investigated. 
Firstly, the basic theory is introduced and then the effects of the change in the parameters 
on the coupled behavior by a numerical simulation are discussed. Granite is the material 
on which focus is placed in this examination. In addition, simulating the large scale 
permeability test and the Buffer mass test which were conducted in the Stripa project, the 
coupled behavior in the rock and buffer material is examined from various points of 
view. The three-dimensional approach is also presented, which uses the preconditioned 
conjugated gradient method to solve the coupled equations. 
  In Chapter 4, a few solute transport analysis methods are introduced, which use the 
velocity field obtained by the ground water flow analyses mentioned in the previous 
chapters. For two-dimensional schemes, the upstream and the coupled Eulerian and 
Lagrangian methods are examined. Moreover, the double porosity model and the non-
equilibrium model are examined as the transport model through a complex geology. The 
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three dimensional model with plane joint elements i also introduced here. The methods 
of the numerical simulation of the solute transports  are mainly investigated inthis chapter. 
  In Chapter 5, the above-mentioned ground water flow analysis methods and the solute 
transport analysis methods are applied to a few real in-situ and laboratory tests. The 
validation of the models will be examined. 
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1.3 Perspective from Conservation Law 
In this section, conservation equations are briefly discussed as background information 
for the mass transport process mentioned in this paper. By understanding a little of this 
information, each chapter will be seen in a better perspective. 
  A fundamental assumption of continuum mechanics is that average quantities are 
independent of the size of an averaging volume or area and are continuous over time and 
space. An average quantity is obtained by integrating a microscopic quantity over an 
averaging volume or area, whose averaging process yields a field of macroscopic 
quantities. In this filed of macroscopic quantities, the averaging volume represents and 
characterizes a physical point and may thus be referred to as an  infinitesimal element of 
volume or a representative elementary volume as it is sometimes called. Based on t'ie 
assumption that such a characteristic volume can be identified, the macroscopic balance 
equations are derived. 
  Hassanizadeh and Gray (1979) discussed the process of averaging in detail. They 
derived the following general forms for the macroscopic conservation equations of a 
typical thermodynamic property for multi-phase systems using the local volume 
averaging technique. 
at (Oar)+V.(O(Oaaka)- V . i -~)afa-(p)ae (PV') 
-(')ala=(P)aGa in V+ + V-(1 .3.1) 
subject to :
 V'/aLeaV'Vij+1a1=0 in V++ V-1 .3.2 aJ() 
and 
                         5
 {(P)aY142(v a - u) - i~ N = 0 on E(1.3.3) 
where (P)a isthe macroscopic mass density function, Yfais the macroscopic property of 
phase a, v a is the macroscopic velocity field vector, is and fa are the surface flux vector 
and the external supply of Yr', respectively. ea(PYf) and 1 a are the exchange of Y~ with 
other phases through phase changes and mechanical interactions, respectively. G a is the 
net production rate of Va and E is the surface of discontinuity which divides averaging 
volume V into V+ and V- and which moves with velocity u. N' is the unit vector normal 
to macroscopic surface E of space V-. The summation i  equation (1.3.2) is carried out 
over all phases. 
  The above quations consider an N-phase system, occupying space V and bounded by 
surface A, as the superposition of N continua which exchange thermodynamic properties 
through mechanical interactions and phase changes. 
  Equation (1.3.2) is the microscopic interfacial condition and asserts the conservation 
of thermodynamic property ty for the whole body, while equation (1.3.3) is the general 
balance law across amacroscopic surface of discontinuity. 
  The individual balance laws for mass,momentum, angular momentum, energy and 
entropy are given by substituting the variables hown in Table 1.3.1 into equations 
(1.3.1)-(1.3.3). 
                 Table 1.3.1 Variables for each balance law  
   QualityYi i f G  
   Mass1 0 0 0 
     Linear momentum v t g 0
       Angular momentum rxv rxt rxg 0
       EnergyE+-2v2 t•v+q g•v+h 0
   EntropyS tP b T  
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  In this table, v is the velocity vector, t is the stress tensor, g is the external supply of 
momentum, r is the position vector, E is an internal energy density function, q is the heat 
flux vector, h is the external supply of energy, S is an internal entropy density function, 
 qp is an entropy flux vector, b is the external supply of entropy and T is the net production 
of entropy. 
  The mass conservation law has to be obtained for all phases. When the mass 
conservation equation of a ground water flow is derived through coupling for a 
deformation problem, the mass conservation equation of a solid phase is closely related 
to that of a liquid phase (Yamagami (1979)), whose derivation process will be mentioned 
in Section 2.4 concerning the deformable double porosity modeling. The mass 
conservation law for ground water is used in all chapters in this paper. The mass balance 
equation of the solute transport, commonly called an advection-dispersion equation, will 
be discussed in Chapter 4. 
  A linear momentum balance quation is needed to define the motion of ground water 
flow, heat transport and solute transport. In general, Darcy's law is used as the equation 
of motion for ground water flow and Fourier's law and Fick's law are assumed to hold 
for heat transport and solute transport, respectively. The equilibrium equation is also 
derived from the linear momentum balance quation for a solid phase, but the acceleration 
term is omitted in this paper since dynamic problems are not considered. 
  The balance of angular momentum is reflected by the symmetric stress tensor, 
however, no extra discussion is carried out on this subject in the present paper. 
  An energy balance equation is the most important equation for defining the heat 
transfer. A coupled problem with temperature change is introduced in Chapter 3 of this 
paper, in which the equation is explicitly used. The entropy balance quation is used to 
obtain the governing equation of heat transport related to temperature. Although the 
process for obtaining the basic equation of heat transport will not be discussed in detail, 
the energy, the entropy conservation law and the equilibrium equation will be used to 
obtain the governing equation of heat transport used in Chapter 3. In this paper, since the 
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focus is placed on the only elastic deformation, the entropy balance equation is 
automatically introduced into the constitutive law of stress-strain relations. 
  To simulate a transport phenomenon of various properties, an appropriate 
representation of the velocity field is required. The macroscopic velocity obtained from 
the mass conservation equation of ground water flow is assumed to be available. The 
term "mass transport", used in the title of this paper, means that the various thermo-
dynamic property transport systems mentioned above are discussed in this paper. 
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  Chapter 2 NUMERICAL METHODS OF FLUID 
         FLOW IN ROCK MASS 
2.1 Introduction 
  In this chapter, some methods of seepage analysis are  introduced which give velocity 
fields used in transport analyses. 
  Ground water flow takes place through voids in geological media. The ground is often 
treated as a porous continuous medium and the equation of momentum for fluid flow in 
this porous medium is represented by Darcy's law. Although ground water is supposed 
to flow evenly through out the medium in such a treatment, the regime of the flow must 
be carefully observed in cases where the voids do not exist evenly. The equation of 
momentum for such a medium may not be represented by Darcy's law, for example, 
when the ground water flows through discontinuities in fractured rocks. The paths of the 
flow are constrained by the geometry of the fractures in the rock masses. Furthermore, 
the fluid may be transported unevenly on the fracture plane. 
 Figure 2.1.1 shows several types of rock interstices. Since interstices may range in 
size from huge limestone caverns to minute capillary openings, the nature of the fluid 
flow varies depending on the geological formation. It is important, therefore, to 
examine before calculation whether or not 1) the flow model presents the true nature of 
the flow and 2) the model is suitable for the object of the analysis . 
 The continuous approach has been used for many cases in the field of civil 
engineering. In particular, the saturated-unsaturated seepage analysis method has been 
most widely used. The main objectives of the calculation by this method are to evaluate 
the flow rate from a dam site or into an underground space, to know the pressure 
distribution for a mechanical analysis and so on. However, the velocity distribution has 
rarely been discussed seriously. In order to estimate velocity fields, the heterogeneity 
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and anisotropy of a ground are most important for the analyses and these properties are 
dependent on the rock interstices, as shown in Figure 2.1.1, and vary according to the 
scale of view. 
 On a microscopic level, there is velocity varying in both magnitude and direction 
across any pore cross section. It is very difficult, however, to predict such a 
phenomenon. This is due to the difficulties involved with identifying the parameter and 
modeling the geometry of the formation on a microscopic level. 
 Nevertheless, this phenomenon is important as far as the solute transport is concerned. 
It causes the spread of any initially close group of tracer particles. Although this 
spreading is not so much caused in a direction perpendicular to the average flow, the 
tracer particles are dispersed in a wide range normal to the direction of the flow because 
of molecular diffusion. The phenomenon of tracer particle movement can be explained as 
follows. The marked particles spread along each microscopic streamline occurring 
through velocity variations on a microscopic level. A concentration gradient of these 
particles is produced, molecular diffusion then  produces a flux of tracers. The spreading 
caused by velocity variations on a microscopic level, enhanced by molecular diffusion 
especially in a direction transverse to the average flow, is referred to as mechanical 
dispersion. The separation between molecular and mechanical dispersions is not clear 
because it is artificial. The term hydrodynamic dispersion is used to denote the spreading 
which results from both diffusions. 
 In this chapter, the above-mentioned velocity on a microscopic level is not discussed. 
Rather, focus is placed on the average flow velocity as the other phenomenon by which 
solute particles are moved. Thus, the fluid flow is considered from a macroscopic point 
of view. The separation between micro and macro levels of velocity is very 
conventional, however, and is dependent on the modeling of the fluid flow. The velocity 
that affects the advection of a mass transport is considered. 
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 (a)( c 1(e) 
  r4~'~ /'~1  *low off/     L.;Iiiillo 
   (b)(d)(f1 
         Figure 2.1.1 Several types of rock interstices 
         (a) well-sorted sedimentary deposit having high porosity; 
         (b) poorly sorted sedimentary deposit having lowporosity; 
         (c) well-sorted sedimentary deposit consisting of pebbles that are 
           themselves porous, so that the deposit as a whole has a veryhigh
           porosity; 
         (d)well-sorted sedimentary deposit whose porosity has been diminished by 
           the deposition of mineral matter in the interstices; 
         (e) rock rendered porous by solution; 
        (f) rock rendered by fracturing
        (after Meinzer(1923))
 A seepage analysis from a macroscopic point of view has been applied to both porous 
soil and fractured rock grounds. In this chapter, the method for an analysis of the porous 
media is firstly introduced. Then, the approach for fractured media is mentioned. The 
method for a porous medium has already been used in many civil engineering projects. 
Thus, only the theory for this method will be reviewed. On the other hand, the method 
for fractured media is being studied by many researchers at the present ime. Both an 
equivalent continuum approach and a discrete approach are examined in this chapter. 
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2.2 Previous Works 
 Ground water flow is a movement of water in voids of the  earth's crust. The materials 
of interest are soils, fractured rocks and so on. Although the nature of a ground water 
flow cannot be observed irectly, Louis (1976) proposed that rock masses in which 
water flows might be divided into several groups, i.e., homogeneous porous media, 
porous jointed media, porous media containing impermeable barriers, porous media with 
small channels and karst media containing wide passages and caverns. Rock masses 
often occur as jointed porous media (Figure 2.2.1(f)). When considering the flow of 
water in a rock mass, the choice of a model for the medium is very significant. Either a 
continuous model or a discontinuous model may be chosen. 
 In the past,the continuous model has often been used to represent the rock mass in a 
seepage analysis, whereas focus has been placed on a discontinuous model for the safety 
assessment of high level radioactive waste disposal in a deep geology (e.g., 
Long(1989), Dershowitz (1985), Anderson (1986) and so on). This may be due to the 
fact that the vector of fluid velocity is more important for a mass transport analysis than 
the flow rate from a boundary and pressure distribution in a medium. However, the 
discontinuous modeling is less effective when a computer is applied than the continuous 
one. In addition, the discontinuous modeling is limited in the number of fractures which 
can be modeled quantitatively b  this method. Whether a continuous or a discontinuous 
model is chosen is based on the relations between the spacing of joints and the size of 
the rock mass under consideration and the relations between the joints spacing and the 
dimensions of the structure or of its zone of influence. 
 The continuous model was firstly developed through use of the finite difference 
method(1*DM) by Freeze and Witherspoon (1966). Although this method has many 
advantages due to the effects using a computer, it is limited in its geometric shape for a 
modeled region. At the present ime, the finite element method(FEM) or boundary 
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element method(BEM) is often used for overcoming this limitation. Table 2.2.1  shows 
some important methods for solving boundary and initial value problems, which 
describe the ground water flow (refer to Huyakorn and Pinder(1983)). 
        Table 2.2.1 Various methods olving initialboundary problems  
      Analytical methodsNumerical methods  
         separation ofvariablefinite difference method 
        similarity solutionfinite element method 
         complex variables techniques collocation method 
        Fourier and Laplace transformation method of characteristics 
        Green's functionboundary element method 
        perturbation method 
  power series  
 The most popular seepage analysis method in Japan is a saturated-unsaturated model 
by FEM. This has been used for many real projects. 
 Table 2.2.2 shows previous works on the analysis of seepage flow in a saturated-
unsaturated ground. It is clear from this table that recently the finite element method has 
been used more often than the fmite difference method. 
 The advantages ofFEM are that it is easy to discretize the region to be analyzed and 
easy to apply nonlinear materials. Thus, a saturated-unsaturated analysis generally uses 
FEM. BEM has been used most effectively for solving the problem of ground water 
flow. This method holds promise for reducing computation effort through a reduction in 
problem dimensionality when the problem is of an elliptic type. When the problem is 
parabolic or has variable coefficients, however, the method loses many of its 
advantages. 
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     Table 2.2.2 Previous works on saturated -unsaturated seepage analysis 
          Authors dimension numerical methods hysteresis of 
                                                        unsaturated
                             zone
 Bredejeft(1970) quasi three FDMNC 
     Freeze(1971) two and three FDMC 
    Neuman(1973)two FEMNC 
Kamata et al.(1974) quasi three FDM NC 
       Motokage t al.(1975) quasi three FDM NC 
    Segol (1976)three FEM NC 
Akai et al.(1977) two FEM C 
    Liggett(1977)two BEM NC
       Pinder et al.(1978) two Collocation methods NC 
Frind et al.(1978) three FEMC 
     Komada et al.(1978) three FEMNC 
Akai et al.(1979) three FEMC 
     Motojima(1981)quasi three FEMNC 
     Gupta et al.(1984) three FEMNC 
    Huyacorn(1986)three FEMNC  
     C: considered, NC: not considered 
  A two-dimensional nalysis has been most widely used in Japan. The quasi three-
dimensional analysis has been carried out for large scale analyses. In particular, it has 
been used for analyses of settlements of the ground on a large scale by adding leakage 
from an aquitard. A three-dimensional nalysis is very effective for the intricate 
geological structures built in Japan. Komarla et al.(1978) indicated that an analysis of the 
seepage around a dam site by the three-dimensional method was a necessary process for 
the design of the dam. 
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  On the other hand, studies on an analysis for fractured media have been conducted by 
many researchers during the past two decades. There are two approaches to analyzing 
the flow through a fractured medium. One of them is the discrete fracture approach. It 
regards a fractured medium as a continuum in which the discrete discontinuities exist. 
The joint element is a representative tool which explains the discontinuum. The previous 
main works concerning joint elements are introduced in Table 2.2.3, adding to 
Yashima's work (1985). 
 As shown in this table, joint elements are firstly used for the deformation analysis of 
media with discontinuities. Joint elements which consider coupled hydraulic and 
mechanical behavior have been developed by just a few researchers. Recently, a three-
dimensional joint element network model has been used for the seepage analysis of 
fractured rocks. Although the discrete model requires much information on joints and 
involves high computation costs, it is a very effective way to examine the velocity 
distribution in rock masses. For this reason, the discrete fracture  mon.,. is used to 
explain the flow field around a high level radioactive waste depository in a deep geology. 
 An alternative to the discrete fracture approach is an equivalent porous modeling 
approach. The advantage of this method is that average properties can be analyzed 
despite the fact that the details on the fracture geometry and simulation of the fluid flow 
within each fracture are not required. Several numerical studies based on the equivalent 
continuum approach ave been developed. These include double porosity modeling by 
Barenblatt et al.(1960), crack tensor by Oda and Hatsuyama(1985) and equivalent 
porous modeling by Long et al.(1982). These approaches are similar to those mentioned 
above for porous media mentioned above. 
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     Table 2.2.3 Previous works on joint elements (after Yashima (1985)) 
AuthorsDimension Aperture* Rotation Dilatancy Softening Fluid 
flow  
 Goodman  et  al.(1968) PS NC NC NC NC NC 
Mahtah et al.(1970) three NC NC NC NC NC 
Heuze et al.(1971) PS NC NC NC C NC 
Heuze et al.(1971) PS NC NC C C NC 
Noorishad et al.(1971) PS NC C NC NC C 
St. Jhon (1972) PS three NC NC NC NC NC 
Royvray et al.(1972) PS NC NC C C NC 
Goodman et al.(1972) PS NC NC C C NC 
Ghaboussi et al.(1973) C NC C NC NC NC 
Gale et al.(1974) PS NC NC NC NC C 
Ngo (1975)PS NC NC NC NC NC 
Sharma et al.(1976) PS C NC NC NC NC 
Hilber et al.(1976) PS C NC NC NC NC 
Goodman et al.(1977) PS NC C NC NC NC 
Heuze(1979)PS NC C C NC NC 
Xiurun(1981)PS NC NC C NC NC 
Van Dillen et al.(1981) PS three C NC C NC NC 
Heuze et al.(1982)AS NC NC C NC NC 
Told et al.(1982)three NC C NC NC NC 
Ohnishi et al.(1982) PS NC C NC NC C 
Matsumoto et al.(1983) AS NC NC NC NC C 
Dershwitz (1984)three NC NC NC NC C 
Herbert et al. (1989) three NC NC NC NC C  
* Aperture of joint is not explained in the mesh information. Closing and opening of a 
joint is examined by constitutive law of the mechanical behavior of joints. 
NC: not considered, C: considered, PS: plane strain, AS: axisymmetric 
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2.3 Fluid Flow in Porous Media 
2.3.1 Introduction 
  In an aquifer, water flows through the complex network of pores and channels 
comprising the void space. The microscopic flow model cannot be verified, however, 
by measurements. On the other hand, the quantities can be measured and the boundary 
value problem can be solved at the macroscopic level. Thus, the continuum approach is 
adopted to describe the flow in porous media t this level. 
  Each phase (solid or liquid) in porous media is regarded as a continuum that fills up 
the entire arbitrary elementary volume in this approach. A set of overlapping continua is 
considered within every elementary volume. For each of these continua, average values 
are taken over the elementary volume and are assigned to its centroid. Thus, it is not 
necessary for the continuum porous model to specify the microscopic onfiguration of 
the individual phases. 
  For this approach, an appropriate size for the averaging volume must be selected. This 
averaging volume was introduced by Bear (1972) and is called the representative 
elementary volume (REV). To illustrate the determination of the size of REV , consider 
the void space configuration, the ratio  U,/U, in which U is a volume within a given 
porous medium domain and U,, is the volume of voids within U. Figure 2.3.1 shows 
variations of U,,/U as U increases. U,,/U with very small values for U is dependent on 
whether the point happens to fall in the void space or in the solid matrix. As U increases, 
large fluctuations occur due to the random distribution of voids and solids. As U is 
increased even further, however, these fluctuations gradually decay to above some 
volume U=Umin. If U is increased to beyond U=Umax, a trend or fluctuation may be 
observed ue to the macroscopic heterogeneity of the porous media. The size of REV is 
in the range of Umin<U<Umax. Once REV has been determined, it is used to derive the 
macroscopic ontinuum description of the flow through use of averaging values. The 
process of averaging can be found in Hassanizandeh and Gray (1982). 
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           Domain of  ; Domain of 
        microscopic-Domain of (possible)                      ,f— porousmacrosco
pic inhomogeneity effects I m dium. 
1IInhomogeneous 
                                             medium         I
I                                               Homogeneous 
n_medium             
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                       Range 
for Up I I    ~
I•-----------------------,I I 
   0U min Umax U 
                    Volume, U 
             Figure 2.3.1 Definition ofporosity and representative el mentary 
           volume (after Bear and verruijit(1987)) 
            U is a volume of a sphere centered atan arbitrary point, U,, is the 
           volume of void space within U and Up is the REV 
 In this section, it is assumed that REV can be selected for a domain. If REV is 
selected, the continuum approach can be used for the porous media. Soil, sand and 
extensively fissured rocks are examples ofsuch media. 
 A saturated-unsaturated flow model has been used for many projects by assuming 
REV. In addition, the theory of this model is extensively used for other models 
mentioned in this paper. In this section, a saturated-unsaturated modeland examples of
the numerical pproaches are introduced. The quasi three-dimensional model, which 
uses the transmissivity and storativity of media, isthen introduced. 
2.3.2 Saturated-unsaturated flow modeling 
(1) Basic equation 
 The equation ofcontinuity for ground water in a saturated-unsaturated zon  is derived 
from Richards theory as follows: 
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 Pjo)=-(Pjvi).i 
 at(2 .3.1) 
where pf is the density of water, B is the volumetric water content, t is time and vi is the 
velocity vector. 
  The equation of motion for ground water may be explained by Darcy's law for both 
saturated and unsaturated porous regions. That is, 
v; = - k(B)1 hi(2 .3.2) 
in which k(B)ij is a permeability tensor, which is a function of 0, and h is a total head. 
  The total head can be expressed as the sum of pressure head yr and elevation head z, 
namely, 
h=yi+z                                                 (2.3.3) 
  The volumetric water content is a function of the degree of saturation Sr and the 
porosity n, which is expressed as follows: 
B = nSr,                                                 (2.3.4) 
 Substituting equations (2.3.2), (2.3.3) and (2.3.4) into equation (2.3.1), we obtain 
the following equation: 
Ia 
ipjk(0)iJ (t'+ z )r = a
tpjnSr                                                 (2
.3.5) 
 Using a chain rule of differentiation, the right-hand side of equation (2.3.5) can be 
expanded to 
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a (
pfnSr)=nSraPf+PjS•an+PinaSr a
t at atat(2 .3.6) 
 The first erm at the right-hand si e represents a density change inthe pore water. The 
second term means a deformation t  the skeleton f a porous medium. The third term 
means a change in the saturation degree of an unsaturated medium. 
 Considering the compressibility of water, the density of water can be expressed as 
follows: 
 Pf=pip{  1  + /3p(P-Po)](2.3.7) 
where P is the pore water pressure, pfp is the reference density at P=Po and /3p is the 
compressibility of water. They are defined as 
    1 aPf gyp= pf aP(2 .3.8) 
 Using Equation (2.3.7), the first term in equation (2.3.6) is given by 
123raPf= PfonSr/3paP— 
 atat ,(2.3.9) 
 Pressure head t'is related to the pore water pressure as follows: 
vf_ P P
fg .(2.3.10) 
 Taking into account equations (2.3.3) and (2.3.10), equation (2.3.9) can be modified 
to 
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 apf ah 
nSr — =  Pfo gnSrPfjp — 
 atat(2.3.11) 
  This equation indicates a density change in the pore water due to a change inthe total 
head. If /3P is defined with water pressure yi,ptpg is disregarded in equation (2.3.11). 
  For a one-dimensional consolidation problem, the second term on the right-hand si e 
of equation (2.3.6) isexpressed as follows (Narasimhan(1975)): 
an _PfSr ,2Cc ah= PlSrxah PfS'
at l+e 2.303d atmyat(2 .3.12) 
where  is the void ratio, xis the parameter of effective stress inan unsaturated medium 
introduced by Bishop(1959), Cc is the compression index , d is the effective stress and 
m,, is the coefficient of volume compressibility. 
 Equations (2.3.11) and (2.3.12) indicate he effects of the compressibility of water 
and the deformation f solids on the fluid flow in porous media. The combined 
coefficient of equations (2.3.11) and (2.3.12) is called a specific storage, Ss. 
 On the other hand, the storage of an unconfined aquifer isrelated tothe third term at 
the right-hand si e of equation (2.3.6), which is rewritten asfollows: 
  aSra( nSr) De=a e ay/ah Pf nP   a
t—fat— PfatPaat—P'C()at                                              (2
.3.13) 
 This stands for the yield of an aquifer per unit area and unit drop of the water table. 
Thus, C(yi) is referred to as a specific yield and is defined by 
c(_ae 
 ay/.(2 .3.14) 
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 Using equations (2.3.11)-(2.3.14), the governing equation for the ground water 
flow in saturated and unsaturated media is given by 
 II 11ahah  1Pfk(6)~~h
.il.t- psas— a
t—PSC (V~at=0                                             (2.3.15) 
(2) Numerical approaches 
 Equation (2.3.15) can be used for any dimensional nalysis. As shown in Table 
2.2.2, a three-dimensional FEM has recently been the most widely used continuous 
approach. This is because the phenomenon f seepage through the underground occurs 
in a three-dimensional way, and therefore, it is difficult o explain the behavior by a two-
dimensional method. In particular, the configuration of Japanese geology is too 
complicated to be expressed by a two-dimensional method. Thus, a two-dimensional 
analysis should be used not as a quantitative examination, but as a qualitative one. 
 Two methods of three-dimensional a ysis exist. One is a method which can solve a 
three-dimensional equation directly. The other is a method which uses a quasi three-
dimensional equation that is integrated in a vertical direction. The latter method has also 
been extensively conducted for the analysis ofground settlement i  large areas. 
 A three-dimensional method that obtains asolution by solving a three-dimensional 
governing equation requires a large computer memory and is costly. Through the 
progress ofcomputers, however, this problems have recently been solved. Freeze(1971) 
firstly carried out a three-dimensional saturated-unsaturated seepage analysis. He used 
the LSOR method and changed the time step interval to make a convergence of a 
solution. Segol (1976) firstly applied FEM to a three-dimensional analysis. Following, 
Frind et al.(1978) reported that a three-dimensional analysis was very effective for 
estimating a large scale fluid flow in the ground. To make the three-dimensional 
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approach more effective, Gupta et al.(1984) and Huyakorn and Springer(1986) 
attempted touse computers more effectively. 
2.3.3 Quasi  three-dimensional approach 
(1) Basic theory 
 This method uses a two-dimensional governing equation by integrating it in a vertical 
direction with Dupuit assumptions, ince seepage in a vertical direction can be ignored 
for analyses in large areas. Thus, the hydraulic onductivity isexplained by 
    N, 
T = > Kibi 
i=i(2.3.16) 
where T is the transmissivity, Ki is the permeability of the ith stratum, bi is the thickness 
of the ith stratum and Ns is the number of strata. 
 The storativity can be defined as the summation of the product of the stratum thickness 
and the specific storage, namely, 
   N, 
S= E Sibi 
i=i(2.3.17) 
where S is the storativity and Si is the specific storage of the ith stratum. 
 The above explanations are for a confined aquifer. For an unconfined aquifer, the 
transmissivity and storativity are a function of a ground water table and reduce as the 
table goes down. 
 Using the above-mentioned transmissivity and storativity, the quasi three-dimensional 
analysis is carried out. 
 The quasi three-dimensional analysis, considering leakage from the aquitard, has also 
been performed for settlement problems on a large scale. Two methods of analysis 
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exist. One proposed by Bredehoeft and Pinder(1970) uses an analytical solution for the 
seepage flow in a vertical direction. The other uses the following equation: 
 V  =  K(hu - ho)/bu(2 .3.18) 
where K and bu are the permeability and thickness of the aquitard, respectively. hu is the 
total head in the aquitard and h0 is the total head in the aquifer. The storativity of the 
aquitard is disregarded in equation (2.3.18). 
(2) Numerical approaches 
 The quasi three-dimensional analysis, without leakage from an aquitard, has been 
carried out for many real projects in Japan. For example, Motokage and Minami(1975) 
examined the effects of a draw down of the water level in a lake on an adjoining rice 
field. Motojima(1981) predicted the seepage-out rate for the downstream area by filling 
water into a dam lake. 
 On the other hand, an analysis which considers the leakage from an aquitard has also 
been conducted for many cases, e.g. an examination of the relation between ground 
settlement and the discharge of ground water or the production of natural gas and an 
investigation of the role of a dam to the occurrence of ground water in the surrounding 
ground (Fujinawa (1977)). 
2.3.4 Discussions 
 Table2.2.2 indicates ome representative studies about wo, quasi three and three-
dimensional seepage analyses. From this table, it is clear that quasi three-dimensional 
analyses have been carried out since 1970 and have had many substantial pplications in
Japan. While three-dimensional analyses have only been used for the past decade, they 
are expected to be applied to many projects in the future. 
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 Unfortunately, there are problems with three-dimensional analyses, namely, the 
identification of parameters and economical aspects. The progress of computers will 
solve the latter problem, but further investigations and financial support are needed to 
identify the parameters since the areas considered are quite varied. Back analyses may be 
effective for solving this problem. 
 The basic equations mentioned in this section will be extensively used for other 
models in this paper. The concepts of transmissivity and storativity are used for the 
discontinuous seepage analysis in a fractured medium. 
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2.4 Two-Dimensional Deformable Double Porosity Model 
2.4.1 Introduction 
  In this section, the continuous method is described in order to explain the seepage 
flow in a fractured medium. To simulate a more realistic phenomenon, the effects of 
ground eformation on the seepage flow are considered. 
  Currently there are two numerical approaches for analyzing the flow through a 
fractured porous medium, as mentioned in Section 2.2. One is the discrete fracture 
approach. The other is the equivalent  continuum porous model. In this section, the 
double porosity model is applied to the flow through jointed porous media. This model 
was introduced by Barenblatt et al.(1960) and uses the concepts of statistical veraging, 
volume averaging and the theory of mixtures. This type of flow model was expounded 
by Huyakorn et al.(1983) and Warren and Root(1963). Sato et al.(1985) used the 
experimental pproach with the realized double porosity model and showed how the 
effect of the permeability of a rock block on the entire permeability ofa rock mass grows 
stronger with a decrease in fracture apertures. 
 On the other hand, studies on the numerical method for the analysis of coupled 
hydraulic and mechanical behavior have been performed on saturated porous media for a 
long time.Worth noting among the studies are those by Christian and Boehmer (1970) 
and Sandhu and Wilson (1969). A model which considers the elasto-plasticity orvisco-
plasticity of soils has recently been developed. Unlike studies on soils, however, studies 
on the coupled problem for fractured rocks have not been carried out for such a long 
time. The method that explicitly considers uch fractures uses joint elements, as shown 
in Table 2.2.3. It is difficult, however, for this method to obtain the mechanical and 
hydraulic properties for each fracture. On the contrary, studies on the mechanical 
behavior that do consider the fractured medium as a continuum have been conducted by 
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many researchers (e.g., Oda(1986), Kyoya et al. (1985)). Their studies treat  anisotropic 
properties induced by existing fractures. 
  An extension of the doubleporosity model, which includes the coupling of flow and 
deformation, isalso one of above-mentioned continuous approaches and was presented 
by Dugid and Lee (1973) and Wilson and Aifantis (1982). Dugid and Lee derived an 
equilibrium equations on one porosity medium of a pair. Willson and Aifantis derived an 
equilibrium equations based on both porosity media and applied the definition of 
effective stress proposed by Nur and Byerlee (1971) to the coupled term between flow 
and deformation i  the equilibrium equation. These two approaches were developed for 
saturated jointed media. The approach that considers effective stress by two different 
pore water pressures, such as that by Wilson and Aifantis, can explain the various 
behavior. 
  In this chapter, the double porosity model for deformable saturated-unsaturated 
fractured rock masses is presented. Although the double porosity model has been 
developed in the field of oil engineering, the media of which are considered to be rock 
masses, this analogy can also be applied to clay that consists of different ypes of soil 
structures and soil foundations with many layers. For example, this model (see Figure 
2.4.1) can be used for stratified media in spite of having to make a very fine finite 
element mesh to express the complicated inhomogeneity. 
  It is important to examine the phenomena occurring in a natural ground from many 
points of view. A few behavior of various media is examined with this newly developed 
model. 
2.4.2 Basic equations 
(1) Concept of double porosity model 
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            Figure 2.4.1 Double porosity modeling 
            The ground is modeled for two representative strata, S and C. In this 
            case, the stratum St is omitted from the model. 
 The double porosity model iterally considers amedium by superposing two different 
porous media. In other word, two different water pressures are assumed to be at the 
same point in the medium and two continuous equations are formulated for both porous 
media. 
 Let  pi be the average pressure of the fluid in one porous medium (referred to as the 
primary porosity medium) and P2 be the average pressure of the fluid in the other porous 
medium (the secondary porosity medium). As an example of fractured porous media, pi 
represents the pressure in the rock block of a given point and P2 represents he pressure 
in the fractures (see Figure 2.4.2). Because the permeabilities of the media are different, 
flow from one porous medium to the other is brought about by the difference between pi 
and p2 at the same point. As mentioned above, two coupled equations are necessary to 
double porosity modeling. It is obvious that an analysis with this model has meaning for 
the transient state, since inhomogeneity of the ground is expressed by coupled terms in 
two continuous equations. 
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                                      Typical matrix block 
        Figure 2.4.2 Double porosity model of fractured rock mass
 There are two different water pressures at the same point in this model. Such a 
situation does not occur, however, in a real ground. Thus, this model is regarded not as 
a physical modeling, but as a mathematical modeling, and is deficient in that it is difficult 
to compare the calculated pressure values with the measured ones by this model. There 
do exist cases, however, where the measured values are not continuous. Thus, the 
pressures measured in the field have to be interpreted carefully. 
 In order to apply this model to a real field, a representative elementary volume (REV) 
needs to be considered. REV is a volume which includes two different porous media. It 
is large enough to exclude microscopic effects, yet small enough to keep the element 
homogeneous (see Figure 2.3.1). REV is also necessary to the analysis of a continuous 
porous medium. This is especially important in analyzing fractured rock masses with this 
model. 
(2) Governing equations 
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 The assumptions used to derive the governing equations are as follows: 
1) The mechanical behavior of fractured media can be treated as a continuum. 
2)  Darcy's law is valid for the flow of water in saturated-unsaturated fractured media. 
3) The fluid is slightly compressible and the solid grains (solid mass) are incompressible. 
4) The deformation is considered in a field including both porous media. The water 
pressure related to an effective stress is assumed to be expressed by volumetric 
averaging of the two media. 
5) The unsaturated flow in the primary porosity medium (e.g., the rock block) is 
calculated by the water retention curve. The unsaturated flow in the secondary porosity 
medium (e.g., fractures) is ignored. 
  Using the assumptions mentioned above and extending the governing equations 
derived by Huyakorn and Pinder (1983) to a saturated-unsaturated porous media (the 
above assumptions of 2) and 5)), we present the system of basic equations used in the 
model. 
(a) Equilibrium equation 
  The total stress includes the effective stress and the fluid pressures for both porous 
media. After all, the governing deformation equation for a fractured medium is almost 
the same as that for conventional porous media. The equation can be written as follows 
by assuming that 1) the mechanical behavior is isotropically elastic, 2) the extensive 
stresses are positive and 3)the strains are infinitesimal: 
   22 
F,+(A,+G)+Gau`-aap =0 
ax;axt ax;ax; ax;(2 .4.1) 
where u1 is the deformation vector, Fi is the body force vector per unit volume of the 
medium, ) and G are Lame's constants and a is a pore pressure coefficient. 
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  p is replaced by the weighted average of  pi and P2, i.e., 
SrinlPl + Sr2n2P2  
P — nl +n2(2 .4.2) 
where Sr and n are the degrees of saturation and porosity, respectively. Subscripts 1 and 
2 represent the primary porosity medium and the secondary porosity medium, 
respectively. 
  Another definition of p in equation (2.4.1) was proposed by Wilson and Aifantis 
(1982), however, the values of water pressure calculated by their definition are mostly 
the same as those calculated by our definition. 
  Let ni be the volume of the porosity in the primary porosity medium divided by the 
total volume including both media. In the same way, let n2 be the volume of the porosity 
in the secondary porosity medium divided by the total volume. 
(b) Continuity equation 
  The continuityequation for a solid phase is given as 
-
ax,((1 -nl- n2)Psysi))=at«1 - ni - n2))Ps)                                                (2.4.3) 
where ps and vsi are the density and velocity vector of the solid phase, respectively. 
  Using a material derivative, 
D_v sia+a Dt a
tax;                                                 (2
.4.4) 
and assuming that he solid phase is incompressible, equation (2.4.3) can be rewritten as 
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 Dnl + Dn2 = (1 - nl - n2) aysi 
Dt Dtaxi                                                 (2
.4.5) 
  The continuity of the flow in the primary pores is now considered. Letvii be the 
Darcy velocity hrough t e primary porosity medium. Since Darcy's law is valid for the 
soil ground atrest, he relative locity ofthe fluid can be defined as 
vii = n1Sri(vjli - vsi)(2 .4.6) 
in which vfii is the real velocity ofthe fluid in the primary pores. 
  The continuity equation f flow in the primary medium can be written as: 
a --(nlSrivfiipf)- r=a(n1Sr1Pf) 
axi at(2 .4.7) 
where ris the flow rate transferred from the primary porosity medium to the secondary 
porosity medium. Introducing the substantial derivative and the average velocity vi, 
equation (2.4.7) can be reduced to
-a(vfltpf)-r=n1SriDpfDSri—
Dt+ n1P+PfSrlDnl+PfSrinlaysi axiDtDt Dtaxi (2
.4.8) 
Combining equations (2.4.5) and (2.4.8) and using the fluid compressibility relation dpf 
= pjv/3dp for the first term at the right-hand side of equation (2.4.8), 
 a1plDSri Dn2aysi -—(vfliPf)r=nlSriPlo
Dt+n1Pf- Pforl Dt + PfSrl(1-n2)— axiaxi 
                                                (2.4.9)
is obtained where pfo is the reference density of the fluid, pf is the density of the fluid 
and /3 is the compressibility of water. 
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where V2 is the volume of porosity for the secondary medium and V is the total volume. 
Differentiation ofequation (2.4.10) with respect to time gives 
Dn2 __DV2 _ n2DV lV 
Dt Dt Dt(2.4.11) 
  By definition, 
V=V1+V2+Vs(2.4.12) 
where V1 and Vs denote the volume of porosity in the secondary porosity medium and 
the bulk volume of the solid mass, respectively. Assuming the solid mass is 
incompressible, 
Dn2 = DVl + DV2 
Dt Dt Dt .(2.4.13) 
is obtained. 
 Substituting equation (2.4.13) into equation (2.4.11), the following is derived: 
Dn2 
Dt=1(1-n2~Dt2-n2DtI V .                                              (2.4.14) 
 Substituting the definition of the compressibility of fluid 
-(Qn1Sriv)DPl=DV1 
Dt Dt 
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lhin2Sr2•)DP2=DV2    Dt  Dt(2.4.15) 
into equation (2.4.14), 
Dn2 (1 -n2)13n2Sr2D.+ nifin2SriDP1 DtDtDt(2 .4.16) 
is obtained. 
  Combining equations (2.4.16) and (2.4.9) yields 
- avl` r=nlsrl$(1-,%+pl+n2sr1sr2fl(1-n2)—+n1aSr1+Srl(1-n2)as` 
ax; Pf atat at ax; 
                                               (2.4.17) 
where itis assumed that the fluid is slightly compressible andthat DpllDt=9P1idt and 
Dp2IDtp2/dt. 
 Now let the following equation bevalid: 
n1  aSrlaSrinl —aelaelapl    -—  
 at at at ap1 at(2 .4.18) 
where 91 is the volumetric water content of the primary porosity medium. 
  Combining equations (2.4.18) and (2.4.17), the flow equation for the primary 
porosity medium is obtained taking into account he coupled effects of flow and 
deformation in the saturated-unsaturated medium. Its counterpart is the continuity 
equation for the secondary porosity medium. This is derived through a similar procedure 
to that given. The results are given by 
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aV2iaptr~api ae2ap2ays• --+—j-=n2sr21'R/~(1'niSr2)—+niSriSr2$(1'nlaP1 ---------+Sr2(1-ni)-- 
axi Pf atataP2 at axi . 
                                           (2.4.19) 
                                               (2.4.19)
  To obtain the final form of the two equations, Darcy's law is used, namely, 
VII =klyapt+ pjgj1= 1,2 
µ axi(2 .4.20) 
where kn./ and k2ij are the permeability tensors of the primary and secondary porosity 
media, respectively. µ is the kinematic viscosity and gi is the ith component of the 
gravitational acceleration. 
  The required flow equations take the form 
 a k11j aplr – 
axiP.axj+ PlgJ 1±Pf– 
nisrt/3(1-njsrt>+niSr1Srif3(1-nl+a91aP1+ sri ~ 
     atat apt ataxi 
  (1=2, if i=1. 1= 1, if 1=2)(2 .4.21) 
(c) Leakage term F 
  The formula describing fluid transfer between the primary porous medium and the 
secondary porous medium is derived by the dimensional analysis in Barenblatt's 
model(Barenblatt et al.(1960)). As an alternative to this approach, a more elaborate 
approach that estimates transient fluid transfer rates has been developed by Huyakorn et 
al.(1983). In their model, the primary porosity medium (rock blocks) is idealized as a 
series of equal-sized spheres or prismatic blocks, and the flow through the rock blocks 
into the fractures (the secondary porosity model) is solved using the convolution integral 
of the analytical solution or finite differences. Dugid and Lee (1973), on the other hand, 
presented an approach whereby the flow rate between the primary and secondary 
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porosity media is obtained by the analytical solution of the one-dimensional transient heat 
transfer equation. Comparing the results obtained by the analytical solution of the 
transient equation with those of the steady equation, Dugid and Lee concluded that the 
approach which applies the analytical solution of the steady heat conduction equation 
yields sufficiently accurate results. 
 The rate of flow transfer between two different pressures at a steady state is presented 
as 
I'=µ 4--------fi(P   P2) 
 KcC(2 .4.22) 
where is the block characteristics' length (e.g., the half length of a crack in the primary 
porosity medium) and c is the void aperture. Since it is difficult in many cases to identify 
C, c and n2, it is useful to rewrite quation(2.4.22) as follows: 
T=a tPf~Pt-P2) 
                                             (2.4.23)
where a is a dimensionless parameter related to C, c, n2 and the specific surface of 
fractures. The leakage rate can be adjusted with this parameter. 
(d) Initial and boundary conditions 
  There are initial and boundary conditions that should be considered. They can be 
expressed as: 
Initial conditions 
uia,t) = u?(1,0) 
p1r,t) = P?(x,0) 1= 1,2,(2.4.24) 
Boundary conditions 
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 ut(X,t) = ut(X,t) 
'ry(X,t) = Stj(z,t) 
pt(X,t) = pt(X,t) 
{1c ti  (apr µ axe+ pig1ni= Qi(x,t) 1= 1,2                                              (2.4.25) 
where z is a position vector, Ti is the surface traction, 54 ij is the prescribed surface 
traction, is the prescribed flux. The notation A denotes the prescribed values. 
(e) Finite element discretization 
  The Galerkin method is used here to formulate the finite element discretization. A 
linear quadrilateral isoparametric element is employed in the code. The system of 
algebraic equations derived from finite element approximation is nonlinear due to the 
dependency ofpermeability inthe unsaturated primary porous medium on suction. Thus, 
it is necessary to employ an iterative method to obtain a solution. 
2.4.3 Numerical analyses 
  The numerical procedures described in the foregoing sections have been implemented 
into a computer code capable of simulating the coupled flow and deformation behavior in 
a fractured porous medium. In order to demonstrate he function and utility of this code, 
some example problems will now be solved with this code. 
(1) Comparison of numerical results with analytical and experimental 
    results 
                         38
 To verify the numerical solution algorithm and assess its accuracy, the code is applied 
to simulate two problems, namely, a seepage problem in a saturated-unsaturated porous 
medium and a one-dimensional consolidation problem in a saturated ground. The results 
of the consolidation analysis are compared with Terzaghi's theoretical solution. A 
comparison of the degrees of consolidation ispresented in Figure 2.4.3. It shows a good 
agreement between the analytical and numerical solutions. To calculate this problem, the 
water in the secondary porosity medium and the water flow between both media are set 
not to flow. Thus, the overburden pressure is taken by the water pressure of the primary 
porosity medium immediately after loading. The effective stress increases due to a 
decrease in the water pressure in the primary porosity medium during consolidation. 
0 -------------------------------------------------------- 
                                     o Numerical  20— 
                                        Analytical     0 
 1:' 
      80 —• 
                                                                                   • 
                                                                                            • 
  100~  , •  
  00.50 .9 
                              Time factor 
         Figure 2.43 Comparison of analytical solution with numerical 
         one with double porosity model (one-dimensional consolidation 
        problem) 
  The saturated-unsaturated flowproblem is analyzed by setting the deformation and 
water pressure of the secondary porosity medium to be zero. A comparison between the 
                        39
numerical and the experimental results obtained by Akai and Uno (1966) shows a good 
agreement between the two sets of results (Figure 2.4.4). 
  From the above-mentioned r sults, the basic functions of this code seem valid. 
(2) Secondary compression problem 
  The analysis of the secondary compression problem is mostly performed with the 
visco-elastic model. The author will now try to analyze this problem with the double 
porosity model using the theory whereby the primary consolidation is caused by a 
change in the effective stress, which in turn is brought about by the dissipation of 
excess pore water pressure from the macro pore, and the secondary compression is due 
to the dissipation of water pressure from the micro pore (see Figure 2.4.5). 
 Let the primary porosity be the micro pore, and the secondary porosity be the macro 
pore. The permeability of the primary porosity is set to be different from that of the 
secondary porosity.  Figure 2.4.6 shows the one-dimensional model used in the 
calculation. The properties of macro and micro pores are given in Table 2.4.1. Figure 
2.4.7 indicates the results of the compression as a function of time. "Single porosity", 
     30 
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     Figure 2.4.4 Comparison of experimental results with numerical ones with 
     double porosity model (saturated-unsaturated se page problem) 
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       Table 2.4.1 Data used in secondary compression analyses 
     PropertiesValues  
          Permeability of micro pore 1.0x10-12 m/s 
         Porosity of micro pore0.2 
          Permeability of micropore1.0x10-9 m/s 
         Porosity of micro pore0.5 
        Young's modulus100 tf/m2 
      Poisson's ratio0.3 
Void aperture0.025 m 
          Matrix characteristic length 0.015 m
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     Figure 2.4.6 Finite element model used in the analysis of secondary 
      compression problem 
indicated by the solid line in this figure, is the result of applying the model without 
dissipation of the water pressure in the micro pore. 
  The compression calculated with the double porosity model, using the constant 
Young's modulus, is delayed more than the compression calculated with the single 
porosity model. This is due to a delay in the increase of the effective stress by the slow 
dissipation of the water pressure in the micro pore. After consolidation, the final 
settlements of both models are the same because Young's modulus of the single porosity 
model is the same as that of the double porosity model. 
  To express a secondary compression, it is necessary to consider the change in 
Young's modulus of the ground due to the compression in the micro pore. Using the 
mechanical analogue shown in Figure 2.4.8, the following equilibrium equation is 
introduced: 
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Figure 2.4.7 Calculated compression-time curve with double porosity model 
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   Figure 2.4.8 Mechanical analogue of secondary compression with 
   double porosity model 
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 (cil + c21)-le  (ci + c21)-1(citpt + C21P2) = a(2.4.26) 
where ci is the elastic constant of the primary porosity medium (micro pore) and c2 is the 
elastic constant of the secondary porosity medium (macro pore). c2 is the parameter of 
the soil's skeleton structure and is assumed to be constant as in Terzaghi's theory .
  Since the micro pore medium is expected to become hard due to drainage, Young's 
modulus of the primary medium is assumed to increase according to the following 
exponential function: 
E1 = E10 exp(4p - 4P1)(2.4.27) 
where 49i0 is an increment of the excess water pressure of the primary porosity medium 
immediately after loading. In this case, dpi 0 equals 5 tf/m2. AN is the excess water 
pressure of the primary porosity medium during consolidation and E10 is Young's 
modulus at the initial state. 
  Applying equation (2.4.25), Young's modulus of the soil involving both media is 
obtained as 
  _ E1E2  
  _ E1E
1 + E2 ,(2.4.28) 
 The results calculated by setting the initial Young's modulus of both media at 100 
tf/m2 are given by the dot-dash line in Figure 2.4.7. The analysis using the double 
porosity model with the assumptions mentioned above can represent the tendency of the 
secondary compression. 
  To represent he secondary compression, using the theory that the secondary 
compression occurs due to drainage from the micro pore, it is necessary to consider the 
mechanical properties, taking account of the deformation of the micro pore medium. 
Although the nonlinear function is used, equation (2.4.26) in this chapter, the problem 
                         44
of how to identify such a mechanical parameter remains to  solved. 
(3) Simulation of the Lugeon test 
  To examine the transport of water pressure in a fractured rock mass, the Lugeon test 
is simulated with the double porosity model. 
  The finite element mesh and boundary conditions used in the problem are shown in 
Figure 2.4.9. Table 2.4.2 gives the data used in the analysis. Figure 2.4.10 indicates the 
distribution of the water pressure head as a function of time. Because the permeability of 
the rock blocks is larger than that of the fractures, the transport of the water pressure in 
the rock block is much slower than that in the fractures. 
 The double porosity model can represent the discontinuous situation between rock 
blocks and fractures, as shown in Figure 2.4.10. The pressure in the rock matrix in 
Figure 2.4.10 corresponds to the pressure PI in Figure 2.4.2, and the one in the fracture 
corresponds to the pressure P2 in Figure 2.4.2. In the double porosity model, the field 
of the PI is superposed on that of the P2, and the two pressures exist at the same point. 
The interation between both pressure fields are considered at an unsteady state. Figure 
2.4.10 shows such a unsteady change of both pressure fields. On the contrary, a 
conventional continuous method can not express uch a discontinuous pressure fields 
because one pressure field is modeled in the model. It is also difficult for the model 
using joint elements to express the discontinuous pressure at the fracture, because the 
pressure at the joint element is shared by the adjoining solid elements which discretize 
the rock mass field. 
  The real phenomenon for fractured sedimentary ocks seems to be the same as these 
results. The water flows rapidly through a fracture and the pressure in the fracture is 
reduced. On the other hand, the water pressure in a rock block remains high and the 
water is supplied into the adjoining fractures. This kind of phenomenon and the analysis 
method will be discussed in more detail in a later chapter. 
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Figure 2.4.9 Finite element mesh used in the Lugeon test simulation 
     Table 2.4.2 Data used in the Lugeon test analysis
   PropertiesValues  
      Permeability of rock matrix 1.0x10-11 m/s 
     Porosity of rock matrix0.2 
Permeability of fracture1.0x10-4 m/s 
    Porosity of fracture0.05 
     Young's modulus1.0x104 tf/m2 
   Poisson's ratio0.3 
    Fracture aperture0.001 m 
      Matrix characteristic length0.5 m
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      Figure 2.4.10 Unsteady change of pressure head distribution 
      obtained from the Lugeon test simulation with doubleporosity model 
(>m2) 
(4) Two-dimensional consolidation problem 
  A two-dimensional consolidation problem is analyzed using the finite element model 
and boundary conditions hown in Figure 2.4.11. Two cases are examined: One is a 
saturated case in which the ground water table corresponds to the ground level. The 
other is a saturated-unsaturated casein which the ground water table is located at a depth 
of 5 m from the ground level. For the saturated case, the upper boundary is set at a zero 
hydraulic pressure condition, and the other boundaries are set at a no-flow condition. All 
the all boundaries are set at a no-flow condition for the saturated-unsaturated case. 
 Table 2.4.3 gives the data used in the analysis. Since Young's modulus is assumed to 
be constant in this analysis, the secondary compression presented in the Section (1) of 
this chapter does not appear. The difference between the double porosity model and the 
conventional consolidation model is the nature of the effective stress change. In this 
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  Figure 2.4.11 Finite element mesh used in the two-dimensional 
  consolidation problem 
         Table 2.4.3 Data used in the two-dimensional 
         consolidation problem 
    PropertiesValues  
        Permeability of rock matrix 1.0x10-12 m/s 
       Porosity of rock matrix0.2 
        Permeability of fracture1.0x10-9 m/s 
      Porosity of fracture0.5 
       Young's modulus1.0x102 tf/m2 
     Poisson's ratio0.33 
      Void aperture2.0x10-2 m 
         Matrix characteristic length 5.0x10-2 m
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analysis, let the primary porosity be the undeformable micro pore of the clay and the 
secondary porosity be the macro pore. 
  In order to make a comparison with the conventional method, the results calculated 
with the  Sandhu type consolidation model (single porosity model), which uses the linear 
quadrilateral isoparametric element for the water pressure and the quadratic quadrilateral 
element for the displacement, are given with the results from an analysis using our 
double porosity model. 
  Figure 2.4.12 shows the settlement as a function of time at point A. The compression 
calculated by the double porosity model is delayed more than that calculated by the single 
porosity model because of the slow increase in effective stress. The compression at an 
early stage after loading in the saturated-unsaturated case is larger than that in the 
        0'Double porosity; 
                     saturated-unsaturated 
                  Singleporosity; 
                     saturated-unsaturated 
-------- Double p rosity; 
                    saturated-----
 Single porosity; 
     10saturated 
U C O 
0O 
IU 
  20 __ 
25050000 
                       time (day) 
      Figure 2.4.12 Compression-time curve at point A in the two-
      dimensional consolidation problem 
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saturated case. Further more, the completion of consolidation in the saturated-unsaturated 
case occurs earlier than that in the saturated case. 
  The settlement after consolidation in the saturated-unsaturated case is smaller than that 
in the saturated case. This is probably due to the fact that the elastic compression 
immediate after loading becomes large, and the settlement by consolidation becomes 
small, as the load is burdened at the unsaturated part. 
 Figure 2.4.13 indicates the ground water tables as functions of time in the saturated-
unsaturated case. The change in the ground water table obtained by the single porosity 
model analysis is slight. On the other hand, the change by the double porosity model 
analysis is complicated. The water pressure under the loading part of the primary 
porosity, for which the permeability is low, is larger than the water pressure of the 
secondary porosity, for which the permeability is high. The water pressure in the other 
part of the primary porosity medium is lower than that of the secondary one. The water 
table  finally reaches an equilibrium state in which the pressure distribution is lower than 
that of the single porosity model. 
  Figure 2.4.14 shows the settlement at the ground surface as a function of the distance 
from the center line. Immediately after loading, the settlement calculated by the single 
porosity model is larger than that calculated by the double porosity model. This is 
because the water pressure obtained by the single porosity analysis is lower than the 
water pressure of the secondary porosity by the double porosity model analysis . The 
pressure of the secondary porosity is more efficient on the deformation than the pressure 
of the primary one. However, the settlement after consolidation, obtained by the single 
porosity analysis, is smaller than that obtained by the double porosity analysis. This is 
due to the fact that the water pressure distribution by the double porosity model analysis 
is lower than that by the single porosity analysis. 
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   Figure 2.4.15 shows the distribution of the lateral displacement a the C-C section. 
 The lateral displacement immediately after loading in the saturated-unsaturated case is 
 smaller than that in the saturated case. On the other hand, the lateral displacement after 
 consolidation i  the saturated-unsaturated case is larger than that in the saturated case. 
 The difference between the double porosity analysis and the single porosity analysis is 
 slight for the saturated case. In the saturated-unsaturated case, however, displacement a
 the shallow part calculated by the double porosity model is larger than that calculated by 
 the single porosity model immediately after loading. After consolidation by the double 
porosity analysis, displacement a the deep part is smaller than that by the single porosity 
 analysis. 
  As mentioned above, the double porosity analysis can represent the behavior whereby 
the load applied at the ground surface is not transferred to the deep part due to th
e 
existence of the upper unsaturated part. 
2.4.4 Conclusions 
  The work presented here provides a technique for the investigation 
of the coupled 
mechanical-hydraulic behavior of saturated-unsaturated fractured rock masses. The work 
is based on the double porosity modeling proposed by Barenblatt 
et al.(1960) and the 
saturated-unsaturated se page analysis method eveloped b
y Neuman (1973). 
  In this chapter, the method is applied to the analysis of th
e secondary compression 
problem, the Lugeon test simulation and the two-dimensional consolidation 
problem 
with a free surface. 
 From the studies in this chapter, the following conclusions can be drawn: 
 1) The basic function of this newly developed code is 
recognized as being accurate by 
   comparing the numerical results with the analytical a
nd experimental results. 
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    Figure 2.4.15 Lateral displacement a the C-C' section in the two-
    dimensional consolidation problem 
2) To represent he secondary compression with the double porosity model, it is 
  necessary to consider an elastic constant which can account for the deformation 
 caused by the dissipation of water from the micro pore. The use of such a method, 
 in addition to that of a visco-elastic analysis, is expected to aid in the understanding 
  of the mechanism of the secondary compression. 
3) This method can be applied to discontinuous phenomena, such as the flow through 
  a fractured medium, that cannot be explained by the conventional continuous 
  method. 
4) This method can reflect the effect of the unsaturated part on the total ground 
 deformation more dramatically than the conventional method. 
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2.5 Fluid Flow in a Single Fracture Plane 
2.5.1. Introduction 
  The modeling aflow in a single fracture plane is one important subject for the analysis 
of flows in fractured rock masses. 
  Since Snow (1969) idealized water movement in a single fracture as a laminar flow 
between smooth parallel plates eparated by a constant aperture, referred to as the Cubic 
law, many researchers have adopted this assumption to their analyses of flows in 
fractured media. For an analysis using the Cubic law, the aperture of the fracture is the 
important parameter and it is assumed to be constant in one fracture plane. 
  A recent study at the Stripa mine by Abelin et  al. (1985), however, indicated that 
fractures were closed in some parts and opened in others, and that the openings might 
vary considerably over the fracture plane. Thus, they supposed that there were channels 
on the fracture plane and that he fluid flowed along these channels. Stagnant zones were 
also supposed to exist in the fractures, as shown in Figure 2.5.1. 
  The extent, width and aperture of the channels are presently unknown. Tsang and 
Tsang(1987), however, assumed the width to be 0.2 times the channel ength and the 
aperture to be distributed according to the Gamma function.They then assumed that each 
channel was independent and did not intersect. Rasmuson and Neretnieks (1986) also 
assumed that the cylindrical channel did not intersect with other channels. Moreno et al. 
(1988) used the fracture plane divided by a rectangular grid into nodes with different 
apertures. They assumed that the aperture density distribution was lognormal. Tsang and 
Tsang (1990) and Stratfoed et al. (1990) idealized the channel flow with a variation of 
the fracture aperture on the plane. Both of them also used a lognormal distribution as the 
aperture density distribution. Kobayashi and Yamashita (1989) analyzed the solute 
migration in a single fracture by representing the fracture as a rectangular array of 
representative el ments of which the aperture was constant. They used the Gamma 
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         Figure 2.5.1 Schematic view of channels on fracture plane 
function as the probability density distribution of the aperture, but their results showed 
that the probability distribution for the aperture might not be the Gamma function. 
 The reason why some probability distribution ought to be used for the aperture has 
been derived from observed results by several other researchers. However, the apertures 
have not always been observed on a fracture plane. In many cases, the aperture was 
measured for the intersections between fractures and planes like outcrops or boreholes. 
Some influences might exist from the excavation or cutting of the ground on the aperture 
distribution observed from such conditions. 
 The aperture distribution needed for an analysis is what contributes to the fluid flow in 
a fracture. However, these are very difficult to measure directly. Thus, it is necessary to 
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examine the aperture distribution used for an analysis before applying the results 
observed by many other esearchers. 
  In this chapter, the author tries to examine which probability distribution is most 
suitable for the real phenomena using the numerical approach. The functions to be 
examined are the Gamma, exponential nd lognormal ones. 
  The calculated results are compared with these of the migration test in a single fracture 
at the  Stripa project. 
2.5.2 Modeling of channels 
(1) Inhomogeneous permeability field 
  Channels are generally imaged as linestructures. If joint elements are used as a way to 
express uch structures, the direction and length of the joint elements would have a large 
effect on the calculated results. Since there is no information about hem, however, an 
ordinary two-dimensional finite element method is used in which elemental 
permeabilities vary at random. Figure 2.5.2 shows the schematic figure for the modeling 
of the channels on a plane. 
 The assumptions u ed for the modeling are as follows: 
 1) Length L, width A. and aperture b of the channels are assumed to be constant in each 
    element. 
   This means that each element has a representative elementary volume for the 
   channels. 
 2) The width, A, is assumed to be in proportion to the length according to the 
   following equation: 
= 0.2 L.(2 .5.1) 
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         Figure 2.5.2 Schematic figure for the modeling of the channels 
    Although the width of the channel has never been observedand its quantities and 
     tendency are unknown at the present ime, the above relation was assumedby 
    Tsang and Tsang(1987). According to this assumption, the longer channel has the 
     larger width. A similar tendency can often be observed for the relation betweenthe 
     aperture and the length of the fracture in rock masses. 
   3) The volume of the channels are assumed to be 10% of that of the fracture. 
    Although this ratio may be dependent on the field, it is reportedto be 5 - 20 % in 
    the Stripa project. 
  4) The permeability in each element iscalculated by the following equation: 
            3 
     ke = 0.1 12
µ (2.5.2) 
    in which ,u is the viscosity of the groundwater. This equationis derived from the 
     following processes: 
       The flow ratio is obtained by 
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 QeAl2_3J  l2µ(2 .5.3) 
where J is a hydraulic gradient. 
On the other hand, the relationships between channel length L and mesh spaces 
0 x and Ay can be calculated by considering that the areal ratio of the channel to 
the fracture at the outlet boundary section is the same as the volumetric ratio in a 
fracture. 
Using the volumetric ratio of the channel to the fracture (10%), channel length L 
for the x-direction is obtained by the following equation: 
=0.2L = 0.1 
My Ay(2.5.4) 
Thus, the next relation is obtained: 
L = 0.54y,(2.5.5) 
The results for the y-direction are derived with same process as follows: 
L = 0.54x.(2.5.6) 
From equations (2.5.1), (2.5.3), (2.5.5) and (2.5.6), the apparent permeability 
of each element isgiven by 
KX=0.2Lb3x 1 =0.1b2  12
µ My 12µ 
Ky=0.2Lb3X 1 = 0.1b2  12
µ box 12µ (2.5.7) 
The transmissivity is formulated by multiplying this permeability by aperture b. 
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 5) The aperture is assumed to be distributed according to a given probability density 
   function. 
   In this chapter, we examine the following three functions: 
 • Gamma function 
     n(b) =  1  be-6/6p 
bn(2 .5.8) 
     where by is the aperture at the peak of distribution. Note that b0=2bp in which b0 
     is the mean aperture. 
      • Exponential distribution 
n(b) _b
oa(1/60)6(2.5.9) 
      • Lognormal distribution 
                       In6-fl
n(b) =-----------1e 24' 
C(2x)1/2b(2.5.10) 
     where V = in (1+(6/60)2), 13=1n b0-0SV and his the standard deviation f the 
      aperture of the channels. 
 Using the assumptions mentioned above, the inhomogeneous permeability field is 
derived. The elementary transmissivity is given according to the above probability 
density functions (PDFs) for the apertures. 
 In order to generate the apertures with the Gamma function and the exponential 
distribution, the following equation is used: 
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 n(b)  db  =  R 
o(2.5.11) 
where R is a uniform random number f om 0 to 1 generated bya computer. 11 for the 
Gamma function is obtained by the intermediate value theorem because it cannot be 
directly obtained from the above integration. 
 The aperture generated withthe lognormal function iscalculated with C and /3 by the 
following: 
Xi = /3 +c (-21n R1)1n cos(21rR2) 
X2= /3 + C(-21n R2)1/2 cos(2irRi)(2.5.12) 
in which R1 and R2 are independent random numbers. Using these Xi, apertures with 
the lognormal PDF are obtained by the next equations: 
bi = exp(Xi) (i = 1,2 ).(2.5.13) 
(2) Conditions and calculation cases 
  We carry out steady seepage analyses with the inhomogeneous permeability fields 
obtained from equation (2.5.2) and the stochastic models of the above-mentioned 
apertures. The results obtained from our analyses are compared with those obtained by 
the migration test on a single fra„ture in the Stripa project (Abelin et al. (1985)). 
  In the Stripa project, tracers were injected into a single fracture which had a natural 
water flow towards the experimental drift. Migration distances of 5 and 10 m were used. 
Hydraulic gradients applied in the aperture calculation were 4 and 7.47. 
                         60
 Flow from the injection point might have been radial  symmetry. However, the results 
examined by Abelin et al. did not indicate much difference between radial symmetry and 
a one-dimensional flow. 
 Generally speaking, the estimation of apertures is independent of the boundary 
conditions. Thus, apertures obtained from experiments have to be independent of the 
kind of experiments conducted. Furthermore, it is very difficult to grasp the real water 
flow conditions around caverns. For these reasons, the flow field calculated in this 
analysis is set at a simpler one. The model used in the analysis focuses on the flow in the 
fracture plane and has a two-dimensional inhomogeneous permeability field. The 
boundaries parallel to the flow direction are set at no-flux conditions and the inlet and 
outlet sides are set to have constant total pressures such that the hydraulic gradient is 2 x 
10-4, as shown in Figure 2.5.2. The value for this hydraulic gradient is not related to the 
measurement i  he Stripa project. To compare the characteristics of the aperture obtained 
by this analysis with those obtained in the Stripa project, the non-dimensional values 
related to the aperture are used. 
 The analysis is carried out for the steady state and the cases to be examined are as 
follows: 
  1) The basic case: The space in the x-direction of an element , Ax, is constant at 10 
    cm, while the one in the y-direction , Ay, is constant at 50 cm. The x-direction is
    the same as the flow direction, as shown in Figure 2.5.2. The total numberof
   elements i  2000. The region is divided into 100 elements in the x-direction and20 
    in the y-direction. The scale is 10 m x 10 m. The apertures in the region, b, are 
   given by the Gamma distribution. 
 2) Ay is changed according to the exponential distribution. This means that the 
    distribution of length for the channels varies in the y-direction. The apertures are 
    given by the Gamma function. 
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 3)  Ax and Ay are set according to the exponential distribution. The apertures are given 
    by the Gamma function. 
 4) The spaces in the x and y-directions are the same as for the basic case. The 
    apertures are given by the exponential distribution. 
 5) Ax and Ay are the same as for the basic case. The apertures are given by the 
    lognormal distribution of which standard eviation, 6, is 0.004. 
  6) Ox and Ay are the same as for the basic case. The apertures are given by the 
    lognormal distribution of which the standard eviation, a, is 0.01. 
  For all the above cases, the mean aperture, bo, is 0.02 cm, themaximum aperture is 
1.0 cm, the mean length of the channel, L0, is 25 cm and the maximum length is 110 
cm. A few patterns for each case are calculated by the different initial values of random 
numbers. 
2.5.3 Results 
(1) Velocity distributions 
 Figure 2.5.3 shows one of the velocity vector distributions for Cases 1 and 6. 
Velocities under 25% of the maximum velocity are omitted in order to emphasize the 
main flow paths in these figures. It is clear from these figures that the water flows 
selectively on the higher permeable paths. Hence, the water does not flow out 
homogeneously at the outlet boundary. This is the same tendency as that observed in the 
migration test conducted in a single fracture at the Stripa project, as shown in Figure 
2.5.4. Thus, the nature of the flow on the fracture plane simulated in this analysis is 
expected to be similar to the real one. 
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     Figure 2.5.4 Observed results in the migration test at the Stripa project 
(2) Aperture of channels 
 In this section, the distribution of channel apertures i examined with reference to the 
report presented by Abelin et al. in the Stripa project. They calculated the apertures by 
the following three methods: 
  1) Mass balance fracture width bf 
   This is determined by the flow rate from the fracture, Q , and the residence time of 
   the water, Tw, 
QTw=LfbfB(2.5.14) 
   where Lf is the flow path length and B is the total ength of the outlet boundary. bf 
   is a real physical aperture which can be measured irectly by the law of mass 
   conservation. 
 2) Frictional oss fracture width bl 
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   This is given by the water velocity obtained by the mean residence time and the 
   flow path length: 
 Lf/Tw  = b12~;J(2.5.15) 
         µ 
   in which J is the hydraulic gradient. 
  3) Cubic law fracture width,br 
   This is given by the flow rate and the pressure drop, 
 QIBbr----------122 ~J( .5.16) 
         µ 
  The latter twoapertures are based on the assumption that the laminar flow pressure 
drops in a slit. The total water flow rate at the outlet boundary is obtained from the 
product of the velocity perpendicular to the boundary and the length at the outlet 
boundary line, Aylx=Lf, of each element: 
Q = DY/x=Lf x u(2.5.17) 
where it should be noted that the unit of u is [L2T-1] because transmissivity is used for u. 
 The mean residence time is obtained by dividing the distance, Lx (=L1), in the flow 
direction by the mean velocity at the outlet boundary, U: 
Tw = Lx/U 
U = QI(E4Y1x=Lf  b ).(2.5.18) 
  Thereby, the apertures mentioned above can be obtained as follows: 
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 bf= QTwILf13 =( EdY/x=Lfxb)/B 
bl = ( Q12NJ8J/Y/x=Lf x b)112 
br =(Q12WBgJ)113.(2.5.19) 
  Using the ratios of the above apertures, bl/bfand b,/bf, the aperture distribution of the 
channels on the real fracture plane is investigated. The physical meaning of the former 
ratio is the rate of the contribution of the fractional loss to the real physical aperture and 
the physical meaning of the latter atio is the rate of the contribution of flow rate to the 
physical aperture. 
  Table 2.5.1 shows the mean values for each case, as well as the results obtained by 
Abelin, et al.. For br/bf, the reciprocal of it is indicated in the table for the following 
discussion. It is clear from this table that the ratio given by the lognormal distribution 
with the large standard eviation has the best agreement with the ratio in the Stripa 
project. Furthermore, the lognormal distribution with the smaller standard eviation does 
not result in a good agreement. I  is also clear from Cases 2 and 3 that a variation in the 
channel length does not have much influence on the flow along the fracture plane. 
  Although such results are omitted in Table 2.5.1, the results by other distributions ( 
including the lognormal one with the small standard deviation ) result in a good 
agreement if a percentage under 1% of the channel volume in the fracture is used. This is 
too small for a percentage of the channel volume, and therefore, itcan be inferred from 
these results that the fluid flows through the limited part of a fissure plane. Figure 2.5.3 
b) also shows limited paths of fluid transport. 
 Barton et al.(1985) have investigated the bf/br. Their examination is related to the 
relationships between bf/br and b,, namely, the physical aperture and the theoretical 
smooth wall aperture, as shown in Figure 2.5.5. 
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                   Table 2.5.1 Mean values for each cases 
    Case br bl bf bfibr bilbf JRC  
&,Dy; basic ase66 33.5 228 3.45 0.145 14 
       b; Gamma distribution 
       Ay; exponential distribution 64 35 215 3.33 0.164 14 
       b; Gamma distribution 
Ax,Dy; exponential distribution 68 44 238 3.57 0.160 15 
       b; Gamma distribution 
&x,4y; basic ase55 30 188 8.57 0.160 13 
        b; exponential distribution 
Ox,4y; basic ase61 29 280 4.55 0.109 18 
       b; lognormal distribution (62 = 0.004) 
Ox,4y; basic ase1.7 0.8 77 50.0 0.01 26 
       b; lognormal distribution (a2= 0.01) 
Stripa project7 1.65 140 20.0 0.01 24  
  They emphasized that the estimation made with the theoretical smooth wall 
assumption was erroneous due to the joint roughness of the real fractures. They 
considered that a mismatch between the real mechanical aperture and the theoretical one 
had been caused by flow losses due to tortuosity and surface roughness. The following 
equation was given as an appropriate model of the data trends hown in Figure 2.5.5: 
br = JRC2S(bjfbr)2(2.5.20) 
where JRC is the Joint Roughness Coefficient that Barton et al.(1977) introduced. The 
theoretical and real mechanical apertures are rewritten as br and bf, respectively, in this 
section. The theoretical smooth wall aperture corresponds to the Cubic law fracture 
width br, and the real mechanical aperture corresponds to the mass balance fracture width 
bf. 
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      Figure 2.5.5 Comparison of real mechanical aperture (bf) with 
     theoretical smooth wall conducting apertures (br) (after Barton(1982) 
  The JRC was calculated by substituting bf and br ,obtained by the above analyses, 
into equation (2.5.20). Table 2.5.1 indicates the calculated JRC. The value of JRC in 
Case 6, of which results are most agreeable to those in the Stripa project, is 26. This is a 
very high value. The other cases have values between 14 and 18. The JRC obtained by 
the Stripa single fracture migration test results comes to 24. This also is a very high 
value, as Barton et al. considered the highest JRC to be 20. 
 Figure 2.5.5 was derived from six sources. The range of b flbr was between 1 and 8 in 
their investigation, while the value of bflbr in Case 6 is 50. 
 The roughness of the fracture is a deviation from the planar surfaces. Ordinarily, 
when the deviation from planarity is under 1 mm, it is referred to as roughness. If it is 
over 1 mm, that is called waviness. They are judged from observations atan outcrop or a 
borehole wall, and thus, the roughness is the geometric information of the fracture. 
                        68
Meanwhile, channels are the paths of fluid flow on the fracture plane and the channel 
aperture is the hydrodynamic nformation of the fracture. Thus, the JRC from equation 
(2.5.20) using  bf and br may have to be distinguished from the JRC originally 
introduced by Barton et al. because bf was not measured but inferred from the fluid 
transport phenomena. 
 The values of the JRC indicated in Table 2.5.1, however, seem to show a certain 
degree of scattering for the aperture of the channels. 
  A schematic view of fracture roughness traces is shown in Figure 2.5.6. These are 
aspects from a small scale of view. However, the length of a single element at the outlet 
boundary, A y, is 50 cm for this basic case. Thus, we cannot directly compare the shape 
of the fracture traces. The nature of fracture traces at the outlet boundary for our analysis 
must be seen from a large scale of about 10 m. Figure 2.5.7 illustrates one of the 
distributions of apertures at the outlet boundary in our examination. Figures 2.5.7a) and 
b) are for Case 1 and 6, respectively. The apertures are plotted for the logarithms of cm 
in those figures. As can be seen in Figure 2.5.7, the apertures plotted by the lognormal 
distribution with a large standard eviation vary more widely than those plotted by the 
Gamma distribution. 
 The results mentioned above infer that the deviation of the channel apertures on a 
fracture plane is larger than that of the roughness observed at the outcrops and that the 
ground water flows along limited paths. 
2.5.4 Conclusions 
  The flow in a single fracture was calculated in order to examine the character of 
channel apertures. The channels were simulated by the inhomogeneity of permeability on 
a fracture plane. The permeability ofeach element constituting a fracture plane is the 
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      Figure 2.5.7 Distributions of apertures at the outlet boundary used in the analyses 
function of the channel apertures and the apertures were obtained by given probability 
     density functions. 
      An examination was carried out using three apertures of a fracture, i.e., a mass 
     balance aperture, bf, a frictional loss aperture,bl and a Cubic law aperture, br. The 
    dimensionless ratios, brlbf and bi/bf , are compared with those obtained from the 
    migration test on a single fracture in the Stripa project. 
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 Barton et al. derived the equation related to the real mechanical aperture and a 
theoretical one using JRC. The characteristics of the channel apertures were examined by 
that equation. 
 The conclusions of this chapter are summarized as follows: 
  1) The real aperture distribution of a fracture in the Stripa mine may be the  lognormal 
   distribution with a large standard eviation. Thus, the apertures of channels vary 
   widely on a single fracture plane. 
 2) The fluid on a fracture plane flows along the more permeable regions and the area 
   of paths is very small for that of the plane. 
 3) The JRC from equation (2.5.20), using bf and br, is different from that introduced 
   by Barton et al., yet it does have the ability of an index for channel aperture 
    characteristics. 
 4)The deviation of channel apertures on a fracture plane may be larger than that of the 
   roughness observed at the outcrops. 
 The channeling experiments were conducted in phase 3 of the Stripa project. A 
simulation of the experiment will be carried out to examine the character of the channel 
flow. The numerical simulation techniques are very useful for investigating the 
phenomena because of their ability for consideration from various points of view. 
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2.6 Three-Dimensional Discontinuous Model 
2.6.1 Introduction 
  In this section, the three-dimensional discontinuous flow model is introduced. The 
discontinuous approach is a method in which the analysis is performed by explicitly 
applying data on the locations, orientations, shapes and material properties of the 
fractures. A shortcoming of this approach is the need for much data on the fractures in 
the rock mass. A complete description of the  fractures is difficult to obtain because of 
their three-dimensional nature and their limited exposure in outcrops, boreholes and 
tunnels. It is common, therefore, to use a statistical approach to describe the fracture 
system. If the modeling is limited to large fractures and fault systems, this method may 
deterministically express the large fracture network by conducting concentrated 
observations and field experiments. 
  On the other hand, the continuous approach is not appropriate for the examination of 
the velocity vector of flow through the fracture network because the fluid mainly flows 
through the fracture network in the rocks. This kind of approach should be used for the 
flow rate estimation. 
  For the above-mentioned reasons, the discontinuous model approach seems to be 
better suited to analyzing the flow path in a fractured rock mass than the continuous 
model approach. However, conventional nalyses using the discontinuous approach are 
carried out to examine the statistical aspect of the flow rate at the outlet boundary (e.g., 
Herbert and Gale (1989)). This may be due to difficulties involved with the exact 
modeling of fracture systems. 
 For the application of the discontinuous method to the rock masses in Japan, 
discontinuities existing in an ordinary ground are too numerous to represent with a 
discrete model. Hence, the fractures must be classified into large ones that have great 
effects on the fluid flow in the rock mass and other small ones. Accordingly, it may be 
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most substantial for real problems that the major fractures be explicitly analyzed and the 
minor ones be treated by the statistical continuum odeling. 
  In this method, the large fracture zones or faults are considered as the main paths of 
the fluid flow.The rock blocks, including other small cracks, are analyzed for their 
influences on the flow in those main paths. 
  However, the network model by joint elements without solid elements of rock blocks 
is often used. It is dependent on ground conditions and the scale of the point of view, 
whether influences of the rock blocks on the flow in a fracture are considered or not. 
Approaches that do not consider ock blocks are suitable for media in which the rock 
blocks can be considered impermeable. Nevertheless, the flow in rock blocks has to be 
considered when it includes many small joints and has significant permeability. The role 
of rock blocks does not seem negligible, especially at an unsteady state. 
  In this section, the joint element network model is firstly verified by the results 
obtained in the laboratory. Then, an automatic generator of a three-dimensional finite 
element mesh is presented which can define the closed blocks surrounded by randomly 
distributed fracture planes. This kind of generator is very useful for an analysis which 
considers the permeability of rock blocks. Furthermore, the new seepage analysis 
method with a extended ouble porosity model, that can express the discontinuous 
pressure field, is introduced. Lastly, the influence of seepage in rock matrices on the 
flow in the fractures is examined using the extended ouble porosity model and 
conventional FEM with joint elements. The joint elements used in the conventional FEM 
share nodes with the adjoining rock block elements. Thus, the permeability of the 
contacted rock blocks has an influence on the flow in the fractures, and the discontinuous 
pressure distribution at the fracture cannot be  expressed. 
2.6.2 Verification of the joint network model 
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 (1) Laboratory experiment 
 Laboratory experiments were conducted to examine the seepage flow in a three-
 dimensional fractured rock mass. An imitation of the rock mass was made from 
 polystyrene foam. 4 x 4 x 4 cm cubic blocks of the polystyrene foam were used as the 
 rock blocks. Each block was bonded to a small area of the block surface. All the 
 apertures of the vertical fractures observed at each horizontal section were measured by a 
 crack scale while the fractured rock model was being made. The horizontal apertures 
 were measured at the surface of the imitation rock after making it. 
   The number of polystyrene foam blocks that imitated fractured rocks was 1000 (10 x 
 10 x 10 pieces, about 40 x 40 x 40 cm). Each cubic block was coated with waterproof 
paint to prevent water from seeping into the block. 
   The artificial fractured rock mass was set in a water basin, as shown in Figure 2.6.1. 
The water table was set to be 2 cm beneath t e top of the rock. 
  The pipe, with a radius of 0.5 cm,was set from the center of the top to the middle 
depth of the artificial fractured rocks, as shown in Figure 2.6.2. This pipe had many 
open holes about 10 cm from the bottom. The upper and lower surfaces of the artificial 
rock are covered with silicone caulking to keep both surfaces in a no-flux condition. 
  Water was injected from the water tank under a constant rate duri
ng a given interval; 
then the valve was shut down in an instant. Thus, the test was carried out like a pulse 
constant flow test. The change in pressure at the injectio
n zone was measured by the 
manometer. 
(2) Numerical approach and modeling 
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   Since each block had been coated with waterproof paint, the seepage flow in the 
blocks could be ignored. The three-dimensional fr cture plane network approach 
(referred toas the joint element model) was used. 
   All apertures of the vertical fractures were measured with a crack scale. The 
permeability of each fracture was obtained by the Cubic law and these apertures. The 
horizontal pertures were measured only at the surfaces of the artificial rocks. Those of 
the inner part could not be observed. The data taken at the surfaces indicates that the 
probability density function of the apertures i approximated by the lognormal 
distribution, as shown in Figure 2.6.3. According to this distribution function, the 
apertures in the inner part of the artificial fractured rocks are inferred by a computer. 
  Storativity of the fracture network isassumed as
 Ss=  nSr/3P(2 .6.1) 
where Sr is the degree of saturation,  is the aperture of a fracture and (3p is the 
compressibility of water. Thus, the storativity ofa fracture isgiven by a constant value 
for each fracture inthis analysis. 
(3) Results 
  The analyses were carried out for five cases with different horizontal aperture 
distributions. The results are shown in Figure 2.6.4. It is clear from this figure that he 
calculated pressures are less than the measured ones. This is because the points at which 
the pressures were measured donot correspond to the points estimated in the analyses. 
  Except for pressure values, the calculated pressure changes agree with the measured 
pressure change. It is clear from these results that he joint element model can simulate 
the real phenomena if the geometric condition of the fracture network is known well. 
However, itshould be noted that he effects of the permeability of the rock blocks on the 
flow in a fracture network were not considered in the experiment. 
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2.6.3 Three-dimensional mesh generator 
(1) General remarks 
  Many three-dimensional fracture models have been developed, for example, the 
orthogonal model defined by three sets of unbounded orthogonal joints (Snow (1965)), 
the Baecher model expressed by circular or elliptical joints (Baecher et al. (1978)), the 
Veneziano model based on the Poisson planes (Dershowitz et al. (1988)), the Dershowitz 
model (Dershowitz (1979)), the Mosaic model (Ambarcumjan (1974)) and so on. Long 
et al. (1987) created the fractured rock mass model with geostatistics. 
  Some of these models have been used for seepage analyses, the aim of which in many 
cases has been to examine the statistic aspects of the flux at the outlet boundaries, not to 
obtain the deterministic distributions of the velocity or pressures. Moreover, these 
models do not consider the fluid flow in the rock blocks. 
  The mesh generator introduced in this section is for analyses which consider the 
seepage flow in rock blocks and can define the closed blocks surrounded by randomly 
distributed fracture planes. 
  When transport analyses are conducted after an examination of the seepage flow for 
the safety or environmental ssessment of a high level radioactive waste disposal project, 
the matrix diffusion phenomenon isone of the most important subjects to be examined. 
This mesh generator isexpected to be useful for such analyses. 
(2) Methodology 
  The probability density functions of fracture properties are needed for a conventional 
fracture modeling because fractures are generated by statistical methods. Concern lies in 
the fact that large conspicuous fractures may come to be the main paths of the fluid flow. 
Those fractures have to be deterministically distributed according to the field 
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measurement results. Hence, it is assumed that much information on such fractures is 
obtained by field investigations. 
  The  necessary geometric information on the fractures i limited to the location of the 
following: 
  1) the normal vector of each fracture 
  2) the coordinates ofa given point for each fracture 
in which we assume that each fracture is a plane. The normal vector of a fracture is given 
by the two angles shown in Figure 2.6.5. The fracture planes can be distributed 
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               Figure 2.6.5 Convenient coordinate system 
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  Sequentially, the closed block surrounded by those planes is defined. Figure 2.6.6 
shows the procedure. The detailed treatment is mentioned inthe following, in which each 
number coincides with the one in Figure 2.6.6: 
   1. In the" Do" loop for each fracture plane, the intersections between the new plane 
    and each plane are firstly obtained; then the cross points betweenthose 
    intersections and each plane are treated as the new nodal points. 
  2. Each nodal point is defined by three planes and this information is  registered. 
  3. Each point is examined to discover whether it exists over or under each plane, and 
    this judgement is registered. In this procedure, the points just on the planeare 
    recorded as belonging to both groups of points ( over and under the plane ). 
  4. Whether the closed block surrounded by the planes exists or not is examined. 
    The number of over-and-under combinations ofall planes is 2NPL in which NPL is 
    the number of planes. The number of nodal points is counted for each over-and-
    under combination. A block is defined for the group of points amounting to more 
    than three. A group of nodal points which amounts to more than three can form a 
    three-dimensional block. The maximum possible number of blocks generatedby
    NPL planes is 2NPL. 
  5. Planes that define the closed block are obtained; then the block is divided into 
    tetrahedrons. This procedure is the same as that performed in the Block theory 
   introduced by Goodman and Shi (1985). 
  As mentioned above, a closed block surrounded by any generated planes can be 
defined. 
  A fracture plane is firstly generated as an infinite plane in the analysis region, which is 
divided into polygonal regions by many intersections of the other planes. A portion of 
these divided polygons can be randomly marked as joints. This portion corresponds to 
"Persistenc
e". Any hydraulic haracteristics an be set to arbitrary polygons to generate a
more realistic fractured rock model. 
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  For the fractured rock model mentioned above, the discrete fractures are the large ones 
which have a significant permeability. Hence, we assume the information on those 
fracture planes, for example, the location, persistence and hydraulic characteristics, i  
established well before the analysis. The object of generating arock model is to get a 
realistic model. Accordingly, there is no need to carry out a Monte Carlo simulation for 
the fractured rock models. 
(3) Examples 
  Figure 2.6.7- 9 show examples of generated fracture models by the above method. 
Table 2.6.1 provides information on the fracture locations. For all examples, the region 
is 1000 x 1000 x 1000 m and the number of fractures is 5. Case 3 has bounded fractures 
and was generated by randomly selecting open fractures from Case 2. 
                 Table 2.6.1 Data for location of fractures
                Case 1 Center of plane NormalVector
           x y z  Ti4)  
                  120 940 370 30 60 
                   340 450 530 -3060 
                   900 100 420 60 -60 
                  10 10 670 60 -60
                  10 710 230 -30 80  
               Case 2,3 Center of plane NormalVector
           x y z Ti4)  
                  120 940 370 45 30 
                   340 450 530 -30 45
                   900 100 420 25 -60
                 10 10 670 60 55
                  30 700 470 30 -12
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2.6.4 Fracture flow with leakage from rock matrices 
(1) General remarks 
The double porosity model was introduced by Barenblatt (1960). In this model, a 
medium is considered by superposing two different continuous porous media. In other 
words, two different water pressures are assumed to exist at the same point in a medium, 
and fluid transport from one medium to another occurs at the transient state because of 
the difference between the two water pressures. Thus, this model can consider the 
discontinuous flow situation between arock matrix block and a fracture. In this section, 
the secondary porosity medium  (  i.e., the fracture) is represented by joint plane elements 
distributed in a three-dimensional medium, and the primary medium ( the rock block) is 
expressed by ordinary three-dimensional solid elements. Hence, this new model 
considers a fractured rock mass by superposing a continuous porous medium and 
discontinuous planes. The geometry and properties of the set of joints have to be known 
in this model as well as in the conventional discrete fracture approach. 
(2) Governing equations 
  The double porosity model for a deformable saturated-unsaturated medium is 
introduced in Section 2.4. The equation obtained by subtracting the term for deformation 
from the governing equations for fluid flow is given by 
aa,iap; +Pfgill_(niSril3P+C~i)as t1-f 
                                                (2.6.2) 
where p is the water pressure, n is the porosity, Sr is the degree of saturation, p. is the 
kinematic viscosity of water, pf is the density of water, g is the gravitational cceleration, 
/3p is the compressibility of water, Cpl is the specific moisture capacity defined as dO/dp, 
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 B is the volumetric water content and  Tis the rate of fluid mass transferred from the rock 
block to the fracture. Subscript 1 stands for the primary porosity media. 
 Leakage t rm f is written by the following:    
• kipf, I=a—(Pt-P2)
(2.6.3) 
where a is a dimensionless parameter r lated to the average l ngth in the rock block from 
the fracture plane and the specific surface of the fractures. The leakage rate can be 
adjusted with this parameter. 
  The continuity equation for the fracture plane is represented for the two-dimensional 
medium. Thus, the governing equation for fluid flow is given by 
a{k,1ai + =S2a+(2 .6.4)          Pf gj/lp2at Pt 
where f is the local two-dimensional coordinate d fined on the fracture plane, S2 is the 
storativity and k21j4t isthe transmissivity of afracture. 
(3) Finite element discretization 
  The Galerkin method was used to formulate he finite element discretization. The 
standard method can be applied to the equation for the rock block. However, the 
equation for a fracture written with two-dimensional local coordinate has to be 
transformed to one written with the global three-dimensional coordinate. 
  Suppose that OX, OY, OZ, which is a system of rectangular xes, and OX', OY', 
OZ', which is another set of rectangular axes whose direction cosines relative to OXYZ, 
are (cos ax, cos ay, cos az), (cos /3x, cos Jay, cos /3Z) and (cos yx, cos yy, cos yz), 
respectively, asshown in Figure 2.6.10. Thereby, transformation matrix [T ] can be 
written as 
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cos ax cos ay cos az 
[TI = cos fix cos fay cos 13z 
_cosyxcos Ty cosyz_(2.6.5) 
where ai is the angle between axis i in XYZ system and axis X', f3i s the angle between 
axis i and axis Y' and Yc is the angle between axis i and axis Z'. 
  Jaeger and Cook(1969) show more convenient expressions of transformation matrix 
components forpractical usage. The direction isfrequently specified by its longitude rl 
and zenith angle 0, as shown in Figure 2.6.5. 
  The axes associated with these coordinates are radial PZ', PX' in plane OPZ and 
associated with 0, and PY' chosen to make a right-handed system in the direction of 77 
increasing. The direction cosines hown in equation (2.6.5) can be expressed in terms of 
1 and 0 as follows: 
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    cos  0  cos 7 cos 0 sin 17 -sin 0 
[T ] _ -sin r 1 cos ri 0 
    sin 0 cos 77sin 0 sin 17 cos0 (2.6.6) 
  Angles 0 and ri can be obtained from the strike and dip of a fracture. 
  Let [kx 0] be the permeability tensor on the X'Y' plane, i.e., the fracture plane. Those 
components are transformed to global coordinates by[T] in the following way: 
[Kxi] = [T1`[kx'i1T1(2.6.7) 
where [k,j] is the permeability tensor of a fracture ina global coordinate. The matrix with 
superscript t indicates a transposed one. 
  Hydraulic gradients are transformed in the same way, namely, 
lCaI 
 —[T]'(a. i(2 .6.8) 
  Using the above transformation, equation (2.6.4) is discretized to a three-dimensional 
medium. 
  Two unknown variables, i.e., the potentials of the rock block and the fracture, are 
calculated on the fracture plane from the formulations mentioned above. One unknown 
variable, that of the rock block, is obtained from the rock blocks without the fracture 
plane. 
(4) An unsaturated flow 
  An unsaturated flow in porous media may be estimated with a water retention curve. 
Such a hydraulic parameter in an unsaturated zone has been obtained for many types of 
soils. Nishigaki, et al.(1982) obtained the water retention curve for mudstone. That for 
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other kinds of rocks has not, however, been investigated very thoroughly. Despite such 
a situation, the permeability in the unsaturated zone in the rock matrix is conveniently 
assumed to change according to the  k-0 relationships inwhich 0 is a function of suction. 
  The mechanism of an unsaturated flow in fractures has not been investigated much 
either. Evans(1983) concluded that the unsaturated flow in a fracture was ignorable, 
because the rate of the unsaturated flow in a joint was less than that of saturated flow in a 
rock matrix. We assume that he unsaturated permeability in a fracture is zero. 
(5) Numerical analyses 
  In order to demonstrate the function of the above-mentioned extended ouble porosity 
model, an example problem is solved using the fracture model generated in Case 1 of the 
previous ection. 
  For boundary conditions, the total water head is set at 2000 tf/m2 for the inlet 
boundary and at 1000 tf/m2 for the outlet boundary. The initial condition is set at 1000 
tf/m2 for the total water head over the entire region. Table 2.6.2 indicates the parameters 
used for the analysis. 
  Figures 2.6.11a)—c) show the distribution of the velocity vectors and total water 
heads for each plane on the 7th day. There are two kinds of water heads on the plane, 
i.e., one for the fracture and the other for the rock block adjoining the fracture. It is clear 
from these figures that the velocity vectors on the fracture plane are influenced by the 
intersecting fractures and that the head distribution is discontinuous at the fracture plane 
in the rock mass. 
 Figure 2.6.11d) indicates all the velocity vectors calculated in this analysis. It is 
understood from this figure that the fluid flow according to the fracture system is very 
complicated. This phenomena c nnot be simulated by a continuous approach. 
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    Figure 2.6.11 Velocity and total head distribution of Case 1 (unit is 
100tf.m2) at 7th day. 
    Solid lines are for fractures and dotted ones are for blocks 
         Table 2.6.2 Parameters used in the exampleproblem 
       Parameters Values  
            Permeability of rock blocks 10-7 m/s
            Permeability of fractures 10-4m/s
            Porosity of rock blocks 0.05
            Porosity of fractures0.002  
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2.6.5 Examination of the influence of rock blocks 
(1) Field experiment at Chalk River Nuclear Laboratories 
  The field experiment to be analyzed is a hydraulicharacterization test conducted by 
Chalk River Nuclear Laboratories (CRNL). This is test problem No. 3 for 
HYDROCOIN level 2. This site is located 200 kilometers northwest of Ottawa in 
Ontario, Canada. 
  The site is underlain by rocks in the Grenville Province of the Canadian Shield and 
has a well-exposed upthrown rock mass bounded on three and possibly four sides by 
faults or major fracture zones. 
  Four major fracturezones of high permeability  (  Nos. 1 through 4) were identified at 
the site. The locations of the fracture zones are shown together with the study-site 
boreholes in Figure 2.6.12. Geological information and the results of the hydraulic 
characterization test are introduced in detail by Raven(1985). 
  In this section, we analyze the hydraulic interference t st on fracture No. 1. This zone 
is a narrow subhorizontal fracture intersected by eight test intervals (FS 5-1, 7-3, 8-2, 9-
2, 10-1, 15-1, 16-2 and 17-1) at depths of from 33 to 50 m. Two pump tests were 
conducted at borehole FS-10. The test in which the water was discharged at a constant 
rate of 9.01/m on August 20-27, 1982, is examined here. 
  The model used in the analysis is shown in Figure 2.6.13 together with the initial and 
boundary conditions. The initial water table is assumed to be 5 m under the ground level 
for the whole area. A no-flux boundary condition is set except for at the northern vertical 
boundary. This boundary has a constant head whose value is the same as the initial 
value. 
 The water is discharged at the node corresponding to the intersection of FS-10 and 
fracture No. 1. The behavior of the water pressure at each borehole is analyzed. 
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       Figure 2.6.13 Model usedin the analyses 
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  We examine this field test by applying the extended ouble porosity model (called the 
extended model in this section) and the conventional finite element model with joint 
elements (called the conventional model). The latter model corresponds to the former one 
with leakage at the equilibrium state. The joint elements used in the conventional model 
share nodes with the adjoined rock block elements. Thus, the total water heads in the 
fractures equal those at the fracture wall and the discontinuous pressure distribution at the 
fracture cannot be expressed. On the other hand, the extended model supposes an 
unsteady state where there is the difference between the water heads in the fractures and 
those at the fracture wall. The flow rate from the rock blocks to the fractures is adjusted 
by parameter  it Thereby, the contribution of rock blocks to the flow in the fracture 
network is more diversely presented by the extended model 
(2) Results 
  Table 2.6.3 shows the permeability and storage coefficient used in the analyses. The 
permeability of each rock bock is determined by calculating the log-mean of 
permeabilities estimated from straddle-packer injection tests by Raven (1985). The 
principal direction relative to three geographic reference axes is defined by three direction 
cosines (i.e., 11, mi and ni for K1). Geographic reference axes (one south, two east and 
three down) were used in the report by Raven. Table 2.6.3 also uses this reference. The 
anisotropic permeability obtained from this information is then transformed to our 
coordinate system (x is east, y is north and z is upward) for the analyses. The principal 
direction shown in Table 2.6.3 is the average for ones obtained by Raven. 
  The specific storage of the rock matrices were not obtained. Hence, the specific 
storage was assumed as shown in the table from the water compressibility and supposed 
porosity of the rock blocks. 
  The transmissivity of each fracture is derived with the Cubic law from the aperture 
shown in Table 2.6.3, which is estimated from the interference test by Raven. The 
storativity of each fracture zone is also obtained by the interference t st. 
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                                   Table 2.6.3 Permeability and storade coefficient used in the 
                                             analyses for field test at CRNL 
                   ZonePrincipal  Permeability(m/sec) Storativity Principal direction* 
              K1 K2K3 S 11 12 13 
ml m2 m3 
ni n2 n3  
Rock matrices-0.100 -0.128 -0.058 
                     over fracture NO.1 9.13x10-9 7.03x10-9 1.40x10-9 5x10-7 -0.298 0.066 -0.160
                                                                            -0.060 -0.223 0.223  
         Rock matrices-0.330 -0.040 -0.360 
                     under fracture 9.99x10-9 8.62x10-9 5.76x10-9 5x10-7 -0.340 -0.420 -0.030
,No.2.&30.230 0.470 0.510  
         Rock matrices-0.077 -0.097 -0.018 
                     under fracture 9.17x10-8 7.25x10-8 2.79x10-8 5x10-7 -0.026 -0.265 0.128 
      No.10.294 0.341 0.594  
                FractureTransmissivity (m2/sec) Storativity Aperture(.tm)
           Fracture No.11.75x10-62x10-5280 
           Fracture No.28.05x10-77x10-5100 
           Fracture No.33.05x10-61x10-5155 
         Fracture No.41.78x10-75x10-560  
*Direction cosines relative to geographic reference axes.
  Figure 2.6.14 shows the results calculated by the conventional model using the data 
shown in Table 2.6.3, which is a draw down versus log time response in  observation 
boreholes intersecting fracture zone No. 1. The measured values at the observation wells 
are shown by a dotted chain line in the figure. Figure 2.6.15 shows the results of the 
draw down versus log time by a extended model, with a = 10-6, using the same data. It 
is clear from these figures that the draw down by the conventional model is faster than 
that shown in the results observed in the field. On the other hand, since the extended 
model can adjust he flow rate from the rock blocks to the fractures, the draw down is 
well simulated using the parameters obtained by the field test. Thus, in order to express 
the phenomena observed in the field by the conventional model, it is necessary to adjust 
the transmissivity. 
  Figure 2.6.16 shows the results calculated by the conventional model such that the 
results agree with those from the field. The transmissivity used in this analysis is 4.2 x 
10-7 m2/s (aperture of 80 µm). Figure 2.6.17 indicates the log draw down versus log 
time response for the same results. Figure 2.6.18 shows the results of the draw down 
versus log time by extended ouble porosity model with a = 10-4 using revised 
transmissivity. Figure 2.6.19 is the log -log plot of it. 
  When the permeability is set to be low in the extended model, the flow rate must be 
adjusted to be faster by increasing a. Moreover, the differences in draw down between 
observation wells grows larger than those by the conventional model. This is because the 
leakage rate from rock blocks near the discharge point may be larger than that far from 
the discharge point in the extended model. 
  It is also found from Figure 2.6.17 and 2.6.19 that the extended model expresses the 
upward convex shape of the log-log plot and the small draw down at an early stage. This 
means that the apparent storativity in the fractures at the early stage become larger than 
the measured one, and that more water is supplied from the rock blocks at the middle 
stage. On the contrary, the apparent storativity at the early stage and the flow supply 
from 
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 the rock blocks at the middle stage, explained by the conventional model, are smaller 
 than those measured in the field. 
   Parameter  &  is set at 10-4 in the analysis hown in Figure 2.6.18. The results using 
a as 2x10-4 are shown in Figure 2.6.20. When the leakage rate is higher, the draw down 
rate is lower and the time it takes to reach the steady state is shorter. In addition, the 
difference between observation wells becomes smaller. It is found from these results that 
the solution by the extended model is very dependent on parameter ca. In other words, 
these results infer that leakage from the rock blocks may have a large effect on the flow 
in fractures at a real field. 
  Figure 2.6.21 indicates the results obtained by the conventional model with the 
isotropic permeability of rock blocks. The isotropic permeability is obtained by averaging 
the principal permeabilities in Table 2.6.3. It is clear by comparing Figure 2.6.21 and 
2.6.16 that the draw down aspect simulated with the isotropic property is very different 
from the one which considers the anisotropy of rock blocks. When the isotropic 
permeability of rock blocks is used, the draw down curve is not smooth but has two 
phases, namely, the small draw down at the middle stage and the sudden large draw 
down after that. Such a tendency of the draw down curve is found at FS5-1 in Figure 
2.6.16 and is emphasized in Figure 2.6.21. 
  Figure 2.6.22 shows the results from the extended model with the isotropic 
permeability of rock blocks. Rapid and large draw downs at all observation wells have 
occurred in this case. 
  It can be concluded from these results that the influence of the anisotropy of rock 
blocks to the flow in the fractures at the CRNL site is very great. In addition to the large 
anisotropy of the rock blocks at this site, the flow in the fracture No. 1 may be affected 
by the existence of other fracture zones and the boundary conditions. 
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  Although measured values at all observation wells are almost he same as those shown 
by the dotted chain line, the calculated ones vary with the distance from the pumping 
point in all cases. This may be because a high permeable path exists in the fracture zone 
of the real field. To simulate this phenomena, it is necessary to introduce the 
inhomogeneity of permeability in the fracture plane element in the analysis. The 
inhomogeneity can be introduced by changing the permeability of each element of the 
fracture, while it is very difficult to obtain the information of the inhomogeneity from the 
field observation and to verify the structure model of the heterogeneous fracture plane. 
2.6.6 Conclusions 
 Firstly, the propriety of a joint network analysis was examined in this section. 
Secondly, the mesh generator system was presented, in which the closed block 
surrounded by an arbitrary fracture network system could be defined. Thirdly, the new 
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seepage analysis method (the extended model) was introduced, in which the 
discontinuous pressure distribution at the fracture plane could be simulated. Finally, the 
influence of rock matrices on the flow in fractures was examined by the conventional 
continuous finite element method with joint plane elements (conventional model) and the 
extended model. 
  Although many problems remain to be solved in the discontinuous approach, this 
method is very useful for inferring the main velocity vectors in a rock mass. The 
conventional discontinuous approaches, however, have been used to examine the 
statistical aspect at the outlet boundary. This may be due to the difficulties of complete 
rock fracture modeling. If the modeled fractures are limited to large ones, however, we 
may make a more realistic model by concentrating on observations and experiments for 
those fractures.The selection of fractures, considered to be the main paths of the fluid 
flow, before the analysis, is very important for such a modeling. 
  There are many fields in Japan where small faults exist as the main paths in a rock 
mass. It would be easy to identify such paths in many Japanese fields. Thus, a 
combination of the discontinuous and continuous approaches is considered by the author 
to be very effective for the analysis of a seepage flow in an ordinary Japanese rock mass. 
  In addition, the modeling is also dependent on the scale of view of the analysis. The 
one mentioned above is for an analysis of relatively large scale in which relatively large 
fractures can be distinguished from many existing discontinuities. On the other hand, it 
may be difficult to distinguish them on a small scale. For such a case, the fracture 
network model without seepage in the rock blocks may be effective. 
Conclusions for this section can be summarized as follows: 
  1) For fractured rocks, whose rock blocks have a very small permeability, the joint 
   element network model is effective if the geometric and hydraulic onditionsof the 
    fractures are well established. 
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 2) Since it is difficult for the Japanese rocks to model all fractures by joint elements, 
   however, adiscontinuous fracture modeling has to be applied to the possible main 
  paths of the ground water. The rock blocks in such a model have many small 
  cracks and fissures and their permeability isnot negligible. For such a model, the 
   mesh generator introduced in this section would be useful for the analysis. 
3) The newly developed model (extended model) can simulate the discontinuous 
  pressure distribution at the fracture plane. Moreover, the contribution of rock 
  blocks to the flow in a fracture network is more diversely presented by this model. 
4) For adjusting the leakage rate from the adjoined rock block to the fracture by the 
  conventional model, it is necessary to change the transmissivity of the fracture. In 
  addition, it is difficult to simulate the draw down aspect by the conventional 
  model, even if the transmissivity is adjusted. 
5) For fractured  mec:la with permeability and water storage in their rock blocks, the 
  numerical results are strongly dependent on the way in which the leakage fromthe 
  blocks to the fractures i explained. In other words, the influence of leakage onthe 
  flow in the fracture may be large in real fields. 
6) The anisotropy of rock blocks has a great influence on the flow in a fracture for 
  media with a large anisotropy. In particular, for models in which the rock blocks 
 have many small cracks, the equivalent permeability may be anisotropic. 
7) The main paths with a large permeability may exist in the fracture zone
. To 
 simulate the flow in such a field by the model mentioned above
, it is necessary to 
 introduce the inhomogeneity of the permeability on the fracture plane 
elements. 
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Chapter 3 COUPLING EFFECTS ON FLUID FLOW 
3.1 Introduction 
 In this chapter, the effects of coupled phenomena on ground water flow are discussed. 
Coupled behavior occurring in a rock mass is one of the most complicated phenomena 
studied in the field of rock mechanics. This subject has to be examined not only through 
experiments and measurements, but also with powerful numerical analyses because it is 
difficult to understand the mechanism of such a complicated phenomenon only through 
experiments. 
  High level radioactive waste disposal in a deep geology is expected to create a 
particularly complicated situation, because the radioactive decay of high level radioactive 
waste affects the host rock thermally and a repository is planed to be constructed in a 
very deep ground. An assessment of the performance of a nuclear waste repository 
involves the evaluation of the combined effects of mechanical, hydraulic and thermal 
processes in the complex geological system. 
  Under such complicated conditions, the transport problem is also a problem to be 
solved for the assessment. It is commonly assumed that the concentration ofsolute does 
not have any influence on the behavior of the ground water flow, because the amount of 
radionuclides  leaking out of the repository is not expected to be so great, while the 
mechanical behavior may affect he permeability of the ground and change the velocity 
distributions of the ground water. Although the solute transport is affected by a changed 
velocity, it is not affected irectly by the mechanical behavior. The temperature change in 
the ground will change the chemical condition, which in turn influences the solute 
transport behavior. However, it seems difficult at the present time to make a mathematical 
model of the transport phenomenon considering the effects of thermal change, because 
sufficient data related to such a phenomenon does not exist. It may be appropriate, 
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therefore, to treat he  thermal effects on the solute transport problem as the dependency of
the retardation factor on temperature. 
  For the above-mentioned reasons, it is commonly assumed that the solute transport 
problem can be considered apart from the hydraulic, mechanical nd thermal problems for 
the performance assessment of radioactive waste disposal projects. 
  In this section, the two-dimensional coupled hydraulic, mechanical and thermal 
problems is examined. Firstly, the basic theory is introduced; secondly, the effects of 
variable parameters on the coupled behavior are examined through numerical 
experiments; thirdly, the ground water flow around the opening is investigated under 
conditions where the temperature is changed; and finally, the coupling phenomena 
occurred in a buffer material are examined in comparison to the results of the Buffer mass 
test conducted in the Stripa project. Subsequently, the three-dimensional problem is 
examined. Because this kind of coupled problem has many unknown variables, large 
capacity of computer is needed for the analysis of a practical problem. To save computer 
storage and calculation time, the preconditioned conjugate gradient method is introduced 
into the code. Using the newly developed code, the three-dimensional results are 
compared with the two-dimensional ones for a imaginary deep nuclear waste depository. 
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3.2 Previous Works 
  Many coupledanalyses have been performed on pairs of hydraulic, mechanical and 
thermal phenomena. And for a long time, solution techniques for these coupled problems 
lagged behind analytical solutions and were restricted to simple geometries. The recent 
development of computers has advanced the numerical techniques drastically in the field 
of coupled analysis. 
  For thecoupled hydraulic and mechanical problems of saturated porous media, the 
consolidation problem of clay has been studied for quite some time and notable among 
these are studies by Christian and Boehmer (1970) and Sandhu and Willson (1969). 
Recently, a model considering the elasto-plasticity or visco-plasticity of soils has been 
developed. On the other hand, many problems related to the hydraulic and mechanical 
analyses for fractured rock still  exist. One of them is the modeling of a fractured medium 
in which the deformation and the ground water flow are strongly influenced by the 
geometry of the fractures. Moreover, whether or not the principle of effective stress can 
be applied is not yet understood well. As a matter of fact, the behavior of fractured rock 
cannot be predicted very well at the present ime because of the unresolved problems 
mentioned above. The state of the art of studies on the various coupled processes for rock 
joints has been introduced by Tsang (1990). 
  In such a situation, it seems important to examine whether the model used for the 
analysis is suitable for the object of the evaluation or not and to understand what 
limitations and assumptions exist in the model. For a thorough understanding of the 
model, we have to consider the results of the analyses, after which the phenomena that 
may occur in the future can be predicted. 
  Currently, there are a few approaches for fractured porous medium. One is the discrete 
fracture approach, which regards the fractured medium as a continuum in which discrete 
discontinuities exist (Noorishad et al. (1971) and Ohnishi and Ohtsu (1982)). The other 
approach is the equivalent continuous model which models the anisotropic properties 
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produced by the existing fractures  (0th (1986)). In addition, the distinct element method 
(DEM),which considers the pore water pressure, is used for many projects (Barton 
(1988) and Fairhurst and Hart (1987)). Table 3.2.1 shows the previous works for 
coupled hydraulic and mechanical problems, adding to Iizuka's work (1988). 
  For coupled thermal and mechanical problems, there are many studies which apply 
classical mechanics with numerical calculation techniques that are based on continuum 
mechanics. In these studies, Duhamel-Neuman's equation is often used for an 
equilibrium equation to introduce thermal stress. In such analyses, the medium is treated 
as an elastic one. On the other hand, the influence of the mechanical behavior on energy 
conservation is often ignored, and thus, fully coupled thermal and mechanical analyses 
have rarely been carried out. In some cases, thermal stress is treated as an initial stress is 
and is obtained separately before solving the mechanical problems (e.g., Shimooka 
(1982)). 
  When plastic deformation by thermal stress has to be considered, the yield function is 
needed as a function of the temperature in addition to stress. Such a treatment is rarely 
conducted, however, for analyses in the geotechnical field. In many cases, the plastic 
deformation isconventionally considered apart from the thermal stress (Utsugida (1985), 
Hamajima et al. (1987) . 
  For fractured rock masses, DEM has recently been used for assessing the performance 
of the natural barrier of a radioactive waste repository (Shen and Stephansson (1990)). 
  There are many engineering problems related to coupled hydraulic and thermal 
behavior. Geothermal nd freezing soil problems are representative of problems existing 
in the geotechnical field. The modeling for these coupled problems is dependent on the 
temperature ange considered. Vaporization has to be considered for the geothermal 
problem because of the high temperature and high pressure under ground (Marcer and 
Faust (1975), Witherspoon et al. (1975)). In contrast, the frost action is intensively 
studied for the freezing soil problem. Such a phase change behavior is very complicated 
and involves many unknown mechanisms. When a complex phenomenon such as vapor-
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 Table 3.2.1 Previous main works for coupled hydraulic and mechanical problems  
 Author Published Mechanical Hydraulic Object 
        Year Property Region  
Sandhu et al. '69ESSoil 
 Christian  et  al.'70 ESSoil 
Yokoo et al.'71ESSoil 
Noorishad et al. '71E*SRock 
Ghaboussi et al. '73ESSoil 
Simpson'73EPSSoil 
Cundall et al. '74VESRock 
Ohta et al.'75 EPSSoil 
Small et al. '75EPSSoil 
Lewis et al.'76 EPSSoil 
Akai et al. '78EPSSoil 
Carteret al.'79 EPSSoil 
Shibata et al.'80EPSSoil 
Ohnishi et al. '80EqUSoil 
Matsui et al.'81EPSSoil 
Nakagawa et al.'82ESUSoil 
Ohnishi et al. '82E*SURock 
Nakai et al. '83EPSSoil 
Oda'86 ESRock  
  E: Elastic, EP: Elasto-plastic, E*: Elastic for rock matrices and Elasto-plastic for 
fractures, VE: Visco-elastic, S: Saturated, SU: Saturated-unsaturated 
ization or freezing is analyzed, limitations and assumptions of the numerical model must 
be well understood before xamining the numerical results. 
  On the other hand, the coupled problem relatedto high level radioactive waste disposal 
in a deep geology has also been intensively studied recently. The effect of increasing 
temperatures due to the radioactive decay of waste on the ground water flow around a 
repository has been studied by many researchers (e.g., Hodgkinson (1980), Wang et al. 
(1981)). The models used in their analyses are dependent on the ground conditions at 
which the repository is assumed to have been constructed. In cases where the repository 
will be constructed in an unsaturated region (e.g., tuff in the U.S.A.), vaporization is the 
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most important phenomenon tobe analyzed. On the contrary, when the repository will be 
constructed in deep crystalline rock, the convection i duced by increasing temperatures is 
the most important matter for assessment. 
  In more recent studies, the problems of coupled hydraulic, mechanical and thermal 
phenomena have been studied. Beer and Carapcioglu (1981) derived basic equations 
which describe the thermoelastic behavior of a ground due to hot water injection into 
confined and leaky aquifers. Hart (1981) presented a model which fully describes 
coupled thermal, mechanical and hydraulic behavior in nonlinear porous geologic 
systems and which calculates the model by an explicit finite difference method. 
Noorishad et al. (1984) applied a  finite element method with joint elements to fully 
coupled phenomena for a saturated fractured rock mass. Ohnishi et al. (1985) developed 
a finite element code to handle the problems of coupled hydraulic, thermal and mechanical 
behavior of a saturated-unsaturated geologic medium. 
                        116
3.3 Two-dimensional thermal-hydraulic-mechanical coupling 
3.3.1 Introduction 
  A numerical analysis code is developed to examine fully coupled thermal, hydraulic 
and mechanical phenomena. This code supposes ahigh level radioactive waste disposal 
in a deep geology. The temperature range assumed in this code is under 100 °C, and thus, 
vaporization is not considered. Using this code, we examine the effects of variable 
parameters onthe coupled phenomena and the influence of changes in the permeability of
rock on the fluid flow in a rock mass due to temperature changes. Moreover, the 
phenomenon of water movement occurring in the complicated situation near the 
radioactive waste package is  investigated. These examinations are very important for the 
performance assessment of radioactive waste disposal. 
THAMES (Thermal, Hydraulic And MEchanical System analysis) is a finite element 
code designed to simulate fully coupled thermal, hydraulic and mechanical behavior in a 
saturated-unsaturated g ologic medium. The mathematical formulation for the model 
utilizes Biot's theory, with the Duhamel-Neuman's form of Hooke's law, and the energy 
balance quation. The governing equations are derived with the fully coupled thermal, 
hydraulic and mechanical relationships, as shown in Figure 3.3.1. The three coupled 
equations are solved simultaneously. 
3.3.2 Basic theory 
(1) Assumptions 
  The governing equations are derived under the following assumptions: 
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        Figure 3.3.1 Coupledphenomena considered in THAMES 
  1) The medium is poro-elastic. 
  2) Darcy's law is valid for the flow of water in a saturated-unsaturated m ium. 
  3) Heat flow occurs only in solid and liquid phases. 
    The phase change of water from liquid to vapor is not considered. 
  4) Heat transfer among three phases (solid, liquid and gas) are disregarded. 
  5) Fourier's law holds for heat flux. 
  6) Water density varies depending upon temperature and the pressure of water. 
(2) Equilibrium equation 
  The equation of motion for a medium in a static case is known as an equilibrium 
equation. It is written in a total stress expression as 
Grid + Pbt = 0(3 .3.1) 
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where  6ij is stress, p is the density of a soil-water mixing medium and bi is the body 
force. 
 Terzaghi defined the effective stress principle. Bishop and Blight (1963) extended his 
definition and proposed the following equation for a saturated-unsaturated m ium: 
cif = 6ij + xsijPfty(3 .3.2) 
where 6y is the effective stress, Sjj is Kronecker's delta, pf is the unit weight of water 
and yris the pressure head. Subscript f means "fluid". Parameter xis defined as 
   I saturated zone 
X   11saturated  unsaturated zone(3.3.3) 
x is a nonlinear function of Sr (the degree of saturation). 
  The validity of equation (3.3.2) is not definite and is still under debate even now. 
However, here it is assumed that equation (3.3.2) holds and that xis approximately equal 
to Sr. 
  Substituting equation (3.3.1) for equation (3.3.2), we obtain the equilibrium equation 
for the effective stress in a saturated-unsaturated geologic medium. 
  + %SjJPfidJ + P b+ =0(3 .3.4) 
where (xt jpfyr) is a term which means that changes in the pressure head influence the 
equilibrium equation. 
  The effects of temperature can be implemented in a constitutive law for a solid 
medium. For an isotropic linear elastic material, Duhamel-Neuman's relationship can be 
used and the following constitutive law is obtained: 
 = Cijkleki - (3Sij (T - To)(3 .3.5) 
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where  /3=(3A+2,u)aT. Cjjkl is an elastic matrix, eki s the strain tensor, T is temperature, 
A and p. are Lame's constants and aT is the thermal expansivity coefficient. Subscript 0
means that he parameter is in a reference state. 
  The Infinitesimal strain-deformation relationship is 
Ski =2(uk,1+ul,k)(3 .3.6) 
where ui is the deformation vector. 
  Substituting equations(3.3.5) and (3.3.6) into equation (3.3.4), the stress equilibrium 
equation is obtained which takes into account the effects of temperature and pore pressure 
change, 
[2 Cijkl ( 14,1 + 111,k ) - 38ij (T - To ) + xSiiPfVt]~+ Pbi = 0 (3.3.7) 
(-)3SZj(T-T0)) j is a term which stands for the influence of heat transfer on the 
equilibrium equation. 
(3) Continuity equation for ground water 
  The equation of continuity for ground water in a saturated-unsaturated zone is derived 
from Richards' theory as follows: 
a( )=-(PPi),i 
at(3 .3.8) 
where 9 is the volumetric water content, t is time and vi is the velocity vector. 
  The equation of motion for ground water can be explained by Darcy's law. That is, 
                         120
 vi  =  -  k(6)ii  hi(3 .3.9) 
in which k(9)ij is a permeability tensor that is a function of O. h is the total head. 
  The total head can be expressed asthe sum of pressure head yi and elevation head z, 
namely, 
h = yi+ z(3 .3.10) 
  The volumetric water content isa function of the degree of saturation Sr and porosity 
n, which is expressed as
8= nSr,(3.3.11) 
  Substituting equations (3.3.9), (3.3.10) and (3.3.11) into equation ( 3.3.8), we obtain 
the following equation: 
ffa lP
.fk(e)ii ( y/+ z ),ii,i = atP1nSr                                              (3.3.12) 
The right-hand side of equation (3.3.12) isexpanded to 
aapt-anDS,. 
at(PjnSr~—n3rat+ PfSrat+ Pinat                                              (3.3.13) 
  The first term at the right-hand side represents a density change in the pore water. The 
second term means a change in the skeleton ofthe porous medium. The third term stands 
for a change in the degree of saturation in an unsaturated r gion. 
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  Considering the compressibility and thermal expansivity of water, the density of water 
can be expressed as 
 Pf=P.1o[   -/3r(T-To)+/3p(P-Pon(3.3.14) 
where P is the pore water pressure and Pf0 is the reference d nsity at P=PO and T=To. 
PT and Pap are the thermal expansivity and compressibility of water, espectively, and 
are defined as 
/3r = - -_ aPf• • • (P = constant )  Pf n(3 .3.15) 
and 
/3p=1aPf••• (T=constant) Pf aP(3
.3.16) 
  Eaton (1983) assumed that buoyancy could be ignored in an unsaturated zone due to 
the insignificant effect on the fluid flow. Adopting this assumption, we set /3T=0 in an 
unsaturated zone. 
 A combination f the first terms in equations (3.3.13) and (3.3.14) yields 
nS, =f-a° = PfonSr - J3 aT + QpaP 
 atatat ,(3.3.17) 
 Pressure head yiis related to the pore water pressure as follows: 
_ P 
Pfg•(3 .3.18) 
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  Taking into account equations (3.3.10) and (3.3.18), equation (3.3.17) can be 
modified to 
nSrasff= Pfonsr-at+ PtgIMPat 
                                             (3.3.19) 
  Assuming that the strain is infinitesimal, the second and third terms at the right-hand 
side of equation (3.3.13) are expressed as 
  ana  Pfsrat=Pfsrai,i 
  asr_a(nsr) ae_DOay, Pf nat-Pfat=Pfat-Pa at                                              (3.3.20) 
  Equation (3.3.12) is modified byusing equations (3.3.19) and (3.3.20) asfollows: 
1Pf k(e)~j- pfonSrplgl3Pah— p5C(W)ate—Or au1` +pfon Sr/3T aT=0 
       at at atat 
                                             (3.3.21)
where C(p) is the specific water content and is defined as 
C(i) =ae 
 a Vv.(3.3.22) 
 Equation (3.3.21) is an equation of continuity for ground water which takes into 
account the compressibility of the ground and changes in density by temperature change. 
(4) Energy conservation law 
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  In general, the ground consists of materials with three phases, i.e., solid, liquid and 
gas. It is not easy to understand the behavior of heat transfer through such a composite 
material, because the way in which heat is transported is different for each phase and a 
heat transfer may occur between phases. However, the state of the gaseous phase in a 
ground is too complicated to be modeled. For simplicity, a pore in a porous medium is 
assumed to be filled with only a liquid phase in this section. This means that the ground 
water does not change in phase from liquid to gas or vise versa and the thermal 
conductivity of the gaseous phase is disregarded. Since the heat conductivity of the 
gaseous phase is smaller than that of the liquid and solid phases, the heat conductivity of 
the composite material is not affected much by the volume of the gaseous phase. 
  An energy conservation law, based upon the process proposed by Bear and 
Carapcioglu (1981), is derived from the above assumptions without he effect of viscous 
dissipation for ground water. 
  Considering the existence of an unsaturated zone, the equation of energy conservation 
is written as 
nS,pJC„f + VfvTf=-V •ns,Jf-aTns,•TfV VJ      atf pi.(3 .3.23) 
where  C,, is a specific heat and J is the heat flux by conduction. In equation (3.3.23), the 
first term at the left-hand side shows the time dependency of energy, the second term 
shows the change in energy due to heat convection. The first terms at the right-hand side 
expresses the change in energy by heat conduction and the second term shows a 
reversible nergy change caused by compression. 
  Similarly, the energy conservation law for a solid phase is written as 
(1-n) psCvsDT-c+ Vs•V Ts= - V ( 1-n) J., - (1-n) #7's —a es    a
tat (3.3.24) 
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where subscript s means "solid". In equation (3.3.24), the second term at the right-hand 
side indicates the reversible nergy change caused by deformation. 
 Faust and Mercer (1979) proposed that the movement of water through porous media 
is so slow and the surface areas of all phases are so large that it is reasonable to assume 
that a local thermal equilibrium among phases is achieved instantaneously. This means 
that the heat transfer between phases in the ground can be disregarded. If this assumption 
is permitted, the following equation is then valid: 
 T  =  Ts  =  Tt.(3.3.25) 
  Using this assumption, equations (3.3.23), (3.3.24) and (3.3.25) can be combined 
and an equation of energy conservation for the ground can be obtained by 
{ nSrPPCv f+ (1-n) PsCvs }aT + (nSrpiCvfV f+ (1-n) psCvsV ). VT a
t 
_-V•{{nSr Jf+(1-n) Js}}- nSrTapVVf- ( 1-n )Tfiaes. 
                    aT pf at . (3.3.26) 
  When it is assumed that Fourier's law is valid for heat conduction, the following 
equations are given: 
Jf= - KTfVT 
Js = - KTsVT(3.3.27) 
where KT is the coefficient of heat conduction. 
  The term dPIdT in equation (3.3.26) can be modified by applying equations (3.3.15) 
and (3.3.16) asfollows: 
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 (ap  DT pf lip pf= constant(3.3.28) 
  Ignoring the velocity of a solid, equation (3.3.26) isrewritten using equations (3.3.6), 
(3.3.9), (3.3.27) and (3.3.28) in the following form: 
( PCi, a
t+ nSrPfCvfVf iT •i - KTmT,ii 
     + nSrT ~ k (9) hii+ 1(1-n )13T(uii + uj,i) = 0 
                                                . 
    /3P2DT(3.3.29) 
where (p CO,: and KTm are expressed asfollows: 
(PCv )m = nsrP/Cvf + (1-n) PsCvs and(3.3.30) 
KTm = nSrKTf+ (1-n )KTs.(3.3.31) 
  Equation (3.3.29) is an energy conservation law in which the effects of stress-
deformation a d ground water flow are considered. The first, second and third terms at 
the right-hand side express changes in energy due to heat conduction, pore water 
pressure and reversible energy caused by solid deformation, respectively. 
(5 ) Governing equations 
  Equations (3.3.7), (3.3.21) and (3.3.29) represent the governing equations for 
coupled thermal, hydraulic, mechanical problems. We use these quations by means of 
total head expression such as 
[2Cijkl(uk,l+ul,k)-/3Sif(T-T0)+x8ijpfh, +psbi=0 
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 {  pfk(0)if h j },i - pfonSrPfgl3Pahat 
      ah aui,iaT — Pf C(M
at— pfSrat+ Pfon Sr$Tat= 0 
     aT (
PCv )m      a
t         + nsrPfCvfvf iT,i - KTmT,ii 
  +nsrT k(0)h,ii+2(1-n)f3T--(uij+uf,i)=0 
    SPDT(3 .3.32) 
where PS = (1-n)(ps - SrPf) and ps is the density of a solid phase. 
 It is necessary toestablish t e following initial and boundary conditions in order to 
solve quation (3.3.32). 
Initial conditions: 
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 6y(z,t)n~(z)=T1(x,t) 
total head: 
h( z, t)=h(X, t) 
or flow rate: 
{ k(B) h,i }ni=-Q(z,t), 
temperature: 
T(z, t)=T(z, t) 
or heat flow: 
KTmT.ini= - QTL ,t) ,(3.3.34) 
where z is a position vector, nj is the unit normal vector, u is the known displacement, h 
is the known head, Ti is the known surface traction, Q is the prescribed flow rate and QT 
is the prescribed heat flow. 
(6) Numerical techniques 
  The Galerkintype finite element technique is employed toformulate a finite element 
discretization. In order to obtain stable solutions, linear isoparametric elements are used to 
represent the behavior f total head h and temperature T. Quadratic isoparametric elements 
are used to express displacement ui. In order to integrate time derivatives, a time 
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weighting factor is introduced, and thus, any type of finite difference scheme may be 
applied. 
 3.3.3 Verification of code 
  THAMES has to be verified for fully coupled hydraulic, mechanical and thermal 
problems. However, these problems can not be solved analytically at the present ime. 
Therefore, the code is verified with the available analytical and experimental results. 
  The problems considered inthe verification are as follows: 
  (1) A one-dimensional consolidation problem: An analytical solution to this problem 
    can be found in Terzaghi (1925). 
  (2) The stress-strain problem of a thick-walled circular cylinder subjected to  uniform 
    internal and external pressures: An analytical solution to this problem can befound 
    in Timoshenko and Goodier (1951). 
  (3) The thermal stress problem of a thick-walled circular cylinder subjected to a 
    uniform temperature gradient: An analytical solution to this problem can be found in 
   Boley and Weiner (1960). 
  (4) A one-dimensional heat conduction problem: An analytical solution to this problem 
   can be found in Smith (1965). 
  (5) A coupled thermal and hydraulic problem: Experimental results can be found in 
    Sato (1982). He experimented with hot water seepage in a saturated sand sample.
  (6) A saturated-unsaturated seepage problem: A quasi one-dimensional, non-steady 
    seepage flow through a sand box was examined by Akai and Uno (1966). 
  An excellent agreement was achieved between the finite element solutions by 
THAMES and the analytical and experimental solutions. The numerical results are 
presented in Figures 3.3.2 - 3.3.7. From these calculations, we suppose that THAMES 
is verified for the fundamental functions of it. 
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3.3.4 Effects of the dependence of the parameters on temperature and 
      pressure 
(1) General tendency of the dependence of the parameters 
  To solve the basic equations mentioned in Section 3.3.2 with the  finite element 
method, the following parameters are needed: 
1) Young's modulus9) Permeability 
2) Poisson's ratio10) Relation between permeability 
3) Thermal expansivity of solids and water content 
4) Thermal expansivity of fluids 11) Compressibility of fluids 
5) Heat capacity of solids12) Initial porosity 
6) Heat capacity of fluids13) Density of solids 
7) Thermal conductivity of solids 14) Reference density of fluids 
8) Thermal conductivity of fluids 
  The dependence of the above parameters of water and granite rock mass on 
temperature and pressure are all investigated, except for 12) and 14), which present the 
initial state of the ground. The reason why granite is selected as a solid phase is that 
investigations for granite have been carried out most often and a great deal of data can be 
used. 
  The effects of the variable parameters on the phenomena re not examined by the 
experimental method. This kind of examination isan example in which the effects of the 
numerical pproach are represented. 
 1) Young's modulus, E 
 The E of crystalline rock generally decreases as the temperature increases. The 
 following are considered to be the reasons for this phenomenon: 
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  a) changes in the E of a mineral, 
  b) the effects of a release of stress at the boundary between minerals. 
  As examples of a), the E of quartz and plagioclase decreases with an increase in 
temperature. The released stress mentioned in b) are expected to be the one which is 
released by yielding cracks at the boundary between minerals; cracks are caused by the 
anisotropic thermal expansion of the minerals. On the contrary, the isotropic thermal 
expansion of hyaline rock causes E to increase (Shimooka et al. (1983)). Figure 3.3.8 
shows the relations of E to temperature for various kinds of granite. In general, the 
decrement of E decreases with increases in the confining pressure. This is probably 
because the effect of b) decreases (Heuze (1983)). In the isothermal case, E generally 
decreases with an increase in the confining pressure. 
  When a rock is cooled after being heated, aplastic strain occurs by thermal history 
(Shimooka et al. (1983)). 
  Moreover, E isdependent of the geometry and characteristics of fractures existing 
in a rock. The mechanical properties for fractures have been studied by many 
researchers (e.g., Goodman (1976)). However, the method for applying the 
information on fractures to the model of a whole rock, including both fractures and 
rock blocks, may involve many problems which are yet to be solved. In general, the E 
of a rock has anisotropic characteristics induced by the geometry of existing 
discontinuities. 
2) Poisson's ratio, v 
  Figure 3.3.9 shows the relations of v to temperature for various kinds of granite. 
The v of some granite decreases with an increase in temperature while that of some 
other granite does not change. The dependence ofv on temperature may be slight. 
  On dependence on stress, it has been reported that  v does not change in the stress 
region under the yield stress (Heuze (1983)). 
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3) Thermal expansivity of solids, as 
  The coefficient ofthe linear thermalexpansion fmany minerals increases with an 
increase in temperature. Thus, that of a rock consisting of those minerals will also 
increase with temperature (Shimoka, et al. (1983)). Figure 3.3.10 shows the relations 
of  as to temperature for various kinds of rock. Among the various types, granite has a 
large thermal dependency on as. The as of granite increases rapidly below the 
temperature at which the a-f phase change of quartz occurs (, i.e., 573°C under an 
atmospheric a r pressure). Over that emperature, as decreases. 
  In cases where the granite is confined, the mechanical dependency of as is small, 
below 500°C, because the occurrence of cracks at the boundary between minerals i  
prevented. Under conditions over 500°C, the maximum value of as, observed at a 
temperature in which an a—/3 phase change of quartz occurs, decreases with an 
increase inpressui.., while the critical temperature increases with pressure (see Figure 
3.3.11 (Heuze (1983)). 
  The anisotropy of the as of crystalline rock is small because many kinds of 
minerals make up this rock, and because the direction of the axis of crystals is 
arbitrary (Shimooka etal. (1983)). 
4) Thermal expansivity of fluids, /3T 
  The density of water increases with temperatures from 0 to 3.98°C and reaches its 
maximum value at 3.98°C under an atmospheric airpressure. The dependency of the 
density of the water on temperature and pressure is given by equation (3.3.14). Thus, 
/3T is negative between 0 and 3.98°C and positive over 3.98°C under an atmospheric 
air pressure. 
/37. increases with pressures under 4000 kg/cm2 at 0°C. This dependency of ST on 
pressure decreases with an increase in temperature and /3T is independent of the 
pressure at40°C and increases with pressure over 40°C. 
5) Heat capacity, Cv 
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(a) Heat capacity of solids,  Cvs 
  Since the Cvs of many minerals increases with temperature, that of many types 
of rock also increases with temperature. The range of Cys for many minerals is 
between 700 and 1000 J/kg°C. Thereby, the difference in the C,, between various 
types of rock is small. Figure 3.3.12 shows relations of C,, to temperature for 
various types of granite, in which the C,, means the heat capacity of the granite 
including pore water and the rock matrices. 
  While detailed ata has not been obtained, Cvs is generally expected to decrease 
with an increase in pressure since Cvs decreases with an increase in density. 
(b) Heat capacity of fluids, C, 
  The heat capacity of water decreases with an increase in temperature and has a 
minimum value at 37.5°C, as shown in Table 3.3.1. On the other hand, the 
mechanical dependency of Cvf has not yet been measured. Nevertheless, 
Hodgkinson et al. (1983) estimated (1/Cvf)(dCvf/dP) = 6x10-2m2N-1 from 
thermodynamic relations. 
             2.0
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 Figure 3.3.12 Relationships of heat capacity to temperature for 
 various kinds of granite (after Simooka (1983) and Heuze (1983)) 
Cyp is the heat capacity at the temperature of 0°C 
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     Table 3.3.1 Heat capacity of water,  Cvf, as a function of temperature 
                                        (J/g°C)
CC Cvf `C Cvf C Cvf `C Cvf  
      0 4.2174 25 4.1793 50 4.1804 75 4.1925 
      5 4.2019 30 4.1782 55 4.1821 80 4.1961 
      10 4.1919 35 4.1779 60 4.1841 85 4.2002 
      15 4.1855 40 4.1783 65 4.1865 90 4.2048 
      20 4.1816 45 4.1792 70 4.1893 95 4.2100  
6) Thermal conductivity, KT 
 (a) Thermal conductivity of solids, KTs 
    In many cases, it seems difficult to measure the thermal conductivity of only the 
  solid phase of a porous composite material. Hence, many previous worksfor 
  granite have been carried out for a material which is constituted from solid, liquid 
  and gas phases. 
    The KT of a granite including all three phases decreases with temperature 
  increases below 200°C. The following experimental equation has been proposed 
 (Heuse (1983)). 
 KT = 6.3x10-3x(6.7x10-6T) + (3.41x10-9T2) cal/cm•s•deg (3.3.35) 
    From many previous studies, the decrement of the KT the granite with an 
  increase in temperature can be estimated as (1 /KT)(dKT/r7T) = 10-3K-1. Figure 
  3.3.13 shows the relations of KT to temperature for various types of granite. 
    The KTS of the crystalline minerals decreases with an increase in temperature. 
  On the contrary, that of the hyaline minerals increases with temperature. The effect 
  of the micro-pore in the matrices on the thermal nonlinearity of the KT is dependent 
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  on the degree of crystallization of the minerals (Shimooka et al. (1983)). The 
  above-mentioned decreasing tendency of granite is derived from complicated 
  phenomena in the micro-level. 
   For the mechanical dependency ofKT, it was reported by Heuze (1983) that KT 
  increased 10% with a 90MPa increment of pressure. However, this is probably 
  because the volume of the gas phase, whose thermal conductivity is very small, 
  became small by a decrease in the void volume due to compression. 
 (b) Thermal conductivity of fluids, KTf 
    KTf increases with temperature. The nonlinearity of KTf for changes in pressure 
  has not been investigated thoroughly. 
7) Permeability, k 
  In general, the permeability of the ground is written as 
k=-pig-µg 
                                            (3.3.36) 
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where  kp is the intrinsic permeability whose dimension is [L2], 17 is the viscosity of 
the fluid whose dimension is [ML-1T-1] and ,u is the kinematic viscosity of the fluid 
whose dimension is [L2T-1]. Using a gravitational unit, the general permeability is
given as 
k _ko  
µ •(3 .3.37) 
  Thereby, the permeability can be examined for kp and u. It should be noted that the 
permeability used in this code is that for a whole ground including both rock blocks 
and fractures. 
 (a) Intrinsic permeability, kp 
    The void existing in a rock mass consists of micro-cracks inthe rock matrix and 
  fractures. The ground water flows mainly through the fractures. The mineralsin a 
  rock matrix expand by thermal expansion and the rock matrix also expands due to 
  the relatively small volume of micro-cracks in it. On the other hand, fractures 
  between rock matrices are closed by the expansion of rock matrices. In many cases, 
  the intrinsic permeability of the rock mass decreases with an increase in temperature 
 due to the closing of the fractures. 
    In other words, the phenomenon means the decrease of an effective porosity and 
 is caused by the stress induced by the thermal stress. Hence, this change in the 
 permeability isdependent on the stress tate in a rock mass. 
 (b) Kinematic viscosity, t 
    The jt of water decreaseswith temperature, as shown in Table 3.3.2. On the 
 other hand, the mechanical dependency of it has not yet been quantitatively 
 investigated. The viscosity of a general fluid increases with pressure, while that of 
 water behaves trangely under 30°C. The viscosity of water decreases with an 
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increase in pressure, and then it increases after giving a minimum value to the 
viscosity under 30°C. The pressure which gives the minimum value to the viscosity 
decreases with an increase intemperature, and the minimum value of the viscosity 
disappears over 30°C. The viscosity of the water increases with temperatures over 
30°C (Kauzmann a d Eisenberg (1969)). In general, the mechanical dependency of 
the viscosity of water,  11, is expressed by(1/77)(rldP)=10-9m2N-1 (Hodgkinson et
al. (1983)). 
   Table 3.3.2 Kinematic viscosity, v, as a function of temperature 
                                       (x 10-6m2s-1) 
v `C v cc v  
    0 1.792 40 0.658 80 0.365 
    10 1.307 50 0.554 90 0.326 
    20 1.0038 60 0.475 100 0.295 
  30 0.801 70 0.413  
(c) Permeability, k 
  With an increase in temperature, both k0 and it decrease. Thus, the effects of 
temperature on the permeability cancel each other out. It is reported, however, that 
a permeability decreased from ten to four times with a temperature increase insome 
field tests (Heuze (1983)) and the permeability ncreased slightly with temperature 
in other tests. This is probably dependent onthe method of the test. In a test where 
water is injected at a high pressure, such as a Lugeon test, the high water pressure 
prevents the closing of fractures induced by the thermal expansion of the rock 
matrices. After all, the injection rate increases due to a decrease in the viscosity of 
the water, and the permeability seems to increase with temperature. In contrast, the 
macro-permeability testconducted in the Stripa project indicated a decrease inthe 
permeability with an increase in temperature. In this test, the flow rate into the 
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  underground opening and the water pressure around the opening were measured 
  under a natural hydraulic gradient; hen, the permeability was calculated from this 
  data. 
    From the above-mentioned observed results, it seems that the permeability 
  decreases with temperature under a natural water pressure statebecause the 
  decrement of  kp is larger than that of the viscosity of the water with an increase in 
  temperature. 
    The mechanical dependency of k is dependent on that of kp due to the small 
  dependency of the viscosity of water. 
8) Relation between permeability and water content, k(6) 
  The unsaturated property of mudstone has been obtained by laboratory experiments 
(Nishigaki et al. (1982)). That of crystalline rock, however, has not been obtained. In 
addition, many unknown mechanisms exist for the unsaturated flow in a fracture. 
  On the other hand, studies on the unsaturated properties of soil have been carried 
out by many researchers through experimental and analytical methods. The 
permeability of a soil in an unsaturated region is dependent on the viscosity of the 
water, the shape, the size, the tortuosity and the connectivity of the void, the surface 
activity of the soil particles and the water content. The permeability ofvarious types of 
rock in an unsaturated region are expected to have similar dependencies. 
  Rock interstices are related to the intrinsic permeability and the viscosity of water, 
both mentioned in Section (5). The water content is expected to change with 
temperature due to evaporation. The aspects of this phenomenon, however, have not 
been observed much for either ock or soil. The surface activities in a rock matrix and 
a fracture are dependent on the nature of the water retention. However, not many 
studies on the water retention curve for rock have been conducted. 
  It can be concluded at the present time, therefore, that neither the water flow in an 
unsaturated region of rock nor the nonlinearity of the unsaturated properties of the 
rock are not understood well. However, in numerical analyses, the conventional 
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   treatment for evaporation i an unsaturated rock has been carried out with relations 
   between the density and the internal energy of water (Pruess and Wang (1984)). In the 
   field of soil science, changes in water content with temperature are examinedby 
   considering the suction, which is a function of temperature, and the volumetric water 
   content. 
  9) Compressibility of fluids,  /3p 
     Under an atmospheric airpressure, /3p decreases with an increase in temperature 
  from 0 to 46°C and has a minimum value at 46°C. The decrement between 0 and 46°C 
  becomes smaller with an increase in pressure and disappears at an atmospheric air 
  pressure ofabout 3000 (Eisenberg and Kauzman (1969)). 
    Moreover, /3p increases with pressure. /31, at an atmospheric airpressure of 1000 is 
  1.3 times as much as that at an air atmospheric airpressure (Science chronological 
  table (1990)). 
  10) Density of solids, ps 
    The density for a solidphase, ps, is generally a function of temperature T and 
  pressure P, such that 
dps =      asas    adP + aTdT•(3 .3.38) 
   The (1/ps)(aps/dP) of granite is 10-10m2N-1 and the (1/ps)(dps/dT) of it is 3x10-
  5K-1. Thus, the dependences of the density of granite on temperature and pressure are 
  expected to be very slight. 
(2) Treatment of the dependency of the parameters on temperature and 
   pressure in the code 
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  Table 3.3.3 shows the degree of dependency forthe investigated parameters in the 
previous section. In this table, parameters whose rate of dependency is more than  110-31 
per unit emperature change or unit stress change (N/M2) are intrinsic permeability, kp, 
dynamic viscosity, µ, heat capacity, C,,, thermal conductivity, KT and thermal 
expansivity, as. These all have a relatively stronger dependency fortemperature change 
than for stress change. 
  The mechanical dependencies of C,,s, PT, as and KTf are not understood 
quantitatively. In addition, although t e dependency of Young's modulus, E of the rock 
matrices on temperature and stress is large, it is necessary to make a model of the rock 
mass including rock matrices and fractures for the analyses. However, the change in 
Young's modulus of the rock masses i greatly dependent on the characteristics and 
geometry ofthe fractures init. The modeling method for the mechanical properties of a 
discontinuous material isbeing studied by many researchers at the present time, but an 
authorized one has not yet been established. Moreover, incases where the dependency of 
E on temperature is considered, the thermal stress i dependent on temperature through a 
change inE in addition to the dependency of as on temperature. This makes itdifficult to 
estimate he effects of the thermal dependence of thermal expansion a d the permeability 
of the rock. Therefore, the E of the rock is assumed to be constant in this section. 
  We shall try to examine the effects of the dependencies of the parameters onthe 
coupled behavior by introducing those dependencies into the THAMES analysis. Let us 
show how the above-mentioned d pendencies of the parameters are treated in the next 
sections. 
  1) Treatment of the thermal dependency of u, Cvf, KTf, KTS and as. 
    The µ,KTf and C,,s of granite decrease or increase simply by an increase in 
  temperature. The changing rates are shown in Table 3.3.3. The KTS and as of granite 
  also decrease and increase, respectively, simply awith temperature increase below the 
  temperature at which the a-/3 phase change of a quartz has occurred. On the other 
  hand, C,fhas a minimum value in the process where the temperature increases. 
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   Table 3.3.3 Degree of dependency ofparameters on temperature and pressure 
          Young's Poisson's thermaldensity permeability 
 lvlodulus.E ratio v expansivity  
 solid/fluid solid solid solid as fluid 13T solid ps fluid pf -  
  Unit kg/cm2- K-1 K-1 g/cm3 g/cm3 cm/s 
Typical Value 105-106 0.2 - 0.3 6x10-6 5x10-4 2.6 - 2.7 1 10-1040-12 
 Thermal -10-3 10-5-10-6 10-3-10-4 -10-4 -3x10-5 -5x104 0.2 
 dependency 
Mechanical ? *1 10-11-10-10 ? ? *2 10-10 5x10-10 -10-8 
dey 
            Intrinsic Dynamic Compress- Heat capacity Thermal 
         permeability viscosity 11 i i 'conductivity  
 solid/fluid solid fluid fluid solid Cvs fluid Cvf solid KTs fluidKTf  
  Unit m2m2/s cm2/kgf J/kgKJ/kgK W/mK W/mk 
Typical value 10-16-10-18 10-6 10-4 800-1000 4200 2.9 6x10-1 
Thermal-10-2 *3 -10-2 ? *2 5x104110-3I -10-3 10-3 
dependency 
Mechanical -10-8 ? 3x10-9 -10-11? 5x10-9 ? 
clependencv  
*1 : There are unknown factors for rock mass although t e dependency is great. 
*2 : Complicated nonlinearity is found. 
*3 : Obtained from12va•1 = 1 MPa 
: Qualitative examination cannot be carried out due to lack of data 
The dependency of a parameter, H, on temperature, T and pressure, P is obtained from 
-
Ta'T1 DHx100 and -17,aP1--xl00 , respectively. The unit of T is °C and that of P is N/m2. 
   In this section, the dependency of µ and Cvf with changes in temperature is 
  considered by linearly interpolating thevalues shown i  Tables 3.3.1 and 3.3.2. The 
  KTf, KTs, Cvs and as are assumed to change by the rates indicated in Table 3.3.3. 
  2) Treatment of the thermal and mechanical dependency of kp 
   The permeability mentioned in this section is related tothe fluid flowthrough a rock 
  mass, including both fractures and matrices. 
                        146
 The dependency of the permeability of granite masses, including many fractures, 
on the stress change has been investigated by many researchers. The permeability 
changes are induced by the stress-state change occurring from not only the loading 
forces exerted on the medium, but also from the thermal stress induced by changes in 
temperature. 
  Iwai (1976) conducted many experiments on the relation between the permeability 
of fractures and the cyclic load,  6e, normal to the fracture plane. He pointed out that 
the coefficients introduced in the proposed permeability-stress relation equations by 
Louis (1969) and Gangi (1975) were not obtained as constants. He then proposed the 
following relation by using the stress-aperture lation introduced by Goodman 
(1976): 
kd _  1  
kd,O 1 +belt3     l C 1 (3.3.39) 
where kd,o is kd in the initial state; kd is the transmissivity obtained by dividing the 
outlet flow rate by the difference in the total heads at the inlet and outlet boundaries. 
A, C and t' are constants. He reported that this equation expressed the phenomena 
observed in his experiments well and the coefficients became constant. Moreover, 
Kelsall et al. (1984) simulated the Macro permeability test conducted in the Stripa 
project by application of this equation and obtained a good agreement with the 
experimental results. 
 From the above-mentioned results and the small dependency of u on the stress, it 
can be concluded that equation (3.3.39) expresses the relation between the 
permeability and the normal stress to the fracture at the isothermal condition well. 
Thus, this equation is used as the dependency of intrinsic permeability k0 on the 
stress, including the thermal stress. 
 Firstly, in the same way as it was used by Kelsall, the following equation is 
introduced from equation (3.3.39): 
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    {1 + A  ke—I~r~3    kod 1+A(6e'       C)3     1(3.3.40) 
   where ke is the ko at the normal stress to the fracture, a'ei and kOd is the k0 at the 
   reference stress, a'eO. 6e and a'eo are the effective stresses normal to the directionof 
   ke, namely, the effective stress normal to the fracture plane. For example, kw is thek0 
   in the position at which the in-situ hydraulic test is carried out and creO is the stress at 
   that location. In the model, kod and aeo are assumed to be known, and cre and creoare 
  the effective stresses normal to the principal direction of permeability and are used to 
  introduce the anisotropic hydraulic situation. Thereby, keit of the intrinsic permeability 
  is changed by equation (3.3.40) according to changes in 6eii. The permeability is then 
  obtained from equation (3.3.37). 
    It should be noticedthat the use of this dependency of the permeability of granite 
  rock masses on the stress change is limited to the fractured medium in whichground 
  water flows mainly through the fractures. This is because the permeability of the rock 
  matrix blocks is not considered in equations (3.3.39) and (3.3.40). In addition, this 
  dependency is limited to the rocks for which the cubic law holds, because Iwai 
  assumed the cubic law in equation (3.3.39). 
(3) Examination of the effects of the dependency the parameters on the 
behavior 
  Using the variable parameters mentioned in the above section, the effects of thermal 
and mechanical dependency ofmateriel on the coupled behavior in granite rock mass
es is 
examined. In particular, the dependencies on temperature are examined becaus
e the 
dependencies of all parameters on stress are smaller than those on temperature. 
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  The model used for the investigation is one dimensional, as shown in Figure 3.3.14. 
The boundary conditions are also indicated in this figure. The parameters in the initial 
state are shown in Table 3.3.4. The calculations for the investigation are carried out for 
seven cases, i.e., five cases in which each dependency of the five parameters is 
considered, a case in which the dependencies of all parameters are considered and a case 
in which no dependency is considered. For each case, the temperature is set at 30, 40, 50 
and 100°C at the heat sources and the initial temperature is set at 20°C. 
             Heat  Source 
          -©• E 0 1x 105 (sec) 
                                                                                                       • 
          MIN^ 
  Maai•          111111A1 1 X 10I 
       i               
11X10, 
      3[~ 
                                   5 x,107 
   ^ , 
                                                     --•:A11 inonlinear.,i 
                                                          Al 11 linear
50 141 ' -0 KT nonlinear 
j--d as nonlinear 
--~ k° [nonlinear 
j--~ C nonlinear 
--i .L nonl i near 
•11P II         ?030100 
                            T (C ) 
      Figure 3.3.14 Finite element model and temperature distribution as 
      a function of time at the heat source temperature of 100°C 
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              Table 3.3.4 Parameters at initial state 
      Parameter Value Parameter Value Parameter Value  
       E 5x106  tf/m2 v 0.33 k0 1x10-6 m2 
Cvs 837J/kg°C KTS 3x10-8 kJ/m•s•°C as 8x10-6 
      A 0.0276ç 0.00217t' 0.728 
1) Effect on heat transfer 
 Figure 3.3.14 shows the temperature distribution as a function of time at the heat 
source temperature of 100°C. It is found that KT has the most effect on the 
temperature distribution a d C,, does not have so much effect, while the degrees of 
dependency of KT and C,, are basically the same. Figure 3.3.15 shows the relations 
between the temperatures at the heat sources and the temperatures at a depth of 1 m 
under the heat sources after 106 seconds from the beginning of the calculation. It is 
found from this figure that the differences among all the dependencies of the 
parameters become clear when the temperatures at the heat sources are high. In cases 
where the dependencies of all parameters a e considered, the temperature is 3% higher 
than that for cases in which no dependency is considered, in setting the heat sources at 
100°C. 
2) Effects on pressure distribution 
 Figure 3.3.16 shows the change process for the total head distributions when the 
heat sources are set at 30°C. Although an effect on the temperature distribution ccurs 
at a heat source temperature of 100°C, the effect on the pressure distribution has 
already take place when the heat sources are set at 30°C. This sensitive effect on the 
pressure distribution is due to the dependency of the intrinsic permeability, k0, on 
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temperature.  kodecreases through thermal expansion ear the heat sources which are 
located at the outlet flow boundary of this model. The high pressure near the upper 
boundary is caused by the fact that the upward flow, induced by buoyancy, is 
prevented at the region near the boundary where the permeability decreases. Figure 
3.3.17 indicates the distribution of permeabilities after 106 seconds when setting the 
heat sources at 30°C. It is found from this figure that the permeability changes 
drastically near the heat sources in the cases when the dependencies of the only 
intrinsic permeability and all the parameters are considered. Equation (3.3.40), 
proposed by Iwai (1976), is Cie relation between ko and stress and is more sensitive at 
a low stress than at a high stress, as shown in Figure 3.3.18. The stress levels in the 
analyses range from the initial one, 0.01MPa, to the maximum one, about 6MPa; the 
stress change is caused by thermal stress. This stress level coincides with the stress 
level at which a large change in permeability occurs in Figure 3.3.18. This is the 
reason for the sensitive ffect of ko on the pressure distribution. The permeability in 
cases where all the dependencies are considered, reduces to 99% of the permeability in
cases where no dependency is considered. In addition, the effect of At is found to be 
slight for permeability changes, while it is not found at all in pressure distribution 
changes. 
3) Effects on deformation 
 Since no external force is exerted in this model, the deformation is caused only by 
the thermal stress. Figure 3.3.19 shows the change in the displacement at the upper 
boundary in setting the heat sources at 100°C. It is found from this figure that the 
thermal expansivity, as, has the greatest effect on thermal expansion. The deformation 
is intensified by as which increases with temperature. Moreover, ko also has a slightly 
larger effect than the other parameters. This is also found in Figure 3.3.20 which 
shows the relation between the displacement at the upper boundary and the 
temperature of the heat sources after 106 seconds. In particular, it can be noted that the 
effect of ko 
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  occurs at a low heat source temperature. This is because of the high pore-water 
  pressure induced by the decreasing  kp. 
   At a heat source temperature of 100°C, the deformation is about 60% larger when all 
  the dependencies are considered than when no nonlinearities are considered. 
(4) Conclusions 
  In this section, after investigating the dependency of the parameters used in the 
THAMES code on temperature and stress, whose dependency has an effect on the 
coupled phenomenon, is examined with the numerical analyses. The investigated 
parameters are related to granite and water. The conclusions are summarized as follows: 
  1) The thermal conductivity, specific heat, thermal expansivity and permeability of 
    granite have a greater dependency on temperature than the other parameters.The
    dependency of permeability on temperature is mainly caused by changes in the 
    fracture aperture caused by the thermal expansion of adjoining rock matrix block.
  2) For the coupled behavior of granite, the dependency on the temperature of thermal 
    conductivity has the greatest effect on heat transfer, that of the permeability has the 
   greatest effect on the fluid flow and that of the thermal expansivity has the greatest 
    effect on thermal expansion. The other nonlinearities do not affect thecoupled 
    phenomena. 
  3) Among those sensitive dependencies, the changes of the permeability is the most 
    significant. The permeability very much depends on the low stress level, and its 
    nonlinearity has much influence on the coupled behavior. The second most 
    important dependency is that of the thermal expansivity on temperature. That of the 
    thermal conductivity is very small. 
3.3.5 Effects on flow around an underground opening 
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  In this section, by comparing the results of  in-situ tests conducted in the Stripa project, 
the ground water flow around an underground opening is examined under temperature 
changes. 
(1) Model description 
  At the Stripa mine in Sweden, a macroscopic permeability test was conducted in the 
Stripa project (Nelson and Wilson (1980)). The ventilation drift, 5 x 5 x 30 m in size, 
was sealed off and equipped with a ventilation system whose temperature was controlled 
to evaporate all the water seeping into the room. The water seepage was determined by 
measurements of the mass flow rate and the difference in the humidities of entering and 
existing streams. The pressure gradients in the rock mass were measured in holes that 
radiate out from the sealed room. The geology is a granite and the drift exists 335 m 
below ground level. 
  For a coupled finite element analysis, the rock cavern is simply modeled as shown in 
Figure 3.3.21. The parameters in the initial state are set as shown in Table 3.3.4. The 
initial temperature is set at 20°C for all regions and the initial water table is set at the top of 
the region. The water head is fixed at the initial state at the right side vertical boundary 
and at a zero pressure head at the drift wall. The heat flux is set at zero for all boundaries. 
Excavation of the underground space is simulated by unloading the initial stress. 
  To examine the behavior occurring around the opening, the changes of the parameters 
mentioned in the previous ection are considered. 
(2) Results 
The relation between the calculated horizontal permeability atthe middle height of the drift 
and the distance from the drift wall is shown in Figure 3.3.22 in comparison with the ob-
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served results. Except for the results from the case in which only the change of  µ is 
considered, a reduction in permeability near the drift is found in the numerical results at a 
room temperature of20°C. This is because of the closing of the fractures brought about 
by an increasing tangential stress. 
  Moreover, when the room temperature ises to 30°C, the rock matrix block expands 
and the fractures close. Thus, the permeability of the rock mass reduces with an increase 
in temperature, as shown in Figure 3.3.22, while the viscosity of the water decreases. 
This tendency is similar to that of the observed phenomena. The reduction in permeability 
around the opening causes the water level to be high, as shown in Figure 3.3.21, but the 
height of the calculated water table is different from the measured one. 
  In considering only the k0 change, the permeability of the rocknear the drift decreases 
to 29% from the initial state with an increase in temperature. This decrement is roughly 
the same as that estimated by Kelsall et al. (1984)). In a case where all the dependencies 
are considered, the decrement becomes 20% due to the effect of the increase in µ. This 
value is approximately the same as the one observed in the in-situ tests, i.e., 22%. 
  The calculated flow rate seeping into the room at the two different temperatures i  
shown in Table 3.3.5, but a quantitative comparison is difficult to make because of 
uncertainties of the hydraulic boundary conditions. In a case where only the thermal and 
mechanical dependency of k0 is considered, the reduction rate of the water inflow at a 
room temperature of 30 to 20°C, is 39.4%, while the reduction rate is 32.9% in the case 
where all the dependencies are considered. This is due to the effect of the increase in µ It 
is found from these results, therefore, that a change in the inflow rate is considerably 
influenced by the temperature d pendency of the kinematic viscosity, µ 
  Figure 3.3.23 shows the calculated vertical permeability distribution. It is expected 
from this figure that the high permeable zone, which corresponds to a loosened area, 
exists to the depth of 7 m from the wall surface. 
(3) Conclusions 
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 Table 3.3.5 Flow rate into the room at two different temperatures 
Parameter considering  flow rate into room  (ml/mini  
thermal dependency room temperature 20°C room temperature 30°C 
k03118.8 
µ58.563.3 
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Figure 3.3.23 Calculated vertical permeability distribution 
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  Using THAMES and considering the material dependencies on temperature and stress, 
the ground water flow around an underground opening was examined. The conclusions 
are summarized as follows: 
  1) Considering the dependency of the permeability on stress changes, the flow rate 
    seeping into the underground opening is estimated well qualitatively. It is found 
    from this examination that a decrease in the flow rate into the opening is caused by 
    an increase in the tangential stress around the opening which is induced by the 
    excavation. In addition, when the temperature is increased, the permeability around 
    the opening decreases due to a closing of the fracture apertures inducedby the 
    thermal expansion of adjoining rock matrix blocks. 
  2) In cases where the temperature is changed, the dependency of the kinematic 
    viscosity, µ, on temperature has a great influence on the flow rate change into the 
    opening. When only the dependency of the intrinsic permeability,  kp, on stressis 
    considered, the decrement of the flow rate into the opening induced by temperature 
    change is overestimated. Otherwise, in the isothermal state, an analysis which only 
    considers the change of kp can express well the phenomena occurring around the 
    opening, as mentioned above. 
  3) The decreasing permeability in the tangential direction around an opening may 
    represent the loosened area. This decrease is caused by the opening of the fractures 
    in the tangential direction; the opening is induced by the excavation. 
3.3.6 Analysis of the Buffer mass test 
(1) General description 
 In this section, the Buffer mass test conducted in the Stripa project will be examined by 
THAMES. 
 The general objective of the Buffer mass test (BMT) was to check the functions of 
highly compacted Na-bentonite as a buffer material around a canister or an overpack and 
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the functions of sand/bentonite mixtures as a tunnel backfill. The test arrangement 
consisted of six large boreholes, for setting electrical heaters, surrounded by blocks of 
the highly compacted sodium bentonite. The power of the heater simulated the heat 
production of waste canisters. The holes were covered by the sand/bentonite backfill that 
was compacted on site in a tunnel 340 m below the ground surface. The temperature, 
swelling pressure and water content of the buffer materials were measured. The BMT 
involved the analysis of temperature distributions, moisture distributions and swelling 
pressure developments in the heater holes; the analyses were performed by Push and 
Borgesson (1985) and Knutsson (1983). Their calculation techniques seem too simple, 
however, to examine the influence of such a complicated coupled behavior as that which 
occurs in the buffer materials. In order to understand this phenomenon, it seems 
 necessary toinvestigate it with a more realistic model which can simulate the phenomena 
occurring in the BMT well. 
 Among such complicated coupled phenomena, n effort is made to understand the 
behavior of the highly compacted bentonite in the heater holes in this section by using 
THAMES. Since the unsaturated properties of the highly compacted clay were not 
examined so well in the Stripa project, however, the water etention curve (dependent on 
the porosity change caused by swelling) has to be assumed in a feasible way. In this 
section, a method to estimate the unsaturated properties of the buffer materials i firstly 
presented. Then, the coupled behavior of the BMT is investigated through a comparison 
of the numerical results and the measured ones. 
(2) Unsaturated properties of swelling clay 
 1) Introduction 
   A highly compacted clay (called HCC in this section) was used as a buffer material 
 in the heater holes in the BMT. The HCC was made of highly compacted Na-bentonite 
 which has a high swelling capacity. It is assumed that it took up water from the 
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 surrounding rock and swelled. This resulted in a tight contact with the confining rocks 
 and an embedded waste canister. To analytically investigate the function of the HCC 
 as an artificial barrier, it is necessary to know the characteristics of the unsaturated 
 permeability change in the HCC during the swelling process. The unsaturated 
 properties in the HCC were not intensively investigated, however, in the Stripa project 
 program. Here, the author proposes equations to estimate the hydraulic onductivities 
 dependent on the void ratio, e, the suction,  vi and the degree of saturation, Sr , and 
 then the water etention curve of the HCC. 
2) Relationships between volumetric water content, 0 and suction, yi 
   Figure 3.3.24 shows the relations between pF(= In yi), Sr and e of a weathered 
granite soil, whose figure indicates that the relation between Sr and pF is dependent on 
the void ratio. Figure 3.3.25 is the projected figure of Figure 3.3.24 on the pF-Sr 
plane. Figure 3.3.26 is the projected figure of it on the pF-ln Sr plane. It is found from 
both figures that the relation between viand Sr may be determined independently ofe, 
if the critical capillary head, Kr, is dependent on the void ratio. Figure 3.3.27 
indicates In Kr as a linear function of e, which is obtained from the above-mentioned 
test results on weathered granite soil. Consequently, the following equations are 
derived by using the relations between in Kr and e and yr and Sr proposed by Farrel 




yi = exp(o).e+v)•Sr-1/1'                                             (3
.3.42) 
where co and v are the gradient and the intercept of the relation betwee
n In y/er and e, 
respectively, as shown in Figure 3.3.27. yis the constant relating Vito Sr . whose 
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relation was proposed by Farrel and Larson (1972).  A,is the constant proposed by 
Brooks and Corey (1966). 
3) Relationships between relative permeability,  kr and volumetric water 
content, 6 
  Thereare many proposed empirical relations between krand Sr. The most popular 
formula mong them is the one proposed by Irmay (1954); itis written as 
k = ksat(Srr(3 .3.43) 
where qt is a constant and ksat is the permeability coefficient in a saturated medium. 
  Hillel and Gardner's formula (1970) is suitable for a clay soil with a high degree of
saturation; it isgiven as 
kr = exp(ir (Sr -1))(3 .3.44) 
where iris a constant. 
  The dependency of the permeability onthe void ratio was studied by Terzaghi as 
early as 1925. Experimental work by numerous researchers in the field of soil 
mechanics has shown that soil permeability is indeed an exponential function of a void 
ratio (Lambe and Whiteman (1969)) such as 
log ksat = &e +(3 .3.45) 
where Sand l; are constants. 
  Combining equations (3.3.45) and (3.3.43), we obtain 
k = exp(&e + )•(Srr.(3.3.46) 
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  Combining equations (3.3.45) and (3.3.44), we also obtain 
k =  exp(S•e + )•exp(Ic (S, -1 ))(3.3.47) 
  Nakano et al. (1986) have experimented about he nature of swelling clays. Table 
3.3.6 shows the calculated values of constants v and from their experimental data. It 
is found that v is dependent on the void ratio and n is basically independent of it. 
Hence, it is expected that equation (3.3.47) is much more suitable for the swelling 
clays used in their experiments han equation (3.3.46). 
4) Unsaturated properties of highly compacted clay, HCC 
  The hydraulic properties of the HCC investigated in the Stripa project are shown in 
Tables 3.3.7 and 3.3.8 (Push and Borgesson (1985)). To obtain the unsaturated 
properties of the HCC from this data and the formulas mentioned above, it is 
necessary to assume a degree of saturation for each value of suction shown in Table 
3.3.7 and the relation between v/cr and e. 
  In this section, it is assumed that equation (3.3.46) can be applied to examine the 
seepage flow in the unsaturated HCC, using the equation about cP and ksar which will 
be mentioned in the next section. Moreover, equation (3.3.42) is used for the relation 
among Sr, viand e, applying the experimental results by Mualem (1978). 
 a) Relations between k, Sr and e 
   The relative permeability kr for each density is calculated by dividing k, shown 
 in Table 3.3.7, by ksar, the permeability for 70 °C in Table 3.3.8. Constant cp in 
 equation (3.3.46) is obtained from the following equation proposed by Nishigaki 
 (1985): 
 k = 0.69-1.31•log(ks,a)(ksat: cm/sec)                                           (3.3.48) 
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Table  33.6 Unsaturated properties of swelling clay 
k(cm/day) ksat(cmlty) Sr e9 r  
  4x10-5 2.9x10-4 0.84 2.45 11.4 12.3 
  8x10-6 2.6x10-4 0.72 2.23 10.6 12.5 
  2x10-6 2.4x10-4 0.59 2.13 9.1 11.8 
  8x10-7 2.3x10-4 0.45 2.03 7.1 10.6  
 Table 3.3.7 Approximate values of the pore pressure, and of 
 the permeability, for Na bentonite at various bulk density (after 
 Push and Borgesson (1985)) 
p (t/m3)yi (MPa) k (m/s)  
   1.7-0.310-12 
   1.81- 35x10-13 
    1.93 - 7 1.5x10-13 
    2.07 - 10 8x10-14 
    2.115 - 40 2x10-14 
Table 3.3.8 Permeability k in m/s versus bulk density of MX-
80 (after Push and Borgesson (1985)) 
p k (m/s)  
     t/m3 Room Temp. 70°C gradient 
             very low gradients 10.4to10-3  
     2.11.5x10-141.5x10-13 
    2.0 2x10-142x10-13 
    1.9 3x10-145x10-13 
    1.8 5x10-148x10-13 
    1.7 8x10-1410-12 
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  The Sr is obtained from equation (3.3.43) using the constant  co which was 
calculated with equation (3.3.48). The void ratio for each density can be derived 
from Sr and the corresponding density. Table 3.3.9 shows the calculated values of 
kr, v, Sr and e of the HCC for various void ratios. It is concluded that Irmay's 
formula is valid for the buffer materials since tp can be regarded as being 
independent ofe. 
  On the other hand, the relation between ksat and e is given from the values in 
Table 3.3.9 as 
ksat = 1013x10(e-0.26)/(1.09) (m/s) .(3.3.49) 
  Combining equations (3.3.46) and (3.3.49) and the average value of the 
constant p shown in Table 3.3.9, the equation which represents the unsaturated 
permeability dependent on the void ratio and the degree of saturation is obtained as 
k = 10.11XSr14 27X exp (e-0.26)x2.30/1.09](cm's), (3350) 
b) Relations among Sr, w and e 
  As mentioned above, the degree ofsaturation as afunction ofsuction wand void 
ratio ewere not obtained in the Stripa project. In order to proceed with a calculation 
using equation (3.3.42), it is necessary to firstly assume constant A in equation 
(3.3.42). Mualem (1978) experimentally examined A for 50 kinds of soils. 
Averaging As for the clay soil in Mualem's study, A is assumed to be 0.367 as a 
material constant of he HCC in this section. Subsequently, Ivcr as a function ofe is 
calculated with the following three parameters, i.e., Sr shown in Table 3.3.9, v' 
shown in Table 3.3.7 and the empirical formula proposed by Brooks and Corey 
(1966). The relation between Ilk, and e of the HCC is consequently given as 
In (IT„) = -1.76•e + 7.0(3 .3.51) 
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               Table 3.3.9 Unsaturated properties of buffer materials 
 P  (t1m3) kr 9 Sr e  
           1.7 1.0 13.8 1.00 1.43
           1.8 0.6 13.9 0.97 1.08
           1.9 0.3 14.2 0.92 0.81
          2.0 0.4 14.6 0.94 0.66
          2.1 0.1 14.9 0.87 0.49
     The equation which represents he suction dependent on the voidratio and the 
   degree of saturation is obtained from equations (3.3.42) and (3.3.51) as 
9 = exp(-1.76•e + 7.0)•Sr 2.7(3.3.52) 
     Equations (3.3.50) and (3.3.52) are the mathematical expressions of the 
   unsaturated properties of the HCC. It should be noted that these equations do not 
   take the evaporation effect into consideration. 
(3) Kinematic viscosity and swelling pressure 
 1) Kinematic viscosity 
     Kinematicviscosity, µ, is obtained by the interpolation of Table 3.3.1 in which 
 it is shown as a function of temperature. 
 2) Swelling pressure 
      In the finite element computation, the swelling pressure, PS, is treated as nodal 
 force. While the degree of saturation, Sr, is less than 100%, P. is assumed to beequal 
 to ig and while Sr is 100%, Ps is obtained by interpolating the values hown in Table 
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 3.3.10 as functions of temperature and density. It should be noted that this treatment 
 of the swelling pressure is very conventional. Properly speaking, the swelling 
 mechanism should be considered in the constitutive law. However, a propermodel for 
 swelling does not exist. In particular, the behavior in the unsaturated zone has not 
 been observed well. For these reasons, the above-mentioned conventional treatment is
 used in the analyses. 
             Table 3.3.10 Swelling pressure  Ps versus bulk density p of 
             HCC at various temperature (after Push and Borgesson (1985))
p (t/m3)Pc (tf/m2)  
               20°C 70°C 90°C  
          2.15 4592. 4082. 3571.
          2.10 3061. 2041. 1735.
          2.05 1531. 1020. 816. 
         2.00 714. 510. 408.
        1.95 459. 306. 255.  
(4) Analyses of the Buffer mass test 
  The axisymmetric finite elementmesh, shown in Figure 3..3.28, is used for the 
numerical analyses. The model contains a slot between the HCC and the rocks. Three 
cases are calculated in this section, i.e., Case 1 in which bentonite powders are placed in 
the slot, Case 2 in which water is placed in the slot, and Case 3 in which bentonite 
powders are placed in the slot without considering the thermal expansion of the HCC. 
Material properties of the HCC used in the analyses are given in Table 3.3.11. The 
electric heater is set at 600 W. 
                        170
 V T7 V  
   l04 ~ 
HCC 
            600W
              Heater
              Slot 
                             Initial tempera-
                            ture is set to be
13°C. 
1m 
Figure 3.3.28 Finite element mesh used in the analysis of the Buffer mass test 
           Table 3.3.11 Data of HCC used for analysis 
    PropertyValue  
       mass den ity2.15 t/m3 
    porosity0.42 
         Young's modulus1.0x106 tf/m2 
       Poisson's ratio0.3 
          thermal expansion coef. 6.0x106 °C-1 
        specific heat1220 J/kg°C 
         thermal conductivity 1.46x103kJ/ms°C 
         intrinsic permeability 1019 m2
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  The following subjects are thoroughly investigated: 
  1) changes in the heat transport phenomena in the  HCC with seepage and expansion 
 2) changes in the water flow phenomena in the HCC with seepage and expansion 
  3) the effects of thermal expansion on heat transport and expansion in the HCC 
 4) the effects of materials placed in the slots on heat transfer, seepage and expansion 
   in the HCC. 
in which the term 'expansion" means the coupled behavior of swelling and thermal 
expansion. 
 1) Changes in the heat transport phenomena in the HCC during seepage 
 and expansion 
   Figure 3.3.29 shows the unsteady changes in the distribution of porosity n, the 
 degree of saturation Sr, heat conductivity KT and permeability k in the HCC, whose 
 results are obtained from Case 1. The distances hown in these figures are the radial 
 distances from the heater. 
   Figure 3.3.29 a)shows that n increases with time in the HCC. On the other hand, 
 Figure 3.3.29 b) indicates that Sr increases to 100% after one reduction; its property is 
 dependent on n and the state of the seepage. KT decreases gradually with an increase 
 in n as shown in Figure 3.3.29 c), in which KT is a function of n and Sr. 
   Hence, it is found that the distribution of KT is influenced by n more effectively 
 than by Sr. 
   On the other hand, Figure 3.3.30 shows unsteady changes in the calculated 
 temperature distributions. In Case 1, although Figure 3.3.29 c) shows that the 
 distribution of KT after 3 weeks is different from the one after 4 months, Figure 
 3.3.30 a) shows that the temperature distribution after 3 weeks is the same as the one 
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  after 4 months. It is found, therefore, that the temperature distribution is not very 
  dependent on the distribution of KT. 
    Moreover, Figure 3.3.30 a) shows that the temperature increases in the early stages 
  and settles down to a steady state after a small peak near the heater at the 7thweek. 
  This tendency is similar to the real phenomena shown in Table 3.3.12, in which a 
  comparison of calculated temperature changes and measured ones is given. The reason 
  for this unsteady temperature change is considered to be as follows. 
 T  (°c)T(°c).T'(°c) 
'100100100 0--1 day• 
''--3 weeks . 
---7 weeks 
IN--4 months 
     ``,~ D-8months 
    N‘. 50 •\50\\ ^~50'\~ 
 • <~~~i 
.^•                                                            •
010 20 010 20 010 20 
'Radial distance(cm) Radial distance(cm) Radial distance(cm) 
'a) Case 1b) Case 2
                                                        c)Case3 
   Figure 3.3.30 Unsteady change in the calculated temperature distributions 
     Table 3.3.12 Comparison of the temperature atmid-heightin heater 
     hole no.1 recorded at BMT and calculated by numerical analysis(°C) 
       Time  Heater surface  Rock/HCC interface  
               Observed Numerical Observed Numerical  
1 week 66 64.832 31.2 
    10 weeks 70 78.633 38.8 
1 year 65 7334 39.9 
    2.4 years 65 73.935 39.9  
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       It is found from Figures  3.3.31 a) and 3.3.32 a), in which the unsteady change of 
     the calculated istribution of porosity, n, and the unsteady change of the calculated 
     distribution of water content, w, are presented, respectively, that the w nearthe heater 
     increase slightly from the 3rd to the 7th week, while the n increases drasticallynear the 
     heater during this period. The radial distance in these figures is the distance from the 
     heater. This slow increase in w near the heater may be due to the slow supply of water 
     from the surrounding rocks. Hence, that the KT of the HCC near the heater is 
     expected to decrease temporarily from the 3rd to the 7th week, and thus, the
     temperature increases during this period. 
       In other words, the temperature distribution may be dependent on the change rate of 
     the KT. 
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         Figure 3.3.31 Unsteady change in the calculated porosity distributions
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                       Figure 3.3.32 Unsteady change in the calculated water content distributions
 While complex changes in heat transport phenomena are inferred, as mentioned 
above, the temperature distribution is well simulated through these calculations, as 
shown in Figure 3.3.33, where a comparison of the numerical results from Cases 1 
and 2 with the experimental results of the BMT is given. In addition, Figure 3.3.34 
indicates the calculated isothermal lines surrounding the heater hole after 0.9 years 
(about 11 months). 
2) Changes in the water flow phenomena in the HCC during seepage 
and expansion 
  The k in the HCC is calculated with equations (3.3.50) and (3.3.52), which are 
functions of  e and Sr. It is found from Figures 3.3.29 a), b) and d) that the 
distribution of k is influenced more by n than by Sr, and that k increases with an 
increase in n. Figure 3.3.29 d) also shows that the distribution of k in the  HCC is not 
uniform. This is because the distribution of n is not uniform by the partial expansion. 
  The complicated unsaturated seepage behavior in Case 1 is assumedfrom Figures 
3.3.31 a) and 3.3.32 a). Sr, which is given as wGs(1-n)l pjn, is inferred to temporarily 
decrease near the heater at the 7th week due to the abrupt increase in n by thermal 
expansion and the slow increase in w. This phenomena is found in the 3rd week from 
Figure 3.3.29 b). After that, the HCC is expected to be saturated gradually with the 
increase of k. 
  Figure 3.3.35 shows a comparison of the calculated istributions for w in the HCC 
and the measured ones. It indicates that the calculated istributions of w are higher 
than the measured ones. This difference may be possibly due to the evaporation of 
water which is ignored in our analyses. 
  Figure 3.3.36 indicatesthe measured iso-moisture contents in the HCC 
surrounding the heater, the calculated ones and the calculated iso-void ratios. It is seen 
that the measured iso-moisture contents are quite different from the computed ones, 
and that the calculated iso-moisture contents seem to correlate with the iso-void ratios. 
                       177
 T  (°C)T (°C ) 
90- •Numerical 0.9 years 90 • Numerical 3 years 
- — BMT hole no.4— BMT hole no.2 
  • 0.9 years3.1 years 
         • 
                     50 -•    ::h. 
              • 
                     •                         •• 
                             e
30-
'j' 
 T I I I I_ l I I I I 
 0 1020 0 1020 
     Radial distance(cm) Radial distance(cm) 
    a) Case 1b) Case2 
   Figure 3.3.33 Comparison of the numerical temperature 
   distributions from Cases 1 and 2 with the experimental ones of the BMT 
-------Case 1 
--------Case 2 
\26°C ; 19°C  
                    'I I1 1 
32°C  
    ))I:I 
i  
38°C; 
 Figure 3.3.34 Calculated isothermal lines of Cases 1 and 2 after 0.9 years 
                      178
 w  (%)w (%) 
300-300 - 
       • 
 100-••100 -
-
•  --• 
                                           •
10-10 -• 
- • Numerical 0.9 years - • Numerical 0.9 years 
_ -- BMT hole no.4 • — BMT hole no.2 
      0.9 years0.8 years   
1  i ii 1  i i I I   0 10 20 0 10 20
      Radial distance(cm) Radial distance(cm) 
    a) Case 1b) Case2 
   Figure 3.3.35 Comparison of the calculated water contents 
  distributions in the HCC with the observed ones 
                     179
                                                               1.2  
 40501 1.52 
~25z 60  2070  15(                                80 
1 
10401.2 C60 ~11 .2 1.5 2         40 401v..1.2                                                            11.2 30
0.8        30
0.8 
                           20 
41100.50.8 
1 
   301.2 
                                                        0.8                                                           /21.5 
            40 10 11
.61553                                                      1.24                              .50 .~      206 5030                                  50
1.24 3 
      '602 1/ 60 
       501.5 
4030201 0.8  




                                 40 
140.50 501 .2 1.5 
la) measured iso-moistures lb) calculated,c) calculated 
    in heater hole no.4 (%) I iso-moistures(%)iso-void ratios 
Figure 3.3.36 Comparison of measured iso-moisture contents in the 
HCC with the measured ones and the calculated iso-void ratiosa bout 
10 months after the start 
                   180
From these results, it seems reasonable that the real distribution of w in the HCC may 
be influenced more strongly by water movement due to evaporation than by changes in 
the void ratio due to expansion. 
  It is concluded that since k is very much dependent on n, the seepage behavior is 
influenced by the complicated state of expansion. Moreover, the real behavior is 
expected to be even more complex with the effect of  additional evaporation. 
3) Effects of thermal expansion on heat transport and expansion 
  Figures 3.3.31 a) and c) indicate that the HCC expands nearthe heater more than 
near the rock in Case 1, while it expands uniformly near both in Case 3. It may be 
expected, therefore, that the nonuniformity of the distribution of n in the HCC is 
caused by thermal expansion, since the swelling due to seepage occurs uniformly, as 
shown in Case 3, in which thermal expansion is not considered. 
  Figures 3.3.30 a) and c) show that the temperature distribution at the 8th month in 
Case 1 is basically the same as the one in Case 3, and that the temperature does not 
increase near the heater temporarily at the 7th week in Case 3. This is probably 
because KT would not decrease much at that time in Case 3, since w does not 
increase very much, as shown in Figure 3.3.32 c). Hence, changes in KT, induced by 
thermal expansion, may have influence on the temperature distribution i  the HCC. 
  Figure 3.3.37 shows a comparison of the measured unsteady changes in pressure 
at the middle height of the heater hole wall and the calculated ones. It is found from 
Figure 3.3.37 a) that the expansion pressure induced by both swelling by seepage and 
thermal expansion (Case 1) is about wice that induced by only the swelling due to 
seepage (Case 3). Thermal expansion, therefore, may have a great effect on the 
expansion behavior occurring in the HCC. 
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 Figure 3.3.37 Comparison ofthe measured unsteady changes in pressure 
 at the middle height of the heater hole wall with the calculated ones 
 Figure 3.3.37 also shows that he calculated xpansion pressure is greater than the 
measured one at the early stage and that it arrives at a steady state arlier than the 
measured one. This is caused by the fact that the suction and the temperature 
distribution reach the steady state at an early stage of the computation. There is not 
much difference in the measured temperature distribution, however, between after 0.9 
years and after 3 years, as shown in Figure 3.3.33, although the measured heater 
holes are different. Thus, the increase inpressure atthe heater hole wall after 1 year 
may be caused by the swelling due to seepage. 
  It may be concluded that the assumption related to the swelling process in an 
unsaturated region is not appropriate for the behavior occurring in the HCC, the 
assumption being that he swelling pressure is the same as the suction. 
4) Effect of material placed in the slot on heat transfer, seepage and 
expansion 
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   Figures 3.3.30 a) and b) indicate that the temperature in Case 1 rises up gradually, 
 while the temperature s ttles down to a steady state  after an increase on thefirst day in 
 Case 2. This high temperature on the first day is possibly because the heat is confined 
 in the HCC due to the effect of the high heat capacity of water in the slot. After a 
 while, the temperature in the HCC decreases by conducting the heat hrough the water 
 to the adjoining rocks. Figure 3.3.34 indicates that temperature spreads farther in 
 Case 1 than in Case 2 after 0.9 years due to this effect at the early stage. 
   Figure 3.3.31 b) shows that n is smaller near the heater thannear the slot after 4 
 months in Case 2. This is probably because the HCC is compressed near the heaterby 
 the swelling induced by the seepage from the surrounding rock. In other words,the 
swelling due to seepage from the slot is larger than the thermal expansion due to a 
 temperature increase of the heater. This phenomenon is different from that occurring in 
 Case 1. Thus, it is assumed that the expansion behavior in the HCC is dependent on 
 the material filled in the slot. 
   Figure 3.3.32 b) shows that the w of the HCC decreases near the heater after 7 
 weeks. The tendency of the unsteady change in the distribution of w is similar to that 
 of n shown in Figure 3.3.31 b). This is probably because the delayed supply of water 
 to the part near the heater from the surrounding rock at the 7th week, as shown in 
  Case 1, does not occur in Case 2. 
(4) Conclusions 
  This section described the application of the coupled thermal, hydraulic and 
mechanical nalysis methods to the Buffer mass test conducted in the Stripa project. 
The conclusions are summarized as follows: 
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  1) The distributions of heat conductivity and permeability are affected more by 
    porosity changes than by water content changes, and they become nonuniform with 
    the process of expansion. 
  2) The temperature distribution is not so much dependent on the complicated heat 
    conductivity distribution i  the HCC as on the change rate of heat conductivity. 
  3) The assumption related to the swelling process in an unsaturated region might not 
    be appropriate for the behavior occurring in the HCC, the assumption being thatthe 
    swelling pressure is the same as the suction. 
  4) Evaporation may have a serious effect on the water content distribution in the HCC. 
  5) Thermal expansion has much influence on the expansion behavior in the HCC.
  6) When water is placed in the slot between the HCC and the surrounding rock, the 
    temperature rises in the  HCC the first day after the canister has been set up and then 
    decreases afterwards. 
  7) The expansion process is influenced by the material placed in the slot. 
  Although these analyses were carried out through use of manyassumptions, the 
results are helpful for understanding the phenomena observed at the site. The phenomena 
will be better understood by refined experiments based on the results of these analyses. 
  Problems remain with the unsaturated properties, depending on void ratio changes 
such as those in equations (3.3.50) and (3.3.52), and the constitutive law which includes 
swelling due to seepage. 
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3.4 Three-dimensional Thermal-Hydraulic-Mechanical 
   Coupling 
3.4.1 Introduction 
 For the assessment of the high level radioactive waste disposal and the understanding 
of the phenomena which occurred at the site, coupled thermal, hydraulic and mechanic 
behavior has to be examined as exactly as possible. In the previous section, the two 
dimensional coupling code was introduced for this purpose and a few field experiments 
were examined. The geometry of the depository is, however, three dimensional nd that 
effect is not negligible. Thus, we developed the new analysis code for three dimensional 
coupled thermal, hydraulic and mechanic phenomena inthe saturated-unsaturated fi l s, 
which is called THAMES3D. This code takes advantage of preconditioned conjugate 
gradient method in order to save the computer storage and calculation time. 
 In this section, the method of this code and verification results arepresented, and then 
two example problems are solved and the three dimensional results are compared with 
the ones obtained from the two dimensional nalysis. 
3.4.2  Preconditional conjugate gradient method 
  The equations mentioned in the previous ection are discretized to finite element with 
the Galerkin method and then the matrix form, Gx = f, is constructed, where G is the 
global matrix, x is the unknown vector and f is the nodal force vector. 
  Gauss Elimination method (GE method) is often used forsolving the matrix form. 
GE method is very useful for solving the matrix of which band width is not large. The 
band width of the matrix is dependent on the number of unknown variables and the 
connectivity of the elements. It is generally very difficult to number nodes so as to 
make the band width small for three dimensional mesh. Furthermore five unknown 
variables have to be considered (displacements of X-Y-Z directions,total water head, 
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temperature) in this three-dimensional coupled analysis. Thus a rather large band width 
of the global matrix is often produced for the analysis in this code. Large memory 
storage of computer and calculation time are needed if GE Method is applied for the 
examination with this code. From these reasons, we have to use the more effective 
method to solve the matrix. 
   THAMES3D takes advantage of the Preconditioned Conjugate Gradient Method 
(PCG method). In this iteration method only the relations between the neighboring nodes 
are considered. Thereby, the memory needed is smaller than in the case of the GE 
method. 
  The algorithms of PCG method can be explained as follows: 
(1) First Step (initial state) 
 rO=bAx0, PO=Bro(3 .4.1) 
in which A is GTG. Superscript T means transposed matrix, b is GTf, P is a correction 
vector, rl is the error at the ith iteration and subscript 0 means the initial set. B is a 
preconditioner. 
(2) Iteration Calculus 
  Firstly, we get the magnitude of correction, 
    (Pk, rk)  ak - (P
k, AP k)(3.4.2) 
where (P,r) is the inner product of P and r, a is the magnitude of correction, subscript k
is the iteration umber. Then the unknown vector is corrected with the next equation. 
xk+1 = xk + akPk                                                 (3
.4.3) 
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  Using this unknown vector, the error at the  (k+1)th iteration is calculated by the 
following equation. 
rk+1 = rk - akAPk(3 .4.4) 
  Sequentially, the correction vector at (k+1)th iteration is obtained likethe followings. 
13k = -(Pk,1AP---------)' Pk+1 = rk+1  QkPk(3.4.5) 
  This iteration continues until Pk becomes zero. At this point, rk also becomes zero and 
then, xk becomes exact . B is called a preconditioner which reduces the iteration cycles. 
In this case only the diagonal of global matrix A is involved in the preconditioner B. 
3.4.3 Comparison with analytical solutions 
   In order to verify the functions of THAMES3D, theoretical solutions for the 
mechanical-hydraulic, mechanical-thermal and hydraulic-thermal problems are compared 
with the ones calculated with the THAMES3D. This code has to be verified for the fully 
coupled hydraulic, mechanic and thermal problem. This problem is, however, not 
solved analytically at the present. 
 As to the comparison of the mechanical behavior with the hydraulic behavior, aone 
dimensional consolidation problem was investigated. Figure 3.4.1 illustrates the finite 
element mesh and the loading condition. The upper boundary is set to be a drainage 
condition and the other boundaries are set to be a no-flux condition. Displacement is
allowed for the z-direction (vertical direction) only. The numerical results are compared 
with Terzaghi's olutions as shown in Figure 3.4.2. As can be seen in this figure, the 
calculated results agree with the theoretical ones very well. 
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 The mechanical-thermal nalysis is applied to a two dimensionalthermal stress problem 
as shown in Figure 3.4.3. This simulates the thermal stress induced in the thick walled 
cylinder with a constant temperature gradient. The horizontal and vertical boundaries are 
fixed and the inner and outer ones allow a displacement. The temperature distribution is 
given by t = 5 °C/r in which r is the radial distance and t is the temperature. The 
comparison of numerical results with analytical ones are shown in Figure 3.4.4. It is 
found from this figure that the calculated radial and tangential stresses agree with the 
analytical ones very well. 
 The heat transfer in moving groundwater field is the third problem to be considered 
for the THAMES3D verification analysis. The fluid flows to x-direction only with the 
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    Figure 3.4.2 Comparison of numerical results with Terzaghi's solutions 
constant velocity; 0.05m/s.The temperature is fixed at 1 °C at the upstream boundary and 
0 °C at the downstream boundary as shown in Figure 3.4.5. The results are shown in 
Figure 3.4.6. As can be seen in the figure, the theoretical results coincide with the 
numerical results very well. This type of advection-dispersion problem is difficult to 
solve for the advection dominate. The nature of the advection-dispersion equation can be 
conveniently characterized by the Peclet number. In this case it is 0.25. If the problem 
has the higher Peclet number, the THAMES3D will not solve the problem well. 
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      Figure 3.4.3 Finite element mesh of thick-walled cylinder with a 
      constant temperature gradient 
However, the problem treated for the high level radioactive waste disposal has the very 
low velocity field. Thus, this does not appear to be a problem for practical purpose. 
3.4.4 Analysis of a imaginary deep nuclear waste depository 
 High-level radioactive wastes are planed to be disposed in deep geological formations 
after a interim storage. In our model calculations, the region is considered having an area 
of 2000 x 2000 m and a height of 1500 m as shown in Figure 3.4.7. The geology is 
supposed as granite. The depository is assumed to be located within a 500 m times 500 
m square at the depth of 1000 m. Table 3.4.1 gives the properties of the rock mass 
considered. 
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Table 3.4.1 Parameters used in the analysis of imaginary depository 
 ParametersValues  
  Young's Modulus 500000tf/m2 
  Poisson's Ratio0.3 
  Unit Weight2.7t/m3 
  Initial Void Ratio0.02 
    Intrinsic Permeability (x-direction) 10-12 m2 
(y-direction)10-12 m2 
(z-direction)10-12 m2 
   Specific Heat of Soil42.6 m/ C 
    Heat Conductivity of Fluid6.12x 10-5tf/ °Cs 
    Heat Conductivity of Soil6.12x10-5tf/ °Cs 
    Thermal Expansion Coefficient6.0x10-6 1/ °C  
I No heat andFixed temperature and 
       water, flux conditiontotal head condition 
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 Figure 3.4.7 Finite element mesh and analysis conditions for three-
 dimensional model 
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   This model is analyzed by using the two-dimensional code,THAMES and the three-
 dimensional code,  THAMES3D. Figure 3.4.8 is the schematic f gure of two dimensional 
 model and Figure 3.4.7 is that of three dimensional one. The depository is simulated by 
 the heat sources indicated by circles in Figures 3.4.7 and 3.4.8. The heat source is set at 
 100°C during the analyses. The temperature in the initial state is a function of the depth, 
 Dep, 
t = 20 + 3XDep/100 (°C)(3.4.6) 
 Therefore, the temperature at the depository (= GL. -1000m) is50°C. 
 The permeability s also assumed tobe the function of the depth. We use the following 
equation proposed by Iwai (1976). 
ke [1+ A(Qeo/ )t  
[1+ A(6e/C)t)(3.4.7) 
where Ice is the intrinsic permeability under the stress, ae and kod is the one under the 
reference stress, aeo. A, and t' are the constants. 
   Total water head is constant for all regions in the initial state. The boundary 
conditions are indicated inFigures 3.4.7 and 3.4.8. 
  The distribution f displacement vectors at y = 0 (frontal profile) due to thermal stress 
after an elapsed time of 100 years is shown in Figure 3.4.9 and Figure 3.4.10. The three 
dimensional analysis gives imilar esults as the two dimensional one at the vicinity of 
the heat source. However, with increasing distance from the heat source the three 
dimensional analysis yields maller displacements. The reason for the divergence of the 
results is due to the assumption f plane strain condition i  the two-dimensional case. 
The thermal stress are isotropic and the depository has the finite length for y-direction i
Figure 3.4.7. 
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 In Figure 3.4.11, the relationship between the elapsed time and the displacement from 
the three dimensional nalysis is depicted. With decreasing distance from the heat source 
the displacement becomes larger. At 100 000 years the displacement ceases, resulting in 
a steady state for the displacement. 
 The ground water velocity is also influenced by the heat generated at the depository. 
The distribution of velocity vectors at an elapsed time of 10000 years is given in Figure 
3.4.12. For location close to the heat source, the ground water flows upward and for a 
remote location, the effect of the heat source on the groundwater velocity is small. 
3.4.5 Conclusions 
For detailed assessment of the phenomena occurring at a high level radioactive waste 
repository, anew analysis code for the assessment of the fully coupled thermal, hydrau-
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     Figure 3.4.11 Relations between the elapsed time and the displace-
      ment from three-dimensional analysis 
lic and mechanic behavior is developed. This code used the PCG method in order to save 
the computer storage and calculation time. In this section, the basic concept of this code 
was introduced and then verification of the results was presented. The verification was 
carried out for the consolidation problem, thermal stress problem and heat transfer 
problem in the advection-dispersion field. Furthermore, the ability of this code for the 
assessment of disposal was demonstrated byusing an ideal repository in a granite rock 
mass. 
 The followings are clear from the above xaminations: 
 1) This code called THAMES3D has the ability to explain exactly the coupled thermal, 
    hydraulic and mechanic behavior. 
 2) The two dimensional analysis estimates larger thermal expansion due to the heat 
    generated at the depository than the three dimensional one. 
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3) The fluid flow caused by the buoyancy induced from the temperature change is not 
  small at the vicinity of site. 
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      Figure 3.4.12 Velocity vector distribution at 10000 years 
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Chapter 4 NUMERICAL METHODS OF SOLUTE 
      TRANSPORT IN ROCK MASSES 
4.1 Introduction 
  In this chapter, we discuss the solute transport problem under ground. This is the 
most important subject to be analyzed for the safety assessment of radioactive waste 
disposal. For these analyses, however, it is necessary to obtain the velocity vector 
distributions of the ground water and the solute flux or concentration leaking out of the 
repository. As a general problem of  radionuclides, the concentration is dependent on time 
due to decay and generation by a parent-to-daughter t ansformation. Thus, the 
concentration changes with time at the boundary. This prc,alem is also dependent on the 
kinds of nuclides which are disposed in the repository. Except for the radionuclide 
transport problem in the natural ground, therefore, the examination of the solute flux or 
concentration leaking out of the repository is generally considered to be an other subject. 
In this section, such a boundary condition is assumed to be known. 
  In order to analyze solute transport in the ground, two kinds of modeling are generally 
needed, i.e., a modeling of the geological structure and a modeling of the transport 
phenomena. There are two types of modeling for the former, i.e., deterministic modeling 
and stochastic modeling. The stochastic modeling is based on the fact that it is impossible 
to make a complete model of the geological structure, even if techniques used in the field 
survey are greatly improved. An examination applying the stochastic modeling focuses 
on the effects of the heterogeneity of the velocity distribution of the ground water on the 
solute transport. The deterministic modeling, on the other hand, uses the geometry of the 
geological structure deterministically obtained by proper methods. Figure 4.1.1 shows 
the types of modeling for the geological structure. In general, the stochastic modeling 
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 Q Ground water flow)  
I------------------------------ I 
          Deterministic Stochastic 
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  Homogeneous Heterogeneous Statistical Heterogeneous 
                                    Homogenous 
  Figure 4.1.1 Modeling types for the geological structure (after Furuichi (1984)) 
uses assumptions on the statistical homogeneous and ergotic characteristics of the 
ground. 
  There are also many kinds of modeling for transport phenomena. Among the transport 
phenomena, Focus has mostly been placed on adsorption phenomena inprevious works. 
The adsorption modeling can be roughly classified as shown in Figure 4.1.2. 
Adsorption is therms) 
I------------------------------------------I  
I EquilibriumI Non-equilibrium 
II II 
      Multi-site I Single-site I Multi-site I Single-site 
           Figure 4.1.2 Types of adsorption isotherm modeling 
  The multi-sites modeling, e.g., the double porosity model or the two-site model, is 
used to explain the complex phenomena observed at the unsaturated zone and the 
fractured rocks whose phenomena are difficult to express with the single-site model. 
Thus, these kinds of models may be related to the geological structure and may be based 
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on the assumption that the structural heterogeneity is equivalent o the existence of 
various adsorption sites. Other bases for the multi-sites modeling are assumptions on the 
existence of multi-types olutes and multi-types water, e.g., mobile and immobile water 
and adsorptive and hardly adsorptive solutes. In such cases, the mechanisms of the multi-
site have to be examined through detailed experimental investigations, but it seems 
difficult at the present time to verify the effects of such a multi-types water or solute on 
solute transport phenomena. 
   Moreover, time-dependent macro-dispersion phenomena have been studied by many 
researchers. Their studies have been based on observations of the apparent increase in 
longitudinal dispersivity according to the scale of the experiment. There are many studies 
about his subject, in which it is considered that the heterogeneity has a great effect on the 
scale effect of the dispersion coefficient (e.g., Dagan (1984) and Neuman and Zhang 
(1990)). In these studies, the stochastic models have been developed in order to express 
the effect and a longitudinal macro dispersivity depends on the log hydraulic onductivity 
variance and integral scale. Namely, they have used the stochastic modeling of ground 
water in Figure 4.1.1. It seems, however, that the reason, why the rate of the 
longitudinal spread increases in a non-Fickian fashion with time, is not caused only by 
the spatial variations in hydraulic conductivity, buy also by the non-equilibrium 
isothermal dsorption or a multi-sites adsorption system mentioned above. The study has 
been scarcely conducted, which the effect of both heterogeneity of the ground and 
complex adsorption mechanism isexamined in a theoretical framework. In other words, 
it seems at the present ime that the mechanism of the solute transport in  non-Fickian 
fashion is arbitrarily understood through a model. 
  In addition, there are problems about the way to solve the advectio
n-dispersion 
equation. The advection-dispersion equation used for solute transport analyses i  diffi
cult 
to solve in high velocity fields where the Peclet number is large. Many previous works 
have focused on how to obtain a stable solution for such a situation
. On the other hand, 
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studies using an analytical solution for the solute transport equation have also been 
carried out, e.g., the particle tracking method (Yamashita nd  Kimura (1988)). This kind 
of method yields a correct solution and a good mass balance situation in any velocity 
field. In many cases, however, these methods are limited in the boundary conditions and 
the dimension that can be applied in the analyses. The examinations carried out in this 
paper deal with a finite element type method that can solve the partial differential equation 
governing solute transport. 
  Looking at matters mentioned above, the followings are examined in this section: 
  Firstly, a two-dimensional problem using the equilibrium isotherm and single-site 
adsorption model is examined. The upstream ethod is introduced and investigated for 
its applicability, and then the Eulerian and Lagrangian method proposed by Neuman 
(1981), which is very effective for any Peclet number, is examined. Both methods have 
been developed to get the stable solutions. Secondly, the adsorption models different 
from the isothermal instantaneous and single-site adsorption model are examined. The 
effectiveness of these models for the solute transport analysis in a heterogeneous filed is 
specially investigated. Finally, the new three-dimensional model for the transport 
problem in fractured rock masses is introduced, in which the dilution effect of the 
concentration i the fracture due to water leaking from the adjoining rock block is 
considered with the matrix diffusion. The dilution and the matrix diffusion can cause the 
solute spread in non-Field= fashion. 
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4.2 Previous Works 
  Most numerical methods for solving the advection-dispersion equation can be 
categorized as  Eulerian, Lagrangian or Eulerian and Lagrangian methods. 
  The most common Eulerian method is based on finite differences. This approach 
performs well in regards to a small Peclet number (Shamir and Harleman (1967)). When 
the Peclet number is large, however, the method using central difference approximation 
for the advection term in the governing equation produces oscillations in the solution. 
This oscillatory behavior is eliminated when a spatial increment isselected which satisfies 
the following equation : 
vidx;   2 
Du(4.2.1) 
where vi is the velocity vector and D« is the dispersion coefficient ensor. This limitation 
can prove inconvenient when large velocities or small dispersion coefficients are 
encountered. To prevent such inconveniences, upstream (or upwinding) approximation is 
used. Although this approximation will eliminate numerical oscillations, it will generate 
numerical dispersion to smear the sharp concentration front. 
  On the other hand, the finite element method has also been applied to solute transport 
problems. Although high-order Galerkin approximations are more accurate than standard 
finite difference techniques (Price et al. (1968)), they do not yield stable solutions when 
dealing with advection dominated problems. The upstream weighting method is used to 
reduce oscillations by increasing the numerical dispersion (Heinrich et al.(1977)). 
  Lagrangian methods can mainly be divided into two kinds. One focuses on the 
movement of one particle and the other is based on either a deforming rid or deforming 
coordinates. The method representative of the former type is a Monte Carlo method. This 
kind of method has mostly been used for transport problems in the atmosphere. A general 
                       210
method representative of the latter type is called the methods of characteristics. By a 
deforming rid parallel to the characteristics, the equation to be solved is devoid of 
advective terms and can be solved without difficulty (O'Neill (1981)). When the velocity 
field is approximately uniform, this method is very effective and highly accurate at any 
Peclet number. 
  The Eulerian and Lagrangian method combines the simplicity of the fixed Eulerian 
grid with the computational power of the Lagrangian approach. Since the velocity of 
ground water is usually computed independently of the transport problem, using a fixed 
Eulerian grid, it would be most convenient for the advection-dispersion equation to be 
solved on a grid compatible with the one used in the seepage analysis. A review of the 
advances in this method can be shown in Neuman (1983), the most general of which is 
called the  continu  Jus forward particle tracking method originally suggested by Garder et 
al. (1964). In this method, the advection is handled by the method of characteristics 
applied to a set of moving particles, while the dispersion part of the problem is solved by 
an explicit finite difference or finite element method. Neuman (1981) pointed out, 
however, that the existing theory behind this version of particle tracking is vague, and he 
went on to derive a theory that did not leave room for ambiguity. In addition, a more 
efficient scheme called the single-step reverse particle tracking method was developed by 
Neuman and Sorek (1982) to avoid the need for a large number of moving particles. 
Neuman (1983) then modified this method by combining it with the forward particle 
tracking method. 
Karasaki (i989) proposed the Eulerian and Lagrangian scheme with an adaptive 
gridding, whose model avoids the numerical dispersion by creating new Eulerian grid 
points instead of interpolating the advanced profile back to the fixed Eulerian grid. 
  Table 4.2.1 shows a brief comparison of the Eulerian method and theLagrangian 
method. 
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                 Table 4.2.1 Comparison of Eulerian method and 
                   Lagrangian method (after Furuichi (1984)) 
          Subjects Eulerian method Lagrangian method  
            Numerical model Advection-dispersion Characteristics
                                equationStochastic differential 
                                                    equation 
           ErrorsDiscretization error round-off error 
           Constrain from stable existnot exist 
             condition 
          Numerical dispersion existnot exist 
           Limitation of number not existexist 
            of samples 
          Treatment of hetero- easydifficult 
             geneous parameter 
         Treatmentofnon- easydifficult 
            equilibrium adsorption 
        Non-linearityeasydifficult 
             Three-dimensional need large memories relatively easy 
  analyses  
      Another study to be reviewed is one related to the dispersion phenomena in the 
    heterogeneous velocity field. The dispersion phenomena in the geologic media canbe 
    divided into micro-dispersion a d macro-dispersion. The former is the dispersion and the 
    diffusion phenomena induced by variations in the velocity at the micro-level, which are 
    caused by random aspects of micro-interstices in the ground. The micro-dispersion 
    phenomena re important in the scale of the laboratory column experiments of which 
    regions are smaller than the M.E.V. (Maximum Elementary Volume) where the 
    heterogeneity of the hydraulic conductivity does not have any influence on the 
    phenomenon as shown in Figure 4.2.1. 
       Macro-dispersion, on the other hand, is induced by fluctuations in the ground water 
    velocity which are produced by spatial variations in the hydraulic onductivity of thefield 
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scale, as shown in Figure 4.2.2. Values for the macro-dispersion bserved in field tracer 
tests are considerably greater than the micro-dispersion values in the column tests 
 (Gillham and Cherry (1982)). Field tracer tests (e.g., Peaudecef and Sauty (1978) and 
Freyberg (1986)) suggest hat, in relatively uniform materials, the rate of longitudinal 
spread increases in a non-Fickian fashion with time or mean travel distance toward a 
constant Fickian limit. 
  Both micro-dispersion and macro-dispersion have been studied with statistical 
modeling by many researchers, e.g., Bear (1961) and Scheidegger (1961) for micro-
dispersion, and Matheron and Marsily (1980), Tang et al, (1982) and Neuman and Zhang 
(1990) for macro-dispersion. As another study on micro-dispersion, geometric models 
were studied by Taylar (1953) and Aris (1956), and the probability models were studied 
by Schidegger (1954) and Saffman (1959). For micro-dispersion, the following equation 
obtained from the statistical model (Bear and Bachmat (1967)) has been used in many 
mass transport analyses: 
Dij= aijkmVYPe+8-uDd 
    V Pe+2+482(4.2.2) 
where D1j is the hydrodynamic dispersion coefficient tensor, V is the average velocity, Pe 
is the Peclet number (= LV /Dd where L is some characteristic length of the pores and Dd 
is the coefficient of molecular diffusion for the solute in the considered liquid phase), Vk 
and Vm are the average velocities in the k-direction and the m-direction, respectively, Stj 
is Kroneker's delta and a{jim is the geometric dispersivity of the porous media which 
represents he influence of the geometry of the void space. The first term at the right-hand 
side of this equation represents mechanical dispersion. The equation was derived from a 
statistical model, composed of a network of interconnected capillary tubes, and is related 
to the void structure at the micro-level. 
  As shown in the equation, the hydrodynamic dispersion is a function of the velocity. 
Figure 4.2.3 shows a schematic representation f the results for a large number of experi-
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Figure 4.2.2 Concept of the scale effect of the dispersivity (after 
Gillham and Cherry (1982)) 
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ments on the nonlinear effects of velocity on the hydrodynamic dispersion (Bear (1972)). 
It is found from this figure that molecular diffusion predominates in the low Peclet 
number egion, and that spreading is caused mainly by mechanical dispersion as the 
values of the Peclet number grows. 
  Macro-dispersion has been modeled as a time-dependent matter (Dagan (1984), 
Gelhar (1987), Rubin (1990), Neuman and Zhang (1990)). Among the various studies, 
many researchers have used the expression for the spatial covariance of ensemble mean 
concentrations in a statistically homogeneous random field of mildly fluctuating log 
hydraulic onductivities. Thus, the expression for macro-dispersivity is based on the fact 
that the hydraulic conductivity is known at each point in space, while it is difficult as a 
problem of fact to sufficiently grasp those quantities in a whole region of interest (Jinno 
(1990)). The exponential covariance of log hydraulic onductivities i  assumed in many 
cases. 
  While the stochastic models of macro-dispersivity are very effective for interpreting 
the scale effect of solute transport problems, it is generally difficult to solve the initial and 
boundary problems of solute transport with a time-dependent dispersion coefficient. 
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4.3 Two-Dimensional Solute Transport Problem 
4.3.1 Introduction 
 As mentioned in Section 4.1, after making models for the geological structure and the 
transport phenomena, the transport equation is solved. It is difficult, however, to solve 
this equation when the velocity is very high. As mentioned in the previous section, many 
studies have been  carried out in an attempt o avoid the oscillation of the solutions in such 
a situation. Among these studies, the upstream scheme for the finite difference and the 
finite element methods has been the most widely used for many analyses, although more 
stable solution methods have been developed, e.g., Eulerian and Lagrangian method. 
This is probably due to the fact that they can easily be applied to computer programs. In 
particular, the scheme for the finite element method is simple to apply through use of an 
asymmetric function as the weighting function. 
  Firstly, the upstream scheme for the finite element method is introduced in this section 
and its applicability is discussed. This method has been studied by many researchers and 
the stability of its solutions has been discussed. It may seem, however, that the 
applicability of this method to real problems has not been examined well. This is 
probably because the meaning of the Peclet number in real phenomena does not coincide 
with that which is an index of the stability of the solutions. When the characteristic length 
of the medium and the dispersion coefficient in the definition of the Peclet number in real 
phenomena re defined at the microscopic level, the Peclet number is estimated at a very 
high value. As a result, this method cannot be applied to real problems. In this section, 
therefore, the definition of the characteristic length of the medium and the dispersion 
coefficient at the macroscopic level are discussed along with the definition used in the 
study on the statistical dispersion coefficient, and the applicability of this method is 
examined. In addition, it is demonstrated that solutions with the upstream method become 
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more accurate due to the introduction of a common technique to reduce the numerical 
dispersion. 
  Secondly, the Eulerian and Lagrangian method proposed by Neuman (1981) is 
introduced and then extended to a two-dimensional region. The  Eulerian and Lagrangian 
scheme xamined in this section is the one with the continuous forward particle tracking 
method, which has to obtain the projected values of the concentration changed by the 
advection during a time interval onto the fixed finite element grid, with which the residual 
dispersion problem is solved. This projection process may yield numerical errors in the 
solutions. To extend Neuman's theory to the two-dimensional field, the correct 
interpolation method has to be developed in the two-dimensional region. After briefly 
introducing the his theory, the new interpolation method, which considers the velocity 
direction, will be introduced. 
  In addition, the finite element approach to calculating the nodal velocity is examined. 
The velocity is generally obtained for the element from conventional seepage analyses 
with the finite element method. Hence, it is necessary to project he velocity distribution 
obtained at each element onto the distribution at each node in order to analyze the 
transport problem with the Eulerian and Lagrangian scheme. In order to avoid numerical 
errors in such a interpolation process, the seepage analyses method, in which the velocity 
is obtained at the nodes, will be introduced and then discussed. 
 Furthermore, in comparing the Eulerian and Lagrangianmethod with the method of 
characteristics, the nature of this method is examined. Finally, the applicability of the 
Eulerian and Lagrangian method is discussed . 
4.3.2 Upstream finite element method 
(1) Basic theory 
 For simplicity, the following general advection-dispersion equation is considered here: 
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ac + v—ac =Da?c 
at  ax axe(4 .3.1) 
where c is the concentration, v is the velocity and D is the dispersion coefficient. Both v 
and D are assumed to be constant in this section. 
  When the standard Galerkin type discretization method is used for the finite element 
form of equation (4.3.1), the results are similar to those of the central difference 
approximations (Zienkiewicz and Godbole (1975) and Furuichi (1984)). The central 
difference xpression becomes unstable when mesh size dx is such that the local Peclet 
number, Pe (=vdx/D) is greater than 2. To overcome such difficulties, it was reported 
that he upstream (or upwind) finite element method is effective (Heinrich et al. (1977)). 
This method uses asymmetric functions as weighting functions, WI, as shown in Figure 
4.3.1. 
Wj 
               --./-1
     4 Fi^NI 
1 
                                 ^ 
                                 ^
1-11I+1 
p 
                                v 
        Figure 4.3.1 Shape function (N) and weighting function (W) 
                     in a one-dimensional problem 
The weighting function of a node I can be written as 
WI=NI±aF(4.3.2) 
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 where the sign attached to the coefficient, a, is negative for elements between nodes  1 
 and  I+1 and positive for elements between nodes I-1 and I. It is evident that when 
 parameter a is set at zero, weighting functions WI reduce to standard basis function Nj. 
 Consequently, the upstream finite element technique becomes identical to the 
 conventional Galerkin finite element technique. 
  With local — coordinates normalized to a variation from -1 to +1, F is given as 
F='4(2- 1)
(4.3.3) 
  With local x-coordinates varied for 0 to h which is the length of the element, F is 
written as 
F = —3— x(x-h) 
h2(4 .3.4) 
  Using the latter expression, an assembled finite element system for node I is 
constructed from the steady state of equation (4.3.1) as shown with the following 
equation (Heinrich et al. (1977)): 
(12(a+1))c!_1-(2+Pea)cj+(1+2e(a-1))cr+1=0 .(4.3.5) 
 We note immediately that equation (4.3.5) gives a formula identical to that of central 
difference approximations when a is equal to 0. And, when a is set at between 0 and 1, 
it gives a form that is a mixture of central and backward ifferences. This equation is not 
oscillatory if a = 0, Pe < 2 or 
Pe z 2, a> 1- 2 
Pe.(4 .3.6) 
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 In addition, Christie et al. (1976) showed that the error of the difference quation is 
zero in this one-dimensional problem when 
a= icothPe)-? 
  2  Pc.(4.3 .7) 
 On the other hand, the assembled system in the upwinding finite difference scheme is 
expressed with a form which adds the pseudo-dispersion term to the normal formula 
(Furuichi (1984)). This is similar to the upstream finite element scheme. Thus, the 
effective Peclet number decreases due to a large dispersion term induced by a high 
velocity and a non-zero a 
 Furuichi (1984) alsoproposed an index for the numerical errors occurring from the 
upstream finite element scheme and indicated the significant effects of the initial value 
distribution on the numerical errors. 
  In general, the numericalcalculation for the advection-dispersion problem contains the 
errors between the true solutions and the calculated ones, even if stable solutions are 
numerically given. These are related to the Peclet number and the Courant number (Cu (= 
v At / Ax)). When both the Peclet and the Courant numbers are set at a small value, the 
numerical solutions are generally close to the true ones. The Peclet number can be 
reduced by setting dx at a small value, while the Courant number can be reduced by 
setting Ax tat a large value and setting At at a small value. For example, Figure 4.3.2 
shows a comparison of the analytical and numerical solutions obtained from the upstream 
finite element method under conditions where Pe = 10 and Cu = 1. a, which is given 
from equation (4.3.7), is 0.8 here. It is found that numerical errors occur even when the 
solutions are stable. 
(2) Applicability of the scheme 
 (a) Peclet number 
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  As shown in Figure 4.3.2, solutions obtained with the upstream finite element 
scheme with any a are stable for problems in which  Pe  is 10 and Cu is 1, while errors 
between true and numerical solutions occur. As mentioned above, this is related to the 
Peclet number and the Courant number. The Peclet number discussed here is a local 
one in which the characteristic length is related to the size of the element. 
  To solve the general advection-dispersion problem, the dispersion coefficient and 
the velocity vector distribution are assumed to be known and constant in the integral 
scale, i.e., an elemental size. In general, the dispersion coefficient and the velocity are 
the parameters specific to the site, and the representative elementary volume (R.E.V.) 
is assumed to exist to prescribe such quantities. The integral scale should be larger 
than the R.E.V. and smaller than the maximum elementary volume (M.E.V.) at the 
macroscopic level. The local Peclet number for the problem should be determined with 
the macroscopic dispersion coefficient and velocity in an integral scale. However, a 
real Peclet number is generally discussed with the expression: 
PeD
d                                               (4.3.8) 
where Ti is the average water velocity (= v/n where v is Darcy's velocity and n is the 
porosity), d is the mean diameter of the grains or the pores and Dd is the coefficient of 
molecular diffusion. 
  As in arealistic ase, if the values Ti = 0.09 m/hr, d = 2 mm and D = 10-9 m2/sec 
are used in equation (4.3.8), the Peclet number becomes 50 (de Marsily (1986)). 
While the Peclet number for the problem shown in Figure 4.3.2 is 10, the upstream 
finite element method cannot solve the advection-dispersion equation with sufficient 
accuracy, much less at a Peclet number of 50. Using this equation, the Peclet number 
is the index of the dispersion-dominated cases or the advection-dominated cases at the 
micro-level; it is not an appropriate index of the stability of the numerical solutions
. 
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  Figure 4.3.2 Concentration distribution at time of 0.01 of the one-
  dimensional analysis (v=100, D=1.0, dxO.l, dt=0.001, Pe=10, Cu=1) 
  On the other hand, Neuman et al. (1990) defined the Peclet number in his study on 




where is the mean water velocity, L is the length of a radius vector parallel to the p 
of an ellipsoid having semiaxes, LI, L2 and L3 which represent the directional integral 
scale, and Dl is the longitudinal macro-dispersion coefficient. 
  The characteristic length used in the Peclet number expressed with equation (4.3.9) 
is an integral scale in which the asymptotic macro-dispersivity is defined. Thus, the 
Peclet number by equation (4.3.9) can be the index of the stability of the solutions in 
the analyses. 
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   Neuman et al. (1990) applied his theory on statistical macro-dispersivity to the 
 Borden tracer experiment in Canada (Freyberg (1986)). The characteristic length,  Lµ, 
was obtained as 2.8 m from the work by Sudicky (1986) in his study. Sudicky 
estimated the LA from the correlation length of In K. Consequently, the Peclet number 
at the Borden site in the Neuman's study was estimated to be about 7.8; this value was 
calculated with parameters µ = 0.091 m/d and D1= 30.6 m2/d. While the correlation 
length of In K has seldom been obtained in a real field, the value of it may be 
approximately in the order of several meters at a real field. The Peclet number at a real 
site may hence be estimated at ten-odd from equation (4.3.9). 
  From the above-mentioned discussion, it is found that the real problem of mass 
transport on a regional scale does not have such a high Peclet number. The integral 
scale in the analyses is defined from the real Peclet number, while the mesh size is 
constrained from the integral scale and the real treatment of input data for the analyses. 
In the numerical calculations, the integral scale is divided into several elements and the 
Peclet number in the analyses may be the unit digit. If the problem with the Peclet 
number of the unit digit is solved accurately, the method can be applied to problems on 
the regional scale. In the next section, this subject will be addressed. 
(b) Applicability 
  Figure 4.3.3 shows the results with the upstream finite element scheme at Peclet 
number 5, which is obtained by setting the mesh interval at a half length for the 
case 
shown in Figure 4.3.2. The time interval, dt, is changed to arrange the Courant 
number in the analyses. It is found from this figure that the numerical solution 
approaches the analytical one with a decrease in the Courant numbe
r, while an error 
between the numerical and the analytical solutions remains for the 
case in which the 
Courant number is 0.1. In addition, the accuracy of the numerical solutions is not 
improved even if the Courant number is set at a value less than 0
.2. 
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    Figure 4.3.3 Concentration distribution at time of 0.01 of the one-
    dimensional analysis (v=100, D=1.0, dx=0.05, Pe=5, At is changed to 
    arrange the Courant number) 
  The results shown in Figure 4.3.3 are obtained by setting the upstream weighting 
factor, a, at a value estimated with equation (4.3.7). The difference among numerical 
results obtained from different a is small in this problem, as shown in Figure 4.3.2. 
  One of the reasons for the difference between the numerical nd analyticalsolutions 
may be numerical dispersion. Mathematically speaking, numerical dispersion is a 
truncation error resulting from approximating the first derivative, dc/dx. 
  Let c = c(x) be a sufficiently smooth function so that it canbe expanded in the 
following Taylor series about x : 
c(x +Ax) =c(x)+dxdIx +(------2x)2dx2Ix +(4x)3dx3Ix + .....(4.3.10) 
 From equation (4.3.10), by dividing by Ax, we obtain 
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 dc Ix_ c(x +Ax) c(x)-(dx)~dxZI  + 0(A 2)(4.3.11)   dx 
where the term 0(4x2) represents the remaining terms in the series, which may be 
disregarded if At is small. On the other hand, the term proportional to the second 
derivative introduces a numerical dispersion coefficient, vdx/2, into the advection-
dispersion equation. A common technique to reduce the numerical dispersion is to use 
(D - vdx/2) as a dispersion coefficient (Bear (1979)). 
  Introducing this procedure into the upstream finite element scheme, the same 
problem shown in Figure 4.3.3 is solved. Figure 4.3.4 indicates the results. When a 
is obtained from equation (4.3.7), i.e., a= 0.61, the oscillation of the solution occurs 
at the upstream of the front, while this modified upstream scheme can simulate an 
abrupt front shape better than the scheme without he above procedure for numerical 
dispersion. This oscillation is caused by the large Peclet number induced by the small 
apparent dispersion coefficient made by the above-mentioned procedure. We can 
arrange the value of a in order to eliminate the oscillation. The results obtained by 
setting a at 1 are shown in Figure 4.3.4. A good agreement between the numerical 
and the analytical solutions is found in the figure. 
  Figure 4.3.5 shows the results for the sameproblem as that in Figure 4.3.2 where 
the Peclet number is 10. It is found that the difference between the numerical and the 
analytical solutions is small when the modified scheme is used
, although an error 
remains. In reducing the mesh interval to a half length, however, the error becomes 
very small, as shown in Figure 4.3.4, when using the modified upstream finite 
element scheme. 
  From the results mentioned above, it is concluded that the transport problem on a 
regional scale, in which the Peclet number is about 10
, is solved correctly with the 
upstream finite element scheme by applying a common procedure to redu
ce the numer-
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   Figure 4.3.4 Concentration distribution at time of 0.01 of the one-
   dimensional analysis (v=100, D=1.0, dx=0.05, dt=0.0005, Pe=5, 
CuJ.1), "Modified" means the upstream ethod using a common 
   technique to reduce the numerical dispersion, and " Upstream" means 
   the convectional upstream ethod. 
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   Figure 4.3.5 Concentration distribution at time of 0.01 of the one-
   dimensional analysis (v=100, D=1.0, dx=0.1, dt=0.0001, Pe=10, 
Cu=0.1), "Modified" means the upstream ethod using a common 
   technique to reduce the numerical dispersion, and " Upstream" means 
   the convectional upstream ethod. 
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 ical dispersion. At that time, since an accurate solution is obtained by dividing the 
 integral scale into a few elements, this method is concluded to be  very practical. 
4.3.3 Two-dimensional Eulerian and Lagrangian scheme 
(1) Basic theory 
  In this section, the basic theory and the numerical approach developed by Neuman 
(1981) are briefly introduced. 
 (a) Theory 
    The general transport equation for the radioactive nuclide is considered here and is 
 written as (Huyakorn and Pinder (1983)) 
M 
  BRdaTl= V.(DV c1- vci)+ E 1m6RdmA,mcm- ORd1AIC1 + q 
        m=1(4.3.12) 
  where Bis the volumetric water content, Rd is the retardation factor, c is the 
  concentration (ML-3), Dis the dispersion coefficient (L2T-1), v is Darcy's velocity 
(LT-1), A is the decay constant (T-1), 4lm is the fraction ofparent component m 
  transforming intodaughter component 1, M is the number ofparent components 
  transforming into the Ith component andqis the rate of the sink/source of the nuclide 
(ML-3T-1). Subscript 1 means the 1th component. 
    The boundary condition needed tosolve quation (4.3.12) is given as 
ci(x,O) =d(x)(4 .3.13) 
-DV'ci + vc1 +a(c1- c)= Q(4 .3.14) 
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where  c1(x), cand Q are known values and x is the position vector. If a -* 0, 
equation (4.3.14) is a prescribed concentration condition; if a = 0, it is a prescribed 
mass flux condition. 
  SinceRd is a positive constant, thefollowing material derivative canbe defined as
fl.)=a.)+~.V(.) 
OR(4.3.15) 
  Using this derivative, quation (4.3.12) can be rewritten as 
M 
gRdD~t1=d•(Ddcl) - cld•v +~,lmORdm)mcm - Rd12lcl +q (4.3.16) 
m=1 
  It should be noted that ci no longer epresents the concentration ata point in the 
Eulerian coordinates, but rather the concentration f fluid particles moving at a velocity 
of vi OR d. The path line of this particle is described by the above material derivative of 
x, which leads to the characteristic equation, i.e., 
Dx _ v 
Dt-(4.3.17) 9Rd 




The 'Ft value of a given fluid particle remains constant along the path line. The 
concentration i equation (4.3.16) can be broken down into two sets, i.e., c1 and Ct. 
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The residual concentration,  e1, must satisfy the following equation obtained by 
subtracting equation (4.3.18) from equation (4.3.16), in other words, 
  aC1M 9Rd1at=V•(DV61)-c1V•v+ E meRdm2lmcm-ORdlA1d1+q 
m=1 
+V.(DVc) - c10•v ORdtXtF1(4.3.19) 
  The total concentration is given as 
c1= c1 + c1,(4.3.20) 
  Equation (4.3.18) for concentration Cl s subject to he initial condition 
ct(x,0) =i3ci(x)(4.3.21) 
and the boundary condition 
vc1 + ce4c1-(4.3.22) 
where /3 is the fraction of the initial and the boundary concentration values transferred 
by advection. If /3 =1, the initial value of di is equal to zero. The initial and the 
boundary conditions for the residual concentration, el, are given by subtracting 
equations (4.3.13) and (4.3.14) from equations (4.3.21) and (4.3.22), respectively, 
i.e., 
1(x,0) =(1-/3 )c°(x)(4 .3.23) 
and 
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 -DOdi +vcr+- cttcl - (140 =DV
(4.3.24) 
Since it is necessary to know the value of Ft before solving equations (4.3.19), 
(4.3.23) and (4.3.24), equations (4.3.18), (4.3.21) and (4.3.22) are solved first. 
(b) Numerical approach 
  To apply theabove-mentioned theory, the velocity is assumed to be obtained at 
each node on the grid for the advection analyses. Let's consider any particle p located 
at point xp at time tk, assigned aFI value equal to cp. Let the velocity at point xp for 
the duration of the time interval At (=tk+1-tk) be vp. At the end of the time step, each 
particle p reaches anew position, namely 
Xp+t = Xp+ 2.')At 
   9Rd .(4.3 .25) 
  The concentration at 3?-1-1  is given byequation (4.3.18) as 
cP+1 = cP.(4.3.26) 
  At this stage, there is a need to project Cl onto the nodes, n, of the finite element 
grid used in the dispersion a alyses. Neuman (1981) used the linear interpolation 
method for the one-dimensional problems and recommended the use of bilinear 
interpolation o obtain more accurate solutions. 
  Subtracting the total concentration , c, at the last time step, t,k from the 
concentration obtained from projecting it onto node n, the concentration, cin1, is 
calculated for each node. 
 Equation (4.3.19) is rewritten here as 
M ORda= v.(DOct) -fel+ EImeRdmAmcm+g+q 
m=1(4.3.27) 
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where 
 f  = -V •v - ORd1At(4.3.28) 
and 
g = V. (D V ) + fai.(4.3.29) 
Equation (4.3.27) is discretized with the Galerkin method as follows: 
(A-B+F)c61+ScU1-cU=Q 
     At(4.3.30) 
where 
All =NI ,,DKrJ,jdvBIl= NIf1Vjdv 
, SII=Nt eRd1NJ dv 
and 
Q ={MD (NIA Cu + NIA cU}n ds + NI q dv 
iM      E 1meRdmAmcmdv - (N1,1 D NIA + NI fNcUIdv        m=1 
                                           (4.3.31) 
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  The first term of the force vector, Q, means the boundary condition. If a in 
equation (4.3.24) is set at infinity, Q is equal to zero and the prescribed concentration 
condition is applied. If a is set at zero, the first term of Q is written by substituting 
equation (4.3.24) as follows: 
 {NI  D(N.ji cif + NIAcU}n ds = {NI vC jN,li }n ds 
. (4.3.32) 
  Since the above equation includes an unknown variable, et, this term is added on to 
the coefficient matrix as F, such that 
FIJ = -(MycjjN,Ij)n ds 
.(4.3.33) 
  In this treatment, a third-type of boundary condition is supposed. If the boundary is
the out flow boundary, F is set at zero because the particle flowing out does not have 
any effect on the concentration i the region being analyzed. When the Neuman 
(second-type) boundary condition is applied, the first term in the right-hand side of 
equation (4.3.31) is treated as the prescribed flux condition and F is set at zero. 
  Finite differences are used to approximate the time derivative. Sincethe particle 
moves along the characteristics during At, a backward ifference scheme has to be 
used. 
  Using the concentration obtained from the above-mentioned finite element method, 
C1 , the total concentration  node n at time tk+1 is calculated as 
Ckn1=C'+Cln1.(4.3.34) 
  During the above treatment, the mesh for the advection analyses does not have to 
coincide with the mesh for the dispersion analyses with the finite element method. 
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  Neuman (1981) reported that a more accurate solution was obtained when using the 
 finer mesh for the advection analyses than for the dispersion analyses. 
(2) Two-dimensional interpolated method 
  The above-mentioned Eulerian and Lagrangian scheme needs a projection of the 
change in concentration brought about by the advection behavior onto the nodes of the 
finite element mesh with which the dispersion behavior is analyzed. This projection 
process has a great effect on the accuracy of the solution. Figure 4.3.6 shows a 
comparison of the results from the linear interpolation method and those from another 
interpolation method, in which the concentrations onthe nodes are obtained by averaging 
the concentrations of the particles included in a given influence region around the nodes 
through use of the following equation: 
Mo
l E (CP+1/ rp)
k+1 _ P  
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where Mp and rp are the total number of moving particles within the influence region of 
node n and the distance between ode n and a certain moving particle, p, respectively. 
  These results are related to the one-dimensional problem of solving 




c (x,0) = 0, 
c (0,t) = 1, 
and 
c(xR,t)=0,(4.3.37) 
  The results are obtained under the conditions that the Peclet number, Pe (= v4z1 D), is 
200 and the Courant number, Cu, is 5.8. It is found from Figure 4.3.6 that a drastic 
change in the concentration at the front is not simulated with the other interpolation 
method and the effects of the interpolation method on the accuracy of the solution are 
significant. 
  Concerning the two-dimensional interpolation methods, Fujinawa (1986) used the 
above-mentioned interpolation method in which C t is obtained by averaging the 
concentrations ofparticles within a certain influence region around node n. The area of 
influence has a great effect on the accuracy of the solution, however, and the criterion for 
determining this area is not clear. Terawaki (1984) proposed an interpolation method in 
which linear interpolation is carried out between eighboring nodes. This method is only 
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effective for rectangular meshes, however, and is difficult to apply to meshes having 
arbitrary shapes. 
  In this section, the new interpolation method, which is effective for meshes having 
arbitrary shapes, is introduced. 
  Firstly, the nearest solute particles are selected in four quadrants around the principal 
direction of the velocity on the node, as shown in Figure 4.3.7. Secondly, the three 
particles nearest to the node are selected among the four particles obtained in each 
quadrant and then plane, of which the z-direction is the concentration, is made with the 
three particles in the space between the two-dimensional coordinate and the concentration 
system, as shown in Figure 4.3.8. Finally, the concentration at the location of the node is 
calculated from the equation of the plane. 
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Figure 4.3.8 Schematic representation f concentration plane around the nodal point 
  The reason for selecting the nearest particles to the four particles obtainedin each 
quadrant around the principal velocity direction is to avoid selecting the particles, which 
the plane is made, in the biased side of the upward or downward region around the node. 
  In one-dimensional problems, only two particles are chosen in the upward and 
downward sides of the node and the plane cannot be made. In such cases, the 
concentration  the node is obtained from equation (4.3.35) with the concentrations and 
distances of the two particles. This procedure yields the same results as the linear 
interpolation method. 
 It should be noted in this interpolation method that the mesh for the advection analyses 
does not have to be the same as the mesh used in the dispersion analyses. 
(3) Seepage analysis using velocity as an unknown variable 
 (a) General remarks 
   As mentioned in the previous section, the Eulerian and Lagrangian method needs 
 the velocity vector on the node. It is common for the velocity vectors to be calculated 
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 for the element, however, when conventional finite element methods are used in the 
 seepage analysis. To obtain the velocity on the node, the proper interpolation method 
has to be applied to the velocity vector distribution obtained for the elements. If the 
hydraulic onductivity distribution is heterogeneous, a numerical error may occur in 
the interpolation process. 
  The seepage analysis method, using velocity as an unknown variable, is effective 
for avoiding such a numerical error. The penalty function method, on the other hand, 
has been used in analyses of viscous fluids, in which velocity is the only unknown 
variable. However, It is often in the ground water seepage analyses that the boundary 
condition is given as the prescribed pressure condition, and the validation of the 
analyses i  carried out by comparing the water pressures measured at in-situ sites with 
the calculated ones. Hence, the method using both velocity and total pressure as 
unknown variables is examined in this section. 
(b) Finite element discretization 
  The basic equationfor the flow of ground water is written as 
SSaP+avt=0 a
tax;(4 .3.38) 
where  SS is the specific storage coefficient, p is the total pressure and vi is Darcy's 
velocity vector. 
  On the other hand, the equation of motion is given as the following equation which 
uses Darcy's law: 
vi = -ku psi                                             (4.3.39) 
where ku is the hydraulic onductivity tensor. 
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  Using the Galerkin method, both equations are discretized . The results are obtained 
as 
 _  AX 0 BX (vX 0 1 
 0 Ay BY ")' = 0 
dtCX AtCY DP Dp+ F J                                            (4.3.40) 
where 
AD _ 1(NI J vCjJ = (NL,m NJ)dv 
B%I = (NI KXXNJ.+ NIKXyNJ,y) dv131j= (NI KyXNJ.                                            J.,X+NIKyyNJ,y) dv
yv
, 
DIJ=(NI SS NJ) dvFI = (N1 NJ vJi n;) ds 
where V is the elemental volume, S is the surface area of the element, n1 is the normal 
vector to the surface, NI is the shape function for pressure and NI is the shape function 
for velocity. 
(c) Shape function 
  When equation (4.3.40) is solved, the pressure works so as to restrain the velocity. 
This is similar to what happens in the consolidation analysis by Biot's theory, in 
which the pressure works so as to restrain the deformation occurring through the 
increase in effective stress. Thus, if the shape function for the pressure is the same as 
the one for the velocity, the solution is expected to have oscillation because acoupled 
deformation and seepage analysis using the same shape function for the deformation 
and pressure has oscillation in the solutions. 
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  To investigate such a tendency, results by the following three cases are compared: 
Case a where the same linear shape function is used for pressure and velocity, Case b 
where the shape function for the pressure is linear and the shape function for the 
velocity is quadratic, and Case c where the conventional finite element method is used 
in which the linear shape function is applied. The problem to be solved is the one-
dimensional vertical seepage problem whose length is 15 m, initial water table is set at 
15 m from the bottom of the region, pressure at the top is fixed at 20 tf/m2 and 
pressure at the bottom is fixed at 15 tf/m2. 
  Figure 4.3.9 shows comparisons for the total head distributions obtained from the 
three cases after two time periods of about 10 minutes and one hour from the 
beginning of the analyses. It is found that the results from Case a shows oscillation, 
while the results from Case b do not show oscillation and are almost he same as those 
from Case c. Figure 4.3.10 shows the vertical downward velocity distributions for 
Cases b and c. Since the results from Case a have oscillation, the results from Case a 
are excluded from Figure 4.3.10. It is found that the results from Cases b and c agree 
well. 
(d) Conclusions 
  To avoid the numerical error caused by the process which projects the elemental 
velocities onto the nodal velocities, the seepage analysis method using velocity and 
pressure as the unknown variables was proposed, and the nature related to the shape 
functions was examined. 
  As conclusions, it was found that stable solutions could be obtained from the 
analysis method using the linear shape function for the pressure and the quadratic 
shape function for the velocity. And, it was reported in the study by Neuman (1981) 
that when the mesh used in the advection analysis was finer than the one employed in 
the dispersion analysis, the solution would be more accurate than the solution from a 
case in which the meshes were the same. Considering such a tendency, the seepage 
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  analysis method proposed here is expected to be very effective for the transport 
  analysis with the Eulerian and Lagrangian scheme. 
(4) The effects of the Peclet number and the Courant number 
  Figure 4.3.6 shows the results obtained when applying different Courant numbers. In 
a general method to solve the advection-dispersion equation, such as equation (4.3.1), it 
is necessary to set the Courant number at a value smaller than 1 to obtain a stable 
solution. Using the Eulerian and Lagrangian method,  however„ it is found from this 
figure that the results become more accurate as a larger Courant number is applied and 
that he Courant number can be set at a value larger than 1. 
  Figure 4.3.11 shows the results of a two-dimensional problem obtained through use 
of the interpolation method mentioned in the previous section. The solved model is 
written as 
   22 
ar=DXaxe+Dyay2-va- vy.. 
                                              (4.3.41) 
and is subject to the initial condition 
c(x,0) = f(x,y) 
and the boundary condition 
c(oo,t) = 0 
where 
f(x,y) = g(x)h(y) 
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Numerical results are obtained from the Eulerian and Lagrangian method 
      using the proposed interpolation method 
8(x) = 
    J1 ;/x/_<0.25 h(Y) =fl ;/Y/50.25 
0 ; lx/ > 0.25 '0 ; lyl > 0.25 
 For the analyses, DX and Dy are set at 0.0025 and vX and vy are set at 0.5 and 0, 
respectively. The calculations are carried out for two types of meshes, in which the mesh 
intervals in the x-direction are set such that the Peclet numbers in the x-direction become 
100 and 66.6. The Courant number in each case is 1.5 and 2.25, respectively. Figure 
4.3.11 shows the concentration distribution in the x-direction at t = 4.5. It is also found 
from the figure that the results obtained when using a large Courant number are more 
accurate than the results derived from the small Courant number and that the Courant 
number can be set at a value larger than 1 in the two-dimensional problem. 
 In this section, the effects of the Peclet and the Courant numbers on the accuracy of the 
solutions are investigated through use of a one-dimensional problem in which various 
parameters and meshes are applied. An error in the numerical solutions is obtained from 
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the root-mean-square of the differences between the numerical and the analytical solutions 
at a certain time. 
 Figure 4.3.12 shows the influences of the Peclet number on the relation between the 
Courant number and the root mean square of the numerical errors. It is found that the 
numerical errors decrease with an increase in the Courant number and that the numerical 
errors increase with an increase in the Peclet number. 
 The white circles in the figure, which represent the results using Courant numbers of 1 
and 2.5 when the Peclet number is 12.5, show different tendencies. This is probably 
because the number of time steps, with which those results are obtained, are 1 and 2, 
respectively. Hence, it may be concluded that a sufficient number of time steps is needed 
to obtain accurate solutions, while it is effective for the time intervals to be set at large 
values in order to apply a large Courant number. 
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     Figure 4.3.12 Influences of the Peclet number on the relationships 
     between the Courant number and the root mean square of the numerical 
      errors 
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(5) Comparison with conventional characteristics method 
 Although the Eulerian and Lagrangian method proposed by Neuman is one of the 
methods of characteristics, the solution process is different from the conventional 
approach. The method of characteristics i adopted to solve a parabolic transport 
equation. It is particularly effective when the transport is dominated by convective t rms. 
Such an application has been presented by several researchers, e.g., Garder et al. (1964) 
and Pinder and Cooper (1970), and applied to the finite difference approach in many 
cases. In such a conventional method of characteristics, equation (4.3.12) reduces to the 
following equation along the characteristics: 
Dc! M 6Rdrr=V•(DVc1)  c 0•v + E 1m9RdmAmcm - 9Rd1AlC1 +q 
          m=1. (4.3.42) 
 Although various projection methods from the mesh for advection analyses onto the 
mesh for dispersion analyses have been studied, the interpolation method mentioned in 
the previous ection is used in this section. 
 Equation (4.3.42) is solved with an explicit finite difference approximation (Huyakorn 
and Pinder (1982)) written as 
Act = —r– -1-,(S,(DSxck-1 + DxySyc-1) + Sy(DyySyck-1 + DyxSxck-1) + 
ORdl 
Sx(DxxSXck-1+ DT)+ 830yySyck-1+ Dyx8sck-1 } 
                    M + -(0•v + ORd1A1) ck +ck 1  +11m0Rdm2mCm + q 
m=1ORdt .(4.3.43) 
where Sx and Sy denote he central difference operators corresponding to a/az and (9/ay, 
respectively, and subscripts i and j stand for the grid nodes. 
  After Acj has been obtained, the final nodal concentrations at time level k are 
computed from 
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 c = C+ do (4.3.44) 
  Instead of solving finite difference quation (4.3.43), the following finite element 
method is applied, here. Firstly, except for the time derivative term in equation (4.3.43), 
the concentrations are replaced by 
Ck"1 + ck  
CI= 2(4 .3.45) 
 Then, equation (4.3.43) is solved for unknown variable 44 in the time derivative 
term. In other words, this method is similar to the finite element scheme with an explicit 
method for the dispersion analyses. 
 Comparing equations (4.3.19) and (4.3.43), it is found that the treatment of the 
concentration i the time derivative term is different. In the conventional method of 
characteristics approach, since only changes in concentration i the time derivative term 
are calculated with an explicit method, concentration changes due to the advection 
behavior during time intervals does not appear in the governing equation. Therefore, it 
may be concluded that the Eulerian and Lagrangian method by Neuman differs from the 
conventional method of characteristics in that the concentration isthoroughly separated 
into Tt and et in the dispersion analyses and that the implicit solving method can be used 
in the dispersion analyses. Since an implicit solving method can be used, the Eulerian and 
Lagrangian method can yield more stable solutions than the conventional methods of 
characteristics. 
 Figure 4.3.13 shows the results obtained from using the conventional method of 
characteristics for the two-dimensional problem mentioned in the previous section. 
Comparing this figure with Figure 4.3.12, the results are mostly the same as those 
derived by the Eulerian and Lagrangian method, except for a little bit of oscillation 
observed at the upstream side of the concentration front in Figure 4.3.12. The Peclet 
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number in this problem is 100. Hence, the effectiveness of the Eulerian and Lagrangian 
method may be presented for problems in which the Peclet number is over 100. 
(6) Discussions 
 As mentioned above, the Eulerian and Lagrangian method can produce stable and 
accurate solutions for advection-dispersion problems having a considerably wide range of 
Peclet numbers. If we solve the problem expressed in equation (4.3.12), this method is 
very effective and the solutions are reliable. However, a few shortcomings do exist in the 
Eulerian and Lagrangian method. For example, the interpolation method which makes a 
projection of the concentration distribution in the coordinates of the advection analyses 
onto that of the dispersion analyses has a great effect on the solutions. Thus, an accurate 
interpolation method is needed in cases where the velocity distribution is complex. 
Furthermore, the interpolation method used to project he velocity distribution onto the 
nodal values, obtained as the elemental value, may affect the solutions in such fields 
having a complex distribution of velocity. Numerical errors will occur through such 
interpolation processes. In this section, to avoid such a numerical error, the interpolation 
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method of concentration distribution and the seepage analyses method using the velocity 
as the nodal value were proposed and examined in a two-dimensional region. In other 
words, such special techniques are needed to use the Eulerian and Lagrangian method. 
 In addition, this method is difficult to extend to the complex transport model, e.g., the 
non-equilibrium sorption model and the two-site model, because the material derivative 
introducing the characteristics u es the positive constant, Rd. It has been observed that the 
transport phenomena in a small region is too complex to explain with the equilibrium 
isothermal dsorption model. 
4.3.4 Conclusions and discussions 
  In this section, the two-dimensional transport model was examined. To avoid 
oscillation in solutions for problems having a large Peclet number, the upstream finite 
element method and the Eulerian and Lagrangian method were introduced, and the nature 
and applicability of both methods were discussed. 
 To examine the applicability of the upstream finite element scheme, the definition of a 
Peclet number for real phenomena was discussed. Then, the upstream scheme was 
modified to improve the accuracy of the solutions. 
 To apply the Eulerian and Lagrangian method to a two-dimensional problem, the 
interpolation method of concentration distribution and the seepage analysis method, using 
velocity as the nodal value, were proposed. In addition, the effects of the Peclet number 
and the Courant number on the accuracy of the solutions were investigated, and the 
difference between a conventional method of characteristics and the Eulerian and 
Lagrangian method proposed by Neuman (1981) was discussed. 
 Conclusions can be summarized as follows: 
  1) Although stable solutions are obtained for the advection-dispersion problem with 
   the upstream scheme, an error remains between the numerical and the true solutions 
   for problems whose Peclet number is large. 
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2) The Peclet number of real phenomena should be estimated by the equation proposed 
 by Neuman (1990), of which the characteristic length corresponds to the integral 
 scale in the analyses and the dispersion coefficient is a macroscopic one. Using 
 such a definition, the Peclet number of real phenomena on a regional scale may be 
 in the order of ten-odd. 
3) Introducing acommon technique to reduce numerical dispersion into the upstream 
  finite element scheme, can improve the accuracy of the solutions, and the upstream 
 finite element scheme can be applied to transport problems on a regional scale. 
4) To avoid numerical errors in the Eulerian and Lagrangian method, the interpolation 
  method of concentration distribution and the seepage analysis method, using 
  velocity as the nodal value proposed here, are effective. In other words, such 
  special techniques are needed to use the Eulerian and Lagrangian method. 
5) Using the Eulerian and Lagrangian method, numerical errors decrease with an 
  increase in the Courant number, while numerical errors increase with an increase in 
  the Peclet number. 
  In addition, a sufficient number of time steps is needed to obtain accurate solutions, 
  while it is effective for the time intervals to be set at a large value in orderto apply a 
  large Courant number. 
6) The Eulerian and Lagrangian method by Neuman (1981) is different from the 
  conventional method of characteristics. in that the concentration is thoroughly 
  separated into Ti and ci in the dispersion analyses, and the implicit solving method 
  can be used in the dispersion analyses. 
7) The Eulerian and Lagrangian method may be difficult to extend to a complex 
  transport model, e.g., a non-equilibrium sorption model and a two-site model, 
  which are often used for analyzing problems in a small region. 
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4.4 Transport Problem in Complex Geology 
4.4.1 Introduction 
  In Japan, low level radioactive waste disposal facilities have been planned for shallow 
underground repositories. It is anticipated, however, that the barrier function of the 
natural ground will prevent he transport of radionuclide  leaking out of the repositories. 
Moreover, environmental pollution problems related to the contamination of ground 
water have recently become controversial in Japan, e.g., pollution by agricultural 
medicines leaking from farms and golf courses and pollution by organic chemical 
compounds from high-tech plants. 
  Since a natural shallowground generally has a very complicated structure, infiltration 
through such soils may be substantially different from infiltration through relatively 
homogeneous materials. Solute transport phenomena through such a complex flow field 
are expected to show intricate concentration distributions of the solute. For example, two 
peaks in the vertical concentration distribution was observed in field tests related to the 
high level radionuclide waste disposals by AECL (Meinyk, et al. (1983)), and the vertical 
distribution of the concentration of fall-out radionuclide in the ground had multi peaks 
(Morisawa, et al. (1983)). 
  In a deep geology, many fractures and cracks are expected to exist in a complex way. 
When flow and solute transport analyses are conducted for a region near a high level 
radioactive waste repository, the ground must be regarded as a medium having great 
heterogeneity and anisotropy induced by existing discontinuities. While the flow in a 
deep geology occurs in a saturated system, the modeling of the flow and the solute 
transport phenomena in the medium is difficult to create, as are that of the phenomena in
a shallow region. It may be a matrix diffusion, flow channeling in a fracture plane and 
the scale effect of the dispersion coefficient on which the focus is placed for the flow and 
solute transport phenomena in the fractured rocks at the present ime. These subjects are 
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derived from the fact that a skewness or a tailing of the tracer breakthrough curve, which 
cannot be explained by a simple one-dimensional  Fickian-type model, exists. 
  To analyze the solute transport phenomena generally, two kinds of modelings are 
needed. One is the modeling of the geometry of the geological structure and the other is 
the modeling for the adsorption and diffusion phenomena. They are related to each other 
depending on the models. It seems, however, that the models for the adsorption behavior 
are mainly studied for analyses of the phenomena observed in a shallow ground and the 
modelings of the geological structure are given priority for analyses of the phenomena in 
a deep geology. Looking at things on a large scale, where each flow path is difficult to 
identify, the region may be considered as a continuous and relatively homogeneous 
medium and the adsorption phenomena may be treated as having multi-sites or non-
equilibrium isotherm system in order to express the complex concentration distributions 
and the effluent breakthrough curve. On the contrary, looking at matters on a small scale, 
where the chemical adsorption phenomena along each flow path are difficult to model, 
although each flow path can be inferred through use of a stochastic method, the 
anisotropy and heterogeneity of the ground may be physically modeled and the 
adsorption phenomena at each phase may be modeled simply. Thus, whether or not the 
effects of structural heterogeneity and anisotropy on the transport phenomena are 
expected to be greater than those of the chemical adsorption and the physical diffusion 
phenomena seems dependent on the model. 
  In this section, the results obtained from a few types of numerical solute transport 
models are compared and the nature of the models is examined. Focus is placed on the 
effect of the heterogeneity of a medium on the effluent breakthrough curve and the 
concentration distribution in a medium. Firstly, the flow fields are calculated for many 
samples of a heterogeneous field with a statistical method, and the transport phenomenon 
is represented as the mean phenomenon through the many flow fields. In this section, 
 such a case is called the heterogeneous model . Sequentially, the breakthrough curve and 
the concentration distribution obtained from the heterogeneous model are simulated with 
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continuous homogeneous models, i.e., the double porosity model, the two-site model 
and the non-equilibrium  isothermal model. The results from each model are compared 
with the results from the heterogeneous model, and the ability of each model to express 
the results through aheterogeneous field is examined. 
4.4.2 Numerical models 
(1) General description 
  Since the phenomena observed in a shallow ground, e.g., multi-peaks of the 
concentration distribution, cannot be explained by the equilibrium isothermal adsorption 
model (called the Kd-model in this section), amodel which assumes two adsorption sites 
has been used in the analyses by AECL (Melyk, et al. (1983) and Morisawa (1983)). It is 
generally difficult, however, to find proper physical meanings for the two adsorption 
systems. In some cases, one is assumed to be an ion-exchange site and the other is 
assumed to be an oxyhydroxide site. In other cases, both the adsorptive and the hardly 
adsorptive solutes are assumed to exist together. It seems, however, that no experiments 
have ever made the mechanism of the two types of adsorption sites clear, and the 
theoretical framework has not yet been established. In addition, it should be noted that 
such adsorption models used in the analyses were not related to the complex geological 
structure. In other words, the two adsorption site model comprehensively present he 
phenomena occurring in the field about which the geometric and chemical information is 
not sufficient. This is probably due to the difficulty of making a detailed model of the 
geological structure in the ground. 
  On the contrary, to model the transport phenomena in fractured rock masses, the 
geometric structure of the fracture networks has firstly been modeled in recent studies 
(e.g., Long, et al (1989) and Herbert,et.al. (1989)). Then, the simple Kd-model is used 
for the transport analyses through such an intricate fracture network field. Moreover, for 
the problem in a single fracture plane, Kobayashi and Yamashita (1989) tried to obtain a 
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velocity field induced by the heterogeneous aperture distributions before the solute 
transport analyses with Kd-model. This is probably because the adsorption phenomena 
in rocks are not well understood and the effects of structural heterogeneity and anisotropy 
on the transport phenomena are intuitively judged to be great. 
  As mentioned above, in order to examine the models to explain the skewness and the 
tailing of the breakthrough curve and the non-smooth concentration distribution in a 
medium, the models hown in Table 4.4.1 are used in this section. 
                  Table 4.4.1 Models used in the analyses  
  ModelRemarks  
      Kd-modelModel used in the heterogeneous model 
      Double porosity model Model considering superposingtwocontinua 
      Non-equilibrium model Model using a non-equilibrium isothermal 
                           adsorption system 
       Two-site modelModel withtwo non-equilibrium isothermal 
             adsorption sites  
(2) Numerical models 
  (a) Kd-model 
    The Kd-model is known as the linear equilibrium isotherm model. It assumes that 
  the adsorption is instantaneous, reversible and linear. This model is given as 
 F  =  Kdc(4.4.1) 
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where F is the concentration on a solid surface (= mass of adsorbed component per 
unit mass of solid), c is the concentration i  liquid (= mass of solute per unit volume 
of liquid) and Kd is called the distribution coefficient. 
  This model is used for the heterogeneous model. 
(b) Double porosity model 
  This model considers superposing two continua in which one has a highly 
adsorptive nature and the other has a  hardly adsorptive nature. The concept of this 
model is the same as the one shown in Figure 2.4.1 of Section 2.4. Although the 
relation between adsorptivity and hydraulic conductivity is not clear, the velocity 
distributions of both continua re generally different due to the different components 
of each continuum. For example, the clay stratum generally has a higher adsorptivity 
and a lower hydraulic conductivity than the sand stratum. Due to the different 
adsorption processes and velocity distributions, the concentration distributions differ 
at an unsteady state, and the transport of a solute occurs between both continua 
through diffusion. The mathematical meaning of this model is the same as that of 
mobile-immobile and matrix diffusion models, while the diffusion in immobile water 
and a rock matrix is not considered. 
  The governing equation for one continuum having a highly adsorptive nature used 




                                            (4.4.2)
where B is the volumetric moisture content, Rd is the retardation factor, c is the 
concentration, D is the hydrodynamic dispersion coefficient
, vi is the pore water 
velocity vector and T is the solute transport rate between both media
. Subscript 1 
stands for the continuum having a highly adsorptive nature. 
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  In the same way, the advection-dispersion equation for the other continuum is 
given as 
           82Rd tat= 82D2i               -, 2-u2v21+
     ax;+(4 .4.3) 
where subscript 2 stands for the other continuum. 
F is written as 
T= a01(c1 - c2)(4 .4.4) 
where a is the non-dimensional coefficient used to adjust he transport ate between 
the two continua, whose coefficient is related to the geometry of both media. 
  The total concentration in water is obtained by 
crorar =91c1+82c2  
  91 + 92(4.4.5) 
(c) Non-equilibrium model 
  The model to describe a non-equilibrium state of solute between liquid and solid 
phases is applied. 
  The governing equation for mass transport inporous media is written by 
           aac'8+ pF(1n)~=axtDfax~- v`ax;(4 .4.6) 
where c' is the solute concentration ofa liquid phase (i.e., the mass of solute per unit 
volume of liquid) and F is the solute concentration on a solid phase (i.e., the mass of 
solute per unit mass of solid). 
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  In the non-equilibrium odel used in this investigation, the adsorption is assumed 
to be represented by the first-order reversible kinetic model. The governing equation 
for this adsorption model is written by 
 atKlc'-K2F (4.4.7) 
where Ki and K2 are constants. The dimensions of Ki and K2 are [L]3/([T][MI) and 
[T]-1, respectively. 




where KIlK2 coincides with distribution coefficient Kd. 
(d) Two-site model 
  A two-site model assumes that the solute adsorbs at two different sites in the soil, 
e.g., the ion-exchange site and the oxyhydroxide site. At each site, the reversible first-
order kinetic model is used to describe the adsorption behavior. The advection-
dispersion equation with two adsorption sites in the soil phase is written as 
at(c'9 +p(Fj + Fo) (1-n)) =a`~axl- `ax;4 .4.9                                  () 
  The adsorption model for one site, e.g., the ion-exchange site, is given by the 
following equation: 
aa=`Klc'-K2Fi 
                                           (4.4.10) 
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  where  Fi is the solute concentration adsorbed in the solid phase
, and KI and K2 are 
  constants. On the other hand, the adsorption model for the other site
, e.g., the 
  oxyhydroxide site, is given by 
 atKlc'- K2FO 
                                             (4.4.11) 
  where F0 is the solute concentration adsorbed in the solid phase by the other reaction, 
  and KI' and K2' are the first-order rate constants for sorption and release, 
  respectively. 
    In this approach, if parameters Kl' and K2' are set at zero, the equation is the 
  same as that of the non-equilibrium sorption model mentioned above. 
4.4.3 Results 
(1) Heterogeneous model 
  To represent aheterogeneous field, two kinds of materials are assumed to exist in the 
field and the distributions of those materials are set randomly. One material has a 
permeability of 3.6 and a retardation factor of 10, while the other has a permeability of 
0.036 and a retardation factor of 50. The dispersivity of both materials is set at 0.3. The 
unit of the parameter does not have to be specified here. Calculations are carried out for 
two cases, i.e., Casel in which the volumetric rate of the more permeable lements i  
20% and Case 2 in which the volumetric rate is 50%. The number of elements i 100 (10 
x 10) in which the distance between the neighboring nodes is set at 1. Figure 4.4.1 
shows a schematic view of the model. 
  Figure 4.4.2 shows the results of Case 1. In this case, four realizations of the flow 
field are calculated and the average breakthrough curve is obtained. On the other hand, 
Figure 4.4.3 indicates the results of Case 2. In this case, six realizations of the flow field 
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         Figure 4.4.1 Schematic view of theheterogeneous model 
are calculated and the average breakthrough curve is obtained. For both cases, the 
hydraulic boundary conditions are set so as to obtain a hydraulic gradient of 0.2 in a one-
dimensional way and the steady flow analyses are carried out. The concentration at a 
distance of 4 from the upward boundary is fixed at 1 during the transport analyses and 
the breakthrough curve is obtained as the relation between time and the averaged 
concentration averaged at the downward boundary, as shown in Figure 4.4.1. 
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  It is found from Figures 4.4.2 and 4.4.3 that the apparent dispersion of Figure 4.4.2 
is less than that of Figure 4.4.3 and that the tailing of Figure 4.4.2 is longer than that of 
Figure 4.4.3. Namely, the skewness of the breakthrough curve is introduced by a 
situation in which the volumetric rate of the more permeable and less adsorptive parts is 
less than that of the impermeable and well adsorptive parts in a medium. The tailing 
phenomenon is produced by the situation in which the volumetric rate of the more 
permeable and less adsorptive parts is equal to that of the impermeable and well 
adsorptive parts in a medium. 
  Figure 4.4.4 shows the concentration distributions in the flow direction of a 
realization of Case 1 at a time of about 9 x  103. Figure 4.4.5 shows the concentration 
distributions at the center of each realization of Case 1 at the same time as Figure 4.4.4. It 
is found from both figures that the concentration distribution is not smooth. It can be 
inferred from these figures that the heterogeneity of the ground is one of the reasons why 
the multi-peaks were observed in the real concentration distribution in the shallow 
ground. 
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   Figure 4.4.4 Concentration distributions in the flow direction of a 
   realization of Case 1 of the heterogeneous model at time of about 9 x 103 
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(2) Double porosity model 
  Figure 4.4.6 shows the breakthrough curve obtained from the double porosity model 
using the same parameters as those of both media in the analyses of the heterogeneous 
model. The steady velocity of the very permeable medium is assumed at 0.72 due to a 
permeability of 3.6 and a hydraulic gradient of 0.2, while that of the relatively 
impermeable medium is 0.0072. Because the total concentration in water is obtained from 
equation (4.4.5), the concentration prescribed at a distance of 4 from the upward 
boundary has to be divided into both media. The prescribed concentration i  the very 
permeable medium is assumed to be 0.2, while the prescribed concentration i the 
relatively impermeable medium is 0.8, since the volumes of those media re divided into 
the ratio 0.2:0.8 in the heterogeneous model. 
 Figure 4.4.6 indicates a more rapid rising of the breakthrough curve and a larger 
apparent dispersion after the initial rising than the results of the heterogeneous models. 
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     Figure 4.4.6 Breakthrough curve obtained from the double 
     porosity model using the same parameters a  those of bothmedia in the 
      analyses of the heterogeneous model 
This curve is not continuously smooth, and we can infer from this figure that the two 
different paths of solute exist in the medium. This kind of non-smooth breakthrough 
curve is not expressed by the heterogeneous model. 
  Figure 4.4.7 shows the concentrationdistribution in the flow direction at the same 
time as Figures 4.4.4 and 4.4.5. At this time, the solute in the very permeable medium 
already goes throughout the medium and the concentration of the medium is the same 
from the inlet point to the downward boundary. Thus, the concentration distribution in 
the figure is dependent on that of a relatively impermeable medium. 
  Figure 4.4.8 is the result of an ; adjustment to the retardation factor of the very 
permeable medium in order to obtain a continuously smooth curve. The retardation factor 
used in this analysis is 1200; this is larger than that of a relatively impermeable medium. 
The tendency toward a higher retardation factor in a fairly permeable geology is 
inconsistent with the real one. 
                        262
 1 
 0.8  — 
 0  .  6  — 
 c 
 0.4  — 
 0.2  — 
 4   7  8  9  
                        Distance 
 Figure 4.4.7 Concentration distribution in the flow direction of the 
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 Figure 4.4.8 Breakthrough curve obtained from the adjustment to 
 the retardation factor of the very permeable medium of the double 
 porosity model in order to obtain a continuously smooth curve 
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  The concentration distribution in the flow direction from this analysis is mostly the 
same as the distribution i  Figure 4.4.7 and the non-smooth distribution expressed by the 
heterogeneous model does not appear in this model. 
(3) Two-site model 
  Although thedistribution coefficient coincides with  K1/K2 at the steady state as shown 
in equation (4.4.8), the values of both coefficients at an unsteady state generally have to 
be obtained from parametric studies. For the analysis using a two-site model, the average 
velocity in the medium is obtained from the volumetric average of both media in the 
double porosity model, i.e., about 0.36. The dispersivity is the same as that used in the 
above analyses, i.e., 0.3. 
  After trial and error, Figure 4.4.9 came to show that the breakthrough curve mostly 
agrees with the results shown in Figure 4.4.3. At this time, K1 is 10-3, K2 is 10-6, K1' is 
10-1 and K2' is 10-3. The tailing phenomenon, such as that shown in Figure 4.4.2, is 
also indicated in this figure. 
  Figure 4.4.10 gives the results from a case in which K1' decreases to 0.05 and the 
other parameters are set at the same values as those of the parameters used in the analysis 
shown in Figure 4.4.9. It is found from this figure that a more rapid rising of the curve is 
expressed here than in Figure 4.4.9. While a similar phenomenon is expressed by the 
double porosity model shown in Figure 4.4.6, the curve from the two-site model is 
continuously smooth and a tailing is appeared. 
  Figure 4.4.11 shows the concentration distribution in the flow direction obtained from 
the analysis hown in Figure 4.4.9 at the same time as Figure 4.4.4. The distribution is 
very smooth and a rugged distribution such as that shown in Figure 4.4.5 does not 
appeared. 
(4) Non-equilibrium model 
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  Figure 4.4.9 Breakthrough curve obtained from the two-site model 
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  Figure 4.4.10 Breakthrough curve obtained from the two-site model 
of which K1 =10-3, K2 = 10-6, K1' = 0.05 and K2' = 10-3 
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     Figure 4.4.11 Concentration distribution obtained from the two-site 
      model of which K1 = 10-3, K2 = 10-6, K1' = 10-1 and K2' = 10-3 at 
     time of about 9 x 103 
As mentioned above, the non-equilibrium model coincides with the model in which K1' 
and K2' are set at zero for the two-site model. In other words, one of two retardation 
systems is nothing in the two-site model. Figure 4.4.12 shows the breakthrough curve 
from the non-equilibrium model in which K1 is set at 10-1 and K2 is set at 10-3. This is 
the same as the curve shown in Figure 4.4.9, except for the tailing. Figure 4.4.9 is 
obtained from the two-site model in which K1' is 10-3 and K2' is 10-6. It is found from 
both figures that the tailing in Figure 4.4.9 is induced by one adsorption mechanism of 
the two-site model. 
  Figure 4.4.12 expresses the large apparent dispersion similar to Figure 4.4.3, 
obtained from the heterogeneous model, of which the volumetric rate of the very 
permeable and less adsorptive materials are less than those of relatively impermeable and 
more adsorptive one. 
4.4.4 Conclusions 
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      Figure 4.4.12 Breakthrough curve obtained from the non-
     equilibrium of which K1 = 10-1 and K2 =10-3 
  In this section, the effects of geological heterogeneity on the effluent breakthrough 
curve and solute concentration distribution in a medium were examined by the numerical 
method. In addition, the ability of the homogeneous model to express phenomena such 
as the skewness and the tailing of breakthrough curves and the non-smooth concentration 
distributions in a medium was examined through a comparison of the results of various 
models. 
 The conclusions can be summarized as follows: 
 1) The skewness of a breakthrough curve is introduced by a situation in which the 
   volumetric rate of the more permeable and less adsorptive parts is less than thatof 
   the impermeable and very adsorptive parts in a medium. The tailing phenomenon is 
   produced by a situation in which the volumetric rate of the more permeable and less 
   adsorptive parts is equal to that of the impermeable and very adsorptive partsin a 
    medium. 
 2) The concentration distribution obtained from the heterogeneous field is not 
   smooth. The heterogeneity of the ground may be one of the reasons why the multi-
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   peaks are observed in the real concentration distribution in a shallow ground. In 
    addition, a non-smooth distribution is difficult to express with the homogeneous 
    models. 
  3) The double porosity model can express the non-smooth breakthrough curve from 
    which we can definitely infer the existence of two different paths of solute. On the 
    other hand, the breakthrough curve expressed by the heterogeneous model andthe 
    two-site and non-equilibrium odels is continuously smooth. 
 4) If a continuously smooth breakthrough curve is simulated by the double porosity 
    model, the values of the parameters may be inconsistent with the real tendency in 
    certain cases. 
  5) The two-site model can simultaneously express the large apparent dispersion and 
    tailing in the breakthrough curve, although the meaning of the parameters maynot 
    be clear. 
 6) The non-equilibrium odel can express the large apparent dispersion similar to that 
    of the heterogeneous model, although the values of the parameters may not have a 
    clear relation to the heterogeneity. 
It is found from the above conclusions that various models can explain the large apparent 
dispersion and the  tailing phenomena in a breakthrough curve and that the modelings of 
the geological structure and adsorption behavior are difficult to divide. Moreover, the 
non-smooth distribution is not expressed by the homogeneous models, i.e., the double 
porosity, two-site and non-equilibrium odels, for the problem subject to the steady inlet 
condition of the tracer. 
  Although these results cannot give the definite solution to understand the mechanism 
of the phenomena that the rate of the longitudinal spread increases in a non-Fickian 
fashion with time, it is found that only the geological structure does not have an effect on 
the phenomena, but the adsorption behavior also have an effect. Numerical models 
should be based on the observations of the phenomena basically. Thus, the following in-
situ investigations are recommended from the results in this section: 
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1) Whether the adsorption system of the regional scale can be expressed by the Kd-
 model? 
2) How is the relation between the complex adsorption behavior and the 
 heterogeneous geological structure? The adsorption behavior should be modeled for 
  the integral scale. 
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4.5 Three-Dimensional Transport Model 
4.5.1 Introduction 
  In this section, a three-dimensional transport model for fractured rock masses is 
 introduced. Focus is placed on a relatively large scale problem here. In such a problem, it 
would seem effective for the relatively large and permeable discontinuities tobe explicitly 
modeled and the others to be implicitly modeled in the adjoining rock block. This is the 
same way that the seepage analysis model introduced in Section 2.6 of this paper was 
handled. Based on such a concept, the new three-dimensional transport model is 
developed. 
  As discussed in Section 2.6, water leaking from an adjoining rock block to the large 
fracture has a great effect on the flow in the fracture. Although the conditions and the rate 
of flow into the fracture are dependent on the site of interest, the water leaking from the 
rock block is expected to dilute the concentration of a solute in the fracture. It should be 
noted that this process is different from matrix diffusion at the point at which the solute 
moves through the small fractures included in the rock block. In general, matrix 
diffusion is a phenomenon i a rock matrix. This kind of process may be very important 
for the safety assessment of radioactive waste disposal. 
  Moreover, this process is considered to be one of the reasons for the tail of the effluent 
tracer breakthrough curves, which can be observed in many of the field experiments, 
e.g., Raven, et al. (1988). Adding this mechanism to the matrix diffusion, the model can 
explain the various phenomena. 
4.5.2 Basic theory 
 As shown by equation (2.6.3) in Section 2.6, the flow rate from the rock block into 
the fracture per unit volume is obtained by 
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T=akt -P2) 
                                                 (4.5.1) 
where k1 is the permeability of the primary porosity, i.e., the rock block medium, µ is 
the dynamic viscosity of water, p is the total head and a is the dimensionless parameter 
related to the average l ngth in the rock block from the fracture plane and the specific 
surface of the fractures inthe rock block. Subscripts 1 and 2 mean the primary and the 
secondary fracture media, respectively. If the total head in the rock block is higher than 
the total head in the fractures, T is positive, if not, T is negative. 
  In the model, the solute is assumed tobe transported from the fracture to the rock 
block or vise versa by advection atthis flow rate, and the change in the concentration of 
a medium due to this process is expressed as the source term in the mass transport 
equation with the following term: 
Q = ± T (c2 - c1)+ for fracture 
                           - for rockblock(4.5.2)
  where c is the concentration. It is noted that he concentration in a medium is not 
affected by the effluent solute, and thus, this term is not considered when the water flows 
out of a medium. In other words, if Fis positive, and thus, the water flows from the rock 
block to the fracture, the term Q dose not appear in the governing equation of the rock 
block, but holds for the fracture medium. 
 The matrix diffusion is assumed tohappen i dependently of the above process in the 
model, because the water movement between the fracture and the adjoining rock block 
occurs through the small cracks included inthe rock block and the matrix diffusion isthe 
solute transport through micro pores in the rock matrix. In the model, the interaction 
between the solute in the rock matrix and the solute in the small cracks in the rock block 
is assumed tobe negligible because of the relatively small contact area. The water flow 
between the rock block and the fracture isaffected by the hydraulic boundary conditions 
of the region under analysis, while the matrix diffusion isonly influenced by the local 
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              Figure 4.5.1 Schematic view of the model 
solute concentration in the fracture. Figure 4.5.1 shows a schematic view of the concept 
used in the model. 
 Based on the above concept, the governing equation of the transport problem 
considering the advective solute transport between the rock block and the fracture is given 
as 
            29282aa2-D2ca2+V21--+F(C2-Cl)+/3(C2-c3)=0 
  axe(4 .5.3) 
  ac3 R
3at -J3(C2-C3)=0 
                                              (4.5.4) 
   at a2cl acl 
9lRla -Du.axe+VI—-T(C2- CI) =0 
(4.5.5) 
where R is the retardation factor, D y is the dispersion coefficient, v is Darcy's velocity 
and 9 is the volumetric water content. Subscript 3 stands for the rock matrix. 
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 In this model, the fracture is expressed deterministically in the three-dimensional space 
and is regarded as a relatively large and permeable plane. Thus, equations (4.5.3) and 
(4.5.4) hold for the fracture plane. In the finite element discretization, the three 
independent variables,  cj, c2 and c3, are obtained for the nodes included in the fracture 
plane element. The one independent variable, cj, is calculated for the node included in the 
rock block solid element, except for the node included in the fracture plane. It is noted 
that since the fourth terms in equations (4.5.3) and (4.5.5) do not stand simultaneously, 
as mentioned above, both equations are independent of each other. 
 In cases where the solid rock block element is not considered in the analysis, for 
example, acase in which the boundary condition for the transport problem is applied only 
for the fracture medium and F is negative or zero, it is not necessary to solve equation 
(4.5.5) and the two independent variables, c2 and c3 , are obtained. At that time, if the 
water leaking from the rock block is considered, ci is treated as 0 and F is positive in 
equation (4.5.3). 
4.5.3 Examples 
 Some simple examples for the above model are introduced here and the ability of this 
model is examined. The first example is a case in which only the fracture is considered 
and the three-dimensional solid element is not treated. The problem is a one-dimensional 
one wherein the velocity is constant, the boundary conditions for the fracture medium 
are the prescribed concentration, i.e., c2 =1 for the inlet boundary and c2 = 0 for the 
outlet boundary, and the physical and grid parameters are D2 = 0.01, v2 = 0.05, R2 = 
1.0, D3 = 0.01, R3 = 1.0, xo = 2.5 and dx = 0.05, Ax being the distance between 
neighboring grid points. The results of the analysis are arranged for the changes in 
concentration at a distance 1 from the inlet point as a function of time. Figure 4.5.2 
shows a schematic view of this problem. 
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         Figure 4.5.2 Schematic view of the first example problem 
For comparison, the results from the advection-dispersion model (AD model) and the 
advection-dispersion with matrix diffusion model (ADM model) are shown together with 
the results from the advection-dispersion with matrix diffusion and leakage from rock 
block model (ADML model, i.e., the new model introduced above) in Figure 4.5.3. The 
ADM model is obtained by setting F at zero in the ADML model. The two results from 
the ADML model are shown in this figure, i.e., the F of ADML model 1 is 0.0001 and 
the F of ADML model 2 is 0.001. The results from the AD model can be compared with 
the analytical solution, while the analytical solution is valid when xp is infinite. It is 
found from the figure that the results agree well with the analytical ones. 
 It is shown from the figure that the ADM model indicates the skewness and the tailing 
of the curve and that ADML model 2 indicates more tailing of the curve than the ADM 
model. On the other hand, the results of ADML model 1 are almost he same as those of 
the ADM model. The skewness of the ADML model is induced by the dilution due to the 
water leaking from the rock block to the fracture and the matrix diffusion. As shown in 
equation (4.5.3),the mathematical effect of Ton the results of the analysis is the same as 
for /3. Thus, when Tis small, the water leaking from the rock block does not have much 
effect on the concentration i  the fracture. While F is generally obtained from the 
hydraulic boundary conditions and the location and properties of the fracture, which are 
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    Figure 4.5.3 Comparison of the breakthrough curves 
    AD model is the advection-dispersion model, ADM model is the advection-
    dispersion model with matrix diffusion and ADML model is the new model. 
    F of ADML model 1 is 0.0001 and T of ADML model 2 is 0.001. 
generally specific for each site, the parameter related to the matrix diffusion for some 
geology is very similar at any place. 
 The second example is a problem with a three-dimensional solid element of which one 
side has a fracture plane element, as shown in Figure 4.5.4. The velocity in the fracture, 
v2, is 0.05 and the velocity in the rock block, vi, is 0.005. The retardation factor and 
dispersion coefficient of the fracture, rock matrix and rock block are the same as those in 
the previous problem. F is set at 0.001. Figure 4.5.4 shows a schematic view of the 
phenomena considered in the problem. 
 Figure 4.5.5 shows the results of the concentration distribution at time 9.27. The 
results of the rock block and the fracture can be compared with the analytical results, 
which are valid when xo is infinite. While the numerical results of the rock block agree 
well with the analytical ones, the numerical results of the fracture are smaller than the 
analytical ones. This is due to the matrix diffusion and dilution by leakage from the rock 
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block. In this case,  Fis positive and the concentration f the rock block is independent of
that of the fracture. 
 Table 4.5.1 shows a comparison among the concentrations of the rock block, the 
fracture and the rock matrix at a distance of 1 from the inlet boundary at time 24.27. 
Three cases in which Fis negative, Fis zero and /Is positive are shown in the table. 
     Table 4.5.1 Comparison of concentrations at distance of 1 at time 24.27 
           CasesRock block Fracture Rock matrix  
T is -0.001 0.178 0.625 0.650 
Fis zero 0.189 0.625 0.650 
Fis +0.001 0.189 0.621 0.646  
 When F is positive, the concentration of the fracture is diluted by the water leaking 
from the rock block to the fracture and the concentration of the rock block is the same as 
in the analytical solution, as shown in Figure 4.5.5. When F is zero, the concentrations 
of the fracture are the same as the analytical ones, as shown in Figure 4.5.3 (ADM 
model). When Fis negative, the concentrations of the fracture and the rock matrix are the 
same as those in cases where F is zero. The concentration of the rock block is smaller 
than that in cases where Fis zero and positive. Namely, when Fis positive, the effect of 
the water leaking from the rock block is not given to the concentration i  the rock block 
medium and the transport behavior in the rock block is the same as for the ordinary 
advection-dispersion phenomenon. When F is negative, the effect of the water leaking 
from the fracture to the rock block is not given to the concentration in the fracture medium 
and the transport behavior in the fracture is the same as for the ordinary advection-
dispersion phenomenon with the matrix diffusion. 
 Based on this concept, the behavior in the rock block can be considered separately 
from the behavior in the fracture medium. In general, since the sign of Fis determined 
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from the hydraulic boundary conditions and the locations and properties of the fractures, 
however, the phenomena in both media are difficult to consider separately. 
4.5.4 Conclusions 
 In this section, a new three-dimensional transport model was introduced and the ability 
of the model was  examined. This model considers the effect of the water leaking from the 
rock block to the fracture, based on the concept that large and permeable discontinuities 
should be explicitly expressed as plane fractures and that other small cracks are included 
implicitly in the rock block surrounding the fracture planes. The leakage from the rock 
block occurs through the small cracks in it. The solute transport from the fracture to the 
rock block is assumed to be advective along the leakage. 
 The matrix diffusion is considered independently of the above process because the 
diffusion is assumed to occur through the micro pores in the rock matrix constituting the 
rock block. This concept is based on the assumption that the hydraulic interaction 
between the small cracks and the rock matrix in the rock block is negligible. 
 The dispersion coefficient of the rock matrix is basically the same if the geology is the 
same. On the other hand, the transport properties of the rock block are very 
heterogeneous and anisotropically specify for each site. Using this new model, therefore, 
the large skewness in the breakthrough curve may be logically expressed. In addition, 
when the direction of the leakage is one way for a whole region, the transport 
phenomenon in the rock block is treated independently of the phenomenon in the fracture. 
This may help to understand the phenomena conceptually. 
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Chapter 5 APPLICATION OF SOLUTE 
       TRANSPORT ANALYSES 
5.1 Introduction 
In this chapter, solute transport analysis methods are applied to real and imaginary 
problems. In order to solve solute transport problems, seepage analyses have to be 
conducted beforehand to obtain the velocity distribution in a given field of interest, since 
it is very rare in many cases for the solute concentration in a ground to have a great effect 
on the ground water flow. Hence, the process of the solute transport analyses involves 
seepage and coupled phenomena nalyses mentioned in previous chapters. 
  Since many types of uncertainties exist in the model which explains the seepage flow 
and the solute transport behavior in the ground, it is difficult to grasp the phenomena 
correctly and to predict them at the present ime. And, it may be true that the phenomena 
are understood in various ways through use of many models. Numerical models 
mathematically express an characteristics of the phenomena. If the model cannot explain 
the other characteristics of the phenomena, the model should be revised and extended. 
Since the other characteristics of the phenomena are discovered through laboratory and 
in-situ experiments, the application of numerical models to experimental results is very 
effective for developing the better model to express the real phenomena. However, there 
seems to exist a limitation in the modeling of a whole real phenomenon. As for the other 
points of view about the use of the numerical models, we can apply the numerical models 
to aid in the understanding of the phenomena. The models generally contain many 
assumptions about the phenomena. Understanding such assumptions and limitations of 
the model, we can observe the phenomena through the window of the model and can 
infer the phenomena, which cannot be explained by the simulation using the model, 
through a comparison of the numerical and the experimental results. 
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  Moreover, other important factors eem to exist concerning the model development, 
that are related to the objective of the model used. If the numerical nalyses are carried out 
for a rough examination of the design, the accuracy of the calculation does not have to be 
so high if the model is conservative. 
  Two examples related to the model development whose objective is to understand the 
phenomena, are firstly introduced in this chapter. Then, an example of the rough 
examination of the feasibility of a radioactive waste depository in a deep geology is 
introduced. 
  Two tests are to be analyzed in order to understand the phenomena. They are the 
laboratory tracer test for a single fracture in granite, conducted by the AECL in Canada, 
and the in-situ tracer test at the  Chalk River National Laboratory of AECL. The example 
for the rough examination of the radioactive waste depository design is concerned with an 
imaginary tracer test in a rock mass under a temperature gradient. For the laboratory test, 
the effects of a non-uniform velocity distribution in a single fracture on the breakthrough 
curves are examined. For the in-situ test, considering the effects of both the leakage of 
ground water from neighboring rock blocks into a fracture and the matrix diffusion on the 
solute transport in a fractured rock mass, the transport phenomenon ata regional scale is 
examined. For the imaginary test, the effects of changes in velocity induced by 
temperature changes on the solute transport in a rock mass are examined. 
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5.2 Transport in a Single Fracture Plane 
5.2.1 Model description 
(1) Experimental design 
A large block experiment has been carried out by AECL to aid in the understanding of the 
processes which affect the migration of tracers in a single fracture. The granite block 
contains a single, natural fracture. This block has been positioned so that the fracture is 
approximately horizontal. The block is 91.5 cm long in the flow direction, 86.5 cm wide 
and 49.0 cm high. The average fracture aperture was estimated from the volume of water 
required to completely fill the fracture up to approximately 800  pm. The outside surface 
of the block, as well as the edges of the fracture on the 91.5 cm sides, have been coated 
with a silicone-based rubber to avoid evaporation of the transport solution through the 
porous rock matrix. Suitable reservoirs have been designed so that as uniform a gradient 
as possible can be imposed across the entire width of the fracture. The volumetric flow 
rate is established at20 ml/h The outlet reservoir consists of a shallow channel cut into a 
Plexiglas plate. The channel is divided into five compartments ofequal length, and the 
outlet port of each compartment is hooked up to a separate fraction collector. Figure 5.2.1 
shows a schematic view of this arrangement. During the experiment, the outlet 
concentrations are measured as functions of time. The tracers used in the experiment are 
Uranine, the non-adsorbing tracer, and Cesium (137Cs), the adsorbing one. 
  Details of the experimental design and the tracer tests can be found in the draft on the 
experiment presented as a problem of Case 9 in INTRAVAL phase 1 (Noronha and 
Gureghian (1988)). 
  Using the numerical method, a non-uniform flow in the fracture and solute transport 
considering transport mechanisms, i.e., advection, dispersion and retardation by 
sorption, are simulated. Then, the calculated results are displayed in comparison with the 
measured data on breakthrough curves in the experiment. 
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(2) Computational method 
  (a) Modeling of channels 
 A model of channels, in which channel aperture b varies two-dimensionally on the 
 fracture plane, is firstly produced. This procedure isthe same as the one mentioned in 
  Section 2.5 and the schematic view of the model of the channels is shown in Figure 
  2.5.2. The reason why focus is placed on the modeling of the geometric structure of 
  the paths of a solute is because one of the objects of this experiment is to investigate 
  the channeling flow in a single fracture. This seems to be the reason for dividing the 
  outlet reservoir into five ports. 
    The assumptions u edfor modeling the channels are: 
    1) The  probabili'y distribution of channel aperture b is approximated bythe Gamma 
      function. 
    2)Each finite element has a constant representative channel aperture. 
    3) The water volume through the channels i  50% of the volume of the fracture. 
      In other words, the porosity in the fracture, 0, is 0.5. 
    The Gamma function is given by the following form:
  n(b) = b e-bl bo 
 by(5.2.1) 
  where by is the aperture value at the distribution peak. 
    The aperture for each element is produced according to this distribution function 
  using random numbers generated by a computer code. Since the Gamma function 
  needs only one parameter, this function is selected as the aperture distribution due to 
  an insufficient amount of information on the channels. 
    The transmissivity of each element is obtained by 
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k(b)=0.S123 
  µ 
                                              (5.2.2) 
where g is the gravitational acceleration  andit is the viscosity of water. 
  The third power of the aperture in this equation is obtained bymultiplying 0.5•(g 
b2)/(12 it) by fracture aperture b. This equation means that each element has a 
representative elementary volume for channels and that he hydraulic conductivity is 
isotropic in an element. 
  The constant i  equation (5.2.2), 0.5, is derived from the third assumption. This 
assumption, namely, 0 = 0.5, is obtained bythe following process: 
    The substantial velocity through the fracture,v/, was estimated from the 
 measured breakthrough curve of the Uranine migration byAECL (Noronha and 
 Gureghian (1988)), i.e., 
of = 1x10-3 (cm/sec) .(5.2.3) 
   The total f ow rate is20 cm3/h . Therefore, the following equation is obtained: 
of x 86.5 = 5011 x 86.5 = 20/3600(5 .2.4) 
 where h is the mean fracture aperture. 
   At this point, it is assumed that the aperture at the distribution peak
, bp, is 0.06 
 cm. The mean value of the Gamma distribution is 2b0 . Thus, b is obtained from 
b =2b0=  20  =0.12 
3600.86.5•0.vf(5 .2.5) 
   From above-mentioned equations, porosity 0 is given as = 0.5. 
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  The assumed value of bo is derived from the averaged fracture aperture, which was 
 estimated with the Uranine experiment by AECL (Noronha nd Gureghian  (1988)). 
 The fracture plane is divided into 225 elements (15 x 15). Thus, the distance 
between eighboring nodes is 6 cm. 
(b) Seepage analysis 
For the seepage analysis, the followings assumptions are made: 
  1) The water flow into the rock matrix is negligible.
  2) Hydraulic heads are constant at the inlet and the outlet boundaries. 
  The first assumption is expected to be reasonable because the residence time of the 
fluid in the fracture is very short. The hydraulic heads at the inlet and the outlet 
boundaries are prescribed to fit the calculated flow rate to the measured one through 
trial and error. 
  The governing equation is the mass balance quation of the water flow at a steady 
state, i.e., 
v •(k(b) Vh) = 0(5 .2.6) 
where h is the total hydraulic head. This equation is discretized by the Galerkin finite 
element method and is solved with the following boundary conditions: 
h=h1 onx=0(5.2.7) 
h = h2 on = LX(5.2.8) 
ah=0ony=OandLy 
ay(5.2.9) 
                      289
where the x-direction coincides with the flow direction, hi is the prescribed total head 
at the upstream boundary of x = 0 and h2 is the prescribed total head at the 
downstream boundary of x =  Lx. 
 Prescribed head values are chosen with the following equation such that the total 




  Consequently, the total head at the upstream side is set at 0.00105 cm, while the 
total head at the downstream side is set at 0 cm, after tRial and error, to fit the 
calculated flow rate to the measured one. 
(c) Transport analysis 
Solute migration is simulated under the following assumptions: 
  1) The matrix diffusion is negligible. 
  2) The instantaneousequilibrium sorption model is used as a retardation 
     mechanism. 
  3) The dispersion tensor is isotropic. 
  The first assumption is expected to be reasonable because the residence time of the 
solute in the fracture is very short. The second and third assumptions may not be 
appropriate. However, we try to infer the real transport phenomena occurring in the 
fracture by comparing numerical and observed results through these assumptions. 
This seems like a good way to grasp the phenomena in cases where sufficient 
observations and examinations are not given. 
  The governing equation used for the advection-dispersion analysis is written by 
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¢bRdat= Ob0•(Dfvc)- cbbvfVc - obRd~1c 
                                           (5.2.11) 
where Rd  is the retardation factor, D1 is the dispersion coefficient, A, is the decay 
constant and c is the concentration. 
  The dispersion coefficient is assumed to be calculated from the velocity with 
Dp= avf(5 .2.12) 
where a is the dispersivity which is adjusted so that he calculated results are fitted to 
the measured ones. 
  The retardation factor is given as 
Rd = 1 + 2b(5 .2.13) 
where Kf is the fracture surface sorption coefficient. 
  Since the solute was injected at the step release mode in the experiment, the initial 
and the boundary conditions for the above quation are set as follows: 
c=0 at =0, 
c=coon x = 0 during t > 0, 




ay= 0 on y = 0 and Ly during > 0(5.2.14) 
                       291
  The governing equation is discretized by the ordinary Galerkin finite element method 
  and is solved under the above initial and boundary conditions. 
5.2.2 Analyses results 
(1) Seepage analyses 
Figure 5.2.1 shows the finite element mesh used for the seepage and transport analyses. 
Three sets of the random numbers for obtaining the aperture distribution are generated. 
Figure 5.2.2 indicates the generated aperture distributions. Figure 5.2.3 shows the 
velocity vector distributions for the 3 cases. It is found from these figures that water 
flows along the portions having large permeabilities. This is the same tendency as that 
shown in Figure 2.5.3 of Section 2.5. 
-------------- Lz  90  cm ----------- 
o, m                                                 
II 
Ay 
Ox225 elements 256 nodes 
     Figure 5.2.1 Finite element mesh used in the analyses of flow and 
      transport problem in a single fracture plane 
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(2) Transport analysis 
Figure 5.2.4 shows a comparison between calculated breakthrough curves of the non-
adsorbing tracer,  Uranine, and the measured ones. Figure 5.2.4 (a) indicates the 
experimental results and Figures 5.2.4 (b) - (d) show the calculated results obtained from 
using a dispersivity a of 0.4 cm. The solid line in the figures shows the arithmetically 
averaged breakthrough curves for five plots in Figure 5.2.4 (a), and infers the 
breakthrough curve averaged for the entire medium. 
  It is found that the calculated breakthrough curves agree well with the arithmetical 
average of the observed breakthrough curves, while the breakthrough curves measured at 
each outlet partition have less skewness than the calculated ones. The maximum 
difference of rising time for each observed breakthrough curve is about 10 hours, as 
shown in Figure 5.2.4 (a), although that for the calculated curve is about 5 hours. This 
may be due to the fact that there is little interaction between flow paths in the real fracture 
and the that advection-dominated aspect of the solute transport occurs in each path. It may 
be concluded, therefore, that for the non-adsorbing tracer test, the phenomena occurring 
in each path cannot be explained by the model so well, while the calculations express the 
averaged phenomena of the entire medium. The reason for the difference between the 
numerical nd the observed breakthrough curves in each path may lie in the assumptions 
of isotropic dispersivity and aperture distribution. These are related to the modeling of the 
channels. 
  Figure 5.2.5 shows a comparison between the calculated breakthrough curves of the 
adsorbing tracer, Cesium, and the measured ones, in which (a) represents the 
experimental results and (b) (d) are the calculated results obtained when using an 
isotopic dispersivity of a = 0.4cm. The fracture surface sorption coefficient in equation 
(5.2.13) is set at 0.13 cm in those analyses. The retardation factors used in the analyses 
are set according to the aperture distribution, and thus, the portions with a high velocity, 
                        294
    0.8 -o..~+s++T + 
 0= rr,-,-++                                                            T+, 
 T 
U0 -^*+^ A 0.4 -*+ 
         +0 B 
0.2 -0 *+- C 
O * + 
0 -^ .+* D 
+ E 
 -0.2 --------------------------------------------------------------------------------- 
    010 20 30 40 50 60 
                                Time (hour) 
                               (a) Measuredresults
1-i' 
r..., c------ Q • 
  0.8 -•• 
0• 
  0.6, --• + 
    c4* •+     0• A 
 Cl0 .4 -0 B 
                                    + 
 0.2 -—C 
0 
       III+* D 
0 - • ^ • l 
                     + E 
-0.2-
    010 2030 40 50 60 
                                Time (hour) 
                           (b) Run-1 
        Figure 5.2.4 Comparison between calculated breakthrough curves of 
         the non-adsorbing tracer, Uranine, and measured ones 
                          295
 1+ + +  + 
•A + 
IN 
 0.8 0B *^                                                      ^
+^ 
   C *^Q  0
.6-^0 
CS*D + _is0 
U 0.40    +E * ^ Q0 
      +o                               00
.2^ 
                              o 
    0 • • • • • • 
       -0.2 
   01020 30 405060 
                            Time (hour)
                              (c) Run-2 
1-II 
                                      ^ +7- +.T 
      0.8 -
                            9 • 
                                      1 0.6 -Q 
^A 
U 0.4 -Q-1-QB 
^C       0
.2 -
    Q*D 
^ 
0-N ^ ^ ^i I+E 
-0.2 ---------------------------------------------------------------------------------- 
   01020 30405060 
                           Time (hour)i 
                          (d) Run-3 
       Figure 5.2.4 Comparison between calculated breakthrough curves 
       of the non-adsorbing tracer, Uranine, and measured ones (continued) 
                        296
i.e., the large aperture, have a small retardation factor. The solid line in those figures 
shows the arithmetically averaged breakthrough curve for five plots in Figure 5.2.5 (a). 
  It seems that the results calculated in this case express the degree of skewness for 
breakthrough curves measured at each outlet partition better than in the case of Uranine, 
while the difference in the rising time of the measured curve remained larger than that of 
the calculated results. The skewness of the breakthrough curves measured at each outlet 
partition is not so different from that of the arithmetically averaged curve. It may be 
concluded, therefore, that the model used in these analyses can express both the 
phenomenon occurring in each path and the averaged phenomenon, while the velocity 
distribution is not expressed well by the calculations. In other words, the phenomena 
occurring in this case are not affected by the velocity distribution, but are very affected by 
adsorption and dispersion behavior. 
  It is inferred from the above results that the real transport phenomenon i each path is 
dominated by advection in cases where adsorption does not occur and is dominated by 
dispersion in cases where adsorption does occur. In general, whether the phenomena are 
advection-dominated or dispersion-dominated is ependent on the Peclet number,  Pe, 
which is given as Pe = vL/D in which v is velocity, L is the characteristic length and D is 
the dispersion coefficient. Since the dispersion coefficient is given by equation (5.2.12) 
in the analyses, the Peclet number in the analyses becomes L/ a. Thus, the Pe in both 
cases is the same for all elements and is difficult to use for judging whether the advection 
or dispersion dominated phenomena re occurring in the media for both cases. This is 
probably because the velocity distributions are not simulated well by the models. In other 
words, it is necessary to correctly model the velocity field in order to examine cases using 
a non-adsorbing tracer. 
5.2.3 Conclusions 
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single fracture on a laboratory scale. This problem was introduced as Case 9 of 
INTRAVAL project phase 1. 
  Since the rock block used in this experiment had a natural fracture, it was expected 
that the fracture aperture would not be uniform. The channel flow was simulated by the 
stochastic approach, in which the probability density distribution of the aperture was 
assumed as a Gamma function. Then, the transport analyses were carried out and the 
calculated breakthrough curves were compared with the measured ones. 
  The conclusions can be summarized as follows: 
  1) The velocity distribution in the fracture was not simulated correctly. This is 
    probably because the Gamma function is not as appropriate as the aperture 
    distribution. 
  2) While the solute transport phenomenon in each path of the fracture was not 
    sufficiently expressed by the model for the non-adsorbing tracer case,the 
    breakthrough curve averaged at the outlet boundary was simulated roughly by the 
     model. 
  3) Both the phenomenon occurring in each path and the averaged phenomenon for the 
    adsorbing tracer test were expressed well by the numerical model used in this 
     section. 
  4) The phenomena occurring in the adsorbing tracer test may not be affected by the 
    velocity distribution, but are greatly affected by adsorption and dispersion 
    behavior. 
  5) The real transport phenomenon in each path is expected to be dominated by 
    advection in cases where the adsorption does not occur and by dispersion in cases 
    where adsorption does occur. 
  In spite of an insufficient amount of information on the aperture distribution in the 
fracture, the phenomena in both the non-adsorbing and the adsorbing tracer tests were 
roughly simulated by the numerical model using the non-uniform velocity field. 
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However, for a more detailed examination of the phenomena, further information on the 
aperture is necessary and an examination of the velocity fields must be carried out. 
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5.3 Analyses of Field Tracer Test 
5.3.1 Field tracer test 
Field tracer tests in a single fracture zone were performed at a study site located on the 
property of the Chalk River Nuclear Laboratories (CRNL), Atomic Energy of Canada, 
Ltd. (AECL) (Raven, et al. (1988)). This is the same place where the hydraulic 
characterization tests were conducted; they are analyzed in Section 2.6. While focus is 
placed on the fracture zone 1, shown in Figures 2.6.12 and 2.6.13, in the analyses of the 
hydraulic haracterization tests, fracture zone 3 is used for the tracer tests. Figure 5.3.1 
shows the borehole layout and the approximate xtent of fracture zone 3, which is 
modeled for the region shown with a solid line in the figure. Five tracer tests were 
performed with a three-borehole array of FS-6, 11 and 15. The tracer experiments were 
performed in the central high-permeability region of the fracture zone to reduce far-field 
 boundary effects or distortion of the flow field. Although the natural ground water flow 
direction was northeast following the dip direction of the fracture zone with gradients of 
0.001-0.1 and the hydraulic gradient between boreholes FS-6, 11 and 15 were 0.001-
0.002, the hydraulic gradients imposed through the tracer tests were 25 times greater than 
the natural field gradient. Thus, the fracture zone can be modeled as a horizontal plane. 
  The test conditions of the five tests are summarized in Table 5.3.1. During test 1, 
radioactive gamma-emitting 82Br (half-life of 35.5 hours) was injected into an injection 
withdrawal flow field, established without recirculation, and pumped at equal rates 
between borehole FS-6 (injection) and borehole FS-15 (withdrawal). In the second tracer 
experiment, Na Fluorescein was injected in a similar flow field, except hat the injection 
borehole (FS-15) and the withdrawal borehole (FS-6) were reversed from the first test. 
Radioactive 82Br was used as the tracer in the third test, which was performed in a radial 
convergent flow field toward borehole FS-15 from borehole FS-6. Tracer tests 4 and 5 
were conducted together between boreholes FS-6, 11 and 15 using radioactive 82Br as 
the tracer. An injection-withdrawal flow field, with recirculation of the withdrawn fluid, 
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    Table 5.3.1 Summary of tracer test conditions (after Raven,et al. (1988)) 
                      BoreholeQ  dK 
  Test Tracer Injection Withdrawal Flow Field Spacing, m Min; L/hour m  
   1 82Br FS-6 FS-15 injection-withdrawal 12.7 27 MBq 30.0 4.60 
   2 Na FS-15 FS-6 injection-withdrawal 12.7 100 mg 32.0 4.90 
    Fluorescein 
   3 82Br FS-6* FS-15 radial-convergent 12.7 27 MBq 14.0 0.70 
   4 82Br FS-6 FS-15t injection-withdrawal 12.7 40 MBq 36.6 2.35 
   5 82Br FS-6 FS-11 injection-withdrawal 29.8 40MBq 36.6 5.95  
 * Passive injection 
 t Passive withdrawal 
was established between boreholes FS-6 (injection) and FS-11 (withdrawal) during these 
tests and the breakthrough of the tracer was monitored at both the withdrawal borehole 
FS-11 (test 5) and the passive intervening borehole FS-15 (test 4). 
 Steady flow conditions were established in the fracture approximately 5-10 hours prior 
to the tracer injection for each tracer test. Steady flow conditions were confirmed with the 
attainment of the steady hydraulic head, 411 and the flow rate, Q shown in Table 5.3.1. 
dH is the sum of the net changes in the hydraulic head from the equilibrium values for 
both the injection and the withdrawal boreholes. 
5.3.2 Model description 
(1) Seepage analysis model 
Figure 5.3.2 shows the finite element mesh used in the seepage flow analyses, whose 
mesh is modeled for the zone indicated with a solid line in Figure 5.3.1. The fracture 
zone is modeled by the plane elements at the bottom of the three-dimensional rock block 
elements. The seepage flow analyses are carried out with the model introduced in Section 
2.6, which considers the leakage from the rock blocks adjoining the fracture. For the 
analysis of all tests, the initial water level is set at 27 m, i.e., the height at the top of the 
                        303
 N 
              FS-7 FS -3 
 O                FS-170F0 
                        0 
              FS-8 FS-4 
1--- O 0 
          FS-9FS -2 
,e" FS-5 • \ 
                       ~// FS-160 O 
                                             ~FS -10 FS-6\Analysis 
0 • 
~\                          FS-1551Region 
          Approximate ~^~ FS-11              PP  
• 
              Fracture 
        ExtentFS-13 i 
                        0 FS-114 O FS-12 
           0 METRES 50 Tracer Test
- -f•Boreholes 
    Figure 5.3.1 Borehole layout and approximate extent of fracture zone 3 
   A solid line indicates an analysis region 
three-dimensional model shown in Figure 5.3.2. All boundary conditions are set at no 
flux conditions. The injection and the withdrawal flow rates, Q are given in Table 5.3.1 
as the sink and source conditions, and the unsteady flow state in the fracture zone is 
analyzed with the model considering the leakage from the rock blocks. The calculated 
results of the sum of the hydraulic head for both the injection and the withdrawal 
boreholes at 10 hours from the start of the analysis are compared with LH, shown in 
Table 5.3.1. Moreover, it is ascertained whether or not a change in the calculated All is 
very small. 
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     Figure 5.3.2 Finite element mesh used in the flow analyses of CRNL tracer test 
      Table 5.3.2 shows the permeability and the storage coefficient used in the analyses. 
    They are the same as those shown in Section 2.6. The permeability of the rock blocks is 
    obtained by calculating the log-mean of the permeabilities timated from the straddle-
   packer injection tests by Raven (1985). The principal direction to three geographic 
    reference axes is defined by three direction cosines, i.e., 11, ml, ni for K1. Geographic 
    reference axes (one south, two east and three down) are used in Table5.3.2. The 
    anisotropic permeability is obtained by transforming to our coordinate system, i.e.,x is 
    east, y is north and z is upward for the seepage analyses. The transmissivity of the 
    fracture zone in Case a of Table 5.3.2 is obtained from the aperture, which has been 
   estimated from interference t sts performed before the tracer tests by Raven (1985).The 
    aperture in this case is larger than those shown in Table 5.3.3, which were estimated 
   from the concentrated hydraulic haracterization tests by Raven et al. (1988) prior to the 
    tracer test. 
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(2) Transport analysis model 
Transport analyses are carried out by applying the velocity field in the fracture and the 
leakage rate from the adjoining rock blocks obtained from the above seepage analyses. 
The analyses are performed with the two-dimensional finite element mesh, which models 
            Table 5.3.2 Parameters used in the seepage analyses 
 ZonePrincipal Permeability  (m/s) Storativity Principal direction* 
K1 K2K3 S 11 12 13 
m1 m2 m3 
                        n1 n2 n3
                                                     -0.100 -0.128 -0.058 
 Rock blocks 9.13x10-9 7.03x10-9 1.40x10-9 5x10-7 -0.0298 0.066 -0.160 
                                                -0.060 -0.223 0.223 
 FracturesTransmissivity (m2/s) Storativity Aperture (mm) a  
Casea3.05x10-6-155 - 
Case b1.33x10-62 .5x10-61180.021 
Case c1.06x10-72 .5x10-550.5 0.048 
Cased1.06x10-72 .5x10-5 50.5 0.078  * Di
rection cosines relative to geographic reference axes. 
      Table 5.3.3 Parallel plate openings determinedfrom hydraulic tests 
             (after Raven, et al (1988), unit is micrometers) 
  Activation  Observation Boreholes  
   Boreholes FS-5 FS-6 FS-10 FS-11 FS-13 FS-15 FS-16 
  FS-5 35 
  FS-6140 120 110 100 145 135 
FS-1015 
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only the fracture plane because the tracer is injected and withdrawn only at the fracture 
zone by a straddle-packer system. Numerical examinations are conducted for tests  1, 2 
and 3 because tests 4 and 5 performed recirculation of the withdrawn fluid, which is 
difficult to simulate due to an insufficient amount of information on the recirculation 
conditions. The initial conditions are set at a zero concentration for the whole region and 
all the boundaries are set at no-flux conditions. 
(3) Strategy of the analyses 
What was reported about the tracer test results is the sum of the net change in the 
hydraulic head for both the injection and the withdrawal boreholes, 4H, shown in Table 
5.3.1, the flow rates pumped between both injection and withdrawal boreholes, Q shown 
in Table 5.3.1, the fracture aperture calculated from both the injection tests and tl.e 
hydraulic interference t sts shown in Table 5.3.3 and the residence time distributions of 
the tracers which are corrected for radioactive decay. The numerical results have to agree 
with these measured results. In addition, the porosity of the fracture zone has to be less 
than 1. The retardation factor should be set at 1 because anon-adsorptive tracer was used 
for these tests and coefficient R3, which is the product of the porosity and the retardation 
factor in the rock matrix, has to be less than 1 due to a retardation factor of 1. The 
calibrations of the flow and the transport model have to be carried out such that all the 
above conditions are satisfied. In this section, the calibrations for tests 1, 2 and 3 are 
performed with the process hown in Figure 5.3.3 and then the calibrated values of the 
parameters for each test are compared. If the parameter values for each test are 
approximately the same, it can be concluded that the model is valid for the various 
behavior occurring at the site and can express uch phenomena in the future. 
5.3.3 Results of the analyses 
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   Figure 5.3.3 Calibration process of flow and transport analyses, in which n is 
   the porosity in the fracture, T is the transmissivity in the fracture, a is the coefficient
   related to the leakage, D is the dispersion coefficient in the fracture, R3 is the 
   product of the porosity and the retardation factor in the rock matrix and 13 is the 
   matrix diffusion coefficient. 
Seepage analyses are carried out by applying the injection and the withdrawal flow rates, 
Q in Table 5.3.1 as the sink and source conditions, and the calculated results of the sum 
of the changed hydraulic head at both the injection and the withdrawal boreholes are 
compared with the measured ones. The calculated results of the transport analyses are 
calibrated to the residence time distribution (R.T.D.) curves expressed in the relative form 
E/Lp, in which E is given as 
E(t)=c(t)Q /M;y(5 .3.1) 
where c(t) is the concentration time response atthe withdrawal borehole, Qis the steady 
volumetric flow rate, Mini s a mass of the injected tracer and Ep is the peak value of E(t). 
Since the R.T.D. curve presented by Raven ,et al. (1988) is corrected for radioactive 
decay, the radioactive decay of 82Br does not have to be considered in the transport 
analyses. The R.T.D. curves measured with the borehole ycounter are used for a 
comparison with the calculated ones. 
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(1) Test 1 
This test case is the basic ase of the calibration process for tests 2and 3. The parameter 
values calibrated for this test are used for the other tests first and then calibrated to fit the 
calculated R.T.D. curve to the measured one. 
 As the first trial, Case b in Table 5.3.2 is used for the flow analysis. The aperture of
this case is obtained from the mean value of the apertures shown in Table 5.3.3. Since 
the most suitable apertures by Raven et al. (1988) are between 115 and 45  µm and the 
mean value of the apertures is 118 pm, the peak time of the R.T.D. curve is expected to
be faster than the real one if the aperture in Case a, 155 µm, is used for the analysis. The 
storativity is calculated as the product of the porosity in the fracture and the 
compressibility of the water. For these tracer tests, the storativity does not have much 
influence on the velocity distribution because the flow in the fracture reached 
approximately the steady state. The porosity in the fracture has great meaning for the 
transport analysis, inwhich the solute particles are transported as an advection behavior. 
The porosity is obtained by trial and error of the transport analyses such that he R.T.D. 
curve, calculated with R3 and n less than 1, is fitted to the measured one. In the process 
of the calibration shown in Figure 5.3.3, the porosity is identified at 0.05 from the 
transport analysis first and then coefficient a, related to the leakage, is calibrated to fit the 
calculated dH to the measured one. dH, obtained using the parameters of Case b in Table 
5.3.2, is the same as the measured one, i.e., 4.6 m. Figure 5.3.4 shows the calculated 
R.T.D. curve and the measured one. The peak time of the calculated curve is faster than 
the measured one. This is because the velocity in the fracture isfaster. As a second trial, 
the transmissivity is calibrated tofit the peak time. After trial and error, according tothe 
process in Figure 5.3.3, a, R3 and f3 are identified as shown in Test 1 of Table 5.3.4 and 
the best fitting results of the R.T.D.curve are obtained as shown in Figure 5.3.5. The 
parameters forCase c in Table 5.3.2 are the ones used for the flow analysis. 
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Table 5.3.4 Parameter values yield a good agreement with the observed results 
           Test  
Parameters1 23  
 Dispersivity (m),  ai.0.3 0.30 .3 
Porosity of the0 .05 0.050.05   f
racture, n* 
 Retardation factor1 . 1.1. 
 of the fracture, R2 
 Matrix dispersion0 .01 0.010.003 
 coefficient, /3 
 Product of retardation0.65 0.650.65  f
actor and porosity 
  of the rock matrix, R3 
 Aperture (pm)50.5 50.550.5 
Coefficient related to0.048 0.0480.078 
leakage, a  
 * Notation isrepresented as 02 in Section 4.5 
(2) Test 2 
Using the same values for all the parameters as those shown in Test 1 of Table 5.3.4, the 
flow and the transport analyses are carried out for Test 2. 411, obtained by applying the 
parameters of Case c in Table 5.3.2, is 4.98 m. This agrees well with the measured one, 
i.e. 4.9 m. The dotted line in Figure 5.3.6 shows the R.T.D. curve obtained with the 
same values as those used in the analysis given in Figure 5.3.5. The calculated curve 
shown with a dotted line in Figure 5.3.6 shows a approximately good agreement with 
the measured one. Since this experiment was done to test the repeatability of the 
experiment (Raven et.al. (1988)), the values of the parameters u ed in the transport 
analysis hould be the same for both cases. Since a fairly good agreement between the 
numerical results and the experimental ones is obtained for both cases, using the same 
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  Figure 5.3.6 Comparison between calculated and measured R.T.D. of Test 2 
values for the parameters, it may be concluded that the repeatability of the test is 
recognized bythese analyses. In other words, it is concluded that he model can predict 
the flow and the transport behavior through use of the calibration results of a similar flow 
field. 
(3) Test 3 
Test 3 is performed in a radial convergent flow field toward borehole FS-15 from 
borehole FS-6, which is different from the flow field of Tests 1 and 2. For the flow 
analysis of this test, the parameters in Case c of Table 5.3.2 are used first. Figure 5.3.7 
shows the result obtained by using the same data used for the flow and transport analyses 
of Tests and 1 and 2, in which the faster peak time and lager tailing than observed ones 
are indicated. These tendencies are related to the value of the voefficients a and /3. Then 
a is calibrated tofit the calculated All to the measured one.When a is set at 0.078, as 
shown in Cased of Table 5.3.2, the calculated All is 0.71 m, which agrees well with the 
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measured one, 0.7 m. a in Case d is larger than that in Case c, which yields a good 
agreement wi h the measured  411 of Tests 1 and 2. Using the velocity field from the flow 
analysis with the parameters of Case d, the transport analysis i  carried out and /3 is 
calibrated. Figure 5.3.8 shows the best fitting curve to the measured one. At this time, /3 
is 0.003, which is less than the /3 used in Tests 1 and 2, as shown in Table 5.3.4. A 
different a and /3 from those in Tests 1 and 2 is probably due to the effects of the 
boundary conditions and the properties of the rock blocks far from the withdrawal 
borehole. The ground water flow between boreholes FS-6 and FS-15, arising in Tests 1 
and 2, is not expected tobe greatly affected by the boundary conditions and properties of 
the fractures and rock blocks far from the boreholes, because the injection and the 
withdrawal re carried out at both boreholes. On the other hand, the ground water flow in 
Test 3 is generally affected by the boundary conditions and properties far from borehole 
FS-15, because of the radial convergent flow to FS-15. However, the model can express 
the phenomena in Test 3, radial convergence flow, by modifying a a little for the flow 
analysis and /3 for the transport analysis from the values obtained by the calibration for 
the other flow field of Test 1, the flow between i jection-withdrawal wells. The result for 
Test 3, obtained by using the same parameters used in Test 1, shows the conservative 
one for the assesment of the transport problem of a waste disposal becuse of the fast 
travel time and large tailing. Although this result is dependent on the spceise and the 
bounday condition, this means that the model may be able to predict conservative 
phenomena i  the future by changing a and /3 parametrically from values calibrated from 
tests in other flow fields. 
5.3.4 Discussions 
The aperture of the fracture was 50.5 µm in the analyses. Although this value is about 
 half of the mean value of the observed apertures shown in Table 5.3.3, it is not such an 
 unlikely value because the smaller apertures were observed inthe fracture zone. The 
 apertures u ed in the analyses by Raven, et al. (1988) are in the range of 45 to 115 pm, 
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   Figure 5.3.8 Comparison betweenmeasured and calculated R.T.D. 
   of Test 3 by using the parameters shown in Table 5.3.4 
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which also proves the aperture of50.5  gm to be realistic. The porosity in the fracture was 
0.05 in the analyses. This is related to the regime of the flow in a fracture, e.g., the 
channel flow. The report at the Stripa project said that about 10% of the volume of the 
fracture plane contributes tothe fluid flow in it (Abelin, et al. (1985)). Numerical 
experiments conducted in Section 2.5 concluded that he area of fluid paths in a fracture 
plane is very small. Thus, a porosity of 5% is not so unlikely. R3 was 0.65 in the 
analyses, which is the product of the porosity and the retardation factor of the rock matrix 
and has to be less than 1 due to a retardation factor of 1. This parameter in the 
examination byRaven et al. was in the range of 0 to 0.65. This may prove the R3 to be 
probable. The dispersivity, aL was 0.3 m in our analyses. Since this parameter did not 
have much effect on the R.T.D. curve, the value of it was not calibrated in the calibration 
process. Incidentally, the dispersivity used in the analyses by Raven et al. was in the 
range of 0.95 to 6.3 m. The matrix dispersion coefficient, /3, and the coefficient related to 
the leakage, a, had a great effect on the transport and flow analyses. Since these 
parameters are difficult o identify directly from the experiment results, they have to be 
calibrated through analyses with in-situ test results prior to the prediction. a is a special 
parameter of the model considering leakage from the adjoining rock blocks to the 
fracture. Figure 5.3.8 shows the contour of the leakage rate of Test 1. The ground water 
moves from the fracture zone to the adjoining rock blocks in the region around FS-6, 
which is the injection borehole, due to high pressure inthe fracture, while the ground 
water moves from the adjoining rock blocks to the fracture inthe region around FS-15. It 
is found from this figure that he dilution of the solute concentration n the fracture is
expected tooccur around withdrawal borehole FS-15. On the other hand, Figure 5.3.9 
shows the distribution f the leakage rate for Test 3. The ground water moves from the 
rock blocks to the fracture in the whole region. Since the leakage rate is less than the 
value of 13, as shown in Figures 5.3.9 and 5.3.10, this leakage rate has a greater ffect on 
the flow behavior inthe fracture than the transport behavior init. Thus, for the calibration 
process, the R.T.D. curve was adjusted by calibrating /3in the transport analysis after the 
velocity distribution was obtained by calibrating a in the flow analysis. 
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  For transport analyses, in addition to the parameters, i.e., the dispersion coefficient, 
the retardation factor and the decay constant, the velocity distribution i the field of 
interest isalso necessary. This is obtained from the hydraulic onductivity, storativity 
and the hydraulic nitial and boundary conditions. In general, the initial and the boundary 
conditions are given from the results of geological nd topographical surveys. Calibrating 
these parameters, the most suitable parameters are identified to express the observed 
phenomena of solute transport and ground water flow. Then, future phenomena are 
predicted through calculation using those identified parameters. Thus, the parameters 
used in the analyses have to be calibrated before the prediction using the initial and the 
boundary conditions at that ime. It seems important for the calibration to identify the 
parameter values consistent with the phenomena from the various points of view. 
  To given an example in this section, the velocity distribution ofeachtest has to be 
identified to express the summation f the drawdown of the water levels of the injection 
and the withdrawal wells,  AN. At that ime, the aperture, which is used to estimate the 
transmissivity by the cubic theory, has to be consistent with the results observed inthe 
single borehole injection tests and the hydraulic nterference tests conducted for this area 
before the tracer tests. It is necessary, however, for the conventional seepage analysis 
methods to calibrate the transmissivity in order to change the calculated pressure 
distribution i the fracture, as mentioned in Section 2.6. This causes achange in the 
velocity in the fracture and the calibration of the transport behavior becomes difficult. 
Using the model introduced in Sections 2.6 and 4.5, on the other hand, the calibration 
process i  easy and systematic, as shown in Figure 5.3.3. 
 The flow model considering the leakage from the adjoining rock blocks was able to 
express the observed AN in Test 3 by applying the same aperture as the one used in the 
analyses of Tests 1 and 2 and by adjusting the leakage rate. Using the velocity 
distribution from the above flow analysis, the transport phenomenon f Test 3 was 
explained by using the same transport parameters as those used in Tests 1 and 2, except 
for f3. This approximate consistency of the parameter values through different tests may 
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prove the flow and the transport models considering the leakage from the adjoining rock 
blocks in this area. 
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5.4 Transport under Coupled Phenomena 
5.4.1 Model description 
In this section, an imaginary depository of high level radioactive waste is examined for its 
safety. The depository is set at the depth of 1000 m under the ground surface as shown in 
Figure 5.4.1. The region to be analyzed is 2000 m x 2000  m  (  horizontal area) x 1500 m 
(depth). The heat from the depository is generated by the radioactive decay of the waste 
disposed in it. The vitrified wastes are assumed to be disposed after the interim storage of 
30 years, of which heat generation is assumed as shown in Figure 5.4.2. 
  The total number of vitrified wastes is assumed to be 10000, which are disposed at the 
area of 1,000,000 m2. Thus, the density of the disposed vitrified wastes is one canister 
per 100 m2.The analyses are carried out for the quarter of the total region. The total 
hydraulic head at the ground surface is fixed at 0 tf/m2, and the other boundary 
conditions are set at no-flow condition. Namely, the natural ground water flow is 
assumed to be negligible, which situation is approximately achieved at a place between 
mountains or a valley. The ground water flow is occurred ue to the only temperature 
gradient. In the analyses, the natural temperature gradient in the direction of depth is 
assumed to be 3°C/100 m, and the buoyancy due to the natural temperature gradient isnot 
calculated explicitly and the natural temperature gradient is given as the initial condition. 
Thus, the buoyancy is occurred from the temperature change due to the heat generation of
the canisters at the depository because the initial state is considered as the reference state 
in the analyses. The effect of the natural temperature gradient on the ground water flow is 
examined separately from the examination of the effect of the heat generation from the 
depository. 
  The analyses are carried out for two cases; Case 1 is the case where the ground 
consists of a kind of rock and Case 2 is the case where the ground have two kinds of 
geology as shown in Figure 5.4.1. The permeability is assumed to be dependent on the 
stress at the point for the hard rock and dependent on the void ratio change for the fault 
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            Figure 5.4.2 Heat generation from a vitrifiedwaste 
zone. The dependency of the permeability onthe stress for the hard rocks is assumed to
be according tothe equation proposed by Iwai (1976), which is introduced in the section 
3.3, and the the dependency of the permeability onthe void ratio is given as the following 
equation (Lambe and Whiteman (1969)); 
e - eo 
k = ko 10 d(5.4.1) 
where e is the void ratio, k is the permeability and d is a constant. Subscript, 0, stands 
for the reference state. Table 5.4.1 shows the parameters used in the analyses, in which 
the parameters without he description of the geology hold for both hard rock and fracture 
zone. 
 Transport analyses is carried out by using the velocity field obtained from the coupled 
analyses. The concentration atthe depository is set at 1 during the analysis, which means 
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the solute leaks from the depository homogeneously and steadily. Since the leakage 
condition of the solute from the depository is dependent on the various conditions of the 
depository system, it is very difficult to decide the leakage concentration and the point in 
the depository. Thus, this assumption is convenient while this is very conservative for 
the safety assessment of a depository. Since the source concentration is 1, the evaluated 
concentration of the solute is estimated as the percentage of the source concentration. All 
boundary condition of the transport analyses is given as 
Dan=0 
                                              (5.4.2) 
where n is the normal vector of the boundary. 
      Table 5.4.1 Parameters used in the coupled and transport analyses 
         Coupled analysesTransport analyses  
 ParametersValuesParameters Values  
   Young's Modulus (Hard rock) 5 x  105 tf/m2 Dispersivity 10 m 
   Young's Modulus (Fault zone) 5 x 104 tf/m2 Retardation factor (Cs) 64
  Poisson's Ratio0 .3Retardation factor (Pu) 3151 
   Initial void ratio (Hard rock) 0.02Decay coefficient (Cs) 0.0231 
   Initial void ratio (Fault zone) 0.4Decay coefficient (Pu) 2.888 x 10 -5 
   Intrinsic permeability (Hard rock)*1 10-12 m2 
   Intrinsic permeability (Fault zone)*2 10-10m2 
  Specific heat of solid42.6 m/°C 
  Heat conductivity of solid2 .12 x 10-4 tf/°Cs 
  Thermal expansion coefficient6 .0 x 10-6 °C-1  *1; Permeability is isotropic and is set according to equation (3.3.40) proposed byIwai (1976).      The coefficients in equation (3.3.40) is set such that he permeability a  the depth of depository 
     comes to be 10-8 sc.      *2; Permeabilityisisotropic and is set according to equation (5.4.1). The coefficient d is set at 
0.1. 
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5.4.2 Analysis method and strategy 
The velocity field is obtained from the coupled thermal, mechanical and hydraulic 
analysis with  THAMES3D introduced in Chapter 3. The permeability is dependent on the 
stress state or the void ratio as mentioned above. The deformation and ground water flow 
are occurred from the change in temperature induced by the heat generation from the 
depository. In the analyses, the natural temperature gradient is set at 3°C/100 m and the 
temperature at the ground surface is fixed at 15°C. These natural temperature state is 
given as the initial state for the model. Since the reference state is equal to the initial state 
in the analyses, the thermal expansion and buoyancy due to the natural temperature 
gradient is not introduced into the numerical results. 
  The density of water is obtained from 
pf = p 1 - /31{T - To) + I3p(P - Po)](5.4.3) 
where pi- is the density of water at the temperature T and the water pressure p. The 
subscript, 0 stands for the reference state. /3p is the compressibility of water, 4.9 x 10-6 
tf-1m-2 and /3T is the thermal expansion coefficient ofwater, 5x 10-4 °C-1. Using the 
above quation and setting the reference state at the state at the ground surface, i.e., the 
temperature of 15°C and the density of water of 0.99910 t/m3, the steady hydraulic 
gradient induced by the natural temperature gradient is about 9.5 x 10-6. Using this 
hydraulic gradient and the permeability at the place near the ground surface, which is the 
largest value of the permeability of the analysis region, the steady velocity of the ground 
water is estimated atabout 4 x 10-6 m/year. As the results of the coupled analyses, the 
velocity near the depository is larger than the steady velocity by the natural temperature 
gradient until 200 years from the beginning of the disposal. As the fact of matter, since 
the permeability at the depth of 1000 m is much smaller than the one near the surface, the 
steady velocity by the natural temperature gradient, estimated above, is expected tobe 
very conservative. Thus, the velocity of ground water induced by the heat generation at 
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the depository isexpected to be larger than the steady velocity by the natural temperature 
gradient during a few hundreds years. In this section, the solute transport analyses with 
the velocity induced by the heat generation at the depository are carried out for the period 
of 500 years from the beginning of the disposal of the wastes. Then, the transport 
analyses at the steady state is carried out by using the steady velocity induced from the 
natural temperature gradient. Through both analyses, the safety of the high level 
radioactive waste disposal is examined. The radioactive nuclides to be analyzed are 
137Cs and  239Pu, which are selected as the representatives of the short and long half life 
nuclides. The transport analyses are carried out with the finite element mesh which is 
refined by dividing a element into eight elements in order to reduce the numerical 
dispersion. The parameters u ed in the transport analyses are shown in Table 5.4.1. 
5.4.3 Results 
(1) Coupled analyses of Case 1 
In this case, the model shown in Figure 5.4.1 (a) is used for the analyses. Figure 5.4.3 
shows the temperature history at the center of the depository and the place at 100 m over 
the center of the depository. It is found that temperature history has the peak, which is 
delayed with the distance from the depository. The value of the peak is small at the place 
distant from the depository. 
  Figures 5.4.4 (a) and (b) show the temperature distributions after 50 years and 500 
years from the beginning of the disposal. Although the temperature atthe depository after 
50 years is higher than the one after 500 years, the temperature atthe place about 300 m 
distant from the depository after 500 years is higher than the one after 50 years (refer the 
scale shown in Figure 5.4.1). Figure 5.4.5 shows the velocity distribution of ground 
water after 50 years. It is found that the ground water moves radially from the 
depository. The value of velocity at the place 100 m over the center of the depository is 
changed as shown in Figure 5.4.6. The velocity has the peak also, although the time of 
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      Figure 5.4.3 Temperature history at the center of the depository and 
      the place at 100 m over the center of the depository. 
the peak of the velocity is faster than that of the temperature shown in Figure 5.4.3. The 
velocity inferred from the natural temperature gradient is also shown in Figure 5.4.6. As 
mentioned above, the velocity induced by the heat generation atthe depository becomes 
smaller than the one induced by the natural temperature gradient after a few hundred 
years from the beginning of the disposal. This is because the temperature gradient 
induced by the heat generation atthe depository issmaller than the natural one. 
  Figure 5.4.7 shows the deformation distributions after 50 and 500 years. It is found 
that he deformation after 50 years is occurred near the depository, while the deformation 
after 500 years is occurred at the place far from the depository (in the figure, one node 
near the repository has the fixed deformation condition in error. The deformation should 
be examined without considering the node.). Figure 5.4.8 shows the history of the 
upward eformation at the place 100 m over the center of the depository. The peak of the 
thermal expansion is faster than the peak of the temperature shown in Figure 5.4.3. The 
shrinking occurs due to the decrease in temperature of the lower place. 
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(2) Coupled analyses of Case 2 
In this case, the fault zone is set such as to cross the depository as shown in Figure 
5.4.1, which zone is supposed to be very soft and permeable. Figure 5.4.9 shows the 
temperature distribution after 50 years from the beginning of the disposal. It is found that 
the heat transfers faster at the fault zone than at the hard rock and that the temperature at 
the depository across the fault zone is higher than 100 °C. This is because that the great 
convection due to high permeability of the fault zone accelerates the upward heat ransfer 
and that the high void ratio of the fault zone induces the high specific heat of the ground. 
Figure 5.4.10 shows the velocity distribution of the ground water after 50 years from the 
beginning of the disposal. The velocity is high at the fault zone and the ground water 
moves radially from the depository. Figure 5.4.11 shows the deformation of the ground 
at the same time. The fault zone near the depository ismuch deformed ue to the expan-
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sion of the adjoining hard rock. The situation of Case 2 is very critical for the high level 
radioactive waste depository. The depository isprimarily expected not to be constructed 
at the place where the large fault zone exists. However, many important structures have 
been constructed on the faults in Japan because of the difficulty of identification of the 
fault. Thus, it may be well that the depository encounter the fault zone such as the one is 
shown in Figure  5.4.1  (b). If the safety is confirmed for such a case, the performance of
the depository will be proved for the validity. 
(3) Transport analyses of Case 1 
As mentioned above, 137Cs and 239Pu are considered as the solute leaking out of the 
depository. 137 Cs has the half life of 30 year and 239Pu has the half life of 2.4 x 104 
year. Figure 5.4.12 shows the concentration distribution of 137Cs after 50 years from the 
beginning of the disposal. Although the stripes in the figure show the oscillation of the 
solution, those do not have a great effect on the examination because those oscillation 
occurs at the region of zero concentration i  substance. Since the velocity is very small 
and the half life is very short, 137Cs does not move so much from the depository. After 
500 years, the concentration of 137Cs in the ground becomes very small due to the 
radioactive decay. Figure 5.4.13 shows the concentration distribution of 137Cs after 50 
years at the case in which the velocity is set at 100 times the value of the velocity 
obtained from the coupled analysis. This situation approximately coincides with the case 
in which the permeability is 100 times the one used in the coupled analyses. The 
permeability at the depth of 1000 m from the ground surface is about 10-6 m/year in this 
case. This is very permeable geology and such a geology may not exist at the depth of 
 1000 m of the real ground. In spite of such a situation, 137Cs is expected not to move so 
 much from the depository as shown in Figure 5.4.13. 
   Figure 5.4.14 shows the concentration distribution of 239Pu after 500 years from the 
 beginning of the disposal. Since 239Pu has a long half life, the decrease in the 
 concentration due to radioactive decay is not occurred at this time. However, 239Pu does 
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not move from the depository so much because of the very slow velocity and the large 
retardation factor. Figure 5.4.15 shows the concentration distribution after 500 years at 
the case in which the velocity is 100 times the one obtained from the coupled analysis. It 
is also found in this case that 239Pu does not move so much. After a few hundreds years, 
the ground water flow induced by the heat generation at the depository is expected to be 
slower than the flow induced by the natural temperature gradient as shown in Figure 
5.4.6. The upward velocity induced by the natural temperature gradient is about 4 x 10-6 
m/year even if the permeability at the place of the depth of 1000 m is estimated 
conservatively. Thus, the solute will not move so far from the depository during  1045 
years while 239Pu does not decay so much during this period of time. Figure 5.4.16 
shows the result of the steady state analysis for 239Pu. The velocity used in this analysis 
is the steady one induced by the natural temperature gradient. It is found from the figure 
that 239Pu decays before moving so far from the depository. 
(4) Transport analyses in Case 2 
In this case, the ground water moved mainly through t e fault zone. Figure 5.4.17 
shows the concentration distribution f 127Cs after 50 years from the beginning of the 
disposal. 127Cs does not move from the depository. Figure 5.4.18 shows the 
concentration d stribution of 127Cs after 50 years at the case in which the velocity is set at 
100 times the one obtained from the coupled analyses. It is found that 127Cs moves 
through t e fault zone. The color of red indicates the concentration over 0.05 % of the 
source concentration. Figure 5.4.19 shows the concentration distribution after 500 years 
at the case in which the velocity isset at 100 times the one obtained from the coupled 
analyses. The color of red in this figure indicates the concentration over 0.1 % of the 
source concentration. The concentration at the fault zone near the depository becomes 
higher than the one after 50 years, while the place of zero concentration d es not move 
so much. This is because of the radioactive decay of 127Cs. It may be concluded, thus, 
that 127Cs does not move to the place far from the depository due to the decrease in the 
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concentration by the radioactive decay. Figure 5.4.20 shows the concentration 
distribution of 239Pu after 500 years from the beginning of the disposal. 239Pu does not 
move so much from the depository, too. Figure 5.4.21 shows the concentration 
distribution of  239Pu after 50 years at the case in which the velocity is set at 100 times the 
one obtained from the coupled analyses. 239Pu moves along the fast velocity in the fault 
zone. The color of red in this figure indicates the concentration over 0.005 % of the 
source concentration. Figure 5.4.22 shows the concentration distribution after 500 years 
at the case in which the velocity is set at 100 times. It is found from Figures 5.4.21 and 
22 that the region of which concentration is over 0.005 % of the source concentration is 
extended and the place of zero concentration is also extended during the period of time. 
Since the decrease in the concentration due to radioactive decay of 239Pu is little during 
500 year, 239Pu moves fast in the fault zone during the period of time. On the other 
hand, Figure 5.4.23 shows the results of steady analysis by using the steady velocity 
induced by the natural temperature gradient. The upward velocity in the fault zone is 
assumed to be 4 x 10-4 m/year. It is found from Figure 5.4.23 that 239Pu decays before 
moving far from the depository. Thus, 239Pu transported according to the velocity 
induced by the heat generation at the depository is expected to decay before moving far 
from the depository during long time because the velocity by the heat generation is 
expected to be slower than the one by the natural temperature gradient. 
5.4.4 Conclusions 
In this section, the safety of the imaginary depository was examined by using the 
thermal, hydraulic and mechanical coupling analyses and the transport analyses. Two 
type of geology was examined; one was the homogeneous rock and the other was the 
geology with the large fault zone. The solutes to be analyzed were 127Cs and 239Pu, 
which are selected as the representatives of the short and long half life nuclide. It was 
concluded from the results mentioned above that if the depository of high level 
radioactive waste was constructed at the place where the natural ground water flow was 
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  Figure 5.4.23 Concentration distribution of 239Pu at the steady state in Case 2 
very small, e.g., the place between mountains and valleys, the radioactive nuclide 
leaking out of the depository decayed before moving far from the depository. 
Furthermore, the velocity of the ground water flow induced by the heat generation at the 
depository became smaller than the one induced by the natural temperature gradient after 
a few hundreds years from the beginning of the disposal. Thus, the velocity induced by 
the natural temperature gradient should be used for the examination of the solute 
transport during very long time. However, the radioactive nuclide is expected to decay 
before moving far from the depository because the velocity induced by the natural 
temperature gradient is very slow. 
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      Chapter 6 Conclusions 
  The primary objectives of this study were to investigate the behavior of ground water 
flow and solute transport in a rock mass and to devise methodologies to analyze such 
observed phenomena nd to predict the future phenomena. Several numerical models 
were developed to be used for analyzing such phenomena. Firstly, the models to explain 
the ground water flow in fractured rock masses were examined, and secondly, the 
coupled effects of the mechanical and thermal phenomena on the hydraulic phenomena 
were investigated. Thirdly, the models to be used for the solute transport analyses were 
investigated, and  finally, the models of the solute transport in rock masses were applied 
to a few problems. 
  In Chapter 2, the ground water flow through fractured media was investigated by 
numerical analyses. Firstly, the basic theory used for the conventional continuous model 
was briefly introduced. This theory was extensively used for other newly developed 
models by the author. Secondly, the technique to investigate acoupled mechanical and 
hydraulic behavior of saturated-unsaturated fractured rock mass was presented through a 
double porosity model. This method was applied to the analysis of a secondary 
compression problem, the Lugeon test simulation and the two-dimensional consolidation 
problem. It was found that this method could express the various phenomena occurring 
in a ground. Thirdly, the aperture distribution on a fracture plane was examined through 
a use of the inhomogeneous permeability distribution in a fracture. The examination was 
carried out by comparing the dimensionless aperture from the numerical results with that 
observed at the Stripa mine. As a result, the lognormal distribution, with a large standard 
deviation, was found to be the real distribution function of the aperture in the Stripa 
mine. Fourthly, the three-dimensional models of flow in a fractured medium were 
investigated. The joint element network model was verified by the laboratory test results 
and the automatic mesh generator, which could define the closed blocks surrounded by 
randomly distributed fracture planes, was then introduced. Moreover, a new seepage 
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analysis method, which can express the discontinuous pressure field at a fracture plane in 
the three-dimensional region, was introduced through a extension of the conventional 
double porosity model. The proposed three-dimensional mesh generator and flow model 
were developed by based on the fact that a discontinuous fracture modeling has to be 
applied to the possible main paths of the ground water, since it is difficult for the 
Japanese rocks to model all fractures by joint elements. The rock blocks in such a model 
have many small cracks and fissures and their permeability is not negligible. Applying 
this new model to the in-situ hydraulic test conducted by CRNL in Canada, the influence 
of seepage in a rock block on a fracture was examined. As a result, the leakage from 
adjoining rock block to the fracture was found to have much effects on the flow in the 
fracture. 
 In Chapter 3, the coupled effects of the mechanical and thermal behavior on the 
hydraulic behavior was examined through a newly developed numerical model. The 
model considers the fully coupled behavior between hydraulic, mechanical nd thermal 
behavior. Firstly, the theory of this model was introduced and this model was verified 
for the fundamental function of it by comparing with the analytical and experimental 
solutions. Secondly, the the effects of variable parameters on the coupled behavior were 
examined through numerical experiments. The dependencies of the parameters of granite 
on the temperature and stress change were investigated through previous tudies. It was 
found that the thermal conductivity, specific heat, thermal expansivity and permeability of
granite had a greater dependency on temperature  t"tan the other parameters. The 
dependency ofpermeability on temperature was mainly caused by changes in the fracture 
aperture caused by the thermal expansion of adjoining rock matrix block. It was also 
found through the numerical experiments hat the dependency of thermal conductivity of 
a granite on temperature had the greatest effect on heat transfer, the dependency of the 
permeability of a granite on temperature had the greatest effect on the fluid flow and the 
dependency of the thermal expansivity of a granite on temperature had the greatest effect 
on thermal expansion. The other dependencies did not affect the coupled phenomena. 
Among those sensitive dependencies, the changes of the permeability was the most 
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significant. The permeability very much depended on the low stress level, and its 
nonlinearity had much influence on the coupled behavior. The second most important 
dependency was the dependency of the thermal expansivity of a granite on temperature. 
That of the thermal conductivity was very small for a granite. Thirdly, using this coupled 
code and considering the material dependencies on temperature and stress, the ground 
water flow around an underground opening was examined by comparing with the results 
observed at the macro-permeability test in Stripa project. As results, It was found that a 
decrease in the flow rate into the opening was caused by an increase in the tangential 
stress around the opening which was induced by the excavation. In addition, when the 
temperature was increased, the permeability around the opening decreased ue to a 
closing of the fracture apertures induced by the thermal expansion of adjoining rock 
matrix blocks. In cases where the temperature was changed, the dependency of the 
kinematic viscosity on temperature was found to have a great influence on the flow rate 
change into the opening. Fourthly, the application of the coupled thermal, hydraulic and 
mechanical nalysis methods to the Buffer mass test conducted in the Stripa project was 
carried out and the examination of the coupled phenomena was tried through comparison 
between calculated and observed results. It was found that the temperature distribution 
was not so much dependent on the complicated heat conductivity distribution in the 
highly compacted clay, but dependent on the change rate of heat conductivity. In 
addition, evaporation was inferred to have a serious effect on the water content 
distribution in the highly compacted clay. It was also found that thermal expansion had 
much influence on the expansion behavior in the clay in comparison with swelling 
behavior and that the expansion process was influenced by the material placed in the slot. 
Although these examinations were carried out through use of many assumptions, the 
results would be helpful for understanding the phenomena observed at the site. The 
phenomena re expected to be better understood by refined experiments based on the 
results of these analyses. Finally, the three-dimensional nalysis code for the detail 
assessment of the fully coupled thermal, hydraulic and mechanic behavior was 
developed. This code used the preconditioned conjugate  gradient method in order to save 
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the computer storage and calculation time. The verification of the code was carried out for 
the  consolidation problem, thermal stress problem and heat transfer problem in the 
advection-dispersion field. Furthermore, the ability of this code for the assessment of
disposal was demonstrated by using an imaginary repository in a granite rock mass. 
From the comparison with two-dimensional nalysis results, it was found that the two-
dimensional analysis estimates larger thermal expansion due to the heat generation atthe 
depository than the three dimensional one. In addition, the fluid flow due to the 
buoyancy was found not to be small at the vicinity of site. 
  In Chapter 4, the solute transport problem under ground was discussed. Firstly, a 
two-dimensional problem using the equilibrium isotherm and single-site adsorption 
model was examined. The upstream method was introduced and investigated for its 
applicability. As a result, in order to examine this applicability, the Peclet number of real 
phenomena should be estimated by the equation proposed by Neuman (1990), of which 
the characteristic length corresponds to the integral scale in the analyses and the 
dispersion coefficient is a macroscopic one. Using such a definition of the Peclet number 
and a common technique to reduce numerical dispersion i to the upstream finite element 
scheme, it was found that the upstream finite element scheme could be applied to 
transport problems on a regional scale. Then, the Eulerian and Lagrangian method 
proposed by Neuman (1981), which was very effective for any Peclet number, was 
examined. It was found that the proposed interpolation method of concentration 
distribution and the seepage analysis method, using velocity as the nodal value, are 
effective to avoid numerical errors in the Eulerian and Lagrangian method. Moreover, 
using the Eulerian and Lagrangian method, numerical errors were found to decrease with 
 an increase in the Courant number, while numerical errors increased with an increase in 
 the Peclet number. In addition, it became clear that the Eulerian and Lagrangian method 
 by Neuman was different from the conventional method of characteristics at the point 
 that the concentration is thoroughly separated into the one moved by advection and the 
 one moved by dispersion in the dispersion analyses, and that the implicit solving method 
 could be used in the dispersion analyses. Secondly, the adsorption models different from 
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the isothermal instantaneous and single-site adsorption model were examined. The 
effectiveness of these models for the solute transport analysis in a heterogeneous filed 
was specially investigated. The effects of the geological heterogeneity on the effluent 
breakthrough curve and solute concentration distribution in a medium was examined 
with numerical method, in which the mean behavior was obtained from many 
realizations of a heterogeneous flow field. Moreover, the ability of the homogeneous 
model to express the phenomena such as the skewness and tailing in breakthrough curve 
and the non-smooth concentration distribution in a medium was examined through the 
comparison of the results of various models, i.e. double porosity, non-equilibrium and 
two-site models. As results, it was found that the skewness of the breakthrough curve 
was introduced by the situation where the volumetric rate of the more permeable and less 
adsorptive parts was less than that of impermeable and well adsorptive parts in a 
medium. The tailing phenomena was produced by the situation where the volumetric rate 
of the more permeable and less adsorptive parts was equal to that of impermeable and 
well adsorptive parts in a medium. The concentration distribution obtained from the 
heterogeneous field was not smooth, while the non-smooth distribution was difficult to 
express by the homogeneous models. The homogeneous models could express the large 
apparent dispersion and tailing in the breakthrough curve, although the meaning of the 
parameters were not clear well. 
  Finally, the new three-dimensional model for the transport problem in fractured rock 
masses was introduced, in which the dilution effect of the concentration i the fracture 
due to water leaking from the adjoining rock block was considered. This model was 
based on the concept hat large and permeable discontinuities should have been explicitly 
expressed as plane fractures and that other small cracks were included implicitly in the 
rock block surrounding the fracture planes. The leakage from the rock block occurs 
through the small cracks in it. The matrix diffusion was considered independently of the 
dilution process because the matrix diffusion was assumed to occur through the micro 
pores in the rock matrix constituting the rock block. The dilution and the matrix diffusion 
could cause the solute spread in non-Fickian fashion. 
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  In Chapter 5, the solute transport analyses were applied to real and imaginary 
problems. Two tests were to be analyzed in order to understand the phenomena. They 
were the laboratory tracer test for a single fracture in granite, conducted by the AECL in 
Canada, and the in-situ tracer test at the Chalk River Nuclear Laboratories, AECL. The 
example for the rough examination of the radioactive waste depository design was 
concerned with an imaginary tracer test in a rock mass under a temperature gradient. 
  Since the rock block used in the laboratory experiment by AECL had the natural 
fracture, the fracture aperture was expected not to be uniform. The channel flow was 
simulated by using the stochastic approach in which the probability density distribution of 
aperture was assumed as Gamma function. Then the transport analyses were carried out 
and the calculated breakthrough curves were compared with the measured ones. It was 
found that while the solute transport phenomena in each path in the fracture was not 
sufficiently expressed by the model for the non-adsorbing tracer case, the breakthrough 
curve averaged at the outlet boundary was simulated roughly by the model. Moreover, 
both the phenomena occurred in each path and the averaged phenomena for the adsorbing 
tracer test were expressed well by the numerical model used in this section. The real 
transport phenomena in each path was expected to be dominated by advection i the case 
that the adsorption was not occurred and by dispersion i  the case that he adsorption was 
occurred. 
 Using the model considering the leakage from the adjoining rock blocks to the 
fractures, the in-situ tracer test at Chalk River Nuclear Laboratories was examined. For 
transport analyses, in addition to the parameters, i.e., the dispersion coefficient, 
retardation factor and decay constant, the velocity distribution in the filed of interest is 
also necessary, which is obtained from the hydraulic onductivity, storativity and the 
hydraulic initial and boundary conditions. In general, the initial and boundary conditions 
are given from the results of the geological and topographical surveys. Calibrating these 
parameters, the most suitable parameters are identified to express the observed 
phenomena of solute transport and ground water flow. Then, using those identified 
parameters, the future phenomena is predicted through a calculation. Thus, the 
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parameters u ed in the analyses have to be calibrated before prediction by using the initial 
and boundary conditions at that time. It seems important for the calibration to identify the 
parameter values consistent with the phenomena from the various points of view. For 
example of this problem, the velocity distribution of the test had to be identified to 
express the summation of the  drawdown of the water levels of the injection and 
withdrawal wells, 4H. At that time, the aperture, which was used to estimate the 
transmissivity hrough the cubic theory, had to be consistent with the results observed at 
the single borehole injection test and the hydraulic interference t sts conducted for this 
area before the tracer tests. It is necessary, however, for the conventional seepage 
analysis methods to calibrate the transmissivity in order to change the calculated pressure 
distribution in the fracture. This causes the change in the velocity in the fracture and the 
calibration of the transport behavior comes to be difficult. On the other hand, using the 
flow and transport models considering the interaction between rock blocks and fractures, 
it was found that the calibration process was easy and systematic. The flow model 
considering the leakage from the adjoining rock blocks was able to express the observed 
z H by using the same aperture as the one used in the analyses of another tests and by 
adjusting the leakage rate. Using the velocity distribution from the above flow analysis, 
the transport phenomena was explained by using the approximately same transport 
parameters as the ones used in another tests. This approximate consistency of the 
parameter values through different tests might prove the flow and transport model 
considering the leakage from the adjoining rock blocks for this area. 
  The safety of the imaginary depository was examined by usingthe three-dimensional 
thermal, hydraulic and mechanical coupling analyses and the transport analyses. Two 
type of geology was examined; one is the homogeneous rock and the other is the geology 
with the large fault zone which crosses the depository. The solutes to be analyzed were 
127Cs and 239Pu, which were selected as the representatives of the short and long half 
life nuclide. It was concluded from the analyzed results that if the depository of high level 
radioactive waste was constructed at the place where the natural ground water flo
w was 
very small, e.g., the place between mountains and valleys, the radioactive nuclide leaking 
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out of the depository decayed before moving far from the depository. Furthermore, the 
velocity of the ground water flow induced by the heat generation at the depository 
became smaller than the one induced by the natural temperature gradient after a few 
hundreds years from the beginning of the disposal. Thus, the velocity induced by the 
natural temperature gradient should be used for the examination of the solute transport 
during very long time. However, the radioactive nuclide is expected to decay before 
moving far from the depository because the velocity induced by the natural temperature 
gradient is very slow. 
 A fluid flow analysis is needed for a solute transport analysis in order to obtain the 
velocity distribution. However, many uncertain mechanisms of the ground water flow 
exist in a rock mass. To carry out the solute transport analysis with high accuracy, it is 
necessary to reduce such uncertainties. In this paper, the author has tried to understand 
the mechanism of the flow in rock masses. For this purpose, a few new numerical 
methods were developed and applied to the supposed field experiments, the real field 
experiments and the laboratory experiments. It is very difficult to understand the real 
phenomena only by the results of the field and laboratory measurements. Thus, a 
numerical approach that can express various behavior is very effective for understanding 
the phenomena. 
 Recently, the validation of the model has frequently been discussed. However, the 
author did not try to validate the developed models in this chapter. He attempted toobtain 
the information vital to the judgment on whether or not a model was suitable for the 
object of the analysis. This is because the ground conditions are dependent on the site of 
the given project and also because the problems to be solved are specific to the site and 
project. 
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