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a b s t r a c t
We consider two problems of online scheduling on two uniformmachines: online schedul-
ing under a grade of service (GoS) and online scheduling with reassignment. These prob-
lems are online in the sense that when a job presents, we have to irrevocably assign it to
one of themachines before the next job is seen. The objective is tominimize themakespan.
In the first problem, GoS means that some jobs have to be processed by some machine
so that they can be guaranteed a higher quality. Assume that the speed of the higher GoS
machine is normalized to 1, while the speed of the other one is s. We show that a lower
bound of competitive ratio is 1 + 2ss+2 in the case 0 < s ≤ 1 and 1 + s+1s(2s+1) in the case
s > 1. Thenwe propose and analyze two online algorithms: HSF algorithm and EX-ONLINE
algorithm. HSF is optimal in the case where s > 1 andΣ1 ≥ Σ2s , whereΣ1 andΣ2 denote
the total processing timeof jobswhich request higherGoSmachine and the total processing
time of jobs which request the normal one, respectively. EX-ONLINE is optimal in the case
2(
√
2− 1) ≤ s ≤ 1.
In the second problem,we study two subproblemsPL andPA proposed in [Z. Tan, S. Yu,
Online scheduling with reassignment, Operations Research Letters 36 (2008) 250–254].
Assume that the speeds of 2 uniformmachines are 1 and s ≥ 1, respectively. ForPL where
we can reassign the last k jobs of the sequence, we show a lower bound of competitive
ratio 1 + 11+s . ForPA where we can reassign arbitrary k jobs, we show a lower bound of
competitive ratio (s+1)
2
s2+s+1 . We propose a
s+1
s -competitive algorithm HSF-1 for bothPL and
PA. ForPA, we propose a (s+1)
2
s+2 -competitive algorithm EX-RA, which is superior to HSF-1
when 1 ≤ s ≤ √2.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In recent years, one of the basic assumptions made in deterministic scheduling was that all the useful information of
the problem instance is known in advance. However, this assumption is usually not realistic. This reason promotes the
emergence of online scheduling. Three online models have been proposed in [2]. The first one assumes that there are no
release dates and that jobs arrive in a list (one by one). The online algorithm has to schedule (or assign) the first job in this
list before it sees the next job in the list. The second model assumes that the running time of a job is unknown until the job
finishes. The online algorithm only knows whether a job is still running or not. The third model assumes that jobs arrive
over time. At each time when the machine is idle, the algorithm decides which one of the available jobs is scheduled, if any.
In this paper, we consider the first model where jobs arrive in a list.
We use the competitive analysis [1] to measure the performance of an online algorithm. For any input job sequence, let
CON denote themakespan of the schedule (or scheme) produced by the online algorithmAON and COPT denote themakespan
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of the optimal schedule. We say thatAON is ρ-competitive if
CON ≤ ρCOPT + v
where v is a constant number. We also say that ρ is the competitive ratio ofAON .
In the classical uniform machine scheduling problem, there are m ≥ 2 machines with different speeds. A list of n
independent jobs with nonnegative processing times has to be scheduled non-preemptively on these machines with the
objective of minimizing the makespan, which is the completion time of the last job in the schedule. This paper studies the
online version of this problem with two uniform machines. We are given a sequence of independent jobs which arrive in
a list. We have to assign a job to one of the two uniform machines before the next job shows up. When all information is
available at one time before scheduling, the problem is called offline.
In the first problem, we deal with online scheduling under a grade of service (GoS). GoS is a qualitative concept, and
it is often translated into the level of access privilege of different service provision. For example, suppose that we have
two machines (or processors). One of them can provide higher service quality (higher GoS) while the other one is normal
(lower GoS). Some jobs which are requested to have higher quality must be processed by the higher GoS machine. While
the normal jobs can be processed by both machines whenever they are available. Within an offline context, the concept
of GoS was introduced and analyzed in [4]. For the online problem, the well-known List algorithm introduced by Graham
[10] has been proved to be the best possible for the case of identical machines. The List algorithm assigns the incoming job
to the least loaded machine. Cho and Shani [9] proved that List algorithm is 1+
√
5
2 -competitive for all s and the bound is
tight when s = 1+
√
5
2 . Epstein et al. [6] provided randomized algorithms with better performance than List algorithm in
the case where no preemption is allowed. In the same paper, for the problem with preemption, they proposed an optimal
(1+ s
s2+s+1 )-competitive algorithm for all s ≥ 1, which cannot be beaten by any randomized algorithm [7]. Angelelli et al.
[5] considered the semi-online scheduling on two uniform processors in the case where the total processing time of jobs
is known in advance and presented algorithms which are optimal for s ≥ √3, s = 1 and 1+
√
17
4 ≤ s ≤ 1+
√
3
2 . Jongho
Park et al. [3] studied the online scheduling of two machines under a grade of service (GoS) provision and its semi-online
variant where the total processing time is known. They gave an optimal online algorithm whose competitive ratio is 53 and
an optimal semi-online algorithm with a competitive ratio 32 .
In the second problem,we consider online schedulingwith reassignment. In the classical online scheduling problem, jobs
cannot be reassigned after they have been assigned to machines. However, it may not be the case in the real world, such as
hotel or restaurant reservation and reception. In order to minimize the makespan, we need to reassign some jobs to gain a
better effect. Three problems of online scheduling with reassignment have been proposed in [8]. In the first problemPL, we
can reassign the last k jobs of the sequence. Tan and Yu [8] proved that List algorithm [10] is optimal with a competitive ratio
of 32 . In the second problem PE where we can reassign the last job of each machine, they proposed an optimal algorithm
RE with a competitive ratio of
√
2. In the third problem PA, we can reassign arbitrary k jobs. They obtained lower bound
4
3 and presented an optimal algorithm RA. Kellerer et al. [11] studied two models. In one of them, a buffer is available to
maintain those arrived but unassigned jobs. In the other, there exists two parallel processors and we need to choose the
better one as output. They obtained two optimal algorithms which are 43 -competitive. Sanders et al. [12] discussed another
kind of reassignment model. When a new job is arriving, we are allowed to migrate some pervious jobs to other machines
provided that the total processing time of migrated jobs is not greater than β times of the processing of the new job. They
gave an algorithm with a competitive ratio 32 for β = 43 on m machines, and an algorithm with a competitive ratio 76 for
β = 1 on two machines. Moreover, they also gave a family of algorithms with competitive ratio 1 + ε for a constant β(ε)
onmmachines for any fixed ε.
The rest of this paper is organized as follows: In Section 2, we deal with the problem of online scheduling under a grade
of service. In Section 2.1, we describe the problem and introduce some notations. In Section 2.2, we show that 1 + 2ss+2 is
a lower bound of competitive ratio in the case where 0 < s ≤ 1 and 1 + s+1s(2s+1) in the case where s > 1. In Section 2.3,
we show some upper bounds of competitive ratio by proposing and analyzing two online algorithms: HSF algorithm and
EX-ONLINE algorithm. In Section 3, we deal with the problem of online scheduling with reassignment. In Section 3.1, we
show that a lower bound of competitive ratio forPL is 1+ 11+s . In Section 3.2, we show that a lower bound of competitive
ratio for PA is (s+1)
2
s2+s+1 . In Section 3.3, we give an upper bound of competitive ratio for both PL and PA by proposing and
analyzing HSF-1 algorithm. In Section 3.4, we prove that EX-RA algorithm is (s+1)
2
s+2 -competitive.
2. Online scheduling under GoS
In this section we consider the problem of online scheduling on two uniform machines under GoS.
2.1. Problem definition and notations
We are given two uniform machines. Without loss of generality, we denote the one which can provide higher GoS and
whose speed is 1 by machine-1, while the other one with lower GoS and speed s by machine-s. Note that machine-1 can
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also provide lower GoS, instead of machine-s, whenever it is available. A sequence of jobs I = {J1, J2, . . . , Jn} which arrive
online have to be scheduled irrevocably on one of themachines at the time of their arrivals. The new job shows up only after
the current job is scheduled. We denote a job by Ji = (pi, gi), where the first item pi is the processing time of job Ji and the
second item gi ∈ {1, 2} denotes the GoS assigned to the job Ji, which is 1 if the jobmust be processed only bymachine-1 and
2 if it can be processed by either of two machines. pi and gi are not known until the previous job Ji−1 has been scheduled,
except job J1. The schedule can be seen as a partition of job sequence I into two subsets, denote by S1 and S2, where S1 and
S2 consist of jobs assigned to machine-1 and machine-s, respectively. Let L1 = ∑Ji∈S1 pi and L2 = 1s ∑Ji∈S2 pi denote the
workload of machine-1 and machine-s, respectively. The makespan of the schedule is max{L1, L2}. The online problem can
be written as:
Given I, find S1 and S2 to minimize max{L1, L2}.
2.2. Lower bounds of competitive ratio
In this subsection, we show some lower bounds of competitive ratio in different cases.
Theorem 1. For the problem of scheduling two uniform machines (with different speeds, s and 1) under GoS, there is no online
algorithm with competitive ratio less than: (1) 1+ 2ss+2 in the case where 0 < s ≤ 1; (2) 1+ s+1s(2s+1) in the case where s > 1.
Proof. We discuss two cases in the theorem according to the value of s.
(1) 0 < s ≤ 1.
For simplicity of expression, let ϕ = 1 + 2ss+2 and θ = 1s . It follows θ ≥ 1. The problem is then converted to that the
speeds of machine-1 andmachine-s are θ and 1, respectively. The desired lower bound is ϕ = 1+ 22θ+1 . We give a job input
sequence to show that there is no online algorithm whose competitive ratio is less than ϕ. The job sequence consists of at
most 5 jobs which arrive in the order {J1, J2, J3, J4, J5}. Let J1 = (θ, 2).
Case 1. J1 is scheduled on machine-1.
Let J2 = (θ2, 1). Therefore, CON ≥ 1θ (θ + θ2) = 1+ θ . An optimal solution consists of assigning J1 and J2 to machine-s and
machine-1, respectively. Thus, COPT = θ and CONCOPT ≥ 1+θθ > ϕ.
Case 2. J1 is scheduled on machine-s.
Then we further generate J2 = (θ2, 2).
Case 2.1. J2 is assigned to machine-s.
It follows CON ≥ θ + θ2. In an optimal solution, J1 and J2 are scheduled on machine-s and machine-1, respectively. Thus,
COPT = θ and CONCOPT ≥ θ+θ
2
θ
= 1+ θ > ϕ.
Case 2.2. J2 is assigned to machine-1.
We generate J3 = (θ2, 2).
Case 2.2.1. J3 is scheduled on machine-1.
Let J4 = (2θ3 + θ2, 1). Therefore, CON ≥ 1θ (θ2 + θ2 + 2θ3 + θ2) = 3θ + 2θ2. An optimal schedule consists of assigning
J1, J2, J3 to machine-s and J4 to machine-1. Thus, COPT = 1θ (2θ3 + θ2) = 2θ2 + θ . It follows
CON
COPT
≥ 3θ + 2θ
2
2θ2 + θ = 1+
2
2θ + 1 = ϕ.
Case 2.2.2. J3 is scheduled on machine-s.
We further generate J4 = (2θ3 + θ2, 2).
Case 2.2.2.1. J4 is assigned to machine-s.
It follows CON ≥ θ + θ2 + 2θ3 + θ2 = θ + 2θ2 + 2θ3. An optimal solution can assign J1, J2, J3 to machine-s and J4 to
machine-1. Therefore, it follows that COPT = 1θ (2θ3 + θ2) = 2θ2 + θ . Then
CON
COPT
≥ θ + 2θ
2 + 2θ3
2θ2 + θ = 1+
2θ2
2θ + 1 ≥ ϕ.
Case 2.2.2.2. J4 is assigned to machine-1.
Let J5 = (2θ4 + 3θ3 + θ2, 1). It follows CON ≥ 1θ (θ2 + 2θ3 + θ2 + 2θ4 + 3θ3 + θ2) = 2θ3 + 5θ2 + 3θ . An optimal schedule
can assign J1, J2, J3, J4 to machine-s and J5 to machine-1. Thus, COPT = 1θ (2θ4 + 3θ3 + θ2) = 2θ3 + 3θ2 + θ . It follows
CON
COPT
≥ 2θ
3 + 5θ2 + 3θ
2θ3 + 3θ2 + θ = 1+
2
2θ + 1 = ϕ.
(2) s > 1.
In this case, we also give a job sequence which consists of at most 5 jobs to show that the competitive ratio of any online
algorithm cannot be less than 1+ s+1s(2s+1) . Let ϕ = 1+ s+1s(2s+1) . We begin with J1 = (s, 2).
Case 1. J1 is assigned to machine-1.
Let J2 = (1, 1). It follows CON ≥ s+ 1. An optimal schedule can assign J1 to machine-s and J2 to machine-1. Thus, COPT = 1
and CONCOPT ≥ s+ 1 ≥ ϕ.
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Case 2. J1 is assigned to machine-s.
We further generate J2 = (1, 2).
Case 2.1. J2 is scheduled on machine-s.
It follows CON ≥ 1s (s+ 1) = 1+ 1s . An optimal solution can assign J1 to machine-s and J2 to machine-1. Therefore, COPT = 1
and CONCOPT ≥ 1+ 1s > ϕ.
Case 2.2. J2 is scheduled on machine-1.
We further generate J3 = (s, 2).
Case 2.2.1. J3 is assigned to machine-1.
Let J4 = (2+ 1s , 1). Thus, CON ≥ 1+ s+ 2+ 1s = 3+ s+ 1s . An optimal schedule can assign J1, J2, J3 to machine-s and J4 to
machine-1. It follows COPT = 2+ 1s . Since s > 1,
CON
COPT
≥ 3+ s+
1
s
2+ 1s
= 1+ s(s+ 1)
2s+ 1 > ϕ.
Case 2.2.2. J3 is assigned to machine-s.
Then we generate J4 = (2+ 1s , 2).
Case 2.2.2.1. J4 is scheduled on machine-s.
It follows CON ≥ 1s (s+ s+ 2+ 1s ) = 2+ 2s + 1s2 . An optimal schedule can assign J1, J2, J3 to machine-s and J4 to machine-1.
Thus, COPT = 2+ 1s , and
CON
COPT
≥ 2+
2
s + 1s2
2+ 1s
= 1+ s+ 1
s(2s+ 1) = ϕ.
Case 2.2.2.2. J4 is scheduled on machine-1.
We further generate J5 = (2+ 3s + 1s2 , 1). Therefore CON ≥ 1+ 2+ 1s + 2+ 3s + 1s2 = 5+ 4s + 1s2 . An optimal solution can
assign J1, J2, J3, J4 to machine-s and J5 to machine-1. Thus, COPT = 2+ 3s + 1s2 . Since s > 1,
CON
COPT
≥ 5+
4
s + 1s2
2+ 3s + 1s2
= 1+ s(3s+ 1)
(2s+ 1)(s+ 1) > 1+
s+ 1
s(2s+ 1) = ϕ.
The theorem follows. 
Remark 1. In the case where s = 1, a lower bound of competitive ratio for all online algorithms is 53 .
This is the lower bound proved in [3]. When s = 1, our online problem reduces to the one in [3].
2.3. Upper bounds of competitive ratio
In this subsection we show some upper bounds of competitive ratio by giving two algorithms: HSF algorithm and
EX-ONLINE algorithm. LetΣ1 andΣ2 denote the total processing time of jobs with gi = 1 and with gi = 2, respectively. We
first prove that in the case where s > 1 andΣ1 ≥ Σ2s , HSF is optimal. Then we show that EX-ONLINE is optimal in the case
2(
√
2− 1) ≤ s ≤ 1.
2.3.1. HSF algorithm
There is a straightforward algorithm called HSF algorithm (higher speed machine first). HSF algorithm schedules jobs as
many as possible on higher speed machine. I.e., if 0 < s ≤ 1, HSF algorithm schedules all the jobs on machine-1; else, HSF
algorithm schedules all jobs with gi = 2 on machine-s, and the others on machine-1.
Lemma 1. In the case 0 < s ≤ 1, HSF is (s+ 1)-competitive.
Proof. By the definition of HSF algorithm, CON = Σ1 + Σ2. On the other hand, the offline adversary can generate a job
sequence which can be perfectly distributed to both machines in order to maintain a load balance between two machines;
i.e.,Σ1 = Σ2s . Therefore,
CON
COPT
≤ (Σ1 +Σ2)
Σ1+Σ2
s+1
= s+ 1. 
Lemma 2. In the case where s > 1, ifΣ1 ≥ Σ2s , HSF is optimal.
Proof. Since COPT = max{Σ1, Σ2s } = Σ1 and CON = max{Σ1, Σ2s } = Σ1, the lemma follows. 
Lemma 3. In the case where s > 1, ifΣ1 < Σ2s , HSF is
s+1
s -competitive.
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Proof. Since Σ1 < Σ2s , CON = max{Σ1, Σ2s } = Σ2s . On the other hand, the offline adversary can generate a job sequence
which can be perfectly distributed to both machines. Let Σ1
Σ2
=  (0 <  < 1s ). Then
CON
COPT
≤ Σ2
s
· s+ 1
Σ1 +Σ2 =
s+ 1
s(1+ ) .
Let  → 0, we have the desired result. 
2.3.2. EX-ONLINE algorithm
We discuss the case where 0 < s ≤ 1. Based on the algorithm ONLINE given in [3], we propose an extended algorithm,
called EX-ONLINE. On the arrival of each job Ji, let P be updated to be the maximum processing time of arrived jobs (i.e.,
P = max1≤j≤i pj), T be updated to be amortized time for arrived jobs (i.e., T = 1s+1
∑
1≤j≤i pj) and D be updated to be the
total processing time of arrived jobs with gi = 1. LetW = max{T , P,D}. Since 0 < s ≤ 1, it follows
COPT ≥ W .
For the analysis of the competitive ratio of EX-ONLINE algorithm, we define P i, T i,Di,W i, S i1, S
i
2 to be the P, T ,D,W , S1, S2
immediately after job Ji has been scheduled and let P0 = T 0 = D0 = W 0 = 0 and S01 = S02 = ∅. For simplicity of expression,
let ϕ = 1 + 2ss+2 . Recall that L1 =
∑
Ji∈S1 pi and L2 = 1s
∑
Ji∈S2 pi denote the workloads of machine-1 and machine-s,
respectively. We define Li1 and L
i
2 to be the L1 and L2 immediately after job Ji has been scheduled. It follows L
0
1 = L02 = 0.
EX-ONLINE algorithmworks as follows:
Step 1: Let S1 = S2 = ∅, P = T = D = 0.
Step 2: Receive job Ji = (pi, gi). Let P := max{P, pi} and T := T + pis+1 .
Step 3: If gi = 1, let S1 := S1⋃{Ji} and D := D+ pi.
Step 4:W := max{T ,D, P}. If L2 + pis ≤ ϕW , let S2 := S2
⋃{Ji}; otherwise, let S1 := S1⋃{Ji}.
Step 5: If no job arrives, stop and output S1 and S2; otherwise, let i := i+ 1 and go to Step 2.
Lemma 4. In the case where 23 < s ≤ 1, if job Ji = (pi, 2) is scheduled on machine-1 by EX-ONLINE, i.e., Ji ∈ S i1, there must be
Li1 <
2s(2−s)
3s−2 L
i
2.
Proof. If Ji = (pi, 2) is scheduled on machine-1, there must be Li−12 + pis > ϕW i according to Step 4 of EX-ONLINE. Since
Li2 = Li−12 and pi ≤ Pi ≤ W i,
Li2 = Li−12 > ϕW i −
pi
s
≥ ϕW i − W
i
s
=
(
ϕ − 1
s
)
W i.
In the other aspect, becauseW i ≥ T i = 1s+1 (Li1 + sLi2),
Li2 >
ϕ − 1s
s+ 1 (L
i
1 + sLi2). (1)
Since 23 < s ≤ 1, ϕ − 1s > 0. Thus, inequality (1) implies Li1 < 2s(2−s)3s−2 Li2. The lemma holds. 
Theorem 2. In the case where 2(
√
2− 1) ≤ s ≤ 1, EX-ONLINE is optimal with a competitive ratio 1+ 2ss+2 .
Proof. We define C iON and C
i
OPT to be the CON and COPT immediately after job Ji has been scheduled. Thus, C
i
OPT ≥ C i−1OPT for
i ≥ 1.
Recall ϕ = 1+ 2ss+2 . Suppose that the theorem is false. Thus, theremust exist at least one instance, called counter example,
which draws CONCOPT > ϕ. Among all such counter examples, let ς be the counter example with the least number of jobs n,
calledminimal counter example. By the definition of minimal counter example, the makespan of EX-ONLINE scheme for ς is
not determined until the arrival of job Jn (n ≥ 1). Therefore,
CnON = max{Ln1, Ln2} > ϕCnOPT . (2)
Cn−1ON = max{Ln−11 , Ln−12 } ≤ ϕCn−1OPT . (3)
Case 1. gn = 2.
Case 1.1. Jn is assigned to machine-s.
By Step 4 of EX-ONLINE algorithm, Ln−12 + pns ≤ ϕW n ≤ ϕCnOPT . This implies that ϕCnOPT < CnON = Ln1 = Ln−11 ≤ ϕCn−1OPT , due
to inequalities (2) and (3). Because CnOPT ≥ Cn−1OPT , there is a contradiction.
2104 M. Liu et al. / Theoretical Computer Science 410 (2009) 2099–2109
Case 1.2. Jn is assigned to machine-1.
It follows
Ln−12 +
pn
s
> ϕW n. (4)
Since T n = 1s+1 (Ln−11 +sLn−12 +pn) ≤ W n, combining inequality (4)withW n ≤ CnOPT , Ln−11 < (s+1−sϕ)W n ≤ (s+1−sϕ)CnOPT .
Therefore, CnON = Ln1 = Ln−11 + pn < (s + 1 − sϕ)CnOPT + pn < (s + 2 − sϕ)CnOPT due to pn ≤ W n ≤ CnOPT . Considering that
2(
√
2− 1) ≤ s ≤ 1, we have s+ 2− sϕ ≤ ϕ. That means CnON < ϕCnOPT . There is a contradiction to inequality (2).
Case 2. gn = 1.
By the definition of minimal counter example,
CnON = Ln1 > ϕCnOPT . (5)
Since CnOPT is at least the total processing time of jobs with gi = 1, inequality (5) means that S1 must contain at least one
job Ji with gi = 2. Let Jk be the last job with gk = 2 (k < n) assigned to machine-1. Let Ak(S1) be the set of jobs assigned to
machine-1 after Jk is scheduled. Then
∑
Ji∈Ak(S1) pi ≤ CnOPT , and thus Ln1 = Lk1 +
∑
Ji∈Ak(S1) pi ≤ Lk1 + CnOPT . By Lemma 4,
Ln1 ≤
2s(2− s)
3s− 2 L
k
2 + CnOPT . (6)
Combining CnOPT ≥ W n ≥ T n = 1s+1 (Ln1 + sLn2)with inequality (5), Ln2 ≤
(s+1)CnOPT−Ln1
s <
(s+1−ϕ)
s C
n
OPT . Combining inequality (6)
with Lk2 ≤ Ln2,
Ln1 <
(
2s(2− s)(s+ 1− ϕ)
(3s− 2)s + 1
)
CnOPT =
(
s2(2− s)
(3s− 2)(s+ 2) + 1
)
CnOPT .
Since 2(
√
2− 1) ≤ s ≤ 1, Ln1 < ϕCnOPT . This contradicts to inequality (5).
The theorem follows. 
Remark 2. In the case where s = 1, CONCOPT ≤ 53 .
The result was proved in [3] and thus Theorem 2 is an extension of that in [3].
3. Online scheduling with reassignment
In this section, we consider the problem of online scheduling on two uniform machines with reassignment. Without
loss of generality, we denote the machine with speed 1 by machine-1 and the other one with speed s by machine-s, where
s ≥ 1. We use CON and COPT to denote the makespan of an online algorithm and that of offline optimal algorithm (after
reassignment), respectively.
3.1. Lower bound of competitive ratio forPL (last k jobs can be reassigned)
In this subsection, we show a lower bound 1+ 11+s of competitive ratio.
Theorem 3. ForPL, there is no online algorithm with competitive ratio less than 1+ 11+s .
Proof. Let ε be a sufficiently small positive number. For simplicity of expression, let ϕ = 1+ 11+s . We generate job J1 with
p1 = s, and discuss two cases according to the assignment of J1 by the online algorithm in below.
Case 1: J1 is assigned to machine-1.
We generate J2 with p2 = s2. If J2 is assigned to machine-1, we further generate last k jobs with processing time ε.
It follows CON ≥ s + s2. The offline algorithm may assign jobs to the two machines with equivalent workload, i.e.,
COPT = s+s2+kε1+s = s+ kε1+s < s+ kε. So,
CON
COPT
>
s+ s2
s+ kε → 1+ s ≥ ϕ (ε→ 0).
Otherwise if J2 is assigned to machine-s, we generate job J3 with p3 = s2(s + 1) and further generate last k jobs with
processing time ε. J3 is assigned to either machine-1 or machine-2. In either case, CON ≥ 1s (s2 + s2(s + 1)) = s2 + 2s. The
offline algorithm can make the two machines have equal workload, i.e., COPT = s+s2+s2(s+1)+kε1+s < s+ s2 + kε. Hence,
CON
COPT
>
s2 + 2s
s+ s2 + kε → 1+
1
1+ s = ϕ (ε→ 0).
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Case 2: J1 is assigned to machine-s.
We generate job J2 with p2 = 1. If J2 is assigned to machine-s, we further generate last k jobs with processing time ε. It
follows CON ≥ 1+ 1s . On the other hand, COPT = s+1+kε1+s < 1+ kε.
CON
COPT
>
1+ 1s
1+ kε → 1+
1
s
> ϕ (ε→ 0).
If job J2 is assigned tomachine-1, we generate job J3 with p3 = s+s2 and then further generate last k jobswith processing
time ε. Therefore, CON ≥ 1s (s+ s+ s2) = 2+ s. On the other hand, COPT = s+1+(s+s
2)+kε
1+s < 1+ s+ kε.
CON
COPT
>
2+ s
1+ s+ kε → 1+
1
1+ s = ϕ (ε→ 0).
The theorem follows. 
Remark 3. ForPL, if the speeds of two machines are identical, a lower bound of competitive ratio is 32 .
The result in [8] is a special case of Theorem 3. Note that when s = 1, List algorithm is optimal [9].
3.2. Lower bound of competitive ratio forPA (we can reassign arbitrary k jobs)
In this subsection, we show a lower bound (s+1)
2
s2+s+1 of competitive ratio forPA. For an arbitrary online algorithm AON , let
L1 =∑Ji∈S1 pi and L2 = 1s ∑Ji∈S2 pi denote the workloads of machine-1 and machine-s before reassignment, respectively.
Theorem 4. ForPA, there is no online algorithm with competitive ratio less than (s+1)
2
s2+s+1 .
Proof. We begin withMn jobs with processing time 1, whereM and n are two positive integers.
Since the total processing time of theMn jobs isMn, L1 + sL2 = Mn. For simplicity, let x = L1Mn and y = L2Mn . Thus,
x+ sy = 1. (7)
Let ϕ = (s+1)2
s2+s+1 . Consider the following two cases.
Case 1: 0 ≤ L2 ≤ L1.
It follows
0 ≤ y ≤ x ≤ 1. (8)
By Eq. (7) and inequality (8), x is bounded such that 1s+1 ≤ x ≤ 1. Since s ≥ 1, 1s+1 < 1+ss2+s+1 < 1. In below we further
discuss two subcases according to the bound of x.
Case 1.1: 1+s
s2+s+1 < x ≤ 1.
No more jobs arrive. CON > L1 − k since AON can at most move k jobs from machine-1 to machine-2 during reassignment,
while COPT = Mn1+s . So,
CON
COPT
≥ L1 − kMn
1+s
→ (1+ s)x > (s+ 1)
2
s2 + s+ 1 = ϕ (n→∞).
Case 1.2: 11+s ≤ x ≤ 1+ss2+s+1 .
We further generate the last job with processing time sMn. With similar reasoning as that in Case 1.1,
CON
COPT
≥ L2 +Mn−
k
s
Mn
→ y+ 1 = 1− x
s
+ 1 ≥ (1+ s)
2
s2 + s+ 1 = ϕ (n→∞).
Case 2: 0 ≤ L1 ≤ L2.
Together with equation (7),
0 ≤ x ≤ y ≤ 1
s
. (9)
By Eq. (7) and inequality (9), x is bounded such that 0 ≤ x ≤ 1s+1 . We divide the case into two subcases according to the
bound of s in below.
Case 2.1: s >
√
5+1
2 .
We further generate the last job with processing time sMn. Since s >
√
5+1
2 , 1+ s− s2 < 0. Together with 0 ≤ x ≤ 1s+1 , we
have x+ s > y+ 1. As n→∞,
CON
COPT
≥ min{L1 + sMn, L2 +Mn} − k
Mn
→ min {x+ s, y+ 1} = y+ 1 = 1− x
s
+ 1 ≥ s+ 2
s+ 1 > ϕ.
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Case 2.2: 1 ≤ s ≤
√
5+1
2 .
It follows 0 ≤ 1+s−s2s+1 ≤ 1s+1 .
Case 2.2.1: 0 ≤ x ≤ 1+s−s22s+1 .
No more jobs arrive. CON > L2 − ks with similar reasoning as that in Case 1.1. So,
CON
COPT
≥ L2 −
k
s
Mn
1+s
→ (1+ s)y = (1+ s)(1− x)
s
≥ (1+ s)
2
2s+ 1 ≥ ϕ (n→∞).
Case 2.2.2: 1+s−s
2
2s+1 < x ≤ 1+s−s
2
s+1 .
We further generate the last job with processing time sMn. x+ s ≤ y+ 1 due to x ≤ 1+s−s2s+1 . It follows
CON
COPT
≥ min{L1 + sMn, L2 +Mn} −
k
s
Mn
→ min {x+ s, y+ 1} = x+ s > (1+ s)
2
2s+ 1 ≥ ϕ (n→∞).
Case 2.2.3: 1+s−s
2
s+1 < x ≤ 1s+1 .
We further generate the last job with processing time sMn. Since 1+s−s
2
s+1 < x, x+ s > y+ 1. Therefore,
CON
COPT
≥ min{L1 + sMn, L2 +Mn} −
k
s
Mn
→ min {x+ s, y+ 1} = y+ 1 ≥ s+ 2
s+ 1 > ϕ (n→∞).
The theorem follows. 
Remark 4. ForPA, there is no online algorithm with a competitive ratio less than 43 .
The result analyzed in [8] is a special case of Theorem 4.
3.3. Upper bound of competitive ratio forPL andPA
In this subsection, we propose a straightforward algorithm named HSF-1(higher speed machine first). HSF-1 schedules
all the jobs on machine-s (s ≥ 1).
Given a job sequence I, letΣ =∑Ji∈I pi be the total processing time of jobs in I.
Lemma 5. HSF-1 is s+1s -competitive forPL andPA.
Proof. By the definition of HSF algorithm, CON = Σs . While, the offline adversary can generate a job sequence which can be
perfectly distributed to both machines to maintain a load balance between two machines. Therefore,
CON
COPT
≤
Σ
s
Σ
s+1
= s+ 1
s
. 
3.4. EX-RA algorithm forPA
In this subsection, we propose another online algorithm called EX-RA, which is superior to HSF in competitiveness when
1 ≤ s ≤ √2. We define L1 and L2 to be the workloads of machine-1 and machine-s (after reassignment), respectively. In
the following we first give a lemma.
Lemma 6. Given that r ≥ 1, for any online algorithmAON , if L2 ≤ L1 ≤ rL2 orL1 ≤ L2 ≤ rL1, then the competitive ratio
ofAON is at most r(s+1)r+s .
Proof. We discuss the two cases in the lemma.
Case 1.L2 ≤ L1 ≤ rL2.
CON
COPT
≤ L1
L1+sL2
s+1
≤ (s+ 1)L1
L1 + srL1
= r(s+ 1)
r + s .
Case 2.L1 ≤ L2 ≤ rL1.
CON
COPT
≤ L2
L1+sL2
s+1
≤ (s+ 1)L21
rL2 + sL2
= r(s+ 1)
r + s .
The lemma follows. 
EX-RA algorithm is an extension from the RA algorithm proposed in [8]. Before describing EX-RA, we introduce some
notations. Let L21 and L
2
2 denote the workloads of machine-1 and machine-s just after the first two jobs J1 and J2 (before the
third job) have been scheduled, respectively. If there is only one job in the job sequence, we also use L21 and L
2
2 to denote
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the workloads (of machine-1 and machine-s after scheduling the only job). Let M1 = max{L21, L22} denote higher workload
machine just after scheduling the first two jobs (before scheduling the third job) and M2 = min{L21, L22} denote the other
one. Note that M1 and M2 are determined just after scheduling two jobs in the job sequence and in the following loops
the machine which is denoted by M1 (or M2) does not change. For example, just after the first two jobs (before the third
job) have been scheduled, if machine-s is the higher workload machine, M1 denotes machine-s. When the following jobs
arrive, M1 always denotes machine-s. We define M i1 and M
i
2 to be M1 and M2 just before job Ji (i ≥ 3) has been scheduled,
respectively. We use s(M1) to denote the speed ofM1. I.e., ifM1 denotes machine-s, then s(M1) = s. LetMθ1 andMθ2 denote
the workloads of M1 and M2 after all jobs have been scheduled (just before reassignment), respectively. Let Mpi1 and M
pi
2
denote the workloads ofM1 andM2 after reassignment, respectively. It follows CON = max{Mpi1 ,Mpi2 }.
EX-RA algorithm consists of two parts: assignment and reassignment. In assignment, the algorithm firstly assigns two
jobs to differentmachines. Then it denote the higher workloadmachinewithM1 and the lower onewithM2. It maintains the
workload ofM1 not greater than (s+1) times of the workload ofM2. In reassignment, the EX-RA algorithm tries to maintain
the workload ofM2 not greater than (s+ 1) times of that ofM1.
EX-RA algorithmworks as follows:
Step 1: Assign the first two jobs to two different machines. LetM1 = max{L21, L22} andM2 = min{L21, L22}. If no job arrives in
future, go to Step 5.
Step 2: Receive job Ji.
Step 3: IfM i1 + pis(M i1) ≤ (s+ 1)M
i
2, assign Ji toM
i
1;
otherwise, assign Ji toM i2.
Step 4: If no job arrives in future, go to Step 5;
otherwise, i := i+ 1 and go to Step 2.
Step 5: IfMθ2 ≤ (s+ 1)Mθ1 , letMpi1 := Mθ1 andMpi2 := Mθ2 ;
otherwise, reassign the last second job ofMθ2 toM
θ
1 and updateM
θ
1 andM
θ
2 to beM
pi
1 andM
pi
2 .
Step 6: OutputMpi1 andM
pi
2 .
Theorem 5. For problemPA of two uniform machines, EX-RA algorithm is (s+1)
2
s+2 -competitive, where 1 ≤ s ≤
√
5+1
2 .
Proof. Let ϕ = (s+1)2s+2 . If there is only one job, it is trivial that CONCOPT ≤ s < ϕ. If there are only two jobs J1 and J2, without loss
of generality, let p1 ≤ p2. Thus, CON ≤ p2 and COPT ≥ max{p1, p2s }. If p2 ≤ sp1,
CON
COPT
≤ p2
max{p1, p2s }
= p2
p1
< s < ϕ.
Otherwise if p2 > sp1,
CON
COPT
≤ p2
max{p1, p2s }
= p2p2
s
= s < ϕ.
In the rest proof, we assume that there are more than two jobs in the job input sequence.
Case 1:Mθ1 ≥ Mθ2 .
It followsMθ2 ≤ (s+ 1)Mθ1 . By Step 5,
Mpi1 = Mθ1 , Mpi2 = Mθ2 . (10)
If no job is assigned toM1 in Step 3, let Jk with processing time pk denote the job assigned toM1. Therefore, CON = Mpi1 =
pk. Since COPT ≥ pks ,
CON
COPT
≤ pkpk
s
= s < ϕ.
Otherwise if some jobs are assigned toM1 in Step 3,Mθ1 ≤ (s+ 1)Mθ2 . By Eq. (10), it followsMpi2 ≤ Mpi1 ≤ (s+ 1)Mpi2 . By
Lemma 6, EX-RA algorithm is ϕ-competitive.
Case 2:Mθ1 < M
θ
2 .
IfMθ2 ≤ (s + 1)Mθ1 , EX-RA algorithm is ϕ-competitive due to Step 5 and Lemma 6. Therefore, in the following we focus on
the case where Mθ2 > (s + 1)Mθ1 , which implies that at least two jobs are assigned to M2. Let Jy and Jx be the last two jobs
onM2 before reassignment such that Jy arrives before Jx. Let B be the total processing time of jobs arriving between Jy and Jx
(except Jy and Jx). Let A be the total processing time of jobs coming after Jx. These jobs are assigned toM1.
Case 2.1:M1 denotes machine-1.
Considering jobs Jx and Jy, we have
My1 + py > (s+ 1)My2, (11)
My1 + B+ px > (s+ 1)
(
My2 +
py
s
)
. (12)
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ByMθ2 > (s+1)Mθ1 and Step5, the reassignment consists ofmoving Jy frommachine-s tomachine-1. Before reassignment,
Mθ1 = My1 + B+ A, Mθ2 = My2 +
py
s
+ px
s
. (13)
SinceMθ2 > (s+ 1)Mθ1 ,
My2 +
py
s
+ px
s
> (s+ 1)(My1 + B+ A). (14)
After reassignment,
Mpi1 = My1 + B+ A+ py, Mpi2 = My2 +
px
s
. (15)
Case 2.1.1:Mpi2 > (s+ 1)Mpi1 .
It follows COPT = Mpi2 . By inequality (11) and Eq. (15),
px > s[(s+ 1)(My1 + B+ A+ py)−My2] ≥ s[(s+ 1)(My1 + py)−My2] ≥ s2(s+ 2)My2 .
Since COPT ≥ pxs ,
CON
COPT
≤ M
pi
2
px
s
= M
y
2 + pxs
px
s
<
1
s(s+ 2) + 1 ≤ ϕ.
Case 2.1.2:Mpi1 ≤ Mpi2 ≤ (s+ 1)Mpi1 .
It follows CONCOPT ≤ ϕ by Lemma 6.
Case 2.1.3:Mpi2 < M
pi
1 .
It follows CON = Mpi1 .
Let both sides of inequality (12) multiply a factor s
2+s+1
2s+1 and add to both sides of inequality (14), considering Eq. (15), it
follows that
Mpi2 < M
pi
1 = My1 + B+ A+ py <
s3 + s2 + 3s+ 1
s2(s+ 2) px ≤
s3 + s2 + 3s+ 1
s(s+ 2) M
pi
2 ≤ (s+ 1)Mpi2 .
It follows CONCOPT ≤ ϕ by Lemma 6.
Case 2.2:M1 denotes machine-s.
Considering jobs Jx and Jy, we have
My1 +
py
s
> (s+ 1)My2, (16)
My1 +
B
s
+ px
s
> (s+ 1) (My2 + Py) . (17)
Combining Mθ2 > (s + 1)Mθ1 with Step 5, the reassignment consists of shifting Jy from machine-1 to machine-s. Before
reassignment,
Mθ1 = My1 +
B
s
+ A
s
, Mθ2 = My2 + py + px. (18)
SinceMθ2 > (s+ 1)Mθ1 ,
My2 + py + px > (s+ 1)
(
My1 +
B
s
+ A
s
)
. (19)
After reassignment,
Mpi1 = My1 +
B
s
+ A
s
+ py
s
, Mpi2 = My2 + px. (20)
Case 2.2.1:Mpi2 > (s+ 1)Mpi1 .
It follows CON = Mpi2 . Considering inequality (16) and Eq. (20), it follows that
Px >
[
(s+ 1)
(
My1 +
B
s
+ A
s
+ py
s
)
−My2
]
≥
[
(s+ 1)
(
My1 +
py
s
)
−My2
]
≥ s(s+ 2)My2 .
Since COPT ≥ pxs ,
CON
COPT
≤ M
pi
2
Px
s
= M
y
2 + Px
Px
s
< s
(
1
s(s+ 2) + 1
)
= (s+ 1)
2
s+ 2 = ϕ.
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Case 2.2.2:Mpi1 ≤ Mpi2 ≤ (s+ 1)Mpi1 .
It follows CONCOPT ≤ ϕ by Lemma 6.
Case 2.2.3:Mpi2 < M
pi
1 .
Let both sides of inequality (19) multiply a factor s
2+s+1
2s+1 and add to both sides of inequality (17), considering Eq. (20),
Mpi2 < M
pi
1 = My1 +
B
s
+ A
s
+ py
s
<
s3 + s2 + 3s+ 1
s3(s+ 2) px ≤
s3 + s2 + 3s+ 1
s3(s+ 2) M
pi
2 ≤ (s+ 1)Mpi2 .
It follows CONCOPT ≤ ϕ by Lemma 6.
According to the above discussion, the theorem follows. 
Remark 5. EX-RA algorithm is superior to HSF algorithm in the case where 1 ≤ s ≤ √2.
Remark 6. EX-RA algorithm is optimal in the case where s = 1.
As a consequence, Theorem 5 generalizes the result in [8].
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