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1 Introducción 
1.1 Planteamiento del problema 
En la actualidad, el uso de los trasformadores monofásicos para redes de distribución en 
Colombia es indispensable de acuerdo a las normas de las empresas de energía locales que 
establecen para redes secundarias y cargas residenciales el uso obligatorio de éstos, los 
transformadores  son empleados en otros escenarios como lo es los sistemas de protecciones 
donde el mayor inconveniente es la saturación por corrientes de cortocircuito elevadas. Hoy en 
día el uso de cargas no lineales como los nuevos tipos de iluminación y equipos electrónicos 
introduce armónicos en la red y afectan al transformador por la presencia de armónicos. 
Los transformadores de energía son sometidos a  pruebas con las cuales debe cumplir para su 
puesta en funcionamiento. Para el cálculo de los parámetros del transformador se llevan a cabo 
dos pruebas básicas conocidas como prueba de cortocircuito y circuito abierto con las que se 
determina las ramas de dispersión y la rama de magnetización del transformador utilizando un 
modelo aproximado. Obtener modelos matemáticos dinámicos del transformador para algunas 
pruebas utilizando la identificación podría ayudar a analizar el transformador de una forma más 
sencilla e inclusive hallar una estimación de los parámetros resistencia e inductancias realizando 
una equivalencia con el modelo matemático encontrado. Que tan preciso sea la estimación 
mediante la identificación en comparación con las técnicas tradicionales es un interrogante que se 
estudiará.   
Calcular los parámetros del trasformador mediante la identificación conlleva a tomar medidas de 
voltajes y corrientes el cual hace que sea complejo su estimación. El reto que se afrontará se 
ocupa de utilizar el algoritmo recursivo de mínimos cuadrados (RLS)  empleando las medidas 
necesarias del sistema para identificar un modelo matemático que describa el comportamiento de 
éste ante condiciones de carga y perturbaciones (armónicos). 
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1.2 Justificación 
Para el estudio de cualquier sistema físico se hace indispensable tener un modelo matemático que 
describa el comportamiento del sistema para realizar análisis y para hacer diseños o para 
implementar controladores. La mayoría de los sistemas físicos tienen modelos matemáticos en 
términos de parámetros conocidos de sistemas mecánicos, eléctricos, químicos, térmicos etc. 
Como lo son: resistencias, condensadores, diodos, masas, inercias, componentes químicos etc.  
Poder obtener un modelo matemático que describa el comportamiento de un sistema físico con 
base en mediciones en tiempo real de la entrada y salida utilizando un algoritmo  que se ajuste a 
dicho modelo puede resultar en grandes ventajas. Ventajas  como por ejemplo poder simular 
dicho sistema bajo algunas condiciones deseadas o de interés. 
El algoritmo RLS (Mínimos Cuadrados Recursivo) puede o no tener ciertas ventajas con respecto 
a otros porque puede ser empleado para sistemas que  varían en el transcurso del experimento y 
ante perturbaciones obteniendo buenos resultados.   “En algunas ocasiones, se tiende a pensar que 
el RLS tiene unas mejores propiedades de seguimiento que el LMS (Least Mean Square). Sin 
embargo, esta creencia es falsa, y la superioridad de uno u otro depende del escenario en que se 
apliquen”1. Es decir, que de acuerdo con el escenario en que se esté aplicando por ejemplo, para 
la situación que se desea analizar en este trabajo hay ciertas ventajas del algoritmo RLS con 
respecto al LMS (Least Mean Square).  
Crear las condiciones adecuadas para poner a prueba el algoritmo puede ser complejo ya que no 
es fácil simular las perturbaciones a las que se ven expuestos los transformadores monofásicos en 
la realidad. 
Es de interés estudiar el comportamiento del algoritmo recursivo en un transformador monofásico 
ya que éstos son muy empleados en la actualidad, y observar su comportamiento puede resultar 
positivo para los fabricantes de transformadores. 
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1.3  Objetivos 
1.3.1  General 
Estimar y validar el modelo matemático de un trasformador monofásico por identificación 
paramétrica utilizando el método de  Mínimos Cuadrados Recursivo (RLS) con factor de olvido. 
1.3.2 Específicos 
Desarrollar el algoritmo de Mínimos Cuadrados Recursivo (RLS) con factor de olvido en el 
software LabViewTM para estimar los parámetros del modelo matemático del trasformador en 
tiempo real. El programa a desarrollar se aplicará para estimar la salida de voltaje del 
trasformador ante condiciones de carga y perturbaciones. 
Se validará la precisión de la estimación de  los parámetros del modelo matemático que fue 
desarrollado en la referencia [1], se analizarán los resultados obtenidos y se compararán con los 
obtenidos en el sistema real y conclusiones. 
1.4 Estado del arte 
Entre los diversos métodos que afectan la calidad del suministro de energía eléctrica, las 
variaciones de tensión de corta duración son de mucha incidencia. Entre las variaciones de corta 
duración los huecos de tensión son de mucha importancia, ya que afectan los procesos 
industriales. En [2] se desarrolló un método para evitar la saturación del transformador que está 
en serie en el DVR (Dinamic Voltage Restorers) el cual consiste en estimar las tensiones de 
líneas  y ángulos, utilizando el método RLS (Recursive Least Squares). El DVR no estima la 
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tensión mientras que la estimación RLS está en su periodo transitorio, por lo tanto en [2] se 
propone un método para marcar si la estimación RLS es estable. 
La tecnología del control DTC (Direct Torque Control) es el método de control más preciso, 
potente y sofisticado disponible actualmente en el mercado. En éste método de control, las 
variables básicas son el flujo magnético y el torque del motor diferenciándolo del control 
vectorial donde son la tensión y la frecuencia. En [1] es utilizado el algoritmo RLS para estimar 
los parámetros ( , ,s d qR L L ) del motor síncrono de imanes permanentes (PMSM). Los resultados 
obtenidos en este trabajo muestran que en comparación con el tradicional DTC y el propuesto 
basado en Backstepping Control con la identificación de parámetros empleando el algoritmo RLS 
podría disminuir efectivamente las ondas de flujo y de par, y hacer que los inversores tengan 
frecuencias de conmutación constante y el RLS podría identificar con precisión los parámetros 
del motor (PMSM). 
Por otra parte, en la actualidad se han propuesto muchos algoritmos para la estimación de 
armónicos para mejorar el rendimiento de la calidad de la energía, pero hasta hoy sigue siendo un 
desafío para la estimación precisa. En [3] se aplica el algoritmo FT-RLS (Fast Transverse 
Recursive Least Square)  para estimar las amplitudes, fases y frecuencias en el caso de señales de 
potencia variable en el tiempo que contienen armónicos en la presencia de ruido blanco 
gaussiano. 
1.5  Principales resultados 
Los principales resultados de este trabajo de grado son los siguientes: 
 Diseñar un programa que permita hacer identificación en línea de modelos paramétricos 
 Obtener los parámetros del modelo estimado 
 Validar el modelo matemático estimado utilizando Matlab Simulink 
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2 Marco teórico 
2.1 Proceso de muestreo 
Al muestrear una señal en tiempo continuo,  reemplaza la señal en tiempo continuo por valores de 
puntos discretos, es decir, se toman muestras en intervalos que en general son igualmente 
espaciados. Para lograr una señal muestreada que represente adecuadamente la señal continua 
debe tenerse especial cuidado en la frecuencia de muestreo utilizada [4]. 
Seguido del proceso de muestreo se encuentra la etapa de cuantificación, que consiste en 
reemplazar  la magnitud análoga de la señal en tiempo continuo muestreada por una amplitud 
digital (representación en números binarios). La señal digital es procesada por una computadora, 
y a la salida de la computadora se tiene una señal muestreada que alimenta un circuito de 
retención, y a la salida de éste habrá una señal en tiempo continuo que alimentará un Actuador 
[5]. 
 
2.2 Muestreo periódico 
En el muestreo periódico los instantes en que se toman las muestras de la señal están 
uniformemente espaciados,  
  1,2,3,...Kt KT K  .  Donde T es el tiempo de muestreo. Este tipo de muestreo es más 
convencional y utilizado en la práctica [5].  
 
2.3 Teorema del muestreo 
Un interrogante importante en el muestreo de señales análogas es, ¿A qué frecuencia de muestreo 
( sF )  debe muestrearse la señal?, para responder a este interrogante debe tenerse en cuenta el 
siguiente teorema: 
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Teorema. Si la frecuencia más alta contenida en una señal análoga  ax t  es maxF B  y la señal 
en muestreada a una velocidad max2 2sF F B , entonces la señal  ax t  se puede recuperar 
totalmente a partir de sus muestras por medio de la función interpolación: 
 
 
 2
2
sen πBt
g t
πBt
                    (2.1) 
De esta forma se puede expresar  ax t  de la siguiente manera: 
 a a
n s s
n n
x t x g t
F F


   
    
   
       (2.2) 
Donde    a a
s
n
x x nT x n
F
 
  
 
 son las muestras de  ax t  [4]. 
En la práctica en los procesos industriales la frecuencia de muestreo ( sF ) se elige entre 5 a 10 
veces la frecuencia máxima de la señal para evitar  “aliasing”  con la consecuencia de obtener una 
señal distinta a la señal original. 
 
2.4 Identificación de sistemas 
La identificación de un sistema se basa en obtener un modelo de forma experimental que 
reproduzca con suficiente exactitud las características dinámicas del mismo sistema. 
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2.5 Identificación on-line 
En la identificación on-line los parámetros del modelo obtenido se van actualizando a partir de 
las nuevas muestras de entrada- salida del sistema. Estos métodos son muy utilizados en sistemas 
de control adaptativo [6]. 
 
2.6 Estructura ARX 
Una descripción simple de entrada-salida del sistema en ecuación lineal en diferencias es: 
               1 2 1 21 2 ... 1 2 ...n ny t a y t a y t a y t n b u t b u t b u t n e t                 (2.3) 
Debido a que el término de ruido blanco   e t  entra como un error directo a la ecuación en 
diferencias, la ecuación (2.3) es también conocida como modelo o estructura de ecuación de error 
[7]. 
Los parámetros a determinar son:   
 
1 2 1 2... ...
T
n nθ a a a b b b           (2.4) 
Se puede expresar en dos polinomios de la forma: 
 
 
 
1 2
1 2
1 2
1 2
1 . . ... .
. . ... .
n
n
n
n
A q a q a q a q
B q b q b q b q
  
  
    
   
    (2.5) 
De (2.4) y (2.5)  
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 
 
 
,
B q
G q θ
A q
               (2.6) 
2.7 Método de Mínimos  Cuadrados Recursivo (RLS) 
Se espera que exista una matriz de covarianza que debe evolucionar conforme aumenta la 
cantidad de mediciones de manera tal que el error en la estimación puede ser minimizado cuando 
el conjunto de muestras sea lo suficientemente grande [8]. 
Se tiene una función de costo de la forma:  
         
2
0
1
,
2
k
i
j θ k y i φ x i θ k

      (2.7) 
Donde   φ x i  es el vector  compuesto de las muestras de las entradas y salidas pasadas. 
La matriz de covarianza se expresa como: 
       1
0
k
T
i
P k φ x i φ x i

               (2.8) 
Si se saca el último término de la inversa de P(k) se tiene: 
                                            
1
1
0
k
T T
i
P k φ x i φ x i φ x k φ x k



      
       
1
1
0
1
k
T
i
P k φ x i φ x i



            (2.9) 
 
Si se desea poner en términos de P(k-1): 
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         1 1 1
T
P k P k φ x k φ x k         (2.10) 
Entonces, P(k) es:  
 
          
1
1 1
T
P k P k φ x k φ x k

       (2.11) 
Así, se puede poner en práctica el “lema de inversión de matrices [8]” Que establece que: 
   
11 1 1 1 1 1A BCD A A B C DA B DA
              (2.12) 
 
Se hace que:   
 
  
  
1 1
T
A P k
B φ x k
C I
D φ x k
 



    (2.13) 
Donde I es la matriz identidad del tamaño adecuado para que se pueda hacer la suma. 
Al reemplazar, se tiene: 
                      
1
1 1 1 1 1
T T
P k P k P k φ x k φ x k P k φ x k φ x k P k

       (2.14) 
Se sabe que la matriz inversa que hay en la fórmula no es más que un escalar por lo que se puede 
hacer: 
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     
       
       
1
1 1
1 1
T
T
φ x k φ x k P k
P k P k P k
φ x k P k φ x k

   
 
  (2.15) 
 
Se reduce haciendo que: 
 
    
       
1
1 1
T
P k φ x k
K k
φ x k P k φ x k


 
    (2.16) 
 
Y se reemplaza:  
          1 1
T
P k P k K k φ x k P k       (2.17) 
Factorizando P(k-1)  
         1 1TP k K k φ x k P k     (2.18) 
Reemplazando en la derivada de la función de costo, se tiene que: 
 
   
    
       
       
1
1 1
1 1
T
T
P k φ x k
θ k θ k y k φ x k θ k
φ x k P k φ x k

    
 
      (2.19) 
Es decir: 
             1 1Tθ k θ k K k y k φ x k θ k              (2.20) 
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Con lo que el algoritmo sería: 
 
    
       
1
1 1
T
P k φ x k
K k
φ x k P k φ x k


 
  
          1 1P k P k K k φ x k P k     
             1 1Tθ k θ k K k y k φ x k θ k                  (2.21) 
Donde el vector   φ x k  es: 
          ... ...1 1φ x k y k y k n u k u k n          ; Con n =1, 2, 3,… 
2.8 Factor de olvido  
En muchas aplicaciones los sistemas tienen parámetros variables, en donde se requiere que los 
parámetros estimados del modelo se ajusten a los cambios del sistema. Es importante controlar el 
cómo las medidas antiguas o las recientes afectan  sobre las estimaciones de los parámetros, o 
que tan rápido son olvidadas las medidas anteriores o antiguas [8]. 
En estos casos es utilizado el método del factor de olvido λ  que proporciona un decrecimiento 
exponencial de los pesos. 
La función que se desea minimizar adopta la expresión: 
   2
1
t t k
k
V θ λ e k

      (2.22) 
Donde el valor recomendado de λ  es un valor comprendido entre 0.90 y 0.995. 
El algoritmo de Mínimos Cuadrados Recursivo (RLS) con factor de olvido es: 
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 
   
      
1
1T
P t φ t
K t
λ φ t P t φ t


 
 
   
       
     
1 11
1
1
T
T
P t φ t φ t P t
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       1Te t y t φ t θ t    
       1θ t θ t K t e t      (2.23) 
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3 Introducción y adquisición de datos en labVIEWTM 
3.1 Definición 
LabVIEW  (Laboratory Virtual Instrument Engineering Workbench) es un entorno de 
programación gráfico (G) especialmente orientado para realizar aplicaciones o programas para 
instrumentación, cuentan con librerías para comunicación con dispositivos electrónicos como 
GPIB, RS232, RS485 con tarjetas de adquisición de datos y otros [9]. 
Los programas que se desarrollan en LabVIEW son llamados Instrumentos Virtuales ‘Vls’ por la 
apariencia que éstos tienen con los instrumentos reales [9]. 
Los Vls contienen una interfaz iterativa de usuario llamada Panel Frontal que simula la interfaz 
hombre-máquina de un instrumento físico. Se pueden ingresar los datos con el teclado o el ratón 
y obtener una visualización de los resultados en la pantalla del computador [9]. 
Da la posibilidad de obtener soluciones completas y complejas, también se pueden incorporar 
estructuras con otros lenguajes de programación escritos como C o C++ [9]. 
Para más detalles del software LabVIEW visitar la página https://www.ni.com. 
 
3.2 Adquisición de datos con la tarjeta NI USB6008 de National Instrument 
En este trabajo se utilizó una tarjeta multifuncional por bus USB de 12 bits en modo diferencial y 
11 bits en modo RSE (Single-Ended) a una tasa de muestreo máxima de 10 Ks/s 
(Kilomuestras/segundo). 
 
 
14 
 
 
3.3 Características 
LabVIEW dispone de un software controlador para Windows, Mac OS X, Linux y Pocket [10] . 
 
 
 
Figura 3.1 Tarjeta de adquisición de datos NI USB-6008 
Fuente: revisar página web,  
http://www.ni.com/pdf/products/us/20043762301101dlr.pdf 
 
3.3.1 Entradas analógicas 
 Entradas: 8 referenciadas a masa, 4 diferenciales 
 Resolución: 12 bits en modo diferencial 
 Resolución: 11 bits en modo RSE 
 Velocidad de muestreo: 10 Ks/s 
 Rango de Voltaje máximo: [-10,10] 
 Precisión máxima del rango de voltaje: 138 mV 
 Mínima precisión del rango de voltaje: 37.5 mV 
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3.3.2 Salidas analógicas 
 Canales: 2 
 Resolución: 12 bits 
 Rango de voltaje: [0,5] 
 Precisión máxima del rango de voltaje: 7 mV 
 Frecuencia de salida: 150 S/s 
 Capacidad máxima de corriente: 5 mA. 
3.4 Descripción de pines 
En la Figura 3.2 se describen los pines de la tarjeta de adquisición de datos NI USB-6008. 
 
 
Figura 3.2 Pines NI USB-6008/6009 [10]. 
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3.5 Modo de conexión RSE (Single-Ended) 
El modo de conexión RSE es utilizado para señales flotantes. Este tipo de conexión no debe 
utilizar cables con longitudes muy largas (menores a 30 cm) y la señal de entrada a la tarjeta de 
adquisición de datos debe tener tensiones mayores en el rango de [-1,1] para tener una lectura 
coherente de la medición. 
En la Figura 3.3 se puede observar esta conexión. 
 
 
Figura 3.3 Conexión RSE (Single- Ended)  [10]. 
 
3.6 Measurement  & Automation ExplorerTM (MAX) 
El MAX es una aplicación basada en Windows, se utiliza para probar y configurar el software y 
el hardware de NI así como para agregar canales (análogos, digital) e interfaz. Ejecuta pruebas 
del sistema, muestra la posible conexión de la tarjeta de adquisición de datos y visualiza los 
dispositivos e instrumentos conectados al sistema. El MAX es creado con las siguientes 
funciones [11]:  
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 Data Neighborhood 
 Devices and Interfaces 
 Historical Data  
 Scales  
 Software  
 VI Logger Tasks  
 IVI Drivers  
 Remote Systems. 
Para más información acerca del funcionamiento de LabVIEW consultar los tutoriales en el sitio 
web www.ni.com  
 
 
 
 
 
 
 
 
 
18 
 
 
4 Descripción del software Matlab Simulink 
4.1 Matlab 
Matlab (MATrix LABoratory) es un lenguaje de alto nivel y un entorno iterativo para la 
computación numérica y visualización de datos. Es utilizado ampliamente por ingenieros de 
control en el análisis y diseño. Está basado en un sofisticado software de  matrices para la 
solución de sistemas de ecuaciones y permite resolver complicados problemas numéricos de 
manera sencilla. Es un entorno de computación y desarrollo de aplicaciones plenamente integrado 
orientado a desarrollar proyectos que implican elevados cálculos numéricos y permite la 
visualización de dichos resultados [12]. 
Matlab se ha convertido en una herramienta importante para los profesionales así como para los 
centros de investigación, y la impartición de cursos universitarios como por ejemplo: sistemas e 
ingeniería de control, algebra lineal, proceso digital de imágenes, señales, lógica difusa entre 
otras [12]. 
Matlab dispone de una variedad de programas especializados en muchas áreas denominados 
“Toolboxes” extendiendo en un mayor número las funciones del sistema principal. Éstos cubren 
una gran variedad de áreas en el mundo de la ingeniería y simulación como: proceso de 
imágenes, señales, control robusto, estadística, análisis financiero, matemáticas simbólicas, redes 
neurales, lógica difusa, identificación de sistemas, simulación de sistemas dinámicos, etc. [12]. 
4.2 Simulink 
Es un entorno de programación visual que se encuentra integrado a Matlab. Es un entorno de más 
alto nivel que el lenguaje iterativo de Matlab (archivos con extensión .m), Simulink genera 
archivos con extensión .mdl (de “model”) [12].  
Permite la construcción de modelos de sistemas físicos y sistemas de control análogo y digital 
mediante diagramas de bloques. El sistema es definido de muchas formas como funciones de 
transferencia, operaciones matemáticas y señales previamente definidas de diferentes tipos [12]. 
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Simulink es una herramienta de simulación de sistemas y modelos, con cierto grado de 
abstracción de fenómenos físicos involucrados en los mismos. Se hace énfasis en el análisis de 
sucesos a través de la concepción de sistemas (cajas negras que realizan alguna operación en 
específico). 
Es muy utilizado en ingeniería de control y robótica, también en ingeniería electrónica en temas 
relacionados con procesamiento digital de señales (DSP)  [12]. 
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5 Descripción del transformador monofásico 
5.1  El transformador eléctrico  
Un transformador es una maquina estática, empleado para cambiar los niveles de tensión 
transmitiendo energía por medio de un material magnético con permeabilidad µ utilizando dos 
bobinas acopladas magnéticamente donde no hay ningún tipo de conexión entre ellas [13]. 
El transformador se puede considerar como una caja negra, como se muestra en la Figura 5.1, con 
dos terminales de entrada alimentados por una fuente alterna de tensión y frecuencia fijadas, y 
dos terminales de salida en donde se conecta la carga y cuyo valor de tensión es diferente al de 
entrada. El principal  interés con el transformador es la potencia y tensión de salida entregada, así 
como la confiabilidad al verse sometido a perturbaciones como: cambios climáticos, 
sobretensiones, sobrecarga y cualquier otro elemento extraño que entre en contacto con éste [13]. 
 
Figura 5.1 Transformador eléctrico como caja negra [13]. 
 
Dentro de la caja negra está la estructura que da el comportamiento al trasformador eléctrico (ver 
Figura 5.2)  formada por un núcleo de hierro y de bobinas de alambre en el primario y secundario 
[13]. 
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Figura 5.2 Transformador eléctrico visto desde el interior [13]. 
 
De acuerdo al tipo de bobinas los transformadores pueden clasificarse en: 
 Una sola bobina o Autotransformador 
 Dos bobinas 
 Tres bobinas o tridevanados 
 
5.2 Usos principales 
Los principales usos de los transformadores eléctricos son convertir niveles de tensión (sistema 
de potencia, instrumentación, electrónica), acople de impedancias (usado en electrónica) y 
aislamiento [13]. 
 
5.3 Funcionamiento del transformador eléctrico 
Al aplicar una tensión alterna en terminales del devanado primario, las variaciones de la 
intensidad  de corriente alterna generan un campo magnético variable donde éste depende de la 
frecuencia de la corriente. El campo magnético variable produce por inducción electromagnética 
una tensión en terminales del devanado secundario. Si se conecta una carga en terminales del 
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secundario fluirá una corriente por éste. Los transformadores son diseñados de tal manera que no 
se sature el núcleo y la corriente de excitación o de vacío sea pequeña [13]. 
La corriente en el secundario corresponde al cociente entre la tensión en bornes y la impedancia 
conectada en el secundario. La corriente que fluye por el devanado secundario tiende a generar su 
propio flujo en el núcleo, que se resta con el flujo que es inducido por el primario, de acuerdo con 
esta situación el circuito primario aumenta la corriente en el primario a un valor necesario para 
mantener el flujo a un valor que resulte suficiente para inducir el voltaje de primario. 
La magnitud del primario se aumenta hasta que excede a la del secundario en magnitud tal, que la 
diferencia en amperio-vueltas  es capaz de mantener el mismo flujo magnético. La diferencia 
amperio-vueltas entre ambos devanados hará pasar por el núcleo un flujo magnético, para inducir 
suficiente voltaje en el primario (caída de tensión correspondiente a la resistencia óhmica del 
primario) para equilibrar el voltaje aplicado. Este equilibrio explica por qué un transformador 
eléctrico recibe corriente adicional sólo cuando se le conecta una carga [13]. 
 
5.4 Especificaciones del trasformador Siemens 
 Tensión: 240/110V 
 Frecuencia: 60 Hz 
 Potencia: 220 VA 
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Figura 5.3 Transformador Siemens  laboratorio de control 
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6 Procedimiento 
 Se conecta la tarjeta de adquisición de datos DAQ USB-6008 al PC y se comprueba su 
funcionamiento con el software Measurement  & Automation ExplorerTM (MAX). 
 Una vez comprobada la conexión y el funcionamiento de la tarjeta de adquisición, se 
conecta los terminales de los transformadores de medida a los pines correspondientes al 
modo de conexión RSE como se mostró en capítulos anteriores. 
 Se excita el transformador con una señal cuadrada a 120 Hz para obtener los parámetros 
estimados en tiempo real. 
 Luego de obtenidos los parámetros, se conecta la fuente de alimentación al devanado 
primario del trasformador principal a través de la protección (ver Figura 6.1) 
 Se conecta la carga resistiva (Reóstato 330 Ω, 2 A) a la salida del transformador principal 
a través de una protección (ver Figura 6.1) 
 Se verifica el correcto funcionamiento de las protecciones utilizando un multímetro 
digital. 
 Se conecta un amperímetro en serie con la carga para registrar la corriente nominal para el 
experimento. 
 Para el acondicionamiento de la señal se debe tener en cuenta la relación de 
transformación de los trasformadores de  medida para asegurar de que la señal adquirida 
se encuentre en un rango de ± 10 V. 
 Después de obtener la conexión de la Figura 6.1 y la verificación de cada elemento del 
sistema, puede iniciarse la adquisición de datos. 
 Primero se habilitan las protecciones del devanado primario y secundario del 
transformador principal. 
 Se obtienen los datos bajo las condiciones de vacío, carga nominal y variación de 
frecuencia para la validación de los modelos. 
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Figura 6.1 Conexión de los elementos del sistema 
Fuente: Autor del documento
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7 Resultados y análisis del experimento 
Para obtener los parámetros estimados del transformador en tiempo real se excitó con una señal 
excitación persistente (señal cuadrada) a frecuencias de 120, 180, 240, 300 Hz obteniéndose el 
mejor resultado a 120 Hz. La señal cuadrada se mantuvo en un rango de 6 V pico a pico, los 
parámetros se encuentran en la Tabla 7.1 
 
 
Tabla 7.1 parámetros estimados del transformador en tiempo real con excitación a 120 Hz. 
 
Orden
a1 a2 a3 a4 a5
-0,950 - - - -
b1 b2 b3 b4 b5
-0,060 - - - -
a1 a2 a3 a4 a5
-0,910 -0,017 - - -
b1 b2 b3 b4 b5
-0,018 -0,042 - - -
a1 a2 a3 a4 a5
-0,900 -0,014 -0,007 - -
b1 b2 b3 b4 b5
-0,014 -0,006 -0,044 - -
a1 a2 a3 a4 a5
-0,845 -0,008 -0,002 -0,054 -
b1 b2 b3 b4 b5
-0,007 -0,01 -0,001 -0,063 -
a1 a2 a3 a4 a5
-0,903 -0,023 0,017 -0,048 0,534
b1 b2 b3 b4 b5
-0,020 -0,012 0,006 -0,014 0,200
5
Parámetros
1
2
3
4
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Las Figuras 7.1, 7.2 y 7.3 describen la evolución de los parámetros estimados de los modelos de 
orden 1, 2, 3 con una excitación de señal cuadrada a 120 Hz a la entrada del trasformador; 
 
Figura 7.1 Evolución de los parámetros para el modelo de orden 1 
 
 
Figura 7.2 Evolución de los parámetros para el modelo de orden 2. 
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Figura 7.3 Evolución de los parámetros para el modelo de orden 3. 
 
Al graficar la señal real de entrada y de salida con la señal estimada de salida se obtuvo los 
siguientes resultados mostrados en las Figuras 7.4, 7.5, 7.6 
 
Figura 7.4 Gráfica de la señal estimada de salida modelo de orden 1. 
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Figura 7.5 Gráfica para la señal de salida estimada modelo de orden 2. 
 
 
Figura 7.6 Gráfica de la señal estimada modelo de orden 3. 
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Aumentando la frecuencia de la señal cuadrada y realizando nuevamente la estimación de los 
parámetros el algoritmo pierde precisión y no se cuenta con una representación adecuada del 
sistema debido a su aumento como se puede observar en la Figura 7.7. Esta situación puede 
evitarse utilizando una tarjeta de adquisición de datos de mayores recursos.  
 
 
Figura 7.7 Estimación de la salida para modelo de orden 2 con excitación a frecuencia de 240 Hz. 
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8 Validación de Modelos 
Uno de los métodos de validación de los modelos es utilizando la comparación de la salida 
simulada con la salida real del sistema. Matlab proporciona la función llamada compare [6],  
compare(DATA, SYS1, SYS2, ..., SYSn, M) en donde DATA es un vector que contiene los datos 
de entrada y salida  del Sistema real y SYSn es la función de transferencia discreta del modelo 
que se desea validar : 
1 2
1 2
1 2
1 2
...
...
n n
n
n n n
n
b z b z b
SYSn
z a z a z a
 
 
  

   
.  
 M  es la predicción horizontal que por defecto para este tipo de sistema es infinito (inf). 
En las siguientes figuras se valida el funcionamiento de cada modelo representados por los 
parámetros de la Tabla 7.1 y con una señal proveniente de la excitación del transformador con 
señal sinusoidal bajo carga nominal y variación de la frecuencia. 
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Figura 8.1 Validación del sistema con señal sinusoidal a 60 Hz y carga nominal. 
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Figura 8.2 Validación del sistema con señal sinusoidal a 90 Hz y carga nominal. 
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Figura 8.3 Validación del sistema con señal sinusoidal a 180 Hz y carga nominal. 
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Figura 8.4 Validación del sistema con señal sinusoidal a 300 Hz y carga nominal. 
 
Los modelos de orden 1,2,3 y 4 con la señal sinusoidal de 60 Hz que es con la que normalmente 
operan los transformadores tienen gran precisión con respecto a la amplitud de la señal de salida 
real y a medida que se aumenta la frecuencia de operación del transformador se va perdiendo 
precisión en la amplitud de la señal estimada por los modelos. Sin embargo el modelo de orden 5 
tiende a representar de forma adecuada la señal de salida real hasta cierto rango de frecuencia.   
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Otra técnica de validación de los modelos es, analizando los polos y ceros de las funciones de 
transferencias conformadas por los parámetros de la Tabla 7.1, una visualización de polos y ceros 
puede mostrar que el orden del modelo es muy grande o que hay polos muy cercanos a cero. 
En Matlab utilizando la función pzmap() los resultados son los siguientes (ver Figura 8.5) 
 
 
Figura 8.5 Diagrama de polos y ceros de los modelos dinámicos  
 
Puede notarse la inestabilidad producida por el modelo de orden 5 debido a que tiene un par de 
polos complejos conjugados con parte real e imaginaria  por fuera del círculo unitario y esta 
inestabilidad se ve reflejada en la Figura 8.3 donde la salida simulada tiene  una magnitud muy 
grande en comparación con la salida real del sistema. 
37 
 
 
Los sistemas de orden 2 y 3 tienen polos muy cercanos a cero (ver Figura 8.5), que vistos desde 
un sistema en tiempo continuo equivaldrían a tener polos con parte real alejada del semiplano 
complejo izquierdo. 
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9 Armónicos en la señal de salida real y estimada  
Realizando un análisis de contenido armónico de la señal real de salida y la señal de salida 
estimada puede notarse qué tan preciso en magnitud es la estimación del sistema y también tener 
información sobre el contenido de frecuencias que poseen ambas señales. Si la señal de salida 
estimada tiene los mismos o los armónicos más representativos de la señal de salida real, el 
sistema estimado está representando el sistema real con una buena aproximación. 
Para el análisis se aplica la Transformada Discreta de Fourier (DFT) que necesita de la señal 
discreta que se representa de la siguiente manera [4], [14]: 
   2 /
1
*s
k
j πkt T
a s a
ks
x nT e x t
T


 
  
 
      9.1 
Así, el espectro de esta representación  ax nT  es: 
   
1 kjω
s
ks
X e X F kf
T


      9.2 
El espectro de la señal  ax nT  alrededor de 0,  se repite indefinidamente alrededor de k veces la 
frecuencia de muestreo sf , escalada sf (1/Ts). 
La DFT de la señal se expresa según los índices en Matlab, como 
      2 1 1 /
1
,1
N
j π k n N
n
X k x n e k N
  

      9.3 
>> X=fft(x); % equivalente a X=fft(x,N); 
La señales para la estimación se hicieron a una frecuencia de muestreo 3000sf  Hz, deben 
escalarse para llevarlos a escala de frecuencia, f  como s
kf
f
N
  
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>> f= (0:N-1)*fs/N ; 
La amplitud del espectro está escalada por sf , es decir, se divide abs(X) entre sf  de acuerdo a la 
ecuación  9.2 se obtiene los valores de amplitud del espectro equivalentes a la señal analógica 
muestreada, además es conveniente expresar el espectro de frecuencias de la señal (originalmente 
analógica) en el ancho de banda de 0 a la mitad de la frecuencia de muestreo, es decir , hasta la 
frecuencia de Nyquist [4], [14]. 
>> select = 1 : (N+1)/2 ; % si N es impar 
>> select = 1 : N/2+1 ; % si N es par 
>> plot(f(select) , Ts*2*abs(X(select))) ; 
Los resultados para la señal de salida real y estimada con la excitación de una señal cuadrada a 
120 Hz de los modelos de orden 1,2 y 3 se muestran en las  Figuras 9.1, 9.2 y 9.3 
respectivamente. 
 
Figura 9.1 Armónicos presentes mara la estimación del modelo de orden 1 
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Figura 9.2 Armónicos presentes mara la estimación del modelo de orden 2 
 
 
Figura 9.3 Armónicos presentes mara la estimación del modelo de orden 3 
Los tres modelos tienen los mismos armónicos de la señal de salida real variando solo un poco en 
la amplitud de cada armónico de la señal real. 
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10 Conclusiones, Aportes y Recomendaciones  
 Los modelos obtenidos a partir de la identificación en tiempo real, tienen un buen 
funcionamiento en cuanto a la magnitud de la señal de salida estimada alrededor de la 
frecuencia de operación normal del transformador. 
 Para lograr la identificación de los modelos dinámicos del transformador es necesario 
excitarlo con una señal de excitación persistente como lo es una señal cuadrada que está 
compuesta por un amplio contenido de frecuencias. 
 Puede concluirse que los modelos representan en magnitud una gran aproximación a la 
salida real del transformador bajo la condición de vacío y carga nominal del 
transformador. 
 El desfase proporcionado por los modelos estimados, es debido a la ejecución del 
programa realizado en LabVIEW y de la limitación en cuando a la velocidad que puede 
obtenerse de la tarjeta de adquisición de datos USB-6008. 
 Realizar la estimación con una tarjeta de mayores propiedades puede mejorar la precisión 
al estimar los parámetros de un modelo dinámico. 
 Es importante estudiar los modelos dinámicos de transformadores por su alto costo. 
Cortes inesperados debido a fallas deben ser detectadas antes o durante la operación tan 
pronto sea posible. La detección de fallas en los transformadores es un problema que 
requiere un monitoreo constante, los transformadores  están sujetos a frecuentes corto-
circuitos cuando operan y experimentan serias tensiones mecánicas que causan 
deformaciones en las bobinas. Las deformaciones, envejecimiento y transporte de los 
transformadores, pueden causar cambios a los parámetros equivalentes del transformador  
y poder obtenerlos en tiempo real es de gran ayuda para prevenir operaciones 
inadecuadas. 
 Para realizar las diferentes pruebas a los transformadores para obtener el valor de los 
parámetros concentrados es necesario su desconexión de la red para poder realizar éstas 
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pruebas, pero realizar un monitorio permanente previene de dicha desconexión del 
sistema. 
 Se deja como propuesta después de la etapa de identificación, controlar la tensión de 
salida en los terminales del transformador para obtener el diseño de un regulador de 
tensión por medio de un modelo dinámico digital del transformador. 
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12 Anexos 
 
Anexo A. Algoritmo de Mínimos Cuadrados Recursivo en Línea en LabVIEW 
Anexo A.1 Panel frontal del programa 
  
 
Anexo A.2 Primera parte diagrama de bloques 
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Anexo A.3 segunda parte diagrama de bloques 
 
 
Anexo A.4 Tercera parte diagrama de bloques  
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Anexo A.5 cuarta parte diagrama de bloques 
 
Anexo A.6 Quinta parte diagrama de bloques  
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Anexo A.7 sexta parte diagrama de bloques  
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Anexo A.8 Código del algoritmo recursivo para orden 1 en el Formula Node  
 
//mínimos cuadrados 
 int32 i; int32 j; 
//vector phi_k 
float phi_k[2][1]; 
phi_k[0][0]=-Yk1; 
phi_k[1][0]=Uk3; 
//vector phi_k' 
float tphi_k[1][2]; 
tphi_k[0][0]=-Yk1; 
tphi_k[0][1]=Uk3; 
//cálculo de phi_k*phi_k' 
float  c[2][2]; 
for (i=0;i<2;i++) 
{ 
for (j=0;j<2;j++) 
{ 
c[i][j]=(phi_k[i][0]*tphi_k[0][j]); 
} 
} 
//cálculo de phi_k*phi_k'*P_k1 
float b[2][2]; 
for (i=0;i<2;i++) 
{ 
for (j=0;j<2;j++) 
{  
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b[i][j]=(c[i][0]*P_k1[0][j])+(c[i][1]*P_k1[1][j]); 
} 
} 
//cálculo de  P_k1*phi_k*phi_k'*P_k1 
float d[2][2]; 
for (i=0;i<2;i++) 
{ 
for (j=0;j<2;j++) 
{  
d[i][j]=(P_k1[i][0]*b[0][j])+(P_k1[i][1]*b[1][j]); 
} 
} 
//cálculo del término de la división 1+... 
//cálculo de P_k1*phi_k 
float f[2][1]; 
for (i=0;i<2;i++) 
{ 
for (j=0;j<1;j++) 
{ 
f[i][j]=(P_k1[i][0]*phi_k[0][j])+(P_k1[i][1]*phi_k[1][j]); 
} 
} 
//cálculo de phi_k'*P_k1*phi_k 
float g[1]; 
g[0]=(tphi_k[0][0]*f[0][0])+(tphi_k[0][1]*f[1][0]); 
//el valor del divisor es  
float R; 
R=1/(lambda+g[0]); 
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float K; 
K=1/(1+g[0]); 
// R*d 
float d1[2][2]; 
 for (i=0;i<2;i++) 
{ 
for (j=0;j<2;j++) 
{ 
d1[i][j]=(R*d[i][j]); 
} 
} 
// Resta de (P_k1-d1)=P_k 
float P_k[2][2]; 
for (i=0;i<2;i++) 
{ 
for (j=0;j<2;j++) 
{ 
P_k[i][j]=(1/lambda)*(P_k1[i][j]-d1[i][j]); 
} 
} 
//cálculo de la estimación de theta 
//calcular del error  
//cálculo de phi_k'*Theta_k1 
float yest; 
yest=(tphi_k[0][0]*Theta_k1[0])+(tphi_k[0][1]*Theta_k1[1]); 
float Error; 
Error=(Y_k-yest); 
float d3; 
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d3=Error*K; 
//cálculo de P_k1*phi_k*d3 
float d4[2]; 
for (i=0;i<2;i++) 
{ 
for (j=0;j<1;j++) 
{ 
d4[i]=d3*f[i][j]; 
} 
} 
float Theta_k[2]; 
for (i=0;i<2;i++) 
{ 
Theta_k[i]=(Theta_k1[i]+d4[i]); 
float d4[2]; 
for (i=0;i<2;i++) 
{ 
for (j=0;j<1;j++) 
{ 
d4[i]=d3*f[i][j]; 
} 
} 
float Theta_k[2]; 
for (i=0;i<2;i++) 
{ 
Theta_k[i]=(Theta_k1[i]+d4[i]); 
} 
