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Abstract
Let  be an irrational number between 0 and 1. The characteristic word f () of  is deﬁned
to be the inﬁnite word over {0, 1} whose nth letter is [(n + 1)] − [n], n1. It is well known
that, for each m1, f () has exactly m + 1 distinct factors of length m. In this paper, we shall
develop a method to construct these factors. Under our construction, the 1-sets of thesem+ 1 factors
x
(m)
0 , x
(m)
1 , . . . , x
(m)
m are determined, these factors are increasing in the lexicographic order and
their momentsM(x(m)0 ),M(x
(m)
1 ), . . . ,M(x
(m)
m ) form an increasing sequence of m+ 1 consecutive
integers. Some known results about generating factors of f () using the unbordered -words and
their conjugates turn out to be consequences of our main theorem.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Without loss of generality, we consider only binary words throughout this paper. For
w = c1c2 · · · cn, where ci ∈ {0, 1}, n1, let
T (w)= c2 · · · cnc1,
w˜= cn · · · c2c1,
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M(w)=
n∑
i=1
(n+ 1− i)ci ,
E(w)= {i ∈ {1, . . . , n} : ci = 1}.
The nonnegative numberM(w) is called the moment of w. The set E(w) is called the 1-set
of w. Let T 0(w) = w and T i(w) = T (T i−1(w)), where i1. The words T i(w), i0, are
called the conjugates of w. The positive integer n is called the length of w and is denoted
by |w|. The length of the empty word is deﬁned to be 0. The number of occurrences of the
letter 1 in w is denoted by |w|1, and is called the height of w.
Let w and x be nonempty words. The word x is said to be a proper preﬁx (resp., sufﬁx)
of w, denoted by x <p w (resp., x <s w), if there is a nonempty word y such that w = xy
(resp., w = yx); x is said to be a factor of w if there are words y and z such that w = yxz;
x is said to be a cyclic factor of w if |x|  |w| and x is a factor of w2; x is said to be a
border of w if x <p w and x <s w; the word w is said to be unbordered if it has no
border. If a word w = xy, where x, y are nonempty, we write wy−1 = x and x−1w = y.
Let w = c1c2 · · · cn,where ci ∈ {0, 1}. A positive integer s is said to be a period of w if
ci+s = ci, for i = 1, 2, . . . , n− s. Denote by F(w) the set of all factors of the wordw. For
any set B of words, deﬁne F(B) = ∪{F(w) : w ∈ B}.
Let  be a real number with 0 <  < 1. Let f () be an inﬁnite binary word whose nth
letter is [(n+ 1)]− [n] (n1). The inﬁnite words f () is called the characteristic word
of . A characteristic word is also called a standard Sturmian word. The characteristic
words have been studied extensively (see for example [5,7,10–12,17–19,22,24,26]). The
ﬁnite factors of characteristic words are called ﬁnite Sturmian words. An enumeration
formula for ﬁnite Sturmian words was ﬁrst proved by Mignosi [23]. Other proofs were
given in [2,15]. Let St denote the set of all ﬁnite Sturmian words. A 1-1 correspondence
was established between St and a set of triplets of integers [3,20]. See also [16]. Let 
denote the set of all wordsw of the formw = Cxy = AB,whereA,B,C are palindromes,
x, y ∈ {0, 1}, and x = y. Let PER denote the set of all words w having two periods s and t
such that gcd(s, t) = 1, and |w| s + t − 2. Using the theorem of Fine and Wilf, de Luca
and Mignosi [15] showed that St = F() = F(PER).
The following theorem is well known [24].
Theorem A. Let  be an irrational number between 0 and 1. For each m1, the charac-
teristic word f () has exactly m+ 1 distinct factors of length m.
To generate factors of f (), the present author makes use of the unbordered -words
and their conjugates [10]. A word w is said to be an -word if either w ∈ {0, 1} or there are
positive integers n, a1, a2, . . . , an and integers ri (1 in), with 0r1a1−1, 0riai
(2 in), and words w0, w1, . . . , wn with
w0 = 0, w1 = 0a1−1−r110r1 , wn = w, and
wi = wai−rii−1 wi−2wrii−1 (2 in).
In the latter case, the word w is denoted by w(a1, . . . , an; r1, . . . , rn). It has length q and
height p, where p and q are relatively prime integers with p/q = [0, a1, a2, . . . , an]. The
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-wordw(a1, . . . , an; 0, 0, . . . , 0) is also called a ﬁnite standard Sturmianword. It is known
that each -word w(a1, . . . , an; r1, . . . , rn) is a conjugate of the -word w(a1, . . . , an;
0, 0, . . . , 0) [10]. If p/q = [0, a1, a2, . . . , an] = [0, b1, b2, . . . , bm], where n is odd and m
is even, then
w(a1, . . . , an; 0, a2, 0, . . . , an−1, 0) = w(b1, . . . , bm; 0, b2, 0, b4, . . . , 0, bm)
[1,4]. Denote this word byw(p/q). Clearlyw(p/q) starts with the letter 0 and ends with the
letter 1 if q2. It is a Lyndon Sturmian word as well as a Christoffel primitive word [1,4].
Its conjugates are the only -words having length q and height p. Among these conjugates,
w(p/q) and its reversal are the only unbordered -words [12].
Now let  be an irrational number with continued fraction expansion [0, a1, a2, . . .]. Let
p−1 = 1, p0 = 0, q−1 = 0, q0 = 1,
pn,r = rpn−1 + pn−2, qn,r = rqn−1 + qn−2, 1ran,
pn = pn,an , qn = qn,an , n1.
(1.1)
Let wn,r = w(pn,r/qn,r ) and wn = wn,an (n1, 1ran). For n1, 1ran and
qn,r2, the ﬁrst (resp., last) letter of wn,r is 0 (resp., 1). Let
yn,r =
{
wn,r1−10 (n is odd),
10−1wn,r (n is even),
yn = yn,an ,
n1, 1ran. Clearly |yn,r | = qn,r .
Let S = {0} ∪ {wn,r : n1, 1ran}. The set S consists of all Lyndon -words that
are factors of f () [7,8]; elements of S and their conjugates are building blocks of the
characteristic word f () and their sufﬁxes [11]; a factors of f () is unbordered if and only
if either w ∈ S or w˜ ∈ S [12]. The unborderedness of these words leads to the following
theorem, which has some interesting reformulations and consequences about factors of
f () of any given length [10].
Theorem B. Let w = wn,r or w˜n,r , y = yn,r , q = qn,r2 and 1m < q.
(a) The preﬁxes of w, T −1(w), . . . , T −m(w) of length m are the m+ 1 factors of f () of
length m.
(b) The words w, T −1(w), . . . , T −q+1(w), y are the q + 1 factors of f () of length q.
In this paper, we shall develop another method for generating them+1 factors of f () of
lengthm (Theorem 3.1). As we shall see, the 1-sets of them+1 factors x(m)0 , x(m)1 , . . . , x(m)m
will be determined, the factors so constructed will be an increasing sequence in the lexico-
graphic order and their moments will form an increasing sequence of consecutive integers.
More precise description of these phenomenon will be given in Corollaries 4.1 and 4.3. The
proof of Theorem 3.1 is independent of Theorem B. As a matter of fact, Theorem B is a
consequence of Theorem 3.1 (see Remark 4.4).
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2. The 1-sets of -words
The whole idea is based on the following lemma, in which we locate the letter 1 in each
-word. The lemma was proved in [7,13]. A different proof, based on periods, is reported
in Remark 4.6.
Lemma 2.1 (Chuan [7,13]). Let p and q be relatively prime positive integers with p < q.
Let w = w(p/q). Let 1sq and ps ≡ −1 (mod q). For 0jq − 1 and 1kq,
the kth letter in T −js(w) is 1
⇔ k ≡ is (mod q) for some i with j − p + 1 ij.
With this lemma, we are able to deﬁne a sequence s−p+1, s−p+2, . . . , sq−1 which deter-
mines the 1-sets of the -words T −js(w) (0jq − 1).
Corollary 2.2. Let w, q, p, s be as in Lemma 2.1. Let the sequence
s−p+1, s−p+2, . . . , sq−1 (2.1)
be deﬁned recursively by
s−p+1 = s + 1,
si+1 − si =
{
s (1siq − s),
−(q − s) (q − s + 1siq). (2.2)
Then
(a) E(T −js(w)) = {sj−p+1, sj−p+2, . . . , sj } (0jq − 1).
(b) For 1jq−1, T −(j−1)s(w) and T −js(w) differ by the sj th and the (sj +1)th letters
only. These letters in T −(j−1)s(w) (resp., T −js(w)) are 01 (resp., 10).
(c) w < T −s(w) < · · · < T −(q−1)s(w) in the lexicographic order.
(d) M(T −js(w)) = M(T −(j−1)s(w))+ 1 (1jq − 1).
Proof. Since si ≡ is (mod q) (−p+1 iq−1), part (a) follows from Lemma 2.1. Parts
(c) and (d) follow from part (b) immediately. By part (a), we have
E(T −(j−1)s(w))= {sj−p, sj−p+1, . . . , sj−1},
E(T −js(w))= {sj−p+1, sj−p+2, . . . , sj }.
Since (j − p)s ≡ js + 1 (mod q), we have sj−p = sj + 1. Also, sj (resp., sj + 1) does
not belong to the ﬁrst (resp., second) set since s and q are relatively prime. Hence (b)
follows. 
It is easy to see that
si = si+q (−p + 1 i − 1), (2.3)
si = s−p+i − 1 (1 iq − 1). (2.4)
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Table 1
Conjugate of w
(
4
11
)
and their 1-sets
j E(T−js (w)) T−js (w)
0 9 6 3 11 00100100101
1 6 3 11 8 00100101001
2 3 11 8 5 00101001001
3 11 8 5 2 01001001001
4 8 5 2 10 01001001010
5 5 2 10 7 01001010010
6 2 10 7 4 01010010010
7 10 7 4 1 10010010010
8 7 4 1 9 10010010100
9 4 1 9 6 10010100100
10 1 9 6 3 10100100100
Also, since sip ≡ q − i (mod q) (1 iq − 1), the sequence s1, s2, . . . , sq−1 is a permu-
tation of 1, 2, . . . , q − 1 with{
s1p
q
}
>
{
s2p
q
}
> · · · >
{
s1p
q
}
, (2.5)
where {} denotes the fractional part of the real number , i.e., {} =  − []. When the
elements of E(T −js(w)) (0jq − 1) are listed in an array
E(w) : s−p+1 s−p+2 · · · s0,
E(T −s(w)) : s−p+2 s−p+3 · · · s1,
...
...
...
...
E(T −(q−1)s(w)) : s−p+q s−p+q+1 · · · sq−1,
the numbers in bold face along the ﬁrst row and the last column form the sequence (2.1).
The kth number (2kp) in each row is the (k − 1)th number in the next row. The ﬁrst
number in each row is one more than the last number in the next row. These facts were used
in the proof of parts (b)–(d) of Corollary 2.2.
Since the words T −js(w(p/q)) (0jq−1) are precisely the -words having length q
and height p, Corollary 2.2 leads to a construction of all -words having length q and height
p in the lexicographic order. We illustrate this construction in the following example:
Example 2.3. Let q = 11, p = 4, and w = w(p/q). Then s = 8 and, using (2.2), the
sequence (2.1) is found to be
9, 6, 3, 11, 8, 5, 2, 10, 7, 4, 1, 9, 6, 3. (2.6)
(Here s0 = 11.) Using Corollary 2.2 and the sequence (2.6), the 1-sets E(T −js(w)) and
hence the -words T −js(w) (0jq − 1) can then be obtained. The results are listed in
Table 1.
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Corollary 2.4 (Brown [5], Chuan [13]). If w is an -word with length q and height p,
then the set {M(T i(w)) : 0 iq − 1} consists of q consecutive positive integers whose
minimum isM(w(p/q)) = 1/2(p − 1)(q + 1)+ 1.
Proof. The ﬁrst part of the conclusion follows immediately from part (d) of Corollary
2.2. With M = M(w(p/q)), the formula for the minimum follows from Remark 4.5 in
Section 4. 
It should be noted that the converse of Corollary 2.4 is true (see [14]). In other words, a
binary word w is an -word if and only if the set {M(T i(w)) : 0 i |w| − 1} consists of
|w| consecutive integers.
3. Factors of f ()
Throughout the rest of this paper, let  be an irrational number with continued fraction
expansion [0, a1, a2, . . .]. Let qn,r , pn,r (1ran, n1) be given by (1.1).
Let m1. We shall use the same idea as in Section 2 to generate the m + 1 factors of
f () of length m. In other words, we shall determine a sequence of integers between 1 and
m, which in turn determines the 1-sets of these factors. Choose k, t so that m < qk,t . Let
q = qk,t , p = pk,t .
For simplicity, write w for w(p/q). Let 1sq and ps ≡ −1 (mod q). We have seen
in Section 2 that the sequence (2.1) deﬁned recursively by (2.2) determines the 1-sets of
the -words T −js(w) (0jq − 1). Now let y(m)j be the preﬁx of T −js(w) of length m
(0jq − 1).
If 1jq − 1, then
E(y
(m)
j−1) = {sj−p, sj−p+1, . . . , sj−1} ∩ {1, 2 . . . , m},
E(y
(m)
j ) = {sj−p+1, sj−p+2, . . . , sj } ∩ {1, 2 . . . , m}.
Since (j − p)s − 1 ≡ js (mod q), we have sj−p − 1 = sj . It follows that the words y(m)j−1
and y(m)j differ by at most the sj−pth and the sj th letters. Indeed, since sj = q, there are
three possible cases:
Case 1: If sjm− 1, then sj−p = sj + 1m and so the sj th and the (sj + 1)th letters
in y(m)j−1 and y
(m)
j are 01 and 10, respectively. Hence y
(m)
j−1 and y
(m)
j have the same number
of 1’s andM(y(m)j ) = M(y(m)j−1)+ 1.
Case 2: If sj = m, then sj−p = sj +1 = m+1 and so the words y(m)j−1 and y(m)j differ by
the mth letters only. These letters are 0 and 1, respectively. Therefore y(m)j has one 1 more
than y(m)j−1 and againM(y
(m)
j ) = M(y(m)j−1)+ 1. (The number sj−p will be deleted later.)
Case 3: Ifm+ 1sjq − 1, thenm+ 2sj + 1 = sj−pq and so y(m)j−1 = y(m)j . (The
numbers sj and sj−p and the word y(m)j will be deleted later.)
W.-F. Chuan / Theoretical Computer Science 337 (2005) 169–182 175
By comparing the sets
E(y
(m)
q−1) = {sq−p, sq−p+1, . . . , sq−1} ∩ {1, 2 . . . , m},
E(y
(m)
0 ) = {s−p+1, s−p+2, . . . , s0} ∩ {1, 2 . . . , m}
and using the fact that sq−p = 1m < q = s0, we have E(y(m)q−1) = E(y(m)0 ) ∪ {1}.
Therefore the words y(m)q−1 and y
(m)
0 differ by the ﬁrst letters only. These letters are 1 and 0,
respectively.
Now we delete those terms y(m)j in the sequence y
(m)
0 , y
(m)
1 , . . . , y
(m)
q−1 for which m +
1sjq − 1. Denote the resulting subsequence by x(m)0 , x(m)1 , . . . , x(m)m . As observed
above, M(x(m)i ) = M(x(m)i−1) + 1, 1 im. Therefore the words x(m)0 , x(m)1 , . . . , x(m)m are
distinct. Let j0 = 0. For each i, 1 im, let ji be the unique integer such that 1jiq−1,
1sjim and x
(m)
i = y(m)ji . Since each y
(m)
ji
is a preﬁx of a conjugate of w, it follows that
x
(m)
0 , x
(m)
1 , . . . , x
(m)
m are the m+ 1 distinct factors of f () of length m.
From the description of Case 1 and Case 2, the 1-sets of x(m)0 , x
(m)
1 , . . . , x
(m)
m are com-
pletely determined by the sequence (3.1) using formula (3.2) below. Consequently, we arrive
at the following construction of factors of f ().
Theorem 3.1. Let m1. Let q = qk,t2, p = pk,t , where k1, 1 tak , and m < q.
Let 1sq and ps ≡ −1 (mod q). Let
u1, u2, . . . , uQ+m (3.1)
be the subsequence of (2.1) obtained by deleting those terms in (2.1) which are larger
than m. Let N be an integer with Q + 1NQ + m and uN = m. Deﬁne m + 1 words
x
(m)
0 , x
(m)
1 , . . . , x
(m)
m by letting
E(x
(m)
i ) =
 ∅ (Q = 0 and 0
 i < N −Q),
{ui+1, ui+2, . . . , ui+Q} (Q = 0 and 0 i < N −Q),
{ui, ui+1, . . . , ui+Q} (N −Q im).
(3.2)
Then x(m)0 , x
(m)
1 , . . . , x
(m)
m are the m+ 1 factors of f () of length m.
Since x(m)0 = y(m)0 pw(pq )1−1 <p 0f (p/q) (it then follows from the discussion after
Case 3 that x(m)m <p 1f (p/q)), we have
Q =
∣∣∣x(m)0 ∣∣∣1 =
∣∣∣∣ the preﬁx of f (pq
)
of length m− 1
∣∣∣∣
1
=
[
mp
q
]
.
From the way the sequence (3.1) is obtained from (2.1), it follows from (2.3)–(2.5) that
ui =
 ui+m
(1 iQ),
uQ+i + 1 (1 i < N −Q),
uQ+i+1 + 1 (N −Q im− 1).
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Table 2
Factors of f () of length 7 and their 1-sets,  = [0, 2, 1, 4, . . .]
i E(x
(m)
i
) x
(m)
i
0 6 3 0010010
1 3 5 0010100
2 5 2 0100100
3 5 2 7 0100101
4 2 7 4 0101001
5 7 4 1 1001001
6 4 1 6 1001010
7 1 6 3 1010010
Also, if vi = uQ+i (1 im), then v1, v2, . . . , vm is a permutation of 1, 2, . . . , m with{
v1p
q
}
>
{
v2p
q
}
> · · · >
{
vmp
q
}
.
Therefore, using a result in [25], the sequence u1, u2, . . . , uQ+m can be constructed recur-
sively as described in the following corollary, without using the sequence (2.1).
Corollary 3.2. Letm1. Let q = qk,t2, p = pk,t with k1, 1 tak andm < q. Let
Q = [mp/q]. Let A (resp., B) be the largest qn,r (n1 is odd (resp., n0 is even) and
1ran) that is less than or equal to m. Then u1 is the largest qn,r + 1 (n − 1 is odd
and 1ran) that is less than or equal to m,
ui+1 − ui =
A (1
uim− A),
A− B (m− A < uiB),
−B (B < uim),
(3.3)
1 i < Q+m.
We note that uQ+1 = A, uQ+m = B. We also note that 1mq1 ⇔ Q = 0. When
Q = 0, we have ui = m + 1 − i (1 im), N = 1 and x(m)0 = 0m, x(m)i = 0m−i10i−1
(1 im).
Example 3.3. Let  = [0, 2, 1, 4, . . .] and m = 7. Since q3,1 + 1 = 6m < 8 = q3,2
and q2 = 3m < q3,2,, we have Q = [m(p3,2/q3,2)] = 2, A = 5, B = 3, u1 = 6. Using
(3.3), the sequence (3.1) is found to be
6, 3, 5, 2, 7, 4, 1, 6, 3. (3.4)
Now N = 5 and so formula (3.2) gives the 1-sets of the 8 distinct factors x(7)i of f () of
length 7 and hence these factors are obtained, as listed in Table 2.
The sequence (3.4) can also be generated using (2.6) as follows. Let q = q3,3 = 11 and
p = p3,3 = 4. Then 1m = 7 < q. In Example 2.3, the sequence s−p+1, s−p+2, . . . , sq−1
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(for (q, p) = (11, 4)) has been computed (2.6). By Theorem 3.1, we can simply delete those
terms in (2.6) that are larger than 7 to obtain (3.4).
Note that the choice of q and p here is not the best. We get the same result using (q, p) =
(q3,2, p3,2) = (8, 3) but 8 < 11.
Remark 3.4. (a) The same construction can also be applied to any -word w of length q
and height p to generate the cyclic factors of w having length m < q (the qn,r (1nk,
1ran) are computedusing the continued fraction expansionp/q = [0, a1, a2, . . . , ak]).
For example, the words x(7)i (0 i7) obtained in Example 3.3 are also cyclic factors of
any conjugates of the -wordw(p/q), where p/q = [0, 2, 1, a3, . . . , ak], k3, and a32
(e.g., w(3/8), w(4/11)) since q2, q3,1, q3,2 for these p/q are exactly those computed in
Example 3.3.
(b) From (3.3) it is easy to see that
ui−1 − ui =
−A (A < ui
m),
B − A (m− B < uiA),
B (1uim− B),
(3.5)
1 < iQ+m. This recursive relation will be used in the proof of Lemma 4.2.
4. More properties of factors of f ()
More properties of the sequence of words x(m)0 , x
(m)
1 , . . . , x
(m)
m are described in the fol-
lowing corollary.
Corollary 4.1. Letm1. Let q, p, x(m)0 , x
(m)
1 , . . . , x
(m)
m , Q, N, and u1, u2, . . . , uQ+m be
as in Theorem 3.1. LetM = M(x(m)0 ).
(a) In the lexicographic order, we have
x
(m)
0 < x
(m)
1 < · · · < x(m)m .
More precisely, if i = N − Q, then x(m)i = x(m)i−10−11; if 1 i < N − Q (resp.,
N − Q < im), then there are words y and z with |y| = ui − 2 (resp., ui−1 − 2),
x
(m)
i−1 = y01z and x(m)i = y10z. Also, x(m)m = 10−1x(m)0 .
(b) M(x(m)i ) = M + i, 0 im andM =
∑m
k=1[kp/q].
(c) Let v0 = 0, vi = uQ+i (1 im).Then v1, v2, . . . , vm is a permutation of 1, 2, . . . , m,
and x(m)i <p T −vi (w(
p
q
)) (0 im).
(d)
x˜
(m)
i =
{
x
(m)
N−Q−1−i (0 i < N −Q),
x
(m)
N−Q+m−i (N −Q im).
(e) N = (m+ 2)[mp
q
] + 1− 2M .
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Proof. Parts (a) and (c) and the ﬁrst part of (b) follow from the proof of Theorem 3.1. Since
x
(m)
0 <p 0f (), it follows that the formula ofM holds. Part (e) is a consequence of (b), (d),
and the fact that, for any word x,
M(˜x) = (|x| + 1) |x|1 −M(x).
Part (d) will follow easily from the property of the sequence u1, u2, . . . , um+Q described
in Lemma 4.2 below. 
Lemma 4.2. Let m1 and letQ, N, u1, . . . , um+Q be as in Theorem 3.1. Then we have
ui + uN−i = m+ 1 (1 iN − 1), (4.1)
ui + uN+m−i = m+ 1 (N −Q im+Q). (4.2)
Proof. Let A,B be as in Corollary 3.2. To prove that (4.1) holds for i = 1, there are two
cases to consider.
Case 1:m = qn,r for any odd n and 1ran. Clearly u1 = A+1. Since uN = m > A,
it follows from (3.5) that uN−1 = uN − A = m− A. Hence u1 + uN−1 = m+ 1.
Case 2: m = qn,r for some odd n and 1ran. We have
u1 =
{
qn,r−1 + 1 (1 < ran),
qn−2 + 1 (r = 1),
A = qn,r ,
B = qn−1.
Hence u1 + B = A + 1. Since uN = m = A, (3.3) implies that uN−1 = uN + B − A =
m+ B − A. Thus u1 + uN−1 = m+ 1.
This proves that (4.1) holds for i = 1. Since uN = m and uQ+1 = A, we have uN+1 =
m− B, uN−Q = uN+1 + 1 = m− B + 1, uQ = uQ+1 + B − A = B. Thus
uN−Q + uN+m−(N−Q) = uN−Q + um+Q = uN−Q + uQ = m+ 1,
we see that (4.2) holds for i = N − Q. Now we claim that if 1 i < jm + Q and
ui + uj = m + 1, then ui+1 + uj−1 = m + 1. Indeed, if 1uim − A and ui + uj =
m+ 1, then ui+1 = ui + A and
A < 1+ Auj = m+ 1− uim.
By (3.5), we have uj−1 = uj − A. Thus
ui+1 + uj−1 = ui + uj = m+ 1.
If m − A < uiB or B < uim, again we can use (3.3) and (3.5) and the condition
ui + uj = m+ 1 to prove that
ui+1 + uj−1 = ui + uj = m+ 1.
This proves the claim. Now (4.1) and (4.2) follow by induction. 
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Proof of part (d) of Corollary 4.1. Let 0 i < N−Q.We consider only the caseQ = 0.
By Theorem 3.1 we have
E(x
(m)
i ) = {ui+k : 1kQ}.
Therefore
E
(
x˜
(m)
i
)
= {m+ 1− ui+k : 1kQ}
= {uN−i−k : 1kQ} (by (4.1) of Lemma 4.2)
= {uN−Q−1−i+k′ : 1k′Q} (k = Q+ 1− k′)
= E(x(m)N−Q−1−i ),
proving that x˜(m)i = x(m)N−Q−1−i . The second assertion is proved in a similar way. 
Corollary 4.3. Let q = qn,r2, where n1 and 1ran. If n is odd (resp., even), then
x
(q)
i is an -word, 1 iq (resp., 0 iq − 1). More precisely, if n is odd, then
x
(q)
i =
{
y (i = 0),
T −(i−1)s(w) (1 iq),
x˜
(q)
i = x(q)q+1−i , 1 iq,
if n is even, then
x
(q)
i =
{
T −is(w) (0 iq − 1),
y (i = q),
x˜
(q)
i = x(q)q−1−i , 0 iq − 1,
where w = wn,r , y = yn,r , s =
{
q − qn−1 (n is odd),
qn−1 (n is even).
Proof. Let n be odd and p = pn,r . Let m = q, Q = [q] = p − 1 in Theorem 3.1 and
Corollary 3.2. Then A = q, B = qn−1, u1 = s + 1 and
ui+1 − ui =
{
q − qn−1 (1uiqn−1)
−qn−1 (qn−1 < uiq)
≡ s (mod q),
1 i < q + p − 2, so ui ≡ is + 1 (mod q), 1 iq + p − 1. Since up ≡ ps + 1 ≡ q
(mod q), it follows that N = p and N −Q = 1. Therefore
E(x
(q)
i )=
{ {ui+1, ui+2, . . . , ui+p−1} (i = 0),
{ui, ui+1, . . . , ui+p−1} (1 iq),∣∣∣x(q)i ∣∣∣1 =
{
p − 1 (i = 0),
p (1 iq),
x˜
(q)
0 = x(q)0 , x˜(q)i = x(q)q+1−i , 1 iq.
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Thus x(q)0 is a palindrome and x
(q)
i = T −(i−1)s(w), 1 iq. In particular, x(q)1 = w and
x
(q)
q = T −(q−1)s(w) = w˜. By part (a) of Corollary 4.1, we have
x
(q)
0 = x(q)1 1−10 = w1−10 = y.
When n is even, the proof is similar. 
Remark 4.4. Part (a) of Theorem B is a consequence of Theorem 3.1 and part (c) of
Corollary 4.1. Part (b) of Theorem B follows from Corollary 4.3 immediately.
Remark 4.5. For m1, the integers Q and M in our results can be computed using the
following formulas: Let m =∑ti=1 riqi−1, where
0  riai , 1 i t , r1 = 0, rt = 0,
ri = 0 ⇒ ri−1 = ai−1, 2 i t .
(a) ([9])Q = [m] =∑ti=1 ripi−1. In particular, [qn,r] = pn,r − 1 (resp., pn,r ) if n is
odd (resp., even).
(b) ([6])
M =
m∑
k=1
[k]
= 1
2
∑
1 i t
((riqi−1)(ripi−1)− riqi−1 + ripi−1 + ri(−1)i−1)
+ ∑
1 i<j t
(riqi−1)(rjpj−1).
In particular, if m = qn,r , thenM = 12 (qn,rpn,r − qn,r + pn,r + (−1)n).
Note that (b) holds for any other representation of m of the form ∑ti=1 riqi−1, where
0riai , 1 i t , but (a) holds only for certain representations of m.
Remark 4.6. Lemma 2.1 can also be proved as follows: it sufﬁces to prove that the result
is true for the case j = 0. According to Theorem 3.1 of [10] and its proof, w = 0u1 = xy,
where u, x, y are palindromes, and |x| = s.
Case 1: q − s = 1: note that q − s = 1 ⇐⇒ u = 0q−2 ⇐⇒ p = 1. Therefore,
the kth letter of w is 1 ⇐⇒ k = q ⇐⇒ k ≡ qs (mod q).
Case 2: s = 1: note that s = 1 ⇐⇒ u = 1q−2 ⇐⇒ p = q − 1. Therefore,
the kth letter of w is 1 ⇐⇒ k ∈ {2, 3, . . . , q}
⇐⇒ k ≡ is (mod q) for some 2 iq.
Case 3: min(s, q − s)2: according to Lemma 3.3 of [12], T −i (w) has period q − s if
1 iq− s, and has period s if q− s < iq− 1. Since 1u0 = w˜ = yx = T −(q−s)(w), it
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follows that u10 = T (w) = T −(q−1)(w), and u01 = T (w˜) = T −(q−s−1)(w). Therefore,
u has two periods s and q − s. Now let
k0 = q,
ki+1 =
{
ki + s if kiq − s,
ki − (q − s) if ki > q − s,
0 iq − 2, i.e., 1kiq, and ki ≡ is (mod q). Let
L1 = {k1, k2, . . . , kp−1}, L2 = {kp+1, kp+2, . . . , kq−1}.
Since k0 = q, kp = q− 1, and gcd(s, q) = 1, we have L1 ∪L2 = {1, 2, . . . , q− 2}. Using
the fact that u has periods s and q − s, we see that
uki =
{
uk1 = us if 1 ip − 1,
ukp+1 = us−1 if p + 1 iq − 1.
Now since u has (p − 1) 1’s, it follows that L1 is the 1-set of u. (Note that L1 is also the
1-set of u in both Cases 1 and 2.) Therefore, the 1-set of w is {ki + 1 : 1 ip− 1} ∪ {q}.
Observe that
ki + 1≡ is + 1 ≡ (q − p + i)s (mod q), 1 ip − 1,
q ≡ 0s (mod q).
Thus, the kth letter of w is 1 ⇐⇒ k ≡ is (mod q) for some q − p + 1 iq.
This completes the second proof of Lemma 2.1.
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