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iAbstract
This thesis investigates the excitation and dynamics of charge carriers in two narrow-gap
semiconductors featuring spin-polarized surface states, which are promising candidates
for spintronic applications. On the topological insulator Bi2Se3, we investigated the
origin of helicity-dependent photocurrents by two-photon photoemission. On BiTeI, we
studied the electron- and hole-dynamics in the surface state and the conduction band
minimum (CBM), which both feature a giant Rashba-splitting, with time- and angle-
resolved photoemission spectroscopy.
In the case of Bi2Se3, circular polarized pulses of 1.7 eV photon energy are used to excite
electrons resonantly from the occupied topological surface state (TSS) to the unoccupied
TSS. The excited electrons are photoemitted with s-polarized pulses of 4.7 eV, conserv-
ing the momentum distribution. The dichroic contrast created during the excitation is
identified to be predominantly governed by the interaction of the light with the initial
state, as corroborated by off-resonantly excited spectra, model calculations performed
by our collaboration partners, and time-resolved data. Anti-symmetric patterns, as ex-
pected from the commonly assumed coupling of the photon angular momentum to the
parallel component of the electron spin, can only be observed for electrons stemming
from the CBM, but not from the TSS. The TSS, in contrast, shows clear three-fold
symmetric patterns. Residual asymmetries, probably originating from experimental in-
accuracies, are large enough to explain the helicity-dependent photocurrents observed
in previous transport measurements.
On BiTeI, the electronic system is probed with 6.2 eV photon energy, giving access to
the carriers around the Fermi level EF. We confirm the reported electronic structure
of the Te-terminated surface and find only minor influences on the electronic structure
by the dopants manganese and vanadium. We observe a complex interplay of surface
and bulk dynamics after photoexcitation with pulses of 1.5 eV photon energy. Electron-
electron scattering is found to be effective across all subsystems. The dynamics above
EF are governed by bulk interactions. Heat is dissipated from the hot electron gas by
electron-phonon coupling. The long thermalization times between electrons and lattice
suggest a phonon bottleneck, created by long lifetimes of optical phonons. The dynam-
ics below EF at binding energies up to 50meV are sped up by drift currents induced
by the positively charged surface. Within the Rashba-split surface state (RSS), we find
a temperature-dependent coupling of the photoholes to the surface plasmon. Further-
more, we refute previous reports of ballistic spin-dependent transport upon excitation




Diese Arbeit beschäftigt sich mit der elektronischen Anregung und deren Dynamik
in zwei Halbleitern mit schmaler Bandlücke. Beide Systeme weisen spinaufgespaltene
Oberflächenzustände auf und gelten deswegen als vielversprechende Materialien in der
Spintronik. Der Ursprung von Photoströmen im topologischen Isolator Bi2Se3, die von
der Helizität des anregenden Lichts abhängen, wird mit Zwei-Photonen-Photoemission
ergründet. Ferner wird die Elektronen- und Lochdynamik des Rashba-aufgespaltenen
Oberflächenzustands (RSS) und Leitungsbandminimums (CBM) von BiTeI mit zeit-
und winkelaufgelöster Photoelektronenspektroskopie untersucht.
Zur resoananten Anregung des besetzten topologischen Oberflächenzustands (TSS) in
den unbesetzten TSS von Bi2Se3 werden zirkular polarisierte Laserpulse mit 1.7 eV Pho-
tonenenergie verwendet. Die angeregten Elektronen werden mit s-polarisiertem Licht
mit 4.7 eV Photonenenergie photoemittiert, wobei die Winkelverteilung unverändert
bleibt. Der Zirkulardichroismus, der durch die Anregung erzeugt wird, kann auf die
Wechselwirkung zwischen dem anregenden Licht und dem Anfangszustand zurückge-
führt werden, wie durch nicht-resonante und zeitaufgelöste Messungen sowie
Modellrechnungen unserer Kollaborationspartner bestätigt wird. Anti-symmetrische
Anregungsmuster, wie sie die üblicherweise angenommene Kopplung zwischen Drehim-
puls des Lichts und parallelem Elektronenspin erzeugen würde, können nur am CBM
beobachtet werden. Der TSS weist hingegen dreifach rotationssymmetrische Anre-
gungsmuster auf. Asymmetrische Komponenten der Spektren, die auf geringe exper-
imentelle Fehler zurückgeführt werden, sind groß genug um die in anderen Gruppen
beobachteten Photoströme zu erklären.
Die elektronische Struktur von BiTeI wird mit direkter Photoemission mit 6.2 eV Pho-
tonenenergie untersucht. Die Ergebnisse zur elektronischen Struktur bestätigen die
Beobachtungen anderer Arbeitsgruppen. Dotierung der Kristallstruktur mit Mangan
und Vanadium beeinflusst die elektronische Struktur nur marginal. Die Elektronendy-
namik, angeregt mit 1.5 eV Photonenenergie, zeigt ein komplexes Zusammenspiel von
Oberflächen- und Volumenrelaxationsprozessen, die durch Elektron-Elektron-Streuung
miteinander verknüpft werden. Über dem Fermi-Niveau wird die Dynamik durch die
Elektron-Phonon-Streuung in den Volumenbändern bestimmt. Das langsame Abkühlen
der heißen Elektronen lässt auf hohe Lebensdauern der involvierten optischen Phononen
schließen. Die Dynamik unterhalb des Ferminiveaus bis zu einer Bindungsenergie von
50meV wird durch Driftströme beschleunigt, die durch die partielle positive Ladung
der Oberfläche erzeugt werden. Bei höheren Bindungsenergien wird die Dynamik von
der temperaturabhängigen Kopplung des RSS an das Oberflächenplasmon bestimmt.
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Ever since their invention, computers have continuously become smaller and have im-
proved their performance. So much so, as to inspire considerations like Moore’s law
from 1965, which states that the number of transistors on a computer chip doubles
roughly every two years [116]. A similar, but less popular observation is Koomey’s law:
Since the 1950s, the power dissipated per computation halves in less than two years
[94].
Even though it seems implausible to sustain such an exponential growth over a signifi-
cant amount of time, both laws have held up well until recently. However, Moore and
Koomey themselves predicted a breakdown to this development in the early 2010s [32,
93].
So far, the incessant increase in computer performance and the proceeding miniatur-
ization of electronics has been driven by continuous development of materials, concepts
and techniques. The invention of the integrated circuit, flash memory, metal-oxide-
semiconductor field-effect transistors (MOSFETs) and excimer laser lithography are
just a few examples.
And even though we seem to be at a threshold, where the progress comes to a halt, lots
of different ideas to further improve the performance of computers have been proposed.
Some aim at the improvement of miniaturization, durability, and/or speed of magnetic
memory, as e.g. the ideas of heat-assisted magnetic recording [57], race-track memory
[67], and all-optical switching [146]. The field of quantum computing, meanwhile, tries
to revolutionize the computing step itself by exploiting entanglement and superposition
of quantum states [120].
Another idea for the improvement of data storage and transfer are the so-called spin-
tronics. The basic concept here is to harness the spin degree of freedom of the electron.
Spintronics can be divided into two general branches: One is related to spin-dependent
transport in mostly magnetic metals, inspired by observations like the discovery of the
giant magnetoresistance [9, 20]. The other focuses on semiconductors and was mainly
inspired by the proposal of the spin field-effect transistor (spin-FET) [36].
The spin-FET exploits spin-orbit interactions (SOIs) to manipulate the spin of electrons
passing through a quasi-2D electronic system in a semiconductor heterostructure. The
idea for this concept stems from the description of the Rashba effect [28].
In general, the description of the effects of SOIs on the band structure (BS) of solids
has started with Elliot and Dresselhaus in 1954 [38, 45]. Dresselhaus’ description of the
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spin-orbit splitting (SOS) in semiconductors with zincblende crystal structure is now
known as Dresselhaus effect [19]. Rashba later described the effect in semiconductors
with wurtzite structure [150].
Both zincblende and wurtzite structures distinguish themselves from many other crys-
tal structures because they are not inversion-symmetric. In fact, this is a necessary
requirement for spin-splitting induced by SOI if time-reversal symmetry is conserved.
In the following years, Rashba and others continued exploring the influence of SOI on
the crystal structure [147] in theoretical works. However, experimental verification of
these ideas came sparsely and significantly later [148].
It was not until the 1980s, that the field gained a new boost with the observation of
spin-splitting in quasi-2D systems [171, 172], which were analogously described to the
bulk of inversion-asymmetric semiconductors [28, 29].
While the bulk spin-splitting of inversion-asymmetric semiconductors is an intrinsic
property, the spin-splitting in quasi-2D systems can be manipulated by applying exter-
nal electric fields [19]. This is the underlying working principle of the already mentioned
spin-FET [36].
The field of SOI in 2D electron gases gained new impulses, when in the 1990s, Rashba
splitting was observed in the surface states of noble metals. While the bulk crystal
structure of most noble metals is inversion-symmetric, this symmetry is always broken at
the surface, allowing for a spin-splitting by SOI of states with surface character. As spin-
orbit coupling (SOC) scales with the atomic mass, noble metals are likely candidates
to feature this effect. The first Rashba type spin-splitting observed by angle-resolved
photoemission spectroscopy (ARPES) was in the Shockley surface state on Au(111)
[105]. Since then, Rashba splitting has been observed on many noble metal surfaces and
also different 2D electronic systems like metal-semiconductor heterostructures [19].
In the early 2010s, the interest shifted back to inversion-asymmetric semiconductors
with the discovery of the family BiTeX, where X is a halogen [48]. These materials
are layered crystals without inversion symmetry, with a stacking sequence Te-Bi-X. All
of these compounds exhibit strong spin-orbit interaction and a narrow band gap where
valence band (VB) and conduction band (CB) have the same symmetry character. This
leads to extremely large bulk Rashba splitting, which made it for the first time resolvable
in ARPES and spin-resolved ARPES [78].
In addition to the spin-split bulk bands, the BiTeX family possesses spin-split surface
states that derive either from the CB or VB and respectively live on the Te- or X-
terminated surface.
In 2014, Ogawa et al. claimed, that they were able to excite spin-polarized currents in
these materials via the excitation of BiTeBr by circularly polarized light [130], which
would open a new pathway to exploit Rashba materials for spintronics.
In parallel to the latter developments on Rashba materials, a second field emerged,
which is concerned with a different kind of semiconductor that feature spin-split surface
states: so-called topological insulators (TIs) [13, 64]. These materials feature strong
3SOI that leads to an inversion of the bands around the primary band gap. This makes
the BS of TIs distinctively different from "trivial" insulators. A topologically trivial
insulator is an insulator or semiconductor with a BS, that can be smoothly transformed
into the limit of an atomic insulator. The topologically non-trivial phase can be found
both on 2D and 3D materials. Interfacing a trivial with a non-trivial insulator will lead
to the emergence of topological surface states (TSSs) in the form of surface or edge
states, depending on the dimensionality of the TI.
The TSS of a TI distinguishes itself by being both spin-polarized and often having a
linear or quasi-linear dispersion. This makes it especially interesting for spintronics, as it
therefore does not only carry spin-polarized currents, it also features ballistic transport
with highly suppressed backscattering. For this reason, TIs have been discussed as
possible materials for spintronics ever since their discovery. However, the excitation of
currents purely in the TSSs on 3D TIs is challenging, as they are typically so strongly
intrinsically doped, that the Fermi level is shifted into either the VB or CB, just like in
BiTeI [74, 78].
One of the most prominent representatives of 3D TIs is Bi2Se3. Bi2Se3 belongs to
the so-called second generation 3D TIs, which have been discovered shortly after the
first 3D TI, BixSb1−x. The second generation 3D TIs are easily the most studied 3D
TIs, Bi2Se3 in particular. This should not come as a surprise, as Bi2Se3 lends itself to
studies, especially with photoemission spectroscopy (PES): It possesses a comparably
large band gap of 0.3 eV, featuring a single TSS with linear dispersion (therefore also
referred to as Dirac cone (DC)), weak hexagonal warping and the Dirac point (DP)
laying within the gap at the Γ¯ point. Furthermore, it is intrinsically n-doped, with a
Fermi level shifted into the conduction band minimum (CBM). Therefore, the TSS is
occupied. In addition, Bi2Se3 possesses a second, unoccupied TSS [125, 126].
Ever since currents excited by circularly polarized light on Bi2Se3 have been reported
for the first time [112], the origin of these currents has been disputed [25, 80, 83, 132,
133, 139–141]. The most popular explanation is a coupling of the photon’s angular
momentum to the electron spin, predominantly exciting one branch of the DC. This
would indeed mean, that the photocurrent is  at least initially  carried by the electrons
from the occupied TSS and should therefore be spin-polarized. This, however, was so
far not proven with absolute certainty.
Recently, the fields of direct spin-orbit effects and topological matter have been con-
nected by the discovery of spin-polarized surface states with linear dispersion on W(110)
[103, 114, 115]. While tungsten is not a TI, not even a semiconductor, it features surface
states influenced by SOI, that are strongly reminiscent of the DCs of TIs.
In this thesis, I want to provide further insight into whether spin-polarized photocurrents
can be excited on Bi2Se3 or BiTeI. For this aim, we1 study both materials with two-
1my master students, supervisors, collaboration partners, namely B. Andres, M. Bastian, J. Braun,
H. Ebert, Th. Fauster, C. Gahl, K. A. Kokh, J. Minár, S. Otto, M. Polverigiani, A. Shikin, O. E.
Thereshchenko, V. Voroshnin, M. Weinelt, and I
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photon photoemission (2PPE) and time- and angle-resolved photoemission spectroscopy
(tr-ARPES) respectively. These methods, which are closely related, allow for the study
of the dynamics of the electrons in the BS before, during and after photoexcitation.
In the case of Bi2Se3, we are mainly interested in the distribution of excited carriers
during and after photoexcitation with circularly polarized light, in order to provide
insight towards the origin of the photocurrents observed in transport measurements
[83, 112, 133]. In the case of BiTeI, we limit ourselves to the study of the electron-
like Rashba-split surface state (RSS) and the CBM on the Te-terminated surface. We
excite the sample with near-infrared (nIR) laser pulses and study the relaxation of the
carriers.
In Chapter 2, I will give a more detailed introduction to SOI and its effect on the BS
of solids. I will introduce both the considerations behind the Rashba effect and the
concept of TIs in more detail as well as how they emerge from SOI.
In Chapter 3, I will introduce the concept of 2PPE and tr-ARPES. This chapter outlines
both the underlying physical principles as well as introduces the experimental setup used
for the measurements presented in this thesis. Furthermore, I will outline the process
of sample preparation and give a short insight to the theoretical considerations related
to the analysis of our data.
In Chapter 4, our results on Bi2Se3 are presented. We excited the sample with circu-
larly polarized light in the visible and nIR range and studied the distribution of the
excited electrons in the second TSS by 2PPE. We made sure that the probing step and
the final states do not influence those patterns, so that we can actually observe the
excitation process. This requires the right polarization and energy of the probe pulses.
The influence of different polarizations and excitation geometries is presented.
We find, that the observed excitation patterns are indeed dominated by the coupling of
the incident photons to the initial states and hardly depend on the intermediate state.
This is supported by altering the excitation energy, by comparison of our data to direct
photoemission calculations, and by time-resolved measurements.
However, the asymmetric excitation patterns expected from the generally assumed cou-
pling mechanism only emerge very close to the Fermi level, but not in the band gap
of Bi2Se3. The generally assumed coupling of the light’s angular momentum to the
electron spin must therefore be rejected. We observe residual asymmetries in our data,
possibly stemming from experimental inaccuracies or, alternatively, a so far not under-
stood process taking place only at the Fermi level. This effect is large enough to account
for the photocurrents observed in transport measurements [112].
In Chapter 5, I present our results on BiTeI. We studied the dynamics of the electronic
states close to the Fermi level on the Te-terminated surface with tr-ARPES. In line with
previous reports, we observe that aging of the sample under relatively high pressures of
3− 4 · 10−9mbar mainly affects the I-terminated surface [34, 50]. Furthermore, we find
considerable asymmetries between the dynamics of electrons and holes on the surface.
5From the fluence and temperature dependence of the dynamics, we can discern the ori-
gins of this asymmetry: The electron dynamics is mostly governed by electron-phonon
interactions, while the hole dynamics is influenced by the surface band bending and the
coupling to a surface plasmon at low temperatures.
Furthermore, we study the influence of the dopants manganese and vanadium on the
electronic structure and electron dynamics. We find, that both lead to a clearer dis-
cernability of the RSS in the photoemission spectra while only slightly influencing the
dispersions of the bands. Furthermore, Mn does only slightly influence the electron
dynamics, mainly by increasing the electron lifetimes close to the Fermi level. V ef-
fectively suppresses the thermalization of the excited carriers, possibly by constantly
redistributing energy via defect-scattering. Furthermore, we see a persistence of the
surface plasmon even at room temperature.
In Chapter 6 I will provide a short summary and conclusion of our results.
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Spin-orbit Interaction, Rashba States
and Dirac Cones
The focus of this thesis is to investigate the electron dynamics in the surface states of
two different layered crystals, Bi2Se3 and BiTeI. Both materials feature spin-polarized
surface states, which are both of fundamental interest and possibly interesting for ap-
plication in spintronics [36, 64, 173]. To be more precise, BiTeI features Rashba-split
surface states (RSSs), while Bi2Se3 possesses topological surface states (TSSs) or Dirac
cones (DCs). These surface states arise partially directly, partially indirectly from spin-
orbit interaction (SOI).
This chapter will introduce the basic concepts that lead to the emergence of the afore-
mentioned surface states: First, we will briefly discuss the theory behind spin-orbit cou-
pling (SOC) in general (Sec. 2.1), before turning to the Rashba effect (Sec. 2.2), which
is a direct consequence of SOI in a solid, and then to topological insulators (Sec. 2.3), a
phase of matter which is more indirectly related to SOI.
2.1 Fundamentals of Spin-Orbit Coupling
When a charged particle moves in an electric field, this field takes the shape of a mag-
netic field in the rest frame of the charged particle.
This is particularly true for an electron moving in an atomic potential. In this case, the
electron’s spin will interact with the magnetic field perceived from the angular momen-
tum. This is called spin-orbit coupling. While SOC can be manually introduced into the
Hamiltonian describing a bound electron, it will naturally emerge from the relativistic
Dirac description. In the following, I will in turn introduce both considerations.
2.1.1 SOC from a Semi-Classical Approach
Classically, we know that a particle with charge q moving with a speed v in a magnetic
field B will experience a force, the Lorentz force, FLor that can be written as an effective
electric field EEff :
FLor = q (v ×B) = qEEff . (2.1)
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(v ×E) , (2.2)
c being the speed of light.
As we have already established, this is also true for an electron, moving in the central
potential V (r) of an atomic core. Its magnetic moment µs will then couple to this
effective magnetic field, yielding the following Hamiltonian for SOC, HˆSO:
HˆSO = −µs · BˆEff . (2.3)
We will now try to formulate this Hamiltonian in terms of the electron’s quantum
numbers s and l, or, more precisely, in terms of the corresponding operators.









If we insert this into Eq. 2.2, identify v× r = − 1meL and write in terms of quantumme-
chanical operators, we get












If we insert Eq. 2.5 and Eq. 2.6 into Eq. 2.3, approximate gs u 2 and assume a hydrogen-









Notice, that we introduced an additional factor 12 , the so called Thomas-Factor, which
emerges in the back-transformation to the core’s rest-frame. Phenomenologically, it
arises from the precession of the electron spin. We will see in the next section, that it
arises naturally from a relativistic treatment of the problem.
The introduction of HˆSO into the total Hamiltonian of a bound electron influences the
energy of the electronic states, i.e. it will introduce a spin-orbit splitting (SOS) of
degenerate states depending on their respective coupling between l and s, which are the
orbital and spin moments of an individual electron. It also means, the z-components
of l and s are no longer conserved, i.e. no longer good quantum numbers. Instead, we
have to introduce a total angluar momentum j:
j = l + s . (2.8)
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The quantum numbers j, s,mj replace l,ml,ms as good quantum numbers.
Depending on the strength of SOI in the material, the total angular momentum of an
atom is either formed by first adding up the spin S =
∑
i si and angular momenta L =∑
i li of the individual electrons before coupling them to a total angular momentum
J = L + S , (2.9)
which is referred to as LS coupling. Or, for strong SOI in the atom, generally for atoms







(li + si) , (2.10)
where l and s of each electron are first coupled to each other and then added to a total
angular momentum. The crystals studied in this thesis are comprised entirely out of
elements which show jj coupling.
2.1.2 SOC from Relativistic Quantum Mechanics
Amore direct but less intuitive way to derive the term in 2.7, is from relativistic quantum
mechanics. As we will see in this section, SOC can be directly derived from the Dirac
Hamiltonian of a particle with charge e and mass m moving in an electric field. The full
derivation can be found, e.g., in the fourth volume of the Course in Theoretical Physics
by Landau and Lifshits [12, Ch. 3 and 4], which served as a guideline for this section.
In the Dirac formalism, the classical quantummechanical vectors are replaced by cor-
responding 4-vectors. In case of fermions with spin 12 , these vectors are expressed in
terms of two-component spinors, the components corresponding to the eigenvalues of
the spin’s z-component.
The Dirac equation corresponding to a charged particle moving in an electric field,
analogously to classic quantum mechanics, is written as
[γ (p− eA)−m]ψ = 0 , (2.11)
where γµ are the so-called Dirac matrices, p is the 4-momentum, A = (Φ,A) is the rel-
ativistic 4-potential, consisting of the classical scalar and vector potential, respectively
Φ and A, and ψ is a bispinor.
It is possible to transform this equation into the shape of the time-dependent Schrödinger
equation with a Hamiltonian
HˆA = α · (p− eA) + βm+ eΦ , (2.12)
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in the standard representation, i.e. when ψ is expressed as the linear combinations φ




(ξ + η), χ =
1√
2
(ξ − η) . (2.14)
This representation has the advantage, that in the non-relativistic limit, χ vanishes.
For small velocities, we can obtain an approximate Schrödinger equation involving only
φ, via the expansion of the wave function in powers of 1/c [12, §33]. The first order


















where H is the curl of A, in other words the magnetic field. This last term is also
the only difference to the non-relativistic Schrödinger equation and has the form of a
magnetic dipole - the spin - in a magnetic field.
Including the second order, 1/c2, and regarding only an electric field E = ∇Φ (A = 0)









σ · (E× p)− e~
2
8m2c2
∇ ·E . (2.16)
Here, the third term stems from the relativistic dependence of the kinetic energy on the
momentum, the fourth corresponds to SOC, while the last term is the so called Darwin
term, that is only non-zero at points with charges creating the electric field.










and again identify r×p = l and σ = 2s, the third term in Eq. 2.16 takes the same form
as Eq. 2.7
2.2 Spin-Orbit Interaction in Solids
Before we can understand the effect of SOI on electrons in a solid, we first need to
understand, how the quantummechanical description of electrons in a solid differs from
electrons in an atom. I will therefore give a short introduction to Bloch theory [21]
before turning to specific effects.
Only after this, I will turn to the Dresselhaus and Rashba effects, the most prominent
direct consequences of SOI in solids.
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2.2.1 Detour: Band Structure
This introduction to Bloch theory shall serve as a reminder, not a full derivation. For
the reader unfamiliar with this fundamental theory of solid state physics, I suggest an
introductory course, e.g. by Ibach and Lüth [76] or Kittel [89].
In a solid, the valence electrons of an atom will interact with the electrons and cores of
neighboring atoms, forming bonds between the atoms. This bonding, depending on the
character of the bond, will lead to different magnitudes of delocalization of the valence
electrons in the solid. Especially in metals and semi-conductors, the valence electrons
will be highly delocalized, demanding for a different description than in the atomic
model.
Bloch was the first to exploit the periodicity of the atomic lattice and therefore the
potential experienced by the valence electrons. He introduced so called Bloch wave
functions, which are eigenstates of the Hamiltonian of an electron in a periodic poten-
tial:
ψ(r) = eik·ruk(r) , (2.18)
where k is a vector of real numbers and uk(r) is a function with the same periodicity
as the crystal lattice. In other words, a Bloch wave is a plane wave multiplied with a
periodic function.
The vector k describes the electron’s momentum. However, due to the translational
symmetry of the crystal lattice, k is only uniquely defined in the first Brillouin zone
(BZ) of the crystal. This means, adding any reciprocal lattice vector G (the Fourier
transforms of the real space lattice vectors R) to k cannot change the corresponding
eigenvalue E(k). However, also uk(r) is not uniquely defined, leading to a plethora of
eigenvalues Em(k), the so called band structure (BS). These states are then filled with
the valence electrons of the solid, up to a maximal energy called Fermi level EF.
The relationship between E and k, i.e. the shape of the energy bands, especially around
the Fermi level EF determines the electronic properties of a solid. These bands, as they
are typically derived from the original atomic valence orbitals, will retain some of the
symmetry properties of the atomic levels, while being also highly influenced by the
periodic crystal field.
One of the most important differences is, whether there is a gap in the BS around the
Fermi level. If not, electrons can be easily moved by an external electric field. The
material is then a metal. If there is a gap, however, this is not possible. The material is
then a semi-conductor or an insulator. The difference between the latter is merely the
size of the band gap. Dopants, i.e. defects in the crystal lattice, be they intrinsic or
by introducing small fractions of atoms of a different element into the crystal structure,
can shift the Fermi level of a semi-conductor, in rare cases up to the point where it will
intersect with one of the bands again. This is the case in both Bi2Se3 and BiTeI, making
them so-called degenerate semi-conductors, with properties similar to semi-metals.
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2.2.2 The Dresselhaus Effect
We now want to discuss the effects of SOI on the electrons in a BS. It stands to reason,
that the SOS of the binding energy of the electronic eigenstates in the atom will translate
in one way or another to the electronic eigenstates in the solid. In fact, the SOS will
become k-dependent and can split bands with different symmetries in combination with
the crystal field, especially away from the high-symmetry points of the BS. A minute
explanation of this is e.g. given in [39].
This splitting, generally, will depend on j and not lead to a spin-polarization of the
bands. In order to achieve spin-polarized bands, further requirements have to be met.
Time-reversal symmetry, present in all systems without external magnetic fields or
ferromagnetic coupling, imposes Kramers degeneracy theorem:
E (k, ↑) = E (−k, ↓) . (2.19)
If inversion symmetry is additionally present, which in turn imposes
u−k (r) = uk (−r) (2.20)
on the Bloch wave functions, no lifting of the spin-degeneracy of the bands is allowed.
However, in non-inversion symmetric systems, such as crystals with zincblende lattice,
a lifting of the spin-degeneracy by SOI is possible, as first described by Dresselhaus in
1955 [19, 38].
Dresselhaus predicted a spin-splitting that is cubic in k. The so-called Dresselhaus
Hamiltonian for these structures is now generally written as:
HD = D ΦD · ~σ , (2.21)

















In 2D nanostructures, this term can be separated into a linear and a cubic component,
of which the linear term is the most well-known one:
H
(2D,lin)
D = β (σxkx − σyky) . (2.23)
This term leads to Fermi-surfaces with a quadrupole-like spin-splitting (c.f. Fig. 2.1
a).
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Figure 2.1: a) Spin-structure at the Fermi surface of a 2D free electron gas spin-split by the
Dresselhaus effect. b) Spin-structure at the Fermi surface for the Rashba effect. c) Schematic
of the corresponding dispersion. Figure adapted from [84].
2.2.3 The Rashba Effect
An effect similar to the Dresselhaus effect is the Rashba effect. It was first described
by Rashba and Sheka in 1959 [149]. Rashba then reformulated the description together
with Bychkov in 1984 for a two-dimensional system [28, 29], in order to explain then
recent measurements on semiconductor heterostructures [171, 172].
Rashba and Sheka showed, that in semiconductors with wurtzite crystal structure, E(k)
is linear in k near the Γ point of the BZ, i.e. at k ≈ 0. They proposed the simple model
Hamiltonian
HR = α (~σ × k) · v , (2.24)
where v is pointing along a high symmetry axis of the crystal [28, 29]. For a 2D
system, e.g. a surface state, v becomes the normal direction z and the Rashba-term
then becomes
H2DR = α (σxky − σykx) , (2.25)
which is, in structure, very reminiscent of Eq. 2.23, but leads to a chiral spin pattern
around the Fermi surface (c.f. Fig. 2.1b).
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Let us have a look at the solutions of the Schrodinger equation of a 2D free electron gas
with effective mass m?: (
~2kˆ2
2m?
+ α (~σ × k) · z
)
|ψ〉 = E|ψ〉 . (2.26)




± αk , (2.27)
which corresponds to two free-electron parabolas, which are offset in k = |k| (c.f.
Fig. 2.1c).
The magnitude of the splitting is naturally determined by the SOI, but is also related
to the inversion-asymmetry of the wave functions [138] and/or potential gradient in the
crystal or at the surface [18, 160, 166]. In fact, this can be exploited, as the surface
potential gradient can be manipulated by applying external fields, making it possible
to tune the splitting in certain semiconductor heterostructures [46, 128, 165].
2.3 Topological Insulators
The term topological insulator (TI) refers to a certain phase of matter, that - among
other properties - features peculiar surface states. This field of fundamental physics
has only been discovered and described rather recently, when Thouless, Haldane and
Kosterlitz first applied the mathematical concept of topology to the BS of solids [62,
176]. In 2016, they were rewarded with the Nobel prize for these findings.
The mathematical field of topology deals with properties that are conserved under
smooth transformations. The most accessible example is the classification of closed 2D
surfaces in three dimensions: The transformation from a doughnut shape to a coffee-mug
shape can be performed smoothly, i.e. by stretching and compressing of the surface.
Meanwhile, the transformation from a ball shape to a doughnut shape requires the
tearing of a hole and reconnection of the surface. Surfaces can therefore be classified by
the amount of holes they possess, i.e. the number of holes is a topological invariant.
It has been discovered, that the BS of solids can be classified by a plethora of conserved
symmetries and related invariants. In fact, a whole periodic table of different topological
states has been created [13, 88, 143, 162].
Simply spoken, the symmetry properties of the electronic states determine whether
an insulator, i.e. a material with a band gap at the Fermi level, is a topologically
"trivial" or "non-trivial" one. I will try to elucidate, what this means specifically for
three-dimensional TIs characterized by time-reversal symmetry, as Bi2Se3 belongs to
this group.
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A priory, the concept of topological matter seems unrelated to SOI. And indeed, in
contrast to Rashba splitting, the topological phase is not a straight forward consequence
of SOC. However, it is mainly found in materials containing heavy elements, i.e. in
materials with strong SOC. Fu and Kane have shown, that in semiconductors with
inversion symmetry, strong SOC is indeed a necessary requirement to form a TI [13,
55].
While the concept of TIs is rather complicated and not in depth necessary to under-
stand the results presented in this thesis, I will nevertheless try to give a rough, more
phenomenological introduction. The interested reader shall be referred e.g. to reviews
by Hasan and Kane [64], Qi and Zhang [144], Hasan and Moore [65], as well as the book
by Bernevig and Hughes [13]. Alternatively, Ch. 3 of M. Scholz’s dissertation [163] gives
a more detailed introduction from an experimentalist’s point of view.
2.3.1 Discovering Topological Matter: An Abridged History
Even though Bloch’s theory of the band structure stems from the 1920s [21] and the
mathematical field of topology has been around since the eighteen hundreds [183], it
was not until the 1980s, that both fields were brought into contact [62, 64, 176].
The initial observation, that kickstarted the field of topological matter was that of the
integer Quantum Hall Effect (IQHE): von Klitzing et al. observed in 1980, that the
Hall conductance of the 2D electron gas in a MOSFET is quantized at large magnetic
fields (B ≈ 15T) [90]:




where N is integer to one part in one billion [91].
Von Klitzing et al. explained their findings with the emergence of so-called Landau
levels: The magnetic field forces the electrons in the 2D electron gas on circular orbits,








The BS of such a system, therefore, consists of completely flat, degenerate bands. Driv-
ing the Fermi level through the Landau levels by a gate voltage will lead to stepwise
increases of the charge carrier concentration and therefore to a quantized conductance.
However, it was Laughlin who first pointed out that the level of quantization in this
system is too sharp for a real system. Therefore, he proposed that a fundamental
principle must lead to the emergence of the IQHE [106].
One year later, Thouless et al. found that this underlying principle can be found in
the mathematical field of topology [176]. They formulated a classification of the band
structures of an insulator in terms of a topological invariant, that remains robust under
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smooth transformations of the Hamiltonian.
In 1988, Haldane et al. then proposed a topological state that required no external
magnetic field, the so called Chern insulator [62]. This state, however, has not been
experimentally realized so far.
The field of TIs has gained new impetus in the 2000s, when topological phases reliant
on time-reversal symmetry have been proposed that could be experimentally observed
[14, 15, 55, 56, 81, 82]. These are the so called Quantum Spin Hall (QSH) systems,
which are the most commonly discussed among the TIs.
The first ones to be experimentally observed, were HgTe quantum wells, sandwiched
between (Hg,Cd)Te barriers [92]. If the stochiometry and width of the components is
chosen correctly, the parity of the valence and conduction band will be reversed in the
HgTe quantum well as compared to the surrounding barriers, which means, that the BS
of the HgTe quantum well is topologically different.
Shortly after, Hsieh et al. discovered the first three-dimensional material with topo-
logically non-trivial BS: an alloy of bismuth and antimony, Bi1−xSbx. [73]. On this
material, the first DCs have been observed with photoemission. Just one year later,
two compounds of the family Bi2X3 joined the ranks of proven TIs [74]. Ever since, the
field has been continuously growing, and additionally to the focus on finding more new
materials and topological phases, a second focus on understanding and harnessing the
physical properties of this phase of matter has been established.
2.3.2 Chern Numbers and Chiral Edge States: Properties of Topological
Insulators
In this section, I want to introduce the theoretical foundations as well as their phe-
nomenological consequences. A natural starting point seems to be the topological
invariants characterizing the different topological phases. The topological invariant
characterizing the IQHE is called Chern number, after the mathematician Shiing-Shin
Chern. It is strongly related to the Berry flux
Fm = ∇× i 〈um|∇k|um〉 , (2.30)
where um are the periodic parts of the Bloch functions (c.f. Eq. 2.18). The Berry flux
is therefore the flux of the Berry phase, which is the phase of the Bloch function picked
up when adiabatically transported around a closed loop in k-space [16].





d2 kFm . (2.31)
Without an external magnetic field, nm will vanish, as it can only be non-zero when
time-reversal symmetry is broken.
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Even though nm is a bulk property, its effect can mainly be observed at the edges of the
system: It has been shown, that nm gives the number of conducting edge channels [63]
in the IQHE phase [66]. Phenomenologically, one can imagine these states as skipping
orbits of electrons at the edges of the sample, which cannot complete their cyclotron
motion due to the edge.
There are two things important to note here:
First, these discussed edge states are chiral, i.e. there is only one possible direction of
motion on each edge, dictated by the cyclotron orbits. This means, backscattering is
forbidden.
Second, the edge channels emerge from a bulk property and are therefore insensitive
to defects at the edges. If we keep in mind, that backscattering is forbidden, it is easy
to see, why. As a consequence, a charge in the edge channel will simply flow around
defects and continue along the edge.
To be a bit more precise, nm defines the difference between the number of right and left
moving edge states, Nr and Nl. This is often referred to as bulk-boundary correspon-
dence:
Nr −Nl = nm . (2.32)
Now we want to discuss the so-called QSH phase. As we have already established, it
relies on the conservation of time-reversal symmetry, in contrast to the IQHE phase. For
any time-reversal invariant system, Kramers theorem applies, cf. Eq. 2.19. In general,
the invariant defining such a system is called Z2 invariant and the letter ν is chosen to
stand for it. ν separates trivial insulators (ν = 0) from the QSH phase (ν = 1)
There are several ways to define ν [54, 55, 58, 59, 81, 117, 143, 155, 182]. However,
for the scope of this thesis, the introduction of none of these mathematical definitions
seems instructive. In summary, it suffices to know that ν is computed from the occupied
Bloch functions and therefore an intrinsic property of the eigenstates. It does not
suffice to know the dispersion of the BS, i.e. the relation E(k) of the eigenvalues of the
Hamiltonian.
The calculation of ν becomes easier, if further symmetries of the system can be exploited.
The most prominent is the case of crystals with inversion symmetry. In this case, the Z2
invariant can simply be computed from the parity pm of the occupied Bloch eigenstates








where m runs over all occupied states [55].
This insight makes it very clear, why the inversion of band parity in HgTe-Quantum
wells leads to a topologically non-trivial state (c.f. Sec. 2.3.1). Such an inversion of band
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parity across the primary band gap can only be achieved by SOI, making it a necessary
requirement for non-trivial band structures in materials with inversion symmetry [55].
The transition from a trivial to a non-trivial insulator does not only mathematically
require the closing of the band gap, but also physically. This leads to the emergence
of protected edge or surface states on the boundaries of TIs. For the 2D-case, they
can be envisioned as Kramers-paired copies of the IQHE edge states, i.e. two counter-
propagating edge states with inverse spin to one another. Please note that at the surface,
inversion will be broken even if it is present in the bulk, so surface states are allowed to
be spin-polarized, even in time-reversal invariant and inversion symmetric systems (c.f.
Sec. 2.2.2).
Due to Kramers theorem, we know that the dispersions of both edge states have to inter-
sect at TRIM, which is only at k = 0 for 1D edge states. Furthermore, the dispersion of
these states is typically linear near the crossing point, like massless relativistic fermions.
Each of these channels contributes exactly one quantum of conductance e2/h.
2.3.3 Three Dimensional Topological Insulators
The QSH phase has initially only been described for 2D structures, mainly graphene
(which shows an extremely small effect due to almost negligible SOI, only visible at
very low temperatures) [82] and HgTe quantum wells [14]. In 2007, the concept was
generalized to three dimensions [56, 117].
The largest difference to the two-dimensional case described above, is that now four
invariants (ν0; ν1ν2ν3) are necessary to describe the topological phase [56]. This has to
do with the number of TRIM on the surface BZ.
The first of the four invariants determines whether a 3D TI is "strong" or "weak",
meaning whether its TSSs persist in the presence of disorder or not and whether it is
present on all surfaces [64]. The easiest way to form a weak 3D TI is a stack of 2D TIs,
whose surface states are then anisotropic. Strong 3D TIs, however, cannot be derived
from 2D TIs. The following discussion will focus purely on strong 3D TIs.
Similar to the edge states of 2D QSH materials, 3D TIs have spin-polarized surface
states with linear dispersion. The bulk-boundary correspondence (c.f. Eq. 2.32) then
translates to the fact, that there has to be an odd number of intersections of TSSs with
the Fermi level on a 3D TI.
At the TRIM, these TSSs have to be Kramers degenerate, forming the so called Dirac
points (DPs). The whole dispersion of the TSS typically forms a cone-like structure
around these points, therefore they are also often referred to as DCs. The spin of
these surface states is locked perpendicular to the momentum, leading to a chiral spin-
texture, not unlike one of the Fermi-circles of a Rashba state (c.f. Fig. 2.1b). However,
unlike the Rashba state, the DC spans the entire band gap and is therefore always
metallic, independent of doping or applied gate voltages, due to the bulk-boundary
correspondence.
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Such characteristic surface states are ideally observed with angle-resolved photoemission
spectroscopy (ARPES), at least the occupied parts. Additionally, the signature of the
surface states in the conductivity is less characteristic than in the 2D case, as bulk
contributions typically cloud the surface contributions. This made ARPES the primary
experimental tool for the identification of 3D TIs.
The first observed 3D TI is the alloy Bi1−xSbx [73]. Even though both constituents,
bismuth and antimony, are semi-metals in their elemental form, a certain stochiometry
range exists (between x = 0.07 and x = 0.22), where the alloy possesses a final overall
band gap with non-trivial topology. The TSS of Bi1−xSbx crosses the Fermi level not
once, but five times between the Γ and M points of the surface Brillouin zone.
The so-called second generation TIs are Bi2Se3, Bi2Te3, and Sb2Te3 [31, 74, 75, 118].
The surface BS of these materials is significantly less complicated than that of Bi1−xSbx,
with a single nearly-ideal DC spanning the comparably large band gap of a few hundred
meV at the Γ point. The two bismuth-derived compounds lend themselves especially
to the study with ARPES, as they are intrinsically n doped by defects in the crystal
structure, moving the Fermi level into the conduction band (CB) and leading to an
occupied TSS. Antimony-derived compounds show the inverse intrinsic doping, with
the Fermi level shifted into the valence band (VB).
Out of the three second generation TIs, Bi2Se3 is quite possibly the most studied one,
e.g. in [30, 33, 79, 135, 156, 159, 167, 168, 177, 180, 188, 189] and many more. It
distinguishes itself from Bi2Te3 by a larger band gap (roughly 0.3 eV vs. 0.15 eV) as
well as a more ideal DC. In Bi2Te3, the DP is buried in a local dip of the VB at the Γ
point. Furthermore, the DC is significantly deformed and shows a six-fold symmetric,
star-like Fermi surface [31]. This deformation is typically referred to as hexagonal
warping and is caused by the strong trigonal potential of the lattice. This distortion is
actually related to Dresselhaus SOC and can be described with the perturbative k · p
theory [53].




The best method to investigate unoccupied electronic states in solids and their dynamics
is arguably two-photon photoemission (2PPE). This method allows to image electrons
excited to the unoccupied states of a solid by photoexciting the sample first with an
ultrashort laser pulse and then photoemitting the excited carriers with a second laser
pulse.
In this chapter, I will discuss the basics of this method as well as the experimental setup
by which it is applied throughout this thesis.
3.1 Principles of Two-Photon Photoemission
2PPE is a special form of photoemission spectroscopy (PES), a tool widely used in
solid state physics. All forms of photoemission experiments are based on the photoef-
fect, which was first observed by Hertz in the 19th century [69] and later theoretically
described by Einstein [44]. This section will first describe the fundamentals of PES
before turning to the specifics of time- and angle-resolved photoemission spectroscopy
(tr-ARPES) and 2PPE.
3.1.1 Photoeffect and Photoelectron Spectroscopy
In the 19th century, it was observed that shining light on a solid can lead to the emission
of electrons, the so called photoelectrons. This will only happen if the photon energy
hν exceeds the solid’s work function Φ, i.e. the difference between energy of the Fermi
level EF and the vaccuum level Evac. The kinetic energy of the emitted electron can be
determined according to energy conservation:
Ekin = hν − EB − Φ , (3.1)
where EB is the binding energy of the electron, i.e. the difference between its initial
energy Einit and EF (cf. Fig. 3.1).
Several experimental techniques use the photoeffect to gain information about the sam-
ple. They are all summed up under the term photoemission spectroscopy (PES). Light
sources used for PES can range from table-top laser setups and gas-discharge lamps to
synchrotrons and free-electron lasers. The photoelectrons are detected in most setups












Figure 3.1: Energy scheme for photo-
electron spectroscopy. Einit and Efin
are initial and final energy of the elec-
tron, hν is the photon energy, EF is the
Fermi level of sample and detector. The
difference between vacuum Evac level
and Fermi edge is called work function
Φ. The work function can be different
between sample and detector, leading to
a change in the kinetic energy Ekin. Fig-
ure adapted from [85]
either by hemispherical analyzers or time-of-flight spectrometers, to determine the ki-
netic energies of the photoelectrons.
In this case, the work function differences between sample and detector have to be
taken into account, as well as potential acceleration or deceleration voltages applied in
between, as both alter the kinetic energy (cf. Fig. 3.1).
In case the detector work function ΦD is known, the sample work-function can be di-
rectly determined from the so called low-energy cutoff. This is the lowest kinetic energy
at which photoelectrons are detected. This energy plus the detector work-function then
give the sample work-function. In case ΦS < ΦD, one has to apply a bias between the
sample and detector to access the cutoff.
PES is known for being very surface sensitive. However, it is not limited by the pen-
etration depth of light into the samples, but rather due to the short escape depth of
the electrons. Typically, only electrons from the first few atomic layers of the sample
can escape via photoeffect without undergoing scattering during the process. Electrons
inelastically scattered during the photoemission process will change their initial energy
and momentum and therefore lead to a background signal, that increases towards the
low-energy cutoff.
The exact depth for energy and momentum conserving photoemission depends on the
incident photon energy, or, more precisely, on the photoelectron’s kinetic energy. With
photon energies of several keV, which can be achieved with synchrotron light sources,
also bulk band structures and buried interfaces can be analyzed. With low energy
photoelectrons, the issue of surface over bulk sensitivity is less clear: In general, it is
assumed, that the lowest escape depth is reached for electrons with kinetic energies in
the range of 50-100 eV, increasing again towards lower kinetic energies. The so called
universal curve assumes escape depths as large as 100Å for electrons with few eV kinetic
energy, as investigated in this thesis. However, this increase of escape depth at low
electron energies might not be as universally valid as implied [40].
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3.1.2 Momentum-Resolution in Photoemission
Like the kinetic energy, the momentum of photoelectrons follows strict rules in the
photoemission process as well, which can be exploited to gain further information about
the samples’ properties. Experimental methods, where both the photoelectrons kinetic
energy and momentum are measured, are summed up under the term angle-resolved
photoemission spectroscopy (ARPES).
Momentum conservation within a crystal demands that
~kf = ~ki + ~q + ~Ghkl , (3.2)
where ~q is the momentum of the absorbed photon and ~Ghkl is a reciprocal lattice vector.
As the photon momentum is usually much smaller than the electron momentum, we
can neglect it. Also, we can take into account ~Ghkl by using the reduced zone scheme
and end up with the same final momentum as initial momentum of the electron within
the solid. Upon exciting the sample, the momentum components parallel to the surface
have to be conserved due to symmetry reasons. However, the component perpendicular
to the surface will change to overcome the energy barrier. This limits the momenta
accessible with a certain photon energy hν (cf. Fig. 3.2). This range is further limited
by the finite acceptance angle θD of the detector.
When both kinetic energy and momentum of the photoelectrons are measured, the band
structure of the sample can be inferred. Surface states do not disperse perpendicular
to the surface, i.e. their energy does not change with this momentum component.
Therefore, the measurement of Ekin and k|| suffices to map the entire surface band
structure. However, bulk states possess dispersions in all three momentum directions,
making the study of bulk bands more challenging due to two reasons: First, they
are only accessible, if final states fulfilling both energy and momentum conservations
are accessible with the employed photon energies. Second, the momentum component
perpendicular to the surface has to be determined by triangulation or by assumptions
to the change in momentum during the transition from sample to vacuum.
Most types of analyzers don’t measure the parallel momentum directly, but the angle
θ, under which the electrons leave the surface. However, from Fig. 3.2 and keeping
in mind that k =
√
2meEkin/~ in vacuum, we find that k|| of the electron is purely





· sin (θ) . (3.3)
The spectrometer used in this thesis and the method to obtain kinetic energy and
parallel momentum out of the raw data are described more in-depth in Sec. 3.2.2.
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Figure 3.2: Behavior of the momentum k of the photoelectron upon transmission through
the sample surface. To overcome the work function difference, the total momentum k′ has to
change. As the symmetry is only broken along the sample normal, exclusively the momentum
component perpendicular to the sample k′⊥ is changed. The components parallel to the surface
k′|| = k|| are not affected. This means, the photoelectron has to possess a minimal component
k′⊥,min within the sample, limiting the accessible range of k
′
||. Figure adapted from [100].
3.1.3 Time-Resolution in Photoemission
A likely expansion to photoemission spectroscopy is adding time-resolution in a pump-
probe scheme. For this, the sample is first excited with an ultrashort laser pulse with
photon energy below the work function. Then a second pulse with higher photon energy
is used for the photoemission process.
In general, there is a distinction made between two different time-resolved modes for
PES. In so called two-photon photoemission (2PPE), the photon energy of the second
pulse does not surpass the work function either, photoemitting only electrons that were
previously excited. This makes 2PPE a process described by second order perturbation
theory, leading to much smaller intensities in the photoemission spectra compared to
direct photoemission [179]. However, it is a very advantageous technique, if the dy-
namics of the unoccupied states is the focus of the experiment, as the intensity from
direct photoemission can obscure the time-dependent signal, especially at low excita-
tion densities, i.e. low laser intensities. Due to the character of the 2PPE final state at
low kinetic energies, typically an evanescent state, 2PPE is especially surface sensitive.
2PPE is applied in chapter 4.
In time- and angle-resolved photoemission spectroscopy (tr-ARPES), the second pulse
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has a photon energy higher than the work function of the sample, so that electrons are
emitted from the occupied states as well. However, it requires big excitation densities
in order to achieve reasonable time-dependent signals in comparison to the background
of direct photoemission. This method is advantageous, if the focus of the experiment is
the dynamics of the occupied states or a comparison of occupied and unoccupied states,
as presented in Ch. 5.
In both methods, the delay, i.e. the difference in time of incidence, between the two
incident light pulses is varied during the measurements. This leads to stroboscopic
glimpses of the transient electron population at the specific time before, during or after
excitation. A series of these measurements with systematically increasing delay can
be pieced together to observe the temporal evolution of the system during and after
excitation. The dynamics of the intermediate states becomes visible, as the photo-
electron (PE) intensity in the respective regions of kinetic energies will decrease with
the depletion of the intermediate states. This makes time-resolved methods especially
interesting for studying semiconductors and other materials in opto-electronics, where
the photoexcitation of currents and the electronic behavior after photoexcitation play
a major role for application.
The temporal resolution of both tr-ARPES and 2PPE is limited by the temporal width
of the employed light pulses, i.e. their so-called cross-correlation. However, the un-
certainty principle (or, simply, Fourier transformation) demands that the product of





This means, that temporal resolution always comes at the cost of spectral resolution.
In the presented experiments, the temporal resolution stays in the regime of a few tens
of femtoseconds, while the observed features of the band structures are broadened to a
few dozen meV.
In principle, also shorter time scales than the cross correlation of the pulses can be
observed by fitting the spectra with suitable functions, typically an exponential decay
convoluted with a Gaussian. However, the exact width and position of the cross correla-
tion has to be known and only timescales in approximately the same order of magnitude
can be resolved.
During PE, initial, intermediate and final states can cause features in the resulting
spectra, because the symmetries of all three types of states influence the transition
matrix elements. An example of this is discussed in depth in ch. 4. The contributions
can be disentangled by changing pump and/or probe photon energies, as the signatures
of initial and intermediate states will move differently in kinetic energy, depending on
the changes. Alternatively, the temporal evolution of the states is a clear indicator
of their character, as the PE signal from intermediate states will usually feature finite
lifetimes, while the signal from initial states will show a time-dependence of its intensity
proportional to the cross correlation of the two pulses. Thus, to a certain extend, the
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occupied and unoccupied band structure can be mapped at the same time even with
2PPE [60].
3.2 Setup
As we’ve seen in the previous section, time-resolution in PES requires ultrashort laser
pulses, ideally with tunable energy, for the emission of photoelectrons and a setup for
the detection and analysis of kinetic energy and momentum. As the photoelectrons need
to reach the detector without scattering events, sample and detector are best situated
under ultrahigh vacuum (UHV) conditions. Furthermore, this way the contamination
of the surface can be kept to a minimum. In addition, stray magnetic and electric
fields will influence the electron trajectories and therefore would distort the measured
photoelectron spectra. To avoid this, the sample and detector are surrounded by a
cylindrical µ-metal shield.
In this section, I will first describe the laser system employed for the experiments of
this thesis followed by an introduction of the spectrometer utilized and a description of
its advantages over the more common hemispherical analyzers.
3.2.1 Laser
The pulses used for the PE experiments are provided by a laser beamline consisting of
generation and amplification of the pulses and multiple non-linear stages. Depending
on the requirements of the experiments, different stages can be selected to obtain the
desired wavelength for excitation (pump) and photoemission (probe) pulses. The parts
of the system, that were actually used in the experiments presented in this thesis, are
sketched in Fig. 3.3.
The basic light source is a Verdi G18 diode laser, providing a continuous wave beam with
a wave length of 532 nm at a power of 13.6W. The beam is divided by a beamsplitter,
which leads 30% of the intensity into a self-built titanium sapphire (Ti:Sa) oscillator
cavity and 70% into a regenerative amplifier (RegA).
The oscillator cavity delivers 30 fs pulses with a central wavelength of 790 nm and a
frequency of 76MHz generated via mode-locking. The method employed to achieve
mode-locking is Kerr lensing. This means that the intensity dependence of the refractive
index of the Ti:Sa crystal is exploited in the geometry of the cavity. The intensity of
a contiuous single-mode output is too small to lead to significant self-focussing inside
of the crystal and is therefore partially suppressed in the cavity. When the cavity is
disturbed externally by shifting one of the end mirrors mechanically, side modes are
excited. Those modes interfering constructively within the crystal will be amplified,



























Figure 3.3: Schematic of the laser setup used for the experiments. Ultrashort laser pulses
are generated in the oscillator and amplified in the RegA after stretching. The recompressed
amplified pulses can be modified by several non-linear setups: an OPA for creation of light
in the visible range, equipped with an optional SH stage and a THG or FHG unit for the
fundamental wavelength. In this way, excitation and photoemission wavelength can be adapted
to the requirements of the different experiments.
an energy of 5.5 nJ per pulse, which is not sufficient for the non-linear stages. Therefore,
it is amplified in the RegA.
In the RegA, the continuous wave beam of the Verdi G18 pumps another Ti:Sa crystal.
An optoacoustic modulator is used as a Q-switch to suppress lasing by bending the beam
out of the cavity. When maximum population inversion of the lasing electron levels in
the Ti:Sa is reached, a second optoaccoustic modulator (cavity dumper) couples the
seed-pulse into the cavity. At the same time the settings of the first optoaccoustic
modulator are changed to increase the Q-factor and make lasing possible. The pulse
is amplified during approximately 28 round trips and then coupled out by the cavity
dumper again. The output has a power of 1.8 to 2.0W and a repetition rate of 300 kHz.
As the power of the short seed pulse would exceed the damage threshold of the RegA
elements during amplification, it is temporally stretched before entering the RegA. In
the stretcher, a grating disperses the different frequencies of the pulse spatially, which
then travel different distances before being brought back together, leading to a long,
chirped pulse. This process is reversed in the compressor after amplification in the
RegA to obtain the desired short pulses again. Unfortunately, the three processes of
stretching, amplification and compression slightly reduce the bandwidth of the pulse so
that the amplified pulse has an increased duration of approximately 40 fs.
After the compression, the beam is split. The two pulses can be independently manip-
ulated to achieve the desired wavelengths. One possibility is to guide the pulse into
an optical parametric amplifier (OPA)1 equipped with an optional subsequent second-
harmonic generation (SHG) unit. Additionally, the laser is equipped with a unit for
1Model 9400 by Coherent
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third-harmonic generation (THG) or fourth harmonic generation (FHG) of the funda-
mental. Alternatively, the fundamental frequency can be used directly.
In the experiments, where the OPA was employed, the beam is split with a 50/50%
ratio, otherwise with a 30/70% ratio.
In the OPA, wavelengths from 460 to 760 nm can be created by the following mecha-
nism:
The incoming beam is first split in a 25/75% ratio. 25% of the intensity is focussed into
a sapphire crystal. The refractive index of sapphire is intensity dependent and therefore
the flanks of the pulse obtain a temporally dependent phase shift, extending the flanks
into the visible and infrared regime. In other words, this generates a long, chirped pulse
with one flank spanning the visible spectrum.
The remaining 75% of the initial pulse is frequency doubled in a β-barium borate (BBO).
Both beams are then collinearly focussed into a second BBO, where the temporal over-
lap of the UV pulse with the white light determines, which wavelength is amplified
by difference frequency generation (DFG). We chose wavelength of 720 or 650 nm for
the experiments on Bi2Se3 (cf. Ch. 4). After the amplification of a single visible wave
length, a second round trip through the BBO strongly amplifies the pulse at the desired
wavelength. The amplified wavelength is then separated from the other components by
dielectric mirrors and coupled out of the OPA.
This output of the OPA is guided through a prism compressor to post- and pre-
compensate chirps picked up in the diverse optical elements. Additionally, residual
white light and unwanted side bands of the pulse can be blocked within the prism
compressor.
In the THG/THG setup, one third of the fundamental pulse’s intensity is split off. The
remaining two thirds are sent into a BBO for frequency doubling. The fundamental
and second harmonic frequencies are separated by a dielectric mirror, the polarization
of the second harmonic (SH) is rotated to match the polarization of the fundamental
and they are collinearly focussed into a second BBO for frequency mixing to generate
the third harmonic (TH). The TH is then separated from the other two frequencies and
compressed in a prism compressor. After compression, the TH can be coupled out of
the setup and used directly for photoemission. Alternatively, it can be focussed into a
third BBO, together with the initially split off part of the fundamental beam. There,
a second step of frequency mixing generates the fourth harmonic (FH), which is again
separated from the other frequencies and compressed.
Either the pump or the probe beam is guided over a computer-controlled delay stage,
with which the path length of the beam can be varied. The delay stage used has a
range of 5.4 cm with a step width of 8.5 nm, which corresponds a range of 360 ps with
a resolution of 1.2 fs.
The circular polarization of the pump pulses needed for the experiments on Bi2Se3 was
achieved with a broad band quarter waveplate. However, the resulting polarization
is not perfectly circular due to the broad band character of the waveplate. Further
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polarization changes are induced by following mirrors and the window of the vacuum
chamber. In order to compensate these imperfections, a Soleil-Babinet compensator
is used and the polarization is carefully checked to ensure circular polarization of the
beam when it hits the sample.
The pump and probe pulses are united before entering the vacuum chamber, ensuring
spatial overlap with the help of several pinholes and temporal overlap with the help of
a photodiode. They are guided collinearly onto the sample under an angle of 45◦.
The cross correlation of the pulses, characterized on a Cu(111) surface before the mea-
surements on Bi2Se3, typically has a full width at half maximum of 60 to 90 fs. Due to
the high photon energy of the probe pulse during the measurements on BiTeI, such a
caracterization was not possible in this case. Instead, the time constant for depletion of
low-lying occupied states on Bi2Se3 was used as a reference. These show that the FHG
pulses have a significantly longer duration, leading to cross correlations over 120 fs.
The fluence applied to the BiTeI samples (cf. Ch. 5) was determined by a two-step
process: First, the power of the pump beam was measured at the end of the laser table,
shortly before entering the chamber. Secondly, the spot size of the focussed beam was
determined at a position corresponding to the sample position. The fluence F then can





Due to the many involved non-linear processes, the laser is very sensitive to ambient
conditions and can fluctuate significantly in intensity. The measurements taken over a
period of one hour or more for satisfying statistics can show irregular strong dips in the
laser intensity, which would falsify the dynamics. The presented time-resolved spectra
have been averaged over several short measurements recorded with stable laser output
power to circumvent these issues. The stability of the laser power during the recording
of the photoelectron maps presented in Ch. 4 was also carefully monitored.
3.2.2 Spectrometer
The instrument employed in this thesis to measure the momentum and kinetic energy
of the photoemitted electrons is an angle-resolving time-of-flight (ToF) spectrometer
(Themis, SPECS GmbH). This type of spectrometer determines the electron’s kinetic
energies by the time they need to travel the distance between sample and detection plate.
This way allows for simultaneous recording of kinetic energy, and parallel momentum
in two dimensions with a polar acceptance angle of up to ±15◦. This means, both kx
and ky can be measured simultaneously, because in contrast to hemispheric analyzers
no spatial direction is needed for the determination of the kinetic energy.
In conventional time-of-flight spectrometers, the electrons pass a drift tube of well-
defined length, in the order of several to several dozen centimeters, to determine their
30 Chapter 3 Experimental Method
kinetic energy. Thus the detection angle is limited, often to less than 2° from the sample
normal. Themis is equipped with an electronic lens system instead of the drift tube,
which allows for a higher acceptance angle in the lens modes designed for angle-resolved
measurements. Additionally to the four angle-resolved modes, the spectrometer features
two real space-resolved modes used for alignment.
In this section, I will introduce the working principle of the Themis. For a more detailed
discussion, cf. the PhD thesis of T. Kunze [100] and the Master thesis of M. Bastian
[10], which served as a basis for this section.
Lens System and Operating Modes
The lens system of Themis consists of cylindrical tubes and has originally been devel-
oped for a hemispherical analyzer. A schematic is shown in Fig. 3.4a). The electron
lens is equipped with a so called micro tip, an extension that is in contact with the
first lens segment and therefore at the same potential, to minimize the electron’s path
in stray fields outside the detector. The electrons enter the system 5.3mm behind the
sample via the micro tip and traverse a length of 880mm from sample to detection unit.
The typical timescale for this process lies in the nanosecond regime for photoelectrons
with few eV of kinetic energy, as produced in the experiments of this work. Both the
cylindrical tubes and the micro tip are graphitated, in order to ensure a uniform work
function of the entire system.
Depending on the voltages applied to the individual lens segments, the analyzer can
switch between different operating modes: Either the momentum of the electrons (angle-
resolved modes) is imaged or their spatial distribution (space-resolved modes). For
both cases, there is more than one operating mode, so that resolution and acceptance
angle/imaged area can be altered. For space-resolved operating modes, all electrons
emitted from the same spot on the sample are focused into the same spot on the detector,
while in angle-resolved modes, all electrons emitted in the same angle are focused into
one spot (c.f. Fig. 3.4b). When applying no voltage at all, we speak of the drift mode.
Within this thesis, the space-resolved modes are exclusively used to adjust the light spot
on the sample to the optical axis of the instrument while drift mode is predominantly
used to determine the work function of the samples.
In contrast to other analyzers like hemispherical analyzers, the angle-resolved detection
modes of Themis allow for simultaneous recording of kx, ky and kinetic energy. This
can be a huge advantage if several crystal symmetry axes should be investigated at the
same time (cf. ch. 4). However, this comes at the expense of an indirect measurement,
where the quantities have to be extracted from the raw data. As will be explained
in the next sections, this requires a sophisticated software that simulates the electron
trajectories within the lens system. It also limits the window of kinetic energy imageable
for any given set of parameters, as the transformation from the raw data to the measured





Figure 3.4: Schematic of the drift tube: a) The drift tube consists of several graphitated
cylindrical segments (T1-T10), to which voltages can be applied individually. A so-called micro
tip (red) is attached to the first segment to decrease the distance between sample and drift
tube and therefore reduce the influence of stray fields. b) Exemplary electron trajectories in an
angle-resolving detection mode: Electrons leaving the sample under the same angle but from
different spots will end up at the same spot on the detector. Adapted from [174].
The width of the imageable energy window is mainly determined by the detection
mode, the initial kinetic energy of the photoelectrons Ekin and a final energy Epass of
those electrons after passing the electron lens, i.e. their acceleration or deceleration
within, which is described by the retarding ratio RR. Due to spherical and chromatic
aberrations of the electronic lens system, RR is limited for each mode [99].
All 2PPE and tr-ARPES measurements presented in this thesis have been recorded in
the so called Wide-angle mode (WAM), which features the highest angular acceptance
of all modes, namely roughly 15°. Kinetic energies have been chosen to be centered
in the area of interest and pass energies of 10 eV allowed for measurement windows of
roughly 1 eV around this value at reasonable aberrations.
Detection
Photoelectrons are detected by a so called Delayline Detector (DLD) by surface concept,
which is situated at the end of the electronic lens system. This detector consists of two
multi-channel plates (MCPs) for the multiplication of the electrons by a factor > 107
[174] and two meandering isolated wires, called delay lines, which record the signal and
transfer it to the analysis unit.
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Figure 3.5: Schematic of the detector unit: a) The MCPs (blue) multiply incoming electrons,
creating an electron cloud. This cloud induces a RF pulse in the meandered wire beneath. b)
The relative time difference between the signals at the end of the wires serve to determine the
position (x; y). Adapted from [174].
The MCPs consist of glass sheets, perforated by channels with diameters of 6 to 8µm,
which are tilted by 10° to the surface normal and coated with a semi-conducting material
with very low work function. Between the first and second plate, the channels are rotated
by by 90° with respect to each other (Chevron-MCP). Upon impact on the material,
electrons create secondary electrons, leading to an avalanche while the electrons are
accelerated from the front to the back face of the plates by a voltage of 1950V.
After passing the MCPs, the electron cloud impacts on the delay lines, which are also
rotated by 90° with respect to each other, creating electrical pulses which run to each
end of the wires (cf. Fig. 3.5). The signals are evaluated by a time-to-digital converter
(TDC): From the relative arrival times of these pulses, the position of incidence r is
calculated. Additionally, the arrival times relative to an independent trigger signal
provided by the laser pulse itself determines the time of flight t. The TDC provides the
raw data in the form of a triplet (x, y, t) for each single electron count.
During the traveling time of the pulses through the wire, no second electron cloud
may hit the wires, as the signals would become intertwined. Additionally, the MCPs
have a recovery time of about 24 ns[174], before an electron hitting the same spot can
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be multiplied. Together with the pulsed light source, this limits the countrate of the
spectrometer to approximately 150.000 counts per second.[95, 99]
In contrast to e.g. hemispherical analyzers, all electrons emitted from the sample within
the acceptance angle will be imaged onto the DLD. If there is a large background of low
energy electrons, this can severely limit the possible exposure, as otherwise the maximal
countrate might be overshot or, possibly even worse, the MCPs might be damaged, as
with most settings, the low energy electron background will be focused on a single spot
on the detector. To avoid this problem, the detector is equipped with a unit called
Detector Gating Unit (DGU). This unit allows for short 10V pulses to be applied on
the nanosecond timescale to the detector. These serve for the repulsion of unwanted
electrons. The timing and width of this pulse can be chosen to only affect the low
energy electrons, in order not to influence the region of interest of the spectrum [99].
The DGU has been used during the measurements on BiTeI (c.f. Ch. 5).
Conversion
Obtaining the desired properties of the detected electrons - kinetic Energy Ekin and
parallel momentum k|| or emission angle θ - from the measured quantities - time of
flight t and position of impact r - is only analytically possible in the drift mode, i.e.
when there are no voltages applied to the lens system. In all the other modes, the maps
or functions T that transform the raw data to the desired parameter space,
(t, r)
T
=⇒ (Ekin,k||) , (3.6)
have to be found numerically. To this end, the electron trajectories are simulated to
first find the inverse map D = T −1. As mentioned before, it is therefore crucial that D
and T are bijective in the region of interest.
For finding D, first the potential landscape Φ(r) within the spectrometer has to be
calculated. This depends on the voltage at each lens segment and the geometry of the
lens system. If both are known, we can calculate the potential up to a scalar field from
the charge density ρ(r) by the Poisson equation:
∆Φ(r) = −4piρ(r) (3.7)
This equation is numerically solved within the software package Simion. The calcula-
tion is simplified by the rotational symmetry of the setup, as it suffices to simulate a
two-dimensional cut along the length of the system. However, made to the required
precision, the calculation still takes hours. Therefore, we exploit the linearity of the
poisson equation and the fact, that the geometry of the spectrometer is not changed:
The simulation is made once for each segment, with a normalized voltage applied to
the respective segment while all other segments are on ground potential. The linear
combination of these solutions, all multiplied with the actual respective voltages, will
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yield the correct potential for any lens mode and set of parameters. Therefore, it suffices
to do the simulation once.
Now that Φ(r) is known, T can be calculated. Currently, the spectrometer is equipped
with a non-commercial software written by M. Teichmann, called hdf5plot, which takes
care of finding T by first computing D: The trajectory of multiple electrons with a




through the electron lens is calculated by the
Euler-Method (c.f. Sec. 3.3.1) to gain insight about their final parameters (t, r). This
relation then defines the transformation D. The software predicts the energetic region,
in which D can be inverted from the initial parameters and evaluates T .
Once, T is found for a specific set of measuring parameters, it is included into a second
software package by M. Teichmann, called Themis like the spectrometer, that simul-
taneously allows for the control of both the spectrometer and delay stage settings as
well as handling the data acquisition. Due to limited computational resources and the
non-linear relationship between raw and converted coordinates, the coordinates of each
detected photoelectron are typically converted immediately and the data point is binned
into a three or four dimensional histogram. Saving raw data, i.e. each separate count
with the unconverted coordinates, was initially only possible for data sets limited to
a few million counts, i.e. rather short exposure times. But also the resolution of the
binned histograms is limited due to storage reasons, as the size increases cubic or even
to the power of four with the bins per dimension. However, the resolution of the spec-
trometer is typically not limited by the binning but rather the laser pulse’s spectral and
temporal width.
We expanded Themis to record the converted and raw data simultaneously. This, how-
ever, requires huge amounts of storage.
T. Kunze has shown, that M. Teichmann’s conversion matrices yield correct results for
the case of zero voltage between the sample and spectrometer, i.e. if the work function
difference is balanced by applying a counter voltage [100]. However, for the presented
results, we chose not to balance sample and spectrometer, in order to ensure that the
regions of interest in kinetic energy can be imaged properly. Unfortunately, this leads
to shifts of the energy axis and slight distortions of all three coordinates. This might
be due to numerical errors and/or the fact, that the micro-tip is not included in the
potentials used by hdf5plot.
During the time of this thesis, M. Bastian implemented the software packages SPOCK
and SCOTTY as an alternative for the conversion of the raw data. SPOCK simulates
the electron trajectories with the more precise Runge-Kutta-Algorithm (c.f. Sec. 3.3.1).
Fig. 3.6 shows one exemplary set of initial parameters with the corresponding simu-
lation result. Furthermore, the micro-tip has been included in the determination of
the potential landscapes used by SPOCK. Due to its higher precision, SPOCK has a
much longer runtime than hdf5plot. Also, the determined conversion matrices cannot




Figure 3.6: Graphical representation of an exemplary set of solutions, calculated by SPOCK
for one set of parameters corresponding to a measurement in WAM. The green lines encompass




of the simulated elec-
trons (each represented by a blue point). b) Numeric solutions (t, r). The red point represents
corresponding solution to the initial parameters marked by the red dot in a). The grey lines
indicate solutions for equal initial momenta. Figures were compiled by M. Bastian [10].
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separately stored raw data by the module SCOTTY after the measurement, which is
equipped with additional features to avoid aliasing and interpolation errors.
Both software packages for determining the conversion matrix have the drawback, that
the exact voltage between sample and detector has to be known a priori. This includes
the work function difference between samples and detector. We typically extracted this
from the low-energy cutoff in drift mode measurements, where the energy axis should
simply be shifted by the voltage between sample and micro tip.
From comparing measurements of the surface states on Cu(111), converted with the
original and new softwares, to literature values and drift mode measurements, we found
that the software modules by M. Bastian did reduce the shift of the energy axis, most
prominently by the inclusion of the micro-tip in the simulation of the potential land-
scape. However, the spectra still showed offsets between the different modi, whose
origins could not be fully clarified. We therefore decided to rely on the more efficient
original software for the measurements presented in this thesis.
We manually corrected the coordinates in the following way:
For Bi2Se3, we used the rather large difference in work function between sample and
detector (≈ 0.7 eV) as an acceleration voltage. This was nescessary, as we were interested
in photoelectrons at very low kinetic energies (< 1 eV). Unfortunately, this led to a rather
large offset of the energy axis. We therefore referenced the kinetic energies to the low
energy cutoff of the data, which should correspond to zero kinetic energy at the sample.
We did not correct for the small distortion of the energy and k|| axes, as we were not
interested in the exact dispersion. Furthermore, the distortion in k|| should be of purely
radial character, therefore not influencing the symmetries of the observed patterns.
For BiTeI, the determination of a work function was futile, as the spectra showed very
broadened left edges after aging (c.f. Sec. 5.1.1), which is typical for samples with
contaminated heterogeneous surfaces. Here, we tried to balance detector and sample
in a way to keep distortions of the spectra at a minimum. Kinetic energies in the
respective chapter are as-measured, without correction. As we are mostly interested in
the electron’s energy with respect to the Fermi level within the sample, which could
be extracted from the data directly. Most spectra are therefore given with respect to
E − EF .
3.2.3 Sample Preparation
As surface states and work functions are very sensitive to contamination, the surfaces
of our samples and the reference copper crystal need to be prepared in UHV condi-
tions. Even the topological surface state (TSS), which are theoretically insensitive to
contaminants, will fade when the samples are too dirty.
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Preparation of the Cu(111) Surface by Sputtering and Annealing
The manipulator of the vacuum chamber used for all measurements presented in this
thesis is equipped with a fixedly mounted copper crystal oriented and polished to show
the (111) surface. PE from the surface states of this crystal are used for the characteri-
zation of the temporal shape of the laser pulses before the measurements performed on
TIs. The necessary surface states are only visible on a clean copper surface, therefore
it needs to be prepared by sputtering and annealing on a regular basis.
For sputtering, the crystal is exposed to an beam of ionized argon atoms for 10 minutes
at 10µA sputter current. Subsequently, the sample is annealed at 500℃ for another
10 minutes. Herefor, the sample is heated by a direct current of 12 to 13A. Unless the
vacuum has been broken after the last sputtering and annealing, one cycle typically
suffices for the Cu(111) crystal to show a strong signal from the surface states.
Preparation of Bi2Se3, Sb2Te2S and BiTeI by in situ Cleaving
All crystals investigated within the scope of this thesis, Bi2Se3 and BiTeI, are so called
layered crystals. This means they consist of covalently bound sheets of three or five
monoatomic layers, so-called quintuple layer (QL) or trilayer (TL), respectively. These
two-dimensional QL/TL are bound by van-der-Waals forces to their respective neigh-
boring sheets to form the three-dimensional structure of the crystals. The forces in the
so called van-der-Waals gap between two QL/TL are obviously significantly weaker than
the covalent forces within each QL/TL, and thus the crystals break easily along these
gaps. Due to the difference in strength between the van-der-Waals and covalent forces,
the crystal will always break between QLs/TLs. It is possible to cleave the samples
under UHV conditions to obtain clean surfaces.
The initial crystals were provided by the respective collaboration partners, i.e. Sebas-
tian Otto from the group of Thomas Fauster and Vladimir Voroshnin from the group
of Alexander Shikin. In both cases, the samples were grown by the group of Oleg
Tereshchenko.
They employ a vertical variant of the modified Bridgman method, where the elemen-
tary constituents are sealed in quartz ampules coated with a carbon layer. The ampules
are introduced into a furnace with a vertical heat gradient and then slowly extracted,
ensuring the progressive growth from a nucleation center.
The resulting ingots consist of one or several single-crystalline blocks. For all materials,
a naturally n-doped character was reported, with carrier concentrations in the range of
1018 - 1019 cm−3.
We split slices of up to 1mm height from the cylindrical crystals with a razor blade.
Then we cut flat and smooth pieces of typically 1 to 4mm edge length from these slices.
These pieces are glued to clean molybdenum sample plates with EPO-TEK H20E, an
epoxy-based two component conducting silver glue. This glue is hardened for one hour
at 120℃.
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Figure 3.7: Typical samples: a) A Bi2Se3 sample glued on top of a molybdenum plate with
conducting epoxy glue. b) A sample equipped with a cleaving mechanism, ready for insertion
into the vacuum chamber. The bend tantalum foil can be glued on with epoxy glue or UHV-safe
double sided tape. Before measurement, it will be torn off the sample, taking a few layers with
it. The optional copper wire prevents the tantalum foil from falling into the vacuum chamber
after the cleaving process.
The samples were then equipped with a cleaving mechanism before being transferred
into the UHV chamber. The actual cleaving mechanism looks slightly different on the
two sample types: For Bi2Se3, we use pieces of 0.5mm thick tantalum foil, which are
slightly wider and a bit more than twice as long than the samples. About 1mm from one
of the shorter edges, we drive a hole of about 0.5mm diameter through the tantalum foil.
Then the foil is bent into an angle of ≈ 90°. In doing this we exercise care that the part
without the hole stays as planar as possible, as this part is glued on top of the sample.
Here we either use the same conducting silver glue as before or double-sided graphite-
based UHV tape. The perforated part of the foil points upwards from the sample plate.
To be able to retrieve the cleaving angles after the cleaving process, we can thread a
thin copper wire through the hole and fasten it there and on the molybdenum holder
(cf. Fig. 3.7).
For cleaving BiTeI, a strip of one-sided stiff UHV-safe tape is stuck on top of the sample
with one end standing over and sticking up. This end is wound around a small wire
ring.
The prepared samples are either directly inserted into the vacuum chamber and stored
in the inbuilt sample garage or stored outside the chamber in an desiccator to keep
them water and dust free.
Within the chamber, the samples are cleaved at 2× 10−9 mbar and transferred to our
PE chamber with a base pressure of 6× 10−11 mbar as fast as possible, typically within
less than 2 minutes.
For the cleaving the TIs in the vacuum chamber, we drive the up pointing part of the
tantalum foil against a little screw on the sample garage, breaking it off the crystal.
In the case of BiTeI, we hook the wire ring onto the screw and pull off the tape. The
tantalum foil or tape exfoliates several layers of crystal. If applied, the copper wire then
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prevents the tantalum foil from falling into the chamber, so that it can be extracted from
the chamber together with the sample after the measurement. To avoid disturbance of
the measurements, we ensure that the tantalum foil on the copper wire is hanging well
away from the sample, the incoming and reflected laser beams and the trajectory of the
analyzed photoelectrons.
To control sample orientation and surface order, the vacuum chamber is equipped with
a low-energy electron diffraction (LEED) setup.
Within the PE chamber, Bi2Se3 samples were kept at 100 K throughout the entire
measurement. No change of Fermi level position was observed on the sample, in contrast
to previous studies [11, 17].
BiTeI samples were both investigated at room temperature (≈300K) and cooled with
liquid Helium (sample temperature ≈60K) respectively.
Samples of sufficient thickness with smooth surfaces, i.e. samples with no glue residues
and more or less smooth surfaces can be reused by extracting the samples and equipping
them with a new cleaving mechanism.
3.3 Theoretical Calculations and Models
Often, the key to understanding complex physical processes lies in a combination of
experimental results and theoretical calculations. This is also the case for the studies
presented in this thesis. In this section, I will provide a short insight into the employed
theoretical models. As the theoretical part is, however, not a main focus of this thesis
and heavily relies on the work of others, this shall only serve as a short information,
not a detailed description. The interested reader shall be referred to the works of the
corresponding collaboration partners and coworkers, which served as guidelines to this
section.
3.3.1 Simulation of Electron Trajectories
As we have seen in Sec. 3.2.2, the conversion of the raw data as gathered by our spec-
trometer requires the numerical simulation of electron trajectories through the lens
system of the detector. For this, we have access to two different custom computer
programs, hdf5plot implemented by M. Teichmann and described by T. Kunze [100],
and SPOCK implemented and described by M. Bastian [10]. These programs use the
Euler method and Runge-Kutta method for the numerical integration of the equations
of motion, respectively.
Both methods aim at solving a differential equation of the form
y′(x) = f (x, y(x)) (3.8)
40 Chapter 3 Experimental Method
and given initial value y(x0) by iterating the solution over a grid of values xn.
We will quickly introduce both methods, but refer the interested reader to a book about
numerical mathematics, e.g. by Zulehner [191].
Both methods are introduced for a first order differential equation. However, the elec-
trons’ equation of motion
r¨ = − q
m
∇φ(r) (3.9)
is of second order. However, both algorithms can be adapted for second order [100,
191], which is accordingly done.
Euler Method
The Euler method for numerically solving differential equations of the shape of Eq. 3.8
is very straightforward and the basis for many more complex methods, like the Runge-
Kutta method.
Typically, one divides the x-range over which one wants to solve the differential equation
into an equidistant grid with step size h, so that xn = x0 + nh. When the initial value
or boundary condition y(x0) is given, we can recursively iterate the solution via the
Taylor expansion in h and by using the relation 3.8:
y (xn+1) = y (xn + h) = y (xn) + h · y′ (xn) + o(h2) (3.10)
≈ y (xn) + h · f (xn, y(xn)) . (3.11)
Geometrically speaking, this corresponds to an extrapolation of the function by the
tangent. The error of the Euler method depends linearly on the number of steps the
interval is divided by.
Runge-Kutta Method
The Runge-Kutta method expands on the Euler method by evaluating the tangent at
several points in the interval [xn, xn+1].
More precisely, the algorithm aims at solving the following integral form:
y (xn+1) = y (xn) +
∫ xn+h
xn
f (x, y(x)) dx (3.12)
by approximating with the quadrature formula∫ xn+h
xn
f (xn, y(xn)) dx ≈ h
s∑
i=1
bif (xi, y(xi)) , (3.13)
where xi = xn + cih with ci ∈ [0, 1] and
∑s
i=1 bi = 1.
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By this, the problem of unknown y(xn) has been shifted to unknown y(xi). To calculate
those, we can use the same approximation of Eq. 3.12 and Eq. 3.13 again, but on the
smaller intervals [xn, xn + cih]:
y (xn + cih) = y (xn) +
∫ xn+cih
xn
f (x, y(x)) dx (3.14)
≈ y (xn) + h
s∑
k=1
aikf (xk, y(xn + ckh)) . (3.15)
Again, we have only shifted the problem to smaller intervals.
Now, the values y(xn + ckh) are approximated according to the Euler method, which
is called explicit Runge-Kutta method. The choice of the number of steps s, and the
coefficients aik, bi and ck then determines the properties of the method. In SCOTTY,
a standard fourth-order Runge-Kutta method is chosen [191, Ch. 4.4].
The error of this method inversely depends on the number of points to the power of
four.
3.3.2 One-Step Photoemission Calculations
As we will see in Ch. 4, it is crucial to understand the contributions of the different
involved electronic states in order to relate our PE spectra to direct measurements
of photocurrents on Bi2Se3. To that aim, our collaborators J. Braun and J. Minar
calculated the theoretical PE intensities between the initial state and final states by
determining the corresponding tranisition matrix elements in the so-called one-step
model.
In order to determine these matrix elements, J. Braun and J. Minar first calculated
the self-consistent electronic structure of Bi2Se3 within the ab-initio framework of spin-
density functional theory. "The Vosko, Wilk, and Nusair parameterization for the ex-
change and correlation potential was used [178]. The electronic structure was calculated
in a fully relativistic mode by solving the corresponding Dirac equation using the rela-
tivistic multiple-scattering formalism in the TB-KKR mode [41, 42]." [24] This calcula-
tion was performed on a half-space of Bi2Se3, as the resulting electronic structure then
served as input for one-step photoemission calculations. To that end, the electronic
structure was "represented by single-site scattering matrices for the different layers and
the corresponding wave functions for initial and final-state energies".[24] To obtain the
correct description of the energetics and dispersion of all surface-related features, a
Rundgren-Malmström-type surface potential [110] was included into the formalism as
an additional layer and the relative intensities of surface states and resonances are quan-
titatively accounted for by calculating the corresponding matrix elements in the surface
region [129].
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In line with scattering theory, the initial state is then represented by an energy-dependent
retarded KKR Green function. A complex value for the energy is used, with a constant
imaginary part Vi(E) = 0.004 eV, to account for damping effects due to inelastic scat-
tering events and therefore the finite lifetime of the initial state.
The final states are represented by so called inverse LEED states, which are wave
functions that correspond to the crystal electronic states within that "Also in the final-
state calculation many-body effects have been included phenomenologically by use of a
parameterized, weakly energy-dependent and complex inner potential V0(Ef ) = V0r(Ef )+
iV0i(Ef ) [70, 136]." [24]
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Chapter 4
On the Origin of Helicity-Dependent
Photocurrents in Bi2Se3
Parts of this chapter have already been published in the author’s work "Origin of spin-
polarized photocurrents in the topological surface states of Bi2Se3" in Phys. Rev. B 98,
155406 (2018) [I].
Bi2Se3 is one of the most commonly studied topological insulators (TIs) [64]. It features
two topological surface states (TSSs) at the Γ-Point of its (0001)-surface Brillouin zone
(BZ) [125, 127]. As most TIs, Bi2Se3 is intrinsically doped by defects in its crystal
structure. As a consequence, one of its TSSs is occupied with the Dirac point (DP) at a
binding energy of a few dozen meV, the second TSS is unoccupied and lies approximately
1.7 eV above the occupied one [125, 126]. In Sec. 4.1, the band structure of Bi2Se3 is
presented in more detail.
Bi2Se3, along with related TIs, was a likely candidate for the generation of spin-polarized
currents. It has sparked even more interest, since McIver et. al. claimed they could
excite spin-polarized photocurrents by irradiating the material with circularly polarized
pulses of near-infrared light [112]. So far, the observation of photocurrents could be
reproduced several times with different detection methods and excitation energies [25,
83, 132]. However, the origin of these photocurrents could not be conclusively clarified
and their spin-polarized character remains disputed. Sec. 4.2 summarizes these previous
works on photocurrents in Bi2Se3.
I want to address the question of the origin of these photocurrents by directly observ-
ing the excited electrons in momentum space. The most common assumption is, that
the currents are excited with the participation of the TSSs of the material (cf. Sec.
4.2). Due to the spin-polarized character of these states, a current carried by the TSS
would also be spin polarized, which would be very convenient for spintronic applica-
tions. A current carried by the surface projected bulk bands, in contrast, is not a priori
spin polarized. A non-zero current manifests as an asymmetric distribution of excited
carriers, which should be observable in two-photon photoemission (2PPE). In line with
previous experiments on photocurrents, we excited the carriers with circularly polarized
near-infrared (nIR) light and then photoemitted the excited carriers from the unoccu-
pied TSS and the surrounding bulk bands (cf. Sec. 3.2.1 for the creation of the laser
pulses). Their momentum distribution was determined with an angle-resolved time-of-
flight (ToF) spectrometer, which allows access to all carriers emitted within a cone with
an opening angle of ±15◦ (cf. Sec. 3.2.2). Due to the strong spin-orbit interactions in
44 Chapter 4 On the Origin of Helicity-Dependent Photocurrents in Bi2Se3
Bi2Se3, the resulting transition probabilities are influenced by a multitude of factors.
Therefore, the spatial distribution of the photoelectron signals has to be interpreted
carefully and the right photon energies and polarizations have to be chosen for selecting
specific processes. Previous and own work on this issue is presented in Sec. 4.3.
I chose to compare data obtained from samples excited either resonantly between the
TSSs or off-resonantly with 1.7 eV and 1.9 eV photon energy respectively. For the second
pulse, near-ultraviolet s-polarized light of 4.7 eV photon energy was chosen in order to
reach final states with an s-like character. In addition, the measurements were compared
to one-step photoemission calculations. Hereby, the symmetry of the excitation process
can be determined and compared to the expectations. I present the results and their
discussion in Sec. 4.4.
Additional insight can be obtained by looking at the temporal evolution of the distri-
bution of excited carriers. The corresponding results are presented and discussed in
Sec. 4.5.
4.1 Bi2Se3 - Drosophila of TIs
As explained in Sec. 2.3, the term "topological insulator" refers to a class of materials
with a peculiar band structure that leads to metallic surface states on an insulating bulk,
the so-called topological surface state (TSS). On most 3D TI, these surface states take
the form of spin-polarized surface states with almost linear dispersion and a crossing
point within or close to a bulk band gap, and are therefore often referred to as Dirac
cone (DC). While this class of materials has been first theoretically predicted, Bi2Se3 is
one of the first 3D materials where these properties were actually observed, which led
to Bi2Se3 being one of the most studied TIs in general [64, 118]. Unsurprisingly, Bi2Se3
was also the first TI, on which helicity dependent photocurrents were reported (cf. Sec.
4.2).
As most 3D TIs, Bi2Se3 has a layered crystal structure. In this specific case, five
alternating layers of Bismuth and Selenium form a covalently bond so-called quintuple
layer (QL). These QLs then stack via Van-der-Waals forces to form the 3D crystal
structure of Bi2Se3 (cf. Fig. 4.1b). Cleaving Bi2Se3 along the Van-der-Waals planes is
very easy (cf. Sec. 3.2.3) and will always expose a Se-terminated surface. Each of the
monoatomic layers of Bi2Se3 shows six-fold rotational symmetry, while the entire crystal
structure is threefold symmetric due to the stacking within each QLs being hexagonally
close packed. The unit cell spans three QLs to account for the stacking symmetry of
the QLs.
Due to the heavy elements it constitutes of, Bi2Se3 features strong spin-orbit coupling,
which leads to an inverted primary band gap and therefore to a topologically non-trivial
band structure (cf. Sec. 2.3). DFT calculations of the band structure indicate that a
DC spans this band gap at the Γ-point, the DP being situated within the band gap
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Figure 4.1: a) Crystal structure of Bi2Se3, adapted from [31]. b) DFT calculations of the
surface projected band structure of Bi2Se3. Shaded areas correspond to bulk bands, dotted
lines to surface states. It becomes evident that the inclusion of SOC (purple areas, red lines)
significantly changes the appearance of the band gap (green areas indicate the bulk bands
calculated without SOC, in blue areas both calculations overlap) and leads to the emergence of
the DCs. Figure adapted from [187].
(cf. Fig. 4.1b). This stands in contrast to the closely related Bi2Te3, where the DP
lies below the valence band maximum (VBM), albeit at a different momentum [74].
Additionally, it was predicted that hexagonal warping is relatively weak in Bi2Se3 (for
an explanation of hexagonal warping, cf. Sec. 2.3.3).
Bi2Se3 is intrinsically n-doped to the point of being a degenerate semiconductor, i.e. the
Fermi level lies closely above the conduction band minimum (CBM) and the first TSS is
fully occupied. In consequence, the occupied TSS and the relatively large band gap of
ca. 0.3 eV made Bi2Se3 ideal for photoemission spectroscopy (PES) studies of the surface
electronic structure. A calculation of the spectral function, i.e. the band structure
as it should appear in PES, of Bi2Se3 is depicted in Fig. 4.2a). Photoelectron (PE)
measurements of the electronic structure of Bi2Se3 generally confirmed the theoretical
predictions [74, 75, 79, 159, 164, 187].
The intrinsic n-doping of the material is created by Se-vacancies generated in the bulk
crystal during growth. As the intrinsic doping is strong enough to make Bi2Se3 a de-
generated semi-conductor or half-metal, it leads to significant bulk conductivity, posing
a serious challenge to the measurement of surface currents with conventional transport
techniques [26]. To our knowledge, it is not possible to grow pristine Bi2Se3 with the
Fermi level situated within the band gap.
Niesner et al. have shown that Bi2Se3 exhibits a second unoccupied TSS between the
2nd and 3rd conduction band, 1.7 eV above the occupied TSS [125, 126]. This finding
has been confirmed by theoretical density functional theory (DFT) calculations and later
reproduced experimentally by Sobota et al. [167]. Hence, photoexciting carriers from
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Figure 4.2: a) Spectral function of Bi2Se3 calculated with DFT by J. Minar. The first and
second TSSs are separated by ∼ 1.7 eV. The red arrow indicates interband transitions for
resonant excitation. b) Experimental geometry: The laser beams are oriented so that the in-
plane component is parallel to the ΓM-direction at an angle of incidence of 45◦. Photoelectrons
are detected in a cone around the surface normal with 30◦ opening angle by an angle-resolving
ToF spectrometer.
the occupied to the unoccupied TSS (cf. Fig. 4.2a) constitutes a promising approach
to drive spin-polarized photocurrents relatively insensitive to details of the bulk doping
and concomitant Fermi-level position, as compared to, e.g., intraband excitation.
Fig. 4.3 shows the photoemission intensity obtained from the energetic region of the
second TSS after excitation with unpolarized pulses of 1.7 eV photon energy. The probe
pulses with a photon energy of 4.7 eV were obtained by third-harmonic generation
(THG) of the titanium sapphire (Ti:Sa) fundamental (cf. Sec 3.2.1). This photon
energy is not sufficient to overcome the Bi2Se3 work function of 5.6 eV, but enough to
fully access the unoccupied TSS. Both pulses were incident on the sample in the plane
spanned by the surface normal and the ΓM-direction of the surface BZ and have a cross
correlation of 80 fs.
Upon excitation with unpolarized pulses of 1.7 eV photon energy and probing with s-
polarized pulses of 4.7 eV photon energy, the 2PPE intensity maps show the signature
of a single DC, cf. Fig. 4.3a). Note that the signal from the lower DC is overlapped
with the intense signal from the valence band (VB) and/or second conduction band
(CB) while the upper DC is clearly resolved. This is in contrast to the calculations
of the spectral function presented in Fig. 4.1. This might be due to the signal being
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dominated by the initial state dispersion, where the DP lies much closer to the VB than
the CB. However, getting exact band structures from DFT, especially for unoccupied
states and around band gaps is very challenging [2, 3, 113], so that the calculated
spectral function might also slightly deviate from the actual band structure. In either
case the spectral bandwidth of the probe pulse, a direct consequence of the temporal
resolution, limits our energy resolution and therefore blurs the bands together, even if
they are well separated.
As only one DC is discernible in the spectra recorded with 1.7 eV exitation energy, while
off-resonant excitation with 1.9 eV reveals both TSSs (cf. Sec. 4.3 and Fig. 4.8a) we can
support the assumption that resonant excitation between the two topological surface
states is possible at 1.7 eV photon energy.
The cut through the upper branches of the TSS is fairly isotropic, but shows a small
threefold modulation of the 2PPE intensity, which is a signature of a weak warping,
which influences the matrix elements (cf. Sec. 2.3.3 and Fig. 4.3b). This warping is
also perceivable in the calculations for direct photoemission with 4.7 eV photon energy
from the second DC (Fig. 4.3c). The calculations assume an isotropic population of the
2nd TSS and thereby suggest that the s-polarized probe pulses accurately image the
population of the intermediate state and therefore do not influence the circular dirchoism
in the angular distribution (CDAD) patterns obtained with circularly polarized pump
pulses. This issue is further discussed in Sec. 4.3.
Additionally to the signature of the TSS, a strong 2PPE signal is obtained for transitions
from the VB to the 2nd CB, as already mentioned, and a much weaker signal at a kinetic
energy around 0.9 eV for excitations from the occupied part of the 1st CB into the 3rd
CB.
An additional feature of the spectrum presented in Fig. 4.3b) is a weak parabolic band
with the band bottom appearing at approximately 0.9 eV kinetic energy. This feature
corresponds to the image-potential state of Bi2Se3 [167]. Image-potential states are
surface states found on most surfaces, and correspond to an electron being bound in
front of the surface by its image charge (for more detail on image-potential states, cf. e.g.
[43]). Energetically, these states lie close below the vacuum level, i.e. in a very different
energy range as the states we are interested in. The image-potential state appears at
similar kinetic energies as the TSSs, as it is populated by the 4.7 eV pulse and then
photoemitted by the 1.7 eV pulse. It bears, however, no dichroic signal and cannot
influence the dynamics significantly due to the energetic separation, and therefore it
can be neglected in all the upcoming discussions.
4.2 Previous Experiments on Photocurrents in Bi2Se3
Photocurrents can in principle be created by illuminating a sample with light of ar-
bitrary wavelength and polarization. Due to symmetry arguments, an excitation of
photocurrents in the bulk of Bi2Se3 is forbidden and only allowed at the surface due









Figure 4.3: a) Excitation scheme for resonant excitation with 1.7 eV photon energy and probing
with s-polarized light with 4.7 eV photon energy in Bi2Se3. b) Photoelectron intensity along
ΓK for excitation by both rcp and lcp light and s-polarized probe pulses. c) The map of the full
angular distribution at 0.76 eV kinetic energy (energy indicated by the white bar in b) reveals
a nearly isotropic photoelectron intensity. d) The calculated PE spectrum with 4.7 eV photon
energy assumes an isotropic electron distribution at 190meV above the unoccupied Dirac point.
The s-polarized probe pulses lead to isotropic PE and therefore do not alter the CDAD maps
shown in Fig. 4.7 and following.
to the breaking of inversion symmetry. However, due to the possible involvement of
surface projected bulk bands, currents excited on the surface of the material are not a
priori spin polarized. There have been many studies in the recent years trying to create
photocurrents specifically in the TSS of Bi2Se3, as these would be spin-polarized due
to the spin-orbit coupling (cf. Sec. 2.3). In 2011, Hosur proposed to excite the samples
with circularly polarized light, because his calculations on a model system suggested
that the photon angular momentum couples to the parallel component of the electron
spin.
McIver and coworkers were the first to report helicity-dependent photocurrents on
Bi2Se3 [112] in line with Hosur’s predictions. In their experiments, they equipped
a flake of Bi2Se3 with strip contacts and illuminated the sample with near-infrared
laser pulses. Apart from significant helicity-independent photocurrents, they observed
a helicity-dependent component. This component, however was only excited under a
specific geometry, namely oblique incidence parallel to the strip contacts. For normal
incidence and oblique incidence perpendicular to the contacts, no helicity-dependence
was observed. In line with theoretical predictions [72], these currents were assigned to
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originate from the TSSs.
By theoretically studying a model system, Junck et al. tried to determine the origin of
the currents observed by McIver et al.. They found that the photogalvanic current is
strongly suppressed within the TSS of Bi2Se3, and concluded, that helicity dependent
currents can only be created if there is an interaction with bulk bands [80].
In 2014, Kastl et al. studied the temporal development of the photocurrents on Bi2Se3
flakes via an Auston-switch setup [83]. From their data, they concluded that the cur-
rents excited by circularly polarized light rise right after the excitation and prevail for
approximately 4 ps. In addition, the velocity of the carriers corresponds roughly to the
Fermi velocity of Bi2Se3. As the excitation mechanism, Kastl et al. also propose the
coupling of the light to the helical spin texture of the TSS.
Another study indicating that the currents stem from carriers at the Fermi level was
published in 2017 by Pan et al. [133]. They show that the helicity dependent currents are
sensitive to the position of the Fermi level in compounds of the family (Bi1−xSbx)2Te3.
(Bi1−xSbx)2Te3 exhibits a Fermi level within the bulk band gap, as intrinsic p- and
n-type doping compensate. Therefore it can be gated. When grown in bulk, however,
the stoichiometry will vary spatially, leading to inhomogeneous doping and local charge
puddles, which strongly influence the transport properties of the respective TIs [22,
154].
In order to look directly at currents stemming from the Fermi level, the group of S.
Ganichev used terahertz (THz) radiation for the excitation of photocurrents on differ-
ent TIs [132, 139–141]. This type of radiation has very low photon energies and therefore
only excites the carriers directly around the Fermi edge. They find that linear photo-
galvanic and photon drag effects strongly outweigh the circular effects. They attribute
the measured currents mainly to anisotropic scattering of the excited carriers from the
threefold symmetric surface potential.
Another way to probe currents with THz radiation, other than the transport measure-
ments introduced so far, is to look at the THz radiation emitted by the electrons in
motion. This method, combined with near-IR excitation was applied by L. Braun et
al., who also found mainly a linear photogalvanic effect. They attributed their signal
to charge shifts of the electrons along the Se-Bi bonds. [25]
The latter results and the theoretical study question the spin-polarized character of
the photocurrents, as the bulk states are not a priori spin-polarized and therefore the
involvement of the surface projected bulk states in the currents might strongly affect
the net spin-polarization. In addition to that possible involvement, Bi2Se3 is a known
thermoelectric material. Even though the experiments described above do their best to
minimize contributions to the currents that result from the heating of the material by
the exciting laser pulses, small experimental inaccuracies can never be fully excluded.
In the following sections, I will introduce CDAD as a method to look directly into the
TSS and CB of Bi2Se3 in order to determine their contribution to the photocurrents.
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However, there is one contribution that might be involved in the measurements pre-
sented above which I cannot directly study: As many of the transport measurements
have been performed under ambient conditions, not only the partially occupied bulk
bands might contribute to the observed currents. It has been observed that Bi2Se3 un-
dergoes strong surface band bending when exposed even to residual gases under UHV
conditions. Within the resulting potential well, Rashba states might appear that could
contibute to the observed photocurrents [8, 11, 86]. As the results presented in the
following were obtained on samples under UHV conditions that did not show a surface
band bending, this possible contribution cannot be observed.
4.3 Circular Dichroism on Topological Insulators
As the spin texture of the TSSs in TIs is one of their most characteristic properties,
a lot of work has been put into measuring it with spin-resolved PES [30, 170] and -
more indirectly - with circular dichroism [125, 180, 181]. The latter tries to exploit
the fact, that the probability of electrons coupling to a photon depends on the relative
orientation of the electron’s spin and the photon’s angular momentum. CDAD pat-
terns are obtained by subtracting individual maps excited with either right circularly
polarized light (rcp) or left circularly polarized light (lcp) normalized to the combined
photoelectron intensity. Typically, the contrast in these photoelectron maps is assumed
to directly map the spin structure of the initial state.
However, thorough investigation has shown that due to the strong spin-orbit coupling in
TIs, the photoelectron spin is not necessarily conserved during PE. And also the CDAD
from TIs stems from the complicated interplay between the spin and orbital symmetries
of the involved initial, intermediate, and final states [159], i.e. it depends strongly on,
e.g. the orbital symmetry properties of all electronic states involved in the transition
[77, 79, 134, 135, 156, 158, 159, 185, 188, 189], i.e. not only the spin initial state.
4.3.1 Influence of the Probing Step
As we want to observe the interaction of the incoming circularly polarized light with the
system, we have to exclude any influence of the probing step on the patterns. Previous
studies have shown that the final states for our excitation energy, which combines to
6.4 eV photon energy, have s-like character, so their influence on the circular dichroism
should be minimal [77, 135, 159, 189]. However, we found that the recorded CDAD
patterns depend strongly on the polarization of the probe pulses: The patterns above
the DP look anti-symmetric when recorded with p-polarized pulses (cf. Fig 4.4, upper
row), as assumed by McIver et al.[112], but rotated by about 45◦ from the expected
orientation. However, they look threefold symmetric when recorded with s-polarized
probe pulses. The patterns in the TSS below the DP look threefold symmetric for both
s- and p-polarized probe pulses (cf. Fig 4.4, lower row), possibly induced by the valence
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Figure 4.4: CDAD patterns above (top row) and below (bottom row) the DP. The first and
second column show data measured on the same Bi2Se3 sample upon circular excitation with
1.7 eV photon energy. The spectra in the first column were recorded with p-polarized probe
pulses and the spectra in the second column with s-polarized probe pulses (both cases: 4.7 eV
photon energy). The third column shows the calculated patterns for the case of direct PE from
the occupuied DC with circularly polarized light of the combined photon energy (6.4 eV).
band symmetry. While this pattern does not look perfectly symmetric in both cases, the
asymmetry between positive and negative kx values (the direction in which symmetry
is broken by the incoming light) seems to be more prominent in the images recorded
with p-polarized pulses.
To gauge the general influence of the probing step and identify the origin of the CDAD
patterns, we compare our results to one-step PE calculations provided by our collab-
oration partners J. Braun and J. Minár (cf. Sec. 3.3.2). These were done for direct
photoemission with circular polarized light with the photon energy of 6.4 eV. This cor-
responds to the sum of pump and probe pulse energies and therefore a direct transition
from initial to final states. The obtained theoretical predictions for CDAD patterns are
shown in the third column of Fig. 4.4. We find very good agreement for PE from the
lower and upper TSS when recorded with s-polarized probe pulses. This indicates, that
the out-of-plane component of the p-polarized probe pulses distorts the transition ma-
trix elements from the intermediate state to the final state. While the exact mechanism
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is not understood and cannot - so far - be reproduced by theory, it is reminiscent of the
linear dichroism that was observed when photoemitting electrons from both occupied
and unoccupied TSSs on various TIs [100, 107, 125, 151, 190]. It might result from the
interaction during the photoemission process of the electrons stemming from different
layers of the crystal, as described by Zhu et al. [190], but might alternatively be a
signature of an actual asymmetric excitation process [107]. In any case, it highlights
that photoemission from the TSSs is not as straightforward as one might first assume
and that other effects, besides the helical spin texture of the DC, can play a significant
role in the process.
In contrast to the involved spectra recorded with p-polarized light, comparison between
the spectra and the one-step calculation indicates that in the case of s-polarized probe
pulses, the symmetry of the intermediate state does not play a significant role. We
were able to further corroborate this finding by switching to circular polarized probe
pulses (see below) as well as through the investigation of off-resonant excitation and
time-dependence of the patterns (presented in sections 4.4 and 4.5, respectively). All in
all, this supports our hypothesis that the recorded CDAD patterns presented in those
sections reflect the coupling of the circularly polarized photons to the initial state, i.e.
the occupied TSS.
As already stated, a further test to investigate the coupling of the light to the involved
states is to switch to linearly polarized pump and circularly polarized probe pulses.
It has been shown that p-polarized light couples significantly better to the TSS of Bi-
and Sb-derived 3D TIs [100], so we chose p-polarized pump pulses to increase the signal
intensity. However, this might lead to the previously mentioned linear dichroism, excit-
ing predominantly one branch of the TSS.[100, 107, 125, 151] To disentangle signatures
from occupied and unoccupied TSS, we go for off-resonant excitation, i.e. 1.9 eV photon
energy.
As can be seen from Fig. 4.5, the dichroic signature mainly appears in the energy range
to which the electrons from the occupied states are excited to. In the upper branches
of the occupied TSS (Fig. 4.5b), a very peculiar pattern can be found: There is only
a dichroism at positive kx values, which is anti-symmetric in the ky direction. The
asymmetry in kx could possibly be described by the linear dichroism of the pump pulse,
while the anti-symmetric pattern in the ky direction is expected from the predictions of
Park et al. [135], if the excitation process preserves the spin polarization. However, the
latter is probably not the case, as shown by Sánches-Barriga et al. [159]. In addition,
one might expect an anti-symmetric dichroic signature from the unoccuied TSS, if the
model of Park et al. [135] holds up, which is clearly not the case here. On the contrary,
there seems to be no signature from the unoccupied TSS at all. The lower branch
of the occupied TSS (Fig. 4.5c, energetically also the region of the upper unoccupied
branch) shows no clear pattern. As only half of the signature is visible due to the linear
dichroism, the observed structures can alternatively be two- or threefold symmetric, or
distorted anti-symmetric patterns.
A complete understanding of the providence of the observed patterns would require




Figure 4.5: CDAD patterns measured with p-polarized pump pulses of 1.9 eV photon energy
(off-resonant excitation) and circularly polarized probe pulses on Bi2Se3. a) Cut along the ky
direction at kx = 0 Å−1. The lines indicate the positions of photoelectrons originating from
the occupied TSS (purple lines) excited into the third CB and from the VB excited into the
unoccupied TSS (black lines) respectively. b) Cut at 0.86 eV kinetic energy, corresponding to
the upper branch of the occupied TSS. c) Cut at 0.62 eV kinetic energy, corresponding to the
lower branch of the occupied TSS and the upper branch of the unoccupied TSS.
extended and systematic experimental studies as well as one-step 2PPE calculations
including both pump- and probe step. Unfortunately, such calculations are so far not
feasible, as they require the description of the intermediate state by a retarded lesser
Green’s function [51].
4.3.2 Influence of the Crystal Symmetry
We have seen, that the CDAD patterns we recorded on Bi2Se3 show mainly three-fold
rotational symmetry, reminiscent of the bulk crystal symmetry (cf. Fig 4.4), especially
considering the comparably weak warping of the TSS. We therefore investigated the
impact of the crystal orientation during excitation on the CDAD patterns.
Fig 4.6 shows the CDAD patterns recorded with circularly polarized pump pulses with
1.7 eV photon energy and s-polarized probe pulses with 4.7 eV photon energy, for two
different sample orientations. The crystal axes were rotated by approximately 90° with
respect to each other in the two measurements, as identified by low-energy electron
diffraction (LEED). The upper row shows spectra recorded with the ΓM-axis approx-
imately in the plane of incidence of the light. During the measurements presented in
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Figure 4.6: CDAD patterns recorded with the plane of incidence of the light (always the x-axis)
along the ΓM (top row) and ΓK (bottom row) crystal directions. We show the patterns below
the DP (first column), above the DP (second column) and at the CBM (third column). All
spectra were recorded upon circular excitation with 1.7 eV photon energy and with s-polarized
probe pulses (4.7 eV photon energy).
the lower row, the ΓK crystal axis was approximately aligned with the incidence of the
light.
The patterns stemming from the TSSs (first and second column) are six-fold symmetric
in both cases, both above and below the DP. Furthermore, they are rotated by approx-
imately 90° with respect to each other, confirming that they indeed reflect the crystal
symmetry. The pattern recorded along the ΓK direction seems to be a little more dis-
torted, possibly due to experimental inaccuracy.
The measurements presented in all other sections of this chapter were recorded with
the plane of incidence of the light along the ΓM direction.
The patterns stemming from the first/third CBM (third column) do not reflect the
crystal symmetry, but are rather asymmetric or anti-symmetric, cf. right column in
Fig 4.6. However, they strongly resemble color inversions of each other (the color repre-
senting the sign of the dichroism). This inversion of the dichroic contrast as well as the
deviation of the pattern in the CBM from the calculations is unexpected and cannot be
easily explained. Apparently the sign of the CDAD is determined by the intensity at
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kx ≈ 0 in the DC below. The possible origins of these asymmetric patterns, amongst
other things, are discussed in the following section.
4.4 Circular Dichroism as a Signature of Photocurrents in
Bi2Se3
As shown in Sec. 4.3, photon energies and polarizations have to be chosen carefully in
order to obtain reliable information from the photoemission spectra. In the following
section, I will present and discuss spectra obtained with circular polarized pump and
s-polarized probe pulses. In particular, I will discuss the implications of our results
with respect to the excitation of photocurrents on the surfaces of Bi2Se3 and, as a
consequence, on TIs in general.
CDAD maps obtained upon resonant excitation between the TSSs are depicted in
Figs. 4.7a)-d). Figure 4.7a) shows a cut perpendicular to the plane of incidence of
the light. At first sight, a strong dichroic contrast of up to 60% is visible in the energy
range of the TSSs. Even though it is slightly distorted, the red and blue areas arrange
in a way reminiscent of a cross with legs of opposite contrast. This signal stems from the
opposite branches of the TSS, which have opposite spin polarization. This observation
is similar to the results of Soifer et al. on the second TSS of Bi2Se3 [169] and of Kuroda
et al. on the first TSS on Sb2Te3 excited with mid-infrared radiation [101, 102] and
would support the thesis of the light coupling predominantly to electrons whose spin
corresponds to the photon angular momentum [112].
However, the full CDAD maps reveal clear threefold symmetric patterns, both at en-
ergies below and above the DP: Below the DP, a strong threefold pattern can be seen
that extends uniformly over the entire measured k-range (Fig. 4.7b). Above the DP, a
threefold pattern shows up at the constant energy surface of the TSS (Fig. 4.7c). Such
symmetric excitation patterns would not lead to a photocurrent. Instead, the threefold
patterns reflect the bulk symmetry, even though the initial state is of surface character.
Asymmetric patterns, the signature of photocurrents, can only be seen in energy ranges
in which the TSS hybridizes with the bulk bands (Fig. 4.7d). It should be emphasized
that the threefold symmetrical excitation patterns in the energy range of the TSS can
only be observed by recording the full k||-range, while cuts along a single k|| direction,
as they are recorded with hemispherical analyzers, can be misleading (cf. Fig. 4.7).
The comparison between our results and one-step photoemission calculations in Fig. 4.7
c) vs. f) and d) vs. g) suggests little to no influence of the intermediate states (cf. also
Sec. 4.3 and Fig. 4.7). As the only exception, the calculations were not able to reproduce
the asymmetric patterns we observed close to the Fermi level, cf. Fig. 4.7 b) vs. e).
This indicates a more complex process here, involving the pump and probe step, the
intermediate state or possibly other mechanisms not captured by theory.
To further test the influence of the intermediate state on the spectra, we performed


















































Figure 4.7: CDAD maps of the TSSs of Bi2Se3 recorded with circularly polarized pump pulses
of 1.7 eV photon energy (resonant excitation) and s-polarized probe pulses with 4.7 eV photon
energy. a) The 2D-pattern along ky (at kx = 0 Å−1) shows the expected reversed dichroism
at the DP. b-d) The complete CDAD maps extracted at the kinetic energies indicated by
vertical lines in Fig. 4.7a. The narrow energy range where the TSS hybridizes with the bulk
CB exhibits an anti-symmetric pattern (b), while the spectra reveal threefold patterns for the
upper (c) and lower (d) TSS inside the bulk band gap. e-f) Calculated CDAD patterns for
direct photoemission with circularly polarized light of 6.4 eV photon energy from the occupied
TSS agree well with the measurements, indicating little influence of the intermediate states
(unoccupied TSS).
























































Figure 4.8: a) 2PPE intensity map along ky for off-resonant excitation. Occupied (1st) and
unoccupied (2nd) TSSs are both discernible (orange lines serve as guide to the eye). b) Pump-
probe scheme for off-resonant excitation. d-f) The CDAD maps extracted at kinetic energies
indicated by the horizontal lines in Fig. 4.8c show patterns very similar to the resonant case
(cf. Figs. 4.7b-d).
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2PPE measurements with the excitation detuned from resonance. At a pump pulse
photon energy of 1.9 eV the photoelectron intensity map in Fig. 4.8a shows signatures
from both Dirac cones, separated by 0.2 eV. Fig. 4.8b) illustrates the off-resonant pump
and probe scheme. The corresponding CDAD patterns reveal no distinct features in
the energy range that corresponds to photoelectrons from the 2nd, unoccupied TSS
(Fig. 4.8c). In contrast, the CDAD signal from the 1st, occupied TSS manifests very
strong similarities to the case of resonant excitation: The cut perpendicular to the
plane of incidence of the light shows an anti-symmetric pattern as assumed by McIver
et al. [112] (Fig. 4.8c). However, the CDAD above and below the DP shows distinct
threefold patterns (Figs. 4.8d and e), while anti-symmetric patterns can only be found
at an energy range that corresponds to initial states close to the Fermi level (Fig. 4.8f),
i.e. where the TSS hybridizes with bulk bands. These results match those for resonant
excitation and therefore indicate that the intermediate state does not influence the
observed CDAD patterns.
In conclusion, the circular dichroism we observe in Bi2Se3 stems from the coupling of the
circularly polarized light of 1.7 eV and 1.9 eV photon energy to the initial state. Neither
the intermediate nor the final states or the probe photons influence these patterns.
The CDAD patterns therefore reflect the excitation patterns of Bi2Se3 with circularly
polarized light.
Perfectly threefold excitation patterns of the carriers do not support photocurrents, as
any contribution is canceled by the two symmetrically equivalent features rotated by
±120°. However, it is evident from the spectra in Fig. 4.7 and 4.8, there are residual
asymmetries present in the experimental data. In order to compare our results more
qualitatively to the reported photocurrents, we want to extract this asymmetry and
estimate the strength of the current resulting from the asymmetry.
We obtain the overall asymmetry with respect to the kardinal directions kx, ky by inte-
grating the measured asymmetry over the spectra and weighting with a cosine function









, φi = ∠ki, k|| . (4.1)
The projection by the cosφi onto one of the directions serves to directly estimate the
current in this direction: Within the TSS, the linear dispersion leads to uniform group
velocity, pointing radially out from the Γ point. The weighted integration therefore
gives us the percentage of carriers in the excited population contributing to a current
in this direction, weighted with the projected velocity in that direction.
From the two CDAD patterns of the Dirac cone presented in Fig. 4.7b and c, we derive
the asymmetries presented in Tab. 4.1. ky marks the direction perpendicular to the
plane of incidence of the light, while kx is the k-space direction parallel to the incidence
of light. From the commonly assumed excitation mechanism, one would expect large
differences between these two directions, namely large asymmetries in ky and small
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to no asymmetry in kx. However, we find asymmetries that are in the same order of
magnitude within the TSS, but slightly more pronounced asymmetries in the CBM.
The difference is less pronounced than might be intuitively expected due to the smaller
maximal asymmetry in the region of the CBM.
For comparison, we also present the asymmetry
Astripy
integrated along a narrow strip (∆ky ≈ ±0.01Å) around Γ as opposed to the entire
accessible k-range. These values corroborate that the spectra along a single k-direction
can be very misleading with regard to the total asymmetry of an excitation and therefore
the presence of photocurrents. The presented asymmetries are representative for the
respective energy ranges, i.e. integration over the full energy region with the respective
pattern yields very similar numbers (cf. Tab. 4.2).
Energy range Astripy Atoty Atotx
CBM -8.2% -5.6% 0.6%
Above DP -14.8% -2.5% 1.5%
Below DP 11.0% 3.2% 2.0%
Table 4.1: Integrated asymmetries (cf. Eq. 4.1) of the CDAD spectra shown in Fig.4.7.
Energy range Astripy Atoty Atotx
CBM -8.6% -5.0% 0.6%
Above DP -13.8% -3.5% 1.2%
Below DP 9.5% 2.9% 1.8%
Table 4.2: Integrated asymmetries (cf. Eq. 4.1) over the energy ranges corresponding to the
CBM, the TSS above the DP and the TSS below the DP for one exemplary sample.
From these asymmetries, we can try to estimate the transient currents present in the
excited states in order to compare our measurements to previously reported transport
measurements [83, 112, 133].
With the definition of the asymmetry Atoti in Eq. 4.1, the photocurrent density is given
by
j(ky) = nex e ve A
tot
y , (4.2)
where nex is the number of excited carriers, e is the electron charge and ve is the
quasi-particle velocity. v is easily determined from the DC’s slope ~v ≈ 3.2 eVÅ(cf.
Fig. 4.2). From this, we can also determine the density of states in the DC to be nDC ≈
2 × 1013 cm−2. We assume that 1% of the electrons in the DC are excited, i.e. nex =
0.01nDC . This yields current densities in the order of j(ky) ≈ 2− 3× 102 ecm−1fs−1.
Niesner et al. have reported, that the lifetimes of carriers in the unoccupied TSS are
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70 fs (cf. also the following section) [126]. However, the corresponding photoholes are
assumed to have a much longer lifetime in the picosecond range [127, 151], which is
compatible with the duration of the observed photocurrents [83]. We therefore assume
the photocurrents are mainly carried by the photoholes. With the respective lifetimes
and a repetition rate of ≈ 300 kHz and a spot size of ≈ 300µm, we end up at 108 e/s,
which corresponds to 10 pA.
Alternatively, we can estimate the number of carriers contributing to the current from
the photoelectron intensity: The overall countrates in the presented spectra is in the
order of 105 e/s. In general, the probability of 2PPE is about five orders of magnitude
smaller than direct photoemission, which would mean ≈ 1010 excited carriers per sec-
ond. With asymmetries in the order of a few percent in the energy ranges that show
any dichroic singnal at all (and therefore about 1% overall asymmetry), we again obtain
108 e/s, which corresponds to 10 pA.
The estimated currents correspond remarkably well to all of the reported helicity de-
pendent photocurrents [83, 112, 133], while the applied fluences are equally comparable.
Therefore, the residual asymmetry in our spectra might well be a sufficient explanation
of the observed photocurrents. However, these asymmetries are mainly residual asym-
metries, possibly provenient from small experimental inaccuracies, the only exception
being the energy range of the CBM. We therefore conclude, that the observed photocur-
rents in these materials are no intrinsic property of the TSS and therefore can’t a priori
be assumed to be spin-polarized.
4.5 Temporal Evolution of the CDAD Patterns
In the previous sections, we have exclusively discussed CDAD spectra obtained in the
temporal overlap of pump and probe pulses, i.e. when pump and probe impinge on the
sample at the same time. To obtain further insight into the occuring processes during
and after photoexcitation of the sample, we can introduce an additional delay between
the pulses. In this section, I accordingly show the recorded CDAD of the photoelectrons
for several time delays between pump and probe pulses and compare them to the overall
intensity in the corresponding energy ranges. In the following, negative delays will refer
to the probe arriving before the pump pulse and vice versa at positive delays. A delay
of 0 fs corresponds to time zero, i.e. the maximal overlap of the pulses.
We performed time-resolved measurements for all polarization and wavelength combi-
nations, however, I will limit this chapter to the data obtained for resonant excitation
and s-polarized probe, as it lends itself best to the discussion of photocurrents. In prin-
ciple, all the findings were reproduced in the other measurements. As the recording of
the CDAD patterns requires fairly long exposure times (5-15min per polarization and
delay), it was not possible to record full dichroic delayscans. Instead, CDAD patterns
were recorded at selected delays and are compared to delayscans recorded separately on
the same sample with both linear pump and probe pulses and a stepwidth of 15 fs.




















Figure 4.9: Photoelectron intensity as a function of pump-probe delay for three different
energies, corresponding to the CDAD patterns in Figs. 4.7, 4.8, 4.10, 4.11. The delay spectra
were obtained with p-polarized pump pulses of 1.7 eV photon energy and s-polarized probe
pulses with 4.7 eV photon energy. The intensity was integrated over the entire accessible k-
space and slices of 30meV width.
Fig. 4.9 shows the photoelectron intensity at different kinetic energies over the pump-
probe delay, integrated over the entire accessible k-space. The selected energies corre-
spond to the CDAD patterns shown in Figs. 4.10, 4.11 and in the previous sections, i.e.
the TSS below the DP, the TSS above the DP and the bottom of the CB. For all three
energies, the intensity peaks at the so called time zero. These spectra are a convolution
of the cross correlation of the two pulses, i.e. the time resolution of 80 fs, with an expo-
nential decay representing the lifetimes of the electrons in the unoccupied TSS. Fitting
yields lifetimes between 40 and 90 fs, in line with previously reported values [126]. Note
that these short lifetimes are not compatible with the reported photocurrents, which
were present for times in the order of picoseconds after photoexcitation [83]. This in-
dicates, that the photocurrents are carried by the photoholes rather than the excited
electrons, as already established in the previous section. We come to this conclusion,
because the former are suspected to have much longer lifetimes in the picosecond range
but possibly the same asymmetry.
Figs. 4.10, 4.11 shows the CDAD patterns at the delays indicated by the black lines
in Fig. 4.9. Especially at negative delay, the previously reported patterns are clearly
discernible. Even with minimal overlap between pump and probe pulse (-80 fs delay),
the threefold patterns in the upper and lower DC as well as the anti-symmetric pattern
in the CBM start emerging. The most intense dichroic signal is found at delays from
approximately -40 fs to 0 fs, so slightly before time zero. Notably, the contrast in these
patterns decays much faster than the population (cf. the spectra recorded at positive
delays), most evident in the comparison of the spectra 80 fs before and after time zero.
In other words, the contrast of the CDAD patterns follows the cross correlation rather
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Figure 4.10: CDAD patterns recorded at different delays and kinetic energies for resonant
excitation with circularly polarized pump pulses. Spectra in the first column stem from the
TSS below the DP, the second column from the TSS above the DP and the third column within
the CBM (cf. Figs. 4.7 and 4.8 of the previous section). The rows correspond to different delays
between the pump and probe pulse, from top to bottom 80 fs before time zero, 40 fs before
time zero and at time zero, as indicated by the first three black lines in Fig. 4.9. The patterns
recorded after time zero can be found in Fig. 4.11.
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Figure 4.11: Continuation of Fig. 4.10, showing the CDAD patterns at delays of 40, 80 and
120 fs, as indicated by the last three black lines in Fig. 4.9.
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than the population in the intermediate state or actually decays possibly even faster
than that. This is further proof that the observed patterns stem from the initial states
and then quickly dephase, even within the duration of the pump pulse. We observe this
trend both for s- and p-polarized probe pulses.
4.6 Conclusion
In this chapter, the excitation of the electrons in the TSS of Bi2Se3 by circularly po-
larized light was studied by means of 2PPE. The aim was to clarify the origins of
helicity-dependent photocurrents observed in previous transport measurements [112].
We showed that the CDAD patterns observed in the PE spectra depend heavily on
the choice of probe pulse polarization. When s-polarized probe pulses are used, the
CDAD patterns agree well with direct photoemission calculations, indicating little to
no influence of the intermediate state and the probing step. The CDAD patterns follow
the orientation of the crystal, with minor deviations.
Variation of the pump pulse energy from 1.7 to 1.9 eV, which corresponds to resonant
and off-resonant excitation between the TSSs respectively, corroborates, that the inter-
mediate state has little to no influence on the CDAD patterns. Furthermore, the final
state should not influence the patterns due to its s-like character [158]. We therefore
conclude, that the patterns stem from the coupling of the photons to the initial state.
The observed CDAD patterns do not conform with the generally assumed coupling of the
photon angular momentum to the electron spin. This coupling mechanism would lead to
anti-symmetric patterns with respect to the plane of incidence of the light. Instead, we
observe three-fold rotational symmetric patterns reflecting the bulk crystal symmetry.
Symmetric patterns like these cannot carry a photocurrent. However, there is residual
asymmetry present in the patterns, especially at the CBM, potentially stemming from
experimental inaccuracies and/or physical processes involving the intermediate state, as
they are not reproduced in the theoretical calculations. An estimation of the currents
corresponding to these residual asymmetries yields the same order of magnitude as
observed in transport experiments.
Time-resolved measurements show extremely short lifetimes of the intermediate state
and an even faster decay of the CDAD patterns. This faster decay of the excitation
patterns indicates a redistribution though elastic scattering or symmetric filling from
the higher lying states. This decay is much faster than the persistence of photocurrents
[83], which corresponds more to the expected lifetime of the holes left behind by the
excited electrons.
We therefore conclude, that the helicity-dependent photocurrents observed in various
transport measurements do not stem from the anti-symmetric excitation of the occupied
TSS. While it is true that the coupling of the photon to the initial state dominates
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the distribution of electrons in momentum state, this coupling leads to a symmetric
distribution that cannot carry photocurrents. Residual asymmetries, especially in the
region of the CBM, are probably the source of the photocurrents. The exact origins
of these asymmetries remain unclear, but we propose experimental inaccuracies like
residual linear dichroism and possibly scattering mechanisms or similar effects in the
CBM. Due to their duration in the order of a few picoseconds, it is likely that the
photocurrents are carried by the photoholes, not the excited electrons.
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Chapter 5
Electron and Hole Dynamics in BiTeI
Parts of this chapter have already been discussed in the Master thesis by M. Polverigiani
[142], that was supervised by the author.
In the previous chapters, we have already seen that materials with spin-split surface
states, induced by spin-orbit interaction (SOI), feature both intriguing fundamental
physics as well as a host of possible applications [36, 64, 173]. While the discussion in
the last chapter focused on a so-called topological insulator (TI), in this chapter I want
to approach a different, but related class of materials, so-called Rashba materials, by
looking at the representative BiTeI. While there has been much less focus on Rashba
materials in the scientific community, as compared to TIs, there have still been numerous
studies towards their properties and possible applications that show a lot of similarities,
ranging from thermoelectric properties [98] to possibly spin-polarized photocurrents
[111, 130, 131].
While the topological phase is predominantly found in materials with inversion symme-
try, the Rashba effect requires the absence of it (cf. Sec. 2.2). Therefore, the first time
Rashba-type spin splitting could be observed by angle-resolved photoemission spec-
troscopy (ARPES) was at surfaces of noble metals, where a Rashba-splitting of a few
meV is visible in the Shockley surface state [7, 97, 105, 138, 152]. BiTeI, in contrast to
those materials, lacks inversion symmetry in its crystal structure and therefore exhibits
both spin-split bulk and surface states, as discussed in more detail in Sec. 5.1. As we
will see, the lack of inversion symmetry additionally leads to a polar surface with two
possible terminations: a layer of Tellurium or Iodine atoms, respectively. In particular,
the polar surface of BiTeI leads to an unsual aging process of the material, which can
be taken advantage of in order to separate signals from either surface. This is discussed
in Sec. 5.1.1. We then focus on the Te-terminated surface and discuss the corresponding
electronic structure in more detail in Sec. 5.1.2.
Additionally, the polar surface leads to peculiar electron and hole dynamics. This work
focuses on the dynamics in the Rashba states on the Te-terminated surface, which
exhibits a significant asymmetry between electrons and holes (cf. Secs. 5.2.1, 5.2.2
respectively).
Finally, it has been reported that addition of Mn improves the crystal growth of BiTeI,
but does not influence the electronic structure [78]. We investigate the influence on the
electronic structure and in more depths on the electron and hole dynamics and compare
to a different dopant, namely V. The corresponding findings are presented in Sec. 5.3.
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5.1 BiTeI - a System with Giant Rashba Splitting
Arguably the most direct influence of SOI on the surface electronic structure of a ma-
terial is the so called Rashba effect [28, 29, 150] (for an introduction to the topic cf.
Sec. 2.2). While the first Rashba-split surface states (RSSs) resolvable by ARPES were
found on the surface of Au(111) [105], recently the interest has shifted from noble metals
with RSS to systems with so called giant Rashba splitting of several dozen meV [47–
49]. One of these materials is the layered crystal BiTeI. Due to its stacking sequence,
BiTeI crystals lack inversion symmetry and therefore BiTeI does not only exhibit a gi-
ant Rashba splitting of its surface states, but also Rashba split bulk bands [47, 78, 104,
108, 157]. Additionally, it features polar surfaces with large surface band bending, an
electron-like RSS on the Te-terminated surface, and a hole-like RSS on the I-terminated
surface [34]. Stacking faults within the crystal lead to a coexistence of both terminations
on the same surface [27].
5.1.1 Crystal Structure, Electronic Structure, and Aging of BiTeI
BiTeI, similar to the TI Bi2Se3 discussed in the previous chapter, grows as a layered
crystal composed of covalently bound multilayers, stacked by Van-der-Waals forces.
In its case, Te-Bi-I trilayers (TLs) form, which exhibit a covalent bond between Te
and Bi, which in turn are almost ionically bound to the strongly electronegative I. As
a consequence, the TL lacks inversion symmetry and features partial charges on its
two surfaces, namely a positive partial charge δ+ on the Te-terminated surface and a
negative partial charge δ− on the I-terminated surface. The stacking ...-I)–(Te-Bi-I)–
(Te-Bi-I)–(Te-... is energetically favourable, leading to an overall crystal structure that
lacks inversion symmetry (cf. Fig 5.1a).
The peculiar stacking sequence of BiTeI leads to polar surfaces of the crystal, and there-
fore to band bending at both surfaces in order to compensate the surface charges. The
combined band bending of both surface terminations, measured by X-Ray Photoelec-
tron Spectroscopy, has been reported to be as large as 0.8 − 0.9 eV on freshly cleaved
samples [27, 34], in line with calculations of the surface potential [47] (cf. Fig 5.1b).
These predict a change in surface potential within the top TLs of almost 0.3 eV.
BiTeI crystals are semiconductors, i.e. they possess a bulk band gap. However, they
are intrinsically n-doped, shifting the Fermi level into the conduction band minimum
(CBM), making them degenerated semiconductors [37]. Reported carrier densities are
typically in the order of 1019 cm−3 [71, 78, 98]. The intrinsic doping stems from over-
stochiometric iodine, which is built into the lattice on tellurium sites during the growth
of the crystals, typically in the range of 2% (by number). These defects are partially
ionized, acting as donors [71].
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Figure 5.1: a) Schematic of the trilayer crystal structure of BiTeI. b) Calculations of the
change in potential in the near-surface layers of a Te-terminated crystal indicate the band
bending. c) Schematic of the hcp bulk BZ d) DFT calculation of the bulk BS of BiTeI between
the high symmetry points of the BZ e) DFT calculation of the surface electronic structure of
Te-terminated BiTeI. Calculations b) and e) were performed with a 8 TL slab with hydrogen
on the I-terminated side. Figure adapted from [47].
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The TL of BiTeI are ordered in a hexagonally close packed (hcp) lattice, similar to
Bi2Se3. This leads to a hexagonal Brillouin zone (BZ), as depicted in Fig 5.1c). Den-
sity functional theory (DFT) calculations, supported by ARPES measurements have
revealed that the band gap of BiTeI has direct character and is situated at the A point
of the BZ [47, 78]. As BiTeI crystals lack inversion symmetry (cf. Fig 5.1a), not only
the surface states of BiTeI are Rashba split, but also the bulk states (cf. Fig 5.1d),
particularly those forming the valence band maximum (VBM) and CBM. The differ-
ence in binding energy of the VBM and CBM, i.e. the size of the band gap, has been
repoted to be just short of 0.4 eV [34]. The RSSs of BiTeI form around the VBM and
CBM respectively, i.e. at the surface projection of the A point, which is the Γ point.
This in combination with the intrinsic n-doping of the crystal makes these states easily
accessible for ARPES, even when performed with low photon energies (for limitations
of low-energy ARPES, cf. 3.1).
The charge of the polar surface of BiTeI highly influences the formation of the afore-
mentioned RSSs, leading to hole-like RSSs with downwards band bending on the I-
terminated surface and electron-like RSSs with upward band bending on the Te-terminated
surface. A DFT calculation of the surface projected band stucture of Te-terminated
BiTeI, which will be the focus of this chapter, can be found in Fig 5.1e).
Bulk stacking faults lead to a coexistence of both types of surface terminations on
the same crystal surface, with domain sizes in the order of 100 nm [27, 49, 50] (cf.
Fig 5.2a) or on the order of 150 µm [34]. This makes it nearly to fully impossible to
focus our laser beams (beam diameter in focus ≈ 150 − 200 µm, cf. Sec. 3.2.1) onto a
single domain of our crystals. Due to the opposite band bending on the two surface
terminations, features from both terminations would overlap in the ARPES spectra and
become indistinguishable with our spectral resolution (cf. Fig 5.2b-d).
In order to obtain better signals, we were able to exploit the higher reactivity of the
I-terminated surface as compared to the Te-terminated surface [34, 50]: Samples were
cleaved in-situ at room temperature (RT) and a pressure of 2 × 10−9 mbar and left at
these conditions for at least 12 h in order to achieve an aging of the surface. During that
time, the I-terminated surface domains saturated with residual gases, which suppresses
the photoemission signal from these domains. More accurately, it flattens the band
bending, removing the states of the I-terminated surface from the probed energy region
[34, 50]. Furthermore, the electron-like RSS of the Te-terminated surface, due to their
steeper dispersion and the band bending of that surface, are much better accessible with
our available photon energies than the hole-like RSS of the I-terminated surface would
be. Therefore, the following analysis will purely focus on the Te-terminated surface. We
observed no further change of the surface throughout the ARPES and time- and angle-
resolved photoemission spectroscopy (tr-ARPES) measurements, which were performed
at pressures of ≤ 7 × 10−11 mbar. During these measurements, the samples were kept
either at RT or at 60K.
5.1 BiTeI - a System with Giant Rashba Splitting 71
Figure 5.2: a) STM image of a BiTeI surface. The different domains are clearly distinguishable.
The white arrow indicates a domain wall that spans over two different trilayers, indicating that
the domains continue into the bulk. Taken from [50] b-d) Photoemission spectra from areas
with different terminations on the same BiTeI crystal. Figure adapted from [34].
5.1.2 Static Measurements on BiTeI
In this section, I will present static measurements obtained on three different samples of
BiTeI: pristine BiTeI, BiTeI with 2.5% vanadium doping and BiTeI with 3% manganese
doping. All samples were cleaved and aged at 2×10−9 mbar as described above in order
to suppress the photoelectron (PE) signal from the I-terminated surfaces. However,
the signal from the samples was spatially less than homogeneous, showing regions with
clearly recognizable dispersions as well as regions with much more blurred signal. The
best signal was typically obtained on regions with smeared out left edges in the photoe-
mission signal, indicating surface contamination and therefore a range of work functions
within the laser spot. On samples transferred into the better vacuum of the analysis
chamber (8 · 10−11 mbar) right after cleaving, typically a sharp left edge at a work
function of 5.3 eV was observed, but the angle-resolved images revealed no discernible
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Figure 5.3: PE spectra recorded on three different aged BiTeI-samples: pristine BiTeI (a),
BiTeI with 3% manganese doping (b) and BiTeI with 2.5% vanadium doping (c). All presented
spectra were recorded at 60K and 8 · 10−11mbar with 6.2 eV photon energy and an integration
time of five minutes.
dispersions whatsoever. This is very much in line with the observations of Crepaldi et
al. and Fiedler et al.: Residual gases will predominantly react with the I-terminated
surface, flattening the band bending and thereby removing the according signal from
the probed region [34, 50].
We carefully selected spots with the best discernible dispersions on each sample for
our measurements. Resulting exemplary spectra can be found in Fig 5.3. Due to the
orientation of the crystallites, the spectra sometimes are slightly offset from normal
emission. As the sensitivity of our detector had deteriorated in the center, we did not
correct for this offset but rather increased it in the kx-direction, to image the crossing
point of the RSS parabolas, often referred to as Dirac point (DP) in the literature, at
a more sensitive detector region.
On first sight, the signal is comparable in energy and dispersion on all three samples,
indicating the same level of carrier doping. Furthermore, all three samples show the
expected spectra: The large blurred intensity at low binding energies, i.e. from right
below the Fermi level to binding energies of EB = EF − E ≈ 0.1 eV, stems from the
Rashba-split bulk conduction band (CB). In constrast to direct photoemission measure-
ments [34, 78, 108], we cannot resolve these bands in detail, probably due to the larger
spectral widths of our probe pulses and to the larger escape depth that, combined with
the surface bend bending, leads to a blurring of the bulk bands. The signal from the
CBM overlays the inner branches of the Rashba-split Te-surface states, which lie at
roughly the same energies and momenta. The signal below the CBM stems from the
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RSS and accounts for the intensity up to EB = EF − E ≈ 0.3 eV on all samples. The
signal below the bottom of the RSS stems from within the band gap and is therefore
probably composed of electrons from defect states within the band gap as well as in-
elastically scattered photoelectrons from the main features.
It is evident from Fig. 5.3, that the RSS parabolas are much better resolved on the
doped samples compared to the spectrum of the pristine sample. This is surprising,
as the freshly cleaved samples of both doped BiTeI specimen macroscopically looked
significantly more flaky than the mirror-like pristine sample.
This apparent difference in quality of the spectra can have three different explanations:
First, the dopants might improve the growth - i.e. the bulk crystal structure - of the
samples on a microscopic level, as proposed by Ishizaka et al. [78]. Second, they might
improve purely the surface quality, either by reducing the reactivity of the Te-terminated
surface or by favoring the formation of evener surfaces during the cleaving process. As
a third possibility, the reverse might be the case and the pristine sample possesses the
better (surface) crystal quality. Our observations indicate that in this case the photoe-
mission from the bulk material is more effective, e.g. by a larger electron mean free
path during the photoemission process, leading to an increased signal from the bulk
carriers overshadowing the signal from the surface. Unfortunately, low-energy electron
diffraction (LEED) measurements on all samples were difficult due to the small sam-
ple sizes and could not reveal significant differences in the crystal structure. However,
comparison of the dynamics (cf. Sec. 5.3) indicates that indeed the Mn-doped sample
features less defect scattering of the excited carriers, which would in turn indicate a
better crystal structure.
As the dispersions seem very similar on all samples, I will exemplarily focus on the
Mn-doped sample for the quantitative discussion of the features, as its spectra show
the best quality both in average and absolute. Fig. 5.4 shows cuts through a static
ARPES spectrum recorded on a different spot on the same Mn-doped sample presented
in Fig. 5.3 at 60K. The cut along the kx direction (Fig. 5.4a) through the DP of the
RSS was fitted with two parabolas in order to obtain the Rashba parameters of the
sample. The fit yields a Rashba splitting, i.e. a k|| displacement, of ∆kR = 0.11Å−1
and a Rashba energy, i.e. a downshift in energy due to the SOI, of ER = 97meV. Both
of these values are in excellent agreement with previously reported values [34, 78].
The spectra presented in Fig. 5.4 b-e) are obtained by cutting at certain energies (∆E =
12meV) through the obtained three dimensional data. They reveal the constant energy
contours of the RSS and the CBM. The black lines superimposed in the spectra serve as
guide to the eye. As mentioned before, the sample was slightly tilted in the kx and ky
direction in order to access at least half of the Fermi contour of the outer branch of the
RSS and to remove the DP from the less sensitive spot at the center of the detector. The
outer Fermi contour of the RSS (Fig. 5.4b) shows weak hexagonal warping (cf. Sec. 2.3),
which might also explain the slight deviation of the RSS parabolas from the fit close the
the Fermi edge in Fig. 5.4a). Meanwhile, the inner Fermi contour, overlapped with the
signal from the CBM, shows no evident warping, as predicted by Eremeev et al. [47].






Figure 5.4: PE spectra recorded on an aged Mn-doped BiTeI-sample at 60K sample tem-
perature. a) Dispersion along the kx direction. The superimposed parabolas were fitted to
the dispersion of the RSS and yield a Rashba splitting ∆kR = 0.11Å−1 and Rashba energy
ER = 97meV according to literature. b-e) Full k||-maps at different energies show a small
hexagonal warping (cf. Sec. 2.3.3) of the RSS at the Fermi energy (b), the band bottom of the
conduction band at 0.1 eV binding energy, overlapping with the inner contour of the RSS (c)
the DP of the RSS at a binding energy of 0.21 eV (d) and the band bottom of the RSS at a
binding energy of 0.31 eV (e)
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The latter result has, however, to be taken with a grain of salt, as a warping would be
hard to determine due to the limited resolution and the distortion of the spectrum due
to the inhomogeneous detector sensitivity.
Fig. 5.4c) shows the constant energy contours at a binding energy of EB = E − EF =
−0.1 eV, which corresponds to the bottom of the CB. At this energy, the warping of the
outer branch of the RSS is less pronounced.
At an increased binding energy of -0.21 eV (Fig. 5.4d), which corresponds to the DP of
the RSS, there is no more warping discernible in the outer branch.
The band bottom of the RSS is shown in Fig. 5.4e). It is situated at a binding energy
of -0.31 eV and has the expected ring-like structure.
For a more quantitative comparison between the band structures, more precisely the
band positions, of the three different samples, we integrated the spectra over the entire
recorded k||-space and fitted them with a function representing the to-be-expected den-
sity of states (DOS): Three terms to account for the different features, cut off with a
Fermi function and convoluted with a Gaussian to account for the limited spectral res-
olution of the probe pulse (cf. Fig 5.5). The bulk bands are modelled with a sqareroot
function, as to be expected for a parabolic three-dimensional dispersion. The RSS is a
parabolic two-dimensional state and should thus possess a constant DOS. However, we
found that the low-energy edge is significantly broadened due to the single-particle life-
time at the bottom of the band. We therefore modelled it with an arcus tangens. The
third component of the fitting function is a background that accounts for the underlying
signal, most probably derived from defects and inelastically scattered electrons.
We can see in Fig 5.5, that this model yields very good fits for all three spectra, corrob-
orating our interpretation of the respective spectral features. In addition, one can see
that the relative intensities of RSS and CBM vary in dependence of the doping. This
is in line with the observations in the k-resolved spectra, see the discussion above.
The positions of the respective band bottoms, as obtained from the according fits, can
be found in Tab. 5.1. On first sight, it is apparent that the binding energies of the
RSS and the CBM are very similar for all three samples. However, the binding energy
of the RSS is slightly larger (around 50meV) for the doped samples, as compared to
the pristine sample, while the CBM also shows a slightly increased binding energy on
the V-doped sample, indicating that Vanadium might contribute to the doping of the
sample.
Sample ESSB-EF [eV] ECBM-EF [eV]
pristine 0.29 0.15
3% Mn 0.34 0.15
2.5% V 0.33 0.17
Table 5.1: Positions of the band bottoms of the surface state (SSB) and conduction band
(CBM) in relation to the Fermi energy for the three different investigated samples. The values
were obtained by fitting the integrated DOS, as presented exemplarily in Fig 5.5.




Figure 5.5: Integrated PE intensity of the pristine (a), the Mn-doped (b) and the V-doped
(c) BiTeI sample (red). The spectra were fitted with a function comprising of a squareroot
to account for the bulk DOS (green), an arcus tangens to account for the lifetime-broadened
surface DOS (blue) and an exponential background (orange). These where multiplied with a
Fermi function to model the Fermi edge and convoluted with a gaussian to account for the
resolution. This yields the actual fit function (black).
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In summary, doping BiTeI with generous amounts of Mn and V does not significantly
alter the dispersion of the bands close to the Fermi level on the Te-terminated surface.
The dispersion of the bands of our Mn-doped sample is in excellent agreement with
reported dispersions [34, 78]. Qualitative comparison shows similar dispersions on the
pristine and V-doped sample, albeit the spectra have lower quality, especially in the
pristine case. Quantitative evaluation of the band positions reveals that the band bot-
tom of the CB is situated at very similar binding energies for all three samples, while
the RSSs show slightly higher binding energies on the doped samples.
5.2 Carrier Dynamics on the Te-Terminated Surface of
BiTeI
In this section, I will present our results on the electron and hole dynamics in the
RSS and CBM of the Te-terminated surface of BiTeI after photoexcitation with 1.5 eV
photon energy.
To our knowledge, the only previous work discussing electron dynamics on BiTeI has
been published by Mauchain et al. [111]. This work features a qualitative discussion of
the electron dynamics in BiTeI, focussing on the first couple of hundred femtoseconds
after excitation. Furthermore, spectra recorded with either circular polarized pump or
circular polarized probe pulses are discussed.
We expand on this previous work by providing better resolution of the RSS in our
time-resolved spectra and discussing the dynamics in much more detail. We will look
at some general features like the fundamental k- and E-dependency before discussing
the electron (Sec. 5.2.1) and hole (Sec. 5.2.1) dynamics of the pristine sample and then
comparing to the doped samples (Sec. 5.3).
Our results regarding circular dirchoism in the angular distribution (CDAD) on BiTeI
are presented in Sec. 5.4 and compared to Mauchain et al.’s results.
Figure 5.6 shows tr-ARPES spectra recorded on BiTeI:Mn at six exemplary delays be-
tween the 1.5 eV pump and the 6.2 eV probe pulse. Before the pump pulse arrives at the
sample (t = −1 ps), during the photoexcitation process (t = 0ps) and at four different
times after the excitation (t = 1, 5, 10, 15 ps). We can see, that before photoexcitation
the spectrum corresponds to the unpumped case (cf. Fig. 5.3), as one would expect.
During and right after the excitation process, the intensity of all occupied features de-
creases significantly, most prominently in the CBM, at binding energies up to 0.1 eV. At
the same time, we gain PE intensity above EF , stemming from the excited electrons.
The relaxation of the carriers, i.e. the recovery of the initial signal, takes place on a
picosecond timescale.
While the bulk states and the RSS dispersions below the Fermi edge are clearly dis-
cernible at all times, the statistics of the distribution of the excited carriers above EF
is not good enough to unambiguously determine the dispersion of the unoccupied parts
of the bands.
























-0.2 -0.1 0.0 0.1
kx (Å
-1 )
t = 5 ps
-0.2 -0.1 0.0 0.1
kx (Å
-1 )
t = 15 ps
-0.2 -0.1 0.0 0.1
kx (Å
-1 )
t = 10 ps







Figure 5.6: PE intensity of the BiTeI:Mn-sample at exemplary times before (t = −1ps),
during (t = 0ps) and after (t > 0 ps) excitation with an ultrashort laser pulse of 1.5 eV photon
energy and a fluence of 150µJ/cm2. During the measurement, the sample was kept at 60K.
Each spectrum was recorded with an exposure time of five minutes. The RSS and bulk bands
are clearly discernible at all times, but their intensity decreases significantly during the pump
process and then recovers on a picosecond timescale. The boxes in the first spectrum indicate
the (k,E)-regions, from which the spectra in Fig. 5.7 were obtained.
As the dynamics within the first couple of hundred femtoseconds after excitation have
already been discussed by Mauchain et al. [111], we decided to focus our study on
the carrier relaxation, i.e. the dynamics taking place over the picosecond timescale.
We therefore mainly recorded spectra with 100 fs stepwidth and a total duration from
roughly 1 ps before to 11 ps after the excitation process. We chose to record the full
delay spectra with an exposure time of 3 seconds per delay and integrated over nine
separate runs, recorded back to back, as a compromise between feasible recording times
and a sufficient signal-to-noise ratio. Meanwhile, the spectra shown in Figure 5.6 were
each recorded with an exposure time of five minutes at a pump fluence closely below
the damage threshold of the sample. To record a full range of delay spectra with such
long exposure times is hardly feasible, as a full scan would require a recording time of
ten hours or more.
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Figure 5.7: PE intensity of the Mn-doped BiTeI sample over pump-probe delay. The spectra
were integrated over small sections of k|| and energy at two different regions of interest around
100meV binding energy (indicated by the colored boxes in Fig. 5.6): The outer branch of the
RSS (violet) and the inner branch, overlapped by the CBM (red). The spectra were normalized
to the intensity before the pump process. I have chosen spectra that were recorded on the same
sample and under the same conditions as the spectra presented in Fig. 5.6. When comparing
to corresponding spectra derived from other datasets, we see that the deviations between the
two presented ones are not systematic.
As the full delay scans yield PE spectra over four independent variables, namely
(kx, ky, Ekin,∆t), it is crucial to carefully analyze the dependence on each one of them,
before altering additional experimental variables as the sample temperature or the pump
fluence.
The first surprising result in this regard, is the fact that the dynamics on neither of the
samples show significant dependence on either k|| direction. This is shown exemplar-
ily in Fig. 5.7: We have plotted the PE intensity integrated over two small sections of
(kx, ky, Ekin), namely at the inner and outer branches of the RSS at EB ≈ 0.1 eV, over
the pump-probe delay, normalized to the intensity before the arrival of the pump pulse.
One can see that the intensity decreases significantly directly after the excitation and
then recovers on the already mentioned picosecond timescale. Thereby, the decrease
and recovery of PE intensity recorded at the outer branch of the RSS and the intensity
of the inner branch and the CBM show no significant differences. This k-independence
is observable at all energies and pump fluences respectively. As we will see later, we
would expect significantly longer lifetimes of the photoholes in the outer branches, as
compared to the inner branches [121, 123]. A possible explanation for this discrepancy
is elastic or quasi-elastic scattering at high rates, probably in the low fs regime, which
would lead to a constant redistribution of the electrons in k|| without changing their
energy. At high temperatures, this process can be electron phonon scattering, in which
the absorption and emission of phonons goes with nph and nph + 1 respectively, nph
being the phonon population. Other partners for elastic scattering are defects within
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Figure 5.8: a) PE intensity of the BiTeI:Mn sample, plotted over binding energy and pump-
probe delay. The intensity was integrated over the entire accessible k|| range. The spectrum
was recorded at a temperature of 60K with a pump fluence of 150µJ/cm2.
b) Exemplary delay spectrum at a single kinetic energy bin (∆E = 12meV) at the highest
indicated energy in a), with the corresponding fit. The fit function, used to fit all delay spectra,
contains two exponential functions, one to account for the thermalization after the excitation
(time constant τ1, cf. Mauchain et al. [111]) and one to account for the relaxation back to the
initial distribution (time constant τ2). The exponential functions are multiplied with a step
function to represent the excitation process and folded with a gaussian to model the temporal
resolution of our experiment, given by the cross-correlation of the two laser pulses. c) Delay
spectra and fits recorded with three different pump fluences at the energies indicated by dashed
lines in a). The points represent the measured data, while solid lines are corresponding fits.
The traces around the Fermi level have been multiplied by a factor of 5 for clarity.
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the crystal structure, such as the boundaries of regions with different stacking sequence,
dopants, iodine atoms on Te-crystal sites, general irregularities in the crystal structure
and surface contaminants. As all defect states are spatially localized, they can redis-
tribute momentum very efficiently.
In the further evaluation, we will exploit this k-independence by integrating the spectra
of each individual measurement over the entire accessible k||-range in order to further
improve the signal-to-noise ratio.
Next, we want to look at the evolution of the carrier distribution with respect to the
binding energy. Fig. 5.8a) shows a false color plot of the PE intensity over binding energy
and pump-probe delay, recorded on the BiTeI:Mn sample at 60K and with 150µJ/cm2
pump fluence, then integrated over the entire accessible k|| range. As we have seen in
Fig. 5.6, the intensity of the occupied features decreases during the excitation, while we
gain signal above EF (cf. Fig. 5.8b,c). Over the next picoseconds, the intensity above
EF decays, while the intensity below EF recovers. If we look at the delay spectrum at
a single energy bin, i.e. a slice of 12meV width, we get spectra as shown in Fig. 5.8b)
(in this case at an energy above EF ): A steep change of intensity during the excitation
process, followed by a quick change of signal within the first few hundred femtoseconds
(τ1, represented by the black part of the curve). This is the equilibration time of the
excited carriers, which has already been reported by Mauchain et al. [111]. The second
timescale (τ2, represented by the red part of the curve) describes the decay of the
photoexcited carrier population (electrons above EF , holes below). Accordingly, we fit
the delay spectra at each energy with a function that consists of two exponential decays
and a step function, convoluted with a gaussian to account for the time resolution limited
by the cross correlation of pump and probe pulse. Fig. 5.8c) shows the differential PE
intensity obtained at the energies indicated by the dashed lines in Fig. 5.8a), for three
different pump fluences. Even without looking at the quantitative fit results, we can
see that τ2 depends both on the binding energy of the electrons and the pump fluence.
Furthermore, the change in signal right around the Fermi edge is much smaller and
shows unusual trends comared to 50meV away from it either towards higher or lower
energies.
If we look at the time constants obtained from these fits and plot them over the respec-
tive energies, we can achieve a more quantitative understanding of the carrier dynamics.
To do so, I will now focus on the pristine sample for the rest of the section, before re-
turning to the doped samples in Sec. 5.3.
Fig. 5.9 shows the time constant τ2 obtained from the fitting procedure explained above,
for a dataset measured on a BiTeI:Mn sample kept at 60K and pumped with a fluence
of 150µJ/cm2. We can see, that indeed τ2, from here on referred to as the decay con-
stant, is in the picosecond range for all recorded energies. It depends on the binding
energy of the carriers both above and below the Fermi level, albeit with very different
trends: The decay constants of electrons excited above the Fermi level increases towards
the Fermi-level in a non-linear fashion, while the decay constants of the holes, i.e. the
repopulation after the depletion of the occupied bands, increases linearly towards the
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Figure 5.9: Decay constants τ2, obtained from the fitting procedure explained in Fig 5.8, of
the excited electronic system of BiTeI:Mn, plotted over the respective energies. The sample
was kept at 60K and pumped with a fluence of 150µJ/cm2. The error bars are determined
from the robustness of the fits. In most cases, they correspond to 20% of the value, exceptions
being the energies next to the Fermi level and within the RSS. Here, the lower quality of the
data, mostly because of the reduced change of signal, leads to a larger insecurity of up to 80%
of the value. This is true for all presented time constants obtained from the fits, if not stated
otherwise.
Fermi level but then drops sharply at low binding energies. As we will see later, these
trends generally hold on all three samples. The following sections (5.2.1 and 5.2.2),
will discuss these trends on the pristine sample as well as their fluence and temperature
dependence in detail. In Sec. 5.3.1 we will return to the discussion of the dynamics of
the doped samples and compare.
τ1, on the other hand, as obtained from the same fits, is fairly independent from the
binding energy, mostly lying in the region of a few hundred femtoseconds (not shown,
see below). This, by itself, is in good agreement with the results of Mauchain et al.
[111], who observed a thermal equilibration of the excited carriers by electron-electron
scattering within the first 300 fs after excitation. We identify τ1 as the corresponding
time constant and will henceforth call it the equilibration constant. As the spectra
presented in Fig. 5.8 are measured with a comparably large step size (100 fs) and the
time constants τ1 and τ2 show a strong covariance in the fits, we decided to record spectra
with smaller time steps over a shorter temporal range. Exemplary delay spectra and























Figure 5.10: a) Exemplary delay spectra of BiTeI:Mn at a range of selected binding energies
(red dots), integrated over the entire accessible k|| range. The spectra were recorded with a step
width of 15 fs over a total range of 1.5 ps and fitted with the function introduced in Fig 5.8 (red
lines). The sample was kept at 60K and pumped with a fluence of 150µJ/cm2. b) Equilibration
constants τ1, obtained from the fits in a), plotted over the respective energies. The error bars
are determined from the robustness of the fits, as explained in Fig. 5.9.
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their respective fits can be found in Fig 5.10a). Here, we can see that the sharp change
of PE intensity described above is acutally smeared out, both due to the rather large
cross correlation of our two laser pulses during these experiments (≥ 120 fs, cf. 3.2.1)
and due to the already mentioned thermalization of the carriers, as described by τ1.
Fig. 5.10b) displays the resulting equilibration constants τ1, which are clearly energy-
independent at a value of τ1 ≈ 200 fs. The small offset between values below and above
the Fermi level is within error bars.
5.2.1 Electron Dynamics
As we have seen so far, the carrier dynamics in BiTeI depends on various factors. Most
notably, the energy dependence of the population decay shows different trends above
and below the Fermi level. In this section, I will purely focus on the carrier dynamics
above the Fermi level, i.e. of the electrons, for the pristine sample. The dynamics below,
i.e. of the photoholes, will be discussed in the next section, followed by a discussion of
the influence of the dopants on the dynamics.
Fig. 5.11a) shows the decay constants obtained on pristine BiTeI, by fitting the dynamics
above the Fermi level of three different datasets, measured on the same sample, but with
three different pump fluences. We can see that for all pump fluences, the decay constant
of the electron population increases non-linearly or possibly even diverges towards the
Fermi level. This effect becomes stronger when a larger pump fluence is applied. But
even far from EF , the decay times increase with the pump fluence. A more quantitative
analysis shows that the decay constants increase more or less linearly with fluence (τ2
for exemplary energies is shown in Fig. 5.11b), but with an energy-dependent slope.
This divergence towards EF as well as the almost linear behavior of τ2 with respect to
fluence (at least if we suspect to excite carriers over the band gap in the same order of
magnitude as the CB is already doped), i.e. the number of carriers n, heavily reminds
of Fermi liquid theory for a three-dimensional electron gas [87, 145]:






n5/6 (E − EF)−2 (5.1)
Meanwhile, the decay constants displayed in Fig. 5.12, which were obtained from spectra
recorded at the same pump fluence, but at RT and 60K sample temperature respectively,
show no significant differences. This again is in line with Fermi liquid theory, which is
per se not temperature dependent.
However, with carrier concentrations in the order of 1019 cm−3 [71, 78, 98], Fermi
liquid theory predicts lifetimes τFL, in the order of tens of femtoseconds in the regarded
energetic region, at least two orders of magnitude below the observed decay constants.
This is, in fact, because τ2 results from an ensemble of hot electrons interacting with
the crystal lattice. In order to understand this, we can make the following argument,
resting on several findings we already made:




Figure 5.11: a) Decay constants τ2 of the electrons excited above the Fermi level in pristine
BiTeI. The decay constants were obtained as explained in Fig 5.8 from three different datasets
measured on the same sample, but with different pump fluences. The sample was kept at
60K throughout all measurements. The error bars are estimated in the way explained in
Fig. 5.9. b) τ2 plotted over the fluence for selected energies, starting right above the Fermi level
(∆E = 50meV). Error bars are omitted for clarity.
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Figure 5.12: Decay constants τ2 of the electrons excited above the Fermi level in pristine
BiTeI. The decay constants were obtained from the fitting procedure explained in Fig. 5.8 from
two different datasets measured on the same sample, but at different temperatures. The pump
fluence was 420µJ/cm2 in both cases. The error bars are estimated in the way explained in
Fig. 5.9.
First, from extrapolation of the DOS fits in Fig. 5.5, the signal is expected to be domi-
nated by bulk contributions in the regarded energetic region, especially on the pristine
sample.
Second, the observed broadening of the surface state (cf. Fig. 5.5) indeed indicates scat-
tering rates Γe in agreement with the predictions of Fermi liquid theory.
Third, the thermal equilibration both above and below EF , which happens through
electron-electron scattering, takes place on a timescale of a few hundred femtoseconds
(cf. Fig. 5.10), also indicating a high efficiency of that process, i.e. high electron-electron
scattering rates.
Fourth, and most important, we observe depletion of the occupied bands in the order
of several tens of percent (cf. Fig. 5.7). This, by itself, might be rather surprising, as
the applied fluences are relatively low, compared to fluences needed to induce phase
transitions in metals [52, 109, 119, 153]. However, we must not forget that due to the
quasi semi-metallic nature of the sample, the DOS at the Fermi level of these samples is
orders of magnitude smaller than on a metal. Therefore the required fluence to achieve
similar depletion rates is also orders of magnitude smaller than on metals. This is cor-
roborated by other studies on degenerate semiconductors like the TI Sb2Te2S, where
comparable fluences also have an effect on the electron dynamics, indicating ensemble
dynamics [100].
All this together makes it very clear, that τ2 is the decay constant of an ensemble of hot
electrons, not a single particle lifetime, and therefore not describable with Fermi liquid
theory. On the contrary, what we observe on BiTeI is the cooling of a hot electron gas,
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constantly thermalized by highly efficient electron-electron scattering.
Most commonly, it is assumed that hot electrons will cool by thermalizing with the
lattice via electron-phonon scattering. This is very likely to be the case for BiTeI
as well. Electron-phonon scattering as the main decay channel can also explain the
dependency of τ2 on both the fluence and the sample temperature:
With increasing fluence, we increase the number of excited carriers and therefore the
energy that has to be dissipated. In other words, both the peak temperature of the
electronic distribution as well as the equilibration temperature with the lattice increase
[52]. Therefore the cooling takes longer, which manifests itself in higher decay constants.
The independence of the electron dynamics on the sample temperature is a bit less
straightforward to understand. From second quantization, we know that the rate Γem
for phonon emission of a single electron, i.e. loosing thermal energy to the lattice,
is proportional to nph + 1, where nph is the phonon population at a certain phonon
energy. This alone would suggest a faster cooling at a higher lattice temperature. The
phonon absorption rate Γabs, however, i.e. gaining thermal energy from the lattice, is
proportional to nph. This makes the overall electron phonon scattering rate Γel−ph =
Γem + Γabs ∝ (2nph + 1), which explains the broadening of the spectra at RT. But the
dissipation rate 1/τdiss = (Γem − Γabs) ∝ 1 is independent of the phonon population
and therefore from the lattice temperature.
The cooling process by thermalization of the electronic system with the lattice can
be modeled by the so-called two-temperature model [4, 23, 109]. In principle, the
two-temperature model consists of coupled differential equations for the electronic and















= H(Te, Tl) , (5.3)
where Ce,l are the specific heat capacities, S(z, t) describes the absorbed energy density
from the laser, H(Te, Tl) describes the transferred energy depending on electron-phonon
coupling and the last term in the first equation describes dissipation of heat from the
electronic system through diffusion, κ being the temperature dependent electronic ther-
mal conductivity.
These equations cannot be solved analytically, but integrated numerically for the re-
spective parameters. The central term H(Te, Tl), that describes the energy transfer
between the electronic and phonon subsystems, depends on the electron-phonon cou-
pling constant γ. Unfortunately, the electron-phonon coupling constant γ has not been
determined for BiTeI, at least to our knowledge. Therefore, we will compare our results
qualitatively to the predictions of the two-temperature model instead.
Fig. 5.13 exemplarily shows the results of the integration of a two-temperature model:
The electronic temperature increases sharply with the incidence of the pump pulse,
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Figure 5.13: Example of electronic and lat-
tice temperature as obtained from the two-
temperature model. Figure adapted from [23].
showing little to no delay [4]. However, within the first couple of femtoseconds, the
photoexcited electrons in the actual systems will typically not have thermalized yet. As
a consequence the predictions in this delay range have to be understood as a theoretical
electronic temperature more than an actual observable [23]. After reaching the peak
electronic temperature, it decays in a fashion reminiscent of an exponential decay, while
the lattice temperature increases. Typically, this increase is even visible on cooled
samples, as the involved timescales are much shorter than the lattice heat dissipation
and the corresponding therm is omitted from the two-temperature model [23].
As a consequence, the final electronic temperature is slightly increased with respect to
the initial value, leading to a slightly broadened Fermi edge and therefore an increased
number of carriers above EF , even at large delays in the picosecond regime. Therefore,
electron populations following the predictions of the two-temperature model will show
a divergence of lifetimes towards the Fermi edge, reminiscent of the effect we see in our
data.
In order to test, how well our data conforms with the two-temperature model, we fit-
ted the DOS for each delay as explained in Fig. 5.5. That means, for each delay, we
integrated the photoelectron intensity over k|| and plotted the result over the kinetic
energy. This was then fitted with a function representing the electronic DOS, which
was multiplied with a Fermi distribution and convoluted with a Gaussian to account for
the experimental resolution. All spectra were fitted simultaneously, keeping the DOS-
parameters equal and only varying the width of the surface state, electronic temperature
and chemical potential. One would expect a good agreement of the integrated data with
a fit obtained with a broadened Fermi function as soon as the electronic system is in
thermal equilibrium. The results are displayed in Fig. 5.14:
From the comparison of the experimental DOS with the fits, we can see, that the elec-
tronic distribution is very well matched before the excitation (∆t = −1 ps) and long
after the excitation (∆t = 10 ps), but can’t be perfectly matched during the excitation
and even after five picoseconds. This is much longer than expected from the equilibra-
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Figure 5.14: The PE intensity recorded on pristine BiTeI plotted over the kinetic energy
at five characteristic delays (dots). The data was fitted as explained in Fig 5.5 (solid lines).
The sample was kept at 60K throughout the measurements and was excited with a fluence of
220µJ/cm2. We see a good agreement of the fits with the data before the excitation and long
after the excitation (∆t ≥ 5 ps).




Figure 5.15: a) Electronic temperatures over pump-probe delay, extracted from the Fermi
distribution in the fits of the DOS, as exemplarily shown in Fig 5.14. The three curves cor-
respond to temperatures extracted from datasets recorded with three different pump fluences,
on a sample that was kept at 60K throughout all measurements (dots). The solid lines are
fits that yield cooling time constants between 4 (light blue) and 6 ps (dark blue). b) Extracted
electronic temperatures recorded on a sample at RT (red) and at 60K (blue), with a fluence
of ≈ 220µJ/cm2 in both cases. c) Shift of the transient chemical potential of the electrons,
simultaneously extracted from the same data as in (b), referenced to kinetic energy of the
electrons.
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tion constants τ1, which would suggest that a good match should be achievable after a
couple of hundred femtoseconds.
The deviations between the data and the fits are most probably due to the peculiarities
of the dynamics below the Fermi level (cf. Sec. 5.2.2), which is distinctively different
from the dynamics of the carriers excited above the Fermi level. In other words, the hole
population does not follow a Fermi distribution, making it impossible to accurately fit
both systems with a single Fermi function. Unfortunately, it was not possible to reliably
fit the data only above the Fermi level, making it impossible to exclude the influence of
hole dynamics from the fit.
Another process adding to the deviations is the excitation of electrons from the valence
band (VB) to the CB. These accumulate above EF, as the recombination across the
band gap as well as surface recombination typically take place over several hundreds of
picoseconds, as we know from comparable direct band gap semiconductors with small
band gaps, like e.g. GeSn [184]. This contributes to the increased intensity above EF
that we observe, as compared to the fitted Fermi distributions. It has to be noted that
the disagreement between fits and data increases with the applied pump fluence (not
shown), which supports this assumption. Despite the explained deviations, we still get
a qualitative agreement between data and fit and can therefore still gain some quali-
tative insights into the evolution of the electronic system by extracting the electronic
temperature as well as the position of the chemical potential from the fits.
From Fig. 5.15, we can see that the evolution of the electronic temperature is very
reminiscent of the predictions of the two-temperature model, cf. Fig 5.13. The only
exception are the data points within the first picosecond after excitation, which show
an evolution that could most fittingly be described as "too flat". However, as we have
already discussed, these data points are the least reliable, as the electronic temperature
is ill-defined, as long as the electronic distribution is not fully thermalized yet.
It is notable, that in all cases, the base electronic temperature is systematically overesti-
mated. This is due to the high cross-correlation of this parameter, which influences the
width of the Fermi-level, with the resolution of the experiment. We fixed the resolution
to a value that yielded the proper electronic temperatures when fitting purely the DOS
before the unpumped system. However, the all-at-once fit used to extract the electronic
temperatures from the time resolved data still seems to systematically over-estimate
the electronic temperature by 100− 120K.
As we have already mentioned, the trends of fluence and temperature dependence are
very much in line with electron-phonon scattering as the dominant relaxation process.
Looking at the corresponding temperature evolutions, we can now discuss these trends
more quantitatively in terms of the two-temperature model.
An increase of fluence leads to higher peak electronic temperatures and to longer cooling
time scales (cf. Fig. 5.15a). The first effect can easily be quantized by looking at the
92 Chapter 5 Electron and Hole Dynamics in BiTeI






B Te , (5.4)
As one can see, the electronic heat capacity goes linearly with the electronic temperature
Te. If we now consider Eq. 5.2, we can assume, that the peak electronic temperature
mainly depends on the initially deposited energy density Eabs described by the term
S(z, t). The absorbed power is proportional to the incident fluence F
Eabs = F (5.5)
where  contains the absorption coefficient, the illuminated area and the penetration





CedTe ∝ ∆T 2e,max (5.6)
and therefore
∆T 2e,max ∝ F , (5.7)
which is not the case, as one can see from Fig. 5.15a). Instead, we observe a sub-
quadratic scaling law. This can only be explained by initial fast dissipation of energy
from the electronic system. A likely candidate is an initial fast thermalization with the
subsystem of optical phonons close to the Γ point. As BiTeI posesses a polar crystal
lattice, the so-called Fröhlich modell states that the interaction goes with 1/q, where q
is the phonon momentum, and that only longitudinal phonons are excited [35].
However, the peak temperatures of the hot electron gas are in the same order of magni-
tude as achieved on metals for fluences that are one to two orders of magnitude larger
[52, 109, 119, 153]. This is easily explained with the small electronic DOS of a degen-
erate semiconductor at the Fermi level, as compared to a metal, as we have already
discussed in the context of depletion rates regarding Fig. 5.7. This makes the energy
required to reach a certain electronic temperature a lot smaller, as it massively decreases
the absolute heat capacity of the electronic system at the Fermi level, cf. Eq. 5.4, as
DOS(EF) is proportional to the carrier density n.
The initial sample temperature corresponds to the base temperature of the electronic
system, i.e. the temperature before excitation. Therefore, the electronic temperature
evolution recorded with the same fluence at a different sample temperature will be offset
by the initial temperature (cf. Fig. 5.15b). However, as the sample temperature is close
to the Debye temperature θ = 87K [186] in the cooled case and much larger at room
temperature, we can assume a model where all acoustic phonons are populated even
at low temperatures and that the phonon specific heat is constant and independent of
temperature [76]:
Cl ≈ 3kB r N
V
, (5.8)
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where kB is the Boltzmann constant, r is the number of particles per unit cell and N/V
is the density of unit cells. Therefore, Eq. 5.3 only depends on the difference between
lattice and electronic temperature via the term H(Te, Tl) = γ (Te − Tl) making the
dynamics nearly independent of the initial lattice temperature.
Furthermore, we can use Eq. 5.8 to estimate the final lattice temperature from the
maximum electronic temperatures, or at least its order of magnitude. The relation






As an upper limit for the deposited energy, we can assume the energy initially absorbed































where we have used m∗ ≈ 0.19me [186], as well as ∆Te,max ≤ 1350K and a typical
particle density of rN/V ≈ 10−22cm−3 yields ∆Tl ≈ 3K, even at the highest applied
fluence.
We therefore can see from Fig. 5.15, that even after 11 ps, the electronic system has
not yet equilibrated with the phonon bath, as it retains temperatures in the order
of 101 − 102 K, depending on the fluence. This is very puzzling, as e.g. the fluence
dependence suggests, that we have to assume, that the scattering with the optical
phonons close to the Γ-point is very effective, as theory predicts for a polar lattice
[35].
A possible explanation for this is a phonon bottleneck:
Even though scattering with acoustic phonons has been found to be very effective in
BiTeI in the transport regime [37, 71, 186], it might be less effective for the optically
excited hot electron gas that is created by the pump pulse.
In this case, long relaxation times of the excited optical phonons with the remaining
phonon population might significantly slow down the dissipation of heat from the elec-
tronic system [137, 161]. In other words: The electronic system very quickly thermalizes
with the subsystem of optical phonons with small q, on a timescale in the same order
of magnitude as electron-electron scattering. Meanwhile, scattering with the remaining
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phonon population is much less effective, not faster than on a picosecond timescale.
The same is true for the decay of the excited phonon subsystem.
From Fig. 5.15c) we can furthermore see that the chemical potential shifts with the
electronic temperature to smaller energies, as one would expect. Note that this is
purely a shift of the chemical potential, the band positions remain constant (cf. also
AppendixC). The chemical potential µ as a function of temperature (at least in the
approximation of low temperatures) is given by [61]:


















With base temperatures of kBTbase ≈ 5meV and maximal temperatures in the order
of kBTmax ≈ 80meV (at 60K sample temperature and a fluence of 220µJ/cm2), and a
surface Fermi level of approximately 150meV above the band bottom, we would expect
a shift of 33meV, which matches the observed shift extremely well.
However, with such a low Fermi level, the approximation above is not reliable. A
numerical integration of the Fermi function [96] yields a shift of approximately 60meV,
a factor of two larger. This discrepancy is not surprising, as the matching between fits
and data is not perfect (cf. Fig. 5.14).
Another possible mechanism that we haven’t discussed so far, that can seemingly dissi-
pate energy from the observed hot electron gas, is the diffusion of excited carriers into
the bulk of the sample, as included into the two-temperature model by the last term
in Eq. 5.2. The thermal conductivity κ of the electronic system is closely related to the
electrical conductivity σ via the Wiedemann-Franz law [76]. As long as the diffusion
rates do not strongly depend on the energy, which they should not, this process is hard
to discern from electron-phonon scattering, as it will simply reduce both the equili-
bration timescales and the final temperature. However, the peculiarities of the polar
surface of BiTeI makes a diffusion of electrons into the bulk unlikely. This plays a much
more prominent role for the hole dynamics, as we will see in the next section.
5.2.2 Hole Dynamics
In the previous section, we have seen that electron-phonon scattering governs the dy-
namics of the carriers above the Fermi level. In this section, we will discuss the dynamics
of the carriers below EF , which show a very different energy dependence, namely a lin-
ear increase towards EF instead of a non-linear one, interrupted by a sharp drop right
below EF (cf. Fig. 5.9).
The obvious difference between the carriers above and below EF is, that they are elec-
trons and holes, respectively. However, most materials show symmetric behavior around
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a)
b)
Figure 5.16: a) Decay constants τ2 of the carriers below the Fermi level in pristine BiTeI. The
decay constants were obtained as explained in Fig. 5.8 from three different datasets measured on
the same sample, but with different pump fluences. The sample was kept at 60K throughout all
measurements. The error bars are estimated in the way explained in Fig. 5.9. b) The decrease
of the PE intensity, i.e. the maximum depletion of the bands in percent plotted over energy
for the three different fluences. Errors are estimated from the noise level of the raw data. The
solid lines in both graphs serve as guide to the eye.
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EF . Therefore, we need to find out, why electrons and holes behave differently on BiTeI.
From the DOS fits in Fig. 5.5, we know that the relative contribution of the surface states
to the spectra is larger below EF than above. At binding energies of more than 150meV,
the DOS is even derived purely from the RSS. However, it is hard to predict, how the
change of dimensionality alone influences, e.g., electron-phonon coupling as well as the
screening of electron-electron interactions, especially since the coupling between surface
and bulk states is unknown. To gain more insight, we will now look at the dependencies
of the decay constant τ2 below EF in more detail.
Fig. 5.16a) shows, how the energy dependence of the decay constant evolves with in-
creasing fluence. While the energy dependence of τ2 itself below the Fermi level is
highly different from the energy dependence above EF, the fluence dependence is very
much the same: With increasing fluence, τ2 increases in an approximately linear fash-
ion, while the increase is stronger towards the Fermi level. In Fig. 5.16b), we can see
that the maximal depletion of the occupied bands, i.e. the strongest decrease of the PE
intensity is both energy- and fluence-dependent, in line with our considerations of the
previous section. Or, in other words, we indeed increase the number of excited carriers
with the fluence to a maximum of up to 50% of the total signal. The energetic trend of
maximal depletion, which is achieved right after the thermalization, fits with the shape
of a Fermi function. The only exception to the latter is the region of very small binding
energies, up to approximately 50meV binding energy, which coincides with the region
of the sharp τ2 drop in Fig. 5.16a).
This general trend, however, shows that we deplete the energetic region below EB =
150meV, i.e. the RSS in the band gap, much less than the CBM. This indicates, that
the absorption cross section for the applied wave length is sufficiently small, for the
pump pulse to penetrate deep into the sample, as it is the case on other semiconduc-
tors for the used photon energy of 1.5 eV [5, 6]. Even for an absorption coefficient of
105 cm−1 as in GaAs, only 1% of the absorbed fluence excites the surface.
In order to understand the kinks in both the decay constants and depletion rates, we
need to remind ourselves of the peculiarities of the Te-terminated surface of BiTeI.
As we have discussed in Sec. 5.1, BiTeI possesses polar surfaces with a partial positive
charge on the Te-terminated surfaces, accompanied by a partial negative charge on the
I-terminated surfaces. These partial surface charges lead to a respective band bending,
in order to compensate the charges. While aging decreases the band bending of the
I-terminated surface, the band bending of the Te-terminated surface is considered to
be unaffected [34, 50]. Therefore in the energy range of the band bending of about 100
meV, a small static field remains, giving rise to a field current of electrons to the surface
(cf. Fig. 5.17). Or, seen vice versa, the static field facilitates the diffusion of photoholes
into the bulk. However, this channel is open only for photoholes in the bulk states, i.e.
the CBM, not for the photoholes in the RSS. This would explain, why the effect only
influences the dynamics close to the Fermi level.
We can try to estimate the time scale on which these drift currents take place, if we
make some minor assumptions about the material. The drift velocity vD of the carriers













Figure 5.17: Energy scheme of the band bending on the Te-terminated surface of BiTeI. The
downwards band bending induced by the partial positive surface charge facilitates the transport
of electrons towards the surface (blue arrows), where they accumulate around EF until they
can relax by phonon emission (red arrows) or surface recombination (green arrow).
is given by their mobility µ multiplied with the electric field:
vD = µE . (5.15)
From measurements of the conductivity and Hall voltage, the mobility of carriers in
BiTeI was determined to be in the order of 2× 10−2 m2/Vs at RT and 5× 10−2 m2/Vs
at 77K [37, 98]. These values are valid for movement of the electrons within the TL.
As the conductivity along the stacking axis is half as large as within the planes [71],
the mobility of carriers is probably equally halved. Furthermore, we can try to estimate
the electric field caused by the band bending: From [47], we know that the difference
in potential on the clean Te-terminated surface is approximately 0.23 eV over a depth
of roughly 10Å (cf. Fig. 5.1). However, the bottom of the CBM is situated at approx-
imately 0.15 eV binding energy. From typical carrier densities in the bulk [37, 98, 186]
and the effective mass m∗ = 0.19me [186], we can assume that the Fermi level in the
bulk lies at 0.05 eV, coinciding with the position of the kink. Therefore, the remaining
potential difference is on the order of 0.1 eV.
If we insert all these values, we gain drift velocities on the order of vD ≈ 106 m/s. This
means, the holes would cover the 10Å of the band bending within a femtosecond, indi-
cating ballistic transport. With the applied photon energies, we are possibly sensitive
to the whole depth of the band bending (cf. Sec. 3.1.1).
Once arrived at the surface, the electrons can only decay via phonon emission, leading
to the observed decay constants. The residual depletion right below the Fermi level of
approximately 10% corresponds to the depletion of the RSS at higher binding energies.
It therefore stems from the depletion of the RSS in combination with the limited surface
recombination rate.
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Figure 5.18: a) Decay constants τ2 of the carriers below the Fermi level in pristine BiTeI. The
decay constants were obtained from the fitting procedure explained in Fig 5.8 of two different
datasets measured on the same sample, but at different temperatures. The pump fluence was
410µJ/cm2 in both cases. The error bars are estimated in the way explained in Fig. 5.9.
The temperature dependence of τ2 is extremely different above and below EF (cf.
Fig. 5.18a): Unlike the dynamics above EF , which show no significant temperature
dependence at any energy, the electron dynamics below EF are highly temperature-
dependent. The trend itself stays the same - a linear increase towards the Fermi level
with a sharp drop at very low binding energies - but the slope is significantly flatter
at RT, leading to an almost energy-independent τ2 at binding energies above 50meV.
More precisely, at RT the relaxation at high binding energies (more than 0.1 eV, cf.
also Fig. 5.18b) is slower, while the relaxation at low binding energies is faster than at a
sample temperature of 60K. This leads to a crossing point of the two trends, which lies
at approximately 0.1 eV binding energy. Even though for both temperatures, the slopes
and offsets of τ2 change with the fluence (cf. Fig. 5.16a) for the fluence dependence at
a sample temperature of 60K), the crossing point of the two temperature trends stays
in the same region independent of fluence.
These peculiar dynamics indicate, that there is a decay channel which is only open
at low temperatures. This decay channel has to redistribute electrons from the CBM
or the upper branches of the RSS to the bottom of the RSS, in order to reduce the
lifetimes of holes at high binding energies and prolong those at low binding energies.
One possible candidate for such a channel is the surface plasmon proposed by Nechaev
et. al. [47, 121, 122, 124]. Normally, the steep dispersion of surface plasmons makes it
impossible for electrons to couple to them. But the peculiar dispersion relation of the
RSS would allow a decay of electrons from the inner branch above the DP to the band
bottom below the DP via plasmon emission, as this interband process would hardly
require any momentum transfer (cf. Fig. 5.19). The crossing point of the two τ2 trends








Figure 5.19: a) Schematic of the dispersion of the RSS. The arrow indicates the possible decay
channel by plasmon emission: Electrons decaying from the inner branch of the RSS to the band
bottom can lose energy to the plasmon with little to no momentum transfer. b) Surface plasmon
dispersion, indicated approximately to scale.
would then coincide with the DP of the RSS, which is at least plausible from our data.
Unfortunately, the surface states are not well enough separable from the bulk to make
a more quantitiative statement.
A closing of the plasmon decay channel at RT, due to increased scattering with optical
phonons (1/τ ∝ 2nph + 1), would lead to a flattening of the energy dependence of the
decay constants, explaining our observation.
As electron-phonon scattering would lead to an increase of the lifetimes towards the
Fermi level, even at RT, mirroring the trend of the electrons, we can conclude that
surface recombination is the major decay channel for the holes in the RSS.
The plasmon decay channel would, however, only be open for carriers in the inner
branches of the surface state, in other words neither for the outer branch nor the CBM.
This, in turn, would mean k||-dependent dynamics, which goes against our observations
(cf. Fig. 5.7). As we don’t observe significant k|| dependence of the dynamics, we have to
assume that quasi-elastic defect scattering is redistributing the electrons so effectively,
that it masks the different dynamics of the different states and branches. In other words,
only the dependence of the dynamics on the energy (below and above the DP) remains,
while the k-dependence is obscured by quasielastic scattering.
5.3 Effects of Dopants on the Electron Dynamics
It has been proposed, that adding manganese improves the growth of BiTeI without
affecting the electronic structure [78]. We therefore investigated, whether it also leaves
the carrier dynamics unaffected. To this end, we performed tr-ARPES measurements
on BiTeI crystals doped with 2.5% Mn. In addition and as a comparison, we also inves-
tigated the influence of vanadium as a dopant by performing tr-ARPES measurements
on BiTeI crystals doped with 3% V. Vanadium is a transition metal just as manganese,
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but with three electrons in the 3d-shell instead of five. Both elements are known to
exhibit ferromagnetic properties, albeit not dispersed within BiTeI at the investigated
temperatures.
As we have seen in Sec. 5.1.2, indeed neither 2.5% manganese nor 3% vanadium doping
seems to influence the electronic structure of BiTeI in a qualitative way. But both
increase the resolvability of the RSS by decreasing the relative strength of the PE signal
from the CBM as well as slightly increasing the apparent binding energy of the RSS.
In this section, I present our measurements and findings regarding the influence of the
dopants on the electron and hole dynamics in BiTeI. As we have already hinted at
in Sec. 5.2, Mn doping does not influence the dynamics in a qualitative way, while V
doping has a larger impact. I will therefore discuss the results for the two dopants
consecutively.
5.3.1 BiTeI:Mn
As we have already seen in Sec. 5.1.2, the RSS is best resolved on PE spectra recorded
on BiTeI:Mn, in comparison to pristine BiTeI and BiTeI:V. We have already discussed
that this difference can have different reasons than the seemingly obvious explanation of
better sample quality in the doped cases. The main reason to doubt this interpretation
is the apparent macroscopic quality of the samples: The doped samples looked signif-
icantly more flaky than the pristine sample, while the latter also was much easier to
cleave. In addition, the maximal pump fluence applicable to BiTeI:Mn before creating
a large background of secondary electrons and damaging the sample irreversibly was
significantly lower, namely ≈ 200µJ/cm2 in the doped case versus ≈ 400µJ/cm2 in
the pristine case. Such a large background signal of electrons emitted in multiphoton
processes also indicates the presence of mesoscopic defects, i.e. a rough surface, as the
electric field of the pump pulse will be enhanced by plasmons at edges protuding from
the sample [1], e.g. crystallites of different orientation.
We will tackle the question about the influence of the dopants on the crystal quality
from a different angle, namely by comparing the dynamics of hot electrons in both
samples and thereby looking for signatures of electron-defect scattering.
In Sec. 5.2, we have already discussed that many general trends of the carrier dynamics
after photoexcitation, such as the k|| independence of the dynamics and the thermaliza-
tion of the hot electron gas within a few hundred femtoseconds, are identical for pristine
and Mn-doped BiTeI. Now we want to look at the decay constants in more detail.
The energy and fluence dependence of the carrier dynamics, which is depicted in
Fig. 5.20a), shows the same general trends as the pristine sample: While the decay
constants of the carriers above the Fermi level increase in a non-linear fashion towards
EF , the decay constants below increase in a linear fashion towards, but exhibit a steep
drop right below, EF , again at a binding energy of roughly 50meV at all fluences.
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Figure 5.20: Decay constants τ2 of the carriers in BiTeI:Mn. The decay constants were
obtained from the fits explained in Fig 5.8. a) τ2 at four different fluences. The sample was
kept at 60K throughout all measurements. b) τ2 from two different datasets measured on the
same sample, but at different temperatures. The pump fluence was 150µJ/cm2 in both cases.
Errorbars are omitted for clarity, see AppendixC for errors.
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Also the temperature dependence, exemplarily shown for a fluence of 150µJ/cm2 in
Fig. 5.20b), shows the same qualitative behaviour as for the pristine sample: Above EF ,
the decay constants are in the same way independent of the sample temperature. Below
EF , the decay constants recorded on a sample at RT have a significantly smaller slope
than those recorded at a sample temperature of 60K. However, at both temperatures,
the sharp drop at approximately 50meV binding energy remains. The only quantitative
difference with respect to the undoped sample is the crossing point of the two trends,
consistently lying at binding energies of approximately 0.17 eV, as compared to the
pristine sample, where it is situated at approximately 0.1 eV.
As we have already established, the crossing point of the two trends might indicate the
energetic position of the DP of the respective sample. The reason is the following: The
temperature dependence stems from the plasmon decay channel depicted in Fig. 5.19,
that is only open at low temperatures. At these, it increases the decay of electrons from
the inner branch to the band bottom, effectively decreasing the hole lifetimes there.
The hole lifetimes above the DP will be consequently prolonged.
The band bottom of the RSS on both samples shows a difference in binding energy
of roughly 0.05 eV, with the RSS of the Mn-doped sample situated at higher binding
energies (cf. Tab. 5.1). This is in line with the shift of the crossing point of the decay
constants (Fig. 5.20b). This makes the surface plasmon indeed a likely candidate for
a temperature-dependent decay channel. Scattering of the RSS electrons with optical
phonons at q ≈ 0 can - at maximum - provide 19meV [186] per scattering event, and
can therefore be excluded to be the major scattering channel between upper and lower
branch.
Note, that the position of the CBM is not affected by Mn-doping. Therefore, the surface
recombination rate should not be affected by the doping.
Fig. 5.21 shows decay constants obtained from the pristine and Mn-doped sample at
comparable fluences for two different temperatures. We can see that both at 60K sample
temperature (Fig. 5.21a) and at RT (Fig. 5.21b), the decay constants right above EF
are significantly larger for BiTeI:Mn. As we assume that the decay of the hot electrons
is governed by electron-phonon scattering, this would mean a more effective coupling in
the case of pristine BiTeI.
Alternatively, a possible explanation for the more pronounced divergence of decay times
at the Fermi level on the doped sample is a larger accumulation of excess carriers that
cannot recombine with holes. This is possible if the number of carriers excited above the
Fermi level is larger in the case of the doped sample or the decay over the band gap is less
effective. These carriers would accumulate at the Fermi level, significantly increasing
the lifetimes there. From non-degenerate semiconductors, we know that relaxation over
the band gap is significantly facilitated by defect states within the gap [175]. This
would indicate that the Mn-doped sample has indeed the better crystal quality or at
least surface quality on the microscopic level.
If we additionally observe a more effective trapping of the hot electrons at the surface
in the case of the doped sample, i.e. a less effective diffusion into the bulk, or - due to
the surface bend bending - a more effective diffusion of the holes, we would additionally
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b)
Figure 5.21: Decay constants τ2 extracted from spectra measured on pristine BiTeI and
BiTeI:Mn at RT (a) and 60K sample temperature (b). The spectra were recorded at simi-
lar fluences to make them comparable. The error bars are estimated in the way explained in
Fig. 5.9.
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enhance the accumulation effect.
The difference in decay constants between the samples below EF is less pronounced,
especially when regarding the small differences in pump fluence. In the low temperature
case, the lifetimes of BiTeI:Mn show an almost constant offset of roughly 1.5 picoseconds
with respect to those of pristine BiTeI. However, the drop at 50meV binding energy
is sharper, leading to equal decay constants right below the Fermi level. On the RT
sample, the hole decay constants are slightly increased on the pristine sample, but in
general the closest to each other. In combination, those two features lead to the shift of
the crossing point of the two trends, that we ascribe to the influence of the temperature
dependent surface plasmon, as described above.
In summary, doping BiTeI with 3% manganese does not influence the dynamics quali-
tatively. The main differences are a small downward shift of the RSS and the resulting
shift in the accessibility of the plasmon decay channel. Furthermore, it leads to in-
creased decay times right above the Fermi level, possibly by a more effective trapping
of electrons at the surface. Unfortunately, it remains ambiguous, whether these effects
indicate a change of crystal quality.
5.3.2 BiTeI:V
Even though the vanadium-doped BiTeI sample can show a well resolvable RSS at 60K
(cf. Sec. 5.1.2), it was probably the sample with the lowest number of suitable spots,
i.e. spots with resolvable surface states. Additionally, it showed the highest sensitivity
towards the pump pulse, degrading at fluences higher than 75µJ/cm2.
As in the case of BiTeI:Mn, this hints at a comparably rough surface (cf. Sec. 5.3.1) or,
alternatively, a lower stability of the crystal in general.
The second peculiarity of BiTeI:V are significantly altered dynamics, as compared to
both pristine BiTeI and BiTeI:Mn. Fig. 5.22a) shows an exemplary delay spectrum,
350meV above the Fermi level. If we compare these traces to the spectra shown in
Fig. 5.8, we can already see, that the shapes of the curves deviate. This becomes much
more evident when fitting the spectra, as the fits yield comparable decay constants
τ2, but significantly larger constants τ1, as can be seen in Fig. 5.22b,c). The values of
τ1, as extracted by the fit, are heavily correlated not only with τ2, but also with the
corresponding amplitude A1. The displayed values should therefore be understood as a
general trend, not as a definitive quantitative result.
However, it is clear that with such large values, τ1 can no longer be understood as an
thermalization constant of a hot electron gas. Instead, we propose, that in the case of
vanadium doping, scattering with the corresponding impurities can not only alter the
momentum of the charge carriers (see also the discussion of Fig.5.7), but also heavily
influence their energy. This might be possible, as long as the two subsystems are not
equilibrated, if vanadium exhibits a significant partial DOS around the Fermi level,
so that electrons can excite or deexcite the dopants during the scattering process. As






Figure 5.22: a) Exemplary delay spectrum recorded on BiTeI:V at 60K sample temperature
and a fluence of 70µJ/cm2 at 0.35 eV above EF. b,c) Decay constants τ1 and τ2 extracted from
the corresponding full spectrum, as explained in Fig 5.8. While the fits yield reliable results for
τ2, the values for τ1 are heavily correlated with the corresponding amplitude A1 and should
therefore only considered as a qualitative result, not a quantitative one. The error bars are
estimated in the way explained in Fig. 5.9. Here, they have to be estimated larger, with a base
of 30% for τ2 and an average 50% for τ1.
106 Chapter 5 Electron and Hole Dynamics in BiTeI
a)
b)
Figure 5.23: a) Fluence dependency of τ2 on BiTeI:V at 60K sample temperature. b) Tem-
perature dependency of τ2 on BiTeI:V at a fluence of 70µJ/cm2. The error bars are estimated
in the way explained in Fig. 5.22.
vanadium seems to slightly influence the doping level of BiTeI, this is not unlikely. In
order to confirm the presence of such a DOS, DFT calculations would be nescessary,
which we are not able to do.
However, the defect density of states can not dissipate energy in total, only redistribute
it. Therefore, τ2 (cf. Fig. 5.22c) not only remains in the same order of magnitude as in
the other two cases, in fact, even the general trends are very reminiscent of the formerly
presented data, especially the undoped case: Above EF , the electronic decay constants
increase towards the Fermi level in a non-linear fashion, while the decay constants below
show a linear increase towards EF with a sharp drop right below it.
Also the fluence dependence of τ2 shows the same trend as for the other two samples,
as can be seen from Fig. 5.23a). This means, that we still see a general decrease of τ2
with the fluence at all binding energies. This is a further indication, that the dopants
influence the thermalization of the excited carriers, but not their relaxation.
However, the dynamics at RT on BiTeI:V is very similar to the dynamics at 60K
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(cf. Fig. 5.23b), in contrast to the other two samples. We therefore assume, that the
plasmons on BiTeI:V are less temperature sensitive, possibly due to the roughness of
the sample.
The missing kink in the decay constants below EF at RT is more puzzling. In principle,
it is possible, that the dopants decrease the effectivity of the dissipation of energy by
drift currents. However, it is unclear, why this should only be the case at RT and not
at 60K.
In conclusion, vanadium dopants heavily influence the equilibration of the electrons in
BiTeI. Furthermore, they seem to increase the sample roughness significantly, leading
to a higher sensitivity to infrared radiation, but also stabilizing the surface plasmons.
5.4 Circular Dichroism on BiTeI
Mauchain et al. have reported the observation of CDAD patterns measured on BiTeI
with circularly polarized pulses of 6.3 eV photon energy [111]. These patterns are three-
fold symmetric and strongly resemble those we see for the lower topological surface state
(TSS) in Ch. 4. However, for circularly polarized pump pulses with 1.5 eV, they see an
excitation density reduced by approximately 15%, when comparing spectra recorded
with right circularly polarized light (rcp) and left circularly polarized light (lcp), re-
spectively. This they explain with helicity dependent super-diffusive transport, i.e. a
spin-polarized excitation and subsequent spin-dependent transport. However, the ex-
citation in the reported spectra is uniform, i.e. the branches of different spin are not
discernible in their spectra.
In Fig. 5.24 we present our own results, recorded with circularly polarized pump and
p-polarized probe pulses at the maximal temporal overlap, i.e. time zero. These are
the same conditions utilized by Mauchain et al., as far as we know, save for the sample
temperature, which was 60K during our measurements, in contrast to the reported
130K. It is very evident, that we see no dichroism, i.e. no difference between spectra
recorded with rcp and lcp.
As we have seen in Sec. 4.5, the CDAD patterns change already within the temporal
overlap of the pulses if the underlying electron dynamics is fast enough. As Mauchain
et al. report a dichroic signal as fast as 30 fs after time zero (recorded with a reported
cross correlation of 80 fs), one would expect that signatures are already visible at time
zero, especially as our cross correlation is longer (>120 fs). We therefore suspect that
the dichroism observed by Mauchain et al. has a different origin than spin-dependent
transport or that the spin-dependent transport is highly temperature sensitive and can
be frozen out.
Another possible explanation might be a residual linear dichroism. As we have seen
in the previous chapter on Bi2Se3 (cf. Ch. 4) and as explained in the section on the
laser (cf. Sec. 3.2.1), achieving pure circular polarized light at the sample position is
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Figure 5.24: PE spectra recorded with rcp and lcp pump pulses of 1.5 eV photon energy and
6.2 eV p-polarized probe pulses at time zero on a BiTeI:Mn sample at 60K. a) Sum of spectra
recorded with rcp and lcp pump polarization respectively. b, c) Difference spectra, i.e. CDAD
spectra for two different cuts through the 3D datasets.
typically not trivial and requires the precompensation of the influence of the incoupling
mirrors and the window of the ultrahigh vacuum (UHV) chamber. If this is not done
carefully enough, the light will have an elliptical polarization at the sample, with the
linear component depending on the handedness of the initial circular polarization. Fur-
thermore, many states show different absorption cross sections for p- and s-polarized
light. Therefore, the dichroic signal observed by Mauchain et al., that predominantly
shows a difference in excitation density between rcp and lcp light, could stem from such
elliptical components.
5.5 Conclusion
We investigated the electron and hole dynamics after photoexcitation in the polar semi-
conductor BiTeI. BiTeI possess Rashba-split surface and bulk bands due to its inversion-
asymmetric crystal structure. Our static measurements confirm the existence of an
electron-like RSS on the Te-terminated surface. The determined Rashba parameter is
in line with previously reported values [34, 78]. We observe that the Fermi level lies
within the split CBM, again in line with all previous reports. Additionally, we observe
that the dispersions of the states are only resolvable after suppressing the photoemission
signal from the I-terminated domains of the surface by aging the sample for a minimum
of ten hours under pressures in the order of 2× 10−9 mbar.
We find that manganese doping slightly increases the binding energy of the surface
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Figure 5.25: Schematic representation of the dominant decay channels in BiTeI. The elec-
tronic systems consists of four subsystems that equilibrate via electron-electron scattering: The
respective photoelectrons and photoholes in the three-dimensional CBM and two-dimensional
RSS. While bulk electrons and holes can couple to the bulk phonon bath, possibly dominantly to
the optical phonons, the holes in the CBM are additionally heavily influenced by drift currents
due to the surface band bending. The holes in the surface state relax via a plasmon channel,
but only at low temperatures.
Furthermore, both dopants increasse the relative PE intensity obtained from the RSS
with respect to the CBM and therefore lead to a better observability of the former. No
further influence on the electronic structure was observed.
tr-ARPES measurements show, that the carrier dynamics after photoexcitation with
1.5 eV photon energy is very complex, due to the different involved subsystems, i.e. the
two-dimensional RSS and the three-dimensional CBM. In principle, the contributions
of the subsystems can only be indirectly determined via the study of the different
dependencies of the energy resolved decay constants. We assume, that surface-to-bulk
coupling by electron-electron scattering is very effective. The main decay channels have
been summarized in Fig. 5.25.
Both above and below the Fermi level, we observe a fast thermalization of the pho-
toexcited hot electron gas, on a timescale of 200 fs. As we see no k-dependence of the
dynamics neither above nor below the Fermi level, we assume that defect and phonon
scattering redistribute momentum on even shorter timescales. The cooling of the hot
electron gas, i.e. the recovery of the initial state, however, is different for the electron
and hole subsystems.
The electron dynamics, i.e. the dynamics above EF, is mainly governed by the bulk.
Energy dissipation from the electronic system after excitation can be reasonably well
described with electron-phonon scattering. Deviations of the observed intensities from
a Fermi distribution are attributed to an increased number of carriers that are excited
across the band gap from the VB as well as to the peculiar hole dynamics, see below.
The maximum electronic temperature does not scale with the applied fluence as would
be expected from a two-temperature model, indicating a very fast initial dissipation
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of energy from the electronic system. This is expected from a compound with a polar
crystal lattice, which should facilitate coupling between electrons and optical phonons
with low q (Fröhlich interaction). After the initial fast dissipation, further dissipation of
heat from the electronic system takes place on a timescale of roughly 4− 6ps. This, in
combination with the long thermalization time between electrons and the lattice - even
after 11 ps the electron and phonon systems are not yet thermalized - is unexpected.
We propose, that this feature hints at very long lifetimes of the initially excited optical
phonons, i.e. very long equilibration times within the phonon subsystem, creating a
phonon bottleneck for the dissipation of energy from the electronic system.
The hole dynamics, on the other hands, i.e. the dynamics below EF, show a much
larger influence of the surface properties. At 60K sample temperature, the dynamics
in the RSS are governed by the coupling of the electronic system to a surface plasmon,
leading to a decrease of the decay times towards the band bottom and an increase
towards the Fermi level. At RT, we observe that the decay is almost independent of
binding energy and therefore probably dominated by surface recombination rather than
electron-phonon coupling.
Note, that both processes, the coupling of the RSS to the surface plasmon and the
surface recombination rate, become only relevant due to the long lifetimes created by
the bottleneck in electron-phonon cooling.
Right below the Fermi level, both at 60K and RT, we observe a sudden decrease of
the decay times. Additionally, we observe much smaller depletion rates in the same
energetic region than are to be expected from a Fermi distribution. The decrease of
both the decay times and the depletion rates is due to ballistic transport of bulk carriers
to the surface in the residual electrostatic field of the positively charged surface. The
carriers from those currents accumulate around the Fermi level, where they can decay
by surface recombination and electron-phonon scattering.
BiTeI:Mn shows dynamics that are very reminiscent of the pristine sample. The only
notable differences are significantly higher decay times right above the Fermi level,
indicating a larger percentage of carriers excited across the band gap and possibly even
weaker electron-phonon coupling. Additionally, the change in binding energy of the RSS
also influences the electron-plasmon coupling. The binding energy, where the dynamics
at 60K and RT coincide, which corresponds to the binding energy of the DP, is shifted
to larger values.
Vanadium doping not only influences the n-doping of the sample, but also quenches the
thermalization of the hot electron gas. We assume, that vanadium exhibits states right
below and above the Fermi level. This would make electron-defect scattering not only
effective at redistributing momentum, but also energy within the hot electron gas. DFT
calculations are necessary to confirm or refute this assumption.
Finally, we could not reproduce previously reported CDAD patterns upon the excita-
tion of the sample with circular polarized light [111]. We assume that residual linear




In recent years, a lot of novel approaches to the improvement of performance and effi-
ciency of computers have emerged. One of these approaches are so-called spintronics,
where the spin-degree of freedom of electrons is sought to be exploited. Within this
field, the excitation of spin-polarized currents is a major challenge. One suggested so-
lution is the excitation of spin-polarized (surface) states of strongly spin-orbit coupled
materials, e.g. by circular polarized light. Generally, it is assumed that a coupling of
the photon angular momentum to a parallel spin will lead to a preferrential excitation
in a spin-polarized state.
In this work, the response of the electronic system during and after excitation with
near-infrared (nIR) light in two semiconductors which are treated as promising candi-
dates is investigated. On the one hand, we investigate the origin of helicity-dependent
photocurrents on the topological insulator (TI) Bi2Se3 by means of two-photon photoe-
mission (2PPE). On the other, we study the electron and hole relaxation dynamics in
the Rashba-split surface and bulk bands of BiTeI by means of time- and angle-resolved
photoemission spectroscopy (tr-ARPES).
The advantage of studying the response of the electronic system with these techniques
over transport studies is the possibility to disentangle contributions from specific in-
volved states, and establish dependencies both on the crystal momentum k and the
binding energy E. Furthermore, the employed angle-resolving time-of-flight (ToF) spec-
trometer allows for the simultaneous recording of the two in-plane components of the
photoelectron’s momentum as well as the kinetic energy.
Chapter 4 discusses the circular dirchoism in the angular distribution (CDAD) patterns
observed during the excitation of Bi2Se3 with circular polarized light of 1.7 and 1.9 eV
photon energy. Hereby, the excitation with 1.7 eV corresponds to a resonant excitation
between the occupied and unoccupied topological surface state (TSS), which are both
situated at the Γ point of the surface Brillouin zone (BZ). The distribution of the pho-
toexcited electrons in the unoccupied TSS was probed with s-polarized pulses of 4.7 eV
photon energy, ensuring that the probing step has a minimal influence on the observed
patterns.
We confirm that the formation of CDAD patterns predominantly depends on the cou-
pling of the incident photons to the initial state. In other words, the intermediate state
plays no significant role, as confirmed by off-resonant measurements, time-resolved data
and model calculations performed by our collaboration partners.
However, the observed CDAD in the TSSs does not show the expected anti-symmetric
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patterns that would correspond to the excitation mechanism typically proposed for
the photocurrents observed in transport measurements. Instead, we observe threefold-
symmetric patterns reminiscent of the bulk crystal symmetry. The only exception to
this is the pattern at the conduction band minimum (CBM), which actually shows an
anti-symmetric electron distribution. However, this pattern could not be reproduced by
theory and its emergence remains unexplained. This asymmetry plus residual asymme-
tries in the TSSs, possibly stemming from experimental inaccuracies, are large enough
to explain the origin of the photocurrents instead. These currrents are not a priori
spin-polarized.
In Chapter 5, the electron and hole dynamics in the Rashba-split surface state (RSS)
and CBM on the Te-terminated surface of BiTeI are presented and analyzed. BiTeI is
an intrinsically n-doped degenerate semiconductor with a direct band gap. The crystal
lattice lacks inversion symmetry, leading to Rashba-split bulk states. Furthermore, the
polar surfaces of BiTeI host RSSs. In static measurements, we confirmed previously
reported values for the Rashba-splitting of the electron-like RSS on the Te-terminated
surface. Furthermore, we find that both manganese and vanadium doping of 3% and
2.5% respectively does not strongly influence the electronic structure, but improve the
observability of the RSS in our spectra.
The electron dynamics on BiTeI was investigated by a pump-probe scheme, during
which the electronic system was excited by laser pulses of 1.5 eV photon energy and
probed with pulses of 6.2 eV, giving access to the population dynamics across the Fermi
level. By investigating the dependence of the dynamics on the crystal momentum
k||, binding energy E, sample base temperature T and incident fluence F , we can
disentangle different decay channels open to the surface 2D electron gas and bulk 3D
electron gas. We find, that across all subsystems, electron-electron scattering effectively
leads to a thermalization of the hot electron gas on a timescale of τ1 ≈ 200 fs. The only
exception here is the V-doped sample, where we observe no such equilibration. This
hints at additional states around the Fermi level stemming from the dopants, that
effectively redistribute energy during collisions. Furthermore, we find no dependence
of the dynamics on the crystal momentum k|| on any of the samples, indicating very
effective momentum redistribution by quasielastic defect and phonon scattering.
The dynamics above the Fermi level are dominated by the bulk bands. The scaling
law of the maximum electronic temperature with the incident fluence hints at a very
fast dissipation of heat from the electronic system, most probably via the excitation of
optical phonons with low momentum q by Fröhlich interaction. The dissipation time
in the picosecond range at higher delays and even longer thermalization time with the
lattice hints at a long lifetime of these optical phonons, effectively reducing the cooling
of the hot 3D electron gas by electron-phonon coupling (phonon bottleneck).
Electrons excited over the band gap accumulate above the Fermi level before they can
recombine with holes across the band gap, increasing the lifetimes at the Fermi level
further. This process is most prominent on the Mn-doped sample. Diffusion of the hot
carriers into the bulk seems to be hindered by the positive partial charge of the surface
and the resulting band bending.
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On the contrary, this band bending results in a drift current of electrons towards the
surface. This decreases both the depletion rates and the recovery times at binding
energies up to 50meV, i.e. right below the Fermi level. This energy coincides with the
suspected position of the CBM in the bulk. At higher binding energies, the dynamics
is dominated by the RSS. At sample temperatures of 60K we see the influence of a
plasmon decay channel that closes at room temperature (RT). This is probably due
to an increased scattering of electrons with optical phonons, significantly broadening
and reducing the intensity of the plasmon. The only exception, is the V-doped sample,
where the plasmon persists up to RT.
Finally, we tried to reproduce previously reported signatures of CDAD upon excitation
with circular polarized pump pulses. These were interpreted to be caused by ballistic
spin-dependent transport. We could not reproduce the findings and therefore dispute
the claim. Instead, we propose that residual linear dichroism is responsible for the
previously reported patterns.
From an applied point of view, we have to conclude that the excitation of spin-polarized
currents on the two investigated materials by circular polarized light is not as straight-
forward as one would hope. Instead, complex interaction mechanisms of the electronic
system with the crystal lattice and surface properties govern the excitation and relax-
ation processes, which is fascinating from a fundamental scientific point of view.
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Appendix A
BiTeI: Dynamics at room temperature
In Secs. 5.2 and 5.3.1, we have presented the fluence dependence of the electron and
hole dynamics at 60K sample temperature of pristine BiTeI and BiTeI:Mn respectively
(cf. Figs. 5.11a), 5.16a) and 5.20a). Furthermore, we have shown the temperature
dependence of the dynamics for one selected fluence each (cf. Figs. 5.12, 5.18, and
5.20b).
Here, we provide additional traces of the decay constant τ2, obtained from spectra mea-
sured at room temperature with different fluences on both samples (c.f. Fig 5.8 for the
process of obtaining τ2). These traces show, that altering the fluence at room tempera-
ture will influence the spectra quantitatively, but not qualitatively (c.f. Fig. A.1): With
increasing fluence, τ2 will increase both above and below the Fermi level, both for pris-
tine and Mn-dpoed BiTeI. Meanwhile, the functional dependency of τ2 on the binding
energy - diverging above EF and linear with a kink below EF - will not change. The
only notable difference is the trace recorded on BiTeI:Mn with a fluence of 110µJ/cm2.
Here, the decay times of the holes are lower than to be expected from the general trends.
We have not found an explanation for this deviation, especially regarding the fact, that
the electronic decay times, recorded at the same time, match the general trend.
The influence of the dopants, i.e. the differences between Fig.A.1a) and Fig.A.1b), is
the same at room temperature and at 60K, c.f. Sec. 5.3.1, especially Fig. 5.21.
Disregarding the outlier, we can conclude, that the decay constant traces at room tem-
perature presented in the main part of this thesis are representative for all fluences.
In summary, the fluence dependence at room temperature mirrors that at 60K for
both samples. As a consequence, the reverse is also true: The temperature dependence
discussed in Secs. 5.2 and 5.3.1 is indeed the same for all fluences.
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a)
b)
Figure A.1: Decay constants τ2 of the excited carriers above and below the Fermi level in
pristine BiTeI (a) and BiTeI:Mn (b). The decay constants were obtained as explained in Fig 5.8
from datasets measured with different pump fluences on the respective samples. The samples
were kept at room temperature throughout all measurements. The errors are estimated from
the robustness of the fits, as explained in Fig. 5.9.
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Appendix B
Evolution of the Electronic Temperature
on BiTeI:Mn
In Sec. 5.2.1, we have discussed the influence of electron-phonon coupling on the elec-
tron dynamics in pristine BiTeI. An important indicator for the importance of electron-
phonon coupling was the temporal evolution of the electronic temperature after excita-
tion. We have seen that on pristine BiTeI, the electronic temperature can be estimated
from fitting the temporal evolution of the integrated photoelectron (PE) signal, al-
though the deviating hole dynamics as well as the cross-correlation between electronic
temperature and energy resolution make it hard to make quantitative statements.
Here, we show the corresponding results for BiTeI:Mn, cf. Fig. B.1. We can see, that we
can achieve a better agreement of the fits with the measured density of states (DOS)
around the Fermi level, even at delays as small as 1 ps. This is possibly due to the much
smaller fluence applied during the measurements, which was a factor three smaller than
in the spectra shown in Fig. 5.14.
This corroborates the finding of Sec. 5.2.1, that the electronic temperatures are well
defined for low pump fluences, but produce worse models for higher pump fluences.
Nevertheless, the maximum electronic temperature reached as well as the residual tem-
perature increase after 11 ps is higher than the pristine sample would have reached with
this pump fluence. However, as we have already argued, all quantitative comparisons
have to be taken with a grain of salt, as the fits show significant deviations from the
data, especially for the pristine sample and at high pump fluences.
The initial temperatures are not overestimated for BiTeI:Mn, in contrast to the case of
pristine BiTeI (cf. Fig. 5.15), while the resolution was fixed to an even lower value, i.e.
a better resolution than for the fitting of the datasets obtained on pristine samples.
The dynamics on BiTeI:Mn generally confirms the phonon bottleneck, as the electronic
temperatures after 11 ps are still elevated with respect to the expected lattice temper-
ature.
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Figure B.1: a) The PE intensity recorded on BiTeI:Mn plotted over the kinetic energy at
three characteristic delays (dots). The sample was kept at room temperature and the applied
pump fluence was 70µJ/cm2. The data was fitted as explained in Fig 5.5 (solid lines). We
see a good agreement of the fits with the data before the excitation and from one picosecond
after the excitation on. b) Electronic temperatures over pump-probe delay, extracted from the
Fermi distribution in the fits of the DOS, as exemplarily shown in (a). c) Chemical potential,
extracted from the data in the same way.
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Figure C.1: Position of the band bottom of the RSS, exemplarily shown for BiTeI:Mn, plotted
over pump-probe delay. The values were obtained by fitting a cut at kx = 0.05Å−1 through a
delay scan obtained with a fluence of 220µJ/cm2 at 60K sample temperature. It shows that
the band does not move and therefore that there is no surface photovoltage generated during
the pump-probe measurements, even at high fluences.
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Figure C.2: Decay constants τ2 of the carriers in BiTeI:Mn. The data is the same as displayed
in Fig. 5.20a) but with error bars. The error bars are estimated in the way explained in Fig. 5.9.
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Figure C.3: Decay constants τ2 of the carriers in BiTeI:Mn. The data is the same as displayed
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CDAD circular dirchoism in the angular distribution
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DFT density functional theory
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DOS density of states
DP Dirac point
FH fourth harmonic
FHG fourth harmonic generation
IQHE integer Quantum Hall Effect
LEED low-energy electron diffraction
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tr-ARPES time- and angle-resolved photoemission spectroscopy
TRIM time-reversal invariant momenta
TSS topological surface state
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VBM valence band maximum
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