The CAMx photochemical grid model was used to model ozone (O 3 ) and particulate matter (PM) over a European modeling domain for calendar year 2006 as part of the Air Quality Model Evaluation International Initiative (AQMEII). The CAMx base case utilized input data provided by AQMEII for emissions, meteorology and boundary conditions. Sensitivity of model outputs to input data was investigated by using alternate input data and changing other important modeling assumptions including the schemes to represent photochemistry, dry deposition and vertical mixing. Impacts on model performance were evaluated by comparisons with ambient monitoring data. Base case model performance for January and July 2006 exhibited under-estimation trends for all pollutants both in winter and summer, except for SO 2 . SO 2 generally had little bias although some over-estimation occurred at coastal locations and this was attributed to incorrect vertical distribution of emissions from marine vessels. Performance for NOx and NO 2 was better in winter than summer. The tendency to under-predict daytime NOx and O 3 in summer may result from insufficient NOx emissions or overstated daytime dilution (e.g., too deep planetary boundary layer) or monitors that are located near sources (e.g., roadside monitors). Winter O 3 was biased low and this was attributed to a low bias in the O 3 boundary conditions. PM 10 was widely under-predicted in both winter and summer. The poor PM 10 was influenced by underestimation of coarse PM emissions. Sensitivities of O 3 concentrations to precursor emissions are quantified using the decoupled direct method in CAMx. The results suggest that O 3 production over the central and southern Europe during summer is mostly NOx-limited but for a more northerly city, London, O 3 production can be limited either by NOx or VOC depending upon daily meteorological conditions.
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Introduction
The Air Quality Model Evaluation International Initiative (AQMEII) is a collaborative study aimed at improving the state of current knowledge regarding the magnitude of uncertainties in regional air quality models for ozone (O 3 ) and particulate matter (PM) (Rao et al., 2011) . Multiple models were applied in the AQMEII and, to promote consistent model applications and minimize uncertainties associated with use of differing inputs by each model, the AQMEII organizers made available key model input data such as emissions, boundary conditions (BCs) and meteorology. However, many models used different meteorological data, several used different BCs and a few used different emissions. In this study, we applied the Comprehensive Air Quality Model with Extensions (CAMx) photochemical grid model (ENVIRON, 2010) for the European domain using the emissions, meteorology and BCs provided by the AQMEII and in addition investigated the influence of input data, assumptions and uncertainties on CAMx model performance. In the following sections, we discuss the application of CAMx to Europe using the input data provided by AQMEII, model sensitivity analyses including use of alternate input data/ assumptions, and O 3 sensitivity to precursor emissions (anthropogenic NOx and VOC).
Methodology

Base case modeling
Air quality modeling for the European (EU) domain and calendar year 2006 used CAMx version 5.21 to simulate physical and chemical processes governing the formation and transport of O 3 and PM (ENVIRON, 2010) with Carbon Bond 05 (CB05) gas phase chemistry (Yarwood et al., 2005) . Model inputs were prepared from data provided by AQMEII supplemented by other data sources as described below. The CAMx modeling domain was defined in latitude and longitude with 207 by 287 grid cells and 23 vertical layers. The modeling domain covered most of Europe, from 15.875 W to 35.875 E and 34.5625 N to 70 .4375 N, with a grid resolution of 0.125 latitude by 0.25 longitude (equivalent to about 15e20 km). The grid resolution of the CAMx domain was aligned to the emission inventory in order to avoid spatial interpolation of gridded emissions data. The extent of the CAMx domain encompasses the common grid for analysis of model results, from 15 W to 35 E and 35 N to 70 N at 0.25 resolution.
Meteorology
Meteorological data for calendar year 2006 were developed for AQMEII using the MM5 model (Dudhia, 1993) with 35 km resolution by the Laboratoire des Sciences du Climat et de l'Environnement (CEA) in Paris, France (Vautard et al., in press ). The MM5 domain was defined in Mercator projection with 180 by 220 grid cells and 32 vertical layers with a 30 m deep surface layer. The MM5CAMx preprocessor for CAMx was used to interpolate from the Mercator projection employed by MM5 to the more finely resolved latitudeelongitude coordinate system used by CAMx. CAMx employed fewer vertical layers (23) than MM5 (32) to reduce the computational burden of the air quality simulations. The CAMx vertical layers exactly matched those used in MM5 for the lowest 14 layers (up to w1800 m) and above this altitude were aggregates of several MM5 layers. Minimum vertical diffusivity (K v ) was set to 1.0 m 2 /s.
Emission inventory
Anthropogenic emissions for 2006 were developed by TNO Environment and Geosciences (Pouliot et al., this issue) . The data consisted of annual average emissions for 10 SNAP (Selected Nomenclature for sources of Air Pollution) sectors (Visschedijk et al., 2007) on a 1/16 by 1/8 latitude-longitude grid. Major point sources were gridded, which combined sources of the same SNAP sector in each grid cell, and plume rise was accounted using layerfractions which were constant spatially and temporally for each SNAP sector. Chemical constituents included methane (CH 4 ), carbon monoxide (CO), nitrogen oxides (NOx), sulfur oxides (SOx), non-methane volatile organic compounds (NMVOC), ammonia (NH 3 ) and particulate matter of 10 and 2.5 mm or less (PM 10 and PM 2.5 ).
The Emissions Processing System version 3 (EPS3) was used to prepare emissions data for input to CAMx using temporal allocation and vertical layer distribution profiles provided by TNO for each SNAP sector. Speciation profiles for NMVOC to the CB05 chemical mechanism (Yarwood et al., 2005) were developed based on data from Passant (2002) . TNO provided PM speciation profiles to allocate PM10 to sulfate (PSO4), elemental carbon (EC), primary organic carbon (POC), Sodium (Na), other PM fine, and other PM coarse. CAMx models the total mass of organic aerosol (i.e., POA for primary organic aerosols) rather than carbon mass (i.e., POC) and factors of 1.45e1.8 were applied to the POC mass to calculate POA and subtracting the mass difference from "other PM fine" to conserve total PM mass.
The 2006 anthropogenic emissions for the CAMx modeling domain are summarized by SNAP sector in Table 1 and by country or sea area in Table S1 . NOx emissions are primarily from on-road and off-road mobile sources (63%) which includes marine vessels. The largest contributor to SO 2 emissions (56%) is the power generation sector. Solvent use contributes 37% and on-road mobile sources (22%) of NMVOC emissions. Agricultural sources dominate NH 3 emissions (93%). Emissions in sea areas are dominated by commercial shipping.
Biogenic emissions depend strongly on meteorology and landcover and were estimated using the Model of Emissions of Gases and Aerosols from Nature (MEGAN; Guenther et al., 2006; Sakulyanontvittaya et al., 2008) at each hour for each grid cell. MEGAN has a global database of landcover derived from satellite data at 1 km resolution. Meteorological input data for MEGAN (i.e., temperature and solar radiation) were taken from the MM5 predictions. MEGAN estimates emissions of isoprene, methylbutenol, terpenes, sesquiterpenes, other VOCs (OVOCs) and soil NOx.
Biomass burning emissions were estimated by the Finnish Meteorological Institute (FMI; Sofiev et al., 2010 ) using the fire radiative power (FRP) data product from MODIS equipped satellites. The dataset consisted of daily PM emissions for each fire gridded at 0.1 resolution. Scaling factors were provided to calculate gaseous components (CO, HCHO, NOx, NH 3 , and SO 2 ) as ratios to PM. FMI suggested distributing emissions vertically by placing 50% of emissions below 200 m and 50% between 200 m and 1 km (Sofiev et al., 2010) but US modeling studies have used higher plume rise (ASI, 2005) . Plume rise is related to the spatial extent of fires, and other factors, which are likely to differ for the conditions analyzed by FMI and the US studies. For the base case, fire plume rise was modeled by analyzing the emission inventory data to categorize the area burned by each fire and then using plume rise equations specific for fires of differing spatial extent (ASI, 2005) . Emissions of sea-salt particles, including sodium, chloride, and sulfate (SO 4 ), were estimated from the MM5 hourly, gridded meteorology using flux equations for open ocean (Smith and Harrison, 1998; Gong, 2003) and breaking waves in the surf zone (de Leeuw et al., 2000) .
Average daily emissions in January and July 2006 for each source category are summarized in Table S2 .
Boundary/Initial conditions (BCs/ICs)
Boundary conditions (BCs) for the base case were from data provided by the European Centre for Medium-Range Weather Forecasts (ECMWF) GEMS project (http://gems.ecmwf.int). The GEMS data were a composite of two models, namely MOZART for gases and IFS for particles. EPA evaluated the GEMS BCs by comparison with climatological values and GEOS-Chem model results for North America (Schere et al., in press) and concluded generally that differences between the three data sources were within the uncertainty ranges. However, EPA recommended not using sea-salt from GEMS because concentrations were high. The SO 2 and SO 4 data from GEMs also were not recommended as they were based on simple assumptions for emissions and removal rather than a complete atmospheric transformation mechanism. Neglecting sulfur from the boundaries should not greatly affect the simulations, since SO 2 / SO 4 should be strongly forced by emissions within the domain. The GEMS data did not provide PM nitrate or ammonium. For the base case, BCs were extracted from GEMS data and formatted for CAMx. Background concentrations were assumed for nitrate, ammonium, sulfate and other aerosol species missing from the GEMS data. The 2006 annual simulation was initialized on December 18, 2005, to limit the influence of the ICs on results for 2006.
Sensitivity cases
Multiple sensitivity simulations were conducted to identify the role played by different input data and assumptions. Two onemonth periods, January and July, were modeled for each sensitivity case and evaluated against measurements. Information on the alternative inputs and assumptions are provided below.
Boundary conditions
To investigate the contrasting impacts of other data sources for BCs, we replaced the GEMS BCs with results from other global models, namely, GEOS-Chem v8e03e01 (Yantosca and Carouge, 2010 ) and MOZART4.6 (Emmons et al., 2010) . The 2006 GEOSChem simulation was performed by ENVIRON using input data provided by Harvard University while the 2006 MOZART results were from the University Corporation for Atmospheric Research (UCAR, 2010).
Meteorology
The MM5 meteorology was replaced with WRF meteorology provided by the University of Hertfordshire (Vautard et al., in press ). The WRF domain covers almost all of Europe using 269 by 249 grid cells at 18 km resolution. The projection is Lambert Conformal. The vertical domain definition has 51 vertical layers with an approximately 25 m deep surface layer. The WRF data was collapsed to 24 layers in CAMx and interpolated to the CAMx latelon grid. Two sensitivity tests were performed using WRF meteorology with different minimum vertical diffusivity (K v ) values of 0.1 or 0.04 m 2 /s. The major impact of changing the minimum K v is on night-time mixing in/out of the shallow surface layer in CAMx.
Emissions
Emission estimates by MEGAN are generally higher than those estimated by EPA's Biogenic Emission Inventory System model (Pouliot, 2008) . A comparison against aircraft-based measurements suggested that MEGAN over-estimated isoprene by up to a factor of 2 (Warneke et al., 2010) . A sensitivity test was conducted with the MEGAN isoprene emissions reduced by half.
As discussed above, biomass burning emissions in the base case were distributed vertically according to the plume rises reported in US studies (ASI, 2005) . Satellite data analysis by FMI suggested lower plume rise, i.e., w80% within planetary boundary layer (PBL) and most plumes are below 4 km (Sofiev et al., 2010) . A sensitivity test was conducted using fire vertical profiles modified to conform better to these satellite data and FMI's recommendation.
Shipping emissions in the base case were placed in the first model layer following vertical profiles suggested by AQMEII. However, deep draft vessels which account for most of the shipping emissions have stack heights comparable to the 30 m depth of the lowest CAMx layer. A study for the Port of Los Angeles characterized the stack height for deep draft vessels as between 34 and 58 m above the waterline (SCG, 2004) . A sensitivity test with shipping emissions over open water assigned 75% to the second CAMx layer (the second layer top is at 73 m.) and 25% to the first CAMx layer. However, because emissions from shipping were combined with other mobile sources, this sensitivity adjustment was applied only for grid cells characterized as 100% water meaning that in-port emissions from deep draft vessels were still assigned entirely to the surface layer.
Dry deposition
CAMx offers two dry deposition options: the original approach is based on the work of Wesely (1989) for gases and Slinn and Slinn (1980) for particles; and a more recent approach is based on the work of Zhang et al. (2001 Zhang et al. ( , 2003 . The base case used the Zhang scheme with 26 land use categories and incorporates vegetation density effects via leaf area index (LAI) to scale pollutant uptake into biota. The Wesely/Slinn model is formulated for 11 land use categories. A sensitivity test was conducted using the Wesely/Slinn scheme.
Gas-phase chemistry
The gas-phase chemical mechanism strongly influences model predictions for oxidants and secondary PM. A sensitivity test implemented the Carbon Bond 6 (CB6) chemical mechanism (Yarwood et al., 2010) with the rate constant for OH and NO 2 measured by Mollner et al. (2010) . Changes in CB6 compared to CB05 include reactions of aromatics, isoprene, ketones and production of HO 2 radical from RO 2 radicals. CB6 was used with the CB05 modeling inputs which means that some improvements (e.g., explicit treatments of propane, benzene and acetylene) were not exploited.
Performance evaluation
Model performance was evaluated using methods implemented in the Atmospheric Model Evaluation Tool (AMET; Appel et al., 2010) .
Ambient air quality measurements from the AirBase database for Europe (EEA, 2010) were used with AMET to compute statistical metrics of model performance. Background monitors (i.e., reported as being removed from traffic and industrial sources) below 700 m elevation and with data availability exceeding 75% were included in this analysis (w1400 sites). The AirBase system classifies monitors according to location type with most of the selected stations classified as urban background, 379 as suburban background and 360 as rural background. Statistical metrics for PM constituents were computed using data from the European Monitoring and Evaluation Program (EMEP) database (EMEP, 2010) . Monthly normalized mean bias (NMB), normalized mean error (NME), fractional bias (FB) and fractional error (FE) statistics (Table 2) were calculated for January and July using paired predictions and observations. January and July were selected to represent winter and summer conditions, respectively, when air pollution events occur for different reasons.
Concentration thresholds were applied to the observed data (i.e., NOx ! 0.5 ppb, NO 2 ! 0.5 ppb, O 3 ! 5 ppb, SO 2 ! 0.2 ppb, CO ! 10 ppb, PM 10 ! 1.0 mg/m 3 ) to focus on conditions that exceed measurement thresholds. Table 3 reports the statistical performance metrics over all stations in the modeling domain for January and July 2006.
Overall, the base case simulation under-predicted all species except SO 2 in both January and July (Table 3) . SO 2 has less than 10% bias (NMB and FB) in both months but greater than 60% error (NME and FE) indicating that the average concentrations are predicted correctly but with substantial scatter. For O 3 and CO, model performance improves in July compared to January. NOx, NO 2 and PM 10 are substantially underestimated and performance is poor for both months with similar magnitude bias and error statistics indicating that the under-estimation trends are consistent both spatially and temporally. Analyzing the NMB and FB statistics for January by monitor location type (Table S3) shows less underprediction tendency at rural monitors than at urban monitors for most species except O 3 . January O 3 is under-predicted for both the rural and urban monitor types.
The diurnal cycle of July O 3 ( Figure S1 (a)) shows that the model reproduces well the daily modulation in O 3 . In contrast to July, 
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January O 3 performance is poor showing consistent underpredictions. The diurnal cycle of January O 3 ( Figure S1 (a) ) shows that the model reproduces the daily modulation in O 3 but with an offset due to a consistent low bias. Since O 3 production by atmospheric chemistry is generally suppressed in winter, O 3 transport from the model boundaries (i.e., BCs) is expected to be the dominant factor in causing the low bias for O 3 in January. Both MOZART and GEOS-Chem BCs improve January O 3 performance significantly with the FB bias decreasing from À63% (base case) to 0.2% (MOZART) and À21% (GEOS-Chem) ( Table 3 ). The effects of changing BCs are less evident in July indicating that the low bias in the base-case O 3 BCs is a winter problem. In contrast to O 3 , NOx performance is fairly good at rural stations in January but NOx at urban stations is under-predicted in both January and July (Table S3 ) and in July CAMx predicted much lower daytime NOx than observed ( Figure S2 (a) ). These problems may stem from model deficiencies, such as insufficient NOx emissions or overstated daytime dilution (e.g., too deep planetary boundary layer) or urban monitors that are located near sources (e.g., roadside monitors). WRF meteorology substantially changed model performance in both months, particularly for NOx. WRF estimated shallower boundary layers than MM5 and led to higher surface NOx concentrations. With WRF meteorology, NOx has À13% low bias (NMB and FB) compared to À75% low bias (FB) in the base case (Table 3 ). The diurnal cycles in the WRF sensitivity simulations ( Figure S2 ) have higher night-time NOx and lower night-time O 3 than the base case. Ground-level O 3 at night is removed by reaction with NO (to form NO 2 ) and deposition, and can be replenished from higher-layer O 3 . Night-time concentrations of NOx and O 3 were sensitive to the minimum vertical diffusion coefficient (K v , set to 0.04 m 2 /s or 0.1 m 2 /s) but were not systematically better in either sensitivity test. The WRF meteorology also resulted in higher CO and PM 10 concentrations in the surface layer than the base case (Table 3) . SO 2 performance shows positive bias at most coastal stations (e.g., around the English Channel and North Sea) while the modeled and observed concentrations are in a fairly good agreement inland suggesting that contributions from ship emissions to surface SO 2 might be over-estimated ( Figure S3) . A likely reason for SO 2 overestimation at coastal locations is that all ship emissions were placed in the first model layer. As discussed above, many large vessels have sufficient stack height to release emissions into the second model layer. However, model results were insensitive to using an alternate vertical distribution of shipping emissions. This result may be due to limitations in the sensitivity test which could only move shipping emissions into the second layer for grid cells over open water.
Model performance also was relatively insensitive to changing the vertical distribution of fire emissions because both vertical distributions placed most of the fire emissions within the planetary boundary layer.
Reducing biogenic isoprene emissions has small impacts to model performance in July, and the impacts mainly occur in the southern European countries (e.g., Italy and Spain). January model performance is insensitive to this change which is expected because of low biogenic emissions during winter.
Model results are relatively sensitive to the dry-deposition scheme chosen. The Wesely/Slinn dry deposition model tends to generate higher O 3 deposition rates than the Zhang model in summer, which overall leads to lower surface O 3 concentrations. This effect is observed in our July results, but only caused 2e3% change in bias. In contrast, the Wesely/Slinn scheme increases winter O 3 and improves FB by 9%. The deposition algorithms for aerosols in the two schemes have similar formulations, but parameterizations used in the Zhang scheme result in higher deposition velocity for sub-micron aerosols, especially over rough vegetated surfaces. The Wesely/Slinn scheme improves the FB of PM 10 from À59% to À43% in summer and from À47% to À12% in winter. However, since emissions of PM 10 are uncertain (discussed below), our interpretation of this result is limited to a finding of sensitivity to deposition scheme rather than any conclusion that one scheme is more accurate than another.
CB6 gas-phase chemistry improves January O 3 and PM performance considerably by increasing surface concentrations. January O 3 has À37% FB low bias compared to À63% in the base case. July O 3 and PM predictions also increase. Inorganic species, such as CO and SO 2 , are also affected because of changes in oxidant availability. Although PM 10 performance improves, it is still greatly underestimated. Figure S4 shows that PM 2.5 performance is fairly good, especially in July, suggesting that the poor PM 10 performance is primarily due to under-estimation of coarse material mass which suggests emission inventory problems. Analysis of PM 10 and speciated components of PM using EMEP data ( Figure S5 This analysis suggests that emissions of coarse PM were underestimated. Different inputs and assumptions affect model performance to different extents and depending upon pollutant. BCs and meteorology appear to impact overall model performance the most. Pollutants affected by long-range transport, i.e., O 3 , CO and PM, were most affected by BCs and both MOZART and GEOS-Chem improved the performance for winter O 3 compared to the base case. In constructing a new base case simulation for emission sensitivity analysis, two model configurations with combinations of changes were selected and tested. The first configuration (combo1) incorporates MOZART BCs and changes in vertical distributions of fire and ship emissions. While changes to fire and ship emissions had small impacts on model performance, the changes are considered appropriate thus included. The second configuration (combo2) included the changes made in combo1 plus changes to biogenic isoprene emissions and CB6 chemistry. The MPE results for these two configurations are presented in Table 3 and Table S3 . The performance varies by pollutant and by season. Both configurations improve O 3 performance in January considerably because of the MOZART BCs while combo2 predicts higher O 3 due to CB6.
HDDM sensitivity analysis
The traditional approach to sensitivity analysis may be called the brute force method (BFM) where model simulations are repeated with different model inputs (as demonstrated earlier). For example, reducing biogenic VOC emissions reduced domain-wide O 3 in summer but produced negligible change in domain-wide O 3 in winter (Table 3) . While the BFM is easy to apply and interpretation of the result is straightforward, the method is computationally demanding and susceptible to numerical uncertainty for small perturbations. The Decoupled Direct Method (DDM) offers an alternative to the traditional BFM by directly solving sensitivity equations derived from the governing equations of the model (Dunker, 1984; Dunker et al., 2002) . The higher-order DDM (HDDM) adds the capability in CAMx for second-order sensitivity coefficients (Koo et al., 2007) which is used to understand non-linear responses and interactions between first-order sensitivities (Hakami et al., 2003 (Hakami et al., , 2004 Cohan et al., 2005) .
In this work, HDDM was applied to the combo1 and combo2 scenarios for a 15-day July episode (July 16e28 with two spin-up days) selected because high O 3 occurred in several major cities. First-and second-order sensitivities were computed for O 3 to domain-wide anthropogenic NOx and VOC emissions. The analysis focuses on the combo1 scenario because the results of combo2 are similar to those of combo1. Fig. 1 shows episode average hourly O 3 concentrations and the zero-out contribution (ZOC) of domainwide anthropogenic NOx and VOC emissions at 11:00 GMT which corresponds to noon in British Summer Time (London) or 1 PM in Central European Summer Time (Milano). The ZOC of an emission source is defined as the amount by which concentrations would be reduced if that source was completely removed (i.e., zeroed out). Model response of concentrations to perturbations in input parameters can be approximated using Taylor series expansions:
where CeC 0 represents the concentration change due to simultaneous perturbation in two input parameters (i and j) by fractions p i and p j . Then, ZOC is calculated as follows:
(2)
In central and southern Europe, anthropogenic NOx contributions to O 3 are much higher than anthropogenic VOC contributions indicating that O 3 formation is mostly NOx-limited. This is primarily due to abundant biogenic VOC emissions in the region ( Figure S6 ). mostly negative meaning that O 3 sensitivity to NOx emissions decreases as VOC emissions are reduced and vice versa. The source contributions do not sum to the modeled O 3 concentrations because biogenic emissions, boundary conditions, fires, and higherorder nonlinear interactions also play a role. Contributions from these other sources account for significant portions of O 3 concentrations at Athens and Barcelona.
London exhibits large day-to-day variations in the source contributions to daily maximum O 3 , e.g., the anthropogenic NOx emissions contribution is negative on July 24 and positive on July 26. Fig. 3 shows O 3 isopleth diagrams, constructed using Eq. (1), for daily maximum O 3 concentrations at London on July 24 and 26. The response surfaces show markedly different patterns between the two days. On July 24, O 3 production at the site is clearly VOClimited whereas July 26 is close to the ridge line dividing NOxlimited and VOC-limited conditions. This change in the chemical regime resulted from different meteorology which caused higher NOx concentrations on July 24 (w10 ppb at the hour of peak O 3 ) than on July 26 (w5 ppb). Fig. 3(b) indicates that if actual NOx emissions were higher than reported in the inventory, it could result shifting from the NOx-limited regime to the VOC-limited regime. At Milano, contributions of anthropogenic NOx emissions are consistently positive and large, and the O 3 isopleths for episode average daily maximum O 3 clearly show NOx-limited condition ( Figure S7 ). It would require significant increases (60% or larger) in anthropogenic NOx emissions to change the chemical regime of O 3 formation at Milano from NOx-limited to VOC-limited.
Conclusions
CAMx modeling for the EU domain was completed for 2006 using input data for emissions, meteorology and BCs developed by AQMEII. Model performance for January and July exhibited underestimation trends for all pollutants both in winter and summer, except for SO 2 . SO 2 generally had little bias although some overestimation occurred at coastal locations and this was attributed to incorrect vertical distribution of emissions from marine vessels. Performance for NO X and NO 2 was better in winter than summer. The tendency to under-predict daytime NOx and O 3 in summer may result from insufficient NOx emissions or overstated daytime dilution (e.g., too deep planetary boundary layer) or urban monitors that are located near sources (e.g., roadside monitors). Winter O 3 was biased low and this was attributed to a low bias in the O 3 boundary conditions. PM 10 was widely under-predicted in both winter and summer. The poor PM 10 was influenced by underestimation of coarse PM emissions. Model performance evaluation could be improved by more refined segregation of monitoring data by location type (e.g., segregating urban roadside monitors.)
The AQMEII approach to applying many models was to promote use of consistent data sources (e.g., emissions, BCs) and minimize uncertainties associated with use of differing inputs by each model. However, most models are using different meteorological data, several are using different BCs and a few are using different emissions. AQMEII is evaluating the ensemble of predictions from all models applied for Europe and may not be able to untangle the consequences of differing input data and assumptions. To investigate the influence of input data, assumptions and uncertainties on model performance for the EU domain, multiple simulations were conducted first to identify the role played by different input data. Alternate inputs and model configurations tested include BCs from alternate global models (GEOS-Chem and MOZART), alternate meteorological conditions (from WRF), reduced MEGAN isoprene emissions, modified vertical distributions for fire and shipping emissions, and alternate dry deposition (Wesely/Slinn) and chemistry (CB6) schemes. The results show that the underlying boundary conditions, emission inventory and metrological input data play a crucial role in the air quality model performance. Modeling the response to emission changes over time, i.e., modeling different years that are separated by emission reductions in response to control strategies, would be valuable for separating the influences of meteorology from emissions and boundary conditions on model performance.
Sensitivity analysis using HDDM was conducted to evaluate O 3 sensitivity (at second-order) to domain-wide anthropogenic precursor emissions (NOx and VOC). The results suggest that O 3 production over the central and southern Europe during summer is mostly NOx-limited. Combining the first-and second-order sensitivity coefficients enables construction of O 3 isopleths diagrams which can be used to determine the robustness of the chemical regime of O 3 formation (NOx-limited or VOC-limited) in a region. This analysis was performed for London, Paris, Barcelona, Athens and Milano. Cities in southern Europe were consistently NOxlimited but London changed between NOx-limited and VOClimited from day to day.
