ABSTRACT The trustworthiness of the software is crucial to some safety-critical areas. Often, it is measured through the trustworthy degree of software attributes. Weights play key roles in obtaining accurate measurement. How to determine weights of different attributes is a challenge. In this paper, we propose an approach for determining weights. First, we construct positive reciprocal matrices by the evaluations of different experts, and the subjective weights are obtained by aggregating the matrices. In addition, we prove that the aggregation matrix preserves some properties, which further shows that our method is reasonable. Then, we acquire objective weights based on the trustworthy degrees of the attributes and the subjective weights. Finally, we propose an approach for determining weights based on the subjective and objective integration. A case study is presented, which shows that the proposed method is effective.
I. INTRODUCTION
Software in some safety-critical areas, such as aerospace control, finance, transportation and communication, need to achieve higher trustworthiness [1] . That is, the running results of the software should be in line with expectations [2] . The measurement of software trustworthiness can provide quantitative evaluation for the trustworthiness of software. The quantification of software trustworthiness has attracted more researchers' attentions and has become a hot topic [3] . Usually, this quantification, i.e., trustworthy degree of software, is determined by the trustworthy degree of attributes(for example, reliability, correctness, security) and the weights of attributes which reflect the important degree of attributes. Many models for computing trustworthy degree were given [4] - [6] . For example, Tao and Chen [3] , [7] proposed a model of multi-dimensional attributes. Later in [1] and [8] simplified it as follows:
w i = 1 (1) where T is the trustworthy degree of the software, y i is the trustworthy degree of the i-th attribute and w i is the weight of the i-th attribute. This model has properties like monotonicity, acceleration and sensitivity etc. See [3] for details.
The weights reflect the relative importance of the attributes, further affect the accuracy of software trustworthiness measurement. How to determine weights of different attributes is a challenge. Subjective methods of determining weights are based on experts' evaluations. Their experience and knowledge provide the most valuable information. Main approaches include: geometrical mean [9] , [10] , which assigns the same weight to every alternative; simple additive weighting (SAW), as well as more complicated approaches such as TOPSIS [11] , VICOR [11] that are sensitive to variation of the initial data, and complex proportional evaluation [12] , [13] . Another frequently used approach is analytic hierarchy process (AHP) developed by Saaty [14] , [15] and it has a sound mathematical foundation. It is often used to solve a multiple criteria decision problem. For more applications about AHP, you can see Poh [16] and Vidal [17] et al.
We propose an approach for determining weights based on the subjective and objective, and it is used in software trustworthiness measurement. First, we construct positive reciprocal matrices by the evaluations of different experts, then we get subjective weights by aggregating the matrices. Then, we acquire objective weights based on the trustworthy degrees of the attributes and the subjective weights. Finally, we propose an approach for determining weight based on the subjective and objective integration. A case study is presented, which shows that the proposed method is effective. In addition, we prove that aggregation matrix preserves positive reciprocal, consistency and some other properties. These further shows that our method is reasonable.
The remainder of this paper is organized as follows. Section 2 presents the subjective method based on aggregating positive reciprocal matrix. In addition, we prove that the aggregation matrix preserves some properties, which further show that our method is reasonable. Section 3 gives the objective method based on the trustworthy degrees of the attributes and the subjective weights. Section 4 gives the integration method of subjective and objective weight. Section 5 is the conclusion section.
II. THE SUBJECTIVE METHOD
Saaty used positive reciprocal matrix [14] to compare two attributes, instead of comparing all the attributes together. For similar researches see [18] , [19] . We use a positive reciprocal matrix to record the score given by an expert. Further, we aggregate these positive reciprocal matrices, the aggregated matrix can better unify the opinions of different experts.
A. POSITIVE RECIPROCAL MATRIX
Usually, the area-experts are used to show the relations between two attributes by using fuzzy language [14] . For example, attribute b is slightly more important than attribute c, or attribute b is more important than attribute c. For convenience of weight comparisons, we use the relative scale to represent them, which is shown as table 1. When attribute b is slightly more important than attribute c and attribute c is more important than attribute d, we say the weight relation of b, c, d is 6 : 3 : 1. After normalization, we get the weights of b, c, d are respectively 0.6, 0.3, 0.1.
We write a ij = 2 if the importance of the i-the attribute is two times of the importance of the j-th attribute. We also say that the i-th attribute is slightly more important than the j-th attribute. Conversely, the importance of the j-th attribute is Table 1 .
For convenience of representing these a ij , we introduce the notion of positive reciprocal matrix as follows.
Definition 1 (Positive Reciprocal Matrix [4] ): Let A = (a ij ) n×n be an n × n real matrix. A is said to be positive if a ij > 0 for all i, j = 1, . . . , n. And A is said to be reciprocal if a ij = 1 a ji for all i, j = 1, . . . , n.
B. MATRIX AGGREGATION
In order to synthesise different experts' opinions and obtain an overall weight of each attribute, we need to aggregate the positive reciprocal matrices given by experts. 
Definition 2 (Aggregation Matrix): Given reciprocal matrices
where we r is the weight of the r-th positive reciprocal matrix such that
we r = 1.
In the following, we give some properties of the aggregation matrix. The first shows that the aggregation matrix preserves positive reciprocal.
Proposition 1 (Positive Reciprocal):
The aggregation matrix is positive reciprocal.
Proof: For any i, j, we have that
Proposition 2 (Keeping Complete Consistency): If the positive reciprocal matrices are completely consistent, so is the aggregation matrix A * .
Proof: It follows from Definition 2.2 that
Because of complete consistency, we have that
we m = ((a
As a result, we get that
It is not hard to see that the positive reciprocal and completely consistent matrix can be written as follows.
There may be some inconstant positive reciprocal matrices. For example, if attribute b is 2 times more important than attribute c, and attribute c is 3 times more important than attribute d, then it is a inconstant case that d is 2 times more important than b. How to judge the inconsistency? Saaty suggests the largest characteristic root λ max is used to compute consistency index [12] , [13] . The degree of inconsistency of the matrix can be measured by the value of the λ max − n. The greater the largest eigenvalue λ max is, the more the matrix is inconstant. The consistency index CI is computed by CI = λ max −n n−1 . When CI = 0, the matrix is complete consistency. The random consistency index RI is related to n as follows [4] :
CR is the ration of inconsistency, and it is computed by CR = CI RI . If CR is less than or equal to an acceptable value, the positive reciprocal matrix is acceptable consistency. The bigger the CR is, the more inconsistent is the matrix.
Since λ max is continuously dependent on a ij , the more the lambda is than n, the worse the inconsistency of A is. By the evaluation of the r-th expert, we get the positive reciprocal matrix A (r) = (a (r) ij ) n×n . Usually, it is not completely consistent. The matrix A (r) derived from A, where a
A reciprocal perturbation is said to be small if ε (r) ij is close to one for all i and j [4] , [13] . [20] gives the relation of λ max and a ij , where the computing equation of the λ max is
In the following, we introduce the notion of acceptable consistency.
Definition 4 (Acceptable Consistency):
If the ration of inconsistency of the reciprocal judgment matrix is within the allowable range, it is an accepted consistency.
Proposition 3 (Keeping Acceptable Consistency): If the positive reciprocal matrices are acceptable consistent, then so is the aggregation matrix A * .
Proof: Suppose we have n positive reciprocal matrixes and the aggregation matrix A * , we get that
By Definition 2.2, we get that
Because a * ij = ε ( * ) ij w i w j , we get that
Further, we have that
= we 1 ×n ×λ
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As a result, we have that
Further, we get that
The proof is completed.
In the next subsection, we will introduce how to compute we r .
C. COMPUTING we r
The we r in fact shows the accepted degree of the r-th expert. In this subsection, we will introduce an approach to computing we r , which is divided into four steps.
Step 1: Computing the geometric mean matrix of positive reciprocal matricesĀ = (a i,j ) n×n where a ij = (a
Step 2: Computing the Euclidean distance between the r-th positive reciprocal matrix A (r) and the geometric mean matrix A as follows:
Step 3:
Step 4: Computing we r = θ r m k=1 θ k .
D. CASE STUDY
Considering the spacecraft embedded software, six attributes are reliability, correctness, security, safety, availability and performance. We organize five experts to give the positive reciprocal matrices of the weights. After checking the consistency by CR < 0.1, and four positive reciprocal matrices are accepted consistency. A (r) is given by the r-th expert. 
we i is the subjective weight of the i-th attribute. According to the computation of the four matrices, we 1 , we 2 ,we 3 and we 4 are 0.1928,0.2646,0.3880,0.1546 respectively. We obtain the aggregation matrix A * = (a * ij ) n×n , where According to the matrix A * , ws 1 , ws 2 , ws 3 , ws 4 , ws 5 From the table 3 and table 4 , we get that the subjective weight ws 6 of the performance attribute in our method is smaller than the weight by the method of aggregation based on average weight. Because the weights of the attribute given by three matrices are small, the subjective weight obtained by our method is small and the method is more reasonable. Our method can better unify the opinions of the different experts. Our method has a better consistency.
III. OBJECTIVE WEIGHTS
In the analysis of software trustworthiness, if the trustworthy degree of an attribute is low, the trustworthy degree of the software is greatly affected by the attribute. We propose an approach of determining objective weights of attributes based on the sensitive degree of the attribute. The sensitive degree of an attribute is the influence degree of the attribute on the trustworthy degree of the software under a certain condition. So the attribute of the big subjective weight has a great increase to the trustworthy degree of software under the same improvement.
Proposition 5 (Low Trustworthy Degree):
If the subjective weights of the two trustworthy attributes are the same, the attribute of the low trustworthy degree has a great increase to the trustworthy degree of software.
Proof So the attribute of the low trustworthy degree has a great increase to the trustworthy degree of software. The objective weight of the m-th attribute is computed as the following equation.
The subjective weights ws 1 , ws 2 ,ws 3 ,ws 4 ,ws 5 ,ws 6 0.75, 0.89 respectively. The objective weights are shown as the following.
IV. THE INTEGRATION WEIGHTS OF SUBJECTIVE AND OBJECTIVE
The weights can not only reflect the subjective will of the experts, but also better reflect the objective reality of the attributes' trustworthy degrees in the evaluation. Some approaches include simple addition integration, multiplication integration, combined integration method [22] , [23] . We propose the integration of determining weights based on subjective and objective. The integration method is shown as the following equation.
u is the preference parameter. If we have partiality for subjective weights, u becomes bigger. If we have partiality for objective weights, u becomes smaller. In order to take into account and make full use of the information of subjective and objective, we propose the following optimization model. The deviation of the integrated weights from the subjective and objective weights is minimum. 
The subjective weights ws 1 From the table 6, we get that the deviation is minimum when the parameter u is 0.486. Synthesis method of determining the weight is considered the subjective and objective weights. The integration of subjective and objective weight makes the method of determining weights more objective and reasonable.
V. CONCLUSION
Due to the development of computer and the continuous research of some related fields, the comprehensive evaluation method has been continuously developed and improved. We study the weights of the attributes in the software trustworthiness measurement, and it is helpful to improve the accuracy of the software trustworthy degree. In this paper,we propose an approach for determining weights based on the subjective and objective integration. The examples show that the method is effective and reasonable.
