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ABSTRACT
In this paper, we study parametric analysis of semidefinite optimization problems w.r.t. the per-
turbation of the objective function. We study the behavior of the optimal partition and optimal
set mapping on a so-called nonlinearity interval. Furthermore, we investigate the sensitivity of the
approximation of the optimal partition in a nonlinearity interval, which has been recently studied
by Mohammad-Nezhad and Terlaky. The approximation of the optimal partition was obtained from
a bounded sequence of interior solutions on, or in a neighborhood of the central path. We derive an
upper bound on the distance between the approximations of the optimal partitions of the original
and perturbed problems. Finally, we examine the theoretical bounds by way of experimentation.
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1. Introduction
In this paper, we study parametric analysis of a semidefinite optimization (SDO) problem in which
the objective function is perturbed along a fixed direction. Mathematically, we consider
(P) min
{
〈C + C¯,X〉 | 〈Ai, X〉 = bi, i = 1, . . . ,m, X  0
}
,
(D) max
{
bT y |
m∑
i=1
yiA
i + S = C + C¯, S  0, y ∈ Rm
}
,
where C,X,Ai ∈ Sn for i = 1, . . . ,m, b ∈ Rm, C¯ ∈ Sn is a fixed direction, and Sn denotes the
vector space of symmetric n× n matrices endowed with the inner product 〈C,X〉 := Tr(CX). The
optimal value of (P) yields the optimal value function v : R → R ∪ {−∞,+∞}. In this context,
X  0 means that X belongs to the cone of positive semidefinite matrices, which is denoted by Sn+.
In order to guarantee zero duality gap and attainment of the optimal values, see e.g., [6], we make
the following assumptions throughout this paper:
Assumption 1. The coefficient matrices A1, . . . , Am are linearly independent.
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Assumption 2. The interior point condition holds at  = 0, i.e., there exists a strictly feasible
solution
(
X◦(0), y◦(0), S◦(0)
)
with X◦(0), S◦(0)  0, where  0 means positive definite.
Let E ⊆ R be the set of all  for which v() > −∞. By Assumption 2, E is nonempty and non-
singleton, since both (P) and (D) have strictly feasible solutions for all  in a sufficiently small
neighborhood of 0. Further, v() is a proper concave function on E , and E is a closed, possibly
unbounded, interval, see e.g., Lemma 2.2 in [4]. The continuity of v() on int(E) follows from its
concavity on E , see Corollary 2.109 in [6].
The primal and dual optimal set mappings are defined as
P∗() := {X | 〈C + C¯,X〉 = v(), 〈Ai, X〉 = bi, i = 1, . . . ,m, X  0},
D∗() := {(y, S) | bT y = v(), m∑
i=1
yiA
i + S = C + C¯, S  0}.
Our analysis relies on the existence of central path and maximally complementary solutions [11],
as formally defined below.
Definition 1.1. We call an optimal solution
(
X∗(), y∗(), S∗()
)
maximally complementary if
X∗() ∈ ri (P∗()), and (y∗(), S∗()) ∈ ri (D∗()),
where ri(.) denotes the relative interior of a convex set. An optimal solution
(
X∗(), y∗(), S∗()
)
is
called strictly complementary if
X∗() + S∗()  0.
As a result of a theorem of the alternative [7], Assumption 2 implies the interior point condition
at every  ∈ int(E), see Lemma 3.1 in [14]. Therefore, strong duality1 holds, and both P∗() and
D∗() are nonempty and compact for all  ∈ int(E), see e.g., Theorem 5.81 in [6]. Consequently,
for every  ∈ int(E) there exists a maximally complementary solution, and an optimal solution(
X(), y(), S()
)
satisfies the complementarity condition X()S() = 0. It is known that for an
SDO problem, and in general a linear conic optimization problem, there might be no strictly
complementary solution.
1.1. Related works
Steady advances in computational optimization have enabled us to solve a wide variety of SDO
problems in polynomial time. Nevertheless, sensitivity analysis tools are still the missing parts of
SDO solvers, e.g., interior point methods (IPMs) in SeDuMi [32], SDPT3 [33,34], and MOSEK2.
Shapiro [29] established the differentiability of the optimal solution for a nonlinear SDO problem
using the standard implicit function theorem. Under linear perturbations in the objective vector,
the coefficient matrix, and the right hand side, Nayakkankuppam and Overton [24] derived the
region of stability around an optimal solution of SDO which satisfies the strict complementarity
and nondegeneracy conditions. The sensitivity of central solutions for SDO was considered in [26,
31]. Based on IPMs, Yildirim and Todd [36] proposed a sensitivity analysis approach for linear
1Strong duality in this paper means that both the primal and dual problems admit optimal solutions with equal objective
values.
2https://www.mosek.com/
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optimization (LO) and SDO. Recently, Cheung and Wolkowicz [8] and Sekiguchi and Waki [28]
studied the continuity of the optimal value function for SDO problems, which fail the interior point
condition. A comprehensive study on sensitivity and stability of nonlinear optimization problems
was given by Bonnans and Shapiro [6]. The results are mostly valid in a neighborhood of a given
optimal solution, and they depend on strong second-order sufficient conditions. We refer the reader
to [13] for a survey of classical results.
Adler and Monteiro [1] studied the parametric analysis of LO problems using the concept of optimal
partition. Another treatment of sensitivity analysis for LO based on the optimal partition approach
was given by Jansen et al. [20] and Greenberg [16]. Berkelaar et al. [4,5] extended the optimal
partition approach to linearly constrained quadratic optimization (LCQO) with perturbation in
the right hand side vector and showed that the optimal value function is convex and piecewise
quadratic. There have been further studies on optimal partition and parametric analysis of conic
optimization problems. In contrast to LO, the optimal partition of SDO is defined as a 3-tuple of
mutually orthogonal subspaces of Rn, see Section 2.2. Goldfarb and Scheinberg [14] considered a
parametric SDO problem, where the objective is perturbed along a fixed direction. They derived
auxiliary problems to compute the directional derivatives of the optimal value function and the
so-called invariancy set of the optimal partition. Yildirim [35] extended the concept of the optimal
partition and the auxiliary problems in [14] for linear conic optimization problems.
1.2. Contributions
To the best of our knowledge, for the past twenty years, the regularity and stability of the trajectory
of the optimal set mapping for conic optimization problems have received very little attention. In
this paper, we take an initial step to fill this gap by revisiting parametric analysis of SDO problems.
Our main goal is to elaborate on the optimal partition approach given in [14] for a parametric SDO
problem. To that end, we introduce the concepts of nonlinearity interval and transition point for
the optimal partition, and provide sufficient conditions for the existence of a nonlinearity interval
and a transition point, see Theorems 3.6 and 3.9. On a nonlinearity interval, the rank of both X∗()
and S∗() are invariant w.r.t. , while a transition point is a singleton invariancy set, which does not
belong to a nonlinearity interval. Further, we quantify the sensitivity of the approximation of the
optimal partition given in [22], see Theorems 4.1 and 4.4. In [22], the approximation of the optimal
partition was obtained from the eigenvectors of interior solutions on, or in a neighborhood of the
central path. Such interior solutions are usually generated by a feasible primal-dual IPM, whose
accumulation points belong to the relative interior of the optimal set. We conclude the paper with
numerical experiments and directions for future research.
Roughly speaking, our main contributions are
• Theoretical characterization of nonlinearity intervals and transition points of the optimal
partition;
• Upper bounds for the sensitivity of the approximation of the optimal partition in a nonlin-
earity interval.
Along with an invariancy set, a nonlinearity interval can be construed as a stability region and
its identification has a high impact on the post-optimal analysis of SDO problems, see e.g., [9,10],
in which the stability region of rank-one primal optimal solutions is of interest. Interestingly, the
optimal value function for SDO problems has been shown to be piecewise algebraic [25], i.e., for
each piece there exists a polynomial function Ψ(., .) so that Ψ(v(), ) = 0. Further characterization
of nonlinear pieces of v() can be obtained by first identifying the nonlinearity intervals of the
optimal partition.
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1.3. Organization of the paper
The rest of this paper is organized as follows. In Section 2, we concisely review the concepts of the
nondegeneracy and optimal partition for SDO. In Section 3, we review the concept of an invariancy
set from [14] and prove additional results. Furthermore, we introduce the notions of a nonlinearity
interval and a transition point and present the behavior of the optimal partition on a nonlinearity
interval. In Section 4, we investigate the sensitivity of the approximation of the optimal partition in
a nonlinearity interval. In Section 5, we provide numerical experiments to illustrate the numerical
behavior of the central solutions and the optimal partition w.r.t. . Our concluding remarks and
topics for future studies are stated in Section 6.
Notation: Throughout this paper, for any given  ∈ int(E), (X(), y(), S()) denotes a primal-
dual optimal solution, and a maximally complementary solution is denoted by
(
X∗(), y∗(), S∗()
)
.
For a given matrix, R(.) stands for its column space, and Null(.) represents its null space. Given
a symmetric matrix X, svec : Sn → Rn(n+1)/2 is a linear transformation, which multiplies the off-
diagonal entries of a symmetric matrix by
√
2, and stacks the upper triangular part into a vector,
i.e.,
svec(X) :=
(
X11,
√
2X12, . . . ,
√
2X1n, X22,
√
2X23, . . . ,
√
2X2n, . . . , Xnn
)T
, (1)
and smat : Rn(n+1)/2 → Sn is the inverse of svec(.). Furthermore, λ[i](X) denotes the ith largest
eigenvalue of X. Thus, λmax(X) := λ[1](X), λmin(X) := λ[n](X), and Λ(X) denotes the diagonal
matrix of the eigenvalues of X ∈ Sn. The Frobenius norm is denoted by ‖.‖, and the l2 norm and the
induced 2-norm (spectral norm) for the vectors and matrices are indicated by ‖.‖2. By dist(S1,S2)
we mean the distance between two subspaces S1 and S2 of Rn with the same dimension, which is
defined as
dist(S1,S2) :=
∥∥ProjS1 −ProjS2 ∥∥2, (2)
where ProjS1 and ProjS2 are the orthogonal projections onto the subspaces S1 and S2, respectively,
see Section 2.5.3 in [15]. The notation (.; .; . . . ; .) and (., ., . . . , .) is adopted for the concatenation
and side by side arrangement of column vectors, respectively.
2. Preliminaries
For the sake of simplicity, we assume that  = 0, and define (P) := (P0) and (D) := (D0). We adopt
this notation for an optimal solution, a maximally complementary solution, and central solutions
as well.
2.1. Nondegeneracy conditions
The primal and dual nondegeneracy conditions were studied for SDO in [2]. Let (X, y, S) ∈ P ×D
be a primal-dual feasible solution. Consider the eigendecompositions
X = MΛ(X)MT , S = NΛ(S)NT ,
where M := (M1,M2) and N := (N1, N2) are orthogonal matrices, and M1 and N2 correspond
to the positive eigenvalues of X and S, respectively. A primal feasible solution X is called primal
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nondegenerate if the matrices (
MT1 A
iM1 M
T
1 A
iM2
MT2 A
iM1 0
)
for i = 1, . . . ,m are linearly independent in Sn. A dual feasible solution (y, S) is called dual
nondegenerate if the matrices NT1 A
iN1 for i = 1, . . . ,m span Sn−rank(S). If there exists a primal
nondegenerate (dual nondegenerate) optimal solution, then the dual (primal) optimal solution is
unique. In case that the strict complementarity condition holds, then a unique primal (dual) optimal
solution implies the existence of a dual (primal) nondegenerate optimal solution. The proofs can
be found in [2,11].
2.2. Optimal partition of SDO
It is known [11] that the optimal partition is well-defined under the interior point condition. Let
(X∗, y∗, S∗) ∈ ri (P∗ × D∗) be a maximally complementary solution, where X∗ and S∗ have a
common eigenvector basis due to the complementarity condition X∗S∗ = 0. The subspaces R(X∗)
and R(S∗) are orthogonal by the complementarity condition, and those subspaces are spanned by
the eigenvectors corresponding to the positive eigenvalues of X∗ and S∗, respectively. Let B :=
R(X∗), N := R(S∗), and T := (R(X∗) +R(S∗))⊥, where ⊥ denotes the orthogonal complement
of a subspace. Then (B, T ,N ) is called the optimal partition of (P) and (D). Note that T = {0}
if and only if a strictly complementary solution exists. Since (X∗, y∗, S∗) has the highest rank in
P∗×D∗, see e.g., Lemma 2.3 in [11], the optimal partition is uniquely defined. We use the notation
Q :=
(
QB, QT , QN
)
to denote an orthonormal basis partitioned according to the subspaces B, T ,
and N .
Let us define nB := dim
(B), nN := dim(N ), and nT := dim(T ). By the interior point condition,
at least one of nB or nN has to be positive, see Remark 2 in [22].
Theorem 2.1 (Theorem 2.7 in [11]). Any
(
Xˇ, yˇ, Sˇ
) ∈ P∗ ×D∗ can be represented as
Xˇ = QBUXˇQ
T
B , Sˇ = QNUSˇQ
T
N ,
with unique UXˇ  0 and USˇ  0. If nB > 0 and Xˇ ∈ ri(P∗), then we have UXˇ  0. Analogously, if
nN > 0 and
(
yˇ, Sˇ
) ∈ ri (D∗), then we have USˇ  0.
2.3. Approximation of the optimal partition
The central path is a smooth trajectory of solutions to
〈Ai, X〉 = bi, i = 1, . . . ,m, X  0,
m∑
i=1
Aiyi + S = C, S  0,
XS = µIn,
(3)
where In denotes the n×n identity matrix. For a given µ > 0, the unique solution of (3), denoted by(
Xµ, yµ, Sµ
)
, is called a central solution. The existence and uniqueness follow from Assumptions 1
and 2, see Theorem 3.1 in [11]. Furthermore, it is immediate from the nonlinear equations XS = µIn
that Xµ and Sµ have a common eigenvector basis for every µ > 0.
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The derivation of bounds in [22] for the vanishing blocks of QTXµQ and QTSµQ is based on a
condition number σ defined as
σB :=
maxXˇ∈P∗ λmin
(
QTBXˇQB
)
, B 6= {0},
∞, B = {0},
σN :=
 max(yˇ,Sˇ)∈D∗ λmin
(
QTN SˇQN
)
, N 6= {0},
∞, N = {0},
σ := min{σB, σN }.
Remark 1. Due to the interior point condition and the compactness of the optimal set, σ is
well-defined, see Lemma 3.1 in [22].
Furthermore, we need an error bound result for the following linear matrix inequality (LMI) systems
Ax = b,
svec(Sˇ)Tx = 0,
smat(x)  0,

AT y + s = svec(C),
svec(Xˇ)T s = 0,
smat(s)  0,
(4)
where
A := ( svec(A1), . . . , svec(Am))T , (5)
and
(
Xˇ, yˇ, Sˇ
) ∈ P∗×D∗ is a primal-dual optimal solution. The LMIs given in (4) indeed define the
set of primal and dual optimal solutions.
By the orthogonal projection of svec
(
Xµ
)
and svec
(
Sµ
)
onto the affine subspaces
L¯P :=
{
x ∈ Rn(n+1)/2 | x ∈ svec(Xˇ) + Null(A), svec(Sˇ)Tx = 0
}
,
L¯D :=
{
s ∈ Rn(n+1)/2 | s ∈ svec(Sˇ) +R(AT ), svec(Xˇ)T s = 0},
we get
dist
(
svec
(
Xµ
)
, L¯P
) ≤ θ1nµ, and dist( svec(Sµ), L¯D) ≤ θ2nµ, (6)
in which
dist
(
svec
(
Xµ
)
, L¯P
)
:= min
{∥∥x− svec (Xµ)∥∥
2
| Ax = b, svec(Sˇ)Tx = 0
}
stands for the distance of svec
(
Xµ
)
from the affine subspace L¯P , and the condition numbers θ1
and θ2 depend on A and Sˇ, and A and Xˇ, respectively3, see Section 3.2 in [22]. Interestingly, θ1
and θ2 can be considered as Hoffman [18] condition numbers. As a consequence, if
µ ≤ µˆ := 1
n
min
{
θ−11 , θ
−1
2
}
, (7)
3The upper bounds in (6) can be simply obtained by minimizing
∥∥x−svec (Xµ)∥∥2
2
and
∥∥s−svec (Sµ)∥∥2
2
on the affine subspaces
L¯P and L¯D, respectively, and using Lagrange multipliers method.
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then it holds that
dist
(
svec
(
Xµ
)
, L¯P
) ≤ 1, dist( svec(Sµ), L¯D) ≤ 1.
Lemma 2.2 is in order.
Lemma 2.2 (Lemma 3.5 in [22]). Let a central solution
(
Xµ, yµ, Sµ
)
be given, where µ satisfies (7).
Then there exist a positive condition number c independent of µ and a positive exponent γ ≥ 21−n
such that
dist
(
Xµ, smat
(L¯P) ∩ Sn+) ≤ c(nµ)γ , dist(Sµ, smat(L¯D) ∩ Sn+) ≤ c(nµ)γ . (8)
Remark 2. The reader is referred to Section 3.2 in [22] for further discussion of the exponent γ
and the condition number c.
Using the condition number σ and the error bounds in (8), Lemma 2.3 specifies lower and upper
bounds on the eigenvalues of Xµ and Sµ.
Lemma 2.3 (Theorem 3.8 in [22]). Let
(
Xµ, yµ, Sµ
)
be given, where µ ≤ µˆ. Then we have
λ[n−i+1]
(
Sµ
) ≤ nµ
σ
, λ[i]
(
Xµ
) ≥ σ
n
, i = 1, . . . , nB, (9)
λ[n−i+1]
(
Xµ
) ≤ nµ
σ
, λ[i]
(
Sµ
) ≥ σ
n
, i = 1, . . . , nN , (10)
µ
c
√
n(nµ)γ
≤ λ[i]
(
Xµ
)
, λ[n−i+1]
(
Sµ
) ≤ c√n(nµ)γ , i = nB + 1, . . . , nB + nT . (11)
Consider the eigendecompositions Xµ = QµΛ
(
Xµ
)
(Qµ)T and Sµ = QµΛ
(
Sµ
)
(Qµ)T , in which Qµ
is a common orthonormal eigenvector basis. One can observe from (9) to (11) that if µ is so small
that the intervals
[
µ/(c
√
n(nµ)γ), c
√
n(nµ)γ
]
, (0, nµ/σ], and [σ/n,∞) do not overlap, then we can
partition the columns of Qµ into QµB, Q
µ
T , and Q
µ
N , where the accumulation points of Q
µ
B, Q
µ
T , and
QµN form orthonormal bases for B, T , and N , see also Remark 8. This holds if µ satisfies
µ
c
√
n(nµ)γ
≤ c√n(nµ)γ , nµ
σ
<
µ
c
√
n(nµ)γ
, c
√
n(nµ)γ <
σ
n
,
nµ
σ
<
σ
n
,
or equivalently
µ < µ˜ := min
{
1
n
(
σ
cn
3
2
) 1
γ
,
σ2
n2
, µˆ
}
. (12)
Remark 3. For a fixed µ with µ < µ˜, we refer to R(QµB), R(QµT ), and R(QµN ) as approximations
of B, T , and N , respectively.
Remark 4. The identification of
(
QµB, Q
µ
T , Q
µ
N
)
without the explicit knowledge of the condition
numbers is discussed in [22,23].
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Figure 1.: The illustration of a 3-elliptope.
3. Sensitivity of the optimal partition
In this section, we investigate the behavior of the optimal partition and the optimal set mapping
under perturbation of the objective vector. From now on,
pi() :=
(B(), T (),N ())
denotes the optimal partition of (P) and (D) for a given  and
Q :=
(
QB(), QT (), QN ()
)
denotes an orthonormal basis partitioned according to the subspaces B(), T (), and N (). We in-
troduce and characterize the subintervals of int(E) on which the optimal partition or the dimensions
of both B() and N () are invariant of . The discussion is motived by minimizing a parametric
objective function on the 3-elliptope:
E``3 :=
{
(x, y, z) ∈ R3
∣∣∣∣∣
1 x yx 1 z
y z 1
  0}. (13)
Example 3.1. Consider the following SDO problem:
A1 =
1 0 00 0 0
0 0 0
 , A2 =
0 0 00 1 0
0 0 0
 , A3 =
0 0 00 0 0
0 0 1
 ,
C =
 0 −1 1−1 0 −1
1 −1 0
 , C¯ =
 0 2 −22 0 0
−2 0 0
 , b = (1, 1, 1)T ,
where E = R, since the feasible set (13) is compact as illustrated in Figure 1. The optimal partition
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at  is given by
B() = R
(−
1√
3
− 1√
3
1√
3
), T () = {0}, N () = R(
 0
2√
6
1√
2
− 1√
6
1√
2
1√
6
),  < −1
2
,
B() = R
(−
1√
3
− 1√
3
1√
3
), T () = R(
 01√2
1√
2
), N () = R(

2√
6
− 1√
6
1√
6
),  = −1
2
,
B() = R
(
1√
3
− 1√
3
1√
3
), T () = R(
 01√2
1√
2
), N () = R(
−
2√
6
− 1√
6
1√
6
),  = 3
2
,
B() = R
(
1√
3
− 1√
3
1√
3
), T () = {0}, N () = R(
 0 −
2√
6
1√
2
− 1√
6
1√
2
1√
6
),  > 3
2
,
while for all  ∈ (−12 , 32) we have
B() = R
(
0 lim′↓
2sgn(2′−1)√
2(2′−1)2+4
1√
2
−|2−1|√
2(2−1)2+4
1√
2
|2−1|√
2(2−1)2+4

)
, T () = {0}, N () = R
(
(1−2)√
(2−1)2+2
−1√
(2−1)2+2
1√
(2−1)2+2

)
, (14)
in which sgn(.) denotes the signum function. We can observe that, while being invariant
w.r.t.  in (−∞,−12) and (32 ,∞), the optimal partition changes with  in (−12 , 32), even
though both rank
(
X∗()
)
and rank
(
S∗()
)
remain constant. A strictly complementary solution(
X∗(), y∗(), S∗()
)
exists for all  ∈ (−12 , 32), and it is given by
X∗() =
 1 12 −  − 121
2 −  1 1− 2(− 12)2
− 12 1− 2(− 12)2 1
 , S∗() =
(2− 1)2 2− 1 1− 22− 1 1 −1
1− 2 −1 1

y∗() = (−(2− 1)2, −1, −1)T ,
As indicated in [14] and also demonstrated by Example 3.1, the optimal partition may vary with 
on a subinterval of int(E). However, the dimensions of B() and N (), or equivalently rank(X∗())
and rank
(
S∗()
)
, might be stable on certain subintervals. This is in contrast to LO and LCQO,
where the interval E is divided into subintervals and transition points each with a unique optimal
partition.
Motivated by this observation, we review the notion of an invariancy set from [14] and then introduce
nonlinearity intervals and transition points of the optimal partition for (P) and (D).
3.1. Invariancy intervals
Let Iinv be a subset of int(E). Then Iinv is called an invariancy set if pi(′) = pi(′′) for all ′, ′′ ∈ Iinv.
The following result is an extension from LCQO [4].
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Lemma 3.2. Let
(
X∗(′), y∗(′), S∗(′)
)
and
(
X∗(′′), y∗(′′), S∗(′′)
)
be maximally complementary
solutions, where ′, ′′ ∈ int(E). If pi(′) = pi(′′) and ρ := ρ′ + (1− ρ)′′ for every 0 ≤ ρ ≤ 1, then
pi(′) = pi(′′) = pi(ρ). Moreover,
X˜(ρ) := ρX
∗(′) + (1− ρ)X∗(′′),
y˜(ρ) := ρy
∗(′) + (1− ρ)y∗(′′),
S˜(ρ) := ρS
∗(′) + (1− ρ)S∗(′′)
(15)
is a maximally complementary solution of (Pρ) and (Dρ).
Proof. Since B(′) = B(′′) and N (′) = N (′′), it is easy to see from the primal-dual feasibility
constraints that
(
X˜(ρ), y˜(ρ), S˜(ρ)
)
is a primal-dual feasible solution of (Pρ) and (Dρ). Let us
fix QB(′) and QN (′). Then, by Theorem 2.1, there exist UX∗(′′)  0 and US∗(′′)  0 such that
X˜(ρ) = ρQB(′)UX∗(′)QTB(′) + (1− ρ)QB(′)UX∗(′′)QTB(′),
S˜(ρ) = ρQN (′)US∗(′)QTN (′) + (1− ρ)QN (′)US∗(′′)QTN (′),
and
ρUX∗(′) + (1− ρ)UX∗(′′)  0,
ρUS∗(′) + (1− ρ)US∗(′′)  0.
All this implies that
(
X˜(ρ), y˜(ρ), S˜(ρ)
)
is a primal-dual optimal solution of (Pρ) and (Dρ) and
B(′) = R(QB(′)) = R(X˜(ρ)) ⊆ B(ρ),
N (′) = R(QN (′)) = R(S˜(ρ)) ⊆ N (ρ), (16)
where the inclusions follow from the definition of a maximally complementary solution. Using the
same argument and Theorem 2.1, we can choose a sufficiently small κ so that
Xˆ
(
(1 + κ)′′ − κ′) := (1 + κ)X∗(′′)− κX∗(′),
yˆ
(
(1 + κ)′′ − κ′) := (1 + κ)y∗(′′)− κy∗(′),
Sˆ
(
(1 + κ)′′ − κ′) := (1 + κ)S∗(′′)− κS∗(′) (17)
yields an optimal solution for (P(1+κ)′′−κ′) and (D(1+κ)′′−κ′). Note that κ can be made so small
that (1 + κ)′′ − κ′ ∈ int(E). Now, if T (′) ) T (ρ), then there would exist a maximally comple-
mentary solution
(
X∗(ρ), y∗(ρ), S∗(ρ)
)
and 0 6= q ∈ T (′) so that
qT
(
X∗(ρ) + S∗(ρ)
)
q > 0. (18)
However, this would contradict the optimal partition at ′ and ′′. To see this, we can check that
′′ =
κ
κ+ ρ
ρ +
ρ
κ+ ρ
′′′,
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where ′′′ := (1 + κ)′′ − κ′. Then
X¯(′′) :=
κ
κ+ ρ
X∗(ρ) +
ρ
κ+ ρ
Xˆ(′′′),
y¯(′′) :=
κ
κ+ ρ
y∗(ρ) +
ρ
κ+ ρ
yˆ(′′′),
S¯(′′) :=
κ
κ+ ρ
S∗(ρ) +
ρ
κ+ ρ
Sˆ(′′′)
gives a primal-dual optimal solution for (P′′) and (D′′), where
(
X¯(′′), y¯(′′), S¯(′′)
)
satisfies the
complementarity condition by (16) and (17). However, we have from (18) that
qT
(
X¯(′′) + S¯(′′)
)
q > 0,
which is a contradiction, since X¯(′′)q = S¯(′′)q = 0 by Theorem 2.1. Therefore, we have T (′) =
T (ρ), which induces B(′) = B(ρ) and N (′) = N (ρ). The second part of the proof is immediate.
Let ¯ ∈ Iinv. By the definition of an invariancy set, Iinv is the set of all  ∈ int(E) for which the
system
〈Ai, QB(¯)UXQTB(¯)〉 = bi, i = 1, . . . ,m, UX  0,
m∑
i=1
Aiyi +QN (¯)USQTN (¯) = C + C¯, US  0
remains feasible. Therefore, from Lemma 3.2 it is immediate that Iinv is either a singleton or an
open, possibly unbounded, interval. The latter is simply referred to as an invariancy interval.
Remark 5. It follows from (15) that v(ρ) = ρv(
′)+(1−ρ)v(′′), i.e., the optimal value function is
indeed linear on an invariancy set. Furthermore, it is easy to show that there exists either a unique
primal optimal solution or a unique primal optimal set associated with an invariancy set, see also
Corollary 2 in [20]. For instance, the invariancy interval (−∞,−12) in Example 3.1 corresponds to
the unique primal optimal solution
X∗() =
 1 1 −11 1 −1
−1 −1 1
 ,  ∈ (−∞,−1
2
),
which is an extreme point of E``3.
An invariancy set can be computed by solving a pair of auxiliary SDO problems. The linear conic
optimization counterpart can be found in Section 4 in [35].
Lemma 3.3 (Lemma 4.1 in [14]). Assume that ¯ belongs to a bounded invariancy set Iinv. Then
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the boundary points of Iinv can be obtained by solving
αinv(βinv) := inf(sup) 
s.t.
m∑
i=1
yiA
i +QN (¯)USQTN (¯) = C + C¯,
US  0.
If Iinv is unbounded, then we have either αinv = −∞, βinv =∞, or both.
3.2. Transition points and nonlinearity intervals
As a result of Lemma 3.3, if αinv < βinv, then αinv < ¯ < βinv belongs to the invariancy inter-
val (αinv, βinv). Otherwise, αinv = ¯ = βinv indicates that the optimal partition changes in every
neighborhood of ¯. In Example 3.1, (−12 , 32) is a subinterval with varying optimal partition.
Definition 3.4. A singleton invariancy set {¯} ∈ int(E) is called a transition point if for every
ξ > 0 there exists  ∈ (¯− ξ, ¯+ ξ) ⊆ int(E) such that
dim
(B()) 6= dim(B(¯)), or dim(N ()) 6= dim(N (¯)).
Definition 3.5. A nonlinearity interval is defined as a non-singleton open, possibly unbounded,
subinterval of maximal length Inon ⊆ int(E) such that
dim
(B(′)) = dim(B(′′)), and dim(N (′)) = dim(N (′′)), ∀′, ′′ ∈ Inon,
while pi() varies with .
Given a maximally complementary solution
(
X∗(), y∗(), S∗()
)
, Definition 3.5 yields the fact that
the eigenvalues of both X∗() and S∗() change with  on a nonlinearity interval. Furthermore,
Definition 3.4 implies that a singleton invariancy set {¯} either is a transition point, or it lies in a
nonlinearity interval.
3.2.1. On the existence of a nonlinearity interval
Observe from Example 3.1 that
(
X∗(), y∗(), S∗()
)
is strictly complementary, and the eigenvalues
of X∗() and S∗() are continuous on (−12 , 32):
Λ
(
X∗()
)
=
−22 + 2+ 32 0 00 22 − 2+ 32 0
0 0 0
 , Λ(S∗()) =
0 0 00 0 0
0 0 42 − 4+ 3
 . (19)
Mathematically speaking, continuity arguments and the strict complementarity condition induce
sufficient conditions for the existence of a nonlinearity interval, as stated in Theorem 3.6.
Theorem 3.6. Assume that for every sequence {k} → ¯ there exists a sequence of optimal solu-
tions
{(
X(k), y(k), S(k)
)}→ (X∗(¯), y∗(¯), S∗(¯)), where (X∗(¯), y∗(¯), S∗(¯)) is a strictly com-
plementary solution. Then ¯ belongs to a nonlinearity interval.
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Proof. Since
(
X∗(¯), y∗(¯), S∗(¯)
)
is strictly complementary, we have
rank
(
X∗(¯)
)
+ rank
(
S∗(¯)
)
= n. (20)
Then by the assumptions and the continuity of the eigenvalues, there exists a primal-dual optimal
solution
(
X(k), y(k), S(k)
)
such that
rank
(
X(k)
) ≥ rank(X∗(¯)),
rank
(
S(k)
) ≥ rank(S∗(¯))
for sufficiently large k, which by (20) imply that
(
X(k), y(k), S(k)
)
is strictly complementary.
Remark 6. Note that P∗() and D∗() are uniformly bounded near any  ∈ int(E), see e.g., Lemma
3.11 in [28]. Hence, in the special case when both P∗(¯) and D∗(¯) are singleton, the continuity
condition of Theorem 3.6 automatically holds, see e.g., Corollary 8.1 in [19].
In Example 3.1, we can compute the boundary points of the nonlinearity interval using the explicit
form of the eigenvalues given in (19). In practice, however, it may not be possible to obtain explicit
formulas for the eigenvalues in terms of . More importantly, even with the existence of the strict
complementarity condition, the continuity of the eigenvalues of a strictly complementary solution
may not be possible to verify in practice. Therefore, identification of a nonlinearity interval is, in
general, a nontrivial task.
Recall from Definitions 3.4 and 3.5 that a transition point ¯ lies on the boundary of an invariancy or
a nonlinearity interval. Equivalently, every neighborhood of ¯ contains an  with
(B(), T (),N ())
having different dimensions from
(B(¯), T (¯),N (¯)). If ¯ is adjacent to an invariancy interval Iinv,
then this is consistently true for every ξ > 0 and every  ∈ (¯− ξ, ¯+ ξ)∩Iinv. For an ¯ adjacent to
a nonlinearity interval, unless additional local information is provided, one may not conclude the
same property. More precisely, it is not immediate, solely from Definition 3.5, whether
dim
(B()) 6= dim(B(¯)), or dim(N ()) 6= dim(N (¯)),∀ ∈ (¯− ξ, ¯+ ξ) ∩ Inon. (21)
Corollary 3.7 spells out sufficient conditions to guarantee the change of rank at a boundary point
of a nonlinearity interval.
Corollary 3.7. Let Inon be a nonlinearity interval satisfying the strict complementarity con-
dition, and let ¯ be a boundary point of Inon. If for every {k} → ¯ there exists a sequence
of optimal solutions
{(
X(k), y(k), S(k)
)}
converging to a maximally complementary solution(
X∗(¯), y∗(¯), S∗(¯)
)
, then (21) holds.
Proof. Since ¯ is a transition point and the eigenvalues of X∗() and S∗() vary continuously in
a small neighborhood of ¯, the strict complementarity condition must fail at ¯. Otherwise, ¯ would
belong to a nonlinearity interval by Theorem 3.6, which is a contradiction.
Remark 7. If the continuity condition in Corollary 3.7 fails, then either P∗(¯) or D∗(¯) must not
be singleton, see Remark 6. In this case, the sequence
{(
X(k), y(k), S(k)
)}
converges to the
boundary of the optimal set at ¯, and thus it may provide no useful information about the rank of
X∗(¯) or S∗(¯).
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3.2.2. On the existence of a transition point
Analogous to a nonlinearity interval, in general, it is not trivial to identify a transition point of
the optimal partition. This is in contrast to LO and LCQO cases, where transition points and
non-differentiable points of the optimal value function coincide, see e.g., Theorem 3.7 in [4]. For
instance, by appending the redundant inequality constraint z ≤ 1 to Example 3.1, we get a new
parametric SDO problem
min
{
(4− 2)x+ (2− 4)y − 2z
∣∣∣∣∣

1 x y 0
x 1 z 0
y z 1 0
0 0 0 1− z
  0, (x, y, z) ∈ R3
}
. (22)
The optimal partition of (22) has a transition point at  = 12 , while the optimal value function is
analytic on (−12 , 32).
A transition point can be further characterized using nonsingularity of the Jacobian of the opti-
mality conditions. Note that the optimality conditions for (P) and (D) can be written as
A svec(X) = b,
AT y + svec(S) = svec(C) +  svec(C¯),
1
2
svec(XS + SX) = 0,
X, S  0.
(23)
Then the Jacobian of the linear equations in (23) is given by
J(X, y, S) :=
 A 0 00 AT In(n+1)/2
S ⊗s In 0 X ⊗s In
 ,
where A and the linear transformation svec(.) are defined in (5) and (1), respectively, and ⊗s
denotes the symmetric Kronecker product4. The following technical lemma is in order.
Lemma 3.8 (Theorem 3.1 in [3] and [17]). Let
(
X∗(¯), y∗(¯), S∗(¯)
)
be a maximally complementary
solution. Then J(X∗(¯), y∗(¯), S∗(¯)
)
is nonsingular if and only if
(
X∗(¯), y∗(¯), S∗(¯)
)
is strictly
complementary and both primal and dual nondegenerate.
Consequently, it can be deducted from Lemma 3.8 and the implicit function theorem [27] that
if
(
X∗(¯), y∗(¯), S∗(¯)
)
is unique and strictly complementary, then there exists ξ > 0 so that(
X∗(), y∗(), S∗()
)
is unique and continuously differentiable on (¯− ξ, ¯+ ξ). This together with
Theorem 3.6 implies the existence of a nonlinearity interval around ¯. Under additional conditions,
spelled out in Theorem 3.9, this nonlinearity interval coincides with the open interval on which the
Jacobian is nonsingular.
Theorem 3.9. Let Ireg be an open interval of maximal length on which J(X∗(), y∗(), S∗()
)
is
nonsingular. If the strict complementarity condition fails at a boundary point of Ireg, if there exists
4The symmetric Kronecker product of any two square matrices K1 and K2 is defined as a mapping
(K1 ⊗s K2) svec(H) := 1
2
svec
(
K2HK
T
1 +K1HK
T
2
)
,
where H is any symmetric matrix. See e.g., [11] for more details.
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any, then the boundary point is a transition point of the optimal partition. In particular, the result
holds when both P∗() and D∗() are singleton at the boundary point of Ireg.
Proof. The first part is immediate, since at least one of rank
(
X∗()
)
or rank
(
S∗()
)
must decrease
at the boundary point of Ireg. The second part implies that the strict complementarity condition
must fail at the boundary point, since otherwise the Jacobian would be nonsingular.
Observe that if the strict complementarity condition holds at a boundary point of Ireg, then Ireg
might be just a subinterval of a nonlinearity interval. This case can be demonstrated by Example 3.1
where the Jacobian is singular at a non-transition point  = 12 . To see the nonsingularity elsewhere,
using a common orthonormal eigenvector basis (14) and the conditions in Section 2.1, one can check
that the matrices0 0 00 (2sgn(2−1)ν1 )2 2(1−2)sgn(2−1)ν1ν2
0 2(1−2)sgn(2−1)ν1ν2 0
 ,

1
2 − |2−1|√2ν1 −
1√
2ν2
− |2−1|√
2ν1
(
2−1
ν1
)2 |2−1|
ν1ν2
− 1√
2ν2
|2−1|
ν1ν2
0
 ,

1
2
|2−1|√
2ν1
1√
2ν2|2−1|√
2ν1
(
2−1
ν1
)2 |2−1|
ν1ν2
1√
2ν2
|2−1|
ν1ν2
0

are linearly independent for all  ∈ (−12 , 32) \ {12}, where
ν1 :=
√
2(2− 1)2 + 4, and ν2 :=
√
(2− 1)2 + 2.
Furthermore, we can observe that the following matrices span S2:
(
0 0
0
(2sgn(2−1)
ν1
)2) ,( 12 − |2−1|√2ν1− |2−1|√
2ν1
(
2−1
ν1
)2
)
,
(
1
2
|2−1|√
2ν1|2−1|√
2ν1
(
2−1
ν1
)2
)
,
which implies the nondegeneracy of the unique dual optimal solution for all  ∈ (−12 , 32) \ {12}. At
 = 12 the dual nondegeneracy condition does not hold, since the matrices 0 11√2 0
1√
2
0

T
Ai
 0 11√2 0
1√
2
0
 , i = 1, . . . ,m
fail to span S2. All this yields the nonsingularity of the Jacobian on (−12 , 32) \ {12}.
Theorem 3.6 indicates that at a transition point ¯ which satisfies the strict complementarity condi-
tion, the eigenvalues of X∗() or S∗() must be discontinuous. Thus, the following result is imme-
diate.
Corollary 3.10. At a transition point ¯, at least one of the strict complementarity, primal nonde-
generacy, or dual nondegeneracy conditions has to fail.
Proof. If all the conditions hold, then ¯ would belong to a nonlinearity interval by Lemma 3.8 and
the subsequent discussion.
In other words, the Jacobian of the optimality conditions must be singular at a transition point.
However, the reverse direction is not true as can be verified in Example 3.1. For this case, the dual
nondegeneracy condition fails at  = 12 , while  is not a transition point.
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4. Sensitivity of the approximation of the optimal partition
Thus far, we have investigated the sensitivity of the optimal set mapping at a transition point or
on a nonlinearity interval. Given the fact that pi() varies on a nonlinearity interval, see (14), we
would like to derive upper bounds on a metric which measures the sensitivity of the approximation
of the optimal partition, i.e., the subspaces spanned by the eigenvectors whose accumulation points
form orthonormal bases for the optimal partition. Throughout this section, unless stated otherwise,
we always assume that µ is positive, and  = 0 belongs to a nonlinearity interval. For the sake of
brevity, we drop  from the central solution, optimal partition, and optimal solutions at  = 0.
Consider an equivalent form of the perturbed central path equations as follows
F
(
X, y, S, µ, 
)
:=
 A svec(X)− bAT y + svec(S)− svec(C)−  svec(C¯)
svec(XS + SX − 2µIn)
 = 0, X, S  0. (24)
It can be shown that system (24) is solvable for all  in a neighborhood of 0. This directly follows from
the nonsingularity of the Jacobian, see e.g., Theorem 3.3 in [11], the implicit function theorem [27],
and continuity arguments. For every  the unique solution of (24) is denoted by
(
Xµ(), yµ(), Sµ()
)
and a common eigenvector basis is represented by Qµ . The analogue of µ˜ at  is denoted by µ˜().
Suppose that for  = 0 a central solution
(
Xµ, yµ, Sµ
)
is given, where µ < µ˜ as defined in (12). The
eigenvectors of Xµ and Sµ can be rearranged so that
Qµ :=
(
QµB, Q
µ
T , Q
µ
N
)
.
We quantify the sensitivity of R(QµB) and R(QµN ), when  belongs to a sufficiently small neigh-
borhood of 0 in the nonlinearity interval. We rely on the following theorem adopted from [15] and
Theorem 4.11 in [30]. For the ease of exposition, we have tailored the theorem for central solutions
by introducing
ΞµX() := X
µ()−Xµ, and ΞµS() := Sµ()− Sµ.
Recall that the distance between two subspaces is defined in (2), which is a metric on the set of
subspaces of Rn [30].
Theorem 4.1. Let a central solution
(
Xµ, yµ, Sµ
)
be given, and let  belong to a nonlinearity
interval in a neighborhood of 0 such that
µ < min{µ˜, µ˜()}, (25)∥∥ΞµX()∥∥ ≤ λ[nB](Xµ)− λ[nB+1](Xµ)5 , (26)∥∥ΞµS()∥∥ ≤ λ[nN ](Sµ)− λ[nN+1](Sµ)5
hold. Then there exist V µ ∈ R(n−nB)×nB and Wµ ∈ R(n−nN )×nN such that the columns of
(
QµB +
QµT ∪NV
µ

)(
InB + (V
µ
 )TV
µ

)− 1
2 and
(
QµN +Q
µ
B∪TW
µ

)(
InN + (W
µ
 )TW
µ

)− 1
2 form orthonormal bases
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for R(QµB()) and R(QµN ()). Furthermore, we have
dist
(R(QµB),R(QµB())) ≤ 4
∥∥(QµB)TΞµX()QµT ∪N∥∥
λ[nB](X
µ)− λ[nB+1](Xµ)
, (27)
dist
(R(QµN ),R(QµN ())) ≤ 4
∥∥(QµN )TΞµS()QµB∪T ∥∥
λ[nN ](S
µ)− λ[nN+1](Sµ)
. (28)
Proof. The proof is on the basis of perturbation bounds for invariant subspaces of a matrix, as
stated in Theorem 8.1.10 in [15]. It is known that R(QµB), R(QµT ), and R(QµN ) are invariant
subspaces of both Xµ and Sµ, since, e.g., XµR(QµB) ⊆ R(QµB) and SµR(QµN ) ⊆ R(QµN ). We only
state the proof for an invariant subspace of Xµ.
Using the bounds in Lemma 2.3 and (25), it is easy to verify that
λ[nB](X
µ)− λ[nB+1](Xµ) > 0. (29)
All this implies that the eigenvalues of (QµB)
TXµQµB are properly separated from the eigenvalues of
(QµT ∪N )
TXµQµT ∪N . Therefore, if Ξ
µ
X() is so small that (26) holds, then there exist, see Theorem
8.1.10 in [15], V µ ∈ R(n−nB)×nB and an orthogonal matrix
Y µ :=
(
InB −(V µ )T
V µ In−nB
)((
InB + (V
µ
 )TV
µ

)− 1
2 0
0
(
In−nB + V
µ
 (V
µ
 )T
)− 1
2
)
in which
∥∥V µ ∥∥ ≤ 4∥∥(QµB)TΞµX()QµT ∪N∥∥λ[nB](Xµ)− λ[nB+1](Xµ) , (30)
such that the first nB columns of QµY
µ
 form an orthonormal basis for an invariant subspace of
Xµ(). In other words, we get
(QµY µ )
TXµ()QµY µ =
(
DµB() 0
0 DµT ()∪N ()
)
, (31)
where DµB() ∈ SnB and DµT ()∪N () ∈ Sn−nB are positive definite matrices. The eigenvalues of DµB()
and DµT ()∪N () are equal to those of
(QµB)
TXµQµB + (Q
µ
B)
TΞµX()Q
µ
B + (Q
µ
B)
TΞµX()Q
µ
T ∪NV
µ
 ,
(QµT ∪N )
TXµQµT ∪N + (Q
µ
T ∪N )
TΞµX()Q
µ
T ∪N − V µ (QµB)TΞµX()QµT ∪N ,
respectively, see Theorem 4.12 in [30]. Condition (25) allows for the identification of(
QµB(), Q
µ
T (), Q
µ
N ()
)
. On the other hand, conditions (26) and (30) guarantee that
λmin
(
DµB()
)
> λmax
(
DµT ()∪N ()
)
> 0,
i.e., the eigenvalues of DµB() and D
µ
T ()∪N () are properly separated at µ. Consequently, we can
conclude that the first nB columns of QµY
µ
 form an orthonormal basis forR
(
QµB()
)
. More precisely,
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let Mµ =
(
MµB() M
µ
T ()∪N ()
)
:= QµY µ . Then we have from (31) that
Xµ() = MµB()D
µ
B()
(
MµB()
)T
+MµT ()∪N ()D
µ
T ()∪N ()
(
MµT ()∪N ()
)T
= MµB()PΛ
(
DµB()
)(
MµB()P
)T
+MµT ()∪N ()P
′
Λ
(
DµT ()∪N ()
)(
MµT ()∪N ()P
′

)T
,
where P ∈ RnB×nB and P ′ ∈ R(n−nB)×(n−nB) are orthogonal matrices. All this implies that
R(QµB()) = R(MµB()P) = R(MµB()).
The distance between R(QµB) and R(QµB()) is the result of Corollary 8.1.11 in [15]. This completes
the proof.
Remark 8. Interestingly, Theorem 4.1 can be modified to quantify the proximity of R(QµB) and
R(QµN ) to the subspaces B and N . Let Q = (QB, QT , QN ) be an orthonormal basis partitioned
according to the optimal partition at  = 0, and let Y µ and MµB be defined as in the proof of
Theorem 4.1, in which Qµ is replaced by Q. Then it is easy to verify that dist
(R(QµB),B)→ 0 for
any sequence {µ} ↓ 0.
Remark 9. In the proof of Theorem 4.1, if  is fixed and so small that V µ exists for every 0 ≤ µ < µ˜,
then for any sequence {µk} ↓ 0 there exists MµkB() such that
R(MµkB()) = R(QµkB()),
when k is sufficiently large. Therefore, by Remark 8 and the triangle inequality, we get
dist
(R(MµkB()),B()) ≤ dist(R(MµkB()),R(QµkB()))+ dist(R(QµkB()),B())→ 0,
and thus the columns of an accumulation point of MµkB() form an orthonormal basis for B(). The
case for N () is analogous.
Notice that (27) and (28) reflect the sensitivity of the approximation of the optimal partition
in a neighborhood of 0, when  belongs to a nonlinearity interval. However, the application of
Theorem 4.1 requires an estimate of the effect of the perturbation on the central solutions. Due to
the nonsingularity of the Jacobian, an upper bound on ‖ΞµX()‖ and ‖ΞµS()‖ can be obtained by
using the Kantorovich theorem, see e.g., Theorem 5.3.1 in [12].
Theorem 4.2 (Theorem 5.3.1 in [12]). Given a solution x0 ∈ Rn, let G : Rn → Rn be a continu-
ously differentiable mapping on ‖x − x0‖2 ≤ r. Assume that ∇G(x0) is nonsingular and Lipschitz
continuous with Lipschitz constant τ on ‖x− x0‖2 ≤ r. Furthermore, define
θ :=
∥∥∇G−1(x0)∥∥2, η := ∥∥∇G−1(x0)G(x0)∥∥2.
If τθη ≤ 12 and (1−
√
1− 2τθη)/(θτ) ≤ r, then there exists a solution x∗ to G(x) = 0 such that
‖x∗ − x0‖2 ≤ 1−
√
1− 2τθη
θτ
.
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Now, we can apply Kantorovich theorem to F , as defined in (24). To that end, we define
δµ := min
{
λ[nB+nT ](X
µ), λ[nN ](S
µ)
}
,
θµ :=
∥∥J−1(Xµ, yµ, Sµ)∥∥
2
,
ηµ :=
∥∥J−1(Xµ, yµ, Sµ)F (Xµ, yµ, Sµ, µ, )∥∥
2
.
(32)
Lemma 4.3. Let
(
Xµ, yµ, Sµ
)
be a central solution. If  is chosen in such a way that
|| < min
{
δµ
2θµ
∥∥C¯∥∥ , 12(θµ)2∥∥C¯∥∥
}
, (33)
then there exists a central solution
(
Xµ(), yµ(), Sµ()
)
such that
∥∥ΞµX()∥∥ ≤ 1−
√
1− 2||(θµ)2∥∥C¯∥∥
θµ
, (34)
∥∥ΞµS()∥∥ ≤ 1−
√
1− 2||(θµ)2∥∥C¯∥∥
θµ
.
Proof. Note that F is continuously differentiable, and J is Lipschitz continuous with global Lips-
chitz constant 1, see Lemma 2 in [24]. Furthermore, we have
ηµ ≤ ∥∥J−1(Xµ, yµ, Sµ)∥∥
2
∥∥F (Xµ, yµ, Sµ, µ, )∥∥
2
= ||θµ∥∥C¯∥∥,
where the last equality follows from
F
(
Xµ, yµ, Sµ, µ, 
)
=
 0− svec(C¯)
0
 .
Thus, by the condition of Kantorovich theorem, if
ηµθµ ≤ ||(θµ)2∥∥C¯∥∥ ≤ 1
2
,
then there exists an
(
Xˆµ(), yˆµ(), Sˆµ()
)
satisfying the equations in (24), such that
∥∥( svec(Xˆµ()−Xµ); yˆµ()− yµ; svec(Sˆµ()− Sµ))∥∥
2
≤
1−
√
1− 2||(θµ)2∥∥C¯∥∥
θµ
.
In particular, this implies that for i = 1, . . . , nB + nT
∣∣λ[i](Xˆµ())− λ[i](Xµ)∣∣ ≤ ∥∥Xˆµ()−Xµ∥∥ ≤ 1−
√
1− 2||(θµ)2∥∥C¯∥∥
θµ
, (35)
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and that for j = 1, . . . , nN
∣∣λ[j](Sˆµ())− λ[j](Sµ)∣∣ ≤ ∥∥Sˆµ()− Sµ∥∥ ≤ 1−
√
1− 2||(θµ)2∥∥C¯∥∥
θµ
. (36)
On the other hand, Xˆµ() and Sˆµ() stay positive definite if∣∣λ[i](Xˆµ())− λ[i](Xµ)∣∣ < δµ, i = 1, . . . , nB + nT ,∣∣λ[j](Sˆµ())− λ[j](Sµ)∣∣ < δµ, j = 1, . . . , nN ,
which together with (35) and (36) induce the following bound:
δµ >
1− (1− 2||(θµ)2∥∥C¯∥∥)
θµ
≥
1−
√
1− 2||(θµ)2∥∥C¯∥∥
θµ
, (37)
where the second inequality in (37) follows from 2||(θµ)2∥∥C¯∥∥ ≤ 1. Note that if (37) holds, then
λ[i]
(
Xˆµ()
)
> 0 for i = n− nN + 1, . . . , n and λ[j]
(
Sˆµ()
)
> 0 for j = nN + 1, . . . , n are immediate
from (3). Consequently, if (33) holds, then solution
(
Xˆµ(), yˆµ(), Sˆµ()
)
satisfies (24), and it is
indeed a central solution for the perturbed SDO problem. The proof is complete.
Using the results of Lemma 4.3, we can now derive upper bounds on the distance of R(QµB()) and
R(QµN ()) from R(QµB) and R(QµN ), respectively.
Theorem 4.4. Let a central solution
(
Xµ, yµ, Sµ
)
be given, and let  belong to a nonlinearity
interval in a neighborhood of 0. If µ < min{µ˜, µ˜()} and
|| < 1
θµ
∥∥C¯∥∥ min
{
δµ
2
,
1
2θµ
,
λ[nB](X
µ)− λ[nB+1](Xµ)
10
,
λ[nN ](S
µ)− λ[nN+1](Sµ)
10
}
hold, then there exists
(
Xµ(), yµ(), Sµ()
)
such that
dist
(R(QµB),R(QµB())) ≤ 4
(
1−
√
1− 2||(θµ)2∥∥C¯∥∥)
θµ
(
λ[nB](X
µ)− λ[nB+1](Xµ)
) , (38)
dist
(R(QµN ),R(QµN ())) ≤ 4
(
1−
√
1− 2||(θµ)2∥∥C¯∥∥)
θµ
(
λ[nN ](S
µ)− λ[nN+1](Sµ)
) . (39)
Proof. Condition (26), after including (34), holds if
1−
√
1− 2||(θµ)2∥∥C¯∥∥
θµ
≤ 1− (1− 2||(θ
µ)2
∥∥C¯∥∥)
θµ
≤ λ[nB](X
µ)− λ[nB+1](Xµ)
5
,
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which gives the upper bound
|| ≤ λ[nB](X
µ)− λ[nB+1](Xµ)
10θµ
∥∥C¯∥∥ .
The upper bounds on the distance between the subspaces are immediate from (27) and (28).
5. Numerical experiments
In this section, we investigate the sensitivity of the central path and the optimal partition on
Example 3.1. Recall that (−∞,−12) and (32 ,∞) are invariancy intervals, (−12 , 32) is a nonlinearity
interval, and −12 as well as 32 are the transition points. The strict complementarity condition fails
only at −12 and 32 , the dual nondegeneracy condition fails only at 12 , and the eigenvalues of unique
primal optimal solutions at 0 and 1 are of multiplicity 2.
Figure 2.: The central path for different values of .
Tables 1 through 5 and Figure 2 represent a summary of numerical experiments, where(
Xa(), ya(), Sa()
)
is the analytic center of the optimal set and µ˘() denotes a lower bound
on the largest µ which allows for the identification of
(
QµB(), Q
µ
T (), Q
µ
N ()
)
. To numerically obtain
µ˘(), initially set to 1, µ is sequentially decreased at a geometric rate 0.9 until the eigenvalues with
positive limit points of Xµ() and Sµ() can be correctly identified, up to a certain precision. In
our experiments, the limit point of an eigenvalue of Xµ() or Sµ() is taken as 0 if the eigenvalue
drops below 10−5.
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Table 1.: The numerical behavior of the central solutions at different values of .
 µ˘() dist
(
B(),R(Qµ˘()B())
)
dist
(
N (),R(Qµ˘()N ())
)
‖X µ˘()()−Xa()‖ ‖Sµ˘()()− Sa()‖
-1 9.953E-06 1.043E-06 1.043E-06 1.556E-05 1.724E-05
-0.75 4.975E-06 1.094E-06 1.094E-06 1.528E-05 1.450E-05
-0.50 4.951E-11 1.175E-06 1.175E-06 1.495E-05 1.221E-05
-0.25 8.734E-06 1.465E-06 1.465E-06 1.226E-05 1.433E-05
0 1.488E-05 3.485E-16 4.328E-16 6.074E-06 1.718E-05
0.25 1.123E-05 6.273E-07 6.273E-07 7.042E-06 1.347E-05
0.50 9.953E-06 0.000E+00 0.000E+00 7.037E-06 1.219E-05
0.75 1.123E-05 6.273E-07 6.273E-07 7.042E-06 1.347E-05
1 1.488E-05 3.485E-16 4.328E-16 6.074E-06 1.718E-05
1.25 8.734E-06 1.465E-06 1.465E-06 1.226E-05 1.433E-05
1.50 4.951E-11 1.175E-06 1.175E-06 1.495E-05 1.221E-05
1.75 4.975E-06 1.094E-06 1.094E-06 1.528E-05 1.450E-05
2 9.953E-06 1.043E-06 1.043E-06 1.556E-05 1.724E-05
In Table 1, we show how small µ should approximately be in order to identify
(
QµB(), Q
µ
T (), Q
µ
N ()
)
.
We also highlight the proximity of the central solutions and the approximation of the optimal
partition once
(
QµB(), Q
µ
T (), Q
µ
N ()
)
is identified. One can observe that µ˘() gets comparatively
smaller values at −12 and 32 , where the strict complementarity condition fails. Further, R
(
Q
µ˘()
B()
)
and R(Qµ˘()N ()) are in close proximity to the true optimal partition at 0, 1, and 12 , in spite of
multiplicity of the eigenvalues or failure of the dual nondegeneracy condition.
At fixed  = −12 and  = 0, Tables 2 and 3 demonstrate the convergence of R
(
QµB()
)
, R(QµN ()),
and
(
Xµ(), yµ(), Sµ()
)
to B(), N (), and the analytic center of the optimal set, respectively.
At  = −12 , dist
(B(),R(QµB())) and ‖Xµ() − Xa()‖ converge at almost the same rate, and
they are of approximate order O(√µ). Analogous results can be observed for dist(N (),R(QµN ()))
and ‖Sµ()− Sa()‖. At  = 0, on the other hand, dist(B(),R(QµB())) and dist(N (),R(QµN ()))
converge faster at the beginning, but they become very slow ultimately. In this case, as expected
from [21], Xµ() and Sµ() stay in O(µ) proximity of the analytic center of the optimal set.
Table 2.: Convergence to the analytic center and the true optimal partition at  = −12 .
µ dist(B(),R(QµB())) dist(N (),R(QµN ())) ‖Xµ()−Xa()‖ ‖Sµ()− Sa()‖
1.E-11 5.280E-07 5.280E-07 6.720E-06 5.487E-06
1.E-12 1.670E-07 1.670E-07 2.125E-06 1.735E-06
1.E-13 5.282E-08 5.282E-08 6.723E-07 5.490E-07
1.E-14 1.679E-08 1.679E-08 2.137E-07 1.745E-07
1.E-15 5.038E-09 5.038E-09 6.413E-08 5.236E-08
1.E-16 6.249E-09 6.249E-09 7.954E-08 6.494E-08
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Table 3.: Convergence to the analytic center and the true optimal partition at  = 0.
µ dist(B(),R(QµB())) dist(N (),R(QµN ())) ‖Xµ()−Xa()‖ ‖Sµ()− Sa()‖
1.E-05 5.327E-16 4.328E-16 4.082E-06 1.155E-05
1.E-06 4.937E-16 4.328E-16 4.082E-07 1.155E-06
1.E-07 2.878E-16 4.328E-16 4.082E-08 1.155E-07
1.E-08 4.600E-16 4.328E-16 4.082E-09 1.155E-08
1.E-09 5.849E-16 4.328E-16 4.082E-10 1.155E-09
1.E-10 5.087E-16 4.328E-16 4.082E-11 1.155E-10
1.E-11 5.660E-16 4.328E-16 4.082E-12 1.155E-11
1.E-12 9.407E-16 4.328E-16 4.083E-13 1.155E-12
1.E-13 5.373E-16 4.328E-16 4.084E-14 1.155E-13
1.E-14 7.640E-16 4.328E-16 4.081E-15 1.154E-14
1.E-15 4.686E-16 6.958E-16 4.578E-16 1.154E-15
1.E-16 2.373E-16 4.328E-16 1.110E-16 3.140E-16
In Tables 4 and 5, we investigate the sensitivity of the approximation of the optimal parti-
tion around  = 0 and  = 12 at a small enough fixed µ which allows for the identification
of
(
QµB(′), Q
µ
T (′), Q
µ
N (′)
)
. We can observe from the numerical results that the actual values of
the distances between the subspaces closely imitate the upper bounds (27) and (28). The graphs
of dist
(R(QµB()),R(QµB(′))) and dist(R(QµN ()),R(QµN (′))) versus ′ have an almost symmetric
shape, and they reflect a nonsmooth behavior at 0 and 12 . Furthermore, dist
(R(QµB( 1
2
)
)
,R(QµB(′)))
and dist
(R(QµN ( 1
2
)
)
,R(QµN (′))) vary almost linearly w.r.t. ′.
Table 4.: The sensitivity of the approximation of the optimal partition at  = 0.
′ µ dist
(R(QµB()),R(QµB(′))) dist(R(QµN ()),R(QµN (′))) The upper bound (27) The upper bound (28)
-0.005 1.41E-05 4.698E-03 4.698E-03 1.892E-02 1.892E-02
-0.004 1.41E-05 3.761E-03 3.761E-03 1.513E-02 1.513E-02
-0.003 1.41E-05 2.823E-03 2.823E-03 1.134E-02 1.134E-02
-0.002 1.41E-05 1.883E-03 1.883E-03 7.552E-03 7.552E-03
-0.001 1.41E-05 9.422E-04 9.422E-04 3.774E-03 3.774E-03
0 1.41E-05 0 0 0 0
0.001 1.41E-05 9.434E-04 9.434E-04 3.769E-03 3.769E-03
0.002 1.41E-05 1.888E-03 1.888E-03 7.532E-03 7.532E-03
0.003 1.41E-05 2.834E-03 2.834E-03 1.129E-02 1.129E-02
0.004 1.41E-05 3.781E-03 3.781E-03 1.504E-02 1.504E-02
0.005 1.41E-05 4.730E-03 4.730E-03 1.879E-02 1.879E-02
Table 5.: The sensitivity of the approximation of the optimal partition at  = 12 .
′ µ dist
(R(QµB()),R(QµB(′))) dist(R(QµN ()),R(QµN (′))) The upper bound (27) The upper bound (28)
0.495 9.26E-06 7.071E-03 7.071E-03 2.828E-02 2.828E-02
0.496 9.26E-06 5.657E-03 5.657E-03 2.263E-02 2.263E-02
0.497 9.26E-06 4.243E-03 4.243E-03 1.697E-02 1.697E-02
0.498 9.26E-06 2.828E-03 2.828E-03 1.131E-02 1.131E-02
0.499 9.26E-06 1.414E-03 1.414E-03 5.657E-03 5.657E-03
0.5 9.26E-06 0 0 0 0
0.501 9.26E-06 1.414E-03 1.414E-03 5.657E-03 5.657E-03
0.502 9.26E-06 2.828E-03 2.828E-03 1.131E-02 1.131E-02
0.503 9.26E-06 4.243E-03 4.243E-03 1.697E-02 1.697E-02
0.504 9.26E-06 5.657E-03 5.657E-03 2.263E-02 2.263E-02
0.505 9.26E-06 7.071E-03 7.071E-03 2.828E-02 2.828E-02
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6. Concluding remarks and future studies
In this paper, we revisited the parametric analysis and the identification of the optimal partition for
SDO problems, when the objective function is perturbed along a fixed direction. We characterized a
nonlinearity interval of the optimal partition, where the rank of maximally complementary solutions
remain constant, and we provided sufficient conditions for the existence of a nonlinearity interval
and a transition point. Additionally, we quantified the sensitivity of the approximation of the
optimal partition w.r.t.  in a nonlinearity interval. Using numerical experiments, we showed how
tight the bounds could be for the sensitivity of the approximation of the optimal partition.
The continuity and smoothness of optimal solutions on a nonlinearity interval are subjects of
future studies. In particular, the limit point of the central path may not be continuous w.r.t. the
perturbation of the objective function, see also [31]. For instance, a discontinuity is caused by
appending a redundant constraint X12 +X13 ≤ 2 to Example 3.1. While the analytic center of the
optimal set at  = 12 is given by
Xa(
1
2
) =

1 −13 −13 0
−13 1 1 0
−13 1 1 0
0 0 0 83
 ,
for any sequence {k} → 12 we have
lim
k→∞
Xa(k) =

1 0 0 0
0 1 1 0
0 1 1 0
0 0 0 2
 .
Currently, we are investigating theoretical and numerical methods for the computation of a non-
linearity interval.
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