Computer simulation of thin film growth has been used extensively to gain insight into the origin and nature of the microstructure of vapor deposited thin films. Usually, however, no attempts are made to predict film properties other than column angle and film density from such simulations. The aim of our work is to derive quantitative data from computer simulations in order to be able to predict relevant properties of optical coatings. The deposition of 2,500 -25,000 particles has been simulated on different computers by random deposition of two -dimensional hard disks, using a simple relaxation scheme. Statistical analysis of the results yields quantitative data for the density, column angle and column period. On the basis of these results, a simple model has been developed for the microstructure of a three -dimensional film. The birefringence and the shape of water penetration fronts in evaporated optical coatings, predicted from this model, are confirmed by experiment.
Introduction
In vapor deposition processes used to fabricate thin films, the low condensation temperature leads to a film structure consisting of loosely packed columns, separated by voids This microstructure has a dramatic effect on the magnetic 2 -4, optical 5-7, electrical =,b, F -10 and mechanical 11 -13 properties of thin films. In optical thin film, the porous structure gives rise to internal adsorption of water which alters the effective refractive index of the material. This leads to drifting of the optical properties of coatings. Furthermore, the essentially anisotropic nature of the columnar microstructure causes from birefringence in optical coatings. It is evident that a good understanding of the origin of the columnar structure is important when attempts are made to improve the coating quality. The fact that the principal features of the microstructure are common to a wide variety of materials, regardless of chemical composition, suggests an almost purely physical origin. Computer simulations of the deposition of thin films have contributed significantly to a better understanding of the relevant factors in the deposition process. Essentially, these simulations are based on a model in which atoms or molecules arrive randomly on a surface and interact with the particles that are already deposited. These simulations have been carried out both in two dimensions 14 and in three dimensions 15. In zero mobility models, the particles stick exactly where they land, but usually some kind of limited mobility is introduced by allowing the landed particle to move to a minimum energy position 14 -16, The interaction of the incoming particle with the surface is sometimes described in terms of a hard disk or sphere model but also fully dynamic models have been used 17. 14-16, Up to now, the results of computer simulations have been mainly used for a qualitative comparison with real films. Apart from some isolated calculations of film densities and semi -quantitative observations of the column angle, no serious attempts have been made to perform a detailed, quantitative analysis of the properties of such simulated films. In our work, a first attempt is made in this direction. On the basis of the results of a statistical analysis, a simplified model has been developed for the microstructure of a thin film. The optical birefringence and the shape of water penetration fronts in optical coatings, predicted from this model, are confirmed by experiment.
In vapor deposition processes used to fabricate thin films, the low condensation temperature leads to a film structure consisting of loosely packed columns, separated by voids ] . This microstructure has a dramatic effect on the magnetic 2~^, optical 5~7 , electrical 5 5 6 > 8'~10 and mechanical l:L "" 13 properties of thin films. In optical thin film, the porous structure gives rise to internal adsorption of water which alters the effective refractive index of the material. This leads to drifting of the optical properties of coatings. Furthermore, the essentially anisotropic nature of the columnar microstructure causes from birefringence in optical coatings. It is evident that a good understanding of the origin of the columnar structure is important when attempts are made to improve the coating quality. The fact that the principal features of the microstructure are common to a wide variety of materials, regardless of chemical composition, suggests an almost purely physical origin. Computer simulations of the deposition of thin films have contributed significantly to a better understanding of the relevant factors in the deposition process. Essentially, these simulations are based on a model in which atoms or molecules arrive randomly on a surface and interact with the particles that are already deposited. These simulations have been carried out both in two dimensions 14 and in three dimensions 15 . In zero mobility models, the particles stick exactly where they land, but usually some kind of limited mobility is introduced by allowing the landed particle to move to a minimum energy position ll4 -16 . The interaction of the incoming particle with the surface is sometimes described in terms of a hard disk or sphere model 14~16 3 but also fully dynamic models have been used 17 .
Up to now, the results of computer simulations have been mainly used for a qualitative comparison with real films. Apart from some isolated calculations of film densities and semi-quantitative observations of the column angle, no serious attempts have been made to perform a detailed, quantitative analysis of the properties of such simulated films. In our work, a first attempt is made in this direction. On the basis of the results of a statistical analysis, a simplified model has been developed for the microstructure of a thin film. The optical birefringence and the shape of water penetration fronts in optical coatings, predicted from this model, are confirmed by experiment. 
The computer simulation
The computer program is based on the random deposition of two -dimensional hard disks onto a "substrate" which is a linear array of disks with the same diameter as the incoming disks. Fig. 1 illustrates the different steps in the deposition procedure for a particle (disk) incident at an angle a with the substrate normal. The computer program generates a random x-coordinate and subsequently determines the impact position of the particle. In the final step, the particle relaxes to the nearest position where it touches two other disks. To avoid unrealistic epitaxial growth, no relaxation occurs if the incident particle hits one of the substrate particles.
For computation efficiency, the simulated film segment is organized as a 120 by 64 matrix, each element having a dimension V2--by Li/7 in units of the particle diameter. In this way, a matrix element cannot be occupied by more than one particle. Periodic boundary conditions are used for the x-coordinate. The deposition process is terminated if a particle would occupy a position in a row above the 64th. Typically, about 2,500 particles are deposited at normal incidence. The program is written in PASCAL and has been adapted to run on a M6809 microcomputer and a CYBER 170/760 mainframe. On the CYBER, also a larger version of the program, with a 640 by 128 matrix, has been used. This version typically deposits about 25,000 particles at normal incidence. Unless otherwise noted, the results reported here are those obtained with the smaller version of the program. Fig. 2 shows simulated film segments deposited at different angles of incidence which clearly reveal the columnar nature of the microstructure, in particular at large off -normal deposition angles.
Statistical analysis of the simulated films
For simplicity, the statistical analysis of the film density, the column orientation and the periodicity is not performed on the exact particle coordinates but instead on a 120 by 64 boolean matrix that indicates whether or not the corresponding matrix cell is occupied by a particle.
Film density
The film density has been calculated as the average density in the rows 8..39 of the matrix. These limits are chosen because it turns out that the density, moving away from the substrate, usually drops in the first few rows, then reaches a more or less constant value and drops again as the film -air interface is approached. The density is expressed as a relative quantity with respect to the hexagonal closest packing in two dimensions. Fig. 3 depicts the calculated density as a function of the deposition angle. It is obvious that the density values are considerably lower than those found in real films (0-80-0.95), which, apparently, is a consequence of the simulation being two -dimensional and of the relaxation scheme used. It has been found earlier that the density is even lower for a threedimensional hard -disk simulation employing the same relaxation scheme 15. In the latter case densities of 0.4 -0.5 are obtained. Therefore, it appears that the main reason for the low density values is the relaxation scheme. Nevertheless, the dependence of the density on the deposition angle may still be realistic. In practical films, it has been observed that the density decreases almost linearly with tana 18 -19. However, an exactly linear relationship, as has been suggested by Leamy, Gilmer and Dirks 17, is unrealistic since the density will eventually become negative at large deposition angles. It seems more realistic to assume that the density behaves as: The computer simulation
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Statistical analysis of the simulated films
Film density
The film density has been calculated as the average density in the rows 8..39 of the matrix. These limits are chosen because it turns out that the density, moving away from the substrate, usually drops in the first few rows, then reaches a more or less constant value and drops again as the film-air Interface is approached. The density is expressed as a relative quantity with respect to the hexagonal closest packing in two dimensions. Fig. 3 depicts the calculated density as a function of the deposition angle. It is obvious that the density values are considerably lower than those found in real films (0-80-0.95), which, apparently, is a consequence of the simulation being two-dimensional and of the relaxation scheme used. It has been found earlier that the density is even lower for a threedimensional hard-disk simulation employing the same relaxation scheme 15 . In the latter case densities of 0.4 -0.5 are obtained. Therefore, it appears that the main reason for the low density values is the relaxation scheme. Nevertheless, the dependence of the density on the deposition angle may still be realistic. In practical films, it has been observed that the density decreases almost linearly with tana 18-19. However, an exactly linear relationship, as has been suggested by Leamy, Gilmer and Dirks 17 , is unrealistic since the density will eventually become negative at large deposition angles. It seems more realistic to assume that the density behaves as: Fig.l . Illustration of the different steps involved In the computer simulation: 1 : particle starts at a fixed height from the substrate, at a random x-coordinate and follows a trajectory making an angle a with the substrate normal. 2 : particle collides with one of the particles on the substrate. 3 : particle "relaxes" to the nearest position where it touches two others. (1)
In fig. 4 , 1/p is plotted versus tans. The figure shows that equation (1) appears to be satisfied. In this particular case, the numerical constants are: p = 1.50 and q = 0.291. It should be realized that the values of the constants will depend strongly on the relaxation scheme which is not very realistic in this case. However, the general form of eq. (1) is apparently valid for a wide variety of practical films .
The film density has also been calculated from simulations at normal incidence using the larger CYBER program version. The average density found in that case is 0.615 t 0.014, illustrating the improved statistics of the result.
Column orientation
The average angle ß of the columns with the substrate normal can also be determined by a statistical analysis of the simulated films. Somewhat arbitrary, we have used the following quantity to calculate the average angle (see fig. 5 ): For a perfectly periodic columnar film with infinite thickness and with dense columns (p =1) and with empty voids (p =0), this function equals 1 if e equals the column angle and is zero for all other e. For this reason we will refer to this function as the "column orientation function ". For the films under consideration here we might expect a somewhat broadened peak at the average column angle. Fig. 6 depicts F(e) for three different films. It can be observed that F(e) for the film deposited at normal incidence does not exhibit a clear maximum. This is apparently due to the large number of branches of the columns, as can be observed in fig. 2 . At not too small off -normal angles, F(e) exhibits a more pronounced peak from which e can be estimated. The obtained values of tane are shown in fig. 7 as a function of tana. At not too high angles, the dependence of ß on a can be described by tane = itana (2) This relation has been proposed before 17,20 and is confirmed by experimental observations up to deposition angles of 800 14,17,18. In our case, however, eq. (2) apparently does not hold above tana= 3(a =70 °). The reason for this discrepancy may be the finiteness of the film segment in combination with the periodic boundary conditions imposed on the x-coordinate. This seems to be confirmed by the results mentioned in the next paragraph, where we will see that the "natural" period of the structure approaches the length L of the simulated film (1) appears to be satisfied. In this particular case, the numerical constants are: p = 1.50 and q = 0.291. It should be realized that the values of the constants will depend strongly on the relaxa tion scheme which is not very realistic in this case. However, the general form of eq. (1) is apparently valid for a wide variety of practical films 17 . The film density has also been calculated from simulations at normal incidence using the larger CYBER program version. The average density found in that case is 0.615 -0.014, illustrating the improved statistics of the result.
The average angle 3 of the columns with the substrate normal can also be determined by a statistical analysis of the simulated films. Somewhat arbitrary, we have used the following quantity to calculate the average angle (see fig. 5 ):
F(e) = L • /^_ \ J -Pp-J (p(x,y)-p)dy dx where p = average density. For a perfectly periodic columnar film with infinite thickness and with dense columns (p=l) and with empty voids (p=0), this function equals 1 if 9 equals the column angle and is zero for all other 9. For this reason we will refer to this function as the "column orientation function". For the films under consideration here we might expect a somewhat broadened peak at the average column angle. Fig. 6 depicts F(9) for three different films. It can be observed that F(e) for the film deposited at normal incidence does not exhibit a clear maximum. This is apparently due to the large number of branches of the columns, as can be observed in fig. 2 . At not too small off-normal angles, F(9)' exhibits a more pronounced peak from which 3 can be estimated. The obtained values of tan3 are shown in fig. 7 as a function of tana. At not too high angles, the dependence of 3 on a can be described by tan3 = §tana (2) This relation has been proposed before 17 > 20 and is confirmed by experimental observations up to deposition angles of 80° 11*> 17 J 18 . In our case, however, eq. (2) apparently does not hold above tana=3(a=70°). The reason for this discrepancy may be the finiteness of the film segment in combination with the periodic boundary conditions imposed on the x-coordinate. This seems to be confirmed by the results mentioned in the next paragraph, where we will see that the "natural" period of the structure approaches the length L of the simulated film the design wavelength of the filter, making it possible to observe the water -pentrated areas under monochromatic illumination. A number of Ag /SIQJ Ag filters have been prepared in which the SiOxlayer is deposited at angles of 23 °, 30° and 38°. In these filters the observed patches are elliptical as is illustrated in fig. 11b . In all of these filters it is observed that the axial ratio of the patches is about 3 :2 and that the long axis is oriented perpendicular to the vapor incidence plane. A simple explanation of these results can be obtained if it is assumed that the velocity of water transport v is proportional to the void width V. In that case, the projected velocities in the x-direction, normal to the vapor incidence plane, and the y-direction, parallel to that plane, are proportional to Vcose and Vsine, respectively. Using eq. (3) and averaging over randomly oriented voids yields for the average velocities vx and vy:
where k is a proportionality constant. From these expressions it becomes clear that for tang «Vo /V' we have vx= vy_and, therefore, the patches are circular. On the other hand, for tana »Vo /V', we find vx /vy =n /2 and the patches become elliptical with axial ratio n:2, oriented with their long axis perpendicular to the vapor incidence plane. This model fully explains the experimental observations, indicating that our simplified microstructure model is valid for these films.
Form birefringence in thin films
As a result of the columnar structure, thin films will exhibit biaxial birefringence and, consequently, the films are characterized by three indices of refraction. Fig. 12 illustrates the choice of the axes for these indices. The refractive indices for such a material are given by If the void width is much smaller than the film thickness, which is a realistic assumption, it is clear that L3s40. Further, if our microstructure model is valid, there is on the average a larger volume fraction of voids running perpendicular to the vapor incidence plane than parallel to that plane. Hence, we have L2 <0.5 and L1>0.5. In that case, we can conclude from eq. (4) that n1 <n2 <n3.
To verify this result on experimental films, a number of different films has been investigated with an ellipsometric technique. This technique is described before 23 and involves four measurements to obtain the film thickness and the three indices of refraction. For example, for a Zr02 film deposited at 30°, it is found that n1= the design wavelength of the filter, making it possible to observe the water-pentrated areas under monochromatic illumination. A number of Ag/SiCj/Ag filters have been prepared in which the SiOx layer is deposited at angles of 23°, 30° and 38°. In these filters the obser ved patches are elliptical as is illustrated in fig. lib . In all of these filters it is observed that the axial ratio of the patches is about 3:2 and that the long axis is oriented perpendicular to the vapor incidence plane. A simple explanation of these results can be obtained if it is assumed that the velocity of water transport v is proportional to the void width V. In that case, the projected veloci ties in the x-direction, normal to the vapor incidence plane, and the y-direction, parallel to that plane, are proportional to Vcose and Vsine, respectively. Using eq. _(_3) and aver aging over randomly oriented voids yields for the average velocities vx and v :
where k is a proportionality constant. _ __ From these expressions it becomes clear that for tana«V0 /V f we have vx =vy_and, therefore, the patches are circular. On the other hand, for tana»Vo /V ! , we find v^/Vy = ir/2 and the patches become elliptical with axial ratio -rr:2, oriented with their long axis perpendicular to the vapor incidence plane. This model fully explains the experimental observations, indicating that our simplified microstructure model is valid for these films.
As a result of the columnar structure, thin films will exhibit biaxial birefringence and, consequently, the films are characterized by three indices of refraction. Fig. 12 illustra tes the choice of the axes for these indices. The refractive indices for such a material are given by 22 a = where f is the void volume fraction (f«l), e c and e v are the dielectric constants of the column and void materials respectively, and Lj is the depolarization factor of the voids in the corresponding direction (L 1 +L 2 +L3=1). If the void width is much smaller than the film thickness, which is a realistic assumption, it is clear that L 3«0. Further, if our microstructure model is valid, there is on the average a larger volume fraction of voids running perpendicular to the vapor incidence plane than parallel to that plane. Hence, we have L 2 <0.5 and Lj_>0.5. In that case, we can conclude from eq. (4) that ni<n 2 <na. To verify this result on experimental films, a number of different films has been investigat ed with an ellipsometric technique. This technique is described before 23 and involves four measurements to obtain the film thickness and the three indices of refraction. For example, for a Zr0 2 film deposited at 30°, it is found that ni=l-. 9^8, n 2 = 1.996 and n 3 =2.003. More detailed results have been published elsewhere 23 . In all cases it is found that ni<n 2 <n 3 , in agreement with the prediction. Quantitative calculations of the indices have not been attempted so far. However, from the microstructure model and eq. (4), the difference between the indices can be estimated and is found to be in the order of a few percent which agrees with the experimental results.
Conclusions
In this paper, it has been demonstrated that computer simulations are useful to obtain insight in the origin and nature of the typical columnar structure of vapor deposited thin films. Apparently, the major factors that determine the columnar growth are the limited mobility of the condensing atoms or molecules and the geometrical "shadowing" effect. It has been found from a series of simulations that the structure can be described in terms of columns with a size independent of the vapor incidence angle, separated by voids which become wider with increasing angle of incidence. This simplified picture can be extended to three dimensions if it is assumed that the two dimensional model is still valid for both cross sections perpendicular and parallel to the vapor incidence plane. Predictions of the anisotropy of water penetration fronts and optical birefringence in thin films, based on this model, are found to agree with experimental results on obliquely deposited thin films. Further work will include the improvement of the statistics of the simulation by increasing the number of particles to about 25,000. This has already been done for simulations at normal incidence, but still needs to be done at oblique angles. Also, the effect of the particle mobility on the results will be studied by using different relaxation schemes. (4), the difference between the indices can be estimated and is found to be in the order of a few percent which agrees with the experimental results.
In this paper, it has been demonstrated that computer simulations are useful to obtain insight in the origin and nature of the typical columnar structure of vapor deposited thin films. Apparently, the major factors that determine the columnar growth are the limited mobility of the condensing atoms or molecules and the geometrical "shadowing" effect. It has been found from a series of simulations that the structure can be described in terms of columns with a size independent of the vapor incidence angle, separated by voids which become wider with increasing angle of incidence. This simplified picture can be extended to three dimensions if it is assumed that the two dimensional model is still valid for both cross sections perpendicular and parallel to the vapor incidence plane. Predictions of the anisotropy of water penetration fronts and optical birefringence in thin films, based on this model, are found to agree with experimental results on obliquely deposited thin films. Further work will include the improvement of the statistics of the simulation by increasing the number of particles to about 255000. This has already been done for simulations at normal incidence, but still needs to be done at oblique angles. Also, the effect of the particle mobility on the results will be studied by using different relaxation schemes.
