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Abstract: Constructing high-quality generative models for 3D shapes is a fundamental task in computer vision with
diverse applications in geometry processing, engineering, and design. Despite the recent progress in deep
generative modelling, synthesis of finely detailed 3D surfaces, such as high-resolution point clouds, from
scratch has not been achieved with existing approaches. In this work, we propose to employ the latent-space
Laplacian pyramid representation within a hierarchical generative model for 3D point clouds. We combine the
recently proposed latent-space GAN and Laplacian GAN architectures to form a multi-scale model capable
of generating 3D point clouds at increasing levels of detail. Our evaluation demonstrates that our model
outperforms the existing generative models for 3D point clouds.
1 Introduction
A point cloud is an ubiquitous data structure that
has gained a strong presence in the last few decades
with the widespread use of range sensors. Point
clouds are sets of points in 3D space, commonly pro-
duced by range measurements with 3D scanners (e.g.
LIDARs, RGB-D cameras, and structured light scan-
ners) or computed using stereo-matching algorithms.
A key use-case with point clouds is 3D surface recon-
struction involved in many applications such as re-
verse engineering, cultural heritage conservation, or
digital urban planning.
Unfortunately, for most scanners the raw 3D mea-
surements often cannot be used in their original form
for surface/shape reconstruction, as they are generally
prone to noise and outliers, non-uniform, and incom-
plete. Whilst constant progress in scanning technol-
ogy has led to improvements in some aspects of data
quality, others, such as occlusion, remain a persistent
issue for objects with complex geometry. Thus, a cru-
cial step in 3D geometry processing is to model full
3D shapes from their sampling as 3D point clouds,
inferring their geometric characteristics from incom-
Figure 1: The proposed latent-space Laplacian GAN oper-
ates on latent representations, bypassing the need to process
large-scale 3D point clouds. Through using mutiple stages
of the pyramid, the sample resolution can be iteratively in-
creased.
plete and noisy measurements. A recent trend in this
direction is to apply data-driven methods such as deep
generative models (Achlioptas et al., 2018; Li et al.,
2018a; Chen et al., 2019).
However, most known deep models operate di-
rectly in the original space of raw measurements,
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which represents a challenging task due to the om-
nipresent redundancy in raw data; instead, it might be
beneficial to encode characteristic shape features in
the latent space and further operate with latent repre-
sentations. Another shortcoming is that most models
only operate with coarse (low-resolution) 3D geome-
try, as high-resolution 3D shapes are computationally
demanding to process and challenging to learn from.
In this work, we consider the task of learning 3D
shape representations given their 3D point cloud sam-
ples. To this end, we develop a novel deep cascade
model, Latent-Space Laplacian Pyramid GAN, or
LSLP-GAN, taking advantage of the recent progress
in adversarial learning with point clouds (Achliop-
tas et al., 2018) and deep multi-scale models (Den-
ton et al., 2015; Mandikal and Radhakrishnan, 2019).
Our proposed model (schematically represented in
Figure 1) has several important distinctions: (i) it
is generative and can be used to produce synthetic
shapes unseen during training; (ii) it is able to produce
high-resolution point clouds via a latent space Lapla-
cian pyramid representation; (iii) it is easy to train
as it operates in the space of latent codes, bypassing
the need to perform implicit dimensionality reduction
during training. We train our model in an adversar-
ial regime using a collection of 3D point clouds with
multiple resolutions.
In this work, our contributions are the following.
1. We propose LSLP-GAN, a novel multi-scale deep
generative model for shape representation learn-
ing with 3D point clouds.
2. We demonstrate by the means of numerical exper-
iments the effectiveness of our proposed method
for shape synthesis and upsampling tasks.
2 Related work
Neural networks on unstructured 3D point clouds.
Despite Deep convolutional neural networks (CNNs)
having proved themselves to be very effective for
learning with 2D grid-structured images, until very
recently, the same could not be said about un-
sturctured 3D point clouds. The basic building blocks
for point-based architectures (equivalents of the spa-
tial convolution) are not straightforward to imple-
ment. To this end, MLP-based (Qi et al., 2016; Qi
et al., 2017), graph convolutional (Wang et al., 2018),
and 3D convolutional point networks (Hua et al.,
2017; Li et al., 2018c; Atzmon et al., 2018) have
been proposed, each implementing their own notion
of convolution, and applied to classification, semantic
labelling, and other tasks. We adopt the convolution
of (Qi et al., 2016) as a basis for our architecture.
Building on top of the success of point con-
volutions, auto-encoding networks have been pro-
posed (Achlioptas et al., 2018; Yang et al., 2018; Li
et al., 2018b) to learn efficient latent representations.
Generative neural networks for 3D modelling.
The literature on generative learning with 3D
shapes shows instances of variational auto-encoders
(VAEs) (Kingma and Welling, 2013) and genera-
tive adversarial networks (GANs) (Goodfellow et al.,
2014) applied to 3D shape generation. On the one
hand, VAEs have been demonstrated to efficiently
model images (Kingma and Welling, 2013), vox-
els (Brock et al., 2016), and properties of partially-
segmented point clouds (Nash and Williams, 2017),
learning semantically meaningful data representa-
tions. On the other hand, GANs have been studied in
the context of point set generation from images (Fan
et al., 2017), multi-view reconstruction (Lin et al.,
2018), volumetric model synthesis (Wu et al., 2016),
and, more recently, point cloud processing (Achliop-
tas et al., 2018; Li et al., 2018a). However, neither
of the mentioned approaches provides accurate multi-
scale modelling of 3D representation with high res-
olution, which has been demonstrated to drastically
improve image synthesis with GANs (Denton et al.,
2015). Additionally, in several instances, for point
cloud generation, some form of input (e.g., an image)
is required (Fan et al., 2017). In contrast, we are able
to generate highly detailed point clouds uncondition-
ally.
Multi-scale neural networks on 3D shapes. For
2D images, realistic synthesis with GANs has first
been proposed in (Denton et al., 2015) with a coarse-
to-fine Laplacian pyramid image representation. Sur-
prisingly, little work of similar nature has been done
in multi-scale point cloud modelling. (Mandikal and
Radhakrishnan, 2019) propose a deep pyramid neural
network for point cloud upsampling. However, their
model accepts RGB images as input and is unable to
synthesise novel 3D shapes. We, however, operate di-
rectly on unstructured 3D point sets and provide a full
generative model for 3D shapes. (Yifan et al., 2019)
operate on patches in a progressive manner, thus im-
plicitly representing a multi-scale approach. How-
ever, their model specifically tackles the point set up-
sampling task and cannot produce novel point clouds.
In constrast, our generative model purposefully learns
mutually coherent representations of full 3D shapes
at multiple scales through the use of a latent-space
Laplacian pyramid.
3 Framework
Our model for learning with 3D point clouds is in-
spired by works on Latent GANs (Achlioptas et al.,
2018) and Laplacian GANs (Denton et al., 2015).
Therefore, we first briefly describe these approaches.
3.1 Latent GANs and Laplacian GANs
The well-known autoencoding neural networks, or
autoencoders, compute latent codes h ∈ Rd for an in-
put object X ∈ X through the means of an encoding
network f (X). This latent representation can later be
decoded in order to reconstruct the original input, via
a decoding network g(h). Latent GANs (Achlioptas
et al., 2018) are built around the idea that real latent
codes commonly occupy only a subspace of their en-
closing space Rd , i.e. live on a manifold embedded in
Rd . Thus, it should be possible to synthesise samples
by learning the manifold of real latent codes, presum-
ably an easier task compared to learning with the orig-
inal high-dimensional representations. A GAN model
is thus used in addition to an autoencoder model,
yielding artificial latent codes obtained as a result of
an adversarial game. Such models were recently ap-
plied to learning with point clouds, where they com-
pare favourably with GANs that operate on the raw
input (Achlioptas et al., 2018).
Laplacian GANs (Denton et al., 2015) increase
image resolution in a coarse-to-fine manner during
synthesis, aiming to produce high quality samples of
natural images. This is motivated by the fact that stan-
dard GANs give acceptable results for generation of
low-resolution images but fail for images of higher
resolution. Laplacian GANs overcome this problem
by a cascading image synthesis with a series of gen-
erative networks G0, . . . ,Gn, where each network Gk
learns to generate a high-frequency residual image
rk = Gk(U(Ik+1),zk) conditioned on the upsampled
image Ik provided by Gk−1. Thus, an image at stage k
is represented via:
Ik =U(Ik+1)+Gk(U(Ik+1),zk), (1)
whereU(·) is an upsampling operator and zk is a noise
vector. For point clouds, a change in image resolu-
tion transforms to resampling, where subsets of points
may be selected to form a low-resolution 3D shape, or
reconstructed for a higher resolution 3D shape.
3.2 Representation learning with
latent-space Laplacian pyramids
Spaces of 3D point clouds. We start with a se-
ries of 3D shape spaces Rn0×3,Rn1×3, . . . ,RnK×3 with
n0 < n1 < .. . < nK (specifically, we set nk = 2k ·n0). A
3D shape can be represented in the space Rnk×3 with
a 3D point sampling of its surface Xk = {xi}nki=1. If
this sampling maintains sufficient uniformity for all k,
then the sequence of 3D point clouds X0,X1, . . . repre-
sents a progressively finer model of the surface. Our
intuition in considering the series of shape spaces is
that modelling highly detailed 3D point clouds rep-
resents a challenge due to their high dimensionality.
Thus, it might be beneficial to start with a low-detail
(but easily constructed) model X0 and decompose the
modelling task into a sequense of more manageable
stages, each aimed at a gradual increase of detail.
Training auto-encoding point networks on multi-
ple scales. Learning the manifold of latent codes
has been demonstrated to be beneficial in terms of re-
construction quality (Achlioptas et al., 2018). Mo-
tivated by this observation, we use 3D shape spaces
{Rnk×3}Kk=1 and construct a series of corresponding
latent spaces {Rdk}Kk=1 by training point autoencoders
{( fk,gk)}Kk=1. Note that an autoencoder ( fk,gk) is
trained using the resolution nk of 3D point clouds,
which grows as k increases. As our method strongly
relies on the quality of autoencoders, we evaluate re-
liability of their mappings from 3D space into latent
space in Section 4. After training the autoencoders,
we fix their parameters and extract latent codes for
shapes in each of the 3D shape spaces.
Laplacian pyramid in the spaces of latent codes.
For what follows, it is convenient to assume that we
are given as input a point cloud Xk−1 ∈ Rnk−1×3. We
aim to go from Xk−1 to Xk, i.e. to increase resolution
from nk−1 to nk = 2nk−1, generating additional point
samples on the surface of an underlying shape. Fig-
ure 3 illustrates our reasoning schematically.
We start by processing the input point cloud by a
simple upsampling operator U(·), obtaining a coarse
point cloud X˜k =U(Xk−1): for each point x∈ Xk−1 we
create a new instance x˜ = 1m ∑i∈NN(x) xi where NN(x)
is a set of m nearest Euclidean neighbours of x in Xk−1
(we use m= 7 neighbours, including x), and add it to
the point cloud. This procedure represents a simple
linear interpolation and forms exactly nk points lo-
cated in the vicinity of the real surface. However, the
computed point cloud X˜k generally contains perturbed
points, and we view it only as a rough approximation
to our desired Xk.
We map the coarse point cloud X˜k by fk into a la-
tent code h˜k = fk(X˜k), which we assume to be offset
by a small delta from the manifold of latent represen-
tations due to an interpolation error in X˜k. To com-
pensate for this offset in the latent space, we compute
an additive correction rk to h˜k using a generator net-
concat
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gk
<latexit sha1_base64="P/+oeP82Se9b6GTf3t6bvy0NBds=">AAAB6nicbVBNS8NAEJ3Ur1q/q h69LBbBU0mqoMeiF48V7Qe0oWy2k3TpZhN2N0Ip/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAqujet+O4W19Y3NreJ2aWd3b/+gfHjU0kmmGDZZIhLVCahGwSU2DTcCO6lCGgcC28Hodua3n1BpnshHM07 Rj2kkecgZNVZ6iPqjfrniVt05yCrxclKBHI1++as3SFgWozRMUK27npsaf0KV4UzgtNTLNKaUjWiEXUsljVH7k/mpU3JmlQEJE2VLGjJXf09MaKz1OA5sZ0zNUC97M/E/r5uZ8NqfcJlmBiVbLAozQUxCZ n+TAVfIjBhbQpni9lbChlRRZmw6JRuCt/zyKmnVqt5FtXZ/Wanf5HEU4QRO4Rw8uII63EEDmsAggmd4hTdHOC/Ou/OxaC04+cwx/IHz+QNLAI3N</latexit>
refinedXk
<latexit sha1_base64="HoyZytSVmD4sjeqNYnXhC4brqxI=">AAAB/HicbVDLSsNAFJ34rPUV7dJNsAgupCRV0GXR jcsK9gFtCZPJTTt08mDmRgyh/oobF4q49UPc+TdO2yy09cCFwzn3ztx7vERwhbb9baysrq1vbJa2yts7u3v75sFhW8WpZNBisYhl16MKBI+ghRwFdBMJNPQEdLzxzdTvPIBUPI7uMUtgENJhxAPOKGrJNSt9hEfMJQT6Ab9/Num6Y9es2jV7Bm uZOAWpkgJN1/zq+zFLQ4iQCapUz7ETHORUImcCJuV+qiChbEyH0NM0oiGoQT5bfmKdaMW3gljqitCaqb8nchoqlYWe7gwpjtSiNxX/83opBleDnEdJihCx+UdBKiyMrWkSls8lMBSZJpRJrne12IhKylDnVdYhOIsnL5N2veac1+p3F9XGdRFH iRyRY3JKHHJJGuSWNEmLMJKRZ/JK3own48V4Nz7mrStGMVMhf2B8/gAZd5UN</latexit>
⇥K
<latexit sha1_base64="1TwuO2H5EKYlW+te+LIGl+bra4M=">AAAB73icbVBNS8NAEJ34WetX1 aOXxSJ4KkkV9Fj0InipYD+gDWWz3bRLN5u4OxFK6J/w4kERr/4db/4bt20O2vpg4PHeDDPzgkQKg6777aysrq1vbBa2its7u3v7pYPDpolTzXiDxTLW7YAaLoXiDRQoeTvRnEaB5K1gdDP1W09cGxGrBxw n3I/oQIlQMIpWandRRNyQu16p7FbcGcgy8XJShhz1Xumr249ZGnGFTFJjOp6boJ9RjYJJPil2U8MTykZ0wDuWKmrX+Nns3gk5tUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJ cGYTJ8nfaE5Qzm2hDIt7K2EDammDG1ERRuCt/jyMmlWK955pXp/Ua5d53EU4BhO4Aw8uIQa3EIdGsBAwjO8wpvz6Lw4787HvHXFyWeO4A+czx+oro+3</latexit>
Dataset
<latexit sha1_base64 ="g/rIeQE1BljnfX0cwJf/uU9iyG4=">AAAB9X icbVBNSwMxEM36WetX1aOXYBE8ld0q6LGoB48V7 Ae0a8mm0zY0m12SWbUs/R9ePCji1f/izX9j2u5 BWx8MPN6bSWZeEEth0HW/naXlldW19dxGfnNre2 e3sLdfN1GiOdR4JCPdDJgBKRTUUKCEZqyBhYGE RjC8mviNB9BGROoORzH4Iesr0ROcoZXu2whPmF 4ztE/guFMouiV3CrpIvIwUSYZqp/DV7kY8CUEhl 8yYlufG6KdMo+ASxvl2YiBmfMj60LJUsRCMn06 3HtNjq3RpL9K2FNKp+nsiZaExozCwnSHDgZn3Ju J/XivB3oWfChUnCIrPPuolkmJEJxHQrtDAUY4s YVwLuyvlA6YZRxtU3obgzZ+8SOrlkndaKt+eFSu XWRw5ckiOyAnxyDmpkBtSJTXCiSbP5JW8OY/Oi /PufMxal5xs5oD8gfP5Ax4Ikuk=</latexit>
(optional initialization)
<latexit sha1_base64="ehwyv kgP5R4gNocSdU/HwkGBKNY=">AAACCXicbVC7TsMwFHV4lvIKMLJY VEhlqZKCBGMFC2OR6ENqo8px3daq40T2DaJEXVn4FRYGEGLlD9j4 G5w0A7QcydLxOefq6h4/ElyD43xbS8srq2vrhY3i5tb2zq69t9/UY awoa9BQhKrtE80El6wBHARrR4qRwBes5Y+vUr91x5TmobyFScS8gA wlH3BKwEg9G3eB3UNSDqP0TwTmkgMngj9kgZNpzy45FScDXiRuTk ooR71nf3X7IY0DJoEKonXHdSLwEqKAU8GmxW6sWUTomAxZx1BJAqa 9JLtkio+N0seDUJknAWfq74mEBFpPAt8kAwIjPe+l4n9eJ4bBhZdw GcXAJJ0tGsQCQ4jTWnCfK0ZBTAwhVJkKKKYjoggFU17RlODOn7xI mtWKe1qp3pyVapd5HQV0iI5QGbnoHNXQNaqjBqLoET2jV/RmPVkv1 rv1MYsuWfnMAfoD6/MHZ3eaxw==</latexit>
Figure 2: Full architecture of LSLP-GAN model. The network either accepts or generates an initial point cloud X0 and
processes it with a series of K learnable steps. Each step (1) upsamples its input using a non-learnable operatorU , (2) encodes
the upsampled version into the latent space by fk, (3) performs correction of the latent code via a conditional GAN Gk, and
(4) decodes the corrected latent code using gk.
Rnk−1×3 Rnk×3 fk
<latexit sha1_base64="1c6U0YWjgU+A4gXc7qA j0S3csIc=">AAACG3icbVDLSgMxFM3UVx1frS7dBIvgqsyooMuiG5cV+4J2KJn0ThsmkwxJRiiln+BWV3 6NO3Hrwr8xbWdhWw8EDufec+/NCVPOtPG8H6ewsbm1vVPcdff2Dw6PSuXjlpaZotCkkkvVCYkGzgQ0DTM cOqkCkoQc2mF8P6u3n0FpJkXDjFMIEjIULGKUGCs9Rf24X6p4VW8OvE78nFRQjnq/7BR6A0mzBIShnGjd9 b3UBBOiDKMcpm4v05ASGpMhdC0VJAEdTOa3TvG5VQY4kso+YfBc/euYkETrcRLazoSYkV6tzcT/at3MRL fBhIk0MyDoYlGUcWwknn0cD5gCavjYEkIVs7diOiKKUGPjcZfWhFLGhoTaDsENax8xGoPAVuKAZ0lr16b mr2a0TlqXVf+qevl4Xand5fkV0Sk6QxfIRzeohh5QHTURRUP0gl7Rm/PufDifzteiteDknhO0BOf7FwS1 n1o=</latexit>
gk
<latexit sha1_base64="s6ntShIBzTbvdGSvU MRic4qF2HA=">AAACG3icbVDLTgIxFG3xhfgCXbppJCauyIya6JLoxiVGXgkQ0ikXaKbTTtqOCSF 8gltd+TXujFsX/o0dmIWAJ2lycu49996eIBbcWM/7wbmNza3tnfxuYW//4PCoWDpuGpVoBg2mhNLt gBoQXELDciugHWugUSCgFYT3ab31DNpwJet2EkMvoiPJh5xR66SnUT/sF8texZuDrBM/I2WUodYv 4Vx3oFgSgbRMUGM6vhfb3pRqy5mAWaGbGIgpC+kIOo5KGoHpTee3zsi5UwZkqLR70pK5+tcxpZEx kyhwnRG1Y7NaS8X/ap3EDm97Uy7jxIJki0XDRBCrSPpxMuAamBUTRyjT3N1K2JhqyqyLp7C0JlAqt DQwbgipO/uYsxAkcZIAkiZtCi41fzWjddK8rPhXlcvH63L1Lssvj07RGbpAPrpBVfSAaqiBGBqhF /SK3vA7/sCf+GvRmsOZ5wQtAX//AgZsn1s=</latexit>
Gk
<latexit sha1_base64="wGBmF91ETI7/NLKOgFw/41/kEdE=">AAACG3icbVDLTgIxFO3gC/EFunTTSEx ckRk00SXRhS4x8kpgQjrlDjTTaSdtx4QQPsGtrvwad8atC//GDrAQ8CRNTs69597bEyScaeO6P05uY3Nreye/W9jbPzg8KpaOW1qmikKTSi5VJyAaOBPQNMxw6CQKSBxwaAfRXVZvP4PSTIqGGSfgx2QoWMgoMVZ6uu9 H/WLZrbgz4HXiLUgZLVDvl5xcbyBpGoMwlBOtu56bGH9ClGGUw7TQSzUkhEZkCF1LBYlB+5PZrVN8bpUBDqWyTxg8U/86JiTWehwHtjMmZqRXa5n4X62bmvDGnzCRpAYEnS8KU46NxNnH8YApoIaPLSFUMXsrpiOiCDU2 nsLSmkDKyJBA2yG4Ye0jRiMQ2EoccJa0LtjUvNWM1kmrWvEuK9XHq3LtdpFfHp2iM3SBPHSNaugB1VETUTREL+gVvTnvzofz6XzNW3POwnOCluB8/wLPfZ87</latexit>Rdk<latexit sha1_base64="PJQAUNCXsdRAdOdk7S K1jcAJ+n0=">AAACKnicbVDLTgIxFO3gC/EFunTTSExckRk10SXRjUs0vBJA0paLNNNpJ22HhEz4E7e 68mvcEbd+iB1goeBJmpycc2/vyaGx4Mb6/szLbWxube/kdwt7+weHR8XScdOoRDNoMCWUblNiQHAJDc utgHasgURUQIuG95nfGoM2XMm6ncTQi8iL5EPOiHVSv1jsRsSOKE2fps/poB9O+8WyX/HnwOskWJIy WqLWL3m57kCxJAJpmSDGdAI/tr2UaMuZgGmhmxiICQvJC3QclSQC00vn0af43CkDPFTaPWnxXP29kZL ImElE3WQW1Kx6mfif10ns8LaXchknFiRbHBomAluFsx7wgGtgVkwcIUxzlxWzEdGEWddW4c8ZqlRoCT XuE1x36yPOQpDYSQJwVrwpuNaC1Y7WSfOyElxVLh+vy9W7ZX95dIrO0AUK0A2qogdUQw3E0Bi9ojf07 n14n97M+1qM5rzlzgn6A+/7B8/rpXU=</latexit>
Xk
<latexit sha1_base64="41wdw5HrFEcTl0+Vt romz8NpuFY=">AAACG3icbVDLSgMxFM3UVx1frS7dBIvgqsyooMuiG5cV+4J2KJn0ThsmkwxJRih DP8Gtrvwad+LWhX9j+ljY1gOBw7n33HtzwpQzbTzvxylsbG5t7xR33b39g8OjUvm4pWWmKDSp5FJ1 QqKBMwFNwwyHTqqAJCGHdhjfT+vtZ1CaSdEw4xSChAwFixglxkpPnX7cL1W8qjcDXif+glTQAvV+ 2Sn0BpJmCQhDOdG663upCXKiDKMcJm4v05ASGpMhdC0VJAEd5LNbJ/jcKgMcSWWfMHim/nXkJNF6 nIS2MyFmpFdrU/G/Wjcz0W2QM5FmBgSdL4oyjo3E04/jAVNADR9bQqhi9lZMR0QRamw87tKaUMrYk FDbIbhh7SNGYxDYShzwNGnt2tT81YzWSeuy6l9VLx+vK7W7RX5FdIrO0AXy0Q2qoQdUR01E0RC9o Ff05rw7H86n8zVvLTgLzwlagvP9C+ykn0w=</latexit>
eXk
<latexit sha1_base64="uf4ib6bEaKcYHqML6 HVBo8K0Qus=">AAACKXicbVDLSgMxFM3Ud31VXboJFsFVmamCLkU3Liu0tdCWksnctmEyyZDcUcr QL3GrK7/Gnbr1R0zbWfg6EDicc0/u5YSpFBZ9/90rLS2vrK6tb5Q3t7Z3dit7+22rM8OhxbXUphMy C1IoaKFACZ3UAEtCCXdhfD3z7+7BWKFVEycp9BM2UmIoOEMnDSq7vQcRAQoZQd6ZDuJBperX/Dno XxIUpEoKNAZ7XqkXaZ4loJBLZm038FPs58yg4BKm5V5mIWU8ZiPoOqpYArafzy+f0mOnRHSojXsK 6Vz9nshZYu0kCd1kwnBsf3sz8T+vm+Hwop8LlWYIii8WDTNJUdNZDTQSBjjKiSOMG+FupXzMDOPoy ir/WBNqHSMLrfuENl18LHgMijpJAp31bsuuteB3R39Ju14LTmv127Pq5VXR3zo5JEfkhATknFySG 9IgLcJJRh7JE3n2XrxX7837WIyWvCJzQH7A+/wC9VSlBA==</latexit>
Xk 1
<latexit sha1_base64 ="uO/UY8jyws8cT7kZfd0RgD/faRI=">AAACH3 icbVDLSgMxFM3UV62vVpdugkVwY5lRQZdFNy4r 9AXtUDLpbRsmkwxJRihDP8Ktrvwad+K2f2OmnY VtPRA4nHvPvTcniDnTxnXnTmFre2d3r7hfOjg8 Oj4pV07bWiaKQotKLlU3IBo4E9AyzHDoxgpIFHD oBOFTVu+8gtJMiqaZxuBHZCzYiFFirNTpDtLw2 psNylW35i6AN4mXkyrK0RhUnEJ/KGkSgTCUE61 7nhsbPyXKMMphVuonGmJCQzKGnqWCRKD9dHHvD F9aZYhHUtknDF6ofx0pibSeRoHtjIiZ6PVaJv5 X6yVm9OCnTMSJAUGXi0YJx0bi7PN4yBRQw6eWEK qYvRXTCVGEGhtRaWVNIGVoSKDtENy09gmjIQhs JQ44S1uXbGreekabpH1T825rNy931fpjnl8Rna MLdIU8dI/q6Bk1UAtRFKI39I4+nE/ny/l2fpat BSf3nKEVOPNfz6Ogyg==</latexit> hk
<latexit sha1_base64="ceb3YSB3y4sMk9ffibdIsEvot/g=">AAACG3icbVDLTgIxFG3xhfgCX bppJCauyIya6JLoxiVGXgkQ0ikXaKbTTtqOCSF8gltd+TXujFsX/o0dmIWAJ2lycu49996eIBbcWM/7wbmNza3tnfxuYW//4PCoWDpuGpVoBg2mhNLtgBoQXELDciugHWugUSCgFYT3ab31DNpwJet2Ek MvoiPJh5xR66SncT/sF8texZuDrBM/I2WUodYv4Vx3oFgSgbRMUGM6vhfb3pRqy5mAWaGbGIgpC+kIOo5KGoHpTee3zsi5UwZkqLR70pK5+tcxpZExkyhwnRG1Y7NaS8X/ap3EDm97Uy7jxIJki0XDRBC rSPpxMuAamBUTRyjT3N1K2JhqyqyLp7C0JlAqtDQwbgipO/uYsxAkcZIAkiZtCi41fzWjddK8rPhXlcvH63L1Lssvj07RGbpAPrpBVfSAaqiBGBqhF/SK3vA7/sCf+GvRmsOZ5wQtAX//Aggjn1w=</l atexit>
ehk
<latexit sha1_base64="FBPIg0rXt6+9YDIlj+j1FpGObws=">AAACKXicbVDLSgMxFM3UV62Pt rp0EyyCqzKjgi6LblxWaFVoS8lkbm2YTDIkd5Qy9Evc6sqvcadu/RHTx8JWDwQO59yTezlhKoVF3//0Ciura+sbxc3S1vbObrlS3bu1OjMc2lxLbe5DZkEKBW0UKOE+NcCSUMJdGF9N/LtHMFZo1cJRCr 2EPSgxEJyhk/qVcvdJRIBCRpAPx/24X6n5dX8K+pcEc1IjczT7Va/QjTTPElDIJbO2E/gp9nJmUHAJ41I3s5AyHrMH6DiqWAK2l08vH9Mjp0R0oI17CulU/Z3IWWLtKAndZMJwaJe9ifif18lwcNHLhUo zBMVniwaZpKjppAYaCQMc5cgRxo1wt1I+ZIZxdGWVFtaEWsfIQus+oS0XHwoeg6JOkkAnvduSay1Y7ugvuT2pB6f1k5uzWuNy3l+RHJBDckwCck4a5Jo0SZtwkpFn8kJevTfv3fvwvmajBW+e2ScL8L5 /ABDjpRQ=</latexit>
U
<latexit sha1_base64="afnKBYWUxsOX1u905 S/POn+A6zM=">AAAB6HicbVBNS8NAEN34WetX1aOXxSJ4KokWP25FLx5bMG2hDWWznbRrN5uwuxF K6C/w4kERr/4kb/4bN2kQtT4YeLw3w8w8P+ZMadv+tJaWV1bX1ksb5c2t7Z3dyt5+W0WJpODSiEey 6xMFnAlwNdMcurEEEvocOv7kJvM7DyAVi8SdnsbghWQkWMAo0UZquYNK1a7ZOfAicQpSRQWag8pH fxjRJAShKSdK9Rw71l5KpGaUw6zcTxTEhE7ICHqGChKC8tL80Bk+NsoQB5E0JTTO1Z8TKQmVmoa+ 6QyJHqu/Xib+5/USHVx6KRNxokHQ+aIg4VhHOPsaD5kEqvnUEEIlM7diOiaSUG2yKechXGU4/355k bRPa85Zrd6qVxvXRRwldIiO0Aly0AVqoFvURC6iCNAjekYv1r31ZL1ab/PWJauYOUC/YL1/AcpHj RE=</latexit>
Coarser point clouds
<latexit sha1_base64="kcNNJWiyxkL +sAz3ZabguUwSR2I=">AAACBHicbVDLSgNBEJyNrxhfUY+5DAbBU9ho8HEL5uIxg nlAsoTZ2U4yZHZnmekVw5KDF3/FiwdFvPoR3vwbd5MgaixoKKq66e5yQykM2vanl VlaXlldy67nNja3tnfyu3tNoyLNocGVVLrtMgNSBNBAgRLaoQbmuxJa7qiW+q1b0 Eao4AbHITg+GwSiLzjDROrlC12EO4xrimkDmoZKBEi5VJFnJr180S7ZU9BFUp6TI pmj3st/dD3FIx8C5JIZ0ynbITox0yi4hEmuGxkIGR+xAXQSGjAfjBNPn5jQw0Txa F/ppNIbUvXnRMx8Y8a+m3T6DIfmr5eK/3mdCPvnTiyCMEII+GxRP5IUFU0ToZ7Qw FGOE8K4FsmtlA+ZZhyT3HLTEC5SnH6/vEiax6XySalyXSlWL+dxZEmBHJAjUiZnp EquSJ00CCf35JE8kxfrwXqyXq23WWvGms/sk1+w3r8AiAmYzQ==</latexit>
(less points)
<latexit sha1_base64="aGotdpl6Hwn ND0zLxYWttD36G2c=">AAAB/XicbVDJSgNBEO1xjXGLy81LYxDiJUw0uNyCXjxGM AskQ+jpVJImPT1Dd40Yh+CvePGgiFf/w5t/42QyiBofFDzeq6KqnhtIYdC2P625+ YXFpeXMSnZ1bX1jM7e1XTd+qDnUuC993XSZASkU1FCghGaggXmuhIY7vJz4jVvQR vjqBkcBOB7rK9ETnGEsdXK7bYQ7jAoSjKGBLxSaw3Enl7eLdgI6S0opyZMU1U7uo 931eeiBQi6ZMa2SHaATMY2CSxhn26GBgPEh60Mrpop5YJwouX5MD2KlS3u+jkshT dSfExHzjBl5btzpMRyYv95E/M9rhdg7cyKhghBB8emiXigp+nQSBe0KDRzlKCaMa xHfSvmAacYxDiybhHA+wcn3y7OkflQsHRfL1+V85SKNI0P2yD4pkBI5JRVyRaqkR ji5J4/kmbxYD9aT9Wq9TVvnrHRmh/yC9f4FuOeViQ==</latexit>
(more points)
<latexit sha1_base64="pdXn93sNKsEMzYuC9B0gUsPveIM=">AAAB/XicbVDJS gNBEO1xjXGLy81LYxDiJUw0uNyCXjxGMAskIfR0KkmTnu6hu0aMQ/BXvHhQxKv/4c2/cZIMosYHBY/3qqiq5wVSWHTdT2dufmFxaTm1kl5dW9/YzGxtV60ODYcK11Kbu scsSKGgggIl1AMDzPck1LzB5div3YKxQqsbHAbQ8llPia7gDGOpndltItxhlPO1ARpoodAejtqZrJt3J6CzpJCQLElQbmc+mh3NQx8UcsmsbRTcAFsRMyi4hFG6GVoIG B+wHjRiqpgPthVNrh/Rg1jp0K42cSmkE/XnRMR8a4e+F3f6DPv2rzcW//MaIXbPWpFQQYig+HRRN5QUNR1HQTvCAEc5jAnjRsS3Ut5nhnGMA0tPQjgf4+T75VlSPcoXj vPF62K2dJHEkSJ7ZJ/kSIGckhK5ImVSIZzck0fyTF6cB+fJeXXepq1zTjKzQ37Bef8CssmVhQ==</latexit>
Finer point clouds
<latexit sha1_base64="WdGEixTHkUC+7gJytiGk2g/7PDI=">AAACAnicbVDLS gMxFM3UV62vUVfiJlgEV2WqxceuKIjLCvYB7VAymUwbmpkMyR2xDMWNv+LGhSJu/Qp3/o2ZtohaDwQO59xD7j1eLLgGx/m0cnPzC4tL+eXCyura+oa9udXQMlGU1akUU rU8opngEasDB8FasWIk9ARreoOLzG/eMqW5jG5gGDM3JL2IB5wSMFLX3ukAu4P00sQVjiWPAFMhE1+PunbRKTlj4FlSnpIimqLWtT86vqRJyCKggmjdLjsxuClRwKlgo 0In0SwmdEB6rG1oREKm3XR8wgjvG8XHgVTmZTtk6s9ESkKth6FnJkMCff3Xy8T/vHYCwamb8ihOgEV08lGQCAwSZ31gnytGQQwNIVRxsyumfaIIBdNaYVzCWYbj75NnS eOwVD4qVa4rxer5tI482kV76ACV0QmqoitUQ3VE0T16RM/oxXqwnqxX620ymrOmmW30C9b7F9wXl94=</latexit>
Latent space
<latexit sha1_base64="ZjHSvHYgOHMPBSD3MVKhnBoSaas=">AAAB/HicbV DLSsNAFJ3UV62vaJduBovgqiRafOyKbly4qGBtoQ1lMr1ph04ezEzEEOqvuHGhiFs/xJ1/4yQNotYDA4dz7r1z73EjzqSyrE+jtLC4tLxSXq2srW9sbpnbO7cy jAWFNg15KLoukcBZAG3FFIduJID4LoeOO7nI/M4dCMnC4EYlETg+GQXMY5QoLQ3Mal/BvUqviIJAYRkRCtOBWbPqVg48T+yC1FCB1sD86A9DGvt6BOVEyp5tRc pJiVCMcphW+rEEPXlCRtDTNCA+SCfNl5/ifa0MsRcK/fQKufqzIyW+lInv6kqfqLH862Xif14vVt6pk7IgivVtdPaRF3OsQpwlgYdMAFU80YRQwfSumI6JIFTp vCp5CGcZjr9Pnie3h3X7qN64btSa50UcZbSL9tABstEJaqJL1EJtRFGCHtEzejEejCfj1XiblZaMoqeKfsF4/wJDh5VO</latexit>
Figure 3: A detailed operation scheme of our latent-space
Laplacian pyramid (see the accompanying text).
work Gk, resulting in a corrected code hk = h˜k+ rk =
h˜k +Gk(h˜k,zk). Decoding hk by gk, we obtain a re-
fined point cloud Xk = gk(hk) with resolution nk.
Putting together the full procedure in the space of
latent representations leads to a series of relations
hk = fk(U(Xk−1))+Gk( fk(U(Xk−1)),zk), (2)
which is a latent-space equivalent of (1). Hence, we
call the resulting series {hk}Kk=0 of hierarchical repre-
sentations a latent-space Laplacian pyramid (LSLP).
Training latent GANs on multiple scales. To
perform meaningful corrections of the rough latent
code h˜k, each generator Gk faces a challenge of learn-
ing the subtle differences between the latent codes
of true high-resolution 3D point clouds and those of
coarsely upsampled ones. Thus, we train a series of
latent GANs {(Gk,Dk)}Kk=1 by forcing the generator
Gk to synthesise residuals rk in the latent space con-
ditioned on the input h˜k, and the discriminator Dk
to distinguish between the real latent codes hk ∈ Rdk
and the synthetic ones h˜k +Gk(h˜k,zk). Note that as
each (but the first) latent GAN accepts a rough latent
code h˜k, they may be viewed as conditional GANs
(CGANs) (Mirza and Osindero, 2014).
Two execution modes: synthesis and upsampling.
In the text above, we assumed an initialiser X0 ∈
Rn0×3 to be given as an input, which is the case in
particular applications, such as upsampling or shape
completion. However, our framework can as easily
function in a purely generative mode, sampling un-
seen high-resolution point clouds on the fly. To en-
able this, we start with an (unconditional) latent GAN
G0 and produce a point cloud X0 = g0(G0(z0)), which
serves as an input to the remaining procedure.
An overview of our architecture is presented
in Figure 2.
Architectural and training details of our frame-
work. The architecture of all our networks is based
on the one proposed in (Achlioptas et al., 2018),
where the autoencoders follow the PointNet (Qi et al.,
2016) encoders design and have fully-connected de-
coders, and GANs are implemented by the MLPs.
When training the autoencoders, we optimise the
Earth Mover’s Distance (EMD) given by:
dEMD(X ,Y ) = min
φ:X→Y ∑x∈X
||x−φ(x)||2
where φ is a bijection, obtained as a solution to the op-
timal transportation problem involving the two point
sets X ,Y ∈ Rnk×3. Training the GANs is performed
by optimising the commonly used objectives (Good-
fellow et al., 2014; Mirza and Osindero, 2014).
4 Evaluation and applications
4.1 Setup of our evaluation
Training datasets. For all our experiments, we use
the meshes from the ShapeNet dataset (Chang et al.,
2015). We have perfomed experiments using sepa-
rate airplane, table, chair, car, and sofa classes in the
Shapenet dataset, as well as using a multi-class setup.
We train three stages of autoencoders and generative
models on resolutions of n0 = 512, n1 = 1024, and
n2 = 2048 points, respectively, using a training set of
3046, 7509, 5778, 6497, and 4348 3D shapes for the
classes airplane, table, chair, car, and sofa, respec-
tively, and 9000 shapes for our multi-class setup. We
have used Adam (Kingma and Ba, 2014) optimisers to
train both autoencoders and GANs. All autoencoders
have been trained for 500 epochs with the initial learn-
ing rates of 5×10−4, β1 = 0.9 and a batch size of 50;
GANs have been trained for 200 epochs with the ini-
tial learning rates of 10−4, β1 = 0.9 and a batch size
of 50.
Metrics. Along with the Earth Mover’s Distance
(EMD), we assess the point cloud reconstruction per-
formance using the Chamfer Distance (CD) as a sec-
ond commonly adopted measure, given by
dCD(X ,Y ) = ∑
x∈X
min
y∈Y
||x− y||22 +∑
y∈Y
min
x∈X
||x− y||22.
To evaluate the generative models, we employ the
Jensen-Shannon Divergence (JSD), coverage (COV),
and Minimum Matching Distance (MMD) measures,
following the scheme proposed in (Achlioptas et al.,
2018). JSD is defined over two empirical mea-
sures P and Q as JSD(P ‖ Q) = 1/2KL(P ‖ M) +
1/2KL(Q ‖ M) where KL(P ‖ Q) is the Kullback-
Leibler divergence between the measures P and Q,
M = 1/2(P+Q), and measures P and Q count the
number of points lying within each voxel in a voxel
grid across all point clouds in the two sets A and B, re-
spectively. COV measures a fraction of point clouds
in B approximately represented in A; to compute it,
we find the nearest neighbours in B for each x ∈ A.
MMD reflects the fidelity of the set A with respect to
the set B, matching every point cloud of B to the one
in A with the minimum distance and computing the
average of distances in the matching.
4.2 Experimental results
Evaluating autoencoders. We first evaluate our
point autoencoders to validate their ability to compute
efficient latent representations with increasing resolu-
tions of input 3D point clouds. To compute the recon-
structions, we encode into the latent space and decode
back the 3D shapes from the test split of the respec-
tive class unseen during training. In Table 1 we dis-
play the reconstruction quality of our auto-encoders
for the three levels of resolution, using CD and EMD
measures. As the sampling density increases, both
measures improve as expected.
Figure 4 demonstrates the ground-truth and de-
coded 3D point clouds, respectively, at all stages in
our autoencoders. We conclude that our models can
represent the 3D point clouds at multiple resolutions.
In
pu
t
R
ec
on
st
ru
ct
io
n
512 1024 2048
Figure 4: Inputs and reconstructions using our autoencoders
at resolutions ni ∈ {512,1024,2048} of the 3D point cloud.
Shape
class
CD ×10−3 EMD ×10−3
512 1024 2048 512 1024 2048
chair 0.16 0.10 0.07 60.2 53.5 48.3
airplane 0.57 0.38 0.29 39.4 34.5 30.8
table 1.41 0.96 0.67 56.9 50.1 45.6
Table 1: Reconstruction quality using our autoencoders at
resolutions ni ∈ {512,1024,2048} of the 3D point cloud.
Evaluating generative models. We further evaluate
our generative models using the MMD-CD, COV, and
JSD measures, in both single-class and multi-class se-
tups. To this end, we train our LSLP-GAN using the
latent spaces obtained with the previously trained au-
toencoders. Table 2 compares our LSLP-GAN and
the L-GAN model (Achlioptas et al., 2018). We con-
sistently outperform the baseline L-GAN across all
object classes according to the quality metrics defined
above.
Shape
class
MMD-CD ×10−3 COV-CD, % JSD ×10−3
L-GAN Ours L-GAN Ours L-GAN Ours
car 0.81 0.71 23.5 32.1 28.9 24.2
chair 1.79 1.71 44.9 47.8 13.0 10.1
sofa 1.26 1.23 43.9 46.3 9.6 9.3
table 1.93 1.77 39.7 47.8 19.9 10.1
airplane 0.53 0.51 41.7 44.0 17.1 13.8
multiclass 1.66 1.55 41.4 45.7 14.3 9.8
Table 2: Performance evaluation of our proposed
LSLP-GAN model as compared to the baseline L-GAN
model (Achlioptas et al., 2018).
To demonstrate examples of novel 3D shape syn-
theses using our framework, we sample z0 and pro-
cess it with our framework, obtaining 3D point clouds
X0,X1,X2, which we display in Figure 5. Our frame-
work can synthesise increasingly detailed 3D shapes,
gradually adding resolution using a series of genera-
tive models.
Point cloud upsampling. Generative models such as
L-GAN and our proposed LSLP-GAN are a natural fit
for the task of 3D point set upsampling, as they learn
to generate novel points given the lower resolution
inputs. Thus, we evaluate our framework by mod-
elling the upsampling task using the low-resolution
3D shapes from the Shapenet dataset. We supply
LSLP-GAN with a low-resolution point cloud from
the test split of the multi-class dataset and increase
its resolution four-fold from n0 = 512 to n2 = 2048
points, performing conditional generation using G1
and G2. Figure 6 displays 3D shapes upsampled us-
ing our multi-class model. Note that model has not
been trained to perform upsampling directly, i.e. to
preserve the overall shape geometry when producing
novel points, hence the subtle changes in 3D shapes
as the upsampling progresses.
5 Conclusion and future work
We have presented LSLP-GAN, a novel deep ad-
versarial representation learning framework for 3D
point clouds. The initial experimental evaluation re-
veals the promising properties of our proposed model.
We plan to (i) further extend our work, consider-
ing deeper pyramid levels and larger upsampling fac-
tors (e.g. ×64), and (ii) evaluate our framework using
more challenging tasks such as shape completion.
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Figure 5: Examples of shapes synthesised using our LSLP-GAN model. Left: airplanes, chairs, and tables synthesised using
our single-class models. Right: samples of 3D shapes synthesised using our multi-class model, note that the overall geometry
of the shape changes slightly due to averaging over many classes. The rightmost figure displays a failure mode for our model.
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Figure 6: 3D point clouds upsampling results using our
model, initialised with the input shape.
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