Coastal water-level information is essential for coastal zone management, navigation, and oceanographic research. However, long-term water-level observations are usually only available at a limited number of locations. This study discusses a complementary and simple neural network (NN) approach, to predict water levels at a specified coastal site from the data gathered at other nearby or remote permanent stations. A simple three-layer, feed-forward, back-propagation network and a neural network ensemble, named Atlantic Canadian Coastal Water Level Neural Network (ACCSLENNT) models, was developed to correlate the nonlinear relationship of sea level data among stations by learning from their historical characteristics. Instantaneous hourly observations of water level from five stations along the coast of Atlantic CanadaArgentia, Belledune, Halifax, North Sydney, and St. John's-are used to formulate and validate the ACCSLENNT models. Qualitative and quantitative comparisons of the network output with target observations showed that despite significant changes in sea level amplitudes and phases in the study area, appropriately trained NN models could provide accurate and robust long-term predictions of both tidal and nontidal (tide subtracted) water levels when only short-term data are available. The robust results indicate that the NN models in conjunction with limited permanent stations are able to supplement long-term historical water-level data along the Atlantic Canadian coast. Because field data collection is usually expensive, the ACCSLENNT models provide a cost-effective alternative to obtain long-term data along Atlantic Canada.
Introduction
Accurate predictions of water levels are important for a large scope of coastal and open ocean activities, such as commercial transportation, coastal and offshore constructions, monitoring and prediction of changes in complex marine ecosystems, development and implementation of oceanic energy exploration, and oceanographic research.
The instantaneous water-level measurements are not stationary either spatially or temporally. They fluctuate under a joint influence of tides, temperature, salinity, drag arising from the shoreline and bottom, atmospheric forcing, large-scale ocean currents, and sometimes storm surges. The physical process of sea level variation is extremely complex, uncertain, and not yet fully understood. These uncertainties may become more ambiguous in the nearshore area due to the complicated bottom configuration and coastal geomorphology. Traditionally, water level has been observed at designated coastal tide-gauge stations. However, longterm water-level observations are available only for a certain number of locations in a region because of the high cost of field data measurements. For example, there are only about 10 permanent tide-gauge stations along Canada's Atlantic coast, which stretches 52 000 km. Information on water level can also be realized by solving hydrodynamic equations numerically. Nevertheless, the accuracy of numerical models depends on forcing fields, model parameterizations, boundary conditions, and so forth (Han 2000) Therefore, it is useful to establish relationships among water levels at multiple stations in a region so that reliable long-term sea level predictions at a specified site can be made based on its short-term field measurements and available long-term measurements in its vicinity.
Although spatial water-level information provided by numerical models is useful and attractive in many applications, it requires elaborate meteorological and oceanographic data and involves an enormous amount of computational effort. It is useful to develop an approach to predict water levels based on the recognition of the patterns of observed water-level variations rather than on the use of the environmental forcing information. It is often difficult to obtain good linear relationships of sea levels among different stations to represent the changes of their phase and amplitude. However, neural networks (NNs), which are able to approximate any nonlinear mathematical functions, have the ability to predict a complex system's behavior without any prior knowledge of the internal relationships among their components by recognizing the hidden pattern in the data on the basis of a reasonably large amount of data (Arbib 1995) . The NN approach has been used for tidal (Lee and Jeng 2002) and wave forecasting (Deo et al. 2001; Makarynskyy 2004 ).
Prediction of nontidal water level is basically an uncertain and random process and hence difficult to model by using deterministic equations. The stochastic nature makes the NN modeling an ideal choice because it is mainly focused on the identification of a random pattern in a certain set of observed data without a thorough understanding of the underlying physical process as a prerequisite.
The overall objective of the present study is to develop NN models applicable to site-specific long-term water-level predictions directly from observed waterlevel records at neighbor stations. In particular, we have selected tide-gauge data along the Atlantic Canadian coast for calibration and validation (Fig. 2) . Techniques for improving model robustness and stability are also examined and discussed.
A general introduction to the neural network approach is described in section 2. The development of the neural network model for water-level prediction is presented in section 3. Optimization and results of the neural network model are discussed in section 4. A summary of this work is given in section 5.
Neural network methodology
Neural network methodology has been widely applied to various fields to solve the problem of exclusive and complex nonlinear relationships, which are difficult for conventional computers or human beings to solve. It is a very simplified representation of biological neurons. A neural network is a pool of simple processing units that exchange data and operate in parallel. The output of the network function is determined largely by the connections between elements. A general sketch of a typical three-layer, feed-forward neural network is given in Fig. 1 . Input nodes receive input data and transmit them to the hidden layer nodes. Each of the hidden nodes does a weighted summation of the received values from all input nodes, adds a "bias" to this sum, and then passes the result through a nonlinear transfer function. The results of hidden nodes are sent out to the output layer nodes. Each of the output nodes forms the network output by doing a weighted summation of the output values from all hidden nodes and adding a bias to this sum (Arbib 1995) .
The real uniqueness or "intelligence" of the network exists in the values of the weights and biases between neurons. We need a method of adjusting the weights to solve a particular problem. The method of determining weights and biases is called learning. The most common learning algorithm is called back propagation. The back-propagation NN is most widely used (e.g., Lee 2004) . It learns by example; that is, we must provide a learning set that consists of some input examples and known-to-be correct output for each case. We use these input-output examples to teach the network what type of behavior is expected, and the back-propagation algorithm allows the network to adapt by continuously changing the weights and biases during the learning process.
The back-propagation learning process works in a few iterative steps: one of the data examples is applied to the network, and the network produces some output based on the current state of its synaptic weights (initially, the output will be random). This output is compared to the known good output, and a mean-squared error, the difference between the actual output of the network and the desired output, is calculated. The error value is then propagated backward through the network, and small changes are made to the weights in each layer with a preset learning rate. The weight changes are calculated to reduce the error for the case in question. The whole process is repeated for each of the example cases, then back to the first case again, and so on. The cycle is repeated until the overall error value drops below some predetermined threshold or a given number of iterations are reached. At this point, we say that the network has learned the problem "well enough."
The adjusted weights and biases urge the entire network to perform in some expected way. The resulting network developed in the learning process represents a pattern detected in the data and tends to give reasonable answers when presented with inputs that they have never seen. This generalization property makes it possible to train a network on a representative set of inputtarget pairs and get good results for new inputs without training the network on all possible input-output pairs.
Tide-gauge data
The data used in this study are collected from five tide-gauge stations at St. John's (S), Argentia (A), North Sydney (N), Belledune (B), and Halifax (H), as indicated in Fig. 2 Only less than 0.12% of the raw data is artificially filled or replaced in 40 months' observed water-level measurements from five stations. The hourly data for the entire period are divided into 12 nonoverlapping datasets, same for each station. The datasets of the rectified observations are shown in Table 1 . According to data records, the highest water level, lowest water level, and average water level range at the five sites are tabulated in Table 2 .
Neural network model
In this section, we establish an Atlantic Canadian Coastal Water Level Neural Network (ACCSLENNT) model to correlate the time series of water levels among multiple stations in the coastal region.
In neural network model setup, the first step is to design specific network architecture. It is important to select optimum structures of neural networks because the number of input and output parameters as well as the neurons in hidden layers would significantly affect the quality of the learning process. In general, a single hidden layer with an optimum number of neurons will be sufficient for modeling many practical problems. The best architecture to use depends on the type of problem and needs to fit the nature of the studied phenomenon. Because it is usually not well known at the early stage, the task often involves a trial and error method.
Three-layer, feed-forward networks were employed in this study, with a nonlinear differentiable transfer function [hyperbolic tangent sigmoid transfer function used in this study, f(n) ϭ 2/(1 ϩ e
Ϫ2n
) Ϫ 1] in the hidden layer and a pure linear transfer function in the output layer. The nets were trained with the LevenbergMarquardt optimization training algorithm. Levenberg-Marquardt optimization is a virtual standard in nonlinear optimization and significantly outperforms gradient descent and conjugate gradient methods for medium-size problems.
The output of the neural network model is water level at the target observation station, chosen to be Argentia in this study. The input to the neural network model includes current and previous water-level records at neighboring stations. It is an essential step to determine how many previous consecutive water-level data should be incorporated into input variables of the neural network model to account for the phase difference of water levels between inputs and outputs. To do this, we carried out a power spectrum analysis of the water-level data at Argentia, St. John's, and Halifax.
The analysis indicates that the water-level variations are dominated by the semidiurnal tides (Fig. 3) , as reported in Han (2000) . Huang et al. (2003) employed the latest 4-hourly data points from the input time series to predict sea level at another station at a given time step and obtain reasonable results. The present model, which correlates sea level records at station Argentia SL(t) A with station St. John's SL(t) S , can be illustrated by the following equation:
where n is the number of previous sea level records included in the model. Three models were tested with 4-step, 13-step, and 25-step ahead, respectively, namely, n ϭ 3, 12, and 24, respectively. The optimized model structure was determined by numerical tests. Dataset 7 was used to train the neural network, and the remaining datasets were used to validate the model in this test. The training and validation results are presented in Table 3 . Three error criteria were evaluated to assess the accuracy of the proposed model: (i) the correlation coefficient R, which measures the degree of linear relationship between the two quantities being compared but which is very sensitive to extremely high or very low values; (ii) the root-mean-square error (RMSE), which is a standard measure of the deviation FIG. 3 . Power spectrum density of water-level records at Argentia, St. John's, and Halifax. between predicted and actual values; and (iii) the scatter index, SI, which is a ratio of RMSE to the mean of measurements. They were computed using the following expressions:
where x i is the observed value at the ith time step, y i is the corresponding simulated value, m is the total number of data points in validation, x is the mean value of observations, and y is the mean value of simulations. From Table 3 , we noticed that the accuracy of the 13-step model was significantly improved in both training and validation over that of the 4-step model. However, when we increased the number of input data to 25 at each time step, the results of validation became even worse than those of the 13-step model. Therefore, a 13-step NN model was chosen as a baseline model structure and adopted in this study, even if multistations are involved.
The next step of the NN development is to determine the size of the neural network structure. Normally, two important parameters in the back-propagation network architecture have to be determined by a number of trials in this step.
The first parameter is the number of neurons in the hidden layer. If the size of the network is too small to have enough power to fit the test data, it will result in an underlearning of the problem. On the contrary, if it is too big, lack of generalization and convergence difficulties can come with overfitting. Overfitting is a problem that could happen during the neural network training. The error on the training dataset is forced to reach a very small value during the training; but when a set of new data is introduced to the network, the error becomes a large value. In this situation, the network has memorized the behavior of training examples instead of learning the underlying general pattern involved in the data. It is important to find an optimum network whose size is just large enough to provide an adequate fit. The larger a network is, the more complex the functions that the network can build, which might lead to an overfitting. However, it is difficult to know beforehand an optimum size of a network for a specific application. In general, the optimal network size to prevent overfitting can be determined through a series of sensitivity tests.
The second critical parameter is the number of input variables. The model was first tested in the time domain for Argentia using input data from St. John's to determine how many previous water-level measurements at St. John's to be used as input. Likewise, we can use more available stations as input. Normally, more training data supplied to the network during the learning process can result in a better generalized NN model, because the network learned more information from training data. Thus, we have considered water-level records from three stations as input, to further test the model. The three stations are located 100 (St. John's), 492 (North Sydney), and 798 km (Halifax) away from Argentia, respectively. Although more data from neighboring stations might cover the maximum ranges and variances of the data records, it is not always right to include all data. Because the data records of four stations could be highly correlated, the model might witness more similar data records during the learning process and learn local features instead of general characteristics of the system. This is also called overfitting.
A series of sensitivity tests is designed to determine the structural size of the ACCSLENNT model: the number of neurons in the hidden layer and the number of neighboring stations incorporated into the model. The details of the test matrix are given in Table 4 .
Dataset 7 with 231 days' water-level records in Table  1 is It is clearly evident that the accuracy of the SNA and SHNA model are much better than that of the SA and NA models in terms of correlation coefficients and RMSE. Overall, the NN model can be improved by including more inputs from neighboring stations, when the number of neurons is less than 10. There was no significant difference between the SA and NA models.
The present experiments indicate the model has good overall performance for 5-10 neurons. We selected a 10-neuron SHNA model as the baseline ACCSLENNT model.
Model enhancement and validation

a. Data filtering
It is understood that the data quality is essential to a neural network model. There are two ways to improve the quality of data used in the neural network modeling. First, the chosen data records are supposed to cover the maximum ranges and variances of the measurements to build a robust model. Second, the data are assumed to represent a continuous nonlinear function. It is difficult for networks to learn the relationship between the inputs and outputs from measured data if the data consist of some abnormal points. The discontinuous points are circled in Fig. 6 .
These discontinuous points may severely impair the efficiency of neural network learning and the accuracy of the neural network model. During the learning process, these irregular points might confuse the network. It normally takes the neural network longer computation time to overcome the odd data points to reach a convergence to a nonlinear function. Sometimes the networks obtain incorrect underlying patterns of the system from the training of the discontinuous time series data. Such a training process results in an unstable or inaccurate neural network model.
A practical approach to improve the data quality is to apply signal filtering techniques to the data records before the training. Butterworth filters are one of the 2122 most commonly used filters in signal processing. A fourth-order low-pass Butterworth filter was used to filter the raw water-level data in this study. The results are given in Fig. 6 . From Fig. 6 , we notice that the filtered data retain the major pattern of the water-level variation and remove local sharp features that might distract the learning of the neural network model. Table 5 shows a comparison of the results of the neural network model when feeding with raw and filtered data, respectively. The results consist of the computation time of training process and the accuracy of the validation. It is evident that the model developed from the filtered data speeds up the learning process. Filtering also improves the accuracy to some degree in validation. A segment of the validation results (5-day time series) is compared with the prediction based on the classic harmonic analysis method (Fig. 7) . The NN results are in better agreement with observations. Between the NN results and observations, the rms difference is 0.06 and the correlation coefficient 0.99 m. For the harmonic analysis results, they are 0.16 and 0.94 m, respectively.
b. Application with short-term records
A practical application of this research is to develop an NN model for water-level prediction at a specific station using short-term water-level records, such as in a month, at this station and its neighboring stations. It is useful to use the first one-month data records of Dataset 1 instead of much longer Dataset 7 in Table 1 as the training data to evaluate the robustness of the model. The other 11 datasets, except training Dataset 1, were fed into the model to obtain the predicted sea levels at Argentia. The predicted values were compared with actual water-level measurements to evaluate the model accuracy and stability (Fig. 8) . Even with the short-term training data, the NN results are better than those from the harmonic analysis method. The validation results in terms of RMSE and correlation coefficients are listed in Table 6 . The performance of the model with respect to the RMSE and correlation coefficients is acceptable, though not as good as that when a much longer training dataset (Dataset 7) was used in the preceding section. The numerical results indicate that water levels over a long duration can be predicted reasonably well, using a short-term water-level record only.
The performance of the model is not sensitive to the time interval between the dates of the training data and Table 6 , which are defined as the differences between parameters of each validation dataset and the mean values of all validation datasets, were calculated and displayed in Fig. 9 . The anomalies appear to be randomly scattered around zero, indicating that the model describes the data well. We used another short-term dataset (Dataset 9) to (Fig. 8b) . The RMSE is 0.11 and the correlation coefficient 0.99 m.
c. Neural network ensemble
The ACCSLENNT model based on short-term water-level records is presented in the preceding subsection. But there are still some aspects to be improved in the model's accuracy and stability. Here, we present a neural network ensemble technique.
Neural network ensemble is a learning algorithm in which several individual neural network predictors are jointly used to solve a problem. Hansen and Salamon (1990) proposed that the neural network ensemble can FIG. 8 . Same as in Fig. 7 , but with the training data being the first one month of Dataset (a) 1 and (b) 9.
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significantly improve the generalization ability and stability of a neural network learning system by training a finite number of neural networks for the same task and then combining their results by some rules. Figure 10 illustrates the basic framework of a neural network ensemble. Generally, a neural network ensemble is constructed by two steps: (i) to generate and train a number of individual neural networks using the same training sample and (ii) to combine the member neural network outputs (o i , i ϭ 1 . . . N ) to yield the output of the ensemble (o ៣ ) according to certain schemes. There are various methods for creating and training member neural networks in the literature (Wanas and Kamel 2002) . It is obvious that combining identical predictors does not help. Consequently, a good ensemble is one in which the ensemble members must be both accurate and diverse. A component network can be generated by varying different initial weights, network topologies, training algorithms, or training data. We generated a set of networks by changing the initial weights and keeping the same network structure, training scheme, and training data in this study.
As for combining the predictions of member neural networks, the most popular approaches are average voting or majority voting for classification tasks, and simple averaging or weighted averaging for regression tasks. We developed and tested a simple neural network ensemble model that creates and combines three member networks to yield the output through a simple average combination. The aggregation algorithm in Fig.  10 is as simple as ô ϭ (o 1 ϩ o 2 ϩ o 3 )/3. The ensemble results are compared with a single neural network model and presented in Table 7 . Both RMSE and correlation coefficients of the model were significantly improved by using the neural network ensemble technique, except for slight increases of RMSE for Datasets 3-6.
Hansen and Salamon (1990) also proved that for a neural network ensemble, if the average error rate of individual network is less than 50% and the networks in the ensemble are independent, the error of the ensemble can be reduced to zero as the number of member networks goes to infinity. However, the component networks are rarely totally independent in practice.
Considering the encouraging results in Table 7 , it is worthwhile to increase the number of component networks in the ensemble to improve the performance of the ensemble model. It is noticed that when a number of neural networks are available, most ensemble methods employ all of those networks to build an ensemble. Yet the goodness of such a procedure has not been formally proved. Zhou et al. (2002) analyzed the relationship between the ensemble and its component neural networks from the viewpoint of prediction, which reveals that ensembling many of the available neural networks may be better than ensembling all of those networks. Instead of including all networks in the production of output, we select some neural networks to constitute an ensemble according to trimmed mean concept, so-named trimmed average. The trimmed average aggregation algorithm combines all outputs of member networks, except the maximum and minimum values, and takes a simple average calculation as the output of the ensemble. A series of numerical tests is performed to find an optimum size of the ensemble. The training data used in the tests are short-term Dataset 1 (42 days) and long-term Dataset 7 (231 days).
The results are illustrated in Figs. 11-13 . Several important conclusions can be made from the test results. The accuracy of the ensemble model was considerably improved by increasing the number of the component networks. It seems that eight-member networks are an optimal size of a neural network ensemble. The trimmed average model consistently outperformed the simple average model. The model developed from long-term training data is better in accuracy than the model from short-term training data. However, it is noticed that there is an attractive feature of the ensemble model. The accuracy of the short-term model was improved and was comparable to the accuracy of the long-term model as the size of the ensemble increased. This feature is very helpful in real application when long-term observations of sea level are not available.
d. Remote station (Belledune) water-level prediction
Can the ACCSLENNT model accurately predict the water level for a remote location? The data collected from a distant station in the semi-closed Gulf of St. Lawrence, Belledune, New Brunswick, which is 972 km from St. John's, was used to validate the neural network model.
The observational data from Belledune, Halifax, and St. John's stations are presented in Fig. 14 . Obviously, there is a phase lag between Belledune and the other two stations. The neural network ensemble with eight networks was employed in the tests. Dataset 1 was used as training data. The results are presented in Table 8 and Fig. 15 . Both the accuracy and the reliability of the model are satisfactory. The statistical indicators R, RMSE, and SI seem to be independent of the duration of the validation dataset. The model performance is not sensitive to the time interval between the dates of the training and validation data.
e. Nontidal water-level model
The nontidal variations are generally referred to as residual water levels, which are computed as observations minus tidal predictions (i.e., tide subtracted), and can contribute up to 30% (Makarynskyy et al. 2004 ) of the measured values of tide-gauge measurements. Short-term data records were used to predict nontidal water-level variations. The neural network model is surements are generally good, except for Dataset 6, which is short and covers the period when Hurricane Juan hit Atlantic Canada. The relationship between the low-frequency sea levels at St. John's (not shown) and Argentia within 10 days after its passage was significantly different from that captured from the training data.
Conclusions
A neural network model (ACCSLENNT) has been successfully developed in this study for water-level reconstruction/prediction in the northern northwestern Atlantic coastal region. It carries with it all advantages of neural computations over conventional deterministic or statistical models. Using only the time series of water-level observations in neighboring stations as inputs, the model is capable of reconstructing-predicting water levels at a site of interest. It is common that only shortterm observation data are available or that records are incomplete in many stations. The ACCSLENNT model provides a practical tool to reconstruct/complete/predict long-term historical water levels for these sites from one or more available surrounding permanent stations.
The ACCSLENNT model was enhanced by employing a group of three-layer, feed-forward, back-propagation structured neural networks and combining the outputs of member networks through a trimmed average ensemble algorithm. The model was successfully applied in a case study for sea level reconstruction/prediction at Argentia using input of current and a few previous water-level records at stations St. John's, North Sydney, and Halifax and at the remote station Belledune using water-level data of the other four stations. The model was trained using a month-long dataset, and it was verified using remaining datasets. The results show that the agreement between the calculated and observed data is good and that the rising and falling trends in the observations are captured fairly well by the network. The model was also successfully validated in predicting low-frequency nontidal water-level variations. Because there are several permanent stations As shown in this study, the network can be trained with short-term samples of data and can be further used for routine water-level prediction based on observations at permanent stations. This model provides a useful technique for hindcasting or supplementing waterlevel information. For example, if an area has no observed water-level information, we may only install a temporary station to collect short-term water-level data, such as through a gauge fitted on a fixed oil platform, and then evaluate its relationship with its neighboring permanent stations. As a result, the water level in the temporary station may be generated based on the data records at the neighboring stations. The model also provides a promising tool to forecast water level in the temporary station on the basis of correlation between It is emphasized that the neural network model discussed in this paper is not a substitute for operational numerical models used around the world. Unlike numerical techniques, the proposed method is site specific and applicable only when water-level data are being gathered at the site. For some specific requirements, the use of complex numerical models-calling for a large amount and variety of data and yielding unwanted spatial information-may not be necessary. The proposed technique is computationally much simpler and can be made dynamic and adaptive as and when new data are incorporated in training.
There are other practical issues to be considered: (i) for maritime operations and hydrographic surveying, many short-term tide-gauge records have been obtained. These records are used in tide tables to predict water levels at numerous substations. The water level at a substation is listed as a time difference and range difference in the tide tables with respect to a primary station where the daily times of high water and low water are predicted. A potential outcome from this study that could benefit commerce and reduce the cost of nautical charting is to incorporate the present approach to improve such predictions. (ii) The present method deals with the total water level, including both tidal and nontidal components, and proves to be robust for tidal water-level prediction and for low-frequency nontidal variations. To account for variability at a secondary station that is generated by localized meteorological forcing or hydrological conditions that are not captured in primary stations, the meteorological or hydrological information may be included in the method. These issues are to be explored in future studies.
