Abstract: Wavelet methods allow to combine high order accuracy, e cient preconditioning techniques and adaptive approximation, in order to solve e ciently elliptic operator equations. Many di culties remain, in particular related to the adaptation of wavelet decompositions to bounded domains with prescribed boundary conditions, as well as the possibly high constants in the O(1) preconditioning. In this paper we consider second order operators on tensor product domains. For such domains, we discuss the construction of high order multiresolution approximation and wavelet bases, and in particular the choice of the wavelets near the boundary in order to optimize the e ciency of the diagonal preconditioning of elliptic operators. In order to improve the constants obtained by such simple diagonal preconditioning, we propose an almost diagonal preconditioner based on solving local Petrov-Galerkin problems. The e ciency of this method is illustrated by solving elliptic second order problems with variable or constant coe cient and homogeneous boundary conditions on a uniform discretization. Finally, we propose a coupling of the iterative solver with an adaptive space re nement technique. On the Laplacian model problem, our experiments show that this algorithm generates an optimal nonlinear approximation of the solution. Both isotropic and anisotropic decompositions are considered and compared in terms of preconditioning and compression of the solution.
Introduction
In recent years, there has been a growing interest in wavelet methods for solving linear elliptic operator equations, since they allow to combine high order accuracy, e cient preconditioning techniques, and adaptive space re nement strategies.
Most applications of wavelet methods have been done so far with periodic boundary conditions on the interval 0; 1]. Many di culties still remain to adapt wavelet decompositions to more general geometries with prescribed boundary conditions. In this paper we develop wavelet preconditioning techniques and adaptive strategies for second order operators on tensor product domains with homogeneous boundary conditions. The generalization to more complex geometries and non homogeneous boundary conditions is addressed in 11], using domain decomposition methods.
The construction of wavelet multiscale bases on 0; 1] d will be derived from the construction on the interval 0; 1] by standard tensor product techniques. Thus, the rst step is to carefully investigate the case of wavelet decompositions on 0; 1] with prescribed boundary conditions and possibly high order of accuracy. Such decompositions have been introduced in 9], 1] and 33] for orthonormal wavelets, and generalized to biorthogonal wavelets in 34] , 19] . All these constructions start from compactly supported biorthogonal 8] or orthogonal 14] wavelets on the line, and adapt the basis functions near the edges 0 and 1 in order to preserve the full accuracy of the approximation spaces and the stability of the multiscale decomposition.
It is well known that wavelet bases yield an optimal diagonal preconditioner for second order elliptic operators 22]: if A is the sti ness matrix obtained from a Galerkin discretization of such an operator in a wavelet basis ( j;k ) j;k with scales limitated by a maximal level j max , then a simple diagonal scaling by the factors 2 ?2j of the coe cients of j;k , i.e. a diagonal matrix D ?1 = Diag(2 ?2j ) is known to yield condition numbers for D ?1=2 AD ?1=2 that are bounded independently of j max . However, this uniform bound might be very large in practise, in relation with two aspects of the adaptation of wavelets to the interval:
(i) The multiscale decomposition cannot be carried out down to the dyadic level j = 0: imposing a lowest level j 0 0 allows to decouple the construction of biorthogonal scaling functions at the two edges (see x2). In particular, j 0 increases with the support of scaling functions and wavelets.
(ii) The adaptation of basis functions near the edges 0 and 1 is not uniquely determined and each speci c choice will a ect di erently the condition numbers of the resulting (preconditioned) sti ness matrix A and mass matrix M.
Let us also mention that in the case of spline wavelets, the condition number of the mass matrix M grows rapidly with the spline order, even for periodized wavelets.
Finally, the diagonal preconditioning by D is much less e ective in the case of elliptic operators A with strongly varying coe cients: if Au := r (x)ru], with min (x) > 0 and max (x) < +1, then the ratio max (x)= min (x) appears in the uniform bound for the condition number of D ?1=2 AD ?1=2 . In order to solve these problems, we shall introduce new wavelet preconditioning techniques both for Galerkin and Petrov-Galerkin schemes, which are shown to be numerically very e cient. These techniques will readily be extended to the multivariate case. On the one hand, with a proper choice of the wavelets at the edges 0 and 1, we show that the inverse of the diagonal part of A already provides with a much better preconditioner than the simple D ?1 . On the other hand, the resulting condition number can be improved, sometimes dramatically (e.g. in the case of spline wavelets and variable coe cients), by using an almost diagonal preconditioner that takes into account some interactions between wavelets at di erent scales.
More precisely, we compute an approximate sparse inverse G of the discrete operator A, where the set S = f(i; j)=G i;j 6 = 0g, is chosen to match with the compression of the operator A at a given threshold parameter 2]0; 1]: S = f(i; j)=jA i;j j A i;i g. The computation is achieved by solving local Galerkin or Petrov-Galerkin problems. The e ciency of this approach is related to the fact that in a wavelet basis, both A and its inverse have an almost diagonal structure, which does not occur in the nodal basis. The complexity of the matrix vector product for this preconditioner is still O(N) where N is the size of the unknown vector, with a constant that grows as " goes to zero. In the numerical experiments that we present in this paper, our choice of " is such that the cost of applying this almost diagonal operator does not signi cantly a ect the global cost of one iteration of the iterative scheme. We shall use these wavelet preconditioning techniques to solve elliptic second order problems with variable or constant coe cients, on = 0; 1] 2 , with uniform space discretization, i.e. using all wavelets up to some level j max . The operator will be discretized using both Galerkin and Petrov-Galerkin schemes.
The linear systems arising from these discretizations are solved with a preconditioned conjugate gradient iterative method. We compute the residual in the nodal (or scaling function) basis to take avantage of the sparsity of the sti ness matrix in this basis, yielding an O(N) complexity, where N is the dimension of the unknown vector in the uniform space discretization. Then, the preconditioning step amounts to a wavelet multiscale decomposition of the residual, the application of the diagonal or almost diagonal preconditioner, and an inverse wavelet multiscale transform. Since we work with compactly supported wavelets, the multiscale transforms and their inverses are O(N) algorithms. Summing up, each step of the PGC algorithm has O(N) computational cost.
There are two possible choices for the multivariate wavelet bases used for the preconditioning step. The rst one is the tensor product of wavelet bases on the interval, termed \anisotropic wavelets" in the following, since their scales might di er in the directions x and y. This choice is compared, from the compression (see below) and preconditioning points of view, with the more usual \isotropic" multivariate wavelets on tensor product domains, for which the scales are the same in each direction.
For solutions with singularities it is advisable to solve the problem with an adaptive strategy. Wavelet adaptive algorithms aim to generate an optimal set of wavelets to approximate the solution, in the sense that a few high level wavelets will concentrate around the singularities while low level wavelets are enough to treat the smooth part of the solution. Such algorithms were introduced in 32] for evolution equations and in 5] and 18] for elliptic problems. Roughly speaking, they operate in the following way: for a given wavelet in the current approximation space, new wavelets are added in a scale-space neighbourhood of this wavelet if its coe cient is larger than a thresholding parameter M , and one gets rid of this wavelet if its coe cient is smaller than another thresholding parameter m < M . The neighbourhood should be chosen taking into account the action of the operator.
The e ciency of such a strategy can be measured in terms of nonlinear approximation. A classical result in this eld 24] is that it su ces to take the N largest wavelet coe cients (normalised in H 1 norm) of a known function to obtain its best H 1 approximation by N wavelets chosen arbitrarily in the wavelet basis, up to a xed constant in the approximation error. In our setting where the solution is unknown, our adaptive strategy will be optimal if it also generates a best N term approximation up to a xed constant. Moreover, one wishes to obtain this approximation with a minimal computational cost, i.e. ideally O(N) if N is the number of coe cients generated by the adaptive algorithm for a prescribed accuracy.
To reach these two goals, we shall respectively make use of the following two ideas: (i) The thresholding parameters m and M are rst chosen large and then geometrically reduced, as the approximation space is re ned. This idea was also proposed in 18] in relation to a-posteriori error analysis.
(ii) In order to minimize the computational cost, we couple the adaptive strategy with the iterative solver: we update the current wavelet space of approximation after a small number of iterations of the iterative solver. The nal solution of the iterativ solver is used as initial solution for the next batch of iterations on the new wavelet space.
The numerical experiments that are presented here indicate that the wavelet adaptive algorithm yields an optimal nonlinear approximation error, without the a-priori knowledge of the wavelet coe cients of the solution. Besides we observe that all the computations can be carried out in O(N) operations and the storage can be kept O(N). The theoretical understanding of such optimal properties for wavelet adaptive strategies is still under investigation.
This paper is organised as follows: in the remaining of x1, we introduce brie y biorthogonal wavelets on the line and present the model problem to be solved in the following. In x2, we review the construction of biorthogonal wavelets on the interval 0; 1]. Although most of the material presented here is taken from 1] and 34], we add a new proof of the wavelet construction at the edges. We also discuss the construction of the wavelets with homogeneous boundary conditions. Diagonal and almost diagonal preconditioning of the sti ness matrix with constant or variable coe cients is studied in x3. We consider both Petrov-Galerkin and Galerkin variational methods, diagonal and almost diagonal preconditioning, and various type of biorthogonal wavelets. For the Galerkin discretization the condition number of the mass matrix is also studied. In x4 we solve the model problem in the multivariate case, with uniform discretization. We use both Galerkin and Petrov-Galerkin methods and compare isotropic and anisotropic bases in terms of preconditioning properties. The iterative adaptive algorithm for elliptic problems is introduced in x5. We test its optimality on examples where the real solution is known. Using anisotropic wavelet bases we also compare its performance on solutions with singularities along the axis x (anistropic) and x = y. The gures of this section are displayed in x7.
Notations
Given two function N i : V ! R + (i = 1; 2) de ned on a set V , we shall use the notation
We also use the notation N 1 (v) N 2 (v); to express that N 1 (v) < N 2 (v) and N 2 (v) < N 1 (v).
In the following, given a function f, we shall use the notation f j;k (x) = 2 j=2 f(2 j x ? k):
For the scaling functions and the wavelets on the interval, k will no longer be a translation parameter for a xed number of modi ed wavelets near the edges 0 and 1. Nevertheless we shall keep the same notation for simplicity. V j (R) = f0g; (1.2) and similarly for the dual MRA e V j (R). The scaling functions f j;k g k2Z constitute a Riesz basis of V j (R), i.e. k P k2Z c k j;k k 2 L 2 P k2Z jc k j 2 . The same holds for f~ jk g k2Z with e V j (R), and the constants in these equivalences do not depend on j.
From now on, we write the de nitions and properties for the primal MRA only. From the biorthogonality and the compact supports of and~ , we can de ne the local projectors P j onto V j (R) by P j f = P k2Z hf;~ j;k i j;k for all f 2 L 2 (R), (and their adjoint projector onto e V j (R) e P j f = P k2Z hf; j;k i~ j;k ). The nestedness of the spaces e V j (R) is equivalent to P j P j+1 = P j , or to the property that Q j = P j+1 ? P j are also projectors. estimates are classicaly derived using the polynomial exactness and smoothness properties of the spaces V j (R) (see e.g. xIII of 7] The detail or wavelet spaces W j (R) are the ranges of the projectors Q j = P j+1 ? P j or equivalently W j (R) = V j+1 (R) \ e V j (R) ? . From the theory developped in 8], a pair of biorthogonal wavelets is de ned by (1.8)
The operators Q j and e Q j are adjoint local projectors on W j (R) and f W j (R) that can be de ned by Q j f = P k2Z hf;~ j;k i j;k and e Q j f = P k2Z hf; j;k i~ j;k . Biorthogonality properties also hold accross scales for the multiscale bases = f j 0 ;k g k2Z f j;k g k2Z ;j j 0 and e = f~ j 0 k g k2Z f~ j;k g k2Z ;j j 0 in the sense that h j;k ;~ j 0 ;k 0 i = k;k 0 j;j 0; h j;k ;~ j 0 ;k 0i = h j 0 ;k ;~ j;k i = 0 and h j 0 ;k ;~ j 0 ;k 0i = k;k 0 This shows in particular (taking s = 0) that the multiscale basis = f j 0 ;k g k2Z f j;k g k2Z ;j j 0 is a Riesz basis for L 2 (R). The same property holds for the dual basis e .
Our numerical experiments will involve the so-called family of spline biorthogonal wavelets introduced in 8]. The primal scaling function n is the B-spline of order n ? 1, de ned by n := ( ) n?1 0;1] :
(1.9)
The family of dual scaling functions with order of approximationñ,~ n;ñ , is de ned forñ such that n +ñ is even. Is is shown in 8] that~ n;ñ can be made arbitrarily smooth by choosingñ large enough. The regularity of the B-spline is = n ? 1=2 and for some values of (n;ñ), the table below (taken from 8]) exhibits a minorant for the regularity~ of~ n;ñ .
n nñ 1 2 3 4 5 6 8 10 11 14 (1.14) holds. However, this result is not known for non periodic boundary conditions even for the simplest case (x) = 1.
In this paper, we only deal with homogeneous boundary conditions. The case of nonhomogeneous boundary conditions is investigated in 11] where we also use domain decomposition methods to treat more general domain than rectangles. Our main concern here is to develop and study practical wavelet techniques for an e cient preconditioning and adaptive treatment of elliptic equations.
Biorthogonal wavelets on the interval
In the following we shall describe the construction and properties of multiscale approximation and wavelets spaces V j , e V j , W j and f W j adapted to the interval 0; 1]. We shall in particular provide with a simple construction of wavelet bases in the biorthogonal case. For the sake of conciseness we will write the de nitions, propositions and proofs only for the primal spaces since they are similar for the dual spaces.
General construction
The straightforward de nition of the spaces V j and e V j as the restrictions to 0; 1] of V j (R) and e V j (R), yields some numerical unstabilities when it comes to biorthogonalize the scaling functions at the edges 0 and 1. The idea developed in 1], 9] in the orthonormal case and in 34] and 19] in the biorthogonal case, is to keep at the edges only the linear combinations of scaling functions that correspond to the reproduction on 0; 1] of the polynomials of orders at most respectively n ? 1 andñ ? 1. Doing so, the optimal orders of approximation are preserved for the spaces V j and e V j . It should be remarked that in a Galerkin discretization of an elliptic problem in V j , although the solution is approximated in V j , approximation in e V j at some high orderñ is also useful since it means that the primal wavelets j;k have a large number of vanishing moments. (1) j; so that the direct sum (2.18) is trivial. We thus assume, j j 0 , where j 0 is the minimal value of j such that m 0 ? 1 + < 2 j ? m 1 ? + 1.
In the orthonormal case, it is natural to construct the edge functions by combining only those scaling functions that overlap the corresponding edge, i.e. choose = 0. More generally, one is allowed to incorporate in these combinations a xed number of scaling functions that are supported in 0; 1], i.e. take > 0. This extra exibility is crucial in the biorthogonal case. However, it was shown in 34] that enlarging the support of the edges functions, although it does not a ect the order of approximation, strongly deteriorates the constants in the direct estimates, so that should be chosen as small as possible. We have de ned compactly supported bases for V j and e V j , with supports of size 2 ?j and the normalization k' j;k k L 2 1. It remains to biorthogonalize these bases: we look for new bases ' new j;k and' new j;k such that h' new j;k ;' new j;k 0 i = k;k 0 and with the same supports and normalization properties. For this we rst need that V j and e V j have the same dimension, which is made possible by a proper choice of and~ . As mentionned before we will choose the largest dimension that is the smallest admissible values for and~ . Let us reorder the scaling functions starting from the edge 0 to the edge 1, so that we write V j = Span ; is non singular and similarly for the matrix H (1) corresponding to edge 1.
Biorthogonalization thus produces unchanged interior scaling functions and a xed number max(n;ñ) of modi ed scaling functions at each edge. The nonsingularity of H (") ; " = 0; 1 is not proved in general, but is easy to check in practise for a speci c pair of biorthogonal scaling functions on the line (no counterexample is known so far). In 19] the result is proved by induction for the family of spline biorthogonal scaling functions starting from the case 1 = 0;1] which provides non-singular Vandermonde type matrices. The induction follows from the stability of the spline biorthogonal scaling functions family by integration/derivation ( 29] ).
The condition numbers of the matrices H (") ; " = 0; 1 increase quickly with the number of vanishing moments n andñ. This may cause numerical unstabilities for the computation of the scaling function lters. A simple remedy is to de ne the scaling functions at the edges 0 and 1, before biorthogonalization, using another polynomial basis than the monomials x .
In 34] we have tested the Lagrange polynomials at integer points which considerably improves the condition numbers of the matrices H (") ; " = 0; 1. In addition, these polynomials still allow to take into account Dirichlet boundary conditions (see x2.3).
After biorthogonalization we get compactly supported biorthogonal Riesz bases of V j and e V j . This allows to de ne, as for V j (R) and e V j (R), the biorthogonal local projectors P j and e P j . From the polynomial exactness, these projectors satisfy on the interval 0; 1] the same Jackson type estimates as written in proposition 1.1 (for P j ) on the line ( 34] . It remains to build p " modi ed wavelets at the edges " = 0; 1 to complete W int j into W j which is necessarily of dimension 2 j . For this we look for p " functions at each edge " = 0; 1 generating a complement space of V j W int j into V j+1 . Then it will remain to substract their projection by P j on V j to get a wavelet basis of W j . From the two scale relations (2.20) Remark 2 where " = 0 if is odd and " = 1 if is even. Also when is the B-spline n and = 1, one should take into account in the previous analysis that the last (the n th ) scaling functions in V (0) j and V (1) j are actually interior scaling functions. This again will slightly improve the decoupling assumption.
If the above decoupling assumption de nes a level j 0 larger than the smallest level j 00 imposed by the de nition of the scaling function spaces, the above construction of the wavelets does not apply for the levels j = j 00 ; ; j 0 ? 1. Since such event have not occured for the generators on the line we have considered (i.e. various spline biorthogonal wavelets), we did not analyse a general method to build the wavelets at these remaining levels. In any case it can be done without much di culty for a given generator on the line.
A biorthogonalization process needs to be done on the wavelets bases: given ( old j;k ;~ old j;k ) k=0; ;2 j ?1 of the above type (we incorporate the edge functions in the rst and last indices), we want to build new bases ( new j;k ;~ new j;k ) k=0; ;2 j ?1 for W j and f W j with the biorthogonality property. Proof: It su ces to prove the nonsingularity of the matrix G j = (h old j;k ; old j;k 0i) k;k 0 =0 2 j ?1 .
If G j was singular there would exist w j 2 W j such that w j ? f W j . Thus, w j 2 V j+1 is also orthogonal to e V j+1 which is a contradiction. i ; =0; ;max(n;ñ) = I at edge 0 and similarly at edge 1.
2.2 Construction from the dual pair ( 1 ;~ 1;ñ )
Most of the numerical results will be obtained with the space of approximation generated by the dual spline biorthogonal scaling functions~ 1;ñ (ñ odd). In this subsection we exhibit the results of the previous construction in that particular case. We refer to 34] and to x3 for a discussion on this choice of the generator. Let us say that the more natural B-spline n as generator for the space of approximation raises -for n larger than 3 -stability problems for the adaptation near the edge, as well as large supports of the wavelets and ill conditioned mass matrices. Here by contrast we get order of approximationñ from 3 (the smallest choice providing a regularity H 1 ) up to 9, with still good condition numbers for the mass matrices (see x3).
The primal scaling function = 1 is the box function 0;1] . We recall from table 1 a minorant for the regularity H~ of~ 1;ñ :~ > 1:158; 1:777; 2:254; 2:755 for respectivelỹ n = 3; 5; 7; 9. We also recall the two scale relations Hence the smallest admissible values for these parameters are =~ = 1. For that choice The last step of the construction is the wavelet biorthogonalization at the edges. We already know from the nonsingularity of H and proposition 2.4 that it can be made keeping the supports of size 2 ?j and the normalization k j;k k L 2 1. We note that for M = (3ñ?1)=2 h j;k ;~ j;k 0i = k;k 0 ; for all k M or k 0 M Thus, if we want to treat all the levels j similarly we have to assume a stronger decoupling assumption 2 j 2M. But the basic decoupling assumption for the de nitions of e V j and f W j , W j above is 2 j 2ñ which may only require a special treatment of the wavelets biorthogonalization for the rst level. In both cases, this de nes a fondamental level j 0 for the multiscale decompositions of e V J and V J . In practise, wavelet preconditioning techniques and adaptive algorithms both bene t from j 0 being small. This is one of the main constraint when raising n in this construction. At best, the condition 2 j 0 2ñ yields j 0 = 3; 4; 4; 5; 5 for respectivelỹ n = 3; 5; 7; 9; 11. As stated in remark 2.2, for the biorthogonalization procedure we impose (~ new j; ;~ new j; 0 ) M?1 ; 0 =0 = I.
H 1 0 wavelet multiscale decomposition on the interval
When solving elliptic operator equations with homogeneous Dirichlet boundary conditions at one or both edges, one needs to build stable wavelet multiscale decomposition of the function space associated to the variational formulation, which takes into account the homogeneous boundary conditions (e.g. H 1 0 ( 0; 1]) for second order elliptic problems with homogeneous boundary conditions at both edges). In this section we introduce the sligth modi cations to the construction of x2.2, in order to take these boundary conditions into account.
For simplicity, we treat the case of second order elliptic problems, and Dirichlet boundary conditions at both edges, but the ideas developed here apply to higher order operators.
Let us denote by V j and e V~ j the scaling function spaces de ned in x2.1 with the choice of the integer parameters and~ maximazing the common dimension of these spaces. As- Again, provided that the corresponding matrices H (i) are nonsingular, the construction of the wavelet bases follows as in x2.1. This last choice has a few advantages. First, the dimension of V 0 j is larger which is preferable for the constants in the direct estimates as mentionned in x2.1. Second, the decoupling assumption will be improved and hence the coarser level j 0 may be smaller, which is important both for the preconditioning and the adaptivity. (For the example of x2.2, the decoupling assumption is relaxed to 2 j 2ñ?2, hence j 0 = 2; 3; 4; 4 forñ = 3; 5; 7; 9 which is a signi cant improvement.) Another important feature of this second choice is that all the primal wavelets have their n rst moments zero, since they are orthogonal to e V j Pñ ?1 , For the rst choice this does not hold for the modi ed wavelets at the edges, which is a limitation: although the approximation properties of the multiresolution spaces are linked with the cancellation properties of the dual wavelets, similar cancellation properties for the primal wavelets are needed in Galerkin discretizations of (partial di erential or integral) operator equations, both for the compression of the right-hand side vector and the sparsi cation of the sti ness matrix.
In the following we will consider the second choice only. From now on, V j and e V j denote the biorthogonal MRA spaces with homogeneous boundary conditions for V j . They are spanned respectively by the scaling functions ' j;k ; k 2 E j and' j;k ; k 2 E j . j 0 will denote the coarser level de ned by the decoupling assumptions. P j and e P j denote the corresponding biorthogonal projectors, and W j and f W j the detail spaces generated by the wavelets that shall be denoted j;k ; k 2 F j = f0; ; 2 j ? 1g and~ j;k ; k 2 F j although the modi ed wavelets at the edges are no longer shift invariant.
We end this section by stating the equivalence norm theorem, in the present setting of homogeneous boundary conditions. Again, it is derived from Bernstein and Jackson estimates for the primal and dual MRA ( 7] ). We also indicate the projection error estimate. 3. Wavelet preconditioning techniques
In this section we introduce wavelet preconditioning techniques for elliptic operators. These techniques will be presented on the interval. They can be adapted to any domain , provided that one can de ne on biorthogonal compactly supported wavelet bases, allowing similar characterizations of function spaces. Such wavelet bases will be de ned in x4 for tensor product domains. They can be further used to generate wavelet bases on more general domains in the framework of domain decomposition methods ( 12] , 11], 21]).
Throughout this section we note j;k = where = (j; k) and j j = j. Also for conveniency we set j 0 ;k = j 0 ?1;k and F j 0 ?1 = E j 0 . Then, with the notation r = Knowing
with the choice of the wavelets at the edges given by remark 2.2, the diagonal D ?1 a , enables to recover condition numbers close to one for the second derivative. Besides the mass matrix has also condition numbers close to 1 which shows that the biorthogonalization at the edges given by remark 2.2 is a good strategy. We present numerical result for the choices (~ 1;ñ ;~ 1;ñ );ñ = 3; 5; 7; 9; ( 3 ; 3;3 ) ( 3 ; 3;5 ) and ( 4 ; 4;8 ) as generators of the Galerkin trial space.
Computation of the mass and sti ness Galerkin matrices
For J j 0 , we de ne by A J and M J the sti ness and the mass Galerkin matrices in the wavelet basis J of V J . It was shown in 20] that the elements of these matrices can be computed with high precision by solving an eigenvalues-eigenvectors problem of small (independent of J) dimension, by using the two scale relations j;k = P m 1 n=?m 0 h n j+1;n+2k and (2.31). The so-called moments of , (x ; ) are computed using the two scale relation which provides a recursion formula starting from the rst moment (1; ) = 1. Thus, the precision that can be obtained for R(k) is related to the numerical precision that we have for the coe cients h n . In the case of spline biorthogonal scaling functions, these coe cients are dyadic numbers with nite binary expansions so that the precision is arbitrarily high at very low cost.
It remains to compute the quantities involving the modi ed scaling functions near the edges. With the assumption that the supports of the scaling functions at both edges do not intersect, we can treat both edges independently. This decoupling assumption may be slightly more restrictive than J j 0 . In practice this is not a limitation since we usually compute the sti ness matrix at higher levels than the lowest one. In addition the matrix at level j 0 can be recovered from the matrix at level J > j 0 by a wavelet transform. Hence let us consider for example the edge 0. For the scalar products h(' (0) J; ) 0 ; 0 Jk i, = 0; ; n ? 1, the integral can be written on the line, and from the de nition (2. where the term S ; is computed from the R k , the lters and the coe cients of the ' (0) J; in the de nition (2.16). In order to show that this system has a unique solution, we remark that with the choice of edge functions prior to the biorthogonalization, we have 4h ; 0h 0 = 2 ? ? +1 0 0 ;
and that the biorthogonalization does not a ect the well-posedness of the system. Once we have obtained the sti ness matrix in the scaling function basis, its expression in the multiscale basis J is computed with a tensor product fast wavelet transform.
When dealing with variable coe cient elliptic bilinear forms, a(u; v) = R 1 0 (x)u 0 (x)v 0 (x)dx, we rst need to replace the function by an approximation. If we use an approximation in a space spanned by re nable functions (for example J = P J ), then we need to treat the integrals of three scaling functions or their derivatives in the same way as we did for two. Again from 20] the corresponding eigenvalues-eigenvectors problem has a unique solution satisfying the relations derived from the reproducing of the polynomials. However, it should be noted that the coercivity of A J does not any longer stem from that of the ellipticity of a, and additionnal assumptions need to be done. We can for example assume that P J preserves positivity (this is the case for linear interpolation or quasi-interpolation operator) or that J is large enough so that, assuming (x) > 0 for all x 2 0; 1], we also have J =2 > 0 and A J is coercive.
Finally, it should be noted that the same techniques apply to the computation of the Petrov-Galerkin sti ness matrix.
The diagonal preconditioner and the numerical results
A rst preconditioning step allows to ignore the basic construction level j 0 : denoting by A j 0 the block diagonal matrix consisting of the sti ness matrix for the space V j 0 and the identity acting on the higher scales, we use its inverse as a natural rst preconditioner for A J .
The high scale part of the preconditioner can consist of the inverse D ?1 of the diagonal matrix ; 0j2 2j j , or of the inverse D ?1 a of the diagonal part in the wavelet blocks (W j ; W j ) of A J .
In order to ignore the wavelet biorthogonalization choice at the edges, we also test the block diagonal matrix D ?1 b equal to D ?1 a for interior wavelets and to 2 ?2j B ?1 0 at edge 0 and 2 ?2j B ?1 Due to the choice of the wavelets and scaling functions at the edges (see remark 2.2) the various \diagonal" preconditioners de ned above for the sti ness matrix (with obvious adaptation for the scaling factors) is quasi ine ective on the mass matrix for the case of a constant coe cient. Thus, in that case, we only compute the condition number of the mass matrix itself. Tables 2 and 3 
From the numerical results in these tables (obtained here with constant coe cients = 1), we note that spline wavelets give rise to ill conditioned mass matrices, especially with increasing spline order n. This is a severe drawback for unstationnary problems where the mass matrix may be dominating and also for higher dimensions. The dual spline wavelet 1;ñ performs much better both for the mass and sti ness matrices. We also note, that adding the edges square blocks in the preconditioner (D b ) does not improve the condition numbers of the sti ness matrix. It shows that the choice of the biorthogonalization at the edges (remark 2.2) is of course optimal for the mass matrix but also quasi optimal for the sti ness matrix if one choose the truly diagonal D a of the sti ness matrix and not the scaling factors D.
Diagonal preconditioning of Petrov-Galerkin second derivative matrix in wavelet basis
The main advantage of Petrov-Galerkin scheme using the dual wavelet space for test functions, is to provide with identity mass matrices. This is promising especially in the case of spline wavelet for which the Galerkin mass matrix is ill-conditioned. However, the performance of diagonal preconditioning for the sti ness matrix is more di cult is to analyze, due to the fact that the linear systems arising from Petrov-Galerkin methods are no longer symmetric. We also need to check that classical iterative solvers for non symmetric matrices perform well on these systems. This will be done in the two dimensional case in section 4.
Here we compute the condition numbers of the second derivative Petrov-Galerkin matrix with the diagonal preconditioning. In the following V J is the trial function space with homogeneous boundary conditions and e V J the test function space. numbers. In our practical examples, we can compute these numbers explicitely. Again the primal spline wavelets as generators for the space of approximation behave poorly, although better than in the Galerkin case, considering that the mass matrix is the identity. The dual wavelets~ 1;ñ ,ñ = 5; 7; 9 (it is not de ned forñ = 3 whatever ) gives promising results, especially in dimension d > 1 since the tensor product discretization of the Laplacian involves the 1D-mass matrix in d?1 directions and the second derivative sti ness matrix in 1 direction. Forñ = 9 we even get better condition numbers than for the Galerkin sti ness matrix. Another interesting feature of these numerical results is the dependence on . For example, the non admissible value = 0 forñ = 5 (~ 1:777) still provides good condition numbers, even though it can't be bounded. In section 3 we will apply a Preconditioned Conjugate Residual (PCR) scheme ( 28] ) to the Petrov-Galerkin Laplacian operator with a preconditioning corresponding to = 0, which is the most convenient choice for the PCR iterative algorithm. Table 5 : condition numbers of the preconditioned Petrov-Galerkin sti ness matrix ( = 1) for the generators (~ 1;ñ ,~ 1;ñ )
Almost diagonal sparse wavelet preconditioners
Wavelet discretizations are known to yield \almost diagonal" matrices for a large class of partial di erential as well as integral operators. A general analysis of this fact is given in 23], where it is shown that the decay of the entries depends of the order of the operator, the number n of vanishing moments of the wavelet and its H regularity. In the case of multidimensional domains and non-periodic boundary conditions the second estimate is also a ected by the properties of the boundary @ .
In order to take avantage of this similarity between the sparsity of the operator and its inverse in the wavelet basis, a natural idea is to compute an approximate inverse of the discrete Galerkin (resp. Petrov-Galerkin) operator A J (resp. A~ J ; J ) in the wavelet bases J and~ J , on a sparse subset de ned by the matrix compression of the operator A J (resp. A~ J ; J ). For conveniency, let us reorder the wavelet bases according to the bijective mapping : f1; ; Ng ! r J . Then, for a threshold parameter we de ne the set S = f(k; l); jA k;l j A k;k g f(k; l); j (k)j = j (l)j = j 0 ? 1g; with O(N) terms for a xed . We would like to compute an approximate inverse G with zero coe cients outside the set S . For this, we solve for each row k (resp. column l for PetrovGalerkin) local Galerkin (resp. Petrov-Galerkin) problems on the subspaces spanned by f (l) ; (k; l) 2 S g (resp. f (k) ; (k; l) 2 S g and f~ (k) ; (k; l) 2 S g). For Galerkin schemes this strategy is adapted according to 27] to preserve the symmetry of the preconditioner. In summary, the preconditioners are built by the following strategies Petrov-Galerkin: solve In the Galerkin case, we obtain a left preconditioner G T G, while in the Petrov-Galerkin case, we obtain a right preconditioner G. These preconditioners generalize the previous diagonal or block diagonal preconditioners which correspond to a speci c choice of S . This strategy can also be applied to the mass matrix. We show on Figure 1 We display on tables 6 and 7 the condition numbers obtained with the almost diagonal preconditioning for the Galerkin mass and sti ness matrices. We also indicate the complexity #S = C( )N of one application of the matrix G and recall the condition numbers K Da As anounced, we observe a dramatic improvement of the condition number, in comparison to the diagonal preconditioner D a , while the cost of applying G remains smaller than the cost of the matrix vector product in the scaling function basis and of the wavelet transforms: the application of G strongly reduces the number of required iterations without making them longer.
This is an important practical result especially for the case of spline wavelets for which the diagonal preconditioning was not satisfying. Similar results are obtained for the PetrovGalerkin sti ness matrices.
A crutial issue for the e cienty of the almost diagonal preconditioner is the dependence on the parameter ". On the one hand the complexity of the preconditioner behaves like C( ) max(log( 1 " ); log(N)). On the other hand the condition numbers of the preconditioned matrix will obviously decrease with " down to the condition number obtained with the set of nonzero entries of the matrix A J . One would like to balance the complexity of the preconditioner and the number of iterations needed to reduce the residual of a given factor with a conjugate gradient scheme. For various values of the highest level J, Figure 2 exhibits the number of iterations and the complexity C(") for the Galerkin sti ness matrix with the generator (~ 1;ñ ;~ 1;ñ ). The striking conclusions are that (i) the dependence on the level J is hardly visible for a xed ", and (ii) the optimal number of iterations is already obtained for between :01 and :1 yielding a complexity C(") much smaller than the cost of the matrix vector product in the scaling function basis and of the wavelet transforms. Furthemore we will see in x3.2 that these conclusions remain true for the case of a strongly variable coe cient .
One should also note that the computation of G does not involve the computation of the full matrices A J or A~ J ; J . Only the entries of the compressed matrix, with respect to the parameter ", need to be considered and we can exploit the a-priori knowledge of the operator to infer where these entries are localized. Hence, only K N quantities have to be computed, where N is the dimension of the unknown vector (N = 2 Jd in d-dimension), and Table 7 : condition numbers of the preconditioned Galerkin sti ness matrix and mass matrix (de ned with = 1), for the generators 4;8 ,~ 1;ñ and the threshold parameter = :1.
the constant K remains small from the previous remark. In addition, for the case of a constant coe cient = 1, the Toepliz structure of G within each block < W j ; W j 0 > (except at the edges) reduces furthermore the complexity of computing G to a logarithmic factor O(log(N)). Again the constant is kept small from the previous remark. For non constant coe cients several techniques can be developped to reduce the complexity of the computation of the preconditioner, such as freezing locally the coe cients.
Diagonal and almost diagonal preconditioning for variable coe cient operators
Does diagonal or almost diagonal preconditioning in wavelet basis give rise to bounded condition numbers independently of the ratio kak= ? This question has not been adressed theoretically so far, but such results seem reasonable to expect in the case where coe cients vary smoothly, since the diagonal of the operator includes an averaging of on the local support of the corresponding wavelet.
Again the almost diagonal preconditioner, which takes into account some interactions between di erent scales, should improve the condition numbers. In this section, we test The results in the tables 7, 8 and 9 show that the dependence on the ratio kak= 1= is dramatically reduced with the use of D a and G as preconditioners. Here again, the condition numbers are substantially improved by almost diagonal preconditioning.
As in x3.1 we analyse the dependence upon the parameter " of the e ciency of the almost diagonal preconditioner (i.e. here the number of iterations of a conjugate gradient scheme to reduce the residual of a factor 10 6 ), and its complexity C("). Figure 3 considers the case of the sti ness matrix with = 10 ?3 and the generator (~ 1;5 ;~ 1;5 ). The same conclusions as in Figure 2 x3.1, for the case of a constant coe cient, hold. In addition we note that we obtain almost the same number of iterations as in Figure 2 , for a xed . We thus obtain the following linear systems: A J U J = F J (Galerkin); A~ J ; J U J = F~ J (Petrov-Galerkin): We solve these linear equations using an appropriate preconditioned conjugate gradient iterative method. For the positive de nite symmetric matrix A , the so-called Preconditioned Conjugate Gradient algorithm (PCG) will be used 28]. For positive de nite symmetric matrices, the convergence rate is (k 1=2 ? 1)=(k 1=2 + 1) where k is the condition number of the preconditioned matrix.
For the unsymmetric Petrov-Galerkin system, we use the Preconditioned Conjugate Residual algorithm (PCR) which converges (with the same rate of convergence) for the larger class of matrices whose symmetric part is positive de nite ( 28] ).
Isotropic and anisotropic multivariate wavelet bases
There are two possible choices for the multivariate biorthogonal wavelet bases on tensor product domains. (4.39) and similarly for the dual basis~ . These bases are called anisotropic since in the sense that the dyadic levels j x and j y di er in the directions x and y. In both cases we note J and~ J the wavelet bases up to the resolution level J (i.e. of respectively V J V J and e V J e V J ).
Both multiscale decompositions should be compared from the point of view of the e ciency of the preconditioner, as well as from the point of view of their compression properties which play a crucial role for the success of an adaptive strategy. From that last point of view, the anisotropic wavelet decomposition performs better for singularities that lie along the axis x or y. We illustrate this property with a simple example on Figure 4 . On the other hand, isotropic bases perform better for singularities without such anisotropic features, although the gap is smaller than for the previous observation, for the simple examples of a diagonal or a ponctual singularity, as shown also on Figure 4 . 
Multivariate wavelet preconditioning of elliptic second order problems
It remains to de ne the wavelet preconditioners C J (Galerkin) and C J ;~ J (Petrov-Galerkin) and explain their implementation. As before we denote by A J and A~ J ; J the Galerkin and Petrov-Galerkin matrices in wavelet bases (either isotropic or anisotropic). In these bases, the preconditioners will be either the diagonal or the almost diagonal preconditioners de ned similarly as for the one dimensional case. We denote by D J and D~ J ; J the diagonal of respectively A J and by A~ J ; J , and by A j 0 and A~ j 0 ; j 0 the operators on the scaling function subspace at the coarser level j 0 . Then our preconditioners have the expressions 
and Q x j , the one dimensional biorthogonal projectors on respectively V x j and W x j , and similarly for the direction y. For conveniency we will write Q x j 0 ?1 = P x j 0 and Q y j 0 ?1 = P y j 0 . We note that such decompositions will not work in the more general case of Besov norms since the L p norm equivalence for p 6 = 2; 1 < p < 1 does not write so nicely. We refer to 25] for a more detailed study of linear and nonlinear approximation properties of anisotropic wavelets, in relation with anisotropic smoothness spaces.
For the Petrov-Galerkin operator, as already mentionned in section 2, there is no theoretical result showing the stability condition (1.14), ensuring that the condition number (3.36) is bounded. In (3.36), the most convenient choice when applying the PCR algorithm is to take = 0. Then, the preconditioning step of the PCR iterative algorithm reduces to the computation of C J ;~ J R~ J where R~ J = F~ J ? A~ J ; J U J is the residual. From tables 4 and 5 we see that this choice of is almost optimal even for the case when this is not an admissible value (ñ = 5 in table 4).
Next we detail the implementation of the diagonal preconditioning. We need to compute at each iteration step C J R J for the Galerkin operator and the PCG algorithm and similarly C J ;~ J R~ J for the Petrov-Galerkin operator and the PCR algorithm. First, the matrix-vector product A J U J (or A~ J ; J U J ) is to be kept in scaling function bases where it is performed in O(N) operations with N = 2 dJ . Indeed the matrices in wavelet bases have O (log(N)N)  (isotropic) or O(log(N) d N) (anisotropic) nonzero terms. These logarithmic factors are due to the interactions between the levels, which do not occur in the scaling function bases.
Thus, e.g. in the Galerkin scheme, given the components F J of a linear formf J 2 (V J V J ) 0 , we need to compute its components F J in the wavelet basis J (either isotropic or anisotropic), (similarly F~ J from F~ J for the Petrov-Galerkin scheme). Conversely, given the components U J of a vector u J 2 V J V J we have to compute its components U J in the wavelet basis J . This is performed in O(N) operations with the so-called Fast Wavelet Transform (FWT) and the inverse FWT. In the following, we denote by T J the matrix representing the ne to coarse decomposition algorithm using the lters h and g and by e T J the similar matrix using the ltersh andg. Note that T J is actually the decomposition in the dual basis. Since the lters h and g are of nite length, T J is applied in O(N) In anisotropic wavelet basis, the Laplacian matrix is the sum of d d-dimensional tensor products of a J , the one dimensional second derivative matrix and m J , the one dimensional mass matrix. Thus, the result for the anisotropic basis stems from the result for the univariate wavelet basis. Let us proof the property in the isotropic basis. For xed j and j 0 such that j > j 0 we count the number of nonzero terms in the submatrix e Q j A J Q j 0. The leading term is given by the multivariate wavelets with zero moments in one direction only Figure 5 exhibits the iterative residual for Galerkin or Petrov-Galerkin schemes for the Laplacian operator. We test the anisotropic and the isotropic wavelet diagonal preconditioners as well as the anisotropic almost diagonal preconditioner. The generator for the space of approximation V J V J is~ 1;5 We note that the Petrov-Galerkin scheme performs quite similarly as the Galerkin method and should even be better in dimension 3 or for unstationnary problems. Also, the isotropic wavelet preconditioner is slightly better than the anisotropic one. We can see the signi cative improvement obtained with the almost diagonal preconditioner, for an unchanged cost of each iteration (the wavelet transforms and the matrix vector product are still more expensive than the cost of the preconditioner in wavelet basis), even though the diagonal preconditioning was already good for that generator. A substantial improvement is expected for the case of spline wavelets as infered from the one dimensional results.
The case of variable coe cients is tested with anisotropic wavelets and the coe cient (x; y) = 1 + 10 ?3 ? sin x. Again, for the same generator, Figure 6 exhibits a signi cant improvement with the almost diagonal preconditioner. Almost diagonal preconditioners should perform much better with isotropic bases, since these bases yield sparser matrices when discretizing the partial di erential operator (due to less overlapping between the supports of the wavelets). 
Complexity analysis
We assume that the solution belongs to H s+1 ( ) with s > 0 and that our generator has an approximation order n s + 1. Then, the Galerkin approximation u J of u in V J ( ) yields optimal error estimates ku ? u J k H 1 < N ?s=d kuk H s+1; (4.43) where N = 2 Jd is the dimension of the space of approximation V J ( ). The iterative solver should compute an approximate solutionũ J so that the error ku ?ũ J k H 1 is still of order N ?s=d . Since our preconditioners yield O(1) condition numbers independently of N, O(log(N)) iterations of the iterative solver will su ce to obtain this accuracy. Thus, the global complexity of the algorithm is O (Nlog(N) ), and the storage is O(N).
We can take avantage of the nestedness of the spaces V j ( ) for j j 0 , to de ne an algorithm yielding an approximate solutionũ J , with still the estimate (4.43), and in O(N) operations and storage. The idea is to compute successively the Galerkin approximationsũ j of u in V j ( ), up to an accuracy 2 ?js , for j = j 0 ; ; J. At each step j, the linear systems are computed with a few iterations of the iterative solver starting from the solution u j?1 at the step j ? 1. The components of u j?1 in j are computed in O(2 jd ) operations thanks to the compact supports of the scaling functions. At each step j, the number of iterations of the iterative solver is independent of j since we only need to decrease the error by some xed factor (i.e. 2 s ). Finally due to the geometric growth of 2 jd , the overall cost of the algorithm is O(N) and the storage is O(N).
An iterative wavelet adaptive algorithm
For solution with localized singularities, wavelet adaptive algorithms ( 32] , 2]) take avantage of the characterization of the local singularities (oscillations, high gradients, point or edge discontinuities) of a function by its wavelet coe cients to generate an optimal set of wavelets for the solution. This set is said adapted to the solution in the sense that a few high level wavelets will concentrate around the singularities while low level wavelets will su ce to approximate the smooth part of the solution.
If we know all the wavelet coe cients of the solution u, the best nonlinear approximation with N wavelets arbitrarily choosen in the wavelet basis , in a Sobolev norm H , = 0; 1, is asymptotically obtained by keeping the N largest coe cients normalized in H norm. We denote by P N (u) this nonlinear approximation of u. Let us assume that the projection error ku ? P N (u)k H has the following decreasing behavior for a given wavelet basis:
ku ? P N (u)k H < N ?s=d :
(5.44) Such a result holds if u belongs to a Besov space B s+ (L ) with 1 = s d + 1 2 , where we assume to have enough vanishing moments for the dual wavelet and regularity for the primal wavelet. We refer to 24] or chapter IV of 7] for these nonlinear approximation results. Then, our adaptive scheme will be optimal if we obtain the same asymptotic behavior, without a-priori knowledge of the wavelet coe cients of the solution, neither of their ordering in size. Also we would like to keep the same order of the constant in (5.44). In this section we test the optimality of a simple adaptive strategy proposed below.
We consider the anisotropic wavelet tensor product basis in two dimension = f = x y ; 2 rg; Wavelet adaptive methods read directly on the wavelet coe cients of the current approximate solution u n 2 V n , the localization in space and frequency of its singularities. This information is used to generate a new set of wavelets n+1 r spanning the space V n+1
on which a ner approximate solution u n+1 will be computed. The initial set 0 is chosen given a priori knowledge of the right-hand side f and the singularities of the domain.
Following 32], we consider here one of the simplest space re nement strategy based on a mere thresholding of the wavelet coe cients: given a wavelet 2 V n , the algorithm will switch on neighbouring wavelets if the wavelet coe cient is larger than a parameter M and will switch o the wavelet itself if the coe cient is smaller than a smaller parameter m . The de nition of the neighbours must take into account the action of the operator. This strategy has already been successfully applied both to stationnary and unstationnary problems 2], 3]. Here we shall combine two ideas: Such adaptive algorithms should be coupled with a Preconditioned Conjugate Gradient (PCG) iterative scheme. The idea is to rede ne the set of wavelets n after a small number of PCG iterations, injecting the approximate solution u n as initial solution for the iterative Galerkin scheme on V n+1 . Another key point of such algorithm is that the thresholding parameters m and M should be halved with the successive space re nement iterations, as the error is expected to decrease. This idea was also proposed in 18] as a natural way to avoid \over-re nements" in the rst steps, and reach progressively a target tolerance based on the a-posteriori error analysis of the residual.
Numerical results
In our experiments we retained the following 12 neighbours of a given wavelet x y (with the necessary modi cations near the boundary): Here, the initial set 0 is simply de ned according to the largest contributions of the right-hand side in H ?1 . We rst compute the scalar products hf; ' j 2 ;k ' j 2 ;k 0i at a level j 2 , using quadrature formula as in 4]. The level j 2 is chosen in order to capture the singularities of the right-hand side up to a prescribed tolerance in H ?1 . Then, we apply the FWT to compute the inner products with the wavelets and threshold these quantities in order to determine V 0 . It is also possible to add wavelets near the corners of the domain in order to capture the singularities that might be generated independently of the smoothness of the data. From Figure 7 , we see that the adaptive algorithm generates a quasi-optimal nonlinear approximation of the solution in the sense that the error behaves like ku ? u n k H 1 < j n j ?s=d (5.47) with a constant close to the constant in (5.44). In addition, in x5.2 we will see that the complexity and the storage can be kept O(N) where N is the cardinality of the last set of wavelets. Thus without any a-priori knowledge of the wavelets coe cients of the solution, the adaptive algorithm generates a near optimal nonlinear approximation of the solution with N wavelets in O(N) operations and storage.
We next exhibit the results obtained for a solution with a singularity along the axis y, in order to check that the algorithm captures this singularity with a few anisotropic wavelets. Figure 9 exibits the errors and the adaptive sets for the exact solution u(x; y) = e ? (x?:5) 2 sin( x) sin( y) with = 5000: The threshold parameters m and M start from (16:10 ?5 ; 16:10 ?4 ) and are halved until they reach (2:10 ?5 ; 2:10 ?4 ). The rst set of wavelets is obtained with j 2 = 5 and the threshold parameter = 2:10 ?4 . The number of PCG iterations is still 5 and the nest resolution level J = 8. We see on Figures 10 the ability of the algorithm to switch anisotropic wavelets with a high level in the direction of the singularity only. This is an important result since a large class of singularities, such as boundary layers or domain singularities in 3D, naturally lie along such directions. We have in mind a domain decomposition method, for which the boundary is mapped onto faces of the reference square or cube 11]. As above, Figure 9 exhibits the optimality of the adaptive algorithm. Note that the last adaptive set point is to be excluded here since the highest level J = 8 is already reached and the error cannot further decrease.
Complexity analysis
We end this section by a complexity analysis of the adaptive algorithm. Our purpose is not to rigorously prove that the adaptive algorithm generates an optimal nonlinear approximation of the solution (in the above sense), in O(N) operations and O(N) storage, since such result is still under investigations. But, assuming, as it is illustrated in x5.1 for a simple adaptive strategy, that the algorithm generates such optimal nonlinear approximation of the solution, we would like to show how it can be computed in O(N) operations and O(N) storage.
Hence, we assume that the solution u belongs to the Besov space B s+1 (L ) with 1 = s d + 1 2 , so that the estimate (5.44) holds (for = 1) with appropriate assumptions on the wavelets. We assume in addition that the algorithm produces some subsets of wavelets n so that the Galerkin approximation u n on the space V n given in (5.46), veri es (5.47) with some constant independent of n. We also consider that j n j grows geometrically, or equivalently that the error decreases geometrically, as it is illustrated by our numerical experiments in x5.1.
With this setting in mind, we only need to show at a given step n, how the computation of the approximate solution u n can be performed in O(j n j) operation and storage. The geometrical growth of j n j will then ensure that the overall cost of the algorithm remains O(N) where N is the cardinality of the set n at the last adaptive step.
The computation of u n needs to be done with an accuracy of order j n j ?s=d which is, from the hypothesis of geometrical growth of j n j, of order a xed constant time less than the previous error ku ? u n?1 k H 1 on V n?1 . Since we inject the solution on V n?1 as initial solution of the iterative solver on V n , we only need to decrease the error of the iterative scheme by some xed factor. The condition number of the preconditioned operator being bounded independently of the set n , this ensures that only a xed number (independent of n) of iterations of the iterative solver will su ce. (Rigorously this assertion requires in addition the control of the error k e P n= n?1 fk H ?1 where f is the right-hand side. This can be done without increasing the cardinality of the sets n .)
To conclude we shall explain how to perform the matrix-vector product A u in O(j j) operations, where A is the sti ness matrix on the space V in the wavelet basis. For that we shall use a non-standard compression technique developed by A.Cohen, W. Dahmen and R. DeVore 10] . In this compression procedure, it will be essential to take into account both the sparsity of the matrix and of the vector. A denote the bi-in nite sti ness matrix in the wavelet basis, and B will denote the scaled matrix D ?1=2 AD ?1=2 which is stable in l 2 norm. Let us now prove the properties (i) and (ii) in prop. 5.1. The property (ii) stems from the assumptions of sparsity (5.44) and (5.47) made for the solution u and the successive approximations u n . From these assumptions we can estimate ku ? P j nj u k H 1 < ku n ? u k H 1 < ku?u n k H 1 +ku?u k H 1 < j n j ?s=d , where the notation P j nj has been introduced in (5.44). It means that we can simply retain the b j greatest wavelet coe cients of u to de ne u j with the property (ii).
The property (i) is given by a classical compression technique that is recalled below. In the anisotropic wavelet basis the same result holds for the one dimensional mass matrix, and the one dimensional scaled sti ness matrix: jb ; 0j < 2 ? ajj j?j 0 jj I \I 0 ; jm ; 0j < 2 ? mjj j?j 0 jj I \I 0; where = (j; k) and m = min( ;ñ) + d=2. Then, we can write an estimate for the tensor product d-dimensional Laplacian matrix. In the following we only consider the case of isotropic wavelet basis. Also note that for variable coe cients second order elliptic operators, the same estimates can be derived for su ciently smooth coe cients. then, the matrix a is bounded from l 2 (N) to l 2 (N) with a norm less or equal to C.
We apply this Lemma on the symmetric matrix B ?B L , with the weights ( ) = 2 ?j jc . The constant c is to be optimized in order to obtain the best norm estimate. Two possibilities arise: If the one dimensional wavelet generator have a nite number of ponctual singularities, as it is the case for spline wavelets, we can improve the estimate (5.50) when the wavelet , with j j > j 0 j, does not intersect the singular support of 0, yielding jB ; 0j C:2 ?(ñ+1)jj j?j 0 jj I \I 0 . Then, the best choice is c = (d ? 1)=2 (ifñ a which is always true for spline wavelets).
If the singular support of the wavelet is dense, as it is the case for the dual wavelet of spline biorthogonal wavelets, we obtain c = d=2. Then the question of the e ciency of the adaptive strategy, compared with the linear approximation, reduces (asymptotically) to the analysis of the smoothness of the solution in the Besov spaces B s+1 (L ) compared with the Sobolev scale H s+1 . This question has already been issued for the solution of various type of PDE (see 13] for a review on that subject) and it demonstrates the potential e ciency of the adaptive strategy for various type of equations such as elliptic problems with domain singularities.
Conclusion and nal remarks
In this paper we have developed wavelet preconditioning and adaptive techniques. The numerical experiments exhibit the e ciency of these methods: they provide with optimal high order linear and nonlinear approximation of elliptic operator equations, in terms of convergence, complexity and storage.
Although the numerical experiments are made for simple geometries and homogeneous boundary conditions, the techniques introduced here apply to more general geometries and boundary conditions using domain decomposition methods ( 12] , 21]) and fully adaptive liftings 11] .
For the adaptive algorithm, in our practical experiments, we have compressed the Galerkin operator a-posteriori, storing its most signi cant computed coe cients. In order to use the a-priori information on the compression of the Galerkin operator, as explained in x5.2, it is necessary to store the data with a tree structure naturally arising from adaptive algorithms. This implies in particular to give up simple dere nement strategies. Also, at each space re nement iteration, we should compute the needed righthand-side entries and the compressed matrix quantities with an accuracy which can be a-priori determined to preserve the accuracy of the Galerkin scheme 17]. Finally, in order to determine a-posteriori, for a desired accuracy, the thresholding parameters of the adaptive algorithm, one can make use of wavelet a-posteriori estimates developed in 5] and 17]. Some emphasis should be put in these directions to get the full e ciency of the method, i.e. an optimal algorithm that can be rigorously proved to generate a nonlinear approximation of the solution with N wavelets in O(N) operations and storage. 
