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Abstract
In this paper, we investigate the non-uniform weighted average sampling for the weighted multiply generated shift-invariant
space. The conditions for sampling point set to be a set of sampling for the weighted multiply generated shift-invariant space
are obtained. Furthermore, the explicit bound expressions of a set of sampling inequalities for this shift-invariant spaces also are
obtained.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In digital signal, image processing and digital communications, a continuous signal is usually represented and
processed by its discrete samplings {f (xj ): j ∈ J }, where J is a countable indexing set. Then how to represent a
continuous signal in terms of a discrete sequence is a fundamental problem in sampling theory. The famous Shannon
sampling theorem [7] says that if f is the bandlimited signal of finite energy, then it is completely characterized
by its samples. Kadec’s theorem states that if X = {xk ∈ R: |xk − k|  L < 14 } for all k ∈ Z, then any bandlimited
function f (x) can be completely recovered from its samples {f (xk): k ∈ Z}. For the Franklin wavelet, Liu and
Walter [20,21] showed that the irregular sampling set reconstruction formula f (x) = ∑k f (xk)sk(x) holds when
δ = supk |xk − k| < 12 , and this upper bound 12 is sharp, where sk(x) is reconstruction function. However, the above
mentioned results were based on the fact that the sampling set X = {xk ∈ R: k ∈ Z} is just a perturbation of Z. The
results of [8,9,13,24] also concentrated on perturbation of regular sampling set in shift-invariant spaces. For sampling
problem to be well-posed, the signal is assumed to be bandlimited [12,17,18,23], to belong to a shift-invariant space
[9,10], or to belong to a weighted shift-invariant space of the form [3]
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{∑
k∈Zd
ckϕ(· − k): c ∈ pv
}
, (1)
where weighted pv (Zd) space is defined by the norm ‖c‖pv = (
∑
j∈Zd |c(j)|pv(j)p)
1
p with the usual modification
for p = ∞. A function f belongs to Lpv (Rd) if vf belongs to Lp(Rd). The norm is defined by ‖f ‖Lpv = ‖vf ‖Lp .
Equipped with the above norms, the spaces Lpv (Rd) and pv (Zd) are Banach spaces. If v = 1, we simply write V p(ϕ).
Well-posedness of the sampling problem implies that the following inequalities must hold:
cp‖f ‖Lpv 
( ∑
xj∈X
∣∣f (xj )∣∣p∣∣v(xpj )∣∣
) 1
p
Cp‖f ‖Lpv , (2)
where cp and Cp are positive constants independent of f ∈ V pv (ϕ). The inequalities (2) say that a small change of a
sampled value f (xj ) causes only a small change of f . This implies that the sampling is stable, or equivalently, the
reconstruction of f from its samples is continuous.
In practice, the assumption that the sampled values {f (xj ): j ∈ J } can be measured exactly is not realistic. A better
assumption is that the sampled data is of the form
〈f,ψxj 〉 =
∫
Rd
f (x)ψxj (x)dx,
where
∫
Rd
ψxj (x)dx = 1. Each function ψxj reflects the characteristic of the sampling device used to measure the
average sampling value of f in the neighborhood of xj [2,14,17,22–25]. For this case, the well-posedness condition (2)
must be replaced by
cp‖f ‖Lpv 
( ∑
xj∈X
∣∣〈f,ψxj 〉v(xj )∣∣p
) 1
p
 Cp‖f ‖Lpv , (3)
where cp and Cp are positive constants independent of f ∈ V pv (ϕ).
Recently, the sampling and reconstruction problems were studied in the multiply generated shift-invariant spaces
[4] and weighted multiply generated shift-invariant spaces [26]. For Φ = (φ1, . . . , φr ), the weighted multiply gener-
ated shift-invariant space is a shift-invariant space of the form
V pv (Φ) =
{
r∑
i=1
∑
k∈Zd
cikϕi(· − k): ci = (cik) ∈ pv , i = 1, . . . , r
}
. (4)
If (3) holds for any f ∈ V pv (Φ), then we say that X is a set of sampling for V pv (Φ). One of the goals of a sampling
theory is to find conditions on the sampling set X = {xj : j ∈ J } such that (3) holds.
When r = 1 and v = 1, Aldroubi and Gröchenig studied the problem of non-uniform sampling set for spline
subspaces. They proved in [2] that if a set X = {xi}i∈Z ⊂ R is separated, and is such that supi (xi+1 − xi) = δ < 1,
then there exist two positive constants cp and Cp independent of f , such that for all f ∈ V p(βn), the well-posedness
condition (2) holds, that is, X is a set of sampling for V p(βn), where βn = χ[0,1] ∗ · · · ∗ χ[0,1] (n + 1 times). This
result solved a conjecture of Stephane Mallat on spline shift-invariant space [2]. They also conjectured that their
results remain true for a much large class of shift-invariant spaces. When v = 1 and p = 2, Aldroubi et al. [6] got
conditions on Φ and sampling functions ψi such that a set X to be a set of sampling for V 2(Φ).
In general, we also hope to find explicit expressions of cp and Cp of (2) and (3) for a much large class of shift-
invariant spaces. For finding Cp , there are many excellent performances [2,3,8,10,12,16,18,19]. However, the lower
bound cp is more difficulty to be determined. To our knowledge, we only have found cp for some special shift-invariant
spaces [2,6,7,18].
In this paper, we study the problem of non-uniform sampling set X = {xj : j ∈ J }, not perturbation of regular
sampling set, in weighted multiply generated shift-invariant spaces V pv (Φ). We find conditions on generator Φ , weight
function v and sampling functions ψxj such that sampling point set X = {xj : j ∈ J } is a set of sampling for V pv (Φ).
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Finally, we will apply our results to spline subspace. Therefore, our results are more general and explicit than the
some results in [1–3,6,8,10,16–19].
The paper is organized as follows. Section 2 contains a number of well-known and useful facts about shift-invariant
spaces, amalgam spaces, weighted multiply generated shift-invariant spaces. Section 3 contains the main theorems
which provide a sufficient condition for stable non-uniform sampling in the general weighted multiply generated
shift-invariant spaces. In Section 4, some applications are derived, that is, when v = 1, d = 1, r = 1 and p = 2, we
use the received main theorems to obtain the conditions such that (3) hold in spline subspace and give the explicit
expressions of C2 and c2 for (3). The proofs of all theorems are shown in Section 5.
2. Notations and preliminaries
In general, a weight function is just a non-negative function. We will use two special types of weight functions.
The weight functions denoted by w are always assumed to be continuous, symmetric, i.e., w(x) = w(−x), positive
and submultiplicative
0 <w(x + y)w(x)w(y), ∀x, y ∈ Rd .
In addition, a weight function v is called moderate with respect to the weight w, or simply w-moderate, if it is
continuous, symmetric and positive, and satisfies v(x + y) Cw(x)v(y) for all x, y ∈ Rd , where C is constant. We
also assume throughout this paper that weight functions v and w satisfy these conditions. The reader is also referred
to Refs. [3,17] for some survey on weight functions v and w. It follows from [3] that Lpv is a translation-invariant
space.
Let
W
(
Lpv
)=
{
f ∈ Lpv : ‖f ‖pW(Lpv ) =
∑
k∈Zd
ess sup
{∣∣f (x + k)∣∣pv(k)p; [0,1]d}< ∞
}
if 1 p < ∞,
and
W
(
L∞v
)= {f ∈ L∞v : ‖f ‖W(L∞v ) = sup
k∈Zd
{
ess sup
∣∣f (x + k)∣∣v(k); [0,1]d}< ∞}} if p = ∞.
Endowed with above norms, W(Lpv ) become Banach spaces for 1 p < ∞ and p = ∞, respectively. Further, they
are also translation-invariant spaces [3].
The subspace of continuous functions W0(Lpv ) = W(C,Lpv ) ⊂ W(Lpv ) is a closed subspace of Lpv and thus also a
Banach space [3]. From [3], we have inclusions between these various spaces, i.e. W0(Lpv ) ⊂ W0(Lqv) and W(Lpv ) ⊂
W(L
q
v) ⊂ Lqv , where 1 p  q ∞.
Some additional conditions on the generator Φ must be imposed in the space V pv (Φ). A standard condition is stated
as the following [5]: there exists a positive constant A (depending on Φ and p) such that
A−1‖f ‖Lpv 
r∑
i=1
∥∥∥∥∥
( ∫
Rd
f (x)ϕi(x − j)dx
)
j∈Zd
∥∥∥∥∥

p
v
A‖f ‖Lpv . (5)
We need following some important results which will be used to prove our main theorems.
Lemma 2.1. [3] Let K be a compact subset of Rd and let v be an ω-moderate weight. Then there exists a constant
C1 > 0 such that
C−11 v(j) v(x + j) C1v(j), ∀j ∈ Zd , ∀x ∈ K.
Theorem 2.1. [3] Suppose ϕ ∈ W0(L1ω). Then
(1) V pv (ϕ) ⊂ W0(Lpv ).
(2) If ϕ ∈ W(L1ω) and c ∈ pv , then the function f =
∑
k∈Z ckϕ(x − k) belongs to W(Lpv ) and ‖f ‖W(Lpv ) ‖c‖p‖ϕ‖ 1 .v W(Lω)
174 J. Xian, S. Li / Appl. Comput. Harmon. Anal. 23 (2007) 171–180(3) If f ∈ V pv (ϕ), then the oscillation oscδ(f ) = sup|y|<δ |f (x + y) − f (x)| belongs to W(Lpv ). Moreover, for any
ε > 0, there exists δ0 > 0, when δ < δ0, we have∥∥oscδ(f )∥∥
W(L
p
v )
 ε‖f ‖
W(L
p
v )
uniformly for all f ∈ V pv (ϕ).
Remark 2.1. The conclusion (2) of Theorem 2.1 can be replaced by the following inequalities, i.e.
‖f ‖
L
p
v
 ‖f ‖
W(L
p
v )
 ‖c‖pv ‖ϕ‖W(L1ω) ,
which implies that ‖oscδ(f )‖W(Lpv )  ‖c‖pv ‖oscδ(ϕ)‖W(L1ω).
Theorem 2.2. [26] If Φ satisfies (5) and belongs to (W0(L1ω))r (here (W0(L1ω))r denotes the Cartesian product
W0(L1ω)× · · · ×W0(L1ω) (r times)), then we have the following properties:
(i) The space V pv (Φ) is closed in Lpv .
(ii) There exists a positive constant B (depending on Φ and p) such that
B−1‖f ‖Lpv  inf
f=∑ri=1 ϕi∗′ci
r∑
i=1
‖ci‖pv  B‖f ‖Lpv ∀f ∈ V pv (Φ),
where ϕi ∗′ ci =∑k∈Zd cikϕi(· − k) and ci = (cik) ∈ pv (Zd).
(iii) The space V pv (Φ) is a closed linear subspace of W0(Lpv ) and the norm equivalence ‖f ‖Lpv ≈ ‖f ‖W(Lpv ) holds.
Remark 2.2. We point out that Theorem 2.2 appeared in [5] for the case v = ω = 1.
3. Non-uniform weighted average sampling set
Because there are more challenging in finding the conditions and explicit cp such that the left inequality of (3)
holds. In this section, we firstly show the conditions and explicit cp such that the left inequality of (5) holds. As for
the right inequality of (3), we can use similar method to deal with and there exist many other methods to do it. Then we
will discuss the right inequality of (3) for the special sampling functions ψxj (·) = ψ(· − xj ). The method is different
from the existed methods for the special case.
Definition 3.1. A set X = {xj : j ∈ J } is γ -dense in Rd if for every γ´  γ ,
R
d =
⋃
j
Bγ´ (xj ),
where Bγ´ (xj ) are balls centered at xj with radius γ´ .
This definition implies that the distance of any sampling point to its next neighbor is at most 2γ. Thus strictly
speaking, γ is the inverse of a density; i.e., if γ increases, the number of points per unit cube decreases.
Definition 3.2. A set X = {xj : j ∈ J } is separated if infi =j |xi − xj | = δ > 0.
Definition 3.3. A bounded partition of unity (BPU) adapted to {Bγ (xj )}j∈J is a set of function {βj }j∈J that satisfy:
1. 0 βj  1, ∀j ∈ J.
2. suppβj ⊂ Bγ (xj ).
3.
∑
j∈J βj = 1.
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We are in position to state the main results of this section which state the conditions and explicit cp such that the
left inequality of (3) holds.
Theorem 3.1. Assume that Φ ∈ (W0(L1ω))r and satisfies (5). Suppose that sampling point set X = {xj }j∈J is γ -dense
in Rd , and the weight function {ψxj } satisfies the following conditions:
(1) ∫
Rd
ψxj (x)dx = 1.
(2) ∫
Rd
|ψxj (x)|dx M (M > 0 is independent of xj ).
(3) suppψxj ⊂ xj + [−a, a]d for some a > 0.
Then for any f ∈ V pv (Φ) and w-moderate weight function v, we have(∑
j∈J
∣∣〈f,ψxj 〉v(xj )∣∣p
) 1
p
 1
(C1V (γ, d))
1
p
(
1 −B max
1ir
∥∥oscγ (ϕi)∥∥W(L1w)
−MB max
1ir
∥∥osca(ϕi)∥∥W(L1w)(1 + ∥∥oscγ (ϕi)∥∥W(L1w))
)
‖f ‖Lpv ,
where V (γ, d) denotes the volume of d dimensions ball with radius γ in Rd , C1 and B are given in Lemma 2.1 and
Theorem 2.2, respectively.
Remark 3.1. From (3) in Theorem 2.1, we know that there exist γ and a such that the constant of lower bound is
positive.
A special but important case for average sampling is when the sampling functions ψxj are obtained by translation
of single function ψ . Thus, ψxj = ψ(· − xj ). Though for the case of V 2(Φ) spaces where the sampling functions are
obtained by translation of a single function ψxj = ψ(· − xj ), is discussed and the existence of the frame bounds is
obtained for sufficiently dense sampling set in [6], we discuss the case of V pv (Φ) spaces with a different method. So
the following results are more general than [6]. In the following, we will show the conditions and explicit Cp such
that the right inequality of (3) holds for the case.
Theorem 3.2. Assume that Φ ∈ (W0(L1ω))r and satisfies (5). Suppose that sampling point set X = {xj }j∈J is separated
and γ -dense in Rd , and the weight function ψ belongs to L1ω. Then for any f ∈ V pv (Φ) and w-moderate weight
function v, we have
∑
j∈J
∣∣〈f,ψxj 〉v(xj )∣∣p  2
p−1Cp1 Cp‖ψ‖pL1ω
V (δ, d)
(
B max
1ir
∥∥oscγ (ϕi)∥∥pW(L1ω) + 1
)
‖f ‖p
L
p
v
,
where ψxj = ψ(·−xj ), C1 and C are the constants as given in Lemma 2.1 and in the definition of w-moderate weight
function v, respectively.
Remark 3.2. When p = 2, the iterative projection algorithms imply the existence of the bounds cp and Cp (see
[1,3,15]).
Remark 3.3. We usually want to show the reconstruction algorithm in the signal spaces V pv (Φ)(p = 2). The in-
equality (3) guarantee or imply the feasibility of stable and continuous reconstruction algorithm in the signal spaces
V
p
v (Φ)(p = 2). So we need to discuss the bounds cp and Cp when p = 2.
4. Application to spline subspaces
Spline subspaces yield many advantages in their generation and numerical treatment, therefore there are many
practical application for signal or image processing. In this section, we will apply Theorems 3.1 and 3.2 to spline
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That is, taking p = 2, v = w = 1, ψxj = ψ(· − xj ) and Φ = ϕN in Theorems 3.1 and 3.2. The signal space
VN = {∑k∈Z ckϕN(· − k): {ck} ∈ 2} is spline subspace generated by ϕN . By the special features of spline subspaces,
we will present more explicit results in spline subspaces.
Theorem 4.1. Suppose the sampling point set X = {xj }j∈Z satisfies that there exist δ, d such that 0 < d  xj+1 −xj 
δ < 1 for any i ∈ Z. The weight function {ψxj } satisfies the following conditions:
(1) ∫
R
ψxj (x)dx = 1.
(2) ∫
R
|ψxj (x)|dx M (M > 0 is independent of xj ).
(3) suppψxj ⊂ [xj − a, xj + a] for some a > 0.
Then for any f ∈ VN , we have∑
j∈Z
∣∣〈f,ψxj 〉∣∣2  1δ
(
1 − 3Nδ√∑
k |ϕˆN (π + 2kπ)|2
−M(3 + δ) 3Na√∑
k |ϕˆN (π + 2kπ)|2
)2
‖f ‖2
L2
and ∑
j∈Z
∣∣〈f,ψxj 〉∣∣2  M2d
((
3Nδ√∑
k |ϕˆN (π + 2kπ)|2
)2
+ 1
)
‖f ‖2
L2 .
5. Proofs
5.1. Proof of Theorem 3.1
For f ∈ V pv (Φ), let {βj } be a BPU adapted to X = {xj : j ∈ J }. Define QXf = ∑j∈J f (xj )βj and AXf =∑
j∈J 〈f,ψxj 〉βj . We have ‖f ‖Lpv  ‖f −QXf ‖Lpv + ‖QXf −AXf ‖Lpv + ‖AXf ‖Lpv .
Firstly, we estimate ‖AXf ‖Lpv . It follows from Lemma 2.1 and Hölder inequality that
‖AXf ‖p
L
p
v
=
∫
Rd
∣∣∣∣∣
∑
j∈J
〈f,ψxj 〉v(x)βj (x)
∣∣∣∣∣
p
dx  C1
∫
Rd
∑
j∈J
∣∣〈f,ψxj 〉v(xj )∣∣pβj (x)dx
 C1V (γ, d)
∑
j∈J
∣∣〈f,ψxj 〉v(xj )∣∣p,
where V (γ, d) denotes the volume of d dimensions ball with radius γ in Rd .
Secondly, we estimate ‖f −QXf ‖Lpv . To estimate ‖f −QXf ‖Lpv , we have∣∣f (x)−QXf (x)∣∣∑
j∈J
∣∣f (x)− f (xj )∣∣βj (x)∑
j∈J
oscγ (f )(x)βj (x) = oscγ (f )(x).
From this pointwise estimate and Theorems 2.1 and 2.2, we get
‖f −QXf ‖Lpv  ‖f −QXf ‖W(Lpv ) 
∥∥oscγ (f )∥∥W(Lpv )  B max1ir
∥∥oscγ (ϕi)∥∥W(L1w)‖f ‖Lpv .
The third term ‖QXf −AXf ‖Lpv can be estimated as follows. From [26], we know that f = f1 + · · · + fr , where
fi ∈ V pv (ϕi), i = 1, . . . , r . For each fi , we have the following pointwise estimate:
∣∣(QXfi −AXfi)(x)∣∣=
∣∣∣∣∣
∑
j∈J
(
fi(xj )− 〈fi,ψxj 〉
)
βj (x)
∣∣∣∣∣=
∣∣∣∣∣
∫
Rd
∑
j∈J
(
fi(xj )− fi(ξ)
)
ψxj (ξ)βj (x)dξ
∣∣∣∣∣
M
∑
osca(fi)(xj )βj (x) = M
∑(∑
d
|cik|osca(ϕi)(xj − k)
)
βj (x)j∈J j∈J k∈Z
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(∑
k∈Zd
|cik|osca(ϕi)(x − k)
)
.
Let g(x) =∑k∈Zd |cik|osca(ϕi)(x − k).
From Theorems 2.1(2) and 2.2, we have
‖QXfi −AXfi‖Lpv M‖QXg‖Lpv M
(‖g‖Lpv + ‖g −QXg‖Lpv )M(‖g‖Lpv + ‖g‖Lpv ∥∥oscγ (ϕi)∥∥W(L1w))
M‖g‖Lpv
(
1 + ∥∥oscδ(ϕi)∥∥W(L1w))M‖ci‖pv ∥∥osca(ϕi)∥∥W(L1w)(1 + ∥∥oscγ (ϕi)∥∥W(L1w)).
Therefore
‖QXf −AXf ‖Lpv M
r∑
i=1
‖ci‖pv
∥∥osca(ϕi)∥∥W(L1w)(1 + ∥∥oscγ (ϕi)∥∥W(L1w))
MB‖f ‖Lpv max1ir
∥∥osca(ϕi)∥∥W(L1w)(1 + ∥∥oscγ (ϕi)∥∥W(L1w)).
Combining the above estimates, we can obtain
‖f ‖Lpv  ‖f −QXf ‖Lpv + ‖QXf −AXf ‖Lpv + ‖AXf ‖Lpv
 B max
1ir
∥∥oscγ (ϕi)∥∥W(L1w)‖f ‖Lpv +MB‖f ‖Lpv max1ir
∥∥osca(ϕi)∥∥W(L1w)(1 + ∥∥oscγ (ϕi)∥∥W(L1w))
+C1V (γ, d)
∑
j∈J
∣∣〈f,ψxj 〉v(xj )∣∣p,
which implies(∑
j∈J
∣∣〈f,ψxj 〉v(xj )∣∣p
) 1
p
 1
(C1V (γ, d))
1
p
(
1 −B max
1ir
∥∥oscγ (ϕi)∥∥W(L1w)
−MB max
1ir
∥∥osca(ϕi)∥∥W(L1w)(1 + ∥∥oscγ (ϕi)∥∥W(L1w))
)
‖f ‖Lpv . 
5.2. Proof of Theorem 3.2
When x ∈ Bγ (xj ), we have
∣∣〈f,ψxj 〉v(xj )∣∣=
∣∣∣∣∣〈f,ψxj 〉v(xj )−
∫
Rd
f (y)ψx(y)v(xj )dy +
∫
Rd
f (y)ψx(y)v(xj )dy
∣∣∣∣∣.
Noting that for a > 0, b > 0 and p  1,
(a + b)p  2p−1ap + 2p−1bp,
we know that
∣∣〈f,ψxj 〉v(xj )∣∣p  2p−1
∣∣∣∣∣〈f,ψxj 〉v(xj )−
∫
Rd
f (y)ψx(y)v(xj )dy
∣∣∣∣∣
p
+ 2p−1
∣∣∣∣∣
∫
Rd
f (y)ψx(y)v(xj )dy
∣∣∣∣∣
p
.
Then from Lemma 2.1, we have∫
Bγ (xj )
∣∣〈f,ψxj 〉v(xj )∣∣p dx  2p−1
∫
Bγ (xj )
∣∣∣∣∣〈f,ψxj 〉v(xj )−
∫
Rd
f (y)ψx(y)v(xj )dy
∣∣∣∣∣
p
dx
+ 2p−1
∫
B (x )
∣∣∣∣∣
∫
d
f (y)ψx(y)v(xj )dy
∣∣∣∣∣
p
dx
γ j R
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∫
Bγ (xj )
∣∣∣∣∣
∫
Rd
(
f (y + xj )− f (y + x)
)
ψ(y)v(xj )dy
∣∣∣∣∣
p
dx
+ 2p−1
∫
Bγ (xj )
∣∣∣∣∣
∫
Rd
f (y)ψx(y)v(xj )dy
∣∣∣∣∣
p
dx
 2p−1Cp1
∫
Bγ (xj )
( ∫
Rd
∣∣oscγ (f )(x + y)v(x)ψ(y)∣∣dy
)p
dx
+ 2p−1Cp1
∫
Bγ (xj )
∣∣∣∣∣
∫
Rd
f (y + x)ψ(y)v(x)dy
∣∣∣∣∣
p
dx.
Taking sum on j , we have
V (δ, d)
∑
j∈J
∣∣〈f,ψxj 〉v(xj )∣∣p  2p−1Cp1
∫
Rd
( ∫
Rd
∣∣oscγ (f )(x)v(x)ψ(y)∣∣dy
)p
dx
+ 2p−1Cp1
∫
Rd
∣∣∣∣∣
∫
Rd
f (y + x)ψ(y)v(x)dy
∣∣∣∣∣
p
dx
= 2p−1Cp1 (I + J ).
Since v is ω-moderate weight function, we have v(x)  Cω(−y)v(x + y) = Cω(y)v(x + y). Combining with
Young inequality, it follows that I  Cp‖ψ‖p
L1ω
‖oscγ (f )‖p
L
p
v
and J Cp‖ψ‖p
L1ω
‖f ‖p
L
p
v
.
It implies that
∑
j∈J
∣∣〈f,ψxj 〉v(xj )∣∣p  2
p−1Cp1 Cp‖ψ‖pL1ω
V (δ, d)
(∥∥oscγ (f )∥∥pLpv + ‖f ‖pLpv )

2p−1Cp1 Cp‖ψ‖pL1ω
V (δ, d)
(
B max
1ir
∥∥oscγ (ϕi)∥∥pW(L1ω) + 1
)
‖f ‖p
L
p
v
. 
5.3. Proof of Theorem 4.1
To prove Theorem 4.1, we need the following useful results.
Lemma 5.1. [11] {ϕN(· − k): k ∈ Z} is Riesz basis for VN , AN =∑k |ϕˆN (π + 2kπ)|2 and BN = 1 are its lower and
upper bounds, respectively.
Lemma 5.2. [25] If f ∈ VN , then for any 0 < δ < 1 we have ‖oscδ(f )‖2L2  (3Nδ)2
∑
k∈Z |ck|2.
Lemma 5.3. [3] For any f ∈ V p(ϕ), the following conclusions hold:
1. ‖oscδ(f )‖W(Lp)  ‖c‖p‖oscδ(ϕ)‖W(L1).
2. ‖∑k∈Z ckϕ(· − k)‖W(Lp)  ‖c‖p‖ϕ‖W(L1).
Lemma 5.4. If f ∈ VN and there exists 0 < δ < 1 such that supi (xi+1 − xi) = δ < 1 for X = {xj }, then we have
‖f −QXf ‖L2 
3Nδ√∑
k |ϕˆN (π + 2kπ)|2
‖f ‖L2 .
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From this pointwise estimate and Lemmas 5.1 and 5.2, we get
‖f −QXf ‖L2 
∥∥oscδ(f )∥∥L2  (3Nδ)
(∑
k∈Z
|ck|2
) 1
2
 3Nδ√∑
k |ϕˆN (π + 2kπ)|2
‖f ‖L2 . 
Lemma 5.5. If X = {xn} is real sequence with supi (xi+1 − xi) = δ < 1 for some δ > 0, then for any f =∑
k∈Z ckϕN(· − k) ∈ VN, we have ‖QXf ‖L2  ‖QXf ‖W(L2)  (3 + δ)‖c‖2‖ϕ‖W(L1).
Proof. For f =∑k∈Z ckϕN(· − k), we have∣∣f (x)− (QXf )(x)∣∣ oscδ(f )(x).
From this pointwise estimate and Lemma 5.3, we get
‖f −QXf ‖W(L2) 
∥∥oscδ(f )‖W(L2)  ‖c‖2 · ∥∥oscδ(ϕN)∥∥W(L1).
By the results of [3], we know∥∥oscδ(ϕN)∥∥W(L1)  (2 + δ)‖ϕN‖W(L1).
It follows from the above discussions that
‖QXf ‖L2  ‖QXf ‖W(L2)  ‖f −QXf ‖W(L2) + ‖f ‖W(L2)
 (2 + δ)‖c‖2‖ϕN‖W(L1) +
∥∥∥∥∥
∑
k∈Z
ckϕN(· − k)
∥∥∥∥∥
W(L2)
 (2 + δ)‖c‖2‖ϕN‖W(L1) + ‖c‖2‖ϕN‖W(L1)
 (3 + δ)‖c‖2‖ϕN‖W(L1). 
Proof of Theorem 4.1. Following the proof of Theorem 3.1, we have
∣∣(QXf −AXf )(x)∣∣MQX
(∑
k∈Z
|ck|osca(ϕN)(x − k)
)
.
From this pointwise estimate and Lemmas 5.1,5.2,5.4 and 5.5, it follows that
‖QXf −AXf ‖L2 M(3 + δ)‖c‖2
∥∥osca(ϕN)∥∥W(L1) M(3 + δ) ‖osca(ϕN)‖W(L1)√∑
k |ϕˆN (π + 2kπ)|2
‖f ‖L2
M(3 + δ) 3Na√∑
k |ϕˆN (π + 2kπ)|2
‖f ‖L2 .
Combined with Lemma 5.4 and the proof of Theorem 3.1, we have
‖f ‖L2  ‖f −QXf ‖L2 + ‖QXf −AXf ‖L2 + ‖AXf ‖L2

(
3Nδ√∑
k |ϕˆN (π + 2kπ)|2
+M(3 + δ) 3Na√∑
k |ϕˆN (π + 2kπ)|2
)
‖f ‖L2 +
(
δ
∑∣∣〈f,ψxj 〉∣∣2) 12 ,
it follows that∑∣∣〈f,ψxj 〉∣∣2  1δ
(
1 − 3Nδ√∑ |ϕˆN (π + 2kπ)|2 −M(3 + δ)
3Na√∑ |ϕˆN (π + 2kπ)|2
)2
‖f ‖2
L2 .k k
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∑
j∈Z
∣∣〈f,ψxj 〉∣∣2  M2d
(∥∥oscδ(f )∥∥2L2 + ‖f ‖2L2) M2d
((
3Nδ√∑
k |ϕˆN (π + 2kπ)|2
)2
+ 1
)
‖f ‖2
L2 . 
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