Abstract. Acoustic measurements show that the biomass of zooplankton and mesopelagic fish is redistributed by mesoscale variability and that the signal extends over several hundred meters depth. The mechanisms governing this distribution are not well understood, but influences from both physical (i.e. redistribution) and biological processes (i.e. nutrient transport, primary production, active swimming, etc.) are likely. This study examines how hydrodynamic conditions and basic vertical swimming behavior act to distribute biomass in an anticyclonic eddy. Using an eddyresolving 2.3 km-resolution physical ocean model as forcing for a particle-tracking module, particles representing passively floating organisms and organisms with vertical swimming behavior are released within an eddy and monitored for 20 to 30 days. The role of hydrodynamic conditions on the distribution of biomass is discussed in relation to the acoustic measurements. Particles released close to the surface tend, in agreement with the observations, to accumulate around the edge of the eddy, whereas particles released at depth gradually become distributed along the isopycnals. After a month they are displaced several hundreds meters in the vertical with the deepest particles found close to the eddy center and the shallowest close to the edge. There is no evidence of aggregation of particles along the eddy rim in the last simulation. The model results points towards a physical mechanism for aggregation at the surface, however biological processes cannot be ruled out using the current modeling tool.
Introduction
The distribution of chlorophyll and primary production is influenced by mesoscale eddies as is clearly seen in ocean color satellite images, measured in-situ, and demonstrated in models (Benitez-Nelson et al., 2007; Hansen et al., 2010; Frajka-Williams et al., 2009 ). In the past it was thought that anticyclonic eddies reduced primary productivity by favoring downwelling while cyclonic eddies enhanced primary productivity by upwelling of nutrients (McGillicuddy and Robinson, 1997) . More recent studies highlight the importance of sub-mesoscale motion (Klein and Lapeyre, 2009; Mahadevan and Archer, 2000) . In addition wind induced Ekman drift-eddy interaction can enhance production in anticyclonic eddies (McGillicuddy et al., 2007) . While headway has been made in understanding the influence of mesoscale processes on primary production, our knowledge of how mesoscale eddies affect higher trophic levels, such as zooplankton and fish is still rather limited (Bakun, 2006) . One major obstacle is the significant demand to adequately sample the 3-D structure of an eddy with respect to higher trophic levels.
In November 2009 acoustic data was gathered from an anticyclonic eddy showing that large zooplankton and mesopelagic fish also distribute according to the physical structure of the eddy (Godø et al., 2012) . In the anticyclonic eddy the biomass of large zooplankton and fish was higher along the edge of the eddy than both inside and outside (Godø et al., 2012) . Increased biomass along the eddy rim may be due to the mesoscale and sub-mesoscale activity acting on the nutrient transport, thereby increasing Published by Copernicus Publications on behalf of the European Geosciences Union.
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A. Samuelsen et al.: Particle aggregation in eddies phytoplankton productivity, which is then transferred up the food chain resulting in increased biomass of higher trophic levels along the eddy edge. Another reported mechanism is the entrainment of more productive waters from adjacent areas (Sabarros et al., 2009) . However, the observation of this phenomenon in the Lofoten Basin (located in the northern part of the Norwegian Sea), in November (as reported by Godø et al., 2012) suggests that other mechanisms may be responsible since the primary production in November at 70 • N is minimal. Mesoscale and sub-mesoscale activity can also act directly on distribution of food particles, slow-or non-swimming phyto-and zooplankton (Olson et al., 1994; Genin et al., 2005) . Hence, if the concentration of food particles increases, this may attract predators like fish and large zooplankton and, in turn, further increase the total biomass concentration.
Deeper in the water column, the acoustic record revealed that the layer of mesopelagic fish was displaced by several hundred meters downwards at the center of the eddy compared to the region outside the eddy (Godø et al., 2012) . Some mesopelagic fish exhibit lethargic behavior, probably as a strategy to conserve energy in an environment where food is relatively scarce (Pearcy et al., 1977; Luck and Pietsch, 2008) and may thus also be subject to the hydrodynamic conditions that act in the eddy.
In this paper we investigate the particle aggregation in a mesoscale eddy using a high-resolution 3-dimensional ocean model including a particle-tracking module. The study area is the Lofoten Basin in the northern Norwegian Sea. This area is characterized by northward flowing warm Atlantic water side by side a cold and fresh coastal current. The currents flow along the complex bottom topography, with a steep continental slope separating the coastal margin and deep basins. Mesoscale eddies are common in the area (Andersson et al., 2011; Gascard and Mork, 2008) thus lending itself to a study on mesoscale activity. In Sect. 2 the model and particle simulation experiments are presented, followed by an analyses of the results in Sect. 3. In Sect. 4 the model experiments and results are summarized and discussed in the context of the importance of mesoscale dynamics for biomass distribution and concentration.
Methods

Physical model description
The HYbrid Coordinate Ocean Model (HYCOM: Bleck, 2002 -www.hycom.org) was set up on a 2.3 km grid along the coast of mid-and north-Norway (Fig. 1) . The model receives nesting conditions from the TOPAZ model of the North Atlantic (Bertino and Lisaeter, 2008, http://topaz.nersc. no) , which has a resolution of 15 km in this area. This setup is configured with 28 vertical layers, of which the upper 5 layers are in z-coordinates and the lower 23 layers are hybrid layers, i.e. they are either z-coordinate or isopycnal depending on the water column stratification. The model is forced by the ERA Interim forcing , which is a 6-hourly reanalysis product available from 1989 to present. The river forcing is generated using a hydrological model -TRIP (Oki and Sud, 1998) . Sea surface salinity is relaxed to climatology with a relaxation timescale of 200 days in TOPAZ, while no surface relaxation is applied to the nested model. Tidal forcing is applied at the lateral boundaries of the nested model and is generated from the FES2004 tidal atlas (Lyard et al., 2006) .
The model was initialized at the beginning of 1996 with interpolated fields from the larger model (TOPAZ). Because the latter was initiated with GDEM climatology (Carnes, 2009 ) in 1973, we consider a spin-up period of one year for the nested model to be sufficient. The validation of the simulated salinity and temperature fields, predominantly focused on the summer season with satisfactory access to in-situ data, are reported by Samuelsen and Hjøllo (2011) . In the open ocean, the modeled salinity and temperature fields compared reasonably well to the time series at station M (2 • E, 66 • N), the main flaw being that the modeled thermocline was too diffuse. This lead to a temperature bias of about 2 • C and a salinity bias 0.1 in the layer between 600 and 700 m. Above 500 m and below 1000 m this bias disappears, and there is little discrepancy between the model and observations. Close to the coast the Norwegian Coastal Current (NCC) had realistic temperatures, but tended to be too saline.
The model includes a particle tracking module, which is an extension of a routine developed for the Miami Isopycnal Ocean Model (Garraffo et al., 2001 ). For horizontal interpolation of the velocities, a 2-dimensional interpolation on a 16-point grid box surrounding the particle is applied to the instantaneous velocities. The temporal interpolation is performed using a fourth order Runge-Kutta algorithm. The time-step for the particle tracker is 16 min (4 times the baroclinic time step in the model). The particle tracking routine includes options to let the particles stay at a constant depth, follow isopycnals, or follow the three-dimensional current field. In addition a routine that enables the particles to perform diurnal vertical migration (DVM) (Cushing, 1951; Neilson and Perry, 1990 ) is implemented. This gives us the opportunity to explore the influence of mesoscale activity on marine organisms with different vertical migration strategies (e.g. Dale and Kaartvedt, 2000) in addition to passively floating organisms and particles.
Simulation experiments
To investigate how isolated eddies affect particle distributions, particles were released in an anticyclonic eddy that was spun off in the northeastern part of the model domain (Fig. 1) . This eddy, which was generated during the winter of 1999, travelled slowly (∼1 km/day) southwestward over 3 months and became separated from other mesoscale activity. We performed 5 different experiments with released particles, as summarized in Table 1 . First, surface particles were released in a square area covering the eddy (8 • E-11 • 30 E and 69 • N-70 • 18 N- Fig. 1 ) on March 21 and followed for 20 days. Second, particles at depth were released in a larger area (6 • E-11 • 30 E, and 68 • N-71 • 18 N- Fig. 1 ) and followed for 30 days. The initial distribution was uniform both in the horizontal and vertical. In the surface experiment 50 000 plankton/food particles were released in the upper 100 m of the eddy while 100 000 particles, representing the mesopelagic fish/deep scattering layer, were released between 600 and 800 m. All the particles were released simultaneously on the fist day of the simulations. In the upper water column three experiments were performed: (i) the particles follow the three-dimensional current field; (ii) they are held at a constant depth; and (iii) they perform DVM. The DVM is set to 100 m, which we considered an upper limit for small organisms. The DVM was configured by initiating a downward migration at 6 a.m. and an upward migration at 6 p.m. The particles move with a speed of 20 m h −1 and thus use 5 h to cover the 100 m migration. The DVM occurs uniformly across the domain. In the deeper layers two experiments were performed; one where the particles were kept at constant depth and the second where they followed the threedimensional current field (Table 1) .
Physical quantities
In order to relate the particle distribution from the simulations to the dynamics of the eddy we use the physical quantities vorticity, divergence, vertical velocity and the OkuboWeiss parameter. Vorticity (ζ ) describes the waters tendency to rotate and is expressed mathematically as
Divergence (D) is the tendency of the water to diverge or converge (negative divergence) and is described mathematically
Areas with high divergence or convergence are usually connected areas with high vertical velocity. The vertical velocity from the model is calculated in each layer as the vertical displacement of the layer interfaces, which is the dominant term, in addition to the horizontal advection of layer thickness. 
Fig. 2.
The physical properties of the eddy. The eddy is almost circular with a small "tail" and, being an anticyclone, has lower density at the center (a). The maximum speed is found around the rim (b), and in the same area the boundary between the core with negative vorticity and the outer part with positive vorticity is found (c). The divergence field (d) is strongest in the outer part of the eddy where there is strong convergence, in addition we find an area with convergence adjacent to an area with divergence in the "tail". All field have been taken from layer 5 (from 16 to 21 m) of the model on 31 March 1999. The eddy center has been marked with an "x".
The Okubo-Weiss parameter, W, (Weiss, 1991; Okubo, 1970 ) is defined as follows:
The Okubo-Weiss parameter is an aid in identifying vorticity-dominant (W < 0) and strain-dominated regions (W > 0). Very little exchange is expected to occur across the boundary between these two regions. Moreover, intense stirring and exchange processes with the background field may take place in the strain-dominated region (Isern-Fontanet et al., 2004) . In the strictest sense the Okubo-Weiss parameter is only applicable to 2-D turbulence, but can also be applied to 3-D fields provided the divergence is moderately weak.
Simulation results
Physical evolution of the eddy
The anticyclonic eddy was nearly circular and with a radius of ∼50 km. It was formed at the frontal boundary between two water masses through a mixture of instability mechanisms. The core water of the eddy had relatively uniform density, while strong density gradients occurred around the edge of the eddy. The eddy had lower density than the surrounding water (Fig. 2 ) and the strongest currents were found at the edge, particularly in two areas on either side of the eddy center with maximum speed reaching up to 0.64 m s −1 . These two areas revolved slowly in a clockwise direction as the eddy propagated towards southwest. along the edge. The highest vorticity coincided with the two zones of maximum orbital motion. The divergence pattern, on the other hand, was less distinct, with alternating bands of divergence and convergence in the same area where positive vorticity was found (Fig. 2) . The mean divergence over 20 days (not shown) also shows two patches of high convergence on either side of the eddy, and these areas of high convergence stayed fixed in space relative to the eddy. The corresponding vertical velocity in the upper layers of the eddy was upwards in the center and downwards in two bands around the outer rim (Fig. 3) . Since these bands revolve with the eddy, the mean vertical velocity over 20 days is uniform around the eddy with upwelling in the eddy center and downwelling along the rim. In particular the regions of downward velocity coincided with regions of strong convergence (Fig. 2) . With depth, the vertical velocities increased and alternated between positive and negative velocity on either side of the eddy center. The Okubo-Weiss parameter suggests that the eddy was vorticity dominated in the core and strain dominated in a ring around the core (Fig. 4) . The relation between the Okubo-Weiss parameter and particle distribution will be discussed in Sect. 3.2.
The hydrodynamic structure of the eddy gradually weakened throughout the simulation period; e.g. the maximum surface speed decreased from 0.64 m s −1 to 0.54 m s −1 over 20 days, and the deep isopycnals in the center shoaled, i.e. the 1028.01 kg m −3 isopycnal shoaled from 894 m on March 21 to 851 m on April 10. During the 20 days the eddy moved roughly 25 km towards the southwest.
Surface particle simulations
After the particles were released they immediately organized in bands around the rim of the eddy. After only four days the particle concentration had clearly increased in the two patches of high velocity/vorticity on either side of the eddy center described in Sect. 3.1. After a few more days the center of the eddy gradually emptied of particles and the particle concentration increased further at the rim of the eddy, also outside the high-vorticity patches (an animation of particle concentration from the P3D-run is provided as supplementary material). The highest particle concentration coincided with the vorticity patterns, but not the divergence-field as one may have expected (Fig. 4) . The spatial de-correlation probably occurs because the areas of strong convergence stay fixed in space relative to the eddy, while the particles are advected with the currents. The patches of high particle concentration were also associated with areas of overall downward velocity (Fig. 3) . The highest concentration occurred in areas with positive Okubo-Weiss parameter (i.e. strain dominated regions), but there is not a one-to-one correspondence between positive Okubo-Weiss and high particle concentration (Fig. 4) .
The particle aggregation along the eddy rim occurred in all three simulations, but the highest particle concentrations were reached in the run with constant depth in the water column (PCD). In the P3D-run the particles were also transported downward along the rim of the eddy. This downward movement was confined to the two bands on either side of the eddy center collocated with the maximum orbital motion and vorticity. Moreover, in all the three runs the upper and inner part of the eddy was gradually emptied for particles. Towards the end of the simulation period the particles were largely absent to the south of the eddy, while they were still abundant to the north because the mean current in the area was northwards. Around the eddy periphery, however, the highest particle concentrations were found to the southwest of the eddy center immediately adjacent to a region outside the eddy that was completely free of particles (Fig. 3) .
In all three simulations another patch of high particle concentration occurred outside the eddy on the southeast side (Fig. 4) . These particles originated from a patch originally accumulated at the eddy rim that suddenly separated from the eddy around 10 days into the simulation. Whether this is a result of internal eddy dynamics or some external forcing is unclear, but the local wind field applied as forcing did not reveal anything unusual, such as particularly strong winds, in that period.
Particles that ended up clustered in the high-vorticity region originated from the region outside the eddy (Fig. 5) , not from the eddy center. Moreover, most of the aggregated particles did not stay in the cluster, but departed from the eddy (Fig. 5) . This implies that the patches of high particle concentration occurring in the high-vorticity regions on day 9 and 19 of the simulation seen in Fig. 4 same particles, but that these patches are continuously aggregated as the eddy moves. The particles that originated in the center, on the other hand, tended to stay within the eddy, although the inner ones gradually moved towards the eddy periphery without crossing into the positive vorticity regions. This caused additional increase in the concentration of particles around the eddy rim. In contrast to the particles that ended up in the high-vorticity regions, very few of the particles that originated in the center became detached from the eddy. From a subsample of particles we estimated that 88 % of the particles starting in the eddy center stayed inside the eddy throughout the 20-day simulation. The ones that exited the center did so through the negative-vorticity "tail" seen on Fig. 4 or Fig. 2 , reflecting the reluctance of particles to cross vorticity gradients.
Particle simulation at depth
In the simulation with particles between 600 and 800 m the horizontal distribution stayed fairly uniform as the strongest convergence and divergence occurred close to the surface. In the run with constant vertical distribution there was no difference in the particle concentration in any area in or around the eddy, even after 30 days (Fig. 6 ). In the run where the particles were allowed to move with the vertical currents, particles were transported vertically, although the depth-integrated horizontal particle distribution stayed fairly constant. After about 10 days particles close to the rim of the eddy had moved 100-200 m both upwards and downwards (Fig. 6 ). In accordance with the vertical velocity at depth (Fig. 3) , the vertical motion was initially asymmetric with respect to the eddy, but as the eddy revolved the distribution became more symmetric. The particles allowed to move vertically appeared to follow the isopycnals at the rim of the eddy (deepening towards the eddy center), while particles released in the eddy centre moved upwards, creating an empty, bowlshape region at the eddy center between 800 and 1000 m after 30 days (Fig. 6) .
Discussion
Particle dispersion
A full 3-D high-resolution ocean model with an embedded particle-tracking module has been run in order to investigate the properties of particle aggregation and dispersion with respect to an isolated mesoscale anticyclonic eddy (Fig. 1 ). An investigation of the physical properties of the eddy revealed that although the density and horizontal speed had near circular isolines around the eddy, this is not the case for the vertical velocity and divergence ( Fig. 2 and Fig. 3 ). Particularly the vertical velocity played a principal part in distributing the particles, and had alternating direction around the eddy circumference (Fig. 3) . Several runs, using the same physical forcing, were performed; in the surface layer (upper 100 m), the particles had different vertical behavior, some followed the 3-D currents, some were kept at constant depth and only moved horizontally, and some performed diurnal vertical migration (Table 1 ). The main result for the surface distribution was largely the same; the eddy center was gradually emptied of particles, while areas around the rim of the eddy attained high concentrations (Fig. 4) . The vertical motion of the particles played a lesser role; although the particles that stay at a constant depth attain higher concentrations in terms of particles per volume because they cannot move up or down, the depth-integrated concentration were not significantly different (Fig. 4) . Particles released between 600 and 800 m were either kept at constant depth or followed the 3-D model velocity (Table 1) . In contrast to the surface simulations, the depth-integrated number of particles stayed uniform throughout the simulation period, but when the particles were allowed to move vertically (M3D), an evolution where the particles gradually align along the isopycnals was seen. This created an empty area between two layers of particles at the eddy center (Fig. 6) . All the particles that ended up in the deepest part of the eddy originated on the western side of the eddy, probably pushed down with the thermocline as the eddy moved southwestward. At the surface, the highest concentration of particles was associated with high positive vorticity. The particle trajectories revealed that the particles in these high-concentration patches originated outside the eddy (Fig. 5) , and, contrary to what we expected in a region where particles appear to aggregate, there was a high exchange of particles between the high-concentration patch and the surrounding area in these regions. The particles originating in the core of the eddy gradually moved outwards during the simulation thus increasing the particle concentration along the eddy rim and gradually emptying the center. Only a few of these particles detached from the eddy during the simulation and only exited through the negative vorticity "tail" of the eddy (Fig. 2) , reflecting that the vorticity gradient along the rim of the anticyclonic eddy acts as barrier for the continuous outward spreading of the particles (Priovenzale, 1999) . According to Provenzale (1999) , regions with positive W (i.e. straindominated regions) have local exponential divergence of nearby particles, while particles in regions with negative W (vorticity-dominated) stay at the same distance from each other. This agrees with the difference in behavior of the particles in the different regions of the eddy studied here, although Provenzale (1999) considers idealized barotropic flow.
Limitations
The model simulations were executed with realistic atmospheric forcing and boundary conditions, but aimed to discern the physical effects of a generic anticyclonic eddy on Ocean Sci., 8, 389-400, 2012 www.ocean-sci.net/8/389/2012/ A. Samuelsen et al.: Particle aggregation in eddies 397 the the particle distribution and concentration. In so doing an eddy that was fairly isolated from other mesoscale processes was chosen. However, in other realistic simulations it may be possible to find eddies that is almost completely isolated, for instance warm/cold core rings in the Gulf Stream. Although isolated eddies are not uncommon in the ocean, it is more common that they occur in eddy-rich areas, with enhanced likelihood of eddy-eddy interaction. An isolated eddy was chosen here to simplify the analysis, but we expect that the results presented here will aid the analysis of more complete eddy fields in future studies. Ideally it would also be interesting to investigate the effect of a cyclonic eddy on particle distribution, but the eddy field in the model revealed that the cyclonic eddies, although they occurred quite often, are not very stable and tend to be pulled out into elongated filaments after only a few days. This has also been seen in other modeling studies and is a result of weakening of cyclones resulting from strain deformation induced by vortex Rossby waves (Koszalka et al., 2009; Graves et al., 2006) . The vertical velocity (Fig. 3 ) plays a major role in distributing the particles both at the surface and at depth, but as long as direct observations of the vertical velocities in ocean eddies are rare, the representativeness of the simulated vertical motion remain unknown. The method used for calculating vertical velocity in the model (see Sect. 2.3) avoids the accumulation of errors that can occur when integrating the continuity equation to obtain the vertical velocity.
The number of particles is limited by computational resources, and with 50 000-100 000 particles over an area of O(10 4 ) km 2 we come nowhere close to the actual number of non-swimming organisms they are meant to represent. For example, Calanus finmarchius, the dominant copepod of the Norwegian Sea, has typical concentrations of O(10 4 -10 5 ) individuals/m 2 (Samuelsen et al., 2009; Edvardsen et al., 2006) . However, experiments with fewer particles showed little difference in the overall results with respect to the horizontal distribution and increasing the number of particles would not make a difference unless we also increase the horizontal resolution of the physical model. For the vertical distribution it is clear that there would be an advantage with more particles, particularly when attempting to represent a section through the eddy (Fig. 6) .
Other aspects of "real life" complicate this picture. Most eddies have a temperature difference with the surrounding water and temperature affect the growth of most organism from plankton to fish larvae. A simple numerical exercise (results not shown) showed that if you have a warm eddy in an area with uniform zooplankton concentration, this would lead to increased zooplankton biomass, granted that the zooplankton growth is not food-limited, because of the temperature effect on the growth. If on the other hand the zooplankton biomass is redistributed into high-concentration areas, they may become food limited and this can lead to a reduction in the total biomass. In addition, eddies may increase or decrease the primary production in an area by modifying the vertical nutrient transport to the surface. This would affect the local production and food availability as well. Fish and marine mammal often have preferences for depth, temperature and salinity, and may either avoid or seek the eddy depending on their particular preference. Detritus and fecal pellets can have sinking velocities ranging from 10 to 100 m d −1 , since this is of the same order of magnitude than the vertical velocities found in the eddy, this may lead to increased concentration of dead particles in the upwelling parts of the eddy. Probably the effect will be largest on slowsinking detritus, since particles with vertical sinking speed of ∼O(100 m d −1 ) will sink below the eddy in just a few days. The next step in our research will be to investigate these aspect using an individual based model for zooplankton rather than simple particles.
Model -observation comparison
The setup of the numerical experiments were originally inspired by the observed distributions of biomass in anticyclonic eddies observed in the field (Fig. 7) , the details of these surveys are given in Godø et al. (2012) . Specifically an anticyclonic eddy in the Lofoten Basin region in November 2009 showed increased concentration of biomass (specifically krill) at the surface close to the rim of the eddy. At depth, the layer of mesopelagic fish had been displaced several hundred meters downwards (Fig. 7) apparently following the isotherms. The numerical experiment was set up in order to investigate whether the hydrodynamic conditions in the eddy could explain some of these observations of accumulated biomass and whether the vertical positioning of organisms played a role.
The hydrography of the observed eddy revealed that it is fresher and colder than its surroundings and originate from water in the NCC. The modeled eddy is also originating from the NCC and is therefore fresher than its surroundings, but unlike the observed eddy it is also warmer. However since salinity dominates the density effect, their density structure, and therefore the dynamics, is quite similar. Indeed, in the simulations, we do obtain increased concentration of particles close to the surface, in what seems to be narrower bands than those seen in the observations. In addition, modeled particles concentration along the eddy edge was patchy (Fig. 3) , so when comparing sections through the eddy from the model, the results will be sensitive to the location of the section. At depth, the model showed a vertical displacement downwards at the center of the eddy of about 300 m. The comparison with data is challenging because a great number of particles are needed to properly represent the particle distribution across a section of the eddy. While the vertical distribution resemble the observation, the acoustic signal in some eddies also show increased concentration of biomass around the eddy rim at depth (Godø et al., 2012) , this is not seen in our simulation. The relationship between mesoscale eddies and biomass has also been investigated in other regions. Sabarros et al. (2009) found high concentration of micronekton at the periphery of the eddies, similar to the finding in Godø et al. (2012) . While Yebra et al. (2009) and (Holliday et al., 2011) found high biological concentration associated with anticyclonic eddies in the Labrador Sea and off Australia respectively, but no evidence of higher concentration at the eddy rim. The differences could be caused by different eddy dynamics, different stages in the development of the eddy (Bakun, 2006) , or differences in the biological organisms present, but more field measurements are necessary to understand the eddy-ecosystem interactions.
Aggregation of particles, as seen in the model simulations, may affect the overall distribution and amount of biomass in relation to mesoscale activity. If we assume that the particles in the simulation represent slow-swimming zooplankton it is conceivable that the high-concentration patches will attract higher trophic levels such as fish and sea birds. One could imagine that swimming fish could just stay in this area and wait for food to come along. On the other hand if the zooplankton are aggregated, their growth may become food limited and after some time the aggregation areas may no longer be attractive to predators. The model showed that there were dynamic differences within regions with high particle concentration. Some regions had a very high exchange of particles and it is not likely that these organisms would experience any food limitation as they are quickly transported away from the area. In other patches there were little exchange with the surroundings and it is more likely that these will experience food shortage, but this of course also depend on the local primary production.
Conclusions
One objective of this work was to answer the questions as to whether the observed accumulation of biomass along the eddy rim is of physical (hydrodynamic) origin or is associated with biological processes (feeding behavior, increased primary production). The evidence from these numerical experiments points towards the mechanism for aggregation at the surface being of physical origin. But when the organisms have a preferred vertical position in the water column or perform diurnal migration, we see an even greater accumulation. It is possible for other biological processes to either amplify this effect, for example through attracting swimming predators, or damp it, for example by food limitation of the organism that are accumulated, but these processes cannot be inspected with the current modeling tool. As for the distribution at depth, pure hydrodynamics could account for the deepening of the mesopelagic layer at the center of the eddy, but not for the increased biomass at the depth at the eddy's edges. Thus biological processes arise as a potential cause for increased biomass around the eddy periphery at depth.
Whether this increase in biomass at depth could be connected to the physical accumulation processes at the surface is an open question.
Supplementary material related to this article is available online at: http://www.ocean-sci.net/8/389/2012/ os-8-389-2012-supplement.zip.
