We give a proof of a conjecture that Kleshchev multipartitions are those partitions which parametrize non-zero simple modules obtained as factor modules of Specht modules by their own radicals.
Introduction
After Hecke algebras appeared, unexpectedly deep applications and results have been found in the representation theory of these algebras. Concerned with ordinary representations, Lusztig's cell theory is the main driving force. But we do not consider it here. The other interest is about the modular representation theory of these algebras. We are mainly working with Hecke algebras of type A and type B, and this research is driven by Dipper and James [DJ1] [DJ2] . Recently, a new type of Hecke algebras was introduced. We call them cyclotomic Hecke algebras of type G(m, 1, n) following [BM] . Hecke algebras of type A and type B are special cases of these algebras. The author studied modular representations over the algebra for the case that parameters were roots of unity in the field of complex numbers [A1] . In particular, it gives the classification of simple modules. The removal of the restriction on base fields was achieved in [AM] . In the paper [AM] , we gave a classification of the simple modules over cyclotomic Hecke algebras in terms of the crystal graphs of integrable highest weight modules over certain quantum algebras. The result turns out to be useful for verifying a conjecture of Vigneras [Vig3] .
On the other hand, another approach was already proposed in [GL] [DJM] . Main results in the theory are that we can define "Specht modules", and that each Specht module S λ has natural bilinear form, and each of D λ := S λ /radS λ A.M.S. subject classification, 20C20, 20C33, 20G05 This work is a contribution to the JSPS-DFG Japanese-German Cooperative Science Promotion Program on "Representation Theory of Finite and Algebraic Groups" is an absolutely irreducible or zero module. Further, the theory claims that the set of non-zero D λ is a complete set of simple modules. But there is one drawback. The theory does not tell which D λ are actually non-zero. We conjectured in [AM] that the crystal graph description gave the criterion. Namely, we conjectured that D λ = 0 if and only if λ is a Kleshchev multipartition. The purpose of this paper is to prove the conjecture.
Another conjecture about the non-vanishing criterion was given by [DJM' ] for the Hecke algebras of type B. They introduced the notion of (Q, e)-restricted multipartitions and proved that it was sufficient for D λ = 0. They conjectured that it was also necessary. We generalize it to the notion of γ-restricted multipartitions and prove that they coincide with Kleshchev multipartitions. This part needs no extra work.
The author is grateful to A.Mathas for discussion he had at the early stage of the research, and to B.Leclerc for his explanation about an involution. It was very helpful. The influence of [VV] on this paper is evident. The author thanks M.Varagnolo and E.Vasserot for the paper.
Preliminaries
Let R be an integral domain, u 1 , . . . , u m be elements in R, and ζ be an invertible element. The Hecke algebra of type G(m, 1, n) is the algebra associated with these parameters is the R-algebra defined by the following defining relations for generators a i (1 ≤ i ≤ n). We denote this algebra by H n .
(a 1 − u 1 ) · · · (a 1 − u m ) = 0, (a i − ζ)(a i + ζ −1 ) = 0 (i ≥ 2) a 1 a 2 a 1 a 2 = a 2 a 1 a 2 a 1 , a i a j = a j a i (j ≥ i+2) a i a i−1 a i = a i−1 a i a i−1 (3 ≤ i ≤ n)
It is known that this algebra is R-free of rank m n n! as an R-module. This algebra is also known to be cellular in the sense of Graham and Lehrer [GL] , and thus has Specht modules. Following [DJM] , we shall explain the theory. A partiton λ of size n is a sequence of non-negative integers λ 1 ≥ λ 2 ≥ · · · such that λ i = n. We write |λ| = n. A multipartiton of size n is a sequence of m partitions λ = (λ (1) , . . . , λ (m) ) such that
If n = 0, we denote the multipartition by ∅. The set of multipartitions has a poset structure. The partial order is the dominance order, which is defined as follows.
Definition 2.1 Let λ and µ be multipartitions. We say that λ dominates µ, and write λ µ if we have
for all j, k.
With each multipartition λ, we can associate an H n -module S λ . Its concrete construction is explained in [DJM, (3.28) ]. It is easy to see from the construction that it is free as an R-module. These modules are called Specht modules. Each Specht module is naturally equipped with a bilinear form [DJM, (3.28) ]. We set D λ = S λ /rad S λ . It can be zero, but non-zero ones exhaust all simple H n -modules. We denote the projective cover of D λ by P λ .
Theorem 2.2 ( [DJM, Theorem 3.30] ) Suppose that R is a field. Then,
(1) Non-zero D λ form a complete set of non-isomorphic simple H n -modules. Further, these modules are absolutely irreducible.
(2) Let λ and µ be multipartitions of n and suppose that D µ = 0 and that
Note that (2) is equivalent to the following (2').
(2') Let λ and µ be multipartitions of n and suppose that D µ = 0 and that
It is obvious since we have [P µ :
As is explained in [AM, 1.2 ], the classification of simple H n -modules is reduced to the classification in the case that u 1 , . . . , u m are powers of ζ 2 . This is a consequence of a result in [Vig1, 2.13 ] (see also [DM] ). We can also assume that ζ 2 = 1, since the case ζ 2 = 1 is well understood. In the rest of the paper throughout, we assume that
If ζ 2 is a primitive r th root of unity for a natural number r, γ i take values in Z/rZ. Otherwise, these take values in Z. We now recall the notion of Kleshchev multipartitions associated with (γ 1 , . . . , γ m ). To do this, we explain the notion of good nodes first.
We identify a multipartition λ = (λ (1) , . . . , λ (m) ) with the associated Young diagram, i.e. an r-tuple of the Young diagrams associated with λ (1) , . . . , λ (m) . Let x be a cell on the Young diagram which is located on the a th row and the b th column of λ (c) . If u c ζ 2(b−a) = ζ 2i , we say that the cell x has residue i (with respect to γ = (γ 1 , . . . , γ m )). We denote the residue by r γ (x). A cell is called an i-node if its residue is i. Let λ and µ be multipartitions. We first assume that |λ|+ 1 = |µ|, r γ (x) ≡ i, and let x be the cell µ/λ. We then call x an addable i-node of λ. If |λ|− 1 = |µ| and r γ (x) ≡ i, we call x = λ/µ a removable i-node of λ.
For each residue i, we have the notion of normal i-nodes and good i-nodes. To define these, We read addable and removable i-nodes of λ in the following way. We start with the first row of λ
(1) , and we read rows in λ (1) downward. We then move to the first row of λ (2) , and repeat the same procedure. We continue the procedure to λ (3) , . . . , λ (m) . If we write A for the addable nodes, and R for the removable nodes, we get a sequence of A and R. We then delete RA as many as possible. For example, if the sequence is RRAAAARRRAARAR, it ends up with − − − − AAR − − − − − −R. The nodes corresponding to the R in the last sequence are called normal i-nodes. The node corresponding to the leftmost R is called the good i-node. If x is a good i-node for some i, we simply say x is a good node. We can now define the set of Kleshchev multipartitions associated with γ = (γ 1 , . . . , γ m ).
Definition 2.3 We declare that ∅ is Kleshchev. Assume that we have already defined the set of Kleshchev multipartitions of size n.
Let λ be a multipartition of size n+1. We say that λ is Kleshchev if and only if there is a good node x of λ such that µ := λ\{x} is a Kleshchev multipartition.
We denote the set of Kleshchev multipartitions of size n by γ KP n , and set γ KP = ⊔ n≥0 γ KP n . To understand the definition in the representation theoretic context, we introduce the combinatorial Fock space F γ v , which is a Q(v)-vector space whose basis elements are indexed by the set of all multipartitions. We identify the basis elements with the multipartitions. The size of multipartitions naturally makes it into a graded vector space. The combinatorial Fock space is a module over a quantum algebra, which we shall now explain. Recall that the multiplicative order of ζ 2 is r ≥ 2. Let U v be the quantum algebra of type A
(1) r−1 if r is finite, and of type A ∞ if r = ∞. We omit the definition of the quantum algebras here, since it is well known. A theorem of Hayashi, interpreted through the so-called boson-fermion correspondence [MM] , allows us to define the action of U v on F γ v . The explicit description of the action is explained in [AM, Proposition 2.5] . We review it in the next section in detail. We can prove the welldefinedness in a direct way [A2] .
We consider the
It is isomorphic to an irreducible highest weight module with highest weight Λ = Λ γ1 +· · ·+Λ γm . To describe its basis in a combinatorial way, we need the crystal graph theory of Kashiwara. In our particular setting, we can prove the following theorem using argument in [MM] . The theorem explains the motivation to introduce Kleshchev multipartitions. 
Its application to the modular representation theory of cyclotomic Hecke algebras first appeared in [A1] , generalizing and verifying a conjecture of Lascoux, Leclerc and Thibon [LLT] . In [A1] , the base field was assumed to be the field of complex numbers, but we can remove the assumption as long as the classification of simple modules is concerned. To explain the parametrization in more detail, we introduce the direct sum of the Grothendieck groups of projective H n -modules. We always assume that the coefficients are extended to the field of rational numbers. If H n is semisimple, all S λ are irreducible, and we identify the direct sum with F when the base ring is R. Let (K, R, F ) be a modular system. We assume that there is an invertible element ζ ∈ R such that its multiplicative order in K and F is the same. Then D In particular, to know which D λ are non-zero, it is enough to consider the case that the base field is C.
Now assume that we are in the case that the base field is C. We identify the direct sum of the Grothendieck groups of projective H n -modules with M γ v=1 . The main theorem in [A1] asserts that the canonical basis evaluated at v = 1 consists of indecomposable projective H n -modules (n = 0, 1 . . . ). Hence we have a bijection between canonical basis elements of M γ v and indecomposable projective H n -modules P λ for various n, and thus a bijection between canonical basis elements of M γ v and simple H n -modules D λ for various n. It is known that the canonical basis gives a crystal base of
, which is unique up to scalar [Ka] . More precisely, the crystal lattice L(Λ) is the R v -lattice generated by the canonical basis elements, and B(λ) consists of the canonical basis elements modulo v. Then Theorem 2.4 asserts that with each canonical basis element G(b), we can uniquely associate a multipartition ν ∈ γ KP . This is the parametrization we give in Theorem 2.5. We summarize the way to parametrize simple modules as follows. Note that ν can be different from λ at this moment.
For each non-zero D λ , there exists a unique canonical basis element
We have met two parametrizations. One given in Theorem 2.5 and one given in Theorem 2.2. Hence it is natural to ask, if these coincide. The main observation is the following conjecture, which will be proved in the last section. 
Fock space
In this section, we explain the U v -module structure given to F γ . To do this, we first fix notations. Let λ be a multipartition and let x be a cell on the associated Young diagram which is located on the a th row and b th column of λ (c) . Then We say that a cell is above x if it is on λ (k) for some k < c, or if it is on λ (c) and the row number is strictly smaller than a. We denote the set of addable (resp. removable) i-nodes of λ which are above x by A a i (x) (resp. R a i (x)). In a similar way, we say that a cell is below x if it is on λ (k) for some k > c, or if it is on λ (c) and the row number is strictly greater than a. We denote the set of addable (resp. removable) i-nodes of λ which are below x by A b i (x) (resp. R b i (x)). The set of all addable (resp. removable) i-nodes of λ is denoted by A i (λ) (resp. R i (λ)).
In the similar way, we define the notion that a cell is left to x (resp. right to x). We denote the set of addable i-nodes which are left to x (resp. right to x) by A l i (x) (resp. A r i (x)). The set of removable i-nodes which are left to x (resp. right to x) is denoted by R l i (x) (resp. R r i (x)). We then set
and N r i (x) are similarly defined. Finally, we denote the number of all 0-nodes in λ by N d (λ). Then the U v -module structure given to F γ v is as follows. We call it Hayashi action.
. . , m) be the combinatorial Fock spaces defined for the cases that m = 1 and γ = γ i . The U v -module structure on these spaces are defined by the same formula given above. Let ∆ ′ be the comultiplication defined by coincides with Kashiwara's, and the action coincides with [LLT] . Hence the R v -lattice generated by λ is a crystal lattice in F v , but to stress that the crystal base here is a so-called "basis at v = ∞" in the sense of Lusztig, and not the one generated over R v by λ, we adopt the different notation. The action on F −γ v −1 is as follows. We also call it Hayashi action.
In the rest of paper, we exclusively work with F
We now turn to a theorem of Varagnolo and Vasserot [VV] . We note here that our v corresponds to q = v −1 in [VV] . Let Γ be the quiver Γ ∞ or the cyclic quiver Γ r of length r [VV, 3] . The vertices of Γ are I = Z or I = Z/rZ respectively. Fix a prime p and let q be a power of p. Let V = ⊕ i∈I V i be an I-graded F q 2 -vector space. We denote
functions on E V supported on a finite number of orbits.
Let d = t + w and fix I-graded F q 2 -vector spaces T, W of dimension types t, w. We consider the following diagram as in [L3, 1.10 ].
is exact sequence of I-graded vector spaces, and xφ(W ) ⊂ φ(W ); F is the set of pairs (x, U ) such that x ∈ E V and U is a x-stable I-graded subspace of dimension type w.
Let us denote byx the linear map on V /φ(W ) induced by x, and byψ the isomorphism V /φ(W ) ≃ T induced by ψ. Then p 1 , p 2 , p 3 are given by
Following [L3, 1.12, 1.15], we define the product of f ∈ A F q 2 ,t , g ∈ A F q 2 ,w by
where h is such that p * 2 h = p * 1 (f g) and m(t, w) = i∈I t i w i+1 + i∈I t i w i . Note that the product in [VV] is opposite to this product. To relate them, we reverse the orientation of Γ by taking dual spaces and considering transpose of linear maps. More precisely, we let T v , W v be the dual spaces whose grading are given by
Then the difinition of m(t, w) and varieties E, F in the previous diagram can be identified with those in [VV, 3 .1].
Although we work with a certain set of G V -invariant functions on the moduli space of nilpotent representations of Γ over finite fields F p 2e (e = 1, 2, . . . ), [L3, Theorem 2.4, 3.4] guarantees that it is the same as working with the perverse sheaves which Lusztig used in [L1] to realize U − v in a geometric way. Since the correspondence between v in various setting is a bit confusing matter, we explain the relation here for readers' covenience. First of all, shift operation of complexes in the perverse sheaf setting corresponds to the multiplication by q −1 in the G V -invariant function setting, since the shift corresponds to Tate twist which changes the eigenvalues of Frobenius by q −1 . For example, if X is a smooth variety, 1[dimX] is perverse, and it corresponds to q −dimX 1 X . Recall that the shift is multiplication by v in [L1] [L2] , and multiplication by v −1 in [L3] . (Thus he specializes v to q in [L3] .) We adopt the former notation. Namely we follow [L1] and [L2] . We also recall that Lusztig identifies his algebra f with the plus part of the quantum algebra. Since we use the minus part of the quantum algebra and not the plus part, the shift operation in the perverse sheaf setting corresponds to
In conclusion, we identify q with v ∈ U − v . The space corresponding to A F p 2e ,d (e = 1, 2, . . . ) is denoted by A d . The isomorphism between the realization in terms of the perverse sheaves and the realization in terms of the G V -invariant functions for various e takes f i to f i . Further, the isomorphism takes each canonical basis element to the characteristic function of the perverse sheaf with respect to a F p 2e -structure [L3, Theorem 5.2] .
Mimicking the argument which Lusztig used for Res operation, Varagnolo and Vasserot [VV] related the Hayashi action on F r−1 to the Hayashi action over the quantum algebra of type A ∞ . In the rest of this section, we shall explain it in some detail. We will make it self contained, since we use Lusztig's formulation.
Let V be a Z-graded vector space of dimension type d, and let V be the induced Z/rZ-graded vector space of dimension typed whered i = j≡i d j . V is filtered by
We identify the associated graded space with V . We set
and denote the closed embedding into E V and the projection to E V by
Note the difference between Lusztig's Res operation and this operation. We do not consider x onV ≥i /V >i , which is 0.
We then define a map γ F q 2 ,d :
The correponding map between Ad and A d is denoted by γ d .
Example Letī ∈ Z/rZ. If j < k and j, k ∈ī, we have
We say thatγ = (γ 1 , . . . ,γ m ) is a lift of γ = (γ 1 , . . . , γ m ) ifγ i mod r = γ i for all i. If r = ∞, we setγ = γ. For eachγ, we have Fγ v , and it is a module over the quantum algebra of type A ∞ . The key proposition is the following proposition [VV, Proposition 6.0] . In the following, {α i } i∈I is the set of simple roots chosen for the root system associated with U v , and U 
For each n, we take a liftγ such thatγ i >> γ i+1 for all i. Then this action coincides with the U (Proof) The formula we need for the welldefinedness is the following.
where k(t, w) = i<j w i (2t j − t j−1 − t j+1 ). We first prove the welldefinedness using this formula. Set α = w i α i , β = t i α i and take x 1 ∈ (U v ) −α and x 2 ∈ (U v ) −β . We have
Let e j be the dimension type whose unique non-zero element is 1 on the j th entry. The second formula we need is that for a residue i ∈ Z/rZ, we have γ e k (f i ) = f k for k ≡ i. We takeγ i >>γ i+1 for all i. Then by using this formula, we can prove that the action coincides with the Hayashi action on those λ whose size are not large. In fact, we have that f k λ = µ for a unique µ by our assumption, and that the weight of λ on F
where d λ,i is the number of i-nodes in λ. It is easy to see that it is equal to N j (λ), i.e. the number of addable j-nodes minus the number of removable jnodes, if the weight is evaluated at h j . Since our assumption implies that j appears in a unique λ (c) , and k < j implies the addable and removable j-nodes are right to the cell added by f k , we have
Thus, it is enough to prove two formulas we used above. These are proved by using the following another formula.
The notations fd, Sd ,d , f d and r(d) will be explained in the cource of the proof. These fd and f d are PBW-type elements up to shift, which generate the quantum algebra of type A
r−1 and of type A ∞ respectively.
. . )) be a sequence of dimension types of the quiver Γ ∞ (resp. Γ r ), F d (resp. Fd) be the set of flags
We denote the set of pairs (x, F ) (resp. (x,F )) satisfying xF k ⊂ F k (resp. xF k ⊂F k ) for all k byF d (resp.Fd). The first projection to E V (resp. EV ) is denoted by π d (resp. πd). The element f d (resp. fd) is by definition π d! 1 (resp. πd ! 1).
For each (x,F ), the associated Z-graded spaces 
and
which are equal tod if we take residues modulo r. Note that κ d factors as follows.
where F is the Z-graded flag associated withF and x is the element in E V induced byx.
We shall prove that τ d is a vector bundle of rank
Once it is proved, we have that (
, and thus the desired third formula:
It is easy to deduce the second formula that for i ∈ Z/rZ, we have γ e k (f i ) = f k for k ≡ i. To have the first formula, it is enough to prove
The computation we need are the following.
we have,
and thus we have the first formula. To complete the proof, we will show that τ d is a vector bundle of rank r(d).
We first note that to giveF
It is because we can subtract vectors inF k j whose leading terms are in V j .
The sum is over j > i. Thus, z
. The elements z k ij are determined recurcively, starting with k >> 0. Since
gives the restriction on the degree of freedom, we have that such z k ij constitute a linear variety of dimension i<j,i≡j dimHom(
Once we are given z k ij , we will choosex next. To givex ∈ EV ,V which induces x on E V is the same as giving linear maps
k ⊂F k is equivalent to the statement that for t in F k i , we have
It is equivalent to
Thus, such y i,j+1 constitute a linear variety of dimension i<j,i≡j,k<l d
. Therefore, we have computed the fiber of τ d . We are through.
The representation given in the above Proposition 3.1 coincides with the representation considered in [JMMO] up to the transpose of multipartitions if we take 0 ≤ −γ 1 ≤ · · · ≤ −γ m < r.
To describe canonical basis of the quantum algebras of type A ∞ and A
r−1 , we fix several more notations. A segment is a sequence in Z/rZ or in Z of the form a, a+1, . . . , a+l−1. They index indecomposable representations of the quiver Γ r and Γ ∞ respectively. A multisegment is a multiset of segments. For multisegments, we use notation m for Γ ∞ , andm for Γ r . We write m ∈m if m is obtained from m by taking residues modulo r.
We let Om (resp. O m ) be the orbit corresponding to the representation of Γ r (resp. Γ ∞ ) indexed bym (resp. m). The perverse sheaf IC(Om, 1) (resp. IC(O m , 1)) is denoted by bm (resp. b m ).
We consider the representation in Proposition 3.1, and assumeγ i >>γ i+1 for all i. Since the geometric description of η(x) is in terms of Lusztig's, the geometric description for x coincides with that in [VV] . Thus, as is explained in [VV, Proposition 5 .0] using [N1, Theorem 11.7, Proposition 3.5], we have an explicit correspondence between multipartitons and canonical basis elements indexed by multisegments for Γ ∞ . Namely, each of them can be identified with a single multipartition, and the rule to obtain the multisegment corresponding to a multipartiton in F −γ v −1 is by reading rows of multipartitions. Note that in our special setting, the dimension type d uniquely determines the canonical basis element. A consequence of Proposition 3.1 is the following non-negativity result.
(Proof) Since H −j (κ ! ι * bm) are perverse, and κ ! ι * bm is a semi-simple complex as in [L2, Lemma 9.2 .4], we have
and thus the non-negativity holds.
Lemma 3.3 Let bm be a canonical basis element. Then we can take a product of divided powers f (Proof) We recall the Fourier-Deligne transform introduced in [L2, 10.1.1]. It consists of pullback operation, tensoring by a local system, and pushforward operation. For each bm, we take a nodeī in Γ r for which a := dimVī > 0, and we change the orientation to make it a sink. Then the Fourier-Deligne transform corresponding to this change of orientation transforms bm to a simple perverse sheaf. We then apply [L2, Proposition 9.3.3] . We have a simple perverse sheaf such that if multiplied by f
, it has the original perverse sheaf with multiplicity 1, and has other perverse sheaves supported in the closure with coefficients in N[v, v −1 ]. We then apply the inverse of the Fourier-Deligne transform to obtain the same result for bm. By arguing inductively, we are through.
The proof of the conjecture
The dominance order on F −γ v −1 is defined by reading columns from left to right, which we also denote by λ µ. If we read the columns from right to left, we have the reversed dominance order. For each i ∈ Z, let d λ,i be the number of i-nodes in λ. We introduce a lexicographic order on the set of multipartitions as follows. Let λ, µ be multipartitions of a same size. We write λ > µ if there exists (Proof) Recall that M γ v=1 , the sum of Grothendieck groups of projective H nmodules, is embedded into F γ v=1 by sending S λ to λ. Hence, Theorem 2.2 implies that ξ(P λ ) has the form ξ(P λ ) = λ T + µ⊲λ T c µ µ. In particular, among multipartitons appearing in ξ(P λ ), λ T is the maximum element with respect to the lexicographic order.
On the other hand, Theorem 2.5 implies that there exists a canonical basis element G(b) such that P λ = G(b) v=1 . We apply the assumption to ξ (G(b) ). Then multipartitions appearing in ξ(G(b)) has a maximum element with coefficient 1. Since it is a canonical basis element and the coefficient is 1, it must be the transpose of a Kleshchev multipartiton, say ν. We specialize ξ(G(b)) to v = 1. Note that ν does not vanish. Since both λ T and ν T are maximum elements, we have ν = λ. Hence the two parametrizations given in Theorem 2.2 and Theorem 2.5 coincide.
To prove the conjecture, we need another lemma concerning the coefficient of the maximum multipartition in f
For the purpose, we generalize an involution introduced by Leclerc and Thibon [LT1] following [U] .
In [TU] , Takemura and Uglov constructed higher level Fock spaces by generalizing [KMS, Proposition 1.4] . Let { u i } i∈Z be the basis vectors of an infinite dimensional space. More precisely, the space is originally
, and if we denote the basis elements by e a ⊗ e b z N , we identify u i with e a ⊗ e b z [U] . Note that this identification is different from that in [TU] since the evaluation representation for U ′ v (ŝl m ) taken in [TU] is different from that in [U] . This space is naturally a U
The semi-infinite wedges of the form u I = u i1 ∧ u i2 ∧ · · · such that i k = c−k+1 for all k >> 0 are said to have charge c. The space of semi-infinite wedges of charge c is denoted by F c . To make F c into a U v (ŝl r ) ⊗ U v (ŝl m )-module, we use the following coproducts.
Note that ∆ (l) (resp. ∆ (r) ) is obtained from Lusztig's coproduct (resp. ∆ ′ ) by reversing the order of the tensor product. The only reason we use them here is that we are more familiar with semi-infinite wedges which are infinite to the right. ∆ [TU, Proposition 4.1] . For a normally ordered wedge, we locate them on an abacus with rm runners. On each runner, larger numbers appear in upper location, and the row containing 1 is read 1, . . . , rm from left to right. We divide the set of these runners into m blocks. Then we have m abacuses each of which has r runners. By reading i k 's in each block, we have m semi-infinite wedges. We now assume that these are of the form u (k)
for all k and i >> 0. We then identify u
v −1 with the subspace of F c (c = − γ k ) spanned by the wedges u I whose u (k) I have this form. This correspondence from normally ordered wedges to multiprtitions is compatible with the action of U v (ŝl r ). (If we consider usual abacus with r runners, it is compatible with U v (ŝl m )-action.) More precisely, for each n, we takeγ such that −γ k << −γ k+1 for all k. Then the action of U v (ŝl r ) on the multipartitions of size less than n coincides with the action given in Proposition 3.1. This directly follows from the definition of the coproduct ∆ (l) . We are now in a position to define a bar operation on the space of semiinfinite wedges as in [U, 3.1] . The definition is identical to the definition of the bar operation on level one modules introduced in [LT1, Proposition 3.1]. The welldefinedness for level one modules is given in [LT2, ]. The same proof works for the semi-infinite wedges considered here. We also have that fī commutes with the bar operation, and that the bar operation preserves the size of multipartitions.
We can now state the properties of the bar operation due to Uglov. (2) fīλ = fīλ, and ∅ = ∅. In particular, the bar operation is an extension of the bar operation defined on M −γ v −1 . (3) For each n, we takeγ as before. Then for multipartitions of size less than n, we have that λ has the form λ + µ⊲λ α λ,µ (v)µ.
The validity of ∅ = ∅ comes from the facts that the bar operation preserves the subspace F −γ v −1 , and ∅ is the unique multipartiton of the minimum size. The straightening laws show the unitriangularity of the bar operation. Note that the dominance order in [U] corresponds to the reversed dominance order here. This triangularity also gives an algorithm to compute canonical basis on higher level modules. Thus it also computes decomposition numbers of cyclotomic Hecke algebras of type G(m, 1, n) over the field of complex numbers [A1] .
Corollary 4.3 The coefficient of the maximum multipartiton in f
(Proof) Since this element is bar invariant, it easily follows from the properties of the bar operation given above.
The following theorem is the main result of this article, which verifies the conjecture in [AM, 2.12] . It can be proved by the combination of Theorem 2.2, Corollary 3.2 and Theorem 4.2, but we give a more geometric proof here. (Proof) For each bm∅ = 0, we take f
∅ as in Lemma 3.3. We denote the maximum element in f
We claim that the coefficient of λ in bm∅ is 1. Note that we have already proved in Lemma 4.3 that it is reciprocical.
We shall prove the claim by the induction on the dimension of Om. If it is mimimum, f
∅ itself is a canonical basis element. Since it is in the crystal lattice, positive powers of v never appear. We conclude that the coefficient of λ is a non-zero integer. Since canonical basis elements become single multipartitons modulo v −1 , this coefficient must be 1. We now proceed to the general case. We consider multipartitons appearing in bm′ ∅. By Lemma 3.2 and Lemma 3.3, they also appear in f
Thus if the dimension type (d µ,i ) i∈Z is different from d, we have µ < λ. If there is no multipartiton of the same dimension type as λ, we conclude that λ appears in bm∅ with a reciprocical polynomial coefficient. Thus the coefficient must be 1 by the same reason as above.
If the dimension type is the same, we should have µ = λ by our choice ofγ. By the induction hypothesis, λ appears in bm′∅ with coefficient 1 or 0, since it is the maximum element among the multipartitons appearing in bm′ ∅ if it appears. We consider γ d (bm′ ) and γ d (bm). b mmax appears in γ d (bm′). Since the support of γ d (bm′ ) is contained in the closure of the support of γ d (bm), there is a b m appearing in γ d (bm) such that O mmax is in the closure of O m . We now recall Nakajima's criterion [N1] when b m ∅ does not vanish. As was mentioned before, we use it in the dualized form [VV, 5.0] . Note that we are essentially in the level 1 case. Let Λ V be the set of commuting pairs (x, y) where x is a representation of Γ ∞ and y is a representation of Γ v ∞ ; the quiver with the opposite orientation. We set Λ m = {(x, y) ∈ Λ V | x ∈ O m } Let n k be the multiplicity of k in −γ 1 , . . . , −γ m . We consider a collection of linear maps ι = {ι k } each of which maps a n k dimensional vector space to V k respectively.
Then b m ∅ = 0 if and only if there exist (x, y) ∈ Λ V and {ι k } k∈Z such that these satisfy the following two conditions.
(1) The closure of G V -orbit of (x, y) contains (0, 0). Thus O mmax has such (x, y) and ι. Since O mmax is in the closure of O m , the same elements provide elements which satisfy the above conditions for O m . We conclude that b m ∅ = 0. Thus it must be λ. We thus have that λ appears in bm∅ with non-zero coefficient. Note that this coefficient is a reciprocical polynomial, since c bm′ (v) is reciprocical and the coefficient of λ in bm′ ∅ is 1 by the induction hypothesis. Since bm∅ is a canonical basis element, positive powers of v never appear. Thus it is non-zero only if it is 1. We then have contradiction, since there are two canonical basis elements which become λ modulo v −1 . We conclude that λ should appear in bm∅ and its coefficient is 1. In other words, there is a maximum element in the multipartitons appearing in bm∅ such that it has coefficient 1. Therefore, the assumption of Lemma 4.1 is satisfied, and we are done.
In [DJM' ], Dipper, James and Murphy introduced the notion of (Q, e)-restricted multipartitions for Hecke algebras of type B. We generalize it as follows. Note that a standard tableau gives a linear order on the set of cells. For a given tableau, we read the residues of the cells according to the linear order. We call it the residue sequence of the tableau. We say that a multipartiton λ is γ-restricted if there is a standard tableau of shape λ such that its residue sequence never appear in the residue sequences of tableaux of shape µ ⊳ λ. We then have the following theorem. ∅, which is contradiction. Thus we have that Kleshchev implies γ-restricted. If λ is γ-restricted, the same proof as in [DJM', Theorem 8.19] shows that D λ = 0. Thus it is Kleshchev.
Combined with the previous theorem, it proves the conjecture in [DJM' ].
