We study the problem of inverting the n-dimensional Radon transforms for non-smooth data. We apply Tychonov's regularization technique to define and construct approximate solutions for such ill-posed problems. By conducting numerical computations, we present a concret example to illustrate the applicability of our approximation approach.
Introduction
For f (x), x ∈ R n , the Radon transform of f , g(p, ω), is defined by the following integral of f (x) over the hyperplane with unit normal ω and distance p from the origin:
The problem of inverting the Radon transform consists in solving equation (1) for f (x) from given g(p, ω). Because of its theoretical values and applications in computed tomography,there has been non-stopped research interest in this area, ranging from early studies [19] and [11] to very recent publications [21] and [7] , among many research results related to this topics. When n = 2, there have been a lot of published results regarding the inversion of exponential Radon transform (when µ = 0, exponential Radon transform is the ordinary Radon transform), for instance, [4] , [5] , [6] by Hazou and Solmon, [10] by Kuchment and Shneiberg, [9] by Kuchment and L'Vin, [12] by Markoe, [14] [15] by Natterer, [20] by Tretiak and Metz, [23] by Zheng and Wang, etc. Especially, Hazou and Solmon studied the inversion problem of generilized Radon transform with non-smooth data. Numerical computations were conducted in [6] to obtain the convolution kernels corresponding to some point spread functions and the results of reconstructions of a mathematical phantom. Very recently, Kuchment and Shneiberg in [10] obtained inversion formulas for the exponential Radon transforms in the case of the angle depending attenuation. When n = 3, Cho in [2] studied the inversion problem of Radon transform. For n-dimensional transform, Hazou and Solmon in an earlier paper [4] derived approximate inversion and inversion formulas of filtered back-projection type for the exponential Radon transform. They also established explicit formulas for convolution kernels corresponding to a point spread function that can be used to invert the transform. But the formulas for convolution kernels obtained there are not suitable for numerical computations.
In this note, we study the problem of inverting the n-dimensional Radon transforms for non-smooth data. We will apply Tichonov's regularization technique to define and construct approximate solutions for such ill-posed problems. We will derive explicit formulas for computing convolution kernels which are very easy to use in practice. By conducting numerical computations, we will present a concret example to illustrate the applicability of our approximation approach.
We arrange this article in the following order. In section 2, we establish explicit formulas for the convolution kernels. In section 3, we introduce a regularization operator to define stable approximate solutions of ill-posed problems. In the last section, section 2, we illustrate the applicability of our approximating approach by applying the formulas we derived to one concret example and by comparing numerically the actual solution and the approximate solution.
Convolution Kernels
In this section, we derive explicit formulas for computing convolution kernels involved in the inversion formulas of the Radon Transforms Assume that f (x) is a continuous function with compact support. The area of the surface of the unit sphere in R n is denoted as ω n . Suppose that two functions g c (x) and G c (p), both depending on a positive parameter c, satisfy the following identity:
then it is easy to see that
The left side of (3) is denoted by f c (x) and called the average of f (x) with the kernel g c (x). It is easy to choose an average kernel g c (x) so that lim
n so one obtains immediately the well-known inversion formula for Radon transform:
Our goal in this section is to derive formulas for convolution kernel G c for given g c that can be easily used for theoretical and numerical computations.
To solve equation (2), we start with calculating integral
Differentiating both sides with respect to t and then setting t = 1, we get
here we used G(p) = G(−p) for convenience. The above computations enable us to reduce equation (2) to the following equation:
Next we proceed our discussion in two cases. First let us assume that n is an odd integer: n = 2k + 3, k = 0, 1, . . . . In this case, (7) becomes
Differentiating both sides with respect r yeilds
Continuing differentiating on both sides for k − 1 more times, we have
Therefore,
Now we assume that n is even: n = 2k, k = 1, 2, . . . . In this case, (7) becomes
Multiply both sides of the above equation by r √ r 2 − p 2 and then integrate on r from 0 to t to get
dr dp
We then obtain the following equation similar to (8):
where
Following a procedure similar to the one deriving (11), we find in this case:
Example Let
It is simple to show that any continuous function with compact support can be approximated by its average f c with the kernel g c (x) uniformly on R n . Using the formulas (11) and (14), we can compute the covolution kernel corresponding to g c (x) as the following.
For odd integer n:
For even integer n,
Regularization Approach
In this section, we will introduce a regularization operator to define stable approximate solutions of ill-posed problems. We consider Radon integral operator R as a mapping from space
where C(S T ) consists of continuous functions with compact support contained inside of the sphere S T , centered at the origin and of redius T , and
is a cylinder. We equip C(S T ) and L 2 (H) respectively with the following norms:
Notice that the inverse operator R −1 defined on the range of R, RC, is not continuous. Let us take an example to see this. Let
A direct calculation shows that for n ≥ 3:
But |f | C = π δ can be sufficiently large for sufficiently small δ. For n = 2, we can take
to draw similar conclusion. So the problem of determining the solution f (x) of (1) in the space C(S T ) from initial data g(p, ω) in the space L 2 (H) is not well-posed in the sense of Hadamard [19] . In the following, We apply an approach developed by Tikhonov to define and construct approximate solutions that are stable under small change in the initial data. This approach is based on the concept of a regularization operator [19] . We will use the inversion formula (4) established in section 2 to construct a regularizing operator and hence to define an approximate solution of (1).
In the equation Rf * = g * with g * ∈ RC(the range of R), we hope to solve for f * ∈ C(S T ). In practice, very often we can only obtain an approximate data g δ (from experimental observations) such that 
Suppose now ∥g − g * ∥ ≤ δ ≤ δ 0 (δ 0 is a fixed constant). We have the following result:
Theorem 3.1 If the function
is selected as a regularization parameter and if
that is, the operator R * (g, c) is a regularizing operator and therefore
can be regarded as an approximate solution of (1) .
Proof: Obviously,
where by (4) a(δ) → 0 as δ → 0. It remains only to estimate the integral on the right hand side of (18) . We only consider the case that n is odd (the other case can be treated in an analogous manner). Let us use the convolution kernel we computed in section 2 corresponding to
From (15), a direct computation shows that
where M is a constant and c < 1. By virtue of the definition of c it is easy to see the right hand side tends to 0 as δ goes to 0.
Example
We use one example in this section to show the accuracy of our approximate solutions obtained by using approximation operator R * introduced in previous section by comparing the values of approximate solution with that of the actual solution.
Take Here we take
