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a b s t r a c t
A new numerical method for two-point boundary value problems associated to differential
equationswith deviating argument is obtained. Themethod uses the fixed point technique,
the trapezoidal quadrature rule, and the cubic spline interpolation procedure. The
convergence of the method is proved without smoothness conditions, the kernel function
being Lipschitzian in each argument. The interpolation procedure is used only on the
points where the argument is modified. A practical stopping criterion of the algorithm is
obtained and the accuracy of the method is illustrated on some numerical examples of the
pantograph type.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The existing numerical methods for two-point boundary value problems associated to second order functional
differential equations are based on variationalmethods (see [1]) or use finite differences (see [2,3]), Runge–Kutta procedures
(see [4,5]), Lagrange interpolation (see [6,7] for Fredholm integral equations which generalize the integral equation
equivalent with such two-point boundary value problems), spline functions (see [8–10]), extrapolation schemes (see [11]),
the shooting methods (see [12,13], and [1,14]), collocation methods (see [15,16,8,9,17]) etc. In the survey of Cahlon and
Nachman [18] concerning the numerical methods for boundary value problems of differential equations with deviating
argument, it is mentioned that only a few papers on this subject are published. In this context, we can mention the
following papers: [2,19,20,11,21,18,8,22,12,3,23,9,13,17,24,10,25]. The papers [19,20,22] present the same one-interval-
one-point boundary value problem approached with successive and Pade approximations (in [19,22]), and with successive
andmodified successive approximations (in [20]). In [2,3], the numericalmethod for boundary value problems of differential
equations with deviating argument is based on finite differences, in [11], the Richardson extrapolation is used, whereas
in [24], this problem is approached by projection methods using polynomial splines. The performing methods for the
numerical solution of boundary value problems associated to differential equations with deviating argument are frequently
focused on finite differences (see [2,3]), shooting techniques (see [21,12,13]), and collocation (see [8,9,17], and [10]). In [21],
a shooting method based on the Runge–Kutta procedures and on the Newton method is constructed, while in [13], the
shootingmethod is based on the Euler procedure (better accuracy being obtained in [21]). The collocationmethod is usually
based on spline functions (see [8,9,17,10]) and better accuracy is obtained in [17]. The more efficient methods with the best
accuracy have the order of error O(10−5 ÷ 10−6) for stepsize h = 0.1, and are obtained in the papers of Bartoszewski [21]
and Qu and Agarwal [17]. In [21], the two-point boundary value problems are presented as particular cases of a fixed point
problem and for the numerical solution a shooting technique is used.
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In this paper, we construct a new numerical method that has the order of error O(10−5÷ 10−6) for stepsize h = 0.1 and
does not require smoothness conditions in the proof of convergence. The convergence of the shooting and finite differences
methods usually involves the continuity of the first order partial derivatives of the kernel function, while in the case of the
collocation method, it is necessary that the kernel function is sufficiently smooth.
Here, we propose the method of successive interpolations for two-point boundary value problems associated to second
order differential equations with variable modification of the argument. The principles of this method were introduced
in [26] for the first order pantograph equation. The method combines Picard’s sequence of successive approximations
(given by the fixed point technique) with a quadrature rule and uses a natural cubic spline interpolation procedure only
on the points where the modified argument appears. The interpolation procedure is repeated at each step of iteration using
the values computed at the previous step. All the procedures included in the algorithm are recurrent and therefore easy
to program. The method is thought to be an alternative to the well-known spline functions, collocation, shooting, finite
differences, and variational methods in the situations uncovered by these methods (most of them require at least first order
smoothness conditions, i.e. ∂ f
∂u ,
∂ f
∂v
to be continuous and bounded on [0, a] × R× R). In the present paper, the convergence
of the method is obtained without smoothness conditions (the kernel function being only Lipschitzian in each argument).
Consider the two-point boundary value problem:
x′′(t) = f (t, x(t), x(ϕ(t))), t ∈ [0, a]
x(0) = b, x(a) = c , (1)
where a > 0, b, c ∈ R and ϕ : [0, a] → R is such that 0 ≤ ϕ(t) ≤ a,∀t ∈ [0, a]. The particular case ϕ(t) = λt
corresponds to the second order pantograph equation. We suppose that ϕ is Lipschitzian and f is Lipschitzian in each
argument. Under these conditions, the proposed method is convergent and numerically stable. The a priori error estimate
leads to the convergence and to the numerical stability of themethod,whereas the a posteriori error estimate gives a practical
stopping criterion of the algorithm. Finally, the accuracy, the convergence, and the numerical stability of the method are
tested on two numerical examples of the pantograph type.
2. Existence, uniqueness and approximation
In the functional space C[0, a] the boundary value problem (1) is equivalent to the Fredholm integral equation
x(t) = ct
a
+ (a− t)b
a
−
∫ a
0
G(t, s) · f (s, x(s), x(ϕ(s))) ds,
where G : [0, a] × [0, a] → R is the well-known Green function:
G(t.s) =

s
a
(a− t), s ≤ t
t
a
(a− s), s ≥ t.
The above integral equation can be written in the form
x(t) = ct
a
+ (a− t)b
a
−
∫ t
0
s(a− t)
a
· f (s, x(s), x(ϕ(s))) ds−
∫ a
t
t(a− s)
a
· f (s, x(s), x(ϕ(s))) ds, t ∈ [0, a]. (2)
Consider the following conditions:
(i) f ∈ C([0, a] × R× R), ϕ ∈ C[0, a] and 0 ≤ ϕ(t) ≤ a for all t ∈ [0, a]
(ii) there exist α, β > 0 such that
|f (s, u, v)− f (s, u′, v′)| ≤ α|u− u′| + β|v − v′|, for all s ∈ [0, a], u, u′, v, v′ ∈ R
(iii) a
2
8 (α + β) < 1
(iv) there exist γ , δ > 0 such that
|f (s, u, v)− f (s′, u, v)| ≤ γ |s− s′|, for all s, s′ ∈ [0, a], u, v ∈ R
and
|ϕ(s)− ϕ(s′)| ≤ δ|s− s′|, for all s, s′ ∈ [0, a].
Let d = max{|b|, |c|}. Then |x0(s)| ≤ d, for any s ∈ [0, a]. Since f is continuous, there existsM0 ≥ 0 such that
M0 = max{|f (s, u, v)| : s ∈ [0, a], u, v ∈ [−d, d]}
and therefore |f (s, x0(s), x0(ϕ(s)))| ≤ M0 for any s ∈ [0, a]. Consider the following supplementary condition:
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(v) there existsM ≥ 0 such that
|f (s, u, v)| ≤ M, for all s ∈ [0, a], u, v ∈ R.
Let the functional space (C[0, a], ‖ · ‖C )with
‖u‖C = max{|u(t)| : t ∈ [0, a]}.
On (C[0, a], ‖ · ‖C ), we apply the fixed point technique based on the Picard–Banach’s principle to the operator A :
C[0, a] → C[0, a], given by
A(x)(t) = ct
a
+ (a− t)b
a
−
∫ a
0
G(t, s) · f (s, x(s), x(ϕ(s))) ds
and obtain sufficient conditions for the convergence of the sequence of successive approximations:
x0(t) = cta +
(a− t)b
a
, t ∈ [0, a],
xk(t) = cta +
(a− t)b
a
−
∫ t
0
s(a− t)
a
· f (s, xk−1(s), xk−1(ϕ(s))) ds
−
∫ a
t
t(a− s)
a
· f (s, xk−1(s), xk−1(ϕ(s))) ds, t ∈ [0, a], k ∈ N∗ (3)
to the unique solution x∗, of the boundary value problem (1). So, we obtain:
Theorem 1. Under the conditions (i)–(iii) , the boundary value problem (1) has a unique solution x∗ ∈ C[0, a] and the sequence
of successive approximations given in (3) uniformly converges to x∗. Moreover, x∗ ∈ C2[0, a], x∗ is the actual solution of (1) and
the following error estimates hold:
|xk(t)− x∗(t)| ≤ (a
2/8)k(α + β)k
1− (a2/8)(α + β) ·
M0a2
4
, for all t ∈ [0, a], k ∈ N∗, (4)
|xk(t)− x∗(t)| ≤ (a
2/8)(α + β)
1− (a2/8)(α + β) · |xk(t)− xk−1(t)|
≤ (a
2/8)(α + β)
1− (a2/8)(α + β) · ‖xk − xk−1‖C , for all t ∈ [0, a], k ∈ N
∗. (5)
Proof. We get
|A(x)(t)− A(y)(t)| ≤ (α + β)‖x− y‖C
∫ a
0
|G(t, s)| ds ≤ a
2
8
(α + β) · ‖x− y‖C
for any t ∈ [0, a], x, y ∈ C[0, a]. From condition (iii), the operator A is a contraction having a unique fixed point
x∗ ∈ C[0, a]. Using the Picard–Banach’s fixed point principle, we obtain the estimates:
|xk(t)− x∗(t)| ≤ (a
2/8)k(α + β)k
1− (a2/8)(α + β) ·max{|x1(t)− x0(t)| : t ∈ [0, a]}
and
|xk(t)− x∗(t)| ≤ (a
2/8)(α + β)
1− (a2/8)(α + β) · |xk(t)− xk−1(t)|, ∀t ∈ [0, a], k ∈ N
∗.
This last inequality leads us to (5). Since
|x1(t)− x0(t)| ≤
∫ a
0
|G(t, s)| · |f (s, x0(s), x0(ϕ(s)))| ds,∫ a
0
|G(t, s)| ds ≤ a
2
8
, ∀t ∈ [0, a]
and
|x0(s)| ≤ d, |x0(ϕ(s))| ≤ d, ∀s ∈ [0, a],
from the continuity of f , ϕ, x0 the inequality (4) follows. This inequality offers the a priori error estimation in the
approximation on (C[0, a], ‖ · ‖C ) of the solution x∗ by the terms of the sequence of successive approximations. Moreover,
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after elementary calculus (two times differentiation with respect to t), from
x∗(t) = ct
a
+ (a− t)b
a
−
∫ t
0
s(a− t)
a
· f (s, x∗(s), x∗(ϕ(s))) ds−
∫ a
t
t(a− s)
a
· f (s, x∗(s), x∗(ϕ(s))) ds
we infer that x∗ ∈ C2[0, a] and x∗ is the unique solution of the two-point boundary value problem (1). 
Remark 2. Under the hypotheses of Theorem 1, it follows that xk ∈ C2[0, a] for all k ∈ N∗,
x′′k (t) = f (t, xk−1(t), xk−1(ϕ(t))), ∀t ∈ [0, a]
and we get
|x′k(t)− x′k(t ′)| ≤ ‖x′′k‖C ≤ M, ∀t, t ′ ∈ [0, a],∀k ∈ N∗. (6)
Moreover,
‖xk‖C ≤ d+ a
2
4
·M, ∀k ∈ N∗.
3. The numerical method
Consider the functions Fk given by Fk : [0, a] → R, Fk(t) = f (t, xk(t), xk(ϕ(t))), k ∈ N. It is easy to see that the functions
x′′k and Fk have the same properties.
In order to compute the terms of the sequence of successive approximations, we consider the uniform partition of [0, a]
given by the knots ti = i·an , i = 0, n. Let h = an . On these knots, the relations (3) become
xk(ti) = ctia +
(a− ti)b
a
−
∫ ti
0
s(a− ti)
a
· f (s, xk−1(s), xk−1(ϕ(s))) ds
−
∫ a
ti
ti(a− s)
a
· f (s, xk−1(s), xk−1(ϕ(s))) ds, i = 0, n, k ∈ N∗. (7)
Define the functions Fk,i : [0, a] → R, i = 0, n, k ∈ N, given by Fk,i(s) = G(ti, s) · f (s, xk(s), xk(ϕ(s))).
Proposition 3. Under the conditions (i)–(v) , the functions x′′k and Fk, k ∈ N∗ are Lipschitzian with the same Lipschitz constant
L = γ + α

3Ma+ |c|+|b|a

+ βδ

3Ma+ |c|+|b|a

. Moreover, the functions Fk,.i, i = 0, n, k ∈ N, are Lipschitzian with the
constant L = M + a4 L.
Proof. Let s, s′ ∈ [0, a]. We see that
|G(ti, s)| ≤ a4 and |G(ti, s)− G(ti, s
′)| ≤ |s− s′|, ∀i = 0, n.
Consequently,
|F0,i(s)− F0,i(s′)| ≤
[
M + a
4

γ + α |c| + |b|
a
+ βδ |c| + |b|
a
]
· |s− s′|, ∀i = 0, n,
|Fk,i(s)− Fk,i(s′)| ≤ |f (s, xk(s), xk(ϕ(s)))| · |G(ti, s)− G(ti, s′)|
+ |G(ti, s′)| · |f (s, xk(s), xk(ϕ(s)))− f (s′, xk(s′), xk(ϕ(s′)))|
≤ M|s− s′| + a
4
[γ |s− s′| + α|xk(s)− xk(s′)| + β|xk(ϕ(s))− xk(ϕ(s′))|]
and
|x0(s)− x0(s′)| ≤ |c| + |b|a · |s− s
′|,
|xk(s)− xk(s′)| ≤
[
3Ma+ |c| + |b|
a
]
· |s− s′| = L0|s− s′|, ∀k ∈ N∗.
So,
|Fk(s)− Fk(s′)| ≤
[
γ + α

3Ma+ |c| + |b|
a

+ βδ

3Ma+ |c| + |b|
a
]
· |s− s′| = L|s− s′|
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and
|Fk,i(s)− Fk,i(s′)| ≤
[
M + a
4

γ + α

3Ma+ |c| + |b|
a

+ βδ

3Ma+ |c| + |b|
a
]
· |s− s′| = L|s− s′|,
∀s, s′ ∈ [0, a], ∀i = 0, n, ∀k ∈ N. 
Remark 4. As it can be observed in the proof of Proposition 3 and in the inequality (6), the boundedness condition (v) is
used only to estimate |f (t, xk(t), xk(ϕ(t)))|. However, we can avoid the boundedness condition (v) and by using only the
conditions (i)–(iii), we can obtain an upper bound for |f (t, xk(t), xk(ϕ(t)))|. Indeed, for t ∈ [0, a], we obtain
|xk(t)− xk−1(t)| ≤
∫ a
0
|G(t, s)| · |f (s, xk−1(s), xk−1(ϕ(s)))− f (s, xk−2(s), xk−2(ϕ(s)))| ds
≤
∫ a
0
|G(t, s)|(α + β) · max
s∈[0,a]
|xk−1(s)− xk−2(s)| ds ≤ a
2
8
(α + β) · ‖xk−1 − xk−2‖C
≤
[
a2
8
(α + β)
]k−1
· ‖x1 − x0‖C ≤
[
a2
8
(α + β)
]k−1
· M0a
2
4
and
|xk(t)− x0(t)| ≤ |xk(t)− xk−1(t)| + |xk−1(t)− xk−2(t)| + · · · + |x1(t)− x0(t)|
≤
[
a2
8
(α + β)
]k−1
+
[
a2
8
(α + β)
]k−2
+ · · · + a
2
8
(α + β)+ 1

· ‖x1 − x0‖C
≤
1−

a2
8 (α + β)
k
1−

a2
8 (α + β)
 · M0a2
4
≤ M0a
2
4

1−

a2
8 (α + β)

for all t ∈ [0, a] and k ∈ N∗. Then,
|xk(t)| ≤ |xk(t)− x0(t)| + |x0(t)| ≤ M0a
2
4

1−

a2
8 (α + β)
 + d notation= R
for all t ∈ [0, a] and k ∈ N∗. Considering
M = max{M0,max{|f (t, u, v)| : t ∈ [0, a], u, v ∈ [−R, R]}}
we obtain |f (t, xk(t), xk(ϕ(t)))| ≤ M for all t ∈ [0, a] and k ∈ N. So, this value ofM can be considered in the expression of
L0, L, and L instead of the value mentioned in condition (v) and therefore the boundedness condition (v) is not necessary.
In order to compute the integrals from (7), we apply the trapezoidal quadrature rule with a recent remainder estimation
obtained in [27] for Lipschitzian functions:∫ b
a
F(t) dt = (b− a)
2n
·

n−1
i=0
F

a+ i(b− a)
n

+ F

a+ (i+ 1)(b− a)
n

+ Rn(F) (8)
|Rn(F)| ≤ L(b− a)
2
4n
, (9)
where L > 0 is the Lipschitz constant of F .
Applying the quadrature rule (8) and (9) to the integrals from (7), we obtain the following numerical method:
x0(ti) = ctia +
(a− ti)b
a
, for all i = 0, n (10)
xk(ti) = ctia +
(a− ti)b
a
−
∫ a
0
Fk−1,i(s) ds
= cti
a
+ (a− ti)b
a
−
∫ ti
0
s(a− ti)
a
· f (s, xk−1(s), xk−1(ϕ(s))) ds
−
∫ a
ti
ti(a− s)
a
· f (s, xk−1(s), xk−1(ϕ(s))) ds = ctia +
(a− ti)b
a
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− a
2n
·
i−
j=1
[
tj−1(a− ti)
a
· f (tj−1, xk−1(tj−1), xk−1(ϕ(tj−1)))
+ tj(a− ti)
a
· f (tj, xk−1(tj), xk−1(ϕ(tj)))
]
− a
2n
·
n−
j=i+1
[
ti(a− tj−1)
a
· f (tj−1, xk−1(tj−1), xk−1(ϕ(tj−1)))+ ti(a− tj)a · f (tj, xk−1(tj), xk−1(ϕ(tj)))
]
+ Rk,i, (11)
for all i = 0, n and k ∈ N∗.
Since the functions Fk,i, i = 0, n, k ∈ N, are Lipschitzian with the same constant L, for the remainder estimation in (11),
we have
|Rk,i| ≤ La
2
4n
, for all i = 1, n, k ∈ N∗. (12)
4. The algorithm
First, we present a result on error estimation in cubic spline interpolation of uniformly continuous functions.
Let∆ be a partition of an interval [a, b],
∆ : a = t0 < t1 < · · · < tn−1 < tn = b
and s : [a, b] → R a cubic spline of interpolation of the values fi, i = 0, n with natural boundary conditions s′′(a) = s′′
(b) = 0. The restrictions of s to the intervals [ti−1, ti], i = 1, n are:
si(t) = (t − ti−1)
3 ·Mi + (ti − t)3 ·Mi−1
6hi
+
[
fi−1 − h
2
i Mi−1
6
]
· ti − t
hi
+
[
fi − h
2
i Mi
6
]
· t − ti−1
hi
, t ∈ [ti−1, ti], (13)
where hi = ti − ti−1, i = 1, n andMi = s′′(ti), i = 0, n. The valuesMi, i = 1, n− 1 are the solutions of the system
Mi−1
2
+ 2Mi + Mi+12 =
3
h2i
· (fi+1 − 2fi + fi−1), i = 1, n− 1
andM0 = Mn = 0.
Lemma 5 (see [28,1]). Let δ = δ(∆) = max{hi : i = 1, n}, σ (∆) = min{hi : i = 1, n} and β ≥ 1 such that δ(∆)σ (∆) ≤ β . If
f : [a, b] → R is a uniformly continuous function and s ∈ C2[a, b] is the cubic spline of interpolation with natural boundary
conditions such that s(ti) = f (ti),∀i = 0, n, then the following error estimation holds:
max
t∈[a,b]
|s(t)− f (t)| ≤ 4β
2
3
√
3
· ω(f , δ)+ 3
2
· ω(f , δ),
where ω(f , δ) = sup{|f (t)− f (t ′)| : t, t ′ ∈ [a, b], |t − t ′| ≤ δ} is the modulus of continuity.
If∆ is a uniform partition, then δ(∆) = σ(∆) = h = b−an and β = 1.
The relations (10) and (11) lead to the following algorithm:
xk(t0) = xk(t0) = b, xk(tn) = xk(tn) = c, ∀k ∈ N
x0(t) = cta +
(a− t)b
a
, ∀t ∈ [0, a]
x0(ti) = ctia +
(a− ti)b
a
, for all i = 1, n− 1 (14)
x1(ti) = ctia +
(a− ti)b
a
− a
2n
·
i−
j=1
[
tj−1(a− ti)
a
· f (tj−1, x0(tj−1), x0(ϕ(tj−1)))
+ tj(a− ti)
a
· f (tj, x0(tj), x0(ϕ(tj)))
]
− a
2n
·
n−
j=i+1
[
ti(a− tj−1)
a
· f (tj−1, x0(tj−1), x0(ϕ(tj−1)))+ ti(a− tj)a · f (tj, x0(tj), x0(ϕ(tj)))
]
+ R1,i = x1(ti)+ R1,i, for all i = 1, n− 1, (15)
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and
x2(ti) = ctia +
(a− ti)b
a
− a
2n
·
i−
j=1
[
tj−1(a− ti)
a
· f (tj−1, x1(tj−1)+ R1,j−1, x1(ϕ(tj−1)))
+ tj(a− ti)
a
· f (tj, x1(tj)+ R1,j, x1(ϕ(tj)))
]
− a
2n
·
n−
j=i+1
[
ti(a− tj−1)
a
· f (tj−1, x1(tj−1)
+ R1,j−1, x1(ϕ(tj−1)))+ ti(a− tj)a · f (tj, x1(tj)+ R1,j, x1(ϕ(tj)))
]
+ R2,i
= cti
a
+ (a− ti)b
a
− a
2n
·
i−
j=1
[
tj−1(a− ti)
a
· f (tj−1, x1(tj−1), s1(ϕ(tj−1)))+ tj(a− ti)a
· f (tj, x1(tj), s1(ϕ(tj)))
]
− a
2n
·
n−
j=i+1
[
ti(a− tj−1)
a
· f (tj−1, x1(tj−1), s1(ϕ(tj−1)))
+ ti(a− tj)
a
· f (tj, x1(tj), s1(ϕ(tj)))
]
+ R2,i = x2(ti)+ R2,i, for all i = 1, n− 1, (16)
where s1 : [0, a] → R, is natural the cubic spline of interpolation inspired from relation (13) which interpolates the values
b, x1(ti), i = 1, n− 1, c and has the restrictions to the intervals [ti−1, ti], i = 1, n:
s(i)1 (t) =
(t − ti−1)3 ·M(i)1 + (ti − t)3 ·M(i−1)1
6h
+ ti − t
h
· x1(ti−1)
+ t − ti−1
h
· x1(ti)− hM
(i−1)
1
6
(ti − t)− hM
(i)
1
6
(t − ti−1), t ∈ [ti−1, ti]. (17)
Here M(0)1 = M(n)1 = 0 and the values M(i)1 , i = 1, n− 1 are obtained in the following recurrent way (using an algorithm
inspired by [29, pp. 14–15], and [30, pp. 121–122]):
For i = 1, n− 1, let
ai = 2, bi = ci = 12
di = 3h2 · [x1(ti+1)− 2x1(ti)+ x1(ti−1)].
Now, α1 = c1a1 and for i = 2, n− 2,
ωi = ai − αi−1 · bi, αi = ci
ωi
,
ωn−1 = an−1 − αn−2 · bn−1.
Let z1 = d12 and for i = 2, n− 1,
zi = di − bi · zi−1
ωi
.
Finally,M(n−1)1 = zn−1 and for i = n− 2, 1:
M(i)1 = zi − αi ·M(i+1)1 .
By induction, for k ≥ 3, we obtain:
xk(ti) = ctia +
(a− ti)b
a
− a
2n
·
i−
j=1
[
tj−1(a− ti)
a
· f (tj−1, xk−1(tj−1)+ Rk−1,j−1, xk−1(ϕ(tj−1)))
+ tj(a− ti)
a
· f (tj, xk−1(tj)+ Rk−1,j, xk−1(ϕ(tj)))
]
− a
2n
·
n−
j=i+1
[
ti(a− tj−1)
a
· f (tj−1, xk−1(tj−1)+ Rk−1,j−1, xk−1(ϕ(tj−1)))+ ti(a− tj)a
· f (tj, xk−1(tj)+ Rk−1,j, xk−1(ϕ(tj)))
]
+ Rk,i = ctia +
(a− ti)b
a
− a
2n
·
i−
j=1
[
tj−1(a− ti)
a
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· f (tj−1, xk−1(tj−1), sk−1(ϕ(tj−1)))+ tj(a− ti)a · f (tj, xk−1(tj)+ Rk−1,j, sk−1(ϕ(tj)))
]
− a
2n
·
n−
j=i+1
[
ti(a− tj−1)
a
· f (tj−1, xk−1(tj−1), sk−1(ϕ(tj−1)))+ ti(a− tj)a
· f (tj, xk−1(tj), sk−1(ϕ(tj)))
]
+ Rk,i = xk(ti)+ Rk,i, ∀i = 1, n− 1, (18)
where sk−1 : [0, a] → R, is the natural cubic spline of interpolation as in (13), interpolating the values b, xk−1(ti), i =
1, n− 1, c and having the restrictions to the intervals [ti−1, ti], i = 1, n:
s(i)k−1(t) =
(t − ti−1)3 ·M(i)k−1 + (ti − t)3 ·M(i−1)k−1
6h
+ ti − t
h
· xk−1(ti−1)
+ t − ti−1
h
· xk−1(ti)− hM
(i−1)
k−1
6
(ti − t)− hM
(i)
k−1
6
(t − ti−1), t ∈ [ti−1, ti]. (19)
The valuesM(i)k−1, i = 0, n are obtained in a similar recurrent way as in the case k = 2. This algorithm has a practical stopping
criterion below presented in Remark 10.
5. The convergence analysis
Theorem 6. Under the conditions (i)–(iv) , if a
2
4 (α+β) < 1, then the unique solution x∗, of the boundary value problem (1), is ap-
proximated on the knots ti = i·an , i = 0, n by the sequence (xk(ti))k∈N∗ given in (14)–(16), (18) and the a priori error estimation is:
|x∗(ti)− xk(ti)| ≤ (a
2/8)k(α + β)k
1− (a2/8)(α + β) ·
M0a2
4
+ La
2
4n

1− a24 (α + β)
 + βa2(8+ 9√3)
24
√
3

1− a24 (α + β)
 · ω(Vk−1, h), ∀i = 1, n− 1,∀k ∈ N∗, (20)
where Vk−1 is defined below in (22).
Proof. From (4), (15), (16) and (18), we get
|x∗(ti)− xk(ti)| ≤ |x∗(ti)− xk(ti)| + |xk(ti)− xk(ti)| = |x∗(ti)− xk(ti)| + |Rk,i|, ∀k ∈ N∗, i = 1, n− 1
and according to (12), we have
|x1(ti)− x1(ti)| = |R1,i| ≤ La
2
4n
, ∀i = 1, n− 1. (21)
Since xk(ti) ≠ xk(ti), ∀k ∈ N∗, i = 1, n− 1, we infer that sk interpolates the values xk(ti), i = 0, n, but not the function xk.
Therefore, we define for any k the auxiliary function Vk, k ∈ N∗, Vk : [0, a] → R given by its restrictions to the subintervals
[ti−1, ti], i = 1, n, as follows:
Vk(t) = xk(t)+ [xk(ti)− xk(ti)] · t − ti−1h + [xk(ti−1)− xk(ti−1)] ·
ti − t
h
, t ∈ [ti−1, ti]. (22)
We see that Vk(ti) = xk(ti),∀i = 0, n, that is Vk interpolates the values xk(ti), i = 0, n and it is continuous. So, sk interpolates
the function Vk for any k ∈ N∗ and Vk is uniformly continuous on the compact [0, a].
In order to estimate |Rk,i|, k ∈ N∗, i = 1, n− 1, we obtain from (16) and (18):
|R2,i| = |x2(ti)− x2(ti)| ≤ |R2,i| + a2n ·
i−
j=1
[
tj−1(a− ti)
a
· |f (tj−1, x1(tj−1)+ R1,j−1, x1(ϕ(tj−1)))− f (tj−1, x1(tj−1), s1(ϕ(tj−1)))| + tj(a− ti)a
· |f (tj, x1(tj)+ R1,j, x1(ϕ(tj)))− f (tj, x1(tj), s1(ϕ(tj)))|
]
+ a
2n
·
n−
j=i+1
[
ti(a− tj−1)
a
· |f (tj−1, x1(tj−1)+ R1,j−1, x1(ϕ(tj−1)))− f (tj−1, x1(tj−1), s1(ϕ(tj−1)))|
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+ ti(a− tj)
a
· |f (tj, x1(tj)+ R1,j, x1(ϕ(tj)))− f (tj, x1(tj), s1(ϕ(tj)))|
]
≤ |R2,i|
+ a
2n
·
i−
j=1
[
tj−1(a− ti)
a
· (α|R1,j−1| + β|x1(ϕ(tj−1))− s1(ϕ(tj−1))|)+ tj(a− ti)a
· (α|R1,j| + β|x1(ϕ(tj))− s1(ϕ(tj))|)
]
+ a
2n
·
n−
j=i+1
[
ti(a− tj−1)
a
· (α|R1,j−1|
+ β|x1(ϕ(tj−1))− s1(ϕ(tj−1))|)+ ti(a− tj)a · (α|R1,j| + β|x1(ϕ(tj))− s1(ϕ(tj))|)
]
, (23)
and for k ≥ 3, analogously it follows
|Rk,i| = |xk(ti)− xk(ti)| ≤ |Rk,i| + a2n ·
i−
j=1
[
tj−1(a− ti)
a
· (α|Rk−1,j−1| + β|xk−1(ϕ(tj−1))− sk−1(ϕ(tj−1))|)+ tj(a− ti)a
· (α|Rk−1,j| + β|xk−1(ϕ(tj))− sk−1(ϕ(tj))|)
]
+ a
2n
·
n−
j=i+1
[
ti(a− tj−1)
a
· (α|Rk−1,j−1| + β|xk−1(ϕ(tj−1))− sk−1(ϕ(tj−1))|)
+ ti(a− tj)
a
· (α|Rk−1,j| + β|xk−1(ϕ(tj))− sk−1(ϕ(tj))|)
]
, ∀i = 1, n− 1. (24)
These lead us to the necessity to estimate |xk−1(t)− sk−1(t)| for t ∈ [0, a] and k ≥ 2. For this purpose, we have,
|xk−1(t)− sk−1(t)| ≤ |xk−1(t)− Vk−1(t)| + |Vk−1(t)− sk−1(t)| ≤
 t − ti−1h
 · |Rk−1,i|
+
 ti − th
 · |Rk−1,i−1| + 43√3 · ω(Vk−1, h)+ 32 · ω(Vk−1, h)
≤ max(|Rk−1,i−1|, |Rk−1,i|)+ 8+ 9
√
3
6
√
3
· ω(Vk−1, h), ∀t ∈ [ti−1, ti],∀i = 1, n,∀k ≥ 2. (25)
So, from (21), (23) and (25) it follows,
|R2,i| ≤ |R2,i| + a2n ·
i−
j=1

tj−1(a− ti)
a

α · La
2
4n
+ β

La2
4n
+ 8+ 9
√
3
6
√
3
· ω(V1, h)

+ tj(a− ti)
a
·

α · La
2
4n
+ β

La2
4n
+ 8+ 9
√
3
6
√
3
· ω(V1, h)

+ a
2n
·
n−
j=i+1

ti(a− tj−1)
a
·

α · La
2
4n
+ β

La2
4n
+ 8+ 9
√
3
6
√
3
· ω(V1, h)

+ ti(a− tj)
a
·

α · La
2
4n
+ β

La2
4n
+ 8+ 9
√
3
6
√
3
· ω(V1, h)

≤ |R2,i| + a
2
4

α · La
2
4n
+ β

La2
4n
+ 8+ 9
√
3
6
√
3
· ω(V1, h)

≤
[
1+ a
2
4
(α + β)
]
· La
2
4n
+ βa
2
4
· 8+ 9
√
3
6
√
3
· ω(V1, h) (26)
for any i = 1, n− 1. By induction, for k ≥ 3, we obtain from (21) and (24)–(26):
|Rk,i| ≤
[
1+ a
2
4
(α + β)+ · · · + (a2/4)k−1(α + β)k−1
]
· La
2
4n
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+ βa
2
4
·
[
1+ a
2
4
(α + β)+ · · · + (a2/4)k−2(α + β)k−2
]
· 8+ 9
√
3
6
√
3
· ω(Vk−1, h)
= 1− (a
2/4)k(α + β)k
1− a24 (α + β)
· La
2
4n
+ 1− (a
2/4)k−1(α + β)k−1
1− a24 (α + β)
·

βa2
4

· 8+ 9
√
3
6
√
3
· ω(Vk−1, h),
∀i = 1, n− 1. According to the condition a24 (α + β) < 1, the inequality (20) can be derived. 
Remark 7. From the error estimate (20), since limh→0 ω(Vk−1, h) = 0, we see on the one hand that for k →∞, n →∞ it
follows that |x∗(ti) − xk(ti)| → 0 for any i = 1, n− 1. This is the convergence of the proposed method and algorithm. On
the other hand, the differences between the conditions in Theorems 1 and 6 are: the contraction condition a
2
8 (α + β) < 1
is replaced by the convergence condition a
2
4 (α + β) < 1 and the supplementary Lipschitz condition (iv) is included. We
observe that in order to obtain the result of Theorem 6 no smoothness or boundedness conditions are needed.
Remark 8. Under the conditions of Theorem 6, we can obtain continuous approximation of the solution. This is obtained
by interpolating the computed values xk(ti), i = 0, n by the same procedure as in (19). Consequently, the continuous
approximation of the solution, sk : [0, c] → R is given by its restrictions to the intervals [ti−1, ti], i = 1, n:
s(i)k (t) =
(t − ti−1)3 ·M(i)k + (ti − t)3 ·M(i−1)k
6h
+ ti − t
h
· xk(ti−1)
+ t − ti−1
h
· xk(ti)− hM
(i−1)
k
6
(ti − t)− hM
(i)
k
6
(t − ti−1), ∀t ∈ [ti−1, ti], i = 1, n. (27)
Moreover, the approximations of the second derivative on the knots ti = i·an , i = 0, n can be computed in:
(xk(ti))′′ = f (ti, xk−1(ti), sk−1(ϕ(ti))), i = 0, n. (28)
Corollary 9. The error estimates in (27) and (28) are:
|x∗(t)− sk(t)| ≤ (a
2/8)k(α + β)k
1− (a2/8)(α + β) ·
M0a2
4
+ La
2
4n

1− a24 (α + β)

+
βa2

8+ 9√3

24
√
3

1− a24 (α + β)
 · ω(Vk−1, h), ∀t ∈ [0, a],∀k ∈ N∗, (29)
|(x∗(ti))′′ − (xk(ti))′′| ≤ α
 (a2/8)k(α + β)k
1− (a2/8)(α + β) ·
M0a2
4
+ La
2
4n

1− a24 (α + β)
 + βa2(8+ 9√3)
24
√
3

1− a24 (α + β)
 · ω(Vk−1, h)
+ β
 (a2/8)k(α + β)k
1− (a2/8)(α + β)
· M0a
2
4
+ La
2
4n

1− a24 (α + β)
 + βa2(8+ 9√3)
24
√
3

1− a24 (α + β)
 · ω(Vk−1, h)
 (30)
for all i = 0, n and k ∈ N∗.
Proof. On the one hand, for k ∈ N∗, we have
|x∗(t)− sk(t)| ≤ |x∗(t)− xk(t)| + |xk(t)− sk(t)|
and according to the inequalities (4) and (25), it follows the estimate (29). On the other hand,
|(x∗(ti))′′ − (xk(ti))′′| = |f (ti, x∗(ti), x∗(ϕ(ti)))− f (ti, xk−1(ti), sm−1(ϕ(ti)))|
≤ α|x∗(ti)− xk−1(ti)| + β|x∗(ϕ(ti))− sm−1(ϕ(ti))|, ∀i = 0, n, ∀k ∈ N∗
and from (4) and (25) it follows the estimate (30). 
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Remark 10. Now,we can see that the ‘a posteriori’ (5) and ‘a priori’ (20) error estimates can give a practical stopping criterion
of the algorithm. This can be stated as follows: for given ε′ > 0 and given n ∈ N∗ (previously chosen) it determines the first
natural number k ∈ N∗ for which,
|xk(ti)− xk−1(ti)| < ε′ for all i = 1, n− 1
and we stop to this k, retaining the approximations xk(ti), i = 0, n, of the solution. A demonstration of this criterion is the
following:
We denote:
Ω = La
2
4n

1− a24 (α + β)
 + βa2(8+ 9√3)
24
√
3

1− a24 (α + β)
 · ω(Vk−1, h).
For each i = 1, n− 1, we have
|x∗(ti)− xk(ti)| ≤ |x∗(ti)− xk(ti)| + |xk(ti)− xk(ti)|
≤ (a
2/8)(α + β)
1− (a2/8)(α + β) · |xk(ti)− xk−1(ti)| + |Rk,i|
and
|xk(ti)− xk−1(ti)| ≤ |xk(ti)− xk(ti)| + |xk(ti)− xk−1(ti)|
+ |xk−1(ti)− xk−1(ti)| = |Rk,i| + |Rk−1,i| + |xk(ti)− xk−1(ti)|.
So,
|x∗(ti)− xk(ti)| ≤ |Rk,i| + (a
2/8)(α + β)
1− (a2/8)(α + β) · |xk(ti)− xk−1(ti)| +
(a2/8)(α + β)
1− (a2/8)(α + β) · (|Rk,i| + |Rk−1,i|).
Then
|x∗(ti)− xk(ti)| ≤ Ω · 1+ (a
2/8)(α + β)
1− (a2/8)(α + β) +
(a2/8)(α + β)
1− (a2/8)(α + β) · |xk(ti)− xk−1(ti)|.
For given ε > 0, we require
Ω · 1+ (a
2/8)(α + β)
1− (a2/8)(α + β) <
ε
2
(31)
and
(a2/8)(α + β)
1− (a2/8)(α + β) · |xk(ti)− xk−1(ti)| <
ε
2
.
Since
Ω = La
2
4n

1− a24 (α + β)
 + βa2(8+ 9√3)
24
√
3

1− a24 (α + β)
 · ω(Vk−1, h)
and
lim
h→0ω(Vk−1, h) = 0
we can choose the smallest natural number n, for which the inequality (31) holds. Afterward, we find the smallest natural
number k (this is the last iterative step to be made) for which
|xk(ti)− xk−1(ti)| < ε2 ·
1− (a2/8)(α + β)
(a2/8)(α + β) = ε
′
for all i = 1, n− 1. With these, we obtain |x∗(ti)− xk(ti)| < ε for all i = 1, n− 1.
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6. The numerical stability analysis
Consider the two point boundary value problem with the same second order differential equation, but with modified
boundary values:
x′′(t) = f (t, x(t), x(ϕ(t))), t ∈ [0, a]
x(0) = b′, x(a) = c ′ (32)
such that |b− b′| < ϵ and |c − c ′| < ε for small ϵ > 0, ε > 0.
Applying the above presented numerical method to the boundary value problem (32), we obtain the sequence of
successive approximations on the knots ti = i·an , i = 0, n:
y0(ti) = c
′ti
a
+ (a− ti)b
′
a
, i = 0, n,
yk(t0) = b′, yk(tn) = c ′
yk(ti) = c
′ti
a
+ (a− ti)b
′
a
−
∫ ti
0
s(a− ti)
a
· f (s, yk−1(s), yk−1(ϕ(s))) ds
−
∫ a
ti
ti(a− s)
a
· f (s, yk−1(s), yk−1(ϕ(s))) ds, i = 1, n− 1, k ∈ N∗.
The effective computed values are
y0(ti) = c
′ti
a
+ (a− ti)b
′
a
, i = 0, n,
yk(t0) = b′, yk(tn) = c ′ and yk(ti), i = 1, n− 1, k ∈ N∗. The values yk(ti), i = 1, n− 1, k ∈ N∗ are computed in the same
way as in (14)–(16), (18) and yk(ti) = yk(ti)+ R′k,i,∀i = 1, n− 1, k ∈ N∗. We see that
|x0(t)− y0(t)| ≤ |b− b′| + |c − c ′| < ϵ + ε, ∀t ∈ [0, a].
Definition 11. We say that the above numerical method constructed is numerically stable if there exist p ∈ N∗, a sequence
of continuous functions µk : [0, a] → [0,∞), k ∈ N∗ with the property limh→0 µk(h) = 0,∀k ∈ N∗ and the constants
K1, K2, K3, K4 > 0 which do not depend on h, such that
|xk(ti)− yk(ti)| ≤ K1ϵ + K2ε + K3 · hp + K4 · µk(h),
for all i = 1, n− 1, k ∈ N∗.
Theorem 12. Under the conditions of Theorem 6, the numerical method and its algorithm (10), (11) and (14)–(19) are
numerically stable.
Proof. We have:
|xk(ti)− yk(ti)| ≤ |xk(ti)− xk(ti)| + |xk(ti)− yk(ti)| + |yk(ti)− yk(ti)|
≤ |xk(ti)− yk(ti)| + |Rk,i| + |R′k,i|, ∀i = 1, n− 1,∀k ∈ N∗
and in the context of Theorem 6,
|Rk,i|, |R′k,i| ≤
La2
4n

1− a24 (α + β)
 + βa2(8+ 9√3)
24
√
3

1− a24 (α + β)
 · ω(Vk−1, h), ∀i = 1, n− 1,∀k ∈ N∗.
In an inductive manner, according to the condition a
2
8 (α + β) < 1, we get:
|x0(t)− y0(t)| < ϵ + ε, ∀t ∈ [0, a]
|xk(t0)− yk(t0)| ≤ |b− b′| < ϵ, ∀k ∈ N∗,
|xk(tn)− yk(tn)| ≤ |c − c ′| < ε, ∀k ∈ N∗,
|x1(t)− y1(t)| ≤ |x0(t)− y0(t)| +
∫ t
0
s(a− t)
a
· |f (s, x0(s), x0(ϕ(s)))− f (s, y0(s), y0(ϕ(s)))| ds
+
∫ a
t
t(a− s)
a
· |f (s, x0(s), x0(ϕ(s)))− f (s, y0(s), y0(ϕ(s)))| ds
≤
[
1+ (α + β)a
2
8
]
· (ϵ + ε), ∀t ∈ [0, a],
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and for k ≥ 2,
|xk(t)− yk(t)| ≤ |x0(t)− y0(t)| +
∫ t
0
s(a− t)
a
· |f (s, xk−1(s), xk−1(ϕ(s)))− f (s, yk−1(s), yk−1(ϕ(s)))| ds
+
∫ a
t
t(a− s)
a
· |f (s, xk−1(s), xk−1(ϕ(s)))− f (s, yk−1(s), yk−1(ϕ(s)))| ds
≤

1+ (α + β)a
2
8
+ · · · +

(α + β)a
2
8
k
· (ϵ + ε)
=
1−

(α + β) a28
k+1
1− (α + β) a28
· (ϵ + ε) ≤ (ϵ + ε)
1− (α + β) a28
, ∀t ∈ [0, a],∀k ∈ N∗.
So,
|xk(ti)− yk(ti)| ≤ |xk(ti)− yk(ti)| + 2
 La2
4n

1− a24 (α + β)
 + βa2(8+ 9√3)
24
√
3

1− a24 (α + β)
 · ω(Vk−1, h)

≤ (ϵ + ε)
1− (α + β) a28
+ La
2

1− a24 (α + β)
 ·  a
n

+ βa
2(8+ 9√3)
12
√
3

1− a24 (α + β)
 · ω(Vk−1, h)
= K1ϵ + K2ε + K3 · hp + K4 · µk(h), ∀i = 1, n− 1,∀k ∈ N∗
with p = 1, K1 = K2 = 1
1−(α+β) a28
, K3 = La
2

1− a24 (α+β)
 , K4 = βa2(8+9√3)
12
√
3

1− a24 (α+β)
 and µk(h) = ω(Vk−1, h) Under the same
conditions, the continuous dependence of the solution by the data f and ϕ can be obtained similarly. 
7. Numerical results
Example 13. Consider the following two-point boundary value problem:
x′′(t) = 2
3
x(t)+ 1
3
e
t
2 x

t
2

, t ∈
[
0,
1
2
]
x(0) = 1, x

1
2

= √e
.
Here, a = 12 , b = 1, c =
√
e, ϕ(t) = λt with λ = 12 and f (t, u, v) = 23u+ 13 e
t
2 v. The exact solution is x∗(t) = et , t ∈ 0, 12 .
Applying the presented algorithm with n = 10 and ε′ = 10−12 we obtain k = 10 (the number of iterations to be made). In
the numerical calculations, we use a precision of 22 decimals. The values x∗(ti) and x10(ti), i = 0, 10 are in the Table 1 on
the second and the third columns, where the comparison between the values x∗(ti) and x10(ti) reveals for each i = 0, 10 the
accuracy of the method. The errors ei = |x∗(ti) − x10(ti)|, i = 0, 10 can be found in the fourth column. In order to test the
numerical stability of the method, we consider ϵ = ε = 0.0001 and the differences between the effective computed values
di = |x10(ti)− y10(ti)|, i = 0, 20 are placed in the fifth column.
The convergence of themethod is tested by considering smaller stepsize h = 0.01 and h = 0.001. The errors on the same
knots as in Table 1 are presented in Table 2. As it can be observed, the order of error is O(10−8) for h = 0.01 and O(10−10)
for h = 0.001, that confirms the convergence of the method.
Example 14. The boundary value problem
x′′(t) = 1+ 2(1+ t2/8) cos(t/2)− 2 cos(t/2) · x(t/2), t ∈

0,
π
4

x(0) = 1, x(π/4) = 1+
√
2
2
+ π2/32
,
has the exact solution x∗(t) = t22 +sin t+1, t ∈

0, π4

. For n = 10 and ε′ = 10−12, we get k = 15 (the number of iterations
to be made). The values of x∗(ti), i = 0, 10 and the errors for stepsize h = 0.1, h = 0.01, and h = 0.001 are presented in
Table 3. It can be observed that the accuracy is O(10−5),O(10−7), and O(10−9), respectively.
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Table 1
ti x∗(ti) x10(ti) ei di
0 1.0000000000000000 1.0000000000000000 0.000000e+000 1.000e−004
0, 05 1.0512710963760241 1.0512737954472555 2.699071e−006 8.347e−004
0, 10 1.1051709180756477 1.1051758720112008 4.953936e−006 8.423e−004
0, 15 1.1618342427282831 1.1618408864914407 6.643763e−006 8.533e−004
0, 20 1.2214027581601699 1.2214104736140776 7.715454e−006 8.683e−004
0, 25 1.2840254166877414 1.2840335850536595 8.168366e−006 8.978e−004
0, 30 1.3498588075760032 1.3498667869132044 7.979337e−006 8.825e−004
0, 35 1.4190675485932571 1.4190746555230440 7.106930e−006 8.532e−004
0, 40 1.4918246976412703 1.4918302099197815 5.512279e−006 8.307e−004
0, 45 1.5683121854901689 1.5683153431008166 3.157611e−006 8.260e−004
0, 50 1.6487212707001282 1.6487212707001282 0.000000e+000 1.000e−004
Table 2
ti ei for h = 0.01 ei for h = 0.001
0 0.000000e+000 0.000000e+000
0, 05 2.770881e−008 2.771270e−010
0, 10 5.000326e−008 5.000675e−010
0, 15 6.664720e−008 6.665031e−010
0, 20 7.738440e−008 7.738710e−010
0, 25 8.193291e−008 8.193519e−010
0, 30 7.998374e−008 7.998557e−010
0, 35 7.119941e−008 7.120082e−010
0, 40 5.521239e−008 5.521335e−010
0, 45 3.162347e−008 3.162395e−010
0, 50 0.000000e+000 0.000000e+000
Table 3
ti x∗(ti) ei for h = 0.1 ei for h = 0.01 ei for h = 0.001
0 1.0000000000000000 0.000000e+000 0.000000e+000 0.000000e+000
0.0785 1.0815433471031854 7.080501e−006 4.405040e−008 4.390106e−010
0.1571 1.1687714705415926 1.038505e−005 8.518104e−008 8.504168e−010
0.2356 1.2612036262339692 1.310659e−005 1.208132e−007 1.206855e−009
0.3142 1.3583650163803942 1.590362e−005 1.482504e−007 1.481361e−009
0.3927 1.4597897167486003 1.759446e−005 1.648578e−007 1.647587e−009
0.4712 1.5650235492518021 1.768575e−005 1.680825e−007 1.680002e−009
0.5498 1.6736268821076297 1.618056e−005 1.554724e−007 1.554086e−009
0.6283 1.7851773403142603 1.291040e−005 1.246943e−007 1.246504e−009
0.7069 1.8992724097327580 7.590222e−006 7.355158e−008 7.352896e−010
0.7854 2.0155319187205900 0.000000e+000 0.000000e+000 0.000000e+000
Remark 15. On the one hand, in [17] the boundary value problem is of the form
x′′(t) = f (t, x(t), x(ϕ(t))), t ∈ [a, b]
x(t) = ψ(t), t ∈ [c, a], x(t) = µ(t), t ∈ [b, d]. (33)
According to all examples presented in [17], the order of error is O(10−5 ÷ 10−6) for stepsize h = 0.1. In the same paper,
Example 5 is in the form of (1) having the functional differential equation x′′(t) = x  t
α
α with the exact solution x(t) = et ,
while the order of error is O(10−6) for stepsize h = 0.1. That holds a connection with our problem (1). On the other hand,
in [21,19,20,22] the boundary value problem is
x′′(t) = f (t, x(t), x(ϕ(t))), t ∈ [a, T ]
x(t) = ψ(t), t ∈ [c, a], x(T ) = β. (34)
In [21, p. 4329], Table 3, the order of error is O(10−5), whereas in [19, p. 481], Table 1, the order of error is O(10−4). We
observe that for the proposed method the order of error is O(10−5÷ 10−6) for stepsize h = 0.1, just as it can be observed in
the Examples 13 and 14. The construction of the method of successive interpolations can be realized even for the problems
(33) and (34) with some modifications, representing a future project.
Remark 16. If we consider for the interpolation procedure the piecewise linear spline function (see [1, pp. 24–25])
interpolating the values b, xk−1(ti), i = 1, n− 1, c , the obtained numerical method is convergent and numerically stable,
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but for n = 20 and ε′ = 10−12, we get k = 18, and observe that the errors are varying between 0.0083 and 0.0858. Despite
that, by using quadratic spline interpolation generated by initial conditions (see [1, p. 39]), we obtain a numerical method
that is not convergent.
8. Conclusions
A new numerical method for second order differential equations with deviating argument is proposed. This method
combines the Picard sequence of successive approximations, the trapezoidal quadrature rule and natural cubic spline
interpolation. The interpolation procedure is used only on the points where the modification of the argument appears and
it is repeated at each step of iteration using the values computed at the previous step. The algorithm has a recurrent form
easy to program, while a practical stopping criterion of the algorithm is obtained by using the error estimates. Moreover, the
numerical stability of themethod is proved and tested. Themain results of the paper are Theorems 6 and 12, which prove its
convergence and numerical stability. The method presented above is convergent even in the case of the Lipschitzian kernel
function (in each argument), so that no smoothness condition is necessary. These extend the applicability of themethod. The
presented numerical examples illustrate the accuracy of the method and confirm its convergence and numerical stability.
The principle of themethod (the use, in the numerical integration, of an interpolation procedure only on the pointswhere the
argument is modified) gives its generality, being extensible to other types of functional equations with modified argument.
These justify the name of the successive interpolations method.
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