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Resumen
El despacho econo´mico es una tarea importante realizada a diario en el pa´ıs y que en los
u´ltimos an˜os ha sido objeto de estudio dado que una buena planeacio´n de la generacio´n es
indispensable para garantizar el servicio de energ´ıa ele´ctrica. Las exigentes condiciones opera-
tivas a las que se encuentra sometido el sistema de potencia, debido al crecimiento progresivo
de la demanda y a la inclusio´n de nuevas tecnolog´ıas, generan la necesidad de estudiar el des-
pacho como un problema multiobjetivo; para encontrar un conjunto de soluciones o´ptimas
que tengan en cuenta costos, estabilidad de pequen˜a sen˜al y pe´rdidas.
Este trabajo de grado busca, mediante el desarrollo de una metodolog´ıa multiobjetivo,
establecer co´mo se afecta la estabilidad de pequen˜a sen˜al del sistema con las variaciones de
potencias que se presentan en el proceso de optimizacio´n del problema despacho econo´mico de
plantas te´rmicas. Aprovechando las herramientas de optimizacio´n multiobjetivo que se han
venido implementando en los u´ltimos an˜os para estudiar el comportamiento de los sistemas
de potencia. El me´todo de optimizacio´n multiobjetivo utilizado es el NSGAII, que ha venido
presentando buenos resultados frente a este tipo de problemas.
Utilizando el Toolbox de optimizacio´n de MATLAB se probaron varias funciones objetivos
implementados al sistema IEEE39 con el fin de encontrar la funcio´n que mejor modelara el
despacho como un problema multiobjetivo y que consideraran estabilidad de pequen˜a sen˜al.
La metodolog´ıa de despacho multiobjetivo desarrollada fue implementada en los sistemas
IEEE39 e IEEE118, para el punto de demanda pico de cada uno. Los resultados obtenidos
muestran que la variacio´n de la generacio´n afecta la estabilidad de pequen˜a sen˜al del sistema
para el caso en que no se tiene amortiguamiento para los generadores. Esto se evidencia con el
comportamiento de los valores propios que representan los modos de oscilacio´n de los rotores
de las maquinas s´ıncronas de las centrales de generacio´n.
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Cap´ıtulo 1
Introduccio´n
En la actualidad el sistema ele´ctrico de potencia se encuentra bajo condiciones de opera-
cio´n exigentes debido a la inclusio´n de nuevas tecnolog´ıas y el crecimiento de la demanda, que
es ma´s significativo que el crecimiento topolo´gico del sistema. Esto ocasiona que el sistema
opere cada vez ma´s cerca a sus l´ımites de estabilidad, lo que impone nuevos retos para la
operacio´n, con el fin de garantizar la prestacio´n continu´a del servicio de energ´ıa ele´ctrica.
Un objetivo principal en la operacio´n del sistema es suministrar la demanda requerida
al menor costo posible garantizando la confiabilidad y seguridad. E´sto se logra encontrando
un punto o´ptimo de operacio´n que satisfaga los objetivos antes mencionados. Resulta dif´ıcil
priorizar que´ objetivo es ma´s importante a la hora de operar el sistema de potencia. Por
esta razo´n es importante estudiar alguna metodolog´ıa multiobjetivo que permita realizar un
despacho econo´mico buscando mantener el sistema dentro de sus l´ımites de estabilidad.
En los u´ltimos an˜os muchos estudios se han realizado acerca del despacho econo´mico,
pero pocos han incluido la estabilidad de pequen˜a sen˜al; esto es, la habilidad que posee el
sistema de mantener el sincronismo de los generadores ante pequen˜as perturbaciones. Este
tipo de perturbaciones son las que ma´s se presentan en los sistemas ele´ctricos debido a que
en todo momento se esta´n haciendo cambios en la generacio´n y en la demanda, lo que motiva
a estudiar co´mo el despacho econo´mico afecta a la estabilidad de pequen˜a sen˜al del sistema.
En este trabajo se aplica una metodolog´ıa de optimizacio´n multiobjetivo considerando
estabilidad de pequen˜a sen˜al, la cual busca encontrar un punto de operacio´n o´ptimo que tenga
en cuenta bajos costos y estabilidad de pequen˜a sen˜al, adema´s reducir el nivel de pe´rdidas.
Tomando como variables del problema de optimizacio´n la potencia que debe generar cada
central.
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1.1. Planteamiento del problema
El despacho econo´mico de corto plazo en el pa´ıs es la planeacio´n energe´tica de la generacio´n
que debe ser despachada. En Colombia existen dos formas principales de generacio´n de energ´ıa
ele´ctrica: hidra´ulica y te´rmica. La combinacio´n de estas dos formas de generacio´n brinda
confiabilidad al sistema ya que en todos los periodos del an˜o el recurso h´ıdrico disponible
es diferente. Este planeamiento se realiza con el fin de suministrar la demanda de energ´ıa
ele´ctrica de manera eficiente y al mı´nimo costo.
El constante crecimiento de la demanda es considerablemente mayor que el crecimiento
topolo´gico del sistema de potencia. Adema´s, la inclusio´n de nuevas tecnolog´ıas tales como
dispositivos almacenadores de energ´ıa, generacio´n alternativa (eo´lica y solar), dispositivos
FACTS, SVC y sistemas HVDC, ocasionan que e´ste opere ma´s cerca a sus l´ımites de estabi-
lidad.
La estabilidad hace referencia a la habilidad que posee el sistema para mantener un estado
de operacio´n normal luego de haber estado sujeto a una perturbacio´n. Los sistemas ele´ctricos
de potencia diariamente esta´n sujetos a pequen˜os cambios en la operacio´n, ya que en todo
momento se realizan ajustes en la generacio´n y la demanda que pueden causar pe´rdidas de
estabilidad. Para realizar un despacho econo´mico o´ptimo son necesarios los ajustes mencio-
nados anteriormente, lo que ocasiona que la solucio´n o´ptima para el despacho pueda resultar
en un estado de operacio´n inestable para el sistema.
El problema de investigacio´n consiste encontrar un punto de operacio´n de equilibrio entre
economı´a en el despacho de la generacio´n y en la estabilidad del sistema. Estos dos objetivos
se encuentran en conflicto debido a que la operacio´n econo´mica del sistema, puede resultar
en la ma´s inestable. Es importante entonces encontrar la manera ma´s o´ptima para realizar
un despacho que este dentro de los l´ımites de estabilidad del sistema.
1.2. Justificacio´n
El despacho econo´mico es una tarea diaria en la operacio´n del sistema de potencia, por
esto ha sido objeto de estudio por muchos an˜os. Debido a que se ha estudiado muy poco el
despacho econo´mico considerando la estabilidad de pequen˜a sen˜al, resulta importante realizar
esta investigacio´n ya que el sistema de potencia esta´ sujeto a pequen˜as variaciones en todo
momento.
La operacio´n del sistema de potencia cada vez ma´s cercana a sus l´ımites de estabilidad
conlleva a la necesidad de implementar un modelo de despacho econo´mico de corto plazo
multiobjetivo, que encuentre la manera ma´s o´ptima de suplir la demanda requerida conside-
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rando costos mı´nimos y estabilidad de pequen˜a sen˜al, con el fin de garantizar el suministro
de energ´ıa ele´ctrica y una operacio´n eficiente del sistema.
Este modelo de despacho econo´mico impone un gran reto computacional y matema´tico,
ya que se tienen que optimizar dos objetivos que se encuentran en conflicto y esta´n sujetos
a muchas restricciones impuestas por el sistema de potencia. Este´ conjunto de restricciones
convierten el problema de optimizacio´n en un problema no convexo.
Con este trabajo se espera encontrar co´mo el despacho econo´mico impacta a la estabilidad
de pequen˜a sen˜al del sistema y co´mo se puede lograr la operacio´n eficiente del mismo. En
el caso colombiano, el despacho econo´mico es realizado en dos etapas: Primero se resuelve
el problema de despacho econo´mico y posteriormente se analiza la estabilidad. La solucio´n
del problema como multiobjetivo puede dar luces hacia un despacho integral que considere
estabilidad del sistema.
1.3. Objetivos
1.3.1. General
Desarrollar una metodolog´ıa de despacho econo´mico multiobjetivo que considere costos
mı´nimos y estabilidad de pequen˜a sen˜al.
1.3.2. Especificos
Estudiar conceptos de estabilidad de pequen˜a sen˜al para sistemas multi-maquina usan-
do el modelo de segundo orden.
Analizar las metodolog´ıas asociadas al despacho econo´mico de corto plazo para sistemas
de potencia.
Definir una me´trica que permita medir cuantitativamente la estabilidad del sistema
ante pequen˜as perturbaciones.
Implementar usando Matlab un algoritmo de optimizacio´n multiobjetivo.
Analizar el impacto del despacho sobre la estabilidad del sistema usando diferentes
sistemas de prueba.
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1.4. Estado del arte
La constante inclusio´n de nuevas tecnolog´ıas en sistemas de potencia y el crecimiento en la
energ´ıa demandada traen la necesidad de encontrar estrategias para mantener la estabilidad,
confiabilidad y seguridad del sistema de potencia. A esto se le suma que se deben cuidar
los recursos energe´ticos, lo que lleva a buscar modelos de despacho o´ptimo que garanticen
costos mı´nimos y una operacio´n o´ptima del sistema de potencia. Por lo tanto la planeacio´n,
control y operacio´n del sistema de potencia en la actualidad involucra simulta´neamente la
optimizacio´n de varios objetivos que suelen estar en conflicto [1].
La optimizacio´n multiobjetivo es una herramienta muy u´til que ha tomado fuerza en
la solucio´n de problemas de optimizacio´n en sistemas de potencia. E´sta ha sido objeto de
estudio por muchos an˜os [1]. Como los problemas de optimizacio´n en sistemas de potencia re-
sultan problemas no convexos se han desarrollados me´todos basados en algoritmos evolutivos
multiobjetivo que abordan de manera eficaz este tipo de problemas [2].
Recientemente en el a´mbito mundial se ha venido planteando el despacho econo´mico como
un problema multiobjetivo, relaciona´ndolo en la mayor´ıa de los casos con despacho ambiental.
En las referencias [3], [4], [5] se pueden ver ma´s detalladamente estos estudios, donde en
su mayor parte se usa algoritmos evolutivos multiobjetivo para solucionar el problema del
despacho. Entre los algoritmos ma´s utilizados se encuentran el NSGA-II (Non-dominated
sorting genetic algorithm) [4] y NSPO (Non-dominated sorting particle swarm optmization)
[5], siendo estos los dos algoritmos evolutivos ma´s robustos y sencillos de programar [1].
Para el despacho econo´mico multiobjetivo considerando estabilidad del sistema de poten-
cia, se han desarrollado despachos considerando estabilidad transitoria. En la referencia [6]
se observa un despacho econo´mico considerando alta penetracio´n de energ´ıa eo´lica en el que
se utiliza el algoritmo NSPO.
Los estudios de estabilidad de pequen˜a sen˜al en sistemas de potencia han tomado mucha
importancia debido a que las oscilaciones que este estudia son a las que ma´s frecuentemente se
encuentra sometido el sistema de potencia. En la bu´squeda bibliogra´fica se han encontrados
pocos trabajos que traten el problema de despacho considerando estabilidad de pequen˜a
sen˜al. Pero se han realizado varios estudios basados en flujo de potencia o´ptimo considerando
como restriccio´n la estabilidad de pequen˜a sen˜al [7], [8]. En la referencia[7], la metodolog´ıa
del despacho econo´mico esta´ basada en el flujo de potencia optimo considerando l´ımites de
estabilidad de pequen˜a sen˜al. Estos l´ımites son dados por el comportamiento de los valores
propios, tomando como criterio de estabilidad el coeficiente de amortiguamiento, penalizando
en la funcio´n de costo cada punto de operacio´n que viole dichos l´ımites. Dado que se ha
evaluado muy pocos modelos de despacho econo´mico considerando estabilidad de pequen˜a
sen˜al, resulta en un problema interesante estudiar co´mo afecta el despacho econo´mico a la
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estabilidad de los sistemas de potencia.
1.5. Alcance
Este trabajo estudia y analiza como la estabilidad de pequen˜a sen˜al se ve afectada en el
problema de optimizacio´n del despacho econo´mico, considerando u´nicamente plantas te´rmicas
y utilizando el modelo de segundo orden de la ma´quina en el ana´lisis de estabilidad. Para
lograr esto es necesario desarrollar una metodolog´ıa multiobjetivo que tenga en cuenta la
estabilidad de pequen˜a sen˜al. Con la ayuda del Toolbox de optimizacio´n multiobjetivo de
Matlab se implementara la metodolog´ıa desarrollada en los sistemas de prueba IEEE39 e
IEEE118.
1.6. Estructura del trabajo de grado
El trabajo de grado esta´ organizado de la siguiente forma. En el cap´ıtulo 1 se presenta
la introduccio´n de la investigacio´n realizada, posteriormente en el cap´ıtulo 2 se presentan los
conceptos y modelos matema´ticos necesarios para el ana´lisis de estabilidad de pequen˜a sen˜al.
En el cap´ıtulo 3 se expone del problema de despacho econo´mico convencional, asi mismo se
muestra la metodolog´ıa de despacho multiobjetivo desarrollada y las me´tricas para medir
la estabilidad. En el cap´ıtulo 4 se muestran los conceptos necesarios para la optimizacio´n
multiobjetivo y la descripcio´n del algoritmo multiobjetivo NSGAII. Luego, en el cap´ıtulo
5 se muestran los resultados obtenidos de la investigacio´n y su ana´lisis. Finalmente, en el
cap´ıtulo 6 se muestran las conclusiones obtenidas de dichos resultados.
Cap´ıtulo 2
Estabilidad de pequen˜a sen˜al
La estabilidad en sistemas de potencia puede ser definida como la capacidad que posee
este para mantenerse en un estado de equilibrio durante su operacio´n normal y volver a un
estado de operacio´n aceptable luego de haber estado sujeto a una perturbacio´n [9], [10]. El
problema de la estabilidad de pequen˜a sen˜al es principalmente mantener todos los generado-
res del sistema en sincronismo, la cual es una condicio´n necesaria para que el sistema opere
satisfactoriamente. La estabilidad depende de las oscilaciones que presentan los rotores, ma´s
espec´ıficamente en el a´ngulo del rotor de las ma´quinas cuando esta´n sujetos a una pertur-
bacio´n. Estas oscilaciones son resultado del desequilibrio que se genera entre la potencia
meca´nica aplicada al rotor y la potencia ele´ctrica entregada a la red.
Dentro de los estudios realizados para la estabilidad del a´ngulo del rotor se encuentra la
estabilidad de pequen˜a sen˜al que se define como la habilidad que posee el sistema de mantener
el sincronismo de los generadores durante pequen˜as perturbaciones. Estas perturbaciones
afectan continuamente al sistema de potencia debido a las pequen˜as variaciones que se dan
de forma regular en la generacio´n y en la carga durante la operacio´n del sistema de potencia.
La inestabilidad de pequen˜a sen˜al se puede presentar de dos formas [9].
Incremento en el a´ngulo del rotor debido a la falta de suficiente torque sincronizante.
Crecimiento en la amplitud de las oscilaciones del rotor debido a la falta de torque
amortiguador.
La primera es considerada como inestabilidad no oscilatoria y en la actualidad ha sido
corregida gracias a la inclusio´n de los reguladores de velocidad AVR (automatic voltage regu-
lator). Logrando que el problema de inestabilidad de pequen˜a sen˜al se deba principalmente a
el insuficiente amortiguamiento de las oscilaciones. Los siguientes modos de oscilaciones son
6
CAPI´TULO 2. ESTABILIDAD DE PEQUEN˜A SEN˜AL 7
los ma´s estudiados por la estabilidad de pequen˜a sen˜al y se muestran detalladamente en la
figura 2.1:
Figura 2.1: Modos de oscilacio´n
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Modos locales o ma´quinas sistema que ocurren cuando un generador oscila en contra
del resto del sistema. El te´rmino local hace referencia a que la oscilacio´n se presenta en
una pequen˜a parte del sistema. Este tipo de oscilaciones se presentan principalmente
en generadores que esta´n conectados a la red por medio de conexiones largas y radiales.
Modos inter-a´reas esta´n asociados a las oscilaciones que ocurren entre dos grupos de
generadores de diferentes a´reas.
La herramienta principal para el ana´lisis de oscilaciones en los sistemas de potencia,
son los estudios de estabilidad de pequen˜a sen˜al. Existen muchas maneras para abordar el
estudio siendo la ma´s utilizada el ana´lisis modal, que consiste en la obtencio´n de los valores
propios a partir del modelo de espacio de estados del sistema de potencia [9], [10]. Los
valores prpios obtenidos son nu´meros complejos que se presentan en pares conjugados y a
cada uno le corresponde un modo de oscilacio´n. La parte real de cada valor corresponde al
amortiguamiento y la compleja corresponda a la frecuencia de la oscilacio´n. Si la parte real
es positiva las oscilaciones son de amplitud creciente y por tanto corresponde a un modo de
oscilacio´n inestable. Por el contrario si la parte real es negativa las oscilaciones se hacen de
amplitud decreciente siendo un modo de oscilacio´n estable. Para que el sistema sea estable
los Eigen valores deben estar ubicados en lado izquierdo del plano complejo [9], [11].
2.1. Estabilidad de pequen˜a sen˜al en sistemas multi-
maquina
Para estudiar estabilidad de pequen˜a sen˜al en sistemas multi-ma´quina es necesario mode-
lar matema´ticamente el comportamiento de los generadores (ma´quina s´ıncrona) y as´ı estudiar
co´mo se ven afectados por las pequen˜as perturbaciones mediante el ana´lisis de los valores pro-
pios [9], [10], [12],[13]. El sistema de potencia esta´ conformado por varios generadores y cada
uno se describe correctamente por un modelo matema´tico. Consecuentemente el sistema de
potencia puede ser representado por un gran nu´mero de ecuaciones diferenciales [9].
2.1.1. Modelo de segundo orden de la ma´quina s´ıncrona
El modelo cla´sico de la ma´quina s´ıncrona es extensamente utilizado para el ana´lisis sim-
plificado de la dina´mica de los sistemas de potencia. En este modelo se asume que la corriente
de armadura Id y la tensio´n Ef que representa el voltaje interno de excitacio´n no presentan
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cambios significativos durante el estado transitorio. Adema´s el generador esta´ representa-
do por una fuerza electromotriz E ′ constante seguida de la reactancia transitoria X ′d y las
ecuaciones de oscilacio´n:
M∆ω˙ = Pm− Pe−D∆ω (2.1)
δ˙ = ∆ω (2.2)
donde:
M: es la constante de inercia del rotor.
Pm: la potencia meca´nica.
Pe: la potencia ele´ctrica.
D: es el coeficiente de amortiguamiento de la ma´quina.
∆ω: es la velocidad del rotor de la maquina.
La justificacio´n para el modelo cla´sico es que la constante de tiempo T ′do , que aparece
en la ecuacio´n 2.5, es relativamente grande, del orden de algunos segundos , adema´s E ′q no
cambia mucho ocasionando que los cambios en Ef e Id sean pequen˜os. Significa que E
′
q es casi
constante, y es posible asumir que E ′d es constante. Tanto la magnitud de la Fem transitoria
E ′ y su posicio´n angular respecto al rotor puede ser asumida constante. Adema´s X ′d = X
′
q,
entonces el modelo de la ma´quina puede ser representados por un u´nico circuito equivalente
mostrado en la figura 2.2 como un generador conectado a un barraje infinito. Donde[9]:
V = E ′ − jX ′dI (2.3)
I = Iq + jId
V = Vq + jVd
E ′ = E ′q + jE
′
d
(2.4)
T ′doE
′
q = Ef − E ′q + Id(Xd −X ′d) (2.5)
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Figura 2.2: Circuito equivalente modelo simplificado ma´quina s´ıncrona
2.1.2. Representacio´n del sistema en espacio de estados
El conjunto de ecuaciones diferenciales no lineales que describen el comportamiento del
sistema de potencia pueden ser expresadas de forma vectorial como:
X˙ = f(X,U, t) (2.6)
Donde X es el vector columna de estados que contiene las variables de estado del sistema, el
vector columna U es el vector que contiene las entradas del sistema. El tiempo es representado
por la variable t. Para el estudio de estabilidad de pequen˜a sen˜al el vector de estados es igual
a 2.7, donde X es de dimensio´n (2n × 1) donde n es el numero de generadores del sistema
[12]:
X =

ω1
δ2
ω2
δ
...
ωn
δn

(2.7)
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La salida del sistema esta representada por:
y = g(X,U) (2.8)
Donde el vector columna Y esta´ conformado por las variables de salida del sistema y g es
un vector de funciones no lineales que relacionan las variables de estado con las entradas y
las salidas.
Generalmente el estudio del comportamiento del sistema de potencia se realiza para un
punto de equilibrio, lo que simplifica el ana´lisis permitiendo linealizar el sistema en un punto
de operacio´n determinado. El sistema no lineal representado en espacio de estados puede ser
linealizado llegando a la siguiente forma:
∆X˙ = A∆X +B∆U
∆Y = C∆X +D∆U
(2.9)
Donde:
A =
 ∂δf1∂X1 · · · ∂δf1∂Xn· · · · · · · · ·
∂δfn
∂X1
· · · ∂δfn
∂Xn
B =
 ∂δf1∂U1 · · · ∂δf1∂Un· · · · · · · · ·
∂δfn
∂U1
· · · ∂δfn
∂Un

C =
 ∂δg1∂X1 · · · ∂δg1∂Xn· · · · · · · · ·
∂δgn
∂X1
· · · ∂δgn
∂Xn
D =
 ∂δg1∂U1 · · · ∂δg1∂Un· · · · · · · · ·
∂δgn
∂U1
· · · ∂δgn
∂Un

(2.10)
Aplicando la transformada de Laplace al sistema de ecuaciones 2.9:
s∆X(s)−∆X(0) = A∆X(s) +B∆U(s)
∆Y (s) = C∆X(s) +D∆U(s)
(2.11)
Realizando las operaciones necesarias y reemplazando en la ecuacio´n de salida se obtiene:
∆Y (s) = C
adj(sI − A)
det(sI − A) [∆X(0) +B∆U(s)] +D∆U(s)] (2.12)
Los polos de ∆X(s),∆Y (s) son ra´ıces de la ecuacio´n caracter´ıstica 2.13 de la matriz A.
det(sI − A) = 0 (2.13)
Los valores de s que satisfacen la ecuacio´n 2.13 son los valores propios de la matriz A, que
son de la forma λ = σ ± jω. Estos valores representan los modos naturales de oscilacio´n de
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un sistema y caracterizan su respuesta temporal ante una pequen˜a perturbacio´n. En la figura
2.3 se presentan las respuestas asociadas a diferentes valores propios. Donde se observa que
si estos tienen parte real negativa el sistema que representan es estable.
Ademas en la figura 2.3 se puede observa que:
Para ω = 0 y σ < 0, respuesta unidireccional amortiguada (estable).
Para ω 6= 0 y σ < 0, respuesta oscilatoria amortiguada (estable).
Para ω 6= 0 y σ = 0, respuesta oscilatoria de amplitud constante (puede ser estable).
Para ω 6= 0 y σ > 0, respuesta oscilatoria creciente (inestable).
Para ω = 0 y σ > 0, respuesta unidireccional oscilatoria (inestable).
Figura 2.3: Comportamiento segun la naturaleza de los valores propios
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2.1.3. Modelo matema´tico para el ca´lculo de valores propios
Los modos electromeca´nicos de un sistema pueden ser encontrados utilizando el modelo
de segundo orden de los generadores, adema´s las siguientes suposiciones simplifican el ana´lisis
[13]:
Las pe´rdidas en las l´ıneas de transmisio´n se desprecian.
El voltaje en todos los nodos del sistema se asume constante.
La carga es de tipo esta´tica.
Como el voltaje en todos los nodos se asume constante, so´lo es necesario considerar las
ecuaciones de potencia activa. Para cada nodo j (que no es el nodo interno del generador) la
potencia inyectada es igual a:
Pj =
∑
iNj
Vj · Vi sin(δj − δi)
Xij
+
∑
KMj
Vj · Ek sin(δk − δi)
X ′dk
(2.14)
Donde Nj son las cargas conectadas al nodo j, Mj es el grupo de generadores conectados
al nodo j.
La pontencia interna para cada generador es igual a:
Pek =
Vj · Ek sin(δk − δi)
X ′dk
(2.15)
Al linealizar las ecuaciones 2.14, 2.15. Estas representan una red resistiva lineal descrita
por:
[G]
(
∆δg
∆δl
)
=
(
∆Pe
0
)
(2.16)
Donde ∆δg es un vector de desviacio´n del a´ngulo del rotor correspondiente a cada genera-
dor, ∆δl representa las desviaciones angulares de los otros nodos del sistema, ∆Pe representa
el vector de desviaciones de las potencias entregadas por los generadores y G representa la
matriz de conductancia de una red sin conexio´n a tierra.
Partiendo de la ecuacio´n 2.16 se puede obtener una expresio´n para ∆Pek:
∆Pek =
m∑
j=1
GRkj∆δj (2.17)
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Donde GRkj representa la admitancia de transferencia entre los nodos de generacio´n j y k
del circuito reducido, que se obtiene de la matriz G despue´s de eliminar todos los nodos del
sistema excepto los nodos internos de los generadores.
2.1.4. Ecuaciones para los generadores y centro de inercia de re-
ferencia
Utilizando el modelo cla´sico de los generadores (ecuacio´n 2.2), las ecuaciones de oscilacio´n
para el generador k se pueden expresar como :
Mk
∂2δk
∂t2
+D′k
∂δk
∂t
= Pmk − Pek (2.18)
Donde Mk =
2Hk
ωb
, D′k = Dk
ωb
, Dk es el amortiguamiento en por unidad. Por simplicidad
se asume que este es uniforme
D′k
Mk
= α.
La ecuacio´n para el centro de inercia (COI) se define como [13]:
Mt(
∂
∂t
+ α)
∂δo
∂t
=
m∑
k=1
Pmk −
m∑
k=1
Pek = Pcoi (2.19)
Para una red sin pe´rdidas y con cargas de potencia activa constante, Pcoi es contante
cuando la potencia meca´nica es constante. La ecuacio´n 2.19 se escribe como:
Mt(p
2 + αp)δo = Pcoi (2.20)
donde p = ∂
∂t
.
Reemplazando 2.20 en 2.19, se obtiene:
Mk(p
2 + αp)θk = Pmk − Pek − Mk
MT
Pcoi (2.21)
Linealizando la ecuacio´n 2.21, asumiendo que Pcoi es constante, se obtiene:
Mkp
2∆θk + αMkp∆θk = −∆Pek (2.22)
El sistema linealizado puede ser escrito en forma matricial de la siguiente manera:
[M ]p2∆θ = −[G]R∆θ (2.23)
Para resolver la ecuacio´n anterior, es necesario realizar la transfomarcion de θ a β de la
siguiente manera:
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[M ]
1
2 θ = β (2.24)
La ecuacio´n 2.23 puede ser expresada como:
p2∆β = −[M ]−12 [G]R[M ]−12 ∆β (2.25)
Donde [A] = [M ]
−1
2 [G]R[M ]
−1
2 . la matriz A es sime´trica y los valores propios de esta son
los que representan los modos de oscilacio´n del sistema.
2.2. Coeficiente de amortiguamiento
La tasa de decaimiento de la amplitud de una oscilacio´n se puede expresar en te´rminos
del coeficiente de amortiguamiento 2.27. Para cada modo de oscilacio´n representado por un
valor propio 2.26 el coeficiente de amortiguamiento esta definido como [9],[10],[11]:
λ = σ ± jω (2.26)
ζ =
−σ√
σ2 + ω2
(2.27)
Un sistema de potencia debe ser disen˜ado y operado de tal forma que cumpla con los
criterios enunciados a continuacio´n, bajo cualquier condicio´n de operacio´n[11]:
El Damping ratio deber´ıa exceder un valor especifico. El mı´nimo valor de Damping ratio
para el sistema generalmente esta´ basado en experiencias de operacio´n o en estudios de
sensibilidad. Este valor se encuentra t´ıpicamente en el rango de 0,03 a 0,05 [11]:.
El margen de estabilidad de pequen˜a sen˜al debe exceder un valor espec´ıfico. El margen
de estabilidad se mide como la diferencia entre la condicio´n de operacio´n dada y el
l´ımite de estabilidad absoluto y debe especificarse en te´rminos de una cantidad f´ısica,
como la potencia generada por la central de generacio´n, etc.
2.2.1. Efecto del amortiguamiento en estabilidad de pequen˜a sen˜al
Para que el sistema de potencia tenga un buen comportamiento en cuanto a la estabi-
lidad de pequen˜a sen˜al. Es importante que todos los modos de oscilacio´n del sistema sean
amortiguados para asegurar la estabilidad del sistema. Usualmente, un amortiguamiento de
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0.10 a 0,15 es requerido en grandes sistemas interconectados. Otra regla habitual es requerir
amortiguamiento de 0.05 para un sistema no interconectado, lo cual brinda un pequen˜o mar-
gen de seguridad [14]. Para este trabajo se estudian casos sin considerar amortiguamiento
para analizar co´mo se afecta la estabilidad en el peor escenario, y tambie´n se estudian casos
considerando un amortiguamiento de 0.5 que es un amortiguamiento considerablemente alto.
Cap´ıtulo 3
Despacho econo´mico
Este cap´ıtulo presenta el problema del despacho econo´mico que consiste principalmente
en minimizar los costos de produccio´n de la energ´ıa ele´ctrica. Con el despacho econo´mico se
define que´ cantidad de potencia ele´ctrica debe producir cada central de generacio´n de manera
que los costos de generacio´n y transmisio´n sean mı´nimos para un tiempo determinado.
En este capitulo adema´s se muestran los dos tipos principales de despachos que existen
en el pa´ıs y el modelo de despacho econo´mico multiobjetivo desarrollado y todas las me´tricas
analizadas para medir la estabilidad de pequen˜a sen˜al.
3.1. Despacho econo´mico convencional
El despacho econo´mico es una estrategia empleada para determinar el valor de las po-
tencias que debe generar cada unidad de generacio´n para suplir la demanda requerida por
el sistema en un periodo de tiempo determinado, al menor costo posible. Debido a que los
recursos de energ´ıa en el sistema de potencia son muy diversos, la eleccio´n de uno u otro es
realizada evaluando aspectos econo´micos, te´cnicos y geogra´ficos [15]. Esta estrategia abarca
tres aspectos importantes [15]:
Previsio´n del pico de demanda que debe ser suplida (demanda de potencia y volumen),
demanda de energ´ıa tanto para las decisiones de inversio´n a largo plazo y decisiones
operativas a corto plazo.
Aplicaciones de operacio´n incluyendo la asignacio´n de salida (despacho), unidad de se-
leccio´n de la puesta en marcha, (compromiso de la unidad), coordinacio´n hidrotermica,
y la programacio´n de mantenimiento.
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La planeacio´n de las inversiones a largo plazo incluyen los sistemas de generacio´n y
transmisio´n.
Desde el punto de vista del control automa´tico de la generacio´n, el despacho econo´mi-
co corresponde al control terciario ya que es un tipo de contro´l estacionario [16]. El
despacho econo´mico se encuentra relacionado directamente con el flujo de potencia del
sistema, ya que en un modelo de despacho se deben cumplir las restricciones que este
impone y el resultado del despacho es finalmente la potencia de los nodos PV.
El despacho econo´mico se encuentra sujeto a muchas restricciones que son impuestas
por la operacio´n del sistema y adema´s por otras variables que despenden del modelo de
programacio´n del despacho (corto, mediano y largo plazo). La generacio´n del sistema
ele´ctrico de potencia colombiano esta´ compuesta por unidades hidroele´ctricas y te´rmi-
cas. Los costos de operacio´n de las centrales hidroele´ctricas son reducidos, pero como
el funcionamiento de estas depende de factores clima´ticos, es necesario la utilizacio´n de
centrales te´rmicas que a pesar de tener costos de operacio´n elevados presentan menor
riesgo de indisponibilidad, brindando confiabilidad al sistema. Por esta razo´n se tienen
dos modelos principales de despacho:
Despacho de plantas te´rmicas : El costo de operacio´n de las unidades te´rmicas puede
ser expresado como funcio´n de las potencias generadas. Esto es posible debido a que
los costos variables de operacio´n esta´n relacionados directamente con los costos del
combustible [16]. Este modelo de despacho es mucho ma´s sencillo que el modelo de
despacho hidrote´rmico debido a que las decisiones tomadas en el presente no tienen
muchas repercusiones futuras. Por lo tanto solo se encuentra sujeto a restricciones
operativas del sistema.
Despacho hidrote´rmico : Para este modelo de despacho se requiere tener en cuenta las
restricciones impuestas por las caracter´ısticas dina´micas de las centrales hidroele´ctri-
cas, ya que una decisio´n en el presente puede afectar la operacio´n futura. El despacho
hidrote´rmico es un modelo complejo de despacho, que necesita primero de un planea-
miento a mediano plazo, para realizar el planeamiento a corto plazo. El modelamiento
de los recursos h´ıdricos es muy importante para la programacio´n del despacho hidro-
termico [15], [17]. Tambie´n es importante mencionar que para el caso de las unidades
hidroele´ctricas, la no variacio´n de los costos de operacio´n puede ser atribuida a la varia-
cio´n en la potencia de salida. Consecuentemente los criterios utilizados para el despacho
econo´mico de plantas te´rmicas no pude ser utilizado para plantas hidroele´ctricas [17].
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3.2. Despacho econo´mico de plantas te´rmicas
El costo de la generacio´n en una central te´rmica es generalmente modelado como una
funcio´n cuadra´tica de la potencia generada (ver ecuacio´n 3.1) [13],[16],[17]. Esto es posible
debido a que los costos variables de operacio´n para la produccio´n de la potencia requerida,
esta´n relacionados en mayor grado con el costo del combustible [16].
F (Pgi) = Ai · Pgi2 +Bi · Pgi + Ci (3.1)
Donde Ai y Bi son parametros caragteristicos de cada central y Ci son los costos fijos de
operacio´n.
La operacio´n de la central te´rmica esta´ sujeta a dos l´ımites de generacio´n Pgmin y Pgmax.
Pgmin es el mı´nimo valor de potencia que la central debe generar para que sea viable su
operacio´n y Pgmax es la ma´xima potencia que puede entregar la unidad te´rmica.
Para un sistema de potencia completamente te´rmico el despacho econo´mico se convierte
en un problema de optimizacio´n no lineal [16], donde se requiere suplir la demanda del sistema
a mı´nimo costo, teniendo en cuenta las restricciones del balance de potencia y los l´ımites de
generacio´n de cada generador de acuerdo a 3.2 :
Minimizar Costo =
n∑
i=1
F (Pgi)
Sujeto a
n∑
i=1
Pgi = PD + perdidas
Pgmini ≤ Pgi ≤ Pgmaxi
(3.2)
3.3. Despacho econo´mico multiobjetivo
El problema de despacho econo´mico puede plantearse como un problema multiobjetivo.
En este caso se tienen dos funciones objetivos F1 y F2. La funcio´n objetivo F1 pueden ser los
costos mientras que la funcio´n F2 puede representar otro objetivo contradictor por ejemplo:
pe´rdidas, emisiones de CO2 o estabilidad de pequen˜a sen˜al. Esto se presenta de la siguiente
forma:
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Minimizar F1, F2
Donde :
F1 =
n∑
i=1
F (Pgi) (costos)
F2 = (alguna metrica que pueda medir estabilidad)
Sujeto a
n∑
i=1
Pgi = PD (balance de potencias)
Pgmini ≤ Pgi ≤ Pgmaxi (capacidad)
(3.3)
Puesto que F1 y F2 pueden estar en conflicto, entonces el o´ptimo con respecto a F1 puede
ser diferente al o´ptimo con respecto a F2. Una forma de analizar este conflicto es mediante
el frente de pareto como se muestra en el cap´ıtulo 4. Por otro lado F2 pueden ser diferentes
ı´ndices o criterios que representen la estabilidad.
A continuacio´n se describe el modelo de despacho econo´mico multiobjetivo que se imple-
mento´ en los sistemas de prueba IEEE39 e IEEE118. Es importante mencionar que antes
de implementar este modelo se analizaron diferentes me´tricas para medir la estabilidad que
sera´n mostradas posteriormente.
3.4. Modelo de despacho multiobjetivo
Las funciones F1 y F2 para el modelo de despacho econo´mico multiobjetivo implementado
(ver ecuacio´n 3.3) se muestran a continuacio´n:
F1 =
n∑
i=1
F (Pgi) + C ∗Ndam
(3.4)
F2 = Perdidas (3.5)
El modelo de despacho econo´mico mostrado anteriormente es u´nicamente te´rmico reali-
zado para el periodo de ma´xima demanda. El ana´lisis de este modelo se realizo utilizando el
Toolbox de optimizacio´n de Matlab, que tiene un algoritmo gene´tico multiobjetivo (variante
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del NSGA-II). Para la utilizacio´n de este son requeridos como datos de entrada la funcio´n
objetivo, nu´mero de variables del problema de optimizacio´n y las restricciones (desigualdades
lineales, igualdades lineales, l´ımites para las variables).
La funcio´n objetivo desarrollada para el despacho econo´mico tiene como variables de
salida (soluciones o´ptimas), las potencias generadas en valores reales para cada generador
que hace parte del sistema de potencia estudiado.
Como datos de entrada en la funcio´n objetivos se tiene toda la informacio´n necesaria del
sistema de potencia (datos de l´ıneas, generacio´n, cargas) que son utilizados para el ca´lculo
del flujo de potencia. Este´ entrega las pe´rdidas del sistema y tambie´n es necesario para el
ca´lculo de los valores propios que describen el comportamiento de la estabilidad del sistema.
La funcio´n objetivo consta de dos funciones F1 que relaciona los costos de generacio´n y los
costos de penalizacio´n por inestabilidad del sistema. Estos costos son penalizados mediante
la constaste (C= 10E4) que fue escogida buscando un valor representativo que significara
un aumento considerable en los costos debido a la penalizacio´n por inestabilidad de pequen˜a
sen˜al y adema´s basado en las referencias [7], [8]. Y la variable Ndam es la que lleva el conteo
de valores propios que tengan coeficiente de amortiguamiento negativo es decir que sean
inestables. Si el sistema no presenta valores propios inestables no se obtienen sobre costos
por penalizacio´n de estabilidad. Con esta funcio´n objetivo lo que se busca es tratar de que
la optimizacio´n reduzca el nu´mero de valores propios inestables para as´ı tener menos costos.
La segunda funcio´n objetivo F2 corresponde a las perdidas en por unidad del sistema.
El funcionamiento de la funcio´n objetivo se describe a continuacio´n (ver figura 3.1): La
poblacio´n inicial es definida de manera aleatoria por el algoritmo de optimizacio´n, el taman˜o
de esta es de 15* el nu´mero de variables de salida del algoritmo . Luego para cada iteracio´n
este encuentra valores para las potencias generadas que cumplen con las restricciones del
sistema. Estas potencias son utilizadas para el ca´lculo del flujo de potencia, que se realiza
mediante el me´todo de Newton Raphson con el cual se calculan las pe´rdidas del sistema y
se garantiza el balance de potencias. Las potencias encontradas tambie´n son utilizadas para
el ca´lculo de los valores propios y el coeficiente de amortiguamiento. Para el ca´lculo de los
valores propios se utilizo´ el modelo matema´tico descrito en el cap´ıtulo 2. Cuando se calculan
los coeficientes de amortiguamiento se realiza el conteo de valores propios que son inestables
y este valor se almacena en la variable Ndam. Finalmente se evalu´a la funcio´n objetivo F1
con los valores correspondientes de costos relacionados con el despacho de la generacio´n
y penalizacio´n por inestabilidad calculados, y la funcio´n objetivo F2 con las pe´rdidas del
sistema.
El proceso descrito anteriormente se realiza hasta que el algoritmo de optimizacio´n en-
cuentre el frente o´ptimo de Pareto o hasta que se cumplan el criterio de parada de el algoritmo
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que son 200* nu´mero de variables del problema (potencias de cada generador).
Para el ana´lisis de las funciones objetivo que consideraron diferentes criterios de estabili-
dad de pequen˜a sen˜al, se realizo´ el mismo procedimiento descrito anteriormente, pero ahora
considerando para la funcio´n F1 u´nicamente los costos de generacio´n y para la funcio´n F2 se
analizaron diferentes me´tricas.
Figura 3.1: Esquema del algoritmo de optimizaco´n
3.5. Me´tricas para medir la estabilidad de pequen˜a sen˜al
Como se analizo´ anteriormente pueden existir varias me´tricas para medir la estabilidad
del sistema. Estas me´tricas sera´n nombradas como casos a saber:
3.5.1. Caso 1: Ma´ximo valor propio
El modelo matema´tico de despacho econo´mico multiobjetivo para este caso se muestra a
continuacio´n:
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Minimizar F1costo =
n∑
i=1
F (Pgi)
Minimizar F2estabilidad = Max Re(λi)
Sujeto a
n∑
i=1
Pgi = PD
Pgmini ≤ Pgi ≤ Pgmaxi
(3.6)
En donde Re(λi) representa la parte real del valor propio i. La funcio´n objetivo F1 re-
presenta los costos de generacio´n para todas las centrales te´rmicas y la funcio´n objetivo F2
se encarga de minimizar la parte real del valor propio que este ubicado ma´s a la derecha del
plano complejo con el fin de mejorar la estabilidad del sistema desplazando el valor propio
con mayor parte real ma´s a la izquierda.
3.5.2. Caso 2: Maximizar Coeficiente de amortiguamiento
Con este caso se desea maximizar la sumatoria de coeficientes de amortiguamiento del
sistema. Buscando volver el sistema ma´s estable.
El modelo matema´tico de despacho econo´mico multiobjetivo para este caso se muestra a
continuacio´n:
Minimizar F1costo =
n∑
i=1
F (Pgi)
Minmizar F2estabilidad = −
n∑
i=1
ζi
Sujeto a
n∑
i=1
Pgi = PD
Pgmini ≤ Pgi ≤ Pgmaxi
(3.7)
En donde ζi es el coeficiente de amortiguamiento para el valor propio i (ver ecuacio´n 2.27).
Para este caso la funcio´n objetivo dos busca maximizar la sumatoria de los coeficientes de
amortiguamiento del sistema para as´ı mejorar la estabilidad. Como el Toolbox de optimiza-
cio´n viene predeterminado para minimizar funciones, en la funcio´n objetivo dos se antepone
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el signo menos para que se maximice la funcio´n. Para que la sumatoria de los coeficientes de
amortiguamiento sea significativa es necesario considerar amortiguamiento en el sistema. Ya
que si no se considera la sumatoria de estos es muy pequen˜a.
3.5.3. Caso 3: Minimizar el coeficiente de amortiguamiento de los
valores propios inestables
Con este caso se busca minimizar la sumatoria de coeficientes de amortiguamiento de los
valores propios inestables.
El modelo matema´tico de despacho econo´mico multiobjetivo para este caso se muestra a
continuacio´n:
Minimizar F1costo =
n∑
i=1
F (Pgi)
Minmizar F2estabilidad =
n∑
i=1
ζi < 0
Sujeto a
n∑
i=1
Pgi = PD
Pgmini ≤ Pgi ≤ Pgmaxi
(3.8)
En este caso la funcio´n objetivo F2 busca minimizar la sumatoria de coeficientes de
amortiguamiento negativos que se presenten en el sistema. Si el Eigen valor es inestable
tendra´ coefiente de amortiguamiento negativo, si se minimiza la sumatoria de estos valores
se mejora la estabilidad del sistema.
3.5.4. Caso 4: Minimizar parte real de los valores propios inesta-
bles
Con este caso se busca llevar los valores propios con coeficiente de amortiguamiento
negativo, a la parte izquierda del plano complejo, minimizando la sumatoria de la parte real
de estos.
El modelo matema´tico de despacho econo´mico multiobjetivo para este caso se muestra a
continuacio´n:
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Minimizar F1costo =
n∑
i=1
F (Pgi)
Minmizar F2estabilidad =
n∑
i=1
Re(λi)
Sujeto a
n∑
i=1
Pgi = PD
Pgmini ≤ Pgi ≤ Pgmaxi
(3.9)
Para este caso la funcio´n objetivo dos consiste en minimizar la sumatoria de la parte real
de los valores propios que tengan coeficiente de amortiguamiento negativo es decir que sean
inestables. Con el fin de desplazar los valores propios que se encuentren a la derecha del plano
complejo (que sean mayores que cero) al lado izquierdo.
3.5.5. Caso 5: Maximizar Coefiente de amortiguamiento. Consi-
derando amortiguamiento
Para este caso se busca mejorar el amortiguamiento del sistema maximizando la sumatoria
de coeficiente de amortiguamiento de cada valor propio. Para este caso todos los valores
propios son estables.
El modelo matema´tico de despacho econo´mico multiobjetivo para este caso se muestra a
continuacio´n:
Minimizar F1costo =
n∑
i=1
F (Pgi)
Minmizar F2estabilidad = −
n∑
i=1
ζi
Minimizar F3 = Perdidas
Sujeto a
n∑
i=1
Pgi = PD
Pgmini ≤ Pgi ≤ Pgmaxi
(3.10)
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En este caso el modelo de despacho consiste en minimizar dos objetivos: Costos, perdidas
y maximizar la suma de los coeficeintes de amortiguamiento considerando amortiguamiento
del sistema. Aprovechando que el algoritmo de optimizacio´n multiobjetivo se puede utilizar
para dos objetivos o ma´s.
3.6. Recapitulacio´n
En la figura 3.2 se muestra la explicacio´n gra´fica de las me´tricas planteadas para medir
estabilidad de pequen˜a sen˜al. Para el caso uno se busca desplazar el valor propio que este ma´s
a la derecha del plano complejo (sea inestable o estable), ma´s a la izquierda para mejorar la
estabilidad. Lo que se busca con esta me´trica es que el valor propio que tenga la parte real
mayor se vuelva ma´s estable.
En el caso dos se busca reducir el taman˜o de las oscilaciones de los generadores. Maxi-
mizando la sumatoria de coeficientes de amortiguamiento. Al igual que en el caso cinco, con
la diferencia que para este caso se incluyo´ un objetivo adicional. Mientras que en el caso
tres se busca mover a los valores propios que este´n a la derecha del plano complejo (mayores
que cero) y que tienen coeficiente de amortiguamiento negativo lo ma´s a la izquierda que se
pueda minimizando la sumatoria de estos.
El caso cuatro es similar al caso uno pero esta vez solo se quieren desplazar a la izquierda
los valores propios inestables del sistema.
Metrica Consideraciones
Caso 1 No considera amortiguamiento
Caso 2 Considera amortiguamiento
Caso 3 No considera amortiguamiento
Caso 4 No considera amortiguamiento
Caso 5 Considera amortiguamiento
Tabla 3.1: metricas para medir estabilidad de pequen˜a sen˜al
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Figura 3.2: Explicacio´n grafica de las me´tricas para medir estabilidad.
Cap´ıtulo 4
Optimizacion multiobjetivo
Un objetivo principal en la operacio´n de los sistemas ele´ctricos de potencia es satisfacer
la demanda requerida al menor costo posible. Garantizando confiabilidad y continuidad del
servicio, manteniendo el sistema dentro de los l´ımites de operacio´n donde no se pierda esta-
bilidad [12],[1]. La operacio´n del sistema ele´ctrico de potencia es una tarea compleja debido
a que se deben satisfacer todos los objetivos antes mencionados. Priorizar cua´l objetivo es
ma´s importante es una tarea dif´ıcil de realizar. Por esta razo´n resulta necesario estudiar el
despacho econo´mico como un problema de optimizacio´n multiobjetivo [1].
En este cap´ıtulo se presentaran todos los conceptos requeridos para la solucio´n del des-
pacho econo´mico considerando estabilidad de pequen˜a sen˜al. Abordando el problema de op-
timizacio´n, como un problema de optimizacio´n multiobjetivo.
4.1. Optimizacio´n multiobjetivo
Optimizacio´n es el procedimiento por el cual se comparan todas las soluciones factibles de
un problema hasta que se encuentre la mejor [1], [2]. La mayor´ıa de problemas de optimizacio´n
involucran ma´s de un objetivo, que en muchos casos se encuentran en conflicto (por ejemplo,
minimizar costos de operacio´n de plantas te´rmicas y las emisiones de CO2). Ya que se tiene
que encontrar una solucio´n o´ptima para mu´ltiples objetivos, el problema de optimizacio´n
resulta en un problema multiobjetivo, donde se tendra´n varias soluciones o´ptimas[2]. Es
importante tener claro que la solucio´n a un problema multiobjetivo no consiste en encontrar
el valor o´ptimo para cada objetivo. Por el contrario el punto ma´s o´ptimo considera ambos
objetivos [1],[2].
Los problemas de optimizacio´n multiobjetivo tienen varias funciones objetivo, para ser
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maximizadas o minimizadas y adema´s poseen varias restricciones que se deben satisfacer. Si
alguna de las funciones objetivos o las restricciones son no lineales, el problema de optimiza-
cio´n es no lineal. Los problemas de optimizacio´n relacionados con sistemas de potencia son
problemas no lineales [1]. Otro aspecto importante de los problemas de optimizacio´n en sis-
temas de potencia es que son no convexos [16]. Cuando se optimizan simulta´neamente varios
objetivos resulta un conjunto de soluciones o´ptimas que conforman el frente de Pareto. Este
frente esta´ conformado por el conjunto de soluciones no dominadas. Para seleccionar este
conjunto los algoritmos de optimizacio´n multiobjetivo utilizan el concepto de dominancia
[1],[2]. Para que una solucio´n A domine a B se deben cumplir dos condiciones, la solucio´n A
debe ser mejor que la solucio´n B en al menos un objetivo y no debe ser peor que la solucio´n
B en ningu´n objetivo [2]. En la figura 4.1 se observa un frente de pareto y el concepto de
dominancia.
Figura 4.1: Frente de pareto (con soluciones no dominadas)
CAPI´TULO 4. OPTIMIZACION MULTIOBJETIVO 30
Un Problema de optimizacio´n multiobjetivo tiene como metas principales [2]:
Encontrar el conjunto de soluciones lo ma´s cercano posible al frente o´ptimo de Pareto.
Encontrar un conjunto de soluciones lo ma´s diverso posible.
En general un problema de optimizacio´n multiobjetivo se representa matema´ticamente
por:
Min/Max F (x) = [F1(x), F2(x), . . . , Fn(x)]
T
Sujeto a Gj(x) ≥ 0, j = 1, 2, . . . , j
Hi(x) = 0, i = 1, 2, . . . , i
Xi
L ≤ Xi ≤ XiU
(4.1)
En donde:
F1, F2,...FN son las funciones objetivo en conflicto.
G(x) representa las restricciones de desigualdad y Xi
L.
Xi
L, Xi
U representan los limites operativos mı´nimo y ma´ximo.
4.2. Te´cnicas tradicionales de optimizacio´n multiobje-
tivo
Los me´todos cla´sicos de optimizacio´n multiobjetivo han existidos desde hace an˜os. Muchos
algoritmos fueron sugeridos; diferentes estudios han clasificado estos algoritmos de acuerdo
a varias consideraciones. Cohon (18985) los clasifico en dos tipos[2]:
Me´todos de generacio´n.
Me´todos basados en preferencias.
Por otra parte los me´todos basados en preferencias, conocen alguna preferencia para
cada objetivo que es utilizada en el proceso de optimizacio´n. Hwang y Masud (1979) y
posteriormente Miettinen (1999) mejoraron la clasificacio´n anterior y sugirieron las siguientes
clases[2]:
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Me´todos a posteriori: Utiliza preferencias en cada objetivo e iterativamente genera el
conjunto de soluciones o´ptimas de Pareto.
Me´todos a priori: utiliza mucha ma´s informacio´n de preferencia para los objetivos y
normalmente encuentran una solucio´n o´ptima preferida.
Me´todos iterativos: utilizan la informacio´n de preferencia progresivamente durante el
proceso de optimizacio´n.
4.2.1. Dificultades de te´cnicas tradicionales de optimizacio´n mul-
tiobjetivo
Los me´todos tradicionales tienen muchas limitantes que se notan ma´s en problemas com-
plejos. Las dificultades ma´s comunes de estos me´todos son:
Costosos a nivel computacional.
La convergencia en una solucio´n o´ptima depende de las soluciones iniciales escogidas.
La mayor´ıa tiende a converger en un o´ptimo local.
No son eficientes para problemas que tienen un espacio discreto.
4.3. Te´cnicas evolutivas de optimizacio´n multiobjetivo
Los algoritmos evolutivos (EAs) son basados en los principios naturales de la evolucio´n
para el proceso de bu´squeda de las soluciones en la optimizacio´n. Estos algoritmos esta´n
constituidos por cuatro a´reas principales: Algoritmos gene´ticos, programacio´n evolutiva, es-
trategias evolutivas y programacio´n gene´tica [1], [2]. En general un EAs es un conjunto de
operadores que manipulan la poblacio´n (conjunto de soluciones), codifican las posibles solu-
ciones y las evalu´an en una funcio´n de aptitud (funcio´n objetivo). Los algoritmos evolutivos
son adecuados para resolver problemas de optimizacio´n multiobjetivo , debido a que funcio-
nan de manera simulta´nea con un conjunto de soluciones, lo que permite encontrar varias
soluciones optimas del frente de Pareto en un tiempo razonable y una sola ejecucio´n, esto
es una ventaja notable en comparacio´n con las te´cnicas cla´sicas. Otra ventaja importante es
que estos algoritmos son menos susceptibles a la forma o continuidad del frente de Pareto.
Significa que estos algoritmos pueden trabajar fa´cilmente con los frentes de pareto discon-
tinuos [1]. Desde finales de los 90’s los algoritmos evolutivos que usan elitismo son tomados
como estado del arte en el a´rea de optimizacio´n, SPEA2, NSGA-II, NSPO, PESA, etc.[18]
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4.4. Algoritmo NSGA-II
Este algoritmo fue propuesto por Kalyanmoy Deb y sus estudiantes en el an˜o 2000. Sus
siglas significan Non-Dominated Sorting Genetic Algorithm. El algoritmo esta´ basado en
la clasificacio´n de soluciones no dominadas [2]. El cual ayuda superar problemas de otros
algoritmos tales como:
Alta complejidad computacional en la clasificacio´n de soluciones no dominadas.
Falta de elitismo: Los algoritmos que poseen elitismo mejoran la velocidad de ejecucio´n
y tambie´n ayudan a prevenir la pe´rdida de buenas soluciones cuando son encontradas.
Necesidad de un para´metro de comparacio´n.
4.5. Estructura del NSGA-II
El funcionamiento de este algoritmo se describe a continuacio´n. A partir de la poblacio´n
aleatoria de padres Pt, es creada la poblacio´n descendiente Qt usando los operadores de
seleccio´n por torneo binario, mutacio´n y recombinacio´n. Para encontrar el frente de soluciones
no dominadas se combinan estas dos poblaciones formando la poblacio´n Rt de taman˜o 2N
(N= taman˜o poblacion Pt y Qt). A continuacio´n se utiliza la clasificacio´n no dominada
utilizando el concepto de dominancia para clasificar toda la poblacio´n Rt. Una vez finaliza la
clasificacio´n no dominada, la nueva poblacio´n Pt se conforma con las soluciones no dominada
de los diferentes frentes de pareto que esta´n conformados por las soluciones no dominadas de
Rt. La conformacio´n de la nueva poblacio´n inicia con el mejor frente de pareto y continu´a en
orden descendiente. Como el taman˜o de la poblacio´n Rt es 2N, no todos los frentes pueden
ser acomodados en los N espacios disponibles en la nueva poblacio´n, por tanto todos los
frentes que no son acomodados son eliminados. Para garantizar que se elijan N miembros
de la poblacio´n, con el u´ltimo frente se utiliza una estrategia de nicho para seleccionar los
miembros de dicho frente que completen la poblacio´n. Esta estrategia de seleccio´n es conocida
como criterio de seleccio´n basado en el operador de distancia de apin˜amiento. Con la cual se
garantiza un conjunto diverso de soluciones o´ptimas. Finalmente el algoritmo finaliza cuando
toda la poblacio´n converge hacia el frente de pareto o´ptimo. En la figura 4.2 se muestra el
esquema principal del algoritmo NSGA-II.
A continuacio´n se muestra paso a paso el procedimiento principal del algoritmo NSGA-II:
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Figura 4.2: Esquema de funcionamiento NSGA-II
Paso 1: combinacio´n de padres y poblacio´n descendiente para crear Rt = Pt ∪ Qt.
Realizar la seleccio´n no dominada de Rt e identificar los diferentes frentes de paretos
Fi.
Paso 2: elegir la nueva poblacio´n Pt+1 = 0. Para la primera iteracio´n i = 1. Hasta que
|Pt+1|+ |Fi| < N , encontrar Pt+1 = Pt+1 ∪ Fi y i = i+ 1.
Paso 3: Realizar el ordenamiento por apin˜amiento (Fi, < c) e incluir las soluciones
faltantes (N − |Pt+1|) utilizando los valores de las distancia de apilamiento en el Fi
ordenado.
Paso 4: crear una poblacio´n descendiente Qt+1 de Pt+1 utilizando los operadores de
mutacio´n, recombinacio´n y torneo binario.
4.5.1. Operador de comparacio´n de apin˜amiento
Este operador (< c) compara dos soluciones y retorna la solucio´n ganadora, adema´s gu´ıa
el proceso de seleccio´n en varias etapas del algoritmo y ayuda a mantener la distribucio´n
uniforme en las soluciones de los frentes o´ptimos de pareto.
1. Ranking de no dominados (ri).
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2. Distancia de apin˜amiento (di).
En base a estos dos atributos la seleccio´n por medio del operador de apin˜amiento se define
como: La solucio´n i gana el torneo a la solucio´n j si alguna de las condiciones que se muestran
a continuacio´n es cierta.
1. Si la solucio´n i tiene un mejor ranking, ri < rj.
2. Si estas tienen el mismo rango pero la solucio´n i tiene mejor distancia de apin˜amiento
que la solucio´n j, ri = rj y di > dj.
4.5.2. Distancia de apin˜amiento
Para obtener una estimacio´n de la densidad de las soluciones que rodean una solucio´n
particular i de la poblacio´n, se calcula la distancia media de dos soluciones ubicadas a cada
lado de la solucio´n i, a lo largo de cada uno de los objetivos. Esta medida di sirve como una
estimacio´n del para´metro del cuboide formado por los puntos vecinos ma´s cercanos como los
ve´rtices (llamados distancia de apin˜amiento).
En la figura 4.3 la distancia de apin˜amiento de la solucio´n i-th de ese frente (marcados con
c´ırculos solidos) es el lado de la longitud media del cuboide. Para el ca´lculo de la distancia
de apin˜amiento es necesario la clasificacio´n de la poblacio´n, de acuerdo a la magnitud de la
funcio´n objetivo en orden ascendente. El ca´lculo paso a paso de la distancia de apin˜amiento
se muestra a continuacio´n.
Figura 4.3: Calculo distancia de apin˜amiento
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Paso 1: Llamar el nu´mero de soluciones en F como L = |F |. Para cada solucio´n i,
asignar primeramente di = 0.
Paso 2: Para cada funcio´n objetivo m = 1, 2, . . . ,M, ordenar el conjunto de solu-
ciones para Fm de manera ascendente o encontrar el vector de ı´ndices ordenados:
Im = ordenar(Fm, >).
Paso 3: Param = 1, 2, . . . ,m, asignar a las soluciones limites una distancia de apin˜amien-
to de valor infinito, y para todas las soluciones restantes j=2 hasta (L-1), la distancia
de apin˜amiento se calcula como:
dImj = dImj +
Fm
(Imj+1) − Fm(Imj−1)
Fm
max − Fmmin
(4.2)
Cap´ıtulo 5
Resultados
Este cap´ıtulo muestra los resultados obtenidos de la optimizacio´n multiobjetivo para el
modelo de despacho econo´mico descrito en el cap´ıtulo 3 utilizando el Toolbox de optimizacio´n
de MATLAB, implementado en los sistemas IEEE39 e IEEE118. Con la solucio´n del despacho
econo´mico se busca observar co´mo e´ste afecta la estabilidad de pequen˜a sen˜al mediante
el ana´lisis de las soluciones obtenidas y representadas en el frente de pareto. Adema´s se
muestran los resultados obtenidos al implementar varias funciones objetivos (ver cap´ıtulo 3)
que consideran estabilidad de pequen˜a sen˜al al sistema IEEE39, con la finalidad de encontrar
la funcio´n que permitiera modelar de manera ma´s adecuada el despacho como un problema
multiobjetivo.
5.1. Resultados modelo de despacho desarrollado para
estudiar el despacho econo´mico multiobjetivo
Inicialmente, se realizo´ una simulacio´n con el objetivo de identificar las caracter´ısticas del
Toolbox de optimizacio´n multiobjetivo de Matlab, y conocer que´ para´metros de entrada son
requeridos para el correcto funcionamiento de e´ste.
El modelo de despacho econo´mico mostrado en el cap´ıtulo 3 (ecuacio´n 3.3) se imple-
mento´ en los sistemas de prueba IEEE39 e IEEE118, los resultados obtenidos se presentan
a continuacio´n.
El frente de pareto obtenido para el sistema IEEE39 se observa en la figura 5.1. El obje-
tivo F1 (3.4) son los costos de generacio´n teniendo en cuenta penalizacio´n por inestabilidad
(nu´mero de Eigen valores inestables del sistema) y el objetivo F2 (3.5 ) las pe´rdidas del siste-
ma . En el frente de pareto obtenido se puede notar que estos dos objetivos esta´n en conflicto,
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es decir que para tener mı´nimos costos se obtienen mayores pe´rdidas y viceversa.
Figura 5.1: Frente de pareto para sistema IEEE39
En la tabla 5.1 se tienen las potencias en por unidad (Sbase= 100MVA) obtenidas para
tres soluciones del frente de pareto. Cada solucio´n esta´ ubicada en el Punto de mı´nimo costo,
punto intermedio y punto de ma´ximo costo. Para cada caso se muestran co´mo se afecta la
estabilidad de pequen˜a sen˜al del sistema mediante la gra´fica de los valores propios en el plano
complejo. Donde se puede observar si el valor propio es estable o inestable. Un valor propio
es inestable si se encuentra a la derecha del plano complejo es decir si tiene parte real positiva
mayor que cero. Es importante mencionar que para el ca´lculo de los valores propios en este
modelo de optimizacio´n no se tuvo en cuenta el amortiguamiento del sistema, es decir se
escogio´ el peor escenario para ver co´mo se ve afectada la estabilidad.
Para la solucio´n ubicada en el punto de mı´nimos costos y ma´ximas perdidas el compor-
tamiento de los valores propios del sistema se muestra en la figura 5.2. Se observa que hay
nueve valores propios que se encuentran en la parte real positiva del plano complejo (ubi-
cados a la derecha, es decir mayores que cero). Estos valores propios hacen referencia a los
modos de oscilacio´n de cinco generadores del sistema, debido a que los valores propios de
cada generador se presentan en pares conjugados. El sistema en esta condicio´n de despacho
es inestable ya que la mayor´ıa de los valores propios del sistema tienen parte real positiva
(mayor que cero).
El comportamiento de los valores propios para la solucio´n ubicada en un punto interme-
dio del frente de pareto se muestra en la figura 5.3. Los valores propios para esta solucio´n
cambiaron con respecto a los mostrados anteriormente, solo cinco de estos son inestables.
Por lo tanto tres generadores tienen modos de oscilacio´n inestable. Significa que para esta
condicio´n de despacho el sistema es ma´s estable que en el caso de mı´nimos costos.
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Pgeneradas[p.u] Punto mı´n costo Punto intermedio Punto max costo
Pg1 7.2322 7.9189 8.9651
Pg2 6.4392 8.7107 12.3894
Pg3 2.4105 3.4535 4.8390
Pg4 5.4039 5.0390 4.5933
Pg5 7.6067 6.9571 5.8831
Pg6 7.6050 6.7617 7.2617
Pg7 6.5627 5.6565 4.2176
Pg8 6.4768 5.4904 4.1129
Pg9 8.2269 7.8977 7.2055
Pg10 3.1886 2.1848 2.7671
Perdidas[p.u] 0.7037 0.497 0.3451
Costos [USD] 4.4811e+9 4.8712e+9 5.5993e+9
Tabla 5.1: Potencias obtenidas en los puntos extremos del frente de pareto para el sistema
IEEE39
Figura 5.2: Valores propios del sistema IEEE39 para el punto de mı´nimos costos
En el punto de ma´ximos costos (figura 5.4), el comportamiento de los valores propios
cambio respecto a los puntos anteriores, los valores que se encuentran a la izquierda del
plano complejo (que tienen magnitud menor que cero ) son mucho menores que en el caso
de mı´nimos costos, para este caso se tienen diez valores propios inestables. En esta condicio´n
de despacho se tiene el comportamiento ma´s inestable para el sistema de las tres soluciones
estudiadas. Esto significa que el sistema tiene caracter´ısticas inestables que deben ser mitiga-
das mediante acciones de control (por ejemplo mediante un PSS- estabilizador del sistema de
potencia o mediante control de a´rea amplia). Sin embargo, se puede apreciar que el despacho
tiene efecto sobre la estabilidad de pequen˜a sen˜al del sistema y por tanto puede ser sujeto de
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Figura 5.3: Valores propios del sistema IEEE39 para el punto intermedio
optimizacio´n.
Figura 5.4: Valores propios del sistema IEEE39 para el punto de maximos costos
El frente de pareto obtenido para el sistema IEEE118 se muestra en la figura 5.5. Se
puede observar que el rango de soluciones para las pe´rdidas y costos es ma´s reducido para
este sistema que para el sistema IEEE39 (figura5.1). Esto se debe a que el sistema es mucho
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ma´s grande y tiene ma´s generadores con sus respectivas restricciones. De igual manera el
frente de pareto muestra que el problema de optimizacio´n si es un problema multiobjetivo.
Figura 5.5: Frente de pareto para sistema IEEE118
En la tabla 5.2 se presentan las soluciones obtenidas para tres puntos del frente de pareto.
Al igual que en el sistema anterior se estudio´ el comportamiento de la estabilidad del sistema
en cada uno de estos puntos.
Para la solucio´n ubicada en el punto de mı´nimos costos y ma´ximas perdidas el comporta-
miento de los valores propios del sistema se muestra en la figura 5.6. Nueve de estos valores
son inestables, es decir cinco generadores tienen modos de oscilacio´n que los pueden llevar
a la inestabilidad. Adema´s se encuentran seis valores propios ubicados en cero, estos modos
de oscilacio´n son estables pero oscilatorios. El sistema para esta condicio´n de despacho es
inestable.
El comportamiento de los valores propios para la solucio´n ubicada en un punto interme-
dio del frente de pareto se observa en la figura 5.7. Los valores propios para esta solucio´n
cambiaron con respecto a los mostrados en la solucio´n de mı´nimos costos. La cantidad de
valores propios inestables es diez y los valores estables se movieron ma´s a la derecha lo que
es desfavorable para la estabilidad del sistema. Para esta condicio´n de despacho el sistema es
ma´s inestable que la condicio´n anterior.
En el punto de ma´ximos costos se obtuvo la condicio´n de despacho econo´mico donde ma´s
se afecta la estabilidad del sistema, en la figura 5.8 se puede ver que el nu´mero de valores
propios inestables es 12. Esto quiere decir que hay seis generadores que presenten modos de
oscilacio´n inestable.
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Pgeneradas[p.u] Punto mı´n costo Punto intermedio Punto max costo
Pg1 1.3762 1.2328 1.1141
Pg2 1.8263 1.7960 1.7880
Pg3 1.1390 1.3178 1.4468
Pg4 1.8319 1.8495 1.9009
Pg5 2.5498 2.4843 2.3446
Pg6 1.6624 1.6849 1.6795
Pg7 1.8144 1.7644 1.8021
Pg8 2.1694 2.1263 2.0868
Pg9 2.4236 2.2198 2.3024
Pg10 1.8207 2.1848 2.7671
Pg11 2.2112 1.8195 1.8438
Pg12 2.2044 2.3499 2.2997
Pg13 2.8001 2.7469 2.8013
Pg14 1.8731 2.0754 2.0197
Pg15 1.3268 1.2976 1.3520
Perdidas[p.u] 0.85 0.8345 0.8325
Costos[USD] 6.6016e+8 6.6817e+8 6.7729e+8
Tabla 5.2: Potencias obtenidas en los puntos extremos del frente de pareto para el sistema
IEEE118
Figura 5.6: Valores propios del sistema IEEE118 para el punto de mı´nimos costos
Al igual que en el caso anterior, se puede inferir que el despacho tiene efecto sobre sobre
la estabilidad de pequen˜a sen˜al del sistema, cuando no se tiene buen amortiguamiento.
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Figura 5.7: Valores propios del sistema IEEE118 para el punto intermedio
Figura 5.8: Valores propios del sistema IEEE118 para el punto de maximos costos
5.2. Resultados de las me´tricas para medir la estabi-
lidad de pequen˜a sen˜al
Para analizar el comportamiento de estas me´tricas se utilizo´ el sistema de prueba IEEE39.
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5.2.1. Caso 1
Los resultados obtenidos para este modelo de optimizacio´n (ver ecuacio´n 3.6) se muestran
en la figura 5.9. Las soluciones obtenidas como resultado de este problema son muy pocas y
por la tanto no se alcanza a formar el frente de pareto. Esto se debe a que la funcio´n objetivo
dos no es muy sensible y tiene un rango de soluciones limitado.
Figura 5.9: Resultado para el caso 1 implementado en el sistema IEEE39
Se puede concluir a partir del ana´lisis de la figura 5.9 que no es posible maximizar la
parte real del mejor valor propio y obtener un conjunto amplio de soluciones. Para este caso
con la funcio´n objetivo dos el problema de optimizacio´n no es multiobjetivo dado que no se
obtiene un buen frente de pareto.
5.2.2. Caso 2
En la figura 5.10 se muestra el frente de pareto obtenido para este modelo (ver ecuacio´n
3.7), como se considera amortiguamiento en los generadores todas las soluciones son estables.
El comportamiento de este modelo de optimizacio´n tampoco es muy bueno ya que no se
alcanza a formar un buen frente de pareto a pesar de que se tiene un conjunto grande de
soluciones.
De los resultados obtenidos en la figura 5.10 se puede concluir que la sumatoria de coe-
ficientes de amortiguamiento si cambia con la variacio´n del despacho cuando se considera
amortiguamiento en el sistema, pero dentro de un rango reducido. Esta funcio´n objetivo no
presenta buenos resultados para medir estabilidad de pequen˜a sen˜al en el despacho.
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Figura 5.10: Resultado para el caso 2 implementado en el sistema IEEE39
5.2.3. Caso 3
Los resultados obtenidos para este modelo (ver ecuacio´n 3.8), se presentan en la figura
5.11 donde se observa que no se obtiene un frente de pareto. Es notable que el sistema esta
sesgado a muy pocos puntos en la solucio´n. Esto se debe principalmente a que la sumatoria
de los coeficientes de amortiguamiento negativos es muy pequen˜a para cualquier condicio´n
de despacho cuando no se considera amortiguamiento. Es decir esta funcio´n objetivo es poco
sensible a las variaciones de potencias generadas.
Figura 5.11: Resultado para el Caso 3 en el sistema IEEE39
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Se puede concluir entonces que para esta funcio´n objetivo implementada para medir
estabilidad no permite modelar el problema de optimizacio´n como multiobjetivo. Debido a
que la sumatoria de coficientes de amortiguamiento para cualquier condicio´n de despacho es
cercana a 1.
5.2.4. Caso 4
El frente de pareto obtenido para este modelo (ver Ecuacio´n 3.9) se muestra en la figura
5.12. Se observa que se forma un frente de pareto aunque las soluciones obtenidas son diez.
Esta funcio´n objetivo muestra que la estabilidad de pequen˜a sen˜al y los costos de despacho
econo´mico esta´n en conflicto, a pesar de que la funcio´n no es muy sensible ya que se obtienen
muy pocas soluciones.
Figura 5.12: Frente de pareto caso 4 para sistema IEEE39
Se puede concluir a partir del resultado obtenido en la figura 5.12 , que con esta funcio´n
objetivo se puede modelar el despacho econo´mico como un modelo multiobjetivo aunque la
sumatoria de la parte real de los valores propios esta´ limitada a pocas soluciones.
5.2.5. Caso 5
Los resultados obtenidos para este modelo (ver ecuacio´n 3.10) se observan en la figura
5.13. Donde se muestra el frente de Pareto obtenido para pe´rdidas del sistema vs sumatoria
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de coficiente de amortiguamiento. En la figura 5.14 se observa el frente de pareto obtenido
para costos vs coeficiente de amortiguamiento. Se puede notar que el frente de pareto es
mucho mejor que el de la figura 5.13. Adema´s se evidencia una vez ma´s que el despacho
econo´mico considerado estabilidad de pequen˜a sen˜al si es un problema multiobjetivo.
Figura 5.13: Frente de pareto (coeficiente de amortiguamiento vs perdidas ) caso 5 para
sistema IEEE39
Figura 5.14: Frente de pareto (coeficiente de amortiguamiento vs costos ) caso 5 para sistema
IEEE39
En la figura 5.15 se puede ver que cuando se enfrentan costos contra perdidas y conside-
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rando tres objetivos no se forma un frente de pareto, pero si se obtienen muchas soluciones
dispersas. Esto es debido a que la funcio´n de pe´rdidas es mucho ma´s sensible a la variacio´n de
potencias generadas que la funcio´n objetivo de estabilidad de pequen˜a sen˜al. Por esta razo´n
tambie´n los frentes de pareto de las figuras 5.13, 5.14 tienen un buen nu´mero de soluciones.
En los casos anteriores donde no se consideraron perdidas los resultados obtenidos no fueron
muy buenos, por esto en la metodolog´ıa desarrollada se utilizo´ la funcio´n de pe´rdidas.
Figura 5.15: Resultado obtenido para las funciones (perdidas vs Costos) caso 5 para sistema
IEEE39
En la tabla 5.3 se muestran las potencias obtenidas para los casos de mı´nimos y ma´ximos
costos:
Pgeneradas[p.u] Punto mı´n perd´ıdas Punto mı´n costo
Pg1 8.138 5.281
Pg2 12.447 5.703
Pg3 6.282 2.921
Pg4 4.152 6.315
Pg5 4.566 8.026
Pg6 6.259 6.999
Pg7 5.993 6.950
Pg8 5.154 6.353
Pg9 5.742 9.209
Pg10 2.421 3.397
Perdidas[p.u] 0.3413 0.8723
Costos[USD] 4.348e+9 5.9035e+9
Tabla 5.3: Potencias obtenidas en los puntos de mı´nimo costo y mı´nimas pe´rdidas para el
caso 5
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Para cada caso el comportamiento de los valores propios del sistema se observa en las
figuras 5.16 y 5.17.
Figura 5.16: Valores propios caso 5 para el punto de mı´nimas perdidas
Figura 5.17: Valores propios caso 5 para el punto de costo mı´nimo
Al comparar las figuras 5.16 y 5.17, se puede notar que cuando el sistema esta´ bien
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amortiguado no se presentan cambios en los valores propios del sistema para el punto de
operacion estudiado en este trabajo ( demanda pico de los sistemas estudiados). Adema´s
siempre se encuentra estable. Es decir todos sus valores propios tienen parte real negativa.
Si se realiza el ana´lisis modal para los resultados de la optimizacio´n en los puntos de
operacio´n de mı´nimos perdidas y costo mı´nimo, sin considerar amortiguamiento del sistema
se puede observar que este se hace inestable. En la figura 5.18 se muestra el comportamiento de
los valores propios para el punto de mı´nimas perdidas. Y en la figura 5.19 el comportamiento
para el punto de costo mı´nimo.
Figura 5.18: Valores propios caso 5 para el punto de mı´nimas perdidas sin amortiguamiento
Figura 5.19: Valores propios caso 5 para el punto de costo mı´nimo sin amortiguamiento
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El sistema para estos puntos de operacion (sin considerar amortiguamiento) presenta
comportamiento inestable y diferente en cada caso. Se puede concluir que la estabilidad
del sistema para el caso en que se tiene amortiguamiento es independiente del proceso de
optimizacio´n, es decir siempre que se tenga amortiguamiento el sistema sera´ estable. Y cuando
no se tenga amortiguamiento seguramente se tendra´ comportamiento diferente para cada
punto de operacio´n del sistema.
5.2.6. Rendimiento del algoritmo de optimizacio´n para el caso 5
En la tabla 5.4 se muestran los tiempos de ca´lculo y el nu´mero de iteraciones que requi-
rieron las funciones principales. Para el ca´lculo de pe´rdidas y Eigenvalores en el algoritmo
para resolver el problema de optimizacio´n considerando los tres objetivos del caso 5.
Funcio´n Llamadas Tiempo total [s]
NewtonRaphson 32702 1018.652
Calculo jacobiano 167264 831.102
Calculo valores propios 16351 539.795
Tabla 5.4: Funciones principales del algoritmo de optimizacio´n
De la tabla 5.4 se observa que la funcio´n ma´s requerida por el algoritmo de optimizacio´n es
la del ca´lculo del jacobino esto se debe a que para el ca´lculo del flujo de potencia es necesaria
esta funcio´n, y adema´s tambie´n es requerida por la funcio´n que calcula los Eigenvalores del
sistema. Luego le sigue la funcio´n ca´lculo de Newtonrapson que se utiliza para calcular las
pe´rdidas de potencia activa por el sistema y tambie´n es llamada en la funcio´n para el ca´lculo
de los Eigenvalores. Se observa que esta funcio´n es la que ma´s tiempo requiere. Esto significa
que esta es la funcio´n que demanda ma´s esfuerzo computacional.
El nu´mero de iteraciones que necesito el algoritmo de optimizacio´n para encontrar las
soluciones que conforman el frente de pareto fue de 178 y el taman˜o de la poblacio´n es de
150 X 10 es decir por cada poblacio´n se tienen diez potencias. Se tiene para este caso un
buen nu´mero de soluciones. El tiempo total que requiere el algoritmo de optimizacion para
resolver este caso es de aproximadamente 7 minutos. Los tiempos antes mencionados fueron
obtenidos al ejecutar el programa en un computador con procesador Intel Core I3 y memoria
RAM de 4 GB.
Cap´ıtulo 6
Conclusiones
Con el desarrollo del modelo de despacho econo´mico multiobjetivo presentado en este
trabajo de grado se obtienen un conjunto de soluciones factibles que consideran tres objetivos
fundamentales para la operacio´n del sistema de potencia: pe´rdidas, costos y estabilidad de
pequen˜a sen˜al. Lo que permite elegir una solucio´n de acuerdo a las necesidades que se tengan
y al objetivo de mayor preferencia estando sujeto al complimiento de los otros objetivos.
Garantizando as´ı un punto equilibrado de operacio´n.
El conjunto de soluciones obtenidas muestran que con la variacio´n de las potencias se
cambian los puntos de operacio´n del sistema, es decir cambia las pe´rdidas y se afecta la
estabilidad de pequen˜a sen˜al, si el sistema no tiene amortiguamiento. Adema´s se evidencia
que para cada despacho econo´mico que se obtiene en la solucio´n del modelo multiobjetivo
hay un comportamiento diferente para los valores propios del sistema. Lo que confirma que
con los cambios que se realizan en la generacio´n a diario, s´ı se pueden generar condiciones de
inestabilidad que no son favorables para la operacio´n del sistema. Por otra parte se observa
que si se requiere generar a mı´nimos costos el nivel de pe´rdidas en el sistema se aumenta.
Encontrar una metodolog´ıa que permita medir de alguna manera como se afecta la esta-
bilidad de pequen˜a sen˜al del sistema es una tarea compleja dado que las funciones objetivos
implementadas en este trabajo de grado mostraron no ser muy sensibles. Ya que los valores
obtenidos eran muy pequen˜os y las variaciones no se hac´ıan muy notorias. Por esta razo´n
no se pudo utilizar ninguna de las me´tricas estudiadas como una sola funcio´n objetivo que
solo involucrara estabilidad. La me´trica que mejor resultados mostro´ fue la del caso 5 donde
se consideraron adema´s de costos y estabilidad de pequen˜a sen˜al, las pe´rdidas de potencia
activa del sistema. En este caso se evidencio´ que el nivel de pe´rdidas es mucho ma´s sensible
a las variaciones de potencias generadas que las me´tricas para el ca´lculo de estabilidad de
pequen˜a sen˜al. En base a lo anterior y despue´s de probar las otras me´tricas implementadas
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teniendo en cuenta el nivel de pe´rdidas se obtuvieron mejores resultados en la optimizacio´n
que en los casos donde estas no se consideraron, esto quiere decir que entre ma´s real sea el
ana´lisis y se tengan ma´s objetivos en conflicto se va a obtener una mejor solucio´n para el
problema de despacho es decir las me´tricas contribuyen a mejorar el proceso de optimizacio´n
cuando se tienen en cuenta las perdidas. En la metodolog´ıa implementada se utilizo´ el nivel
de pe´rdidas como segunda funcio´n objetivo para as´ı garantizar un buen frente de Pareto en
las soluciones obtenidas. Y la estabilidad de pequen˜a sen˜al se penalizo´ en la funcio´n de costos
mediante el conteo de los valores propios que tuvieran comportamiento inestable. Cuando
los generadores de las centrales de generacio´n tienen amortiguamiento, el sistema responde
muy bien ante variaciones de la generacio´n en el despacho para la condicion de operacion
estudiada, es decir no se pierde estabilidad. Pero es importante estudiar el caso ma´s cr´ıtico
que es donde no se tiene amortiguamiento.
Es importante considerar estabilidad de pequen˜a sen˜al del sistema en el despacho econo´mi-
co para as´ı garantizar un punto de operacio´n del sistema que este´ dentro de los l´ımites de
estabilidad y as´ı reducir la necesidad de utilizar elementos estabilizadores del sistema de
potencia.
Los me´todos de optimizacio´n multiobjetivo permiten estudiar desde un panorama ma´s
amplio el comportamiento de los sistemas de potencia. Gracias a que se pueden considerar
varios objetivos que normalmente resulta dif´ıcil priorizarlos.
6.1. Futuros trabajos de investigacio´n
Estudiar y desarrollar un modelo de despacho econo´mico ma´s complejo, por ejemplo un
despacho hidrote´rmico con alta penetracio´n de energ´ıas renovables para ver como se afecta
la estabilidad de pequen˜a sen˜al del sistema. Adema´s de considerar un despacho a mediano
plazo, que significar´ıa un aumento significativo en las restricciones del problema.
Para el estudio de los valores propios se puede disen˜ar un metodolog´ıa para su ca´lculo
utilizando el modelo completo de la ma´quina s´ıncrona para obtener soluciones ma´s exactas.
Mejorar el funcionamiento de las te´cnicas de optimizacio´n multiobjetivo disen˜ando unas
nuevas funciones para el cruce, la mutacio´n y la recombinacio´n de los individuos, para mejorar
el rendimiento del algoritmo de optimizacio´n.
Anexo A
Sistemas de potencia utilizados
A.0.1. Sistema IEEE39
La tabla A.1 muestra las constantes A y B utilizadas en las ecuaciones cuadra´ticas (ver
ecuacio´n 3.1). Para calcular los costos de generacio´n en el sistema IEEE39.
Nodo generacio´n voltaje [p.u] A [/MWh2] B [/MWh]
1 0.982 2649 792.63
2 1.03 2258 959.4929
3 0.984 6945 655.7407
4 1.012 2745 35.7117
5 0.997 1317 849.129
6 1.049 2930 933.9932
7 1.064 1961 678.5372
8 1.027 1905 757.7401
9 1.026 1178 743.725
10 1.047 2027 392.227
Tabla A.1: Datos para las ecuaciones de costo para el sistema IEEE39
Para el ca´lculo de los valores propios se utilizaron los datos mostrados en la tabla A.2 .
Donde:
H es la constante de inercia del rotor del generador.
Xd, Xq son las reactancias transitoria del eje directo y cuadratura.
X ′d, X
′
q son las reactancias transitoria de secuencia cero del eje directo y cuadratura.
53
ANEXO A. SISTEMAS DE POTENCIA UTILIZADOS 54
T ′do, T
′
qo constantes de tiempo para el eje directo y de cuadratura.
Nodo Generacio´n Xd[p.u] X
′
d[p.u] Xq[p.u] X
′
q[p.u] H T
′
do T
′
qo
1 0.2950 0.0647 0.2820 0.0647 30.3 6.56 1.50
2 0.0200 0.0060 0.0190 0.0060 500.0 6.00 0.70
3 0.2495 0.0531 0.2370 0.0531 35.8 5.70 0.50
4 0.3300 0.0660 0.3100 0.0660 26.0 5.40 0.44
5 0.2620 0.0436 0.2580 0.0436 28.6 5.69 1.50
6 0.2540 0.0500 0.2410 0.0500 34.8 7.30 0.40
7 0.2950 0.0490 0.2920 0.0490 26.4 5.66 1.50
8 0.2900 0.0570 0.2800 0.0570 24.3 6.70 0.41
9 0.2106 0.0570 0.2050 0.0570 34.5 4.79 1.96
10 0.2000 0.0040 0.1900 0.0040 42.0 5.70 0.50
Tabla A.2: Datos para el calculo de los Eigenvalores sistema IEEE39
A.0.2. Sistema IEEE118
La tabla A.3 muestra las constantes A y B utilizadas en las ecuaciones cuadraticas (ver
ecuacio´n 3.1). Para calcular los costos de generacio´n en el sistema IEEE118.
Nodo generacio´n voltaje [p.u] A [/MWh2] B [/MWh]
1 1.05 2649 792.63
10 1.05 2258 959.4924
12 1.00 6945 655.7407
25 1.05 2745 35.7117
26 1.02 1317 849.129
49 1.02 2930 933.9932
59 1.00 1961 678.5372
61 1.00 1905 757.7401
65 1.006 1178 743.725
66 1.05 2027 392.227
69 1.03 1703 655.4779
80 1.04 1536 171.1867
89 1.00 1126 706.0461
100 1.02 2370 31.8328
110 1.00 8007 276.923
Tabla A.3: Datos para las ecuaciones de costo para el sistema IEEE118
Para el ca´lculo de los Eigenvalores se utilizaron los datos mostrados en la tabla A.4.
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Nodo Generacio´n Xd[p.u] X
′
d[p.u] Xq[p.u] X
′
q[p.u] H T
′
do T
′
qo
1 0.2950 0.0647 0.2820 0.0647 30.3 6.56 1.50
10 0.0200 0.0060 0.0190 0.0060 500.0 6.00 0.70
12 0.2495 0.0531 0.2370 0.0531 35.8 5.70 0.50
25 0.3300 0.0660 0.3100 0.0660 26.0 5.40 0.44
26 0.2620 0.0436 0.2580 0.0436 28.6 5.69 1.50
49 0.2540 0.0500 0.2410 0.0500 34.8 7.30 0.40
59 0.2950 0.0490 0.2920 0.0490 26.4 5.66 1.50
61 0.2900 0.0570 0.2800 0.0570 24.3 6.70 0.41
65 0.2106 0.0570 0.2050 0.0570 34.5 4.79 1.96
66 0.2000 0.0040 0.1900 0.0040 42.0 5.70 0.50
69 0.0200 0.0060 0.0190 0.0060 500.0 6.00 0.70
80 0.2495 0.0531 0.2370 0.0531 35.8 5.70 0.50
89 0.3300 0.0660 0.3100 0.0660 26.0 5.40 0.44
100 0.2620 0.0436 0.2580 0.0436 28.6 5.69 1.50
110 0.2540 0.0500 0.2410 0.0500 34.8 7.30 0.40
Tabla A.4: Datos para el calculo de los Eigenvalores sistema IEEE118
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