Recent increases in computing power have allowed for much progress to be made in the field of nuclear data. The advances listed below are each significant, but together bring the potential to completely change our perspective on the nuclear data evaluation process. The use of modern nuclear modeling codes like TALYS and the Monte Carlo sampling of its model parameter space, together with a code system developed at NRG Petten, which automates the production of ENDF-6 formatted files, their processing, and their use in nuclear reactor calculations, constitutes the Total Monte Carlo approach, which directly links physical model parameters with calculated integral observables like k eff . Together with the Backward-Forward Monte Carlo method for weighting samples according their statistical likelihood, the Total Monte Carlo can be applied to complete isotopic chains in a consistent way, to simultaneously evaluate nuclear data and the associated uncertainties in the continuum region. Another improvement is found in the uses of microscopic models for nuclear reaction calculations. For example, making use of QRPA excited states calculated with the Gogny interaction to solve the long standing question of the origin of the ad hoc "pseudo-states" that are introduced in evaluated nuclear data files to account for the Livermore pulsed sphere experiments. A third advance consists of the recent optimization of the Gogny D1M effective nuclear interaction, including constraints from experimental nuclear masses at the "beyond the mean field" level. All these advances are only made possible by the availability of vast resources of computing power, and even greater resources will allow connecting them, going continuously from the parameters of the nuclear interaction to reactor calculations. However, such scheme will surely only be usable for applications if a few fine-tuning "knobs" are introduced in it. The values of these adjusted parameters will have to be calibrated versus differential and integral experimental constraints.
The premise of this paper is that vast amounts of computing power can potentially change the way nuclear data are evaluated. There are more than 20 petaFLOPclass computers (10 15 floating point operations per second) operating today [1], with three operating above 10 PFLOPS, the top one being Titan of Oak Ridge National Laboratory (USA) with 17.6 PFLOPS. These computers are built using a large number of CPU cores, typically more than 100k, each with about as much computing power as a typical personal computer.
Looking at trends from the past two decades and extrapolating to the next ( Fig. 1) suggests that the first exaFLOP-class (1000 PFLOPS or 10 18 FLOPS) computer should come online by 2018. Such computing power is several orders of magnitude higher than what is avail- * Corresponding author: eric.bauge@cea.fr able today and opens the way for studies that are beyond the reach of today's fastest supercomputers. That possibility should encourage us to think outside the box of current studies, and invent new ways of making use of all that computing power to benefit the field of nuclear data.
The easiest way to exploit massive amounts of computing power is the so-called "embarrassingly parallel" class of problems, where the same program can be dispatched over several thousands of computing cores running independently, each with a different set of input data. For example, each core can do calculations for a different nucleus, for a different incident energy, or with a different random number seed in the case of Monte Carlo sampling. Such class of problems can be tackled with very minimal adaptation of computer codes, and with nearperfect scalability (ratio between the speedup and the number of cores). Typical examples of such applications are a systematic calculations over the whole chart of nuclides and Monte Carlo explorations of model parameter space.
The next step in using supercomputers requires more programing work, as it involves spreading the calculation across many cores and the exchange of information between cores. In this case, data exchanges must be explicitly taken care of by the programmer. One typical example of such calculations is the filling of large matrices where blocks of matrix elements are calculated on different cores. Finally, using the Graphics Processing Units (GPUs) that are present in the so called "hybrid" computers requires a complete rewrite, and even potentially an adaptation of the algorithmic structure of code, but has the potential for very large speedup. Such architecture is suited only to problems which involve processing of a large number of elements (over 10000) in exactly the same way, and is typically used to implement the inner loops of calculations.
The present paper will highlight three studies which have been performed at CEA DAM DIF using the computing resources available there, TERA-100: 1 PFLOPS, 100k cores, #20 in November 2012 TOP500 ) for the sum of the 500 fastest computers (green dots), as well as the first (red dots) and 500th (pink dots) ranked computers.
II. FIRST DOT: TMC + BFMC
The first application is a perfect example the "embarrassingly parallel" class of problem. It involves coupling the Total Monte Carlo (TMC) approach of NRG Petten [2] to propagate sampled model parameter uncertainties, towards differential observables (cross sections, spectra) and integral ones k eff , spectral indices), with the Backward-Forward Monte Carlo (BFMC) method [3] to weight each sample according to a likelihood-like function.
One difference between the present study and previous ones [3] resides in the use of integral contributions to the likelihood function built from the generalized χ 2 quantifying the distance between experimental constraints and calculated values. The integral k eff values are calculated from ENDF-6 [4] formatted files produced with the TALYS code [5] and the associated TMC code system (AUTOTALYS, TEFAL), which are fed into MCNP5 [6] calculations of selected ICSBEP [7] criticality benchmarks relevant for the Pu isotopic line. That coupling of the TMC and BFMC approaches allows to benefit from the use of integral constraints to weight each of the TMC samples, and thus address the recurring question of the model parameter distributions used for the TMC approach, since the BFMC weighting produces correlated model parameters samplings that are consistent with the experimental constraints used in the generalized χ 2 function.
The other difference between the present study and previous ones, resides in the fact that the BFMC method is used to weight the model parameters sampling associated not with one target nucleus, but the model parameter space associated with one isotopic line (that of Plutonium isotopes) in a consistent way [8, 9] . This means that models parameters (level densities, fission barriers,γ strength functions) for a given compound nucleus do not change depending on the target nucleus: for example, the level density of the 238 Pu compound nucleus is the same for the calculation of the 240 Pu(n,3n), 239 Pu(n,2n), and 238 Pu(n,n') cross sections. This consistency allows to make use of higher energy fission observables (second and third chance) to constrain the numerous fission model parameters: the fission model parameters of the 239 Pu fissioning nucleus are constrained by the experimental data of the first chance fission of 238 Pu, but also by those associated with the second chance fission of 239 Pu, and the third chance fission of 240 Pu. Thus, in order to evaluate the 238−240 Pu series up to the onset of the fourth chance fission, models parameters for the 237−241 Pu compound nuclei must be sampled and constrained (weighted) by relevant experimental data.
The computational burden of such calculation is considerable since over 60 model parameters must be sampled, and each independent TALYS/TEFAL/NJOY calculation (one for each target 238−240 Pu) takes approximately 5h. The MCNP calculations for a given consistent set of 238−240 Pu evaluation takes about 100h. In order to save calculation time, the MCNP calculations are only run for the 25% best values of the differential component of χ 2 . Overall, for 10000 samples, this amounts to about 2 million core·hours. Since the TALYS and MCNP calculations can be run independently, the computational load can be spread over a large number (512-4096) of cores with perfect scaling.
The final results of that calculation are weighted sam-
plings of the model parameters, of the evaluated files (including all the differential observables), and of the calculated integral benchmark results. Those weighted samplings are consistent with the differential and integral experimental constraints used to calculate the generalized χ 2 in the likelihood (weighting) function. Analysis of these weighted samplings can then be used to produce mean values, covariances matrices, or best candidate files.
So far, the TMC (TALYS/TEFAL/NJOY) code system [10] has been ported to the TERA-100 computer, and 4000 samples of 238−240 Pu consistent ENDF files (with the associated XSDIR files) have been produced and weighted according to the same differential constraints as in Ref. [3] . The covariance matrix for Pu differential experimental constraints used in the generalized χ 2 evaluation was constructed from the original paper's information, including correlations caused by common reference cross sections. The mean and covariance matrices calculated from the weighted evaluation samples come very close to those of [3] . A subset of ICSBEP MCNP benchmarks relevant to Pu [11] have been installed and tested on TERA-100 using the ENDF files produced above.
A full scale (40000 ENDF sets, 10000 MCNP sets) production run is ready to proceed. The covariance matrix associated with integral experiments is also still not evaluated. When this is done, the integral component of the weighting function will be combined with the differential ones using the product of weights W tot = W diff × W int , and the weighted sampling of model parameters, evaluations and benchmark results will thus be produced.
In summary the combination of the TMC and BFMC approaches with consistent sampling of model parameters for an isotopic series allows to link physical models parameters distributions with differential and integral experimental constraints.
Missing from this approach is the estimation of the socalled "model defects," to account for the cases where the models implemented in codes like TALYS cannot account for existing experimental data.
III. SECOND DOT: IMPROVING NUCLEAR MODELS
When the models cannot account for experimental data (assuming they can be trusted), it is clear that they must be improved. One such example is the case of the "Livermore pulsed sphere" experiment, which could not be accounted for without ad hoc adjustments to the model calculations. This experiment involved firing a pulsed deuteron beam to a tritium target (producing 14 MeV neutrons) inside a thick spherical 238 U shell, and measuring the time of flight (TOF) of neutrons detected some distance from the shell. So far, nuclear models calculations could not account for the measured TOF spectrum and exhibited missing cross sections for a outgoing neutrons with energies between 10 and 12 MeV. At the same time, the same calculation could not account for the double differential spectrum of outgoing neutrons measured for n+ 238 U near 14 MeV in [12] . We have here one integral indication (pulsed sphere) and one differential experiment [12] that both point at one deficiency of the calculated inelastic cross section for n+ 238 U near 14 MeV.
On the other hand, state of the art microscopic preequilibrium calculations [13] seem to encounter no problems accounting for similar observables for spherical targets like 90 Zr. These calculations involve a detailed sum of direct inelastic cross sections for all the target excitations predicted by the RPA model with the Gogny D1S [14] interaction
where0 and N are the ground and excited RPA states respectively, V eff the effective interaction, and χ( k) the distorted waves. For spherical magic-N nuclei like 90 Zr, RPA calculations have been available for years [15] , but deformed mid-shell nuclei like 238 U need to be treated in a deformed QRPA framework that was only recently implemented [16] . Such QRPA structure calculation for 238 U is very CPU-intensive since it requires over 700k core·hours. This calculation was performed by distributing the evaluation of the QRPA matrix elements over 1000 to 4000 cores, and could not have been done without access to a computer of the class of TERA.
Given these ingredients, the calculation of (1) becomes possible for 238 U. However, since 238 U is strongly deformed, each of the N QRPA states generates a rotational band, and the coupling between the ground0 and excited states N , becomes the coupling between two rotational bands built on top of these two states. This calculation is performed with the coupled channel formalism using deformed microscopic Optical Model parameters (OMP) calculated as in [17] with the Lane-consistent parameterization of [18] . Comparisons (not shown) between calculations performed with a two quasi-particle description of excited states and a QRPA description of those states reveals that using QRPA states in the calculation increases the preequilibrium component of that cross section by more than one order of magnitude for 12 MeV outgoing neutrons compared to the quasi-particle-based calculation. Fig. 2 shows that such calculations account for the data of [12] . So far the evaporation and fission neutron components shown in Fig. 2 are not calculated consistently with the preequilibrium component. More specifically, the energy and spin parity distributions for the compound nucleus are still obtained with the exciton model. In the near future, we plan to implement that model into the TALYS code to investigate the effect of the compound nucleus distribution stemming from microscopic preequilibrium model on other channels like (n,2n). Systematic calculations are also underway to calculate QRPA spectra for all the measured even-even nuclei. That will allow us to perform that type of calculation for targets other than 238 U. Finally, approximations like weak coupling will have to be used for odd and odd-odd targets.
IV. THIRD DOT: IMPROVING THE NUCLEAR INTERACTION
The above preequilibrium calculations rely heavily on ingredients calculated using nuclear structure and the finite-range Gogny D1S interaction [14] . While this interaction has remained unchanged for more than 20 years, we now have clear indications that it can be improved. The first step in this direction was done in [19] , where the parameterization of the D1S was reevaluated in order to fix the isotopic drift (see the upper panel of Fig. 3 ) of the binding energies exhibited by the D1S parameterization. This refitting of the interaction was performed FIG. 3 . Differences between the experimental and the theoretical masses calculated at the beyond-the-mean-field level using the D1S, D1N and D1M effective nuclear interactions for 2149 nuclei.
at the mean field level (Hartree-Fock-Bogoliubov or HFB framework) with extra constraints coming from nuclear matter calculations. That D1N interaction, which constitutes the starting point for the re-parameterization of the Gogny interaction, exhibits a systematic shift of binding energies of the order of 2.3 MeV at the HFB level when compared with 2149 experimental masses. However, such a large systematic shift at the HFB level is not surprising since two important ingredients are missing from the calculation. First, HFB calculations are performed using a finite number of harmonic oscillators (HO) shells whereas the "right" value of the binding energy can only be obtained for an infinite number of HO shells. Therefore, two HFB calculations (N and N + 2 HO shells) must be performed in order to extrapolate towards N = ∞. Secondly, the binding energy calculated at the mean field level must be corrected beyond the mean field corrections obtained by solving a 5 dimensional collective Hamiltonian [20] for the quadrupole collective coordinates. This correction dampens the arches exhibited by the mean-field binding energies for values of Z and N far from nuclear magic numbers. Evaluating this correction implies performing a triaxial HFB calculation, which is quite costly CPUwise when multiplied by a large number of nuclei (about 45k core·hours for the 2149 nuclei considered here).
In Ref. [21] , the parameters of the Gogny nuclear effective interaction where optimized in order to produce a nuclear mass model that rivals the accuracy of the best mass formulas. Since the calculation of the quadrupole corrections to the binding energy are so expensive, their number where kept at a minimum (of the order of 20) and performed only when suitable candidates were found at the mean field level. The calculation were performed in the frame of a "grand challenge" on the TERA-10 super- computer (the predecessor of TERA-100) and the total amount of CPU used for that study was of the order 1 million core·hours. The final result of the process is the D1M nuclear effective interaction. When used with the appropriate corrections (infinite HO shells and quadrupole corrections), it produces nuclear binding energies which differ from the experimental ones by a rms of 798 keV over 2149 measured masses [22] . Again, such an improvement to the description of the nuclear structure at the beyondthe-mean-field level could not have been achieved without the availability of large computational resources.
V. CONNECTING THE DOTS: ONE PATH TO EXASCALE COMPUTING
The above three examples illustrate clearly how vast computing resources allow theoreticians to break new ground in the description of nuclear structure, nuclear reactions and evaluated data. Ten or fifteen years ago we could only dream of performing those tasks since the computing resources of the time were not adequate. Now these dreams have become a reality. Moreover, the three studies above were performed using yesterday's typical computer request size (i.e. 1-2 million core·hours), today the typical request size is already more like 10-20 million core·hours. By the time the first exascale machines come online (by years 2018-2020) the available computing resources will have grown by a factor of one thousand.
What can be done to make good use of that computing power? A possible answer to this question is to link the above three examples: connecting the dots. This involves sampling the parameters of the nuclear effective interaction, deriving the associated ingredients for reaction models (level densities, fission barriers, γ-strength functions, optical models, preequilibrium) from that interaction, and feeding these ingredients to the reaction models (like TALYS) to produce an ENDF-6 file, which can be processed and then used in computer simulations of integral experiments. The distance between experimental data (structure or reaction differential experiments, and integral experiments) can then be used to weight each sample. This process is analogous to the TMC+BFMC where the sampled parameter space is not that of the reaction model parameters, but that of the nuclear effective interaction parameters.
How far are we from this ultimate goal today? Many of the ingredients are already available or are being worked on. The nuclear structure models like mean field HFB, deformed QRPA [16] , collective Hamiltonian [20] are already available and being refined. The functional form of the nuclear effective interaction is being improved to fix the deficiencies found in Ref. [23] . Microscopic ingredients for reactions models are being developed like in [24] for γ-strength functions, [25] for level densities, direct reaction models and preequilibrium models in [13, 18] (see also section in III), and microscopic fission models in [26] . Moreover, today's computers are already adequate to tackle the above problems separately.
On the other hand, we are still missing some pieces, the first one being obviously the computing power to attack the above problems all at once. However, since the growth rate of computing power has been so predictable, all we have to do is wait for a few years and prepare the rest of the missing ingredients. This leaves some time for us to refine all the models cited above and implement them cleanly so that a TMC-like sampling of the nuclear effective interaction can be propagated all the way to the simulations of integral experiments. Moreover, the implementation of such codes on exascale architectures could cause some difficulties since that architecture might be quite different from that of today's computers, with increased reliance on GPUs, and a lower memory per core ratio, both of which mandate significant adaptations of codes and maybe even algorithms. Naturally, all the above processes will greatly benefit from new and discriminant experimental constrains, both integral and differential, for nuclear structure and nuclear reaction observables. Last but not least, recent studies like [26] have shown that microscopic models need some adjustments in order to account for experimental data, but with these adjustments microscopic models can begin to compete with the phenomenological models used for nuclear data evaluation. That need for adjustments will be made even stronger if integral observables like k eff have to be accounted for in a satisfactory manner, since simulated k eff were shown in [3, 9] to be sensitive to variations of fission barrier heights of the order of only 0.2%. Therefore, some adjustment schemes ("knobs") similar to that used in [26] will have to be developed for each of the nuclear model ingredients cited above, and the values of these adjustment parameters will have to be sampled in the TMC+BFMC process.
The above suggestion is only one of many possible paths to make good use of exaFLOPS-class computers in the field of nuclear data. It is nevertheless one possible way for which many of the ingredients are already available and for which a vision exists today.
