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Abstract
Causal effect estimation from observational
data is an important and much studied re-
search topic. The instrumental variable (IV)
and local causal discovery (LCD) patterns
are canonical examples of settings where a
closed-form expression exists for the causal
effect of one variable on another, given the
presence of a third variable. Both rely on
faithfulness to infer that the latter only in-
fluences the target effect via the cause vari-
able. In reality, it is likely that this assump-
tion only holds approximately and that there
will be at least some form of weak interac-
tion. This brings about the paradoxical situ-
ation that, in the large-sample limit, no pre-
dictions are made, as detecting the weak edge
invalidates the setting. We introduce an al-
ternative approach by replacing strict faith-
fulness with a prior that reflects the existence
of many ‘weak’ (irrelevant) and ‘strong’ in-
teractions. We obtain a posterior distribu-
tion over the target causal effect estimator
which shows that, in many cases, we can still
make good estimates. We demonstrate the
approach in an application on a simple linear-
Gaussian setting, using the MultiNest sam-
pling algorithm, and compare it with estab-
lished techniques to show our method is ro-
bust even when strict faithfulness is violated.
1 INTRODUCTION
Establishing the causal effect of one variable on an-
other is a recurring challenge that is shared by most
areas of scientific research, ranging from cell biology
to economics to psychology and beyond.
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In almost all cases the principal problem is how to ac-
count for the impact of possible confounders on the
strength of the observed interaction. When experi-
ments are possible this is easily solved, as performing
a randomized trial on the cause variable nullifies all
other sources of dependence, and the direct causal ef-
fect component can be read off from the resulting cor-
relation in the data. Naturally, in many cases this is
not feasible, and we need to fall back on alternative
ways to handle unobserved common causes.
One such possibility is when we can establish the pres-
ence of a so-called instrumental variable (Bowden
and Turkington, 1985) for our cause-effect pair in the
data set. An instrumental variable (IV ) is a third vari-
able that is probabilistically dependent on the cause,
but becomes independent of the effect variable after
intervention on cause. It means all dependence be-
tween the IV and the effect variable is mediated by
cause, and no other direct or indirect alternative path
between IV and target effect exists.
When the IV setting holds in a linear-Gaussian setting,
a valid causal effect estimator takes on a simple form:
effect size =
Cov[IV, effect]
Cov[IV, cause]
.
However, it is impossible to establish from data
whether or not the IV setting applies. Sometimes we
may know from background or contextual information
that some particular variable is indeed an instrumen-
tal variable for the target cause-effect relation, but in
general we cannot be sure.
The local causal discovery algorithm (Cooper,
1997) resolves this problem by checking if the IV and
the target effect variable become conditionally inde-
pendent given the cause. If true, then, assuming faith-
fulness, all dependence between IV and effect is indeed
mediated by cause, at the expense of a more restricted
setting to which the model applies (no confounding
between cause and effect). The causal effect estimator
now becomes:
effect size =
Cov[cause, effect]
Var[cause]
.
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The LCD estimator relies on faithfulness, the assump-
tion that any conditional independence among the
variables can be read off the corresponding graph via
the Markov property. However, it is possible that a di-
rect interaction from IV on effect is exactly compen-
sated by a confounder between cause and effect, re-
sulting in an apparent conditional independence, even
though the estimator no longer applies. As shown by
(Cornia and Mooij, 2014), even for small violations
this can lead to worst case arbitrarily large errors in
bounds on the resulting causal estimates.
Even worse, in real-world systems the concept of exact
conditional independences is unlikely to hold: there is
bound to be at least some residual interaction that will
start to show up as we obtain more and more data.
That would imply that our methods cannot even be
used on very large data sets, as the model setting no
longer applies. Paradoxically, “more data hurts” then,
which somehow seems very unsatisfactory.
Key Idea
Our idea of solving this situation is to not distin-
guish between ‘zero’ and ‘nonzero’ interactions, but
between ‘irrelevant’ and ‘relevant’ interactions. Essen-
tially, we define a prior on interaction parameters that
captures the knowledge that in the real world most in-
teractions between arbitrary variables are likely to be
small, whereas interactions with a significant / mea-
surable impact are more or less equally likely to have
arbitrary (but reasonable) values. An alternative ap-
proach, based on bounds instead of prior probabilities,
can be found in Silva and Evans (2016).
When the traditional IV and LCD settings apply,
this parameter prior should produce comparable re-
sults, except with a peaked distribution over the causal
strength estimator instead of a point estimate. How-
ever, it should also still give very reasonable results
when there is a small residual interaction present,
meaning that it still works in the large-sample limit.
Of course, in an ‘unlucky’ situation the resulting es-
timate could still be very wrong, but for an arbitrary
instance this should also be extremely unlikely.
In principle, this approach does not only apply to the
causal effect estimation setting considered here, but
could also be extended to, e.g. causal discovery al-
gorithms that rely on faithfulness, such as PC/FCI
(Spirtes et al., 2000). As a result, Occam’s razor now
takes the form of a model preference for weak inter-
actions instead of less model parameters. We still get
sparse solutions, except now the sparsity is in the num-
ber of relevant parameters. It does mean that the
problem becomes more complex as we have to com-
pute a posterior distribution. The next section de-
scribes how this approach can be applied in a linear
Gaussian model context. After that we show how to
handle the resulting Bayesian inference problem, fol-
lowed by an experimental analysis of our approach in
the IV setting.
2 MODEL DESCRIPTION
2.1 Acyclic Directed Mixed Graphs
Our goal is to propose a model that, in the linear Gaus-
sian case, can be used to study causal discovery in the
large-sample limit without having to assume strict (or
‘standard’) faithfulness. The basic idea is to pick an
ordering of the variables and then allow for a fully
connected model, including bi-directed edges between
each of the variables to represent confounding. Such
a model is clearly overspecified and, even in the limit
of an infinite amount of data, will not lead to point
estimates for any of the parameters. Nevertheless, we
will argue that with appropriate priors that implement
some preference for weak interactions over strong ones,
it is still possible to infer useful probabilistic state-
ments about causality from purely observational data.
We consider a set of variables from observational data
X = {X1, X2, ..., Xn}. For now, we will fix the or-
dering to be such that the first variable is (or can be)
a parent of all other variables, the second variable a
parent of all variables except the first, and so on. A
different order can be implemented by relabeling the
variables and, as we will argue later, we can compare or
sample over different ordering following similar strate-
gies as in Friedman and Koller (2003), Eaton and Mur-
phy (2007).
For each pair of variables (j, i), we introduce a la-
tent variable ω(j,i) to represent an unobserved common
cause. Note that we use (i, j) and (j, i) interchange-
ably in our notation, e.g. ω(i,j) and ω(j,i) refer to the
same variable. We assume all interactions to be lin-
ear with additive noise. The structural equation for
variable i then reads
Xi =
∑
j<i
bijXj +
∑
j 6=i
ci,(j,i)ω(j,i) + i . (1)
Here bij are the structural (path) coefficients corre-
sponding to the direct causal effects (Xj → Xi) be-
tween observed variables, while ci,(j,i) are the struc-
tural coefficients corresponding to the effect of the un-
observed common causes, which we will refer to as the
confounding coefficients. i and ω(j,i) are taken to be
independent zero mean Gaussian variables with vari-
ance vi and 1, respectively, the latter w.l.o.g. since any
variance different from 1 can be compensated for by
scaling the corresponding confounding coefficients.
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In matrix notation, we have
X = BX + Cω +  , (2)
where B is a n × n lower triangular matrix and C
is a sparse n × n(n−1)2 matrix, where only the en-
tries ci,(j,i) and cj,(j,i) are not fixed at zero. The co-
variance matrix over the error term  is the matrix
V = diag(v1, v2, ..., vn). For given parameters B and
C, the zero mean normally distributed variables  and
ω induce a multivariate normal distribution over the
observed variables with mean zero and covariance ma-
trix (Bishop, 2006):
Σ = (I−B)−1(V + CCT )(I−B)−T . (3)
Our structural equation model (1) is in fact a canon-
ical DAG representation of an acyclic directed mixed
graph (ADMG) over the observed variables (Richard-
son, 2003). In ADMGs, bij = 0 if there is no directed
edge from i to j and ci,(j,i) = cj,(j,i) = 0 if there is
no bi-directed edge between i and j. The combination
of a bi-directed and a directed edge between the same
variables is referred to as a bow. As indicated before,
for now we will consider fully connected ADMGs with
bows between all pairs of variables. The more general
ADMG representation used in Bollen (1989), Brito and
Pearl (2002) or Van der Zander and Li´skiewicz (2016)
replaces CCT by a matrix Ψ, with ψij = 0 if there is
no bi-directed edge between i and j. Although the gen-
eral ideas put forward in the rest of this paper would
still apply, it is harder to come up with an intuitive
prior distribution over such a more general matrix Ψ
and obvious choices (such as an inverse Wishart distri-
bution or graphical variants thereof) make the analysis
that follows in the rest of this paper considerably more
complex.
2.2 Spike-and-slab Prior
Instead of assuming strict faithfulness, we would like
to implement the belief that our structural equation
model may contain ‘weak’ and ‘strong’ interactions.
An obvious choice is the “spike-and-slab” prior intro-
duced by George and McCulloch (1993), consisting of
a mixture of two Gaussian distributions: the ‘spike’,
with a small variance, and the ‘slab’, with a large
variance. The strict (standard) faithfulness assump-
tion would correspond to the special case of a spike
with zero variance (see Figure 1). Having a spike with
nonzero variance, we hope to be able to cope with near-
conditional independencies in the large-sample limit.
We choose to first reparametrize the structural equa-
tions (1) and hence (2) by making the coefficients bij
and ci,(j,i) dimensionless. We can achieve this by scal-
ing them using the variance terms, i.e., through the
transformations b˜ij =
√
vj
vi
bij and c˜i,(j,i) =
√
1
vi
ci,(j,i),
or, in matrix form, B˜ = V−
1
2 BV
1
2 and C˜ = V−
1
2 C.
Equation (3) then boils down to:
Σ = V
1
2 (I− B˜)−1(I + C˜C˜T )(I− B˜)−TV 12 . (4)
We now propose to take a spike-and-slab prior over the
scaled structural coefficients b˜ij :
p(b˜ij) = wspikeN (b˜ij ; 0, vspike) + wslabN (b˜ij ; 0, vslab) .
(5)
0 0
Figure 1: ‘Traditional’ prior (left) and ‘spike-and-slab’ prior (right)
In the rest of this paper, we will be only working with
the scaled confounding coefficients, so to simplify no-
tation, we will omit the tilde and use ci,(j,i) to mean
c˜i,(j,i) and so on. Furthermore, we fix the mixture
weight values at wspike = wslab = 0.5, correspond-
ing to an indifference or uniform prior (Ishwaran and
Rao, 2005), we set vslab = 1 and vary vspike accord-
ing to how this parameter affects the ability to handle
near-conditional independences. For the variances vi,
we take a scale-invariant log-uniform prior and, for the
confounding coefficients, a zero mean Gaussian prior
with unit variance (i.e. (5) with just the slab).
Of course, given prior knowledge, one can make other
choices and even consider hierarchical models with
prior distributions on, for example, the parameters
specifying the spike-and-slab distribution, but this is
beyond the scope of the current paper.
3 BAYESIAN INFERENCE
3.1 Likelihood
Our model parameters are the structural coefficients
B, the scaled confounding coefficients C, and the vari-
ances collected in V. For reasons to become clear soon,
we will group the structural coefficients B and the vari-
ances V into the set of parameters Θ = (B,V).
Since the implied distribution over the observed vari-
ables is a zero-mean Gaussian with covariance ma-
trix Σ, the sample covariance matrix Σˆ is a sufficient
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statistic and the log-likelihood reads, up to irrelevant
additive constants,
logL(Θ,C|Σˆ, N) =
= −N
2
{
tr
[
Σ(Θ,C)−1Σˆ
]
+ log det Σ(Θ,C)
}
,
with N the number of data points and where we made
explicit the dependencies of the implied covariance on
the parameters.
The log-likelihood has a maximum when the implied
and sample covariance matrix are identical, i.e., when
Σ(Θ,C) = Σˆ. The sample covariance matrix contains
n(n + 1)/2 independent parameters, which is exactly
the number of parameters for Θ in a fully connected
ADMG: n(n−1)/2 parameters in the lower triangular
part of the matrix B and n variances in V. Given
any set of confounding coefficients C and any sample
covariance matrix Σˆ, we can always find a unique set of
parameters Θ∗(C, Σˆ) that satisfies Σ(Θ∗(C, Σˆ),C) =
Σˆ. In the Appendix we give an efficient procedure for
computing Θ∗(C, Σˆ) using a Cholesky decomposition.
That there is a compatible solution Θ∗ for any choice
of the confounding coefficients C makes the problem
of finding the maximum likelihood solution nonidenti-
fiable (Brito and Pearl, 2002): there is a whole contin-
uum of solutions, each of them leading to a different
estimate of, for example, a particular causal effect size.
The situation then may seem hopeless, in line with the
negative result in Cornia and Mooij (2014), but it is
here that our spike-and-slab prior offers a way out by
preferring sensible solutions over odd ones.
3.2 Posterior Distribution
Given a particular sample covariance matrix Σˆ, we
are mainly interested in the posterior distribution over
the structural coefficients B and the variances V. In
the limit of an infinite amount of data, the likelihood
term gets closer and closer to a delta peak around the
maximum likelihood solution, eventually enforcing the
constraint Θ = (B,V) = Θ∗(C, Σˆ). So, if we can get
our hands on p(C|Σˆ), p(Θ|Σˆ) follows from:
p(Θ|Σˆ) =
∫
dC δ(Θ−Θ∗(C, Σˆ))p(C|Σˆ) . (6)
The posterior distribution p(C|Σˆ) can be computed
using Laplace’s method:
p(C|Σˆ) =
∫
dΘ p(Θ,C|Σˆ)
∝ lim
N→∞
∫
dΘ exp[logL(Θ,C|Σˆ, N)]p(Θ)p(C)
= det[−HC(Θ∗(C, Σˆ))]− 12 p(Θ∗(C, Σˆ))p(C) , (7)
where HC(Θ
∗(C, Σˆ)) is the Hessian matrix of the log-
likelihood per data point w.r.t. Θ evaluated at the
maximum likelihood solution:
HC(Θ
∗(C, Σˆ)) ≡ 1
N
∂2 logL(Θ,C|Σˆ)
∂Θ∂ΘT
∣∣∣∣∣
Θ=Θ∗(C,Σˆ)
.
So, in the limit of an infinite amount of data, the pos-
terior distribution for the confounding coefficients is
proportional to its prior distribution, the priors for
the matching structural coefficients and variances, and
a determinant term that relates to the Jacobian for
the transformation Θ∗ from C to the corresponding
B and V. With relatively uninformative priors for
the confounding coefficients and the variance, the prior
over the structural coefficients will have the largest im-
pact. If this prior favors ‘weak’ structural coefficients,
the posterior will prefer confounding coefficients that
map to solutions with weak structural coefficients over
those that do not. Through this mechanism, the
data does have an impact on the posterior distribution
over the confounding and hence structural coefficients,
leading to estimates of causal strength sizes that will
not converge to absolute certainty in the limit of an
infinite amount of data, but may still provide relevant
information. We will illustrate these aspects in detail
in the instrumental variable setting in the next section.
Because of the mapping that implements the con-
straint and the corresponding Jacobian, we do not
have an analytical expression for the posterior, but can
numerically compute it for any value of C up to a nor-
malization constant. This then suggests a straightfor-
ward Markov Chain Monte Carlo sampling procedure,
where one can take one’s favorite MCMC method to
draw samples for the confounding coefficients C from
the posterior (7) and, following (6), apply the trans-
formation Θ∗ to obtain corresponding samples for the
structural coefficients B and the variances V.
Until now, we have only considered a fixed ordering
of the variables. Using MCMC samplers that can also
estimate the marginal likelihood, we can compare (as
we will do in the experimental section) and eventu-
ally sample over different orderings in order to perform
model selection. This brings additional challenges,
in particular w.r.t. computational efficiency, which we
leave for future work.
4 EMPIRICAL RESULTS
In this section, we present some empirical results that
highlight the benefits of our approach. Given only the
(large-sample limit) observed covariance matrix, we
generate posterior samples of the assumed structural
coefficients using the MultiNest (Feroz et al., 2009)
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technique. The end result consists in a posterior den-
sity estimate of the structural parameters in which we
are interested.
4.1 Illustrative Example
We consider the model in Figure 2, which has been
studied previously in Richardson et al. (2011) and Cor-
nia and Mooij (2014). Here X1 is a treatment, pre-
sumed to be randomized, X2 is an exposure subsequent
to treatment assignment and X3 is the response. We
would like to estimate the direct causal effect of the
exposure on the response in the presence of the hidden
confounding variable ω(2,3). For simplicity, we only
consider a bow over one pair of variables, X2 and X3.
The corresponding linear structural equation model is:
X1 = 1
X2 = b21X1 + c2,(2,3)ω(2,3) + 2
X3 = b31X1 + b32X2 + c3,(2,3)ω(2,3) + 3
(8)
1 2 3
ω(2,3)
Figure 2: Illustrative model with three observed variables and one
hidden confounder.
4.2 Instrumental Variable Setting
We first examine a setting where one can successfully
employ the instrumental variable technique. If we as-
sume that there is no confounding (c2,(2,3) = c3,(2,3) =
0), we can use the LCD algorithm proposed by Cooper
(1997) to directly test that X1 is an instrumental vari-
able from observational data.
In Figure 3(a) we show the posterior density estimate
of b32 produced by our method under these conditions
in the large-sample limit. We observe a high peak
around the true value b32 = 1. Moreover, roughly 85%
of the posterior probability mass is concentrated in the
interval [0.9, 1.1]. We also notice a small mode around
zero, which corresponds to a small value for b32, yet
a large one for b31. Roughly 1.86% of the probability
mass is concentrated in the interval [-0.1, 0.1].
The illustrated result exhibits the drawback of having
introduced some uncertainty into our estimate by for-
going the strict faithfulness assumption. In this par-
ticular situation, the instrumental variable technique
can provide an exact point estimate of the causal effect
0 1 2
(a)
0 1 2
(b)
0 1 2
(c)
0 1 2
(d)
0 1 2
(e)
0 1 2
(f)
Figure 3: Posterior distribution of b32 in the following scenarios:
(a) instrumental variable setting without confounding
(b31 = 0, c2,(2,3) = 0, c3,(2,3) = 0)
(b) instrumental variable setting with confounding
(b31 = 0, c2,(2,3) = 1, c3,(2,3) = 1)
(c) weak departure from IV setting without confounding
(b31 = 0.05, c2,(2,3) = 0, c3,(2,3) = 0)
(d) weak departure from IV setting with confounding
(b31 = 0.05, c2,(2,3) = 1, c3,(2,3) = 1)
(e) strong departure from IV setting with confounding
(b31 = 1, c2,(2,3) = 1, c3,(2,3) = 1)
(f) adversarial scenario with singular coefficients
(b31 = 1, c2,(2,3) = 1, c3,(2,3) = 2)
The other simulation parameters are the same for all scenarios:
b21 = 1, b32 = 1, v1 = 1, v2 = 1, v3 = 1.
in which we are interested, but such an ideal situation
will rarely occur in practice.
If we introduce a confounding effect via ω(2,3), we are
still in the IV setting, even though we cannot directly
attest this from observational data (the conditional in-
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dependence X1 ⊥ X3|X2 no longer holds). The IV
technique will then still provide a perfect estimate of
b32 given the infinite sample covariance matrix.
The result of our approach in the presence of con-
founding is shown in Figure 3(b). We again recognize,
like in Figure 3(a), a high peak around the true value
b32 = 1. There is more uncertainty, however, in the
estimate (only 71.1% of the probability mass falls in
the interval [0.9, 1.1]), which is caused by the addi-
tional correlation via the hidden confounder ω(2,3). A
new mode around the value 1.5 starts to show, corre-
sponding to the zero confounding solution induced by
the Gaussian prior on c2,(2,3) and c3,(2,3), and by the
Hessian term in the expression of the posterior distri-
bution (see Figure 5).
4.3 ‘Weak’ Departure from the IV Setting
We now introduce a weak causal effect between the
treatment (the IV ) and the response: b31 = 0.05 (see
Figures 3(c) and 3(d)). Given finite data, we might
still conclude that we are in the IV setting, for example
if we detect the conditional independence X1⊥ X3|X2
when applying the LCD algorithm. In that case, as-
suming we have no confounding, the IV estimate could
still be considered reasonable provided that b31  b21.
In the large-sample limit, however, this ‘weak’ condi-
tional dependence will be detected, which means the
IV technique can no longer be applied.
For the structural parameter values used in our sim-
ulation experiment, the partial correlation between
X1 and X3 given X2 is ρ13·2 ≈ 0.035. We can test
the null hypothesis that ρ13·2 = 0 using Fisher’s z-
transformation applied to the sample correlation co-
efficient (Kalisch and Bu¨hlmann, 2007). Given the
partial correlation’s true value, Fisher’s test would re-
ject the null hypothesis when the number of samples
is greater than n = 3708. For a moderate number of
samples, the LCD algorithm can be employed to esti-
mate the causal strength from X2 to X3. As we go into
the large-sample limit, however, the estimated partial
correlation converges to the true (nonzero) value, in
which case we can no longer use the LCD algorithm
for causal estimation.
The contour plot of the posterior distribution p(C|Σˆ)
reveals the presence of a few high-density regions. In
the center, we have a mode that results from com-
bining the Hessian term det[−HC(Θ∗(C, Σˆ))]− 12 with
the zero-mean Gaussian prior on c2,(2,3) and c3,(2,3).
The high density regions surrounding the black lines
in Figure 4 are the result of putting a spike-and-slab
prior on the structural coefficient b31. The black con-
tour lines are obtained by solving the linear system
given by Equation (3) for b31 = 0. Similarly, the high
−2
0
2
−2 0 2
c2, (2, 3)
c 3
, (2
, 3
)
−20 −15 −10 −5
Log−Posterior  
Figure 4: Contour plot of log p(C|Σˆ) when we have a weak departure
from the IV setting.
density regions surrounding the dark green lines are
due to the sparsifying properties of the spike-and-slab
prior on b32. The dark green contour lines are obtained
by solving Equation (3) for b32 = 0.
−2
0
2
−2 0 2
c2, (2, 3)
c 3
, (2
, 3
)
−1 0 1
Log−Posterior  
Figure 5: Contour plot of the log Hessian term
− 12 log det[−HC(Θ∗(C, Σˆ))] when we have a weak departure
from the IV setting.
In Figure 3(c), we can see the posterior distribution
of b32 when there is no confounding. We observe a
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prominent mode close to the true value b32 = 1, which
constitutes a reasonable estimate of the structural co-
efficient, even in the presence of the ‘weak’ causal ef-
fect b31 = 0.05. Roughly 80% of the probability mass
is concentrated in the interval [0.9, 1.1], compared to
85% in the absence of this ‘weak’ causal effect. At the
same time, we rediscover the small peak around the
value b32 = 0. This peak corresponds to a less proba-
ble alternative solution, induced by the spike-and-slab
prior on b32.
The estimate produced by our method remains robust
to the presence of confounding, even with the ‘weak’
causal effect b31. The probability mass in the interval
[0.9, 1.1] is 68.8%, compared to 71.1% in the previous
subsection, as can be seen in Figure 3(d). Again, we
have a mode around b32 = 1.5, corresponding to the
solution when the confounding coefficients are zero.
4.4 ‘Strong’ Departure from the IV Setting
We now consider a scenario where the causal effect
from X1 to X3 is ‘strong’ and where we also have con-
founding. These conditions lead to more uncertainty
in the estimate of b32, which is reflected by the large
spread of the posterior distribution (see Figure 3(e)).
In this scenario, the IV and LCD estimators will both
give the wrong result: bˆIV32 = bˆ
LCD
32 = 2. As far as our
method is concerned, the output includes a significant
proportion of probability mass around the correct so-
lution, b32 = 1 (roughly 7.2% in the interval [0.9, 1.1]),
even though sparser solutions are still preferred, as in-
dicated by the modes at b32 = 1.5 and b32 = 2. We
highlight this as an advantage of our approach, which
provides richer information about the data generating
process than a simple point estimate.
4.5 Adversarial Scenario
1 2 3
4
1
1
1
1 2
1 2 3
4
1
0
2
0 0
Figure 6: Ground truth model (left; v1 = 1, v2 = 1, v3 = 1) and
equivalent preferred sparser model (right; v1 = 1, v2 = 2, v3 = 3)
Finally, we consider a degenerate case where both tra-
ditional methods and our own run into trouble (see
Figure 6). Even though the model on the left side
of the figure is the ground truth, methods promoting
model sparsity will go for the equivalent model on the
right side. The singular choice of structural coefficients
in the ground truth model produces an apparent ‘zero’
partial correlation, ρ13·2 = 0, which implies the condi-
tional independence X1 ⊥ X3|X2. If one were to use
the IV or LCD estimator, one would obtain the same
incorrect result: bˆIV32 = bˆ
LCD
32 = 2. In Figure 3(f), the
highest mode is also at b32 = 2. Despite this clear
preference, there is still some mass around the correct
solution (roughly 0.91% in the interval [0.9, 1.1]).
4.6 Model Selection
So far, we have assumed a fixed temporal ordering of
our variables. Under the assumptions of our simula-
tion model (An(X1) ∩ {X2, X3} = ∅), two temporal
orderings are possible: 1 → 2 → 3 and 1 → 3 → 2.
We can use MultiNest to compute the log-evidence
for each of the two possible models. Assuming that
1 → 2 → 3 is the correct temporal ordering of our
data generating process, we obtain the evidence ra-
tio p(1→2→3)p(1→3→2) = 3.358 for the simulation scenario de-
scribed in Subsection 4.3. In Figure 7 we see how this
ratio varies with the width of the spike.
1.0
1.5
2.0
2.5
3.0
0 1 2 3 4 5 6 7 8 9 10 11 12
log10 spike precision
Ev
id
en
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Figure 7: Evidence ratio in favor of 1→ 2→ 3 versus the alternative
1→ 3→ 2.
For a low precision (high variance) spike, the pref-
erence for sparse models disappears and the order-
ing does not matter. When the true interaction can
be explained by a spike which is sufficiently differ-
ent from a slab, the ordering leading to the sparser
model is preferred to the ordering leading to the denser
model. For an extremely high precision (low variance,
tending towards the faithfulness assumption), the ob-
tained results suggest that both models again become
equally likely, but this may well be due to numerical
issues: MultiNest appears to have increasing difficulty
to properly sample from the areas corresponding to
spikes that become more and more narrow (see the
contours in Figure 4).
4.7 Robustness
We can see the effect of changing the variance of the
spike in Figure 8. For a wide interval of values, from
spike variance 10−3 to 10−7, the posterior output qual-
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Figure 8: Posterior distribution of b32 when we have a weak de-
parture from the IV setting for various spike variances (the slab
variance is fixed at 1)
itatively expresses the same result: it strongly implies
that the causal effect of interest is significant, as indi-
cated by the high peak close to one, but at the same
time it does not exclude the unlikely possibility that
this effect is irrelevant, as indicated by the small peak
around zero. This shows that the method we propose
is robust with respect to the width of the spike. When
the spike variance is close to that of the slab, the peak
at zero vanishes and the distribution becomes more
spread, reflecting additional uncertainty in the esti-
mation of the causal effect.
We also compute the bounds derived from the Witness
Protection Program (WPP) algorithm for the linear
case (see Section 6.1 in Silva and Evans (2016)) by tak-
ing c = b32
√
Σ22
Σ33
as the constraint on the ‘weak’ inter-
action. The bounds are plotted in Figure 8. When the
spike variance takes a reasonable value (in the inter-
val [10−7, 10−3]), the posterior distribution produced
by our method has most of its probability mass within
the WPP bounds. Additionally, the posterior reveals
interesting details, such as unlikely alternative solu-
tions, which are not captured by the bounds.
5 DISCUSSION
We have shown a new approach to causal inference
based on a spike-and-slab prior that promotes small
parameter interactions. The prior derives from the
notion that, in the real-world, many interactions are
likely to be very small, but not exactly zero. In that
setting, standard notions that promote model spar-
sity based on the number of (nonzero) parameters no
longer suffice, since all models have an equal number
of parameters. What differs in our approach is that
model sparsity now becomes a minimization of strong
interaction parameters relative to weak parameters. In
our experiments, the resulting method shows meaning-
ful and consistent results: it provides very informative
posterior distributions on target causal effect estima-
tions. It shows when we can be confident about a
certain nonzero effect size, or when we do not have
enough information to decide on a specific value.
Above all, the method is no longer susceptible to the
standard faithfulness violations that plague many ex-
isting causal inference algorithms. This should make
the method much more robust in many practical ap-
plications. In this paper we have only shown how
to implement the method for a simple linear Gaus-
sian model, but the principle should apply equally to
larger graphs and more complex model forms. As such,
we consider it a very promising start and we are now
looking to incorporate this idea into causal discovery
algorithms like PC/FCI in order to make them less
susceptible to errors from violations of faithfulness.
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