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The present work contributes to the theory of quantum permutation groups. More
specifically, we develop techniques for computing quantum automorphism groups of
finite graphs and apply those to several examples.
Amongst the results, we give a criterion on when a graph has quantum symmetry.
By definition, a graph has quantum symmetry if its quantum automorphism group
does not coincide with its classical automorphism group. We show that this is the
case if the classical automorphism group contains a pair of disjoint automorphisms.
Furthermore, we prove that several families of distance-transitive graphs do not have
quantum symmetry. This includes the odd graphs, the Hamming graphs H(n, 3), the
Johnson graphs J(n, 2), the Kneser graphs K(n, 2) and all cubic distance-transitive
graphs of order ≥ 10. In particular, this implies that the Petersen graph does
not have quantum symmetry, answering a question asked by Banica and Bichon in
2007. Moreover, we show that the Clebsch graph does have quantum symmetry and
prove that its quantum automorphism group is equal to SO−15 answering a question
asked by Banica, Bichon and Collins. More generally, for odd n, the quantum
automorphism group of the folded n-cube graph is SO−1n . With one graph missing,
we can now decide whether or not a distance-regular graph of order ≤ 20 does have
quantum symmetry. We present a table including those results. As a byproduct,
we obtain a pair of distance-regular graphs with the same intersection array, where
one of them does have quantum symmetry and the other one does not.
Additionally, we discuss connections of quantum automorphism groups of finite
graphs to planar algebras associated to group actions and quantum isomorphisms
of graphs. Using those connections, we give two examples of graphs with quantum
symmetry, whose automorphism groups do not contain any pair of disjoint auto-
morphisms. Those are the Higman-Sims graph and a graph obtained from a linear
binary constraint system.
This work contains the results of the three research articles [48], [49] and [50] by





Die vorliegende Arbeit trägt zur Theorie der Quantenpermutationsgruppen bei.
Genauer gesagt entwickeln wir Techniken zur Berechnung von Quantenautomor-
phismengruppen endlicher Graphen und wenden diese auf mehrere Beispiele an.
Unter anderem geben wir ein Kriterium an, wann ein Graph Quantensymmetrie
hat. Per Definition hat ein Graph Quantensymmetrie, wenn seine Quantenautomor-
phismengruppe nicht mit der klassischen Automorphismengruppe übereinstimmt.
Wir zeigen dass dies der Fall ist, wenn die klassische Automorphismengruppe ein
Paar von disjunkten Automorphismen enthält. Außerdem beweisen wir, dass
mehrere Familien von distanz-transitiven Graphen keine Quantensymmetrie haben.
Dazu gehören die Odd-Graphen, die Hamming-Graphen H(n, 3), die Johnson-
Graphen J(n, 2), die Kneser-Graphen K(n, 2) und alle kubischen distanz-transitiven
Graphen der Ordnung ≥ 10. Dies zeigt insbesondere, dass der Petersen-Graph keine
Quantensymmetrie aufweist, was eine Frage von Banica und Bichon aus dem Jahr
2007 beantwortet. Darüber hinaus zeigen wir, dass der Clebsch-Graph Quantensym-
metrie besitzt und beweisen, dass seine Quantenautomorphismengruppe gleich SO−15
ist, was eine Frage von Banica, Bichon und Collins beantwortet. Allgemeiner ist die
Quantenautomorphismengruppe des gefalteten n-Würfel-Graphen SO−1n , für unger-
ade n. Mit einer Ausnahme können wir jetzt entscheiden, ob ein distanz-regulärer
Graph der Ordnung ≤ 20 Quantensymmetrie hat oder nicht. Wir präsentieren
eine Tabelle mit diesen Ergebnissen. Als Nebenprodukt erhalten wir ein Paar
distanz-regulärer Graphen mit demselben Intersection array, wobei einer von ihnen
Quantensymmetrie aufweist und der andere nicht.
Zusätzlich diskutieren wir Zusammenhänge von Quantenautomorphismengrup-
pen endlicher Graphen mit planaren Algebren, die von Gruppenwirkungen kommen,
und Quantenisomorphismen von Graphen. Mit Hilfe dieser Zusammenhänge geben
wir zwei Beispiele für Graphen mit Quantensymmetrie an, deren Automorphis-
mengruppe jeweils kein Paar disjunkter Automorphismen enthält. Es handelt sich
um den Higman-Sims-Graphen und einen Graphen, der aus einem linearen binären
Gleichungssystem konstruiert wurde.
Diese Arbeit enthält die Ergebnisse der drei Forschungsartikel [48], [49] und [50]
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The present work concerns quantum automorphism groups of finite graphs. Those
generalize classical automorphism groups of a graph in the framework of Woronow-
icz’s compact matrix quantum groups.
The origin of quantum automorphism groups of
graphs
Quantum groups were first introduced by Drinfeld and Jimbo in 1986. Shortly after,
Woronowicz [60] gave a definition of compact quantum groups based on C∗-algebras.
The idea is the following: Instead of studying a compact group G we can look at the
algebra of continuous functions C(G) over G and the map ∆ : C(G)→ C(G×G) ∼=
C(G)⊗C(G) which we get by dualizing the group multiplication. To generalize the
notion of a compact group, we use (not necessarily commutative) unital C∗-algebras
as underlying algebras instead of just considering function algebras. In the spirit of
non-commutative geometry, we think of the C∗-algebra A = C(G+) as continuous
functions on some quantum group G+, replacing the classical group G. We also
need a map ∆ : C(G+) → C(G+) ⊗ C(G+), where finding the right compatibility
conditions was part of Woronowicz’s achievements.
In 1997, Wang [58] characterized quantum symmetries of finite spaces by com-
pact quantum groups. Especially, he defined the quantum symmetric group S+n , a
quantum analogue of the symmetric group Sn. He showed that S
+
n is the quantum
automorphism group of the space consisting of n points. Instead of considering n
points, one can take a graph on n vertices and ask for its quantum automorphism
group. This has been initiated by Banica and Bichon. In 2003, Bichon [13] gave a
definition of quantum automorphism groups of graphs which we will denote G∗aut(Γ)
in this thesis. Two years later, Banica [3] defined the quantum automorphism group
G+aut(Γ) which slightly differs from G
∗
aut(Γ). Nowadays, Banica’s version is used more
frequently in the literature.
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Motivation
The concept of quantum automorphisms originates from the notion of graph auto-
morphisms. The automorphisms of a finite graph capture its symmetries. For a
finite graph Γ, a graph automorphism is a bijection σ on the vertices, where vertices
i and j are adjacent if and only if σ(i) and σ(j) are adjacent. Composition gives a
group structure on the set of graph automorphisms and we get the automorphism
group of the graph, which we denote by Aut(Γ). The quantum automorphism group
G+aut(Γ) of a graph generalizes this concept, we study the quantum symmetries of
the graph. In general, the quantum group G+aut(Γ) strengthens the symmetry of a
graph in a non-commutative context: It holds
Aut(Γ) ⊆ G+aut(Γ)
in a certain sense. Therefore, we have the natural question: When do Aut(Γ)
and G+aut(Γ) coincide? In virtue of this question, we say that a graph Γ has no
quantum symmetry if Aut(Γ) = G+aut(Γ). Otherwise, we say that the graph Γ has
quantum symmetry. The obvious followup question is: What does G+aut(Γ) look like,
if Aut(Γ) 6= G+aut(Γ)? Note that similar to Aut(Γ) ⊆ Sn, we have G+aut(Γ) ⊆ S+n .
Thus, it holds
Aut(Γ) ⊆ G+aut(Γ) ⊆ S+n
in general. This shows that computing quantum automorphisms groups of graphs
with G+aut(Γ) 6= Aut(Γ) yields (potentially new) quantum subgroups of the quantum
symmetric group S+n .
Furthermore, Banica associates a planar algebra to the quantum automorphism
group of a graph in [3]. Planar algebras were first introduced by Jones [34] to study
subfactors. One may ask whether or not a planar algebra is generated by its 2-box
space. This is for example studied by Curtin [24] and Ren ([45], [46]) for certain
planar algebras related to graphs. Using the connection to quantum automorphism
groups of graphs, one can obtain further planar algebras that are generated by their
2-box space.
More recently, a connection to quantum information theory gave another moti-
vation for studying quantum automorphism groups of finite graphs. The quantum
isomorphism game, introduced by Aterias, Mančinska, Roberson, Šámal, Severini
and Varvitsiotis in [1], is a nonlocal game in which two players try to convince a
referee that they know an isomorphism between two graphs Γ1 and Γ2. With classi-
cal strategies, the players succeed with probability one if and only if the two graphs
are isomorphic. Allowing quantum strategies, it is possible to win the game with
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probability one if and only if Γ1 and Γ2 are quantum isomorphic. It is important to
note that there exist graphs that are quantum isomorphic but not isomorphic, see
for example [1]. Also, quantum isomorphisms are in deep connection to quantum
automorphism groups. For example, it was shown in [36] that two connected graphs
are quantum isomorphic if and only if the quantum automorphism group of the
disjoint union of Γ1 and Γ2 has an orbit that intersects the vertices of Γ1 and Γ2.
Thus, by studying quantum automorphism groups of graphs, we get more insight
on quantum isomorphisms and quantum strategies of the isomorphism game.
Known results on quantum automorphism groups
of graphs
The theory of quantum automorphism groups of graphs is a quite young topic. At the
moment there are only few articles about quantum automorphism groups of graphs.
We review some further results. Regarding explicit examples, Banica and Bichon
computed the quantum automorphism group G+aut(Γ) of all vertex-transitive graphs
on less or equal to eleven vertices, except the Petersen graph, in [6]. Furthermore,
together with Collins, they computed the quantum automorphism group of the
n-cube graphs in [9]. In [8], Banica, Bichon and Chenevier considered circulant
graphs on p vertices, for p prime. They showed that if the graph has some further
properties, then it has no quantum symmetry. Moreover, quantum automorphism
groups of graph products have been studied by Banica and Bichon [6] and also by
Chassaniol in [21]. Also, Fulton [27] investigated the quantum automorphism groups
of trees with certain automorphism groups. The intertwiner spaces of G+aut(Γ) are
investigated by Chassaniol in [20], [22] and Mančinska and Roberson in [38]. Lupini,
Mančinska and Roberson showed in [36] that almost all graphs have trivial quantum
automorphism group. Especially, we get that almost all graphs have no quantum
symmetry. This is the quantum analogue of the fact that almost all graphs have no
symmetry, which was proven by Erdős and Rényi in [26].
Outline and main results
The outline of this thesis is the following. In Chapter 1 we establish basic definitions
and notions we need later on. Those are mostly related to compact matrix quantum
groups and finite graphs. In this thesis, all graphs are finite and have no
multiple edges.
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We give Banica’s and Bichon’s definitions of quantum automorphism groups
in Chapter 2. Furthermore, we review the work on the quantum automorphism
group of graph products and give some examples. We discuss the intertwiner spaces
associated to quantum automorphism groups of graphs and then survey the quantum
orbital algebra. Lastly, we obtain the first result of this thesis: An example of a
graph, where we get strict inequalities between the automorphism group and the
two definitions of quantum automorphism group simultaneously (Example 2.5.3).
In Chapter 3, we develop tools for computing the quantum automorphism group.
At first, we show that a graph has quantum symmetry if its automorphism group
contains a pair of disjoint automorphisms. We say that automorphisms σ and τ are
disjoint if they have disjoint support, i.e. τ(i) 6= i implies σ(i) = i and vice versa.
Theorem A (Theorem 3.1.2). Let Γ = (V,E) be a finite graph without multiple
edges. If there exist two non-trivial, disjoint automorphisms σ, τ ∈ Aut(Γ), ord(σ) =
n, ord(τ) = m, we get a surjective *-homomorphism ϕ : C(G+aut(Γ))→ C∗(Zn ∗Zm).
In particular, Γ has quantum symmetry.
To see whether a given graph Γ has quantum symmetry, we may check this
criterion first. If we find two non-trivial, disjoint automorphisms of Γ, then the
graph has quantum symmetry. Otherwise, we do not know whether or not the graph
has quantum symmetry. We may try to prove that Γ has no quantum symmetry.
Some tools for proving that a graph has no quantum symmetry can be found in
Section 3.2. Amongst these tools we want to highlight the following two.
Theorem B (Lemma 3.2.2 & Lemma 3.2.4). Let Γ be a finite, undirected graph, let
(uij)1≤i,j≤n be the generators of C(G
+
aut(Γ)) and let d(s, t) be the distance of s, t ∈ V .
(i) If we have d(i, k) 6= d(j, l), then uijukl = 0.
(ii) Let Γ be distance-transitive. Let j1, l1 ∈ V and put m := d(j1, l1). If uaj1ubl1 =
ubl1uaj1 for all a, b with d(a, b) = m, then we have uijukl = ukluij for all i, k, j, l
with d(j, l) = m = d(i, k).
Note that a distance-transitive graph is a graph such that for any given pair of
vertices i, j in distance a and any other pair of vertices k, l with d(k, l) = a there is a
graph automorphism σ : V → V with σ(i) = k and σ(j) = l. For distance-transitive
graphs, the previous theorem yields that we only have to consider one specific pair
of vertices in a certain distance to show that all generators associated to all pairs
in this distance commute. Doing this for every distance suffices to show that this
graph has no quantum symmetry. Therefore, the number of cases we have to prove
that some generators commute equals the diameter of the distance-transitive graph.
Especially, it does not depend on the number of vertices or edges of the graph,
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which is one of the reasons why we can prove that certain families of graphs have
no quantum symmetry, despite including graphs of arbitrary size.
We use the results of Chapter 3 in Chapter 4 to compute the quantum auto-
morphism group of several families of distance-transitive graphs. We summarize the
results in the next theorem.
Theorem C (Theorems 4.1.1, 4.1.7, 4.1.13, 4.1.18, 4.1.20 & Section 4.2). We have
the following results for distance-transitive graphs.
(i) The Petersen graph has no quantum symmetry.
(ii) The odd graphs Ok have no quantum symmetry.
(iii) The Hamming graphs H(n, 3), n ∈ N, H(1, 2) and H(m, 1), m = 1, 2, 3, have
no quantum symmetry. For all other values, the graph H(n, k) has quantum
symmetry.
(iv) For n ≥ 5, the Johnson graphs J(n, 2) and the Kneser graphs K(n, 2) do not
have quantum symmetry.
(v) Moore graphs of diameter two have no quantum symmetry.
(vi) Let Γ be a cubic distance-transitive graph of order ≥ 10. Then Γ has no
quantum symmetry.
In 2007, Banica and Bichon ([6]) asked whether or not the Petersen graph has
quantum symmetry. Theorem C (i) answers this question. We remark that the
Petersen graph is isomorphic to the odd graph O3 and the Kneser graph K(5, 2). It
is furthermore a Moore graph of diameter two and a cubic distance-transitive graph.
Therefore, Theorem C (i) follows from Theorem C (ii), (iv), (v) and (vi).
Building on Theorem C (vi), we may present a table with the quantum au-
tomorphism groups of all cubic distance-transitive graphs. There are twelve such
graphs as shown by Biggs and Smith in [16]. For three of them, namely the com-
plete graph on four points K4, the complete bipartite graph on six points K3,3 as
well as the cube Q3, it was known before that they have quantum symmetry and
their quantum automorphism groups are given in [6]. The remaining ones have no
quantum symmetry by Theorem C (vi). We also give the intersection arrays (see
Definition 1.2.21) of the graphs in the table. We obtain the following table for the
cubic distance-transitive graphs.
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Name of Γ Order Aut(Γ) G+aut(Γ) Intersection array
K4 ([6]) 4 S4 S
+
4 {3;1}
K3,3 ([6]) 6 S3 o Z2 S3 o∗ Z2 {3,2;1,3}
Cube Q3 ([6]) 8 S4 × Z2 S+4 × Z2 {3,2,1;1,2,3}
Petersen graph 10 S5 Aut(Γ) {3,2;1,1}
Heawood graph 14 PGL(2, 7) Aut(Γ) {3,2,2;1,1,3}
Pappus graph 18 ord 216 Aut(Γ) {3,2,2,1;1,1,2,3}
Desargues graph 20 S5 × Z2 Aut(Γ) {3,2,2,1,1;1,1,2,2,3}
Dodecahedron 20 A5 × Z2 Aut(Γ) {3,2,1,1,1;1,1,1,2,3}
Coxeter graph 28 PGL(2, 7) Aut(Γ) {3,2,2,1;1,1,1,2}
Tutte 8-cage 30 Aut(S6) Aut(Γ) {3,2,2,2;1,1,1,3}
Foster graph 90 ord 4320 Aut(Γ) {3,2,2,2,2,1,1,1;1,1,1,1,2,2,2,3}
Biggs-Smith graph 102 PSL(2, 17) Aut(Γ) {3,2,2,2,1,1,1;1,1,1,1,1,1,3}
Table 1: Quantum automorphism groups of all cubic distance-transitive graphs.
In addition to the previous table, we study further distance-transitive graphs,
preferably of order ≤ 20 in Section 4.3. Distance-transitive graphs are especially
distance-regular. We say that a graph is distance-regular if for two vertices v, w,
the number of vertices in distance k to v and in distance l to w only depend on k,
l and d(v, w). There is only one distance-regular graph of order ≤ 20 that is not
distance-transitive, namely the Shrikhande graph. We also show that this graph has
no quantum symmetry in Section 4.3.
Except for the Johnson graph J(6, 3), we know for all distance-regular graphs
with up to 20 vertices whether or not they have quantum symmetry. Distance-
regular graphs of order 11 ≤ n ≤ 20 that have quantum symmetry are
(i) the 4× 4 rook’s graph (Proposition 4.1.12),
(ii) the 4-cube ([9]),
(iii) the Clebsch graph (Corollary 5.1.2)
(iv) the complete graphs Km,
(v) the cycles Cm,
(vi) the complete bipartite graphs Km,m,
(vii) the crown graphs (KmK2)c,
where we choose suitable m for the families (iv)–(vii). The quantum automorphism
groups of those four families can be found in [6]. The distance-regular graphs of
6
order n ≤ 11 can be found in [6], since all distance-regular graphs of order ≤ 11 are
vertex-transitive.
For some graphs, for example the Petersen graph, we only need the values of
the intersection array to show that this graph has no quantum symmetry. Thus one
might guess that the intersection array contains all information about the quantum
symmetry of a graph. But this is not the case because of the following. The
Shrikhande graph and the 4 × 4 rook’s graph have the same intersection array,
see Table 2. We know that the 4 × 4 rook’s graph has quantum symmetry by
Proposition 4.1.12, whereas the Shrikhande graph has no quantum symmetry, see
Subsection 4.3. This shows that in general one needs to use further graph properties
to decide whether or not a graph has quantum symmetry, the intersection array is
not enough.
Besides deciding whether or not certain graphs have quantum symmetry, we
furthermore compute the quantum automorphism group of a family of graphs that
have quantum symmetry. Recall that if a graph has no quantum symmetry, then
the quantum automorphism group coincides with its classical automorphism group.
Otherwise, for graphs that have quantum symmetry, we have to additionally com-
pute the quantum automorphism group. The family of graphs we are dealing with
are the folded n-cube graphs whose quantum automorphism groups we are studying
in Chapter 5. Our techniques are similar to those of [9], where it was shown that
the quantum automorphism group of the n-cube graph is equal to O−1n . The folded
n-cube graphs are Cayley graphs and we study their eigenvalues and eigenspaces
to get more insight on the quantum automorphism group. We have the following
result.
Theorem D (Theorem 5.4.3). For n odd, the quantum automorphism group of the
folded n-cube graph FQn is SO
−1
n .
The folded 5-cube graph is isomorphic to the Clebsch graph. Therefore, we get
that the quantum automorphism group of the Clebsch graph is SO−15 which answers
a question asked by Banica, Bichon and Collins in [10].
Building on the results of Chapter 4 and Chapter 5, we get the following table. It
contains all distance-regular graphs with up to 20 vertices and the distance-transitive
graphs of Theorem C (i)–(vi) and Theorem D. Similar to Table 1, we include the
intersection array of the graphs.
7
Name of Γ Order Aut(Γ) G+aut(Γ) Intersection array
Octahedron J(4, 2) ([6]) 6 Z2 o S3 Z2 o∗ S3 {4,1;1,4}
Cube Q3 ([6]) 8 S4 × Z2 S+4 × Z2 {3,2,1;1,2,3}
Paley graph P9 ([6]) 9 S3 o Z2 Aut(Γ) {4,2;1,2}
Petersen graph 10 S5 Aut(Γ) {3,2;1,1}
Icosahedron 12 A5 × Z2 Aut(Γ) {5,2,1;1,2,5}
Paley graph P13 ([22]) 13 Z13 o Z6 Aut(Γ) {6,3;1,3}
Heawood graph 14 PGL(2, 7) Aut(Γ) {3,2,2;1,1,3}
co-Heawood graph 14 PGL(2, 7) Aut(Γ) {4,3,2;1,2,4}
Line graph of Petersen graph 15 S5 Aut(Γ) {4,2,1;1,1,4}
Cube Q4 ([9]) 16 H4 O
−1
4 {4,3,2,1;1,2,3,4}
4× 4 rook’s graph H(2, 4) 16 S4 o Z2 ?(has qsym) {6,3;1,2}
Shrikhande graph 16 Z24 oD6 Aut(Γ) {6,3;1,2}
Clebsch graph 16 Z42 o S5 SO
−1
5 {5,4;1,2}
Paley graph P17 ([22]) 17 Z17 o Z8 Aut(Γ) {8,4;1,4}
Pappus graph 18 ord 216 Aut(Γ) {3,2,2,1;1,1,2,3}
Johnson graph J(6, 3) 20 S6 × Z2 ? {9,4,1;1,4,9}
Desargues graph 20 S5 × Z2 Aut(Γ) {3,2,2,1,1;1,1,2,2,3}
Dodecahedron 20 A5 × Z2 Aut(Γ) {3,2,1,1,1;1,1,1,2,3}
Hoffman-Singleton graph 50 PSU(3, 52) Aut(Γ) {7,6;1,1}
Kn ([6]) n Sn S
+
n {n− 1;1}
Cn, n 6= 4 ([6]) n Dn Aut(Γ) (?1)
Kn,n ([6]) 2n Sn o Z2 S+n o∗ Z2 {n, n; 1, n}
(KnK2)c ([6]) 2n Sn × Z2 S+n × Z2 (?2)





Sn Aut(Γ) {2n− 4,n− 3;1,4}














Hamming graphs H(n, 3) 3n S3 o Sn Aut(Γ) (?5)
Table 2: Quantum automorphism groups of distance-regular graphs up to 20 vertices
and some additional graphs.
Here
(?1) = {2, 1, ..., 1; 1, ..., 1, 2} for n even, {2, 1, ..., 1; 1, ..., 1, 1} for n odd,
(?2) = {n− 1, n− 2, 1; 1, n− 1, n− 2},
(?3) = {(n− 2)(n− 3)/2, 2n− 8; 1, (n− 3)(n− 4)/2},
(?4) = {k, k − 1, k − 1 . . . , l + 1, l + 1, l; 1, 1, 2, 2, . . . , l, l} for k = 2l − 1,
{k, k − 1, k − 1, . . . l + 1, l + 1; 1, 1, 2, 2, . . . , l − 1, l − 1, l} for k = 2l,
(?5) = {2n, 2n− 2, . . . , 2; 1, 2, . . . , n}.
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In Chapter 6, we review a generating property of planar algebras that is related
to quantum automorpism groups of finite graphs. This generating property was
introduced by Ren in [45]. Therein, he briefly mentions that the generating property
is connected to graphs having no quantum symmetry. We discuss this connection in
detail in Chapter 6. We will use the results of the Chapter 4 to get many examples
of graphs having this generating property. Furthermore, it was asked in [10] whether
the Higman-Sims graph has quantum symmetry. We use the generating property to
get the following theorem.
Theorem E (Theorem 6.3.3). The Higman-Sims graph has quantum symmetry.
We use Sage [53] to check that the automorphism group of the Higman-Sims
graph does not contain disjoint automorphisms. This shows that the converse di-
rection of Theorem A is not true.
We study quantum isomorphisms in Chapter 7. Those were first defined in [1] via
a nonlocal game, called the isomorphism game. We review this nonlocal game and
give equivalent definitions of quantum isomorphisms. Furthermore, using monoidal
equivalence, we prove the next theorem.
Theorem F (Theorem 7.2.6). Let Γ1,Γ2 be quantum isomorphic graphs. If one
of the graphs Γ1 or Γ2 has disjoint automorphisms, then both graphs have quantum
symmetry.
Using this theorem, we obtain another example of a graph having quantum sym-
metry and no disjoint automorphisms. This example originates from a construction
used in [36] to get pairs of quantum isomorphic graphs that are not isomorphic.
Finally, we collect open questions that came up during the author’s research and
discuss ways to tackle them in Chapter 8. For example, we ask to investigate the two
missing cases in Table 2 and further graphs for which the quantum automorphism
groups are not known. Moreover, we ask the question whether or not there is a





In this chapter, we review basic notions and definitions we need in this thesis. This
includes a short introduction to compact matrix quantum groups, which generalize
compact groups G ⊆ GLn(C). Then, we discuss the quantum symmetric group S+n ,
which constitutes the quantum analogue of the symmetric group Sn. In Section 1.2
we review basic definitions and properties of finite graphs. Note that the automor-
phism group of a graph is the classical counterpart of the quantum automorphism
group. The latter is important for this work and will be introduced in Chapter 2.
1.1 Compact matrix quantum groups
We start with compact matrix quantum groups which were defined by Woronowicz
[60, 62] in 1987. See [42, 54] for recent books on compact quantum groups.
Definition 1.1.1. A compact matrix quantum group G is a pair (C(G), u), where
C(G) is a unital (not necessarily commutative) C∗-algebra which is generated by uij,
1 ≤ i, j ≤ n, the entries of a matrix u ∈Mn(C(G)). Moreover, the *-homomorphism
∆ : C(G)→ C(G)⊗C(G), uij 7→
∑n
k=1 uik⊗ukj must exist, and u and its transpose
ut must be invertible. The matrix u is usually called fundamental representation.
Remark 1.1.2. In the previous definition, the symbol ⊗ denotes the minimal tensor
product of C∗-algebras. Unless stated otherwise, we write A ⊗ B for the minimal
tensor product of the C∗-algebras A and B, throughout this thesis.
We now introduce the notion of a quantum subgroup.
Definition 1.1.3. Let (C(G), u) and (C(H), v) be compact matrix quantum groups.
(i) We say that (C(G), u) is a quantum subgroup of (C(H), v), if there is a sur-
jective *-homomorphism ϕ : C(H)→ C(G) such that ∆G ◦ϕ = (ϕ⊗ϕ) ◦∆H .
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(ii) Two compact matrix quantum groups (C(G), u) and (C(H), v) are isomorphic
as compact quantum groups, if the *-homomorphism ϕ from above is a *-
isomorphism. We denote this by (C(G), u) = (C(H), v).
Compact matrix quantum groups generalize compact matrix groups in the fol-
lowing sense.
Theorem 1.1.4 ([60]). Let G = (C(G), u) be a compact matrix quantum group
where C(G) is a commutative C∗-algebra. Then there exists a compact matrix group
G̃ such that (C(G̃), ũ) = (C(G), u). Here ũ = (ũij) is the matrix with entries
ũij : G̃→ C, g 7→ gij.
There are several products of quantum groups. We define the tensor product
and the free product of quantum groups.
Proposition 1.1.5 ([57]). Let G = (C(G), u) and H = (C(H), v) be compact matrix








Here C(G) ⊗max C(H) is the universal C∗-algebra with generators uij and vkl such
that uijvkl = vkluij for all i, j, k, l and uij, vkl fulfill the relations of C(G) and C(H),
respectively, where additionally 1C(G) = 1C(H). The quantum group G×H is called
the tensor product of G and H.
Proposition 1.1.6 ([56]). Let G = (C(G), u) and H = (C(H), v) be compact matrix
quantum groups. Then G∗H := (C(G)∗C(H), u⊕ v) is a compact matrix quantum
group. Here C(G) ∗ C(H) is the universal C∗-algebra with generators uij and vkl
such that uij and vkl fulfill the relations of C(G) and C(H), respectively, where
additionally 1C(G) = 1C(H). We call G ∗H the free product of G and H.
An action of a compact matrix quantum group on a C∗-algebra is defined as
follows ([43, 58]).
Definition 1.1.7. Let G = (C(G), u) be a compact matrix quantum group and
let B be a C∗-algebra. A (left) action of G on B is a unital *-homomorphism
α : B → B ⊗ C(G) such that
(i) (id⊗∆) ◦ α = (α⊗ id) ◦ α
(ii) α(B)(1⊗ C(G)) is linearly dense in B ⊗ C(G).
The following important example of a compact matrix quantum group is due to
Wang [58]. It is the quantum analogue of the symmetric group Sn.
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Definition 1.1.8. The quantum symmetric group S+n = (C(S
+
n ), u) is the compact
matrix quantum group, where
C(S+n ) := C







A matrix u = (uij)1≤i,j≤n, where uij are elements of some unital C
∗-algebra is called








k=1 uki = 1 for all i.
Thus, C(S+n ) is the universal C
∗-algebra generated by the entries of a magic unitary
u = (uij)1≤i,j≤n.
It is worked out in [59] for example, that S+n is a compact matrix quantum group.
We remark that C(Sn) is the abelization of C(S
+
n ), i.e.
C(S+n )/〈uijukl − ukluij〉 = C(Sn).
In [58], Wang showed that S+n is the universal compact matrix quantum group acting





This is the quantum analogue of the fact that the symmetric group is the universal
group acting on n points.
Remark 1.1.9. Let A be a C∗-algebra. It is known (see for example [44, Corollary
A.3]) that projections pi ∈ A (i.e. pi = p2i = p∗i ), 1 ≤ i ≤ n, with
∑n
i=1 pi = 1 are
orthogonal (i.e. pipj = 0 for i 6= j). This is true because of the following arguments.
Choose j ∈ {1, . . . , n} and consider the equation
∑n
i=1 pi = 1. Multiplying by pj




By subtracting pj on both sides, we obtain∑
i 6=j
pjpipj = 0.
Since pjpipj is a positive element for all i, we get pjpipj = 0. Using the C
∗-norm,
we finally obtain pipj = 0.
This has the following consequence: Let uij, 1 ≤ i, j ≤ n, be the generators of
C(S+n ). Then, we have
uijuik = δjkuij and ujiuki = δjkuji
for the generators of C(S+n ).
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Remark 1.1.10. The C∗-algebra C(S+n ) is commutative for n = 1, 2, 3, it is non-
commutative for n ≥ 4. This can be seen by the following arguments. It is immediate







Thus C(S+2 ) is generated by p and 1 − p which obviously commute. For the case
n = 3, we use the argument of [36]. If i = k or j = l, the generators uij and ukl




uis = uijukl(uij + uil + uit),
where we choose t such that {j, l, t} = {1, 2, 3}. By Remark 1.1.9, it holds uijukluil =
0 and
uijukluit = uij(1− ukj − ukt)uit = uijuit = 0.
We conclude uijukl = uijukluij and applying the involution yields uijukl = ukluij.
Therefore C(S+3 ) is commutative. In a more sophisticated manner, we will use
similar arguments later to show that generators of certain C∗-algebras commute.
For n = 4, the surjective *-homomorphism
ϕ : C(S+4 )→ C∗(p, q | p = p∗ = p2, q = q∗ = q2),
u 7→

p 1− p 0 0
1− p p 0 0
0 0 q 1− q
0 0 1− q q

yields the non-commutativity of C(S+4 ), since C
∗(p, q | p = p∗ = p2, q = q∗ = q2) is a
non-commutative C∗-algebra. Regarding n > 4, we can use the *-homomorphism ϕ
from above, where we furthermore put ϕ(uii) = 1 and ϕ(uij) = 0 for i, j > 4, i 6= j,
to see that C(S+n ) is non-commutative.
Quantum subgroups of the quantum symmetric group are called quantum permu-
tation groups. The next proposition deals with another product of quantum groups,
where we restrict ourselves to quantum permutation groups.
Proposition 1.1.11 ([14]). Let G = (C(G), u), H = (C(H), v) be quantum per-
mutation groups with u ∈ Mn(C(G)), v ∈ Mm(C(H). The free wreath prod-
uct G o∗ H := (C(G) ∗w C(H), w) is a quantum permutation group with w =
(wia,jb) = (u
(a)
ij vab) ∈ Mnm(C(G) ∗w C(H)), where u(a) = (u
(a)
ij ) are copies of u.
Here C(G) ∗w C(H) is the universal C∗-algebra generated by u(a)ij , vab with the rela-





The definitions in this section are well-known and can for example be found in the
books [18], [32].
Let Γ = (V,E) be a finite graph without multiple edges, i.e. finite sets of vertices
V and edges E ⊆ V × V . A loop in a graph is an edge (i, i) ∈ E. A graph is called
undirected, if for all (i, j) ∈ E, we also have (j, i) ∈ E. The order of a graph denotes
the number of elements in V , i.e. the number of vertices in the graph.
For the rest of this work, we assume that Γ is a finite graph without
multiple edges.
The following definitions are for undirected graphs Γ. Let v ∈ V . The vertex
u ∈ V is called a neighbor of v, if (v, u) ∈ E. A path of length m joining two
vertices i, k ∈ V is a sequence of vertices a0, a1, . . . , am with i = a0, am = k such
that (an, an+1) ∈ E for 0 ≤ n ≤ m − 1. A cycle of length m is a path of length m
where a0 = am and all other vertices in the sequence are distinct. The degree deg v
of a vertex v ∈ V denotes the number of edges in Γ incident with v. We say that a
graph Γ is k-regular or a regular graph of degree k for some k ∈ N0, if deg v = k for
all v ∈ V . The 3-regular graphs are also called cubic graphs.
Example 1.2.1. The Petersen graph is a finite, undirected graph on ten vertices
and is defined by the drawing in Figure 1.1. We will denote the Petersen graph by P
in this work. It is an important example with interesting properties, see for example
[32].
Figure 1.1: The Petersen Graph
Definition 1.2.2. Let Γ be an undirected graph. We define the girth g(Γ) of a
graph to be the length of a smallest cycle it contains.
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For example, we have g(P) = 5, where P denotes the Petersen Graph (see Figure
1.1).
Definition 1.2.3. Let Γ be an undirected graph. A clique is a subset of vertices
W1 ⊆ V such that any vertices in W1 are adjacent. A clique, such that there is no
clique with more vertices is called maximal clique. The clique number of Γ is the
number of vertices of a maximal clique. On the other hand, an independent set is a
subset W2 ⊆ V such that no vertices in W2 are adjacent.
Definition 1.2.4. Let Γ = (V,E) be an undirected graph without multiple edges
and without loops. The complement of Γ is a graph Γc = (V,E ′), where E ′ =
{(i, j) ∈ V × V | (i, j) /∈ E, i 6= j}.
We recall the definition of line graphs and incidence graphs since those construc-
tions will be used explicitely in this thesis.
Definition 1.2.5. Let Γ be an undirected graph. The line graph L(Γ) of Γ is the
graph whose vertices correspond to edges of Γ and whose vertices are connected
if and only if the corresponding edges are incident in Γ (i.e. are connected by a
vertex).
See for example [23] for the next definition.
Definition 1.2.6. Given c, d ∈ N, a configuration (P,L) consists of points P =
{p1, . . . , pa} and lines L = {L1, . . . , Lb} in a plane, such that
(i) there are c points on each line and d lines through each point,
(ii) two different lines intersect each other at most once,
(iii) two different points are connected by one line at most.
Definition 1.2.7. Let (P,L) be a configuration with points P = {p1, . . . , pa} and
lines L = {L1, . . . , Lb}. Then the incidence graph of the configuration is a bipartite
graph consisting of vertices P ∪L. Here P and L are independent sets (in the sense
of Definition 1.2.3) and we have an edge between pj and Lk if and only if pj is
adjacent to Lk in the configuration.
Example 1.2.8. The Fano plane is a well-known configuration with c = 3, d = 3.
The Heawood graph is the incidence graph of the Fano plane (Figure 1.2), see [23].






















Figure 1.2: The Heawood graph is the incidence graph of the Fano plane
The following definitions concern the automorphism group of a graph. The
automorphism group will be generalized to the quantum setting in the next chapter.
We start with the definition of the adjacency matrix.
Definition 1.2.9. Let Γ be a finite graph of order n, without multiple edges. The
adjacency matrix ε ∈Mn({0, 1}) is the matrix where εij = 1 if (i, j) ∈ E and εij = 0
otherwise.
Definition 1.2.10. Let Γ = (V,E) be a finite graph without multiple edges. A
graph automorphism is a bijection σ : V → V such that (i, j) ∈ E if and only
if (σ(i), σ(j)) ∈ E. The set of all graph automorphisms of Γ forms a group, the
automorphism group Aut(Γ). If Γ has n vertices, we can view Aut(Γ) as a subgroup
of the symmetric group Sn, in the following way.
Aut(Γ) = {σ ∈ Sn | σε = εσ} ⊆ Sn.
Here ε denotes the adjacency matrix of the graph.
Vertex-transitive graphs are graphs such that their automorphism groups acts
transitively on their vertex set.
Definition 1.2.11. Let Γ = (V,E) be a finite graph without multiple edges. We say
that Γ is vertex-transitive, if for all v, w ∈ V there exists ϕ ∈ Aut(Γ) with ϕ(v) = w.
Remark 1.2.12. Together with Vogeli and Weber, the author introduced the notion
uniformly vertex-transitive, which is a stronger version of vertex-transitivity. See [51]
for more on this.
A way to get more examples of graphs is to consider graph products. In Section
2.2, we will discuss the quantum automorphism groups of the products given in the
next definition.
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Definition 1.2.13. Let Γ1 = (VΓ1 , EΓ1), H = (VΓ2 , E,Γ2 ) be finite graphs. Denote
by εΓ1 ∈ Mn(C), εΓ2 ∈ Mm(C) the adjacency matrices of Γ1 and Γ2, respectively.
We have the following graph products.
(i) The cartesian product Γ1Γ2 is the graph with vertex set VΓ1 × VΓ2 , where
(u1, u2) and (v1, v2) are connected if and only if (u1 = v1 and (u2, v2) ∈ EΓ2)
or ((u1, v1) ∈ EΓ1 and u2 = v2). For the adjacency matrix, we get
εΓ1Γ2 = εΓ1 ⊗ idMm(C) + idMn(C) ⊗ εΓ2 .
(ii) The tensor product Γ1×Γ2 is the graph with vertex set VΓ1×VΓ2 , where (u1, u2)
and (v1, v2) are connected if and only if (u1, v1) ∈ EΓ1 and (u2, v2) ∈ EΓ2 .
Therefore
εΓ1×Γ2 = εΓ1 ⊗ εΓ2 .
(iii) The strong product Γ1  Γ2 is the graph with vertex set VΓ1 × VΓ2 , where
(u1, u2) and (v1, v2) are connected if and only if (u1 = v1 or (u2, v2) ∈ EΓ2)
and (u2 = v2 or (u1, v1) ∈ EΓ1). This yields
εΓ1Γ2 = (εΓ1 + idMn(C))⊗ (εΓ2 + idMm(C))− idMnm(C).
(iv) The lexicographic product Γ1 ◦Γ2 is the graph with vertex set VΓ1×VΓ2 , where
(u1, u2) and (v1, v2) are connected if and only if (u2, v2) ∈ EΓ2 or ((u1, v1) ∈ EΓ1
and u2 = v2). We obtain
εΓ1◦Γ2 = εΓ1 ⊗ idMm(C) + J ⊗ εΓ2 ,
where J denotes the all-ones matrix.
We give some examples of graphs that we obtain by taking products of complete
graphs





(i) the cartesian product
K2K3 =
,
(ii) the tensor product
K2 ×K3 =
,
(iii) and the strong product
K2 K3 =
.
An important case for the lexicographic product is the disjoint union of n copies of a
graph Γ. One gets the disjoint union of n copies of Γ by considering the lexicographic
product of Γ with the graph on n points with no edges, i.e.
Γ ◦Kcn = nΓ.
Next, we introduce distance-regular and distance-transitive graphs, see for ex-
ample [18]. Those will be important in Chapters 3 and 4.
Definition 1.2.15. Let Γ be an undirected graph and v, w ∈ V .
(a) The distance d(v, w) of two vertices is the length of a shortest path connecting
v and w.
(b) The diameter of Γ is the greatest distance between any two vertices v, w.
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Definition 1.2.16. Let Γ be a regular graph. We say that Γ is distance-regular if
for two vertices v, w, the number of vertices at distance k to v and at distance l to
w only depend on k, l and d(v, w).
Example 1.2.17. The Petersen graph (Figure 1.1) and the Heawood graph (Figure
1.2) are distance-regular, see for example [32].
Definition 1.2.18. Let Γ = (V,E) be a k-regular graph on n vertices. We say that
Γ is strongly regular if there exist λ, µ ∈ N0 such that
(i) adjacent vertices have λ common neighbors,
(ii) non-adjacent vertices have µ common neighbors.
In this case, we say that Γ has parameters (n, k, λ, µ).
Example 1.2.19. The Petersen graph (Figure 1.1) is strongly regular with param-
eters (10, 3, 0, 1), see for example [32].
Remark 1.2.20. Strongly regular graphs are exactly the distance-regular graphs
with diameter two.
The next definition introduces the intersection array. The intersection array is
important to understand the structure of a distance-regular graph.
Definition 1.2.21. Let Γ be a distance-regular graph with diameter d. The inter-
section array of Γ is a sequence of integers {b0, b1, . . . , bd−1; c1, c2, . . . , cd}, such that
for any two vertices v, w at distance d(v, w) = i, there are exactly bi neighbors of w
at distance i+ 1 to v and exactly ci neighbors of w at distance i− 1 to v.
Example 1.2.22. The Petersen graph (Figure 1.1) has intersection array {3, 2; 1, 1}
and the Heawood graph (Figure 1.2) has intersection array {3, 2, 2; 1, 1, 3}, see [32].
We will now give the definition of distance-transitive graphs.
Definition 1.2.23. Let Γ be a regular graph. We say that Γ is distance-transitive
if for all (i, k), (j, l) ∈ V × V with d(i, k) = d(j, l), there is an automorphism ϕ ∈
Aut(Γ) with ϕ(i) = j, ϕ(k) = l.
Example 1.2.24. The Petersen graph (Figure 1.1) and the Heawood graph (Figure
1.2) are distance-transitive, see [32].
Remark 1.2.25. Let Γ be a distance-transitive graph and let v, w ∈ V . Since
we have an automorphism ϕ ∈ Aut(Γ) with ϕ(v) = x, ϕ(w) = y for every pair of
vertices x, y with d(x, y) = d(v, w), we see that the number of vertices at distance
k to v and at distance l to w only depend on k, l and d(v, w). Thus, we see that




group of a graph
This chapter concerns the definition of quantum automorphism groups of graphs and
related objects such as the quantum orbital algebra. The quantum automorphism
group of a graph constitutes the main object of the thesis. There are actually
two definitions of quantum automorphism groups, denoted G+aut(Γ) and G
∗
aut(Γ).
We start with those definitions in Section 2.1 and see how G+aut(Γ) behaves when
taking graph products in Section 2.2. We review the intertwiner spaces of quantum
automorphism groups of graphs in Section 2.3. In the subsequent section, we use the
quantum orbital algebra to get some further relations on the generators of G+aut(Γ)
if the graph has certain properties. At last, in Section 2.5, we compare G+aut(Γ) and
G∗aut(Γ) and give an example where Aut(Γ) 6= G∗aut(Γ) 6= G+aut(Γ).
2.1 Definitions and basic properties
In 2005, Banica [3] gave the following definition of a quantum automorphism group
of a finite graph.
Definition 2.1.1. Let Γ = (V,E) be a finite graph on n vertices V = {1, ..., n}.
The quantum automorphism group G+aut(Γ) is the compact matrix quantum group
(C(G+aut(Γ)), u), where C(G
+
aut(Γ)) is the universal C
∗-algebra with generators uij,





ij, 1 ≤ i, j, k ≤ n, (2.1.1)
n∑
l=1
uil = 1 =
n∑
l=1
uli, 1 ≤ i ≤ n, (2.1.2)
uε = εu, (2.1.3)
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To justify the definition, we have to show that G+aut(Γ) is a compact matrix
quantum group. For this, we need u, ut to be invertible. This is true by Relations
(2.1.1), (2.1.2), since we know u−1 = ut for the quantum symmetric group S+n . It
remains to show that ∆ : C(G+aut(Γ))→ C(G+aut(Γ))⊗C(G+aut(Γ)), uij 7→
∑
k uik⊗ukj
is a *-homomorphism. For this, it is enough to prove ∆(
∑
k uikεkj) = ∆(
∑
k εikukj),
since we know that S+n is a compact matrix quantum group.
Lemma 2.1.2 ([3]). Let Γ = (V,E) be a finite graph on n vertices, let uij, 1 ≤
i, j ≤ n, be the generators of C(G+aut(Γ)) and let ∆ be the map





Then, we have ∆(
∑




































































Thus, we have ∆(
∑




The previous lemma now yields thatG+aut(Γ) is a compact matrix quantum group.
The following proposition can for example be found in [21].
Proposition 2.1.3. Let Γ be a finite graph. In C(S+n ), Relation (2.1.3) is equivalent
to the relations
uijukl = ukluij = 0, (i, k) /∈ E, (j, l) ∈ E, (2.1.4)
uijukl = ukluij = 0, (i, k) ∈ E, (j, l) /∈ E. (2.1.5)













since uijuit = δjtuij, where we know that j is part of the sum since we have (j, l) ∈ E.










Because of (i, k) /∈ E, we see that k is not part of the sum above and since it holds






Applying the involution to uijukl = 0 yields ukluij = 0 and we get Relation (2.1.4).
Deriving Relation (2.1.5) is completely analogous.
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for all 1 ≤ i, l ≤ n. Here we used Relations (2.1.2), (2.1.4) and (2.1.5).
When working with the generators and relations of G+aut(Γ), it is usually more
convenient to consider Relations (2.1.4), (2.1.5) instead of Relation (2.1.3). These
relations are frequently used in Chapters 3 and 4. We also immediately get the
following lemma.
Lemma 2.1.4. Let Γ = (V,E) be a finite graph without multiple edges and without




Proof. This follows from Proposition 2.1.3, since the Relations (2.1.4), (2.1.5) stay
the same if we go over to the complement Γc.
There is another definition of quantum automorphism groups by Bichon [13] in
2003. This is a quantum subgroup of the one defined by Banica.
Definition 2.1.5. Let Γ be a finite graph on n vertices V = {1, ..., n}. The quantum
automorphism group G∗aut(Γ) is the compact matrix quantum group (C(G
∗
aut(Γ)), u),
where C(G∗aut(Γ)) is the universal C
∗-algebra with generators uij, 1 ≤ i, j ≤ n,
Relations (2.1.1) – (2.1.3) and
uijukl = ukluij, (i, k), (j, l) ∈ E. (2.1.6)
We compare the Definitions 2.1.1 and 2.1.5 in Section 2.5. The quantum group
G+aut(Γ) is used more often nowadays, for example because Lemma 2.1.4 holds for
G+aut(Γ) and Aut(Γ), but not for G
∗
aut(Γ). Furthermore, the relations of G
+
aut(Γ)
match the ones of quantum isomorphisms of graphs, see Section 7.
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The next lemma justifies that both definitions are generalizations of the auto-
morphism group of a graph.
Lemma 2.1.6. Let Γ be a finite graph with adjacency matrix ε. Let (A, u) be the
compact matrix quantum group, where
A := C∗(uij | uij = u∗ij = u2ij,
n∑
k=1
uik = 1 =
n∑
k=1
uki, uε = εu, uijukl = ukluij)
= C(G+aut(Γ))/〈uijukl = ukluij〉.
Then
C(Aut(Γ)) = A.
Proof. Since the C∗-algebra A is commutative, the Gelfand-Naimark Theorem yields
A = C(Spec(A)). By Timmermann’s book [54, Proposition 5.1.3] we know that
Spec(A) is a group with group law m : Spec(A) × Spec(A) → Spec(A), (ϕ1, ϕ2) 7→
(ϕ1 ⊗ ϕ2) ◦∆ and by definition we have
Spec(A) = {ϕ : A→ C unital *-homomorphism}.
Let σ ∈ Aut(Γ) ⊆ Mn({0, 1}) and define ϕσ(uij) := σij for all 1 ≤ i, j ≤ n. We
show Spec(A) = {ϕσ | σ ∈ Aut(Γ)}. The entries σij obviously commute, and since
σ is a permutation matrix, we have
n∑
k=1
σik = 1 =
n∑
k=1




















ϕσ is also unital. Hence ϕσ ∈ Spec(A).
Now, let ϕ ∈ Spec(A). Define σij := ϕ(uij). We then have ϕσ = ϕ. Since ϕ is a
*-homomorphism, it holds σ2ij = σ
∗
ij = σij and therefore σij ∈ {0, 1}. We also get
n∑
k=1
σik = 1 =
n∑
k=1
σki and σε = εσ,
which means that σ is a permutation matrix with σε = εσ. Thus σ ∈ Aut(Γ). In
summary, we obtain Spec(A) = {ϕσ | σ ∈ Aut(Γ)}.
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Now, we have to check that f : Spec(A) → Aut(Γ), ϕσ 7→ σ is a group iso-
morphism. The map is obviously a bijection, it remains to show f(m(ϕσ1 , ϕσ2)) =
f(ϕσ1) ◦ f(ϕσ2). It holds









= (σ1 ◦ σ2)ij
= ϕσ1◦σ2(uij)
and therefore m((ϕσ1 , ϕσ2)) = ϕσ1◦σ2 . Thus
f(m(ϕσ1 , ϕσ2)) = f(ϕσ1◦σ2) = σ1 ◦ σ2 = f(ϕσ1) ◦ f(ϕσ2).
To complete the proof, we have to show C(Aut(Γ)) = C(Spec(A)). By the previous
arguments, we know that the map C(Spec(A))→ C(Aut(Γ)), g 7→ g ◦ f is a group
isomorphism. Since both groups have finitely many elements, we directly get that
this map is also an isomorphism of compact groups. This yields C(Aut(Γ)) =
C(Spec(A)) as compact groups.
By the previous lemma and Definitions 2.1.1, 2.1.5, we see that
Aut(Γ) ⊆ G∗aut(Γ) ⊆ G+aut(Γ),
i.e. we have surjective *-homomorphisms
C(G+aut(Γ)) → C(G∗aut(Γ)) → C(Aut(Γ))
uij 7→ uij 7→ ϕij.
Here ϕij is the function ϕij : Aut(Γ)→ C, ϕ(σ) = σij.
The next definition is due to Banica and Bichon [6]. The terminology is used
frequently in this thesis.
Definition 2.1.7. Let Γ = (V,E) be a finite graph. We say that Γ has no quantum
symmetry if one of the following, obviously equivalent, conditions hold:
(i) C(G+aut(Γ)) is commutative,
(ii) C(G+aut(Γ)) = C(Aut(Γ)),
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(iii) Aut(Γ) = G+aut(Γ), i.e. the surjection uij 7→ ϕij above is in fact an isomor-
phism.
If C(G+aut(Γ)) is non-commutative, we say that Γ has quantum symmetry.
We give the following first example.
Example 2.1.8. Let Kn = (VKn , EKn) be the complete graph on n vertices, i.e.
VKn = {1, . . . n} and EKn = (V × V )\{(i, i) | i ∈ V }. We see that (i, k) /∈ E implies
i = k and thus Relations (2.1.4), (2.1.5) translate to uijuil = 0, ujiuli = 0 for j 6= l.
Those relations follow from Relations (2.1.1), (2.1.2) by Remark 1.1.9. Therefore,
we have G+aut(Kn) = S
+
n . By Remark 1.1.10, we know that C(S
+
n ) is commutative
for n ≤ 3 and non-commutative for n ≥ 4. Therefore, Kn does not have quantum
symmetry for n ≤ 3 whereas for n ≥ 4, it does have quantum symmetry. Regarding
G∗aut(Kn), Relation (2.1.6) together with Remark 1.1.9 shows that the generators of
G∗aut(Kn) commute. Thus G
∗
aut(Kn) = Sn.
We give more examples of quantum automorphism groups, now for the graphs
on four vertices.
Example 2.1.9. In [52], Weber and the author computed the quantum automor-
phism groups of all undirected graphs on four vertices. We have the following table,
see also [52]. Note that H+n is the hyperoctahedral quantum group, see [9].
































































• Z2 Z2 Z2 Z2
Table 2.1: Quantum automorphism groups of all undirected graphs on four vertices.
An action of a compact matrix quantum group on a graph is an action on the
functions on the vertices, but with additional structure. This concept was introduced
by Banica and Bichon [3, 13]. It is used in Chapter 5 to compute the quantum
automorphism group of folded cube graphs.
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Definition 2.1.10. Let Γ = (V,E) be a finite graph and G be a compact matrix
quantum group. Recall that




An action of G on Γ is an action of G on C(V ) such that the magic unitary matrix





commutes with the adjacency matrix, i.e vε = εv.
Remark 2.1.11. If G acts on a graph Γ, then we have a surjective *-homomorphism
ϕ : C(G+aut(Γ))→ C(G), u 7→ v.
The following theorem shows that commutation with the magic unitary u yields
invariant subspaces.
Theorem 2.1.12 (Theorem 2.3 of [3]). Let α : C(Xn) → C(Xn) ⊗ C(G), α(ei) =∑
j ej ⊗ vji be an action, where G is a compact matrix quantum group and let K be
a linear subspace of C(Xn). The matrix (vij) commutes with the projection onto K
if and only if α(K) ⊆ K ⊗ C(G).
Looking at the spectral decomposition of the adjacency matrix, we see that this
action preserves the eigenspaces of the adjacency matrix.
Corollary 2.1.13. Let Γ = (V,E) be an undirected finite graph with adjacency
matrix ε. The action α : C(V )→ C(V )⊗C(G+aut(Γ)), α(ei) =
∑
j ej⊗uji, preserves
the eigenspaces of ε, i.e. α(Eλ) ⊆ Eλ ⊗ C(G+aut(Γ)) for all eigenspaces Eλ.
Proof. It follows from the spectral decomposition that every projection PEλ onto Eλ
is a polynomial in ε. Thus it commutes with the fundamental representation u and
Theorem 2.1.12 yields the assertion.
2.2 Quantum automorphism groups of graph
products
We give an overview of the results regarding the quantum automorphism group of
graph products. The products are defined in Definition 1.2.13. Most of this was
worked out in [6]. We added the strong product (item (iii)), where the proofs are
similar to those appearing in [6].
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Proposition 2.2.1. Let Γ1 and Γ2 be finite graphs without multiple edges. There
are surjective *-homomorphisms between the following C∗-algebras
(i) C(G+aut(Γ1Γ2))→ C(G+aut(Γ1))⊗max C(G+aut(Γ2)),
(ii) C(G+aut(Γ1 × Γ2))→ C(G+aut(Γ1))⊗max C(G+aut(Γ2)),
(iii) C(G+aut(Γ1  Γ2))→ C(G+aut(Γ1))⊗max C(G+aut(Γ2)),
(iv) C(G+aut(Γ1 ◦ Γ2))→ C(G+aut(Γ1)) ∗w C(G+aut(Γ2)).
Proof. As mentioned in Definition 1.2.13, we have the following adjacency matrices
for those graph products
εΓ1Γ2 = εΓ1 ⊗ idMm(C) + idMn(C) ⊗ εΓ2 ,
εΓ1×Γ2 = εΓ1 ⊗ εΓ2 ,
εΓ1Γ2 = (εΓ1 + idMn(C))⊗ (εΓ2 + idMm(C))− idMnm(C),
εΓ1◦Γ2 = εΓ1 ⊗ idMm(C) + J ⊗ εΓ2 .
Here εΓ1 ∈ Mn(C), εΓ2 ∈ Mm(C) denote the adjacency matrices of Γ1, Γ2, respec-
tively, J ∈ Mn(C) denotes the all-ones matrix. Now, let uij, vkl be as in Definition
1.1.5, i.e. uijvkl = vkluij for all i, j, k, l, uij fulfill the relations of C(G
+
aut(Γ1)) and
vkl fulfill the relations of C(G
+
aut(Γ2)). The matrix
u⊗ v = (uijvkl)(ik,jl)
is a magic unitary that commutes with εΓ1Γ2 , εΓ1×Γ2 and εΓ1Γ2 , since u com-
mutes with εΓ1 and v commutes with εΓ2 . Therefore, we obtain the required *-
homomorphisms for (i)–(iii). Summing over i and over k, respectively, shows that
they are surjective. Similarly, the matrix (wia,jb)(ia,jb) = (u
(a)
ij vab)(ia,jb) from Propo-
sition 1.1.11 is magic unitary and commutes with εΓ1◦Γ2 , since u commutes with
εΓ1 and J , v commute with εΓ2 . We conclude that there is a *-homomorphism
C(G+aut(Γ1 ◦ Γ2))→ C(G+aut(Γ1)) ∗w C(G+aut(Γ2)), where summing over i and over b,
respectively, yields surjectivity.
The next theorem shows that if the spectra of our graphs behave in a certain way,
the surjections from above are actually isomorphisms. Recall the quantum group
products from Proposition 1.1.5 and Proposition 1.1.11. Parts (i), (ii) and (iv) can
be found in [6].
Theorem 2.2.2. Let Γ1 = (V1, E1) and Γ2 = (V2, E2) be finite, connected, undi-
rected, regular graphs. Let σΓ1 = {λi | i = 1, . . . , n} be the set of distinct eigenvalues
of εΓ1 and σΓ2 = {µj | j = 1, . . . ,m} be the set of distinct eigenvalues of εΓ2. Then
we have
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(i) G+aut(Γ1Γ2) = G
+
aut(Γ1)×G+aut(Γ2) if {λi−λj | i, j = 1, . . . , n}∩{µk−µl | k, l =
1, . . . ,m} = {0}.
(ii) G+aut(Γ1 × Γ2) = G+aut(Γ1) × G+aut(Γ2) if σΓ1 , σΓ2 do not contain 0 and
{ λi
λj
| i, j = 1, . . . , n} ∩ {µk
µl
| k, l = 1, . . . ,m} = {1}.
(iii) G+aut(Γ1  Γ2) = G
+
aut(Γ1) × G+aut(Γ2) if σΓ1 , σΓ2 do not contain −1 and
{ λi+1
λj+1
| i, j = 1, . . . , n} ∩ {µk+1
µl+1
| k, l = 1, . . . ,m} = {1}.
(iv) G+aut(Γ1 ◦ Γ2) = G+aut(Γ1) o∗ G+aut(Γ2) if {λ1 − λi | i = 2, . . . , n} ∩ {−sµj | j =
1, . . . ,m} = ∅, where s is the order (i.e. number of vertices) and λ1 is the
degree of the regular graph Γ1 (i.e. λ1 is the degree one of the vertices, which
is the same for all vertices, since Γ1 is regular). Here Γ2 is not necessarily
connected.
Proof. We show (iii), the proof of the other statements is similar (see [6]). Let
εΓ1 =
∑
i λiPi be the spectral decomposition of εΓ1 , where we choose λ1 to be the
degree of Γ1. Since Γ1 is connected, λ1 has multiplicity 1 and thus P1 is an orthogonal
projection onto C1. Similarly, we have εΓ2 =
∑
j µjQj, µ1 being the degree of Γ2,
Q1 a projection onto C1. We obtain


















[(λi + 1)(µj + 1)− 1](Pi ⊗Qj),
where we used
∑
i Pi = idMn(C),
∑
j Qj = idMm(C). It holds
∑
i,j Pi ⊗Qj = idMnm(C)
and (λi + 1)(µj + 1)− 1 are distinct scalars for different tuples (i, j) by assumption.
Therefore,
∑
i,j[(λi+1)(µj +1)−1](Pi⊗Qj) is the spectral decomposition of εΓ1Γ2 .
Let v = (vik,jl)(ik,jl) be the fundamental representation of G
+
aut(Γ1  Γ2). Since
(Pi ⊗Qj) is a polynomial in εΓ1Γ2 , it commutes with v. Summing over i and over
j, respectively, we get that v also commutes with 1 ⊗ Qj and Pi ⊗ 1, respectively.
Especially, it commutes with 1⊗Q1 and P1⊗1. Those are projections onto C(V1)⊗C1
and C1 ⊗ C(V2). Theorem 2.1.12 shows that the action α : (C(V1) ⊗ C(V2)) →
(C(V1)⊗ C(V2))⊗ C(G+aut(Γ1  Γ2)), ex ⊗ ep 7→
∑
y,q(ey ⊗ eq)⊗ vyx,qp fulfills
α(C(V1)⊗ C1) ⊆ (C(V1)⊗ C1)⊗ C(G+aut(Γ1  Γ2))
and
α(C1⊗ C(V2)) ⊆ (C1⊗ C(V2))⊗ C(G+aut(Γ1  Γ2)).
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Therefore, we get
α(ex ⊗ 1) =
∑
y





where w = (wxy), u = (upq) are magic unitaries. We deduce
α(ex ⊗ ep) =
∑
y,q
(ey ⊗ eq)⊗ uqpwyx =
∑
y,q
(ey ⊗ eq)⊗ wyxuqp,
which shows that wxy and upq commute. Furthermore, we have v = u ⊗ w, i.e.
vxp,yq = wxyupq. We now show that wxy commutes with εΓ1 and upq commutes with
εΓ2 , then we get the surjective *-homomorphism C(G
+
aut(Γ1)) ⊗max C(G+aut(Γ2)) →
C(G+aut(Γ1  Γ2)), w
′
xy 7→ wxy, u′pq 7→ upq. For this, recall


























([(εΓ1)ic + δic][(εΓ2)ad + δad]− δicδad)wcjudb.
Recall that λ1 is the degree of Γ1. Therefore∑
i








We also know (vεΓ1Γ2)ia,jb = (εΓ1Γ2v)ia,jb and summing over i and j yields∑
d
uad((εΓ2)db + δdb)(λ1 + 1)− δdb) =
∑
d
((εΓ2)ad + δad)(λ1 + 1)− δad)udb.




d(εΓ2)adudb, which means that u com-
mutes with εΓ2 . Similarly, by summing over a and b, we obtain that w commutes
with εΓ1 . Summarizing, we get the surjective *-homomorphism C(G
+
aut(Γ1)) ⊗max
C(G+aut(Γ2)) → C(G+aut(Γ1  Γ2)), w′xy 7→ wxy, u′pq 7→ upq, which is inverse to the
map in the previous proposition.
Using this theorem, we can often compute the quantum automorphism group of
graph products.
Example 2.2.3. We compute the quantum automorphism groups of the products
in Example 1.2.14. For the graphs K2 and K3, it holds σ(K2) = {−1, 1} and
σ(K3) = {−1, 2}. By Theorem 2.2.2 (i) and (ii), we obtain
(i) G+aut(K2K3) = S2 × S3,
(ii) G+aut(K2 ×K3) = S2 × S3.
Recall that K2 K3 = K6. We see that it is an important that the spectra of the
graphs do not contain −1 for the strong product (Theorem 2.2.2 (iii)) as




6 6= S2 × S3.
Remark that the conditions of Theorem 2.2.2, (i) – (iii), are not fulfilled if
we choose Γ1 = Γ2. For example, we do not know the quantum automorphism
group of the 4 × 4 rook’s graph which is the cartesian product of K4 with itself.
Still, Proposition 2.2.1 is useful to see whether or not such a graph has quantum
symmetry, see for example Proposition 4.1.12. The next proposition shows what
the quantum automorphism group of the disjoint union of n copies of a graph looks
like.
Proposition 2.2.4 ([5]). Let Γ be a finite graph and let nΓ be the disjoint union of
n copies of Γ. Then
G+aut(nΓ) = G
+
aut(Γ) o∗ S+n .
One could now ask what happens for the disjoint union of non-isomorphic graphs.
For a partial answer, we need the notion of quantum isomorphism. This concept is
introduced in Section 7. Using this, we get an answer for non-quantum-isomorphic
graphs, see Corollary 7.1.4.
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2.3 Intertwiner spaces of quantum automorphism
groups of graphs
An alternative way of studying quantum automorphism groups of graphs is by look-
ing at their intertwiner spaces. By Woronowicz’s Tannaka-Krein duality [61], there
is a one-to-one correspondence of compact matrix quantum groups and tensor cat-
egories with duals. The intertwiner spaces of quantum automorphism groups of
graphs were first studied by Chassaniol in [22]. Then Mančinska and Roberson gave
a full description of the intertwiner spaces in [38]. We give a brief overview in this
section. We start with the classical case, see [22].
Definition 2.3.1. Let G ⊆ Sn be a permutation group and identify the elements
g ∈ G with their associated permutation matrices. For k, l ∈ N, let C(k, l) :=
Hom((Cn)⊗k, (Cn)⊗l). The intertwiner space CG(k, l) is defined as follows:
CG(k, l) = {T ∈ C(k, l) |Tg⊗k = g⊗lT for all g ∈ G}.
Here g⊗k is the nk × nk matrix g⊗k = (gi1j1 . . . gikjk)i1...ikj1...jk .
Those intertwiners form a tensor category with duals, allowing us to use Tannaka-
Krein duality later.
Proposition 2.3.2. The collection of vector spaces CG(k, l) is a tensor category
with duals, in the sense that
(i) if T, T ′ ∈ CG(k, l), then αT + βT ′ ∈ CG(k, l) for all α, β ∈ C,
(ii) if T ∈ CG(k, l), T ′ ∈ CG(s, t), then T ⊗ T ′ ∈ CG(k + s, l + t),
(iii) if T ∈ CG(k, l), T ′ ∈ CG(s, k), then TT ′ ∈ CG(s, l),
(iv) if T ∈ CG(k, l), then T ∗ ∈ CG(k, l),
(v) and we have idn ∈ CG(1, 1).
For permutation groups, we have the following important intertwiners.
(1) U ∈ CG(0, 1), where U(1) =
∑n
s=1 es,
(2) M ∈ CG(2, 1), where M(ei ⊗ ej) = δijei,
(3) S ∈ CG(2, 2), where S(ei ⊗ ej) = ej ⊗ ei.
Those are intertwiners because of the properties of permutation matrices. By
definition of the automorphism group Aut(Γ) of a graph Γ, we also have
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(4) εΓ ∈ CAut(Γ)(1, 1).
Here εΓ is the adjacency matrix of Γ, i.e. εΓ(ei) =
∑
s εises.
It is shown in [22] that the tensor category is generated by the previously men-
tioned intertwiners, i.e. one can express every intertwiner in the generators using
the operations +, ◦,⊗, ∗.
Proposition 2.3.3. Let Γ be a finite graph. Then
CAut(Γ) = 〈U,M, S, εΓ〉+,◦,⊗,∗.
Now, we come to the intertwiner spaces of quantum permutation groups.
Definition 2.3.4. Let G+ ⊆ S+n be a quantum permutation group with funda-
mental representation u ∈ Mn(C(G+)). Let u⊗k be the nk × nk matrix u⊗k =
(ui1j1 . . . uikjk)i1...ikj1...jk . Then, the intertwiner spaces CG+(k, l) are
CG+(k, l) = {T ∈ C(k, l) |Tu⊗k = u⊗lT}
for k, l ∈ N.
Those also form a tensor category with duals.
Proposition 2.3.5. The collection of vector spaces CG+(k, l) is a tensor category
with duals.
This tensor category is also generated by certain intertwiners. Here S(ei⊗ ej) =
ej ⊗ ei is not necessarily an intertwiner.
Theorem 2.3.6 ([22]). Let Γ be a finite graph. Then
CG+aut(Γ) = 〈U,M, εΓ〉+,◦,⊗,∗.
The important consequence of the theorem, also using Tannaka-Krein duality, is
the following.
Corollary 2.3.7. Let Γ be a finite graph. Then Γ has no quantum symmetry if and
only if S ∈ CG+aut(Γ)(2, 2).
This corollary is used in [22] to show that the Paley graphs P13 and P17 have no
quantum symmetry. We give an alternative proof of this in Proposition 4.1.25.
The subsequent theorem gives an explicit description of the intertwiner spaces
of the quantum automorphism group of a graph. It extends Theorem 2.3.6 substan-
tially: Instead of just knowing the generators, we see what a general intertwiner of
G+aut(Γ) looks like.
Theorem 2.3.8 ([38]). The intertwiner spaces of quantum automorphism groups of
graphs are the span of matrices whose entries count homomorphisms from planar
graphs to Γ, partitioned according to the images of certain labelled vertices of the
planar graph.
This description is used in [38] to give a nice criterion for proving that two graphs
are not quantum isomorphic, see Theorem 7.1.5.
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2.4 The quantum orbital algebra
In this section, we review results of [27] and [36] which will be used in later chapters.
Let G be a group acting on a finite set V via the action G × V → V , (g, x) 7→ gx.
Then i ∈ V and j ∈ V are in the same orbit of G if there exists g ∈ G such
that gi = j. One can also define a diagonal action G × (V × V ) → (V × V ),
(g, (x, y)) 7→ (gx, gy), where (i, j) ∈ V × V and (k, l) ∈ V × V are defined to be
in the same orbital of G if there exists g ∈ G with (gi, gj) = (k, l). There is a
similar concept for quantum permutation groups, which was introduced by Lupini,
Mančinska and Roberson in [36]. Remark that this notion was also defined by Banica
and Freslon in [11].
Definition 2.4.1. Let V be a finite set and let u be the fundamental representation
of a quantum permutation group G+. Define the relations ∼1 and ∼2 on V and
V × V , respectively, as follows
(i) i ∼1 j if uij 6= 0,
(ii) (i, j) ∼2 (k, l) if uikujl 6= 0.
Those are equivalence relations by [36, Lemma 3.2 & 3.4]. The orbits and orbitals
of G+ are the equivalence classes of these relations, respectively. In the case where
G+ = G+aut(Γ) for some graph Γ, we refer to its orbits as quantum orbits of the graph
Γ. Similarly, we call the orbitals of G+aut(Γ) the quantum orbitals of Γ.
The next definition is due to Higman [30].
Definition 2.4.2. Let V be a finite set. A coherent configuration is a partition
R = {Ri | i ∈ I} of V × V that satisfies the following.
(i) There is a subset J ⊆ I such that {Rj | j ∈ J} is a partition of the diagonal
{(x, x) |x ∈ V }.
(ii) For Ri ∈ R, we also have {(y, x) | (x, y) ∈ Ri} ∈ R.
(iii) For all i, j, k ∈ I and any (x, z) ∈ Rk, the number of y ∈ V such that (x, y) ∈
Ri and (y, z) ∈ Rj is a constant pkij that does not depend on x and z.
We call the matrices A(i), i ∈ I, where
A(i)xy :=
{
1, (x, y) ∈ Ri
0, otherwise,
the characteristic matrices of R.
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It is well-known that orbitals of groups form a coherent configuration. This is
also true for orbitals of quantum permutation groups, see for instance Theorem 3.10
of [36].
Definition 2.4.3. We say that a subset A ⊆ Mn(C) is a coherent algebra if
(i) A∗ = A,
(ii) A is a unital algebra with respect to matrix multiplication,
(iii) A is a unital algebra with respect to entrywise matrix multiplication.
Here the identity matrix I is the unit with respect to matrix multiplication, the
all-ones matrix J is the unit with respect to entrywise matrix multiplication.
There is the following one-to-one correspondence between coherent configura-
tions and coherent algebras. On the one hand, the linear span of the characteristic
matrices of a coherent configuration R is a coherent algebra. On the other hand,
every coherent algebra A has a basis of zero-one matrices which are characteristic
matrices of a coherent configuration. Therefore, we obtain coherent algebras from
orbitals and quantum orbitals.
Definition 2.4.4 ([36]). Let Γ = (V,E) be a graph. We associate the following
three coherent algebras to the graph.
(i) The coherent algebra of Γ, denoted CA(Γ) is the smallest coherent algebra
containing the adjacency matrix.
(ii) The automorphism group Aut(Γ) induces an action on V ×V . As stated before,
the orbitals of Aut(Γ) on V form a coherent configuration. The corresponding
coherent algebra is called the orbital algebra O(Γ).
(iii) The quantum orbitals of G+aut(Γ) on V form a coherent configuration. The
corresponding coherent algebra is called the quantum orbital algebra QO(Γ).
We remark that the coherent algebra CA(Γ) can be computed in polynomial
time via the Weisfeiler-Leman algorithm, see [28] for more on this. The subsequent
proposition relates the three coherent algebras from Definition 2.4.4.
Proposition 2.4.5 ([36]). Let Γ be a finite graph. We have the following chain of
inclusions
CA(Γ) ⊆ QO(Γ) ⊆ O(Γ).
Now, we come to equivalent characterizations of elements of the quantum orbital
algebra. The next proposition shows that the intertwiner space CG+aut(Γ)(1, 1) is equal
to the quantum orbital algebra.
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Proposition 2.4.6 ([36]). Let Γ be a finite graph, let u = (uij)1≤i,j≤n be the funda-
mental representation of G+aut(Γ) and let M ∈ Mn(C). Then uM = Mu if and only
if M is in the quantum orbital algebra QO(Γ).






Such an action can be extended diagonally to α⊗2 : (C(V ) ⊗ C(V )) → (C(V ) ⊗
C(V ))⊗ C(G+aut(Γ)),
α⊗2(ei ⊗ ej) =
|V |∑
k,l=1
ek ⊗ el ⊗ uikujl.
The following lemma will be important in Chapter 6. It connects the quantum
orbital algebra to the 2-boxes of the quantum-group-action planar algebra.
Lemma 2.4.7 ([36]). Let Γ be a graph and α the action from above. Then α⊗2(f) =
f ⊗ 1 if and only if f is constant on the quantum orbitals of Γ.
For some cases, the coherent algebra QO(Γ) also determines the quantum auto-
morphism group of the graph.
Proposition 2.4.8 ([36]). Let Γ be a finite graph. It holds QO(Γ) = Mn(C) if and
only if G+aut(Γ) = {e}.
Combining Propositions 2.4.5 and 2.4.8, we see that knowledge on CA(Γ) can be
useful to obtain that a graph has trivial quantum automorphism group.
Corollary 2.4.9 ([36]). Let Γ be a finite graph. If CA(Γ) = Mn(C), then G+aut(Γ) =
Aut(Γ) = {e}.
It is known that CA(Γ) = Mn(C) holds for almost all graphs ([2, Theorem 4.1]),
therefore we obtain the next theorem.
Theorem 2.4.10 ([36]). Almost all graphs have trivial quantum automorphism
group.
Erdős and Renyi showed in [26] that almost all graphs have trivial automorphism
group. Thus, the previous theorem constitutes the quantum analogue of this fact.
Also in [26], it was shown that almost all trees do have symmetry. The quantum
analogue of this is also true and was worked out by Junk, Weber and the author in
[35]. The key incredients of the proof are Theorem 3.1.2 and the fact that almost
all trees have two cherries.
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Theorem 2.4.11. Almost all trees do have quantum symmetry.
Summarizing, we have the following theorem.
Theorem 2.4.12.
(i) Almost all graphs have no symmetry [26].
(ii) Almost all graphs have no quantum symmetry [36].
(iii) Almost all trees have symmetry [26].
(iv) Almost all trees have quantum symmetry [35].
We turn our attention back to coherent algebras. Sometimes the coherent al-
gebra CA(Γ) does not help to compute the quantum automorphism group of Γ.
Considering distance-regular graphs of diameter d, the algebra CA(Γ) is always
(d + 1)-dimensional, whereas QO(Γ) = Mn(C) is still possible. We restrict to
distance-transitive graphs in the following example.
Example 2.4.13. It is well-known that the coherent algebra CA(Γ) of a distance-
transitive graph Γ of diameter d is (d + 1)-dimensional. Furthermore, if Γ is a
distance-transitive graph, then also O(Γ) is (d+ 1)-dimensional, which implies
CA(Γ) = QO(Γ) = O(Γ).
In Section 4.3, we will see that the Shrikhande graph is an example of a graph
where
CA(Γ) 6= QO(Γ).
The following proposition can also be found in [27]. We give an alternative proof
here, using the quantum orbital algebra.
Proposition 2.4.14. Let Γ = (V,E) be a graph, let ε be its adjacency matrix and
let (uij)1≤i,j≤n be the generators of C(G
+
aut(Γ). If (ε
l)ii 6= (εl)jj for some i, j ∈ V ,
l ≥ 1, then uij = 0.
Proof. By definition, we have ε ∈ CA(Γ) and thus εl ∈ CA(Γ) for all l ≥ 1. By
Proposition 2.4.5, we also have εl ∈ QO(Γ). Since εl lies in the span of the character-
istic matrices of the quantum orbitals, we know that (εl)ii 6= (εl)jj implies that (i, i)
and (j, j) are not in the same quantum orbital. Therefore we get uij = uijuij = 0
by the definition of quantum orbitals.
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Remark 2.4.15. Note that it is only possible to get uij = 0 if there is no auto-
morphism that sends i to j. This is true because of the following. Let i, j ∈ V
and assume there exists τ ∈ Aut(Γ) such that τ(i) = j. We get τij = 1 for the
corresponding permutation matrix. For the function ϕij : Aut(Γ)→ C, ϕ(σ) = σij,
we deduce ϕij 6= 0, since ϕij(τ) = 1. We infer uij 6= 0, because we have the
*-homomorphism C(G+aut(Γ)) → C(Aut(Γ)), uij 7→ ϕij. Especially, if Γ is vertex-
transitive, then uij 6= 0 for all i, j ∈ V . We say that Γ is quantum vertex-transitive,
if uij 6= 0 for all i, j ∈ V . By the previous argument, we immediately see that
every vertex-transitive graph is quantum vertex-transitive. The other direction is
not true, a counterexample is given in [36].
2.5 Comparing G∗aut(Γ) and G
+
aut(Γ)
In this section, we compare the two definitions of quantum automorphism groups of
graphs. We will see later on, that they often coincide, for example if the graph does
not contain any quadrangles (Lemma 3.2.5). Recall from Section 2.1 that
Aut(Γ) ⊆ G∗aut(Γ) ⊆ G+aut(Γ).






We know Aut(Γ1) = D4 6= H+2 = G∗aut(Γ1) from Table in 2.1 and G∗aut(Γ2) =
S4 6= S+4 = G+aut(Γ2) from Example 2.1.8. Still, we have G∗aut(Γ1) = G+aut(Γ1) and
Aut(Γ2) = G
∗
aut(Γ2) for those graphs. Therefore, one may ask whether or not there
are graphs where G+aut(Γ) and G
∗
aut(Γ) are not the same and also differ from Aut(Γ).
We obtain some examples throughout this section.
The following lemma shows how the quantum automorphism groups behave, if
we add points to a given graph without connecting them to anything.
Lemma 2.5.1. Let Γ′ = (V ′, E ′) be a finite graph without multiple edges with V ′ =
{1, . . . , n}, where every v ∈ V ′ has at least one neighbor in V ′. Now, consider










′) ∗ S+k .
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Proof. We label the vertices of Γ as follows.











where ε′ denotes the adjacency matrix of Γ′. For n + 1 ≤ v ≤ n + k, we have
(ε2)vv = 0, because those vertices do not have any neighbors in Γ. Since every
v ∈ V ′ has a neighbor, we get (ε2)vv ≥ 1 for 1 ≤ v ≤ n. Thus, using Proposition
2.4.14 we get uij = 0 for 1 ≤ i ≤ n, n + 1 ≤ j ≤ n + k and uij = 0 for 1 ≤ j ≤ n,







































We deduce that uε = εu implies u′ε′ = ε′u′, but no further relation on u′′. Summaris-
ing, we get that u′ fulfills the relations of C(G+aut(Γ
′)) and u′′ fulfills the relations of
C(S+k ). Now, Proposition 1.1.6 yields the assertion. The result for G
∗
aut(Γ) follows
in the same way.
With this result, we can produce examples, where we get strict inequalities be-
tween the automorphism group and the two quantum automorphism groups simul-
taneously.
Proposition 2.5.2. Take Γ,Γ′ as in Lemma 2.5.1. For k ≥ 2 and {e} 6= G∗aut(Γ′) 6=
G+aut(Γ
′), we get
Aut(Γ) 6= G∗aut(Γ) 6= G+aut(Γ).
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Since we have G∗aut(Γ
′) 6= G+aut(Γ′) by assumption, we get G∗aut(Γ) 6= G+aut(Γ). As
C(S+k ) ∗ C(G∗aut(Γ)) is non-commutative for k ≥ 2, we get the assertion.
We give an explicit example in the following.





Looking at Table of 2.1, we see
G∗aut(Γ
′) = Z2 × Z2 and G+aut(Γ′) =
∧
Z2 ∗ Z2.
Now, using the previous lemma yields
G+aut(Γ) =
∧
Z2 ∗ Z2 ∗ Z2, G∗aut(Γ) =
∧
(Z2 × Z2) ∗ Z2,
Aut(Γ) = Z2 × Z2 × Z2.
and thus
Aut(Γ) 6= G∗aut(Γ) 6= G+aut(Γ).
Let us even go further and show
Aut(Γ) 6= G∗aut(Γ) 6= G+aut(Γ)
= 6= =
Aut(Γc) 6= G∗aut(Γc) 6= G+aut(Γc).
The complement of Γ looks as follows.
Γc =
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We know that G+aut(Γ
c) = G+aut(Γ) and Aut(Γ









u11 1− u11 0 0 0 0
1− u11 u11 0 0 0 0
0 0 u33 1− u33 0 0
0 0 1− u33 u33 0 0
0 0 0 0 u55 1− u55
0 0 0 0 1− u55 u55

by Proposition 2.4.14. Since we have (1, 3), (1, 5) ∈ Ec, we get u11u33 = u33u11 and
u11u55 = u55u33 in G
∗
aut(Γ
c). Because (i, j) /∈ Ec for i ∈ {3, 4} and j ∈ {5, 6}, we do




(Z2 ∗ Z2)× Z2.
Therefore, Γ is an example of a graph where
Aut(Γ) 6= G∗aut(Γ) 6= G+aut(Γ)
= 6= =
Aut(Γc) 6= G∗aut(Γc) 6= G+aut(Γc).
42
Chapter 3
Tools for computing the quantum
automorphism group of a graph
We start this chapter by giving a sufficient criterion for a graph to have quantum
symmetry. For this, one has to find a certain pair of automorphisms of the graph,
which can be checked by hand or using the computer. This criterion is not necessary
(see Chapters 6 and 7), but in practice it is hard to find graphs that have quantum
symmetry while not having such a pair of automorphisms. Then we develop tools for
proving the commutativity of the generators of the quantum automorphism group.
These tools are used frequently in the next chapter. Note that in contrast to our
previous criterion, the tools are used to prove that a graph has no quantum symme-
try. At the end of this chapter, we present a strategy how to tackle the problem of
computing the quantum automorphism group of a given graph. This chapter relies
on parts of the articles [49, Section 2] and [50, Section 3] by the author.
3.1 A criterion for a graph to have quantum sym-
metry
This section is based on [49, Section 2]. We show that a graph has quantum symme-
try if the automorphism group of the graph contains a certain pair of permutations.
For this we need the following definition.
Definition 3.1.1. Let V = {1, . . . , r}. We say that two permutations σ : V → V
and τ : V → V are disjoint, if σ(i) 6= i implies τ(i) = i and vice versa, for all i ∈ V .
We can now prove Theorem A.
Theorem 3.1.2 (Theorem A). Let Γ = (V,E) be a finite graph without multiple
edges. If there exist two non-trivial, disjoint automorphisms σ, τ ∈ Aut(Γ), ord(σ) =
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n, ord(τ) = m, then we get a surjective *-homomorphism ϕ : C(G+aut(Γ))→ C∗(Zn ∗
Zm). In particular, Γ has quantum symmetry.
Proof. Let σ, τ ∈ Aut(Γ) be non-trivial disjoint automorphisms with ord(σ) =
n, ord(τ) = m. Define
A := C∗(p1, . . . , pn, q1, . . . , qm|pk = p∗k = p2k, ql = q∗l = q2l ,
n∑
k=1




∼= C∗(Zn ∗ Zm).
We want to use the universal property to get a surjective *-homomorphism
ϕ : C(G+aut(Γ)) → A. This yields the non-commutativity of C(G+aut(Γ)), since it




τ l ⊗ ql +
n∑
k=1
σk ⊗ pk − idMr(C)⊗A ∈ Mr(C)⊗ A ∼= Mr(A)
for V = {1, . . . , r}, where τ l, σk denote the permutation matrices corresponding to







δjσk(i)pk − δij ∈ A.
Now, we show that u′ does fulfill the relations of u ∈ Mr(C) ⊗ A, the fundamental
representation of G+aut(Γ). Since we have τ
l, σk ∈ Aut(Γ), it holds τ lε = ετ l and






τ l ⊗ ql +
n∑
k=1






τ lε⊗ ql +
n∑
k=1




ετ l ⊗ ql +
n∑
k=1





τ l ⊗ ql +
n∑
k=1












































δjσk(i)pk − δij =

∑
k∈Nij pk, if σ(i) 6= i∑
l∈Mij ql, if τ(i) 6= i
δij, otherwise,
where Nij = {k ∈ {1, . . . , n}; σk(i) = j},Mij = {l ∈ {1, . . . ,m}; τ l(i) = j}. Thus,
all entries of u′ are projections. By the universal property, we get a *-homomorphism
ϕ : C(G+aut(Γ))→ A, u 7→ u′.
It remains to show that ϕ is surjective. We know ord(σ) = n. For all k1 6=
k2, k1, k2 ∈ {1, . . . , n}, there exists s ∈ V such that
σk1(s) 6= σk2(s),
as otherwise σk1 = σk2 . By similar considerations, there exist t ∈ V such that
τ l1(t) 6= τ l2(t)
for l1 6= l2, l1, l2 ∈ {1, . . . ,m}. Therefore, we have
ϕ(u1σk(1) . . . urσk(r)) = u
′
1σk(1) . . . u
′
rσk(r) = pk,
ϕ(u1τ l(1) . . . urτ l(r)) = u
′
1τ l(1) . . . u
′
rτ l(r) = ql
for all k ∈ {1, . . . , n}, l ∈ {1, . . . ,m} and since A is generated by pk and ql, ϕ is
surjective.
Remark 3.1.3. Let K4 be the full graph on 4 points. By Example 2.1.8, we know




4 . We have disjoint automorphisms in S4: For
example σ = (12), τ = (34) ∈ S4 give us the well-known surjective *-homomorphism
ϕ : C(S+4 )→ C∗(p, q | p = p∗ = p2, q = q∗ = q2),
u 7→

p 1− p 0 0
1− p p 0 0
0 0 q 1− q
0 0 1− q q
 ,
yielding the non-commutativity of C(S+4 ) (see Remark 1.1.10).
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Remark 3.1.4. Let Γ = (V,E) be a finite graph without multiple edges, where there
exist two non-trivial, disjoint automorphisms σ, τ ∈ Aut(Γ). To show that Γ has
quantum symmetry it is enough to see that we have the surjective *-homomorphism
ϕ′ : C(G+aut(Γ))→ C∗(p, q | p = p∗ = p2, q = q∗ = q2),
u 7→ σ ⊗ p+ τ ⊗ q + idMr(C) ⊗ (1− q − p).
Remark 3.1.5. In Theorem 6.3.3, we will see that the Higman-Sims graph is an
example of a graph that has quantum symmetry but no disjoint automorphisms.
Thus, the converse direction of Theorem 3.1.2 is not true. Besides the Higman-Sims
graph, one of the graphs appearing in Example 7.2.7 also has those properties. On
the other hand, for graphs on a small number of vertices (n ≤ 6), having disjoint
automorphims is equivalent to having quantum symmetry, see the author’s joint
work with Eder, Levandovskyy, Schanz, Steenpass, and Weber [25].
3.2 Tools for proving commutativity of the gen-
erators
In this section, we develop tools to obtain commutation relations between the gen-
erators of the quantum automorphism group. In contrast to the previous section,
these tools are used to prove that a graph does not have quantum symmetry. We
are guided by Section 3 of [50] by the author. The following, trivial fact can be
found for example in [48].
Lemma 3.2.1. Let (uij)1≤i,j≤n be the generators of C(G
+
aut(Γ)). If we have
uijukl = uijukluij
then uij and ukl commute.
Proof. Since uijukluij is selfadjoint, we infer the result.
3.2.1 Path length comparison
Looking at Definition 2.1.1 and especially Relations (2.1.4), (2.1.5), we have orthog-
onality for generators uij and ukl of C(G
+
aut(Γ)) if the vertices i, k are adjacent and
j, l are non-adjacent or vice versa. The next lemma shows that uij and ukl are also
orthogonal if d(i, k) 6= d(j, l), where d(i, j) denotes the distance between vertices i
and j, see Definition 1.2.15. This yields that, if we want to show that a graph has
no quantum symmetry, it suffices to look at words uijukl, where d(i, k) = d(j, l).
Lemma 3.2.2. Let Γ be a finite, undirected graph and let (uij)1≤i,j≤n be the gener-
ators of C(G+aut(Γ)). If we have d(i, k) 6= d(j, l), then uijukl = 0.
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Proof. We may assume m := d(i, k) < d(j, l). For m = 0, we get i = k and hence
uijuil = 0 since uij, uil are orthogonal projections by Relations (2.1.1), (2.1.2). If
m = 1, then (i, k) ∈ E while (j, l) /∈ E, so Relation (2.1.5) yields the assertion.
Otherwise, there is a path of length m ≥ 2 from i to k, say i, a1, a2, . . . , am−1, k. By

















uijua1b1ua2b2 . . . uam−1bm−1ukl.
Since d(j, l) > m, there is no path of length m between j and l. Thus, for all
b0 := j, b1, . . . , bm−1, bm := l, there are two vertices bx, bx+1 with (bx, bx+1) /∈ E. We
get uaxbxuax+1bx+1 = 0 by Relation (2.1.5) and therefore
uijua1b1ua2b2 . . . uam−1bm−1ukl = 0




uijua1b1ua2b2 . . . uam−1bm−1ukl = 0.
Remark 3.2.3. Lemma 3.2.2 also follows from the fact that pairs of vertices at
different distances are not in the same quantum orbital, see Section 2.4.
3.2.2 Pairs of vertices in the same distance
Because of the previous lemma, we are interested in showing uijukl = ukluij for
d(i, k) = d(j, l), since this is enough to prove that a graph has no quantum symmetry.
We will see that for distance-transitive graphs it suffices to study one pair of vertices
(j1, l1) in distancem to obtain commutativity of all uij, ukl with d(i, k) = d(j, l) = m.
Lemma 3.2.4. Let Γ be a distance-transitive graph and let (uij)1≤i,j≤n be the gener-
ators of C(G+aut(Γ)). Let j1, l1 ∈ V and put m := d(j1, l1). If uaj1ubl1 = ubl1uaj1
for all a, b with d(a, b) = m, then we have uijukl = ukluij for all i, k, j, l with
d(j, l) = m = d(i, k).
Proof. Let j1, l1 ∈ V and uaj1ubl1 = ubl1uaj1 for all a, b with d(a, b) = m. Fur-
thermore, let ϕ ∈ Aut(Γ). We have ε(ϕuϕ−1) = (ϕuϕ−1)ε since ϕ and ϕ−1 com-
mute with the adjacency matrix ε of Γ. Therefore, the map ϕ̃ : C(G+aut(Γ)) →
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C(G+aut(Γ)), uij 7→ (ϕuϕ−1)ij = uϕ(i)ϕ(j) is a *-isomorphism for all ϕ ∈ Aut(Γ). For
all pairs j, l with d(j, l) = m, there is a graph automorphism ϕj,l with ϕj,l(j1) = j,
ϕj,l(l1) = l, since Γ is distance-transitive (see Definition 1.2.23). Let ϕ̃j,l be the
∗-isomorphism corresponding to ϕj,l. We obtain
uijukl = ϕ̃j,l(uϕ−1j,l (i),j1
uϕ−1j,l (k),l1
) = ϕ̃j,l(uϕ−1j,l (k),l1
uϕ−1j,l (i),j1
) = ukluij,
for all i, j, k, l with d(j, l) = m = d(i, k), since we know d(ϕ−1j,l (i), ϕ
−1
j,l (k)) = m and





3.2.3 No common neighbors
For the rest of this section, we give criteria on properties of the graph Γ (for example
containing quadrangles or having certain values in the intersection array) that allow
us to say that certain generators of G+aut(Γ) commute. The following theorem gen-
eralizes Theorem 3.2 of [48], which shows that G+aut(P) = G
∗
aut(P) for the Petersen
graph P (see Figure 1.1). Recall that a quadrangle is a cycle on four vertices, see
Section 1.2.
Lemma 3.2.5. Let Γ be an undirected graph that does not contain any quadrangle.
Then G+aut(Γ) = G
∗
aut(Γ).
Proof. Let (uij)1≤i,j≤n be the generators of C(G
+







by Relations (2.1.2) and (2.1.5).
Take s 6= j with (l, s) ∈ E. Since we also have (j, l) ∈ E, the only common
neighbor of j and s is l as otherwise we would get a quadrangle in Γ, contradicting
our assumption. Hence, for all a 6= l, we have (a, s) /∈ E or (a, j) /∈ E. The vertices








Therefore, Relation (2.1.5) implies ukauis = 0 or uijuka = 0 for all a 6= l. By also



















3.2.4 One common neighbor
The upcoming lemma deals with graphs where adjacent vertices have one common
neighbor. This common neighbor yields orthogonality of certain products of gener-
ators, which implies G+aut(Γ) = G
∗
aut(Γ).
Lemma 3.2.6. Let Γ be an undirected graph such that adjacent vertices have exactly
one common neighbor. Then G+aut(Γ) = G
∗
aut(Γ). In particular, we have G
+
aut(Γ) =
G∗aut(Γ) for distance-regular graphs with b0 = b1 + 2 in the intersection array.
Proof. Let (uij)1≤i,j≤n be the generators of C(G
+
aut(Γ)) and let (i, k), (j, l) ∈ E.






Let us now take a closer look at the products uijukluip. We want to show uijukluip =
0 for p 6= j, (l, p) ∈ E. Firstly, there is exactly one p1 6= j, (l, p1) ∈ E such that
(p1, j) ∈ E since adjacent vertices have exactly one neighbor and we have (j, l) ∈ E.
In this case we have (j, a) /∈ E or (a, p1) /∈ E for a 6= l, because l is the only common






uip1 = uijuip1 = 0
by Relations (2.1.5) and (2.1.2).
Secondly, let p /∈ {j, p1}, (l, p) ∈ E and let s be the only common neighbor of i
















ukl = uijusp1ukl (3.2.1)
by Relations (2.1.2), (2.1.5), since p1 is the only common neighbor of j and l. We also
know that j is the only common neighbor of p1 and l and since we have (l, p) ∈ E,
we deduce (p1, p) /∈ E. Relations (2.1.2), (2.1.4) now yield





uip = usp1ukluip (3.2.2)
because k is the only common neighbor of s and i. Using Equations (3.2.1) and
(3.2.2), we obtain
uijukluip = uijusp1ukluip = 0.









and by Lemma 3.2.1 we conclude uijukl = ukluij for (i, k), (j, l) ∈ E.
Remark 3.2.7. By Lemma 3.2.5 and Lemma 3.2.6, we see that G∗aut(Γ) 6= G+aut(Γ)
can only hold for graphs that contain quadrangles where additionally adjacent ver-
tices do not have exactly one common neighbor.
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3.2.5 A technical lemma
The next lemma is technical and mostly used to shorten the upcoming proofs.
Lemma 3.2.8. Let Γ be a finite, undirected graph and let (uij)1≤i,j≤n be the gener-
ators of C(G+aut(Γ)). Let d(i, k) = d(j, l) = m. Let q be a vertex with d(j, q) = s,






In particular, if we have m = 2 and if G+aut(Γ) = G
∗
aut(Γ) holds, then choosing

















The idea is to insert the condition on the distance s at some position in the mono-
mials and then move it next to the sum
∑
p;d(l,p)=m uip using ukluaq = uaqukl. The
sum will then inherit it, in a way. The vertices are related as follows, where an edge


















































Now comes the crucial step, shifting the inserted sum next to
∑
p;d(l,p)=m uip. Since






























































and this completes the proof.
3.2.6 Relations between vertices in certain distances
The following result is helpful, if one has a specific labelling of the vertices and if
it is not too hard to see which vertices are in distance m to the given ones. It is a
more sophisticated version of Lemma 3.2.6, now considering vertices in distance m
instead of adjacent vertices.
Lemma 3.2.9. Let Γ be a finite, undirected graph and let (uij)1≤i,j≤n be the gen-
erators of C(G+aut(Γ)). Let d(i, k) = d(j, l) = m and let p 6= j be a vertex with







Especially, if l is the only vertex satisfying d(l, q) = s, d(l, j) = m and d(l, p) = m,
we obtain uijukluip = 0.
































by Lemma 3.2.2. On the other hand, if d(b, q) = s and d(b, p) = m, then we have






ukbuip = uijukbuip = 0,










































Since we assumed d(j, q) 6= d(q, p), the condition d(i, a) = d(j, q) implies d(i, a) 6=













3.2.7 Values in the intersection array
In the subsequent lemma, we see that certain values in the intersection array of a
graph Γ give commutation relations of the generators of G+aut(Γ). Recall Definition
1.2.21 of the intersection array.
Lemma 3.2.10. Let Γ be a distance-regular graph with intersection array
{b0, b1, . . . , bd−1; c1, c2, . . . , cd} and let (uij)1≤i,j≤n be the generators of C(G+aut(Γ)).
Let cm ≥ 2 for some m ≥ 2 and assume
uijukl = ukluij
for all vertices i, j, k, l with d(i, k) = d(j, l) = m− 1. If
(a) c2 = 1 and b1 + 1 = b0,
(b) c2 = 1 and b1 + 2 = b0,
(c) or c2 = 2, m = 2 and b1 + 3 = b0,
then we have uijukl = ukluij for all i, j, k, l with d(i, k) = d(j, k) = m.
Proof. Let d(i, k) = d(j, l) = m. Since cm ≥ 2, there are two neighbors t, τ of j in






































In case (a), we know from b1 + 1 = b0 that Γ does not contain a triangle.
Therefore we have d(t, τ) = 2, since they have a common neighbor j and they are
not connected, because otherwise there would be a triangle in Γ. Then c2 = 1 implies
that j is the only common neighbor of t and τ . Thus only j satisfies d(j, l) = m,
(τ, j) ∈ E, (t, j) ∈ E.
In case (b), we either have (t, τ) ∈ E or d(t, τ) = 2. If (t, τ) ∈ E, then b1 +2 = b0
implies that j is the only common neighbor of t and τ . If d(t, τ) = 2, we get that j
is the only common neighbor of t and τ because c2 = 1.
In case (c), we get that j and l are the only common neighbors of t and τ by
similar considerations as in case (b). Thus, j is the only vertex satisfying the above
conditions.







and then Lemma 3.2.1 completes the proof.
3.3 A strategy to compute the quantum automor-
phism group of a given graph
In this section, we give a checklist to follow if one wants to compute the quantum
automorphism group of a graph.
First, one should check if the automorphism group of the graph has disjoint
automorphisms.
(1) If Γ has disjoint automorphisms, we get that the graph has quantum symmetry
by Theorem 3.1.2. Now, we want to know G+aut(Γ) precisely. This may be a
complicated task, one can try to proceed as follows.
(1.1) Check if Γ is a graph product that fulfills the conditions appearing in
Theorem 2.2.2. If Γ is such a product, we obtain the quantum automor-
phism group and we are done if we know the quantum automorphism
groups of the graphs it is constructed from.
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(1.2) Otherwise, try to use the coherent algebra (see Section 2.4) to get some
insight about the generators and their products. Sometimes this is enough
to obtain the quantum automorphism group, see for example Corollary
2.4.9.
(1.3) If Γ is a Cayley graph, one can use its eigenvalues and eigenvectors to
compute G+aut(Γ). This works for example for the cube graphs ([9]) and
the folded cube graphs (Chapter 5). Still, if the generating set is not nice,
the relations get complicated really quickly.
(1.4) Apart from that, one has to invent new methods to compute the quantum
automorphism group of the graph.
(2) If Γ has no disjoint automorphisms, then it is not clear whether or not Γ has
quantum symmetry. Still, it seems to be a good idea to first try to prove that
it has no quantum symmetry. We have to show that the generators of G+aut(Γ)
commute. The strategy may be as follows.
(2.1) By Lemma 3.2.2, we know that it suffices to show uijukl = ukluij for
d(i, k) = d(j, l).
(2.2) Choose a distance d(i, k) = d(j, l) = m (usually, one starts with m = 1,
then m = 2 and so on).
(2.3) First check if Lemma 3.2.5, Lemma 3.2.6 or Lemma 3.2.10 applies. If this
is the case, then we know uijukl = ukluij at least for d(i, k) = d(j, l) = m
for this fixed m.
(2.4) If Γ is distance-transitive, we know that it is enough to show uij1ukl1 =
ukl1uij1 for one pair (j1, l1) and all (i, k) with d(i, k) = m by using Lemma
3.2.4. Otherwise one has to consider several cases.
(2.5) If we know the neighbors of l1 (for example because of a known construc-
tion of the graph), one can apply Lemma 3.2.9 and use the equations to
deduce uijukl = ukluij for d(i, k) = d(j, l) = m.
(2.6) If this does not work, we have to treat this distance m in the graph as a




Some families of graphs that have
no quantum symmetry
This chapter constituted the centerpiece of the thesis in hand. Using the results of
the previous chapter, we prove that several families of graphs do not have quantum
symmetry, where we focus on distance-transitive graphs. Recall that a distance-
transitive graph is a graph such that for any given pair of vertices i, j in distance a
and any other pair of vertices k, l with d(k, l) = a there is a graph automorphism
σ : V → V with σ(i) = k and σ(j) = l. Distance-transitive graphs usually have large
automorphism groups. Furthermore, the class of distance-transitive graph contains
many well-known graphs such as the Petersen graph. We start by showing in Section
4.1 that the odd graphs, the Hamming graphs H(d, 3), the Johnson graphs J(n, 2)
and the Kneser graphs K(n, 2) have no quantum symmetry. Furthermore, we prove
that the Moore graphs of diameter two and the Paley graphs P9, P13 and P17 have no
quantum symmetry. We proceed with showing in Section 4.2 that all cubic distance-
transitive graphs of order ≤ 10 have no quantum symmetry. Note that the Petersen
graph (see Figure 1.1) is isomorphic to the odd graph O3 and the Kneser graph
K(5, 2), while it is also a Moore graph of diameter two as well as a cubic distance-
transitive graph. Thus, we especially show that the Petersen graph has no quantum
symmetry, i.e. G+aut(P) = S5. This answers a question asked by Banica and Bichon
([6]) in 2007. In Section 4.3, we investigate more quantum automorphism groups
of distance-regular graphs of order ≤ 20. The graphs appearing in Sections 4.1 –
4.3 and their quantum automorphism groups are listed in the Tables 1 and 2 in the
introduction. In the beginning of every section, we will also give small tables with
the graphs appearing therein. Sections 4.1 – 4.3 are based on the articles [48] and
[50] by the author. Finally, we give an example of a graph Γ with Aut(Γ) = Z2×Z2
that has no quantum symmetry in Section 4.4.
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4.1 Families of distance-transitive graphs
In this section we deal with families of distance-transitive graphs. Those are graphs
with large automorphism groups and Lemma 3.2.4 allows us to tackle their quantum
automorphism groups. The considered families are well-known and can for example
be found in [18]. Their quantum automorphism groups have not been computed
before. The families are mostly constructed from systems of sets, which is useful in
order to keep track of how certain vertices are related or what vertices in a certain
distance look like. This allows us to use tools like Lemma 3.2.9 effectively. We refer
to [50, Section 4] by the author. We obtain the following table from the results of
Section 4.1.
Name of Γ Order Aut(Γ) G+aut(Γ) Intersection array
Paley graph P9 ([6]) 9 S3 o Z2 Aut(Γ) {4,2;1,2}
Petersen graph 10 S5 Aut(Γ) {3,2;1,1}
Paley graph P13 ([22]) 13 Z13 o Z6 Aut(Γ) {6,3;1,3}
Paley graph P17 ([22]) 17 Z17 o Z8 Aut(Γ) {8,4;1,4}
Hoffman-Singleton graph 50 PSU(3, 52) Aut(Γ) {7,6;1,1}





Sn Aut(Γ) {2n− 4,n− 3;1,4}














Hamming graphs H(n, 3) 3n S3 o Sn Aut(Γ) (?3)
Table 4.1: The graphs appearing in Section 4.1
Here
(?1) = {(n− 2)(n− 3)/2, 2n− 8; 1, (n− 3)(n− 4)/2},
(?2) = {k, k − 1, k − 1 . . . , l + 1, l + 1, l; 1, 1, 2, 2, . . . , l, l} for k = 2l − 1,
{k, k − 1, k − 1, . . . l + 1, l + 1; 1, 1, 2, 2, . . . , l − 1, l − 1, l} for k = 2l,
(?3) = {2n, 2n− 2, . . . , 2; 1, 2, . . . , n}.
Looking at Table 4.1, we especially read off the next theorem (Theorem C (i)).
Theorem 4.1.1. The Petersen graph has no quantum symmetry.
It was asked in 2007 by Banica and Bichon ([6]) whether or not the Petersen
graph has quantum symmetry. Theorem 4.1.1 was proven first by the author in [48].
Then, the author generalized the techniques of [48] in [50]. Therefore, the previous
theorem is a special case of Theorem 4.1.7, Theorem 4.1.18 and of Theorem 4.1.20.
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4.1.1 The odd graphs
We show that the odd graphs do not have quantum symmetry. The odd graphs
generalize the Petersen graph P in the sense that O3 = P. We use the strategy
described in Section 3.3.
Definition 4.1.2. Let k ≥ 2. The graph Ok with vertices corresponding to
(k − 1)-subsets of {1, . . . , 2k − 1}, where two vertices are connected if and only
if the corresponding subsets are disjoint is called odd graph.
The odd graphs have the following properties, see for example [18, Proposition
9.1.7]. Recall the definitions of diameter, girth and intersection array from Definition
1.2.15, Definition 1.2.2 and Definition 1.2.21, respectively.
Remark 4.1.3. Odd graphs are distance-transitive with Aut(Ok) = S2k−1, diameter
k − 1 and girth g(Ok) ≥ 5 for k ≥ 3. They have the intersection array
{k, k − 1, k − 1 . . . , l + 1, l + 1, l; 1, 1, 2, 2, . . . , l, l} for k = 2l − 1,
{k, k − 1, k − 1, . . . , l + 1, l + 1; 1, 1, 2, 2, . . . , l − 1, l − 1, l} for k = 2l.
The following easy lemma is given for the convenience of the reader and is used
in the upcoming proofs.
Lemma 4.1.4. Let Γ be a graph with girth g(Γ) ≥ 5. Then vertices i, j with d(i, j) =
2 have exactly one common neighbor.
Proof. By definition, vertices i, j with d(i, j) = 2 have a common neighbor, say s.
If there exists another common neighbor t 6= s, then we get a quadrangle i, s, j, t, i
in the graph which contradicts g(Γ) ≥ 5.
The next lemma describes for the odd graphs how subsets corresponding to
vertices in distance two are related. This will be used freely in the upcoming theorem.
Lemma 4.1.5. Let Ok be an odd graph, k ≥ 3 and consider two vertices v, w ∈ VOk .
Then d(v, w) = 2 if and only if the corresponding (k − 1)-subsets of {1, . . . , 2k − 1}
have exactly k − 2 elements in common.
Proof. By definition, it holds d(v, w) = 2 if and only if v, w are distinct, non-adjacent
and they have a common neighbor. Looking at the definition of Ok, we see that v,
w have a common neighbor if and only if there is a (k− 1)-subset of {1, . . . , 2k− 1}
that is disjoint to the subsets corresponding to v and w. But this is true exactly
if the union of the corresponding subsets has equal or less than k elements, which
also shows that v and w are not adjacent if they have a common neighbor. Since we
are dealing with (k− 1)-subsets, having less than k elements already implies v = w,
therefore the union of the subsets has exactly k elements. It is easy to see that the
union of (k−1)-subsets has k elements if and only if the subsets have k−2 elements
in common.
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Example 4.1.6. The graph O2 is the triangle and O3 is the Petersen graph (see
Figure 1.1). We know that O2 has no quantum symmetry by Example 2.1.8. We









Figure 4.1: The odd graph O3 is isomorphic to the Petersen graph
We are now ready to prove Theorem C (ii).
Theorem 4.1.7. The odd graphs have no quantum symmetry.
Proof. Since we know that O2 has no quantum symmetry, we can assume k ≥ 3.
Then we know that Ok has girth g(Ok) ≥ 5 and thus we get G+aut(Ok) = G∗aut(Ok)
by Lemma 3.2.5, i.e. Relation (2.1.6) holds.
The odd graph Ok has diameter k−1. Taking this and Lemma 3.2.2 into account,
it remains to show uijupq = upquij for 2 ≤ d(i, p) = d(j, q) ≤ k − 1.
Take d(i, p) = d(j, q) = 2. We want to show uijupq = upquij. Since Ok is
distance-transitive, it is enough to show uijupq = upquij for the vertices
• j = {1, . . . , k − 1},
• q = {1, . . . , k − 2, k}
by Lemma 3.2.4.




uids, where ds is the vertex {1, . . . , k}\{s}.
By Lemma 4.1.4, the vertices j and q have exactly one common neighbor. This is
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by Lemma 3.2.8. Let us now take a look at neighbors b of a in distance 2 to q.
Neighbors of a = {k + 1, . . . , 2k − 1} are ds = {1, . . . , k}\{s}, where s = 1, . . . , k.










Step 2: It holds uijupquids = 0 for all s ∈ {1, . . . , k − 2}.
Take ds with s ∈ {1, . . . , k−2}. Let t = {1, . . . , k−2, k+1}. We get that d(j, t) = 2
and d(q, t) = 2 since they have the common neighbor {k, k + 2, . . . , 2k − 1} and
{k − 1, k + 2, . . . 2k − 1}, respectively. Because t ∪ ds = {1, . . . , k + 1}, we see that
there is no (k− 1)-subset of {1, . . . , 2k− 1} disjoint to both t and ds and we deduce
d(t, ds) 6= 2. Furthermore, we get that q and rs = {1, . . . , k − 1, k + 1}\{s} are
the only vertices in distance two to j, ds and t. This holds since the only (k − 1)-
subsets of {1, . . . , 2k − 1} that have k − 2 elements in common with {1, . . . , k − 1},
{1, . . . , k}\{s}, s 6= k − 1, k and {1, . . . , k − 2, k + 1} are {1, . . . , k − 2, k} and
{1, . . . , k − 1, k + 1}\{s}. Now, Lemma 3.2.9 yields
uij(upq + uprs)uids = 0. (4.1.1)
Since we have g(Ok) ≥ 5, i and p have exactly one common neighbor by Lemma
4.1.4. We denote the common neighbor by c. Recall that a is the only common
neighbor of j and q. Using Equation (4.1.1), we get
ucauij(upq + uprs)uids = 0
and because of Relation (2.1.6), we obtain
uijuca(upq + uprs)uids = 0.
Since the sets {k+1, . . . , 2k−1} and {1, . . . k−1, k+1}\{s} are not disjoint, we have
(a, rs) /∈ E. But we know (c, p) ∈ E by the choice of c, thus we get uijucauprsuids = 0
by Relation (2.1.5). This yields
uijucaupquids = 0. (4.1.2)
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by Relations (2.1.2) and (2.1.5). We deduce
uijupquids = uijucaupquids = 0
from Equation (4.1.2).
Step 3: It holds uijupq = upquij.






and Lemma 3.2.1 yields uijupq = upquij.
By the previous considerations, it remains to show uijupq = upquij for 3 ≤
d(i, p) = d(j, q) ≤ k − 1. We have c2 = 1, b1 + 1 = b0 and cd ≥ 2 for all d ≥ 3 in the
intersection array of Ok and thus we obtain the desired equations by using Lemma
3.2.10 (a) (k − 3)-times.
4.1.2 Hamming graphs
In this subsection, we give a precise description for which values d, q ∈ N the Ham-
ming graph H(d, q) has quantum symmetry and for which it does not. Hamming
graphs include the n-cube graphs, for which the quantum automorphism groups are
already known from [9].
Definition 4.1.8. Let S = {1, . . . , q} for q ∈ N and let d ∈ N. The Hamming graph
H(d, q) is the graph with vertex set Sd, where vertices are adjacent if they differ in
exactly one coordinate.
Remark 4.1.9. Note that vertices in H(d, q) are in distance m to each other if and
only if they differ in exactly m coordinates.
We state some properties of the Hamming graphs in the following remark, see
for example [18, Theorem 9.2.1] and [19, Subsection 12.4.1].
Remark 4.1.10. The Hamming graphs are distance-transitive and we have
H(d, q) = Kdq , where  denotes the Cartesian product of graphs (see Definition
1.2.13).
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Hamming graphs include the following families of graphs.
Example 4.1.11.
(i) The Hamming graphs H(d, 1) are the complete graphs Kd.
(ii) For q = 2, we obtain the n-cube graphs.




Figure 4.2: The Hamming graph H(2, 3)
The following proposition is an easy consequence of Proposition 2.2.1.
Proposition 4.1.12. Let q ≥ 4, d ∈ N or q = 2, d ≥ 2. Then H(d, q) has quantum
symmetry.
Proof. Let q ≥ 4, d ∈ N. We know H(d, q) = Kdq and by Proposition 2.2.1, we
have a surjective *-homomorphism ϕ : C(G+aut(H(d, q))→ C(S+q )⊗C(G+aut(Kd−1q )).
Thus, if q ≥ 4, this yields that C(G+aut(H(d, q))) is non-commutative, because C(S+q )
is non-commutative.
Let q = 2, d ≥ 2. We get a surjective *-homomorphism ϕ : C(G+aut(H(d, 2)) →
C(H+2 )⊗C(G+aut(Kd−22 )) by Proposition 2.2.1. Thus the C∗-algebra C(G+aut(H(d, 2))
is non-commutative, since C(H+2 ) is non-commutative.
Theorem C (iii) says that we know whether or not H(d, q) has quantum sym-
metry for all possible values of d, q ∈ N. By the previous proposition, we know that
H(d, q) has quantum symmetry for q ≥ 4, d ∈ N or q = 2, d ≥ 2. For q = 2 and
d = 1, we have H(1, 2) = K2, which has no quantum symmetry by Example 2.1.8.
We also know that H(d, 1) = Kd by Example 4.1.11, where we know that those
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have quantum symmetry for d ≥ 4 and do not have quantum symmetry for d ≤ 3
by Example 2.1.8. Therefore, the cases q = 3, d ∈ N remain. The following theorem
completes the proof of Theorem C (iii).
Theorem 4.1.13. The Hamming graphs H(d, 3) do not have quantum symmetry,
for d ∈ N.
Proof. Let i,j be adjacent vertices. Thus they differ in exactly one coordinate is 6=
js. Since we have q = 3, this means that there is only one vertex that differs in
exactly one coordinate to i and j, namely k with ka = ia = ja for all a 6= s and
ks 6= is, ks 6= js. Therefore, adjacent vertices have exactly one neighbor and we get
G+aut(H(d, 3)) = G
∗
aut(H(d, 3)) by Lemma 3.2.6. Hence Relation (2.1.6) holds.
The Hamming graph H(d, 3) has diameter d. Using Lemma 3.2.2, it remains
to show uijukl = ukluij for all i, j, k, l with 2 ≤ d(i, k) = d(j, l) ≤ d to obtain
G+aut(H(d, 3)) = Aut(H(d, 3)). Consider
• s = (1, . . . , 1),
• t(m) = (t(m)1 , . . . t
(m)
d ), where t
(m)
1 = · · · = t
(m)
m = 2, t
(m)
m+1 = · · · = t
(m)
d = 1 for
2 ≤ m ≤ d,
• p1 = (2, 1, . . . , 1) and p2 = (1, 2, 1, . . . , 1).
Step 1: The only common neighbor of p1 and p2 in distance m to t
(m) is s.
The only common neighbors of p1 and p2 are s and (2, 2, 1, . . . , 1). We obtain
that s is the only common neighbor of p1, p2 in distance m to t
(m), since it holds
d(t(m), (2, 2, 1, . . . , 1)) = m− 2.
Step 2: We have uijukl = ukluij for d(i, k) = d(j, l) = 2.
Let d(i, k) = d(j, l) = 2. By Lemma 3.2.4, it is enough to consider j = s and
l = t(2). Since we know (s, p1), (s, p2) ∈ E, (t(2), p1), (t(2), p2) ∈ E and since we have
G+aut(H(d, 3)) = G
∗
















By Step 1, we know that s is the only common neighbor of p1, p2 at distance
two to t(2). Therefore we obtain uisukt(2) = uisukt(2)uis. Then Lemma 3.2.1 yields
uisukt(2) = ukt(2)uis.
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Step 3: We have uijukl = ukluij for d(i, k) = d(j, l) = 3.
Now, let d(i, k) = d(j, l) = 3. By Lemma 3.2.4, we can choose j = s and l = t(3).
Since we know (s, p1), (s, p2) ∈ E, d(t(3), p1) = (t(3), p2) = 2 and have uacubd = ubduac
















and get uisukt(3) = uisukt(3)uis, since the only common neighbor of p1, p2 at distance
three to t(3) is s by Step 1. Then Lemma 3.2.1 yields uisukt(3) = ukt(3)uis.
Step 4: We have uijukl = ukluij for d(i, k) = d(j, l) ≥ 4.
Repeating the argument above (d− 3)-times yields the assertion.
Remark 4.1.14. In a sense, the values for which the Hamming graphs do have
quantum symmetry are not surprising. The Hamming graphs have quantum sym-
metry if and only if Theorem 3.1.2 applies, i.e. the automorphism group of H(d, q)
contains disjoint automorphisms if and only if H(d, q) has quantum symmetry.
4.1.3 The Johnson graphs J(n, 2) and the Kneser graphs
K(n, 2)
In the following we show that J(n, 2) and K(n, 2) have no quantum symmetry for
n ≥ 5. For n < 5, the quantum automorphism groups of J(n, 2) and K(n, 2)
are already known from [6]. More generally, there are Johnson graphs J(n, k) and
Kneser graphs K(n, k) for k ∈ N, where we do not know the quantum automorphism
groups for the cases k > 2. Since we know that the odd graphs Ok are the Kneser
graphs K(2k − 1, k − 1), we dealt with some special case in Subsection 4.1.1. We
have to leave the other cases open, see also Chapter 8.
Definition 4.1.15. Let n, k ∈ N.
(i) The Johnson graph J(n, k) is the graph with vertices corresponding to k-
subsets of {1, . . . , n}, where two vertices are connected if and only if the in-
tersection of the corresponding subsets has (k − 1) elements.
67
(ii) The Kneser graph K(n, k) is the graph with vertices corresponding to k-subsets
of {1, . . . , n}, where two vertices are connected if and only if the corresponding
subsets are disjoint.
Example 4.1.16.
(i) The Kneser graphs K(n, 1) are the complete graphs Kn.
(ii) The Johnson graphs J(n, 2) are the line graphs of the complete graphs Kn.
(iii) The Kneser graphs K(2k − 1, k − 1) are the odd graphs Ok.
Remark 4.1.17. The Kneser graphs K(n, 2) are distance-transitive with diameter
2, see [18, Theorem 9.1.2]. For n ≤ 4, the quantum automorphism groups of K(n, 2)
are known, since K(4, 2) = 3K2 (the disjoint union of 3 copies of K2). Note that
K(5, 2) = P, where P denotes the Petersen graph (see Figure 1.1).
The following gives a proof of Theorem C (iv).
Theorem 4.1.18. For n ≥ 5, the Johnson graph J(n, 2) and the Kneser graph
K(n, 2) do not have quantum symmetry.
Proof. We show that J(n, 2) has no quantum symmetry for n ≥ 5. This suffices
because K(n, 2) is the complement of J(n, 2).
Let (i, k), (j, l) ∈ E. We want to prove uijukl = ukluij. Since J(n, 2) is distance-
transitive, it suffices to show this for
• j = {1, 2},
• l = {1, 3}
by Lemma 3.2.4.






























Step 2: It holds uijuklui{1,a} = 0 for a ∈ {4, . . . , n} and uijuklui{2,3} = 0.
Let p = {1, a}. The common neighbors of p and j = {1, 2} are {2, a} and {1, c} for










uip = uijuip = 0 (4.1.3)
as j 6= p. The only common neighbors of j, p and {2, d}, where d /∈ {1, 2, a}, are
{2, a} and {1, d}. We also know d(j, {2, d}) = 1 6= 2 = d(p, {2, d}) and thus we
obtain
uij(uk{2,a} + uk{1,d})uip = 0 (4.1.4)
for all such d by Lemma 3.2.9. This yields
uij(uk{2,a} + uk{1,d})uip = 0 = uij(uk{2,a} + uk{1,3})uip
and we deduce
uijuk{1,d}uip = uijuk{1,3}uip
for d /∈ {1, 2, a}. Putting this into Equation (4.1.3), we infer
uij(uk{2,a} + (n− 3)uk{1,3})uip = 0.
Using Equation (4.1.4) with d = 3, we get
(n− 4)uijuk{1,3}uip = 0.
Since we assumed n ≥ 5, we obtain uijuk{1,3}uip = uijukluip = 0. Furthermore, we
also get uijuk{2,a}ui{1,a} = 0 by Equation (4.1.4). By repeating the arguments for
p = {2, 3}, one obtains uijuk{1,3}ui{2,3} = uijuklui{2,3} = 0.
Step 3: It holds uijuklui{3,b} = 0 for b ∈ {4, . . . , n}.
Let p = {3, b}, b ∈ {4, . . . , n}. Since l = {1, 3} and {1, b} are the only common
neighbors of j = {1, 2}, p and {1, e}, where e /∈ {1, 2, 3, b}, we have
uij(ukl + uk{1,b})uip = 0 (4.1.5)
by Lemma 3.2.9, because (j, {1, e}) ∈ E, (p, {1, e}) /∈ E. Now, multiplying Equation
(4.1.5) by uipukl from the left, we obtain
uipukluij(ukl + uk{1,b})uip = uipukluijukluip + uipukluijuk{1,b}uip = 0.
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Similar to uijuklui{1,a} = 0 (see Step 2 ), we obtain ukluijuk{1,b} = 0. Thus, we get
uipukluijukluip = 0,
which implies uijukluip = 0.
Step 4: We have uijukl = ukluij for (i, k), (j, l) ∈ E.
From Steps 1–3, we deduce that all but one summand give a zero contribution to











and therefore obtain uijukl = ukluij for (i, k), (j, l) ∈ E by Lemma 3.2.1.
Step 5: We have uijukl = ukluij for d(i, k) = d(j, l) = 2.
Let d(i, k) = 2 = d(j, l). We show uijukl = ukluij, where we can choose
• j = {1, 2},
• l = {3, 4}
by Lemma 3.2.4. The vertices {1, 3}, {2, 4} are common neighbors of j and l. By




















































since {1, 2} is the only subset containing 1 and 2. Then Lemma 3.2.1 completes the
proof, since J(n, 2) has diameter 2.
Remark 4.1.19. The author did not succeed in generalizing the proof above to
the Johnson graphs J(n, k), k ≥ 3. The problem is the following. Consider for
example the Johnson graph J(6, 3). As in the previous proof, we choose some
vertices, say j = {1, 2, 3} and l = {1, 2, 4}. Similar to Step 2 and Step 3, we want
to show uijukluip = 0 for all neighbors p of l. Take for example p = {1, 2, 5}. Then
j = {1, 2, 3} and p = {1, 2, 5} have the common neighbors {1, 2, 4}, {1, 2, 6}, {1, 3, 5}
and {2, 3, 5}. Similar to Equation (4.1.3), we know
uij(ukl + uk{1,2,6} + uk{1,3,5} + uk{2,3,5})uip = 0.
But we are not able to deduce uijukluip = 0 from this.
Therefore, we need another idea to prove the theorem in full generality. One
should also keep in mind that it is possible that the Johnson graphs do have quantum
symmetry for some parameters n, k with k ≥ 3.
4.1.4 Moore graphs of diameter two
We show that the Moore graphs of diameter two have no quantum symmetry. Those
are precisely the strongly regular graphs with girth five or equivalently all strongly
regular graphs with µ = 0, λ = 1. Recall from Definition 1.2.18 that µ denotes the
number of common neighbors of adjacent vertices, while λ is the number of common
neighbors of non-adjacent vertices. Hoffman and Singleton showed in [31] that the
only possible degrees for those graphs are 2, 3, 7 and 57. For the degrees 2, 3 and 7
there exist unique strongly regular graphs with girth five: the 5-cycle, the Petersen
graph and the Hoffman-Singleton graph. The existence of such a graph of degree 57
is still an open problem, see for example [18, Section 6.7]. The next theorem proves
Theorem C (v).
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Theorem 4.1.20. Strongly regular graphs with girth five have no quantum symme-
try.
Proof. Since the graph Γ has girth five, we get G+aut(Γ) = G
∗
aut(Γ) by Lemma 3.2.5.
Let d(i, k) = d(j, l) = 2. It remains to show uijukl = ukluij by Lemma 3.2.2,
since strongly regular graphs have diameter two.




uip, where t is the only common neighbor of
j and l.
By Lemma 4.1.4, there exists exactly one vertex s such that (i, s) ∈ E, (k, s) ∈ E
and exactly one vertex t such that (j, t) ∈ E, (l, t) ∈ E. We get
uijukl = uijustukl,






because we have G+aut(Γ) = G
∗
aut(Γ) and thus we can use Lemma 3.2.8.
Step 2: We have uijukluip = 0 for p 6= j with d(p, l) = 2, (p, t) ∈ E.
If Γ is 2-regular (the 5-cycle) then we are done, because the only vertex p with
d(p, l) = 2, (p, t) ∈ E is j. Since strongly regular graphs are especially regular, we
can assume that Γ is n-regular with n ≥ 3 in the remaining part of the proof. Take
p 6= j with d(p, l) = 2, (p, t) ∈ E. It holds






where we choose b 6= t with (b, l) ∈ E, which implies d(b, j) = d(b, p) = 2. Because












by Relations (2.1.2), (2.1.5). By Lemma 4.1.4, there exist exactly one vertex e such
that (i, e) ∈ E, (e, a) ∈ E for all a with d(a, i) = 2 and exactly one vertex f such
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that (j, f) ∈ E, (b, f) ∈ E. This yields
uijuabustuip = uijuefuabustuip = uijuefuabuipust,
where we also used uipust = ustuip. Because of uefuab = uabuef , we get
uijuabustuip = uijuefuabuipust = uijuabuefuipust.
It holds (f, p) /∈ E, because otherwise j and p would have two common neighbors, t
and f , where we know t 6= f since we have (b, f) ∈ E whereas d(b, t) = 2. Because
we know (i, e) ∈ E, we obtain
uijuabustuip = uijuabuefuipust = 0,










Step 3: We have uijukl = ukluij.






which implies that uij and ukl commute by Lemma 3.2.1. This completes the proof.
Remark 4.1.21. Taking the previous theorems in account, the only new insight
we get from Theorem 4.1.20 is that the Hoffman-Singleton graph has no quantum
symmetry. Also, if the strongly regular graph with parameters (3250, 57, 0, 1) exists,
then it has no quantum symmetry by the previous theorem.
4.1.5 Paley graphs P9, P13 and P17
Paley graphs were introduced by Erdős and Renyi in [26], where they studied their
symmetries. The Paley graphs are constructed using finite fields. We use this
construction to show that P9, P13 and P17 have no quantum symmetry. The quantum
symmetry of Paley graphs was also studied by Chassaniol in [22], see Remark 4.1.26.
Definition 4.1.22. Let q be a prime power with q = 1 mod 4 and let Fq be the
finite field with q elements. The Paley graph Pq is the graph with vertex set Fq,
where vertices are connected if and only if their difference is a square in Fq.
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Remark 4.1.23. The Paley graphs are distance-transitive and self-complementary.
Theorem 4.1.24. Let Pq be the Paley graph on q vertices. Then Pq does not have
quantum symmetry if there exist adjacent vertices v, w ∈ VPq with the following
property: For every neighbor s 6= v of w, there exists a vertex t that is either
(a) adjacent to w with d(v, s) 6= d(s, t) such that w is the only common neighbor
of v and s that is adjacent to t, or
(b) non-adjacent to w with d(v, s) 6= d(s, t) such that w is the only common neigh-
bor of v and s that is non-adjacent to t.
Proof. Let uij, i, j ∈ Fq be the generators of C(G+aut(Γ)). Let (i, k), (j, l) ∈ E. We
want to show uijukl = ukluij. By Lemma 3.2.4, it is enough to prove this for j = v,





by Relations (2.1.2), (2.1.5). By the assumptions on v and w, we get uijukluis = 0
for all s 6= v by Lemma 3.2.9. This yields uivukw = uivukwuiv. We conclude uivukw =
ukwuiv by Lemma 3.2.1.
The Paley graphs have diameter two, therefore it remains to show uijukl = ukluij
for (i, k), (j, l) /∈ E. Since Pq is self-complementary, the same arguments as above
work for (i, k), (j, l) /∈ E and we get that Pq has no quantum symmetry.
Corollary 4.1.25. The Paley graphs P9, P13 and P17 have no quantum symmetry.
Proof. Note that the Paley graph P9 is strongly regular with parameters (9,4,1,2).
Thus, Lemma 3.2.6 yields G+aut(P9) = G
∗
aut(P9). Since P9 is self-complementary,
the arguments in the proof of Lemma 3.2.6 also work for (i, k), (j, l) /∈ E. Thus
C(G+aut(P9)) is commutative.
Consider the Paley graph P13. To determine the neighbors of the vertices of P13,
observe that 0, 1, 3, 4, 9, 10, 12 are the squares in F13. Let (i, k), (j, l) ∈ E. To apply
Theorem 4.1.24, we choose v = 1 and w = 2. The neighbors of 2 are 1, 3, 5, 6, 11, 12.
The task is now to find for every neighbor p 6= 1 of 2 a vertex q, d(q, 2) = a with
d(1, q) 6= d(q, p), such that 2 is the only common neighbor of 1, p in distance a to q.
We find the following vertices that fulfill these properties: 11 for 3, 11 for 5, 3 for
6, 5 for 11 and 5 for 12. We get that P13 has no quantum symmetry by Theorem
4.1.24.
Concerning the Paley graph P17, observe that 0, 2, 4, 8, 9, 13, 15, 16 are the squares
in F17. Let (i, k), (j, l) ∈ E. In virtue of Theorem 4.1.24, we choose v = 1 and w = 2.
The neighbors of 2 are 1, 3, 4, 6, 10, 11, 15, 17. As for P13, the task is to find for every
neighbors p 6= 1 of 2 a vertex q, d(q, 2) = a with d(1, q) 6= d(q, p), such that 2 is the
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only common neighbor of 1, p in distance a to q. We have the following vertices that
fulfill these properties: 10 for 3, 10 for 4, 17 for 6, 4 for 10, 15 for 11, 11 for 15, 6
for 17. We deduce from Theorem 4.1.24 that P17 has no quantum symmetry.
Remark 4.1.26. Note that it was already shown in [6] that P9 has no quantum
symmetry. In [22], it was proven that P13 and P17 have no quantum symmetry.
Thus, we just give alternative proofs of those facts. One could try to get similar
results for other Paley graphs Pq, q > 17. But using our method one has to treat
them case by case, we do not get a general statement for all Paley graphs in this
way. Still, note that for checking if Theorem 4.1.24 applies, one just has to check
properties of the graph, there is no need in working with G+aut(Pq) itself.
4.2 Quantum automorphism groups of cubic
distance-transitive graphs
This section is based on [50, Section 5]. We study the quantum automorphism groups
of all cubic distance-transitive graphs. Those quantum automorphism groups are
known for the complete graph K4, the complete bipartite graph K3,3 and the cube
Q3 from [6]. The following result was established by Biggs and Smith in [16].
Theorem 4.2.1 (Biggs, Smith). There are exactly twelve cubic distance-transitive
graphs.
Thus, there are nine remaining graphs. We treat them case by case. From the
results of this section, we get the following table, coinciding with Table 1.
Name of Γ Order Aut(Γ) G+aut(Γ) Intersection array
K4 ([6]) 4 S4 S
+
4 {3;1}
K3,3 ([6]) 6 S3 o Z2 S3 o∗ Z2 {3,2;1,3}
Cube Q3 ([6]) 8 S4 × Z2 S+4 × Z2 {3,2,1;1,2,3}
Petersen graph 10 S5 Aut(Γ) {3,2;1,1}
Heawood graph 14 PGL(2, 7) Aut(Γ) {3,2,2;1,1,3}
Pappus graph 18 ord 216 Aut(Γ) {3,2,2,1;1,1,2,3}
Desargues graph 20 S5 × Z2 Aut(Γ) {3,2,2,1,1;1,1,2,2,3}
Dodecahedron 20 A5 × Z2 Aut(Γ) {3,2,1,1,1;1,1,1,2,3}
Coxeter graph 28 PGL(2, 7) Aut(Γ) {3,2,2,1;1,1,1,2}
Tutte 8-cage 30 Aut(S6) Aut(Γ) {3,2,2,2;1,1,1,3}
Foster graph 90 ord 4320 Aut(Γ) {3,2,2,2,2,1,1,1;1,1,1,1,2,2,2,3}
Biggs-Smith graph 102 PSL(2, 17) Aut(Γ) {3,2,2,2,1,1,1;1,1,1,1,1,1,3}
Table 4.2: Quantum automorphism groups of all cubic distance-transitive graphs.
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We first start with a useful lemma. The proof is similar to the one of Theorem
3.3 in [48].
Lemma 4.2.2. Let Γ be a cubic graph with girth g(Γ) ≥ 5 and let (uij)1≤i,j≤n be the
generators of C(G+aut(Γ)). Then we have uijukl = ukluij for d(i, k) = 2 = d(j, l).
Proof. Let d(i, k) = 2 = d(j, l). There exist exactly one s ∈ V such that (i, s) ∈
E, (k, s) ∈ E and exactly one t ∈ V such that (j, t) ∈ E, (l, t) ∈ E by Lemma 4.1.4.







by Lemma 3.2.8. The graph Γ is 3-regular, thus we know that t has three neighbors.
Those are j, l and a third neighbor which we denote by q. Only j and q are in
distance two to l. We deduce












since we know that t is the only common neighbor of j and l. Observe that
uijustukquiq = 0 and uijustukjuiq = uijukjustuiq = 0
by Relations (2.1.1) and ustukj = ukjust from Lemma 3.2.5. We therefore get
uijukluiq = uijustukluiq















where we also used Relations (2.1.2), (2.1.5). By Relation (2.1.1) and using uijust =
ustuij, we obtain
uijukluiq = uijustuiq = ustuijuiq = 0,
since j 6= q.
We conclude
uijukl = uijukluij.
Then Lemma 3.2.1 yields uijukl = ukluij and this completes the proof.
Lemma 4.2.3. Let Γ be a cubic distance-regular graph of order ≥ 10 and let
(uij)1≤i,j≤n be the generators of C(G
+
aut(Γ)). Then we have uijukl = ukluij for
d(i, k) = d(j, l) ≤ 2.
Proof. For the intersection array, we have b1 = 2 and c2 = 1 for all cubic distance-
regular graphs of order ≥ 10. It follows that all those graphs have girth ≥ 5: Because
Γ is 3-regular and b1 = 2, adjacent vertices have no common neighbor, which means
that there is no triangle in Γ. Since c2 = 1, vertices in distance two only have one
common neighbor. We deduce that there is no quadrangle in Γ.
Since we know that Γ has girth ≥ 5, using Lemma 3.2.5 and Lemma 4.2.2 yields
uijukl = ukluij for d(i, k) = d(j, l) ≤ 2.
In the following we study the quantum automorphism groups of the remaining
nine cubic distance-transitive graphs and prove Theorem C (vi). Our strategy for
proving that those graphs do not have quantum symmetry includes that previous
lemma and looks like this:
(1) By Lemma 4.2.3, we know uijukl = ukluij for d(i, k) = d(j, l) ≤ 2. Using
Lemma 3.2.2, it remains to prove uijukl = ukluij for d(i, k) = d(j, l) ≥ 3.
(2) Choose m ≥ 3. First, check the intersection array of the graph to see whether
or not Lemma 3.2.10 or Lemma 4.2.4 applies. If one of them can be used, we
get uijukl = ukluij for d(i, k) = d(j, l) = m. Note that Lemma 4.2.4 is specific
to cubic distance-regular graphs and will be discussed when it is needed.
(3) If (2) does not work, we use the structure of the graph and tools like Lemma
4.2.5 to obtain uijukl = ukluij for d(i, k) = d(j, l) = m.
As a reminder we write the intersection array in parantheses to the graph. We
always write uij, 1 ≤ i, j ≤ n, for the generators of C(G+aut(Γ)).
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The Petersen graph ({3, 2; 1, 1})
The Petersen graph (see Figure 1.1) has no quantum symmetry by Lemma 4.2.3
since it is a cubic distance-regular graph with diameter two. As already mentioned
in the previous section, the result also follows from Subsections 4.1.1, 4.1.3 and 4.1.4,
because the Petersen graph is isomorphic to the odd graph O3, the Kneser graph
K(5, 2) and is a Moore graph of diameter two.
The Heawood graph ({3, 2, 2; 1, 1, 3})
Since the Heawood graph (see Figure 4.3) has diameter three, we have d(i, k),
d(j, l) ≤ 3 for all i, j, k, l ∈ V .
Figure 4.3: The Heawood graph
By Lemma 4.2.3, we know uijukl = ukluij for d(i, k) = d(j, l) ≤ 2. Because of
Lemma 3.2.2, it just remains to prove uijukl = ukluij for d(i, k) = d(j, l) = 3, to get
that the Heawood graph has no quantum symmetry. But this follows from Lemma
3.2.10 (a), because we have c2 = 1, c3 = 3 and b1 + 1 = b0.
The Pappus graph ({3, 2, 2, 1; 1, 1, 2, 3})
The Pappus graph (see Figure 4.4) has diameter four, thus d(i, k), d(j, l) ≤ 4 for all
i, j, k, l ∈ V . We know uijukl = ukluij for d(i, k) = d(j, l) ≤ 2 because of Lemma
4.2.3. It holds c3 = 2, c4 = 3, b1 + 1 = b0 and we can use Lemma 3.2.10 (a) two
times to get uijukl = ukluij for 3 ≤ d(i, k) = d(j, l) ≤ 4. Using Lemma 3.2.2, we
conclude that the Pappus graph has no quantum symmetry.
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Figure 4.4: The Pappus graph
The Desargues graph ({3, 2, 2, 1, 1; 1, 1, 2, 2, 3})
The Desargues graph (see Figure 4.5) has diameter five. Therefore, we have d(i, k),
d(j, l) ≤ 5 for all i, j, k, l ∈ V . We know uijukl = ukluij for d(i, k) = d(j, l) ≤ 2
by Lemma 4.2.3. Using Lemma 3.2.2, it remains to show uijukl = ukluij for 3 ≤
d(i, k) = d(j, l) ≤ 5. This follows from applying Lemma 3.2.10 (a) three times, since
c3 = 2, c4 = 2, c5 = 3 and b1 + 1 = b0. Thus, the Desargues graph has no quantum
symmetry.
Figure 4.5: The Desargues graph
To deal with more graphs we need an additional lemma.
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Lemma 4.2.4. Let Γ be a cubic distance regular graph. If we know that uijukl =
ukluij for d(i, k) = d(j, l) ≤ m− 1 and it either holds
(i) bm−1 = 1 or
(ii) bm−1 = 2 and bm = cm = 1, girth g(Γ) ≥ 2m,
then we get uijukl = ukluij for d(i, k) = d(j, l) = m.
Proof. Let d(i, k) = d(j, l) = m. Let t be a neighbor of j in distance m − 1 to l.







For (i), we have bm−1 = 1 and we deduce that j is the only neighbor of t with






and Lemma 3.2.1 yields uijukl = ukluij for d(i, k) = d(j, l) = m.
Regarding (ii), we have bm−1 = 2. Thus there are two neighbors of t with





uip = uijukl(uij + ujq).
It holds bm = cm = 1 and since Γ is a cubic graph, this implies that there is exactly
one neighbor, say s, of k at distance m to i. Similarly, we have neighbors a, b of l
at distance m to j, q respectively. We deduce
uijukluiq = uijusauklusbuiq = uijusausbukluiq
by Relations (2.1.2), (2.1.5) and since uklusb = usbukl. Assume a = b. Then we know
d(a, j) = m = d(a, q). We also have d(a, t) = m, since we know d(l, t) = m − 1,
(l, a) ∈ E and Γ has girth g(Γ) ≥ 2m. But then t has two neighbors at distance m
to a, namely j and q. This contradicts the fact that there is exactly one neighbor
of t at distance m to a. This yields a 6= b and therefore






uip = uijukl(uij + ujq) = uijukluij
and now Lemma 3.2.1 yields uijukl = ukluij for d(i, k) = d(j, l) = m.
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The Dodecahedron ({3, 2, 1, 1, 1; 1, 1, 1, 2, 3})
The Dodecahedron (see Figure 4.6) has diameter five, thus we have d(i, k), d(j, l) ≤ 5
for all i, j, k, l ∈ V . Lemma 4.2.3 yields uijukl = ukluij for d(i, k) = d(j, l) ≤ 2.
We get uijukl = ukluij for d(i, k) = d(j, l) = 3 by Lemma 4.2.4 (i), since the
Dodecahedron is a cubic distance regular graph with b2 = 1. Now, since we have
c4 = 2, c5 = 3 and b1 + 1 = b0, we can use Lemma 3.2.10 (a) two times to get
uijukl = ukluij for 4 ≤ d(i, k) = d(j, l) ≤ 5. We conclude that the Dodecahedron
has no quantum symmetry by Lemma 3.2.2.
Figure 4.6: The Dodecahedral graph
The Coxeter graph ({3, 2, 2, 1; 1, 1, 1, 2})
Since the Coxeter graph (see Figure 4.7) has diameter four, we have d(i, k), d(j, l) ≤ 4
for all i, j, k, l ∈ V . By Lemma 4.2.3, we know uijukl = ukluij for d(i, k) = d(j, l) ≤ 2.
We have b2 = 2, b3 = 1, c3 = 1 in the intersection array of the Coxeter graph, where
the Coxeter graph has girth 7. Thus, we can use Lemma 4.2.4 (ii) to get uijukl =
ukluij for d(i, k) = d(j, l) = 3. We obtain uijukl = ukluij for d(i, k) = d(j, l) = 4 by
Lemma 3.2.10 (a), since we have c4 = 2 and b1 + 1 = b0. Then Lemma 3.2.2 yields
that the Coxeter graph has no quantum symmetry.
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Figure 4.7: The Coxeter graph
We give the following technical lemma because it applies to the three remaining
graphs.
Lemma 4.2.5. Let Γ be a cubic distance regular graph of order ≥ 10 with b2 = 2,
g(Γ) ≥ 7 and let d(i, k) = d(j, l) = 3. Then
uijukl = uijukl(uij + uiq),
where q is the unique vertex adjacent to the neighbor x of j, d(x, l) = 2 with d(q, j) =
2 and d(l, q) = 3.
Proof. Let d(i, k) = d(j, l) = 3. Let x be the unique vertex with (j, x) ∈ E, d(x, l) =
2. It is unique because we assumed g(Γ) ≥ 7. By Lemma 4.2.3, we get ukluyx =






by Lemma 3.2.8. We conclude
uijukl = uijukl(uij + uiq),
because x has three neighbors where two of them are at distance three to l, since
b2 = 2.
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The Tutte 8-cage ({3, 2, 2, 2; 1, 1, 1, 3})
The Tutte 8-cage (see Figure 4.8) has diameter four, thus we have d(i, k), d(j, l) ≤ 4
for i, j, k, l ∈ V . Lemma 4.2.3 yields uijukl = ukluij for d(i, k) = d(j, l) ≤ 2. Let
d(i, k) = d(j, l) = 4. The Tutte 8-cage is the incidence graph of the Cremona-
Richmond configuration, see [23]. Therefore we can label one of the maximal inde-
pendent sets by unordered 2-subsets of {1, . . . , 6}, where vertices at distance two to
the vertex {a, b} are exactly those corresponding to a 2-subset that does not contain
a or b (see Figure 4.8). The remaining vertices in the maximal independent set are














Figure 4.8: The Tutte 8-cage
Using this labelling we write j = {1, 2}, l = {1, 3} and show that
ui{1,2}uk{1,3} = uk{1,3}ui{1,2}.
This suffices to get uijukl = ukluij for d(i, k) = d(j, l) = 4 by Lemma 3.2.4, because
the Tutte 8-cage is distance-transitive.
Step 1: We have ui{1,2}uk{1,3} = ui{1,2}uk{1,3}(ui{1,2} + ui{2,3}).
There are three vertices ta, a ∈ {1, 2, 3}, such that d(j, ta) = d(ta, l) = 2, because
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The vertices in distance two to {1, 2} and {1, 3} are t1 = {4, 5}, t2 = {4, 6} and
t3 = {5, 6}. Looking at Equation (4.2.1), we only have to consider vertices that are
in distance two to those three vertices. The only 2-subset of {1, . . . , 6} besides {1, 2}
and {1, 3} that does not contain 4, 5 or 6 is {2, 3}. Thus we get
ui{1,2}uk{1,3} = ui{1,2}uk{1,3}(ui{1,2} + ui{2,3}).
Step 2: We have ui{1,2}uk{1,3}ui{2,3} = 0.












The vertex {1, 3} is the only one in distance four to {1, 2}, {2, 3}, {3, 4} and {1, 5},
because the only pair of numbers where at least one of them is contained in those













by Lemma 3.2.2. If we have d(q, {1, 5}) = 4 and d(q, {3, 4}) = 4, but



































































Since d({1, 2}, {3, 4}) = d({2, 3}, {1, 5}) = 2, we know that ui{1,2} commutes with

























since ui{1,2}ui{2,3} = 0.
Step 3: It holds ui{1,2}uk{1,3} = uk{1,3}ui{1,2}.
Using Step 1 and Step 2, we obtain ui{1,2}uk{1,3} = ui{1,2}uk{1,3}ui{1,2}. By Lemma
3.2.1, we get that ui{1,2} and uk{1,3} commute.
Step 4: It holds uijukl = ukluij for d(i, k) = d(j, l) = 3.
Let d(i, k) = d(j, l) = 3. We prove that uijukl = ukluij for d(i, k) = d(j, l) = 3. Let
x be the unique vertex adjacent to j and in distance two to l. This vertex is unique
because the Tutte 8-cage has girth eight. By Lemma 4.2.5, we get
uijukl = uijukl(uij + uiq),
where q is the unique vertex adjacent to x with d(q, j) = 2, d(l, q) = 3. Take a












because of Relations (2.1.2), (2.1.5) and uklust = ustukl for all such s since d(t, l) =
d(s, k) = 4. Assume that t is connected to q. Then j and q have two common
neighbors, x and t, where we know that x 6= t because we have d(x, l) = 2 whereas
d(t, l) = 4. But then we get the quadrangle j, x, q, t, j and this contradicts the fact







by Relation (2.1.5). Thus we get uijukl = uijukluij and we obtain uijukl = ukluij for
d(i, k) = d(j, l) = 3 by Lemma 3.2.1.
Summarizing, we have uijukl = ukluij for d(i, k) = d(j, l) ≤ 4. Using Lemma
3.2.2, we conclude that the Tutte 8-cage has no quantum symmetry.
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The Foster graph ({3, 2, 2, 2, 2, 1, 1, 1; 1, 1, 1, 1, 2, 2, 2, 3})
The Foster graph has diameter eight. Therefore, we have d(i, k), d(j, l) ≤ 8 for
i, j, k, l ∈ V . By Lemma 4.2.3, we know uijukl = ukluij for d(i, k) = d(j, l) ≤ 2.
Let d(i, k) = 3, d(j, l) = 3. We want to show uijukl = ukluij.
Step 1: It holds uijukl = uijukl(uij + uiq), where q is the unique vertex adjacent to
the neighbor x of j, d(x, l) = 2 with d(q, j) = 2, d(l, q) = 3.
The Foster graph has girth ten. Thus, by Lemma 4.2.5, we get
uijukl = uijukl(uij + uiq),
for q as above.





uiq for z ∈ V with (z, l) ∈ E and
d(z, j) = 4.







We know (z, l) ∈ E and d(l, q) = 3. Since we have b3 = 2 and c3 = 1, it either holds
d(z, q) = 2 or d(z, q) = 4. Assume d(z, q) = 2. Then we get a cycle of length ≤ 6,
since we have d(z, q) = 2, d(q, l) = 3 and (z, l) ∈ E. But this contradicts the fact
that the Foster graph has girth ten and we conclude d(z, q) = 4. It holds c4 = 1,



































by using Lemma 3.2.2 and Relations (2.1.2), (2.1.5).
Step 3: It holds uijuszuiq = 0 for s ∈ V with (s, k) ∈ E and d(i, s) = 4.
For every such s, take t with d(i, t) = 4, d(s, t) = 2 (exists because for a neighbor of













by Lemma 3.2.2 and because we have utpusz = uszutp by Lemma 4.2.2. The Foster
graph has girth ten, therefore there is exactly one neighbor of j at distance two
to l. This is the vertex x from Step 1. We know that q is also a neighbor of x.
Take p with d(p, z) = 2, d(p, j) = 4. We want to show d(p, q) 6= 4. For this, we
assume d(p, q) = 4 and prove that then x has three neighbors in distance four to p,
contradicting c5 = 2. We have d(p, j) = 4 by the choice of p. Let y be the third
neighbor of x. We have d(x, l) = 2 and know d(j, l) = d(q, l) = 3, therefore the
remaining neighbor y of x has to be adjacent to l as otherwise d(x, l) 6= 2. We
also have (z, l) ∈ E and d(z, p) = 2, where we know z 6= y since d(x, j) = 2, but
d(z, j) = 4. It holds d(l, p) = 3 and we have c3 = 1, b3 = 2. Thus, l has one
neighbor at distance two to p and two neighbors at distance four to p. Since we
know that z is the neighbor of l with d(z, p) = 2, we conclude d(y, p) = 4 because
y is another neighbor of l. Thus x has the three neighbors j, q and y in distance
four to p contradicting c5 = 2. We conclude d(p, q) 6= 4 for all p with d(p, z) = 2,







for all s with (s, k) ∈ E, d(s, i) = 4.
Step 4: It holds uijukl = ukluij for d(i, k) = d(j, l) = 3.








Using Step 1, we get uijukl = uijukluij for d(i, k) = d(j, l) = 3 and we obtain
uijukl = ukluij by Lemma 3.2.1.
Step 5: We have uijukl = ukluij for 4 ≤ d(i, k) = d(j, l) ≤ 8.
Let d(i, k) = d(j, l) = 4. There is exactly one a with (a, i) ∈ E, d(k, a) = 3, and







by Lemma 3.2.8 since ukluab = uabukl. There are exactly two vertices adjacent to b
and at distance four to l, since d(b, l) = 3 and b3 = 2. One of them is j, so we get
uijukl = uijukl(uij + uiq),












by Relations (2.1.2), (2.1.5) and uklutp = utpukl. But now we are in the same
situation as in Equation (4.2.2), thus by the same argument we get d(p, q) 6= 4. By
Lemma 3.2.2, we deduce uijukluiq = 0. This implies uijukl = uijukluij and Lemma
3.2.1 yields uijukl = ukluij for d(i, k) = d(j, l) = 4.
Since we now know uijukl = ukluij for d(i, k), d(j, l) ≤ 4 and it holds c2 = 1,
b1 + 1 = b0 and cn ≥ 2 for 5 ≤ n ≤ 8, we can use Lemma 3.2.10 (a) four times to
get uijukl = ukluij for d(i, k) = d(j, l) ≤ 8. Then Lemma 3.2.2 yields that the Foster
graph has no quantum symmetry.
The Biggs-Smith graph ({3, 2, 2, 2, 1, 1, 1; 1, 1, 1, 1, 1, 1, 3})
Since the Biggs-Smith graph has diameter seven, we have d(i, k), d(j, l) ≤ 7 for
i, j, k, l ∈ V . By Lemma 4.2.3, we get uijukl = ukluij for d(i, k) = d(j, l) ≤ 2.
Let d(i, k) = d(j, l) = 4. We show uijukl = ukluij for d(i, k) = d(j, l) = 4.
Step 1: It holds uijukl = uijukl(uij + uiq1 + uiq2 + uiq3), where d(j, q1) = 2 and
d(j, q2) = d(j, q3) = 4.
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Since the Biggs-Smith graph has girth nine, there is exactly one vertex t with







by Lemma 3.2.8, since we know ukluat = uatukl for a with d(a, l) = 2. There are
exactly four vertices that are at distance four to l and at distance two to t, where
one of them is j (There are six vertices at distance two to t, where one of them is l
and another one is a vertex at distance two to l. The rest is at distance four to l).
We deduce
uijukl = uijukl(uij + uiq1 + uiq2 + uiq3),
where d(j, q1) = 2 and d(j, q2) = d(j, q3) = 4.
Step 2: We have uijukluiq1 = 0.
We know that the Biggs-Smith is 3-regular and it holds b4 = c4 = 1. Thus, if we
have d(a, b) = 4 for vertices a, b, there is exactly one neighbor of a in distance four
to b. Therefore we have exactly one neighbor x of k with d(x, i) = 4 and exactly
one neighbor y of l with d(y, j) = 4. By Relations (2.1.2), (2.1.5), we deduce
uijukluiq1 = uijuxyukluiq1 .
Denote by z1 the common neighbor of j and q1. We know that j and q1 are two
neighbors of z1 at distance four to l. Thus d(z1, l) = 4 contradicts c4 = b4 = 1
and d(z1, l) = 5 contradicts c5 = 1. But it holds d(z1, l) ∈ {3, 4, 5} since z1 has
neighbors in distance four to l. We deduce d(z1, l) = 3. We have b3 = 2, c3 = 1 and
know d(z1, l) = 3, thus l has two neighbors at distance four to z1 and one neighbor
at distance two to z1. If d(y, z1) = 2, then we get d(y, j) ≤ 3 since (j, z1) ∈ E
contradicting d(y, j) = 4. We conclude d(y, z1) = 4 as y is a neighbor of l not in
distance two to z1. Furthermore it holds d(q1, y) 6= 4, as otherwise z1 would have
the two neighbors j and q1 at distance four to y contradicting b4 = c4 = 1, since
d(z1, y) = 4. But this yields
uijukluiq1 = uijuxyukluiq1 = uijukluxyuiq1 = 0,
by using Relation (2.1.5) and uxyukl = ukluxy.
Step 3: We have uijukluiq2 = 0.
We know that q2 and q3 are in distance two to t. Thus, they have to be adjacent to
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one of the neighbors of t. They cannot be adjacent to z1, because z1 has neighbors
j, q1 and t and the Biggs-Smith graph is 3-regular. It holds b2 = 2, c2 = 1 and we
know d(t, l) = 2, which means that t has one neighbor, say z2, adjacent to l and
two neighbors (z1 and one more) in distance three to l. Denote the third neighbor
of t by z3. Recall d(q2, l) = d(q3, l) = 4. Thus q2, q3 cannot be adjacent to z2 as
otherwise d(q2, l) = d(q3, l) ≤ 2. We conclude that q2, q3 are both neighbors of z3,
where d(z3, l) = 3. The vertices z2 and y are neighbors of l. We have d(l, t) = 2
and (t, z2) ∈ E, where we know that the other neighbors of l are in distance three
to t because we have b2 = 2. We deduce d(y, t) = 3. It also holds d(z2, y) = 2 since
they have the common neighbor l and the Biggs-Smith graph has girth nine. Thus
we get d(z3, y) = 4 by b3 = 2, since d(t, y) = 3 and we know that z1 is the neighbor
of t in distance two to y. Because of d(z3, y) = 4 and c4 = b4 = 1, we see that only
one of the vertices q2, q3 is in distance four to y, say this is q3. We obtain
uijukluiq2 = uijuxyukluiq2 = uijukluxyuiq2 = 0,
by Relations (2.1.2), (2.1.5), using uxyukl = ukluxy and Lemma 3.2.2.
Step 4: It holds uijukluiq3 = 0.
We have d(q3, y) = 4 and since l is a neighbor of y at distance four to q3, we know
that the two neighbors c, d 6= l of y are not in distance four to q3 because c4 = b4 = 1.
Therefore
uijuxyukcuiq3 = 0 = uijuxyukduiq3
by Lemma 3.2.2. We deduce
uijukluiq3 = uijuxyukluiq3













by also using Relations (2.1.2), (2.1.5). Now, take e, f to be the vertices with
d(e, i) = d(e, x) = 2, d(f, j) = d(f, y) = 2 (those are unique, since d(i, x) = d(j, y) =
4 and the Biggs-Smith graph has girth nine). It holds
uijuxyuiq3 = uijuefuxyuiq3 = uijuxyuefuiq3 ,
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by Relations (2.1.2), (2.1.5) and since we know uxyuef = uefuxy by Lemma 4.2.3.
We have d(f, q3) 6= 2 because otherwise there would be two vertices, f and t, in
distance two to j and q3, so we would get an cycle of length ≤ 8 in the Biggs-Smith
graph(f 6= t, since d(y, f) = 2, d(y, t) = 3). Thus, by Lemma 3.2.2, we get
uijukluiq3 = uijuxyuiq3 = uijuxyuefuiq3 = 0.
Step 5: It holds uijukl = ukluij for d(i, k) = d(j, l) = 4.
From Steps 1 –4, we deduce uijukl = uijukluij for d(i, k) = d(j, l) = 4 and we get
uijukl = ukluij by Lemma 3.2.1.
Step 6: We have uijukl = ukluij for d(i, k) = d(j, l) = 3.
Let d(i, k) = d(j, l) = 3. We obtain
uijukl = uijukl(uij + uiq),
by Lemma 4.2.5, where d(q, j) = 2, d(l, q) = 3. We have b3 = 2 and therefore there
are two neighbors t1, t2 of j in distance four to l and two neighbors s1, s2 of i in
distance four to k. At least one of them, say t1, is not connected to q, since otherwise
we would get the quadrangle j, t1, q, t2, j. By Lemma 3.2.2 we get usat1uiq = 0,
a = 1, 2. Because we know usat1ukl = uklusat1 , since d(sa, k) = 4 = d(t1, l), we
deduce
uijukluiq = uij(us1t1 + us2t1)ukluiq = uijukl(us1t1 + us2t1)uiq = 0.
This yields uijukl = uijukluij for d(i, k) = d(j, l) = 3 and we obtain uijukl = ukluij
by Lemma 3.2.1.
Step 7: We have uijukl = ukluij for 5 ≤ d(i, k) = d(j, l) ≤ 7.
We now have uijukl = ukluij for d(i, k) = d(j, l) ≤ 4 and since b4 = 1, we get
uijukl = ukluij for d(i, k) = d(j, l) = 5 by Lemma 4.2.4 (i). We have b5 = 1 and
thus, using Lemma 4.2.4 (i) again, we obtain uijukl = ukluij for d(i, k) = d(j, l) = 6.
Lemma 3.2.10 (a) now yields uijukl = ukluij for d(i, k) = d(j, l) = 7, because c2 = 1,
b1 + 1 = b0, c7 = 3. Using Lemma 3.2.2, we conclude that the Biggs-Smith graph
has no quantum symmetry.
Remark 4.2.6. There is only one cubic distance-regular graph that is not distance-
transitive. This is the Tutte 12-cage. We do not know whether or not this graph
has quantum symmetry.
4.3 Further distance-regular graphs with no
quantum symmetry
In this section, we study further distance-regular graphs of order ≤ 20. We follow
[50, Section 6]. Our strategy is similar to the one in Section 4.2.4. We assume
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(uij)1≤i,j≤n to be the generators of C(G
+
aut(Γ)) and show that the graph Γ has no
quantum symmetry in the corresponding subsection. We obtain the following table
from the results in this section.
Name of Γ Order Aut(Γ) G+aut(Γ) Intersection array
Icosahedron 12 A5 × Z2 Aut(Γ) {5,2,1;1,2,5}
co-Heawood graph 14 PGL(2, 7) Aut(Γ) {4,3,2;1,2,4}
Line graph of Petersen graph 15 S5 Aut(Γ) {4,2,1;1,1,4}
Shrikhande graph 16 Z24 oD6 Aut(Γ) {6,3;1,2}
Table 4.3: Quantum automorphism groups of some distance-regular graphs on a
small number of vertices
The first graph we are considering is the co-Heawood graph, which is the bipartite
complement of the Heawood graph with respect to the complete bipartite graph K7,7
and thus closely related to the Heawood graph.
The co-Heawood graph ({4, 3, 2; 1, 2, 4})
The co-Heawood graph has diameter three. Therefore we have d(i, k), d(j, l) ≤ 3
for i, j, k, l ∈ V . Since the co-Heawood graph is the bipartite complement of the
Heawood graph with respect to K7,7, we see that vertices at distance three to a
vertex i are exactly those that are connected to i in the Heawood graph. Vertices
at distance two are the same ones in both graphs, since those are the six other
vertices in the same maximal independent set as i. And finally the vertices that
are connected to i in the co-Heawood graph are those at distance three to i in the
Heawood graph. Therefore, we can use the same arguments as in Lemma 3.2.5 to
obtain that uijukl = ukluij for d(i, k) = d(j, l) = 3 for the co-Heawood graph. Also
arguments of the proof of Lemma 4.2.2 work similarly to show uijukl = ukluij for
d(i, k) = d(j, l) = 2 by replacing neighbors with vertices at distance three. Then
using the same approach as in Lemma 3.2.10 (a), also replacing neighbors with
vertices at distance three, we get uijukl = ukluij for (i, k), (j, l) ∈ E. We obtain that
the co-Heawood graph has no quantum symmetry by Lemma 3.2.2.
The line graph of the Petersen graph ({4, 2, 1; 1, 1, 4})
The line graph of the Petersen graph (see Figure 4.9) has diameter three and thus
we have d(i, k), d(j, l) ≤ 3 for i, j, k, l ∈ V . Since adjacent vertices have exactly





Figure 4.9: The line graph of the Petersen graph
Now, let d(i, k) = d(j, l) = 2. We want to prove uijukl = ukluij. We know that
the Petersen graph is the Kneser graph K(5, 2). Thus, vertices in the line graph of
the Petersen graph are of the form {{a, b}, {c, d}}, where {a, b}, {c, d} are disjoint
2-subsets of {1, . . . , 5}. Two vertices are connected if and only if they have exactly
one 2-subset in common. The line graph of the Petersen graph is distance-transitive,
therefore it suffices to show uijukl = ukluij for
• j = {{1, 2}, {3, 4}},
• l = {{1, 3}, {4, 5}}
by Lemma 3.2.4. The only common neighbor of j and l is t = {{1, 2}, {4, 5}}. Since








by Lemma 3.2.8. Besides j, the vertex q = {{1, 2}, {3, 5}} is the only other vertex
in distance two to l which is also adjacent to t. This yields
uijukl = uijukl(uij + uiq).
The vertex b = {{1, 3}, {2, 4}} is adjacent to l and in distance three to j. Using















We see that {{2, 4}, {3, 5}} is a neighbor of b and q. This yields d(b, q) ≤ 2 and







by Lemma 3.2.2. Summarizing, it holds uijukl = uijukluij. By Lemma 3.2.1, we see
that uij and ukl commute.
For d(i, k) = d(j, l) = 3, all conditions for Lemma 3.2.10 (b) are fulfilled and we
get uijukl = ukluij for d(i, k) = d(j, l) = 3. Using Lemma 3.2.2, we deduce that the
line graph of the Petersen graph has no quantum symmetry.
The upcoming lemma allows us to deal with more distance-regular graphs. Recall
that the clique number of a graph is the number of vertices of a maximal clique (see
Definition 1.2.3).
Lemma 4.3.1. Let Γ be an undirected graph with clique number three, where adja-
cent vertices and vertices at distance two have exactly two common neighbors. Then
we have G+aut(Γ) = G
∗
aut(Γ).






Denote the two common neighbors of j and l by p1, p2.
We have (p1, p2) /∈ E, since otherwise we get a clique of size four, but we know
that the clique number of Γ is three. Also p1, p2 have two common neighbors since
d(p1, p2) = 2, where we know that those are l and j. This yields that l is the only
common neighbor of p1, p2 and j. We also have (j, p1) ∈ E, (p1, p2) /∈ E by previous
considerations and deduce
uijukluipa = 0, a = 1, 2
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by Lemma 3.2.9, where we choose q = p1 for p2 and vice versa.
Now, let p /∈ {j, p1, p2} and (l, p) ∈ E (this implies (p, j) /∈ E). We know that
we have (p1, p) /∈ E or (p2, p) /∈ E since otherwise p1 and p2 have three common
neighbors: j, l and p. Choose px, x ∈ {1, 2} such that (px, p) /∈ E. Since px, p have
l as common neighbor and we know d(px, p) = 2, there is exactly one other common
neighbor q 6= l of px, p. It holds (j, q) /∈ E, because otherwise j, px and p would be
common neighbors of l and q, but we know that they can only have two common
neighbors since d(l, q) ≤ 2. Therefore l is the only common neighbor of j, px and p.
We also have (j, px) ∈ E, (px, p) /∈ E and we obtain
uijukluip = 0







and by Lemma 3.2.1 we get uijukl = ukluij for (i, k), (j, l) ∈ E.
The Icosahedron ({5, 2, 1; 1, 2, 5})
The Icosahedron (see Figure 4.10) has diameter three and therefore we have d(i, k),
d(j, l) ≤ 3 for i, j, k, l ∈ V . Since adjacent vertices and vertices at distance two
have exactly two common neighbors and since it is known that the clique number is
three, we get uijukl = ukluij for (i, k), (j, l) ∈ E by Lemma 4.3.1 and uijukl = ukluij
for d(i, k) = 2 = d(j, l) by Lemma 3.2.10 (c).
Figure 4.10: The Icosahedral graph
By Lemma 3.2.2 we know that uij and ukl commute if d(i, k) 6= d(j, l). Thus it
remains to show uijukl = ukluij for d(i, k) = 3 = d(j, l). Note that for every vertex
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x, there is exactly one other vertex at distance three to x. Let d(i, k) = 3 = d(j, l).





Since j is the only vertex in distance three to l, we conclude
uijukl = uijukluij.
Then Lemma 3.2.1 yields uijukl = ukluij and we get that the Icosahedron has no
quantum symmetry.
The Shrikhande graph ({6, 3; 1, 2})
First note that the Shrikhande graph (see Figure 4.11) is strongly regular with
parameters (16, 6, 2, 2). Thus it has diameter two and we know d(i, k), d(j, l) ≤ 2
for i, j, k, l ∈ V . Since λ = µ = 2, we know that every two vertices have exactly two
common neighbors. It is also known that the clique number is three. By Lemma
4.3.1, we obtain uijukl = ukluij for (i, k), (j, l) ∈ E. Then all the conditions of
Lemma 3.2.10 (c) are met, we get uijukl = ukluij for (i, k), (j, l) /∈ E. We conclude
that the Shrikhande graph has no quantum symmetry.
Figure 4.11: The Shrikhande graph
Corollary 4.3.2. Let Γ be a distance-regular graph. The intersection array of Γ
does not determine whether or not Γ has quantum symmetry.
Proof. Looking at Table 2, we see that the Shrikhande graph and the 4 × 4-rook’s
graph have the same intersection array. We know by Proposition 4.1.12 that the
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4 × 4-rook’s graphs has quantum symmetry whereas the Shrikhande graph has no
quantum symmetry by the previous arguments.
The next corollary deals with the quantum orbital algebra of the Shrikhande
graph. See Section 2.4 for the definition of the quantum orbital algebra and the
coherent algebra of a graph. The Shrikhande graph is a nice example of a graph
whose quantum orbital algebra is different from the coherent algebra of the graph.
Corollary 4.3.3. The quantum orbital algebra of the Shrikhande graph does not
coincide with its coherent algebra.
Proof. Since the Shrikhande graph has no quantum symmetry, we get that the
quantum orbital algebra and the classical orbital algebra are the same. It is known
that the coherent algebra of the Shrikhande graph does not coincide with its orbital
algebra.
4.4 An example of a graph with automorphism
group Z2×Z2 that has no quantum symmetry
In this section, we focus on graphs with automorphism group Z2×Z2. It was shown
in [27, Theorem 6.4.1] that all trees with automorphism group Z2 × Z2 do have
quantum symmetry. Furthermore, this is also true for many examples appearing in
the literature, for example [25], [52]. Therefore, one might ask whether there is a








Figure 4.12: A graph Γ with automorphism group Z2 × Z2
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Consider the graph in Figure 4.12. Obviously, it holds Aut(Γ) = Z2×Z2, because
σ = (12)(57)(68) and τ = (34)(56)(78) are automorphisms of Γ with σ2 = id = τ 2
and τσ = στ that generate Aut(Γ). Note that σ and τ are not disjoint, so Theorem
3.1.2 does not apply. In fact, we may even prove the next theorem.
Theorem 4.4.1. The graph in Figure 4.12 has no quantum symmetry.
Proof. Let ε be the adjacency matrix corresponding to the graph in Figure 4.12.
Then the diagonal of ε4 is the following
(15, 15, 19, 19, 17, 17, 17, 17).
By Proposition 2.4.14, we obtain that the fundamental representation is of the form
u =

p 1− p 0 0 0 0 0 0
1− p p 0 0 0 0 0 0
0 0 q 1− q 0 0 0 0
0 0 1− q q 0 0 0 0
0 0 0 0 u55 u56 u57 u58
0 0 0 0 u65 u66 u67 u68
0 0 0 0 u75 u76 u77 u78
0 0 0 0 u85 u86 u87 u88

. (4.4.1)
Every vertex v ∈ {5, . . . , 8} is adjacent to exactly one x ∈ {1, 2} and one y ∈ {3, 4}.








by using Relations (2.1.2), (2.1.5), where we know ux1k = 0 for (k, v2) ∈ E, k ∈
V \{x2} by (4.4.1). Similarly, we get
uv1v2 = uv1v2uy1y2
as well as
uv1v2 = ux1x2uv1v2 .
From this we deduce
uv1v2 = ux1x2uv1v2 = ux1x2uv1v2uy1y2 .
The only common neighbor of x2 and y2 is v2, which yields





uy1y2 = ux1x2uy1y2 . (4.4.2)
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Since uv1v2 is selfadjoint, we see that uy1y2 and ux1x2 commute. Especially, p and q
commute (choose for example v1 = 5, v2 = 5). Using Equation (4.4.2), we obtain
u =

p 1− p 0 0 0 0 0 0
1− p p 0 0 0 0 0 0
0 0 q 1− q 0 0 0 0
0 0 1− q q 0 0 0 0
0 0 0 0 pq p(1− q) (1− p)q (1− p)(1− q)
0 0 0 0 p(1− q) pq (1− p)(1− q) (1− p)q
0 0 0 0 (1− p)q (1− p)(1− q) pq p(1− q)
0 0 0 0 (1− p)(1− q) (1− p)q p(1− q) pq

and since p and q commute, C(G+aut(Γ)) is commutative.
Remark 4.4.2. We remark that this graph was also considered by Fulton in [27,
Section 6.5]. It is mentioned therein that the graph in Figure 4.12 does have quantum
symmetry, which is not true due to our previous theorem.
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Chapter 5
Quantum automorphism groups of
folded cube graphs
In this chapter, we show that folded cube graphs have quantum symmetry and
compute their quantum automorphism group in the odd case. We remark that the
folded 5-cube graph is isomorphic to the Clebsch graph (see Figure 5.1) and we
get G+aut(ΓClebsch) = SO
−1
5 . It was asked to investigate the quantum automorphism
group of the Clebsch graph and to show whether or not it has quantum symmetry in
[10]. We start by proving that the Clebsch graph has quantum symmetry in Section
5.1. For this, we find disjoint automorphisms of the Clebsch graph and then use
Theorem 3.1.2. In Section 5.2, we take a closer look at the compact matrix quantum
group SO−1n . We especially study relations between the generators of the quantum
group. Then, we review folded n-cube graphs FQn in Section 5.3. We use the fact
that those graphs are Cayley graphs to get more insight about their eigenvalues
and eigenspaces. Finally, in Section 5.4, we compute the quantum automorphism
group of the folded n-cube graphs, where we see G+aut(FQn) = SO
−1
n . For this, we
use similar techniques as in [9], where Banica, Bichon and Collins computed the
quantum automorphism group of the n-cube graphs. We proceed as in Sections 3 –
5 of [49] by the author.
5.1 The Clebsch graph has quantum symmetry
As an application of Theorem 3.1.2, we show that the Clebsch graph does have quan-
tum symmetry in this section. Later on, we will study the quantum automorphism
group of this graph. To show that the Clebsch graph has quantum symmetry, we
have to get a pair of non-trivial, disjoint automorphisms of the Clebsch graph.
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Figure 5.1: The Clebsch graph
Proposition 5.1.1. The Clebsch graph has disjoint automorphisms.

















Then we get two non-trivial disjoint automorphisms of this graph
σ = (2 3)(6 7)(10 11)(14 15),
τ = (1 4)(5 8)(9 12)(13 16).
Now, Theorem 3.1.2 yields the following.
Corollary 5.1.2. The Clebsch graph has quantum symmetry.
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Proof. By Theorem 3.1.2, we get that the C∗-algebra C(G+aut(ΓClebsch)) is non-
commutative. Looking at the proof of Theorem 3.1.2, we get the surjective *-
homomorphism ϕ : C(G+aut(ΓClebsch))→ C∗(p, q | p = p∗ = p2, q = q∗ = q2),
u 7→ u′ =

u′′ 0 0 0
0 u′′ 0 0
0 0 u′′ 0





q 0 0 1− q
0 p 1− p 0
0 1− p p 0
1− q 0 0 q
 .
Remark 5.1.3.
(i) The Clebsch graph is the folded 5-cube graph, which will be introduced in
Section 5.3. There we will study the quantum automorphism group for (2m+
1)-folded cube graphs going beyond Corollary 5.1.2.
(ii) Using Theorem 3.1.2, it is also easy to see that the folded cube graphs have
quantum symmetry, but this will also follow from Theorem 5.4.3.
5.2 The quantum group SO−1n
Now, we will have a closer look at the quantum group SO−1n , but first we define O
−1
n ,
which appeared in [9] as the quantum automorphism group of the hypercube graph.
For both it is immediate to check that the comultiplication ∆ is a *-homomorphism.
Definition 5.2.1. We define O−1n = (C(O
−1
n ), u) to be the compact matrix quantum
group, where C(O−1n ) is the universal C










ukiukj = δij, 1 ≤ i, j ≤ n, (5.2.2)
uijuik = −uikuij, ujiuki = −ukiuji, k 6= j, (5.2.3)
uijukl = ukluij, i 6= k, j 6= l. (5.2.4)
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Our main result in this paper is that for n odd, SO−1n is the quantum automorphism
group of the folded n-cube graph.
Definition 5.2.2. We define SO−1n = (C(SO
−1
n ), u) to be the compact matrix
quantum group, where C(SO−1n ) is the universal C
∗-algebra with generators uij,
1 ≤ i, j ≤ n, Relations (5.2.1) – (5.2.4) and∑
σ∈Sn
uσ(1)1 . . . uσ(n)n = 1. (5.2.5)




uσ(1)1 . . . uσ(n−1)n−1uσ(n)k = 0
for k 6= n.
Proof. Let 1 ≤ k ≤ n− 1. Using Relations (5.2.3) and (5.2.4) we get
uσ(1)1 . . . uσ(k)k . . . uσ(n−1)n−1uσ(n)k = −uσ(1)1 . . . uσ(n)k . . . uσ(n−1)n−1uσ(k)k
= −uτ(1)1 . . . uτ(k)k . . . uτ(n−1)n−1uτ(n)k
for τ = σ ◦ (k n) ∈ Sn. Therefore the summands corresponding to σ and τ sum up
to zero. The result is then clear.
The next lemma gives an equivalent formulation of Relation (5.2.5). One direc-
tion is a special case of [55, Lemma 4.6].
Lemma 5.2.4. Let A be a C∗-algebra and let uij ∈ A be elements that fulfill Rela-
tions (5.2.1)− (5.2.4). Let j ∈ {1, . . . , n} and define
Ij = {(i1, . . . , in−1) ∈ {1, . . . , n}n−1 | ia 6= ib for a 6= b, is 6= j for all s}.










ui11 . . . uin−1n−1, 1 ≤ j ≤ n.
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ui11 . . . uin−1n−1ujn,





ui11 . . . uin−1n−1ujn =
∑
i1,...,in;
ia 6=ib for a6=b




uσ(1)1 . . . uσ(n)n
and thus (ii) implies (i).









uσ(1)1 . . . uσ(n−1)n−1uσ(n)kujk,
since
∑





uσ(1)1 . . . uσ(n−1)n−1uσ(n)kujk =
∑
σ∈Sn











ui11 . . . uin−1n−1,
where we used Relation (5.2.2) and we obtain ujn =
∑
(i1,...,in−1)∈Ij ui11 . . . uin−1n−1.
We now discuss representations of SO−12m+1. For definitions and background for
this proposition, we refer to [12, 15, 47].
Proposition 5.2.5. The category of representations of SO−12m+1 is tensor equivalent
to the category of representations of SO2m+1.
Proof. We first show that C(SO−12m+1) is a cocycle twist of C(SO2m+1) by proceeding
like in [15, Section 4]. Take the unique bicharacter σ : Z2m2 × Z2m2 → {±1} with
σ(ti, tj) = −1 = −σ(tj, ti), for 1 ≤ i < j ≤ 2m,
σ(ti, ti) = (−1)m, for 1 ≤ i ≤ 2m+ 1,
105
σ(ti, t2m+1) = (−1)m−i = −σ(t2m+1, ti), for 1 ≤ i ≤ 2m,
where we use the identification Z2m2 = 〈t1, . . . , t2m+1 | t2i = 1, titj = tjti, t2m+1 =
t1 . . . t2m〉. Let H be the subgroup of diagonal matrices in SO2m+1 having ±1 entries.
We get a surjective *-homomorphism
π : C(SO2m+1)→ C∗(Z2m2 )
uij 7→ δijti
by restricting the functions on SO2m+1 to H and using Fourier transform. Thus we
can form the twisted algebra C(SO2m+1)
σ, where we have the multiplication
[uij][ukl] = σ(ti, tk)σ
−1(tj, tl)[uijukl] = σ(ti, tk)σ(tj, tl)[uijukl].
We see that the generators [uij] of C(SO2m+1)
σ fulfill the same relations as the
generators of C(SO−12m+1) and therefore we get an surjective *-homomorphism ϕ :
C(SO−12m+1) → C(SO2m+1)σ, uij 7→ [uij]. This is an isomorphism for example by
using Theorem 3.5 of [29]. Now, Corollary 1.4 and Proposition 2.1 of [12] yield the
assertion.
5.3 The folded n-cube graph FQn
In what follows, we will review folded cube graphs FQn and show that for odd n,
the quantum automorphism group of FQn is SO
−1
n . Folded cube graphs are for
example discussed in [18, Section 9.2].
Definition 5.3.1. The folded n-cube graph FQn is the graph with vertex set V =
{(x1, . . . , xn−1) |xi ∈ {0, 1}}, where two vertices (x1, . . . , xn−1) and (y1, . . . , yn−1) are
connected if they differ at exactly one position or if (y1, . . . , yn−1) = (1−x1, . . . , 1−
xn−1).
Remark 5.3.2. To justify the name, one can obtain the folded n-cube graph by
identifing every opposite pair of vertices from the n-hypercube graph.
It is known that the folded cube graphs are Cayley graphs, we recall this fact in
the next lemma.
Lemma 5.3.3. The folded n-cube graph FQn is the Cayley graph of the group
Zn−12 = 〈t1, . . . tn〉, where the generators ti fulfill the relations t2i = 1, titj = tjti, tn =
t1 . . . tn−1.
Proof. Consider the Cayley graph of Zn−12 = 〈t1, . . . tn〉. The vertices are elements
of Zn−12 , which are products of the form g = t
i1
1 . . . t
in−1
n−1 . The exponents are in one
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to one correspondence to (x1, . . . , xn−1), xi ∈ {0, 1}, thus the vertices of the Cayley
graph are the vertices of the folded n-cube graph. The edges of the Cayley graph
are drawn between vertices g, h, where g = hti for some i. For k ∈ {1, . . . , n − 1},
the operation h→ htk changes the k-th exponent to 1− ik, so we get edges between
vertices that differ at exactly one exponent. The operation h→ htn takes tj11 . . . t
jn−1
n−1
to t1−j11 . . . t
1−jn−1
n−1 , thus we get the remaining edges of FQn.




1 . . . t
in
n |i1, . . . , in ∈ {0, 1}},
C(Zn2 ) = span(eti11 ...tinn | t
i1
1 . . . t
in








: Zn2 → C, eti11 ...tinn (t
j1
1 . . . t
jn
n ) = δi1j1 . . . δinjn .











λi1...in−1 = (−1)i1 + . . .+ (−1)in−1 + (−1)i1+...+in−1 ,
when the vector space spanned by the vertices of FQn is identified with C(Zn−12 ).
Proof. Let ε be the adjacency matrix of FQn. Then we know for a vertex p and a



























































































































= ((−1)i1 + . . .+ (−1)in−1 + (−1)i1+...+in−1)wi1...in−1
= λi1...in−1wi1...in−1 .
Since those are 2n−1 vectors that are linearly independent, the assertion follows.
One can obtain a C∗-algebra from the group Zn2 by either considering the con-
tinuous functions C(Zn2 ) over the group or the group C∗-algebra C∗(Zn2 ). Since Zn2
is abelian, we know that C(Zn2 ) ∼= C∗(Zn2 ) by Pontryagin duality. This isomorphism
is given by the Fourier transform and its inverse. Here
C∗(Zn2 ) = C∗(t1, . . . , tn | ti = t∗i , t2i = 1, titj = tjti).
The proof of the following proposition can be found in [4] for example.
Proposition 5.3.5. The *-homomorphisms





(−1)i1j1+···+injntj11 . . . tjnn
and
ψ : C∗(Zn2 )→ C(Zn2 ), t
i1












where i1, . . . , in ∈ {0, 1}, are inverse to each other. The map ϕ is called Fourier
transform, the map ψ is called inverse Fourier transform.
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The following lemma shows what the eigenvectors look like if we identify the
vector space spanned by the vertices of FQn with C
∗(Zn−12 ).
Lemma 5.3.6. In C∗(Zn−12 ) = C∗(t1, . . . , tn | t2i = 1, titj = tjti, tn = t1 . . . tn−1) the
eigenvectors of FQn are
ŵi1...in−1 = t
i1
1 . . . t
in−1
n−1
corresponding to the eigenvalues λi1...in−1 from Lemma 5.3.4.
Proof. We obtain ŵi1...in−1 by using the Fourier transform on wi1...in−1 from Lemma
5.3.4.
Note that certain eigenvalues in Lemma 5.3.4 coincide. We get a better descrip-
tion of the eigenvalues and eigenspaces of FQn in the next lemma.
Lemma 5.3.7. The eigenvalues of FQn are given by λk = n − 2k for k ∈ 2Z ∩
{0, . . . , n}. The eigenvectors ti11 . . . t
in−1
n−1 corresponding to λk have word lengths k or
k − 1 and form a basis of Eλk . Here Eλk denotes the eigenspace to the eigenvalue
λk.
Proof. Let k ∈ 2Z ∩ {0, . . . , n}. By Lemma 5.3.4 and Lemma 5.3.6, we get that an
eigenvector ti11 . . . t
in−1
n−1 of word length k (here k 6= n, if n is even) with respect to
t1, . . . , tn−1 corresponds to the eigenvalue
(−1)i1 + . . .+ (−1)in−1 + (−1)i1+...+in−1 = −k + (n− 1− k) + 1 = n− 2k.
Now consider an eigenvector ti11 . . . t
in−1
n−1 of word length k − 1. Then we get the
eigenvalue
(−1)i1 + . . .+ (−1)in−1 + (−1)i1+...+in−1 = −(k − 1) + (n− k)− 1 = n− 2k.
We go through all the eigenvectors of Lemma 5.3.6 in this way and we obtain exactly
the eigenvalues λk = n − 2k. Since the eigenvectors of word lengths k or k − 1 are
exactly those corresponding to λk, they form a basis of Eλk .
5.4 The quantum automorphism group of FQ2m+1
From now on, we restrict to the folded n-cube graphs, where n = 2m+ 1 is odd. We
show that in this case, the quantum automorphism group is SO−1n . It was asked in
[10] by Banica, Bichon and Collins to investigate the quantum automorphism group
of the Clebsch graph. Since the folded 5-cube graph is the Clebsch graph we get
G+aut(ΓClebsch) = SO
−1
5 . At first, we need the following lemma.
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Lemma 5.4.1. Let τ1, . . . , τn be generators of C
∗(Zn−12 ) with τ 2i = 1, τiτj = τjτi,
τn = τ1 . . . τn−1 and let A be a C
∗-algebra with elements uij ∈ A fulfilling Relations




τj1 . . . τjl ⊗ uj1i1 . . . ujlil =
∑
j1,...,jl;
ja 6=jb for a6=b
τj1 . . . τjl ⊗ uj1i1 . . . ujlil .




τj1 . . . τjs−1τ
2
k τjs+2 . . . τjl ⊗ uj1i1 . . . ukisukis+1 . . . ujlil






. . . ujlil
= 0
by Relation (5.2.2) since is 6= is+1. Doing this for all s ∈ {1, . . . , l − 1} we get
n∑
j1,...,jl=1
τj1 . . . τjl ⊗ uj1i1 . . . ujlil =
∑
j1 6=···6=jl
τj1 . . . τjl ⊗ uj1i1 . . . ujlil .
Now, let js = js+2 = k and let j1 6= · · · 6= jl. Since k = js 6= js+1 and ia 6= ib for




τj1 . . . τjs−1τkτjs+1τkτjs+3 . . . τjl ⊗ uj1i1 . . . ukisujs+1is+1ukis+2 . . . ujlil






. . . ujlil
= 0
by Relation (5.2.2) since is 6= is+2. This yields
n∑
j1,...,jl=1
τj1 . . . τjl ⊗ uj1i1 . . . ujlil =
∑
j1,...,jl;
ja 6=jb for 0<|a−b|≤2
τj1 . . . τjl ⊗ uj1i1 . . . ujlil
The assertion follows after iterating this argument l times.
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We first show that SO−1n acts on the folded n-cube graph.
Lemma 5.4.2. For n odd, the quantum group SO−1n acts on FQn.
Proof. We need to show that there exists an action




such that (vij) commutes with the adjacency matrix of FQn. By Fourier transform,
this is the same as getting an action
α : C∗(Zn−12 )→ C∗(Zn−12 )⊗ C(SO−1n ),
where we identify the functions on the vertex set of FQn with C






gives the answer, where
τi = t1 . . . ťi . . . tn−1 for 1 ≤ i ≤ n− 1, τn = tn
for ti as in Lemma 5.3.6 and (uij) is the fundamental representation of SO
−1
n . Here ťi
means that ti is not part of the product. These τi generate C










To show that α defines a *-homomorphism, we have to show that the relations
of the generators τi also hold for τ
′
i . It is obvious that (τ
′
i)
∗ = τ ′i . Using Relations
(5.2.2)–(5.2.4) it is straightforward to check that (τ ′i)






i . Now, we
show τ ′n = τ
′
1 . . . τ
′
n−1. By Lemma 5.4.1, it holds





ia 6=ib for a6=b






τi1 . . . τin−1 ⊗ ui11 . . . uin−1n−1,
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where Ij = {(i1, . . . , in−1) ∈ {1, . . . , n}n−1 | ia 6= ib for a 6= b, is 6= j for all s} like in
Lemma 5.2.4. For all (i1, . . . , in−1) ∈ Ij, we know that τi1 . . . τin−1 = τ1 . . . τ̌j . . . τn.
Using τn = τ1 . . . τn−1 and τ
2











ui11 . . . uin−1n−1
 .
The equivalent formulation of Relation (5.2.5) in Lemma 5.2.4 yields







ui11 . . . uin−1n−1
 = n∑
j=1
τj ⊗ ujn = τ ′n.
Summarising, the map α exists and is a *-homomorphism. It is straightforward to
check that α is unital and since u is a representation, α is coassociative.
Now, we show that α(C∗(Zn−12 ))(1 ⊗ C(SO−1n )) is linearly dense in C∗(Zn−12 ) ⊗















τj ⊗ δjk = τk ⊗ 1,
thus (τk ⊗ 1) ∈ α(C∗(Zn−12 ))(1⊗C(SO−1n )) for 1 ≤ k ≤ n. Since α is unital, we also
get 1 ⊗ C(SO−1n ) ⊆ α(C∗(Zn−12 ))(1 ⊗ C(SO−1n )). By a standard argument, see for
example [52, Section 4.2], we get that α(C∗(Zn−12 ))(1 ⊗ C(SO−1n )) is linearly dense
in C∗(Zn−12 )⊗ C(SO−1n ).
It remains to show that the magic unitary matrix associated to α commutes with
the adjacency matrix of FQn. We want to show that α preserves the eigenspaces
of the adjacency matrix, i.e. α(Eλ) ⊆ Eλ ⊗ C(SO−1n ) for all eigenspaces Eλ, then


















corresponding to the eigenvalues λi1...in−1 as in Lemma 5.3.4. Using Lemma 5.3.7,
we see that the eigenspaces Eλk are spanned by eigenvectors τ
i1
1 . . . τ
in−1
n−1 of word
lengths k or n− k, where we consider the word length with respect to τ1, . . . , τn−1.
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Let 1 ≤ l ≤ n− 1. By Lemma 5.4.1, we have for i1, . . . , il, ia 6= ib for a 6= b:
α(τi1 . . . τil) =
∑
j1,...,jl;
ja 6=jb for a6=b
τj1 . . . τjl ⊗ uj1i1 . . . ujlil .
For τj1 . . . τjl , where js 6= n for all s, we immediately get that this is in the same
eigenspace as τi1 . . . τil since τj1 . . . τjl has the same word length as τi1 . . . τil . Take
now τj1 . . . τjl , where we have js = n for some s. We get
τj1 . . . τjl = τj1 . . . τ̌js . . . τjlτn
= τj1 . . . τ̌js . . . τjlτ1 . . . τn−1,
which has word length n− 1− (l − 1) = n− l, thus it is in the same eigenspace as
τi1 . . . τil . This yields
α(Eλ) ⊆ Eλ ⊗ C(SO−1n ),
for all eigenspaces Eλ and thus SO
−1
n acts on FQn by Theorem 2.1.12.
Now, we can prove the Theorem D.
Theorem 5.4.3. For n odd, the quantum automorphism group of the folded n-cube
graph FQn is SO
−1
n .
Proof. By Lemma 5.4.2 we get a surjective map C(G+aut(FQn)) → C(SO−1n ). We
have to show that this is an isomorphism between C(SO−1n ) and C(G
+
aut(FQn)).
Consider the universal action on FQn
β : C∗(Zn−12 )→ C∗(Zn−12 )⊗ C(G+aut(FQn)).
Consider τ1, . . . , τn like in Lemma 5.4.2. They have word length n− 2 or n− 1 with
respect to t1, . . . , tn−1 and they form a basis of E−n+2 by Lemma 5.3.7. Therefore,





by Corollary 2.1.13. Similar to [9] one shows that xij fulfill Relations (5.2.1)–(5.2.4).
It remains to show that Relation (5.2.5) holds. Applying β to τn = τ1 . . . τn−1 and
using Lemma 5.4.1 yields∑
j
τj ⊗ xjn = β(τn) =
∑
i1,...,in−1;
ia 6=ib for a6=b







τi1 . . . τin−1 ⊗ xi11 . . . xin−1n−1.















xi11 . . . xin−1n−1,
which is equivalent to Relation (5.2.5) by Lemma 5.2.4. Thus, we also get a surjective
map C(SO−1n ) → C(G+aut(FQn)) which is inverse to the map C(G+aut(FQn)) →
C(SO−1n ).
Remark 5.4.4. The folded 3-cube graph is the full graph on four points, thus our
theorem yields S+4 = SO
−1
3 , as already shown in [7].
Remark 5.4.5. We do not have a similar theorem for folded cube graphs FQn with
n even, since the eigenspace associated to the smallest eigenvalue behaves different
in the odd case. Recall from Lemma 5.3.7 that the smallest eigenvalue in the odd
case is −n+2, whereas it is −n in the even case. In the even case, the eigenspace E−n
is one dimensional. In contrast, for n odd, the eigenspace E−n+2 is n dimensional.
The author did not succeed in finding an eigenspace for which a similar strategy as
in Lemma 5.4.2 and Theorem 5.4.3 could be applied, for n even.
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Chapter 6
A generating property for planar
algebras
In this chapter we review a generating property for planar algebras which is closely
related to quantum automorphism groups of graphs. This generating property was
introduced by Ren in [45] and the connection to quantum automorphism groups
is mentioned therein. We discuss in detail that the group-action planar algebra
associated to certain graphs is generated by its 2-boxes if and only if the graph
has no quantum symmetry. This especially holds for distance-transitive graphs.
Using the results of Chapter 4, we obtain many new examples of graphs having this
generating property.
Moreover, we use the equivalence to show that the Higman-Sims graph has quan-
tum symmetry (Theorem 6.3.3), where it was asked in [10] to investigate its quantum
automorphism group and to show whether or not it has quantum symmetry. We will
see that the Higman-Sims graph is another example of a graph that has quantum
symmetry and no disjoint automorphisms besides the graph in Example 7.2.7, which
yields that the converse direction of Theorem 3.1.2 does not hold.
6.1 Group-action planar algebra and a generating
property
At first, we briefly recall the definition of a planar algebra. For the definition of
planar tangles and more details see [24], [34].
Definition 6.1.1. A planar algebra P is a collection of finite-dimensional vector
spaces (Pn)n∈N∪{−,+} such that each planar tangle T of degree k with n internal
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The composition of those maps has to be compatible with the composition of planar
tangles.
The spin planar algebra P denotes the planar algebra of [24, Section 3.1]. Here
Pk is the vector space of all linear functionals f : W k → C for all k ∈ N and
P+ = P− = C, where W denotes a finite-dimensional vector space. We do not need
the definition of the map ZT for our purposes, it is given in [24, Section 3.1].
In the following, we identify linear functionals f : W k → C with elements in
W⊗k via
f : W k → C ←→
∑
i1,...,ik
f(ei1 , . . . , eik)ei1 ⊗ · · · ⊗ eik ∈ W⊗k.
Definition 6.1.2. LetW be a d-dimensional vector space with basis {e1, . . . , ed} and
let P be the associated spin planar algebra. Let G be a subgroup of the symmetric
group Sd. Then G has the natural action α : W ×G→ V , (ei, g) 7→ eg(i) which can
be extended diagonally to the action
α⊗n : W⊗n ×G→ W⊗n,
(ei1 ⊗ · · · ⊗ ein , g) 7→ eg(i1) ⊗ · · · ⊗ eg(in).
This induces an action of G on P . The group-action planar algebra PG is the fixed
point algebra of the group action, that is
PGn = {x ∈ Pn |α⊗n(x, g) = x for all g ∈ G}.
We furthermore need the notion of a planar algebra generated by a set of ele-
ments.
Definition 6.1.3. A planar algebra P is generated by a set of elements S, if for
every x ∈ Pn, there exists a planar tangle T , such that ZT (s1, . . . , sk) = x for some
si ∈ S.
Definition 6.1.4. We denote by AG ⊆ PG the planar subalgebra generated by PG2 .
A natural question is now to ask for which groups G the planar algebras AG and
PG coincide. For a graph Γ and G = Aut(Γ), we have the following definition.
Definition 6.1.5. Let Γ be a finite graph. Then Γ has the generating property if the
group-action planar algebra PAut(Γ) is generated by PAut(Γ)2 , i.e. PAut(Γ) = AAut(Γ).
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Our definition differs from the one in [45], where a graph Γ has the generating
property if PAut(Γ) is generated by the adjacency matrix ε of Γ. We use the previ-
ous definition to stress the importance of orbitals and quantum orbitals of Γ (see
Definition 2.4.1). Note that both definitions coincide if and only if the orbitals and
the quantum orbitals are the same by Theorem 6.2.3. Moreover, remark that the
generating property is only defined for strongly regular graphs in [45], both defini-
tions are still valid for other graphs. The next definition is a quantum analogue of
the group-action planar algebra, see for example [3].
Definition 6.1.6. LetW be a d-dimensional vector space with basis {e1, . . . , ed} and
let P be the associated spin planar algebra. Let G+ be a quantum subgroup of the
quantum symmetric group S+d with fundamental respresentation v ∈ Md(C(G+)).
Then G+ has the natural action β : W → W ⊗ C(G+), ei 7→
∑
j ej ⊗ vji which can
be extended to the action
β⊗n : W⊗n → W⊗n ⊗ C(G+),
ei1 ⊗ · · · ⊗ ein 7→
d∑
j1,...,jn=1
ej1 ⊗ · · · ⊗ ejn ⊗ uj1i1 . . . ujnin .
This induces an action of G+ on P . The quantum-group-action planar algebra PG+
is the fixed point planar algebra of the quantum group action, that is
PG+n = {x ∈ Pn | β⊗n(x) = x⊗ 1}.
For quantum automorphism groups of graphs, we have a nice description of
PG+aut(Γ).
Theorem 6.1.7 ([3], Theorem 6.1). The planar algebra PG+aut(Γ) is equal to the
planar algebra generated by ε, where ε denotes the adjacency matrix of Γ.
6.2 Connection to graphs having no quantum
symmetry
We show that, for certain graphs, having the generating property is equivalent to
having no quantum symmetry. Note that one can also get this connection by using
the intertwiner spaces of G+aut(Γ) (see Section 2.3), we give more direct arguments.
The following proposition is mentioned in [10, Section 13], we give a proof here.
Proposition 6.2.1. Let Γ be a graph. The following are equivalent:
(i) it holds PAut(Γ) = PG+aut(Γ),
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(ii) we have R ∈ PG
+
aut(Γ)
4 , where R =
∑
i,j ei ⊗ ej ⊗ ei ⊗ ej,
(iii) the graph Γ has no quantum symmetry.
Proof. The equivalence of (i) and (ii) follows from Theorem 6.1.7, [24, Theorem 5.10]













et1 ⊗ et2 ⊗ et1 ⊗ et2 ⊗ 1
which is equivalent to ∑
i,j
ut1iut2jut3iut4j = δt1t3δt2t41.
Choosing i′, j′ ∈ V and multiplying by ut1i′ from the left and by ut4j′ from the right
yields
ut1i′ut2j′ut3i′ut4j′ = δt1t3δt2t4ut1i′ut4j′ . (6.2.1)
Thus, we get











by using Equation (6.2.1) and Relation (2.1.2). Hence the generators of C(G+aut(Γ))
commute which means that Γ has no quantum symmetry.






















et1 ⊗ et2 ⊗ et1 ⊗ et2 ⊗ 1
= R⊗ 1,





The next lemma shows a connection of the 2-box space of PAut(Γ) and PG+aut(Γ)
with the orbitals and quantum orbitals of Γ, respectively.
Lemma 6.2.2. Let x =
∑
i,j aij(ei ⊗ ej) and let a = (aij)i,j be the matrix with
entries aij. We have
(i) x ∈ PAut(Γ)2 if and only if a ∈ O(Γ),
(ii) and x ∈ PG
+
aut(Γ)
2 if and only if a ∈ QO(Γ).
Proof. For (i), we have that x ∈ PAut(Γ)2 if and only if∑
i,j




for all g ∈ Aut(Γ). But this is equivalent to a being constant on the orbitals, i.e.
a ∈ O(Γ). Statement (ii) follows from Lemma 2.4.7.
We can now relate the equality of AAut(Γ) and PG+aut(Γ) to the equality of the
orbitals and quantum orbitals of Γ.
Theorem 6.2.3. Let Γ be a finite graph. The following are equivalent:
(i) AAut(Γ) = PG+aut(Γ), i.e. AAut(Γ)n = PG
+
aut(Γ)
n for all n,
(ii) AAut(Γ)2 = P
G+aut(Γ)
2 ,
(iii) QO(Γ) = O(Γ).
Proof. We first proof the equivalence of (i) and (ii). If AAut(Γ) = PG+aut(Γ), then we
particularly have AAut(Γ)2 = P
G+aut(Γ)
2 . For the other direction, we know by Theorem
6.1.7 that PG+aut(Γ) is generated by ε ∈ PAut(Γ)2 and by definition AAut(Γ) is generated
by all elements of PAut(Γ)2 . Thus, we get PG
+




2 , the generators of AAut(Γ) are also contained in PG
+
aut(Γ) and thus AAut(Γ) =
PG+aut(Γ). The equivalence of (ii) and (iii) follows from Lemma 6.2.2.
Combining the previous results, we get the following corollaries.
Corollary 6.2.4. Let Γ be a graph with QO(Γ) = O(Γ). Then Γ has the generating
property if and only if Γ has no quantum symmetry.
Proof. Since we have QO(Γ) = O(Γ), we know AAut(Γ) = PG+aut(Γ) by Theorem 6.2.3.
By Proposition 6.2.1, we get AAut(Γ) = PAut(Γ) if and only if Γ has no quantum
symmetry.
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Corollary 6.2.5. Let Γ be a graph. If Γ has no quantum symmetry, then it also
has the generating property.
Proof. If Γ has no quantum symmetry, then we especially have QO(Γ) = O(Γ).
Then Corollary 6.2.4 completes the proof.
Corollary 6.2.6. Let Γ be a graph with QO(Γ) = O(Γ). If Aut(Γ) contains disjoint
automorphisms, then Γ does not have the generating property.
Proof. This follows from Corollary 6.2.4 and Theorem 3.1.2.
6.3 Applications
Looking at Example 2.4.13, we get a class of graphs with QO(Γ) = O(Γ).
Example 6.3.1. Let Γ be a distance-transitive graph. Then Γ has the generating
property if and only it has no quantum symmetry.
By the previous example, we find many graphs in Chapter 4 that have the
generating property. We see that the Kneser graphs K(n, 2) for n ≥ 5 have the
generating property, which is also discussed in [45]. Furthermore, restricting to
strongly regular graphs, we have the following.
Corollary 6.3.2.
(i) The Paley graphs P9, P13 and P17, the Shrikhande graph and the Hoffman-
Singleton graph do have the generating property,
(ii) The Clebsch graph and the 4 × 4 rook’s graph do not have the generating
property.
It is mentioned in [45] and briefly discussed in [34, Example 2.8] that the Higman-
Sims graph does not have the generating property. We give an explicit proof here
to show that the Higman-Sims graph has quantum symmetry.
Theorem 6.3.3. The Higman-Sims graph HS has quantum symmetry.
Proof. We show that the Higman-Sims graph does not have the generating prop-
erty (see Definition 6.1.5). Then the statement follows from Corollary 6.2.4, since we
know that the Higman-Sims graph is distance-transitive, which yields





The dimension of PAut(HS)k can be computed by the Cauchy-Frobenius-Burnside







where π : Aut(HS)→ C maps g ∈ Aut(HS) to the number of fixed points of g. We










Regarding dim(AAut(HS)6 ), we know the following. Due to Jaeger [33], one can
define a spin model (X,R,Q), where both matrices R,Q are linear combinations
of the adjacency matrix εHS of the Higman-Sims graph, the all-ones matrix J and
the identity matrix I. Especially, {I, R,Q} forms a basis of AAut(HS)2 , since εHS
and J can be obtained by linear combinations of those matrices and therefore R,Q
generate AAut(HS). Since R,Q are obtained from a spin model, they fulfill Relations
(i)−(v) from [34, Example 2.4] and thusAAut(HS) is a planar subalgebra of the BMW
planar algebra. As shown in [34, Example 2.4], it holds dim(BMWn) = (2n − 1)!!
and therefore we have dim(AAut(HS)n ) ≤ (2n− 1)!!. In particular, we get
dim(AAut(HS)6 ) ≤ 11!! = 10395.
Summarizing, we have
dim(AAut(HS)6 ) < 11000 < dim(P
Aut(HS)
6 ).
Thus AAut(HS) 6= PAut(HS), which means that the Higman-Sims graph does not have
the generating property.
Remark 6.3.4. Using Sage [53], one can check that the Higman-Sims graph has
no disjoint automorphisms. Thus this gives another example of a graph that has
quantum symmetry but no disjoint automorphisms besides Example 7.2.7, which
shows that the converse direction of Theorem 3.1.2 is not true.
Remark 6.3.5. It would be nice to have an explicit surjective *-homomorphism
ϕ : G+aut(HS) → A, where A is a non-commutative C*-algebra. We have to leave





Quantum isomorphisms constitute the main topic of this chapter. Similar to quan-
tum automorphisms being quantum analogues of graph automorphisms, quantum
isomorphisms are quantum versions of graph isomorphisms. Those quantum isomor-
phisms were first defined in [1]. In Section 7.1, we review the definition of quantum
isomorphisms and the nonlocal game associated to them. In Section 7.2, we start
by giving some basics in representation theory of compact quantum groups which
are needed at the end of this section.
By Theorem 3.1.2, we know that a graph with disjoint automorphisms has quan-
tum symmetry. Using monoidal equivalence, we prove that if a graph Γ has disjoint
automorphisms, then any graph quantum isomorphic to Γ also has quantum sym-
metry (see Theorem 7.2.6). This constitutes the main result of this chapter. We
obtain another example of a graph having quantum symmetry and no disjoint au-
tomorphisms from this theorem. The graph comes from a construction used in [36]
to obtain quantum isomorphic but non-isomorphic graphs.
7.1 Equivalent definitions and the isomorphism
game
Recall that for graphs Γ1 = (V1, E1), Γ2 = (V2, E2) a graph isomorphism is a bi-
jection ϕ : V1 → V2 such that (i, j) ∈ E1 if and only if (ϕ(i), ϕ(j)) ∈ E2. The
permutation matrix σ with σij = δϕ(i)j then fulfills ε
(1)σ = σε(2), where ε(1), ε(2) are
the respective adjacency matrices of Γ1, Γ2. We get back a graph isomorphism from
such a permutation matrix by putting ϕ(i) = j if σij = 1. We have the following
generalization, see [1].
Definition 7.1.1. Let Γ1 = (V1, E1), Γ2 = (V2, E2) be finite graphs without multiple
edges and let ε(1), ε(2) be their respective adjacency matrices. We say that Γ1 and
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Γ2 are quantum isomorphic, denoted Γ1 ∼=q Γ2, if there exists a unital C∗-algebra A





ij, i ∈ V1, j ∈ V2, (7.1.1)∑
k∈V2
uik = 1 =
∑
k∈V1
ukj, i ∈ V1, j ∈ V2, (7.1.2)
ε(1)u = uε(2). (7.1.3)









The definition originates from a nonlocal game which we will discuss briefly. For
more details, see [1]. The nonlocal game is called isomorphism game. Given two
graphs Γ1 and Γ2, the (Γ1,Γ2)-isomorphism game is played as follows.
A referee sends each of the two players, Alice and Bob, a vertex of Γ1 or Γ2.
Each player must respond to the referee with a vertex of Γ1 or Γ2. Alice and Bob
win the game if two condition are met. The first condition is the following.
(1) If a player receives a vertex of Γ1, he must respond with a vertex of Γ2 and
vice versa.
If (1) holds, Alice receives or responds with a vertex of Γ1, which we denote by γ1,A,
and responds or receives a vertex of Γ2, which we will call γ2,A. Define γ1,A and
γ2,B similarly for Bob. For two vertices v1 and v2, we use rel(v1, v2) to denote the
relationship of the vertices, that is, whether they are equal, adjacent, or non-adjacent
(and distinct). Then we can express the second condition easily.
(2) It holds rel(γ1,A, γ1,B) = rel(γ2,A, γ2,B).
Alice and Bob know the graphs before the game starts and can agree on a strategy.
They cannot communicate during the game and one round of the game is played.
A strategy is called perfect if it has winning probability 1, i.e. if Alice and Bob
always win the game. It is shown in [1] that there is a perfect strategy for the
(Γ1,Γ2)-isomorphism game if and only if Γ1 and Γ2 are isomorphic.
To get to quantum isomorphisms, we have to consider quantum strategies of the
isomorphism game. In a quantum strategy, players share a quantum state ψ ∈ H,
which is a unit vector ψ in a Hilbert space H. Both players perform a quantum
measurement. Upon receiving a vertex x ∈ VΓ1 ∪ VΓ2 , this is modelled by positive-
operator valued measurements, Exy = {Exy ∈ B(H) | y ∈ VΓ1 ∪ VΓ2} for Alice and
Fxy = {Fxy ∈ B(H) | y ∈ VΓ1 ∪ VΓ2} for Bob. Here Exy, Fx′y′ are positive operators,
where ∑
y
Exy = 1 =
∑
y′
Fx′y′ and ExyFx′y′ = Fx′y′Exy
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for all x, y, x′, y′ ∈ VΓ1∪VΓ2 . The probability of Alice and Bob responding y, y′ upon
receiving x and x′, respectively, is given by the following formula:
p(y, y′ |x, x′) = ψ∗ExyFx′y′ψ.
The quantum strategy is perfect if and only if p(y, y′ |x, x′) = 1 for all x, y, x′, y′ ∈
VΓ1 ∪ VΓ2 . Similar to classical isomorphisms, we have the next theorem, due to [36].
Theorem 7.1.2. Let Γ1 = (V1, E1), Γ2 = (V2, E2) be finite graphs without multiple
edges. Then Γ1 and Γ2 are quantum isomorphic if and only if there is a perfect
quantum strategy for the (Γ1,Γ2)-isomorphism game.
Now, we come to an equivalent formulation of quantum isomorphism for con-
nected graphs. To check if two connected graphs are isomorphic, one can also look
at their disjoint union and then consider the orbits of its automorphism group. Then
the graphs are isomorphic if and only if one has vertices from different graphs in
the same orbit. The next theorem shows that there is a similar way to check if two
graphs are quantum isomorphic, now using quantum orbits (see Definition 2.4.1).
Theorem 7.1.3 (Theorem 4.5 in [36]). Let Γ1 = (V1, E1) and Γ2 = (V2, E2) be
connected graphs. Then Γ1 and Γ2 are quantum isomorphic if and only if there exist
i ∈ V1 and j ∈ V2 that are in the same quantum orbit of the disjoint union Γ1 ∪ Γ2.
We use this to show that the quantum automorphism group of non-quantum-
isomorphic graphs is the free product of their quantum automorphism groups.
Corollary 7.1.4. Let Γ1 = (V1, E1), Γ2 = (V2, E2) be connected graphs that are not
quantum isomorphic. Then
G+aut(Γ1 ∪ Γ2) = G+aut(Γ1) ∗G+aut(Γ2).
Proof. Let εΓ1∪Γ2 , εΓ1 and εΓ2 be the adjacency matrices of the corresponding graphs.







Since Γ1 and Γ2 are not quantum isomorphic, we know by the previous theorem that
there are no i ∈ V1, j ∈ V2 in the same quantum orbit of Γ1 ∪ Γ2. Therefore, we
have uij = 0 for all i ∈ V1, j ∈ V2 or i ∈ V2, j ∈ V1, where u is the fundamental







where v ∈ M|V1|(C(G+aut(Γ1 ∪ Γ2))), w ∈ M|V2|(C(G+aut(Γ1 ∪ Γ2))). We also see that
uεΓ1∪Γ2 = εΓ1∪Γ2u is equivalent to vεΓ1 = εΓ1v and wεΓ2 = εΓ2w. Now, look-
ing at the definition of the free product (Proposition 1.1.6), we get the desired *-
homomorphisms in both directions by using the respective universal properties.
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The subsequent theorem is due to [38].
Theorem 7.1.5. Let Γ1 = (V1, E1), Γ2 = (V2, E2) be finite graphs without multiple
edges. Then Γ1 and Γ2 are quantum isomorphic if and only if they admit the same
number of homomorphisms from any planar graph.
This theorem is particularly useful for showing that two graphs are not quantum
isomorphic. Indeed, if one finds a planar graph, where the number of homomor-
phisms to Γ1 and Γ2 differ, then the theorem shows that Γ1 and Γ2 are not quantum
isomorphic.
For ruling out that two graphs are quantum isomorphic, we have the following
corollary ([36, Corollary 4.7]). Recall the definition of the coherent algebra of a
graph from Section 2.4. See [36] for more on isomorphisms of coherent algebras.
Corollary 7.1.6. Suppose that Γ1 and Γ2 are quantum isomorphic graphs with ad-
jacency matrices ε1 and ε2, respectively. Then there exists an isomorphism Φ of
their coherent algebras such that Φ(ε1) = ε2.
The next corollary is a direct consequence of the previous corollary and [39,
Theorem 6.12]. It is specific to distance-regular graphs.
Corollary 7.1.7. Let Γ1 be a distance-regular graph. If Γ2 is a graph that is quantum
isomorphic to Γ1, then Γ2 is distance-regular and cospectral to Γ1.
Note that for connected distance-regular graphs, being cospectral is equal to
having the same intersection array. Therefore, we get that connected distance-
regular graphs which are quantum isomorphic have the same intersection array. It
is furthermore known that quantum isomorphic graphs have the same number of
connected components (this follows for example from [39, Corollary 6.2]). Thus, for
a connected distance-regular graph Γ with unique intersection array, there are no
quantum isomorphic graphs that are not isomorphic to Γ.
7.2 Quantum automorphism groups of quantum
isomorphic graphs
For the rest of this chapter, we work towards finding a graph that has quantum
symmetry but no disjoint automorphisms, giving another example that the converse
direction of Theorem 3.1.2 is not true. We get such an example by Theorem 7.2.6,
which says that if a graph Γ has disjoint automorphisms, then any graph quantum
isomorphic to Γ also has quantum symmetry. This is the main result of Chapter 7.
To prove it, we need some background in representation theory of quantum groups.
We recall some basics here, for more see [37], [42].
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Lemma 7.2.1. Any irreducible unitary representation of a compact quantum group
is finite-dimensional.
The following proposition can for example be found in [37, Propositions 7.1&7.3].
Proposition 7.2.2. Let G = (C(G), v) be a compact matrix quantum group and
let {uα |α ∈ I} be a complete set of mutually inequivalent, irreducible unitary rep-
resentations. The subspace C(G)0 of C(G) spanned by the matrix coefficients of all
finite-dimensional unitary representations is a dense *-subalgebra of C(G) with basis
{uαpq |α ∈ I, 1 ≤ p, q ≤ n(α)}.
We did not find a source for our next proposition. However, it looks like a known
fact.
Proposition 7.2.3. Let G = (C(G), u) be a compact matrix quantum group. Then
C(G) is infinite-dimensional if and only if G has infinitely many mutually inequiv-
alent, irreducible unitary representations.
Proof. The C∗-algebra C(G) is infinite-dimensional if and only if the dense *-
subalgebra C(G)0 (see Proposition 7.2.2) is infinite-dimensional. But this is true
if and only if {uαpq |α ∈ I, 1 ≤ p, q ≤ n(α)} has infinitely many elements and since
n(α) is finite for all α by Lemma 7.2.1, this is equivalent to G having infinitely many
mutually inequivalent, irreducible unitary representations.
For the subsequent definition, denote by Irr(G) the set of equivalence classes of
irreducible, unitary representations of G and by Mor(u, v) the intertwiner space of
u, v.
Definition 7.2.4. Let G1, G2 be compact matrix quantum groups. We say that
G1, G2 are monoidally equivalent if there exists a bijection ϕ : Irr(G1) → Irr(G2)
together with linear isomorphisms
ϕ : Mor(u1 ⊗ · · · ⊗ un, v1 ⊗ · · · ⊗ vm)→ Mor(ϕ(u1)⊗ · · · ⊗ ϕ(un), ϕ(v1)⊗ · · · ⊗ ϕ(vm))
such that ϕ(1G1) = ϕ(1G2) and such that ϕ(S ◦ T ) = ϕ(S) ◦ ϕ(T ) whenever S ◦ T is
well-defined, ϕ(S∗) = ϕ(S)∗, ϕ(S ⊗ T ) = ϕ(S)⊗ ϕ(T ) for morphisms S, T .
Now, we connect this to quantum isomorphic graphs and their quantum auto-
morphism groups.
Theorem 7.2.5 ([17]). Let Γ1, Γ2 be quantum isomorphic graphs. Then G
+
aut(Γ1)
and G+aut(Γ2) are monoidally equivalent.
Our previous considerations yield the following.
Theorem 7.2.6. Let Γ1,Γ2 be quantum isomorphic graphs. If one of the graphs Γ1
or Γ2 has disjoint automorphisms, then both graphs have quantum symmetry.
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Proof. Assume that Γ1 has disjoint automorphisms. By Theorem 3.1.2 there exists a
surjective *-homomorphism ϕ : C(G+aut(Γ1))→ C∗(Zn∗Zm). This shows that Γ1 has
quantum symmetry and it especially yields that C(G+aut(Γ1)) is infinite-dimensional.
Therefore, using Proposition 7.2.3, we see that G+aut(Γ1) has infinitely many mutually
inequivalent, irreducible unitary representations. Since Γ1 and Γ2 are quantum
isomorphic, G+aut(Γ1) and G
+
aut(Γ2) are monoidally equivalent by Theorem 7.2.5. We
deduce, that G+aut(Γ2) also has infinitely many mutually inequivalent, irreducible
unitary representations. Again using Proposition 7.2.3, we obtain that C(G+aut(Γ2))
is infinite-dimensional. But this implies that C(G+aut(Γ2)) is non-commutative, as
otherwise C(G+aut(Γ2)) = C(Aut(Γ2)), where C(Aut(Γ2)) is finite-dimensional.
The task is now to find quantum isomorphic graphs where one of them has
disjoint automorphisms, but the other one does not. Then our previous theorem
yields that both graphs have quantum symmetry, especially the one without disjoint
automorphisms. We give an explicit graph in the next example. David Roberson and
the author previously worked out another way to see that this graph has quantum
symmetry (unpublished). However, we use Theorem 7.2.6 now.
Example 7.2.7. Consider the complete bipartite graph K3,4. We obtain two linear
binary constraint systems (LBCS) in the following way (see [36, Section 4.4 & 4.5]).
For each i ∈ V we will have a constraint Ci and for each j ∈ E we will have a
variable xj ∈ F2. Let Si := {j | the edge j is incident to the vertex i} and define Ci
to be the constraint
∑
j∈Si xj = 0 over F2. For K3,4, this yields
x1 + x2 + x3 + x4 = 0, x1 + x5 + x9 = 0,
x5 + x6 + x7 + x8 = 0, x2 + x6 + x10 = 0,
x9 + x10 + x11 + x12 = 0, x3 + x7 + x11 = 0,
x4 + x8 + x12 = 0. (7.2.1)
We get the second LBCS by using the same construction as before, but we choose a
vertex i∗ ∈ V , where we put
∑
j∈S∗i
xj = 1 over F2. Besides this, we leave the LBCS
unchanged from the first one. For example one can get the following system
x1 + x2 + x3 + x4 = 0, x1 + x5 + x9 = 0,
x5 + x6 + x7 + x8 = 0, x2 + x6 + x10 = 0,
x9 + x10 + x11 + x12 = 0, x3 + x7 + x11 = 0,
x4 + x8 + x12 = 1. (7.2.2)
We construct a graph from every LBCS as follows. Consider as vertices the partial
solutions over F2 of the constraints Ci for every i ∈ V , for example we have the
solutions (0, 0, 0), (1, 1, 0), (1, 0, 1), (0, 1, 1) for x1 + x5 + x9 = 0. Two vertices in the
graph are connected either if they are solutions of the same constraint or if they are
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solutions of constraints that share one the common variable, where the solutions have
different values on this variable. An example for the latter would be the solution
(0, 0, 0, 0) of x1 +x2 +x3 +x4 = 0 and the solution (1, 1, 0) of x1 +x5 +x9 = 0 (Here
the constraints share the variable x1, where the value of x1 differs for the solutions).
By [36, Theorem 4.9], the graphs assigned to the LBCS (7.2.1) and (7.2.2) are
quantum isomorphic but not isomorphic. Using Sage [53] one can show that the
graph associated to the LBCS (7.2.1) does not have disjoint automorphisms, whereas
the graph associated to the LBCS (7.2.2) has disjoint automorphisms. By Theorem
7.2.6, both graphs have quantum symmetry. In particular, the graph associated to





This chapter concerns open questions that occured during the research of the author
or are questions of the community of quantum automorphism groups of graphs. We
present those questions and give some insight and ideas on them.
8.1 Existence of graphs with quantum symmetry
that have trivial automorphism group
In [26], it was shown by Erdős and Rényi that almost every graph has trivial auto-
morphism group. The quantum counterpart has been proven by Lupini, Mančinska
and Roberson in [36] (see Theorem 2.4.10): Almost all graphs have trivial quantum
automorphism group. Therefore, it seems natural to have that Aut(Γ) = {e} implies
G+aut(Γ) = {e}. Until now, there is no proof of such a result. Also, we do not have
any examples where Aut(Γ) = {e}, but G+aut(Γ) 6= {e}. The existence of such an
example would mean that there are symmetry phenomena in the quantum situation,
which cannot be seen from the classical viewpoint. We ask the following question.
Question 8.1.1. Is there a graph with quantum symmetry that has trivial automor-
phism group?
We review an idea how one could get candidates for graphs with quantum sym-
metry that have trivial automorphism group. If one finds a pair of quantum iso-
morphic, but not isomorphic graphs that both have trivial automorphism group,
then their disjoint union would give an example with the desired properties. By
Corollary 7.1.6, we know that quantum isomorphic graphs have equivalent coherent
algebras. On the search for candidates, one should first make sure that this is true.
For example, strongly regular graphs with the same parameters have equivalent co-
herent algebras. Thus, strongly regular graphs that have the same parameters and
trivial automorphism group seem to be good candidates for a pair of graphs we are
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searching for. There are many such graphs for the parameters (36, 15, 6, 6), but we
do not know if there is a quantum isomorphic pair with such parameters.
More generally, one can ask how much information the automorphism group
Aut(Γ) contains on the quantum automorphism group G+aut(Γ). For example, we
know that if there is a pair of disjoint automorphisms in Aut(Γ), then we know
G+aut(Γ) 6= Aut(Γ) by Theorem 3.1.2. The other way around, one may ask whether
there are groups G where
Aut(Γ) = G =⇒ G+aut(Γ) = G.
This question can especially be asked for small groups, for example {e} (which is
equivalent to Question 8.1.1), Z2 and Z3. Here, we also do not have any example
of graphs that have quantum symmetry and automorphism group Z2 or Z3. The
smallest group where we know that there are graphs with the same automorphism
group and different quantum automorphism group is Z2 × Z2. For example, the
graph in Section 4.4 has automorphism group and quantum automorphism groups
Z2 × Z2, whereas the graph
Γ =
fulfills Aut(Γ) = Z2 × Z2 and G+aut(Γ) =
∧
Z2 ∗ Z2 (see Table 2.1).
8.2 Unknown quantum automorphism groups of
some specific graphs
There are several cases of graphs, where the author does not how to compute the
quantum automorphism group and there are no results about them. Some of those
graphs already appeared in Table 2. We want to know the quantum automorphism
group of the following graphs.
(i) By Theorem 3.1.2, we know that the 4 × 4 rook’s graph does have quantum
symmetry. What is the corresponding quantum automorphism group?
(ii) Does the Johnson graph J(6, 3), or more generally the graph J(n, k) for k ≥ 3,
have quantum symmetry? The author did not succeed in finding a similar
proof as for J(n, 2).
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(iii) Regarding Table 1, it is known that there is only one cubic distance-regular
graph that is not distance-transitive. This is the Tutte 12-cage. We do not
know whether or not this graph has quantum symmetry.
(iv) In Theorem 5.4.3, we proved that the quantum automorphism group of the
folded n-cube graphs is SO−1n for n odd. What happens for the case where n
is even?
(v) On can obtain a pair of quantum isomorphic graphs by the same construction
as in Example 7.2.7, but choosing K3,3 instead of K3,4. Do those graphs have
quantum symmetry?
(vi) We know by Theorem 6.3.3 that the Higman-Sims graph has quantum sym-
metry. What is its quantum automorphism group?
8.3 The quantum automorphism groups of vertex-
transitive graphs on 12 vertices
As already mentioned in this thesis, the quantum automorphism groups of all vertex-
transitive graphs up to eleven vertices are known from [6] and Theorem 4.1.1. More
recently, Chassaniol [22] did the same for all vertex-transitive graphs on 13 vertices.
Note that there are way more vertex-transitive graphs on 12 vertices than on 13
vertices. The obvious question to ask is:
Question 8.3.1. What are the quantum automorphism groups of all vertex-transitive
graphs on 12 vertices?
There are 74 vertex-transitive graphs on 12 vertices. Up to complements, we end
up with 38 graphs we have to study. Using the strategy discussed in Section 3.3, one
should be able to get most, if not all, of the quantum automorphism groups of those
graphs. There are easy cases, for example, if the graph is a product of graphs where
the quantum automorphism group is known and where Theorem 2.2.2 applies. For
some instances, it is more difficult to compute the quantum automorphism group,
for example if one has to show that the graph has no quantum symmetry. As a first
test, one can use the Sinkhorn type algorithm by Nechita, Weber and the author
[41] to see whether one should try to show that some graph does not have quantum
symmetry. Also in [41], there is a table including four vertex-transitive graphs on
12 vertices, where the algorithm predicts that they do not have quantum symmetry.
Giving an explicit proof for those predictions would be a first step. Computing the
quantum automorphism group for all vertex-transitive graphs on 12 vertices could
be a lot of work, but it also looks like a doable task to the author.
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8.4 Graphs with quantum symmetry and finite
quantum automorphism group
For the quantum symmetric group S+n , it is known that C(S
+
n ) is infinite-dimensional
exactly when Sn 6= S+n , i.e. for n ≥ 4. For the complete graphs on n points, this
means that if those graphs have quantum symmetry, then the C∗-algebra associated
to the quantum automorphism group is infinite-dimensional. One might ask whether
this is true for arbitrary graphs or whether there is a graph Γ with quantum sym-
metry, where C(G+aut(Γ)) is finite-dimensional. Furthermore, we remark that graphs
with infinite-dimensional quantum automorphism group have quantum symmetry,
since otherwise C(G+aut(Γ)) = C(Aut(Γ)), where C(Aut(Γ)) is finite-dimensional.
Thus one might ask whether the converse direction is true. We have the following
question.
Question 8.4.1. Is there a graph Γ with quantum symmetry, while C(G+aut(Γ)) is
finite-dimensional?
Note that for graphs Γ with a pair of disjoint automorphisms, the C∗-algebra
C(G+aut(Γ)) is infinite-dimensional. This is the case, because there is a surjective
*-homomorphism to C∗(Zn ∗ Zm) by Theorem 5.4.3. Therefore, the automorphism
group of an example we are searching for does not contain any disjoint automor-
phisms. At the moment, we only know two graphs with quantum symmetry and
no disjoint automorphisms, the Higman-Sims graph (see Theorem 6.3.3) and the
graph appearing in Example 7.2.7. By looking at the proof of Theorem 7.2.6, the
C∗-algebra corresponding to the graph of Example 7.2.7 is infinite-dimensional. We
do not know if this is also the case for the Higman-Sims graph.
8.5 Quantum isomorphic but not isomorphic
graphs on a small number of vertices
In Example 7.2.7, we used the construction appearing in [36, Section 4] to obtain
quantum isomorphic but not isomorphic graphs. The smallest known pair of such
graphs is on 24 vertices, see also [36, Section 4]. One can get this pair by the same
construction as in Example 7.2.7, but choosing K3,3 instead of K3,4. This yields the
following natural question.
Question 8.5.1. Is there a pair of quantum isomorphic, not isomorphic graphs on
less than 24 vertices ?
The fact that quantum isomorphic graphs have equivalent coherent algebras
(Corollary 7.1.6) shows that there are no graph on strictly less than 16 vertices
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that are quantum isomorphic but not isomorphic. Thus, for getting a new smallest
example, one should consider pairs of graphs on 16 to 23 vertices and try to show
the desired properties. The following theorem ([40, Corollary 4.15/5.4]) could be
helpful for those purposes.
Theorem 8.5.2. Let Γ be a graph with no quantum symmetry. Then there is a
bijective correspondence between the following two sets:
(i) Isomorphism classes of graphs Γ′ such that Γ and Γ′ are quantum isomorphic,
but not isomorphic,
(ii) Non-trivial subgroups of central type (L, ψ) of Aut(Γ) with coisotropic stabilizer
up to some equivalence relation.
Using the theorem our strategy of finding pairs of quantum isomorphic graphs
could be the following. We choose a graph on 16 to 23 vertices, where we know that
it has no quantum symmetry and then look for specific subgroups of its classical
automorphism group. If we find such subgroups, we know that there is a pair of
quantum isomorphic graphs and we are done.
Since this thesis contains many new examples of graphs that have no quantum
symmetry, it would not only be interesting to find a smallest pair of graph that are
quantum isomorphic but not isomorphic, but also search for graphs that are quantum
isomorphic to some known distance-regular graphs. For distance-regular graphs,
we know from Corollary 7.1.7 that quantum isomorphic graphs are also distance-
regular with the same parameters. Especially, if there is a distance-regular graph
with unique parameters, then we know that there is no graph quantum isomorphic
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[2] László Babai and Ludek Kucera. Canonical labelling of graphs in linear average
time. In 20th Annual Symposium on Foundations of Computer Science, San
Juan, Puerto Rico, 29-31 October 1979, pages 39–46. IEEE Computer Society,
1979. 37
[3] Teodor Banica. Quantum automorphism groups of homogeneous graphs. J.
Funct. Anal., 224(2):243–280, 2005. 1, 2, 21, 22, 27, 28, 117
[4] Teodor Banica. Higher orbitals of quizzy quantum group actions. Adv. in Appl.
Math., 109:1–37, 2019. 108
[5] Teodor Banica and Julien Bichon. Free product formulae for quantum permu-
tation groups. J. Inst. Math. Jussieu, 6(3):381–414, 2007. 32
[6] Teodor Banica and Julien Bichon. Quantum automorphism groups of vertex-
transitive graphs of order ≤ 11. J. Algebraic Combin., 26(1):83–105, 2007. 3,
5, 6, 7, 8, 26, 28, 29, 30, 59, 60, 67, 75, 133
[7] Teodor Banica and Julien Bichon. Quantum groups acting on 4 points. J. Reine
Angew. Math., 626:75–114, 2009. 104, 114
[8] Teodor Banica, Julien Bichon, and Gaetan Chenevier. Graphs having no quan-
tum symmetry. Ann. Inst. Fourier, pages 955–971, 2007. 3
[9] Teodor Banica, Julien Bichon, and Benôıt Collins. The hyperoctahedral quan-
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groups: a survey. In Noncommutative harmonic analysis with applications to
137
probability, volume 78 of Banach Center Publ., pages 13–34. Polish Acad. Sci.
Inst. Math., Warsaw, 2007. 7, 9, 101, 109, 115, 117
[11] Teodor Banica and Amaury Freslon. Modeling questions for quantum permu-
tations. Infin. Dimens. Anal. Quantum Probab. Relat. Top., 21(2):1850009, 26,
2018. 35
[12] Julien Bichon. Hopf-Galois systems. J. Algebra, 264(2):565–581, 2003. 105, 106
[13] Julien Bichon. Quantum automorphism groups of finite graphs. Proc. Amer.
Math. Soc., 131(3):665–673, 2003. 1, 24, 27
[14] Julien Bichon. Free wreath product by the quantum permutation group. Algebr.
Represent. Theory, 7(4):343–362, 2004. 14
[15] Julien Bichon and Robert Yuncken. Quantum subgroups of the compact quan-
tum group SU−1(3). Bull. Lond. Math. Soc., 46(2):315–328, 2014. 105
[16] N. L. Biggs and D. H. Smith. On trivalent graphs. Bull. London Math. Soc.,
3:155–158, 1971. 5, 75
[17] Michael Brannan, Alexandru Chirvasitu, Kari Eifler, Samuel Harris, Vern
Paulsen, Xiaoyu Su, and Mateusz Wasilewski. Bigalois extensions and the
graph isomorphism game. arXiv:1812.11474, 2018. 127
[18] A. E. Brouwer, A. M. Cohen, and A. Neumaier. Distance-regular graphs, vol-
ume 18 of Ergebnisse der Mathematik und ihrer Grenzgebiete (3) [Results in
Mathematics and Related Areas (3)]. Springer-Verlag, Berlin, 1989. 15, 19, 60,
61, 64, 68, 71, 106
[19] Andries E. Brouwer and Willem H. Haemers. Spectra of graphs. Universitext.
Springer, New York, 2012. 64
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