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Abstract
Relaying is a well-known technology that has gained a wide interest in the academic 
papers over the past years. It provides the advantages of enhanced throughput and ex­
tended coverage. However, most of the previous studies focused on fixed relay scenarios. 
Mobile Femtocell or MFemtocell can be considered as a practical implementation of the 
concept of the mobile relay.
We investigate the impacts of deploying Mobile Femtocell in LTE networks. A pos­
sible protocol framework for MFemtocell deployment is suggested. The spectral effi­
ciency performance of opportunistic multiuser scheduling algorithms over MFemtocell- 
enhanced LTE cellular networks is studied. Furthermore, we particularly study the 
impacts of deploying MFemtocells stations on the signalling overhead for opportunistic 
scheduling. In order to investigate the potential of MFemtocell in an LTE network, a 
dynamic system-level LTE simulator has developed. Our system level simulation results 
indicate that one potential advantage of deploying MFemtocells is improving spectral 
efficiency by reducing the amount of feedback signalling.
K ey words: Mobile Femtocell, Multi-hop communication, LTE, Scheduling, Resource 
partition scheme.
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Chapter 1
Introduction
Long Term Evolution (LTE) is the next evolved cellular system that has been put for­
ward by Generation Partnership Project (3GPP) in Release 8 [1]. It aims to provide 
higher data rates for future mobile applications. LTE adopts Orthogonal Frequency Di­
vision Multiple Access (OFDMA) as the technique for resource sharing among multiple 
users. It was designed from the beginning with the goal of developing the radio ac­
cess technology under the assumption that all the services would be based on Internet 
Protocol (IP). In addition to that, LTE has emerged with an evolution of the non­
radio aspects of the overall system. The work on specifying the Core Network (CN) 
in LTE is commonly known as System Architecture Evolution (SAE). 3CPP further 
extended the original proposal of LTE, which is known as LTE-Advanced. This pro­
posal aims to achieve data rates up to 1 Gbps and 500 Mbps in downlink and uplink, 
respectively. LTE-Advanced should provide a backward compatibility in terms of spec­
trum existence, which means that it should be possible to implement LTE-Advanced 
in a spectrum already occupied by LTE with no impact on existing infrastructure 
nodes. Furthermore, LTE-Advanced will employ the same radio interface technology 
that LTE uses.
In addition, 3CPP considers deployment of the multi-hop communications and Fem­
tocell technology as potential extensions of LTE-Advanced to expand the coverage 
and capacity. There are two different types of relays, namely, fixed and mobile re­
lays [2]. Fixed relays are deployed at locations according to cell planning and radio
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optimization to improve the user throughput or to expand the coverage at the cell 
edge [3]. Mobile relays [4] are moving wireless nodes which fully support relaying func­
tionalities in cellular systems. Two types of mobile relays can further be distinguished, 
i.e., mobile user relays and moving networks. Mobile user relays are to use handsets 
within the close vicinity to relay the information to/from the BS. In moving networks, 
dedicated relays are mounted on moving vehicles, such as trains, buses, or private cars, 
to receive data from the BS and forward to the users onboard, and vice versa. In 
previous works, relay communications mostly focused on scenarios with either fixed 
relays [5,6] or mobile user relays [7,8]. There has been little research undertaken for 
moving networks.
Femtocells, also called home BSs or home evolved NodeB (Home eNodB) [9], are small, 
low-power data access points installed by home users to get better indoor coverage or 
improved user throughput with reduced implementation cost [10]. Femtocells can con­
nect to the operator’s core network via legacy broadband connection such as Digital 
Subscriber Line (DSL) or optical fiber. The same licensed spectrum of the operator 
can be utilized by Femtocells and therefore the spectral efficiency can be improved. 
Also, due to the short transmission range between the Femtocell and its users, the 
transmission power of users can be reduced resulting in longer battery life.
In this thesis, the performance of MFemtocell deployment in LTE system is investi­
gated. MFemtocell is a small cell which can move around and dynamically change its 
connection to the operator’s core network.
1.1 M otivation and Objectives of the Research
Nowadays, the Internet has formed a foundation in our information society. Emails, 
chatting and web browsing have become an essential part of our daily life. With the 
huge development in the mobile and wireless communications systems, the Internet has 
been extended from the wired to the wireless network, more precisely to the cellular 
systems, in order to meet the people’s requirements to access from anywhere and at 
anytime. There is always an increase in the demand for high communications quality 
in the cellular systems. The multi-hop communications and, recently, the Femtocell
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technology have proven to improve the coverage and the capacity with reduced imple­
mentation cost.
Usually, the public vehicles (i.e. trains and busses) are more crowded with people than 
other places and there is a high possibility to request diverse data services, e.g. web 
browsing, video streaming and gaming. Public vehicles, e.g., trains and buses, are mov­
ing hotspots with many people potentially requesting diverse data services, e.g. web 
browsing, video streaming, and gaming. Users inside a moving vehicle may execute 
multiple handovers at the same time causing a significant increase in signaling load and 
drop connections to the network. So, it is worth minimizing the signaling load and 
drop calls within a fast moving vehicle. Motivated by the concepts of mobile relays 
(moving networks) and Femtocells, in this research we propose a new concept called 
Mobile Femtocell (MFemtocell). There are, however, many challenges for researching 
MFemtocells. For instance, how the resources have to be shared between Macro and 
MFemtocell users? How the MFemtocell can regulate the sharing of the time-varying 
uplink bandwidth among the different flows and maintain the QoS provisioning? How 
to balance between the incoming and outgoing rate in different MFemtocells to avoid 
buffer overflow? What time sharing strategy and spectrum reuse factor should be used 
in a scenario that has a variable number of MFemtocells? How to prioritise the direct 
(i.e. users communicate directly with the base station) and MFemtocell users in each 
step of scheduling?
This research will cover the following areas:
• Time sharing and spectrum reuse in MFemtocell-based OFDMA cellular systems
• Packet scheduling for multiple flows sharing time-varying uplink channel in MFemtocell- 
based OFDMA cellular systems
In the first area, we present spectral-efficiency analysis and simulation results on the 
system-level performance of OFDMA-based spectrum reuse and opportunistic schedul­
ing schemes in an MFemtocell- assisted communications environment. Whereas in the 
second area, we will give the state of the art about scheduling algorithms in wireless 
communications systems and explain the problem of scheduling in an MFemtocell sce­
nario.
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The objective of this research is to introduce the concept of MFemtocell and inves­
tigate its performance in LTE cellular systems. We study the spectral efficiency of 
the MFemtocell-enhanced system in the presence of opportunistic scheduling. We also 
investigate the impacts of deploying Femtocell stations on the amount of feedback sig­
nalling overhead required for implementation of opportunistic scheduling, 
a comprehensive LTE system level simulator has been developed to study and present 
the gain in the performance of MFemtocell implementation in different scenarios.
1.2 Thesis Outline
This thesis comprises five chapters organized as follows: Chapter 1 gives a basic in­
troduction to the research. Chapter 2 introduces briefly the LTE system as well as its 
key features including LTE architecture, an overview of the resource structure, and a 
description of control channels in downlink/ uplink. Chapter 3 introduces the concept of 
Mobile Femtocell. A brief explanation of the two resource partitioning across between 
base station and MFemtocells are presented. In adition to that, this chapter gives 
a survey for wireless packet scheduling algorithms and explain the problem of packet 
scheduling in MFemtocell-assisted system. Chapter 4 presents two system models, spec­
ifies the simulation models and presents results of system-level performance analysis. 
Conclusion and the future plan are given in Chapter 5.
1.3 Statues of Current Work
The results in Chapter three has been submitted for publication as follow:
1. F. Haider, M. Dianati and R. Tafazolli, “A Simulation Based Study of Mobile 
Femtocell Assisted LTE Networks”, in IEEE IWCMC 2011, accepted for publi­
cation.
Chapter 2
Introduction to LTE System
A fast evolution has happened in the cellular system in the last few years. The cellular 
industries have started to pay more attention on high speed mobile broadband systems 
toward Fourth Generation (40). Next generation systems, (e.g. LTE or WiMAX ) are 
based on the OFDMA scheme, mainly due to improved spectral efficiency that this 
scheme can support and the flexibility in the allocation of the radio resources. In ad­
dition to that, this multiple access has been demonstrated to support a high data rate 
by utilising multi-user diversity gains. LTE-Advanced is the next generation of LTE, 
which is supposed to provide data rate up to 1 Gbps in the downlink and 500 Mbps in 
the uplink.
LTE system uses OFDMA in the downlink and Single Carrier Frequency Division Mul­
tiple Access (SC-FDMA) in the uplink [1]. This arrangement is motivated in LTE 
to design a simplifled User Equipment (UE) with efficient power amplifiers, which is 
relevant to terminal battery life.
2.1 LTE Architecture
The LTE network architecture has been designed to support solely packet switched ser­
vices. It intends to provide a seamless IP mobility. Quality of Service (QoS) and minimal 
latency. All the network interfaces are IP-based protocols. The LTE system comprises
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the Core Network (CN) and access network, which is known as Evolved UMTS Ter­
restrial Radio Access Network (E-UTRAN). The CN consists of Packet Data Networks 
(PDN) Gateway (P-GW), Serving Gateway (S-GW) and Mobility Management Entity 
(MME). The S-GW acts as a local mobility anchor forwarding and receiving packets 
to and from the serving eNodB. The P-GW is the interface to the external PDNs such 
as the Internet. It is also responsible for IP allocation, IP routing for UEs, and QoS 
provisions. The MME is the control plane element which processes the signaling be­
tween the UE and the core network. The SI interface connects the eNodeB to the core 
network. It is divided into two interfaces, one for the control plane and the other for 
the user plane [11].
The E-UTRAN is made up of evolved NodeB (eNodB) and UE. The eNodB is re­
sponsible for all radio-related functions such as Radio Resource Management, Header 
Compression, and Security. The functional split between eNodB and MME/GW is 
described in Fig. 2.1 [12,13].
X2
eNodeB eNodeB
eNodeB
Figure 2.1: Overall E-UTRAN architecture.
The E-UTRAN protocol stack for user plane protocol stack is depicted in Fig. 2.2 [13], it 
consists of the Packet Data Convergence Protocol (PDCP), Radio Link Control (RLC)
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and Medium Access Control (MAC) sub-layers, all are terminated in the eNodeB. The 
respective roles of each of these layers are summarized in the following:
• The PDCP layer: this layer performs functions such as header compression and 
decompression, ciphering and in-sequence delivery, and duplicate detection at 
handover for RLC [13].
• RLC layer: The main functions of the RLC layer are segmentation and reassembly 
of upper layer packets in order to adjust them to the size which can actually be 
carried over the radio interface. It is also responsible for in-sequence delivery and 
duplicates detection [12].
• MAC layer: This layer carries out scheduling/multiplexing of data over different 
radio channels. It is also responsible for attainting the negotiated QoS for each 
radio channel over different users. There is one MAC entity per user [12].
MAG MAC
I
PDCP
PHY
RLCRLC
PDCP
PHY
GatewayUE eNB
Figure 2.2: The E-UTRAN user plane protocol stack.
The control plane between the UE and core network is shown in Fig. 2.3 [13]. The PDCP, 
RLC and MAC layers perform the same functions as they do for the user plane with 
the exception that there is no header compression function for the control plane. The 
Radio Resource Control (RRC) protocol, known as ’Layer 3’ protocol, is responsible for 
setting up the radio channels and configuring all the lower layers using RRC signaling 
between the eNodB and the UE. The MME is control node which is responsible for 
mobility management, authentication and security. MME uses Non-Access Stratum 
(NAS) as control protocol between the user and CN.
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PDCP
RLC
NAS
RRC
PHY
PDCP
PHY
NAS
MAC
RRC
RLC
MAC
MMEeNBUE
Figure 2,3; The E-UTRAN control plane protocol stack.
2.2 LTE Resource Structure
The frequency grid in the LTE is composed of units of 12 sub-carriers with a total band­
width of 12 x l5  kHz =  180 kHz (termed as Physical Resource Blocks (PRBs)). A sub­
carrier spacing of 15 kHz has been selected in order to minimise cyclic prefix overhead 
and give a large enough tolerance to Doppler shift. The total number of sub-carriers 
depends on the configured transmission bandwidth. For instance, when operating at 
5 MHz or 10 Mhz, there are 300 or 600 sub-carriers respectively. In the time domain, 
the radio frame is defined to consist of 10 sub-frames, each sub-frame splits to two 0.5 
ms slots. The 0.5 ms slot accommodates Seven Orthogonal Frequency-Division Mul­
tiplexing (OFDM) symbols. The smallest unit of the resource is defined as Resource 
Element (RE) which corresponds to one sub-carrier for a duration of one OFDM sym­
bol interval [12]. The detailed structure for LTE resource is shown in Fig. 2.4 [12].
In the LTE system, uplink and downlink data transmissions are scheduled on a 1 ms 
sub-frame basis. In the downlink, the user data is carried on Physical Downlink Shared 
Channel (PDSC). Data is transmitted on the PDSCH in units known as a MAC Pro­
tocol Data Unit (PDU), each of which corresponds to transport blocks. The number 
and size of the transport block depends on the number of PRB that assigned to one 
particular user and the chosen modulation scheme. Transport blocks are transported 
down from the MAC layer to the physical layer once per Transmission Time Interval 
(TTI), where a TTI is 1 ms, corresponding to the sub-frame duration [12]. The eNodB
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One radio (rame = 10ms
m
I
♦
One subframe (2 slots) (1 ms)
1 Resource block
Figure 2.4; Time-frequency resource structure in LTE system.
allocates each PRB based on the Channel Quality Indicator (CQI) from the UE. In 
principle, a scheduled UE can be allocated an arbitrary combination of 180 KHz wide 
resource blocks in each 1 ms scheduling interval [12].
The user data in the uplink direction is transmitted on the Physical Uplink Shared 
Channel or PUSCH; there is at most one PUSCH per UE. In earlier Releases of LTE, the 
users are assigned multiple subchannels that are adjacent to each other, i.e., frequency- 
contiguous, in order to preserve the SC-FDMA property [14]. However, LTE Release 
10 offers the possibility for multi-cluster uplink transmissions where the allocation can 
be done in frequency-non-contiguous mode [15].
2.3 LI Control Signaling in LTE Cellular System
In wireless communications systems as the users’ data increases in a cell, there is a 
performance trade-off between the radio resources for the user throughput and control
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signals. The amount of resources needed for control signaling depends on several fac­
tors. They are the error rate (e.g. Bit Error Rate (BER)) for the control information, 
and the time delay to switch from idle to active states and to handover between two base 
stations. It also depends on the size of transmitted data packets; usually small packets 
like Voice over IP (VoIP) will lead to higher signaling overhead. Therefore, minimizing 
this kind of overhead is the key to improve the overall system performance [12]. LTE 
system has a set of physical control channels in both directions. These channels are 
defined by 3GPP to support the operation of advanced functions such as scheduling, 
link adaptation, etc.
The rest of this section outlines the control channel structure in downlink and uplink 
of the LTE cellular system.
2.3.1 D ow nlink C ontrol C hannel
In the downlink direction, the user data and the control signals are time-multiplexed. The 
first 1st, 2nd or 3rd OFDM symbols in each TTI have been defined to carry the control 
channel information [16]. Physical Downlink Control Channel (PDCCH) is one of the 
control channels, which carries messages related to the scheduling assignment/ granted. 
Each user, who is scheduled in downlink or/and has a scheduling grant in the uplink, 
is instructed via control messages to the relevant downlink/ uplink resources. A Con­
trol Channel Element (CCE) is the minimum frequency/time resource allocated for 
control channels. It is used to send the PDCCH messages from the eNodeB to the 
scheduled users. The size of each CCE is 36 contiguous sub-carriers, and it is loaded 
using Quadrature Phase Shift Keying (QPSK) modulation scheme with different coding 
rates [16]. The number of the required CCEs for each user is a subject to the channel 
quality of that user. So, If a user is in a very good radio condition, only 1 CCE is 
likely to be assigned to transmit the control messages. Otherwise an aggregate of 2, 4 
or even 8 CCEs are required if the user has a low signal-to-noise ratio to increase the 
robustness [17]. It is important to note that the total number of scheduled users per 
sub-frame in downlink and/or uplink direction is completely dependent on the CCE 
limitation. Usually for 5 MHz and 10 MHz system bandwidth the total number of 
CCE is approximately 20 and 40 respectively, those CCEs would be shared by uplink
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and downlink scheduled users. Fig. 2.5 shows the required CCEs with respect to cell 
coverage.
eNode
Figure 2.5: The required CCEs with respect to cell coverage.
2.3.2 U plink  C ontrol C hannel
The users feed back their downlink channel quality i.e. CQI to the eNodeB to support 
the channel-dependent scheduling and link adaptation. Moreover, the users need to 
inform eNodB about their successful/ failure transmission. Two other types of feedback 
information are also used to support Multiple-Input and Multiple-Output (MIMO) 
operation, the MIMO rank information and the precoding information [13]. In LTE, a 
dedicated Physical Uplink Control Channel (PUCCH) is used to transmit the feedback 
information when the user has no data to transmit. However, when the user is granted 
the permission to transmit on uplink sub-frame and due to signal carrier constraint 
of uplink, the control information is time multiplexed together with user data prior 
to Discrete Fourier Transform, DFT-spreading [16]. It is very important to maintain 
the performance of the control channel on the specified target level by varying the 
modulation and the coding rate to avoid retransmission and to utilise efficiently the 
radio resources. It is also very essential to minimize the overall overhead of control
11
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signals as much as possible so that the resources could be used to transmit more user 
data. In [18], the formula (2.1) has been introduced to determine the size of control 
information:
N • Cctra . (2 .1)
where Q  is the size of the control signal in unit of symbol/sub-frame, N  is the number 
of control signaling bits, Bs and Cctr are bit per symbol and coding rate of the selected 
Modulation and Coding Scheme (MCS) respectively. [.] is the rounding function. It is 
clear that the size of control information depends on the assigned MCS for the uplink 
shared data channel PUSCH [18].
Our simulation results in Fig. 2.6 shows the size of resource elements that should be 
reserved for three versions of CQI (5, 10 and 30 bit) as function to the Signal-to-Noise 
Ratio (SNR) of PUSCH for 10% target Block Error Rate (BLER). These results are 
fully inline with 3GPP findings [18].
■^CQ I (5 bits) 
-^ C Q I (10 bits) 
-»-CQI (30 bits)
-4
SNR (dB)
Figure 2.6: The number of required symbol for uplink control signaling.
2.4  Sum m ary
This chapter has presented an overview of LTE network architecture including the 
functionality provided by E-UTRAN. The LTE physical layer has been desigiK'd on 
top of OEDMA in the downlink and SC-FDMA in the uplink. The allocation of the
12
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resources is dynamic with 180 kHz resolution in the frequency domain and 1 ms in the 
time domain and, making the radio resource usage more efficient.
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hapter 3
Mobile Femtocell
3.1 Overview
Multi-hop communications with relays can greatly improve the spectral efficiency and 
network coverage and has widely been considered as a major candidate technology 
in various standards, such as in LTE-Advanced systems. In relay communications, 
users do not necessarily communicate directly with the base station (BS). Instead, 
intermediate nodes are used which relay the data to the BS and vice versa [19].
3GPP has decided to consider the multi-hop communications as one potential candidate 
component for LTE-Advanced to expand the coverage extension and capacity. The use 
of multi-hop communications has widely been investigated, but mostly focusing on 
fixed relay scenarios. However, it is required that the deployment of the Multi-hop 
communications in LTE-Advanced should be backward compatible with LTE release 
8. Recently, two multi-hop schemes have been discussed, namely fixed and mobile relay. 
Fixed relay is deployed on specific location decided according to cell planning and 
optimisation in order to increase the rate in high-populated areas or to expand the 
coverage at the cell edge. Fixed can have a directional antenna in order to improve the 
propagation quality to the base station. [20,21]. Mobile relays, on the other hand, are 
moving wireless nodes, which can support relaying functionalities in the cellular system. 
It is anticipated to fit several deployment scenarios, which might not be addressed by 
the fixed relay. The terms backhaul, access link and direct link are used in this thesis
14
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to denote eNodB-MFemtocell, MFemtocell-UE and eNodB-UE links respectively, as it 
is illustrated in Fig. 3.1.
Figure 3.1: Relay-enhanced cellular system.
3.2 M ulti-hop Strategies
A number of well-known Multi-hop strategies have been studied over the past few 
years. The following is an overview for some of these Multi-hop communication strate­
gies, which can be used by relay-enhanced cellular systems.
• Amplify-and-Forward Relaying (AF):, known as a Layer 1 (LI) relay. It simply 
receives a certain signal, amplifies and then transmits it again to the intended des­
tination [22]. No decoding or demodulation process is carried out on the received 
signal in this case. Apart from the simplicity of the AF relays, they introduce 
less delay compared with other strategies. Nonetheless, the AF relay cannot 
distinguish between the desired signals and the received noise and interference 
because there is no decoding operation in such type of relays. Put differently, 
the AF relay amplifies the noise and interference and retransmits them together 
with the desired signals to the destination, which is the main drawback of this
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protocol. Therefore, AF relay offers best gain in noise limited system deployment 
while the benefit from their employment in a presence of dominated interference 
is limited [23].
• Decode-and-Forward Relaying (DF): In contrast to the AF relay type, no noise 
and interference are amplified and forwarded by the DF relay. Instead, the DF 
does fully decode the received signal, re-encode and then transmit a noise-free sig­
nal to the destination [24]. Therefore, DF relays are relevant even in noise/ interference 
limited environments, and hence they can be employed to improve system perfor­
mance. Adaptive Modulation and Coding (AMC) may be applied on the backhaul 
and access link independently. The DF relay suffers from orthogonal constraint 
and thus, the relay needs to be assigned orthogonal resources for reception and 
the transmission to avoid self-interference. This means, the relay cannot receive 
and transmit simultaneously on the same frequency.
In this research, DF would be focused as the main strategy of relaying.
3.3 M obile Femtocell
The concept of MFemtocell is motivated by the concepts of mobile relays and Femto­
cell technology. It is a small cell which can move around and dynamically change its 
connection to the operator’s core network. The MFemtocell can be deployed on public 
transport buses, trains and even private cars, as it is shown in Fig. 3.2. It adopts LTEs 
standard radio interface to communicate with the serving BS and the group of users 
that are served by that particular MFemtocell. A MFemtocell and its associated users 
are all viewed as a single unit to the eNodB. From a user point of view, a MFemto­
cell can be seen as Home eNodB. Home eNodB is the base station that is used inside 
building which is commercially known as Femtocell, and from here the name Mobile 
Femtocell is suggested for that.
Deployment of MFemtocells can potentially benefit cellular networks. Firstly, as it will 
be shown later, MFemtocells as mobile relay stations can improve spectral efficiency 
of the entire network. In addition, MFemtocells can contribute to a reduction of sig-
16
Chapter 3: Mobile Femtocell
eNodeB
Figure 3.2: Overview for Mobile Femtocell deployment.
nailing overhead for a variety of network operations. For instance, MFemtocell can 
perform a handover on behalf of all its associated users, which can reduce the han­
dovers activities for the users within the MFemtocell. Furthermore, the battery life of 
the associated users with a MFemtocell can be prolonged as they will only involve in a 
relatively shorter range communication with their serving MFemtocell, instead of the 
long distant to the base station.
Most of the previous works related to the mobile multi-hop scenarios were considering 
a simple ad-hoc model where the mobile station acts as a relay to others [7,8], but 
they generally do not mention any standardization to be taken place. To the best of 
our knowledge, there is little underway work in which a complete base station is fitted 
on vehicles serving a group of users.
3.4  B asic  A rch itectu re  o f M obile  F em tocell
The MFemtocell implementation is backward compatible with the legacy system, and 
it may not require any changes in the Radio Access Network (RAN). The MFetmocell 
traffic over the backhaul link is served like a regular UE traffic. So, it only needs an 
UE-like transceiver with some advanced capabilities. In principle, the MFemtocell can 
have the flexibility to add more than one antenna and different antenna patterns to 
enjoy spatial diversity and beamforming. In addition, the users only need a normal 
handover operation to switch from the Macro to the MFemtocell and vice versa since 
they see the latter as a regular base station. Dynamic cells can be formed by equipping 
vehicle nodes such as trains or buses with a Femtocell station. The MFemtocell will 
aggregate all user traffic into one channel and transmit the data to the macro eNodeB
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over an allocated transport block. On the downlink, the macro eNodeB will sum up 
all incoming traffic and send them to the MFemtocell over a single stream. Fig. 3.3 
illustrates the MFemtocell architecture in LTE-Advanced cellular system.
Fig. 3.4 shows the user plane protocol stack including the radio and the SI interface 
of MFemtocell-integrated LTE architecture. It also describes an example for IP-based 
application such as Internet web browsing. The end-to-end peer entities are operating 
in UE and a web server application. All IP packets, which are designated to users 
inside the MFemtocell, are transmitted through the eNodB using a MFemtocell’s IP 
address as destination IP address. On the other side, all packets addressed to the core 
network are encapsulated using MFemtocell IP address as source IP address and then 
forwarded via eNodB to the core network. The eNodB must handle the IP packets 
addressed to the macro users differently than MFemtocell user packets. One possible 
way to do that is by making the MFemtocell packets are bypassed the GPRS Tunnelling 
Protocol (GTP) and UDP protocol at the eNodeB for both uplink and downlink links. 
Then, the de/encapsulation of GTP is done at the MFemtocell station instead [25]. 
Regarding the control plan, a similar protocol architecture to a user plan can be used. 
The control packets can also transmitted as user plan packet via eNodB to the MFem­
tocell. However, since the transmitted control packets will be treated as user plan 
packets at the eNodB, these type of packets should be given a high radio classification 
priority to ensure they will be delivered at the destinations with less delay and drop 
probability. The corresponding control protocol stack is shown in Fig. 3.5.
LTE air 
interface
LTE air 
interface
UE,
eNodB
Mobile Femtocell
Home
eNodB UE
Core network
Figure 3.3: Overview of MFemtocell architecture in LTE-advanced system.
3.5 Resources Partitioning Schemes
In the OFDMA-based cellular system, the whole spectrum is usually split into the or­
thogonal sub channels along the time domain. These sub-channels will be shared by
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M obile
Femtocell eNodB
Macro IJEs’ traffic
MFemto UEs’ traffic
Figure 3.4: User plan stack for MFemtocell-integrated LTE architecture.
Mobile Femtocell
M acro UEs’ trafTic
MFemto UEs’ traffic
Figure 3.5: Control plan stack for MFemtocell-integrated LTE architecture.
different users by means of using the opportunistic scheduling algorithms. By bringing 
in the MFemtocell, the spectrum has to be shared or reused between the different kinds 
of links, i.e. the backhaul, the direct and the access links. Therefore, designing an effi­
cient resource partition policy in the multi-hop system is quite essential. Additionally, 
the performances can be further optimised by employing an effective scheduling algo­
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rithm along with interference management [26]. Two resource partition policies can be 
categorized and explained as follows:
• Orthogonal Resource Partition: In this resource partition scheme, the radio 
resources allocated to the backhaul, direct, and access links are all orthogonal 
either in the time or frequency domain and hence no intra-cell interference occurs.
• Non orthogonal Resource Partition: In this scheme, the radio resources are 
reused by the direct and access links. However, the radio resources are still orthog­
onally allocated to the eNodB-UE and eNodB-MFemtcell links. Non-orthogonal 
mode means that there is a possibility for an interference from eNodB on the 
users served by the MFemtocell and vice versa. The advantage of this scheme is 
the improvement in resource utilisation compared to the orthogonal scheme. In 
addition to that, this scheme gives the flexibility to implement the Radio Resource 
Management (RRM), at the BS and the MFemtocells independently.
A number of studies have been done on resource allocation in multi-hop OFDMA-based 
cellular systems [27-34], mostly on the fixed multi-hop scenarios. Several schemes of 
frame structures have been proposed, all aim to mitigate the interference between 
macro and relay users by allocating orthogonal resources to the users of the BS and 
those served by relays. Most of these works were centralised-based allocation, in which 
the BS controls the allocation. In [27], A centralized downlink RRM in a single cell 
CDMA EV-DO has been proposed. The relays reuse the same licensed band and do 
their transmission with differen Pseudo Noise (PN) codes. The scheduler algorithm 
uses a stochastic drift metric to find the candidate links. The metric is proportional 
to achievable rate of each link and to the maximum difference in queue lengths be­
tween the source node and destination node across each link. In [28] the relays and 
their users are served in a time division manner. Also, it has been suggested to reuse 
the resources on the access link among several relays. In principle, this can work if 
multiple relays are located large distance apart or the coverage of each relay is limited 
to a small area by using directive antenna in order to reduce the intra-relay inter­
ference. In [29], the authors have introduced several sub-channel/ time allocations to 
obtain an optimum performance between outage and throughput. The authors of [30]
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have evaluated the performance of four relay-channel partitioning and reuses schemes 
for a two hop OFDMA-based cellular system. These schemes mitigate the interference 
and improve the throughput by using spatial reuse. The author of [31] has studied 
the spectral efficiency of the opportunistic scheduling and spectrum reuse over multi­
hop channels in the presence of a large number of users. It has been concluded that 
a potential performance enhancement can be provided by combining the gain which 
comes from the multi-hop routing and spectrum reuse with gains of multi-user diversi­
ties (i.e., the diversities that comes up from independent fading gains across different 
users). In [32], the transmissions from the BS and from the relay are separated in two 
successive portions of time. In the first portion of time the transmissions from BS to 
relays or to direct users occur on different sub-channels. Whereas in the second portion 
of time, the relay sends the traffic to its users. Two time sharing strategies have been 
introduced, namely fixed and adaptive time sharing. In the first strategy, the resource 
allocation is made with equal time division. In the second strategy the time sharing is 
adaptive such that the optimization of the time division is performed by an iterative 
approach. However, since the direct users share the resource with relays in the first 
time portion, there is a possibility that fewer resources are available for those users, 
and hence they might start starving. Furthermore, the finial decision for sub-channel 
allocation is made in BS. Two semi-distributed downlink OFDMA-based relay schemes 
in a single cell have been proposed in [34], called separate and sequential allocation 
(SSA) and separate and reuse allocation (SRA). In the former scheme, the relay can 
only use the assigned resources by BS to serve its users. In latter scheme, the relay 
can use all available resources. In general, with semi-distributed RRM, the amount 
of the signalling overhead required to feedback the channel states and other relevant 
information can be significantly reduced.
3.5.1 T im e d ivision  vs. Frequency d ivision
Practically, the multi-hop device cannot transmit and receive data simultaneously on 
the same frequency. Therefore, a division scheme is required, either in the time or 
frequency domain, to prevent the self interference. With the time division manner, 
the separation occurs in the time domain. In other words, a dedicated time zone is
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reserved for transmitting the information from the eNodB to MFemtocell. In another 
time zone, the MFemtocell will forward the information to the destination. In this 
manner, the time synchronization between the eNodB and MFemtocell is essential to 
avoid the interference.
In the Frequency division manner, the MFemtocell utilizes separate frequency resources 
for the whole transmission. The time synchronization is not necessary in this scheme. 
Fig. 3.6 depicts the concepts of time and frequency division. Time division is assumed 
in the rest of this research.
time
M FemtoceiM FentocelleNodB
(l-a)T
(a) Time division
aF
(l-a)F
eNodB M Fentocell
M Fem tocell UE
(b) Frequency division
Figure 3.6: Time division vs. frequency division.
3.5 .2  M F em tocell Spectrum  R euse
In addition for the spectrum sharing between BS and the MFemtocell, there is an­
other form of spectrum reuse which might be applicable to the MFemtocell scenario. 
That is, during any given time, multiple MFemtocells can serve their users using a 
common set of time-frequency resources. Both orthogonal and non-orthogonal schemes 
might be able to get a benefit from MFemtocell spectrum reuse to improve spectral 
efficiency. However, this can work only if few MFemtocells with large distance between 
them, or the coverage of each MFemtocell constrains to a small area by using a directive 
antenna to reduce the intra-MFemtocell interference.
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3.6 Packet Scheduling Schemes
Scheduling algorithm is the important entity in the provision of the satisfied QoS fac­
tors such as delay, packet loss rate or throughput. Packet scheduling is a method to 
alter the sharing of the link bandwidth among the users by deciding the order of ser­
vicing users’ request. Scheduling algorithms can be categorised as work-conserving and 
non-work-conserving [35]. A work-conserving scheduler is never idle if there is one 
non-empty queue. Whereas non-work-conserving may be idle, even if there is a packet 
waiting for transmission. A large number of fair scheduling methods [36-38] for wire- 
line networks have been proposed to guarantee fairness and bound delays of the packet 
transmission. The authors of [36] proposed an ideal and efficient flow-based schedul­
ing discipline, called Generalised Processor Sharing (GPS). GPS is a work-conserving 
scheduler, and originally proposed to operate at fixed link rate (C). It assigns each 
flow with a weight, such that the scheduler serves all flow simultaneously and each 
flow would receive a service proportional to its weight. Hence, it provides an optimal 
fairness performance by ensuring that each flow is served fairly according to its weight. 
To be more specific, let us assume that there are N  continuously backlogged flows in 
a interval of [r,t], and each zth flow is assigned a positive weight cf)i by scheduler. Let 
Si{r,t) be the amount of flow i that is served in a period of [r^ t] during which there is 
no change in the set of the backlogged flows, then GPS guarantee that [36]:
~ î j ’ ^
and each backlogged flow i is guaranteed a rate of
(3-2)
j=i
GPS is an idealised scheduling policy that assumes each flow can be infinitely divid- 
able and all flows can receive service simultaneously. In a realistic system, the flows 
are transmitted in unit of packets, which are not dividable and hence GPS cannot be 
employed practically. Nevertheless, GPS scheduling discipline is used as a reference 
model to evaluate the performance of more applicable schedulers. Weighted Fair Queu­
ing (WFQ) [37], also known as Packet-by-Packet GPS (PGPS) [36], is packet-based
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algorithm proposed to emulate the GPS algorithm in real system. Hereby, the flow 
is served in terms of complete packets and only a single packet can be served at the 
time. The WFQ scheduler transmits a packet whose last bit would be served earliest 
according to GPS model, if no additional packet is to arrive after that time. WFQ has 
been implemented based on a virtual time, which can be defined as percentage of the 
link capacity that a backlogged flow can be received at time t corresponding to the 
GPS system.
In WFQ, each arrival and departure of a packet from the GPS server is denoted as an 
even. Denote tj as the time at which the j^h event occurs. Let ti= 0  be the time of 
the first arrival in a busy period and B j  be the set of sessions that are continuously 
backlogged in the interval ( tj- i, tj). Then, virtual time V{t) in busy period can be 
calculated as follow [36]:
y(0) =  0, (3.3)
V(tj—i +  t )  =  V(tj—i) +  ■= —, T tj — tj_ i, j  =  2,3....
where C is the channel capacity and it has been assumed to be constant. If C is time- 
varying, then it should be replaced by C{tj-\)  [39]. Each incoming packet from i flow is 
stamped with start (S'f ) and finish virtual time {F^) which can be calculated as follow:
5? =  max[Ft-\V{a'i)],  (3.4)
F t  = S t  + ^ ,(pi
where are packet length and the arrival time of A:th arrived packet of flow i,
respectively. WFQ would serve the packets in increasing order of their finishing time, 
and thus simulates the GPS model. However, it has been demonstrated in [38] that if 
there are a large number of backlogged flows, then the fairness under WFQ may be 
quite different from the GPS. This is because the WFQ discipline does not look at the 
start time of the packet. So, in [38], the authors proposed a new packet scheduling 
policy called Worst-case Fair Queueing (WF^Q) to approximate the GPS model as 
closely as possible.
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3.7 Packet Scheduling for W ireless System s
Wireline-based scheduling algorithms cannot be straight employed in wireless net­
works. Particularly, wireless channels are subject to location and time-dependent signal 
impairments such as attenuation, fading, interference and noise that lead to bursty er­
rors and time-varying link capacity. In the wireless environment, certain information is 
required to support the scheduling decision, and this information includes the number 
of session, the appropriate rate, channel quality and the queue status. This information 
might be easy to obtain in downlink since the scheduler is situated at the BS. For the 
uplink, the BS needs the queue status and the number of sessions of each user. That 
information can be found by means of signaling sent over uplink control channel.
3.7.1 Packet Scheduling for T D M A -b ased  W ireless S ystem s
Over the last few years, many wireless queuing policies [40-46] have been introduced 
for adapting the fair queuing in Time Division Multiple Access (TDMA)-based wireless 
environment. In a TDMA network, only one packet of a flow can be transmitted at a 
given time. Most of these algorithms include a compensation mechanism which is the 
key element to approximate the fair queuing algorithm in wireless system. It determines 
how lagging flows make up their lag and how leading flows give up their lead. One of 
the first papers that dealt with the problem of location-dependent and bursty errors in 
scheduling is [40]. It introduced a scheduling method named channel state dependent 
packet scheduling (CSDPS). The principle of CSDPS algorithm is simple, whenever a 
user’s channel is in a bad state, its queue is marked as affected. The CSDPS then does 
not serve those affected queues. Therefore, with CSDPS, a higher data throughput and 
channel utilisation can be achieved. However, CSDPS cannot ensure a fair throughput 
among the users since there is no compensation model in the algorithm. In addition, 
the algorithm does not offer any guarantees on bound packet delay. In order to solve 
the issue of unfair link sharing in CSDPS, the author of [41] propose an enhanced 
CSDPS that combines a class-based queuing (CSDPS-CBQ). However, it does not 
provide a guaranteed delay bound or packet loss rate. Idealised Wireless Fair queuing 
(IWFQ) [42] is idealised server designed to approximate the performance of WFQ in
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wireless systems with a compensation model for channel error flows. In IWFQ, two 
types of services are defined: error-free service and error-prone service. The error-free 
service is simulated by WFQ and used to decide whether the flow is leading, lagging or 
in synchrony. Here, all flows are assumed to perceive a good channel all the time. While 
the error-prone is the real service, in which some of the flows might suffer from bad 
channels, each flow would be marked as lagging, leading or synchronising depending on 
whether its real service is ahead, behind or in accordance with error-free service. The 
scheduler serves the error-free flow packet with the minimum service tag among the 
backlogged flows that experience a clean channel. Whenever a flow suffers from channel 
errors, all its packers will retain their old tags, and it is marked as lagging flow. Later 
on, when the lagging flows perceive an error-free service, they would be compensated for 
the lost service at the expense of the leading flows. Although IWFQ can guarantee long 
term throughput and delay bound of the packets, the IWFQ does not provide graceful 
service for the leading flows. Thus, a flow that is lagging for a long time will be able to 
hold the channel until it can be compensated for all its lost services, which may result in 
the leading and in sync flows not being served at all, and may end up being starvation 
accessing the channel. This problem has been addressed in [43] and [44]. [43] and [44] 
proposed a wireless scheduling algorithm called Channel-condition Independent Fair 
Queueing (CIF-Q) and Wireless Fair Service (WFS), respectively. Both CIF-Q and 
WFS are similar to the IWFQ in the sense that they simulate the error-free service. 
It provides both long-term and short-term fairness. They also can provide the graceful 
service degradation and overcome the limitation of IWFQ by ensuring that the leading 
and in sync flows are not affected by the compensation of the lagging flows. Unlike 
CIF-Q, WFS provides decoupling of delay and bandwidth
All previous algorithms assumed that the channel is in two states: good (free-error) or 
bad (error) state. The transmission would be successful if the channel is in a good state, 
otherwise it completely fails in the bad state. Multi-rate Wireless Fair Queuing (MR- 
FQ) [45] and Opportunistic Weighted Fair Queueing (OWFQ) [46] consider the multi­
rate transmission capability of the wireless networks. MR-FQ adapts the transmission 
rate of a flow based on its channel quality and lagging degree. OWFQ is a scheduler 
that couple channel fluctuations with WFQ in order to provide a guaranteed fairness
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among competing flows.
3 .7 .2  Packet Scheduling for C D M A -based  W ireless S ystem s
All aforementioned scheduling algorithms have been designed based on time-scheduling 
approach, which may lead to a high complexity due to the extensive calculation of 
the virtual time of each packet [47]. Moreover, time-based scheduling is suitable in 
TDMA-based networks where only one packet of a given flow can be served at a spe­
cific time and with full system rate. Ideally, GPS serves multiple flows at the same time 
with different rates. Parallel transmission is the key feature of Code Division Multiple 
Access (CDMA) and OFDMA based systems where multiple packets for a number of 
users or flows can be transmitted simultaneously using different codes or sub-carriers. 
A number of GPS-based scheduling algorithms have been adopted for CDMA systems. 
A PGPS equivalent scheme for hybrid TDM A/CDMA system has been introduced 
in [48]. This algorithm has been implemented based on time scheduling approach. 
Thus, the GPS server is still needed to be simulated for computing the flnishing virtual 
time (i.e. service time) for each packet. Based on the virtual time, multiple packets 
can be served at the same time in increasing the order of their virtual time. However, 
the intensive in the computing of virtual time and the high signalling overhead that 
required make this scheme difficult to be implemented. The authors of [49] propose a 
rate-scheduling GPS-based to be used in CDMA downlink. Rate-scheduling approach 
means that the scheduler arrange the channel rate (i.e. service rate) of each user by ad­
justing the allocated power or spreading factor according to weights of the users, rather 
than assigning a service time for each packet. The user weight varies in each schedul­
ing period to guarantee the minimum required rate. However, the short-term fairness 
cannot be guaranteed because of the frequent readjustment of the weights. In addition 
to that, the algorithm has high complexity and may not be practically employed. A 
low complexity GPS-based scheduling scheme called a code-division GPS (CDGPS) has 
been proposed in [50] and enhanced in [51]. CDGPS uses dynamic bandwidth allocation 
and GPS to offer a fair service among the users in the wide-hand CDMA (WCDMA) 
system. CDGPS makes use of the adaptive feature of the WCDMA physical layer to 
provide the required QoS for multimedia flows. It uses a fixed assignment weight to
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approximate the GPS system and provides similar fairness. In [50], an enhanced version 
of CDGPAS named credit-CDGPS (C-CDGPS) is proposed. In this scheme, the uplink 
capacity is allocated by means of employing a combination of credit-based scheduling 
and CDGPS scheduling. Hence, the CDGPS policy guarantees the minimum required 
bandwidth by assigning weights and the extra bandwidth will be distributed among the 
other flows in deceasing order of the credit assigned to them, (unlike to GPS discipline 
whereby the extra bandwidth will be distributed proportionally to flow weights). Com­
pared with CDGPS, the C-CDGPS provides improved long-term throughput and fair­
ness. However, both schemes have been designed without taking into account the 
impact of multipath fading on channel capacity in CDMA-based cellular system. An­
other shortcoming of [51] and [50] is that the rate of each flow is controlled by only 
the weights. Thus, the delay — bandwidth coupling, which denotes to the interdepen­
dence of the bounded delay and the guaranteed bandwidth (reducing delay required 
large bandwidth allocation). For instance, VoIP packet required low bandwidth, but 
it is classified as delay-sensitive traffic type. Consequently, delay-bandwidth coupling 
could lead to less bandwidth utilization. The issue of delay-bandwidth coupling has 
been addressed in [52] and [53]. The authors of [52] proposed a computing efficient 
scheme based on dynamic programming, which can solve the issue of delay-bandwidth 
coupling in CDMA based system. Their approach is based on time-varying weights 
assignment. In [53], Feedback enhanced Target-tracking WFQ (FT-WFQ) scheduling 
scheme is presented. It dynamically adjusts the transmission rates on a per class basis 
to minimise delay deviation from the delay targets and maximise the bandwidth utilisa­
tion. FT-WFQ includes two different control units: predictive and feedback units. The 
former unit is to estimate arrival rate of each class, and accordingly the rate allocation 
can be adjusted. Whereas the latter unit detects the imperfection such as estimation 
errors and counteracts them.
3.7 .3  Packet Scheduling for O F D M -based  W ireless S ystem s
Also there were some works to implement the GPS in orthogonal frequency-division 
multiplexing (OFDM) based systems [54,55]. In [54], the truncated generalized proces­
sor sharing (TGPS) scheduling scheme has been introduced for power and sub carrier
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allocation in the downlink of an OFDM system. However, the authors did not consider 
the multi-rate transmission case and they considered a single modulation level. In ad­
dition, the queue status has not been taken into the account. The authors of [55] extend 
the OWES algorithm to be used in OFDMA-based system. OWES can deal with dif­
ferent QoS classes without assigning priority rules or predefined bandwidth reservation 
for real time traffic.
3 .7 .4  P rob lem  o f th e  scheduling in M F em tocell
In the traditional single-hop cellular network, the scheduler is located at BS which is 
responsible for serving the users in both directions. Each user would have its own link 
toward BS. In contrast, the Mobile Femtocell scenario has a hierarchical architecture 
that consists of the BS, MFemtocell and the mobile user. In this case, a group of flows 
(originated form users within an MFemtocell) would share a single link toward the BS 
with time-varying capacity in the uplink channel, as it is illustrated in Fig. 3.7.
Users within
MFemtocell
queuesFlows MFemtocell
R=C (t)
BSScheduler
BS
D Q m
MFemtocell
Figure 3.7: MFemtocell connected to the BS via a backhaul link with variable band­
width.
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As it was mentioned earlier, the BS treats the MFemtocell as a regular mobile user. The 
BS is responsible for deciding how much bandwidth each user can get in both directions. 
Therefore, the available bandwidth of the MFemtocell-BS link is variable subject to the 
amount of the resources allocated by the BS as well as the selected modulation order. 
In this case, the scheduler rate of the MFemtocell can be shown as a function of the 
time
R  = C(t), (3.5)
and it is very important that an MFemtocell station should take Eq. 3.5 into account 
when it schedules the buffered packets of different flows toward the BS and fulfils the 
QoS requirements. This issue has been addressed in [56] and [57]. In [56], the authors 
proposed a scheduling algorithm called Adaptive Rotating Priority Queue (ARPQ) to 
dynamically allocate the available bandwidth to traffic flows in different prior classes. 
ARPQ is designed based on the well-know priority queueing (PQ) scheme and it aims 
to provide relative fairness for different traffic classes. ARPQ aims to adjust the varia­
tion of the available bandwidth in moving network by varying the weights of different 
priority classes. ARPQ can guarantee the delay bounds for flow with high priority 
while maintaining reasonable throughput for the low priority flows. ARPQ lumps sev­
eral queues to several groups, and each is assigned to one priority class. A rotating 
mechanism is applied by which the newly arrived packets are shifted from high number 
queue to the tail of the low number queue of the corresponding group periodically. The 
rotating period for each class is adaptive to the available bandwidth in order to control 
the delay of the flows belonging to that class. The drawbacks of ARPQ lie in two as­
pects. Firstly, Multiple queue groups require considerable memory space and extensive 
computational complexity. Secondly, in order to serve the correct packet, ARPQ needs 
to know the real-time transmission rate for each class to decide in which state the class 
is. This will bring extra burden to the scheduler in a Moving cell.
To avoid the drawbacks of ARPQ, the same authors in [57] proposed a scheduling 
algorithm named Capacity-adaptive WFQ (CA-WFQ). It is an extension for the clas­
sical WFQ, and it is designed to work in time-varying capacity. CA-WFQ dynamically 
changes the weights allocated to different flows in order to adapt the fluctuation of the 
available capacity bandwidth. However, only one session can be served at time with
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full system rate which might lead to bad bandwidth utilization. Also, the virtual time 
for each flow still needs to be simulated.
3.8 Summary
This chapter has presented the architecture of MFemtocell in LTE system. It has dis­
cussed two different strategies of two -hop communications. Two resource partitioning 
schemes that can be adopted in an MFemtocell-enhanced system have been discussed. 
This chapter also gives a survey of scheduling techniques that have been proposed for 
wireless networks and explains the problem in scheduling of MFemtocell scenario.
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4.1 The Performance of Different Resource Partitioning  
Schemes
This section aims to investigate the performance of the two resource partitioning 
schemes that are mentioned in the previous chapter for Mobile Femtocell deployment 
in LTE cellular systems.
4.1 .1  S ystem  M odel
A multicell system that has a layout of hexagonal grid consisting of 19 eNodBs with 3 
sectors in each one is considered. We look at MFemtocell-assisted downlink multiuser 
communications in this model. All cells operate under only one carrier frequency, i.e. 
frequency reuse of 1. Macro users (i.e users communicate directly with eNodB) and 
MFemtocell are uniformly distributed within the coverage of each cell, as shown in 
Fig. 4.1. For convenience, the end users and MFemtocells are indexed by the following 
sets that is, n E J\f = {1, ....A^} and j  E J  ={1,.... J}, respectively. For any MFemtocell 
j  { j  E J ) ,  there are a set of active users m E M j  = {1, ....M} (The total number of the 
end users is N  including the users within MFemotocell, and the user within MFemtocell 
will be indexed by its respective n if it communicates directly with eNodB).
The MFemtocells are assumed to have omnidirectional antennas toward eNodB as well
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as within their coverage. The eNodB will transmit the data to the selected MFemtocell 
over the backhaul link. The MFemtocell will then fully decodes the data, buffers it and 
re-transmits it to its user (Decode-and-Forward multi-hop strategy). To support the 
opportunistic scheduling, the eNodB gathers the channel state information (CSI) from 
all macro users and MFemtocells. Likewise, the users within MFemtocell will feed back 
this information to MFemtocell station only.
The eNodB-MFemtocell link experiences fast fading with Non-LOS (NLOS) chan­
nel. The channel of the backhaul and direct links are assumed to be constant within a 
sub-frame, but it changes independently in the next sub-frame, i.e. block fading chan­
nel. Within the MFemtocell, the links between MFemtocell station and the users are 
assumed to be LOS with slow fading channel. The path loss model on the direct and 
the backhaul is based on a generic format that is relevant to the practical scenario in 
urban and suburban areas where the buildings are of nearly uniform height. Femtocell 
path loss is assumed on links between MFemtocell station and users within its coverage. 
This path model takes into the account the penetration loss when the users are outside 
the vehicle [58].
4.1 .2  S ign al-to -In terferen ce-p lus-N oise-R atio  A nalysis
The received SINR for the channel eNodB-MFemtocell and eNodB-UE link, denoted 
as SINR(b) and SINRp) respectively, on the RB k at time t can be calculated using 
Eq (4.1):
S,NR.,
where P  is the transmitted power from the serving eNodB. hj^^{k , t )  and h ^ ^ { k , t )  
are the complex channel gains, and N q is the noise power. loth is the received power 
from the interfering cells including inter and intra cell interference, as it is shown on 
Fig. 4.3 (a) and (b). Intra cell interference on the direct users occurs due to the 
simultaneous transmission from eNodB and MFemtocell on the same resource block, 
in case of non-orthogonal transmission, as it is shown in Fig. 4.3 (b). This type of
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Figure 4.1: A snapshot of the simulated scenario.
intra-interference can be reduced significantly by constraining the transmitted power 
within the MFemtocell using a directive antenna or reduced transmitted power. If we 
assume that the channels of different cells to one particular user are changing indepen­
dently, then the envelope of the combined interference variation, according to central 
limit theorem [59], will follow Gaussian distribution. Hereby, the interference can be 
seen as additive white Gaussian noise. This assumption is reasonable if the number of 
interfering cells is large enough [60,61]. It has been assumed that the backhaul link has 
a gain {G) over the direct link coming from using two antennae working in diversity 
mode and the outside location of MFemtocell antenna toward the eNodB, as shown in 
Fig. 4.2.
On the other hand, the received SINR for the link from MFemtocell to its users equals 
SINR(a). The intra-interference from the eNodB to the MFemtocell users (and vice 
versa) is equal to zero in Fig. 4.3 (c) in the orthogonal scheme. However, if the non-
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orthogonal scheme was employed, the SINR(a) is given by:
(4.2)
where SINR^ n^ A) i^  the SINR that can be obtained in the orthogonal mode. Pj  is the
transmitted power from MFemtocell j  and g^{k,t) is the complex channel gain of a
user within the MFemtocell. So, the interference within the MFemtocell in the non-
orthogonal mode consists of two parts: one from the eNodB that the MFemtocell
is connected and the second part comes from the other cells. If we assume that the
distance from the MFemtoecll station or its users is the same with respect to the eNodB,
then ____
SINR^
SINR^^^^(t, k) = SINR.
(B)
G + 1
(4.3)
where G is the backhaul gain over the direct link, as it is shown in Fig. 4.2.
Figure 4.2: A simplified link level model for Mobile Femtocell.
4.1 .3  Spectral E fficiency A nalysis
Multiuser scheduling is assumed in this work where the macro users and MFemtocells
are served over K  Resource Blocks (RB), indexed by /c—1,.... ,A, based on the well-
known MAX-SINR and Proportional Fair (PF) scheduling policies. With MAX-SINR
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b) Interference on the direct user
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Figure 4.3: A simplified model that shows two types of interference in Mobile Femtocell 
based systems.
scheduler, the eNodB will assign an RB k to user n which owns the highest instanta­
neous SINR at sub-frame t. Thus,
rik(M A X -SIN R ) arg max„g^R„(i, /c), & ^  1 ,...... , AT , (4.4)
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where Rn{t,k) oc SINRn,(t, fc) is the instantaneous achievable rate on RB k and it is 
calculated according to Shannon formula:
Rn{t, /c) =  ^  log2(l +  SlNRn(D) {t, k)), (4.5)
where B  is the system bandwidth. Whereas in PF, the scheduler allocates the RB k to 
user ne  Af according to the following criterion:
nfc(pp) =  arg k = 1 ,..... , K  , (4.6)
Rn{t) is the average delivered rate in the past, measured over a fixed window of obser­
vation. It can be calculated using an average filtering, which will be updated using the 
following formula:
1 -  1 ^
Rn{t) =  (1 -  —)Rn{t -  1) +  — ^  Rn(k, t) dn{k, t), (4.7)
k=l
T  is the time window constant, dn(k,t) is a binary indicator that is set to 1 if the user 
n is scheduled on resource block k at time t and to 0 otherwise.
The communications over the eNodB-MFemtocell links are carried out over a dedicated 
time-frequency zone, as it is shown in Fig 4.4. Moreover, a set of MFemtocells are 
selected based on the same scheduling algorithm that has been used to serve macro 
users. Within the MFemtocell, it has been assumed that the users (M j)  are served 
according to round-robin policy.
Positive fractions (normalised) CKB, and ckd are assigned to represent the time­
sharing on the backhaul, access and direct links respectively, such that
û;b +  (^ A T ctd =  1, (4.8)
Fig. 4.4 depicts the time sharing strategy that has been considered in this work for 
both partition schemes [31]. We can see from Fig. 4.4(a) and 4.4(b) the during o;b 
the transmission is only done over backhaul links between eNodBs and MFemtocells. 
In case of orthogonal scheme, the access and directs links are active over specific time 
sharing which corresponding to their time time-sharing fractions, i.e., o;a and o;d, as it 
is shown in Fig. 4.4(a). While in non-orthogonal scheme, the eNodBs and MFemtocell 
can both transmit simultaneously to the direct and access users during time that equals 
to œa +  o;d time slots, as it is shown in Fig. 4.4(b).
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Figure 4.4: Transmission Modes for MFemtocell-enhanced cellular system.
The achievable capacity (in bps/Hz/cell) on the direct link on the time t can be calcu­
lated:
N K
^  ^ ^ i ? n ( / c , t )  dn(/c,t), orthogonal
Cd ( )^ =  < n = lk=lN K (4.9)
(ao+aA) y~| R„{k, t) d„{k, t), non orthogonal.
n=l k=l
The achievable capacity on the access link can be given by:
K
^  ^  '^ R m ( k , t )  dm{k,t), orthogonal
mEMj k=l
K
(q:d+q:a) y ^ R ^ { k , t )  dm{k,t),non  orthogonal,
me A4,- k=l
(4.10)
However, the rates on access link between MFemtocells and their users are limited by 
the achievable capacity of the backhaul link fo MFemtocell jf,
K
(4.11)
k=\
As a result of that, the total system spectral efficiency (in bps/Hz/cell) after allocating 
all RBs to the selected users, including MFemtocell users, can be calculated according 
to:
J
^sys it) = ^  min[C^ ( t - d ) ,  (t)] 4- Cd {t), (4.12)
3=1
where d is the time required to decode, re-encode and buffer the incoming data from 
the backhaul links. The first term in Eq. (4.12) stands for the achievable capacity of
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data flow from eNodB to users via MFemtocell and the second terms represents the 
capacity for direct users. We can notice form Eq. (4.12) that the achievable throughput 
over two hopes is the minimum value between the rate of backhaul link and the rate of 
the access link. However, to get maximum rate over the two hopes, the rate over the 
backhaul and access should be equal, i.e., C b  = C a -
4 .1 .4  S im ulation  R esu lts
The performance of the MFemtocell in the LTE system is evaluated using a dynamic 
system level simulator which is compliant with 3GPP LTE specification [62]. The simu­
lation consists of several iterations and each of them has 5000 sub-frames. In each itera­
tion, the MFemtocells and mobile users are distributed independently and uniformly. A 
frequency-selective fading with 6 taps and a certain power delay proflle (PDP) are 
considered. The number of MFemtocell and Macro users are assumed to be 10 and 40 
respectively. Inside each MFemtocell, it has been assumed that there are two active 
users. LTE frame structure is considered, which consists of blocks of twelve contiguous 
sub carriers in frequency domain and seven OFDM symbols in the time domain. One 
sub-frame (1 ms) is regarded as scheduling period. The carrier bandwidth is fixed at 
10 MHz with 50 RBs. The site-to-site distance is 3000 m (Macro 3). Statistics are 
gathered only in center eNodB in order to have a fair influence of interference, as it 
is shown in Fig. 4.1. The processing delay (d) is assumed to be 2 ms. All UEs are 
equipped with a single antenna while the MFemtocells have two antennas working in 
diversity mode. The gain on the backhaul link (G) is assumed to be 8 dB. A full eNodB 
buffer is considered where there are always buffered data ready for transmission for 
each node. The users inside the MFemtocell are assumed to be indoor users with 5 dB 
penetration loss. Other relevant simulation parameters are summarised in Table 1. 
Fig. 4.5 compares the average spectral efficiency of the orthogonal and non-orthogonal 
scheme in MFemtocell-enhanced scenario as a function to a percentage of users that 
associate with MFemtocell, as a results from Eq. (4.12). As it is clearly shown, increas­
ing the percentage of users that communicate with an eNodB through the MFemtocell 
leads to enhancement in the spectral efficacy compared with reference system of single­
hop. In addition to that, the simulation results demonstrate that with a presence of the
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Table 4.1: Simulation Parameters 1
param eter eN o d B -M F m eto cell eN od B -U E M F em tocell-U E
Antenna height (m) 20 20 2
Shadwoing (dB) 8 8 4
Antenna gain (dBi) 18 18 5
Bandwidth (MHz) 10 10 10
Transmitted power (dBm) 46 46 20
Time sharing (a) 30% 50% 20%
Distance (m) >100 >100 <20
two scheduling algorithms mentioned earlier, the non-orthogonal scheme outperforms 
the performance of the orthogonal scheme due to spectrum reuse between the eNodB 
and the MFemtocells.
-A- Single hop- MAX SINK 
Single hop-PF 
-&-Non-orthogonal-MAX SINR 
-B- N on-orthogonal-PF 
Orthogonal-MAX SINR 
-B- Orthogonal-PF
2 0 ' 4 0 %  6 0 %
Fraction of users with MFemtocells
10 0 %
Figure 4.5: Spectral efficiency comparison of orthogonal and non-orthogonal scheme.
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Fig. 4.6 shows the average cell throughput of the system that consists of 40 end users 
and 10 MFemtocells. As we can notice, the throughput in a non-orthogonal scheme 
is higher compared with orthogonal in the both scheduling schemes. The gain in the 
system throughput, in case of non-orthogonal scheme, comes from the spectrum reuse 
among the MFemtocells and eNodBs.
Single-hop
Orthogonal
E l  N on-orthogonal
30
M AX-SNR
Figure 4.6: Average cell throughput.
The user and MFemtocell average throughput Cumulative Distribution Function (CDF) 
is presented in Fig. 4.7, where only non-orthogonal scheme and PF scheduling are 
assumed. Comparing with a system without MFemtocells, it can be observed that the 
average throughput for macro users has been increased. Furthermore, the MFemtocells 
themselves have a high throughput (around 500 Kbps) due to additional gain in received 
SINR(b) on the backhaul link.
Fig. 4.8 depicts the system throughput of the two partitioning schemes as function to 
averaged SINRp) of the direct link on different cell positions. Here, it has been assumed 
that all RBs are allocated to only two users: one connected directly to the eNodB and 
the other through the MFemtocell. Both schemes provide a better performance, as 
compared to the reference system of single hop especially in middle and edge of the cell. 
However, when the MFemtocells are moving near the eNodB after SINR.p) of 14 dB, 
the performance of orthogonal scheme lags slightly behind the single hop performance 
due to the high SINR. on the direct link.
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Figure 4.8: Performance of the system throughput.
4 .2  S ig n a llin g  O v e r h e a d  R e d u c t io n  w ith  M o b ile  F e m to c e l l  
I m p le m e n ta t io n
This section aims to investigates the impacts of deploying Femtocell stations on the 
amount of feedback signalling overhead required for implementation of opportunistic 
scheduling.
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4.2 .1  S ystem  M odel
In this section, we will focus is on MFemtocell-assisted multiuser communication and it 
is considered a single-cell system (no co-channel interference) with one eNodB, several 
MFemtocells and users, as it is depicted in Fig, 4,9. The uplink control channel is also 
considered in this system. In this model, N  macro users, indexed by n =  1, N , and 
J  MFemtocells, indexed by j  =  1, ,,,, J , are uniformly distributed in the considered 
geographical area. It has been assumed that the channel state information (CSI) of all 
macro users and MFemtocells are prior known to the eNodB and, based on that, the 
eNodB does the opportunistic scheduling, A discrete adaptive modulation scheme that 
corresponds to quaternary phase-shift keying (QPSK), 16 quadratic-amplitude modu­
lation (QAM), and 64-QAM) and, each with different coding rates, is supported when 
the uplink SNR is above a respective predefined SNR thresholds which have been taken 
from Ref [18], The required control signalling is estimated based on the selected MCS 
index for the uplink channel which can be determined using Eq, (2,1),
The received Signal-to-Noise Ratio (SNR) for the channel eNodB-MFemtocell and 
eNodB-UE link, denoted as SNR(g) and SNR(d) respectively, on the Resource Block 
(RB) k at time t can be calculated using Eq (4,13):
P\hj^t)Ÿ 
No
P\hn{k,t)pSNPb^p  ^(t, k) — ^  ,
where P  is the transmitted power from the serving eNodB, hj{k, t) and hn{k, t) are the 
complex channel gains from the eNodB to the macro users and MFemtocell, respectively. 
No is the noise power. The simulation results in the this section will consider the same 
channel model (i,e, path loss, shadowing and fast fading channel) that has been adopted 
in previous section. In addition, it has been assumed that the backhaul link has a gain 
(G) over the direct link,
4 .2 .2  U ser selection  and R esource a llocation
Multiuser scheduling in the uplink as well as the downlink is assumed in this work where 
the macro users and MFemtocells are served over K  Resource Blocks (RB) indexed by
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Figure 4.9: A simplified model for the Mobile Femtocell scenario.
k —1,..... ^K. Moreover, the MFemtocells are scheduled over a dedicated time-frequency
zone such th a t a set of MFemtocell are selected based on the scheduling criterion, shown 
in Fig. 4.10. As mentioned in Section 2.3.1, the scheduler in the eNodB should take into
time
eNodB t MFemtocells ; eNodB IJEs MFemtocell I ^  UEs
Figure 4.10: Time sharing strategy for MFemtocell-enhanced cellular system.
the account the lim itation of the CCEs when allocating the RBs to the  users in both  
directions. So, user scheduling here has two successive scheduling decisions: candidate 
selection followed by frequency domain resource allocation to assign the RBs among the 
selected users. In the first step, the time dom ain scheduler will prioritize the users based 
on a given priority criterion (e.g. round robin, proportional fair, etc.), then  it selects
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only Nmax < N  users (or Jmax < J  MFemtocells) with highest scheduling priority 
taking into account the total CCEs constraints as well as the number of available 
resource blocks. Proportional Fair (PF) scheduling policy has been considered in this 
work. In the first step, the scheduler sorts out the users in descending order according 
to PF metric, then it picks up only some of the users depending on the availability of 
CCEs and PRBs. In the second step, the scheduler uses Eq. (4.8) to allocate the RB k 
to user n (MFemtocell j).
4.2 .3  S im ulation  R esu lts
The performance of the MFemtocell in the LTE system has been evaluated using a dy­
namic system level simulator which is compliant with 3GPP LTE specification [62]. The 
simulation consists of several iterations with 5000 sub-frames in each. In each iteration, 
the MFemtocells and mobile users are distributed independently and uniformly. The 
carrier bandwidth is fixed at 5 MHz with 25 RBs. The number of MFemtocell is as­
sumed to be 10. The processing delay d is assumed to be 2 ms. All UEs are equipped 
with a single antenna while the MFemtocells have two antennas working in diversity 
mode. The gain on the backhaul link (G) is assumed to be 8 dB. The number of CCEs is 
assumed to be 20 in this work and they are equally shared between downlink and uplink 
messages allocation. The control signalling bits has been chosen to be 10 bits. A full 
eNodB buffer is considered where there are always buffered data ready for transmission 
for each node. The Uplink transmitted power for users and MFemtocell is equal to 20 
dBm. Other relevant simulation parameters are summarised in Table 1.
The performance of the MFemtocell in downlink and uplink is evaluated in terms of 
average access delay, the number of scheduled users per sub-frame and the signalling 
overhead reduction in the uplink.
• Access Delay:
The average access delay of buffered packets as a function of direct SNRp) is shown 
in Fig. 4.11. The access delay can be defined as the time that the head-offline packet
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has to wait in eNodB buffer before it has been transmitted. It can be seen that with 
MFemtocell deployment the access delay is reduced significantly especially at low SNR 
(e.g. cell edge). This is because with MFemtocell, the eNodB needs to schedule fewer 
users since it sees the MFemtocell and its users as one user. Additionally, near the 
eNodB fewer CCEs are required (shown in Fig. 2.5) which leads to increase in the 
number of scheduled uses.
-9 - W ithout M Femtocell 
“^ W ith  M Femtocell
SNR [dB]
Figure 4.11: Average access delay.
• N um ber o f  Scheduled Users:
Fig. 4.12 shows the histograms of the frequency distribution of total scheduled users per 
sub-frame (normalised by the total number of data points) with and without MFemto­
cell. It can be observed that with MFemtocell implementation, the number of scheduled 
users is higher, with the mean distribution increased from 4.2 to 6.5 users/sub-frame. 
Also, the probability of less than three scheduled users is decreased from 16% to 6%. 
The probability of more than nine scheduled users also increased significantly from 2% 
to 10%. This improvement is due to the way that MFemtocell aggregates multiple 
users into one channel. As mentioned earlier, the number of scheduled users is subject 
to the CCE constraint. This constraint can be reduced significantly with MFemtocell 
deployment because of the aggregation of multiple users into only one channel. In this 
work, it is assumed that the minimum rate for each user in MFemtocell is 200 Kbps.
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Figure 4.12: Relative frequency of the scheduled users.
• U plink C ontrol Signal Overhead:
In the uplink, the MFemtocell can decrease report information of its associated users 
(ideal and active) significantly. Fig. 4.13 illustrates the signaling overhead reduction 
(normalised to max value) as a function to the percentage of number of users regis­
tered with the MFemtocell. As it is shown, the overhead is reduced compared with the 
case where there are no users associated with MFemtocell. Thus, the feedback reports 
between users and MFemtocell station do not add to the total system overhead be­
cause the MFemtocell will cut off all these messages and send only its feedback to the 
eNodB. Thereby, the amount of the reduction in signaling overhead can be replaced 
with useful data and hence improvement in the users and the system throughput. The 
saturated occurs due to the constraint in number of scheduled user in the uplink. In 
the case where only half (or 80 %) registered users, the signaling overhead will consist 
of the signalling coming from the users that communicates directly to the eNodB in a 
addition to the MFemtocell signaling.
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Figure 4.13: Signaling overhead as a function of the number of the users within MFem­
tocell.
4 .3  S u m m a r y
This chapter has presented the system model and simulation results for two scenarios. In 
the first scenario, we has studied the performance of two resource partitioning schemes 
which can be used for mobile Femtocell deployed scenario in multi cell LTE-Advanccd 
system in presence of opportunistic scheduling. Our system-level simulator shows that 
performance of system with MFemtocell implementation outperforms a system lacking 
MFemtocell especially on the middle and edge of the cell. The results demonstrate that 
by using a non-orthogonal scheme an enhanced performance can be achieved compared 
with orthogonal scheme. In the second scenario, we investigated the performance for 
mobile Femtocell deployed in term of access delay, number of served users, and signalling 
overhead reduction scenario in single cell LTE-advanced system. The simulation results 
demonstrate that the implementation of MFemtocells in an LTE network can reduce 
the signaling overhead resulting in an increased system performance especially in the 
uplink.
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5.1 Conclusion
In this thesis, the architecture of Mobile Femtocell has been introduced. MFemtocell 
can be a potential candidate for LTE-Advanced system. The integration of the MFem­
tocell into LTE system can be done in a straight forward way, and it might not require 
a huge modification in air interface as well as in the system protocols. MFemtocell 
deployment, however, might lead to some performance issues because the LTE radio 
protocol stack and RRM are designed and optimized for direct communications rather 
using two hops. Moreover, since the control packets may transmitted as user plan pack­
ets from core network to MFemtocell’s users, the eNodB should give higher priority in 
term of QoS classification to those type of packets, as it is mentioned in Section 3.4. 
In addition to that, the eNodB should aware regarding GTP tunnel termination.
The performance of two resource partitions schemes have been discussed and anal­
ysed in MFemtocell-based scenario with the presence of opportunistic scheduling. The 
system-level simulator shows that the performance of a system with MFemtocell imple­
mentation outperforms a system of no MFemtocells, especially on the middle and edge 
of the cell. The results demonstrate that by using a non-orthogonal scheme an enhanced 
performance can be achieved compared with orthogonal scheme. However, a full load 
and uniform user distribution in our system model has been assumed. In a practical 
system, the resource allocation should take into the account the load distribution and
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QoS requirements, which will be the main concern in the future work.
The performance for mobile Femtocells deployed in terms of the reduction in signalling 
overhead has been studied. The simulation results showed that the implementation of 
MFemtocells in the LTE network can reduce the signaling overhead, resulting in an 
increased system performance especially in the uplink.
5.2 Future Works
The direction on future work can cover the following major areas; resource partitioning 
schemes, scheduling algorithms (in the uplink) , and mobility management strategy. In 
each area, the theoretical formulation can be derived by applying the traditional meth­
ods of optimisation. Thenceforward, optimum algorithms will be designed, inspired 
from the classical algorithms of the previous works.
5.2.1 A d ap tive  R esource P artition in g  Schem e
By introducing the MFemtocell, the resources have to be shared among the different 
kinds of links. Therefore, it is quite essential to design efficient resource partition 
schemes in order to get optimal system performance. The major challenges are:
• How the resources across the different links should be partitioned.
• How the direct and MFemtocell users in each iteration of scheduling should be 
prioritised.
• How to balance the load in queues of all MFemtocells to avoid queue overflow.
Static partitioning of the resource among the different links is the common strat­
egy. However, since the number of MFemtocells and their load in each cell might change 
from time to time, then the static strategy would not be the optimal solution to share 
the resources. The work in this direction will be on designing a low-complexity dy­
namic resource allocation mechanism by which the frame structure and MFemtocell 
spectral reuse factor are adapted according to the number of the MFemtocell and its
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load status. A distributed resource allocation ( Fig. 5.1) will be considered by which 
the eNodB and each MFemtocell has the ability to assign the resources based on local 
channel condition. By using this approach, a significant reduction in the channel sta te  
Inform ation (CSI) feedback can be obtained. The main focus will be on the optim i­
sation problem th a t maximises the cell th roughput while m aintaining fairness among 
all users and stabilizing the queues at all nodes. The goal of this work is to  balance 
the allocated tim e/frequency resources between the backhaul, the direct and the access 
links while additionally stabilise the queues sta tus in all MFemtocells.
eNodB
Scheduler
M2
M Femtocellj
Scheduler
M acro users 
(Single-hop)
Figure 5.1: D istributed resource allocation architecture in M Femtocell-based system.
5.2 .2  Scheduling A lgorithm  in U plink C hannel
The MFemtocell is responsible for reserving the radio resources of backhaul link and 
serving the buffered packets of different flows. However, the link capacity between the 
MFemtocell and the eNodB fiuctuates frequently subjects to the am ount of the  as­
signed resources and the chosen m odulation scheme. Moreover, The channel condition 
between the MFemtocell and its respective eNodB is changing fast all the tim e due 
to the mobility of MFemtocell. Thereby, the available radio resources can not always 
support all sessions th a t belong to users inside MFemtocell. The m ain challenges to  
the QoS provisioning of a MFemtocell is th a t the fluctuation in capacity happens in
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short-timescale. So, an adaptive scheduling algorithm  th a t can dynamically regulate 
the sharing of time-varying capacity for different flow classes is quite essential. This 
algorithm  would be employed by the MFemtocell station to serve the buffered packets 
toward the eNodB. The uplink of MFemtocell can be modeled as a queuing system, as 
depicted in Fig. 5.2, where the to ta l bandw idth is shared by n flows.
The future work in this direction will consider a packetised, m ulti-rate and m ultim edia 
traffic w ith widely diverse delay and rate specifications. It can explore at an optimi­
sation problem which maximises the bandw idth utilization of a MFemtocell uplink 
channel subjects to GPS fairness and QoS constraint. W ith  GPS discipline, each flow 
is guaranteed a minimum rate proportional to  its weight. The work in this area aims 
to  design an efficient scheduling algorithm  in an MFemtocell to optimise sharing of the 
allocated uplink resources among different flows. Two analytical models will be formu­
lated: queueing and capacity variation models. The first model will be used to analyse 
the system  performance measures such as packet delay and packet dropping probabil­
ity. Discrete Markov Poisson process, which supports several types of traffic patterns, 
can be integrated in this model to formulate the packet arrive process [63]. The sec­
ond model will be used to represent the fluctuation in capacity of a link between a 
MFemtocell and eNodB in the uplink. This models will take into the account several 
factors including the mechanism th a t the eNodB used to allocated the resources among 
MFemtocells. It should also consider the discrete m odulation orders and the supported 
coding rate.
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Figure 5.2: A queuing Model for MFemtcell uplink link.
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5.2 .3  M ob ility  M anagem ent S trategy
Mobility management is an essential component to enable mobility of nodes while 
maintaining the sessions between the users and the core network. MFemtocell enabled 
system involves the possibility of handing over a femtocell and all associated users to 
another eNodB. The MFemtocell and its users will face service disruption of network 
connectivity while the MFemtocell is moving from one cell to another and therefore, 
a flexible framework that supports MFemtocell handover is required. The handover 
mechanisms in LTE system have to be extended to support the mobility of the MFem­
tocell. A moving bus/train MFemtocell scenario can be considered, which is shown in 
Fig. 5.3. A mixture of services such as VoIP and web services will be assumed. An 
effective LTE-compatible handover scheme to handle all sorts of mobility will be de­
signed to minimise the disruption that the users may experiences. A mobility scheme 
that optimizes the handover procedures of MFemtocell and guarantees the QoS for each 
user will be investigated.
MME/GW
Handover
Source-eNodeB Target-eNodeB
T
M Femtocell
Figure 5.3: A simplified model for the Mobile Femtocell scenario.
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