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Abstract
Relief Mapping is giving great results for the creation of 3D impostor models. An impostor model
is a simplification of an original geometric model that is used to replace it. Then, the original
volume can be reproduced in a high quality representation with very few artifacts or cracks
and a high compactness. We have studied the state of the art on Relief Impostors and some
current techniques related to them. In particular, we have implemented the Omni-directional
Relief Impostors (ORI) technique and its hierarchical extension (HORI), througn the usage of
spatial partition methods. We expose an alternative to the spatial distribution and selection of
the impostors. Furthermore, we show a different computation for the rendering view distance in
order to guarantee a minimal quality for the simplified representation. Finally, we discuss the
obtained results and propose some new ideas or approaches to enhance the efficiency and quality
of the final rendering using ORIs’ and HORIs’ techniques. In addition, our implementation has
involved a software engineering study in the Open Source field.
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Cap´ıtol 1
Introduccio´
En l’actualitat existeixen models (representacions gra`fiques en 3D) i escenes amb gran nivell de
detall i que requereixen elevades capacitats computacionals per al seu processament i visual-
itzacio´. Un exemple molt caracter´ıstic d’aquest tipus de model o escena, so´n les representacions
urbanes, donada la seva gran extensio´ i la quantitat d’elements i detalls que les conformen.
A causa de la complexitat inherent dels models, els ordinadors, i me´s especialment els de
consum (com els que podem trobar a casa de qualsevol usuari), poden arribar a tenir grans di-
ficultats o, fins i tot, la impossibilitat de poder-los visualitzar. Aquest problema, conjuntament
amb el desig de poder veure cada cop models me´s i me´s grans, e´s justament l’espurna que ha
ocasionat l’aparicio´, en l’a`mbit dels gra`fics per computador, d’una branca caracteritzada per la
cerca de noves possibilitats del hardware gra`fic i te`cniques que se n’aprofitin per permetre decre-
mentar els requeriments necessaris per la visualitzacio´ eficient de models gegantins mitjanc¸ant
simplificacions dels mateixos.
Existeixen diverses te`cniques que possibiliten aquestes simplificacions. No obstant, els re-
sultats me´s atractius visualment han comenc¸at a apare`ixer fa uns tres anys gra`cies a la total
programabilitat del hardware gra`fic mitjanc¸ant el que es coneix amb el nom de shaders.
Donat el nostre intere`s per introduir-nos en el mo´n dels gra`fics per computador, ens vam
posar en contacte amb el grup de recerca MOVING [3], de la UPC. Aquest grup es dedica a la
investigacio´ i educacio´ en els camps de visualitzacio´, modelatge geome`tric i volume`tric, animacio´
f´ısica, realitat virtual i immersiva i interaccio´ avanc¸ada amb sistemes gra`fics.
D’aquesta manera, col·laborant amb el grup MOVING, hem pogut accedir a la realitzacio´
d’un Treball de Final de Ma`ster dedicat, justament, a l’estudi i implementacio´ d’una de les
te`cniques de representacio´ simplificada de models, publicada pel mateix grup d’investigadors de
la UPC. Aquesta te`cnica, coneguda com Hierarchical Omni-directional Relief Impostors[9], es
basa en la creacio´ d’un model substitut a partir d’un conjunt redu¨ıt d’imatges que embolcallen
el model original.
1
2 CAPI´TOL 1. INTRODUCCIO´
1.1 Objectius
El present Treball de Final de Ma`ster te´ els segu¨ents objectius:
• L’estudi de la metodologia de simplificacio´ de models basada en jerarquies d’impostors en
relleu (Hierarchical Omni-directional Relief Impostors - HORI ).
• Implementar la te`cnica de HORIs, en un entorn lliure, amb l’ajut d’OpenGL i GLSL (GL
Shading Language).
• Donada la naturalesa del ma`ster cursat (Ma`ster en Enginyeria de Programari Lliure),
aplicar els coneixements assolits. D’aquesta manera totes les llibreries utilitzades i el codi
creat so´n lliures i s’han utilitzat eines d’u´s t´ıpicament comunitari.
• Introduir-nos en el mo´n de la recerca en gra`fics per computador per tal de poder assolir
els conceptes requerits per continuar els estudis d’un Doctorat en el mateix a`mbit.
Tots els punts esmentats anteriorment quedaran reflectits al llargs de les segu¨ents pa`gines.
1.2 Continguts
Breu descripcio´ dels cap´ıtols i annexos que constitueixen aquest document, a me´s dels continguts
del CD-ROM adjunt.
Cap´ıtol 2: Estat de l’art
Recull de les te`cniques de simplificacio´/tractament de grans models que es duen a terme actual-
ment.
Cap´ıtol 3: L’algorisme dels HORIs
Explicacio´ te`cnica del funcionament de la metodologia de HORIs.
Cap´ıtol 4: Disseny i Implementacio´
Presentacio´ dels aspectes me´s importants del disseny i la implementacio´ del codi realitzat.
Cap´ıtol 5: Resultats i discussio´
Ana`lisi dels resultats obtinguts i discussio´ d’alternatives en certs para`metres que afecten a la
construccio´ i visualitzacio´ del model simplificat.
Cap´ıtol 6: Conclusions i treball futur
Contextualitzacio´ del treball dins del mo´n dels gra`fics per computador i les seves possibles
aplicacions a casos reals. Tambe´ es comenten possibles millores per augmentar-ne el rendiment.
1.2. CONTINGUTS 3
Ape`ndix A: Terminologia ba`sica
Conceptes ba`sics i terminologia necessaris per entendre el contingut del treball.
Ape`ndix B: Llibreries, Metodologia i Eines
Breu comentari sobre les llibreries emprades per a la implementacio´ del treball. A me´s a me´s, es
comenten els criteris i les eines utilitzats per a la consecucio´ del treball dins del marc del Ma`ster
en Enginyeria de Programari Lliure.
Ape`ndix C: Documentacio´ addicional
Imatges i explicacions addicionals.
Continguts del CD-ROM
El CD-ROM que acompanya aquest document conte´ el codi font amb les llibreries necessa`ries
a me´s d’una distribucio´ bina`ria, la documentacio´ generada en format PDF i HTML i aquest
mateix document en format digital.
Addicionalment s’hi inclouen els models del Conill i l’Armadillo d’Stanford en diferents
formats i les imatges dels diversos diagrames de disseny presentats en la memo`ria.
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Cap´ıtol 2
Estat de l’art
En l’actualitat, hi ha un gran intere`s en poder visualitzar grans models i escenes 3D. Donada la
complexitat d’aquests models, ocasionada per la seva gran quantitat de dades geome`triques, es fa
complicada la seva representacio´ directa en hardware de consum. Per aquest motiu, es precisen
diferents te`cniques que ens permetin abordar el problema de la seva visualitzacio´. Part d’aquestes
te`cniques, explicades a continuacio´, es basen en simplificacions i estructuracions jera`rquiques que
ens permetin veure els models a diferents nivells de detall.
2.1 View-dependent rendering of gigantic models
Dins d’aquest apartat podem trobar metodologies basades en la jerarquitzacio´ geome`trica dels
models originals. Aquesta jerarquitzacio´ en diferents nivells de simplificacio´ (i, corresponent-
ment, de detall) permet definir models multi-resolucio´. Aquesta multi-resolucio´ implica, en
Figura 2.1: View-dependent front en un arbre binari
temps de visualitzacio´, el que es coneix com view-dependent front, que denota els diferents
nivells de detall que podem veure en un mateix moment d’un model, segons la dista`ncia de
l’observador als diferents punts d’aquest. Com a exemple, podem veure en la Figura 2.1 la l´ınia
vermella que ens indica que en un mateix moment veurem els nodes fulla de la branca principal
esquerra i el node intermedi de la branca dreta.
Beneficis d’aquest mecanisme so´n la desca`rrega de memo`ria, un menor carregament de
CPU/GPU i la possibilitat de mantenir cache i fer prefetching especulatiu.
Com a te`cniques estudiades, presentem tres metodologies de jerarquitzacio´ geome`trica.
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Adaptive Tetrapuzzles
La te`cnica Adaptive Tetrapuzzles[15] s’empra amb models poligonals molt grans. Aix´ı doncs, a
partir d’un model d’entrada genera un arbre de tetra`edres resultat de dividir la caixa englobant
del mateix. En l’arrel trobem la caixa englobant original de tal manera que el segu¨ent nivell
consta de 6 nodes (resultat de la divisio´ de la caixa) i, posteriorment, els segu¨ents nivells formen
subarbres binaris ocasionats per la divisio´ de cada tetra`edre en dos.
Figura 2.2: Arbre emprat en Adaptive Tetrapuzzles
Un cop generat l’arbre, es reparteixen tots els triangles del model original entre els nodes fulla
(cada node fulla tindra` associats els triangles que corresponen a la regio´ de la caixa englobant
ocupada pel tetraedre corresponent). Recursivament es puja per l’arbre de manera que, per
cada node intern, es fusionen els fills i es fa una simplificacio´ del nombre de triangles unint els
adjacents uniformement fins assolir un nombre determinat de pol´ıgons (veure Figura 2.2).
En el moment de visualitzacio´, es comprova si el node actual e´s visible (esta` dins del frustum
de la ca`mera i de cara a l’observador). En cas negatiu, es talla tota la branca. Sino´, es comprova
l’error de projeccio´ a pantalla (indica la qualitat o error relatiu de la visualitzacio´) i si compleix
un cert l´ımit, es visualitza. Altrament, es continua la recursivitat cap als fills.
Layered Point Clouds
Layered Point Clouds[21] treballa sobre models de punts. En aquesta ocasio´, donat un model
d’entrada de N punts uniformement distribu¨ıts per la seva superf´ıcie, es crea una jerarquia de
point clouds de mida aproximadament constant, organitzats en un arbre binari.
Definit un para`metre M (el valor del qual determinara` el nombre de nivells i, per tant,
el detall de cadascun), l’arrel de l’arbre e´s una representacio´ sencera del model amb M punts
distribu¨ıts uniformement. La resta (N −M punts) es reparteix uniformement entre dos fills,
de tal manera que la caixa englobant corresponent es divideix en dos pel seu costat me´s gran.
Aquest proce´s es repeteix per cada node fins que als nodes terminals queda un nu´mero de punts
menor de M (veure Figura 2.3).
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Figura 2.3: Arbre emprat en Layered Point Clouds
Si M e´s molt gran, el model e´s menys adaptatiu (l’arbre tindra`, tambe´, menys nivells) i quan
canvia d’un nivell de visio´ a un altre es nota molt l’increment de detall. En canvi, si M e´s molt
petit, el model e´s me´s adaptatiu, pero` s’incrementa el tractament que la CPU ha de fer per cada
operacio´ de render.
D’aquesta manera, l’arrel de l’arbre e´s la representacio´ amb menys detall del model i per
cada node fill que s’afegeix es guanyen M mostres per aquella part del model.
A l’hora de visualitzar el model, es segueix una estrate`gia de seleccio´ de nodes similar a la
dels tetrapuzzles, tot i que en el cas de necessitar nodes fills, el node actual tambe´ es pinta per
incrementar el nivell de detall (si en algun cas l’observador arriba a necessitar veure els nodes
fulla, podem dir que s’estara` visualitzant tota la branca associada a aquells).
kD-trees
Els kD-trees[56] so´n estructures de dades que permeten particionar un volum en espais k-
dimensionals. Les dues variants me´s extensament utilitzades en el mo´n dels gra`fics so´n els
Quadtrees[59] i els Octrees[57], els quals divideixen l’espai (en el nostre cas, la caixa englobant
dels models) en quadrants (2 dimensions) i octants (3 dimensions) respectivament (veure Figura
2.4).
Figura 2.4: Octree. Imatge extreta de Wikipedia.
Com es veura` en el cap´ıtol 4, s’han usat aquestes estructures de dades per tal de construir
les jerarquies requerides.
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2.2 Impostors
Un Impostor e´s d’una simplificacio´ del model original (o d’una part d’aquest) que, sota unes
restriccions determinades (angle de visio´, dista`ncia...) permet substituir-lo sense que l’observador
pugui apreciar grans difere`ncies entre la visualitzacio´ d’un o l’altre.
Les te`cniques me´s utilitzades per crear impostors es basen en imatges, donada la seva efi-
cie`ncia per emmagatzemar geometria, conjuntament amb altres para`metres (color, normals...),
en un menor espai que el model original. D’altra banda, s’ha de tenir en compte la resolucio´ de
la imatge (o imatges) que conforma l’impostor, ja que la seva pixelacio´ determinara` la qualitat
de visualitzacio´.
A continuacio´ comentem un conjunt de metodologies analitzades per a la creacio´ i manipu-
lacio´ d’impostors.
Billboards
Els Billboards so´n representacions basades en plans texturitzats amb transpare`ncia (nome´s la
part que ocupa el model e´s opaca). La seva fiabilitat es veu limitada a un determinat con de
visio´ (veure Figura 2.5).
Figura 2.5: Billboard
So´n molt emprats en aplicacions de visualitzacio´ en temps real, on e´s necessa`ria una ra`pida
resposta interactiva. En aquests casos, els billboards ofereixen molt poca ca`rrega gra`fica, ja que
tant sols so´n un pla (o conjunt de pocs plans intersecats) texturitzat.
Billboard Clouds
Els Billboard Clouds[17] estan formats per un conjunt de billboards independents entre si.
Donat un model es calcula una funcio´ de densitat que determina el nombre de plans que
s’hauran de crear per tal de, posteriorment, poder representar el model mitjanc¸ant aquest tipus
d’impostors. Aquest nombre de plans depe`n d’un llindar (threshold) d’error geome`tric que
parametritza la funcio´ de densitat i te´ a veure amb la relacio´ opacitat/transpare`ncia (a`rea del
pla ocupada per la projeccio´ del model). Un cop sabut el nu´mero de plans que s’han de crear,
aquests so´n escollits mitjanc¸ant una estrate`gia vorac¸, de tal manera que tots ells so´n tangents
(o gairebe´) al model. Despre´s d’obtenir tots els plans es projecta el model en cadascun d’ells, la
qual cosa pot provocar alguns errors (cracks) en la posterior visualitzacio´.
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(a)
(b) (c)
Figura 2.6: Billboard Clouds. En la imatge (a) es representa el model original. En la imatge (b)
es poden observar els plans creats per la te`cnica. En la imatge (c) es pot veure el resultat de
visualitzar l’impostor.
En la Figura 2.6 es pot veure la relacio´ existent entre el model original i la representacio´
basada en Billboard Clouds. Tambe´ es poden apreciar els cracks anteriorment comentats.
Efficient impostor manipulation for real-time visualization of urban scenery
Donada la complexitat dels models urbans (elevada oclusio´ i vistes panora`miques amb gran
quantitat d’objectes), la te`cnica[42] que ens ocupa permet substituir parts llunyanes de l’escena
mitjanc¸ant impostors (image-based) i combinar-les amb geometria del model original per les
parts me´s properes a l’observador.
Per tal de poder construir els impostors es realitza una segmentacio´ entre geometria local i
distant del model original (veure Figura 2.7 (b) i (c)). Per tal de poder fer aquesta divisio´, els
autors de la metodologia han organitzat la xarxa de carrers en una estructura de graf winged-
edge.
Aix´ı doncs, el proce´s de construccio´ d’un impostor (tant off-line com sota demanda) segueix
els passos segu¨ents:
1. Crear una imatge del paisatge distant, la qual sera` emprada com a impostor. S’ente´n com
a geometria distant tots els blocs de l’estructura de carrers que no so´n adjacents a l’actual.
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2. Capturar la profunditat de la imatge (capturant els valors del z-buffer).
3. Extreure el contorn de la imatge.
4. Identificar les disparitats me´s significatives en la profunditat del contorn.
5. Triangular l’impostor associant els valors de profunditat capturats pre`viament.
6. Guardar la llista de triangles amb la textura, calculant les coordenades adequades.
(a)
(b)
(c)
(d)
(e)
Figura 2.7: Combinacio´ de l’impostor amb el model original. En la imatge (a) es representa el
model original complet. Les imatges (b) i (c) representen el model local i llunya` respectivament.
En la imatge (d) es pot veure l’impostor creat per tal de substituir el model llunya`. En la imatge
(e) es pot observar el resultat final.
Aix´ı doncs, el resultat final e´s forc¸a convincent (veure Figura 2.7 (e)).
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Automatic image placement to provide a guaranteed frame rate
De la mateixa manera que la te`cnica anterior, la metodologia d’Aliaga i Lastra[8] permet com-
binar la visualitzacio´ d’impostors i geometria convencional.
La te`cnica es divideix en una component de preproce´s (per determinar quines parts del model
es poden reemplac¸ar per impostors) i en una de runtime (on s’ha d’escollir, en cada moment, si
es pinten les imatges o geometria convencional).
Durant el preprocessament el model d’entrada, emmagatzemat en una estructura jera`rquica
de particio´ espacial (octree), s’embolcalla amb una graella de punts no uniforme que s’adapta a la
complexitat local del mateix. Aleshores, per cada punt de la graella, un proce´s de posicionament
d’imatge selecciona els subconjunts geome`trics del model me´s llunyans i petits per eliminar-los
de la visualitzacio´. D’aquesta manera, els subconjunts eliminats seran substitu¨ıts per impostors
en el moment de representar-los, aconseguint que, per cada punt, hi hagi una quantitat constant
de geometria a pintar.
Pel que fa a l’etapa de runtime, es selecciona una imatge des d’un punt de la graella proper
a l’actual punt de vista. La geometria darrere del pla de projeccio´ de la imatge es retalla mentre
que la geometria romanent es visualitza amb normalitat. D’aquesta manera s’assegura que
sempre s’arriba al l´ımit de geometria a visualitzar. En la visualitzacio´ pro`pia de les imatges,
els autors utilitzen la te`cnica de McMillan i Bishop (Plenoptic Modelling)[27], la qual aplica
una deformacio´ (warping) a les imatge que, millorada mitjanc¸ant profunditat, aconsegueix una
perspectiva adequada (si es pintessin les imatges tal i com so´n capturades nome´s serien va`lides
des de la posicio´ de captura, justament).
Aix´ı doncs, si el temps utilitzat durant la deformacio´ d’una imatge e´s constant, es pot
representar qualsevol escena 3D amb un frame-rate assegurat.
2.3 Relief Impostors
Els Relief Impostors so´n aquells impostors basats en imatges que, conjuntament amb para`metres
tals com el color, emmagatzemen les profunditats del model. D’aquesta manera permeten evitar
errors de parallax.
A difere`ncia del Bump Mapping [53], el Relief Mapping [60] es basa en l’u´s de les profunditats
emmagatzemades, en lloc de pertorbar les normals de la geometria a nivell de p´ıxel. D’altra
banda, es diferencia del Displacement Mapping [54] ja que aquest actua a nivell de ve`rtex i precisa
de me´s quantitat de micropol´ıgons per augmentar la qualitat de la visualitzacio´.
Gra`cies a la millora tecnolo`gica, moltes de les te`cniques que impliquen Relief Mapping s’han
implementat a la GPU mitjanc¸ant shaders.
Comentem tot seguit diverses te`cniques actuals.
Relief Texture Mapping
Com ja hem comentat somerament en la introduccio´ d’aquest apartat, el Relief Mapping [30] es
basa en capturar imatges (height-field images - relief textures) mitjanc¸ant una ca`mera ortogonal
on al canal alfa, de transpare`ncia, s’hi emmagatzema la profunditat dels p´ıxels projectats del
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model. En el cas que ocupa, es creara` una imatge per cadascuna de les cares de la caixa englobant
(6 en total), com mostra la Figura 2.8.
Figura 2.8: 6 Relief Textures mapejades en una caixa englobant
Un cop capturades les imatges i en el moment de visualitzar-les, la te`cnica consisteix en
realitzar una deformacio´ d’aquestes textures segons el punt de vista de l’observador en un proce´s
de Pre-Warping. Aix´ı doncs, els passos que es segueixen so´n els segu¨ents:
1. Per cada te`xel de la imatge inicial se’n calcula les noves coordenades de textura depenent
del nou punt de visio´ i tenint en compte la profunditat emmagatzemada en el canal alfa.
El desplac¸ament que ocasiona aquest ca`lcul s’emmagatzemara` en el canal alfa de la textura
que s’originara`.
2. Un cop calculades les noves coordenades per cada te`xel es crea una nova textura (Pre-
Warped Texture) de tal manera que per cada te`xel inicial s’efectuen els passos segu¨ents:
(a) Es mou el te`xel amb posicio´ inicial (xi, yi) fins a (xf, yi) - moviment horitzontal. A
mesura que es mou se’n calcula el color resultant mitjanc¸ant una interpolacio´ lineal
entre el color que tenia inicialment i el color emmagatzemat en la posicio´ (xf, yi)
de la textura inicial. A me´s a me´s, tambe´ s’afina el ca`lcul de la coordenada y de la
posicio´ final del te`xel.
(b) Es mou el te`xel amb posicio´ (xf, yi) fins a la seva posicio´ final (xf, yf). Durant aquest
moviment s’acaba de refinar el ca`lcul del color final pel te`xel mitjanc¸ant la mateixa
interpolacio´ anterior.
Per observar els resultats, veure la Figura 2.9.
Despre´s d’haver manipulat les imatges es procedeix al ca`lcul dels pol´ıgons de suport on
seran mapejades les textures. Aquest ca`lcul es realitza projectant les cares de la caixa englobant
implicades (aquelles que estan de cara al punt de vista actual) al pla d’aquella cara me´s propera
a l’observador.
Finalment, es mapegen les textures i s’aconsegueixen resultats com els de la Figura 2.10.
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Figura 2.9: Proce´s de Pre-Warping
Figura 2.10: Proce´s de creacio´ dels pol´ıgons i resultat final
Real-Time Relief Mapping
En l’any 2005, aprofitant les noves possibilitats que s’obrien amb la programabilitat de les
GPUs (aparicio´ dels shaders), Policarpo, Oliveira i Comba[34] van elaborar un algorisme que
permetia fer el Relief Mapping existent aleshores sense cap mena de deformacio´ de les textures
i completament dirigit a p´ıxel (utilitzant un pixel/fragment shader).
La te`cnica consisteix en mapejar una superf´ıcie qualsevol amb una textura 2D RGBA que
conte´, a part del color corresponent, la profunditat emmagatzemada en el canal alpha i quan-
titzada entre 0.0 i 1.0 (height-field).
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Figura 2.11: Exemple dels resultats de la te`cnica
El shader/algorisme, segons el raig de visio´, determina el punt de col·lisio´ amb la superf´ıcie
impresa en la textura. Per tal d’aconseguir-ho realitza una cerca lineal seguida d’una bina`ria
que li permet acotar el punt d’interseccio´.1
En les Figures 2.11 i 2.12 es poden veure resultats d’aquesta te`cnica.
Figura 2.12: Exemple amb detall
Com a factor addicional, es poden computar ombres (self-shadowing). En aquest cas, un
cop trobat el punt d’interseccio´ raig de visio´-superf´ıcie es crea un nou raig d’il·luminacio´ (des
del focus de llum al punt d’interseccio´) i es comprova si aquest raig interseca en algun punt de
la superf´ıcie abans d’arribar al punt tractat.
Una petita ampliacio´ que permet millorar els resultats consisteix en utilitzar dos height-
fields (Dual-Depth Relief Textures, veure Figura 2.13), un per davant i un altre per darrere de
l’objecte. La segona capa de profunditat s’utilitza per limitar la cerca de la interseccio´ raig-
superf´ıcie. D’aquesta manera s’eliminen certs defectes (skin, veure Figura 2.14).
Aprofitant aquesta primera idea, l’any 2006 en Policarpo i l’Oliveira[33] van estendre aquesta
metodologia per tal que tambe´ pogue´s mapejar estructures non-height-field en qualsevol tipus
de model poligonal en temps real.
1Per una explicacio´ me´s completa veure el Cap´ıtol 3, ja que aquest algorisme forma part del codi implementat
en aquest treball.
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Figura 2.13: Dual-Depth Relief Textures
Figura 2.14: Defecte skin apreciable en la imatge de l’esquerra
Per tal d’aconseguir-ho fan falta dues coses:
• Representar diverses capes que emmagatzemin les normals i les profunditats (cada te`xel
pot emmagatzemar me´s d’una profunditat amb les seves normals associades).
El nombre de capes emmagatzemades per te`xel pot no ser constant (un te`xel pot emma-
gatzemar 4 profunditats mentre que un altre tant sols 3, de manera que les profunditats
restants es posaran a 1.0). D’aqu´ı es pot deduir que les estructures height-field es poden
representar de manera esta`ndard, seguint aquest patro´, posant a 1.0 els 3 u´ltims canals de
textura.
• Adaptar l’algorisme d’interseccio´ raig-superf´ıcie anterior per tal que pugui tractar les
“multi-capes”.
Les superf´ıcies non-height-field es representen mitjanc¸ant textures RGBA 2D de tal manera
que s’utilitzen 3 imatges (veure Figura 2.16(a)):
• Una per les profunditats (una textura pot emmagatzemar fins a 4 capes de depth).
• Una per la component x de la normal.
• Una per la component y de la normal.
Pel que veiem, la component z no sera` emmagatzemada, sino´ que es calculara` en el sha-
der/algorisme un cop s’hagi trobat una interseccio´, ja que els vectors normals so´n unitaris. La
fo´rmula utilitzada sera`:
z =
√
max(0, 1− (x2 + y2))
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En quant al funcionament de l’algorisme de cerca d’interseccions cal comentar dues idees
inicials:
• Les estructures codificades en non-height-field se suposen superf´ıcies tancades i opaques.
• Pot oco´rrer que sigui necessari utilitzar me´s de 4 capes (hi hagi me´s de 4 interseccions).
Ara pero`, com que tant sols interessa la me´s propera de totes elles, la simplificacio´ limitada
a 4 capes de profunditat resta va`lida.
De la mateixa manera com succeeix amb la te`cnica pre`via d’en Policarpo, la cerca de la
interseccio´ consisteix en dues etapes: una primera cerca lineal i una segona cerca bina`ria que
acura la precisio´ del punt d’interseccio´. Ara pero`, en aquest cas, en cada pas de la cerca lineal la
comprovacio´ de si hi ha o no interseccio´ es fara` en les 4 capes de profunditat (cerca paral·lela).
Un cop una d’aquestes 4 capes indiqui que s’ha produ¨ıt la interseccio´ s’iniciara` la cerca bina`ria,
la qual tant sols treballara` amb la capa que ha donat una resposta positiva en l’etapa anterior.
A continuacio´ s’explica amb me´s detall com procedeix l’algorisme (veure Figura 2.15):
1. Cerca lineal paral·lela: suposem que el raig penetra en la textura en la coordenada (s, t)
i en surt per la coordenada (u, v). Aleshores, la dista`ncia entre (s, t) i (u, v) es divideix
en x particions equidistants de longitud (x1, x2). A mesura que anem avanc¸ant pel raig
(suposem que estem en el pas i) es comprova si di (dista`ncia recorreguda en el raig) e´s
major o menor a la dista`ncia que indica el te`xel (s + k ∗ x1, t + k ∗ x2) on ens trobem.
Ara pero`, en cada te`xel hi ha 4 profunditats/capes emmagatzemades, aix´ı doncs, si di e´s
major que un nombre imparell de profunditats del te`xel actual significa que hem entrat
dins de la superf´ıcie, e´s a dir, que hem trobat una interseccio´ (cal observar que el nombre
de profunditats menors que di ha de ser imparell ja que, de no ser-ho, el que hauria passat
e´s que ens haur´ıem passat de llarg l’objecte). En cas contrari, es continua amb la cerca
lineal.
2. Cerca bina`ria: s’executa tal i com en la metodologia anterior dels autors.
Figura 2.15: Interseccio´ raig-superf´ıcie
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D’altra banda, com que la metodologia esta` basada en la te`cnica anterior, tambe´ incorpora
el self-shadowing.
(a)
(b)
Figura 2.16: (a) U´nic impostor que actua de Billboard 3D amb les imatges de profunditat,
components x i y de la normal i color (opcional). (b) Resultat de representar l’impostor (a) des
de diferents punts de vista.
Aquest metodologia incorpora una altra millora important: permet crear Billboards en 3D
(veure Figura 2.16) que es poden visualitzar des d’un ampli ventall d’angles de visio´ utilitzant un
u´nic pol´ıgon (un u´nic impostor). I no nome´s aixo`, el mateix impostor es pot veure des d’ambdo´s
costats del pol´ıgon de manera que, per aconseguir-ho, tant sols cal tractar les profunditats
emmagatzemades en la textura de forma inversa (des de 1.0 cap a 0.0) en cas que es vulgui
visualitzar pel revers del pol´ıgon. A me´s a me´s, tambe´ es modifiquen les profunditats de manera
que el rang passa de ser de [0.0, 1.0] a [0.5, 1.5].
Figura 2.17: Exemple de l’extensio´ per a estructures non-height-field
Finalment cal destacar que un defecte de la te`cnica original, que els autors reconeixen, esta`
provocat per la no modificacio´ de la silueta de superf´ıcie base mapejada. En canvi, aixo` ha estat
solucionat en aquesta aproximacio´ (veure Figura 2.17).
Enhanced Billboards
Aquesta te`cnica[48] crea, per cada billboard, 4 mapes/textures combinats en 2 imatges: normal,
depth, color i transpare`ncia.
Per la construccio´ dels impostors empra una estrate`gia vorac¸, a trave´s de les normals dels
pol´ıgons que conte´ el model, per tal de minimitzar el nombre de billboards generats (els vec-
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tors normals dels plans dels impostor seran combinacio´ de les normals dels pol´ıgons del model
capturats).
Posteriorment, per visualitzar aquests impostors empra un algorisme ray-height-field basat
en el creat per Policarpo (comentat anteriorment).
Displacement Mapped Billboard Clouds (DMBBC)
Com a millora dels Billboard Clouds (BBC), els autors, gra`cies a la nova programabilitat de les
GPUs, van crear aquesta te`cnica[26].
En aquest cas, els DMBBC s’utilitzen combinats amb els BBC de tal manera que:
• En zones molt llunyanes a l’observador l’escena es pinta mitjanc¸ant BBC.
• En zones de mitja dista`ncia, on encara no es necessita un gran nivell de detall, es passa a
representar el DMBBC.
• En zones molt properes a l’observador i amb necessitat d’alta qualitat es recupera la
visualitzacio´ de la geometria (si la renderitzacio´ no cal que sigui elevadament detallada es
pot continuar renderitzant el model simplificat DMBBC ).
D’aquesta manera, s’aconsegueix que la transicio´ de la visualitzacio´ d’un impostor cap al model
original es faci de manera suau.
Figura 2.18: Volums rectangulars creats durant la creacio´ del DMBBC. Cadascun d’ells es
correspon a un Billboard.
La construccio´ d’un DMBBC es basa en la creacio´ d’un BBC. No obstant, es calculen va-
lors afegits que permetran que la seva representacio´ gra`fica sigui molt me´s acurada. Per tant,
l’obtencio´ d’un DMBBC consta dels passos segu¨ents:
1. Creacio´ d’un BBC, e´s a dir, obtencio´ dels rectangles que constituirien un BBC del model,
conjuntament amb els corresponents llindars (threshold) d’error que permetran definir la
caixa al voltant del rectangle.
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2. Captura de la imatge corresponent a cadascun dels rectangles, tal i com succeeix en els
BBC. No obstant, en aquest cas la textura guardada sera` en 3D i emmagatzemara` el
valor que resulti del ca`lcul del la volume`tric displacement function (veure Figura 2.18).
Aquesta funcio´ s’encarrega de calcular un color opcional (a partir de la mitjana del color
i les normals dels pol´ıgons encabits en el vo`xel tractat) i la profunditat per cadascun dels
te`xels que conformen les subtextures 2D.
(a) (b) (c)
Figura 2.19: Imatge comparativa on es pot veure: (a) el model original, (b) impostor BBC i (c)
impostor DMBBC
En el moment de visualitzar el DMBBC es realitza un ray-casting. D’aquesta manera es
busca el punt d’interseccio´ entre el raig de visio´ la textura 3D mitjanc¸ant una cerca lineal.
En la Figura 2.19 es pot veure una comparacio´ dels resultats entre la te`cnica original dels
BBCs i la dels DMBBCs.
Rendering Geometry with Relief Textures
Baboud i De´coret van crear una te`cnica[13] basada en la representacio´ d’imatges en relleu molt
similar a la metodologia utilitzada en la creacio´ d’ORIs (veure Cap´ıtol 3).
La creacio´ de la simplificacio´ d’un model seguint la seva metodologia, es basa en la captura
d’imatges (relief textures) on, per cada te`xel, s’emmagatzema el color i la profunditat del punt
corresponent. En primera insta`ncia, la captura es realitzava amb una ca`mera ortogonal. No
obstant, en la te`cnica final es defineix una ca`mera de captura amb perspectiva inversa. D’aquesta
manera, la textura resultant conte´ una major quantitat de detalls que no s’haurien pogut copsar
si la captura s’hague´s fet ortogonalment (veure Figura 2.20).
En la captura es creen 6 imatges, de tal manera que la caixa englobant del model es divideix en
6 frustra. Cada captura implica dues imatges: una textura per emmagatzemar el color (resolucio´
elevada) i una altra per emmagatzemar les profunditats (resolucio´ menor per tal d’accelerar-ne
el seu tractament).
A l’hora de pintar l’impostor podem veure dues estrate`gies:
• Enviar a renderitzar la caixa englobant (en cas que les captures s’hagin fet amb una ca`mera
ortogonal).
• Enviar a renderitzar els frustum planes de la ca`mera de captura corresponents a la textura
que es vol visualitzar (en cas d’haver fet les captures amb perspectiva inversa).
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Figura 2.20: Comparacio´ imatges capturades amb ca`mera ortogonal i ca`mera amb perspectiva
inversa
Com que el volum creat pels frustum planes sera` molt me´s gran que la caixa englobant
del model s’hauran de tractar molts fragments que no aportaran res al resultat final. Per
evitar perdre temps en aquest proce´s, els frustum planes es retallen i tant sols s’envia a
pintar el volum d’aquests que cau dins de la caixa englobant (aquesta actua com a plans
de retallat (clipping planes).
Per tal d’aconseguir resultats me´s realistes, s’envien a renderitzar diverses textures al mateix
temps de manera que es complementen entre elles.
En quant a l’algorisme de visualitzacio´ es basa en calcular, per a cada fragment creat, la
interseccio´ entre el raig de visio´ (des del punt on esta` situat l’observador cap al punt de la caixa
englobant -o frustum plane- corresponent) i la textura. Aquests co`mputs es realitzen a la GPU
mitjanc¸ant un fragment shader.
D’aquesta manera, cada te`xel de la textura esta` definit per les seves borderlines i dues
centerlines (veure Figura 2.21) que defineixen el centre exacte de la unitat de textura.
Figura 2.21: Representacio´ de te`xels amb borderlines i centerlines
En un pre-proce´s s’analitza la imatge i es calcula el que es coneix com a safety radius (veure
Figura 2.22) de la manera segu¨ent:
1. Per cada te`xel es consideren tots els possibles raigs de visio´ que so´n tangents al te`xel en
qu¨estio´.
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2. Per cada raig de visio´ es calcula la dista`ncia (nombre de te`xels travessats pel raig) des del
punt on el raig e´s tangent al te`xel fins que aquest interseca amb la textura.
Finalment, el safety radius per aquell te`xel sera` la dista`ncia mı´nima de totes les calculades al
pas 2.
Figura 2.22: Pre-proce´s del safety radius
Un cop calculat el radi de seguretat per un te`xel en concret es procedeix de la segu¨ent manera
(veure Figura 2.23):
• Mentre ens trobem en un punt del raig de visio´ extern a la textura avancem una dista`ncia
al llarg del raig igual al radi de seguretat del te`xel actual.
• Un cop el raig ha penetrat en la textura es realitza una cerca bina`ria per tal d’acurar el
ca`lcul de la interseccio´ raig-textura.
Figura 2.23: Cerca a trave´s del raig de visio´
True Impostors
Eric Risser va presentar com a po`ster aquesta te`cnica a la SIGGRAPH’06, pero` no va ser
publicada formalment fins l’any 2007[36].
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Risser empra els 4 canals de les imatges (RGBA) per contenir height-fields.
Nome´s utilitza una sola imatge, de tal manera que aquesta sempre esta` mirant cap a la
ca`mera. Aix´ı doncs, en espai de textura, afegeix una tercera component W i desplac¸a les
components (UVW) una certa quantitat cadascuna de tal manera que crea una espe`cie de volum
(virtualment parlant) a trave´s del qual fara` el tractament del raig de visio´.
Segons el material associat a l’objecte:
• Opac: fa servir un algorisme ray-height-field semblant al de Policarpo (explicat en apartats
anteriors). Veure Figura 2.24.
Figura 2.24: Exemples de la te`cnica de True Impostors en objectes opacs. La representacio´
original constava de 150000 d’asteroides.
• Translu´cid: un cop trobat el punt d’entrada a l’objecte mitjanc¸ant l’algorisme anterior,
es calcula la nova direccio´ de raig a partir de la normal en el punt i l’´ındex de refraccio´
associat a l’objecte. Es seguira` la nova direccio´ de visio´ fins sortir de l’objecte. D’aquesta
manera, calculant la dista`ncia recorreguda pel raig, es pot trobar el nivell de translucidesa
que s’aplicara` per assignar el nou color al p´ıxel corresponent. Veure Figura 2.25.
Figura 2.25: Exemple de la te`cnica amb objectes translu´cids
S’ha de tenir en compte que, perque` aquesta te`cnica funcioni correctament, s’han d’enviar a
pintar els objectes de l’escena de me´s llunyans a me´s propers.
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Faster Relief Mapping using the Secant Method
Del mateix autor que la te`cnica dels True Impostors trobem aquesta ampliacio´[37] de l’algorisme
de visualitzacio´ d’en Policarpo et al..
La metodologia consisteix en substituir la cerca bina`ria per la cerca mitjanc¸ant el Secant
Method, que es basa en, donats dos punts P i Q sobre el raig de visio´ (trobats amb la cerca
lineal) i tenint en compte les profunditats que la textura emmagatzema per ells, es creen dos nous
punts P ′ i Q′ resultat de projectar P i Q sobre les profunditats associades. Un cop obtinguts,
el punt segu¨ent que s’analitzara` per saber si estem sobre o sota la superf´ıcie vindra` determinat
per la interseccio´ entre les rectes PQ i P ′Q′. En la Figura 2.26 podem veure el proce´s explicat.
Figura 2.26: Secant Method que obte´ el punt de color rosat com el segu¨ent a ser analitzat en el
proce´s iteratiu de cerca de la interseccio´ raig-superf´ıcie
Segons els autors d’aquesta aportacio´, el Secant Method acostuma a trobar molt me´s ra`pidament
el punt d’interseccio´ amb la superf´ıcie que la cerca bina`ria convencional. Aixo` proporciona una
major rapidesa d’execucio´ i eficie`ncia en la visualitzacio´.
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Cap´ıtol 3
L’algorisme dels HORIs
En cap´ıtols anteriors hem vist que per poder visualitzar grans models o escenes aquestes s’han
de poder estructurar d’alguna manera, de forma que es puguin veure alhora parts amb gran
nivell de detall i altres me´s simplificades, tot depenent del punt on esta` situat l’observador.
D’aquesta manera, entren en escena els impostors, que so´n, justament, les simplificacions que
substituiran els models originals. Com tambe´ hem vist, una de les formes me´s esteses de crear
simplificacions so´n les basades en imatges. Aixo` e´s gra`cies a la forma compacta d’emmagatzemar
geometria que ofereixen les textures. No obstant, no tot so´n beneficis i un defecte que te´ aquest
tipus d’impostor (i que veurem me´s endavant) e´s la depende`ncia que te´ la qualitat final de
visualitzacio´ de la resolucio´ de les imatges emprades.
En les seccions que prossegueixen comentarem les te`cniques que hem utilitzat i implementat
en aquest treball de forma teo`rica. D’aquesta manera, comenc¸arem explicant l’algorisme dels
Omni-directional Relief Impostors (ORIs) que consta dels passos segu¨ents:
• Construccio´: amb la “Captura” i el “Proce´s de seleccio´”.
• Visualitzacio´: amb la “Preparacio´ de l’impostor” i l’“Algorisme de render”.
Una manera d’extendre els ORIs e´s fent-ne u´s en jerarquies multi-resolucio´. Aquestes prenen el
nom de Hierarchical Omni-directional Relief Impostors (HORIs).
Aix´ı, doncs, conclourem el cap´ıtol introduint les dues estructures ba`siques de HORIs: Octrees
i Quadtrees.
3.1 Omni-directional Relief Impostors (ORIs)
La te`cnica dels Omni-directional Relief Impostors[9] es basa, com moltes de les metodologies
esmentades en el Cap´ıtol 2, en simplificar el model original mitjanc¸ant l’u´s d’impostors i, me´s
concretament, de Relief Textures. Ara pero`, existeixen un conjunt de caracter´ıstiques que la
fan destacar entre la resta. Aquests factors diferenciadors permeten als ORIs preservar un
gran nivell en els detalls visibles, suportar efectes de parallax i crear efectes d’il·luminacio´ per
p´ıxel/fragment avanc¸ats. D’altra banda, permeten veure l’objecte simplificat des de qualsevol
punt de visio´ amb molt pocs (o cap) defectes. Vegeu una s´ıntesi de la te`cnica a la Figura 3.1.
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Figura 3.1: S´ıntesi de la te`cnica dels ORIs
3.1.1 Construccio´
La construccio´ dels ORIs es divideix en dues fases principals: la captura de les imatges i la
realitzacio´ d’un proce´s de seleccio´ d’imatges per tal d’agilitzar-ne la posterior visualitzacio´.
Captura
Donat un model qualsevol i un nombre n determinat d’impostors a crear, existeixen 3 possibles
me`todes de distribucio´ dels impostors al voltant de l’objecte.
• Distribucio´ regular: les n direccions des de les quals es capturaran els diversos impostors
es reparteixen de manera equidistant sobre l’esfera englobant de l’objecte.
Utilitzant aquesta metodologia es pot causar redunda`ncia per algunes parts del model
mentre que altres poden quedar poc mostrejades.
Com veurem en el cap´ıtol segu¨ent, aquest ha estat el me`tode escollit en la nostra imple-
mentacio´.
• Mostreig mı´nim assegurat: aquesta metodologia intenta solucionar el problema de la pos-
sible falta de mostreig de la “distribucio´ regular”. Per tal de fer-ho, es basa en l’ana`lisi de
la informacio´ (geometria) que ofereix el model des de totes les possibles direccions de visio´
des de les quals pot ser observat.
No obstant, te´ un inconvenient important pel cas que ens ocupa: com que el nombre de
direccions desitjades esta` limitat a n (i aquest e´s finit) e´s possible que objectes complexos
no s’arribin a mostrejar completament.
L’algorisme per aconseguir el mostreig mı´nim assegurat es pot realitzar de diverses maneres,
pero` el autors destaquen l’estrate`gia de Va´zquez et al.[49].
• Pertorbacio´ basada en informacio´: a partir d’una distribucio´ regular de les n direccions
es realitza un ana`lisi de la informacio´ del model mitjanc¸ant la te`cnica anterior sobre un
conjunt de vistes “ve¨ınes” que disten, com a molt, 4 graus de la direccio´ original.
D’aquesta manera s’intenten aprofitar els avantatges d’ambdues te`cniques i s’aconsegueix
un ampli mostreig del model amb direccions optimitzades.
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A trave´s d’una ana`lisi experimental es va trobar que n = 20 era un nombre de direccions
que oferia un bon compromı´s entre quantitat i qualitat.
Finalment, cal dir que cada impostor esta` constitu¨ıt per dues textures1, el pla de suport, que
e´s el de captura, i els punts d’enclavament d’aquestes textures en el pla, els quals en definiran
el pol´ıgon de suport original.
Proce´s de seleccio´
Aquest proce´s prete´n calcular, per un nombre determinat de possibles direccions de visio´, quin
conjunt d’impostors ofereix un mı´nim error en la seva visualitzacio´. D’aquesta manera, en la
posterior representacio´ gra`fica es podra` fer u´s d’aquestes seleccions per tal d’accelerar la decisio´
de quins impostors enviar a pintar.
D’altra banda, s’aprofita el co`mput per calcular el Projected Length Threshold (PLT), el qual
e´s un valor que permet quantitzar la qualitat de la visio´ del model impostor des d’una certa
posicio´ en l’espai de l’ORI respecte de l’observador. Aquesta quantitzacio´ servira`, posteriorment,
per discriminar si un determinat ORI es pot representar gra`ficament garantint que l’usuari el
veura` igual, o molt similar, al model original.
Tornant al proce´s de les seleccions, existeixen dues metodologies per crear els conjunts d’im-
postors:
• Els m me´s propers: s’escolleixen aquells m < n impostors que tenen el vector normal del
seu pla de suport me´s pro`xim a la direccio´ de visio´ actual.
Un problema que es pot trobar e´s el fet que no sempre els m impostors me´s propers es
complementen totalment entre ells.
• Els i < m millors: per cada direccio´ de visio´ que s’analitza s’escolleixen aquell menor
nombre i d’impostors, d’entre els m me´s propers, que satisfan un mı´nim error relatiu (un
0.2% dels p´ıxels).
L’ana`lisi s’inicia valorant la qualitat que ofereixen els impostors individualment. Si cap
d’ells satisfa` la condicio´ s’avaluen per parelles i aix´ı successivament.
El nombre de direccions per les quals es computa la seleccio´ d’impostors e´s de 320 (valor obtingut
a partir de subdividir les 20 cares de l’icosa`edre de captura).
La comparacio´ que s’efectua per cada vista es duu a terme en 3 passos:
1. Visualitzacio´ del model original i captura del frame buffer.
2. Visualitzacio´ de l’ORI i captura del frame buffer.
3. Comparacio´ d’ambdo´s frame buffers per tal de trobar el nombre de p´ıxels diferents entre
les dues captures (aquest nombre definira` l’error come`s respecte la resolucio´ del viewport.
1Una textura RGB que emmagatzema un normal map i una RGBA que emmagatzema el color en els canals
RGB i un height-field en el canal Alpha (el qual es captura llegint els valors existents en el depth buffer). Ambdues
imatges capturen l’a`rea projectada de la caixa englobant, de tal manera que se’ls hi afegeix un petit marge per
tal d’evitar errors en la seva posterior visualitzacio´.
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En quant al co`mput del PLT, es realitza calculant la mida ma`xima a la qual es pot representar
un ORI, tot i mantenint la seva similitud amb l’objecte original. Aquest ca`lcul es basa la relacio´
existent entre l’error trobat durant la comparacio´ que s’efectua durant les seleccions i el la mida
del viewport. Finalment i de manera experimental, a partir d’aquesta teoria, el PLT queda
definit com:
PLT = smax = s20/GC(s0)
on:
• smax e´s la mida ma`xima del viewport de smax × smax p´ıxels tal que GC(smax) esta` per
sota d’un valor de tolera`ncia.
• GC(s) e´s l’error ma`xim individual causat entre les n vistes analitzades per un viewport de
s× s p´ıxels (n = 320).
En el Cap´ıtol 4 veurem que hem optat per un ca`lcul diferent i dina`mic que fa les mateixes
funcions que el PLT descrit a les anteriors l´ınies.
3.1.2 Visualitzacio´
De la mateixa manera que en la construccio´, la visualitzacio´ dels ORIs tambe´ consta de dues
etapes que es realitzen per a cada impostor que s’envia a pintar un cop aquests han estat escollits
adequadament. Hem anomenat aquestes etapes com la preparacio´ de l’impostor i l’aplicacio´ de
l’algorisme de render (shader en la GPU).
Preparacio´ de l’impostor
Aquesta fase e´s necessa`ria per tal d’adaptar la posicio´ de l’impostor a la direccio´ de visio´ actual
(en la major part de les vegades sera` diferent a la direccio´ de captura d’aquest). Es precisa fer
dos passos:
1. Ca`lcul dels nous punts d’enclavament: aquest pas e´s necessari per tal d’obtenir l’a`rea del
pla de l’impostor que cobreix la zona que ocuparia el model original des d’aquella posicio´
de visio´. Per tal de fer-ho es projecten els punts de la caixa englobant sobre el pla de
l’impostor, es transformen a la base ortonormal del pol´ıgon de suport original (definida
pels vectors normal W , binormal V i tangent U d’aquest2 i un punt origen - veure Figura
3.2) per tal que se’n pugui calcular el mı´nim i el ma`xim. Un cop definits aquests valors
mı´nim i ma`xim es poden calcular els 4 punts d’enclavament nous sobre la base del pla, els
quals s’hauran de traslladar a coordenades del mo´n altre cop.
2. Ca`lcul de les noves coordenades de textura: donat el ca`lcul anterior per obtenir els nous
punts simplement cal recalcular a quines coordenades dins de la textura, en la seva posicio´
original, corresponen. Per tal d’aconseguir-ho, calculem la posicio´ relativa dels nous punts
respecte els originals en la base del pla. Veure Figura 3.3.
2La nomenclatura no e´s del tot correcta, ja que aquest vectors estan definits sobre corbes. No obstant, en fem
u´s ja que defineix una base ortonormal.
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Figura 3.2: Base ortonormal del pla
Figura 3.3: Noves coordenades de textura. Els quads de color verd representen els punts d’en-
clavament i les coordenades de textura originals mentre que els quads blancs representen els
resultats del co`mputs efectuats durant la preparacio´ dels impostors (en la imatge de la dreta,
s’ha remarcat el quad blanc per tal que se’n puguin apreciar les dimensions).
Un versio´ diferent de la preparacio´ dels impostors pot consistir en projectar la caixa englobant
en el pla corresponent i, en comptes de calcular 4 punts (un rectangle), escollir aquells punts
me´s exteriors de la projeccio´ (com a ma`xim 6 punts formant un hexa`gon). A partir d’aqu´ı
es procediria d’igual manera. Utilitzant aquesta projeccio´ s’aconsegueix una major eficie`ncia
durant l’algorisme de render ja que l’a`rea cobrira` amb me´s precisio´ (menys excedent) la caixa
englobant.
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Algorisme de render
L’algorisme de render utilitzat en la te`cnica que ens ocupa esta` basat en el proposat per Poli-
carpo et al.[34]. D’aquesta manera, quan s’envia a visualitzar el pol´ıgon de suport texturitzat
corresponent a un impostor determinat (calculat en la fase pre`via), la idea ba`sica e´s trobar una
interseccio´ entre la textura (entenent-la com un height-field) i el raig de visio´. Aquesta cerca
es realitza en la GPU mitjanc¸ant un fragment shader i, per cada fragment/p´ıxel, s’executen els
passos segu¨ents:
1. Es calcula el raig de visio´ que va des de l’observador fins al punt del pol´ıgon texturitzat
corresponent al fragment tractat.
2. El raig de visio´, en forma de vector, es transforma a la base ortonormal del pla de l’im-
postor.
3. Es calculen les coordenades per on el raig entra a la textura A (justament les coorde-
nades del punt del pol´ıgon texturitzat que correspon al fragment actual, on la profunditat
emmagatzemada sera` 0.0) i per on l’abandona B (on la profunditat sera` 1.0).
4. Anar avanc¸ant per raig de visio´ fins a trobar una interseccio´. Aquesta cerca es realitza de
forma bina`ria.
5. Un cop trobada la interseccio´, associa la profunditat, el color i la normal emmagatzemats
en les textures, en les coordenades corresponents a la interseccio´, al fragment actual, tot
aplicant els ca`lculs d’il·luminacio´ necessaris.
Figura 3.4: Cerca bina`ria
En la Figura 3.4 podem veure com es realitza el proce´s de la cerca bina`ria. Comenc¸ant amb
l’interval A-B, en cada pas se’n troba un punt intermedi. Segons si aquest nou punt es troba
en l’interior o l’exterior de la superf´ıcie, emmagatzemada en la textura mitjanc¸ant profunditats,
s’actualitzen els punts final i inicial de l’interval, respectivament. S’ha de tenir en compte que
aquesta cerca no es realitza infinitament (donada la dificultat de trobar el punt d’interseccio´
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Figura 3.5: Cerca bina`ria - Possibles errors
exacte), sino´ que s’ha trobat emp´ıricament que 8 passos de cerca bina`ria so´n suficients per
assolir resultats satisfactoris.
Un problema associat a la cerca bina`ria rau en la complexitat dels height-fields (ba`sicament
provocada per concavitats de la superf´ıcie). Aquest fet ens pot portar a resultats erronis pel fet
que l’algorisme es salti alguna interseccio´ pre`via a la trobada. Aquest problema es pot veure en
la Figura 3.5. Una possible solucio´ a aquest problema e´s realitzar una cerca lineal inicial per
acotar l’interval de cerca i, despre´s, fer la cerca bina`ria, tal i com es veu en la Figura 3.6. Aquesta
cerca lineal divideix el segment A-B en x passos equidistants de llargada δ, valor que sera` me´s
petit a mesura que l’angle entre el raig de visio´ i la normal del pla de l’impostor augmenti.
Figura 3.6: Cerca lineal pre`via
No obstant, el problema anterior continua persistint si la convexitat e´s molt petita (d’amplada
inferior a δ), com demostra la Figura 3.7. Ara pero`, l’autor de la te`cnica original recalca que e´s
un problema d’aliasing poc apreciable.
Finalment, aquesta metodologia tambe´ permet computar la il·luminacio´ i les ombres gene-
rades per la pro`pia superf´ıcie, com ja vam esmentar en el cap´ıtol anterior. En la Figura 3.8 es
pot veure com s’executa aquest co`mput creant un raig des del focus de llum al fragment tractat.
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Figura 3.7: Cerca lineal - Possibles errors
Si no hi ha una interseccio´ pre`via a la interseccio´ trobada mitjanc¸ant el raig de visio´ el fragment
queda il·luminat i, per contra, si hi ha alguna interseccio´ pre`via el fragment queda a l’ombra.
Figura 3.8: Co`mput d’il·luminacio´ i ombres
Una aportacio´ feta per Andu´jar et al.[9] a l’algorisme anterior permet detectar greus discon-
tinu¨ıtats en el height-field que provoquen alguns errors (artifacts) i decidir quina e´s la profunditat
adequada per aquells p´ıxels coberts per me´s d’una textura.
La deteccio´ de discontinu¨ıtats es do´na quan l’interval A-B (modificat per la cerca lineal i
la posterior bina`ria) e´s molt petit i la difere`ncia entre les profunditats associades e´s superior a
un llindar establert. Si aixo` succeeix el fragment tractat e´s descartat i no es modifica el frame
buffer per aquell p´ıxel (veure Figura 3.9).
En quant a la discussio´ de profunditats per un mateix p´ıxel es poden seguir diverses es-
trate`gies. Els autors destaquen, entre altres:
(a) Donar prefere`ncia a la profunditat emmagatzemada per l’impostor me´s proper a la direccio´
de visio´.
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Figura 3.9: Deteccio´ de discontinu¨ıtats
(b) Utilitzar la profunditat emmagatzemada en aquell impostor la normal del qual e´s la me´s
propera a la normal corresponent al punt d’interseccio´.
(c) Decrementar la profunditat emmagatzemada pel punt corresponent amb una ponderacio´
de la projeccio´ de la normal de l’impostor sobre la normal en el punt. D’aquesta manera,
s’afavoreixen les millors mostres.
En la Figura 3.10 podem veure una comparacio´ entre les tres estrate`gies, essent la (b) la que
do´na pitjors resultats.
Figura 3.10: Comparacio´ entre les estrate`gies per al co`mput de la profunditat
En l’apartat 4.2.1 veurem que la nostra implementacio´ segueix la mateix teoria de Policarpo
amb els afegits d’Andu´jar, pero` de forma diferent.
3.2 Hierarchical Omni-directional Relief Impostors (HORIs)
Un cop presentada la te`cnica dels ORIs es pot estendre fa`cilment per tal que permeti visualitzar
grans escenes o models. Per tal d’aconseguir-ho, i com ja vam veure en el Cap´ıtol 2, els autors[9]
proposen l’u´s de jerarquies que faciliten veure el model original a diferents nivells de detall,
segons el punt de visio´.
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Abans d’introduir-nos en les jerarquies pro`piament, cal distingir dues categories ben difer-
enciades entre tots els models possibles:
• ba`sics: ens referirem com a model ba`sic a totes aquelles representacions d’objectes quals-
sevol, com per exemple poden ser les esta`tues, els cotxes...
• urbans: els models urbans engloben totes aquelles escenes que representen ciutats o parts
d’aquestes.
Aquesta diferenciacio´ ens afectara` durant la construccio´ de la jerarquia pero` no en el moment
de la seva visualitzacio´.
Aix´ı veiem que per tal de renderitzar es realitzara` un recorregut en pre-ordre de l’estructura
jera`rquica escollida, de tal manera que s’enviara` a pintar un determinat node si el seu PLT e´s
me´s gran que la mida de la projeccio´ en pantalla de la caixa englobant associada. En cas que
el PLT sigui me´s petit s’avanc¸ara` en la jerarquia fins al nivell segu¨ent, tornant a fer la mateixa
comprovacio´ per cadascun dels fills. En el moment en que` s’arribi a les fulles es pot optar per
representar els seus ORIs o la geometria del model original per a la zona en concret.
A continuacio´ descriurem les solucions emprades pels dos tipus de models abans esmentats.
3.2.1 Model ba`sic - Octree
Tenint en compte la definicio´ que hem donat sobre model ba`sic en iniciar aquesta seccio´ se’n
dedueix la idea que aquest tipus d’objectes han de poder ser vistos des de qualsevol punt de
vista al seu voltant. Per aquesta rao´, la creacio´ d’un ORI per a un model d’aquest tipus
s’efectua seguint els passos que s’han explicat en la Seccio´ 3.1, del tal manera que els impostors
l’embolcallen completament.
Figura 3.11: Exemple de la particio´ de l’espai mitjanc¸ant un Octree
Un cop sabem com construir l’ORI necessitem crear una jerarquia particionant l’espai que
ocupa el model. En aquest cas, el tipus de jerarquia escollit, donada la seva simplicitat i facilitat
per particionar un espai 3D, e´s l’Octree[57] (vegeu la Figura 3.11).
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Aix´ı doncs, per cada node de la jerarquia es creara` un ORI associat al submodel corresponent.
Podem veure que al primer nivell tindrem un ORI per tot el model, al segon nivell tindrem 8
ORIs obtinguts de la divisio´ de la caixa englobant inicial en les 3 dimensions (alc¸ada, amplada
i profunditat) i aix´ı successivament.
3.2.2 Model urba` - Quadtree
Donat el fet que tant sols ens interessa visualitzar una escena urbana des de punts de visio´ elevats
(per sota de la seva base no te´ cap intere`s geome`tric), en el moment de la creacio´ d’un ORI
urba`, podrem obviar tots aquells impostors que quedin en posicions no desitjades. D’aquesta
manera, tant sols s’efectuaran captures en l’hemisferi nord de l’esfera englobant.
Una altra caracter´ıstica important de les escenes urbanes e´s el fet que hi ha importants
oclusions degut als edificis. Aixo` provoca que la seleccio´ de vistes no sigui tant trivial com en el
proce´s de creacio´ d’ORIs detallat anteriorment. En aquest cas, es captura un impostor segons
la direccio´ zenital (aquest impostor sempre es visualitzara`), que donara` informacio´ geome`trica
completa de tot el model, complementat per un conjunt d’impostors que afegiran els detalls de
les fac¸anes. Aquest proce´s e´s explicat en [10].
Figura 3.12: Exemple d’un HORI urba`
D’altra banda, un model urba` es caracteritza per tenir una extensio´ elevada i una altura
limitada. Aixo` provoca que no tingui massa sentit dividir l’espai en 3 dimensions pero` s´ı en
2.5D. Per aquesta rao´, la jerarquia escollida e´s un Quadtree[59], el qual dividira` cada caixa
englobant en amplada i profunditat (sorgint 4 subcaixes), tal i com es mostra en la Figura 3.12.
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Cap´ıtol 4
Disseny i Implementacio´
L’objectiu principal del treball era crear un programa que demostre´s el funcionament de la
te`cnica de HORIs. D’aquesta manera, els u´nics requeriments dels que part´ıem eren el poder
obrir i visualitzar diferents tipus de models, crear ORIs i HORIs a partir d’ells i, finalment,
poder renderitzar aquests nous models impostors.
D’altra banda, aquesta implementacio´ ha estat desenvolupada en un entorn lliure. Aix´ı
doncs, tot el codi generat, a me´s de les llibreries de tercers utilitzades so´n de codi lliure. Per
me´s informacio´ al respecte, vegeu l’Ape`ndix B.
4.1 Disseny
Durant la fase de disseny vam decidir utilitzar un paradigma de programacio´ orientat a objectes
per estructurar l’aplicacio´ a crear. Els beneficis que ens reportava eren la facilitat de modelitzar
d’un domini i mantenir-lo, a me´s de la seva fa`cil extensio´ en cas d’aparicio´ de nous requeriments
i/o funcionalitats.
Aix´ı doncs, en aquesta seccio´ detallarem certs aspectes del diagrama de classes1 creat con-
juntament amb els patrons de disseny utilitzats i alguns casos d’u´s del Model de Domini2.
4.1.1 Jerarquies i diagrames de classes
En l’aplicacio´ dels HORIs ens trobem amb dues jerarquies de classes ba`siques que interactuen
entre elles:
• Jerarquia de Models: representen els diferents tipus de models, tant geome`trics com d’im-
postors, i permeten gestionar-ne la visualitzacio´.
• Jerarquia de Loaders: permeten llegir els fitxers on s’emmagatzemen els diferents tipus de
models i carregar-los a memo`ria.
1El diagrama de classes sera` tractat per parts. En cas que es desitgi veure’l complet, vegeu C o el diagrama
en el CD.
2Tots els diagrames que presentem segueixen la notacio´ Unified Modelling Language (UML)[25]. A me´s a me´s,
s’ha de tenir en compte que no s’han afegit tots els me`todes necessaris de les llibreries de tercers amb la intencio´
de facilitar i focalitzar la comprensio´ dels diagrames.
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Jerarquia de Models
La jerarquia de models es crea per establir un interf´ıcie comuna i ba`sica per la visualitzacio´ de
qualsevol tipus de representacio´ gra`fica (veure Figura 4.1).
Figura 4.1: Jerarquia de models
En la jerarquia podem diferenciar els models entre geome`trics i impostors.
Dins de la branca dels geome`trics es poden gestionar models del tipus PointCloud i poligonal,
on trobem els formats PLY i VRML. Al diagrama, pero`, estan classificats d’una altra manera:
• Els models PointCloud i PLY es troben sota la branca de GeomModel ja que estan definits
per primitives geome`triques ba`siques (ve`rtexs i triangles) i la seva gestio´ es fa amb codi
propi.
• Els models VRML estan representats per la classe NodeModel, tot i ser models poligonals.
La rao´ ba`sica d’aquesta distincio´ rau en el fet que la gestio´ d’aquest tipus de format la
deleguem a una de les llibreries utilitzades (OpenSG - per me´s informacio´, vegeu l’Ape`ndix
B).
Podem veure, a me´s a me´s, que el subarbre de GeomModel es relaciona amb una petita
jerarquia d’elements que representa, justament, les primitives geome`triques abans esmentades.
De la mateixa manera, ORI es relaciona amb la classe Impostor, la qual s’encarrega de gestionar
les imatges que constitueixen el model i les seves modificacions.
D’altra banda, les branques d’ORI i HORI representen els models impostors i afegeixen una
interf´ıcie de creacio´ diferent en cada subclasse.
Podeu trobar me´s informacio´ sobre els formats dels models geome`trics a l’Ape`ndix C. A me´s
a me´s, podeu veure una versio´ complerta del diagrama de la famı´lia de classes Model en C.2.1.
Jerarquia de Loaders
Paral·lelament a la jerarquia de models, es crea una jerarquia de carregadors amb l’objectiu
d’obtenir els diferents models a partir de fitxers.
Disposem d’un carregador per cada tipus de model abans esmentat, de tal manera que tots
responen a una mateixa interf´ıcie ba`sica (veure Figura 4.2). No obstant, existeix una excepcio´
en el cas del PointCloud, model pel qual trobem dos carregadors ja que es pot trobar en format
binari o text pla (ASCII ). Tambe´ hem de tenir en compte que el carregador per a NodeModel
e´s el VRMLLoader.
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Figura 4.2: Jerarquia de carregadors
D’altra banda, tambe´ existeix el me`tode que permet serialitzar un model. No obstant, tota
la jerarquia disposa d’una implementacio´ buida per aquest me`tode, a excepcio´ dels carregadors
per ORIs i HORIs. Aixo` e´s aix´ı donat que els u´nics models que es poden crear i, per tant,
necessiten ser guardats a disc com a nous so´n justament ORIs i HORIs.
Per veure el diagrama de classes complert, vegeu C.2.2.
4.1.2 Patrons de disseny
Amb el propo`sit de crear un codi el ma`xim desacoblat possible hem utilitzat diversos patrons de
disseny al llarg de la implementacio´. D’altra banda, aquests patrons faciliten el manteniment i
extensio´ de l’aplicacio´.
Per cone`ixer me´s detalls teo`rics sobre aquestes guies de disseny, recomanem la lectura de
[20].
Model-Vista-Controlador (MVC)
Per tal de deslligar la interf´ıcie gra`fica (GUI) del model de dades hem fet u´s del patro´ MVC.
D’aquesta manera podem utilitzar qualsevol tipus de GUI sense haver de canviar la imple-
mentacio´ de les classes que contenen la lo`gica i la funcionalitat de l’aplicacio´. De manera
similar, es podria reimplementar la lo`gica sense que la GUI se n’assabente´s (tot respectant les
interf´ıcies).
En la Figura 4.3 es pot veure com hem aplicat aquest patro´ a la nostra aplicacio´.
Figura 4.3: Patro´ MVC adaptat a l’aplicacio´ de HORIs
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Exemplificant els beneficis del patro´ MVC, podem comentar que durant la implementacio´
vam canviar la GUI de GLUT [24] (me´s concretament la seva implementacio´ oberta freeglut [31])
a GTK+[22], per quedar-nos, finalment, amb Qt [45]3. Me´s informacio´ sobre les llibreries a
l’Ape`ndix B.
Observer
La motivacio´ per incorporar aquest patro´ va venir donada per l’intere`s en que` el proce´s de
construccio´ d’ORIs i HORIs reporte´s resposta visual a l’usuari, per tal que aquest pugui veure
el progre´s i no abandoni davant la suposada inactivitat (si la GUI no s’actualitze´s, durant la
creacio´ d’ORIs donaria sensacio´ de bloqueig).
Figura 4.4: Patro´ Observer per comunicar la GUI amb la construccio´ d’ORIs
Partint del fet que e´s la GUI qui gestiona principalment el context d’OpenGL (definicio´, inici,
control dels events sobre la zona de render i tancament) i per tal d’evitar haver de passar-la
cap al model (augmentaria l’acoblament i ens saltar´ıem l’u´s del patro´ MVC), es defineix la GUI
com un objecte observador que esta` atent a les notificacions enviades per l’objecte observable
(en aquest cas, ORI) per refrescar la pantalla. Aquesta estructura queda reflectida a la Figura
4.4.
En qualsevol cas, la GUI nome´s coneixera` la interf´ıcie d’Observable i ORI la d’Observer.
Factory Method
Com ja hem dit a l’apartat 4.1.1, tota la jerarquia de Loaders comparteix la mateixa interf´ıcie.
Per aquesta rao´, el me´s adient e´s que el controlador del patro´ MVC tan sols conegui a la
superclasse Loader (de la mateixa manera que nome´s coneix a Model).
Per tal d’aconseguir la transpare`ncia del tipus de carregador de cara al controlador, vam
implementar una versio´ parametritzada del patro´ Factory Method.
3Aquest canvis han estat donats per diverses raons:
• La GLUT e´s la GUI que vam estar utilitzant durant les proves donada la seva lleugeresa i simplicitat. No
obstant, en el moment de realitzar la interf´ıcie gra`fica encarada a l’u´s del programa ens vam adonar de les
mancances de controls de la llibreria, la qual cosa restava atractiu i facilitat d’u´s a l’aplicacio´.
• En quant a la GTK+, vam topar amb el problema que no porta incorporada la gestio´ del context d’OpenGL,
sino´ que e´s necessari emprar una extensio´ anomenada gtkglext [62] que, en qualsevol cas, no acabava de
funcionar correctament davant els nostres requeriments.
• Per contra, Qt ens ha funcionat correctament des del principi i, a me´s a me´s, ens ha aportat la facilitat de
ser orientada a objectes.
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Figura 4.5: Patro´ Factory Method per la jerarquia de carregadors
4.1.3 Casos d’u´s del Model de Domini
En aquest apartat mostrarem els casos d’u´s del Model de Domini de l’aplicacio´ dels HORIs,
alguns dels quals es troben exposats en forma de diagrama de sequ¨e`ncia. Aquests casos d’u´s
engloben les funcionalitats de carregar un model des de fitxer, visualitzar-lo, crear-ne un ORI o
HORI i guardar aquest nou model impostor.
Ca`rrega d’un model
En aquest apartat mostrem els diagrames de sequ¨e`ncia per a la ca`rrega d’un ModelORI i d’un
PointCloudModel. A partir d’ells es pot generalitzar el proce´s per a qualsevol tipus de repre-
sentacio´ gra`fica tractada en aquest treball.
En la Figura 4.6 es presenta tot el desenvolupament de crides que ocasiona la lectura d’un
ModelORI des de fitxer.
En representacio´ anterior podem veure l’aplicacio´ dels patrons MVC i Factory Method expli-
cats en l’apartat anterior. D’aquesta manera, quan la GUI rep l’ordre de carregar un cert model
es comunica amb el Controller per tal que aquest faci les gestions necessa`ries. Aix´ı doncs, el
primer que ha de fer e´s obtenir el carregador apropiat pel fitxer seleccionat i, un cop aconseguit,
delegar-li la lectura i reconstruccio´ del model corresponent (en aquest cas un ModelORI ).
De manera similar, en la Figura 4.7 podem veure el mateix proce´s per a un PointCloudModel.
Per estendre la funcionalitat en el cas de voler carregar un HORI, tant sols caldria afegir la
interaccio´ entre Loader - HORI i HORI i el seu ORI associat, repetint-se els mateixos passos
que en la Figura 4.6.
En el cas de models poligonals, el cas d’u´s e´s el mateix que el de la Figura 4.7 amb l’u´nic
afegit de la interaccio´ amb la classe Polygon per al tractament dels pol´ıgons continguts.
Finalment, pel que fa als models VRML, se’n delega la seva ca`rrega a la llibreria OpenSG,
per tant, el diagrama de sequ¨e`ncia es veuria tallat en el Loader.
Veiem que, en qualsevol cas, hi ha un gran desacoblament ja que el Controller tant sols
coneix les interf´ıcies de les classes abstractes Loader i Model. L’especialitzacio´ en el tractament
concret del format del fitxer, el qual implica un tipus de model o altre, es realitza en el Loader
corresponent, el qual crea les estructures de dades i el Model apropiats.
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Figura 4.6: Diagrama de sequ¨e`ncia per a la ca`rrega d’un ModelORI
Figura 4.7: Diagrama de sequ¨e`ncia per a la ca`rrega d’un PointCloudModel
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Visualitzacio´ d’un model
Les Figures 4.8 i 4.9 presenten la sequ¨e`ncia a seguir per tal de renderitzar un ModelORI i un
model poligonal respectivament.
Figura 4.8: Diagrama de sequ¨e`ncia per a la visualitzacio´ d’un ModelORI
Tornem a observar el desacoblament del qual gaudeix el Controller ja que pot cridar a
visualitzar qualsevol model sense haver-ne de cone`ixer el seu tipus espec´ıfic (tant sols la interf´ıcie
de Model). Ara pero`, cada representacio´ gra`fica actua de manera diferent internament, ja que
el components que el formen so´n, en cada cas, diferents.
Concretament, veiem que ModelORI s’ha d’encarregar de detectar la direccio´ de visio´ actual,
activar el shader i enviar a renderitzar els impostors corresponents, depenent de si s’han d’escollir
per proximitat o per les seleccions preestablertes. El mateix succeeix en el cas d’UrbanORI (sense
tenir en compte seleccions preestablertes). En el cas dels HORIs, el funcionament seria el mateix
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Figura 4.9: Diagrama de sequ¨e`ncia per a la visualitzacio´ d’un model Poligonal de format PLY
i tant sols caldria iterar sobre l’arbre, representant els ORIs dels nodes adients en cada moment.
Pel que fa als PointCloudModels, segueixen la mateixa pol´ıtica que els models poligonals.
En canvi, en els models VRML la renderitzacio´ va a ca`rrec de la llibreria OpenSG.
Creacio´ d’un ORI/HORI
En la Figura 4.10 es pot veure el diagrama de sequ¨e`ncia que mostra els passos que cal executar
per tal de crear un ModelORI.
En aquest esquema d’execucio´ podem observar l’u´ltim dels patrons aplicats al nostre disse-
ny. D’aquesta manera, es mostra com ModelORI interactua amb la GUI mitjanc¸ant el patro´
Observer, essent la interf´ıcie d’usuari qui observa i el model en construccio´ l’objecte observat.
D’altra banda, es posen de manifest les dues etapes que composen el proce´s global de con-
struccio´: la captura de les imatges (Create Impostors) i el proce´s de seleccions (Create Selec-
tions), el qual es fa segons la demanda de l’usuari que ha iniciat la crida.
Pel que fa a l’extensibilitat d’aquest diagrama, en el cas d’UrbanORI e´s igual, exceptuant
l’eliminacio´ del proce´s de seleccions, i la construccio´ de HORIs tant sols implicaria l’afegit de la
interaccio´ d’aquests amb el Controller4.
Finalment, cal mencionar que, en aquest cas, el desacoblament entre el Controller i la jerar-
quia de models (me´s concretament ORIs i HORIs) no e´s possible, ja que es necessita saber quin
e´s el model impostor concret a crear per tal que les crides s’executin polimo`rficament.
4HORI se situaria entre el Controller i l’ORI inherent, dedicant-se, tant sols, a fer crides iteratives a la
construccio´ dels ORIs corresponents per tal de crear la jerarquia.
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Figura 4.10: Diagrama de sequ¨e`ncia per a la creacio´ d’un ModelORI
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Desat del model impostor
Un cop creat un model impostor, el seu desat segueix els passos que indica el diagrama de la
Figura 4.11.
Figura 4.11: Diagrama de sequ¨e`ncia per a desar d’un ModelORI
Tornem a observar l’accio´ dels patrons de disseny MVC i Factory Method en l’obtencio´ del
carregador adient al model creat.
D’altra banda, un cop el Controller posse¨ıx el Loader li delega la tasca perque` aquest s’en-
carregui de demanar les dades necessa`ries al model per tal de poder construir el fitxer i poder-lo
recuperar posteriorment.
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En el cas de desitjar guardar un UrbanORI el diagrama queda gairebe´ igual (tant sols difereix
d’alguns para`metres, com per exemple, les dades diferenciades de l’impostor que actua com a
zenit) i, pels HORIs, tal i com hem anat dient, tant sols fa falta afegir-los entre el Loader i l’ORI
corresponent, ja que el desat es realitza de manera iterativa construint una jerarquia de fitxers
i directoris que reflexa el model conceptual (veure 4.2.3).
4.2 Aspectes de la implementacio´
Comentarem, tot seguit, alguns punts de la implementacio´ que divergeixen de la te`cnica d’ORIs-
HORIs original, a me´s d’alguna petita aportacio´ extra a la funcionalitat de l’aplicacio´.
4.2.1 Detalls en l’algorisme dels ORIs
Per tal de fer la implementacio´ de la te`cnica dels ORIs ens hem basat en la metodologia explicada
en el Cap´ıtol 3. No obstant, hi ha difere`ncies, algunes de les quals importants, tant en el proce´s
de construccio´ com en el de visualitzacio´.
Construccio´
Tal i com vam explicar en l’apartat 3.1.1 hi ha diverses maneres de distribuir les direccions de
visio´ al voltant de l’esfera englobant del model.
• En el cas dels models urbans, i a difere`ncia de com se seleccionen les vistes a [10], hem optat
per una distribucio´ regular de 9 vistes al voltant de l’hemisferi nord de l’esfera englobant5
(agafem el zenit -cara superior-, 1 vista per cada ve`rtex i 1 per cada aresta horitzontal de
la cara superior -en el punt mig- d’un cub de costat 2 unitats i centrat al mateix lloc que
la caixa englobant), com es pot veure en la Figura 4.12 (a).
• Pel que fa als models ba`sics ens vam decantar per distribuir les n vistes uniformement
al voltant de l’objecte, sense cap tipus de co`mput addicional. A me´s a me´s, no nome´s
ens vam ajustar a les n = 20 vistes recomanades pels autors de la te`cnica (distribu¨ıdes
pels ve`rtexs del dodeca`edre englobant) sino´ que, veient els resultats de la visualitzacio´ del
model urba`, vam provar d’estendre a n = 26 les direccions de visio´ (1 per cada cara, 1 per
cada ve`rtex i 1 per cada aresta -en el punt mig- d’un cub de costat 2 unitats i centrat al
mateix punt que la caixa englobant, com es pot veure a la Figura 4.12 (b))6.
La rao´ per la qual hem optat pel me`tode de “distribucio´ regular” ha estat basada en el
fet que si n = 20 vistes, ens trobem que l’angle entre direccions difereix 37o. En canvi,
si utilitze´ssim la “pertorbacio´ basada en informacio´” ens podr´ıem trobar en casos extrems
en els quals un parell determinat de direccions estiguessin a 29o, mentre que un altre
parell es podria trobar a 45o d’obertura. Aixo` podria provocar un buid d’informacio´ en
algunes zones mentre que en altres la densitat de vistes seria elevada. No obstant, aquesta
5Cal recordar que la representacio´ dels models urbans sera` principalment en 2.5D, e´s a dir, tant sols ens
interessa veure’ls des de punts superiors respecte a la seva base.
6Una comparativa dels resultats obtinguts es pot veure en el Cap´ıtol 5.
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(a) (b)
Figura 4.12: (a) Distribucio´ de vistes per un model urba` i (b) per a un model ba`sic per n = 26
difere`ncia no e´s dolenta sempre i quan hi hagi una bona cobertura (mostreig) de tota la
superf´ıcie del model. En la Figura 4.13 podem veure aquest fenomen.
Figura 4.13: Distribucio´ de vistes en un icosa`edre. Els punts blaus simbolitzen la “distribucio´
regular” mentre que els punts grocs i vermells representen els casos extrems amb l’u´s “pertorbacio´
basada en informacio´”.
Un altre factor que ens ha fet optar pel primer me`tode e´s la seva senzilla implementacio´ i,
molt important, ra`pida execucio´.
D’altra banda, en el moment de construccio´ no calculem cap tipus de PLT, ja que aixo` ho
fem de manera diferent i dina`mica durant la visualitzacio´ (veure apartat de Visualitzacio´ en
4.2.2).
Visualitzacio´
A difere`ncia del codi de shader que Policarpo et al. adjunten a [34], en el qual el raig de visio´
es transformat a espai de textura, hem implementat un nou shader en el qual treballem com-
pletament sobre l’espai ortonormal definit pel pol´ıgon de suport original de l’impostor (explicat
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a 3.1.2). D’aquesta manera, avancem sobre el raig i trobem les coordenades de textura corres-
ponents al punt de l’espai en que` ens trobem amb una projeccio´ cap al pla, mitjanc¸ant l’u´s de
trigonometria ba`sica.
Aix´ı doncs, podem dir que el nou codi e´s diferent pero` es basa en el mateix principi que el
de Policarpo.
D’altra banda, com a funcionalitat addicional hem perme`s que l’usuari pugui veure el model
utilitzant les seleccions (en el cas de models ba`sics) o escollint pintar un cert nombre d’impostors
(en cada moment s’agafaran els me´s propers a la direccio´ de visio´, sense necessitat de cap
preco`mput).
4.2.2 Detalls de la jerarquia dels HORIs
La implementacio´ que hem dut a terme de les jerarquies no implica l’u´s d’una estructura de
dades tipificada sino´ que la relacio´ jera`rquica queda impl´ıcita mitjanc¸ant l’u´s d’apuntadors entre
objectes i relacions d’agregacio´.
Tambe´ destaquem la petita gestio´ de memo`ria que hem implementat a l’hora de crear i
visualitzar HORIs per tal de no col·lapsar el sistema.
Construccio´
La jerarquia de HORIs queda constitu¨ıda per nodes enllac¸ats que so´n, pro`piament, insta`ncies
de la classe HORI (o derivades).
Cada objecte conte´ un llistat dels seus fills (4 o 8 HORIs - extensible a qualsevol nombre de
fills7) a me´s de l’ORI associat a aquell node (veure Figura 4.14).
Figura 4.14: Esquema de la jerarquia d’un quadtree de HORIs
A difere`ncia de la implementacio´ realitzada pels autors a [10] (bottom-up, parteixen el model
i a partir de les fulles de l’arbre creen la jerarquia cap amunt), hem fet la construccio´ top-down,
e´s a dir, partint del model complet en el primer nivell, l’anem dividint successivament per tal
de crear els nivells inferiors.
Aix´ı doncs, per evitar les mu´ltiples crides d’un me`tode recursiu, hem implementat la creacio´
de forma iterativa emprant un sistema de cues.
D’altra banda, cal remarcar la difere`ncia entre la subdivisio´ d’Octree i Quadtree, la qual ens
ha fet distingir entre HORIs per models ba`sics (ModelHORI ) i per models urbans (UrbanHORI ).
7En la nostra implementacio´ tant sols permetem crear Octrees i Quadtrees. No obstant, podem carregar
qualsevol tipus d’arbre de HORIs, sigui quin sigui el nombre de fills de cada node.
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Aquesta difere`ncia tant sols recau en com es fa la subdivisio´ de la caixa englobant (3D i 2D,
respectivament) i en els ORIs associats (ModelORI i UrbanORI, respectivament).
Finalment, per tal de no col·lapsar el sistema per manca de memo`ria, cada cop que es crea un
ORI associat a un determinat node, es guarden les imatges que el composen de forma temporal
(donat que treballem en un sistema UNIX, me´s concretament amb Linux, el directori temporal
triat e´s /tmp). D’aquesta manera, es pot descarregar la memo`ria principal.
Visualitzacio´
Donat que la representacio´ pro`piament recau sobre el me`tode de render dels ORIs, la jerarquia
de HORIs tan sols s’ha d’encarregar d’escollir quins s’han de pintar (segons el PLT) i eliminar
aquells que queden fora de la projeccio´ en pantalla (utilitzant els plans que defineixen el frustum
com a plans de retallat - clipping planes).
Aix´ı doncs, partint de l’arrel s’analitza node a node si s’envia a representar l’ORI associat o
s’ha de descendir al segu¨ent nivell.
A difere`ncia del ca`lcul del PLT explicat a l’apartat 3.1.1, el co`mput que realitzem nosaltres
ens serveix per discernir si la representacio´ de l’ORI tractat es pot encabir en pantalla (la qual
cosa significa que la qualitat de visualitzacio´ sera` raonablement acceptable). Per fer-ho, tant
sols hem d’aplicar trigonometria ba`sica per saber a quina dista`ncia mı´nima (entre la posicio´ de
la ca`mera i el centre del model) es pot veure completament tot l’ORI tenint en compte l’angle
d’obertura de la ca`mera8 (veure Figura 4.15).
Figura 4.15: Dista`ncia mı´nima acceptable entre l’ORI i la ca`mera
Aix´ı doncs, veiem que la dista`ncia d mı´nima es pot trobar segons la fo´rmula:
d = raditan(α/2)
8Cal mencionar que aquest co`mput depe`n de que` la ca`mera sigui perspectiva. No obstant, aixo` no suposa un
greu problema tenint en compte que la implementacio´ del shader tambe´ es basa en una ca`mera perspectiva.
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Tot i que aquest ca`lcul e´s l’ideal, hem de pensar que estem renderitzant imatges texturitzades
sobre un pla tangent a l’esfera englobant. Per aquesta rao´, ens podem trobar en una situacio´
com la de la Figura 4.16 on el pol´ıgon de suport de l’impostor sobresurt del camp de visio´.
Davant d’aquest problema, hem trobat experimentalment que, afegint un marge de mig radi a
l’esfera englobant aconseguim una dista`ncia mı´nima que ens assegura la qualitat per qualsevol
punt de visio´.
Figura 4.16: Problema amb el ca`lcul de la dista`ncia mı´nima
Per tant, la fo´rmula final utilitzada queda aix´ı:
d = 1.5·raditan(α/2)
D’aquesta manera, si la dista`ncia a la qual es troba l’ORI e´s menor a la calculada es requereix
un millor nivell de detall i, per tant, descendir en l’arbre.
Addicionalment, per descartar aquells ORIs que no quedaran dins del volum de visio´, hi ha
diferents alternatives:
• Deteccio´ d’interseccions entre els plans del frustum i els de la caixa englobant. Aquest
me`tode e´s molt utilitzat a les te`cniques de deteccio´ de col·lisions.
• Deteccio´ d’interseccions entre els plans del frustum i l’esfera englobant. Aquest me`tode,
tambe´ molt utilitzat a les te`cniques de deteccio´ de col·lisions, e´s una mica me´s imprec´ıs
que l’anterior (el volum englobant e´s major), pero` e´s me´s ra`pid.
• Projeccio´ dels punts de la caixa englobant sobre la pantalla. En el moment en que` algun
dels punts entra en el viewport queda impl´ıcit que la caixa englobant ha intersecat amb
algun dels plans del frustum. No obstant, aquesta opcio´ te´ el problema de no contemplar
la interseccio´ entre volums, de tal manera que pot ser que els punts de la caixa englobant
quedin fora de la projeccio´ pero` continu¨ı essent visible dins el frustum, (un exemple en la
Figura 4.17).
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Figura 4.17: Casos possibles en interseccions entre el volum del frustum i la caixa englobant fent
projeccions. Les caixes blava i verda es pintaran sense cap problema ja que, com a mı´nim, un
dels seus punts cau en la projeccio´ en pantalla. En canvi, la caixa marro´, tot i que els volums
s’intersequen, no es pintara` ja que te´ tots els seus punts fora de la projeccio´ en pantalla.
En el nostre cas, hem implementat la tercera opcio´, donada la facilitat atorgada per l’u´s
de la llibreria GLU[23] i la seva rapidesa d’execucio´. En quant al problema comentat en les
l´ınies anteriors, nome´s quedara` patent quan visualitzem el model de molt aprop, cas en que` la
subdivisio´ s’haura` efectuat i, per tant, els errors ocasionats seran mı´nims.
Finalment, a causa de la ingent quantitat d’imatges que pot tenir un arbre de HORIs, no e´s
recomanable carregar-les totes a memo`ria principal (e´s possible que, fins i tot, no hi hagi prou
capacitat). Per aquesta rao´, fem un ca`rrega de les imatges sota demanda, de tal manera que
carreguem totes les necessa`ries pels ORIs a renderitzar actualment i descarreguem totes aquelles
dels ORIs ja no necessaris.
4.2.3 Format de fitxer
Per tal de poder recuperar un ORI/HORI creat hem dissenyat un sistema que ens permeti
guardar-los f´ısicament. D’aquesta manera hem creat un format basat en XML (eXtensible
Markup Language)[50, 61] per a les dades dels models i hem utilitzat el format PNG[52] per
guardar les imatges en una jerarquia de directoris.
Hem escollit XML per la seva fa`cil definicio´ i extensio´, a me´s a me´s de ser esta`ndard i
compatible en qualsevol sistema informa`tic. Addicionalment, existeixen moltes llibreries i eines
que faciliten el treball d’aquest tipus de format (en la nostra implementacio´ hem adoptat la
llibreria Apache-Xerces[12] en la seva implementacio´ per C++).
En el cas de les imatges hem optat pel format PNG donada la seva bona capacitat de
compressio´ sense pe`rdua i la seva condicio´ d’esta`ndard.
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DTD dels ORIs
La DTD (Document Type Definition) [51, 55] que regeix el format XML per a ModelORI s e´s la
segu¨ent:
<!ELEMENT modelori (boundarybox, impostors, selections)>
<!ELEMENT boundarybox (min, max)>
<!ELEMENT min EMPTY>
<!ATTLIST min x CDATA #REQUIRED
y CDATA #REQUIRED
z CDATA #REQUIRED>
<!ELEMENT max EMPTY>
<!ATTLIST max x CDATA #REQUIRED
y CDATA #REQUIRED
z CDATA #REQUIRED>
<!ELEMENT impostors (impostor+)>
<!ELEMENT impostor (cimage, nimage, plane, coords)>
<!ATTLIST impostor id ID #REQUIRED>
<!ELEMENT cimage EMPTY>
<!ATTLIST cimage src CDATA #REQUIRED>
<!ELEMENT nimage EMPTY>
<!ATTLIST nimage src CDATA #REQUIRED>
<!ELEMENT plane EMPTY>
<!ATTLIST plane a CDATA #REQUIRED
b CDATA #REQUIRED
c CDATA #REQUIRED
d CDATA #REQUIRED>
<!ELEMENT coords (tl, bl, br, tr)>
<!ELEMENT tl EMPTY>
<!ATTLIST tl x CDATA #REQUIRED
y CDATA #REQUIRED
z CDATA #REQUIRED>
<!ELEMENT bl EMPTY>
<!ATTLIST bl x CDATA #REQUIRED
y CDATA #REQUIRED
z CDATA #REQUIRED>
<!ELEMENT br EMPTY>
<!ATTLIST br x CDATA #REQUIRED
y CDATA #REQUIRED
z CDATA #REQUIRED>
<!ELEMENT tr EMPTY>
<!ATTLIST tr x CDATA #REQUIRED
y CDATA #REQUIRED
z CDATA #REQUIRED>
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<!ELEMENT selections (selection+)>
<!ELEMENT selection (impostorref+)>
<!ATTLIST selection viewdirx CDATA #REQUIRED
viewdiry CDATA #REQUIRED
viewdirz CDATA #REQUIRED>
<!ELEMENT impostorref EMPTY>
<!ATTLIST impostorref idref IDREF #REQUIRED>
Aquesta DTD divideix el document en diversos apartats:
• Dades generals de l’ORI: caixa englobant definida pels punts mı´nim i ma`xim.
• Llistat d’impostors: per cada impostor s’emmagatzemen les rutes locals a les seves imatges,
els coeficients de l’equacio´ del pla de suport i les coordenades dels punts d’enclavament.
• Llistat de seleccions: per cadascuna de les 320 vistes s’emmagatzemen el llistat d’impostors
que satisfan la mı´nima qualitat establerta.
En canvi, pels UrbanORI s la DTD e´s molt similar amb lleugeres modificacions:
• El node arrel, que ens indica que e´s un UrbanORI i que no te´ seleccions:
<!ELEMENT urbanori (boundarybox, impostors)>
• S’afegeix un nou tipus d’impostor per tal de diferenciar el zenit:
<!ELEMENT impostors (zenith, impostor+)>
<!ELEMENT zenith (cimage, nimage, plane, coords)>
A me´s a me´s, per emmagatzemar les imatges i no pol·lucionar el directori de guardat escollit,
es crea una carpeta amb el mateix nom que el fitxer XML on s’hi desaran.
Com a exemplificacio´ mostrem un petit fragment d’un ModelORI en XML:
<?xml version="1.0" encoding="UTF-8" ?>
<modelori>
<boundarybox>
<min x="-0.0946899" y="0.0329874" z="-0.0618736"/>
<max x="0.0610091" y="0.187321" z="0.0587997"/>
</boundarybox>
<impostors>
<impostor id="0">
<cimage src="saveOri/0_color.png"/>
<nimage src="saveOri/0_normal.png"/>
<plane a="0.57735" b="0.57735" c="0.57735" d="-0.17811"/>
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<coords>
<tl x="-0.062447" y="0.279901" z="0.0910426"/>
<bl x="0.0350596" y="0.0848874" z="0.188549"/>
<br x="0.173246" y="0.0848874" z="0.0503631"/>
<tr x="0.0757392" y="0.279901" z="-0.0471435"/>
</coords>
</impostor>
...
</impostors>
<selections>
<selection viewdirx="0" viewdiry="1" viewdirz="0">
<impostorref idref="0"/>
<impostorref idref="6"/>
...
</selection>
...
</selections>
</modelori>
DTD dels HORIs
En aquest cas, la DTD que defineix el format XML per HORIs e´s la segu¨ent:
<!ELEMENT hori (innerori, children)>
<!ATTLIST hori type (urban | model) #REQUIRED>
<!ELEMENT innerori EMPTY>
<!ATTLIST innerori src CDATA #REQUIRED>
<!ELEMENT children (child+)>
<!ELEMENT child EMPTY>
<!ATTLIST child src CDATA #REQUIRED>
Com podem veure, nome´s cal emmagatzemar les rutes locals als HORIs fills i al propi ORI.
D’aquesta manera, un HORI no esta` limitat a 4 o 8 fills i pot ser ampliat al nombre que
sigui necessari. D’altra banda, l’atribut type ens permet combinar, en una mateixa jerarquia,
ModelHORI s i UrbanHORI s.
Un exemple de fitxer XML per a HORIs podria ser el segu¨ent:
<?xml version="1.0" encoding="UTF-8"?>
<hori type="urban">
<innerori src="innerori01/firstUrban_ori01.xml"/>
<children>
<child src="childs01/firstUrban10.xml"/>
<child src="childs01/firstUrban11.xml"/>
<child src="childs01/firstUrban12.xml"/>
<child src="childs01/firstUrban13.xml"/>
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</children>
</hori>
Com a diferencia, per emmagatzemar HORIs, creem tota una jerarquia de directoris per tal
mantenir les relacions de propietat (amb l’ORI associat) i de pares a fills. La Figura 4.18 en
mostra un exemple.
Figura 4.18: Jerarquia de directoris
Per emmagatzemar i comprimir aquesta estructura en un sol arxiu es pot emprar alguna
eina com tar combinada amb gzip o bzip. En qualsevol cas, vam decidir mantenir l’estructura
sense arxivar per tal de poder reutilitzar els ORIs o HORIs com si fossin mo`duls.
Cap´ıtol 5
Resultats i discussio´
En aquest cap´ıtol comentarem diferents resultats trobats que creiem interessants per ser ex-
posats.
Els models poligonals del Conill i l’Armadillo que hem utilitzat formen part del repositori
d’Stanford[46] mentre que els models VRML dels distritctes de Barcelona so´n cortesia de la
UPC. A me´s a me´s, les imatges realitzades i utilitzades en aquests tests han estat capturades
amb un viewport de 512× 512.
A continuacio´ presentem el maquinari utilitzat i una ana`lisi d’aspectes clau que intervenen
en la construccio´ i en la visualitzacio´.
5.1 Hardware utilitzat
Per tal de realitzar les proves de funcionament del programa hem utilitzat tres ordinadors amb
capacitats variants, de menor a major pote`ncia de ca`lcul:
• AMD Athlon64 3000+ a 2.0GHz amb 1GB de memo`ria RAM i una Nvidia GeForce 6600GT
AGP 128MB GDDR3
• Intel Pentium4 2.66GHz amb 1GB de memo`ria RAM i una Nvidia GeForce 7600GT AGP
256MB GDDR3
• AMD Athlon64 X2 5200+ a 2.60GHz amb 2GB de memo`ria RAM Dual-Channel i una
Nvidia GeForce 8600GT PCI-e 256MB GDDR3
Els tres executen el sistema operatiu Ubuntu Linux a 32 bits en la versio´ 7.10 Gutsy Gibbon.
5.2 Construccio´
L’u´nic aspecte que ens ha afectat a la construccio´ de HORIs i que te´ un pes molt important ha
estat la gestio´ de memo`ria.
Fins que no vam implementar la desca`rrega temporal de les imatges durant la construccio´
dels models impostors tan sols pod´ıem crear HORIs de models ba`sics de 2 nivells de profunditat
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(sense comptar l’arrel) amb una resolucio´ de viewport de 256× 256, donat el ra`pid esgotament
de la memo`ria principal. En quants als HORIs de models urbans, pod´ıem treballar amb una
resolucio´ de 512× 512 pero` tambe´ quedava limitada la profunditat d’arbre que pod´ıem crear.
Un cop realitzada la desca`rrega d’imatges ja no existeixen l´ımits pra`ctics a la creacio´ de
HORIs. Els u´nics problemes amb els que ens podr´ıem topar serien la manca de capacitat de disc
dur i la llarga durada de la construccio´. No obstant, el primer factor e´s menyspreable gra`cies a
les actuals capacitats disponibles en memo`ria secunda`ria (en qualsevol cas, el nombre d’imatges
necessa`ries per exhaurir l’espai en disc seria exageradament gran). En quant al segon factor,
nome´s depe`n del nombre de nivells a crear i la disposicio´ de l’usuari a esperar els resultats1.
D’altra banda, aquesta desca`rrega temporal accelera el temps de desat final del HORI, ja
que tan sols cal fer un canvi de directori de les imatges (molt me´s ra`pid que emmagatzemar les
imatges totes a la vegada, u´nica opcio´ disponible quan no es realitzava cap desca`rrega).
5.3 Visualitzacio´
En aquesta seccio´ comentarem diversos aspectes que poden afectar a la qualitat i eficie`ncia de
la visualitzacio´ dels models impostors.
D’aquesta manera, parlarem de la densitat d’impostors, de com seleccionar-los per enviar-los
a representar, la difere`ncia de qualitat obtinguda depenent de la resolucio´ i precisio´ de la captura
i d’un inconvenient de les jerarquies de HORIs.
ORI de 20 o 26 Impostors
En l’apartat 4.2.1 hem comentat que hem perme`s la possibilitat de crear ORIs amb 20 o 26
impostors repartits regularment al voltant del model.
Com ja hem explicat, en la distribucio´ de 20 impostors, aquests es troben separats un angle
de 37o. En canvi, en el cas de 26 impostors es troben a una dista`ncia de 35.26o (entre direccions
adjacents ortogonalment) o de 54,73o (entre direccions adjacents diagonalment). Aix´ı doncs,
podem veure que amb 26 impostors tenim una major densitat de mostreig, la qual cosa tambe´
ens produira` me´s redunda`ncia.
A la Figura 5.1 podem veure diverses representacions de l’Armadillo des de la mateixa
direccio´ de visio´. S’observa que amb 20 impostors necessitem renderitzar els 4 me´s propers per
obtenir una qualitat de visio´ similar a la que s’obte´ amb 3 impostors en el cas de l’Armadillo
amb 26 imatges.
En la Figura 5.2 veiem el mateix tipus de comparacio´ en el cas del conill. Aquest cop podem
veure que 4 impostors no so´n suficients, per l’ORI de 20 impostors, per igualar la qualitat
obtinguda en la representacio´ de l’ORI de 26 impostors.
Tenint en compte tot plegat, podem dir que la distribucio´ regular de 26 impostors no ocasiona
greus perjudicis a l’hora de construccio´2 i, en canvi, reporta uns bons resultats en el moment de
visualitzar el model impostor, gra`cies a la seva major densitat.
1Cal dir que a mesura que es creen els nodes a nivells me´s profunds, el proce´s s’agilitza ja que la mida de les
imatges es redueix.
2Cal tenir en compte que estem parlant de la construccio´ d’ORIs. En el cas dels HORIs, el temps de construccio´
i l’espai total necessari per emmagatzemar-lo augmentarien considerablement.
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(a) (b) (c) (d)
Figura 5.1: Comparacio´ entre 20 i 26 impostors - Armadillo. (a) Armadillo de 20 impostors,
seleccionats els 3 me´s propers (b) Armadillo: 26 impostors, representant-ne 3 (c) Armadillo: 20
impostors, representant-ne 4 (d) Armadillo: 26 impostors, representant-ne 4
(a) (b) (c)
Figura 5.2: Comparacio´ entre 20 i 26 impostors - Conill. (a) Conill de 20 impostors, seleccionats
els 3 me´s propers a la direccio´ de visio´ (b) Conill: 20 impostors, representant-ne 4 (c) Conill: 26
impostors, representant-ne 3 i 4 (s’aconsegueixen els mateixos resultats)
Ara pero`, aquests resultats depenen, en gran mesura, de la complexitat del model original
(convexitats i concavitats de la superf´ıcie). Aix´ı doncs, la proposta d’utilitzar 20 impostors
e´s completament raonable i do´na uns resultats molt bons, tenint en compte la relacio´ quanti-
tat/qualitat.
Seleccions en front de co`mput dina`mic dels millors impostors
En el cas de la nostra implementacio´, les seleccions permeten un 0.4% d’error respecte la visu-
alitzacio´ del model original. Pel que fa als impostors me´s propers, els calculem dina`micament
en el moment de fer-ne la visualitzacio´, tal i com hem explicat en 4.2.1.
Amb les proves realitzades hem observat que les seleccions, tal i com les hem fet, donen
resultats poc satisfactoris en certes direccions de visio´, tot depenent del model. Aquest fet pot
ser causat per l’error perme`s3 i, a me´s a me´s, s’ha de tenir en compte que el lapsus de direccions
possibles entre dos seleccions adjacents e´s prou ample com per notar el moment en que` es passa
de renderitzar els impostors requerits per una seleccio´ als requerits per la segu¨ent. E´s en aquest
moment quan els errors es fan me´s notables (veure Figura 5.3(a)).
A me´s a me´s, si en el moment de la construccio´ no es trobe´s un conjunt d’impostors que
3Tambe´ s’ha provat amb un error de 0.2% pero` tot i reduir-se l’error gra`fic visible, no arriba a la qualitat dels
3 impostors me´s pro`xims.
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(a) (b)
Figura 5.3: Comparacio´ entre Seleccions i ca`lcul dina`mic - Armadillo. (a) Armadillo utilitzant
les seleccions (b) Armadillo representant els 3 impostors me´s pro`xims
satisfe´s l’error mı´nim requerit, la seleccio´ corresponent quedaria buida i inva`lida (no s’escolliria
mai) i, per tant, els graus de separacio´ entre seleccions que s´ı tinguessin impostors seria encara
me´s marcada.
Aquests problemes desapareixen si el ca`lcul es fa dina`mic en el moment de visualitzacio´, ja
que per qualsevol direccio´ possible es calculen els impostors me´s propers i adients per ella, sense
haver-se d’adaptar a un rang fixat de 320. Vegeu les comparacions fetes en les Figures 5.3 i 5.4.
(a) (b) (c)
Figura 5.4: Comparacio´ entre Seleccions i ca`lcul dina`mic - Conill. (a) Conill utilitzant les
seleccions (b) Conill representant els 3 impostors me´s pro`xims (c) Conill representant els 6 me´s
pro`xims
D’altra banda, per trobar la seleccio´ me´s adient (la me´s propera) per una direccio´ determi-
nada cal fer una cerca de 320 voltes. En canvi, per trobar els impostors me´s pro`xims, i segons
la nostra implementacio´, nome´s cal fer una cerca entre els 20 (o 26) impostors que composen
l’ORI.
Un altre factor positiu per al ca`lcul dina`mic dels impostors e´s que per cada direccio´ visua-
litzem el mateix nombre de textures i aixo` ens comporta un frame-rate forc¸a constant. Pel que
fa a les seleccions, en un moment es poden estar veient 4 textures, per passar, al segu¨ent frame,
a nome´s veure’n 2, per exemple. Aixo` pot comportar fluctuacions de velocitat que poden arribar
a ser percebudes per l’usuari (depenent de l’ordinador).
Respecte al nombre d’impostor a seleccionar, ja sigui dina`micament o per preco`mput, no
e´s el mateix representar 3 impostors que 6. Les millores apreciables poden no ser importants
(veure Figura 5.4(b) i (c)) pero`, en canvi, afecten al rendiment considerablement (veure Taula
5.1).
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PC Conill Armadillo
1 imp. 3 imp. 6 imp. 1 imp. 3 imp. 6 imp.
Athlon64 76 22 12 86 24 14
Pentium 131 40 22 150 43 25
Athlon64 X2 248 74 37 197 151 22
Taula 5.1: Comparacio´ de fps per la representacio´ dels ORIs del Conill i l’Armadillo amb diferent
nombre d’impostors en un viewport de 512× 512
Diferents resolucions
Un aspecte important a destacar que afecta a totes aquelles te`cniques basades en imatges, e´s
la resolucio´ de les pro`pies imatges. En el nostre cas, com que les imatges so´n capturades del
framebuffer durant la construccio´, depenen de la resolucio´ del viewport de captura.
Aquesta resolucio´ no nome´s determina la qualitat de visio´, sino´ que tambe´ afecta al temps de
ca`rrega del model (a me´s resolucio´, les imatges so´n me´s grans i el temps major) i a la resposta
de l’aplicacio´ durant la visualitzacio´ (veure Taula 5.2).
PC 128× 128 256× 256 512× 512 1024× 1024
Athlon64 50 41 22 9
Pentium 73 65 40 16
Athlon64 X2 197 151 74 22
Taula 5.2: Comparacio´ de fps per la representacio´ de l’ORI del Conill a diferents resolucions
d’imatge en un viewport de 512× 512 i representant 3 impostors
En la Figura 5.5 podem apreciar la difere`ncia de visualitzar imatges a diferents resolucions
en un viewport de 512× 512.
(a) (b) (c) (d)
Figura 5.5: Comparacio´ a diferents resolucions de captura - Conill. (a) 128× 128 (b) 256× 256
(c) 512× 512 (d) 1024× 1024
Veient aquests resultats, creiem que seria interessant afegir al nostre ca`lcul de dista`ncia
mı´nima a la que pot estar un HORI una ponderacio´ que tingue´s en compte la resolucio´ de les
imatges.
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Precisio´ de captura
En el nostre cas, totes les imatges capturades en el moment de construir un ORI estan a dista`ncia
radi del centre del model (so´n tangents a l’esfera englobant).
D’altra banda, el depth buffer d’OpenGL esta` definit com un byte, de tal manera que tradueix
les profunditats capturades des de la ca`mera al rang [0.0, 1.0] (per cada p´ıxel). Aixo` significa
que el rang de profunditats [0.0, 1.0] equivaldra`, en la implementacio´, a [0.0, 2 · radi].
En alguns casos, el rang de captura podria ser menor a 2 ·radi, e´s a dir, me´s ajustat (donada
una posicio´ favorable del model). Aixo` faria que els valors emmagatzemats al depth buffer i,
posteriorment, a la textura, tinguessin una millor precisio´.
Aquesta millora de la precisio´ comportaria que, durant la visualitzacio´, l’algorisme de cerca
d’interseccions raig-superf´ıcie del shader trobe´s un punt molt me´s proper a la interseccio´ real,
la qual cosa implicaria un augment en la qualitat de la visualitzacio´.
Impostors sense informacio´ en els HORIs
Un problema que hem detectat en la nostra implementacio´ dels HORIs e´s l’aparicio´ de branques
de l’estructura que no contenen informacio´, e´s a dir, les imatges dels ORIs pertanyents a cada
node so´n buides. Aquest fet e´s degut a que` hi ha models que tenen part del seu volum buid (no
ocupen tota la caixa englobant) i, per tant, a mesura que es van fent les subdivisions de la seva
caixa englobant van quedant porcions que no tenen cap geometria.
El fet que nosaltres no eliminem aquestes parts sense contingut ocasiona la creacio´ de bran-
ques completes amb imatges blanques que no aporten dades noves i, per contra, consumeixen
espai i temps de ca`lcul tant en el proce´s de construccio´ com en el de visualitzacio´ (on sera` me´s
patent i afectara` me´s negativament al rendiment, ja que el shader les tractara` de la mateixa
manera que qualsevol altra intentant trobar la superf´ıcie capturada).
Figura 5.6: HORI del districte de Ciutat Vella de Barcelona
En la Figura 5.6 podem veure un exemple que representa el problema descrit en les l´ınies
superiors. S’hi pot observar que el model no ocupa tota la superf´ıcie de la seva caixa englobant
(per exemple, el quadrant inferior e´s pra`cticament blanc), per tant, se’ns crearan branques
completament buides.
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5.4 Comparatives addicionals
A continuacio´ presentem alguns resultats nume`rics que considerem interessants per tal de fer
patents les millores en rendiment apreciables amb l’u´s d’ORIs i HORIs.
En la Taula 5.3 mostrem els resultats de la comparacio´ entre els models poligonals del Conill
i l’Armadillo i les seves representacions en ORIs. Totes les dades han estat capturades d’una
visualitzacio´ en un viewport de 512× 512 i representant 3 impostors en el cas de l’ORI.
Conill Armadillo
PC Model ORI Model ORI
Athlon64 Temps de ca`rrega 1.045 s 0.643 s 4.749 s 0.514 s
FPS 17 22 4 24
Pentium Temps de ca`rrega 1.032 s 0.43 s 4.604 s 1.032 s
FPS 26 40 5 43
Taula 5.3: Comparacio´ dels temps de ca`rrega i fps entre models originals i els seus ORIs
Figura 5.7: HORI del districte de l’Eixample de Barcelona a diferents nivells de detall
En la Taula 5.4 es presenten els resultats de la comparacio´ entre el model poligonal de
l’Eixample de Barcelona i els seus ORI i HORIs, seguint els mateixos para`metres que l’anterior
comparacio´. En la Figura 5.7 se’n pot veure el resultat de la visualitzacio´ del HORI de 6 nivells.
PC Model ORI HORI
(2 nivells)
Athlon64 Temps de ca`rrega 199.126 s 0.144 s 0.435 s
FPS 8 20 2
(nivell mı´nim)
Pentium Temps de ca`rrega 165.552 s 0.239 s 0.607 s
FPS 18 40 8
(nivell mı´nim)
Taula 5.4: Comparacio´ dels temps de ca`rrega i fps entre el model original de l’Eixample de
Barcelona i els seus ORI i HORIs
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La Taula 5.5 compara l’espai en disc ocupat per diferents models i les seves representacions
amb impostors.
Model ORI HORI (2 nivells)
Conill 2.9MB 1.9MB 32.6MB
Armadillo 6.6MB 2.0MB 38.2MB
Eixample 363.1MB 852.1KB 15.7MB
Barcelona 2.3GB 6.4MB 127.9MB
Taula 5.5: Comparativa d’espai en disc ocupat per cada tipus de model (original o d’impostors)
En la Figura 5.8 podem veure dues captures del HORI de Barcelona a diferents proximitats
de visualitzacio´. Aquest HORI tarda en carregar-se completament 4.17 segons.
Figura 5.8: HORI de Barcelona a diferents nivells de detall
Per finalitzar amb les comparacions, les Taules 5.6 i 5.7 mostren els temps de construccio´ de
diferents ORIs i HORIs.
PC ORI ORI ORI HORI
(20 imp.) (26 imp.) (20 imp. i seleccions) (20 imp. i 2 nivells)
Athlon64 Conill 5.949 s 7.319 s 87.892 s 341.129 s
Armadillo 14.48 s 18.606 s 431.688 s 1020.55 s
Pentium Conill 4.146 s 5.134 s 24.442 s 228.702 s
Armadillo 9.178 s 11.82 s 80.678 s 648.134 s
Taula 5.6: Comparativa dels temps de construccio´ pels diferents models impostors per a models
ba`sics
Analitzant totes les dades presentades podem concloure que la substitucio´ dels models origi-
nals pels seus respectius ORIs i HORIs afavoreix, en gran mesura, a l’eficie`ncia de les aplicacions.
Hem pogut comprovar que un ORI/HORI ocupa molt menys espai en disc que el seu homo`leg
original, la qual cosa provoca que sigui molt me´s ra`pid de carregar i no provoqui una sobreocu-
pacio´ de la memo`ria principal del sistema. D’altra banda, pel que fa als resultats en quant als
temps de creacio´ i els fps aconseguits, creiem que so´n uns valors molt bons tenint en compte
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PC ORI HORI (2 nivells)
Athlon64 Eixample 18.557 s 71.178 s
Barcelona 115.043 s 468.072 s
Pentium Eixample 6.535 s 38.642 s
Barcelona 41.593 s 277.761 s
Taula 5.7: Comparativa dels temps de construccio´ pels diferents models impostors per a escenes
urbanes
les ma`quines en les quals s’ha testat l’aplicacio´ i no nome´s aixo`, sino´ que els fps obtinguts ens
indiquen que els temps de resposta permeten, en molts casos, una bona interaccio´ amb l’usuari.
Evidentment, com me´s bones siguin les prestacions dels ordinadors me´s co`mputs es podran
fer per unitat de temps i, per tant, me´s ra`pides seran la creacio´ i la visualitzacio´ dels models
impostors (com succeeix amb els resultats presentats a [9]).
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Cap´ıtol 6
Conclusions i treball futur
Al llarg de la memo`ria hem discutit els aspectes de la te`cnica dels HORIs. Fent una ana`lisi de
tota la informacio´ extreta, la conclusio´ principal que en podem obtenir e´s que es tracta d’una
metodologia u´til i aplicable a la visualitzacio´ de grans models en diferents contexts.
D’aquesta manera, veiem factible el seu u´s en aplicacions de consum, com podrien ser eines de
visualitzacio´ a trave´s d’Internet mitjanc¸ant serveis d’streaming d’imatges o, de manera similar,
en programari per a dispositius mo`bils1 com, per exemple, un aplicatiu de GPS avanc¸at.
Per altra banda, donats els resultats i la qualitat aconseguida creiem que una parametritzacio´
ido`nia seria la segu¨ent:
• ORIs de models ba`sics: construccio´ amb 20 impostors i visualitzacio´ amb seleccio´ dina`mica
dels 3 impostors me´s propers a la direccio´ de visio´.
• ORIs de models urbans: visualitzacio´ amb seleccio´ dina`mica dels 2 impostors me´s propers
a la direccio´ de visio´ conjuntament amb el zenit.
En el cas dels HORIs i donat que so´n una representacio´ jera`rquica d’ORIs, simplement
s’adapten a la parametritzacio´ ido`nia per aquests, tot depenent de la seva topologia (models
urbans o ba`sics).
En quant a conclusions me´s personals podem dir que el treball ens ha proporcionat un gran
coneixement sobre la te`cnica dels ORIs i HORIs i altres alternatives, donant-nos una visio´ amplia
en l’a`mbit de simplificacions de models 3D i permetent-nos apropar al camp de la recerca en el
mo´n dels gra`fics per computador.
A me´s a me´s, podem dir que partint d’uns coneixements gairebe´ mı´nims i sense experie`ncia
pre`via, el desenvolupament del projecte ens ha perme`s assolir una base durant els mesos que
ha durat. Gra`cies a aixo` hem pogut aconseguir tots els objectius que ens hem plantejat satis-
facto`riament.
1Gra`cies al fet de la sortida de nous xips gra`fics per aquest tipus de dispositius que suporten OpenGL|ES 2.0
(la u´ltima versio´ d’OpenGL per a aparells incrustats amb capacitats de shader) com poden ser els nous Tegra de
Nvidia.
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6.1 Treball futur
Despre´s d’haver d’estudiat la te`cnica i haver-ne fet una implementacio´, podem definir algunes
millores que en poden incrementar el rendiment, a me´s d’algun plantejament diferent en certs
aspectes del seu funcionament que podria aportar resultats interessants.
6.1.1 Millores
En aquest apartat volem proposar una se`rie d’idees que ajudarien a incrementar tant la qualitat
com l’eficie`ncia de la renderitzacio´ dels ORIs/HORIs.
Captura ajustada
Com ja hem comentat al Cap´ıtol 5 una millora immediata a fer e´s l’ajustament del rang de
profunditats a l’hora de fer les captures de les diferents imatges que composen els impostors.
La consequ¨e`ncia de fer-ho seria una major precisio´ i qualitat en el moment de visualitzacio´.
Podar el HORI
Tambe´ hem dit que un defecte trobat en la nostra implementacio´ rau en el fet de no detectar
ORIs buids dins dels nodes de l’arbre que constitueix el HORI. Aixo` provoca un sobreco`mput
i una sobreca`rrega de tra`nsit de textures que no reportaran nova informacio´ a la visualitzacio´
final, ans al contrari perjudicara` el seu rendiment.
Aix´ı doncs, si detecte´ssim aquests nodes podr´ıem descartar tota la branca a partir d’ells,
disminuint tambe´ el temps de construccio´ i l’espai en disc necessari.
Ponderacio´ de resolucions
Al Cap´ıtol 4 hem comentat com calculem la dista`ncia mı´nima que garanteix una visualitzacio´
correcta i completa del model impostor. No obstant, com ja hem comentat, aquest valor no te´
en compte la resolucio´ a la que van ser preses les imatges dels impostors. Aixo` comporta que els
ORIs perdin qualitat de visio´ en un viewport amb una resolucio´ major que la de les seves imatges
(es veura` molt pixelat). D’altra banda, amb un viewport menor provocarem una sobreca`rrega
que no repercutira` positivament en la qualitat de visualitzacio´ final.
E´s per aquest raonament pel qual seria necessari un afegit que tingue´s en compte aquestes
difere`ncies de resolucio´ i modifique´s apropiadament aquella dista`ncia mı´nima de la qual hem
parlat.
Reajustar la caixa englobant en cada subdivisio´
Ens hem adonat que, en la gran majoria dels casos, la irregularitat de la superf´ıcie del model
comporta que, en fer les subdivisions per crear els HORIs, apareguin subcaixes englobants
pra`cticament buides o molt mal adaptades al seu contingut. Aixo` provocara` que a l’hora del
render s’hagin de tractar grans parts de la geometria texturitzada que no reportaran informacio´
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al resultat final i provocaran un exce´s de co`mput (de manera similar al problema de les branques
buides comentat abans pero` generalitzant a l’eliminacio´ de qualsevol volum inservible).
Vist aixo`, una possible solucio´ consistiria en ajustar al ma`xim les caixes englobants, que es
van creant en cada subdivisio´, al seu contingut.
Aquesta solucio´ resoldria immediatament el problema de les branques buides ja que en aquest
cas la caixa ajustada seria nul·la.
A la pra`ctica, pero`, aquesta proposta suposaria un greu detriment en els temps de construc-
cio´. D’altra banda, es possible que alguna implementacio´ de les jerarquies i la seva posterior
visualitzacio´ requereixi que l’espai estigui dividit en porcions regulars, amb la qual cosa aquesta
idea no hi podria encaixar. Ara pero`, al suportar la nostra aplicacio´ subdivisions heteroge`nies
de l’espai (veure la Figura 6.1, que representa la unio´ de tots els districtes de Barcelona) el
concepte seria fa`cilment aplicable.
Figura 6.1: Caixes englobants irregulars del model complet de Barcelona
Gestio´ de memo`ria
Un problema detectat i pel qual hem intentat donar una solucio´ simple e´s la gestio´ de la memo`ria,
conjuntament amb el tra`nsit de textures de memo`ria principal cap a la GPU.
La nostra implementacio´ es basa en la ca`rrega sota demanda de les textures necessa`ries pels
ORIs visibles en un cert moment. No obstant, tot i ser suficient per no col·lapsar la memo`ria
principal, no basta per fer eficient l’aplicacio´ ja que implica l’acce´s constant a memo`ria secunda`ria
(disc dur) i dependre de la velocitat d’aquesta.
Una bona solucio´ seria la creacio´ d’un gestor de textures que s’encarregue´s de manegar en tot
moment, i de forma transparent, les imatges carregades a memo`ria principal i memo`ria gra`fica.
A me´s a me´s, tambe´ podr´ıem inquirir quines imatges so´n susceptibles de ser utilitzades en un
futur molt pro`xim i avanc¸ar la seva ca`rrega en segon pla (te`cnica de prefetching especulatiu).
Aix´ı, emprant pol´ıtiques de memo`ria cau (cache) i prefetching es podria agilitzar notablement
el rendiment global de l’aplicacio´ que ho implemente´s, a costa d’un petit increment en el consum
de memo`ria principal.
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6.1.2 Noves aproximacions
Comentarem tot seguit un parell de variants que es podrien aplicar a la te`cnica dels ORIs/HORIs
i que potser podrien millorar-ne el rendiment i la qualitat de visio´. No obstant, no ho podem
afirmar ja que seria necessari fer una implementacio´ que ens permete´s provar-les.
Secant Method
A la implementacio´ del shader es podria substituir la cerca bina`ria per una cerca emprant el
Secant Method [37], comentat en la Seccio´ 2.3. Aixo` faria que, en molts casos, l’algorisme de
renderitzacio´ es veie´s accelerat, ja que la converge`ncia cap al punt d’interseccio´ entre el raig de
visio´ i la superf´ıcie seria me´s ra`pida.
Inversio´ del height-field
Com ja hem vist anteriorment, els pol´ıgons de suport dels impostors queden entre l’esfera en-
globant del model i l’observador. Aixo` provoca que si aquest s’apropa molt al model, puguin
arribar a quedar darrere d’ell (tot i que l’observador estigui encara davant de la caixa englobant)
impedint el seu tractament per part del shader, la qual cosa comportara` un detriment en la vi-
sualitzacio´ dels ORIs o, fins i tot, la seva desaparicio´ de pantalla.
Una alternativa que proposem seria efectuar la mateixa captura dels impostors pero` posant el
pol´ıgon de suport al punt tangent oposat, ant´ıpoda, de l’esfera englobant (e´s a dir, per darrere del
model). Aixo` provoca que s’hagin d’invertir els valors del depth buffer, obtenint aix´ı l’equivalent
al negatiu del buffer de profunditats (exceptuant els valors de profunditat ma`xima, els quals no
s’han d’invertir perque` signifiquen que aquella zona no esta` coberta pel model).
A l’hora de representar el model impostor, la seleccio´ de plans seria la mateixa, tenint en
compte que les normals dels pol´ıgons de suport apuntarien cap al centre de l’esfera englobant.
Per altra banda, el shader hauria de fer la cerca d’interseccio´ raig-superf´ıcie de major a menor
profunditat (el contrari de com ho fa actualment).
Amb aquest canvi es prete´n que l’observador pugui aproximar-se fins a la mateixa superf´ıcie
del model sense que aixo` impliqui la pe`rdua de detall pel fet que els impostors quedin darrere
seu.
Aquesta alternativa e´s completament compatible amb les jerarquies de HORIs, permetent
que a l’u´ltim nivell disponible ens puguem apropar al ma`xim.
Ape`ndix A
Terminologia ba`sica
La informa`tica gra`fica e´s una de les a`rees de la computacio´ me´s atractives per un gran nombre
de persones. En qualsevol cas, e´s necessari el desenvolupament d’aquesta a`rea, no nome´s per la
importa`ncia de les interf´ıcies gra`fiques sino´ per l’augment dels a`mbits que en fan u´s (disseny,
aplicacions me`diques, viualitzacio´ de dades, animacio´ i efectes especials, videojocs...).
Aix´ı doncs, podem considerar els gra`fics per computador com el conjunt de te`cniques i
me`todes que permeten crear imatges digitals i interactuar amb elles. A me´s a me´s, donada
l’evolucio´ que ha patit el hardware gra`fic, molts dels algorismes me´s utilitzats ja estan imple-
mentats directament en les plaques especialitzades.
Partint d’aquest punt, per crear una aplicacio´ gra`fica ens calen 3 elements:
• Model: e´s una representacio´ de la geometria dels objectes que composen una escena.
Disposa de tota la informacio´ necessa`ria per poder manipular i visualitzar correctament
l’objectes com si d’una maqueta es tractessin. Els models poden representar informacio´
2D o 3D. Tambe´ podem discernir entre models esta`tics o models animats.
• Eines i algorismes: per tal de representar els models, s’han de fer certs ca`lculs. En molts
casos, aquests ja estan implementats/accelerats en el hardware gra`fic o en llibreries espe-
cialitzades, com ja hem dit abans.
• Interaccio´: en qualsevol cas, tots els sistemes necessiten un nivell d’interaccio´ (excepte
aquells en que` l’usuari e´s un actor passiu, com pot ser la visualitzacio´ d’animacions). Aix´ı,
l’aplicacio´ haura` de respondre a events generats per l’usuari.
Per una introduccio´ me´s profusa als gra`fics, llegiu [11].
Seguidament definirem d’una forma simple aquells conceptes necessaris per al bon enteniment
d’aquesta memo`ria.
A.1 Glossari
2.5D: es tracta de la vista isome`trica en que` els models poden ser vistos com 3D pero` restringits
a vistes ae`rees.
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Aliasing: defecte causat per la discretitzacio´ de valors en dispositius de visualitzacio´ digi-
tals. Aquests errors so´n anomenats t´ıpicament “dents de serra”. Existeixen diverses solucions
que dissimulen o eliminen aquest efecte, com pot ser l’augmentar la resolucio´ o el sobre-mostreig
d’una imatge amb un lleuger desviament (vegeu Figura A.1).
Figura A.1: Exemple d’imatge amb aliasing (esquerra) i un possible retoc per millorar-ne
l’este`tica (dreta).
Buffer: OpenGL (com totes les APIs gra`fiques) disposa de diverses matrius que representen
les dades necessa`ries per la visualitzacio´ (aquestes matrius representen els punts de la pantalla).
Els me´s comuns so´n el frame buffer, que emmagatzema els colors, i el depth buffer, que conte´
les posicions relatives dins del rang de la ca`mera per cada punt de pantalla. Addicionalment
disposa d’altres buffers com l’stencil buffer, que permet crear plantilles, o l’acummulation buffer,
que permet fer imatges sobre-exposades.
Ca`mera: disposem de dos tipus de ca`meres:
• Ortogonal (o paral·lela): no existeix punt de fuga donat que els plans que defineixen la
ca`mera so´n paral·lels dos a dos. Es dif´ıcil apreciar dista`ncies ja que els objectes de la
mateixa mida es veuran iguals sigui quina sigui la seva profunditat en l’escena respecte de
l’observador.
• Perspectiva: en aquest cas si existeix un punt de fuga i per aquest motiu les dista`ncies s´ı
so´n apreciables. Cal fer notar que la deformacio´ apreciada als objectes depe`n de l’angle
d’obertura de la ca`mera.
Vegeu la Figura A.2.
Clipping: e´s el proce´s en que elements de l’escena resulten retallats perque` part d’ells que-
den ocults o fora de la ca`mera.
Cracks / artifacts: ambdo´s representen errors en la visualitzacio´. Els cracks defineixen parts
“trencades” que no es veuen d’un model mentre que els artifacts es refereixen me´s aviat a de-
fectes afegits en el model que no hi haurien de ser.
Culling: proce´s pel qual elements sencers no s’envien al pipeline. En el cas me´s simple s’e-
liminen les cares dels pol´ıgons que estan orientats en direccio´ contraria a la visio´, tot i que es
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Figura A.2: Exemple de ca`mera ortogonal (esquerra) i perspectiva (dreta).
podrien arribar a eliminar parts senceres de l’escena si aquestes queden fora del volum de visio´.
Frame, frame-rate / fps: cada imatge generada i projectada en pantalla rep el nom de
frame. Per tant, la quantitat d’imatges per segon que es puguin generar (frames per second -
fps) marcaran la velocitat a la que es poden presentar (frame-rate).
Frustum: rep aquest nom el volum contingut pels plans que defineixen la ca`mera de visio´.
Parallax: es refereix al canvi de posicio´ angular de dos observacions d’un sol objecte respecte
els del seu voltant, des del punt de vista d’un espectador i causat pel moviment d’aquest.
Pipeline de visualitzacio´ gra`fica: podem parlar, a l’hora de referir-nos als gra`fics per com-
putador, d’una espe`cie de cadena de muntatge. Aquesta es subdivideix en etapes, cadascuna de
les quals realitza uns processos determinats. Aix´ı, l’etapa me´s lenta sera` la que ens marcara` la
velocitat de visualitzacio´, normalment calculada amb fps (frames per second, imatges vistes per
segon).
Aquesta cadena de muntatge es pot dividir en 3 grans blocs, cadascun dels quals pot estar
a la seva vegada subdividit en altres de me´s petits.
• Aplicacio´: aquesta etapa consisteix en tots els ca`lculs que el desenvolupador vol fer. Se’n te´
control absolut i no e´s massa paral·lelitzable (tot i que e´s possible emprar me´s processadors
per augmentar el rendiment). Normalment, en aquesta etapa es processen els events
d’entrada generats per l’usuari, es fan ca`lculs f´ısics (deteccio´ de col·lisions...) i, fins i tot,
es poden executar subsistemes d’intelige`ncia artificial (com en el cas dels videojocs).
• Geometria: s’encarrega de la gran majoria de les operacions per pol´ıgon o per ve`rtex. En
aquesta etapa es fan les transformacions a l’espai adequades, es calculen la il·luminacio´ i
74 APE`NDIX A. TERMINOLOGIA BA`SICA
les ombres, es fan les projeccions corresponents i es retalla tot allo` que no sera` necessari en
el mapeig a pantalla. Donada la gran quantitat de ve`rtex que hi pot haver, aquesta fase
e´s altament paral·lelitzable, ja que els co`mputs es fan a la GPU i so´n tots iguals. Vegeu
la Figura A.3.
Figura A.3: Exemple d’escena a la que s’apliquen unes certes transformacions de vista
• Rasterizer : en l’u´ltima fase l’objectiu e´s, a partir dels elements transformats en el pas an-
terior, aconseguir colorejar adequadament els p´ıxels de la pantalla. S’apliquen les textures
i els ca`lculs de llum corresponents. Es calcula a quina profunditat esta` l’objecte i si la
seva visualitzacio´ esta` o no obstru¨ıda per algun altre (mitjanc¸ant el depth buffer). Aquesta
etapa tambe´ s’executa a la GPU.
Fins fa uns anys, aquesta funcionalitat era fixa ja que estava implementada directament al
hardware. Actualment pero`, s’han obert nous horitzons ja que certes fases d’aquest pipeline ara
so´n programables mitjanc¸ant el que es coneix com shaders (vegeu Figura A.4).
Aquests shaders es coneixen com ve`rtex i fragment shaders i permeten actuar a nivell de
ve`rtex i de fragment (per ara es pot entendre com p´ıxel). Fins i tot, recentment s’ha creat un
nou tipus de shader amb el nom de geometry shader que permet l’alteracio´ de la creacio´ de
pol´ıgons a partir dels resultats del vertex shader o, fins i tot, la creacio´ dina`mica en la GPU de
noves formes geome`triques.
Per tant, nous efectes gra`fics poden ser creats comptant amb l’acceleracio´ gra`fica i la llibertat
que suposa el poder fer una implementacio´ directa que s’executara` sobre el hardware especia-
litzat.
Podeu llegir me´s sobre tot el proce´s de visualitzacio´ en general a [7].
P´ıxel, te`xel i vo`xel: un p´ıxel e´s, ba`sicament, un punt de la pantalla. Representa la menor
unitat que forma part d’una imatge i la quantitat de p´ıxels dependra` de la resolucio´. Un te`xel
e´s, de manera similar, la mı´nima unitat de textura que es pot aplicar a una superf´ıcie. Un vo`xel,
corresponentment, e´s la unitat cu´bica que composa un objecte tridimensional i e´s l’equivalent
al p´ıxel en 3D.
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Figura A.4: Etapes geome`trica (dalt) i de rasterizer (baix) d’OpenGL. Les caixes petites in-
diquen funcionalitat fixada. Els rectangles grans verd i rosa indiquen les parts que es poden
substituir per shaders
Primitives geome`triques: so´n les mı´nimes formes geome`triques necessa`ries per represen-
tar un objecte. Aquestes so´n els ve`rtexs, les l´ınies i els triangles. OpenGL disposa d’aquests
tipus, entre altres que so´n pro`piament extensions d’aquests tres primers.
Ray-cast: e´s una te`cnica que es basa en crear rajos de visio´ per cada p´ıxel de la pantalla
des del punt on esta` l’observador. Pot fer-se servir amb diferents objectius com, per exemple,
trobar el primer objecte que interseca amb el raig.
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Render: es refereix al proce´s de generar una imatge a partir d’un model.
Scene graph: s’anomena amb aquest nom les estructures que organitzen dades espaialment
per la seva posterior visualitzacio´ eficient. Es representen com col·leccions de nodes en una
estructura de graf o d’arbre.
Shader (vertex i fragment): programa que s’executara` directament a la GPU substituint
certes parts de la funcionalitat fixa. Trobem vertex shaders i fragment shaders, on un fragment
e´s, en la definicio´ me´s simple, un possible p´ıxel a ser pintat (sera` un p´ıxel final si passa tots els
tests requerits).
Textura: una textura es pot entendre com una imatge, un bitmap, que sera` aplicat a un
model geome`tric per dotar-lo de me´s detall sense incrementar la quantitat de ve`rtexos de l’esce-
na.
Viewport: es refereix a l’a`rea d’una finestra en un sistema gra`fic on es mostrara` la sortida
d’un context gra`fic, OpenGL en el nostre cas.
Ape`ndix B
Llibreries, Metodologia i Eines
Tota implementacio´ d’un projecte necessita d’un entorn de desenvolupament en el qual s’hi
determina el llenguatge a utilitzar en la codificacio´, a part de tot un conjunt de llibreries ad-
dicionals que incorporen un seguit de caracter´ıstiques que faciliten la creacio´ de certs punts de
l’aplicacio´.
A me´s a me´s, existeixen un conjunt d’eines i una manera de fer que complementen la imple-
mentacio´ de les funcionalitats requerides, facilitant el treball a realitzar.
En aquest ape`ndix volem comentar com hem dut a terme el proce´s de creacio´ de l’aplicacio´
dels HORIs en un entorn lliure, fent una breu explicacio´ de totes les llibreries utilitzades aix´ı
com de les eines i la metodologia emprades.
Tambe´ cal dir que tot aquest marc esta` dins del software lliure i per tant, totes les eines
i llibreries emprades tenen llice`ncia lliure reconeguda per l’Open Source Initiative (OSI)[5].
De la mateixa manera, tot el codi generat e´s alliberat sota llice`ncia GPLv3, aix´ı com tota la
documentacio´ e´s Creative Commons.
B.1 Llibreries
En aquesta seccio´ detallarem els diferents components que hem utilitzat per tal de construir un
programa que inclogue´s la visualitzacio´ i gestio´ de gra`fics 3D, la lectura i escriptura de fitxers
XML i una GUI que permete´s una fa`cil interaccio´ amb l’usuari, tot plegat dins del marc de
C++, llenguatge escollit per tal de realitzar la implementacio´.
B.1.1 C++
Com ja hem dit, C++ ha estat el llenguatge escollit per tal de crear l’aplicacio´ dels HORIs. A-
quest llenguatge de programacio´ va ser dissenyat a mitjans dels anys 80 per Bjarne Stroustrup[43]
com una evolucio´/extensio´ de C.
Es pot dir que C++ suporta tres paradigmes de programacio´: la programacio´ estructurada,
la programacio´ gene`rica i la programacio´ orientada a objectes (paradigma que s’utilitza en el
nostre treball). D’altra banda, la llibreria esta`ndard del llenguatge proporciona tot un conjunt
de contenidors, algorismes i funcionalitats que donen una gran capacitat d’abstraccio´ evitant,
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d’aquesta manera, una programacio´ a baix nivell. No obstant, el fet que sigui hereu de C li
atorga la pote`ncia de la programacio´ a baix nivell.
B.1.2 GL, GLU i GLSL
OpenGL[41] e´s una interf´ıcie de software (API ) per al hardware gra`fic que permet desenvolupar
aplicacions portables (no depe`n de la plataforma hardware ni del sistema operatiu sobre el qual
s’executa ni tampoc del sistema de finestres) i interactives en 2D i 3D. Va ser creat el 1992 i
esta` constitu¨ıt per dues llibreries estandarditzades: la GL, que conte´ el nucli, i la GLU (OpenGL
Utility Library).
Des de la seva aparicio´ ha esdevingut una de les APIs per a tractament de gra`fics me´s este`s.
Algunes de les seves caracter´ıstiques me´s importants so´n:
• Esta`ndard obert multi-plataforma per a gra`fics regulat per l’OpenGL Working Group (an-
teriorment The OpenGL Architecture Review Board - ARB) sota Khronos Group i amb el
suport de la indu´stria.
• Estabilitat: qualsevol canvi en l’especificacio´ d’OpenGL s’esdeve´ en un marc controlat. A
me´s a me´s, cada nova versio´ garanteix la compatibilitat cap enrere.
• Fiable i portable: els resultats obtinguts per una aplicacio´ seran els mateixos sigui quin
sigui el hardware gra`fic sobre el qual treballi. D’altra banda, OpenGL funciona sobre
els principals sistemes operatius (Mac OS, OS/2, UNIX, Windows 95/98/2000/NT/XP,
Linux, OPENStep i BeOS) i amb els principals sistemes de finestres (Win32, Mac OS i
X-Window). En la Figura B.1 es pot veure exemples de la combinacio´ d’OpenGL amb
diferents sistemes operatius i gestors de finestres.
(a) (b)
Figura B.1: Combinacio´ d’OpenGL amb diferents sistemes operatius i gestors de finestres. En
un sistema UNIX (a) e´s necessari l’u´s de GLX per tal de poder accedir a l’X-Server mentre que
una aplicacio´ per a Windows necessitara` l’ajut de WGL per interaccionar amb el sistema de
finestres.
• Evolutiu: permet incorporar les noves capacitats del hardware gra`fic mitjanc¸ant la pol´ıtica
d’extensions per, posteriorment, passar a formar part de l’API esta`ndard. D’altra banda,
aquesta possibilitat d’extensio´ tambe´ permet als fabricants de hardware diferenciar el seu
producte de la resta creant, d’aquesta manera, ampliacions espec´ıfiques per a les seves
targetes gra`fiques.
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Tot aquest conjunt d’extensions es troba gestionat i registrat per l’SGI[40].
• Escalable: les aplicacions OpenGL poden treballar sobre qualsevol sistema informa`tic ja
sigui un PC o un supercomputador.
• La llibreria ha estat implementada en C pero` pot ser utilitzada en aplicacions realitzades
amb altres llenguatge de programacio´ (com a exemple, es pot utilitzar combinat amb Java
mitjanc¸ant l’embolcall JOGL[28].
• La modelitzacio´ es realitza mitjanc¸ant comandes de baix nivell i suporta el tractament
de geometria simple (punts, l´ınies i pol´ıgons) i les seves transformacions, il·luminacio´,
texturitzacio´, etc.
• Va ser dissenyat com una ma`quina d’estats[6] i es caracteritza per realitzar les visualitza-
cions mitjanc¸ant un proce´s en cadena.
D’altra banda, so´n les companyies que creen dispositius gra`fics qui s’han d’encarregar d’im-
plementar aquesta interf´ıcie en el seus controladors. Existeixen, adicionalment, altres imple-
mentacions que no depenen de hardware gra`fic (s’executen a la CPU) i n’hi ha fins i tot de codi
lliure com Mesa3D[32].
Alguns productes i/o llibreries addicionals importants que tenen veu en el desenvolupament
d’OpenGL so´n:
• Open Inventor: proporciona una GUI multi-plataforma i un scene graph (estructura que
manega la representacio´ d’una escena gra`fica).
• IRIS Performer: afegeix certes funcionalitats necessa`ries per aquells sectors amb requeri-
ments d’un alt rendiment de les aplicacions gra`fiques, com poden el sector de les simula-
cions i la realitat virtual.
• OpenGL Optimizer: toolkit per a la visualitzacio´, modificacio´ i interaccio´ en temps real
de models molt complexos.
• OpenGL Volumizer: utilitzat en els camps energe`tics, cient´ıfics i me`dics per a la repre-
sentacio´ de volums.
• OpenGL Shader: proporciona una interf´ıcie que permet nous efectes gra`fics utilitzant
l’acceleracio´ per hardware.
GLSL
L’OpenGL Shading Language (GLSL)[38] e´s un llenguatge de programacio´ que s’incorpora a
OpenGL a partir de la seva versio´ 1.4 i esta` basat en C. Aquest llenguatge mare ha estat este`s
amb els tipus vector (vec) i matrix (mat) per tal de poder gestionar fa`cilment les operacions de
gra`fics en 3D.
L’objectiu d’aquesta llibreria/llenguatge de programacio´ e´s crear shaders pels processos pro-
gramables que existeixen dins del pipeline d’OpenGL. D’aquesta manera, es poden definir Vertex
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Shaders, que permeten processar les dades de tots els ve`rtexs que s’envien a representar, i Frag-
ment Shaders, que processen les dades dels p´ıxels que s’hauran de projectar en pantalla.
B.1.3 GLUT, freeglut i glui
GLUT[24] e´s un toolkit de finestres independent del sistema ideat per escriure programes amb
OpenGL.
Esta` dissenyat per construir petites aplicacions i s’adiu perfectament per l’aprenentatge
d’OpenGL gra`cies a la seva simplicitat. A causa d’aquesta senzillesa no te´ totes les car-
acter´ıstiques d’un sistema de finestres i per necessitats sofisticades en la creacio´ d’interf´ıcies
gra`fiques s’ha de reco´rrer a altres llibreries.
E´s gratu¨ıta pero` no de codi lliure i Mark Kilgard en mante´ els drets d’autor.
Donada l’antiguitat de la llibreria i la impossibilitat de modificar el seu codi, va sorgir el
projecte freeglut que intenta crear una llibreria alternativa a glut, pero` totalment compatible
i de codi lliure, mantenint tambe´ la mateixa portabilitat. Aquesta e´s mante´ sota una llice`ncia
X11/MIT
Per intentar completar les possibilitats de glut/freeglut i, d’aquesta manera, poder crear
GUIs me´s intu¨ıtives i fa`cils d’utilitzar existeixen varies alternatives, la me´s destacable de les
quals pot ser GLUI.
Aquesta llibreria esta` escrita en C++ i basada en GLUT/freeglut (depe`n d’aquesta). De la
mateixa manera, tambe´ e´s portable.
A me´s a me´s, proveeix d’un determinat nombre de controls que afegeixen noves funcionalitats
a les aplicacions fetes amb GLUT, com podem veure a la Figura B.2. Tambe´ proporciona un
sistema de crides per events.
Figura B.2: Exemple d’interf´ıcie feta amb GLUI i freeglut
GLUI te´ llice`ncia LGPL.
B.1.4 GTK+ i GtkGLExt
GTK+[22] (The GIMP Toolkit) e´s un conjunt de llibreries que permeten crear interf´ıcies d’usuari
(GUI) compatibles en qualsevol plataforma. Esta` escrita en C pero` te´ enllac¸os per altres llen-
guatges (com poden ser C++, Python, Java i Perl). D’altra banda, la seva versio´ me´s recent e´s
la GTK+ 2.12.9 (Marc¸ del 2008) i esta` llicenciada sota GNU LGPL 2.1.
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GTK+ va ser creada per tal de poder desenvolupar el programa de retoc d’imatges GIMP
pero` actualment ha estat incorporada en molts altres programes i, molt important, e´s la llibreria
utilitzada per l’entorn d’escriptori GNOME. D’altra banda, tot i iniciar-se per treballar en X-
Windows, avui en dia suporta altres sistemes de finestres, de tal manera que funciona en Linux
i UNIX, Windows i Mac OS X.
Dins de GTK+ podem trobar les llibreries individuals segu¨ents:
• GLib: proporciona la gestio´ d’estructures de dades per a C, portabilitat i control de fils,
cicles...
• GTK: conte´ els objectes i les funcions que permeten crear la GUI pro`piament.
• GDK: intermedia`ria entre el sistema gra`fic de baix nivell i el d’alt nivell.
• ATK: amplia la GTK per tal de poder crear GUIs enfocades a una alta accessibilitat.
• Pango: s’encarrega del disseny i la representacio´ de text i gestiona la internacionalitzacio´
de la GUI
• Cairo: conte´ controls avanc¸ats.
Pel que fa a GtkGLExt[62], e´s una extensio´ d’OpenGL per a GTK+ 2.0 o superior creada
per Naofumi Yasufuku, donat que GTK+ no incorpora suport per OpengGL. Actualment es
troba en la seva versio´ 1.2.0 (Febrer de 2006) i esta` llicenciada sota GNU LGPL.
La GtkGLExt proveeix a la GDK amb nous objectes que suporten la representacio´ gra`fica
d’OpenGL permetent, d’aquesta manera, la creacio´ de widgets amb capacitats gra`fiques avanc¸ades.
Existeixen diversos enllac¸os que fan factible l’u´s d’aquesta llibreria en diferents llenguatges
de programacio´, com poden ser GtkGLExtmm per a C++ i PyGtkGLExt per a Python.
En la Figura B.3 podem veure la captura de pantalla d’una aplicacio´ que combina GTK+
amb GtkGLExt.
B.1.5 Qt
Qt[45] e´s una llibreria multi-plataforma que permet la creacio´ d’interf´ıcies d’usuari (GUIs). Va
ser creada per la companyia Trolltech sota llice`ncia GPL 2.0/3.0 i actualment es troba en la seva
versio´ 4.4 (Maig del 2008). Programada en C++, existeixen enllac¸os per a C, Python, Java i
Perl entre altres.
S’utilitza en l’entorn d’escriptori KDE pero` el seu u´s no esta` limitat per a sistemes Linux,
sino´ que es pot trobar en les plataformes X11 (Linux, UNIX i BSD), Mac, Windows i dispositius
mo`bils PDA.
Tot i ser una llibreria dissenyada per a la creacio´ de GUIs suporta altres funcionalitats com
poden ser l’acce´s a bases de dades mitjanc¸ant SQL i la manipulacio´ de fitxers XML1.
1Com ja vam avanc¸ar en el Cap´ıtol 4, Qt ha estat la llibreria escollida per a crear la interf´ıcie gra`fica d’usuari
final. No obstant, no s’han aprofitat les altres capacitats que ofereix (com per exemple, el tractament de fitxers
XML) per evitar dependre d’ella i, d’aquesta manera, poder canviar l’entorn de finestres en cas d’interessar-nos
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Figura B.3: Exemple d’interf´ıcie feta amb GTK+ i GtkGLExt
B.1.6 OpenSG, OpenSceneGraph i libpng
L’OpenSG[35] e´s un sistema scene graph portable (treballa sota Windows, Linux, Solaris i Mac
OS X) que permet crear programes gra`fics de temps real i esta` basat en OpenGL. Esta` llicenciat
sota LGPL i la seva u´ltima versio´ e´s la 1.8.0 (Juliol del 2007).
Com a sistema d’scene graph, representa les escenes internament com grafs per tal de millorar
l’eficie`ncia a l’hora de fer la visualitzacio´.
Algunes de les caracter´ıstiques que suporta aquesta llibreria so´n:
• Multi-Threading : permet la creacio´ de mu´ltiples fils d’execucio´ que manipulin l’escena
gestionada sense interferir els uns amb els altres.
• Clustering : permet la possibilitat de serialitzar una escena determinada (i els seus canvis)
per tal que pugui ser processada en un sistema de clu´ster.
• Extensibilitat: l’u´s d’estructures dina`miques i flexibles fa que la llibreria sigui fa`cilment
extensible i adaptable a aplicacions amb funcionalitats exigents.
• Portabilitat: el disseny d’OpenSG el fa portable a qualsevol plataforma, sistema operatiu
i sistema de finestres que permeti l’execucio´ d’aplicacions que treballin amb OpenGL.
Pel que fa a l’OpenSceneGraph2[14], e´s un altre sistema scene graph de llice`ncia OpenScene-
Graph Public License (OSGPL), basada en la LGPL i, de la mateixa manera que l’OpenSG,
pot treballar sobre diferents plataformes, sistemes operatius i sistemes de finestres. No obstant,
durant la implementacio´ del nostre projecte vam optar per l’OpenSG per la seva gran llibreria
matema`tica/vectorial. Aquest fet ens va facilitar molt tota la gestio´ dels models gra`fics, ja que
vam delegar a OpenSG el control de totes les primitives geome`triques (punts, vectors, pol´ıgons,
etc.) i el seu processament.
2Com apunt interessant, el projecte OpenSceneGraph esta` hostatjat a la Universitat Polite`cnica de Vale`ncia.
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Per veure una millor informacio´ sobre cadascun dels sistemes scene graphs i una comparacio´
entre ambdo´s dirigiu-vos a [35], en l’apartat Comparison
Finalment, en quant a libpng[39] e´s una llibreria per al tractament d’imatges en format
PNG realitzada en C. Funciona en diverses plataformes (UNIX, DOS, OS/2, Windows, Mac
OS, BeOS, etc) i la seva u´ltima versio´ e´s la 1.2.29 sota llice`ncia lliure.
Cal comentar que nosaltres no hem utilitzat directament la libpng, sino´ que l’hem emprat a
trave´s de l’OpenSG, la qual en depe`n internament per al tractament d’imatges i textures, si es
vol fer u´s d’aquest format d’imatge.
B.1.7 Apache-Xerces
Apache-xerces[12] e´s un parser d’XML amb validacio´, escrit en C++ i fet per tal que sigui
portable. Permet, doncs, llegir i escriure dades en format XML. Per a tal efecte implementa les
APIs de DOM, SAX i SAX2, conforme els esta`ndards de la W3C.
Te´ llice`ncia Apache Software License 2.0.
B.1.8 RPly
RPly[29] e´s una llibreria que permet llegir i guardar fitxers PLY. Aquest format, descrit per la
Universitat d’Stanford, e´s amplament utilitzat per descriure la informacio´ geome`trica de models
3D.
E´s fa`cil d’emprar i esta` ben documentada. Esta` implementada amb ANSI C, funciona
mitjanc¸ant un mecanisme de callbacks i suporta modes binari i de text pla.
Te´ llice`ncia MIT.
B.1.9 Boost
El conjunt de llibreries Boost[1] so´n amplament utilitzades amb la C++ STL. Els seus desen-
volupadors intenten fer-les u´tils pel major nombre d’aplicacions possibles i aixo` els ha portat a
que s’incloguin un determinat nombre d’elles al C++ Standards Committee’s Library Technical
Report.
So´n llicenciades sota la Boost Software License, que esta` reconeguda per la OSI.
Nosaltres hem emprat concretament la llibreria boost.filesystem pel tractament de fitxers i
directoris. Aquesta llibreria permet manipular rutes, fitxers i directoris amb independe`ncia del
sistema operatiu, la qual cosa les fa portables i s’ha proposat pel pro`xim Technical Report per
tal d’incorporar-se al proper esta`ndard de C++.
B.2 Metodologia i Eines
Aquesta seccio´ esta` dedicada a explicar breument totes les eines que hem utilitzat per tal de
poder desenvolupar el treball del qual forma part aquesta memo`ria. Aquestes eines so´n d’u´s
comunitari i amplament utilitzades en projectes de codi lliure.
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A me´s a me´s, tambe´ queda reflectida la metodologia emprada, orientada a maximitzar el
rendiment i l’eficie`ncia i a minimitzar els errors durant la implementacio´ i redaccio´ dels continguts
del projecte.
B.2.1 Pair programming
Per fer la implementacio´ d’aquesta aplicacio´ hem adoptat la te`cnica Pair Programming [58] per
al desenvolupament de software. D’aquesta manera, dos programadors treballen conjuntament
en un sol teclat. Un d’ells es dedica a escriure el codi (el conductor), mentre l’altre ho revisa
(l’observador), canviant de rol frequ¨entment.
Mentre revisa, l’observador considera el problema de forma global, trobant noves idees per
futures millores o possibles problemes que l’actual implementacio´ pugui tenir. Aix´ı, el conductor
s’allibera d’aquesta tasca, permetent-li centrar-se u´nicament en la codificacio´.
Te´ certs beneficis que creiem interessants destacar i que hem descobert durant la nostra
pro`pia implementacio´:
• Qualitat del disseny: donat que el codi ha de ser llegit per dos persones es solen considerar
me´s alternatives de disseny. Aix´ı s’arriba a tenir un codi me´s curt, me´s ben dissenyat i
amb menys errors.
• Cost me´s redu¨ıt del desenvolupament: si existeix un nombre menor d’errors al codi el cost
de corregir els que quedin sera` menor.
• Sobrepassar problemes dif´ıcils: treballant en parella se sol trobar els problemes me´s fa`cils
o com a mı´nim me´s assequibles de resoldre.
• Aprenentatge: el coneixement passa fa`cilment entre parelles de programadors. Es com-
parteix coneixenc¸a comuna del sistema pero` cadascun apre`n de l’altre noves te`cniques i
coneixements.
• Me´s disciplina i millor moral: sera` menys probable que la parella deixi d’escriure test
unitaris o es passi el temps navegant per Internet o en afers personals. D’altra banda, el
treballar conjunt augmenta la moral i la seguretat d’un codi correcte.
• Decrementar el risc de gestio´: tenint en compte que el coneixement del sistema e´s compartit
entre els programadors, hi ha un risc menor de gestio´ si un d’ells deixa el conjunt.
• Menys estacions de treball: el fet que 2 persones nome´s necessitin 1 ordinador fa que el
nombre de PCs necessaris sigui menor.
• Menys interrupcions: persones alienes al desenvolupament tindran menys decisio´ a l’hora
d’interrompre el treball de dos persones a difere`ncia de si nome´s fos una.
B.2.2 CppUnit
CppUnit[19] e´s un framework per fer tests unitaris amb C++. Va comenc¸ar com un port de
JUnit per part de Michael Feathers.
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Te´ diversos formats de sortida (semblant a un compilador per la seva integracio´ amb IDEs,
XML per publicacio´ on-line) i permet crear grans quantitats de tests i executar-los de forma
automatitzada.
Tot i ser la nostra una aplicacio´ principalment gra`fica, hem intentat fer u´s d’aquests test
unitaris per tot el codi que es basava en ca`lculs exclusius de CPU i que no requerien interaccio´.
Te´ llice`ncia GPL.
B.2.3 Subversion
Subversion[44] e´s un software de control de versions dissenyat per reemplac¸ar CVS. A difere`ncia
de CVS, els fitxers no tenen nu´mero de revisio´ diferent, sino´ que tot el repositori posseeix un
u´nic nu´mero de versio´ que identifica l’estat comu´ de tots els fitxers en cert punt del temps.
Tambe´ fa un tractament eficient de fitxer binaris.
L’hem emprat, doncs, per poder controlar en tot moment el codi fet i, en cas de trobar errors,
poder tornar a versions anteriors del codi.
E´s codi lliure amb llice`ncia Apache/BSD.
B.2.4 Trac
Trac[18] e´s una wiki complementada amb un sistema de control d’errors (buctracker) per al
desenvolupament de projectes de software.
Te´ un disseny minimalista i el seu objectiu e´s la integracio´ fa`cil en un equip de desenvolu-
pament sense interferir gairebe´ en els processos de gestio´.
Esta` programat amb Python i proveeix una interf´ıcie a Subversion, a me´s de l’esmentada
wiki i el sistema de bugtracking.
Esta` llicenciat sota una BSD.
B.2.5 Blog
Durant la realitzacio´ de la implementacio´ i com a complement de la documentacio´ vam crear un
blog disponible a http://horirendering.blogspot.com.
Aqu´ı hi hem anat escrivint detalls d’implementacio´ aix´ı com les fites aconseguides en cada
moment.
B.2.6 Co`pies de seguretat
Per evitar la possible pe`rdua de dades en cas de fallada d’algun disc dur, hem implementat un
sistema de co`pies de seguretat en el qual, entre dos ordinadors, dia`riament i setmanalment es
creaven backups del codi font.
Dia`riament un dels PCs (que a la vegada actuava com a servidor de Subversion) creava una
co`pia de tota la histo`ria (dump) del repositori de cada aplicacio´ i ho emmagatzemava en un altre
disc dur.
Setmanalment, un altre ordinador feia exactament el mateix de forma remota.
86 APE`NDIX B. LLIBRERIES, METODOLOGIA I EINES
B.2.7 Doxygen
Doxygen[47] e´s una eina de generacio´ de documentacio´ a partir del codi font per C++, C, Java,
Objecive-C, Python, IDL, Fortran, VHDL, PHP, C# i en certa manera, D.
Pot generar documentacio´ per ser visualitzada on-line (HTML) o com un manual de re-
fere`ncia (LATEX) a partir d’un conjunt de fitxers de codi font. Tambe´ permet la creacio´ de
documents en format RTF, PostScript, PDF, cHTML (compressed HTML) i pa`gines man d’U-
NIX. Aquesta documentacio´ s’extreu a partir de comentaris amb un cert format, tot i que tambe´
permet extreure l’estructura de codi de fitxers no documentats.
E´s alliberat sota llice`ncia GPL i desenvolupat sota Linux i Mac OS X, tot i que e´s portable
a altres plataformes UNIX, aix´ı com tambe´ Windows.
B.2.8 Editors integrats (IDE)
Per realitzar la implementacio´ de l’aplicacio´ i la redaccio´ d’aquest document hem emprat un
parell d’editors que ens han perme`s un millor desenvolupament gra`cies a la integracio´ amb eines
de control de versions, compilacio´ i debug.
NetBeans
NetBeans[4] e´s un editor integrat (IDE) dedicat a desenvolupadors de software totalment lliure
i gratu¨ıt.
Esta` implementat en Java i e´s multi-plataforma. No obstant, no tan sols permet l’edicio´ de
codi Java, sino´ tambe´, amb els adequats complements, el desenvolupament amb C++, Ruby...
Esta` llicenciat com a CDDL (reconeguda per la OSI).
jEdit
jEdit[2] e´s un editor de text madur amb centenars d’hores de desenvolupament darrere seu. Esta`
fet en Java i, per tant, e´s multi-plataforma.
E´s molt lleuger i fa`cil d’utilitzar, cosa que afavoreix el fet que pugui guanyar en rendiment
altres plataformes integrades. Compta amb gran quantitat de complements per incrementar les
seves funcionalitats.
E´s codi lliure amb llice`ncia GPL v2.
Ape`ndix C
Documentacio´ addicional
En aquest Ape`ndix tractarem informacio´ relacionada amb el treball pero` que no ha estat exposa-
da en els cap´ıtols centrals per estar fora de l’a`mbit dels objectius del projecte. D’altra banda,
tambe´ s’hi presenta documentacio´ que complementa certs apartats de la memo`ria.
D’aquesta manera, presentem els tres formats de fitxer gra`fic que hem utilitzat i extenem els
diagrames de classes ja presentats en el Cap´ıtol 4.
C.1 Formats de fitxer
En aquest apartat farem una breu descripcio´ del formats poligonals PLY i VRML i del format
PointCloud pels quals hem implementat un carregador per tal de poder visualitzar-los i crear
ORI/HORIs a partir d’ells.
C.1.1 PLY
Un fitxer PLY[46] conte´ la descripcio´ d’un objecte format per elements definits per un grup de
propietats. Aix´ı doncs, disposa d’una sintaxi pro`pia amb comentaris i meta-informacio´.
Esta` composat per una capc¸alera, que indica l’ordre en que` es descriuran els elements i les
seves propietats, seguida del llistat de components de l’objecte definit.
La capc¸alera va des de la primera l´ınia fins a l’etiqueta end header i especifica el format
(ascii o binari), comentaris, meta-informacio´ i la pro`pia descripcio´ dels elements mitjanc¸ant les
etiquetes element i property. En la declaracio´ dels elements s’indica, a me´s a me´s, el nombre
d’insta`ncies que hi haura` (cada insta`ncia sera` una l´ınia del fitxer afegida just despre´s de la
capc¸alera).
A continuacio´ mostrem un exemple de la descripcio´ d’un triangle.
ply
format ascii 1.0
comment this is a comment
obj_info meta-info goes here
element vertex 3
property float x
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property float y
property float z
element face 1
property list uchar int vertex_indices
end_header
-1 0 0
0 1 0
1 0 0
3 0 1 2
C.1.2 VRML
VRML (Virtual Reality Modelling Language)[16] e´s un format de fitxer estandarditzat que te´
com a finalitat la representacio´ de gra`fics interactius tridimensionals. E´s controlat pel Consorci
Web3D i la seva u´ltima especificacio´ es coneix com VRML97 tot i que esta` essent substitu¨ıt per
un nou format esta`ndard basat en XML i anomenat X3D.
Consisteix en un format de fitxer de text que descriu els pol´ıgons conjuntament amb defini-
cions de color, textures, il·luminacio´ i altres.
A continuacio´ es presenta un exemple que codifica la representacio´ d’un con vermell.
#VRML V2.0 utf8
# Red cone
Shape {
appearance Appearance {
material Material {
diffuseColor 1 0 0
}
}
geometry Cone {
bottomRadius 0.75
height 1.6
}
}
C.1.3 PointCloud
Un model PointCloud esta` format per un llistat de punts. Tal i com els tractem, cadascun d’ells
te´ una posicio´ a l’espai (x, y, z), un color (r, g, b) i un vector normal (nx, ny, nz).
El fitxer (sigui en binari o text pla) esta` composat per aquest llistat, on cada l´ınia e´s un
punt que segueix l’ordre x y z r g b nx ny nz.
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C.2 Diagrames de classes
A continuacio´ presentem els diagrames de classe estesos.
C.2.1 Diagrama de classes de la Jerarquia de Models
En la Figura C.1 podem veure el diagrama de la famı´lia de Models complert.
Figura C.1: Jerarquia de models
C.2.2 Diagrama de classes de la Jerarquia de Loaders
En la Figura C.2 podem veure el diagrama de la famı´lia de Loaders complert, amb tots els seus
me`todes.
Figura C.2: Jerarquia de carregadors
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C.2.3 Diagrama de classes del Model de Domini complert
En la Figura C.3 podem veure totes les classes, i les relacions que existeixen entre elles, que
composen el domini de l’aplicacio´ dels HORIs.
Figura C.3: Diagrama de classes del Model de Domini
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