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Abstract
In this paper, various polynomial representations of strange classical Lie super-
algebras are investigated. It turns out that the representations for the algebras of
type P are indecomposable, and we obtain the composition series of the underly-
ing modules. As modules of the algebras of type Q , the polynomial algebras are
decomposed into a direct sum of irreducible submodules.
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1 Introduction
Lie superalgebras were introduced by physicists as the fundamental tools of studying the
supersymmetry in physics. Unlike Lie algebra case, finite-dimensional modules of finite-
dimensional simple Lie superalgebras may not be completely reducible and the structure
of finite-dimensional irreducible modules is much more complicated due to the existence
of so-called atypical modules (cf. [17], [18]). In his celebrated work [16] on classification
of finite-dimensional simple Lie superalgebras, Kac found two families of exotic classical
simple Lie superalgebras, which are called “strange” Lie superalgebras of type P and Q,
respectively. These superalgebras do not have analogues in Lie algebras. The strange Lie
superalgebras have attracted a number of mathematicians’ attention.
Javis and Murray [9] obtained the Casimir invariants, characteristic identities, and
tensor operators for the strange Lie superalgebras. Moreover, Nazarov [11] found Yangians
of the superalgebras. In [2], Frappat, Sciarrino and Sorba studied Dynkin-like diagrams
and a certain representation of the strange superalgebra P (n). In addition, they [3] gave
a certain oscillator realization of the strange superalgebras. Medak [13] generalized the
Baker-Campbell-Hausdorff formula and used it to examine the so-called BCH-Lie and
BCH-invertible subalgebras in the Lie superalgebra P (n). Penkov and Serganova [20]
discovered a surprising phenomena that the multiplicity of the highest weight in the
finite-dimensional irreducible representations of q(n) is in general greater than 1.
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Gruson [8] computed the cohomology with trivial coefficients for the strange Lie super-
algebras. Palev and Van der Jeugt [19] found a family of nongraded Fock representations
of the Lie superalgebra Q(n). Gorelik [5] obtained the center of the universal enveloping
algebra of the Lie superalgebra of type P . Serganova [21] determined the center of the
quotient algebra of the universal enveloping algebra of the Lie superalgebra of type P
by its Jacobson radical and used it to study the typical highest weight modules of the
algebra. Medak [14] proved that each maximal invertible subalgebra of P (n) is Z-graded.
Moon [15] obtained a “Schur-Weyl duality” for the algebras of type P . Martinez and
Zelmanov [12] classified Lie superalgebras graded by P (n) and Q(n). Brundan [1] found
a connection between Kazhdan-Lusztig polynomials and character formulas for the Lie
superalgebra q(n). Gorelik [6] obtained the Shapovalov determinants of Q-type Lie su-
peralgebras. Stukopin [22] studied the Yangians of the strange Lie superalgebra of type
Q by Drinfel’d approach. Gorelik and Serganova [7] investigated the structure of Verma
modules over the twisted affine Lie superalgebra q(n)(2).
One way of understanding simple Lie algebras and simple Lie superalgebras is to
determine the structure of their natural representations. Canonical polynomial irreducible
representations (also known as oscillator representations in physics (e.g., cf. [4])) of finite-
dimensional simple Lie algebras are very important from application point of view, where
both the representation formulas and bases are clear. In [10], we determined the structure
of certain noncanonical polynomial representations of classical simple Lie algebras, in
particular, their irreducible submodules. In this paper, we want to generalize the above
results to the strange simple Lie superalgebras. The details are as follows.
Throughout this paper, we denote by Z the ring of integers and by N the set of
nonnegative integers. For convenience, we also use the following notation of indices:
i, j = {i, i+ 1, ..., j}, (1.1)
where i ≤ j are integers. Let Ei,j be the matrix whose (i, j)-entry is 1 and the others are
zero. Moreover, all the vector spaces are assumed over C, the field of complex numbers.
The general linear Lie superalgebra gl(m|n) = gl(m|n)0¯ ⊕ gl(m|n)1¯ with
gl(m|n)0¯ =
m∑
i,j=1
CEi,j +
n∑
p,q=1
CEm+p,m+q, gl(m|n)1¯ =
m∑
i=1
n∑
p=1
(CEi,m+p +CEm+p,i). (1.2)
LetA = C[x1, · · · , xm, θ1, · · · , θn] be the polynomial algebra in bosonic variables x1, · · · , xm
and fermionic variables θ1, · · · , θn, i.e.
xixj = xjxi, θpθq = −θqθp, xiθp = θpxi, i, j ∈ 1, m, p, q ∈ 1, n. (1.3)
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Take an integer r ∈ 0, m. Define an action of gl(m|n) on A by
Ei,j|A =


−xj∂xi − δi,j if i, j ∈ 1, r,
∂xi∂xj if i ∈ 1, r, j ∈ r + 1, m,
−xixj if j ∈ 1, r, i ∈ r + 1, m,
xi∂xj if i, j ∈ r + 1, m,
Ei,m+p|A =
{
∂xi∂θp if i ∈ 1, r, p ∈ 1, n,
xi∂θp if i ∈ r + 1, m, p ∈ 1, n,
Em+p,j|A =
{ −θpxj if j ∈ 1, r, p ∈ 1, n,
θp∂xj if j ∈ r + 1, m, p ∈ 1, n,
Em+p,m+q|A = θp∂θq for p, q ∈ 1, n.
(1.4)
Then we obtain a representation φr : gl(m|n) → gl(A), which is obtained from the
canonical polynomial representation by swapping ∂xi and −xi for i ∈ 1, r. In this case,
the degree operator
D = φr(
m+n∑
i=1
Ei,i) + r = −
r∑
i=1
xi∂xi +
m∑
j=r+1
xj∂xj +
n∑
p=1
θp∂θp . (1.5)
Set
Ak = {f ∈ A | D(f) = kf}, k ∈ Z. (1.6)
It is straightforward to verify that all Ak are irreducible gl(m|n)-submodules and A =⊕
k∈ZAk. This is the starting point of this work.
In this paper, we always assume n ≥ 3. Recall that the simple strange Lie superalgebra
P (n− 1) =
n−1∑
i=1
C(Ei,i −Ei+1,i+1 −En+i,n+i + En+i+1,n+i+1)
+
∑
1≤i<j≤n
[C(Ei,j − En+j,n+i) + C(Ej,i − En+i,n+j)
+C(En+i,j − En+j,i) + C(Ei,n+j + Ej,n+i)] +
n∑
j=1
CEj,n+j (1.7)
is a subalgebra of gl(n|n). Denote by φPr = φr|P (n−1) the restricted representation with
m = n, by Ar the underlying module A and by Ark its submodule Ak. Furthermore, the
notation 〈S〉 stands for the submodule generated by a set S. The notation fˆ means that
f is missing in an expression.
Theorem 1. We have the following conclusions on the representation φPr :
(1) If r = 0, the subspace A01 is an irreducible P (n − 1)-module and the subspace A0k
with k > 1 has a composition series
A0k ⊃ 〈xk1〉 ⊃ {0} if k 6= n, (1.8)
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A0n ⊃ 〈θ1 · · · θn〉 ⊃ 〈xn1 〉 ⊃ {0}. (1.9)
(2) When r = n, Ank = 0 if k > n, and the submodules Ann and Ann−1 are irreducible.
If 0 6= k ≤ n− 2, the submodule Ank has a composition series
Ank ⊃ 〈xn−k−2n
n∑
i=1
(−1)ixiθ1 · · · θˆi · · · θn〉 ⊃ {0}. (1.10)
Furthermore, An0 has a composition series
An0 ⊃ 〈1〉 ⊃ 〈xn−2n
n∑
i=1
(−1)ixiθ1 · · · θˆi · · · θn〉 ⊃ {0}. (1.11)
(3) In the case of 1 ≤ r ≤ n− 1, we have the following composition series:
Ark ⊃ 〈x−kr+1〉 ⊃ {0} if n− r 6= k ≤ 0, (1.12)
Ark ⊃ 〈xkr〉 ⊃ {0} if n− r 6= k > 0 (1.13)
and
Arn−r ⊃ 〈θr+1 · · · θn〉 ⊃ 〈xn−rr 〉 ⊃ {0}. (1.14)
Recall that the Lie superalgebra
Q˜(n− 1) =
n∑
i,j=1
C(Ei,j + En+j,n+i) +
∑
i,j∈1,n; i 6=j
C(Ei,n+j + En+j,i)
+
n−1∑
i=1
C(Ei,n+i −Ei+1,n+i+1 + En+i,i −En+i+1,i+1) (1.15)
is a subalgebra of gl(n|n). Denote by φQr = φr|Q˜(n−1) the restricted representation with
m = n, by Ar the underlying module A and by Ark its submodule Ak. Let I2n be the
2n × 2n identity matrix, i.e. I2n =
∑2n
i=1Ei,i. Then CI2n is the center of Q˜(n − 1) and
the simple strange Lie superalgebra
Q(n− 1) = Q˜(n− 1)/CI2n. (1.16)
Theorem 2. We have the following conclusions on the representation φ˜Qr of Q˜(n−1):
(1) For k > 0, the submodule A0k is a direct sum of two irreducible submodules 〈xk1 +√
kxk−11 θ1〉 and 〈xk1 −
√
kxk−11 θ1〉.
(2) The submodules Ark with k ∈ Z are irreducible if 0 < r < n.
(3) The representations φ˜Q0 and φ˜
Q
n are equivalent.
Since φQr (I2n)|Arr = D|Arr − r = 0 (cf. (1.5)), the subspaces Arr with 0 < r < n are
irreducible submodules of the strange simple Lie superalgebra Q(n− 1) by (1.16).
The proof of Theorem 1 is given in Section 2. In Section 3, we prove Theorem 2.
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2 Proof of Theorem 1
In this section, we investigate the representations φPr of the strange simple Lie superalgebra
P (n− 1) in (1.7).
Note that
H =
n−1∑
i=1
C(Ei,i − Ei+1,i+1 −En+i,n+i + En+i+1,n+i+1) (2.1)
forms a Cartan subalgebra of the even subalgebra
P (n− 1)0¯ = P (n− 1) ∩ gl(n|n)0¯ = H +
∑
i,j∈1,n; i 6=j
C(Ei,j − En+j,n+i) (2.2)
(cf. (1.2)). Moreover, we have the subalgebra
P (n− 1)+
0¯
=
∑
1≤i<j≤n
C(Ei,j − En+j,n+i). (2.3)
Denote
|α| =
n∑
i=1
αi, x
α =
n∏
i=1
xαii for α = (α1, ..., αn) ∈ N n. (2.4)
Set
Ark, t = Span {xαθi1 · · · θit | α ∈ N n; i1, · · · , it ∈ 1, n;
n∑
j=r+1
αj −
r∑
i=1
αi = k − t}, (2.5)
where 0 ≤ t ≤ n. Then all Ark, t form P (n− 1)0¯-submodules. Moreover,
Ark =
⊕
0≤t≤min{k,n}
Ark,t. (2.6)
Let
ξ =
n∑
i=1
xiθi. (2.7)
We first introduce a lemma, which will be used for proving linear independence.
Lemma 2.1 Let A = (ai,j) be an m×m real matrix. If |ai,i| >
∑
j 6=i
|ai,j| for i ∈ 1, m, then
det(A) 6= 0.
We study the P (n− 1)-module structure of Ark according to the following three cases.
2.1 r = 0
In this case, A0k = {0} if k < 0. Moreover, all A0k are finite-dimensional P (n−1)0¯-modules,
which are completely reducible. Denote by U(G) the universal enveloping algebra of a Lie
(super) algebra G.
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Lemma 2.2 Suppose k > 1 and 1 ≤ t < min{k, n}. As P (n− 1)0¯ submodules,
A0k,t = U(P (n− 1)0¯)(xk−t1 θn−t+1 · · · θn)⊕ U(P (n− 1)0¯)(xk−t−11 θn−t+2 · · · θnξ). (2.8)
Moreover, the set
{(n+ k − 2t)xαθi1 · · · θit +
t∑
p=1
n∑
s=1
(−1)pαipxα−ǫip+ǫsθsθi1 · · · θˆip · · · θit
| |α| = k − t; i1, · · · , it < n if ∃αip 6= 0}
(2.9)
is a basis of U(P (n− 1)0¯)(xk−t1 θn−t+1 · · · θn) and the set
{
t∑
p=1
n∑
s=1
(−1)pαipxα−ǫip+ǫsθsθi1 · · · θˆip · · · θit | |α| = k − t; n ∈ {i1, · · · , it}} (2.10)
is a basis of U(P (n− 1)0¯)(xk−t−11 θn−t+2 · · · θnξ).
Proof. Denote
ǫi = (0, ..., 0,
i
1, 0, ..., 0) for i ∈ 1, n. (2.11)
First we claim that
t+1∑
p=1
(−1)pβipxβ−ǫipθi1 · · · θˆip · · · θit+1 ∈ U(P (n− 1)0¯)(xk−t1 θn−t+1 · · · θn) (2.12)
for distinct ip ∈ 1, n and β ∈ N n such that |β| = k − t+ 2. It it straightforward to verify
xk−ti1 θi2 · · · θit+1 ∈ U(P (n− 1)0¯)(xk−t1 θn−t+1 · · · θn). (2.13)
Thus we have
xαθi2 · · · θit+1 ∈ U(P (n− 1)0¯)(xk−t1 θn−t+1 · · · θn) (2.14)
for α ∈ N n such that |α| = k − t and αi2 = · · · = αit+1 = 0. Since
t+1∑
p=1
(−1)pβipxβ−ǫipθi1 · · · θˆip · · · θit+1 = −
βi1 !
(βi1 + · · ·+ βit+1 − 1)!
×
t+1∏
p=2
(Eip,i1 − En+i1,n+ip)βip
(
x
β+
t+1∑
p=2
βipǫi1−
t+1∑
p=2
βipǫip−ǫi1
θi2 · · · θit+1
)
, (2.15)
(2.13) holds.
Note
A(ξ) = 0 for A ∈ P (n− 1)0¯. (2.16)
By the similar arguments as in the above, we have
ξ(
t∑
p=1
(−1)pαipxα−ǫipθi1 · · · θˆip · · · θit) ∈ U(P (n− 1)0¯)(xk−t−11 θn−t+2 · · · θnξ) (2.17)
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for α ∈ N n such that |α| = k − t. Set
f(α; i1, · · · , it) = (k + n− 2t)xαθi1 · · · θit
+
t∑
p=1
n∑
s=1
(−1)pαipxα−ǫip+ǫsθsθi1 · · · θˆip · · · θit , (2.18)
and
g(α; i1, · · · , it) = ξ(
t∑
p=1
(−1)pαipxα−ǫipθi1 · · · θˆip · · · θit)
=
t∑
p=1
n∑
s=1
(−1)pαipxα−ǫip+ǫsθsθi1 · · · θˆip · · · θit .
(2.19)
Since
f(α; i1 · · · , it) =
∑
s 6=i1,··· ,it
( t∑
p=1
(−1)pαipxα+ǫs−ǫipθsθi1 · · · θˆip · · · θit
+(αs + 1)x
αθi1 · · · θit
)
, (2.20)
we get f(α; i1, · · · , it) ∈ P (n− 1)0¯(xk−t1 θn−t+1 · · · θn). Since
xαθi1 · · · θit =
1
k + n− 2t
(
f(α; i1, · · · , it)− g(α; i1, · · · , it)
)
, (2.21)
we have
A0k,t = U(P (n− 1)0¯)(xk−t1 θn−t+1 · · · θn)⊕ U(P (n− 1)0¯)(xk−t−11 θn−t+2 · · · θnξ). (2.22)
Note that if αn > 0,
f(α; i1, · · · , it−1, n) = (−1)t
∑
s 6=i1,··· ,it−1,n
f(α + ǫs − ǫn; s, i1, · · · , it−1) (2.23)
and if n /∈ {i1, · · · , it},
g(α; i1, · · · , it) = 1
αs + 1
t∑
p=1
(−1)pαipg(α+ ǫn − ǫip;n, i1, · · · , iˆp, · · · , it). (2.24)
So the set (2.9) spans U(P (n− 1)0¯)(xk−t1 θn−t+1 · · · θn) and the set (2.10) spans U(P (n−
1)0¯)(x
k−t−1
1 θn−t+2 · · · θnξ).
We still have to check the linear independence of (2.9) and (2.10). Assume
∑
cαi1,··· ,itf(α; i1, · · · , it) = 0. (2.25)
Considering the coefficient of xαθi1 · · · θit , we obtain
(n− t+
∑
s 6=i1,··· ,it
αs)c
α
i1,··· ,it
+
∑
αip>0,s 6=i1,··· ,it,n
(−1)p(αs + 1)cα−ǫip+ǫss,i1,··· ,iˆp,··· ,it = 0. (2.26)
By Lemma 2.1, we get cαi1,··· ,it = 0. If∑
dαi1,··· ,itg(α; i1, · · · , it) = 0, (2.27)
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then
− (
t∑
p=1
αip)d
α
i1,··· ,it
+
∑
αip>0,ip 6=n,s 6=i1,··· ,it,n
(−1)p(αs + 1)dα−ǫip+ǫss,i1,··· ,iˆp,··· ,it = 0, (2.28)
(−1)pαipdαi1,··· ,it − (
t∑
q=1,q 6=p
αiq + αs + 1)d
α−ǫip+ǫs
s,i1,··· ,iˆp,··· ,it
+ · · · = 0, ip 6= n, αip > 0. (2.29)
By Lemma 2.1 again, we get dαi1,··· ,it = 0. 
Theorem 2.3 The subspace A01 is the natural irreducible P (n − 1)-module. Moreover,
A0k (k > 1) has a composition series
A0k ⊃ 〈xk1〉 ⊃ {0} if k 6= 1, n, (2.30)
A0n ⊃ 〈θ1 · · · θn〉 ⊃ 〈xn1 〉 ⊃ {0}. (2.31)
In addition,
〈xk1〉 =
⊕
0≤t≤k,n−1
U(P (n− 1)0¯)(xk−t1 θn−t+1 · · · θn). (2.32)
Proof. The first statement is obvious. We will prove the others by several steps.
1) The submodule 〈xk1〉 (k > 0) is irreducible.
Applying Ei,n+i |Ar= xi∂θi to 0 6= f ∈ A0k, we have xα ∈ 〈f〉 for some α with |α| = k.
Since Span{xα | α ∈ Nn, |α| = k} is an irreducible P (n−1)0¯−submodule, we get xk1 ∈ 〈f〉.
2) 〈xk1〉 =
⊕
0≤t≤n−1,k
U(P (n− 1)0¯)(xk−t1 θn−t+1 · · · θn) as P (n− 1)0¯-submodule.
In fact,
xk−t1 θn−t+1 · · · θn =
(k − t)!
k!
(E2n−t+1,1 −En+1,n−t+1) · · · (E2n,1 −En+1,n)(xk1). (2.33)
Hence
U(P (n− 1)0¯)(xk−t1 θn−t+1 · · · θn) ⊂ 〈xk1〉 for 0 ≤ t ≤ n− 1, k. (2.34)
Now we have to show that
⊕
0≤t≤n−1,k
U(P (n − 1)0¯)(xk−t1 θn−t+1 · · · θn) is a P (n − 1)-
submodule. It is sufficient to check
P (n− 1)1¯(xk−t1 θn−t+1 · · · θn) ⊂
⊕
0≤t≤n−1,k
U(P (n− 1)0¯)(xk−t1 θn−t+1 · · · θn) (2.35)
by PBW Theorem.
Note that if n− t < i, j ≤ n,
(Ei,n+j + Ej,n+i)(x
k−t
1 θn−t+1 · · · θn)
= (−1)j−n+txk−t1 xiθn−t+1 · · · θˆj · · · θn + (−1)i−n+txk−t1 xjθn−t+1 · · · θˆi · · · θn. (2.36)
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When 1 ≤ i ≤ n− t < j ≤ n,
(Ei,n+j + Ej,n+i)(x
k−t
1 θn−t+1 · · · θn) = (−1)j−n+txk−t1 xiθn−t+1 · · · θˆj · · · θn. (2.37)
In the case 1 ≤ i, j ≤ n− t,
(Ei,n+j + Ej,n+i)(x
k−t
1 θn−t+1 · · · θn) = 0. (2.38)
Thus
(Ei,n+j + Ej,n+i)(x
k−t
1 θn−t+1 · · · θn) ⊂ U(P (n− 1)0¯)(xk−t+11 θn−t+2 · · · θn). (2.39)
Since
(En+i,j − En+j,i)(xk−t1 θn−t+1 · · · θn) = 0, if i, j 6= 1, (2.40)
and
(En+i,1 − En+1,i)(xk−t1 θn−t+1 · · · θn) = (k − t)xk−t−11 θiθn−t+1 · · · θn, (2.41)
we get
(En+i,j −En+j,i)(xk−t1 θn−t+1 · · · θn) ⊂ U(P (n− 1)0¯)(xk−t−11 θn−t · · · θn). (2.42)
Hence (2.35) holds.
3) A0k/〈xk1〉 is irreducible when k 6= 1, n.
Since
A0k =
⊕
0≤t≤n−1,k
U(P (n− 1)0¯)(xk−t1 θn−t+1 · · · θn)
⊕
0≤t≤n,k−1
U(P (n− 1)0¯)(xk−t−11 ξθn−t+2 · · · θn), (2.43)
A0k/〈xk1〉 ∼=
⊕
0≤t≤n,k−1
U(P (n− 1)0¯)(xk−t−11 ξθn−t+2 · · · θn) (2.44)
as P (n− 1)0¯-modules. For any f ∈ A0k \ 〈xk1〉, there exists xk−t0−11 ξθn−t0+2 · · · θn ∈ 〈f¯〉 for
some 0 ≤ t0 ≤ n, k − 1 by the complete reducibility of A0k as a P (n− 1)0¯-module, where
f¯ is the image of f in A0k/〈xk1〉. We calculate
t0−1∏
j=t
(E2n−j+2,1 − En+1,n−j+2)(xk−t0−11 ξθn−t0+2 · · · θn)
=
(−1)t0−t(k − t0 − 1)!
(k − t− 1)! x
k−t−1
1 ξθn−t+2 · · · θn (2.45)
for t < t0 and
n−t0+2∏
j=n−t′+2
(E1,n+j + Ej,n+1)(x
k−t0−1
1 ξθn−t0+2 · · · θn)
= (−1)t′−t0xk−t′−11 ξθn−t′+2 · · · θn (2.46)
for t′ > t0, which imply 〈f¯〉 = A0k/〈xk1〉.
4) It is easy to check P (n − 1)(θ1 · · · θn) ⊂ 〈xn1 〉. So 〈θ1 · · · θn〉/〈xn1 〉 = Cθ1 · · · θn is
irreducible. By the similar argument as in 3), we get A0n/〈θ1 · · · θn〉 is irreducible. 
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2.2 r = n
In this case, Ank = 0 if k > n. Moreover, all Ank are finite-dimensional P (n− 1)0¯-modules,
which are completely reducible. Again we deal with the P (n − 1)0¯-submodule Ank,t first
(cf. (2.5))
Lemma 2.4 When k < t ≤ n,
Ank,t = U(P (n− 1)0¯)(xt−k−1n
n∑
p=n−t
(−1)pxpθn−t · · · θˆp · · · θn)
⊕U(P (n− 1)0¯)(xt−kn θn−t+1 · · · θn) (2.47)
as P (n− 1)0¯-submodules. Moreover, the set
{(t− k)xαθi1 · · · θit +
t∑
p=1
n∑
s=1
(−1)pαsxα+ǫip−ǫsθsθi1 · · · θˆip · · · θit | α ∈ Nn,
|α| = t− k; ∃j > i1, · · · , it such that αj 6= 0}
(2.48)
is a basis of U(P (n− 1)0¯)(xt−k−1n
n∑
p=n−t
(−1)pxpθn−t · · · θˆp · · · θn) and the set
{txαθi1 · · · θit −
t∑
p=1
n∑
s=1
(−1)pαsxα+ǫip−ǫsθsθi1 · · · θˆip · · · θit | α ∈ Nn,
|α| = t− k; αj = 0 for all j > i1, · · · , it}
(2.49)
is a basis of U(P (n− 1)0¯)(xt−kn θn−t+1 · · · θn).
Proof. Set
f ′(α; i1, · · · , it) = (t− k)xαθi1 · · · θit +
t∑
p=1
n∑
s=1
(−1)pαsxα+ǫip−ǫsθsθi1 · · · θˆip · · · θit (2.50)
and
g′(α; i1, · · · , it) = txαθi1 · · · θit −
t∑
p=1
n∑
s=1
(−1)pαsxα+ǫip−ǫsθsθi1 · · · θˆip · · · θit . (2.51)
Denote
U˜t = U(P (n− 1)0¯)(xt−k−1n
n∑
p=n−t
(−1)pxpθn−t · · · θˆp · · · θn). (2.52)
It is straightforward to check
xt−k−1i0
t∑
p=0
(−1)pxipθi0 · · · θˆip · · · θt ∈ U˜t. (2.53)
for i0, · · · , it ∈ 1, n. Consequently,
xα
t∑
p=0
(−1)pxipθi0 · · · θˆip · · · θt ∈ U˜t. (2.54)
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for α ∈ Nn such that |α| = t− k − 1, αs = 0 for s 6= i0, · · · , it. Note∏
s 6=i0,··· ,it
(−Ei0,s + En+s,n+i0)αs
(
f ′(α+
∑
s 6=i0,··· ,it
αsǫi0 −
∑
s 6=i0,··· ,it
αsǫis ; i1, · · · , it)
)
=
(αi0 +
∑
s 6=i0,··· ,it
αs − 1)!
αi0 !
f ′(α; i1, · · · , ıt). (2.55)
So f ′(α; i1, · · · , it) ∈ U˜t for all α ∈ Nn with |α| = t− k.
Since xt−ki1 θi1 · · · θit ∈ U(P (n− 1)0¯)(xt−kn θn−t+1 · · · θn), we have xαθi1 · · · θit ∈ U(P (n−
1)0¯)(x
t−k
n θn−t+1 · · · θn) for any α ∈ Nn with |α| = t− k and αs = 0 if s 6= i1, · · · , it. Note
g′(α; i1, · · · , it) =
t∑
p=1
(αip + 1)!
(αip +
∑
s 6=i1,··· ,it
αs)!
∏
s 6=i1,··· ,it
(−Eip,s + En+s,n+ip)αs
(x
α+
∑
s6=i1,··· ,it
αsǫip−
∑
s6=i1,··· ,it
αsǫs
θi1 · · · θit). (2.56)
So we obtain g′(α; i1, · · · , it) ∈ U(P (n− 1)0¯)(xt−kn θn−t+1 · · · θn) for all α ∈ Nn with |α| =
t− k. On the other hand,
Ank,t = Span {f ′(α; i1, · · · , it), g′(α, it, · · · , it) | α ∈ Nn,
|α| = t− k; i1, · · · , it ∈ 1, n}, (2.57)
which implies (2.47). If αs = 0 for s > i1, · · · , it, we can assume it = max{j | αj > 0}
and have
f ′(α; i1, · · · , it) = (−1)
t
αit + 1
∑
s∈1,n\{i1,··· ,it}
αsf
′(α + ǫit − ǫs; s, i1, · · · , it−1). (2.58)
If ∃j > i1, · · · , it such that αj > 0, let s = max{j | αj > 0}. Note that s > i1, · · · , it and
g′(α; i1, · · · , it) = −
t∑
p=1
(−1)pg′(α+ ǫip − ǫs; s, i1, · · · , iˆp, · · · , it). (2.59)
Now (2.48) spans U˜t and (2.49) spans U(P (n − 1)0¯)(xt−kn θn−t+1 · · · θn) by (3.58)-(3.59).
Lemma 2.1 implies that the sets (2.48) and (2.49) are linear independent. 
Theorem 2.5 The subspace Ank = 0 when k > n. Moreover, the submodules Ann and
Ann−1 are irreducible. When k ≤ n− 2, we have the following composition series:
Ank ⊃ 〈xn−k−2n
n∑
i=1
(−1)ixiθ1 · · · θˆi · · · θn〉 ⊃ {0} if k ≤ n− 2, k 6= 0, (2.60)
An0 ⊃ 〈1〉 ⊃ 〈xn−2n
n∑
i=1
(−1)ixiθ1 · · · θˆi · · · θn〉 ⊃ {0}. (2.61)
Furthermore, in terms of (2.52),
〈xn−k−2n
n∑
i=1
(−1)ixiθ1 · · · θˆi · · · θn〉 =
⊕
max{0,k+1}≤t≤n
U˜t. (2.62)
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Proof. The first and second statement are trivial. Now assume k ≤ n− 2.
1) The module 〈xn−k−2n
n∑
i=1
(−1)ixiθ1 · · · θˆi · · · θn〉 is the minimal submodule of Ank .
Given 0 6= f ∈ Ank . There should be a weight vector g ∈ 〈f〉 such that P (n−1)+0¯ (g) = 0
by the completely reducibility of Ank as a P (n− 1)0¯-module. Up to a scalar multiple,
g = xn−s−1−kn
n∑
p=s
(−1)pxpθs · · · θˆp · · · θn or xn−s+1−kn θs · · · θn (2.63)
for some s. If g = xn−s−1−kn
n∑
p=s
(−1)pxpθs · · · θˆp · · · θn, then
s−1∏
i=1
(Ei,2n − En,n+i)(g) = xn−k−2n
n∑
i=1
(−1)ixiθ1 · · · θˆi · · · θn ∈ 〈f〉. (2.64)
When g = xn−s+1−kn θs · · · θn, we have
xn−kn θ1 · · · θn =
s−1∏
i=1
(E2n,i − En+i,n)(g) ∈ 〈f〉, (2.65)
xn−k−1n θ1 · · · θn−1 =
(−1)n−1
n− k En,2n.(x
n−k
n θ1 · · · θn) ∈ 〈f〉, (2.66)
xpx
t−k−1
n θ1 · · · θˆp · · · θn =
(−1)p−1
n− k − 1
(
(Ep,2n + En,n+p)(xpx
n−k−1
n θ1 · · · θn)
+(−1)nxn−k−1n θ1 · · · θn−1
)
. (2.67)
Anyway, xn−k−2n
n∑
i=1
(−1)ixiθ1 · · · θˆi · · · θn ∈ 〈f〉.
2) Equation (2.62) holds.
Since
xt−k−1n
n∑
p=n−t
(−1)pxpθn−t · · · θˆp · · · θn
=
(t− k − 1)!
(n− k − 2)!
n−t−1∏
i=1
(−Ei,2n −En,n+i)(xn−k−2n
n∑
i=1
(−1)ixiθ1 · · · θˆi · · · θn), (2.68)
we get
U˜t ⊂ 〈xn−k−2n
n∑
i=1
(−1)ixiθ1 · · · θˆi · · · θn〉. (2.69)
It is straightforward to verify
(Ei,n+j + Ej,n+i)(x
t−k−1
n
n∑
p=n−t
(−1)pxpθn−t · · · θˆp · · · θn) ∈ U˜t−1 (2.70)
and
(En+i,j − En+j,i)(xt−k−1n
n∑
p=n−t
(−1)pxpθn−t · · · θˆp · · · θn) ∈ U˜t+1. (2.71)
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Therefore, the right side of (2.62) is a P (n− 1)-submodule.
3) The quotient moduleAnk/〈xn−k−2n
n∑
i=1
(−1)ixiθ1 · · · θˆi · · · θn〉 is irreducible when k 6= 0.
Since
U˜t ⊂ 〈xn−k−2n
n∑
i=1
(−1)ixiθ1 · · · θˆi · · · θn〉, (2.72)
we have
Ank/〈xn−k−2n
n∑
i=1
(−1)ixiθ1 · · · θˆi · · · θn〉
∼=
⊕
1≤s≤n,n+1−k
U(P (n− 1)0¯)(xn−s+1−kn θs · · · θn) (2.73)
as P (n−1)0¯-modules. We use u¯ to denote the image in the quotient space for u ∈ Ank . For
any 0 6= f ∈ Ank \ 〈xn−k−2n
n∑
i=1
(−1)ixiθ1 · · · θˆi · · · θn〉, we have g¯ = xn−s+1−kn θs · · · θn ∈ 〈f¯〉
for some s. Since
(En,n+s + Es,2n)(g¯) = (n− s+ 1− k)xn−s−kn θs+1 · · · θn (2.74)
and
(E2n,s−1 −En+s−1,n)(g¯) = xn−s+2−kn θs−1 · · · θn, (2.75)
we have xn−s+1−kn θs · · · θn ∈ 〈f¯〉 for all 0 < s ≤ min{n, n + 1 − k}. Thus 〈f¯〉 =
Ank/〈xn−k−2n
n∑
i=1
(−1)ixiθ1 · · · θˆi · · · θn〉.
4) k = 0.
Since
(Ei,j − En+j,n+i)(1) = (−xj∂xi − θj∂θi)(1) = 0, (2.76)
(Ei,n+j + Ej,n+i)(1) = (∂xi∂θj + ∂xj∂θi)(1) = 0 (2.77)
and (En+i,j − En+j,i)(1) = xiθj − xjθi ∈ 〈xn−k−2n
n∑
i=1
(−1)ixiθ1 · · · θˆi · · · θn〉 (2.78)
for i, j ∈ 1, n, we get
P (n− 1)(1) ⊂ 〈xn−k−2n
n∑
i=1
(−1)ixiθ1 · · · θˆi · · · θn〉 (2.79)
by (2.48) with t = 1, (2.52) and (2.62). Thus 〈1〉/〈xn−k−2n
n∑
i=1
(−1)ixiθ1 · · · θˆi · · · θn〉 = C1¯
is irreducible. By the similar arguments as those in 3), we can prove that An0/〈1〉 is
irreducible. 
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2.3 0 < r < n
Set
L1 =
r−1∑
i=1
C(Ei,i − En+i,n+i − Ei+1,i+1 + En+i+1,n+i+1)
+
∑
i,j∈1,r,i 6=j
C(Ei,j − En+j,n+i), (2.80)
L2 =
n−1∑
i=r+1
C(Ei,i − En+i,n+i − Ei+1,i+1 + En+i+1,n+i+1)
+
∑
i,j∈r+1,n,i 6=j
C(Ei,j − En+j,n+i), (2.81)
and
L+1 =
∑
1≤i<j≤r
C(Ei,j − En+j,n+i), L+2 =
∑
r+1≤i<j≤n
C(Ei,j −En+j,n+i). (2.82)
Recall that
Ark,l = Span{xαθi1 · · · θil | i1, · · · , il ∈ 1, n;
n∑
j=r+1
αj −
r∑
i=1
αi + l = k}
is a P (n− 1)0¯ submodule. Let V rk,l be the P (n− 1)0¯-submodule of Ark,l generated by
Table 1
xk−lr+1θn−l+1 · · · θn if l < n− r, l ≤ k
xl−kr θn−l+1 · · · θn if k < l < n− r
(k − l + 1)xk−lr+1θn−l · · · θrθr+2 · · · θn+
r∑
p=n−l
(−1)p−rxpθn−l · · · θˆp · · · θrxk−l+1r+1 θr+1 · · · θn if n− r ≤ l ≤ k, l 6=
1
2
(k + n− r)
r∑
p=n−l−1
(−1)pxpθn−l−1 · · · θˆp · · · θrxk−l+1r+1 θr+2 · · · θn if n− r ≤ l ≤ k, l = 12(k + n− r)
xl−k−1r
r∑
p=n−l
(−1)pxpθn−l · · · θˆp · · · θrθr+1 · · · θn if l > k, l ≥ n− r
and let W rk,l be P (n− 1)0¯-submodule generated by
Table 2
xk−l−1r+1 ξrθn−l+2 · · · θn if l < k, l ≤ n− r
(l − k + 1)xl−kr θrθn−l+2 · · · θn + xl−k+1r ξrθn−l+2 · · · θn if k ≤ l ≤ n− r, l 6= 12(k + n− r)
xl−k+1r θrξrθn−l+3 · · · θn if k ≤ l ≤ n− r, l = 12(k + n− r)
xl−kr+1θn−l+1 · · · θn if n− r ≤ l < k
xl−kr θn−l+1 · · · θn if l ≥ k, l > n− r
where ξr =
r∑
i=r+1
xiθi.
14
Lemma 2.6 The subspace Ark,l = V rk,l⊕W rk,l if l 6= 12(k+ n− r). When l = 12(k+ n− r),
we have the following composition series of P (n− 1)0¯-submodules:
Ark,l ⊃ V rk,l +W rk,l ⊃ V rk,l (or W rk,l) ⊃ V rk,l
⋂
W rk,l ⊃ {0}. (2.83)
Proof. Set
Ark′,k′′,t,s = Span{xαθi1 · · · θitθj1 · · · θjs | i1, · · · , it ∈ 1, r, j1, · · · , js ∈ r + 1, n;
α ∈ Nn,
r∑
i=1
αi = t− k′,
n∑
i=r+1
αi = k
′′ − s}. (2.84)
Note that Ark,l =
⊕
k′+k′′=k,s+t=l
Ark′,k′′,t,s. Moreover,
Ark′,k′′,t,s = U(L1 + L2)(xt−k
′
r θr−t+1 · · · θrxk
′′−s−1
r+1 ξrθn−s+2 · · · θn)
⊕U(L1 + L2)(xt−k′r θr−t+1 · · · θrxk
′′−s
r+1 θn−s+1 · · · θn)
⊕U(L1 + L2)(xt−k′−1r
r∑
p=r−t
(−1)pxpθr−t · · · θˆp · · · θrxk′′−s−1r+1 ξrθn−s+2 · · · θn)
⊕U(L1 + L2)(xt−k′−1r
r∑
p=r−t
(−1)pxpθr−t · · · θˆp · · · θrxk′′−sr+1 θn−s+1 · · · θn) (2.85)
if 0 ≤ s < n− r, 0 ≤ t < r. We claim that
xαr−1r
r∑
p=r−t
(−1)pxpθr−t · · · θˆp · · · θrxαr+1r+1 θn−s+1 · · · θn ∈ V rk,l (2.86)
for all 0 < l ≤ n, 0 ≤ t < r, 0 < s < n− r, s + t = l and αr+1 − αr + l = k. We prove it
case by case.
(a) l < n− r.
We have
xαrr x
αr+1
r+1 θn−l+1 · · · θn ∈ V rk,l (2.87)
because
(Er+1,r −En+r,n+r+1)|Ar = −xrxr+1 + θr∂θr+1 . (2.88)
Assume
xαr−1r
r∑
p=r−t+1
(−1)pxpθr−t+1 · · · θˆp · · · θrxαr+1r+1 θn−s · · · θn ∈ V rk,l. (2.89)
We have
hi = x
αr−1
r
r∑
i 6=p=r−t
(−1)psgn(p− i)xpθr−t · · · θˆi · · · θˆp · · · θrxαr+1r+1 θn−s · · · θn ∈ V rk,l, (2.90)
where
sgn(p− i) =


1 if p > i,
0 if p = i,
−1 if p < i.
(2.91)
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Note
∑
(−1)i(−En−s,i + En+i,2n−s)(hi)
= −txαr−1r
r∑
p=r−t
(−1)p−rxpθr−t · · · θˆp · · · θrxαr+1r+1 θn−s+1 · · · θn. (2.92)
So (2.86) holds when l < n− r.
(b) n− r ≤ l ≤ k.
If l 6= 1
2
(k + n− r), we set
gn−l−1 = (−Er+1,n−l−1 + En−l−1,r+1).
(
(k − l + 1)xk−lr+1θn−l · · · θrθr+2 · · · θn
+
r∑
p=n−l
(−1)p−rxpθn−l · · · θˆp · · · θrxk−l+1r+1 θr+1 · · · θn
)
= (k − l + 1)xn−l−1θn−l · · · θrxk−l+1r+1 θr+2 · · · θn
+
r∑
p=n−l
(−1)p−rxn−l−1xpθn−l · · · θˆp · · · θrxk−l+2r+1 θr+1 · · · θn
+
r∑
p=n−l
(−1)p−n+lxpθn−l−1 · · · θˆp · · · θrxk−l+2r+1 θr+2 · · · θn, (2.93)
gi = (−1)i−n+l(−Er+1,i + En+i,n+r+1)(Ei,n−l−1E2n−l−1,n+i)
(
(k − l + 1)θn−l · · · θr
×xk−lr+1θr+2 · · · θn +
r∑
p=n−l
(−1)p−rxpθn−l · · · θˆp · · · θrxk−l+1r+1 θr+1 · · · θn
)
= (k − l + 1)xiθn−l−1 · · · θˆiθrxk−l+1r+1 θr+2 · · · θn
+
r∑
i 6=p=n−l−1
(−1)p−rsgn(p− i)xixpθn−l−1 · · · θˆi · · · θˆp · · · θrxk−l+2r+1 θr+1 · · · θn
+
r∑
i 6=p=n−l−1
(−1)p+i+1xpθn−l−1 · · · θˆp · · · θrxk−l+2r+1 θr+2 · · · θn (2.94)
for i = n− l, · · · , r. We calculate
r∑
p=n−l−1
(−1)pxpθn−l−1 · · · θˆp · · · θrxk−l+1r+1 θr+2 · · · θn
=
1
k + n− r − 2l
r∑
i=n−l−1
(−1)igi ∈ V rk,l. (2.95)
Again by induction on t, we obtain (2.86) holds for n − r ≤ l ≤ k. It can be similarly
proved when l > k and l ≥ n− r.
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Now let
fj =
1
αr+1 + 1
(Er−t,j − En+j,n+r−t)(Ej,r+1 − En+j,n+r−t)(−Er+1,r − En+r,n+r+1).
(
xαr−1r
r∑
p=r−t
(−1)pxpθr−t · · · θˆp · · · θrxαr+1r+1 θn−s+1 · · · θn
)
= (−1)r−txαrr θr−t+1 · · · θrxαr+1r+1 θn−s+1 · · · θn
+xαrr
r∑
p=r−t+1
(−1)p−txpθr−t+1 · · · θˆp · · · θrxαr+1r+1 xjθjθn−s+1 · · · θn, (2.96)
j = r + 1, · · · , n− s. Taking summation on j, we get
(αr+1 + n− r − s)xαrr θr−t+1 · · · θrxαr+1r+1 θn−s+1 · · · θn + xαrr
r∑
p=r−t+1
(−1)p−rxp
×θr−t+1 · · · θˆp · · · θrxαr+1r+1 ξrθn−s+1 · · · θn ∈ V rk,l.
(2.97)
It is not difficult to verify that the subspace
⊕
s+t=l,
αr+1−αr=k−l
{
U(L1 + L2)(x
αr−1
r
p∑
p=r−t
(−1)pxpθr−t · · · θˆp · · · θrxαr+1r+1 θn−s+1 · · · θn)
⊕U(L1 + L2)[(αr+1 + n− r − s)xαrr θr−t+1 · · · θrxαr+1r+1 θn−s+1 · · · θn
+xαrr
r∑
p=r−t+1
(−1)p−rxpθr−t+1 · · · θˆp · · · θrxαr+1r+1 ξrθn−s+1 · · · θn]
}
(2.98)
is invariant under P (n− 1)0¯, which implies that it is equal to V rk,l exactly.
By a similar argument, we obtain that
W rk,l =
⊕
s+t=l,
αr+1−αr=k−l
{
U(L1 + L2)(x
αr
r θr−t+1 · · · θrxαr+1−1r+1 ξrθn−s+2 · · · θn)
⊕U(L1 + L2)[(αr + t)xαrr θr−t+1 · · · θrxαr+1r+1 θn−s+1 · · · θn +
xαrr
r∑
p=r−t+1
(−1)p−rxpθr−t+1 · · · θˆp · · · θrxαr+1r+1 ξrθn−s+1 · · · θn]
}
. (2.99)
Now it is easy to see Ark,l = V rk,l ⊕W rk,l if l 6= 12(k + n− r).
Now assume l = 1
2
(k + n− r).
According to the above arguments,
Ark,l/(V rk,l +W rk,l) =
⊕
s+t=l,
αr+1−αr+l=k
U(L1 + L2)(x
αr
r θr−t+1 · · · θrxαr+1r+1 θn−s+1 · · · θn)
=
⊕
s+t=l,
αr+1−αr+l=k
U(L1 + L2)(x
αr
r
r∑
p=r−t+1
(−1)pxpθr−t+1 · · · θˆp · · · θr
×xαr+1r+1 ξrθn−s+1 · · · θn). (2.100)
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For any 0 6= f ∈ Ark,l \ (V rk,l +W rk,l), there should be some weight vector g¯ ∈ U(P (n−
1)0¯)(f¯) such that L
+
1 (g¯) = 0 and L
+
2 (g¯) = 0. Up to a scalar multiple,
g ≡ xkrr
r∑
p=r−t0+1
(−1)pxpθr−t0+1 · · · θˆp · · · θrxkr+1r+1 ξrθn−s0+1 · · · θn (mod V rk,l +W rk,l) (2.101)
for some s0, t0, kr, kr+1 ∈ N such that s0 + t0 = l, kr+1 − kr = k − l and 0 ≤ s0 < n− r.
(1) l > n− r.
We have
(En−l−1,r+2 − En+r+2,2n−l−1) · · · (Er−t0+1,n−s0 − E2n−s0,n+r−t0+1)(g)
≡ (−1)
t0∑
j=r−n+l+2
j(
xkrr
r∑
p=n−l
(−1)pxpθn−l · · · θˆp · · · θrxkr+1+1r+1 θr+1 · · · θn
)
(mod V rk,l +W
r
k,l). (2.102)
Furthermore,
xαrr
r∑
p=n−l
(−1)pxpθn−l · · · θˆp · · · θrxαr+1+1r+1 θr+1 · · · θn ∈ U(P (n−1)0¯)(f)+V rk,l+W rk,l (2.103)
for all α ∈ Nn such that αr+1 − αr = k − l because
(Er,r+1 −En+r+1,n+r)|Ar = ∂xr∂xr+1 − θr+1∂θr , (2.104)
(Er+1,r − En+r,n+r+1)|Ar = −xrxr+1 − θr∂θr+1 . (2.105)
Therefore,
Ark′,k′′,l−n+r,n−r ⊂ U(P (n− 1)0¯)(f) + V rk,l +W rk,l for k′′ − k′ + l = k. (2.106)
By induction on t, we obtain
Ark′,k′′,t,s ⊂ U(P (n−1)0¯)(f)+V rk,l+W rk,l for k′′−k′+ l = k, s+t = l, t ≥ l−n+r. (2.107)
(2) l ≤ n− r.
Note
(Er−1,n−l+2 − E2n−l+2,n+r−1) · · · (Er−t0+1,n−s0 − E2n−s0,n+r−t0+1)(g)
≡ (−1)
t0∑
j=1
j(
xkrr x
kr+1
r+1 ξrθn−l+2 · · · θn
)
(mod V rk,l +W
r
k,l). (2.108)
Consequently,
xαrr x
αr+1
r+1 ξrθn−l+2 · · · θn ∈ U(P (n− 1)0¯)(f) + V rk,l +W rk,l (2.109)
for all α ∈ Nn such that αr+1 − αr = k − l, which implies
Ark′,k′′,0,l ⊂ U(P (n− 1)0¯)(f) + V rk,l +W rk,l for k′′ − k′ + l = k. (2.110)
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Again by induction on t, we obtain
Ark′,k′′,t,s ⊂ U(P (n− 1)0¯).f + V rk,l +W rk,l for k′′ − k′ + l = k, s+ t = l, t ≥ 0. (2.111)
Anyway, we get
Ark,l = U(P (n− 1)0¯)(f) + (V rk,l +W rk,l), (2.112)
that is U(P (n− 1)0¯)(f¯) = Ark,l/(V rk,l +W rk,l).
It can be similarly proved that (V rk,l + W
r
k,l)/V
r
k,l, V
r
k,l/V
r
k,l
⋂
W rk,l and V
r
k,l
⋂
W rk,l are
irreducible P (n− 1)0¯-modules. 
Denote
V rk =
{
U(P (n− 1))(xkr+1) if k > 0,
U(P (n− 1))(x−kr ) if k ≤ 0. (2.113)
Theorem 2.7 The module Ark has the following composition series:
Ark ⊃ V rk ⊃ {0} if k 6= n− r; (2.114)
Ark ⊃ 〈θr+1 · · · θn〉 ⊃ V rk ⊃ {0} (2.115)
Proof. Suppose k ≥ 0. We prove the theorem step by step.
1) V rk is the minimal submodule of Ark.
Let 0 6= f(x1, · · · , xn; θ1, · · · , θn) ∈ Ark. Applying Ei,n+i |A= xi∂θi for r < i ≤ n, and
(Ei,n+j + Ej,n+i) |A= ∂xi∂θj + xj∂θi for 1 ≤ i ≤ r < j ≤ n, (2.116)
we can get some 0 6= f1(x1, · · · , xn) ∈ 〈f〉. Using
(Ei,r − En+r,n+i)(f1) = −xr∂xi(f1) for i ∈ 1, r − 1 (2.117)
and
(Er+1,j −En+j,n+r+1)(f1) = xr+1∂xj (f1) for j ∈ r + 2, n, (2.118)
we get some 0 6= f2(xr, xr+1) ∈ 〈f〉. Since
(Er,r+1 − En+r+1,n+r)(f2) = ∂xr∂xr+1(f2), (2.119)
we obtain xαrr x
αr+1
r+1 ∈ 〈f〉 with αr+1αr = 0 and αr+1 − αr = k.
2) V rk =
n−1⊕
l=0
V rk,l.
Assume k ≥ n− r > 0. Since
xk−lr+1θn−l+1 · · · θn =
(k − l)!
k!
n∏
j=n−l+1
(En+j,r+1 − En+r+1,j)(xkr+1) ∈ V rk (2.120)
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for 0 < l < n− r, we get V rk,l ⊂ V rk for 0 < l < n− r. Note
(En+r,r+1 −En+r+1,r)(xkn+r+1r+1 θr+2 · · · θn)
= (k − n+ r + 1)θrxk−n+rr+1 θr+2 · · · θn + xrxk−n+r+1r+1 θr+1 · · · θn ∈ V rk (2.121)
and
(k − l + 1)xk−lr+1θn−l · · · θrθr+2 · · · θn
+
r∑
p=n−l
(−1)p−rxpθn−l · · · θˆp · · · θrxk−l+1r+1 θr+1 · · · θn
=
1
k − l + 2(E2n−l,r+1 −En+r+1,n−l)
(
(k − l + 2)xk−l+1r+1 θn−l+1 · · · θrθr+2 · · · θn
+
r∑
p=n−l+1
(−1)p−rxpθn−l+1 · · · θˆp · · · θrxk−l+2r+1 θr+1 · · · θn
)
. (2.122)
Thus we have V rk,l ⊂ V rk for n− r ≤ l ≤ k + 1 such that l 6= 12(k + n− r). Moreover,
n−k−2∏
j=n−l
(En+r,j −En+j,r)
( r∑
p=n−k−1
(−1)p−rxpθn−k−1 · · · θˆp · · · θrθr+1 · · · θn
)
=
r∑
p=n−l
(−1)p−rxpθn−l · · · θˆp · · · θrθr+1 · · · θn, (2.123)
which implies V rk,l ⊂ V rk for k + 1 < l < n.
When k + n− r is even, we set l′ = 1
2
(k + n− r). Since V rk,l′+1 ⊂ V rk , we have
(k − l′)xk−l′−1r+1 θn−l′−1 · · · θrθr+2 · · · θn
+
r∑
p=n−l′−1
(−1)p−rxpθn−l′−1 · · · θˆp · · · θrxk−l′r+1 θr+1 · · · θn ∈ V rk . (2.124)
Note
Er+1,n+r+1
[
(k − l′)xk−l′−1r+1 θn−l′−1 · · · θrθr+2 · · · θn
+
r∑
p=n−l′−1
(−1)p−rxpθn−l′−1 · · · θˆp · · · θrxk−l′r+1 θr+1 · · · θn
]
= (−1)l′−n+r
r∑
p=n−l′−1
(−1)p−rxpθn−l′−1 · · · θˆp · · · θrxk−l′r+1 θr+2 · · · θn. (2.125)
Thus V rk,l′ ⊂ V rk by Table 1 and (2.113).
It can be verified that P (n− 1)[ n−1∑
l=0
V rk,l
] ⊂ n−1∑
l=0
V rk,l. Therefore, V
r
k =
n−1⊕
l=0
V rk,l.
It can be similarly proved when k < n− r.
3) Ark/V rk is irreducible when k 6= n− r.
20
Again we assume k > n − r. The proof for k < n − r is quite similar. Let 0 6= f ∈
Ark \ V rk . We can write
f =
∑
k′+k′′=k,t∈0,r,s∈0,n−r
fk′,k′′,s,t, (2.126)
where fk′,k′′,s,t ∈ Ark′,k′′,s,t (cf. (2.84) and (2.85)) and only finite fk′,k′′,s,t 6= 0. Since
Ark′,k′′,s,t are all finite dimensional (L1+L2)-modules, U(L1+L2)(f) is finite dimensional.
Thus there should be a weight vector f ′ ∈ U(L1+L2)(f) ⊂ 〈f〉 such that L+1 (f ′) = 0 and
L+2 (f
′) = 0. Up to a scalar multiple, f ′ should be in form of
xt−k
′
r θr−t+1 · · · θrxk
′′−s−1
r+1 ξrθn−s+2 · · · θn (2.127)
or
xt−k
′
r θr−t+1 · · · θrxk
′′−s
r+1 θn−s+1 · · · θn (2.128)
for some t ∈ 0, r, s ∈ 0, n− r − 1 and k′, k′′ ∈ N such that k′ + k′′ = k. Since
Er+1,n+r+1(x
t−k′
r θr−t+1 · · · θrxk
′′−s−1
r+1 ξrθn−s+2 · · · θn)
= (−1)txt−k′r θr−t+1 · · · θrxk
′′−s
r+1 θn−s+1 · · · θn, (2.129)
we can assume f ′ = xt−k
′
r θr−t+1 · · · θrxk
′′−s
r+1 θn−s+1 · · · θn. Let l0 = s + t. We divide our
argument into three subcases.
(a) If n− r ≤ l0 ≤ k, then we have
g = xk−l0r+1 θn−l0+1 · · · θn
≡ (k − l0)!
(t− k′)!(k′′ − s)!(Er,r+1 − En+r+1,n+r)
t−k′
n−s−r∏
i=1
(−1)t(Er−t+i,r+i
−En+r+i,n+r−t+i)(f ′) (mod V rk ) (2.130)
(cf. (2.97)). Note
n−l0∏
i=n−l+1
(En+i,r+1 − En+r+1,i)(g) = (k − l0)!
(k − l)! x
k−l
r+1θn−l+1 · · · θn ∈ 〈f〉 (2.131)
for l0 < l ≤ k. Moreover,
n−k∏
i=n−l+1
(En+r,i − En+i,r)(θn−k+1 · · · θn)) = xl−kr θn−l+1 · · · θn ∈ 〈f〉 (2.132)
for k < l ≤ n. Furthermore,
l0∏
i=l
(Er+1,2n−i+1 + En−i+1,n+r+1)(g) = x
k−l
r+1θn−l+1 · · · θn ∈ 〈f〉 (2.133)
for n− r ≤ l < l0. Thus we have
xr+1ξrθn−l+2 · · · θn ∈ 〈xk−n+rr+1 θr+1 · · · θn〉 for l < n− r (2.134)
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by Theorem 2.3. Therefore, W rk,l ⊂ 〈f〉 for all 0 ≤ l ≤ n.
(b) If l0 ≥ k, then let
g = xl0−kr θn−l0+1 · · · θn
=
(l0 − k)!
(t− k′)!(k′′ − s)!(Er,r+1 −En+r+1,n+r)
k′′−s
n−s−r∏
i=1
(−1)t(Er−t+i,r+i
−En+r+i,n+r−t+i)(f ′). (2.135)
We have
l0∏
i=l
(Er,2n−i+1 + En−i+1,n+r)(g) =
(l − l0)!
(l − k)! x
l−k
r θn−l+1 · · · θn ∈ 〈f〉 (2.136)
for k ≤ l < l0. By (2.136) and (a) with g replaced by θn−k+1 · · · θn, we get W rk,l ⊂ 〈f〉 for
all 0 ≤ l ≤ n.
(c) If l0 < n− r, then
xk−l0r+1 θr+1θn−l0+2 · · · θn
= − (k − l0)!
(t− k′ + 1)!(k′′ − s)!(Er,r+1 − En+r+1,n+r)
t−k′+1
t−1∏
i=1
(−1)t(Er−t+i,n−l0+1+i
−E2n−l0+1+i,n+r−t+i)(f ′)
≡ k − l0
k + n− l0x
k−l0−1
r+1 ξrθn−l0+2 · · · θn (mod V rk ) (2.137)
(cf (2.21). Thus
g = xk−l0−1r+1 ξrθn−l0+2 · · · θn ∈ 〈f〉. (2.138)
Consequently, xk−l−lr+1 ξrθn−l+2 · · · θn ∈ 〈f〉 for all l < n−r by Theorem 2.3. Thus we obtain
W rk,l ⊂ 〈f〉 for l ∈ 0, n by (a) with g replaced by xk−n+rr+1 θr+1 · · · θn.
Denote
W rk =
n⊕
l=0
W rk,l. (2.139)
Note that 〈f〉 ⊃ W rk + V rk = Ark if k + n − r is odd. When k + n − r is even, let
l′ = 1
2
(k + n− r). Observe that n− r < l′ < k and
f ′ = xk−l
′−1
r+1 θn−l′ · · · θn ∈ W rk,l′+1 ⊂ 〈f〉.
Since
Er+1,n+r+1(f
′) = (−1)r−n+l′+1xk−l′r+1 θn−l′ · · · θrθr+2 · · · θn, (2.140)
we obtain Ark,l′ ⊂ 〈f〉, which implies Ark ⊂ 〈f〉.
4) k = n− r.
Note
(Ei,j −En+j,n+i)(θr+1 · · · θn) = 0 (2.141)
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if i, j ∈ 1, r or i, j ∈ r + 1, n or i ∈ 1, r and j ∈ r + 1, n. When i ∈ r + 1, n and j ∈ 1, r,
we have
(Ei,j − En+j,n+i)(θr+1 · · · θn)
= −xixjθr+1 · · · θn + (−1)i−rθjθr+1 · · · θˆi · · · θn
= (Er,j − En+j,n+r)(Ei,r+1 −En+r+1,n+i)(Er−1,r+1 −En+r+1,n+r−1)(
(xr1θr − xrθr−1)xr+1θr+2 · · · θn
) ∈ V rn−r. (2.142)
Thus P (n− 1)0¯(θr+1 · · · θn) ⊂ V rn−r. Since
(Ei,n+j + Ej,n+i)(θr+1 · · · θn) = 0 (2.143)
and
(En+i,j − En+j,i)(θr+1 · · · θn) = (xiθj − xjθi)θr+1 · · · θn ∈ V rn−r,n−r+1, (2.144)
we obtain P (n − 1)1¯(θr+1 · · · θn) ⊂ V rn−r, that is, 〈θr+1 · · · θn)〉/V rn−r = Cθr+1 · · · θn. By
the similar arguments as in 3), we get that Arn−r/〈θr+1 · · · θn〉 is irreducible. 
3 Proof of Theorem 2
In this section, we investigate the polynomial representation of the Lie superalgebra Q˜(n−
1) (n ≥ 3).
Recall
Q˜(n− 1)0¯ =
∑
1≤i,j≤n
C(Ei,j + En+i,n+j), Q˜(n− 1)+0¯ =
∑
1≤i<j≤n
C(Ei,j + En+i,n+j), (3.1)
Q˜(n− 1)1¯ =
n−1∑
i=1
C(Ei,n+i + En+i,i −Ei+1,n+i+1 −En+i+1,i+1)
+
n∑
i,j=1,i 6=j
C(Ei,n+j + En+i,j) (3.2)
and
Ark,t = Span{xαθi1 · · · θit | i1, · · · , it ∈ 1, n;α ∈ Nn, −
r∑
i=1
αi +
n∑
j=r+1
αj = k − t}. (3.3)
Note
H =
n∑
i=1
CEi,i (3.4)
forms a Cartan subalgebra of Q˜(n− 1). We study the representation case by case.
Case 1, r = 0.
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Set
vt =
t∑
i=1
(−1)i−1xiθ1 · · · θˆi · · · θt. (3.5)
Lemma 3.1 The subspace
Ark;t = U(Q(n− 1)0¯)(xk−t1 θ1 · · · θt)⊕ U(Q(n− 1)0¯)(xk−t−11 vt+1) (3.6)
as Q(n− 1)0¯-submodules. 
Theorem 3.2 The subspace A0k has only two nonzero proper submodules 〈xk1+
√
kxk−11 θ1〉
and 〈xk1 −
√
kxk−11 θ1〉. Moreover, 〈xk1 ±
√
kxk−11 θ1〉 have a basis
{(k − t)xαθi1 · · · θit +
t∑
p=1
n∑
s=1
(−1)pαsxα+ǫip−ǫsθsθi1 · · · θˆip · · · θit
±
√
k
n∑
s=1
αsx
α−ǫsθi1 · · · θitθs | α ∈ Nn, |α| = k − t; 0 ≤ t < min{k, n};
i1, · · · , it ∈ 1, n, αj > 0 for some j > i1, · · · , it} (3.7)
Proof. (1) For any 0 6= f ∈ A0k, we claim that
xk1 +
√
kxk−11 θ1 ∈ 〈f〉 or xk1 −
√
kxk−11 θ1 ∈ 〈f〉. (3.8)
Write f =
∑k
t=0(ft + gt) with
ft ∈ U(Q(n− 1)0¯)(xk−t1 θ1 · · · θt), gt ∈ U(Q(n− 1)0¯)(xk−t1 vt). (3.9)
Applying Q˜(n− 1)+0¯ to f , we can assume
f =
k∑
t=0
(atx
k−t
1 θ1 · · · θt + btxk−t1 vt), at, bt ∈ C. (3.10)
Since atx
k−t
1 θ1 · · · θt+ btxk−t1 vt and at′xk−t
′
1 θ1 · · · θt′ + bt′xk−t
′
1 vt′ are in different weight sub-
spaces if t 6= t′, we have atxk−t1 θ1 · · · θt + btxk−t1 vt ∈ 〈f〉. Denote
t0 = min{t ∈ 0, k | (at, bt) 6= (0, 0)}. (3.11)
Observe
(E1,n+2 + En+1,2) · · · (E1,n+t0 + En+1,t0)(at0xk−t01 θ1 · · · θt0 + bt0xk−t01 vt0)
= (−1) t0(t0−1)2 at0xk−11 θ1 + (−1)
(t0−1)(t0−2)
2 bt0x
k
1 ∈ 〈f〉. (3.12)
If at0 6= 0 and bt0 = 0, we have xk−11 θ1 ∈ 〈f〉 and
xk1 = (E1,n+1 + En+1,1 −E2,n+2 −En+2,2)(xk−11 θ1) ∈ 〈f〉. (3.13)
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When at0 = 0 and bt0 6= 0, we get xk1 ∈ 〈f〉 and
xk1θ1 =
1
k
(E1,n+1 + En+1,1 −E2,n+2 −En+2,2)(xk1) ∈ 〈f〉. (3.14)
Thus, under the above assumptions, (3.8) holds. In the case at0 6= 0 and bt0 6= 0, we have
a′xk11 θ1 + b
′xk1 ∈ 〈f〉 with a′ = (−1)
t0(t0−1)
2 at0 6= 0 and b′ = (−1)
(t0−1)(t0−2)
2 bt0 6= 0. Since
(E1,n+1 + En+1,1 −E2,n+2 −En+2,2)(a′xk−11 θ1 + b′xk1) = kb′xk−11 θ1 + a′xk1 ∈ 〈f〉, (3.15)
we obtain xk1, x
k−1
1 θ1 ∈ 〈f〉 if a
′
kb′
6= b′
a′
, which implies (3.8). When a
′
kb′
= b
′
a′
, we have
a′/b′ = ±√k, and so (3.8) holds.
(2) The set (3.7) is a subset of 〈xk1 ±
√
kxk−1k θ1〉.
Denote
h(α; i1, · · · , it) = (k − t)xαθi1 · · · θit +
t∑
p=1
n∑
s=1
(−1)pαsxα+ǫip−ǫsθsθi1 · · · θˆil · · · θit
+
√
k
n∑
s=1
αsx
α−ǫi1−···−ǫit−ǫsθi1 · · · θitθs,
(3.16)
where t ∈ 0, n− 1. We write h(α) instead of h(α; i1 · · · , it) when t = 0.
Since
h(α) = kxα +
√
k
n∑
i=1
αix
α−ǫiθi =
α1!
(k − 1)!
n∏
i=2
(Ei,1 + En+i,n+1)
αi(xk1 +
√
kxk−11 θ1) (3.17)
we have
h(α) ∈ 〈xk1 +
√
kxk−11 θ1〉 for α ∈ Nn such that |α| = k. (3.18)
Now we assume
h(α; i1, · · · , ir) ∈ 〈xk1 +
√
kxk−11 θ1〉 (3.19)
for r < t, α ∈ Nn with |α| = k − r, and i1, · · · , ir ∈ 1, n. Since t < n, we can take
1, n ∋ j 6= i1, · · · , it.
h(α; i1, · · · , it)
=
1
αj + 1
(Ei1,n+j + En+i1,j)[h(α− ǫi1 + ǫj ; i2, · · · , it)]
+
1
k
t∑
l=2
(−1)lh(α; i2, · · · , iˆl, · · · , it) + (−1)
t
√
k
h(α; i2, · · · , it). (3.20)
So h(α; i1, · · · , it) ∈ 〈xk1 +
√
kxk−11 θ1〉. By induction on t, the conclusion holds.
(3) The set (3.7) forms a basis 〈xk1 ±
√
kxk−11 θ1〉.
Denote by V the subspace spanned by (3.7). Since
h(α; i1, · · · , it) = (−1)
t
αit + 1
∑
s 6=i1,··· ,it
αsh(α + ǫit − ǫs; s, i1, · · · , it−1) (3.21)
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if it = max{j ∈ 1, n | αj > 0}, we obtain
V = Span{h(α; i1, · · · , it) | 0 ≤ t < k, n; i1, · · · , it ∈ 1, n;α ∈ Nn, |α| = k − t} (3.22)
For j /∈ {i1, · · · , it}, we have
(Ei,j + En+i,n+j)[h(α; i1, · · · , it)] = αjh(α+ ǫi − ǫj ; i1, · · · , it). (3.23)
For i /∈ {i1, · · · , it} and j ∈ {i1, · · · , it}, we can assume j = i1 and get
(Ei,j + En+i,n+j)[h(α; i1, · · · , it)]
= h(α + ǫi − ǫi1 ; i, i2, · · · , it) + αi1h(α + ǫi − ǫi1 ; i1, · · · , it). (3.24)
When i, j ∈ {i1, · · · , it}, we may assume j = i1, i = i2 and have
(Ei,j + En+i,n+j)[h(α; i1, · · · , it)] = αi1h(α− ǫi1 + ǫi2 ; i1, · · · , it). (3.25)
Therefore, (Ei,j + En+i,n+j)(V ) ⊂ V for any i, j ∈ 1, n. Observe that
(Ei,n+j + En+i,j)[h(α; i1, · · · , it)]
= αj
(
h(α− ǫj + ǫi; i, i1, · · · , it)
+
1
k
t∑
l=1
(−1)lh(α− ǫj + ǫi; i1, · · · , iˆl, · · · , it)
+
(−1)t√
k
h(α− ǫj + ǫi; i1, · · · , it)
)
(3.26)
if j /∈ {i1, · · · , it}. When j ∈ {i1, · · · , it}, we may assume j = i1 and have
(Ei,n+i1 + En+i,i1)[h(α; i1, · · · , it)]
= −(Ei,n+i1 + En+i,i1)
[ ∑
s 6=i1,··· ,it
h(α; s, i2, · · · , it)
]
. (3.27)
Thus the subspace V is a submodule of 〈xk1 +
√
kxk−11 θ1〉, which implies V = 〈xk1 +√
kxk−11 θ1〉.
Using Lemma 2.1, we get the linear independence of (3.7). 
Case 2. 1 ≤ r < n.
In this case, we have:
Theorem 3.3 The submodule Ark is irreducible if 0 < r < n.
Proof. (1) First we claim that
〈xr+i0r θ1 · · · θrxk+i0r+1 〉 = Ark for all i0 ≥ −k,−r. (3.28)
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Since
(Er,r+1 + En+r,n+r+1)|Ar = ∂xr∂xr+1, (3.29)
we get
xr+ir θ1 · · · θrxk+ir+1 ∈ 〈xr+i0r θ1 · · · θrxk+i0r+1 〉 for i ≤ i0. (3.30)
By Theorem 3.2, we derive
xαθi1 · · · θitθj1 · · · θjs ∈ 〈xr+ir θ1 · · · θrxk+ir+1〉 (3.31)
for 0 ≤ t ≤ r, 0 ≤ s ≤ n−r, and α ∈ Nn such that
n∑
p=r+1
αp+s = k+i and t−
r∑
q=1
αq = −i.
Hence
xαθi1 · · · θitθj1 · · · θjs ∈ 〈xr+i0r θ1 · · · θrxk+i0r+1 〉. (3.32)
Note
(Er+1,r + En+r+1,n+r)(x
r+j
r θ1 · · · θrxk+jr+1)
= −xr+j+1r θ1 · · · θrxk+j+1r+1 + xr+jr θ1 · · · θr−1xk+jr+1θr+1. (3.33)
So we get
xr+jr θ1 · · · θrxk+jr+1 ∈ 〈xr+i0r θ1 · · · θrxk+i0r+1 〉 for j > i0, (3.34)
which implies
xαθi1 · · · θitθj1 · · · θjs ∈ 〈xr+i0r θ1 · · · θrxk+i0r+1 〉 (3.35)
for all s, t ∈ 0, r and α ∈ Nn such that
n∑
p=r+1
αp −
r∑
q=1
αq = k − s − t, that is,
〈xr+i0r θ1 · · · θrxk+i0r+1 〉 = Ark.
(2) Next for any 0 6= f ∈ Ark, we have
xr+ir θ1 · · · θrxk+ir+1 ∈ 〈f〉 for some i ≥ −k,−r. (3.36)
In fact, we can rewrite f =
∑
i
gihi, with
gi ∈ Span {xβθj1 · · · θjs | 0 ≤ s ≤ n− r; β ∈ Nn, |β| = k + i− s,
β1 = · · · = βr = 0; j1, · · · , js ∈ r + 1, n}, (3.37)
hi ∈ Span {xαθi1 · · · θit | 0 ≤ t ≤ r;α ∈ Nn, |α| = i+ t,
αr+1 = · · · = αn = 0; i1 · · · , it ∈ 1, r}. (3.38)
Applying Ep,q + En+p,n+q to f , we may assume
(Ep,q + En+p,n+q)(gi) = 0 for r < p < q ≤ n, (3.39)
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(Ep,q + En+p,n+q)(hi) = 0 for 0 < p < q ≤ r. (3.40)
Therefore, there should be some
f1 = a(x
t+i
r θ1 · · · θt)(xk+i−sr+1
s∑
p=1
(−1)pxr+pθr+1 · · · θˆr+p · · · θr+s)
+b(xt+ir θ1 · · · θtξ′r)(xk+i−sr+1
s∑
p=1
(−1)pxr+pθr+1 · · · θˆr+p · · · θr+s)
+c(xt+ir θ1 · · · θt)(xk+i−sr+1 θr+1 · · · θr+s)
+d(xt+ir θ1 · · · θtξ′r)(xk+i−sr+1 θr+1 · · · θr+s) ∈ 〈f〉 (3.41)
for some i, t, s ∈ 1, n and a, b, c, d ∈ C, where ξ′r =
r∑
j=1
xjθj . Note that if t < r − 1, then
0 6=
r−1∏
p=t+1
(−1)p(En+p,r + Ep,n+r)(f1) ∈ 〈f〉. (3.42)
So we can assume t = r − 1. If s > 1, we have
0 6=
s∏
p=2
(Er+1,n+r+p + En+r+1,r+p)(f1) ∈ 〈f〉. (3.43)
Thus we can assume s = 1. Under the assumptions,
f1 = ax
r+i−1
r θ1 · · · θr−1xk+ir+1 + bxr+ir θ1 · · · θrxk+ir+1
+c(xr+i−1r θ1 · · · θr−1)(xk+i−1r+1 θr+1) + d(xr+ir θ1 · · · θr)(xk+i−1r+1 θr+1) (3.44)
and
(Ep,n+p + En+p,p)(f1) = 0 for p ∈ 1, n, p 6= r, r + 1. (3.45)
Set
f2 = (−1)r−1(Er+1,n+r+1 + En+r+1,r+1 − Ep,n+p −En+p,p)(f1)
= cxr+i−1r θ1 · · · θr−1xk+ir+1 − dxr+ir θ1 · · · θrxk+ir+1
+a(k + i)(xr+i−1r θ1 · · · θr−1)(xk+i−1r+1 θr+1)
−b(k + i)(xr+ir θ1 · · · θr)(xk+i−1r+1 θr+1), (3.46)
f3 = (−1)r−1(Er,n+r + En+r,r −Ep,n+p − En+p,p)(f1)
= b(r + i)xr+i−1r θ1 · · · θr−1xk+ir+1 − axr+ir θ1 · · · θrxk+ir+1
+d(r + i)(xr+i−1r θ1 · · · θr−1)(xk+i−1r+1 θr+1)
−c(xr+ir θ1 · · · θr)(xk+i−1r+1 θr+1), (3.47)
f4 = (−1)r−1(Er+1,n+r+1 + En+r+1,r+1 − Ep,n+p −En+p,p)(f3)
= d(r + i)xr+i−1r θ1 · · · θr−1xk+ir+1 + cxr+ir θ1 · · · θrxk+ir+1
+b(r + i)(k + i)(xr+i−1r θ1 · · · θr−1)(xk+i−1r+1 θr+1)
+a(k + i)(xr+ir θ1 · · · θr)(xk+i−1r+1 θr+1). (3.48)
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We can assume
(
c2 − a2(k + i))+ (r + i)(d2 − b2(k + i)) 6= 0 (3.49)
because we can take
−(Er+1,r + En+r+1,n+r)(f1)
= axr+ir θ1 · · · θr−1xk+i+1r+1 + bxr+i+1r θ1 · · · θrxk+i+1r+1
+(c− b)(xr+ir θ1 · · · θr−1)(xk+ir+1θr+1) + d(xr+i+1r θ1 · · · θr)(xk+ir+1θr+1) (3.50)
instead of f1 if (3.49) does not hold.
By (3.41) and (3.46)-3.48), f1, f2, f3, f4 ∈ 〈f〉. Hence
f5 = cf1 − af2 + df3 − bf4
=
(
c2 − a2(k + i) + d2(r + i)− b2(k + i)(r + i))
×(xr+i−1r θ1 · · · θr−1)(xk+i−1r+1 θr+1) ∈ 〈f〉. (3.51)
Thus (xr+i−1r θ1 · · · θr)(xk+i−1r+1 θr+1) ∈ 〈f〉. Note
xr+ir θ1 · · · θr−1xk+ir+1
= (Er,n+r + En+r,r − Ep,n+p −En+p,p)(Er+1,n+r+1 + En+r+1,r+1
−Ep,n+p −En+p,p)(xr+i−1r θ1 · · · θr−1)(xk+i−1r+1 θr+1). (3.52)
So xr+ir θ1 · · · θrxk+ir+1 ∈ 〈f〉. This completes the proof of the theorem. 
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