Abstract-In recent years, near duplicate image detecting becomes one of the most important problems in image retrieval, and it is widely used in many application fields, such as copyright violations and detecting forged images. Therefore, in this paper, we propose a novel approach to automatically detect near duplicate images based on visual word model. SIFT descriptors are utilized to represent image visual content which is an effective method in computer vision research field to detect local features of images. Afterwards, we cluster the SIFT features of a given image into several clusters by the K-means algorithm. The centroid of each cluster is regarded as a visual word, and all the centroids are used to construct the visual word vocabulary. To reduce the time cost of near duplicate image detecting process, locality sensitive hashing is utilized to map high-dimensional visual features into low-dimensional hash bucket space, and then the image visual features are converted to a histogram. Next, for a pair of images, we present a local feature based image similarity estimating method by computing histogram distance, and then near duplicate images can be detected. Finally, a series of experiments are constructed to make performance evaluation, and related analyses about experimental results are also given.
I. INTRODUCTION
With the rapid development of the Internet, and the availability of image capturing devices such as digital cameras, image scanners, the size of digital image collections is increasing rapidly. Efficient image retrieving, browsing and retrieval tools are required by users from various domains, including remote sensing, fashion, crime prevention, publishing, medicine, architecture and so on. For this purpose, many general purpose image retrieval systems have been developed. There are two main types: 1) Text-based image retrieval and 2) Content-based image retrieval. The text-based method can be tracked back to 1970s. In such systems, the images are manually tagged by text descriptors, which are then utilized by a database management system to implement image retrieval [1] [2] .
On the other hand, the content-based image retrieval refers to the technology which in principle helps to organize digital picture archives by their visual content. With this definition, anything ranging from an image similarity function to a robust image annotation engine falls under the purview of content-based image retrieval. This characterization of content-based image retrieval as a field of study places it at a unique juncture within the scientific community [3] [4]. While we witness continued effort in solving the fundamental open problem of robust image understanding, we also see people from different fields, such as, computer vision, machine learning, information retrieval, human-computer interaction, database systems, Web and data mining, information theory, statistics, and psychology contributing and becoming part of the content-based image retrieval community [5] [6] . However, with the rapid increment of images on the World Wide Web, there are a great number of near duplicate images in recent years and these images reduce the efficiency of content-based image retrieval. The definition of a near duplicate image varies depending on what photometric and geometric variations are deemed acceptable. The application ranges from exact duplicate detection where no changes are allowed to a more general definition that requires the images to be of the same scene, but with possibly different viewpoints and illumination. As is shown in Fig. 1 , several samples of near-duplicate images are given. Detecting near duplicate images in large databases should meet two challenging constraints. Firstly, for a given image, only a small amount of data can be stored in computer memory. Secondly, queries must be very cheap to evaluate. Ideally, enumerating all the duplicates of an image should have complexity close to linear in the number of duplicates returned [7] [8] [9] [10] . In recent years, the research field of near duplicate image detecting is a hot topic for image vision and machine learning. In the following parts, we will analyze the related works of the near duplicate image detecting research.
Zheng et al. present a framework for near-duplicate image detection in a visually salient Riemannian space. A visual saliency model is first used to identify salient regions of the image and then the salient region covariance matrix of various image features is computed. salient region covariance matrix, which lies in a Riemannian manifold, is used as a robust and compact image content descriptor [11] .
In paper [12] , the authors summarized the extensive work on web image annotation using the large-scale metadata and social information available on the Web, and introduced a system named Arista system, which is a nonparametric image annotation platform built upon two billion web images. Afterwards, the authors propose a highly efficient and scalable duplicate-search technique so that the Arista system can be deployed on a few servers. A few interesting applications such as building large-scale celebrity face database and text-to-image translation are also presented in this paper.
Sinjur proposed a novel, fast algorithm for generating the convex layers on grid points with linear time complexity. Convex layers are extracted from the binary image. The obtained convex hulls are characterized by the number of their vertices and used as representative image features. Hence, a computational geometric approach to near-duplicate image detection stems from these features [13] .
In order to solve the problem of traditional nearduplicate image search systems mostly building on the bag-of-local features representation, Xie et al. proposed a novel framework by using graphics processing units. The main contributions of their method lie in the following aspects: (1) A new fast local feature detector coined Harris-Hessian is designed according to the characteristics of GPU to accelerate the local feature detection. ( 2) The spatial information around each local feature is incorporated to improve its discriminability, supplying semi-local spatial coherent verification. (3) A new pairwise weak geometric consistency constraint algorithm is proposed to refine the search results [14] .
Cho et al. present a concentric circle-based Image signature which makes it possible to detect nearduplicates rapidly and accurately An image is partitioned by radius and angle levels from the center of the Image Feature values are calculated using the average or variation between the partitioned sub-regions The feature values distributed in sequence are formed Into an Image signature by hash generation The hashing facilitates storage space reduction and fast matching [15] .
Zhou et al. proposed a novel geometric coding algorithm to encode the spatial context among local features for large-scale partial-duplicate Web image retrieval. The proposed geometric coding was made up of geometric square coding and geometric fan coding, which describe the spatial relationships of SIFT features into three geo-maps for global verification to remove geometrically inconsistent SIFT matches [16] .
The main innovations of this paper lie in the following aspects:
(1) SIFT descriptor and visual word model are used to represent image visual features.
(2) In order to reduce the time cost of the whole computing process, locality sensitive hashing is utilized to map high-dimensional visual features into lowdimensional hash bucket space.
(3) The task of image visual similarity computing is converted to histogram distance estimating.
(4) Histogram distance is solved by seeking the minimum difference of pair assignments between the two sets. Particularly, this process is implemented by determining the best one-to-one assignment between two sets such that the sum of all differences between two individual elements in a pair is minimized.
The rest of the paper is organized as the following sections. Section 2 introduces the visual word model. Section 3 illustrates the proposed scheme for near duplicate images detecting. In section 4, a series of experiments are designed and implemented to make performance evaluation. Finally, we conclude the whole paper in section 5.
II. PROPOSED SCHEME

A. Overview of the Visual World Model
The bag-of-visual-words model has been widely used in the field of computer vision. Particularly, there are three main phases for the model: 1) Extracting local feature descriptors (such as SIFT), 2) Quantizing local descriptors into a codebook, 3) Converting images to a set of visual words [17] [18] .
As shown in Fig. 2 , the structure of visual word model includes four parts: 1) Constructing image training set, 2) Constructing visual words dictionary, 3) Selecting visual words of images and 4) Obtaining visual word frequency vector of images Fig. 2 shows the framework of our proposed visual word model. The key idea of this model is to quantize the continuous high-dimensional space of image features (such as SIFT features [19] [20] ) to a specific vocabulary for visual words. This process is implemented through clustering the SIFT features which is chosen from a largescale image dataset into several clusters by the K-means algorithm. Particularly, the centroid of each cluster is used as a visual word in the given vocabulary. Afterwards, local features are extracted and then allocated onto the closest visual word. Next an image can be represented as a histogram of visual words, based on the number of visual words for each class.
B. Algorithm Description
Following by the recent progress in object recognition, we can represent the images by local interest point descriptors through the scale-invariant feature transform, which is an effective method in computer vision research field to detect local features of images. SIFT descriptors can produce hundreds of feature points. The SIFT feature of each keypoint is made up of a 128-dimensional vector. However, as the curse of dimensionality, a more efficient approach is to reduce the dimension of the original data. To solve the problem of curse of dimensionality, we utilize the locality-sensitive hashing algorithm which is an approximate kNN algorithm to index the local descriptors. As is described in Wikipedia, locality-sensitive hashing is a method of performing probabilistic dimension reduction of high-dimensional data. The main idea is to hash the input items so that similar items are mapped to the same buckets with high probability. This process is different from the conventional hash functions, such as those used in cryptography as in this case the goal is to maximize probability of "collision" of similar items rather than avoid collisions. Particularly, the structure of locality sensitive hashing is shown in Fig. 3 , the data sample are mapping to buckets through the locality sensitive hashing algorithm.
Next, the definition of locality sensitive hashing is given at first. For a domain S of the items set with distance measure D , a locality sensitive hashing family is defined as:
where () D be a distance function of elements from a set S , and for any pS  , let ( , ) B q r denote the set of elements from S within the distance r from p . In order for a locality sensitive hash family to be useful, it has to satisfy inequalities 12 pp  and 12 rr  . One of the main application of locality sensitive hashing is to provide efficient nearest neighbor search algorithms. Consider any locality sensitive hashing family H . The algorithm has two main parameters, which are the width parameter k and the number of hash tables L . In the first step, we define a new family G of hash functions g , where each function set g is obtained by concatenating k functions 12 r . r defines the quantization of the features and V is the original feature vector. After the hashing process, initial vectors from a higher dimensional vector space could be mapped to a discrete subspace of lower dimension.
For a pair of images i I and j I , our local feature based image similarity measuring method can be summarized as the following five steps.
Step 1: Extracting the SIFT descriptors from i I and j I , and utilizing the visual word model to represent the SIFT descriptors of the given image.
Step 2: Constructing L LSH hash tables, and each hash table is corresponding to a set of hash functions which is defined in Eq.1, which is very simple to implement.
Step 
The distance between histogram U and V can be considered as the problem of finding the minimum difference of pair assignments between the two sets. The key issue is to determine the best one-to-one assignment between two sets such that the sum of all differences between two individual elements in a pair is minimized. Supposing there are n elements in histogram U and V respectively, minimum difference of pair assignments of U and V is defined as follows. 
There is little possibility that the number of key points of two images are equal to each other in practice. Therefore, we use least common multiple to make the number of elements in the two histogram equal. (6) where the function  is used to compute the least common multiple of 
III. EXPERIMENTS
To test the effectiveness of the proposed near duplicate image detecting method, we design a series of experiments on several image datasets which are used for near duplicate image detecting.
A. Datasets and Performance Evaluation Criteria
To evaluate our approach more objectively and accurately, we construct three large-scale image datasets, which are illustrated as follows.
Dataset 1. INRIA CopyDays dataset [23]
The INRIA CopyDays dataset includes 157 original images which containing a variety of scene types, such as natural, man-made, water, sky, etc. The SYSU_Test contains 977 images randomly chosen from an image collections which contains different image types. These images are downloaded from the Flickr website. In the original INRIA CopyDays dataset [23] , there are three main types of transformations, which are 1) Image resizing followed by JPEG compression ranging from JPEG3 to JPEG75, 2) Cropping ranging from 5% to 80% of the image surface, 3) Strong transformations: print and scan, paint, change in contrast, perspective effect, blur, very strong crop and so on.
The former two types of transformations are conducted on each test image. The paper [23] only produced 229 transformed images for the strong transformation. To obtain an overall performance evaluation for the proposed algorithm, we extend the transformation types of the original image dataset. Dataset 2. Social images collected from Flickr website. For Flickr, from a strictly technical point of view, groups are collections of users who select to join such a community of which the members share the same interests. This dataset includes 1000 images collected from 5 Flickr groups, which are 1) "Beautiful, Just Beautiful (P1/C1)", 2) "Photography with Bokeh", "PUPPIES AND POODLES", "Lifehacker Desktop Show and Tell" and "Pet Parade". We collect 200 photos from the above each Flickr group. The ground truth images are obtained through clustering the images from personal image album, two images belonged to the same cluster are considered as near-duplicate images for each other.
Dataset 3. Images collected from Google image search engine through particular queries.
For the third dataset, we use Google image search engine to collect near duplicate images, which use text metadata associated with images to search images relevant to specific query. Two kinds of queries are used to create this dataset including trademark related images and landmark related images. Next, We submit ten trademark and ten landmark to Google image search engine respectively. The trademarks and landmarks utilized to construct Dataset 3 is shown in Table. 1 as follows.
For each class, we select top 1,000 images returned by Google image search engine. For a given image category near-duplicate images are detect within one image category by our algorithm. Particularly, Dataset 3 are divided into two sub-classes which are: 1) Dataset 3-Trademark and 2) Dataset 3-Landmark.
In order to evaluate the performance of our proposed near-duplicate detection method, we use Precision, Recall and F-measure. 
In order to calculate the weighted harmonic mean of precision and recall, the F-measure metric is proposed as follows.
Afterwards, another well-known evaluation method which is named mean average precision (MAP) is utilized. The method of MAP computing is shown as follows.
where the value of i r is set to one only if image i is related to topic, otherwise it is set to zero, and U refers to the number of queries.
B. Experimental Results and Related Analysis
Firstly, we will test mean average precision in Dataset 1, to make performance comparison, we compare the proposed scheme with other schemes. Other schemes are use other image descriptors to detect near duplicate images, including 1) Color-based descriptor(Color) [24] , 2) Radon-based descriptor(Radon) [25] From Fig. 4 and Fig. 5 , we can see that the proposed scheme has better performance under the criteria MAP, the reason lies in that in our scheme SIFT descriptors are mapping to hash buckets by the Locality sensitive hashing algorithm. This method can not only effectively describe image visual contents, but also accurately detect salient objects in images. Afterwards, other conditional near duplicate image detection methods are compared with the proposed scheme. The methods we choose to make performance evaluation are MH_TFIDF [7] , CPM [9] and LSH [10] .
It can be known from Fig. 6 and Fig. 7 that the proposed scheme performs better than other methods, because SIFT descriptor can effectively represent local feature of images. On the other hand, in this paper, we represent visual content of image as histograms, and the task of image similarity calculating is converted into estimating the difference between two histograms.
The value of parameter r , k and L are set to 120, 4 and 50 respectively. When threshold  is set to 0.6, the performance of the proposed scheme is shown in Table. 1. For Simplicity, we utilize P , R and 1 F to represent Precision, Recall and F1 respectively. As is shown in Table 2 , the proposed scheme performs better when  is equal to 0.6. Particularly, as we use local features to describe image visual contents in this paper, the proposed scheme perform better in the case of the category which contains salient objects. For the given five Flickr groups, the category "Photography with Bokeh" and "Pet Parade" have higher F1 value, because most images in the two groups contain the salient objects.
On the other hand, for the trademark photos in dataset 3, the average F-measure of "Puma" and "BMW" are higher than others, and the reasons lie in that the images related to "Puma" and "BMW" have little diverse visual contents. On the other hand, F1 value of "Sony" is low, as we all know that products of "Sony" trademark have diverse visual contents. Afterwards, it can be seen that that man-made landmarks (such as Big Ben and Leaning Tower of Pisa) have higher F1 than the natural phenomena landmarks (such as Vienna golden hall and Torre di Pisa), the reason lies in that the man-made landmarks are possible containing salient objects. It also can be seen from Table 2 that with the parameter  decreasing, the value of precision of each dataset decreasing as well, on the contrary, recall of each dataset increasing. Combining precision and recall, the overall performance F1 reach the max value when  is set to 0.5 or 0.6.
IV. CONCLUSIONS
We present an approach to detect near duplicate images based on visual word model. Firstly, SIFT features of a given image are clustered into several clusters by the K-means algorithm. Secondly, the centroid of each cluster is represented as a visual word. Thirdly, all the centroids are utilized to construct the visual word vocabulary. Fourthly, locality sensitive hashing is utilized to map high-dimensional visual features into lowdimensional hash bucket space, and the image visual features are converted to a histogram. Finally, near duplicate image detecting process can be implemented by histogram distance computing.
