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Abstract. Many approaches for approximate metric search rely on a
permutation-based representation of the original data objects. The main
advantage of transforming metric objects into permutations is that the
latter can be efficiently indexed and searched using data structures such
as inverted-files and prefix trees. Typically, the permutation is obtained
by ordering the identifiers of a set of pivots according to their dis-
tances to the object to be represented. In this paper, we present a
novel approach to transform metric objects into permutations. It uses
the object-pivot distances in combination with a metric transformation,
called n-Simplex projection. The resulting permutation-based represen-
tation, named SPLX-Perm, is suitable only for the large class of metric
space satisfying the n-point property. We tested the proposed approach
on two benchmarks for similarity search. Our preliminary results are en-
couraging and open new perspectives for further investigations on the use
of the n-Simplex projection for supporting permutation-based indexing.
Keywords: approximate metric search · permutation-based indexing ·
metric embedding · n-point property · n-Simplex projection
1 Introduction
Searching a data set for the most similar objects to a given query is a fun-
damental task in computer science. Over the years several methods for exact
similarity search were proposed in the literature. These approaches guarantee
to find the true result set. However, they scale poorly with the dimensionality
of the data (a phenomenon known as “curse of dimensionality”) and mostly
they are not convenient to deal with very large data sets. To overcome these
issues, the research community has developed a wide spectrum of techniques for
approximate similarity search, which have higher efficiency though at the price
of some imprecision in the results (e.g. some relevant results might be missing
or some ranking errors might occur). Among them, we can distinguish between
1) approaches specialised for a particular kind of data (e.g. Euclidean vectors),
and 2) techniques applicable to generic metric data objects. assessing the dis-
similarity of any two objects. The advantage of the former class of approaches,
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like the Product Quantization [13] and the Inverted Multi-Index [5], is that they
have very high efficiency and effectiveness. However, the engineering effort to de-
sign a method specialised for any particular data or application is typically too
high. The metric approaches, instead, overcome this issue since they are applica-
ble to generic metric objects without assuming a prior knowledge of the nature
of the data. Successful examples of metric approximate indexing and searching
techniques are the Permutation-based Indexing (PBI) ones, such as [4,7,14].
PBI techniques leverage the idea of transforming each metric object into a
permutation of a finite set of integers in such a way that similar objects have
similar permutations. The main advantage is that the permutations can be ef-
ficiently indexed and searched, e.g., using inverted files. The similarity queries
are then performed in the permutation space by selecting objects whose permu-
tations are the most similar to the query permutation. The common approach
to generate a permutation-based representation of a data object is based on se-
lecting a finite set of pivots (reference objects) and measuring the distances of
each pivot to the object to be represented: the permutation is obtained as the
list of the pivot identifiers ordered according to their distance to the object.
The main contribution of this paper is describing a novel approach to gener-
ate permutations associated with metric data objects. The proposed technique
is applicable only to the large class of metric spaces satisfying the so-called n-
point property [8,6]. This class encompasses many commonly used metric spaces,
such as Cartesian spaces of any dimensionality regarded with the Euclidean,
Cosine, Jensen-Shannon or Quadratic Form distances, and more generally any
Hilbert-embeddable space [6]. Our technique exploits the n-Simplex projection
[10], which is a metric transformation that allows projecting the data objects
into a finite-dimensional Euclidean space. Starting from the idea that this space
transformation maps similar objects into similar Euclidean vectors, we propose
to process each projected vector to further generate a permutation-based repre-
sentation. We show that, in most of the tested cases, our permutations are more
effective than traditional permutations. Therefore, we believe that our technique
may be relevant for many permutation-based indexing and searching techniques,
even though we are aware that it may require more work to mature.
2 Background
We are interested in searching a (large) finite subset of a metric space (D, d),
where D is a domain of objects and d : D × D → R+ is a metric function
[15]. Many methods for approximate metric search rely on transforming the
original data objects into a more tractable space, e.g. by exploiting the distances
to a set of pivots. In the following, we summarise key concepts of two pivot-
based approaches that transform metric objects into permutations and Euclidean
vectors, respectively.
Permutation-based representation. For a given metric space (D, d) and a
set of pivots {p1, . . . , pn} ⊂ D, the traditional permutation-based representa-
tion Πo (briefly permutation) of an object o ∈ D is the sequence of the pivots
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identifiers {1, . . . , n} ordered by their distance to o. Formally, the permutation
Πo = [Πo(1), Πo(2), ...,Πo(n)] lists the pivot identifiers in an order such that
∀ i ∈ {1, . . . , n − 1}, d(o, pΠo(i)) ≤ d(o, pΠo(i+1)). An equivalent representation
is the inverted permutation Π−1o whose i-th element denotes the position of the
pivot pi in the permutation Πo.
Most of the PBI methods, e.g. [4,11,14], use only a fixed-length prefix of
the permutations to represent and compare objects. It means that only the
positions of the nearest l out of n pivots are used for the data encoding. In
this work, we do the same since often the prefix-permutations have better or
similar effectiveness than the full-length permutations [4], resulting also in a
more compact data encoding. The prefix permutations are compared using top-l
distances [12]. We use the Spearman Rho with location parameter l, defined as
Sρ,l(Πo1 , Πo2) = `2(Π
−1
o1,l
, Π−1o2,l), where Π
−1
o,l is the inverted prefix permutation:
Π−1o,l (i) =
{
Π−1o (i) if Π
−1
o (i) ≤ l
l + 1 otherwise
. (1)
n-Simplex Projection. Recently, Connor et al. [8,9,10] investigated how to
enhance the metric search on a class of spaces meeting the so-called n-point
property, which is a geometrical property stronger than the triangle inequality.
A metric space has the n-point property if for any finite set of n objects there
exists an isometric embedding of those objects into a (n − 1)-dimensional Eu-
clidean space. They exploited this property to define a space transformation,
called n-Simplex projection, that allows a metric space to be trasformed into
a finite-dimensional Euclidean space. It uses the distances to a set of pivots
Pn = {p1, . . . , pn} for mapping metric objects to Euclidean vectors. Formally,
the n-Simplex projection associated with the pivot set Pn is the transformation
φPn : (D, d)→ (Rn, `2)
o 7→ vo
where vo is the only vector with a positive last component that preserves the dis-
tances of the data object to the pivots, i.e. `2(vo, vpi) = d(o, p), ∀ i ∈ {1, . . . , n}.
The algorithm to compute the n-Simplex projected vectors is described in [10].
We recall that one interesting outcome of this space transformation is that
the Euclidean distance between any two projected vectors is a lower-bound of the
actual distance, and that the lower-bound converges to the actual distance for
increasing number of pivots n. Thus, the larger the n the better the preservation
of the similarities between the data objects.
3 SPLX-Perm Representation
As recalled above, the traditional approach to associate a permutation to a data
object is sorting a set of pivot identifiers in ascending order with respect to
the distances of those pivots to the object to be represented. This approach is
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Algorithm 1: SPLX-Perm computation
Input : Pn = {p1, . . . , pn} ⊂ D, o ∈ D
Output: The SPLX-Perm Πo associated to the the object o
1 vo ← φPn(o); // n-Simplex projection into Rn
2 vo ← Rvo ; // Rotate the vector using a random rotation matrix R
3 [vsorted, vindex] = sort(vo, ascending) ; // sorts the vector elements of vo
in ascending order; vsorted is the sorted array, vindex is the sort
index vector describing the rearrangement of each element of vo
4 Πo ← vindex
justified by the observation that objects very close to each other should have
similar relative distances to the pivots, and thus, similar permutations.
The main goal of such kind of metric transformation is that the similar-
ity between the permutations reflects as much as possible the similarity of the
original data objects. Starting from this concept we observe that, on one hand,
the traditional permutation representation takes in consideration only the rel-
ative distances to the pivots, i.e. which is the closest pivot, the second closest
pivot, etc. On the other hand, the recently proposed n-Simplex projection maps
the data objects to Euclidean vectors by taking into consideration both object-
pivot and pivot-pivot distances. Moreover, the Euclidean distance between those
projected vectors well approximates the actual distance, especially when using
a large number of pivots. Therefore, our idea is to start from these good ap-
proximations of the data objects and further transform them into permutations.
Since we are now working in a Euclidean space, and the Euclidean distance does
not mix the contribution of values in different dimensions of the vectors, it is
reasonable to think that two vectors are very close to each other if they have
similar components in each dimension. By exploiting this idea, we propose to
generate the permutations by ordering the dimensional indexes of the n-Simplex
projected vectors in ascending order with respect to their corresponding values.
For example, the Euclidean vector [0.4, 1.6, 0.3, 0.5] is transformed into the per-
mutation [3, 1, 4, 2], since the third element of the vector is the smallest one, the
first element is the second smallest one, and so on.
The idea of generating a permutation from a Euclidean vector by ordering
its dimensional indexes was investigated also in [2], where only the case of fea-
tures extracted from images using a deep Convolutional Neural Network was
analysed. Moreover, in [2] the intuition was that individual dimensions of the
deep feature vectors represent some sort of visual concepts and that the value
of each dimension specifies the importance of that visual concept in the image.
Here we observe that a similar approach can be applied to Euclidean data in
general, and thanks to the use of the n-Simplex projection it can be extended
to a large class of metric objects as well. The only problem on applying this
approach on general Euclidean vectors is that the variance of the values in a
given dimensional position might be very different when varying the considered
position. This happens, for example, in the case of vectors obtained using the
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Principal Component Analysis where elements in the first dimensional positions
have higher variance than elements in the other dimensions. Other examples are
the vectors obtained with the n-Simplex projection that, by construction, have
higher values in top position and values that decrease to zero in the last compo-
nents. To overcome this issue we propose to randomly rotate the vectors before
transforming them into permutations. In facts, the random rotation distributes
the information equally along all the dimensions of the vectors while preserving
the Euclidean distance.
In summary, given a set of pivots Pn, the proposed approach to associate a
permutation to an object o ∈ D is 1) compute the n-Simplex projected vector
φPn(o); 2) randomly rotate the obtained vector (the same rotation matrix is used
for all the data objects); 3) generate the permutation by ordering the values of the
rotated vectors. We use the term SPLX-Perms for referring to the so obtained
permutations (a pseudo-code is reported in Algorithm 1).
4 Experiments
We compared our permutation representations (SPLX-Perms) with the tradi-
tional permutation-based representations (Perms) in an approximate similarity
search scenario. The experiments were conducted on two publicly available data
sets:
SISAP colors is a benchmark for metric indexing. It contains about 113K color
histograms of medical images, each represented as 112-dimensional vector.
YFCC100M is a collection of almost 100M images from Flickr. We used a sub-
set of 1M deep Convolutional Neural Network features extracted by Amato
et al. [1] and available at http://www.deepfeatures.org/. Specifically, we
used the activations of the fc6 layer of the HybridNet [16] after ReLu and
`2 normalization. The resulting features are 4,096-dimensional vectors.
The metrics used in the experiments are the Jensen-Shannon distance for the
SISAP colors data, and the Euclidean distance for the YFCC100M deep features.
For each data set, we considered 1,000 randomly selected queries and we built
the ground-truth for the exact k-NN query search. The approximate results set
for a given query is selected by performing the k-NN search in the permutation
space. The quality of the approximate results was evaluated using the recall@k,
that is |R ∩ RA|/k where R is the result set of the exact k-NN search, and RA
is the set of the k approximate results.
To have a better overview of the tested approaches, we also consider the case
in which the permutations are used to select a candidate result set to be re-
ranked using the original distance d. In such cases, a k′-NN search (with k′ > k)
is performed in the permutation space in order to select the candidate result set.
Then the candidate results are re-ranked according to the actual distance d, and
the top-k objects are selected to form the final approximate result set RA. In
the experiments, we used k′ = 100 and k = 10, if not specified otherwise.
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Fig. 1: Recall@10 varying the location parameter l (i.e. the prefix length).
To generate the permutation-based representations we used n = 1, 000 pivots
for the SISAP Colors data set, and n = 4, 000 pivots for the YFCC100M data
set. We tested the quality of the results obtained using either the full-length
permutations or a fixed-length prefix of the permutations. The metric used in
the permutation space is the Spearman’s rho with location parameter l, where
the location parameter l is the length of the prefix permutation.
4.1 Results
Figures 1a and 1b show the recall@10 for the SISAP Colors and YFCC100M
data sets, respectively. Lines “Perms” and “SPLX-Perms” refer to the cases in
which the permutations are used to select the approximate result set by per-
forming a 10-NN search in the permutation space. Lines “Perms, re-rank(d)”
and “SPLX-Perms, re-rank(d)” refer to the cases in which the permutation-
representation are used to select a candidate result set (obtained by performing
a 100-NN search) that is then re-ranked using the actual distance d. It is inter-
esting to note that on YFCC100M data, our full-length SPLX-Perms represen-
tation allowed us to achieve a recall that not only is better than that achieved
using the traditional full-length permutation, but it is even better than that ob-
tained by the re-ranked approach. However, we also observe that for very short
prefix-lengths the traditional permutations shown better performance than our
technique. Another interesting aspect is that when considering the traditional
permutation-based representation there is usually an optimal prefix length l < n
for which the best recall is achieved or for which the recall curve shows a plateau.
This is evident in Fig. 1, where the recall lightly decrease as the location param-
eter l grows. This is a phenomenon experimentally observed also in other data
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Fig. 2: Recall@k varying k (fixed location parameter l)
sets as shown in several works (see e.g., [3,4]). Our SPLX-Perms seems to be not
affected by this phenomenon since its recall increases when considering larger l.
Moreover, the re-ranking of candidate results selected using our permutations
achieved a recall very close to one for large prefix-lengths.
In Figure 2, we also report the recall@k with k ranging from 1 to 100 for the
baselines approaches (i.e. without considering the re-ranking phase) using a fixed
prefix-length l. We can see that the improvement of the proposed approach over
the traditional permutation-based representation holds for all ks. Our SPLX-
Perm representation seems also to be more stable and provides recall values that
are up to 1.6 times higher than that obtained using traditional permutations.
5 Conclusions
In this paper, we presented a novel permutation-based representation for metric
objects, called SPLX-Perm. It exploits the n-Simplex projection to map the data
object to Euclidean vectors, which are in turn transformed into permutations.
The approach used to transform the Euclidean vectors into permutations has
some analogies with the Deep Permutation approach that was proposed in [2]
for associating permutations to visual deep features. To some extent, our work
can be viewed as a generalisation of this technique to the large class of met-
ric space meeting the n-point property. Our preliminary results show that our
SPLX-Perms are more effective than the traditional permutations, even if there
are some drawbacks with respect to the traditional permutations: 1) worse per-
formance for very small prefix permutation; 2) higher cost for generating the
SPLX-Perm since for each object we need to compute both the object-pivot dis-
tances and the n-Simplex projection. Nevertheless, we believe that our technique
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as a lot of potentialities and deserves further investigations. In this perspective,
we plan to extend our experimental evaluation on more data sets and metrics,
using a different prefix length for the query object (to reduce the search cost)
and using a pivot selection specifically designed for the n-simplex projection.
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