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In this paper, we investigate some properties of eigenvalues and
eigenvectors of Jacobi matrices. We propose a new algorithm for
reconstructing a 2n-th order Jacobi matrix J2n with a given n-th
order leading principal submatrix Jn and with all eigenvalues of J2n.
This algorithm needs to compute the eigenvalues of the n-th order
tailing principal submatrix Jn+1,2n and the first components of the
unit eigenvectors of Jn+1,2n. Ourmethod needs not to reconstruct Jn,
and can avoid computing the coefficients of the characteristic poly-
nomial for getting the eigenvalues of Jn+1,2n. We also present some
numerical results.
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1. Introduction
Let
Jp,q =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
αp βp
βp αp+1 βp+1
βp+1
. . .
. . .
. . .
. . . βq−1
βq−1 αq
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
, p < q. (1)
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If αi and βi are real numbers with βi > 0, then the symmetric tridiagonal matrix Jp,q is called a
Jacobi matrix. Simply denote J1,k by Jk .
In this paper, we study the following inverse eigenvalue problem.
Problem DD (double dimension) Given an n-th order Jacobi matrix Jn and a set of distinct eigen-
values {λi}2n1 , construct a 2n-th order Jacobi matrix J2n whose eigenvalues are the given values {λi}2n1 ,
and whose leading n-th order principal submatrix is exactly Jn.
In 1979, Hochstadt [1] proposed ProblemDD and proved that if the solution exists, then it is unique.
Let ω1, ω2, . . . , ω2n be the squares of the first components of the normalized eigenvectors of J2n. In
1987, Boley and Golub [2] proposed a numerical stable method to computeω1, ω2, . . . , ω2n based on
Gauss quadrature formula. They pointed out that their procedure would yield positive values for the
weightsω1, ω2, . . . , ω2n if and only if a solution exists. In 1989, Dai [3] gave a necessary and sufficient
condition for Problem DD, and Xu [4] further improved the results of Dai in 1996. But both of their
algorithms in [3,4] need to solve a Vandermonde system of order 2n about ω1, ω2, . . . , ω2n. All of
the algorithms of Boley–Golub, Dai, and Xu construct the Jacobi matrix J2n from the spectrum data
λ1, λ2, . . ., λ2n and ω1, ω2, . . . , ω2n. But in their processes of constructing J2n, the leading principal
submatrix Jn is reconstructed, which may make Jn different from the given one due to the computing
error. Liang and Jiang [5] proposed a necessary and sufficient condition and an algorithm that only
needs to compute the trailing principal submatrix Jn+1,2n andβn. But their algorithmneeds to compute
the coefficients of the characteristic polynomial of Jn+1,2n, and compute the eigenvalues of Jn+1,2n from
its characteristic polynomial.
In this paper, we propose a new algorithm for Problem DD that need not to reconstruct Jn. The
thoughts of our algorithm are based on the proof about the perturbation in eigenvalues of a symmetric
tridiagonal matrix [6]. We do not use the Gaussian quadrature formula, but use the properties and the
relations of eigenvlaues and eigenvectors.
Thispaper isorganizedas follows. Firstly,wedenote J2n be theblockdiagonalmatrixdiag(Jn, Jn+1,2n).
Using the first components p1,1, . . . , p1,2n of the unit eigenvectors of J2n and the characteristic poly-
nomial of Jn, we can reconstruct βn. And we use p1,1, . . . , p1,2n to get the eigenvalues of J2n. However,
we can compute the eigenvalues of Jn first. After throw off the eigenvalues of Jn from the eigenvalues
of J2n, we get the eigenvalues of Jn+1,2n. Then we can get the first components z1,1, . . . , z1,n of the
unit eigenvectors of Jn+1,2n. Finally, using Lanczos process or Givens orthogonal transformation, we
can reconstruct Jn+1,2n from the eigenvalues of Jn+1,2n and z1,1, . . . , z1,n.
This method avoids the unstable method in [5] that needs to get the eigenvalues of Jn+1,2n from
its characteristic polynomial’s coefficients. Numerical results of our method are better than Xu’s and
Liang’s.
2. Our method of Problem DD
Let {λi}2n1 , {μj}k1 and {μj}2nk+1 be theeigenvaluesof the Jacobimatrices J2n, Jk and Jk+1,2n, respectively.
Let P, Y and Z be the orthogonal matrices of the eigenvectors of J2n, Jk and Jk+1,2n, respectively. Let all
of the first row components of P and Z , and the last row components of Y be positive. Namely,
PTJ2nP = diag(λ1, λ2, . . . , λ2n),
YTJkY = diag(μ1, μ2, . . . , μk),
ZTJk+1,2nZ = diag(μk+1, μk+2, . . . , μ2n),
PTP = I2n, YTY = Ik, ZTZ = I2n−k,
where p1,i > 0 (i = 1, 2, . . . , 2n), yk,j > 0 (j = 1, . . . , k), and z1,m > 0 (m = 1 . . . , 2n − k).
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Let the 2n-th order matrix
⎛⎝ Y Ok,2n−k
O2n−k,k Z
⎞⎠ = PR. Then
(PR)TPR =
⎛⎝ Y Ok,2n−k
O2n−k,k Z
⎞⎠T ⎛⎝ Y Ok,2n−k
O2n−k,k Z
⎞⎠
=
⎛⎝ YTY Ok,2n−k
O2n−k,k ZTZ
⎞⎠ = I2n,
(PR)TPR = RTPTPR = RTR.
So both of
⎛⎝ Y Ok,2n−k
O2n−k,k Z
⎞⎠ and R are orthogonal matrices.
Since
J2n =
⎛⎝Jk
Jk+1,2n
⎞⎠ , (2)
then we have
J2n = J2n −
⎛⎝Ok βk
βk O2n−k
⎞⎠ = J2n − βk (ek+1eTk + ekeTk+1) . (3)
Nowwe can find out the relation of the eigenvaluesμ1,μ2, . . .,μk ,μk+1,μk+2, . . .,μ2n of J2n, and
the eigenvalues λ1, λ2, . . ., λ2n of J2n. From this relation, we can get the eigenvalues μk+1, μk+2, . . .,
μ2n of Jk+1,2n.
Let p˜i be the i-th column vector of the orthogonal matrix P
T. Namely,
P = (pij) =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
p˜T1
p˜T2
...
p˜T2n
⎞⎟⎟⎟⎟⎟⎟⎟⎠
.
Then we have the following theorem.
Theorem 1. Let λ1, . . ., λ2n, μ1, . . . , μk, and μk+1, . . ., μ2n be the eigenvalues of the Jacobi matrices
J2n, the leading principal submatrix Jk, and the tailing principal submatrix Jk+1,2n, respectively. Let  =
diag(λ1, . . . , λ2n).
Then the eigenvalues of matrix [ − βk (˜pk+1p˜Tk + p˜kp˜Tk+1)] are just μ1, . . ., μk, μk+1, . . ., μ2n.
Proof. The diagonal matrix
diag(μ1, μ2, . . . , μk, μk+1, μk+2, . . . , μ2n)
=
⎛⎝Y−1JkY Ok,2n−k
O2n−k,k Z−1Jk+1,2nZ
⎞⎠
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=
⎛⎝ Y Ok,2n−k
O2n−k,k Z
⎞⎠−1 ⎛⎝ Jk Ok,2n−k
O2n−k,k Jk+1,2n
⎞⎠⎛⎝ Y Ok,2n−k
O2n−k,k Z
⎞⎠
= R−1P−1J2nPR
= R−1P−1[J2n − βk(ek+1eTk + ekeTk+1)]PR
= R−1[ − βkPT(ek+1eTk + ekeTk+1)P]R
= R−1[ − βk (˜pk+1p˜Tk + p˜kp˜Tk+1)]R. (4)
Therefore, the matrix [ − βk (˜pk+1p˜Tk + p˜kp˜Tk+1)] and diag(μ1,μ2, . . .,μk ,μk+1,μk+2, . . .,μ2n) are
similar. And this completes the proof of the theorem. 
Lemma 1. The characteristic polynomial
det[λI2n − ( − βk (˜pk+1p˜Tk + p˜kp˜Tk+1))]
= det(λI2n − ) det
⎡⎣I2 + βk
⎛⎝p˜k+1
p˜k
⎞⎠ (λI2n − )−1 (˜pk, p˜k+1)
⎤⎦ (5)
=
2n∏
i=1
(λ − λi)
⎡⎢⎣
⎛⎝1 + βk 2n∑
j=1
1
λ − λj pk,jpk+1,j
⎞⎠2
− β2k
⎛⎝ 2n∑
j=1
1
λ − λj p
2
k,j
⎞⎠⎛⎝ 2n∑
j=1
1
λ − λj p
2
k+1,j
⎞⎠⎤⎦ . (6)
Proof. By the property of the Schur complement, we know
det[λI2n − ( − βk (˜pk+1p˜Tk + p˜kp˜Tk+1))]
= det
⎡⎣λI2n −  + βk (˜pk, p˜k+1) I2
⎛⎝p˜k+1
p˜k
⎞⎠⎤⎦
= det(λI2n − ) det
⎡⎣I2 + βk
⎛⎝p˜k+1
p˜k
⎞⎠ (λI2n − )−1 (˜pk, p˜k+1)
⎤⎦
=
2n∏
i=1
(λ − λi) det
⎛⎜⎝1 + βk∑2nj=1 1λ−λj pk,jpk+1,j ∑2nj=1 1λ−λj p2k+1,j∑2n
j=1 1λ−λj p
2
k,j 1 + βk
∑2n
j=1 1λ−λj pk,jpk+1,j
⎞⎟⎠ .
Then (5) and (6) are proved. 
Remark 1. By Lemma 1 we know that if J2n and J2n have no common eigenvalue, then any eigenvalue
of J2n is a root of the following equation⎛⎝1 + βk 2n∑
j=1
1
λ − λj pk,jpk+1,j
⎞⎠2 − β2k
⎛⎝ 2n∑
j=1
1
λ − λj p
2
k,j
⎞⎠⎛⎝ 2n∑
j=1
1
λ − λj p
2
k+1,j
⎞⎠ = 0. (7)
If J2n and J2n have common eigenvalues, then each of the uncommon eigenvalues of J2n is a root of the
equation (7).
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But it is hard to find all roots of the equation (7) when n is large. So we compute the eigenvalues
μ1, . . . , μ2n from the symmetric matrix [ − βk (˜pk+1p˜Tk + p˜kp˜Tk+1)] instead of computing the roots
the equation (7).
Lemma 2. The Jacobi matrix J2n’s subdiagonal component
βk = p˜Tk+1diag(λk1, λk2, . . . , λk2n)˜p1/(β1β2 · · ·βk−1). (8)
Proof. By Theorem 7.3.1 in [7] or Lemma 2.1 in [4], we know,
eTk+1Jk2ne1 = β1β2 · · ·βk−1βk, where k = 1, 2, . . . , 2n − 1. (9)
And the matrix J2n has the decomposition
J2n = P(diag(λ1, λ2, . . . , λ2n))PT.
Hence
β1β2 · · ·βk−1βk = eTk+1(P(diag(λ1, λ2, . . . , λ2n))PT)ke1
= eTk+1(P(diag(λk1, λk2, . . . , λk2n))PT)e1
= p˜Tk+1diag(λk1, λk2, . . . , λk2n)˜p1. (10)
By the definition of Jacobi matrix, β1, β2, . . . , βk−1, βk are all positive. So the proof is complete. 
To solve ProblemDD,we shouldfind the value ofβn and the submatrix Jn+1,2n. And this problemcan
be changed into finding the value of βn, and the eigenvalues and the first components of eigenvectors
of Jn+1,2n.
Let k = n in Theorem 1 and Lemma 2. The key idea to find βn and Jn+1,2n is to find the row vectors
p˜T1, p˜
T
n, p˜
T
n+1 of the orthogonal matirx P of the unit eigenvectors of J2n.
The following theorem gives a decomposition of the orthogonal matirx P. It shows the row vector
p˜Ti can be obtained from β1, . . . , βi, the characteristic polynomial of the submatrix Ji−1, and the first
row vector p˜T1.
Theorem 2. Let λ1, λ2, . . ., λ2n be the eigenvalues of the Jacobi matrix J2n = tridiag(βi−1, αi, βi), ϕi(λ)
be the characteristic polynomial of the i-th order leading submatrix Ji, and P = (pi,j) be the orthogonal
matrix of the eigenvectors of J2n. Vector p˜
T
k = (pk,1, pk,2, . . ., pk,2n) is the k-th row vector of P. Let the
diagonal matirx  = diag(δ1, δ2, . . . , δ2n), where δ1 = 1, δk = 1/(∏k−1j=1 βj), k = 2, 3, . . . , 2n. The
diagonal matirx
 = diag(p1,1, p1,2, . . ., p1,2n). Letϕi−1(λj) be the (i, j)-th component of the 2n-th order
matrix . Then the orthogonal matrix P has the following decomposition
P = 

=
⎛⎜⎜⎜⎜⎜⎜⎜⎝
δ1
δ2
. . .
δ2n
⎞⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
ϕ0 (λ1) ϕ0 (λ2) · · · ϕ0 (λ2n)
ϕ1 (λ1) ϕ1 (λ2) · · · ϕ1 (λ2n)
· · · · · · · · · · · ·
ϕ2n−1 (λ1) ϕ2n−1 (λ2) · · · ϕ2n−1 (λ2n)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
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·
⎛⎜⎜⎜⎜⎜⎜⎜⎝
p1,1
p1,2
. . .
p1,2n
⎞⎟⎟⎟⎟⎟⎟⎟⎠
. (11)
Namely, the row vector
p˜Tk = δk · (ϕk−1(λ1)p1,1, ϕk−1(λ2)p1,2, . . . , ϕk−1(λ2n)p1,2n). (12)
Proof. By the Thompson–McEnteggert–Paige formula (Theorem 7.9.2 in [7]),
ϕ′2n(λj)p1jpkj = β1β2 · · ·βk−1ϕk+1,2n(λj), (13)
ϕ′2n(λj)p2kj = ϕk−1(λj)ϕk+1,2n(λj). (14)
Dividing (14) by (13), we have
pkj
p1j
= ϕk−1(λj)
β1β2 · · ·βk−1 ,
So,
pkj = δkϕk−1(λj)p1j, where k = 1, . . . , 2n and j = 1, . . . , 2n. 
By Theorem 2, we know
p˜Tn = δn · (ϕn−1(λ1)p1,1, ϕn−1(λ2)p1,2, . . . , ϕn−1(λ2n)p1,2n), (15)
p˜Tn+1 = δn+1 · (ϕn(λ1)p1,1, ϕn(λ2)p1,2, . . . , ϕn(λ2n)p1,2n). (16)
Next, we get the solution of the first row vector p˜T1 of P using properties of matrix power instead of
Gaussian quadrature.
Theorem 3. Let Y be the orthogonal matrix of the eigenvectors of Jn. Then the component of the first row
vector p˜T1 of P is
p21,i = ωi =
n∑
s=1
y21,s
2n∏
j=1
j =i
(
μs − λj
λi − λj
)
, where i = 1, 2, . . . , 2n. (17)
Proof. By Lemma 2.2 in [4],
(Jk2nδ1, δ1) = (Jkne1, e1) (k = 1, 2, . . . , 2n − 1), (18)
where δ1 and e1 denote the first column of 2n-th order and n-th order identity matrices respectively.
Let inner product (a, b)= aTb. By (J02nδ1, δ1)= (δ1, δ1)= 1= (J0ne1, e1), we know for any polynomial
f (x) of degree at most 2n − 1,
(f (J2n)δ1, δ1) = (f (Jn)e1, e1). (19)
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The matrices J2n and Jn have the following eigenvalue decomposition forms
J2n = P diag(λ1, λ2, . . . , λ2n)PT, Jn = Y diag(μ1, μ2, . . . , μn)YT. (20)
Substituting (20) into (19), we have
2n∑
i=1
p21,if (λi) =
n∑
s=1
y21,sf (μs). (21)
In particular, we choose a polynomial of degree 2n − 1,
f (x) =
2n∏
j=1
j =i
(
x − λj
λi − λj
)
, where i = 1, 2, . . . , 2n. (22)
Substituting the polynomial (22) into (21), we have (17). 
In order to compute the component βn of J2n, we have the following lemma.
Lemma 3. The Jacobi matrix J2n’s subdiagonal component
βn =
√√√√√
⎛⎝ 2n∑
i=1
ϕn(λi)p
2
1,iλ
n
i
⎞⎠/ (β1β2 · · ·βn−1). (23)
Proof. Let k = n, then the formula (10) is changed into the form
β1β2 · · ·βn−1βn = p˜Tn+1diag(λn1, λn2, . . . , λn2n)˜p1.
By δn+1 = 1/(β1β2 · · ·βn−1βn) and (16), we have
(β1β2 · · ·βn−1βn)2
= (ϕn(λ1)p1,1, ϕn(λ2)p1,2, . . . , ϕn(λ2n)p1,2n) diag(λn1, λn2, . . . , λn2n)˜p1
=
2n∑
i=1
ϕn(λi)p
2
1,iλ
n
i .
All of the subdiagonal components are positive, so we establish the formula (23). 
Remark 2. But by Lemma 3, the numerical result of βn is unstable. This is because error of λ
n
i will
increase as n increases. Using inner product and orthogonalization, we can get a stable method to
evaluate βn.
Theorem 4. The Jacobi matrix J2n’s subdiagonal component
βn =
√√√√√
⎛⎝ 2n∑
i=1
p21,iϕ
2
n(λi)
⎞⎠/ (β1β2 · · ·βn−1). (24)
Proof. Since δk+1 = 1 /β1β2 · · ·βk and ‖˜pTk+1‖2 = 1, the formula (16) shows that
2n∑
i=1
p21,iϕ
2
n(λi)
/
(β1β2 · · ·βn)2 = 1.
Then we get the formula (24). 
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By Theorem 4, we know
∑2n
i=1 p21,iϕ2n(λi) = (β1β2 · · ·βn)2 > 0. Therefore, we no longer need to
determine whether
∑2n
i=1 p21,iϕ2n(λi) is positive in the calculation.
Finally, we propose a method to evaluate the first components z1 = (z1,1, z1,2, . . ., z1,n) of the unit
eigenvectors of Jn+1,2n.
Now we state the roots separation theorem about the eigenvalues of Jn−1, Jn+1,2n and J2n in [8].
Theorem 5. Let {λi}2n1 , {μi}n1, {ηi}n−11 and {μi}2nn+1 be the eigenvalues of the Jacobi matrices J2n, Jn, Jn−1
and Jn+1,2n, respectively.
Let {ξi}2n−11 be the union of {ηi}n−11 and {μi}2nn+1. And set ξ1  ξ2  · · ·  ξ2n−1. If {ηi}n−11 and
{μi}2nn+1 have no common number, then λ1 < ξ1 < λ2 < ξ2 · · · < λ2n−1 < ξ2n−1 < λ2n. Otherwise
if ξi−1 and ξi are common numbers, then the above relationship still holds except that the inequality
ξi−1 < λi < ξi is replaced by ξi−1 = λi = ξi.
By Theorem 5, we give the two formulas to compute βnz1,t−n, where t = n+1, n+2, . . ., 2n. Then
we can use the first row (z1,1, z1,2, . . . , z1,n) of the eigenvector matrix of Jn+1,2n to reconstuct Jn+1,2n.
Theorem 6. If λrl = ηkl = μml , l = p, . . . , q, where λrl , ηkl ,μml are the eigenvalues of J2n, Jn−1, Jn+1,2n
respectively. Let t = n + 1, n + 2, . . ., 2n, and 1,t = (βnz1,t−n)2. Then we have the following results.
(1) If t = mp, . . . ,mq, then
1,t = −
∏i=1,...,2n
i =rp,...,rq(μt − λi)∏j=1,...,n−1
j =kp,...,kq (μt − ηj)
∏j=n+1,...,2n
j =t (μt − μj)
. (25)
(2) If t = mp, . . . ,mq, then
1,t =
∏
i=1,...,n(ηt − μi)∏j=1,...,n−1
j =t (ηt − ηj)
−
∏i=1,...,2n
i =rp,...,rq(μt − λi)∏j=1,...,n−1
j =kp,...,kq (μt − ηj)
∏j=n+1,...,2n
j =t (μt − μj)
. (26)
Proof. Let {ωi}n−21 be the eigenvalues of the Jacobi matrix Jn−2. Let S be the orthogonal matrix of the
eigenvectors of Jn−1.
By the Laplace expansion theorem,
det(λIn − Jn) = (λ − αn) det(λIn−1 − Jn−1) − β2n−1 det(λIn−2 − Jn−2),
i.e.,
n∏
i=1
(λ − μi) = (λ − αn)
n−1∏
j=1
(λ − ηj) − β2n−1
n−2∏
i=1
(λ − ωi). (27)
By the Thompson–McEnteggert–Paige formula in [7],
n−2∏
i=1
(ηt − ωi) =
n−1∏
j=1
j =t
(ηt − ηj)S2n−1,t, where t = 1, . . . , n − 1. (28)
Substituting (28) and λ = ηt into (27), we obtain
n∏
i=1
(ηt − μi) = 0 − β2n−1S2n−1,t
n−1∏
j=1,j =t
(ηt − ηj).
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So we have
(βn−1Sn−1,t)2 = −
∏n
i=1(ηt − μi)∏n−1
j=1
j =t
(ηt − ηj)
, where t = 1, 2, . . . , n − 1. (29)
By the Laplace expansion theorem, the characteristic polynomial
det(λI2n − J2n) = det(λIn − Jn) det(λIn − Jn+1,2n)
− β2n det(λIn−1 − Jn−1) det(λIn−1 − Jn+2,2n). (30)
Since λrl = ηkl = μml with l = p, . . . , q, then dividing both side of (30) by
∏rq
i=rp(λ − λi), we have
2n∏
i=1
i =rp,...,rq
(λ − λi) =
n∏
i=1
(λ − μi)
2n∏
j=n+1
j =mp,...,mq
(λ − μj) − β2n det(λIn−1 − Jn+2,2n)
n−1∏
j=1
j =kp,...,kq
(λ − ηj). (31)
Substituting λ = μt into (31) where t = n, . . . , 2n − 1, t = mp, . . . ,mq, we have
−β2n det(μt In−1 − Jn+2,2n)
n−1∏
j=1
j =kp,...,kq
(μt − ηj) =
2n∏
i=1
i =rp,...,rq
(μt − λi), (32)
t = n, . . . , 2n − 1, t = mp, . . . ,mq.
By the Thompson–McEnteggert–Paige formula,
det(μt In−1 − Jn+2,2n) = z21,t
2n−1∏
j=n
j =t
(μt − μj). (33)
Inserting (33) into (32), we obtain (25).
Substituting λ = μt , t = mp, . . . ,mq into (31), and by (29) and (33), we obtain (26). 
3. Algorithm of Problem DD
From the above discussion, we have the following algorithm to compute the inverse eigenvalue
problem for double dimensional Jacobi matrices.
Algorithm :
(1) Compute the eigenvalues {μj}n1 and the first row vector (y1,1, y1,2, . . ., y1,n) of the orthogonal
matrix of the eigenvectors of Jn, and the eigenvalues {ηj}n−11 of Jn−1 . Letϕn(λ) = ∏ni=1(λ−μi),
and ϕn−1(λ) = ∏n−1i=1 (λ − ηi);
(2) Using Formula (17) to computeωi for i = 1, 2, . . . , 2n. If there is j such thatωj  0, then there
is no solution of Problem DD. If ωj is positive for all j = 1, 2, . . . , 2n, then go on to the next
step;
(3) p1,i = √ωi for i = 1, 2, . . . , 2n;
(4) δn = 1/(β1β2 · · ·βn−1);
(5) δn+1 = 1
/√(∑2n
i=1 ωiϕ2n(λi)
)
;
(6) βn = δn/δn+1;
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(7) p˜Tn = δn · (ϕn−1(λ1)p1,1, ϕn−1(λ2)p1,2, . . . , ϕn−1(λ2n)p1,2n);
(8) p˜Tn+1 = δn+1 · (ϕn(λ1)p1,1, ϕn(λ2)p1,2, . . . , ϕn(λ2n)p1,2n);
(9) Compute the eigenvalues μ1, μ2, . . ., μ2n of the symmetric matrix (diag(λ1, λ2, . . . , λ2n) −
βn(˜pn+1p˜Tn + p˜np˜Tn+1) ;
(10) Delete the common eigenvalues of {μi}2n1 and {μj}n1, and let the remaining eigenvalues be
{μj}2nn+1;
(11) Using Formula (25)and (26) to compute1,t for t = n + 1, n + 2, . . ., 2n. If there is j such that
1,j  0, then there is no solution of Problem DD. If 1,j is positive for all j = 1, 2, . . . , 2n,
then go on to the next step;
(12) z1,t−n = √1,t/βn, t = n + 1, n + 2, . . ., 2n.
(13) Using the Lanczos process or the Givens orthogonal transformation, z1 = (z1,1, z1,2, . . . , z1,n)
and {μj}2nn+1 to reconstruct the Jacobi matrix Jn+1,2n;
Finally, the component βn and the Jacobi matrix Jn+1,2n form the solution of Problem DD.
4. Numerical examples
LetMethod 1, 2, 3, and 4 denote Xu’s, Liang–Jiang’s,Wu–Jiang’s, and Boley–Golub’smethod, respec-
tively.
We give somenumerical examples to show the performance ofMethods 1, 2, 3, 4. The computations
are carried out in Matlab 7.1 in double precision arithmetic. The Vandermonde system in Method 1 is
solved by Algorithm 4.6.2 in [9].
Let J˜2n denote the computedapproximationof the Jacobimatrix J2n. Let‖·‖max denote themaximum
of absolute elements of the error matrix J2n − J˜2n, and ‖ · ‖F denote the Frobenius matrix norm of
J2n − J˜2n. A table entry “–” indicates that the method did not determine meaningful elements of J2n.
Example 1. Let J2n have the entries αi = −2 and βi = 1 for all i.
We have the following results.
Example 2. Let J2n have the entries αi = 0 where 1  i  2n and βj = j(4j2 − 1)−1/2 where
1  j  2n − 1. This example taken from D.Calvetti and L.Reichel [10] (Example 2.3). Numbers αi, βj
are the recurrence coefficients of the orthonormal Legendre polynomials.
Remark 3. From these numerical examples in Tables 1 and 2, we know Boley–Golub’s method yields
highest accuracy than other three methods. Our method is slightly lower than Boley–Golub’s method.
Remark 4. Liang–Jiang’s method need to reconstruct the coefficients of the characteristic polyno-
mial ϕn+1,2n of Jn+1,2n, and the eigenvalues of Jn+1,2n from ϕn+1,2n. But from the famous example of
Wilkinson [11], the eigenvalues may be very sensitive to perturbations in the coefficients of ϕn+1,2n.
Table 1
Example 1.
n Method 1 Method 2 Method 3 Method 4
‖ · ‖max ‖ · ‖F ‖ · ‖max ‖ · ‖F ‖ · ‖max ‖ · ‖F ‖ · ‖max ‖ · ‖F
5 6.38e−12 9.08e−12 1.25e−13 2.24e−13 5.33e−15 1.07e−14 5.77e−15 7.69e−15
10 1.72e−4 2.45e−4 1.00 2.59 1.29e−14 2.86e−14 7.55e−15 1.73e−14
15 2.03e+5 1.52e+6 1.20 3.44 5.06e−14 1.02e−13 1.07e−14 2.69e−14
20 – – 1.27 4.10 2.00e−14 5.73e−14 8.88e−15 2.63e−14
100 – – – – 1.64e−13 5.31e−13 1.36e−13 2.53e−13
200 – – – – 3.59e−13 2.58e−12 7.11e−14 4.62e−13
300 – – – – 1.09e−12 1.25e−11 1.27e−13 6.89e−13
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Table 2
Example 2.
n Method 1 Method 2 Method 3 Method 4
‖ · ‖max ‖ · ‖F ‖ · ‖max ‖ · ‖F ‖ · ‖max ‖ · ‖F ‖ · ‖max ‖ · ‖F
5 1.16e−13 1.45e−13 0.797 0.893 5.59e−15 1.43e−14 1.46e−15 2.47e−15
10 6.16e−09 7.62e−09 1.02 1.09 7.33e−15 1.89e−14 2.6e−15 5.84e−15
15 0.00044 0.000583 1.11 1.18 5.88e−15 2.12e−14 2.95e−15 9.18e−15
20 5.15e+03 4.49e+04 1.18 1.24 1.40e−14 4.24e−14 7.90e−15 1.40e−14
100 – – – – 4.12e−14 3.45e−13 2.91e−14 7.60e−14
200 – – – – 1.67e−13 1.06e−12 4.57e−14 1.86e−13
300 – – – – 7.42e−13 1.01e−11 3.52e−14 2.46e−13
Remark 5. The numerical examples in Tables 1 and 2 shows that the accuracy of Xu’s method de-
crease very fast as the order n of Jn increase. These numerical results are unstable, maybe because the
Vandermonde system are very ill conditioned.
Remark 6. Whenn is very large, suchasn = 310 inExamples1and2, somenumerical valuesofω1, . . .,
ω2n are near to -∞ by both of our method and Boley–Golub’s method. There are heavy cancellations
in the subtraction of (17), since some eigenvlues of J2n are too closed.
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