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Abstract
A wide range of new Q-conditional symmetries for reaction-diffusion systems with
power diffusivities is constructed. The relevant non-Lie ansa¨tze to reduce the reaction-
diffusion systems to ODE systems and examples of exact solutions are obtained. Relation
of the solutions obtained with the development of spatially inhomogeneous structures is
discussed.
PACS numbers: 02.20.-a, 02.30.Jr, 05.45.-a
1.Introduction.
In 1952 A.C. Turing published the remarkable paper [1], in which a revolutionary idea
about mechanism of morphogenesis (the development of structures in an organism during the
life) has been proposed. Roughly speaking, his idea says that the diffusion process can interact
with the chemical reaction process in such a way that this can stimulate the development
and growth of different forms and structures in an organism. Moreover this differentiation is
often impossible without diffusion, i.e., only one may destabilize the spatially homogeneous
structures. This effect is known as the Turing instability and mathematically leads to systems
of reaction-diffusion equations with nonlinearities of the special form [2, 3]. Since 1952 the
reaction-diffusion systems have been extensively studied by means of different mathematical
methods, including group-theoretical methods. The main attention was paid to investigation
of the two-component RD systems of the form
Ut = [D
1(U)Ux]x + F (U, V ),
Vt = [D
2(V )Vx]x +G(U, V )
(1)
where U = U(t, x) and V = V (t, x) are two unknown functions representing the densities
of cells and chemicals, F (U, V ) and G(U, V ) are two given functions describing interaction
between them and environment, the functions D1(U) and D2(V ) are the relevant diffusivities
(usually they are assumed to be constants or power functions), and the subscripts t and x
denote differentiation with respect to these variables. At the present time one can claim that
all possible Lie symmetries of (1) with the constant diffusivities are completely described in
[4, 5, 6], while in [7, 8, 9] it has been done for the non-constant diffusivities.
The problem of construction of conditional symmetries for (1) is still not solved even in the
case of Q-conditional symmetries (non-classical symmetries). Moreover, to our best knowledge,
1to appear in J.Phys.A: Math.Theor.
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there are no any papers devoted to the search of conditional symmetries of the RD system (1).
Here, we present some recent results in this direction for the first time. It should be noted that
there are many papers devoted to the construction of such symmetries for the scalar non-linear
reaction-diffusion (RD) equations of the form [10, 11, 12, 13, 14, 15, 16]
Ut = [D(U)Ux]x + F (U). (2)
and (2) with the convective term B(U)Ux (here B(U), D(U) and F (U) are arbitrary smooth
functions) [17, 18, 19].
It is well-known that conditional symmetries can be applied for finding exact solutions of
the relevant equations, which are not obtainable by the classical Lie method. Moreover the
solutions obtained in such a way may have a physical or biological interpretation (see, e.g.,
examples in [18, 19, 20, 21]). In this paper we will demonstrate this using the Q-conditional
symmetries of non-linear RD systems of the form (1).
The paper is organized as follows. In the second section, we present new Q-conditional
symmetries of the RD system
Ut = (U
kUx)x + F (U, V ),
Vt = (V
lVx)x +G(U, V ),
(3)
which is the most important subcase of (1) from the applicability point of view [2, 22]. The
determining equations for constructing Q-conditional symmetries of system (3) are derived and
the main theorem presenting these symmetries in explicit form is proved.
In the third section, the Q-conditional symmetries obtained are applied for reducing the
corresponding RD systems to the systems of ordinary differential equations (ODE). A nonlinear
RD system with the specified functions F (U, V ) and G(U, V ) is considered in details. We show
that this system with the correctly-specified coefficients may lead to the Turing instability.
Finally, we present some conclusions.
2. Main result.
It is well-known that the main difficulty arising in search of Q-conditional symmetries is
to solve so called system of determining equations, which is nonlinear and overdetermined.
Roughly speaking, one arrives on contradiction trying to construct Q-conditional symmetries
of a given nonlinear PDE (system of PDEs) because there is the need to solve new nonlinear
PDE system, which usually is much more cumbersome. This problem arises even in the case
of linear PDE and it was the reason why G.Bluman and J.Cole in their pioneering work [23]
were unable to describe all Q-conditional symmetries in explicit form even for the linear heat
equation. In the recent paper [19], a short historical review is devoted to this problem and
different kinds of non-Lie symmetry.
Here, we construct the system of determining equations to find Q-conditional symmetry
operators of the form
Q = ∂t + ξ(t, x, U, V )∂x + η
1(t, x, U, V )∂U + η
2(t, x, U, V )∂V , (4)
where ξ, η1 and η2 are unknown functions, for the RD system (3) and solve one under the rele-
vant restrictions. Note that we search for purely conditional symmetry operators, which cannot
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be reduced to Lie symmetry operators. We also remind the reader that each Q-conditional sym-
metry operator is determined up to equivalent representations generated by multiplying (4) on
the arbitrary smooth function M(t, x, U, V ). The problem of finding Q-conditional symmetry
operators of the form
Q = ξ(t, x, U, V )∂x + η
1(t, x, U, V )∂U + η
2(t, x, U, V )∂V , (5)
is another challenge and will be treated elsewhere.
First of the all, we remind the reader the notion of the conditional symmetry following the
book [10, Section 5.7] (note one was formulated for the first time in [24]).
Definition. A PDE of the form
S
(
x1, ..., xr, U, U
1
, ...U
p
)
= 0 (6)
(here U = U(x1, ..., xr) and U
k
is the totality of kth-order derivatives) is conditionally invariant
under the operator
Q = ξ1(x1, ..., xr, U)∂x1 + ...+ ξ
r(x1, ..., xr, U)∂xr + η(x1, ..., xr, U)∂U , (7)
where η and ξa with a = 1, . . . , r are smooth functions, if it is invariant (in Lie’s sense) under
this operator only together with an additional condition of the form
SQ
(
x1, ..., xr, U, U
1
, . . . U
q
)
= 0, (8)
that is, the overdetermined system of equations (6) and (8) is invariant under a Lie group
generated by the operatorQ. If the additional condition (8) coincides with the equation Q(U) =
0, i.e.,
ξ1(x1, ..., xr, U)Ux1 + ...+ ξ
1(x1, ..., xr, U)Uxr = η(x1, ..., xr, U)
then PDE (6) is Q-conditionally invariant under the operator (7).
Obviously, this definition admits a direct generalization on systems of two PDEs. Of course,
if the given system is not in involution then some difficulties can occur, however, system (3)
has the involution form. Let us show how the determining equations to find Q-conditional
symmetry operator (4) are obtained.
It turns out that one can apply the local substitution
u = Uk+1, k 6= −1,
v = V l+1, l 6= −1. (9)
to simplify the further computations. Of course, the case (k+1)(l+1) = 0 is special and needs
of a separate investigation. Substitution (9) reduces system (3) and operator (4) to the form
uxx = u
mut + C
1(u, v),
vxx = v
nvt + C
2(u, v),
(10)
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and
Q = ∂t + ξ(t, x, u, v)∂x + η
1(t, x, u, v)∂u + η
2(t, x, u, v)∂v, (11)
where m = − k
k+1
6= −1, n = − p
p+1
6= −1, C1(u, v) = −(k + 1)F
(
u
1
k+1 , v
1
l+1
)
,
C2(u, v) = −(p + 1)G
(
u
1
k+1 , v
1
l+1
)
, ∂u =
1
k+1
U−k∂U , ∂v =
1
l+1
V −l∂V .
Let us apply now the second prolongation of the operator Q
Q
11
= Q+ ρ1t
∂
∂ut
+ ρ2t
∂
∂vt
+ ρ1x
∂
∂ux
+ ρ2x
∂
∂vx
+σ1tx
∂
∂utx
+ σ2tx
∂
∂vtx
+ σ1tt
∂
∂utt
+ σ2tt
∂
∂vtt
+ σ1xx
∂
∂uxx
+ σ2xx
∂
∂vxx
,
where coefficients ρk and σk with the relevant indices are calculated by the known formulas
(see, e.g., [10, 25]), to the each equations of (10). Since system (10) should be considered as a
manifold in the space of independent variables
t, x, u, v, ut, vt, ux, vx, uxt, vxt, utt, vtt, uxx, vxx,
we arrive at the invariance condition
mη1um−1ut + η
1C1u + η
2C1v + ρ
1
tu
m = σ1xx,
nη2vn−1vt + η
2C2v + η
1C2u + ρ
2
t v
n = σ2xx.
(12)
To obtain the determining equation for Q-conditional symmetry operator (11), one needs to
take into account not only system (10) (it will lead only to the determining equation for Lie
symmetry operators !) but two additional conditions
ut + ξux = η
1, vt + ξvx = η
2 (13)
generated by operator (11). Thus, inserting into (12) the explicit expression for ρk and σk,
namely:
ρ1t = η
1
t + η
1
uut + η
1
vvt − ux(ξt + ξuut + ξvvt),
ρ2t = η
2
t + η
2
uut + η
2
vvt − vx(ξt + ξuut + ξvvt),
σ1xx = η
1
xx + 2η
1
xuux + 2η
1
xvvx + η
1
uu(ux)
2 + η1vv(vx)
2 + 2η1uvuxvx + η
1
uuxx + η
1
vvxx−
−ux(ξxx + 2ξxuux + 2ξxvvx + ξuu(ux)2 + ξvv(vx)2 + 2ξuvuxvx + ξuuxx + ξvvxx)−
−2uxx(ξx + ξuux + ξvvx),
σ2xx = η
2
xx + 2η
2
xuux + 2η
2
xvvx + η
2
uu(ux)
2 + η2vv(vx)
2 + 2η2uvuxvx + η
2
uuxx + η
2
vvxx−
−ux(ξxx + 2ξxuux + 2ξxvvx + ξuu(ux)2 + ξvv(vx)2 + 2ξuvuxvx + ξuuxx + ξvvxx)
−2vxx(ξx + ξuux + ξvvx)
(14)
and excluding four derivatives ut, vt, uxx, vxx using (10) and (13), one arrives at the cumbersome
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expressions
um
(
η1t + η
1
u(η
1 − ξux) + η1v(η2 − ξvx)− ux
(
ξt + ξu(η
1 − ξux) + ξv(η2 − ξvx)
))
+
+mη1um−1(η1 − ξux) + η1C1u + η2C1v = η1xx + 2η1xuux + 2η1xvvx + η1uu(ux)2 + η1vv(vx)2+
+2η1uvuxvx − ux(ξxx + 2ξxuux + 2ξxvvx + ξuu(ux)2 + ξvv(vx)2 + 2ξuvuxvx)+
+
(
(η1 − ξux)um + C1
)
(η1u − 2ξx − 3ξuux − 2ξvvx)+
(
(η2 − ξvx)vn + C2
)
(η1v − ξvux),
vn
(
η2t + η
2
u(η
1 − ξux) + η2v(η2 − ξvx)− vx
(
ξt + ξu(η
1 − ξux) + ξv(η2 − ξvx)
))
+
+nη2vn−1(η2 − ξvx) + η1C2u + η2C2v = η2xx + 2η2xuux + 2η2xvvx + η2uu(ux)2 + η2vv(vx)2+
+2η2uvuxvx − vx(ξxx + 2ξxuux + 2ξxvvx + ξuu(ux)2 + ξvv(vx)2 + 2ξuvuxvx)+
+
(
(η2 − ξvx)vn + C2
)
(η2u − 2ξx − 3ξvvx − 2ξuux)+
(
(η1 − ξux)um + C1
)
(η2u − ξuvx).
(15)
Finally, we take into account that the unknown functions η1, η2 and ξ don’t
depend on the derivatives ux and vx and therefore we split two expressions
arising in (15) on (ux)
3, ux(vx)
2, vx(ux)
2, uxvx, (ux)
2, (vx)
2, vx, ux and
(vx)
3, vx(ux)
2, ux(vx)
2, uxvx, (ux)
2, (vx)
2, vx, ux, respectively. Thus, we arrive at the
nonlinear system of determining equations
1) ξuu = ξvv = ξuv = 0,
2) η1vv = 0,
3) η2uu = 0,
4) 2ξξuu
m + η1uu − 2ξxu = 0,
5) 2ξξvv
n + η2vv − 2ξxv = 0,
6) ξξv(u
m + vn) + 2η1uv − 2ξxv = 0,
7) ξξu(u
m + vn) + 2η2uv − 2ξxu = 0,
8) ξη1v(u
m − vn) + 2η1xv − 2ξvC1 − 2ξvη1um = 0,
9) ξη2u(v
n − um) + 2η2xu − 2ξuC2 − 2ξuη2vn = 0,
10) −mξη1um−1 + (2ξuη1 − ξt − ξvη2 − 2ξξx)um+
+ξvη
2vn + 3ξuC
1 + ξvC
2 − 2η1xu + ξxx = 0,
11) − nξη2vn−1 + (2ξvη2 − ξt − ξuη1 − 2ξξx)vn+
+ξuη
1um + 3ξvC
2 + ξuC
1 − 2η2xv + ξxx = 0,
12) m(η1)2um−1 + (η1t + η
2η1v + 2ξxη
1)um − η2η1vvn+
+η1C1u + η
2C1v − η1uC1 + 2ξxC1 − η1vC2 − η1xx = 0,
13) n(η2)2vn−1 + (η2t + η
1η2u + 2ξxη
2)vn − η1η2uum+
+η1C2u + η
2C2v − η2uC1 + 2ξxC2 − η2vC2 − η2xx = 0.
(16)
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to find the coefficients of the operator (11) and the functions C1, C2. Equations 1) from this
system are easily integrated and lead to
ξ = a(t, x)u+ b(t, x)v + c(t, x), (17)
where a, b and c are arbitrary (at the moment) smooth functions. Substituting (17) into equa-
tions 6) and 7) of (16) and taking into account the second and third equations of (16), one arrives
at the requirement a = b = 0. Thus, equations 2)–7) of system (16) can be straightforward
integrated and their general solution takes the form
ξ = c(t, x),
η1 = q1(t)v + r1(t, x)u+ p1(t, x),
η2 = q2(t)u+ r2(t, x)v + p2(t, x),
(18)
where the functions in right-hand-side are arbitrary those of their arguments.
The remaining equations 8)-13) of system (16) involve the unknown functions C1 and C2
and are called the classification equations. To solve them one should consider three different
cases depending on the functions q1(t), q2(t) and ξ(t, x) arising in (18):
a) q1(t) = q2(t) = 0, ξ(t, x) 6= 0;
b) q1(t) = q2(t) = 0, ξ(t, x) = 0;
c) q1(t)2 + q2(t)2 6= 0, ξ(t, x) = 0.
Note that the fourth possible case q1(t)2 + q2(t)2 6= 0, ξ(t, x) 6= 0 arises only under the
restriction m = n = 0, which follows from 8)-9) of system (16). It means the case of the
RD system (3) with constant diffusivities should be separately considered so that we assume
m2 + n2 6= 0 below.
Solving equations 8)-13) of system (16) in the case (a) is rather simple but very cumbersome.
After the relevant computations ( the program package MATHEMATICA 5.0 was also used)
it has been established that all the operators obtained are nothing else but the Lie symmetry
operators (up to the relevant multiplier M(t, x, U, V )) found earlier in [8]. In contrary to (a),
the case (c) is the most difficult and at the present time we were able to solve equations 8)-13)
of system (16) only in particular subcases.
Now we present the theorem giving a complete description of Q-conditional symmetry op-
erators of the form (4) in the case (b).
Theorem 1 The RD system (3) with k2 + l2 6= 0 and (k + 1)(l + 1) 6= 0 is Q-conditional
invariant under the operator (4) with ξ = 0 and η1V = η
2
U = 0 if and only if it and the relevant
operator (up to equivalent representations generated by multiplying on the arbitrary smooth
function M(t, x, U, V )) have the forms listed in the table 1 (here f and g are arbitrary smooth
functions of the relevant argument, while λj, j = 1, 2, 3, 4 are arbitrary constants).
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Table 1. Q-conditional symmetries of the RD system (3)
no RD systems of the form (1) Q-conditional operators Restrictions
1. Ut = (U
kUx)x + f(U
k+1), ∂t + 2p(x)V
1
2 ∂V pxx = (p)
2 + λp,
Vt = (V
−
1
2Vx)x − 2λV 12 + g(Uk+1) p 6= 0
2. Ut = (U
kUx)x + λ1U
−k + f(Uk+1 − αV l+1), ∂t + λ1U−k∂U+ α = λ1(k+1)λ2(l+1) , λ2 6= 0
Vt = (V
lVx)x + λ2V
−l + g(Uk+1 − αV l+1) +λ2V −l∂V λ21 + l2 6= 0.
3. Ut = (U
−
1
2Ux)x − 2λU 12 + f(U 12 − V 12 ), ∂t+ pxx = (p)2 + λp,
Vt = (V
−
1
2Vx)x − 2λV 12 + g(U 12 − V 12 ) +2p(x)(U 12 ∂U + V 12 ∂V ) p 6= 0
4. Ut = (U
kUx)x + λ1U
−k + f(ω), ∂t + λ1U
−k∂U+ ω =
expUk+1
(V l+1−λ3)
λ1(k+1)
λ2(l+1)
, λ2 6= 0,
Vt = (V
lVx)x + (V
l+1 − λ3)(g(ω) + λ2V −l) +λ2(V − λ3V −l)∂V either λ21 + λ23 6= 0 or
λ23 + k
2 6= 0 orλ21 + l2 6= 0
5. Ut = (U
kUx)x + (U
k+1 − λ1)(f(ω) + λ2U−k) ∂t + λ2(U − λ1U−k)∂U+ ω = U
k+1
−λ1
(V l+1−λ3)
λ2(k+1)
λ4(l+1)
, λ2λ4 6= 0,
Vt = (V
lVx)x + (V
l+1 − λ3)(g(ω) + λ4V −l) +λ4(V − λ3V −l)∂V either λ21 + λ23 6= 0,
or λ23 + k
2 6= 0 or λ21 + l2 6= 0
Sketch of the proof of Theorem. To prove the theorem one needs to construct the
general solution of subsystem 8)-13) of system (16) under the assumption ξ = 0 and η1V =
η2U = 0. Obviously, equations 8) and 9) are automatically satisfied, while those 10) and 11) are
reduced to the form η1xU = 0 and η
2
xU = 0, respectively, i.e.:
r1 = r1(t), r2 = r2(t).
So, the last equations 12) and 13) take the form
(r1u+ p1)C1u + (r
2v + p2)C1v − r1C1+
+(r1t +m(r
1)2)um+1 + (p1t + 2mr
1p1)um +m(p1)2um−1 − p1xx = 0,
(r1u+ p1)C2u + (r
2v + p2)C2v − r2C2+
+(r2t + n(r
2)2)vn+1 + (p2t + 2nr
2p2)vn + n(p2)2vn−1 − p2xx = 0.
(19)
System (19) consists of two independent first-order linear PDE with respect to the unknown
functions C1(u, v) and C2(u, v) therefore its general solution can be straightforward constructed,
however we should remember that the coefficient in (19) are functions on t and x. To construct
all possible solutions of (19) one needs to consider six different cases (up to renaming u → v
and v → u):
1) r1 = p1 = r2 = p2 = 0,
2) r1 = p1 = 0, r2 6= 0,
3) r1 = p1 = r2 = 0, p2 6= 0,
4) r1 = 0, p1 6= 0, r2 = 0, p2 6= 0,
5) r1 = 0, p1 6= 0, r2 6= 0,
6) r1 6= 0, r2 6= 0.
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In the case 1) operator (4) immediately takes the form Q = ∂t, which is, of course, the Lie
symmetry operator. The similar situation occurs in the case 2) since all the operators obtained
are equivalent to the relevant Lie symmetry operators listed in [8]. The most interesting cases
are those 3)–6).
Consider case 3) in details. In this case system (19) takes the form
p2C1v = 0,
p2C2v + p
2
t v
n + n(p2)2vn−1 − p2xx = 0 (20)
and its formal integration leads to the solution
C1 = f(u)
C2 =
∫ (
p2xx
p2
− p2t
p2
vn − np2vn−1
)
dv + g(u),
(21)
where f and g are arbitrary smooth functions. Since the function C2 doesn’t depend on on t
and x, three subcases should be separately examined: n = 0, n = 1 and n 6= 0; 1. The first
subcase immediately gives C2 =
p2xx−p
2
t
p2
v + g(u), so that
p2xx − p2t
p2
= λ,
where λ is an arbitrary constant. So, the system
uxx = u
mut + f(u),
vxx = vt + λv + g(u)
(22)
admits the Q-conditional symmetry operator
Q = ∂t + p
2(t, x)∂v, (23)
where p2(t, x) is the general solution of the linear PDE p2t = p
2
xx − λp2. However, if one now
applies substitution (9) to (22) and (23), then the RD system and the operator listed in [8]
(see case 5 in table 1) are obtained. So, subcase n = 0 doesn’t lead to any Q-conditional
symmetries.
In the subcase n = 1 the general solution of (20) takes the form
C1 = f(u), C2 = λv + g(u),
where λ = p
2
xx
p2
− p2. So, the system
uxx = u
mut + f(u),
vxx = vvt + λv + g(u)
(24)
admits the Q-conditional symmetry operator
Q = ∂t + p
2(x)∂v, (25)
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where the function p2(x) is the general solution of the nonlinear ODE
p2xx = (p
2)2 + λp2. (26)
Applying now substitution (9) to (24)–(25) and introducing the relevant notations, one arrives
at the system and the Q-conditional operator listed in case 1 of table 1.
Considering the subcase n 6= 0; 1, we immediately obtain p2 = λ = const (see (21)) and this
lead to the system
uxx = u
mut + f(u),
vxx = v
nvt − λvn + g(u) (27)
and the operator
Q = ∂t + λ∂v. (28)
Operator (28) is reduced to the form Q = ∂t+
1
l+1
λV −l∂V with λ 6= 0 by using substitution (9).
On the other hand, system (27) and operator (28) correspond to a particular case at λ1 = α = 0
of those listed in case 2 of table 1. Thus, case 3) is completely investigated.
The case 4) can be examined in a quite similar way and the system
uxx = u
mut − αλum + f(u− αv),
vxx = v
nvt − λvn + g(u− αv),
Q = ∂t + λ(α∂u + ∂v),
(29)
and the operator
Q = ∂t + λ(α∂u + ∂v) (30)
are obtained, where α 6= 0 is an arbitrary constant. It is easily seen that systems and operators
(27)–(30) can be united, i.e., the restriction α 6= 0 is not essential. Applying now substitution
(9) to (29)–(30) and introducing the relevant notations, one arrives at the system and the Q-
conditional operator listed in case 2 of table 1. It turns out that the power m = n = 1 leads to
an additional symmetry in this case. In fact, the system
uxx = uut + λu+ f(u− v),
vxx = vvt + λv + g(u− v) (31)
is conditionally invariant with respect to the operator
Q = ∂t + p
2(x)(∂u + ∂v), (32)
where p2(x) is the general solution of the nonlinear ODE (26). Formulas (31)–(32) together
with the substitution (9) generate the RD system and the operator listed in case 3 of table 1.
Those listed in cases 4 and 5 of the table can be similarly obtained by examination of the cases
5) r1 = 0, p1 6= 0, r2 6= 0 and 6) r1 6= 0, r2 6= 0.
Finally, we note that all operators arising in table 1 are not Lie symmetry operators because
any Lie symmetry operator of the RD system (3) must be linear on U and V [8].
The sketch of the proof is now completed.
Remark 1. Restrictions on the coefficients λk arising in the last column of table 1 guarantee
that the relevant operators do not coincide with Lie symmetries. Of course, those operators is
still Q-conditional symmetry operator if some lambda-s vanish and then they are equivalent to
the relevant Lie symmetry operators obtained in [8].
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3. Exact solutions and their application.
In this section, we apply the operators of conditional symmetry for constructing exact
solutions of the relevant RD systems, demonstrate their application for solving boundary value
problems and present some biological interpretation.
It is well-known that any Q-conditional symmetry operator of the given two-dimensional
PDE (system of PDEs) guarantees its reduction to an ODE (system of ODEs) by construction
of the corresponding local substitution, which is called ansatz. Usually the ODE (system of
ODEs) obtained can be integrated (at least partly) and exact solutions of the initial PDE
(system of PDEs) are constructed. Nevertheless, this procedure contains new difficulties, one
can successfully realize one for the operators arising in table 1. We present the final result in
the form of table 2.
Table 2. Ansa¨tze and reduced systems of ODEs for RD systems of the form (3)
no Ansa¨tze Systems of ODEs
1. U = (ϕ(x))
1
k+1 ϕxx = −(k + 1)f(ϕ)
V = (p2t+ ψ(x))2 ψxx = −12g(ϕ) + (λ+ p)ψ
2. U = (λ1(k + 1)t+ ϕ(x))
1
k+1 ϕxx = −(k + 1)f(ϕ− αψ)
V = (λ2(l + 1)t+ ψ(x))
1
l+1 ψxx = −(l + 1)g(ϕ− αψ)
3. U = (p2t+ ϕ(x))2 ϕxx = (p+ λ)ϕ− 12f(ϕ− ψ)
V = (p2t+ ψ(x))2 ψxx = (p+ λ)ψ − 12g(ϕ− ψ)
4. U = (λ1(k + 1)t+ ϕ(x))
1
k+1 ϕxx = −(k + 1)f
(
exp(ϕ− λ1(k+1)
λ2(l+1)
ψ)
)
V = (exp(λ2(l + 1)t+ ψ(x)) + λ3)
1
l+1 ψxx + ψ
2
x = −(l + 1)g
(
exp(ϕ− λ1(k+1)
λ2(l+1)
ψ)
)
5. U = (ϕ(x) exp(λ2(k + 1)t) + λ1)
1
k+1 ϕxx = −(k + 1)ϕf
(
ϕψ
−
λ2(k+1)
λ4(l+1)
)
V = (ψ(x) exp(λ4(l + 1)t) + λ3)
1
l+1 ψxx = −(l + 1)ψg
(
ϕψ
−
λ2(k+1)
λ4(l+1)
)
Remark 2. The numbers 1,. . . ,5 in table 2 correspond to the RD systems arising in table
1 with the same numbers.
Now one sees that the reduced systems of ODEs are nonlinear and it is quite implausible
that those are integrable for arbitrary smooth functions f and g. However, these systems can
be integrated if the functions f and g are correctly specified. For example, the ODE system
arising in case 5 takes the form
ϕxx = α1ϕ+ β1ψ,
ψxx = α2ϕ+ β2ψ,
(33)
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if one sets g = − 1
l+1
(α2
ϕ
ψ
+ β2), f = − 1k+1(α1 + β1ψϕ ), r = −λ2(k + 1) = −λ4(l + 1), where
αj , βj, j = 1, 2 are arbitrary constants. Nevertheless the initial RD system
Ut = (U
kUx)x − 1k+1(rU + α1(Uk+1 − λ1) + β1(V l+1 − λ3)− λ1rU−k),
Vt = (V
lVx)x − 1l+1(rV + α2(Uk+1 − λ1) + β2(V l+1 − λ3)− λ3rV −l)
(34)
is still non-linear, the reducing system (33) is linear and its general solution can be constructed
in explicit form. Assuming β1 6= 0 (otherwise should be α2 6= 0 and one will start from the
second equation of (33)) the function ψ can be expressed from the first equation of (33) so that
the second equation takes the form
ϕxxxx − (α1 + β2)ϕxx + (α1β2 − α2β1)ϕ = 0. (35)
The general solution of the fourth order ODE (35) essentially depends on the roots of the
algebraic equation
s4 − (α1 + β2)s2 + (α1β2 − α2β1) = 0. (36)
Generally speaking, 9 different forms of the function ϕ can be obtained. To avoid cumbersome
computations, we consider only the case when (36) possesses four different complex roots with
the zero real parts, i.e.:
s1,2 = ±i
√
−(α1+β2+
√
(α1−β2)2+4α2β1)
2
,
s3,4 = ±i
√
−(α1+β2−
√
(α1−β2)2+4α2β1)
2
, i2 = −1.
(37)
It occurs under the following restrictions on the coefficient of (35):
(α1 − β2)2 > −4α2β1, α1 + β2 < −
√
(α1 − β2)2 + 4α2β1. (38)
Hence, we obtain the general solution of (33):
ϕ = A1 cos(|s1|x) + A2 sin(|s1|x) + A3 cos(|s3|x) + A4 sin(|s3|x),
ψ = − 1
β1
(
(α1 + |s1|2)(A1 cos(|s1|x) + A2 sin(|s1|x))+
+(α1 + |s3|2)(A3 cos(|s3|x) + A4 sin(|s3|x))
)
,
(39)
where Aj j = 1, 2, 3, 4 are arbitrary constants. Substituting (39) into ansatz
U = (ϕ(x) exp(λ2(k + 1)t) + λ1)
1
k+1 ,
V = (ψ(x) exp(λ4(l + 1)t) + λ3)
1
l+1 ,
(40)
arising in case 5 of table 2, we arrive at the fourth-parametrical family of exact solutions of
the nonlinear RD system (34) with the coefficients satisfying restrictions (38). It should be
noted that all solutions of the form (39)–(40) are periodic on the space variable x. According
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to J.D. Murray [2], the periodic (in space) solutions can mathematically express the Turing
instability, which leads to the spatially inhomogeneous structures and forms. Moreover, we can
show that solutions of the form (39)–(40) with the correctly specified constants Aj , j = 1 . . . 4
satisfy the zero Neumann conditions (zero flux boundary conditions), which naturally arise in
mathematical models with the Turing instability. In fact, consider the space interval [0, a], a > 0
where the cells with the density U and chemicals with the density V are interacting. Assuming
that their interaction is described by the RD system (34), the zero flux boundary conditions
on [0, a] lead to the requirements
Ux|x=0 = 0, Vx|x=0 = 0,
Ux|x=a = 0, Vx|x=a = 0. (41)
Using ansatz (40), one obtains formulas
Ux =
1
k+1
ϕx(ϕ exp(−rt) + λ1)−
k
k+1 ,
Vx =
1
l+1
ψx(ψ exp(−rt) + λ3)−
l
l+1 .
(42)
Hence, taking into account solution (39) and conditions (41) with x = 0, we arrive at two linear
algebraic equations
ϕx|x=0 = A2|s1|+ A4|s3| = 0,
ψx|x=0 = A2|s1|(α1 + |s1|2) + A4|s3|(α1 + |s3|2) = 0
to find A2 and A4. Analyzing these equations one easily finds that the solution A2 = A4 = 0
only is possible. Finally, using conditions (41) with x = a, we obtain
A1|s1| sin(|s1|a) + A3|s3| sin(|s3|a) = 0,
A1|s1|(α1 + |s1|2) sin(|s1|a) + A3|s3|(α1 + |s3|2) sin(|s3|a) = 0 (43)
to find A1 and A3. Analyzing (43), we deduce that the space interval [0, a], a > 0 cannot be
arbitrary otherwise ϕ = ψ = 0. There are three countable sets of values for a: (i) a = pij1
|s1|
,
(ii) a = pij1
|s3|
and (iii) a =
pi
√
j21+j
2
2√
−(α1+β2)
, (j1, j2) ⊂ N2, for which condition (43) is satisfied by the
functions
ϕ = A1 cos(|s1|x), ψ = − 1
β1
A1(α1 + |s1|2) cos(|s1|x),
ϕ = A3 cos(|s3|x), ψ = − 1
β1
A3(α1 + |s3|2) cos(|s3|x),
and
ϕ = A1 cos(|s1|x) + A3 cos( j1j2 |s1|x),
ψ = − 1
β1
(
A1(α1 + |s1|2) cos(|s1|x) + A3(α1 + j
2
1
j22
|s1|2) cos( j1j2 |s1|x)
)
,
12
respectively. Moreover, the additional restriction α2 =
(α1j22−β2j
2
1)(β2j
2
2−α1j
2
1)
(j21+j
2
2)
2β1
is obtained in the
case (iii), which allows to simplify the expression for |s1| and |s3|:
|s1| = j2
√
−(α1 + β2)√
j21 + j
2
2
, |s3| = j1
j2
|s1|. (44)
Thus, we can now formulate the theorem.
Theorem 2 The nonlinear RD system (34) with the coefficients satisfying restrictions (38)
possesses the periodic (in space) solutions
(i) U =
(
A1 cos(|s1|x) exp(−rt) + λ1
) 1
k+1
,
V =
(
− (A1(α1 + |s1|2) cos(|s1|x)) exp(−rt)β1 + λ3
) 1
l+1
,
(45)
satisfying the zero boundary conditions (41) on the interval
[
0, pij1
|s1|
]
, j1 ∈ N;
(ii) U =
(
A3 cos(|s3|x) exp(−rt) + λ1
) 1
k+1
,
V =
(
− (A3(α1 + |s3|2) cos(|s3|x)) exp(−rt)β1 + λ3
) 1
l+1
,
(46)
satisfying these conditions on the interval
[
0, pij1
|s3|
]
, j1 ∈ N;
(iii) U =
(
(A1 cos(|s1|x) + A3 cos( j1j2 |s1|x)) exp(−rt) + λ1
) 1
k+1
,
V =
(
−
(
A1(α1 + |s1|2) cos(|s1|x) + A3(α1 + j
2
1
j22
|s1|2) cos( j1j2 |s1|x)
)
exp(−rt)
β1
+ λ3
) 1
l+1
,
(47)
satisfying these conditions on the interval
[
0,
pi
√
j21+j
2
2√
−(α1+β2)
]
, (j1, j2) ⊂ N2.
In the cases (i)and (ii), the values of |s1| and |s3| are determined by formulae (37), in the
case (iii) the value of |s1| is given in (44) and α2 = (α1j
2
2−β2j
2
1)(β2j
2
2−α1j
2
1)
(j21+j
2
2)
2β1
.
Remark 3. Since system (34) and boundary conditions (41) are invariant under the space
translation transformations x→ x−x0, where x0 is an arbitrary parameter, one can generalize
this theorem on the intervals [−a, 0] and [−a, a].
One sees that each solution of the forms (45)–(47) tends to the steady state point (U, V ) =
((λ1)
1
k+1 , (λ3)
1
l+1 ) if the time t→ +∞ and r > 0. This point can be stable or unstable depending
13
0 2 4 6 8x 0
0.5
1
1.5
2
t
0.4
0.6
0.8
1
1.2
1.4
U
0 2 4 6 8x 0
0.5
1
1.5
2
t
0.8
1
1.2
1.4
1.6
1.8
V
Figure 1: Exact solution (45) with r = 2, A1 = 0.95, s1 =
√
2−√2, λ1 = 1, λ3 = 2
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Figure 2: Exact solution (45) with r = −2, A1 = 0.1, s1 =
√
2−√2, λ1 = 1, λ3 = 2
on the coefficients of system (34). An example of solution (45) of the RD system
Ut = (UUx)x − r2U + U2 + 12V 2 + r−4U2U ,
Vt = (V Vx)x − r2V + U2 + V 2 + r−3VV
(48)
with with r = 2 is presented on Fig.1. This solution arrives at the steady state point (U, V ) =
(1,
√
2) very fast.
Solutions (45)–(47) with r < 0 are growing to infinity with time providing k + 1 > 0 and
l + 1 > 0. On the other hand, the spatially inhomogeneous structures should be formed for a
finite time (the development of those structures in an organism should be finished during the
organism life). Taking this into account, one notes that solutions (45)–(47) with r < 0 may
describe the development of spatially inhomogeneous structures for the finite time tmax. The
relevant example of solution (45) of the RD system (48) with r = −2 is presented on Fig.2.
One sees that both components, U and V have practically homogeneous distributions in
space if t << tmax. However, those are essentially inhomogeneous if t >> 0. Moreover each
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of the components U and V dominates in the different regions. So, we may say that this
solution forms a striped structure. This kind of spatially inhomogeneous structures is typical
for mammalian coat (tigers, zebras).
4. Conclusions.
In this paper, theorem 1 giving a complete description of Q-conditional symmetries of the
nonlinear RD system (3) under some restrictions is proved. We established that there is a
wide range of the nonlinear RD systems of five types, which are conditionally invariant with
respect to the operator (4) with the coefficients ξ = 0 and η1V = η
2
U = 0. Moreover those
systems don’t coincide with the RD systems admitting a non-trivial Lie symmetry, which has
been completely described in [7, 8]. To our best knowledge, there are no any papers devoted to
constructions of conditional symmetries for systems of evolution equations, excepting the recent
paper [26]. Note that only an example of the nonlinear diffusion-convection system was found
in [26], while here we present five classes of the nonlinear RD systems and each of them involves
two arbitrary functions. The work is in progress to solve the problem without any restrictions
on the coefficients of operator (4).
The Q-conditional symmetry operators have been applied for obtaining exact solutions of
the relevant RD systems. In fact, we reduced the problem of solving PDE systems to one for
the relevant ODE systems. These ODE systems were further solved therefore several exact
solutions in explicit form have been constructed for the RD systems (34). Properties of the
solutions obtained were investigated and a possible biological interpretation was suggested.
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