ABSTRACT. Certain subsets of limit sets of geometrically finite Fuchsian groups with parabolic elements are considered. It is known that Jarník limit sets determine a "weak multifractal spectrum" of the Patterson measure in this situation. This paper will describe a natural generalisation of these sets, called strict Jarník limit sets, and show how these give rise to another weak multifractal spectrum. Number-theoretical interpretations of these results in terms of continued fractions will also be given.
INTRODUCTION AND STATEMENT OF RESULTS
Let us begin by recalling some of the basic notions from hyperbolic geometry which will be used throughout the paper (for more details, the reader is referred to [2] ). We will make use of both the Poincaré Disc model (D 2 , d h ) and the upper half-plane model (H, d H ) of two-dimensional hyperbolic space and we will use d to denote either of these metrics whenever the context does not depend on the particular model. The group of isometries of hyperbolic space is denoted by Con (1) . Recall that in the upper half-plane model, this group is isomorphic to the group PSL 2 (R). It is well known that the elements of Con(1) can be classified as parabolic, hyperbolic or elliptic according to their fixed points or, equivalently, geometric action. A parabolic element is one that has exactly one fixed point which lies on the boundary of hyperbolic space. Each parabolic element leaves invariant a family of horoballs. In D 2 , these are Euclidean circles internally tangent to S 1 ; the point of tangency is the fixed point of the parabolic map. In H, these are either Euclidean circles tangent to R or, if the fixed point of the parabolic map is the point at infinity, Euclidean horizontal straight lines.
We shall consider discrete subgroups of the group Con (1) , that is, subgroups that act properly discontinuously on the interior of hyperbolic space. These groups are known as Fuchsian groups. We are interested in subsets of the limit set of a Fuchsian group. The limit set L(G) is the set of accumulation points of the orbit of any point under the group G. It is necessarily contained in the boundary of hyperbolic space. It is well known that the limit set of a Fuchsian group is either empty, consists of one or two points, or else contains uncountably many points. If L(G) is uncountable, we say that G is non-elementary. A group G is referred to as geometrically finite if it has a fundamental domain with finitely many sides. In two-dimensions, a Fuchsian group is geometrically finite if and only if it is finitely generated. (Note that this is no longer true in higher dimensions.) Throughout this paper, we shall only be concerned with non-elementary, geometrically finite Fuchsian groups with one parabolic element. Let us note here that the restriction to one parabolic element is not essential; this is addressed in Remark 1.2 below.
So, suppose that G is a non-elementary, geometrically finite Fuchsian groups with one parabolic element, say γ, and suppose that p is the fixed point of this element γ. We now describe a certain set of horoballs associated to the orbit of the parabolic fixed point p under the group G, called a standard set of horoballs. This was first introduced, in a more general situation, by Stratmann and Velani [22] . Let H γ be a horoball tangential to the point p, and let H g be the image of H γ under the map g ∈ G. Note that if the map g belongs to the stabiliser G p of p, which is the set G p := {g ∈ G : g(p) = p} ∼ = Z, then the horoball H g is equal to H γ . The horoball H h is independent of the choice of h ∈ [g] := G/G p , so H g is well-defined for g ∈ G/G p . It is well known that the set {H g : g ∈ G/G p } can be chosen in such a way that it is a pairwise disjoint collection of horoballs. This set is a standard set of horoballs for G.
Let s ξ denote the hyperbolic half-ray between the origin and the point ξ on S 1 . We will think of this ray as having an orientation, so that we travel from 0 towards S 1 . Define the top of the standard horoball H g to be the first point on the boundary of H g reached whilst traveling along s g (p) , that is,
It was shown in [22] that the point τ g lies a bounded distance away from the orbit of the origin under G. Examining the proof of this fact given there, they show that it is possible to choose a set T of coset representatives of G/G p in a geometric way, namely, g is in T if the orbit point g(0) lies in a ρ-neighbourhood of τ g , the top of the horoball H g , where ρ is the bound on the distance between the tops of standard horoballs and the orbit of 0. That is
This is referred to as the top representation and from here on we will write {H g : g ∈ T} for a fixed standard set of horoballs for G with top representation. Note that the choice for g is not necessarily unique, but that this does not matter.
Before stating our fist main theorem, we make the following definitions:
• Let L (G) denote the set of all those ξ ∈ L(G) with the property that the ray s ξ intersects infinitely many standard horoballs with top representation
. ., which we always assume to be ordered according to their appearance when traveling from 0 to ξ .
• We call the distance traveled by a ray s ξ inside a standard horoball a cusp excursion. For each ξ ∈ L (G), let d n (ξ ) denote the depth of the n-th cusp excursion, that is,
• For κ > 0, let B κ denote the set of all those ξ ∈ L (G) with the property that the distance traveled between each cusp excursion is bounded by κ. In other words, B κ is defined to be
• Now, for κ, τ > 0, define the (τ, κ)-Good set by
We then have the following theorem.
Theorem 1.
For all κ > 0, we have that
Remark 1.1. If the group G is chosen to be PSL 2 (Z), this result provides the corollary that if we define the set F N to be the set of all those numbers in [0, 1] with continued fraction representation containing only entries at least as
Note that κ does not play a role here, as the standard set of horoballs for the group PSL 2 (Z) can be chosen to be the Ford circles (the horoball at ∞ is the horizontal Euclidean straight line through the point i and the images of this line are Euclidean circles with base point p/q ∈ Q, in reduced form, and radius 1/2q 2 ) and there exists a global constant bound on the hyperbolic distance between neighbouring Ford circles. The result (1.1) can also be obtained from Theorem 2 in the 1941 paper of I.J. Good [10] (hence the name for the (τ, κ)-Good set), where he gives upper and lower bounds for the Hausdorff dimension of each set F N . For the details of the beautiful connection between the modular group PSL 2 (Z) and the continued fraction expansion, the reader is referred to Series [18] . We also mention that Jaerisch and Kesseböhmer [12] have obtained the precise asymptotic for dim H (F N ). In addition to this, the recent paper of Jordan and Rams [14] contains results concerning Good-type sets.
We are now ready to state our next main result. First, define t n (ξ ) := d h (0, z g n ) + d n (ξ ), where z g n is the point the ray from 0 to ξ enters the n-th horoball (that is, the point just before the n-th cusp excursion begins). Then, for κ > 0 and θ ∈ [0, 1], define the strict (θ , κ)-Jarník set J * θ ,κ (G) by setting is, with any finite number of non-equivalent parabolic points. Since the proofs of our main theorems are based on defining covers of each (τ, κ)-Good set and strict (θ , κ)-Jarník set using these horoballs and increasing the number of balls with the same approximate size by a fixed finite number does not change any of our estimates, it still holds that analogous sets defined for cusp excursions into finitely many cusps have the same dimension.
However, we choose to write the proofs for the case of one parabolic element for the sake of clarity.
Our final main result is the following. Let the β -strict-Jarník level sets for the Patterson measure µ be defined by
We obtain the following theorem.
where
Remark 1.3. Theorems 2 and 3 are analogues of the results obtained by Stratmann in [19] and [20] . At the end of Section 4 we will explain this remark more fully. His results are for so-called Jarník limit sets, which are defined similarly to our strict Jarník sets but without the restriction to points in B κ . This is the reason for the word 'strict' appearing in our notation.
We assume that the reader is familiar with the construction and basic properties of Hausdorff dimension. For more details, a useful reference is [7] . One particularly useful property that we will employ without further mention is
In the proofs of the above main theorems, we will also make use of the following well-known lemma, due to Frostman [9] . 
PRELIMINARIES
Let us first recall the definition of the shadow map Π : P(D 2 ) → P(S 1 ), which is given by
Also, if we have two functions f , g : R → R such that there exists a constant c > 1 such that the inequality
holds uniformly for x ∈ R, then the functions f and g are said to be comparable, which we denote by f ≍ g. For future reference, if we wish to refer only to the right-hand side of the above inequality, we write f ≪ g. We obtain the following estimate for the size of the shadow of a standard horoball using basic hyperbolic geometry:
Remark 2.1. Notice that combining the fact that the top of each standard horoball H g is within a constant distance of the orbit point g(0) with the above estimate also yields that
Let F G be a fundamental region for G with the property that one vertex of F G is equal to p. In the tessellation of hyperbolic space given by the region F G , each map in the stabiliser of p sends F G to a region that also has one vertex equal to p. We will refer to the countably many copies of F G that each have one vertex at a given point in G(p)/G p as petals. In somewhat of an abuse of notation, we will use this word interchangeably to mean the arc of S 1 enclosed by the two edges of the petal.
Let us now recall the definition of the cross-ratio. For us (by which we mean that this is sometimes found differently in the literature), the cross-ratio of four points x, y, z,t in H ∪ R ∪ {∞} is given by In this situation we have a a well known and extremely useful hyperbolic distance formula, which is given in the following proposition. Proposition 2.2. Let x, y, ξ and η be as described above. Then 2 , it can be shown that the cross-ratio is g-invariant. In other words, for all g ∈ PSL 2 (R) and all distinct points x, y, z,t ∈ H ∪ R ∪ {∞},
This map sends ξ to zero and η to ∞, therefore it maps the points x and y to two points on the imaginary axis, say ia and ib, respectively. We then have that
Our next aim is to obtain an estimate of the size of the petals around the point g(p) for all g ∈ G. This will be achieved with the help of the cross-ratio formula for distances given in Proposition 2.2. Let us first consider the petals around the point p itself. First of all, without loss of generality, suppose that the top of the horoball H γ is actually at 0; this will not alter any of the estimates by any more than a constant amount, due to the definition of the top representation. Then, let r denote the rotation around 0 that moves p to 1. This rotates the entire horoball H γ . Now send this rotated picture into the upper half-plane, by way of the inverse of the Cayley transformation which maps 1 → ∞ and 0 → i. This procedure sends the map γ to a parabolic element of PSL 2 (R) in standard form, that is, in the form z → z + β , for β = 0. Again without loss of generality, suppose that β = 1. We will now make a particular hyperbolic distance estimate, which is illustrated in Figure 2 .2. The notation"a ≍ + b" means that there exists a constant
Illustration of the hyperbolic geodesic joining i to i + 2c.
Lemma 2.3. As in Figure 2.2, with c referring to the centre of the circle whose top half forms the geodesic in H
joining i to n − 1/2, we have that
Proof. By Proposition 2.2, we have that
.
Let r denote the radius of the semi-circle forming the geodesic joining i to n − 1/2. Then, on the one hand, we have that r 2 = 1 + c 2 , but on the other hand, r = n − 1/2 − c. So, after some elementary algebra, we obtain that
Also, 1 + (n − 1/2) 2 = n 2 − n + 5/4, which implies that provided n ≥ 2, we have
Combining (2.2) and (2.3) yields that
This finishes the proof.
Let a refer to the point at the top of the semi-circle forming the geodesic between i and n − 1/2, as in Figure 2 .2 above. From the above lemma, it is immediately apparent from the fact that a is the midpoint of geodesic segment
If we now return to the situation we were in before Lemma 2.3, that is, if we return to the picture of the petals around the parabolic point p ∈ S 1 , we are now in a position to estimate the size of these petals. Let us denote the petal containing 0 by I 0 and then call the petals (I n ) n∈N in sequence as they move around S 1 to the point p. We are being a little vague here, because there are actually two sequences of petals clustering down to p, but since they are completely symmetric there is no real problem. We have for the hyperbolic distance between 0 and the point r −1 • Φ(i + 2c), where r is the rotation bringing p to 1 and c is as in Lemma 2.3, that
We also have, where a is as above, that
Note that r −1 • Φ(a) lies on a horoball at p whose shadow contains all the petals I k for k ≥ n. We can calculate that the hyperbolic distance from 0 to the top of this horoball is also comparable to log n. From this and from Proposition 2.1 it immediately follows that the size of the shadow of this horoball is comparable to 1/n. Given that this holds for every n ∈ N, we finally obtain that
Let us now consider an arbitrary horoball H g from the standard set with top representation {H g : g ∈ T}. Then H g = g(H γ ) and we will assume, again without loss of generality (in view of the choice of horoballs with top representation), that τ g = g(0). As already mentioned, each image of the parabolic point p has the same petal structure. It is then straightforward to calculate in a similar way to that above that if I (g) n denotes the n-th petal around g(p), we have that
For Section 5, we will need the Patterson measure, which we will denote by µ. Again, we assume that the reader is familiar with the definition and basic properties. For the purposes of this paper, all that is necessary is that the Patterson measure is a non-atomic probability measure supported on the limit set L(G), it is δ -conformal and, further, there exists a uniform estimate for the µ-measure of balls in S 1 centred around limit points. This estimate, called the Global Measure Formula, was derived in [22] (see also [24] ). Here, we state the formula in only as much generality as we need, that is, only for a Fuchsian group, rather than a Kleinian group. In order to state the formula, we require the following notation. We define b(ξ t ) to be the intersection of S 1 with the disc whose boundary is orthogonal to S 1 and which intersects the ray s ξ orthogonally at ξ t . So b(ξ t ) is an arc of S 1 with radius comparable to e −t . Further, define k(ξ t ) to be equal to 1 if ξ t is inside some standard horoball H g and let k(ξ t ) be equal to δ otherwise.
Lemma 2.4. (Global Measure Formula). Let G be a non-elementary, geometrically finite Fuchsian group with parabolic elements. If ξ ∈ L(G) and t is positive, then
µ(b(ξ t )) ≍ e −tδ e −(δ −k(ξ t ))∆(ξ t ) .
GOOD SETS
In this section, we give the proof of our first main result.
Proof of Theorem 1. First let κ > 0 be given and let us consider dim H (G τ,κ (G)). We begin with the upper bound. Notice that the set G τ,κ (G) can be covered by any of the families
. . .
Eventually, if k is chosen sufficiently large, the cover {Π(H g k (ξ )) : ξ ∈ G τ,κ (G)} will consist of sets of diameter less than any fixed positive δ . Now, let s = 1 2 (1 + ε τ ), where ε τ is chosen such that ε τ < 1 and 1/ log(⌊τ⌋ − 1) ≤ ε τ /(− logε τ ). Then, note that for each ξ ∈ B κ (G), the shadows of the standard horoballs intersected by the ray s ξ form a nested sequence of intervals of S 1 which cluster down to the point ξ . We can associate to the sequence of horoballs a sequence of positive integers a 1 (ξ ), a 2 (ξ ), . . . with the property that log(a n (ξ )) ≤ d n (ξ ) < log(a n (ξ ) + 1).
Consequently, for any ξ ∈ B κ (G) and any n ∈ N, by Proposition 2.1 above, we have the following estimate.
It then follows, by the choice of ε τ , that
As this is true for any arbitrary δ > 0, it follows that H s (C τ,κ (G)) is finite and consequently that dim H (C τ,κ (G)) ≤ s = 1 2 (1 + ε τ ). If we then choose ε τ in such a way that lim τ→∞ ε τ = 0, we obtain the desired upper bound, that is,
For the lower bound, again fix τ ≥ 3 and κ > 0. We first describe a subset of the set in question and then employ Frostman's Lemma to estimate from below the dimension of this subset. So, to that end, choose τ ′ to satisfy the equation
Denote this sum by S. Let C τ ′ ,κ (G) be the set
Let ν be a measure supported on the limit set L(G) with the property that
where c 1 is a constant. Note that by the choice of τ ′ , the term c 1 e κ/2 /S k e κ/2 is simply another constant, say c 2 . Now, let ξ ∈ C τ ′ ,κ and let r > 0. Then choose the first k such that the shadow of the (k + 1)th level horoball H g k+1 (ξ ) is at most equal to r, that is, choose k such that
Note that for each k ∈ N there can only be a fixed finite number of petals around any point g k (p) in which it is possible for a point in the set C τ ′ ,κ (G) to end up. Therefore there can only be a fixed finite number of horoballs that B(ξ , r) could possibly intersect at each level k and furthermore, each of these shadows has comparable ν-measure, so, without loss of generality we suppose that
We now need to compare the sizes of the above shadows. Directly from Proposition 2.1, we obtain that
It can be shown, via the cross-ratio distance formula again, that if z g k denotes the point that the geodesic segment joining 0 and τ g k+1 first intersects the horoball
Therefore, keeping in mind that d k (ξ ) ≤ log τ ′ , we obtain that
Finally, then, since τ ′ is fixed for each τ, there exists another constant c 3 such that |Π( 
Therefore, as the choice of κ > 0 was arbitrary, the proof is finished.
STRICT JARNÍK SETS
In preparation for the proof of Theorem 2, we will first prove the following lemma. Before stating the lemma, we need some notation. So let s := (s n ) n∈N be a sequence of positive integers such that lim Further, define
We then have the following result.
Before starting the proof of the lemma, let us gather a few useful facts that will be required in the proof.
• , then the statement in (4.2) follows immediately from (4.1) and the simple analytical fact that if (b n ) n∈N is a sequence with each 0 < b n < 1 and lim n→∞ b n = 1 and if (a n ) n∈N is a sequence of positive real numbers, then lim sup n→∞ a n b n = lim sup n→∞ a n . We also note here that this analytical observation will be used repeatedly in the proof of Theorem 2.
• For all K > 0, all ρ ′ < ρ and sufficiently large n ∈ N, we have that
This follows directly from (4.2) and the definition of the lower limit.
Proof of Lemma 4.1. Fix a sequence (s n ) n∈N , κ > 0 and N > 3 as in the statement of the lemma. Again, we first establish the upper bound, then the lower bound. To begin, just as in the proof of Theorem 1, we can associate to each point ξ ∈ F s,κ,N (G) a sequence of positive integers (a n (ξ )) n≥1 , where a n (ξ ) is determined by log(a n (ξ )) ≤ d n (ξ ) < log(a n (ξ ) + 1).
Notice that this implies that the point ξ lies, up to some constant of comparability, in the (a n (ξ ))-th petal around the point g n (p), for each n ∈ N. We therefore have, from Proposition 2.1 and the extra information given by the sequence (s n ) n≥1 , that
For each positive integer n, define the "shrunken" horoball H g n (ξ ) to be the horoball with base point g n (p) and topτ g n given by
We will now provide the upper bound. This is based on covers of arbitrarily small diameter for the set F s,κ,N (G), which are given by the shrunken horoballs defined above. First, let us make the observation that if ξ ∈ F s,κ,N (G), it follows that log s n ≤ d n (ξ ) < log(Ns n ) and thus that ξ could lie in any of the petals around g n (p) from the s n -th up to the (Ns n )-th. So, there are c(N − 1)s n shrunken horoballs in the n-th layer that the point ξ could lie in the shadow of, where c is the fixed constant number of these horoballs that have their base point in any given petal. Now, by the definition of ρ given above, it follows that if we let ρ ′ ∈ (ρ, 3ρ), we have for all sufficiently large n that
Consequently, from the identity (1/b) loga/ logb = 1/a, we obtain the inequality
In other words,
Then we observe by equation (4.1) that for all sufficiently large n we have that log(N − 1) < log(s 1 . . . s n )/n (since the left-hand side is simply a constant depending only on N). Therefore, for sufficiently large n,
Also directly from the definition of ρ, for any ρ ′ > ρ, there exists a sequence (n k ) k∈N with the property that
Hence, on rearranging the above expression, we obtain that
Consequently, if we neglect any terms of the sequence (n k ) k∈N that are too small and rename the sequence accordingly, we have on combining (4.5) and (4.6) that for all k ≥ 1 and any ρ ′ > ρ,
Thus, from (4.4) and the above inequality, we infer that
Hence, as this is true for all ρ ′ ∈ (ρ, 3ρ), it follows that
For the lower bound, we will again use Frostman's Lemma. To that end, define, in the usual way as a weak limit of a sequence of finite Borel measures (see e.g. [7] and [5] ), a measure m on the limit set L(G) with the property
Let ξ ∈ F s,κ,N (G). Then for each small enough r > 0, we can find a unique k such that
We consider two further possibilities. Either,
First note that by inequality (4.3), if we let ρ ′ < ρ, then there exists n 0 such that for all n ≥ n 0 , we have that
Now, suppose that we are in the situation of (4.7). Choose r so that k + 1 ≥ n 0 . In order to estimate the m-measure of the ball B(ξ , r), we must first identify the number of shadows of standard horoballs in the (k + 1)-th layer that said ball can intersect. Since there are a fixed number in each petal, it suffices to calculate the number of petals around g k (p) that the ball B(ξ , r) can intersect. First of all, note that for large enough k, B(ξ , r) cannot extend further than the (a k (ξ ) − 1)-th petal, because the petals are decreasing in size. To finish the proof that B(ξ , r), with small enough r, can only intersect a finite number of petals around g k (p), we must show that these petals are not shrinking too fast. It suffices to show that where c comes from the comparability given in (2.5), there exists a
This follows immediately from the fact that the a k s are increasing and that
Consequently, B(ξ , r) can only intersect a fixed finite number of petals around g k (p) for each sufficiently large k ∈ N and can thus only intersect a fixed finite number of shadows of standard horoballs in each layer. It follows, via (4.9), (4.4) and (4.7), that for any ρ ′ < ρ we have
If we are in the situation of (4.8), it is clear, by similar reasoning to that above, that B(ξ , r) cannot intersect more than two petals in the k-th layer, which means that there is again only a fixed finite number of shadows of shrunken horoballs that B(ξ , r) can intersect. In addition to this, a maximum of 2r(κN 2 ) k (s 1 . . . s k ) 2 of the (k + 1)-th layer shadows of standard horoballs are intersected by B(ξ , r). So, denoting by Π( H g k ) and Π(H g k+1 ) the largest possible shadow in layer k and k + 1 respectively, we have that
and, using equation (4.9) and the fact that min{a, b} ≤ a 1−s b s for any 0 < s < 1, it follows that for ρ ′ < ρ we have
Thus, in each case, on applying Frostman's Lemma and letting ρ ′ tend to ρ, we obtain that
Combining this with the previously obtained upper bound yields dim H (F s,N,κ ) = 1/2(1 + ω), for all N > 3 and all κ > 0. Thus, as the Hausdorff dimension is countably stable (see [7] ), we have that for all κ > 0
We are now in a position to prove Theorem 2.
Proof of Theorem 2. Fix κ > 0. The first step of the proof is to show that the condition lim sup
In order to do this, we begin by claiming that lim sup
On the other hand, if θ = 0, we have from (4.12) that lim inf
Thus, since these arguments work equally well backwards, the claim in (4.11) is proved. Next, notice that lim sup
The reason for this is that we have
Then, from the second inequality in (4.14), it is immediate that θ
Rewriting the first inequality from (4.14), we obtain that
Consequently, recalling the fact that lim n→∞ d n (ξ ) = ∞, we also obtain the opposite inequality, namely,
Combining (4.11) and (4.13) establishes the first step of the proof.
We now aim to use this equivalent definition to find an upper bound for the sought-after Hausdorff dimension. So, suppose that ξ ∈ J * θ ,κ (G), that is, suppose that ξ ∈ B κ is such that lim n→∞ d n (ξ ) = ∞ and
Then, for each n ∈ N pick an integer s n such that log( s n ) ≤ d n (ξ ) < log( s n + 1). 
≥ log( s n ) 2 log( s 1 . . . s n−1 ) + 2n log3 .
From these two inequalities, we see that this reduces to basically the same argument again. Thus we obtain that dim H (J * Let ξ ∈ F s,N,κ (G). By similar reasoning to that above, it follows that ξ ∈ J * θ ,κ (G). Consequently, we have that
Thus, combining this with the opposite inequality achieved above shows that dim H (J * θ ,κ (G)) = 1/2(1 − θ ). As κ > 0 was arbitrary, the proof of Theorem 2 is finished.
WEAK MULTIFRACTAL SPECTRA FOR THE PATTERSON MEASURE
In this last section, we provide the proof of Theorem 3.
Proof of Theorem 3. The global measure formula for µ gives the existence of a constant c > 0 (depending only on G), such that for each ξ ∈ L(G) and every t > 0 we have that δ + (δ − k(ξ t )) ∆(ξ t ) t − c t ≤ log µ(b(ξ t )) log e −t ≤ δ + (δ − k(ξ t )) ∆(ξ t ) t + c t .
(Here we are interested in the case that t = t n (ξ ), ∆(ξ t ) = d n (ξ ) and k(ξ t ) = 1.) From this we immediately deduce that ξ ∈ J * θ (G) if and only if ξ ∈ B(G) and lim sup n→∞ log µ(b(ξ , e −t n (ξ ) )) −t n (ξ ) = δ − (1 − δ )θ .
Consequently, if β := δ − (1 − δ )θ , the result then follows immediately by an application of Theorem 2.
Remark 5.1. Note that in [19] a "weak multifractal analysis" of the Patterson measure was given. The analysis there was based on investigations of the Hausdorff dimension of the associated θ -Jarník limit set
In [19] (see also [20] and [11] ) the result was obtained that dim H (J θ (G)) = (1 − θ )δ , for each θ ∈ [0, 1].
In [20] it was then shown how to use this result in order to derive the following "weak multifractal spectrum" of the Patterson measure:
where f p is given, as before, by f p (β ) = (β − (2δ − 1))/(1 − δ ) and where F β (G) is defined by 
