Factor analysisin data mining  by Wang, Hsiao-Fan & Kuo, Ching-Yi
ELSEVIER 
An International Journal 
Available online at www.sciencedirect.com computers & 
.¢,=.c= @. , . .~T .  mathematics 
with applications 
Computers and Mathematics with Applications 48 (2004) 1765-1778 
www.elsevier.com/locat e/camwa 
Factor Analysis 
in Data Mining 
HSlAO-FAN WANG* AND CHINC-YI KUO 
Department of Industrial Engineering and Engineering Management 
National Tsing Hua University, HsinChu, Taiwan, 30043, R.O.C. 
hfwang©ie, nthu. edu. tw 
(Received and accepted May 2003) 
Abst rac t - - In  this study, we propose a method of factor analysis for a huge database so that 
not only the independence among the factors can be ensured and the levels of their importance can 
be measured, but also new factors can be discovered. To measure the independence of the factors, 
statistical relation analysis and the concept of fuzzy set theory are employed. A fuzzy set of ~the 
factors are almost dependent' is used to measure the degree of dependence between factors, and 
then through a hierarchical clustering procedure, the dependent factors are detected and removed. 
rib measure the weights of importance for the independent factors, a supervised feedforward neural 
network is developed. In addition, we design a hierarchical structure to facilitate the extraction of 
new factors when the information of the system is not complete. The applicability of the proposed 
model is evaluated by a case of customers' contribution analysis of a telecom company with 8% error 
rate. © 2004 Elsevier Ltd. All rights reserved. 
Keywords - -Factor  selection and extraction, Neural net learning, Data mining. 
i. INTRODUCTION 
A data mining methodology is used to analyze data sources in order to discover new patterns 
and trends from a huge database of which even the system administrators do not always know 
what  information might be represented at hand [I]. Data  mining is also referred to knowledge 
discovery in databases and to extract previously unknown and potentially useful information from 
a database. Therefore, data mining can also be seen as recognizing of new pattern based on the 
discovery of the unknown information in a database system. Data  classification is an important 
application of data mining [2]. It is a process of finding the common properties among a set of 
objects in a database and classifies a set of data based on their attributes or features. Hence, to 
discover an interesting pattern by knowing what  features affect the system is an essential step. 
Wang and Sugeno [3] have investigated a factor space by the degree a factor belongs to the 
considered set and the relations of the factors in that set. Later on, when Wang [4] applied the 
concept of factors to knowledge representation and pattern recognition, he defined a "feature" 
as a "factor" when the degree of factor belonging to the considered set equals I. Therefore, the 
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term "feature" is a special case of "factor", and thus, we  shall use "factor" in this study to show 
the degree of relevance or importance a factor has in some event of interest. 
Since factor analysis is the most  important step toward pattern recognition [5], the more  pre- 
cisely the factor analysis has been done, the better the performance of clustering or classification 
can be. Furthermore, due to monotonicity, the error of classification will reduce while the number  
of factors increases [6]. However,  an increase of the factor number  will increase the computat ion 
time. Therefore, the purpose of factor analysis is to find the min imum number  of factors which 
can represent a complete information of the whole system. However,  how to effectively select 
sufficient and necessary factors to represent a complete information has been an issue and is our 
a im of study. 
This paper is organized as follows: we  first review the relevant literature of factor analysis and 
discuss its advantages and disadvantage in Section 2. Then,  in Section 3, we  propose a method  of 
factor analysis methodology based on sufficient and necessary conditions. In Section 4, we  shall 
illustrate the proposed method  in terms of a numerical example, and Section 5 has a summary  
and the conclusions. 
2. FACTOR ANALYS IS  
Factor analysis is an essential step towards effective clustering and classification procedures. 
Whi le  the purpose of classification is to reduce the classification error when each pattern is 
assigned to an appropriate class, the main  goal of factor analysis is to find and rank the important 
factors at hand  which can represent the entire real world problem. 
In decision analysis, more  information will reduce decision errors no matter it is important or 
not. However,  an increase of the number  of factors will increase the computat ion time. Therefore, 
we  have to select a sufficient number  of factors which possess two properties: independence and 
importance. Two factors are independent when there is no correlation between them [7] and a 
factor is said to be important if it has higher weight in ranking. Therefore, a dependent (highly 
correlated) and redundant (less important) factor can be removed without significant loss of 
information. In other words, the necessary condition of factor analysis is to find important and 
independent factors whereas the sufficient condition is that these factors are able to represent 
the complete information of a system which can be measured by the amount  of undiscovered 
knowledge. 
There are several developed approaches for factor analysis. Most  conventional approach to 
factor analysis such as probability analysis [8], a Branch and Bound method  [9], sequential forward 
or backward  method  (SFS and SBS)  [6], etc. were developed in the 1970s and 1980s [6]. As  
regards recent development, genetic algorithms (GAs)  have been very useful in finding optimal 
solutions because a GA can search a large space with comparatively less computat ion time [I(}]. 
Different approaches such as artificial neural network and fuzzy logic were developed for different 
purposes. These methods  for factor analysis are outlined in Table I with respect to two criteria 
of independence and importance. Furthermore, in order to compare  their efficiency in use, in 
the last column, we  use 'Y' to indicate that the method  has to be evaluated by the result of 
classification, otherwise, ~N' is used. 
It can be observed that most  of the methods  ignore the property of independence between 
factors except methods  11-14 in Table I, and most  of them rank factors after clustering and 
classification so that the ranking criterion depends on the error rate of a classifier. Unlike other 
research, the WMONLP mode l  proposed by Wang and Lin [11] measures the completeness and 
significance of factors for a system from a probabilistic viewpoint without classifying data a priori.  
Thus, the decision makers can easily know whether the information of a system is complete and 
which in what  levels the factors affect the system. However,  there is lack of a mechan ism for 
decision makers  to extract new factors if they are not sufficient. Besides, the process of model ing 
by their method  is also not easy and it is restricted. 
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Table 1. Summary of factor selection methods. 
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1. BandB [9] 
2. SFS and SBS [6] 
3. DP [6] 
4. Siedlecki and 
Sklansky [10] 
5. SAFER [5] 
6. FET ~ and OFEI [5] 
7. SEFER [5] 
8. Setiono and Liu [12] 
9. AFES [5] 
10. Pal and Kundu [5] 
11. WMONLP [11] 
12. FMOLP [13] 
13. Linkens and Chen [14] 
14. Mikenina and 
Zimmermann [15] 
15. Rezaee t al. [16] 
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Hence, we intend to develop a method that not only considers the independence among the 
factors, but also measures the levels of their importance. Besides, when the factors are not 
sufficient, the model will provide a guideline for users to search new factors. 
3. THE PROPOSED MODEL 
From the aforementioned section, we know that the selected factors should be complete and 
significant. The sufficient condition of completeness requires the selected set of factors to provide 
complete information. The necessary condition of significance requires the selected factors to 
be independent and important. Hence, we propose a method that satisfies the necessary and 
sufficient conditions as described in Figure 1. 
Given Factors ] 
4 
" ~ ~ Factors J I . . . . . . .  I 
O.t,,..ina o. l 
~ n p u t  Factor 
Figure 1. Flow chart of factor analysis. 
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0 Primary Factors @ Secondary Factors 
(~) Aggregated Unknown Factors 
Figure 2. Hierarchical structure of factors. 
In general, the factors of a real world system are granulated hierarchically [17]. For instance, 
factors such as 'state', 'country', and 'city' belong to factor "area"; factors such as 'age', 'sex', 
'weight', and etc. belong to "personal" factor. Here "area" and "personal" are primary factors, 
and 'state', 'city', 'age', 'sex', are secondary factors. Since a data mining technique intends to 
discover the unknown i formation from data in a database by granulation. We consider all of the 
unknown factors a an aggregated factor. For simplicity of illustration, Figure 2 shows a two-level 
hierarchical system of factors where F~ = {F1, F2, . . . ,  FN} is the primary factor set, and F1 = 
{Xll , X12,..., Xlnl } [J {Xlu}, F2 = {x21, x22,... ,  x2,~ } 0 {x2,}, • • , FN = {xxl, XN2,... ,  XN~N } 0 
{XN~} are secondary factors in which x~ is an aggregated unknown factor for all i in order 
to present he unknown information of a data mining system. Normally, primary factors are 
conceptual whereas econdary factors are measurable, and thus, they are proxy factors. 
Based on the criteria of significance and completeness, a detailed description of the proposed 
method is presented in Figure 1 and is illustrated in the following sections. 
3.1. Measure  of Independence  
It is necessary to have factors independent when they are selected into a system at the same 
time. The dependent factors can be neglected not only because of their insignificant but also 
in order to reduce the complexity in a data mining process. To consider the independence of
factors, the higher the level of independence among factors is, the better the representation of 
these factors becomes. Based on Theorems 1 and 2 [7] below, the independence of factors can be 
measured by their pairwise correlation. 
THEOREM 1. If two random variables X1 and X2 are independent, hen the correlation be- 
tween X1 and X2 is equal to 0. 
THEOREM 2. If X1 and X~ are random variables, and each has normal distribution and if the 
correlation between X1 and X2 is equal to 0, then X1 and X2 are independent. 
From a statistical point of view, the correlation of secondary factors ¢ij land xi/2 in respect o 
primary factor Fm is measured by the correlation coefficient defined by [18] 
Cov(x~jl, x~j2) where i = 1, 2 , . . . ,  N. (1) 
~,5,,~J2 v/Var(x~j,) Var(z~j~) 
From Theorem 2, we know that if factors xijl and xij2 are independent, hen rijl,ij 2 = O. 
However, in reality, it is not easy to satisfy such condition. Hence, we define a fuzzy set .4 = 
"factors which are almost dependent" with membership function #A(r) defined as equation (2) 
to detect he dependent factors: 
b- -x /~- r  2, 0<r<a,  
1 - b (2)  
b+~x/ (1 -a )  2 - (1 - r )  2, a_<r < 1; 
where a, b E [0, 1], r = [r~jl,~j~ [, for all i and j. 
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A fuzzy relation matrix Ai can be constructed as (3) below to represent the level of dependence 
between each pair of secondary factors in respect o the primary factor i. 
1 ~12 P13 • • • /-tin ]
#21 1 #2a "'" #2,~ j |
-'4i = I~31L #n' ~32 1 ' ' . . . .  "'. #inJ. .  " (3) 
For each fuzzy relation matrix, a hierarchical clustering method [19] with a chosen threshold 
dependency level is used to detect the dependent factors. Different values of the threshold 
dependency level form different numbers of clusters. It is suggested to choose the one that 
maximizes the following criterion: 
C jl,j2E \j~ECjl,j2E j2,Cjl#Cj2 
(4) 
where the first term indicates the within-cluster dependence; the second term is the between- 
cluster independence; and C denotes the total clusters. The idea is to maximize the degrees of 
dependence of the factors in the same cluster as well as the degrees of independence of factors 
among different clusters. 
In order to be completely classified, a fuzzy relation matrix should be a fuzzy similitude matrix 
defined to satisfy the properties of symmetry, reflectivity, and transitivity [20]. Hence, when -4i 
does not satisfy this condition, it should be transferred into a similitude matrix by obtaining .~}m) 
which is the closure of Ai defined in equation (4). 
~m) __ m -p -- @p=lAi, where 0 is a power sum operator. (5) 
THEOREM 3. TRANSTIVITY CLOSURE. (See [20].) For an m x m fazzy matrix .4 :> i, 
/ < t i  < . . .  _< 7. ~-~ = ~i "~ = i i  ~+1 . . . .  (6) 
Based on Theorem 3, 
f ip  ~ -~ 7.p -1. = Gp=lAi = (7) 
When the dependent factors are detected, we shall determine which factors should be deleted 
because of their low degree of importance such that the information loss will be minimum. By 
considering the importance of each dependent factor with respect o the system output, we 
measure the coefficient of determination between each dependent factor as follows. 
DEFINITION l. (See [18].) The coel~cient of determination of factor x is the proportion of the 
sum of the squared deviations of the y values from their predicted values ~ that can be attributed 
to a linear relation between y and x as defined by 
r2 SSyy - SSE SSE 
x~ = sG~ : 1 - ss~---~' where SS~ : ~(y~ - ~)2, SSE : ~(y~ - ~d.  (S) 
2 is, the larger the proportion of variation of the system output that the Hence, the higher the r~v 
factor explains, and the larger the amount  of information the factor contributes to the prediction 
of the system output (y). Therefore, the dependent factors can be removed because of their 
unimportance, whereas factors with the larger degree of determination remain in the system. 
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3.2. Measure  of Impor tance  
Once the significant factors are selected, we would like to know their degrees of importance. 
The degree of importance of an aggregated unknown factor refers to the proportion of unknown 
information to be investigated. As regard the issue of how to discover such factors, we propose 
to use the conceptual primary factor as a guideline. 
A supervised neural network has learning ability when a desired goal is given. Therefore, we 
adopt it to learn the weights of importance of the significant factors. The supervised multilayer 
learning network is designed to consist of three major components: input layer, hidden layer, 
and output layer. The nodes in the input layer are the independent secondary factors, including 
the aggregated unknown factor. Based on the factor structure of Figure 2, the model of this 
network is shown in Figure 3. The supervised learning model is a feedforward neural network 
which consists of N primary factors (hidden layer nodes), n i  secondary factors (input nodes) in 
respect to pr imary factor i, and K output nodes. 
---> 
INPUT 
Seconda~ 
Factom 
---) 
OUTPUT 
Figure 3. Neural network structure of factor analysis. 
Each layer I has its own weight matrix w (z), a net input vector v(0, which are aggregated by 
an activation function f(l) to obtain an output vector y(Z). Note that X is the input vector of 
the network. The  output of the/th layer is 
(9) 
Hence, the output of the first (hidden) layer and the secondary (output) layer are 
y(1) ~ (z) = f(1) ~ (1) --~" Yi  ~ Wi j  " X i j  , 
i=1 j= l  
y(2) = y(k2) = f(2) y}l) 
k=l ~=1 
(I0) 
(11) 
In neural network learning, w (0 is adjustable parameters and the activation functions f(0 are 
chosen to satisfy some specification of problem that the network is attempting to solve [21]. 
Because the value of each secondary factor has different scales and ranges, in order to aggregate 
each secondary factor to pr imary factors in the hidden layer, the scale of each secondary factor 
should be normalized to [0,I] before it begins to learn the weights. .~ is the input matrix from 
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the raw database with Q training data for each secondary factor j. By normalizing the scale of 
each secondary factor, X is transferred into X as the input matrix of the neural network with 
X( i j ) (q  ) ~--- 
fi[ = [x(ij)(q ] , X = [x(iy)(q)] , q = 1 . . . . .  Q, (12) 
X" 
(ij)(q) (13) { } { } x '  x ~ ' - m in  x '  , ' , ' max (~3)(,), (ij)(2)'''" 'X ( i j ) (Q)  (ij)(1) X( i j ) (2 )  "" "' X ( i j ) (O)  
In supervised learning, we use the input/output vectors determined by {xl,dl}, {x2, d2},... ,  
{xQ, do} to train the network where dq is the qth desired output. The back-propagation learning 
rule is useful when the neural network is a multilayer with nonlinear activation function [21]. 
The performance index of a back-propagation network is to minimize the mean square error. 
The weight update function of the l th layer and qth pattern is defined in (14) and note that 
{(x) 1/2 Q d ~-- " Eq=l  ( q --  Xq) 2 is the approximation of the mean square error. 
w(0(q) = wU)(q-  1) +q.  6 (0- y(l-1) 
O~(x), and is learning rate. 5(0 is local gradient defined by ~ww q 
(14) 
After training the network, the weights of importance of each factor over the whole training data 
will be learned. Then, the weights of the first layer can be transferred into relative weights to 
show the importance of each secondary factor with respect o the primary factors by 
W/(1) _._= g w~,lj)__?_ wi ,  u(1) , Vi ,  i .= 1, . . . ,N ,  (15) 
j=l 
W{ 1} 
with relative weights #i,3 = ~,  for all i,j,#~,j E [0, 1] w,'- 
(16) 
(i) 
and #i,u - ~-~1% ' i = 1,..., N for the aggregated unknown factor. w,,- 
(lr) 
These factors with relatively small weights of importance are defined to be redundant (less 
important), and thus, can be ignored. To determine the important factors, the parameters 
jSie [0, nil are defined for each primary factor i [13]. A secondary factor with relative weight 
Izi,j >_ /si/ni is suggested to be an important factor. Therefore, if/5i equals zero, the factors 
which posses nonzero weights of importance are considered to be important; while if/5i equals 
one, 1/ni is the possibility of uniform distribution with ni factors in respect o the primary 
factor i. When/5i equals n~, there is only one secondary factor that is the most important one to 
be selected. In other words, a secondary factor with relatively small weight of importance, that 
is #~j </si/ni,  can be regarded as a redundant factor and deleted. To reduce the complexity of 
the model, a parameter/3 can be defined as/5 =/5i for each primary factor i to determine the 
level of importance of each secondary factor. 
After removing redundant factors and retraining the network, the network will be tested against 
some testing data. Because of removing some factors, the error rate of the neural network model 
may increase because some information may have been lost. The less the importance of the 
redundant factors is, the less is the influence of the system. Hence, removing the redundant 
factors will not cause large amount of information loss. Adjustment of the/5 value will allow us 
to tradeoff between the amount of information loss and the degree of computational complexity. 
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3.3. Measure  of Completeness  
If the information is not complete, it means  that the factors that represent the system are not 
sufficient, and thus, one has to find other factors. Since the unknown factors are granulated into 
an aggregated secondary factor, when the weight of the aggregated unknown factor is relatively 
high, we  have to investigate more  factors. That  is, we  need to extract information from the data 
mining process. However,  is there any guideline to do this? 
Since fl shows the level of importance of each pr imary factor i, and  a secondary factor with 
relative weight pi,j >__ fl~/ni is suggested as an important factor. Therefore, we  can define the 
concept of the complete information as follows. 
DEFINITION 2. The information of a system is complete if the weights of the aggregated unknown 
factors, u, are #i,u < ~/n~ for all primary factors i where ni is the number of secondary factors 
in each pr imary factor i, and fl~ E [0, hi]. 
Therefore, when #i,u >_ ~/n i  for a particular pr imary factor i, it implies that this conceptual 
pr imary factor describes some important unknown information. Thus, extracting new factors 
based on this pr imary factor becomes  a guided and feasible process. After a new factor is ex- 
tracted, because it becomes  one of the factors in the secondary factor set, we  have to remeasure 
the independence for this new factor and continue the procedure until all of the remaining un- 
known factors in respect to the pr imary factors become redundant  with #i,~ </3i/n~. 
When the unknown factors are investigated and are placed into the set of known factors at 
each iteration, the total weight of known factors will increase and the weight of importance of 
the unknown factor will decrease because of the relation 
ni  
~#i , j  + #i,= = 1. (18) 
j=l 
Therefore, for iteration m, we have #~,~(m+ 1)/#~,~(m) ~ 1, and for a large m, #i,u will converge 
to the level of 0i = fl/ni. 
3.4. Summary  and Eva luat ion  of the  Proposed  Mode l  
In summary, we may outline our proposed method as follows. 
STEP 1. Set m = 1. Evaluate the pairwise correlation of secondary factors for each pair of 
secondary factors, and construct a fuzzy matrix A to show the independence among factors. 
STEP 2. Use the hierarchical clustering method to detect dependent factors. If the factors are 
dependent, go to the next step. Otherwise, go to Step 4. 
STEP 3. Evaluate the coefficient of dete~nination of each dependent factor and remove the 
insignificant secondary factors, and go to next step. 
STEP 4. Use the independent factors as the input of the neural network. 
STEP 5. Use the supervised neural network to learn the weights of importance of each factor. 
Input the level of importance /3 and the level of convergence 0i, and calculate the amount of 
information. 
STEP 6. Remove the redundant factors. If the increase of the error rate of the neural network 
is too large from the user's point of view, go to Step 5 and adjust fl to a more restricted level. 
Otherwise, go to the next step. 
STEP 7. If #i,u >-- ~/ni for the unknown factor xi,~ with respect o primary factor i, investigate 
a new factor and set m = m+l .  Go to Step 1. Otherwise, stop. 
Since the selected factors should be significant and sufficient, our procedure has been designed 
so that these two criteria are satisfied. In the meantime, we can remove the less important 
factors and investigate important unknown factors by using the conceptual primary factors as a 
guideline. 
Regarding the efficiency of our procedure, we have the following observation. 
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LEMMA 1. To measure the independence among the factors, the complexity of computing the 
correlation between each pair of secondary factors of every primary factor step is O(n2). 
PROOF. Assume n~ is the number of secondary factors in respect o the ith pr imary factor for 
i = 1 ,2 , . . . ,N  with n -- max{n l ,n2 , . . . ,nN}.  
If the complexity T of measuring the independence is measured by the total  number of mea- 
suring the correlation coefficient between secondary factors, 
N 
n! N 
T=C~ I+C~ ~+- - .+C~ N=~C~ ~_<gxC~=y. (n_2) !2!  =-2 '  (n2-n)=O(n2)"  
i=1 
LEMMA 2. To measure the importance of each factor, the complexity of the designed neural 
network model is O(n). 
PROOF. Let ni be the number of secondary factors respect o ith pr imary factor for i=1 ,  2 , . . . ,  N. 
N is the total  number of pr imary factors. K is the number of output nodes and n = max(n1, n2, 
. . . ,  ng},  then we have the following. 
(1) The operation time of multipl ication and addit ion at layer 1 is 
N 
n l+(n l - -1 )+n2+(n2- -1 )+ ' . -+nN+(nN- -1 )=2En i - -N<_2Nn- -N .  
i=l 
(2) The operation t ime of multipl ication and addit ion at layer 2 is 
iN+ (N-  1)] x K : (2N-  1) x K. 
(3) Assume the operation time of an activation function is t. The total  operation time of 
all the activation functions in the network equals (N + K)  x t and is a constant. If the 
activation function is linear, then t = 0. 
(4) Total t ime of the network iteration _< 2Nn - N + (2N - 1) x K + (N + K)  x t = O(n), 
where N and K are constant. 
Therefore, the effectiveness of our procedure is that  the independent and important  factors can 
represent the complete information of a system in a polynomial t ime complexity. 
4.  NUMERICAL  ILLUSTRATION 
In this section, a case of the customers' contribution demand analysis of an international 
telecom marketing system fl'om a telecom company will be used to demonstrate our proposed 
method. Table 2 shows the factors being considered in the system of which the first column lists 
the pr imary factors, and the second column shows the secondary factors, respectively. It can be 
noted that in 'business factor' and  'occupation factor', there exists 'others' as those aggregated 
unknown factors. Because  the database of this te lecom company is not complete, for the t ime 
being we use artificial data as the input data of each factor. 
Table 2. Factors of demand analysis of international telecom marketing system. 
Primary Factor Secondary Factor (x~j) 
FI: Spatial 
F2: Time 
F3: Customer 
F4: Business 
F5: Occupation 
1. State 2. Country 3. Carriers 4. Subagency 5. District 6. Retailer 
Expenditure of 1. Month 2. Season 3. Half-year 4. A year 5. Several years 
6. General slot 7. Discount slot 8. Special slot 9. Day 10. Holiday 11. Duration 
1. Homesite 2. Nonhomesite 3. Nonbusiness 
1. Rent circuit 2.1-008 3. Telegram 4. Local comsat. 5. Universal Inf. 6. Universal VNS 
7. Fax 8. TV rebroadcast 9. Others 
1. Manufacturing 2.E-information 3.Business 4. Tourism 5. Financial and assurance 
6. Transportation 7. Government 8. Telecom 9. Engineering 10. Mass communication 
11. Others 
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Table  3. Fuzzy  relation matr ix  of 'time factor'. 
F2: Time 1 2 3 4 5 6 7 8 9 10 11 
1 1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
0.828 
1 
0.770 0.765 0.788 0.009 0.016 0.045 0.810 0.073 
0.814 0.794 0.827 0.047 0.006 0.047 0.092 0.078 
1 0.756 0.773 0.049 0.047 0.510 0.100 0.078 
1 0.761 0.011 0.014 0.058 0.099 0.095 
1 0.009 0.004 0.039 0.111 0.112 
1 0.065 0.013 0.012 0.450 
1 0.012 0.076 0.044 
1 0.002 0.002 
1 0.622 
1 
0.024 
0.008 
9,011 
0.028 
0.023 
0.037 
0.039 
0.071 
0.008 
0.021 
1 
Table 4. Different threshold values of clusters of 't ime factor'. 
Threshold Dependence in 
Values Clusters the Same 
Cluster 
Independence 
Between 
Clusters 
Total 
[0, 0.009] {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11} 23.003 
(0.007, 0.011] {1, 2, 3, 4, 5, 9, 10}{6, 7, 8, 11} 21.383 
(0.011, 0.013] {1, 2, 3, 4, 5, 9, 10}{6, 7, 11}{8} 21.287 
(0.013, 0.037] {1, 2, 3, 4, 5, 9, 10}{7, 11}{6}{8} 21.185 
(0.037, 0.065] {1, 2, 3, 4, 5, 9, 10}{6}{7}{8}{11} 21.146 
(0.065, 0.510] {1, 2, 3, 4, 5}{9, 10}{6}{7}{8}{11} 19.498 
(0.510, 0.622] {1, 2, 3,4, 5}{6}{7}{8}{9}{10}{11} 18.876 
(0.622, 0.765] {1, 2, 3, 5}{4}{6}{7}{8}{9}{10}{11} 15.800 
(0.765, 0.773] {1, 2, 5}{3}{4}{6}{7}{8}{9}{10}{11} 13.443 
(0.773, 0.788] {2, 5}{1}{3}{4}{6}{7}{8}{9}{10}{11} 11.827 
(0.788, 0.828] {1}{2}{3}{4}{5}{6}{7}{8}{9}{10}{11} 11.000 
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Figure 4. Diagram of different hreshold values of clusters. 
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Table 5. Coefficient of determination f dependent factors. 
Factors x21 x22" x23 x24 x25 0c29 x2,10* 
0.07 0.12 Determination 0.28 0.32 0.25 0.23 0.27 
Error Rat~ 
0.6 
0.5 
0.4 
0.3 
0.2 
0.1 
0 
50 
' ~ ' ~ ' ' Data 
100 150 200 250 300 350 400 450 500 550 
Figure 5. Learning result of the neural network. 
First, based on membersh ip  function (2) the dependent factors are detected and we find that 
the secondary factors of 'time factor' are dependent as shown in Table 3. By  using the hierarchical 
clustering method,  Table 4 shows different threshold values of clusters and Figure 4 is the cor- 
responding diagram. The best clustering is {{x21, x22, x23, x24, x25}{x29, x2,10}{x26}{x27}{x2s} 
{x2,11 }} with maximal value of the total intra-cluster dependence and inter-cluster independence. 
Next, we measure the coefficient of determination ofthese dependent factors in {x21, x22, x23, x24, 
x2~} and {x2g, x2,10} (Table 5) and remain the factor with the largest coefficients of determina- 
tion in predicting the customers' contribution. Based on the criteria of significance defined in (8), 
we delete factors X21, X23, X24, X25, and X29 and consider X22, X26, X27, X28, X2,10, and  x2,11 as 
the significant factors. 
Next, after removing the dependent factors, we use the remaining factors as input nodes of 
the neural network to learn the weights of importance. Table 6a shows the target weight of each 
factor we used when generating the input data to determine the value of customers' contribution. 
The input values of 'others' factor (aggregated unknown factor) are random numbers between 
[0,1]. To determine the weight of importance of each secondary factor, we use 80% training data 
and 20% of the data to test the model with learning rate 0.02. The activation functions of the 
first layer and output layer are both linear. The learning result is shown in Figure 5. It can be 
noted that when the training data points exceed 200, the error rate approaches to a steady state 
of 8%. By giving fl = 0.9, the redundant factors with small weights of importance are detected 
and removed. Table 6b shows the learning weights of important factors for 500 training data 
points. 
Furthermore, in order to satisfy the sufficient condition of completeness, we have to check if 
the information is complete. When the information of a particular primary factor is incomplete, 
which is shown by the relatively large weight of the aggregated unknown factor, we view the 
primary factors as guidelines to discover new factors since they are conceptual. After training 
the network for 500 data points with learning rate 0.02, Table 7a shows the learning weight of 
the aggregated unknown factor of the important secondary factors in respect o 'business factor', 
F4, is 0.16. Because this is greater than the level of fl/n -- 0.9/9 = 0.1, by Definition 2, the 
information is not complete. Hence, additional secondary factors need to be investigated from 
the aspect of the 4 th primary factor, 'business factor'. 
Hence, we investigate a new secondary factor 'international communication' for 'business fac- 
tor', which leads to a lower weight of aggregated unknown factor x4u with 0.05 (Table 7b). Since 
the unknown factor becomes a redundant factor, it can be ignored and the information of the 
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Table 6a. Target weights of factors. 
Primary Factor 
FI: Spatial .08 
F2: Time .34 
F3: Customer .12 
F4: Business .17 
F5: Occupation .29_ 
Secondary Factor (xij) 
1 2 3 4 5 6 7 8 9 10 11 
.10 .30 .15 .I0 .30 .05 
0 .29 0 0 0 .19 ,05 .02 0 .20 .25 
.20 .30 .50 
• 20 .10 .05 .10 .02 .02 ,15 .15 .21 
.10 .10 .05 .I2 .19 .05 .02 .12 .05 .10 .02 
Table 6b. Learning weights of important factors. 
Primary Factor 
FI: Spatial .11 
F2: Time .35 
F3: Customer .15 
F4: Business .16 
F5: Occupation .23 
Secondary Factor (x~j) 
1 2 3 4 5 6 7 8 9 10 11 
.15 .17 .17 .17 .17 .17 
.32 .20 .21 .27 
.25 .75 
.33 .14 .23 .14 .16 
.10 .12 .07 .25 .23 .16 .10 
Table 7a. Learning result of unknown factor. 
Secondary Factor (xlj) 
Primary Factor 
1 2 3 4 5 6 7 8 9.Unknown 
F4: Business .33 .14 .23 .14 .16 
Table 7b. Learning result of extracted new factor. 
Primary Factor Secondary Factor (x~j) 
1 2 3 4 5 6 7 8 New Unknown 
F4: Business .28 .10 .21 .13 .23 .05 
system is complete. Apparently, for primary factors, ~time factor' is the most important factor, 
and 'occupation factor' is the second. Also, with respect o each primary factor, we know how 
important each secondary factor is. For instance, customers whose 'occupation' is tourism (xs4) 
have the largest contribution than the others. 
Furthermore, for comparison, we use the most commonly used statistics regression model to 
predict he customers' contribution (y) as shown in equation (19). The error rate of the regression 
model is about 6% when using the same 500 data points. Although the accuracy of the regression 
model is slightly better than that of the neural network, the regression model cannot perform 
a hierarchical structure of factors, and thus, is difficult to provide information for searching for 
new factors. 
1) = 10.0 4- 0.48xn 4- 0.24x13 4- 0.32x14 - 0.24Xls 4- 3.36x16 4- 9.86x22 4- 6.46x26 
4-1.70x27 4- 0.68x2s 4- 6.8x2,10 4- 8.5x2,11 - 3.6x31 - 2.40x32 4- 3.23x41 - 1.70x42 
(t9) 
4-0.68X4a - 1.70x44 - 0.17x45 - 3.06x46 4- 2.38x47 - 0.84X4s 4- 2.32x51 4- 2.32Xs2 
4-0.87x53 4- 5.22x54 - 4.93x55 4- 0.87x56 4- 3.77x5s 4- 0.87x59 4- 2.32xs,t0. 
In this case, a supervised multilayer learning network is designed to learn the weights of impor- 
tance of each factor while the weight of unknown aggregated factor shows how much unknown 
information is in the system. The higher the weight of a factor is, the more important is the 
factor. Hence, the redundant (less important) factors can be detected and removed. Also, as we 
investigate more factors, the amount of information increases. 
Although the data of this case is partially generated, it does not affect our demonstration a d 
evaluation of the proposed procedure. By measuring the independence and importance of factors, 
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the mode l  we  proposed can select the significant factors which can provide complete information 
from a large database system. Also, by using the hierarchical structure of the factors, we  provided 
a data mining approach for discovering new factors when the conceptual pr imary factor is used 
as a guideline. 
5. CONCLUSION 
To discover new patterns from a huge database by knowing what factors affect the system and 
what information should be extracted is an essential step in data mining. The more precisely 
a factor analysis is done, the better the performance of the clustering and the classification in 
pattern recognition becomes. In factor analysis, the selected factors should be significant and 
complete. The necessary condition of significance requires the selected factors to be independent 
and important while the sufficient condition of completeness would provide complete information. 
In this study, we proposed a method to select and extract factors from a large database based 
on necessary and sufficient conditions of significance and completeness, respectively. To satisfy 
the necessary condition, a fuzzy set is defined on the pairwise correlation to detect and remove 
the dependent factors. Also, by making use of the advantages of supervised neural networks, we 
have designed a neural network model with an unknown factor to rank the independent factors 
by learning weights of importance so that those unknown factors can be detected and discovered 
under the guideline of the respective primary factors. Hence, the unknown information can be 
extracted in order to obtain the complete information in the system under study. In addition, the 
proposed model can be extended to more than two levels in hierarchical factor structure which 
facilitates factor mining in complex systems. 
For illustration and comparison, the case of analyzing the customers' contribution in telecom 
marketing system is used. Among a total of 40 considered factors, 15 dependent and redundant 
factors have been discovered and removed but without loss of information. Also, in order to 
achieve the completeness of system information, a new factor of 'international communication'  
has been investigated with respect to the required completeness information of the conceptual 
pr imary factor, 'business'. A regression model  was built and compared  with the proposed model. 
The  accuracy of these two models is similar, but the structure of our proposed method facilitates 
the extraction of new factors. 
Further studies are planned to focus on three directions: 
(i) how to use real data to verify our model; 
(2) how to strengthen the flexibility of mode l  by incorporating fuzzy set technology so that 
by fuzzifying the output of the NN models, the tolerance of the contribution of customers 
can be analyzed; 
(3) how to extend the application to classification and prediction so that the knowledge dis- 
covered by the proposed method can be more  useful. 
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