Abstract. We extend the notion of the compressed zero-divisor graph Θ(R) to noncommutative rings in a way that still induces a product preserving functor Θ from the category of finite unital rings to the category of directed graphs. For a finite field F , we investigate the properties of Θ(Mn(F )), the graph of the matrix ring over F , and give a purely graph-theoretic characterization of this graph when n = 3. For n = 2 we prove that every graph automorphism of Θ(Mn(F )) is induced by a ring automorphism of Mn(F ). We also show that for finite unital rings R and S, where S is semisimple and has no homomorphic image isomorphic to a field, if Θ(R) ∼ = Θ(S), then R ∼ = S. In particular, this holds if S = Mn(F ) with n = 1.
Introduction
The zero-divisor graph of a unital commutative ring K was first introduced in 1988 by Beck [10] as a tool to study the structure of the ring. His graph G(K) is a simple graph with vertex set K where two distinct vertices are adjacent if and only if their product is equal to 0. Beck studied the chromatic number and the clique number of this graph. Later Anderson and Livingston [9] modified Beck's definition and defined a simple graph Γ(K) by taking only nonzero zero-divisors of K as the vertex set and leaving the definition of edges the same. The properties of Γ(K) were subsequently studied by several authors [2, 3, 6, 9, 28] . In particular, the isomorphism problem for such graphs has been considered in [6] and solved for finite reduced rings. For more results on these graphs we refer the reader to a survey paper [1] .
To further reduce the size of the graph, Mulay [24] introduced the graph of equivalence classes of zero-divisors Γ E (K), which was later called compressed zero-divisor graph by Anderson and LaGrange [7] . The vertex set of Γ E (K) is the set of all equivalence classes of nonzero zero-divisors of K, where two zero-divisors are equivalent if and only they have the same annihilator in K. Two equivalence classes [x] and [y] are adjacent in Γ E (K) if and only if xy = 0. Thus Γ E (K) is obtained from Γ(K) by compressing the vertices of Γ(K) with the same neighbourhood in Γ(K) into one vertex. Compressed zero-divisor graphs were extensively studied in [7, 8, 16, 29] .
The advantage of Γ E (K) is that it may be much smaller than Γ(K). In particular, Γ E (K) can be a finite graph even if K is an infinite ring and Γ(K) an infinite graph. However, the disadvantage of this type of compression is that Γ E cannot be extended in a natural way to a functor from the category of commutative unital rings to the category of graphs. There are two reasons for this. Firstly, only zero-divisors are included in the definition of Γ E (K), however a homomorphic image of a zero-divisor can easily be invertible. And secondly, the graph is compressed too much, since the homomorphic image of two equivalent zero-divisors need not be equivalent in general. To overcome this shortcoming, a new type of compressed zero-divisor graph Θ(K) of a commutative unital ring was recently introduced by the authors in [18] . We recall the definition of Θ(K) for finite rings, the definition for infinite rings can be found in [18, Definition 6.1] . The vertex set of Θ(K) is the set of associatedness classes of all elements of K. Recall that two elements a, b ∈ K are associated, denoted a ∼ b, if a = bu for some invertible element u ∈ K. Two associatedness classes [a] ∼ and [b] ∼ (not necessarily distinct) are adjacent in Θ(K) if and only if ab = 0. It was proved in [18] that this construction extends to a product preserving functor Θ from the category of finite commutative unital rings to the category of graphs, and that the compression by associatedness relation is the optimal for this purpose. The graph structure of Θ(K) was used to characterize important classes of finite commutative rings, namely, local rings and principal ideal rings.
There are also several other graphs constructions over commutative rings related to the zero-divisor graph that appear in the literature, see [11, 17, 26] .
In 2002 Redmond [25] extended the concept of zero-divisor graphs to noncommutative rings. For a general unital ring R he defined a simple directed graph Γ(R) and a simple undirected graph Γ(R) as follows. The vertex set of both graphs is the set of all nonzero zero-divisors of R. In Γ(R) there is a directed edge x → y if and only if x = y and xy = 0, while in Γ(R) there is an undirected edge x − y if and only if x = y and either xy = 0 or yx = 0. Properties of these graphs have been studied in [4, 5, 14, 23, 27] . Most attention has been devoted to matrix rings either over fields or over general commutative unital rings, but other ring such as group rings, polynomial rings etc. have been considered as well.
Recently, Ma, Wang and Zhou [23, Definition 2.5] extended the notion of compressed zero-divisor graph Γ E (K) to noncommutative rings. For a noncommutative ring R graph Γ E (R) is a compression of Γ(R) by an equivalence relation where two zero-divisors are equivalent if and only if they have the same left annihilator and the same right annihilator in R. They described the connection between the automorphism groups of Γ E (M ) and Γ(M ) where M is the ring of 2 × 2 matrices over a finite field.
In this paper we extend the notion of the compressed zero-divisor graph Θ(K) to noncommutative unital rings (see Definitions 2.5 for finite rings and Definition 6.1 for infinite rings) in order to obtain a functor Θ from the category of finite unital rings to the category of directed graphs. All the relevant definitions are contained in Section 2, where we also show that functor Θ enjoys similar properties as in the commutative case, namely, it preserves finite products in both directions (see Propositions 2.8 and 2.9).
In Section 3 we discuss the properties of the compressed zero-divisor graph Θ(M n (F )) of the ring of n × n matrices over a finite field F . We show that it can be described in terms of pairs of vector subspaces of F n , which makes it easier to work with and allows us to bring projective geometry into play later on. We determine the number of vertices of Θ(M n (F )), the sizes of their neighbourhoods, the existence of Hamiltonian paths and cycles in Θ(M n (F )), the size of largest directed cliques, and the size of smallest dominating sets. In Section 4 we give a purely graph-theoretic characterization of graph Θ(M n (F )) for n = 3, with no reference to the ring structure whatsoever (see Theorem 4.2) . To the best of our knowledge this is the first result of this kind for matrix rings.
In Section 5 we study two standard questions; (1) Does Θ(R) ∼ = Θ(S) imply R ∼ = S? and (2) Is any graph automorphism of Θ(R) induced by a ring automorphism of R? We answer question (1) positively when S = M n (F ), a matrix ring over a finite field F , with n = 1, and more generally when S is a semisimple finite ring with no homomorphic image isomorphic to a field (see Theorems 5.2 and 5.4). We also give a positive answer to question (2) when R = M n (F ) with n = 2 (see Theorem 5.1). Lastly, in Section 6 we discuss the definition of Θ(R) for infinite rings.
Definition and categorial properties of Θ(R)
Throughout the paper, F will denote a general finite field, and for a prime power q > 1, F q will denote the unique finite field with q elements. Unless specified otherwise, all rings will be finite unital rings, except in the last section, where we discuss the definition of Θ(R) for infinite rings. In this section we will extend some of the categorial results obtained in [18] to noncommutative rings. We first need an appropriate equivalence relation to compress the zero divisor graph Γ(R). We remark that our graphs will primarily be directed graphs.
Let ∼ denote a relation on a finite unital ring R, defined by a ∼ b if and only if a = bu = vb for some units u and v. Observe that on a commutative ring, the relation ∼ is just the associatedness relation, so there should be no confusion if we use the same notation for the relation as was used in the commutative setting in [18] . We claim that relation ∼ is an equivalence relation. Reflexivity is obvious. The relation is symmetric since the equality x = yu = vy, where u and v are units, implies y = xu −1 = v −1 x. If x ∼ y and y ∼ z, then x = yu = vy and y = zs = tz for some units u, v, s, t, hence x = z (su) = (vt) z. This implies x ∼ z, so the relation is also transitive. The equivalence class of an element a with respect to ∼ will be denoted simply by [a] , while the equivalence class with respect to any other equivalence relation ≈ will be denoted by [a] ≈ .
The following proposition shows that, at least on matrix rings over fields, the relation ∼ is the best possible equivalence relation to compress the zerodivisor graph because it will compress the graph as much as possible in a way that edges will be well-defined by zero products. Proposition 2.1. Let ≈ be an equivalence relation on the ring R = M n (F ) such that for all x, y, z, w ∈ R, x ≈ z, y ≈ w and xy = 0 imply zw = 0. Then for any a, b ∈ R, a ≈ b implies a ∼ b.
Proof. Let a ≈ b. Since the ring M n (F ) is unit-regular, element a can be written as a = es, where e 2 = e and s is a unit. Then 1 − e ≈ 1 − e, a ≈ b and (1 − e) a = 0 imply (1 − e) b = 0, so b = eb = as −1 b ∈ aR. Since ≈ is symmetric, we also have a ∈ bR, hence aR = bR. This means that matrices a and b have the same image, so there is an invertible matrix u such that a = bu. Similarly, there is an invertible matrix v, such that a = vb.
Next we show that if we want to obtain a functor, the relation ∼ is the best possible also on products of finite unital algebras over fields. This partially generalizes [18, Proposition 3.1]. Before we can state the result, we need the following auxiliary proposition. We denote by ann ℓ a and ann r a the left and right annihilator of a respectively. Proposition 2.2. Let R be a finite unital ring and a, b ∈ R. Then aR = bR if and only if a = bu for some invertible element u ∈ R.
Proof. The if part of the claim is obvious. To prove the only if part, assume that aR = bR. Choose x, y ∈ R such that a = bx and b = ay. Then b(1 − xy) = 0, so 1 − xy is an element of ann r b, which is a right ideal of R. This implies that 1 ∈ xR + ann r b, hence xR + ann r b = R. Every finite unital ring is (left) artinian and hence semilocal, so by Bass' Theorem (see [22, Theorem 20.9] ), the coset x + ann r b contains an invertible element of R, say u = x + z, where z ∈ ann r b. Multiplying from the left by b we obtain bu = bx = a.
In what follows, the category of finite unital rings and unital ring homomorphisms will be denoted by FinRing and the category of directed graphs and graph homomorphisms will be denoted by Digraph. Proposition 2.3. For every R ∈ objFinRing let ≈ R be an equivalence relation on R, such that the family {≈ R } R∈objFinRing induces a well-defined functor T : FinRing → Digraph in the following way. (
If A ∈ objFinRing is a direct product of finite unital algebras over possibly different fields, then a ≈ A b implies a ∼ b.
Proof. First, suppose A is an algebra over a field F . Let End F (A) denote the algebra of all
Since A is finite dimensional vector space over F , the algebra End F (A) is isomorphic to a matrix algebra. By (i) the conditions of Proposition 2.1 are satisfied.
. Applying these maps to 1 ∈ A, we get a = b · U (1) = V (b). This implies a ∈ bA. Since ≈ A is symmetric, we also have b ∈ aA. Therefore, aA = bA and Proposition 2.2 implies a = bu for some invertible element u. Similarly, using right regular representation R : A → End F (A) op , where End F (A) op denotes the opposite algebra of End F (A), we obtain Aa = Ab. By a left-hand sided version of Proposition 2.2 we get a = vb for some invertible element v. This shows that a ∼ b. To answer Question 2.4 it would suffice to consider the endomorphism ring End Z (H p ) of a finite abelian p-group H p (where p is a prime), i.e. a group of the form
A is an arbitrary finite unital ring, then by the classification of finite abelian groups, the additive group of A is isomorphic to a direct product
where p 1 , p 2 , . . . , p n are distinct prime numbers and each H p i is a finite abelian p i -group. Since p i are distinct, it follows that
If every End Z (H p i ) satisfies the conclusion of Proposition 2.3, then so does their direct product End Z (A) (see the end of the proof of Proposition 2.3). Hence, a similar argument as in the proof of Proposition 2.3 would show that A also satisfies the conclusion of Proposition 2.3. We remark that the structure of End Z (H p ) and the invertible elements of End Z (H p ) were described by Hillar and Rhea in [20] .
Propositions 2.1 and 2.3 motivate us to define a compressed zero-divisor graph of finite unital rings in the following way. Observe that edges in Θ (R) and Θ (R) are well-defined because if x 1 ∼ y 1 , x 2 ∼ y 2 , and x 1 x 2 = 0, then y 1 = vx 1 and y 2 = x 2 u for some units u, v, so y 1 y 2 = (vx 1 ) (x 2 u) = v (x 1 x 2 ) u = 0. However, unlike in the commutative setting, the equivalence classes do not naturally form a monoid, because the
Remark 2.6. Let K be a commutative ring. If we ignore the directions of edges in the directed graph Θ (K) and then replace every double edge by a single edge, we obtain the undirected graph Θ (K), which is actually equal to the undirected compressed zero-divisor graph of K as defined in [18] .
Proposition 2.7. The mapping R → Θ (R) extends to a functor Θ : FinRing → Digraph.
Proof. Let f : R → S be a unital ring homomorphism, where R and S are finite unital rings. Define Θ (f ) :
Observe that Θ (f ) is well-defined since f preserves units, and it is easy to verify that Θ (f ) is a graph homomorphism. Clearly, Θ (id R ) = id Θ(R) and
Observe that both categories involved have all finite products. Binary product in the category FinRing is the direct product of rings, while binary product in category Digraph is the tensor product of graphs (see [19] ). Recall that for graphs G and H, their tensor product G × H is defined as follows. The set of vertices of G × H is the Cartesian product V (G) × V (H) and there is an edge (g, h) → (g ′ , h ′ ) if and only if there are edges g → g ′ and h → h ′ in G and H respectively. Final object in the category FinRing is the zero ring 0 and final object in the category Digraph is the graph with precisely one vertex and one directed loop. Given an edge a → b in a directed graph G, we will say that vertex a is a pre-neighbour of vertex b, and vertex b a post-neighbour of vertex a. For a given set X ⊆ V (G), let N + (X) denote the set of all common postneighbours of all vertices in X. Similarly, N − (X) will denote the set of all common pre-neighbours of all vertices in X. For convenience we will simply write N + (v) (respectively N − (v)) instead of N + ({v}) (respectively N − ({v})), where v ∈ V (G). We remark that N − ({v}) and N + ({v}) may or may not contain v depending on whether there is a loop on v. Observe that in a graph G with no equally oriented multiple edges we have
, where deg + (v) and deg − (v) denote the outdegree and the indegree of v respectively. All graphs considered in this paper have this property.
Next proposition generalizes [18, Theorem 3.6] . The proof is essentially the same except that extra care is needed due to the lack of commutativity.
[0], and there is only one vertex in G 1 whose 
. Then the same argument as above shows that
, and consequently
Since we already know that
It follows from Remark 2.6 and [18, Example 3.5] that functor Θ does not preserve limits.
Rings of matrices over finite fields
We now investigate the graph of the matrix ring M n (F ), where F is a finite field. In particular, we determine the number of vertices, their degrees, existence of Hamiltonian paths and cycles, directed cliques of maximal size, and dominating sets of minimal size.
Below we first establish a bijective correspondence between the set of vertices of Θ (M n (F )) and the set of ordered pairs (V, W ) of subspaces of F n such that dim V + dim W = n. This correspondence is given by the map [A] → (imA, kerA), where imA and kerA denote respectively the image and the kernel of the linear transformation x → Ax.
Assume A ∼ B in M n (F ). Then A = BP = QB for some invertible matrices P and Q. The invertibility of P clearly implies that im A = im B and the invertibility of Q implies that ker A = ker B. So for [A] ∈ V (Θ (M n (F ))), there is a well-defined ordered pair (im A, ker A) of subspaces of F n whose dimensions add up to n.
Conversely, given a pair (V, W ) of subspaces of F n such that dim V + dim W = n, fix some bases of V and W , say B V and B W . Let B be some basis of F n that contains B W . Let A be a matrix that represents (in the standard basis) a linear transformation which maps B \ B W bijectively onto B V and maps B W to 0. Clearly, (im A, ker A) = (V, W ). If B is another matrix with (im B, ker B) = (V, W ), then the equality im A = im B implies A = BP for some invertible matrix P and the equality ker A = ker B implies A = QB for some invertible matrix Q. This establishes the aforementioned bijective correspondence.
We will use the above correspondence throughout the paper. Observe also that, by the this correspondence, there is an edge (
Let q > 1 be a prime power. We will denote the number of k-dimensional subspaces of F n q by
. This is usually called a q-binomial coefficient. In particular,
For a detailed treatment of qbinomial coefficients we refer the reader to Stanley's book [30, §7.1], where, in particular, it is shown that the q-binomial coefficients satisfy the following equalities
We remark that Stanley's book also gives a generating function for n k q . We begin by counting the vertices in Θ (M n (F q )) and determining their degrees.
Proof. The number of pairs (V, W ) of subspaces of F n q , where dim V + dim W = n and dim V = i equals 
A vertex (V ′ , W ′ ) is a pre-neighbour of (V, W ) if and only if W ′ ⊇ V . The number of spaces of F n q with dimension j that contain V , is equal to the number of subspaces of F n q /V ∼ = F n−dim V q with dimension j−dim V , and this equals
. For each subspace Y of the former kind there are n n−j q vertices of the form ( * , Y ). Hence, (V, W ) has
If we substitute j = n − i into this sum we obtain
This already enables us to show that non-isomorphic matrix rings have non-isomorphic graphs.
, where n > 1 and F and E are finite fields, then n = m and F ∼ = E. W ) ) only depends on dim W , and as a function of dim W it is strictly increasing. Hence, the number of different outdegrees in G is equal to the number of different dimensions of subspaces of F n which is n + 1. This implies n = m. In addition, the least outdegree in G different from 1 is equal to
Every term q i , i ≥ 1, is an increasing function of q ∈ N. Given that n > 1, this implies that d is an increasing function of q, so it is injective. Since n = m, this implies q = q ′ , hence F ∼ = E.
In the next few results we discuss Hamiltonian cycles and paths in graph Θ(M n (F )). Recall that a cycle in a directed graph is called simple if no vertex in this cycle is repeated. A cycle of length 1 is a vertex with a loop. Lemma 3.3. Let V be a nontrivial proper subspace of F n and S a set of subspaces of F n , such that V / ∈ S . Then, there is a simple (possibly empty) cycle in Θ (M n (F )) \ {[0] , [1] } that contains all vertices of the form (V, W ) or (W, V ) where W / ∈ S , and every edge in this cycle is of the form
Since W is a finite set, we can enumerate all of its elements, say
has all the desired properties except that it might not be simple. Observe that it is simple unless n is even and dim V = n 2 , in which case V is an element of W , say V = W 1 . In this case, we replace (V,
In what follows, we denote
} that contains all the vertices in S k,m ∪S m,k , and every edge in this cycle is of the form (X 1 , X 2 ) → (X 2 , X 3 ).
Proof. Let V = {V 1 , V 2 , . . . , V s } be the set of all subspaces of F n whose dimension is k.
Suppose that k = m. By Lemma 3.3, for every i ∈ {1, 2, . . . , s} there is a simple cycle
where W is an arbitrary subspace of dimension m. Fix a subspace X whose dimension is m. Then X = V i since m = k, so there is an edge in C i of the form (V i , X) → (X, V i ). Remove this edge from C i to obtain a simple path. We denote this path by (X, V i ) → P i → (V i , X). Observe that these paths for different i are disjoint since k = m, and their union contains all the vertices in S k,m ∪ S m,k . In this case, the cycle
has the desired property. Now suppose k = m. For every i ∈ {1, 2, . . . , s}, by Lemma 3.3 (with
Remove this edge from D i to obtain a simple path and denote this path by (V s , V i ) → R i → (V i , V s ) (when i = s, this path is just one vertex (V s , V s )). Observe that these paths for different i are disjoint and their union contains all the vertices in S k,k . In this case, the cycle
has the desired property.
We are now ready to describe Hamiltonian paths and cycles in the zerodivisor graph of a matrix ring.
Theorem 3.5. Let F be a finite field.
(
is a partition of n with nonzero parts. There is only one partition of 2 with nonzero parts, namely 2 = 1 + 1, and only one partition of 3 with nonzero parts, namely 3 = 1 + 2. Hence, (i) follows directly from Lemma 3.4. Let n ≥ 4 and denote
Observe that in G \ S 1,n−1 there is no edge incident with any vertex in S n−1,1 . Hence, every element of S n−1,1 is an isolated vertex of G\S 1,n−1 and since n ≥ 4 there is at least one vertex in G\(S 1,n−1 ∪ S n−1,1 ). Hence, there are at least |S n−1,1 | + 1 = |S 1,n−1 | + 1 connected components in G \ S 1,n−1 , therefore G does not contain a Hamiltonian cycle by [13, Theorem 4.2] ).
By Lemma 3.4, there is a simple cycle E k in G containing all vertices in S k,m ∪ S m,k , where k + m = n. Observe that cycles E 1 , E 2 , . . . , E ⌊ n 2 ⌋ are disjoint and their union contains all the vertices of G. Choose a chain of subspaces
Remove this edge from E k to obtain a path, which we denote by (
is a Hamiltonian path in G.
Next we determine the size of the largest directed clique in Θ (M n (F )). By a directed clique, we mean a subgraph in which for any two (not necessarily distinct) vertices u and v, there is a directed edge from u to v. For a subspace U ⊆ F n , let
It is easily checked that K (U ) is a directed clique in Θ (M n (F )). Proof. By Lemma 3.6, it suffices to determine the maximum of |K(U )|, where U is a subspace of F n q . Let u = dim U . Subspaces containing U are in a bijective correspondence with the subspaces of F n q /U , hence
Due to the symmetry in the formula for |K(U )| we may assume u ≤ n 2 . In this case min{u, n − u} = u ≤ n 2 . Since q-binomial coefficients are nonnegative, it thus suffices to show that
for all i ∈ {0, 1, . . . , u}. Writing out q-binomial coefficients as in (3) and multiplying the inequality by
So it suffices to show that
for all r ∈ {0, 1, . . . , u − 1}. Multiplying out both sides of the last inequality and simplifying, we get
We thus need to determine the minimum on the set of integers of the function f : R → R defined by f (x) = q n−x+r + q x+r . Observe that f ′ (x) = (q x+r − q n−x+r ) ln q. From this it is easy to see that f has a local minimum at x = n 2 . In addition, f ′ (x)
Recall that a dominating set in an undirected graph G is a subset D ⊆ V (G) such that every vertex of G is either in D or is adjacent to at least one vertex in D. The least possible size of a dominating set is called the domination number of G. In next two propositions we determine the domination number of graph Θ(M n (F q )) as well as what could be called the "directed domination number" of Θ(M n (F q )). Proof. Let V = {V 1 , V 2 , . . . , V k } be the set of all 1-dimensional subspaces of F n q and let W = {W 1 , W 2 , . . . , W k } be the set of all (n − 1)-dimensional subspaces of F n q . These sets indeed have the same size k =
for some subspace Y ⊆ F n q . Fix some i ∈ {1, 2, . . . , k}. Suppose first that for some i ∈ {1, 2, . . . , k}, W i is not a kernel in D. We claim that, in this case, for every j ∈ {1, 2, . . . , k}, V j is either an image or a kernel in D. To see this, suppose
There is no edge (X, Y ) → (W i , V j ) since this would imply W i ⊆ Y and hence W i = Y due to dimension of W i being n − 1. This would contradict the assumption that W i is not a kernel in D. Hence, there is an edge (W i , V j ) → (X, Y ) which implies X ⊆ V j and thus X = V j due to the dimension of V j being 1. This means that V j is an image in D, which proves our claim. We conclude that in this case |D| ≥ k = n 1 q , because vertices (W s , V t ) , (V t , W s ) for s, t ∈ {1, 2, . . . , k} are all distinct due to our assumption n ≥ 3. On the other hand, if W i is a kernel in D for all i ∈ {1, 2, . . . , k}, then clearly |D| ≥ k = Proof.
be the set of all 1-dimensional subspaces of F n q . Since n = 2, every vertex in
Let D ′ be any subset satisfying condition (iii). Using terminology from the proof of Proposition 3.9, if for some i ∈ {1, 2, . . . , k}, V i is not a kernel in D ′ then for every j ∈ {1, 2, . . . , k} there is no edge from D ′ to (V i , V j ). Hence, (V i , V j ) ∈ D ′ by assumption. In this case, |D ′ | ≥ . So suppose V i is not a kernel in D for some i. As in the proof of Proposition 3.9, for every j = i, either (V i , V j ) ∈ D or V j , V l j ∈ D for some l j ∈ {1, 2, . . . , k}. Since the sets (V i , V j ) , V j , V l j , j ∈ {1, 2, . . . , k} \ {i}, are disjoint, we conclude that For a set X ⊆ V (G), where G is a directed graph, define
Lemma 4.1. For a given directed graph G, cl t (respectively cl s ) is a closure operator on V (G), i.e. it satisfies the following properties for all subsets X, Y ⊆ V (G):
cl t (cl t (X)) = cl t (X). We will call cl t (X) the target closure of X and cl s (X) the source closure of X.
Proof. (i) The inclusion X ⊆ cl t (X) follows directly from the definition of closure.
(iii) By property (i), we have X ⊆ cl t (X) and consequently N − (X) ⊇ N − (cl t (X)). By definition of cl t (X), every vertex in N − (X) is a common pre-neighbour of all vertices in cl t (X). Hence,
We will use these properties of closure operators without further reference. A set X will be called target-closed (respectively source-closed) if cl t (X) = X (respectively cl s (X) = X). Observe that an arbitrary intersection of target-closed sets is again a target-closed set. Indeed, for two target-closed sets A and B, properties (ii) and (iii) in Lemma 4.1 imply cl t (A ∩ B) ⊆ cl t (A) = A and similarly for B. Hence, cl t (A ∩ B) ⊆ A ∩ B which implies that cl t (A ∩ B) = A ∩ B by property (i). The proof for arbitrary intersections is similar.
Given a directed graph G,
n be all the possible outdegrees of vertices of G. We will denote by V k (G) the set of all vertices of G whose outdegree equals d k . Clearly, the sets V k (G) form a partition of V (G). For x ∈ V k (G), we will say that the type of vertex x, denoted by T (x), is equal to k.
In the next theorem we give a purely graph-theoretic characterization of the graph Θ (M n (F q )). In the proof we will need the notion of projective spaces over finite fields. We denote the (n − 1)-dimensional projective space over F q by P G(n−1, q). The points of P G(n−1, q) are 1-dimensional vector subspaces of F n q . A subspace of P G(n − 1, q) is the set of points whose union is a vector subspace of F n q . For further information on P G(n − 1, q) we refer the reader to Hirschfeld [21] and Casse [15] . Theorem 4.2. Let n = 3 be a positive integer and q > 1 a prime power. Up to a graph isomorphism, there is a unique directed graph G with no multiple edges that satisfies the following five properties:
for all k ∈ {0, 1, . . . , n}.
for all x ∈ V k (G) and all j, k ∈ {0, 1, . . . , n}. (iv) Every target-closed set is a target closure of a single vertex. Every source-closed set is a source closure of a single vertex.
We remark that property (iii) implies deg + (x) = deg − (x) for every x ∈ V (G), so the conditions (i)-(v) are symmetric with respect to indegree and outdegree.
Proof. We divide the proof into several steps.
Step
y). This gives us
Since this holds for all j, we have N − (x) = N − (y) and consequently cl t (x) = cl t (y).
Step 2. T (y) ≤ T (x) for all y ∈ cl t (x).
By property (iii),
. The second factor is equal
by definition of z and has to be nonzero. So, by definition of q-binomial coefficients, we obtain T (y) ≤ T (x).
Step 3. y ∈ N + (x) (equivalently, x ∈ N − (y)) implies cl t (y) ⊆ N + (x) and cl s (x) ⊆ N − (y). By definition, y ∈ N + (x) implies x ∈ N − (y), which further implies N + (x) ⊇ N + (N − (y)) = cl t (y). The proof for source closure is similar.
Step 4.
, we use property (v) to define f (z) uniquely by the condition
It suffices to prove that maps f and g are inverses of each other. Choose any {g (f (z) )}. We conclude that g (f (z)) = z. Similarly, f (g (w)) = w.
Step 5.
Step 1, two sets of this form are either disjoint or equal and, by Step 4, they all have the same size. Hence,
Step 1, the set V k (G) is a disjoint union of some number of sets of the form cl t (w)∩V k (G), where w ∈ V k (G). Since each set of this form intersects
Step 4 and property (ii), we obtain
Both factors on the left-hand side divide
By property (iii), there are x ′ , y ′ ∈ V n−k (G) such that x ′ ∈ N + (x) and y ′ ∈ N − (y). Using property (v), let
By definition of closures, it follows that z ∈ N + (x) ∩ N − (y). To prove uniqueness of z, suppose w ∈ N + (x) ∩ N − (y) ∩ V n−k (G). By Step 3, we have cl t (w)∩V n−k (G) ⊆ N + (x)∩V n−k (G). But, using Step 5 and property (iii), we get |cl t (w)
. By replacing w with z in the last two equations, we deduce cl
which completes the proof of Step 6.
For any v ∈ V k (G), Step 6 allows us to define v op , the opposite vertex of v, by the condition
In addition, the proof of Step 6 shows that
Replacing v by v op , we obtain
Step 7. cl t (x) = N + (x op ) and cl s (x) = N − (x op ) for all x ∈ V (G).
Let x ∈ V k (G). By
Step 3 and the definition of x op , cl t (x) ⊆ N + (x op ). To prove the opposite inclusion, let z ∈ N + (x op ). By property (iv), we have cl t ({x, z}) = cl t (u) for some u ∈ V j (G), j ∈ {0, 1, . . . , n}. Since x op ∈ N − ({x, z}) and u ∈ cl t (u) = N + (N − ({x, z}) ), we have u ∈ N + (x op ). By property (iii) (using similar argument as in Step 2), we obtain j ≤ k. Since x ∈ cl t (u), Step 2 implies k ≤ j. Hence, j = k. By (7), we have
This implies u ⊆ cl t (x), hence cl t (x) = cl t (u) ∋ z. We conclude that
In the next few steps, we will prove several properties of the targetclosed sets which will enable us to introduce a projective space isomorphic to P G (n − 1, q). We will make use of the characterization given in [21, p. 39] .
Let P k be the set of all cl t (x), where x ∈ V k (G). By
Step 2, the sets P k for different indices k are disjoint. Elements of P 1 will be called points, and elements of P 2 will be called lines, and we will be using all the standard geometric terminology such as point lies on a line, two lines intersect, etc.
Step 8. Every element of P m contains m k q elements of P k and is contained in n−m n−k q elements of P k . In particular, |P k | = n k q . Let x ∈ V m (G) and y ∈ V k (G). Then, by Step 7, cl t (y) ⊆ cl t (x) is equivalent to cl t (y) ⊆ N + (x op ) which is, by Step 3, further equivalent to y ∈ N + (x op ) and this is, again by Step 3, equivalent to cl
In addition, it follows from Step 1 and Step 3 that
. Hence, using Step 5 and property (iii), we see that cl t (x) contains
elements of P k . To prove the second part, observe that, by Step 7, cl t (x) ⊆ cl t (y) is equivalent to x ∈ N + (y op ) which is equivalent to y op ∈ N − (x) and this is, again by Step 7, equivalent to cl s (y op ) ⊆ cl s (x op ). By symmetry with the above and the fact that T (x op ) = n − m and T (y op ) = n − k, we conclude that cl t (x) is contained in n−m n−k q elements of P k .
To prove
, let x ∈ V n (G). By
Step 7, we have cl t (x) = N + (x op ), where x op ∈ V 0 (G). For every j ∈ {0, 1, . . . , n}, properties (ii) and (iii) give us
follows from the first part of Step 8.
Observe that in our situation, an element of P k is not a union of points it contains, but rather their closure, as we show next.
Step 9. cl t (x) = cl t ( {P ∈ P 1 : P ⊆ cl t (x)}) for all x ∈ V (G).
By property (iv), cl t ( {P ∈ P 1 : P ⊆ cl t (x)}) = cl t (u) for some u ∈ V (G). By Step 8, cl t (x) contains
1 q points and cl t (u) contains
points. By construction, cl t (u) contains all the points of cl t (x), so
. On the other hand,
. Hence,
and consequently T (u) = T (x). Thus, Step 1 implies cl t (u) = cl t (x).
Step 10. For X ∈ P k and Y ∈ P 1 , where Y X, there is at most one
Since Z∩Z ′ is a target-closed set, we have Z∩Z ′ = cl t (u) for some u ∈ V j (G) by property (iv). By Step 2, we have k ≤ j since X ⊆ cl t (u). If k = j, then X ⊆ cl t (u) would imply X = cl t (u) ⊇ Y by Step 1, a contradiction. Hence k < j. By Step 2, we also have j ≤ k + 1 since u ∈ Z. Thus, j = k + 1. So, u ∈ Z ∩ Z ′ ∩ V k+1 (G) which implies Z = Z ′ by Step 1.
Step 11. For X ∈ P k and Y ∈ P 1 , where Y X, there is precisely one Z ∈ P k+1 such that X, Y ⊆ Z.
First suppose k = 1. Let us count the number of pairs {X, Y }, where X ∈ P 1 , Y ∈ P 1 and Y X, such that X, Y ⊆ Z for some Z ∈ P 2 . For convenience, we will simply say that a pair {X, Y } is contained in Z if X, Y ⊆ Z. Observe that, by Step 1, the condition Y X is equivalent to Y = X. By Step 8, every element of P 2 contains 2 1 q elements of P 1 .
Hence, every Z ∈ P 2 contains Step 8, this is precisely the number of pairs of distinct elements of P 1 . This shows that every pair of distinct elements of P 1 is contained in some Z ∈ P 2 and, by Step 10, this Z is unique. Now suppose k > 1. First, let us count the number of pairs {X, Y }, where X ∈ P k , Y ∈ P 1 and Y X, such that X, Y ⊆ Z for some Z ∈ P k+1 . We fix some Z ∈ P k+1 and count such pairs contained in Z, as follows. By Step 8, we first choose X in
ways and then
ways (the number of points in Z minus the number of points in X). Observe that no pair is counted twice since k > 1. So there are
such pairs in a given Z ∈ P k+1 . By
Step 10, each pair {X, Y } is contained in only one Z ∈ P k+1 . Hence, by the equality
Step 8, there are exactly
pairs {X, Y }, where X ∈ P k , Y ∈ P 1 and Y X, that are contained in some Z. Now, let us count the number of pairs {X, Y }, where X ∈ P k , Y ∈ P 1 and Y X (here, we do not insist that X and Y should be contained in some Z ∈ P k+1 ). Similar as above, we first choose X ∈ P k and then Y ∈ P 1 , Y X, to count that there are exactly
, which implies that each pair {X, Y }, where X ∈ P k , Y ∈ P 1 and Y X, is in fact contained in some Z ∈ P k+1 .
Step 12. If X ∈ P k and Y ∈ P 1 , where
By property (iv), cl t (X ∪ Y ) = cl t (u) for some u ∈ V j (G) where j ∈ {0, 1, . . . , n}. By Step 11, cl t (u) ⊆ cl t (v) for some v ∈ V k+1 (G). By Step 2, we have k ≤ j ≤ k + 1. If j = k, then the inclusion X ⊆ cl t (u) implies X = cl t (u) ⊇ Y by Step 1, a contradiction. Hence, j = k + 1.
Step 13. For all X ∈ P k , Y ∈ P 2 and Z ∈ P k+1 , where X, Y ⊆ Z, there exists W ∈ P 1 such that W ⊆ X ∩ Y .
We count the number of lines that are contained in Z and contain a common point with X.
Step 8 implies that every line contains
Step 11 says, in particular, that a line is determined uniquely by two distinct points it contains. We will use this fact implicitly in our counting. We first count those lines contained in Z, that have only one common point with X, as follows. We choose a point contained in X in k 1 q ways and then a point contained in Z \ X in
ways. These two points determine a line that has only one common point with X (if a line contained two distinct points in X, then the whole line would be contained in X), but this way every line is counted 2 1 q − 1 times (this is the number of points on the line, that are not contained in X). So there are
lines that are contained in Z and have only one common point with X. Any line that has more than one common point with X, is contained in X, and there are
such lines by Step 8. So, using the recursion formula (5) for q-binomial coefficients, we see that altogether there are
lines contained in Z that have a common point with X. However, by
Step 8, there are only
lines contained in Z altogether, so every line contained in Z has a common point with X.
Step 14. If cl t ({x, y}) = cl t (z) and cl t (x) ∩ cl t (y) = cl t (w) then T (x) + T (y) = T (z) + T (w).
It follows from Step 2 that T (w) ≤ T (y). Suppose T (w) = T (y). Then cl t (w) = cl t (y) by Step 1. Consequently, cl t (y) ⊆ cl t (x), hence cl t (x) = cl t ({x, y}) = cl t (z) and T (x) = T (z). In this case, the claim holds.
We continue by induction on T (y) − T (w). So suppose T (y) − T (w) ≥ 1. Then, by Step 8, cl t (y) contains more points than cl t (w), so we can choose a vertex p ∈ V 1 (G), such that p ∈ cl t (y) \ cl t (w). By Step 12, we have
where T (x ′ ) = T (x) + 1 and T (w ′ ) = T (w) + 1. We will show that cl t x ′ , y = cl t (z) and
Clearly, we have cl t ({x ′ , y}) ⊆ cl t (z), and in addition, cl t (z) = cl t ({x, y}) ⊆ cl t ({x ′ , y}). So, cl t ({x ′ , y}) = cl t (z). Take any r ∈ cl t (x ′ )∩cl t (y) such that r / ∈ cl t (p). Then cl t ({p, r}) ∈ P 2 by Step 12. Since cl t (x) and cl t ({p, r}) are subsets of cl t (x ′ ), by Step 13, there is s ∈ V 1 (G) such that cl t (s) ⊆ cl t ({p, r})∩cl t (x). Since p, r ∈ cl t (y), we have cl t (s) ⊆ cl t (w) ⊆ cl t (w ′ ). In particular, p / ∈ cl t (s) since p / ∈ cl t (w). Hence, cl t ({p, s}) ∈ P 2 by Step 12. But cl t ({p, s}) ⊆ cl t ({p, r}), and thus cl t ({p, s}) = cl t ({p, r}) by Step 1. This implies r ∈ cl t ({p, s}) ⊆ cl t (w ′ ) by the above. Since cl t (p) ⊆ cl t (w ′ ), we have thus shown that cl t (x ′ ) ∩ cl t (y) ⊆ cl t (w ′ ). On the other hand,
Now, we introduce a projective space S n−1 following a characterization in [21, p. 39 ] (see also [15] ). The set of points of our projective space S n−1 will be P 1 . For any X ∈ P k , k ∈ {0, 1, . . . , n}, we introduce a subspace S (X) = {P ∈ P 1 : P ⊆ X} and define its (projective) dimension to be dim (S (X)) = k − 1. Note that, by Step 9, S is a bijection from the set of all target-closed sets to the set of all subspaces of P 1 , and since the sets P k for different indices k are disjoint, the dimension is well-defined.
Step 15. For n ≥ 4, S n−1 is a projective space isomorphic to P G (n − 1, q).
We will show that the space S n−1 satisfies the axioms for projective space P G (n − 1, q) given in [21, p. 39] . Clearly, the set of all possible dimensions of subspaces is {−1, 0, . . . , n − 1}. By property (ii), there is unique subspace of dimension −1, and by Step 2, it is precisely the empty set. Observe that subspaces of dimension 0 are precisely points. By property (ii), there is a unique subspace of dimension n−1, and by the proof of Step 8, it is precisely the whole P 1 . If S (X) ⊆ S (Y ) then X ⊆ Y by Step 9, which implies dim (S (X)) ≤ dim (S (Y )) by Step 2. Here, S (X) = S (Y ) if and only if X = Y which is equivalent to dim (S (X)) = dim (S (Y )) by Step 1. The intersection of two subspaces is again a subspace. This follows from the fact that target-closed sets are closed for intersections and from property (iv). Given two subspaces S (X) and S (Y ), the span of S (X) and S (Y ), i.e. the intersection of all the subspaces containing both, is clearly S (cl t (X ∪ Y )) by Step 9.
Step 14 easily implies
Step 8, every subspace of dimension 1 contains
Step 16. For n ≤ 2, S n−1 is a projective space isomorphic to P G (n − 1, q).
If n = 1, then the projective space S n−1 contains only one point, so the claim trivially holds. If n = 2, then the projective space S n−1 consists of one projective line, i.e. 1-dimensional subspace, with q + 1 points. Hence, it is trivially isomorphic to P G (n − 1, q).
Step 17. Graph Θ (M n (F q )) satisfies properties (i)-(v).
Let G = Θ(M n (F q )). Properties (i)-(iii) follow from the proof of Propositions 3.1 and 3.2 upon noticing that
Let X be set of vertices of G, say X = {(V α , W α ) : α ∈ A}. It is easy to check that
Hence, cl t (X) = cl t ((V ′ , W ′ )) where V ′ is the linear span of α∈A V α and W ′ is any linear subspace of F n q such that dim Fq V ′ + dim Fq W ′ = n. Similarly, cl s (X) = cl s ((V ′′ , W ′′ )) where W ′′ = α∈A W α and V ′′ is any linear subspace of F n q such that dim Fq V ′′ + dim Fq W ′′ = n. This proves property (iv). To prove property (v), let x = (V x , W x ) and y = (V y , W y ) be elements of V k (G) for some k and suppose (V, W ) ∈ cl t (x) ∩ cl s (y) ∩ V k (G). Equalities (8) , (9) and (10) 
Similarly we get W = W y . Therefore, we clearly have
which proves (v).
To finish the proof, we need to show that G is isomorphic to Θ (M n (F q )). By Steps 15 and 16, there is a collineation ϕ : S n−1 → P G (n − 1, q) . By [12, §9 Theorem 5 and §8 Theorem 17], this collineation extends uniquely to a lattice isomorphism ϕ between the lattices of subspaces of the projective spaces involved. Observe that for any x ∈ V (G), the element ϕ (S (cl t (x))) corresponds to vector subspace of F n q and will be henceforth viewed as such. With this in mind, we can define a map ψ :
Step 18. ψ is injective. Suppose ψ (x) = ψ (y). The injectivity of ϕ implies S (cl t (x)) = S (cl t (y)) and S (cl t (x op )) = S (cl t (y op )). By Step 9, this further implies cl t (x) = cl t (y) and cl t (x op ) = cl t (y op ). By Step 7, the last equality implies N + (x) = N + (y) and hence cl s (x) = cl s (y). In addition, T (x) = T (y) by Step 2. By property (v), we obtain
Hence, ψ is injective.
Step 19. ψ is surjective.
Let (V, W ) be a vertex of Θ (M n (F q )). Then dim Fq V + dim Fq W = n. By property (iv), we have cl t ϕ −1 (V ) = cl t (v) for some v ∈ V (G). Observe that, by Step 9,
Step 1, we have cl t (x) = cl t (v) and, by equality (11), ϕ (S (cl t (x))) = V . Similarly, cl s (x) = cl s (w op ). As in the proof of Step 18, this implies that cl t (x op ) = cl t (w). As before, this implies ϕ (S (cl t (x op ))) = W . We conclude that ψ (x) = (V, W ), so ψ is surjective.
Step 20. ψ is a graph isomorphism. Let x → y be an edge in G. In other words, y ∈ N + (x). Then, by Step 7, y ∈ cl t (x op ), which implies cl t (y) ⊆ cl t (x op ). Since ϕ is a lattice isomorphism, we deduce ϕ (S (cl t (y))) ⊆ ϕ (S (cl t (x op ))). Hence, there is an edge ψ (x) → ψ (y) in Θ (M n (F q )). On the other hand, if there is an edge t (x op )) ). The fact that ϕ is a lattice isomorphism, and Step 9 imply cl t (y) ⊆ cl t (x op ). Hence, y ∈ N + (x) by Step 7, so there is an edge x → y in G. Since graphs involved have no multiple edges, this shows that ψ is a graph isomorphism.
Remark 4.3. If n = 3, then the graph Θ (M n (F q )) still has the properties described in Theorem 4.2, but it is not the only graph that satisfies those properties, essentially because there exist non-Desarguesian projective planes. Every projective plane, Desarquesian or not, induces a graph with properties described in Theorem 4.2. We simply take the vertices of the graph to be pairs of projective subspaces with projective dimensions summing up to n − 2 and define edges via inclusions in the same way as they are defined in Θ (M n (F q )). Nevertheless, graph Θ (M 3 (F q )) also has all of the properties deduced in Steps 1-14 and we will be using this fact in the rest of the paper.
Structural connections between
In this section we prove two strong connections between the ring M n (F q ) and the graph Θ (M n (F q )), namely (i) for n = 2, every graph automorphism of Θ (M n (F q )) is induced by a ring automorphism of M n (F q ) (see Theorem 5.1), and (ii) for n = 1, the graph structure of Θ (M n (F q )) uniquely determines the ring structure of M n (F q ) (see Theorem 5.2). For an automorphism σ of a field F and a matrix X = (x ij ) i,j ∈ M m,n (F ), written in the standard basis, we denote X σ = (σ (x ij )) i,j . For a subset A ⊆ M m,n (F ), we denote A σ = {X σ : X ∈ A}. Recall that the group of automorphisms of a finite field F q , where q = p m , is a cyclic group of order m, generated by the automorphism τ (λ) = λ p .
Theorem 5.1. Let n = 2 be a positive integer and f a graph automorphism of Θ (M n (F q )). Then there is an invertible matrix A ∈ M n (F q ) and an automorphism σ of
Proof. Case n = 1 is clear because Θ (M 1 (F q )) has only one vertex with one loop. So, suppose n ≥ 3. Let (
Equivalence of equalities is proved similiarly. In the same manner, it can be shown that W 1 = W 2 if and only if W ′ 1 = W ′ 2 . This allows us to define maps ϕ, ϕ ′ : L → L, where L is the lattice of subspaces of the projective space P G (n − 1, q), by the condition
. It is clear that ϕ is a bijective map. Also, observe that, by the above, we have that V 1 ⊆ V 2 if and only if ϕ (V 1 ) ⊆ ϕ (V 2 ). Hence, ϕ is a lattice isomorphism. By the Fundamental theorem of projective geometry, ϕ is induced by a bijective semilinear map S on F n q . Let σ be the corresponding automorphism of the field F q . We now prove that ϕ = ϕ ′ . We borrow the notion of the opposite vertex from the proof of Theorem 4.2. Observe that opposite vertex is defined in terms of neighbourhoods and degrees, hence the relation of being opposite is preserved by graph automorphism. From the proof of Proposition 3.2, it follows that (V, W ) ∈ V k (Θ (M n (F q ))), where k = dim V . Hence, it is easy to see that (V, W ) op = (W, V ). Therefore,
, where x ∈ F n q is written in the standard basis. It is easy to see that L is a bijective linear map. Let A be its matrix in the standard basis. Then A is an invertible matrix and S (x) = Ax σ for all x ∈ F n q . Let [X] = (V, W ) be a vertex of Θ (M n (F q )), where X ∈ M n (F q ), V = im X and W = ker X. By the above, we have
On the other hand, im F q )) . However, not all such maps are of the form as described in Theorem 5.1.
We remark that for the compressed zero-divisor graph Γ E , the group of automorphisms of Γ E (M 2 (F q )) was described in [23] .
Theorem 5.2. If Θ (R) ∼ = Θ (M n (F q )) where n = 1 and R is a finite unital ring, then R ∼ = M n (F q ).
Proof. We will be using some notions introduced in the proof of Theorem 4.2 and some results obtained there. For each x ∈ R, define U x = {r ∈ R : [r] ∈ cl s ([x])}. Choose any representative x ∈ R of the class [x] op . Since cl s ([x]) = N − ([ x]) by Step 9 of the proof of Theorem 4.2, it follows that U x = ann ℓ ( x). In particular, U x is a left ideal in R, hence Rx ⊆ U x . We will show that for every a ∈ R such that [a] ∈ V 1 (Θ (R)), we have in fact U a = Ra. So, fix a ∈ R such that [a] ∈ V 1 (Θ (R)). Observe that, by Proposition 3.1, we have (V, W ) ∈ V 1 (Θ (M n (F q ))) if and only if dim Fq V = 1. In addition, it is easy to verify that for such a vertex ) such that xs = 0. This implies that s ∈ U ry = Rry. We conclude that xRy = 0, which shows that R is a prime ring. As a finite ring, R is also artinian, so it follows from Wedderburn-Artin Theorem that R is isomorphic to M n ′ (D) for some division ring D and nonnegative integer n ′ . Clearly, D has to be finite, hence it is commutative by Wedderburn's little theorem. Any finite commutative division ring is isomorphic to some Galois field. Hence, R ∼ = M n ′ F q ′ for some prime power q ′ . By Proposition 3.2, we have n ′ = n and q ′ = q.
We remark that a version of Theorem 5.2 for the uncompressed zerodivisor graph Γ(R) was proved in [4] and generalized to matrix rings over commutative rings in [5] .
As a corollary to Theorems 4.2 and 5.2 we obtain a graph-theoretic characterization of finite semisimple rings. Theorem 5.3. A finite unital ring R is semisimple if and only if
for some positive integers n i and prime powers q i .
Proof. If R is semisimple, then it is a direct product of matrix rings over finite division rings. Since every finite division ring is a field, the conclusion follows from Proposition 2.8.
Conversely, suppose Θ (R) ∼ = m i=1 Θ (M n i (F q i )). By Proposition 2.8, we have Θ (R) ∼ = Θ (M n 1 (F q 1 )) × Θ ( m i=2 M n i (F q i )). Proposition 2.9 implies that R ∼ = R 1 × R ′ 1 , where Θ (R 1 ) ∼ = Θ (M n 1 (F q 1 )) and Θ (R ′ 1 ) ∼ = n i=2 Θ (M n i (F q i )). By induction we get R ∼ = n i=1 R i , where Θ (R i ) ∼ = Θ (M n i (F q i )). If n i = 1 for some i ∈ {1, 2, . . . , m}, then Θ (R i ) has only two vertices, so every nonzero element of R i is invertible. Thus, being finite, R i is a field. If n i > 1 for some i ∈ {1, 2, . . . , m}, then R i ∼ = M n i (F q i ) by Theorem 5.2. Hence, R is semisimple.
Theorem 5.4. Let R and S be finite unital rings, where S is semisimple and has no nonzero homomorphic image isomorphic to a field. If Θ (R) ∼ = Θ (S), then R ∼ = S.
Proof. The assumptions imply S ∼ = m i=1 M n i (F q i ), where n i > 1 for all i ∈ {1, 2, . . . , m}. Hence, the conclusion follows from the proof of Theorem 5.3.
Infinite rings
In analogy with the commutative case (see [18, Definition 6 .1]), the following is a possible extension of Definition 2.5 to infinite rings. 
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