INTRODUCTION
indentations in tungsten and aluminum using a cube-cube corner indenter where t i e effects are validate an approximate analytical so K ution in conjunction with finite element simulations which A recent study [l-31 of the Sneddon solution for elastic contact by a rigid cone [4-51 indicates that the shape of the deformed surface is different from the desired indenter profile within the contact radius; specifically, the final deformed surface is cusp-shaped [ 1-31 rather than linear in the contact region. The boundary conditions of the Sneddon roblem are such that constrained to the shape of the indenter. The amount b which the deformed surface deviates from the modeled indenter shape depends on the include dr indenter angle and the Poisson ratio of the material.
Finite element simulations [ 1-31 for the elastic contact problem corroborate these z-displacements are imposed within the contact radius, but the ra 8 ial positions are not retations of the Sneddon solution. When the exact Sneddon boundary conditions are in a finite element simulation, the final nodal positions are consistent with the surface profile given by Sneddon. An important consequence is that the Sneddon solution underestimates the actual loads and contact radii for a rigid conical indenter. One can expect deviations of up to 14% and 49% in the contact area of conical indenters with the same depth-to-area ratios as the Berkovich and cube-corner indenters, respectively.
As detailed elsewhere [l] , the Sneddon solution used for the analysis of indentation load-displacement data does not adequately describe contact by a rigid cone and should be rewritten as where S is the contact stiffness, E is the Young's modulus, v is the Poisson ratio. p is a geometrical correction accountin for the cross-sectional sha e of the indenter, and A is,the a correction factor which accounts for the fact that Sneddon's boundary conditions result in a cusp-shaped deformation within the contact radius rather than the rescribed conical shape. Tke correction factor depends on the Poisson ratio of the material and g e indenter half angle as given projected contact area. This is di B ferent from the original Sned x on solution because it contains y, by V I (1 -2v) 4(1 -V)tan#' y = l + Therefore, the actual area of the cusp-shaped surface and the area of the ideally rigid indenter differ by a factor o f f . In the limit of a blunt indenter (+=90") or for materials where ~0 . 5 , the correction factor is equal to 1. Pharr, Oliver and Brotzen [7] demonstrated that the contact stiffness determined from S=dP/dh depends only an the contact area and the Young's modulus of the material. While the load determined by Sneddon's analysis will depend on the indenter geometry, the contact stiffness does not. The correction factor, y, presented by Hay et al. [l] is defined such that the deformed surface is still cusp-shaped, but passes through the correct contact radius. In this case, the contact stiffness should be correct according to Pharr et al. [7] .
The objectives of the current paper are twofold. First, we wish to test and validate the approximate analytical solution given by Eqs. (1) load, and the load was held constant for 100 seconds providing a segment to determine the thermal drift of the system. The indenter was then completely unloaded.
The continuous stiffness measurement (CSM) option was used to obtain continuous contact stiffness measurements as the indenter was driven into the sample. This technique measures the contact stiffness at many points along the loading curve, differing from the conventional load-dis lacement-time method where on1 one contact stiffness measurement is made from the unloa 8. ing portion of the experiment at J-. Thus, one indentation experiment can be used to provide all of the information which would be measured from several conventional load-displacement-time experiments performed at various peak loads. For the experiments in this study, the CSM imposed a 1 nm oscillation at 45 Hz on the loading curve.
The dynamic response modeled as a mass-spring-dashpot system yielded the contact stiffness used in Eq. (1) .
The equations which will be of importance to the analysis of experimental data are Eqs. (1) and (2) above and x load of 153 mN. The in if enter was then withdrawn at a rate of 8nmls to 10% of the maximum
where H is the hardness, P is the load and A is the contact area. Experiments were conducted on two materials: aluminum and tungsten. A single crystal of aluminum was used as a calibrating medium for the cube-comer ti area function. This tip indenter angle effect in E . (2) . An area function was established by the Oliver-Pharr method 61, assuming y=l in Eq. l), and was then implemented to evaluate the hardness of tun sten. he area fhction was then reevaluated includin the correction factor, y, in E (2), provi mg a better estimate of the true tip shape. Scanning e ectron micrographs provided irect evidence of the final contact area to compare with the area function. geometry was selected because it has a small equivalent cone ang P e which exacerbates the -f . f 3 
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RESULTS
In the determination of an area function, which describes the cross-sectional kea of the indenter tip as a function of distance from the apex, two quantities are measured independently.
First, the contact area is determined from E . (1) . Through careful selection of a calibrating material for which the Young's modulus an 2 Poisson's ratio are known, ex erimental contact stiffnesses and Eq. (1) yield an estimate of the total contact area under load: However, if y is assumed to be 1.0, the area deduced by this procedure is lar er than the actual area, A a c~, by y2.
The second quantity required for experimental calibration o H the indenter tip is the contact depth, which follows from an independent procedure developed by Oliver and Pharr [6] , ada ted from area and then proceed to the errors in the contact depth. The single crystal of aluminum used as a calibration sample does not tend to pile-u , has minimal elastic anisotropy, and does not crack during indentation experiments with the cu ! e-comer indenter. presented in Fi re 1 as curve 'A'. For comparison, the area function for a perfect cube-comer tip is presentegn Fi ure 1 as a dashed curve. There are three ex lanations for the apparent overestimated, (2) the calculated contact depths are underestimated, or (3) the tip was not ground to the characteristic sha e of a cube-comer.
was made usin SEM images. Figure 2 is a micrograph of a 153 mN indentation in single crystal contact area of 537 pm2. This area is resented in Figure 1 as a solid horizontal line. It is seen that the area determined b Eq. (4) c P early overestimates the actual contact area at maximum
has not yet been included in the calculation of A.
By inspection of Eqs. (4) and (l), the quantity which is actually determined from the right-hand-side of Eq. (4) is yZA not A. In the development of the technique by Oliver and Pharr, y was implicitly assumed to be equal to 1. According to Eq. (2), though, y = l o 13 for. a material with a Poisson ratio e ual to 0.345 and an equivalent cone angle of 42.28". Therefore, all of the revised area function is included in Figure 1 where the areas have been reduced by a factor of 1.28 and is denoted as curve 'B'.
Note that the area for curve 'B' at the lar est depth compares favorably with the area measured by SEM. However, a second factor whic a may introduce error into the area function is in the determination of the contact depth. It has been assumed that the elastic contact theory used by Oliver and Pharr to develop Eq. (5) will yield the correct contact depth even for a material
The area function for t 1 e cube-comer indenter determined with no correction factor is discrepancy between t a e calculated area function and the ideal tip: ( P ) the calculated area, A, is To address the F irst point, an independent measurement of the contact area in aluminum aluminum pro cf uced with a cube-comer indenter. A trace of the indentation perimeter reve?ls a load, because of an effect B ue to the Poisson ratio and indenter angle, accounted for in y, whish areas used in the area ?u nction in Figure 1 are overestimated by a factor f, or a factor of 1.28. 
Contact Depth (nm)
Fi ure 2. SEM image of a 153 mN Figure 1 . Cube-corner indenter area function evaluated using tungsten metal. Area in entation impression in an aluminum function accounts for gamma and pileup.
single crystal using the cube comer diamond tip.
d which has a large plastic component. When the material piles up around the indenter, though, the deformed surface will increase the actual contact depth.
In the case of a three sided pyramidal indenter, such as the Berkovich and cube-corner tips, the pile-up is not Uniform about the indentation. Referring to Fi ure 2, pile-up along the sides of the impression is manifested in a "bulging" which deviates k om the assumed linear sides. Since the micrograph itself provides the plan-view area of the contact impression, one can see that the pile-up results in a larger contact area than is predicted from elastic contact theory. Another way of interpreting the significance of the pile-up is that the effective contact de th is It is proposed here that one may determine an approximate relationship between the elastic contact de th from Eq. ( 5 ) and the effective, or average, contact depth resulting from the Erst be addressed. First, it is assumed that the area measured by SEM is representative of the contact area under load; that is, the elastic recovery during the unloading portion of the experiment results in vertical dis lacements, only. Second1 , It must be assumed that there is assum tion is required in order to assume that the comer-to-corner area in Figure 2 cones onds contact depth can be determined from geometric similarity by larger than that redicted by Eq. (5). It is interesting to note from Fi e 1 that the contact a epths predicted from L! q. ( 5 ) are in fact less than that expected for the ide a P cube-corner tip.
ile-up evidence a in the SEM micrograph. However, there are several assumptions which must B minimal pile-u at the comers o P the impression. Atomic i! orce microsco y has demonstrated that at least P or the aluminum single crystal used here, this is a vali assumption. This with tR e contact depth determined from Eq. (5). Given these two assumptions, the ef P ective where Aactud is the contact area determined from a trace of the indentation perimeter in Figure 2, and &-c is the comer-to-comer area in Fi ure 2.
If one accepts that the pile-up c f aracter is self-similar due to the self-similarity of the indenter, then a constant scaling factor exists between the elastic contact depth and the effective contact depth. For this particular case of indentation in aluminum by a cube-corner indenter, that scaling factor is a proximately 1.05. Therefore, all of the contact depths determined by E . When the tip is calibrated using aluminum with a Poisson ratio of 0.345, the expected error in the measured hardness of other materials is ap roximately 22% large trian le represents the actual hardness where the area was measure directly by EM. Note h c t i o n underestimates the actud hardness as determined from SEM methods. Referring back to Figure 1 , this is expected since the uncorrected area function overestimates the actual contact area. When the corrected area function in Figure 1 is used to determine the hardness, the hardness at maximum depth is similar to the actual hardness measured by SEM analysis, as shown by the square data points in Figure 3 . It is interesting to note the close agreement betwFen the analytical and actual hardness measurements at the maximum penetration depth.
term in the area function is not so straight forward when Oliver-Pharr method actually gives fA. Therefore, when the contact area is determined from an uncorrected area b c t i o n and IS used with Eq. (1) for a sample of an unknown Young's modulus, a y factor has actually been included. While y is not inserted ex licitly, the uncorrected contact calibrate the tip. The data is actually analyzed according to cf
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The hardness of the tungsten samp P e, determined from Eq. (3), is lotted in Fi ure 3. The that the fg inal hardness measured by the nanoindentation analysis using an uncorrected area
The influence of the considering the effects on the d o~ng's modulus. Recall that the area function determined by the area taken from the area function is the true contact area multip P led by y2 of the sample used to
where the included y term is for the calibration sample (cs) and not for the sample of interest (m). Ironically, when the Poisson ratios of the calibration sample and the sample of interest are the b same, one can still obtain the correct Young's modulus by the current methods even though the area function is not correct, by virtue of the materials havin the same y factor.
Poisson ratio and testing a material w i t h a different Poisson ratio, it is constructive to consider the ratio of Eq. (1) for the calibration sample (cs) to Eq. (1) for a sample of interest (m). The influence of a mismatch in v is given by
To examine the magmtude of the errors that result f ! om calibrating with a material of one
The error resulting from using the uncorrected area functions is then yJ m. For clarity, this error due to the mismatch in Poisson ratios has been plotted in Figure 4 for J e cube-corner geometry (442.28"). 
