Introduction
In the context of this special issue on cities as sites for the realisation and reproduction of social norms and attitudes around sexuality and desire, we focus on the role that social norms and attitudes have in men's purchase of sexual services, building on both our theoretical and empirical work on the demand for paid sex (Della Giusta et al. 2009a , 2009b . Here we use a sample of British men surveyed in the 1999-2001 British National Survey of Sexual Attitudes and Lifestyles (Natsal II). Although the data is a decade old (a more recent wave of the survey has been conducted but not made available for use), it has the benefit of being a nationally representative survey and thus permits to reach rather more reliable conclusions than some of the smaller ad hoc surveys, as well as predating legislative changes that have since sought to criminalize clients and that are still being implemented across several English counties.
Wider social norms around the sex industry both underpin and reflect the views of participants in the industry as well as those of society, thus the extent to which prostitution is seen as an activity to be condemned or as simply a part of the entertainment industry matters enormously to individual participation and the beliefs of those who purchase sex. As discussed in Della Giusta and Munro (2008) and Della Giusta (2009), the regulatory framework within which prostitution takes place in England and Wales has undergone significant changes in recent years. The data we use here reflects the legislative approach in place before the so called abolitionist turn, which has followed since the so called Swedish approach became popular with British policy makers.
In 2004 the government conducted the Paying the Price consultation and the resulting legislation sought to introduce a markedly more negative stance towards the industry and clients in particular, and a view of sex workers as essentially victims. These changes followed the Swedish model on the basis of a rather uninformed assessment of both its effects in Sweden and its suitability to the UK situation.
The Home Office prostitution Strategy for England and Wales (2006) contained as a key element 'tackling demand', which was seen alongside 'reducing supply' as crucial to eradicating street prostitution and challenging the view that street prostitution is inevitable. The Strategy formally endorsed measures such as prosecutions under the kerb crawling legislation, local media campaigns including 'naming and shaming' and 'kerb crawler re-education programs'. The Strategy also gave room to the implementation, in several parts of the country, of a raft of prosecution for kerb crawling offences, under the Sexual Offences Act 1985. The Criminal Justice and Police Act 2001 strengthened the previous regulation and made the offence arrestable, giving the courts have the power to disqualify drivers. Similarly, in October 2007, the policing Minister in Northern Ireland announced that kerb crawling would be introduced into law as a specific offence. In Scotland, the Prostitution (Public Places) Scotland Act 2007 came into force in October 2007; it criminalised 'loitering or soliciting in any public place for the purpose of obtaining the services of someone engaged in prostitution.' (Sanders and Campbell, 2008) .
Campaigning is now calling for paying for sex to be made a crime.
1 Whilst the focus here is on clients, it is important to acknowledge that the effects on sex workers have been very significant: Sanders and Campbell (2008) illustrate the implications of this shift for the rights, safety and working conditions of sex workers and the increase in their stigmatization, whilst Di Tommaso et al. (2009) found that women who are trafficked for sexually exploitation were worse off in terms of health, abuse, and freedom of movement when they work in a secluded space.
Our analysis builds on both our theoretical and empirical work on modelling the demand for paid sex (Della Giusta et al. 2009a , 2009b ) and we extend it by considering the effects of risky behaviours and attitudes to relationships and to women on demand. We find that those who declare to have purchased sex have both different socio-demographic characteristics (being on average older, with fewer children, more educated but with lower professional status), and different sexual and risky behaviours as well as attitudes to relationships. more recent literature), we find a clear city effect in the sample, mostly driven by London, which goes beyond the attitudes captured in the survey and thus combines a mixture of factors related to the supply of paid sex and unobserved characteristics of city dwelling respondents.
The demand for paid sex
Findings from empirical studies of clients suggest that personal characteristics (personal and family background, self-perception, perceptions of women, sexual preferences), economic factors (education, income, work), as well as attitudes towards risk (health hazard and risk of being caught where sex work is illegal), lack of interest in conventional relationships, desire for variety in sexual acts or sexual partners, and viewing sex as a commodity, are all likely to affect demand. Cameron and Collins (2003) model male clients' decision to enter the market for prostitution services, where he has the choice to derive utility from one relationship partner and/or one paid sex partner. They distinguish between the motivations of men in relationships (variety, specific acts, frequency, outlet for stress) and single men ('relative search costs of finding willing sexual partners, or partners willing to engage in specific sexual activities in an ad hoc or formal social context, and in a given time period.'). Pitts et al. (2004) surveyed a sample of 1225 men and women in Australia and found that 23.4% had paid for sex at least once. They reported paying for sex to satisfy sexual needs (43.8%), because paying for sex is less trouble (36.4%), and because it is entertaining (35.5%). Significantly, the researchers found that there were not many significant differences between men who had paid for sex and those who had not, except that the ones who had were on average older, less likely to have university education and to have had a regular partner in the previous year. The motivations of sex workers' clients in the UK (who were all males and appeared to be representatives of all sectors of society) studied in the course of a programme on the sex industry presented by Channel 4 appeared to convey the impression that a connection existed between the effort and costs associated with finding a sexual partner who would readily satisfy their sexual preferences, and the straightforward and readily accessible option of sex work. Similar findings are reported by Coy, Horvath and Kelly (2007) on buyers of sex in East London, as well as by Campbell (1998) and Sanders (2008) . This is confirmed by Thorbek and Pattanaik (2002) , who draw a sort of "psychological" profile of male sex tourists on the basis of their own descriptions of themselves and accounts of their experiences. This indicates that many of them are finding relationships with others very difficult (either because they do not have the time or the skills required to meet people) and choose sex tourism as an "easier" alternative, which does not imply any responsibility towards the person providing the sexual service.
As for the views they held of sex workers, it appears that both sexism and racism mix in determining a very marked distancing, which allow sex tourists to practically ignore and show no interest in the lives and working motivations of the sex workers whose services they buy. Wider phenomena connected to consumerism and globalization are also clearly related to this industry, which reflects multiple power structures: Marttila (2003) concludes from her study of Finnish clients that: "the sex business is first and foremost about gendered, economic, social and cultural -global and local -power structures." (Marttila 2003, 8) . Thus, different intersections of gender, race and class all contribute to the creation of 'othering' mechanisms that serve to both distance the parties to an exchange and justify the assertion of economic power within it. This phenomenon is obviously not limited to paid sex exchanges, and has been widely documented across a range of personal services.
Stigma is not just at play with men: women clients are also engaging in sex tourism, as documented both in Thorbek and Pattanaik (2002), and in Sanchez Taylor (2001) . The latter, in particular, offers a more in-depth analysis of North American and Northern European women buying sex work services of young men in the Caribbean, in what they themselves describe as 'romance holidays'. Responses to her interviews suggest that, on the one hand, women clients are mostly reluctant to define what they engage in as prostitution, and, on the other, that their ideas about the young men whose service they buy are deeply rooted in racist ideas about black men and black men's sexuality. The theme of inequality appears to be at the core of the relationship: prejudices that allow the stigmatization of another person as fundamentally "different" and inferior to oneself appear again and again in customers' accounts (Ben-Israel et al. 2005; Pitts et al. 2004; Kern 2000; Blanchard 1994) .
Studies have recently begun to appear that address more explicitly attitudes and their relationship to the regulation of prostitution: Kuosmanen (2011) reviews existing studies of attitudes to prostitution in Sweden finding more support for criminalization as a result of the introduction of the law, and also conducts a random sample study finding more support for the current Swedish law among women and younger respondents and a small effect of higher education on women's attitudes. Jahnsen ( In what follows we estimate the probability of ever paying for sex as a function of a range of personal socio-demographic indicators, sexual and other behaviours and attitudes to relationships and women. The main advantage of this dataset with respect to the ones utilized for previous studies is that it is a national representative sample of sexual attitudes and it includes questions on paying for sex. We are able to, therefore, study clients versus non-clients while most papers (including Della Giusta et al. 2009b ) analyze clients using datasets that only contains clients. A drawback of our data is there are no questions related to the frequency of paid sexual encounters, as the question only asks if the (male) individual has ever paid for homosexual or heterosexual sex. We thus estimate a probit model where the dependent variable is equal to 1 if the man has ever paid for sex. We adjust all calculations to allow for the stratification, clustering and weighting of the data, in particular to adjust for over-sampling of some groups such as those in London and ethnic minorities. Men who have paid for sex constitute 12.9 percent of our sample, and given that our sample is representative of the entire British population between age 26 and 44, we can infer that 13 percent of British men have paid for sex at least once in their life. Despite the relatively small age range of our sample we include age of clients, which in previous studies was found to be an important determinant of the demand for paid sex
As discussed in the introduction the British National Survey on Sexual Attitudes and Lifestyles does not contain data on income or price for paid sex, therefore as proxies for income we include controls for educational levels (whether respondents hold a degree, A-levels, O-levels or no qualifications). Following Della Giusta et al. (2009a), we are interested in whether having a higher professional status means being more sensitive to the stigma from paying for sex, assuming that men with a high professional status (managers or professionals) have reputations that can be easily damaged by being found to be clients.
In order to test if paying for sex is correlated with risky behaviours, we use make use of five variables: sex with foreign partners, unsafe sex, smoking habits, use of injected drugs, and A third survey was conducted in 2010-2012 but this data were not available when this article was written .
alcohol consumption.
We also want to see to what extent demand for paid sex is a substitute or complement to free sex, so we include three variables: number of heterosexual partners in the last year, number of occasions of heterosexual sex in the last 4 weeks and a dummy for marriage or co-habitation.
Since the sociological literature on clients (Sanders 2008) shows paying for sex is more frequent among those individuals who had their first intercourse at a younger age, we also include dummies for age of first heterosexual intercourse.
Finally, as we are interested in the effect of living in urban areas on demand, we include both a variable classing respondents as living in London, Urban or city centre (not London),
Suburban residential and Country town or village.
We also include some indicators of attitudes to relationships, which are typically believed to be more open in an urban environment, and use importance of income and children as proxies for importance of relationships (sharing chores, mutual respect, same tastes, sex, faithfulness are all insignificant to explaining demand so we exclude them from our model) and whether respondents believe that unfaithfulness is wrong.
One major problem in utilising the above mentioned variables is that some of the variables refer to a certain period in the past (last year, last 4 weeks, ever in the past) and some variables refer to the current period (time of the interview). Therefore some of the correlations that we will highlight in the results of the probit model are somehow spurious because for instance we regress the variable" ever paid for sex" on the variable " belong to a religion now" or professional status now.
We begin by looking at how the characteristics vary by urban area type: Table 1 The average age of men who had paid for sex at least once in their life is very similar to the average age of men who had not. Given that older men would have had more opportunity to have ever paid for sex because they lived longer, we would have expected that the age of clients was higher than the age of non-clients but this is not the case. It could be due to the fact that our sample only includes men below 44 years old. A previous study of US clients (Della Giusta et al. 2009b ) shows that age is positively correlated with paying for sex, therefore we can reasonably expect that ours is a lower bound estimate of the number of men paying for sex.
Clients are also more educated than non-clients, possibly also capturing an income effect: 15 percent of the clients have a-levels or an equivalent degree, against only 11 percent of the nonclients; among the clients only 15 percent do not have any education, while this is the case for 18 percent of the non-clients. There are very small differences in skills and professional profiles:
clients are more un-skilled and partly skilled than non-clients. For instance, 6 percent of the clients are unskilled, while this is the case for only 4 percent of the non-clients; 7 percent of clients have a professional or managerial position as opposed to 9 percent of non-clients. In terms of demographic characteristics, clients have fewer children than non-clients, and 71 percent of clients are married or co-habiting as opposed to 83 percent of non-clients, and are slightly more religious (45 per cent versus 41percent of non-clients), confirming the profiling done by Ward et al. (2005) .
When looking at behaviours, we see clearly that clients are on average less risk averse than nonclients: they smoke more (43 percent of clients are smoker and only 36 percent of non-clients), had more unsafe sex last year (14 percent of clients against 6 percent of non-clients), and use more drugs (6 percent of clients have ever injected drugs as opposed to 3 percent of non-clients).
Clients are also on average more likely to have a high or medium level of alcohol consumption (21 percent as opposed to 14 percent) and also had less heterosexual sex in the last 4 weeks (perhaps indicating a substitution effect), but they had more sex partners in the last year (suggesting they like variety). Clients are more religious but they hold less conservative views about sex before marriage, homosexual sex, and abortion. Finally, 36 percent of clients had their first sexual intercourse at an age between 13 and 15 (as opposed to 26 percent of non-clients).
Results
We now move to our model of the demand for paid sex and present our results in Table 3 . Since our variable of interest is a binary variable we estimate our model using a probit model. A binary probit allows us to model the probability of having ever paid for sex and makes use of an underlying latent variable which determines whether or not an individual has ever paid for sex.
Whilst one can interpret the sign and significance of the coefficients of a probit model, the magnitude of the raw coefficients are not intuitive, therefore we report average marginal effects (an average across the marginal effect for each individual) that provide the effect of a change in an explanatory variable on the probability of having paid for sex. So for example, an increase in age by one year will increase the probability of paying for sex by 0.4 percentage points. Table 3 presents the marginal effects for five different specifications of the model: specification 1 includes only the demographic variables, specification 2 includes some variables about risky behavior, specification 3 adds some variables related to other sexual behaviors, and finally specification 5 includes some dummies for the age of first intercourse and attitudes towards relationship. We note that the model is rather robust to the different specifications as the size and the significance of the coefficients are fairly stable across the specifications. The last column with the most comprehensive model is our preferred specification because some of the variables included only in this last model appear to be significant, suggesting the other models are biased because they are underspecified.
TABLE 3 APPROXIMATELY HERE
Age has the expected (positive) sign which confirms previous results (Della Giusta et al. 2009b ). Each year increases the probability of ever having paid for sex by 0.3-0.4 percent. The positive effect of age does not necessarily mean that older men demand more paid sex; this result could also be due to a longer spell of life for older men and therefore it is more likely that they have paid for sex in the course of their life.
The probability of having paid for sex decreases in a range between 1 and 1.4 with one more child. The child variable refers to the number of natural children ever had, including still born and dead children. This effect could be due to an income effect and a time constraint, as well as possibly different values: giving importance to children for as successful relationship decreases the probability of being a client by 2.3 percentage points. Being married or co-habiting is not statistically significant in the last three specifications, but thinking that unfaithfulness is wrong decreases the probability of being a client by 2.6 percentage points. The importance of sharing chores, of mutual respect and of sex to a successful relationship were all insignificant in all specifications, and thus excluded from the results. The education dummies show that having a high school diploma increases the probability of having paid for sex by around 5-6 percent (according to the different specifications) with respect to uneducated individuals. In the fifth specification having a university degree increases the probability of being a client by 4 percent and it is statistical significant at 10 percent level. This is also mirrored by the attitude to income variable, which suggests clients think income is more important to a successful relationship than non-clients. These results confirm the findings for the
US clients in Della Giusta et al. (2009b).
The variables related to the professional status show that the higher the status of the client, the lower the probability of paying for sex. Individuals with a professional/managerial position are 5-6 percentage points less likely to pay for sex than unskilled individuals; similar results to those of Della Giusta et al. (2009b) and of Jones et al. (2014) on NATSAL III
The indicators for risky behavior show there is a high correlation among different types of risky behavior and paying for sex; for instance, smokers have a probability of paying for sex which is 2 percent higher than for non-smokers. Having injected drugs implies a probability of paying for sex which is 6-7 percent higher than for those who have not injected drugs. We find similar effects for alcohol consumption and unsafe sex. The literature on health and paid sex (Rao et al., 2001) shows the presence of a premium for unprotected paid sex, and recent work by Regushevskaya and Tuormaa (2014) shows that although Finnish clients are aware of health risks they grossly underestimate its importance and even hold false belief about HIV transmission and even resistance to HIV. Our results strengthen these by showing the correlation across a wider range of risky behaviours.
Having had a sexual partner from outside the UK increases the probability of paying for sex by 11-12 percent. The number of new heterosexual partners in the last year has a very small absolute value and it is positively and significantly related to the demand for paid sex, supporting the contention that another component may be the desire for variety (as in Cameron and Collins, 2003) .
Having had the first intercourse between 13 and 15 years old increases the probability of having paid for sex by 4 percentage points.
The parameter for religion is positive and statistically significant at 5 percent level, implying that being religious increases the probability of paying for sex. All the other variables related to conservative opinions are not statistically significant. This may be seen to run counter to the results in Jacobsson and Kotsadam (2011) , who find a connection between degree of conservatism and views on prostitution. Nevertheless, they do not link the degree of conservatism to actual demand as we do, they test the effect of being religious and being from the right or the left on attitudes towards prostitution among Norwegian and Swedes. So they do not test behaviors.
Our results therefore show that showing conservative views and paying for sex are not correlated and moreover that the probability of paying for sex is positively correlated with being religious.
Finally, to delve deeper into the London effect, we separate the London and non-London subsample and model separately the probability of being a client (Table 4) . A Chow test has an F test of 0.71 with a p value of 0.86 so there is no evidence that there are systematic differences in the coefficients between London and the non-London sample. The only difference that is significant is having a university degree which is significantly different between the two samples at the 10% level (p value (0.0541) with an f-test of 3.72. 
Conclusions
In this paper, we have focussed on UK clients' behaviors which affect their demand for paid sex in a sample drawn from the British National Survey of Sexual Attitudes and Lifestyles (Natsal).
The survey was conducted in 2000-2001 by the Centre for Sexual Health and HIV Research at
University College London, interviewing 12,110 people aged 16-44 years, and contained several socio-demographics, health and sexual life information, as well as some attitude questions, all of which can be used to analyse differences between those who declare to have paid for sex to those who have not. As this is a national representative sample, we can study clients versus non clients while most papers (including Della Giusta et al. 2009b) analyze clients with data sets that contains only clients, making it impossible to draw conclusions that can be applied to wider populations. The survey does not specifically focus on sex work, thus we do not have detailed data on prices paid or types of sex, however we have a large set of information on respondents and their sexual lives, preferences and a range of other behaviours. Furthermore, we have information on their attitudes to relationship and to women in particular. Men who declare they have paid for sex constitute 12.8 percent of our sample. Since our sample is representative of the entire British population between age 26 and 44, we can infer that 13 percent of British men (in this age interval) have paid for sex at least once in their life (as discussed in Ward et al., 2005 ).
Here we want to look at urban versus non-urban consumers of paid sex and test the effect of their attitudes, risky behaviors and personal characteristics on the demand for paid sex. We run regional robustness checks and find an effect from living in London, which has often been discussed as a market that differs from the rest of the country in the literature on paid sex (Coy, Horvath and Kelly (2007) ). This effect loses statistical significance when we control for risky behavior. We contribute to the discussion on sex, consumption and the city by focussing on the roles of attitudes and risky behaviours in the consumption of paid sex and observe how these factors matter in determining consumption and how cities and particularly London affect the demand for paid sex in ways that are independent of a range of attitudes, behaviours and personal sociodemographic characteristics, suggesting that London dwellers are different or are immersed in a very different environment, both in terms of the market for sexual services and the norms governing sexual behaviour, as suggested in the literature on the making of urban economies (Brown, 2000; Collins, 2004a and 2004b; Johnston and Longhurst, 2009; Hubbard, 2012) . Our results suggest that prostitution policy cannot be homogenously designed for urban and rural areas, and especially that a prostitution policy designed for London is unlikely to have the same effects in other parts of the country. This is important in the context of recent discussions on the reintroduction of red light districts in some UK cities. Test of significant differences between London and elsewhere: *** p<0.01, ** p<0.05, * p<0.1 Test of significant differences: *** p<0.01, ** p<0.05, * p<0.1 
