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Abstract
Measurements of the effective lifetimes in the B0s → K+K−, B0 → K+pi− and
B0s→ pi+K− decays are presented using 1.0 fb−1 of pp collision data collected at a
centre-of-mass energy of 7 TeV by the LHCb experiment. The analysis uses a data-
driven approach to correct for the decay time acceptance. The measured effective
lifetimes are
τB0s→K+K− = 1.407 ± 0.016 (stat) ± 0.007 (syst) ps,
τB0→K+pi− = 1.524 ± 0.011 (stat) ± 0.004 (syst) ps,
τB0s→pi+K− = 1.60 ± 0.06 (stat) ± 0.01 (syst) ps.
This is the most precise determination to date of the effective lifetime in the
B0s→ K+K− decay and provides constraints on contributions from physics beyond
the Standard Model to the B0s mixing phase and the width difference ∆Γs.
Submitted to Phys. Lett. B
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1 Introduction
The study of B0(s) mesons from the charmless B
0
(s)→ h+h′− decay family1, where h(′) is
either a pion or a kaon, offers unique opportunities to investigate the heavy flavour sector.
These decays are sensitive to charge parity (CP ) symmetry violation, which allows the
phase structure of the Cabibbo-Kobayashi-Maskawa (CKM) matrix [1,2] to be studied,
and to manifestations of physics beyond the Standard Model (SM). The B0(s)→ h+h′−
decays have been analysed in detail by LHCb, with measurements of the branching
fractions [3], time-integrated [4] and time-dependent [5] CP violation being made. The
effective B0s→ K+K− lifetime has previously been measured by LHCb using data recorded
in 2010 [6] and 2011 [7], corresponding to an integrated luminosity of 37 pb−1 and 1.0 fb−1
respectively. In this paper we reanalyse the 2011 data using a data driven method that
employs the full statistical power of the data set.
The detailed formalism of the effective lifetime in B0(s)→ h+h′− decays can be found
in Refs. [8] and [9]. The decay time distribution of a B0(s)→ h+h′− decay, with equal
contributions of both B0(s) and B¯
0
(s) at the production stage, can be written as
Γ(t) ∝
(
1−A∆Γ(s)
)
e−Γ
(s)
L t +
(
1 +A∆Γ(s)
)
e−Γ
(s)
H t , (1)
where Γ
(s)
H = Γ(s) −∆Γ(s)/2 and Γ(s)L = Γ(s) + ∆Γ(s)/2 are the decay widths of the heavy
and light mass eigenstates, Γ(s) is the average decay width and ∆Γ(s) is the decay width
difference between the mass eigenstates. These in turn are given as linear combinations of
the two flavour states with complex coefficients q and p. The formalism used herein is
only valid if |q/p| = 1.
The parameter A∆Γ(s) is defined as A∆Γ(s) ≡ −2Re(λ)/ (1 + |λ|2), where λ ≡
(q/p)(A/A) and A (A) is the amplitude for B0(s) (B
0
(s)) decays to the respective final
states. For B0 mesons, ∆Γ is sufficiently small that the heavy and light mass eigenstates
cannot be resolved experimentally, thus only a single exponential distribution is measured.
For B0s mesons, ∆Γs is large enough for the mass eigenstates to be distinguishable. This
implies that fitting a single exponential distribution will yield a different effective lifetime
when measured in different B0s channels, depending on the relative proportions of the heavy
and light contributions in that decay. Equal proportions of heavy and light eigenstates
contribute to the B0s→ pi+K− decay at t = 0, which allows measuring the flavour-specific
effective lifetime. The B0s flavour-specific effective lifetime can be approximated to second
order by
τB0s ≈
1
Γs
1 +
(
∆Γs
2Γs
)2
1−
(
∆Γs
2Γs
)2 . (2)
1The inclusion of charge-conjugate processes is implied.
1
The B0s→ K+K− decay is treated slightly differently as the SM predicts the initial
state to consist almost entirely of the light mass eigenstate. This can be described by
stating that in the absence of CP violation the parameter A∆Γs(B0s→ K+K−) = −1, thus
the decay time distribution involves only the first term in Eq. 1. For small deviations from
the CP -conserving limit, the distribution can be approximated to first order in ∆Γs/Γs by
a single exponential with an effective lifetime
τB0s→K+K− ≈
1
Γs
(
1 +
A∆Γs∆Γs
2Γs
)
. (3)
An effective lifetime measurement in the decay channel B0s→ K+K− is of considerable
interest, as it can be used to constrain the contributions from new physical phenomena
entering the B0s meson system [8–12]. This decay channel has contributions from loop
diagrams that in the SM have the same phase as the B0s–B
0
s mixing amplitude, hence the
measured effective lifetime is expected to be close to 1/ΓsL. However, the tree contribution
to the B0s→ K+K− decay amplitude introduces a small amount of CP violation. Taking
the SM prediction for A∆Γs(B0s→ K+K−) = −0.972+0.014−0.009 [8] and the measured values
of Γs and ∆Γs from Ref. [13], the prediction for the effective B
0
s→ K+K− lifetime from
Eq. 3 is τB0s→K+K− = 1.395± 0.020 ps.
The measurement is performed using a pp collision data sample corresponding to an
integrated luminosity of 1.0 fb−1, collected by the LHCb experiment at a centre of mass
energy of
√
s = 7 TeV in 2011. A key aspect of the analysis is the correction of decay time
biasing effects, referred to as the acceptance, which are introduced by the selection criteria
used to maximise the signal significance of the B meson sample. A data-driven approach,
discussed in detail in Ref. [14], and applied to a previous measurement of this channel [6],
is used to correct for this bias.
2 Detector and data sample
The LHCb detector [15] is a single-arm forward spectrometer covering the pseudorapidity
range 2 < η < 5, designed for the study of particles containing b or c quarks. The detector
includes a high-precision tracking system consisting of a silicon-strip vertex detector
(VELO) surrounding the pp interaction region [16] and several dedicated tracking planes
with silicon microstrip detectors (Inner Tracker) covering the region with high charged
particle multiplicity and straw tube detectors (Outer Tracker) for the region with lower
occupancy. The Inner and Outer Tracker are placed downstream of the magnets to allow
the measurement of the charged particles momenta as they traverse the detector. Excellent
particle identification (PID) capabilities are provided by two ring-imaging Cherenkov
detectors, which allow charged pions, kaons, and protons to be distinguished from each
other in the momentum range 2–100 GeV/c [17]. The experiment employs a multi-level
trigger to reduce the readout rate and enhance signal purity: a hardware trigger based
on the measurement of the transverse energy deposited in the calorimeter cells and the
2
momentum transverse to the beamline (pT) of muon candidates, as well as a software
trigger that allows the reconstruction of the full event information.
The average momentum of the produced B mesons is around 100 GeV/c and their decay
vertices are displaced from the primary interaction vertex (PV). Background particles in
general have low momentum and originate from the primary pp collision. The candidates
used in this analysis are reconstructed from events selected by the hardware trigger and
containing large hadronic energy depositions that originate from the signal particles, or
events selected that do not originate from the signal particles. The signal sample is
further enriched by the software-based trigger with an exclusive selection on B0(s)→ h+h′−
candidates.
The oﬄine selection is based on a cut-based method, which is designed to maximise
the signal significance. The selection requires that the tracks associated with the B
meson decay products have a good track fit quality per number of degrees of freedom,
χ2/ndf < 3.3. The transverse momentum of at least one particle from the decay is required
to have pT > 2.5 GeV/c, with the other having pT > 1.1 GeV/c. Each decay product must
also have a large χ2IP, defined as the difference in χ
2 of the primary pp interaction vertex
reconstructed with and without the considered particle. The minimum value of the χ2IP of
the two decay products is required to be greater than 45, and the larger of the two greater
than 70.
The B meson candidate is obtained by reconstructing the vertex formed by the two
particles. It is required to have χ2IP < 9 and a reconstructed decay time greater than
0.6 ps. Each pp interaction vertex in an event is fitted with both the reconstructed
charged particles, where there are are typically 1.7 interaction vertices per bunch crossing.
The angle between the direction of flight from the best PV to decay vertex, and the B
momentum vector, must be smaller than 19 mrad. The best PV is defined as the PV to
which the B candidate has the lowest χ2IP value.
The final selection of the B0(s)→ h+h′− modes is performed by identifying pions, kaons
and protons using PID likelihood observables obtained from the ring-imaging Cherenkov
detectors [17]. Simulated samples of these B0(s)→ h+h′− modes are also generated for
verification. In the simulation, pp collisions are generated using Pythia [18] with a specific
LHCb configuration [19]. Decays of hadronic particles are described by EvtGen [20],
in which final state radiation is generated using Photos [21]. The interaction of the
generated particles with the detector and its response are implemented using the Geant4
toolkit [22] as described in Ref. [23].
3 B0(s)→ h+h′− lifetime measurements
The reconstructed B0(s)→ h+h′− mass and lifetime spectra include many contributions
in addition to the combinatorial background, which arises from random combinations of
reconstructed tracks. These backgrounds must be modelled accurately to reduce potential
biases in the final measurement. The additional backgrounds consist of misreconstructed
multi-body decays and misidentified physics backgrounds. Multi-body decays, such as the
3
process B0 → K+pi−pi0, may be reconstructed incorrectly as two body decays and in general
populate a region of lower values than the signal in the mass spectrum. Misidentified
backgrounds may originate from other B0(s)→ h+h′− decays due to misidentification of the
final state particles, where the correctly identified B0→ K+K− is treated as a misidentified
background in the fit to the K+K− spectrum. The B0→ K+K− decay is treated this way
due to its relative contribution being too small to fit for using a parametrised function.
The effective B0(s) → h+h′− lifetimes are extracted using an unbinned maximum
likelihood fit in which probability density functions (PDFs) are used to describe the
mass and decay time distributions. The measurement is performed by factorising the
process into two independent fits, where the mass and decay time have been verified
to be uncorrelated by correlation plots and comparing the decay time distribution in
different mass intervals for the combinatorial background. The first fit is performed to the
observed mass spectrum, see Fig. 1, and is used to determine the signal and background
probabilities of each candidate. The yield of each misidentified background is fixed to
the yield of the primary signal peak, B0s → K+K− or B0 → K+pi−, using the world
average branching fractions and measured hadronisation ratios [24]. The deviation visible
around the B0→ K+K− peak in the B0s→ K+K− mass fit, Fig. 1 (left), may be due to
limited knowledge of the B0→ K+K− branching fraction. The mass fit probability density
f(m) can be written as the sum over the individual PDFs, f(m|class), for all signal and
background classes multiplied by the corresponding relative yield of that class P (class),
f(m) =
∑
class
f(m|class) · P (class), (4)
where m is the measured mass of the candidate. The PDF models used to describe the
mass distributions of each class are determined from full LHCb simulation, with the
exception of the multi-body background in the K+K− spectrum that uses both simulation
and data for its description. A sum of two Crystal Ball (CB) functions [25] describes
the B0s→ K+K−, B0→ K+pi− and B0s→ pi+K− signal decays. Misidentified background
classes are described by template models extracted from simulation. The multi-body
background is described using an exponentially modified Gaussian distribution,2 while
the combinatorial background component is modelled with a first order polynomial. Only
candidates in the mass range 5000 − 5800 MeV/c2 are used, with 22 498 and 60 596
candidates contributing to the K+K− and K+pi− spectrum, respectively. The fits to each
invariant mass spectrum yield 10 471 ± 121 B0s → K+K−, 26 220 ± 200 B0→ K+pi−
and 1891± 85 B0s→ pi+K− signal events. In addition, the sWeights [26], signal fractions
P (class) and the probability of an event belonging to a particular signal class are also
calculated by the mass fit and are used in the subsequent lifetime fit.
A fit to the reconstructed decay time spectrum is performed to measure the effective
lifetime. The spectrum is described by a single exponential function, using a per-event
acceptance correction calculated from data. The method used to evaluate the acceptance
correction is detailed in Refs. [6,14]. The per-event acceptance functions are determined by
2f(m;µ, σ, λ) = λ2 e
λ
2 (2µ+λσ
2−2m)erfc(µ+λσ
2−m√
2σ
)
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Figure 1: Fits to the (left) K+K− and (right) K+pi− invariant mass spectrum, with the main
contributory signal and background components displayed. The fit residuals are provided beneath
each respective mass spectra.
moving each primary vertex along the momentum vector of the corresponding B particle,
and re-evaluating the selection for each emulated decay time. This procedure is repeated
for a large number of hypothetical PV positions to verify whether a candidate would have
been selected at that decay time. The set of decay times at which the per-event acceptance
function turns on and off is denoted by A in Eq. 5. The decay time PDF is modelled using
a description of the unbiased distribution multiplied by the per-event acceptance function,
denoted by f(t|A, class). The likelihood function per candidate is given by
f(t, A|m) =
∑
classes
f(t|A, class) · f(A|class) · P (class)f(m|class)
f(m)
, (5)
where t is the reconstructed decay time and f(A|class) is the observed distribution of A
determined by the sPlot technique. The last factor is the probability for the candidate to
belong to a particular signal class.
The decay time PDFs of the background classes are modelled differently from the
signal. The misidentified B0(s)→ h+h′− backgrounds are described using an exponential
function, with each lifetime fixed to the respective current world average [27]. This is an
approximation as these decays are reconstructed under the wrong mass hypothesis and a
systematic uncertainty is assigned in Sect. 4. The decay time PDFs of both the multi-body
and combinatorial background are estimated from data using a non-parametric method
involving the sum of kernel functions [28]. These functions represent each candidate with a
Gaussian function centred at the measured decay time, with a width related to an estimate
of density of candidates at this decay time [28] and normalised by the sWeight [26] of
5
decay time (ps)
0 2 4 6 8 10
Ca
nd
id
at
es
 / 
(0.
07
 ps
)
1
10
210
310
410
-K+K→0sB
Backgrounds
Total Fit
Data
LHCb 
decay time (ps)
0 2 4 6 8 10
Ca
nd
id
at
es
 / 
(0.
04
 ps
)
1
10
210
310
410
-pi+K→0B
-K+pi→s0B
Backgrounds
Total Fit
Data
LHCb 
0 2 4 6 8 10
re
sid
ua
l /
 e
rro
r
-4
-2
0
2
4
0 2 4 6 8 10
re
sid
ua
l /
 e
rro
r
-4
-2
0
2
4
Figure 2: Fit to the reconstructed decay times of the (left) B0s→ K+K− decay and simultaneous
fit to the (right) B0→ K+pi− and B0s → pi+K− reconstructed decay times. The background
distribution is the sum of all backgrounds displayed in Fig. 1. The fit residuals are provided
beneath each respective decay time spectra.
the candidate. The density of candidates is estimated by the sPlot [29] of the decay time
distribution for each signal class.
This procedure approximates the observed decay time distribution, including the
acceptance effects. The fit method requires unbiased decay time distributions since these
are multiplied by the per-event acceptance functions. The unbiased distributions are
calculated from the estimated observed distribution divided by the average acceptance
functions. The average acceptance function is calculated from an appropriately weighted
sum of the per-event acceptance functions.
The lifetime fit is performed in the decay-time range 0.61−10.00 ps, due to a decay time
cut of 0.60 ps in the selection and to ensure that a sufficiently large number of candidates
is available for the method to be stable. The fit results for the B0(s)→ h+h′− channels are
displayed in Fig. 2.
4 Systematic Studies
The systematic uncertainties are listed in Table 1 and discussed below.
The dominant contribution to the systematic uncertainty, in particular for the
B0s → K+K− and B0s → pi+K− effective lifetimes, comes from the contamination from
misidentified B0(s)→ h+h′− background channels. To determine the relative contribution
of the most significant misidentified backgrounds, we first determine the misidentification
probability of protons, pions and kaons as measured in data using the decays K0S → pi+pi−,
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Table 1: Systematic uncertainties on the effective lifetimes. The uncertainties vary between the
B0s→ K+K−, B0→ K+pi− and B0s→ pi+K− measurements due to the available sample size per
decay mode.
Source Uncertainty (fs)
B0s→ K+K− B0→ K+pi− B0s→ pi+K−
Cross contamination 4.8 1.3 6.0
Tracking efficiency 2.8 2.8 2.8
Mass model 1.1 2.5 6.7
B+c contamination 1.1 – 1.1
Non-parametric decay time modelling 0.8 1.6 6.7
Production asymmetry 3.0 – –
Effective lifetime interpretation 1.2 – –
Remaining uncertainties 0.8 0.6 3.7
Total 6.7 4.3 12.2
D0 → K−pi+, φ → K+K− and Λ → ppi−, where the particle type is deduced without
using PID information. The particle identification likelihood method used to separate
pions, kaons and protons depends on kinematic and global event information such as
momentum, transverse momentum, and the number of reconstructed primary interaction
vertices. The events in the calibration samples are weighted to match the distributions of
these variables in the signal sample. The mass spectrum of the misidentified backgrounds
are fitted under the correct mass hypothesis to extract the yields, before being translated
into cross-contamination rates using the PID efficiencies and misidentification rates. For
the sub-dominant backgrounds, the known branching and hadronisation fractions are used
to estimate the yields instead of the fitted values. The value of the systematic uncertainty
is given by the change in the fitted lifetime when the contamination rates are varied within
their uncertainty.
Another systematic uncertainty arises from the track reconstruction efficiency and
applies equally to all three decays. The track finding algorithm prefers tracks originating
from the beam-line, so those from long-lived B decays have a slightly lower reconstruction
efficiency. To determine the impact of this uncertainty, the track reconstruction efficiency
is parametrised from data and then emulated in a large number of simulated pseudoexper-
iments. Further details about this effect, and its parametrisation, are provided in Ref. [30].
The difference between the generated and fitted lifetimes is determined and the full offset
is subtracted from the final fitted lifetime and 50% of the value is assigned as a systematic
uncertainty.
The sensitivity to the details of the implemented signal and background mass models
are studied by varying the model parameters taken from simulation. This systematic
uncertainty particularly affects the effective lifetime in the B0s → pi+K− decay. The
tail parameters of the double Crystal Ball function describing the signal peaks and the
parameters of the exponentially modified Gaussian function describing the multi-body
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backgrounds are varied to accommodate the differences between simulations and data.
The position of the mass shapes of the misidentified backgrounds are fixed relative
to the position of the signal peaks. The offset is varied from the central value by the
uncertainty of the mean of the fitted primary signal peak to determine the effect on the
fitted lifetime.
The sensitivity to the shape of the combinatorial background model is estimated by
changing the description from a first-order polynomial to an exponential function, the
uncertainty being given by the lifetime difference observed.
The effective lifetimes in the B0s→ K+K− and B0s→ pi+K− decays are also affected
by contamination from secondary B0s mesons decaying from B
+
c mesons. Studies of
the B+c → B0spi+ decay give an upper limit of 1% on the fraction of B0s mesons that
originate from B+c decays [31]. The systematic uncertainty is estimated from simulated
pseudoexperiments, by adding a lifetime contribution that represents the B+c decays with
the resultant deviation from the expected lifetime assigned as the uncertainty.
The sensitivity to the modelling of the non-parametric component of the background,
which comprises the multi-body and combinatorial backgrounds, is tested using three
approaches. The first is estimated by varying the width of the Gaussian kernels [28] to
determine their effect on the background decay time distributions. The second is studied
by varying the decay time depending on the mass of the combinatorial background. This is
performed by splitting the mass range 5480−5880 MeV/c2 into three bins and ensuring that
the decay time distribution in each bin shows no variation within its statistical uncertainty.
The final study estimates the systematic uncertainty assuming a correlation between the
decay time distribution and the mass of the multi-body and misidentified backgrounds.
This is performed using simulated pseudoexperiments, where the generated lifetime is
scaled by a factor determined by the ratio of the generated misreconstructed mass and the
true mass for each event. The modelling of the non-parametric background has the largest
influence on the effective lifetime in the B0s→ pi+K− decay since the signal significance is
the smallest in this channel.
The analysis assumes that B0s and B
0
s mesons are produced in equal quantities. De-
viations from this assumption affect the effective lifetime in the B0s→ K+K− decay but
not the effective lifetimes in the flavour specific decays. The production asymmetry is
measured experimentally to be (7±5)% [5], and its influence is evaluated from an analytical
calculation using the current experimental values.
This analysis presents a measurement of the effective B0s→ K+K− lifetime, which is
equivalent to measuring the decay time using a single exponential function and is commonly
evaluated using the formula described in Ref. [32]. This is only valid in the absence of
acceptance effects. The a priori unknown fractional components of the light and heavy
mass eigenstates that contribute to the decay of the B0s meson result in an interpretation
bias. Using conservative choices for ∆Γs and A∆Γs , the size of the effect is studied with
simulated pseudoexperiments. The result is labelled “Effective lifetime interpretation” in
Table 1 and is treated as a source of systematic uncertainty on the measurement.
The remaining sources of uncertainty are the following: the precision at which the
fitting method was verified; the uncertainty on the world average lifetimes used to model
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the misidentified B0(s)→ h+h′− backgrounds; the modelling of the decay time resolution in
the lifetime fit; the absolute lifetime scale given by the alignment and the absolute length
of the VELO. These are all individually small and sum up to the last line in Table 1.
The method itself is verified as being unbiased using simulation of the LHCb experiment
and a large number of simulated pseudoexperiments.
Additionally, studies of the effect of the trigger, primary vertices and magnet polarity
are performed. The data are divided into subsets corresponding to periods with different
magnet polarity, trigger configuration, and for different numbers of primary vertices. These
have no effect on the measured lifetime and therefore no systematic uncertainty is assigned.
5 Results and conclusions
The effective B0s→ K+K− lifetime is measured in pp interactions using a data sample
corresponding to an integrated luminosity of 1.0 fb−1 recorded by the LHCb experiment
in 2011. A data-driven approach is used to correct for acceptance effects introduced by
the trigger and final event selection. The measurement evaluates the per-event acceptance
function directly from the data and determines the effective lifetime to be
τB0s→K+K− = 1.407± 0.016 (stat)± 0.007 (syst) ps,
which is compatible with the prediction of 1.395 ± 0.020 ps. The measured value is
significantly more precise than and supersedes the previous LHCb measurement of this
effective lifetime from the same dataset [7], but is statistically independent of the result in
Ref. [6]. This measurement can be combined with measurements of ∆Γs and Γs, given in
Ref. [13], to make a first direct determination of the asymmetry parameter A∆Γs to first
order using
A∆Γs =
2Γ2s
∆Γs
τB0s→K+K− −
2Γs
∆Γs
. (6)
The value is found to be
A∆Γs = −0.87± 0.17 (stat)± 0.13 (syst),
which is consistent with the level of CP violation predicted by the SM [8]. In the limit of
no CP violation, the effective B0s→ K+K− lifetime corresponds to a measurement of ΓL of
ΓL = 0.711± 0.008 (stat)± 0.004 (syst) ps−1.
This is compatible with the value of ΓL determined from the B
0
s → D+s D−s channel in
Ref. [33]. In addition, measurements of the effective B0 → K+pi− and B0s → pi+K−
lifetimes are also performed with the same method. The measured effective lifetimes are
τB0→K+pi− = 1.524± 0.011 (stat)± 0.004 (syst) ps,
τB0s→pi+K− = 1.60± 0.06 (stat)± 0.01 (syst) ps.
The measured B0 effective lifetime is compatible with the current world average of
1.519± 0.007 ps [27], with the effective lifetime of the flavour-specific B0s compatible within
2σ of its respective world average of 1.463± 0.032 ps [27].
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