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A truth table (table of combinations) specifies the values of a Boolean expression for every possible combination of values of the variables in the expression. Fig. 1 shows the general truth table for a function with n variables. The truth table of a function of n input variables has N = 2" rows. The exponential increase in storage requirement limits the truth table method of representing Boolean function if being used for large design.
Algebraic Expressions
The algebraic equivalent of the truth where the summation is the logical OR operation.
Algebraic method of representing switching circuits specifies a design completely without the storage problem. Simplification algorithms of this method are easily implemented onto a computer. Hence, it has been the most popular way of representing switching circuits. However, when an algebraic representation is subjected to manipulation, the intermediate storage and computation time requirements may present problems.
Karnaugh Maps
Kamaugh map provides a graphical display of the output variables involving in any SOP canonical or standard form expression. This is a cellular structure, which contains 2" cells for n variables, which can simultaneously display the operational behaviour and the functional relationship of a switching circuit. Each cell corresponds to one row of the truth table and one minterm of the DCF. Labeling the edges of the map identifies the cells and this is done in such a way as to give a unique combination of variables and their inverses for each cell. Each variable divides the map into two equal halves each containing 2"' cells.
The size of Kamaugh map grows exponentially as the number of input variables feeding in increases. The map structure and the manipulation algorithms have the difficulty to be implemented onto a computer. 
Choose a mintem (a I) which
has not yet been covered. 
Qnine-McCluskey Tabulation Method
The tabulation method (Quine [I] McCluskey [2] Method) overcomes the difficulty when the number of variables exceeds five or six because it is suitable for computer mechanization. The tabnlar method of simplification consists of two parts: (i) Determination of Prime Implicants (Fig. 4) , and (ii) Obtaining the minimum set of SOP using Prime Implicant Chart ( A prime implicant chart (PI chart) is constructed to select a minimum set of prime implicants. The rows correspond to the prime implicants obtained from the Fig. 4 , and the columns to the elements of the one-set If a prime implicant covers a given minterm, an x is placed at the intersection of the corresponding row and column. Then, the essential prime implicants (EPI) as those that have an x in a column that has no other x is identified. In Fig. 5 , column 9 and 14 each contains one x, so prime implicants B'C' and CD' are essential.
These essential prime implicants are part of any cover, so the elements of the one set that they have covered are eliminated (as already covered). Finally, the remaining one-set elements are covered with as few prime implicants as possible. In this case, A'BD cover the remaining two columns, so it is chosen. The resulting minimal SOP, displayed in algebraic form are B'C'+CD'+A'BD.
DECISION DIAGRAM
The traditional representation techniques have e n rather well accepted. Unfortunately, these techniques are only suitable to be used on circuits with small number of inputs due to their representation size and manipulation algorithm. Thus, an alternative method of representation that utilizes the graph theory has been introduced. Its popularity has grown rapidly employing by computer-aideddesign (CAD) software to represent Boolean functions.
The idea of representing Boolean functions as decision diagrams has been widespread since 1986, where binary decision diagram (BDD) was introduced by Akers [3] . This graph-based function representation is then developed by Bryant [4] An ordered BDD is a BDD such that the input variables appear in a fixed order on all the paths of the graph, and that no variable appear more than once in a path. In the OBDD, a path leads from root node to a terminal node represents an assignment values to the variables. The value of the terminal node is the logic value for that assignment. LetJ= ( x , ~f o ) v (xz AJ,) be the Shannon expansion of a two-valued Boolean function f with respect to variable x. Thus, the subgraph of the BDD represents both fnnctionsff andJ,, as shown in Fig. 6 .
An OBDD is reduced using two reduction rules:
Rule 1: Share all the equivalent sub-graphs ( Fig. 7(a) ). Rule 2: Eliminate all the redundant nodes whose two edges point to the same node. (Fig. 7(b) ). For a reduced BDD, all nodes in the tree must be unique and only non-redundant tests are present. Hence, the BDD contains no distinct nodes U and v such that the sub-graphs rooted at them are isomorphic and no variable node U that has identical low-and high-successor, i.e., low(u) # high@). The BDD reduced by using only Rule 1 is a quasi reduced ordered BDD (QROBDD). The BDD reduced according to the rule set leads to a reduced ordered BDD (ROBDD). The following Fig. 8 shows the threevariable function F = x,xJ v xIx2x3 that will be used as example for the reduction. There are two procedures for deriving BDDs, one from truth tables and another from algebraic expressions. If a Boolean function of n variables is defined by truth table, a BDD can be constructed by first constructing a complete BDT and then reduced the BDT to obtain a BDD. However. this method snffers from two drawbacks, which are a BDT requires the maximum number of nodes (2" -1) to be generated and BDD is not constructed directly. Another alternative method assumes that the algebraic expression is given in the SOP form and constructs the so-called 'variable' graphs, which each is representing an input variable. Then follow by constructing the 'product' graph to represents product terms in expression by applying the AND operation graphically on the associated 'variable' graphs. Finally, the 'sumof-product' graph'is constructed by applying the OR operation graphically. This technique of deriving a decision diagram allows large Boolean functions to be represented in a computer. The major drawback of this method is that it requires various redundant graphs to be created before the final graph is reached.
Very recently, a new form of graph-based representation, called the ternary decision diagrams (TDDs) has caught some attention among decision researchers. It provides an alternative graph-based representation and the potential has yet to be explored.
TDDs are similar to BDDs, except that each nonterminal node has three children. Various types of  TDDs were introduced by different people, such as  General-TDD, SOP-TDD, ESOP-TDD, AND-TDD,  prime-TDD,  EXOR-TDD,  Kleene-TDD  and  Arith- As with BDDs, TDDs are reduced to obtain a reduced ordered TDD (ROTDD) using the two rules introduced previously. The size of the complete ternary decision tree is O(3") and its size become O(3"ln) after reduction.
CONCLUSIONS AND COMMENTS
In this paper, we briefly introduced various types of representation techniques and their performance in manipulating the Boolean functions. The evolution of the techniques from classical to decision diagrams has led to faster and more compact solutions of many problems expressed using discrete functions and combinational sets. The manipulation of Boolean function based on decision diagrams is still a popular research stage. Ternary decision diagrams provide an alternative graph-based representation and yet it has the potential has to be developed in the future.
