Abstract. In this paper, we study convergence and superconvergence theory of integer and fractional derivatives of the one-point and the two-point Hermite interpolations. When considering the integer-order derivative, exponential decay of the error is proved, and superconvergence points are located, at which the convergence rates are O(N −2 ) and O(N −1.5 ), respectively, better than the global rate for the one-point and two-point interpolations. Here N represents the degree of interpolation polynomial. It is proved that the α-th fractional derivative of (u − u N ) with k < α < k + 1, is bounded by its (k + 1)-th derivative. Furthermore, the corresponding superconvergence points are predicted for fractional derivatives, and an eigenvalue method is proposed to calculate the superconvergence points for the Riemann-Liouville fractional derivative. In the application of the knowledge of superconvergence points to solve FDEs, we discover that a modified collocation method makes numerical solutions much more accurate than the traditional collocation method.
1. Introduction. Nowadays, Lagrange-type interpolation is applied widely in numerical analysis, especially in the spectral Galerkin/collocation methods and numerical quadratures based on (weighted) orthogonal polynomials, because it is stable and converges extremely fast for smooth functions. Recently, many works focus on studying the superconvergence of Lagrange-type interpolations. For example, the superconvergence of integer-order derivative of various Jacobi-Gauss-type spectral interpolations were considered in [27, 28, 33, 34] respectively. Zhang, Zhao and Deng generalized the study to Riemann-Liouville and Riesz fractional derivatives with the order of 0 < α < 1 in [6, 36] . However, as pointed out in [6] , Lagrange-type interpolations fail to converge when applying to left Riemann-Liouville fractional derivative with α > 1. More specifically, the error −1 D α x (u − u N ) will not converge at x = −1, where u N is the Legendre-Lobatto or Left-Radau interpolant of u(x). The main reason is that the multiplicity of zero point of u − u N at x = −1 is one. Similarly, Lagrange-type interpolations also fail at x = ±1 when applying to Riesz fractional derivatives with α > 1. This motivates us to find an alternative way to remedy the situations where Lagrange-type interpolations fail.
The Hermite interpolation is a natural idea since it can interpolate the function value at interior interpolation points, and interpolate both function value and derivative value(s) at two ends x = ±1. This leads to the zero multiplicity higher at the two ends. Consequently, the Hermite interpolation makes the singularity at x = ±1 to be under control comparing with Lagrange-type interpolations. While the theory of convergence and superconvergence for Lagrange-type interpolations is well understood (see, [6, 27, 33, 34, 36] ), the study on Hermete interpolation has so far received little attention.
The goal of this paper is to provide a fundamental analysis of the convergence and superconvergence for the integer-order and fractional derivatives of three kinds of Hermite interpolants, see the definitions in (3.1), (3.2) and (3.3) below. For the integer-order derivative, it is proved that the error of the Hermite interpolant u(x) − u N (x) decays exponentially with respect to the degree of interpolation polynomial N , when u(x) is analytic on [−1, 1]. Moreover, for the one-point Hermite interpolation given by (3.1) or (3.2), the convergence rate at superconvergence points is O(N −2 ) higher than the optimal global rate; for the two-point Hermite interpolation given by (3.3) , it is O(N
where k < α < k + 1, k is a nonnegative integer, and the constant C is independent of N . In other words, the convergence of the interpolation under the fractional derivative is also guaranteed, and the error decays exponentially as well. In order to validate superconvergence phenomenon under the Riemann-Liouville fractional derivatives, an efficient algorithm to calculate superconvergence points is provided, and it is observed that the gain of convergence rate at these points is at least O(N −1 ).
We would like to emphasize that a systematic and rigorous mathematical treatment of superconvergence points of fractional derivatives can offer some theoretical insight in applications of numerically solving fractional differential equations (FDEs). It may also provide guidance to construct numerical schemes to improve the numerical accuracy. Note that the fractional derivative of the Hermite interpolant D α u N approximates D α u more accurately at the superconvergence points. This knowledge enables us to modify the traditional collocation method to solve FDEs: Instead of using the traditional collocation points, the new collocation points are selected as the superconvegence points found in this paper. The existence and uniqueness of numerical solutions can be guaranteed based on the fact that the numbers of interpolation points and superconvergence points are equal to each other for fractional derivatives. Numerical experiments indicate that the accuracy of the modified collocation method is at least 10 −2 improvement compared with traditional collocation methods.
The paper is organized as follow. Preliminary knowledge is provided in Section 2. Section 3,4,5 are about the theoretical statements of convergence and superconvergence of the Hermite interpolations for taking integer-order derivative, RiemannLiouville derivative, and Riesz derivative, respectively. Numerical validations and applications are presented in Section 6. Finally, some conclusions are drawn in Section 7.
2. Preliminaries. In this section, we begin with some basic definitions and properties, and denote Z + and N by the sets of all positive integers and all nonnegative integers, respectively.
Definitions and Properties of Fractional Derivatives.
Let us first recall the definitions and properties of Riemann-Liouville and Riesz fractional deriva-tives.
Definition 2.1. For γ ∈ (0, 1), the left and right Riemann-Liouville fractional integrals are defined respectively by
Then for α ∈ (k−1, k), where k ∈ Z + , the left and right Riemann-Liouville derivatives are defined respectively by:
where
Let γ ∈ (0, 1), the Riesz potentials in one dimension are defined as follows:
3)
where sign(·) represents the sign function, c 1 = 1 2 sin(πγ/2) , c 2 = 1 2 cos(πγ/2) . Then for α ∈ (k − 1, k), we can therefore define the Riesz fractional derivative:
2.2. Generalized Jacobi Polynomials and Their Properties. We now address the definition of classical Jacobi polynomials and Generalized Jacobi Polynomials (GJP) with integer indexes. For the convenience of notations, the following four sets are introduced:
Definition 2.3. The classical Jacobi polynomials, denoted by P α,β n (x), are orthogonal with respect to the weight function ω α,β = (1 − x) α (1 + x) β over the interval
where δ n,m is the Kronecker function, and γ
where {J α,β N (x)} are only defined for N − min{α, 0} − min{β, 0}, and P α,β n (x) is the classical Jacobi polynomial defined above.
It is easy to check that {J α,β N (x)} is also a set of weighted orthogonal polynomials. This is, for any α, β ∈ Z, and N, M − min{α, 0} − min{β, 0}, we have:
where η
, andñ is defined in (2.6). Additionally, when both α, β are integers, according to [4, 8, 22] , all of the GJPs satisfy the Sturm-Liouville equation:
. It is well known that the classical Jacobi polynomials with α, β > −1 satisfy
As for GJPs, we have similar formulas. Lemma 2.5 (see [8] , Lemma 2.1).
The following theorem states the maximum norm of GJPs. Theorem 2.6. Let J α,β N (x) andñ be defined in (2.6), where α, β are integers. When α = β < 0, ifñ is even, then 13) ifñ is odd, then
14)
where η 0 is the zero point of P −α−1,−α−1 n+1 (x) which is closest to 0; when α 0, β 0, then (x)}. Therefore, define 17) we can see that ∀η ∈ A,
so the question turns out to find
By simplifying (2.8), we have:
By inputting (2.18), we arrive at
is the only point that may change the sign of f (x). Then 1. |x
is an odd function, we have
where (2.20) is derived from the three-recurrence formula of Jacobi polynomials. Ifñ is odd, since x * = 0 / ∈ A, and J α,β N (x) is an odd function, the absolute maximal value is obtained at ±η 0 , the zero point closest to 0, and we have:
.
Interpolation of Analytic Functions.
In this work, we always assume u(x) is analytic on [−1, 1], and can be analytically extended to a certain domain on the complex-plane. The fundamental error analysis of Hermite interpolation was already provided in [5] .
Lemma 2.7 (see [5] , Theorem 3.5.1).
Designate by u N the unique element of P N for which
, and
Lemma 2.8 (see [5] , Corollary 3.6.3). Let u(z) be analytic in a closed simply connected region R, E be a simple, closed, rectifiable curve that lies in R and contains the distinct points x 0 , x 1 , · · · , x n in tis interior. Then 25) where u N (x), R N (u; x), ω N (x) are defined in (2.21), (2.22) and (2.23), respectively. Without loss of generality, we usually consider functions that are analytic on the reference interval [−1, 1]. It is known that each such function can be analytically extended to a domain enclosed by Berstein ellipse E ρ with the foci ±1, namely,
where i = √ −1 is the imaginary unit, ρ is the sum of semimajor and semiminor axes. Then we have the following bounds for L(E ρ ), the perimeter of the ellipse, and D ρ , the shortest distance from E ρ to [−1, 1] respectively:
For convenience, we define:
3. Hermite Interpolation for Integer-order Derivatives. In this work, we consider the three kinds of Hermite interpolations as follows.
(x) (without considering multiplicity in all cases), where k is a positive integer,ñ = N − k. We are going to find
, where k is a positive integer,ñ = N − k. We are going to find
, where k is a positive integer,ñ = N − 2k − 1. We are going to find
Clearly, if (3.1) is applied, then x = −1 will be a zero point of (u − u N ) of multiplicity k + 1; if (3.2) is applied, then x = 1 will be a zero point of multiplicity k + 1; if (3.3) is applied, then both x = ±1 are zero points of multiplicity k + 1. Let us first discuss the interpolation errors. According to (2.22) and Theorem 2.6, we immediately derive the following corollary.
Corollary 3.1. Let u N L and u N R be the interpolants defined in (3.1) and (3.2) respectively, and −(min{α, 0} + min{β, 0}) N . Then
Let u N B be the interpolant defined in (3.3). Then
Besides corollary 3.1, another error representation is given by (2.25). We now focus on finding the superconvergence points {ξ i } in the sense of 6) where u N is one of u N L , u N R , u N B , k is the number given by (3.1), (3.2), (3.3) respectively, and β is the gain of convergence rate. The superconvergence points {ξ i } and β are determined by the type of interpolants. Following the analysis in [34] , we can obtain the following theorem. Theorem 3.2. Let u(x) be analytic on [-1,1] and within Berstein Ellipse E ρ defined in (2.26) with ρ > 1, and let u N L , u N R , u N B be the interpolants defined in (3.1), (3.2) and (3.3) respectively. Suppose k << N , then we obtain the global error estimates as follows. For the interpolant u N L , we have
the superconvergence points {ξ
For the interpolant u N R , we have
N −k (x), and
For the interpolant u N B , we have
where c i , c i , i = 1, 2, only depend on ρ, k. Proof. Since u N L and u N R are completely symmetric, without loss of generality, we only consider the cases of u N L and u N B in the proof. According to (2.25), we have
, where A 0,k+1 n denotes the leading coefficient. Since there is a ω N +1 (z) in the denominator, we just consider
(x). According to Lemma 2.5, we have
When N is large enough (N 3), we arrive at 16) whereñ = N − k. On the other hand, according to the analysis in ( [27] , (4.7)),
Noting that
and from (2.6), we have
The identity (3.14) thus turns out to be
, the last term in (3.19) vanishes. This is, for 1 i N − k, we have
On the other hand, if
(x). Similarly, we have:
when N is large enough. By Stirling's formula, we achieve max
Taking l = k + 1 yields
and for ∀z ∈ E ρ , we have
Similar to previous case, by inputing (3.25), (3.26) and (3.27) into (3.14), the proof is complete. Remark 3.3. Let f (N ; k, l) be defined by the right hand side in (3.24), i.e.
In Fig. 3 .1, it shows that f (N ;
2 ) when N is large enough. However, when N is small, especially N 30, it is more likely that
Therefore, even though (3.11) and (3.12) in Theorem 3.2 show that the gain of convergence rate at superconvergence points is O(N −   3 2 ) when N is large enough. While N 30, it seems the gain of convergence rate behaves like O(N −1 ).
Remark 3.4. Similar to Chebyshev and Legendre interpolation, the three kinds of Hermite interpolations are exponentially convergent as well. Strictly speaking, they are exponentially convergent with respect toñ, the number of interpolation points except for x = ±1, instead of N , the degree of interpolants. Therefore, it will significantly improve the accuracy to increase the number of inside interpolation points. On the other hand, for any fixed k, because of the exponential convergence rate, u N converges to u very fast. So admissible results can be usually obtained when N is small .
Since all of the three kinds of superconvergence points are zero points of Jacobi polynomials, they can be efficiently calculated. Theorem 4.2. Let k < α < k + 1, where k is a nonnegative integer. Let u N L and u N R be the interpolants defined in (3.1) and (3.2) respectively. Then
Proof. Without loss of generality, we only consider the poof of left Riemann Liouville derivatives. According to (2.1), (4.1) and Holder's Inequality yields
Therefore, Therefore, ∃C > 0, such that ∀α ∈ (k, k + 1), we always have:
Parallel to the conclusion in [36] , we have the following theorem. Theorem 4.4. Let α ∈ (k, k + 1), let u N L and u N R be the interpolants defined in (3.1) and (3.2) respectively. The α-th left Riemann Liouville fractional derivative superconverges at { L ξ α i } satisfying
Similarly, the α-th right Riemann Liouville fractional derivative superconverges at { R ξ α i } satisfying
Proof. Again, we only give the proof of (4.7). The proof starts with (2.25). Similar to (3.13) for ∀x ∈ [−1, 1], we have
(4.9)
According to the analysis in [36] , the decay of the error is dominated by the leading term. By (2.1), (2.11), and (2.12), we arrive at (20) and (23) respectively in [30] . Therefore, we can calculate the zero points of
n (x) are eigenvalues of the following matrix S L ∈ M n×n (R):
. . .
n (x) are eigenvalues of the matrix S R ∈ M n×n (R), which is of the same form as S L , where
,
Proof. The recurrence formula for left integral of Jacobi polynomial,
n (x) is given by, seeing [30] (20): n (x), is given by, seeing [30] (23):
where Theorem 5.1. Let k < α < k + 1, where k is a nonnegative integer. Let u N B be the interpolant defined in (3.3) respectively. Then we have:
where C R = max{c1, c2}, both c1, c2 are defined in (2.5).
Proof. It is a direct corollary of (2.5), (4.5) and the fact that:
Remark 5.2. Theorem 4.2 and Theorem 5.1 state that if the (k+1)-th derivative of (u − u N ) converges, then the α-th derivative of (u − u N ) must converge with at least the same convergence rate.
The superconvergence points are located by the following theorem. Theorem 5.3. Let α ∈ (k, k + 1), let u N B be the interpolant defined in (3.3) . The α-th Riesz fractional derivative superconverges at
Proof. The framework of the proof is the same as Theorem 4.4. The detail is referred to the Theorem 3.1 in [6] .
6. Numerical Examples. We use examples 1-3 to investigate the superconvergence points for interger-order derivatives, Riemann fractional derivatives, and Riesz fractional derivatives, respectively. After that, we apply the theoretical results to solve the integer-order/fractional boundary value problems to illustrate the effectiveness of the theoretical analysis and application of superconvergence points. To further quantify the superconvergence rate, we define the superconvergence ratio as
According to (3.6) , r(N ) is exactly N β . For any fixed α, we can evaluate the ratio for different N values, and then estimate the gain of rate β numerically. As what one can see in Table 6 .1, the convergence rates at the superconvergence points are at least O(N −1 ), for different α, higher than the global rate, and the gain of convergence rate increases while the derivative order is increasing. Superconvergence ratios of (6.1) for different αth-derivatives. derivative order (α) gain of rate (β) derivative order (α) gain of rate (β) In all simulations above, we can observe that the error at highlighted points is much less than the global error.
6.2. Applications. We now apply superconvergence points above to solve integerorder/fractional boundary value problems, and investigate the effectiveness of our theoretical analysis.
Example 4. Consider the following fourth-order boundary value problem:
To illustrate the quantitative pictures to the behavior of numerical solutions, we take the exact solution in the form of u(x) = a 0 +30e x +a 2 e 1.5x +a 3 e 2x +a 4 e 2.5x , where the coefficients a 0 , a 2 , a 3 , a 4 and f (x) can be calculated by using boundary conditions and the exact solution itself. Numerical solutions are obtained by the spectral-Galerkin method, see the detailed numerical scheme provided in ( [23] , Chap. 6). Left panel of Fig. 6.4 shows the error of the first derivative (u − U N ) (x), and the first derivative superconverge points at the interior zeros of J Example 5. Consider the fractional boundary value problem:
Again, to illustrate the quantitative pictures to the behavior of numerical solutions, we set the exact solution u(x) = Hence, the numerical solution is to find
In the simulation, we set α = 1.31, N = 11. Left panel of Based on the theoretical analysis in this paper, we may modify the numerical scheme (6.5) as: find . This leads that numerical solution of our new scheme (6.6) is much more accurate than that of the traditional scheme (6.5). To illustrate the accuracy of numerical schemes, for any given degree of freedom N , we define the maximum norms of numerical solutions respectively for schemes (6.5) and (6.6) as The maximal error norms E o and E n are list Table (6.2). One can see that for each N , E n is significantly smaller than E o at least by 10 −2 . e N (x), with N = 11, evaluating points {ξ i } 10 i=1 (asterisked). Left: the error e N (x), the curve oscillates around 0, and the error at the asterisked points (interpolation points) is much less than the global error.
7. Conclusions. Generally, the three kinds of Hermite interpolations are comparable to Lagrange-type spectral interpolations. It is proved that for any fixed k, the The comparison of maximal errors of the two collocation methods N 6 7 8 9 10 11 E o 6.45E-04 4.52E-05 6.46E-06 1.29E-06 3.32E-07 9.84E-08 E n 3.42E-06 3.52E-07 5.54E-08 1.15E-08 2.90E-09 8.55E-10 integer-order derivative of the error decays exponentially with respect to the degree of freedom. The superconvergence points of each Hermite interpolation are also identified. Moreover, the convergence rates at the superconvergence points of one-point and two-point Hermite interpolations are proved to be O(N −2 ) and O(N −   3 2 ) higher than the global rate respectively.
The superconvergence points of the Riemann-Liouville derivative can be efficiently and accurately calculated by an eigenvalue method. Numerical simulations show that the gain of convergence rate is at least O(N −1 ). It is a future work to validate the gain of convergence rate for fractional derivatives theoretically. Another interesting observation is that the number of interpolation points for the Riemann-Liouville fractional derivative is equal to the number of superconvergence points, which differs from the case of integer-order derivative. Therefore, we can use the superconvergence points found in this paper to numerically solve FDEs. By modifying the collocation scheme based on the analysis in Theorem 4.4, the errors at interpolation points are much smaller than the global errors. This phenomenon is not observed in the numerical solution of traditional collocation method. So comparing with the traditional collocation method, our new scheme produces more accurate numerical solutions.
As far as we know, this is the first attempt to study the superconvergence points for Riemann-Liouville and Riesz fractional derivatives by using Hermit interpolation. As shown in [4, 9, 10, 14, 15, 17, 29, 31, 32, 37] , the spectral method has been successfully applied to solve FDEs. The study in this paper will be useful to numerally solve FDEs, especially, using spectral collocation methods. Hence, it will be interesting to develop new spectral collocation methods based on the superconvergence points for high-order FDEs, such as super-diffusion models in [13, 25] , or FDEs with Riesz, Caputo, or two-sided fractional derivatives in [7, 11, 18, 21, 24, 31, 35] .
