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E-mail address: pdiplas@vt.edu (P. Diplas).The onset of laminar axisymmetric Rayleigh–Bénard convection is investigated analytically
for ﬂuid in a cylindrical container. All surfaces are considered to be solid and no-slip for the
ﬂow, whereas for the thermal boundary conditions both a perfectly conducting and an
insulated side wall are considered. The governing Boussinesq equations are perturbed
and an approximate solenoidal ﬂow ﬁeld and a temperature ﬁeld are determined, using
the assumption of separation of variables. Subsequently, a Chebysev–Galerkin spectral
method is employed to reduce the equations to a system of ﬁrst-order nonlinear ordinary
differential equations. The approximate representation of the ﬂow and temperature ﬁelds
make it possible to perform the calculations analytically. The ﬁrst critical Rayleigh number
(Racr) is then calculated using local stability analysis. The resulting value of Racr compares
favorably with previous numerical and experimental studies. The analytical solution pre-
sented here allows for deeper insights into the physics of this extensively studied problem
to be identiﬁed.
 2009 Elsevier Inc. All rights reserved.1. Introduction
The instability-induced ﬂow between horizontal parallel plates, when the lower is at a higher temperature than the
upper, was originally stimulated by the early experiments of Bénard [1] and the linear stability analysis, for inﬁnitely long
plates, of Rayleigh [2]. It has been recognized to be relevant to the analysis of a host of natural phenomena, including mixing
and large scale circulation in the atmosphere, the oceans and lakes (e.g. Lorenz [3], Pond and Pickard [4], Horsch and Stefan
[5]), and industrial processes such as crystal formation (e.g. Ostrach [6]). It also proved ideally suited for the study of the
route leading from no ﬂow (for low values of the controlling parameter, i.e. the Rayleigh number) to turbulent ﬂow through
successive instabilities (e.g. Shirer [7]). Further, it is an extensively investigated pattern-forming system Bodenschatz et al.
[8].
After the elucidation of intricacies of the linear stability of the conductive proﬁle in horizontally unbounded layers (e.g.
Chandrasekhar [9]), further developments in the ﬁeld of Rayleigh–Bénard convection (RB convection, below) included the
examination of the role of side walls and boundary conditions, the inﬂuence of the variation of ﬂuid properties and the treat-
ment of various nonlinear aspects of the problem, including pattern formation, which cannot be predicted by linear theory.
RB convection in a right circular cylinder has attracted attention both because it spectacularly exhibits the effects of the
side boundaries and as a ﬁrst step for the analysis of more complicated applications, such as the Bridgman conﬁguration in. All rights reserved.
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ﬁrst critical Ra value and for certain values of the aspect ratio, the velocity ﬁeld takes the form of convective roll cells in the
shape of the surrounding side walls. Charlson and Sani [13] used a linearized Boussinesq system and a Rayleigh–Ritz method
with Bessel function ﬂow representation to ﬁnd the ﬁrst three critical Rayleigh numbers for axisymmetric ﬂow with both
conducting and insulating boundaries. Later they [14] considered also the possibility of nonaxisymmetric ﬂow and con-
cluded that, in a band of cylinder aspect ratios (c) near 1, the ﬂow beyond the ﬁrst critical Ra value is axisymmetric. This
conclusion was also supported by Buell and Catton [15] who extended these results for side wall of arbitrary conductivity.
The experimental work by Müller et al. [16] with water and liquid gallium compared fairly well with the calculated ﬁrst crit-
ical Ra value of Charlson and Sani [13]. These results have also been conﬁrmed by Wanschura et al. [17], Touihri et al. [18]
and Boronska and Tuckerman [19], who examined further the nonlinear evolution of convection beyond its onset with re-
spect to both axisymmetric and nonaxisymmetric modes.
The present study aims at determining the ﬁrst transition to convection for an aspect ratio equal to 1, for both conducting
and insulated side wall cases, through an approximate method. In accordance with previous studies, experimental and
numerical (e.g. Müller et al. [16]), and analytical (Charlson and Sani [13]) the ﬂow is considered to be axisymmetric having
the shape of a torus, for the range of aspect ratios considered. The ﬂow is modeled in terms of polynomials, as a solenoidal
ﬁeld satisfying the appropriate boundary conditions, based on the assumption of separation of variables, and the tempera-
ture ﬁeld is determined heuristically so as to be compatible with experimental observations. Then, the dependent variables
are expanded in Chebyshev series, which allow the imposition of rigid, no-slip sidewall at the cylindrical boundary. Finally, a
Galerkin method is used to transform the governing system of nonlinear partial differential equations into a system of ﬁrst-
order nonlinear ordinary differential equations. A local stability analysis of the transformed system is then used to determine
the ﬁrst critical Rayleigh number. The approximate representation of the ﬂow and temperature ﬁelds makes it possible to
perform the calculations analytically, albeit with the use of the symbolic package ‘‘Mathematica”.
The present study parallels in many respects the classic nonlinear dynamic analysis of Lorenz [3], who used a truncated
form of the Fourier–Galerkin spectral representation of Saltzmann [20] to analyze the stability and nonlinear evolution of RB
convection between inﬁnite parallel plates. Because of the severe truncation in the spectral representation, his model was
valid for slightly supercritical Ra values, but could not represent the whole range of actual ﬂow regimes and Rayleigh insta-
bilities (Nese [21]).
The same limitation holds for the present study, since well beyond marginal stability and for aspect ratios essentially dif-
ferent from 1, the presumed axisymmetric shape of the ﬂow will no longer be valid (e.g. Touihri et al. [18]). From the analysis
presented below it follows that the condition for marginal stability of the conductive regime, given in terms of Ra, is the same
as the condition for the existence of ﬂow in the shape of an axisymmetric torus.
From a different point of view, the present analysis is akin to the stability analysis performed on a piecewise linear rep-
resentation of some basic ﬂows (e.g. Drazin and Reid [22, p. 144]), only in the present case, it is the ﬂow beyond marginal
stability which is approximated by simple polynomials, so as to perform the stability analysis.
In brief, by approximating the instability-induced ﬂow in a simple way and modeling the resulting temperature structure
in accordance with the analysis of Lorenz (Shirer [7]), the present study offers the insight provided by an analytical solution
(albeit approximate) into an already extensively studied problem. This method has the potential to be used in the modeling
of other phenomena of engineering interest as well, such as, for example, the prediction of the necessary degree of curvature
for the onset of secondary currents in meandering rivers.2. Problem formulation
We consider a right circular cylinder of height h and radius R, so that its aspect ratio is c = h/R as depicted in Fig. 1. The
Rayleigh–Benard convection can be analyzed using the Boussinesq system of equations (e.g. Busse [23]), and since a cylin-
drical geometry is examined herein, we express the equations in cylindrical coordinates. Assuming the ﬂuid properties, other
than density, to be constant, we obtain the following system of equations in nondimensional form:θ h r 
z 
R 
Fig. 1. Geometry and coordinate system.
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@T
@t
þ v  rT ¼ r2T; ð2Þ
1
Pr
@v
@t
þ v  rv
 
¼  1
Pr
rp þ r2v þ Ra Te^z; ð3Þwhere 0 6 r* 6 1/c, 0 6 h 6 2p,1/2 6 z* 6 1/2 is a cylindrical coordinate system, v*(r*,h, ,z*, t*) the velocity vector, T*(r*,h,z*, t*)
temperature, êz, the unit vector in the z-direction, Pr ¼ mj the Prandtl number, m the kinematic viscosity, j the thermal diffu-
sivity Ra ¼ gaDTh3mj the Rayleigh number, a the volumetric thermal expansion coefﬁcient, g the acceleration of gravity, h the
height of the cylinder, DT = T2  T1 the temperature difference in the ﬂuid layer, T1, T2 the temperature at the top and bottom
boundary, respectively, and p*(r*,h,z*, t*) the pressure. All starred quantities are nondimensional.
For the nondimensionalization, velocities are scaled with j/h, the pressure with qj2/h2, the time with h2/j, and lengths
with the height of the ﬂuid column, h. The nondimensional temperature is given by T* = (T  T2)/(T2  T1), where T1 and T2
are the temperature of top and bottom surfaces respectively. The density is assumed to be a linear function of temperature in
the buoyancy term,Dq ¼ aqoDT: ð4Þ
For the particular problem examined herein, with the radius of the cylinder equal to its height, the aspect ratio c is one.
The velocities are zero at the rigid, no-slip boundaries:vð1; h; z; tÞ ¼ vðr; h;1=2; tÞ ¼ vðr; h;1=2; tÞ ¼ 0: ð5Þ
The top and bottom faces are conducting surfaces kept at a constant temperature:Tðr; h;1=2; tÞ ¼ 1; ð6Þ
Tðr; h;1=2; tÞ ¼ 0: ð7ÞAt the side wall, for the case of a conducting surface:Tð1; h; z; tÞ ¼ ðz þ 1=2Þ; 1=2 6 z 6 1=2 ð8Þ
and for the case of an insulated surface:@T
@r
ð1; h; z; tÞ ¼ 0 ð9ÞIt is evident from the Eq. (3) that a low Prandtl number signiﬁcantly ampliﬁes the role of the inertial nonlinearity (e.g.
Knuteson [10]). This effect is felt after the initiation of laminar convection.
The aspect ratio c indicates the relative size of the container. It is one factor that determines the number and size of the
convection cells in the container. For laminar convection in the cylinder of aspect ratio one, only one axisymmetric roll is
anticipated (e.g. Müller et al. [16]).
Assuming axisymmetric ﬂow, the above system of equations can be simpliﬁed by considering the following properties of
this ﬂow:vhðr; h; z; tÞ ¼ 0; ð10Þ
@ðÞ
@h
¼ 0: ð11Þ
In order to derive the perturbation equations the dependent variables velocity, pressure and temperature are expressed as
the sum of a basic conductive state (0-subscript terms), and a small convective perturbation of this basic state (primed
terms):vðr; z; tÞ ¼ v0 þ v0ðr; z; tÞ; ð12Þ
pðr; z; tÞ ¼ p0ðzÞ þ p0ðr; z; tÞ; ð13Þ
Tðr; z; tÞ ¼ T0ðzÞ þ T0ðr; z; tÞ: ð14ÞIn the conductive state, the velocity vector is zero, the temperature variation is linear, and the pressure distribution fol-
lows from the hydrostatic equation:v0 ¼ 0; ð15Þ
T0ðzÞ ¼ ðz þ 1=2Þ: ð16Þ
p0ðzÞ ¼ p02  Ra Pr
z2
2
þ z

2
þ 1
8
 
; ð17Þwhere p02 is the pressure at the bottom of the cylinder.
The expressions for v*, p*, T* are substituted into the Boussinesq system to get the perturbation equations, retaining the
nonlinear terms in the Navier–Stokes and energy equations. Omitting primes and asterisks, the system of the perturbed (for-
merly primed) variables becomes:
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@T
@t
þ v  rT  vz ¼ r2T; ð19Þ
1
Pr
@v
@t
þ v  rv
 
¼  1
Pr
rp0  1Prrpþr
2v þ Ra T0 þ Ra Tð Þe^z; ð20Þwhere vz is the vertical component of the velocity vector. In this perturbed Boussinesq system as in the unperturbed, it is
again apparent that a low Prandtl number exerts a signiﬁcant nonlinear effect due to the inertial term.
To facilitate subsequent analysis we transform the Navier–Stokes equation into a vorticity equation and further, introduc-
ing the Stokes stream function w, we get:@T
@t
þ 1
r
Jðw; TÞ  1
r
@w
@r
¼ r2T: ð21Þ
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r @
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@z
;
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@w
@r
 
þ 1
r
@w
@z
;
1
r
@w
@r
 
 r 1
r
@w
@z
;
1
r
@w
@r
   
¼ r r2 1
r
@w
@z
;
1
r
@w
@r
  
 Ra @T
@r
e^h ð22Þin which the Jacobian J(f1, f2) isJ f1; f2ð Þ ¼ @f1
@r
@f2
@z
 @f1
@z
@f2
@r
: ð23ÞThe boundary conditions required for the system of equations in T and w are as follows. At the bottom and top surfaces
respectively,Tðr;1=2; tÞ ¼ Tðr;1=2; tÞ ¼ 0: ð24Þ
At the centerline,@T
@r
0; z; tð Þ ¼ 0: ð25ÞAt the side wall, if the surface is considered to be conducting,Tð1; z; tÞ ¼ 0; ð26Þ
whereas, if it is considered to be insulated,@T
@r
1; z; tð Þ ¼ 0:Similarly, six boundary conditions are needed for the solution ofw in the third order vorticity equation (Eq. (22)). Since all
surfaces are considered to be no-slip:@w
@r
ð1; z; tÞ ¼ @w
@r
r;1
2
; t
 
¼ @w
@r
r;
1
2
; t
 
¼ 0; ð27Þ
@w
@z
ð1; z; tÞ ¼ @w
@z
r;1
2
; t
 
¼ @w
@z
r;
1
2
; t
 
¼ 0; ð28Þthe requirement that the radial velocity at the centerline be zero:@w
@z
ð0; z; tÞ ¼ 0 ð29Þand the requirement that there be no shear at the centerline:@2w
@r2
ð0; z; tÞ ¼ 0: ð30Þ3. Chebyshev series representation of the dependent variables
3.1. General considerations
To apply the Chebyshev–Galerkin spectral method, the dependent variables are represented by ﬁnite Chebyshev series
and separation of variables is assumed. Successive terms represent modes of the ﬂow, and the series is truncated when
the desired number of modes is represented. The stream function w and the temperature T in the perturbed Boussinesq sys-
tem may be represented in the following manner:
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X
i
X
j
wijðtÞwiðrÞwjðzÞ ¼
X
i
X
j
wijðtÞ½aiTiðrÞ½bjTjðzÞ: ð31Þ
Tðr; z; tÞ ¼
X
i
X
j
TijðtÞHiðrÞHjðzÞ ¼
X
k
X
l
TijðtÞ½ckTkðrÞ½dlTlðzÞ; ð32Þwhere, Tn is the Chebyshev polynomial of the ﬁrst kind of order n. It should be noted that wi(r) is meant as a shorthand for
wri(r), and similarly wj(z) stands for wzj(z) and so on forHi(r) andHj(z) as well. (This practice produces unambiguous sym-
bols only because the function wi, for example, always appears together with its argument, in what follows.)
The stability of a single mode, laminar axisymmetric ﬂow, is being considered in the present study. This ﬂow can be
approximated by using Chebyshev functions, to the extent that the spatial coefﬁcients ai, bj, ck and dl can be determined. Even
though a large number of terms is required to represent the complete ﬂow, the analysis is simpliﬁed by the fact that the
presence of a single mode requires that all constituent submodes move together. The same temporal coefﬁcient must be
common to all terms. The most signiﬁcant result of this conciseness of the ﬂow representation is that the stability analysis
is greatly simpliﬁed.
By way of contrast, a model that investigated the series of ﬂow regime transitions on the route to turbulence would have
to incorporate a very large number of terms with differing temporal coefﬁcients. The coefﬁcients ai, bj, ck and dl would have
then to be incorporated into the appropriate temporal coefﬁcients. Only in this manner could the model represent the mul-
tiplicity of ﬂow regimes as well as account for the increasing number of superimposed modes within each ﬂow regime as it
becomes more complex.
4. Spatial distribution of the stream function and the temperature
4.1. The stream function
The spatial distribution ofw in the r and z planes is to be determined approximately using the continuity requirement and
the boundary conditions. Assuming w to be represented as:wðr; z; tÞ ¼ wðtÞwðrÞwðzÞ; ð33Þ
where, we note again that w(t)  wt(t), etc., and using the Stokes stream function deﬁnitions (e.g. Yih [24]), the distributions
of vr and vz in r and z can be represented in terms of their corresponding w distributions:v rðr; z; tÞ ¼ 1r
@w
@z
¼ wðtÞ 1
r
wðrÞ
 
@wðzÞ
@z
 
¼ v rðtÞv rðrÞv rðzÞ; ð34Þ
vzðr; z; tÞ ¼ 1r
@w
@r
¼ wðtÞ 1
r
@wðrÞ
@r
 
wðzÞ ¼ vzðtÞvzðrÞvzðzÞ: ð35ÞThe velocity components vr and vz will be ﬁrst approximated using polynomials and then these relations will be used to
produce a polynomial approximation for w via Eqs. (34) and (35).
Using as boundary conditions the relations:vzð1; z; tÞ ¼ 0; ð36Þ
v rð1; z; tÞ ¼ 0; ð37Þ
@vz
@r
ð0; z; tÞ ¼ 0; ð38Þ
v rð0; z; tÞ ¼ 0; ð39Þwhich represent: no-slip and no-penetration at the side wall, maximum value of vz at the centerline and no radial velocity at
the axis, respectively, and assuming vz(r) to be a third order polynomial and vr(r) a forth order polynomial, we get:vzðrÞ ¼ 5r3 þ 6r2  1; ð40Þ
v rðrÞ ¼ r4  32 r
3 þ 1
2
r; ð41Þ
wðrÞ ¼ r5 þ 3
2
r4  1
2
r: ð42ÞWe should also note that we have chosen – 1 to be the intercept of vz(r) since we can always absorb an arbitrary constant
into the temporal coefﬁcient.
The vz(r) curve, given by Eq. (40) and shown in Fig. 2 demonstrates some salient features of the ﬂow. The change in sign of
the vertical velocity in this closed container indicates ﬂow rotation. The location of the r-intercept to the right of r = R/2 as
well as the relative magnitudes of the maximum and minimum in the interval show the ﬂow convergence at the center. The
ﬂow proﬁle at the wall takes the approximate shape of a boundary layer. The vr(r) curve, Eq. (41), is shown in Fig. 3.
In a similar manner w(z) polynomial expressions can be determined for w(z), vr(z), and vz(z) for z 2 [1/2,1/2]. Speciﬁ-
cally, the following conditions can be used to derive a quadratic polynomial for vz(z) and a cubic for vr(z):
Fig. 2. r-Variation of vz.
Fig. 3. r-Variation of vr.
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v rðr;1=2; tÞ ¼ 0; ð44Þ
@vz
@z
ðr;0; tÞ ¼ 0; ð45Þwhich represent: no-penetration and no-slip at the top and bottom, and maximum vz(z) value at mid-plane, respectively. The
results are:vzðzÞ ¼ 16z4  8z2 þ 1; ð46Þ
v rðzÞ ¼ 64z3  16z; ð47Þ
wðzÞ ¼ 16z4  8z2 þ 1: ð48ÞAs before, we have also implicitly set the intercept of vz(z) equal to 1. The curves for vz(z) and vr(z) can be seen in Figs. 4 and 5
respectively.
We can now combine expressions (33), (42) and (48) to produce an expression for w. It will be useful, however, to give
this expression, for later use, in terms of Chebyshev polynomials:
Fig. 4. z-Variation of vz.
Fig. 5. z-Variation of vr.
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1
512
T5ð2r  1Þ  1128 T4ð2r  1Þ þ
3
512
T3ð2r  1Þ þ 132 T2ð2r  1Þ 
1
256
T1ð2r  1Þ

 3
128
T0ð2r  1Þ

1
8
T4ð2zÞ  12 T2ð2zÞ þ
3
8
T0ð2zÞ
 
: ð49ÞIn this expression the transformations needed to account for the fact that the domain of the Chebyshev functions is [1,1],
whereas r 2 [0,1] and z 2 [  1/2,1/2] have been implemented; the subscripts i and j of wij denote the highest degree Cheby-
shev function in r and z respectively. This expansion of w as a truncated Chebyshev series is compatible with Eq. (31) pro-
vided the single mode assumption is adopted. The ﬂow ﬁeld implied by w is depicted in Fig. 6, for constant unit temporal
coefﬁcient.4.2. The temperature distribution
To construct a suitable temperature expansion, ﬁrst for the conducting side wall case, we use physical arguments based
on experimental ﬁndings. These are the same arguments that follow from the truncated model of Lorenz [3, p. 135], and have
been presented from a physical point of view by Shirer [7, p. 38] as follows. Two important features that determine the
Fig. 6. Axisymmetric ﬂow ﬁeld for w(r,z) in half-section of cylinder with c = 1. Flow rotates counterclockwise, falling at the center.
C.M. Dietz Jr. et al. / Applied Mathematical Modelling 34 (2010) 2178–2191 2185temperature distribution, beyond marginal stability, are the vertical redistribution of heat due to convection and the strong
correlation between the temperature distribution and the vertical velocity. Thus, the temperature function can be decom-
posed into a two-term expansion incorporating these features:Tðr; z; tÞ ¼ T1ðr; z; tÞ þ T2ðr; z; tÞ: ð50Þ
The strong correlation between the temperature distribution and the vertical velocity vz allows use of a temperature pro-
ﬁle similar to that of the vertical velocity vz (Eqs. (40) and (46)). Since we consider the side walls to be conducting, the tem-
perature perturbation is zero at the walls, and the temperature distribution T1(r,z, t) satisﬁes the same boundary conditions
as vz:T1ðr; z; tÞ ¼ T1ðtÞT1ðrÞT1ðzÞ ¼ T34ðtÞ 5r3 þ 6r2  1
 	
16z4  8z2 þ 1 	; ð51Þ
where, the convention for the T34(t) subscripts is as before.
The second term of the temperature expansion represents the vertical redistribution of heat due to convection. Relative to
the linear conductive temperature distribution, convection heats the ﬂuid at the top of the container and cools the ﬂuid at
the bottom. This antisymmetric distribution is independent of r, and it can be represented by a cubic polynomial (Fig. 7):Fig. 7. z-Variation of T2(r,z, t) expression.
Fig. 8. Comparison of T1 temperature term for conducting and insulated side wall.
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 	
: ð52Þ
Combining Eqs. (50)–(52), and expressing the result in Chebyshev form, we get:Tðr; z; tÞ ¼ T34ðtÞ  532 T3ð2r  1Þ 
3
16
T2ð2r  1Þ þ 2132 T1ð2r  1Þ 
5
16
T0ð2r  1Þ
 
1
8
T4ð2zÞ  12 T2ð2zÞ þ
3
8
T4ð2zÞ
 
þ T03ðtÞ T3ð2zÞ þ T1ð2zÞf g:
ð53Þ
Eq. (53) provides a model for the temperature distribution when the side wall is conducting. When the side wall is insulated,
the temperature distribution is expected to be similar to Eq. (53) at every point except near the side wall. This can be
achieved by a ﬁfth order r-polynomial, required to satisfy six conditions. Speciﬁcally, compared to Eq. (51) this new temper-
ature distribution should have: (i) the same T-intercept, (ii) the same r-intercept (root), (iii) the same maximum T value, (iv)
the same minimum value at r = 0, (v) zero r-derivative at r = 1 (insulated side wall) and (vi) the same slope at the r-intercept.
The result, if the coefﬁcients for the r-polynomial are rounded to the nearest tenth, is:T1ðr; z; tÞ ¼ T1ðtÞT1ðrÞT1ðzÞ ¼ T54ðtÞ 6:0r5  11:3r4 þ 2:0r3 þ 4:6r2  1
 	
16z4  8z2 þ 1 	: ð54Þ
The two different temperature distributions are compared in Fig. 8. The temperature distribution for the insulated side wall
is reached after combining Eq. (54) with Eqs. (50) and (52); the ﬁnal result, expressed in Chebyshev form, has been recorded
in Appendix I as Eq. (89). Having the Chebyshev polynomial representation of the stream function and temperature ﬁelds, we
proceed to study their stability using a Galerkin method.
5. Chebyshev–Galerkin spectral method
The Galerkin spectral method converts the perturbed Boussinesq system into a system of ordinary differential equations
in the temporal coefﬁcients. The inaccuracy inherent in the representation of the dependent variables w, T by approximate
Chebyshev series is mitigated by the weighted residual technique of this method.
Let the perturbed Boussinesq system be represented by@u
@t
MðuÞ ¼ 0 ð55Þin whichuðr; z; tÞ ¼ ðwðr; z; tÞ; Tðr; z; tÞÞ: ð56Þ
The Chebyshev series approximation for u isuNðr; z; tÞ ¼
XN
k¼1
akðtÞ
XP
i¼0
biTiðrÞ
" # XR
j¼0
cjTjðrÞ
" #
: ð57Þ
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@t
MðuNÞ;not being everywhere zero. The optimal solution is obtained by requiring that the integrals of the weighted residuals,Z 1=2
1=2
Z 1
0
@uN
@t
MðuNÞ
 
/kðrÞ/kðzÞdr dz ¼ 0; k ¼ 1; . . . ;N; ð58Þvanish over the interval.
In the Galerkin method the test functions / are chosen to be the same type of functions as in the spatial expansions, in
this case, Chebyshev functions. For a spatial expansion consisting of a ﬁnite Chebyshev series, such asuðxÞ ¼
XP
i¼0
biTiðxÞ; ð59Þone possible test function is:/ðxÞ ¼
PP
i¼0biTiðxÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 x2
p : ð60ÞThis Chebyshev–Galerkin spectral method is applied ﬁrst to the case of conducting side wall. The important results pertain-
ing to the insulated side wall have been recorded in Appendix I.
The equation for T34(t) is found ﬁrst to illustrate the method.
The expansions for the stream function w and the temperature T, given by Eqs. (49) and (53) respectively, are substituted
into the perturbed energy equation, Eq. (21). The energy equation is then multiplied by the test functions for T34(t) and inte-
grated over the domain [0,1]  [1/2,1/2], as indicated in Eq. (58). The test functions for T34(t) are/ðrÞ ¼ T
1ðrÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ð2r  1Þ2
q ð61Þand/ðzÞ ¼ T
1ðzÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ð2zÞ2
q ; ð62Þwhere T1(r) and T1(z) are given in Eq. (51) (and should be recast in Chebyshev form, of course, as in Eq. (53) for example). The
software ‘‘Mathematica” was used to perform the integrations. The resulting equation for the time variation in T34(t) is:T 034ðtÞ ¼ w54ðtÞ 
138;728
4095
T34ðtÞ  285 w54ðtÞT03ðtÞ: ð63ÞNote that the equation is nonlinear, and that all terms have been retained from the original equation.
This procedure is repeated to obtain the T03(t) equation from the energy equation and the w54(t) equation from the vor-
ticity equation Eq. (22) to complete the system:T 003ðtÞ ¼ 48T34ðtÞ þ
777
2048
w54ðtÞT34ðtÞ; ð64Þ
w054ðtÞ ¼ 
17;868
355
Prw54ðtÞ þ
42
71
Pr RaT34ðtÞ: ð65ÞEqs. (63)–(65) form a system of ﬁrst order ordinary differential equations, which is now in a form amenable to stability
analysis. The small number of equations is a reﬂection of the relative simplicity of the laminar axisymmetric ﬂow. Next we
proceed to the stability analysis from which the critical point of transition from the conductive regime to the convective is
determined.6. Stability analysis
For the system of ordinary differential equations derived above, the local bifurcation at the transition from conduction to
laminar convection will be examined. The linearization approach (e.g. Wiggins [25]) is pursued here. The determinant of
coefﬁcients of the linearized system is examined to determine the ﬁrst critical Rayleigh number (e.g. Gelaro [26]).
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In the present study, the system is expressed in terms of the temporal convective perturbations of the ﬂow,w54(t), and the
temperature, T34(t), and T03(t). The stationary solutions of the nonlinear system, consisting of Eqs. (63)–(65), may be found by
letting the time derivatives be zero, i.e.w054ðtÞ ¼ T 034ðtÞ ¼ T 003ðtÞ ¼ 0; ð66Þso that the stream function and temperature variables be constant,w54ðtÞ ¼ wS54; T34ðtÞ ¼ TS34; T03ðtÞ ¼ TS03 ð67Þand solving for these stationary variables. The three solutions that result are the conductive solution,wS54 ¼ 0; TS34 ¼ 0; TS03 ¼ 0 ð68Þand two convective solutions,wS54 ¼
 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1692188606464þ 587059200 Rap
3
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
245659687
p : ð69Þ
TS34 ¼
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1489
8084167
  1692188606464þ 587059200 Rað Þq
15 Ra
: ð70Þ
TS03 ¼
1692188606464þ 587059200 Ra
3287531520 Ra
; ð71Þwhere, in one solution Eqs. (69) and (70) are with the ‘‘+” sign and in the other with the ‘‘”. Note that these solutions are
solutions of the nonlinear system. The two convective solutions differ only in the change in sign of the wS54 and T
S
34 solutions.
These solutions are the two different rotational directions the ﬂow may follow – ﬂow rising or falling in the center of the
cylinder. It should be noted that the radicals in these convective solutions are imaginary for a value of the Rayleigh number
less than 2882.5. Imaginary values for the stream function and temperature variables indicate ﬂows that do not exist. It will
be shown next that this Rayleigh number is the critical Rayleigh number marking the transition between conductive and
laminar convective ﬂow. It may also be noted that the Prandtl number is not a parameter in these radicals, suggesting
the possible Prandtl number-independence of this ﬂow regime transition.
In the following linear approximation of the local stability analysis, the linearized system of equations is perturbed about
these stationary solutions and the ﬁrst critical Rayleigh number is determined.
6.1.1. The linear approximation
In the linear perturbation of the system of ordinary differential equations the basic state is convective ﬂow, and the per-
turbation represents a small disturbance of this ﬂow. In general the basic state is a stationary ﬂow or solution, and the per-
turbation is a function of time:w54ðtÞ ¼ wS54 þ wP54ðtÞ; ð72Þ
T34ðtÞ ¼ TS34 þ TP34ðtÞ: ð73Þ
T03ðtÞ ¼ TS03 þ TP03ðtÞ: ð74ÞSubstituting these relations into the nonlinear system consisting of Eqs. (65), (63) and (64), and retaining only terms that
are of the order of the perturbations:wP
0
54ðtÞ ¼ 
17;868
355
PrwP54ðtÞ þ
42
71
Pr RaTP34ðtÞ: ð75Þ
TP
0
34ðtÞ ¼ wP54ðtÞ 
28
5
wP54ðtÞTS03 
138;728
4095
TP34ðtÞ 
28
5
wS54T
P
03ðtÞ: ð76Þ
TP
0
03ðtÞ ¼
777
2048
wP54ðtÞTS34 þ
777
2048
wS54T
P
34ðtÞ  48TP03ðtÞ: ð77ÞTo examine the stability of this system of the perturbation variables, the eigenvalues of the system are to be investigated. The
solutions of the system are of the form:wP54ðtÞ ¼ w^54ekt ; ð78Þ
TP34ðtÞ ¼ bT 34ekt ; ð79Þ
TP03ðtÞ ¼ bT 03ekt : ð80Þ
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355
Prþ k
 
w^54 þ 4271Pr Ra
bT 34 ¼ 0; ð81Þ
1 28
5
TS03
 
w^54  138;7284095 þ k
 bT 34  285 wS54bT 03 ¼ 0; ð82Þ
777
2048
TS34w^54 þ
777
2048
wS54
bT 34  48þ kð ÞbT 03 ¼ 0: ð83ÞThe system above allows determination of the eigenvalues for any stationary solution. In the present study the conductive
stationary solution is of interest, and the system can be simpliﬁed considerably by letting the stationary solutions be the
zero-convection solution: 17;868
355
Prþ k
 
w^54 þ 4271Pr Ra
bT 34 ¼ 0; ð84Þ
w^54  138;7284095 þ k
 bT 34 ¼ 0; ð85Þ
48þ kð ÞbT 03 ¼ 0: ð86Þ
For this system to have nontrivial solution, the determinant of coefﬁcients must be zero. The eigenvalue equation is a third
degree polynomial in k:48þ kð Þ k2 þ k 17;868
355
Prþ 138;728
4095
 
þ 17;868
355
Pr
138;728
4095
 42
71
Pr Ra
 
¼ 0: ð87ÞThe eigenvalue solutions of this equation are:k1 ¼ 48;
k2;3 ¼ 12
17;868
355
Prþ 138;728
4095
 
 1
2
17;868
355
Prþ 138;728
4095
 2
 4Pr 17;868
355
138;728
4095
 42
71
Ra
 " #12
: ð88ÞEigenvalue k1 is a negative real number and the real part of k3 will always be negative. The sign of the real part of k2, how-
ever, depends upon the radicand. Thus, as can be seen from Eq. (88) if the Rayleigh number is less than	2882.5, then the real
part of k2 will be negative and the systemwill be stable. If, however, Ra is greater than	2882.5 then the real part of k2 will be
positive and the system will be unstable; this is then the value of the ﬁrst critical Rayleigh number This condition is seen to
be compatible with the requirement, derived in the previous section, for the existence of a nontrivial stationary solution.
It is evident that the Prandtl number has no effect on the sign of k2. Therefore the change in stability is a function of the
shape of the container and not of the ﬂuid properties. In this linear model of stability, the Prandtl number does however have
an effect on the rate of growth of the convective perturbation near the instability. The higher the Prandtl number, the larger
the positive real eigenvalue and the greater the growth of the perturbation.Fig. 9. Bifurcation diagram for w54.
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cation diagram of the stationary solution for the stream function in Fig. 9. The corresponding diagrams for the temperature
temporal coefﬁcients TS34 and T
S
03 are similar.
The ﬁrst critical Rayleigh number (Racr) can be now compared with the results of previous studies. Charlson and Sani [13],
calculated numerically, using a Rayleigh–Ritz formulation of the same problem, a value of 2545.0 for Racr. The value 2822.5
found above is 13.3% higher than Racr calculated by Charlson and Sani [13]. The same problem was also solved numerically
by Buell and Catton [15], using a Galerkin method; interpolating from their Fig. 4, Racr is seen to be approximately 2600, for
perfectly conducting sidewalls, which differs by 10.8% from the value found herein.
6.2. The insulated side wall
The procedure for determining the critical Rayleigh number can be now repeated for the case of insulated side wall. The
main steps for deducing this result have been traced in Appendix I. The result in this case is Racr ﬃ 2331.6. The bifurcation
diagrams are much the same as those for the conducting side wall case and need not be included here. The lower value of the
critical Ra gives support to the treatment of the thermal boundary conditions, since less of a temperature gradient is required
to destabilize the ﬂuid column when the side wall is insulated.
Charlson and Sani [13] found Racr for the insulated side wall 2261.9, which is 3.1% lower than the value calculated above.
The experimental value for the ﬁrst Racr for liquid gallium determined by Müller et al. [16] has to be interpolated from their
graph (Fig. 4, p. 81) for their aspect ratio of h/d = 0.5 because the authors did not state the exact numerical result. Interpo-
lation gives Racr ﬃ 2700 approximately; the value calculated herein differs by 13.6% from the experimental value.7. Conclusion
The Chebyshev–Galerkin spectral model of Rayleigh–Bénard convection in the present study is formulated upon, and
exhibits, certain features that have been observed in experiments. Axisymmetric ﬂow is found in cylinders of equal height
and radius for Ra values just above Racr (e.g. Müller et al. [16]). In accordance with experimental evidence (Krishnamurti
[27]), the model demonstrates the Prandtl number independence of the ﬁrst critical Rayleigh number. The ﬁrst Racr value,
calculated in the present study agrees fairly well with the values calculated by Charlson and Sani [13] and Buell and Catton
[15].
Although the formulation in the present study is for an aspect ratio c = 1, it could be generalized for cylinders of higher
values of c, for which there is experimental evidence (e.g. Tritton [28]) of a single convection cell. The results presented
above could be reﬁned if the ﬂow and temperature ﬁelds were determined by some numerical method, rather than
curve-ﬁtting. These distributions could then be approximated by polynomials and Chebyshev series. However, the procedure
used herein presents the advantage of being simple enough to allow the calculations to be performed analytically.
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001.Appendix A. The insulated side wall case
Here, we record some of the intermediate steps needed to treat the insulated side wall case. The temperature distribution
for this case can be cast in Chebyshev form as follows:Tðr; z; tÞ ¼ T54ðtÞ 6512 T5ð2r  1Þ þ
37
1280
T4ð2r  1Þ  372532;000 T3ð2r  1Þ 
925
8000
T2ð2r  1Þ

þ 483
640
T1ð2r  1Þ  3371280 T0ð2r  1Þ

1
8
T4ð2zÞ  12 T2ð2zÞ þ
3
8
T4ð2zÞ
 
þ T03ðtÞ T3ð2zÞ þ T1ð2zÞf g: ð89ÞFollowing the same procedure that led to Eqs. (63)–(65) we get:w054ðtÞ ¼ 
17;868
355
Prw54ðtÞ þ
553
852
Pr Ra T54ðtÞ: ð90Þ
T 054ðtÞ ¼
1;146;360
1;205;993
w54ðtÞ 
38;915;152
1;361;605
T54ðtÞ  6;419;6161;205;993w54ðtÞT03ðtÞ: ð91Þ
T 003ðtÞ ¼ 48T34ðtÞ þ
12;761
32;768
w54ðtÞT34ðtÞ: ð92Þ
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ducting side wall solution, the trivial conductive solution and two convective solutions (analogous to Eqs. (69)–(71)). From
these convective solutions, examining the radicand, we conclude that convective solutions are impossible if Ra is less than
2331.6.
The linear approximation of the nonlinear stability of the conductive solution of the above system, leads, through entirely
analogous steps as for the conducting side wall case, to the following eigenvalues of the characteristic polynomial:k1 ¼ 48; ð93Þ
k2;3 ¼ 12
17;868
355
Prþ 38;915;152
1;361;605
 
 1
2
17;868
355
Prþ 38;915;152
1;361;605
 2
4Pr
17;868
355
 
38;915;152
1;361;605
 
 553
852
 
1;146;360
1;205;993
 
Ra
 ( )1=2
: ð94ÞSimilarly, as in the previously treated conducting side wall case, when the radicand is positive, which means when
RaP 2331.6, the real part of k2 will be positive, and the system is then unstable. This is then the value of the critical Rayleigh
number for the insulated side wall case.
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