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Summary
We review and simultaneously introduce a convenient statistical
concept for the mathematical representation of the Statistical Ac-
tivity Cost Theory (SACT) introduced by Willett (1987 and 1988).
Further, we discuss, and present a critique of, a variety of statisti-
cal models with respect to long debated accounting problems, such
as the allocation of joint costs and depreciation. We nally pro-
pose that taking the eort to combine those models results in a
novel statistical accounting system and this is discussed by means
of the so-called virtual rm. As it has been shown that any sta-
tistical model discussed here outperforms associated deterministic
counterparts, this review presents promising outcomes and useful
perspectives for the accounting profession.
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1 Introduction
Surprisingly, statistical methods and approaches in (cost) accounting can
be only found in the academic accounting literature whereas deterministic
models prevail in accounting practice. The purpose of research, as we under-
stand it, is to apply its results in practice, where appropriate. There then
follows the legitimate question why this has not been done in this particular
area of research since most of the articles reviewed in the following sections
report about a superiority of statistical over comparable deterministic meth-
ods or results which arise out of them.
At rst, we want to outline the contrast taken here between an accounting
system and a model in accounting and then to answer the above question.
An accounting system supports management in decision-making by pre-
dicting results in the planning stage and reporting on the performance upon
realized transactions in the control stage of a decision cycle (Datar, Foster
& Horngren, 2000). The same authors report that Activity Based Costing
(ABC) is the system predominantly used by companies nowadays. This has
been conrmed in personal communication with Value Focused Consulting,
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a leading representative of the accounting business based in Brisbane, Aus-
tralia. ABC was introduced by Cooper (1988) and Cooper & Kaplan (1988).
In ABC, costs of individual activities are calculated based on cause and eect
relations and then assigned to cost objects (products or services) on the basis
of the underlying activities and cost drivers. In contrast to the deterministic
ABC systems, we review the Statistical Activity Cost Theory (SACT) intro-
duced by Willett (1987, 1988 and 1991a), which in fact, is the only existing
approach having the potential to be used as the underlying framework for a
statistical accounting system due to its axiomatic basis. Note that the de-
nition of a SACT-activity diers from the interpretation of activities found
in ABC systems. In SACT, activities are input and ouput functions which
are the basic construct of separated production and cost structures according
clearly formulated mathematical axioms. The relevance of the separation of
accounting entities into cost and production structures with respect to ac-
counting is thoroughly discussed in Willett (1998). The strength of SACT
applied to accounting measurement is best summarized in the work of Hillier
(1998):
... In it [the framework of SACT], indirect accounting measurements
such as earnings are viewed as statistical constructs. Adjustments
such as depreciation and the like are interpreted as devices potentially
varying the statistical properties of earnings. On this view, the prop-
erties of earnings in representing underlying economic events may be
evaluated according to statistical criteria. Questions regarding forms
of distributions, time series behaviour, and eÆcacy as estimators and
predictors of economic parameters and realisations respectively arise
naturally in this context ...
and later more specically:
... the statistical interpretation means interpreting the elementary
events and central terms of the theory [SACT], transaction costs and
production relations, as outcomes of stochastic processes.
So far, the stochastic processes applied to activities have included the Poisson
process for activity starting points, exponentially distributed activity dura-
tions and Normally distributed activity costs. Using these processes, most of
the SACT literature reports on the smoothing of a series of accounting earn-
ings numbers. To do so, it is necessary to determine a decision parameter,
e.g., long-term protability (frevenues-expensesg/time), and then to dene
a criterion, e.g., least-squares error criterion, with respect to which the deci-
sion parameter is analysed. With this respect, the SACT literature divides
into three areas: rstly, pure statistical analysis (Lane & Willett, 1997 and
1999), both of which are further developments of Willett (1991b); secondly,
results from simulations (Willet, 1991b; Hillier, 1998; and Hillier & Willett,
2001); and third, various papers which conceptualize the idea of a virtual
rm (Gibbins & Willett, 1997; Gibbins, Hillier & McCrae, 1998), a model of
real companies. We will critically report about the statistical contents of the
rst and third area and postpone the discussion of the second area to a fu-
ture timepoint because the results presented there are of limited information
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content, resulting from simplistic assumptions.
By (statistical) models in accounting we refer to approaches which deal
with a particular accounting problem such as the allocation of joint costs
(Brief, 1967; Brief & Owen, 1968, 1969, 1970 and 1973), the depreciation
problem or the allocation of costs of intangible assets (e.g. Hodgson, Okunev
& Willett, 1993). We review the Brief and Owen paper series, and in the
case of depreciation the following approaches undertaken. Ijiri & Kaplan
(1969 and 1970) derive some properties by conditioning and Zannetos (1963),
Pollard & Tippett (1994) and Pollard, Rhys & Tippett (1994) use Markov
chains in connection with depreciation. Based on the latter approach, two
recent articles by Rhys (2000) and Rhys & Tippett (2002) present further
advances in statistical depreciation.
About depreciation, there has been, and still is, a considerable debate
over the methodology for determining the depreciation adjustment, among
others due to its close relation to prot and loss numbers, and accounting
earnings numbers in nancial statements. Therefore, many SACT articles
use depreciation to demonstrate, e.g., its smoothing capabilities of earnings
time series (e.g. Hillier & McCrae, 1998; Lane & Willett, 1999) or to make
some statements about its non-arbitrary character (Lane & Willett, 1997).
The review article by Butler, Rhys & Tippett (1994) surveys the theory of
depreciation and reports, besides the above Markovian and SACT approach,
on depreciation based on discounted cash ows. The content of that arti-
cle includes numerical examples which accompany the dierent depreciation
models and clearly targets the accounting readership.
We return to the question why there has been no implementation in
practice of either a statistical model nor a statistical accounting system and
argue in the following way.
Firstly, the statistical content of accounting study course books such as
Datar, Foster & Horngren (2000) is rather limited or non-existent. Account-
ing is still regarded as a pure economics discipline although articles like Mat-
tessich (1984) and Brief (1990) suggest a more scientic (statistical) approach
to the matter. Secondly, SACT is a `young' theory and as we will show below,
results following from the fundamental propositions are still scarce. There
is also no evidence in the literature of an attempt to implement an account-
ing systems based on SACT, whereas in the case of deterministic accounting
systems (in which we count all ABC systems), there are many in both the
literature (e.g. Bassett, 1987; Cokins, 1996) and, obviously, in practice.
Our review reports about statistical models for the generation or allo-
cation of accounting data but does not include articles where time series
analysis is applied to reported accounting earnings numbers (see, e.g., Mane-
gold (1981); Ball & Watts (1972)).
The remainder of this article is structured as follows. In Section 2 we
review SACT and implicitly introduce a convenient and uniform statistical
concept of its formulae and terms. That is, this document presents a cor-
rect representation of deterministic and random variables and in the latter
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case, of their realisations. We also introduce a uniform notation of variables
and indices because throughout the SACT literature already exist dierent
notations of identical terms. This happened in other disciplines like thermo-
dynamics and unnecessarily confuses readers and students. We also want to
point the reader to Section 2.4 where we comment on the reviewed results and
also suggest future research topics in the SACT framework. In Section 3 we
present a critical review of statistical models in accounting and include again
some modications in their statistical representation. This section consists
of three paper series: rstly by Brief and Owen; secondly by Ijiri and Kaplan;
and third by Pollard, Rhys, Tippett and Zannetos. Section 4 then goes on to
discuss how SACT and the models presented in Section 3 might be combined
and build virtual rms. The nal Section 5 includes the summary discussion.
2 Statistical Activity Cost Theory (SACT)
2.1 The SACT Framework
In general, SACT accounting earnings numbers Y
i
are calculated with re-
spect to accounting periods i, (T
i 1
; T
i
], i = 1; 2; :::, with a constant duration
T
i
  T
i 1
for all i. For an accounting point of view, it is a matter of taste
whether or not to include or exclude T
i 1
or T
i
in the interval, as long as
consecutive intervals disjointly cover the entire time line. This denition also
equates to the general statistical convention of dening events.
An accounting earnings number Y
i
for period i equals the sum over k
accounting earnings numbers Y
ik
, k nite, each of which denotes the earnings
gure of a particular activity class and thus,
Y
i
=
X
all k
Y
ik
: (2.1)
An activity class groups activities into equivalence classes dened by identical
distributions for starting times, duration times and costs, that is, identical
technologies and cost structures.
In the SACT literature, there are two dierent models for Y
ik
.
In the rst model, the accounting earnings function Y
ik
for period i of
a particular activity class k is represented as the sum of an undepreciated
contribution U
ik
and the depreciation function L
ik
, thus,
Y
ik
= U
ik
+ L
ik
: (2.2)
The most popular examples in accounting practice for a depreciation func-
tion  are the linear or `straight-line' depreciation ( = (C Sel)=D) and the
reducing balance depreciation ( = 1  (Sel=C)
1=D
), where Sel is the selling
or residual value of an asset, C the purchase price and D the duration of use.
However, this might not be true in real situations and Sel can additionally
vary over time. Friberg (1973) discussed deterministic versus probabilistic
depreciation and accounted in the latter approach for a varying selling value
Sel. For further depreciation methods and a detailed analysis and overview
the interested reader is referred to Reynolds (1962).
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In detail, Y
ik
consists of direct measurements U
ik
, which are the contri-
bution margin (Willett, 1991b) or realised revenues and expenses (Lane &
Willett, 1997) of nished activities, and derived or indirect measurements
L
ik
, which appear only in xed asset expense accounts and represent the
total change in depreciation (Lane & Willett, 1997).
The decomposition shown in (2.2) can be expanded to
Y
i
=
X
all k
i
X
r=0
Q
k
(r;i)
X
j=1
C
jrk
(i) +
X
all k
i
X
r=0

k
(r)
n
M
k
(r; i) M
k
(r; i  1)
o
; (2.3)
where the left term of the sum is the undepreciated part summed over j =
1; :::; Q
k
(r; i) completed random activity costs C
jrk
(i) in period i, r = 0; :::; i.
The quantity Q
k
(r; i) is the random number of nishing activities in period
i and starting point r periods before i for a particular activity class k. In
the right term, which represents the depreciation adjustment, the quantity
M
k
(r; i) is the random number of activities purchased r periods before i and
still held at i, such that the dierence M
k
(r; i) M
k
(r; i  1) is the change in
the number of activities whose accumulated depreciation charge on activities
nishing in the period is 
k
(r).
Note that we have replaced the innite sum in Equation 1 (Lane & Wil-
lett, 1999), which implicitly assumes an innite life time of the rm, by a
sum over r = 1; :::; i periods.
Note that in (2.3) a clear distinction between short-term and long-term
activities is diÆcult to assess. In the second, and more intuitive model to
specify the representation of Y
i
, the application of any term is based on
the activity classication discussed in the introduction. Thus, three dier-
ent classications are applicable corresponding to the single terms in (2.4).
They are in order: short-term or undepreciable long-term activities, or their
respective activity costs; unnished long-term activities, or the depreciable
amount; and nished long-term activities, or the accumulated write-o. Note
that the separation between short-term and undepreciable long-term activi-
ties in the rst term below is made by assigning either activity category to
particular activity classes. The accounting period (AP) is usually assumed
to have a constant duration AP = T
i
  T
i 1
, as mentioned above. Thus,
Y
i
=
X
all k
N
k
(i)
X
j=1
C
jk
(i) +
X
all k
N
a
k
(i)
X
j=1

k
n
C
jk
(i); D
jk
(i)
o
 
X
all k
N
e
k
(i)
X
j=1
dM
jk
(i)e
X
h=1

k
n
C
jk
(h); D
jk
(h)
o
; (2.4)
where, in general, the random variableC stands for activity costs, the random
variable D for activity durations and  for the depreciation function.
In the rst term, activity costs C
jk
(i) are only included if they are either
short-term (D
jk
< AP ) and nish within the relevant accounting period i,
that is, for T
i 1
< S
jk
+D
jk
 T
i
, where S
jk
is a random variable representing
the starting point of a single activity j of class k. The summation goes
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from j = 1; :::; N
k
(i), where N
k
(i) is a random variable. The other activity
type included in the rst term are undepreciable long-term activities, that
is, activities for which D
jk
> AP and which also nish within the relevant
accounting period i.
In the last two terms, the depreciable long-term activities, D
jk
> AP , are
split into long-term assets and long-term equities which are indicated by the
respective superscripts a and e in the random numbers N
a;e
k
(i) of associated
activities. The second term accounts for unnished long-term activities which
are characterized by S
jk
< T
i
< S
jk
+ D
jk
and T
i
  S
jk
 D
jk
, and the
depreciation 
k
is added. This depreciable amount depends on the random
variables C
jk
(i) and D
jk
(i) at period i. The last term accounts for nished
long-term activities characterized by T
i 1
< S
jk
+ D
jk
 T
i
and writes o
the amount of accumulated depreciation amounts prior to period i. Thus,
h goes from 1 to M
jk
(i), where M
jk
(i) is the rounded up integer value of
the dierence T
i 1
  S
jk
and is, because a function of i, j and k, a random
variable. The terms in the depreciation function are no longer estimates,
because the summation is over the past history of M
jk
(i) periods.
The model described by (2.4) includes all the basic constructs of the ac-
tivity cost that provides the building blocks for the virtual rm.
2.2 Analytical Results
Lane & Willett (1997 and 1999) based their analysis on (2.3) and only
dealt with one activity class. We therefore omit the index k below and write
Y
i
for Y
ik
. Then, the mean and the variance of Y
i
are E(Y
i
) = E(U
i
) +
E(L
i
) and Var(Y
i
) = Var(U
i
) + Var(L
i
) + 2Cov(U
i
; L
i
), respectively. To
achieve a reduction in the variance of the earnings function Y
i
with respect
to the variance of its undepreciated part U
i
, Lane & Willett (1997) noted
that Var(Y
i
) < Var(U
i
) if and only if Cov(U
i
; L
i
) < 0 and Var(L
i
) < 2 
jCov(U
i
; L
i
)j.
The resulting optimal variance-reducing depreciation function for Y
i
over
undepreciated earnings U
i
is given by
 = 
C
S(Æ)=R(Æ); (2.5)
where Æ is a xed depreciation period,R(Æ) / Var(L
i
) and S(Æ) / Cov(U
i
; L
i
)
(see Lane & Willett (1997), p.189, for an explicit form for R(Æ) and S(Æ)).
Obviously,  diers from the traditional and simple linear or reducing balance
depreciation methods used in practice. Hence, the reduction of variance for
accounting earnings numbers is given by Var(Y
i
) = Var(U
i
)  
2
C
S
2
(Æ)=R(Æ).
Later, Lane & Willett (1999) assumed that the rm operates under the
condition of stationarity, such that M(r; i) has a constant mean. It follows,
that Y
i
is an unbiased estimator of E(U
i
), since the expected value E(L
i
)
equals zero. Because the minimization of the mean square error of Y
i
depends
on an optimal depreciation function, they derived the following second-order
dierence equation to be satised by (r),

2
M(r+1;i)
(r+1) = 
2
M(r;i)
(r) f
2
M(r;i)
  
2
M(r+1;i)
gf
C
  (r)g; (2.6)
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where (r) = (r) (r 1), the initial condition ( 1) = 0, andM(r; i),
Q(r; i) and C
jr
(i) mutually independently and identically distributed, for
xed r, with variances 
2
M(r;i)
, 
2
Q(r;i)
and 
2
C
, respectively.
Thus, the optimal (r) depends on 
2
M(r;i)
of the process generating the
activity starting points and its durations, and 
C
, the mean of the activity
costs. Note that (2.6) and the following analysis is only valid for the special
assumptions thatM(r; i) has a constant mean with respect to i and therefore
(r) does not need to be specied for particular periods i.
In personal correspondence, J. Lane explained that the independence of
M(r; i) and Q(r; i), for xed r, follows from the assumption of random start-
ing times generated by the Poisson process. This is a common simplication
strategy in queuing type problems. Further, for dierent duration times r,
independence seemed less controversial as in the presented modelM(r; i) and
Q(r; i) refer to dierent streams of activities, starting in dierent intervals in
the past. Lane & Willett (1999, p.9) extend the basic model and introduced
dependency, that is, costs C and R are allowed to have means and variances
which depend on the duration r. This is discussed in detail below.
Reparametrizing (2.6) and dening (r) = 
C
  (r) yields

2
M(r+1;i)
(r + 1)  2
2
M(r;i)
(r) + 
2
M(r;i)
(r   1) = 0; (2.7)
and the initial condition is ( 1) = 
C
. On the interpretation of (2.6) Lane
& Willett (1999, p.5) stated that \There is a natural interpretation of (r)
as the balance between expected cost and current depreciation, and so the
solution will be a variant of declining-balance depreciation."
The minimum variance achieved by using the optimal (r) is given by
Var
min
(Y
i
) = 
2
Q(0;i)

2
C
+ 
2
M(0;i)

C
(0) + 
p

2
C
; (2.8)
where 
p
is the expected number of activity starting points and equal to

all Q(r;i)
, the sum of all 
Q(r;i)
, r = 0; :::; i, of a particular period i. The
equality of the above quantities is due to the stationarity assumption.
The proportional reduction in variance is given by
Var(U
i
)  Var
min
(Y
i
)
Var(U
i
)
=
f
2
all Q(r;i)
  
2
Q(0;i)
g
2
C
  
2
M(0;i)

C
(0)

p

2
C
+ 
2
all Q(r;i)

2
C
; (2.9)
where 
2
all Q(r;i)
equals the sum of all 
2
Q(r;i)
, r = 0; :::; i. It might be useful
for the interested reader to compare Lane & Willett (1999, Ch. 4) where a
worked example claries the analytical results and shows that the propor-
tional reduction in variance (2.9) can be signicant in size.
Furthermore, Lane & Willett investigated the impact of non-capitalized
activity costs, which are written o due to the uncertainty about the com-
pletion of activities, on the optimal variance-reducing depreciation func-
tion. Hence, they dened (besides C
rj
) activity costs R
rj
, j = 1; :::;M(r; i);
r = 0; 1; :::; i, for those activities which continue beyond period i but never-
theless contribute to expenses in that period. Both C
jr
and R
jr
are assumed
to depend on the duration r and to be independently distributed with means
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C(r;i)
and 
R(r;i)
and variances 
2
C(r;i)
and 
2
R(r;i)
, respectively. Thus, the
undepreciated earnings are given by
U
i
=
i
X
r=0

M(r;i)
X
j=1
R
rj
+
Q(r;i)
X
j=1
C
rj

: (2.10)
The optimum variance reducing depreciation function (r) then satises

2
M(r+1;i)
(r + 1) = 
2
M(r;i)
(r) 

[
2
M(r;i)
  
2
M(r+1;i)
][
C(r+1;i)
  (r)] 

2
M(r;i)

R(r;i)
+ 
2
M(r+1;i)

R(r+1;i)

; (2.11)
where again for convenience ( 1) = 0.
Letting the means 
C(r;i)
and 
R(r;i)
have constant values 
C
and 
R
,
respectively, (2.11) simplies to

2
M(r+1;i)
(r + 1) = 
2
M(r;i)
(r)  [
2
M(r;i)
  
2
M(r+1;i)
][
C
  
R
  (r)];
(2.12)
and allows one to investigate the impact of ongoing costs on the optimal
depreciation function (r). Further, replacing 
C
by the dierence of ex-
pected costs on completion and expected ongoing costs, 
C
  
R
, yields the
same form as presented in (2.6). Hence, Lane & Willett concluded that de-
preciation should be calculated proportional to 
C
  
R
. In practice \
R
could represent recurrent costs over a project's duration, while 
C
represents
revenue paid on completion." It follows that 
R
and 
C
are likely to have
opposite signs.
2.3 Results from Simulations
The simulation model which is applied on the results in the previous
section is discussed in Lane & Willett (1997, 1999), and is based on the
assumption that activity starting points, hence all the numbers Q(r; i) and
M(r; i), are mutually independently Poisson distributed with rate . More-
over, Q(r; i) and M(r; i) have the form of a generalized Poisson shot-noise
process (e.g., Parzen, 1962) whose characteristic function is known (e.g.,
Takacs, 1954; Lane, 1984). The activity durations are independently and
exponentially distributed with mean  = 1=,  > 0.
Lane & Willett (1997) used Campbell's theorem (Parzen, 1962) to derive
the mean and variance of a shot-noise process, such that for M(r; i),

M(r;i)
= 
2
M(r;i)
=


(1  e
 
)e
 r
; (2.13)
and for Q(r; i),

Q(r;i)
= 
2
Q(r;i)
=


e
 (r 1)
(1  e
 
)
2
: (2.14)
8
Then, substituting (2.13) and (2.14) into (2.5) yields the optimal variance-
reducing  for a given Æ,

opt
(Æ
fixed
; ) = 
C
(1  e
 Æ
)(1  e
 
)
2f1  (Æ + 1)e
 Æ
+ Æe
 (Æ+1)
g
: (2.15)
Note that,
lim
Æ!1
(
opt
) =

C
2
(1  exp
 
); (2.16)
which is the expected activity cost multiplied with the probability that the
duration D is less than one period.
To optimize  and Æ jointly they inserted the values of S(Æ) and R(Æ)
into the variance-reducing term f(Æ) = 
2
C
S
2
(Æ)=R(Æ) and derived a table for
values  = 2; 3; 4; ::: and Æ = 1; 2; 3; :::, from which they read o the optimal
Æ for a given . The derivation of a table is necessary, since @f(Æ)=@Æ = 0
can not be solved analytically.
In the nal result of this simulation Lane & Willett compared the popular
depreciation rate, 1=, with the derived optimal depreciation rate, h() =

opt
(Æ
opt
)=
C
. They observed that if the expected life  is small, the optimal
depreciation rate h() underestimates the ordinary depreciation rate 1= by
over 50% for  = 2 periods. In the case of long expected service lives, h()
overestimates 1= by over 50% for  > 15 periods.
In Lane & Willett (1999, p.9) the above model was extended and allowed
for the activity starting points to have a periodic Poisson rate (t) = (t+j),
0 < t  1; j integer. The activity durations were dened as independently
distributed exponential random variables with mean 1=. Two cases appear
to be of special interest. One assumes a constant rate (t) =  while the
other assumes a periodic rate (t) = (t + j) for any integer j, such that
M(r; i) does not depend on i and the dierence equation (2.7) simplies to
e
 
(r + 1)  2(r) + (r   1) = 0; (2.17)
such that the solution (r) = 
C
(1   d
r+1
), d = (1   (1   e
 
)
1=2
=e
 
only
depends on . This solution is a geometrically declining balance function
because (r + 1)  (r) = d(
C
  (r)) and 0 < d < 1.
Willett (1991b, p.123) discussed the theoretical limiting behaviour of
the undepreciated earnings function U
ik
in (2.2), where U
ik
consists of only
short-term activities. He assumed that the costs C
jk
(i) and the number of
activities N
k
(i) are mutually independently and identically distributed ran-
dom variables with nite variances. For the costs we dene the distribution
F (c) = PrfC
jk
(i)  cg. Furthermore, the considered short-term activities
are supposed to produce large numbers of individual instances of an identical
product or service (see Hillier 1998, p.75-77 for a thorough discussion).
Here, we follow Robbins (1948, p.1151) and assume that the distribution
of N
k
(i) depends on a parameter (i). Thus, the distribution of U
ik
becomes
a function of (i) which may have an asymptotic expression as (i) ! 1.
Robbins then specied that the distribution of N
k
(i) for any (i) is deter-
mined by the values !
j
= PrfN
k
(i) = jg, j = 0; 1; :::, where the !
j
are
9
functions of (i) such that !
j
 0 and
P
1
j=0
!
j
= 1, for all (i). In this case,
the mean and variance of U
ik
are given by
EfU
ik
g = EfN
k
(i)gEfC
jk
(i)g (2.18)
VarfU
ik
g = EfN
k
(i)gVarfC
jk
(i)g+VarfN
k
(i)g[EfC
jk
(i)g]
2
: (2.19)
The normalized random variable V
ik
= [U
ik
 EfU
ik
g]=[VarU
ik
]
1=2
has the
limiting distribution H(c) if lim
(i)!1
PrfV
ik
 cg = H(c) whenever c is a
continuity point of H(c). Thus, V
ik
has the limiting distribution H(c), if for
every t,
lim
(i)!1
(t) = h(t) =
Z
e
ict
dH(c); (2.20)
where (t) = E(e
iV
ik
t
) is the characteristic function of V
ik
. If (2.20) holds for
h(t) = e
 t
2
=2
, then for every c,
lim
(i)!1
PrfV
ik
 cg =
1
(2)
1=2
Z
c
 1
e
 u
2
=2
du = H
0
(c); (2.21)
and hence U
ik
is asymptotically Normal.
A useful result presented in Corollary 4 (Robbins, 1948, p. 1159) states
that if N
k
(i) is asymptotically Normal then U
ik
is asymptotically Normal.
We therefore might focus on the distributional properties of N
k
(i) to gain
information about the limiting distribution of U
ik
.
Hillier (1998) performed an exhaustive investigation to assess distribu-
tional properties of the accounting earnings function Y by simulating sin-
gle activity parts by dierent statistical processes and using several levels
of assumptions. It goes far beyond the scope of this report to review all
the experimental results. Nonetheless, Hillier & Willett (2001) summarised
the limiting and non-limiting distributional properties of accounting earn-
ings numbers under independence and stationary assumptions investigated
by Hillier.
2.4 A Comment on the Single Activity Class Models
In the SACT literature, investigations to date have considered only the
behaviour of a single activity class. Of course, investigations in any eld
start with simple assumptions. However, no real rm can be represented by
just one activity class or equivalently by single assets because results based
on one-tentacle octopuses (Johnston, 1960) have only limited explanatory
power. This is also the reason why we put o the many results on the distri-
butional properties of earnings from simulation reported in Hillier (1998) for
comparison with more sophisticated simulations to a future point in time.
This also includes the results reported about estimation and prediction prop-
erties of earnings by the same author.
As we understand, the main objective of SACT is to model nancial state-
ment entries, where nancial statements stands for, for example, ledgers, bal-
ance sheets or cash ow statements, based on the two constructs activity and
activity class. Because most of the single numbers in nancial statements
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are likely to result from complicated production and cost structures, it is
straightforward to investigate the impact on Y
i
of a class mix. The next step
would be to introduce stochastic dependence or correlation between single
activity components (start, duration and cost), activities and activity classes.
It also seems natural, in a statistical context, to assume the parameter for
dierent activity classes in (2.3) or (2.4) to be interpreted as a random vari-
able K. However, in dependence on practice, K might either be xed or
assume a (random) value in a suitable interval.
Further, we suggest equation (2.4) rather than (2.3) for any future inves-
tigation in this eld because the concept of an activity class is represented far
more intuitively by the prior equation. For instance, Lane & Willett (1999,
p.3) assumed a rm \carrying out a large number of similar activities with
random starts and completion dates". To achieve `similar' activities, they
then had to assume the activity durations to be uniformly distributed in a
particular interval. However, if we assume that the activity duration is gov-
erned by, for example, the exponential distribution and values between zero
and innity can occur, it becomes diÆcult to explain what `similar' refers to.
That is, although by denition activities where their parts have identical dis-
tributional properties are grouped into one activity class, it is hard to think
of an example in practice, where an activity with duration of a couple of days
should be related to an activity with duration of one or several accounting
periods (or years). We further argue in favour of (2.4) because the clear sepa-
ration between short-term and long-term activities solves the above problem.
3 Statistical Models in Accounting
3.1 Introduction to the Allocation Problem
In the Brief & Owen paper series a slow development towards more re-
alistic models passed o, introducing statistical analysis simultaneously to
describe the models appropriately. In other words, the uent combination of
the accounting measurement problem of joint cost with nancial decision and
estimation theory made it possible, under already relatively realistic assump-
tions, to answer the question \what is the optimal (with respect to the least
squares criterion and a target ratio of a series of rates of return) allocation
method of the known cost of an asset over its known useful life?".
The earlier Brief and Owen papers use very basic statistics such as sim-
ply plugging in an estimator (Brief ,1967; Brief & Owen, 1968a) or simple
assumptions about the character and quantity of its deterministic variables
(Brief & Owen, 1969). Therefore, we limit our review on those papers which
present reasonable models and do not make constrained and articial as-
sumptions.
Unfortunately, we have to note that the quite numerous `typographical'
mistakes found in the original papers revealed an inaccurate mathematical
administration, which might induce confusion, especially among the targeted
readership. A list of errata can be obtained via correspondence.
In general, an allocation patternQ(p
1
; :::; p
n
), n a xed number of periods,
is sought by minimizing Q with respect to the proportions p
i
of a known
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overhead cost C, with p
i
 0 and
P
i
p
i
= 1, such that
@Q(p
1
; :::; p
n
)
@p
i
=
@
@p
i
n
X
j=1
(X
j
  p
j
C)
2
W
j
= 0: (3.1)
The quantity X
i
denotes some known numerical characteristic describing or
assigned to the i
th
product and the quantity W
i
another known numerical
characteristic chosen to standardize the dierences (X
i
  p
i
C)
2
. Not until
Brief & Owen (1970) were the measures X
i
and W
i
interpreted as random
variables. Then, it was possible to formulate the total expected measure-
ment error from using an allocation pattern p
1
; :::; p
n
prior to observing the
variables X
i
and W
i
, given by
Q(p
1
; :::; p
n
) = E

X
W
i
(r
i
  k)
2

; (3.2)
where (r
i
  k) is the dierence between rate of returns in single periods and
the overall rate of return on sales. Simply to avoid sign problems, the square
of this dierence is considered.
Whenever independent standard Normal random variables are squared
and summed they result in the 
2
-distribution. It would be therefore possible
to make inferences about the Normal character of the measurement error
dened by Brief & Owen using a goodness-of-t 
2
-procedure.
Minimizing this measurement error yields, in approximation by using Tay-
lor expansions up to the quadratic order, a bias corrected allocation pattern
p
i
= fE(a
i
)g
 1
E(b
i
) 
fE(a
i
)g
 1
P
j

fE(a
j
)g
 1



X
j

fE(a
j
)g
 1
E(b
j
)

 1

; (3.3)
where a
i
= C
2
=W
i
, b
i
= X
i
C=W
i
and j = 1; :::; n. Results so far are appli-
cable for a single assets. Brief & Owen (1973) discussed the multi-asset rm
and introduced an algorithm which updates the distribution of the allocation
pattern after every period. However, although the following model was pre-
sented under the title of a multi-asset rm, there is no obvious explanation
and introduction of how to incorporate several assets. In fact, the example
given also considers only one asset.
To do so, Brief & Owen assumed that the life of the rm is a random
variable H where its density g
H
is known. They described the uncertain
cash ows x = (X
1
; :::; X
H
) by the joint density f(xjH)g
H
, which summarizes
subjective opinion about future cash ows. To allow for a periodical updating
of both the time horizon H and the cost allocation pattern p = (p
1
; :::; p
n
),
which depends on the estimated horizon n = E(H), they dened the following
entities: the set of the accountant's estimates, a = (p; n), and the expected
future cash ows and the life of the rm,  = (x; H). The density of ,
f() = f(xjH)g
H
is assumed to be known. The estimating horizon n and the
associated allocation table p are then updated in terms of their dependence
on the expected future cash ows x
i
and the life of the rm h. The loss
function L, which accounts for the accountant's estimating error of choosing
12
non-optimal values p
i
, i = 1; ::; n, and n, is given by
L(a; ) = L
1
(p; x) + L
2
(n;H) (3.4)
= (x  pC)w(x  pC)
T
+ t(n H)
2
; (3.5)
where t is a constant and w is the n  n-matrix with diagonal elements
(1=W
i
). Brief & Owen used the loss function to measure the quality of
dierent allocation tables.
The smallest expected loss a

must satisfy EfL(a

; )g = min
a
EfL(a; )g,
which is equal to the value a which minimizes
Z
L(a; )f()d =
Z Z
L(a; )f(xjH)g
H
xdH: (3.6)
Constraining
P
i
p
i
= 1 leads to the minimization problem with Lagrangian
function
F (p; n; ) = Ef(x  pC)
T
w(x  pC) + t(n H)
2
g+ (lp  1); (3.7)
with respect to p, n and , where l is the 1 n-vector with unit entries.
The ex ante problem is solved by determining n

= E(h) and
p

=
fE(w)g
 1
E(wx)
C
+
C   l
T
fE(w)g
 1
E(wx)
Cl
T
fE(w)g
 1
l
fE(w)g
 1
l; (3.8)
where the

again denotes values for the smallest expected loss. Here, the
solution for p

is presented in vector form but is identical to (3.3).
Conditioned on the j observed cash ows x
k;j
= (x
1
; :::; x
j
), where the
index k stands for known quantities, the task to solve with the updating
problem is to nd the future states a
j
= (p
j
; n) including the possible se-
lection of the remaining allocation probabilities p
j
= (p
j
; p
j+1
; :::; p
n
), which
minimize
Z
L(a
j
; 
f;j
)f(
f;j
jx
j
)d
f;j
; (3.9)
where 
f;j
= (x
f;j
; h), the possible selection of an allocation pattern for
the remaining future, denoted by the index f . The function f(
f;j
jx
k;j
) =
f
1
(x
f;j
jx
k;j
)  f
2
(hjx
k;j
) is the conditional density function of 
f;j
including
the future cash ows x
f;j
= (X
j+1
; :::; X
H
), given x
k;j
, and equals the product
of two respective conditional density functions f
1
and f
2
as indicated.
The algorithm then starts again with (3.5), such that the updating prob-
lem is solved iteratively.
3.2 Depreciation by Conditioning
Ijiri & Kaplan (1969) showed that deterministic depreciation (DD) is only
an approximation to probabilistic depreciation (PD) and underestimates PD
in early periods. In their model, PD accounts for the uncertainty of the
expected life of the asset by estimating its probability distribution at the
13
outset, that is, before the asset is put into service. For DD, the expected life
of the asset,
E(L) =
n
X
l=1
p
l
l; (3.10)
is a weighted average, where L is the life of the asset and p
l
the probability
that the asset will be retired at the end of the l
th
period with a known
maximal service life n = max(l). We write E(L) = 
L
.
They further dened the depreciation vector h
l
= (h
1l
; h
2l
; :::; h
ll
), where
the proportion of the overhead costs h
il
, with h
il
 0 and
P
i
h
il
= 1, is
to be depreciated at the end of the i
th
period if the actual service life is
L = l periods (i = 1; :::; l; l = 1; :::; n). It follows that for the deterministic
approach the depreciation rate for period i, d
(DD)
i
, equals h
i
L
and for the
probabilistic approach, the depreciation rate for period i, d
(PD)
i
, is given by
d
(PD)
i
=
n
X
l=i
p
l
h
il
; (3.11)
such that the depreciation rate is a weighted average, too. It is computed by
summing over all possible asset lives l = i; :::; n and weighted by the respec-
tive probability p
l
that they will occur.
Ijiri & Kaplan (1970) extended their early work by introducing sequential
probabilistic depreciation (SPD), which accounts for the new information
about the future expected life of an asset gained at the end of each period.
For the single asset case, Ijiri & Kaplan assumed that the distribution of
the service life of the asset is known and given by p = (p
1
; p
2
; :::; p
l
), where
p
l
< 1 is the probability that the asset retires at the end of j periods in
service. (In the last section but one of their article, they use Bayesian analysis
to derive, period by period, the entries of p, assuming that the service life
still follows any parametric distribution but where its parameters have to
be estimated.) Considering period i, the conditional probability that the
random service life of the asset is L = l periods, given that it is still in use
at the end of the i
th
period, i < l, is given by
Prfljig = p
l
S
 1
i
; with S
i
=
1
X
j=i+1
p
j
; (3.12)
where we write for short Prfljig = PrfL = ljperiod i survivedg.
The sequential probabilistic depreciation rate d
(SPD)
i
is a random variable,
since we do not know at the beginning of period i about the future expected
life of the asset. Ijiri & Kaplan dened three conditional depreciation rates
relative to a particular period i which describe d
(SPD)
i
. They are, in order,
d
 
i
with probability Prfl < ijig, that is, in case that the asset is retired
before period i, and therefore d
 
i
= 0. In case the asset is retired at the end
of the current period, the depreciation rate d
0
i
with probability Prfl = ijig
and is therefore d
0
i
= h
ii
. The last depreciation rate is d
+
i
with probability
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Prfl > ijig, that is, in case that the asset has survived the i
th
period, and
where the conditional expected value of d
+
i
is given by
E(d
+
i
ji) =
X
all d
+
i
d
+
i
 Prfd
+
i
jig = S
 1
i
1
X
l=i+1
p
l
h
il
; (3.13)
using (3.12), and denotes a weighted average over the remaining random
(l   i) periods. This means that that for a xed i, d
 
i
and d
0
i
are constants
and d
+
i
a random variable.
The expected value for d
(SPD)
i
for a particular period i is given by
E(d
(SPD)
i
) =
i 1
X
l=1
p
l
d
 
i
+ p
i
d
0
i
+
1
X
l=i+1
p
l
E(d
+
i
ji)
= p
i
h
ii
+
1
X
l=i+1
p
l
E(d
+
i
ji): (3.14)
Inserting (3.13) into (3.14) and using (3.12) yields
E(d
(SPD)
i
) = p
i
h
ii
+
1
X
j=i+1
p
j
h
ij
=
1
X
l=i
p
l
h
il
; (3.15)
which is equal to d
(PD)
i
in (3.11), where a nite service life L was assumed.
They further showed that the average squared error over all possible ser-
vice lives l given that the asset has survived the i
th
period, between the proper
depreciation rate h
il
and the equally weighted actual depreciation rates d

i
,
is given by
S
 1
i
1
X
l=i+1
p
l
(h
il
  d
+
i
)
2
+ (d
+
i
  d

i
)
2
: (3.16)
The d

i
's are interpreted as the accountant's guesses, and only the choice
d

i
= d
+
i
minimizes (3.16).
Using the same approach for the expected accumulated sequential depre-
ciation rate after period i, E(a
SPD
i
), as they did for E(d
SPD
i
), yielded
E(a
(SPD)
i
) =
X
all a
(SPD)
i
a
(SPD)
i
Prfa
(SPD)
i
jig
=
i
X
k=1
1
X
l=k
p
l
h
kl
; (3.17)
which equals the accumulated depreciation rate for PD under the static prob-
abilistic depreciation assumptions.
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In the multi-asset case, where N assets are put into service at the begin-
ning of the rst period, Ijiri & Kaplan assumed it to be just an extension
of the single asset case discussed above. The assets are grouped into three
categories which describe relative to a period i, i = 1; :::; l, whether the asset
was retired before, within or will be retired after that period and the same
depreciation rates d
 
i
, d
0
i
and E(d
+
i
ji) apply, respectively.
The expected depreciation rate for the i
th
period, based on the total
depreciable cost for the N assets, is given by
E(d
(N SPD)
i
) =
n
i 1
N
d
 
i
+
m
i
N
d
0
i
+
(N   n
i
)
N
E(d
+
i
ji)
=
m
i
N
h
ii
+
(N   n
i
)
N
S
 1
i
1
X
j=i+1
h
ij
p
j
; (3.18)
where n
i
is the number of assets that have been retired at the end of the i
th
period and m
i
the number of assets that were retired just at the end of the
i
th
period, such that n
i
= n
i 1
+m
i
. In order to get E(d
(N SPD)
i
) for period
i, only the expected values for m
i
=N and (N   n
i
)=N have to be computed.
Ijiri & Kaplan used the binomial distribution as the mass function of the
random variablesm
i
andN n
i
such that the expected values are E(m
i
=N) =
p
i
and E

(N   n
i
)=N

= S
i
. Then, inserting the last result into (3.18), the
expected value for d
(N SPD)
i
is therefore
E(d
(N SPD)
i
) = p
i
h
ii
+ S
i
S
 1
i
1
X
l=i+1
p
l
h
il
=
1
X
l=i
p
l
h
il
; (3.19)
which is equal to the single asset sequential probabilistic depreciation in
(3.15) and to the static probabilistic rate in (3.11).
Similar analysis yields for the conditional expected value of the accu-
mulated group depreciation rate, given that the asset survived period i,
E(a
+(N SPD)
i
ji), the same result as it did for the single asset case. Sub-
stituting for the expected value of the accumulated group depreciation rate
after i periods, E(a
(N SPD)
i
), yields the same result as in (3.17).
3.3 Depreciation with Markov Chains
From the discussion in the previous section, it follows that the decision
whether an asset is still in service at the beginning of a period i depends only
on the events during the preceding period i  1. It arises naturally that this
can be modelled by discrete time (stochastic) Markovian processes. This ap-
proach has been pursued by dierent authors. In the following we review the
work of Zannetos (1963), which is based upon two articles Zannetos (1962)
and Bissinger (1961). The articles of Pollard & Tippett (1994) and Pollard,
Rhys & Tippett (1994) present further development of statistical results in
the context of Markovian depreciation techniques.
Besides presenting a basic introduction on the applicability of Markov
chains to group depreciation, Zannetos (1962) was concerned to justify that,
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in fact, a probabilistic treatment of depreciation and grouping assets with
similar economical properties yields reliable information on the economic life
of the assets, which would then support managerial decisions. Zannetos' aim
was by other means to convince the reader that the presented approach does
not complicate the accountant's work in the sense of complex and unman-
ageable amounts of data. In particular, a nite Markov chain was used to
describe the behaviour of a group of assets through time and the transition
probability matrix P was derived empirically. A single entry p
jk
in P was
dened as the probability that the assets were new at the beginning of pe-
riod j and had k years of life remaining. The canonical representation of P
is given by
P =

1 0
1n
R
n1
Q
nn

; (3.20)
where R includes the transition probabilities from transient states to the
absorbing state, Q the transition from transient states to other transient
states and where n is a xed number for the maximal life time of the assets.
Zannetos then derived the depreciation expense D
k
for the k
th
year, which is
given by
D
k
=
1
n
n
X
j=0
A
j
(
k 1
  
k
)N
T
; (3.21)
where xed A
j
's represent the total dollar amount of those assets having j
years of life remaining at the end of a time period and where N
T
denotes
(0; 1; :::; n)
T
, the vector of the years. The input vectors 
k
, k = 0; :::; n   1,
can be derived by multiplying the initial input vector 
0
with the k
th
power
of P , where the entries of 
0
are derived by classifying the assets in terms of
their remaining life, that is,
A
j
=
n
X
j=0
A
j
: (3.22)
Further, under the assumption that new assets of the same price magnitude
are acquired every period, the age distribution of the total assets will as-
symptotically converge towards a steady state after c years, such that for
any year k > c the depreciation amount is given by
D
k
=
1
n
n
X
j=0
A
j

c
(1  P )N
T
: (3.23)
Zannetos (1963) further briey mentioned that the two basic methods for
testing the validity of the entries in P are classical (frequentist) hypothesis
testing and the Bayesian approach. However no further eorts have been
made in that direction. Finally, some comments were made with respect to
the expected life of assets in a group, based on a matrix N = (1   Q)
 1
,
where 1 is the n  n identity matrix and Q is dened above. The entries of
N show the mean number of economic years the assets spend in a transient
state j, given that they originated in state i. From this, the number M
i
(t),
which represents the mean number of steps t to reach from a transient state
i to the absorbing state, can be derived.
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Zannetos (1963) demonstrated that from a same amount of initial in-
formation about a group of assets, that is, a xed maximal life-time and
the total initial value, the Markovian approach described above provides
more information than the survival curve depreciation method presented in
Bissinger (1961). Bissinger combined given mortality curves with a function
which describes the trend or rate of the assets' behaviour. The reason why
the Markovian approach turned out to be more informative, and thus supe-
rior, is that the survivor rates for dierent time periods for the survival curve
method are conditional probabilities of survival for one additional period and
they \smooth out non-uniformities in life expiration from year to year", as
Zannetos (1963, p.162) noted.
Pollard & Tippett (1994) and Pollard, Rhys & Tippett (1994) also used
homogeneous Markov chains to investigate some of the properties of prob-
abilistic depreciation. However, their assumptions were less restrictive than
those in the model presented above. Both articles assumed that n machines
are simultaneously put into service at time t = 0 and that the sequence
0  S(t)  n, t = 0; 1; 2; :::, denotes the number of machines remaining in
service at time t. The probability of moving from one state to another is
described by the transition probabilities p
jk
= PrfS(t + 1) = kjS(t) = jg,
where both k; j = 0; 1; 2; :::; n and j  k.
The corresponding transition matrix is given by
P =
0
B
B
B
B
@
1 0 0    0
p
21
p
22
0    0
p
31
p
32
p
33
   0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
p
n+1;1
p
n+1;2
p
n+1;3
   p
n+1;n+1
1
C
C
C
C
A
; (3.24)
where the probabilities p
jk
in every row, that is, for j = 0; 1; :::; n, sum to one.
The rst state of P is an absorbing state because p
11
= 1. This was justied
in both articles by the fact that \... once an asset is taken out of service it
remains permanently out of service ..." . All other states are non-recurrent,
that is, once an asset has left a given state, it never returns to it.
Unlike Zannetos' empirically derived transition mechanism, Pollard &
Tippett discussed three dierent transition mechanisms for xed j's. The
rst assumed that all conditional probabilities are equal (which throughout
the rows is similar to a reducing balance depreciation method), the second
and third are known as the `sum-of-years' digits' and the `sum-of-squared
digits' techniques (see, e.g., Reynolds, 1962), and all are well known methods
in practice. Further, they computed for every method EfS(t)jS(0)g and
VarfS(t)jS(0)g, the expected number and variance of machines in service
at time t given that a certain number of machines was put into service at
time zero. Because in all cases the mean and the variance approached zero
with increasing time, Pollard & Tippett dened depreciation \in terms of the
rate at which machines are taken out of service", d
0;t
= fS(t)  S(0)g=S(0),
which is the proportional reduction of the number of machines still in service
during the interval [0; t].
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A clear separation can be drawn between the results of the rst two
transition mechanisms (sort of reducing balance and `sum-of-years' digits)
and the `sum-of-squared digits' mechanism: the previous two are special
cases of the transition mechanism dened by the probabilities
p
jk
=
 (k + ) (j + 1)
 (k + 1) (j +  + 1)
; (3.25)
where   is the gamma function and  2 R
+
0
a `continuity' index. Rhys &
Tippett (2002) give an interpretation of the parameter  in a similar model:
 can be identied as the weighted average age of items, that is, \higher
values of  imply that the asset deteriorates more slowly".
Pollard & Tippett (1994) showed that the expected depreciation rate
E(d
0;t
) is independent of S(0) for the linear and the `sum-of-years' digits'
depreciation. However, the `sum-of-squared digits' mechanism revealed that
this independence of the number of machines put into service at time zero
does not generally apply. Furthermore, they mentioned that any transition
mechanism has to satisfy the additivity property, which was illustrated by
a simple example (see Pollard & Tippett, 1994, p.71) and, suggested to
design Markovian transition mechanisms based on Bose-Einstein statistics
as a possible future research area. This was followed up by Rhys (2000) and
is reviewed below.
Pollard, Rhys & Tippett (1994) extended the analysis based on (3.25) and
introduced a more exible Markovian model. They determined the proba-
bility of having k machines in service at time t + 1 by using the Chapman-
Kolmogorov equation p
T
(t+1) = p
T
(t)P, where p(t) is the vector containing
the state probabilities at time t.
Using (3.25) and the above Chapman-Kolmogorov equation yields after
some analysis the recursion formula for the i
th
factorial moment
m
(i)
(t+ 1) =

+ i
m
(i)
(t) = E
t
h
i 1
Y
j=0
fS(t+ 1)  jg
i
; (3.26)
where E
t
(:) is the expectation operator taken at time t. Computing the mean
depreciation rate for the rst period, thus E
0
(d
0;1
) = f
1
  S(0)g=S(0) =
 1=( + 1) was used to calculate . Based on that constant one-period
depreciation rate all higher moments in (3.26) for the particular transition
mechanism can be derived.
This methodology is commonly used in epidemic models where the start-
ing settings determine the properties of the system during its future trend
(see, e.g., Daley & Gani, 1999).
Rhys (2000) extended the analysis based on a slight variant of the model
above and represented an asset by n discrete items which are put randomly
into r cell during a time period. Further, that article concentrated on two
dierent interpretations of the n items: distinguishable and indistinguishable.
It is clear to physicists that distributional properties of distinguishable
items can be described by Maxwell-Boltzmann statistics and for the case of
indistinguishable items by Bose-Einstein statistics.
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Rhys noted that the transition probabilities given in (3.25) represent
Bose-Einstein probabilities and rewrote the expected depreciation rate, which
follows from (3.26), in terms of r, thus, 1=( + 1) = 1=r. He further noted
the important dierence of the existence of discrete and continuous assets.
Obviously, (3.26) suggests a discrete distribution for discrete assets and for
continuous assets, as Pollard, Rhys & Tippett (1994) showed, a continuous
distribution with a log-gamma probability density function.
Rhys then went on to show that if Maxwell-Boltzmann statistics are used,
the transition probabilities turn out to have a binomial distribution. It fol-
lows that for discrete assets, the expected depreciation rate is independent of
the initial state, as we have already seen above for the model based on Bose-
Einstein statistics. However, for continuous assets, that is when n!1, the
variance becomes zero such that the limiting distribution is deterministic and
the mean with probability one resembles the widely used reducing balance
method in accounting.
Rhys further expressed the useful life of an asset by a random variable
Y
n
, the waiting time to absorption and derived the probability generating
function under distinguishability and indistinguishability assumptions. He
showed that innite asset life is impossible and that the expected value of
the useful life increases without bound as n increases. Higher order moments
were not derived because it is straightforward to do so and would not improve
the information content of an analytical paper. However, for simulation pur-
poses, higher order moments could be used to assess the rate of convergence
towards a particular limiting distribution.
An interesting article was recently published by Rhys & Tippett (2002)
where stochastic depreciation based on Bose-Einstein statistics is not only
investigated on its own but within a model of capital accumulation (Merton,
1973). In the model, an agent seeks to optimize units of capital through
time by dividing it between consumption and investments in productive fa-
cilities. Rhys and Tippett used for this optimization a variant of an algo-
rithm suggested by Dreyfus (1965, p.218) which accounts for both sources of
uncertainty (consumption and depreciation). At the end of this very tech-
nical paper, they concluded that \consumption will be higher when capital
deteriorates stochastically in comparison to the case where capital deterio-
rates deterministically". By now, the many models discussed in this chapter
should have convinced the reader that depreciation is of stochastic nature.
Therefore, the above result shows that there is a large systematic bias if de-
terministic depreciation based on Maxwell-Boltzmann statistics (Rhys, 2000)
is used.
4 The Virtual Firm
A virtual rm is a model of a real rm in which it is intended to as-
sess simulation results from the combination of the SACT framework with
particular statistical models for simple business structures. The timeline
is divided into discrete periods representing accounting periods where the
activities are embedded. Activities are further classied by their position-
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ing, that is, there are equities (nishing activities in a period of concern)
and assets (unnished activities in a period of concern) (for example, Willet
(1991b), p.120). Furthermore, activities are classied with respect to their
duration into short-term and long-term activities, where the latter ones can
be depreciated.
In an advanced virtual rm, there will be activity classes which separately
account for production or cost relations for short-term, non-depreciable and
depreciable long-term activities. Such a virtual rm also accounts for a pe-
riodic updating of realised amounts, similar to the algorithm suggested by
Brief and Owen (equations (3.5) to (3.9)). It further accounts for SACT
depreciable long-term activities which make use of conditional expected life
times suggested by Ijiri and Kaplan (equations (3.15) and (3.17)). Another
approach to interpret SACT production relations for depreciable long-term
activities is to apply Markovian transition mechanisms suggested by dier-
ent authors and reviewed in Section 3.3 and to account in this way for their
depreciable life. Further improvements which a sophisticated virtual rm
should account for is the dependence between single activities, single activ-
ities and activity classes or even between activity classes, properties which
were already suggested in association with SACT.
Of course, this idea of simulating what is observed in reality is not new
and similar procedures are used to, for example, optimize assembly plant
processes or to assess characteristics of proteins by simulation. One common
and very important part of all these simulations, including the virtual rm,
is the quality of the boundary conditions.
Unfortunately, in this eld of research, additional problems which one
might be confronted with are the following. It is, in general, not a simple
task to obtain information about the entries found in companies' balance
sheets, cash ow statements or prot and loss statements and therefore the
comparison of simulation output and real data is complicated. Furthermore,
the assessment of estimation and prediction properties, two basic function-
alities of an accounting system, via time series analysis faces the problem
that most real data series are very short. Companies merge, companies go
bankrupt, companies change their policies. To get better statistics out of real
data, we suggest to use the bootstrap method introduced by Efron (1979) or
modied versions to meet the specic requirements. To account for changes
in companies' structures, change point methods might be applicable (see,
e.g., Ahsanullah, Rukhin & Sinha, 1995).
4 Summary
We have reported on recent statistical developments in cost accounting.
At rst glance, SACT might be seen closely related to ABC. The important
dierence between the two is the denition of what an activity is: ABC
pools activities, SACT separates them into cost and production structures.
In detail, SACT presents a completely dierent philosophy of how to interpret
accounting numbers, namely, that nancial statement and even ledger entries
are random variables. In other words, each entry in nancial statements is
not viewed as a xed number anymore but as a statistic with associated
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distributional properties and thus much more information content. This
in turn suggests, for example, an introduction of risk to put emphasize on
those numbers. It seems that an introduction of any reliable risk measures
would be highly appreciated by the private sector because there, derived risk
numbers are solely based on sensitivity analysis and subjective opinion of
future events.
We have further shown that, so far, limited analytical results and results
from simulation were derived using the SACT framework. It is up to future
research to investigate more sophisticated models, which basically include an
introduction of stochastic dependence and correlation among the SACT in-
put and output relations and additionally account for several activity classes,
which are the second basic construct in SACT besides single activities. The
objective of SACT to represent accounting earnings numbers faithfully nec-
essarily includes further investigations in that direction because in practice,
dependence is likely to occur.
Further, we reviewed statistical models which are mainly concerned with
the famous depreciation problem in accounting and suggested to combine
them with the SACT framework. In this article, this combination is referred
to as a statistical accounting system and the so-called virtual rm is used to
yield results from simulating such accounting or business structures.
As a last remark, we conclude that statistical analysis is inevitable in
modern cost accounting and that more attention should be paid to it, fore-
most in accounting courses.
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Resume
Nous avons revu les developpements recents des modeles statistiques dans
la comptabilite des couts et simultanement, presente un concept statistique
convenient. On a applique ceci sur la theorie statistique des couts des ac-
tivites (Statistical Activity Cost Theory, SACT) introduit par Willett (1987
et 1988). Cette theorie interprete les numeros rencontres dans les rapports
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nanciers comme des statistiques et puis, avec plus d'information que des
numeros xes et deterministes.
Nous proposons la combinaison de SACT avec plusieurs modeles statis-
tique d'amortissement, qui montrent des avantages sur des modeles compa-
rables et deterministes, et concluons que le resultat est en eet le premier
systeme de la comptabilite statistique. Cette proposition est signiante parce
que en pratique, des entreprises utilisent seulement des modeles deterministes
connus comme des \Activity Based Costing (ABC)"-systemes.
De plus, nous avons introduit l'entreprise virtuel, l'instrument avec lequel
on simule des saisies dans les rapports nanciers base sur des resultats de la
theorie propose precedemment. Nous discutons aussi des problemes que l'on
peut rencontrer pendant cette implementation.
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