Conjugate points and second order systems  by Ahmad, Shair & Salazar, Jorge A
JOURN.AL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 84, 63-72 (198 1) 
Conjugate Points and Second Order Systems 
SHAIR AHMAD 
L!niversir.v of Miami. Coral Gables. Florida 33124 
AND 
JORGE A. SALAZAR 
Colegio UniLSersitario de Caracas. Caracas. C’enezuela 
Submitted by V. Lakshmikantham 
1. INTRODUCTION 
Consider the linear vector differential equation 
x” + A (r).u = 0. (1.1) 
where A(t) is a continuous n x n matrix. Throughout this paper, we assume 
the elements of A(t) to be nonnegative. Our main purpose is to establish a 
rather basic property of the conjugate points for (1.1). We also establish an 
implication, involving oscillation, between the scalar and the vector versions 
of (1.1). A corollary of this result, which, using one of the earlier established 
results, is quite easy to prove, generalizes the well-known Leighton-Wintner 
(see [ 12, 181) oscillation criterion for the case where A(t) is a nonnegative 
scalar function. 
Recall that a number b is said to be a right conjugate point of a number a 
relative to (1.1) if b > a and if there exists a nontrivial solution of (1.1) 
which vanishes at LI and at 6. A number b is called the first right conjugate 
point of a if it is a right conjugate point of a and if there is no number c, 
a < c < b, such that c is also a right conjugate point of a. A left conjugate 
point and the first left conjugate are defined similarly. It is easy to verify (see 
[ 6)) that if a has a right (left) conjugate point then it has a first right (left) 
conjugate point. 
We shall prove that if b is fheJirsf right conjugate point of a then a is the 
first left conjugate point ~$6. The proof of this result seems to be nontrivial. 
Our proof is based on an argument using induction and several previously 
established results. The solution to this problem is much simpler and known 
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(see [9]) for the case where A(t) is symmetric, in which case variational 
tools, that seem to be of no use in the general case, are readily available. In 
fact, u simple and independent proof may be given as follows: 
Assume that b is the first right conjugate point of a but a is not the first 
left conjugate point of b. Then there exists a nontrivial solution x(t) of (1.1) 
such that x(b) =x(c) = 0, where c is some number such that a < c < b. Let 
A [a, b] denote the set of absolutely continuous R”-valued functions h(t) on 
[a, b] such that lh’] EL’[u, b] and h(u)=h(b)=O. Let J[h;u, b] be the 
functional defined by 
J[h; a, b] = fb ((h’, h’) - (Ah, h)) dt 
-a 
over the set A [a, b] of admissible functions. Multiplying the equation 
x” + A(t)x = 0 
by --x and integrating from c to b, we see that Jjx; c, b] = 0. Now, let z(t) be 
defined as 
z(t) = x(t) if c<t<b 
= O(t) if a ,< t < c. 
Then, clearly z E A [a, b] and J[z; a, b] = 0. Therefore, z(t) is a solution of 
(1.1) satisfying z(u) = z(b) = 0, since z affords a minimum to J for the class 
A [a, b] of admissible functions. But this contradicts the assumption that b is 
the first right conjugate point of a. since z(u) = z(c) = 0. 
2. SOME KNOWN RESULTS 
The proof of our main result employs a number of known results from 
various sources. For the sake of completeness and the reader’s convenience, 
we state such results in this section. 
LEMMA 2.1 [l, p. 171. Let A(t) = (aij(t)) be an n x n continuous mutrk 
on [a, b] with u,(t) > 0. Let y = col(y,,..., y,) be u solution of (1.1) with 
y(u) = y(b) = 0 and vi(t) > 0 for all t in (a, b) and all i, i = l,..., n. Zf for 
some k, k = l,..., n, either (i) y;(u) = 0, (ii) y;(b) = 0, or (iii) yk(c) = 0 for 
some c, a < c < b, then yk(t) E 0 on [a, b]. 
THEOREM 2.2 [2, p. 11381. Assume A(r) to be as in Lemma 2.1. If b is 
the first conjugate point of a relative to (1. l), and if a < t, < tz < 6, then 
there is no nontrivial solution y(t) of (1.1) with y(t,) = y(t,) = 0. 
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THEOREM 2.3 [2, p. 11381. Assume A(t) to be as in Lemma 2.1. If b is 
the first right conjugate point of a relative to (l.l), then there exists a 
nontrivial solution u(t) = col(u, ,..., u,,) of(l.1) such that u(a) = u(b) = 0 and 
uk(t) > 0. k = l,.... n, and t E [a, b]. 
THEOREM (2.3)‘. Assume A(t) as in Lemma 2.1. If a is the first left 
conjugate point of b relative to (1.1) then there exists a nontrivial solution 
u(t) = col(u, ,...) u,) of (1.1) such that u(a) = u(b) = 0 and ui(t) >O, 
i= 1 ,. . . . n, and t E [a, b]. 
The proof of Theorem (2.3)’ follows from Theorem 2.3 ad the observation 
that -a is the first right conjugate point of -b relative to 
where B(t) = A(-t). 
x” + B(t)x = 0, 
THEOREM 2.4 (see [ 16, p. 991. Let A(t) = (a,(t)) and B(t) = (b,(t)) be 
continuous n x n matrices, defined on [a, b], such that aij(t) > b,(t) > 0 for 
r < i, j < n and t E [a, b]. If b is the first right conjugate point of a relative 
to 
x” + B(t)x = 0. 
then the Jrst right conjugate point c of a relative to 
y”+A(t)y=O 
exists and c ,< b. 
A simple proof of Theorem 2.4 is also given in [4]. 
THEOREM 2.5 13, p. 361. Let A(t) = (a,(t)) be a continuous n X n matrix 
function whose elements are nonnegative on [a, b), where b may equal +oo. 
Suppose that there exists no nontrivial solution y(t) of 
x” + A(t)x = 0 
such that y(a) = y(c) = 0 whenever a < c < b. Then there exists no nontrivial 
solution z(t) of the above equation such that z(t,) = z(t,j = 0 if 
a < t, < t, < 6. 
PROPOSITION 2.6 (see 141). Let A(t) be an n x n continuous matrix 
valued function for t > to. Suppose that the first right conjugate point of t, 
relative to 
x” + C(t)x = 0 
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exists. If CT(T) denotes the transpose of C(t). then the first right conjugate 
point oft, relatioe to the adjoint system 
z” + C’(t) z(t) = 0 
exists and is equal to the first right conjugate point of to relatke to the first 
equation. 
3. A BASIC PROPERTY OF CONJUGATE POINTS 
THEOREM 3.1. Let A(t) = (a,(t)) be an n x n continuous matrix defined 
on [a, b], with aij(t) > 0 for 1 < i, j < n and t E [a, b]. If b is the first right 
conjugate point of a relatioe to (1.1). then a is thefirst left conjugate point of 
b relative to (1.1). 
Proof. First we prove the theorem under the assumption than ( 1.1) has a 
solution u(t) = col(u, ,..., ~1~) such that u(a) = c(b) = 0 and ui(t) > 0. 
i = l,.... n, and t E (a. 6). Now, then. suppose that a is not the first left 
conjugate point of b. Then there exists a number c. a < c < b, such that c is a 
left conjugate point of b. By Theorem 2.2, b must also be the first right 
conjugate point of c relative to ( 1 . 1 ), since no nontrivial solution of ( 1.1) can 
vanish twice in (a, b). By Proposition 2.6. b is also the first conjugate point 
of c relative to the equation 
1.” + A’(t)J = 0. 
Hence, by Theorem 2.3, there exists a nontrivial solution w(t) satisfying 
11”’ + A ‘(t) L1! = 0, 
W(C) = w(b) = 0, 
and w(t) >, 0 on (c. 6). Multiplying the first of the equations 
Z”I + A(t)11 = 0, 
w” t AT(t) tt’ = 0, 
by W”(t), the second by -c’(t), and adding, we obtain 
,,,Tp _ z,Tby = 0 
since WHALE = cTATw. It follows that 
w’(t) c’(t) - CT(t) w’(t) = constant. 
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Evaluating the above equation at t = b shows that 
d(f) L”(f) - C’(f) w’(t) = 0. 
Letting t = c in the preceding equation, we have 
c’(c) w’(c) = 0. 
Since ui(f) > 0, i= l,..., n, we must have IV’(C) = 0. But w(c) = IV’(C) = 0 
implies that w(f) = O-contradicting the assumption that w(f) is nontrivial. 
This contradiction shows that a is the first left conjugate point of b relative 
to (1.1). 
Next we wish to show that a is the first left conjugate point of b relative to 
(l.l), assuming that (1.1) has no solution c(t) = col(v, ,..., c,) satisfying 
P(U) = t!(b) = 0, and oi(f) > 0, i = l..... n, f E (a, 6). Our proof will be based 
on induction on the n x n nonnegative matrices A(f). Our theorem certainly 
holds for n = 1. since any two nontrivial solutions having a common zero 
would be constant multiples of each other. Assume that the theorem holds 
for all nonnegative continuous k x k matrices A(t), with 1 ,< k < n. We wish 
to show that it is true for the n x n matrix A(t) in (1.1). 
By Theorem 2.3, there exists a nontrivial solution y(f) = col(y, ,..., Y,~) of 
(1.1) satisfying J(U) = 4’(b) = 0, and yi(f) > 0. i = l...., n, f E (a, 6). Since we 
are assuming that not all components of y(t) are strictly positive on (a, 6), it 
follows from Lemma 2.1 that for some k, k = I,.... n, yk(f) = 0 on [a, 61. By 
renumbering the equations and components of y(f). we may assume that 
~,~(f) > 0 on (a, b). j = l...., k, and yj(f) = 0, j = k + l..... n. Let us partition 
the matrix A(f) as 
A(f)= [$$+$I. (3.1) 
where M is k x k, N is (n -k) x k, 0 is k x (n -k) and P is 
(n - k) x (n - k). Let us write y(t) as 
where J: consists of the first k components of y and 6 consists of n - k 
components all of which are zero. It is easy to see that 5 satisfies the 
equation 
p,, +M(f)$=O (3.2) 
and that the elements of O(f) are all zero. We note that $(a) = ?(!I) = 0. We 
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now wish to show that a is the first left conjugate point of b relative to the 
equation 
x” + M(t)x = 0. (3.3) 
Consider the system 
iv” + B(t) H’ = 0, 
where B(t) is the n x n matrix defined by 
(3.4) 
where 0,) O,, 0, are the zero submatrices of appropriate sizes. It is easy to 
see that the conjugate points of a relative to (3.3) are the same as those 
relative to (3.4). By Theorem 2.4, the first right conjugate point of a relative 
to (1.1) is less than, or equal to, the first right conjugate point of u relative to 
(3.4). On the other hand, b, which is the first conjugate of a relative to (1.1). 
is a conjugate point of a relative to (3.3) since 4;(u) = j(b) = 0, and hence 
relative to (3.4). Therefore, b is the first right conjugate point of a relative to 
(3.4), and hence relative to (3.3). Consequently, by our induction hypothesis. 
a is the first left conjugate point of b relative to (3.3). 
Now, let us assume that our theorem is false for the n x n matrix A(t). 
Then there exists a nontrivial solution u(t) of (1.1) such that u(c) = u(b) = 0 
for some number c, a < c < b. We partition u(t) as 
u(I) = u^(t) L I U*(t) ’ 
where u^ consists of the first k components of U, and U* consists of the 
remaining 11 - k components of U. Then we can write the system 
as the two systems 
u” + A(f)U = 0 
i”+M(r)u^+N(t)u*=O. (3.5) 
u*” + P(t)u* = 0. (3.6) 
We note that G(c) = G(b) = 0 = U*(C) = u*(b). Clearly, u*(t) & 0. For, 
u*(r) ZE 0 would imply that u^ is a nontrivial solution of (3.3) vanishing at c 
and b. But this would contradict the fact that a is the first left conjugate 
point of b relative to (3.3), which was established above. 
Now, we consider the system 
x” + P(t)x = 0. (3.7) 
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We have shown that c is a left conjugate point of b relative to (3.7). We now 
wish to show that every number d, a < d < c, is a left conjugate point of b 
relative to (3.7). Let d be such a number. Let e be the first right conjugate 
point of d relative to (1.1). It is impossible to have e < b, because it would 
imply that a nontrivial solution of (1.1) vanishes twice in (a, b)-a 
contrdiction to Theorem 2.2. We cannot have e > b, because it would imply 
that a nontrivial solution (namely u(t)) of (1.1) vanishes twice in 
(d, eFagain a contradiction to Theorem 2.2 (note that e > b implies that 
c f d). Finally, Theorem 2.5 assures us that we cannot have e = +co. Thus, 
we have shown that b is the first right conjugate point of d relative to (1.1). 
Let c(t) be a nontrivial solution of (1.1) such that u(d) = u(b) = 0. Now, in 
order to show that b is the first right conjugate point of d relative to (3.7), 
we partition cl as 
6 
C’ = 
[ I p* ’ 
where z? denotes the first k components of u, and L’* the remaining. Using the 
partitioning of A(t) given in (3.1) and substituting v(t) in (1.1). we obtain the 
system 
CT’ + M(t)t: + N(t)u* = 0, 
tj*‘r + P(t)c3* = 0, 
where t;(d) = z?(b) = 0 = o*(d) = o*(b). The same argument that we gave 
following equation (3.6), in order to show that u*(t) & 0, shows that 
p*(t) f 0. This shows that d is a left conjugate point of b relative to (3.7). 
Consider the differential equation 
x” + C(t)x = 0. 
where C is the n x n matrix given by 
(3.8) 
and where 0,. O,, and 0, are zero submatrices of appropriate sizes. Again, 
we note that the conjugate points of d relative to (3.7) are the same as those 
relative to (3.8). Making a comparison of A(t) and C(f), and using 
Theorem 2.4, an argument similar to the one following equation (3.4) shows 
that b is the first right conjugate point of a relative to (3.8). We have thus 
shown that for every number d, a < d < c, b is the first right conjugate point 
of d relative to (3.7). But this means, by our induction hypothesis, that every 
such number d is the first left conjugate point of b relative to (3.7), which is 
absurd. This contradiction shows that no nontrivial solution u(t) of (1.1) can 
exist satisfying u(c) = u(b) = 0, a < c < b. The proof is now complete. 
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4. A THEOREM ON OSCILLATION 
In this section we give a sufficient condition for oscillation of 
equation (1.1). As in [S], we say (1.1) is oscillatory on [u, co) if for each 
number T. T > a, there exist numbers u and /I. with a, p > T. and a 
nontrivial solution t’(t) of ( 1.1) such that +a) = L!(J) = 0. Our theorem 
establishes a relationship between the oscillation of scalar equations and 
vector equations. Similar relationships have been studied in [ 7, 10. 11, and 
141. However, most of these studies involved selfadjoint systems. 
THEOREM 4.1. Let A(t) = (nij(t)) be a continuous n x n matrix on 
[a, 03). with aij(t) > 0. Zff or some pair (i. j), 1 < i, j < n. the scalar equation 
x” + aij(t)x = 0 (4.1) 
is oscillatory on [a, a~), and if uji(t) > aij(t), then the Cector differential 
equation 
.P + A(tj.x = 0 (4.2) 
is oscilfatorl~ on [a, 00). 
Proof. Consider the system 
x” + B(t)x = 0, (4.3 j 
where B(t) = (b,(t)) is the matrix defined by 
b,,(t) = Q,(t) if (k, s) = (i, j) or (k. s) = (j, i) 
=o otherwise, 
1 < k. s < n. Let T > a, be any number. Then there exists a nontrivial 
solution v(t) of (4.1) and numbers u and p, with CI, p > T. such that t’(a) = 
U(P) = 0. Let u(t) = col(u, ,..., u,) be defined by 
u,(t) = c(t) ifk=iork=j, 
=o otherwise. 
k = 1, 2,..., n. It is easy to verify that u(t) is a nontrivial solution of (4.3) 
satisfying u(a) = u(J) = 0. Clearly, b,(t) <a,(t) for 1 < i, j < n. Therefore, 
by Theorem 2.4, there exists a nontrivial solution z(t) of (4.2) such that 
;(a) = z(y) = 0 for some number y, a < y </I. This completes the proof. 
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EXAMPLE 1. Consider the system 
x” + ,4(t)x = 0, 
where 
0 A(f)= o L’. ( 1 
It is easy to verify that the scalar equation 
x” + a,#)x = 0. 
where a,?(t) = 1. is oscillatory, but the above system is not oscillatory. This 
shows that Theorem 4.1 is false, in general. without the assumption that 
a;;(f) > Q,j(O. 
COROLLARY 1. Let A(t) satisJb the condition of Theorem 4.1. Then the 
s!*stem (4.2) is oscillatory if 
x 
( a,,(t)dt= 00 
. LI 
for some i, 1 < i < 12. 
Proof. The proof is immediate from Theorem 4.1 and the well-known 
fact (see [ 12 I) that the scalar equation 
2 + aii(r).u = 0 
is oscillatory. 
The above corollary reduces to the well-known Leighton-Wintner theorem 
(see [8, 12, 18)) h w en n = 1 in (4.2). For the selfadjoint case, this corollary 
was established in [ 141. Also see [7, lo1 111 for similar results or 
generalizations. 
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