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RELAXATION ET PASSAGE 3D-2D AVEC CONTRAINTES DE
TYPE DE´TERMINANT
OMAR ANZA HAFSA & JEAN-PHILIPPE MANDALLENA
Re´sume´. L’objectif de cet article est, d’une part, de rendre accessible un en-
semble d’outils et me´thodes pour traiter la relaxation et le passage 3D-2D avec
contraintes de type de´terminant, et, d’autre part, de donner une de´monstration
comple`te du passage 3D-2D par Γ-convergence sous la contrainte de´terminant
strictement positif.
Relaxation and 3D-2D passage with determinant
type constraints
Abstract. The goal of this paper is, on the one hand, to make available a set of
tools and methods to deal with relaxation and 3D-2D passage with determinant
type constraints, and, on the other hand, to give a complete proof of the 3D-2D
passage by Γ-convergence under the constraint determinant positive.
Sommaire
1. Introduction et pre´liminaires 2
1.1. Ge´ne´ralite´s sur le calcul des variations 3
1.2. Quasiconvexite´ et semi-continuite´ infe´rieure 4
1.3. Relaxation 5
1.4. Passage 3D-2D 6
2. Relaxation avec contraintes de type de´terminant 8
2.1. The´ore`mes ge´ne´raux 8
2.2. Contrainte produit vectoriel non nul 15
2.3. Contrainte de´terminant non nul 18
2.4. Contrainte de´terminant strictement positif 24
3. Passage 3D-2D avec contraintes de type de´terminant 25
3.1. Ge´ne´ralite´s 25
3.2. Contrainte de´terminant non nul 28
3.3. Contrainte de´terminant strictement positif 33
4. Deux the´ore`mes d’approximation 44
4.1. The´ore`me de Gromov-Eliashberg 44
4.2. The´ore`me de Ben Belgacem-Bennequin 52
5. Permutation de l’infimum et de l’inte´grale 58
5.1. The´ore`me ge´ne´ral 58
Date. Janvier 2009 - January 2009.
Mots cle´s. Calcul des variations, hypere´lasticite´, relaxation, passage 3D-2D, Γ-convergence,
e´nergie de membrane non line´aire, contrainte de´terminant strictement positif, contraintes de type
de´terminant.
Key words. Calculus of variations, hyperelasticity, relaxation, 3D-2D passage, Γ convergence,
nonlinear membrane energy, constraint determinant positive, determinant type constraints.
1
2 OMAR ANZA HAFSA & JEAN-PHILIPPE MANDALLENA
5.2. Une version continue du the´ore`me de Hiai-Umegaki 60
Re´fe´rences 61
1. Introduction et pre´liminaires
Une mode´lisation mathe´matique re´aliste de l’hypere´lasticite´ doit prendre en compte
la non interpe´ne´trabilite´ de la matie`re et la ne´cessite´ d’une e´nergie infinie pour
compresser un volume de matie`re en un point. Ainsi la densite´ d’e´nergie W :
M
m×N → [0,+∞] (avec m = N = 3 dans le cadre de l’hypere´lasticite´) associe´e a`
un mate´riau hypere´lastique doit satisfaire les deux contraintes suivantes :
W (F ) = +∞ si et seulement si detF ≤ 0 ;(1.1)
W (F )→ +∞ lorsque detF → 0,(1.2)
ou` Mm×N est l’espace des matrices a` m lignes et N colonnes et detF est le
de´terminant de F (lorsque m = N). Cet article se concentre sur le de´veloppement
d’outils et me´thodes pour traiter la relaxation et le passage 3D-2D en pre´sence
des contraintes (1.1) et (1.2) dans le cadre du calcul des variations dit “moderne”,
i.e., l’e´tude de la minimisation des fonctionnelles inte´grales du point de vue de la
me´thode directe du calcul des variations (voir §1.1). Bien que ces contraintes ap-
paraissent en hypere´lasticite´ peu de choses sont connues sur le calcul des variations
avec contraintes de type de´terminant. En effet, la plupart des re´sultats concernent
le cas ou` W satisfait la condition de croissance d’ordre p > 1 suivante
W (F ) ≤ c(1 + |F |p) pour tout F ∈Mm×N avec c > 0,
ce qui est incompatible avec (1.1) et (1.2) (voir §1.2-1.4). En fait, il est possible
de de´passer le cas a` croissance d’ordre p en de´gageant le concept plus “souple”
d’inte´grande p-ample, i.e., W est p-ample si
ZW (F ) ≤ c(1 + |F |p) pour tout F ∈ Mm×N avec c > 0
(avec ZW de´finie en (1.12)). Celui-ci permet de traiter la relaxation et le passage
3D-2D sous la contrainte de´terminant non nul (voir §2.1-2.4 et §3.1-3.2), i.e.,W sat-
isfait (1.4) et (1.2), aussi bien que le passage 3D-2D sous la contrainte de´terminant
strictement positif (voir §3.1 et §3.3), i.e., W satisfait (1.1) et (1.2), qui, e´tant plus
difficile a` traiter, ne´cessite l’utilisation de deux the´ore`mes d’approximation ainsi
qu’un the´ore`me de permutation de l’infimum et de l’inte´grale (voir §4-5).
L’objectif principal de cet article est de fournir une de´monstration comple`te du
the´ore`me de passage 3D-2D par Γ-convergence sous la contrainte de´terminant stricte-
ment positif que nous avons mis au point dans [7] (voir le the´ore`me 3.2). Dans
un souci de synthe`se, il nous a paru ne´cessaire de donner une vue de´taille´e et
unifie´e, avec des ame´liorations, de nos travaux [5, 6, 7, 8]. On retrouvera donc des
re´sultats de´ja` de´montre´s, mais aussi d’autres qui e´taient seulement e´nonce´s et dif-
ficiles d’acce`s : un de nos objectifs e´tant de rendre accessible un corpus d’outils et
me´thodes pour traiter la relaxation et le passage 3D-2D en pre´sence de contraintes
de type de´terminant. Enfin, nous avons essaye´ autant que possible, tout au long
de cet article, d’eˆtre pre´cis sur les multiples contributions (Percivale 1991, Le Dret-
Raoult 1993, Ben Belgacem 1996, Ben Belgacem-Bennequin 1996) qui ont amene´ a`
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la re´solution comple`te du proble`me du passage 3D-2D par Γ-convergence sous les
contraintes (1.1) et (1.2).
1.1. Ge´ne´ralite´s sur le calcul des variations. De fac¸on ge´ne´rale le calcul des
variations vise a` minimiser des fonctionnelles inte´grales du type
E(φ) =
∫
Ω
L(x, φ(x),∇φ(x))dx,
ou` Ω ⊂ RN est un ouvert borne´ et L : Ω×RN×Mm×N → R∪{+∞} est l’inte´grande,
lorsque φ : Ω→ Rm satisfait une condition au bord du type φ = φ0 sur ∂Ω et de´crit
un espace de Banach X (re´flexif) sur lequel E et la condition au bord ont un sens.
Pour traiter ce type de proble`me de minimisation on utilise la me´thode directe du
calcul des variations qui consiste a` ve´rifier les trois points suivants :
⋄ A := {φ ∈ X : φ = φ0 sur ∂Ω} est non vide et E est minore´e sur A,
assurant ainsi que −∞ < α := inf{E(φ) : φ ∈ A} < +∞ ;
⋄ il existe une suite {φ¯n}n≥1 minimisante pour E dans A, i.e., {φ¯n}n≥1 ⊂ A
et limn→+∞ E(φ¯n) = α, telle que, a` une sous-suite pre`s, φ¯n ⇀ φ¯ avec φ¯ ∈ A
et φ¯ = φ0 sur ∂Ω (ou` “⇀” de´signe la convergence faible dans X) ;
⋄ E est se´quentiellement faiblement semi-continue infe´rieurement (sfsci) dans
X , i.e., E(φ) ≤ lim infn→+∞ E(φn) pour tout φn ⇀ φ dans X .
On a alors φ¯ ∈ A et E(φ¯) ≤ limn→+∞ E(φ¯n) = α, i.e., φ¯ est un minimiseur de E
sur A.
Ici, X = W 1,p(Ω;Rm) avec p > 1 et L(x, s, F ) = W (F ) − 〈f(x), s〉 ou` 〈·, ·〉 est le
produit scalaire dans RN , f ∈ Lq(Ω;Rm) avec 1/p + 1/q = 1 et W : Mm×N →
[0,+∞] est Borel mesurable et coercive, i.e., il existe C > 0 tel que W (F ) ≥ C|F |p
pour chaque F ∈ Mm×N . Avec ce cadre de travail, les deux premiers points se
ve´rifient assez facilement. Le point difficile a` ve´rifier est le troisie`me, i.e., montrer
que E :W 1,p(Ω;Rm)→ R ∪ {+∞} de´finie par E := I − J avec I :W 1,p(Ω;Rm)→
[0,+∞] et J :W 1,p(Ω;Rm)→ R donne´es respectivement par
(1.3) I(φ) :=
∫
Ω
W (∇φ(x))dx et J(φ) :=
∫
Ω
〈f(x), φ(x)〉dx
est sfsci dansW 1,p(Ω;Rm). Comme J est (une forme) line´aire et fortement continue
dans W 1,p(Ω;Rm) tout revient a` e´tudier la semi-continuite´ infe´rieure faible de I.
En pre´sence des conditions (1.1) et (1.2) (et sans hypothe`se de polyconvexite´) ce
proble`me de semi-continuite´ infe´rieure n’est pas encore re´solu (voir [12, 13]). Dans
[6, 8] cette question a e´te´ aborde´ sous l’angle de la relaxation par la mise au point
d’un the´ore`me ge´ne´ral utilisable lorsque W satisfait (1.2) et
W (F ) = +∞ si et seulement si detF = 0.(1.4)
(On peut noter que la condition (1.4) est “moins me´canique” que (1.1) car bien
qu’elle interdise “la compression d’un volume de matie`re en un point”, elle n’empeˆche
pas “l’interpe´ne´tration de la matie`re”.) Le passage 3D-2D en pre´sence des condi-
tions (1.4) et (1.2) a e´te´ traite´ dans [5]. Utilisant la me´thode de´veloppe´e dans [5]
et les travaux de Ben Belgacem (voir [15, 16, 17]), dans [7] nous avons e´tudie´ le
passage 3D-2D sous les contraintes plus re´alistes (1.1) et (1.2).
Avant de de´crire en de´tail ces re´sultats (voir §2 pour [6, 8] et voir §3 pour [5, 7]) nous
donnons une vue succincte de quelques notions (quasiconvexite´ et semi-continuite´
infe´rieure (voir §1.2), relaxation (voir §1.3), passage 3D-2D (voir §1.4)) du calcul
des variations.
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1.2. Quasiconvexite´ et semi-continuite´ infe´rieure. Le concept de quasicon-
vexite´ a e´te´ introduit par Morrey en 1952 (voir [39]).
De´finition 1.1. On dit que W est quasiconvexe si
W (F ) ≤
∫
Y
W (F +∇ϕ(x))dx
pour tout F ∈Mm×N et tout ϕ ∈ W 1,∞0 (Y ;Rm) avec Y :=]0, 1[N .
Malgre´ les apparences, la de´finition 1.1 est inde´pendante de Y (voir [14, Proposition
2.3], voir aussi la proposition 2.3(a)). La quasiconvexite´ n’est pas identique a` la
convexite´. Plus pre´cise´ment, si W est convexe, i.e.,
(1.5) W (tF + (1 − t)F ′) ≤ tW (F ) + (1− t)W (F ′)
pour tous F, F ′ ∈Mm×N et tout t ∈]0, 1[, alors W est quasiconvexe. La re´ciproque
est vraie dans le cas scalaire, i.e., min{m,N} = 1, mais fausse dans le cas vectoriel,
i.e., min{m,N} > 1, (par exemple, si m = N > 1, l’application F 7→ |detF | est
quasiconvexe mais n’est pas convexe). La quasiconvexite´ est aussi relie´e a` d’autres
notions de convexite´ : la polyconvexite´ et la rang-1 convexite´. On dit que W est
polyconvexe si W (F ) = g(T(F )) ou` g est une certaine fonction convexe et T(F )
est le vecteur forme´ par toutes les matrices des “sous-de´terminants” de F . Par
exemple, si m = N = 3, W est polyconvexe si et seulement si il existe une fonction
convexe g : M3×3 ×M3×3 × R→ [0,+∞] telle que W (F ) = g(F, cofF, detF )b pour
tout F ∈ M3×3 ou` cofF est la matrice des cofacteurs de F . La polyconvexite´
implique la quasiconvexite´ mais la re´ciproque est fausse (voir [2, 45]). On dit que
W est rang-1 convexe si (1.5) a lieu pour tout t ∈]0, 1[ et tous F, F ′ ∈Mm×N avec
rang(F − F ′) ≤ 1. Si W est quasiconvexe et finie alors W est rang-1 convexe. Si
m ≥ 3 et N ≥ 2, la rang-1 convexite´ n’implique pas la quasiconvexite´ (voir [42]).
(Le cas m = 2 et N ≥ 2 est encore ouvert.)
A cause du re´sultat suivant (voir [14, Corollary 3.2]) la quasiconvexite´ est un concept
central du calcul des variations.
The´ore`me 1.2. Si I est sfsci dans W 1,p(Ω;Rm) alors W est quasiconvexe.
Un proble`me (ouvert) important est de savoir si la quasiconvexite´ est aussi une
condition suffisante pour que I soit sfsci dans W 1,p(Ω;Rm). Du point de vue de
l’hypere´lasticite´, la question (ouverte) est de savoir s’il existe une re´ciproque du
the´ore`me 1.2 qui est compatible avec (1.1) et (1.2).
En 1984, Ball et Murat ont de´montre´ le the´ore`me suivant (voir [14, Theorem 4.5(i)]
voir aussi [11] pour des re´sultats plus ge´ne´raux faisant intervenir la polyconvexite´).
The´ore`me 1.3. Soit W : MN×N → [0,+∞] de´finie par W (F ) := |F |p + h(detF )
avec h : R→ [0,+∞] et p ≥ N . Si h est sci et convexe (ce qui implique que W est
polyconvexe) alors I est sfsci dans W 1,p(Ω;Rm).
Le the´ore`me 1.3 est compatible avec (1.1) et (1.2) (par exemple, on peut l’utiliser
avec h : R→ [0,+∞] donne´e par h(t) = 1/t si t > 0 et h(t) = +∞ si t ≤ 0). Cepen-
dant, il n’est pas comple´tement satisfaisant puisqu’il fait appel a` la polyconvexite´
qui n’est pas e´quivalente a` la quasiconvexite´.
En 1984, Acerbi et Fusco ont prouve´ le the´ore`me suivant (voir [1, Theorem II.4]).
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The´ore`me 1.4. Si W est continue, quasiconvexe et satisfait la condition de crois-
sance d’ordre p suivante
W (F ) ≤ c(1 + |F |p) pour tout F ∈Mm×N avec c > 0,(1.6)
alors I est sfsci dans W 1,p(Ω;Rm).
Ce the´ore`me ne fait pas intervenir la polyconvexite´ mais n’est pas applicable en
hypere´lasticite´. En effet, il est clair que (1.6) est incompatible avec (1.1) et (1.2).
A notre connaissance, du point de vue de l’hypere´lasticite´, le the´ore`me 1.4 n’a pas
encore e´te´ de´passe´.
1.3. Relaxation. Lorsque I n’est pas sfsci dans W 1,p(Ω;Rm) (ou bien si on ne
sait pas de´montrer que I est sfsci dans W 1,p(Ω;Rm)) on ne peut pas, a` l’aide de
la me´thode directe du calcul des variations, re´soudre le proble`me de minimisation
suivant
(1.7) inf
{
E(φ) = I(φ)− J(φ) : φ ∈ A
}
=: α
ou` A := {φ ∈ W 1,p(Ω;Rm) : φ = φ0 sur ∂Ω} avec φ0 ∈ W 1,p(Ω;Rm) et I, J sont
de´finies en (1.3). On conside`re alors le proble`me suivant
(1.8) inf
{
E(φ) : φ ∈ A
}
=: α
avec E :W 1,p(Ω;Rm)→ R ∪ {+∞} de´finie par
(1.9) E(φ) := inf
{
lim inf
n→+∞
E(φn) : A ∋ φn ⇀ φ
}
.
En fait, E est la re´gularise´e sci par rapport a` la convergence faible de W 1,p(Ω;Rm)
de la fonctionnelle valantE surA et +∞ sinon, et doncE est sfsci dansW 1,p(Ω;Rm).
Ainsi (1.8) peut eˆtre traite´ par la me´thode directe du calcul des variations. Le pas-
sage de (1.7) a` (1.8) est appele´ relaxation. Son inte´reˆt vient des trois proprie´te´s
suivantes :
⋄ α = α ;
⋄ si φn ⇀ φ¯ dans W 1,p(Ω;Rm) avec {φn}n≥1 une suite minimisante pour E
dans A alors φ¯ est un minimiseur de E dans A ;
⋄ si φ¯ est un minimiseur de E dans A alors il existe une suite minimisante
{φn}n≥1 pour E dans A telle que φn ⇀ φ¯ dans W 1,p(Ω;Rm).
Le proble`me (1.8) est appele´ le proble`me relaxe´ de (1.7) et les solutions de (1.8)
sont dites solutions ge´ne´ralise´es de (1.7). L’inconve´nient de la relaxation est que
l’expression dans (1.9) de la nouvelle fonctionnelle a` minimiser E n’est pas une
formule explicite. On est ainsi amene´ a` e´tudier l’existence d’une repre´sentation
(plus explicite) pour E.
Pour simplifier, dans ce qui suit on supposera qu’il n’y a pas de condition au bord,
i.e., A = W 1,p(Ω;Rm). Rappelant que J est line´aire et fortement continue dans
W 1,p(Ω;Rm), il est facile de voir que E = I − J avec I : W 1,p(Ω;Rm) → [0,+∞]
donne´e par
(1.10) I(φ) := inf
{
lim inf
n→+∞
I(φn) :W
1,p(Ω;Rm) ∋ φn ⇀ φ
}
.
Du point de vue de l’hypere´lasticite´, le fait que la fonctionnelle I n’est pas sfsci
dans W 1,p(Ω;Rm) signifie que la densite´ d’e´nergie W caracte´rise le comportement
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du mate´riau a` l’e´chelle microscopique. Le passage de I a` I s’interpre`te donc comme
un passage “micro-macro”. Comme la fonctionnelle I est cense´e repre´senter le
comportement macroscopique d’un mate´riau hypere´lastique, il est naturel de se
demander si elle posse`de une repre´sentation inte´grale du type
I(φ) =
∫
Ω
W (∇φ(x))dx pour tout φ ∈W 1,p(Ω;Rm)(1.11)
avec W : Mm×N → [0,+∞] (qui sera ne´cessairement quasiconvexe d’apre`s le
the´ore`me 1.2). Un bon candidat pour W est l’enveloppe quasiconvexe de W .
De´finition 1.5. L’enveloppe quasiconvexe de W est l’unique fonction (lorsqu’elle
existe) QW : Mm×N → [0,+∞] telle que :
⋄ QW est Borel mesurable et QW ≤W ;
⋄ pour tout g : Mm×N → [0,+∞], si g est Borel mesurable, quasiconvexe et
g ≤W alors g ≤ QW .
On dit que QW est la plus grande fonction quasiconvexe qui est infe´rieure a` W .
Posons Aff0(Y ;R
m) := {ϕ ∈ Aff(Y ;Rm) : ϕ = 0 sur ∂Y } (avec Aff(Y ;Rm)
de´signant l’ensemble des fonctions continues et affines par morceaux de Y dans
Rm, i.e., ϕ ∈ Aff(Y ;Rm) si et seulement si ϕ est continue et il existe une famille
finie {Vi}i∈I de sous-ensembles ouverts et disjoints de Y telle que |Y \ ∪i∈IVi| = 0
et pour chaque i ∈ I, |∂Vi| = 0 et ∇ϕ(x) = Fi dans Vi avec Fi ∈ Mm×N ) et
de´finissons ZW : Mm×N → [0,+∞] par
(1.12) ZW (F ) := inf
{∫
Y
W (F +∇ϕ(x))dx : ϕ ∈ Aff0(Y ;Rm)
}
.
En 1982, Dacorogna a de´montre´ le the´ore`me suivant (voir [19, Theorem 5] voir
aussi [1, Statement III.7]).
The´ore`me 1.6. Si W est continue et satisfait (1.6) alors (1.11) a lieu avec W =
QW = ZW.
Un proble`me (ouvert) important (du point de vue de l’hypere´lasticite´) est de savoir
si on a (1.11) avec W = QW = ZW lorsque W satisfait (1.1) et (1.2). Dans [8] il
a e´te´ montre´ que (1.11) a lieu avec W = QW = ZW lorsque W satisfait (1.4) et
(1.2) (voir §2).
Remarque 1.7. En 1982, Dacorogna a aussi prouve´ le the´ore`me suivant de repre´sen-
tation de la quasiconvexifie´e (voir [20, Theorem 6.9 p. 271]).
The´ore`me 1.8. Si W est finie alors QW = ZW .
(Une preuve de ce the´ore`me est donne´e en §2.1.3.)
1.4. Passage 3D-2D. Conside´rons un mate´riau hypere´lastique occupant dans une
configuration de re´fe´rence l’ouvert Σε := Σ×]− ε2 , ε2 [⊂ R3 ou` Σ ⊂ R2 est un ouvert
borne´ et ε > 0 est “tre`s petit” (cela signifie que le mate´riau (tridimensionnel) a une
tre`s petite e´paisseur, il est “presque” bidimensionnel). Le passage 3D-2D consiste a`
trouver une mode´lisation bidimensionnelle du mate´riau conside´re´. Dans notre cas,
il s’agit de montrer que Iε :W
1,p(Σε;R
3)→ [0,+∞] de´finie par
(1.13) Iε(φ) :=
1
ε
∫
Σε
W (∇φ(x, x3))dxdx3
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(ou` W : M3×3 → [0,+∞] est la densite´ d’e´nergie du mate´riau tridimensionnel
repre´sente´ par Σε et (x, x3) avec x ∈ Σ et x3 ∈] − ε2 , ε2 [ de´signe un point de Σε)
“converge variationnellement” lorsque ε → 0 (voir la de´finition 1.9) vers Imem :
W 1,p(Σ;R3)→ [0,+∞] donne´e par
(1.14) Imem(ψ) :=
∫
Σ
Wmem(∇ψ(x))dx
avec Wmem : M
3×2 → [0,+∞] (qui sera la densite´ d’e´nergie du mate´riau bidimen-
sionnel repre´sente´ par Σ), et de donner une formule (qui de´pendra de W ) pour
Wmem. La fonctionnelle Imem est appele´e l’e´nergie de membrane non line´aire as-
socie´e au mate´riau bidimensionnel mode´lise´ par Σ.
La limite de Iε lorsque ε → 0 est calcule´e au sens de la Γ(π)-convergence (une
variante de la Γ-convergence de De Giorgi (voir [22, 23], voir aussi la de´finition
3.3) de´veloppe´e par Anzellotti, Baldo et Percivale (voir [9])). Soit π = {πε}ε avec
πε :W
1,p(Σε;R
3)→W 1,p(Σ;R3) de´finie par
(1.15) πε(φ) :=
1
ε
∫ ε
2
− ε2
φ(·, x3)dx3.
De´finition 1.9. On dit que Iε Γ(π)-converge vers Imem et on e´crit
Imem = Γ(π)- lim
ε→0
Iε
si les deux assertions suivantes sont satisfaites :
⋄ pour tout ψ ∈W 1,p(Σ;R3) et tout {φε}ε ⊂W 1,p(Σε;R3),
si πε(φε) ⇀ ψ dans W
1,p(Σ;R3) alors Imem(ψ) ≤ lim inf
ε→0
Iε(φε) ;
⋄ pour tout ψ ∈W 1,p(Σ;R3), il existe {φε}ε ⊂W 1,p(Σε;R3) tel que
πε(φε)⇀ ψ dans W
1,p(Σ;R3) et Imem(ψ) ≥ lim sup
ε→0
Iε(φε).
A notre connaissance, la Γ(π)-convergence de (1.13) vers (1.14) a e´te´ e´tudie´e pour
la premie`re fois par Percivale en 1991 (voir [40, §3]). Dans son travail, il a essaye´
de prendre en compte les conditions (1.1) et (1.2). Mais, comme ses re´sultats con-
tenaient quelques erreurs, il ne les a pas publie´s. Malgre´ tout, Percivale a introduit
la “bonne” formule pour Wmem, i.e., Wmem = QW0 (l’enveloppe quasiconvexe de
W0) avec W0 : M
3×2 → [0,+∞] donne´e par
(1.16) W0(ξ) := inf
{
W (ξ | ζ) : ζ ∈ R3
}
avec (ξ | ζ) de´signant la matrice de M3×3 correspondant a` (ξ, ζ) ∈M3×2 × R3.
En 1993, inde´pendamment de Percivale, Le Dret et Raoult ont de´montre´ le the´ore`me
suivant (voir [36] et [37, Theorem 2]).
The´ore`me 1.10. Si W est continue et satisfait (1.6) alors Imem = Γ(π)- limε→0 Iε
avec Wmem = QW0.
Bien que ce the´ore`me ne soit pas compatible avec les contraintes de l’hypere´lasti-
cite´ (1.1) et (1.2), il e´tablit un cadre mathe´matique convenable pour e´tudier la
re´duction de dimension d’un point de vue variationnel (ce the´ore`me est en fait le
point de de´part de beaucoup de travaux sur le sujet).
Apre`s Percivale, en 1996, Ben Belgacem a aussi conside´re´ les conditions (1.1) et
(1.2). Dans [16, Theorem 1], il annonc¸ait avoir re´ussi a` traiter la Γ(π)-convergence
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de (1.13) vers (1.14) en pre´sence de (1.1) et (1.2). Dans [17], qui est l’article
correspondant a` la note [16], l’e´nonce´ [16, Theorem 1] n’est pas comple´tement
de´montre´ (cependant, une preuve plus de´taille´e, mais pas entie`rement comple`te,
peut eˆtre trouve´e dans sa the`se [15]). De plus, pour Ben Belgacem,Wmem = QRW0
(l’enveloppe quasiconvexe de l’enveloppe rang-1 convexe de W0). En fait, il a e´te´
montre´ dans [6, 5] que QRW0 = QW0 (voir la remarque 3.5). Ne´anmoins, les
travaux de Ben Belgacem apportent des avance´es substantielles. En particulier, ils
mettent en lumie`re l’importance des the´ore`mes d’approximation pour des fonctions
de Sobolev par des immersions lisses dans l’e´tude du passage 3D-2D en pre´sence de
(1.1) et (1.2).
Dans [5] nous avons traite´ la Γ(π)-convergence de (1.13) vers (1.14) en pre´sence
de (1.4) et (1.2) (voir le the´ore`me 3.1 et la remarque 3.13). Utilisant la me´thode
developpe´e dans [5] et quelques re´sultats de Ben Belgacem, dans [7] nous avons
e´tudie´ la Γ(π)-convergence de (1.13) vers (1.14) sous les contraintes (1.1) et (1.2)
(voir le the´ore`me 3.2).
2. Relaxation avec contraintes de type de´terminant
2.1. The´ore`mes ge´ne´raux. Dans [6, 8] nous avons mis au point le the´ore`me de
repre´sentation inte´grale suivant pour I de´finie en (1.10). Ce the´ore`me contient et
de´passe le the´ore`me 1.6 (voir la remarque 2.4). En particulier, il est compatible
avec (1.4) et (1.2) (voir §2.3).
The´ore`me 2.1. Si ZW de´finie en (1.12) satisfait la condition de croissance d’ordre
p suivante
ZW (F ) ≤ c(1 + |F |p) pour tout F ∈ Mm×N avec c > 0,(2.1)
alors (1.11) a lieu avec W = QW = ZW .
De´monstration. Soit ZI :W 1,p(Ω;Rm)→ [0,+∞] de´finie par
ZI(φ) :=
∫
Ω
ZW (∇φ(x))dx
et soient Iaff ,ZIaff ,ZI : W 1,p(Ω;Rm)→ [0,+∞] donne´es par :
⋄ Iaff(φ) := inf
{
lim inf
n→+∞
I(φn) : Aff(Ω;R
m) ∋ φn ⇀ φ
}
;
⋄ ZIaff(φ) := inf
{
lim inf
n→+∞
ZI(φn) : Aff(Ω;Rm) ∋ φn ⇀ φ
}
;
⋄ ZI(φ) := inf
{
lim inf
n→+∞
ZI(φn) :W 1,p(Ω;Rm) ∋ φn ⇀ φ
}
.
On a besoin du lemme suivant qui est valable sans l’hypothe`se (2.1).
Lemme 2.2. Iaff = ZIaff .
(Pour une preuve du lemme 2.2 voir §2.1.1.) Comme ZW satisfait (2.1) et Aff(Ω;Rm)
est fortement dense dans W 1,p(Ω;Rm) (voir la remarque 4.16) on a ZIaff = ZI.
Donc Iaff = ZI par le lemme 2.2. De plus, I ≤ Iaff et ZI ≤ I, d’ou` I = Iaff = ZI.
D’autre part, Fonseca a de´montre´ la proposition suivante (voir [27]).
Proposition 2.3. ZW satisfait les quatre proprie´te´s qui suivent.
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(a) Pour tout ouvert borne´ D ⊂ RN avec |∂D| = 0 et tout F ∈Mm×N ,
ZW (F ) = inf
{
1
|D|
∫
D
W (F +∇ϕ(x))dx : ϕ ∈ Aff0(D;Rm)
}
.
Ainsi ZW (F ) ≤ 1|D|
∫
D
W (F +∇ϕ(x))dx pour tout ϕ ∈ Aff0(D;Rm).
(b) Si ZW est finie alors ZW est rang-1 convexe.
(c) Si ZW est finie alors ZW est continue.
(d) Pour tout ouvert borne´ D ⊂ RN avec |∂D| = 0, tout F ∈ Mm×N et tout
ϕ ∈ Aff0(D;Rm),
ZW (F ) ≤ 1|D|
∫
D
ZW (F +∇ϕ(x))dx.
(Pour une preuve de la proposition 2.3 voir §2.1.2.) Ici on utilise seulement la
proposition 2.3(c), i.e., ZW est continue puisque ZW satisfait (2.1). En fait,
on peut montrer le re´sultat suivant qui est une extension facile du the´ore`me de
repre´sentation de la quasiconvexifie´e de Dacorogna (voir le the´ore`me 1.8).
The´ore`me 1.8-bis. Si ZW est finie alors ZW est continue et QW = ZW .
(Pour une preuve du the´ore`me 1.8-bis voir §2.1.4.) Ainsi, ZW est continue, qua-
siconvexe et satisfait (2.1), donc ZI = ZI par le the´ore`me 1.4, et le the´ore`me 2.1
suit. 
Remarque 2.4. Si W ve´rifie (1.6) alors il est clair que ZW satisfait (2.1). On
obtient donc le the´ore`me suivant (qui est un petit peu plus ge´ne´ral que le the´ore`me
de relaxation de Dacorogna, voir le the´ore`me 1.6).
The´ore`me 1.6-bis. Si W ve´rifie (1.6) alors (1.11) a lieu avec W = QW = ZW.
Remarque 2.5. En analysant la de´monstration du the´ore`me 2.1, on voit que l’on a
en fait de´montre´ le re´sultat suivant.
The´ore`me 2.1-bis. Si ZW satisfait (2.1) alors I(φ) = Iaff(φ) =
∫
Ω
W (∇φ(x))dx
pour tout φ ∈ W 1,p(Ω;Rm) avec W = QW = ZW .
Remarque 2.6. En utilisant la meˆme me´thode, dans le cas p =∞ on peut montrer
le the´ore`me suivant.
The´ore`me 2.7. Si ZW est finie alors I(φ) = Iaff(φ) =
∫
ΩW (∇φ(x))dx pour tout
φ ∈ W 1,∞(Ω;Rm) avec W = QW = ZW .
Un re´sultat analogue au the´ore`me 2.1 a e´te´ prouve´ par Ben Belgacem (voir [17,
Theorem 3.1]). Soit la suite {RiW}i≥0 de´finie par R0W = W et pour tout i ≥ 1
et tout F ∈ Mm×N ,
(2.2) Ri+1W (F ) := inf
a∈RN
b∈Rm
t∈[0,1]
{
(1 − t)RiW (F − ta⊗ b) + tRiW (F + (1− t)a⊗ b)
}
avec a ⊗ b ∈ Mm×N donne´ par (a ⊗ b)x := 〈a, x〉b pour tout x ∈ RN , ou` 〈·, ·〉
de´signe le produit scalaire dans RN . D’apre`s Kohn et Strang, Ri+1W ≤ RiW pour
tout i ≥ 0 et RW = infi≥0RiW (voir [35]) ou` RW de´signe l’enveloppe rang-1
convexe de W , i.e., la plus grande fonction rang-1 convexe qui est infe´rieure a` W .
Le the´ore`me de Ben Belgacem s’e´nonce comme suit.
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The´ore`me 2.8. Si :
⋄ OW := int{F ∈ Mm×N : ZRiW (F ) ≤ Ri+1W (F ) pour tout i ≥ 0} est
dense dans Mm×N ;
⋄ pour tout i ≥ 1, tout F ∈Mm×N et tout {Fn}n ⊂ OW ,
si Fn → F alors RiW (F ) ≥ lim sup
n→+∞
RiW (Fn),
et si RW satisfait la condition de croissance d’ordre p suivante
RW (F ) ≤ c(1 + |F |p) pour tout F ∈ Mm×N avec c > 0,(2.3)
alors (1.11) a lieu avec W = QRW .
Le the´ore`me 2.8 est aussi compatible avec (1.4) et (1.2) (voir [17] et [15, Chapitre 1]).
Ben Belgacem est le premier a avoir mis au point un the´ore`me de repre´sentation
inte´grale pour I qui contient et de´passe le the´ore`me 1.6. (En fait, la premie`re
tentative de de´passement du the´ore`me 1.6 est due a` Percivale (voir [40, §2])). De
manie`re ge´ne´rale, comme la rang-1 convexite´ et la quasiconvexite´ ne co¨ıncident
pas, les the´ore`mes 2.1 et 2.8 ne sont pas identiques. Cependant, on a la proposition
“mixte” suivante.
Proposition 2.9. Si RW satisfait (2.3) et si ZW est finie alors (1.11) a lieu avec
W = QW .
De´monstration. Comme ZW est finie, de la proposition 2.3(b) on de´duit que ZW
est rang-1 convexe, donc ZW ≤ RW . Ainsi ZW satisfait (2.1) puisque RW
satisfait (2.3) et la proposition 2.9 suit par le the´ore`me 2.1. 
Remarque 2.10. Si ZW est finie alors QRW = QW = ZW . En effet, du the´ore`me
1.8-bis on de´duit que ZW est continue et QW = ZW . Ainsi QW est continue
et quasiconvexe donc rang-1 convexe, d’ou` QW ≤ RW et par conse´quent QW ≤
QRW . D’autre part, QRW ≤ QW puisque RW ≤W , ce qui donne le re´sultat.
2.1.1. De´monstration du lemme 2.2. Il est facile de voir que ZIaff ≤ Iaff , donc tout
revient a` montrer que Iaff ≤ ZIaff . Pour cela, il suffit de prouver que
si φ ∈ Aff(Ω;Rm) alors Iaff(φ) ≤
∫
Ω
ZW (∇φ(x))dx.(2.4)
Soit φ ∈ Aff(Ω;Rm). Par de´finition, il existe une famille finie {Vi}i∈I de sous-
ensembles ouverts et disjoints de Ω telle que |Ω \ ∪i∈IVi| = 0 et pour chaque i ∈ I,
|∂Vi| = 0 et ∇φ(x) = Fi dans Vi avec Fi ∈Mm×N . E´tant donne´s δ > 0 et i ∈ I, on
conside`re ϕi ∈ Aff0(Y ;Rm) tel que
(2.5)
∫
Y
W (Fi +∇ϕi(y))dy ≤ ZW (Fi) + δ|Ω| .
Soit n ≥ 1. Par le the´ore`me de recouvrement de Vitali, il existe une famille au
plus de´nombrable {ai,j+αi,jY }j∈Ji de sous-ensembles disjoints de Vi, ou` ai,j ∈ RN
et 0 < αi,j <
1
n , telle que
∣∣Vi \ ∪j∈Ji(ai,j + αi,jY )∣∣ = 0 (donc ∑j∈Ji αNi,j = |Vi|).
De´finissons φn : Ω→ Rm par
φn(x) := αi,jϕi
(
x− ai,j
αi,j
)
si x ∈ ai,j + αi,jY.
Puisque ϕi ∈ Aff0(Y ;Rm), il existe une famille finie {Yi,l}l∈Li de sous-ensembles
ouverts et disjoints de Y telle que |Y \∪l∈LiYi,l| = 0 et pour chaque l ∈ Li, |∂Yi,l| =
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0 et ∇ϕi(y) = Gi,l dans Yi,l avec Gi,l ∈Mm×N . Posons Ui,l,n := ∪j∈Jiai,j+αi,jYi,l.
Alors |Ω\∪i∈I∪l∈LiUi,l,n| = 0 et pour chaque i ∈ I et chaque l ∈ Li, |∂Ui,l,n| = 0 et
∇φn(x) = Gi,l dans Ui,l,n. D’ou` φn ∈ Aff0(Ω;Rm). D’autre part, ‖φn‖L∞(Ω;Rm) ≤
1
n maxi∈I ‖ϕi‖L∞(Y ;Rm) et ‖∇φn‖L∞(Ω;Mm×N ) ≤ maxi∈I ‖∇ϕi‖L∞(Y ;Mm×N ), donc
(a` une sous-suite pre`s) φn
∗
⇀ 0 dans W 1,∞(Ω;Rm), ou` “
∗
⇀” de´signe la convergence
∗-faible dans W 1,∞(Ω;Rm). D’ou` φn ⇀ 0 dans W 1,p(Ω;Rm). De plus, on a∫
Ω
W (∇φ(x) +∇φn(x)) dx =
∑
i∈I
∫
Vi
W (Fi +∇φn(x)) dx
=
∑
i∈I
∑
j∈Ji
αNi,j
∫
Y
W (Fi +∇ϕi(y)) dy
=
∑
i∈I
|Vi|
∫
Y
W (Fi +∇ϕi(y)) dy.
Comme φ + φn ∈ Aff(Ω;Rm) et φ + φn ⇀ φ dans W 1,p(Ω;Rm), utilisant (2.5) on
de´duit que
Iaff(φ) ≤ lim inf
n→+∞
∫
Ω
W (∇φ(x) +∇φn(x)) dx ≤
∑
i∈I
|Vi|ZW (Fi) + δ
=
∫
Ω
ZW (∇φ(x))dx + δ,
et (2.4) suit. 
2.1.2. De´monstration de la proposition 2.3. Dans ce qui suit on de´montre la propo-
sition 2.3.
De´finition 2.11. Soit U ⊂Mm×N un ouvert.
⋄ On dit que W est rang-1 convexe en F dans U si pour chaque θ ∈ [0, 1[,
chaque a ∈ RN et chaque b ∈ Rm tels que F + µa ⊗ b ∈ U pour tout
µ ∈ [− θ1−θ , 1], on a
W (F ) ≤ θW (F + a⊗ b) + (1− θ)W (F − θ
1− θ a⊗ b)
(avec a ⊗ b ∈ RN ⊗ Rm ⊂ Mm×N donne´ par (a ⊗ b)x = 〈a, x〉b pour tout
x ∈ RN , ou` 〈·, ·〉 de´signe le produit scalaire dans RN ).
⋄ On dit que W est rang-1 convexe dans U si W est rang-1 convexe en F
dans U pour tout F ∈ U .
Remarque 2.12. Lorsque U = Mm×N la de´finition 2.11 co¨ıncide avec la de´finition
classique, i.e., W est rang-1 convexe si (1.5) a lieu pour tout F, F ′ ∈ Mm×N avec
rang(F − F ′) ≤ 1.
La proposition 2.3(b) se de´duit de la proposition suivante.
Proposition 2.13. La fonction ZW est rang-1 convexe dans int(domZW).
Pour montrer la proposition 2.13 nous aurons besoin de la proposition 2.3(a) et (d).
De´monstration de la proposition 2.3(a). Soient D ⊂ RN un ouvert borne´ tel que
|∂D| = 0, F ∈ Mm×N et ϕ ∈ Aff0(D;Rm). Par le the´ore`me de recouvrement de
Vitali, il existe une famille au plus de´nombrable {ai + εiD}i∈I de sous-ensembles
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ouverts et disjoints de Y , ou` ai ∈ RN et 0 < εi < 1, telle que |Y \∪i∈I(ai+εiD)| = 0
(donc
∑
i∈I ε
N
i =
1
|D| ). De´finissons φ ∈ Aff0(Y ;Rm) par
φ(x) = εiϕ
(
x− ai
εi
)
si x ∈ ai + εiD.
Alors
ZW (F ) ≤
∫
Y
W (F +∇φ(x))dx =
∑
i∈I
∫
ai+εiD
W
(
F +∇ϕ
(
x− ai
εi
))
dx
=
∑
i∈I
εNi
∫
D
W (F +∇ϕ(x))dx
=
1
|D|
∫
D
W (F +∇ϕ(x))dx.
Il suit que
ZW (F ) ≤ inf
{
1
|D|
∫
D
W (F +∇ϕ(x))dx : ϕ ∈ Aff0(D;Rm)
}
.
En e´changeant le roˆle de D et Y on obtient l’ine´galite´ oppose´e, ce qui termine la
preuve. 
De´monstration de la proposition 2.3(d). Soient D ⊂ RN un ouvert borne´ tel que
|∂D| = 0, F ∈ Mm×N et ϕ ∈ Aff0(D;Rm). Par de´finition, il existe une famille finie
{Vi}i∈I de sous-ensembles ouverts et disjoints de D telle que |D \ ∪i∈IVi| = 0 et
pour chaque i ∈ I, |∂Vi| = 0 et ∇ϕ(x) = Fi dans Vi avec Fi ∈Mm×N . E´tant donne´
ε > 0 et i ∈ I, par la proposition 2.3(a), il existe ϕε,i ∈ Aff0(Vi;Rm) tel que
(2.6)
1
|Vi|
∫
Vi
W (F + Fi +∇ϕε,i(x))dx ≤ ZW (F + Fi) + ε.
De´finissons ϕε ∈ Aff0(D;Rm) par ϕε(x) = ϕ(x) + ϕε,i(x) si x ∈ Vi. Utilisant a`
nouveau la proposition 2.3(a) et (2.6) on de´duit que
ZW (F ) ≤ 1|D|
∫
D
W (F +∇ϕε(x))dx = 1|Vi|
∑
i∈I
∫
Vi
W (F + Fi +∇ϕε,i(x))dx
≤ 1|D|
∫
D
ZW (F +∇ϕ(x))dx + ε
et le re´sultat suit en faisant ε→ 0. 
La de´monstration suivante est duˆ a` Fonseca (voir [27]) : elle repose sur la construc-
tion d’une certaine fonction continue et affine par morceaux (pour des constructions
similaires voir Ball [11] et Morrey [39]).
De´monstration de la Proposition 2.13. Pour simplifier on suppose que N = 3 (la
ge´ne´ralisation a` N quelconque est aise´e). Soient F ∈ int(domZW ), θ ∈ [0, 1],
a ∈ R3 et b ∈ Rm tels que F + µa ⊗ b ∈ int(domZW ) pour tout µ ∈ [− θ1−θ , 1].
Sans perdre de ge´ne´ralite´ on peut supposer que |a| = 1. Soient (τ, η, a) une base
orthonorme´e de R3 et k0 ∈ N tels que
(2.7) F +
2θ
k
ρ⊗ b ∈ int(domZW )
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pour tout k ≥ k0 et tout ρ ∈ R3 satisfaisant |ρ| = 1. E´tant donne´ k > k0 on de´finit
le paralle´lipipe`de Pk ⊂ R3 et le rectangle Rk ⊂ Pk par :
Pk := {x ∈ R3 : |〈τ, x〉| ≤ k2 , |〈η, x〉| ≤ k2 ,−(1− θ) ≤ 〈a, x〉 ≤ θ} ;
Rk := {x ∈ Pk : |〈τ, x〉| ≤ k−k02 , |〈η, x〉| ≤ k−k02 , 〈a, x〉 = 0},
(ou` 〈·, ·〉 est le produit scalaire dans R3) et on conside`re P+k , P−k , T 1k , T 2k , T 3k , T 4k ⊂ Pk
(voir la figure 1) donne´s par :
P+k := co({A1, A2, A3, A4, B1, B2, B3, B4}) ;
P−k := co({A5, A6, A7, A8, B1, B2, B3, B4}) ;
T 1k := co({A1, A4, A5, A8, B1, B4}) ;
T 2k := co({A1, A2, A5, A6, B1, B2}) ;
T 3k := co({A2, A3, A6, A7, B2, B3}) ;
T 4k := co({A3, A4, A7, A8, B3, B4}),
ou` A1, A2, A3, A4, A5, A6, A7, A8 (resp. B1, B2, B3, B4) sont les sommets de Pk
(resp. Rk) et co(X) de´signe l’enveloppe convexe de l’ensemble X ⊂Mm×N .
θ
1− θ
1
k
k
a
τ
η
k0
2
P−k
P+k
k0
2
A1
A2A3
A4
A5
A6A7
A8
B1
B2B3
B4
T 1k
T 2k
T 3k
T 4k
Figure 1. Les ensembles P+k , P
−
k , T
1
k , T
2
k , T
3
k , T
4
k .
De´finissons φk ∈ Aff0(Pk;R) par
φk(x) :=

〈a, x〉 − θ si x ∈ P+k
〈− θ1−θa, x〉 − θ si x ∈ P−k
〈 2θk0 τ, x〉 − kk0 θ si x ∈ T 1k
〈 2θk0 η, x〉 − kk0 θ si x ∈ T 2k
〈− 2θk0 τ, x〉 − kk0 θ si x ∈ T 3k
〈− 2θk0 η, x〉 − kk0 θ si x ∈ T 4k ,
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et posons ϕk := φkb ∈ Aff0(Pk;Rm). Utilisant la proposition 2.3(d) on voit que
ZW (F ) ≤ 1|Pk|
∫
Pk
ZW (F +∇ϕk(x))dx
=
1
k2
(
ZW (F + a⊗ b)|P+k |+ ZW
(
F − θ
1− θa⊗ b
)|P−k |
+
4∑
i=1
∫
T i
k
ZW (F +∇ϕk(x))dx
)
,
d’ou`
(2.8) ZW (F ) ≤ ZW (F + a⊗ b) |P
+
k |
k2
+ ZW (F − θ
1− θ a⊗ b
) |P−k |
k2
+ 4C
|T 1k |
k2
avec C := max{|ZW (F +∇ϕk(x))| : x ∈ ∪4i=1T ik} (C < +∞ grace a` (2.7)). Posons
T 1,+k := T
1
k ∩ {x ∈ R3 : 〈a, x〉 ≥ 0} et T 1,−k := T 1k ∩ {x ∈ R3 : 〈a, x〉 ≤ 0}. Alors :
⋄ max{|T 1,+k |, |T 1,−k |} ≤ max
{
θkk0
2 ,
(1−θ)kk0
2
}
;
⋄ |P+k | = θk2 − 4|T 1,+k | ;
⋄ |P−k | = (1− θ)k2 − 4|T 1,−k |,
donc
|P+
k
|
k2 → θ,
|P−
k
|
k2 → 1 − θ et |T
1
k |
k2 → 0 lorsque k → +∞, et le re´sultat suit en
faisant k→ +∞ dans (2.8). 
De´finition 2.14. On dit que U ⊂ Mm×N est lamination-convexe si pour tout
F,G ∈ U satisfaisant rg(F −G) ≤ 1 on a [F,G] = {λF +(1−λ)G : λ ∈ [0, 1]} ⊂ U .
La proposition 2.3(c) est une conse´quence imme´diate du re´sultat suivant qui se
de´duit aise´ment de la proposition 2.13 et de [20, Theorem 2.31 p. 47] (en remar-
quant qu’une fonction rang-1 convexe est se´pare´ment convexe).
Corollaire 2.15. Si domZW est ouvert et lamination-convexe alors ZW est rang-
1 convexe et continue sur domZW .
2.1.3. De´monstration du the´ore`me 1.8. Puisque ZW ≥ QW il suffit de montrer
que ZW est quasiconvexe. Soient F ∈ Mm×N et φ ∈ W 1,∞0 (Y ;Rm) tels que∫
Y W (F+∇φ(x))dx < +∞. Par la remarque 4.16, il existe {φn}n≥1 ⊂ Aff0(Y ;Rm)
tel que ∇φn(x) → ∇φ(x) p.p. dans Y et supn≥1 ‖∇φn‖L∞(Y ;Mm×N ) =: C < +∞.
Puisque W est finie, ZW l’est aussi, et donc ZW est continue par la proposition
2.3(c). D’ou` :
⋄ pour chaque n ≥ 1, ZW (F +∇φn(x)) ≤ sup|ζ|≤C ZW (F + ζ) < +∞ p.p.
dans Y ;
⋄ ZW (F +∇φn(x))→ ZW (F +∇φ(x)) p.p. dans Y .
Il suit que
lim
n→+∞
∫
Y
ZW (F +∇φn(x))dx =
∫
Y
ZW (F +∇φ(x))dx.
par le the´ore`me de convergence domine´e de Lebesgue. E´tant donne´ ε > 0, conside´-
rons n ≥ 1 tel que
(2.9)
∫
Y
ZW (F +∇φ(x))dx+ε ≥
∫
Y
ZW (F +∇φn(x))dx =
∑
i∈I
|Vi|ZW (F+Fi),
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ou` {Vi}i∈I est une famille finie de sous-ensembles ouverts et disjoints de Y telle que
|Y \ ∪i∈IVi| = 0 et pour chaque i ∈ I, |∂Vi| = 0 et ∇φn(x) = Fi dans Vi avec Fi ∈
Mm×N . Par la proposition 2.3(a), pour chaque i ∈ I, il existe ϕi ∈ Aff0(Vi;Rm)
tel que
(2.10) ZW (F + Fi) ≥ 1|Vi|
∫
Vi
W (F +∇φn(x) +∇ϕi(x))dx − ε.
De´finissons ϕn ∈ Aff0(Y ;Rm) par ϕn(x) = φn(x) + ϕi(x) si x ∈ Vi. Utilisant (2.9)
et (2.10) on de´duit que∫
Y
ZW (F +∇φ(x))dx + 2ε ≥
∫
Y
W (F +∇ϕn(x))dx ≥ ZW (F ),
et le re´sultat suit en faisant ε→ 0. 
2.1.4. De´monstration du the´ore`me 1.8-bis. On a toujours ZW ≥ QW . D’autre
part, puisque ZW est finie, ZW est continue par la proposition 2.3(c). Utilisant le
the´ore`me 1.8 on de´duit que QZW = ZZW . Or ZZW = ZW par la proposition
2.3(d), donc QZW = ZW , i.e., ZW est quasiconvexe, d’ou` ZW ≤ QW . 
Remarque 2.16. De´finissons ZˆW : Mm×N → [0,+∞] par
ZˆW (F ) := inf
{∫
Y
W (F +∇ϕ(x) : ϕ ∈ W 1,∞0 (Y ;Rm)
}
(on a toujours W ≥ ZW ≥ ZˆW ≥ QW ). Le re´sultat suivant est une conse´quence
imme´diate du the´ore`me 1.8-bis.
Corollaire 2.17. Si ZW est finie alors QW = ZW = ZˆW .
Voici deux exemples qui montrent que le the´ore`me 2.1 peut eˆtre applique´ a` des W
qui ne satisfont pas (1.6) (voir §2.2 et §2.3).
2.2. Contrainte produit vectoriel non nul. On suppose que W : M3×2 →
[0,+∞] satisfait la condition suivante
il existe α, β > 0 tels que pour tout F = (F1 | F2) ∈M3×2,(2.11)
si |F1 ∧ F2| ≥ α alors W (F ) ≤ β(1 + |F |p),
avec F1 ∧ F2 de´signe le produit vectoriel de F1 par F2. (Par exemple, on peut
prendre W donne´e par W (F ) := |F |p+ h(|F1 ∧F2|) avec h : [0,+∞[→ [0,+∞] une
fonction Borel mesurable satisfaisant la proprie´te´ suivante
pour tout δ > 0 il existe rδ > 0 tel que h(t) ≤ rδ pour tout t ≥ δ(2.12)
(par exemple, h(0) = +∞ et h(t) = 1tα si t > 0 avec α > 0). Il est clair que W
ainsi de´finie ne satisfait pas (1.6).) Le re´sultat suivant a e´te´ de´montre´ dans [6] (voir
aussi [8]).
The´ore`me 2.18. Si W ve´rifie (2.11) alors ZW satisfait (2.1).
Sche´ma de de´monstration. Utilisant la proposition 2.3(a) avec D ⊂ R2 et ϕ ∈
Aff0(D;R
3) bien choisis, on montre d’abord que si W ve´rifie (2.11) alors ZW
satisfait la condition suivante
il existe γ > 0 tel que pour tout F = (F1 | F2) ∈ M3×2,(2.13)
si min{|F1 + F2|, |F1 − F2|} ≥ α alors ZW (F ) ≤ γ(1 + |F |p)
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avec α > 0 donne´ par (2.11). On prouve ensuite, en utilisant la proposition 2.3(d)
avec D ⊂ R2 et ϕ ∈ Aff0(D;R3) bien choisis, que si ZW ve´rifie (2.13) alors ZW
satisfait (2.1). 
Le corollaire suivant est une conse´quence imme´diate des the´ore`mes 2.18 et 2.1.
Corollaire 2.19. Si W satisfait (2.11) alors (1.11) a lieu avec W = QW = ZW .
De´monstration du the´ore`me 2.18. On proce`de en deux e´tapes.
E´tape 1. Montrons que ZW satisfait (2.13). Soit F = (F1 | F2) ∈ M3×2 tel que
min{|F1 + F2|, |F1 − F2|} ≥ α. Alors, l’une des trois possibilite´s suivantes a lieu :
|F1 ∧ F2| 6= 0 ;(2.14)
|F1 ∧ F2| = 0 avec F1 6= 0 ;(2.15)
|F1 ∧ F2| = 0 avec F2 6= 0.(2.16)
Posons D := {(x1, x2) ∈ R2 : x1 − 1 < x2 < x1 + 1 et − x1 − 1 < x2 < 1 − x1} et
de´finissons ψ ∈ Aff0(D;R) par
ψ(x1, x2) :=

−x1 + (x2 + 1) si (x1, x2) ∈ ∆1
(1− x1)− x2 si (x1, x2) ∈ ∆2
x1 + (1− x2) si (x1, x2) ∈ ∆3
(x1 + 1) + x2 si (x1, x2) ∈ ∆4
avec :
∆1 := {(x1, x2) ∈ D : x1 ≥ 0 et x2 ≤ 0} ;
∆2 := {(x1, x2) ∈ D : x1 ≥ 0 et x2 ≥ 0} ;
∆3 := {(x1, x2) ∈ D : x1 ≤ 0 et x2 ≥ 0} ;
∆4 := {(x1, x2) ∈ D : x1 ≤ 0 et x2 ≤ 0}.
Conside´rons ϕ ∈ Aff0(D;R3) donne´e par
ϕ(x) := ψ(x)ν avec

ν = F1∧F2|F1∧F2| si on a (2.14)
|ν| = 1 et 〈F1, ν〉 = 0 si on a (2.15)
|ν| = 1 et 〈F2, ν〉 = 0 si on a (2.16).
Alors
F +∇ϕ(x) =

(F1 − ν | F2 + ν) si x ∈ int(∆1)
(F1 − ν | F2 − ν) si x ∈ int(∆2)
(F1 + ν | F2 − ν) si x ∈ int(∆3)
(F1 + ν | F2 + ν) si x ∈ int(∆4)
(ou` int(E) de´signe l’inte´rieur de l’ensemble E). Utilisant la proposition 2.3(a) on
de´duit que
ZW (F ) ≤ 1
4
(W (F1 − ν | F2 + ν) +W (F1 − ν | F2 − ν)(2.17)
+ W (F1 + ν | F2 − ν) +W (F1 + ν | F2 + ν)) .
Or |(F1−ν)∧ (F2+ν)|2 = |F1∧F2+(F1+F2)∧ν|2 = |F1∧F2|2+ |(F1+F2)∧ν|2 ≥
|(F1 + F2) ∧ ν|2, donc
|(F1 + ν) ∧ (F2 − ν)| ≥ |(F1 + F2) ∧ ν| = |F1 + F2|.
De la meˆme fac¸on, on obtient :
|(F1 − ν) ∧ (F2 − ν)| ≥ |F1 − F2| ;
|(F1 + ν) ∧ (F2 − ν)| ≥ |F1 + F2| ;
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|(F1 + ν) ∧ (F2 + ν)| ≥ |F1 − F2|.
Ainsi |(F1 − ν)∧ (F2 + ν)| ≥ α, |(F1 − ν)∧ (F2 − ν)| ≥ α, |(F1 + ν) ∧ (F2 − ν)| ≥ α
et |(F1 + ν) ∧ (F2 + ν)| ≥ α car min{|F1 + F2|, |F1 − F2|} ≥ α. Utilisant (2.11) il
suit que
W (F1 − ν | F2 + ν) ≤ β(1 + |(F1 − ν | F2 + ν)|p)
≤ β2p(1 + |(F1 | F2)|p + |(−ν | ν)|p)
≤ β22p+1(1 + |F |p).
De la meˆme manie`re, on a :
W (F1 − ν | F2 − ν) ≤ β22p+1(1 + |F |p) ;
W (F1 + ν | F2 − ν) ≤ β22p+1(1 + |F |p) ;
W (F1 + ν | F2 + ν) ≤ β22p+1(1 + |F |p),
et utilisant (2.17) on conclut que ZW (F ) ≤ β22p+1(1 + |F |p).
E´tape 2. Montrons que ZW ve´rifie (2.1). Soit F = (F1 | F2) ∈ M3×2. Alors, l’une
des quatre possibilite´s suivantes a lieu :
|F1 ∧ F2| 6= 0 ;(2.18)
|F1 ∧ F2| = 0 avec F1 = F2 = 0 ;(2.19)
|F1 ∧ F2| = 0 avec F1 6= 0 ;(2.20)
|F1 ∧ F2| = 0 avec F2 6= 0.(2.21)
De´finissons ψ ∈ Aff0(Y ;R) par
ψ(x1, x2) :=

x2 si (x1, x2) ∈ ∆1
(1− x1) si (x1, x2) ∈ ∆2
(1− x2) si (x1, x2) ∈ ∆3
x1 si (x1, x2) ∈ ∆4
avec :
∆1 := {(x1, x2) ∈ Y : x2 ≤ x1 ≤ −x2 + 1} ;
∆2 := {(x1, x2) ∈ Y : −x1 + 1 ≤ x2 ≤ x1} ;
∆3 := {(x1, x2) ∈ Y : −x2 + 1 ≤ x1 ≤ x2} ;
∆4 := {(x1, x2) ∈ Y : x1 ≤ x2 ≤ −x1 + 1}.
Conside´rons ϕ ∈ Aff0(Y ;R3) donne´e par
ϕ(x) := ψ(x)ν avec

ν = α(F1∧F2)|F1∧F2| si on a (2.18)
|ν| = α si on a (2.19)
|ν| = α et 〈F1, ν〉 = 0 si on a (2.20)
|ν| = α et 〈F2, ν〉 = 0 si on a (2.21).
Alors
F +∇ϕ(x) =

(F1 | F2 + ν) si x ∈ int(∆1)
(F1 − ν | F2) si x ∈ int(∆2)
(F1 | F2 − ν) si x ∈ int(∆3)
(F1 + ν | F2) si x ∈ int(∆4).
Utilisant la proposition 2.3(d) on de´duit que
ZW (F ) ≤ 1
4
(ZW (F1 | F2 + ν) + ZW (F1 − ν | F2)(2.22)
+ ZW (F1 | F2 − ν) + ZW (F1 + ν | F2)) .
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Or |F1 + (F2 + ν)|2 = |(F1 + F2) + ν|2 = |F1 + F2|2 + |ν|2 = |F1 + F2|2 + α2 ≥ α2,
d’ou` |F1 + (F2 + ν)| ≥ α. De la meˆme fac¸on, on obtient |F1 − (F2 + ν)| ≥ α, donc :
min{|F1 + (F2 + ν)|, |F1 − (F2 + ν)|} ≥ α.
De la meˆme manie`re, on a :
min{|(F1 − ν) + F2|, |(F1 − ν)− F2|} ≥ α ;
min{|F1 + (F2 − ν)|, |F1 − (F2 − ν)|} ≥ α ;
min{|(F1 + ν) + F2|, |(F1 + ν)− F2|} ≥ α.
Comme ZW satisfait (2.13) il suit que
ZW (F1 | F2 + ν) ≤ γ(1 + |(F1 | F2 + ν)|p)
≤ γ2p(1 + |(F1 | F2)|p + |(0 | ν)|p)
≤ max{1, αp}γ2p+1(1 + |F |p).
De la meˆme fac¸on, on obtient :
ZW (F1 − ν | F2) ≤ max{1, αp}γ2p+1(1 + |F |p) ;
ZW (F1 | F2 − ν) ≤ max{1, αp}γ2p+1(1 + |F |p) ;
ZW (F1 + ν | F2) ≤ max{1, αp}γ2p+1(1 + |F |p),
et utilisant (2.22) on conclut que ZW (F ) ≤ max{1, αp}γ2p+1(1 + |F |p). 
2.3. Contrainte de´terminant non nul. On suppose que W : M3×3 → [0,+∞]
satisfait les deux conditions suivantes :
pour tout δ > 0 il existe cδ > 0 tel que pour tout F ∈ M3×3,(2.23)
si |detF | ≥ δ alors W (F ) ≤ cδ(1 + |F |p) ;
W (PFQ) =W (F ) pour tout F ∈M3×3 et tout P,Q ∈ SO(3)(2.24)
avec SO(3) := {Q ∈ M3×3 : QTQ = QQT = I3 et detQ = 1}, ou` I3 de´signe la
matrice identite´ de M3×3 et QT est la matrice transpose´e de Q. (Par exemple, on
peut prendre W donne´e par W (F ) := |F |p + h(|detF |) avec h : [0,+∞[→ [0,+∞]
ve´rifiant (2.12). Noter que W ainsi de´finie ne satisfait pas (1.6) et est compatible
avec (1.4) et (1.2).) Le re´sultat suivant a e´te´ de´montre´ dans [8].
The´ore`me 2.20. Si W ve´rifie (2.23) et (2.24) alors ZW satisfait (2.1).
Sche´ma de de´monstration. Utilisant successivement la proposition 2.3(a) et la propo-
sition 2.3(d) avecD ⊂ R3 et ϕ ∈ Aff0(D;R3) bien choisis, on montre que siW ve´rifie
(2.23) alors ZW est finie. De la proposition 2.3(c) on de´duit que ZW est continue.
Il suit que
ZW (F ) ≤ c′ pour tout F ∈M3×3 tel que |F |2 ≤ 3 avec c′ > 0.(2.25)
De plus (par (2.23) avec δ = 1) il est clair que
ZW (F ) ≤ c1(1 + |F |p) pour tout F ∈M3×3 tel que |detF | ≥ 1(2.26)
avec c1 > 0.
Utilisant a` nouveau la proposition 2.3(a) (avec D ⊂ R3 et ϕ ∈ Aff0(D;R3) bien
choisis) et la rang-1 convexite´ de ZW (ZW est rang-1 convexe par la proposition
2.3(b) puisque ZW est finie), on prouve que sous (2.23) on a
ZW (F ) ≤ c′′(1 + |F |p) pour tout F ∈ M3×3 tel que F est diagonale,(2.27)
|detF | ≤ 1 et |F |2 ≥ 3 avec c′′ > 0.
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Combinant (2.25), (2.26) et (2.27), on voit que l’on a de´montre´ que si W ve´rifie
(2.23) alors ZW satisfait la condition suivante
il existe c > 0 tel que pour tout F ∈ M3×3,(2.28)
si F est diagonale alors ZW (F ) ≤ c(1 + |F |p).
D’autre part, ZW (PFQ) = ZW (F ) pour tout F ∈ M3×3 et tous P,Q ∈ SO(3)
puisque W ve´rifie (2.24) et, lorsque F est inversible, F = PQT FˆQ avec P,Q ∈
SO(3) et Fˆ diagonale, donc pour toute matrice inversible F il existe une matrice
diagonale Fˆ telle que ZW (F ) = ZW (Fˆ ). Notant que |F | = |Fˆ | et utilisant (2.28)
on de´duit que pour toute matrice inversible F , ZW (F ) ≤ c(1+ |F |p). Comme ZW
est continue et l’ensemble des matrices inversibles est dense dans M3×3, il suit que
ZW satisfait (2.1). 
Le corollaire suivant est une conse´quence imme´diate des the´ore`mes 2.20 et 2.1.
Corollaire 2.21. Si W satisfait (2.23) et (2.24) alors (1.11) a lieu avec W =
QW = ZW .
De´monstration du the´ore`me 2.20. On proce`de en quatre e´tapes.
E´tape 1. Montrons que ZW est finie. Il est clair que ZW (F ) < +∞ pour tout
F ∈ M3×3∗ avec M3×3∗ := {F ∈ M3×3 : detF 6= 0}. Donc, tout revient a` prouver
que ZW (F ) < +∞ pour tout F ∈ M3×3 \M3×3∗ . Fixons F = (F1 | F2 | F3) ∈
M
3×3\M3×3∗ ou` F1, F2, F3 ∈ R3 sont les colonnes de la matrice F . Alors, rang(F ) ∈
{0, 1, 2} (ou` rang(F ) de´signe le rang de la matrice F ).
E´tape 1.1. Montrons que si rang(F ) = 2 alors ZW (F ) < +∞. Sans perdre de
ge´ne´ralite´ on peut supposer qu’il existe λ, µ ∈ R tels que F3 = λF1 + µF2. E´tant
donne´ s ∈ R∗, conside´rons D ⊂ R3 (voir la figure 2) donne´ par
(2.29) D := int(∪8i=1∆si )
(ou` int(E) de´signe l’inte´rieur de l’ensemble E) avec :
∆s1 := {(x1, x2, x3) ∈ R3 : x1 ≥ 0, x2 ≥ 0, x3 ≥ 0 et x1 + x2 + sx3 ≤ 1} ;
∆s2 := {(x1, x2, x3) ∈ R3 : x1 ≤ 0, x2 ≥ 0, x3 ≥ 0 et −x1+x2+ sx3 ≤ 1} ;
∆s3 := {(x1, x2, x3) ∈ R3 : x1 ≤ 0, x2 ≤ 0, x3 ≥ 0 et −x1−x2+ sx3 ≤ 1} ;
∆s4 := {(x1, x2, x3) ∈ R3 : x1 ≥ 0, x2 ≤ 0, x3 ≥ 0 et x1 − x2 + sx3 ≤ 1} ;
∆s5 := {(x1, x2, x3) ∈ R3 : x1 ≥ 0, x2 ≥ 0, x3 ≤ 0 et x1 + x2 − sx3 ≤ 1} ;
∆s6 := {(x1, x2, x3) ∈ R3 : x1 ≤ 0, x2 ≥ 0, x3 ≤ 0 et −x1+x2− sx3 ≤ 1} ;
∆s7 := {(x1, x2, x3) ∈ R3 : x1 ≤ 0, x2 ≤ 0, x3 ≤ 0 et −x1−x2− sx3 ≤ 1} ;
∆s8 := {(x1, x2, x3) ∈ R3 : x1 ≥ 0, x2 ≤ 0, x3 ≤ 0 et x1 − x2 − sx3 ≤ 1}.
(Il est clair que D est ouvert, borne´ et |∂D| = 0.)
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De´finissons ψs ∈ Aff0(D;R) par
(2.30) ψs(x1, x2, x3) :=

−(x1 − 1)− x2 − sx3 si (x1, x2, x3) ∈ ∆s1
x1 − (x2 − 1)− sx3 si (x1, x2, x3) ∈ ∆s2
(x1 + 1) + x2 − sx3 si (x1, x2, x3) ∈ ∆s3
−x1 + (x2 + 1)− sx3 si (x1, x2, x3) ∈ ∆s4
−(x1 − 1)− x2 + sx3 si (x1, x2, x3) ∈ ∆s5
x1 − (x2 − 1) + sx3 si (x1, x2, x3) ∈ ∆s6
(x1 + 1) + x2 + sx3 si (x1, x2, x3) ∈ ∆s7
−x1 + (x2 + 1) + sx3 si (x1, x2, x3) ∈ ∆s8.
(Noter que ψs est l’unique fonction continue, affine sur chaque ∆
s
i et nulle sur ∂D
telle que ψs(0) = 1.) Fixons s ∈ R∗\{λ−µ,−(λ−µ), λ+µ,−(λ+µ)} et conside´rons
ϕ ∈ Aff0(D;R3) donne´e par
ϕ(x) := ψs(x)ν avec ν :=
F1 ∧ F2
|F1 ∧ F2|2 .
Alors
F +∇ϕ(x) =

(F1 − ν | F2 − ν | F3 − sν) si x ∈ int(∆s1)
(F1 + ν | F2 − ν | F3 − sν) si x ∈ int(∆s2)
(F1 + ν | F2 + ν | F3 − sν) si x ∈ int(∆s3)
(F1 − ν | F2 + ν | F3 − sν) si x ∈ int(∆s4)
(F1 − ν | F2 − ν | F3 + sν) si x ∈ int(∆s5)
(F1 + ν | F2 − ν | F3 + sν) si x ∈ int(∆s6)
(F1 + ν | F2 + ν | F3 + sν) si x ∈ int(∆s7)
(F1 − ν | F2 + ν | F3 + sν) si x ∈ int(∆s8).
Comme detF = 0, F1 ∧ F3 = µ(F1 ∧ F2) et F2 ∧ F3 = λ(F2 ∧ F1) on a
|det(F +∇ϕ(x))| =

|s− (λ+ µ)| si x ∈ int(∆s1) ∪ int(∆s7)
|s+ (λ− µ)| si x ∈ int(∆s2) ∪ int(∆s8)
|s+ (λ+ µ)| si x ∈ int(∆s3) ∪ int(∆s5)
|s− (λ− µ)| si x ∈ int(∆s4) ∪ int(∆s6).
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(Pour les calculs noter que det(F1 + αν | F2 + βν | F3 + γν) = γ − αλ − βµ avec
α ∈ {−1, 1}, β ∈ {−1, 1} et γ ∈ {−s, s}.) Il suit que pour presque tout x ∈ D,
|det(F +∇ϕ(x)| ≥ min{|s− (λ+ µ)|, |s+ (λ− µ)|, |s+ (λ+ µ)|, |s− (λ− µ)|} =: δ
(δ > 0). Utilisant la proposition 2.3(a) et (2.23) on de´duit qu’il existe cδ > 0 tel
que
ZW (F ) ≤ 1|D|
∫
D
W (F +∇ϕ(x)) ≤ cδ + cδ|D| ‖F +∇ϕ‖
p
Lp(D;R3),
d’ou` ZW (F ) < +∞.
E´tape 1.2. Montrons que si rang(F ) = 1 alors ZW (F ) < +∞. Sans perdre de
ge´ne´ralite´ on peut supposer qu’il existe λ, µ ∈ R tels que F2 = λF1 and F3 = µF1.
Conside´rons D ⊂ R3 donne´ par (2.29) avec s ∈ R∗ \ {−µ, µ} et de´finissons ϕ ∈
Aff0(D;R
3) par ϕ(x) := ψs(x)ν avec ν ∈ R3 \ {0} tel que 〈ν, F1〉 = 0, ou` ψs est
de´finie par (2.30). Utilisant la proposition 2.3(d) on a
ZW (F ) ≤ 1
8
(ZW (F1 − ν | F2 − ν | F3 − sν) + ZW (F1 + ν | F2 − ν | F3 − sν)
+ ZW (F1 + ν | F2 + ν | F3 − sν) + ZW (F1 − ν | F2 + ν | F3 − sν)
+ ZW (F1 − ν | F2 − ν | F3 + sν) + ZW (F1 + ν | F2 − ν | F3 + sν)
+ ZW (F1 + ν | F2 + ν | F3 + sν) + ZW (F1 − ν | F2 + ν | F3 + sν)).
Notant que s ∈ R∗ \ {−µ, µ} il est facile de voir que :
rang(F1 − ν | F2 − ν | F3 − sν) = 2 ;
rang(F1 + ν | F2 − ν | F3 − sν) = 2 ;
rang(F1 + ν | F2 + ν | F3 − sν) = 2 ;
rang(F1 − ν | F2 + ν | F3 − sν) = 2 ;
rang(F1 − ν | F2 − ν | F3 + sν) = 2 ;
rang(F1 + ν | F2 − ν | F3 + sν) = 2 ;
rang(F1 + ν | F2 + ν | F3 + sν) = 2 ;
rang(F1 − ν | F2 + ν | F3 + sν) = 2,
et utilisant l’e´tape 1.1 on de´duit que ZW (F ) < +∞.
E´tape 1.3. Montrons que ZW (0) < +∞. Utilisant la proposition 2.3(d) avec D ⊂
R3 donne´ par (2.29) avec s ∈ R∗ et ϕ ∈ Aff0(D;R3) de´finie par ϕ(x) := ψs(x)ν
avec ν ∈ R3 \ {0}, ou` ψs est de´finie par (2.30), on a
ZW (0) ≤ 1
8
(ZW (−ν | −ν | −sν) + ZW (ν | −ν | −sν) + ZW (ν | ν | −sν)
+ ZW (−ν | ν | −sν) + ZW (−ν | −ν | sν) + ZW (ν | −ν | sν)
+ ZW (ν | ν | sν) + ZW (−ν | ν | sν)).
De plus, rang(−ν | −ν | −sν) = rang(ν | −ν | −sν) = rang(ν | ν | −sν) =
rang(−ν | ν | −sν) = rang(−ν | −ν | sν) = rang(ν | −ν | sν) = rang(ν | ν | sν) =
rang(−ν | ν | sν) = 1, d’ou` ZW (0) < +∞ par l’e´tape 1.2.
E´tape 2. Montrons que ZW satisfait (2.28). Par l’e´tape 1 et la proposition 2.3(b)
on de´duit que ZW est continue, donc ZW satisfait (2.25). De plus, il est clair
que ZW ve´rifie (2.26). Conside´rons donc F ∈ M3×3 tel que F est diagonale,
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|detF | ≤ 1 et |F |2 ≥ 3, i.e., F = (Fij) avec Fij = 0 si i 6= j, |F11F22F33| ≤ 1 et
|F11|2 + |F22|2 + |F33|2 ≥ 3. Alors, l’une des six possibilite´s suivantes a lieu :
|F11| ≤ 1, |F22| ≥ 1 et |F33| ≥ 1 ;(2.31)
|F22| ≤ 1, |F33| ≥ 1 et |F11| ≥ 1 ;(2.32)
|F33| ≤ 1, |F11| ≥ 1 et |F22| ≥ 1 ;(2.33)
|F11| ≥ 1, |F22| ≤ 1 et |F33| ≤ 1 ;(2.34)
|F22| ≥ 1, |F33| ≤ 1 et |F11| ≤ 1 ;(2.35)
|F33| ≥ 1, |F11| ≤ 1 et |F22| ≤ 1.(2.36)
E´tape 2.1. Montrons qu’il existe c2 > 0 tel que si F est diagonale avec |detF | ≤ 1
et satisfait (2.31), (2.32) ou (2.33) alors ZW (F ) ≤ c2(1 + |F |p). Soient D ⊂ R3
donne´ par (2.29) avec s = 1 et ϕ ∈ Aff0(D;R3) de´finie par ϕ(x) := ψ1(x)ν, ou`
ν =

(2, 0, 0) si on a (2.31)
(0, 2, 0) si on a (2.32)
(0, 0, 2) si on a (2.33)
et ψ1 est de´finie par (2.30) avec s = 1. Il est facile de voir que pour presque tout
x ∈ D,
|det(F +∇ϕ(x))| ≥

|2|F22||F33| − |detF || si on a (2.31)
|2|F11||F33| − |detF || si on a (2.32)
|2|F11||F22| − |detF || si on a (2.33),
donc |det(F +∇ϕ(x))| ≥ 1 p.p. dans D. Utilisant la proposition 2.3(a) et (2.23)
et notant que |∇ϕ(x)| = 2√3 pour presque tout x ∈ D, on de´duit que ZW (F ) ≤
c2(1 + |F |p) avec c2 := c12p(1 + (2
√
3)p).
E´tape 2.2. Montrons qu’il existe c3 > 0 tel que si F est diagonale et satisfait (2.34),
(2.35) ou (2.36), alors ZW (F ) ≤ c3(1+ |F |p). Soit G ∈ M3×3 la matrice diagonale
donne´e par :
G11 :=
{
F22 + sign(F22) si on a (2.34)
0 si on a (2.35) ou (2.36) ;
G22 :=
{
F33 + sign(F33) si on a (2.35)
0 si on a (2.34) ou (2.36) ;
G33 :=
{
F11 + sign(F11) si on a (2.36)
0 si on a (2.34) ou (2.35),
ou` sign(r) = 1 si r ≥ 0 et sign(r) = −1 si r < 0. (Il est clair que rang(G) = 1.)
Alors, F+ := F +G et F− := F −G sont des matrices diagonales telles que :{ |F+11| ≥ 1, |F+22| ≥ 1, |F+33| ≤ 1
|F−11| ≥ 1, |F−22| ≥ 1, |F−33| ≤ 1
si on a (2.34) ;(2.37) { |F+11| ≤ 1, |F+22| ≥ 1, |F+33| ≥ 1
|F−11| ≤ 1, |F−22| ≥ 1, |F−33| ≥ 1
si on a (2.35) ;(2.38) { |F+11| ≥ 1, |F+22| ≤ 1, |F+33| ≥ 1
|F−11| ≥ 1, |F−22| ≤ 1, |F−33| ≥ 1
si on a (2.36).(2.39)
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Comme ZW est finie (voir l’e´tape 1), de la proposition 2.3(b) on de´duit que ZW
est rang-1 convexe, d’ou`
(2.40) ZW (F ) ≤ 1
2
(ZW (F+) + ZW (F−)) .
Prenant en compte (2.37), (2.38) et (2.39) et utilisant l’e´tape 2.1 on voit que
ZW (F+) ≤ c2(1 + |F+|p) si |detF+| ≤ 1 (resp. ZW (F−) ≤ c2(1 + |F+|p) si
|detF−| ≤ 1). D’autre part, par (2.23) on a ZW (F+) ≤ c1(1+|F+|p) si |detF+| ≥ 1
(resp. ZW (F−) ≤ c1(1+ |F+|p) si |detF−| ≥ 1). Notant que |F+|p ≤ 22p(1+ |F |p)
(resp. |F−|p ≤ 22p(1+|F |p)) et utilisant (2.40) on de´duit que ZW (F ) ≤ c3(1+|F |p)
avec c3 := 2
2pmax{c1, c2}.
E´tape 2.3. Des e´tapes 2.1 et 2.2, il suit que pour chaque F ∈ M3×3, si F est
diagonale avec |F |2 ≥ 3 et |detF | ≤ 1 alors ZW (F ) ≤ c4(1 + |F |p) avec c4 :=
max{c2, c3}. D’ou` (2.28) a lieu avec c := max{c0, c4}.
E´tape 3. Montrons que ZW (PFQ) = ZW (F ) pour tout F ∈ M3×3 et tout P,Q ∈
SO(3). Il suffit de prouver que
ZW (PFQ) ≤ ZW (F ) pour tout F ∈ M3×3 et tout P,Q ∈ SO(3).(2.41)
En effet, e´tant donne´s F ∈ M3×3 et P,Q ∈ SO(3), on a F = PT(PFQ)QT (avec
MT de´signant la matrice transpose´e de M) et utilisant (2.41) on obtient ZW (F ) ≤
ZW (PFQ). De plus, (2.41) est e´quivalent aux deux assertions suivantes :
ZW (PF ) ≤ ZW (F ) pour tout F ∈ M3×3 et tout P ∈ SO(3) ;(2.42)
ZW (FQ) ≤ ZW (F ) pour tout F ∈ M3×3 et tout Q ∈ SO(3).(2.43)
En effet, (2.42) (resp. (2.43)) suit de (2.41) en prenant Q = I3 (resp. P = I3)
(ou` I3 est la matrice identite´ dans M
3×3). D’autre part, e´tant donne´s F ∈ M3×3
et P,Q ∈ SO(3), par (2.42) (resp. (2.43)) on a ZW (P (FQ)) ≤ ZW (FQ) (resp.
ZW (FQ) ≤ ZW (F )), d’ou` ZW (PFQ) ≤ ZW (F ). Tout revient donc a` prouver
(2.42) et (2.43).
E´tape 3.1. Montrons (2.42). Soient F ∈ M3×3 et P ∈ SO(3). Conside´rons ϕ ∈
Aff0(Y ;R
3) et posons φ := Pϕ. Alors φ ∈ Aff0(Y ;R3) et ∇φ = P∇ϕ, donc
ZW (PF ) ≤
∫
Y
W (PF +∇φ(x))dx =
∫
Y
W
(
P (F + PT∇φ(x)))dx
=
∫
Y
W
(
P (F +∇ϕ(x)))dx.
De (2.24) on de´duit que ZW (PF ) ≤ ∫
Y
W (F+∇ϕ(x))dx pour tout ϕ ∈ Aff0(Y ;R3),
d’ou` ZW (PF ) ≤ ZW (F ).
E´tape 3.2. Montrons (2.43). Soient F ∈ M3×3 et Q ∈ SO(3). Par le the´ore`me de
recouvrement de Vitali, il existe une famille au plus de´nombrable {ai+ εiQTY }i∈I
de sous-ensembles disjoints de Y , ou` ai ∈ R3 et 0 < εi < 1, telle que |Y \∪i∈I(ai +
εiQ
TY )| = 0 (donc ∑i∈I ε3i = 1). Conside´rons ϕ ∈ Aff0(Y ;R3) et de´finissons
φ ∈ Aff0(Y ;R3) par
φ(x) = εiϕ
(
Q
x− ai
εi
)
si x ∈ ai + εiQTY.
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Alors
ZW (FQ) ≤
∫
Y
W (FQ +∇φ(x))dx =
∑
i∈I
ε3i
∫
Y
W (FQ+∇ϕ (x)Q) dx
=
∫
Y
W
(
(F +∇ϕ(x))Q)dx.
De (2.24) on de´duit que ZW (FQ) ≤ ∫
Y
W (F+∇ϕ(x))dx pour tout ϕ ∈ Aff0(Y ;R3),
d’ou` ZW (FQ) ≤ ZW (F ).
E´tape 4. Montrons que ZW satisfait (2.1). Soient F ∈M3×3∗ (avec M3×3∗ := {F ∈
M3×3 : detF 6= 0}) et P ∈ SO(3) donne´ par P := FM−1 avec
M :=
{ √
FTF si detF > 0
−
√
FTF si detF < 0.
CommeM est syme´trique, il existe Q ∈ SO(3) et G ∈M3×3 tels que G est diagonale
et M = QTGQ, donc F = PQTGQ. D’ou` ZW (F ) = ZW (G) par l’e´tape 3. Notant
que |G| = |F | et utilisant (2.28) (voir l’e´tape 2) on de´duit que ZW (F ) ≤ c(1+ |F |p)
pour tout F ∈ M3×3∗ . Comme ZW est continue (par l’e´tape 1 et la proposition
2.3(c)) et M3×3∗ est dense dans M
3×3, il suit que ZW ve´rifie (2.1). 
On peut ge´ne´raliser le corollaire 2.21 comme suit. (En fait, on peut supprimer la
condition (2.24) dans le corollaire 2.21.)
Corollaire 2.22. Si W : MN×N → [0,+∞] satisfait (2.23) alors (1.11) a lieu avec
W = QW = ZW .
De´monstration. De l’e´tape 1 de la de´monstration du the´ore`me 2.20 on voit ZW
est finie, donc ZW est rang-1 convexe par la proposition 2.3(b), d’ou` ZW ≤ RW .
D’autre part, du the´ore`me 3.25 on de´duit que RW satisfait (2.3). En effet, comme
W satisfait (2.23) et |detF | = v(F ) pour tout F ∈ MN×N , ou` v(F ) est le produit
des valeurs singulie`res de F , alors W ve´rifie (3.52). Par conse´quent, ZW satisfait
(2.1), et le re´sultat suit par le the´ore`me 2.1. 
2.4. Contrainte de´terminant strictement positif. E´tant donne´ n ≥ 1 quel-
conque, on de´finit Wn : M
N×N → [0,+∞] par
Wn(F ) :=
{
W (F ) si detF > 0
hn(F ) si detF ≤ 0,
ou` hn : M
N×N → [0,+∞] est Borel mesurable, ve´rifie hn(F ) ≤ cn(1 + |F |p) pour
tout F ∈ MN×N avec cn > 0 et, pour chaque F ∈ MN×N tel que detF ≤ 0,
{hn(F )}n≥1 est croissante et supn≥1 hn(F ) = +∞. La suite {Wn}n≥1 est donc
croissante et, lorsque W satisfait (1.1), supn≥1Wn = W . Pour plus de de´tails sur
la question suivante voir Ball [13, §2.2 p. 7].
Question 2.23. Peut-on choisir {hn}n≥1 de manie`re a` avoir le re´sultat qui suit.
Si W satisfait (1.1) et la condition suivante
pour tout δ > 0 il existe cδ > 0 tel que pour tout F ∈MN×N ,(2.44)
si detF ≥ δ alors W (F ) ≤ cδ(1 + |F |p),
alors (1.11) a lieu avec W = supn≥1QWn = supn≥1ZWn ?
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Remarque 2.24. Si W satisfait (1.1) et (2.44) on a∫
Ω
sup
n≥1
QWn(∇φ(x))dx =
∫
Ω
sup
n≥1
ZWn(∇φ(x))dx ≤ I(φ)(2.45)
pour tout φ ∈ W 1,p(Ω;RN ).
En effet, de´finissons In :W
1,p(Ω;RN )→ [0,+∞] par
In(φ) :=
∫
Ω
Wn(∇φ(x))dx
et notons In la re´gularise´e sci de In par rapport a` la topologie faible deW
1,p(Ω;RN ).
Comme W ve´rifie (1.1), il est clair que supn≥1 In ≤ I. De plus, chaque Wn
ve´rifie (2.23) puisque W satisfait (2.44), donc, par le corollaire 2.22, In(φ) =∫
ΩZWn(∇φ(x))dx =
∫
ΩQWn(∇φ(x))dx pour tout n ≥ 1 et tout φ ∈ W 1,p(Ω;RN ),
et (2.45) suit.
3. Passage 3D-2D avec contraintes de type de´terminant
3.1. Ge´ne´ralite´s. Dans [5, 7] nous avons montre´ les deux the´ore`mes suivants (voir
aussi le the´ore`me 3.16).
The´ore`me 3.1. Si W est continue et satisfait (1.4), (2.23) et
W (ξ | ζ) =W (ξ | −ζ) pour tout ξ ∈M3×2 et tout ζ ∈ R3,(3.1)
alors Imem = Γ(π)- limε→0 Iε avec Wmem = QW0 = ZW0.
(Les fonctionnelles Iε : W
1,p(Σε;R
3) → [0,+∞] et Imem : W 1,p(Σ;R3) → [0,+∞],
avec Σε := Σ×] − ε2 , ε2 [⊂ R3 ou` Σ ⊂ R2 est un ouvert borne´ et ε > 0, sont
respectivement de´finies en (1.13) et (1.14). La fonction W0 : M
3×2 → [0,+∞] est
donne´e par (1.16).)
The´ore`me 3.2. Si W est continue et ve´rifie les conditions (1.1) et (2.44) alors
Imem = Γ(π)- limε→0 Iε avec Wmem = QW0 = ZW0.
Ces the´ore`mes e´tendent le the´ore`me 1.10. Ils sont plus re´alistes du point de vue de
l’hypere´lasticite´ : le the´ore`me 3.1 (resp. 3.2) est compatible avec (1.4) (resp. (1.1))
et (1.2).
Dans ce qui suit nous donnons les preuves des the´ore`mes 3.1 et 3.2 (voir §3.1.1-
3.1.3 pour la structure ge´ne´rale et §3.2-3.3 pour les de´tails). Les de´monstrations
des the´ore`mes 3.1 et 3.2 ont la meˆme structure que l’on peut de´composer en trois
points (voir §3.1.1-3.1.3).
3.1.1. Pre´liminaires. Pour chaque ε > 0, on conside`re Iε : W 1,p(Σ;R3)→ [0,+∞]
de´finie par
Iε(ψ) := inf
{
Iε(φ) : πε(φ) = ψ
}
.
De´finition 3.3. On dit que Iε Γ-converge vers Imem et on e´crit
Imem = Γ- lim
ε→0
Iε
si
Γ- lim inf
ε→0
Iε = Γ- lim sup
ε→0
Iε = Imem
avec Γ- lim inf
ε→0
Iε,Γ- lim sup
ε→0
Iε :W 1,p(Σ;R3)→ [0,+∞] de´finies par :
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Γ- lim inf
ε→0
Iε
)
(ψ) := inf
{
lim inf
ε→0
Iε(ψε) :W 1,p(Σ;R3) ∋ ψε ⇀ ψ
}
;(
Γ- lim sup
ε→0
Iε
)
(ψ) := inf
{
lim sup
ε→0
Iε(ψε) :W 1,p(Σ;R3) ∋ ψε ⇀ ψ
}
.
La de´finition 3.3 est e´quivalente a` la de´finition 1.9 ou` “ψε ⇀ ψ” est substitue´ par
“πε(φε) ⇀ ψ”. Il est alors facile de voir que
Imem = Γ(π)- lim
ε→0
Iε si et seulement si Imem = Γ- lim
ε→0
Iε.(3.2)
Tout revient donc a` “calculer” la Γ-limite de Iε lorsque ε→ 0. Pour cela, on e´tudie
d’abord la Γ-convergence de Iε lorsque ε→ 0 (voir §3.1.2) et on e´tablit ensuite une
repre´sentation inte´grale de la Γ-limite (voir §3.1.3). (Cette proce´dure ge´ne´rale a
e´te´ initie´e dans [3], voir aussi [9]).
Le lemme suivant sera utilise´ dans la suite (rappelons queW est suppose´e coercive).
Lemme 3.4. Si W est continue et ve´rifie (1.4) et (2.23) ou (1.1) et (2.44) alors
W0 satisfait les proprie´te´s suivantes :
W0 est continue (et coercive) ;
W0(ξ1 | ξ2) = +∞ si et seulement si ξ1 ∧ ξ2 = 0 ;(3.3)
pour tout δ > 0 il existe cδ > 0 tel que pour tout ξ = (ξ1 | ξ2) ∈M3×2,(3.4)
si |ξ1 ∧ ξ2| ≥ δ alors W0(ξ) ≤ cδ(1 + |ξ|p).
Plus pre´cise´ment, W0 est continue (et coercive) de`s que W est continue (et coer-
cive), (3.3) a lieu de`s que W ve´rifie (1.4) ou (1.1) et (3.4) a lieu de`s que W ve´rifie
(2.23) ou (2.44).
De´monstration. Comme W est coercive, on a
(3.5) W (ξ | ζ) ≥ C(|ξ|p + |ζ|p) pour tout (ξ, ζ) ∈M3×2 × R3
avec C > 0 (qui ne de´pend que de p). Donc W0(ξ) ≥ C|ξ|p pour tout ξ ∈ M3×2,
i.e., W0 est coercive. Puisque W est continue, W (· | ζ) est continue pour chaque
ζ ∈ R3, d’ou` W0 est semi-continue supe´rieurement. Donc, pour montrer que W0
est continue, il suffit de prouver que W0 est sci. Pour cela, conside´rons ξ ∈ M3×2
et {ξn}n≥1 ⊂ M3×2 tels que ξn → ξ, supn≥1W0(ξn) < +∞ et limn→+∞W0(ξn) =
lim infn→+∞W0(ξn). Pour chaque n ≥ 1, il existe ζn ∈ R3 tel que
(3.6) W0(ξn) < W (ξn | ζn) ≤W0(ξn) + 1
n
.
Alors supn≥1W (ξn | ζn) < +∞ (puisque supn≥1W0(ξn) < +∞). Or, par (3.5),
|ζn|p ≤ 1CW (ξn | ζn) pour tout n ≥ 1, donc supn≥1 |ζn|p < +∞. Il suit qu’il existe
ζ ∈ R3 tel que ζn → ζ (a` une sous-suite pre`s). D’ou` limn→+∞W (ξn | ζn) =W (ξ | ζ)
(puisque W est continue). De (3.6) on de´duit que limn→+∞W0(ξn) = W (ξ | ζ) ≥
W0(ξ).
Montrons (3.3). E´tant donne´ ξ = (ξ1 | ξ2), si W0(ξ1 | ξ2) < +∞ (resp. W0(ξ1 |
ξ2) = +∞) alors W (ξ | ζ) < +∞ (resp. W (ξ | ζ) = +∞) avec ζ ∈ R3 (resp. pour
tout ζ ∈ R3), donc ξ1 ∧ ξ2 6= 0 (resp. ξ1 ∧ ξ2 = 0) par (1.4) ou (1.1).
Montrons (3.4). Soient δ > 0 et ξ = (ξ1 | ξ2) tels que |ξ1 ∧ ξ2| ≥ δ. Posant
ζ := ξ1∧ξ2|ξ1∧ξ2| on a det(ξ | ζ) ≥ δ, et utilisant (2.23) ou (2.44) on de´duit qu’il existe
cδ > 0 (qui ne de´pend pas de ξ) tel que W0(ξ) ≤ cδ(1 + |ξ|p). 
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Remarque 3.5. Pour Ben Belgacem Wmem = QRW0 (voir [15, 16, 17]). En fait,
lorsque W satisfait (2.44), on a QRW0 = QW0 = ZW0. En effet, du lemme 3.4
on voit que W0 satisfait (3.4) donc (2.11). Du the´ore`me 2.18 on de´duit que ZW0
ve´rifie (2.1) (donc ZW0 est finie), et le re´sultat suit de la remarque 2.10.
On de´finit I :W 1,p(Σ;R3)→ [0,+∞] par
I(ψ) :=
∫
Σ
W0(∇ψ(x))dx,
et on conside`re I, Iaff , Idiff∗ :W 1,p(Σ;R3)→ [0,+∞] donne´es par :
⋄ I(ψ) := inf
{
lim inf
n→+∞
I(ψn) : W 1,p(Σ;R3) ∋ ψn ⇀ ψ
}
;
⋄ Iaff(ψ) := inf
{
lim inf
n→+∞
I(ψn) : Aff(Σ;R3) ∋ ψn ⇀ ψ
}
;
⋄ Idiff∗(ψ) := inf
{
lim inf
n→+∞
I(ψn) : C1∗ (Σ;R3) ∋ ψn ⇀ ψ
}
avec C1∗ (Σ;R
3) :=
{
ψ ∈ C1(Σ;R3) : ∂1ψ(x) ∧ ∂2ψ(x) 6= 0 pour tout x ∈ Σ
}
ou`
∂1ψ(x) (resp. ∂2ψ(x)) de´signe la de´rive´e partielle de ψ en x = (x1, x2) par rapport
a` x1 (resp. x2). (En fait, C
1
∗(Σ;R
3) est l’ensemble des C1-immersions de Σ dans
R3.)
Remarque 3.6. Lorsque W0 ve´rifie (3.3) on a
⋄ Iaff(ψ) := inf
{
lim inf
n→+∞
I(ψn) : Aff∗(Σ;R3) ∋ ψn ⇀ ψ
}
avec Aff∗(Σ;R
3) :=
{
ψ ∈ Aff(Σ;R3) : ∂1ψ(x) ∧ ∂2ψ(x) 6= 0 p.p. dans Σ
}
.
3.1.2. Existence de la Γ-limite de Iε. On de´montre les trois propositions suivantes.
Proposition 3.7. Γ-lim inf
ε→0
Iε ≥ I.
Proposition 3.8. Si W est continue et satisfait (1.4), (2.23) et (3.1) alors
Γ- lim sup
ε→0
Iε ≤ Iaff .
Proposition 3.9. Si W est continue et satisfait (1.1) et (2.44) alors
Γ- lim sup
ε→0
Iε ≤ Idiff∗ .
La proposition 3.7 se de´montre assez facilement (voir ci-dessous). Les propositions
3.8 et 3.9 sont plus difficiles a` prouver (voir §3.2 et §3.3).
De´monstration de la proposition 3.7. Conside´rons ψ ∈ W 1,p(Σ;R3) et {ψε}ε ⊂
W 1,p(Σ;R3) tels que ψε ⇀ ψ dans W
1,p(Σ;R3). On doit prouver que
(3.7) lim inf
ε→0
Iε(ψε) ≥ I(v).
Sans perdre de ge´ne´ralite´ on peut supposer que supε>0 Iε(ψε) < +∞ and ψε → ψ
dans Lp(Σ;R3). Pour chaque ε > 0, il existe φε ∈ π−1ε (ψε) tel que
(3.8) Iε(ψε) ≥ Iε(φε)− ε.
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De´finissons φˆε : Σ1 → R3 par φˆε(x, x3) := φε(x, εx3) (avec Σ1 = Σ×]− 12 , 12 [). On
a alors
(3.9) Iε(φε) =
∫
Σ1
W
(
∂1φˆε(x, x3) | ∂2φˆε(x, x3) | 1
ε
∂3φˆε(x, x3)
)
dxdx3.
Utilisant la coercivite´ de W on de´duit qu’il existe c > 0 tel que ‖∂3φˆε‖Lp(Σ1;R3) ≤
cεp pour tout ε > 0, donc ‖φˆε − ψε‖Lp(Σ1;R3) ≤ c′εp par l’ine´galite´ de Poincare´-
Wirtinger, ou` c′ > 0 est une constante inde´pendante de ε. Il suit que φˆε → ψ
dans Lp(Σ1;R
3). Soit ϕx3ε ∈ W 1,p(Σ;R3) de´finie par ϕx3ε (x) := φˆε(x, x3) avec
x3 ∈] − 12 , 12 [. Alors (a` une sous-suite pre`s) ϕx3ε → ψ dans Lp(Σ;R3) pour presque
tout x3 ∈]− 12 , 12 [. Prenant en compte (3.8) et (3.9) et utilisant le lemme de Fatou,
on obtient
lim inf
ε→0
Iε(ψε) ≥
∫ 1
2
− 12
(
lim inf
ε→0
∫
Σ
W0
(∇ϕx3ε (x))dx) dx3,
donc lim infε→0 Iε(vε) ≥ J (ψ) avec J :W 1,p(Σ;R3)→ [0,+∞] donne´e par
J (ϕ) := inf
{
lim inf
n→+∞
∫
Σ
W0
(∇ϕn(x))dx :W 1,p(Σ;R3) ∋ ϕn → ϕ dans Lp(Σ;R3)} .
Comme W0 est coercive (voir le lemme 3.4) on a J = I, et (3.7) suit. 
La proposition suivante est une conse´quence imme´diate des propositions 3.7, 3.8 et
3.9.
Proposition 3.10. Γ- limε→0 Iε = I dans les deux cas suivants :
(a) W est continue (coercive), satisfait (1.4), (2.23) et (3.1) et I = Iaff ;
(b) W est continue (coercive), satisfait (1.1) et (2.44) et I = Idiff∗ .
3.1.3. Repre´sentation inte´grale de la Γ-limite de Iε. D’apre`s les the´ore`mes 2.1 et
2.18, si W0 satisfait (3.4) (donc (2.11)) alors I = Imem avecWmem = QW0 = ZW0.
Donc, prenant en compte (3.2) et la proposition 3.10(a), le the´ore`me 3.1 est de´mon-
tre´ si on prouve que I = Iaff ce qui est vraie graˆce au the´ore`me 2.1-bis.
De meˆme, prenant en compte (3.2) et la proposition 3.10(b), le the´ore`me 3.2 est
de´montre´ si on prouve que
I = Idiff∗ .(3.10)
Cette dernie`re e´galite´ est plus difficile a` de´montrer (voir le the´ore`me 3.19). Sa
preuve utilise deux the´ore`mes d’approximation par Ben Belgacem-Bennequin (voir
le the´ore`me 4.17) et Gromov-Eliashberg (voir le the´ore`me 4.3) ainsi que deux
lemmes de Ben Belgacem (voir les lemmes 3.20 et 3.21). (Pour la de´monstration
de (3.10) voir §3.3.3.)
3.2. Contrainte de´terminant non nul. Dans ce paragraphe on de´montre la
proposition 3.8.
3.2.1. Pre´liminaires. E´tant donne´ ψ ∈ Aff∗(Σ;R3), il existe une famille finie {Vi}i∈I
de sous-ensembles ouverts et disjoints de Σ telle que |Σ \ ∪i∈IVi| = 0, |∂Vi| = 0 et
∇ψ(x) = ξi dans Vi pour tout i ∈ I avec ξi = (ξi,1 | ξi,2) ∈ M3×2 et ξi,1 ∧ ξi,2 6= 0.
Pour chaque i ∈ I et chaque j ≥ 1, on de´finit U−i,j , U+i,j ⊂ R3 par
U−i,j :=
{
ζ ∈ R3 : det(ξi | ζ) ≤ −1
j
}
et U+i,j :=
{
ζ ∈ R3 : det(ξi | ζ) ≥ 1
j
}
.
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Il est facile de voir que :
U−i,j et U
+
i,j sont non vides et convexes ;(3.11)
U−i,j ∪ U+i,j =
{
ζ ∈ R3 : |det(ξ | ζ)| ≥ 1
j
}
;(3.12)
U−i,1 ⊂ U−i,2 ⊂ U−i,3 ⊂ · · · ⊂ ∪
j≥1
U−i,j =
{
ζ ∈ R3 : det(ξ | ζ) < 0};(3.13)
U+i,1 ⊂ U+i,2 ⊂ U+i,3 ⊂ · · · ⊂ ∪
j≥1
U+i,j =
{
ζ ∈ R3 : det(ξ | ζ) > 0}.(3.14)
De plus, on a
il existe jψ ≥ 1 et une partition (I−, I+) de I telle que(3.15)
(∩i∈I−U−i,j) ∩ (∩i∈I+U+i,j) 6= ∅ pour tout j ≥ jψ .
Preuve de (3.15). Pour chaque i ∈ I, conside´rons l’hyperplan Hi ⊂ R3 de´fini par
Hi := {ζ ∈ R3 : det(ξi | ζ) = 0}. Il est clair que ∪i∈IHi 6= R3 et qu’il existe ζ ∈ R3
tel que det(ξi | ζ) 6= 0 pour tout i ∈ I. Utilisant (3.12) on de´duit qu’il existe
jψ ≥ 1 tel que ζ ∈ ∩i∈I(U−i,jψ ∪U+i,jψ ). On peut donc trouver une partition (I−, I+)
de I telle que (∩i∈I−U−i,jψ ) ∩ (∩i∈I+U+i,jψ ) 6= ∅, et (3.15) suit en utilisant (3.13) et
(3.14). 
On pose V = ∪i∈IVi et, pour chaque j ≥ jψ, on de´finit Γjψ : Σ−→−→R3 par
Γjψ(x) :=

U−i,j si x ∈ Vi avec i ∈ I−
U+i,j si x ∈ Vi avec i ∈ I+(
∩
i∈I−
U−i,j
)
∩
(
∩
i∈I+
U+i,j
)
si x ∈ Σ \ V.
Le lemme suivant est une conse´quence du the´ore`me 5.8. (Dans ce qui suit, e´tant
donne´ Γ : Σ−→−→R3, on pose C(Σ; Γ) :=
{
ϕ ∈ C(Σ;R3) : ϕ(x) ∈ Γ(x) p.p. dans Σ}
avec C(Σ;R3) de´signant l’espace des fonctions continues de Σ dans R3.)
Lemme 3.11. Soient ψ ∈ Aff∗(Σ;R3) et j ≥ jψ. Si W est continue et satisfait
(2.23) alors
inf
ϕ∈C(Σ;Γj
ψ
)
∫
Σ
W (∇ψ(x) | ϕ(x))dx =
∫
Σ
inf
ζ∈Γj
ψ
(x)
W (∇ψ(x) | ζ)dx.(3.16)
De´monstration. (On utilise la notation Det(ξ | ζ) = |det(ξ | ζ)|.) Puisque W est
continue, (5.5) a lieu avec f(x, ζ) = W (∇ψ(x) | ζ). Prenant en compte (3.11) et
(3.15), on voit que Γjψ est une multifonction sci a` valeurs convexes ferme´es non
vides et par conse´quent (5.6) a lieu avec Γ = Γjψ. E´tant donne´s ϕ, ϕˆ ∈ C(Σ; Γjψ), il
est clair que Det(∇ψ(x) | αϕ(x) + (1− α)ϕˆ(x)) ≥ 1j pour tout α ∈ [0, 1] et presque
tout x ∈ Σ. De (2.23) on de´duit qu’il existe c > 0 (de´pendant seulement de j, ψ, ϕ
et ϕˆ) tel que W (∇ψ(x) | αϕ(x) + (1 − α)ϕˆ(x)) ≤ c pour tout α ∈ [0, 1] et presque
tout x ∈ Σ. Ainsi (5.7) a lieu avec f(x, ζ) =W (∇ψ(x) | ζ) et Γ = Γjψ. On applique
le the´ore`me 5.8 et on obtient (3.16). 
Une autre de´monstration du lemme 3.11. Il est clair que
inf
ϕ∈C(Σ;Γj
ψ
)
∫
Σ
W (∇ψ(x) | ϕ(x))dx ≥
∫
Σ
inf
ζ∈Γj
ψ
(x)
W (∇ψ(x) | ζ)dx.
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Prouvons donc l’autre ine´galite´. Par (3.15) on a (∩i∈I−U−i,j)∩(∩i∈I+U+i,j) 6= ∅, donc
il existe ζ¯ ∈ (∩i∈I−U−i,j) ∩ (∩i∈I+U+i,j). Comme chaque U−i,j (resp. U+i,j) est ferme´,
chaque W (ξi | ·) est continue et W est coercive, pour tout i ∈ I− (resp. i ∈ I+) il
existe ζi ∈ U−i,j (resp. ζi ∈ U+i,j) tel que
W (ξi | ζi) = inf
ζ∈U−i,j
W (ξ | ζ) (resp. W (ξi | ζi) = inf
ζ∈U+i,j
W (ξ | ζ)).(3.17)
Soit n ≥ 1. Conside´rons αn : Σ → R donne´e par αn(x) := h(ndist(x,Σ \ V )), ou`
dist(x,Σ \ V ) := inf{|x − y| : y ∈ Σ \ V } et h : [0,+∞[→ [0, 1] est une fonction
continue telle que h(0) = 0 et h(t) = 1 pour tout t ≥ 1. De´finissons ϕn : Σ → R
par
ϕn(x) := (1− αn(x))ζ¯ + αn(x)ζi.
Il est clair que ϕn est continue et puisque Γ
j
ψ(x) est convexe, ϕn(x) ∈ Γjψ(x) pour
tout x ∈ Σ, d’ou` ϕn ∈ C(Σ; Γjψ). Utilisant (2.23) on de´duit que supn≥1W (∇ψ(·) |
ϕn(·)) ∈ L1(Σ). Rappelant que W est continue et prenant en compte (3.17), on
voit que limn→+∞W (∇ψ(x) | ϕn(x)) = infζ∈Γj
ψ
(x)W (∇ψ(x) | ζ) pour presque tout
x ∈ Σ. D’ou`
inf
ϕ∈C(Σ;Γj
ψ
)
∫
Σ
W (∇ψ(x) | ϕ(x))dx ≤ lim
n→+∞
∫
Σ
W (∇ψ(x) | ϕn(x))dx
=
∫
Σ
inf
ζ∈Γj
ψ
(x)
W (∇ψ(x) | ζ)dx
par le the´ore`me de la convergence domine´e de Lebesgue. 
Pour chaque j ≥ jψ, on de´finit Γˆjψ : Σ−→−→R3 (la multifonction “syme´trise´e” de Γjψ)
par
Γˆjψ(x) :=
{
U−i,j ∪ U+i,j si x ∈ Vi
Γjψ(x) si x ∈ Σ \ V.
Noter que Γˆjψ n’est pas a` valeurs convexes. C’est pour cela que l’on n’utilise pas
cette multifonction dans le lemme 3.11 et que l’on aura besoin de l’hypothe`se de
“syme´trie”(3.1). Le the´ore`me suivant donne une repre´sentation “non inte´grale” de
I sur Aff∗(Σ;R3).
The´ore`me 3.12. Si W est continue et ve´rifie (1.4), (2.23) et (3.1) et si ψ ∈
Aff∗(Σ;R
3) alors
I(ψ) = inf
j≥jψ
inf
ϕ∈C(Σ;Γˆj
ψ
)
∫
Σ
W (∇ψ(x) | ϕ(x))dx.
De´monstration. Il suffit de prouver que
I(ψ) ≥ inf
j≥jψ
inf
ϕ∈C(Σ;Γˆj
ψ
)
∫
Σ
W (∇ψ(x) | ϕ(x))dx.(3.18)
Par (3.1) on a
inf
ζ∈Γj
ψ
(x)
W (∇ψ(x) | ζ) = inf
ζ∈Γˆj
ψ
(x)
W (∇ψ(x) | ζ)(3.19)
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pour tout j ≥ jψ and tout x ∈ Σ. Utilisant (3.19), le lemme 3.11 et le fait que
Γjψ ⊂ Γˆjψ, on obtient
(3.20) inf
j≥jψ
∫
Σ
inf
ζ∈Γˆj
ψ
(x)
W (∇ψ(x) | ζ)dx ≥ inf
j≥jψ
inf
ϕ∈C(Σ;Γˆj
ψ
)
∫
Σ
W (∇ψ(x) | ϕ(x))dx.
D’autre part, on a :
⋄ inf
ζ∈Γˆ
jψ
ψ
(·)
W (∇ψ(·) | ζ) ∈ L1(Σ) par (2.23) ;
⋄
{
inf
ζ∈Γˆj
ψ
(·)
W (∇ψ(·) | ζ)
}
j≥jψ
est une suite de´croissante par (3.13) et (3.14).
De plus, on a
(3.21) inf
j≥jψ
inf
ζ∈Γˆj
ψ
(·)
W (∇ψ(·) | ζ) = inf
ζ∈ ∪
j≥jψ
Γˆj
ψ
(·)
W (∇ψ(·) | ζ) =W0(∇ψ(·))
graˆce a` (1.4) et au fait que ∪j≥jψ Γˆjψ(·) =
{
ζ ∈ R3 : det(∇ψ(·) | ζ) 6= 0}. D’ou` (3.18)
suit de (3.20) et (3.21) en utilisant le the´ore`me de la convergence monotone. 
3.2.2. De´monstration de la proposition 3.8. (On utilise les notations Det(ξ | ζ) =
|det(ξ | ζ)| et F = Aff∗(Σ;R3). On peut travailler avec Aff∗(Σ;R3) au lieu de
Aff(Σ;R3) graˆce a` la remarque 3.6.) Il suffit de prouver que
(3.22) lim sup
ε→0
Iε(ψ) ≤ I(ψ)
pour tout ψ ∈ F (puisque Γ- lim supε→0 Iε est sfsci dans W 1,p(Σ;R3), voir [21]).
E´tant donne´ ψ ∈ F , conside´rons j ≥ jψ (avec jψ donne´ par (3.15)) et n ≥ 1.
Utilisant le the´ore`me 3.12 on obtient l’existence de ϕ ∈ C(Σ; Γˆjψ) tel que
(3.23)
∫
Σ
W (∇ψ(x) | ϕ(x))dx ≤ I(ψ) + 1
n
.
Soit {ϕk}k≥1 ⊂ C∞(Σ;R3) tel que
(3.24) ϕk → ϕ uniforme´ment.
On affirme que :
Det(∇ψ(x) | ϕk(x)) ≥ 1
2j
pour tout x ∈ V et tout k ≥ kψ avec kψ ≥ 1 ;(3.25)
lim
k→+∞
∫
Σ
W (∇ψ(x) | ϕk(x))dx =
∫
Σ
W (∇ψ(x) | ϕ(x))dx.(3.26)
En effet, posant µψ := supx∈V |∂1ψ(x) ∧ ∂2ψ(x)| = maxi∈I |ξi,1 ∧ ξi,2| (µψ > 0) et
utilisant (3.24), on de´duit qu’il existe kψ ≥ 1 tel que
(3.27) sup
x∈Σ
|ϕk(x)− ϕ(x)| < 1
2jµψ
pour tout k ≥ kψ . Soient x ∈ V et k ≥ kψ. Comme ϕ ∈ C(Σ; Γˆjψ) on a :
(3.28) Det(∇ψ(x) | ϕk(x)) ≥ 1
j
−Det(∇ψ(x) | ϕk(x)− ϕ(x)).
Remarquant que Det(∇ψ(x) | ϕk(x) − ϕ(x)) ≤ |∂1ψ(x) ∧ ∂2ψ(x)||ϕk(x) − ϕ(x)|,
de (3.27) et (3.28) on de´duit que Det(∇ψ(x) | ϕk(x)) ≥ 12j et (3.25) est prouve´e.
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Combinant (3.25) et (2.23) on voit que supk≥kψ W (∇ψ(·) | ϕk(·)) ∈ L1(Σ). Comme
W est continue on a limk→+∞W (∇ψ(x) | ϕk(x)) = W (∇ψ(x) | ϕ(x)) pour tout
x ∈ V et (3.26) suit par le the´ore`me de la convergence domine´e de Lebesgue.
Conside´rons k ≥ kψ et de´finissons la fonction continue θ :]− 12 , 12 [→ R par θ(x3) :=
mini∈I infx∈V i Det(ξi + x3∇ϕk(x) | ϕk(x)). Par (3.25) on a θ(0) ≥ 12j et par
conse´quent il existe ηψ ∈]0, 12 [ tel que θ(x3) ≥ 14j pour tout x3 ∈] − ηψ, ηψ [. Soit
φk : Σ1 → R donne´e par φk(x, x3) := ψ(x) + x3ϕk(x). Il suit que
Det(∇φk(x, εx3)) ≥ 1
4j
pour tout ε ∈]0, ηψ[ et tout (x, x3) ∈ V×]− 1
2
,
1
2
[.(3.29)
De la meˆme fac¸on que dans la preuve de (3.26), combinant (3.29) et (2.23) et
utilisant la continuite´ de W , on obtient
(3.30) lim
ε→0
Iε(φk) = lim
ε→0
∫
Σ1
W (∇φk(x, εx3))dxdx3 =
∫
Σ
W (∇ψ(x) | ϕk(x))dx.
Puisque πε(φk) = ψ on a Iε(ψ) ≤ Iε(φk) pour tout ε > 0 et tout k ≥ kψ. Utilisant
(3.30), (3.26) et (3.23), on de´duit que lim supε→0 Iε(ψ) ≤ I(ψ) + 1n , et (3.22) suit
en faisant n→ +∞. 
Remarque 3.13. E´tant donne´ ε > 0, on conside`re Wε : M
m×N → [0,+∞] Borel
mesurable et on introduit la de´finition suivante.
De´finition 3.14. Soit p > 1. On dit que Wε : M
m×N → [0,+∞] est p-ample si
ZWε(F ) ≤ cε(1 + |F |p) pour tout F ∈Mm×N avec cε > 0.
(Pour tout F ∈ Mm×N , ZWε(F ) := inf{
∫
Y Wε(F +∇ϕ(y))dy : ϕ ∈ Aff0(Y ;Rm)}.)
On de´finit Iε,ZIε :W 1,p(Σε;Rm)→ [0,+∞] par :
⋄ Iε(φ) :=
∫
Σε
Wε(∇φ(y))dy ;
⋄ ZIε(φ) :=
∫
Σε
ZWε(∇φε(y))dy,
ou` Σε ⊂ RN est un ouvert borne´, et on conside`re π = {πε}ε une famille d’applica-
tions de W 1,p(Σε;R
m) dans W 1,p(Σ;Rm) avec Σ ⊂ Rk un ouvert borne´. Le
the´ore`me suivant justifie la de´finition 3.14. La famille {Wε}ε est suppose´e uni-
forme´ment coercive, i.e., Wε(F ) ≥ C|F |p pour tout F ∈ Mm×N et tout ε > 0 avec
C > 0.
The´ore`me 3.15. Supposons que :
⋄ pour chaque ε > 0, Wε est p-ample ;
⋄ il existe I0 :W 1,p(Σ;Rm)→ [0,+∞] telle que I0 = Γ(π)- lim
ε→0
ZIε.
Alors I0 = Γ(π)- lim
ε→0
Iε.
De´monstration. On a Γ(π)-limε→0 Iε = Γ(π)-limε→0 Iε, ou` Iε : W
1,p(Σε;R
m) →
[0,+∞] est la re´gularise´e sci par rapport a` la convergence faible de W 1,p(Σε;Rm).
Or, pour chaque ε > 0, Wε est p-ample, donc, par le the´ore`me 2.1, Iε = ZIε pour
tout ε > 0. D’ou` Γ(π)-limε→0 Iε = Γ(π)-limε→0 ZIε, et le re´sultat suit. 
Le re´sultat suivant est une conse´quence du the´ore`me 3.15 (rappelons que la fonction
W est suppose´e coercive).
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The´ore`me 3.16. Si Wε =
1
εW pour tout ε > 0 et si W : M
3×3 → [0,+∞] satisfait
(2.23) alors Imem = Γ(π)- limε→0 Iε avec Wmem = QW0 = ZW0.
De´monstration. Puisque W est coercive, la famille {Wε}ε est uniforme´ment coer-
cive. Ici m = N = 3, k = 2, Σε = Σ×] − ε2 , ε2 [ avec Σ ⊂ R2 un ouvert borne´ et
π = {πε}ε avec πε :W 1,p(Σε;R3)→W 1,p(Σ;R3) de´finie par (1.15). CommeW sat-
isfait (2.23), par le corollaire 2.22, on a ZW (F ) ≤ c(1 + |F |p) pour tout F ∈ M3×3
avec c > 0 (donc ZW est finie). Or pour chaque ε > 0, ZWε = 1εZW , donc
ZWε(F ) ≤ cε (1 + |F |p) pour tout F ∈M3×3 et tout ε > 0, i.e., pour chaque ε > 0,
Wε est p-ample. D’autre part, ZW est continue d’apre`s la proposition 2.3(c), donc,
par le the´ore`me 1.10, on a I0 = Γ(π)-limε→0 ZIε avec I0 : W 1,p(Σ;R3) → [0,+∞]
de´finie par I0(ψ) :=
∫
Σ
Z[ZW ]0(∇ψ(x))dx, ou` [ZW ]0 : M3×2 → [0,+∞] est donne´e
par [ZW ]0(ξ) := inf{ZW (ξ | ζ) : ζ ∈ R3}, et le the´ore`me suit du the´ore`me 3.15 en
montrant que
(3.31) Z[ZW ]0 = ZW0.
(Puisque ZW est finie, ZW0 l’est aussi par (3.31), donc QW0 = ZW0 par le
the´ore`me 1.8-bis.)
Prouvons (3.31). Pour chaque ξ ∈ M3×2, on a Z[ZW ]0(ξ) ≤ [ZW ]0(ξ) ≤ ZW (ξ |
ζ) ≤ W (ξ | ζ) pour tout ζ ∈ R3, donc Z[ZW ]0(ξ) ≤ W0(ξ) pour tout ξ ∈ M3×2,
i.e., Z[ZW ]0 ≤ ZW0. Il suit que Z[ZW ]0 ≤ ZW0. D’autre part, e´tant donne´s
ε > 0 et ξ ∈ M3×2, il existe ζ ∈ R3 et ϕ ∈ Aff0(Y ;R3) (avec Y :=]0, 1[3) tels que
[ZW ]0 (ξ) + ε ≥
∫
Y
W
(
ξ +∇ϕx3(x) | ζ + ∂3ϕ(x, x3)
)
dxdx3
avec ϕx3 ∈ Aff0(]0, 1[2;R3) de´finie par ϕx3(x) := ϕ(x, x3). Or∫
Y
W
(
ξ +∇ϕx3(x) | ζ + ∂3ϕ(x, x3)
)
dxdx3 ≥
∫ 1
0
∫
]0,1[2
W0(ξ +∇ϕx3(x))dxdx3
≥
∫ 1
0
ZW0(ξ)dx3 = ZW0(ξ),
donc [ZW ]0(ξ) + ε ≥ ZW0(ξ), d’ou` [ZW ]0(ξ) ≥ ZW0(ξ) en faisant ε → 0. Il suit
que [ZW ]0 ≥ ZW0 et par conse´quent Z[ZW ]0 ≥ ZW0. 
Le the´ore`me 3.16 est “meilleur” que le the´ore`me 3.1 car on n’a besoin ni de la
continuite´ de W , ni de l’hypothe`se de “syme´trie” (3.1), ni meˆme de la condition
(1.4). Cependant, on ne peut pas appliquer le the´ore`me 3.15 pour traiter la con-
trainte de´terminant strictement positif puisque lorsque W satisfait (1.1) et (2.44),
les Wε =
1
εW ne sont pas p-amples.
3.3. Contrainte de´terminant strictement positif. Dans ce paragraphe on de´-
montre la proposition 3.9 et l’e´galite´ (3.10).
3.3.1. Pre´liminaires. E´tant donne´s ψ ∈ C1∗(Σ;R3) et j ≥ 1, on de´finit Λjψ : Σ−→−→R3
par
Λjψ(x) :=
{
ζ ∈ R3 : det(∇ψ(x) | ζ) ≥ 1
j
}
.
On peut voir que :
Λ1ψ(x) ⊂ Λ2ψ(x) ⊂ · · · ⊂ ∪
j≥1
Λjψ(x) =
{
ζ ∈ R3 : det(∇ψ(x) | ζ) > 0} ;(3.32)
Λjψ est une multifonction sci a` valeurs convexes ferme´es non vides.(3.33)
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(Ici, on ne peut pas prendre ψ dans Aff∗(Σ;R
3). En effet, on serait amene´ a`
conside´rer seulement U+i,j ce qui ne permettrait pas de reproduire la de´marche
de´veloppe´e en §3.2.1.)
Preuve de (3.33). Il est facile de voir que pour chaque x ∈ Σ, Λjψ(x) est a` valeurs
convexes fermes non vides. Montrons que Λjψ est sci (voir la de´finition 5.7). Soient
F un ferme´ de R3, x ∈ Σ et {xn}n≥1 ⊂ Σ tels que xn → x et Λjψ(xn) ⊂ F pour
tout n ≥ 1. Soient ζ ∈ Λjψ(x) et {ζm}m≥1 ⊂ R3 donne´s par ζm := ζ + 1mζ. Alors
(3.34) det
(∇ψ(x) | ζm) = det(∇ψ(x) | ζ)+ 1
m
det
(∇ψ(x) | ζ) ≥ 1
j
+
1
mj
pour tout m ≥ 1. E´tant donne´ m ≥ 1, puisque det(∇ψ(xn) | ζm) → det(∇ψ(x) |
ζm), utilisant (3.34) on voit qu’il existe n0 ≥ 1 tel que det(∇ψ(xn0 ) | ζm) > 1j ,
donc ζm ∈ Λjψ(xn0). D’ou` ζm ∈ F pour tout m ≥ 1. Comme F est ferme´ on a
ζ = limm→+∞ ζm ∈ F . 
Le lemme suivant est une conse´quence du the´ore`me 5.8. (Il se prouve de la meˆme
fac¸on que le lemme 3.11.)
Lemme 3.17. Soient ψ ∈ C1∗(Σ;R3) et j ≥ 1. Si W est continue et satisfait (2.44)
alors
inf
ϕ∈C(Σ;Λj
ψ
)
∫
Σ
W (∇ψ(x) | ϕ(x))dx =
∫
Σ
inf
ζ∈Λj
ψ
(x)
W (∇ψ(x) | ζ)dx.(3.35)
De´monstration. On re´crit la preuve du lemme 3.17 en prenant Γjψ = Λ
j
ψ (Λ
j
ψ est
une multifonction sci a` valeurs convexes ferme´es non vides), Det(ξ | ζ) = det(ξ | ζ)
et en utilisant (2.44) a` la place de (2.23). On peut ainsi appliquer le the´ore`me 5.8
avec f(x, ζ) =W (∇ψ(x) | ζ) et Γ = Λjψ et on obtient (3.35). 
Le the´ore`me suivant donne une repre´sentation “non inte´grale” de I sur C1∗ (Σ;R3)
(voir [7, Theorem 3.4]). (Il se de´montre de la meˆme fac¸on que le the´ore`me 3.12.)
The´ore`me 3.18. Si W est continue et ve´rifie (1.1) et (2.44) et si ψ ∈ C1∗ (Σ;R3)
alors
I(ψ) = inf
j≥1
inf
ϕ∈C(Σ;Λj
ψ
)
∫
Σ
W (∇ψ(x) | ϕ(x))dx.
De´monstration. On re´crit la preuve du the´ore`me 3.12 en prenant jψ = 1, Γ
j
ψ =
Γˆjψ = Λ
j
ψ (donc ∪j≥jψ Γˆjψ(·) = ∪j≥jψΛjψ(·) = {ζ ∈ R3 : det(∇ψ(·) | ζ) > 0} dans
(3.21)) et en utilisant le lemme 3.17 a` la place du lemme 3.11, (2.44) a` la place de
(2.23), (3.32) a` la place de (3.13)-(3.14) et (1.1) a` la place de (1.4). 
3.3.2. De´monstration de la proposition 3.9. On re´crit la preuve de la proposition 3.8
en prenant Det(ξ | ζ) = det(ξ | ζ), F = C1∗ (Σ;R3), jψ = 1, Γˆjψ = Λjψ, V = Vi = Σ
et en utilisant (2.44) a` la place de (2.23). 
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3.3.3. Preuve de (3.10). On termine la de´monstration du the´ore`me 3.2 (voir §3.1.3)
en utilisant le the´ore`me suivant.
The´ore`me 3.19. Si W0 est continue (voir le lemme 3.4) et satisfait (3.4) alors
(3.10) a lieu, i.e., I = Idiff∗.
De´monstration. Soient IAffregli ,RIAffregli ,RI :W 1,p(Σ;R3)→ [0,+∞] de´finies par :
⋄ IAffregli (ψ) := inf
{
lim inf
n→+∞
∫
Σ
W0(∇ψn(x))dx : Affregli (Σ;R3) ∋ ψn ⇀ ψ
}
;
⋄ RIAffregli (ψ) := inf
{
lim inf
n→+∞
∫
Σ
RW0(∇ψn(x))dx : Affregli (Σ;R3) ∋ ψn ⇀ ψ
}
;
⋄ RI(ψ) := inf
{
lim inf
n→+∞
∫
Σ
RW0(∇ψn(x))dx :W 1,p(Σ;R3) ∋ ψn ⇀ ψ
}
avec Affregli (Σ;R
3) de´fini en §4.1.4 et RW0 de´signant la rang-1 convexifie´ de W0
(la plus grande fonction rang-1 convexe qui est infe´rieure a` W0). Il est clair que
RIAffregli ≤ IAffregli . De plus, d’apre`s Ben Belgacem (voir [15]) on a
Lemme 3.20. IAffregli (ψ) ≤
∫
Σ
RW0(∇ψ(x))dx pour tout ψ ∈ Affregli (Σ;R3).
(Pour une preuve du lemme 3.20 voir §3.3.4-3.3.5.) Donc IAffregli ≤ RIAffregli , d’ou`
IAffregli = RIAffregli . D’autre part, I ≤ Idiff∗ et RI ≤ I. Donc, pour avoir (3.10) il
suffit de prouver les deux ine´galite´s suivantes :
Idiff∗ ≤ IAffregli ;(3.36)
RIAffregli ≤ RI.(3.37)
Preuve de (3.36). Il suffit de prouver que
(3.38) Idiff∗(ψ) ≤
∫
Σ
W0(∇ψ(x))dx
pour tout ψ ∈ Affregli (Σ;R3). Soit ψ ∈ Affregli (Σ;R3). Par le the´ore`me 4.17 il existe
{ψn}n≥1 ⊂ C1∗ (Σ;R3) tel que (4.15) et (4.16) sont satisfaites et ∇ψn(x) → ∇ψ(x)
p.p. dans Σ. Comme W0 est continue on a
lim
n→+∞
W0
(∇ψn(x)) =W0(∇ψ(x)) p.p. dans Σ.
Utilisant (3.4) et (4.16) on de´duit qu’il existe c > 0 tel que pour chaque n ≥ 1 et
chaque ensemble mesurable A ⊂ Σ,∫
A
W0
(∇ψn(x))dx ≤ c(|A|+ ∫
A
|∇ψn(x)−∇ψ(x)|pdx+
∫
A
|∇ψ(x)|pdx
)
.
Or ∇vn → ∇v dans Lp(Σ;M3×2) par (4.15), donc {W0(∇ψn(·))}n≥1 est uni-
forme´ment absolument inte´grable. Utilisant le the´ore`me de Vitali on obtient
lim
n→+∞
∫
Σ
W0(∇ψn(x))dx =
∫
Σ
W0(∇ψ(x))dx,
et (3.38) suit. 
Preuve de (3.37). Il suffit de prouver que
(3.39) RIAffreg
li
(ψ) ≤
∫
Σ
RW0(∇ψ(x))dx
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pour tout ψ ∈ W 1,p(Σ;R3). Soit ψ ∈ W 1,p(Σ;R3). Par le the´ore`me 4.3 il existe
{ψn}n≥1 ⊂ Affregli (Σ;R3) tel que ∇ψn → ∇ψ dans Lp(Σ;R3) et ∇ψn(x) → ∇ψ(x)
p.p. dans Σ. Or, d’apre`s Ben Belgacem (voir [15, 17]) on a
Lemme 3.21. Si W0 satisfait (3.4) alors :
⋄ RW0(ξ) ≤ c(1 + |ξ|p) pour tout ξ ∈M3×2 avec c > 0 ;
⋄ RW0 est continue.
(Pour une preuve du lemme 3.21 voir §3.3.7). D’ou`, utilisant le the´ore`me de Vitali,
on de´duit que
lim
n→+∞
∫
Σ
RW0(∇ψn(x))dx =
∫
Σ
RW0(∇ψ(x))dx,
et (3.39) suit. 
Ce qui termine la de´monstration du the´ore`me 3.19. 
3.3.4. Pre´liminaires pour la de´monstration du lemme 3.20. (Pour la de´monstration
du lemme 3.20 voir §4.3.5.) Soit la suite {RiW0}i≥0 par R0W0 =W0 et pour tout
i ≥ 1, Ri+1W0 est de´finie par (2.2) (avec W = W0, m = 3 et N = 2). Rappelons
que W0 est continue et coercive (voir le lemme 3.4) et d’apre`s Kohn et Strang (voir
[35]) on a
Ri+1W0 ≤ RiW0 pour tout i ≥ 0 et RW0 = inf
i≥0
RiW0.(3.40)
Soient i ≥ 0 et ψ ∈ Affregli (Σ;R3) (pour la de´finition de Affregli (Σ;R3) voir §4.1.4).
Alors, il existe une famille finie de sous-ensembles ouverts et disjoints de Σ telle
que |Σ \ ∪j∈JVj | = 0 et pour chaque j ∈ J , |∂Vj | = 0 et ∇ψ(x) = ξj dans Vj avec
ξj ∈M3×2. (Comme ψ est localement injective on a rang(ξj) = 2 pour tout j ∈ J .)
Soit j ∈ J . On peut montrer que :
RiW0 est continue ;(3.41)
Ri+1W0(ξj) = (1− t)RiW0(ξj − ta⊗ b) + tRiW0(ξj + (1− t)a⊗ b)(3.42)
avec a ∈ R2, b ∈ R3 et t ∈ [0, 1]
avec a ⊗ b ∈ R2 ⊗ R3 ⊂ M3×2 donne´ par (a ⊗ b)x := 〈a, x〉b pour tout x ∈ R2, ou`
〈·, ·〉 de´signe le produit scalaire dans R2. (Pour une preuve de (3.41) et (3.42) voir
§3.3.6.)
Sans perdre de ge´ne´ralite´ on peut supposer que a = (1, 0). Pour chaque n ≥ 1 et
chaque k ∈ {0, · · · , n − 1}, conside´rons A−k,n, A+k,n, Bk,n, B−k,n, B+k,n, Ck,n, C−k,n,
C+k,n ⊂ Y (voir la figure 3) donne´s par :
A−k,n :=
{
(x1, x2) ∈ Y : kn ≤ x1 ≤ kn + 1−tn et 1n ≤ x2 ≤ 1− 1n
}
;
A+k,n :=
{
(x1, x2) ∈ Y : kn + 1−tn ≤ x1 ≤ k+1n et 1n ≤ x2 ≤ 1− 1n
}
;
Bk,n :=
{
(x1, x2) ∈ Y : kn ≤ x1 ≤ k+1n et 0 ≤ x2 ≤ −x1 + k+1n
}
;
B−k,n :=
{
(x1, x2) ∈ Y : −x2 + k+1n ≤ x1 ≤ −tx2 + k+1n et 0 ≤ x2 ≤ 1n
}
;
B+k,n :=
{
(x1, x2) ∈ Y : −tx2 + k+1n ≤ x1 ≤ k+1n et 0 ≤ x2 ≤ 1n
}
;
Ck,n :=
{
(x1, x2) ∈ Y : kn ≤ x1 ≤ k+1n et x1 + 1− k+1n ≤ x2 ≤ 1
}
;
C−k,n :=
{
(x1, x2) ∈ Y : x2− 1+ k+1n ≤ x1 ≤ t(x2− 1)+ k+1n et n−1n ≤ x2 ≤
1
}
;
C+k,n :=
{
(x1, x2) ∈ Y : t(x2 − 1) + k+1n ≤ x1 ≤ k+1n et n−1n ≤ x2 ≤ 1
}
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et de´finissons {σn}n≥1 ⊂ Affreg0 (Y ;R) par
σn(x1, x2) :=

−t(x1 − kn ) si (x1, x2) ∈ A−k,n
(1− t)(x1 − k+1n ) si (x1, x2) ∈ A+k,n ∪B+k,n ∪ C+k,n
−t(x1 + x2 − k+1n ) si (x1, x2) ∈ B−k,n
−t(x1 − x2 + 1− k+1n ) si (x1, x2) ∈ C−k,n
0 si (x1, x2) ∈ Bk,n ∪Ck,n.
✲
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Figure 3. Les ensembles ∆s1, ∆
s
2, ∆
s
3, ∆
s
4, ∆
s
5, ∆
s
6, ∆
s
7, ∆
s
8.
Posons
bl :=
{
b si b 6∈ Imξj
b+ 1l ν si b ∈ Imξj
(avec Imξj := {ξj · x : x ∈ R2} ⊂ R3) ou` l ≥ 1 et ν ∈ R3 est orthogonal a` Imξj et
de´finissons {θn,l}n,l≥1 ⊂ Affreg0 (Y ;R3) de´finie par
θn,l(x) := σn(x)bl.
Alors
lim
l→+∞
lim
n→+∞
∫
Y
RiW0(ξj +∇θn,l(x))dx = Ri+1W0(ξj).(3.43)
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preuve de (3.43). Il est facile de voir que
ξj +∇θn,l(x) :=

ξj − ta⊗ bl si x ∈ int(A−k,n)
ξj + (1− t)a⊗ bl si x ∈ int(A+k,n ∪B+k,n ∪ C+k,n)
ξj − t(a+ a⊥)⊗ bl si x ∈ int(B−k,n)
ξj − t(a− a⊥)⊗ bl si x ∈ int(C−k,n)
ξj si x ∈ int(Bk,n) ∪ int(Ck,n)
avec a⊥ = (0, 1) (et int(E) de´signe l’inte´rieur de l’ensemble E). De plus, on a :∫
∪n−1
k=0A
−
k,n
RiW0(ξj − ta⊗ bl)dx = (1− t)(1 − 2n )RiW0(ξj − ta⊗ bl) ;∫
∪n−1
k=0A
+
k,n
RiW0(ξj + (1− t)a⊗ bl)dx = t(1− 2n )RiW0(ξj + (1− t)a⊗ bl) ;∫
∪n−1
k=0 (B
+
k,n
∪C+
k,n
)
RiW0(ξj + (1− t)a⊗ bl)dx = tnRiW0(ξj + (1− t)a⊗ bl) ;∫
∪n−1
k=0B
−
k,n
RiW0(ξj − t(a+ a⊥)⊗ bl)dx = 1−t2n RiW0(ξj − t(a+ a⊥)⊗ bl) ;∫
∪n−1
k=0C
−
k,n
RiW0(ξj − t(a− a⊥)⊗ bl)dx = 1−t2n RiW0(ξj − t(a− a⊥)⊗ bl) ;∫
∪n−1
k=0 (Bk,n∪Ck,n)
RiW0(ξj)dx = 1nRiW0(ξj).
Donc∫
Y
RiW0(ξj +∇θn,l(x))dx =
(
1− 2
n
)[
(1− t)RiW0(ξj − ta⊗ bl) + tRiW0(ξj
+ (1− t)a⊗ bl)
]
+
1
n
[
tRiW0(ξj + (1− t)a⊗ bl)
+
1− t
2
(RiW0(ξj − t(a+ a⊥)⊗ bl) +RiW0(ξj −
t(a− a⊥)⊗ bl)
)
+RiW0(ξj)
]
pour tout n, l ≥ 1. Il suit que pour chaque l ≥ 1 on a
lim
n→+∞
∫
Y
RiW0(ξj +∇θn,l(x))dx = (1− t)RiW0(ξj − ta⊗ bl)
+ tRiW0(ξj + (1− t)a⊗ bl).
Rappelant que RiW0 est continue (voir (3.41)) et notant que bl → b on obtient
lim
l→+∞
lim
n→+∞
∫
Y
RiW0(ξj +∇θn,l(x))dx = (1− t)RiW0(ξj − ta⊗ b)
+ tRiW0(ξj + (1− t)a⊗ b),
et (3.43) suit de (3.42). 
Conside´rons V jq ⊂ Vj donne´ par V jq := {x ∈ Vj : dist(x, ∂Vj) > 1q } avec q ≥ 1
assez grand. Alors, il existe une famille finie {rm + ρmY }m∈M de sous-ensembles
disjoints de V jq , ou` rm ∈ R2 et ρm ∈]0, 1[, telle que |V jq \ ∪m∈M (rm + ρmY )| ≤ 1q .
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De´finissons {φn,l,q}n,l,q≥1 ⊂ Affreg0 (Vj ;R3) par
φn,l,q(x) :=
 ρmθn,l
(
x− rm
ρm
)
si x ∈ rm + ρmY ⊂ V jq
0 si x ∈ Vj \ V jq
et posons
Φjn,l,q(x) := ψ(x) + φn,l,q(x).(3.44)
Alors {Φjn,l,q}n,l,q≥1 ⊂ Affreg(Vj ;R3) et :
pour chaque n, l, q ≥ 1, Φjn,l,q est localement injective ;(3.45)
pour chaque l, q ≥ 1, Φjn,l,q ⇀ ψ dans W 1,p(Vj ;R3) ;(3.46)
lim
q→+∞
lim
l→+∞
lim
n→+∞
∫
Vj
RiW0(∇Φjn,l,q(x))dx = |Vj |Ri+1W0(ξj).(3.47)
Preuve de (3.45). Soient x ∈ Vj et W ⊂ Vj une composante connexe de Vj con-
tenant x (Comme Vj est ouvert, W l’est aussi). Puisque ∇ψ = ξj dans W , il existe
c ∈ R3 tel que ψ(x′) = ξj · x′ + c pour tout x′ ∈ W . On affirme que Φjn,l,q⌊W est
injective. En effet, soit x′ ∈W tel que Φjn,l,q(x) = Φjn,l,q(x′). Alors, l’une des trois
possibilite´s suivantes a lieu : Φ
j
n,l,q(x) = ξj · x+ c+ ρmσn
(
x−rm
ρm
)
bl
Φjn,l,q(x
′) = ξj · x′ + c+ ρm′σn
(
x′−rm′
ρm′
)
bl ;
(3.48)
{
Φjn,l,q(x) = ξj · x+ c+ ρmσn
(
x−rm
ρm
)
bl
Φjn,l,q(x
′) = ξj · x′ + c ;
(3.49) {
Φjn,l,q(x) = ξj · x+ c
Φjn,l,q(x
′) = ξj · x′ + c.(3.50)
Posons α := ρmσn(
x−rm
ρm
)− ρm′σn(x
′−rm′
ρm′
) et β := ρmσn(
x−rm
ρm
). On a alors :
⋄
{
ξj(x
′ − x) = 0 si α = 0
bl =
1
αξj(x
′ − x) si α 6= 0 lorsque (3.48) a lieu ;
⋄
{
ξj(x
′ − x) = 0 si β = 0
bl =
1
β ξj(x
′ − x) si β 6= 0 lorsque (3.49) a lieu ;
⋄ ξj(x′ − x) = 0 lorsque (3.50) a lieu.
Il suit que si x 6= x′ alors rank(ξj) < 2 ou bl ∈ Imξj ce qui est est impossible. Donc
x = x′. 
Preuve de (3.46). E´tant donne´s l, q ≥ 1, on a ‖φn,l,q‖L∞(Vj ;R3) ≤ ‖θn,l‖L∞(Y ;R3) =
|bl|‖σn‖L∞(Y ;R). D’autre part, pour chaque k ∈ {0, · · · , n − 1}, il est clair que
|σn(x)| ≤ t(1−t)n pour tout x ∈] kn , k+1n [×]0, 1[, donc σn → 0 dans L∞(Y ;R), et le
re´sultat suit. donc φn,l,q → 0 dans L∞(Vj ;R3), et le re´sultat suit. 
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Preuve de (3.47). Rappelant que φn,l,q = 0 dans Vj \ Vˆ jq et
∑
m∈M ρ
2
m = |Vˆ jq | on
voit que∫
Vj
RiW0(∇Φjn,l,q(x))dx =
∫
Vj
RiW0(ξj +∇φn,l,q(x))dx
=
∫
Vˆ jq
RiW0(ξj +∇φn,l,q(x))dx + |Vj \ Vˆ jq |RiW0(ξj)
= |Vˆ jq |
∫
Y
RiW0(ξj +∇θn,l(x))dx + |Vj \ Vˆ jq |RiW0(ξj).
Utilisant (3.43) on de´duit que
lim
l→+∞
lim
n→+∞
∫
Vj
RiW0(∇Φjn,l,q(x))dx = |Vˆ jq |Ri+1W0(ξj) + |Vj \ Vˆ jq |RiW0(ξj)
pour tout q ≥ 1, et (3.47) suit puisque |Vˆ jq | = |V jq |−|V jq \Vˆ jq | → |Vj | (car |V jq | → |Vj |
et 1q ≥ |V jq \ Vˆ jq | → 0) et |Vj \ Vˆ jq | = |Vj \V jq |+ |V jq \ Vˆ jq | → 0 (car |Vj \V jq | → 0). 
3.3.5. De´monstration du lemme 3.20. Prenant en compte (3.40) on voit qu’il est
suffisant de prouver que
(Pi) IAffregli (ψ) ≤
∫
Σ
RiW0(∇ψ(x))dx pour tout ψ ∈ Affregli (Σ;R3)
pour tout i ≥ 0. Pour cela, on raisonne par re´currence sur i. Comme R0W0 = W0
on a (P0). Supposons (Pi) et montrons (Pi+1). Soit ψ ∈ Affregli (Σ;R3). Alors, il
existe une famille finie {Vj}j∈J de sous-ensemble ouverts et disjoints de Σ telle que
|Σ \ ∪j∈JVj | = 0 et pour chaque j ∈ J , |∂Vj | = 0 et ∇ψ(x) = ξj dans Vj avec
ξj ∈M3×2. De´finissons {Ψn,l,q}n,l,q≥1 ⊂ Affreg(Σ;R3) par
Ψn,l,q(x) := Φ
j
n,l,q(x) si x ∈ Vj
avec Φjn,l,q donne´e par (3.44). Utilisant (3.45) (et rappelant que ψ est localement
injective) il est facile de voir que Ψn,l,q est localement injective. Par (Pi) on a
IAffregli (Ψn,l,q) ≤
∫
Σ
RiW0(∇Ψn,l,q(x))dx
pour tout n, l, q ≥ 1. Utilisant (3.46) on voit que pour chaque l, q ≥ 1, Ψn,l,q ⇀ ψ
dans W 1,p(Σ;R3). Il suit que
IAffregli (ψ) ≤ limn→+∞ IAffregli (Ψn,l,q) ≤ limn→+∞
∫
Σ
RiW0(∇Ψn,l,q(x))dx
pour tout l, q ≥ 1. De plus, par (3.47) on a
lim
q→+∞
lim
l→+∞
lim
n→+∞
∫
Σ
RiW0(∇Ψn,l,q(x))dx =
∫
Σ
Ri+1W0(∇ψ(x))dx,
d’ou`
IAffregli (ψ) ≤
∫
Σ
Ri+1W0(∇ψ(x))dx,
et (Pi+1) suit. 
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3.3.6. Preuve de (3.41) et (3.42). On commence par prouver le lemme suivant.
Lemme 3.22. R2 ⊗ R3 est un ferme´ de M3×2.
De´monstration. Soient {an⊗ bn}n≥1 ⊂ R2 ⊗R3 et ξ ∈M3×2 tels que an ⊗ bn → ξ.
Pour chaque n ≥ 1, an⊗ bn = un⊗ vn avec un = an|an| ∈ S1 et vn = |an|bn, ou` S1 est
la sphe`re unite´ dans R2. Comme S1 est compact, il existe u ∈ S1 tel que un → u
(a` une sous-suite pre`s). Soit u0 ∈ R2 tel que 〈u, u0〉 6= 0, alors 〈un, u0〉 6= 0 pour
n ≥ n0 avec n0 ≥ 1 assez grand. Pour chaque n ≥ n0, vn = 1〈un,u0〉 (un ⊗ vn)u0,
donc vn → 1〈u,u0〉ξu0 =: v ∈ R3. Il suit que an ⊗ bn → u⊗ v, d’ou` ξ = u⊗ v. 
Soit H : M3×2 → [0,+∞] de´finie par
H(ξ) := inf
{
H(ξ, t, a⊗ b) : (t, a⊗ b) ∈ [0, 1]× R2 ⊗ R3
}
,
ou` H : M3×2 × [0, 1]× R2 ⊗ R3 → [0,+∞] est donne´e par
H(ξ, t, a⊗ b) := (1− t)h(ξ − ta⊗ b) + th(ξ + (1− t)a⊗ b)
avec h : M3×2 → [0,+∞] continue et coercive (la fonction H est donc continue).
(Noter que si h = RqW0 avec q ≥ 0 alors H = Rq+1W0.) Pour prouver (3.41) et
(3.42) on aura besoin des deux lemmes suivants (voir les lemmes 3.23 et 3.24).
Lemme 3.23. Soit ξ ∈ M3×2 tel que H(ξ) < +∞. Alors, il existe (t, a ⊗ b) ∈
[0, 1]× R2 ⊗ R3 tel que H(ξ) = H(ξ, t, a⊗ b).
De´monstration. Soit {(tn, an⊗bn)}n≥1 ⊂ [0, 1]×R2⊗R3 une suite minimisante pour
H(ξ) telle que tn → t ∈ [0, 1]. Posons Fn := ξ−tnan⊗bn et Gn := ξ+(1−tn)an⊗bn
(alors (1−tn)Fn+tnGn = ξ et Gn−Fn = an⊗bn pour tout n ≥ 1). Par la coercivite´
de h on a
(1− tn)|Fn|p + tn|Gn|p ≤ c pour tout n ≥ 1 avec c > 0.(3.51)
L’une des deux possibilite´s suivantes a lieu :
⋄ t ∈]0, 1[ ;
⋄ t = 0 ou t = 1.
Cas t ∈]0, 1[. On a 1−tn ≥ α1 > 0 et tn ≥ α2 > 0 pour tout n ≥ 1. Utilisant (3.51)
on de´duit qu’il existe F,G ∈ M3×2 tels que Fn → F et Gn → G (a` une sous-suite
pre`s). Par conse´quent, Gn − Fn = an ⊗ bn → G− F . Or R2 ⊗ R3 est un ferme´ de
M3×2 d’apre`s le lemme 3.22, donc G − F = a ⊗ b avec a ∈ R2 et b ∈ R3. Comme
H(ξ, ·, ·) est continue, il suit que H(ξ) = limn→+∞H(ξ, tn, an⊗bn) = H(ξ, t, a⊗b).
Cas t = 0 ou t = 1. Supposons que t = 0 (le cas t = 1 se traite de la meˆme fac¸on).
On a alors 1− tn ≥ α > 0 pour tout n ≥ 1. Utilisant (3.51) on de´duit que Fn → F
avec F ∈M3×2 et tnGn → 0 (car p > 1 et tn → 0). Comme (1− tn)Fn + tnGn = ξ
pour tout n ≥ 1, il suit que F = ξ, d’ou` limn→+∞(1 − tn)h(Fn) = h(ξ) puisque h
est continue. Or tnh(Gn) = H(ξ, tn, an⊗ bn)− (1− tn)h(Fn) pour tout n ≥ 1, donc
limn→+∞ tnh(Gn) = H(ξ) − h(ξ) ≤ 0 (car H(ξ) ≤ h(ξ)). D’autre part, utilisant
la coercivite´ de h, on voit que tnh(Gn) ≥ Ctn|Gn|p pour tout n ≥ 1 avec C > 0,
donc limn→+∞ tnh(Gn) ≥ C limn→+∞ tn|Gn|p = 0. Ainsi, limn→+∞ tnh(Gn) = 0
et par conse´quent H(ξ) = h(ξ) = H(ξ, 0, a⊗ b) ou` a⊗ b est un e´le´ment quelconque
de R2 ⊗ R3. 
Lemme 3.24. La fonction H est continue et coercive.
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De´monstration. Puisque H(·, t, a⊗b) est continue pour tout (t, a⊗b) ∈ [0, 1]×R2⊗
R3, H est semi-continue supe´rieurement. Donc, pour montrer que H est continue, il
suffit de prouver que H est sci. Pour cela, conside´rons ξ ∈M3×2 et {ξn}n≥1 ⊂M3×2
tels que ξn → ξ, supn≥1H(ξn) < +∞ et limn→+∞H(ξn) = lim infn→+∞H(ξn) et
montrons que H(ξ) ≤ limn→+∞H(ξn). Par le lemme 3.23, pour chaque n ≥ 1, il
existe (tn, an ⊗ bn) ∈ [0, 1] × R2 ⊗ R3 tel que H(ξn) = H(ξn, tn, an ⊗ bn). Sans
perdre de ge´ne´ralite´ on peut supposer que tn → t ∈ [0, 1]. De la coercivite´ de h on
de´duit que (3.51) a lieu avec Fn := ξn − tnan ⊗ bn et Gn := ξn + (1 − tn)an ⊗ bn.
Comme dans la preuve du lemme 3.23, on distingue deux cas.
Cas t ∈]0, 1[. En utilisant les meˆmes arguments que dans la preuve du lemme 3.23,
on obtient Gn − Fn = an ⊗ bn → a⊗ b avec a ∈ R2 et b ∈ R3, d’ou`, comme H est
continue, limn→+∞H(ξn) = limn→+∞H(ξn, tn, an ⊗ bn) = H(ξ, t, a⊗ b) ≥ H(ξ).
Cas t = 0 ou t = 1. Supposons que t = 1 (le cas t = 0 se traite de la meˆme
fac¸on). On a alors tn ≥ β > 0 pour tout n ≥ 1. Par (3.51) on a Gn → G avec
G ∈M3×2 et (1− tn)Fn → 0 (car p > 1 et tn → 1). Comme (1− tn)Fn+ tnGn = ξn
pour tout n ≥ 1, il suit que G = limn→+∞(1 − tn)Fn + tnGn = limn→+∞ ξn =
ξ, d’ou` limn→+∞ tnh(Gn) = h(ξ) puisque h est continue. Or (1 − tn)h(Fn) =
H(ξn, tn, an ⊗ bn) − tnh(Gn) pour tout n ≥ 1, donc limn→+∞(1 − tn)h(Fn) =
limn→+∞H(ξn)−h(ξ) ≤ 0 (car limn→+∞H(ξn) ≤ h(ξ) puisqueH(ξn) ≤ h(ξn) pour
tout n ≥ 1). D’autre part, utilisant la coercivite´ de h, on voit que (1− tn)h(Fn) ≥
C(1 − tn)|Fn|p pour tout n ≥ 1 avec C > 0, donc limn→+∞(1 − tn)h(Fn) ≥
C limn→+∞(1− tn)|Fn|p = 0. Ainsi, limn→+∞(1− tn)h(Fn) = 0 et par conse´quent
limn→+∞H(ξn) = h(ξ) ≥ H(ξ).
Montrons queH est coercive. Par la coercivite´ de h on aH(ξ) ≥ C inf{(1−t)|ξ−ta⊗
b|p+t|ξ+(1−t)a⊗b|p : (t, a⊗b) ∈ [0, 1]×R2⊗R3} pour tout ξ ∈ M3×2 avec C > 0.
Or (1−t)|ξ−ta⊗b|p+t|ξ+(1−t)a⊗b|p ≥ |(1−t)(ξ−ta⊗b)+t(ξ+(1−t)a⊗b)|p = |ξ|p,
d’ou` H(ξ) ≥ C|ξ|p pour tout ξ ∈ M3×2. 
Par le lemme 3.4, W0 = R0W0 est continue et coercive, et si RqW0 est continue et
coercive alors, par le lemme 3.24 avec h = RqW0, Rq+1W0 l’est aussi. D’ou` RqW0
est continue et coercive pour tout q ≥ 0 et, en particulier, (3.41) a lieu.
Comme rang(ξj) = 2, par (3.3) on a W0(ξj) < +∞, d’ou` Ri+1W0(ξj) < +∞
puisque Ri+1W0 ≤W0, et (3.42) suit en utilisant le lemme 3.23 avec h = RiW0. 
3.3.7. De´monstration du lemme 3.21. Puisqu’une fonction rang-1 convexe finie est
continue, il suffit de prouver le premier point du lemme 3.21. Pour cela, on va
de´montrer le the´ore`me plus ge´ne´ral suivant duˆ a` Ben Belgacem (voir [15]). (Dans
ce qui suit N ≤ m et, e´tant donne´ F ∈ Mm×N , on note 0 ≤ v1(F ) ≤ · · · ≤ vN (F )
les valeurs singulie`res de F , i.e., les valeurs propres de
√
FTF ∈ MN×N , et on pose
v(F ) :=
∏N
i=1 vi(F ).)
The´ore`me 3.25. Si W : Mm×N → [0,+∞] satisfait la condition suivante
il existe α, β > 0 tels que pour tout F ∈ Mm×N ,(3.52)
si v(F ) ≥ α alors W (F ) ≤ β(1 + |F |p),
alors RW satisfait (2.3).
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De´monstration. Sans perdre de ge´ne´ralite´ on peut supposer que α ≥ 1. Il est clair
que RW (F ) ≤ β(1 + |F |p) pour tout F ∈ Mm×N tel que v(F ) ≥ α. Conside´rons
donc F ∈ Mm×N tel que v(F ) < α. Soient P ∈ O(m) tel que F = PJU , ou`
U :=
√
FTF et J = (Jij) ∈ Mm×N avec Jij = 0 si i 6= j et Jii = 1, et Q ∈ SO(N)
tel que U = QTdiag(v1(F ), · · · , vN (F ))Q (voir par exemple [34, §7.3 p. 411] pour
plus de de´tails sur une telle de´composition de F ). Alors :
⋄ F = PJQTdiag(v1(F ), · · · , vN (F ))Q ;
⋄ |F |2 =∑Ni=1 v2i (F ).
Comme v(F ) < α, il existe 1 ≤ i1 ≤ · · · ≤ ik ≤ N avec k ∈ {1, · · · , N} tels que
vi1(F ) < α, · · · , vik(F ) < α (et vi(F ) ≥ α pour tout i 6∈ {i1, · · · , ik}). Pour chaque
j ∈ {1, · · · , k}, conside´rons tj ∈]0, 1[ tel que vij (F ) = (1− tj)(−α) + tjα. Alors
diag(v1(F ), · · · , vi1(F ), · · · , vN (F )) = (1− t1)diag(v1(F ), · · · ,−α, · · · , vN (F ))
+ t1diag(v1(F ), · · · , α, · · · , vN (F )),
donc F = (1− t1)F−1 + t1F+1 avec :
⋄ F−1 := PJQTdiag(v1(F ), · · · ,−α, · · · , vN (F ))Q ;
⋄ F+1 := PJQTdiag(v1(F ), · · · , α, · · · , vN (F ))Q ;
⋄ rang(F−1 − F+1 ) = 1.
On a aussi
diag(v1(F ), · · · ,−α, · · · , vi2(F ), · · · , vN (F )) = (1− t2)diag(v1(F ), · · · ,−α,
· · · ,−α, · · · , vN (F )) + t2diag(v1(F ), · · · ,−α, · · · , α, · · · , vN (F )),
donc F−1 = (1− t2)F−,−2 + t2F−,+2 avec :
⋄ F−,−2 := PJQTdiag(v1(F ), · · · ,−α, · · · ,−α, · · · , vN (F ))Q ;
⋄ F−,+2 := PJQTdiag(v1(F ), · · · ,−α, · · · , α, · · · , vN (F ))Q ;
⋄ rang(F−,−2 − F−,+2 ) = 1.
De la meˆme fac¸on on a F+1 = (1− t2)F+,−2 + t2F+,+2 avec :
⋄ F+,−2 := PJQTdiag(v1(F ), · · · , α, · · · ,−α, · · · , vN (F ))Q ;
⋄ F+,+2 := PJQTdiag(v1(F ), · · · , α, · · · , α, · · · , vN (F ))Q ;
⋄ rang(F+,−2 − F+,+2 ) = 1.
Continuant ainsi on obtient une suite finie {F σj }σ∈Sjj∈{1,··· ,k} ⊂Mm×N , ou` Sj de´signe
la classe de toutes les applications σ : {1, · · · , j} → {−,+}, telle que :
⋄ F σj = PJQTdiag(v1(F ), · · · , σ(1)α, · · · , σ(j)α, · · · , vN (F )) pour tout j ∈
{1, · · · , k} et tout σ ∈ Sj ;
⋄ pour chaque j ∈ {1, · · · , k} et chaque σ, σ′ ∈ Sj , si σ(j) 6= σ′(j) et σ(l) =
σ′(l) pour tout l ∈ {1, · · · , j − 1} alors rang(F σj − F σ
′
j ) = 1 ;
⋄ F = (1− t1)F σ1 + t1F σ
′
1 pour tout σ, σ
′ ∈ S1 tels que σ(1) 6= σ′(1) ;
⋄ pour chaque j ∈ {1, · · · , k} et chaque σ ∈ Sj , F σj = (1 − tj+1)F σ
′
j+1 +
tj+1F
σ′′
j+1 pour tout σ
′, σ′′ ∈ Sj+1 tels que σ′(l) = σ′′(l) = σ(l) pour tout
l ∈ {1, · · · , j} et σ′(j + 1) 6= σ′′(j + 1).
Il suit que :
⋄ RW (F ) ≤ RW (F σ1 )+RW (F σ
′
1 ) pour tout σ, σ
′ ∈ S1 tels que σ(1) 6= σ′(1) ;
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⋄ pour chaque j ∈ {1, · · · , k} et chaque σ ∈ Sj , RW (F σj ) ≤ RW (F σ
′
j+1) +
RW (F σ′′j+1) pour tout σ′, σ′′ ∈ Sj+1 tels que σ′(l) = σ′′(l) = σ(l) pour tout
l ∈ {1, · · · , j} et σ′(j + 1) 6= σ′′(j + 1).
D’ou`
RW (F ) ≤
∑
σ∈Sk
RW (F σk ).
De plus, on a v(F σk ) = |det(diag(v1(F ), · · · , σ(1)α, · · · , σ(k)α, · · · , vN (F )))| =
αk
∏
i6∈{i1,···ik}
vi(F ) pour tout σ ∈ Sk. Donc, pour chaque σ ∈ Sk, v(F σk ) ≥
αN ≥ α. Utilisant (3.52) on de´duit que
RW (F ) ≤
∑
σ∈Sk
β(1 + |F σk |p).
Or, pour tout σ ∈ Sk, |F σk |2 = |diag(v1(F ), · · · , σ(1)α, · · · , σ(k)α, · · · , vN (F ))|2 =
kα2 +
∑
i6∈{i1,··· ,ik}
v2i (F ) ≤ Nα2 + |F |2, d’ou`
RW (F ) ≤
∑
σ∈Sk
β
(
1 + 2
p
2 (N
p
2αp + |F |p)) ≤ c(1 + |F |p)
avec c = 2Nβ(1 + 2
p
2N
p
2αp), ce qui donne le re´sultat. 
Utilisant le the´ore`me 3.25 avec W = W0, m = 3 et N = 2 et remarquant que
v(ξ) = |ξ1 ∧ ξ2| pour tout ξ = (ξ1 | ξ2) ∈ M3×2, on obtient le premier point du
lemme 3.21. 
Remarque 3.26. On peut ge´ne´raliser le corollaire 2.22 comme suit.
Corollaire 3.27. Si W : Mm×N → [0,+∞] satisfait la condition suivante
pour tout δ > 0 il existe cδ > 0 tel que pour tout F ∈ Mm×N ,(3.53)
si v(F ) ≥ δ alors W (F ) ≤ cδ(1 + |F |p),
alors (1.11) a lieu avec W = QW = ZW .
De´monstration. La seule difficulte´ est de prouver que si W satisfait (3.53) alors
ZW est finie. (Pour cela, on pourra s’inspirer de l’e´tape 1 de la de´monstration
du the´ore`me 2.20.) On fait ensuite le meˆme raisonnement que dans la preuve du
corollaire 2.22 en remarquant que (3.53) implique (3.52). 
4. Deux the´ore`mes d’approximation
4.1. The´ore`me de Gromov-Eliashberg. En 1971, Gromov et Eliashberg ont
de´montre´ le the´ore`me suivant (voir [30, Theorem 1.3.4B], voir aussi [29, Theorem
B′1 p. 20]).
The´ore`me 4.1. Soient m > N ≥ 1 et M une varie´te´ compacte de dimension N
qui peut eˆtre immerge´e dans Rm. Alors, pour chaque fonction C1-diffe´rentiable ψ
de M dans Rm il existe une suite {ψn}n de C1-immersions de M dans Rm telle
que ψn → ψ dans W 1,p(M ;Rm).
Dans notre contexte (m = 3, N = 2 et M = Σ) on a
The´ore`me 4.1-bis. Pour chaque ψ ∈ C1(Σ;R3) il existe {ψn}n≥1 ⊂ C1∗ (Σ;R3)
tel que ψn → ψ dans W 1,p(Σ;R3).
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(Pour une preuve du the´ore`me 4.1-bis voir §4.1.1-4.1.3.) Le re´sultat suivant a e´te´
e´nonce´ par Ben Belgacem (voir [15, p. 137-138], voir aussi [43, Proposition 3.1.7
p. 100]). Pour la de´finition de Affregc (R
2;R3), Affreg(Σ;R3) et Affregli (Σ;R
3) voir
§4.1.4.
Proposition 4.2. Pour chaque ψ ∈ C1∗ (Σ;R3) il existe {ψn}n≥1 ⊂ Affregli (Σ;R3)
tel que ψn → ψ dans W 1,∞(Σ;R3).
De´monstration. Soit ψ ∈ C1∗(Σ;R3) avec ψ = ψˆ⌊Σ ou` ψˆ ∈ C1∗(R2;R3). Par le
the´ore`me 4.15 il existe {ψn}n≥1 ⊂ Affreg(Σ;R3) tel que ψn → ψ dans W 1,∞(Σ;R3).
Par de´finition, pour chaque n ≥ 1, ψn = ψˆn⌊Σ avec ψˆn ∈ Affregc (R2;R3).
Fixons x0 ∈ Σ et montrons que ψˆn est localement injective en x0 a` partir d’un
certain rang. D’abord, puisque ψˆ ∈ C∞∗ (R2;R3) il existe c0 > 0 tel que
(4.1)
∣∣∇ψˆ(x0)v∣∣ ≥ c0|v| pour tout v ∈ R2.
Conside´rons deux entiers k > 2c0 et n ≥ nk avec nk ∈ N tel que
(4.2)
∥∥∇ψˆn −∇ψˆ∥∥L∞(Σ;M3×2) ≤ 12k .
Comme ∇ψˆ est continue en x0 il existe δ > 0 tel que
(4.3)
∣∣∇ψˆ(z)−∇ψˆ(x0)∣∣ ≤ 1
2k
pour tout z ∈ Bδ(x0).
E´tant donne´s x, y ∈ Bδ(x0), du the´ore`me de la moyenne on de´duit que∣∣ψˆ(x)− ψˆ(y)−∇ψˆ(x0)(x− y)∣∣ ≤ |x− y| sup
z∈[x,y]
∣∣∇ψˆ(z)−∇ψˆ(x0)∣∣
(voir [25, (8.6.2) p. 164]), donc
(4.4)
∣∣ψˆ(x)− ψˆ(y)−∇ψˆ(x0)(x − y)∣∣ ≤ 1
2k
|x− y|
par (4.3). De (4.2) on de´duit que ψˆn − ψˆ est Lipschitzienne de rapport 12k sur Σ
(voir [26, Corollaire 2.4 p. 288]), donc∣∣ψˆn(x)− ψˆn(y)∣∣ ≥ ∣∣ψˆ(x)− ψˆ(y)∣∣− 1
2k
|x− y|.
Mais par (4.1) et (4.4) on a∣∣ψˆ(x) − ψˆ(y)∣∣ ≥ ∣∣∇ψˆ(x0)(x − y)∣∣− ∣∣ψˆ(x)− ψˆ(y)−∇ψˆ(x0)(x − y)∣∣
≥ c0|x− y| − 1
2k
|x− y|,
d’ou` |ψˆn(x) − ψˆn(y)| ≥ (c0 − 1k )|x − y| ≥ c02 |x − y|, ce qui montre que ψˆn est
localement injective en x0 de`s que n ≥ nk. 
Le re´sultat suivant est une conse´quence du the´ore`me 4.1-bis.
The´ore`me 4.3. Affregli (Σ;R
3) est fortement dense dans W 1,p(Σ;R3).
De´monstration. Il suffit d’utiliser le fait que C1(Σ;R3) est fortement dense dans
W 1,p(Σ;R3) avec le the´ore`me 4.1-bis et la proposition 4.2. 
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4.1.1. Pre´liminaires pour la de´monstration du the´ore`me 4.1-bis. (Pour la preuve
du the´ore`me 4.1-bis voir §4.1.2.) La de´finition suivante est duˆ a` Whitney [44] (voir
aussi [30]).
De´finition 4.4. On dit que h ∈ C∞(R2;R2) est typique (ou stable ou encore
ge´ne´rique) si les conditions suivantes sont satisfaites :
⋄ {x ∈ R2 : dim Ker∇h(x) = 2} = ∅ ;
⋄ l’ensemble S := {x ∈ R2 : dim Ker∇h(x) = 1} est une sous-varie´te´ ferme´e
de dimension 1 telle que S = S0 ∪ S1, ou` S0 est un sous-ensemble discret
et S1 est une sous-varie´te´ de dimension 1 donne´s par
S0 :=
{
x ∈ R2 : Ker∇h(x) = TxS
}
et S1 :=
{
x ∈ R2 : Ker∇h(x) + TxS = R2
}
,
ou` TxS est l’espace tangent a` S en x.
On note C∞typ(R
2;R2) l’ensemble des applications typiques.
Remarque 4.5. En fait, S0 correspond aux singularite´s de type fronce et S1 aux
singularite´s de type pli (voir [44]).
Le lemme suivant est un cas particulier du the´ore`me de densite´ de Whitney (voir
[24, The´ore`me IV.8.4 p. 128], voir aussi[28, Chapter IV §2 p. 145])
Lemme 4.6. L’ensemble C∞typ(R
2;R2) est dense dans C∞(R2;R2) pour la topologie
de la convergence uniforme de toutes les de´rive´es.
On pose C∞typ(Σ;R
2) l’ensemble des restrictions a` Σ des applications de C∞typ(R
2;R2),
i.e.,
C∞typ(Σ;R
2) :=
{
h⌊Σ: h ∈ C∞typ(R2;R2)
}
.
Le re´sultat suivant (qui sera utilise´ dans la de´monstration du the´ore`me 4.1-bis) est
une conse´quence imme´diate du lemme 4.6.
Corollaire 4.7. L’ensemble C∞typ(Σ;R
2) est dense dans C∞(Σ;R2).
Dans ce qui suit, on aura besoin de la de´finition suivante (pour plus de de´tails sur
le concept de transversalite´ voir [28]).
De´finition 4.8. Soient S ⊂ Σ une sous-varie´te´ et L ∈ C(S;R2). On dit que L est
transversal a` S et on note L ⋔ S si pour chaque x ∈ S,
L(x) /∈ TxS, i.e., L(x)R+ TxS = R2.
Pour g ∈ C∞(Σ) et h = (h1, h2) ∈ C∞(Σ;R2), on note g ⊕ h ∈ C∞(Σ;R3) un
assemblage quelconque de g et h, i.e., g⊕h = (g, h) ou g⊕h = (h1, g, h2) ou encore
g ⊕ h = (h, g). Les deux lemmes suivants ainsi que la proposition 4.11 ci-dessous
seront utilise´s dans la de´monstration du the´ore`me 4.1-bis.
Lemme 4.9. Soient K ⊂ Σ un compact, g ∈ C∞(Σ) et h ∈ C∞(Σ;R2) tels que
(4.5) K ⊂
{
x ∈ R2 : dimKer∇h(x) ≥ 1
}
et g ⊕ h ∈ C∞∗ (Σ;R3).
Alors, il existe L ∈ C(K;R2) tel que
∇h(x)L(x) = 0 et ∇g(x)L(x) = 1 pour tout x ∈ K.
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De´monstration. Pour chaque x ∈ K, on conside`re vx ∈ Ker∇h(x) ∩ S1 (avec S1 :=
{v ∈ R2 : |v| = 1}) et on de´finit L : K → R2 par
L(x) :=
vx
∇g(x)vx .
(Noter que ∇g(x)vx 6= 0 pour tout x ∈ K graˆce a` (4.5).) Il est facile de voir que
∇h(x)L(x) = 0 et ∇g(x)L(x) = 1 pour tout x ∈ K. D’autre part, il est clair que
⋄
{
v
∇g(x)v : (x, v) ∈ K × S1
}
est compact
et, par (4.5), on a
⋄ v∇g(x)v = vx∇g(x)vx pour tout v ∈ Ker∇h(x) ∩ S1 et tout x ∈ K.
Donc, e´tant donne´s x ∈ K et {xn}n≥1 ⊂ K tels que xn → x, il est aise´ de voir que
L(x) est l’unique valeur d’adhe´rence de {L(xn)}n≥1, d’ou` L est continue. 
Lemme 4.10. Soient g ∈ C∞(Σ), {hn}n≥1 ⊂ C∞(Σ;R2) et h ∈ C∞(Σ;R2) tels
que
∇hn → ∇h uniforme´ment dans Σ et g ⊕ h ∈ C∞∗ (Σ;R3).
Alors, il existe n0 ≥ 1 tel que g ⊕ hn ∈ C∞∗ (Σ;R3) pour tout n ≥ n0.
De´monstration. En effet, supposons qu’il existe {xn}n≥1 ⊂ Σ tel que Ker∇(g ⊕
hn)(xn) 6= {0} pour tout n ≥ 1. Pour chaque n ≥ 1, on conside`re Ln ∈ Ker∇(g ⊕
hn)(xn) ∩ S1. Alors, pour chaque n ≥ 1,
|∇(g ⊕ h)(xn)Ln| ≤ |∇(g ⊕ hn)(xn)−∇(g ⊕ h)(xn)||Ln|+ |∇(g ⊕ hn)(xn)Ln|
≤ ‖∇(g ⊕ hn)−∇(g ⊕ h)‖∞ ≤ ‖∇hn −∇h‖∞.
Comme S1 est compact et ∇(g ⊕ h) est continue on en de´duit qu’il existe x ∈ Σ et
L ∈ S1 tels que ∇(g⊕h)(x)L = 0 ce qui impossible puisque g⊕h ∈ C∞∗ (Σ;R3). 
Proposition 4.11. Soient f ∈ C∞(Σ), S ⊂ Σ une sous-varie´te´ compacte de di-
mension 1 avec S = S0 ∪ S1, ou` S0 est un sous-ensemble discret et S1 est une
sous-varie´te´ de dimension 1, et L ∈ C(S;R2) tels que L ⋔ S0 et L ⋔ S1. Alors, il
existe {fn}n≥1 ⊂ C∞(Σ) tel que{
lim
n→+∞
‖fn − f‖W 1,p(Σ) = 0
∇fn(x)L(x) > 0 pour tout x ∈ S et tout n ≥ 1.
(Pour une preuve de la proposition 4.11 voir §4.1.3.)
4.1.2. De´monstration du the´ore`me 4.1-bis. On suit la preuve de [30] (avec les sim-
plifications qui s’imposent dans notre cas) qui consiste a` e´liminer les singularite´s
en exploitant la syme´trie de la relation (diffe´rentielle) d’immersion sous certaines
transformations de l’espace d’arrive´e. Pour un expose´ de la me´thode d’e´limination
des singularite´s voir [29, Part 2].
Comme C∞(Σ;R3) est dense dans C1(Σ;R3) pour la topologie de la convergence
uniforme de toutes les de´rive´es, on peut supposer que ψ = (ψ1, ψ2, ψ3) ∈ C∞(Σ;R3).
E´tape 1. Soit h ∈ C∞(Σ;R2) de´finie par h(x) := (h2(x), h3(x)) = (x2, ψ3(x)). Par
le corollaire 4.7 il existe {hk}k≥1 ⊂ C∞typ(Σ;R2) avec hk = (hk2 , hk3) tel que
(4.6) hk → h et ∇hk → ∇h uniforme´ment dans Σ.
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E´tape 2. On pose ψk := (x1, h
k) = x1 ⊕ hk. On a x1 ⊕ h ∈ C∞∗ (Σ;R3), donc,
en tenant compte de (4.6), le lemme 4.10 implique qu’il existe k0 ≥ 1 tel que
ψk ∈ C∞∗ (Σ;R3) pour tout k ≥ k0.
Soit k ≥ k0. On note Sk la sous-varie´te´ compacte de dimension 1 associe´ a` hk (voir
la de´finition 4.4). Par le lemme 4.9 il existe Lk ∈ C(Sk;R2) tel que
Ker∇hk(x) = Lk(x)R et Lk(x) 6= 0 pour tout x ∈ Sk.
Donc Lk ⋔ S0k et L
k ⋔ S1k.
E´tape 3. Par la proposition 4.11 il existe {hk,l1 }l≥1 ⊂ C∞(Σ) tel que :
lim
l→+∞
‖hk,l1 − ψ1‖W 1,p(Σ) = 0 pour tout k ≥ k0 ;(4.7)
∇hk,l1 (x)Lk(x) > 0 pour tout x ∈ Sk et tout l ≥ 1.(4.8)
On pose ψk,l := (hk,l1 , h
k). Par de´finition de Sk, on a Ker∇hk(x) = {0} pour
tout x ∈ Σ \ Sk. D’autre part, e´tant donne´s x ∈ Sk et v ∈ Ker∇ψk,l(x) =
Ker∇hk,l1 (x) ∩Ker∇hk(x), si v 6= 0 alors v = λkxLk(x) pour un certain λkx ∈ R∗, ce
qui contredit (4.8). Ainsi, on a
(4.9) ψk,l ∈ C∞∗ (Σ;R3) pour tout l ≥ 1 et tout k ≥ k0.
Maintenant on re´pe`te les trois e´tapes pre´ce´dentes en prenant hk,l a` la place de x2
et hk3 a` la place de ψ3. Fixons k ≥ k0 et l ≥ 1.
E´tape 3.1. Soit hk,l ∈ C∞(Σ;R2) de´finie par hk,l(x) := (hk,l1 (x), hk3(x)). Par le
corollaire 4.7 il existe {hk,l,m}m≥1 ⊂ C∞typ(Σ;R2) avec hk,l,m = (hk,l,m1 , hk,m3 ) tel
que
(4.10) hk,l,m → hk,l et ∇hk,l,m → ∇hk,l uniforme´ment dans Σ.
E´tape 3.2. On pose ψk,l,m := (hk,l,m1 , h
k
2 , h
k,m
3 ) = h
k
2 ⊕ hk,l,m. Prenant en compte
(4.10) et (4.9), du lemme 4.10 on de´duit qu’il existe mk,l ≥ 1 tel que ψk,l,m ∈
C∞∗ (Σ;R
3) pour tout m ≥ mk,l.
Soit m ≥ mk,l. Comme dans l’e´tape 2, on note Sk,l,m la sous-varie´te´ compacte
de dimension 1 associe´e a` hk,l,m et, de la meˆme fac¸on, par le lemme 4.9 il existe
Lk,l,m ∈ C(Sk,l,m;R2) tel que Lk,l,m ⋔ S0k,l,m et Lk,l,m ⋔ S1k,l,m.
E´tape 3.3. Par la proposition 4.11 il existe {hk,l,m,n2 }n≥1 ⊂ C∞(Σ) tel que :
lim
n→+∞
‖hk,l,m,n2 − ψ2‖W 1,p(Σ) = 0 ;(4.11)
∇hk,l,m,n2 (x)Lk,l,m(x) > 0 pour tout x ∈ Sk,l,m et tout n ≥ 1.(4.12)
On pose ψk,l,m,n := (hk,l,m1 , h
k,l,m,n
2 , h
k,m
3 ). Comme dans l’e´tape 3, graˆce a` (4.12)
on peut montrer que
ψk,l,m,n ∈ C∞∗ (Σ;R3) pour tous k ≥ k0, l ≥ 1,m ≥ mk,l et n ≥ 1.
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E´tape 4. Pour chaque k ≥ k0, l ≥ 1,m ≥ mk,l et n ≥ 1, on a
‖ψk,l,m,n − ψ‖W 1,p(Σ;R3) ≤ ‖ψk,l,m,n − (hk,l,m1 , ψ2, hk,m3 )‖W 1,p(Σ;R3)
+‖(hk,l,m1 , ψ2, hk,m3 )− (hk,l1 , ψ2, hk3)‖W 1,p(Σ;R3)
+‖(hk,l1 , ψ2, hk3)− (ψ1, ψ2, hk3)‖W 1,p(Σ;R3)
+‖(ψ1, ψ2, hk3)− ψ‖W 1,p(Σ;R3).
En utilisant successivement (4.11), (4.10), (4.7) et (4.6), i.e., en faisant successive-
ment n→ +∞, m→ +∞, l → +∞ et k → +∞, on obtient
lim
k→+∞
lim
l→+∞
lim
m→+∞
lim
n→+∞
‖ψk,l,m,n − ψ‖W 1,p(Σ;R3) = 0,
et le re´sultat suit par diagonalisation. 
4.1.3. De´monstration de la proposition 4.11. On commence par prouver le lemme
suivant.
Lemme 4.12. Soient f ∈ C∞(Σ), S ⊂ Σ et L ∈ C(S;R2) comme dans la propo-
sition 4.11.
(a) Il existe f0 ∈ C∞(Σ) et un voisinage ouvert V(S0) ⊂ S de S0 tels que{
f0 − f = 0 sur S0
∇f0(x)L(x) > 0 pour tout x ∈ V(S0).
(b) S’il existe un voisinage ouvert V(S0) ⊂ S de S0 tel que ∇f(·)L(·)⌊V(S0)> 0,
alors il existe f1 ∈ C∞(Σ) tel que{
f1 − f = 0 sur S
∇f1(x)L(x) > 0 pour tout x ∈ S.
De´monstration. Soit f̂ ∈ C∞(R2) tel que f̂⌊Σ= f .
(a) Comme S0 ⊂ S est discret, on a
S0 = {a0, a1, · · · } = ∪
i∈N
{ai},
ou` les ai sont des points isole´s. Soit une famille {Bi}i∈N de boules de centre ai deux
a` deux disjointes. Pour chaque i ∈ N, on conside`re une boule B′i ⊂ Bi de meˆme
centre et on de´finit {ϕi}i∈N ⊂ C∞c (R2; [0, 1]) par
ϕi(x) :=
{
1 si x ∈ B′i
0 si x ∈ R2 \Bi.
Comme L ⋔ S0 on a L(ai) = (L1(a
i), L2(a
i)) 6= 0 pour tout i ∈ N. Soient I1 :=
{i ∈ N : L1(ai) 6= 0}, I2 := N \ I1 et f̂0 ∈ C∞(R2) donne´e par
f̂0(x) :=

f̂(x) +
∑
i∈I1
kiϕi(x)(x1 − ai1) si x ∈ ∪i∈I1Bi
f̂(x) +
∑
i∈I2
kiϕi(x)(x2 − ai2) si x ∈ ∪i∈I2Bi
f̂(x) sinon
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avec
ki :=

∣∣∣ 1−∇bf(ai)L(ai)L1(ai) ∣∣∣ si L1(ai) > 0 et i ∈ I1
−
∣∣∣1−∇ bf(ai)L(ai)L1(ai) ∣∣∣ si L1(ai) < 0 et i ∈ I1∣∣∣ 1−∇bf(ai)L(ai)L2(ai) ∣∣∣ si L2(ai) > 0 et i ∈ I2
−
∣∣∣1−∇ bf(ai)L(ai)L2(ai) ∣∣∣ si L2(ai) < 0 et i ∈ I2.
Alors, f̂0(ai) = f̂(ai) et ∇f̂0(ai)L(ai) ≥ 1 pour tout i ∈ N. Comme ∇f̂0(·)L(·) est
continue, il suit que pour chaque i ∈ N, il existe ρi > 0 tel que ∇f̂0(x)L(x) > 0
pour tout x ∈ Bρi(ai) ∩ S, ou` Bρi(ai) est la boule ouverte de centre ai et de rayon
ρi. On obtient (a) en posant f
0 := f̂0⌊Σ∈ C∞(Σ) et V(S0) := ∪i∈NBρi(ai) ∩ S.
(b) Pour chaque x ∈ S1, il existe une boule ouverte Bx ⊂ R2 de centre x et un
diffe´omorphisme φx = (φx1 , φ
x
2) : Bx → R2 tel que φx(Bx∩S1) = φx(Bx)∩(R×{0})
et on fait en sorte que Bx ∩ S1 soit connexe.
Comme φx2⌊Bx∩S1= 0, L ⋔ S1 et φx est un diffe´omorphisme, on a ∇φx2(y)L(y) 6= 0
pour tout y ∈ Bx ∩ S1. En effet, on peut remarquer que ∇φx2(y)v = 0 pour tout
v ∈ TyS1 et tout y ∈ Bx ∩ S1. Soit y ∈ Bx ∩ S1, si ∇φx2(y)L(y) = 0 alors on
aurait Ker∇φx2 (y) = L(y)R+TyS1 qui serait de dimension 2 puisque L ⋔ S1 ce qui
contredirait le fait que φx est un diffe´omorphisme. Maintenant puisque Bx∩S1 est
connexe et que Bx ∩ S1 ∋ y 7→ ∇φx2 (y)L(y) est continue, alors ∇φx2(·)L(·)⌊Bx∩S1
est de signe constant.
Soit une boule ouverte Qx de centre x tel que Qx ⊂ Bx. On pose
(4.13) kx :=
supy∈Qx∩S1
|1−∇ bf(y)L(y)|
|∇φx2 (y)L(y)|
si ∇φx2(·)L(·)⌊Bx∩S1> 0
− supy∈Qx∩S1
|1−∇bf(y)L(y)|
|∇φx2 (y)L(y)|
si ∇φx2(·)L(·)⌊Bx∩S1< 0,
et on de´finit f̂1x := f̂ + kxφ
x
2 . Par (4.13) on a
(4.14) f̂1x(y) = f̂(y) et ∇f̂1x(y)L(y) = ∇f̂(y)L(y) + kx∇φx2 (y)L(y) ≥ 1
pour tout y ∈ Qx ∩ S1. La famille {Qx}x∈S1\V(S0) est un recouvrement d’ouverts
de S1 \ V(S0) = S \ V(S0) qui est compact. On conside`re un sous-recouvrement
fini {Qxi}i∈{1,··· ,s} et un voisinage ouvert U(S0) ⊃ V(S0) dans Σ, i.e.,
S ⊂ s∪
i=1
Qxi ∪ U(S0).
Soient ϕ0, ϕ1, . . . , ϕs, ϕs+1 ∈ C∞(R2; [0, 1]) telles que :
⋄ ϕ0(x) = 0 dans un voisinage V(S) ⊂ Σ de S ;
⋄ ϕi(x) = 0 dans R2 \Qxi pour tout i ∈ {1, . . . , s} ;
⋄ ϕs+1(x) = 0 dans R2 \ U(S0) ;
⋄ ∑s+1i=0 ϕi(x) = 1 dans R2.
On de´finit f̂1 := ϕ0f̂ +
∑s
i=1 ϕif̂
1
xi + ϕs+1f̂ ∈ C∞(R2) qui satisfait f̂1 = f̂ sur S.
Alors, en utilisant (4.14), on obtient
∇f̂1(x)L(x) ≥

s∑
i=1
ϕi(x) = 1 > 0 si x ∈ S \ U(S0)
min
{
1,∇f̂(x)L(x)} > 0 si x ∈ V(S0),
et (b) suit en posant f1 := f̂1⌊Σ∈ C∞(Σ). 
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Le lemme suivant est une conse´quence du the´ore`me de synthe`se spectral [32, The-
orem 5] (voir aussi [31]). Pour une preuve dans le cas ou` K est une sous-varie´te´
compacte de dimension 1 voir [30].
Lemme 4.13. Soient K ⊂ Σ compact et α ∈ C∞(Σ) tels que α⌊K = 0. Alors, il
existe une suite {ωn}n≥1 ⊂ C∞c (Σ) et une suite de voisinages {Vn}n≥1 de K telles
que pour chaque n ≥ 1, {
ωn = 1 sur Vn
‖ωnα‖W 1,p(Σ) < 1n .
Le re´sultat suivant se de´duit du lemme 4.12 et du lemme 4.13.
Lemme 4.14. Soient f ∈ C∞(Σ), S ⊂ Σ et L ∈ C(Σ;R2) comme dans la proposi-
tion 4.11.
(a) Il existe un voisinage ouvert V(S0) ⊂ S de S0 et {fm,0}m≥1 ⊂ C∞(Σ) tels
que{
lim
m→+∞
‖fm,0 − f‖W 1,p(Σ) = 0
∇fm,0(x)L(x) > 0 pour tout x ∈ V(S0) et tout m ≥ 1.
(b) S’il existe un voisinage ouvert V(S0) ⊂ S de S0 tel que ∇f(·)L(·)⌊V(S0)> 0,
alors il existe {fn,1}n≥1 ⊂ C∞(Σ) tel que{
lim
n→+∞
‖fn,1 − f‖W 1,p(Σ) = 0
∇fn,1(x)L(x) > 0 pour tout x ∈ S et tout n ≥ 1.
De´monstration. En utilisant le lemme 4.13 avec K = S et le lemme 4.12 on pose
fm,0 := f + ωm(f
0 − f) pour tout m ≥ 1 qui satisfait (a). En utilisant les lemmes
4.13 et 4.12 on pose fn,1 := f + ωn(f
1 − f) pour tout n ≥ 1 qui satisfait (b). 
En combinant (a) et (b) du lemme 4.14 on obtient {fn,m,0,1}n,m≥1 ⊂ C∞(Σ) tel
que {
lim
m→+∞
lim
n→+∞
‖fn,m,0,1 − f‖W 1,p(Σ) = 0
∇fn,m,0,1(x)L(x) > 0 pour tout x ∈ S et tous n,m ≥ 1,
et la proposition 4.11 suit par diagonalisation. 
4.1.4. Fonctions continues et affines par morceaux. Un maillage re´gulier (dans RN )
est une famille finie {Vi}i∈I ⊂ RN de simplexes (triangles si N = 2) ouverts et
disjoints telle que pour chaque i, j ∈ I avec i 6= j, l’intersection Vi ∩ Vj est soit
vide, soit re´duite a` un sommet commun, soit re´duite a` une face (areˆte si N = 2)
commune.
On dit que ψ : V → Rm, avec V un ouvert de RN , est affine si c’est la restriction
a` V d’une fonction affine de RN dans Rm. On note Affregc (R
N ;Rm) l’ensemble
des fonctions continues ψ : RN → Rm pour lesquelles il existe un maillage re´gulier
{Vi}i∈I tel que pour chaque i ∈ I, ψ⌊Vi est affine et ψ = 0 dans RN \∪i∈IV i. E´tant
donne´ un ouvert borne´ Ω ⊂ RN , on de´finit :
Affreg(Ω;Rm) :=
{
ψ⌊Ω: ψ ∈ Affregc (RN ;Rm)
}
;
Affreg0 (Ω;R
m) :=
{
ψ ∈ Affreg(Ω;Rm) : ψ = 0 sur ∂Ω
}
.
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On dit que ψ : RN → Rm est localement injective en x ∈ RN s’il existe ρ > 0 tel
que ψ⌊Bρ(x) est injective, ou` Bρ(x) de´signe la boule ouverte de centre x et rayon ρ.
Si pour tout x ∈ E ⊂ RN , ψ est localement injective en x, on dit ψ est localement
injective sur E. On pose
Affregli (Ω;R
m) :=
{
ψ⌊Ω: Affregc (RN ;Rm) ∋ ψ est localement injective sur Ω
}
.
The´ore`me 4.15. Pour tout p ∈ [1,∞], Affreg(Ω;Rm) est fortement dense dans
W 1,p(Ω;Rm).
De´monstration. Soit ψ ∈ W 1,p(Ω;Rm). Comme C∞(Ω;Rm) est fortement dense
dans W 1,p(Ω;Rm), on peut supposer que ψ ∈ C∞(Ω;Rm). Par de´finition, il existe
ψˆ ∈ C∞c (RN ;Rm) (l’espace des fonctions C∞-diffe´rentiables de RN dans Rm a`
support compact) tel que ψ = ψˆ⌊Ω. Soit Q ⊂ RN un cube ouvert tel que Q ⊃ Ω
et ψˆ = 0 dans RN \ Q. Par interpolation, on peut construire une suite {ψˆn}n ⊂
Affregc (R
N ;Rm) telle que ψˆn = 0 dans R
N \ Q pour tout n ≥ 1 et ψˆn → ψˆ dans
W 1,p(RN ;Rm) (voir [26, §2.1-2.4 p. 285-297]). Posons ψn := ψˆn⌊Ω pour tout n ≥ 1.
Alors, {ψn}n≥1 ⊂ Affreg(Ω;Rm) et ψn → ψ dans W 1,p(Ω;Rm). 
Remarque 4.16. On a Affreg(Ω;Rm) ⊂ Aff(Ω;Rm) avec Aff(Ω;Rm) de´signant l’en-
semble des fonctions continues et affines par morceaux de Ω dans Rm, i.e., ψ ∈
Aff(Ω;Rm) si et seulement si ψ est continue et il existe une famille finie {Vi}i∈I de
sous-ensembles ouverts et disjoints de Ω telle que |Ω \ ∪i∈IVi| = 0 et pour chaque
i ∈ I, |∂Vi| = 0 et ∇ψ(x) = ξi dans Vi avec ξi ∈ Mm×N . Du the´ore`me 4.15 il suit
que Aff(Ω;Rm) est aussi fortement dense dans W 1,p(Ω;Rm) pour tout p ∈ [1,∞].
4.2. The´ore`me de Ben Belgacem-Bennequin. En 1996, Ben Belgacem et Ben-
nequin ont de´montre´ le the´ore`me suivant (voir [15, Lemma 8 p. 114]).
The´ore`me 4.17. Pour chaque ψ ∈ Affregli (Σ;R3) il existe {ψn}n≥1 ⊂ C1(Σ;R3)
tel que :
ψn → ψ dans W 1,p(Σ;R3) ;(4.15)
|∂1ψn(x) ∧ ∂2ψn(x)| ≥ δ pour tout x ∈ Σ et tout n ≥ 1 avec δ > 0.(4.16)
Ben Belgacem et Bennequin ont donne´ une de´monstration tre`s ge´ome´trique de
leur the´ore`me (voir [15] pour plus de de´tails). Nous donnons ici une preuve plus
analytique.
De´monstration. Soit ψ ∈ Affregli (Σ;R3). Par de´finition, il existe ϕ ∈ Affregc (RN ;Rm)
tel que ψ = ϕ⌊Σ et ϕ est localement injective sur Σ. On a donc un maillage re´gulier
{Vi}i∈I dans R2 (pour la de´finition voir §4.1.4) avec Σ ∩ V i 6= ∅ pour tout i ∈ I
tel que Σ ⊂ int(∪i∈IV i), et pour chaque i ∈ I, ϕ⌊Vi est affine. Il suit qu’il existe
δ1 > 0 tel que
|∂1ϕ(x) ∧ ∂2ϕ(x)| ≥ δ1 pour tout x ∈ ∪i∈IVi.(4.17)
On de´finit deux ensembles finis A ⊂ I × I et S ⊂ Σ par :
A :=
{
(i, j) ∈ I × I : V i ∩ V j est re´duit a` une areˆte commune
}
;
S :=
{
x ∈ Σ : il existe i, j ∈ I avec i 6= j tel que V i ∩ V j = {x}
}
.
On nume´rote les e´le´ments de S, i.e., S = {s1, · · · , sq}. On peut montrer le lemme
suivant.
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Lemme 4.18 (lissage des areˆtes). Il existe {U i,jn }(i,j)∈An≥1 et {Okn}k∈{1,··· ,q}n≥1 deux
familles de parties de R2 telles que :
pour chaque n ≥ 1, les U i,jn sont deux a` deux disjoints ;(4.18)
pour chaque n ≥ 1, les Okn sont deux a` deux disjoints ;(4.19)
pour chaque (i, j) ∈ A et chaque n ≥ 1, U i,jn ⊂ int(V i ∪ V j) est un voisi-(4.20)
nage ouvert de int(V i ∩ V j) ;
pour chaque k ∈ {1, · · · , q} et chaque n ≥ 1, Okn est un voisinage ouvert(4.21)
de sk ;
pour chaque (i, j) ∈ A, U i,j1 ⊃ · · · ⊃ U i,jn ⊃ · · · et limn→+∞ |U
i,j
n | = 0 ;(4.22)
pour chaque k ∈ {1, · · · , q}, Ok1 ⊃ · · · ⊃ Okn ⊃ · · · et limn→+∞ |O
k
n| = 0,(4.23)
et {ϕi,jn }(i,j)∈An≥1 une famille de fonctions de R2 dans R3 telle que :
pour chaque (i, j) ∈ A et chaque n ≥ 1, ϕi,jn = ϕ dans (V i ∪ V j) \ U i,jn(4.24)
et ϕi,jn ∈ C(V i ∪ V j ;R3) ∩ C1(int(V i ∪ V j);R3) ;
pour chaque (i, j) ∈ A, sup
n≥1
sup
x∈Ui,jn
(|ϕi,jn (x)|+ |∇ϕi,jn (x)|) < +∞ ;(4.25)
pour chaque (i, j) ∈ A, il existe αi,j > 0 tel que pour tout n ≥ 1 et tout(4.26)
x ∈ U i,jn , |∂1ϕi,jn (x) ∧ ∂2ϕi,jn (x)| ≥ αi,j ;
pour chaque k ∈ {1, · · · , q} et chaque n ≥ 1, ϕˆn = ϕˆ1 dans Okn avec(4.27)
ϕˆn : int(∪i∈IV i)→ R3 de´finie par
ϕˆn(x) :=
{
ϕi,jn (x) si x ∈ U i,jn
ϕ(x) si x ∈ int(∪i∈IV i) \ ∪(i,j)∈AU i,jn
(les fonctions ϕˆn sont bien de´finies graˆce a` (4.18) et (4.24)) ;
pour chaque k ∈ {1, · · · , q} et chaque λ > 0, ϕˆ1(hkλ(x)) = Hkλ(ϕˆ1(x))(4.28)
pour tout x ∈ Ok1 tel que hkλ(x) ∈ Ok1 avec hkλ : R2 → R2 (resp.
Hkλ : R
3 → R3) de´signant l’homothe´tie de centre sk (resp. ϕˆ1(sk)) et
de rapport λ ;
pour chaque k ∈ {1, · · · , q}, ϕˆ1 est localement injective sur Ok1 .(4.29)
(Pour une preuve du lemme 4.18 voir §4.2.1.) De (4.20) et (4.24) il suit que pour
chaque n ≥ 1, ϕˆn ∈ C(int(∪i∈IV i);R3) ∩ C1(int(∪i∈IV i) \ S;R3). De (4.17) et
(4.26) on de´duit que
|∂1ϕˆn(x) ∧ ∂2ϕˆn(x)| ≥ δ2 pour tout n ≥ 1 et tout x ∈ int(∪i∈IV i) \ S(4.30)
avec δ2 := min{δ1,min{αi,j : (i, j) ∈ A}}. De plus, par (4.22) et (4.25) on voit
facilement que
(4.31) ϕˆn → ϕ dans W 1,p(int(∪i∈IV i);R3).
On peut prouver (en utilisant (4.28) et (4.29)) le lemme suivant.
Lemme 4.19 (lissage des sommets). Pour tout k ∈ {1, · · · , q}, il existe une C1-
immersion ϕˆk1 : O
k
1 → R3 telle que ϕˆk1 = ϕˆ1 dans Ok1 \ Bk1 , ou` Bk1 est un voisinage
ouvert de sk tel que B
k
1 ⊂ Ok1 .
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(Pour une preuve du lemme 4.19 voir §4.2.2.) On pose Bkλ := hkλ(Bk1 ) pour tout
k ∈ {1, · · · , q} et tout λ > 0. Prenant en compte (4.21) et (4.23), il est facile de voir
que pour chaque k ∈ {1, · · · , q}, il existe une suite {λkn}n≥1 ⊂]0, 1] telle que λk1 = 1,
limn→+∞ λ
k
n = 0 et B
k
λkn
⊂ Okn pour tout n ≥ 1. Pour chaque k ∈ {1, · · · , q} et
chaque n ≥ 1, on de´finit ϕˆkn ∈ C1(Okn;R3) par
ϕˆkn(x) := H
k
λkn
(
ϕˆk1(h
k
1/λkn
(x))
)
.
Alors ϕˆkn = ϕˆn dans O
k
n \Bkλkn (puisque si x ∈ O
k
n \Bkλkn alors h
k
1/λkn
(x) ∈ Ok1 \Bk1 ,
donc ϕˆk1(h
k
1/λkn
(x)) = ϕˆ1(h
k
1/λkn
(x)) d’apre`s le lemme 4.19, d’ou` ϕˆk1(h
k
1/λkn
(x)) =
Hk1/λkn
(ϕˆ1(x)) par (4.28) et on obtient ϕˆ
k
n(x) = ϕˆn(x) en utilisant (4.27)). Pour
chaque n ≥ 1, on peut ainsi de´finir ϕn ∈ C1(int(∪i∈IV i);R3) par
ϕn(x) :=
{
ϕˆkn(x) si x ∈ Bkλkn
ϕˆn(x) si x ∈ int(∪i∈IV i) \ ∪qk=1Bkλkn .
(Les fonctions ϕn sont bien de´finies graˆce a` (4.21).) D’apre`s lemme 4.19, ϕˆ
k
1 est
une C1-immersion, donc pour chaque k ∈ {1, · · · , q}, il existe βk > 0 tel que
|∂1ϕˆk1(y) ∧ ∂2ϕˆk1(y)| ≥ βk pour tout y ∈ B
k
1 . De plus, on a
pour chaque k ∈ {1, · · · , q}, chaque n ≥ 1 et chaque x ∈ Bkλkn ,(4.32)
∇ϕˆkn(x) = ∇ϕˆk1(y) avec y = hk1/λkn(x) ∈ B
k
1 ,
(donc |∂1ϕˆkn(y) ∧ ∂2ϕˆkn(y)| ≥ βk pour tout n ≥ 1 et tout x ∈ B
k
λkn
). Prenant en
compte (4.30), il suit que
(4.33) |∂1ϕn(x) ∧ ∂2ϕn(x)| ≥ δ pour tout n ≥ 1 et tout x ∈ int(∪i∈IV i)
avec δ := min{δ2,min{βk : k ∈ {1, · · · , q}} (δ ne de´pend pas de n). D’autre part,
pour chaque k ∈ {1, · · · , q}, sup
y∈B
k
1
(|ϕˆk1(y)|+ |∇ϕˆk1(y)|) < +∞, donc
sup
n≥1
sup
x∈B
k
λkn
(|ϕˆkn(x)|+ |∇ϕˆkn(x)|) < +∞ pour tout k ∈ {1, · · · , q}(4.34)
graˆce a` (4.32). Utilisant (4.34), (4.23) et (4.31) on de´duit que
(4.35) ϕn → ϕ dans W 1,p(int(∪i∈IV i);R3).
On de´finit {ψn}n≥1 ⊂ C1(Σ;R3) par ψn := ϕn⌊Σ. Alors la suite {ψn}n≥1 satis-
fait (4.15) et (4.16) (puisque trivialement (4.35) implique (4.15) et (4.33) implique
(4.16)). 
4.2.1. De´monstration du lemme 4.18. E´tant donne´ (i, j) ∈ A, on a
ϕ(x) =
{
ξix+ ai si x ∈ V i
ξjx+ aj si x ∈ V j .
avec ξi, ξj ∈ M3×2 (rang(ξi) = rang(ξj) = 2) et ai, aj ∈ R2. On note θi,j ∈ R2 le
milieu de l’areˆte V i ∩ V j . Alors
ϕ(x) =
{
ξix
i,j + ξiθ
i,j + ai si x ∈ V i
ξjx
i,j + ξjθ
i,j + aj si x ∈ V j .
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avec xi,j := x− θi,j = (xi,j1 , xi,j2 ), ou` (xi,j1 , xi,j2 ) sont les coordonne´es de xi,j dans la
base orthonorme´e (ei,j1 , e
i,j
2 ) avec e
i,j
1 ∈ vect(V i∩V j−θi,j). Comme ϕ est continue,
on a ξi0 + ξiθ
i,j + ai = ξiθ
i,j + ai = ξj0 + ξjθ
i,j + aj = ξjθ
i,j + aj =: b
i,j . Ainsi
ϕ(x) =
{
ξix
i,j + bi,j si x ∈ V i
ξjx
i,j + bi,j si x ∈ V j =
{
xi,j1 ξ
1
i + x
i,j
2 ξ
2
i + b
i,j si x ∈ V i
xi,j1 ξ
1
j + x
i,j
2 ξ
2
j + b
i,j si x ∈ V j
avec ξi = (ξ
1
i | ξ2i ) et ξj = (ξ1j | ξ2j ). Puisque εei,j1 + θi,j ∈ V i ∩ V j pour ε > 0
assez petit, utilisant a` nouveau la continuite´ de ϕ, on de´duit que εξ1i +0ξ
2
i + b
i,j =
ξ1i + b
i,j = εξ1j + 0ξ
2
j + b
i,j = εξ1j + b
i,j , c’est a` dire, ξ1i = ξ
1
j . Finalement, on a
ϕ(x) =
{
xi,j1 ξ
1
i + x
i,j
2 ξ
2
i + b
i,j si x ∈ V i
xi,j1 ξ
1
i + x
i,j
2 ξ
2
j + b
i,j si x ∈ V j .
Comme ϕ est localement injective on a ne´cessairement ξ2j 6∈ vect(ξ1i , ξ2i ). Notons
si,j , si,j ∈ S les extre´mite´s de l’areˆte V i ∩ V j et posons si,j := si,j − θi,j et si,j :=
si,j − θi,j (comme si,j , si,j ∈ V i ∩ V j on a si,j = si,j1 ei,j1 et si,j = si,j1 ei,j1 ). Soit
{f i,jn }n≥1 ⊂ C∞([si,j1 , si,j1 ];R) satisfaisant les proprie´te´s suivantes :
pour chaque n ≥ 1, f i,jn ≤ f i,jn+1, 0 ≤ f i,jn ≤ 1n et f i,jn (si,j1 ) = f i,jn (si,j1 ) = 0,(4.36)
et pour chaque xi,j1 ∈ [si,j1 , si,j1 ], limn→+∞ f
i,j
n (x
i,j
1 ) = 0 ;
il existe {Ii,j,n}n≥1 ⊂ [si,j1 , si,j1 ] (resp. {Ii,j,n}n≥1 ⊂ [si,j1 , si,j1 ]) tel que :(4.37)
⋄ pour chaque n ≥ 1, Ii,j,n (resp. Ii,j,n) est un voisinage ouvert de
si,j1 (resp. s
i,j
1 ), Ii,j,1 ⊃ · · · ⊃ Ii,j,n ⊃ · · · et limn→+∞ |Ii,j,n| = 0
(resp. Ii,j,1 ⊃ · · · ⊃ Ii,j,n ⊃ · · · et lim
n→+∞
|Ii,j,n| = 0) ;
⋄ pour chaque n ≥ 1, f i,jn = f i,j1 sur Ii,j,n (resp. Ii,j,n) ;
⋄ f i,j1 est affine sur Ii,j,n (resp. Ii,j,n) ;
pour chaque n ≥ 1 et chaque xi,j1 ∈ [si,j1 , si,j1 ],
∣∣(f i,jn )′(xi,j1 )∣∣ ≤ 1 ;(4.38)
pour chaque n ≥ 1, U i,jn ⊂ int(V i ∪ V j) avec(4.39)
U i,jn :=
{
(xi,j1 , x
i,j
2 ) + θ
i,j ∈ int(V i ∩ V j) : −f i,jn (xi,j1 ) < xi,j2 < f i,jn (xi,j1 )
}
.
De (4.36) et (4.39) on de´duit (4.20) et (4.22). Comme A est fini et les Vi sont des
triangles, il est possible de choisir les f i,jn de manie`re a` avoir aussi (4.18).
Conside´rons g ∈ C∞([−1, 1];R) donne´e par
g(t) :=
{
e
2(t−1)
t+1 si t ∈]− 1, 1]
0 si t = −1
(g ≥ 0 et supt∈[−1,1] g(t) ≤ 1) et de´finissons ϕi,jn : V i ∪ V j → R3 par
(4.40) ϕi,jn (x) :=
{
ϕ(x) si x ∈ V i ∪ V j \ U i,jn
φi,jn (x) si x ∈ U i,jn
avec φi,jn : U
i,j
n → R3 donne´e par
φi,jn (x) := x
i,j
1 ξ
1
i + f
i,j
n (x
i,j
1 )g
(
xi,j2
f i,jn (x
i,j
1 )
)
ξ2i − f i,jn (xi,j1 )g
(
−xi,j2
f i,jn (x
i,j
1 )
)
ξ2j + b
i,j .
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Posons L := max{Li,j : (i, j) ∈ A}, ou` Li,j est la longueur de l’areˆte V i ∩ V j ,
β := max{|bi,j | : (i, j) ∈ A} et γ := max{|ξi|, |ξj | : (i, j) ∈ A}. Il est facile de voir
que :
pour chaque (i, j) ∈ A, chaque n ≥ 1 et chaque x ∈ ∂U i,jn ,(4.41)
lim
x→x
φi,jn (x) = ϕ(x) ;
pour chaque (i, j) ∈ A, chaque n ≥ 1 et chaque x ∈ U i,jn ,(4.42)
|φi,jn (x)| ≤ (L+ 2 + β)γ.
De plus, on a :
⋄ ∂1φi,jn (x) = ξ1i + (f i,jn )′(xi,j1 )
[
g
(
xi,j2
f i,jn (x
i,j
1 )
)
− x
i,j
2
f i,jn (x
i,j
1 )
h
(
xi,j2
f i,jn (x
i,j
1 )
)]
ξ2i
−(f i,jn )′(xi,j1 )
[
g
(
−xi,j2
f i,jn (x
i,j
1 )
)
+
xi,j2
f i,jn (x
i,j
1 )
h
(
−xi,j2
f i,jn (x
i,j
1 )
)]
ξ2j ;
⋄ ∂2φi,jn (x) = h
(
xi,j2
f i,jn (x
i,j
1 )
)
ξ2i + h
(
−xi,j2
f i,jn (x
i,j
1 )
)
ξ2j
avec h ∈ C∞([−1, 1];R) donne´e par
h(t) :=
{ 4
(t+1)2 g(t) si t ∈]− 1, 1]
0 si t = −1
(h ≥ 0 et supt∈[−1,1] h(t) ≤ 1). D’ou` (utilisant (4.38)) on voit que :
pour chaque (i, j) ∈ A, chaque n ≥ 1 et chaque x ∈ ∂U i,jn \ {si,j , si,j},(4.43)
lim
x→x
∂1φ
i,j
n (x) = ∂1ϕ(x) et lim
x→x
∂2φ
i,j
n (x) = ∂2ϕ(x) ;
pour chaque (i, j) ∈ A, chaque n ≥ 1 et chaque x ∈ U i,jn ,(4.44)
|∂1φi,jn (x)| ≤ 5γ et |∂2φi,jn (x)| ≤ 2γ.
De (4.41) et (4.45) (resp. (4.42) et (4.44)) on de´duit (4.24) (resp. (4.25)).
Posons Mi,j := (ξ
1
i | ξ2i | ξ2j ) ∈M3×3 (Mi,j est inversible puisque ξ2j 6∈ vect(ξ1i , ξ2i )).
Soit (e1, e2, e3) la base canonique de R
3 (alors M−1i,j ξ
1
i = e1, M
−1
i,j ξ
2
i = e2 et
M−1i,j ξ
2
j = e3). Il suit que
pour chaque (i, j) ∈ A, chaque n ≥ 1 et chaque x ∈ U i,jn ,(4.45) ∣∣M−1i,j ∂1φi,jn (x) ∧M−1i,j ∂2φi,jn (x)∣∣2 ≥ h2
(
xi,j2
f i,jn (x
i,j
1 )
)
+ h2
(
−xi,j2
f i,jn (x
i,j
1 )
)
.
Posons U i,j,+n := {x ∈ U i,jn : xi,j2 ≥ 0} et U i,j,−n := {x ∈ U i,jn : xi,j2 ≤ 0} (U i,j =
U i,j,+ ∪ U i,j,−). Remarquant que h(t) ≥ h(0) = e−2 pour tout t ∈ [0, 1] et que
xi,j2
fi,jn (x
i,j
1 )
∈ [0, 1] (resp. −x
i,j
2
fi,jn (x
i,j
1 )
∈ [0, 1]) de`s que x ∈ U i,j,+n (resp. x ∈ U i,j,−n ), de
(4.45) on de´duit que pour chaque (i, j) ∈ A et chaque n ≥ 1, on a :
⋄ |M−1i,j ∂1φi,jn (x) ∧M−1i,j ∂2φi,jn (x)| ≥ e−2 pour tout x ∈ U i,j,+n ;
⋄ |M−1i,j ∂1φi,jn (x) ∧M−1i,j ∂2φi,jn (x)| ≥ e−2 pour tout x ∈ U i,j,−n ,
donc |M−1i,j ∂1φi,jn (x) ∧M−1i,j ∂2φi,jn (x)| ≥ e−2 pour tout (i, j) ∈ A, tout n ≥ 1 et
tout x ∈ U i,jn , et (4.26) suit en utilisant (pour chaque (i, j) ∈ A et chaque n ≥ 1)
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le lemme suivant (en remarquant que {(∂1φi,jn (x), ∂2φi,jn (x)) : x ∈ U i,jn } ⊂ K avec
M =Mi,j , c = 5|M−1i,j |γ et η = e−2).
Lemme 4.20. Soient M ∈ M3×3 une matrice inversible et K ⊂ R3 × R3 (le
compact) donne´ par
K :=
{
(u1, u2) ∈ R3×R3 : max{|M−1u1|, |M−1u2|} ≤ c et |M−1u1∧M−1u2| ≥ η
}
avec c, η > 0. Alors, il existe δ > 0 tel que |u1 ∧ u2| ≥ δ pour tout (u1, u2) ∈ K.
De´monstration du lemme 4.20. Sinon, il existe une suite {(un1 , un2 )} ⊂ K telle que
|un1 ∧ un2 | ≤ 1n pour tout n ≥ 1. Comme K est compact, on a (a` une sous-suite
pre`s) (un1 , u
n
2 ) → (u1, u2) ∈ K, donc limn→+∞ |un1 ∧ un2 | = 0 = |u1 ∧ u2|, i.e., les
vecteurs u1 et u2 sont coline´aires. Il suit que |M−1u1 ∧M−1u2| = 0, ce qui est
impossible. 
Comme si,j et si,j sont des sommets quelconques, on peut noter sk a` la place de
si,j ou si,j et I
k
i,j,n a` la place de Ii,j,n ou Ii,j,n. Prenant en compte le deuxie`me
point de (4.37) on voit que
pour chaque (i, j) ∈ A, chaque k ∈ {1, · · · , q} et chaque n ≥ 1,(4.46)
φi,jn = φ
i,j
1 sur U
k
i,j,navec U
k
i,j,n := {x ∈ U i,jn : xi,j1 ∈ Iki,j,n}.
De plus, graˆce au premier point de (4.37), on a Uki,j,1 ⊃ · · · ⊃ Uki,j,n ⊃ · · · et
limn→+∞ |Uki,j,n| = 0. Il suit que l’on peut construire {Okn}k∈{1,··· ,q}n≥1 satisfaisant
(4.19), (4.21), (4.23) et la condition suivante
pour chaque (i, j) ∈ A, chaque k ∈ {1, · · · , q} et chaque n ≥ 1,(4.47)
Okn ∩ U i,jn = Uki,j,n.
De (4.46) et (4.47) on de´duit (4.27). Utilisant le troisie`me point de (4.37) on obtient
(4.28) et (4.29) (puisque g est injective). 
4.2.2. De´monstration du lemme 4.19. Soit k ∈ {1, · · · , q}. De (4.29) on de´duit qu’il
existe ρ > 0 tel que Dρ(sk) ⊂ Ok1 et ϕˆ1⌊Dρ(sk) est injective, ou` Dρ(sk) de´signe le
disque ferme´ de centre sk et de rayon ρ. Ainsi L := ϕˆ1(∂Dρ(sk)) est une courbe
ferme´e simple de classe C1 (puisque ϕˆ1 est aussi une C
1-immersion sur Ok1 \ {sk}).
Posons Sk := ϕˆ1(sk) (Sk 6∈ L puisque ϕˆ⌊Dρ(sk) est injective) et C := ϕˆ1(Dρ(sk)).
Alors C est le tronc de coˆne de sommet Sk s’appuyant sur la courbe L, i.e.,
(4.48) C = {Hkλ(v) : λ ∈ [0, 1] et v ∈ L},
ou` Hkλ : R
3 → R3 de´signe l’homothe´tie de centre Sk et de rapport λ. (En effet,
y ∈ C si et seulement si y = ϕˆ1(x) avec x ∈ Dρ(sk). De plus, on peut e´crire x
sous la forme x = hkλ(u) avec λ ∈ [0, 1] et u ∈ ∂Dρ(sk), ou` hkλ : R2 → R2 de´signe
l’homothe´tie de centre sk et de rapport λ, donc ϕˆ1(x) = ϕˆ1(h
k
λ(u)). D’autre part,
par (4.28) on a ϕˆ1(h
k
λ(u)) = H
k
λ(v) avec v = ϕˆ1(u) ∈ L, d’ou` (4.48).)
Conside´rons un plan P de R3 tel que Lˆ := P ∩ C est une courbe ferme´e simple
de classe C1 et U ∋ I := D ∩ P , ou` U est l’ouvert borne´ du plan P tel que
∂U = Lˆ et D est la droite orthogonale a` P passant par Sk. Un tel plan existe
car, d’apre`s (4.27), C = ϕ(Dρ(sk) \ ∪(i,j)∈AkU i,j1 ) ∪ ( ∪(i,j)∈Ak ϕi,j1 (U i,j1 )) avec
Ak := {(i, j) ∈ A : sk est une extre´mite´ de l’areˆte V i ∩ V j}. Ge´ome´triquement,
C est le tronc de coˆne ϕ(Dρ(sk)) auquel on a “arrondi” les areˆtes et pour lequel
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il est facile de construire un tel plan puisque ϕ est continue, affine par morceaux
et localement injective en sk. Conside´rons le repe`re orthonorme´ (I, ε1, ε2, ε3) avec
ε3 ∈ D et de´finissons g : U → [0, 1] par
g(y1ε1 + y2ε2) = g(y1, y2) = 〈M(y1, y2), ε3〉,
ou` M(y1, y2) est l’unique point d’intersection entre le coˆne C et la droite paralle`le a`
D passant par (y1, y2, 0). Alors g est continue et C
1-diffe´rentiable sur U \ {(0, 0)}.
Posons Bk1 := ϕˆ
−1
1 (Gr(g)) avec Gr(g) de´signant le graphe de g. Alors B
k
1 est
un voisinage ouvert de sk tel que B
k
1 ⊂ Dρ(sk) ⊂ Ok1 . Soient ϕˆ1,1, ϕˆ1,2 et ϕˆ1,3 les
composantes de ϕˆ1 dans la base orthonorme´e (ε1, ε2, ε3), i.e., ϕˆ1 = ϕˆ1,1ε1+ϕˆ1,2ε2+
ϕˆ1,3ε3. Alors, ϕˆ1,3(x) = g(ϕˆ1,1(x), ϕˆ1,2(x)) pour tout x ∈ Bk1 et (ϕˆ1,1, ϕˆ1,2) est un
C1-diffe´omorphisme de Bk1 sur U . Conside´rons la fonction plateau p ∈ C∞(U ; [0, 1])
donne´e par
p(y1, y2) :=
{
1 si g(y1, y2) ∈ [0, 12 ]
0 si g(y1, y2) ∈ [ 34 , 1]
et de´finissons ϕˆk1 : O
k
1 → R3 par
ϕˆk1(x) :=
{
ϕˆ1,1(x)ε1 + ϕˆ1,2(x)ε2 + p(ϕˆ1,1(x), ϕˆ1,2(x))ϕˆ1,3(x)ε3 si x ∈ Bk1
ϕˆ1(x) si x ∈ Ok1 \Bk1 .
Alors ϕˆk1 est C
1-immersion. 
5. Permutation de l’infimum et de l’inte´grale
5.1. The´ore`me ge´ne´ral. Dans [4] nous avons e´tudie´ la permutation de l’infimum
et de l’inte´grale sous la forme ge´ne´rale suivante. Soient X un espace me´trique
localement compact qui est σ-compact, Y un espace de Banach re´el se´parable, µ une
mesure de Radon positive sur X et f : X×Y → R une inte´grande de Carathe´odory,
i.e., f(x, ζ) est mesurable en x et continue en ζ. Pour H ⊂ Lpµ(X ;Y ), on cherche
sous quelles conditions il existe une multifonction mesurable Γ : X−→−→Y telle que
inf
ϕ∈H
∫
X
f(x, ϕ(x))dµ(x) =
∫
X
inf
ζ∈Γ(x)
f(x, ζ) dµ(x).(5.1)
Posons D(f) :=
{
ϕ : X → Y : ϕ est mesurable et f(·, ϕ(·)) ∈ L1µ(X)
}
. Nous avons
montre´ le the´ore`me suivant (voir [4, Theorem 1.1]).
The´ore`me 5.1. Si H est normalement de´composable, i.e., pour tous ϕ, ϕˆ ∈ H, et
tous K,V ⊂ X avec K compact, V ouvert et K ⊂ V , il existe une fonction continue
θ : X → [0, 1] telle que θ = 0 dans X \V , θ = 1 dans K et θϕ+(1− θ)ϕˆ ∈ H, et si
il existe ϕˆ ∈ H ∩D(f) tel que fˆϕ ∈ L1loc,µ(X) pour tout ϕ ∈ H avec(5.2)
fˆϕ : X → R de´finie par fˆϕ(x) = max
α∈[0,1]
f (x, αϕ(x) + (1 − α)ϕˆ(x)) ,
alors (5.1) a lieu avec Γ donne´ par le µ-essentiel supremum de H, i.e., la plus petite
de toutes les multifonctions mesurables a` valeurs ferme´es Λ : X−→−→Y telle que pour
tout ϕ ∈ H, ϕ(x) ∈ Λ(x) µ-p.p. dans X.
Remarque 5.2. Le the´ore`me 5.1 contient le the´ore`me de permutation “convexe” de
Bouchitte´-Valadier (voir [18, Theorem 1]) dans le cas des inte´grandes de Carathe´o-
dory (voir [4, §5.1]). Bouchitte´ et Valadier ont prouve´ leur the´ore`me de fac¸on directe
sans faire de lien avec les the´ore`mes de permutation “non convexe et non normale-
ment de´composable” de Rockafellar (voir [41, Theorem 3A]) et Hiai-Umegaki (voir
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[33, Theorem 2.2], voir aussi le the´ore`me 5.6). (En fait, le the´ore`me de Rockafellar
implique le the´ore`me de Hiai-Umegaki, mais il n’y avait pas de lien entre le the´ore`me
de Hiai-Umegaki et celui de Bouchitte´-Valadier.) Dans [4], nous avons de´montre´
le the´ore`me 5.1 (et donc celui de Bouchitte´-Valadier) a` partir des the´ore`mes de
permutation et de de´composabilite´ (voir [33, Theorem 3.1], voir aussi le the´ore`me
5.5) de Hiai-Umegaki. Dans notre contexte, on a donc
the´ore`me R.⇒ the´ore`me H.-U.⇒ the´ore`me 5.1⇒ the´ore`me B.-V.
(voir [4, §2]).
Remarque 5.3. Les espaces Lpµ(X ;Y ), C(X ;Y ) (espace des fonctions continues de
X dans Y ), Cc(X ;Y ) (espace des fonctions continues a` support compact de X dans
Y ), Ck(X ;Y ) (espace des fonctions Ck-diffe´rentiables de X dans Y ) et Ckc (X ;Y )
(espace des fonctions Ck-diffe´rentiables a` support compact de X dans Y ) sont nor-
malement de´composables. Plus ge´ne´ralement, si Γ : X−→−→Y est une multifonction
a` valeurs convexes et si E est un ensemble normalement de´composable de fonctions
mesurables de X dans Y , alors {ϕ ∈ E : ϕ(x) ∈ Γ(x) µ-p.p. dans X} est nor-
malement de´composable. D’autre part, e´tant donne´ un ensemble U de fonctions
mesurables de X dans [0, 1], on dit qu’un ensemble H de fonctions mesurables de X
dans Y est U-de´composable si θϕ+(1− θ)ϕˆ ∈ H pour tous ϕ, ϕˆ ∈ H et tout θ ∈ U .
Les ensembles U-de´composables avec U contenant Cc(X ; [0, 1]) ou Ckc (X ; [0, 1]) sont
normalement de´composables (voir [4, Proposition 3.1(1)]).
Remarque 5.4. On peut repre´senter le µ-essentiel supremum Γ : X−→−→Y d’un en-
semble H de fonctions mesurables de X dans Y comme suit (voir [18, §2.2]).
⋄ Si H ⊂ Lpµ(X ;Y ) alors il existe un ensemble de´nombrable D ⊂ H tel que
Γ(x) = adh{ϕ(x) : ϕ ∈ D} µ-p.p. dans X , ou` adh de´signe l’adhe´rence dans
Y .
⋄ Si H ⊂ Cc(X ;Y ) alors Γ(x) = adh{ϕ(x) : ϕ ∈ H} µ-p.p. dans X .
Sche´ma de de´monstration du the´ore`me 5.1. Soient Γ : X−→−→Y le µ-essentiel supre-
mum de H et adhp(H) l’adhe´rence de H dans Lpµ(X ;Y ). On montre d’abord que
sous (5.2), on a
(5.3) inf
ϕ∈H
∫
X
f(x, ϕ(x))dµ(x) = inf
ϕ∈adhp(H)
∫
X
f(x, ϕ(x))dµ(x)
(voir [4, Proposition 4.2]). On prouve ensuite que puisque H est normalement
de´composable, adhp(H) est X (Ω)-de´composable, i.e., θϕ + (1 − θ)ϕˆ ∈ adhp(H)
pour tous ϕ, ϕˆ ∈ adhp(H) et tout θ ∈ X (Ω) := {1E : E ⊂ X, E mesurable} avec
1E de´signant la fonction caracte´ristique de E (voir [4, Proposition 4.1(1)]). On
conside`re alors les deux the´ore`mes suivants de´montre´s par Hiai et Umegaki (voir
[33, Theorem 3.1 et Theorem 2.2]).
The´ore`me 5.5. Un ensemble ferme´ non vide L ⊂ Lpµ(X ;Y ) est X (Ω)-de´composa-
ble si et seulement si il existe une multifonction mesurable a` valeurs ferme´es
non vides Λ : X−→−→Y telle que L = Lpµ(X ; Λ) :=
{
ϕ ∈ Lpµ(X ;Y ) : ϕ(x) ∈
Λ(x) µ-p.p. dans X
}
.
The´ore`me 5.6. Si Λ : X−→−→Y est une multifonction mesurable a` valeurs ferme´es
non vides alors
(5.4) inf
ϕ∈Lpµ(X;Λ)
∫
X
f(x, ϕ(x))dµ(x) =
∫
X
inf
ζ∈Λ(x)
f(x, ζ)dµ(x).
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Du the´ore`me 5.5 on de´duit que adhp(H) = Lpµ(X ; Λ) avec Λ : X−→−→Y une multi-
fonction mesurable a` valeurs ferme´es non vides. Comme Γ(x) = adh{ϕ(x) : ϕ ∈ D}
µ-p.p. dans X avec D un sous-ensemble de´nombrable de H (voir la remarque 5.4)
et H ⊂ adhp(H), on a Γ(x) ⊂ Λ(x) µ-p.p. dans X , donc Lpµ(X ; Γ) ⊂ adhp(H).
D’autre part, si ϕ ∈ adhp(H) alors il existe {ϕn}n≥1 ⊂ H tel que ϕn(x) → ϕ(x)
µ-p.p. dans X . Or ϕn(x) ∈ Γ(x) µ-p.p. dans X pour tout n ≥ 1 (par de´finition du
µ-essentiel du supremum), donc ϕ(x) ∈ Γ(x) µ-p.p. dans X puisque Γ est a` valeurs
ferme´es, d’ou` adhp(H) ⊂ Lpµ(X ; Γ). Il suit que adhp(H) = Lpµ(X ; Λ) = Lpµ(X ; Γ).
Ainsi, utilisant le the´ore`me 5.6, on a (5.4) avec Lpµ(X ; Λ) = adhp(H) et Λ = Γ que
l’on combine avec (5.3) pour obtenir (5.1). 
5.2. Une version continue du the´ore`me de Hiai-Umegaki. Rappelons d’abord
la de´finition suivante (voir [10] pour plus de de´tails).
De´finition 5.7. On dit que Λ : X−→−→Y est une multifonction sci si pour chaque
ferme´ F ⊂ X , chaque x ∈ X et chaque {xn}n≥1 ⊂ X tels que xn → x et Λ(xn) ⊂ F
pour tout n ≥ 1, on a Λ(x) ⊂ F .
Le the´ore`me suivant est une conse´quence du the´ore`me 5.1 (voir [4, Corollary 5.4]).
The´ore`me 5.8. Soit Σ ⊂ RN un ouvert borne´. Supposons que :
f : Σ× Rm → [0,+∞] est une inte´grande de Carathe´odory ;(5.5)
Γ : Σ−→−→R
m est une multifonction sci a` valeurs convexes ferme´es non vides ;(5.6) ∫
Σ
max
α∈[0,1]
f(x, αϕ(x) + (1− α)ϕˆ(x))dx < +∞ pour tous ϕ, ϕˆ ∈ C(Σ; Γ)(5.7)
(avec C(Σ; Γ) :=
{
ϕ ∈ C(Σ;Rm) : ϕ(x) ∈ Γ(x) p.p. dans Σ} ou` C(Σ;Rm) de´signe
l’espace des fonctions continues de Σ dans Rm). Alors
inf
ϕ∈C(Σ;Γ)
∫
Ω
f(x, ϕ(x))dx =
∫
Σ
inf
ζ∈Γ(x)
f(x, ζ)dx.
De´monstration. On applique le the´ore`me 5.1 avec X = Σ, Y = Rm, f : Σ×Rm →
[0,+∞] (qui est une inte´grande de Carathe´odory d’apre`s (5.5)) et H = C(Σ; Γ)
(qui est normalement de´composable puisque d’apre`s (5.6) Γ est a` valeurs convexes).
Comme (par (5.6)) Γ est sci a` valeurs convexes ferme´es non vides, on a C(Σ; Γ) 6= ∅
par le the´ore`me suivant (de se´lection continue de Michael, voir [38]).
The´ore`me 5.9. Si Λ : X−→−→Y est une multifonction sci a` valeurs convexes ferme´es
non vides alors Λ(x) = {ϕ(x) : ϕ ∈ C(X ; Λ)} pour tout x ∈ X. (En particulier,
C(X ; Λ) 6= ∅.)
D’ou` (5.2) se de´duit de (5.7). Donc, la seule chose a` prouver est que
(5.8) Γ(x) = Γˆ(x) p.p. dans Σ,
ou` Γˆ de´signe l’essentiel supremum (par rapport a` la mesure de Lebesgue) de C(Σ; Γ).
D’apre`s le premier point de la remarque 5.4, il existe un ensemble de´nombrable
D ⊂ C(Σ; Γ) tel que Γˆ(x) = adh{ϕ(x) : ϕ ∈ D} p.p. dans Σ. Donc Γˆ(x) ⊂ Γ(x) p.p.
dans Σ. D’autre part, (par le the´ore`me 5.9) on a Γ(x) = {ϕ(x) : ϕ ∈ C(Σ;Rm)}
pour tout x ∈ Σ. De plus, comme Σ est compact on a Γˆ(x) = adh{ϕ(x) : ϕ ∈
C(Σ;Rm)} d’apre`s la deuxie`me point de la remarque 5.4, donc Γ(x) ⊂ Γˆ(x) p.p.
dans Σ, et (5.8) suit. 
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Remarque 5.10. On peut facilement e´tendre le the´ore`me 5.8 comme suit.
The´ore`me 5.11. Soient Σ ⊂ RN un ouvert borne´ et Λ : Σ−→−→Rm une multifonction.
Sous (5.5) s’il existe une suite {Γn}n≥1 de multifonctions sci de Σ dans Rm a`
valeurs convexes ferme´es non vides telle que
Γ1(x) ⊂ Γ2(x) ⊂ Γ3(x) ⊂ · · · ⊂ ∪n≥1Γn(x) = Λ(x) pour tout x ∈ Σ
et si pour chaque n ≥ 1 on a (5.7) avec Γ = Γn alors
inf
ϕ∈C(Σ;Λ)
∫
Ω
f(x, ϕ(x))dx =
∫
Σ
inf
ζ∈Λ(x)
f(x, ζ)dx.
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