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E-mail address: lori@jhu.eduIncreasingly ﬁne spatial resolution in numerical models of brittle materials promises to improve predic-
tion and characterization of dynamic failure in these materials. However, as the resolution of these
numerical models begins to approach the material micro-scale, the associated discretization requires a
deﬁnitive connection to the microstructure. In many cases a numerical model (e.g., a ﬁnite element mesh)
that explicitly resolves each ﬂaw within the material is not feasible for macro-scale analyses. As an alter-
native, each element can be treated as a meso-scale continuum with constitutive properties that reﬂect
the characteristics of the underlying microstructure. Small scale elements will exhibit random variations
in the constitutive properties as a result of the random variations in the number and types of ﬂaws and
the ﬂaw sizes contained within each element. The present paper proposes a technique for assigning prob-
ability distributions to these element properties, which can be thought of as the meso-scale constitutive
properties. In particular, the strain-rate dependent compressive uniaxial strength of a ceramic is modeled
using a two-dimensional analytical model developed by Paliwal and Ramesh (2008). The effect on the
probability distribution of meso-scale (or element-level) strength from ﬂaw density, ﬂaw size distribu-
tion, ﬂaw clustering, and strain rate are studied. Higher strain rates, more ﬂaw clustering, and decreasing
element size all contribute to greater scatter in uniaxial compressive strength. Variations in ﬂaw size
increase the scatter in the strength more for low strain rate loadings and less clustered microstructures.
The results provide interesting comparisons to the classical assumption of a two-parameter Weibull-dis-
tributed strength, showing that a three-parameter Weibull distribution and even a lognormal distribu-
tion ﬁt better with the simulated strength data.
 2010 Elsevier Ltd. All rights reserved.1. Introduction
Failure of brittle materials under dynamic loadings is an impor-
tant component of understanding the effect of impact loading on
critical structural systems. Examples include blast loading on con-
crete structures or ceramic armor, and explosive loading on rocks
during mining. Recent experimental and theoretical work (Bhat-
tacharya et al., 1998; Huang and Subhash, 2003; Nemat-Nasser
and Deng, 1994; Paliwal et al., 2006, 2008; Paliwal and Ramesh,
2008; Zhou and Molinari, 2004) have increased the understanding
of the effect of strain rate on failure in brittle materials. In partic-
ular, a modeling approach was developed by Paliwal and Ramesh
(2008) that enables estimation of the strain-rate dependent consti-
tutive behavior of brittle materials under uniaxial loading. The
models show good qualitative agreement with Kolsky bar experi-
ments on ceramic materials; however, the model is not capable
of capturing the localization of failure that occurs in these materi-ll rights reserved.als. In order to capture this localization in a structural scale model,
it is necessary to develop a multi-scale approach.
In a hierarchical multi-scale model, information is passed
sequentially from micro- (or even nano-) scale models, through a
meso-scale, and up to the structural scale. The classical approach
to such multi-scale models is to use micromechanics to develop
a single set of homogenized constitutive properties, and then to ap-
ply these properties to the macro-scale model. This approach has
proven very successful for predicting displacements and average
stresses in elastic structures, elastoplastic structures and struc-
tures with other mild nonlinearities. It is much less successful,
however, when considering failure, particularly in brittle materials
in which failure occurs in an instantaneously catastrophic manner.
An example of this may be found in Matous et al. (2008), in which a
multi-scale model for heterogeneous adhesive layers is developed
that accounts for local variability in the microstructure of the
adhesive.
Brannon et al. (2007) show that numerical models of dynamic
failure in brittle materials can exhibit idiosyncratic mesh depen-
dencies, leading to predictions that are more dependent on numer-
ical discretization than on physical reality. They achieved much
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mesh random meso-scale (or element scale) ﬂuctuations in the
constitutive properties. While generally successful, this approach
currently applies the random ﬂuctuations on a somewhat ad hoc
basis, applying a Weibull model of strength. This approach lacks
a direct connection to the physical microstructure in that local re-
gion of the material. The model could be made more robust by
developing a physically reasonable method for assigning probabil-
ity distributions to these random ﬂuctuations. In other words, the
random element-level ﬂuctuations in the material properties must
properly reﬂect ﬂuctuations in the element microstructure. This
work attempts to address this meso-scale link by considering the
variability of the constitutive properties from one meso-scale re-
gion (or element) to another.
In order to develop this meso-scale link between the micro-
scale and the element scale, ﬁrst one requires a sense of what as-
pects of the microstructure lead to variations in the constitutive
properties. First and foremost, the strength and/or softening of
brittle materials are driven by ﬂaws (Vekinis et al., 1991), which
may consist of pre-existing cracks, of grain boundaries, of crystal
defects, of soft or hard inclusions, or of pores. The ﬂaws occur at
random locations in the microstructure and their size and shape
are generally random. Experimental observations from ultrasound,
digital image characterization and X-ray tomography are begin-
ning to shed light on the average ﬂaw density and/or average ﬂaw
size distribution in ceramic materials (e.g., Demirbas et al., 2008;
Brennan et al., 2008). Such observations are useful for identifying
the global density of ﬂaws or the global distribution of ﬂaw sizes;
however, they do not provide information about local meso-scale
ﬂuctuations in these quantities.
Zhou and Molinari (2004) address brittle materials with ran-
domly occurring ﬂaws using cohesive elements. They study the ef-
fect of ﬂaw size distribution, strain rate, and ﬁnite element size on
the tensile strength predicted by ﬁnite elements. For the given
sample size that corresponds to the ﬁnite element model, this work
applies a cohesive zone model that explicitly represents the micro-
structure in order to predict variability of strength. Results of that
work show that high strain rates lead to increased variability of
tensile strength and that the mean value of tensile strength is af-
fected more by ﬂaw size distribution at low rates than at high
rates.
The present work applies a moving-window approach (Gra-
ham-Brady et al., 2003) to connect the global ﬂaw density, global
ﬂaw size distribution, and measures of ﬂaw clustering to the local
meso-scale scatter in ﬂaw density, ﬂaw size distribution, and uni-
axial compressive strength. In particular, the works studies the
assumption of Weibull-distributed strength and the effect of the
meso-scale window size on the variability of strength. The micro-
mechanical basis for the analysis is the model developed by Pali-
wal and Ramesh (2008), which calculates the strain-rate
dependent constitutive relationship in ceramic materials with rec-
tilinear slits, given a crack growth law, ﬂaw density, and ﬂaw size
distributions.
The basic framework for the analysis is shown in Fig. 1. The left-
hand side of this ﬁgure illustrates the traditional approach, in
which the global average descriptors of the microstructure are ap-
plied to the numerical model to develop a single macro-scale con-
stitutive relationship. The right-hand side of this ﬁgure illustrates
the meso-scale analysis. Rather than applying the globally aver-
aged ﬂaw density and ﬂaw size distribution, the large scale micro-
structure is broken into N meso-scale windows, or regions. The
ﬂaw density and the ﬂaw size distribution within each region are
measured and applied to the micromechanics model to predict a
suite of N plausible constitutive relationships at the meso-scale.
These N constitutive relationships serve as the basis for estimating
the probabilistic descriptors of the random constitutive properties.The suite of N strength values generated through the approach
described in Fig. 1 serves as a basis for identifying the general
applicability of the Weibull distribution to the results of this mod-
el. The Weibull cumulative density function is given by (Weibull,
1939, 1951):
FðrÞ ¼ 1 exp  r ru
a
 m 
ð1Þ
where a is the scale parameter or the normalizing stress, ru is the
location parameter that is a threshold stress below which the prob-
ability of failure is assumed to be zero, and m is the shape parame-
ter known as the Weibull modulus. The Weibull modulus provides a
measure of scatter. The variance of the Weibull distribution de-
creases as m increases. To be conservative, a typical assumption is
that the lower threshold on stress ru is equal to 0, reducing the
Weibull distribution from a three-parameter to a two-parameter
distribution:
FðrÞ ¼ 1 exp  r
a
 m 
ð2Þ
Typically, the size effect in ceramics is accounted for using the fol-
lowing modiﬁed version of Eq. (1):
Fðr;VÞ ¼ 1 exp  V
V0
r ru
r0
 m 
ð3Þ
where V0 is a normalizing volume and r0 is the characteristic
strength value. Assuming this form of the Weibull distribution,
the Weibull modulus is not affected by the size of the sample and
is therefore viewed as a material property. In fact, there is growing
experimental evidence that the Weibull modulus is not a material
property, and this assumption will be examined here in more depth,
in the context of a numerical model of brittle failure.
The applicability of the Weibull distribution to ceramic strength
has been debated for some time in the literatures (Trustrum et al.,
1979; Afferrante et al., 2006; Danzer et al., 2007; Todinov, 2009).
The use of the Weibull model of strength depends on some basic
assumptions: ﬂaws are sparsely distributed and therefore do not
interact, a specimen fails if any ﬂaw initiates fracture (weakest link
assumption), and the ﬂaw size distribution is unimodal (Danzer
et al., 2007). Even when these assumptions are satisﬁed, it has been
shown that under certain circumstances the Weibull model may
not accurately predict the probability of failure (Todinov, 2009).
Furthermore, these assumptions do not necessarily apply to cera-
mic materials under high strain rate compressive loading. Under
high strain rates, cracks initiate and grow from a number of ﬂaws
during damage; therefore, a single critical ﬂaw does not drive fail-
ure. The interaction between ﬂaws is therefore more critical at
these high strain rates. Because the model used in this work ac-
counts for some level of interaction between ﬂaws and the dam-
aged medium surrounding ﬂaws, the predicted strengths provide
an opportunity to assess the applicability of the Weibull distribu-
tion to uniaxial compressive strength at varying strain rates.
In this paper, the model addresses only a material with rectilin-
ear slit-like cracks, under uniaxial compressive loading and plane
stress conditions. A full three-dimensional strain-rate dependent
constitutive law is required for any larger scale ﬁnite element anal-
ysis. However, the analysis of general trends in the uniaxial consti-
tutive properties provided here are expected to be representative
of trends for the full constitutive properties. In Section 2, the
microstructural considerations are outlined and discussed in more
depth. Section 2.1 focuses on ﬂaw locations and the effect of ﬂaw
clustering. An analytical expression for the mean and variance of
local ﬂaw density in a Neyman clustered microstructure is derived
and compared to simulation-based results. Section 2.2 describes
the ﬂaw size distribution, and Section 2.3 discusses ﬂaw shapes.
Macro-scale (average) flaw 
density & flaw size distribution
Sample 1 meso-scale flaw 
density & flaw size distribution
Sample N meso-scale flaw 
density & flaw size distribution
…
…
N meso-scale regions of 
full microstructure Full microstructure
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(Paliwal & Ramesh)
Macro-scale (average) 
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Fig. 1. Framework for analyzing meso-scale constitutive properties of materials. (Left) Flaw density and ﬂaw size distribution are averaged for a large (macro-scale) material
sample and yield a single uniaxial constitutive relationship. (Right) Flaw density and ﬂaw size distribution vary between meso-scale regions of the material, leading to
multiple constitutive relationships. Statistics of constitutive properties are estimated from the N meso-scale sample properties.
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with an extension of the model to a fully static loading condition.
The approach for simulating the sample meso-scale constitutive
descriptors is given in Section 4, and Section 5 provides results
from an example material.2. Microstructural considerations
Flaws arise in ceramic microstructures from a number of fac-
tors, many of which relate to the processing route of the materials.
A few examples of such ﬂaws are inclusions, grain boundaries,
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Fig. 3. Coefﬁcient of variation of the random ﬂaw density within a ﬁnite sampling
region, as a function of the region area and for varying levels of clustering. 100%
Parent ﬂaws refers to the unclustered microstructure, while decreasing percentages
of parent ﬂaws indicate an increase in ﬂaw clustering. Dots indicate the results from
Monte Carlo simulation.
L. Graham-Brady / International Journal of Solids and Structures 47 (2010) 2398–2413 2401pores, and pre-existing micro-cracks. The microstructure of such
materials is characterized by these ﬂaws, which are described by
their spatial locations, sizes, shapes, and elastic properties. The
present work focuses on the special case of rectilinear slits, which
are assumed to represent approximately the micro-crack and/or
grain boundary type of ﬂaw. The rectilinear slits are described by
their spatial location, length, and orientation. Each of these three
descriptors of the ﬂaws is discussed in more detail in the following
subsections.
2.1. Random ﬂaw locations
Randomness in ﬂaw locations naturally leads to spatial ﬂuctua-
tions in ﬂaw density. In this section, analytical models and simula-
tion-based results are used to identify the variability in ﬂaw
density between samples of a given area size. This variability is af-
fected by the level of clustering in the microstructure; therefore,
approaches for both clustered and unclustered microstructures
are provided.
2.1.1. Unclustered ﬂaws: Poisson process
If we assume that the locations of individual ﬂaws are com-
pletely independent of the locations of other ﬂaws, then we can
model the microstructure as a Poisson process. A typical sample
microstructure described by a Poisson process is shown in Fig. 2,
in which each point corresponds to a simulated ﬂaw location. Note
that this microstructure is physically characterized as unclustered.
Using the assumption of a Poisson process, the number of ﬂaws
contained in a given area A is described as a Poisson random vari-
able, with parameter kA, where k is the average area ﬂaw density.
The mean number of ﬂaws within area A is therefore kA, corre-
sponding to a mean ﬂaw density /:
e½/ ¼ k ð4Þ
The variance of the number of ﬂaws within area A is kA, correspond-
ing to a variance in the ﬂaw density:
Var½/ ¼ k
A
ð5Þ
Therefore, the coefﬁcient of variation, or the standard deviation di-
vided by the mean, of the ﬂaw density is 1=
ﬃﬃﬃﬃﬃ
kA
p
. The coefﬁcient of
variation of ﬂaw density, as a function of sample size, for an average
ﬂaw density of 107/m2 is shown by the dot-dash line in Fig. 3 (cor-
responding to the 100% parent ﬂaws labeling in the legend). As the
sample size goes to inﬁnity, the coefﬁcient of variation of the ﬂaw
density goes to zero. In other words, for inﬁnite sample sizes the
ﬂaw density / equals the average area ﬂaw density k. As the sampleFig. 2. Flaw locations in an unclustered microstructure (a Poisson process).size approaches zero, the coefﬁcient of variation of the ﬂaw density
/ goes to inﬁnity. In other words, if the sample size is inﬁnitesi-
mally small, the ﬂaw density is either approximately inﬁnity (if a
ﬂaw appears within the inﬁnitesimal area) or zero (if no ﬂaws ap-
pear within that inﬁnitesimal area), leading to an inﬁnite coefﬁcient
of variation in ﬂaw density. Note that the other curves in Fig. 3 cor-
respond to clustered microstructures, which will be described in the
next subsection.
The microstructure characterized by a Poisson process lacks any
clustering of the ﬂaws. In reality, we may expect that processing of
a ceramic material could lead to some levels of ﬂaw clustering. For
example, the presence of a single impurity prior to processing may
lead to multiple inclusions within an area around that impurity,
arising from chemical reactions between the impurity and the sur-
rounding materials. In the next section, a simple model for intro-
ducing ﬂaw clustering is described, so that an understanding of
the effect of ﬂaw clustering can be better understood.2.1.2. Clustered ﬂaws: two-parameter center-satellite model
Much of the early work on clustering phenomena focuses on
representing the spatial distribution of organisms. Perhaps the ear-
liest work was developed by Neyman (1939), who modeled the
random locations of larvae using what he called ‘‘contagious” dis-
tributions. Based on this work, a distribution referred to as the
two-parameter Neyman Type A distribution has been applied to
many biological systems. The basic concept is that there exists a
series of centers located in space that follow a Poisson process.
Around each center, there exists a random number of satellites,
and the number of satellites corresponding to all centers are inde-
pendent identically distributed random variables. The probability
density function that dictates the location of the satellites is only
a function of the distance between a point and the center point.
The simplest such model assumes that the satellites are contained
within a circular area of a given radius Rc around the center point,
and that the locations of the satellites within this circular area fol-
Rc 
Rs 
D
Rc+Rs 
Fig. 5. Sample area As (in light gray) with radius Rs, overlapping with No = 4 cluster
areas of radius Rc. No is the number of cluster centers a distance less than Rs + Rc
from the center of the sample area As. The amount of overlap between the sample
area and any one cluster area is a random variable, which is a function of the
random distance D between the area centers.
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area are equally likely locations for a satellite.
When viewed in terms of generating ﬂaws in a microstructure,
we view the center points as the location of ‘‘parent” ﬂaws and the
satellite points as the locations of ‘‘children” ﬂaws. A sample
microstructure is generated as follows:
1. Deﬁne the input parameters: ﬂaw density (number of ﬂaws/
unit area) k, total area of the microstructure Lx  Ly, fraction of
ﬂaws that are parent ﬂaws ‘, and cluster area Ac ¼ pR2c .
2. Generate a sample number of parent ﬂaws appearing in the
microstructure, which is a Poisson random variable with
parameter ‘kLxLy.
3. Generate the x- and y-coordinates of the parent ﬂaws, which are
independent uniform distributed random variables, U(0,Lx) and
U(0,Ly).
4. For each parent ﬂaw, calculate the total number of children
ﬂaws, which is a Poisson random variable with parameter
(1  ‘)/‘.
(a) For each child ﬂaw, generate a sample location relative to
the center ﬂaw x  U(Rc,Rc),y  U(Rc,Rc).
(b) Check that x2 þ y2 < R2c (in other words ensure that the ﬂaw
falls within a circle of radius Rc around the parent ﬂaw). If it
does, then move to next child ﬂaw. If it does not, repeat part
(a).
Following this algorithm, sample microstructures were calcu-
lated for samples of size 1 mm  1 mm, cluster radius 0.05 mm,
and ﬂaw density of 105/mm2, with varying percentages of parent
ﬂaws (see Fig. 4). As the percentage of parent ﬂaws decreases,
the level of clustering increases. The case of 100% parent ﬂaws cor-
responds to the unclustered microstructure described in the previ-
ous section (see Fig. 2).
The work by Neyman (1939) and later by Warren (1971) de-
scribes how the cluster parameters are estimated frommicrostruc-
tural statistics such as the nearest-neighbor distributions.
Therefore, if it is possible to observe experimentally the locations
of a large number of ﬂaws, it is possible to identify cluster radii
and parent ﬂaw percentages that best represent the level of clus-
tering in the microstructure.
Clustering has a direct impact on variability in local ﬂaw den-
sity. For example, in Fig. 4a, there are sizeable regions in which
no ﬂaws are present and other regions in which they are very den-
sely packed. In Fig. 4c, there is a more regular distribution of the
ﬂaw density (even though the location of individual locations of
ﬂaws is completely random). Therefore, clustering increases the
variability in ﬂaw density. For this simple two-parameter center-
satellite model, the ﬁrst two moments of ﬂaw density can be calcu-
lated analytically. First, consider the mean value of ﬂaw density in
sample area As:Fig. 4. Flaw locations in 1 mm  1 mm microstructures with ﬂaw density of 105/mm2
microstructure, and decreasing parent ﬂaw percentages indicate increased clustering.e½/ ¼ 1
As
ðe½Np þ e½NcÞ ð6Þ
where Np is the random number of parent ﬂaws occurring in As, and
Nc is the random number of children ﬂaws occurring in As. Because
the parent ﬂaws follow a Poisson process Np is a Poisson random
variable with parameter (equal to the mean):
e½Np ¼ ‘kAs ð7Þ
where ‘ is the percentage of ﬂaws that are parent ﬂaws and k is the
area density of ﬂaws (i.e., the number of ﬂaws per unit area). The
children ﬂaws follow a Poisson process within cluster regions
around the parent ﬂaws. The average density of children ﬂaws with-
in the clusters is equal to the average number of children ﬂaws per
parent ﬂaw (1  ‘)/‘, divided by the cluster area Ac, or (1  ‘)/(‘Ac).
The number of children ﬂaws Nc occurring within sample area As is
a Poisson random variable with parameter equal to this density of
ﬂaws within clusters, (1  ‘)/(‘Ac), multiplied by the total area over-
lap between the sample area and the clusters surrounding it, Atot.
Therefore, the mean value of Nc is:
e½Nc ¼ e e NcjAtot½ ½  ¼ ð1 ‘Þ
‘Ac
e½Atot ð8Þ
The total area overlap Atot is illustrated in Fig. 5. If a sample area As
overlaps with No clusters (No = 4 in Fig. 5), then this total area Atot isand varying levels of clustering. ‘‘100% Parent ﬂaws” refers to a fully unclustered
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individual clusters of size Ac.
Atot ¼
XNo
i¼1
Ai ð9Þ
Noting that both No and the individual overlap areas Ai are random
variables, we can further simplify the expressions for the expected
number of children ﬂaws e[Nc] within the sample area As:
e½Nc ¼ ð1 ‘Þ
‘Ac
e
XNo
i¼1
Ai
" #
¼ ð1 ‘Þ
‘Ac
e½Noe½Ai ð10Þ
The number of clusters No overlapping area As is equal to the num-
ber of parent ﬂaws that occur in the circle of radius Rs + Rc around
the center of As, where Rs and Rc are the radius of the sample area
and the cluster area, respectively (see Fig. 5). Therefore,
e[No] = ‘kp(Rs + Rc)2 and e[Nc] can be expressed as:
e½Nc ¼ ð1 ‘ÞkpðRs þ RcÞ2 e½AiAc ð11Þ
where Ai is the random overlap area between any one cluster and
the sample area As. This overlap area can be deﬁned in terms of
the random distance D between the centers of the circles as (see
Fig. 5):AiðDÞ ¼
pr21; D 6 r2  r1
r21 cos
1 D2þr21r22
2Dr1
 
þ r22 cos1
D2þr22r21
2Dr2
 
 12
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃðDþ r1 þ r2ÞðDþ r1 þ r2ÞðD r1 þ r2ÞðDþ r1  r2Þp ; r2  r1 < D 6 r2 þ r1 ð12Þwhere r1 = min (Rs,Rc), and r2 = max (Rs,Rc). Since the cluster loca-
tions follow a Poisson process, the coordinates of the cluster centers
are uniform random variables, and the distance between centers D
is a random variable with probability density function:
fDðdÞ ¼ 2dðRc þ RsÞ2
; d 6 Rc þ Rs ð13Þ
The expected value of Ai divided by cluster area Ac can be found
using the deﬁnition of expectation, after some simpliﬁcation:
e½Ai
Ac
¼
r2
ð1þrÞ2 ð1 rÞ
2 þ 2pr2
R 1þr
1r u  hðr;uÞdu
h i
; Rs 6 Rc
1
ð1þrÞ2 ð1 rÞ
2 þ 2pr2
R 1þr
1r u  hðr;uÞdu
h i
; Rs > Rc
ð14Þ
where the normalizations r = r1/r2 and u = d/r2 have been intro-
duced to simplify the expressions, and the function h(r,u) is deﬁned
as
hðr;uÞ ¼ r2 cos1 u
2 þ r2  1
2ur
 
þ cos1 u
2 þ 1 r2
2ur
 
1
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðuþ r þ 1Þðuþ r þ 1Þðu r þ 1Þðuþ r  1Þ
p 
ð15Þ
Numerical integration of the bracketed quantity in Eq. (14) shows
that it is equal to 1 for every value of r. Substituting this result into
Eqs. (14), (11) and (9) and simplifying, the mean value of the ﬂaw
density is:
e½/ ¼
1
As
‘kAs þ ð1 ‘ÞkpðRs þ RcÞ2 r2ð1þrÞ2
h i
; Rs 6 Rc
1
As
‘kAs þ ð1 ‘ÞkpðRs þ RcÞ2 1ð1þrÞ2
h i
; Rc < Rs
ð16Þ
¼ k
The mean value of the ﬂaw density is equal to the global ﬂaw den-
sity k, regardless of the level of clustering. Following a similar ap-proach, an expression for the variance of the ﬂaw density is found
to be:
Var½/ ¼
k
As
1þ ð1‘Þ2r2
‘
ð1 rÞ2 þ 2p2r4
R 1þr
1r u  hðr;uÞ2du
  
; Rs 6 Rc
k
As
1þ ð1‘Þ2
‘
ð1 rÞ2 þ 2p2r4
R 1þr
1r u  hðr;uÞ2du
  
; Rs > Rc
ð17Þ
This calculation requires only a simple numerical integration that
depends only on the ratio r between the sampling area radius Rs
and the cluster radius Rc. Note that if the clustering parameter
‘ = 1, corresponding to a fully unclustered microstructure, then Eq.
(17) simpliﬁes to that of a simple Poisson process, see Eq. (5). As
clustering increases (or ‘ decreases), the second term becomes lar-
ger, leading to an increase in the variance. These trends are ob-
served in Fig. 3, which show the coefﬁcient of variation of the
ﬂaw density (lines in the plot), as a function of the sample area,
for different values of clustering parameter ‘.
In order to verify these results, Monte Carlo simulation is used
as a basis of comparison. These simulations make use of the sample
microstructures generated using the process described earlier in
this section (see Fig. 4). In order to measure the local ﬂaw density
within the simulated samples, the microstructures are broken into
subregions of size As, within which the number of ﬂaws is counted
and the ﬂaw density recorded. This is done for a ﬁxed global ﬂawdensity k = 107/m2 and cluster area Ac = 2.5  104 m2, varying
the percentage of parent ﬂaws ‘ and the sample size As. The simu-
lation results, indicated by dots in Fig. 3, show excellent agreement
with the analytical model.
For this work, the Neyman clustered microstructure was chosen
for its simplicity, which allowed an analytical solution to the mean
and variance of local ﬂaw density to be developed. If, however,
inspection of a material microstructure determines that a different
type of clustering is more appropriate, the same concept is applica-
ble. For example, if the density of ﬂaws within a cluster is found to
follow a Gaussian function as you move away from the parent ﬂaw,
then we would update the integration in Eq. (14) to correct for this
weighting. If the resulting integration is extremely complicated,
then a Monte Carlo based approach is very straightforward and
will provide satisfactory estimates of the mean, variance, and prob-
ability density function of the local ﬂaw density.
The results presented in this section indicate that increased
clustering leads to an increase in the variability of the local ﬂaw
density. Furthermore, as the sampling area decreases the coefﬁ-
cient of variation of the ﬂaw density increases. The variation of
the ﬂaw density is expected to have a direct impact on the
strain-rate dependent strength of brittle materials. A more in-
depth study of this relationship between ﬂaw density and material
strength is described for the speciﬁc case of a brittle material under
uniaxial compression in Section 3. In the remainder of Section 2,
further considerations regarding appropriate descriptors of ran-
dom microstructures are discussed.
2.2. Flaw size distribution
While observation of ﬂaws is difﬁcult, particularly when
attempting to observe very small ﬂaws or crack-like ﬂaws in a
three-dimensional medium, it is typical to assume a power-law
type relationship between ﬂaw size and the probability of ﬂaws
falling within that size range (e.g., Warren, 2001; Abe et al.,
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of power-law distribution) is assumed to characterize the random
ﬂaw size. The form of the Generalized Pareto probability density
function is:
gSðsÞ ¼
1
r
1þ k ðs hÞ
r
 11k
ð18Þ
The parameter k of this distribution is assumed to be k = 0, which
simpliﬁes the probability density function:
gSðsÞ ¼
1
r
e
sh
r ; s > h ð19Þ
Assuming a mean ﬂaw size e[s] of 25 lm and a minimum ﬂaw size
(h) of 20 lm, the parameter r is equal to 5 lm.
Similar to the local ﬂaw density, the local ﬂaw size distribution
will vary from one sample to another. As the size of the sample
area decreases, the number of ﬂaws within that area also decreases
and sampling error is introduced. This is illustrated in Fig. 1, which
shows that subsample ﬂaw size distributions are similar in general
shape to the global ﬂaw size distributions but variations do exist.
This variation in ﬂaw size distribution is expected to manifest itself
in variability in the constitutive properties, particularly for cases
when the constitutive properties are driven mainly by the larger
ﬂaw sizes. This effect will be studied more in the numerical exam-
ples in Section 5.
Physical arguments can bemade for spatial correlations between
ﬂaw sizes. For example, a large ﬂaw in a given locationmay prevent
other large ﬂaws from appearing nearby, if we assume that the ﬂaw
arises by coalescing contaminants within a given region. However,
due to a lack of quantitative information about spatial correlation
of ﬂaw sizes, this work assumes that the sizes of all ﬂaws are uncor-
related from the sizes of any other ﬂaws.
2.3. Flaw shape: rectilinear slits
Depending on the type and source of ﬂaws, they have a variety
of shapes, from crack-like ﬂaws to spherical pore-like ﬂaws and
even irregular ‘‘potato chip” shaped ﬂaws. As a ﬁrst step to under-
standing the effect of variations in ﬂaw density and ﬂaw size distri-
butions at the local scale, this work addresses only ﬂaws that
appear as rectilinear slits. This would most likely be characteristic
of micro-cracks or grain boundary ﬂaws. These slit-like ﬂaws are
described by two quantities: their length and their orientation.
The length of these ﬂaws is random and assumed to be described
by the ﬂaw size distribution, described in some detail in SectionFig. 6. Schematic of self-consistent model: (a) undamaged microstructure consisting of
direction of loading; (c) isolated undamaged region around a single ﬂaw; and (d) local s2.2. The orientation is also random, although later in this work a
ﬁxed orientation is applied to the numerical example in order to
simplify calculations.
In order to understand the effects of variations in ﬂaw density
and ﬂaw size distribution on the statistics describing the strain-
rate dependent constitutive behavior of brittle materials, an appro-
priate numerical model predicting the strength of brittle materials
with randomly occurring rectilinear slit-like ﬂaws must be identi-
ﬁed. The next section describes such a model. While future work
can consider the effect of variations in ﬂaw shape, it is expected
that many of the general trends will be consistent with the rectilin-
ear slit model.3. Micromechanics: self-consistent model for characterizing
uniaxial compressive strength
Once we have local statistics on ﬂaw sizes and ﬂaw density, the
next step is to map these quantities to the strain-rate dependent
constitutive behavior. As noted in Section 1, the present work will
focus on the constitutive behavior of a sample under uniaxial com-
pression. The analysis follows the work of Paliwal and Ramesh
(2008), who established an analytically based model for interacting
micro-crack damage for brittle materials under compression. The
basic idea of the model follows Fig. 6. The initial ﬂaws are assumed
to be rectilinear slits with random size s and orientation u (see
Fig. 6a). Under compressive loading (in this case assuming uniaxial
loading), sliding of the ﬂaw faces leads to the development of wing
cracks in the direction of axial loading (Nemat-Nasser and Horii,
1982; Ashby and Hallam, 1986, see Fig. 6b). The model assumes
that each ﬂaw is isolated from all other ﬂaws by an elliptical zone
of undamaged material that is surrounded by a homogeneous
medium with the elastic properties of the damaged material. The
stresses in this elliptical zone are calculated using the elasticity
solution for an elliptical inclusion under far-ﬁeld stresses (see
Fig. 6c). Once the stresses in the elliptical inclusion re11 and re22
	 

are determined, the stress concentrations at the tips of the cracks
of length ‘ are calculated. If the stress intensity factors exceed
the material critical stress intensity factor, then the crack is as-
sumed to grow according to a crack growth law.
The input to this model includes the material properties (see
Paliwal and Ramesh, 2008 for more details):
 Elastic properties of the undamaged material, E and m.
 Rayleigh wave speed of the material, CR.
 Coefﬁcient of friction at the ﬂaw interface, l.
 Critical shear stress at the ﬂaw interface, sc.slit-like ﬂaws; (b) damage develops in axially compressed material, cracks grow in
tresses around individual ﬂaw used to calculate stress intensity factors at crack tip.
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 Critical stress intensity KIc.
And the microstructural descriptors:
 Flaw density (number of ﬂaws/unit area), g.
 Flaw size distribution (fraction of total ﬂaws sized within inter-
val Ds around sj), g(sj)Ds.
 Flaw orientation distribution (fraction of total ﬂaws oriented at
an angle within interval Du around uk), f(uk)Du.
The model for a ceramic material under dynamic loading is out-
lined in the ﬂow chart in Fig. 7, which follows the same logic as the
illustrations in Fig. 6. Note that in Fig. 7, the stress seff refers to the
shear stress that drives sliding of one face of the ﬂaw past the otherFig. 7. Flow chart for analysis of a dynamically loaded ceraface. This shear stress, combined with any transverse tensile stress,
leads to crack growth in the direction of axial loading, see Fig. 6d.
While the Paliwal and Ramesh model was developed with dy-
namic loading in mind, it is straightforward to modify the model
to consider static loading, as shown in the ﬂow chart in Fig. 8.
The analysis is very similar to dynamic loading, except that all
the rate calculations are removed.
An example model was run for a ceramic material assuming the
following parameters:
 E = 300 GPa, m = 0.24
 q = 3673 kg/m3
 l = 0.2
 sc = 0
 a = 1, c = 1mic (see Paliwal and Ramesh (2008) for more details).
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p
m
 g ranges from 104/m2 to 109/m2
 g(s) = d(s  25 lm), or g(s) is a Generalized Pareto probability
density function with a mean ﬂaw size of 25 lm and a mini-
mum ﬂaw size of 20 lm, see Eq. (19)
f ðuÞ ¼ dðu 50:7Þ ð20Þ
The orientation of 50.7 is selected because it is the most opti-
mal orientation for wing crack growth under uniaxial compressive
loading, in a material with the coefﬁcient of friction l = 0.2 (Ashby
and Hallam, 1986). While the orientation is expected to be random
in real materials, it is assumed to be the constant 50.7 throughout
this paper for simplicity. This assumption does not affect the gen-
eral trends in strength variability. The plots of stress vs strain for
this material, at a strain rate of 104/s, assuming a ﬁxed ﬂaw size
of 25 lm, and varying ﬂaw density from 104/m2 to 109/m2, are
shown in Fig. 9.
Assuming that strength is equal to the maximum value of stress
on each stress–strain curve, the strength as a function of ﬂaw den-Fig. 8. Flow chart for analysis of a statically loaded ceramisity is calculated and shown in Fig. 10. These curves show that the
sensitivity of strength to the ﬂaw density is greater at higher strain
rates. Note that the results for 102/s are almost identical to the
static loading results for the ﬁxed ﬂaw size of 25 lm. The differ-
ence between the results assuming a ﬁxed ﬂaw size of 25 lm
and the results assuming the Generalized Pareto-distributed ﬂaw
size is small at higher strain rates, although there is some differ-
ence between the results under static loading. The almost linear
curves on the log–log plots in Fig. 10 suggest that there is an
approximate power-law relationship between strength and ﬂaw
density.4. Overview of simulation scheme
Because of the complexity in the relationship between strength
and the ﬂaw density/ﬂaw size distribution, as well as the difﬁculty
in deriving an analytical expression for the full probability distri-
bution describing ﬂaw density, simulation is used to examine the
trends in local strength as we change element size, clustering
parameters, and strain rate. The basic approach is as follows:c, derived from the Paliwal and Ramesh model (2008).
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level of clustering (i.e., parent ﬂaw percentage ‘) and a
given global average ﬂaw density k, as described in Section
2.1.2.
2. Divide the sample microstructure into an MxM grid of regions
size As = A/M2.3. Count the number of ﬂaws Nis within each region A
i
s : i ¼
1;2; . . . ;M2.
4. Calculate ﬂaw density /ið¼ Nis=AisÞ for each region Ais : i ¼ 1;
2; . . . ;M2.
5. Find the ﬂaw size distribution gi(sj) for each region A
i
s : i ¼
1;2; . . . ;M2, assuming three different cases:
f Solids and Structures 47 (2010) 2398–2413Case A: Fixed ﬂaw size: assume all ﬂaws are of size s = 25 lm, or
gi(sj) is a delta function with the spike located at
sj = 25 lm.
Case B: Fixed distributed ﬂaw size: assume the distribution of
ﬂaw sizes gi(sj) within each region A
i
s is equal to the glo-
bal ﬂaw size distribution g(sj).
Case C: Random ﬂaw size distribution: assign randomly gener-
ated ﬂaw sizes individually to every ﬂaw in the micro-
structure, using the global ﬂaw size distribution g(sj).
Then bin the ﬂaw sizes within each subregion
Ais : i ¼ 1;2; . . . ;M2 to calculate a sample ﬂaw size distri-
bution gi(sj): i = 1,2, . . .,M2 for each region separately.
2408 L. Graham-Brady / International Journal o6. Based on the ﬂaw density and ﬂaw size distribution calculated
for each region, run the micromechanics model at the desired
strain rate to generate M2 stress–strain curves.
7. Identify the maximum stress from each of the M2 sample
stress–strain curves.
8. Using the M2 sample stress–strain curves, estimate statistics on
local strength for varying global ﬂaw density g, global ﬂaw size
distribution g(sj), strain rate, and clustering parameter ‘.
In the next section, a numerical example is performed that
examines the effect of varying the global ﬂaw density g, the global
ﬂaw size distribution g(sj), the assumption about variability in local
ﬂaw size distribution (see item 5 above), the strain rate _e, and theTable 1
Sample mean of local element strength (in GPa), for an element size 4.44  105 m2.
100% Parent ﬂaws
Fixed size Distributed size Percentage of difference
Static 3.20 2.33 27.2
102/s 3.19 2.94 7.92
104/s 3.25 3.06 5.98
106/s 8.60 8.75 +1.85
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Fig. 11. Coefﬁcient of variation of the uniaxial compressive strength as a function of elem
The lines indicate results assuming that ﬂaws follow a ﬁxed ﬂaw size distribution in each
vary between samples.clustering parameter ‘ on the mean and variability of the uniaxial
compressive strength.5. Numerical example
Using the input parameters listed at the end of Section 3, the lo-
cal element strengths for materials with different ﬂaw size distri-
butions and ﬂaw clustering and loading at different strain rates
were simulated using the approach described in Section 4. Based
on the meso-scale strengths simulated for an element size
4.44  105 m2, the mean value of local strengths were calculated
and are shown in Table 1 for a range of strain rates and for two dif-
ferent levels of clustering. These calculations assumed that all ﬂaw
sizes were either a ﬁxed size (Case A) or that the ﬂaw sizes fol-
lowed a Generalized Pareto distribution (Case B). These results
show that the level of clustering has very little effect on the mean
value of local strength, as demonstrated by the agreement between
results for 100% and 5% parent ﬂaws. Under static loading, the
mean value of strength decreases signiﬁcantly going from a ﬁxed
ﬂaw size to a distributed ﬂaw size (about a 28% decrease). This de-
crease in strength is consistent with the classical models of brittle
materials, in which the strength is dictated by the weakest (or in
this case the largest) ﬂaws. Therefore, adding scatter in the ﬂaw
sizes leads to larger ﬂaws that weaken the material. As the strain
rate increases, the differences in the mean strength values are
much less. In fact at very high strain rates, introducing the scatter5% Parent ﬂaws
Fixed size Distributed size Percentage of difference
3.21 2.34 27.2
3.21 2.95 7.92
3.27 3.07 5.94
8.66 8.85 +2.18
0.5 1
x 10-4
in rate = 104/s
t Size
parents=1%
parents=5%
parents=100%
0 0.5 1
x 10-4
(c) Strain rate = 106/s
Element Size
ent size, for three different loading rates and three different clustering parameters.
sample, and the large dots indicate results assuming that ﬂaw size distributions may
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crease might be due to the fact that the large and medium ﬂaws all
develop similar crack lengths, because the crack growth is outp-
aced by the rapid change in strain. When averaged together with
the smaller ﬂaws that exist in the distributed ﬂaw sizes, the over
all damage is decreased relative to the case of the constant ﬂaw
size in which all ﬂaws exhibit crack growth.
While the mean value of strength is not affected by clustering,
the variance of strength is very much changed by clustering, as
shown in Fig. 11. The coefﬁcient of variation of strength increases
signiﬁcantly as the percentage of parent ﬂaws decrease (or the
microstructure becomes more clustered). The coefﬁcient of varia-
tion of strength is also increased signiﬁcantly by decreasing ele-
ment size. Finally, higher strain rates lead to more variability in
strength, most likely due to the fact that the strength at higher
strain rates is more sensitive to variations in the local ﬂaw density.
Note that in Fig. 11, the values of the coefﬁcient of variations
assuming a ﬁxed ﬂaw size s = 25 lm (Case A of item 5 in Section
4) are almost identical to those assuming a distributed ﬂaw size
(Case B). The results for the distributed ﬂaw size are therefore
not plotted in Fig. 11, since they would be visually indiscernible.
Even though the mean value of strength is affected signiﬁcantly
at low strain rates by introducing a distributed ﬂaw size (see Table
1), the coefﬁcient of variation of strength is unaffected because the
ﬂaw size distribution is assumed constant from element to
element.
While the assumption of a ﬂaw size distribution that is uniform
from one element to another does not increase the scatter relative
to the ﬁxed ﬂaw size case, it is expected that allowing the ﬂaw size
distribution to vary randomly from element to element (Case C of
item 5 in Section 4) will lead to some increase in strength variabil-
ity. This is demonstrated by the black points on these plots, which
show that introducing a random ﬂaw size distribution increases
the coefﬁcient of variation of strength for the lower strain rates
and for lower clustering levels. For high strain rates, the assump-
tion of random ﬂaw size distribution leads to almost equivalent re-
sults for a ﬁxed ﬂaw size distribution. This indicates that at high
strain rates, the variability in the size of the ﬂaws is much less
important than the density of the ﬂaws. A similar result holds for109.35 109.39
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Fig. 12. Two-parameter Weibull probability plot for a sample size 4.44  105 m2, paren
and dotted lines indicate closest ﬁt to the distribution).more clustered microstructures – more clustering leads to less sen-
sitivity to the ﬂaw size distribution, in other words the ﬂaw density
variations dominate the variations in strength.
Given the large number of sample strengths now available from
the simulations, an obvious question is how the data ﬁts a Weibull
distribution, as is the classical assumption of strength in ceramics.
Using a lower threshold of ru = 0 (i.e., assuming a two-parameter
Weibull distribution), Weibull probability plots of the strength re-
sults at three different strain rates are given in Fig. 12. In order to
estimate the Weibull modulus, the following rearrangement of Eq.
(1) is considered:
lnðrÞ ¼ lnð lnð1 Fðr;VÞÞÞ
m
þ lnðaÞ ð21Þ
which yields a linear relationship between a function of the data
(ln(r)) and a function of the probability range (ln(ln(1  F(r,V)))).
After sorting the N data values ri: i = 1,2, . . .,N from smallest to larg-
est, empirical probabilities Fi(ri,V) = Pi = (i  0.5)/N are assigned to
each data value ri. Least-square error minimization on the data pro-
vides the optimal values of m and a. The estimate of the Weibull
modulus is given on each curve, along with the R2 value that indi-
cates the goodness-of-ﬁt between the data and the line. Higher val-
ues of R2 indicate better ﬁts. The two-parameter Weibull
distribution is not a good ﬁt to the simulated strength data for
any of the three cases, but the R2 values indicate that the ﬁt is
slightly better at lower strain rates. The estimated Weibull modulus
is also decreasing with strain rate, which is expected since the var-
iability in the strength increases with increasing strain rate.
Because the ﬁt to the two-parameter Weibull distribution is not
very good, the three-parameter distribution is applied. In order to
perform the ﬁt, we add the threshold stress to Eq. (23):
 lnðr ruÞ ¼ lnð lnð1 Fðr;VÞÞÞm þ lnðaÞ ð22Þ
where ru is the lower threshold stress, below which the probability
of failure is zero. For any given threshold stress ru, R2 is maximized
in order to identify the optimal a and m. In this case, the threshold
stress is unknown. Therefore, a range of possible threshold stresses
are applied, each leading to a particular value for R2. The threshold109.5
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Fig. 13. Three-parameter Weibull probability plot for a sample size 4.44  105 m2, parent ﬂaw percentage 100% (no clustering), varying the strain rate (crosses indicate data
and dotted lines indicate closest ﬁt to the distribution).
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stress, and the values for a and m are estimated accordingly. The
resulting Weibull probability plots are shown in Fig. 13, which
show signiﬁcant improvement in the ﬁt of the data to the three-
parameter Weibull distribution. The slightly lower R2 value indi-
cates that the 106/s result shows some deviation from the Weibull
distribution, which is observed particularly in the lower tails. Each
plot also shows the threshold value for the stress ru, which indi-
cates that the threshold increases with increasing strain rate. Given
the higher mean value of strength at higher strain rates, this result
is reasonable.109.35 109.39
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Fig. 14. Lognormal probability plot for a sample size 4.44  105 m2, parent ﬂaw percen
lines indicate closest ﬁt to the distribution).A seemingly curious result from Fig. 13 is that the estimate of
the Weibull modulus is higher at the high strain rate. Because
the scatter in strength at increasing strain rates is higher, it would
be expected that the Weibull modulus would decrease; however,
this strict relationship between Weibull modulus and scatter of
the data are only true for the two-parameter Weibull distribution.
The coefﬁcient of variation (C.O.V.) of the two-parameter Weibull
model is the following:
C:O:V:ðrÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Cð1þ 2m1Þ  Cð1þm1Þ2
q
Cð1þm1Þ ð23Þ109.5
gth (in Pa)
in Rate=104/s
109.92 109.9
Strength (in Pa)
(c) Strain Rate=106/s
tage 100% (no clustering), varying the strain rate (crosses indicate data and dotted
108
0.001
0.003
0.01 
0.02 
0.05 
0.10 
0.25 
0.50 
0.75 
0.90 
0.96 
0.99 
0.999
Strength (in Pa)
Pr
ob
ab
ilit
y
(a) Area=10-4 m2
 R2
 = 0.994
 m
 = 3.61
σu = 2.94 GPa
108
Strength (in Pa)
(b) Area=4.44 × 10-5 m2
 R 2
 = 0.998
 m
 = 3.62
σu = 2.88 GPa
108
Strength (in Pa)
(c) Area=9.18 × 10-6 m2
 R 2
 = 0.991
 m
 = 5.27
σu = 2.5 GPa
Fig. 15. Weibull probability plot for strain rate 104/s and parent ﬂaw percentage 100% (no clustering), varying the area of the sampling element (crosses indicate data and
dotted lines indicate closest ﬁt to the distribution).
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iation. The coefﬁcient of variation is different, however, for a three-
parameter Weibull distribution.
C:O:V:ðrÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Cð1þ 2m1Þ  Cð1þm1Þ2
q
ru
a þ Cð1þm1Þ
ð24Þ
Therefore, any nonzero value of ru must be accompanied by an in-
crease in m in order to yield the same coefﬁcient of variation. This
observation calls into question the meaning of a Weibull modulus
in a three-parameter Weibull distribution, since the scatter now de-108
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Fig. 16. Weibull probability plot for a sample size 4.44  105 m2 and strain rate 104/s
closest ﬁt to the distribution).pends also on the other parameters. This sensitivity of the esti-
mated Weibull parameters to a lower threshold is also noted in
the literatures (e.g., Lu et al., 2002; Malzbender and Steinbrech,
2008).
When viewed in terms of all three parameters of the Weibull
distribution a viable ﬁt to the Weibull distribution has been
achieved. It could be argued, however, that allowing for three
parameters in the Weibull distribution allows the model to match
almost any unimodal distribution. As an illustration of this, lognor-
mal probability plots are given in Fig. 14, which provides a similar
good ﬁt to the strength distribution values. These plots suggestgth (in Pa)
arent Flaws
Pa
108
Strength (in Pa)
(c) 100% Parent Flaws
 R 2
 = 0.998
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 = 3.62
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, varying parent ﬂaw percentages (crosses indicate data and dotted lines indicate
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compressive strength data.
To investigate further the ability of the three-parameter Wei-
bull distribution to ﬁt the strength data, Figs. 15 and 16 show
the results for varying element sizes and clustering parameters,
respectively. Looking at Eq. (3), it is expected that the Weibull
modulus would be constant between sample sizes and that only
the parameter awould vary. Looking at the plots in Fig. 15, the esti-
mated Weibull modulus for the smallest element size is 5.27, as
compared to 3.61 and 3.62 for the other element sizes. This sug-
gests that the size effect as it is incorporated in the Weibull distri-
bution may not hold for this data. In other words, the Weibull
modulus may not be a true material property under these loading
conditions. The difference may also be the results of the sensitivity
of the Weibull modulus to the threshold stress, which is lower for
the smallest sampling area. In Fig. 16, the results for varying clus-
tering parameters at a strain rate of 104/s are given. The ﬁt to a
Weibull model decreases as the level of clustering increases (i.e.,
as parent ﬂaw percentage decreases). This is likely due to the fact
that in a clustered microstructure the variations in ﬂaw density be-
come the dominant sources of variability, and therefore the result-
ing scatter in strength is not expected to be dominated by
variations in the ﬂaw sizes as would be assumed in a Weibull mod-
el. The Weibull modulus results in Fig. 16 follow the traditional
expectation that the Weibull modulus decreases with clustering,
indicating the increased scatter in the results that occurs with in-
creased clustering.
6. Conclusions
A method for evaluating the variability of the meso-scale strain-
rate dependent constitutive behavior in ceramic materials has
been developed and demonstrated for the special case of a material
with rectilinear slits under uniaxial compression. The results from
the numerical example show that clustering of ﬂaws, reduction of
the meso-scale element size, and higher strain rates all lead to an
increased coefﬁcient of variation of uniaxial compressive strength.
Furthermore, the mean value of material strength under static
loading is much more affected by scatter in the ﬂaw sizes than
the mean value of material strength at high strain rates. At high
strain rates, the variations in strength are dictated by random ﬂuc-
tuations in the local meso-scale ﬂaw density.
Resulting sample strengths show good agreement with a three-
parameter Weibull model of strength but not with a two-parame-
ter Weibull model. The lack of ﬁt with the two-parameter Weibull
model even for static loading may be the result of the indirect ﬂaw
interaction accounted for in the self-consistent model. The mean-
ing of a good ﬁt with a three-parameter Weibull distribution is
not clear. The Weibull modulus is sensitive to the lower strength
threshold and therefore is not an accurate measure of scatter. Fur-
thermore, the strength results show good agreement with a log-
normal distribution, suggesting that the ﬁt achieved by a three-
parameter Weibull distribution may be misleading because of
the ﬂexibility afforded by three parameters. In other words, the
tails of the distribution may be quite different than a Weibull dis-
tribution. This potentially misleading ﬁt is particularly troubling in
light of the small number of experimental samples required to esti-
mate the Weibull modulus (typically 30 or 40). Furthermore, the
results call into question the concept of a Weibull modulus as a un-
ique material property, since the results show a signiﬁcant differ-
ence in the predicted modulus for different sample sizes. This
discrepancy between the predicted results and the Weibull distri-
bution encourage caution in the use of a Weibull model of material
failure prediction.
In order to develop effective macro-scale models, ﬂuctuations in
the full two- or three-dimensional constitutive properties must beunderstood. The uniaxial compressive results shed some light on
the effect of element size, strain rate, and microstructural parame-
ters on material behavior in compression, but the effect of lateral
conﬁnement and/or shear is not yet understood. Furthermore, a
similar model studying tensile behavior has yet to be developed.
As the microstructural tools continue to develop to include more
complex loading conditions, they will serve as the basis for this
meso-scale link.Acknowledgments
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