This paper studies likelihood-based estimation and tests for autoregressive time series models with deterministic trends and general disturbance distributions. In particular, a joint estimation of the trend coefficients and the autoregressive parameter is considered. Asymptotic analysis on the M-estimators is provided. It is shown that the limiting distributions of these estimators involve nonlinear equation systems of Brownian motions even for the simple case of least squares regression. Unit root tests based on M-estimation are also considered, and extensions of the Neyman-Pearson test are studied. The finite sample performance of these estimators and testing procedures is examined by Monte Carlo experiments.
INTRODUCTION
In the past decade, econometricians have focused a great deal of attention on the development of estimation and hypothesis testing procedures in autoregressive time series models where the largest root is near unity. Most of these procedures are based on least square methods in linear regression models and have likelihood interpretations when the data are Gaussian. In the absence of Gaussianity, asymptotic results of these procedures generally still hold, but these methods are less efficient than methods that exploit the distributional information. Monte Carlo evidence indicates that the least squares estimator can be very sensitive to certain type outliers and that inference procedures based on the least square estimation may have poor performance (see, e.g., Lucas, 1994) . In empirical analysis, many applications in nonstationary time series involve financial data such as exchange rates whose distributions are heavy-tailed. It is therefore important to consider estimation procedures that are robust to departures from Gaussianity and can be applied to nonstationary time series. The present paper addresses some of these issues.
There has been some study on nonstationary time series regression with nonnormal innovations, including Cox and Llatas (1991), Knight (1991) , Phillips (1995) , Lucas (1995) , Rothenberg and Stock (1997) , and Juhl (1999), among others. In particular, Phillips (1995) studies robust cointegrating regressions and develops fully modified least absolute deviations (LAD) and M-estimators for cointegrating regressions. Lucas (1995) considers unit root tests based on M-estimators. Cox and Llatas (1991) and Rothenberg and Stock (1997) study robust estimation and inference for nearly integrated autoregressive models without deterministic trends. In the multivariate case, Juhl (1999) proposes a test for cointegration using M-estimators based on singular value decomposition.
Many macroeconomic time series, such as real gross national product (GNP), consumption, money, and prices, display a tendency toward growth over time. Consequently, most empirical analyses in nonstationary time series literature consider unit root or near unit root processes with deterministic trends. One traditional way (see, e.g., Phillips, 1988, 1989) where xt is a deterministic trend of known form. The high persistency in macroeconomic time series indicates that the autoregression coefficient a is close to 1, and there have been many empirical applications that test the null hypothesis of a unit root (a = 1) against the alternative of stationarity (a < 1). However, as argued in Schmidt and Phillips (1992) , the parameterization in (1.1) is not convenient in interpreting the deterministic component. For instance, considering the leading case that x, = (1, t)', we have Yt = Yo + y1 t + ayt-1 + ut.
(
1.2)
Such an equation has the property that the meanings of the parameters yo and yi differ under the null and the alternative. Under the null of a unit root, the parameters yo and yi represent trend and quadratic trend, respectively. However, under the alternative, yo and yi determine level and trend. This problem also surfaces in the unit root tests, and an "extra" deterministic trend component has to be introduced to remove the nuisance parameters. The introduction of surplus trend variables results in some inefficiency in the regression and reduces the power of the corresponding unit root test from its already low level. Compared with (1.1), regression (1.5) incorporates both the null and the alternative models in a nonlinear equation. This paper considers likelihood-based estimation and hypothesis tests for autoregressive time series model (1.3) with deterministic trends and general disturbance distributions. In particular, we consider a joint estimation of the trend coefficients and the autoregressive coefficient based on the nonlinear regression (1.5). Asymptotic analysis of the M-estimators, including the maximum likelihood estimators, for both the trend and autoregression coefficients is provided. It is shown that the asymptotic distributions of these estimators are complicated and involve nonlinear equation systems of Brownian motions even for the simple case of least squares regression. We also consider unit root tests against local alternatives based on these estimators. Local power analysis is conducted to show that these tests have nontrivial power against n-local alternatives. In addition, as a natural extension of the Neyman-Pearson test, the likelihood ratio test for a unit root against a point alternative is studied, and asymptotic power functions and power envelopes are derived. Parallel to the existing study on the Gaussian case, unit root tests based on M-estimation coupled with quasi-differencing are analyzed. A Monte Carlo experiment is conducted and shows that these estimators display rather good finite sample properties when the data density has a heavy tail.
The paper is organized as follows. Section 2 describes estimation. The joint estimation of the trend coefficients and the local parameter is discussed, and asymptotic analysis of the M-estimators is given. Section 3 describes unit root tests based on these M-estimators, including likelihood ratio tests for a unit root against a general local alternative, the case with a point alternative, and the quasidifferencing M-detrended unit root tests. Monte Carlo results on the finite sample performance of the nonlinear estimators and associated tests are reported in Section 4, and Section 5 concludes. All of the proofs appear in the Appendix.
A word on notation: the symbol =* signifies weak convergence, signifies equality in distribution, and := signifies definitional equality. L denotes lag operator. The expression A = 1 -L is the difference operator, and A, signifies quasidifference, which is defined by A, 1 -(1 + c/n)L. The term I(k) denotes integration of order k. All limits are taken as T -< oo, unless otherwise specified.
ESTIMATION

Joint Estimation of the Trend and the AR Coefficient
Consider the autoregression model introduced in Section 1 in which the observed time series y, can be written as the sum of a deterministic trend d, and a stochastic component y7: where y is a vector of the trend coefficient and xt is a deterministic trend of known form. The leading case of the deterministic component is the linear time trend where xt = (1, t). In general, the trend function xt may be more complex than a simple time polynomial. For example, time polynomials with sinusoidal factors and piecewise time polynomials may be used. The latter corresponds to a class of models with structural breaks in the deterministic trend. The term yt7 is the stochastic component of Yt and can be represented by an autoregressive process. The expression {utj is the unobserved innovation process, which is assumed to be stationary with mean zero. We also assume for convenience that the initial observation y' is a constant (more generally, without affecting the asymptotic results, we can assume that it is a random variable of finite variance). Our purpose is to study likelihood based inference in this model when the autoregressive parameter a is closed to one. To obtain large sample approximations, we employ the local-to-unity asymptotic theory investigated by Phillips (1987 Phillips ( , 1988 for some criterion function cp. Taking sv (u) -u2, (2.6) gives the ordinary least squares (OLS) estimator of c and y. The maximum likelihood estimator corresponds to the case when sp is the true log density function. Although we pay particular attention to the maximum likelihood estimator, our analysis in this section will be given in a general way so that the M-estimator is covered, treating the maximum likelihood estimator as a special case of particular interest (notice that some simplifications happen in the asymptotic results when D is the true log density).
We want to examine the asymptotic distribution of the estimator (c, j). Under regularity conditions, the estimator (c, j) can also be defined as a solution to the following equation system, which is the first-order condition of the extremum problem (2.6): Remark 1. If p is the true log density for ut, we have p = 1 and W2 = > 1. The departure from Gaussianity in the data is completely determined by the parameter wt2. When the data are generated by a Gaussian process, W2 = 1 and the W2(.) terms disappear from the limiting distribution. As W2 increases, the underlying distribution becomes more and more non-Gaussian. Remark 2. In the stationary case, similar nonlinear regression estimators can be obtained from (1.5). However, under regularity conditions, closed-form solutions of the limiting distributions for these estimators can be derived, and it can be shown that they are first-order equivalent to the one-step NewtonRaphson estimators.
Remark 3. The maximum likelihood estimation based on this nonlinear regression generally provides a more efficient estimator than the OLS regression for the deterministic trend; this is also confirmed in the Monte Carlo experiment in Section 4. Because the true value of the local parameter c is unknown, this maximum likelihood estimator of the deterministic trend can not achieve the efficiency level that applies when the local parameter is known. 
HYPOTHESIS TESTS
Unit Root Tests against Local Alternatives Based on M-Estimators
This section considers unit root tests based on M-estimators proposed in the previous section. We are interested in the alternative hypothesis that a is less than unity. For alternatives that are distant from unity, the proposed tests will be consistent and will reject Ho with probability close to one in large samples. Thus we are interested in local alternative hypothesis H1: c < 0. In our discussion, we assume that sD is the true log density when likelihood ratio tests are considered. In other cases, qp can be a more general criterion function satisfying Assumption A. We start with the likelihood ratio test. for some critical value CV7. The asymptotic distribution is given in the following corollary.
COROLLARY 2. Under Assumptions A and B and the null hypothesis, the statistic ZM defined by (3.3) converges weakly to [ W~0(r)2dr] fWV0(r)dSo(r). (3.4)
To obtain asymptotically valid tests for a unit root, we need to know the distributions given in (3.2) of Theorem 2 or (3.4) of Corollary 2. In the case that cp is the log density function, we can calculate the critical values by simulating WI and W2. Notice that the departure from normality is characterized by w2, C )2 =1 when the data is Gaussian. As w2 increases, the underlying distribution becomes more and more non-Gaussian. Now we consider the power properties of the likelihood ratio statistic. -The limiting distribution of (3.2) can be derived using the results of Theorem 1, and thus the power function can be obtained. We summarize the asymptotic results in the following theorem, which shows that the likelihood ratio test has nontrivial power against the local alternative. Remark 12. In the special case that e is the nonlinear least squares estimator, the limiting null distribution of ZM is [f WVo(r)2dr] -1f WV0(r)dWV0(r).
Unit Root Test against a Point Alternative
Even for the simplest case where x, = 0 (or d, is known) and thus y' is observable, there is no uniformly optimal estimator for c or uniformly optimal test for Ho. Under regularity conditions, the random variables EJt I c' (Ays) (y-s In) and 2t=l s"(Ays) (y-s IIn)2 have a nondegenerate limiting distribution and are asymptotically jointly sufficient statistics for the local parameter c. Notice that the asymptotic sufficient statistic is two dimensional and we can not find a uniformly best estimate for c or a uniformly most powerful test for Ho even asymptotically. Cox and Llatas (1991) studied the optimality of the maximum likelihood estimator for this case and showed that the optimal criterion function is a linear combination of the least squares score and the true score function, and the linear combination depends on the unknown parameter c. Because cp is the log density of ut, asymptotic admissible tests could be constructed based on a linear combination of By an asymptotic expansion and using the results of (3.1) and (3.8), the asymptotic distribution of the likelihood ratio statistic can be derived. The limiting distributions of (3.10) can be derived as a corollary of Theorem 5. In particular, when xt is a linear trend, the results reduce to the distribution given by Elliott et al. (1996) . They also derive the power envelope based on distribution (3.9) for the case where so is log normal and x, is a linear trend. Obviously, in the case of non-Gaussian innovations, this distribution depends on the parameter a2. Given the value of w2, the power envelope can be derived similarly. Monte Carlo evidence indicates that substantial power increase occurs as the parameter o 2 increases. This suggests a potential efficiency gain from using the distributional information in the unit root tests.
QD M-Detrended Unit Root Tests
The M-estimation can be coupled with quasi-differencing ( 
MONTE CARLO RESULTS
We conducted some limited Monte Carlo experiments to examine the sampling performance of the nonlinear joint estimation of the trend coefficients and the local parameter and testing procedures based on them. In particular, we compared the finite sample performance of the nonlinear joint estimator of the deterministic trend coefficient with other conventional estimators and compared the power properties of unit root tests based on different detrending procedures. The model used for data generation was the following model:
where the true value of y is 0 and {uj is an i.i.d. sequence of t-distributions with three degrees of freedom. We standardized ut so that it has unity variance. Two sample sizes were considered: n = 100, n = 200. The number of iterations is 2,000 in each case, and the initial value of yS is set at 0.
We first examined the estimation of deterministic trends, i.e., y. We considered the leading case of a linear time trend, i.e., x, = (1, t). Notice that because the intercept term is not consistently estimable, we focused our attention on the estimation of the coefficient of t. The following estimators of the deterministic trend coefficient were compared:
(1) Ordinary least squares estimator of the trend coefficient, denoted as OLS. To provide a power comparison among the different tests, size-corrected power is reported (for discussions on the use of size-corrected power, also see Stock, 1995; Cheung and Lai, 1997). The corresponding critical values were calculated from a direct simulation using 20,000 replications. Both the demeaned test and the detrended test are examined. In particular, Table 3 reports the empirical power of the demeaned tests, and Table 4 reports the power of the tests when a linear time trend is removed. Figure 5 depicts the power functions of 
CONCLUDING REMARI(S
We studied likelihood-based estimation and tests in a nonstationary autoregressive time series model with unknown deterministic trends and general disturbance distributions. In particular, a joint estimation based on a nonlinear regression was studied. Asymptotic analysis on the M-estimators and related testing procedures were presented. The finite sample performance of these estimators and testing procedures was examined in Monte Carlo experiments. In 
