Let p be a prime, and let Z p denote the field of integers modulo p. The Nathanson height of a point v ∈ Z n p is the sum of the least nonnegative integer representatives of its coordinates. The Nathanson height of a subspace V ⊆ Z n p is the least Nathanson height of any of its nonzero points. In this paper, we resolve a conjecture of Nathanson [M. B. Nathanson, Heights on the finite projective line, International Journal of Number Theory, to appear], showing that on subspaces of Z n p of codimension one, the Nathanson height function can only take values about p, p/2, p/3, . . . . We show this by proving a similar result for the coheight on subsets of Z p , where the coheight of A ⊆ Z p is the minimum number of times A must be added to itself so that the sum contains 0. We conjecture that the Nathanson height function has a similar constraint on its range regardless of the codimension, and produce some evidence that supports this conjecture.
Introduction
Let Z p denote the field of integers modulo p. Let (a 1 , . . . , a n ) ∈ Z n , where n ≥ 1 and 0 ≤ a i < p, and let v = (ā 1 , . . . ,ā n ) ∈ Z n p , whereā ∈ Z p denotes the residue class of a ∈ Z. The Nathanson height of v is h p (v) = a 1 + · · · + a n . Let V be a subspace of Z n p . The Nathanson height of V is
a i 0 ≤ a i < p, (ā 1 , . . . ,ā n ) ∈ V \ {0} .
In [3] , Nathanson and Sullivan considered the properties of the Nathanson height function when V is a one-dimensional subspace. In this case, each line V ⊂ Z n p can be identified with a unique point a in the projective space P n−1 . They proved h p (a) ≤ np/2, then investigated the range of the Nathanson height function when n = 2. In particular, they proved that if h p (a) is less than p, then it is in fact at most (p + 1)/2. In [2] , Nathanson extended this argument to show that if h p (a) is less than (p + 1)/2, then it is at most (p + 4)/3, that is, h p (a) is either p, about p/2, or at most roughly p/3. He conjectured that for sufficiently large primes, this pattern continues: for fixed b 0 and sufficiently large p, if a ∈ P 1 , then either 0 ≤ h p (a) − p/b < c b for some b ≤ b 0 or h p (a) < p/b 0 , where each c b is a constant depending only on b. In [4] , O'Bryant proved a weaker statement, that as p tends to infinity, the set { 1 p h p (a) | a ∈ P 1 } converges to {0} ∪ {1/b | b ∈ Z + }. In this paper, we study the range of the Nathanson height function over m-dimensional subspaces of Z n p . When m = n − 1, that is, when the subspaces have codimension one, we obtain the following result: Theorem 1.1. Let p be a prime, let n ≥ 2, and let V be a subspace of Z n p of codimension one. Then either 0 < h p (V ) < 3p (n−1)/n + 1
We also show that these inequalities can be satisfied, so the Hausdorff distance between { 1 p h p (V ) | V ⊂ Z n p has codimension one} and {0} ∪ {1/b | b ∈ Z + } is O(p −1/n ), where the Hausdorff distance between two sets A and B is d(A, B) := max{sup b∈B inf a∈A |a−b|, sup a∈A inf b∈B |a−b|}. This result in the case n = 2 proves Nathanson's conjecture. We obtain the above results by transforming the problem of determining the Nathanson heights of subspaces of Z n p of codimension m into a problem about sumsets in Z m p : given A ⊆ Z m p , what is the least positive integer k such that the k-fold sum A + · · · + A contains 0?
A brief outline of the paper follows. In Section 2, we introduce notation and give a tight upper bound on the Nathanson height function. In Section 3, we develop the link to sumsets, and in Section 4, we prove Theorem 1.1. In Section 5, we give a technique for calculating some values of the Nathanson height function for subspaces of codimension greater than one. In Section 6, we show that that those subspaces with large Nathanson height in proportion to p are rare: for any ε > 0 and for sufficiently large primes p, almost all m-dimensional subspaces of Z n p have Nathanson height less than εp. In Section 7, we discuss some open questions related to the Nathanson height function and give a conjecture on the range of the Nathanson height function for arbitrary codimension.
Notation and upper bounds
We begin our study of the range of the Nathanson height function by introducing some notation. Let p be a prime and let 1 ≤ m < n. The Grassmannian Gr p (n, m) is the set of m-dimensional
is the set of Nathanson heights of subspaces of Z n p of codimension m. We can now show how the range of the Nathanson height function changes with the dimension of the subspaces or the ambient space.
Lemma 2.1. Let p be a prime and 1 ≤ m < n. Then the following conditions hold:
Proof. (a) Let V ∈ Gr p (n, m), and let v ∈ V have minimum Nathanson height. Then v ∈ V ′ ⊂ V for some (m − 1)-dimensional subspace V ′ of V and has the minimum Nathanson height over that subspace, so
, and the statement follows because m was arbitrary.
(b) Let W be a subspace of Z n−1 p of codimension m, and let V = φ −1 (W ) where φ(a 1 , . . . , a n ) = (a 1 , . . . , a n−2 , a n−1 +a n ). Then V is a subspace of Z n p of codimension m.
, and the statement follows because n was arbitrary. 
As the above lemma suggests, the codimension of a subspace of Z n p greatly constrains its Nathanson height. For example, the Nathanson height of a subspace can be bounded above by a function depending only on its codimension. Lemma 2.2. Let p be a prime, and let 1 ≤ m < n. Then
, if m is odd; 
There are p − 3 values in this range, but V contains p − 1 nonzero points. So there exist distinct
Since n = m + 1 is odd and either
which is a contradiction. Thus h p (V ) ≤ mp/2 + 1 and max(H p (n, 1)) ≤ mp/2 + 1. This bound is tight: the subspace generated by (1,
has Nathanson height mp/2 + 1.
Coheight and sumsets
We can transform the problem of the Nathanson heights of subspaces of Z n p of codimension m into a problem about sumsets in Z m p as follows: let V be a subspace of Z n p of codimension m with 1 ≤ m < n. Then V is the kernel of some m × n matrix M with columns a j . So b ∈ V when M b = 0, that is, when b j a j = 0. Therefore, there exists a point
b j = k if and only if there exist exactly k (not necessarily distinct) elements of A = {a 1 , . . . , a n } ⊂ Z m p that sum to zero with every element of A occurring fewer than p times in the sum.
To formalize this duality between sumsets in Z m p and the height, we require the following definitions. Let G be an abelian group.
For k a positive integer, let kA denote the k-fold sum A + · · · + A. We can now define a coheight on an arbitrary finite abelian group.
Definition. Let G be a finite abelian group, and let A ⊆ G, A = ∅. The coheight of A, h c G (A), is the least positive integer k such that 0 ∈ kA.
In the case where G = Z m p , the coheight provides a lower bound for the Nathanson height on subspaces of Z n p of codimension m. In what follows, we write
Equality does not hold in general-we have h p (A) ≤ p since 0 ∈ pA, while h p (V ) can be as large as mp/2. In the case where V has codimension one, though, Lemma 2.2 gives
Thus we can use the coheight of subsets of Z p to calculate the Nathanson height of subspaces of Z n p of codimension one. Before narrowing our focus to Z p , we define a variation on the coheight function.
Definition. Let G be a finite abelian group, and let A be a nonempty subset of G not contained in any proper subgroup. The width of A, w G (A), is the least positive integer k such that every element of G can be expressed as the sum of at most k elements of A, that is,
The width is clearly an upper bound on the coheight. We can in turn give an upper bound on the width w G (A) in terms of the sizes of A and G. We require the following result by Kneser in our proof. (A straightforward proof is given in [5] , p. 200.) Theorem 3.2 (Kneser [1] ). Let G be a finite abelian group, and let A, B ⊆ G. Then
where Sym G (X) is the subgroup {h ∈ G | X + h = X}. 
Proof. We first assume 0 ∈ A. In that case, x ∈ G can be expressed as the sum of at most k elements of A if and only if it can be expressed as the sum of exactly k elements of A, that is, x ∈ kA. Then w G (A) is the least positive integer k such that kA = G.
We proceed by induction on the number of proper subgroups of G. Suppose G has no proper nontrivial subgroups, and let B ⊆ G. Then Theorem 3.2 gives |A + B| ≥ |A| + |B| − 1 unless A + B = G. Setting B = kA and inducting gives |nA| ≥ n|A| − n + 1 unless nA = G. If n ≥ |G|−1 |A|−1 , the previous inequality implies nA = G. Note
|A|−1 , since the inequality holds when |G| = |A| and is strengthened by
Since nA is a union of cosets of H, we have that nA ′ = G/H implies nA = G. Thus w G (A) ≤ max(w G/H (A ′ ), n). Since 0 ∈ A ′ , the inductive hypothesis gives
|A| − 1, and the induction is complete. We now consider the case 0 / ∈ A. Any x ∈ G \ {0} can be expressed as the sum of at most w G (A∪{0}) elements of A∪{0}, and hence of at most w G (A∪{0}) elements of A. Since 0 = (−a)+a for a ∈ A, we can express 0 as the sum of at most w G (A ∪ {0}) + 1 elements of A. Therefore,
which completes the proof.
Without more information about the structure of the set A or the underlying group G, it is difficult to say more about the values of the coheight or the width. One thing we can say, though, is that these values are invariant under automorphisms of G. In addition, if 0 / ∈ A, then w G (A) = w G ({−a 1 , a 2 − a 1 , . . . , a n − a 1 }).
Proof. The first statement follows because automorphisms preserve addition and send both 0 and G to themselves. Now let g be an arbitrary element of G, and let k = w G (A). We can write g = k 1 a 1 + · · · + k n a n , with
where a 2 − a 1 , . . . , a n − a 1 }, so g can be written as the sum of (k − k ′ ) + k 2 + · · · + k n = k − k 1 ≤ k elements of A ′ . Since G − ka 1 = G and g was chosen arbitrarily, w G (A) ≤ w G (A ′ ). Since 0 / ∈ A, the above procedure is reversible, so 1 , a 2 − a 1 , . . . , a n − a 1 }), as desired.
We use this fact in the next section.
Codimension one and sumsets in Z p
In this section, we calculate the range of the coheight and width functions on subsets of Z p . As a corollary, this gives us the range of the Nathanson height function on subspaces of Z n p with codimension 1. In particular, we prove the conjecture of Nathanson on the range of the Nathanson height function in Z 2 p . While it is difficult to calculate the coheight and width in general, we can order the elements of Z p by their representatives in {0, 1, . . . , p − 1}. This allows us to give the following bounds on the coheight and the width functions on Z p . In this section, we write h c p for h c Zp and w p for w Zp .
Lemma 4.1. Let 0 < a 1 < · · · < a n < p with gcd(a 1 , . . . , a n ) = 1, and let A = {ā 1 , . . . ,ā n } ⊂ Z p . Then p a n ≤ h c p (A) ≤ w p (A) < p a n + a n + a n−1 .
Moreover, if a n−1 (a n − 1) < p, then we have the stronger statement h c p (A) < p an + a n . Proof. The first two inequalities follow from elementary considerations: we have p an ≤ h c p (A) because if 0 < k < p an , then kA ⊂ {kā 1 , kā 1 + 1, . . . , kā n }, which does not contain 0. The second inequality, h c p (A) ≤ w p (A), is trivial. If |A| = 1, then a 1 = 1, so h c p (A) = w p (A) = p and the remaining inequalities hold.
Suppose |A| > 1. Let A ′ ⊆ Z an be the set of residues of 0, a 1 , . . . , a n−1 in Z an . Then A ′ is not contained in a proper subgroup of Z an , since gcd(a 1 , . . . , a n ) = 1. By Lemma 3.3,
so any element of Z an can be written as the sum of at most a n −1 elements of A ′ . Letx ∈ Z p , and let x ′ be the unique integer congruent to x in {a n−1 (a n − 1), a n−1 (a n − 1) + 1, . . . , a n−1 (a n − 1) + p − 1}.
There exists a set of at most a n − 1 (not necessarily distinct) elements of {0, a 1 , . . . , a n−1 } whose sum s is congruent to x ′ modulo a n . Clearly s lies between 0 and a n−1 (a n − 1), so 0 ≤ x ′ − s ≤ p + a n−1 (a n − 1) − 1. Since x ′ = x ′ −s an a n + s and x ′ has residuex in Z p , we have expressedx as the sum of at most p + a n−1 (a n − 1) − 1 a n + a n < p a n + a n−1 + a n elements of A. Butx was an arbitrary element of Z p , so w p (A) < p an + a n−1 + a n . Suppose that a n−1 (a n − 1) < p. Settingx =0 in the above argument, we get that the unique x ′ ∈ {a n−1 (a n − 1), . . . , a n−1 (a n − 1) + p − 1} congruent to0 is precisely p. This gives 0 ≤ x ′ − s < p, which in turn yields a set of fewer than p an + a n elements of A that sum to0. Then h c p (A) < p an + a n .
The above lemma gives good bounds on the coheight and width when the elements of A are small. The following lemma tells us how small we can make them using the automorphisms of Z p . For notational convenience, we define |x| p = min(x, p − x) for any 0 ≤ x < p.
Lemma 4.2. Let p be prime, let n > 1, and let
Proof. Let s = p (n−1)/n , and let a = (ā 1 , . . . ,ā n ) ∈ Z n p . Using a pigeonhole argument, we will show that for some k ∈ {1, . . . , p − 1}, ka lies in {−s, −s + 1, . . . ,s} n ⊂ Z n p . Let q = p s . We can then partition Z p into q intervals of length s or s + 1. This division of Z p into q intervals yields a division of Z n p into q n n-dimensional boxes with sides s or s + 1. We have
Now consider the p points 0, a, 2a, . . . , (p − 1)a ∈ Z n p , which lie in the q n ≤ p − 1 boxes. By the pigeonhole principle, some two points, say k 0 a = (k 0ā1 , . . . , k 0ān ) and k 1 a = (k 1ā1 , . . . , k 1ān ), lie in the same box. Since each side of the box is at most s + 1,
By combining the above lemmas, we can bound the range of the coheight function on subsets of Z p with small cardinality. 
Proof. Let A = {ā 1 , . . . ,ā n }. If n = 1, then eitherā 1 = 0, in which case h c p (A) = 1 and (1) holds, orā 1 = 0, in which case h c p (A) = p and (2) holds for b = 1. So we assume n ≥ 2. By Lemma 4.2, there is some k ∈ {1, . . . , p − 1} such that |kā 1 | p , . . . , |kā n | p ≤ p (n−1)/n . Since h c p (A) does not change if we permute theā i or multiply them by some such k, we can assume without loss of generality that 0 ≤ |ā 1 | p ≤ · · · ≤ |ā n | p ≤ p (n−1)/n . We can also assume gcd(|ā 1 | p , . . . , |ā n | p ) = 1, since if not, we multiply A by the inverse of the gcd modulo p. Let a i be the least nonnegative integer representative ofā i and assume a 1 = |ā 1 | p , since if not, we multiply A by −1. If a 1 = 0, then h c p (A) = 1 and (1) holds. If p − p (n−1)/n ≤ a i < p for some 2 ≤ i ≤ n, then a 1āi + (p − a i )ā 1 = 0 and 0 ∈ (a 1 + p − a i )A. In that case,
(n−1)/n + 2 < 3p (n−1)/n + 1 and (1) holds. If 0 < a i ≤ p (n−1)/n for all 2 ≤ i ≤ n, then we have 0 < a 1 < · · · < a n and gcd(a 1 , . . . , a n ) = 1. If 1 ≤ a n ≤ p 1/n , then a n−1 (a n − 1) < p. By Lemma 4.1, p a n ≤ h c p (A) < p a n + a n .
Let b = a n and subtract 1/b to give (2).
In the final case, we have p 1/n < a n ≤ p (n−1)/n . Then Lemma 4.1 yields
as desired.
We now use the duality between Nathanson heights of subspaces of Z n p of codimension one and coheights of subsets of Z p . By Proposition 3.1, if V is the subspace of Z n p of codimension one that is the kernel of the 1 × n matrix (ā 1 . . .ā n ) and
The size of A is equal to the number of distinctā i , which can be any number from 1 to n. Thus
Then Theorem 1.1 follows from Theorem 4.3.
Theorem 1.1. Let p be a prime, let n ≥ 2, and let V be a subspace of Z n p of codimension one.
When n = 2, the statement can be improved slightly by eliminating the case p 1/n < a n ≤ p (n−1)/n , because 1/n = (n − 1)/n = 1/2, and the case |ā 1 | p = |ā i | p = √ p , because their gcd is greater than 1. This consideration yields the following result, which proves Nathanson's conjecture in [2] on the range of the Nathanson height function on the projective line.
Corollary 4.4. Let p be a prime and let
Theorem 1.1 also implies that as p → ∞, the sets 
. By Theorem 1.1, x is either at most 3p −1/n +p −1 away from 0 or at most p 1/n p −1 ≤ 2p −1/n away from 1/b ∈ B. Thus every element of We can also bound the range of the width function on subsets of Z p .
Theorem 4.6. Let p be a prime, and let A ⊆ Z p with n = |A \ {0}| ≥ 1. Then either
Proof. Let A = {ā 1 , . . . ,ā n }. If n = 1, then w p (A) = p and (2) holds with b = 1, so we assume n ≥ 2. We first consider the case 0 / ∈ A. By Lemma 4.2, there is some k ∈ {1, . . . , p − 1} such that |kā 1 | p , . . . , |kā n | p ≤ p (n−1)/n . Let kā i be the least of kā 1 , . . . kā n , where the elements are ordered by their representatives in [−(p − 1)/2, (p − 1)/2]. If that representative of kā i is nonnegative, then letā ′ j = kā j for every j. Otherwise, letā ′ j = kā j − kā i for j = i, and letā 
As in the proof of Theorem 4.3, we analyze two cases. If 0 < a ′ n ≤ p 1/n , then (4) holds for b = a ′ n , while if p 1/n < a ′ n ≤ 2 p (n−1)/n , then (3) holds. If 0 ∈ A, then we have w G (A) equals w G (A \ {0}) − 1 or w G (A \ {0}), depending on whether or not every nonzero element of G can be obtained using at most w G (A \ {0}) − 1 elements of A. The statement then follows from the application of the first case to A \ {0}.
We can now show that the sets
Unlike in Theorem 4.5, we allow |A| to be arbitrary, even as large as p. (For notational convenience, we set h p (∅) = w p (∅) = w p ({0}) = p.) We can bound the rate of convergence as follows. 
But if |A| ≥ log p log log p > 0, then Lemma 3.3 gives
log log p log p ). The corresponding statement for the width follows from a similar argument using Theorem 4.6.
Codimension two, and beyond
In Section 4, we proved that the sets H c q i (n, m) such that the x i converge to x. In this section, we give an infinite family of points contained in lim sup q→∞ 1 q H c q (n, m) for any 1 ≤ m < n. In the case m = 2, we show that
The lim inf in the definition of f x rules out artificially low values when coordinates of opposite signs have fractional part 0 simultaneously. For example, f 1/2 (6, −2, −3) = 3/2, not {3} + {−1} + {−3/2} = 1/2. If p grows large and (a 1 , . . . , a n ) is fixed, { (ā 1 , . . . ,ā n ) approaches the global minimum of f x (a 1 , . . . , a n ). This suggests the following definition.
Definition. Let a 1 , . . . , a n ∈ Z. Then define h ∞ (a 1 , . . . , a n ) = min x∈[0,1) f x (a 1 , . . . , a n ).
For any prime p and any (a 1 , . . . , a n ) ∈ Z n with −p < a i < p, we have h ∞ (a 1 , . . . , a n ) = min x∈ [0, 1] f x (a 1 , . . . , a n ) ≤ min 1≤k≤p−1 f k/p (a 1 , . . . , a n ) = 1 p h p (ā 1 , . . . ,ā n ).
Each integral representative of a point in V ⊂ Z n p whose coordinates have absolute value less than p gives a lower bound on h p (V ). If a 1 , . . . , a n ≥ 0, then h ∞ (a 1 , . . . , a n ) = 0, but if some of the a i 's have opposite signs, then h ∞ > 0 and the bound is nontrivial. This raises two natural questions: how can we calculate the lower bound, and how tight is it?
The following trivial properties of f x help us to answer those questions.
Remark. Let a 1 , . . . , a n ∈ Z.
(a) The function f x (a 1 , . . . , a n ) is piecewise linear in x with slope a 1 + · · · + a n .
(b) The discontinuities of f x (a 1 , . . . , a n ) occur at rational numbers with denominators |a i |.
(c) The local minima of f x (a 1 , . . . , a n ) occur at rational numbers with denominators |a i |.
While h ∞ (a 1 , . . . , a n ) can be difficult to compute in general, we can handle some simple cases easily. 
