Aerofoil broadband and tonal noise modelling using stochastic sound sources and incorporated large scale fluctuations by Proskurov, S et al.
1 
 
Aerofoil broadband and tonal noise modelling using stochastic 
sound sources and incorporated large scale fluctuations 
S. Proskurova, O. R. Darbyshireb, S. A. Karabasova 
aQueen Mary University of London, Mile End Road, London, E1 4NS, UK 
bBAE Systems Computational Engineering, Filton, Bristol, BS34 7QW, UK 
 
Abstract  
 The present work discusses modifications to the stochastic Fast Random 
Particle Mesh (FRPM) method featuring both tonal and broadband noise 
sources. The technique relies on the combination of incorporated vortex-
shedding resolved flow available from Unsteady Reynolds-Averaged Navier-
Stokes (URANS) simulation with the fine-scale turbulence FRPM solution 
generated via the stochastic velocity fluctuations in the context of vortex sound 
theory. In contrast to the existing literature, our method encompasses a unified 
treatment for broadband and tonal acoustic noise sources at the source level, 
thus, accounting for linear source interference as well as possible non-linear 
source interaction effects. When sound sources are determined, for the sound 
propagation, Acoustic Perturbation Equations (APE-4) are solved in the time-
domain. Results of the method’s application for two aerofoil benchmark cases, 
with both sharp and blunt trailing edges are presented. In each case, the 
importance of individual linear and non-linear noise sources was investigated. 
Several new key features related to the unsteady implementation of the method 
were tested and brought into the equation. Encouraging results have been 
obtained for benchmark test cases using the new technique which is believed to 
be potentially applicable to other airframe noise problems where both tonal and 
broadband parts are important.              
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 Aerofoil noise, or the noise generated by scattering of hydrodynamic 
field in the turbulent boundary layer close to the wing trailing edge, has been a 
subject of investigation since 1970s [1,2]. In recent years, this classical problem 
has kept attracting attention [3-6] and despite the availability of several 
experimental databases [7-9], an understanding of trailing edge noise 
mechanisms leading to robust scaling laws is still lacking. 
 Numerical modelling of aerofoil noise based on unsteady computational 
fluid dynamics approaches such as Large Eddy Simulation (LES) or Direct 
Numerical Simulation (DNS) came into practice in 2000 [10,11]. Since then, 
there have been approaches of various validity and complexity used for 
modelling the unresolved near-wall turbulence or directly resolving this for low 
Reynolds number flows [4,12-16]. For acoustic modelling, there has also been a 
range of formulations of various complexity used starting from Ffowcs 
Williams-Hawkings (1969) [17] and Amiet's theory (1976) [18] to solving the 
Acoustic Perturbation Equations (APE) [19] and performing direct noise 
computations [20,21]. 
 A serious limitation of using LES for trailing edge noise modelling is 
their restriction to relatively low Reynolds numbers due to prohibitively high 
computational cost of resolving the boundary layer turbulence. This limitation 
has resulted in a very little use of LES in support of existing experimental 
aerofoil noise campaigns or industrial design processes where the computational 
cost is further increased due to the geometrical complexity. Therefore, attention 
turned to methods with a fast turnaround time, such as Reynolds-Averaged 
Navier-Stokes (RANS) simulations that evolved through 1990s and by the end 
of the decade were extensively used to obtain a time-averaged flow prediction 
for a wide variety of industrial problems with varying degrees of success. 
Despite its drawbacks in transition modelling and inability to accurately model 
the separation, RANS methods can provide a quick prediction for high Reynolds 
number flows typical to many industrial problems and therefore, these tools 
remain commonly used to the present day.     Compared to LES the validity of 
acoustic prediction schemes based on RANS strongly depends on the model 
calibration. This also applies to hybrid RANS/LES methods [22] where a 
calibrated transition from one scheme to another needs to be performed. 
3 
 
 In the context of trailing edge noise modelling, URANS simulations have 
been used to predict the tonal noise generated by a bluff body vortex generator 
attached to an aerofoil boundary close to the trailing edge [23]. Pure tonal noise 
prediction schemes based on URANS were applied for multi-blade 
configurations in turbo-machinery, for example, in application to fan noise [24] 
and turbine noise [25] modelling with a reasonable computational efficiency. 
However, the ability of such schemes to provide reliable tonal noise predictions 
through estimating an isolated vortex shedding characteristic is rather 
questionable.       
 For broadband noise predictions, the stochastic Fast Random Particle 
Mesh (FRPM) method was developed [26-29] which can predict sound 
generated by turbulent flows over a wide range of Reynolds numbers. The 
approach is based on using RANS flow solution to generate synthetic turbulence 
whose statistics that matches the RANS calculation. The synthetic turbulence 
fluctuations obtained are then, typically, substituted into the right-hand-side 
sources of some acoustic formulation, the same way as the LES fluctuations 
would be, to propagate the acoustic solution to the far field. 
 More recently, the FRPM method together with APE for sound 
propagation was used [30] for fast-turn-around time acoustic calculations in the 
framework of Altus solver that is a proprietary code of BAE Systems. The solver 
applies the FRPM method on a Cartesian grid with the flow field interpolated 
from the RANS calculation to generate the sound sources. The sources are then 
interpolated onto an unstructured grid of general complexity around a scattering 
body to solve a set of Acoustic Perturbation Equations (APE-4 formulation) [19] 
using a high-order Quadrature-Free Discontinuous Galerkin method and the 
ADER scheme for time integration [31].  This solver is further developed to be 
used in the current work for broadband and tonal noise predictions.  
 Importantly, unlike the LES-based noise prediction schemes [32], which 
automatically account for all types of noise sources in the flow solution, the 
original FRPM model can only simulate broadband fluctuations which are 
generated by the stochastic particles moving with the time-averaged RANS flow 
field. For example, the original FRPM model cannot include any unsteady flow 
features such as vortex shedding or pairing which would produce tones in the 
noise spectra. However, under the scale separation assumption between the high-
frequency turbulence fluctuations and the low frequency tones typical of the 
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URANS solution methods, the tones should also be possible to incorporate in 
the corresponding acoustic prediction scheme. 
 Recently, an attempt to combine the FRPM method with a URANS 
solution for improved broadband noise predictions called U-FRPM method was 
developed for a centrifugal fan noise problem [33]. However, the underlining 
acoustic formulation used in that work remains unclear. For example, the U-
FRPM model appears to be based on simply adding up squares of two far-field 
pressure amplitudes, one being the broadband signal from FRPM and the other 
is the tonal signal from a separate steady-state model, to obtain the final power 
spectral density amplitude at the far-field observer location. Thus, first of all, 
this approach requires two acoustic calculations of the sound propagation to the 
far field for a single flow case that may be expensive. Moreover, such simplified 
treatment does not only ignore any possible nonlinear source interaction but also 
neglects any acoustic interference of the different source components that are 
assumed to be uncorrelated at the far field despite sound propagation effects, 
which assumption needs to be verified.  
 The current work is devoted to developing a consistent modelling 
framework for combining the flow scales responsible for the broadband and 
tonal noise generation at the source level in the FRPM scheme and implementing 
it in an engineering code such as ALTUS. The article is organised as follows: 
 In Section 2, the governing acoustic formulation based on the APE is 
presented. The FRPM method and the numerical setup based on the 
RANS k – ω SST [34] model and the finite-element solution of Acoustic 
Perturbation Equations are briefly reviewed.  
 In Section 3, basic numerical model verification results are presented. 
First, the RANS flow solutions for two benchmark trailing edge noise 
configurations with a sharp and a blunt trailing edge are demonstrated. 
Then, for verifying the numerical propagation solution, an analytical 
sound propagation test is considered where the current numerical 
solution is compared with theory.  
 In Section 4, acoustic modelling results for two benchmark noise 
configurations, with and without the tonal noise component, are 
considered and validated in comparison with the experimental data. In 
each case, the relative importance of various linear and non-linear noise 
sources is investigated. 
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2. Governing Acoustic Formulation and Computational Method 
 Following [19], the governing non-homogeneous Acoustic Perturbation 
Equations are considered which correspond to the vorticity- and entropy-less 



















) = 𝓠,      (2) 
where 𝑝′ and 𝑢′ denote pressure and velocity perturbations that the system solves 
for, 𝜌0 and  𝑢0 are the density and velocity of the time averaged mean flow with 
the local speed of sound 𝑐0, and 𝓠 is the effective acoustic source vector. Time 
averaged quantities, namely pressure, density and velocity fields could be 
obtained from a separate calculation such as a RANS simulation. Subsequently, 
the acoustic source vector 𝓠 is calculated and provided to the system of Eqs. (1) 
and (2) at every time step of the simulation.  
 The acoustic sources are defined following the vortex sound theory 
model from [29] which includes the following three terms: 
𝓠 = −{𝝎0 × 𝒖
′} − {𝝎′ × 𝒖0} − {𝝎′ × 𝒖′},            (3) 
where 𝝎0 and 𝝎′ represent the mean flow vorticity vector and its fluctuation, 
respectively. The vorticity fields can be defined from the mean flow and 
fluctuating velocity component through the standard relationships, e.g.  𝝎′ =
∇ × 𝒖′. The first two terms in Eq. (3) represent linear sources with respect to 
velocity and vorticity fluctuations, later referred to 𝝎0 × 𝒖
′ part as term I and to 
𝝎′ × 𝒖0 part as term II, and the third one is quadratic in terms of the fluctuations. 
The third non-linear part 𝝎′ × 𝒖′ of the vortex source in Eq. (3) is thought to be 
smaller than the first two terms for low Mach number aerofoil flows at moderate 
angles of attack and by assumption is neglected. As discussed in [29] it is often 
the second, linear vorticity fluctuation term,  𝝎′ × 𝒖0 included while the rest of 
the sources are ignored. In the present work, all three source terms of Eq. (3) will 
be retained to verify their relative importance for the test cases considered. 
 In accordance with the original FRPM model, where various source 
descriptions could be implemented [29], the underlying part of the fluctuating 
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solution field in Eq. (3) is obtained from synthetic turbulence generated using 
the method discussed below. 
 In order to obtain the fluctuating stream function component 𝜓𝑖 in Eq. 
(4) from which individual instantaneous variables of Eq. (3) are later determined, 
a random white-noise field 𝒰 is represented by Lagrangian particle tracers which 
carry random numbers. Collectively, these stochastic particles have a zero mean 
property and are evenly seeded over the mesh in the region not occupied by the 
geometry. As the simulation progresses, these particles are convected with the 
local mean flow inside the defined FRPM source region. During run-time 
particles that leave the domain due to the mean flow convection are substituted 
by new particles at the in-flow boundary to preserve the same particle density in 
the flow domain. At every time step the acoustic sources are to be evaluated, a 
set of random values are interpolated onto the neighbouring Cartesian mesh node 
(as shown in Fig. 1). This represents an approximation to the convective white-
noise field. By using the area-weighting kernel function that incorporates the 
statistics of the local mean flow solution, and applying the additional weighting 
with the amplitude ?̂? one can obtain the corresponding solenoidal velocity field 
as a required input for the acoustic sources.   
 
𝜓𝑖(𝒙, 𝑡) = ∫ ?̂?𝑉𝑠𝑛
𝐺(𝒙 − 𝒙′)𝒰𝑖(𝒙
′, 𝑡)𝑑𝑛𝑥′           (4) 
In Eq. (4) ?̂? is the amplitude of the filter that is the function of the local kinetic 
energy, 𝑛 indicates the dimension of the problem, and 𝑉𝑠
𝑛 is the considered 









Fig. 1 - Random particles on mesh and area-weighting from particle to the grid 




 As shown in the previous literature on the FRPM method [26-28], for a 





) the filter amplitude and width 
can be analytically expressed from the corresponding amplitude and scale of the 
autocorrelation function of the same velocity fluctuations, 𝑅(𝑥, 𝑑𝑥) = 
𝑢′(𝑥 + 𝑑𝑥, 𝑡)𝑢′(𝑥, 𝑡) where the bar indicates time averaging. Similar to other 
RANS-based acoustic prediction schemes [35], the amplitude and the correlation 








                               (5) 
 In the above equation the local turbulent kinetic energy, 𝑘 and the 
specific dissipation,  could be chosen as time-averaged or instantaneous values 
from URANS and the length scale, 𝑙𝑠 is expressed in terms of the 𝑘 − 𝜔 model. 
The turbulent viscosity of the 𝑘 − 𝜔 and 𝑘 − 𝜖 models is related so that 𝜖 =
𝐶𝜇𝑘𝜔, where 𝐶𝜇 = 0.09 and 𝑐𝑙 is a calibration constant. In accordance with [3] 
its recommended value is in the range of 0.5 - 0.75. In this work we use a fixed 
value for all calculations that is 0.72. In accordance with [28], the scaling 







2               (6) 
 Notably, there is a “frozen turbulence” assumption implied in the FRPM 
model, meaning that the random field is frozen in time and simply convects 
along the mean flow path without any de-correlation in time. Furthermore, the 
FRPM model is inherently steady, hence, cannot account for the unsteady effects 
such as vortex shedding, hence, the resulting acoustic model is not suitable for 
tonal noise. To account for the tonal noise sources with FRPM model, the present 
work uses the idea of scale separation and considers of a total velocity fluctuation 
consisting of the two parts: 
𝒖′ = 𝒖𝑓
′ + 𝒖𝐿




′  is the ‘fine-scale’ fluctuating velocity component obtained from 
stochastic particles in accordance with the original FRPM scheme and 𝑢𝐿
′  is the 
‘large-scale’ fluctuating velocity component. The latter can be obtained from a 
vortex-shedding resolving unsteady RANS (URANS) solution as a fluctuation 
of the time mean:  
𝒖𝐿
′ = 𝒖𝑈𝑅𝐴𝑁𝑆(𝑡) − 𝒖0,                  (8) 
where 𝒖𝑈𝑅𝐴𝑁𝑆(𝑡) is the unsteady URANS flow solution and  𝒖𝑈𝑅𝐴𝑁𝑆(𝑡) = 𝒖0 
is its corresponding time-average field. 
 From the resulting velocity fluctuation field Eq. (7), the fluctuating 
vorticity is obtained via a numerical differentiation as previously mentioned that 
by definition will also incorporate the 𝑢𝐿
′  term. The resulting data fields are then 
manipulated into the governing acoustic source equations, Eq. (3). For far-field 
sound propagation modelling, the APE equations with the source on the RHS 







= 𝓠(𝒙, 𝑡)          (9) 
where 𝑼 and 𝑭𝑗 are the corresponding solution and flux vectors, j=1,2,3, and 
Einstein summation over the repeated index is implied. 
 For numerical computation with the Discontinuous Galerkin scheme 
[36] [37], the flow solution, the flux vectors and the sources are expanded in 
terms of the finite-element basis functions 𝜙𝑘(𝑥𝑖), e.g. 
  𝑈(𝑥, 𝑡) = 𝜙𝑘(𝑥)𝑈𝑘(𝑡)           (10) 
  𝐹𝑗(𝑥, 𝑡) = 𝜙𝑘(𝑥)𝐹𝑗𝑘(𝑡)           (11) 
  𝒬(𝑥, 𝑡) = 𝜙𝑘(𝑥)𝒬𝑘(𝑡)          (12) 
 Following the standard weak solution procedure, the governing 
equations (9) are multiplied by the test function 𝜙𝑖, which are up to the 6
th order 
of approximation in this work, integrated over the volume with applying 
integration by parts and the divergence theorem. This leads to a system of 




+ ∫ 𝜙𝑖𝜙𝑘Γ 𝐹𝑗𝑘𝑛𝑖𝑑𝑆 − ∫ 𝐹𝑗 𝑘𝑉
𝜕𝜑𝑖
𝜕𝑥𝑗
𝜙𝑘𝑑𝑉 = ∫ 𝜙𝑖𝜙𝑘𝑉 𝒬𝑘𝑑𝑉,    (13) 
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where the mass matrix is 
𝑀𝑘 = ∫ 𝜙𝑖𝜙𝑘𝑉 𝑑𝑉.        (14) 
 Due to linearity of the fluxes 𝐹𝑗 with respect to the acoustic variable the 
corresponding Jacobian matrix is pre-computed using the Quadrature-Free 
method. A RANS mean flow solution is mapped to the acoustic grid for the 
purpose of providing local density, pressure and velocity information. The flux 
reconstruction at the faces of control elements is achieved using the Roe flux-
splitting scheme. The equations are integrated in time using the 4th order ADER 
method [31] of Titarev and Toro. All of these features are available in the 
framework of the Altus solver which is used in the present work.  
 For the 2D aerofoil profiles considered here, the computational domain 
for solving the acoustic propagation problem is covered by a triangular prism 
grid including the far-field “numerical microphone” location. The prismatic 
layer has one element in the span-wise direction that is the homogeneous 
direction of the problem. A symmetry plane condition is used in the span-wise 
direction and far-field boundary conditions are imposed at all other open-domain 
boundaries. At the aerofoil boundary, a no-slip wall ghost point boundary 
condition is applied.  
 






Fig. 2 – Computational acoustic grid in x-y plane. (a) Grid elements in the 
vicinity of a trailing edge and (b) the far-field showing high order elements 
over an instantaneous acoustic pressure wave.  
           For optimal computational efficiency of the current computational 
method, a variable order of the finite elements is used depending on the acoustic 
grid density, starting from the first-order elements in the finest grid region close 
10 
 
to the aerofoil boundary and in the source region while using the 6th order 




Fig. 2. Dots represent degrees of freedom.  
 For low Mach number flows of interest in the current publication, the 
acoustic propagation velocity is much larger compared to the hydrodynamic 
velocity. In application to the FRPM model this means that the acoustic time 
scale is very small as compared to the time scale required for the stochastic 
particle to travel any appreciable distance, in particular to traverse between the 
FRPM Cartesian grid cells. The same applies to the vortex shedding effect which 
scales with the local mean flow velocity rather than sound speed, allowing the 
URANS solution to march in time with a very large time step as compared to the 
acoustic wave propagation solution. To exploit the difference in the time scales, 
following [30], further computational savings are achieved by keeping the time 
step of the effective noise source computation an order of magnitude, 10 times 
larger in this case, in comparison with the acoustic propagation time step and 
using a linear interpolation to obtain the acoustic source distribution at the 
intermediate time steps. Following this procedure, the acoustic source generation 
part of the model takes only a fraction of cost of the entire model run time, most 
of which is spent on computing the acoustic wave propagation. In general, for 
the problems considered in this paper the computational wall clock times are 
about 48 hours per case including the spin-out time and the time required for the 
statistical solution post-processing on a small cluster of 64 computational cores. 
The spin-out time is defined as the time period required to reach a statistical 
stationarity of the acoustic solution. In practical terms, the spin-out time takes 
several throughflow times of acoustic wave propagation across the domain.        
 
3. Application to aerofoil noise modelling 
3.1 Description of test cases and flow solution validation 
 
 First, the benchmark NACA 0012 aerofoil case with a sharp trailing edge 
and zero incidence angle of attack from the workshop on Benchmark problems 
for Airframe Noise Computations (BANC) [38] is considered. The aerofoil 
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chord length is 0.4 m and the free-stream velocity is 56 m/s, which correspond 
to a Reynolds number of about 1.5×106 and a free-stream Mach number of 
0.1664. The CFD part of a problem is solved with a 2D RANS simulation using 
the k – ω SST turbulence model with the advection scheme implemented in the 
form:  
 
𝜑𝑖𝑝 = 𝜑𝑢𝑝 + 𝛽∇𝜑 ∙ ∆𝒓         (15) 
 
where 𝜑𝑢𝑝 is the flux value at the upwind node, and 𝒓 is the vector from the 
upwind node to the integration point (ip). When the blend factor, 𝛽 is equal to 
zero, the scheme is simply first order upwind. For our simulations a non-linear 
recipe for 𝛽 based on the boundedness principles proposed by Barth and 
Jesperson [39] is used within a framework of the ANSYS CFX Solver, making 
the advection scheme second order accurate in space. The algorithm used can be 
shown to be Total Variation Diminishing (TVD) when applied to a one-
dimensional flow problem. The implicit time iterations are performed by the 
means of under-relaxation scheme.  
 A C-type mesh with 216 grid points per side of the aerofoil was generated 
paying special attention to the wake resolution zone behind the trailing edge. The 
grid resolution in wall-normal units, y+ is of the order of 1, the far-field domain 
boundaries are placed 25 chords from the aerofoil leading edge and the total 
count of grid elements is approximately 105. The mesh is shown in Fig. 3a. In 
addition, the grid refinement was performed in the streamwise direction using 
twice as many points per side of the aerofoil to demonstrate that trailing edge 
velocity and turbulent kinetic energy profiles in Fig. 4 are not very sensitive to 
the aspect ratio of the near-wall elements in the RANS solution. 
 It is important to mention here that in the framework of FRPM, the source 
modelling consists of two parts. One part is the RANS solution and the other is 
the FRPM particle emulation with the use of the corresponding auxiliary 
stochastic particle grid. The auxiliary grid is made consistent with the RANS 
solution which defines the corresponding filter length scale and amplitude of the 
stochastic particle distribution function as well as the particle convection speed. 
Hence, for consistency of the source modelling in FRPM, it is important to 




Fig. 3b shows the numerical solution for the Mach number distribution 
around the aerofoil and the location of the “numerical probe” at 1.0038 𝑥/𝑐 from 
the leading edge. The latter location is typical of the trailing edge noise sources 
and this is where the experimental flow data from the Institute of Aerodynamics 
& Gas Dynamics (IAG) at University of Stuttgart is also available for 
comparison with the modelling as provided in [38]. 
 
 






Fig. 3 – Computational grid in x-y plane (a) and the Mach number contours 
with the numerical probe location (b) 
 Fig. 4 compares the computed profiles of the mean flow velocity, 
turbulent kinetic energy, and the integral turbulence length scale, which 
characterise the convection speed, the amplitude and the filter length scale of the 
FRPM model for two RANS grid resolutions, with experiment at the ‘numerical 
probe’ location just downstream of the trailing edge. The mean flow profile is in 
an excellent agreement with experimental data including the inflection point 
being at y/c ~ 0.035-0.04 in the simulation, which is at the same location as 
reported in the BANC workshop for comparison [38]. The profile of the 
turbulent kinetic energy shows a good agreement with the experiment too with 
only minor excursions close to the centreline.  
Notably, the definition of the integral turbulence scale length as applied 
in the experiment would require the determination of velocity auto-correlation 
function that is not available from the RANS simulation. Therefore, to be 
consistent with the RANS-based acoustic source modelling as discussed earlier, 
the turbulent scale is defined as the dimensional group combination involving 
the turbulent kinetic energy and energy dissipation rate with a calibration 
coefficient. See Eq. (5). In all calculations of the present paper the calibration 
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length scale parameter, 𝑐𝑙 equal to 0.72 is used. This value shows a reasonable 
match with the experimental profile of the integral turbulence length scale apart 
from very small distances at the centreline.  
a)            b)       c) 







Fig. 4 Comparison of the RANS solutions on the standard grid and the grid that 
was refined in the stream-wise direction with the experiment downstream of 
the trailing edge: mean flow velocity (a), turbulent kinetic energy (b), and 
integral turbulence scale profile (c). 
 The second benchmark aerofoil noise problem considered in this work is 
the experiment of Brooks and Hodgson [43], for an aerofoil with a blunt trailing 
edge. The case chosen is that with the largest trailing edge thickness of 0.0025 
m which exhibits pronounced tonal noise. The aerofoil used in the experiment 
was a NACA 0012 symmetrical aerofoil section with a chord length of 0.6096 
m and a span of 0.46 m at zero incidence to the flow. The free-stream velocity is 
set to U=69.5 m/s and the corresponding Reynolds number based on the chord 
length is 2.77×106 with a free-stream Mach number equal to 0.2. The blunt 
trailing edge leads to vortex shedding at 3 kHz which corresponds to a Strouhal 
number of around 0.1 based on the free-stream velocity and the trailing edge 
thickness.  
 Similarly to the sharp trailing edge case, the problem is solved with the 
2D 𝑘 − 𝜔 SST turbulence model. In this case an unsteady RANS model is used 
to capture the vortex shedding. A second-order accurate scheme in space and 
time was applied for numerical solution on a C-type grid of approximately the 
same resolution in comparison with the sharp trailing edge case.  
 Two unsteady RANS simulations were performed for the blunt trailing 
edge problem. The first calculation was conducted for the same geometry as 
reported in the experiment while assuming a fully turbulent boundary layer 
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condition on the aerofoil boundary. Compared to the experiment, where the 
transition to turbulence occurred due to the flow tripping on the sides of the 
aerofoil, the numerically predicted shedding frequency was approximately 2750 
Hz more than 10% short of the experimental value.  
 Reproducing the correct transition to turbulence within the RANS model 
to replicate the aerofoil boundary condition in the experiment is very challenging 
and is likely to involve several calibration parameters of questionable validity 
since modelling of flow separation within the standard RANS framework could 
be questionable. Hence, no attempt to model the transition from a laminar to 
turbulent boundary layer is undertaken here. Instead, a simpler method to capture 
the correct shedding frequency is chosen for the second RANS simulation.  
 For the second RANS calculation, a slightly elongated aerofoil shape 
with the trailing edge thickness reduced by 20% is considered. This slight shape 
modification resulted in capturing the experimental shedding frequency of the 3 
kHz numerically.  
 Fig. 5 compares the time–averaged URANS solution having the blunt 
trailing edge for pressure and skin friction coefficient 𝑐𝑝 and 𝑐𝑓 distributions 
with the experimental data of Gregory and O’Reilly [40] and Langley CFL3D 
RANS calculation. In comparison to the reference configuration of Brooks and 
Hodgson, the experiment of Gregory and O’Reilly together with Langley 
CFL3D solution correspond to the same aerofoil profile except for the sharp 
trailing edge, the same free-stream Mach number and a similar Reynolds number 
(2.8×106 vs 2.77×106). As can be seen the current URANS simulation is in very 
close agreement with data reported in the literature, where for this benchmark 
case the blunt trailing edge is only a small percentage of the aerofoil’s thickness 
and therefore, the overall geometry could be deemed as almost identical. 
Notably, in the reference experiment Brooks and Hodgson reported a 𝑐𝑓 value of 
approximately 0.002 at the trailing edge, which is also in a good agreement with 
the current URANS simulation.  







        
Fig. 5 – Comparison of the current RANS solutions with the available flow 
data for a similar NACA0012 aerofoil case from the literature: pressure (a) and 
skin friction coefficient distributions (b). 
 
3.2 Implementation of an acoustic source model for broadband and tonal 
noise simulations 
 
 In order to minimise errors related to the filter scaling operation, the size 
of the Cartesian FRPM grid cell is kept much smaller than the smallest 
considered characteristic scale of the acoustic source. The latter scale is of the 
order of the turbulence length scale in the region of significant source 
amplitudes. In the current 2D simulations a cell size of 4 times as small as 
compared to the minimal value obtained by Eq. (5) is used. Where zero values 
are present in the source domain, a sufficiently small value thought to be of 
importance is picked as a reference scale. In our simulation this smallest scale 
within the source region was estimated to be in a range of 6 × 10−4 with 
reference to the chord 𝐶, resulting in a cell size of 1.5 × 10−4 Δ/𝐶, where ∆ is a 
Cartesian cell width. In addition, 10 stochastic particles per each Cartesian grid 
cell are specified. It was demonstrated that a sufficient number of particles are 
required within the FRPM domain [27] such that their area-weight contribution 
would achieve target root-means-square (RMS) values and therefore, yield a 
close approximation to Eq. (4). This ensures that parameters of the distribution 
of random particles vary slowly as compared to the convection scale of 
individual particles so that the particle contributions to the source are statistically 
converged. Importantly, in [27] converged statistics were obtained with an 
increase in the total number of particles beyond approximately 5 particles per 
cell.  
 Furthermore, in order to smoothly insert and eliminate particles without 
spurious noise amplification effects, a numerical decay function is built into the 
inlet and out zone of the FRPM domain which gradually attenuates the amplitude 
of the filter function. 
 When a tone is present in addition to the broadband fluctuations, it 
becomes an additional source of flow solution unsteadiness and consequently 
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contributes to the noise. For source modelling, an unsteady flow solution 
obtained from URANS is mapped on to the same FRPM Cartesian grid where 
the synthetic turbulence flow component is generated. Fig. 6a shows a time 
averaged velocity magnitude field interpolated on to the FRPM grid which is 
required when evaluating 𝑢𝐿
′  at every CFD time step, shown in Fig. 6b. A 
sequence of CFD time steps that describe one complete period of shedding is 
selected. The parameters of interest that include turbulent kinetic energy, 
turbulent eddy frequency, mean and instantaneous URANS velocities along with 
the mesh information and CFD time step are recorded into a separate input file 
that are later used as an input for the acoustic solver.  
 a)           b) 
  
 
Fig. 6 – URANS solution provides an additional fluctuating velocity source for 
the blunt trailing-edge problem: mean velocity magnitude (a) and its 
fluctuation field mapped onto the FRPM Cartesian grid (b).  
            Fig. 7 shows the time history of cross-stream velocities in the wake zone 
normalised with a local mean kinetic energy at the numerical probe placed 
downstream of the trailing edge. Fig. 7 encompasses the reference 𝑣′ FRPM 
velocity signal obtained from purely broadband stochastic sources as well as the 
modified 𝑣′ + 𝑣′𝐿 velocity that incorporates the tonal noise harmonic. On the 
same plot, 𝑣′𝐿 alone that is at the core of the tonal noise mechanism, shown with 
markers, represents large scale fluctuations which are a result of Eq. (6). Besides, 
the analytical harmonic function of 2750 Hz with an arbitrarily calibrated 
amplitude and phase is plotted to approximately fit the shedding frequency of 
the wake corresponding to the first URANS solution (Analytical). 
 It is interesting to observe how the stochastic part of the solution gets 
superimposed on the deterministic wave solution corresponding to the vortex 
shedding and results in the total signal which looks very much like a velocity 





Fig. 7 - Time-domain behaviour of various velocity components behind the 
blunt trailing edge. The analytical function corresponding to the pure tonal 
velocity signal is included for comparison. √𝑘 is a characteristic turbulent 
kinetic energy obtained from a 2D RANS solution. Time Units (TUs) are based 
on the free-stream velocity and the chord length, TU=C/U. 
 
 In the current method based on the URANS solution there are two 
possibilities for realisation of turbulent kinetic energy and turbulent length scales 
on the FRPM grid. The choice is between using mean or instantaneous quantities 
for scaling the filter kernel in Eqs. (4-6). Our investigations with the current 
benchmark vortex shedding case show that acoustic predictions remain similar 
and consistent for both options. For the results discussed in Section 3.4 we used 
instantaneous fields for 𝑘 and 𝑙 directly obtained from parameters of the URANS 
simulation. 
 
3.3 Acoustic wave propagation solution 
 Acoustic sources that incorporate both broadband and tonal mechanisms 
of noise generation described previously are evaluated at the FRPM grid nodes 
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and then must be mapped to an acoustic grid for the wave propagation. However, 
due to the difference in mesh types where source interpolation from a Cartesian 
FRPM to an unstructured 2D prism acoustic grid takes place, the resolution of 
the latter in the source region should be roughly the same as of the FRPM grid 
for an improved accuracy of interpolation and accurate spatial representation of 
source terms. 
 Fig. 8a shows an example of the 2D grid in X-Y plane used for acoustic 
propagation of the trailing-edge noise sources. The centre of the grid is slightly 
offset downstream from the aerofoil trailing edge location. This offset is used to 
improve the numerical efficiency of the far-field boundary conditions, as in this 
configuration, acoustic waves meeting the open far-field boundary would be 
normal to the boundary. Hence, possible numerical reflections are minimised. 
Fig. 8b shows the snapshot of the acoustic pressure field in the vicinity of the 
aerofoil that is clearly of a dipolar nature along with the instantaneous 
representation of trailing edge acoustic sources.   
a)     b) 
 
        







Fig. 8 –Acoustic wave propagation: an example of the computational grid used 
for solving sound propagation problem (a) and a typical snapshot of the 
acoustic pressure field with the hydrodynamic source region shown (b). 
 The acoustic grid is generated with the goal to resolve frequencies up to 
10 kHz with at least 2 elements of the order 6 per acoustic wavelength in the 
coarse grid region.  
 Having established a low sensitivity of the FRPM source model on the 
numerical grid resolution in section 3.1, to verify the performance of the 
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numerical propagation model, the test problem which permits an analytical 
solution is considered. A cylindrical wave propagates from a point harmonic 
force at frequency Ω, which corresponds to the fluctuating force, f in the 
momentum equations so that 𝒇 = −𝛿(𝒙 − 𝒚)𝒒(𝜏), where 𝒒(𝜏) = 𝑨exp (𝑖Ω𝜏), 𝒙 
and 𝒚 are the observer and the source coordinates, respectively, and 𝜏 is the time 
in the source reference frame. In accordance with [42], the resulting acoustic 
propagation problem is governed by the non-homogeneous linear wave equation 







) 𝑝 = 𝓠                  (16) 
where 𝓠 = 𝛁𝒙 ∙ 𝒇 = −𝒒(𝜏)𝛁𝒙𝛿(𝒙 − 𝒚) is the effective source as expressed 
through the fluctuating force.  
 Eq. (16) can be solved by in cylindrical coordinates (𝑟, Θ) centred at the 
source with the appropriate radiation condition at the far field (𝑟 → +∞). The 
resulting solution for the Fourier wave amplitude of the acoustic pressure wave 








∙ 𝑨exp (𝑖Ω𝜏)                 (17) 
where 𝜅 = Ω/c0 and ℋ1
(2)(𝜅𝑟) is the Hankel function of the 2nd kind. At large 









∙ 𝑨exp(𝑖 Ω𝜏),        (18) 
which at a 900 observer angle leads to a scaling of the pressure amplitude with 





 For comparison with the analytical solution, a suitable 2D acoustic grid 
is generated by removing the aerofoil shape from the grid shown in Fig. 8a. 
For zero flow conditions, the acoustic propagation equations are solved with a 
localised source in the momentum equations which approximate the fluctuating 
point source  𝛿(𝒙 − 𝒚) by a Gaussian profile, 𝛿(𝑁𝑢𝑚𝑒𝑟𝑖𝑐𝑎𝑙)(𝒙 − 𝒚) 
𝛿(𝑁𝑢𝑚𝑒𝑟𝑖𝑐𝑎𝑙)(𝒙 − 𝒚) = 𝑒
−𝑙𝑛2
|𝒙−𝒚|2
𝜎2            (19) 
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where the characteristic size of the numerical source distribution, 𝜎, was taken 
to be around 4-5 grid elements. The latter choice was a compromise between the 
grid resolution required to capture the source function numerically and making 
sure that the source remains compact, e.g. 𝜎 ≪ 1/κ. 
 Fig. 9 shows the result of comparison between the calculations and the 
theory in terms of the far-field sound pressure amplitude when increasing the 
sound frequency, Ω while keeping all other test parameters the same. The 
observer location corresponds to a typical position of the far-field microphone 
in the trailing edge noise experiments at a 900 observer angle to the chord. The 
amplitude of the numerical solution is Fourier transformed from the 
corresponding pressure signal. The amplitude of the analytical solution is 
calibrated so that it exactly matches the numerical solution at the lowest sound 













Fig. 9 – Comparison with the analytical solution for the acoustic wave 
propagation problem  
 
 The numerical solution is within 5% from the analytical solution up to 
frequencies around 12 kHz, which demarcates the limit of the numerical 
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resolution. Eventually, propagation errors become larger as one would expect 
beyond the frequency resolution limit of the grid where for 16 kHz the average 
peak amplitude drops significantly in comparison to the expected value. 
However, even at the highest frequency considered, 16 kHz, the numerical 
solution deviates within 10% of the analytical solution meaning that in terms of 
the acoustic power on the Decibel scale, this is still within 1 dB. 
 
3.4 Trailing edge noise results 
 The acoustic data available for the sharp trailing edge experiment from 
the BANC workshop [38] provided by DLR corresponds to a microphone 
location at 1 m distance or 2.5 chord units from the aerofoil trailing edge and a 
90° observer angle. Fig. 10 compares the DLR data for the Sound Pressure Level 
(SPL = 20log10P𝑎𝑣𝑔/P𝑟𝑒𝑓) 1/3 octave band noise spectra with the current 
numerical predictions. The reference pressure level is taken as 20 𝜇Pa. There are 
results for two implementations of the FRPM source model shown: one is the 
complete source model including the non-linear source in Eq. (3) and the other 
includes just the first two linear terms. Notably, for the current benchmark 
problem, the full source model including the nonlinear terms and the linear 
source model produce virtually the same noise spectra. This agreement is 
consistent with findings reported in [29] which discussed FRPM model results 
for broadband aerofoil noise predictions with the assumption that the nonlinear 
source terms are not important.  
 For comparison with the experiments which correspond to a finite span 
size, the amplitude correction has been applied to the noise predictions of the 
current 2D numerical models to account for 3D effects. Overall, the 2D source 
model implemented is thought to give a very close approximation to the sound 
sources found in the vicinity of the thin trailing edge where fluctuating quantities 
become quickly uncorrelated along the aerofoil’s span. However, at low 
frequencies, the spanwise correlations which are not reproduced by URANS or 
the 2D source model may have an impact on far-field acoustics. Due to two-
dimensionality of the current FRPM-based predictions the current model is not 
applicable for low frequencies, estimated below ~850 Hz, where the span length 
of the aerofoil section becomes comparable to the acoustic wavelength. On the 
other hand, the noise behaviour at low frequencies requires a further 
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investigation since the experimental data in the low frequency range is not 
available and accuracy of the empirical BPM model for these frequencies is 
questionable too. Following the 2D FRPM model framework by Ewert [3], the 
absolute levels of the numerical power spectra were adjusted by the same value 
to match the peak frequency of the experimental data.  
 The sound pressure levels were scaled with 10𝑛 log(𝑀) for 2D to 3D 
correction proposed in the original work for the FRPM method, where 𝑀 is the 
free-stream Mach number and 𝑛 is a calibration parameter to match the required 
amplitude. In the present work the empirical calibration offset corresponds to n 
~ 1.5. This amplitude correction has been performed only once for the full source 
model corresponding to the sharp trailing edge experiment. The same amplitude 
calibration is then applied for all other models including the blunt trailing edge 
noise predictions considered in the end of this section. In essence, it can be 
argued that this amplitude correction can be agglomerated in the definition of 
the filter amplitude scaling based on the RANS flow solution as described in Eq. 
(6). Such agglomeration then leads to the RANS-based aerofoil noise prediction 
scheme to be dependent on two calibration parameters. Overall, the shape of the 
noise spectra is captured well including the roll-off at high frequencies which 
are within 3-4 dB from the experiment. Note that the empirical correction applied 
appears to be case sensitive and needs to be re-evaluated for a new class of 
trailing edge noise problems. 
 Fig. 11 compares contributions of different noise sources to the far-field 
noise spectra. Except for the low frequencies at which the current quasi-2D 
acoustic modelling is less valid, the source term II, 𝝎′ × 𝒖𝟎, remains dominant 
compared to all other terms for the sharp trailing edge noise case. Again, this 




Fig. 10 – Comparison with the DLR experiment for the sharp trailing edge 
case: Sound Pressure Level (SPL) 1/3 octave band noise spectra predictions 
with and without including the non-linear sound source term. 
 
Fig. 11 – Sound spectra predicted by simulations employing individual noise 
source terms, Term I, II and III of Eq. (3) respectively and the full source 
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model consisting of all source terms in comparison with the DLR spectra for 
the sharp trailing edge case. 
 For the blunt trailing edge experiment of Brooks & Hodgson [43], the 
observer location is again at 90° to the free stream and the distance to the far-
field microphone corresponds to  𝐿 = 1.222 m which is approximately 2 chords 
lengths. Fig. 12 shows the comparison of noise spectra predictions from various 
computations based on the first URANS calculation, which slightly under 
predicts the vortex shedding frequency of the experiment as discussed in Section 
2, with the experimental data. Results of the empirical Brooks-Pope-Marcolini 
(BPM) solution from [7] are shown on the same plot for comparison. There are 
two solutions for noise spectra shown. The first solution is based on the standard 
FRPM formulation where the velocity source fluctuation includes only the 
stochastic turbulence component defined through the time-local URANS scale. 
The other solution is based on using the full velocity fluctuation including the 
tone given in Eq. (6). For comparison, the acoustic prediction corresponding to 
the isolated tonal part of the source, without the broadband part, which exhibits 
a secondary weak tone at ~5 kHz, is shown in the same figure. It can be noticed 
that unlike either the pure broadband FRPM solution or the pure tonal noise 
solution, the prediction of the new unified approach includes both elements and 
is within 3dB agreement from the experiment apart from some offset of the tone. 
As expected, the numerical tone prediction is shifted towards a lower frequency 
within 2-3 kHz range in accordance with the under prediction of the shedding 
frequency by the first URANS simulation. 3 dB is approximately the same error 
bar as demonstrated by the FRPM method implementation in the previous sharp 
trailing edge noise test.  
 
To address the question how correlated are the broad band signal and the tonal 
noise at the far field, Fig. 13 compares the spectra prediction of the model that 
accounts both for the broadband and the tonal noise at the source level and the 
synthetic spectra obtained by simply adding squares of the acoustic pressure 
amplitudes of the pure broadband and the pure tonal noise signals in the far-field 
at the post-processing stage. The difference between the two spectra for the 
relevant frequency range is within 2dB which means that within this error bar, 
which is within the accuracy of the current FRPM model, the two far-field 






Fig. 12 – Comparison with experiment and the reference empirical model [7] 
for the blunt trailing edge case: Sound Pressure Level (SPL) 1/3 octave band 
noise spectra predictions based on the first URANS model with and without 
including the tonal noise source component and also for the pure tonal noise 
component. 




Fig. 13 – Sound Pressure Level (SPL) 1/3 octave band noise spectra 
comparison between the full term including the broadband and the tone at the 
source and the synthetic spectra obtained by simply adding squares of the 
acoustic pressure amplitudes of the pure broadband and the pure tonal noise 
signals in the far-field. 
 Fig. 14 shows the spectra predicted using the current URANS model with 
the tone included which are broken down into individual linear and non-linear 
source contributions in accordance with Eq. (3) : 𝝎0 × 𝒖
′ (term I), 𝝎′ × 𝒖0 
(term II), and 𝝎′ × 𝒖′ (term III) as well as the total spectra. 
 It can be observed that while term II remains dominant for the broadband 
part of the spectra as compared to the other 2 terms, term I is equally important 
in the region of the tonal peak. The importance of term I for the blunt trailing 
edge case is a clear distinction as compared to the sharp trailing edge flow, where 
the noise mechanism was purely broadband. 
 Interestingly, for the tonal peak, the noise contribution from source terms 
I and II are of a similar magnitude to the total signal. This means that the sound 
pressure powers produced by the two sources don’t simply add up to produce the 
total as it would be the case if the acoustic source interference of these two source 
terms was negligible as it has been the case for the broadband and tonal noise 
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components. Instead, the phase difference between the corresponding pressure 
signals produced by the two sources is close to 𝜋/2. The latter is consistent with 
relating the tonal noise mechanism to a linear shear wave transport where 
velocity and vorticity fluctuations are offset in phase by 𝜋/2. For the blunt 
trailing edge aerofoil case, the contribution of the non-linear term III remains 
insignificant in comparison with the linear sources as for the previous sharp 
trailing edge aerofoil problem. This further reconfirms that the interference of 
the tonal and broadband noise sources is not important in this case. 
 
Fig. 14 – Sound level predicted by simulations employing individual noise 
source terms, Term I, II and III of Eq. (3) respectively and the full source 
model for the blunt trailing edge case 
 Fig. 15 shows the total noise spectra predictions obtained with the second 
URANS solution, which was fine-tuned in accordance with the description in 
Section 3.1 to reproduce the correct shedding frequency of the experiment. The 
acoustic predictions based on this second URANS solution are in excellent 
agreement with the experiment including both the broadband and the tonal part 




 Importantly, except for the modified URANS solution, there was no 
other calibration used for obtaining the improved acoustic predictions as 
compared to the original FRPM model.  
 
 
Fig. 15 – Comparison with experiment [43] for the blunt trailing edge case: 
Sound Pressure Level (SPL) 1/3 octave band noise spectra predictions based on 
the modified URANS flow solution.  
 
4. Conclusions  
 For the aerofoil trailing-edge noise applications a Fast Random Particle 
Mesh (FRPM) method combined with solving the time-domain Acoustic 
Perturbation Equations is used in the framework of the BAE ALTUS solver. The 
simulations were performed for a 2D model setting which made them amenable 
to a 48 hour run time per case on 64 computational cores.  
 The original FRPM technique has been extended to include tonal noise 
sources based on the idea of scale separation by combining the large-scale flow 
solution available from Unsteady Reynolds-Averaged Navier-Stokes (URANS) 
with the fine-scale FRPM solution. Compared to the existing literature this 
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modification allows for a unified treatment of the broadband and tonal noise 
sources at the source level, consistently accounting for source interference and 
possible nonlinear source interaction effects. 
 To validate the new model two benchmark aerofoil noise cases have been 
tested. The first case with a sharp trailing edge has come from the workshop on 
Benchmark problems for Airframe Noise Computations (BANC) having the 
near-filed flow and the far-field acoustic data available. The second case 
corresponds to the blunt trailing edge experiment conducted in 1980s by Brooks 
& Hodgson for which only the far-field acoustic data is available. For both 
simulations, a NACA 0012 aerofoil section at zero incidence flow angle at a high 
Reynolds number of the order 2×106 has been used and for both cases, assuming 
fully turbulent boundary layer conditions, CFD solutions are obtained with 
encouraging agreement compared to the experimental flow data available in the 
literature.  
 For the blunt trailing edge case, a second URANS calculation is 
performed with a 20% reduced trailing edge thickness to exactly capture the 
vortex shedding frequency of the experiment. No modelling of the 
laminar/turbulent boundary layer transition occurring in the experiment was 
attempted.  
 For an analytical problem of a fluctuating point force specified in the 
governing acoustic equations and zero mean flow conditions, the accuracy of the 
current numerical wave propagation method for a grid resolution typical of the 
trailing edge noise problems of interest is verified in comparison with the theory 
and for the trailing edge noise predictions, the present simulations show an 
encouraging agreement (2-3 dB) with the experiment for both broadband and 
tonal noise. All model predictions are essentially based on the RANS simulations 
with just two calibration parameters: one for the correlation length scale and the 
other for the correlation amplitude. 
 The importance of including a separate tonal noise source in the original 
broadband FRPM model as well as having an appropriate flow model that 
captures the relevant tonal scale is investigated. By comparing the predictions of 
the new unified model with the synthetic spectra obtained by simply adding 
squares of the acoustic pressure amplitudes of the pure broadband and the pure 
tonal noise signals in the far-field, it is shown that the broadband and the tonal 
sources are virtually uncorrelated for the test case considered. However, not to 
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mention its generality, the new unified approach is approximately two times 
computationally more efficient since the calculation of the synthetic spectra from 
the individual broadband and tonal signals requires 2 solutions of the far-field 
sound propagation problem. 
 Using the current modified FRPM model it is shown that while the linear 
source term II associated with the vorticity fluctuation is dominant for the 
broadband noise both linear terms I and II which involve the fluctuating vorticity 
and the fluctuating velocity can be significant for tonal noise. In the latter case 
the total far-field spectra is the result of acoustic interference of sources I and II 
which cannot be simply added up because of the phase difference. It is also 
confirmed that for the present benchmark cases the effect of the nonlinear source 
is negligible as compared to the linear sources. 
 Further work will include extending the new modelling framework based 
on FRPM to fully 3D flows and the use of LES data to inform the process of the 
acoustic source calibration. 
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