Abstract The suprachiasmatic nuclei (SCN) control circadian oscillations of physiology and behavior. Measurements of electrical activity and of gene expression indicate that these heterogeneous structures are composed of both rhythmic and nonrhythmic cells. A fundamental question with regard to the organization of the circadian system is how the SCN achieve a coherent output while their constituent independent cellular oscillators express a wide range of periods. Previously, the consensus output of individual oscillators had been attributed to coupling among cells. The authors propose a model that incorporates nonrhythmic "gate" cells and rhythmic oscillator cells with a wide range of periods, that neither requires nor excludes a role for interoscillator coupling. The gate provides daily input to oscillator cells and is in turn regulated (directly or indirectly) by the oscillator cells. In the authors' model, individual oscillators with initial random phases are able to self-assemble so as to maintain cohesive rhythmic output. In this view, SCN circuits are important for self-sustained oscillation, and their network properties distinguish these nuclei from other tissues that rhythmically express clock genes. The model explains how individual SCN cells oscillate independently and yet work together to produce a coherent rhythm.
the clock are based on intracellular transcriptiontranslation feedback loops in which the protein products of the circadian genes regulate their own transcription (Leloup et al., 1999) .
Observations of electrical properties of SCN cells have led to the development of a model in which the circadian clock is made up of weakly coupled, independent oscillators (Liu et al., 1997) . This model is based on in vitro evidence from multielectrode plate recordings of dispersed SCN cells derived from wildtype hamsters, or hamsters that were either homozygous or heterozygous for the tau mutation (Liu et al., 1997) . Individual cells oscillate with a wide variety of periods within a constrained range centered on the mean free-running period of locomotor behavior for their genotype. Variability of the periods measured from dispersed cells in vitro is greater than the variability observed in the period of behavior rhythms, suggesting that the oscillators are no longer coupled in vitro. The authors concluded that in vivo these oscillators are coupled to one another, and that they express the mean period of the coupled population.
While coupling may be a sufficient explanation for the synchronization of a population of oscillators, a more efficient mechanism to bring a diverse population of oscillators into synchrony is achieved with a coordinating master signal. If this signal occurs with suitable frequency, synchrony of oscillators can be maintained (Pavlidis, 1984) . Without this signal, uncoupled or weakly coupled oscillators will drift out of phase with each another.
Empirical observations concerning anatomical (Moore and Silver, 1998; Silver et al., 1996) and functional (Hamada et al., 2001 ) heterogeneity within the SCN have led us to propose a clock composed of two populations, "gate" cells and oscillator cells. It was initially reported that SCN-lesioned animals continued to be rhythmic so long as at least 20% of the nucleus remained intact (Davis and Gorski, 1988; Harrington et al., 1993; Rusak, 1977) , suggesting that the SCN was a homogenous group of cells and that only a small number of these cells were required to maintain rhythmicity. It is well known that the SCN is structurally heterogeneous and can be subdivided into 2 portions, the ventrolateral or "core" and the dorsomedial or "shell" (Moore, 1996) . The core of the SCN has been defined by cells containing vasoactive intestinal polypeptide, substance P, and gastrin-releasing peptide, while the shell of the SCN can be defined by cells containing vasopressin (Moore et al., 2002) . Additionally, the core of the hamster SCN contains a dense population of cells that contain calbindin D28K (CalB; Silver et al., 1996) . With this organization in perspective, more recent lesions studies demonstrated that small lesions that destroy the CalB region, but that spare other parts of the SCN (marked by VP cells), eliminate overt behavioral and physiological rhythms (LeSauter and Silver, 1999; Kriegsfeld, unpublished observations from this lab).
This phenotypic heterogeneity of cells in the SCN mirrors functional heterogeneity, in that clock gene expression patterns are not uniform within the nucleus. The clock genes Per1, Per2, and Per3 are rhythmically expressed in the vasopressin region, but not in the CalB subregion of the SCN. In addition to lacking detectable rhythmic clock gene expression, CalB-containing cells in this subregion do not express a circadian rhythm in their firing rate (Jobst and Allen, 2002) . Furthermore, photic stimuli induce the expression of Per1 and Per2 in the CalB subregion (Hamada et al., 2001) , which receives direct photic input (Bryant et al., 2000) . These data suggest that SCN cells in the CalB subregion act as a gate that relays photic resetting information to oscillator cells located in the SCN shell, thereby providing the daily signal that synchronizes the oscillators in the rhythmic region of the SCN. The fact that the destruction of these nonrhythmic cells leads to arrhythmicity indicates that they may be essential for overt rhythmicity. This conclusion is also supported by the finding that grafts of fetal SCN tissue that contain the CalB cell cluster restore rhythmicity to SCN-lesioned hamsters, while SCN grafts that lack the CalB cluster do not restore rhythmicity (LeSauter and Silver, 1999 ). The formal model described in this article explains the apparent contradiction implicit in the foregoing empirical results.
Our goal is to incorporate a gate into a model of the circadian system composed of van der Pol oscillators. The gate has 2 states, either open or closed, and we propose that the output of the ensemble of oscillators determines these states. Activation of the gate is possible only while it is in an open state. When in an open state, we propose that the gate can be activated either by a photic zeitgeber (in entrainment situations) or by the overall output of the ensemble of oscillators (in free-running situations) when either of these signals reaches threshold. In either case, when the gate fires, it adjusts the phase of individual oscillators in the ensemble bringing them toward a common phase.
MODEL How Does an Individual Cell Oscillate?
It has been demonstrated that complex multidimensional oscillators (Goldbeter, 1995) are mathematically equivalent to 2-dimensional van der Pol oscillators when using the appropriate translation (Forger and Kronauer, 2002) because the complex multivariable oscillators asymptotically oscillate in 2 dimensions. Therefore, we chose to model each cell as oscillating on a rhythm that is approximated by a polar coordinate parameterization of the van der Pol equation, suggested by Forger and Kronauer (2002) : The polar coordinate form uses an angle, θ, and a radius, r, to map a point's location relative to the origin. ω is the frequency of the oscillator, and ε the "stiffness" coefficient that determines how closely the oscillator mimics a cosine curve (the linearity of the system). When ε = 0, the van der Pol oscillator reduces to the simple linear harmonic oscillator. The polar form is natural for our purpose because the oscillator moves around a closed shape (in our case, an ellipse) centered on the origin. So, the polar form can be thought of as an analog 24-h clock, whose hand speeds up and slows down over the course of the oscillation.
Each oscillator is represented in a 3-variable list with an angle (θ), a radius (r) and frequency (ω). To evolve these oscillators, we used a 1st-order approximation "phase-step" function with a ∆t of 1 h. We consider the phase of each oscillator to be its current θ value.
Behavior of a Population of Oscillators without a Gate or Entraining Agent
We consider ensembles of N oscillators, each described by its frequency, ω j and its phase at time t, φ j (t). We denote the mean phase by At time t, the ensemble has an output signal
We are interested in the evolution of the output signal both in the presence and absence of phase resetting through a gating mechanism.
To understand the problem of synchronization of the ensemble of oscillators, it is instructive to consider what happens when the nonlinearities are very small, so that each oscillator is approximately linear. In this case, we can approximate the output signal at time t by expanding the sum of the Cos( ) functions in a Taylor's Series around φ; when the system is very close to linear, we can assume all the r components are approximately 1:
A single oscillator's phase over time evolves through the θ component of the polar limit cycle equation, and since this equation is quasi-linear, we can assume for qualitative analysis that the average phase of the ungated ensemble evolves according to the rule:
If we assume for the moment that the initial phases at time t = 0 are all 0, we have φ j (t) = ω j t and φ ω ( ) t t = .
The variance of the ensemble evolves over time according to:
Thus, unless all the oscillators in the ensemble have the same period, so that σ ω 2 0 = , the variance of the phases will grow rapidly over time and, according to equation (1), the signal will decay to zero. This effect arises because oscillators with different periods will move out of phase with each other and their individual signals will tend to offset each other. Figure 1A depicts such a situation by simulating 100 van der Pol oscillators randomly selected from a population with a mean period of 24 h and a standard deviation of 3 h. This large standard deviation was selected, as it would provide a challenge to the system. The overall output of the system damps quickly.
How Is an Individual Oscillator Reset?
The resetting of an oscillator is modeled by pushing its θ component closer to the average θ of the ensemble in a linear fashion. It is reasonable to move only the θ component of the oscillator, because the largest possible rephasing that can occur would only change the r component of an oscillator less than the change that occurs to the r component during a normal step of 1 h.
The resetting function (Fig. 1B ) has 2 parameters:
Slope: This represents the strength of the gate function. A slope of 0 would bring every oscillator back to the gate point every time the gate fired; a slope of 1 would have no effect. Based on preliminary simulations, this was set at 0.6 for all but 1 simulation, where it was set at 0. 
Description of the Simulation
The simulations in this article used ensembles of 1000 oscillators. These oscillators each had a random period, selected from a normally distributed population of periods with a mean of 24 h and with a standard deviation of 1, 3, or 6 h. The oscillators' initial phases were randomized over a period of 3 h in most simulations and 24 h in the self-organization tests.
The simulations were governed by the following parameters:
Threshold: The output level at which the gate fires; this was modeled at 0.1, 0.3, and 0.5. Latency: The length of time following activation of the gate during which the gate cannot be reactivated. The gate could not be activated during the 1st 15 h of each simulation. Thereafter, following activation, the gate could not be reactivated for 20 h. ∆t: The size of step used. Set at 1 h throughout. ε: The "stiffness" or linearity coefficient of the van der Pol oscillators was set at 0.2, to maintain quasi-linearity.
Can the Gate Promote Organization in a Population of Randomly Phased Oscillators?
A group of oscillators with a mean period of 24 ± 3 h (± SD) with starting phases randomized can self- organize when the threshold of activation of the resetting signal is low (e.g., 0.1). When the output of the system randomly reaches this threshold, the gate quickly organizes the population and thereafter maintains stable rhythmic output ( Fig. 2A) . In this situation, the standard deviation of phase is initially high (~0.75; Fig. 2E ), but it drops substantially when the gate is activated, representing the organizing property of the gate function. Oscillators drift apart from one another following this point, and thus variability increases until the next activation of the gate. This is not observed when the threshold of activation is set at a higher level (e.g., 0.3; Fig. 2B ). Variability quickly climbs to a plateau (~0.8; Fig. 2F ), and the gate is never activated, and thus the resetting signal is never produced.
What Are the Limits of the Gate?
Although a low gate-activation threshold is required for organization of the system, a higher threshold can maintain the phase coherence of an organized system. Figure 3 depicts the effects of varying the activation threshold on the behavior of the system. All simulations used 1000 van der Pol oscillators with a mean (± SD) period of 24 ± 3 h, with initial phases being spread over 3 h. The threshold of activation was set at 0.1, 0.3, or 0.5. With a threshold of both 0.1 and 0.3, the system remains organized, with a period near 24 h. When the threshold of activation is set at 0.5, the system manages to trigger the gate 3 times, but the peak output during these 3 cycles decreases from cycle to cycle such that during the 4th cycle, the output of the system is insufficient to trigger the gate, and the output quickly damps.
A phase-resetting stimulus is only able to reset the phase of oscillators within a limited range. If the variability of periods of the individual oscillators within the population is too great, the gate will not be able to reset the oscillators sufficiently to maintain synchrony. This phenomenon is depicted in Figure 4 . In each case, a population of 1000 oscillators with a mean period of 24 h is employed, but the standard deviation of the periods is manipulated. Standard deviations used were 1, 3 (repeated from above), and 6. When there is low variability in the population (i.e., SD = 1, and therefore 95% of the oscillators have a period between 22 and 26 h), the output is strong and smooth. Variability in phase remains quite low in this simulation.
When the standard deviation in period of the population is increased to 6 h (95% of the oscillators have a period between 12 and 36 h), the system can no longer maintain phase coherence. Such an excessively large standard deviation is unlikely to be observed in a natural situation, but it is instructive as it demonstrates the limits of the gate. Peak output decreases during the 1st 2 cycles, eventually falling below the gate activation threshold. The high variability leads to large random fluctuations in the output of the system, which does reach the activation threshold twice, but this resetting signal is insufficient to organize the system. A similar result would occur in populations with less variability that also had a higher threshold or weaker resetting function. Although high variability in period among oscillators leads to loss of phase coherence of the ensemble, changing either the threshold of gate activation or the phase resetting function can rescue the system. An ensemble with a mean of 24 ± 6 h cannot maintain rhythmicity with a threshold of 0.3. However, when this simulation is rerun with a lower threshold (0.1), circadian output can be maintained (Fig. 5, 2nd column), albeit at a lower amplitude than is observed in populations with smaller variability (Fig. 4, 1st column). Peak output does decrease slowly over the 1st 9 cycles, eventually dropping below the activation threshold. The random output does trigger the gate again, and the system continues with 4 more clear circadian cycles before the end of the simulation. It is likely that this pattern would repeat itself if the simulation were run even longer, as a decrease in peak output is apparent over the course of these cycles as well. Another approach that also maintains phase coherence in a population of oscillators with high variability in periods among oscillators is to use a stronger resetting function. When using a resetting function with a slope of 0.4 rather than 0.6, phase coherence is maintained (Fig. 5, column 3) .
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DISCUSSION
The present model demonstrates how the network properties of the SCN can maintain coherence of a population of independent oscillators with different periods. Furthermore, a common mechanism 344 JOURNAL OF BIOLOGICAL RHYTHMS / August 2003 accounts for this coherence under both entrained and free-running conditions. Coupling may enhance coordination among individual oscillators (Colwell, 2000; Liu et al., 1997; Michel and Colwell, 2001) , and the current model neither excludes nor requires coupling to explain the persistence of rhythmicity of the tissue.
Empirical Roots of the Model
The model incorporates several lines of empirical data. First, it is consistent with electrical properties of individual cells within the SCN. Cells need not have the same endogenous period to produce a single circadian output, so long as the majority of oscillators are reset to a common phase every cycle. This corresponds to observations of individual SCN cells in both dispersed cell culture (Liu et al., 1997; Nakamura et al., 2001 Nakamura et al., , 2002 Welsh et al., 1995) and acute slice preparation (D. McMahon, personal communication, February 2003) . Second, the model incorporates the fact that the SCN contains rhythmic and nonrhythmic cells. The CalB subregion of the SCN contains cells that do not express rhythms in clock gene expression (Hamada et al., 2001 ). Furthermore, CalB-containing SCN cells lack rhythms in electrical activity, while CalB cells outside this region are rhythmic (Jobst and Allen, 2002) . Neurons within the CalB subregion are responsive to photic stimuli that reset the circadian clock (Hamada et al., 2001 ) and constitute the gate cells in our model. Next, the model is based on the fact that within the SCN information travels from the core to the shell. Photic information is primarily conveyed to the SCN through the retinohypothalamic tract, which primar- ily innervates the SCN core (Moore et al., 2002) . Conversely, the shell does not project directly back to the core (Leak et al., 1999; Leak and Moore, 2001; Moore et al., 2002) . Although clock gene expression occurs in the core following a photic pulse, it is the subsequent expression in the shell that is predictive of phase shifting (Yan and Silver, 2002) . The system may be even more specialized in hamsters, where the CalB subregion specifically functions as the gate. We have shown that these SCN CalB cells do not project heavily to the SCN shell and that they make few appositions with vasopressin cells that lie in the shell (LeSauter et al., 2002) . This suggests that any signal from the CalB cells reaches rhythmic cells in the shell through a multisynaptic pathway. CalB cells have numerous appositions with both GRP-IR and VIP-IR, both of which innervate the SCN shell (LeSauter et al., 2002) . Alternatively, communication between CalB cells and the rhythmic SCN shell may occur by means of a diffusible or humoral signal. Finally, our model demonstrates how a concerted circadian rhythm can be maintained during constant conditions, with the output of the circadian clock itself triggering the resetting signal from the gate mechanism. The physiological correlate of such a feedback signal is currently unknown, but it is likely not a direct neural link (Leak et al., 1999; Leak and Moore, 2001) . The model predicts that the long-term blockage of either the release or the reception of such a signal would result in the gradual loss of coherent circadian Figure 5 . Simulations examining the behavior of an ensemble with a large variability in period among oscillators. Each simulation is run with 1000 oscillators from a population with a mean period of 24 h and a standard deviation of 6 h. The initial phase of each oscillator is randomly set between 0 and π/4. For the first and last simulations, the threshold is set at 0.3, and for the middle simulation, the threshold is set at 0.1. Dotted lines represent threshold of activation levels. In the 1st 2 simulations, the resetting function has a slope of 0.6, while in the final simulation it has a slope of 0.4. In all cases, it intercepts with the null resetting function at 7π/12. The 1st simulation is repeated from the last simulation of Figure 5 , and in this simulation the gate fails to maintain phase coherence. When the threshold is lowered to 0.1, the gate maintains rhythmic output for 9 cycles, after which it is lost briefly, but recovered. If instead the slope of the resetting function is changed, this also allows the gate to maintain rhythmic output.
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output as individual oscillators drifted out of phase with one another.
The suggestion that removal of the gate leads to individual oscillators drifting out of phase with one another is consistent with the observation that discrete lesions that eliminate the CalB region, but that spare much of the rhythmic region, result in loss of rhythmicity (LeSauter and Silver, 1999) . Initially this finding was surprising, as the cells that were eliminated were not themselves rhythmic with respect to clock gene expression (Hamada et al., 2001) . The model predicts that with the loss of the gate cells, spared oscillators in the SCN continue to rhythmically express clock genes, but that these cells are no longer synchronized to each other and are oscillating at their individual periods. Consequently, the system no longer produces a concerted rhythmic output.
Predictions of Model
Several properties of our model warrant further examination. The concept of threshold of activation of the gate cells is a novel feature incorporated into the model. This threshold represents the overall output of the oscillator ensemble that will trigger the gate; however, this is only 1 of 2 pathways that can activate the gate. The CalB cells, the presumed gate cells, also receive retinal input (Bryant et al., 2000) . In entrained situations, the output of the SCN oscillators may regulate the sensitivity of the gate to zeitgebers. The concept that a circadian clock can regulate its own input has been proposed elsewhere and has been termed zeitnehmer (time taker; . This phenomenon has been demonstrated in mammals where SCN neurons always respond electrically to light exposure (Meijer et al., 1992) , but such activation leads to gene transcription only during specific phases (Sumova et al., 1995) . In the current model, the responsiveness of the gate cells to a zeitgeber is regulated by the clock output. The gate is activated either when the clock output reaches threshold or when a zeitgeber of sufficient intensity is received. Additionally, this feedback may regulate the threshold required for specific zeitgebers to activate the gate at any given phase.
Once the gate has been activated either by the combined output of the ensemble or by a zeitgeber, the phase of individual oscillators is reset. The phase resetting function employed in the current study is depicted in Figure 1B , although any function with a slope between 0 and 1 will tend to draw the phase of the oscillators closer together. A function with a slope of 1 would have no effect on phase, whereas a function with a slope of 0 would reset each oscillator to a common phase. As the slope approaches 1, the resetting ability of the gate will be decreased, and thus it will only be able to maintain phase coherence in systems with lower variability or lower thresholds of activation. The reverse is true, in that as the slope approaches 0, phase coherence can be maintained in populations with even greater variability (Fig. 5) . Conceivably, the magnitude of resetting may be different depending on what stimulus activated the gate. A photic zeitgeber activating the gate may produce a greater degree of resetting than would be achieved when the ensemble output activates the gate. This could explain differences observed in pacemaker amplitude under entrained and free-running situations. This greater degree of resetting could be a function of greater recruitment of gate cells, or stronger signal release from each individual gate cell.
Inherent in this phase resetting concept is the fact that oscillators are not all reset to a common phase. Some oscillators that are running very slow or very fast are never synchronized with the majority of oscillators. Nevertheless, the system maintains a stable circadian output. This phenomenon of a stable rhythmic output arising from a population of oscillators where not all oscillators are in phase with one another has been observed in vitro. In organotypic slice cultures, 27% of cells have a phase of peak firing rate in antiphase to the balance of the population (Nakamura et al., 2001) . A similar finding has been observed with the expression of mPer1, as determined by a green fluorescent protein reporter. Four populations are observed, three of which peak during the day, and the final of which peaks in antiphase (D. McMahon, personal communication, February 2003) . Populations oscillating in antiphase to one another are difficult to explain with coupling. Our gate model indicates that the signal from the gate will entrain individual oscillators, and oscillators with different periods will retain their unique phase angles of entrainment to this signal.
Empirical Findings Consistent with the Model
Individual cells from the SCN of the Clock/Clock mutant mouse are rhythmic electrically but have a much greater variability in period than is observed in cells from the SCN of the wild-type mouse (Nakamura et al., 2002) . This may be similar to our simulation, which becomes arrhythmic after a period of time with a moderate gate threshold, but phase coherence can be achieved in the same population of oscillators when a lower threshold is implemented (Fig. 5) . Alternatively, phase coherence can be maintained with a stronger resetting function (Fig. 5) . The results of these simulations are similar to the behavior of Clock/Clock mice. Under a light-dark cycle, these mice exhibit a strong daily pattern of activity, which could be attributed to the strength of the zeitgeber, or the sensitivity of the gate to activation by this zeitgeber. When initially exposed to constant darkness, Clock/Clock mice initially express a lengthening free-running period for a number of cycles. This is consistent with gradual phase dispersal of the individual oscillators. After a number of days, these mice become arrhythmic, predicted following a loss of phase coherence among oscillators.
One example where phase coherence is maintained yet the gate is presumably nonfunctional is found in studies where tetrodotoxin is infused into the rat SCN for 14 days (Schwartz et al., 1987) . It is likely that 2 weeks is an insufficient period for the oscillators to drift very far apart. Alternatively, the signals between the gate region and the rhythmic region may be diffusible and release may be independent of action potentials.
Changes in pacemaker output under various lighting conditions can also be explained in terms of our gate model. A stronger signal relayed through the gate influences more oscillators such that a greater proportion of the oscillators come into phase with one another. In light-dark cycles, amplitude of the circadian output is increased as light intensity increases (Labyak et al., 1998) . Conversely, our model predicts that a weak gate signal results in lower amplitude circadian output. This should be observed after prolonged housing in constant darkness. Mice housed in constant darkness for 3 months show decreased amplitude in locomotor output in their wheel-running behavior (R. Mistlberger, personal communication, May 2000) . Hamsters housed in constant darkness up to 90 weeks show a decrease in intensity and duration of activity as they age. Activity bouts themselves increase in frequency and decrease in duration with age (Davis and Viswanathan, 1998) . Although these phenomena have been attributed to aging, this is confounded with time in constant darkness. Part of the observed effect may be due to a decrease in the strength of the signal from the gate and therefore be due to a corresponding increase in the number of oscillators not synchronized by the gate mechanism. These changes in amplitude resulting from changes in synchrony among oscillators are not accounted for in models based on coupling. A further piece of evidence suggesting that phase coherence is maintained more effectively in a light-dark cycle is the observation that the amplitude of GFP fluorescence (reporting mPer1 expression) is more intense in tissue collected from mice housed in a light-dark cycle than from those housed in constant darkness (D. McMahon, personal communication, February 2003) . This suggests that under constant conditions there is a greater degree of desynchrony among the oscillators in the ensemble.
Rhythmic Organization Emerges from Initial Arrhythmicity
This model explains how phase coherence can arise from random initial phases (Fig. 2) . Random initial phases lead to a fairly flat and arrhythmic output. When this output randomly reaches the activation threshold for the gate, the gate resets the ensemble such that rhythmic output is achieved. In the model, the threshold of gate activation needs to be lowered for this organization to occur. Such an inverse relationship between oscillator amplitude and responsiveness to zeitgebers has been hypothesized by various groups (Larkin-Thomas et al., 1991; Pittendrigh et al., 1991) . With a large degree of desynchrony, the overall output amplitude of the system would be quite low; therefore, it is reasonable to model a lower threshold in this situation. Although not modeled in the current simulations, it is possible that threshold of gate activation is directly proportional to the amplitude of the system output.
An interesting example of species differences in the circadian system, which may be explained by the present model, is seen in hibernating ground squirrels. Extreme examples of loss of oscillator synchrony have been observed in hibernating ground squirrels. Upon emergence from hibernation, the European ground squirrel is arrhythmic. Reappearance of the circadian rhythm following hibernation occurs spontaneously after a number of days of arrhythmic activity (Hut, Barnes, et al., 2002; Hut, Van der Zee et al., 2002 ). In our model, arrhythmicity may result from a weak gate, which is insufficient to maintain synchrony of the oscillators. Spontaneous recovery of rhythmicity results when the output of the system randomly reaches threshold activating the gate that reorganizes the system (Fig. 2A) . Alternatively, recovery of rhythmicity may occur through a nonphotic mechanism whereby spontaneous arousal feeds back to the SCN and affects the phase of individual oscillators. The release of the nonphotic neurotransmitter serotonin at the SCN is related to behavioral state (Dudley et al., 1998) , and nonphotic treatments, including application serotonin agonists, decrease rhythmic clock gene expression (Horikawa et al., 2000; Maywood et al., 1999; Maywood et al., 2002 ). Such a decrease in level of clock gene expression leads to a decrease in the variability of phase between individual oscillators. This could promote sufficient synchrony in the ensemble such that the threshold to trigger the gate is achieved on subsequent cycles. In contrast to this spontaneous recovery in the European Ground Squirrel, reappearance of the circadian rhythm after hibernation in the Arctic ground squirrel kept in constant darkness can be delayed for weeks but is reinstated by light exposure (B. Barnes, personal communication, November 2002) . The model predicts that in this species the threshold is too high to be reached randomly (Fig. 2B ) and thus arrhythmicity persists until an exogenous signal activates the gate.
The SCN Network Sustains Rhythmicity
Finally, the SCN continues to oscillate in culture, whereas peripheral oscillators damp in vitro after a few cycles (Yamazaki et al., 2000) . Oscillations in peripheral tissue can be reinitiated with a change in the culture media (Yamazaki et al., 2000) . While peripheral oscillators rhythmically express clock genes (Yamazaki et al., 2000) and contain the identical oscillator mechanism of SCN cells (Yagita et al., 2001) , only the SCN sustain oscillations in vitro. It is likely that cells in isolated peripheral tissues continue to oscillate individually, but that loss of phase coherence causes the tissue as a whole to lose its rhythmic output. We hypothesize that it is the SCN circuit, incorporating gates and oscillators, that sustains rhythmicity, whereas cells in other oscillating peripheral tissues maintain their phase coherence upon receipt of daily phase-resetting pulses from the SCN. In summary, the current model demonstrates how the organization of the SCN produces a consensus output from a population of oscillators with a wide range of periods. Although coupling is not required in the current model, it could decrease the variability of period length among oscillators, as well as lead to a more concerted output from gate cells, and is consistent with the principles delineated in the present model.
