Unsupervised Vehicle Re-identification with Progressive Adaptation by Peng, Jinjia et al.
Unsupervised Vehicle Re-identification with Progressive Adaptation
Jinjia Peng1,2 , Yang Wang3,4∗ , Huibing Wang1,2 , Zhao Zhang3,4∗ , Xianping Fu1,2∗ , Meng
Wang3,4
1College of Information and Science Technology, Dalian Maritime University, Liaoning, Dalian
2Pengcheng Laboratory, Shenzhen, Guangdong
3Key Laboratory of Knowledge Engineering with Big Data, Ministry of education, Hefei University of
Technology, China
4School of Computer Science and Information Engineering, Hefei University of Technology, China
{jinjiapeng, huibing.wang,fxp}@dlmu.edu.cn, yangwang@hfut.edu.cn,
{cszzhang,eric.mengwang}@gmail.com
Abstract
Vehicle re-identification (reID) aims at identifying
vehicles across different non-overlapping cameras
views. The existing methods heavily relied on well-
labeled datasets for ideal performance, which in-
evitably causes fateful drop due to the severe do-
main bias between the training domain and the
real-world scenes; worse still, these approaches re-
quired full annotations, which is labor-consuming.
To tackle these challenges, we propose a novel
progressive adaptation learning method for vehicle
reID, named PAL, which infers from the abundant
data without annotations. For PAL, a data adapta-
tion module is employed for source domain, which
generates the images with similar data distribution
to unlabeled target domain as “pseudo target sam-
ples”. These pseudo samples are combined with
the unlabeled samples that are selected by a dy-
namic sampling strategy to make training faster.
We further proposed a weighted label smoothing
(WLS) loss, which considers the similarity between
samples with different clusters to balance the con-
fidence of pseudo labels. Comprehensive experi-
mental results validate the advantages of PAL on
both VehicleID and VeRi-776 dataset.
1 Introduction
Vehicle-related research has attracted a great deal of atten-
tion, ranging from vehicle detection, tracking [Tang et al.,
2019] to classification [Hu et al., 2017]. Unlike them, ve-
hicle re-identification (reID) aims to match a specific ve-
hicle across scenes captured from multiple non-overlapping
cameras, which is of vital significance to intelligent trans-
port. Most of the existing vehicle reID methods, in particular
for deep learning models, usually adopt the supervised ap-
proaches [Zhao et al., 2019; Lou et al., 2019; Bai et al., 2018;
Wang et al., 2017; Guo et al., 2019] for an ideal performance.
However, they suffer from the following limitations.
∗Corresponding Author
On one hand, due to the domain bias, well-trained vehicle
reID models under these supervised methods may suffer from
a poor performance when directly deployed to the real-world
large-scale camera networks. On the other hand, these meth-
ods heavily relied on the full annotations, i.e., the identity
labels of all the training data from multiple cross-view cam-
eras. However, it is labor expensive to annotate large-scale
unlabeled data in the real-world scenes. In particular for the
vehicle reID task, it is always required to annotate the same
vehicle under all cameras. Hence, how to incrementally opti-
mize the vehicle reID algorithms utilizing the combination of
the abundant unlabeled data and existing well-labeled data is
practical but challenging.
To these ends, a few unsupervised strategies have been pro-
posed. Specifically, [Bashir et al., 2019] takes the cluster to
be pseudo labels and then select the reliable pseudo-labeled
samples for training. However, the incorrect annotations as-
signed by clustering are inevitable. One may try transferring
images from the well-labeled domain to the unlabeled domain
via style transfer for the unsupervised vehicle reID [Isola et
al., 2017; Yi et al., 2017]. The generated images are em-
ployed to train the reID model, which preserves the identity
information from well-labeled domain, while learn the style
of unlabeled domain. However, this solution is limited by
the learned style that is different from the unlabeled domain,
and may fail to adapt to the real-world scenes without label
information.
In this paper, we propose a novel unsupervised method,
named PAL, together with Weighted Label Smoothing (WLS)
loss to better exploit the unlabeled data, while adapt the tar-
get domain to vehicle reID “progressively”. Unlike the ex-
isting unsupervised reID methods, a novel adaptation module
is proposed to generate “pseudo target images”, which learns
the style of unlabeled domain and preserves the identity in-
formation of the labeled domain. Besides, dynamic sampling
strategy is proposed to select reliable pseudo-labeled data
from the clustering result. Furthermore, the fusion data that
combines the “pseudo target images” and reliable pseudo-
labeled data is employed to train the reID model in the subse-
quent training. To facilitate the presentation, we illustrate the
major framework in Fig. 1.
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Figure 1: Illustration of the PAL framework. The images are transferred from the source domain to target domain for pseudo target samples
generation. During each iteration, we 1) train the reID model by the proposed WLS-based feature learning network that utilizes the fusion
data, combining the pseudo target samples with selected samples, and 2) assign pseudo labels with various weights for unlabeled images and
select reliable samples according to a dynamic sampling strategy. A means pseudo-labeled images and B is generated images.
Our major contributions are summarized as follows:
• A novel progressive method, named PAL, is proposed
for unsupervised vehicle reID to better adapt the unla-
beled domain, which iteratively updates the model by
WLS based feature learning network, and adopts dy-
namic sampling strategy to assign labels for selected re-
liable unlabeled data.
• To make full use of the existing labeled data, PAL em-
ploys a data adaptation module based on Generative
Adversarial Network (GAN) for generating images as
the “pseudo target samples”, which are combined with
the selected samples from unlabeled domain for model
training.
• The feature learning network with WLS loss is pro-
posed, which considers the similarity between the sam-
ples and different clusters to balance the confidence of
pseudo labels to improve the performance.
Experimental results on benchmark data sets validate the su-
periority of our method, which is even better than some su-
pervised vehicle reID approaches.
2 Progressive Adaptation Learning for
Vehicle ReID
In this section, we formally discuss our proposed technique
of progressive adaption learning, named PAL, for vehicle
reID. Specifically, as shown in Fig.1, a data adaptation mod-
ule based on GAN is trained to transfer the well-labeled im-
ages to the unlabeled target domain, which aims at smooth-
ing the domain bias and make full use of the existing source
domain images. Then the generated images are employed
as the “pseudo target samples” and combined with selected
unlabeled samples to serve as the input to ResNet50 [He et
al., 2015] for feature learning, which adapts the target do-
main progressively. When the model is trained, WLS loss
is proposed to balance the confidence of unlabeled samples
and different clusters, which exploits the pseudo labels with
different weights, according to the model trained by the last
iteration. Then the output features of the reID model are em-
ployed to select reliable samples by dynamic sampling strat-
egy. Finally, the “pseudo target samples” with accurate labels
and selected samples from unlabeled domain with pseudo la-
bels are combined to be the training sets for the next iteration.
In this way, a more stable adaptive model could be learned
progressively.
2.1 Pseudo Target Samples Generated Network
For a target domain, the supervised learning approaches
are limited by the unlabeled samples, which can’t be uti-
lized to train reID model. Though there are well-labeled
datasets, directly applying them to target domain may suf-
fer from a poor performance because of the domain bias
mainly caused by diversified illuminations and complicated
environment. To remedy this, CycleGAN [Zhu et al., 2017;
Lin et al., 2019] is employed to make full use of these well-
labeled data, which generates “pseudo target samples” to
narrow down the domain bias by transferring the style be-
tween source domain and target domain. The generated im-
ages share the similar style with the target domain while pre-
serving the identity information of the source domain. Specif-
ically, it comprises of two generator-discriminator pairs, (G,
DT ) and (F , DS), which maps a sample from source (tar-
get) domain to target (source) domain and generate a sam-
ple which is indistinguishable from those in the target(source)
domain[Almahairi et al., 2018]. For PAL, besides the tradi-
tional adversarial losses and cycle-consistent loss, a content
loss [Taigman et al., 2016] is utilized to preserve the label
information from the source domain, which is formulated as:
Lid(G,F,X, Y ) = Ey∼pdata(y)||F (y)− y||1
+ Ex∼pdata(x)||G(x)− x||1,
(1)
where X and Y represent the source domain and target do-
main, respectively. pdata(x) and pdata(y) represent the sam-
ple distributions in the source and target domain.
One may wonder why the generated network could make
full use of the well-labeled data, we answer this question from
the following two aspects:
• Through CycleGAN, the generated “pseudo target sam-
ples” have similar distribution for the target domain,
which reduces the bias between source and target do-
main.
• Furthermore, the identity information of source domain
is also preserved by turning the content loss during the
transferring phrase, implying that the well labeled anno-
tations could be re-utilized in the subsequence.
2.2 Feature Learning Network with WLS Loss
Feature learning plays a vital role of the PAL, which trains the
model by combining the generated “pseudo target images”
with the selected pseudo labeled samples. For the “pseudo
target images”, it’s easy to obtain the label information. How-
ever, how to assign labels for the pseudo labeled samples rea-
sonably is a big challenge, due to the following facts:
• If the clustering centroids serve as the pseudo labels,
it may cause ambiguous prediction during the training
phase due to the inaccurate clustering results.
• Moreover, it is not reasonable to assign the same labels
to all the samples regardless of the distance to the clus-
tering centroids.
Hence, WLS loss is proposed to set the pseudo label distri-
bution as a weighted distribution over all clusters, which ef-
fectively regularizes the feature learning network to the target
training data distribution.
Specifically, we model the virtual label distribution as a
weighted distribution over all clusters for unlabeled data ac-
cording to the distance between the features and each centroid
of clusters. Thus, the weights over all clusters are different in
WLS loss. In this way, a dictionary α is constructed to record
the weights. For an image g, the weights of the label can be
calculated as:
wgk =
1
K
αgk, k ∈ [1,K], (2)
where αgk represents the weight of the image g over the k-
th cluster. To obtain αgk, unlabeled samples are clustered to
obtain centroids set C = {c1, c2, ..., ck}, k ∈ [1,K], which
is introduced in section 2.3. K is the number of clusters,
while the similarity between g and ck can be calculated as
dgk = ||fg − fck ||2, where f represents the feature of images
or centroids. The set of distance of image g over K centroids
could be described as: dg = {dg1, dg2, ..., dgk}, k ∈ [1,K].
Inspired with [Huang et al., 2019], then all elements in dg
are sorted with descending order, and saved to dsg . αk is
obtained by taking the corresponding index of dsgk in the set
of dsg:
αgk = (1−
dgk
max(dg)
) · ψdsg (dgk), (3)
where ψdsg (·) is the index of dgk in dsg . Thus, the corre-
sponding relationship between images and cluster centroids
is constructed with different weights. In order to filter noise,
top-m in w are selected as reliable weights, with others set to
0. To this end, we have:
wgk =
{
0, if wgk < θ
wgk, if w
g
k >= θ,
(4)
where θ is a threshold. Thus, the WLS loss of unlabeled data
`wls can be formulated as:
`wls = −
K∑
k=1
wklog(p(k)) (5)
Besides the real unlabeled samples, there are some generated
images by CycleGAN that are combined to train the reID
model. The training loss is defined as follows:
` = −(1− σ) · log(p(y))− σ · λ ·
K∑
k=1
wklog(p(k)) (6)
For a generated image λ = 0, the loss is equivalent to cross-
entropy loss and y is the label of the generated image. When
λ = 1 means the image is from the unlabeled data and y is
the cluster it belongs to. Beyond that, for the unlabeled data,
σ is a smoothing factor between cross-entropy loss and WLS
loss.
2.3 Dynamic Sampling Strategy
It is crucial to obtain appropriately selected candidates to ex-
ploit the unlabeled data. When the model is weak, small
reliable measure is set, which is nearby to the cluster cen-
troids in the feature space. As the model becomes stronger in
subsequent iterations, various instances should be adaptively
selected as the training examples. Hence, a dynamic sam-
pling strategy is proposed to ensure the reliability of selected
pseudo-labeled samples. As shown in Fig.1, images in the
target domain is processed by the well-trained reID model to
output the features with high dimensions. Most methods se-
lect the K-Means to generate clusters, which are required to
be initialized by the cluster centroids. However, it is uncer-
tain on how many categories are required in the target do-
main. Hence, DBSCAN is selected as the clustering method.
Specifically, instead of employing the fixed clustering radius,
the paper employs a dynamic cluster radius rad that is calcu-
lated by K-Nearest Neighbors (KNN). After DBSCAN, in or-
der to filter noise, some of top reliable samples are selected to
be assigned with soft labels, according the distance between
features of the samples and cluster centroids. For our method,
samples with ||fg, cfg ||2 < γ are satisfied for the next itera-
tion for training model, where fg is the feature of g-th image
and cfg is the feature of the cluster centroid where the fg be-
longs to. Our method is summarized in Algorithm 1.
3 Experiments
3.1 Datasets and Evaluation Metrics
The experiments are conducted over the following two typi-
cal data sets for Vehicle reID: VeRi-776 and VehicleID. VeRi-
776 [Liu et al., 2018] is a large-scale urban surveillance ve-
hicle dataset for reID, which contains over 50,000 images of
776 vehicles, where 37,781 images of 576 vehicles are em-
ployed as training set, while 11,579 images of 200 vehicles
are employed as a test set. A subset of 1,678 images in the
test set generates the query set. VehicleID [Liu et al., 2016a]
is a surveillance dataset from the real-world scenario, which
contains 221,763 images corresponding to 26,267 vehicles in
Algorithm 1 PAL for Unsupervised Vehicle reID
Require: Numbers of images on the target domain N , la-
beled Source domain S, unlabeled target domain T , iter-
ation number M , cluster number K, reliability threshold
γ, new Training Set D
Ensure: An encoder E for target domain
1: Transfer style from S to T by GAN to generate pseudo
target images ST
2: Initialization E(0) with ST , D: D = ST
3: for i=1 to M do
4: Train E(i) with D utilizing WLS-based feature learn-
ing network, compute ft = E(i)(D)
5: Reduce dimension by manifold learning f =
mad(ft), calculate number and centroids of clusters:
(K,C) = DBSCAN(f)
6: Select features of centroids: {ck}Kk=1 → {fck}Kk=1
7: D= ST
8: for k=1 to K do
9: for g = 1 to N do
10: if ||fg, fck ||2 > γ then
11: D = D ∪ Tg
12: Calculate weights wgk by Eq.(2)(3)(4)
13: end if
14: end for
15: end for
16: end for
total. From the original testing data, four subsets, which con-
tain 800, 1,600, 2,400 and 3,200 vehicles, are extracted for
vehicle search for multi-scales. CMC curve and mAP are em-
ployed to evaluate the overall performance for all test images.
For each query, its average precision (AP) is computed from
the precision-recall curve.
3.2 Implementation Details
For CycleGAN, the model is trained in the tensorflow [Abadi
et al., 2016]. It is worth mentioning that any label notation
aren’t utilized during the learning procedure. In the stage of
the feature learning, the ResNet50 [He et al., 2015] is em-
ployed as the backbone network. For PAL, the images are
transferred by CycleGAN from source domain to target do-
main, which are as “Pseudo target samples” for training the
feature learning model. Considering the limit of device, when
training reID model on the VeRi-776, 10,000 transferred im-
ages from VehicleID are utilized as the “pseudo target im-
ages”. The same implementations are conducted when the
reID model is trained on the VehicleID. Besides that, when
training the unsupervised model on VehicleID, only 35,000
images from the VehicleID are selected as the training set.
Moreover, any annotations of target domain aren’t employed
in our framework.
3.3 Comparison with the State-of-the-art Methods
In this section, the results of the comparison between PAL
and other state-of-the-art methods are reported in Tables 1,
2 and Figures 2, 3, which includes: (1) FACT [Liu et al.,
2016b]; (2) FACT+Plate-SNN+STR [Liu et al., 2016b]; (3)
Mixed Diff+CCL [Liu et al., 2016a]; (4)VR-PROUD [Bashir
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Figure 2: CMC results of several typical methods on VeRi-776.
The proposed PAL outperforms other compared methods, especially
the “CycleGAN” and the “Direct Transfer”. Besides that, com-
pared with the “PAL (iter=1)”, “PAL” has a high improvement in
mAP, which demonstrates the progressive learning could increase
the adaptive ability for the reID model in the unlabeled target do-
main.
Method mAP(%) Rank1(%) Rank5(%)
FACT 18.75 52.21 72.88
FACT+Plate-SNN+STR 27.77 61.44 78.78
VR-PROUD 22.75 55.78 70.02
PUL 17.06 55.24 66.27
CycleGAN 21.82 55.42 67.34
Direct Transfer 19.39 56.14 68.00
Baseline System 31.94 58.58 73.24
PAL 42.04 68.17 79.91
Table 1: Performance of different methods on VeRi-776. The best
results are shown in bold face. PAL can achieve best performance.
et al., 2019]; (5) CycleGAN [Zhu et al., 2017]. This is
method of style transfer, which is employed for the domain
adaptation; (6) Direct Transfer: It directly employed the well-
trained reID model by the [Zheng et al., 2018] on source do-
main to the target domain; 7)Baseline System. Compared
with the framework of PAL, it utilizes the original samples
from source domain instead of generated data and the reID
model is only trained with cross-entropy (CE) loss; 8)PUL
[Fan et al., 2018]. The methods of (1), (2) and (3) are su-
pervised vehicle reID approaches. And others are unsuper-
vised methods. Specially, the PUL is an unsupervised adap-
tation method of person reID. Since only a few works focused
on the unsupervised vehicle reID, PUL is compared with the
proposed PAL in this paper. There are some other methods
that similar with PUL. However, most of them require spe-
cial annotations, such as labels for segmenting or detecting
keypoints, which are not annotated in the existing vehicle
reID datasets. From the Tables 1, 2, we note that the pro-
posed method achieves the best performance among the com-
pared with methods with Rank-1 = 68.17%, mAP = 42.04%
on VeRi-776, Rank-1 = 50.25%, 44.25%, 41.08%, 38.19%,
mAP = 53.50%, 48.05%, 45.14%, 42.13% on VehicleID with
the test size of 800, 1600, 2400, 3200, respectively.
Compared with PUL [Fan et al., 2018] and VR-PROUD
[Bashir et al., 2019], PAL has 24.98% and 19.29% gains
on VeRi-776, respectively. Our model also outperforms the
PUL and VR-PROUD in Rank-1, Rank-5 and mAP on Ve-
hicleID. For these methods, the K-Means is employed to as-
Method Test size = 800 (%) Test size = 1600 (%) Test size = 2400 (%) Test size = 3200 (%)mAP Rank1 Rank5 mAP Rank1 Rank5 mAP Rank1 Rank5 mAP Rank1 Rank5
FACT – 49.53 67.96 – 44.63 64.19 – 39.91 60.49 – – –
Mixed Diff+CCL – 49.00 73.50 – 42.80 66.80 – 38.20 61.60 – – –
PUL 43.90 40.03 56.03 37.68 33.83 49.72 34.71 30.90 47.18 32.44 28.86 43.41
CycleGAN 42.32 37.29 58.56 34.92 30.00 49.96 31.89 27.15 46.52 29.17 24.83 42.17
Direct Transfer 40.58 35.48 57.26 33.59 28.86 48.34 30.50 26.08 44.02 27.90 23.85 39.76
Baseline System 42.96 39.11 55.24 38.03 34.04 50.91 34.04 30.10 48.41 31.98 28.24 43.77
PAL 53.50 50.25 64.91 48.05 44.25 60.95 45.14 41.08 59.12 42.13 38.19 55.32
Table 2: Performance of various methods over different reID methods on VehicleID. It is notable that the best results are shown in bold face.
PAL can achieve best performance in most situations. Mixed Diff+CCL can also achieve good performance.
Method Generated
Images
Original
Images
WLS CE
BS × √ × √
CEL
√ × × √
OIMG × √ √ ×
PAL
√ × √ ×
Table 3: The settings for different ablation models.
sign pseudo-labels for unlabeled samples. Due to the uncer-
tainty on how many categories, the K-Means is not appro-
priate to be utilized in the reID task. In addition, compared
with “Direct Transfer”, it is obvious that our proposed PAL
achieves 22.65% and 12.03% gains in mAP and Rank-1 on
VeRi-776. It also has similar improvements on VehicleID.
Furthermore, compared with the supervised approaches, such
as FACT [Liu et al., 2016b], Mixed Diff+CCL [Liu et al.,
2016a] and FACT+Plate-SNN+STR [Liu et al., 2016b], PAL
achieves improvements on VeRi-776 and VehicleID, validat-
ing that PAL is more adaptive to different domains.
Compared with the CycleGAN [Zhu et al., 2017] that
adapts the domain bias by style transfer, our method has large
improvements on both VeRi-776 and VehicleID. The pro-
posed PAL achieves 20.22% and 12.75% improvements in
mAP and Rank-1 on VeRi-776, respectively. Similarly, our
method has 12.96%, 14.25%, 13.93% and 13.36% gains in
Rank-1 on VehicleID with the test sets of 800, 1600, 2400
and 3200. The significant improvements are mainly due to the
fact that PAL exploits the similarity among unlabeled samples
through iteration for unsupervised vehicle reID. Though the
generated images have the style of target domain, they are just
served as the pseudo samples. The real samples in the target
domain could be more reliable to generate the discriminative
features during the stage of training. These results suggest
that reliable samples in target domain is an important com-
ponent for the unsupervised reID task, which indicate that
PAL could make full use of the unlabeled samples in target
domain.
Compared with “Baseline System”, PAL has large im-
provements both on VeRi-776 and VehicleID. The PAL
achieves 10.1% increase in mAP on VeRi-776, and 10.54%,
10.02%, 11.1%, 10.15% improvements in mAP on VehicleID
with different test sets, respectively. These indicate that the
“pseudo target images” and “weighted label smoothing” are
two core components in PAL which lead the reID model
trained by our method to be more robust to different domains.
Iteration CEL (%) BS (%)mAP Rank1 Rank5 mAP Rank1 Rank5
iter1 27.71 59.89 72.10 25.04 57.33 71.33
iter2 33.76 64.12 78.06 30.19 58.40 73.53
iter3 35.73 65.55 78.18 32.49 59.41 73.06
iter4 36.01 63.28 77.47 32.63 59.77 74.07
iter5 33.86 60.90 77.11 32.86 60.96 74.91
iter6 34.03 62.09 75.38 31.94 58.58 73.24
Table 4: Performance of comparison between CEL and BS on VeRi-
776.
Iteration CEL (%) BS (%)mAP Rank1 Rank5 mAP Rank1 Rank5
iter1 35.69 31.43 49.54 34.93 30.71 48.41
iter2 35.89 31.44 49.65 34.00 29.90 46.98
iter3 36.49 32.39 50.84 34.33 30.29 47.14
iter4 36.62 32.73 51.01 33.62 29.67 46.38
iter5 37.33 33.69 51.25 34.08 30.15 46.94
iter6 37.12 33.45 51.36 34.04 30.10 46.94
Table 5: Performance of comparison between CEL and BS on Vehi-
cleID(2400).
We discuss more details in the next section.
3.4 Ablation Studies
We conduct ablation studies on two major components of
PAL, i.e., the data adaptation module and WLS, which are
shown in Fig.4. The settings are depicted in Table 3. All of
them share the similar structure with PAL. “Generated Im-
ages” means employing the transferred images from source
domain and image of target domain to train the models, while
“Original Images” means to utilize the original images of
source domain and samples from target domain for unsu-
pervised vehicle reID. WLS, CE represent that employ the
WLS and cross-entropy loss to train reID models, respec-
tively. Fig.4 shows that PAL achieves the best performance
on two datasets, demonstrating that the data adaptation mod-
ule and WLS are effective to adapt to unlabeled domain.
The Effectiveness of Generated Samples. To demonstrate
the effectiveness of the generated samples, BS and CEL are
compared, the results are reported in Tables 4 and 5. For
CEL, we utilize CycleGAN to translate labeled images from
the source domain to the target domain, and regard generated
images as the “pseudo target samples”. Then the “pseudo tar-
get samples” are combined with the images in the target do-
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Figure 3: CMC curves of several typical methods on VehicleID.
From the curves, it is obvious that better results could be achieved
when the model is tested on the different datasets, which demon-
strates PAL is effective for different test sets.
Iteration OIMG (%) BS (%)mAP Rank1 Rank5 mAP Rank1 Rank5
iter1 28.61 60.90 74.19 25.04 57.33 71.33
iter2 30.11 62.09 75.32 30.19 58.40 73.53
iter3 30.52 61.02 74.43 32.49 59.41 73.06
iter4 32.51 63.70 76.16 32.63 59.77 74.07
iter5 33.90 65.19 76.34 32.86 60.96 74.91
iter6 37.33 67.69 79.02 31.94 58.58 73.24
Table 6: Performance of comparison between OIMG and BS on
VeRi-776.
main to train the reID model. Both CEL and BS are trained by
cross-entropy loss. According to the last iteration, compared
with BS, the mAP of CEL increases by 2.09% on VeRi-776.
Besides that, it also rises to 37.12% and 33.45% in mAP and
Rank-1 on VehicleID, demonstrating that the generated im-
ages learned the important style information from the target
domain, which narrow down the domain gap.
The Effectiveness of WLS. We compare BS with OIMG
to validate the effectiveness of the WLS. Tables 6 and 7 show
the comparisons on VeRi-776 and VehicleID, where the pro-
posed WLS achieves better performance than cross-entropy
loss. According to the last iteration, compared with the BS,
the mAP and Rank-1 accuracy increased by 5.39% and 9.11%
on VeRi-776 for OIMG, respectively. The similar conclusions
hold on VehicleID, which indicates that the WLS loss has bet-
ter generation ability to achieve discriminative representation
during the stage of training.
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Figure 4: The Comparison Results. (a), (b), (c) are the mAP, Rank-
1 and Rank-5 of four comparison methods on VeRi-776. (d), (e),
(f) are the results of four comparison methods in every iteration on
VehicleID, respectively.
Iteration OIMG (%) BS (%)mAP Rank1 Rank5 mAP Rank1 Rank5
iter1 35.45 31.19 48.95 34.93 30.71 48.41
iter2 34.48 30.26 48.25 34.00 29.90 46.98
iter3 34.94 30.74 48.93 34.33 30.29 47.14
iter4 35.22 31.20 48.66 33.62 29.67 46.38
iter5 34.48 30.35 48.21 34.08 30.15 46.94
iter6 38.95 34.90 52.69 34.04 30.10 46.94
Table 7: Performance of comparison between OIMG and BS on Ve-
hicleID (2400).
4 Conclusion
In this paper, we propose an unsupervised vehicle reID frame-
work, named PAL, which iteratively updates the feature learn-
ing model and estimates pseudo labels for unlabeled data for
target domain adaptation. The extensive experiments of the
developed algorithm has been carried out over benchmark
datasets for Vehicle Re-id. It can be observed from the results
that compared with other existing unsupervised methods,
PAL could achieve superior performance, and even achieve
better performance than some typical supervised models.
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