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Title. On the Restriction Problem in Harmonic Analysis and its Applications
Abstract
Since the seventies, the interest in understanding the mapping properties of restricting the
Fourier transform of a function to a manifold, has triggered important new lines of research
in analysis. In this thesis we focus on the multilinear theory of restriction, in particular, we
extend to the hyperbolic paraboloid a theorem of Ramos about elliptic surfaces in R3, who
got the sharp dependence on transversality in the multilinear inequality of Bennett, Carbery
and Tao. Furthermore, we point to a possible route towards the proof of Ramos’ theorem in
higher dimensions.
We show also an application of restriction theory to Falconer’s conjecture, a problem in
geometric measure theory. This problem relates to the rate of decay of spherical means of
the Fourier transform of compactly supported measures. We exhibit measures whose Fourier
transform decays slowly in the whole space, in contrast to previous results.
Keywords: Restriction operator, multilinear inequalities, transversality, Falconer’s
conjecture
viii
T́ıtulo. Sobre el problema de restricción de la transformada de Fourier y sus aplicaciones
Resumen
A partir de los años setenta surgió un especial interés en entender las propiedades del
operador de restricción de la transformada de Fourier de una función a una variedad, lo
que ha promovido nuevas ĺıneas de investigación relevantes en análisis. En esta tesis nos
enfocamos en la teoŕıa de restricción multilineal, en particular, extendemos al paraboloide
hiperbólico un teorema de Ramos sobre superficies eĺıpticas en R3, quien obtuvo la depen-
dencia óptima de la transversalidad en la desigualdad multilineal de Bennett, Carbery y Tao.
Adicionalmente, señalamos una posible ruta hacia la demostración del teorema de Ramos
en dimensiones mayores.
También mostramos una aplicación de la teoŕıa de restricción a la conjetura de Falconer,
un problema en teoŕıa geométrica de la medida. Este problema se relaciona con la decáıda del
promedio esférico de la transformada de Fourier de medidas con soporte compacto. Construi-
mos una única medida que decae lentamente en todo el espacio, en contraste con resultados
anteriores.
Palabras clave: Operador de restricción, desigualdades multilineales, transversali-
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Br A ball of radius r.
Sn−1 Unitary sphere in Rn.
S Schwartz space.
|E| Lebesgue measure of a measurable set E ⊂ Rn. If E is a discrete set, then it
denotes its cardinality.
.ε (&ε) Denotes the relation |A| ≤ CεB (|A| ≥ CεB) for some constant C that depends
on the parameter ε.
A ∼ B Denotes the relation B . A . B.
 () Denotes the relation |A/B| ≤ c (|A/B| ≥ C) for some sufficiently small (large)
constant c (C).
A ≈ B A and B are similar in some vague sense depending on the context.
f = o(g) Denotes the relation f(x)/g(x)→ 0 if x approach some given number.
πj The projection πj : Rn → Rn−1, sending x to πjx = (x1, . . . , xj−1, xj+1, . . . , xn).
ιj The inclusion ιj : Rn−1 → Rn, sending x to ιjx = (x1, . . . , xj−1, 0, xj, . . . , xn−1).
〈·〉 Japanese bracket; 〈ξ〉 = (1 + |ξ|2)1/2.
e(·) e(x) = e2πix.
t+ Denotes max{t, 0}.
1E Indicator function of E, defined as 1E(x) = 1 if x ∈ E and 1E(x) = 0 if x /∈ E.
ζE Bump function in S adapted to the set E. We do not require from ζ compact
support, but localization to the set of interest.





d(x,E) The distance from a point x to the set E, defined as inf{|x−y| | y ∈ E ⊂ Rn}.
∆(E) The distance set {|x− y| | x, y ∈ E ⊂ Rn} ⊂ R≥0.
Hs Spherical Hausdorff content of dimension s.
dim(E) Hausdorff dimension of the set E.










Ũ If U ⊂ Rn−1 and S is the graph of a function ϕ in U , then Ũ is the lift of U to
S, that is, Ũ = {(x, ϕ(x)) | x ∈ U}.
ã If a ∈ Rn−1 and S is the graph of a function ϕ, then ã = (a, ϕ(a)).
fdσ If f is a function in U ⊂ Rn−1 and S the graph of a function ϕ in U , the
lift of f to S is the measure f(x′)dV (x′, xn)/
√
1 + |∇ϕ(x′)|2, where dV is the
volume element of S.
1 Introduction
I wish to present here a brief overview of the development around the restriction conjecture,
giving only sketchy proofs, and warning that many statements may require heavy technical
work to get into a rigorous proof. Some important work will be omitted, in favor of topics
more closely related to this thesis; for a more detailed and complete exposition, see e.g.
[65, 67, 76, 1, 54].
A basic principle in harmonic analysis says that the faster the Fourier transform of a func-
tion decays, the smoother the function is. This principle has several realizations in different
theorems and estimations in analysis, however our understanding is still unsatisfactory and
many fundamental questions remain open. Among the many ways to measure the size of a
function, the Lp norm is one of the most usual methods, hence it is natural to ask for the
relationship between the smoothness of a function and the Lp norm of its Fourier transform.
Let us assume that g is a function defined in Rn and that its Fourier transform ĝ belongs
to L1, hence the average contribution of high frequencies is less than |ξ|−n and it is well
known that g is a uniformly continuous function. When ĝ ∈ Lp for 1 < p ≤ 2, the average
contribution of high frequencies can get larger and close to |ξ|−n/p, consequently as the value
of p increases g can develop stronger singularities, but by the Hausdorff-Young inequality g






= 1. Finally, when ĝ ∈ Lp for p > 2 then g is, in general, no
longer a classical function but a distribution, and a very big mass of g can concentrate on
a small “singular” set; for instance, if ĝ is the constant function, then the whole mass of g
concentrates at the origin in a Dirac’s delta.
In the process of increasing p from 1 to∞, or put in another way, as we let the contribution
of high frequencies to increase, we may want to understand the process of explosion of g along
a set. When does a function explode along a hyperplane in Rn? For any p > 1 we can find
a function g such that ĝ ∈ Lp and that blows up along a hyperplane; to see this, take a




ϕ(ξ′)〈ξn〉−1e(〈ξ′, x′〉) dξ = ϕ̌(x′)
∫
〈ξn〉−1 dξn,
but the last integral does not converge, hence a large mass of g can concentrate readily along
a hyperplane as p increases. What does it happen if we replace the hyperplane by a sphere?
If g(x) = ϕ(x)|x − |x||−1/3, where ϕ is a continuous function supported in B(0, 2), then
g ∈ L2 and by Plancherel ĝ ∈ L2, hence there is a function whose Fourier transform belongs
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to L2 but blows up along the sphere, however if ĝ ∈ Lp for 1 < p < 2 then the situation is
much less clear. The curvature is here the important property that distinguishes the sphere
from hyperplanes.
To understand what it happens over a sphere, we may try to get the bound ‖g‖L1(Sn−1) ≤
C‖ĝ‖Lp(Rn). By inversion, writing f = ĝ, and the properties of the Fourier transform, we
can ask for the equivalent bound ‖f̂‖L1(Sn−1) ≤ C‖f‖Lp(Rn). The operator f 7→ Rf = f̂ |Sn−1
is known as the restriction operator and it has been the object of intense research.
1.1 The Stein Restriction Conjecture
Around the seventies, Elias Stein posed the problem of determining the sharp range of
exponents (p, q) for the bound ‖f̂‖Lq(Sn−1) . ‖f‖Lp(Rn) to hold. Instead of the restriction
operator, one may prefer to work with the dual operator E = R∗, which acts on functions
g ∈ Lq′(Sn−1). The dual operator E is given by the formal relationship∫
Sn−1




where Eg = (g dσ)∧ and dσ is the standard measure on the sphere, hence we can ask
equivalently for the sharp range of exponents (q′, p′) for the bound ‖Eg‖Lp′ . ‖g‖Lq′ (Sn−1) to

















expanding the phase function as t
√
1− |x|2 = t(1 − 1
2
|x|2 + o(|x|3)), one sees that the
function cos(2πt
√



















, if t 1. (1-1)
This is a rather crude estimation, but gives us quickly the right rate of decay |(dσ)∧(ξ)| =
O(|ξ|−n−12 ). This method is a rudimentary form of the principle of stationary phase, and
more precise asymptotic expansions are possible; see [62, ch. 8]. Since g = 1 belongs to every
Lq
′
(Sn−1) and |Eg(ξ)| ≈ |ξ|−n−12 for |ξ|  1, the extension operator E can only be bounded
for p′ > 2n
n−1 .
In what follows we will make extensive use of the uncertainty principle, that in its most
rudimentary form says that a localized function must have a delocalized Fourier transform.
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Therefore, it seems convenient now to give a more detailed explanation. Suppose that a func-
tion f is supported in a ball of radius r < 1, and we want to calculate its Fourier transform.
If we test f against sufficiently low frequencies ξ, i.e. if we evaluate
∫
f(x)e(−〈x, ξ〉) dx, so
that the wave length 1|ξ| is ≥ r and e(−〈x, ξ〉) ≈ 1 in Br, then f̂(ξ) is roughly constant and
equal to
∫
f in a large ball of radius r−1. The reader may use this to convince himself that
a function localized in the ellipse
∑ x2i
λ2i




2 ≤ 1. There are several ways of formalizing and strengthening this principle.
In the following chapter, we will give an example of a rigorous proof using the uncertainty
principle.
We test now the action of E over the characteristic function of a cap or ball θ ⊂ Sn−1
of radius δ  1. Since the sphere looks locally as a paraboloid, then θ is contained in a
rectangle, not necessarily aligned with the coordinate axes, of dimensions δ × · · · × δ × δ2.
By the uncertainty principle, Eg = (1θdσ)∧ is essentially supported in a dual rectangle of
dimensions δ−1 × · · · × δ−1 × δ−2 and in this rectangle the value of |Eg| is approximately





e(−〈ξ′, x〉 − ξn
√







cos(−〈ξ′, x〉 − ξn
√









. Hence, |(1θdσ)∧(ξ)| & δn−1 in a rectangle of dimensions δ−1× · · ·× δ−1× δ−2. Assuming
as true the inequality ‖Eg‖Lp′ . ‖g‖Lq′ (Sn−1) for every g ∈ Lq
′





for δ  1, that forces p′ ≥ q n+1
n−1 . This example is known as the Knapp example, and together
with the example g = 1, we are led to the Stein restriction conjecture:
The restriction operator is bounded as long as p′ > 2n
n−1 and p
′ ≥ q n+1
n−1 .
The conjecture holds in R2, thanks to the work of Fefferman [30] and Zygmund [77],
but remains open in higher dimensions. Analogous results and conjectures for more general
oscillatory integrals were given by Hörmander [39].
It is not coincidence that this conjecture arouse with a renewed interest on the problem
of Bochner-Riesz summability and the study of dispersive equations; the reader may consult
the spirit at that moment in [32]. Regarding Bochner-Riesz summability, a basic question in
harmonic analysis is the sense in which we understand that f(x) =
∫
f̂(ξ)e(〈x, ξ〉) dξ. The
Bochner-Riesz mean is a method of summation of the Fourier transform, that allows, under
certain conditions, to recover the original function and consists in taking the limit∫
(1− |ξ/R|2)α+f̂(ξ)e(〈x, ξ〉) dξ
R→∞−−−→ f(x),
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where t+ = max{0, t} and α > 0. Natural questions are: how do we understand this limit?
does the limit make sense in Lp? This latter question is equivalent to the Lp boundedness
of the operator Sαf = ((1 − |ξ|2)α+f̂)∨, that is, to the estimate ‖Sαf‖p . ‖f‖p. Fefferman






, 0} is a necessary condition, and it is conjectured
that it is also sufficient. This was proven in n = 2 by Carleson and Sjölin [18].
The effect of the spherical boundary of (1−|ξ|2)α+ is reflected in the asymptotic expansion










The operator Sαf equals the convolution Kα ∗ f , and it is convenient to decompose the
kernel Kα dyadically into pieces Kαj (x) = ϕjK
α(x), where ϕj is supported in |x| ∼ 2j for
j ≥ 0. Furthermore, being Kαj ∗ f a local operator that commutes with translations, we can
assume that f is supported in a ball of radius 2j centered at the origin. Hence, whenever
|x| ∼ 2j we use the Taylor expansion around y = 0 to get |x − y| = |x| − 〈 x|x| , y〉 + O(|y|
2);
hence,
Kαj ∗ f(x) =
∫






The last formula, connecting the Bochner-Riesz means and the restriction operator, was
exploited by Fefferman [30, 31] to get partial progress on the problem of summability from
estimates for the restriction operator, and conversely by Tao [64] to prove that the Bochner-
Riesz conjecture implies the restriction conjecture.
As regards dispersive equations, to be specific, let us focus on the Schrödinger equation
iut+∆u = 0. The space-time Fourier transform is −2πτû−4π2|ξ|2û = 0, hence û must be a
measure supported in the paraboloid τ = −2π|ξ|2, and u is the inverse Fourier transform of
this measure. To avoid technical annoyances, let us consider instead a truncated paraboloid.
It is natural then to study the extension operator associated not to the sphere, but to the
paraboloid. It turns out that the necessary conditions for the Lp
′ → Lq′ boundedness of the
extension operator over a truncated paraboloid are the same as for the sphere. Moreover, we
can replace the sphere by any other compact elliptic surface, and the range of conjectured
exponents is the same. A partition of unity allows us to focus on a neighborhood of a point
in the hypersurface that, after a change of coordinates if necessary, can be written as the




f(ξ)e(−〈x′, ξ〉 − xnϕ(ξ)) dξ. (1-3)
Here, we have absorbed the harmless term
√
1 + |∇ϕ|2 in f . The restriction conjecture can
be naturally extended to other model phases ϕ. Since we can identify the hypersurface S
with U ⊂ Rn−1, one usually works over U ; the lift of a set V ⊂ U to S is denoted by Ṽ ,
and likewise the lift of a point a ∈ U is denoted by ã. We can carry naturally a function f
defined in U to a measure supported in Ũ , and we still denote this lifting as fdσ.
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The first big step towards the restriction conjecture in all dimensions was given by Tomas
[70] and Stein (unpublished), who proved it in the optimal range of exponents whenever
p′ ≥ 2n+1
n−1 . The proof relies on L
2 methods. We must show ‖f̂‖L2(Sn−1) . ‖f‖Lp(Rn), so






f̄(−x)(f ∗ d̂σ)(x) dx ≤ ‖f‖Lp‖f ∗ d̂σ‖Lp′ ,
hence it suffices to prove ‖f ∗ d̂σ‖Lp′ . ‖f‖Lp for p′ ≥ 2
n+1
n−1 (this is the TT
∗ method). To
prove this, we use interpolation of operators. On the one hand, the operator f ∗ d̂σ is well
behaved if p′ = ∞ and we can worsen it to f ∗ (〈ξ〉n−12 d̂σ) without ruining the L1 → L∞
boundedness; this follows from (1-1) and Young’s inequality. On the other hand, f ∗ d̂σ
is not well behaved if p′ = 2, but we can enforce L2 → L2 boundedness improving the
operator to f ∗ (〈ξ〉−1d̂σ). To see this, notice that 〈ξ〉−1d̂σ ≈ 1̂B1 (compare (1-1) with (1-2)
for α = 0), therefore by Plancherel ‖f ∗ (〈ξ〉−1d̂σ)‖2 ≈ ‖f̂1B1‖2 ≤ ‖f‖2. Hence, we get the





and 2 ≤ p′ ≤ ∞, so we simply consider
the case α = 0, which implies p′ = 2n+1
n−1 . See the whole argument in [62, chp. 9].
The Tomas-Stein estimate was extended by Strichartz [63] to quadric hypersurfaces, not
necessarily the paraboloid. These estimates have had a deep impact on the theory of well-
posedness of dispersive equations.
The field was relatively dormant until the work of Bourgain [3], who pushed the restriction
conjecture beyond L2 methods. There are two important observations in his work. The first
is a wave-packet decomposition used by Fefferman and Córdoba, see e.g. [31, 20], and the
second is an induction on scales argument. We present here a sketch of the argument to get
Lp
′ → Lp′ bounds, however in the next chapter a similar, and rigorous argument, will be
given.
We recall our definition of Ef in (1-3), where the function f is now defined in a set
U ⊂ Rn−1. For simplicity, we assume that S = Ũ is a neighborhood of the north pole in the
sphere. We begin by dividing U into cubes α, or caps as they are usually named, of side-
length δ and center cα ∈ U , which likewise induce a partition of S; therefore, we can write
Ef =
∑
α Efα, where fα = f1α. The function |Efα|2 = [fαdσ ∗ (fαdσ(−·))]∧ is the Fourier
transform of a function supported in a rectangle Rα centered at the origin of dimensions
δ × · · · × δ × δ2. Let us denote by Tα the dual rectangle to Rα and we depart slightly from
our conventions to write |Tα| :=
∫
ζTα for some bump function ζTα . If we choose ζTα such
that ζ̌Tα = |Tα| in Rα, then we can write
fαdσ ∗ (fαdσ(−·)) =
1
|Tα|
fαdσ ∗ (fαdσ(−·))ζ̌Tα ; (1-4)
by taking Fourier transform we get the reproducing formula |Efα|2 = 1|Tα| |Efα|
2 ∗ ζTα . The
function ζTα is roughly supported in the tube Tα centered at the origin of dimensions δ
−1 ×
· · · × δ−1 × δ−2 pointing in the direction of the normal vector to S at c̃α. Hence, |Efα| is
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approximately constant on translations of the tube Tα, or from other point of view, each
|Efα|2 can be seen as the weighted sum
∑
ν |Efα|2(ν)ζTα+ν , where the sets Tα + ν are a tiling
of Rn; this kind of decomposition is known as wave-packet decomposition.




f(ξ)e(−〈(x− x0) + x′0, ξ〉 − ((xn − x0,n) + x0,n)ϕ(ξ)) dξ,
≈ Efα(x0)e(−〈x− x0, c̃α〉). (1-5)
Hence,∫
Bδ−1

























We need the following lemma, which will also be used in the next chapter.




where C does not depend on g or R.
Proof. We prove that ‖Eg‖L2(Bρ×[−R,R]) ≤ CR
1/2‖g‖2, with C independent of ρ ≥ 1. Using
a bump function ζρ adapted to Bρ × [−R,R] and Plancherel we obtain
‖Eg‖L2(Bρ×[−R,R]) . ‖Egζρ‖2 = ‖gdσ ∗ ζ̌ρ‖2;
where we choose ζρ such that its Fourier transform is compactly supported in the set Tρ,R :=
Bρ−1× [−R−1, R−1]. We prove the lemma by interpolation between L1 → L1 and L∞ → L∞.
We have thus




|ζ̌ρ(η′ − ξ, ηn − ϕ(ξ))| dηdξ . ‖g‖1.
For the other point of interpolation we have
‖gdσ ∗ ζ̌ρ‖∞ ≤ sup
η
∫





′ − ξ, ηn − ϕ(ξ)) dξ
. R‖g‖∞,
which concludes the proof.
1.1 The Stein Restriction Conjecture 7




























Summing over all the balls Bδ−1 covering Bδ−2 we have










)1/2‖Lp′ (Bδ−2 ), for 2 ≤ p′ ≤ 2n+ 1n− 1 . (1-9)
The term on the right side of the inequality is known as a square function, and it is conjec-
tured that




)1/2‖Lp′ (Bδ−2 ), for 2 ≤ p′ < 2nn− 1 . (1-10)
To estimate the square function we use duality, which is allowed because r = p′/2 > 1.
To simplify, let us replace ζTα by 1Tα . Using |Efα|2 = 1|Tα| |Efα|
2 ∗ζTα , Fubini and the identity





















|Efα|21Tα ∗ w dx|.







|Efα|21Tα ∗ w dx| ≤ δn+1
∑
α




By (1-7) we have ‖Efα‖L2(B2δ−2 ) . δ









|Efα|21Tα ∗ w dx| . δn−1
∑
α

































where in the last integral we are summing over all the caps α of radius δ and center c̃α ∈ Ũ .
The term supx |1Tα ∗w(x)| is known as the Kakeya maximal function, however it is usually
rescaled and written for tubes T δω ⊂ Rn of unit length, radius δ < 1 and with direction
ω ∈ Sn−1, so that the classical Kakeya maximal function is Kδw(ω) := δ−(n−1) supx |1T δω ∗w|.








r′ ‖w‖r′ , for r
′ < n, all δ < 1 and suppw ⊂ B1. (1-12)
To see that the conjecture is sharp, test Kδ against f = 1Bδ and f = 1Eδ , where Eδ is the
δ-neighborhood of a Besicovitch set, i.e., a set of Lebesgue measure zero containing a line
of unit length in every direction. The conjecture is still wide open, and a wealth of research
has been directed to prove it, or related conjectures, see e.g. [57, 21, 47, 41, 9, 43]. The
Kakeya maximal function conjecture was settled by Córdoba in [20] for the case of the plane.
In higher dimensions, the conjecture was verified by Wolff [72] in the range r′ ≤ n+2
2
. Later,
Katz and Tao [42] got the range r′ ≤ 4n+3
7
, which improves Wolff’s result for n ≥ 9.








































Returning to (1-9), we replace our square function estimate to get















Since Bourgain did not have at hand the optimal ranges of the square function and Kakeya
maximal function conjectures, he only obtained a bound ‖Ef‖Lp′ (Bδ−2 ) .αp δ
−αp‖f‖p′ for
some αp > 0 such that αp = 0 for p
′ = 2n+1
n−1 . This is a local result, because we are
integrating over a ball Bδ−2 , however if αp is small enough for some p close to the Tomas-
Stein exponent, Bourgain invented a technique, now called ε-removal lemma, to trade the
loss δ−αp of the local result by a global result in a narrower range p′ ≥ 2n+1
n−1 − εn, for some
εn > 0, improving so over the Tomas-Stein exponent.







, and applying a refinement of the ε-removal lemma due
to Tao, see [64], we would get the global bound without ε losses for p′ > 2n
n−1 .
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1.2 The Multilinear Theory
A first hint towards the multilinear theory is contained in the proof of the restriction con-
jecture in R2. We want to prove the bound ‖(fdσ)∧‖p′ ≤ C‖f‖∞ for p′ > 4, then we use
Plancherel and Hausdorff-Young to get
‖(fdσ)∧‖p′ = ‖(fdσ)
∧(fdσ)∧‖1/2p′/2 = ‖(fdσ ∗ fdσ)
∧‖1/2p′/2
≤ ‖fdσ ∗ fdσ‖1/2r ≤ ‖f‖∞‖dσ ∗ dσ‖
1/2
r ,
where r = (p′/2)′ < 2. If the curve C has non-zero curvature everywhere, then it is possible
to show that ‖dσ ∗ dσ‖r <∞ for r < 2, proving so the bound L∞ → Lp
′
in the conjectured
range p′ > 4. Let us prove the inequality ‖dσ ∗dσ‖r <∞ for a truncated parabola C, whose
corresponding measure can be written as dσ = 1{|x1|≤1}δ(x2 − x21) for x ∈ R2. Hence,
dσ ∗ dσ(x) =
∫
δ(x2 − y2 − (x1 − y1)2)δ(y2 − y21)1{|x1−y1|≤1}1{|y1|≤1} dy
≤ 1B3(x)
∫
δ(x2 − y2 − (x1 − y1)2)δ(y2 − y21) dy.
We make the 2− 1 change of variables z1 = y2 − y21 and z2 = x2 − y2 − (x1 − y1)2 to get












where d(x, 2C) is the distance from x to the parabola 2C = {x2 = 12x
2
1}. Thus, the function
dσ ∗ dσ belongs to Lr for 1 ≤ r < 2.
After further progress on the restriction conjecture, e.g. [4, 7, 8, 55, 56], enriched by the
study of non-linear dispersive equations, e.g. [46, 45], the time was ripe for the development
of the bilinear theory by Tao, Vargas and Vega [68]. They considered the inequality
‖EfEg‖p′/2 . ‖f‖Lq′ (S1)‖g‖Lq′ (S2),
where S1 and S2 are subsets of the paraboloid, separated by a distance ∼ 1. The bilinear
inequality follows by Hölder inequality from the linear one, and conversely the linear exten-
sion estimate for (q′, p′) would follow if we were able to choose S1 = S2 and f = g, but the
separation condition prevent us from that, so we may expect that the bilinear estimate holds
for the same range as for the linear one; however, they showed that the bilinear estimate is


















We notice that the last two conditions coincide if q′ = 2, and in this case p′ ≥ 2n+2
n
, which
extends the Tomas-Stein range p′ ≥ 2n+1
n−1 . The bilinear inequality for q
′ = 2 was known as
the Klainerman-Machedon conjecture. One of the main results of Tao, Vargas and Vega was
roughly that the linear estimate Lq
′ → Lp′ follows, in the conjectured linear range, from the
bilinear estimate Lq
′ × Lq′ → Lp′/2.
Wolff brought to the field fresh ideas from combinatorics and proved the Klainerman-
Machedon conjecture, up to logarithmic losses, for conical surfaces [75]. He used the wave-
packet decomposition and modified the induction on scales by introducing a new scale δ−2+ε
between δ−1 and δ−2. Then, he split the tubes passing through a ball of radius Bδ−2+ε
into tubes with big and small contribution. The tubes with big contribution are small in
number, so the inductive hypothesis provides an allowable contribution. Since the norm we
must control is L
n+2
n , the tubes with small contribution can be controlled by interpolation
between the norms L1 and L2. The norm L1 is easily controlled by Hölder, but the L2 side
requires heavy combinatorics.
Tao went on proving the case of the paraboloid [66], establishing the restriction conjecture
for elliptic surfaces in the range p′ > 2n+2
n
. This is the best we can expect from bilinear
methods.
If we consider multilinear estimates, instead of bilinear estimates, then the stability of the
operator increases even more. We know that the linear theory is meaningless in the case of
hyperplanes in Rn, as we discussed at the very beginning; however, if we apply the extension
operator to n measures µi = fi dx1 · · · d̂xi · · · dxn ( ·̂ means that we omit this term) carried
by the hyperplanes Si = {x | xi = 0}, then the corresponding multilinear operator would be∫
|µ̂1(π1(ξ)) · · · µ̂n(πn(ξ))|p
′/n dξ ≤ C‖f1‖q′ · · · ‖fn‖q′ , (1-13)
where πi is the projection to the hyperplane Si (we used the fact that µ̂i(πi(ξ)) = µ̂i(ξ)). But
this type of inequalities has been known for a long time, namely, this is the Loomis-Whitney
inequality [49].
Theorem 1.2. If the functions hi : Rn−1 → R+, for i = 1, . . . , n, are integrable, then∫
Rn
(h1(π1(ξ)) · · ·hn(πn(ξ)))1/(n−1) dξ ≤ C(‖h1‖1 · · · ‖hn‖1)
1/(n−1). (1-14)
The inequality can be proven by induction, starting from the case n = 2. Now, replacing
hi by |µ̂i|2 and using Plancherel, the Loomis-Whitney inequality allows us to establish the
inequality (1-13) for p′ = 2n
n−1 and q
′ = 2; however, observe that the linear estimate L2 →
L
2n
n−1 for the extension operator associated to hyperplanes is false. Amazingly, these n-
multilinear estimates do not require any curvature assumptions.
The multilinear theory was developed by Bennett, Carbery and Tao [2] and they found out
that the fundamental assumption behind multilinearity was not curvature, but transversality.
They proved the corresponding multilinear conjecture, up to logarithmic losses.
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Theorem 1.3. If we are given n smooth compact hypersurfaces with boundary Sk, such
that for every n points ξk ∈ Sk the corresponding normal vectors N(ξk) to Sk satisfy the
transversality condition | det(N(ξ1) · · ·N(ξn))| ≥ θ > 0, then for p′ ≥ 2nn−1 and p













for every R ≥ 1 and ε > 0.
It suffices to prove the end-point q′ = 2 and p′ = 2n
n−1 , and the proof is the multilinear
adaptation of the induction on scales presented above, but now the linear Kakeya inequality
(1-12) is replaced by a multilinear Kakeya estimate.
Theorem 1.4. If we are given n collections of tubes {Tk,i}i=1,...,Nk , for k = 1, . . . , n and with















where Nk is the number of tubes in {Tk,i}i=1,...,Nk .
The theorem does not exclude the possibility of repeating tubes. After the spectacular
resolution of the Kakeya conjecture for finite fields by Dvir [22], Guth [35] took wholly
new ideas from algebraic geometry, together with the polynomial method in the paper of
Dvir, and removed the term Rε from the multilinear Kakeya inequality and gave the sharp
dependence on transversality.
Theorem 1.5. If we are given n collections of tubes {Tk,i}i=1,...,Nk , for k = 1, . . . , n and with
















where Nk is the number of tubes in {Tk,i}i=1,...,Nk .
Unfortunately, the sharp constant Cθ−
1
n−1 does not carry over immediately to the multi-
linear extension inequality, due to the many inefficiencies in the inductive process. See also
[36, 17] for alternative proofs of the multilinear Kakeya estimate.
Unlike the bilinear theory, some time had to pass for the multilinear estimates to be
useful in the linear restriction problem. Bourgain and Guth [16] achieved this by exploiting
the dichotomy between transversal and non-transversal contributions. We will sketch the
Bourgain-Guth argument to get Lp




Recall the remarks after our definition of the extension operator in (1-3). For simplicity,
we assume that S is the paraboloid in Rn over U = B1. Since the normal to the point
(ξ, 1
2
|ξ|2) is N(ξ) = 〈ξ〉−1(−ξ, 1), the transversality condition in Theorem 1.3 is
| det(N(ξ1) · · ·N(ξn))| ∼n
∣∣∣ det(−ξ1 · · · −ξn
1 · · · 1
) ∣∣∣,
and the right hand side is the volume of the simplex spanned by the points ξk, hence transver-
sal points avoid to lie in the same hyperplane.
We decompose U ⊂ Rn−1 into caps α of radius 1/Kn and center cα, for Kn a parameter
to be fixed later. We estimate the size of the different terms |E(f1α)(x)| = |Efα(x)| at the
point x. There are two possible scenarios:
(i) There are n transversal caps βk with large contribution, i.e. the volume spanned by
points in βk is ≥ c 1Kn−1n and |Efβk(x)| ≥
1
Kn−1n
supα |Efα(x)| (the latter term 1Kn−1n can
be replaced by other 1
KCn








This seemingly crude inequality is not such a big loss, since Kn will be much smaller
than R, the radius of the ball over which we integrate.
(ii) There are not transversal caps with large contribution. We want to prove that there
exists a (n−2)-plane Vn−2 ⊂ Rn−1, such that for every α at distance ≥ C 1Kn from Vn−2,
for C  1, the inequality |Efα(x)| < 1Kn−1n supα |Efα(x)| holds.
Let |Efα1(x)| = supα |Efα(x)| and suppose that for every α at distance ≥ C 1Kn of
α1, we have that |Efα(x)| < 1Kn−1n |Efα1(x)|, then any plane Vn−2 through α1 will
do. Otherwise, let α2 be the furthest cap from α1 such that d(α1, α2) ≥ C 1Kn and
|Efα2(x)| ≥ 1Kn−1n |Efα1(x)|. Again, if for every α at distance ≥ C
1
Kn
from the line l
joining α1 and α2 we have |Efα(x)| < 1Kn−1n |Efα1(x)|, then any plane Vn−2 containing
l will do. Otherwise, we continue the process choosing a furthest cap α3 from the
line l, until we reach n − 1 caps αi such that the (n − 2)-volume spanned by them
is ≥ C 1
Kn−2n
, so by our assumption on the lack of large contribution of transversal
caps, necessarily for any cap α at distance ≥ C 1
Kn
from this (n − 2)-plane we have
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We observe, additionally, that the choice of Vn−2 is stable at scale Kn, i.e. we can take
Vn−2 the same in a ball of radius Kn, because |Efα(x)| is roughly constant in balls BKn
by uncertainty, as we observed previously in the multiscale analysis.
Summing the contributions from transversal and non-transversal terms, we have that









= (1− 20) + (1− 21) + (1− 22),
where the choice of Vn−2 and different caps βk depends on x, but it is stable at scale Kn.
We define now K(R) as the best constant satisfying the inequality
‖Ef‖Lp′ (BR) ≤ K(R)‖f‖p′ , for every f,
so all we want is to show that K(R) . Rε.
We must control the Lp
′
-norm of the three terms, and we go first for the transversal term
with the help of the multilinear Theorem 1.3 to get∫
BR
















over all transversal caps is a rather crude estimation, but we can afford
this loss; moreover, the constant C in KCn will not be important.
For the last term (1-22), we can estimate the Lp
′
-norm of every term |Efα(x)| exploiting
the translation and dilatation symmetry of the paraboloid, carrying α to U , so that




This simple argument has been widely exploited in various contexts related to the restriction













The term involving the plane Vn−2 will be our main concern, since it is just here where
we will lose the sharp range p′ > 2n
n−1 . For the time being, let us ignore this term and see
how we could conclude the proof. From both estimations above we get

















− (n−1) < 0,
so choosing Kn large enough we can assume that K
2n
p′ −(n−1)
n < 12 ; besides, it is not hard to
see that K(R/Kn) ≤ K(R), hence for Kn < Rε we get
K(R) ≤ 2CεKCn Rε ≤ 2CεRO(ε), for every ε > 0,
which is acceptable (recall that there is an ε-removal lemma), and proves the desired bound
for p′ > 2n
n−1 . We note by passing that, albeit not the original argument of Tao, Vargas and
Vega, this method allows us to prove loosely that bilinear implies linear.
Coming back to the original problem, we cannot ignore the term (1-21) involving the
hyperplane Vn−2. We divide U into caps α(Kn−1) of radius 1/Kn−1 for some parameter
Kn−1  Kn to be fixed later; this caps are unions of the caps α(Kn) in the first decomposi-





as a “fat” paraboloid of width ∼ K−1n . Therefore, we can apply the same dichotomy between
transversality and non-transversality to “fat” caps α(Kn−1) ∩ LVn−2 6= ∅, to get











= (1− 24) + (1− 25) + (1− 26),
where βk(Kn−1)∩LVn−2 are transversal caps and Vn−3 ⊂ Vn−2 is some (n−3)-plane depending
on x; recall that the choice of Vn−2 is stable at scale Kn, and now the choice of Vn−3 is stable
at scale Kn−1  Kn. As before, we must estimate the different contributions.
To estimate the term (1-26), we first remove the dependence on Vn−2




Efα| ≤ |Efα(Kn−1)(x)|+ sup
α(Kn)⊂U
|Efα(x)|.


























and the contribution is acceptable for p′ > 2n
n−1 , choosing Kn−1 and Kn sufficiently large.
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The transversal term (1-24) is harder to control than before and two estimations are now
possible: the first estimation works in the range p′ ≥ 2(n−1)





First estimation (p′ ≥ 2n−1
n−2). Bennett, Carbery and Tao [2, sec. 5] contemplated the pos-
sibility of lower levels of multilinearity, and they proved the following extension of Theorem
1.3.
Theorem 1.6. If we are given 2 ≤ m ≤ n smooth compact hypersurfaces with boundary Sk,
such that for every m points ξk ∈ Sk the corresponding normal vectors N(ξk) to Sk satisfy the
transversality condition | det(N(ξ1) · · ·N(ξm))| ≥ θ > 0, then for p′ ≥ 2mm−1 and p













for every R ≥ 1 and ε > 0.
Remark. The determinant is calculated choosing an orthogonal basis of the hyperplane
spanned by the normal vectors.
We apply this theorem with m = n− 1 to (1-24) to reach∫
BR

















which yields an acceptable contribution. The sum over LVn−2 is finite, since we are summing
over hyperplanes defined by centers of caps α(Kn).
Second estimation ( 2n
n−1 < p
′ < 2(n−1)
n−2 ). To avoid technicalities, let us assume in (1-21)
that we are summing over {α(Kn) | α ∩ Vn−2 6= ∅}, instead of {α(Kn) | d(α(Kn), Vn−2) ≤
C/Kn}. We assume further that cα ∈ Vn−2 and by translation symmetry we suppose that
Vn−2 = {xn−1 = 0}. We modify LVn−2 in (1-23) accordingly.
First, we try to get information at scale Kn, where by the uncertainty principle one can
hardly distinguish a hyperplane from its 1
Kn
neighborhood, so we estimate the average of
|
∏






. For simplicity, we
suppose that the ball BKn is centered at the origin. Since the function |Efβk(Kn−1)∩LVn−2| is
approximately constant in the variable xn−1 if we stay in BKn , we can integrate over sections
BKn ∩ Rn−1 (recall that we assume that Vn−2 is the hyperplane {xn−1 = 0}). Hence, by
Hölder inequality and assuming that 2n
n−1 < p
′ < 2(n−1)






























Efβk∩LV (x′, 0, xn)|
2





Now, we are basically working with the extension operator in dimension Rn−1. We repeat
the approximation in (1-5) to write
Efβ(Kn−1)∩LVn−2(x′, 0, xn) ≈
∑
α(Kn)⊂β(Kn−1)∩LVn−2
Efα(0)e(−〈(x′, 0, xn), c̃α〉),







defined in the paraboloid over Vn−2. We replace this in the inequality above, use the multilin-










































Once we have estimated the average over BKn , eliminating so the dependence on Vn−2 in
the right hand side of (1-29), we can sum over the balls BKn covering BR to get∫
BR













the last integrals can be estimated by dilatation of the caps α(Kn) to reach∫
BR


















The contribution is acceptable for p′ > 2n+2
n
(the same exponent obtained with Tao’s bilinear




Both, first and second estimations, show that transversal terms in (n− 2)-planes yield an
acceptable contribution whenever







We estimate the term (1-25) involving Vn−3 following the same pattern, until we reach
2-planes V2, when there is no longer any non-trivial subspace of lower dimension. At each
stage, we get the condition: the contribution of Vm−1 terms is acceptable as long as






), for 1 < m < n.
1.2 The Multilinear Theory 17




4n−3 if n = 0 mod 3,
2n+1
n−1 if n = 1 mod 3,
4 n+1
2n−1 if n = 2 mod 3.
These ranges of exponents were the best result at that moment, and pushing the method
even more, a slight improvement is possible; see [69].
Recently in [37, 34], Guth has pioneered the adaptation of the polynomial method to
the restriction problem; see also [19, 58]. The philosophy of the method is to detect some




|Ef |p′ by partitioning BR into cells {Oi} by means of a carefully chosen
polynomial P of controlled degree, i.e., if Z(P ) = {x ∈ BR | P (x) = 0}, then ∪iOi =








|Ef |p′ , where W is a
R−1/2+ε-neighborhood of Z(P ). The contribution from the cells is usually easily controlled by
an inductive argument, however if the main contribution comes from tubes “contained” in W
(tubes crossing W transversely are not a very serious issue), then it indicates that the tubes
in the wave-packet decomposition are structured and an inductive argument cannot handle
its contribution. Hence, it is necessary to calculate the tangential term directly, observing
that tubes passing through the same point are nearly coplanar and the L4 norm can be
estimated using Córdoba’s argument, or bilinear methods, and the loss due to interpolation
between L2 and L4 estimates prevented Guth from obtaining the sharp range of exponents.
In [37], Guth got the best current bound for the paraboloid in R3, that is, p′ ≥ 3.25 .
In [34], Guth studied lower levels of multilinearity. Theorem 1.6 does not involve any
hypothesis about the curvature of the hypersurfaces, however when m < n the curvature has
some effect, as can be seen by comparing it with Tao’s bilinear theorem. It is conjectured











holds for p′ ≥ 2 n+m
n+m−2 ; Tao’s bilinear theorem is m = 2 and Theorem 1.3 is m = n.
Guth proved a weak analogue of the m-linear conjecture, that suffices in the Bourgain-Guth
argument as a substitute of Theorem 1.6 in the first estimation, where we did not exploit
the curvature of the paraboloid. After replacing the weak m-linear analogue in (1-28), the
contribution of Vm−1 terms is acceptable in the range:






), for 1 < m < n.
This yields Lp




3n−2 if n = 0 mod 2,
23n+1
3n−3 if n = 1 mod 2;
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which is the best result to date for n ≥ 4.
1.3 Some Applications
The restriction theory has many applications, and they are not limited in scope to the study
of summation of Fourier integrals or partial differential equations. In chapter 3 we will
discuss an application to Falconer’s conjecture, a problem in geometric measure theory. But
we cannot leave without mentioning the remarkable application of the decoupling theory, a
spin-off from the restriction problem, to number theory, in particular, to the resolution of
the Vinogradov’s mean value conjecture.
We already mentioned the square function conjecture, that asserts that for a decomposi-
tion of Ef into caps α of radius δ, the inequality






holds in the range 2 ≤ p′ < 2n
n−1 . The conjecture has been verified only for R
2, but seems
completely out of reach in general. Wolff [74] observed that the weaker inequality





2 (weaker because p′ ≥ 2), (1-30)
works sufficiently well for some applications, instead of the full square function conjecture.
We had to wait for the development of the multilinear theory, to see the most incredible
progress towards the weak square function conjecture.








Although the Euclidean case had been solved in the seventies, the discrete analogue seemed
intractable, and the sole progress had been done by Bourgain [5], using advanced tools from
analytic number theory. Many years later, Bourgain and Demeter in [11] (see also [14])
used the multilinear theory to prove (1-30), up to logarithmic losses, in the sharp range
2 ≤ p′ ≤ 2n+1
n−1 for the paraboloid (notice that the range is wider than the one for the
square function conjecture). By uncertainty and some additional considerations, this has
as a consequence the discrete Strichartz inequality for the paraboloid, surprisingly, without
using any number theory. This motivated them to research even further on weak square
functions or decoupling inequalities, as we now know them, for other manifolds, see e.g.
[12, 13, 10].
One of the biggest achievements came with the resolution of the Vinogradov’s mean value







e(x1t+ · · ·+ xktk)|2s dx;
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In spite of the large body of research, using analytic number theory, the conjecture stood firm
for k > 3. Bourgain, Demeter and Guth [15] were able to prove the decoupling inequality
associated to the moment curve (t, . . . , tk), and with it at hand the Vinogradov’s mean value
conjecture was a mere technical matter, but all the more impressive, no number theory is
needed in the proof. For additional information, see [59].
1.4 What does this thesis contain?
All the preceding discussion should show the relevance of multilinear inequalities in the
progress of the restriction theory. The core of this thesis revolves around this subject.
As we said, it is unknown, in general, if the sharp constant in the Kakeya multilinear
inequality, Theorem 1.5, carries over to the multilinear inequality, Theorem 1.3. However,
during the thesis I proved the trilinear inequality for the hyperbolic paraboloid with sharp
dependence on transversality.
Theorem 1.7. If we are given three subsets Sk of the truncated hyperbolic paraboloid S =
{(ξ1, ξ2, ξ1ξ2) | ξ21 + ξ22 ≤ 1} in R3, such that for every three points ξk ∈ Sk the corresponding
normal vectors N(ξk) to Sk satisfy the transversality condition | det(N(ξ1) N(ξ3) N(ξ3))| ∼










for every R ≥ 1 and ε > 0. The constant Cε does not depend on R or θ.
This is the main result in Chapter 2. This theorem extends the work of Ramos [60] about
elliptic surfaces in R3, who proved the next theorem.
Theorem 1.8. If we are given three subsets Sk of the truncated paraboloid in R3, such that
for every three points ξk ∈ Sk the corresponding normal vectors N(ξk) to Sk satisfy the










for every R ≥ 1 and ε > 0. The constant Cε does not depend on R or θ.
Additionally, I wish to discuss in Chapter 4 the possibility of extending Ramos’ theorem
to higher dimensions.
In chapter 3 I describe a brief result about the average decay of the Fourier transform of
compactly supported measures, which is related to Falconer’s conjecture.
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This thesis resulted in two papers:
• A Trilinear Restriction Estimate for the Hyperbolic Paraboloid with Sharp dependence
on Transversality, submitted.
• Examples of Measures with Slow Decay of the Spherical Means of the Fourier Trans-
form, Proc. Amer. Math. Soc., 146, 2617–2621.
2 Sharp Depencende on Transversality
for the Hyperbolic Paraboloid
We already mentioned the contribution of Ramos in [60] to the improvement of the depen-
dence on transversality in Theorem 1.3, when the surface S has positive curvature. In this
chapter we extend this result to the hyperbolic paraboloid, a model phase with negative cur-
vature. Let us outline the proof of Ramos and how we modify it in the case of the hyperbolic
paraboloid.
The proof of Theorem 1.3 is by multiscale analysis, similar to Bourgain’s method in section
1.1, so we use the same notation there. One makes a wave-packet decomposition of U ⊂ Rn−1
by using caps αk of radius δ, so that we can write Efk =
∑
αk
E(fk,αk) for k = 1, . . . , n. In a
ball of radius δ−2, each function E(fk,αk) looks like a collection of modulated tubes of radius
δ−1 pointing in the direction of the normal vector at the center of α̃k. If n tubes intersect, one
from each hypersurface Ũk = Sk, then the best we can say is that their intersection contains
a ball of radius δ−1. Using the principle of uncertainty and the multilinear Kakeya inequality,
we can exploit local averages at scale δ−1 to get a global bound at scale δ−2. Although this
process is efficient regarding the dependence on δ, it yields poor results about transversality.
One of the key observations in [60] is the necessity of averaging over “optimal” parallelepipeds
P , not over balls Bδ−1 . If we choose the caps αk ⊂ Uk carefully, instead of bare disks of radius
δ, then the functions fk = 1αk attain the optimal dependence on transversality; moreover,
the functions E1αk look like tubes with elliptic section, and n of these tubes from each Sk
intersect in an “optimal” parallelepiped P , over which the multiscale analysis is efficient.
The caps needed for the paraboloid and hyperbolic paraboloid are different, but they can be
found in a systematic way; see Chapter 4.
As every inductive argument, one needs a starting point. Bennett, Carbery and Tao used
a trivial bound of the extension operator and integrated over B1, which suffices in their
argument. However, this first step is insufficient for us, because our initial decomposition
into caps αk already contains many pieces and we must paste them efficiently to integrate
over the parallelepiped P . To overcome this obstacle Ramos used a refinement of Córdoba’s
L4 orthogonality, but seeking an improvement upon the linear restriction problem, he used
a strong property of orthogonality. We use a weaker property of orthogonality to prove the
sharp inequality for the hyperbolic paraboloid, and defer the stronger, and harder to prove,
orthogonality to the last section, since we do not need it for our purposes.
The improved multiscale analysis and orthogonality do not work over a general triplet of
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sets {Sk}k=1,2,3, but over especially constructed triplets. Hence, to finish the proof, we cover
efficiently an arbitrary triplet of sets with especial triplets. We cannot use the same triplets
defined by Ramos, since we must avoid certain configurations of sets, as noted by Vargas [71]
and Lee [48]. Therefore, we adapt the pairs of sets used by Vargas to the trilinear setting,
exploiting the methods of Ramos.
2.1 Preliminary Reductions
The condition of transversality in Theorem 1.7 between surfaces Sk in the hyperbolic paraboloid
translates to a condition on the area of the triangle spanned by triplets of points ξk =
(ξk,1, ξk,2) ∈ Uk; in fact, since the normal at (ξ, ξ1ξ2) is (ξ2, ξ1,−1), the condition of transver-
sality for three points ξk ∈ Sk is
| det
ξ1,2 ξ2,2 ξ3,2ξ1,1 ξ2,1 ξ3,1
−1 −1 −1
 | = 1
2
area(ξ1, ξ2, ξ3) ∼ θ.
If three surfaces satisfy the transversality conditions in Theorem 1.7 with parameter θ > 0,
then we say that they are θ-transverse.
2.1.1 Coarse Decomposition
Let S1, S2 and S3 be three θ-transverse compact subsets of the hyperbolic paraboloid, with
corresponding projections U1, U2 and U3. We will present in this section a long series of
decompositions of U1 × U2 × U3, aimed to ensure suitable properties of separation between
the sets and orthogonality between the functions supported on them. In order to achieve
the latter, we adapt the Whitney type decomposition used by Vargas [71] to the trilinear
setting.
Before starting, recall the trivial estimates |Ef | ≤ |supp f | 12‖f‖2 and∫
BR






hence, the sharp trilinear bound holds for R3 ≤ θ−1/2, so we assume that R3 > θ−1/2.
We describe first a decomposition of U1 × U2 into separated rectangles. Consider all
the intervals (l2−i, (l + 1)2−i) ∈ [−1, 1], for l ∈ Z and i ∈ {1, . . . ,M}, where M is some
integer to be fixed later. We say that two intervals I i1 and I
i
2 of length 2
−i are close if they
are not adjacent, but their parents are. Notice that the set [−1, 1] × [−1, 1] is covered by
products I i1 × I i2 of close intervals, plus some products IM1 × IM2 of small pairs of adjacent




k for k = 1
and 2, and we say that two rectangles τ i,j1 and τ
i,j
2 are close if I
i
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Figure 2-1: The square [−1, 1] × [−1, 1] is
decomposed up to scale M = 3.
The pale gray squares represent
I i1 × I i2 for pairs of close inter-
vals. The dark gray squares
are products of pairs of adja-
cent or identical intervals with
side length 2−M .
Figure 2-2: Different possible pairs of rect-
angles, enclosed by ovals for
clarity. The first two pairs
are examples of close rectan-
gles. The third pair is not close,
which may happen if at least
one side has length 2−M .




2 . By the above, we
can decompose [−1, 1]2 × [−1, 1]2 as a union of pairwise disjoint sets τ i,j1 × τ
i,j
2 , such that
τ i,j1 ∼ τ
i,j




2 , for i = M or j = M ,
where some pair of intervals are adjacent or identical; see Figure 2-2. These pairs of small
rectangles for i = M or j = M do not enjoy, in general, suitable properties of separation,
so later in this section we will deal with this case separately. It is important to remark that
close rectangles are not crossed by a common vertical or horizontal line.
For each set τ i,j1 × τ
i,j




2 , for i, j ≤ M , our next task
is to decompose U3 ⊂ [−1, 1]2 so that τ i,j1 × τ
i,j
2 × U3 can be written as a disjoint union
of sets τ i,j1 × τ
i,j
2 × τ3, where τ3 are rectangles of controlled size and distance from the
pair of rectangles in τ i,j1 × τ
i,j




2 and apply the dilation
(ξ1, ξ2) ∈ R2 7→ (2iξ1, 2jξ2) to each rectangle, transforming the set τ i,j1 × τ
i,j
2 into a product
Q1 × Q2 of a pair of unit squares at distance ∼ 1 between each other; also, [−1, 1]2 is
transformed into [−2i, 2i] × [−2j, 2j]. Now, we will make a Whitney decomposition of R2
into squares Q3, so that the distance between the centers of Q3 and Qk, for k = 1 and 2, is
comparable to the side length of Q3.




k, for k = 1, 2, lies in the parent rectangle




k , which is transformed into a square Q
′
k of side length 2 containing




2, say by a vector v, so that they have one of the
following configurations:
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Figure 2-3: The unit cubes in white are adjacent to (Q1, Q2), including Q1 and Q2 them-
selves. The shaded cubes of side length 1 and 2 are close to (Q1, Q2).
• v +Q′k1 = [0, 2]
2 and v +Q′k2 = [2, 4]
2;
• v +Q′k1 = [0, 2]× [2, 4] and v +Q
′
k2
= [2, 4]× [0, 2].
Let us drop the vector v, since its specific value is not important. Now, we consider dyadic
squares Qr3 = (l12
r, (l1 + 1)2
r)× (l22r, (l2 + 1)2r), for lj ∈ Z and r ≥ 0; notice that the unit
squares Q1 and Q2 have the form (l1, l1 + 1) × (l2, l2 + 1) for some integers 0 ≤ l1, l2 < 4.
Now, we say that two squares are close if they are not adjacent, but their parents are. We
say that a unit square Q03 is close to the pair (Q1, Q2) if it is close to one of the squares Q1 or
Q2, but not adjacent to the other; otherwise, we say that Q
0
3 is adjacent to (Q1, Q2) if it is
adjacent or equal to some of the squares Q1 or Q2; see Figure 2-3. We write Q
0
3 ∼ (Q1, Q2)
to denote that Q03 is close to the pair (Q1, Q2), and Q
0
3  (Q1, Q2) when Q03 is adjacent.
The union of the squares Q03 ∼ (Q1, Q2), which lie at a distance ∼ 1 from Q1 and Q2,
and the squares adjacent to (Q1, Q2) is a partial covering of the plane, which we call Ω0.
We define now inductively an increasing sequence of sets Ωr, for r ≥ 0, until we cover the
translated rectangle v + [−2i, 2i] × [−2j, 2j]. To do that, we say that Qr3 is close to the
pair (Q1, Q2) if it is not adjacent to [0, 2
r]2, but its parent is to [0, 2r+1]2, and additionally
Qr3 ∩Ωr−1 = ∅.1 The set Ωr is simply the union of Ωr−1 and the squares Qr3 ∼ (Q1, Q2). We
do not have to bother about adjacent squares Qr3 in this case; see Figure 2-3 for the partial
covering Ω1. Restore the squares Q1, Q2 to their original position, carrying with them the
corresponding squares Qr3, such that we get the disjoint covering






1Actually, this last condition is only relevant when r = 1.
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3 , where τ
i−r,j−r
3 are
rectangles of dimensions 2r−i × 2r−j.
We repeat the previous process with all the pairs τ i,j1 ×τ
i,j
2 , until we get a pairwise disjoint
covering

























The set Residue is the union of the sets τ i,j1 × τ
i,j















in the set Residue, which we omit most of the time. For the time being, we do not need to
distinguish between close and adjacent rectangles τ i,j3 .













3 ∈ A, as in (2-2). By the



































ξ ∈ [−1, 1]2 lies in at most M2 rectangles τ i,jk , and each rectangle is related to . 1 close
rectangles. In turn, each pair (τ i,j1 , τ
i,j
2 ) is close to . M rectangles τ
i−r,j−r
3 , hence after









It remains to choose M . Recall that at the beginning, when we decomposed U1 × U2 using




k, we warned that when i = M or j = M we possibly do not
have good properties of separation; however, by using the trivial estimate (2-1) we have
‖
∏
k Efk‖L1(BR) ≤ CR
32−M
∏
k‖fk‖2, so if we fix M so large that 2−M ∼ R−3θ−1/2 or M ∼
log(R3θ1/2) . logR, then the loss due to M is acceptable and for these triplets L(R) ≤
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Cθ−
1
2 . Hence, to prove Theorem 1.7 it suffices to prove the trilinear inequality (2-3) with



















2 ), already enjoy good properties of
separation between rectangles, which we will exploit in the next subsection, hence we are left




2 ). Recall that τ
i,j




2 ) if it is adjacent
or equal to at least one of the rectangles τ i,j1 or τ
i,j
2 . Our next task is to decompose the sets










2 ), into sets with good properties of separation, but we
already know how to do that, so basically we will repeat the previous process of reduction





First, we enforce some separation by dividing all the rectangles τ i,jk , for k = 1, 2, 3, into four











the increment in the number of sets can be controlled in (2-3) by the triangle inequality. For




3 , the rectangle τ
i+1,j+1
3 is closest in distance or equal to
some of the remaining two rectangles,2 say τ i+1,j+11 , while it will be necessarily separated from
the other, in this case τ i+1,j+12 . If we repeat all the process described above, but assuming




3 and replacing from the beginning U1 × U2
by U1×U3, and subsequently U3 by U2, then at the end we get a disjoint covering similar to
(2-2), but permuting the indices 2 and 3. Since τ i+1,j+12 is already separated from τ
i+1,j+1
1






3 ) disappear from the decomposition. Repeat
the chain of arguments from (2-3) to (2-4), permuting 2 and 3, to conclude that to prove




3 , it suffices to prove (2-3)













3 ). The case τ
i+1,j+1
3 closest in distance to τ
i+1,j+1
2 is handled similarly.
We get thus the following Lemma.









where the functions fk1, fk2 and fk3 are supported inside sets τ
i,j
k1




such that τ i,jk1 ∼ τ
i,j
k2
, τ i−r,j−rk3 ∼ (τ
i,j
k1
, τ i,jk2 ), and (k1, k2, k3) is a permutation of (1, 2, 3).













2 ). We prefer now to work with a normalized triplet. We
apply the transformation T : (ξ1, ξ2) 7→ (2i−rξ1, 2j−rξ2), sending τ i,j1 and τ
i,j
2 to squares τ
r,r
1
and τ r,r2 of side length 2
−r, and τ i−r,j−r3 to a unit square τ
1,1
3 . By the translation symmetry
of the extension operator, we assume that the center of τ r,r1 coincides with the origin. The
action of the affine transformation T over a function f , sending f to fT = f ◦ T−1, has as
2In case of ambiguity, choose any rectangle.
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fT (ξ)e(−〈x′, T−1ξ〉 − x3ϕ(T−1ξ)) dξ
= 22r−i−jEfT (2r−ix1, 2r−jx2, 22r−i−jx3).




















If the area spanned by points ξk ∈ Uk is ∼ θ, then when they are scaled by T the new area
is ∼ θ̃ = 2i+j−2rθ, hence if we assume the sharp trilinear inequality as proved for functions





















we used here that M . logR. Hence, after Lemma 2.1, it suffices to assume the case τ r,rk1 ,





By the end of the previous subsection, we concluded that it suffices to assume that the set








2 are close squares
of side length 2−j, and τ3 is a unit square
3 at distance ∼ 1 from τ j,j1 and τ
j,j
2 . We apply
the symmetry ξ 7→ (−ξ1, ξ2), if necessary, to assume that the line l joining the centers of
τ j,j1 and τ
j,j
2 has positive slope, as in Figure 2-3. Furthermore, if l
⊥ is perpendicular to l an
pass through the center of τ j,j1 , then by applying the transformation ξ 7→ (−ξ1,−ξ2) we can
assume that τ3 intersects the upper-right half plane defined by l
⊥.
We exploit now the properties of separation to get a finer decomposition of U1×U2×U3.
Since the surfaces S1, S2 and S3 are θ-transverse, the area of the triangle spanned by any
triplet of points ξk ∈ Uk is ∼ θ. Given two points ξ1 ∈ U1 and ξ2 ∈ U2, let l(ξ1, ξ2) be the line
joining them. Suppose that the acute angle spanned by the lines l(ξ1, ξ2) and l(ξ1, ξ3) for some
3We have dropped the superscript from τ1,13 .
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ξ3 ∈ U3 is φ, thus the area of the triangle with vertices ξ1, ξ2, ξ3 is A = 12 |ξ2−ξ1||ξ3−ξ1| sinφ,
and by the properties of separation between points, that is, |ξ2− ξ1| ∼ 2−j and |ξ3− ξ1| ∼ 1,
we have that φ ∼ sinφ ∼ 2jθ. If we choose t ∈ Z so that 2−t < 2jθ ≤ 2−t+1, then θ ∼ 2−(j+t)
and φ ∼ 2−t. By the sine law, the acute angle between l(ξ1, ξ2) and l(ξ2, ξ3) is ∼ φ. We want
to use these constraints to get simpler triplets of surfaces preserving transversality.
First, we will cover U1 × U2 with sets of the form (U1 ∩ L) × (U2 ∩ L), where L are
bands of width ∼ 2−(j+t), which allows us to control the rotation of the line l(ξ1, ξ2) when
ξ1 ∈ U1 ∩L and ξ2 ∈ U2 ∩L. We take for reference the band Lref = R× [0, 1102
−(j+t)] and tile
the whole plane with parallel translations L0 = R × [ l102
−(j+t), l+1
10
2−(j+t)] of Lref, for l ∈ Z.
We rotate Lref by a small angle, say ω =
π
50
2−t, and tile again the whole plane as before, with
parallel translations of the rotated band Lref,ω. We repeat this process with all the angles
ω ∈ π
50
2−tZ ∩ [0, 2π], until we have covered U1 × U2 with sets (τ j,j1 ∩ Lω)× (τ
j,j
2 ∩ Lω). This
is possible, because the distance between τ j,j1 and τ
j,j





k ∩ Lω, the angle between l(ξ1, ξ2) and l(ξ′1, ξ′2) is at most 1102
−t.
Now we will decompose U3 into sets U3 ∩ Γ, so that τ j,j1 ∩ Lω, τ
j,j
2 ∩ Lω and U3 ∩ Γ are
θ-transverse. To do that, fix a band Lω and denote by ξ̄1 the midpoint of τ
j,j
1 ∩ lω, where lω
is the central axis of Lω. We cover U3 with sets τ3 ∩Γφ,Lω , where Γφ,Lω is the set of points ξ3




Notice that for φ ∼ 2−t, ξ1 ∈ U1 and ξ3 ∈ U3, the line l(ξ1, ξ3) cannot rotate more than c2−t.
Since for any pair of points ξk ∈ τ j,jk ∩Lω the line l(ξ1, ξ2) cannot rotate more that 1102
−t, the
area of the triangle spanned by points ξ1 ∈ τ j,j1 ∩ Lω, ξ2 ∈ τ
j,j
2 ∩ Lω and ξ3 ∈ τ3 ∩ Γφ,Lω , for
φ ∼ 2−t, is ∼ 2−(j+t). Hence, given Lω we can cover (τ j,j1 ∩ Lω)× (τ
j,j
2 ∩ Lω)× U3 with . 1
disjoint sets (τ j,j1 ∩Lω)× (τ
j,j
2 ∩Lω)× (τ3 ∩Γφ,Lω), for φ ∼ 2−t. Therefore, we get a covering
U1 × U2 × U3 ⊂
⋃
Lω ,φ∼2−t
(τ j,j1 ∩ Lω)× (τ
j,j
2 ∩ Lω)× (τ3 ∩ Γφ,Lω).
It is important to keep the number of pieces in our decomposition small, so that we can
control them in (2-3) with the triangle inequality.
The sets (τ j,j1 ∩Lω)× (τ
j,j
2 ∩Lω) could be quite large in number, around 22t, however the
number of these sets needed to cover U1×U2 is not that large. If t ≤ 2 then 22t = O(1) and
we are done, so we assume that t > 2 and take as reference three points ξk ∈ Uk. For every
point ξ′2 ∈ U2 the acute angle φ between l(ξ1, ξ′2) and l(ξ1, ξ3) is necessarily ∼ 2−t, hence U2
must be contained in band of width ∼ 2−(j+t) with principal axis l(ξ1, ξ2) (recall that U1 and
U2 are 2
−j-separated). Likewise, repeating the previous reasoning but permuting 1 and 2,
the set U1 is contained in a band of width ∼ 2−(j+t) with principal axis l(ξ1, ξ2). Hence, the
number of sets (τ j,j1 ∩ Lω) × (τ
j,j
2 ∩ Lω) needed to cover U1 × U2 is . 1. Let us denote this
collection of bands by L, so we get a covering
U1 × U2 × U3 ⊂
⋃
Lω∈L,φ∼2−t
(τ j,j1 ∩ Lω)× (τ
j,j
2 ∩ Lω)× (τ3 ∩ Γφ,Lω),
where the number of sets is . 1.
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Unfortunately, our collection of sets (τ j,j1 ∩ Lω)× (τ
j,j
2 ∩ Lω), for Lω ∈ L, is not pairwise
disjoint, but overlap finitely, so we must go through a laborious technical process to amend
this. We divide L into sets L1, . . . ,LC , such that the angle between every pair of bands in
the same Lk is > C2−t, for C  1, so that the sets (τ j,j1 ∩ Lω) × (τ
j,j
2 ∩ Lω), for Lω ∈ Lk,
are pairwise disjoint. Now, we can take the pairwise disjoint sets (τ j,j1 ∩ Lω) × (τ
j,j
2 ∩ Lω),




1 ∩ Lω)× (τ
j,j
2 ∩ Lω). We

















In general, given four sets Ak, we have the identities
(A1 × A2) ∩ (A3 × A4) = (A1 ∩ A3)× (A2 ∩ A4), (2-6)
(A1 × A2) \ (A3 × A4) = (A1 \ A3 × A2 ∩ A4) ∪ (A1 ∩ A3 × A2 \ A4) ∪ (A1 \ A3 × A2 \ A4),
(2-7)





2 ∩Lω′) as a union of three pairwise disjoint sets Ei,Lω ,Lω′×Fi,Lω ,Lω′




(τ j,j1 ∩Lω)× (τ
j,j










Ei,Lω ,Lω′ ×Fi,Lω ,Lω′ .
By (2-6) and some additional set-theoretic considerations, the term at the right hand side
is the disjoint union of sets of the form G × H ⊂ (τ j,j1 ∩ Lω) × (τ
j,j
2 ∩ Lω), for Lω ∈ L2.4




1 ∩ Lω) × (τ
j,j
2 ∩ Lω) as a pairwise disjoint union of
sets contained in (τ j,j1 ∩ Lω) × (τ
j,j
2 ∩ Lω), for some Lω ∈ L1 ∪ L2. We do the same with⋃
Lω∈L3(τ
j,j
1 ∩ Lω) × (τ
j,j
2 ∩ Lω) \ Ω2 and continue inductively, until we cover U1 × U2 × U3.
Since the number of sets and steps involved in the process is small in number, the final
number of sets is . 1.
4The exact form of G×H is irrelevant, but perhaps the reader wants to verify the details. For each map
s : {Lω′ ∈ L1 | Lω′ ∩Lω 6= ∅} 7→ {1, 2, 3} define the set Gs =
⋂
Lω′
Es(Lω′ ),Lω,Lω′ , and likewise define Hs,
with F instead of E. Then, the aforementioned union of Gs ×Hs runs over all the functions s.
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Definition 2.2. We say that a triplet U1 × U2 × U3 is (j, t)-standard if it can be written as
(τ j,j1 ∩ Lω)× (τ
j,j
2 ∩ Lω)× (τ3 ∩ Γφ,Lω), (2-8)
where
• Lω is a band of width 1102
−(j+t).
• Γφ,Lω is a band of width π202
−t making an angle φ ∼ 2−t with Lω.
• τ j,j1 and τ
j,j
2 are close squares of side length 2
−j.
• τ3 is a unit square at distance ∼ 1 from τ j,j1 and τ
j,j
2 .
Recall that the area spanned by points in a (j, t)-standard triplet is ∼ 2−(j+t). Therefore,
the Lemma 2.1 and the scaling at the end of the previous subsection, plus the fine decom-
position in this subsection and the triangle inequality, allow us to conclude the following
Lemma.










where the functions fk are supported in a (j, t)-standard triplet for θ ∼ 2−(j+t).
2.2 Orthogonality
In the previous section, Lemma 2.3, we showed that it suffices to prove the trilinear bound for
standard triplets U1×U2×U3 = (τ j,j1 ∩Lω)×(τ
j,j
2 ∩Lω)×(τ3∩Γφ,Lω); see Definition 2.2. Unlike
the paraboloid, we do not have rotational symmetry and we must take care of the acute angle
ω between Lω and the coordinate axis ξ1. By our construction
1√
17
≤ sinω ≤ 4√
17
. We rotate








1 − ξ22) + 2bξ1ξ2)) dξ,
where a = sin(2ω) and b = cos(2ω). It will be important that a ≥ 8/17, and this would not
be guaranteed if we had not introduced the coarse decomposition of Subsection 2.1.1 that is
adapted to the hyperbolic problem. By translation symmetry, we can assume that the origin
is the midpoint of τ j,j1 ∩ lω, where lω is the central axis of Lω.
Let us summarize some important properties of this rotated and translated standard
triplet U1 × U2 × U3 (the last property is only important for the Appendix):
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Figure 2-4: The level curves of ψ and ϕ are depicted for reference. The sets U1, U2 and
U3 are a rotated and translated standard triplet. We see that U1 and U2 are
separated from the projection π1(U3). Here a = sin(3π/4) and b = cos(3π/4).
a) The area spanned by points in these sets is ∼ 2−(j+t) ∼ θ.
b) U1 ∪ U2 ⊂ B(0, C2−j) ∩ {ξ = (ξ1, ξ2) | |ξ2| ≤ 1102
−(j+t)}.
c) If ξ1 ∈ U1 and ξ2 ∈ U2, then |ξ1 − ξ2| > (
√
2)2−j.
d) If ξ = (ξ1, ξ2) ∈ U3 then |ξ| ∼ 1 and ξ2 = O(2−t).
e) If 2−t  1, then the distance between the sets Uk, for k = 1, 2, and the projection π1(U3)
of U3 into the first coordinate is ∼ 1; see Figure 2-4.
We pass now to the initial wave-packet decomposition. We will cover our sets Uk with
thin caps of the following form:
Definition 2.4. A δ-cap α, for 0 < δ ≤ 1, is the translation by a vector cα ∈ R2, called the
center of the cap, of the set:
• If the cap is inside Uk for k = 1, 2:
δCk = {l1(a, b) + l2(b,−a) | |l1| ≤
δ
10




• If the cap is inside U3:
δC3 = {l1∇ϕ(cα) + l2∇ψ(cα) | |l1| ≤
δ
10




where ϕ(ξ) = a(ξ21 − ξ22) + 2bξ1ξ2 and ψ(ξ) = b(ξ21 − ξ22)− 2aξ1ξ2.
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Remark. The definition of C3 is more involved and we need to use the pair of functions
ϕ (our model phase) and ψ. It is useful to note that ϕ and ψ are a pair of conjugate
functions; in fact, if we write z = ξ1 + iξ2 then (e
2πiφz)2 = (ψ(ξ), ϕ(ξ)). Hence, we get a
conformal change of coordinates η1 = ψ(ξ) and η2 = ϕ(ξ), whenever we are in a disk away
from the origin. Hence, we see that ∇ϕ(ξ) and ∇ψ(ξ) are orthogonal and additionally that
|∇ϕ(ξ)| = |∇ψ(ξ)| = 2|ξ| ∼ 1 for ξ ∈ U3, so we may write
δC3 + cα = {ξ | ϕ(ξ)− ϕ(cα) = O(δ2−2(j+t)) and ψ(ξ)− ψ(cα) = O(δ2−(j+t))}.
As we announced at the end of the introduction, if we choose carefully the caps αk ⊂ Uk,
then the functions fk = 1αk attain the sharp constant in the trilinear inequality (1-31). In
particular, the caps we just defined do it.5 The functions E1αk are essentially supported
in tubes with elliptical cross-section and length δ−222(j+t). Moreover, these tubes intersect
essentially in the dual parallelepiped δ−1P ∗, where
P = {s1(a, b, 0) + s2(b,−a, 0) + s3(0, 0, 1) | |s1| ≤ 2−(j+2t), |s2| ≤ 2−(j+t), |s3| ≤ 2−2(j+t)},
(2-12)
and
P ∗ = {s1(a, b, 0) + s2(b,−a, 0) + s3(0, 0, 1) | |s1| ≤ 2j+2t, |s2| ≤ 2j+t, |s3| ≤ 22(j+t)}. (2-13)
The above can be seen using the uncertainty principle, combined with the following Lemma.
Lemma 2.5. If αk ⊂ Uk is a δ-cap as described in Definition 2.4, then α̃k ⊂ c̃α + δP (recall
that α̃ refers to the lift of the cap to the hyperbolic paraboloid).






ϕ(cα)) ∈ δP whenever6 ξ ∈ cα + δCk. It is obvious from (2-10) and (2-12)
that the first two coordinates satisfy this requirement, thus we turn to the last coordinate
(0, 0, 1). By expanding ϕ as a Taylor series, we get




2) = ϕ(cα) +O(2
−2(j+t)).
In the last step, we used the property (b) at the beginning of this section, namely, cα,1 =
O(2−j) and cα,2 = O(2
−(j+t)). This concludes the verification for caps in U1 or U2, so it
remains to deal with caps centered inside U3.
We must verify that (ξ − cα, 12ϕ(ξ) −
1
2
ϕ(cα)) ∈ δP whenever ξ ∈ cα + δC3. Let us start
by considering the condition |〈ξ − cα, (a, b)〉| . δ2−(j+2t), or what amounts to the same (see
the definition of C3 in (2-11))
|〈l1∇ϕ(cα) + l2∇ψ(cα), (a, b)〉| = 2|l1cα,1 + l2cα,2| . δ2−(j+2t).
5There are other caps doing it, but they do not fit well in our construction.
6It the following kind of arguments, usually one needs to consider a mild dilatation, e.g. δCP , of the
parallelepipeds involved, but at the end this is unimportant and we can gloss over this technicality.
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Here we used the property (d) at the beginning of this section, namely, cα,1 = O(1) and
cα,2 = O(2
−t). Now we have to verify |〈ξ − cα, (b,−a)〉| . δ2−(j+t), or
|〈l1∇ϕ(cα) + l2∇ψ(cα), (b,−a)〉| = 2|l1cα,2 + l2cα,1| . δ2−(j+t).
Recall that |∇ϕ(cα)| = 2|cα| ∼ 1, so for the last direction (0, 0, 1) we have, after expanding
ϕ in a Taylor series, that
ϕ(ξ) = ϕ(cα) + 4l1|cα|2 +O(l21 + l22) = ϕ(cα) +O(δ2−2(j+t)).
This Lemma implies that if 1αk are the indicator functions of δ-caps in Uk, then by the
uncertainty principle we have that |E1αk(x)| ∼ |αk| if x ∈ δ−1P ∗, where P ∗ is the dual paral-


























hence the sharp constant in (1-31) is at least a multiple of θ−1/2, and in Theorem 1.7 we
claim that it is at most a multiple of θ−1/2, up to logarithmic losses. We have thus that
the functions 1αk realize the sharp constant in (1-31), so a decomposition of Efk into wave-
packets of the type E(fk1αk) is a union of functions essentially supported in tubes with
elliptical cross-section and length δ−222(j+t), such that three tubes corresponding to the
decomposition of U1, U2 and U3 intersect essentially in a parallelepiped δ
−1P ∗. With this at
hand, the multiscale analysis sketched in the introduction is efficient when changing scales,
as we will show in the next section, therefore the only lacking piece of the inductive process
is the first step, that is, the trilinear estimate localized to P ∗, and to complete it we need
an argument of orthogonality.
Lemma 2.6. If fk are functions supported in (j, t)-standard triplets, then
‖Ef1Ef2Ef3‖L1(P ∗) ≤ Cθ
− 1
2‖f1‖2‖f2‖2‖f3‖2, (2-15)
where C does not depend on j, t or the triplets.
Proof. Recall that we work over a rotated and translated standard triplet, as explained at
the beginning of this section. We cover U1 and U2 with 1-caps αk = (wk, 0) + Ck, where
αk ∈ Uk and (wk, 0) = cαk is the center of the cap. Since 35 ≤ a ≤ 1, we have for two caps
αk, α
′
k ⊂ Uk that |wk − w′k| ≥ 110a2
−(j+2t) ∼ 2−(j+2t). Let us write Efα = E(f1α). First, we
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This is a refinement of the classical argument of L4 orthogonality. In fact,










(Ef1,α1)∨ ∗ (Ef2,α2)∨ ∗ ζ̌P ∗‖2.
It is not hard to see that (Efk,αk)∨ = fk,αkdσ, where fk,αkdσ refers to the lift of fk,αk to a
measure over α̃k ⊂ S (see in Notations). Hence, we have to show that the supports of the




ϕ(wk, 0)) + P , so we have that the support of f1,α1dσ ∗ f2,α2dσ ∗ ζ̌P ∗ lies in
the Minkowski sum






ϕ(w2, 0)) + 3P,
where ϕ(w, 0) = aw2. Hence, we have to prove that if we are given four caps αk, α
′
k ⊂ Uk
with centers (wk, 0) and (w
′
k, 0), then the condition












ϕ(w′2, 0)) ∈ 6P
implies that the caps αk and α
′
k are nearly the same. Otherwise stated, the conditions
a(w1 + w2 − w′1 − w′2) = O(2−(j+2t)), (2-17)
b(w1 + w2 − w′1 − w′2) = O(2−(j+t)), (2-18)
a(w21 + w
2
2 − (w′1)2 − (w′2)2) = O(2−2(j+t)), (2-19)
imply that wk − w′k = O(2−(j+2t)). We note that the condition (2-18) is weaker than (2-17).
We write (2-17) as a(w1 − w′1) = −a(w2 − w′2) + O(2−(j+2t)) and replace it in (2-19), using
that |wk| . 2−j, to get
a(w′2 − w2)(w1 + w′1 − w2 − w′2) = O(2−2(j+t));
by the separation between points in U1 and U2, see property (c) at the beginning of this
section, we have that |w1 +w′1−w2−w′2| & 2−j, so we get w′2−w2 = O(2−(j+2t)). Similarly
w′1 − w1 = O(2−(j+2t)), which concludes the proof of (2-16).







therefore, for different centers cα of caps lying in U3, we must show that the sets c̃α + 2P
overlap finitely. Equivalently, we must show that the conditions
〈cα − cα′ , (a, b)〉 = O(2−(j+2t)), (2-21)
〈cα − cα′ , (b,−a)〉 = O(2−(j+t)), (2-22)
ϕ(cα)− ϕ(cα′) = O(2−2(j+t)), (2-23)
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imply ϕ(cα) − ϕ(cα′) = O(2−2(j+t)) and ψ(cα) − ψ(cα′) = O(2−(j+t)) (see the Remarks after
Definition 2.4). We see that the former implication is immediately fulfilled from the condition
(2-23). From (2-21) and (2-22) we have |cα−cα′ | = O(2−(j+t)). Since |∇ϕ(cα′)| = |∇ψ(cα′)| =
2|cα′| ∼ 1, we get
|cα − cα′|2 ∼ |〈∇ψ(cα′), cα − cα′〉∇ψ(cα′) + 〈∇ϕ(cα′), cα − cα′〉∇ϕ(cα′)|2
= |〈∇ψ(cα′), cα − cα′〉∇ψ(cα′)|2 +O(2−2(j+t));
hence 〈∇ψ(cα′), cα − cα′〉 = O(2−(j+t)).
We conclude now the Lemma using Hölder, the orthogonality in (2-16) and (2-20), the













































2.3 Induction on Scales
The method of induction on scales, introduced by Bourgain in [3], was the first improvement
over L2 estimates and it is by now classical, but for the sake of completeness we write
down the details, because we have to modify the argument to improve the efficiency when
changing scales. As before, we are restricted to functions fk supported on standard triplets
in Definition 2.2.






Efk| dx ≤ K(δ−1)
3∏
k=1
‖fk‖2, for δ ≤ 1,
where the functions fk are supported on the standard triplet and P
∗ is the dual parallelepiped
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We divide each Uk into the δ-caps αk described in Definition 2.4, and recall that fk,αk =
fk1αk . By the uncertainty principle |Efk,αk | is roughly constant on translations of δ−1P ∗,







(x3− z3)ϕ(cαk)), for x ∈ z+ δ−1P ∗. (2-25)










where hk,αk is a function essentially equal to fk,αk . To see this precisely, we take inverse














where (E1αk)∨ = 1̃αk and 1̃αk is the lift of 1αk to a measure carried by α̃k ⊂ S. The function
1
|δ−1P ∗| ζ̌δ−1P ∗ is essentially supported in δP , and furthermore we can choose the function
ζδ−1P ∗ so that
1
5








∗ 1̃αk(x) ∼ 1, for x ∈ α̃k.
Therefore, we can define h̃k,αk := f̃k,αk/R.
Using the reproducing formula (2-26), Fubini, and the changes of variables x 7→ x+ z and












































E1αk(x− yk)Ehk,αk(z + yk)| dx dy1dy2dy3.
(2-27)
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where ηδ−1P ∗(y) :=
1
|δ−1P ∗| supx′∈δ−1P ∗ |ζδ−1P ∗(x
′− y)|; it is not hard to see that
∫
ηδ−1P ∗ . 1.

















E1αk(x− yk)Ehk,αk(z + yk)| dx
]
dy1dy2dy3. (2-28)
The weight ηδ−1P ∗ has essentially restricted the support to δ
−1P ∗.















































































k |αk|1/2 ∼ θ−1/2 by the last relation in (2-14). Since the Fourier transform
converts translations into modulations, that is,
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Modulations of hk do not alter the value of ‖hk‖L2 .
Since the Fourier transform of |Ehk,αk |2 is supported in a rectangle of dimensions δ2−(j+t)×
δ2−(j+t)× δ22−2(j+t), we have the reproducing formula |Ehk,αk |2 = 1|Tαk | |Ehk,αk |
2 ∗ ζTαk , where
ζTαk is essentially supported on a tube Tαk of dimensions δ




−424(j+t). We are not using tubes with elliptical cross-section now, because
we want to use the multilinear Kakeya inequality (1-17) on this collection of tubes, but since
they do not have diameter 1, we have to make a change of variables so that Theorem 1.5
















where µαk are positive measures.









|Ehk,αk |2 ∗ 1Tαk+ω,
where the coefficients aω decay strongly when |ω| → ∞ and the translations Tαk + ω tile
the space. Since |Ehk,αk |2 ∗ 1Tαk+ω = |Ehk,αk |
2(· − ω) ∗ 1Tαk and translations are exchanged
by modulation in the extension operator (see the discussion after (2-29)), we may restrict






































|Ehk,αk(z − ωk)|2 ∗ 1Tαk
)1/2
dz.
Hence, we can replace ζTαk by 1Tαk in the square function. Since
(|Ehk,αk |2 ∗ 1Tαk )1δ−2P ∗ ≤ (|Ehk,αk |
21B(2δ−222(j+t))) ∗ 1Tαk ,
we can apply the multilinear estimate (2-31) for µαk =
1
|Tαk |




















By Plancherel’s identity we have that ‖Ef‖L2(B(R)) . R
1
2‖f‖2, see [76, Thm. 7.4], and so we
reach our desired estimate of the square function (2-30).
Plugging (2-30) in (2-29) and using
∫
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which is what we wanted.
Now that we have proved the inductive bound (2-24), we iterate it to reach
K(R) ≤ CN0 K(R1/2
N
).
If we choose N = blog2 log2Rc+ 1, then by our base case bound K(2) . θ−1/2 we have
K(R) ≤ C(logR)CK(2) . (logR)Cθ−1/2.
To conclude the proof of the inequality (1-31), we simply observe that BR ⊂ RP ∗.
2.4 Orthogonality between furthest pairs
Keeping in mind a possible application to the linear estimate, we present here the orthog-
onality between furthest pairs. This section is an extension of section 2.2, and we use thus
the same notation. For reference, we copy here the important properties underlined there at
the beginning: if U1 × U2 × U3 is a rotated and translated (j, t)-standard triplet, then
a) The area spanned by points in these sets is ∼ 2−(j+t) ∼ θ.
b) U1 ∪ U2 ⊂ B(0, C2−j) ∩ {ξ = (ξ1, ξ2) | |ξ2| ≤ 1102
−(j+t)}.
c) If ξ1 ∈ U1 and ξ2 ∈ U2, then |ξ1 − ξ2| > (
√
2)2−j.
d) If ξ = (ξ1, ξ2) ∈ U3 then |ξ| ∼ 1 and ξ2 = O(2−t).
e) If 2−t  1, then the distance between the sets Uk, for k = 1, 2, and the projection π1(U3)
of U3 into the first coordinate is ∼ 1; see Figure 2-4.
Proof of property (e). The distance between any pair of points ξk ∈ Uk and ξ3 ∈ U3, for
k = 1, 2, is≥ 1. By construction, if ξ1 = (w, 0) ∈ U1 then the angle φ between l(ξ1, ξ3) and the
first coordinate axis is ∼ 2−t; this together with |ξ3,2|2+|ξ3,1−w|2 = |ξ3,1−w|2(tan2 φ+1) ≥ 1
yields |ξ3,1 − w| > 12 if 2
−t < 1
8
or t > 3. For ξ2 = (w
′, 0) ∈ U2 the acute angle between
l(ξ2, ξ3) and the first coordinate axis is necessarily ∼ 2−t, so the same argument allows us to
conclude the proof of the property.
We will prove orthogonality between U1 and U3; the case U2 and U3 is similar. We have
to verify that for pairs of functions f̃1,α1 and f̃3,α3 over U1 and U3 respectively, the supports
of the different f̃1,α1 ∗ f̃3,α3 ∗ ζP overlap finitely. By the proof of Lemma 2.5, to prove
orthogonality we have to show that given four caps αk, α
′
k ∈ Uk, for k = 1, 3, the condition
c̃α1 + c̃α3 − c̃α′1 − c̃α′3 ∈ P implies that the caps αk and α
′
k are nearly the same. Otherwise
stated, setting (w, 0) = cα1 and (w
′, 0) = cα′1 , the conditions
a(w − w′ + cα3,1 − cα′3,1) + b(cα3,2 − cα′3,2) = O(2
−(j+2t)), (2-32)
b(w − w′ + cα3,1 − cα′3,1)− a(cα3,2 − cα′3,2) = O(2
−(j+t)), (2-33)
a(w2 − w′2) + ϕ(cα3)− ϕ(cα′3) = O(2
−2(j+t)). (2-34)
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imply that
w − w′ = O(2−(j+2t)), (2-35)
ϕ(cα3)− ϕ(cα′3) = O(2
−2(j+t)), (2-36)
ψ(cα3)− ψ(cα′3) = O(2
−(j+t)), (2-37)
where ϕ(ξ) = a(ξ21 − ξ22) + 2bξ1ξ2 and ψ(ξ) = b(ξ21 − ξ22) − 2aξ1ξ2 are the pair of conjugate
functions.
When 2−t ∼ 1, i.e. t . 1, the orthogonality is a repetition of the arguments leading to
(2-20). In fact, since 2−t ∼ 1 and by property (b), the conditions (2-32) – (2-34) reduce to
a(cα3,1 − cα′3,1) + b(cα3,2 − cα′3,2) = O(2
−j),
b(cα3,1 − cα′3,1)− a(cα3,2 − cα′3,2) = O(2
−j),
ϕ(cα3)− ϕ(cα′3) = O(2
−2j).
We already showed in Section 2.2 that they imply the conclusions (2-35) – (2-37).
Therefore, we assume that 2−t  1, so that the property (e) holds. Our first aim is to
see that the centers cα3 and cα′3 are not far away from each other. After we are sure they
are somewhat close, we can safely refine the argument to show that they satisfy our desired
conclusions. We recommend to use Figure 2-4 as a geometrical aid in the steps to come.
We show first that |cα3 − cα′3| = O(2
−(j+t)). From (2-32) and (2-33) we get cα3,2 − cα′3,2 =
O(2−(j+t)). Next we choose (η1, η2) ∈ R2 such that
η2 = cα3,2 and ϕ(η) = ϕ(cα′3). (2-38)
It is geometrically evident that |η − cα′3| = O(2
−(j+t)), however let us prove it rigorously.
Join η to cα′3 with a path r 7→ (ξ1(r), r) such that ϕ(ξ1(r), r) = ϕ(η). We differentiate to get
d
dr
ξ1(r) = −(∂2ϕ/∂1ϕ)(ξ1(r), r), but |∂2ϕ/∂1ϕ| = |b− a rξ1(r) |/|a + b
r
ξ1(r)
| ≤ 3, where we used
that | r
ξ1(r)
| . 2−t  1. By the mean value theorem we get
|η1 − cα′3,1| = |ξ1(cα3,2)− ξ1(cα′3,2)| . |cα3,2 − cα′3,2| . O(2
−(j+t)).
From this, (2-38) and cα3,2− cα′3,2 = O(2
−(j+t)), we have that |η− cα′3| = O(2
−(j+t)); we must
still prove |cα3 − η| = O(2−(j+t)).
We write (2-32) as a(w − w′ + cα3,1 − η1) + a(η1 − cα′3,1) + b(η2 − cα′3,1) = O(2
−(j+2t)) or,
taking into account that |η − cα′3 | = O(2
−(j+t)), as
a(w − w′ + cα3,1 − η1) = O(2−(j+t)).
We replace it in (2-34) to get, for some ρ ∈ (cα3,1, η1), that
−a(w + w′)(cα3,1 − η1) + ϕ(cα3)− ϕ(η) = O(2−(j+t)), or
(cα3,1 − η1)[−a(w + w′) + ∂1ϕ(ρ, cα3,2)] = O(2−(j+t)).
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We observe that | − a(w + w′) + ∂1ϕ(ρ, cα3,2)| = 2a|(w + w′)/2 − ρ(1 +
bcα3,2
aρ
)| & 1, where
we used properties (d) and (e). Hence cα3,1 − η1 = O(2−(j+t)) and we use this together with
η2 = cα3,2 to conclude that |cα3 − cα′3 | = O(2
−(j+t)), which was our first aim.
Now that we have finished the preparatory result, we are ready for our main aims (2-35) –
(2-37). We will not repeat the derivation of (2-37), which was already done when we proved
(2-20), thus we have 〈∇ψ(cα′3), cα3 − cα′3〉 = O(2
−(j+t)) and we are left with the verification
of ϕ(cα3)− ϕ(cα′3) = O(2
−2(j+t)) and w − w′ = O(2−(j+2t)).
In what follows, it is useful to keep in mind that we are working in a small region of diam-
eter . 2−(j+t), where α3 and α′3 live in. We join cα3 and cα′3 with a piecewise differentiable




|∇ϕ(γ(s))| , for I1 = [0, s1),
∇ψ(γ(s))
|∇ψ(γ(s))| , for I2 = (s1, s2],
where ϕ(γ(s1)) = ϕ(cα′3) and ψ(γ(s2)) = ψ(cα′3). The path γ travels parallel to the axes
defined by the coordinates (η1, η2) = (ψ(ξ), ϕ(ξ)), as we remarked after Definition 2.4.
We observe that ϕ(cα′3)−ϕ(cα3) =
∫
I1
|∇ϕ(γ(s))| ds, and because |∇ϕ(γ(s))| = 2|γ(s)| ∼






























|∇ϕ(γ(s))| ds = O(2−2(j+t)). (2-41)
Since we already know that |I2| ∼ |ψ(cα3) − ψ(cα′3)| = O(2
−(j+t)), and by property (d) we






ds = O(2−(j+2t)). (2-42)





























|γ(s)| ds ∼ 1 and |γ(s)| ∈ U3, the property of separation (e) allows us to conclude
that the term in parentheses is & 1 and |I1| = O(2−2(j+t)), which is what we wanted. Finally,
w − w′ = O(2−(j+2t)) follows from (2-42).
For more information about the utility of this kind of orthogonality, see the work of Ramos
[60].
3 Decay of Spherical Means of the
Fourier Transform of Measures
Given a set of N points in the plane, at least how many distinct distances are always
determined by these points? It is very hard to give an exact answer for each N , however
Erdős [26], after considering the example of a square grid [0,
√
N ]2 ∩ Z2, conjectured that
N1−o(1) should be a lower bound for the number of distinct distances. As regards an upper
bound, it is not hard to see that a generic arrangement of N points determines N(N−1)
2
∼ N2
distinct distances. The number of distinct distances of a set E is denoted by
∆(E) := {|x− y| | x, y ∈ E},
so the problem is to prove that |∆(E)| ≥ CN1−o(1) for some constant C independent of N .
The conjecture remained open for almost 70 years, until it was finally solved by Guth and
Katz [38], who showed that |∆(E)| ≥ CN/ logN by using the polynomial method.
If instead of a finite set of points, we consider a set E with positive Lebesgue measure,
then a classical theorem of Steinhaus states that |∆(E)| > 0; here | · | denotes the Lebesgue
measure of the set. Moreover, ∆(E) ⊃ [0, δ) for some small enough δ > 0. This can be
proven by noting that the support of 1E ∗ 1−E contains all the vectors x − y for x, y ∈ E,
hence by 1E ∗1−E(0) = |E| > 0 and by the continuity of the convolution of simple functions,
we conclude that there is a ball Bδ inside of the support of 1E ∗ 1−E.
Steinhaus’ theorem says that the distance set of a set with positive Lebesgue measure is
large, hence it is natural to ask at least how big should be a set, so that its distance set
has positive Lebesgue measure. The continuous analogue of Erdős conjecture was explicitly
posed by Falconer [27], who measured the size of a set by means of the Hausdorff dimension.




rsi | E ⊂
⋃
i
Bri and ri < δ}.
Since δ 7→ Hsδ is a non-increasing function, we can take the limit limδ→0+Hsδ as the definition









therefore Hs2δ < δs2−s1H
s1
δ . If Hs1 < ∞ then taking limit as δ → 0+ we get that Hs2 = 0.
On the other hand, if Hs2 > 0 then taking limit as δ → 0+ we get that Hs1 =∞. Hence, we
can define the (spherical) Hausdorff dimension of a set as
dim(E) := inf{s | Hs(E) = 0},
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or alternatively as
dim(E) := sup{s | Hs(E) =∞}.
For further information and properties of the Hausdorff dimension, see [29, 28, 52].
Falconer conjectured that if E has dimension > n/2, for n ≥ 2, then |∆(E)| > 0. The
conjecture is meaningless in R, since there exist one dimensional sets such that |∆(E)| = 0.
To show that n/2 is the critical dimension, Falconer used a fractal well known in number
theory and similar in structure to the grid [0,
√
N ]2∩Z2. To define this set, let q1, q2, . . . be a
sequence of integers increasing rapidly, say qk+1 > q
k
k , and define the sets Es =
⋂∞
k=1Es,k ⊂ R
for 0 < s < 1, where
Es,k := {x ∈ [0, 1] | |x−
p
qk
| ≤ q−1/sk for some p ∈ Z+}. (3-1)
It is known that dim(Es) = s; see for example [28, sec. 8.5]. Taking cartesian products, we
get sets E = Es1 × · · ·×Esn ⊂ Rn of dimension ≥ s = s1 + · · ·+ sn < n. Let us assume that
si = s/n and that the sequence {qk} is the same for each axis, in which case dim(E) = s.
Since ∆(E) ⊂
⋂
k ∆(Ek), where Ek = Es/n,k×· · ·×Es/n,k, we can focus on ∆(Ek). We want












where R2 = p21 + · · ·+ p2n ∈ Z∩ [0, nq2k], we have that |∆(Ek)| ≤ Cnq
2−n
s
k . When s < n/2 the
sequence |∆(Ek)| tends to 0 as k →∞, hence |∆(E)| = 0 for s < n/2.
In [44], Kaufman introduced potential methods in the study of measure geometric prop-
erties of sets, and they have proven to be quite fruitful ever since. The potential of a positive




If we denote byM(E) the collection of Radon measures compactly supported in E such that
0 < µ(E) < ∞, then it is possible to give an equivalent definition of dimension for Borel
sets, namely,
dim(E) := sup{t | there exists µ ∈M(E) with It(µ) <∞}; (3-2)
see [52, ch. 8]. As an example of these methods, we will prove the following theorem due to
Falconer.
Theorem 3.1. If E is a Borel set with dim(E) > n+1
2
, then |∆(E)| > 0.
Proof. Since dim(E) > n+1
2
, there exists a measure µ compactly supported in E such that
It(µ) < ∞ for t > n+12 . We can use µ to measure the size of ∆(E). The “size” of the set
of distances lying in the set I ⊂ R is δ(µ)(I) :=
∫
1I(|x − y|) dµ(x)dµ(y) and this, indeed,
defines a measure compactly supported inside ∆(E), say supp δ(µ) ⊂ [0, 1].
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Formally, for a measurable function g, we can write the chain of identities∫
µ ∗ g(y) dµ(y) =
∫
(µ ∗ g)∧(ξ)¯̂µ(ξ) dξ =
∫
ĝ(ξ)|µ̂(ξ)|2 dξ; (3-3)
this can be proven in the cases we need by a standard regularization procedure. We apply




To estimate 1̂I we can use our asymptotic expansion d̂σ(ξ) ∼ |ξ|−
n−1
2 , where dσ is the


























here we used the identity K̂α(ξ) = cα,n|ξ|−α, where Kα is the Riesz potential Kα(x) =
|x|−(n−α). Hence (3-5) and (3-6), for β = n+1
2
, imply δ(µ)(I) ≤ CnIn+1
2
(µ)ε.




(µ) ≤ CIt(µ) < ∞, hence δ(µ)(I) ≤ C|I| for every I ⊂ R.
We conclude thus that δ(µ) is absolutely continuous with respect to the Lebesgue measure
and ‖Dδ(µ)‖∞ . 1, where Dδ(µ) is the derivative of the measure δ(µ), so ∆(E) must have
positive Lebesgue measure.
It is already clear in the theorem the relationship between Falconer’s conjecture and the
theory of restriction, through the asymptotic expansion for d̂σ. In the proof of Theorem
3.1 we showed that Is(µ) < ∞ for s ≥ n+12 implies Dδ(µ) ∈ L
∞, but can we expect that
Dδ(µ) ∈ L∞ if n
2
< s < n+1
2
? In [51], Mattila answered this question in the negative, but
this did not discourage him and tried to prove that Dδ(µ) ∈ L2 if n
2
< s < n+1
2
, which would
suffice to show that |∆(E)| > 0; additional information can be consulted in [53]. It is worth
mentioning that this is roughly the same strategy used by Guth and Katz in [38] when they
count quadruples; see the next section.
The estimations of Mattila involve in a crucial way the spherical average decay of the






He proved the next theorem relating spherical decay and distance sets; see [54, prop. 15.3].
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Theorem 3.2. Let E ⊂ Rn be a Borel subset with dim(E) > s and µ a finite measure
compactly supported in E such that Is(µ) < ∞, and with σ(µ)(r) ≤ Cr−t for all r > 0. If
t+ s ≥ n then |∆(E)| > 0.
Therefore, it is natural to define
α(s) := sup{α | σ(µ)(r) ≤ Cr−α for r > 0, suppµ ⊂ B(0, 1) and Is(µ) <∞}.





We choose µ such that Is(µ) < ∞ but Is+ε(µ) = ∞ for some ε > 0, thus it is impossible to
get σ(µ)(r) ≤ Cr−s−2ε, otherwise Is+ε(µ) would be finite. We conclude that α(s) ≤ s for
every 0 < s < n. It is neither very hard to show that α(s) ≥ s for 0 < s ≤ (n − 1)/2, and
that α(s) ≥ n−1
2
for (n− 1)/2 ≤ s < n.
A better lower bound for α(s) is possible in the range n+1
2
< s < n. For any Borel set E
of dimension s there is a compactly supported measure µ such that It(µ) <∞ for t < s. To













where dσr is the standard measure over the sphere rS






We are dealing now with the extension operator (gdσr)
∧ associated to rSn−1. By the repro-
ducing formula (gdσr)
∧ = (gdσr)
∧ ∗ ζ̂Br and Fubini we have
|
∫
µ̂(ω)g(ω) dσr(ω)| = |
∫
(gdσr)
∧ζ̂Br ∗ µ| ≤ ‖ζ̂Br ∗ µ‖2‖(gdσr)
∧‖L2(B1).






extension operator associated to rSn−1, we can modify Lemma 1.1 to get ‖(gdσr)∧‖L2(B1) ≤
C‖g‖2 ≤ C, hence by replacing in the previous inequality we get
|
∫





We replace it in (3-8) to conclude σ(µ)(r) ≤ Cr−(t−1) for t < s, therefore α(s) ≥ s − 1 for
n+1
2
< s < n; see also [54, prop. 15.8]. Notice that this, together with Theorem 3.2, implies
Falconer’s result in Theorem 3.1.
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It is uncertain what should be the value of α(s) in general, but when we are in R2 this
problem has been already solved. Bourgain [6] investigated it using the theory of restriction











≤ s < 1,
s
2
for 1 ≤ s < 2.
As regards lower bounds for α(s) in general, Erdog̃an [24, 25] simplified the argument
of Wolff and extended it to higher dimensions. He used duality, as we did, but the bound
we got from Lemma 1.1 is not, admittedly, quite a deep inequality. Erdog̃an refined the
bilinear theory of restriction and used clever arguments to get the improved lower bound
α(s) ≥ (n + 2s − 2)/4 for n
2
< s < n+2
2





then |∆(E)| > 0, the best result to date.
Lucà and Rogers [50] used the refined Bourgain-Guth method to push the lower bound
even further to α(s) ≥ s− 1 + (n−s)
2
(n−1)(2n−s−1) . Unfortunately, this bound does not improve on
the state of the art of Falconer’s conjecture. We can summarize the lower bounds as
α(s) ≥















≤ s < s0,
s− 1 + (n−s)
2
(n−1)(2n−s−1) for s0 ≤ s < n,





is the intersection of the lines n+2s−2
4
and s− 1 + (n−s)
2
(n−1)(2n−s−1) .





− 1 for n − 2 ≤ s < n. Iosevich and Rudnev [40] show how to construct
a sequence of measures dµk = ρk dx, where ρk is a smooth positive function, such that




k for a sequence rk → ∞; hence α(s) ≤ n−2n s + 1.
Essential to their argument is the count of lattice points intersecting spheres of large radius.
Other proof using the same essential idea, but arguing by a duality principle, is due to Lucà
and Rogers [50].
During the thesis, I proved that it is not necessary to use a sequence of measures dµk =
ρk dx to prove that α(s) ≤ n−2n s + 1; in fact, there exists a single measure decaying slowly
in the whole space.
Theorem 3.3. If n/2 < s < n then there exists a measure µ with finite t-energy for t < s,




k for a sequence rk →∞.
Proof. We examine first the Fourier transform of a measure supported in the set (3-1),
which was used by Falconer to state his conjecture. If µ is a probability measure supported in




Since E ⊂ Es/n,k × · · · × Es/n,k, only the points with coordinates xi = pi/qk + ai for |ai| ≤
q
−n/s
k contribute to the integral. Hence for the frequencies ξ = (N1qk, . . . , Nnqk), where





Niai| ≤ 2πnc, so choosing c sufficiently small we get
|µ̂(ξ)| ≥
∫






This is basically what we need to know about the Fourier transform of measures supported
in our sets.
Assume that E is as before and that µ is a probability measure such that It(µ) < ∞,
hence |µ̂(ξ)| ≥ 1
2
if ξ ∈ qkZn ∩ [0, cqn/sk ]n. Since µ is supported in a bounded set, by the
uncertainty principle we can assume that |µ̂(ξ)| ≥ 1
4
in ξ ∈ qkZn∩ [0, cqn/sk ]n+B(0, ρ), where
B(0, ρ) is a ball of sufficiently small radius ρ ∼ 1. In other words, µ̂ concentrates around
balls in the lattice qkZn ∩ [0, cqn/sk ]n.
We use now a pigeonholing argument to count lattice points on spheres of certain large
radius rk, although number theoretic reasonings are also possible. The number of lattice
points ξ ∈ qkZn lying in the annulus 110cq
n/s
k ≤ |ξ| ≤ cq
n/s
k is ∼ q
n(n/s−1)
k . On the other hand,









hence the number of distinct distances from the origin to the lattice points is . q2(n/s−1)k .
Since the points are distributed among the different distances, then we can find a sphere Sk
centered at the origin and of radius rk ∼ qn/sk such that the number of lattice points on it is
& q(n−2)(n/s−1)k ∼ r
(n−2)(1−s/n)






dσ & ρn−1r(n−2)(1−s/n)−(n−1)k ,





sequence rk →∞, which is what we wanted to prove.
Remark. It is surprising for me that the sets used by Falconer to state his conjecture do not
match the best known upper bound for two and three dimensions.
If s ≤ n/2 then the fact that |µ̂(ξ)| ≥ 1
4
in balls around lattice points worsen the average
decay to σ(µ)(rk) & r
−s
k for a sequence rk →∞, because a ball can intersect many distances.
We can modify the construction of the set E in dimensions two or three to get a measure
whose Fourier transform decays slower. In the case R3, for example, we construct first a set
E ′ = Es′/2×Es′/2, for 0 < s′ < 2, in the plane spanned by the first two coordinates; as above
we have chosen a sequence {qk} increasing rapidly to define Es′/2. Now we construct a set
E ′′ = Es′′ ⊂ R for s′′ = 1 − ε, using instead the sequence lk = bq4s
′′/s′
k c to define Es′′ . The
dimension of E = E ′×E ′′ is ≥ s = s′+ s′′ and, by similar calculations as we did before, the
Fourier transform of a measure supported in E satisfies |µ̂(ξ)| ≥ 1
4
for
ξ = (ξ1, ξ2, ξ3) ∈ (qkZ2 ∩ [0, c1/2q2/s
′
k ]
2)× (lkZ ∩ [0, cl1/s
′′
k ]) +B(0, ρ),
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where c > 0 is a small constant. Let Sk be a sphere of radius
1 rk = cl
1/s′′
k and notice that
rk = cq
4/s′
k . We see then that |µ̂| concentrates on a slab [0, r
1/2
k ]
2×{rk} of width ρ ∼ 1. The
shape of µ̂ may remind the reader about the classical Knapp example, hence we can think of
Sk as being essentially flat at scale r
1/2
k and then the main contribution of |µ̂| to the spherical
mean lies in a cap of radius r
1/2









k . Since ε can be made arbitrarily small,




for 1 < s < 3, which coincides with the known bound. This
is basically the Knapp example in disguise.
3.1 Continuous Analogue of Guth-Katz Method
I will expand on the remark made before about the relationship between Mattila’s method,
and Guth and Katz method. Guth and Katz used the approach outlined by Elekes and Sharir
[23], which relates Erdős’ distinct distances conjecture to counting intersections between
helices. Guth and Katz translated this from helices to lines, and they were successful in
counting intersections between lines in R3 by using tools from algebraic geometry, providing
so a tight estimate for the least number of distinct distances determined by a set of points.
In this section we will translate Section 2 in [38] from the language of lines to tubes,
however this is the furthest we can reach, as it is well-known how highly non-trivial is to
pass from results for lines to tubes. Recall that if Dδ(µ) ∈ L2 is not zero then Dδ(µ) is
a measurable function, and consequently |∆(E)| > 0. Mattila did not calculate directly





, which dominates ‖Dδ(µ)‖22 for suppµ ⊂ B1 and
is related to σ(µ) by the Hankel transform.
Suppose that we are given a Borel set E ⊂ B1 ⊂ R2 with dimension s > 1. To measure
the size of subsets of E we use a Frostman measure µ, i.e. a measure that satisfies µ(Br) . rs
for every ball Br; we assume also that µ(R2) = 1. We regularize µ using a smooth radial
function φ ∈ C∞0 supported in B1 such that
∫
φ = 1, and we define µρ := µ ∗ φρ, where
φρ(x) = ρ
−2φ(x/ρ). Since µ is a Frostman measure, we have that ‖µρ‖∞ . ρs−2. The
induced measure on ∆(E) is δ(µρ)(F ) =
∫
1F (|x− y|) dµρ(x)dµρ(y) for F ⊂ R.
We would like to show that ‖Dδ(µρ)‖2 ≤ C for some constant independent of ρ. If this is
the case, then by the weak compactness of bounded sets in L2, there is a sequence ρk → 0







f(| · |) ∗ µ(y) dµ(y) for every continuous function f , hence









because 1[0,2] ∈ L2. The same argument is equally valid if we replace L2 by any Lp for p > 1.
Since µρ is smooth, the measure Dδ(µρ) is also smooth, except possibly for the origin.
The derivative of δ(µρ) can be calculated as Dδ(µρ)(t) = limr→0+
1
r
δ(µρ)([t, t + r)), and for
t = 0 we have 1
r
δ(µρ)([0, r)) . ρs−2r → 0; moreover, it is not hard to see that Dδ(µρ)(t) .ρ t,
1More precisely, we should choose bcl1/s
′′−1
k clk.
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hence the function 1
t
Dδ(µρ)
2 is integrable. Since 1
r
δ(µρ)([t, t + r)) .ρ (2t + r), we can use

















































where Hr is the term inside parentheses in (3-9). We need the next lemma.
Lemma 3.4. If f is a continuous and compactly supported function in R2≥0 such that |f(l)| .










Proof. If 0 ≤ l2 − l1 < r and l1, l2 ≥ r then we have
















otherwise the integral is zero, i.e. H+r (l1, l2) := 0 for l2 − l1 ≥ r; we extend H+r to l2 < l1 by
setting H+r (l1, l2) = 0. We define H
−
r (l1, l2) := H
+













































For the first term we have, for r < 1, that






|l|β dl1dl2 . rβ log r
r→0+−−−→ 0.




















. lβ−12 , for l2, r  1;
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A similar result holds for H−r , concluding the lemma.
In (3-10) the term in parentheses is a bounded function on l, so we can apply the preceding









δ(|x1 − y1| − |x2 − y2|) dµρ(y1)dµρ(y2)dµρ(x1)dµρ(x2).
The term δ(|x1 − y1| − |x2 − y2|) counts over quadruples, that is the set of points
(x1, y1, x2, y2) ∈ R8 such that |x1 − y1| = |x2 − y2|. This set is denoted as Q(P ) by Guth
and Katz, and the cardinality of this set is related to the number of distinct distances as we
have just done, but replacing integrals by sums; see Lemma 2.1 in [38].
Following Guth and Katz, we want to relate the number of quadruples to the size of





Every isometry can be expressed as g = τhRθ, where τh(x) = x + h is a translation and Rθ
is a rotation by angle θ, hence we can parametrize the set of positively-oriented isometries
G by R2 × S1.
Motivated by the identity (2.2) in [38], we calculate the L2 norm of νρ to get, after a series





θ (x1 − h))µρ(x2)µρ(R
−1







θ (x1 − h))µρ(R
−1



































Therefore, Mattila’s strategy is equivalent to obtaining a uniform control of the quantity
‖νρ‖2 with respect to ρ.
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Now, it is necessary to express νρ in terms of the curves Sxy := {g ∈ G | gx = y} in
R2 × S1. This follows from
νρ(g) =
∫ (∫






−1y − x) dz
)
dµ(x)dµ(y),
where we used the radial symmetry of φρ. The term in parentheses vanishes unless g belongs












and νρ can be seen as the weighted union of fat curves Sxy(5ρ); see Lemma 2.6 in [38].
Guth and Katz applied a transformation that carries the helices Sx,y into lines, but if
we naively apply the same transformation, then we would get unpleasant consequences, and
instead of tubes we would get “oars”, that is, a tube with a cone attached to each end.








To estimate the first term, we use the same transformation applied by Guth and Katz, that
is, we parametrize the elements in G by their fixed point z and the angle of rotation around
z; this is possible because we are restricted to θ ∈ (π/2, 3π/2). The unique fixed point of






































The first term in (3-13) transforms into∫
θ∈(π/2,3π/2)







A curve Sxy becomes a line
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Here, if w = (w1, w2) then w
⊥ = (w2,−w1). Therefore, the fat curve Sxy(5ρ) becomes the
tube ⋃
(x′,y′)∈Qρ(x)×Qρ(y)



















recall that Qρ(x) is a cube of side length ρ centered at x.
To evaluate the second term in (3-13) we use, instead of the fixed point, the inverse fixed


































T̃ ρx,y := {(a+ tv + u, t) | u ∈ B10ρ, a =
x− y
2




We can state thus the following theorem.
Theorem 3.5. If for every measure supported in B1 and satisfying the conditions µ(R2) = 1






1T ρx,yµ(Qρ(x))µ(Qρ(y))‖L2(R2×[−1,1]) . Cµ, (3-16)
where Cµ does not depend on ρ < 1, and the tubes are given by (3-14) or (3-15), then
Falconer’s conjecture holds for dim(E) > s.






1T ρx,yµ(Qρ(x))µ(Qρ(y)) . 1.
4 Sharp Dependence on Transversality in
Higher Dimensions
In this chapter we continue our discussion on sharp dependence on transversality, but for
the paraboloid in higher dimensions. While I was unable to make the argument to work in
higher dimensions, I wish to write some partial progress.
We provide a large supply of “standard”n-tuples where the multiscale analysis is effi-
cient, and they are constructed systematically in the first section. In the second section,
we repeat basically our arguments in Section 2.3, to verify that the induction on scales is
indeed efficient. To avoid technical complications, we define the extension operator over the
hypersurface S = {(ξ,−1
2
|ξ|2) | ξ ∈ B1}.
The main result of this chapter is Theorem 4.8. I know neither how one can cover an
arbitrary transversal n-tuple of sets efficiently with the standard n-tuples of sets constructed
in this chapter, nor how one can prove the first step of the induction on scales for all
standard n-tuples. The content here is rather technical in nature and perhaps of unnecessary
generality, nevertheless I wanted to include it as a reference, which I hope will help to solve
the problem in full.
4.1 Standard Sets
The philosophy of this section is relatively simple: to find n-tuples of sets {Sk} with the
corresponding decomposition into caps αk, for k = 1, . . . , n, such that for every n caps
αk ⊂ Sk the functions E1αk , which look like tubes, intersect essentially in a fixed set, which
is an ellipsoid, and the functions fk = 1αk realize the sharp constant in the conjectured













The work of Ramos [60] suggests that this is a well-behaved decomposition under changes
of scale, as we will see in the next section.
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4.1.1 Functions attaining sharp transversality
Our first aim is to find subsets of the paraboloid αk such that the functions 1αk realize
the sharp constant in the multilinear inequality. First, we need to describe n-tuples of
“tubes”{Tk}nk=1 with elliptic transversal sections Ek, and with direction vectors {(vk, 1)}nk=1,














Since this inequality is a change of variables of the Loomis-Whitney inequality, it suffices to








This becomes almost an identity if we replace fk by 1B1 , so that we have n tubes
Tk := 1B1 ◦πk =
{




(the symbol under ·̂ is removed).
The tubes intersect essentially in a ball of radius 1, to be precise, B1 ⊂
⋂
k Tk ⊂ Bcn for
cn =
√
n/(n− 1). We can provide more examples of tubes running parallel to the coordinate
axes attaining almost the identity in (4-2), by applying to Rn the transformation
Dλ := diag(λ1, . . . , λn) =
λ1 . . .
λn
 ,
where λ denotes the vector (λ1, · · · , λn); hence, our transformed tubes Tλ,k = DλTk now
have elliptic section and can be written as
Tλ,k =
{















If we are given n vectors ((v1, 1), . . . , (vn, 1)), for vk = (v1,k, . . . , vn−1,k) ∈ B1, then examples




v1 · · · vn
1 · · · 1
)
.
To get an explicit description of the tubes ΩTλ,k, we note that Ωz = (Ωkπkz + tvk, t), where
t = z1 + · · ·+ zn and Ωk is the (n− 1)× (n− 1) matrix
Ωk = (v1 − vk · · · vn − vk) =
 v1,1 − v1,k · · · v1,n − v1,k... ...
vn−1,1 − vn−1,k · · · vn−1,n − vn−1,k
 .
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Thus, if we define Dk = diag(λ1 · · · λ̂k · · ·λn), then the tubes are given by
ΩTλ,k = {(x′, xn) = (y + xnvk, xn) | y ∈ ΩkDkB1};
thinking of xn as the time variable, ΩTλ,k is generated by the ellipse ΩkDkB1 traveling with
velocity vk. The new tubes intersect essentially in the ellipsoid ΩDλB1, which has volume
∼
∏
k λk| det Ω|.
The tube ΩTλ,k can be seen as the support of a wave-packet associated to some suitable
cap αk. To identify how are those caps, let us see what is the result of applying the extension
























Since sup|ξ|≤1 |Qξ|2 = |Q|2, where |Q| is the `2 → `2 norm operator, the integral IQ is the
Fourier transform of a paraboloid contained in B1 × [−|Q|2, |Q|2], hence |IQ| ∼ 1 in the set
of points y ∈ B1× [− 1|Q|2 ,
1
|Q|2 ]; moreover, the integral decays faster than any polynomial for
|y′| → ∞. Restoring the original variables x, we get that Ef is essentially supported in the
tube




and in this tube |Ef | ∼ δn−1| detQ|. We can think of TδQ,v as the tube generated by moving
the ellipse δ−1Q−tB1 with velocity v.




k and v = vk generate the tube
δ−1ΩTλ,k, whenever |xn| ≤ δ
−2




the extension operator to it; moreover, if δ is small enough, and we will determine how small
it should be later in Lemma 4.3, then they intersect essentially in the region δ−1ΩDλB1 with
volume ∼ δ−n
∏
k λk| det Ω| ∼ δ−n
∏


























therefore C & θ−
1
n−1 . We have concluded so our first aim, to find caps αk such that the
functions 1αk attain the conjectured sharp constant in the multilinear inequality.
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4.1.2 Regions of stability: standard n-tuples
Once we have suitable caps at hand, we want to know how much we can perturb the vectors
{vk}nk=1, or what amounts to the same, how much we can perturb Ω, so that the set of
intersection of the tubes ΩTλ,k preserves the form. Since the tubes intersect in the ellipsoid
ΩDλB1, we want to find neighborhoods Sk of the points {vk}nk=1 so that the collection of
tubes Ω′Tλ,k, where Ω
′ is defined by vectors v′k ∈ Sk, intersect essentially in the same ellipsoid,
in other words, we want to ensure that 1
2
ΩDλB1 ⊂ Ω′DλB1 ⊂ 2ΩDλB1. These regions of
stability are what we call standard n-tuples.
Let us define W = Ω−1Ω′ (| detW | ∼ 1) and we impose on the perturbation Ω′ the
condition
D−1λ WDλ = I + U, (4-3)
where U = (u1 · · ·un) is a matrix satisfying |uk| ≤ cn  1 for every k. Since |U | = |U |`2→`2 ≤√
ncn, we can choose cn = n
−1/2 1
10
to be completely certain that 1
2
B1 ⊂ (I + U)B1 ⊂ 2B1.
To translate the perturbations Ω′ into neighborhoods of the vectors vk, we write
Ω′ = ΩW = Ω + ΩDλUD
−1
λ = Ω + (λ
−1
1 ΩDλu1 · · ·λ−1n ΩDλun).
Since (v′k, 1) = (vk, 1) + λ
−1
k ΩDλuk, necessarily the last coordinate of ΩDλuk is zero, hence
〈λ, uk〉 = 0. Using this condition it is not hard to see that λ−1k ΩDλuk = λ
−1
k ιnΩkDkπkuk,
where ιn is the inclusion ιn(x) = (x1, . . . , xn−1, 0). We get thus the neighborhoods of stability
vk+Vk,λ := vk+cnλ
−1
k ΩkDkπk(B1∩Hλ), where B1 ⊂ Rn and Hλ is the hyperplane 〈λ, u〉 = 0.
Notice that all the sets Vk,λ are equal, up to the factor λ
−1
k , therefore to simplify computations
we choose k∗ such that λk∗ = max{λk}, so that λk∗|λ| B1 ⊂ πk∗(B1 ∩Hλ) ⊂ B1 ⊂ R
n−1, hence
our neighborhoods look similar to λ−1k Ωk∗Dk∗B1. Since n







Definition 4.1. A standard (n,λ)-tuple is the n-tuple of sets
vk + Vk,λ := vk +
1
10nλk
Ωk∗Dk∗B1, for k = 1, . . . , n, (4-4)
where λk∗ = max{λk}.
4.1.3 Decomposition of standard n-tuples
Once we have defined the standard n-tuples, we must write its decomposition into caps. We




k B1, but how can we define consistently the
caps centered at other points v′k ∈ vk+Vk,λ? The definition of a cap centered at v′k ∈ vk+Vk,λ




j ∈ vj + Vj,λ, for j 6= k,
to get different matrices Ω′ and Ω′′. We must thus get a consistent decomposition into caps
and verify that the wave-packets intersect in the fixed set ΩDλB1. It is natural then to
study the stability of the caps, which is the same as studying the structure of the operator
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k. The next lemma is a detailed description
of these operators, and can be skipped without serious consequences.
Theorem 4.2. We define the matrix Uk by the identity
D−1k WkDk = I + Uk. (4-5)
If we choose an orthonormal basis f1, · · · , fn−2, f ′n−1, where f ′n−1 = |πkλ|−1(λ1, · · · , λ̂k, · · · , λn),
then there are vectors bj = (b1,j, · · · , bn−1,j), for j = 1, · · · , n, such that the operator
B : Rn → Rn−1, represented by the matrix (b1 · · · bn), satisfies |B|`2→`2 ≤ 110 , and the matrix
of Uk in the basis f1, · · · , fn−2, f ′n−1 is
Uk =





bn−2,1 · · · bn−2,n−2 bn−2,n−1 − bn−2,n |πkλ|λk
bn−1,1
λk








Moreover, if all the columns in U (see (4-3)) vanish except possibly uk, then all the vectors
bj also vanish for 1 ≤ j ≤ n− 1. On the other hand, if uk = 0 then bn = 0.
Remark. If all the columns in U vanish except possibly uk, then it means that given n vectors
{vj}j=1,...,n, we let all the vectors fixed except possibly vk. In this case, if |πkλ|/λk is large,










k B1 will be quite
different each other. Therefore, we have an instability result.
The condition uk = 0 means that given n vectors {vj}j=1,...,n, we let all them free to move,




k B1 is stable, which suggests the
possibility of a meaningful decomposition into caps, in spite of its possible large variation
when moving vk, as remarked in the previous paragraph.






, for every k = 1, . . . , n.
Using (4-3) we get






Since 〈λ, (I + U)x〉 = 0 (recall that 〈uj,λ〉 = 0), we have Ω′kDkπk = ΩkDkπk(I + U). The
projection πk turns into a bijection between Hλ = {x | 〈x,λ〉 = 0} and {xk = 0}, hence we
can write






kDk = πk(I + U)π
−1
k ,
and we see that Uk = πkUπ
−1
k .
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We choose an orthonormal basis f1, . . . , fn−2 of {xk = 0} ∩Hλ, so by adding the vector






, . . . ,− |πkλ|
λk
, . . . , λn|πkλ|) we get an orthonormal basis of Hλ. If we write x =
x1f1 +· · ·+xn−1fn−1, then it is clear that πkx = x1f1 +· · ·+xn−2fn−2 +xn−1 λk|λ|f
′
n−1, and if we




To write the matrix of Uk with respect to the basis f1, · · · , fn−2, f ′n−1 we look at the action
of Uk over each element. Notice that U : Rn → Hλ, so for 1 ≤ i ≤ n− 2 we get




If uj = 0 for j 6= k, then Ufi = 0. For the last vector we have











Since πkλ|πkλ| is unitary, we can write U
πkλ
|πkλ|
= b1,n−1f1 + · · · + bn−1,n−1fn−1. Notice that
U πkλ|πkλ| = 0 if uj = 0 for j 6= k. On the other hand Uek = b1,nf1 + · · · + bn−1,nfn−1, and if
uk = 0 then Uek = 0. We collect the terms to get










Therefore, we get the matrix representation (4-6) of Uk.
The matrix B = (b1 · · · bn) : Rn → Rn−1 is no other than the operator U , written in terms
of the orthonormal basis f1, · · · , fn−2, f ′n−1, ek for Rn, and f1, · · · , fn−1 for Rn−1. Since
|U | ≤ 1
10
by our hypotheses after (4-3), we get that |B| ≤ 1
10
.
Given a standard (n,λ)-tuple vk +Vk,λ, we want to define a cap centered at v
′
k ∈ vk +Vk,λ
as δΩ′−tk D
−1
k B1, where Ω
′ is the matrix
Ω′ =
(
v1 · · · v′k · · · vn
1 · · · 1 · · · 1
)
.
The next lemma is a Fourier analytic way of saying that the tubes given by E1αk , for αk in
a standard (n,λ)-tuple, intersect in the ellipsoid δ−1ΩDλB1 ⊂ Rn.
Lemma 4.3. Fix vectors {vj}j=1,...,n and the corresponding standard (n,λ)-tuple vj + Vj,λ
in Definition 4.1. Let v′j = vj for j 6= k and v′k ∈ vk + Vk,λ. If αk := v′k + δΩ′−tk D
−1
k B1 and




k|2) + δΩ−tD−1λ B1
(recall that α̃k is the lift of the set to S).
Remark. The ellipsoid δΩ−tD−1λ B1 is dual to δ
−1ΩDλB1, which is the ellipsoid where the
tubes intersect. The supremum in |λ| supΩ′′,j |Ω′′−tj D−1j |2 runs over all Ω′′, such that the
defining vectors {v′′j } lie in the standard (n,λ)-tuple.
This Lemma may be compared with Lemma 2.5.
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Proof. We must show that
α̃k − ṽ′k = {(x′, xn) ∈ Rn | x′ ∈ δΩ′−tk D
−1
k B1, xn = −
1
2
|x′ + v′k|2 +
1
2
|v′k|2} ⊂ δΩ−tD−1λ B1.
From (4-3) we have
D−1λ W
−1Dλ = I − (I + U)−1U := I + Ũ ,
where |(I + U)−1| ≤ 10
9
, hence |Ũ | ≤ 10
9
|U | ≤ 1
9
. Therefore we get
Ω′−tD−1λ = Ω
−tD−1λ (I + Ũ
t),
and we have the expected stability result 1
2
Ω−tD−1λ B1 ⊂ Ω′−tD
−1
λ B1 ⊂ 2Ω−tD
−1
λ B1, hence





1,1x1 + · · ·+ v′n−1,1xn−1 + xn
...
v′1,nx1 + · · ·+ v′n−1,nxn−1 + xn
 = ιkΩ′tkx′ + (xn + 〈x′, v′k〉)(1, . . . , 1).
We apply this to x = (δΩ′−tk D
−1
k z,−12 |x
′ + v′k|2 + 12 |v
′
k|2) ∈ α̃k − ṽ′k, for z ∈ B1, to get
δ−1DλΩ
′tx = ιkz −
δ−1
2
|x′|2(λ1, · · · , λn).




|x′|2(λ1, · · · , λn).
We conclude by the hypotheses that∣∣∣δ−1
2














The condition of normalization |λ| supΩ′,j |Ω′−tj D−1j |2 = 110 seems quite a restrictive one,
however given any Dλ with β = |λ| supΩ′,j |Ω′−tj D−1j |2, we can modify it by a factor Drλ,
for some r > 0, to get |rλ| supΩ′,j |Ω′−tk D
−1
j |2 = r−1β = 1, where Dj is now defined using
rλ. The standard (n,λ)-tuple remains unaltered after normalization, as can be seen from
Definition 4.1, because after multiplying λ by a factor r, it cancels out in the term 1
λk
Dk∗ .




Definition 4.4. A dilatation Dλ is normalized if |λ| supΩ′,k |Ω′−tk D
−1
k |2 = 110 .
Unless otherwise stated, we will assume that Dλ is normalized. Since Dλ is determined
by n−1 parameters, we got a (n−1)-parameter family of standard (n,λ)-tuples around the
points {vj}j=1,...,n.
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Definition 4.5. Suppose we are given n vectors {vj}j=1,...,n and a corresponding standard








where Ω′ is defined by the vectors {v′j} and v′j = vj for j 6= k.
Although caps may have large variations inside the standard (n,λ)-tuple, we have at least
stability in their volume.




k B1 and v
′
k ∈ vk + Vk,λ is a vector inside the standard






k B1 we have |α′k| ∼ |αk|.
Proof. Since all the vectors vj, for j 6= k, are kept fixed, Theorem 4.2 implies
Ω′kDk = ΩkDk(I + Uk),
where
| det(I + Uk)| =
∣∣∣ det

1 0 · · · −b1,n |πkλ|λk




0 0 · · · 1− bn−1,n |πkλ||λ|

∣∣∣ = ∣∣∣1− bn−1,n |πkλ||λ| ∣∣∣ ∼ 1.
Finally |α′k|−1 = | det Ω′kDk| ∼ |αk|−1.
To decompose a standard (n,λ)-tuple into caps, we need to be sure that they are at least
stable at scale B|λ|−1/2 ; otherwise, adjacent caps would be quite different between each other,
and we hardly could divide the standard (n,λ)-tuple into caps. The next Lemma asserts
that the caps are stable at scale |λ|−1/2, hence we can decompose safely into caps.
Lemma 4.7. If v′k, v
′′














Proof. Let us write Q′ = Ω′−tk D
−1
k and Q
′′ = Ω′′−tk D
−1





k · · ·∆v′k),
where ∆v′k = v
′
k − v′′k . Hence























′tz · · · λnQ′tz) := I + A,
but the operator norm of (λ1Q
′tz · · · λnQ′tz) is |λ||Q′tz| ≤ |λ||Q′|. By our normalization of
Dλ we have
Q′′−t = Q′−t(I + A), for |A| ≤ |λ|1/2|Q′| ≤ 1√
10
.
Therefore I+A is loosely equal to the identity and likewise (I+A)−t. Since Q′′ = Q′(I+A)−t,
we can conclude the lemma.
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4.1.4 The paraboloid in R3
So far our discussion has been somewhat abstract, so let us be more specific and deal with
R3. We will show how one can recover the triplets and decomposition into caps used by
Ramos as a particular instance of standard (3,λ)-tuples. As we said after Definition 4.4, we
have constructed a (n − 1)-parameter family of standard (n,λ)-tuples around any n non-
coplanar points {vj}nj=1, hence for every non-collinear triplet of points {vk}k=1,2,3 in R2 there
is a 2-parameter family of standard (3,λ)-tuples. Ramos’ triplets are, for every triplet of
points, only one member of this family
Every triplet of vectors {vk}k=1,2,3 can be transformed, after translation, rotation and
homogeneous dilatation, into
Ω =
0 2−j w10 0 w2
1 1 1
 , for |w| = 1.
To simplify, let us assume that w1 ≥ 0 and that w2 = sin(2πφ), for |φ| = 2−t.








k B1; since the set of
points in the cap is y = Qkx, for |x| ≤ 1, we have that 〈Q−tk Q
−1
k y, y〉 ≤ 1. Therefore, if





































The non-normalized cap Q1B1 just obtained is similar to the rectangle [−1, 1] × [−2t, 2t].
The same holds for Q2B1.
Since 2j = supk λk and Q
−t
k = ΩkDk, we can already calculate the standard (3,λ)-




1 B1 ≈ [−1, 1] × [−2t, 2t], hence




[−2−j, 2−j]× [−2−(j+t), 2−(j+t)],
(0, 2−j) + V2,λ ≈ (0, 2−j) +
1
30
[−2−j, 2−j]× [−2−(j+t), 2−(j+t)] and
w + V3,λ ≈ w +
1
30
[−1, 1]× [−2−t, 2−t].
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This triplet does not depend on the normalization of Dλ; see the discussion before Definition
4.4.
The caps for k = 3 are calculated in a similar way to get
µ1,3 ∼ 2−j u1,3 ≈ (w1, w2)
µ2,3 ∼ 2t u2,3 ≈ (−w2, w1).









2j+2t, hence multiplying the original dilatation Dλ by a factor ∼ 2−(j+2t), we get the nor-
malized dilatation
Dλ := Cdiag(2
2(j+t) 22(j+t) 2j+2t), for C ∼ 1,
and the caps αk are, for v
′
k ∈ vk + Vk,λ and C ∼ 1,
v′1 + α1 ≈ v′1 + C[−2−(j+2t), 2−(j+2t)]× [−2−(j+t), 2−(j+t)],
v′2 + α2 ≈ v′2 + C[−2−(j+2t), 2−(j+2t)]× [−2−(j+t), 2−(j+t)] and
v′3 + α3 ≈ v′3 +Q−t3 B1,




3 , and diameters 2
−2(j+t)
and 2−(j+t) respectively.
The standard (3,λ)-tuple and caps we have obtained are, after dilatation if necessary,
essentially the same used by Ramos [60]. This standard triplet enjoys additionally very good
properties of “orthogonality”, and Ramos was able to cover efficiently an arbitrary triplet of
transversal sets with only these standard triplets of sets.
For the paraboloid in R3, it seems quite possible to cover an arbitrary triplet of transversal
sets with only “one” standard (3,λ)-tuple given by the non-normalized dilatation
Dλ = diag(ρ ρ 1), for some ρ ≥ 1.
These triplets are more flexible than those used by Ramos; unfortunately, these standard
triplets do not enjoy, in general, the very good properties of orthogonality that do have
the triplets used by Ramos; however, I think that they still enjoy some weak orthogonality,
which may suffices to prove Theorem 1.8. I do not pursue this matter here.
Ramos’ work shows that only a specific instance of standard (n,λ)-tuple suffices to get
the sharp dependence on transversality, and this brings hope that the full problem may be
solved using Ramos’ strategy.
4.2 Induction on Scales
In this section we show that the multiscale analysis is efficient, when changing scales, over
standard (n,λ)-tuples. We will make the induction over “optimal” parallelepipeds δ−1P ∗ =
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δ−1ΩDλ, where Dλ is a normalized dilatation. Since the arguments were already described
in Section 2.3, we only sketch the main steps.
Fix a standard (n,λ)-tuple of sets {Uk}k=1,...,n and let K(δ−1) be the best constant that














2 , for δ ≤ 1.
We aim to prove the next theorem.




where C0 does not depend on R or θ.





Efk,αk(z)e(−〈x′ − z′, cαk〉+
1
2
(xn − zn)|cαk |2), for x ∈ z + δ−1P ∗,











































n−1 were greater than or equal to one, which in fact happens for n = 3, we could use the
Minkowski integral inequality to exchange the variables of integration, but unfortunately
2
n−1 < 1 most of the time, so it is not now so simple as in Chapter 2.
Since each function E1αk(x − yk)Ehk,αk(yk) is essentially constant with respect to yk on
parallelepipeds δ−1P ∗, we can factor these terms from the inner integral. In fact, letting
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x fixed, the functions (E1αk(x − ·)Ehk,αk)∨ = (1αke(〈x′, ·〉 − 12xn| · |
2)dσ(−·) ∗ hk,αkdσ are

















We need now the following lemma; see [50, Appendix].
Lemma 4.9. If H is a function whose Fourier transform is supported in a parallelepiped R






where R∗ is the dual parallelepiped.
Proof. Writing H = H ∗ ζ̂R and using Young’s inequality for convolutions we have∫












We apply this lemma, together with Fubini and the change of variables x 7→ x + z and























E1αk(x− yk)Ehk,αk(yk + z)
∣∣∣ 2n−1 dxdy.
(4-12)
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where ηδ−1P ∗(y) :=
1
























































































































where the term |δ−1P ∗|
∏
k |αk|1/(n−1) ∼ θ−1/(n−1). Since the Fourier transform converts









by some expression involving
∏
k‖hk‖2.
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k B1 (see Definition
4.5), and αk ⊂ cαk + Bδ|λ|−1/2 by our normalization condition in Definition 4.4. Hence
|Ehk,αk |2 is supported in a parallelepiped of dimensions δ|λ|−1/2 × · · · δ|λ|−1/2 × δ2|λ|−1
and then we get the reproducing formula |Ehk,αk |2 = 1|Tαk | |Ehk,αk |
2 ∗ ζTαk , where ζTαk is
essentially supported in a tube Tαk of dimensions δ




−(n+1)|λ|n+12 . Now, we want to use the adjusted version (2-31) of the
multilinear Kakeya estimate, Theorem 1.5.
We estimate the square function inside brackets in (4-14), replacing ζTαk by 1Tαk in the
reproducing formula of |Ehk,αk |2. Since P ∗ ⊂ Rn−1 × I|λ| for I|λ| = [−|λ|, |λ|], it is not hard
to see that
(|Ehk,αk |2 ∗ 1Tαk )1δ−2P ∗ ≤ (|Ehk,αk |
21Rn−1×I2δ−2|λ|) ∗ 1Tαk ,
hence we can apply the multilinear estimate (2-31) to the square function inside brackets in
(4-14), replacing µαk by
1
|Tαk |

























Using Lemma 1.1 we have ‖Ef‖L2(Rn−1×I2δ−2|λ|) . δ
−1|λ|1/2‖f‖2, so we reach our desired


































which is what we wanted.
Once we have proved the inductive bound (4-8), we iterate it to reach
K(R) ≤ CN0 K(R1/2
N
).
If we choose N = blog2 log2Rc+ 1, then we have
K(R) ≤ C(logR)CK(2).
Hence, to prove the sharp multilinear inequality for standard (n,λ)-tuples, it suffices to
prove that K(2) . θ−
1
n−1 . The standard (n,λ)-tuples seem to be rather general to allow for
a proof of this fact, however I expect that in a narrower selection of (n,λ)-tuples this bound
could be proved, as in R3.
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