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Abstract-we study asymptotic equivalence between the solutions of linear Volterra difference 
system 
z(n + 1) = A(n)z(n) + 2 B(n, s)z(s) 
s=ng 
and its perturbed system 
Y(” + 1) = A(n)y(n) + 5 B(n, S)Y(S) + F(n) 
.9=7x() 
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1. INTRODUCTION 
The problem of asymptotic equivalence between the solutions of two difference equations shows an 
asymptotic relationship between two equations. If we know that two equations are asymptotically 
equivalent, and if we also know the asymptotic behavior of the solutions of one of them then we 
can obtain information about the asymptotic behavior of the solutions of the other equation. 
Many authors studied the problem of asymptotic equivalence between difference systems [l-7]. 
Pinto [5,6] investigated asymptotic equivalence between two difference systems by using the 
concept of dichotomy. Medina [4] established asymptotic equivalence by using the general discrete 
inequalities and Schauder’s fixed-point theorem. We obtained some asymptotic properties for 
nonlinear difference systems by using the comparison principle and the supplementary projections, 
and studied the problem of asymptotic equivalence between its linear system and its perturbed 
system [l]. 
Morchalo [3] established asymptotic relationships between the solutions of second-order differ- 
ence equations. His main tool was the method of variation of constants and Schauder’s fixed-point 
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theorem. Also, he studied asymptotic equivalence between the solutions of linear Volterra differ- 
ence equation and its perturbed nonlinear Volterra equation in [9]. 
We consider the nonlinear Volterra difference systems 
(1.1) 
and 
Y(” + 1) = f(n, y(n)) + 2 g(n, s, Y(S)) + h(n, y(n)), (14 
where f, h : N(no) xJR” + R”, g : N(no) xN(no) xR” + R”, B?(Q) = {no, no+l, . . . , no+k, . . } 
(no a nonnegative integer), IR” is the m-dimensional real Euclidean space. We assume that 
fZ = 2 and gZ = 2 exist and are continuously invertible on N(no) x IR”, N(no) x N(no) x IR”, 
respectively. Also, we assume that f(n,O) = 0, g( n, s,O) = 0, and h(n, 0) = 0. Let z(n) = 
~(n,no,~) be the solution of (1.1) with x(no,no, ~0) = ~0. The symbol 1 . 1 will be used to 
denote any convenient vector norm on R”. 
Let p, v : W(no) --+ IR be nonnegative functions. The Hardy-Littlewood symbols 0 and o have 
the usual meaning : z(n) = O(p(n)) means that there exists cl > 0 such that I.z(n)I 5 clp(n) 
for large n, and z(n) = o(,~(n)) means that there exists v(n) such that Iz(n)j 5 p(n)v(n) and 
limn+oo v(n) = 0. 
Two systems (1.1) and (1.2) are said to be p” asymptotically equivalent if for every solution 
x(n) of (l.l), there exists a solution y(n) of (1.2) such that 
z(n) = y(n) + 44n)h asn+oo, (1.3) 
and conversely, for every solution y(n) of (1.2), th ere exists a solution x(n) of (1.1) such that the 
asymptotic relation (1.3) holds. 
In this paper, we study asymptotic equivalence between the solutions of linear Volterra differ- 
ence system 
x(n + 1) = A(n)z(n) + 2 B(n, s)x(s), z (720) = ~0, (14 
S=TQ 
and its perturbed system 
y(n + 1) = A(n)dn) + 2 B(n, s)y(s) + J’(n), (1.5) 
.9=710 
where A(n) and B(n, s) are m x m matrix functions on N(no) and N(no) x N(no), respectively, 
and F(n) is a vector function on W(no). 
2. MAIN RESULTS 
For any given linear Volterra difference system, it is interesting and important to develop a 
method of finding an equivalent linear difference system. The next lemma shows one linear 
difference system equivalent to the perturbed system (1.5) of (1.4). 
LEMMA 2.1. (See [8].) A ssume that there exists an m x m matrix L(n, s) defined on N(no) x N(no) 
and satisfies 
n-1 
B(n, s) + L(n, s + l)A(s) - L(n, s) + c L(n, 1 + l)B(l, s) = 0, (2.1) 
l=s 
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for each n 2 s 2 no. Then (1.5) is equivalent to the linear difference system 
z(n + 1) = C(n)z(n) + L(n, n0)x0 + H(n), 4120) = ~0, 
where C(n) = A(n) - L(n, n) + B(n, n) and 
n-1 
(2.2) 
H(n) = F(n) + C L(n, s + l)F(s). (2.3) 
From Lemma 2.1, we note that any solution y(n,no,zo) of (1.5) is also the solution of (2.2) 
and conversely. Now, we consider two linear difference systems 
z(n + 1) = C(n)z(n) + L (n, 710) 20, z (120) = ~0, (2.4) 
and 
w(n + 1) = C(n)w(n) + L (n, 720) 50 + H(n), w (no) = wo. (2.5) 
In view of Lemma 2.1, the problem of asymptotic equivalence between the solutions of (2.4) 
and (2.5) can be treated in the same way as asymptotic equivalence between the solutions (1.4) 
and (1.5). 
LEMMA 2.2. If z(n) is any solution of (2.4), then the solution w(n) of (2.5) is given by 
w(n) = z(n) - 2 Q(n, s + l)H(s), 
.S=n 
(2.6) 
where Q(n, no) is the fundamental matrix solution of the linear difference system 
z(n + 1) = C(n)z(n), 
and H(n) = F(n) + CyIi, L(n, s + l)F(s). 
PROOF. Any solution z(n) = z(n,no,zo) of (2.4) through the initial point z(no,nO,zo) = z. is 
given by 
n-1 
z(n) = *(n,no)zo + C @(n, s + l)L (s, no) 50. 
Then it follows from the variation of constants formula [9] that the solution w(n) of (2.5) is 
represented by 
n-1 
W(n) = Q (n, 710) wo + C Q(n, s + 1) [L (s, no) x0 + H(S)] 
n-1 
= z(n) + Q(n, n0Nw0 - ZO) + C @(n, s + i)H(s) 
.9=7Q 
= z(n) - C Q(n, s + l)H(s), 
since wg = zo - Cy!“=,, H(s) = 20 - EYE”=,, @(no, s + l)H(s) and @(no, n) = 1 (identity matrix) 
for each n > no. This completes the proof. I 
THEOREM 2.3. The two systems (2.4) and (2.5) are p” asymptotically equivalent if there exists 
a solution w,(n) of (2.4) such that wp(n) = o(p(n)). 
PROOF. Each solution of (2.5) can be expressed in the form w(n) = z(n) - wp(n) where z(n) 
is any solution of (2.4) and wp(n) = - Cz”=, Q(n, s + l)H(s) is a particular solution of (2.5). 
Hence, we obtain the result. 
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THEOREM 2.4. Assume that Cz”=,Q( n,s + l)H(s) = o&(n)) and Cz”=,, IH( < co. Then 
two systems (2.4) and (2.5) are p” asymptotically equivalent. 
PROOF. Let z(n) = z(n, no, zc) be any solution of (2.4). Note that Cz”=,, IH( < co. If we 
put wc = zo - Cr=“=,, H(s), then we have 
n-1 
w(n) = z(n) + a’( n, no)(wo - 20) + c Qqn, s + l)fi(s) 
S=7Q 
= z(n) - Qqn, no) g- H(s) + n2 Q(n, s + l)H(s) 
S=~O s=TLCJ 
= z(n) - Q(n, no) 2 *‘(no, s + l)H(s) + ng @(n, s + l)H(s) 
.9=710 S=% 
= z(n) - 5 qn, s + l)H(s), 
where u+,(n) = - CF=“=, @(n, s + l)H(s) is a particular solution of (2.5). Hence, we have 
Iw(n) - z(n)1 = I - yJ Q(n, s + l)H(s)l = obL(n)), 
5=71 
by Theorem 2.3. This implies that (2.4) and (2.5) are p” asymptotically equivalent. 
COROLLARY 2.5. Assume that Cz*=,, I$-l(s + 1, no)H(s)I < 00 and Cz”=,, IH( < co. Then 
two systems (2.4) and (2.5) are b” asymptotically equivalent with p(n) = IQ(q no)l. 
We consider the nonlinear Volterra difference system corresponding to (1.2) 
y(n + 1) = A(n)y(n) + 2 B(n, S)Y(S) + h(n,~(n)), (2.7) 
Z?=TW 
where f(n, y(n)) = A(n)y(n) and dn, s, Y(S)) = B(n, s)Y(s). 
Then, by Lemma 2.1, we have its equivalent system 
w(n + 1) = C(n)zu(n) + L(n, no)zo + H(n), w (no) = wo, (2.8) 
where H(n) = h(n, y(n)) + Cr$ L(n, s + l)h(s, y(s)). 
We denote 6, = +(N(nc),llP) as th e s p ace of all functions from N(rro) into R”. The topology 
of Cp is given by the topology of uniform convergence on every set 
~,(n0)=(n0,n0+1,..., nc+m}, m = O,l,. . . , 
that is, for the sequence (xi) in @, zi --+ z as i + 00 if and only if limi,, Izi(n) - s(n)1 = 0 
uniformly on every set N, (no), m = 0, 1, . . . . The space @ is a locally convex space with the 
topology defined by the family of seminorms 
Iz(n)lm = sup {Ix(n)/ : n E IVm(nO), m = 0, 1,. . .}. 
We define a subset B, of Q as B, = {‘p E Q : [p(n)1 5 p(n), n E N(nc)}. 
For the linear Volterra difference system (1.4), we can show that (1.4) and its perturbed 
system (2.7) are p” asymptotically equivalent under some conditions in the following theorem. 
For the proof we use Schauder’s fixed-point theorem as in [3] by Morchalo. 
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THEOREM 2.6. Assume that for the systems (2.7) and (2.8) 
(i) lh(n, y)l 5 W(n, jyl), where W : N(no) x Rt -+ lR+ is continuous and nondecreasing with 
(ii) for any (Y > 0 
and 
1 1*.-l (s+ Lno)L(s,no)zoI < 0; 
.S=?l() 
(iii) +(n,no) = O(T(R)) and th ere exists a finite limit for the solution z(n) of (2.4); 
(iv) for any solution of (2.7) we have y(n) = 0(~(n)). 
Then (1.4) and (2.7) are p” asymptotically equivalent for each function p such that for any cy 2 0 
respect to T E I@ for each fixed n E N(Q); 
PROOF. Let y(n) be any solution of (2.7). Then it follows from Lemma 2.1 that y(n) is equivalent 
to the solution w(n) of (2.8) and w(n) is given by 
w(n) = z(n) - 2 Qqn, s + l)H(s), 
.S=Tl 
where z(n) is any solution of (2.4), by the variation of constants formula for linear difference 
system (1.5) with F(n) = h(n, y(n)) = h(n,w(n)). Thus, we have 
Since wg = 20 - Cr?“=,, H(s) exists, we easily see that the solution z(n) of (2.4) takes the form 
z(n) = w(n) + c:=“=, Q(n, s + l)H(s). 
Next, let x(n) be any solution of (1.4). Note that w(n) is represented by 
w(n) = z(n) - F a( 
.$=7X I 
S-l 
n, s + 1) Ns, w(s)) + c qs, 1 + l)h(l, w(1)) 
l=YQ I 
) (2.10) 
where z(n) is any solution of (2.4) which is equivalent to (1.4). 
It suffices to show that there exists a solution w(n) of the functional difference system (2.10) 
such that the asymptotic relation (1.3) holds. 
Note that there exists p1 > 0 such that z(n) E B,,. Assume that max{P1,P2} < (1/2)p and 
choose nl E N(no) so large that 
c pJ-l(s + MO)1 IH( < P2, n 2 nl. 
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Define an operator T : B, ---) B, by 
The convergence in @ is uniform convergence on each compact subset N,(nc). We will show 
that T maps B, into B,. 
If cp E B,, then it follows from (iv) that 
r 
[ 
n-1 
I r(n) 120) + C IQ-l (s + 1,120) L (s,n0) 201 
S=7LO 1 + 7-(n) [ 2 IV1 (s+1, no)] [ WCs, P-(s)) + 2 lL(s, l+ 1)lW @,pr(Q) 5=71 l=TLo 1 
= r(n)[Pl +P21 I p(n), 712721, 
where ,4 = 1~01 + Cz”=,, IO-‘(s + l,nc)L( s, nc)zcl. Therefore, TB, c B, for n E IV(nr). 
Put max{l@(n, no)l} < M for some constant M on every N,(nl). To show that the the 
operator T is continuous, fix E > 0 and choose n2 > ni such that 
2 Ia’-l(s + l,n0)) W(s, p-(s)) + 2 IL(s, 1+ l)IW(l,pr(l)) < &. 
.9=7L2 I l=no 1 
Let {v”(n))Zl, vi E BP, and p”(n) 3 (o(n) E B,. Then, for every n E &(nc), we have 
00 r 
IT&n) - Tdn)I i c Pk( n, s + 111 Ih (s, cp”(s)> - h(s, cp(s))l 
s=Tkz L 
s-1 
+ g I-q% 1 + l>l Ih (4 Pi(O) - h (4 WI 
cl 1 i 2 /Q(n,no)l 5 IQ-‘(s + l,n0)1 
t?=n* [ 
W(s,Pr(s)) 
9-l 
+ c l-q% I+ l)lW(L P-(O) 
l=TZCJ 1 < E, 
for n E Nn(nc). This estimate implies that T is continuous. 
Now, we show that TB, is precompact. It suffices to prove that elements of TB, satisfy 
Cauchy’s condition uniformly on TB,. Let cp E B, and for each n 1 m, n, m E lV(n1). Then we 
have 
Tp(n) - TV(~) = z(n) - 2 @( 
S-l 
n, s + 1) h(s, P(S)) + C L(s, f! + l)W, 4)) - z(m) 
$=?I l=TZo 1 
+ 2 Q(m, s + 1) qs, q(s)) + F qs, 1+ l)h(l, p(l)) . 
.3=77X [ Z=no 1 
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Thus, 
l%(n) -T&m)/ 5 12(n)  -  z(m)1 + I@ (  Irl.,710)-Wn,no)l~ p-%+L~0)lINs)l 
s=n 
n-1 
+ I* cm no)1 c p-1 (s + Lno)l Iff(s)I 
s=m 
I b(n) - z(m)1 
+ 2 I@ (m,no)l E I*-’ (s + l,m)l W(s, &T(s)) + s2 (L(s,l + l)lW(l, p(l)) 
s=n 
[ 
l=no 1 
n-l 
[ 
s-1 
+ I*(m,no)l c (e-l (Sf l,no)l W(s,ds)) + c Il;(s,l+ l)lW(l,pr(l)) 
.5=m I=no I 
From this inequality and Assumption (ii), we obtain 
for all n,m > 122. 
By Schauder’s fixed-point theorem, we conclude that there exists ‘p E B, such that cp = TV. 
Then we easily see that cp is a solution of (2.7). I 
COROLLARY 2.7. Assume that for system (2.7) 
(i) l+-l(n+ l,no)h(n,y)l I W(n,r-‘(n)\y\), and 
IQ-‘(s + l,no)qn,S + l)h(%Y)l I A(n)W (V%)IYl) , 
where X : N(no) + IE+ and W : N(no) x IR+ + lR+ is continuous and nondecreasing with 
respect to T E B+ for each fixed n E N(no); 
(ii) For any CY > 0, we have 
00 
Xi 
S-l 
W(s,cy) + X(s) c W(I,cu) < 00 
3=7Lo l=Tto 1 
and 
(iii) @(n, no) = O(r(n)) and lim,,, Q(n, no) exists; 
(iv) for any solution y(n) of (2.7) we have y(n) = O(T(~)). 
Then (1.4) and (1.7) are p” asymptotically equivalent. 
PROOF. Let w(n) be any solution of (2.8). Then we have 
w(n) = z(n) - 2 G(n, s + l)H(s). 
.5=7L 
Also, note that Q(n,s + 1) = @I( n,no)9-l(s + l,no) for n > s > no. From Assumptions (i) 
and (ii), we have 
5 QI(n, s + l)H(s) I fy lQ(n, s + l)H(s)l 
.?=?I s=Tl 
co r 
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where p(n) = I+( r~,n0)1 and v(n) = C~“=,[W(s,cy) + X(s) CFIz, W(I,a)] -+ 0 as n + CCL 
Since wg = 20 - Cz”=,, H(s) exists, we easily see that the solution z(n) of (2.4) takes the 
form z(n) = w(n) + Cz”=, Q(n, s + l)H(s). Th e rest of the proof follows the same way as 
Theorem 2.6. I 
We need the following difference inequalities which come from the well-known Bihari-type 
inequality to obtain an asymptotic equivalence between the solutions of (1.4) and (2.7). 
LEMMA 2.8. Let a(n), b(n), and c(n) be nonnegative functions defined on N(no) and d be a 
positive number. If for any n > no the following inequality holds 
n-1 n-1 S-1 
u(n) 5 d + c U(S)‘LL(S) + c b(s) c c(W), 
then 
PROOF. Let 
S-l 
4s) + b(s) c 4) )I 7 n 2 no. l=?W 
n-1 n-1 l-l 
u(n) = d + c 4)4) + c W) c c(k)u@), w(no) = d. 
Then, we have 
n-1 
Au(n) = u(n)u(n) + b(n) c c(+(l) 
It follows from the discrete Bihari-type inequality [g-11] that 
Hence, we have 
40 + w c c(k) 9 n 2 no. 
k=n,, 
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THEOREM 2.9. Assume that the perturbed term h satisfies 
(F’(n+l,no)h(n,s)I <a(& 
r(n) ’ 
n L no, 
and 
IQ-‘(n+Lno)L( , , n s + l)h(s x)1 5 b(n)c(s)H 
r(s) ’ 
n 2 s 2 no, 
where a, b, c : N(no) + l!Z+ and 9(n,nc) = O(r(n)). Th en each solution y(n) of (2.7) exists on 
N(m) and y(n) = O(r(n) exp[Cylio a(s) + b(s) Csil, c(l)]). 
PROOF. Since system (2.7) with f(n,z) = A( ) n z and g(n, s, X) = B(n, S)Z in (1.2) is equivalent 
to (2.8), we consider the solution y(n) as the solution w(n) of (2.8) given by 
n-1 
w(n) = P(n,no)wo + C Q(n, s + l)L(s, n0)z0 
a=720 
n-l 3-l 
+ c Q(n, s + 1) h(s, w(s)) + c L(s, I + l)h(l,w(l)) . 
.S=TQ 1=7hJ 1 
Then, we obtain 
n-1 
b(n)1 2 r(n) 1% + lb + C 4s) !+$! + b(s) E c(l)% , 
S==TZO l=no I) 
where Cz”=,, 6-‘(s + 1, no)L( s,no)zc = ke. Putting Iw(n)\/r(n) = u(n), we have 
72-l n-1 s-1 
u(n) I d + c Q(s)~s) + c b(s) c cW(O, n 1 120, 
where d = Iwe1 + Ilccl. By Lemma 2.8, we obtain 
n-1 S-l 
Ill 2 r(n)dexp c 4s) + b(s) c 4) , n 2 no. I 
.Y=Tlo l=?lo 
THEOREM 2.10. If a, b, and c E Ir(N(nc)) and @( n,nc) = O(r(n)), then (1.4) and (2.7) are p” 
asymptotically equivalent. 
PROOF. From Lemma 2.8, we obtain w(n) = O(r(n)). Also, we have 
s-1 
ak-’ (s+ Lno) h(s,w(s))l + c 1Q-l (s + 1,ne) L(s,l+ l)h(l,w(l))l 
l=?lo I 
s-1 
< - u(s) Iw(s)I T(s) + b(s) c 5 5 
1=7l0 1 [ a=720 u(s)c+ + b(s) 2 c(l)+j] l=no 
=CY u(s) + b(s) c c(l) < co. 
l=no 1 
Furthermore, we have 
I’L’(n,s+l)h(s,w(s))l+ g 19(n,s+l)L(s,l+l)h(l,w(l))l 1 
s=n L l=no I 
I IQ(n,no)/~ 1a-l (s+ 1,no) h(s,w(s))l + 2 IQ-~ (s+ l,no)L(s,I + l)h(l,w(l))l 
.5=?2 l=?lo 1 
5 I* (n, n0)l v(n) = Mn)), 
where p(n) = I@( n,nc)l and v(n) = Q cF=*=,[u(s) + b(s) Cafe, c(l)] + 0 as n -+ m. Hence, (1.4) 
and (2.7) are p” asymptotically equivalent by Corollary 2.7. I 
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3. EXAMPLES 
The following example is an illustration of Lemma 2.1. 
EXAMPLE 3.1. We consider the linear Volterra difference equation 
x(n + 1) = A(n)x(n) + 2 B(n, 3)x(s) 
S=7Q 
= 2x(n) + 2 2n-s2(S), 
(3.1) 
5=Wl 
where A(n) = 2 and B(n, s) = 2”+. Then the linear difference equation equivalent to (3.1) with 
H(n) = 0 in (1.5) is given by 
z(n + 1) = C(n)z(n) f L (n, no) 20 
= 2z(n) + 5 [4. qn+a - l] 20, z (no) = $0, 
(3.2) 
where C(n) = A(n) - L(n,n) + B(n, n) = 2 and L(n,,no) = (1/3)[4.4”-“0 - 11. 
PROOF. Any solution z(n) = z(n,no,ze) of (3.1) through the initial point z(ne, no,ze) = ~0 is 
given by 
cc(n) = T [1+ 2. ,,-,,I , nEN(no). 
Also, it is easy to check that the solution L(n, s) of the functional difference equation (2.1) with 
B(n, s) = 2”-” and A(n) = 2 in Lemma 2.1 is given by 
L(n:s)=5[4.4”-9-I], n 2 s 2 no. 
In fact, L(n, s) = (1/3)[4. 4”-S - l] satisfies equation (2.1) 
n-1 
B(n, s) + L(n, s + l)A(s) - L(n, s) + c L(n, I+ l)B(Z, s) 
= 2”-s + 1 
3[ 
4.4~~s-1 _ 112 _ f 14.40-s - 11 + n2 $ [4.47+2-l - l] 21-s 
kS 
for each n 2 s 2 no. 
Next, we can easily see that the solution z(n) of (3.1) is also the solution of (3.2) since 
s(n + 1) = y [l + 2 . qn+leno] 
zz 2$ [1+ 2. 4n-n0 - l] + ; [4.4”-no - 11 zo 
= C(n)z(n) + L (n, no) 20. I 
EXAMPLE 3.2. To illustrate Theorem 2.4, we consider two linear difference systems 
z(n + 1) = C(n)z(n) + L (n, no) 50, z (no) = zo, (3.3) 
and 
w(n + 1) = C(n)w(n) + L(n, n0)z0 + H(n), w (no) = too. (3.4) 
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Assume that ]L(n,s)] 5 ke~y~(~-~), IF(n)1 5 keoan, and jQ(n,s)] 2 !QCY”-~ for n > s > no and 
0 < CI: < 1. Then (3.3) and (3.4) are 01’ asymptotically equivalent. 
PROOF. First, we will show that Cz”=,, [H(s)] < 00. 
n-l n-1 
lH(n)l = F(n) + c L(7l, s + l)F(s) 5 kccP + c JQ)C$--s--lkccP 
.S=TLo 3=7X() 
=kOcY2n l+ko+c) 
[ 
] =k OcY2n [l,,,&]) n>no=O. 
Thus, we have 
since 
lim 57~9 = lim 
(a! - 1)(/C + l)a”+r - c$+2 + cx 
k-co k-ica (1 - cY)2 
O<cy<l, afl. 
n=O 
Now we can show that Cz”=, a( n, s + l)H(s) = ~(a”) by the following estimate: 
~lwv+~)llw 
.9=12 
where v(n) = ~~“=,[o’ + (rC~/c~)so~] --) 0 as n + 00. 
that (2.4) and (2.5) are 0’ asymptotically equivalent. 
Hence, it follows from Theorem 2.4 
I 
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