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Abstract 
This dissertation examines the electronic properties of topological materials in their thin film 
forms, including a prototypical topological insulator (TI), Bi2Te3, and a newly discovered 
topological Dirac semimetal (TDS), α-Sn under suitable strain. TIs and TDSs have nontrivial 
surface states and unique bulk electronic structures. Because of that, they possess many unusual 
physical properties and are promising materials for realizing novel device applications, such as 
low-power electronics, spintronics and quantum computation. In this thesis research, high-quality 
thin-film topological materials are prepared in situ by molecular beam epitaxy (MBE) and 
characterized by experimental tools, including reflection high-energy electron diffraction (RHEED) 
and X-ray diffraction (XRD). The electronic properties of the thin-film topological materials are 
studied by a combined method of angle-resolved photoemission spectroscopy (ARPES) and first-
principles calculations.  
We have studied the electronic structure of Bi2Te3 films using ARPES with circularly-
polarized lights. Our ARPES results show a thickness-dependent electronic structure of Bi2Te3 
films. In addition, we have studied the circular dichroism (CD) from Bi2Te3 films in a wide range 
of photon energies and film thicknesses. Our comprehensive measurements show that it has a 
complicated behavior with photon energy and film thickness, which is explained by our theoretical 
model of CD. Our results establish the nontrivial connection between the spin-orbit texture and 
CD from TIs.   
Finally, based on first-principles calculations, we have proposed that -Sn, an ordinary zero-
gap semimetal, becomes a TDS under suitable strain. High-quality -Sn films have been 
successfully grown on InSb(111) substrate. XRD characterizations demonstrate that the -Sn films 
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are strained in the desired way discussed in our theoretical calculations. Using ARPES, we have 
observed the evidences for TDS phase in strained -Sn films, which are in excellent agreement 
with our theoretical predictions. Our results establish the first known case of TDS based on a 
simple elemental material.  
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1 Introduction 
Topological materials are new classes of materials characterized by topological orders, rather 
than the traditional way based on symmetry [1]. This dissertation is focused on two types of 
topological materials, including topological insulators [1] and topological Dirac semimetals [2–4]. 
Because of their unique electronic structure and physical properties, they present opportunities for 
studying fundamental physics [1,2,5], novel device applications in electronics, spintronics and 
quantum computation [6–8].  
A topological insulator is insulating in the bulk, but metallic on its surfaces because of its 
topological surface states, which are protected by time-reversal symmetry [1]. The topological 
surface states are spin-polarized and robust against nonmagnetic impurities, and thus are promising 
for applications in low-power electronics and spintronics. In addition, topological insulators can 
be used for realizing fundamental physics, such as quantum anomalous Hall effect [9,10] and 
Majorana fermions [11].  
Besides topological insulators, topological semimetals are another important class of 
topological materials. There are two kinds of topological semimetals, topological Dirac semimetal 
(TDS) [2–4,12] and Weyl semimetal [13]. In this dissertation, we are focused on the first one, TDS, 
which is the first example of topological phases of gapless systems. In such systems, the bulk 
conduction band (CB) and valence band touch at multiple discrete points in bulk Brillouin zone, 
near which the dispersion relations are linear along all three momentum directions. Near the Fermi 
level, the low-energy electronic excitations in TDS can be taken as massless Dirac fermions 
described by the Dirac equation. Such massless Dirac fermions are similar to that in graphene [14], 
but they are three-dimensional (3D) rather than two-dimensional (2D). Furthermore, TDS 
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possesses topological orders and thus support nontrivial surface states. It has been predicted that 
TDS phases exist in materials including A3Bi (A=Na, K, Rb) and Cd3As2 [2,3], which have been 
confirmed by later experiments [4,15–17]. The 3D Dirac fermions and topological surface states 
have been observed in these materials. Transport measurements of TDS materials have shown that 
they possess a number of novel physical properties, including high carrier mobility, giant linear 
magnetoresistance, chiral anomaly and so on [18,19]. Because of these novel properties, TDS 
materials might have potential device applications, such as fast electronics and storage devices.  
Implementation of topological materials in device configuration requires the use of thin films 
for large-scale integration. When the films become sufficiently thin, quantum confinement effects 
will come into play and influence the electronic structure and spin texture of the topological surface 
states [20–22]. In addition, thin films require substrates for support, and the interfacial interactions 
can influence the materials’ properties. Therefore, it is important to characterize the electronic 
properties of thin-film topological materials, which is the motivation of this dissertation. 
The first step in my thesis research starts with growth of high-quality thin film samples using 
molecular beam epitaxy (MBE) technique, which takes considerable efforts. The surface condition 
of the substrates is crucial for the structural quality of epitaxial thin films. The structural qualities 
of thin films are examined by reflection high-energy electron diffraction (RHEED). The electronic 
structure of the thin films is studied by a combined method of angle-resolved photoemission 
spectroscopy (ARPES) and first-principles calculations. The spectroscopic information of thin 
films provides important information about understanding their transport properties and guidance 
for device applications.  
Specifically, our work in this dissertation examines the electronic structure of Bi2Te3 films 
and -Sn films. Bi2Te3 is a prototypical 3D topological insulator. ARPES using circularly 
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polarized light has been employed to study topological insulators [23–27]. The difference between 
the photoemission intensities arising from excitation by oppositely circularly polarized light yields 
a circular dichroism (CD) signal, and this method has been widely employed for characterizing the 
magnetic moments of magnetic materials. More recently, this method has been employed to study 
topological insulators and large CD signals from these materials have been discovered. However, 
the mechanism for the large CD and its relationship with spin polarization are not well-understood 
and have been under debate. Our study is to investigate the mechanism of CD from Bi2Te3 [28]. 
Our experimental results have shown that CD from Bi2Te3 films has a complicated behavior for 
varying photon energies and film thicknesses. In addition, we have built a theoretical model of CD 
that successfully reproduced the experimental results, which will be discussed in detail in Chapter 
5. -Sn is a zero-gap semimetal. Our first-principles calculations propose that -Sn under 
compressive strain along in-plane directions (specifically, inside the (111) plane) will become a 
TDS [29]. In addition, we have successfully grown high-quality -Sn films on InSb(111) substrate. 
The slight lattice mismatch between the substrate and -Sn film results in a small compressive 
strain along in-planed directions. Using ARPES, we have observed evidences for TDS phase in 
strained -Sn films, which is in excellent agreement with our theoretical predictions. Our results 
establish the first known case of TDS based on a simple elemental material. The related details 
will be presented in Chapter 6.  
 
1.1 Thesis Overview 
This thesis is organized as follows: Chapter 2 and Chapter 3 provides the background 
information necessary to understand angle-resolved photoemission spectroscopy and other 
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experimental techniques involved in the thesis research. Chapter 4 provides the necessary 
theoretical backgrounds for understanding the work in this thesis. Chapter 5 describes our study 
of photoemission circular dichroism from Bi2Te3 – a prototypical topological insulator. Chapter 6 
presents our work on -Sn films grown on the InSb(111) – an elemental topological Dirac 
semimetal. Finally, Chapter 7 summarizes our work in this thesis and points out some possible 
directions for future research.  
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2 Experimental Background 
2.1 Introduction 
The experiments discussed in this thesis consist of two major parts: growth of thin-film 
materials, and subsequent characterizations of the lattice structure and electronic structure of these 
thin-film materials. This chapter will present the reader with the information necessary to 
understand these experiments. Angle-resolved photoemission spectroscopy, the primary 
experimental technique in this thesis, will be covered in the next chapter. 
 
2.2 The Need for Ultra-High Vacuum 
Both the two major parts of experiments in this thesis require ultra-high vacuum (UHV). In 
the first part, thin-film materials are grown using molecular beam epitaxy (MBE, will be 
introduced later), which would require UHV. Otherwise, the heating elements in MBE will fail 
and lots of air molecules will be introduced into thin-film samples as impurities during film growth. 
In the other part, characterizations of thin-film materials using RHEED and ARPES will also 
require UHV because these techniques are surface sensitive. The sample surfaces must be free of 
contaminations during the characterization experiments, which requires UHV. Let’s estimate how 
“high” the vacuum level should be for our experiments. For a surface in contact with ideal gas 
with pressure P, the impingement rate or molecular flux rate per unit area is  
𝐹 =
𝑃
√2𝜋𝑚𝑘𝐵𝑇
 , (2.1) 
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where T is temperature, m is molecular mass and 𝑘𝐵 is Boltzmann constant. Assuming that every 
gas molecule that impinges the sample surface will stick, at a pressure of 10-6 Torr and room 
temperature the sample surface will be completely covered by a monolayer of gas molecules in 
approximately 1 second. However, experiments typically last for a few hours. Therefore, to keep 
sample surface free of contamination during experiments, it is necessary to keep sample under 
vacuum with a pressure of lower than 10-10 Torr. 
The standard procedure for achieving UHV in our chamber is as follows: First, make sure that 
the chamber is free of air leak, especially at the joints of flanges. Copper or Viton gaskets are used 
to seal the gap between two flanges. Next, pump down the chamber to rough vacuum (~ 10-6 Torr) 
using rotary and turbo pumps. Then start ion pump. With ion pump on, the pressure can go down 
to 10-8 Torr or even better, but this is not good enough. To achieve the vacuum condition (< 10-10 
Torr) required by ARPES measurements, the vacuum chamber has to be “baked”, during which 
the chamber is heated up to 150 °C for about two days. During the baking process, the gas 
molecules absorbed on the chamber walls will come out and be pumped away by ion pump or 
turbo pump. After the baking, the chamber pressure can go down to ~10-11 Torr. Titanium 
sublimation pumps can be turned on periodically to provide additional pumping power.  
In order to obtain UHV, all components inside the vacuum chamber should be free of 
contaminations, especially organic substances such as grease, which has high vapor pressure and 
is hard to remove. When servicing parts in the vacuum chamber, wear clean gloves and use clean 
tools.  
 
2.3 Molecular Beam Epitaxy 
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In this dissertation, all thin-film samples are grown using molecular beam epitaxy (MBE). 
With this technique, one can grow thin-film single-crystal samples with precisely controlled 
thickness, from monolayer to bulk-like.  
Figure 2.1(a) is a schematic that shows how MBE works. Let’s take the epitaxial growth of α-
Sn film for example. High-purity (99.999%) Sn sources are put inside a crucible made of tungsten 
(W) or molly. When passing an electric current through the W filament, it is heated to a few 
thousand degrees and then evaporates electrons in a process called thermionic emission. There is 
a high voltage (~ 1 kV) across the gap between the crucible and W filament, which accelerates the 
emitted electrons toward the crucible. The resulting electron bombardment heats up the crucible 
and Sn sources to high temperature. Then, Sn sources evaporate, deposit on the surface of substrate 
and form a uniform film. During the film deposition process, reflection high-energy electron 
diffraction (RHEED) is used to monitor the film quality and thickness. The technical details of 
RHEED will be covered in the next section. Figure 2.1(b) show one of the MBE chambers we used 
to grow thin-film materials. To grow a compound material, such as Bi2Te3, two crucibles will be 
needed, one for evaporating Bi source and the other for Te source.  
From the descriptions above, it may sound easy to grow thin-film materials. Actually, it is not. 
There are a few crucial steps in the growth process of thin-film materials that require great attention 
and patience. The first crucial step is to prepare a clean and smooth surface of substrate. Otherwise, 
the crystallinity of thin films will be greatly reduced. Depending on the material of substrate, there 
are several ways to prepare its surface. For Si and SiC, their surfaces can be cleaned by heating at 
~ 1200 °C [1,2], which will remove contamination or oxidation on the surfaces by thermal 
evaporation. As for other substrates that have lower melting points, such as InSb or GaAs, a 
different method known as sputtering and annealing is used to clean the substrate surface [3]. 
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Firstly, Argon gas is introduced into the vacuum chamber and then ionized into Ar+ ions. The Ar+ 
ions will be accelerated by an electric field and directed onto substrate surface. The resulting Ar+ 
bombardment will remove contamination or oxidations on the substrate surface. However, Ar+ 
bombardment can cause damages on the substrate surface, which can be fixed by annealing. In the 
annealing process, the substrate is heated to a certain temperature and then quickly cooled down. 
With repeated cycles of sputtering and annealing, a clean and smooth surface will be obtained. The 
typical argon pressure for sputtering is 4 × 10-6 Torr. The accelerating voltage and emission current 
of the sputter gun is typically 500 V and 10 mA, respectively.  
Another crucial step is to keep the substrate at an appropriate temperature during the film 
deposition process. The growth temperatures of thin films are usually figured out from many times 
of trials and errors. For example, the growth temperature of Bi2Te3 is around 300 °C, at which 
temperature Bi would react with Te and form Bi2Te3 compound.  
One fundamental advantage of growing thin-film samples using MBE is that one can precisely 
control the sample thickness in nanometer scale. The deposition rate is controlled by the total 
thermal power supplied to the crucible, which is the product of high voltage between the crucible 
and W filament and emission current. By controlling the high voltage or filament current, one can 
tune the film deposition rate, which is generally kept low to allow the films to grow epitaxially. 
The actual deposition rate is usually calibrated with a quartz crystal microbalance (QCM) thickness 
monitor, which measures the change of the oscillation frequency of a quartz crystal as a result of 
its increasing mass due to film deposition. The inaccuracy of QCM thickness monitor is typically 
less than 10%. 
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2.4 Reflection High-Energy Electron Diffraction 
After growing thin-film samples, it is important to check sample quality. The most common 
technique for surface characterization is electron diffraction, which is fast and efficient. There are 
two types of electron diffraction technique, reflection high-energy electron diffraction (RHEED) 
and low-energy electron diffraction (LEED). In MBE chamber, RHEED is a standard equipment 
as it can provide real-time information about thin-film sample as film deposits.  
The schematic in Figure 2.2 shows how RHEED works. A focused and monoenergetic (≈ 10 
keV) electron beam impinges on the sample surface at a grazing angle (about 3-4° with respect to 
the sample surface). The electrons get diffracted by sample surface and then illuminate the 
fluorescent screen. Because of the grazing incidence angle, the electron beam has a very small 
penetration depth into the sample and thus RHEED is sensitive to the atomic structure on the 
surface. The 2D lattice structure on the surface can be thought of as a 3D lattice with a very large 
lattice constant along z direction (surface normal). Therefore, the reciprocal space corresponding 
to the 2D lattice on the surface consists of rods that run along z direction (reciprocal rods shown 
in Figure 2.2). Each diffraction spot on RHEED screen corresponds to a crossing of a reciprocal 
rod with the Ewald sphere. Because of this diffraction geometry, the diffraction spots on RHEED 
screen form a series of Laue circles as shown in Figure 2.2. It is important to mention that the 
spacing between two adjacent diffraction spots is proportional to that of two adjacent reciprocal 
rods, or inversely proportional to the lattice constant in real space. Therefore, one can calculate the 
lattice constants of sample from RHEED patterns given the geometric parameters such as the 
incidence angle and the sample-to-screen distance.  
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RHEED pattern reflects surface quality. A well-ordered and smooth surface corresponds to a 
RHEED pattern with bright, sharp diffraction spots with a dark background. By contrast, a 
disordered surface gives rise to a RHEED pattern with fuzzy spots with bright backgrounds, or 
just white backgrounds.  
The atoms on the surface of a crystal usually rearrange themselves into a surface lattice with 
a larger unit cell that is commensurate with the bulk lattice. This phenomenon is called surface 
reconstruction, which is driven by energy minimization of the surface to reduce the number of 
dangling bonds on the surface [4]. The most common substrate we use for thin-film growth is the 
(111) surface of Silicon (Si). This surface has a well-known 7x7 reconstruction, which has a 
“dimer-adatom-stacking fault” structure [1] as shown in Figure 2.3. Here, “7” means that the lattice 
vector of surface unit cell is 7 times that of bulk unit cell. The RHEED pattern for this surface is 
shown in Figure 2.4. The relatively brighter spots, or “bulk” spots, arise from the diffraction from 
the bulk lattice. The relatively dimmer spots, or “surface” spots, arise from the reconstructed 
surface lattice. There are 6 surface spots between two bulk spots, indicating that the periodicity of 
surface lattice is 7 times that of bulk lattice.  
RHEED can also provide real-time information as film grows. For films that grow in a layer-
by-layer mode, one can tell how many layers of films have been deposited by tracking the intensity 
of RHEED pattern as a function of time. As shown in Figure 2.5(a), when a complete monolayer 
has been grown, the RHEED intensity is maximum. As film grows, the surface becomes more and 
more rough, thus RHEED intensity goes down. When half a monolayer is deposited, the surface 
is roughest and RHEED intensity reaches minimum. As film continues growing, the surface starts 
becoming smoother. As a result, the RHEED intensity starts increasing and reaches maximum 
when another layer of film has been deposited. Therefore, one oscillation period of RHEED 
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intensity corresponds to the growth of a monolayer film. Based on this simple relation, the 
thickness of film can be inferred from RHEED oscillation curves. Figure 2.5(b) shows the RHEED 
intensity of α-Sn films as a function of deposition time. There are five oscillation periods, 
indicating that five layers of α-Sn films have been grown. 
 
2.5 X-ray Diffraction 
X-ray diffraction (XRD) is a powerful technique for determining the atomic structure of a 
crystal. As illustrated in Figure 2.6(a), a beam of X-ray shines on the sample, and then scattered 
by each atomic site. The scattered X-ray beam from each atomic site will interfere with each other 
and form a diffraction pattern on a detector screen. The difference between the path lengths for x-
ray beams reflected from two adjacent crystal planes is 2𝑑𝑠𝑖𝑛𝜃. When 2𝑑𝑠𝑖𝑛𝜃 equals an integer 
(𝑛) multiple of the X-ray wavelength 𝜆, the interference will be constructive, which corresponds 
to a diffraction spot on the detector screen. Hence, the Bragg’s Equation 
2𝑑𝑠𝑖𝑛𝜃 = 𝑛𝜆, (2.2) 
which describes the condition for constructive interference to be at its maximum. Considering that 
the lattice constant 𝑑 is in the order of Angstrom, the energy of x-ray beam used in XRD is in the 
order of 10 keV. The penetration depth for X-ray in that energy range is typically about a few 
micrometers.  
The thin-film samples that we study is typically a few nanometers thick. When characterizing 
thin-film samples with XRD, the incident X-ray beam shines at sample with a grazing incidence 
angle (0.5°) to enhance the signal from thin-film [5] (as shown in Figure 2.6(b)).  
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2.6 Figures 
 
 
Figure 2.1. Molecular beam epitaxy (MBE) system in our lab (a) A Schematic diagram of our 
MBE chamber. (b) A photo of our MBE chamber. 
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Figure 2.2. A schematic view of the diffraction geometry of RHEED  [6]. The diffraction spots on 
the RHEED screen arise from crossings of the reciprocal rods (of the sample surface) with the 
Ewald sphere. The resulting RHEED pattern consists of Laue circles. Red (blue) lines correspond 
to Laue circle #0 (#1), respectively. 
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Figure 2.3. DAS model of the Si(111)-7x7 surface  [1]. (a) Side view. (b) Top view. 
 
16 
 
 
Figure 2.4. RHEED pattern from Si(111)-7x7 surface taken along [11̅0] direction in real space [7]. 
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Figure 2.5. Oscillation of RHEED intensity. (a) A schematic diagram that illustrates how the 
intensity of RHEED pattern change with film deposition. One oscillation period of RHEED 
intensity corresponds to the deposition of one monolayer film [8]. (b) An example of RHEED 
oscillation, which is from the deposition experiment of α-Sn films. Each blue arrow marks the end 
of each oscillation period [9].  
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Figure 2.6. Schematic diagram for X-ray diffraction (XRD) experiments. (a) Explanation of 
Bragg’s Equation. (b) Experiment geometry for XRD characterizations of epitaxial thin films. The 
X-ray beam shines the thin film sample at a grazing angle (~ 0.5°) to enhance signal from thin film 
layer.  
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3 Angle-Resolved Photoemission Spectroscopy 
3.1 Introduction 
Angle-resolved photoemission spectroscopy (ARPES) can directly probe the band structures 
of solid materials. This unique advantage, together with its broad applicability to various material 
systems, has made ARPES a technique that is widely used to study solid state materials. Recent 
years witnessed the important role that ARPES played in the studies of high-temperature 
superconductivity, quantum-well states, topological insulators and so on. It is also the primary 
experimental technique in the studies presented in this dissertation. This chapter provides an 
introduction to ARPES that will allow readers to understand the work presented here. An intuitive 
physical picture of the ARPES process based on a three-step model will be presented in Sec. 3.2. 
The Major apparatus employed in ARPES experiments, including light sources and electron 
analyzers, will be discussed in Sec 3.3. A more rigorous interpretation of the photoemission 
process will be covered in Sec. 3.4. 
 
3.2 An Intuitive Picture of Photoemission Process 
The fundamental principle of photoemission spectroscopy is the photoelectric effect explained 
by Einstein in 1905. The typical experimental geometry for an ARPES experiment is shown in 
Figure 3.1. A beam of monochromatic photons with energy ℎ𝑣 impinges on the sample and excites 
electrons from ground state to excited states. As a result, the excited electrons can have enough 
energy to escape the material as a result of photoelectric effect. These electrons, called 
photoelectrons, are then be collected and analyzed by an electron analyzer, which records the 
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kinetic energy and the emission angle of photoelectrons. From the recorded information, the 
electronic properties of sample can be deduced.  
A more comprehensive description of photoemission process, the three-step model [1,2] has 
been developed to capture the essential physics of photoemission, and has been widely adopted in 
the photoemission community [3]. According to this model, the photoemission process is divided 
into three independent and sequential steps as shown in Figure. 3.2: 
(1) optical excitation of the electron in the bulk, 
(2) transport of the excited electron to the surface, 
(3) escape of the photoelectron into vacuum.  
In step (1), an occupied electronic state (initial state) is excited into an unoccupied state (final state) 
through photon absorption. The momentum of photons used in typical ARPES experiments is 
negligible compared to that of electrons, thus the momentum of electron is essentially unchanged 
in the photon absorption process. Step (2) can be described in terms of an effective mean free path 
which is proportional to the probability that the excited electron will reach the surface without 
scattering. The inelastic scatterings of electrons give rise to a continuous background in the 
photoemission spectra which is usually ignored or subtracted. Once the electron reaches the 
surface (step (3)), it overcomes the work function of the material and eventually emits from the 
surface. Within this process, the momentum perpendicular to the surface is not conserved, and the 
electron is refracted in a manner similar to that of light at the interface between two materials. 
Nevertheless, the parallel component of the momentum is still conserved (analogous to Snell’s 
Law). 
In the photoemission process, the law of energy conservation requires 
𝐸𝑘 = ℎ𝑣 − 𝑊 − |𝐸𝐵| ,      (3.1) 
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where 𝐸𝑘 is the kinetic energy of the electron in vacuum, 𝑊 is the work function of the material, 
and 𝐸𝐵 is the binding energy of the initial state relative to the Fermi level. The conservation of the 
parallel momentum gives 
𝑘∥ = √(
2𝑚
ℏ2
) 𝐸𝑘𝑠𝑖𝑛𝜑 , (3.2) 
where 𝑘∥ is the parallel wave vector of the initial state, 𝜑 is the polar emission angle shown in 
Figure 3.1. 𝐸𝑘, W and 𝜑 can be all measured directly from the experiment. Therefore, the binding 
energy and in-plane wave vector of the electronic states before photoemission can be determined 
from Equations 3.1 and 3.2, respectively. The results from an ARPES measurement are typically 
expressed as photoemission intensity I as a function of 𝐸𝐵, 𝑘𝑥 and 𝑘𝑦, or 𝐼(𝐸𝐵, 𝑘𝑥, 𝑘𝑦), an example 
of which is shown in Figure 3.3. Tracing the peaks in the photoemission data allows us to obtain 
the in-plane dispersion of the occupied bands. A plot of photoemission intensity as a function of 
energy for a fixed (kx, ky) is called the energy distribution curve (EDC), while the momentum 
distribution curve (MDC) refers to the photoemission intensity as a function of 𝑘∥ at a fixed energy 
EB. 
The perpendicular momentum of the initial state, 𝑘⊥, cannot be directly determined from 
ARPES. Extracting 𝑘⊥ requires knowledge of the final state band dispersion, which is generally 
complicated. This is the well-known “𝑘⊥ problem” in photoemission. The 𝑘⊥ problem is not an 
issue for two-dimensional systems, because there is no dispersion along the z direction. However, 
this problem is very important for three-dimensional systems. In practice, if the energy of final 
state electron is high enough above the vacuum level, the final state can be approximated as a free-
electron state [4] 
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𝐸𝑓 =
ℏ2(𝑘∥
2 + 𝑘⊥
2)
2𝑚
− 𝑉0 , (3.3) 
where 𝑉0, called the inner potential of the material, describes the energy difference from the bottom 
of the valence band to the vacuum level. It is essentially the zero-order term in the expansion of 
the crystal potential and is typically in the order of 10 eV for most materials. Normally, 
photoemission data are taken at various photon energies, and V0 is obtained by matching the 
experiment with the theory. With the obtained V0, 𝑘⊥ of initial state electron can be determined. A 
detailed discussion of the photon energy dependence will be given in Sec. 3.4. 
The three-step model is only a phenomenological model, because the division of the 
photoemission process into three steps is artificial and unrealistic. A more accurate theory of 
photoemission that involves the rigorous quantum-mechanical treatment will be presented in Sec. 
3.4. 
 
3.3 Major Components in ARPES 
As seen in Figure 3.1, both the photon source and electron analyzer are the key components 
in ARPES experiments. The photon source dictates the photoemission process. There are two types 
of photon sources used by our group, including synchrotron and gas-discharge lamp, which will 
be introduced later. The energy and angular resolutions of ARPES data are mainly determined by 
the electron analyzer and energy resolution of photon source.  
 
3.3.1 Photon Source 
Most of ARPES experiments in this dissertation were done in synchrotron labs, including the 
Synchrotron Radiation Center (SRC) at University of Wisconsin, Madison and the Advanced Light 
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Source (ALS) at Lawrence Berkeley National Laboratory. Synchrotron radiation is an excellent 
photon source for ARPES experiments because its photon energy is continuously tunable and it is 
very bright. 
The synchrotron radiation is generated by magnetically bending high-energy electrons 
(typically a few GeVs) that are held inside a storage ring (Fig. 3.4(a)). Classical electrodynamics 
states that charged particles that undergo acceleration will emit electromagnetic radiation. When 
the electron speed 𝑣 approaches the speed of light c, the radiation is constrained to a narrow cone 
with an angular width of 𝜃 = √1 − (𝑣/𝑐)2 as a result of relativistic effects [5]. The direction of 
the radiation cone is tangential to the circular path of the electrons. This strong forward distribution 
gives rise to the high brightness and low emittance of the synchrotron light source. In addition, the 
energy range of radiation spectrum is very broad, which allows for tuning the energies of photons 
in a wide range. In modern synchrotron facilities, many insertion devices, such as wigglers or 
undulators, are installed along the storage ring to enhance the output of photon flux. The intention 
is to create alternating magnetic fields along the electron path and force the electrons to undergo 
oscillations and radiate more photons (Fig. 3.4(a)). The photons coming out from each insertion 
device will then go through focusing mirrors and grating chambers before reaching an experiment 
chamber. A beamline in a synchrotron facility refers to the combination of the insertion device, 
mirrors, slits, monochromatic gratings, etc. 
The layout of a typical plane grating monochromator (PGM) beamline for ARPES is shown 
in Fig. 3.4(b) [3]. The Spherical mirrors are used to focus the beam spot typically to <1 mm. The 
slits are generally chosen so that the energy resolution of incoming photons matches the energy 
resolution of the electron analyzer. The monochromatic photon is obtained by utilizing the 
diffraction from a grating made of a single crystal, such as Si. Since the direction of incident and 
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outgoing photons is fixed in the grating chamber, the desired photon energy is attained by rotating 
the grating to a specific angle to meet the Laue condition for this photon energy. At the same 
crystal position, there will be multiple photon energies that also satisfy the Laue condition (higher-
order photons). This problem becomes more severe when the desired photon energy is low. In such 
a case, it is common to use filters to eliminate higher-order contamination. 
Each beamline has its own characteristic that is suitable for one specific type of study. For 
example, the U-NIM beamline at SRC has a high flux at low photon energies, which permits 
APRES measurements with excellent momentum resolution. The PGM beamline has a high flux 
for a wide range of photon energies, which makes it an excellent choice for general APRES studies. 
The Apple beamline allows for continuous variations in the polarization of the incoming photons, 
which is useful for studying the symmetry or orbital character of electron wave function. 
Synchrotron radiation is an excellent light source, but it is not easy or convenient to get. In 
many ARPES labs, such as our lab on UIUC campus, synchrotron radiation is not available. Instead, 
gas-discharge lamp is used as the light source for ARPES experiments. In some other labs, lasers 
are used instead. A gas-discharge lamp uses a noble gas, such as Helium. Take Helium discharge 
lamp for example, a high-voltage pulse ionizes Helium gas and turns it into a plasma, which 
consists of He+ ions and electrons. The electrons are accelerated by an electrical field or a 
microwave. When the energized electrons collide with He+ ions, they excite the latter into excited 
states. The excited He+ ions aren’t stable and will decay to ground states, during which photons 
will be emitted. The photon energy equals the energy difference between the excited state and 
ground state. Since the energy level of a Helium atom is discrete, the energy spectrum of emitted 
photons is discrete. The most intense emission, He I, corresponds to a photon energy of 21.2 eV. 
The brightness of modern He-discharge lamp is comparable with that of a synchrotron. However, 
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the photon energy from a He-discharge is not continuously tunable, which is a significant 
disadvantage compared to synchrotron radiation.  
 
3.3.2 Electron Analyzers 
Modern electron analyzers employ 2D detectors, which allow for the simultaneous acquisition 
of energy distribution curves (EDC) at a wide angular range. This feature has greatly enhanced the 
rate of data acquisition. High angular and energy resolutions make ARPES a leading tool in the 
investigation of the electronic properties of solid state materials. 
Let us start by looking at how the hemispherical electron energy analyzer works. A schematic 
diagram of a hemispherical electron energy analyzer is shown in Fig. 3.5. The electrons emitted 
from the sample are focused and retarded by the lens and enter the analyzer through the entrance 
aperture. Only electrons with the right kinetic energy can go through the hemispherical analyzer 
and reach the exit aperture without colliding with the inner walls of the analyzer. The kinetic 
energy of the electron traveling on the central path 𝑅0 =
𝑅1+𝑅2
2
 is given by [6] 
𝐸𝑝 =
𝑒𝑉
𝑅2
𝑅1
−
𝑅1
𝑅2
 , 
(3.4) 
The energy 𝐸𝑝 is called the pass energy of the analyzer, and it is determined by the radii of 
both hemispheres and the voltage applied between them. Electrons that have the same kinetic 
energy but a different entrance angle can still reach the exit aperture, although they undergo 
slightly different trajectories. The pass energy is normally fixed during an EDC scan for a constant 
energy resolution. In order to scan different energies, a retarding voltage is applied at the lens to 
adjust the electrons’ energy to the pass energy. 
The energy resolution of a hemispherical analyzer is given by 
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∆𝐸 = 𝐸𝑝 (
𝑥1 + 𝑥2
2𝑅0
+ 𝛼2) , (3.5) 
where 𝑥1  and 𝑥2  are the radii of the entrance and exit apertures, 𝛼  is the maximum angular 
deviation of the electron trajectories at the entrance and is determined by the lens system. It is 
obvious from Eqn. (3.5) that a large hemisphere is favored because of a better resolution. The pass 
energy and the aperture sizes are usually set to achieve a good compromise between signal 
intensity and energy resolution. 
The hemispherical electron analyzer shown in Fig. 3.5 can only measure the photoemission 
spectrum at one emission angle (EDC) per scan. This makes Fermi surface mapping very time-
consuming. The invention of 2D electron analyzer has greatly increased the rate of data acquisition. 
Fig. 3.6 shows a schematic diagram of the 2D electron analyzer. The apertures are replaced by 
slits, which permits electrons with a wide range of emission angles to enter the analyzer 
simultaneously. The original point detector is now replaced with a 2D detector, with one dimension 
to resolve energy and the other one to resolve emission angle. The position where an electron hit 
the 2D detector is determined by the electron’s kinetic energy and emission angle. The exact 
conversion between the positions on the detector and the electron’s kinetic energy/emission angle 
is done by the Scienta software. The energy window on the 2D detector is quite small. Therefore, 
the retarding voltage has to be scanned (in the swept mode) if a large energy range is to be 
measured. 
The acquired data after each scan is a 2D matrix, with one axis being the electron’s kinetic 
energy and the other the emission angle along a certain direction as shown in Fig. 3.7. Each data 
point in the 2D matrix represents the photoemission intensity, which is displayed by different 
colors. Besides the rapid data acquisition rate, the photoemission data taken with the 2D electron 
28 
 
analyzer can be directly visualized. In Fig. 3.7, the valence bands and conduction bands of a Bi2Te3 
film can be clearly identified even in the original ARPES spectrum. 
 
3.3.3 Surface Sensitivity of ARPES 
Photoemission spectroscopy is a surface sensitive technique. It is very suitable for studying 
surface-related electronic states, meanwhile it is restricted to probe only the surface part of a 
general bulk contribution. Photons usually have no trouble penetrating crystal samples, but the 
short mean-free path of photoelectrons limits the probing depth. Fig. 3.8 shows a plot of the 
experimental mean free path λ of electrons as a function of the kinetic energy [7,8]. The dots are 
the empirically-determined values of λ for many different materials, showing that λ is almost 
material independent. Due to the constraint from the photoemission cross section, as well as the 
energy and momentum resolution, ARPES experiments for valence electrons are typically carried 
out with the kinetic energy of electrons in the range of 10-200 eV, which corresponds to a mean 
free path of 5~10 Å. Considering the mean free path, the photoemission intensity mainly comes 
from only the first few atomic layers of the material. The electrons from deeper layers form a 
continuous secondary electron background as a result of inelastic scatterings. The surface 
sensitivity of ARPES requires that the sample surface stays clean and free of contamination during 
the measurement. Therefore, an UHV system is essential for a successful APRES experiment. 
 
3.4 Photoemission Theory 
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Section 3.2 presents an intuitive picture of photoemission process based on the three-step 
model. In this section, a rigorous and quantitative theory of photoemission process will be 
presented, following some previous reviews on this subject [3,9–11].  
The photocurrent produced in a photoemission experiment results from the photoexcitation of 
N-electron ground state Ψ𝑖
𝑁 to the final states with wavefunction Ψ𝑓
𝑁 by the photon field having 
the vector potential A. The transition probability can be approximated by Fermi’s Golden Rule [9]: 
𝑤𝑓,𝑖 =
2𝜋
ℏ
|⟨𝛹𝑓
𝑁|𝐻𝑖𝑛𝑡|𝛹𝑖
𝑁⟩|
2
𝛿(𝐸𝑓
𝑁 − 𝐸𝑖
𝑁 − ℎ𝑣) , (3.6) 
where 𝐸𝑓
𝑁 and 𝐸𝑖
𝑁 are the initial- and final-state energies of the N-particle system. The interaction 
Hamiltonian is given by 
𝐻𝑖𝑛𝑡 =
𝑒
2𝑚𝑐
(𝑨 ∙ 𝒑 + 𝒑 ∙ 𝑨) =
𝑒
𝑚𝑐
(2𝑨 ∙ 𝒑 − 𝑖ℏ𝜵 ∙ 𝑨) , (3.7) 
where 𝒑 is the momentum operator and 𝑨 is the electromagnetic vector potential. The 𝑨 ∙ 𝒑 term 
in Eqn. (3.7) is called the direct transition term which normally dominates in the photoemission 
intensity. It preserves the crystal momentum of the electron during the photoexcitation process. 
Usually, the 𝛁 ∙ 𝑨 term is ignored by choosing an appropriate gauge. However, near the surface 
this term can be large and comparable with the direct transition term as the vector potential 𝑨 is 
discontinuous across the surface [12,13]. Detailed discussion of 𝛁 ∙ 𝑨 term can be found in section 
3.4.2. For materials with strong spin-orbit coupling, there is an additional spin-orbit coupling term 
in the interaction Hamiltonian 𝐻𝑖𝑛𝑡 for photoemission process, which will be discussed in detail in 
section 3.4.3. 
Now let us look at the wavefunctions of initial and final states. The wavefunction of initial 
state can be written in the form of a Slater determinant as  
𝛹𝑖
𝑁 = 𝑐𝜙𝑖
𝑘𝛹𝑖
𝑁−1 ,      (3.8) 
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where 𝜙𝑖
𝑘 is the wave function of the initial state with momentum k before photoexcitation, 𝛹𝑖
𝑁−1 
is the wave function of the remaining (N-1) electrons. C is the operator that anti-symmetrizes the 
wave function properly. The wave function of the final state, within the sudden approximation 
(assuming the electron is instantaneously removed by photoexcitation), can be written as 
𝛹𝑓
𝑁 = 𝑐𝜙𝑓
𝑘𝛹𝑓
𝑁−1 ,      (3.9) 
where 𝜙𝑓
𝑘 is the wave function of the initial state with momentum k before photoexcitation, 𝛹𝑓
𝑁−1 
is the wave function of the remaining (N-1) electrons left behind. The matrix element in Eqn. (3.6) 
can be written as 
|⟨𝛹𝑓
𝑁|𝐻𝑖𝑛𝑡|𝛹𝑖
𝑁⟩| = 𝑀𝑓,𝑖
𝑘 ⟨𝛹𝑓
𝑁−1|𝛹𝑖
𝑁−1⟩ ,     (3.10) 
where 𝑀𝑓,𝑖
𝑘 = ⟨𝜙𝑓
𝑘|𝐻𝑖𝑛𝑡|𝜙𝑖
𝑘⟩ is the one-electron matrix element, and the second term is the (N-1) -
electron overlap integral. The first step of evaluating the overlap integral is to assume that the 
remaining orbitals are the same in the final state as they were in the initial state (called frozen 
orbital approximation), meaning that 𝛹𝑓
𝑁−1 = 𝛹𝑖
𝑁−1. This renders the overlap integral unity, and 
the transition matrix element is just the one-electron matrix element. Under this assumption, the 
photoemission experiment probes only one electron state (𝜙𝑖
𝑘 to 𝜙𝑓
𝑘), which does not interact with 
the remainder of the (N-1) electrons. The resulting photoemission spectrum will be given by a 
delta function at the electron energy 𝜀𝑘. 
In reality, this simple picture doesn’t hold because the ejection of an electron from 𝜙𝑖
𝑘 to 𝜙𝑓
𝑘 
disturbs the remaining (N-1) electrons system. The remaining system will readjust itself in such a 
way as to minimize its energy (relaxation). We now assume that the final state of (N-1) electrons 
has many possible excited states (labeled s) with wave functions 𝛹𝑠
𝑁−1  and energies 𝐸𝑠
𝑁−1 . 
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Therefore, the total photoemission intensity measured is a function of electron kinetic energy 𝐸𝑘𝑖𝑛 
at a momentum k, namely 𝐼(𝑘, 𝐸𝑘𝑖𝑛) = ∑ 𝑤𝑓,𝑖𝑓,𝑖  is then proportional to 
𝐼(𝑘, 𝐸𝑘𝑖𝑛) = ∑ |𝑀𝑓,𝑖
𝑘 |
2
𝑓,𝑖 ∑ |𝑐𝑠|
2𝛿(𝐸𝑘𝑖𝑛 + 𝐸𝑠
𝑁−1 − 𝐸𝑖
𝑁 − ℎ𝑣)𝑠  ,   (3.11) 
where |𝑐𝑠|
2=|⟨𝛹𝑠
𝑁−1|𝛹𝑖
𝑁−1⟩|
2
 is the probability that the removal of an electron from the initial 
state k from the N electron ground state leaves the (N-1)-electron system into the excited state s. 
For strongly correlated systems, many of the 𝑐𝑠  will be nonzero because the removal of the 
photoelectron results in a strong change of the system’s effective potential and, in turn, 𝛹𝑖
𝑁−1 will 
overlap with many of the eigenstates𝛹𝑠
𝑁−1. Thus, the ARPES spectrum will not be a single delta 
function, but will instead show a main line and several satellites according to the number of excited 
states s created in the photoemission process. Considering that 𝛹𝑖
𝑁−1=𝑐𝑘𝛹𝑖
𝑁 , where 𝑐𝑘  is the 
annihilation operator for removing an electron with momentum k, the ∑ |𝑐𝑠|
2𝛿(𝐸𝑘𝑖𝑛 + 𝐸𝑠
𝑁−1 −𝑠
𝐸𝑖
𝑁 − ℎ𝑣) term in Eqn. (3.11) can be expressed as 
∑ |⟨𝛹𝑠
𝑁−1|𝑐𝑘|𝛹𝑖
𝑁⟩|
2
𝛿((ℎ𝑣 − 𝐸𝑘𝑖𝑛) − 𝐸𝑠
𝑁−1 + 𝐸𝑖
𝑁)𝑠  ,   (3.12) 
which is exactly the spectral function of an electron with wave vector k and energy 𝐸𝑘𝑖𝑛. The 
spectral function describes the probability of removing an electron (for E<EF) or adding an 
electron (for E>EF) with energy E and wave vector k from (to) the (interacting) N electron system. 
For a 2D single-band system, one can write the intensity measured in an ARPES experiment as 
𝐼(𝒌, 𝑤) = 𝐼0(𝒌, 𝑣, 𝑨)𝑓(𝑤)𝐴(𝒌, 𝑤) ,     (3.13) 
Where k=k// is the in-plane electron momentum, ω is the electron energy with respect to the Fermi 
level, and 𝐼0(𝒌, 𝑣, 𝑨) is proportional to the squared one-electron matrix element |𝑀𝑓,𝑖
𝑘 |
2
, which 
depends on electron momentum k, as well as the photon energy ν and polarization A of the 
incoming photon. f () is the Fermi-Dirac distribution function, which accounts for the fact that 
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photoemission probes only the occupied electronic states. 𝐴(𝒌, 𝑤) is the spectral function (not to 
be confused with the vector potential A of the incoming photon). Eqn. (3.13) shows that the 
photoemission intensity is essentially the product of the squared matrix element 𝐼0(𝒌, 𝑣, 𝑨) and the 
spectral function of the electron. For many 2D systems, 𝐼0(𝒌, 𝑣, 𝑨) is a slowly varying function of 
electron momentum and energy, and therefore can be viewed as a constant within a small 
momentum and energy space. In these cases, photoemission directly probes the spectral function. 
In a correlated electron system, the spectral function is described in terms of the electron self-
energy (k,). The real and imaginary parts of the self-energy contain all the information on the 
energy renormalization and lifetime, respectively, of an electron with band energy 𝜀𝑘  and 
momentum k. The spectral function can be written as 
𝐴(𝒌, 𝑤) = −
1
𝜋
𝐼𝑚 ∑(𝒌, 𝑤)
[𝑤 − 𝜀𝑘 − 𝑅𝑒 ∑(𝒌, 𝑤)]2 + [𝐼𝑚 ∑(𝒌, 𝑤)]2
 , (3.14) 
Based on this equation, one can determine both the real and imaginary part of the electron self-
energy (k,) from the spectral function extracted from photoemission experiments. Therefore, 
photoemission is not only a powerful tool for directly measuring the electronic structure, but also 
for studying many-body physics. We should mention that these studies are generally carried out 
for 2D electron systems, where the spectral function primarily determines the spectrum features. 
For 3D electron systems, the one-electron matrix element could play the dominant role instead. 
The spectral function can be extremely difficult to extract from photoemission spectrum.  
When there is no interaction between the electrons, i.e., (k,)  0, the spectral function is a 
delta function at 𝜀𝑘. All the systems studied in this thesis fall into this category. The corresponding 
photoemission intensity for photoelectrons with momentum k and kinetic energy 𝐸𝑘𝑖𝑛  can be 
expressed as  
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𝐼(𝒌, 𝐸𝑘𝑖𝑛) = ∑ |𝑀𝑓,𝑖
𝑘 |
2
𝑓,𝑖 𝑓(𝐸𝑖)𝛿(𝐸𝑘𝑖𝑛 − 𝐸𝑖 − ℎ𝑣 + 𝑤) ,   (3.15) 
where 𝑀𝑓,𝑖
𝑘 = ⟨𝜙𝑓
𝑘|𝐻𝑖𝑛𝑡|𝜙𝑖
𝑘⟩ is the one-electron matrix element. 𝑤 is the work function, which is 
the energy difference between Fermi level of sample and vacuum level. To calculate the 
photoemission intensity 𝐼(𝒌, 𝐸𝑘𝑖𝑛), one would need to know the initial state wavefunction 𝜙𝑖
𝑘 and 
final state wave function 𝜙𝑓
𝑘 . The initial state wavefunction 𝜙𝑖
𝑘  can be obtained from density-
functional-theory (DFT) calculations. The final state wavefunction is usually treated as a time-
reversed LEED (low-energy electron diffraction) wavefunction. In LEED, an incoming 
monochromatic beam of electrons is scattered from the ions in the crystal and the scattered waves 
sum up to yield the LEED diffraction pattern. If one considers the LEED process backwards in 
time, one obtains a monochromatic wave of electrons which originates from the ions of the crystal, 
very similar to the electron wave produced in the photoemission process. The time-reversed LEED 
model of final states has been proven to be successful at explaining photoemission 
experiments [13–15]. An example for detailed treatments of time-reversed LEED can be found in 
the work presented in Chapter 5.  
The photoemission study on Bi2Te3 films that will be presented in Chapter 5 of this 
dissertation involves a detailed model calculation of photoemission intensity. According to our 
model calculations, both the surface photoemission term and spin-orbit coupling term must be 
taken into account to explain experimental data. In the following subsections, both two terms will 
be discussed in detail. In addition, another important phenomenon, photon energy dependence of 
photoemission, will also be discussed.  
 
3.4.1 Surface Photoemission 
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Sec. 3.4 mentions that the 𝛁 ∙ 𝑨 term is not necessarily small, especially near the surface. The 
dielectric discontinuity near the surface gives rise to a corresponding discontinuity in the 
perpendicular component of vector potential 𝑨, which, upon differentiation, yields a delta 
function at the surface  [13,16]. As a result, the matrix element between any initial and final state 
⟨𝜙𝑓
𝑘|𝛁 ∙ 𝑨|𝜙𝑖
𝑘⟩ is nonzero provided that both states have a non-zero amplitude at the surface. The 
contribution from this surface term to the transition matrix element is proportional to the product 
of amplitudes of the wave functions at the surface, namely, C𝜙𝑓
𝑘∗(𝑧0)𝜙𝑖
𝑘(𝑧0), where 𝑧0 denotes 
the surface position. The coefficient C is approximately proportional to the difference between the 
internal and external fields, namely (1 − 1 𝜀⁄ )𝑨, where 𝜀 is the dielectric constant of the material. 
The resulting spectral contribution from this surface term generally resembles the one-dimensional 
joint density of states.  
Surface transition has been observed in many systems, e.g., in Ag(111) normal emission 
spectrum (Fig. 3.8) [13]. The direct transition peak from the Ag sp bulk band exhibits a pronounced 
asymmetry, with a long tail at higher energy. This asymmetry arises from the spectral contribution 
of the surface transition term, which resembles the density of valence states. In general, the dipole 
transition term dominates the photoemission spectrum when direct transition can be satisfied and 
surface transition only gives rise to a small change to the line-shape of direct transition peak. 
However, when the direct transition is forbidden by certain selection rules, surface transition will 
play a dominant role in photoemission. 
 
3.4.2 Spin-Orbit Coupling Term 
The Hamiltonian for a system with spin-orbit coupling is given by [17] 
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𝐻 =
𝒑2
2𝑚
+ 𝑉 +
ℏ2
4𝑚𝑐2
(∇𝑉×𝒑) ∙ 𝝈, (3.16) 
where 𝒑 is the momentum operator, V is the crystal potential and 𝝈 is the spin operator. Coupling 
of an electron to an electromagnetic field can be obtained by the substitution 𝒑 →  𝒑 + 𝑒𝑨, to the 
first order in 𝑨, the interaction Hamiltonian is: 
𝐻𝑖𝑛𝑡 =
𝑒
𝑚𝑐
(2𝑨 ∙ 𝒑 − 𝑖ℏ𝜵 ∙ 𝑨) +
𝑒ℏ2
4𝑚𝑐2
(𝝈×𝛻𝑉) ∙ 𝑨 . (3.17) 
The last term in Eqn. (3.17) arises from spin-orbit coupling effect. This term is proportional to the 
potential gradient, ∇𝑉, which is significant for heavy elements such as Bismuth. For materials with 
strong spin-orbit coupling, such as topological insulators, the contribution to photoemission 
intensity from the spin-orbit coupling term can be significant and comparable with the direct 
transition term and thus needs to be considered.  
 
3.4.3 Photon Energy Dependence 
Photoemission spectra measured at various photon energies is often used to measure the band 
dispersion along kz direction (the direction perpendicular to sample surface). Combining Eqn. (3.1), 
(3.2) and (3.3), we have [18] 
𝑘𝑧 = √
2𝑚
ℏ2
[(ℎ𝑣 − 𝑊 − |𝐸𝐵|)𝑐𝑜𝑠2𝜃 + 𝑉0] , (3.18) 
According to this equation, one can measure different 𝑘𝑧 values by changing the photon energy 
ℎ𝑣. The inner potential 𝑉0 is usually treated as a fitting parameter. Note that Eqn. (3.18) is based 
on the assumption that the final state electron in photoemission process can be approximated as a 
free electron. In general, this assumption is satisfied when the photon energy is relatively large (> 
10 eV) so that the final state is well within the bulk band continuum region. When the photon 
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energy is small (> 10 eV), the final state should be taken as the Bloch states obtained from solving 
Schrödinger equations. In a synchrotron radiation lab, one can get photons with tunable energies 
and thus measure the binding energy |𝐸𝐵| as a function of 𝑘𝑧.  
Another major advantage of having a photon source with tunable photon energy is that one 
can select a photon energy that is the optimal for the band structures of interests. With different 
photon energies, the initial state 𝜙𝑖
𝑘 can be excited in to different final state 𝜙𝑓
𝑘. As a result, the 
matrix element 𝑀𝑓,𝑖
𝑘  in Eqn. (3.15) is photon energy dependent, so does the photoemission intensity 
I. For a specific band structure, one can find a certain photon energy that gives rise to the largest 
photoemission intensity I, which will bring out the features of interest.  
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3.5 Figures 
 
 
Figure 3.1. A schematic showing the angle-resolved photoemission geometry. ℎ𝑣 is the incoming 
photon energy, and 𝜑 and 𝜃 is the polar and azimuthal emission angle. 
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Figure 3.2. Three-step model of photoemission process [2]. 
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Figure 3.3. ARPES data of a 2-nm-thick Bi2Te3 film. (a) ARPES Intensity map as a function of 
wavenumber (equivalent to momentum) and binding energy. The white dashed line marks 
position of Fermi level. The green and blue lines mark the cuts corresponding to the curves in (b) 
and (c), respectively. The colorscale shown on the right side represents the magnitude of 
photoemission intensity. (b) Energy distribution curves (EDC) of ARPES intensity along the green 
line in (a) (c) Momentum distribution curves of ARPES intensity along the blue line in (a). 
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Figure 3.4 (a) A schematic diagram of a synchrotron radiation accelerator. ℎ𝑣: photon source, 𝑒−: 
electrons (adapted from Ref. [19]). (b) Generic beamline equipped with a plane grating 
monochromator and a Scienta electron spectrometer (adapted from Ref. [3]). 
 
  
(a)
(b)
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Figure 3.5. Schematic of a hemisphere electron energy analyzer [20]. 
 
 
Figure 3.6. Schematic of a 2D electron analyzer (adapted from Ref. [3]). 
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Figure 3.7.  Original photoemission spectrum taken from a Bi2Te3 film with a thickness of 2 nm. 
With a 2D detector in the electron analyzer, one can measure the photoemission intensity as a 
function of emission angle and kinetic energy in a fast fashion. The photon energy was 29 eV. The 
colorscale shown on the right side marks the magnitude of photoemission intensity. 
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Figure 3.8.  Universal curve of the mean free path for photoelectrons [7,8]. 
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Figure 3.9. Surface transition in Ag(111) [13]. Top: a model fit (curve) to the normal emission 
spectrum (circles) of Ag(111), taking into consideration both the dipole (bulk) transition and 
surface transition. Middle: spectral contribution from the dipole transition term. Bottom: the 
density of valence states. 
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4 Theoretical Background 
4.1 Introduction 
This dissertation is focused on the electronic structure of thin-film topological materials, 
including topological insulators and topological Dirac semimetals. The current chapter provides 
the necessary theoretical background for understanding these studies. Quantum well states and 
surface states are the key concepts in the discussion of thin-film topological materials, and will be 
introduced in Sec. 4.2-4.3. The concepts of topological insulators and topological Dirac 
semimetals will be introduced in Sec. 4.4-4.5. Finally, a brief introduction of the calculation 
method employed in this thesis, density functional theory (DFT), will be presented in Sec. 4.6.  
 
4.2 Quantum Well States 
When the thickness of a metallic film is smaller than the coherence length of the electron, the 
electronic states will differ dramatically from their bulk counterparts. Due to the electronic 
coherence and interference, the electrons can bounce back and forth between the two boundaries 
of the film and form electronic standing waves, known as quantum well states (QWS) [1]. The 
confinement of electrons along z-direction is similar to a one-dimensional particle box, where the 
allowed wave vectors are quantized. Likewise, the electronic states in a thin film are quantized 
along the z-direction, i.e., the allowed momenta along the z-direction are discrete and depend on 
the film thickness and boundary conditions (Fig. 4.1(a)).  
Though the movements of electrons in thin-films are confined in a small spacing along z-
direction, the electrons are free to propagate along in-plane directions. As a result, the band 
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dispersions of QWS along in-plane directions are free-electron-like, or approximately parabolic 
(as shown in Fig. 4.1(b)). Along the kz-direction, the wave vector of QWS is quantized into discrete 
values. In other words, there is no continuous band dispersion along the kz-direction. Therefore, 
the band structure of QWS is of 2D character, which is different from the 3D character of bulk 
states. This kind of difference can be reflected in the photon energy dependence of their electronic 
structures (for details, see Sec. 3.4.3).  
Calculating the QWSs in a rigorous manner requires solving the Schrödinger equation for the 
whole film-substrate system. One popular approach is to run software packages based on DFT, 
such as VASP and abinit [2,3]. The latter one has been frequently used in this thesis. With abinit, 
one can calculate the band structures, wave-functions and many other quantities of QWS. DFT 
calculation of a thin-film system generally takes time and requires powerful computers. In addition, 
DFT calculations could have some issues, such as underestimation of band gaps.  
A much easier approach to interpret the QWS is to model the thin-film system as an electronic 
Fabry-Pérot interferometer [4]. In fact, this simple picture of QWS has proven to be rather 
successful for explaining many QWS phenomena. QWS is formed by multiple reflections between 
the two confining boundaries (Fig. 4.2). Therefore, electron waves become modulated by an 
interference factor 
1
1 − 𝑟𝑠𝑟𝑖 exp[𝑖(2𝑘𝑁𝑡 + Φ𝑠 + Φ𝑖)] exp⁡(−𝑁𝑡/𝜆)
⁡, (4.1) 
where 𝑟𝑠 and 𝑟𝑖 are the reflectivities at the surface and the interface, respectively, k is the electron 
wave vector, N is the number of monolayers in the thin film, t is the monolayer thickness, Φ𝑠 and 
Φ𝑖 are the phase shifts at the surface and interface, and 𝜆 is the quasiparticle mean free path. The 
photoemission intensity is proportional to the absolute square of the factor in Eqn. (4.1). Thus, the 
photoemission spectrum for a quantum well becomes 
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𝐼 ∝
1
1 + (
4𝑓2
𝜋2
)𝑠𝑖𝑛2(𝑘𝑁𝑡 +
Φ𝑠 + Φ𝑖
2 )
⁡, 
(4.2) 
where f is the Fabry-Pérot finesse (ratio of the peak separation to the peak width) given by [5] 
𝑓 =
π√𝑟𝑠𝑟𝑖exp⁡(−𝑁𝑡/2𝜆)
1 − 𝑟𝑠𝑟𝑖exp⁡(−𝑁𝑡/𝜆)
⁡, (4.3) 
Eqn. (4.2) yields a set of peaks at positions where the sine function in the denominator becomes 
zero, and the resulting condition is just the Bohr-Sommerfeld quantization rule 
 
2𝑘(𝐸)𝑁𝑡 + Φ𝑠(𝐸) + Φ𝑖(𝐸) = 2𝑛π. (4.4) 
The quantization condition states that the accumulated phase shift after a round trip should be an 
integer times of 2π. The peak width 𝛿𝐸 is 
𝛿𝐸 = ℏΓ𝜂
1 − 𝑟𝑠𝑟𝑖exp⁡(−1/𝜂)
√𝑟𝑠𝑟𝑖exp⁡(−1/2𝜂)
⁡, (4.5) 
where Γ is the quasiparticle inverse lifetime which is related to the group velocity 𝜈 by Γ=𝜈/𝜆, and 
𝜂=𝜆/(Nt). The quantities k and Γ (related to the real and imaginary parts of the electron self-energy) 
as well as r and Φ (related to the confinement potential) are of basic interest and completely 
determine the interferometer properties. While k and⁡Φ determine the peak positions through Eqn. 
(4.4), Γ and r control the peak width through Eqn. (4.5). They all depend on the electron energy E, 
but not on the film thickness N. The Fabry-Pérot analysis of QWS has proven to be very successful 
for explaining many phenomena related to QWS. For example, the normal emission curves taken 
from Ag films on Fe(100) have been perfectly fitted using the Fabry-Pérot solutions [4].  
Eqn. (4.4) suggests an oscillating behavior of the physical properties of QWS with film 
thickness. When the Fermi wave vector kF is not at the zone boundary, the QWS crosses the Fermi 
level periodically as the film thickness N varies according to Eqn. (4.4). The periodicity is simply 
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∆𝑁 = 𝜋/(𝑘𝐹𝑡). (4.6) 
This periodic crossing of QWS at the Fermi level brings about an oscillation of the density of states 
(DOS) at the Fermi level as a function of N. Considering that the DOS at the Fermi level is closely 
related to many physical properties such as resistivity, superconducting transition temperature, 
thermal stability, etc., these physical properties are expected to exhibit oscillating behaviors when 
the film thickness varies [6]. 
 
4.3 Surface States 
Surface states are the states that exist on the surfaces of a material. The termination of a 
material near the surface leads to a sudden change of crystal potential, which allows for the 
existence of surface states beyond Bloch bulk states [7]. Their energy levels are in the band gap 
region where bulk states are not allowed. An intuitive picture of surface states is that they are the 
electronic states trapped by the surface potential barrier on the vacuum side and the bulk band gap 
on the other side of surface. Thus, they are localized on the surface as shown in Fig. 4.3. By contrast, 
the QWSs, the quantized bulk states, are all over the thin film.  
Since ARPES is surface sensitive, it is very suitable for studying surface states. Although 
surface states are confined along the surface normal direction, they are delocalized along the two 
in-plane directions. Therefore, the band structure of surface states is of 2D character, similar to 
that of QWS. When studying bulk crystals, this 2D feature of surface states help us distinguish 
them from bulk states. In ARPES measurements, the band dispersion relations of bulk states 
usually change with photon energy as states with different kz wave-vectors are probed, but that of 
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surface states don’t. This method may not work for thin-film materials, the bulk states of which 
are quantized into 2D QWS.  
 
4.4 Topological Insulators 
In the past decade, topological insulators have attracted extensive interests in fundamental 
physics and materials science [8,9]. They feature strong spin-orbit coupling, which leads to 
inverted band gap and nontrivial topological order. As a result, there exists metallic surface states 
on their surfaces or interfaces with trivial insulators, though it is insulating in the bulk. Because of 
Rashba effect, the surface states on topological insulators are spin polarized. Figure 4.4 is a cartoon 
illustration of the band dispersions of surface states of topological insulators. The surface states 
bridge the gap between conduction band and valence band. The spin polarization of electronic 
states on the red branch is opposite to that of the blue branch. They cross each other and form a 
Dirac cone, which is similar to that in graphene. The crossing point is called Dirac point. Protected 
by time-reversal symmetry, backscattering isn’t allowed for the Dirac surface states [9]. Because 
of this robust feature, topological insulator is promising for device applications such as low-power 
electronics [10] and fault-tolerant quantum computing [11]. In addition, the spin-polarized surface 
states have potential applications in spintronics, such as magnetic spin-transfer-torque magnetic 
memory devices [12].  
A trivial insulator with strong spin-orbit coupling may also host spin-polarized metallic states 
on their surfaces. However, there is a topological distinction between these states and that from 
topological insulators. For trivial insulators, there are always even number of pairs of surface states 
crossing the Fermi level as shown in Fig. 4.5. For topological insulators (Fig. 4.4), the number of 
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pairs of surface states crossing the Fermi level is always odd. This even or odd count is a 
topological distinction. Backscattering of surface states could happen when there are even pairs of 
crossings, but is not allowed when there are odd pairs of crossings [9].  
There are two kinds of topological insulators: 2D and 3D topological insulators, respectively. 
The first experimentally verified topological insulator, HgTe/CdTe quantum wells, is a 2D 
topological insulator [13]. Soon after that, a few 3D topological insulators were experimentally 
discovered, including Bi1-xSbx, Bi2Se3, Bi2Te3 and so on [8]. In Chapter 5, I will present our 
findings on one of prototypical topological insulators, Bi2Te3 [14]. 
 
4.5 Topological Dirac Semimetals 
The massless Dirac fermion in graphene leads to many interesting electronic properties [15]. 
The Dirac fermion in graphene is 2D. It is natural to think whether there exists 3D analogues of 
graphene, or materials that host 3D Dirac fermion. In 2012, Young et al. predicted that such 
materials, called 3D Dirac semimetal, did exist [16]. They proposed that -cristobalite BiO2 was a 
3D Dirac semimetal. In such systems, the bulk valence band (VB) and conduction band (CB) touch 
at multiple discrete points in the bulk Brillouin zone to form Dirac points, near which the 
dispersion relations are linear in all three momentum directions as shown in Fig. 4.6 [16,17]. Later, 
Wang et al. predicted that some 3D Dirac semimetals were topological, including A3Bi (A=Na, K, 
Rb) and Cd3As2 [18,19]. The bulk Dirac cones in topological Dirac semimetals (TDSs) are 
protected by crystalline symmetry and spin-orbit coupling [16,18–21]. Furthermore, these 
materials can support nontrivial surface states [18,19,21,22]. A schematic illustration of the bulk 
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Dirac cones and nontrivial surface states of TDS Na3Bi in momentum space is shown in Figure. 
4.7. 
The unusual electronic structure leads to extraordinary physical properties, including giant 
linear magnetoresistance [23,24], ultrahigh carrier mobility [20,24], chiral anomaly [25] and novel 
quantum oscillations [26]. Theoretically, TDSs can be driven into TIs by breaking the crystalline 
symmetry that protects the Dirac cone, and Weyl semimetals by breaking time-reversal 
symmetry [17,18,25]; thus, these materials are excellent parent materials for realizing other exotic 
electronic phases. They also provide an excellent test ground for studies of topological phase 
transitions. TDSs are rare, however, because the topological conditions on the electronic structure 
are generally hard to satisfy. Besides Na3Bi and Cd3As2, the TDSs discovered by 
others [17,20,22,27,28], α-Sn under suitable strain is a new member in this family of 
materials [29,30]. We have theoretically predicted and experimentally verified that α-Sn under 
suitable strain was an elemental TDS, which will be presented in Chapter 6.  
 
4.6 Density Functional Theory 
In this thesis, the first-principles calculations are based on density functional theory (DFT) 
which is a quantum mechanical modeling method used to investigate the electronic structure of 
many-body systems such as atoms, molecules, and the condensed matters. According to this theory, 
the properties of a many-electron system can be determined by a functional of the spatially 
dependent electron density [31,32]. The DFT approach is to replace the difficult interacting many-
body system with an auxiliary non-interacting system that can be solved more easily [33]. This 
leads to independent-particle equations for the non-interacting system that can be solved by 
numerical means with all the difficult many-body terms incorporated into an exchange-correlation 
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functional of the electron density. The calculation accuracy is limited only by the approximations 
employed in the exchange-correlation functional. Electronic structure calculations based on DFT 
have provided very important information and insights when interpreting our ARPES 
results  [14,29,34–36].  
For a non-interacting system, the ground state can be written in the form of a Slater 
determinant as 
Ψ(𝒓) = 𝐶 ∏𝜓𝑖(𝒓)
𝑁
𝑖=1
⁡, (4.7) 
where 𝜓𝑖(𝒓) is the one-particle wavefunction and C is the anti-symmetrization operator. The 
electron density is given by sums of squares of the wavefunctions of each particle 
𝑛(𝒓) = ∑|𝜓𝑖(𝒓)|
2
𝑁
𝑖=1
⁡, (4.8) 
The goal of DFT calculation is to solve the Kohn-Sham equation 
[−
1
2
∇2 + 𝑉𝑒𝑓𝑓(𝒓)]𝜓𝑖(𝒓) = 𝜀𝜓𝑖(𝒓)⁡, (4.9) 
where 𝑉𝑒𝑓𝑓(𝒓) is the effective potential 
𝑉𝑒𝑓𝑓(𝒓) = 𝑉𝑒𝑥𝑡(𝒓) + 𝑉𝐻𝑎𝑡𝑟𝑒𝑒(𝒓) + 𝑉𝑋𝐶(𝒓).⁡ (4.10) 
The 𝑉𝑒𝑥𝑡(𝒓) is the external potential due to the nuclei and any other external fields. It is usually 
taken as pseudopotentials, which replace the strong Coulomb potential of the nucleus and the 
effects of the inert core electrons by an effective ionic potential acting on the valence electrons. 
This approach reduces, sometimes drastically, the number of electrons needed to solve. Even more 
importantly, this results in much smoother wavefunctions for the remaining valence electrons. 
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Therefore, the pseudopotential approach reduces greatly the computational power required for 
DFT calculations. 𝑉𝐻𝑎𝑡𝑟𝑒𝑒(𝒓) is the Hatree term coming from the Coulomb interactions between 
electrons. 𝑉𝑋𝐶(𝒓) is the exchange-correlation term 
𝑉𝑋𝐶(𝒓) =
𝛿𝐸𝑋𝐶(𝒓)
𝛿𝑛(𝒓)
⁡, (4.11) 
where the 𝐸𝑋𝐶(𝒓) is the exchange-correlation functional of the electron density. The exact form of 
this term is unknown except for the free electron gas. However, many kinds of approximations 
have been found which permit the calculation of physical quantities in many cases reasonably 
accurate. The most widely used approximation for the 𝐸𝑋𝐶(𝒓)  term is the local-density 
approximation (LDA), where the functional depends only on the density at the coordinate where 
the functional is evaluated,  
𝐸𝑋𝐶
𝐿𝐷𝐴[𝑛] = ∫𝑑𝒓𝜀𝑋𝐶(𝑛) 𝑛(𝒓)⁡, (4.12) 
where 𝜀𝑋𝐶(𝑛) is a function of just the local density n. With Eqns. (4.9)-(4.12), the Kohn-Sham 
equation can be solved self-consistently as shown in Fig. 4.8.  
In this thesis, LDA method is frequently used in Chapter 5 for the calculations of band 
structures, wavefunctions and other properties of Bi2Te3. It is important to mention that LDA 
calculation usually underestimates the size of band gaps of semiconductors. This is a well-known 
problem, and can be avoided by using other methods such as MBJLDA [37], HSE [38] and so on. 
In Chapter 6, the MBJLDA method was employed to obtain the correct band structure of -Sn.  
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4.7 Figures 
 
 
Figure 4.1. (a) Allowed electronic states in momentum space for a free-electron-like thin metal 
film. (b) Band dispersion relations of free-electron like quantum well subbands [39].  
 
 
 
  
(a)    
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Figure 4.2. Thin film as a Fabry-Pérot interferometer. The initial state undergoes multiple 
reflections to form QWS. After photoexcitation, the electron is excited into a time-reversed 
lowenergy electron diffraction (TRLEED) state and then enters the detector to complete the 
electrical circuit. 
  
      
   
         
( 𝑠, 𝑟𝑠)
(  , 𝑟 )
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Figure 4.3. Illustration of the wave function of a surface state (top), and a quantum well state 
(bottom) [39]. The vertical axis represents the real part of electron wave functions.   
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Figure 4.4. Illustration of the band structure of surface states of topological insulators. The arrows 
mark the direction of spin-polarization of surface states.   
 
 
Figure 4.5. Illustration of the band structure of surface states of a trivial insulator. The arrows mark 
the direction of spin-polarization of surface states.   
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Figure 4.6. Band dispersion of a 3D Dirac fermion on to (kx, ky, E) and (kx, kz, E) spaces(adapted 
from Ref. [17]). The white and blue cones represent the band dispersion of conduction band and 
valence band, respectively. Red lines outline the linear band dispersion along kx, ky and kz directions. 
 
 
Figure 4.7. Schematic illustration of the electronic structure of Na3Bi, a topological Dirac 
semimetal (adapted from Ref. [22]). (a) The two green cones represent the band dispersions of 
conduction band (CB) and valence band (VB). CB and VB cross at two bulk Dirac points (BDP1 
and BDP2) at the Fermi level. The red curves mark the outline of surface states (Fermi arc) on the 
Fermi surface. The gray planes mark the positions of each slice shown in (b). (b) Band dispersion 
of CB, VB and surface state (SS) in each slice plane shown in (a). 
test     
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Figure 4.8. Schematic representation of the self-consistent loop for solution of Kohn-Sham 
equations [33]. 
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5 Ultrathin Films of Bi2Te3 - A Prototypical Topological Insulator 
5.1 Introduction 
Topological insulators such as Bi2Te3 and Bi2Se3 are characterized by spin-polarized metallic 
surface states protected by time-reversal symmetry [1–5], which are promising for applications in 
spintronic devices and quantum computing [6]. Implementation of these materials in device 
configurations requires the use of thin films for large scale integration. A further benefit of the thin 
film configuration is greatly suppressed electrical conduction in the bulk [7], which arises naturally 
as a result of defects and impurities in real materials but can short out the spin-polarized surface 
conduction channel. When films become sufficiently thin, quantum size effects can influence the 
spin texture of the system and thus allow property tuning [8,9]. Experimental characterization of 
the topological states is essential for understanding the interplay of topological order and quantum 
confinement.  
An important question about the topological surface states of topological insulators is: what 
is their spin polarization? ARPES equipped with a spin detector has been used to measure this 
quantity [10]. However, this method is very time-consuming. Thus, there have been efforts of 
searching for an alternative technique to measure spin polarization. A particular method of 
interests is angle resolved photoemission spectroscopy (ARPES) using circularly polarized light, 
which carries an angular momentum that is well suited for probing the coupled spin-orbital angular 
momenta of the topological electronic states [11]. The difference between the photoemission 
intensities arising from excitation by oppositely circularly polarized light yields a circular 
dichroism (CD) signal, and this method has been widely employed for characterizing the magnetic 
moments of magnetic materials [12]. Photoemission CD experiments are very time-efficient. 
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Therefore, there are some studies exploring the relationship between photoemission CD and 
electron spin, which will be discussed in the next subsection (Sec. 5.1). Our comprehensive 
measurements of CD from the topological surface states of Bi2Te3 show a behavior that is quite 
complex but can be simplified under appropriate experimental conditions based on calculations 
involving the interference of three photoemission channels [13].   
This chapter is organized as follows: a brief review of the previous studies on the CD of 
topological insulators will be presented in the next section (Sec. 5.2). Then the experimental 
preparation of Bi2Te3 films (Sec. 5.3) and characterizations of these films (Sec. 5.4) will be covered 
in detail. Our experimental measurements and results on the CD of Bi2Te3 films will be presented 
in Sec 5.5. To explain our experimental results, a model calculation of the CD from Bi2Te3 films 
will be presented and compared with experiments (Sec. 5.6). Finally, we will discuss the 
mechanism of the large CD from topological insulators (Sec. 5.7).  
 
5.2 Previous Studies 
Recently, large CD has been observed from the helical topological surface states of 
topological insulators and attracted lots of interests. Despite the recent surge of interest in this 
topics [14–19], the underlying physics for the observed CD remains a challenging issue.  
Previously, Wang et al. performed CD measurements on bulk Bi2Se3 using 6-eV photons and 
demonstrated that the results were sensitive to the spin polarization of the initial states [14]. By 
contrast, another study of Bi2Se3 led to an explanation in terms of the orbital angular momentum 
of the initial states [16]. Scholz et al. working on bulk Bi2Te3 discovered that CD depended on the 
photon energy, thus indicating a final state effect [18]. Another study of Bi2Se3 thin films by Vidal 
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et al. also suggested the importance of the final states [19]. Based on these reports, CD from the 
topological surface states is complicated and not simply related to the spin polarization of the 
topological surface states.  
Our work on the CD of ultrathin films of Bi2Te3 involves a systematic variation of film 
thickness and photon energy over a wide range, thus establishing a stringent proofing ground for 
the theory of CD. The resulting understanding facilitates the design of experiments to extract the 
spin texture from measurements and is essential for the characterization and engineering of thin 
films of topological insulators.  
 
5.3 Experimental Preparation of Bi2Te3 Films 
Films of Bi2Te3 were grown by molecular beam epitaxy (MBE). The (111) surface of Silicon 
(Si) was used as the substrate for the film growth. After Si(111) was loaded into the vacuum 
chamber, it was heated to a few hundred degrees to desorb the gas that absorbed in atmosphere. 
Prior to the film growth, Si(111) substrate was heated at ~1200 °C for 10 s and then cooled down 
quickly. This procedure would not only remove the silicon oxides on the substrate surface, but also 
create a well-ordered and smooth surface with a 7 × 7 surface reconstruction. Bi and Te sources 
were co-evaporated onto the Si(111) substrate. The Te/Bi flux ratio was kept at 3 [20,21]. During 
the film growth, the substrate was maintained at 300 °C, under which Bi and Te would react and 
form Bi2Te3 compound. The film was annealed at 350 °C after deposition, which would improve 
the film quality.  
The lattice structure of Bi2Te3 is shown in Fig. 5.1(a). It has a rhombohedral crystal structure 
with space group of 𝐷3𝑑
5  (𝑅3̅𝑚) [22]. The system has a layered structure with five atomic layers 
as a basic unit, which is named as a quintuple layer (QL). Each unit cell has three QLs. Within the 
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QLs, the inter-layer bonding is strong because of the covalent bonds. On the other hand, the 
bonding between QLs is van der Walls-type and thus much weaker. As shown in Fig. 5.1(b), the 
QLs have a hexagonal structure and a stacking sequence of A-B-C along z-direction. For Bi2Te3 
films grown on Si(111), their surface normal is along the z-direction of the unit cell shown in 
Figure. 5.1(a). The corresponding surface Brillouin Zone is shown in Figure. 5.1(c). The in-plane 
lattice constant is 𝑎 = 4.383 Å, and the lattice constant along z-direction is 𝑐 = 30.487 Å [22]. 
Thus, the thickness of each QL of Bi2Te3 film is 𝑐/3 = 10.162 Å, which is about 1 nm.  
With MBE, we can grow Bi2Te3 films with precisely-controlled thicknesses, from 1-QL, 2-
QL, 3-QL, …, to bulk-limit.  
 
5.4 Characterizations of the Electronic Structure of Bi2Te3 Films 
Before measuring the CD from Bi2Te3 Films, we measured their electronic structure using 
ARPES. The ARPES measurements were performed at the Synchrotron Radiation Center, 
University of Wisconsin – Madison. All data were taken with the sample at 50 K using a Scienta 
analyzer at the U9 PGM-VLS beam line. The energy and momentum resolutions were 20 meV 
and 0.01 Å−1, respectively.  
Fig. 5.2 shows the measured electronic structure of Bi2Te3 films as a function of film thickness. 
The sharp band dispersions demonstrate the high quality of our Bi2Te3 film samples. In addition, 
the thickness-dependent electronic structure is in excellent agreement with previous reports [21]. 
In the 2-QL film, a band gap ∆ at zone center can be clearly seen. This band gap almost disappears 
at 3-QL film, and cannot be seen in the 4-QL or thicker films. This band gap arises from the 
tunneling effect between the topological surface states on the top surface and that on the bottom 
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surface [8,23]. The tunneling effect weakens dramatically with film thickness, thus the tunneling 
gap decreases with film thickness. At thickness of 4-QL, the tunneling gap disappears [21,23].  
 
5.5 Circular Dichroism of Bi2Te3 Films 
The experimental photoemission geometry is shown in Fig. 5.3. Photoelectrons are measured 
with different emission angles in the yz-plane. The sample is oriented as shown in Fig. 5.3(a) or 
5.3(b) (geometry A or B, respectively); these two orientations are related by a sample rotation of 
30°. The Γ̅M̅ direction coincides with a mirror plane. As a result, the CD signal is an odd function 
of yk  for geometry B, but not for geometry A (See Appendix A for more details). The data 
referred to below are taken with geometry A. Figs. 1(c) and 1(d) show ARPES maps of a film of 
2-QL Bi2Te3 film taken with left- and right-circularly polarized (LCP and RCP) light, respectively. 
The magnitude of CD is defined as 
𝐶𝐷 =
𝐼𝐿𝐶𝑃 − 𝐼𝑅𝐶𝑃
𝐼𝐿𝐶𝑃 + 𝐼𝑅𝐶𝑃
 , (5.1) 
where ILCP (IRCP) represents the photoemission intensity measured under LCP (RCP). The 
photoemission intensity distribution is very different for the two spectra, indicating a large CD. 
For comparison, Fig. 5.3(e) shows an ARPES map taken with linearly polarized light for the same 
2-QL film, where the conduction and valence band edges (CB and VB, respectively) are indicated. 
The topological surface state (SS) bands form a Dirac cone at the zone center in the bulk limit, but 
instead there is a small tunneling gap for the 2-QL film. This gap arises from coupling of the states 
associated with the top surface and the buried interface of the film [8,21,24]. Fig. 5.3(f) shows an 
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ARPES map for a 12-QL film acquired with the same linear polarization configuration, and the 
gap vanishes [21,23].  
A selected set of CD maps is presented in Fig. 5.4 for film thicknesses of 1-4, 6 and 12 QL 
taken with photon energies of 19, 29, and 55 eV. The results are further summarized in Fig. 5.5(a) 
which shows the CD values of the upper branch of the Dirac cone at ky = - 0.08 Å
–1 for the different 
film thicknesses at various photon energies. For some photon energies (38 and 50 eV) the CD 
values for the different film thicknesses are fairly close, but large variations and sign reversals 
occur at 19 and 55 eV. For the 6- and 12-QL films, which are bulk-like, the largest CD values 
occur near 29 and 55 eV. The sign reversal at 60 eV agrees qualitatively with the experiment by 
Scholz et al. on bulk Bi2Te3 samples [18]. However, the very strong dependence of the CD on film 
thickness is surprising, which suggests that prior studies of the CD by Vidal et al. [19] require 
further analysis and scrutiny.  
The photon energy dependence of CD, seen in our data and previous reports [18], suggests 
that final-state (final state refers to the final state in photoemission process) effects play an 
important role in CD. In addition, our results demonstrate that film thickness also affects CD quite 
a lot. As seen in Fig. 5.2, the electronic structure of Bi2Te3 films change dramatically when the 
film is ultrathin (1~4 QL, or 1~4 nm). For the ultrathin Bi2Te3 films, their CD change a lot with 
film thickness as well. This correlation relationship between electronic structure and CD suggest 
that the initial state of photoemission might also play an important role in CD. To explain the 
complicated behavior of CD from topological insulators, we built a theoretical model in the next 
subsection.  
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5.6 Calculations of CD 
To understand the complex CD behavior, we have performed a calculation with results shown 
in Fig. 5.5(b) for comparison with the experiment. According to Eqn. (3.15), the photoemission 
intensity is proportional to the matrix element |⟨𝜓𝑓
𝑘|𝐻𝑖𝑛𝑡|𝜓𝑖
𝑘⟩|
2
. As discussed in the Sec. 3.4.2 of 
Chapter 3, the interaction Hamiltonian 𝐻𝑖𝑛𝑡  of photoemission process with an electromagnetic 
radiation represented by vector potential A with an electron in potential V is given by  
𝐻𝑖𝑛𝑡 =
𝑒
𝑚𝑒𝑐
𝑨 ∙ 𝒑 −
𝑖ℏ𝑒
2𝑚𝑒𝑐
𝛁 ∙ 𝑨 +
ℏ𝑒
4𝑚𝑒2𝑐3
𝛔×𝛁𝐕 ∙ 𝑨 (5.2) 
The three terms correspond to momentum-conserving dipole transition, surface photoemission, 
and spin-orbit coupling. The transition matrix element, after accounting for the dielectric 
discontinuity at the surface, becomes 
⟨𝜓𝑓|𝐻𝑖𝑛𝑡|𝜓𝑖⟩ ∝
𝑒
𝑚𝑒𝑐
⟨𝜓𝑓|𝐴𝑥𝑝𝑥 + 𝐴𝑦𝑝𝑦 +
1
𝜀 𝐴𝑧𝑝𝑧|𝜓𝑖⟩ 
−
𝑖ℏ𝑒
𝑚𝑒𝑐
(1 −
1
𝜀
) 𝜋𝜓𝑓
∗(0)𝜓𝑖(0)𝐴𝑧 + 𝛽⟨𝜓𝑓|𝐴𝑥𝜎𝑦 − 𝐴𝑦𝑝𝑥|𝜓𝑖⟩ , 
(5.3) 
where  is the dielectric constant of Bi2Te3, and  is a Rashba parameter determined by the Dirac 
cone dispersion or energy splitting as a function of momentum. It is determined as follows: the 
first-order spin-orbit interaction Hamiltonian for the topological surface state is [5,22,25] 
𝐻𝑠𝑜𝑖 = 𝛼?̂? ∙ 𝒌×𝛔 , (5.4) 
where 𝛼 is a Rashba parameter. The dispersion relation of the upper branch of the Dirac cone is 
given by 
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𝜀𝑢(𝑘𝑦) = ⟨𝜓𝑢|𝐻𝑠𝑜𝑖|𝜓𝑢⟩ = 𝛼𝑘𝑦〈𝜎𝑥〉𝑢 , (5.5) 
where x u , the spin expectation value of the upper branch, equals 45% from previous 
studies [26]. The Fermi velocity of the upper branch Dirac cone is known to be 3.83 eV∙Å. From 
Equation (5.5),  = 8.52 eV∙Å. The third term in the interaction Hamiltonian is given by  
𝐻3 =
𝛼𝑒
𝑐ℏ
(𝑨×𝛔) ∙ ?̂? ≡ 𝛽(𝑨×𝛔) ∙ ?̂?, (5.6) 
The Rashba coefficient defined in the text is thus given by
34.32 10 e   . 
The wavefunction of initial state 𝜓𝑖
𝑘 is obtained from first-principles calculations performed 
under the local-density functional approximation using the ABINIT code [27]. The pseudo-
potential functions were the ones constructed by Hartwigsen, Goedecker, and Hutter [28], which 
had been shown to yield band structure of Bi2Te3 films in excellent agreement with 
experiment [21]. The final state 𝜓𝑓
𝑘 is a time-reversed low-energy-electron-diffraction (TRLEED) 
state [29,30]. Since we use relatively high energy photons, we ignore the crystalline potential 
modulations in the solid (on the order of a few eVs) but keep the zeroth order Fourier component 
(the inner potential representing the potential step at the surface). Referring to Fig. 5.6, the LEED 
state is obtained by time-reversing the travel of the photoelectron that is detected by the 
photoelectron spectrometer. The "beam" impinges upon the film, gets partially reflected and 
transmitted, and undergoes multiple reflections, during which the beam is attenuated by scattering. 
The resulting LEED state is then time-reversed to yield the TRLEED state. The beam in vacuum 
is strictly spin degenerate. The final states are taken as a pair of spin-degenerate TRLEED states.  
Relevant to the calculations are the reflection and transmission coefficients r and t as indicated 
in the figure. In the vacuum region where 0z  , the wave function is given by 
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 1 2 31 0
2 3 0
t t r
[exp( k z)+r exp(- k z)+ exp(-2 z )exp(- k z)]exp( k )
1 exp( 2 )
z z z x yi i i i x ik y
r r z


   
 
,     (5.7) 
Inside the film, the wave function is  
1 31
0 x
2 3 0 2 3 0
t rt
[ exp( k z+ z)+ exp(- k z- z)exp(-2 z )]exp( k x+ k )
1 exp( 2 ) 1 exp( 2 )
z z yi i i i y
r r z r r z
  
    
, 
(5.8)                                                               
The quantity 
zk   is the z-component of the electron wave vector in vacuum, and zk  is the same 
inside the film. These are given by (with kx = 0 in the experiment)  
𝑘𝑧
′ = √
2𝑚𝑒
ℏ2
(ℎ𝑣 − 𝐸𝐵 − 𝑤) − 𝑘𝑦2 , 𝑘𝑧 = √
2𝑚𝑒
ℏ2
(ℎ𝑣 − 𝐸𝐵 − 𝑤 + 𝑈0) − 𝑘𝑦2 , (5.9) 
𝐸𝐵 is the binding energy, 𝑤 is the work function (4.5 eV), 𝑈0 is the inner potential (8.5 eV), and 
1/ is the damping parameter (chosen to be 12 Å, but the results are roughly the same for any value 
between 10 and 16Å). The reflection and transmission coefficients at the surface are easily derived:  
 
1 1
2 2
( - ) / ( ),  2 / ( )
( - ) / ( ),  2 / ( )
z z z z z z z
z z z z z z z
r k k k k t k k k
r k k k k t k k k
      
     
,    (5.10) 
The four coefficients satisfy the Stokes relation.  
The coefficient t3 does not enter the calculation. The reflection coefficient r3 depends on the 
electronic structure of the interface and substrate and is not easy to determine. Because the final 
state is damped within the film, reflection at the buried interface becomes less important for thicker 
films. The parameter r3 primarily affects the calculation for the 1-QL film. By 3-QL, the effect is 
just a few percent; and by 6-QL, it has practically no effect over the entire allowed range of 
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variation: 
31 1r   . To illustrate this point, Fig. 5.7 shows the calculated CD for geometry A at 
𝑘𝑦 = −0.08Å
−1 for 1-, 3-, and 6-QL films as a function of the magnitude and phase of r3. The 3- 
and 6-QL results are essentially constant. In our data analysis, we treat r3 as a linear fitting function 
of the electron energy. The fitting result is presented in Fig. 5.8(a). The corresponding flux 
reflectivity |𝑟3|
2  is around 70%, meaning that about 30% of the beam transmits through the 
interface, a very reasonable result. The only other parameter needed for the computation is the 
complex dielectric constant 𝜀 = 𝜀1 + 𝑖𝜀2 of Bi2Te3, which should be close to unity in the energy 
range of interest [31]. We treat  as a fitting parameter that depends on the photon energy but not 
on the film thickness. It does come out to be close to unit as shown in Fig. 5.8(b). With parameters 
t3, r3 and Eqns. (5.7)-(5.10), the wavefunction of final state 𝜓𝑓
𝑘 can be constructed. 
The vector potential of LCP and RCP radiation is given by 
                In vacuum: 
(iAcos , A, iAsin )
(iAcos , A, iAsin )
LCP
RCP
  
  
A
A
 
 
,                                             
                Inside the film:
(iAcos , A, iAsin / )
(iAcos , A, iAsin / )
LCP
RCP
  
  
A
A
  
  
,               
where is the angle of photon beam with respect to the sample surface normal. Note that the z 
component of the vector potential inside the film is different from that in vacuum by a factor of 
1/   due to the dielectric discontinuity at the film surface. With the wavefunctions of initial state 
𝜓𝑖
𝑘  and 𝜓𝑓
𝑘 , one can calculate the photoemission cross section |⟨𝜓𝑓
𝑘|𝐻𝑖𝑛𝑡|𝜓𝑖
𝑘⟩|
2
 based on Eqn. 
(5.3).  For each polarization, excitation into the two final-state spin channels is treated separately; 
the sum of the cross section of the two channels gives the photoemission intensity. The CD signal 
(5.11) 
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is then extracted from the ratio of the difference and sum of the cross sections for the two 
polarizations. The actual calculation takes into account of contributions from both faces of the film. 
The results of the calculation (Fig. 5.5(b)) are in overall agreement with the data. The minor 
differences can be attributed to the various approximations. A further comparison of the CD 
involving the ky dependence of the upper branch in selected cases is presented in Fig. 5.9. The CD 
is not an odd function, as expected. Note the large differences between the results at 55 and 60 eV 
(sign reversal), and the unusual behavior for 1-QL at 55 eV, are all reproduced by the calculation. 
The detailed agreement lends strong support to our analysis.  
To see the relationship between CD and spin polarization, we compared the experimental 
results of CD with theoretical calculations of spin polarization of the topological surface states of 
Bi2Te3 films. The normalized spin polarization of the initial state (upper branch at ky = - 0.08 Å
–1) 
defined by 
𝑃(𝑘𝑦) =
1
ℏ
∑⟨𝜓𝑖(𝑘𝑦)|𝑠𝑥sgn(𝑧)|𝜓𝑖(𝑘𝑦)⟩
𝑖
 , (5.12) 
is computed by using wave functions 𝜓  obtained from first-principles calculations for free-
standing films, where sgn(𝑧) is the sign function, z = 0 is at the midpoint of the film, and the 
summation over i is for the degenerate Kramers pair associated with the two faces of the film [32]. 
The computation is limited to 1-6 QL for simplicity. The results for different film thicknesses (Fig. 
5.5(c)) are independent of the photon energy. Note that the spin polarization increases as a function 
of film thickness of 2-QL and up, but the spin polarization for 1-QL has an opposite sign. There is 
no simple correlation between the spin polarization and the experimental CD.  
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5.7 Discussions of CD 
Prior discussions of CD [17,18,33] generally invoked only the dipole term in Eqn. (5.2). Is 
this justified? We show in Figs. 5.10(a)-(c) the calculated CD with only two of the three terms in 
Eq. (5.2) included and in Figs. 5.10(d)-(f) with only one of the three terms included. Note that the 
matrix elements are complex functions. Interference of the three contributions makes the CD 
values large in Figs. 5.10(a) and (b), but quite small in the other cases. A single-term description 
yields very small CD and is simply not adequate. With two terms, only the case including both the 
dipole term and the spin-orbit term comes roughly close to the experiment. Thus, the contribution 
of the surface photoemission term is relatively weak but not negligible. In general, the surface 
photoemission term is weak relative to the dipole term if direct transitions are allowed, and vice-
versa [34]. The c-axis lattice constant of Bi2Te3 is very large [22], leading to a very small 
dimension of the Brillouin zone along this direction. The final state is dominated by a free-electron 
state folded into the narrow first zone. Direct band-to-band transition is essentially continuously 
allowed, independent of the photon energy. Thus, the surface photoemission term is expected to 
be weaker.    
Additional data based on geometry B reveal an odd CD function as expected from symmetry 
requirements, and the results are again in good agreement with the calculation as shown in Fig. 
5.11. Thus, the experimentally observed complex dependencies of CD on the photon energy, film 
thickness, crystal momentum, and experimental geometry (or initial states with different 
symmetries) are all well described by the calculation. Some insights can be garnered from the 
analysis. In general, CD measurements at just one randomly chosen photon energy or just one film 
thickness are not necessarily a straightforward indication of the spin polarization of the topological 
state, and the sign can be reversed. At high photon energies where  approaches unity or in cases 
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direct transitions are allowed, the surface photoemission term can be relatively weak. The spin-
orbit term is generally strong for systems with heavy elements. At very low photon energies (such 
as 6 eV), where the final state damping effect is suppressed, the contributions from the top and 
bottom faces of the film, with opposite spin textures, can interfere with each other. In systems with 
a typical lattice constant along the c-direction, direct transitions are strongly modulated as a 
function of photon energy and can be strategically minimized. These guidelines are helpful for 
simplifying the analysis of CD in terms of the spin polarization by choosing appropriate 
experimental conditions. Our results resolve the outstanding issues related to the apparent 
complexity of experimental CD results. The same analysis and methodology should be broadly 
applicable to surfaces and thin films in general. 
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5.8 Figures 
 
Figure 5.1. Crystal structure of the Bi2Te3 (adapted from Ref. [22]). (a) The hexagonal supercell 
containing 15 atomic layers and primitive translation vectors t1,2,3. (b) The top view of a (quintuple 
layer) QL in the triangle lattice. Three sets of different sites, labeled as A, B and C sublattices, 
respectively, are presented. The stacking of atomic layers along the z-direction is in the order of … 
- C(Te1) - A(Te1) - B(Bi) - C(Te2) - A(Bi) - B(Te1) - C(Te1) - … (c) The first Brillouin Zone. 
Four nonequivalent (time-reversal invariant momentum) TRIM points Γ, L, F and Z are denoted 
in the 3D Brillouin Zone. The corresponding surface 2D Brillouin Zone is represented by the 
dashed blue hexagon, and Γ̅, M̅ and K̅ are the corresponding TRIM special k points in the surface 
Brillouin Zone. 
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Figure 5.2. Electronic structure of Bi2Te3 films as a function of film thickness measured 
with ARPES. All the data were taken using 29-eV photons with horizontal polarization (HP). 
The samples were kept at 50 K during measurements. The tunneling gap ∆ can be clearly seen 
in the 2-QL film. “CB” is short for conduction band, “VB” is valence band and “SS” is surface 
state. 
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Figure 5.3. (a)-(b) ARPES geometries A and B. Green hexagons represent the surface Brillouin 
zone of Bi2Te3. (c)-(d) ARPES maps of a 2-QL Bi2Te3 film taken with LCP and RCP light at 55 
eV, respectively, using geometry A. The brightness indicates the photoemission intensity. (e)-(f) 
ARPES maps of 2-QL and 12-QL Bi2Te3 films taken with linearly polarized light at 29 eV, 
respectively. 
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Figure 5.4. Maps of photoemission circular dichroism for Bi2Te3 films of various thicknesses taken 
at different photon energies using geometry A. 
 
Figure 5.5. Photon energy and film thickness dependences of CD for the upper topological surface 
state at ky = –0.08 Å–1 from experiment (a) and first-principles calculation (b), respectively. The 
error bar in (a) represents the statistical error of CD stemming from the energy and momentum 
resolution. (c) Calculated spin polarization of the upper topological state at ky = –0.08 Å–1. 
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Figure 5.6. Construction of the TRLEED state. 
 
 
Figure 5.7. Dependence of CD on 𝑟3, the reflectivity of electrons at the interface between Bi2Te3 
films and Silicon substrate. 
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Figure 5.8. Fitting parameters. (a) Interface reflection coefficient r3 as a function of photon energy. 
It is taken to be a linear fitting function. (b) Dielectric function as a function of photon energy. 
Both the real and imaginary parts are shown. The Bi 5d and Te 4d core edges are indicated.  
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Figure 5.9. Experimental and theoretical CD of Bi2Te3 films of various thicknesses taken at 
different photon energies using geometry A. The results are for the upper branch of the topological 
states as a function of ky. The error bar in the left panel represents the statistical error of CD 
stemming from the energy and momentum resolution. The decreasing CD signal at larger ky 
compared the calculation is likely caused by overlapping signal from the neighboring conduction 
band edge states because of a finite band width in experiment.   
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Figure 5.10. Computed CD for geometry A with the following reduced set of contributions of 
photoemission: (a) No dipole transition; (b) no surface photoemission; (c) no spin-orbit coupling; 
(d) dipole transition only; (e) surface photo-emission only; (f) spin-orbit coupling only. CD is 
computed for the upper topological state at ky = –0.08 Å–1, the same wave vector as that in Fig. 
5.5b. In each plot, ‘DT’ stands for the dipole transition term, ‘SP’ the surface photoemission term, 
and ‘SOC’ the spin orbit coupling term. 
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Figure 5.11. Experimental and computed CD for geometry B at selected photon energies and film 
thicknesses. 
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6 α-Sn film on InSb(111): An Elemental Topological Dirac Semimetal 
6.1 Introduction 
Recent years have witnessed an ever-growing interest in materials that host massless Dirac 
fermions; examples include graphene [1], TIs [2] and Dirac semimetals [3–8]. Three-dimensional 
(3D) topological Dirac semimetals (TDSs) have recently attracted much attention as the first 
example of topological phases of gapless systems that are the 3D counterpart of graphene [3,5–8]. 
In such systems, the bulk valence band (VB) and conduction band (CB) touch at multiple discrete 
points in the bulk Brillouin zone to form Dirac points, near which the dispersion relations are linear 
in all three momentum directions [3,4]. The bulk Dirac cones are protected by crystalline 
symmetry and spin-orbit coupling [4–7,9]. Furthermore, these materials can support nontrivial 
surface states [5–7,10]. The unusual electronic structure leads to extraordinary physical properties, 
including giant linear magnetoresistance [11,12], ultrahigh carrier mobility [9,12], chiral 
anomaly [13] and novel quantum oscillations [14]. Theoretically, TDSs can be driven by 
symmetry breaking into TIs and Weyl semimetals [3,5,13]; thus, these materials are excellent 
parent materials for realizing other exotic electronic phases. They also provide an excellent test 
ground for studies of topological phase transitions. TDSs are rare, however, because the 
topological conditions on the electronic structure are generally hard to satisfy. Thus far, Na3Bi and 
Cd3As2 are the only two known cases [3,8–10,15]. Our work in this chapter is the discovery of a 
new material in the TDS family, α-Sn under suitable strain. Unlike other TDS materials that 
involve complicated chemical structures, α-Sn is elemental and simple.  
There are two phases of bulk single crystal Sn: α and β. α-Sn (also named as gray Sn for its 
color) is a zero-gap semiconductor, while β-Sn (also named as white Sn for its color) is metallic. 
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When the temperature is above 13 °C, bulk α-Sn will transit into β-Sn. α-Sn has a diamond lattice 
structure (Fig. 6.1(a)). Sn is a group-IV element. Unlike other elements in this group such as carbon, 
silicon (Si) and germanium (Ge), α-Sn has a zero band-gap as shown in Figure 6.1(c) [16]. In 
addition, its band ordering near Fermi level is inverted. Compared to band structure of Ge shown 
in Fig. 6.1(b), the order of light-hole valence band (Γ8
+) and conduction band (Γ7
−) in α-Sn is 
inverted [17]. At zone center, there is a 4-fold degeneracy of states at Fermi level, which is 
protected by the cubic symmetry of diamond lattice. In other words, cubic symmetry in α-Sn 
guarantees that it has a zero band-gap [17]. A prior experimental study reported that a band gap 
opened in 𝛼-Sn when compressive strain was applied along (111) or (001) direction [18], which 
broke the cubic symmetry. Liang Fu et al. theoretically proposed that such an insulator phase was 
a strong 3D topological insulator [19]. Two recent experimental studies demonstrated the existence 
of topological surface states in the valence band regions of 𝛼-Sn films grown on InSb(001), but no 
experimental evidence of the strain-induced band gap [20,21]. 
Herein, we show a surprising discovery that 𝛼-Sn can be made into a TDS under a suitable 
strain achieved experimentally through molecular beam epitaxial (MBE) growth of 𝛼-Sn thin films 
on InSb(111) [22]. The organization of this chapter is as follows. We will first present theoretical 
predictions of several topological phases that are realized in 𝛼-Sn by applying different types of 
strain in Sec. 6.2. According to our theoretical calculations, it is only under tensile strain along in-
plane directions that 𝛼-Sn will be turned into a topological insulator. If the sign of strain is reversed, 
i.e. compressive strain along in-plane directions, 𝛼-Sn will be turned into a TDS, which has not 
been studied or discovered in previous reports. In Sec. 6.3 and 6.4, the preparation of 𝛼-Sn samples 
and measurements of the epitaxial strain will be presented, respectively. The key evidences of the 
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TDS phase realized in strained 𝛼-Sn will be presented in detail and compared with calculation 
results in Sec. 6.5. Finally, the conclusions of our work will be summarized in Sec. 6.6. 
 
6.2 Theoretical Predictions of Topological Phases in α-Sn 
To see how strain affects the band structure of α-Sn, first-principles calculations were 
performed using the ABINIT code [23] and HGH-type pseudopotentials [24]. Spin-orbit coupling 
was taken into account. The cutoff of electron kinetic energy was 340 eV. A k-space grid of 
12×12×8 was adopted based on the Monkhorst-Pack algorithm. The lattice constant of bulk 𝛼-Sn 
was set as the experimental value a = 6.4892 Å [25]. Standard LDA calculations tend to 
underestimate the size of band gap. Fabian Tran and Peter Blaha have proposed a method that 
corrects this underestimation by using a modified Becke-Johnson exchange potential together with 
a LDA correlation functional (MBJLDA) [26]; the results closely reproduce the band gaps of many 
semiconductors. We show band structure of α-Sn calculated with LDA in Fig. 6.2(a) and the same 
with MBJLDA in Fig. 6.2(b) for comparison. A major difference is the energy position of the 
conduction band edge at the L point. It is below the Fermi level in the LDA calculation, 
erroneously suggesting that the system is a metal. The MBJLDA calculations put the same 
conduction band edge at ~0.1 eV above the Fermi level, in agreement with previous 
experimental [27] and theoretical results [28], and the system is indeed a semimetal.   
The α-Sn samples studied in this chapter were α-Sn films epitaxially grown on InSb(111) 
substrate, which were compressively strained along in-plane directions with a magnitude of 𝜀∥ =
−0.14%. Such strain, called epitaxial strain, resulted from the lattice mismatch between bulk α-
Sn and InSb. The measurements of epitaxial strain in α-Sn films will be presented in the following 
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sections. To see how this epitaxial strain affects the band structure of α-Sn, MBJLDA calculations 
of the electronic structure of strained α-Sn were performed and presented in Fig. 6.3. For 
unstrained α-Sn, its CB and VB touch at the zone center, resulting in a single-point Fermi surface 
(Fig. 6.3(a)). The CB and VB nearby have quadratic dispersions; thus, the system is not a Dirac 
semimetal but an ordinary zero-gap semimetal [4]. This particular band topology is protected by 
the cubic symmetry of the system, but can be readily modified by uniaxial strain [18–20]. Note 
that the order of the Γ8
+ CB and the Γ7
− VB in 𝛼-Sn is inverted; modifications to the band topology 
can lead to non-trivial topological phases [19,20]. The theoretical band structure of bulk 𝛼-Sn 
under the experimental strain (𝜀∥ = −0.14%) is shown in Fig. 6.3(b) for an overview and in Figs. 
3(c)-(d) for detailed views. The strain causes the CB and VB to move closer together, resulting in 
a small (negative) gap of  ~20 meV at the Γ point. The single-point Fermi surface in the 
unstrained case now splits into two points at (0, 0, ±𝑘𝐷), with kD = 0.017(2π/c). The system 
remains a semimetal. The dispersion relations near the two contact points are linear in all three 
momentum directions; these features are indicative of a TDS. Given that the inverted band order 
in the unstrained system is preserved under strain, the 2D 𝑍2 index on the 𝑘𝑧 = 0 plane is +1 [19]. 
Following the usual classification criteria [7], strained 𝛼-Sn is indeed a TDS.  
Further analysis shows that the two bulk Dirac points of strained α-Sn is robust, being 
protected by the its crystal symmetry. Unstrained α-Sn has a diamond lattice structure. The 
electronic configuration of atomic Sn is 4d105s25p2, and the electronic states of solid α-Sn near the 
Fermi level are mostly derived from the atomic 5p orbitals. At the Γ point, the valence band top is 
four-fold degenerate with Γ8
+ irreducible representation in accordance with the Oh symmetry (Fig. 
6.3(e)). This degeneracy is protected by the cubic symmetry of the diamond lattice [19]. Strain in 
α-Sn films grown on InSb(111) breaks the cubic symmetry but retains the three-fold rotational 
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symmetry C3 along [111]. The symmetry reduction causes the conduction band (CB) and the 
valence band (CB) to cross each other (Fig. 6.3(f)). The small group at Γ reduces to D3d from Oh, 
and the irreducible representation Γ8
+ splits into Γ4
+ and Γ5,6
+  with different C3 eigenvalues. Along 
ΓA direction the representation of CB is different from that of VB, which prevents hybridization 
between them; thus, the band crossings shown in Fig. 6.3(f) are protected by C3 symmetry. The 
two crossing points correspond to two bulk Dirac points. A schematic illustration of the two bulk 
Dirac points is shown in Fig. 6.4(a). According to our first-principles calculations, the separation 
of the two bulk Dirac points 2kD enlarges with increasing epitaxial strain as presented in Fig. 6.4(b).   
This is the first report of a TDS phase in α-Sn. Prior studies have reported instead a TI phase 
under strain [18,20]. The differences can be attributed to either a different direction – (001) [20] 
or a different sign of the strain [18]. Fig. 6.5(a) shows a calculated bulk band structure of 𝛼-Sn 
with a positive strain of 𝜀∥ = 0.7%. An absolute gap of ~50 meV is obtained, and the system is a 
TI because of the band inversion. At an even larger 𝜀∥ of 1.5%, the system becomes an ordinary 
semimetal (OS) because of the band overlap, as shown in Fig. 6.5(b). The phase diagram in Fig. 
6.5(c) summarizes the systematics; the system is a TDS for a negative strain, becomes a zero-gap 
semimetal at zero strain, transforms into a TI at positive strain and finally becomes an OS at a 
sufficiently large positive strain.  
 
6.3 Preparation of α-Sn Films 
α-Sn films were grown on the B face of InSb(111) substrate using molecular beam epitaxy. 
While bulk 𝛼-Sn, with the diamond lattice structure, is stable only below 13 C, thin films of 𝛼-
Sn grown on InSb can be stable up to ~170 C [29]. The lattices of  𝛼-Sn and InSb are nearly 
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matched, but a slight mismatch results in an in-plane compressive strain of 0.14% for the 𝛼-Sn 
overlayer [20,30]. The crystal structure of (111)-oriented 𝛼-Sn films is shown in Fig. 6.6(a). It 
consists of a stack of biatomic layers (BLs). Each BL is a stanene, which resembles graphene but 
is buckled with the two triangular sublattices at different heights [31]. Fig. 6.6(b) shows the 
hexagonal prismatic bulk Brillouin zone and the (111)-projected surface Brillouin zone.  
Prior to the deposition of 𝛼-Sn films, the InSb(111)-B substrates were cleaned by repeated 
cycles of Ar+ sputtering and annealing at 400 °C until the 3×3 surface reconstruction shows up in 
the RHEED pattern (Fig. 6.6(d)). Thin films of 𝛼-Sn were grown in situ by evaporation of Sn at a 
rate of ~3 minutes per bilayer onto a substrate kept at room temperature. Fig. 6.6(c) shows RHEED 
intensity as a function of deposition time. The periodic oscillatory behavior indicates a layer-by-
layer growth mode and permits precise determination of the film thickness. A reflection-high-
energy-electron-diffraction (RHEED) pattern of a 30-BL 𝛼-Sn(111) film grown on InSb(111) (Fig. 
6.6(e)) demonstrates a good film quality. The pattern also reveals a 3×3 reconstruction, which is 
known to exist on the 𝛼-Sn(111) face [29]. Fig. 6.7 shows a photoemission spectrum of the 30-BL 
film; it is dominated by the Sn 4d core level doublet. No signals from the substrate In or Sb are 
detected; thus the film is continuous with no pin holes or cracks. In contrast to prior experiments 
that introduced Te [20] or Bi [21] into Sn films to help films grow smoothly, no such impurity 
atoms were introduced in our thin film samples yet they were of high-quality. 
 
6.4 Strain Measurements of α-Sn Films 
To measure the epitaxial strain in our α-Sn films grown on InSb(111) substrate, we performed 
X-ray diffraction (XRD) experiments at Beamline 12.3.2 [32], Advanced Light Source. The 
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measured sample was an α-Sn film with a thickness of 30-BL (~11 nm) on InSb(111). A grazing 
incidence geometry was employed to enhance the signal from the thin film sample as shown in 
Fig. 6.8(a). The X-ray beam from a superconducting bending magnet source was focused down to 
a size of 1x1 m2 onto the sample using a pair of elliptically-bent Kirkpatrick-Baez mirrors. The 
diffracted X-rays were detected with a DECTRIS Pilatus 1M hybrid pixel area detector placed at 
a diffraction angle of 2𝜓= 90o. A silicon sample was used for calibrating the geometry and the 
monochromator. 
At first polychromatic X-ray beam was used to probe the sample and generate a Laue 
diffraction pattern, from which the orientation of the film and the exact angular positions of a 
number of reflection spots can be determined. For each reflection spot, the Bragg’s Equation is 
satisfied 
2𝑑ℎ𝑘𝑙𝑠𝑖𝑛𝜓ℎ𝑘𝑙 = 𝑛𝜆 ,     (6.1) 
where (ℎ𝑘𝑙) is the miller index of the crystal plane corresponding to the reflection spot, 𝑑ℎ𝑘𝑙 is the 
interplanar spacing for (ℎ𝑘𝑙) plane, 𝜓ℎ𝑘𝑙 is the angle between the surface normal of thin film and 
the normal of (ℎ𝑘𝑙)  plane, and 𝜆  is the wavelength of X-ray. The 𝜓ℎ𝑘𝑙  angle can be easily 
determined for each reflection spot. To determine the 𝑑ℎ𝑘𝑙, one would need to determine the X-
ray wavelength 𝜆. Here comes the second step, a monochromatized X-ray beam was employed to 
determine precisely the energy (wavelength) of each reflection, from which the 𝑑-spacings were 
extracted. Take the (2,2̅,8) reflection spot for example, the intensity at this spot is scanned as a 
function of X-ray energy (wavelength) as shown in Fig. 6.8(b). Both α-Sn film and InSb substrate 
can be seen by X-ray, so there are two peaks. The peak at lower energy corresponds to α-Sn film, 
and the other one corresponds to the InSb substrate. From the peak position, one can obtain the X-
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ray wavelength 𝜆 that satisfies Eqn. (6.1). Based on Eqn. (6.1), spacing for the (ℎ𝑘𝑙) plane, 𝑑ℎ𝑘𝑙, 
can be determined. By comparing the 𝑑ℎ𝑘𝑙 of the strained α-Sn film (𝑑ℎ𝑘𝑙
𝜓
) in our experiments with 
that of unstrained bulk α-Sn ( 𝑑ℎ𝑘𝑙
0 ), the magnitude of strain along (ℎ𝑘𝑙)  direction can be 
determined as 
𝜀𝜓 = (𝑑ℎ𝑘𝑙
𝜓
− 𝑑ℎ𝑘𝑙
0 )/𝑑ℎ𝑘𝑙
0  .     (6.2) 
The measured results of 𝜀𝜓 as a function of 𝑠𝑖𝑛
2𝜓 is presented in Fig. 6.8. Since the area detector 
is placed at 2𝜓= 90o, most of the data points are around 𝑠𝑖𝑛245o = 0.5.  
The strain we want to determine is the ones along in-plane and perpendicular directions, or 
the crystal planes along the 𝜓= 90o direction, which is out of reach in our XRD experiments. The 
𝑠𝑖𝑛2𝜓  method [33] was used to determine the strain parallel and perpendicular to the film. 
According to this method, 𝜀𝜓 is a linear function with 𝑠𝑖𝑛
2𝜓. Therefore, the in-plane strain is 
𝜀𝜓=90°, and the perpendicular strain is 𝜀𝜓=0°. Based on the linear fitting results of experimental 
data (Fig. 6.9), the in-plane compressive strain 𝜀∥ = (-0.14 ± 0.03)%, which indicate that the 𝛼-Sn 
film is fully epitaxially constrained to the InSb(111) in-plane lattice constant. The perpendicular 
strain from the experiment is 𝜀⊥  = (+0.006 ± 0.015)%, which is essentially zero within 
experimental error.  
 
6.5 Experimental Evidence of TDS Phase in Strained α-Sn Film 
The electronic structure of α-Sn films on InSb(111) measured by ARPES is the key evidence 
of TDS phase predicted by our theoretical calculations. The ARPES measurements of our 
negatively strained films were performed at beam line 10.0.1 of the Advanced Light Source. All 
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data were taken with a Scienta R4000 electron analyzer with the sample maintained at 40 K, with 
an energy resolution of 16 meV and angular resolutions of 0.1°. 
Fig. 6.10(a) shows a Fermi surface map of a 6-BL film. It is a single point at the zone center, 
which corresponds to the projection of the two bulk Dirac points of strained 𝛼-Sn. The in-plane 
band dispersion of the same film along -Γ-K K determined by ARPES mapping is shown in Fig. 
6.10(b). Right below the Fermi level EF is a band that disperses linearly (red dashed lines) away 
from the single-point Fermi surface. The green lines indicate another valence band feature with 
linear band dispersions. For comparison, Fig. 6.10(c) shows calculated ARPES spectral functions 
deduced from the surface-projected density of states of a semi-infinite 𝛼-Sn slab. The major 
features agree well with experiment. The red lines in Fig. 6.10(b) correspond to the top valence 
band. The green lines are associated with a Dirac point at about 0.3 eV binding energy; the relevant 
states have a strong surface character and originate from a topological surface band, but they 
become surface resonances because of the presence of degenerate bulk states. This surface 
resonance state is very similar to that on the (001) surface of Cd3As2 [6]. 
In order to view the dispersion relations of the CB, which normally sits above the Fermi level, 
we use potassium (K) for electron doping of the surface [3,8]. Figs. 6.10(d)-(e) show a comparison 
of the electronic structure of a 6-BL 𝛼 -Sn film before and after surface deposition of K, 
respectively. The net effect is a shift of the Fermi level upward by 0.21 eV, thus revealing part of 
the CB as a V-shaped band. The dispersion relations are shown again, with an enlarged scale, in 
Fig. 6.10(f) for comparison with the computed projection of the bulk bands onto the kz = 0 plane 
as presented in Fig. 6.10(g). Fig. 6.10(h) displays measured constant-energy contours at various 
binding energies. The contour is a circle at the high energy end, shrinks to a point at the Dirac 
point, and opens up at lower energies; this latter contour is strongly modulated in intensity and 
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appears more like two spots. The modulation can be attributed to matrix element effects associated 
with the s-polarization geometry in our experiments [34]. The weak CB feature in Fig. 6.10(f) can 
be enhanced by taking the second derivative of the data; the results are shown as an intensity map 
in Fig. 6.10(i) and as a set of momentum distribution curves in Fig. 6.10(j). Curve fitting of the 
results yields peak positions as shown in Figs. 6.10(j)-(k). It clearly shows a V-shaped CB with 
linear dispersions. The Fermi velocity along Γ̅?̅? is 7.09 eV∙Å or 1.07×106 m∙s-1 for the CB and 
2.16 eV∙Å or 3.26×105 m∙s-1 for the VB. These values are comparable to that of a high-mobility 
TDS Cd3As2 [8,9].  
ARPES measurements have also been carried out with different photon energies to map out 
the band dispersion relations along kz. Some of the key results obtained for 6-, 10- and 30-BL 𝛼-
Sn films doped with K are shown in Fig. 6.11(a). Corresponding computed band dispersion 
relations at various kz are shown in Fig. 6.11(b). The CB shifts to partly below the Fermi level by 
K doping. However, this energy shift is reduced as the film thickness increases because the 
electrons from K doping are diluted throughout the film thickness. As a result, the visible part of 
the CB is very much reduced for the 30-BL film. Evidently, the measured band dispersion relations 
for the 6- and 10-BL films do not change with photon energy, while those of the 30-BL film show 
significant variations. This different behavior is highlighted in Fig. 6.11(c), which plots the top of 
the VB at the zone center as a function of both photon energy and film thickness. Thus, the 30-BL 
film is characterized by 3D band dispersions with substantial variations along kz, while thinner 
films are characterized by 2D band dispersions. 
Shown in Fig. 6.11(b) are computed in-plane band dispersion relations along kx for bulk 𝛼-Sn 
at various values of kz chosen to correspond closely to the 30-BL data in Fig. 6.11(a). These kz 
values are also consistent with the photon energies chosen for the experiment based on a free-
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electron final band dispersion [35]. When kz = kD (42 eV photon energy), the calculated band 
structure shows a Dirac point with -shaped linear dispersion relations for the VB, in agreement 
with experiment. As kz moves away, a gap develops between the VB and CB, again in agreement 
with experiment. Fig. 6.11(d) shows the experimental kz dispersion relations of bulk 𝛼-Sn. Around 
kz = kD (42 eV photon energy), a linear band dispersion can be seen. Note that the resolution of 
band mapping along kz is inherently limited by a finite momentum resolution due to a finite mean 
free path of the photoelectrons [35]. Thus the two bulk Dirac points predicted by first-principles 
calculation, being very close along kz axis, are not resolved in the experimental data. We emphasize 
that the observed Dirac cone with linear in-plane and out-of-plane dispersions near Fermi level is 
only consistent with the calculated band structure of 𝛼-Sn with negative in-plane strain, which has 
been well confirmed by our X-ray diffraction measurements.  
The 2D character of the band dispersions for the 6- and 10-BL films can be understood as a 
result of quantum confinement [36]. The bulk bands are discretized into quantum well states or 
subbands characterized by subband indices related to specific kz values. The Dirac cones seen for 
the 6- and 10-BL films are 2D Dirac cones, similar to those observed in graphene [1] or the 
topological surface states in 3D topological insulators [2]. However, the Dirac cones in the Sn 
films are derived from 3D electronic states. The differences in the results between the 30-BL film 
and the thinner films indicate a crossover from a 3D Dirac semimetal to a 2D Dirac semimetal. 
Unlike graphene of which the 2D Dirac cone will open a band gap in the presence of significant 
spin-orbit coupling [37], this 2D Dirac semimetal is robust against such coupling effect because 
of the intrinsic strong spin-orbit interaction already present in Sn. Such feature gives tunability to 
the 2D Dirac semimetal phase in 𝛼-Sn films that isn’t attainable in graphene, such as the transition 
into a topological insulator under strain [38].  
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6.6 Conclusions 
Our results establish the first known case of a 3D TDS based on a simple elemental material. 
Moreover, our theoretical results show that strain engineering can be an effective way to create 
novel phases from ordinary materials. Note that C (diamond), Si, Ge and 𝛼-Sn are isoelectronic 
and share the same crystal structure, but only 𝛼-Sn can be driven into a TDS phase by strain. This 
unique behavior is because the large spin-orbit coupling in Sn leads to an inverted band ordering 
in the parent phase. The symmetry-required contact point between the CB and VB can transform 
into a positive or negative gap by the application of strain. Such topological transformations then 
lead to either a TI or a TDS, under a positive or negative strain, respectively. Prior studies explored 
only the positive strain side of the phase diagram. Thinner 𝛼-Sn films are 2D Dirac semimetals; 
the Dirac states are very similar to those seen in graphene, suggesting many possible applications 
based on existing graphene research. Our work indicates that 𝛼-Sn is a promising material for 
device applications based on its rich topological phase diagram.  
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6.7 Figures 
 
 
Figure 6.1. (a) Lattice structure of α-Sn. (b) Band structure of Ge [17]. (c), (d) Schematic diagrams 
of α-Sn band structure without and with strain respectively [19]. The red dashed lines in (c) 
represent the Dirac cone in α-Sn. 
 
 
Figure 6.2. Comparison of bulk band structure of α-Sn calculated with (a) LDA and (b) MBJLDA. 
The green dashed circle in each panel mark the energy position of the conduction band edge at the 
L point. The MBJLDA calculation gives the correct result. 
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Figure 6.3. Calculated electronic structure of 𝛼-Sn under the epitaxial strain observed in 𝛼-Sn 
films grown on InSb(111). (a) Bulk band structure of 𝛼-Sn without strain. (b) Bulk band structure 
of 𝛼-Sn with the epitaxial strain (𝜀∥ = −0.14%). (c) Close-up view of (b) along the ΓA direction 
(kz direction). The wave number of the band crossing point is kD = 0.017(2π/c). (d) Bulk band 
structure of strained 𝛼-Sn along the kx and ky directions near the bulk Dirac point. (e, f) Symmetry 
of the band structure of 𝛼-Sn before (e) and after (f) applying the epitaxial strain. 
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Figure 6.4. (a) Schematic illustration of the 3D TDS electronic structure of strained 𝛼-Sn. BDP1 
and BDP2 marks the positions of two bulk Dirac points. (b) Separation between BDP1 and BDP2 
in momentum space as a function of in-plane strain ε∥.  
 
Figure 6.5. (a, b) Bulk band structure of 𝛼-Sn with positive in-plane strain 𝜀∥. (c) Phase diagram 
and band gap of α-Sn as a function of in-plane strain 𝜀∥. The band gap is defined as 𝐸𝑐 − 𝐸𝑣, where 
𝐸𝑐 (𝐸𝑣 ) is the band edge of conduction (valence) band. “TDS” is short for topological Dirac 
semimetal, “TI” is short for topological insulator and “OS” is short for ordinary semimetal.  
(a) (b)
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Figure 6.6. Crystal structure and RHEED pattern of α-Sn films on InSb(111). (a) Top and side 
views of the crystal structures of α-Sn films. The red dashed rectangle in side view shows the 
biatomic layer (BL) of α-Sn. (b) Bulk Brillouin zone and (111)-projected surface Brillouin zone 
of α-Sn. (c) RHEED intensity as a function of growth time. The blue arrows mark when each BL 
is formed. (d) RHEED pattern of InSb(111) surface after several cycles of Ar+ sputtering and 
annealing. The orange (green) arrows mark main (fractional) streaks. There are two fractional 
streaks between adjacent main streaks, which is consistent with the 3×3 surface reconstruction of 
InSb(111)-B face. (e) A RHEED pattern of a 30-BL α-Sn film. The orange (green) arrows mark 
main (fractional) streaks.  
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Figure 6.7. Strain analysis of a 30-BL α-Sn film based on 𝑠𝑖𝑛2𝜓 technique. 𝑑ℎ𝑘𝑙
′  (𝑑ℎ𝑘𝑙
0 ) is the 
interplanar spacing for the (hkl) plane of the measured α-Sn film (unstrained α-Sn). 𝜓 is the angle 
of each (hkl) plane with respect to the film surface plane.  
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Figure 6.8. Measurements of the epitaxial strain in α-Sn film grown on InSb(111) using X-ray 
diffraction (XRD). (a) Experiment geometry of XRD. The X-ray beam shines on the sample at 
grazing angle to enhance signal from the α-Sn film. (b) Scan of XRD intensity as a function X-ray 
energy for the reflection spot of (2, -2, 8). Two peaks can be identified from fitting results. The 
peak at lower energy corresponds to α-Sn film, and the other one corresponds to the InSb substrate. 
 
 
Figure 6.9. Strain analysis of a 30-BL α-Sn film based on 𝑠𝑖𝑛2𝜓 technique. 𝑑ℎ𝑘𝑙
′  (𝑑ℎ𝑘𝑙
0 ) is the  
interplanar spacing for the (hkl) plane of the measured α-Sn film (unstrained α-Sn). 𝜓  is the 
 angle of each (hkl) plane with respect to the film surface plane.  
InSb
α-Sn film
(hkl)
                 
Detector
X-ray
𝜓ℎ𝑘𝑙
𝑘  
𝑘   
14.84 14.86 14.88 14.90 14.92 14.94 14.96
0
1x10
6
2x10
6
3x10
6
4x10
6
5x10
6
6x10
6
 Data
 Fit Peak 1
 Fit Peak 2
 Cumulative Fit Peak
In
te
n
s
it
y
Energy (keV)
(a) (b)
0.05
0
-0.05
-0.10
-0.15
0.05
0
-0.05
-0.10
-0.15
𝑠𝑖𝑛2𝜓
(𝑑
ℎ
𝑘
𝑙
𝜓
−
𝑑
ℎ
𝑘
𝑙
0
)/
𝑑
ℎ
𝑘
𝑙
0
 
%
0 0.2    0.6 0.8 1.0
 Experiment
 Fitting
 109 
 
Figure 6.10. Electronic structure of a 6-BL 𝛼 -Sn film. (a) Experimental Fermi surface. (b) 
Experimental band dispersion along ?̅? − 𝛤 − ?̅?. (c) Calculated ARPES spectral function of a 
semi-infinite 𝛼-Sn slab in the same scale as that in (b). (d)-(e), Band dispersion before and after in 
situ electron doping using a potassium metal dispenser, respectively. (f) Close-up view of band 
dispersion in (e) around the zone center near the Fermi level. (g) Calculated bulk bands projected 
onto (111) for comparison with (f). (h) Stacking plots of constant energy contours at different 
binding energies to show a Dirac cone. (i) Second-derivative plot of experimental data shown in 
(f). (j) Momentum distribution curves obtained from experimental data in (f) (black curves) and 
peak fitting results (blue curves); these curves are essentially indistinguishable. Red triangles mark 
the peak positions for each blue curve. (k) Peak positions from fitting results show a Dirac cone.  
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Figure 6.11. Evolution of band dispersion of α-Sn films with film thickness and incident photon 
energy. (a) ARPES maps from 6-, 10- and 30-BL 𝛼-Sn films under selected incident photon 
energies. (b) Calculated band dispersions of bulk 𝛼-Sn along the kx axis at various out-of-plane 
wave vector kz. (c) Evolution of the energy position of the valence band top with incident photon 
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(Figure 6.11 cont.) energy for 6-, 10- and 30-BL 𝛼-Sn films. (d) Band dispersions of a 30-BL 𝛼-
Sn film along the out-of-plane direction (kz) from experiment. 
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7 Summary and Outlook 
This dissertation is primarily focused on ARPES and first-principles studies of thin-film 
topological materials, including Bi2Te3 films and -Sn films. Several interesting thickness-
dependent effects and phenomena in these thin film materials have been observed, including sign 
reversals of circular dichroism signals and a transition from a 2D Dirac semimetal to a 3D Dirac 
semimetal. These thickness-dependent effects result from quantum size effects, which are intrinsic 
to thin films.  
The mechanism for the large photoemission circular dichroism from topological insulators 
and its relationship with the spin-polarization are important but controversial topics. Our 
comprehensive studies on the photoemission circular dichroism of Bi2Te3 films, have not only 
covered a wide range of photon energies, but also a wide range of film thicknesses from 1-QL to 
the bulk-like. The comprehensive studies demonstrate that the photoemission circular dichroism 
of Bi2Te3 films has a complicated behavior with photon energy and film thickness. Large circular 
dichroism signal doesn’t necessarily mean that the measured states are spin-polarized. Spin-
polarizations of Dirac surface states cannot be directly extracted from such measurements. In 
addition, the electronic structure of Bi2Te3 films changes dramatically with film thickness as a 
result of quantum confinement effects, which lead to the rich behavior of the observed 
photoemission circular dichroism with film thickness. Finally, our theoretical model of 
photoemission circular dichroism has successfully reproduced the rich behavior observed in 
experiments. According to this model, the large photoemission circular dichroism from topological 
insulators results from the interference between three photoemission channels: direct transition, 
surface transition and spin-orbit coupling effects.  
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Besides topological insulators, another important class of topological materials, topological 
Dirac semimetals, has been studied in this thesis. Based on first-principles calculations, we are the 
first to propose that the ordinary semimetal α-Sn can be turned into a topological Dirac semimetal 
by applying compressive strain along in-plane directions. Moreover, high-quality α-Sn films have 
been successfully grown on InSb(111) using molecular beam epitaxy. Our X-ray diffraction 
measurements have demonstrated that the epitaxial α-Sn films are strained in the desired way and 
yielded the magnitude of epitaxial strain. Our ARPES measurements have shown that 6- and 10-
BL α-Sn films are gapless semimetals with linear band dispersions along in-plane directions but 
no dispersion along the perpendicular direction. When the α-Sn film is thick enough (30-BL or 
thicker), its band structure is of 3D character and its band dispersion relations are linear along all 
the three directions in momentum space. In other words, the 30-BL α-Sn film is a 3D Dirac 
semimetal, in agreement with our theoretical predictions. Therefore, our combined theoretical and 
experimental studies have demonstrated convincing evidences that α-Sn is a topological Dirac 
semimetal under compressive strain along in-plane directions. Furthermore, the nature of the Dirac 
cone in α-Sn films transits from 3D for bulk-like films into 2D for ultrathin films (thinner than 10-
BL), which is a result of quantum confinement effects. In the case of ultrathin films, the wave 
vector along the kz-direction is discretized because of electron confinement along the z-direction. 
Band dispersions along the other two in-plane directions remain unaffected. Therefore, the band 
dispersions of ultrathin α-Sn films (such as 6-, or 10-BL film) are of 2D character.  
Some details in our results of strained α-Sn films need further investigations. For example, 
our theoretical calculations predict that there are two bulk Dirac points in the strained α-Sn. 
However, the two Dirac points are not resolved in our ARPES results. Since the epitaxial strain in 
our α-Sn films grown on InSb(111) is very small (0.14%), the separation of the two bulk Dirac 
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points is very small as well. To make matters worse, the two bulk Dirac points are separated along 
the kz-direction, where the ARPES momentum resolution is poor. Thus, we cannot resolve the two 
bulk Dirac points in our current data set. To solve this issue, one approach is to take advantage of 
the high angular resolution of ARPES by going to the 2nd Brillouin zone, where the two bulk Dirac 
points correspond to two emission angles that are slightly different. Our theoretical analysis shows 
that such a small angular difference can be resolved by the modern state-of-the-art ARPES. 
Another issue is that fermi arc surface states, a signature of the topological order in topological 
Dirac semimetal, are not observed in our experiments. The Fermi arc surface states connect the 
two bulk Dirac points and only exist on surfaces for which the two bulk Dirac points are not 
projected onto the same position in the projected surface Brillouin zone. Unfortunately, the surface 
of our α-Sn films, (111) face, happens to be such a surface. This is the reason why we can’t observe 
the fermi arc surface states. To be able to observe them, one can go to side surfaces, such as the 
(11̅0) face. For thin film materials, it is very challenging to access the side surfaces. It is easier to 
carry out this experiment in bulk materials.  
To sum, atomically uniform thin films of Bi2Te3, a prototypical topological insulator and α-
Sn, an elemental topological Dirac semimetal, have been successfully fabricated on semiconductor 
substrates. Their structural qualities have been examined by RHEED and XRD, and their electronic 
structures have been studied by ARPES and first-principles calculations. Our results have shed 
important lights on the understanding of large circular dichroism from topological insulators, and 
demonstrated the existence of an unusual electronic phase, topological Dirac semimetal, in a 
simple material.  
In the future, we expect that our findings will inspire follow-up studies. Our theoretical model 
of photoemission intensity is proven to be successful for topological insulator Bi2Te3. It can also 
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be applied to other systems to explain photoemission results. In fact, our model has successfully 
helped explain the direct transition resonance in the topological Sb(111) films [1].  
In addition, there are many interesting experiments about α-Sn to be explored. Our ARPES 
and first-principles calculations have demonstrated the existence of a topological Dirac semimetal 
phase in strained α-Sn films. The topological Dirac semimetal phase is expected to come with 
many novel physical properties, including high carrier mobility, giant magnetoresistance, chiral 
anomaly and so on. However, there is little experimental study on the transport properties of the 
topological phase in α-Sn. We expect that our findings will inspire many follow-up transport 
studies on α-Sn aimed at studying its physical properties related to the topological Dirac semimetal 
phase. Another interesting topic to pursue is the single-bilayer α-Sn film, or stanene, which has 
been predicted to be a 2D topological insulator with a band gap sufficiently large for practical 
applications at room temperature [2]. However, the lack of facile fabrication technique of stanene 
film imposes a hindrance to the experimental study of this material. Our studies show that α-Sn 
films grow on InSb(111) substrate in a layer-by-layer mode. This means that stanene, a single layer 
α-Sn film, can be grown on this substrate with controlled deposition time [3]. It will be of great 
interests to study the electronic properties of stanene films grown on InSb(111).  
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Appendix A  Consideration of Mirror Symmetry in Circular Dichroism 
It is important to consider mirror symmetry when measuring circular dichroism, which can 
simplify discussions. As shown in Fig. A1, when the photon incidence plane (x-z plane) coincides 
with the mirror plane of sample, the circular dichroism measured at 𝑘𝑦, 𝐶𝐷(𝑘𝑦), is opposite to that 
at −𝑘𝑦, or 
𝐶𝐷(𝑘𝑦) = −𝐶𝐷(−𝑘𝑦) (A.1) 
The argument is as follows. The two cases shown in Figs. A1(a) and (b) corresponding to data 
taken along +ky and – ky, respectively, which are related by a mirror reflection with respect to the 
x-z plane. The helicity of the photon beam reverses upon the mirror operation. The sample itself 
is invariant under the mirror operation. Therefore, photoemission intensity measured in the two 
cases should be identical, or  
𝐼𝐿𝐶𝑃(𝑘𝑦) = 𝐼𝑅𝐶𝑃(−𝑘𝑦) (A.2) 
It follows 
𝐶𝐷(𝑘𝑦) =
𝐼𝐿𝐶𝑃(𝑘𝑦) − 𝐼𝑅𝐶𝑃(𝑘𝑦)
𝐼𝐿𝐶𝑃(𝑘𝑦) + 𝐼𝑅𝐶𝑃(𝑘𝑦)
=
𝐼𝑅𝐶𝑃(−𝑘𝑦) − 𝐼𝑅𝐶𝑃(−𝑘𝑦)
𝐼𝑅𝐶𝑃(−𝑘𝑦) + 𝐼𝐿𝐶𝑃(−𝑘𝑦)
= −𝐶𝐷(−𝑘𝑦), 
(A.3) 
Thus, CD is an odd function of 𝑘𝑦 in this geometry. When 𝑘𝑦 = 0, CD is guaranteed to be zero.  
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Figures 
 
 
Figure A1. Mirror geometry in measurements of circular dichroism. The x-z plane is a mirror plane 
of the measured sample. (a) and (b) are related by mirror reflection with respect to the photon 
incidence plane (the x-z plane marked by the blue dashed rectangle). The yellow rectangle marks 
the measurement plane of photoemission intensity. The thick blue lines represent the entrance slit 
of ARPES analyzer. 
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