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The growing world population continually increases the demand for energy. Currently, the 
main source of energy production is fossil fuels, which are harmful to the environment and are 
finite. An exploration of renewable energy to supplement or replace fossil fuels is of great 
importance. Modern techniques for producing renewable bio-oil consist of converting biomass 
into bio-oil through pyrolysis, but unfortunately, pyrolysis oil has quality issues (e.g., high oxygen 
content, viscosity, chemical instability). Therefore, upgrading is necessary to improve quality. 
Hydropyrolysis is a state of the art technique to deoxygenate bio-oil during pyrolysis to produce 
petroleum quality bio-oil. A major issue with hydropyrolysis is the expensive cost of hydrogen. 
This project aimed to computationally model the hydrous pyrolysis of biomass coupled 
with an in-situ hydrogen generation process. The kinetics of the water-gas shift (WGS) were 
determined experimentally and modeled using an ordinary differential equation subroutine 
coupled with a nonlinear regression. A computational fluid dynamic (CFD) model of biomass fast 
pyrolysis was developed to simulate conventional fast pyrolysis. The final part of this project 
adapted the CFD model to simulate hydrous pyrolysis and incorporate the determined WGS 
kinetics. The bio-oil was deoxygenated via a global lumped hydrodeoxygenation (HDO) kinetic 
scheme. 
This WGS was determined to have an agreement with both an empirical power law and a 
Langmuir-Hinselwood mechanism at conditions similar to that of pyrolysis. The CO conversion 
reached a maximum value of 94% at higher temps and larger amounts of catalyst. The CFD model 
of fast pyrolysis predicted a maximum bio-oil yield of 47%, but significantly under-predicted the 
amount of water present in the oil. The hydrous pyrolysis simulations have not yet reached steady-
state and the HDO reactions are just beginning to take place. Further work is needed to explore 
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The rapidly growing world population has resulted in a boom in energy demand while the 
main source of energy, fossil fuels, is a finite resource and will be depleted in the future 1,2. Shaifee 
et al., 3 derived a formula from the Klass4 model to project coal reserves to last until 2112. This 
dilemma has recently motivated an ever-increasing interest in renewable energy to counter this 
issue. In turn, interest has led to the exploration of alternative methods to produce fuel, energy, 
and chemicals from lignocellulosic biomass. Lignocellulosic biomass is the most abundant 
renewable resource in the U.S. with a net zero carbon dioxide (CO2) addition into the atmosphere. 
These materials are readily available and come from a wide range of sources including forest 
products, agricultural wastes, forest residues, and energy crops. There are several processes (e.g., 
pyrolysis, torrefaction, gasification, and combustion) available for biomass conversion that 
produce a form of renewable energy. To maximize the production of bio-oil, pyrolysis is a low-
cost, efficient way to convert the biomass. Pyrolysis is the thermal decomposition of biomass by 
heating in an oxygen-free environment to produce biochar, syngas, and bio-oil. Pyrolysis takes 
place in one of two ways: slow or fast pyrolysis. Fast pyrolysis is more efficient at producing liquid 
bio-oil, while slow pyrolysis is more useful for applications such as charcoal production. 
Conventional fast pyrolysis does not produce liquid bio-oil of quality comparable to that of crude 
oil, so the vapors must be further processed to improve quality. Catalytic fast pyrolysis (CFP) is 
essentially conventional fast pyrolysis with the presence of a suitable catalyst. CFP can be designed 
for in-situ or ex-situ upgrading to remove many of the reactive and oxidized components of the 
pyrolysis vapors. This method tends to be expensive due to major issues with catalyst coking and 
deactivation. Another advanced pyrolysis process that improves the quality of bio-oil is 
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hydropyrolysis. Hydropyrolysis combines pyrolysis with hydrodeoxygenation (HDO) to upgrade 
pyrolysis vapors to a quality comparable to that of petroleum. Hydropyrolysis requires a HDO 
catalyst and an adequate supply of hydrogen. Hydropyrolysis is the state-of-the-art advanced 
pyrolysis process, which is very promising but there are issues that must be addressed. 
Biomass fast pyrolysis is a very complex process due to the variable composition of 
biomass as well as the typical fluidized bed reactor environment. The nature of the reaction makes 
it difficult to monitor the transport phenomena occurring inside the fluidizied bed reactor. 
Therefore, computational fluid dynamics (CFD) modelling has recently gained attention as an 
avenue to investigate and understand the complex reaction environment. This research aims to 
utilize CFD to model the hydropyrolysis of biomass to produce high quality bio-oil 
Problem statement 
Bio-oil produced from the pyrolysis of lignocellulosic biomass is not compatible for co-
processing in existing petroleum refineries. The bio-oil has several quality issues in comparison to 
petroleum crude oil, such as high oxygen content, chemical instability, and high total acid number 
(TAN)5. To be able to co-process the bio-oil in a petroleum refinery, pyrolysis bio-oil must 
undergo further upgrading through either a downstream process or a more advanced pyrolysis 
process such as catalytic fast pyrolysis or hydropyrolysis. The main issue associated with bio-oil 
quality is the high oxygen content. Many of the other quality issues stem from the high oxygen 
content. Oxygenated groups in the bio-oil tend to be more reactive and will gradually polymerize 
and increase viscosity. The more oxygenated the bio-oil is, the less volatile it will be, which greatly 
affects distillation and leads to coking. The two most common advanced pyrolysis processes for 
decreasing bio-oil oxygen content are CFP and hydropyrolysis, which will be discussed in detail 
later in the proposal. Both processes can remove a significant amount of oxygen from the bio-oil; 
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however, there are still issues present with each process. CFP has significant issues with catalyst 
coking and deactivation. Hydropyrolysis is the most effective upgrading process; however, the 
hydrogen requirement can significantly reduce the economic viability due to the high price of 
hydrogen. 
Research proposal and objectives 
The goal of this research is to develop a one-pot solution to produce hydrogen using steam 
and deoxygenate pyrolysis vapors simultaneously through a new process that will be coined as 
“hydrous pyrolysis.” Current hydropyrolysis processes supply hydrogen to the system to 
deoxygenate pyrolysis vapors. Hydrous pyrolysis integrates water-gas shift (WGS), 
hydrodeoxygenation (HDO), and fast pyrolysis with the goal of oxygen removal and hydrocarbon-
rich biocrude production. Concretely, an integrated hydrous pyrolysis process in a fluidized bed 
reactor predominantly employs steam for fluidization as well as to produce hydrogen in-situ using 
carbon monoxide generated by fast pyrolysis. The hydrogen produced in-situ is subsequently used 
to carry out HDO. At the end, water generated through HDO and unreacted steam are separated 
and recycled thus creating a net-zero water process. The central hypothesis is that steam and the 
most abundant non-condensable pyrolysis vapor, CO, will produce sufficient hydrogen to 
deoxygenate condensable pyrolysis vapors in the presence of a hydrodeoxygenation catalyst 
(sulfided CoMo/Al2O3) at high pressures. The overall goal of this research will be accomplished 
through the following three objectives:  
Objective 1. To determine the kinetics of hydrogen production on commonly used 
commercial water-gas shift (WGS) shift catalyst at pyrolysis operating conditions; 
Objective 2. To model fast pyrolysis using constitutive pyrolysis kinetic model integrated 
into a discrete element (DEM) framework.  
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Objective 3. To integrate hydrodeoxygenation (HDO) reaction kinetics and operating 
conditions to the fast pyrolysis DEM framework. 
Our research objectives are supported by several hypotheses which will guide our experimental 
approaches and our numerical simulations. These hypotheses are as follow: 
Hypothesis 1 (Objective 1): I hypothesize that the WGS is sufficient enough to produce 
adequate hydrogen for hydrous pyrolysis using carbon monoxide (CO), the most abundant 
noncondensable gas product of biomass pyrolysis. 
Hypothesis 2. (Objective 2): I hypothesize that a computational fluid dynamic model, with 
a discrete element method, (CFD-DEM) incorporating an extensive reaction scheme is able 
to model biomass pyrolysis in a bubbling fluidized bed reactor. 
Hypothesis 3 (Objective 3): I hypothesize that including the kinetics derived in Objective 
1 and secondary HDO kinetics into the CFD-DEM from Objective 2 will model a one-pot 
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CHAPTER 1 LITERATURE REVIEW 
1.1. Introduction 
Adequate energy supply continues to be of great importance due to the increasing 
population and energy consumption throughout the world. Currently, most of the energy 
consumption worldwide is from fossil fuels, which contribute to greenhouse gas emissions. 
Therefore, sustainable, renewable energy sources are being investigated to reduce our dependence 
on fossil fuels, meet increasing energy demands, and help mitigate the anthropogenic contribution 
to climate change. Biomass has been viewed as an attractive renewable alternative to fossil fuels 
and is the most widely used type of renewable energy. Biomass sources contribute to 
approximately 10% of the global energy demand1,2. There are two main types of biomass 
conversion techniques to produce energy: biochemical and thermochemical. Biochemical 
conversion uses biological agents to breakdown the biomass or biomass intermediates into various 
products at mild temperatures. Examples of biochemical conversion processes include anaerobic 
digestion to produce biogas that can be burned for heat, and fermentation of biomass derived sugars 
to produce either ethanol or butanol3. In contrast, thermochemical conversion uses high 
temperatures with or without a catalyst to convert biomass into intermediates with higher energy 
density4. The primary thermochemical conversion techniques are combustion, gasification, and 
pyrolysis. These processes differ by their operating temperature range and oxygen requirements. 
Fast pyrolysis is carried out at moderate temperatures (400-600 °C) in the absence of oxygen; 
gasification occurs at higher temperatures (650-1000 °C) in a sub-stoichiometric amount of 
oxygen, and combustion takes places at very high temperatures (>1100 °C) with oxygen in 
stoichiometric excess. Fast pyrolysis is the most efficient of the thermochemical conversion 
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processes and is seen as the most attractive biomass conversion technique because of the potential 
to directly produce a liquid transportation fuel with typical yields between 50-70 wt. %5-7.  
1.2. Biomass fast pyrolysis 
Fast pyrolysis is simply the decomposition of organic materials at moderate temperatures 
in the absence of oxygen. It is characterized by high heating rates, carefully controlled 
temperatures in the range of 400-600 °C, atmospheric pressures, and rapid cooling of the vapors 
to produce liquid bio-oil, which is the primary product from fast pyrolysis. Typical product yields 
are 60-75 wt. % bio-oil, 15-25 wt. % char, and 10-20 wt. % non-condensable gases8. Generally, 
bio-oil is made up organic and aqueous fractions. One of the most important characteristics of fast 
pyrolysis is its vapor residence time, generally requiring a short residence time of fewer than two 
seconds (< 2 s). For lignocellulosic biomass, comprised of lignin, cellulose, and hemicellulose, the 
rate and extent of decomposition is dependent on the process parameters, such as temperature and 
residence time9. The product yield of liquid bio-oil is reliant on the extent of secondary reactions, 
which primarily depends on the residence time. The longer the vapors stay in the reactor, the more 
they are subject to secondary cracking to produce smaller, non-condensable gases and reduce the 
overall liquid bio-oil yield. The optimum residence time to maximize bio-oil production was found 
to be 0.2-0.6 s for most biomass materials10. Temperature is also an important parameter to control 
when optimizing the bio-oil yield. Organic liquid oil yields are maximized in the temperature range 
of 400-500 °C9.  
Biomass fast pyrolysis can be carried out in several reactor configurations such as a 
bubbling fluidized bed reactor (BFBR), circulating fluidized bed reactor (CFBR), ablative reactor, 
and an auger reactor11. Fluidized bed reactors provide stable temperature control, efficient heat 
transfer to the biomass particles, and produce high liquid bio-oil yields. However, regardless of 
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the reactor configuration, fast pyrolysis always produces three products: char, non-condensable 
gases, and liquid bio-oil.  
Bio-oil produced from fast pyrolysis is typically a dark brown liquid with a strong, smoky 
smell. While it is considered a bio-based alternative to crude petroleum, its chemical composition 
is significantly different leading to substantial differences in properties and characteristics. For 
example, unlike crude petroleum which is composed mainly of paraffins and aromatics, bio-oil is 
made up of highly oxygenated compounds, such as hydroxyaldehydes, phenolics, and acids.6,12 Its 
most abundant component is water with concentrations of 15-30 wt. %13. However, the most 
problematic issue with bio-oil is the presence of oxygen14. Oxygen can be found within almost all 
of the different components of bio-oil, which is the primary reason for the significant differences 
between bio-oil and petroleum properties. These differences such as high oxygen content, 
chemical instability, a high total acid number (TAN) make it very difficult to co-process bio-oil 
alongside crude petroleum 15. Table 1.1 shows a comparison of the characteristics of conventional 
bio-oil and crude oil, which further shows the disparity between fast pyrolysis bio-oil and crude 
oil. 
1.3. Pyrolysis upgrading 
Due to the issues associated with the bio-oil produced through conventional fast pyrolysis, 
catalytic fast pyrolysis (CFP) has been looked at to upgrade the pyrolysis vapors using a suitable 
catalyst. The main purpose of CFP is to remove the oxygen from the pyrolysis vapors as oxygen 
leads to most of the main issues associated with bio-oil16. Catalytic fast pyrolysis can be carried 
out either in-situ (catalyst is mixed in directly with the biomass feedstock) or ex-situ (catalyst is 
only in contact with the hot pyrolysis vapors)17. Testing conventional and catalytic fast pyrolysis 
side by side has shown catalytic fast pyrolysis to produce more aromatic hydrocarbons and reduce  
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Table 1.1. Comparison of conventional bio-oil and crude oil characteristics. Adapted from 
Dickerson and Soria.12 
Composition (wt. %) Bio-oil Crude Oil 
Water 15-30 0.1 
C 55-65 83-86 
O 58-40 <1 
H 5-7 11-14 
Ash <0.2 0.1 




the oxygen content to less than 15 wt. %15,18. Yildiz et al. found using a catalyst during fast 
pyrolysis significantly improved the oxygen removal from bio-oil compared to conventional fast 
pyrolysis; however, CFP also decreased the total yield of liquid bio-oil and increased the 
production of char and gas19. Due to the complex composition of pyrolysis bio-oil, the necessary 
upgrading is difficult to achieve in a single technique. The two main pathways for catalytic 
upgrading are zeolite cracking and hydrodeoxygenation (HDO). 
1.3.1. Zeolite cracking 
Zeolites are porous oxide structures with a defined pore structure due to high crystallinity. 
H-ZSM5 is an established zeolite catalyst used to deoxygenate bio-oil20. Zeolite cracking is used 
to remove oxygen from bio-oil to produce hydrocarbons. Cracking breaks the carbon-carbon bonds 
and releases oxygen in the form of carbon dioxide (CO2) and water (H2O) through dehydration, 
decarboxylation, and decarbonylation.21,22 An overall, empirical reaction for zeolite cracking of 
bio-oil can be represented by23: 
𝐶6𝐻8𝑂4 → 4.6𝐶𝐻1.2 + 1.4𝐶𝑂2 + 1.2𝐻2𝑂 
Zeolite cracking produces aromatics from the oxygenated bio-oil compounds. Due to the aromatic 
nature of the oil, cracking produces a product with a lower heating value than HDO12. The oil is 
generally thought to have more potential as a chemical feedstock than that produced by HDO23. 
Typical operating temperatures for zeolite cracking range from 350-600 °C. One of the advantages 
of zeolite cracking is there is no hydrogen requirement as it is carried out at atmospheric pressures. 
However, there are major issues associated with zeolite cracking. Cracking leads to excessive coke 
formation on the catalyst site, which then leads to catalyst deactivation24.  The overall bio-oil yields 





In HDO, hydrogen is introduced to the system at high pressure (up to 200 bar) and the 
process takes place at moderate temperatures (300-600 °C). Oxygen is removed in the form of 
H2O, and occasionally CO2. Hydrodeoxygenation consists of several different types of reactions 
such as hydrogenation, cracking, and decarboxylation26. However, the most prominent reaction is 
described by22,27: 
(𝐶𝐻2𝑂) + 𝐻2 → (𝐶𝐻2) + 𝐻2𝑂 
Significant work has been done on development and testing of catalysts for HDO. Transition metal 
sulfides have shown to provide good results when used as the active catalyst, with Ni-Mo and 
Co-Mo supported on Al2O3 are the most widely used catalysts in HDO
27-29. Due to the sulfur 
component of these catalysts, sulfur stripping occurs during HDO and leads to catalyst 
deactivation30. Bio-oil has a large oxygen content that could contribute to accelerated catalyst 
deactivation compared to other HDO applications31. 
Compared to the oil upgraded through zeolite cracking, HDO treated oil has more of a 
naphtha-like composition and is more energy dense12. Water is produced during HDO, which leads 
to the final liquid product consisting of two phases: aqueous and organic. The O/C ratio in the 
organic phase after HDO is much lower than the O/C of pyrolysis bio-oil32. The organic and 
aqueous phases are easy to separate upon full hydrodeoxygenation. The maximum liquid yield that 
can be produced from the complete deoxygenation of pyrolysis oil, based off stoichiometry, is 56-
58%25,33. However, complete deoxygenation is not always achieved due to the inherit complexity 
of the HDO process. The extent of deoxygenation is dependent on the residence time inside the 
reactor. Longer residence times leads to higher degrees of deoxygenation32,34. The overall yield of 
bio-oil from HDO is related to the degree of deoxygenation. Research on HDO over a Co-
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MoS2/Al2O3 catalyst showed a decrease in organic liquid yield from 55% to 30% when the degree 
of deoxygenation increased from 78% to 100%35. 
There are still disadvantages associated with hydrodeoxygenation of bio-oil. Hydrogen is 
an expensive feedstock to use in an upgrading process. A cheaper source of hydrogen will make 
HDO an even more attractive pathway for bio-oil upgrading. Another issue with HDO is the high 
operating pressures. Fast pyrolysis typically takes place at atmospheric pressure. Coupled with 
HDO, there is a stark pressure difference (70-200 bar), which introduces safety and economic 
concerns. Catalyst coking and deactivation is another problem frequently encountered with HDO. 
At increasing residence time and temperature, deoxygenation increases; however, so does catalyst 
coking12. 
1.3.3. Hydropyrolysis 
To mitigate the issues associated with conventional bio-oil upgrading techniques, more 
advanced processes are needed. Hydropyrolysis is a more recent conversion process that is shown 
to produce liquid bio-oil with a lower oxygen content than fast pyrolysis. It was first used for 
increasing the yield from coal liquefaction36,37. Hydropyrolysis is similar to the process for 
conventional and catalytic fast pyrolysis, due to the organic matter quickly degrading under high 
heating rates and the similar reactor configurations. Unlike pyrolysis, however, hydropyrolysis is 
carried out under moderately high hydrogen pressure. Hydropyrolysis combines fast pyrolysis and 
HDO into a single step.  
The process can be performed with or without a catalyst; however, hydropyrolysis without 
a catalyst has not shown a significant difference in the oxygen content of the oil21,37,38. Catalytic 
hydropyrolysis introduces a catalyst for additional upgrading. Catalytic hydropyrolysis removes 
oxygen in the form of H2O, CO2, and CO and eliminates several of the issues concerning 
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polymerization and coking. Once the oxygen is removed, hydrogen is added to the hydrocarbon 
chain 39. Hydropyrolysis has also been coupled with secondary hydrotreating reactors to further 
increase the degree of deoxygenation of the bio-oil15,39-41. Hydropyrolysis, similar to HDO, 
produces two liquid phases: an organic phase and an aqueous phase that are readily separable. The 
H/C ratio of the treated oil increases compared to fast pyrolysis oil while the O/C ratio decreases 
for various biomass feedstocks42. The chemical composition of the organic products from 
hydropyrolysis contains more aromatic hydrocarbons and is significantly different than that of fast 
pyrolysis. The product yield and oil composition from hydropyrolysis vary greatly depending on 
reaction conditions such as reactor configuration, operating conditions, and catalyst 
composition37,43,44. Increasing reaction temperature and the partial pressure of hydrogen typically 
decreases the organic oil yield. However, the oxygen content decreases at higher tempertures37. A 
significant difference, in terms of fuel quality, is the total acid number (TAN) of the hydropyrolysis 
oil. Oak Ridge National Lab found that hydropyrolysis drastically reduces the TAN from 119 to 
14 for wood when compared to fast pyrolysis45. Hydropyrolysis coupled with secondary 
hydrotreating has been shown to drastically reduced the average molecular weight39.  
Several studies have explored catalytic hydropyrolysis without any further ex-situ 
upgrading downstream. Overall, catalytic hydropyrolysis was found to significantly increase the 
amount of deoxygenation of the liquid bio-oil and results in oxygen levels as low as 4%37. The 
main issue with catalytic hydropyrolysis without ex-situ upgrading is achieving the maximum 
amount of deoxygenation while still maintaining the highest decomposition of lignin. 
Hydrogenation is an exothermic reaction, so it is not favorable at higher temperatures. The 
optimum temperature found for hydrogenation is 300°C. This temperature allows for the 
hydrogenation of the aromatic hydrocarbons, such as benzene. However, it must be run at higher 
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temperatures (400°C) to prevent low decomposition rates for lignin 44. These issues make it very 
difficult to achieve full decomposition of the biomass while simultaneously fully deoxygenating 
the bio-oil in a one-pot solution; therefore, secondary HDO reactors have been investigated to 
increase the degrees of deoxygenation. 
Catalytic hydropyrolysis coupled with a secondary hydrodeoxygenation reactor has been 
reported to produce oil with composition closer to that of gasoline and diesel than conventional 
pyrolysis oil15. The Gas Technology Institute (GTI) developed a state-of-the-art process, known 
as IH2, which combines catalytic hydropyrolysis with a secondary hydrotreating reactor. The IH2 
process produced high quality oil with an oxygen content of less than 0.4 wt. % that met or 
exceeded several gasoline standard specifications15. An initial proof of concept study found that 
most of the deoxygenation occurred in the hydropyrolysis step, decreasing the oxygen content to 
less than 10% and the secondary reactor served to further reduce the oxygen content to that of 
petroleum quality. The specifics of the study such as catalyst composition and liquid product 
composition was not reported; but this work provides promising results on the potential utility of 
this advanced process. 
1.3.3.1. Water-gas shift as a hydrogen source 
Hydropyrolysis requires an adequate supply of hydrogen to optimize the hydrogenation of 
the product vapors. Hydrogen is an expensive material to bring in from an outside source. 
Therefore, it is more economical and efficient to produce hydrogen on site using readily available 
starting materials. Several well-documented reactions yield hydrogen as the main product, such as 
steam methane reforming, partial oxidation, and water-gas shift (WGS). GTI’s IH2 process makes 
use of steam reforming to convert the light gases from hydropyrolysis to produce the hydrogen 
supplied to the system15,46. Steam reforming takes place at high temperatures (700-1000°C) 47. 
16 
 
Methane reacts with steam in the presence of a catalyst to produce hydrogen and CO. It has been 
determined that two reactions are involved in methane reforming. The primary steam reforming 
reaction involved methane reacting with steam to produce CO. The CO produced is further reacted 
with steam and is known as the water-gas shift (WGS) reaction. 
𝐶𝐻4 + 𝐻2𝑂 ↔ 3𝐻2 + 𝐶𝑂 
𝐶𝑂 + 𝐻2𝑂 ↔ 𝐻2 + 𝐶𝑂2 
CO is reacted with steam (at a 1:1 stoichiometric ratio) in the presence of a catalyst to 
produce hydrogen and CO2. In a stand-alone reaction, WGS takes place at lower temperatures than 
methane reforming (200-500 °C), which is closer to the operating conditions of hydropyrolysis 48. 
The WGS reaction allows for the overall process temperature for hydrogen production and 
hydropyrolysis to be much closer and more easily integrated into a single process.  
1.4. Computational modeling of pyrolysis 
Conventional and advanced pyrolysis processes are very complex systems especially upon 
scaling up beyond the Pyro-GC/MS scale. Pyrolysis inside a fluidized bed reactor (FBR) 
introduces additional complexity to the pyrolysis system. The pyrolysis environment is made up 
of three phases: sand, biomass, and a gas/vapor phase. Inside an FBR, biomass and an inert bed 
material (sand) is fluidized by an inert gas entering at the bottom of the reactor. The sand in an 
FBR provides efficient and controlled heat transfer to the biomass particles as they mix together 
in the reactor. The interactions and forces between the three phases, coupled with the complex 
chemistry of pyrolysis complicates the overall understanding of pyrolysis by experimentation. 
Experimentally testing fast pyrolysis requires a significant time and financial investment. 
Numerical simulation and modeling have recently been seen as a potential avenue to strengthen 
the understanding of the phenomena that occur during pyrolysis and complement experimental 
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testing. Computational fluid dynamics (CFD) is a numerical simulation technique that directly 
solves partial differential equations, such as the Navier Stokes and governing transport equations, 
to analyze complex problems involving fluid flows49.  
There are multiple mathematical methods that have been adopted to simulate pyrolysis 
inside a fluidized bed reactor. The two main methods are Eulerian-Eulerian, also known as a 
two-fluid model (TFM) or multi-fluid model (MFM), and Eulerian-Lagrangian, or a discrete 
element method (DEM). The numerical method chosen for a simulation determines how the 
transport equations and governing conservation equations will be solved. This chapter looks at 
work using both methods for comprehensive modeling for pyrolysis as well as simulations 
pertaining to advanced pyrolysis processes. 
1.4.1. Eulerian-Eulerian 
The Eulerian-Eulerian method treats all phases, regardless of whether it is a gas or solid, 
as continua. The individual phases can contain any number of chemical species. Pyrolysis 
simulations have one or two solid phases, depending on whether the sand and biomass are treated 
as separate phases. The MFM, expanded from the TFM proposed by Ishii and Mashima, solves 
the governing conservation equations for mass, momentum, energy for each chemical species and 
phase and accounts for the interdependence of the phases by incorporating source terms into the 
equations50. The governing conservation equations are listed in Table 1.2. Lathouwers and Bellan 
were the first to develop Eulerian-Eulerian method to model biomass fast pyrolysis in a FBR51. 
This model was then used to simulate and analyze the scaling up of pyrolysis to a pilot and 
commercial scale52. The pyrolysis reaction scheme adopted was that of Miller and Bellan, which 





Table 1.2. Governing equation for each phase in Eulerian modeling. Adapted from Xiong et al.58 
Gas Phase Solid Phase 
Continuity 𝜕𝛼𝑔𝜌𝑔
𝜕𝑡
+ ∇(𝛼𝑔𝜌𝑔𝑈𝑔) = 𝑅𝑔 
𝜕𝛼𝑠𝑚𝜌𝑠𝑚
𝜕𝑡



























+ ∇(𝛼𝑠𝑚𝜌𝑠𝑚𝐶𝑝𝑠𝑚𝑇𝑠𝑚𝑈𝑠𝑚) = ∇𝑞𝑠𝑚 + ℎ𝑔𝑠𝑚(𝑇𝑔 − 𝑇𝑠𝑚) + ∆𝐻𝑠𝑚 
Species 𝜕𝛼𝑔𝜌𝑔𝑌𝑔𝑘
𝜕𝑡
+ ∇(𝛼𝑔𝜌𝑔𝑌𝑔𝑘𝑈𝑔) = 𝑅𝑔𝑘 
𝜕𝛼𝑠𝑚𝜌𝑠𝑚𝑌𝑠𝑚𝑘
𝜕𝑡
+ ∇(𝛼𝑠𝑚𝜌𝑠𝑚𝑌𝑠𝑚𝑘𝑈𝑠𝑚) = 𝑅𝑠𝑚𝑘 
𝛼𝑔/𝛼𝑠𝑚=Gas/Solid phase volume fraction, 𝜌𝑔/𝜌𝑠𝑚= Material density,  𝑈𝑔= Gas velocity vector, 𝑅𝑔/𝑅𝑠𝑚= Mass transfer source term, 𝜏𝑔/𝜏𝑠𝑚 = Stress tensor, 𝑝=Pressure, 𝛽𝑔𝑠𝑚= Gas-solid inter-phase 
momentum exchange coefficient, 𝛽𝑠𝑙𝑚= Momentum exchange coefficient between solid phase l and m, 𝑈𝑠𝑚/𝑈𝑠𝑙 = Solid phase velocity, 𝜓𝑔𝑠𝑚= Gas-solid momentum exchange due to mass transfer, 𝑔 
=Gravity vector, 𝐶𝑝𝑔/𝐶𝑝𝑠𝑚 = Heat capacity, 𝑇𝑔/𝑇𝑠𝑚 = Temperature of the each phase, 𝑞𝑔/𝑞𝑠𝑚 = Conductive heat flux, h𝑔𝑠𝑚 = Gas-solid heat transfer coefficient, ∆𝐻𝑔=Heat of reactions in gas phase, 
















Xue et al. performed significant work on simulating biomass fast pyrolysis in a FBR on the lab 
scale using MFIX, an open-source CFD software from the National Energy Technology 
Laboratory (NETL) 54-56. The pyrolysis simulations were carried out over various operating 
conditions and validated using a lab-scale FBR. Xue et al. found the operating temperature, 
superficial gas velocity, and the particle size distribution play significant roles in determining the 
overall yields55. Mellin et al. developed a three-dimensional (3D) model in ANSYS Fluent that 
focused on the vapor phase by studying the interaction between the biomass and sand mixture and 
vapor phase in a FBR57. This study assumed the sand particles have the largest effect on the gas 
phase, which allowed for a combination of the biomass and sand phases to one granular phase. 
The pyrolysis model showed that at moderate temperatures, the fluidization velocity did not have 
a significant effect on the bio-oil yield; but, the liquid yield decreased at higher temperatures. 
Xiong et al., at Iowa State University, have researched computational modeling of biomass fast 
pyrolysis58-63. To easily facilitate implementation of individual submodels into a CFD code, Xiong 
et al. used the existing OpenFOAM CFD structure to develop a new open-source program, BIOTC, 
with the goal of simulating pyrolysis using the MFM58,62. The BIOTC simulation provided general 
agreement with both the results found from the bench scale experiment as well as simulations 
carried out in MFIX with the same kinetic scheme. BIOTC was used to study the effect of operating 
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conditions and different interphase transport coefficients on pyrolysis using the Miller and Bellan 
reaction scheme61,63. The submodel used for the particle drag force had a much larger effect on the 
bio-oil yield than the heat transfer submodel used. Based on the results from the previous work, a 
validation study was performed to simulate a BFBR located at an Agricultural Research Service 
(ARS) laboratory of the United States Department of Agriculture (USDA)63,64. The validated case 
served as a reference state for simulations investigating the effects of operating conditions such as 
reactor temperature, particle diameter, and fluidizing gas velocity. Temperature for both the reactor 
and fluidizing gas had the largest effect on the product yield distribution. Xue and Fox incorporated 
a quadrature based moment method (QBMM) to account for the particle size distribution (PSD) 
and variable particle density into a MFM CFD model56. Simulations with a PSD showed slightly 
higher yields than a single size while overall product yields were comparable to lab scale 
experimental results. Xiong et al. investigated the effect of hydrodynamics on the bio-oil vapors 
at the outlet of the reactor60. Due to the hydrodynamic instability of a FBR, operating conditions 
will not only affect the product yield but will also cause fluctuations at the outlet. Increased 
fluidizing gas velocity, bed particle size, and bed height increased the bio-oil yield while also 
increasing the amount of fluctuation. The Miller and Bellan kinetic scheme and the CFD works 
mentioned above assume the kinetics proceed through an Arrhenius reaction rate: 




Xiong et al. adapted their existing MFM CFD model to incorporate a distributed activation energy 
model (DAEM) to account for the diverse nature of biomass. The DAEM predicted higher bio-oil 
yields and fluctuations compared to conventional single-value kinetics due to the diversity of the 
activation energies within the DAEM. One of the disadvantages of an Eulerian-Eulerian approach 
is it is difficult to account for transport on the particle scale. Dong et al. aimed to use a MFM 
21 
 
approach to account for intra-particle heat conduction between particles while modeling the fast 
pyrolysis of corn stalks65. The reaction rates for each step (i.e. biomass to active) were modified 
to take the heat penetration rate into account. The heat penetration model was found to be valid for 
modeling conduction; but, more work is needed to improve product yield predictions. 
CFD studies on pyrolysis have incorporated other schemes than the one proposed by Miller 
and Bellan. Recent work in Eulerian-Eulerian MFM simulations have also incorporated a two-step 
semi-global lumped kinetic model, which served as the basis for the former scheme66-68. 
𝐵𝑖𝑜𝑚𝑎𝑠𝑠(𝑠)
𝑘1













Lee at al. compared a lumped model of pyrolysis with a hybrid CFD model and found the accuracy 
of the results were greatly improved in the CFD model69. Sharma et al. also used this scheme in 
ANSYS FLUENT and studied the effect of temperature and fluidization velocity70. An important 
characteristic in BFBR is the bubble behavior inside the bed. Lee at al. used the semi-global 
lumped kinetic model with MFIX to study the behavior of bubbles in an FBR during pyrolysis and 
how that affects the overall process71. The dimensions of the FBR had a significant effect on the 
formation of bubbles, which influenced the yields of pyrolysis. Xiong et al. compared three 
pyrolysis reaction schemes using the MFM approach72. The two-step semi-global kinetic model as 
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well as the Miller and Bellan model were compared. The third model only considered the primary 
(first three) reactions of the semi-global scheme and did not account for secondary cracking 
reactions. The Miller and Bellan scheme provided the closest product predictions to experimental 
results; but, the choice of scheme did not appear to have a significant effect on the hydrodynamics 
of the process. 
A simple one-step scheme for biomass fast pyrolysis has also been used for CFD MFM 
simulations. The product coefficients, 𝑥𝑔 𝑥𝐵𝑂, and 𝑥𝑐, are the species’ respective mass fraction. 
𝐵𝑖𝑜𝑚𝑎𝑠𝑠 →  𝑥𝑔𝐺𝑎𝑠 + 𝑥𝐵𝑂𝐵𝑖𝑜 − 𝑜𝑖𝑙 + 𝑥𝑐𝐶ℎ𝑎𝑟 
Zhong et al. adopted the single step kinetic scheme, based on coal devolitilization73,74, and 
developed a MFM that assumed a varying particle size model to account for particle shrinkage 
during pyrolysis75. The particle shrinkage effect had an impact on the char entrainment, char yield, 
and biomass conversion. A weaker shrinkage effect would lead to increased entrainment and yield 
of char while decreasing overall biomass conversion. The pyrolysis of algal biomass has also been 
investigated using CFD and the one-step pyrolysis reaction scheme. The reaction kinetics of algal 
biomass are slightly different than the scheme shown above and kinetics were adopted from 
previous experimental work on algal pyrolysis76-78. Azizi and Mowla developed an Eulerian-
Eulerian CFD model to model novel flash pyrolysis of algae using inert heat carrier particles79.  
An expanded version of the single-step kinetic scheme was proposed by Zhou et al80. The 
gas species was further decomposed into the major components of pyrolysis non-condensable 
gases. 
𝐺𝑎𝑠 = 𝛾1𝐶𝑂 + 𝛾2𝐶𝑂2 + 𝛾3𝐶𝐻4 + 𝛾4𝐻2 + 𝛾5𝐶2𝐻4 
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Boateng and Mtui modeled biomass fast pyrolysis in a FBR developed at ARS to investigate the 
evolution of products throughout the length of the reactor81.  
One of the drawbacks of the semi-global and lumped kinetic scheme is the inability to have 
any indication on the composition of bio-oil. Simplifying a scheme introduces the risk of reducing 
the overall accuracy. Recent CFD studies have begun to incorporate more comprehensive reaction 
schemes into their models, such as Ranzi et al. (Figure 1.1), that breaks down bio-oil into individual 
“model” compounds such as levoglucosan and glyoxal and accounts for secondary cracking 
reactions of the bio-oil82. Mellin et al. expanded their previous Eulerian-Eulerian model to 
incorporate a more complex kinetic scheme and add a third Eulerian phase83-85. The comprehensive 
scheme was readily incorporated into a MFM CFD model; but, the secondary cracking reactions 
proposed did not account for the high amount of water that is typically seen duirng pyrolysis. The 
effect of fluidizing gas (nitrogen versus steam) on the pyrolysis process was determined85. Steam 
did not have a significant effect on the pyrolysis product yields; but, more work is required to 
determine the effect of steam on secondary cracking reactions. Other fluidizing gases, such as CO, 
CO2, and H2, were also simulated and the latter affected the reactions differently than the others; 
therefore, more work is needed to improve the model’s reliability84. Biomass contains inorganics 
that can significantly affect the pyrolysis process. Eri et al. investigated the role of potassium on 
the fast pyrolysis of cellulose86. The cellulose pyrolysis kinetics were modeled via a modified 
version of the Ranzi scheme proposed by Trendewicz et al.87 The concentration of potassium had 
a negative effect on the bio-oil yield, which is expected due to the catalytic effect of inorganics. 
Ranganathan and Gu compared three kinetic schemes for their ability to model experimental 




Figure 1.1. Illustration of the comprehensive pyrolysis “Ranzi” reaction scheme. Adapted from 




model as well as the primary Ranzi scheme53,82,89. The Ranzi scheme resulted in an improved 
prediction of the yield of products. 
Typically, CFD models are difficult to incorporate into macroscopic, large scale process 
simulations. Trendewicz et al. developed a one-dimensional (1D) CFD model using the Ranzi 
scheme, without the secondary cracking reactions, that can be used with existing biorefinery 
process models90. The 1D model is seen as attractive due to the relative agreement between existing 
two-dimensional (2D) models. Humbird et al. created a 1D fast pyrolysis reactor model to be 
incorporated into an overall pyrolysis process model using Aspen Plus (Aspen Technology, 
Bedford, MA, USA) with the hope of facilitating future development through modeling and 
optimization91.  
1.4.2. Eulerian-Lagrangian 
The Eulerian-Lagrangian approach in CFD typically treats the gas phase as a continuum, 
with each individual solid particle modeled in a Lagrangian manner. The interactions between the 
two phases are accounted for as source terms in the conservation equations. The solid particles are 
modeled using a different set of equations than the Eulerian phase. Newton’s second law of motion 
is used to solve for the movement and transport of the individual solid particle92.The equations for 























where 𝑚𝑖 is the mass of the particle, 𝑣𝑖 is the translational velocity of particle i, 𝐹𝑖𝑗
𝑐  is the contact 
force acting on the particle by another particle or the wall, 𝐹𝑖𝑘
𝑛𝑐 is the non-contact force on the 
particle from particle k or other sources, 𝐹𝑖
𝑓
is the particle-fluid interaction force on the particle, 
𝐹𝑖
𝑔
 is the gravitational force, 𝜔𝑖 is the angular velocity of particle i, 𝐼𝑖 is the moment of inertia, and 
𝑀𝑖𝑗 is the torque on particle i by particle k or walls
92. Sub models are used to calculate specific 
parameters that can be incorporated into a DEM simulation compared to a MFM, such as a particle 
shrinkage model, the drag force, and the contact force acting on a particle. Depending on the 
simulation setup, the DEM may need to simulate over a million individual particles. The DEM 
approach provides more detailed information about the process than the MFM approach but 
requires higher computational costs. Due to the large particle tracking requirement, DEM is not 
practical for modeling industrial scale applications, but can be very useful on the lab scale. 
Initial work on Eulerian-Lagrangian modeling of biomass pyrolysis focused on different 
reactor setups, such as an entrained flow reactor, a drop tube reactor, and a vortex reactor93-103. 
Fluidized bed reactors introduce additionally complexity to a CFD-DEM simulation. Fluidized 
bed reactors add another solid phase, which if simulated using Lagrangian methods greatly 
increases computational costs.  
Papadikis et al. modeled pyrolysis in a FBR using CFD-DEM104-111. For the initial model, 
a single cellulose particle was modeled in a fluidized bed located in Aston University using a 
Broido-Shafizadeh kinetic scheme112. 
𝐶𝑒𝑙𝑙𝑢𝑙𝑜𝑠𝑒
𝑘1
→ 𝐴𝑐𝑡𝑖𝑣𝑒 𝐶𝑒𝑙𝑙𝑢𝑙𝑜𝑠𝑒 
𝐴𝑐𝑡𝑖𝑣𝑒 𝐶𝑒𝑙𝑙𝑢𝑙𝑜𝑠𝑒
𝑘2









The effect of sand was not accounted for in the simulation and the fluidizing gas was the only 
source of heat transfer to the particle. Following up on the preliminary CFD-DEM model, a two-
part study to develop a complete model of biomass fast pyrolysis of a single biomass particle using 
in ANSYS Fluent107,111. In Part A, the heat and momentum transfer of a single particle in both 2D 
and 3D setups were compared, while Part B incorporated reaction pyrolysis reaction kinetics to 
develop a complete model of pyrolysis on a single biomass particle in a FBR. The sand phase was 
modeled as a second Eulerian phase with only the biomass particle being tracked in a discrete 
manner. Pyrolysis reaction kinetics were represented using the two-stage semi-global mechanism 
described earlier66-68. The single particle CFD model produced yields similar to that of previous 
single particle models. The simulations assumed that the biomass particle was perfectly spherical 
and did not account for any particle shrinkage due to drying and volatilization. Particle shrinkage 
has been shown to have a significant effect on pyrolysis reactions113. Papadikis et al. investigated 
the effect of different particle shrinkage parameters during pyrolysis106. Lagrangian particle 
tracking was able to calculate the positions of a particle throughout the reactor, which allowed for 
analysis of char entrainment in the reactor. Various particle sizes were simulated to visualize how 
size affects flow behavior108. Particle size also had significant impact on heat transfer to the 
biomass during pyrolysis with smaller particles typically being preferred for pyrolysis in a FBR109. 
Rabinovich et al. also found the size of the biomass particle was inversely proportional to the 
biomass conversion achieved with larger particles114. Biomass particles were assumed to have a 
sphericity of one in CFD-DEM simulations. Simulations carried out with different particle shape 
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(cubical and tetrahedral) found that particle shape significantly affected flow behavior and 
residence time in the reactor110. Bruchmüller et al. incorporated the Miller and Bellan pyrolysis 
scheme into a CFD-DEM model that simulated more than just a single particle115,116. Segregation 
was seen to occur at lower fluidization velocities, leading to poorer mixing and heat transfer. 
Mixing and heat transfer both affected the overall oil yield and quality from biomass pyrolysis116. 
Much of the CFD-DEM work involving biomass pyrolysis in a FBR assumed sand behaved 
as an Eulerian phase. The number of biomass particles in a FBR are orders of magnitude smaller 
than the number of sand particles. Individually tracking the sand particles greatly increases the 
computation cost for modeling of pyrolysis. Modeling the sand as a continuous phase reduces the 
computational cost at the expense of more detailed information of biomass-sand particle 
interactions. 
1.5. Computational modeling of upgrading processes 
Advances in computational power have made it possible to model biomass fast pyrolysis 
with increasing accuracy. However, fast pyrolysis modeling does not account for the bio-oil 
upgrading that is required to produce a useful fuel. Hydrodeoxygenation has been experimentally 
tested in several ways; but, there is little literature available on the numerical modeling of HDO. 
Gollakota et al. was one of the first to simulate HDO of bio-oil using CFD-MFM117. The effect of 
the catalyst type on HDO was investigated over several operating conditions. A lumped kinetic 
approach was adopted in the model, for which “heavy” non-volatiles (HNV) are deoxygenated to 














→ 𝐴𝑙𝑘𝑎𝑛𝑒 + 𝐴𝑟𝑜𝑚𝑎𝑡𝑖𝑐 
𝐴𝑙𝑘𝑎𝑛𝑒 + 𝐴𝑟𝑜𝑚𝑎𝑡𝑖𝑐 
𝑘5
→ 𝐶𝑜𝑘𝑒 +𝑊𝑎𝑡𝑒𝑟 𝑉𝑎𝑝𝑜𝑟 + 𝐺𝑎𝑠𝑒𝑠 
The catalyst was shown to have a significant effect on phase behavior and product evolution. 
Subramanyam et al. used the same reactor geometry to simulate the HDO of pyrolytic oil over a 
Pt/Al2O3 catalyst
119. Of the varied operating conditions, an increase of pressure was shown to 
produce the greatest increases of production for the favorable products (alkanes and aromatics). 
Numerical models have been explored as ways to simulate the HDO of bio-oil. Chu et al. modeled 
the HDO process applied to camelina, carinata, and used cooking oil to produce renewable jet 
fuel120. Conversion reactions were modeled using Microsoft Excel using HDO reactions from 
Snåre et al. (Table 1.3) 121. The process energy requirements for the HDO process were also 
calculated using Aspen Plus. 
To the best of my knowledge there is no literature available dealing with CFD modeling of 
biomass hydropyrolysis. Hydropyrolysis was initially employed for converting coal into valuable 
compounds, and Ma et al. developed a CFD-DEM model to simulate hydropyrolysis of coal in a 
rotating plasma reactor122. The results from this novel model compared well with experimental 
testing and can serve as the groundwork for further optimization of the process.  
There is a gap in the literature pertaining to modeling of advanced pyrolysis processes, 
mainly the CFD modeling of hydropyrolysis. There is promising progress being made in modeling 
fast pyrolysis. The complexity of HDO kinetics for bio-oil upgrading makes implementation into 
a numerical model difficult. CFD modeling of these advanced pyrolysis processes have the  
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Table 1.3. Reactions present in the hydrodeoxygenation process. Adapted from Chu et al.120 
Reaction  Heat of reaction (kJ/mol) 
Decarboxylation 𝐶𝑛𝐻2𝑛𝑂2 → 𝐶𝑛−1𝐻2𝑛 + 𝐶𝑂2 9.2 
Decarbonylation 𝐶𝑛𝐻2𝑛𝑂2 + 𝐻2 → 𝐶𝑛−1𝐻2𝑛 + 𝐶𝑂 + 𝐻2𝑂 179.1 
Hydrodeoxygenation 𝐶𝑛𝐻2𝑛𝑂2 → 𝐶𝑛𝐻2𝑛+2 + 2𝐻2𝑂 -115.0 
Methanation 
𝐶𝑂2 + 4𝐻2 ↔ 𝐶𝐻4 + 2𝐻2𝑂 -177.2 
𝐶𝑂 + 3𝐻2 ↔ 𝐶𝐻4 + 𝐻2𝑂 -216.4 




potential to play an integral role moving forward in the optimization of high-quality bio-oil 
production. 
1.6. Conclusions 
Pyrolysis of biomass produces a bio-oil that, after significant deoxygenation, can serve as 
a renewable alternative to petroleum fuels. Advanced pyrolysis processes, such as catalytic fast 
pyrolysis and hydropyrolysis, have been explored to develop an optimized, one-step process to 
deoxygenate pyrolysis vapors to produce high quality fuels. The complexity of pyrolysis makes it 
hard to analyze the behavior of the reaction environment. Therefore, computational modeling has 
become an increasingly popular tool to help understand and optimize the process to maximize the 
yield and quality of bio-oil. Both MFM and DEM approaches have been taken to simulate pyrolysis 
in a FBR. DEM provides a more detailed description of the phenomena occurring at the particle 
scale; but, the computational cost makes it very difficult to model larger scale problems. Work 
continues to be done on improving the CFD modeling of biomass fast pyrolysis; however, little 
literature is available for CFD modeling of the advanced pyrolysis processes. CFD modeling of 
both pyrolysis and hydropyrolysis will play an important part of understanding the process and 
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CHAPTER 2 INTERMEDIATE TEMPERATURE WATER-GAS 




This chapter has been prepared as a manuscript for submission to an academic journal upon 
completion of the thesis. 
I am the lead author on this manuscript. I was responsible for design and conducting the 
experimental kinetic testing. I was responsible for interpreting the experimental data and fitting 
the results to existing kinetic models. The other authors on this work are Drs. Nourredine 
Abdoulmoumine and Nicole Labbé. 
Abstract 
Biomass pyrolysis vapors have limited applications due chiefly to the high oxygen content. 
Hydrodeoxygenation has shown to be an efficient method to remove oxygen from pyrolysis vapors 
without sacrificing carbon. The goal of this chapter is to investigate hydrogen production for 
deoxygenation via the water-gas shift (WGS) reaction using carbon monoxide (CO), one of the 
significant non-condensable gases of pyrolysis, and steam, a by-product of hydrodeoxygenation, 
as reactants. The WGS reaction is typically carried out as a low-temperature shift (LTS;150-
300 °C) or a high-temperature shift (HTS; 300-500 °C) with each shift using a different catalyst. 
In this chapter, the WGS experiments were performed at an intermediate temperature range of 
200-400 °C over a copper (Cu) based catalyst using a bench-scale catalytic plug flow reactor (PFR) 
in a CO-lean environment (70 vol. % steam, 20 vol. % He, and 10 vol. % CO). The experimental 
temperatures were tested over three different weight hourly space velocities (WHSV =1220, 2040, 
and 6110 cm3/g-min). Our results show that CO conversion increases with increasing temperature 
and catalyst weight, with a maximum CO conversion of 94% for temperatures >300 °C. 
Experimental conversion data were fitted to three proposed mechanistic models, two Langmuir-
Hinshelwood (LH) and one redox mechanism, as well as a reduced order empirical power law 
model (ROM). The second LH model provided the best fit for each WHSV with apparent 
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activation energy between 45 and 65 kJ/mol. The ROM yielded activation energies between 20 
and 41 kJ/mol. 
2.1. Introduction 
Over the past few decades, increasing environmental concern about climate change 
coupled with the energy and fuel demand of emerging economies, the forecasted depletion of crude 
petroleum reserves and the continuous instabilities in major oil-producing regions encouraged the 
development of sustainable and renewable energy systems1,2. In this regard, the production of bio-
oil or biocrude through pyrolysis is attractive as an alternative to crude petroleum3-5. In general, 
when bio-oil is produced through conventional pyrolysis, it contains high oxygen content (~40-50 
wt. %) while crude petroleum oil contains less than 1 wt. % 6,7. The high oxygen content of bio-
oil presents a problem for co-processing it with crude petroleum in existing refineries. Thus, bio-
oil deoxygenation is vital to unlock its potential and leverage the capital already invested in 
existing refineries. It is presently carried out through hydrodeoxygenation (HDO) via either ex-
situ on condensed bio-oil8-10 or in-situ on vapors through advanced pyrolysis processes like 
hydropyrolysis11,12. In these advanced hydropyrolysis processes, external hydrogen is commonly 
introduced into the pyrolysis reactor at moderate pressures (20-40 bar) in the presence of an HDO 
catalyst to upgrade bio-oil vapors in-situ13,14. The derived bio-oil reportedly has significantly less 
oxygen content than conventional bio-oil with reported values as low as 0.4 wt. % 15. The main 
drawback of these advanced processes is their hydrogen demand which at the moment is met by 
reforming natural gas and light hydrocarbons generated during pyrolysis11,16. Of these two sources 
of hydrogen, the former reduces the overall sustainability of the process by introducing a fossil-
based fuel in the process, and the latter is not sufficient alone to meet the total hydrogen demand. 
Hydrous pyrolysis addresses this dilemma by integrating catalytic fast pyrolysis with the water-gas 
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shift (WGS) reaction to produce additional hydrogen and HDO for oxygen removal in one-pot. 
This article is the first of a series that explores the feasibility of this concept through a combination 
of experimental and computational fluid dynamics coupled with discrete element modeling 
(CFD/DEM). 
The WGS reaction, shown below, is widely used in several industrial applications to 
generate hydrogen as shown below. Carbon monoxide (CO) reacts with steam (H2O) in the 
presence of a catalyst to produce carbon dioxide and hydrogen. This reaction is especially fitting 
in the context of pyrolysis since carbon monoxide is the most abundant non-condensable gas 
product during fast pyrolysis and water is produced during HDO.17 
𝐶𝑂 + 𝐻2𝑂 ↔ 𝐻2 + 𝐶𝑂2 
When using syngas with a high concentration of carbon monoxide as observed in fast pyrolysis 
syngas (>50 vol. %)17, the reaction is usually separated into two stages for increased conversion: 
high-temperature shift (HTS) and low-temperature shift (LTS)18. The high- and low-temperature 
shift are characterized by the reaction temperature as well as the catalyst used. The HTS takes 
place above 300 °C, and the most common catalyst used is an iron/chromium oxide 19,20. The LTS 
occurs in the range of 150 to 300 °C and typically utilizes a copper-based catalyst21. Multiple 
kinetic models, such as the Langmuir-Hinshelwood (LH) and Eley-Rideal (ER), are available to 
calculate the rate of reaction for WGS22. The kinetics of the WGS reaction have been heavily 
investigated, however, there is still not a clear consensus on the kinetic model that best describes 
the kinetics23,24. In previous studies, Langmuir-Hinshelwood type models have been shown to 
provide the best experimental fit for the LTS over a Cu-based catalyst22,25,26. However, these types 
of models are not well-suited to be incorporated in computationally expensive pyrolysis process 
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models (i.e., CFD and DEM models). Furthermore, processes, like hydrous pyrolysis that are better 
represented by intermediate temperature shift (ITS) that covers both LTS and HTS temperature 
domains, must rely on several kinetic models to cover their reaction conditions space. This study 
looks to explore the middle ground between the LTS and HTS by developing mechanistic kinetics 
for WGS at intermediate temperatures (200-400 °C) approaching that of biomass pyrolysis and 
generating a unified reduced order model more easily and inexpensively integrated into hydrous 
pyrolysis reactor process models. 
2.2. Materials and experimental methodology 
2.2.1. Catalyst preparation and characterization 
A commercial copper based, low-temperature WGS catalyst (HiFUEL® W220) was 
obtained from Alfa Aesar (Haverhill, MA, USA) and used for this study. The catalyst was first 
size reduced by a mortar and pestle and sieved to particle sizes between 0.425 and 0.595 mm (30-
40 mesh). The catalyst was then characterized by physisorption of N2 for surface area and pore 
volume. A Beckman Coulter surface area analyzer was used to determine the catalyst’s Brunauer-
Emmett-Teller (BET) surface area and total pore volume using nitrogen (N2) as an adsorbate. The 
catalyst samples were outgassed for 60 min at 120 °C27. Additionally, the catalyst was tested for 
the optimal reduction temperature using a temperature program reduction (TPR) by a 
thermogravimetric analyzer (TGA) (Perkin Elmer, Pyris 1, Waltham, MA, USA)28-30. 
Approximately 30 mg of catalyst were placed on the sample pan to undergo TPR. The sample was 
then outgassed by heating to 105 °C at 25 °C/min, under a flow of helium, and maintained for 45 
min to remove any adsorbate present in and on the catalyst. The outgassed sample was then heated 
from 105 to 400 °C at a rate of 2 °C/min while a reducing gas (90% N2, 10% H2) was flowed 
through the system. Upon completion, the sample’s differential thermogravimetric curve was 
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generated, using fityk software, and the peak minima, indicative of the maximum mass loss, was 
taken at the reduction temperature. All experiments were conducted in triplicate. 
2.2.2. WGS experiments 
The WGS experiments were carried in a plug flow reactor (PFR) system outfitted with a 
feed water delivery and steam generation system, as illustrated in Figure 2.1. The system consists 
of helium (He) and carbon monoxide (CO) supply lines, each equipped with a mass flow controller, 
a syringe pump for delivering water (Chemyx Inc., 10060, TX, USA), an evaporator for generating 
steam, a ½ inch (12.7 mm) tube plug flow reactor (PFR) housed in a split tubular furnace (Applied 
Test Systems, 3210, PA, USA), a set of condensers in series, and gas scrubbing tubes with 
activated carbon and drierite. The catalytic experiments were carried out at temperatures ranging 
from 200 to 400 °C in 50 °C temperature intervals. The temperature of the bed was monitored by 
a K-type thermocouple, which fed back to a proportional integral derivative (PID) controller that 
controls the furnace. In addition to the temperature, the space velocity (SV), reported as weight 
hourly space velocity (WHSV, cm3/(min-g)), varied from 6110, 2040, and 1220. These WHSVs 
were calculated using the run conditions for 200 °C at 0.1 g, 0.3 g, and 0.5 g of active catalyst, 
respectively. An increase in the active catalyst weight at a given temperature reduces the WHSV. 
The reactor bed consisted of the copper-based catalyst diluted with alumina (γ-Al2O3), of the same 
particle size, for catalyst quantities under 0.5 g to provide the desired space velocity and avoid 
channeling in the reactor. Before every experiment, the catalyst is reduced in-situ using a gas 
mixture containing 10 vol. % hydrogen in nitrogen for 2 hours at the appropriate reduction 
temperature. Afterward, the CO and carrier gas (He) streams were controlled by two mass flow 
controllers before combining with a stream of water pumped into the evaporator by the syringe 




Figure 2.1. Experimental catalytic reactor setup. 1. Carbon monoxide delivery lines; 2. Inert gas 
(He) delivery line; 3. High-pressure syringe water pump; 4. Onboard steam generator with PID 
controlled heaters; 5. Packed bed reactor with PID controller furnace heater; 6. Shell and tube heat 
exchanger; 7. Liquid collection reservoir with bottom drain valve; 8. Overflow reservoir with a 




reaching the reactor. Upon entering the reactor, the CO and steam reacted with the catalyst to 
produce hydrogen and carbon monoxide. The product gases were sent to a condenser to remove 
any excess steam from the product stream. In this chapter, the WGS experiments were carried out 
in a CO-lean environment (70 vol. % water, 20 vol. % He, and 10 vol. % CO) with a steam to 
carbon monoxide ratio (S/C) ranging from 5 to 7. This setup favors higher CO conversion due to 
CO acting as the limiting reactant. 
At the outlet of the reactor, a slip stream of the effluent gas was continuously delivered to 
a 6 port actuating valve with a 1 ml sampling loop connected to a SRI TCD/FID/FPD gas 
chromatograph (GC) (SRI Instruments Inc., 8610C CA, USA) where the gas composition is 
analyzed continuously while the rest is vented to the exhaust. The thermal conductivity detector 
(TCD), with helium as the eluent, was used to analyze the products on a two-column system. The 
first column, a molecular sieve 13x column, analyzes a majority of the products, mainly H2 and 
CO, while the second column, Hayesep-N column, is used to separate the CO2.The temperature 
program was set with an initial temperature of 40 °C and is held for 10 minutes before ramping to 
80 °C with a rate of 20 °C/min. The only peak of interest was the CO peak. Before each experiment, 
the GC was calibrated by using a calibration gas cylinder with the following concentrations: 5 vol. 
% CO, 5 vol. % CO2, 5 vol. % N2, 4 vol. % oxygen (O2), 4 vol. % methane (CH4), 4 vol. % H2, 
and balance helium. The GC sampling loop was flushed with the calibration gas and the analysis 
was repeated at least three times. The area under the CO peaks was averaged to generate a single 
point calibration curve. Before starting each experiment, the initial flowrates of CO and He were 
sent to the GC to determine the initial concentration of the CO entering the reactor. The product 
stream was analyzed in the GC and the final CO concentration and conversion was determined for 
each experimental condition. 
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2.3. Kinetic analysis and modeling 
2.3.1. Kinetic data analysis 
Using well-documented WGS reaction mechanisms and data obtained from the laboratory 
scale experiments, kinetic parameters, such as the reaction order, rate constant, and activation 
energy, were derived 31. Preliminary screening was carried out to test for external mass transfer 
and diffusion limitations for the proposed operating conditions. The mass transfer coefficient is 
inversely proportional to the boundary layer thickness. At lower velocities, the boundary layer is 
thick and the mass transfer rate limits the overall reaction rate while at higher velocities, reactants 
and products diffuse across the boundary layer quickly and mass transfer no longer limits the 
reaction31. If there are external mass transfer limitations, the higher gas velocities will lead to a 
higher conversion of CO. 
External mass transfer limitations were assessed using the Carberry number (Ca)32. Ca is a 
ratio of the observed reaction rate to the maximum external mass transfer rate, shown below 




𝑏 < 0.05 
where  −𝑟𝐶𝑂
𝑜𝑏𝑠 is the observed reaction rate, 𝜌𝑐 is the density of the catalyst particle, 𝑎
′ is the specific 
external surface area of the catalyst particle, 𝑘𝑓 is the mass transfer coefficient, and 𝐶𝐶𝑂
𝑏  is the CO 
concentration in the bulk phase33. Furthermore, internal diffusion limitations tests were carried out 








where 𝑅𝑝 is the mean radius of the catalyst particle (m), 𝐷𝑒 is the effective diffusivity of CO in the 
catalyst (m2/s), and 𝐶𝐴𝑠 is the CO concentration on the catalyst surface. The effective diffusivity is 





where D is the diffusion coefficient of CO in steam, 𝜑𝑝 is the porosity of the catalyst particle that 
is the product of the pore volume and the effective particle density and has a typical value of 0.4 
for a catalyst pellet. 𝜎 is the constriction factor with a typical value of 0.8, and 𝜏 is the tortuosity 
with a typical value of 3.034,35. If the criteria are satisfied, there is no external or internal diffusion 
limitation. 
A nonlinear regression analysis was run on the data for each rate law tested. Model 
discrimination was carried out by applying multiple statistical tests, such as an F test, root mean 
squared error (RMSE), mean absolute error (MAE), a goodness of fit (FIT), and the Akaike 
Information Criterion (AIC). The optimum parameters were determined by minimizing the RMSE, 
MAE, and FIT. 
2.3.2. Thermodynamic analysis 
The WGS reaction is a reversible, exothermic reaction and thermal equilibrium is more 
rapidly achieved at higher temperatures20. Due to the exothermic nature of the reaction, the 







The equilibrium conversion of CO depends on the molar ratio of steam to CO supplied to the 







where X is the conversion of CO and S/C is the molar ratio of steam to CO (>1)18. A Matlab code 
was developed to determine the theoretical equilibrium constant and equilibrium conversion. 
2.3.3. Kinetic models 
Multiple kinetic models have been explored to determine the reaction kinetics and rate of 
reaction for the WGS reaction22. The mechanism of the WGS is primarily believed to proceed via 
one of two pathways: an associative mechanism or a redox mechanism. At lower temperatures 
(150-300 °C), the associative mechanism is accepted as prevalent at lower temperatures; however, 
the prevalent mechanism at high temperature (300-500 °C) is still debated with no consensus yet 
reached37,38. In the case of ITS, there are no proposed mechanisms specifically for the temperature 
range between LTS and HTS. Therefore, the kinetic mechanisms investigated were the ones that 
have shown to fit either the LTS or HTS. Three mechanistic models and one empirical model were 
proposed to fit the experimental results. In all models, the Arrhenius equation was used to model 




2.3.3.1. Langmuir-Hinshelwood mechanism and model 
Armstrong and Hilditch proposed a model based on the Langmuir-Hinshelwood (LH) 
mechanism, which is of the associative form, in 192039 where CO and H2O undergo adsorption 
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onto the catalyst surface to produce intermediates that desorb off the catalyst into the products of 
CO2 and H2
40. Researchers have tried to prove the exact form of the intermediates on the catalyst 
surface, such as formates36,41. Eight possible LH mechanisms with different active sites and 
intermediate formation steps were looked at for WGS kinetic modeling of the LTS and two 
associative mechanisms were shown to give the best fit25. Each LH mechanism was derived 
through the elementary reactions of the WGS. The first LH mechanism (LH1) is described by the 
following general reactions, where S represents a vacant adsorbing site on the catalyst and S* is 
indicative of an adsorbed species (note: the S* bonds are not true covalent bonds, therefore, the 
octet rule is not violated25,40: 
𝐶𝑂 + 𝑆 ↔ 𝐶𝑂 ∗ 𝑆 
𝐻2𝑂 + 𝑆 ↔ 𝐻2𝑂 ∗ 𝑆 
𝐶𝑂 ∗ 𝑆 + 𝐻2𝑂 ∗ 𝑆  ↔ 𝐶𝑂2 ∗ 𝑆 + 𝐻2 ∗ 𝑆 
 𝐻2 ∗ 𝑆 ↔ 𝐻2 + 𝑆 
𝐶𝑂2 ∗ 𝑆 ↔ 𝐶𝑂2 + 𝑆 
For the LH1, the rate-limiting step (RLS) is the reaction between adsorbed species. The second 
LH mechanism (LH2) undergoes the same initial reactions of CO and H2O adsorbing onto an 
active site. The differences between the two mechanisms occur from the adsorbed species reacting 
to form the intermediate and are carried on through the formation of CO2 and H2.  
𝐶𝑂 + 𝑆 ↔ 𝐶𝑂 ∗ 𝑆 
𝐻2𝑂 + 𝑆 ↔ 𝐻2𝑂 ∗ 𝑆 
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𝐶𝑂 ∗ 𝑆 + 𝐻2𝑂 ∗ 𝑆  ↔ 𝐶𝑂𝑂𝐻 ∗ 𝑆 + 𝐻 ∗ 𝑆 
 𝐶𝑂𝑂𝐻 ∗ 𝑆 ↔ 𝐶𝑂2 + 𝐻 ∗ 𝑆 
2𝐻 ∗ 𝑆 ↔ 𝐻2 + 2𝑆 
 
The RLS for the second mechanism is also the surface reaction between the adsorbed species; 
however, this time to produce a formate intermediate and adsorbed hydrogen. 
2.3.3.2. Redox mechanism and model 
In 1949, Kulkova and Temkin hypothesized that the WGS proceeded through a series of 
reduction and oxidation reactions where water disassociated onto the catalyst surface to produce 
hydrogen, and then CO reduced the catalyst surface to produce CO2. 
𝐻2𝑂 +∗ ↔ 𝐻2 +  𝑂 ∗ 
𝐶𝑂 + 𝑂 ∗ ↔ 𝐶𝑂2 + ∗ 
where * represents a vacant active site similar to in the associate mechanism42. The RLS for the 
proposed reduction mechanism consists of water adsorbing on an active site and releasing 
hydrogen while oxidizing the vacant site26. The regenerative, or reduction, mechanism provides a 
better fit for the HTS experiments rather than the LTS43. While the LH mechanisms have a 
consensus for being the mechanism for the LTS, the predominant mechanism is still up for debate. 
The HTS is typically thought to proceed through either a redox mechanism or an LH 
mechanism44,45. The intermediate nature of these experiments requires looking at models that have 
been proposed for both LTS and HTS. 
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2.3.3.3. Reduced order model 
In addition to the mechanistic models, the experimental data were fit to a reduced order 
model (ROM) to better facilitate incorporation of the derived WGS kinetics into pyrolysis process 
models. ROMs are not dependent on specific reaction mechanism and are limited to specific 
operating conditions24,40. Consequently, the rate expression is based on experimental data and 
provides a simpler expression that is computationally lighter than the mechanistic expressions46. 






where 𝑎, 𝑏, 𝑐, and 𝑑 are the reaction orders for CO, H2O, H2, and CO2, respectively. 𝑃𝑖 is the partial 
pressure of each species. The approach to equilibrium, 𝛽, is described below. 






2.3.4. Parameter estimation and model discrimination 
A numerical optimization method was adopted for estimating the parameters of both the 
mechanistic models and the empirical power law. A Matlab code was developed that utilizes an 
ordinary differential equation (ODE) subroutine and non-linear regression analysis, using the non-
linear least squares solver function (lsqcurvefit), which has been used previously for kinetic 
studies. The code was used to fit the experimental data to the proposed kinetic models47. The 
lsqcurvefit function solves for parameters by minimizing the sum of squared residuals. Initial 
guesses for parameters were taken from existing kinetic studies on the LTS WGS25,26,40. 
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where 𝐹(𝑘, 𝑥𝑖) are the values calculated by the model, k is the number of parameters being 
optimized, N is the number of observations, and 𝑦𝑖 is the experiental data, and experimentalmax is 
the maximum observed value48,49. Conversion data from the GC is only available for every 13 
minutes. Therefore, data points for the range of CO conversion were interpolated using a piecewise 
cubic Hermite interpolating polynomial (PCHIP) function. After interpolating, 100 data points 
were used for parameter optimization. 
Model discrimination was carried out through comparison of the results of all the statistical 
tests. The AIC50 takes the number of parameters and the sample size and the residual sum of 
squares into account. This model allows for discrimination of different models with varying 
numbers of parameters. A low AIC value correlates to a good statistical fit for the model. 




2.4.1. Catalyst characterization 
The composition of the WGS catalyst used in this study is shown in Table 2.1. It is 
comprised of copper (II) oxide, zinc oxide, aluminum oxide, and carbon in a weight percent ratio 
of 52:30:17:1, respectively. Cu-based catalysts have been studied extensively for low-temperature 
WGS reactions; however, the chemical composition of the oxide components can differ greatly. 
Previous studies have used similar catalysts containing CuO/ZnO/Al2O3, but with a lower CuO 
content24,25,36. Others impregnated copper onto a supported metal oxide with a maximum loading 
of 20 wt. %21,51,52. The results of the BET surface area analysis are shown in Table 2.2. Gines et 
al. characterized several CuO/ZnO/Al2O3 catalysts for BET surface area with compositions 
relatively comparable to the catalyst in this study and found them to have slightly lower surface 
areas (50-55 m2/g), which can be attributed to the difference in CuO/ZnO wt. % ratio53. Ayastuy 
et al. reported a BET surface area of 92 m2/g and a pore volume of 0.29 cm3/g but used a catalyst 
with a significant difference in elemental composition as well (24.9/43.7/31.4 wt. % 
CuO/ZnO/Al2O3)
25. Shen et al. used a CuO/ZnO/Al2O3 catalyst with a BET surface area of 77 
m2/g, which is closer to what has been measured here54. 
Additionally, the catalyst was tested for the optimal reduction temperature using 
temperature program reduction (TPR). TPR produced a thermogravimetric (TG) curve mapping 
the mass loss of the sample versus temperature. The TG data were then converted to a differential 
thermogravimetric (DTG) curve, which showed the rate of mass loss versus temperature, and fit 
to a curve using fityk software. A peak for the derivative of mass loss is indicative of reduction 
because the catalyst is initially oxidized. As hydrogen is flown over the catalyst at increasing 
temperatures, hydrogen will reduce the catalyst and remove the oxygen present in the oxide 
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Table 2.1. Composition of the commercial Cu-based catalyst. 
Species Percent (wt. %) 
Copper Oxide (CuO) 52.0 
Zinc Oxide (ZnO) 30.0 
Aluminum Oxide (Al2O3) 17.0 






Table 2.2. Catalyst characterization results. 
Property Fresh 
Total Pore Volume (ml/g) 0.22(0.01) 
BET Surface Area (m2/g) 62.2(0.95) 





resulting in a reduction of the catalyst as well as a loss of mass. The derivative of the mass loss 
peak is therefore indicative of the true reduction temperature for the catalyst. The TPR results are 
shown below in Figure 2.2 with an optimal TPR temperature of 256 ± 8 °C. This value was similar 
to the catalyst supplier recommended maximum reduction temperature of 270 °C. 
2.4.2. Mass transfer and diffusion limitations 
The reaction setup was tested for external mass transfer and internal diffusion limitations. 
External mass transfer limitations were tested for using the Carberry number (Ca)55,56. Ca is a ratio 
of the observed reaction rate to the maximum external mass transfer rate. The values for Ca were 
found to be significantly lower than 0.05; therefore, it can be assumed external mass transfer 
limitations were not present55. The diffusion transfer limitations were tested for using the Wheeler-
Weisz criterion. The Wheeler-Weisz yielded values significantly less than 0.10. Therefore, 
diffusion limitations were not present in the WGS experiments. 
2.4.3. Effect of temperature and catalyst weight on carbon monoxide conversion 
The bench-scale WGS reaction was carried out for five temperatures at three different 
WHSVs for a total of 15 experiments. Figure 2.3 displays CO conversion as a function of 
temperature for each WHSV. The conversion of CO was seen to be affected by both temperature 
and catalyst weight (decreasing WHSV). In this study, CO conversion increased with increased 
temperature and catalyst weight until reaching a maximum conversion of 94% at temperatures 
greater than 300 °C. For conditions hotter than 300 °C, the difference in CO conversion between 
the varying WHSVs decreased to a point where there was no significant difference in conversion 




Figure 2.2. Results from the TPR of the commercial Cu-based catalyst showing derivate of mass 






Figure 2.3 CO conversion (%) as a function of temperature (°C) over different WHSVs (WHSV 




WHSV #1 (6110 cm3/g-min) produced significantly less CO conversion than the other two. This 
can be attributed to the small amount of active catalyst present in the reactor bed. To determine 
how catalyst weight affects CO conversion, Figure 2.4 maps the inverse WHSV (W/F), where W 
is the weight of active catalyst (g) and F is the total flow rate (cm3/min) against CO conversion. 
Much like in Figure 2.3, the overall trend of increasing CO conversion with increased catalyst 
weight and temperature remains the same. The conversion plateau around 94% still appeared, with 
350 °C producing a higher conversion than 400 °C. The conversion drop at 400 °C is most likely 
due to experimental error as 400 °C had a higher standard deviation (8%) compared to the other 
temperatures (<5%). This behavior is in agreement with that CO conversion increases with an 
increasing time factor, which corresponds to an increase in residence time18. Overall, the increase 
of CO conversion with increasing catalyst weight and temperature is in agreement with previous 
studies25,26,57,58. 
2.4.4. Kinetic model parameter optimization 
Four possible kinetic models were evaluated through non-linear regression to obtain 
optimized parameters that best fit the experimental data. The rate expressions for each model are 
shown in Table 2.3. The experiments were carried out by measuring CO concentration and 
volumetric flow rate without partial pressure measurements. Therefore, assuming the gases behave 
ideally, the ideal gas law was used to convert the partial pressure of each species into terms of 
initial CO concentration (CO0), CO conversion (X), the molar ratio of steam to CO (θ), the ideal 
gas law constant (R), and temperature (T). 
𝑃𝐶𝑂 = 𝐶𝑂0(1 − 𝑋)𝑅𝑇 




Figure 2.4 CO conversion as a function of inverse WHSV (g-min/cm3) from 200-400 °C. 
 
 
Table 2.3. Rate law expressions for each kinetic model tested. 







































𝑃𝐻2 = 𝑃𝐶𝑂2 = 𝐶𝑂0(𝑋)𝑅𝑇 
The first associate mechanism proposed, LH1, did not provide a good fit for several of the 
experimental conditions and was eliminated on that basis (AIC = -226 and FIT = 1.49). LH2 has 
ten parameters to be optimized while the redox mechanism has four, and the power law has five. 
Kinetic parameters were determined for each WHSV over the range from 200-400 °C, and the 
results are shown in Table 2.4, Table 2.5, and Table 2.6. For all models, the activation energy 
decreased as the catalyst weight was increased. The estimated activation energy for the LH2, power 
law, and redox models ranged from 45-65 kJ/mol, 20-41 kJ/mol, and 73-76 kJ/mol, respectively, 
depending on the WHSV. For the power law, the reaction order with respect to carbon monoxide 
and steam was shown to be the most sensitive to experimental conditions fluctuating between 
0.467-1.029 and 0.472-0.634 respectively, whereas the reaction orders for the others remained 
relatively constant. 
2.4.5. Model discrimination 
The mean absolute error (MAE), root mean squared error (RMSE), and goodness of fit 
(FIT) analyses were used to compare how well each model fit the experimental data. Further 
discrimination of the models was accomplished using the Akaike information criterion (AIC). This 
allowed for comparison between models with a different number of parameters.The results of each 
statistical test are shown in Table 2.7. All of the tests are negatively-oriented, therefore lower 
values indicate a better fit. Upon comparison of the three tests, the three models give similar values. 
However, the LH2 model provided the best overall fit to the experimental data over each WHSV 
for averaged conditions between 200-400 °C. The empirical power law is the second best fit to the 
experimental data over each WHSV. An associative mechanism as well as an empirical power law  
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Redox Power Law 
ln(k
0
) 17.0 (0.15)  17.0 (0.23) 3.18 (0.79) 
E
a
 65.5 (5.4)  76.2 (6.7) 40.8 (1.6) 
ln(K
co
) -2.26 (0.68)  - 
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  38.3 (9.3) -39.4 (12.6) - 
a - - 0.47 (0.14) 
b - -  0.52 (0.13) 
c - - -0.46 (0.11) 
d - - -0.65 (0.15) 





Table 2.5. Calculated parameters for WHSV #2, 2036 cm3/(min-g), for the proposed kinetic 
models. 
Parameter Langmuir-
Hinshelwood 2 Redox Power Law 
ln(k
0
) 16.9 (0.32) 17.1 (1.2) 3.97 (1.8) 
E
a
 49.4 (6.3)  76.0 (4.4) 32.7 (4.2) 
ln(K
co
) -2.23 (2.7) - - 
∆H
co
  19.5 (12.8) - - 
ln(K
H2O
) -1.43 (0.86) - - 
∆H
H2O
 15.9 (5.2) - - 
ln(K
H2
)  -1.48 (0.91) - - 
∆H
H2
  30.1 (20.8) - - 
ln(K
CO2
)  -1.21 (1.1) -3.98 (2.2) - 
∆H
CO2
   36.1 (8.8) -45.1 (14.1) - 
a - - 0.95 (0.43) 
b - - 0.47 (0.15) 
c - - -0.55 (0.08) 
d - - -0.70 (0.063) 





Table 2.6. Calculated parameters for WHSV #3, 1221 cm3/(min-g), for the proposed kinetic 
models. 
Parameter Langmuir-
Hinshelwood 2 Redox Power Law 
ln(k
0
) 17.3 (1.0)  16.8 (0.19) 1.42 (0.60) 
E
a
 44.7 (1.7)  73.4 (4.0) 20.2 (2.1) 
ln(K
co
) 0.491 (0.84) - - 
∆H
co
  26.6 (4.5) - - 
ln(K
H2O
) -2.25 (1.1) - - 
∆H
H2O
 14.1 (3.9) - - 
ln(K
H2
)  -3.23 (2.8) - - 
∆H
H2
  18.8 (5.0) - - 
ln(K
CO2
)  -0.954 (0.57) -5.46 (2.9) - 
∆H
CO2
   40.3 (5.4) -47.8 (8.6) - 
a - - 1.03 (0.22) 
b - - 0.63 (0.14) 
c - - -0.50 (0.015) 
d - - -0.67 (0.040) 





Table 2.7. Goodness of fit results for kinetic models over each WHSV. 
 
Langmuir-Hinshelwood 2 Redox Power Law 
WHSV1 WHSV2 WHSV3 WHSV1 WHSV2 WHSV3 WHSV1 WHSV2 WHSV3 
RMSE 0.045 0.048 0.034 0.059 0.060 0.071 0.064 0.056 0.074 
MAE 0.038 0.040 0.030 0.050 0.049 0.058 0.053 0.045 0.052 
FIT 0.004 0.003 0.001 0.007 0.005 0.007 0.010 0.004 0.007 




have been shown to provide the best fits in several previous works25,26,41. The power law provides 
a simpler kinetic expression than the LH2 mechanism and makes for a lighter computational load 
when incorporated into a process simulation. Moving forward, the empirical power law will be the 
most useful for determining the amount of hydrogen that can be generated from the non-
condensable gases, mainly CO, produced during biomass pyrolysis while still maintaining kinetic 
accuracy. 
2.5. Conclusions 
The kinetics of the water-gas shift reaction over a Cu-based catalyst at intermediate 
conditions, near hydrous pyrolysis operating temperatures, were explored. At temperatures from 
200-400°C, three WHSVs, two mechanistic kinetic models, and an empirical power law were fit 
to the experimental data. Comparing goodness of fit tests and the AIC, the associated Langmuir-
Hinshelwood mechanism was shown to be the best fit. The LH2 model yielded apparent activation 
energy between 45-65 kJ/mol over varying WHSVs whereas the power law yielded activation 
energies between 20-41. The reaction order for CO2, H2, and H2O remained stable over all WHSVs 
while the exponents for CO fluctuated from 0.46-1.00. The next step in this research is to use the 
CO concentration in pyrolysis vapors to determine the amount of hydrogen that will be available 
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This chapter has been prepared as a manuscript for submission to an academic journal upon 
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computational model using existing models as a framework. I monitored the simulations 
throughout the run time. I analyzed and interpreted the results of the simulations and compared the 
results to other reports in literature. The other authors on this manuscript are Oluwafemi Oyedeji, 
Dr. Nourredine Abdoulmoumine, and Dr. Nicole Labbé. 
Abstract 
Biomass has been seen as an attractive alternative to help reduce the global dependence on 
petroleum fuels as it can be converted into a liquid biocrude, i.e. bio-oil, through fast pyrolysis. 
Fast pyrolysis is an intricate process due to the variability and anisotropy of biomass and the 
complicated chemistry and physics at play during conversion in a bubbling fluidized bed reactor 
(BFBR). The complexity of biomass fast pyrolysis lends itself well to computational fluid 
dynamics (CFD) and discrete element (DEM) analysis which helps to reduce experimental time 
and, thus, its associated cost. 
This chapter investigates switchgrass fast pyrolysis simulated by computational fluid 
dynamics coupled with discrete element method to track individual reacting biomass particles 
throughout a BFBR reactor that geometrically matches an existing bench-scale unit for validation 
of resulting simulations. Additionally, fast pyrolysis chemistry is incorporated in this chapter 
through a mechanistic reaction scheme with secondary cracking reactions and this chapter assesses 
the impact of operational conditions on the steady state yields of liquid bio-oil, non-condensable 
gases (NCG), and char. Temperatures were varied from 450 to 550 °C and fluidization velocities, 
reported as ratio to the minimum fluidization velocity (Umf) were tested at 1.91, 3, and 4.5 Umf. 
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At higher fluidization velocities, biomass particle’s residence time ranged between 7 and 
14 s. The simulations reached steady-state after 8 s. At steady-state, the maximum bio-oil yield of 
47 wt. % was achieved at 500 °C and 3 Umf and was validated at the bench-scale. Levoglucosan 
is the primary bio-oil component, derived from cellulose, the major constituent of switchgrass. 
The simulated bio-oil only contained approximately 5-9 wt. % water, which is significantly lower 
than seen experimentally. The predicted bio-oil yield increased to 54 wt. % when the secondary 
cracking reactions were turned off during the simulations suggesting that the vapor residence time 
is too long. Another possible explanation is the secondary cracking scheme does not adequately 
account for the formation of water during pyrolysis.  
3.1. Introduction 
As the world population continues to increase, the demand for energy also increases. Fossil 
fuels, the predominant current energy source, is finite and introduces greenhouse gases (GHGs), a 
major source of environmental concerns1. As a result, greater emphasis has been devoted to 
developing alternative, renewable energy technology to reduce the dependence on fossil fuels. In 
that regard, biomass is an attractive source of alternative energy due to its abundance, ubiquity and 
availability for year-round supply2. Several conversion technologies are being actively developed 
to transform biomass into bio-fuels, bio-energy, and bio-materials. Fast pyrolysis is one such 
technology and has the merit of producing a biocrude, also known as bio-oil, analogous to crude 
petroleum. Biomass conversion through fast pyrolysis is very complicated for several reasons. 
Biomass has a complex composition that differs between feedstocks, and during fast pyrolysis, 
biomass decomposes according to complex reaction pathways. In addition, bubbling fluidized bed 
reactors, commonly used in biomass fast pyrolysis, further complicate the process due to the 
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multiphase nature that arises as a result of the interactions between the gas and solid phases inside 
the reactor. These complications lead to more difficult transport and hydrodynamic equations.  
Currently, the common approach of determining a biomass feedstock and reactor’s 
performance during fast pyrolysis is to carry out time and cost intensive experiments over varying 
operating conditions. However, this approach is ill-suited to future biorefineries which are 
predicted to rely on a portfolio of feedstocks with inherent variability in properties. Furthermore, 
often, laboratory scale experiments are not necessarily scalable directly to industrial scale systems. 
Thus, accurate, numerical models to simulate pyrolysis are needed to reduce the time and cost 
associated with experiments and generate scalable results. Until recently, most of the 
computational fluid dynamics (CFD) simulations of fast pyrolysis focused on specific aspects of 
the pyrolysis process, such as reaction kinetics, particle shrinkage, and effect of biomass 
composition3,4. More recent works aimed to incorporate all of these aspects into a comprehensive 
CFD model. These works adopted an Eulerian-Eulerian method, which modeled both the gas and 
multiple solid phases as continua5,6. This approach is chosen when the biomass is assumed not to 
be large enough to have a significant effect on the other phases (sand and gas). 
This chapter is the second of a series that explores the feasibility of hydrous pyrolysis, a 
concept that integrates catalytic fast pyrolysis with the water-gas shift (WGS) reaction to produce 
additional hydrogen for hydrodeoxygenation (HDO) of vapors in one-pot. This chapter aims to 
develop a computational fluid dynamics model integrating a comprehensive mechanistic pyrolysis 
reaction scheme with a discrete element modeling (DEM) framework to simulate switchgrass fast 
pyrolysis. Switchgrass was chosen as the feedstock to more closely reflect the operating conditions 
on the experimental bench-scale system. By developing a comprehensive CFD-DEM model for 
fast pyrolysis, it lays the foundation for integrating the kinetics of the WGS (Chapter II) with HDO 
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(Chapter IV) reactions to assess the feasibility of hydrous pyrolysis. Additionally, this chapter aims 
to assess the effect of select operating conditions on the important outputs, e.g. yields, quality of 
bio-oil, and residence time distributions for the reactor. Finally, selected operating conditions were 
validated on a bench-scale reactor geometrically similar to the simulated reactor. 
The DEM framework is synonymous with using a Lagrangian approach for modeling both 
the biomass and the sand particles. An Eulerian-Lagrangian approach has been used before for 
modeling fast pyrolysis in a fluidized bed reactor4,7. However, these models utilized a simple 
lumped kinetic scheme as opposed to the comprehensive scheme used in this chapter8,9. 
3.2. Methodology 
This chapter based the simulation setup after a fast pyrolysis bench-scale bubbling 
fluidized bed reactor available to the investigators and located in the Center for Renewable Carbon 
(CRC) at the University of Tennessee. The reactor geometry used in the simulations is identical to 
that of the aforementioned bench-scale reactor and its details are presented in next sections. 
Additionally, an Eulerian-Lagrangian approach was adopted and implemented in OpenFOAM, an 
open-source CFD software, with the intention of public release upon validation. In this 
implementation, the fluid phase is modeled as a continuum by solving the Navier-Stokes equations, 
while the solid phase, i.e. biomass, biochar, and sand, is modeled using the discrete element 
method, i.e. the Lagrangian approach, characterized by Newton’s laws of motion. This approach 
enables tracking of each reacting and unreacting solid particle, which increases the ability to 
capture the physics of individual particles10. All of the simulations were carried out on the Joint 
Institute for Computational Sciences (JICS) High-Performance Computer (HPC) to significantly 
decrease the computational time. 
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The raw results from the simulations were exported and were post-processed in ParaView 
(Kitware Inc., Clifton Park, NY, USA) for visualization. Gas phase data at the outlet of the reactor 
were exported to determine the yield of the bio-oil vapors and non-condensable gases (NCG) and 
char yield was determined by difference. Solid biomass particle residence time analysis was 
performed using the statistical software R. Physical properties for both the gas and solid phases 
were analyzed for each simulation. Also, total product distributions for the pyrolysis process were 
investigated as well as the individual composition of the liquid bio-oil. 
3.2.1. Simulation setup and feedstock characteristics 
The simulated reactor geometry is identical in diameter, overall length as well as gas and 
solid entry to the bench-scale reactor proposed for validation of simulation results. Its dimensions 
are as follow: inner diameter of 38.1 mm (1.5 in.), height of 749.3 mm (29.5 in.) and height of 
biomass injection of 188 mm ( 7.4 in.). A schematic of the reactor geometry is shown in Figure 
3.1. The biomass feedstock used in both the simulation and experimental validation is switchgrass 
with a moisture content of 10 wt. %, wet basis. The chemical composition of the feedstock was 
determined according to ASTM standards (E1768-01)11 using the procedures for biomass 
carbohydrates set out by the National Renewable Energy Laboratory (NREL)12. Figure 3.1 lists 
the values input in the simulation. The biomass is reported as a mixture of cellulose, hemicellulose 
and lignin. The lignin is further subclassified as hydrogen-rich(LigninH), carbon-rich (LigninC), 
and oxygen-rich (LigninO) lignin. A biomass feeding rate of 10 g/min was used in both the 
simulation and experiments. This feeding rate represents a theoretical maximum feeding rate for 
the bench-scale reactor. Each simulation or experiment used 200 g of sand as bed material with 
uniform particle size  of 500 μm. The envelope density of the biomass and sand is 650 and 2,650 








Table 3.1. Biomass feedstock composition according to ASTM standard and NREL protocol on 
an extractive free basis. 
Components  Feedstocks (wt. %, dry basis) 
 
Switchgrass 
Structural components  
   Cellulose 41.76 (0.6) 
   Hemicellulose 30.60 (0.2) 
   LigninCa 8.53 (0.0) 
   LigninHa 8.53 (0.0) 
   LigninOa 8.53 (0.0) 
Proximate analysis  
   Ash 2.04 (0.07) 
Moisture is assumed to be 10 wt. % on a wet basis 





temperatures: 450, 500, and 550 °C. The operating temperatures control the temperature for the 
walls of the reactor, the sand, and the fluidizing gas. Biomass enters the reactor at approximately 
room temperature (26 °C). Nitrogen serves as the inert fluidizing gas. The physical properties of 
biomass and sand are shown in Table 3.2. Due to the inherent complexity of biomass pyrolysis in 
a fluidized bed reactor, several factors have the potential ability to affect the yield of products. In 
addition to temperature, the fluidization velocity plays a major role when using a bubling fluidized 
bed reactor. Thus, for each temperature, three different fluidization velocities, reported as 
multipliers of the minimum fluidization velocity (Umf), (1.91, 3, and 4.5 Umf) were simulated. In 
total nine conditions (three temperatures and three fluidization velocities) will be simulated to 
assess their effect on the liquid oil yield. Secondary cracking reaction kinetics were turned off for 
the 3 Umf condition at each temperature to determine the effect of cracking kinetics on the overall 
liquid bio-oil yield. Upon completion of the simulations, the bio-oil and biochar yields are 
validated against the experimental results for a set of temperature and Umf. 
3.2.2. Reaction scheme and kinetics 
The fast pyrolysis chemistry of lignocellulosic biomass is defined using a comprehensive 
mechanistic reaction scheme that includes reactions involving the three main structural 
components of biomass, i.e. cellulose, hemicellulose, and lignin13. This reaction scheme is a 
multicomponent, multistep scheme proposed by Ranzi and colleagues13-15. Unlike lumped reaction 
schemes for biomass fast pyrolysis, it is detailed enough to enable tracking of specific evolved gas 
species in the vapors16. The detailed scheme is illustrated in Figure 3.2 and is one of the most 
comprehensive pyrolysis reaction mechanism available to date.17 The reactions in the “Ranzi” 
scheme are assumed to proceed via a first-order Arrhenius reaction rate. 
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Table 3.2. Solid parameters and feeding rate for sand and biomass assumed in the simulation. 
Properties Sand Biomass 
Particle diameter (mm) 0.5 0.8 
Density (kg/m3) 2,650 650 
Initial temperature (°C) Reaction temp (450, 500, or 550) 26 
Heat capacity (J/kg-K) 830 1,500 










In addition of the structural components, the scheme considers the biomass as a mixture of 
moisture and ash. However, the impact of ash on kinetics is not yet accounted in the scheme and 
is not evaluated in this study. Lignin is further subdivided as a combination of three reference 
components with different degrees of methoxylation: hydrogen (LigninH), oxygen (LigninO) and 
carbon (LigninC) rich lignin, respectively18. The reaction mechanism assumes that the initial 
structural components become “activated” through an initial reaction before undergoing a range 
of homogeneous and heterogeneous secondary pyrolysis reactions to produce the primary 
pyrolysis products. The reactions and the specific rate constant relationships are summarized in 
Table 3.3. Similarly to previous pyrolysis modeling work, this scheme does not include the gases 
that are thought to be produced inside the biomass particle and desorbed later but instead assumes 
they are immediately released to the vapor phase5,6,17. The larger gaseous molecules produced 
during the primary pyrolysis reactions further undergo secondary cracking reactions as they 
proceed along the length of the reactor. The longer the vapor residence time, the greater the amount 
of secondary reactions that take place. Secondary cracking reaction mechanisms and kinetics for 
select bio-oil compounds are shown in Table 3.419. The reaction rates for the secondary reaction 
kinetics are based on a lumped kinetic model proposed by Di Blasi that assumes that bio-oil further 
reacts to produce gas resulting in identical pre-exponential factor and reaction rates for all cracking 
reaction16,20. The implementation of the fast pyrolysis chemistry in this study omits the water 
evaporation step in the kinetics of the scheme13. Instead, an existing built-in water evaporation 




Table 3.3. Primary pyrolysis reactions used in the CFD model, values from 17. 




1 Cellulose  → Activated cellulose  4x1013e(-188,000/RT) 0 
2 Cellulose → 5 H2O + 6 Char 4x107e(-163,000/RT) -1,913 
3 Activated cellulose  → Levoglucosan 1.8Te(-41,800/RT) 364 
4 
Activated cellulose  → 0.8 Glycolaldehyde + 0.20 Glyoxal + 0.1 
Acetaldehyde +0.25 Hydroxymethyl furfural  + 0.3 Acetone + 0.21 CO2 + 








Activated hemicellulose I → 0.025 H2O + 0.775 CO2 + 0.025 Formic-acid 
+ 0.9 CO + 0.8 Formaldehyde + 0.125 Ethanol + 0.55 Methanol + 0.25 
C2H4 + 0.525 H2 + 0.325 CH4 + + 0.875 Char 
1x109e(-134,000/RT) -92 
7 
Activated hemicellulose I → 0.25 H2O + 0.75 CO2 + 0.05 Formic-acid + 
2.15 CO + 1.7 H2 + 0.625 CH4 + 0.375 C2H4 + 0.675 Char 
0.05Te(-33,500/RT) -1,860 
8 Activated hemicellulose I → Xylan 0.9Te(-46,000/RT) 588 
9 
Activated hemicellulose II → 0.2 H2O + 1.1 CO + 0.675 CO2 + 0.5 
Formaldehyde + 0.1 Ethanol + 0.2 Glycolaldehyde + 0.025 Formic-acid + 
0.25 CH4 + 0.3 Methanol + 0.275 C2H4 + 0.925 H2 + Char 
3.3x109e(-138,000/RT) 212 
10 
LigninC→0.35 LigninCC + 0.1 Coumaryl + 0.08 Phenol + 0.41 C2H4 + 




11 LigninH → LignOH + Acetone 6.7x1012e(-157,000/RT) 100 
12 LigninO → LignOH + CO2 3.3x108e(-107,000/RT) 446 
13 
LigninCC → 0.3 Coumaryl + 0.2 Phenol + 0.35 Glycolaldehyde + 0.7 H2O 
+ 0.65 CH4 + 0.6 C2H4 + 1.8 CO + H2 + 6.75 Char 
1.6x106e(-132,000/RT) -503 
14 
LigninOH → Lign + 0.9 H2O + Methanol + 0.45 CH4 +0.05 CO2 + 0.2 C2H4 
+ 0.05 Formic-acid + 1.9 CO + 0.75 H2 + 4.15 Char 
5x107e(-126,000/RT) -120 
15 
LigninOH → 1.5 H2O + 6 CO + 1.75 CH4 + 4.4 H2 + 0.3 C2H4 + 0.5 
Methanol + 10.15 Char 
33e(-62,800/RT) -1,604 
16 Lign → Lumped phenola 2.4Te(-50,200/RT) 686 
17 
Lign→0.95 H2O + 0.2 Formaldehyde + 0.4 Methanol + 1.95 CO + 0.6 CH4 
+ 0.05 Formic-acid + 0.65 C2H4 + 0.5H2 + 0.2 Acetaldehyde + 0.2 Acetone 
+ 5.5 Char 
4x108e(-126,000/RT) -470 
18 
Lign → 0.6 H2O + 2.6 CO + 0.6 CH4 + 0.4 Formaldehyde + 0.5 C2H4 + 0.4 
Methanol + 2 H2 + 6 Char 
0.083Te(-33,500/RT) -1663 
aLumped phenol is a secondary pyrolysis reaction product of lignin with the molecular structure of C11H12O4  
*Activation energies are in kJ/kmol 
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Table 3.4. Secondary cracking reactions and kinetics of bio-oil vapors. Adapted from Blondeau 
and Jeanmart19. 
Reaction  Reaction Rate (1/s) 
1 Hydroxymethyl furfural  → 3 CO + 1.5 C2H4 4.28x10
6e(-108/RT) 
2 Acetone → 0.5 CO2 + 0.5 H2 + 1.25 C2H4 4.28x10
6e(-108/RT) 
3 Coumaryl → CO2 + 2.5 C2H4 + 3 Char 4.28x10
6e(-108/RT) 
4 Phenol → 0.5 CO2 + 1.5 C2H4 + 2.5 Char 4.28x10
6e(-108/RT) 
5 Xylan → 2 CO2 + H2  + 1.5 C2H4 4.28x10
6e(-108/RT) 
6 Levoglucosan → 2.5 CO2 + 1.5 H2  + 1.75 C2H4 4.28x10
6e(-108/RT) 
7 Glycolaldehyde → 2 CO + 2 H2 4.28x10
6e(-108/RT) 
8 Glyoxal → 2 CO + H2 4.28x10
6e(-108/RT) 





3.2.3. Governing equations 
3.2.3.1. Gas phase 
The gas phase is modeled using an Eulerian approach treating the gas phase as a continuum. 
For every time step, the governing equations must be solved for every cell in the model. The 
governing conservation equations of mass, momentum, energy, and chemical species are detailed 
below:  
Mass:   
𝜕
𝜕𝑡
(𝜀𝑔𝜌𝑔) + ∇ ∙ (𝜀𝑔𝜌𝑔𝑼𝑔) = 𝑆𝑝 
Momentum:   
𝜕
𝜕𝑡
(𝜀𝑔𝜌𝑔𝑼𝑔) + ∇ ∙ (𝜀𝑔𝜌𝑔𝑼𝑔𝑼𝑔) = −∇p + ∇ ∙ (𝜀𝑔𝝉) + 𝜀𝑔𝜌𝑔𝒈 − 𝑆𝑚 
Energy:   
𝜕
𝜕𝑡




(𝜀𝑔𝜌𝑔𝑌𝑖) + 𝛻 ∙ (𝜀𝑔𝜌𝑔𝑼𝑔𝑌𝑖) = 𝛻 ∙ (𝜀𝑔𝜌𝑔𝐷𝑒𝛻𝑌𝑖) + 𝑆𝑝,𝑌𝑖 + 𝑆𝑌𝑖 







. 𝜀𝑔 is the gas volume fraction, 𝜌𝑔 is the density of the gas, 𝑼𝑔 is the gas 
velocity, 𝑆𝑝 is the mass source term, p is pressure, 𝜏 is the gas effective stress tensor, 𝒈 is the 
gravitational vector, 𝑆𝑚is the momentum source term, 𝐸 is the energy term, 𝛼𝑒 is the effective 
dynamic thermal diffusivity, ℎ𝑠 is the sensible energy, 𝑆ℎ is the reaction enthalpy source term, 𝑆𝑝,ℎ 
is the particle enthalpy source term, 𝑆𝑟 is the radiation source term, 𝑌𝑖 is the mass fraction of 
chemical species i, 𝐷𝑒 is the mass diffusion constant, 𝑆𝑝,𝑌𝑖 is the particle species source term, and 
𝑆𝑌𝑖 is the reaction species source term. The various 𝑆 terms represent specific source terms that 
account for the interaction between phases. The gas phase density and viscosity are determined 
based on the pressure and temperature values according to gas equation of state. The turbulence 
associated with the Eulerian phase is modeled using a k-ε turbulence model. 
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3.2.3.2. Discrete particle phase 
Each solid particle is accounted for in the CFD-DEM simulations. The Lagrangian 
approach solves Newton’s equations of motion for each particle at each time step. To accurately 
model the biomass-sand interactions, such as particle-particle and particle-wall, multiple modes 
must be incorporated into the framework. This also means that certain assumptions about the 
discrete particles must be made. The particles are assumed to be perfectly spherical, and particle 
shrinkage occurs through a mass-proportional shrinkage model. As the mass of the particle, 𝑚𝑝, 







For simulations where inter-particle (Van der Waals, electrostactic) forces are negligible, the 
dominant forces affecting the Lagrangian phase include the contact forces from interactions 
(particle-particle and particle-wall) and the drag force21. The relevant models used to calculate 
these forces are discussed below. 
3.2.3.2.1. Contact force 
The boundary conditions for the reactor were set to a no-slip condition on the reactor walls. 
Therefore, the contact forces present between the particles and the walls of the reactor are 
calculated using a no-slip, elastic contact model. The particle contact model is also responsible for 
solving the behavior of particle-particle interactions. The Hertz-Mindlin is a Hertzian variation of 
the linear spring-dashpot model that deals with particles of a spherical shape. Hertz’s theory 
applies to contact in the normal direction while Mindlin and Deresiewicz accounted for the 
tangential direction22,23. The total contact force acting on each particle is equal to the sum of the 
normal force, 𝐹𝑛, and the tangential force, 𝐹𝑡, applied to the particle. 
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𝐹𝑐𝑜𝑛𝑡𝑎𝑐𝑡 = 𝐹𝑛 + 𝐹𝑡 
3.2.3.2.2. Drag force 
The Gidaspow drag model was chosed to account for the interphase momentum between 
the gas and solid phases. The Gidaspow model combines the existing Wen and Yu drag models 
with the Ergun equation24. The Wen and Yu model uses a correlation based on data from 
Richardson and Zaki and is valid when the viscous forces dictate the flow behavior25,26. The 



















−2.65,                𝜀𝑔 ≥ 0.8
 
where 𝛽 is the momentum exchange coefficient,  𝜀𝑝 is the solid volume fraction, 𝑼𝑝 is the velocity 
of the particle, and 𝐶𝑑 is the drag coefficient. 
The momentum exchange coefficient represents the drag force between the phases and is 
incorporated into the momentum equation as a source term, 𝑆𝑚 
27. The Ergun equation is used for 
the momentum exchange coefficient when the gas volume fraction is less than 0.8. Any other value 
requires the use of the Wen and Yu model equation. The drag coefficient is dependent upon the 





0.687), 𝑅𝑒𝑝 < 1,000








3.2.3.2.3. Heat transfer 
The heat transfer between the Eulerian and Lagrangian phase is solved by using the Ranz 









𝑁𝑢𝑝 = 2 + 0.6𝑅𝑒𝑝
0.5𝑃𝑟0.33 
The heat transfer constant (ℎ) is determined from the particle volume fraction (∝𝑝), thermal 
conductivity (𝑘𝑔), the Nusselt number, and the particle diameter. The Nusselt number is calculated 
from both the Reynolds number and the Prandtl number (𝑃𝑟), which depends on the gas heat 
capacity (𝐶𝑝𝑔), the gas phase viscosity, and the thermal conductivity. 
3.2.4. Computational conditions and assumptions 
The model geometry simulates a cross-sectional portion of the reactor. The geometry mesh 
in OpenFOAM consists of 3,322 points, 6,160 faces, and 1,500 cells. The maximum cell volume 
is 1.94x10-8 m3 (19.4 mm3). The geometry is set up as a quasi-3D simulation and the mesh is 
designed with the reactor specification in the x and y-directions with a minimal depth in the z-
direction, which corresponds to 1/30th of the total reactor volume. The mesh uses a symmetry 
condition to mirror the reaction as if the mesh was a 3D cylinder. Boundary conditions are set on 
the reactor walls, the gas inlet and outlet, and the biomass inlet. The reactor walls are set to a no-
slip velocity condition with a fixed value reaction temperature with zero gradient pressure and 
composition conditions. The gas outlet of the reactor maintains a fixed value pressure of 101,325 
91 
 
Pa with a zero gradient for the other conditions. The gas inlet at the bottom of the reactor has fixed 
values for velocity, temperature, and composition conditions. The gas inlet velocity depends on 
the Umf ratio for the simulation, the temperature is set to reaction temperature, and the gas 
composition contains 100% nitrogen. The biomass inlet has a zero gradient for each condition. All 
of the boundary conditions are listed in Table 3.5. 
The time step for each simulation is to 1x10-5 s with a maximum residual tolerance of 
1x10- 5 for each chemical species and physical parameter and a maximum Courant number of one. 
The Courant number is a measure of how much information passes through a computational grid 
cell in a given time step. A Courant number greater than one signifies that information is 
propagating through multiple cells in one time step, which will cause the model to fail.  Each 
simulation was carried out for a run time of 20 s. The geometry and fields are divided into 15 
subdomains equidistant in the x-direction. The simulations are then carried out in parallel mode 
with one processor for each subdomain.  
3.3. Results and discussion 
The simulations show that biomass devolitilization begins to occur at temperatures lower 
than the specified operating temperatures. The first few seconds of the simulations mainly involved 
heating the biomass particles to the devolitilization temperature. After the initial devolitilization 
temperature was achieved, pyrolysis began while the biomass particles continued to heat up to 
reaction temperatures. The simulations began to reach steady-state at approximately eight seconds. 




Table 3.5. Simulation boundary conditions 




Gas Inlet Fixed value Fixed value Zero gradient Fixed value Fixed value 
Walls No slip Fixed value Zero gradient Zero gradient Zero gradient 
Biomass Inlet Zero gradient Zero gradient Zero gradient Zero gradient Zero gradient 




3.3.1. Temperature, velocity, and void fraction 
Biomass particles entered the reactor at room temperature (26 °C) at a mass flow rate of 
10 g/min. A temperature profile of particles is shown in Figure 3.3. The temperature profile in the 
gas phase is uniform throughout the majority of the sand bed as well as near the reactor walls. This 
is due to the walls, sand particles, and the fluidization gas all being equated to the reaction 
temperature. The temperature of the gas phase begins to vary at the biomass inlet. This is due to 
the biomass entering at room temperature (300 K) and devolitilization beginning before the set 
reaction temperature. The vapor phase continued to heat up as they travel along the length of the 
reactor. As the biomass particles interacted with the sand, the particles heated up due to particle-
particle conduction and convective heat transfer and began to react. The biomass pyrolysis 
reactions started once the devolitilization temperature, which was set to 126 °C (400 K), was 
acheived. This temperature allowed for drying to occur before any biomass decomposition started. 
Once the reactions started, biomass particles retained in the reactor until their size was reduced 
enough to be elutriated, or removed. As evidenced in Figure 3.3, the biomass particles approached 
the set reaction temperature prior to elutration indicating that the particle residence time was 
sufficient to allow heating to the desired reaction temperature. 
The velocity of the gas phase was streamlined throughout the length of the reactor (Figure 
3.4). Nitrogen was fed into the bottom of the reactor at rates between 0.5 and 1.8 m/s, which 
corresponds to 1.91 and 4.5 Umf, respectively. These values are slightly higher than reported 
fluidization velocities in other CFD works5,6. In the activated region where the void volume 
fraction was less than 0.5, the gas velocity increased and fluctuated as it passed through the dense 
solid region before returning to a steady flow rate (Figure 3.5).  



















presented in Figure 3.5, shows the difference in fluidization at the different velocities. The 1.91 
Umf fluidization condition maintained a very dense solid region with a void fraction of less than 
0.5, which does not provide adequate mixing for proper operation of a fluidized bed reactor. The 
red areas in the activated regions identified where the fluidization bubbles occur in the sand bed. 
This visualization confirms the simulations are operating in the bubbling regime. The fluidization 
behavior is in agreement with other CFD simulations28. One element to take note of is the mixing 
interaction between the sand and biomass particles. Despite significant fluidization, the majority 
of the biomass particles were retained on the top of the sand bed forming a layer of biomass 
particles. This can possibly be attributed to the stark density difference between the biomass and 
sand particles. Also, the activated bed height may not be reaching the biomass; therefore, when 
the biomass enters the system it is not immediately caught in the sand bed, but instead lands on 
top of the bed. The biomass particles mixed further into the sand bed on the sides of the reactor. 
As the fluidization velocity is increased, the size of the bubbles formed in the bed are larger and 
longer (4.5Umf). This may be an indication the simulation is approaching the slugging regime, 
which is not ideal for FBRS29.  
3.3.2. Solid particle residence time 
One of the main characteristics of biomass fast pyrolysis is a short vapor residence time (< 
2 s). Another important parameter, yet less investigated, is the solid biomass particle residence 
time. After the biomass has sufficiently undergone pyrolysis, the remaining char particles are 
elutriated, or removed, from the reactor. The solid particle residence time is an important aspect 
of pyrolysis and must be balanced to optimize the process. If the particles never elutriate, char will 
accumulate inside the reactor and significantly lower the efficiency of the fluidized bed reactor. 
On the other hand, if the fluidization velocity is large enough to quickly elutriate the particles, raw 
98 
 
biomass will leave the reactor and will result in a loss of yield. At fluidization velocities greater 
than 3Umf, elutriation of the biomass began to occur as the particles underwent pyrolysis and lost 
mass. Solid particle residence time distributions (RTD) for multiple conditions are shown in Figure 
3.6. Higher temperatures played a large role in the length of time each biomass particle stayed 
inside the reactor. An increase of temperature increased the rate of pyrolysis to vaporize the solid 
biomass, which led to faster elutriation. The 550 °C and 4.5 Umf case provided the shortest average 
particle residence time of approximately 7.5 s. Upon, decreasing temperature to 500 and 450 °C, 
the average RTD was increased to 12 s and 14 s, respectively. 
3.3.3. Pyrolysis yields and composition 
The distribution of the pyrolysis products is shown in Figure 3.7. The maximum bio-oil 
produced, including water, was simulated to be 47%. The 500 °C-3 Umf and 550 °C-4.5 Umf 
conditions provided the maximum bio-oil yields. The bio-oil yield is mainly affected by two 
parameters, temperature and velocity, or vapor residence time. Increased temperatures increase the 
rate of the pyrolysis reactions, which also increase the rate of cracking reactions that decrease the 
bio-oil yield. The gas velocity limits the residence time the reactions have to take place. Therefore, 
the temperature and velocity must be balanced to find the optimal operating conditions and 
maximize the bio-oil yield. The higher temperature conditions correlate to an increase in the non-
condensable gas (NCG) yield and a decrease in char yield. The overall bio-oil yields, organic and 
aqueous, are lower than values typically reported from fast pyrolysis.6,30 
For initial validation, experimental testing on the bench-scale reactor for the 450 °C and 
3Umf conditions produced a maximum bio-oil yield of slightly less than 50%, which is comparable 
to the yields predicted in our simulations. Despite the fact the total bio-oil yields were similar, the 





Figure 3.6. Residence time distributions (RTD) with histograms for the 4.5Umf condition at 450 




Figure 3.7. Simulated fast pyrolysis yields of bio-oil, non-condensable gases (NCG) and char for 
1.91Umf (top), 3Umf (left), and 4.5Umf (right) at 450, 500, and550 °C.   
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In our simulations, there is significantly less water produced than expected. The simulated 
bio-oil produced has a water content (wt. %) of less than 7% compared to 20-30% observed 
experimentally, both on our bench-scale and in previous experimental work31. The original 
pyrolysis scheme includes a reaction step for liquid water to be converted into water vapor; 
however, this work made use of an existing water evaporation model built-in to OpenFOAM. This 
could be one of the reasons as to why the water content differs from other work done using this 
scheme. As mentioned in earlier studies, the secondary reaction scheme for each bio-oil species 
was based on a lumped pyrolysis model with kinetic parameters for each cracking reaction being 
the same19,20,32.  
The simulation results were further probed in this section to assess the impact of operating 
conditions of the oil quality and contrast the simulation findings with other works. The comparison 
between simulations and validation is possible because the fast pyrolysis reaction scheme allows 
for the determination of specific “model” components and their respective concentration in the 
bio-oil. The steady state breakdown of the bio-oil components for the 550 °C simulations is shown 
in Figure 3.8. The main component for each condition is levoglucosan with a weight percent 
between 39 and 50 wt. %. This large amount of levoglucosan can be somewhat expected since 
levoglucosan is the main bio-oil product from the cellulose branch of reactions in the scheme. This, 
coupled with the fact that cellulose is the largest component in switchgrass and levoglucosan has 
a higher density than other bio-oil components, lends to the bio-oil having a large fraction of 
levoglucosan. Reported experimental results differ with simulations and show levoglucosan yields 
ranging from 5 to 33 wt. % of the bio-oil33-35. The reason for this discrepancy is most likely due to 








schemes to date, it still utilizes the main “model” bio-oil compounds and does not fully capture 
the hundreds of bio-oil compounds that are observed experimentally. The simulated findings in 
this study on the yield of levoglucosan are larger than those reported by others where levoglucosan 
yields range from 22 to 40 wt. %6,36. The cellulose content used in this simulation is slightly higher 
than in other CFD models using the same pyrolysis scheme. Levoglucosan is a highly oxygenated 
compound which would necessitate downstream deoxygenation. The fluidization velocity does not 
appear to have a significant effect on the levoglucosan content of the bio-oil. This can be attributed 
to secondary cracking reactions all having the same kinetics; therefore, all reactions has the same 
reaction rate constant at each operating condition. As reaction temperature is increased, the 
levoglucosan content decreased. This trend can most likely be attributed to the rate of product 
formation in the primary pyrolysis kinetics and not the cracking reactions. 
Simulated product yields predicted considerably more NCGs (25-40 wt. %) than is 
typically reported for biomass fast pyrolysis5,6,37. Simulations were carried out at 550 °C and 3Umf 
without the secondary cracking reactions and the bio-oil yield increased by approximately 10 
wt. %. Apart from the overall bio-oil yield, the lack of secondary reactions had no real effect on 
the moisture content of the bio-oil. Previous work has shown that water is produced primarily from 
the secondary cracking reactions38,39. Therefore, the secondary cracking reactions in the 
simulations are not accounting for adequate water formation. Further work needs to be conducted 
to account for more water production in the kinetic scheme as well as a more robust experimental 
validation for the hydrodynamics and product yields of the simulations. 
3.4. Conclusions 
The present study outlines the findings of a computational fluid dynamics and discrete 
element modeling study of switchgrass fast pyrolysis in a bubbling fluidized bed reactor. The 
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model included a detailed fast pyrolysis reaction scheme and its associated kinetics. The 
simulations produced results comparable to yields observed experimentally on an identical bench-
scale system. The main difference between the simulation, the experimental results and previous 
work is the moisture content of bio-oil, which was 20-25 wt. % less than previous CFD studies 
and experimental work. Levoglucosan was the primary component of the predicted bio-oil ranging 
between 39 and 50 wt. %. At higher temperatures and higher fluidization velocities, solid biomass 
particles began to elutriate from the reactor. Lower temperatures resulted in high residence time 
and, as the temperature was reduced from 550 to 450 °C, the biomass particle RTD increased from 
7.5 to 14 s, respectively. The secondary reactions have a significant effect on the bio-oil yield at 
550 °C and 3Umf leading to a 10 wt. % increase in yield. The bio-oil is almost entirely made up 
on the organic fraction with a small moisture content. Future work needs to be done to investigate 
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CHAPTER 4 COMPUTATIONALLY MODELING BIOMASS 





This chapter has been prepared as a manuscript for submission to an academic journal upon 
completion of the thesis. 
I am the primary author on this work. My responsibilities included finding existing kinetics 
reported for hydrodeoxygenation in literature. I also modified the simulation from Chapter 3 to 
simulate hydrous pyrolysis. I combined the reported kinetics as well as the determined kinetics 
from Chapter 2 into the new simulation. The other authors on this manuscript are Oluwafemi 
Oyedeji, Dr. Nourredine Abdoulmoumine, and Dr. Nicole Labbé. 
Abstract 
A computation fluid dynamics (CFD) model was developed with the intention of modeling 
biomass hydrous pyrolysis to produce refinery-ready bio-crude oil. The hydrous pyrolysis process 
replaces nitrogen with steam as the fluidizing gas to facilitate in-situ hydrogen generation to fulfill 
the hydrogen requirement of hydrous pyrolysis. This chapter combines experimentally derived 
water-gas shift kinetics from Chapter 2 with a CFD model of conventional biomass fast pyrolysis 
from Chapter 3. Hydrous pyrolysis simulations were carried out from 300 to 500 °C at 30 bar using 
a comprehensive pyrolysis scheme coupled with a global, lumped HDO kinetic scheme. Individual 
bio-oil components from pyrolysis were summed together in one lumped “Oil” component. The 
HDO scheme deoxygenizes the “Oil” component to produce either a heavy or light fraction of 
deoxygenated bio-oil. Simulations have proceeded for approximately sevon seconds of simulation 
time. The change in operating conditions increased the temperature uniformity in the reactor as 
well as increased the speed of particle elutriation. The simulations have not reached steady-state, 
therefore we are unable to conclude on the final product yields. But, the selectivity of the HDO 




Conventional fast pyrolysis is one of the few technologies that give us the opportunity to 
engineer in minutes what takes millions of years in nature – thermolytic (~400-600 ˚C) conversion 
of biological materials into an energy dense biocrude oil. This bio-based crude oil is commonly 
referred to as bio-oil and is regarded as a potential replacement for crude petroleum in refineries. 
In general, when bio-oil is produced through conventional fast pyrolysis, it contains high oxygen 
content (~40-50 wt. %), is immiscible with conventional hydrocarbon fuels, and has high acidity 
(pH 2–3 and total acid number (TAN) of 100–200)1. In contrast, crude petroleum oil contains less 
than 1 wt. % oxygen2,3. Indeed, while crude petroleum oils are composed mainly of hydrocarbons, 
bio-oils are primarily composed of oxygenates with reactive functional groups such as carboxylic 
acid, aldehydes, and ketones leading to polymerization reactions, which increases the viscosity 
over time.2,4,5 The presence and higher proportion of these reactive compounds in bio-oils result 
in poor stability and lower temperatures (~ -20°C) are required to prevent these polymerization 
reactions.6 Additionally, the high TAN limits the ability to process bio-oil in existing 
petrochemical refining infrastructures which require TANs less than 2 to avoid corrosion to 
construction materials used in transport vessels and refinery conversion equipment1. All of the 
aforementioned shortcomings effectively make bio-oil a low-value feedstock with little demand 7. 
Over the past decades, there has been a concerted research effort aimed at improving bio-
oil’s chemical and physical properties. In particular, catalytic fast pyrolysis in the presence of a 
catalyst, usually zeolite catalysts, has been extensively investigated with the goal of producing 
hydrocarbons from biomass.4,8-10 Through dehydration, decarboxylation, and decarbonylation 
reactions, catalytic fast pyrolysis vapors are partially stripped of their oxygen through release of 
water, carbon dioxide or carbon monoxide. Catalytic fast pyrolysis has been able to produce 
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stabilized bio-oil.11 However, significant challenges remain. The oxygen content is reduced but it 
still remains high around 20 wt. %.4 Furthermore, at best, only 20–30% of the carbon in the 
biomass ends up in the liquid product and approximately 30% of the carbon forms into coke, 
causing catalyst deactivation.10 After decades of intense catalytic fast pyrolysis research, it has 
become evident that lignocellulosic biomass’s low hydrogen density cannot sustain bio-oil 
deoxygenation without additional hydrogen input. Bio-oil can be upgraded to have a lower oxygen 
content through hydrotreating. Hydrotreating of bio-oil involves re-evaporating and reacting bio-
oil vapors with hydrogen gas over sulfide cobalt or nickel molybdenum catalysts (sulfide CoMo 
and NiMo, respectively) at very high pressures (100–170 bar), 310–375 °C 12, and low space 
velocities (0.1–0.2 LHSV) 13,14 . However, this approach has significant drawbacks: including i) 
low liquid yield (26–30 wt. % of the biomass)1,15, and ii) formation of large quantities of coke, 
leading to rapid catalyst deactivation and reactor clogging 12 and a slow and overall expensive 
process. The shortcomings of catalytic fast pyrolysis and hydrotreating motivate exploration of 
biomass pyrolytic decomposition under hydrogen environments, an idea initially successfully 
tested for coal16-18. Biomass pyrolysis approaches under hydrogen environments have been labeled 
hydropyrolysis 1,7,19 or reactive catalytic pyrolysis, depending on the process hydrogen pressure 
requirement20. In these approaches, the reducing hydrogen gas is speculated to generate hydrogen 
radicals which react with pyrolysis volatiles, commonly in the presence of a catalyst, to remove 
oxygen, released in the form of water (H2O), carbon monoxide (CO), and carbon dioxide (CO2), 
and while yielding hydrocarbons. It is also speculated that many of the reactive pyrolysis volatile 
intermediates, which would otherwise undergo polymerization, leading to bio-oil instability as 
well as yield reduction and catalyst coking, are quenched by the hydrogen radicals14,21. Fast 
pyrolysis under hydrogen environments present several advantages including i) lower pressure 
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requirements when compared to hydrotreating (80 % less) 7,19, and ii) lower energy demand due 
to the process exothermicity 7. 
Since 2010, experimental research efforts in this area have focused on developing 
continuous processes with conditions analogous to fast pyrolysis, with the main difference being 
the presence of a hydrogen atmosphere22-27. One of the obstacles for hydrogen assisted pyrolysis 
is the hydrogen requirement to maximize the hydrogenation of vapors. Hydrogen is an expensive 
material to supply from an outside source. Therefore, it is potentially more economical and 
efficient to produce hydrogen on site using readily available starting materials. In this chapter, the 
WGS kinetics were combined with the CFD pyrolysis model and HDO bio-oil chemistry to 
computationally model a one-pot biomass hydrous pyrolysis bubbling fluidized bed system. 
4.2. Modeling approach 
Our catalytic fast hydrous pyrolysis model incorporates the previous fast pyrolysis model 
developed using OpenFOAM, an open-source C++ software. The catalytic fast hydrous pyrolysis 
(CFHP) model uses the same modeling approach outlined in detail in Chapter 3, section 2. CFHP 
is simulated at temperatures from 300 to 500 °C, a pressure of 30 bar, and two different fluidization 
velocities. Furthermore, our boundary conditions (BC) remain largely unchanged from the fast 
pyrolysis simulations with changes only coming in reaction pressure, temperature, and fluidization 
gas composition. The reaction pressure is set at the reactor outlet BC to 30 bar from atmospheric. 
Based on hydropyrolysis, we assume that the reaction temperatures for CFHP are typically lower 
than that for fast pyrolysis, so the reaction temperature (wall and gas inlet BCs) are set to lower 
temperatures, 300-500 °C. Whereas our fast pyrolysis simulations used 100 % nitrogen as an inert 
fluidizing gas, we replaced nitrogen with steam (with 1% nitrogen) while maintaining the same 
fluidization velocities as the fast pyrolysis simulations. The two velocities used in the simulations 
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correspond to the same velocities for the 3 and 4.5 Umf pyrolysis conditions. The biomass 
feedstock used is switchgrass with a 10% moisture content, see Chapter 3 for biomass composition. 
4.2.1. Reaction scheme and kinetics 
The hydrous pyrolysis maintains the same comprehensive pyrolysis reaction scheme used 
in Chapter 3, section 2.2. The reaction scheme and kinetics proceed through a first-order Arrhenius 
reaction rate that does not take pressure into account28. Previous studies have shown a hydrogen 
environment and moderate pressures do not greatly affect the composition of the bio-oil, and the 
decrease in overall yield is attributed to cracking reactions29,30. Therefore, it is assumed that the 
pyrolysis kinetics from Chapter 3 are applicable to the hydrous pyrolysis model. In Chapter 3, 
section 2.2, the individual components of biomass, i.e. cellulose, hemicellulose, ligninH, ligninC, 
and ligninO, undergo reactions to produce char, non-condensable gases (CO, CO2, H2, CH4, C2H4), 
and bio-oil. The bio-oil is comprised of several different “model” bio-oil compounds, e.g. 
levoglucosan, glyoxal, and hydroxyl methyl furfural (HMFU). This work combines a 
comprehensive, detailed pyrolysis scheme with a global, lumped kinetic model for HDO. In order 
to incorporate the global, lumped model, the detailed pyrolysis compounds are summed into one 
“oil” species to undergo the HDO reactions. The hydrous pyrolysis simulation does not account 
for the secondary cracking kinetics that were in the fast pyrolysis simulations of Chapter 3 as it is 
hypothesized that in a one-pot process, cracking reactions are replaced by HDO reactions. By 
assuming the pyrolysis cracking reactions have a negligible impact on the overall reaction, the 
hydrous pyrolysis simulations will model ideal process conditions that minimize the occurrence of 
secondary cracking reactions and maximize the amount of pyrolysis oil produced. The oil will then 
undergo HDO reactions to produce light and heavy fractions of deoxygenated bio oil as well as 





→ 𝐿𝑖𝑔ℎ𝑡 + 𝐻2𝑂 
𝑂𝑖𝑙 + 𝐻2
𝑘2
→𝐻𝑒𝑎𝑣𝑦 + 𝐻2𝑂 
𝑂𝑖𝑙 + 𝐻2
𝑘3
→𝐻2𝑂 + 𝐺𝑎𝑠 + 𝐶ℎ𝑎𝑟 
𝐻𝑒𝑎𝑣𝑦
𝑘4
→𝐻2𝑂 + 𝐺𝑎𝑠 + 𝐶ℎ𝑎𝑟 
𝐻𝑒𝑎𝑣𝑦
𝑘5
→  𝐿𝑖𝑔ℎ𝑡 
The rate of these reactions is dependent on the concentration of the oil as well as the partial pressure 
of hydrogen.33 





Much of the kinetic work done on HDO of pyrolysis typically use highly empirical 
approaches.34 The Arrhenius parameters adopted for this hydrous pyrolysis model, using a lumped 
kinetic model, are shown in Table 4.1.31 The partial pressure and concentration of each gas species 
are related through the assumption of ideal gas behavior where the subscript 𝑖 represents the 





The kinetics for hydrogen production through the WGS were determined to proceed via an 
empirical power law in Chapter 3. The model assumes an adequate amount of active catalyst is in 
the reactor so that the kinetics from a weight hourly space velocity (WHSV) of 1,220 cm3/(min-
gcat) were adopted into the code (Chapter 2). WGS is a reversible reaction; therefore, the rate of  
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Table 4.1. Kinetic rate constant parameters for the lumped HDO scheme.31 
Parameters k1 k2 k3 k4 k5 
𝑘0 35.8 367 16.0 0.07 4180 




hydrogen production is dependent on the partial pressure of each species involved in the reaction 












4.2.3. Simulation analysis 
4.2.3.1. Hydrodynamics 
In the original fast pyrolysis simulations (Chapter 3), the fluidization velocity and reactor 
temperature had a large effect on the elutriation and solid residence time distribution. CFHP 
simulations replace the fluidizing gas species as well as increase the reaction pressure from 
atmospheric to moderate hydrogen pressure (30 bar). The effects of these variable on the solid 
particle residence time (RTD) as well as velocity and temperature profiles were investigated.  
4.2.3.2. Product distribution  
The final bio-oil can be classified into three subgroups: deoxygenated light fraction oil, 
deoxygenated heavy fraction oil, and oxygenated pyrolysis oil (unreacted oil). Due to the use of a 
lumped kinetic model for HDO reactions, a detailed analysis of the bio-oil composition cannot be 
achieved directly. Analysis will also be done to visualize where in the reactors, HDO begins to 
occur.  
The maximum bio-oil yield from the fast pyrolysis simulations with and without secondary 
cracking reactions was 47% and 55%, respectively. This chapter aims to determine the effects of 
hydrous pyrolysis conditions on the overall yield of bio-oil. The bio-oil will be comprised of 
deoxygenated oil (light and heavy fractions) as well as the bio-oil that did not undergo HDO. 
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Upgrading of pyrolysis vapors usually results in an overall reduction of liquid oil yield in exchange 
for a less oxygenated oil.36 Bio-oil and non-condensable gas (NCG) yields will be determined from 
the mass fraction of each species leaving the top of the reactor with char being calculated by 
difference. 
4.3. Results and discussion 
Hydrous pyrolysis simulations were run on the Joint Institute of Computational Sciences 
(JICS) High-Performance Computer (HPC). Most cases have reached approximately seven 
seconds of simulation time. Biomass hydrous pyrolysis began to take place shortly after three 
seconds. The process did not reach steady-state, therefore the results reported here are from an 
unsteady-state. The effects of hydrous pyrolysis conditions on process hydrodynamics and product 
yields were investigated. 
4.3.1. Hydrous pyrolysis hydrodynamics 
To reduce the overall simulation time, the biomass particles for this chapter were simulated 
with an initial temperature just below the devolatilization point (390 K). There first few simulated 
seconds of the pyrolysis model is just heating the biomass from their initial temperatures to the 
devolatilization temperature. This change allows for the simulation to save a few seconds of 
simulated time and steady-state to be reached faster, however, it makes it more difficult to directly 
compare certain hydrodynamic properties such as particle residence time. An RTD for the 500 °C 
condition is shown in Figure 4.1. The residence time is significantly shorter than seen in the 
pyrolysis simulations at the same temperature and gas velocity. One of the causes for this, apart 
from the initial biomass temperature, is the difference in fluidizing gas upon heating. The density 
of steam is more variable at higher temperatures than that of nitrogen, which translates to the same 








Figure 4.2. Void fraction for the bottom half of the reactor for 0.786 m/s at 30 bar.  
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conditions from 400 to 500 °C. Temperature does not appear to have a significant effect on the 
void fraction of the bed. One significant difference between the simulations is in the temperature 
profile of the gas phase between pyrolysis and hydrous pyrolysis. Figure 4.3 shows the temperature 
during hydrous pyrolysis is kept much more uniform inside the reactor than during pyrolysis and 
is not significantly affected by the vapors released during devolatilization. 
4.3.2. Hydrous pyrolysis selectivity 
An important aspect of hydrous pyrolysis, which is important for future optimization, is 
the selectivity of the process. The knowledge of which bio-oil compounds are more likely to be 
deoxygenated during hydrous pyrolysis can be very helpful in understanding the overall process. 
This work used a lumped kinetic scheme; therefore, the selectivity of the hydrous pyrolysis process 
can only be compared between two products: heavy oil and light oil. Due to the unsteady-state 
nature of the simulations, we must report on the trend of selectivity of HDO. The hydrogen 
selectivity is determined using the amount of hydrogen consumed to produce both light and heavy 
fractions. Based on the kinetics, the selectivity is of hydrogen in the HDO scheme significantly 
favors the heavy fraction over the light fraction.  
4.3.3. Hydrous pyrolysis yields 
Based on modeling assumptions, there are five main products in hydrous pyrolysis 
compared to the three main products in conventional fast pyrolysis. The oil is further broken down 
to oxygenated oil, heavy, and light fraction of deoxygenated oils. In Chapter 3, the highest bio-oil 
yield, without secondary cracking, was reported to be 54 wt. %. From previous upgrading work, 
we expect the overall liquid yield to decrease compared to fast pyrolysis due to coking of the 
catalyst, which negatively affects the catalytic pyrolysis process19. Hydrous pyrolysis simulations 





Figure 4.3. Comparison of temperature profile for the pyrolysis and hydrous pyrolysis case at 500 




undergo pyrolysis and the HDO. Therefore, there is no reportable data on the yield of the hydrous 
pyrolysis process. The vapor evolution of the oily products is shown in Figure 4.4. The “Oil” 
fraction is spotty compared to other evolution profiles. Due to the summation of pyrolysis vapors 
and the reactions just starting, the highest fraction peaks are where the most pyrolysis oil is being 
generated. As HDO reactions occur to produce light and heavy fractions, the compounds diffuse 
and spread out. The mass fraction of light and heavy fractions leaving the reactor is significantly 
less than the mass of the summed “Oil” (Figure 4.4). This indicates that the kinetics of the 
implemented HDO kinetics are not fast enough to deoxygenate a significant amount of the oil in 
the fluidized bed reactor at the simulated fluidization velocities.  
4.4. Conclusions 
Biomass fast pyrolysis is an attractive substitute for petroleum fuels. However, the bio-oil 
requires significant upgrading to be comparable in quality. Hydrous pyrolysis is a state-of-the-art 
process that combines pyrolysis, HDO, and the WGS into a one-pot solution to produce 
deoxygenated, refinery-ready bio-crude oil. The change in fluidizing gas from nitrogen to steam 
and the increase in operating pressure had a significant effect and predicted a more uniform 
temperature profile of the gas phase. Biomass particles’ elutriation began quicker than in 
conventional pyrolysis simulations. In the case of the 4.5 Umf simulations, biomass particles 
elutriated from the reactor before the significant devolatilization occurred, reducing the overall oil 
yield. The implemented HDO kinetics are not fast enough to adequate deoxygenate the bio-oil 
before leaving the reactor. Due to these short particle residence times, the overall yield of the 
hydrous pyrolysis simulations is significantly less than predicted from the pyrolysis simulations. 
Further simulation time and modifications to HDO kinetics is required before a decision can be 




Figure 4.4. Mass fraction (per surface area) of summed oil, heavy fraction, and light fraction 








(1) Tan, E. C.; Marker, T. L.; Roberts, M. J. Direct production of gasoline and diesel fuels 
from biomass via integrated hydropyrolysis and hydroconversion process—A techno‐
economic analysis. Environmental Progress & Sustainable Energy 2014, 33 (2), 609. 
(2) Oasmaa, A.; Czernik, S. Fuel Oil Quality of Biomass Pyrolysis OilsState of the Art for the 
End Users. Energy & Fuels 1999, 13 (4), 914. 
(3) Dayton, D. C.; Carpenter, J.; Farmer, J.; Turk, B.; Gupta, R. Biomass Hydropyrolysis in a 
Pressurized Fluidized Bed Reactor. Energy & Fuels 2013, 27 (7), 3778. 
(4) Agblevor, F. A.; Beis, S.; Mante, O.; Abdoulmoumine, N. Fractional catalytic pyrolysis of 
hybrid poplar wood. Industrial & Engineering Chemistry Research 2010, 49 (8), 3533. 
(5) Bridgwater, A. V. Renewable fuels and chemicals by thermal processing of biomass. 
Chemical Engineering Journal 2003, 91 (2), 87. 
(6) Diebold, J. P. “A review of the chemical and physical mechanisms of the storage stability 
of fast pyrolysis bio-oils,” National Renewable Energy Lab., Golden, CO (US), 1999. 
(7) Marker, T. L.; Felix, L. G.; Linck, M. B.; Roberts, M. J. Integrated hydropyrolysis and 
hydroconversion (IH2) for the direct production of gasoline and diesel fuels or blending 
components from biomass, part 1: Proof of principle testing. Environmental Progress & 
Sustainable Energy 2012, 31 (2), 191. 
(8) French, R.; Czernik, S. Catalytic pyrolysis of biomass for biofuels production. Fuel 
Processing Technology 2010, 91 (1), 25. 
(9) Mullen, C. A.; Boateng, A. A. Catalytic pyrolysis-GC/MS of lignin from several sources. 
Fuel Processing Technology 2010, 91 (11), 1446. 
(10) Agblevor, F. A.; Mante, O.; Abdoulmoumine, N.; McClung, R. Production of stable 
biomass pyrolysis oils using fractional catalytic pyrolysis. Energy & Fuels 2010, 24 (7), 
4087. 
(11) Thangalazhy-Gopakumar, S.; Adhikari, S.; Gupta, R. B.; Tu, M.; Taylor, S. Production of 
hydrocarbon fuels from biomass using catalytic pyrolysis under helium and hydrogen 
environments. Bioresource Technology 2011, 102 (12), 6742. 
(12) Elliott, D. C. Historical Developments in Hydroprocessing Bio-oils. Energy & Fuels 2007, 
21 (3), 1792. 
(13) Huber, G. W.; Iborra, S.; Corma, A. Synthesis of transportation fuels from biomass: 
chemistry, catalysts, and engineering. Chemical reviews 2006, 106 (9), 4044. 
(14) Thangalazhy-Gopakumar, S.; Adhikari, S.; Gupta, R. B. Catalytic pyrolysis of biomass 
over H+ ZSM-5 under hydrogen pressure. Energy & Fuels 2012, 26 (8), 5300. 
(15) Bridgwater, A. Production of high grade fuels and chemicals from catalytic pyrolysis of 
biomass. Catalysis Today 1996, 29 (1-4), 285. 
(16) Snape, C.; Bolton, C.; Dosch, R.; Stephens, H. P. High liquid yields from bituminous coal 
via hydropyrolysis with dispersed catalysts. Energy & Fuels 1989, 3 (3), 421. 
(17) Canel, M.; Mısırlıogˇlu, Z.; Sınagˇ, A. Hydropyrolysis of a Turkish lignite (Tunçbilek) and 
effect of temperature and pressure on product distribution. Energy Conversion and 
Management 2005, 46 (13), 2185. 
(18) Steinberg, M. The flash hydropyrolysis and methanolysis of coal with hydrogen and 
methane. International Journal of Hydrogen Energy 1987, 12 (4), 251. 
(19) Marker, T. L.; Felix, L. G.; Linck, M. B.; Roberts, M. J.; Ortiz-Toral, P.; Wangerow, J. 
Integrated hydropyrolysis and hydroconversion (IH2®) for the direct production of 
gasoline and diesel fuels or blending components from biomass, part 2: Continuous testing. 
Environmental Progress & Sustainable Energy 2014, 33 (3), 762. 
125 
 
(20) Wang, K.; Dayton, D. C.; Peters, J. E.; Mante, O. D. Reactive catalytic fast pyrolysis of 
biomass to produce high-quality bio-crude. Green Chemistry 2017. 
(21) Melligan, F.; Hayes, M. H. B.; Kwapinski, W.; Leahy, J. J. A study of hydrogen pressure 
during hydropyrolysis of Miscanthus x giganteus and online catalytic vapour upgrading 
with Ni on ZSM-5. Journal of Analytical and Applied Pyrolysis 2013, 103 (Supplement 
C), 369. 
(22) Resende, F. L. P. Recent advances on fast hydropyrolysis of biomass. Catalysis Today 
2016, 269 (Supplement C), 148. 
(23) Balagurumurthy, B.; Bhaskar, T. Hydropyrolysis of lignocellulosic biomass: state of the 
art review. Biomass Conversion and Biorefinery 2014, 4 (1), 67. 
(24) Balagurumurthy, B.; Oza, T. S.; Bhaskar, T.; Adhikari, D. K. Renewable hydrocarbons 
through biomass hydropyrolysis process: challenges and opportunities. Journal of Material 
Cycles and Waste Management 2013, 15 (1), 9. 
(25) Stummann, M. Z.; Høj, M.; Schandel, C. B.; Hansen, A. B.; Wiwel, P.; Gabrielsen, J.; 
Jensen, P. A.; Jensen, A. D. Hydrogen assisted catalytic biomass pyrolysis. Effect of 
temperature and pressure. Biomass and Bioenergy 2018, 115, 97. 
(26) He, S.; Boom, J.; van der Gaast, R.; Seshan, K. Hydro-pyrolysis of lignocellulosic biomass 
over alumina supported Platinum, Mo2C and WC catalysts. Frontiers of Chemical Science 
and Engineering 2018, 12 (1), 155. 
(27) Gamliel, D. P.; Bollas, G. M.; Valla, J. A. Two-stage catalytic fast hydropyrolysis of 
biomass for the production of drop-in biofuel. Fuel 2018, 216, 160. 
(28) Corbetta, M. P., S.; Ranzi, E.; Bennadji, H.; Fisher, E. M. XXXVI Meeting of the Italian 
Section of the Combustion Institute, 2013. 
(29) Resende, F. L. P. Recent advances on fast hydropyrolysis of biomass. Catalysis Today 
2016, 269, 148. 
(30) Venkatakrishnan, V. K.; Degenstein, J. C.; Smeltz, A. D.; Delgass, W. N.; Agrawal, R.; 
Ribeiro, F. H. High-pressure fast-pyrolysis, fast-hydropyrolysis and catalytic 
hydrodeoxygenation of cellulose: production of liquid fuel from biomass. Green Chemistry 
2014, 16 (2), 792. 
(31) Zhang, S.; Yan, Y.; Li, T.; Ren, Z. Lumping Kinetic Model for Hydrotreating of Bio-oil 
from the Fast Pyrolysis of Biomass. Energy Sources, Part A: Recovery, Utilization, and 
Environmental Effects 2009, 31 (8), 639. 
(32) Bridgwater, A. V. Production of high grade fuels and chemicals from catalytic pyrolysis of 
biomass. Catalysis Today 1996, 29 (1), 285. 
(33) Bykova, M. V.; Zavarukhin, S. G.; Trusov, L. I.; Yakovlev, V. A. Guaiacol 
hydrodeoxygenation kinetics with catalyst deactivation taken into consideration. Kinetics 
and Catalysis 2013, 54 (1), 40. 
(34) Chaudhari, R. V.; Torres, A.; Jin, X.; Subramaniam, B. Multiphase Catalytic 
Hydrogenolysis/Hydrodeoxygenation Processes for Chemicals from Renewable 
Feedstocks: Kinetics, Mechanism, and Reaction Engineering. Industrial & Engineering 
Chemistry Research 2013, 52 (44), 15226. 
(35) Ayastuy, J. L.; Gutiérrez-Ortiz, M. A.; González-Marcos, J. A.; Aranzabal, A.; González-
Velasco, J. R. Kinetics of the Low-Temperature WGS Reaction over a CuO/ZnO/Al2O3 
Catalyst. Industrial & Engineering Chemistry Research 2005, 44 (1), 41. 
(36) Marker, T. L.; Felix, L. G.; Linck, M. B.; Roberts, M. J. Integrated hydropyrolysis and 
hydroconversion (IH2®) for the direct production of gasoline and diesel fuels or blending 
126 
 
components from biomass, part 1: Proof of principle testing. Environmental Progress & 




CONCLUSION AND FUTURE WORK 
This research developed a computational fluid dynamics model to simulate biomass 
hydrous pyrolysis in a bubbling fluidized bed reactor. Hydrous pyrolysis combines biomass fast 
pyrolysis with hydrodeoxygenation for upgrading and the water-gas shift for hydrogren 
generation. Hydrous pyrolysis has the potential to be a single reactor solution to producing a drop-
in bio-crude replacement to petroleum fuels. The overall goal was broken down and achieved 
through three objectives. The first consisted of deriving experimental water-gas shift kinetics over 
a commercial catalyst at operating conditions close to hydrous pyrolysis. A Langmuir-
Hinshelwood model and an empirical power law model provided the best first to the experimental 
data. In the power law, as the catalyst weight was increased, the overall conversion increased and 
the activation energy required decreased. The power law was adopted for the subsequent 
objectives.  
The second objective consisted of developing a computational fluid dynamics model for 
conventional biomass fast pyrolysis in a bubbling fluidized bed reactor. The model adopted an 
Eulerian-Lagrangian approach for individual particle tracking as well as a comprehensive kinetic 
scheme for pyrolysis. Simulations were carried out from 450 to 550 °C and at three fluidization 
velocities (1.91, 3, and 4.5 Umf). The fluidization velocity had a significant effect on biomass 
particle residence time and particle elutriation. The largest bio-oil yield, with and without 
secondary cracking, was 47 and 54 wt. %, respectively. The water content in the bio-oil was 
significantly lower than the 20-25 wt. % seen from experimental pyrolysis regardless if the 
secondary cracking reactions were incorporated into the simulation or not. Further work needs to 
be done on the kinetics of the secondary cracking reactions to account to produce more water.  
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The third and final objective consisted of combining the work from the previous two 
objectives to create a model for biomass hydrous pyrolysis. The change of fluidizing gas from 
nitrogen to steam as well as the increased reactor pressure in the hydrous pyrolysis simulations 
influenced the temperature profile as well as particle dynamics. These changes caused the particles 
to elutriate much faster than in the fast pyrolysis simulations while using the same superficial gas 
velocity. The quicker elutriation reduced the overall yield of bio-oil due to the lack of 
devolatilization. The selectivity of hydrogen significantly favored the production of the heavy 
fraction over the light fraction (90 %) in the HDO scheme. The pyrolysis vapors did not undergo 
significant amounts of deoxygenation before leaving the reactor; therefore, the HDO kinetics are 
assumed to be too slow to significantly deoxygenate the pyrolysis vapors. Without the simulations 
being completed, we cannot determine if the hydrous pyrolysis model is adequate to simulate the 
one-step pyrolysis and deoxygenation of bio-oil. 
Overall, this is a good first step towards modeling and understanding the hydrous pyrolysis 
process. However, there is still significant work needed in this area to accurately model biomass 
hydrous pyrolysis. The kinetics of the HDO scheme have been altered to increase the speed of 
deoxygenation reactions to determine the effect of the new kinetics. Moving forward, experimental 
work will be performed to develop individual HDO kinetics for the model compounds of the 
comprehensive pyrolysis scheme and remove the model’s dependence on a global, lumped HDO 
model. Additionally, the simulations assume all biomass particles have a uniform particle size. 
Simulations will be carried out using different particle sizes, with differing physical properties, as 
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