Abstract-This paper focuses on home energy management systems (HEMS) in buildings that have controllable HVAC systems and use phase change material (PCM) as an energy storage system. In this setting, optimally operating a HVAC system is a challenge, because of the nonlinear and non-convex characteristics of the PCM, which makes the corresponding optimization problem impractical with commonly used methods in HEMS. Instead, we use dynamic programming (DP) to deal with the nonlinear features of PCM. However, DP suffers from the curse of dimensionality. Given this drawback, this paper proposes a novel methodology to reduce the computational burden of the DP algorithm in HEMS optimisation with PCM, while maintaining the quality of the solution. Specifically, the method incorporates approaches from sequential decision making in artificial intelligence, including macro-action and multitime scale abstractions, coupled with an underlying state-space approximation to reduce state-space and action-space size. The method is demonstrated on an energy management problem for a typical residential building located in Sydney for four seasonal weather conditions. Our results demonstrate that the proposed method performs well with an attractive computational cost. In particular, it has a significant speed-up over directly applying DP to the problem, of up to 12900 times faster.
I. INTRODUCTION
The contribution of heating, ventilation, and air conditioning (HVAC) load building energy use (50 %) and the global contribution of buildings to energy consumption (20 %-40 %), make space heating and cooling of growing importance in the area of demand response (DR) 1 [1] . A potential DR resource available to all householders is to exploit the thermal inertia of their building to store or release the thermal energy. However, lightweight buildings, which dominate the residential building stock in Australia and are the focus of our paper, have low thermal inertia. A promising solution to increase the thermal inertia of these buildings is using phase change material (PCM). PCM has a large amount of latent heat 2 . Storing or releasing latent heat during the phase-change (from solid to 1 Demand response refers to methods for influencing end users to use available flexible resources to support network and system services such as load balancing, peak load shaving, and peak load shifting. 2 For example, the latent heat of the type of PCM used in this paper is almost 40 times that of the same mass of brick; see http://phasechange.com.au liquid or vice versa) provides the building with sufficient thermal energy storage to smooth indoor temperature fluctuations.
However, to exploit the energy storage capacity of PCM efficiently, it needs to be precooled (on a summers day) or preheated (on a winters day) by the HVAC system during shoulder or off-peak hours. This task can be cast as an optimal HVAC scheduling problem, with an objective of minimizing electricity costs while maintaining the indoor temperature of the building within the defined comfort range of the home users. In the existing literature, this type of optimization problem is classified as home energy management system (HEMS) problem [2] - [4] . There is a plethora of work on the effectiveness of PCM on improving the thermal performance of the buildings [5] - [12] . However, there is a lack of a grounding to the integration of PCM into the HEMS.
To bridge this gap, and in contrast to much of the literature on HEMS [2] - [4] , we consider HEMS that consists of an HVAC system as a controllable device and a PCM layer as a storage system. To date, most optimization problem in HEMS are modelled and solved using methods like linear programming (LP) and mixed integer linear programming (MILP). However, these methods cannot be used to solve nonlinear optimization problems, which phase-change characteristics impart. Other methods that are widely used to solve the HEMS problems are heuristic methods, such as particle swarm optimization (PSO) and genetic algorithm (GA). The downside of using these methods is that the solution may end up in a local optimum instead of the global optimum, which means the quality of the solution is uncertain [13] . More importantly, using PSO or GA for our specific problem relies on the huge computational task of solving the many ODE initial value problems that govern the thermal model of the building, which is also a problem faced in dynamic programming (DP).
In this paper, DP is used as the state-of-the-art algorithm for dealing with the nonlinear features of PCM. To solve our problem using DP, we first formulate it as a Markov decision process (MDP). More specifically, in our HEMS problem, the MDP is formulated as the accumulated instantaneous cost or reward over a scheduling horizon. The main operator in DP is a value function, which is formed by adding the expected future cost of following a policy (in this problem specific on/off sequence of HVAC system), given state transition probabilities.
Importantly, the objective is to find the minimum value function over the time horizon of the problem. To do so, the value iteration (VI) algorithm is typically employed in DP, which computes the minimum value function in a backward fashion using the Bellman optimality condition 3 [14] . However, VI becomes intractable when the time-horizon of the problem, the number of state variables or a number of controllable devices grows. In the DP literature, this is known as the curse of dimensionality.
In more detail, in this optimization problem, like many artificial intelligence (AI) sequential decision problems, large state-spaces and long time-horizons significantly contribute to the computational challenge. In response, the AI literature contains many methods and frameworks for dealing with such large or complex problems. Given this, in the next section, we present a brief review of three existing methods from AI that use to build our computational methodology, namely state-space approximations, multi-timescale abstractions and macro-actions. It is worth noting that the cornerstone of all these methods is the concept of abstraction In general, an abstraction is a compact representation of the original problem that is easier to work with than the ground representation. Each abstraction method we use has a different framework that reduces the complexity of the PCM-HVAC scheduling problem.
A. Review of three abstraction approaches in AI
We now review the three abstraction methods: state-space approximation; multi-time scale, and; macro-action in details.
State-space approximation -As a first step towards developing an efficient computational method for HEMS with PCM, we approximate the state-space. Specifically, rather dealing with continuous state-space, we use discretization to reduce the size of the state-space significantly. However, even using this state approximation, solving a policy over a finite, but large, state-space may be computationally intractable. Therefore, this method serves as a foundation for the following two methods.
Multi-time scale -Another approach to reducing the statespace size is by using a multi-timescale MDP, in which decisions are made at different discrete time-scales [15] . In more detail, rather than solving the original MDP of a system, we solve several smaller MDPs that are connected successively and together form the original MDP. The computational time of the algorithm depends on the choice of each MDP's length, and can be tuned for good performance. In our problem, using multi-timescales alleviates the computation and speeds up the algorithm up to 5300 times.
Macro-action -The third approach taken from the AI literature is to use macro-actions to reduce action-space size [16] . This approach finds commonalities in the solutions for different regions of the state space to create macro-actions, which result in a significant computational saving over using the primitive action space. In our methodology, we build on the multi-time scale MDP and treat nearly-identical policies as equivalent and this itself reduce the number of policies by one third and speed up the performance of the algorithm further by 2.4 times. However, the major limitation of applying macro-actions is the quality of the solution. Certain behaviors cannot be captured since, in the abstract MDP, the policies contain only macros. Therefore, the resulting policy may be suboptimal [17] . However, this only happens if the macroactions are poorly selected [18] .
B. Contribution of the paper
To our knowledge, this work is the first attempt to solve an optimization problem in buildings with PCM. The main technical contribution of this paper is the development of a computationally-efficient algorithm to schedule a controllable HVAC system in buildings with PCM. Specifically, this paper advances the state of the art in the following ways: 1) Derive a novel methodology that exploits the wealth of the readily used techniques in AI in a single framework as a methodology for online scheduling of HVAC system that avoids computationally intractable efforts.
2) The findings of this paper enable practical integration of the optimization algorithm into current smart meters that are mainly built on available Raspberry-Pi board. 3) We demonstrate the method on a HVAC scheduling problem in a typical PCM-building over four different seasonal weather conditions. Using defined measurers, the results show that the method has an acceptable accuracy for most weather conditions. Moreover, over a year, there is a considerable saving in computational burden and electricity cost, even with longer time-horizon of the problem. 4) The proposed methodology demonstrates substantial computational speed-ups, as high as, 12900 times faster than DP. 5) As a preliminary step, we derive a thermal model of a typical building in Australia and validate its performance against an identical model in EnergyPluse 4 .
C. Outline of the paper
This paper progresses as follows: in Section II, a thermal model of a PCM-building is derived, followed by its verification through benchmarking against an identical model in EnergyPlus software. In Section III, the optimization problem of the PCM-building is described in an MDP form, and DP is employed as a solution technique to solve it. In Section IV, which is the main contribution of this paper, after summarising the assumptions that are made in this work, the proposed methodology of macro-action multi-time scale are described in three successive parts. In Section V, the method implementation on the typical PCM-building in Sydney over four seasonal weather conditions are demonstrated and finally, Section VI concludes and outlines future directions of the current work.
II. THERMAL RC LUMPED MODEL OF PCM-BUILDINGS
Before Solving an optimization problem of HEMS with PCM, it is required to model the residential building accurately. In the first part of this section, a thermal RC lumped model of a PCM-building is built in the Matlab platform. Then in the second part, to validate the accuracy of the model, the RC lumped model in the Matlab is benchmarked against an identical model in the EnergyPlus software.
A. Thermal model of PCM-building
The approach is taken in this work to model a building's thermal behaviour is the RC lumped model method [19] , [20] . In this method, each element of the building is treated as an RC electric circuit. To simplify the model further, we assume all elements of the wall, roof, and floor are lumped together as a single 2RC (two lumped resistances and one lumped capacitance), as illustrated in Fig. 1 . In this model, the total thermal resistance of the element is divided in two parts of R in and R out to represent inner and outer layers of the element. Moreover, elements like doors and windows with negligible thermal capacitance can be included as purely resistive branch in parallel to the existing 2RC network (refer to Fig. 1 ). Finally, to simulate the indoor air, m a c a is added as an additional capacitance to the model. To capture the outdoor temperature, T out is represented as a node in the model. The outputs of the model are indoor temperature and surface temperature of PCM, and are labeled respectively as T in and T e in Fig. 1 . Furthermore, to consider the heating, cooling and infiltration energy that enters the living space, Q h , Q c and Q inf are included in the thermal model. The most important parameter of the model is C e , which represents the total thermal capacitance of the building. This is the key feature determining the level of thermal inertia of the building.
The simulated building is a simple, one-zone cube with 8 m×6 m×2.7 m dimension and a total floor area of 48 m 2 . To reflect the reality, the materials and configuration of a common lightweight building are adopted in this work. Specifically, the unified element of the building is made up of three layers of rendered fibro-cement, a timber stud wall containing insulation batts, and plaster board in the inside [10] .
To improve the thermal inertia of the building, we add a 0.03 m layer of PCM to all the elements of the envelope. For the typical PCM considered in this work, the specific heat capacity variation by temperature is shown in Fig. 2 . The phase change occurs over the range 20
• C to 26 • C. At 25.1
• C (the melting point), the specific heat capacity has its highest value. The formulas are given in (1a) and (1b) give the specific heat capacity curve that is shown in Fig. 2 .
c pcm = 1300 + 18700e
where T p is the melting point of the PCM. Including PCM in the thermal model of building is not a straightforward task because of the solid-liquid phase transition. However, in this model, PCM is included by simply adding its nonlinear capacitance to the capacitance of the envelope (refer to Fig. 1 ). This is reasonable since the PCM layer is placed underneath the plaster board layer, which is in the vicinity of timber wall. This means that the two layers with high thermal inertia (PCM layer and timber wall) can be lumped together as a single non-linear capacitance.
Applying energy balance equations on each of T in and T e nodes, the underlying differential equations of the model, can be written as:
In the next part, the validity of the described model is checked by benchmarking against the EnergyPlus software.
B. Benchmarking thermal model against EnergyPlus
To check the validity of the proposed RC lumped thermal model, an identical model is built in EnergyPlus software. The simulations are run for a typical summer month (1/02-28/02) in Sydney. Root-mean-square error (RMSE) is used as a measure to show the discrepancy between RC lumped model in Matlab versus the model in EnergyPlus. As can be seen from Fig. 3 and Fig. 4 , results of the models match well in both the NOPCM and PCM-building scenarios. The maximum value of RMSE in both NOPCM and PCM-building is approximately 0.8
• C which is acceptable with respect to the model uncertainties and also human temperature sensitivity.
In the next section, the differential equations of this validated model of building will be used as transition functions in the MDP formulation of the HEMS optimization problem.
III. HOME ENERGY MANAGEMENT IN PCM-BUILDINGS
In this section, first we present an MDP formulation of the optimization problem in PCM-buildings and then use DP to solve it. 
A. Optimization problem
In general, an MDP consists of a state space, (s ∈ S), a decision space, (x ∈ X ), transition functions and contribution functions. Let the index k be a particular time-step and K be the total number of time-steps. A state variable, s k ∈ S, contains the information that is necessary and sufficient to make the decisions and compute costs, rewards and transitions. The decision variable, x k ∈ X , is an action for transition from one state to other state over the decision horizon for all time steps. And finally, the random variable, ω k ∈ Ω, represents exogenous information such as weather conditions or inhabitants' behavioural patterns [21] . For simplicity, in this work, the problem is treated as deterministic, therefore in this problem the effects of ω k can be ignored. Nonetheless, the general form of the PCM-building MDP problem is:
s.t. thermal comfort constraints, and thermal energy balance constraints,
where π is a policy, a sequence of actions taken to move from each state to the next state over the whole time horizon, π : S → X . In this work, a policy is a sequence of on/off status of the HVAC system over a defined time horizon. The function C k (s k , x k , ω k ) is the contribution function, which is the cost/reward of energy incurred at a given time-step k that accumulates over time [21] . For our specific optimization problem, the function
To capture both comfortability and electricity cost, the contribution function includes two weighting factors of u, applied to the electricity cost of HVAC system, and (1 − u), applied to the penalty for deviating away from the desired set point of the HVAC system which is T s . To make the referring easy, we call the first part as cost part and the second part as comfort part. The value of T s is different for each heating or cooling status of the HVAC system. In this work, T s is assumed 20
• C and 23
• C for heating system and cooling system, respectively. Moreover, the value of u in this work is assumed 0.95. To consider the electricity cost of the HVAC system, electricity time-of-use (ToU) tariff from retailer (c g,k ) is multiplied by P k which is the amount of electricity that operates the HVAC system.
Back to (4), s k+1 = s M (s k , x k ) describes the evolution of states from time step k to next time step k + 1, where s M is the underlying mathematical model of the studied system. In this problem, the model is the thermal model of the studied building that is described by (2) and (3).
What is given in (5) is only the instantaneous cost that results from the decision that is taken at each time step. To cast the optimization problem of HEMS, the expected future cost of following a policy from the next time-step's state is also needed. DP solves the optimization problem by computing a value function V π (s k ), which is the expected future discounted cost of following a policy, π, starting in state, s k , and is given by:
where P(s |s k , x k , ω k ) is the transition probability of landing on state s from s k if we take action x k [21]. The expression in (6) is a recursive reformulation of the objective function.
To find the optimal solution or the optimal value function: V π * k (s k ), we need to solve (7) for each state, where π * is an optimal policy.
VI is the process of computing (7) for each state by backward induction, that is, starting at the end points of the MDP. The optimal policy is extracted from the value function by selecting the minimum value action for each state. To describe this in a simple way, in VI for k steps, the desired states in k + 1 step is set to the lower value while the undesired and out of comfort bound states are penalized by allocating higher values. Then, for all possible states at time k, the VI algorithm moves backward in time and, in each time step, by applying Bellman optimality condition, the minimum value function is computed for different states of each time step. In the final step of backward induction, corresponding to the initial starting point, all value function calculations will converge to one specific value function. By tracing the calculated minimum value functions forward over a given time horizon, the optimal policy can be extracted.
However, despite advancements in computation power, applying direct DP has a high computational burden. Although we consider only one state-variable, representing the indoor temperature of the building, the running time of the VI algorithm for a decision horizon of 24 hours with slot length of one hour, is very long 5 . The main reason behind this is, in each time step, the algorithm solves the differential equations of (2) and (3) to use the output as an initial point for solving the differential equations in the next time step, and this continues until reaching the initial starting point. Given this shortcoming, in the next section, we propose a method to overcome the computational burden of the DP algorithm.
IV. METHODOLOGY
In this section, first we summarise assumptions that we make is this work and then building on the assumptions, we will describe our methodology in three steps of (i) state-space approximation; (ii) multi-time scale method and (iii) macroaction multi-time scale method. To make the referring easy, we call the multi-time-scale method as algorithm 1 and macroaction multi-time scale method as algorithm 2.
A. Assumptions
• For simplicity, only indoor temperature is monitored throughout the simulations and the optimisation algorithms.
• For all the simulations and the optimizations, the timestep length is one-hour, the time-horizon is mentioned explicitly as required.
• We assume that the exact electricity prices are available before the start of the decision horizon from an residential DR aggregator/retailer.
• We assume the comfort range between 20
• C to 26 • C. The reason is that the melting process starts at around 20
• C and ends at 26 • C. Setting the comfort range to the temperature range that phase change occures will allow PCM to go through the complete process of melting and freezing and act effectively.
• The electrical HVAC system with both heating and cooling is available to operate 24/7 throughout the whole year.
B. State-space approximation
In this section, we propose a state-space approximation as a first step to deal with the computational burden of DP.
However, before explaining the methodology, a few terms need to be defined. We call the MDP that uses equations (2) and (3) without any change, the exact model. The output of the exact model in each time-step is a state (indoor temperature), that we call the exact state, and if we consider all the possible states over the decision horizon, we call it the exact statespace. The corresponding terms to each of these three terms in an approximated methodology are the approximate model, approximated state and approximated state-space, respectively.
The proposed approximation involves rounding the output of the differential equations in each time step to the nearest multiple of 0.1. Given this, depending on the state trajectory of the exact model, an approximate state may contain more than one exact state, which improves the computational performance of the VI algorithm. In more detail, for the desired comfort range of 20
• C to 26
• C and assuming penalty with high value for out of bound temperatures, any state in the state-space is a value between 20
• C and 26
• C with 0.1 • C discretization. In other words, we can group the whole desired state-space into 61 groups. This is againts 2 24 number of states in the exact statespace and it means a huge reduction in the computational time. However, this approximation is acceptable as long as it does not affect the quality of the optimization solution. Therefore, first part of Section V is devoted to demonstrate the efficacy of the method by defining a few criteria.
C. Multi-time scale Markov decision processes
The state-space approximation introduced in the previous part, is underlying the second and third steps of our methodology. Refer to Section I, applying a multi-time scale will significantly reduce the huge computational effort that we face within solving the optimization problem of HEMS with PCM. In doing so, using approximated state-space, we divide the time-horizon of the problem into blocks that each block consists of four time-step or explicitly, based on our assumptions, four hours . To be noted that, the performance of our methodology highly depends on the length of each block. After trial and error, authors find out the blocks with a length of the four-time step are efficient in terms of the run-time and complexity of the algorithm. Back to the methodology, we can formulate each block as a separate MDP, therefore over the whole time-horizon, we have a few successive MDPs. Same as direct DP, we can use the VI to solve each MDP. However, using state-approximation save us huge computational time, when we formulate the problem as multiple MDPs or multitime scale structure. In more detail, for solving the problem with multi-time scale method, we start from the last MDP and solve the problem in a backward fashion, using VI algorithm. To exploit the advantage that approximated statespace provides us, for each MDP except the first one, we run the VI algorithm for 61 (20:0.1:26) initial points. To start, we set the corresponding value functions in the last time step to zero for the states that have a value within the desired comfort range, and assign a high value for the states with the values out of the comfort range. Then after running the VI algorithm for 61 initial points and save all the optimal value functions in a look-up table, for running the remaining MDPs, we update the initial value functions for each MDP by replacing the corresponding value function of the initial states of the next MDP that matches with the current states. This trend continues until the first MDP. Indeed, to have a solution for the optimization problem over a defined timehorizon, we should have either fix initial or final temperature. In this work, we assume we have a fix initial temperature based on the outdoor temperature. Therefore, we have only one VI to run for the first MDP. Comparing the results of applying the multi-time-scale method compare to having only one MDP or in another word, one step model, illustrate that, both methods converge to the exactly same solution. Using multi-time-scale method accelerate the run-time of the algorithm by 12900.
However, to have a solid concrete base for our methodology, we require to prove that in effect the explained n-step MDP is same as one-step MDP. This is proved by Sutton in [15] .
D. Macro-actions
Building on the multi-time scale model of the MDP, in this section, we introduce in details, the macro-action that we refer to in the Introduction section, as a widely used method for the state space abstraction. The specific macro-actions that we define in this work is inferred after several stat-space observations specifically for different initial temperature and different weather conditions. As a result, equation (5), that we call ground MDP, has an abstract version of (8):
where φ is a weighting factor as φ : S →S; that is used for the abstraction. We define a weighting factor as sequence of φ ∈ { 0, 0.25, 0.5, 0.75, 1 }. To be clear, each MDP over four-time steps includes 2 4 policies of primitive actions. These 16 policies are all possible on/off an arrangement of the HVAC system over four-time steps. In macro-action, all 16 combinatorial arrangement of zero, one hour, two hours, three hours and four hours on/off position of HVAC system has the compact representing of zero, four hours with 25 % power of HVAC system, four hours with 50 % power of HVAC system, four hours with 75 % power of HVAC system and four hours with 100 % power of HVAC system, respectively.
To this end, we have implemented our methodology, which we call algorithm2, in two layers. In the first layer, we implement the algorithm 1, and in each MDP, we use macroactions instead of primitive actions. By solving the algorithm, we obtain the optimal policies and the corresponding value functions for each MDP. The results are different from the results that are achieved by applying algorithm 1 on MDPs with primitive actions. Therefore, in the second layer by having the preliminary optimal policies for each MDP, we fine tune the results based on what is presented in Fig. 5 . As can be seen in Fig. 5 , except two policies where φ ∈ { 0, 1 }, for the other optimal policies, we solve the VI over all possible combinations of that policy. With this established, in the next section, the results of applying algorithm 2 will be compared, against algorithm 1, in terms of the run-time and quality of the solution.
V. IMPLEMENTATION
To ascertain the quality of the solution that results from the proposed methodology (algorithm 2), in this section, we define three measures to evaluate the quality of the solution. In the first part of this section, the accuracy of the state-space approximation will be assessed by calculating the value of the three measures of (i) the RMSE value of approximated state-space against exact state-space (i.e. temperature error), (ii) the RMSE value of final value function that results from applying DP on approximated state-space versus final value function that results from applying DP on exact state-space, and (iii) the normalised calibration error between optimal policy that applying DP on approximated state-space returns compared to the optimal policy that is the outcome of using DP on the exact state-space. The calculation is implemented on a typical summer day in Sydney. In the second part of this section, similar measures such as (i) the RMSE value of average discomfort that results from the algorithm 2 against average discomfort that results from the algorithm 1 6 , (ii) the RMSE value of final value function that results from applying the algorithm 2 versus final value function that results from applying the algorithm 1, and (iii) the normalised calibration error between optimal policy that applying algorithm 2 returns compared to the optimal policy that is the outcome of using the algorithm1. Furthermore, to visualize the benefits of using optimal scheduling of HVAC system in PCM-building, the three defined criteria are obtained from an identical model in Matlab Simulink that uses a simple deadband relay for controlling the HVAC system.
A. State-space approximation
To have reasonable population to investigate the above mentioned three criteria, both the approximated and the exact state-space generated for 61 initial points of 20
• C with 0.1
• C discretization. To evaluate the quality of the proposed method and predict its performance, the three criteria are calculated for a typical summer day in Sydney. The RMSE of approximated state space, which represents indoor temperature versus the actual state space over a time horizon of 24 hours is calculated. The maximum error is approximately 0.07
• C difference in temperature, which is acceptable. As mentioned in Section III, the final value function (equation (5)), has two parts of the cost part and comfort part. For each, the RMSE value is calculated separately. The results show that the RMSE value of the cost part of the final value functions is 18.3 cents, relative to an average value of 62.4 cents. For the comfort part, the RMSE value is about 0.07
• C relative to an average of 1.37
• C. The size of these RMSE values with respect to their averages indicate that the error in the final value functions is reasonable.
The approximation is also verified further by investigating the calibration error between the optimal policy of the exact and approximated models over a 24 hours horizon. For calculating the calibration error, for each initial starting point, the difference in the number of on-cycles in the equivalent optimal policies is divided by a total number of time steps (24), and the results are averaged over the 61 start points. The comparison between the two cases, shows that the difference in the number of on-cycles in optimal policies, in 59 cases out of total 61 studied cases is zero. In the last two cases, the difference is one on-cycle. This means the calibration error is about 0.14 %, which is highly acceptable. Overall, the obtained results demonstrate the efficacy of the proposed method to be used as a base for further improvements.
B. Multi-time scale Markov decision processes
The measures that are defined earlier in this section are used to benchmark the quality of the solution that results from the proposed methodology (algorithm 2) against the algorithms 1 ( which is mathematically is proved in Appendix A). The results are summarised in the Table. I, and illustrated for four typical weeks representing four seasonal weather condition: spring; summer; autumn, and winter ( Fig. 6 . The results include the number of hours that the HVAC system operates; the total electricity cost and the average discomfort. As mentioned before, to have a sense of these methods against the normal HVAC system operation with a deadband relay, we simulate the identical home with an identical HVAC system that is used for the optimization. The dead band range for heating is set to 20
• C to 22
• C and for the cooling system is set to 22
• C 26
• C. As we can see, casting the heating and cooling system problem as an optimization problem saves lots of costs that with the normal operation of the HVAC system is inevitable. Comparing outputs of algorithm 1 with the outputs of Simulink, using algorithm 1, reduce the HVAC operating hours by 4 to 8 hours and consequently, decrease the cost part minimum by approximately 33.5 % and maximum by approximately 73.8 %. However, to make our comparison reasonable, we should compare the cases with almost the same value for both comfort part and average of discomfort, which in this case is spring. Using spring results as a base for our judgment, we can conclude that using algorithm 1, on average over the whole year, saves approximately 40.9 % in electricity cost. Also, the results shown in Table. I, can be used to evaluate the algorithm2, which is our methodology against algorithm 1. The results of the two algorithms show that there is a maximum 1.65 % normalized calibration error. Moreover, the RMSE value of cost part and comfort part is maximum 2.1 $ and 0.01 $ which is compared to the corresponding average value of 36.14 $ and 8.21 $, respectively, is negligible compared to the computational benefit of the algorithm 2 over the algorithm 1. Observing the RMSE of average discomfort is another measure to validate the performance of algorithm 2, against algorithm 1. In more details, the RMSE value is minimum 0.04 ( • C / hour) and maximum 0.26 ( • C / hour) , which are against the corresponding average value of 1.74 ( • C / hour) and 2.12 (
• C / hour), respectively, which are acceptable. The difference between two algorithms of 1 and 2 can be visualized for a typical summer week in Fig. 7 . In more detail, indoor temperature corresponds to optimal scheduling of HVAC system that results from applying algorithm 1 is compared versus algorithm 2. Two trends are following each other very closely. Indeed, the differences between them are where the on/off status of the HVAC system is not matching. It is worth mentioning that the indoor temperature for some hours such as 0-10 and 90-130, is constant, and this where phase changing occurs. During this phase changing, PCM absorbs heat from the building's interior and keeps the indoor temperature of the building within the desired range. We also compared the response time of the VI in both algorithms to show explicitly the amount of time that can be reduced by using macro-actions. In general, a significant improvement in the performance compared to the direct application of DP is witnessed on the macro-action multi-time scale algorithm, which is 12900×. Comparing the performance of the macroaction multi-time scale algorithm (the algorithm 2) to the multi-time-scale algorithm (the algorithm 1), the macro-action multi-time scale algorithm is 2.4× faster. Note that the simulations of this section, are all conducted on a computing platform with Intel i7-7500 U CPU at 2.7 GHz, 64-bit operating system and 16 GB RAM and the Matlab is used as a platform for the optimization problems.
VI. CONCLUSION
In this paper, we have identified the computational difficulty of applying direct DP to solve an optimization problem in the buildings with PCM. Accordingly, we have developed a computationally efficient macro-action multi-time scale methodology to combat the computational burden of DP. Specifically, our methodology is adapted a modified version Fig. 7 . From top to bottom: outdoor temperature over a typical summer week in Sydney; indoor temperature corresponds to an optimal scheduling of HVAC system that results from applying the algorithm 1 versus the algorithm 2 and finally optimal operation of HVAC system that results from applying the algorithm 1 versus the algorithm 2. The dash line represents customer's desired temperature in a summer week.
of three readily used abstraction approaches in AI. To assess the quality of the solution, we used either a few defined measures or mathematical proof. Moreover, we illustrated the implication of the methodology on a typical PCM-building over four typical weeks that are representative of four seasons in Sydney. Our results highlight a noteworthy characteristic of the methodology in a significant reduction of the computational task of DP while maintaining the quality of the solution. Taking into account real-world requirements and constraints, we believe the outcome of this work enables the integration of the PCM to buildings with a smart meter. However, in this paper, the condition of the problem such as weather conditions, householders' behavior is considered to be deterministic. Therefore, future work will thoroughly address the stochastic conditions of the problem.
[20] M. Gouda, S. Danaher, and C. Underwood, "Low-order model for the simulation of a building and its heating system," APPENDIX A Here, we briefly explain the proof of multi-time scale approach that is presented in part C of the Section IV. The proof is based on a generalized Bellman equation as given in (9) :
The models is valid if for any P and C satisfies the equation (9), with lim i→∞ P i = 0, where i is the number of the MDPs in the model. For any valid model, the equation given in (10), can be used to update the value function through lookahead or backup operation.
As long as the model is valid, regardless of the number of steps, it converges to the same value function as given in (11) :
To proof that the solution of multi-time scale MDP is same as the solution of one-step MDP, we need to proof that i-step model formulation satisfy the generalized Bellman equation in (9) . Therefore our theorem is defined as Theorem VI.1 with a proof for that.
Theorem VI.1: multi time scale or n-step model that has a general form of (12) , satisfies the generalized Bellman equation in (9) .
where c
c k+i is the n-step truncated return starting from state s t .
Proof: we combine P and C and initial values s 0 into one structure as matrix M , therefore we have: M = s 0 C T 0 P If the vector V is also augmented by adding an initial component whose value is always 1, then the generalized Bellman equation (9), can be written :
Same as before, we consider a model M to be valid if and only if it satisfies (13) . For any valid models of M i , the composed model of
M i is also valid as we have:
Note that M has been constructed such that it is valid only if the corresponding P and C are valid. Therefore, proof of (14) , proves the validity of the n-step model that is described in (12a) and (12b).
