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Розглянуто задачу побудови прикладів 
програм, що мають нетривіальні поліномі-
альні інваріанти. Ці приклади використову-
ються в математичній системі навчального 
призначення «Статичний аналіз програм». 
Запропоновані два методи: метод алгебра-
їчної залежності й метод L-інваріантів
Ключові слова: статичний аналіз про-
грам, поліноміальні інваріанти програм, 
автоматична генерація прикладів
Рассматривается задача построения 
примеров программ, обладающих нетри-
виальными полиномиальными инвари-
антами. Эти примеры используются в 
математической системе учебного назна-
чения «Статический анализ программ». 
Предложены два метода: метод алгебра-
ической зависимости и метод L-инвариан-
тов
Ключевые слова: статический анализ 
программ, полиномиальные инварианты 
программ, автоматическая генерация при-
меров
The problem of generation of program exa-
mples with nontrivial polynomial invariants is 
considered. These examples are used in math-
ematical system of educational purpose “Static 
Analysis Systems”. The two methods are prop-
osed: the method of algebraic dependencies and 
the method of L-invariants
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1. Введение
Проблема поиска инвариантов программ была по-
ставлена в работах Р. Флойда [1] и С. Хоара [2] как 
ключевая проблема одной из основных задач стати-
ческого анализа программ – задачи анализа свойств 
программ.
Исследования задачи автоматической генерации 
программных инвариантов для различных алгебр дан-
ных выполнялись, начиная в 70-х годов, в ИК НАН 
Украины. Их основные результаты изложены в [3-5]. 
Интерес к проблеме автоматической генерации ин-
вариантов значительно возрос в начале 2000-х годов 
(6-12]).
В [5] изложены два метода построения программ-
ных инвариантов типа полиномов. Один из них заклю-
чается в построении алгебраических зависимостей 
между функциями-правыми частями оператора при-
сваивания в теле цикла. Второй – метод неопределен-
ных коэффициентов – строит все полиномиальные 
инварианты данного вида в произвольной контроль-
ной точке программы. Вид инварианта задается по-
линомиальной формой с неопределенными коэффи-
циентами. Третий метод, впервые излагаемый в этой 
работе, генерирует полиномиальные инварианты 
специального вида – L-инварианты. Данные мето-
ды мы планируем использовать в алгоритмах гене-
рации учебных примеров программ, используемых 
в разрабатываемой математической системе учебно-
го назначения (МСУН) SAS (Static Analysis System). 
МСУН «Статический анализ программ», в отличие от 
аналогичных систем производственного назначения, 
должна содержать достаточный для учебных целей 
список программ с нетривиальными инвариантами. 
Таким образом, возникает задача генерации учебных 
примеров программ – программ простой структуры, c 
небольшим количеством переменных, но заведомо об-
ладающих нетривиальными инвариантами.
Определение 1. Пусть P - программа и X x xn= { ,..., }1  
- список ее переменных со значениями в поле K . 
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Многочлен A X K X( ) [ ]∈  называется полиномиальным 
инвариантом P , если в заключительной контрольной 
точке P, вне зависимости от начальных значений пере-
менных S s sn= ( ,..., )
( ) ( )
1
0 0 , для заключительных значений 
этих переменных S s sn
* * *( ,..., )= 1  выполняется равенство 
A S( )* = 0 .
2. Метод алгебраических зависимостей
Определение 2. Набор полиномов f X f Xm1( ),..., ( )  на-
зывается алгебраически зависимым, если существует 
полином A K u um∈ [ ,..., ]1  такой, що A f X f Xm( ( ),..., ( ))1 0≡ .
Теорема 1. Пусть X x xn= ( ,..., )1 , f X f X F Xm1( ),..., ( ) [ ]∈  
і m n> . Тога набор f X f Xm1( ),..., ( )  алгебраически за-
висим.
Следствие. Пусть для некоторого набора перемен-
ных X X' ⊂  цикл программы имеет вид
While U do X := (f1(X’), …,fn(X’)).         (1)
Тогда цикл имеет нетривиальный полиномиаль-
ный инвариант.
Теорема 2. Пусть набор полиномов 
f X f X F Xm1( ),..., ( ) [ ]∈  алгебраически зависим. Тодгда 
идеал I A F U A f X f Xm= ∈ ≡{ [ ] | ( ( ),..., ( )) }1 0  обладает бази-
сом Гребнера вида
( ( ),..., ( )) [ ].u f X u f X F Um m Gr1 1− − ∩  (2)
Следствие Алгоритм вычисления инвариантов 
цикла (1) заключается в вычислении базиса Гребнера.
Пример 1. Цикл с нетривиальным инвариантом.
WhileUdo x y z x y xy x y( , , ) : ( , , )= − +
Решение. Составим набор полиномов 
( , , )u x y u xy u x y1 2 3− + − − − . Исключим переменные 
x y, . Получим многочлен 4 2 1 3 1 3u u u u u+ + −( )( ) . Осу-
ществим замену переменных u x u y u z1 2 3= = =, , . Полу-
чим ивариант цикла A x y z y x z x z( , , ) ( )( )= + + −4 .
3. Метод L-инвариантов линейных циклов
Определение 3. Пусть W - n-мерное векторное про-
странство над полем рациональных чисел Q  и Q
_
- алгебраическое замыкание поля Q . Рациональная 
функция p X Q X( ) ( )
_
∈  называется L-инвариантом ли-
нейного оператора A W W: → , если для любого векто-
ра b W∈  имеет место соотношение
p A b p b( ) ( )⋅ =  (3)
Пример 1. (линейный оператор с характеристиче-
ским многочленом x3 2− )













, X x y z= ( , , ) .
Легко проверить, что рациональное выражение
p x y z
x y z x y z
x y z
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3 22 2 2= = =, * , * ,
а ε
π π





i - первообразный корень 
степени 3 из 1 – L–инвариант этого оператора.
Определение 2. Пусть X x xn= { ,..., },1  b b bn= { ,..., }1 - 
два набора переменных. Линейным циклом мы назы-
ваем фрагмент императивной программы вида
X := b; 
While Q(X, b) do X := A*X 
Замечание. Операторы X:=b, X:=A*X интерпрети-
руются как одновременные присвоения переменным 
левых частей значений правых частей. В дальнейшем 
условие Q X b( , )  мы будем игнорировать, считая ли-
нейный цикл бесконечным, а его выполнение недетер-
минированным. 
Теорема 3. Если p X r X q X( ) ( ) ( )= -L-инвариант ли-
нейного оператора A , многочлен r X q b q X r b( )* ( ) ( )* ( )−  
- инвариант линейного цикла над полем Q
_
.
Пример 2. (линейный цикл с оператором примера 1)
Линейный цикл, соответствующий оператору A, 
имеет вид
(x,y,z) := (a,b,c); 
While True|False do (x,y,z):=(y,z,2*x) 
Инвариант этого цикла определен формулой (4):
P x y z a b c
x y z x y z a b c
( , , , , , )
( )( )( )
(
=
= + + + + + + −
−


















3x y z a b c a b c+ + + + + +λ λ λ λ λ) ( )( )
 (5)
Отметим, что L-инвариант цикла P x y z a b c( , , , , , )  
определен над полем Q
_
( , , )λ λ λ1 2 3 . Однако, в учебных 
примерах можно подбирать линейные операторы с 
рациональными собственными значениями. Отметим 
также, что если переменным a b c, ,  придать числовые 
значения, L-инвариант преобразуется в инвариант 
цикла.
Метод L-инвариантов заключается в вычислении и 
анализе собственных значений и собственных векто-
ров линейных операторов.
Теорема 4. Пусть λ λ1,..., m - собственные значения 
линейного оператора A  и s sm1,...,  соответствующие 
им собственные векторы сопряженного оператора A*.  
Предположим, что существуют такие целые числа 
k km1,..., , что
λ λ1 1 1
k
m
km⋅ ⋅ =...  (6)
Тогда
p X s X s Xk m
km( ) ( , ) ... ( , )= ⋅ ⋅1 1  (7)
- L-инвариант линейного оператора A .
Соотношение (6) мы будем называть мультиплика-
тивным соотношением, определяющим L-инвариант 
(7).
Пример 3. (продолжение примера 2).
Рассмотрим метод теоремы 4 применительно к при-
меру 2. Вычислим собственные числа оператора A.
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Таким образом, характеристический мно-
гочлен имеет вид h x x( ) = −3 2 . Его корни - 
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, причем вычисления будем осущест-


















, ранг которой равен 
2. Фундаментальное решение этой системы – вектор 
s = ( , , ).λ λ2 1  Поэтому собственными векторами опера-
тора A*  являются векторы
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Поэтому оператор A имеет L-инвариант (4).
Следствие 1. Если характеристический (минималь-
ный) многочлен h x( )  линейного оператора A  имеет 
свободный член, равный ±1 , линейный оператор об-
ладает L-инвариантом.
Пример 4. Цикл поворота точки плоскости ( , )a b на 
угол arctan( )4 3 .
(x,y) := (a,b); 
While True|False do (x, y):= (4/5*x-3/5*y, 3/5*x+4/5*y) 
Вычислим собственные значения и собственные 
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= − = +i i* , * . s i s i1 21 1= = −( , ), ( , ) .
Поскольку λ λ1 2 1= , L-инвариант A  имеет вид 
p x y ix y ix y x y( , ) ( )( )= + − + = +2 2
Инвариант цикла имеет вид x y a b2 2 2 2+ − − .
Пример 5. Цикл вычисления чисел Фибоначчи, на-
чиная с пары (a, b).
(x,y) := (a,b); 
While True|False do (x, y):= (x + y, x) 
Вычислим собственные значения и собственные 








. h A E( )λ λ
λ
λ




























5 1= − = +( , ), ( , ) .
Поскольку λ λ1 2 1= − , L-инвариант оператора A  
имеет вид
p x y x y x y x xy y( , ) (( )( )) ( ) .= + + = − −λ λ1 2
2 2 2 2
Инвариантное соотношение цикла имеет вид 
( ) ( ) .x xy y a ab b2 2 2 2 2 2− − = − −
Следствие 2. Если характеристический (мини-
мальный) многочлен h X( )  линейного оператора A  
имеет вид x am − , линейный оператор обладает L-ин-
вариантами.
В самом деле, легко убедиться в том, что 
если λ λ λi i i− +1 1, ,  - три последовательных корня 
h x x am( ) = − , имеет место мультипликативное со-
отношение λ λ λi i i− + =1 1
2 .
Определение 3. L-инварианты оператора A, 
определенные мультипликативным соотношением 
между корнями характеристического многочлена 
λ λ1 1⋅ ⋅ = ±... m , будем называть целыми. L-инвариан-
ты оператора A, определенные мультипликативным 





m k⋅ ⋅ = =∑... , , будем называть 
рациональными.
Теорема 5. Если характеристический многочлена 
оператора A  имеет вид h x kk( ), > 1 , оператор A  обла-
дает рациональными L-инвариантами.
Заключительные замечания
Задача изучения L-инвариантов линейных опера-
торов еще не завершена. Однако метод L-инвариантов 
позволяет быстро генерировать учебные примеры ли-
нейных циклов с нетривиальными инвариантами.
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Запропонована методика вибору пере-
візником оптимальних стратегій на ринку 
транспортно-експедиційних послуг віднос-
но парку рухомого складу
Ключові слова: експедиційне обслугову-
вання, стратегія перевізника
Предложена методика выбора перевоз-
чиком оптимальных стратегий на рынке 
транспортно-экспедиционных услуг отно-
сительно парка подвижного состава
Ключевые слова: экспедиционное обслу-
живание, стратегия перевозчика
The method of choice of an optimal strate-
gy by the carrier at a freight forwarding mark-
et with regard to a fleet structure has been pro-
posed
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1. Введение
Переход отечественных транспортных предпри-
ятий в 90-ых годах прошлого века на новую систему 
хозяйствования обусловил необходимость развития 
новых подходов к формированию организационных 
структур и систем управления перевозками грузов. 
Особую актуальность данная проблема приобрела 
на автомобильном транспорте, где роль организации 
транспортного процесса от автотранспортных объеди-
нений перешла к отдельным субъектам транспортного 
рынка – экспедиторам. Выбор перевозчика относится 
к одной из основных задач, позволяющих решить ука-
занную проблему.
2. Анализ публикаций
Согласно терминологии теории игр [1], под стра-
тегией понимается правила действия в каждой из 
возможных ситуаций игры – упрощенной форма-
лизованной модели реальной конфликтной ситуа-
ции. В [2] выделены основные типы конфликтных 
ситуаций, возникающих между субъектами рынка 
транспортных услуг: конфликт между транспортно-
экспедиционным предприятием (ТЭП) и перевозчи-
ком и конфликт между ТЭП и грузовладельцем при 
установлении платы за услугу. В данном исследова-
нии будет рассматриваться, очевидно, первая из обо-
значенных ситуаций.
