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Einleitung
In seiner Arbeit U¨ber ganzwertige ganze Funktionen [38] bewies Po´lya im
Jahre 1915, dass fu¨r jede ganztranszendente Funktion f , d.h. jede ganze
Funktion f , die keine Polynomfunktion ist, stets
σ(f) := lim
r→∞
log |f |r
r
≥ log 2
gilt, wenn sie der Bedingung f(IN) ⊂ Z genu¨gt. Dabei ist |f |r :=
max|z|≤r |f(z)| gesetzt. Da fu¨r Polynomfunktionen der vorstehende Limes su-
perior offensichtlich gleich Null ist, gibt es also keine ganze, im obigen Sinne
ganzwertige Funktion f mit 0 < σ(f) < log 2. Wir sprechen deshalb von
einer Wachstumslu¨cke innerhalb der ganzwertigen ganzen Funktionen. Die
Funktion 2z zeigt, dass der Wert log 2 als Unterschranke des obigen Limes
superior bestmo¨glich ist. Der Satz von Po´lya war historisch der Startpunkt
der Untersuchungen von Ganzwertigkeitsfragen bei ganzen Funktionen.
Die Theorie der ganzwertigen ganzen Funktionen ist eng verknu¨pft mit der
Theorie der transzendenten Zahlen. Die Hauptidee der oben genannten Ar-
beit von Po´lya, na¨mlich die betrachtete ganze Funktion in eine geeignete
Interpolationsreihe zu entwickeln und dann deren Koeffizienten zu untersu-
chen, gestattete es spa¨ter Gel’fond [20], das beru¨hmte siebte Hilbertsche
Problem u¨ber die Transzendenz von αβ fu¨r algebraisches nichtverschwinden-
des α 6= 1 und irrationales, algebraisches β in dem Spezialfall, dass β eine
imagina¨r-quadratische Zahl ist, zu lo¨sen. Aber sowohl die vollsta¨ndige Lo¨sung
des siebten Hilbertschen Problems von Gel’fond [25, 24] als auch die von
Schneider [42] beno¨tigte noch eine weitere, von Siegel erstmals 1929 in
[46] pra¨sentierte Idee, die darin besteht eine Hilfsfunktion zu konstruieren,
die an vielen vorgegebenen Stellen verschwindet. Die bei der Lo¨sung des
siebten Hilbertschen Problems entwickelten Methoden von Gel’fond und
Schneider aus der Theorie der transzendenten Zahlen sind dann spa¨ter
wiederum erfolgreich bei Untersuchungen von Ganzwertigkeitsfragen ange-
wendet worden.
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Um eine Einordnung der in der vorliegenden Arbeit behandelten Fragestel-
lung zu ermo¨glichen, wollen wir im Folgenden einen kurzen U¨berblick u¨ber
einen Teil der umfangreichen Theorie der ganzwertigen ganzen Funktionen
geben. Wir beschra¨nken uns dabei auf Ergebnisse u¨ber Funktionen, die an
unendlich vielen verschiedenen Stellen ganzwertig sind. Fu¨r Literatur u¨ber
Funktionen, die mit sa¨mtlichen Ableitungen an nur endlich vielen verschie-
denen Stellen ganze Werte annehmen, sog. Hurwitz–Funktionen, verweisen
wir auf das umfangreiche Literaturverzeichnis in Sato [41].
Wie bereits oben bemerkt wurde, steht am Anfang der Theorie der ganz-
wertigen ganzen Funktionen der Satz von Po´lya aus dem Jahre 1915 u¨ber
Funktionen, die IN nach Z abbilden. Bei Ganzwertigkeit auf den positiven
ganzen Zahlen sprechen wir vom additiven Fall. Gelegentlich wurden auch
Funktionen untersucht, die auf sa¨mtlichen ganzen Zahlen ganze Werte an-
nehmen. Auch diese Ergebnisse wollen wir dem additiven Fall zuordnen, da
sich das Wachstumsverhalten dieser Funktionen nicht wesentlich von dem
ganzwertiger Funktionen im obigen Sinne unterscheidet.
Nach einigen Verscha¨rfungen des Po´lyaschen Ergebnisses u.a. durch Hardy
[30] und auch Po´lya [39] verallgemeinerte Gel’fond [22] 1929 den Satz auf
ganze Funktionen, deren erste s−1 Ableitungen IN nach Z abbilden. Selberg
verbesserte Gel’fonds Ergebnis 1941 in [44].
Außerdem bewies Selberg in [45], dass eine ganze Funktion f , die den
Bedingungen f(IN) ⊂ Z und
σ(f) < log 2 +
1
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genu¨gt, von der Form P1(z)+P2(z)2
z mit Polynomfunktionen P1 und P2 ist.
Bis zu diesem Zeitpunkt waren alle Ergebnisse in der Theorie der ganzwerti-
gen ganzen Funktionen durch Untersuchungen geeigneter Interpolationsrei-
hen, meistens so genannter Newtonscher Interpolationsreihen, gewonnen
worden. 1942 fu¨hrte dann Pisot [37] eine neue Methode in die Untersuch-
ungen von Ganzwertigkeitsfragen bei ganzen Funktionen ein. Unter Benut-
zung der Laplace–Borel–Transformierten der ganzen Funktion f , konnte
Pisot zeigen, dass ein α0 mit 0, 825 < α0 < 0, 850 existiert, so dass jede
ganze, im Po´lyaschen Sinne ganzwertige Funktion f mit σ(f) < α0 von
der Form
∑n
ν=1 Pν(z)β
z
ν mit Polynomfunktionen P1, . . . , Pn und algebrai-
schen Zahlen β1, . . . , βn ist. Weitere Anwendungen der Laplace–Borel–
Transformierten auf Ganzwertigkeitsfragen im additiven Fall finden sich bei
Buck [11], Wallisser [51] und Robinson [40].
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Fridman [18] untersuchte 1968 ganze Funktionen, deren sa¨mtliche Ableitun-
gen ganzwertige Funktionen im Po´lyaschen Sinne sind. Er konnte zeigen,
dass fu¨r jede ganztranszendente Funktion f mit f (σ)(n) ∈ Z fu¨r alle n, σ ∈ IN0
A(f) := lim
r→∞
log log |f |r
r
≥ log(1 + e−1)
gilt. Weiter konstruierte er eine ganztranszendente Funktion f mit A(f) ≤ pi,
die der obigen Ganzwertigkeitsbedingung genu¨gt. Somit existiert eine Kon-
stante α1 mit log(1 + e
−1) ≤ α1 ≤ pi, so dass A(f) ≥ α1 fu¨r alle in diesem
Sinne ganzwertigen, ganztranszendenten Funktionen f ist. Der bestmo¨gli-
che Wert fu¨r α1 ist nicht bekannt. In diesem Zusammenhang muss auch die
bereits erwa¨hnte Arbeit von Sato [41] genannt werden, die eine a¨hnliche
Konstruktion entha¨lt.
Waldschmidt [47] zeigte 1978, dass man den Po´lyaschen Satz prinzipi-
ell auch mittels Schneiders Methode aus der Theorie der transzendenten
Zahlen beweisen kann. Man erha¨lt bei diesem Ansatz allerdings lediglich die
Aussage, dass eine positive Konstante c existiert, so dass σ(f) ≥ c fu¨r je-
de ganzwertige ganze Funktion f gilt, die keine Polynomfunktion ist. Die
korrekte Gro¨ße der Wachstumslu¨cke, also c = log 2, konnte bisher nicht
mittels Transzendenzmethoden gewonnen werden. Einen Beweisvariante, die
1989 von Laurent in die Transzendenztheorie eingefu¨hrten Interpolations-
determinanten anstelle des Siegelschen Lemmas benutzt, wird von Wald-
schmidt in [49] skizziert.
1967 bewies Baker [3] ein Analogon zum Po´lyaschen Satz fu¨r ganze Funk-
tion mehrerer Vera¨nderlicher. Durch Untersuchungen der Laplace–Borel–
Transformierten im Cd erhielten Avanissian und Gay [2] im Jahre 1975 ein
Analogon zum Ergebnis von Pisot fu¨r ganzwertige Funktionen mehrerer
Vera¨nderlicher.
1981 betrachteten Perelli und Zannier [35] das Wachstum von ganzwer-
tigen ganzen Funktionen f , die neben der Po´lyaschen Ganzwertigkeits-
bedingung noch den zusa¨tzlichen arithmetischen Bedingungen f(n + p) ≡
f(n) (mod p) fu¨r alle hinreichend großen Primzahlen p und alle n ∈ IN
genu¨gen.
Ein weiterer wichtiger Fall der in der Literatur behandelten Ganzwertigkeits-
fragen ist der imagina¨r-quadratische Fall, bei dem Funktionen untersucht
werden, die den Ganzheitsring eines imagina¨r-quadratischen Zahlko¨rpers in
sich abbilden. Fukasawa begann 1926 in [19] das Studium von ganzen
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Funktionen, die der Bedingung f(Z[i]) ⊂ Z[i] genu¨gen. 1929 konnte dann
Gel’fond [21] zeigen, dass eine positive Konstante α existiert, so dass fu¨r
jede in diesem Sinne ganzwertige ganztranszendente Funktion f
lim
r→∞
log |f |r
r2
≥ α
gilt. Von hier aus war es nur noch ein kleiner Schritt zu der oben erwa¨hnten
Lo¨sung des siebten Hilbertschen Problems fu¨r imagina¨r-quadratisches β.
1981 bewies schließlich Gramain [27] nach Vorarbeiten von Gruman [29]
und Masser [34], dass man hier α = pi
2e
nehmen kann und dass dies die
bestmo¨gliche Wahl fu¨r α ist. Außerdem zeigte er dort einen allgemeineren
Satz, in dem anstelle von Z[i] der Ganzheitsring OK eines beliebigen ima-
gina¨r-quadratischen Zahlko¨rpers K betrachtet wird. Interessanterweise erziel-
te Gramain dieses Ergebnis nicht mit einer Interpolationsreihen–Methode
sondern mit der Schneiderschen Transzendenzmethode, indem er zuerst be-
wies, dass eine ganzwertige Funktion, die ein geringeres als das obige Wachs-
tum aufweist, gewissen Funktionalgleichungen genu¨gt. Hieraus konnte er fol-
gern, dass das Wachstum der untersuchten Funktion dann sogar so gering sein
muss, dass man die Algebraizita¨t der Funktion aus einem Satz von Wald-
schmidt aus der bereits erwa¨hnten Arbeit [47] folgern kann. Einen Beweis
des Satzes von Gramain, der Interpolationsdeterminanten anstelle des Sie-
gelschen Lemmas benutzt, findet man bei Ably undM’Zari [1]. Allerdings
wird auch hier nicht die korrekte Gro¨ße der Wachstumslu¨cke gewonnen.
Im dritten Fall, dem multiplikativen Fall, werden Wachstumslu¨cken innerhalb
der ganzen Funktionen bestimmt, die auf einer geometrischen Folge (qn)n∈IN
mit einem q ∈ IN \ {1} ganze Werte, d.h. Werte in Z, annehmen. Allerdings
sind auch einige Arbeiten von Be´zivin [5, 6] hierzu zu za¨hlen, in denen
anstelle von (qn)n∈IN gewisse Folgen (un)n∈IN ∈ ZIN betrachtet werden, fu¨r die
un ∼ qn gilt.
Im Jahre 1933 zeigte Gel’fond [23], dass fu¨r jede ganztranszendente Funk-
tion, die der Bedingung f(qn) ∈ Z fu¨r alle n ∈ IN genu¨gt, stets
lim
r→∞
log |f |r
log2 r
≥ 1
4 log q
gilt und dass dies bestmo¨glich ist. 1967 verallgemeinerte er in [26] sein Er-
gebnis auf Funktionen, deren erste s−1 Ableitungen ganzwertige Funktionen
auf einer geometrischen Folge sind.
In [54, 55] haben wir ein multiplikatives Analogon zu dem Ergebnis von
Fridman bewiesen. Wir haben dort gezeigt, dass fu¨r jede ganztranszendente
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Funktion f mit f (σ)(qn) ∈ Z fu¨r alle σ, n ∈ IN0
lim
r→∞
log log |f |r
log2 r
≥ 1
4 log q
ist. Wa¨hrend Fridman sein Ergebnis mit einer Interpolationsreihen–
Methode erzielte, benutzten wir eine Transzendenzmethode, bei der mittels
Siegels Lemma eine Hilfsfunktion konstruiert wird, von der wir zeigen, dass
sie identisch verschwindet, wenn f ein geringeres Wachstum hat.
Untersuchungen von ganzwertigen ganzen Funktionen mehrerer Vera¨nderli-
cher im multiplikativen Fall finden sich bei Bundschuh [12], Be´zivin [4]
und Gramain [28]. Gramain [28] und Bundschuh [13] geben alternative
Beweise des Ergebnisses von Gel’fond aus dem Jahre 1933 via der Schnei-
derschen Transzendenzmethode (vgl. auch Waldschmidt [50]). Auch hier
konnte, wie im additiven Fall, bisher die korrekte Gro¨ße der Wachstumslu¨cke
nicht mit einer Transzendenzmethode gewonnen werden.Wallisser benutzt
in [52, 53] ein q-Analogon der Laplace–Borel–Transformation zum Be-
weis des Gel’fondschen Satzes. Es zeigt sich allerdings, dass die hierbei
abzuscha¨tzenden Ausdru¨cke den Koeffizienten der von Gel’fond betrachte-
ten Interpolationsreihe entsprechen.
Ein Analogon zu dem Ergebnis von Perelli und Zannier hat Be´zivin [9]
im multiplikativen Fall bewiesen.
Soweit zu den drei Hauptfa¨llen von Ganzwertigkeitsfragen, die in der Ver-
gangenheit in der Literatur betrachtet worden sind. Der Vollsta¨ndigkeit hal-
ber seien noch einige Ergebnisse im Bereich der ganzwertigen Funktionen
erwa¨hnt, die sich nicht direkt den drei Hauptrichtungen zuordnen lassen.
Hierzu geho¨ren sicherlich die Arbeiten von Be´zivin [8, 7] und von Pila und
Rodriguez Villegas [36], in denen auch Funktionen untersucht werden,
die auf du¨nneren Mengen als im multiplikativen Fall, also etwa auf der Fol-
ge (qn!)n∈IN, ganzwertig sind. Diese Arbeiten sind allesamt sehr interessante
Anwendungen von Interpolationsreihen–Methoden.
Außerdem gibt es noch vereinzelte Untersuchungen von ganzwertigen Funk-
tionen u¨ber nicht-archimedisch bewerteten Ko¨rpern. p-adische Versionen der
Sa¨tze von Po´lya und Pisot findet man bei Hilliker und Straus [31],
Laohakosol, Loxton und van der Poorten [32] undWelter [54]. Da
|n|p ≤ 1 fu¨r alle n ∈ IN gilt, betrachten die Autoren dieser Arbeiten allerdings
keine ganze Funktionen. Statt Unterschranken fu¨r das Mindestwachstum von
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transzendenten ganzwertigen Funktionen zu geben, werden hier Unterschran-
ken fu¨r deren Konvergenzradius bestimmt. Des weiteren hat Car in [15] und
[16] Analoga zu den Sa¨tzen u¨ber ganzwertige Funktionen im additiven bzw.
imagina¨r-quadratischen Fall fu¨r ganzwertige ganze Funktionen u¨ber Funktio-
nenko¨rper erzielt.
Wir wollen nun die fu¨r unsere Arbeit wesentlichen, bisher bekannten Wachs-
tumslu¨cken in einer Tabelle zusammenfassen. Wir werden auf diese Tabel-
le am Ende der Arbeit noch einmal zuru¨ckkommen. Es sei dazu A gleich
IN im additiven Fall, {qn|n ∈ IN} im multiplikativen Fall und Z[i] im ima-
gina¨r-quadratischen Fall gesetzt, und (un)n∈IN sei die Folge der nach wach-
sendem Betrag geordneten Elemente in A. Weiter sei B gleich Z im additiven
und im multiplikativen Fall und Z[i] im imagina¨r-quadratischen Fall. Ist nun
s ∈ {1,∞} und f eine ganztranszendente Funktion, die fu¨r alle n ∈ IN der
Bedingung
f (σ)(un) ∈ B fu¨r σ = 0, . . . , s− 1 (1)
genu¨gt, so gilt
Fall s = 1 s =∞
add. lim
r→∞
log|f |r
r
≥ log 2 lim
r→∞
log log|f |r
r
≥ log(1 + e−1)
Po´lya (1915) Fridman (1968)
mult. lim
r→∞
log|f |r
log2 r
≥ 1
4 log q
lim
r→∞
log log|f |r
log2 r
≥ 1
4 log q
Gel’fond (1933) Welter (1999)
imag.-quadr. lim
r→∞
log|f |r
r2
≥ pi
2e
?
(OK = Z[i])
Gramain (1981)
Nun ko¨nnen wir die neue Klasse von ganzwertigen ganzen Funktionen be-
schreiben, die wir in der vorliegenden Arbeit untersuchen. Alle bisherigen
Untersuchungen von ganzwertigen ganzen Funktionen bescha¨ftigten sich mit
Funktionen, die einer Ganzwertigkeitsbedingung der Art (1) mit einem festen
s ∈ IN ∪ {∞} genu¨gen. Wir betrachten Funktionen, die anstelle von (1) fu¨r
alle großen n ∈ IN der Bedingung
f (σ)(un) ∈ B fu¨r σ = 0, . . . , sn − 1 (2)
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genu¨gen, wobei (sn) eine monoton wachsende Folge natu¨rlicher Zahlen ist.
Genauer betrachten wir in dieser Arbeit den Fall, dass die Folge (sn) expo-
nentielles Wachstum hat. Wir zeigen, dass man obige Wachstumsschranken
fu¨r s =∞ bereits erha¨lt, wenn die Folge (sn) hinreichend schnell wa¨chst. Es
reicht also aus, wenn an jeder Stelle un endlich viele Ableitungen ganzwertig
sind.
Im ersten Kapitel untersuchen wir die obige Fragestellung im multiplikativen
Fall. Wir schließen somit an unseren Artikel [55] an.
Im zweiten Kapitel betrachten wir den additiven Fall. Unter anderem ver-
bessern wir dabei Fridmans Resultat von 1968. Außerdem leiten wir eine
Unterschranke fu¨r das Wachstum von ganztranszendenten Funktionen her,
die mit sa¨mtlichen Ableitung an allen ganzen Zahlen ganze Werte annehmen.
Im dritten und letzten Kapitel betrachten wir schließlich den imagina¨r-
quadratischen Fall. Wir erhalten dabei u.a. ein Analogon zum Satz von Frid-
man fu¨r den imagina¨r-quadratischen Fall. Ein solches fehlte bisher in der
Literatur ga¨nzlich.
Po´lya verwendete in seiner oben genannten Arbeit eine schwache Version
des folgenden Eindeutigkeitssatzes, der auf Carlson [17] zuru¨ckgeht: Ist f
eine ganze Funktion mit σ(f) < pi und f(n) = 0 fu¨r alle n ∈ IN, so ist f die
Nullfunktion. Die Funktion sin piz zeigt, dass dieser Satz bestmo¨glich ist. Die
Bezeichnung Eindeutigkeitssatz leitet sich davon ab, dass man Klassen von
Funktionen betrachtet - inCarlsons Satz die ganzen Funktionen mit σ(f) <
pi -, die auch immer die Linearkombinationen ihrer Mitglieder beinhalten. Ein
Eindeutigkeitssatz besagt also, dass die Mitglieder der betrachteten Klasse
durch ihr Werteverhalten auf einer bestimmten Folge eindeutig bestimmt
sind. Solche Eindeutigkeitssa¨tze nehmen einen zentralen Platz in der Theorie
der ganzen Funktionen ein. Wir wollen aber nicht weiter hierauf eingehen
und stattdessen auf die umfangreiche Literatur zu den ganzen Funktionen,
wie z.B. den Monographien von Boas [10] und Levin [33], verweisen.
Neben den Sa¨tzen u¨ber ganzwertige Funktionen, leiten wir in jedem Kapitel
einen zugeho¨rigen Eindeutigkeitssatz her, das heißt, wir untersuchen Funk-
tionen, die anstelle von (2) der Bedingung
f (σ)(un) = 0 fu¨r σ = 0, . . . , sn − 1
fu¨r alle großen n ∈ IN genu¨gen. Ein Vergleich des Mindestwachstums von
ganztranszendenten Funktionen, die einer solchen Bedingung genu¨gen, und
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von solchen Funktionen, die die zugeho¨rige Ganzwertigkeitsbedingung (2)
erfu¨llen, liefert einige interessante Parallelen, aber auch gravierende Unter-
schiede, je nachdem wie schnell die Folge (sn) anwa¨chst.
Außerdem untersuchen wir in jedem Kapitel die Gu¨te der von uns gefunde-
nen Wachstumslu¨cken, indem wir Funktionen konstruieren, die einerseits den
Ganzwertigkeitsbedingungen genu¨gen und andererseits ein geringes Wachs-
tum haben. Dabei gewinnen wir u.a. auch eine bessere Oberschranke fu¨r das
oben definierte α1, von dem Fridman α1 ≤ pi gezeigt hatte.
Am Ende der Arbeit findet sich eine Zusammenfassung der neu gefundenen
Wachstumslu¨cken. Außerdem formulieren wir dort einige Vermutungen, die
sich aus der vorliegenden Arbeit ergeben.
An dieser Stelle mo¨chte ich Herrn Prof. Dr. P. Bundschuh herzlich fu¨r die
Anregung zu dieser Arbeit, seine sta¨ndige Diskussionsbereitschaft und seine
wertvollen Hinweise danken.
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Symbolverzeichnis
Die in der vorliegenden Arbeit benutzten Symbole sind weitgehend kanonisch,
die wesentlichen sind im Anschluß aufgelistet und erkla¨rt:
IN := {1, 2, 3, . . .}, die Menge der natu¨rlichen Zahlen
IN0 := IN ∪ {0}
Z,Q, IR, IR+,C die Mengen der ganzrationalen, rationalen, reellen, positiven reellen
und komplexen Zahlen
OK der Ganzheitsring des algebraischen Zahlko¨rpers K
[a, b] := {x ∈ IR| a ≤ x ≤ b}
]a, b] := {x ∈ IR| a < x ≤ b}
|f |r := max|z|≤r |f(z)|
[x] die gro¨ßte ganzrationale Zahl unterhalb x, Gauss-Klammer
f(x) = O (g(x)) , falls |f(x)|
g(x)
bei dem Grenzu¨bergang x→∞ beschra¨nkt bleibt, und
g eine positivwertige Funktion ist; das Landau-
”
Groß-oh“-Symbol
f(x) = o (g(x)) , falls limx→∞
|f(x)|
g(x)
existiert und 0 ist, und g eine positivwertige
Funktion ist; das Landau-
”
Klein-oh“-Symbol
log+ x := logmax (1, x)
κ ∈ INn0 := (κ1, . . . ,κn), Multiindex
|κ| :=∑ni=1 κi
κ! := κ1! · . . . · κn!
lim Limes superior
lim Limes inferior
log bzw. arg bezeichnen immer den Hauptwert der Logarithmus– bzw. Ar-
gumentfunktion.
Leere Summen und leere Produkte sind als 0 bzw. 1 definiert.
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Kapitel 1
Der multiplikative Fall
1.1 Definitionen und Resultate
In [54, 55] haben wir das Wachstumsverhalten von ganztranszendenten Funk-
tionen untersucht, die mit sa¨mtlichen Ableitungen auf einer geometrischen
Progression ganzrationale Werte annehmen. Wir haben dort den folgenden
Satz bewiesen.
Satz 1.1
Es sei q ∈ IN \ {1}. Dann gilt fu¨r jede ganztranszendente Funktion f mit
f (σ)(qn) ∈ Z fu¨r alle σ, n ∈ IN0
lim
r→∞
log+ log+ |f |r
log2 r
≥ 1
4 log q
. (1.1)
Bemerkung
Ist K der Ko¨rper der rationalen Zahlen Q oder ein imagina¨r-quadratischer
Zahlko¨rper und OK sein Ganzheitsring, so bleiben der vorstehende Satz und
auch alle folgenden Sa¨tze u¨ber ganzwertige Funktionen in diesem Kapitel
gu¨ltig, wenn man statt q ∈ IN \ {1} sogar q ∈ OK, |q| > 1, voraussetzt, und
in den Aussagen u¨ber das Wachstum der betrachteten Funktion log q durch
log |q| ersetzt.
In diesem Kapitel wollen wir das Wachstumsverhalten von ganzen Funktio-
nen f untersuchen, die fu¨r alle großen n ∈ IN der Bedingung
f (σ)(qn) ∈ Z fu¨r σ = 0, . . . ,
[
eτn
λ
]
1
mit festen τ, λ ∈ IR+ genu¨gen.
Um dieses Ergebnis formulieren zu ko¨nnen, beno¨tigen wir einige Definitionen
und Bezeichnungen.
Ist f eine ganze Funktion, so setzen wir fu¨r κ ∈ IR+
ρκ(f) := lim
r→∞
log+ log+ |f |r
logκ r
.
ρ1(f) entspricht also der klassischen Wachstumsordnung der ganzen Funk-
tion f , die u¨blicherweise mit ρ(f) bezeichnet wird. Auf der linken Seite der
Ungleichung (1.1) steht ρ2(f).
Wir wollen einige einfache Eigenschaften von ρκ festhalten.
Lemma 1.2
Es sei P eine Polynomfunktion, und f, g seien ganze Funktionen. Dann gilt
fu¨r jedes κ ∈ IR+
(i) ρκ(P ) = 0,
(ii) ρκ(f + g) ≤ max {ρκ(f), ρκ(g)},
(iii) ρκ(fg) ≤ max {ρκ(f), ρκ(g)}.
Beweis
Der offensichtliche Beweis sei dem Leser u¨berlassen. Den Fall κ = 1 findet
man in der Literatur.

Um die arithmetischen Voraussetzungen in unseren Sa¨tzen zu formulieren,
beno¨tigen wir die folgende
Definition
Es seien a ∈ C, n ∈ IN0, T ⊂ C und f eine ganze Funktion. Wir sagen dann,
dass f an a eine T -Stelle der Ordnung n (in Zeichen ordT (f, a) = n) besitzt,
wenn f (ν)(a) ∈ T fu¨r ν = 0, . . . , n − 1 und f (n)(a) 6∈ T gilt. Ist f (ν)(a) ∈ T
fu¨r alle ν ∈ IN0, so setzen wir ordT (f, a) = +∞.
2
Bemerkung
Ist T = {0}, so ist ord{0}(f, a) nichts anderes als die u¨bliche Nullstellen-
ordnung der Funktion f an a. Wir schreiben in diesem Fall ord0(f, a) statt
ord{0}(f, a).
Bevor wir uns aber dem Studium der oben beschriebenen Klasse von ganz-
wertigen ganzen Funktionen zuwenden, wollen wir einen entsprechenden Ein-
deutigkeitssatz imCarlsonschen Sinne herleiten, d.h. wir wollen das Wachs-
tumsverhalten von ganzen Funktionen untersuchen, die fu¨r alle großen n ∈ IN
der Bedingung
f (σ)(qn) = 0 fu¨r σ = 0, . . . ,
[
eτn
λ
]
mit festen τ, λ ∈ IR+ genu¨gen. Wir werden diesen Eindeutigkeitssatz bei
unseren Untersuchungen von ganzwertigen Funktionen anwenden.
Wir setzen fu¨r q ∈ C mit |q| > 1
λ0(f ; q) := lim
n→∞
log+ log+ ord0(f, q
n)
log n
.
Außerdem sei fu¨r λ ∈ IR+
τ0(f ; q;λ) := lim
n→∞
log+ ord0(f, q
n)
nλ
gesetzt. Offensichtlich ist τ0(f ; q;λ) = +∞, falls 0 < λ < λ0(f ; q) ist,
und τ0(f ; q;λ) = 0, falls λ0(f ; q) < λ < +∞ ist. Wir setzen τ0(f ; q) :=
τ0(f ; q;λ0(f ; q)), falls 0 < λ0(f ; q) < +∞ ist.
Dann gilt der folgende
Satz 1.3
Es sei q ∈ C mit |q| > 1 und λ ∈ IR+.
(i) Fu¨r jede ganze, nicht konstante Funktion f mit λ0(f ; q) ≥ λ gilt
ρλ(f) ≥ τ0(f ; q;λ)
logλ |q| .
(ii) Zu jedem τ ∈ IR+ existiert eine ganztranszendente Funktion g mit
λ0(g; q) = λ, τ0(g; q) = τ und ρλ(g) = τ/ log
λ |q|.
3
Bemerkungen
(i) Der Teil (i) ist der eigentliche Eindeutigkeitssatz. Aus (ii) folgt, dass
(i) bestmo¨glich ist.
(ii) Neben dem Beweis des Satzes im na¨chsten Abschnitt geben wir in
Abschnitt 1.5 noch einen alternativen Beweis fu¨r (i) mittels einer
Interpolationsreihen–Methode.
Wenden wir uns nun den ganzwertigen Funktionen zu. Um das Werteverhal-
ten der Funktionen zu beschreiben, definieren wir
λZ(f ; q) := lim
n→∞
log+ log+ ordZ(f, q
n)
log n
.
Weiter setzen wir fu¨r λ ∈ IR+
τZ(f ; q;λ) := lim
n→∞
log+ ordZ(f, q
n)
nλ
und, falls λZ(f ; q) ∈ IR+ ist, τZ(f ; q) := τZ(f ; q;λZ(f ; q)).
Da fu¨r alle a ∈ C offensichtlich ordZ(f, a) ≥ ord0(f, a) gilt, haben wir den
folgenden Zusammenhang zwischen λ0(f ; q) und λZ(f ; q).
Lemma 1.4
Ist q ∈ C mit |q| > 1 und f eine ganze Funktion, so ist λZ(f ; q) ≥ λ0(f ; q).
Gilt λZ(f ; q) = λ0(f ; q) ∈ IR+, so ist τZ(f ; q) ≥ τ0(f ; q).
Nun gilt der folgende Satz, der das Wachstumsverhalten ganzer Funktionen
mit λZ(f ; q) > 0 beschreibt. Wir werden den Satz in Abschnitt 1.4 beweisen.
Satz 1.5
Es sei q ∈ IN\{1}, λ ∈]0, 2] und τ ∈ IR+. Dann gilt fu¨r jede ganztranszendente
Funktion f mit τZ(f ; q;λ) ≥ τ :
(i) Ist λ < 2, so ist ρλ(f) ≥ τlogλ q .
(ii) Ist λ = 2, so ist ρ2(f) ≥
(
2
√
τ
log q
+ 1
)−2
τ
log2 q
.
Insbesondere ist ρ2(f) ≥ 1/(4 log q), falls τZ(f ; q; 2) = +∞ ist.
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Bemerkungen
(i) Der Zusatz in (ii) fu¨r τZ(f ; q; 2) = +∞ verscha¨rft offensichtlich Satz
1.1.
(ii) Aus Satz 1.3 (ii) folgt, dass die Aussage (i) im vorstehenden Satz
bestmo¨glich ist. Sind na¨mlich λ ∈]0, 2[ und τ ∈ IR+, und bezeichnet g
eine ganztranszendente Funktion gema¨ß Satz 1.3 (ii) mit λ0(g; q) = λ,
τ0(g; q) = τ und ρλ(g) = τ/ log
λ q, so folgt mit Lemma 1.4 λ1 :=
λZ(g; q) ≥ λ0(g; q) = λ. Wa¨re λ1 > λ, so wa¨re nach (i) im vorstehen-
den Satz ρλ(g) ≥ τZ(g; q;λ)/ logλ q = +∞. Also ist λ1 = λ. Wieder aus
Lemma 1.4 folgt nun τZ(g; q) ≥ τ0(g; q) = τ und somit
ρλ(g) =
τ
logλ q
≤ τZ(g; q)
logλ q
.
U¨ber die Gu¨te von Satz 1.1 und Satz 1.5 (ii) gibt der folgende Satz Auskunft,
den wir in Abschnitt 1.6 beweisen.
Satz 1.6
Es sei q ∈ IN \ {1}. Dann existiert eine ganztranszendente Funktion g mit
g(σ)(qn) ∈ Z fu¨r alle σ, n ∈ IN0 und
ρ2(g) ≤ 1
2 log q
.
Bemerkungen
(i) In [55] findet sich dieser Satz mit der Behauptung ρ2(g) ≤ 1/(4 log q).
Der Beweis dort ist aber inkorrekt. Man vergleiche hierzu die Bemer-
kung auf Seite 25.
(ii) Der Beweis dieses Satzes benutzt eine Konstruktion, die auf der New-
tonschen Interpolationsreihe beruht, wie sie sich in a¨hnlicher Form
auch bei Gramain [27] und bei Bundschuh und Shiokawa [14] fin-
det.
(iii) Wa¨hrend die Wachstumslu¨cken fu¨r ganze Funktionen f mit λ0(f ; q) <
2 bzw. λZ(f ; q) < 2 u¨bereinstimmen, zeigt der vorstehende Satz in
Kombination mit Satz 1.5 (ii), dass sich die Wachstumslu¨cken fu¨r ganze
Funktionen mit λ0(f ; q) > 2 bzw. λZ(f ; q) > 2 sogar in der Funktion
unterscheiden, in der das Mindestwachstum von f ausgedru¨ckt wird,
d.h. ρλ0(f ;q)(f) bzw. ρ2(f).
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Wie bereits in der Einleitung bemerkt wurde, sind die Untersuchungen
von ganzwertigen ganzen Funktionen eng mit denen von transzendenten
Zahlen verknu¨pft. Wir benutzen im Beweis von Satz 1.5 fu¨r die untere
Abscha¨tzung eines gewissen Ausdrucks lediglich die Tatsache, dass der Be-
trag einer nicht-verschwindenden ganzrationalen Zahl stets gro¨ßer oder gleich
Eins ist. Wu¨rden wir statt dessen die so genannte Fundamentalungleichung
benutzen, die eine Abscha¨tzung des Betrags einer algebraischen Zahl nach
unten gestattet, so ko¨nnten wir leicht einen um gewisse algebraische Voraus-
setzungen erweiterten Satz formulieren und beweisen, der sowohl Satz 1.5 als
auch den klassischen Satz von Hermite und Lindemann u¨ber die Tran-
szendenz von eα bei algebraischem α 6= 0 beinhaltet. In der Tat ist es so,
dass in [55] Satz 1.1 aus einer solchen Verallgemeinerung gefolgert wird.
Aus Satz 1.5 folgt aber noch folgender Spezialfall des Satzes von Hermite–
Lindemann.
Korollar 1.7
Ist α ∈ IN, so ist eα 6∈ IN.
Beweis
Wir betrachten die Funktion f(z) := exp(αz). Wa¨re eα ∈ IN, so wu¨rde fu¨r
beliebiges q ∈ IN \ {1} und σ, n ∈ IN0
f (σ)(qn) = ασ exp(αqn) = ασ (eα)q
n ∈ Z
gelten. Nach Satz 1.1 folgt hieraus ρ2(f) > 0. Andererseits ist aber log |f |r ≤
αr und somit ρ2(f) = 0. Folglich ist unsere Annahme e
α ∈ IN unhaltbar.

Bemerkung
Satz 1.5 beha¨lt seine Gu¨ltigkeit, wenn man voraussetzt, dass die f (σ)(qn) im
Ganzheitsring OK eines festen imagina¨r-quadratischen Zahlko¨rpers K liegen.
Man kann also sogar folgern, dass eα nicht inOK liegen kann, wenn α ∈ K\{0}
ist.
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1.2 Beweis von Satz 1.3
1.2.1 Beweis von Teil (i)
Es seien λ, τ ∈ IR+ und f eine ganze, nicht konstante Funktion mit
τ0(f ; q;λ) ≥ τ . Wir ko¨nnen hier ohne Einschra¨nkung τ0(f ; q;λ) > 0 anneh-
men, da ansonsten nichts zu zeigen ist. Wir zeigen nun ρλ(f) ≥ τ/ logλ |q|.
Ist ε > 0 beliebig, so existiert ein n0 := n0(ε) ∈ IN, so dass
ord0(f, q
n) ≥ [exp ((τ − ε)nλ)] (1.2)
fu¨r alle n ≥ n0 gilt.
Es bezeichne n(r, f) die Anzahl der Nullstellen von f in 0 < |z| ≤ r. Weiter
sei κ := ord0(f, 0). Dann besagt die Jensensche Formel (vgl. Theorem I.5 in
Levin [33])∫ r
0
n(t, f)
t
dt =
1
2pi
∫ 2pi
0
log
∣∣f(reiθ)∣∣ dθ − log ∣∣∣∣f (κ)(0)κ!
∣∣∣∣− κ log r.
Hieraus folgt sofort wegen der Monotonie von n(r, f)
n(r, f) ≤
∫ er
r
n(t, f)
t
dt ≤ 1
2pi
∫ 2pi
0
log
∣∣f(ereiθ)∣∣ dθ+O (1) ≤ log |f |er+O (1) .
Aus der Definition von ρλ(f) folgt, dass fu¨r alle hinreichend großen r ∈ IR+
log |f |er ≤ exp
(
(ρλ(f) + ε) log
λ r
)
gilt. Somit haben wir
log n(r, f)
logλ r
≤ ρλ(f) + ε.
Andererseits ist aber wegen (1.2)
n(r, f) ≥
[ log rlog|q| ]∑
n=n0
[
exp
(
(τ − ε)nλ)] ≥ exp( τ − 2ε
logλ |q| log
λ r
)
.
Kombiniert man die letzten beiden Aussagen, so erha¨lt man
ρλ(f) ≥ lim
r→∞
log n(r, f)
logλ r
≥ τ
logλ |q| .
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1.2.2 Beweis von Teil (ii)
Es seien λ, τ ∈ IR+. Wir unterscheiden drei Fa¨lle.
1. Fall: λ = 1
Da ρ1(f) die klassische Wachstumsordnung der Funktion f ist, folgt (ii) im
Fall λ = 1 sofort aus bekannten Sa¨tze aus der Theorie der ganzen Funk-
tionen endlicher Wachstumsordnung. Bezeichnet na¨mlich (zn) die Folge, in
der jedes qm genau [exp(τm)] mal vorkommt, so ist die Wachstumsordnung
des zur Nullstellenfolge (zn) zugeho¨rigen kanonischen Produktes gleich dem
Konvergenzexponenten der Nullstellenfolge (vgl. Theorem I.7 in Levin [33]).
Der Konvergenzexponent ist τ/ log |q|, da
∞∑
m=0
[exp(τm)]
∣∣∣∣ 1qm
∣∣∣∣κ konvergiert⇔ ∞∑
m=0
e(τ−κ log|q|)m konvergiert.
Die rechte Reihe konvergiert genau fu¨r κ > τ/ log |q|. Das kanonische Produkt
hat folglich alle im Satz geforderten Eigenschaften.
2. Fall: λ < 1
Wir betrachten die durch das unendliche Produkt
∞∏
n=0
(
1− z
qn
)[eτnλ]
definierte Funktion einer komplexen Vera¨nderlichen z, die mit g bezeichnet
sei. Wir zeigen nun, dass g eine ganze Funktion mit ρλ(g) ≤ τ/ logλ |q| ist.
Da λ0(g; q) = λ und τ0(f ; q) = τ ist, muss dann aber nach Teil (i) Gleichheit
gelten.
Es sei r ∈ IR+ groß. Dann existiert ein eindeutig bestimmtes m := m(r) ∈
IN0, so dass |q|m−1 ≤ r < |q|m gilt. Es sei z ∈ C mit |z| ≤ r.
Dann gilt
log
∣∣∣∣∣∣
m∏
n=0
(
1− z
qn
)[eτnλ]∣∣∣∣∣∣
≤ log
m∏
n=0
(
1 + |q|m−n)[eτmλ]
≤ exp (τmλ +O (logm)) .
(1.3)
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Außerdem ist wegen log(1 + x) ≤ x fu¨r x ∈ IR+
log
∣∣∣∣∣∣
∞∏
n=m+1
(
1− z
qn
)[eτnλ]∣∣∣∣∣∣ ≤
∞∑
n=m+1
exp
(
τnλ + (m− n) log |q|) .
Wir betrachten nun die Funktion einer reellen Vera¨nderlichen h(x) := τxλ+
(m − x) log |q|. h′ ist offensichtlich monoton fallend, und fu¨r großes m ist
h′(m) ≤ −1
2
log |q| < 0. Somit haben wir nach dem Mittelwertsatz
∞∑
n=m+1
exp (h(n)− h(m)) ≤
∞∑
n=0
exp (h′(m)n) = O (1) .
Ist also r und damit auch m genu¨gend groß, so gilt
log
∣∣∣∣∣∣
∞∏
n=m+1
(
1− z
qn
)[eτnλ]∣∣∣∣∣∣ ≤ exp (h(m))
∞∑
n=m+1
exp (h(n)− h(m))
≤ exp (h(m) +O (1)) .
(1.4)
Wegen m = log r/ log |q| + O (1) folgt nun aus (1.3) und (1.4), dass g eine
ganze Funktion mit ρλ(g) ≤ τ/ logλ |q| ist.
3. Fall: λ > 1
Wir betrachten die durch das unendliche Produkt
g(z) :=
∞∏
n=0

(
1− z
qn
)
exp
[
λτ
log|q|n
λ−1]∑
j=1
1
j
(
z
qn
)j

[
eτn
λ
]
definierte Funktion und zeigen wiederum, dass g eine ganze Funktion mit
ρλ(g) ≤ τ/ logλ |q| ist.
Wie zuvor sei r ∈ IR+ wieder groß, z ∈ C mit |z| ≤ r und m := m(r) ∈ IN
so, dass |q|m−1 ≤ r < |q|m gilt.
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Wir scha¨tzen wieder zuna¨chst den Anfang des Produktes ab. Es ist
log
m∏
n=0
∣∣∣∣∣∣∣
(
1− z
qn
)
exp
[
λτ
log|q|n
λ−1]∑
j=1
1
j
(
z
qn
)j
∣∣∣∣∣∣∣
[
eτn
λ
]
≤
m∑
n=0
exp
(
τnλ + τλ(m− n)nλ−1 +O (logm)) (1.5)
= exp
(
τmλ +O (logm)) ,
da die Funktion einer reellen Vera¨nderlichen h(x) := xλ + λ(m− x)xλ−1 ihr
Maximum auf IR+ in x = m annimmt.
Fu¨r n > m ist |zq−n| < |q|m−n < 1 und somit
log(1− zq−n) = −
∞∑
j=1
1
j
(zq−n)j.
Außerdem ist
∞∑
j=[ λτlog|q|nλ−1]+1
|q|(m−n)j ≤ |q|(m−n) λτlog|q|nλ−1
∞∑
j=0
|q|−j .
Also haben wir fu¨r n > m
log
∣∣∣∣∣∣∣
(
1− z
qn
)
exp
[
λτ
log|q|n
λ−1]∑
j=1
1
j
(
z
qn
)j
∣∣∣∣∣∣∣
[
eτn
λ
]
= Re
−
[
eτn
λ
] ∞∑
j=[ λτlog|q|nλ−1]+1
1
j
(
z
qn
)j
≤ eτnλ
∞∑
j=[ λτlog|q|nλ−1]+1
|q|(m−n)j
≤ c(q) exp (τnλ + τλ(m− n)nλ−1)
= c(q) exp (τh(n)) ,
(1.6)
mit einer von q abha¨ngigen, aber von m unabha¨ngigen Konstante c(q). Die
Funktion h ist fu¨r x > m monoton fallend und hat eine Nullstelle in x =
λ
λ−1m.
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Somit folgt aus (1.6)
log
[ λλ−1m]+1∏
n=m+1
∣∣∣∣∣∣∣
(
1− z
qn
)
exp
[
λτ
log|q|n
λ−1]∑
j=1
1
j
(
z
qn
)j
∣∣∣∣∣∣∣
[
eτn
λ
]
≤ exp (h(m) +O (logm)) .
(1.7)
Fu¨r n > λ
λ−1m+ 1, ist h(n) = n
λ−1(λm− (λ− 1)n) ≤ −(λ− 1)nλ−1. Da die
Potenzreihe
∑∞
n=0 z
[nλ−1] den Konvergenzradius 1 hat, folgt somit aus (1.6)
log
∞∏
n=[ λλ−1m]+2
∣∣∣∣∣∣∣
(
1− z
qn
)
exp
[
λτ
log|q|n
λ−1]∑
j=1
1
j
(
z
qn
)j
∣∣∣∣∣∣∣
[
eτn
λ
]
≤ c(q)
∞∑
n=[ λλ−1m]+2
exp
(−τ(λ− 1)nλ−1)
= O (1) .
(1.8)
Da m = log r
log|q| + O (1) ist, folgt nun aus (1.5), (1.7) und (1.8), dass g eine
ganze Funktion mit ρλ(g) ≤ τ/ logλ |q| ist.
1.3 Zwei Hilfssa¨tze aus der Theorie der tran-
szendenten Zahlen
Um unsere Ergebnisse u¨ber ganzwertige Funktionen beweisen zu ko¨nnen,
beno¨tigen wir zwei Hilfssa¨tze aus der Theorie der transzendenten Zahlen.
Der erste Hilfssatz spielt eine wichtige Rolle bei der Konstruktion von Hilfs-
funktionen. Obwohl er fu¨r beliebige algebraische Zahlko¨rper formuliert wer-
den kann, formulieren wir ihn hier in dem von uns beno¨tigten Spezialfall.
Lemma 1.8 (Siegelsches Lemma)
Es sei K der Ko¨rper der rationalen Zahlen oder ein imagina¨r-quadratischer
Zahlko¨rper und OK sein Ganzheitsring. Weiter seien m,n ∈ IN mit n > m.
Die Betra¨ge der Koeffizienten aij ∈ OK fu¨r i = 1, . . . ,m und j = 1, . . . , n
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seien durch A beschra¨nkt. Dann gibt es eine von n,m,A und den aij un-
abha¨ngige Konstante C ∈ IR+, so dass alle Gleichungen
n∑
j=1
aijxj = 0 (i = 1, . . . ,m)
durch ein (x1, . . . , xn) ∈ OnK \ {0} erfu¨llt sind, fu¨r das
max
1≤j≤n
|xj| ≤ (CnA)
m
n−m
gilt.
Bemerkung
Den Ausdruck m
n−m nennt man Siegel–Exponent.
Beweis
Dies ist Hilfssatz 31 in Schneider [43] in dem Spezialfall, dass K der Ko¨rper
der rationalen Zahlen oder ein imagina¨r-quadratischer Zahlko¨rper ist.

Lemma 1.9 (Schwarzsches Lemma)
Sei 0 < r ≤ R und f 6= 0 holomorph in |z| ≤ R. f habe n Nullstellen in
|z| ≤ r, wobei jede gema¨ß Vielfachheit geza¨hlt sei. Dann gilt
log |f |r ≤ log |f |R − n log
R2 + r2
2rR
.
Beweis
Dies ist Lemma 1.3.1 in Waldschmidt [48].

1.4 Beweis von Satz 1.5
Es sei λ ∈]0, 2], τ ∈ IR+ und f eine ganze Funktion mit τZ(f ; q;λ) ≥ τ und
ρλ(f) <

τ
logλ q
, falls λ < 2(
2
√
τ
log q
+ 1
)−2
τ
logλ q
, falls λ = 2.
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Wir zeigen nun, dass f dann keine transzendente Funktion sein kann, d.h.
dass ein Polynom P ∈ C[X, Y ] \ {0} existiert, so dass die ganze Funktion
F (z) = P (z, f(z)) identisch verschwindet.
Zu jedem ε > 0 existiert ein N0 := N0(ε), so dass fu¨r alle n ≥ N0
ordZ(f, q
n) ≥ exp ((τ − ε)nλ) (1.9)
ist.
Wegen der Voraussetzung u¨ber ρλ(f), existiert ein γ ∈ IR+ mit
γ <

τ, falls λ < 2(
2
√
τ
log q
+ 1
)−2
τ, falls λ = 2,
so dass fu¨r alle hinreichend großen r ∈ IR+
log |f |r ≤ exp
(
γ
logλ r
logλ q
)
(1.10)
ist.
Es sei ε > 0 so klein, dass sogar
γ <

τ − ε, falls λ < 2(
2
√
τ
log q
+ 1
)−2
(τ − ε), falls λ = 2 (1.11)
gilt.
Sei N ∈ IN stets hinreichend groß gewa¨hlt; insbesondere gro¨ßer als N0 und
so groß, dass (1.10) fu¨r alle r ≥ qN gilt.
Wir setzen Sn :=
[
e(τ−ε)n
λ
]
fu¨r n ∈ IN, H := [SNN1/2] + 1 und K :=[
N3/2
]
+ 1.
T, θ ∈ IR>1 sind Parameter, an die im Verlauf des Beweises Bedingungen
gestellt werden und die dann im 4. Beweisschritt fu¨r λ < 2 und λ = 2
gesondert gewa¨hlt werden. Die Aussagen der Schritte 1 bis 3 gelten also nur
unter der Annahme, dass man geeignete θ und T finden kann, die diesen
Bedingungen genu¨gen.
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1. Schritt: Es existieren ah,k ∈ Z, (h = 0, . . . , H − 1; k = 0, . . . , K − 1), mit
0 < max
h,k
|ah,k| ≤ exp (SN · O (N)) ,
so dass die ganze Funktion
F (z) :=
H−1∑
h=0
K−1∑
k=0
ah,kz
hf(z)k
fu¨r alle n ∈ {N, . . . , [TN ]} der Bedingung
ord0(F, q
n) ≥ SN
genu¨gt.
Wir betrachten das lineare Gleichungssystem
0 = F (σ)(qn) =
H−1∑
h=0
K−1∑
k=0
ah,k
∑
κ∈INk+10
|κ|=σ
σ!
(
h
κk+1
)
qn(h−κk+1)
k∏
j=1
f (κj)(qn)
κj!
fu¨r n = N, . . . , [TN ] und σ = 0, . . . , SN − 1. Dies sind SN([TN ] − N + 1)
Gleichungen in den HK ≥ SNN2 Unbekannten ah,k. Ist γT λ < τ − ε, so ist
log |f |qTN ≤ SN , falls N genu¨gend groß gewa¨hlt wurde, und fu¨r obige n und
σ gilt
∣∣f (σ)(qn)∣∣ =
∣∣∣∣∣∣∣
σ!
2pii
∫
|ξ|=qn+1
f(ξ)dξ
(ξ − qn)σ+1
∣∣∣∣∣∣∣ ≤ σ! exp (SN +O (N)) .
Beru¨cksichtigt man noch, dass die Kardinalita¨t von
{
κ ∈ INk+10 | |κ| = σ
}
gleich
(
σ+k
k
)
ist, so ergibt sich fu¨r die Koeffizienten des obigen Gleichungs-
systems ∣∣∣∣∣∣∣∣
∑
κ∈INk+10
|κ|=σ
σ!
(
h
κk+1
)
qn(h−κk+1)
k∏
j=1
f (κj)(qn)
κj!
∣∣∣∣∣∣∣∣
≤ σ!2σ+K+H exp (HTN log q +KSN +K · O (N))
≤ exp (SN · O (N2)) .
und die Behauptung folgt aus dem Siegelschen Lemma. Man beachte, dass
der Siegel–Exponent von der Gro¨ßenordnung O (N−1) ist.
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2. Schritt: Fu¨r alle M ≥ N und S ∈ {SM−1, . . . , SM} gilt
∀m ∈ {M, . . . , [TM ]} : ord0(F, qm) ≥ S. (IM,S)
Wir zeigen dies durch Induktion. Der 1. Schritt liefert uns die Induktionsver-
ankerung (IN,SN ).
Es sei (IM,S) bereits gezeigt.
Wir zeigen nun:
1.) Ist SM−1 ≤ S < SM , so gilt: (IM,S) =⇒ (IM,S+1).
2.) Ist S = SM , so gilt: (IM,S) =⇒ (IM+1,S).
Dann gilt (IN,SN ) =⇒
2.)
(IN+1,SN ) =⇒
1.)
(IN+1,SN+1) =⇒
1.)
. . . =⇒
1.)
(IN+1,SN+1) =⇒
2.)
(IN+2,SN+1) =⇒
1.)
. . ., und die Behauptung des 2. Schritts ist gezeigt.
Zu 1.): Es ist SM−1 ≤ S < SM . F hat wegen (IM,S) mindestens S([TM ] −
M +1) Nullstellen in |z| ≤ qTM +1. Mit dem Schwarzschen Lemma haben
wir also
log |F |qTM+1 ≤ log |F |qTθM − S([TM ]−M + 1) log
q2θTM
2q(θ+1)TM
= log |F |qTθM − S(T − 1)T (θ − 1)M2 log q + S · O (M) .
(1.12)
Ist nun γθλT λ < τ − ε, so ist nach (1.10)
log |f |qθTM ≤ SM−1 ≤ S,
falls nur N (und damit auch M) hinreichend groß ist. Hieraus ergibt sich,
wenn man Schritt 1 und die Wahl von H und K beru¨cksichtigt
log |F |qθTM ≤ logH + logK + logmax |ah,k|+ θTHM log q +K log |f |qθTM
≤ S · O (M3/2) .
Setzen wir
h(θ, T ) := T (T − 1)(θ − 1) log q,
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so folgt aus der Cauchyschen Integralformel und (1.12) fu¨r m ∈
{M, . . . , [TM ]} ∣∣F (S)(qm)∣∣
=
∣∣∣∣∣∣∣
S!
2pii
∫
|ξ|=qm+1
F (ξ)dξ
(ξ − qm)S+1
∣∣∣∣∣∣∣
≤ S! exp (−h(θ, T )SM2 + S · O (M3/2)) (1.13)
≤ exp (S (logSM − h(θ, T )M2 +O (M3/2)))
≤ exp (S ((τ − ε)Mλ − h(θ, T )M2 +O (M3/2))) .
Kann man nun unter Beru¨cksichtigung der u¨brigen an T und θ gestellten
Bedingungen diese so wa¨hlen, dass h(θ, T ) > 0 im Fall λ < 2 und τ − ε −
h(θ, T ) < 0 fu¨r λ = 2 gilt, so ist also
∣∣F (σ)(qm)∣∣ < 1, falls N hinreichend
groß ist. Somit muss F (σ)(qm) = 0 sein, da F (σ)(qm) ∈ Z ist. Die Wahl der
Parameter erfolgt in Schritt 4.
Zu 2.): Im Fall S = SM verla¨uft der Beweis vollkommen analog. Man
scha¨tzt mit dem Schwarzschen Lemma |F |qT (M+1)+1 ab und folgert dann
wieder mit der Cauchyschen Integralformel, dass
∣∣F (σ)(qm)∣∣ < 1 fu¨r m ∈
{[TM ] + 1, . . . , [T (M + 1)]} und σ ∈ {0, . . . , S − 1} gilt. Insbesondere erge-
ben sich dieselben Bedingungen an T und θ.
3. Schritt: Es ist F ≡ 0. Somit ist f eine algebraische Funktion.
Dies folgt sofort aus Satz 1.3 (i). Denn nach Lemma 1.2, (1.10), (1.11) und
der Konstruktion von F gilt ρλ(F ) ≤ γ/ logλ q < (τ−ε)/ logλ q. Andererseits
ergibt sich aus dem 2. Schritt λ0(F ; q) ≥ λ und τ0(F ; q;λ) ≥ τ − ε. Somit ist
F nach dem Eindeutigkeitssatz eine konstante Funktion.
4. Schritt: Wahl der Parameter T und θ.
zu (i): λ < 2
Wir suchen T, θ > 1, so dass
γT λθλ < τ − ε und h(θ, T ) = T (T − 1)(θ − 1) log q > 0
ist. Setzt man nun θ := T := 1 + δ mit einem von γ, τ, ε und λ abha¨ngigen
δ ∈ IR+, so ist beides offensichtlich erfu¨llt, da nach (1.11) γ < τ − ε ist.
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zu (ii): λ = 2
Wir suchen T, θ > 1, so dass
γT 2θ2 < τ − ε und τ − ε− h(θ, T ) < 0
ist.
Dazu maximieren wir die Funktion
g(θ, T ) :=
1
θ2T 2
unter der Nebenbedingung
h(θ, T )− τ = T (T − 1)(θ − 1) log q − τ = 0.
Es ist also
θ = 1 +
τ
T (T − 1) log q .
Setzt man dies in g(θ, T ) ein, so ergibt eine leichte Rechnung, dass die Funk-
tion ihr Maximum in
T = 1 +
√
τ
log q
annimmt. Aus (1.11) ergibt sich nun
γ <
τ − ε
θ2T 2
=
τ − ε(
2
√
τ
log q
+ 1
)2 ,
und außerdem ist τ − ε− h(θ, T ) = −ε < 0.
1.5 U¨ber Newtonsche–Interpolationsreihen
und ein weiterer Beweis fu¨r Satz 1.3 (i)
Es sei (zn) ∈ CIN eine beliebige Folge. Setzen wir P0(z) := 1 und Pn(z) :=
(z − zn)Pn−1(z) fu¨r n ∈ IN, so ergibt sich aus der fu¨r ξ 6= z, zn+1 gu¨ltigen
Gleichung
1
ξ − z =
1
ξ − zn+1 +
z − zn+1
(ξ − z)(ξ − zn+1)
induktiv bei ξ 6= z, z1, z2, . . .
1
ξ − z =
n−1∑
ν=0
Pν(z)
Pν+1(ξ)
+
Pn(z)
(ξ − z)Pn(ξ)
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fu¨r alle n ∈ IN0.
Es sei nun f eine ganze Funktion. Multipliziert man die vorstehende Glei-
chung mit f(ξ)
2pii
und integriert dann u¨ber |ξ| = r mit einem r ∈ IR+, welches
so groß gewa¨hlt sei, dass sa¨mtliche Nullstellen von Pn(ξ) und (ξ − z)Pn(ξ)
innerhalb von |ξ| = r liegen, so erha¨lt man fu¨r jedes feste z ∈ C mit |z| < r
f(z) =
n−1∑
ν=0
AνPν(z) +Rn(z) (1.14)
mit
Aν := Aν(f) :=
1
2pii
∫
|ξ|=r
f(ξ)dξ
Pν+1(ξ)
(1.15)
und
Rn(z) :=
Pn(z)
2pii
∫
|ξ|=r
f(ξ)dξ
(ξ − z)Pn(ξ) . (1.16)
Konvergiert Rn(z) bei n → ∞ lokal gleichma¨ßig gegen die Nullfunktion, so
gilt in ganz C die eindeutige Darstellung
f(z) =
∞∑
ν=0
AνPν(z). (1.17)
Definition
Die Reihe rechts in (1.17) heißt die Newtonsche Interpolationsreihe von
f bezu¨glich der Folge (zn). Die zn heißen die Interpolationsstellen, und die
Aν(f) heißen die Interpolationskoeffizienten von f bezu¨glich der Interpolati-
onsstellenfolge (zn).
Als erste Anwendung der Newtonschen Interpolationsreihe einer ganzen
Funktion wollen wir einen alternativen Beweis fu¨r Satz 1.3 (i) geben.
Es seien ε, τ, λ ∈ IR+, ε < τ und q ∈ C mit |q| > 1. Fu¨r µ ∈ IN0 setzen wir
tµ :=
[
exp((τ − ε)µλ)]. Dann existieren zu jedem n ∈ IN eindeutig bestimmte
m ∈ IN0 und t ∈ {1, . . . , tm}, so dass n =
∑m−1
µ=0 tµ+t ist. Wir setzen zn := q
m
und erhalten
Pm,t(z) := Pn(z) = (z − qm)t
m−1∏
µ=0
(z − qµ)tµ .
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Ist f eine ganze Funktion, so gilt nach (1.14) fu¨r jedes N ∈ IN
f(z) =
N−1∑
n=0
AnPn(z) +RN(z)
=:
M−1∑
m=0
tm∑
t=1
Am,tPm,t(z) +
T−1∑
t=1
AM,tPM,t(z) +RM,T (z),
falls N =
∑M−1
µ=0 tµ + T mit T ∈ {1, . . . , tM}.
Mit diesen Bezeichnungen gilt nun folgendes
Lemma 1.10 (Ein Konvergenzlemma)
Ist ρλ(f) <
τ−ε
logλ|q| , so gilt fu¨r alle z ∈ C
f(z) =
∞∑
m=0
tm∑
t=1
Am,tPm,t(z). (1.18)
Beweis
Wegen ρλ(f) <
τ−ε
logλ|q| gilt
log |f |r ≤ exp
(
γ
logλ r
logλ |q|
)
mit einen 0 < γ < τ − ε fu¨r alle hinreichend großen r ∈ IR+. Folglich kann
man θ ∈ IR>1 so wa¨hlen, dass γθλ < τ − ε ist.
Es sei nun δ ∈ IR+ und z ∈ C mit |z| ≤ δ.
Wir setzen rM := |q|θM . Nach (1.16) gilt
RN(z) = RM,T (z) =
PM,T (z)
2pii
∫
|ξ|=rM
f(ξ)dξ
(ξ − z)PM,T (ξ) ,
wenn N =
∑M−1
µ=0 tµ + T mit einem T ∈ {1, . . . , tM}.
Wir wollen nun zeigen, dass Rn(z) fu¨r n→∞ gegen Null konvergiert.
Wir ko¨nnen also annehmen, dass N und somit auch M groß sind. Folglich
ko¨nnen wir |z| ≤ rM/2 und somit auch
|ξ − z| ≥ rM/2 (1.19)
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auf |ξ| = rM annehmen.
Weiter haben wir fu¨r große M
|f |rM ≤ exp
(
eγθ
λMλ
)
≤ exp
([
e(τ−ε)(M−1)
λ
])
= exp(tM−1) ≤ exp(N).
(1.20)
Es ist
|PM,T (z)| ≤
(
|z|+ |q|M
)T M−1∏
µ=0
(|z|+ |q|µ)tµ
≤ |q|
∑M−1
µ=0 µtµ+MT
M−1∏
µ=0
(
δ
|q|µ + 1
)tµ ( δ
|q|M + 1
)T
≤c(q, δ)N |q|MN
(1.21)
mit c(q, δ) :=
∏∞
n=0(1+ δ |q|−n) > 1. Das unendliche Produkt konvergiert, da
die Reihe
∑∞
n=0 q
−n absolut konvergiert.
Auf |ξ| = rM gilt
|PM,T (ξ)| ≥
M−1∏
µ=0
(
|q|θM − |q|µ
)tµ (|q|θM − |q|M)T
= |q|θM
∑M−1
µ=0 tµ+θMT
M−1∏
µ=0
(
1− |q|µ−θM
)tµ (
1− |q|(1−θ)M
)T
≥c1(q, θ)N |q|θMN
(1.22)
mit 0 < c1(q, θ) := (1− |q|1−θ) < 1.
Aus (1.19), (1.20), (1.21) und (1.22) folgt nun mittels der Standard-
abscha¨tzung
|RM,T (z)| ≤ exp ((1− θ)MN log |q|+O (N))
und somit limN→∞RN(z) = 0 wegen θ > 1.

Hieraus folgt nun Satz 1.3 (i) wie folgt:
Ist f eine ganze Funktion mit τ0(f ; q;λ) ≥ τ , so existiert zu jedem ε > 0 ein
N0 ∈ IN, so dass fu¨r alle m > N0
ord0(f, q
m) ≥ tm
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gilt.
Wir setzen nun Q(z) :=
∏N0
µ=0(z − qµ)tµ und betrachten die ganze Funktion
F (z) := Q(z)f(z). Offensichtlich gilt
ord0(F, q
m) ≥ tm (1.23)
fu¨r alle m ∈ IN0.
Ist ρλ(f) < τ/ log
λ |q|, so wa¨hlen wir ε so klein, dass sogar ρλ(f) <
(τ − ε)/ logλ |q| gilt. Nach Lemma 1.2 ist auch ρλ(F ) < (τ − ε)/ logλ |q|
und somit la¨sst sich F nach dem Konvergenzlemma als Interpolationsreihe
(1.18) darstellen mit
Am,t(F ) =

1
2pii
∫
|ξ|=rm
F (ξ)dξ
Pm,t+1(ξ)
, falls 1 ≤ t < tm
1
2pii
∫
|ξ|=rm
F (ξ)dξ
Pm+1,1(ξ)
, falls t = tm.
(1.24)
Nach der Cauchyschen Integralformel gilt also fu¨r 1 ≤ t < tm
Am,t(F ) =
m−1∑
µ=0
tµ−1∑
σ=0
1
(tµ − 1)!
[
dtµ−1−σ
dξtµ−1−σ
(
(ξ − qµ)tµ
Pm,t+1(ξ)
)]
ξ=qµ
F (σ)(qµ)
+
t∑
σ=0
1
t!
[
dt−σ
dξt−σ
(
(ξ − qm)t+1
Pm,t+1(ξ)
)]
ξ=qm
F (σ)(qm)
(1.25)
und fu¨r t = tm
Am,tm(F ) =
m∑
µ=0
tµ−1∑
σ=0
1
(tµ − 1)!
[
dtµ−1−σ
dξtµ−1−σ
(
(ξ − qµ)tµ
Pm,t+1(ξ)
)]
ξ=qµ
F (σ)(qµ)
+
1
P ′m+1,1(qm+1)
F (qm+1).
(1.26)
Nach (1.23) ist F (σ)(qm) = 0 fu¨r alle m ∈ IN0 und σ ∈ {0, . . . , tm − 1}. Aus
(1.25) und (1.26) folgt somit Am,t = 0 fu¨r alle m ∈ IN0 und t ∈ {1, . . . , tm}.
Also ist nach dem Konvergenzlemma F ≡ 0. Dies impliziert aber f ≡ 0, da
die Polynomfunktion Q nur endlich viele Nullstellen hat.
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1.6 Beweis von Satz 1.6
1.6.1 Das Beweisprinzip
Wir wollen zuerst kurz die Idee skizzieren, die den Beweisen der Sa¨tze 1.6,
2.5 und 3.4 zugrundeliegt.
Die Aufgabe, die in den Beweisen dieser Sa¨tze zu lo¨sen ist, la¨sst sich wie
folgt beschreiben: Es sei K der Ko¨rper der rationalen Zahlen Q oder ein
imagina¨r-quadratischer Zahlko¨rper und OK sein Ganzheitsring. Zu einer ge-
gebenen Folge (un)n∈IN0 von paarweise verschiedenen Zahlen in OK soll nun
eine ganztranszendente Funktion g(z) mit der Eigenschaft g(σ)(un) ∈ OK fu¨r
alle σ, n ∈ IN0 und einem mo¨glichst geringen Wachstum konstruiert werden.
Dazu konstruieren wir zuna¨chst eine geeignete Interpolationsstellenfolge
(zn)n∈IN ⊂ {uj|j ∈ IN0}. Geeignet bedeutet hier, dass zu jedem Tupel (σ, n) ∈
IN× IN0 ein N ∈ IN existieren soll, so dass
card({j ∈ {1, . . . , N} |zj = un}) = σ
gilt.
Wir betrachten dann die Newtonsche Interpolationsreihe einer ganzen
Funktion f bezu¨glich der Interpolationsstellenfolge (zn). Wie bei den Glei-
chungen (1.25) und (1.26) sind die Interpolationskoeffizienten An(f) Linear-
kombinationen in gewissen f (σ)(uj) mit Koeffizienten in K, die von der
gewa¨hlten ganzen Funktion f unabha¨ngig sind, d.h. fu¨r alle n ∈ IN existieren
von f unabha¨ngige aj,σ(n− 1) ∈ K, so dass
An−1(f) =
m∑
j=0
tj∑
σ=0
aj,σ(n− 1)f (σ)(uj).
Ist nun zn+1 = uj∗ , so existiert ein σ
∗ ∈ IN0 und ein Polynom Qn+1(z) ∈ K[z]
mit Qn+1(uj∗) 6= 0, so dass Pn+1(z) = (z−zn+1)Pn(z) = (z−uj∗)σ∗+1Qn+1(z)
ist. Es ist aj∗,σ∗(n) = (σ
∗!Qn+1(uj∗))
−1 ∈ K \ {0} und mit gewissen aj,σ(n) ∈
K gilt
An(f) =
m∑
j=0
tj∑
σ=0
aj,σ(n)f
(σ)(uj) + aj∗,σ∗(n)f
(σ∗)(uj∗). (1.27)
Die Idee ist nun folgende: Man ersetzt die f (σ)(uj) durch gj,σ ∈ OK, die
man rekursiv definieren kann, da, wie wir gerade gesehen haben, bei dem
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U¨bergang von n − 1 nach n genau ein f (σ∗)(uj∗) neu hinzukommt. Die gj,σ
werden dabei so gewa¨hlt, dass die Linearformen
Bn−1 :=
m∑
j=0
tj∑
σ=0
aj,σ(n− 1)gj,σ (1.28)
betraglich mo¨glichst klein sind, aber ungleich Null.
Die rekursive Wahl der gj,σ geschieht wie folgt: Sind die gj,σ in (1.28) bereits
gewa¨hlt worden, so muss nach (1.27) als na¨chstes gj∗,σ∗ gewa¨hlt werden. Zu
dem Zahlko¨rper K existiert eine Konstante C := C(K) mit der folgenden
Eigenschaft: Zu jedem z ∈ K existiert ein ω ∈ OK, so dass 0 < |z − ω| ≤ C
ist. Wir setzen dn := aj∗,σ∗(n). Wie wir oben gesehen haben, ist stets dn 6= 0,
und somit hat die Gleichung
B˜n :=
m∑
j=0
tj∑
σ=0
aj,σ(n)gj,σ + dng˜j∗,σ∗ = 0
eine eindeutige Lo¨sung g˜j∗,σ∗ in K. Wa¨hlen wir nun gj∗,σ∗ ∈ OK so, dass
0 < |gj∗,σ∗ − g˜j∗,σ∗| ≤ C
ist, so erhalten wir
0 < |Bn| =
∣∣∣B˜n + dngj∗,σ∗ − dng˜j∗,σ∗∣∣∣ ≤ C |dn| . (1.29)
Dann betrachten wir die durch die Reihe
g(z) :=
∞∑
n=0
BnPn(z)
definierte Funktion. Wenn wir zeigen ko¨nnen, dass g eine ganze Funktion
mit dem im zu beweisenden Satz angegebenen Wachstum ist, so ist der Satz
komplett bewiesen. Wegen der Eindeutigkeit der Interpolationsreihendarstel-
lung gilt na¨mlich An(g) = Bn und somit g
(σ)(uj) = gj,σ fu¨r alle σ, j ∈ IN0.
Außerdem ist g eine transzendente Funktion, da alle Bn ungleich Null sind.
Nachdem wir nun das Beweisprinzip dargestellt haben, mu¨ssen wir in den
Beweisen der Sa¨tze 1.6, 2.5 und 3.4 also zwei Aufgaben lo¨sen:
• Konstruktion einer geeigneten Interpolationsstellenfolge.
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• Zeigen, dass die durch diese Interpolationsstellenfolge definierte Funk-
tion g eine ganze Funktion mit dem im Satz angegebenen Wachstums-
verhalten ist. Dazu zeigen wir, dass die g definierende Reihe auf C ab-
solut und lokal gleichma¨ßig konvergiert. Gleichzeitig erhalten wir eine
Abscha¨tzung von |g|r fu¨r alle großen r ∈ IR+.
1.6.2 Konstruktion der Funktion
Wir setzen tm :=
[
exp
(
1
2
m2 log q
)]
fu¨r m ∈ IN. (tm)m∈IN ist eine streng
monoton wachsende Folge natu¨rlicher Zahlen. Somit gilt mtm < mtm+1 <
(m + 1)tm+1 fu¨r alle m ∈ IN, und fu¨r jedes n ∈ IN trifft genau einer der
folgenden beiden Fa¨lle zu:1
Fall I: Es istmtm < n ≤ mtm+1 fu¨r einm ∈ IN. Wir ko¨nnen n dann eindeutig
als
n = mt+ l
mit t ∈ {tm, . . . , tm+1 − 1} und l ∈ {1, . . . ,m} schreiben.
Fall II: Es ist mtm+1 < n ≤ (m + 1)tm+1 fu¨r ein m ∈ IN0. Wir ko¨nnen n
dann eindeutig als
n = mtm+1 + s
mit s ∈ {1, . . . , tm+1} schreiben.
Setzen wir nun zn := q
l−1 im Fall I und zn := qm im Fall II, so ergibt sich
Pn(z) =

m−1∏
k=0
(z − qk)t
l−1∏
h=0
(z − qh) , im Fall I
m−1∏
k=0
(z − qk)tm+1(z − qm)s , im Fall II.
(1.30)
Setzen wir nun
µ :=
{
m− 1 , im Fall I
m , im Fall II
und
τj :=

t , 0 ≤ j ≤ l − 1
t− 1 , l ≤ j ≤ m− 1
}
im Fall I
tm+1 − 1 , 0 ≤ j ≤ m− 1
s− 1 , j = m
}
im Fall II,
1Im Folgenden ha¨ngen die Gro¨ßen m, t, l, s und somit auch µ, die τj und die aj,σ
offensichtlich von n ab. Wir wollen diese Abha¨ngigkeit aber nicht kenntlich machen.
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so ko¨nnen wir (1.30) als
Pn(z) =
µ∏
j=0
(z − qj)τj+1
schreiben. Aus (1.15) ergibt sich mittels des Residuensatzes dann fu¨r ganze
Funktionen f
An−1(f) =
µ∑
j=0
1
τj!
τj∑
σ=0
(
τj
σ
) dτj−σ
dzτj−σ
 µ∏
k=0
k 6=j
(ξ − qk)−τk−1


ξ=qj
f (σ)(qj)
=:
µ∑
j=0
τj∑
σ=0
aj,σf
(σ)(qj).
An−1 ist also eine Linearkombination der f (σ)(qj) mit rationalen Koeffizien-
ten, die von der gewa¨hlten Funktion f unabha¨ngig sind.
Wir setzen dn−1 := al−1,t 6= 0 im Fall I und dn−1 := am,s−1 6= 0 im Fall II.
Bemerkung
In [55] tritt an dieser Stelle ein Fehler in der Konstruktion von g auf. Im Fall
I wird dort dn−1 := am−1,τm−1 gesetzt. Es ist allerdings nicht q
m−1, sondern
ql−1 die n-te Interpolationsstelle. Also kommt bei dem Schritt von Bn−2 nach
Bn−1 nicht gm−1,τm−1 , sondern gl−1,t neu hinzu.
Wie wir in Abschnitt 1.6.1 ausgefu¨hrt haben, ko¨nnen wir induktiv eine Folge
(gj,σ) von ganzrationalen Zahlen so definieren, dass die Linearformen
Bn−1 :=
µ(n)∑
j=0
τj(n)∑
σ=0
aj,σgj,σ (1.31)
den Bedingungen
0 < |Bn−1| ≤ |dn−1| (1.32)
genu¨gen. Wir zeigen nun, dass
g(z) :=
∞∑
n=1
Bn−1Pn−1(z) (1.33)
eine ganze Funktion mit dem im Satz angegebenen Wachstum definiert.
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1.6.3 Ein Hilfssatz
Um den zweiten Punkt der in Abschnitt 1.6.1 formulierten Aufgabenstellung
in Angriff nehmen zu ko¨nnen, wollen wir zuna¨chst ein Lemma beweisen, auf
das wir bei unseren Abscha¨tzungen immer wieder zuru¨ckgreifen werden.
Lemma 1.11
Es seien m,m0 ∈ IN0, q ∈ IN \ {1}. Dann existiert eine Konstante c, die nur
von q abha¨ngt, so dass
m−1∏
k=0
(
qm0 + qk
)
<
{
cqmm0 ,m ≤ m0
cq
1
2
m0(m0+1)+
1
2
m(m−1) ,m > m0.
Beweis
Fu¨r m ≤ m0 ist
m−1∏
k=0
(
qm0 + qk
)
= qmm0
m−1∏
k=0
(
1 + qk−m0
)
< qmm0
∞∏
k=0
(
1 + q−k
)
und fu¨r m > m0 gilt
m−1∏
k=0
(
qm0 + qk
)
= q
1
2
m(m−1)
m0∏
k=0
(
qk + 1
) m−1∏
k=m0+1
(
qm0−k + 1
)
= q
1
2
m(m−1)+ 1
2
m0(m0+1)
m0∏
k=0
(
1 + q−k
)m−m0−1∏
k=1
(
q−k + 1
)
< q
1
2
m(m−1)+ 1
2
m0(m0+1)
∞∏
k=0
(
1 + q−k
)2
,
woraus die Behauptung sofort folgt.

1.6.4 Abscha¨tzungen
Bei den folgenden Abscha¨tzungen bezeichnet c immer eine positive, von m0
unabha¨ngige Konstante, die aber an unterschiedlichen Stellen des Beweises,
selbst innerhalb einer Ungleichungskette, verschiedene Werte haben kann.
Wir sparen uns so eine Indexierung der Konstanten.
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Abscha¨tzung von |dn−1|. Fu¨r l ∈ {0, . . . ,m} gilt∣∣∣∣∣∣∣
m−1∏
k=0
k 6=l
(
ql − qk)
∣∣∣∣∣∣∣ =
l−1∏
k=0
(
ql − qk) m−1∏
k=l+1
(
qk − ql)
= ql
2
l−1∏
k=0
(
1− qk−l) q 12m(m−1)− 12 l(l+1) m−1∏
k=l+1
(
1− ql−k)
> q
1
2
m(m−1)+ 1
2
l(l−1)
∞∏
k=1
(
1− q−k)2 .
Somit erhalten wir im Fall I
|dn−1| = 1
t!
∣∣∣∣∣∣∣
m−1∏
k=0
k 6=l−1
(ql−1 − qk)−t
l−2∏
h=0
(ql−1 − qh)−1
∣∣∣∣∣∣∣
≤ c
t
t!
q−t(
1
2
m(m−1)+ 1
2
(l−1)(l−2))−(l−1)2 ,
und in Fall II gilt
|dn−1| = 1
(s− 1)!
∣∣∣∣∣
m−1∏
k=0
(qm − qk)−tm+1
∣∣∣∣∣
≤ c
tm+1
(s− 1)!q
−m2tm+1 .
Abscha¨tzung von |Pn−1(z)| auf |z| ≤ r. Sei nun r ∈ IR+ groß. Wir defi-
nieren m0 := m0(r) durch q
m0−1 ≤ r < qm0 .
Im Fall I ergibt sich fu¨r m ≤ m0 aus Lemma 1.11
|Pn−1(z)| =
∣∣∣∣∣
m−1∏
k=0
(z − qk)t
l−2∏
h=0
(z − qh)
∣∣∣∣∣
≤
m−1∏
k=0
(qm0 + qk)t
l−2∏
h=0
(qm0 + qh)
≤ ctqmm0t+(l−1)m0 .
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Ist m > m0, so gilt fu¨r l ≤ m0 + 1
|Pn−1(z)| =
∣∣∣∣∣
m−1∏
k=0
(z − qk)t
l−2∏
h=0
(z − qh)
∣∣∣∣∣
≤
m−1∏
k=0
(qm0 + qk)t
l−2∏
h=0
(qm0 + qh)
≤ ctq( 12m0(m0+1)+ 12m(m−1))t+(l−1)m0
und fu¨r l > m0 + 1
|Pn−1(z)| =
∣∣∣∣∣
m−1∏
k=0
(z − qk)t
l−2∏
h=0
(z − qh)
∣∣∣∣∣
≤
m−1∏
k=0
(qm0 + qk)t
l−2∏
h=0
(qm0 + qh)
≤ ctq( 12m0(m0+1)+ 12m(m−1))t+ 12m0(m0+1)+ 12 l(l−1).
Im Fall II gilt fu¨r m ≤ m0
|Pn−1(z)| =
∣∣∣∣∣
m−1∏
k=0
(z − qk)tm+1(z − qm)s−1
∣∣∣∣∣
≤
m−1∏
k=0
(qm0 + qk)tm+1(qm0 + qm)s−1
≤ ctm+1qmm0tm+1(2qm0)s−1.
Fu¨r m > m0 ergibt sich
|Pn−1(z)| =
∣∣∣∣∣
m−1∏
k=0
(z − qk)tm+1(z − qm)s−1
∣∣∣∣∣
≤
m−1∏
k=0
(qm0 + qk)tm+1(qm0 + qm)s−1
≤ ctm+1q( 12m0(m0+1)+ 12m(m−1))tm+1(2qm)s−1.
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Jetzt haben wir alles beisammen, um |g(z)| auf |z| ≤ r abzuscha¨tzen. Es ist
|g(z)| ≤
∞∑
n=1
|Bn−1| |Pn−1(z)| ≤
∞∑
n=1
|dn−1| |Pn−1(z)|
=
∞∑
m=1
tm+1−1∑
t=tm
m∑
l=1
|al−1,t| |Pmt+l−1(z)|
+
∞∑
m=0
tm+1∑
s=1
|am,s−1|
∣∣Pmtm+1+s−1(z)∣∣
=
m0∑
m=1
tm+1−1∑
t=tm
m∑
l=1
|al−1,t| |Pmt+l−1(z)|
+
∞∑
m=m0+1
tm+1−1∑
t=tm
m∑
l=1
|al−1,t| |Pmt+l−1(z)|
+
m0∑
m=0
tm+1∑
s=1
|am,s−1|
∣∣Pmtm+1+s−1(z)∣∣
+
∞∑
m=m0+1
tm+1∑
s=1
|am,s−1|
∣∣Pmtm+1+s−1(z)∣∣
=: Σ1 + Σ2 + Σ3 + Σ4.
Abscha¨tzung von Σ1 +Σ2. Im Fall I gilt fu¨r m ≤ m0
|al−1,t| |Pmt+l−1(z)|
≤ c
t
t!
q−t(
1
2
m(m−1)+ 1
2
(l−1)(l−2))−(l−1)2+mm0t+(l−1)m0
=
ct
t!
qt(mm0−
1
2
m(m−1)− 1
2
(l−1)(l−2))−(l−1)2+(l−1)m0
≤ c
t
t!
q
m20
2
t+
m20
2
und somit
m∑
l=1
|al−1,t| |Pmt+l−1(z)| ≤ c
t
t!
q
m20
2
t+O(m20).
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Ist m > m0, so ist
m∑
l=1
|al−1,t| |Pmt+l−1(z)|
=
m0+1∑
l=1
|al−1,t| |Pmt+l−1(z)|+
m∑
l=m0+2
|al−1,t| |Pmt+l−1(z)|
≤
m0+1∑
l=1
ct
t!
q−t(
1
2
m(m−1)+ 1
2
(l−1)(l−2))−(l−1)2q(
1
2
m0(m0+1)+
1
2
m(m−1))t+(l−1)m0
+
m∑
l=m0+2
ct
t!
q(
1
2
m0(m0+1)− 12 (l−1)(l−2))t+ 12m0(m0+1)+ 12 l(l−1)−(l−1)2
≤ c
t
t!
q
1
2
m0(m0+1)t+O(m20).
Kombiniert man die obigen Abscha¨tzungen, so erha¨lt man
Σ1 + Σ2 =
∞∑
m=1
tm+1−1∑
t=tm
m∑
l=1
|al−1,t| |Pmt+l−1(z)|
≤
∞∑
t=t1
1
t!
q(
1
2
m20+O(m0))t+O(m20)
≤ exp
(
exp
(
1
2
m20 log q +O (m0)
))
.
Abscha¨tzung von Σ3. Im Fall II gilt fu¨r m ≤ m0
|am,s−1|
∣∣Pmtm+1+s−1(z)∣∣
≤ c
tm+1
(s− 1)!q
−m2tm+1+mm0tm+1(2qm0)s−1
≤ c
tm+1
(s− 1)!q
1
4
m20tm+1(2qm0)s−1,
womit sich sofort
Σ3 ≤ (ctm0+1)tm0+1
ergibt.
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Abscha¨tzung von Σ4. Fu¨r m > m0 haben wir
|am,s−1|
∣∣Pmtm+1+s−1(z)∣∣
≤ c
tm+1
(s− 1)!q
( 12m0(m0+1)− 12m(m+1))tm+1(2qm)s−1.
Also folgt mit dem Mittelwertsatz
Σ4 =
∞∑
m=m0+1
tm+1∑
s=1
|am,s−1|
∣∣Pmtm+1+s−1(z)∣∣
≤
∞∑
m=m0+1
ctm+1q(
1
2
m0(m0+1)− 12m(m+1))tm+1 exp (2qm)
≤
∞∑
m=m0+1
(
cq−m0(m−m0)
)tm+1
,
wobei wir in der letzten Ungleichung exp(2qm) < etm fu¨r alle großenm ausge-
nutzt haben. Ist m0 genu¨gend groß, so ist cq
−m0 < 1/2 und somit Σ4 = O (1)
bei m0 →∞.
Die Abscha¨tzungen fu¨r Σ1,Σ2,Σ3 und Σ4 ergeben
|g|r ≤ (ctm0+1)tm0+1 .
Beru¨cksichtigt man noch m0 =
log r
log q
+O (1) und die Definition von tm0+1, so
erha¨lt man
log log |g|r ≤
log2 r
2 log q
+O (log r) .
Also ist g eine ganze Funktion mit ρ2(g) ≤ 12 log q .
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Kapitel 2
Der additive Fall
2.1 Definitionen und Ergebnisse
Fridman untersuchte 1968 in [18] ganze Funktionen, die mit sa¨mtlichen
Ableitungen an allen nicht-negativen ganzrationalen Zahlen ganzrationale
Werte annehmen. Er zeigte
Satz 2.1 (Fridman, 1968)
Fu¨r jede ganztranszendente Funktion f mit f (σ)(n) ∈ Z fu¨r alle σ, n ∈ IN0
gilt
A(f) := lim
r→∞
log+ log+ |f |r
r
≥ log(1 + e−1) ≈ 0, 31.
Bemerkung
Fridman hat außerdem gezeigt, dass eine ganztranszendente Funktion f mit
f (σ)(n) ∈ Z fu¨r alle σ, n ∈ IN0 und A(f) ≤ pi existiert.
Wir werden in diesem Kapitel dieses Ergebnis verbessern und genau wie im
multiplikativen Fall zeigen, dass man die arithmetischen Voraussetzungen
abschwa¨chen kann.
Dazu wollen wir wieder einige Bezeichnungen einfu¨hren. Es sei f eine ganze
Funktion. Dann setzen wir fu¨r κ ∈ IR+
Aκ(f) := lim
r→∞
log+ log+ |f |r
rκ
.
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A1(f) ist also das A(f) bei Fridman in [18]. Wir notieren die folgenden
einfachen Eigenschaften von Aκ(f).
Lemma 2.2
Es sei P eine Polynomfunktion, und f, g seien ganze Funktionen. Dann gilt
fu¨r jedes κ ∈ IR+
(i) Aκ(P ) = 0,
(ii) Aκ(f + g) ≤ max {Aκ(f), Aκ(g)},
(iii) Aκ(fg) ≤ max {Aκ(f), Aκ(g)}.
Beweis
Der Beweis sei wieder dem Leser u¨berlassen.

Bemerkung
In diesem und im na¨chsten Kapitel gibt es viele Analogien zum multipli-
kativen Fall. So gilt fu¨r die Gro¨ßen λ0(f), λZ(f), . . ., die wir im Folgenden
definieren werden, und ihre Entsprechungen im imagina¨r-quadratischen Fall
offensichtlich eine zu Lemma 1.4 analoge Aussage. Auch viele Bemerkun-
gen, die wir zu den Sa¨tzen im multiplikativen Fall gemacht haben, ko¨nnen
in offensichtlich angepasster Form u¨bernommen werden. Um Redundanz zu
vermeiden, werden wir uns daher in diesem und im na¨chsten Kapitel an den
entsprechenden Stellen kurz fassen und lediglich auf die Unterschiede zum
multiplikativen Fall aufmerksam machen.
Wir wollen zuerst wieder einen Eindeutigkeitssatz herleiten, den wir zum
Beweis unseres Ganzwertigkeitsresultats beno¨tigen. Dazu setzen wir
λ0(f) := lim
n→∞
log+ log+ ord0(f, n)
log n
.
Fu¨r λ ∈ IR+ setzen wir
τ0(f ;λ) := lim
n→∞
log+ ord0(f, n)
nλ
.
Weiter sei τ0(f) := τ0(f ;λ0(f)), falls λ0(f) ∈ IR+ ist. Nun gilt der folgende
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Satz 2.3
Es sei λ ∈ IR+.
(i) Fu¨r jede ganze, nicht konstante Funktion f mit λ0(f) ≥ λ gilt
Aλ(f) ≥ τ0(f ;λ).
(ii) Zu jedem τ ∈ IR+ existiert eine ganztranszendente Funktion g mit
λ0(g) = λ, τ0(g) = τ und Aλ(g) ≤ τeλ−1/λ.
Bemerkung
Teil (ii) zeigt, dass (i) fu¨r λ = 1 bestmo¨glich ist. Fu¨r beliebiges λ ∈ IR+ sehen
wir lediglich, dass unter den Voraussetzungen von (i) im Allgemeinen nicht
Aλ(f) = +∞ gefolgert werden kann.
Um die Ganzwertigkeitseigenschaften der Funktionen zu beschreiben, die wir
im Folgenden untersuchen wollen, setzen wir
λZ(f) := lim
n→∞
log+ log+ ordZ(f, n)
log n
.
Weiter definieren wir fu¨r λ ∈ IR+
τZ(f ;λ) := lim
n→∞
log+ ordZ(f, n)
nλ
und τZ(f) := τZ(f ;λZ(f)), falls λZ(f) ∈ IR+ ist.
Nun gilt der folgende
Satz 2.4
Es sei λ ∈]0, 1],τ ∈ IR+ und f eine ganztranszendente Funktion mit
τZ(f ;λ) ≥ τ . Dann gilt:
(i) Ist λ < 1, so ist Aλ(f) ≥ τ .
(ii) Ist λ = 1, so ist A1(f) ≥ ττ+log 2 log 2.
Insbesondere ist A1(f) ≥ log 2, falls τZ(f ; 1) = +∞ ist.
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Bemerkungen
(i) Im Gegensatz zum multiplikativen Fall ko¨nnen wir hier fu¨r kein λ zei-
gen, dass das vorstehende Resultat bestmo¨glich ist.
(ii) Der Zusatz in (ii) verscha¨rft Satz 2.1 in zweierlei Weise, da zum einen
die arithmetischen Voraussetzungen an f abgeschwa¨cht und zum ande-
ren die Unterschranke fu¨r A1(f) vergro¨ßert wird.
Wie bereits zuvor erwa¨hnt wurde, hat Fridman gezeigt, dass man die Un-
terschranke log 2 nicht durch eine Konstante ersetzen kann, die gro¨ßer als pi
ist. Wir ko¨nnen diese Oberschranke ein bisschen verbessern, denn es gilt
Satz 2.5
Es existiert eine ganztranszendente Funktion g mit g(σ)(Z) ⊂ Z fu¨r alle σ ∈
IN0 und A1(g) < 2, 638.
Die Methode, mit der dieser Satz in Abschnitt 2.4 bewiesen wird, ist die-
selbe wie die, die wir in Abschnitt 1.6 benutzt haben. Versuche, mit dieser
Methode eine Funktion g zu konstruieren, bei der statt g(σ)(Z) ⊂ Z ledig-
lich g(σ)(IN0) ⊂ Z fu¨r alle σ ∈ IN0 sichergestellt ist, scheitern immer daran,
dass die konstruierten Reihen nicht fu¨r alle z ∈ C konvergieren. Der na¨chste
Satz zeigt aber, dass man mit einer Konstruktion, wie wir sie in Abschnitt 2.4
durchfu¨hren, niemals zeigen kann, dass der Zusatz in Satz 2.4 (ii) bestmo¨glich
ist.
Satz 2.6
Fu¨r jede ganztranszendente Funktion f mit f (σ)(Z) ⊂ Z fu¨r alle σ ∈ IN0 gilt
A1(f) ≥ log
(
3 +
√
5
2
)
≈ 0, 96.
Bemerkung
Po´lya [38] hat gezeigt, dass fu¨r ganztranszendente Funktionen f mit f(Z) ⊂
Z
lim
r→∞
log |f |r
r
≥ log
(
3 +
√
5
2
)
gilt.
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2.2 Beweis von Satz 2.3
2.2.1 Beweis des Teils (i)
Die Behauptung folgt aus
Satz 2.7 (Carlemansche Formel)
Es sei f eine auf Re(z) ≥ 0 holomorphe Funktion. Es sei ρ ∈ IR+ so
gewa¨hlt, dass f auf dem Halbkreis |z| = ρ in Re(z) ≥ 0 keine Nullstelle hat.
zn = rne
iθn , n = 1, 2, 3, . . . seien die Nullstellen von f in Re(z) ≥ 0, welche
betraglich gro¨ßer als ρ sind, wobei jede gema¨ß ihrer Vielfachheit aufgefu¨hrt
sei. Setzt man
Σ(f,R) :=
∑
zn
rn<R
(
1
rn
− rn
R2
)
cos θn,
I(f,R) :=
1
2pi
∫ R
ρ
(
1
t2
− 1
R2
)
log |f(it)f(−it)| dt,
J(f,R) :=
1
piR
∫ pi/2
−pi/2
log
∣∣f(Reiθ)∣∣ cos θ dθ,
so gilt
Σ(f,R) = I(f,R) + J(f,R) +O (1) , (2.1)
wobei O (1) eine Funktion von ρ und R bezeichnet, welche fu¨r festes ρ bei
R→∞ beschra¨nkt ist.
Beweis
Diesen Satz ist in der Theorie der ganzen Funktionen wohlbekannt. Man
findet ihn z.B. in den Monographien von Boas [10] oder Levin [33].

Es seien λ, τ ∈ IR+, und f sei eine ganze Funktion mit τ0(f ;λ) ≥ τ . Dann
gibt es zu jedem ε > 0 ein N0 := N0(ε), so dass fu¨r alle n ≥ N0
ord0(f, n) ≥ exp
(
(τ − ε)nλ) (2.2)
ist. Wir nehmen an, dass mit einem γ < τ
log |f |r ≤ exp
(
γrλ
)
(2.3)
fu¨r alle genu¨gend großen r ∈ IR+ gilt.
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Wir fixieren ρ ∈ IR+ so, dass es den Voraussetzungen in der Carlemanschen
Formel genu¨gt.
Es sei R ∈ IR+ groß, insbesondere gro¨ßer als N0 und ρ.
Dann ist wegen (2.2)
Σ(f,R) ≥
[R]∑
n=N0
exp
(
(τ − ε)nλ)( 1
n
− n
R2
)
≥ exp ((τ − 2ε)Rλ) .
Andererseits folgt aus (2.3)
I(f,R) ≤ exp (γRλ +O (1))
und
J(f,R) ≤ exp (γRλ)
fu¨r alle großen R. Wenn f nicht identisch verschwindet, so folgt aus (2.1)
exp
(
Rλ(τ − 2ε− γ)) = O (1) bei R→∞.
Dies ist aber offensichtlich ein Widerspruch zu γ < τ , falls ε genu¨gend klein
gewa¨hlt wird. Also muss f identisch verschwinden.
2.2.2 Beweis von Teil (ii)
Wir betrachten die durch das unendliche Produkt
∞∏
n=1
(1− z
n
)
exp
[τnλ]∑
j=1
1
j
( z
n
)j

[
eτn
λ
]
definierte Funktion g(z).
Zu jedem r ∈ IR+ existiert genau ein m := m(r) ∈ IN, so dass m−1 < r ≤ m
ist. Wir scha¨tzen jetzt |g|r fu¨r große r ab.
Es sei |z| ≤ r.
Fu¨r 1 ≤ n ≤ m ist
(
1 +
m
n
)
exp
[τnλ]∑
j=1
1
j
(m
n
)j ≤ (m+ 1) exp([τnλ] (m
n
)[τnλ])
.
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Somit haben wir
m∏
n=1
∣∣∣∣∣∣∣
(
1− z
n
)
exp
[τnλ]∑
j=1
1
j
( z
n
)j
∣∣∣∣∣∣∣
[
eτn
λ
]
≤ exp
(
m∑
n=1
exp(τnλ(1 + logm− log n) +O (logm))
)
.
Die Funktion einer reellen Vera¨nderlichen h(x) := xλ(1+logm−log x) nimmt
ihr Maximum auf IR+ in x = m · exp(1 − 1/λ) =: m · α(λ) an und ist auf
]0, α(λ)m[ streng monoton wachsend und auf x > α(λ)m streng monoton
fallend. Wir erhalten also fu¨r λ ≤ 1
log
m∏
n=1
∣∣∣∣∣∣∣
(
1− z
n
)
exp
[τnλ]∑
j=1
1
j
( z
n
)j
∣∣∣∣∣∣∣
[
eτn
λ
]
≤ exp
(τ
λ
eλ−1mλ +O (logm)
)
und fu¨r λ > 1
log
m∏
n=1
∣∣∣∣∣∣∣
(
1− z
n
)
exp
[τnλ]∑
j=1
1
j
( z
n
)j
∣∣∣∣∣∣∣
[
eτn
λ
]
≤ exp (τmλ +O (logm)) .
Fu¨r n > m gilt |z/n| < 1, und wir haben
log
(
1− z
n
)
= −
∞∑
j=1
1
j
( z
n
)j
und
∞∑
j=[τnλ]+1
1
j
(m
n
)j
≤
(m
n
)[τnλ]+1 ∞∑
j=0
(
m
m+ 1
)j
= (m+ 1)
(m
n
)[τnλ]+1
.
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Hieraus ergibt sich fu¨r n > m
log
∣∣∣∣∣∣∣
(
1− z
n
)
exp
[τnλ]∑
j=1
1
j
( z
n
)j
∣∣∣∣∣∣∣
[
eτn
λ
]
≤ exp (τnλ) ∞∑
j=[τnλ]+1
1
j
(m
n
)j
≤ exp (τnλ(1 + logm− log n) +O (logm))
= exp (τh(n) +O (logm)) .
Die Funktion h hat eine Nullstelle in x = em. Ist n ≥ 2em, so ist h(n) =
nλ(1 + logm− log n) ≤ − log 2 · nλ. Wir erhalten also
log
∞∏
n=[2em]+1
∣∣∣∣∣∣∣
(
1− z
n
)
exp
[τnλ]∑
j=1
1
j
( z
n
)j
∣∣∣∣∣∣∣
[
eτn
λ
]
≤ exp (O (logm))
∞∑
n=0
exp
(−τ log 2 · nλ) = exp (O (logm)) .
Hierbei haben wir die Tatsache ausgenutzt, dass die Potenzreihe
∑∞
n=0 z
[nλ]
den Konvergenzradius 1 hat.
Wir mu¨ssen schließlich noch
[2em]∏
n=m+1
∣∣∣∣∣∣∣
(
1− z
n
)
exp
[τnλ]∑
j=1
1
j
( z
n
)j
∣∣∣∣∣∣∣
[
eτn
λ
]
abscha¨tzen.
Da auch hier n > m gilt, ergibt sich wie zuvor
log
[2em]∏
n=m+1
∣∣∣∣∣∣∣
(
1− z
n
)
exp
[τnλ]∑
j=1
1
j
( z
n
)j
∣∣∣∣∣∣∣
[
eτn
λ
]
≤ (2e− 1)m max
m<n≤[2em]
exp (τh(n) +O (logm))
≤
{
exp (τh(m) +O (logm)) , falls λ ≤ 1
exp (τh(α(λ)m) +O (logm)) , falls λ > 1.
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Aus den vorstehenden Abscha¨tzungen ergibt sich nun Aλ(g) ≤ τeλ−1/λ.
λ0(g) = λ und τ0(g) = τ sind nach Konstruktion klar. Da g offensichtlich
nicht die Nullfunktion ist, muss g eine transzendente Funktion sein.
2.3 Beweis von Satz 2.4
Es sei λ ∈]0, 1], τ ∈ IR+ und f eine ganze Funktion mit τZ(f ;λ) ≥ τ und
Aλ(f) <
{
τ, falls λ < 1
log 2
τ+log 2
τ, falls λ = 1.
Wir zeigen, dass f unter diesen Voraussetzungen keine ganztranszendente
Funktion sein kann.
Zu jedem ε > 0 gibt es ein N0 := N0(ε), so dass fu¨r alle n ≥ N0
ordZ(f, n) ≥ exp
(
(τ − ε)nλ) (2.4)
gilt.
Aus der Voraussetzung an Aλ(f) ergibt sich, dass
log |f |r ≤ exp
(
γrλ
)
(2.5)
fu¨r alle genu¨gend großen r ∈ IR+ mit einem γ ∈ IR+ gilt, das
γ <
{
τ, falls λ < 1
log 2
τ+log 2
τ, falls λ = 1
genu¨gt. Es sei ε > 0 so klein, dass sogar
γ <
{
τ − ε, falls λ < 1
log 2
τ+log 2
(τ − ε), falls λ = 1 (2.6)
gilt.
Es sei N stets hinreichend groß gewa¨hlt.
Wir setzen nun Sn :=
[
e(τ−ε)n
λ
]
fu¨r n ∈ IN, H := [SN log2N] + 1 und
K :=
[
N
logN
]
+ 1.
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T, θ ∈ IR>1 sind Parameter, an die wir im Verlauf des Beweises Bedingungen
stellen werden und die wir dann am Ende des Beweises fu¨r λ < 1 und λ = 1
gesondert festsetzen werden.
1. Schritt: Es existieren ah,k ∈ Z, (h = 0, . . . , H − 1; k = 0, . . . , K − 1), mit
0 < max
h,k
|ah,k| ≤ exp
(
SN · O
(
N
logN
))
,
so dass die ganze Funktion
F (z) :=
H−1∑
h=0
K−1∑
k=0
ah,kz
hf(z)k
fu¨r alle n ∈ {N, . . . , [TN ]} der Bedingung
ord0(F, n) ≥ SN
genu¨gt.
Wir betrachten das lineare Gleichungssystem
0 = F (σ)(n) =
H−1∑
h=0
K−1∑
k=0
ah,k
∑
κ∈INk+10
|κ|=σ
σ!
(
h
κk+1
)
nh−κk+1
k∏
j=1
f (κj)(n)
κj!
fu¨r n = N, . . . , [TN ] und σ = 0, . . . , SN − 1. Dies sind SN([TN ] − N + 1)
Gleichungen in den HK ≥ SNN logN Unbekannten ah,k. Ist γT λ < τ − ε,
so ist log |f |TN ≤ SN und fu¨r obige n und σ gilt
∣∣f (σ)(n)∣∣ =
∣∣∣∣∣∣∣
σ!
2pii
∫
|ξ|=n+1
f(ξ)
(ξ − n)σ+1
∣∣∣∣∣∣∣ ≤ σ! exp (SN +O (logN)) .
Hieraus ergibt sich fu¨r die Koeffizienten des obigen Gleichungssystems∣∣∣∣∣∣∣∣
∑
κ∈INk+10
|κ|=σ
σ!
(
h
κk+1
)
nh−κk+1
k∏
j=1
f (κj)(n)
κj!
∣∣∣∣∣∣∣∣
≤ σ!2σ+K+H exp (H logN +KSN +O (N))
≤ exp (SN · O (N)) .
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und die Behauptung folgt aus dem Siegelschen Lemma, da der Siegel–
Exponent von der Gro¨ßenordnung O ((logN)−1) ist.
2. Schritt: Fu¨r alle M ≥ N und S ∈ {SM−1, . . . , SM} gilt
∀m ∈ {M, . . . , [TM ]} : ord0(F,m) ≥ S. (IM,S)
Wir zeigen dies durch Induktion. Der 1. Schritt liefert uns die Induktionsver-
ankerung (IN,SN ).
Es sei (IM,S) bereits gezeigt.
Wir zeigen nun:
1.) Ist SM−1 ≤ S < SM , so gilt: (IM,S) =⇒ (IM,S+1).
2.) Ist S = SM , so gilt: (IM,S) =⇒ (IM+1,S).
Zu 1.): Es ist SM−1 ≤ S < SM .
Wir wollen F (S)(m) = 0 fu¨r m ∈ {M, . . . , [TM ]} zeigen. Dies erledigen wir
wieder, indem wir zeigen, dass
∣∣F (S)(m)∣∣ < 1 ist. Im Beweis des multiplika-
tiven Analogons haben wir dazu |F |r fu¨r einen geeigneten Radius r mittels
des Schwarzschen Lemmas abgescha¨tzt. Im Prinzip ko¨nnten wir diese Vor-
gehensweise hier kopieren. Wir wu¨rden aber eine schlechtere Unterschranke
fu¨r Aλ(f) bei ganztranszendentem f erhalten. Deshalb werden wir nun nicht
|F |r, sondern
∣∣F (S)(m)∣∣ direkt abscha¨tzen. Dazu beno¨tigen wir eine geeignete
Darstellung von F (S)(m), die wir aus dem Residuensatz erhalten.
Nach dem Residuensatz und (IM,S) gilt fu¨r m ∈ {M, . . . , [TM ]}
F (S)(m) =
S!
2pii
[TM ]∏
µ=M
µ 6=m
(m− µ)S
∫
|ξ|=θTM
F (ξ)dξ
[TM ]∏
µ=M
(ξ − µ)S(ξ −m)
.
Wegen der Funktionalgleichung
Γ(z + 1) = zΓ(z) (2.7)
der Γ–Funktion haben wir auf |ξ| = θTM∣∣∣∣∣∣
[TM ]∏
µ=M
(ξ − µ)
∣∣∣∣∣∣ ≥
[TM ]∏
µ=M
Γ(θTM − µ+ 1)
Γ(θTM − µ) =
Γ(θTM −M + 1)
Γ(θTM − [TM ]) .
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Andererseits haben wir∣∣∣∣∣∣∣
[TM ]∏
µ=M
µ6=m
(m− µ)
∣∣∣∣∣∣∣ = (m−M)!([TM ]−m)! ≤ ([TM ]−M)!.
Aus der Stirlingschen Formel folgt
log
(
([TM ]−M)!Γ(θTM − [TM ])
Γ(θTM −M + 1)
)
= h(θ, T )M +O (logM) ,
wenn wir
h(θ, T ) := (T − 1) log(T − 1) + (θ− 1)T log((θ− 1)T )− (θT − 1) log(θT − 1)
setzen.
Ist γT λθλ < τ − ε, so ist log |f |θTM ≤ exp
(
γT λθλMλ
) ≤ SM−1, falls nur N
hinreichend groß gewa¨hlt worden ist, und somit gilt
|F |θTM ≤ HKmax |ah,k| (θTM)H(|f |θTM + 1)K
= exp
(
S · O
(
M
logM
))
.
Wenden wir auf die obige Integraldarstellung von F (S)(m) die Standard-
abscha¨tzung an, so erhalten wir schließlich∣∣F (S)(m)∣∣ ≤ S! |F |θTM exp (S (h(θ, T )M +O (logM)))
≤ exp
(
S
(
(τ − ε)Mλ + h(θ, T )M +O
(
M
logM
)))
.
Kann man nun unter Beru¨cksichtigung der u¨brigen an T und θ gestellten
Bedingungen T und θ so wa¨hlen, dass h(θ, T ) < 0 im Fall λ < 1 und τ −
ε+ h(θ, T ) < 0 fu¨r λ = 1 gilt, so ist
∣∣F (σ)(m)∣∣ < 1, falls N hinreichend groß
gewa¨hlt wurde, und somit F (σ)(m) = 0, da F (σ)(m) ∈ Z ist. Die Wahl der
Parameter erfolgt in Schritt 4.
Zu 2.): Es ist S = SM . Wir zeigen nun, dass (IM+1,S) aus (IM,S) folgt. Dies
geht aber weitgehend analog zu dem vorstehendem Beweis. Wir fassen uns
deshalb kurz.
Es sei m ∈ {[TM ] + 1, . . . , [T (M + 1)]} und 0 ≤ σ ≤ S − 1. Ohne Ein-
schra¨nkung ko¨nnen wir annehmen, dass σ die kleinste Zahl in {0, . . . , S − 1}
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ist, fu¨r die wir noch nicht gezeigt haben, dass F (σ)(m) = 0 ist, d.h. es gilt
F (t)(m) = 0 fu¨r t = 0, . . . , σ − 1. Dann erhalten wir wieder aus dem Residu-
ensatz und (IM,S)
F (σ)(m) =
σ!
2pii
[TM ]∏
µ=M
(m− µ)S
∫
|ξ|=Tθ(M+1)
F (ξ)dξ
[TM ]∏
µ=M
(ξ − µ)S(ξ −m)σ+1
.
Es ist auf |ξ| = Tθ(M + 1)∣∣∣∣∣∣
[TM ]∏
µ=M
(ξ − µ)
∣∣∣∣∣∣ ≥ Γ(θT (M + 1)−M + 1)Γ(θT (M + 1)− [TM ])
und
[TM ]∏
µ=M
(m− µ) ≤ ([T (M + 1)]−M)!.
F (σ)(m) = 0 folgt nun genau wie zuvor, indem man mittels Stirlingscher
Formel und Standardabscha¨tzung aus obiger Integraldarstellung
∣∣F (σ)(m)∣∣ <
1 herleitet. Insbesondere ergeben sich dieselben Bedingungen an T und θ.
3. Schritt: Es ist F ≡ 0. Somit ist f eine algebraische Funktion.
Dies folgt sofort aus dem Teil (i) von Satz 2.3. Denn nach Lemma 2.2, (2.5)
und der Konstruktion von F gilt Aλ(F ) ≤ γ < τ−ε. Andererseits ergibt sich
aus dem 2. Schritt λ0(F ) ≥ λ und τ0(F ;λ) ≥ τ − ε. Somit ist F nach dem
Eindeutigkeitssatz konstant.
4. Schritt: Wahl der Parameter T und θ.
zu (i): λ < 1
Wir suchen T, θ > 1, so dass
γT λθλ < τ − ε und h(θ, T ) < 0
ist. Setzt man nun θ := T := 1 + δ mit einem von γ, τ und λ abha¨ngigen
δ ∈ IR+, so ist beides offensichtlich wegen (2.6) erfu¨llt.
zu (ii): λ = 1
Wir suchen T, θ > 1, so dass
γTθ < τ − ε und τ − ε+ h(θ, T ) < 0
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ist.
Dazu maximieren wir diesmal die Funktion
g(θ, T ) :=
1
θT
unter der Nebenbedingung h(θ, T ) + τ = 0. Mittels der Lagrangeschen
Multiplikatorenregel erha¨lt man
T = 1 +
τ
2 log 2
und θ = 1 +
T − 1
T
.
Wegen (2.6) gilt nun
γ <
τ − ε
τ + log 2
log 2 =
τ − ε
θT
,
und außerdem ist h(θ, T ) + τ − ε = −ε < 0.
2.4 Beweis von Satz 2.5
2.4.1 Konstruktion einer geeigneten Funktion
Der Beweis dieses Satzes verla¨uft nach dem in Abschnitt 1.6.1 beschriebenen
Beweisprinzip. Wir mu¨ssen also zuna¨chst eine geeignete Interpolationsstel-
lenfolge definieren.
Wir setzen tm := [exp (2 log 2 ·m)] fu¨r m ∈ IN. Somit ist (tm)m∈IN eine streng
monoton wachsende Folge natu¨rlicher Zahlen. Also gilt mtm < mtm+1 <
(m + 1)tm+1 fu¨r alle m ∈ IN, und fu¨r jedes n ∈ IN trifft genau einer der
folgenden beiden Fa¨lle zu:1
Fall I: Es istmtm < n ≤ mtm+1 fu¨r einm ∈ IN. Wir ko¨nnen n dann eindeutig
in der Form
n = mt+ l
mit t ∈ {tm, . . . , tm+1 − 1} und l ∈ {1, . . . ,m} schreiben.
1Im Folgenden ha¨ngen die Gro¨ßen m, t, l, s offensichtlich von n ab. Wir wollen diese
Abha¨ngigkeit aber nicht kenntlich machen.
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Fall II: Es ist mtm+1 < n ≤ (m + 1)tm+1 fu¨r ein m ∈ IN0. Wir ko¨nnen n
dann eindeutig in der Form
n = mtm+1 + s
mit s ∈ {1, . . . , tm+1} schreiben.
Setzen wir nun z2n−1 := l − 1 und z2n := −(l − 1) im Fall I und z2n−1 := m
und z2n := −m im Fall II, so ergibt sich
P2n−1(z) =

m−1∏
k=0
(z2 − k2)t
l−2∏
h=0
(z2 − h2)(z − (l − 1)) , im Fall I
m−1∏
k=0
(z2 − k2)tm+1(z2 −m2)s−1(z −m) , im Fall II
(2.8)
und
P2n(z) =

m−1∏
k=0
(z2 − k2)t
l−1∏
h=0
(z2 − h2) , im Fall I
m−1∏
k=0
(z2 − k2)tm+1(z2 −m2)s , im Fall II.
(2.9)
Es sei mit τk(n) + 1 die Nullstellenordnung des Polynoms Pn(z) an z = k
bezeichnet.
Aus der Definition der Interpolationskoeffizienten (vgl. (1.15)) bezu¨glich der
vorstehend definierten Interpolationsstellenfolge ergibt sich wieder, dass fu¨r
eine ganze Funktion f die Interpolationskoeffizienten A2n−2 und A2n−1 Li-
nearkombinationen in gewissen f (σ)(j) mit rationalen von f unabha¨ngigen
Koeffizienten sind. D.h. wir haben im Fall I
A2n−2 =
1
2pii
∫
|ξ|=rn
f(ξ)dξ
m−1∏
k=0
(ξ2 − k2)t
l−2∏
h=0
(ξ2 − h2)(ξ − (l − 1))
=
m−1∑
j=−(m−1)
µ6=l−1
τj(2n−1)∑
σ=0
aj,σ(2n− 2)f (σ)(j) +
τl−1(2n−1)∑
σ=0
al−1,σ(2n− 2)f (σ)(l − 1)
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und
A2n−1 =
1
2pii
∫
|ξ|=rn
f(ξ)dξ
m−1∏
k=0
(ξ2 − k2)t
l−1∏
h=0
(ξ2 − h2)
=
m−1∑
j=−(m−1)
µ6=−(l−1)
τj(2n)∑
σ=0
aj,σ(2n− 1)f (σ)(j) +
τ−l+1(2n)∑
σ=0
a−l+1,σ(2n− 1)f (σ)(−l + 1)
mit gewissen rationalen aj,σ(2n−2) und aj,σ(2n−1). Und im Fall II erhalten
wir
A2n−2 =
1
2pii
∫
|ξ|=rn
f(ξ)dξ
m−1∏
k=0
(ξ2 − k2)tm+1(ξ2 −m2)s−1(ξ −m)
=
m−1∑
j=−m
τj(2n−1)∑
σ=0
aj,σ(2n− 2)f (σ)(j) +
s−1∑
σ=0
am,σ(2n− 2)f (σ)(m)
und
A2n−1 =
1
2pii
∫
|ξ|=rn
f(ξ)dξ
m−1∏
k=0
(ξ2 − k2)tm+1(ξ2 −m2)s
=
m∑
j=−m+1
τj(2n)∑
σ=0
aj,σ(2n− 1)f (σ)(j) +
s−1∑
σ=0
a−m,σ(2n− 2)f (σ)(−m).
Wir setzen im Fall I
d2n−2 :=
{
a0,2t(2n− 2), falls l = 1
al−1,t(2n− 2), falls l 6= 1
=

1
(2t)!
∏m−1
k=1 (k
2)−t = 1
(2t)!
((m− 1)!)−2t, falls l = 1
1
t!
m−1∏
k=0
k 6=l−1
((l − 1)2 − k2)−t
l−2∏
h=0
((l − 1)2 − h2)−1(2(l − 1))−t, falls l 6= 1
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und
d2n−1 :=
{
a0,2t+1(2n− 1), falls l = 1
a−l+1,t(2n− 1), falls l 6= 1
=

1
(2t+1)!
∏m−1
k=1 (k
2)−t = 1
(2t)!
((m− 1)!)−2t, falls l = 1
1
t!
m−1∏
k=0
k 6=−l+1
((l − 1)2 − k2)−t
l−2∏
h=0
((l − 1)2 − h2)−1(−2(l − 1))−t−1, falls l 6= 1.
Im Fall II setzen wir
d2n−2 := am,s−1(2n− 2)
=
1
(s− 1)!
m−1∏
k=0
(m2 − k2)−tm+1(2m)−s+1
und
d2n−1 := a−m,s−1(2n− 1)
=
1
(s− 1)!
m−1∏
k=0
(m2 − k2)−tm+1(−2m)−s.
Nun ko¨nnen wir wieder, wie in Abschnitt 1.6.1 beschrieben, induktiv eine
Folge (gj,σ) definieren, so dass die Linearformen
Bn−1 :=
µ(n)∑
j=0
τj(n)∑
σ=0
aj,σ(n− 1)gj,σ, (2.10)
fu¨r alle n ∈ IN der Bedingung
0 < |Bn−1| ≤ |dn−1| (2.11)
genu¨gen.
Wir werden im Folgenden zeigen, dass durch
g(z) :=
∞∑
n=1
Bn−1Pn−1(z) (2.12)
eine ganze Funktion mit dem im Satz angegebenen Wachstumsverhalten de-
finiert wird.
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2.4.2 Ein Hilfssatz
Ziel dieses Abschnitts ist es Ausdru¨cke der Form
∏m−1
k=0 (m
2
0+k
2) mit m,m0 ∈
IN mo¨glichst gut abzuscha¨tzen. Es gilt das folgende
Lemma 2.8
Sind m,m0 ∈ IN, so ist
log
m−1∏
k=0
(m20 + k
2) = h(m;m0) +O (log(m+m0)) , (2.13)
wobei
h(m;m0) := m log(m
2 +m20)− 2m0 arctan
(m0
m
)
− 2m+ pim0
gesetzt ist.
Beweis
Aus der Funktionalgleichung (2.7) der Γ–Funktion folgt
m−1∏
k=0
(m20 + k
2) =
m−1∏
k=0
(k − im0)(k + im0)
=
m−1∏
k=0
Γ(k + 1− im0)
Γ(k − im0)
Γ(k + 1 + im0)
Γ(k + im0)
=
Γ(m− im0)
Γ(−im0)
Γ(m+ im0)
Γ(im0)
.
(2.14)
Nach der Stirlingschen Formel gilt bekanntermaßen fu¨r |arg(z)| ≤ pi − δ
bei festem δ > 0
log Γ(z) =
(
z − 1
2
)
log z − z + log
√
2pi +O
(
1
|z|
)
,
wobei die Konstante im O
(
1
|z|
)
-Ausdruck nur von δ abha¨ngt.
Hiermit ergibt sich
|Γ(z)| = exp (Re(z log z − z) +O (log |z|)) .
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Wegen
Re(z log z) = Re(z) log |z| − Im(z)arg(z)
haben wir also
|Γ(z)Γ(z)| = exp (2Re(z) log |z| − 2Im(z)arg(z)− 2Re(z) +O (log |z|)) ,
woraus sich mit (2.14) dann (2.13) ergibt.

2.4.3 Abscha¨tzungen
Abscha¨tzung von |d2n−2| und |d2n−1|. Im Fall I gilt fu¨r l 6= 1
|d2n−2| = 1
t!
∣∣∣∣∣∣∣
m−1∏
k=0
k 6=l−1
((l − 1)2 − k2)−t
l−2∏
h=0
((l − 1)2 − h2)−1(2(l − 1))−t
∣∣∣∣∣∣∣
=
1
t!
(
4(l − 1)
(m− l)!(m+ l − 2)!
)t
1
(2l − 3)!(l − 1)
≤ 1
t!
(
4(l − 1)
(m− 1)!(m− 1)!
)t
1
(2l − 3)!(l − 1)
=
1
t!
exp (t (−2m logm+ 2m+O (logm))) ,
wobei wir
(
2(m−1)
m−l
) ≤ (2(m−1)
m−1
)
und die Stirlingsche Formel benutzt haben.
Ebenso ist fu¨r l 6= 1
|d2n−1| =
∣∣∣∣∣∣∣
1
t!
m−1∏
k=0
k 6=−l+1
((l − 1)2 − k2)−t
l−2∏
h=0
((l − 1)2 − h2)−1(−2(l − 1))−t−1
∣∣∣∣∣∣∣
≤ 1
t!
exp (t (−2m logm+ 2m+O (logm))) .
Diese Abscha¨tzungen fu¨r |d2n−2| und |d2n−1| sind aber offensichtlich auch fu¨r
l = 1 gu¨ltig.
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Im Fall II erhalten wir wiederum mittels der Stirlingschen Formel
|d2n−2| = 1
(s− 1)!
m−1∏
k=0
(m2 − k2)−tm+1(2m)−s+1
=
1
(s− 1)!
(
1
m (2m− 1)!
)tm+1 1
(2m)s−1
=
1
(s− 1)!
1
(2m)s−1
exp (tm+1 (−2m log(2m) + 2m+O (logm)))
und
|d2n−1| = 1
(s− 1)!
m−1∏
k=0
(m2 − k2)−tm+1(2m)−s
=
1
(s− 1)!
1
(2m)s
exp (tm+1 (−2m log(2m) + 2m+O (logm))) .
Sei nun r ∈ IR+ groß. Wir wollen |g(z)| auf |z| ≤ r abscha¨tzen. Dazu definie-
ren wir m0 := m0(r) durch m0 − 1 ≤ r < m0.
Abscha¨tzung von |P2n−2(z)| und |P2n−1(z)| auf |z| ≤ r. Es sei h(m;m0)
wie in Lemma 2.8 definiert. Dann ergibt sich aus (2.13) im Fall I
max {|P2n−2(z)| , |P2n−1(z)|}
≤
m−1∏
k=0
(m20 + k
2)t
l−2∏
h=0
(m20 + h
2)(m0 + l − 1)
≤ exp (t (h(m;m0) +O (log(m+m0)))) .
da wegen l ≤ m und t ≥ tm
l−2∏
h=0
(m20 + h
2) ≤ exp (t · O (log(m+m0)))
ist.
Im Fall II gilt
max {|P2n−2(z)| , |P2n−1(z)|}
=
m−1∏
k=0
(m20 + k
2)tm+1(m20 +m
2)s−1(m+m0)
≤ (m20 +m2)s−1 exp (tm+1 (h(m;m0) +O (log(m+m0)))) .
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Jetzt haben wir alles beisammen, um |g(z)| auf |z| ≤ r abzuscha¨tzen. Es ist
|g(z)| ≤
∞∑
n=1
|B2n−2| |P2n−2(z)|+
∞∑
n=1
|B2n−1| |P2n−1(z)|
≤
∞∑
m=1
tm+1−1∑
t=tm
m∑
l=1
|d2mt+2l−2| |P2mt+2l−2(z)|
+
∞∑
m=0
tm+1∑
s=1
∣∣d2mtm+1+2s−2∣∣ ∣∣P2mtm+1+2s−2(z)∣∣
+
∞∑
m=1
tm+1−1∑
t=tm
m∑
l=1
|d2mt+2l−1| |P2mt+2l−1(z)|
+
∞∑
m=0
tm+1∑
s=1
∣∣d2mtm+1+2s−1∣∣ ∣∣P2mtm+1+2s−1(z)∣∣
=: Σ1 + Σ2 + Σ
′
1 + Σ
′
2.
Wir haben gesehen, dass die Abscha¨tzungen von |d2n−1| und |P2n−1(z)| denen
von |d2n−2| und |P2n−2(z)| entsprechen. Folglich lassen sich Σ′1 und Σ′2 genau
wie Σ1 und Σ2 abscha¨tzen.
Wir scha¨tzen nun zuerst Σ2 ab, da sich hier einige Gro¨ßen, die im Folgenden
auftreten, (z.B. 2 log 2 und α0) in natu¨rlicher Weise ergeben.
Abscha¨tzung von Σ2. Fu¨r γ ∈ IR sei
k(x;m0; γ) := h(x;m0)− x log x2 + 2x− γx
= x log
x2 +m20
x2
− 2m0 arctan
(m0
x
)
+ pim0 − γx
gesetzt. Dann ergeben die obigen Abscha¨tzungen fu¨r m ≥ 1∣∣d2mtm+1+2s−2∣∣ ∣∣P2mtm+1+2s−2(z)∣∣
≤ 1
(s− 1)!
(
m2 +m20
2m
)s−1
exp (tm+1 (k(m;m0; 2 log 2) +O (log(m+m0)))) .
Es ist
tm+1∑
s=1
1
(s− 1)!
(
m2 +m20
2m
)s−1
≤ exp (m)
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und somit haben wir∣∣d2mtm+1+2s−2∣∣ ∣∣P2mtm+1+2s−2(z)∣∣ ≤ exp (k(m;m0; 2 log 2− ε)tm+1)
fu¨r beliebiges ε > 0, falls nur m ≥ m0 genu¨gend groß ist.
Es ist d
dx
k(x;m0; 2 log 2) = log
x2+m20
x2
− 2 log 2. Als Funktion in x betrachtet,
nimmt k(x;m0; 2 log 2) also ihr Maximum auf IR+ in x =
1√
3
m0 an, ist streng
monoton fallend auf x > 1√
3
m0 und hat eine Nullstelle bei x = α0m0 mit
α0 ≈ 1, 902859355 . . .. Es ist also k(α0; 1; 2 log 2) = 0.
Setzen wir α := α(δ) := (1+ δ)α0 mit einem δ > 0, so ist k(α; 1; 2 log 2) < 0.
Wa¨hlen wir ε in Abha¨ngigkeit von δ genu¨gend klein, so ist auch
k(x;m0; 2 log 2 − ε) auf x ≥ αm0 negativ und streng monoton fallend. Und
fu¨r ε < −1
2
k(α; 1; 2 log 2) haben wir k(αm0;m0; 2 log 2− ε) = k(α; 1; 2 log 2−
ε)m0 <
1
2
k(α; 1; 2 log 2)m0.
Also folgt mittels der geometrischen Reihe
∞∑
m=[αm0]+1
tm+1∑
s=1
∣∣d2mtm+1+2s−2∣∣ ∣∣P2mtm+1+2s−2(z)∣∣
≤
∞∑
m=[αm0]+1
exp (k(m;m0; 2 log 2− ε)tm+1)
≤
∞∑
m=0
exp (k(αm0;m0; 2 log 2− ε)m)
= O (1)
bei m0 → +∞, wobei die Konstante in dem Ausdruck O (1) wegen unserer
Wahl von α und ε von δ abha¨ngt.
Da k(x;m0; 2 log 2) ihr Maximum in x =
1√
3
m0 annimmt, haben wir
[αm0]∑
m=0
tm+1∑
s=1
∣∣d2mtm+1+2s−2∣∣ ∣∣P2mtm+1+2s−2(z)∣∣
≤ exp (t[αm0]+1 · O (m0)) .
Zusammengenommen ergibt dies
Σ2 ≤ exp
(
t[αm0]+1 · O (m0)
)
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und somit wegen der Definition der Folge (tn)
log log Σ2 ≤ α2 log 2 ·m0 + o (m0) .
Abscha¨tzung von Σ1. Aus den obigen Abscha¨tzungen fu¨r |P2n−2(z)| und
|d2n−2| im Fall I ergibt sich
|d2mt+2l−2| |P2mt+2l−2(z)|
≤ 1
t!
exp (t (k(m;m0; 0) +O (log(m+m0)))) .
Die Funktion k(x;m0; 0) = x log
x2+m20
x2
−2m0 arctan
(
m0
x
)
+pim0 ist als Funk-
tion in x monoton wachsend auf IR+, da
d
dx
k(x;m0; 0) = log
x2+m20
x2
dort stets
positiv ist. Wegen k(αm0;m0; 0) = k(α; 1; 0)m0 erhalten wir
[αm0]∑
m=1
tm+1−1∑
t=tm
1
t!
exp (t (k(m;m0; 0) +O (log(m+m0))))
≤
[αm0]∑
m=1
tm+1−1∑
t=tm
1
t!
exp (t (k(α; 1; 0)m0 +O (log(m0))))
≤ exp (exp (k(α; 1; 0)m0 +O (log(m0)))) .
Mit der Stirlingschen Formel ergibt sich fu¨r den Reihenrest
∞∑
m=[αm0]+1
tm+1−1∑
t=tm
1
t!
exp (t (k(m;m0; 0) +O (log(m))))
=
∞∑
m=[αm0]+1
tm+1−1∑
t=tm
exp (t (k(m;m0; 2 log 2− ε)))
≤
∞∑
t=0
exp(k(α; 1; 2 log 2− ε)m0t) = O (1)
bei m0 → +∞, wobei die Konstante im Ausdruck O (1) wegen unserer Wahl
von α und ε wieder von δ abha¨ngt.
Wir haben also
Σ1 ≤ exp (exp (k(α; 1; 0)m0 +O (log(m0))))
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und
Σ2 ≤ exp (exp ((α · 2 log 2)m0 + o (m0))) .
Nach der Definition von α0 ist
k(α0; 1; 0) = α0 log
(
α20 + 1
α20
)
− 2 arctan
(
1
α0
)
+ pi = α0 · 2 · log 2 < 2, 638.
Wegen α = (1+ δ)α0 ist limδ→0 k(α; 1; 0) = k(α0; 1; 0). Und somit haben wir
wegen m0 = r +O (1) gezeigt, dass fu¨r jedes  > 0
log log |g|r ≤ α02 log 2(1 + )r
gilt, falls nur r genu¨gend groß ist.
2.5 Beweis von Satz 2.6
Es sei f eine ganze Funktion mit f (σ)(n) ∈ Z fu¨r alle σ ∈ IN0 und n ∈ Z. Wir
nehmen an, dass fu¨r alle großen r ∈ IR+
log |f |r ≤ exp (γr) (2.15)
mit einem γ < log
(
3+
√
5
2
)
gilt. Wir zeigen nun, dass unter diesen Annahmen
f eine algebraische Funktion sein muss.
Es sei N stets hinreichend groß gewa¨hlt.
θ > 1 ist ein Parameter, der spa¨ter geeignet gewa¨hlt wird.
Wir setzen Sn := [exp (γθn)] + 1 fu¨r n ∈ IN, H :=
[
SN log
2N
]
+ 1 und
K :=
[
N
logN
]
+ 1.
1. Schritt: Es existieren ah,k ∈ Z, (h = 0, . . . , H − 1; k = 0, . . . , K − 1), mit
0 < max
h,k
|ah,k| ≤ exp
(
SN · O
(
N
logN
))
,
so dass die ganze Funktion
F (z) :=
H−1∑
h=0
K−1∑
k=0
ah,kz
hf(z)k
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fu¨r alle n ∈ {−N + 1, . . . , N − 1} der Bedingung
ord0(F, n) ≥ SN
genu¨gt.
Wir betrachten das folgende System von (2N − 1)SN linearen Gleichungen
in den HK ≥ SNN logN Unbekannten ah,k
F (σ)(n) = 0
fu¨r n = −N + 1, . . . , N − 1
und σ = 0, . . . , SN − 1.
Wegen
log |f |N ≤ exp (γN) ≤ SN
sieht man genau wie im Beweis von Satz 2.4, dass die Betra¨ge der Koeffizi-
enten des obigen Gleichungssystem durch
exp (SN · O (N))
beschra¨nkt sind, und die Behauptung folgt aus dem Siegelschen Lemma.
2. Schritt: Fu¨r alle M ≥ N und S ∈ {SM , . . . , SM+1} gilt
∀m ∈ {−M + 1, . . . ,M − 1} : ord0(F,m) ≥ S. (IM,S)
Wir zeigen dies durch Induktion. Der 1. Schritt liefert uns die Induktionsver-
ankerung (IN,SN ).
Es sei (IM,S) bereits gezeigt.
Wir zeigen nun:
1.) Ist SM ≤ S < SM+1, so gilt: (IM,S) =⇒ (IM,S+1).
2.) Ist S = SM+1, so gilt: (IM,S) =⇒ (IM+1,S).
Zu 1.): Es ist SM ≤ S < SM+1. Wir definieren
PM,S(z) :=
M−1∏
µ=−(M−1)
(z − µ)S.
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Sei m ∈ {−(M − 1), . . . ,M − 1}. Dann ist wieder nach dem Residuensatz
und wegen (IM,S)
1
2pii
∫
|ξ|=θM
F (ξ)dξ
(ξ −m)PM,S(ξ) =
1
S!
F (S)(m)
M−1∏
µ=−(M−1)
µ6=m
(m− µ)−S.
Es ist ∣∣∣∣∣∣∣
M−1∏
µ=−(M−1)
µ 6=m
(m− µ)
∣∣∣∣∣∣∣ ≤ (2(M − 1))! < Γ(2M).
Wegen der Funktionalgleichung der Γ–Funktion Γ(x+1) = xΓ(x) gilt fu¨r alle
ξ ∈ C mit |ξ| = θM
|PM,S(ξ)| = |ξ|S
∣∣∣∣∣
M−1∏
µ=1
(ξ2 − µ2)S
∣∣∣∣∣
≥
M−1∏
µ=0
∣∣∣∣Γ(|ξ| − µ+ 1)Γ(|ξ| − µ)
∣∣∣∣S M−1∏
µ=1
∣∣∣∣Γ(|ξ|+ µ+ 1)Γ(|ξ|+ µ)
∣∣∣∣S
=
∣∣∣∣ Γ(|ξ|+M)(|ξ| −M + 1)Γ(|ξ| −M)
∣∣∣∣S .
Mit der Stirlingschen Formel folgt dann sofort∣∣∣∣Γ(2M)Γ(|ξ| −M)Γ(|ξ|+M)
∣∣∣∣ = exp(M log(4(θ − 1)θ−1(θ + 1)θ+1
)
+O (logM)
)
.
Fu¨r große M gilt
log |f |θM ≤ SM ,
und somit haben wir
|F |θM ≤ (H + 1)(K + 1) exp
(
SN · O
(
N
logN
)
+H log(θM) +KSM
)
≤ exp
(
SM · O
(
M
logM
))
.
Beru¨cksichtigt man noch, dass
logS ≤ logSM+1
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ist, so ergibt sich mittels Standardabscha¨tzung
∣∣F (S)(m)∣∣ ≤ S! |F |θM (Γ(2M)Γ(|ξ| −M)Γ(|ξ|+M)
)S
≤ exp
(
S
(
logSM+1 +M log
(
4(θ − 1)θ−1
(θ + 1)θ+1
)
+O
(
M
logM
)))
.
Wenn wir nun noch die Definition von SM eintragen, erhalten wir∣∣F (S)(m)∣∣ ≤ exp(S (γθM +M log(4(θ − 1)θ−1
(θ + 1)θ+1
)
+O
(
M
logM
)))
.
Die reellwertige Funktion h(θ) := − log
(
4 (θ−1)
θ−1
(θ+1)θ+1
)
/θ nimmt ihr Maximum
bei θ =
√
5 an. Wegen γ < h(
√
5) = log 3+
√
5
2
≈ 0, 96242365 folgt, dass∣∣F (S)(m)∣∣ < 1 und somit gleich Null ist, falls N (und damit auch M) hinrei-
chend groß ist.
zu 2.): Es ist S = SM+1. Es sei m ∈ {−M,M} und σ ∈ {0, . . . , S}. Ohne
Einschra¨nkung ko¨nnen wir annehmen, dass σ die kleinste Zahl in {0, . . . , S}
ist, fu¨r die wir F (σ)(m) = 0 noch nicht gezeigt haben, d.h. es gilt F (t)(m) = 0
fu¨r t = 0, . . . , σ − 1. Dann folgt aus dem Residuensatz und (IM,S)
1
2pii
∫
|ξ|=θM
F (ξ)dξ
(ξ −m)σ+1PM,S(ξ) =
1
σ!
F (σ)(m)PM,S(m)
−1,
wobei PM,S(z) wie oben definiert ist. Jetzt verla¨uft der Beweis vollkommen
analog zum Fall S < SM+1.
3. Schritt: F ≡ 0. Somit ist f eine algebraische Funktion.
Dies ist klar, da F (σ)(0) = 0 fu¨r alle σ ∈ IN0 nach Schritt 2 gilt.
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Kapitel 3
Der imagina¨r-quadratische Fall
3.1 Definitionen und Ergebnisse
Wir wollen nun Analoga zu den Ergebnissen in den ersten beiden Kapiteln
in dem Fall finden, dass eine Funktion f und ihre Ableitungen den Ganz-
heitsring OK eines imagina¨r-quadratischen Zahlko¨rpers K in sich abbilden.
Insbesondere wollen wir ein imagina¨r-quadratisches Analogon zu den Sa¨tzen
1.1 und 2.1 finden.
In diesem gesamten Kapitel gelten die folgendenGeneralvoraussetzungen:
Es sei K ein imagina¨r-quadratischer Zahlko¨rper und OK der Ring der ganzal-
gebraischen Zahlen in K. Bekanntlich ist der Ganzheitsring OK eine diskrete
Teilmenge von C. Die Elemente von OK, geordnet nach wachsendem Betrag
und Argument, seien mit ζ0, ζ1, ζ2, . . . bezeichnet. Der Fla¨cheninhalt eines
Fundamentalparallelogramms von OK sei mit a bezeichnet.
Wie in den vorangegangenen Kapiteln auch, wollen wir zuerst Funktionen
studieren, die an den ζn fu¨r große n ∈ IN Nullstellen von hoher Ordnung
haben.
Wir setzen
λ0(f ;OK) := lim
n→∞
log+ log+ ord0(f, ζn)
log n
und fu¨r λ ∈ IR+
τ0(f ;OK;λ) := lim
n→∞
log+ ord0(f, ζn)
nλ
.
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Ist λ0(f ;OK) ∈ IR+, so definieren wir τ0(f ;OK) := τ0(f ;OK;λ0(f ;OK)). Unser
Eindeutigkeitssatz im imagina¨r-quadratischen Fall lautet dann
Satz 3.1
Es sei λ ∈ IR+
(i) Fu¨r jede ganze, nicht konstante Funktion f mit λ0(f ;OK) ≥ λ gilt
A2λ(f) ≥ τ0(f ;OK;λ)
(pi
a
)λ
.
(ii) Zu jedem τ ∈ IR+ existiert eine ganztranszendente Funktion g mit
λ0(g;OK) = λ, τ0(g;OK) = τ und
A2λ(g) ≤ τ e
2λ
2eλ
(pi
a
)λ
.
Bemerkung
Wie im additiven Fall ko¨nnen wir hier nicht zeigen, dass die Aussage (i)
im Allgemeinen bestmo¨glich ist. Der Teil (ii) zeigt aber, dass (i) fu¨r λ = 1
2
bestmo¨glich ist und dass fu¨r ganztranszendentes f mit λ0(f ;OK) ≥ λ ∈ IR+
im Allgemeinen nicht A2λ(f) = +∞ gilt.
Kommen wir zu den auf OK ganzwertigen Funktionen. Wir definieren
λOK(f) := lim
n→∞
log+ log+ ordOK(f, ζn)
log n
.
Weiter sei fu¨r λ ∈ IR+
τOK(f ;λ) := lim
n→∞
log+ ordOK(f, ζn)
nλ
gesetzt, und wir setzen τOK(f) := τOK(f ;λOK(f)), falls λOK(f) ∈ IR+ ist.
Nun gilt der folgende
Satz 3.2
Es sei λ ∈]0, 1] und τ ∈ IR+. Dann gilt fu¨r jede ganztranszendente Funktion
f mit τOK(f ;λ) ≥ τ :
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(i) Ist λ < 1, so ist A2λ(f) ≥
(
pi
ea
)λ
τ .
(ii) Ist λ = 1, so ist A2(f) ≥ pieax0 τ , wobei x0 die in IR>1 eindeutig bestimmte
Nullstelle von k(x) = x− log x− 2τ − 1 bezeichnet.
Insbesondere ist A2(f) ≥ pi2ea , falls τOK(f ; 1) = +∞ ist.
Beweis (der Zusatzbehauptung in (ii))
Es sei τ ∈ IR+ und T = T (τ) die in IR>1 eindeutig bestimmte Lo¨sung der
Gleichung
T = 1 + 2τ + log T.
Offensichtlich gilt T (τ)→∞ fu¨r τ → ∞. Genauer muss wegen limτ→∞(1 +
2τ + log T )/T = 1 die folgende Asymptotik bei τ →∞ gelten
T = 2τ + o (τ) .
Hieraus folgt nun der Zusatz.

Bemerkung
Interessanterweise unterscheiden sich hier im imagina¨r-quadratischen Fall die
gefundenen Wachstumslu¨cken des Ganzwertigkeitsresultats und des Eindeu-
tigkeitssatzes 3.1 (i) fu¨r λ < 1 um einen Faktor e−λ. Im multiplikativen und
im additiven Fall stimmten die Wachstumslu¨cken in den entsprechenden Re-
sultaten fu¨r kleine λ u¨berein.
Hieraus folgt nun sofort ein Analogon zu den Sa¨tzen 1.1 und 2.1 im imagina¨r-
quadratischen Fall.
Korollar 3.3
Fu¨r jede ganztranszendente Funktion f mit f (σ)(OK) ⊂ OK fu¨r alle σ ∈ IN0
gilt
A2(f) ≥ pi
2ea
.
Die Gu¨te von 3.2 (ii) und des vorstehendes Korollars la¨sst sich am na¨chsten
Satz ablesen.
Satz 3.4
Es existiert eine ganztranszendente Funktion g mit g(σ)(OK) ⊂ OK fu¨r alle
σ ∈ IN0 und
A2(g) ≤ pi
2a
.
63
3.2 Zwei Hilfssa¨tze
Unter den Generalvoraussetzungen dieses Kapitels gelten die folgenden bei-
den Hilfssa¨tze.
Lemma 3.5
Es gibt eine Konstante C1, so dass fu¨r alle z ∈ C mit |z| = θ |ζn| und n ≥ 2∣∣∣∣∣log
∣∣∣∣∣
n∏∗
j=0
(z − ζj)
∣∣∣∣∣− 12n log n− nw(θ)
∣∣∣∣∣ ≤ C1max {1, θ}√n log n
gilt, wobei
∏∗ bedeutet, dass sich das Produkt nur u¨ber die Faktoren erstreckt,
deren Betrag ≥ 1 ist, und wo
w(θ) =
{
log θ − 1
2
log pi
a
,wenn θ ≥ 1
θ2
2
− 1
2
− 1
2
log pi
a
,wenn θ ≤ 1.
Beweis
Dies ist Lemma 3 in Gramain[27].

Lemma 3.6
Es gibt eine Konstante C2, so dass fu¨r alle n ∈ IN0∣∣∣∣|ζn| −√anpi
∣∣∣∣ ≤ C2.
Beweis
Dies ist Lemma 2 in Gramain[27].

3.3 Beweis von Satz 3.1
3.3.1 Beweis von Teil (i)
Wir wenden wieder die Carlemansche Formel (Satz 2.7) an.
64
Es seien λ, τ ∈ IR+, und f sei eine ganze Funktion mit τ0(f ;OK;λ) ≥ τ .
Dann gibt es zu jedem ε > 0 ein N0 := N0(ε), so dass fu¨r alle n ≥ N0
ord0(f, ζn) ≥ exp
(
(τ − ε)nλ) (3.1)
ist. Wir nehmen an, dass mit einem γ < τ(pi/a)λ
log |f |r ≤ exp
(
γr2λ
)
(3.2)
fu¨r alle genu¨gend großen r ∈ IR+ gilt.
Wir fixieren ρ ∈ IR+ so, dass es den Voraussetzungen in der Carlemanschen
Formel genu¨gt.
Es sei R ∈ IR+ groß, insbesondere gro¨ßer als N0 und ρ.
Da OK ein Gitter in C bildet, gibt es eine Konstante C := C(K), so dass
zu jedem z ∈ C ein ζ ∈ OK mit |z − ζ| ≤ C existiert. Folglich findet man
zu jedem großen R ∈ IR+ ein ζn ∈ OK mit |R− ζn| ≤ C. Wir ko¨nnen
somit annehmen, dass 1
2
≤ cos arg(ζn) ≤ 1 gilt. Nach Lemma 3.6 ist n =
pi
a
R2 +O (R).
f hat also nach (3.1) an ζn eine Nullstelle von hoher Ordnung, und es gilt
Σ(f,R) ≥ exp ((τ(pi/a)λ − 2ε)R2λ) .
Aus (3.2) folgt
I(f,R) ≤ exp (γR2λ +O (1)) und
J(f,R) ≤ exp (γR2λ)
fu¨r alle großen R. Wenn f nicht identisch verschwindet, so folgt aus (2.1) auf
Seite 36
exp
(
R2λ(τ(pi/a)λ − 2ε− γ)) = O (1) bei R→∞.
Dies ist aber offensichtlich ein Widerspruch zu γ < τ(pi/a)λ, falls ε genu¨gend
klein gewa¨hlt wird.
3.3.2 Beweis von Teil (ii)
Wir betrachten die durch das unendliche Produkt
g(z) :=
∞∏
n=1
(1− z
ζn
)
exp
[τnλ]∑
j=1
1
j
(
z
ζn
)j

[
eτn
λ
]
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definierte Funktion.
Wir wollen nun |g|r fu¨r große r ∈ IR+ abscha¨tzen. Es sei m := m(r) :=
min {n ∈ IN| r ≤ |ζn| < |ζn+1|}. Nach Lemma 3.6 ist dann m = piar2 +O (r).
Es sei z ∈ C mit |z| ≤ r.
Ist ε > 0 vorgegeben, so existiert nach Lemma 3.6 ein J ∈ IN, so dass fu¨r alle
m,n ≥ J ∣∣∣∣ζmζn
∣∣∣∣ ≤
√
am/pi + C2√
an/pi − C2
≤ (1 + ε)
√
m
n
ist. Offensichtlich ist
J−1∏
n=1
∣∣∣∣∣∣∣
(
1− z
ζn
)
exp
[τnλ]∑
j=1
1
j
(
z
ζn
)j
∣∣∣∣∣∣∣
[
eτn
λ
]
≤ exp (exp (O (logm))) .
Fu¨r J ≤ n ≤ m ist
(
1 +
∣∣∣∣ζmζn
∣∣∣∣) exp
[τnλ]∑
j=1
1
j
∣∣∣∣ζmζn
∣∣∣∣j

≤ exp
τnλ((1 + ε)√m
n
)[τnλ]
+O (logm)

und somit
m∏
n=J
∣∣∣∣∣∣∣
(
1− z
ζn
)
exp
[τnλ]∑
j=1
1
j
(
z
ζn
)j
∣∣∣∣∣∣∣
[
eτn
λ
]
≤ exp
(
m∑
n=J
exp(τnλ(1 +
1
2
logm− 1
2
log n+ log(1 + ε)) +O (logm))
)
.
Die Funktion einer reellen Vera¨nderlichen h(x) := xλ(1 + 1
2
logm− 1
2
log x+
log(1 + ε)) nimmt ihr Maximum auf IR+ in x = m · (1 + ε)2 exp(2− 1/λ) =:
m · α(λ, ε) an, ist auf ]0, α(λ, ε)m[ streng monoton wachsend und auf x >
α(λ, ε)m streng monoton fallend.
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Wir erhalten also fu¨r λ ≤ 1
2
log
m∏
n=1
∣∣∣∣∣∣∣
(
1− z
ζn
)
exp
[τnλ]∑
j=1
1
j
(
z
ζn
)j
∣∣∣∣∣∣∣
[
eτn
λ
]
≤ exp (τh(α(λ, ε)m) +O (logm))
und fu¨r λ > 1
2
log
m∏
n=1
∣∣∣∣∣∣∣
(
1− z
ζn
)
exp
[τnλ]∑
j=1
1
j
(
z
ζn
)j
∣∣∣∣∣∣∣
[
eτn
λ
]
≤ exp (τ(1 + ε)mλ +O (logm)) .
Fu¨r n > m gilt |z/ζn| < 1, und wir haben
log
(
1− z
ζn
)
= −
∞∑
j=1
1
j
(
z
ζn
)j
.
Dann ist fu¨r n ≥ [(1 + ε)m] + 1
∞∑
j=[τnλ]+1
1
j
∣∣∣∣ζmζn
∣∣∣∣j ≤ ∣∣∣∣ζmζn
∣∣∣∣[τnλ]+1 ∞∑
j=0
∣∣∣∣ ζmζ[(1+ε)m]+1
∣∣∣∣j ≤
∣∣ζ[(1+ε)m]+1∣∣∣∣ζ[(1+ε)m]+1∣∣− |ζm|
∣∣∣∣ζmζn
∣∣∣∣[τnλ]+1 .
Da nach Lemma 3.6 limm→∞
∣∣∣ ζ[(1+ε)m]+1ζm ∣∣∣ > 1 ist, gilt ∣∣ζ[(1+ε)m]+1∣∣ − |ζm| ≥ 1
fu¨r alle großen m. Hieraus folgt nun fu¨r n ≥ [(1 + ε)m] + 1, wenn wir auf die
vorstehende Formel wiederum Lemma 3.6 anwenden,
log
∣∣∣∣∣∣∣
(
1− z
ζn
)
exp
[τnλ]∑
j=1
1
j
(
z
ζn
)j
∣∣∣∣∣∣∣
[
eτn
λ
]
≤ exp (τnλ) ∞∑
j=[τnλ]+1
1
j
∣∣∣∣ζmζn
∣∣∣∣j
≤ exp
(
τnλ(1 +
1
2
logm− 1
2
log n+ log(1 + ε)) +O (logm)
)
= exp (τh(n) +O (logm)) .
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h hat eine Nullstelle in x = e2(1 + ε)2m. Ist n ≥ 4e2(1 + ε)2m, so ist h(n) =
nλ(1 + 1
2
logm− 1
2
log n+ log(1 + ε)) ≤ − log 2 · nλ. Wir haben dann
log
∞∏
n=[4e2(1+ε)2m]+1
∣∣∣∣∣∣∣
(
1− z
ζn
)
exp
[τnλ]∑
j=1
1
j
(
z
ζn
)j
∣∣∣∣∣∣∣
[
eτn
λ
]
≤ exp (O (logm))
∞∑
n=[4e2(1+ε)2m]+1
exp (τh(n))
≤ exp (O (logm))
∞∑
n=0
exp
(−τ log 2 · nλ) = exp (O (logm)) .
Wir haben hierbei wieder die Konvergenz der Reihe
∑∞
n=0 z
[nλ] fu¨r |z| < 1
ausgenutzt.
Als na¨chstes wollen wir
[4e2(1+ε)2m]∏
n=[(1+ε)m]+1
∣∣∣∣∣∣∣
(
1− z
ζn
)
exp
[τnλ]∑
j=1
1
j
(
z
ζn
)j
∣∣∣∣∣∣∣
[
eτn
λ
]
abscha¨tzen. Es ist
log
[4e2(1+ε)2m]∏
n=[(1+ε)m]+1
∣∣∣∣∣∣∣
(
1− z
ζn
)
exp
[τnλ]∑
j=1
1
j
(
z
ζn
)j
∣∣∣∣∣∣∣
[
eτn
λ
]
≤ max
[(1+ε)m]+1≤n≤[4e2(1+ε)2m]
exp (τh(n) +O (logm))
≤
{
exp (τh((1 + ε)m) +O (logm)) , falls λ ≤ 1
2
exp (τh(α(λ, ε)m) +O (logm)) , falls λ > 1
2
.
Schließlich mu¨ssen wir noch
[(1+ε)m]∏
n=m+1
∣∣∣∣∣∣∣
(
1− z
ζn
)
exp
[τnλ]∑
j=1
1
j
(
z
ζn
)j
∣∣∣∣∣∣∣
[
eτn
λ
]
68
abscha¨tzen. Wir haben
[(1+ε)m]∏
n=m+1
∣∣∣∣∣∣∣
(
1− z
ζn
)
exp
[τnλ]∑
j=1
1
j
(
z
ζn
)j
∣∣∣∣∣∣∣
[
eτn
λ
]
≤ max
m<n≤[(1+ε)m]
exp
(
τnλ
∣∣∣∣ ζmζm+1
∣∣∣∣ eτ((1+ε)m)λ +O (logm))
≤ exp (exp (τ((1 + ε)m)λ +O (logm))) .
Wegen m = pi
a
r2+O (r) ergibt sich aus den vorstehenden Abscha¨tzungen fu¨r
beliebiges ε > 0
log |g|r ≤ exp
(
τ
e2λ−1
2λ
(pi
a
)λ
(1 + ε)2λr2λ +O (rλ)) .
Also ist A2λ(g) ≤ τ
(
pi
a
)λ e2λ
2eλ
. λ0(g) = λ und τ0(g) = τ sind nach Konstruktion
klar. Da g offensichtlich nicht die Nullfunktion ist, muss g eine transzendente
Funktion sein.
3.4 Beweis von Satz 3.2
Es sei λ ∈]0, 1], τ ∈ IR+ und f sei eine ganze Funktion mit τOK(f ;λ) ≥ τ .
Somit existiert zu jedem ε > 0 ein N0 ∈ IN, so dass fu¨r alle n ≥ N0
ordOK(f, ζn) ≥ exp
(
(τ − ε)nλ) (3.3)
gilt.
Es sei x0 wie im Satz. Die reellwertige, auf IR+ stetige Funktion k(x) := x−
log x− 2τ − 1 ist fu¨r x > 1 streng monoton wachsend, es ist k(1) = −2τ < 0,
und es gilt limx→∞ k(x) = ∞. Somit hat die Gleichung k(x) = 0 genau eine
Nullstelle in ]1,∞[, und unser x0 ist eindeutig definiert.
Wir nehmen weiter an, dass ein γ ∈ IR+ mit
γ <
{(
pi
ea
)λ
τ, falls λ < 1
pi
eax0
τ, falls λ = 1
(3.4)
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existiert, so dass
log |f |r ≤ exp
(
γr2λ
)
(3.5)
fu¨r alle genu¨gend großen r ∈ IR+ gilt.
Wir zeigen nun, dass f unter diesen Voraussetzungen eine algebraische Funk-
tion ist.
Sei N stets hinreichend groß; insbesondere N ≥ N0 und so groß, dass (3.5)
fu¨r r ≥ |ζN−1| gilt.
Weiter sei ε > 0 so klein gewa¨hlt, dass statt (3.4) sogar
γ <
{(
pi
ea
)λ
(τ − ε), falls λ < 1
pi
eax0
(τ − ε), falls λ = 1 (3.6)
gilt.
Wir setzen nun Sn :=
[
e(τ−ε)n
λ
]
fu¨r n ∈ IN. Weiter seienH := [SN log2N]+1
und K :=
[
N
logN
]
+ 1 gesetzt.
T, θ ∈ IR>1 sind Parameter, an die wir im Verlauf des Beweises Bedingungen
stellen werden und die wir dann am Ende des Beweises fu¨r λ < 1 und λ = 1
gesondert festsetzen werden.
1. Schritt: Es existieren ah,k ∈ OK, (h = 0, . . . , H − 1; k = 0, . . . , K − 1),
mit
0 < max
h,k
|ah,k| ≤ exp
(
SN · O
(
N
logN
))
,
so dass die ganze Funktion
F (z) :=
H−1∑
h=0
K−1∑
k=0
ah,kz
hf(z)k
fu¨r alle n ∈ {N, . . . , [TN ]} der Bedingung
ord0(F, ζn) ≥ SN
genu¨gt.
Wir betrachten das lineare Gleichungssystem
F (σ)(ζn) = 0
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fu¨r n = N, . . . , [TN ] und σ = 0, . . . , SN − 1. Dies sind SN([TN ] − N + 1)
Gleichungen in den HK ≥ SNN logN Unbekannten ah,k. Ist γ(Ta/pi)λ <
τ − ε, so ist nach (3.5) und Lemma 3.6
log |f ||ζ[TN ]| ≤ exp
(
γ
(
T
a
pi
)λ
Nλ + o
(
Nλ
)) ≤ SN ,
falls N hinreichend groß ist, und fu¨r obige n und σ gilt
∣∣f (σ)(ζn)∣∣ =
∣∣∣∣∣∣∣
σ!
2pii
∫
|ξ|=|ζn|+1
f(ξ)
(ξ − ζn)σ+1
∣∣∣∣∣∣∣ ≤ σ! exp (SN +O (logN)) .
Hieraus ergibt sich fu¨r die Koeffizienten des obigen Gleichungssystems∣∣∣∣∣∣∣∣
∑
κ∈INk+10
|κ|=σ
σ!
(
h
κk+1
)
nh−κk+1
k∏
j=1
f (κj)(n)
κj!
∣∣∣∣∣∣∣∣
≤ σ!2σ+K+H exp (H logN +KSN +O (N))
≤ exp (SN · O (N))
und die Behauptung folgt aus dem Siegelschen Lemma.
2. Schritt: Fu¨r alle M ≥ N und S ∈ {SM−1, . . . , SM} gilt
∀m ∈ {M, . . . , [TM ]} : ord0(F,m) ≥ S. (IM,S)
Wir zeigen dies durch Induktion. Der 1. Schritt liefert uns die Induktionsver-
ankerung (IN,SN ).
Es sei (IM,S) bereits gezeigt.
Wir zeigen nun:
1.) Ist SM−1 ≤ S < SM , so gilt: (IM,S) =⇒ (IM,S+1).
2.) Ist S = SM , so gilt: (IM,S) =⇒ (IM+1,S).
zu 1.): Es ist SM−1 ≤ S < SM . Nach dem Residuensatz und (IM,S) gilt fu¨r
m ∈ {M, . . . , [TM ]}
F (S)(ζm) =
S!
2pii
[TM ]∏
µ=M
µ6=m
(ζm − ζµ)S
∫
|ξ|=θ|ζ[TM ]|
F (ξ)dξ
[TM ]∏
µ=M
(ξ − ζµ)S(ξ − ζm)
. (3.7)
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Es sei ξ ∈ C mit |ξ| = θ ∣∣ζ[TM ]∣∣. Ist N hinreichend groß, so ist |ξ − ζµ| ≥
θ
∣∣ζ[TM ]∣∣− ∣∣ζ[TM ]∣∣ > 1 fu¨r alle µ ∈ {0, . . . , [TM ]}, da θ > 1 ist.
Nun folgt aus Lemma 3.5
log
∣∣∣∣∣∣
[TM ]∏
µ=M
(ξ − ζµ)
∣∣∣∣∣∣
= log
∣∣∣∣∣∣
[TM ]∏
µ=0
(ξ − ζµ)
∣∣∣∣∣∣− log
∣∣∣∣∣
M−1∏
µ=0
(ξ − ζµ)
∣∣∣∣∣
=
1
2
TM log(TM) + TM
(
log θ − 1
2
log
pi
a
)
−1
2
M logM −M
(
log
θ
∣∣ζ[TM ]∣∣
|ζM−1| −
1
2
log
pi
a
)
+O
(√
M logM
)
.
Weiter ist fu¨r m ∈ {M, . . . , [TM ]}
log
∣∣∣∣∣∣∣
[TM ]∏
µ=M
µ6=m
(ζm − ζµ)
∣∣∣∣∣∣∣ ≤ log
∣∣∣∣∣∣
[TM ]∏∗
µ=M
(ζm − ζµ)
∣∣∣∣∣∣
= log
∣∣∣∣∣∣
[TM ]∏∗
µ=0
(ζm − ζµ)
∣∣∣∣∣∣− log
∣∣∣∣∣
M−1∏∗
µ=0
(ζm − ζµ)
∣∣∣∣∣
=
1
2
TM log(TM) + TM
(
|ζm|2
2
∣∣ζ[TM ]∣∣2 − 12 − 12 log pia
)
−1
2
M logM −M
(
log
|ζm|
|ζM−1| −
1
2
log
pi
a
)
+O
(√
M logM
)
≤ 1
2
TM log(TM)− 1
2
TM log
pi
a
−1
2
M logM −M
(
log
|ζM |
|ζM−1| −
1
2
log
pi
a
)
+O
(√
M logM
)
.
Nach Lemma 3.6 gilt
lim
M→∞
|ζM |
|ζM−1| = 1 und limM→∞
∣∣ζ[TM ]∣∣
|ζM−1| =
√
T ,
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und somit erha¨lt man, wenn man die obigen Abscha¨tzungen kombiniert, fu¨r
hinreichend groß gewa¨hltes N
log
∣∣∣∣∣∣∣
[TM ]∏
µ=M
µ 6=m
(ζm − ζµ)
∣∣∣∣∣∣∣− log
∣∣∣∣∣∣
[TM ]∏
µ=M
(ξ − ζµ)
∣∣∣∣∣∣
≤ M
(
(1− T ) log θ + 1
2
log T +
ε
4
)
+O
(√
M logM
)
.
Aus (3.7) ergibt sich mittels der Standardabscha¨tzung
log
∣∣F (S)(ζm)∣∣
≤ S logS + log |F |θ|ζ[TM ]| + SM
(
(1− T ) log θ + 1
2
log T +
ε
3
)
.(3.8)
Ist γθ2λ (Ta/pi)λ < τ − ε, so gilt wegen (3.4) und Lemma 3.6
log |f |θ|ζ[TM ]| ≤ exp
(
γθ2λ (Ta/pi)λMλ + o
(
Mλ
)) ≤ SM−1 ≤ S,
falls N hinreichend groß ist.
Beru¨cksichtigt man nun noch die Abscha¨tzung der |ah,k| im 1. Schritt, so
folgt
log |F |θ|ζ[TM ]|
≤ logH + logK + logmax |ah,k|+H log(θ
∣∣ζ[TM ]∣∣) +K log |f |θ|ζ[TM ]|
≤ S · O
(
M
logM
)
,
und man erha¨lt folglich wegen S ≤ SM , wenn man dies in (3.8) eintra¨gt,
log
∣∣F (S)(ζm)∣∣ ≤ S ((τ − ε)Mλ +M ((1− T ) log θ + 1
2
log T +
ε
2
))
= S
(
(τ − ε)Mλ + (h(θ, T ) + ε/2)M) ,
wobei
h(θ, T ) := (1− T ) log θ + 1
2
log T
gesetzt sei.
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Kann man nun unter Beru¨cksichtigung der u¨brigen an θ und T gestellten
Bedingungen diese so wa¨hlen, dass h(θ, T ) + ε/2 < 0 im Fall λ < 1 und
τ − ε/2 + h(θ, T ) < 0 im Fall λ = 1 gilt, so ist offensichtlich ∣∣F (S)(ζm)∣∣ < 1,
falls N hinreichend groß gewa¨hlt wurde. Da F (S)(ζm) aber in OK liegt, muss
F (S)(ζm) = 0 gelten. Die Wahl der Parameter erfolgt im 4. Schritt.
zu 2.): Es ist S = SM . Es sei m ∈ {[TM ] + 1, . . . , [T (M + 1)]} und 0 ≤ σ ≤
S − 1. Ohne Einschra¨nkung ko¨nnen wir annehmen, dass σ die kleinste Zahl
in {0, . . . , S − 1} ist, fu¨r die wir noch nicht gezeigt haben, dass F (σ)(ζm) = 0
ist, d.h. es gilt F (t)(ζm) = 0 fu¨r t = 0, . . . , σ − 1. Dann erhalten wir aus dem
Residuensatz und (IM,S)
F (σ)(ζm) =
σ!
2pii
[TM ]∏
µ=M
(ζm − ζµ)S
∫
|ξ|=|ζ[Tθ(M+1)]|
F (ξ)dξ
[TM ]∏
µ=M
(ξ − ζµ)S(ξ − ζm)σ+1
.
Nun verla¨uft der Beweis vollkommen analog zum Fall S < SM . Insbesondere
ergeben sich dieselben Bedingungen an θ und T .
3. Schritt: Es ist F ≡ 0. Somit ist f eine algebraische Funktion.
Nach (3.5), (3.4), der Konstruktion von F im 1. Schritt und Lemma 2.2 ist
klar, dass A2λ(F ) ≤ γ < (pi/a)λ(τ − ε) ist. Andererseits ergibt sich aber aus
dem 2. Schritt, dass λ0(F ;OK) ≥ λ und τ0(F ;OK;λ) ≥ τ − ε ist. Nach dem
Eindeutigkeitssatz ist F also konstant.
4. Schritt: Wahl der Parameter T und θ.
zu (i): λ < 1
Wir suchen T, θ > 1, so dass
γθ2λ (Ta/pi)λ < τ − ε
und
h(θ, T ) +
ε
2
= (1− T ) log θ + 1
2
log T +
ε
2
< 0
ist. Wir setzen T := 1 + δ mit einem δ ∈ IR+ und θ := e1/2. Dann ist
θ > exp
(
log(1+δ)
2δ
)
und somit h(θ, T ) < 0. Falls ε genu¨gend klein ist, ist dann
auch h(θ, T ) + ε/2 < 0. Weiter existiert wegen (3.6) ein 0 < δ0 < 1, so dass
γ = δ0(pi/ea)
λ(τ − ε) ist. Wir haben also
γθ2λ (Ta/pi)λ = δ0T
λ(τ − ε) = δ0(1 + δ)λ(τ − ε) < τ − ε,
falls man δ in Abha¨ngigkeit von δ0 und λ genu¨gend klein wa¨hlt.
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zu (ii): λ = 1
Wir suchen T, θ > 1, so dass
γθ2 (Ta/pi) < τ − ε
und
τ − ε/2 + h(θ, T ) = τ + (1− T ) log θ + 1
2
log T − ε
2
< 0
ist.
Dazu maximieren wir die Funktion
g(θ, T ) :=
1
θ2T
unter der Nebenbedingung
τ + h(θ, T ) = (1− T ) log θ + 1
2
log T + τ = 0.
Aus τ + h(θ, T ) = 0 ergibt sich
θ = exp
(
τ + 1
2
log T
T − 1
)
.
Setzt man dies in g(θ, T ) ein, so erha¨lt man nach leichter Rechnung, dass T
die Gleichung T = 2τ +1+ log T lo¨sen muss, damit die Funktion g(θ, T ) ein
Maximum annimmt. Es ist also T = x0.
Wegen log T = T − 2τ − 1 ist θ = e1/2, und es ergibt sich mit (3.6)
γθ2
Ta
pi
< τ − ε.
Schließlich ist τ − ε+ h(θ, T ) = −ε < 0.
3.5 Beweis von Satz 3.4
3.5.1 Konstruktion einer geeigneten Funktion
Wir folgen wieder dem im Abschnitt 1.6.1 dargestellten Beweisprinzip und
mu¨ssen also zuerst eine geeignete Interpolationsstellenfolge definieren.
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Wir setzen tm :=
[
exp
(
1
2
m
)]
fu¨r alle m ∈ IN. Die Folge (tm) ist streng
monoton wachsend, und somit gilt mtm < mtm+1 < (m + 1)tm+1 fu¨r alle
m ∈ IN. Fu¨r jedes n ∈ IN trifft also genau einer der folgenden beiden Fa¨lle
zu: 1
Fall I: Es istmtm < n ≤ mtm+1 fu¨r einm ∈ IN. Wir ko¨nnen n dann eindeutig
als
n = mt+ l
mit t ∈ {tm, . . . , tm+1 − 1} und l ∈ {1, . . . ,m} schreiben.
Fall II: Es ist mtm+1 < n ≤ (m + 1)tm+1 fu¨r ein m ∈ IN0. Wir ko¨nnen n
dann eindeutig als
n = mtm+1 + s
mit s ∈ {1, . . . , tm+1} schreiben.
Setzen wir nun zn := ζl−1 im Fall I und zn := ζm im Fall II, so ergibt sich
Pn(z) =

m−1∏
k=0
(z − ζk)t
l−1∏
h=0
(z − ζh) , im Fall I
m−1∏
k=0
(z − ζk)tm+1(z − ζm)s , im Fall II.
(3.9)
Setzen wir weiter
µ :=
{
m− 1 , im Fall I
m , im Fall II
und
τj :=

t , 0 ≤ j ≤ l − 1
t− 1 , l ≤ j ≤ m− 1
}
im Fall I
tm+1 − 1 , 0 ≤ j ≤ m− 1
s− 1 , j = m
}
im Fall II,
so ko¨nnen wir (3.9) als
Pn(z) =
µ(n)∏
j=0
(z − ζj)τj+1
1Im Folgenden ha¨ngen die Gro¨ßen m, t, l, s und somit auch µ, die τj und die aj,σ
offensichtlich von n ab. Wir wollen diese Abha¨ngigkeit aber nicht kenntlich machen.
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schreiben. Mittels des Residuensatzes ergibt sich dann aus (1.15)
An−1 =
µ∑
j=0
1
τj!
τj∑
σ=0
(
τj
σ
) dτj−σ
dzτj−σ
 µ∏
k=0
k 6=j
(ξ − ζk)−τk−1


ξ=ζj
f (σ)(ζj)
=:
µ∑
j=0
τj∑
σ=0
aj,σf
(σ)(ζj).
An−1 ist also eine Linearkombination der f (σ)(ζj) mit Koeffizienten in K, die
von der gewa¨hlten Funktion f nicht abha¨ngen.
Wir setzen dn−1 := al−1,t im Fall I und dn−1 := am,s−1 im Fall II. Dann
ko¨nnen wir, wie in Abschnitt 1.6.1 auf Seite 22 beschrieben, induktiv eine
Folge (gj,σ) von ganzen Zahlen in dem imagina¨r-quadratischen Zahlko¨rper K
definieren, so dass die Linearformen
Bn−1 :=
µ(n)∑
j=0
τj(n)∑
σ=0
aj,σgj,σ (3.10)
den Bedingungen
0 < |Bn−1| ≤ C |dn−1| (3.11)
mit einer von dem Zahlko¨rper abha¨ngigen Konstante C genu¨gen.
Wir zeigen nun, dass
g(z) :=
∞∑
n=1
Bn−1Pn−1(z) (3.12)
eine ganze Funktion mit dem im Satz angegebenen Wachstum definiert. Dass
g die im Satz angegebenen Ganzwertigkeitseigenschaften hat und eine ganz-
transzendente Funktion ist, ergibt sich aus der Konstruktion. Man vergleiche
hierzu unsere Erla¨uterungen in Abschnitt 1.6.1.
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3.5.2 Abscha¨tzungen
Abscha¨tzung von |dn−1|. Nach Lemma 3.5 gilt im Fall I fu¨r l ≥ 4 und
m ≥ 3
|dn−1|
=
1
t!
∣∣∣∣∣∣∣
m−1∏
k=0
k 6=l−1
(ζl−1 − ζk)−t
l−2∏
h=0
(ζl−1 − ζh)−1
∣∣∣∣∣∣∣
≤ 1
t!
exp
{
−t
(
1
2
(m− 1) log(m− 1) + (m− 1)
(
1
2
∣∣∣∣ ζl−1ζm−1
∣∣∣∣2 − 12 − 12 log pia
)
−C1
√
m− 1 log(m− 1)
)
− 1
2
(l − 2) log(l − 2)
−(l − 2)
(
log
∣∣∣∣ζl−1ζl−2
∣∣∣∣− 12 log pia
)
+ C1
∣∣∣∣ζl−1ζl−2
∣∣∣∣√l − 2 log(l − 2)
}
.
Fu¨r alle m, l ∈ IN gilt also in diesem Fall
|dn−1| ≤ 1
t!
exp
{
−t
(
1
2
m logm+m
(
−1
2
− 1
2
log
pi
a
)
+O (√m logm))} .
Im Fall II gilt
|dn−1|
=
1
(s− 1)!
∣∣∣∣∣
m−1∏
k=0
(ζm − ζk)−tm+1
∣∣∣∣∣
≤ 1
(s− 1)! exp
{
−tm+1
(
1
2
(m− 1) log(m− 1)
+(m− 1)
(
log
∣∣∣∣ ζmζm−1
∣∣∣∣− 12 log pia
)
− C1
∣∣∣∣ ζmζm−1
∣∣∣∣√m− 1 log(m− 1)
)}
=
1
(s− 1)! exp
{
−tm+1
(
1
2
m logm
+m
(
log
∣∣∣∣ ζmζm−1
∣∣∣∣− 12 log pia
)
+O (√m logm))} .
Sei nun r ∈ IR+ groß. Wir wollen |g(z)| auf |z| ≤ r abscha¨tzen. Dazu definie-
ren wirm0 := m0(r) := min {n ∈ IN| r ≤ |ζn| < |ζn+1|}. Ohne Einschra¨nkung
ko¨nnen wir m0 ≥ 3 annehmen. Nach Lemma 3.6 ist m0 = piar2 +O (r).
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Abscha¨tzung von |Pn−1(z)| auf |z| ≤ r . Im Fall I ergibt sich fu¨r 3 ≤
m ≤ m0 + 1
|Pn−1(z)|
=
∣∣∣∣∣
m−1∏
k=0
(z − ζk)t
l−2∏
h=0
(z − ζh)
∣∣∣∣∣
≤ exp
{
t
(
1
2
(m− 1) log(m− 1) + (m− 1)
(
log
∣∣∣∣ ζm0ζm−1
∣∣∣∣− 12 log pia
)
+C1
∣∣∣∣ ζm0ζm−1
∣∣∣∣√m− 1 log(m− 1)
)
+
1
2
(l − 2) log(l − 2)
+(l − 2)
(
log
∣∣∣∣ ζm0ζl−2
∣∣∣∣− 12 log pia
)
+ C1
∣∣∣∣ ζm0ζl−2
∣∣∣∣√l − 2 log(l − 2)
}
= exp
{
t
(
1
2
m logm+m
(
log
∣∣∣∣ ζm0ζm−1
∣∣∣∣− 12 log pia
)
+O (√m0 logm0)
)}
und fu¨r m > m0 + 1
|Pn−1(z)|
=
∣∣∣∣∣
m−1∏
k=0
(z − ζk)t
l−2∏
h=0
(z − ζh)
∣∣∣∣∣
≤ exp
{
t
(
1
2
(m− 1) log(m− 1) + (m− 1)
(
1
2
∣∣∣∣ ζm0ζm−1
∣∣∣∣2 − 12 − 12 log pia
)
+C1
√
m− 1 log(m− 1)
)
+ l log(2 |ζm|)
}
= exp
{
t
(
1
2
m logm+m
(
1
2
∣∣∣∣ ζm0ζm−1
∣∣∣∣2 − 12 − 12 log pia
)
+O (√m logm))} .
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Im Fall II gilt fu¨r 3 ≤ m ≤ m0 + 1
|Pn−1(z)|
=
∣∣∣∣∣
m−1∏
k=0
(z − ζk)tm+1(z − ζm)s−1
∣∣∣∣∣
≤ exp
{
tm+1
(
1
2
(m− 1) log(m− 1) + (m− 1)
(
log
∣∣∣∣ ζm0ζm−1
∣∣∣∣− 12 log pia
)
+C1
∣∣∣∣ ζm0ζm−1
∣∣∣∣√m− 1 log(m− 1)
)
+ (s− 1) log |2ζm0|
}
= exp
{
tm+1
(
1
2
m logm+m
(
log
∣∣∣∣ ζm0ζm−1
∣∣∣∣− 12 log pia
)
+O (√m0 logm0)
)}
und fu¨r m > m0 + 1
|Pn−1(z)|
=
∣∣∣∣∣
m−1∏
k=0
(z − ζk)tm+1(z − ζm)s−1
∣∣∣∣∣
≤ exp
{
tm+1
(
1
2
(m− 1) log(m− 1) + (m− 1)
(
1
2
∣∣∣∣ ζm0ζm−1
∣∣∣∣2 − 12 − 12 log pia
)
+C1
√
m− 1 log(m− 1)
)
+ (s− 1) log |2ζm|
}
= exp
{
tm+1
(
1
2
m logm+m
(
1
2
∣∣∣∣ ζm0ζm−1
∣∣∣∣2 − 12 − 12 log pia
)
+O (√m logm))} .
Jetzt haben wir alles beisammen, um |g(z)| auf |z| ≤ r abzuscha¨tzen. Es ist
|g(z)|
≤
∞∑
n=1
|Bn−1| |Pn−1(z)| ≤ C
∞∑
n=1
|dn−1| |Pn−1(z)|
= C
m0+1∑
m=1
tm+1−1∑
t=tm
m∑
l=1
|al−1,t| |Pmt+l−1(z)|+ C
∞∑
m=m0+2
tm+1−1∑
t=tm
m∑
l=1
|al−1,t| |Pmt+l−1(z)|
+C
m0+1∑
m=0
tm+1∑
s=1
|am,s−1|
∣∣Pmtm+1+s−1(z)∣∣+ C ∞∑
m=m0+2
tm+1∑
s=1
|am,s−1|
∣∣Pmtm+1+s−1(z)∣∣
=: C {Σ1 + Σ2 + Σ3 + Σ4} .
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Abscha¨tzung von Σ1. Nach Lemma 3.6 existiert zu jedem ε > 0 ein
J ∈ IN, so dass fu¨r m0,m ≥ J∣∣∣∣ ζm0ζm−1
∣∣∣∣ ≤√m0m (1 + ε2)
ist.
Wir zerlegen nun Σ1 in zwei Summen
Σ1 =
J∑
m=1
tm+1−1∑
t=tm
m∑
l=1
|al−1,t| |Pmt+l−1(z)|
+
m0+1∑
m=J+1
tm+1−1∑
t=tm
m∑
l=1
|al−1,t| |Pmt+l−1(z)|
=: Σ5 + Σ6.
Nach obigen Abscha¨tzungen ist fu¨r 1 ≤ m ≤ J
|dn−1Pn−1(z)| ≤ 1
t!
exp
{
mt
(
log
∣∣∣∣ ζm0ζm−1
∣∣∣∣+ 12
)
+ tO (√m0 logm0)
}
≤ 1
t!
exp ((c(J)
√
m0 logm0)t) ,
wobei die Konstante c(J) nur von J und somit von ε abha¨ngt. Somit haben
wir
Σ5 ≤ exp
(
ec(J)
√
m0 logm0
)
.
Wegen unserer Wahl von J und log(1 + ε/2) ≤ ε/2 haben wir weiter
Σ6 ≤
m0+1∑
m=J+1
tm+1−1∑
t=tm
m∑
l=1
1
t!
exp
{
mt
(
log
∣∣∣∣ ζm0ζm−1
∣∣∣∣+ 12
)
+ tO (√m0 logm0)
}
≤
m0+1∑
m=J+1
tm+1−1∑
t=tm
1
t!
exp
{
mt
(
log
√
m0
m
+
1
2
+ ε
)}
≤ exp exp
((
1
2
+ ε
)
m0
)
,
falls nur m0 genu¨gend groß ist. Dabei haben wir benutzt, dass die reelle
Funktion h(x) = x
(
1
2
log m0
x
+ 1
2
)
ihr Maximum im Intervall [0,m0] in m0
annimmt.
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Abscha¨tzung von Σ2. Es ist
Σ2 =
∞∑
m=m0+2
tm+1−1∑
t=tm
m∑
l=1
|al−1,t| |Pmt+l−1(z)| .
Aus den obigen Abscha¨tzungen fu¨r |dn−1| und |Pn−1(z)| im Fall I ergibt sich
fu¨r m > m0 + 1, wenn man auf t! die Stirlingsche Formel anwendet und
t ≥ tm beru¨cksichtigt,
|dn−1Pn−1(z)|
≤ 1
t!
exp
{
mt
1
2
∣∣∣∣ ζm0ζm−1
∣∣∣∣2 + tO (√m logm)
}
≤ exp
{
mt
1
2
∣∣∣∣ ζm0ζm−1
∣∣∣∣2 − t log t+ tO (√m logm)
}
≤ exp
{
mt
1
2
∣∣∣∣ ζm0ζm−1
∣∣∣∣2 − t log tm + tO (√m logm)
}
≤ exp
{
mt
(
1
2
∣∣∣∣ ζm0ζm−1
∣∣∣∣2 − 12 + ε
)}
.
Nach Lemma 3.6 kann man zu ε ein δ > 0 so wa¨hlen, dass fu¨r m > (1+ δ)m0∣∣∣∣ ζm0ζm−1
∣∣∣∣2 ≤ ∣∣∣∣ ζm0ζ[(1+δ)m0]
∣∣∣∣2 ≤ 11 + δ/2 ≤ 1− 4ε (3.13)
gilt, falls r und somit m0 genu¨gend groß ist. Man beachte, dass man δ so
wa¨hlen kann, dass mit ε→ 0 auch δ → 0 gilt.
Spalten wir nun Σ2 bei m = [(1 + δ)m0] + 1 auf, also
Σ2 =
[(1+δ)m0]∑
m=m0+2
tm+1−1∑
t=tm
m∑
l=1
|al−1,t| |Pmt+l−1(z)|
+
∞∑
m=[(1+δ)m0]+1
tm+1−1∑
t=tm
m∑
l=1
|al−1,t| |Pmt+l−1(z)|
=: Σ7 + Σ8,
so ist offensichtlich
Σ7 ≤ exp
(
t[(1+δ)m0]O (m0)
)
.
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Außerdem ist
Σ8 ≤
∞∑
t=tm0+1
(
e−εm0
)t
=
e−εm0tm0+1
1− e−εm0 < 1,
falls m0 nur genu¨gend groß ist.
Abscha¨tzung von Σ3. Wie zuvor bei Σ1 zerlegen wir die Summe Σ3 in
zwei Summen
Σ3 ≤
m0+1∑
m=0
tm+1∑
s=1
|am,s−1|
∣∣Pmtm+1+s−1(z)∣∣
=
J∑
m=0
tm+1∑
s=1
|am,s−1|
∣∣Pmtm+1+s−1(z)∣∣
+
m0+1∑
m=J+1
tm+1∑
s=1
|am,s−1|
∣∣Pmtm+1+s−1(z)∣∣
=: Σ9 + Σ10.
Die Abscha¨tzungen von |dn−1| und |Pn−1(z)| fu¨r m ≤ m0 + 1 im Fall II
ergeben
|dn−1Pn−1(z)|
≤ 1
(s− 1)! exp
{
mtm+1
(
log
∣∣∣∣ ζm0ζm−1
∣∣∣∣− log ∣∣∣∣ ζmζm−1
∣∣∣∣)+ tm0+1O (√m0 logm0)}
=
1
(s− 1)! exp
{
mtm+1 log
∣∣∣∣ζm0ζm
∣∣∣∣+ tm0+1O (√m0 logm0)}
≤ 1
(s− 1)! exp
{
mtm+1
(
log
√
m0
m
+ ε
)}
≤ 1
(s− 1)! exp
((
1
2e
+ ε
)
m0tm0+1
)
,
da die Funktion h2(x) =
x
2
log m0
x
ihr Maximum im Intervall [0,m0] in e
−1m0
annimmt.
Wegen
tm+1∑
s=1
1
(s− 1)! < e
erhalten wir hieraus
Σ10 ≤ exp (tm0+1 · O (m0)) .
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Offensichtlich ist wieder
Σ9 ≤ exp (c(J)√m0(logm0)tm0+1)
mit einer von J , also von ε abha¨ngigen, positiven Konstanten C(J).
Abscha¨tzung von Σ4. Wir spalten auch Σ4 wie Σ2 beim = [(1 + δ)m0]+1
auf. Wir haben dann
Σ4 =
[(1+δ)m0]∑
m=m0+2
tm+1∑
s=1
|am,s−1|
∣∣Pmtm+1+s−1(z)∣∣
+
∞∑
m=[(1+δ)m0]+1
tm+1∑
s=1
|am,s−1|
∣∣Pmtm+1+s−1(z)∣∣
=: Σ11 + Σ12.
Fu¨r m0 + 1 < m ≤ (1 + δ)m0 gilt
|dn−1Pn−1(z)|
≤ 1
(s− 1)! exp
{
mtm+1
(
1
2
∣∣∣∣ ζm0ζm−1
∣∣∣∣2 − 12 − log
∣∣∣∣ ζmζm−1
∣∣∣∣
)
+ tm+1O
(√
m logm
)}
≤ 1
(s− 1)! exp
{
t[(1+δ)m0]+1 · O (m0)
}
und somit auch
Σ11 ≤ exp
(
t[(1+δ)m0]+1 · O (m0)
)
.
Mit (3.13) folgt fu¨r m > [(1 + δ)m0]
|dn−1Pn−1(z)|
≤ 1
(s− 1)! exp
{
mtm+1
(
1
2
∣∣∣∣ ζm0ζm−1
∣∣∣∣2 − 12 − log
∣∣∣∣ ζmζm−1
∣∣∣∣
)
+ tm+1O
(√
m logm
)}
≤ 1
(s− 1)! exp {−εmtm+1} .
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Hiermit erhalten wir
Σ12 ≤
∞∑
m=m0+2
tm+1−1∑
s=0
1
s!
exp {−εmtm0+1}
≤ e
∞∑
m=m0+1
exp (−εtm0+1m)
= e
exp (−εtm0+1(m0 + 1))
1− exp (−εtm0+1)
< 1
fu¨r alle großen m0.
Beru¨cksichtigt man die Definition der Folge (tm), so ergeben diese
Abscha¨tzungen, dass fu¨r beliebiges  > 0
log log |g(z)| ≤
(
1
2
+ 
)
m0 +O (logm0)
ist, falls m0 genu¨gend groß ist. Und somit haben wir wegen m0 =
pi
a
r2+O (r),
dass g eine ganze Funktion mit A2(g) ≤ pi2a ist.
85
86
Zusammenfassung
Wenn wir die Ergebnisse aus der vorliegenden Arbeit in die Tabelle der Ein-
leitung (vgl. Seite viii) eintragen, so ergibt sich
Fall s = 1 s =∞
add. lim
r→∞
log|f |r
r
≥ log 2 lim
r→∞
log log|f |r
r
≥ log 2
Po´lya (1915) Welter (2002)
mult. lim
r→∞
log|f |r
log2 r
≥ 1
4 log q
lim
r→∞
log log|f |r
log2 r
≥ 1
4 log q
Gel’fond (1933) Welter (1999)
imag.-quadr. lim
r→∞
log|f |r
r2
≥ pi
2e
lim
r→∞
log log|f |r
r2
≥ pi
2e
(OK = Z[i])
Gramain (1981) Welter (2002)
Wie bereits in der Einleitung bemerkt wurde, ist von den in der Spalte s = 1
angegebenen Unterschranken bekannt, dass sie alle bestmo¨glich sind. Die in
der Tabelle offensichtlich werdenden Analogien lassen uns vermuten, dass
auch unsere in der Spalte s = ∞ angegebenen Ergebnisse bestmo¨glich sind.
Ein weiteres Indiz fu¨r die Korrektheit dieser Vermutung liefert uns Satz 2.6
und die zugeho¨rige Bemerkung.
Ist λ(f) gleich λZ(f) im additiven Fall, λZ(f ; q) im multiplikativen Fall und
λOK(f) im imagina¨r-quadratischen Fall, so haben wir gesehen, dass es in
jedem der drei Fa¨lle einen “Schwellenwert” Λ gibt, so dass sich die in der
obigen Tabelle fu¨r s = ∞ angegebenen Wachstumslu¨cken bereits unter der
wesentlich schwa¨cheren arithmetischen Voraussetzung λ(f) > Λ ergeben.
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In den zugeho¨rigen Eindeutigkeitssa¨tzen gibt es einen solchen “Schwellen-
wert” nicht. Dort erhalten wir fu¨r alle λ ∈ IR+ gleichartige Wachstumslu¨cken.
Im multiplikativen Fall haben wir außerdem gesehen, dass die Gro¨ße der
Wachstumslu¨cke fu¨r 0 < λ(f) < Λ mit der des Eindeutigkeitssatzes (Satz
1.3(i)) u¨bereinstimmt, wenn man λZ(f ; q) bzw. τZ(f ; q) durch λ0(f ; q) bzw.
τ0(f ; q) ersetzt, und dass diese Ergebnisse bestmo¨glich sind. Wir vermuten,
dass die Unterschranken in unseren Eindeutigkeitssa¨tzen im additiven und
im imagina¨r-quadratischen Fall, also in den Sa¨tzen 2.3(i) und 3.1(i), ebenfalls
bestmo¨glich sind.
Interessanterweise tritt diese Analogie zwischen Ganzwertigkeitsresultat und
Eindeutigkeitssatz fu¨r 0 < λ(f) < Λ im imagina¨r-quadratischen Fall nicht
auf. Hier unterscheiden sich unsere erzielten Wachstumsschranken um einen
Faktor e−λ.
Neben der Behandlung der soeben skizzierten offenen Fragen, erscheint uns
eine Untersuchung der hier eingefu¨hrten Klasse von ganzwertigen ganzen
Funktionen im bisher lediglich von Car untersuchten Funktionenko¨rperfall
besonders interessant.
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Kurzzusammenfassung
Es sei K der Ko¨rper der rationalen Zahlen Q oder ein imagina¨r-quadratischer
Zahlko¨rper und OK sein Ganzheitsring. In dieser Arbeit studieren wir fu¨r
gewisse Folgen (un) in OK das Wachstumsverhalten von ganzen Funktionen
f , die fu¨r alle großen n ∈ IN der Bedingung
f (σ)(un) ∈ OK fu¨r σ = 0, . . . , sn − 1
genu¨gen, wobei (sn) eine Folge natu¨rlicher Zahlen ist, die ein exponentielles
Wachstum hat. Als ein Korollar beinhalten unsere Ergebnisse eine Verbes-
serung des Fridmanschen Satzes von 1968 u¨ber das Wachstum von gan-
zen Funktionen, die zusammen mit allen ihren Ableitungen ganze Werte an
den Stellen z = 0, 1, 2, . . . annehmen. Außerdem folgen aus unseren Unter-
suchungen analoge Sa¨tze fu¨r ganze Funktionen, die zuammen mit allen ih-
ren Ableitungen ganze Werte an den Stellen einer geometrischen Progres-
sion qn, n = 0, 1, 2, . . . annehmen, und fu¨r ganze Funktionen, die mit ih-
ren sa¨mtlichen Ableitungen den Ganzheitsring eines imagina¨r-quadratischen
Zahlko¨rpers in sich abbilden.
Abstract
Let K be either the field of rational numbers Q or an imaginary quadratic
number field, and let OK denote the ring of integers in K. In this thesis we
study for some sequences (un) in OK the growth of entire functions f , that
satiesfy for all large n ∈ IN the condition
f (σ)(un) ∈ OK fu¨r σ = 0, . . . , sn − 1,
where (sn) is a positiv integer sequence of exponential growth. As a corollary
our results contain an improvement of Fridman’s theorem from 1968 on the
growth of entire functions, that take together with all their derivatives integer
values at the points z = 0, 1, 2 . . .. Also analogues to Fridman’s theorem for
entire functions, that take together with all their derivatives integer values
on a geometric progression qn, n = 0, 1, 2, . . ., and for entire functions, that
map together with all their derivatives the ring of integers of an imaginary-
quadratic field into itself, can be deduced from our results.
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