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X-ray absorption and resonant inelastic x-ray scattering measurements are carried out on lithium
nitrate LiNO3. The σ orbitals around the nitrogen atoms exhibit a large lifetime effect. Experimen-
tally, this is manifest as an apparent weakening of the x-ray emission signal from these states, but a
closer examination shows that instead it is due to extreme broadening. This echos previous studies
on ammonium nitrate, which, despite large differences in the cation and space group, showed a
similar effect associated with the nitrate. Using first-principles GW self-energy and Bethe-Salpeter
equation calculations we show that this effect is due in part to short quasi-hole lifetimes for the
orbitals constituting the NO σ bonds.
I. INTRODUCTION
Resonant inelastic x-ray scattering (RIXS) maintains
the advantages of near-edge x-ray spectroscopy tech-
niques and brings them to bear on low-energy excita-
tions. Near-edge x-ray spectroscopy refers to techniques
where the x-ray is tuned near a core-level resonance of
the target element. The core-level resonances are well-
separated throughout the periodic table, making these
techniques element specific. Further, the localized na-
ture of the core orbitals results in x-ray excitations that
are also localized around the absorbing atom. Lastly, x-
rays have longer penetration depths than optical probes,
allowing the observation of bulk properties, buried inter-
faces, or samples under non-vacuum conditions. RIXS
is a photon-in–photon-out spectroscopy, decoupling the
x-ray energy from the energy transferred to the system,
i.e., the energy of the excitations that are measured. The
types of phenomena accessible through RIXS are depen-
dent on the energy loss that is measured. At the low end,
starting at meV, are phonon, magnon, or charge-density
wave excitations, and at higher energies through several
tens of electron-Volts are electron-hole excitations that
reveal details of the electronic structure.
In this work we investigate the electronic structure of
LiNO3 using RIXS, focusing on details of the quasipar-
ticles that make up the valence and conduction band
states. Specifically, our RIXS measurements reveal the
quasiparticle lifetimes of valence-band excitations. In the
RIXS process, a valence exciton (conduction-electron–
valence-hole pair) is considered to be the final state — the
excitation caused by the incident x-ray being absorbed
and reemitted. This valence exciton, however, is itself
an excitation and will decay, reflecting the lifetimes of
its constituent electron and hole. A short lifetime im-
plies an uncertain excitation energy and a broadening of
the associated peak in the spectrum. By assumption,
a quasiparticle excitation is long-lived with a lifetime
broadening (the imaginary component of their energy)
that is small compared to its energy measured from the
Fermi level Γ≪ |E − EF |, allowing it to be treated as a
single-particle excitation [1]. It was previously observed
that in the case of ammonium nitrate, features assigned
to the NO σ bonding orbitals had an anomalously large
lifetime broadening [2, 3]. In the current work, interpre-
tation of the nitrogen K-edge absorption and emission
spectra is simplified by the presence of only a single ni-
trogen species. LiNO3 forms a markedly different crystal
structure from ammonium nitrate, but the NO σ orbitals
show a similar lifetime broadening effect.
An experimental determination of valence lifetime
broadening via RIXS is complicated by a variety of ef-
fects. The valence and conduction orbitals have energies
and transition matrix elements that depend on details of
the electronic structure. This situation is further compli-
cated by the prevalence of vibrational disorder, including
zero-point motion. The excitations are modified by in-
teractions in both the intermediate state, following x-ray
absorption, and in the final-state valence exciton. There-
fore, we support our measurements of LiNO3 with first-
principles modeling that explicitly includes these effects.
Our paper continues by briefly discussing the struc-
ture of LiNO3 before presenting the phonon response
and vibrational disorder. We then calculate the band
structure and quasiparticle lifetimes for LiNO3. Next, we
present measured x-ray absorption and emission spectra
and compare with calculations. We find that the calcula-
tions are able to reproduce the measured absorption spec-
trum and the main features of the x-ray emission. How-
ever, away from threshold the RIXS spectra broaden, and
the main π feature splits into two peaks. These changes,
which we believe to believe to be due to structural re-
laxation during the RIXS process, are not captured in
the calculations. Near threshold, the measured broad-
ening of the NO σ emission feature is well-matched by
our GW calculation of the imaginary component of the
valence-band self-energy.
II. PHONONS AND QUASIPARTICLES
LiNO3 crystalizes in the R3¯c (#167) space group
and is isostructural with calcite. In contrast, in
our previous study we investigated ammonium nitrate
2TABLE I. Calculated structure and isotropic thermal param-
eters (B) of LiNO3 compared to measured literature values
[10]. With the exception of the oxygen x value, all of the
atomic coordinates are constrained by the symmetry, denoted
by a ‘-’ symbol. The calculations are numerically converged
to beyond the most significant digit shown.
a (nm) c (nm)
exp 0.46920(3) 1.52149(13)
calc 0.47093 1.50709
atom x y z B (a.u.2)
Li exp 0 0 0 5.79(14)
calc - - - 6.22
N exp 0 0 1⁄4 2.88(3)
calc - - - 2.39
O exp 0.2667(1) 0 1⁄4 4.00(4)
calc 0.2678 - - 3.38
which forms an orthorhombic structure [2, 3]. The
ground-state properties of LiNO3 were calculated using
density-functional theory (DFT) as implemented in the
abinit code [4]. The Perdew-Burke-Ernzerhof (PBE)
exchange-correlation potential was used [5], including
semi-empirical dispersion corrections (DFT-D) [6]. The
dispersion corrections were truncated at 2×10−10 Ry for
an effective pair radius of 97 a.u. Following [7], we neglect
the three-body terms in both the structural optimization
and later in the phonon calculations. Pseudopotentials
were taken from the PseudoDojo collection [8] and gen-
erated using oncvpsp [9]. A planewave cutoff energy of
130 Ry was used, and the lattice parameters and atomic
positions were adjusted until the forces on each atom
were less than 5×10−6 Ry a.u.−1. The calculated lattice
constants and atomic positions are presented in Table I
alongside measured values [10]. (The thermal parameters
B will be presented in section II A.) In our calculations, a
slight compression is found along the c axis (perpendicu-
lar to the NO−3 planes), and a negligible elongation along
the a axis. Overall, the agreement between our calcula-
tions and the experimental values are good. A number of
previous calculations of the structure of LiNO3 have been
carried out also using DFT-D [11, 12]. These prior cal-
culations found comparable lattice constants, less than
1 % larger, albeit using an earlier version of the DFT-D
two-body corrections.
A. Phonon bandstructure and disorder
To account for the effects of vibrational disorder we
calculate and average together x-ray spectra from an en-
semble of disordered structures. Each structure in the
ensemble is a possible configuration of a subset of the
atoms within the crystal. To generate the ensemble of
disordered structures we make use of the phonon-mode
approach introduced previously [2, 3], and expanded on
in [13] and separately in [14]. Briefly, the phonon modes
of a structure are assumed to be harmonic. Within the
harmonic approximation, each mode is an independent
one-dimensional quantum harmonic oscillator (QHO). At
any temperature, the probability distribution function of
a QHO follows a normal distribution which can be writ-
ten in terms of the natural length-scale x and dimension-
less T˜ which is the temperature T rescaled by Boltzman’s
constant kB and the frequency of the mode ω
P (x; T˜ = kBT/ω) =
1√
2πu(T˜ )
e−x
2/2u2(T˜ ) (1)
u2(T˜ ) =
[
1/2+ n(T˜ )
]
; n(T˜ ) =
[
e
1/T˜ − 1
]
−1
The Bose statistics ensure that even as the occupation
number n for the QHO goes to zero at low temperatures,
kBT ≪ ω, the mode continues to have a variance of 1/2,
i.e., zero-point disorder. A disordered snapshot of the
system is created by randomly generating displacements
for each phonon mode according to Eq. 1. Each snapshot
in the ensemble uses a different set of random displace-
ments. The thermal parameters shown in Table I are
proportional to the isotropically averaged variances u2
over all the included phonon modes λ
Bi(T ) = 8π
2
∑
λ
x2iλu
2(kβT/ωλ) (2)
x2iλ =
∣∣∣~ξiλ
∣∣∣
2 [
Miωλ
]
−1
where ~ξiλ is the phonon eigenvector and Mi is the mass
of the ith atom. If the sum over phonon modes is done in
reciprocal space, there will be an additional normaliza-
tion by the number of included reciprocal space points.
Non-isotropic thermal parameters can be determined by
projecting ~ξ onto various unit vectors before taking the
square.
The phonon modes are calculated using density-
functional perturbation theory [15] as implemented in the
abinit code [4, 7]. The electron wave functions were
determined on an 83 Γ-centered mesh, and the inter-
atomic force constants were determined on a 83 mesh.
The phonon density of states (DOS), shown in Fig. 1,
was constructed via Fourier interpolation [16]. The atom-
projected contributions are also shown. The intra-ionic
modes of the NO−3 , those for an isolated trigonal AB3
molecule, are well-separated above 600 cm−1. The cal-
culated NO−3 modes agree with Raman measurements
to within 3 % [17, 18]. Note that at room temperature
298K × kB = 207 cm−1. Therefore, the thermal occu-
pation of the higher-frequency modes is negligible, and
these modes are dominated by zero-point motion. The
lower-energy modes are primarily rotation and libration
of the NO−3 and counter motion of the Li
+ and NO−3 ions.
These modes do not change the geometry of the NO−3 and
have a small effect on the nitrogen K-edge spectra.
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FIG. 1. The phonon density of states of LiNO3. The lithium
atoms only participate in the lower frequency modes, while
the intra-ionic NO−
3
modes E bending, A2, A1, and E stretch-
ing are at 716 cm−1, 804 cm−1, 1058 cm−1, and from around
1300 cm−1 to 1450 cm−1, respectively. The small ≈ 2 cm−1
splitting between the intra-ionic NO−
3
gerade and ungerade
modes indicates that the influence of the lithium ion is weak.
B. Bandstructure and Self-energy
Using the previously determined ground-state struc-
ture (neglecting vibrations), we have calculated the elec-
tronic structure using DFT with the same parameters as
noted above, except that dispersion corrections are not
included. The formulation of DFT-D does not effect the
energy of the electronic part of the Hamiltonian, and is
therefore used only for the determination of the struc-
ture and phonon modes. In addition to calculations of
the electronic structure, we considered the effect of self-
energy corrections using a first-order calculation, e.g.,
G0W 0. In this approximation the electron orbitals from
the DFT are unmodified, but their energies are shifted
by a complex-valued self-energy correction
|ψGWnk 〉 = |ψDFTnk 〉
EGWnk = E
DFT
nk + 〈ψDFTnk |Σ(EGWnk )− Vxc|ψDFTnk 〉 (3)
EGWnk = E
DFT
nk +∆
GW
nk + iΓ
GW
nk
where we divide the shift into its real part ∆ and imagi-
nary part Γ. Within this approximation the valence and
conduction states are quasiparticles with spectral func-
tions that follow a Lorentzian (Cauchy) distribution with
a centroid of EDFT+∆ and width of Γ. The GW energy
shift in Eq. 3 can be also be determined from considering
the self-energy operator Σ evaluated at the DFT energy.
The self-energy corrections were calculated using
abinit [4]. A 4× 4× 4 Γ-centered k-point grid was used,
yielding 13 inequivalent points in the Brillouin zone. A
scissors operator of 1.0 eV was applied before the screen-
ing and self-energy steps. The DFT orbitals were calcu-
lated with a 130 Ry plane-wave cut-off, and they were
downsampled to 64 Ry and 56 Ry for the screening and
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FIG. 2. Top (a), the real (blue circles) and imaginary (orange
triangles) components of the G0W 0 self-energy corrections
(see Eq. 3) as a function of the DFT energy relative to the
valence band maximum. Bottom (b), the projected density
of states (PDOS) around the nitrogen and oxygen atoms (per
atom), artificially broadened by an 0.25 eV full-width at half-
maximum Gaussian. The peaks below 20 eV are cropped.
self-energy calculation steps, respectively. The dielectric
response was calculated from 0 eV to 49 eV with 1 eV
intervals, and the self-energy was determined via contour
integration [19]. The dielectric matrix was calculated
with a plane-wave cut-off of 20 Ry using 1466 bands. For
the self-energy calculation 1000 bands were used and the
exchange was truncated to 64 Ry. Corrections were de-
termined for occupied (skipping the Li 1s) and 24 lowest
unoccupied states.
The real and imaginary components for the GW cor-
rections as a function of DFT energy are shown in
Fig 2(a). For reference, the projected density of states
(PDOS) is plotted below in Fig 2(b). Not pictured, the
Li 1s states have a PBE energy of −43.1 eV with respect
to the valence band maximum and no GW corrections
were calculated for them. The nitrogen 2s states primar-
ily make up the 1a′1 orbitals which form a narrow band
ranging from −25.75 eV to −25.97 eV and have a self-
4energy broadening of around 1 eV. The four bands rang-
ing from−20.34 eV to −20.11 eV are the 1e′ NO σ bonds.
These NO σ orbitals have a calculated GW broadening
of 0.69 eV. The NO π orbitals ranging from −9 eV to
−7 eV have an average broadening of 0.11 eV. All of the
remaining valence states as well as the first 10 eV of un-
occupied states show little broadening as is expected in
an insulator.
To plot the electronic band structure (Fig. 3), we have
followed the recommendation of Hinuma et al. [20] for
the path through the Brillouin zone and special k-points
(see Fig. 18 and Table 85 of Ref. 20). The Li 1s and
NO3 1a
′
1 bands are not shown as they have almost no
dispersion. The energies have been corrected using an
approximate band-dependent GW correction
∆GWn = N
−1
N∑
k=1
∆GWnk (4)
which is the average of the corrections over the N = 43
k-point grid on which we carried out the full G0W 0 calcu-
lations. Except near the Γ-point, the band-average cor-
rections are close to the k-dependent values. For the x-
ray calculations, only the band-average corrections were
applied.
The PBE calculations of the optimized cell show that
LiNO3 is an insulator with an indirect gap of 3.06 eV
and a 3.41 eV direct gap. Our band-averaged GW cal-
culations increase the fundamental gap by 4.16 eV to
7.22 eV. For the x-ray calculations (Sec. III), spectra were
generated by averaging over 10 disordered snapshots of a
2×2×2 supercell. This disorder reduced the fundamental
gap to an average of 6.1(2) eV.
III. X-RAY SPECTRA
A. Experimental details
X-ray absorption spectra (XAS) and X-ray emission
spectra (XES) were obtained using the U49 beamline op-
erated by the Physikalisch-Technische Bundesanstalt at
the electron storage ring BESSY II. The beamline uses
a plane grating monochromator and a spherical grating
spectrometer. The samples consisted of powdered LiNO3
pressed into In foil. A description of the monochromator
and the spectrometer has been given previously in the
literature [21, 22].
The plane grating monochromator was calibrated for
energies around the N K edge by measuring the absorp-
tion spectrum of N2 in a gas cell as detected by a photo-
diode for a given ratio of incidence and exit angles of the
grating. The spectrometer was calibrated by quasi-elastic
scattering of the monochromator beam by a target. The
spectrometer was oriented in a scattering plane that was
parallel to the polarization of the incident beam (p polar-
ization). Because the scattering angle was 90◦, first-order
elastic scattering was forbidden. A thin film h-BN target
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FIG. 3. The bandstructure of LiNO3 along several high-
symmetry directions, following the path Γ–T–H2|H0–L–Γ–
S0|S2–F–Γ. The energies shown are from a DFT calcula-
tion using the PBE exchange-correlation function, including
a band-dependent approximate GW correction. For reference
the calculated GW energies are shown by the blue triangles
for select points in the Brillouin zone. The energies are rela-
tive to the G0W 0 valence-band maximum.
was used for the calibration, since quasi-elastic scattering
is observed over a range of energies above the N K edge
due to multiple or phonon-assisted scattering. A stan-
dard error not exceeding 100 meV was determined over
the energy range covered in this work.
The measurements were carried out at room tempera-
ture with the sample mounted at 45◦ from the incident
beam and the takeoff angle of the spectrometer. Ab-
sorption spectra were obtained by monitoring the N K-
fluorescence with a silicon drift detector at 45◦ to the
scattering plane as well as recording the sample current.
Fluorescence intensities were corrected for self-absorption
by taking a ratio of the two methods. X-ray emission
spectra were accumulated at multiple positions on the
sample for a total of 2400 s at each excitation energy.
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FIG. 4. The calculated (red, solid) and measured (blue,
dashed) x-ray absorption spectra of LiNO3. The width of
the ocean curve signifies the variation in the mean from us-
ing 10 snapshots. The light-grey lines indicate the energies at
which RIXS data were taken (Fig. 5).
B. Calculations
Both x-ray absorption spectra (XAS) and RIXS were
calculated using the Bethe-Sapeter equation (BSE) ap-
proach as implemented in the ocean code [23, 24]. In or-
der to capture the effects of vibrational disorder, 2×2×2
supercells of LiNO3 were generated via the phonon-mode
method detailed in IIA. Each supercell contains 16 ni-
trogen sites and a total of 80 atoms. A 23 k-point mesh
and 304 conduction bands (496 total bands) were used
for the BSE final states. A single, Γ-centered k-point and
2208 bands were used to calculate the screening response
to the core-hole potential. The electron wave functions
were generated using the Quantum ESPRESSO code
[25] with the same pseudopotentials as for the earlier
self-energy and phonon calculations. Band-averaged real-
valued GW corrections were applied to the energies of
the BSE states (Eq. 4). The conduction-band lifetimes
[Fig. 2(a)] are small in the near-edge region, and only a
constant core-hole lifetime broadening of 0.1 eV was ap-
plied to the absorption calculations. For the x-ray emis-
sion calculations, we note that the p-type nitrogen DOS
can be easily divided, with states below −15 eV having
an average lifetime broadening of 0.69 eV, while above
that the broadening is no more than 0.11 eV. We there-
fore applied separate constant broadening to the spec-
tra, once again neglecting the small contributions from
the conduction bands. The generalized minimal residual
method (GMRES) [26] was used to generate the RIXS
intermediate states, while the absorption and emission
spectra were generated using the Haydock method [27].
An isotropic dielectric constant of ǫ0 = 3.0 was used
as input to the model dielectric response used in both
the core- and valence-level BSE, from an index of refrac-
tion of 1.735 [28]. Further details of the use of GMRES
and how RIXS is calculated using ocean are included in
Ref. 3.
The electron-photon interactions were treated within
the dipole limit, and, to simulate the powdered sample
used in the experiment, several polarization directions
for both incoming and outgoing x-ray photons were used,
subject to the experimentally-determined constraint that
the outgoing photon momentum was aligned with the
incoming photon polarization. The presented spectra
are an average over nitrogen sites, photon polarizations,
and supercells. For each calculated spectrum shown, the
thickness of the curve denotes the variance of the mean,
or statistical uncertainty from averaging over only a finite
number of supercells. An additional, Gaussian broaden-
ing of 0.25 eV (0.50 eV) was applied to the calculated ab-
sorption (emission) spectra before averaging. The align-
ment of the XAS energy scale of the ocean calculations
follows previous work [3]. The emission energy of the
calculations is fixed relative to the absorption alignment,
including the band-gap correction from the GW.
C. X-ray absorption
We present the measured and calculated XAS in Fig. 4.
The overall structure is common to K edges of s-p systems
with a trigonal or hexagonal geometry (locally D3h), such
as boron in BF3 or hexagonal boron nitride, carbon in
various carbonates CO2−3 or graphite, and other nitrates.
The dipole allowed transitions (1s→np) are split in en-
ergy with a sharp exciton-well separated from a broader
feature. The pz states (405 eV) have little overlap with
the bonding orbitals and are significantly lower in en-
ergy than the pxy excitations (410 eV to 415 eV). This
separation is also evident in the band structure (Fig. 3).
Overall we find good agreement between the measured
spectrum and the calculations with respect to the width
of the main exciton and the spacing between the main
exciton and the features near 413 eV and 417 eV. There
is an overestimation of the strength of the main exciton
and corresponding underestimation of spectral weight at
higher energies, but this could also point to an insuffi-
cient treatment of self-absorption effects in the measured
spectrum which are expected to vary strongly with en-
ergy. We find disagreement in the onset of absorption
after the main exciton, with the experimental spectrum
showing an onset near 408 eV, about 1 eV lower in en-
ergy than the calculation. While this difference could
be the result of deficiencies in the calculated electronic
band structure, we believe that the PBE+GW calcula-
tions should be more accurate than this for LiNO3. In-
stead we suggest that some degree of atomic disorder is
present in the experimental samples but absent in our
model, such as distortions outside of the harmonic ap-
proximation in which the phonons were calculated.
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FIG. 5. The calculated (red, solid) and measured (blue,
dashed) resonant x-ray inelastic scattering spectra of LiNO3
at the nitrogen K edge. The width of the ocean curve signi-
fies the variation in the mean from using 10 snapshots.
D. RIXS
In Fig. 5 we present measured and calculated RIXS
spectra, labeled by the incoming x-ray energy. For ref-
erence these energies are also marked on the plot of the
x-ray absorption (Fig. 4). Measurements were taken at
four additional absorption energies between 414 eV and
424 eV, but little change was observed in the x-ray emis-
sion spectra. The measured emission for 405.1 eV inci-
dent x-rays is truncated above 401 eV to remove the tail
from the elastic peak. Overall, the changes in the emis-
sion with incident energy are minor, and the changes in
the calculated emission spectra are even more so. We
note that in the alignment of the absorption and emis-
sion calculations with the measured spectra there is only
a single free parameter which was chosen to match the
position on the main exciton in the absorption at 405 eV.
The subsequent position of the calculated emission peaks
was then fixed by the band structure, increased by the
GW corrections, and finally decreased by the calculated
exciton binding for both the core-level and valence-level
excitons within the BSE.
Starting at resonance, we find good agreement between
the measured and calculated RIXS for the 405.1 eV in-
cident energy beam. The NO σ peak near 382 eV is
over-bound by 1.5 eV in the calculation, while the NO π
peak is under-bound by less than 1 eV. However, the rel-
ative weights of the two main features, along with the
more delocalized valence band feature at 399 eV agree
remarkably well. Furthermore, the widths of the peaks
are modeled well by the calculation. Using a displaced
Gaussian and constant background, we are able to de-
termine the width of the calculated and measured NO σ
peak. Without the GW or vibrational effects, the cal-
culated NO σ peak is very narrow, with almost no dis-
persion from the band structure (Fig. 3). Vibrational
disorder alone increases the full width at half maximum
to 2.2 eV, while the inclusion of the imaginary component
of the GW corrections increases it further to 3.3 eV. This
is 10 % larger than the measured full width half maxi-
mum of 3.0 eV. Without considering broadening from the
imaginary part of the self-energy, the difference between
the measured and calculated width of the σ peak would
incorrectly point to additional atomic disorder or disper-
sion deep in the valence band. This situation highlights
the importance of using a complex many-body self-energy
as a foundation for spectroscopy calculations.
As the incident photon energy is tuned above the main
exciton, the observed emission energy changes. The π
features around 394 eV first broaden and then split into
two distinct peaks. The σ feature at 382 eV also broad-
ens, but any split is obscured by the self-energy broaden-
ing. At incident energies of 408.9 eV and 409.9 eV, the
suppression of the σ peak and asymmetry in the the π
peak are captured in our calculation. However, at higher
energies no splitting of the π peak or additional broad-
ening of the σ peak are observed in the calculations. We
hypothesize that this splitting is an excited-state effect,
driven by atomic relaxation during the RIXS process,
i.e., Jahn-Teller distortion. The local potential energy
surface can change dramatically in the presence of the
x-ray absorption exciton, driving changes in the local
atomic configuration. This effect is well-known, and has
been studied computationally in aqueous systems [29].
IV. CONCLUSIONS
We presented measured XAS and RIXS spectra of
LiNO3 along with GW-BSE calculations of the same us-
ing the ocean code. The x-ray emission spectra show a
sizable broadening of the NO σ peak, which was previ-
ously noted in the x-ray emission attributed to the NO−3
7ion within ammonium nitrate [2]. By including broaden-
ing from both the ground-state vibrational disorder and
the imaginary part of the GW self-energy corrections, we
are able to match the observed width of the NO σ peak.
This substantial, peak-dependent broadening is a general
effect in NO−3 compounds. In addition to probing the
real-valued components of the electronic structure, we
show that RIXS spectroscopy can also measure broad-
ening from the valence-band lifetime. In this way RIXS
provides a measurement of the full complex self-energy
and may serve as a unique check on the accuracy of this
aspect of first-principles self-energy calculations.
Challenges remain in incorporating the effects of the
atoms in the crystal as dynamic quantum particles in-
stead of a fixed lattice of point charges. Our phonon
mode method adequately captures modifications of the
x-ray absorption spectrum as a result of the intrinsic dis-
order from vibrations. However, a more sophisticated
approach seems necessary to accurately simulate reso-
nant emission in extended systems. The deficiency may
be especially notable in cases such as LiNO3 where the
system has localized or molecular characteristics (the
multi-atom NO−3 ion) where the atoms are in a strongly
anisotropic binding environment. Methods designed for
embedded localized or molecular systems may be applica-
ble to molecular solids, but it would also be of interest to
develop methods that are able to approach this problem
from an extended, delocalized picture.
Certain software packages are identified in this paper
to foster understanding. Such identification does not im-
ply recommendation or endorsement by the National In-
stitute of Standards and Technology, nor does it imply
that these are necessarily the best available for the pur-
pose.
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