Abstract-For an nt transmit, nr receive antenna system (n t × nr system), a full-rate space time block code (STBC) transmits n min = min(nt, nr) complex symbols per channel use and in general, has an ML-decoding complexity of the order of M n t n min (considering square designs), where M is the constellation size. In this paper, a scheme to obtain a fullrate STBC for 2 a transmit antennas and any nr, with reduced ML-decoding complexity of the order of M n t (n min − 3 4 )−0.5 , is presented. The well known Silver code for 2 transmit antennas is a special case of the proposed scheme. Further, it is shown that the codes constructed using the scheme have higher ergodic capacity than the well known punctured Perfect codes for n r < nt. Simulation results of the symbol error rates are shown for 8 × 2 systems, where the comparison of the proposed code is with the punctured Perfect code for 8 transmit antennas. The proposed code matches the punctured Perfect code in error performance, while having reduced ML-decoding complexity and higher ergodic capacity.
I. INTRODUCTION AND BACKGROUND
Complex orthogonal designs (CODs) [1] , [2] , although provide linear maximum-likelihood (ML)-decoding, do not offer a high rate of transmission. A full-rate code for an n t × n r MIMO system transmits min(n t , n r ) independent complex symbols per channel use. Among the CODs, only the Alamouti code for 2 transmit antennas is full-rate for a 2 × 1 MIMO system. A full-rate STBC can efficiently utilize all the degrees of freedom the channel provides. In general, an increase in the rate tends to result in an increase in the ML-decoding complexity. The Golden code [3] for 2 transmit antennas is an example of a full-rate STBC for any number of receive antennas. Until recently, the ML-decoding complexity of the Golden code was reported to be of the order of M 4 , where M is the size of the signal constellation. However, it was shown in [4] , [5] that the Golden code has a decoding complexity of the order of M 2.5 only. A lot of attention is being given to reducing the ML-complexity of full-rate codes. Current research focuses on obtaining full-rate codes with reduced ML-decoding complexity (refer to Sec. II for a formal definition). For 2 transmit antennas, the Silver code [6] , [7] , is a full-rate code with full-diversity and an ML-decoding complexity of order M 2 for square QAM. For 4 transmit antennas, Biglieri et. al. proposed a rate-2 STBC which has an ML-decoding complexity of M 4.5 for square QAM without full-diversity [8] . It was, however, shown that there was no significant reduction in error performance at low to medium SNR when compared with the previously best known codethe DjABBA code [6] . This code was obtained by multiplexing Quasi-orthogonal designs (QODs) for 4 transmit antennas [9] . In [4] , a new full-rate STBC for 4 × 2 system with full diversity and an ML-decoding complexity of the order of M 4.5 was proposed. This code was obtained by multiplexing the coordinate interleaved orthogonal designs (CIODs) for 4 transmit antennas [10] . These results show that codes obtained by multiplexing low complexity STBCs can result in high rate STBCs with reduced ML-decoding complexity and without any significant degradation in the error performance when compared with the best existing STBCs. Such an approach has also been adopted in [11] to obtain high rate codes from multiplexed orthogonal designs.
In general, it is not known how one can design full-rate STBCs with reduced ML-decoding complexity for arbitrary number of transmit and receive antennas. Such a design has been presented for n t = 4 in [12] . It is known how to design information lossless codes [13] for the case where n r ≥ n t . However, it is not known how to design information lossless codes when n r < n t . In this paper, we design full-rate codes which have higher ergodic capacity at high signal-to-noise ratio (SN R) than the best existing codes (the Perfect codes [14] ) for n r < n t . The resulting codes also have lower MLdecoding complexity than the comparable punctured Perfect codes (puncturing refers to replacing the symbols of certain layers of the code with zero entries, so that the code is full-rate for n r < n t ). The contributions of the paper are: 1) We analyze the ergodic capacity of MIMO channels with space time codes when n r < n t . We relate the entries of the R-matrix (the R-matrix is the upper triangular matrix obtained on QR decomposition) of the equivalent channel matrix to ergodic capacity at high SN R. 2) We give a method to obtain rate-1, 4-group decodable codes (refer Section II for a formal definition of multigroup decodable codes) for n t = 2 a through algebraic methods. The speciality of the obtained design is that it is amenable for extension for higher number of receive antennas, resulting in full-rate, reduced ML-decoding complexity codes for any number of receive antennas, unlike the previous constructions [15] , [16] , [17] of rate-1, 4-group decodable codes. 3) We propose a technique to obtain full-rate codes with reduced ML-decoding complexity for 2 a transmit an-978-1-4244-5638-3/10/$26.00 ©2010 IEEE tennas and any number of receive antennas. These codes are shown to have higher ergodic capacity than the comparable punctured Perfect codes for the case n r < n t , and lower ML-decoding complexity as well. In terms of error performance, the proposed codes have more or less the same performance as the corresponding punctured Perfect codes. This is shown through simulation results for the 8 × 2 MIMO system. The paper is organized as follows. In Section II, we present the system model and the relevant definitions. The ergodic capacity analysis is presented in Section III and the method to construct rate-1, 4-group decodable codes is proposed in Section IV. The scheme to extend the code to obtain full-rate STBCs for higher number of receive antennas is presented in Section V. Simulation results are discussed in Section VI and the concluding remarks are made in Section VII.
The proofs of all the lemmas, theorems and other claims are omitted due to space considerations, but are available in [18] , along with several illustrative examples.
Notations: Throughout, bold, lowercase letters are used to denote vectors and bold, uppercase letters are used to denote matrices. Let X be a complex matrix. Then, X H and X T denote the Hermitian and the transpose of X, respectively and j represents √ −1. The set of all real and complex numbers are denoted by R and C, respectively. The real and the imaginary part of a complex number x are denoted by x I and x Q , respectively. X denotes the Frobenius norm of X, and I T and O T denote the T × T identity matrix and the null matrix, respectively. The Kronecker product is denoted by ⊗. For a complex random variable X, E[X] denotes the mean of X. For a complex variable x, the(.) operator acting on x is defined asx
The(.) can similarly be applied to any matrix X ∈ C n×m by replacing each entry
II. SYSTEM MODEL
We consider Rayleigh block fading MIMO channel with perfect channel state information (CSI) at the receiver and no CSI at the transmitter. For n t × n r MIMO transmission, we have
where S ∈ C nt×T is the codeword matrix whose average energy is given by E( S 2 ) = n t T , transmitted over T channel uses (in this paper, we consider T = n t ), N ∈ C nr×T is a complex white Gaussian noise matrix with i.i.d entries ∼ N C (0, 1) and H ∈ C nr×nt is the channel matrix with the entries assumed to be i.i.d circularly symmetric Gaussian random variables ∼ N C (0, 1). Y ∈ C nr×T is the received matrix and SN R is the signal-to-noise ratio at each receive antenna.
Definition 1: (Code rate)
If a codeword of the code transmits k independent complex information symbols (or 2k real information symbols) in T channel uses, then, the code rate is k/T complex symbols per channel use (2k/T real symbols per channel use). A full-rate STBC has a rate of min(n t , n r ) complex symbols per channel use.
Assuming ML-decoding, the ML-decoding metric that is to be minimized over all possible values of codewords S is given by
Definition 2: (ML-Decoding complexity)
If the codeword transmits k independent symbols of which a maximum of p symbols need to be jointly decoded, the ML-decoding complexity is of the order of M p , where M is the size of the signal constellation.
If the code has an ML-decoding complexity of order less than M k , the code is said to have reduced ML-decoding complexity.
Definition 3: (Generator matrix) For any STBC that encodes 2k real symbols (or k complex information symbols), the generator matrix G is defined by the following equation [8] ,
where S is the codeword matrix, and
the real information symbol vector.
A codeword matrix of an STBC can be expressed in terms of weight matrices (linear dispersion matrices) [19] as
Here, A i , i = 1, 2, · · · , 2k are the complex weight matrices for the STBC and should form a linearly independent set over R. It follows that
Definition 4: (Multi-group decodable STBCs) An STBC is said to be g-group decodable [17] if its weight matrices can be separated into g groups
Equation (1) can be rewritten as
where the equivalent channel matrix H eq ∈ R 2nrT ×2nminT is given by
with G ∈ R 2ntT ×2nminT being the generator matrix as in Definition 3.
978-1-4244-5638-3/10/$26.00 ©2010 IEEE
III. RELATIONSHIP BETWEEN WEIGHT MATRICES AND ERGODIC CAPACITY
We have two main results on the ergodic capacity of MIMO channels with the use of STBCs, listed below. For a detailed analysis of these results, refer [18] . 1) In the low SN R scenario, when n r < n t , if
where, C ST BC is the ergodic capacity with the use of the STBC and C MIMO is the ergodic capacity of the MIMO channel. 2) In the high SN R scenario for n r < n t , C ST BC is higher for those STBCs whose R-matrix of the equivalent channel matrix H eq has a larger number of zeros in the upper triangular block. It must be noted that for n r ≥ n t , it is sufficient if the generator matrix is orthogonal [13] for the STBC to be information lossless. In [4] We would like all the columns of H eq to be orthogonal, but there is a limit to the number, the limit being the maximum number of Hurwitz-Radon matrices [1] for n t transmit antennas. Except for the Alamouti code for the case of n r = 1, this number is much lesser than 2T n r , which is the number of weight matrices of a full-rate STBC when n r < n t . So, evidently, when n r < n t , higher ergodic capacity at high SN R means lower ML-decoding complexity (because of column orthogonality). Hence, to construct an STBC with high ergodic capacity, we first construct rate-1 STBCs with the lowest possible ML-decoding complexity. So far, the known least ML-decoding complexity rate-1 codes are the rate-1, 4-group decodable codes. But the codes mentioned in literature [15] , [16] , [17] are not suitable for extension for higher number of receive antennas, since their design is obtained by iterative methods. Hence, in the next section, we propose a new design methodology to obtain the weight matrices of a rate-1, 4-group decodable code by algebraic methods for 2 a transmit antennas.
IV. CONSTRUCTION OF RATE-1, 4-GROUP DECODABLE

CODES
We make use of the following Theorem, presented in [16] , to construct rate-1, 4-group decodable codes for n = 2 a transmit antennas.
Theorem 1: [16] An n × n linear dispersion code transmitting k real symbols is g-group decodable if the weight matrices satisfy the following conditions:
In order to obtain a rate-1, 4-group decodable STBC for 2 a transmit antennas, it is sufficient if we have 2 a+1 matrices satisfying the conditions in Theorem 1. To obtain these, we make use of the following lemma.
Lemma 1: Consider n×n matrices with complex entries. If n = 2 a and n × n matrices F i , i = 1, 2, · · · , 2a anticommute pairwise, then the set of products F i1 F i2 · · · F is with 1 ≤ i 1 < · · · < i s ≤ 2a along with I n forms a basis for the 2 2a dimensional space of all n × n matrices over C. Proof: Available in [20] . From Theorem 1, to get a rate-1, 4-group decodable STBC, we need 3 pairwise anticommuting, anti-Hermitian matrices which commute with a group of 2 a−1 Hermitian, pairwise commuting matrices. Once these are identified, the other weight matrices can be easily obtained. From [2] , one can obtain 2a pairwise anticommuting, anti-Hermitian matrices. We denote them by
For a set S = {a 1 , a 2 , · · · , a n }, define P(S) as
n , λ i ∈ {0, 1}}. We choose F 1 , F 2 and F 3 to be the three pairwise anticommuting, anti-Hermitian matrices. Consider the set S = {jF 4 F 5 , jF 6 F 7 , · · · , jF 2a−2 F 2a−1 , F 1 F 2 F 3 }, the cardinality of which is a − 1. It is easy to see that the set consists of pairwise commuting matrices which are Hermitian. Moreover, one can note that each of the matrices in the set also commutes with F 1 , F 2 and F 3 . Hence, P(S), which has cardinality 2 a−1 is also a set with pairwise commuting, Hermitian matrices which also commute with F 1 , F 2 and F 3 . The linear independence of P(S) over C is easy to see by applying Lemma 1. Hence, we have 3 pairwise anticommuting, anti-Hermitian matrices which commute with a group of 2 a−1 Hermitian, pairwise commuting matrices. The other weight matrices are obtained from Theorem 1.
A. An example for n = 8
To illustrate with an example, we consider the case n = 8. Let F i , i = 1, 2, · · · , 6 denote the 6 pairwise anticommuting, anti-Hermitian matrices. Choose F 1 , F 2 and F 3 to be the three anticommuting matrices. Let S = {jF 4 F 5 , F 1 F 2 F 3 } and
The 16 weight matrices of the rate-1, 4-group decodable code for 8 antennas are as shown below. Each column corresponds to the weight matrices in a group. Note that the product of any two matrices in the first group is some other matrix in the same group.
The coding gain of the STBCs thus constructed is a power of the product distance in nt 2 real dimensions. This analysis has been omitted here due to lack of space. For details, refer [18] .
The encoding of symbols is done as follows. The 2n t real symbols of the rate-1, 4-group decodable code, each taking values from Z, are divided into 4 group of n t /2 real symbols each. Let us denote these four vectors by y p , p = 0, 1, 2, 3,
is a suitable orthogonal rotation matrix used to maximize the coding gain (refer [18] The codeword matrix of the rate-1, 4-group decodable STBC is given as
V. EXTENSION TO HIGHER NUMBER OF RECEIVE
ANTENNAS
When n r = 1, a rate-1, 4-group decodable STBC is the best full-rate STBC possible in terms of low ML-decoding complexity and as a result, ergodic capacity. However, when n r > 1, we need more weight matrices to meet the fullrate criterion. Let n t = 2 a . We know from Lemma 1 that if F i , i = 1, 2, · · · , 2a are pairwise anticommuting, invertible matrices, then, the set F {F
is a linearly independent set over C. Hence, the set M = {F, jF} is linearly independent over R. As a result, the elements of M can be used as weight matrices of a full-rate STBC for n r > 1. Keeping in view that the ergodic capacity depends on as many non-diagonal entries of the R-matrix being zeros, it is important to choose the weight matrices judiciously. The idea is that given a fullrate STBC for n r − 1 receive antennas, obtain the additional weight matrices of a full-rate STBC for n r receive antennas by using the weight matrices of a rate-1, 4-group decodable STBC such that after the addition of the new weight matrices, the set of weight matrices is still linearly independent over R. This is achieved as follows.
1) Obtain a rate-1, 4-group decodable STBC by using the construction method detailed in Section IV. Due to the nature of construction, the product of any two weight matrices is always some other weight matrix of the code, up to negation. Denote the set of weight matrices by G 1 . 2) From the set M, choose a matrix that does not belong to G 1 and multiply it with the elements of G 1 to obtain a new set of weight matrices, denoted by G 2 . Clearly, the two sets will not have any matrix in common. The weight matrices of G 2 form a new, rate-1, 4-group decodable STBC. Now, G 1 G 2 is the set of weight matrices of a rate-2 code. 3) For increasing number of n r , repeat as in the second step, obtaining new rate-1, 4-group decodable codes and then appending their weight matrices to obtain a new, rate-n r code. 4) When all the elements, up to negation, of M have been exhausted (this occurs when n r = n t ), we will have a code with a rate of n t complex symbols per channel use, which will be a full-rate code for n r ≥ n t . The R-matrix of the STBC for n r receive antennas has the following structure, irrespective of the channel realization.
where X ∈ R 2nt×2nt is a random non-sparse matrix whose entries depend on the channel coefficients and
being an upper triangular matrix (This can be attributed to the 4-group decodability property of the rate-1 codes used for construction). As a result of the structure of D, the R-matrix has a large number of zeros in the upper block, and hence, compared to other existing codes, the proposed codes are expected to have higher ergodic capacity (for n r < n t ) and lower average ML-decoding complexity. The worst case ML-decoding complexity is of the order of (M
4 )−0.5 , which is because in decoding the symbols, a search is to be made over all possible values of the last n t (n min − 1) complex symbols (which requires a complexity of the order of M nt(nmin−1) ), while the remaining n t symbols can be conditionally decoded with a complexity of M n t − 2 4 only, once the last n t (n min −1) symbols are fixed (a detailed explanation on conditional ML-decoding has been presented in [8] , [4] ). For n r ≥ n t , the proposed code is information lossless, because its normalized generator matrix (normalization is done to ensure an appropriate SN R at each receive antenna) is orthogonal.
A. The Silver code as a special case of n t = 2
The silver code, which is well known for being a low complexity, full-rate, full-diversity STBC for n r ≥ 2, transmits 2 complex symbols per channel use. Its first four weight matrices are that of the Alamouti code, which is a rate-1, 4-group decodable STBC for 2 transmit antennas. The Silver code's next 4 weight matrices are obtained by multiplying the first four weight matrices with j. However, to make the code a full-ranked one, the last four symbols take values from a different constellation, which is obtained by unitarily rotating the symbol vector in Z[j]
2 . The Silver code compares very well with the well known Golden code in error performance, while offering lower ML-decoding complexity of the order of M 2 for square-QAM only.
VI. SIMULATION RESULTS
In all the simulation scenarios in this section, we consider the Rayleigh block fading MIMO channel. We consider 8 transmit antennas. Our code is constructed as explained in 978-1-4244-5638-3/10/$26.00 ©2010 IEEE This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE Globecom 2010 proceedings. Section V. The rival code is the punctured Perfect code for 8 transmit antennas [14] . The ergodic capacity plots of the two codes are shown in Fig. 1 . As expected, our code achieves higher ergodic capacity, although lower than that of the corresponding MIMO channel. Fig. 2 shows the symbol error performances of our code for the 8 × 2 system and the punctured Perfect code. Our code has a better performance at a higher SNR. The simulation plot suggests that our code has full-diversity, although we haven't been able to prove it mathematically. The most important aspect of our code is that it has an ML-decoding complexity of the order of M 9.5 , while that of the comparable punctured Perfect code is the order of M 15 .
VII. DISCUSSION
In this paper, we proposed a scheme to obtain a full-rate STBC for 2 a transmit antennas and any number of receive antennas with reduced ML-decoding complexity. The STBCs thus obtained have higher ergodic capacity at high SN R than existing STBCs for the case n r < n t . Identifying explicit constellations which guarantee full-diversity and a non-vanishing determinant for our codes is still an open problem. This could provide the direction for future research.
