Mesons and of the Ratio V/(V +P ) in Z 0 → cc Decays
f (c → D * 0 ) = 0.218 ± 0.054 ± 0.045 ± 0.007 , where the errors correspond to the statistical and systematic errors specific to this analysis, and to systematic uncertainties from externally measured branching fractions, respectively. Together with previous OPAL measurements of the hadronisation fractions of other charmed mesons, this value is used to investigate the relative production of observed vector and pseudoscalar charmed mesons in Z 0 → cc decays. The production ratio is determined to be P eff V = V /(V +P ) = 0.57 ± 0.05 . The relative primary production of vector and pseudoscalar mesons, P prim V , is studied in the context of the production and decay of orbitally excited charmed resonances. The first measurement of the inclusive D * + s production rate in hadronic Z 0 decays is presented.
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Introduction
A meson with no orbital angular momentum can be a vector (V ) state with spin 1 or a pseudoscalar (P ) state with spin 0. Their relative production P V =V /(V +P ) is sensitive to nonperturbative effects in the hadronisation process and cannot be calculated exactly. However, several models [1] have been proposed which predict this ratio. A simple spin counting picture, where the abundance of a particular state is proportional to its number of spin degrees of freedom 1 , predicts a value of P V =0.75 when only vector and pseudoscalar meson production are considered. More sophisticated models take into account the mass difference between vector and pseudoscalar mesons, as well as the masses of the constituent quarks. In general, they predict P V to be less than 0.75.
The situation is complicated by the presence of mesons with non-zero orbital angular momentum. The observed P V ratio thus includes those ground state mesons which have been produced in decays of the excited states. Experimentally, this effective ratio P eff V is easier to measure. If the production rates of the excited states are known, the primary ratio P prim V , corrected for any effects from excited states, can be calculated. The LEP accelerator, where numerous Z 0 →decays have been observed between 1989 and 1995, provides a facility to study the P V ratio. Values around P eff V ≈0.75 and P eff V ≈0.55 have been measured for B meson production [2] and in the charm sector [3, 4] , respectively. In both cases, a model dependent evaluation suggests the values of P prim V and P eff V to be similar [5] . For light mesons, P eff V has been estimated to be between 0.4 and 0.5 [6] . This paper focuses on a study of both P eff V and P prim V for charmed meson production.
In the charm system, measurements of D 0 , D + , and D * + production in Z 0 → cc decays have been used in the previous determinations of P eff V [3, 4] . The D * 0 meson has so far not been observed in Z 0 decays, since it only decays via the emission of a photon or a π 0 meson, which are difficult to reconstruct experimentally. Therefore, the determinations of P V values have so far relied on the assumption of isospin invariance, which suggests equal D * 0 and D * + production rates.
In this paper, a first measurement of the hadronisation fraction f (c → D [7] . The f (c → D * 0 ) measurement is used to test the assumption of isospin invariance. Together with previously published OPAL measurements of the other charmed non-strange pseudoscalar and vector mesons [8, 9] , a value of P eff V is derived. A recent OPAL measurement of the production of excited charmed mesons [10] is used to investigate the ratio P prim V . A model independent formula for P prim V is derived, and the validity of a simple spin counting model for the fragmentation process is tested.
The paper is organized as follows: Section 2 contains a brief description of the OPAL detector 1 "Spin counting" in this paper refers to a model where the relative primary production of mesons with the same quark content and the same orbital angular momentum is given according to the corresponding numbers of spin degrees of freedom. and the event selection. Section 3 describes the reconstruction of D * 0 decays, the selection of signal candidates, and the background determination. In section 4, the measurement of the hadronisation fraction f (c → D * 0 ) and its systematic uncertainties are discussed, while section 5 describes the measurement of D * + s production. Section 6 contains a determination of both P eff V and P prim V for charmed meson production in Z 0 → cc decays and an interpretation of the results.
The OPAL Detector and Event Selection
A complete description of the OPAL detector is given elsewhere [11] . Here, only the components of importance for this analysis are reviewed. Tracking of charged particles is performed by a silicon microvertex detector, a vertex detector, a jet chamber, and a set of drift chambers that measure the coordinate of tracks along the direction of the beam line 2 (z-chambers), positioned inside a solenoid that provides a uniform magnetic field of 0.435 T parallel to the beam direction.
The barrel electromagnetic calorimeter, which covers the polar angle range of | cos θ| < 0.82, is mounted outside the magnet coil. It consists of a cylindrical array of 9,440 lead glass blocks of 24.6 radiation lengths thickness pointing approximately to the interaction region. The overall energy resolution is improved by correcting for the energy lost in showers initiated in the material in front of the calorimeter. Such showers are detected by thin gas detectors (presampler detectors) situated in front of the lead glass blocks, and by time-of-flight scintillators located between the presampler and the magnet coil in the polar angle range | cos θ| < 0.72. The regions 0.82 < | cos θ| < 0.98 are covered by the endcap electromagnetic calorimeters with lead glass blocks oriented parallel to the beam direction. The magnet return yoke is instrumented as a hadron calorimeter. Four layers of muon chambers are mounted outside the hadron calorimeter.
The criteria for selecting hadronic Z 0 decays are based on reconstructed tracks in the central detector and on the energy distribution in the calorimeter [12] . Charged particle tracks need to have at least 20 jet chamber hits, a momentum component in the xy plane of at least 0.15 GeV, a total momentum of less than 65 GeV, and a distance of closest approach to the beam axis of less than 5 cm. The hadronic Z 0 event selection efficiency of these requirements is (98.7 ± 0.4)% [9] . Of the events recorded with the OPAL detector between 1990 and 1995, 4.32 million satisfy the event selection criteria. The primary vertex is reconstructed from the charged tracks in the event and constrained with the known average beam position and the xy width of the e + e − collision point.
Samples of simulated hadronic events are used for the determination of selection criteria and for the calculation of selection efficiencies. They have been generated using the JETSET 7.4 Monte Carlo model [13] with parameters tuned to reproduce the OPAL data [14] . The fragmentation of heavy quarks is parametrised by the fragmentation function of Peterson et al. [15] . The simulated events are then processed by the detector simulation program [16] and by the same reconstruction algorithm which is also applied to the data. • the signed probability W X as defined in [17] that a given track is compatible with the particle hypothesis X, based on its specific energy loss and its measured momentum; • the signed decay length d xy in the xy plane defined as the distance between the primary vertex and the secondary vertex formed by the D 0 decay products; and • the largest longitudinal momentum p l frag relative to the D 0 flight direction of any track which is not used in the D 0 reconstruction and whose charge is inconsistent with that of an accompanying hadron of the D 0 candidate. This variable helps to separate signal candidates in Z 0 → cc events from background, since in the formation of D 0 mesons in Z 0 → cc events, there is a correlation between the charge of the primary quark and that of the fragmentation particle with the highest longitudinal momentum [18] . The track with the largest longitudinal momentum whose charge is inconsistent with being the accompanying hadron is expected to be softer for signal than for background.
Contributions from D * + decays are suppressed by searching for a track that could have been the pion in a D * + → D 0 π + decay. The corresponding D 0 candidate is rejected if a track is found with the correct charge and a mass difference within 141 MeV < m
A loose preselection of D 0 candidates is done using the invariant mass m D 0 , the scaled energy x D 0 , the helicity angle cos θ * , and the particle identification probabilities. The exact cuts are listed in table 1.
Photons are reconstructed either as showers in the electromagnetic calorimeter, or through conversions γ → e + e − . For the latter, pairs of oppositely charged tracks are identified as conversions with the algorithm described in [19] . The z components of the track momenta are determined in a fit to the conversion point to improve the momentum resolution. The total photon momentum is taken as the sum of both track momenta.
In the barrel region of the electromagnetic calorimeter, photons are identified as described in [19] by fitting electromagnetic showers to energy deposits which are not associated with any charged particle track. The lateral shower profile is fixed to the Monte Carlo expectation, and the normalisation gives the shower energy. The fitted shower energy is then corrected for losses in the material in front of the calorimeter using information from the presampler and time-of-flight system. Each of the fitted showers is treated as a photon candidate. The photon momenta are calculated assuming that the photons originated at the primary vertex of the event.
Any pair of photons (showers or conversions) with an invariant mass between 60 MeV and 280 MeV is considered as a π 0 candidate. The resolution of the π 0 energy is improved by a constraint to the nominal π 0 mass [20] using a kinematic fit [19] .
A number of variables similar to those in reference [19] are calculated for each photon and π 0 candidate:
• the energy of the photon or π 0 candidate, denoted E γ or E π 0 , respectively; • for photon conversions, the signed electron identification probabilities W e calculated from the energy loss of the two conversion tracks; • for showers in the calorimeter, a variable which parametrises how well the fitted shower describes the measured energy distribution in the 9 calorimeter blocks around the fitted shower maximum; and three variables that describe their effective separation from the closest neighbouring shower and the closest charged track entering the calorimeter.
The following variables are only used in the selection of π 0 mesons: • the invariant mass of the γγ system and the opening angle between the two photons; as well as • the number of additional photon candidates in a cone around each of the two photon candidates under consideration. In each case, the opening angle of the cone is twice the angle between the two photons.
A loose preselection of photons and π 0 candidates is done using the photon or π 0 energy and the invariant γγ mass before the constraint to the π 0 mass, as listed in table 1.
To form D * 0 candidates, each of the preselected D 0 candidates is in turn combined with every preselected shower photon or π 0 candidate in the event. Figure 1 shows the distribution of these D * 0 candidates in four of the most powerful selection variables. Tighter requirements are then applied to further reduce the background level in the D * 0 sample. They are based on the variables listed above and on the total number of D * 0 candidates in the hemisphere. For each variable x i , a purity function λ i (x i ) is calculated based on the simulation as the ratio of c → D * 0 signal candidates to all candidates:
photon and π 0 reconstruction 800 MeV < E γ or 800 MeV < E π 0 60 MeV < m γγ < 280 MeV 
Finally, D * 0 candidates are selected using a cut on the likelihood value. This cut has been chosen such that the statistical error on the result for the hadronisation fraction f (c → D * 0 ) is minimised according to an independent sample of simulated events. The distributions of the likelihood functions L are shown in figure 2 together with the cut values.
In figure 3 , the ∆m=m D * 0 −m D 0 mass difference distributions of the selected candidates are shown. The peaks at low mass differences are due to the signal from D * 0 decays. The background shape is determined from the data as described below in section 3.2. Using this shape, the D * 0 yield is extracted from a fit to the mass difference distributions, which is discussed in section 4.2.
Background Determination
Even after applying the likelihood selection, the background level in the samples of D * 0 candidates is still high. To minimise the dependence on Monte Carlo modelling, a method has been developed to determine the shape of the background in the ∆m distributions from the data.
A sample of candidates enriched in background rather than signal is prepared with a method similar to the one for the signal selection (see section 3.1). The likelihood is modified to select background candidates from the m D 0 sideband regions 1.70 GeV < m D 0 < 1.84 GeV and 1.91 GeV < m D 0 < 2.00 GeV. The sidebands are chosen to lie close to the signal region so that the kinematical properties of candidates in the sidebands do not differ significantly from those of candidates in the signal region. The modified likelihood function is of the form One of the main requirements for the background selection is that it correctly reproduces the ∆m shape of true background. If the selection variables m D 0 and cos θ * are assumed to be uncorrelated with the other selection variables and the mass difference ∆m, the ∆m shapes of background candidates from the same source in the signal and background samples agree by construction. For true background, the correlations between m D 0 (cos θ * ) and any other selection variable have been found in the simulation to be ≤ 1% (< 10%), where the largest correlations are between cos θ * and p
). It has been tested in the simulation that even with this level of correlations, the background shape is correctly reproduced for background candidates from the same source.
Background can be classified into candidates where a correctly reconstructed D 0 is combined with a photon or π 0 that does not come from a D * 0 decay and other background, in which the charged pion and kaon candidates do not come from the same D 0 decay. For these two contributions, the shapes of the ∆m distributions are found to be slightly different in the simulation. As outlined above, it is expected that the background determination procedure yields the correct background shapes individually for both contributions. However, the background sample contains fewer candidates with a correctly reconstructed D 0 than the signal sample. This leads to a small bias in the overall background shape derived from the background selection, which is taken into account by reweighting this shape according to the sample composition in the signal and background samples as found in the simulation.
Candidates that pass the cuts on L and also on L ′ are rejected from both the signal and the background samples. In the simulation, it has been found that this requirement rejects 8% of the true signal from the signal sample, and 27% of the true signal in the background sample. It has also been verified that the fraction of candidates removed by this requirement is the same within errors for the data and the simulation.
Although the background sample is depleted in signal candidates relative to the signal sample, there is a remaining D * 0 signal contamination in the background sample. Typically, the signal fraction is a factor of 5 smaller (cf. table 2) in the background samples. These candidates have the effect of reducing the number of signal candidates after background subtraction and are taken into account by calculating an effective efficiency, which is described in the next section.
Reconstruction Efficiency
The efficiencies of the D * 0 reconstruction are determined from a Monte Carlo sample which is statistically independent from the one that has been used for the determination of the likelihood. In this sample of 6.5 million simulated hadronic events, the numbers of true D * 0 mesons that pass the cuts on L are computed. The resulting efficiencies in the different decay modes are listed in table 2, separately for Z 0 → cc and Z 0 → bb events.
As discussed in section 3.2, some D * 0 mesons are also contained in the background-enriched samples. This number is determined from the same set of simulated events, and an effective efficiency is computed from the values given in table 2 that takes into account the relative signal to background ratio of the background sample that is given in the last column of the table. In the fit to the mass difference distributions described in section 4.2, these effective efficiencies are used. 
Subtraction of the Component from b Hadron Decays
The determination of the contribution from Z 0 → bb events is based on a previous measurement of D * + production [9] . Assuming isospin invariance (i. e., equal production of D * 0 and D * + mesons in b hadron decays, as well as equal hadronisation fractions
, the measured D * + production rate in Z 0 → bb events is used as an estimate of the corresponding D * 0 production rate. This is done for scaled energies x D 0 > 0.3, and the remaining c → D * 0 signal is then extrapolated to the full x D 0 range.
Previously, OPAL has measured the production of D * + mesons in Z 0 → bb events to be
, where R b is the partial hadronic decay width of the Z 0 boson into bb pairs. Using this number and the branching fraction Br(D * + → D 0 π + ) = 0.683 ± 0.014 [20] , the D * + production rate in Z 0 → bb events for x D 0 >0.3 is calculated to be
The error includes both the statistical and systematic errors. The restriction to x D 0 >0.3 is based on Monte Carlo simulation and the measured parameters of the b fragmentation function.
This information is used to obtain the number of reconstructed D * 0 signal candidates from b hadron decays, which is then subtracted from the fitted signal. Thus, the hadronisation fraction
where R c is defined in analogy to R b , N sig denotes the signal as obtained from the mass difference distribution, N had is the number of hadronic Z 0 decays analysed, ε c and ε b are the effective efficiencies for reconstructing D * 0 decays with x D 0 >0.3 from Z 0 → cc and Z 0 → bb decays, respectively, and the sum runs over the two decay modes of the D * 0 .
The assumption of equal D * 0 and D * + production in b hadron decays is justified from a CLEO measurement [21] of
The error on this measurement is taken into account as described in section 4. [20] , and b baryons are expected to decay dominantly to final states with a c baryon.
The Fit to the Mass Difference Distributions
The number of reconstructed D * 0 decays is determined in a simultaneous fit to the mass difference distributions of the selected signal and background samples in the two decay modes
Two signal peaks are visible in the mass difference distribution of D 0 γ candidates, which is shown in figure 3a . The In both cases, an unrelated photon candidate is added to form a π 0 candidate. In the simulation, both contributions have been found to be broad and very similar in shape to the overall background. Therefore, they are not explicitly accounted for.
In both mass distributions, the signal is parametrised with a functional form, while the background shape is determined from the background sample as decribed in section 3.2, with its normalisation determined in the fit. A sum of two Gaussians is used as signal parametrisation for the ∆m distribution of D 0 γ candidates (see figure 3c and 
is taken as the signal parametrisation (see figure 3g and h) to account for threshold effects.
Here, m π 0 denotes the nominal π 0 mass [20] , and the parameter σ and the normalisation are determined in the fit. In the simulation, such a function has been found to parametrise the distribution of D 0 π 0 signal candidates well.
The hadronisation fraction f (c → D * 0 ) is determined from a simultaneous fit to both ∆m distributions, with the constraint that the efficiency corrected number of D * 0 → D 0 π 0 decays be the same whether determined from the peak at lower ∆m values in the ∆m(D 0 , γ) distribution or from the ∆m(D 0 , π 0 ) distribution. Also, the efficiency corrected numbers for the two D * 0 decay channels are fixed to the world average value of the branching ratio [20] , and it is assumed that these two decay modes saturate the D * 0 width. The contribution from bottom hadron decays, which is derived from an earlier OPAL measurement as described in section 4.1, is subtracted in the fit.
The fit results are illustrated in figure 3 , where the obtained signal parametrisations are shown together with the background subtracted mass difference distributions. The combined fit for the D * 0 measurement has a χ 2 of 61.6 for 69 degrees of freedom. The hadronisation fraction f (c → D * 0 ) x D 0 >0.3 is extrapolated to the full range of scaled energies x D 0 using the simulation; it is found to be
where the error is statistical.
Consistency Checks
A number of consistency checks has been performed, in particular to test the sensitivity of the result to the background subtraction procedure. Monte Carlo simulation has been used to check that the procedure as outlined in section 3.2 accurately describes the shape of the background in the signal sample. Also, it has been verified that the shape is not sensitive to the specific choice of λ ′ functions. The background determination is sensitive to correlations between m D 0 or cos θ * and any other selection variable. Any correlation seen in the data is well reproduced in the simulation. Finally, the analysis has been repeated on the simulation, and the generated rates are reproduced within the statistical errors.
For all selections, the likelihood cut has been varied and the analysis repeated. The ranges of cut values correspond to relative changes in efficiency of about ±50%. The variations have been found to be consistent with statistical fluctuations.
In the fit, the ratio Br(
is fixed to its world average value of 0.616 ± 0.076 [20] . If instead, it is allowed to vary, a value of Br(
) is found, which is consistent with the world average. The resulting hadronisation fraction f (c → D * 0 ) changes by −7.5%.
Systematic Uncertainties
Systematic uncertainties are related to the modelling of the selection variables, the detector resolution, the procedure used to subtract the background, the determination of the b → D * 0 contribution to the measured signal, and to the extrapolation to the full range of scaled energies x D 0 . In the following sections, each of these categories is discussed in turn.
The relative values of all errors are listed in table 3.
Uncertainties from the Modelling of Selection Variables
Possible differences between distributions in data and simulation could influence the efficiencies and the background determination. These effects are studied separately for each selection variable. The resulting systematic errors are assumed to be uncorrelated and are therefore added in quadrature.
Two principal methods are used to determine systematic uncertainties in the modelling of a selection variable: (A) Variables for which the distributions of signal candidates are measured are treated by reweighting the events in the Monte Carlo simulation such that for the weighted events, the simulated signal distribution agrees with the measured one. Using the likelihood given in equation (2), the background determination and the fit are then repeated and the original result is corrected according to the observed difference; the uncertainty in the difference is interpreted as a systematic error. This method takes correlations between the selection variables into account to the extent that in the case of non-zero correlations, the reweighting of events alters also the distribution of any variable that is correlated with the one variable in question. This procedure is applied
• to the invariant mass distribution of D Table 3 : A breakdown of the relative statistical and systematic errors on the hadronisation fraction f (c → D * 0 ).
• to the effective separation of a shower from the closest other shower in the electromagnetic calorimeter, • to the opening angle of a pair of photons, and • to the numbers of reconstructed π 0 and D * 0 candidates.
The last three of the above variables depend on the event topology. For these variables, possible deviations between data and simulation affect the signal and the background in the same way.
The simulated events are therefore reweighted such that the distributions of all candidates in data and simulation agree. The analysis is then repeated, and the observed difference in the fit result is treated as a systematic error. The relative difference of these ratios is interpreted as the systematic error associated with the variable x i . In the case of the signed particle identification probabilities, the cuts for the preselection of charged kaons and pions (see section 3.1) are retained in order to obtain a clear signal. In reference [8] , an error of 3.1% has been determined for these cuts in the D 0 selection. This error is included as an additional systematic uncertainty.
Uncertainties in the Detector Resolution
Tracking resolution: Uncertainties in the modelling of the central detector are assessed by repeating the analysis with the tracking resolutions varied by ±10% around the values that describe the data best. The redetermined efficiencies are compared with the original ones, and the relative difference is interpreted as a systematic error.
Calorimeter energy scale and resolution:
The energy scale and resolution of the electromagnetic calorimeter and the multiplicity and resolution in the time-of-flight scintillators are treated analogously. The reconstructed π 0 mass distribution has been used to determine the corresponding resolution and scaling parameters. Thus, width and position of the π 0 mass peak are well reproduced in the simulation [19] , and any possible bias is accomodated by the variation of the detector resolution. [20] . The fit is repeated with this ratio varied within its errors, and the observed difference is taken as a systematic error.
Uncertainties in the Fit

Background shape:
Background candidates with a correctly reconstructed D 0 lead to a bias in the ∆m distribution, which is taken into account in the background subtraction as outlined in section 3.2. The analysis has been repeated without correcting for this bias, and half the difference from the original result is assigned as a systematic error.
The origin of background candidates has been studied in the simulation, and no other source for a bias of the background shape has been identified. In particular, it has been checked that the contribution from photons or π 0 mesons from D * * , B * , and B * * decays is small and does not exhibit a pronounced structure.
Contributions from other D 0 decays: In the simulation, the contribution to the signal sample of D * 0 candidates from D 0 mesons not decaying to K − π + was found to be 5.9%. This contribution is accounted for in the efficiency determination. However, mismodelling of the branching fractions for these other decay modes can introduce a potential bias in the D * 0 measurement. The corresponding systematic error is evaluated assuming relative contributions of other decay modes as in [9] and assigning errors according to the errors on the branching fractions as given in [20] . mesons, which can also decay via γ or π 0 emission. In principle, these decays can lead to a signal in the ∆m distributions similar to that to be measured. However, it has been found in the simulation that the relative contribution from D * + and D * + s decays to the selected signal and background samples is approximately equal. A small correction is applied to account for residual effects, and half this correction is assigned as a systematic error. [9] . From the branching fractions as given in [20] , the production of D * + mesons in B 
Contributions from D
to the full range of scaled energies is based on the fragmentation function of Peterson et al. [15] . To assess the uncertainty associated with this extrapolation, it is repeated with mean scaled energies of D * 0 mesons from Z 0 → cc decays varied in the range given in section 4.4.1. The difference from the previous result is interpreted as a systematic error.
Results of the D * 0 Measurement
The production of D * 0 mesons in Z 0 → cc events is measured to be
From this value, from the branching fraction Br(D 0 → K − π + ) = (3.83 ± 0.12)% [20] , and from the standard model prediction of R c = 0.172 [24] , the hadronisation fraction f (c → D * 0 ) is computed to be
Here, the last error corresponds to the error on the D 0 branching fraction. 
where the first error is statistical and the second systematic. The fit to the data has a χ 2 of 37.1 for 43 degrees of freedom.
The contributions to the systematic error were evaluated in a similar way as described earlier. Table 4 lists the most important errors. The largest systematic error on the value in equation (11) is introduced from the uncertainty in the background shape. The background sample is taken from a sideband in m φ , and a correction has to be applied to account for the fact that fewer correctly reconstructed φ → K + K − decays enter the background than the signal sample. When the fit is repeated with the same signal parametrisation plus an exponential to account for potential problems in the modelling of this bias, a consistent result is found. The deviation from the previous result is interpreted as systematic error. No other sources have been identified that could lead to a significant bias in the background shape. 
where the third error is introduced from the extrapolation to the full range of scaled energies. This rate is consistent with expectations and can be regarded as a further cross-check of the D * 0 analysis, which uses very similar techniques. 6 The Relative Production Rate of Charmed Vector Mesons in Z 0 → cc Decays
The relative production rate of vector mesons containing the primary quark, P V , is an important parameter in fragmentation and hadronisation models. Hadrons that contain the primary quark can in principle be produced either directly or in decays of higher resonances. Therefore, there are two possible definitions of P V : the quantity P eff V , where inclusive production (including decays of higher resonances) is considered, and P prim V , which is defined when considering direct production only. These two values may differ due to the effects of decays of higher resonances, where some decays are forbidden by spin and parity conservation.
In previous investigations of P V in the charm system [3, 4, 5] , isospin invariance between the neutral and charged non-strange vector mesons was assumed. Given the measurement of the hadronisation fraction f (c → D * 0 ) presented in the first part of this paper, an explicit check of this assumption is now possible.
Recently, a measurement of the spin alignment of D * + mesons in Z 0 → cc decays has been presented [23] . While P V denotes the relative production of vector and pseudoscalar mesons, spin alignment measurements provide information on the relative production of different vector meson spin states. Thus, the combination of these two measurements provides further insight into the inclusive production of charmed mesons in the fragmentation process [3] .
In the first part of this section, the existing OPAL measurements of the production of charmed mesons with no orbital angular momentum are used to derive a value of P eff V , which is interpreted in conjunction with the D * + spin alignment.
In the second part, additional input from excited D states is used to derive P prim V . This quantity can be compared more directly to model calculations, since such models generally make predictions for primary hadron production. However, a determination of P prim V is experimentally challenging because of the difficulties in assessing the fraction of hadrons produced in decays of higher resonances. In this paper, the production of L=1 mesons is taken into account, while production and decay of higher states is considered a part of the fragmentation process. [10] , decays of D * * mesons can be taken into account to study the P prim V ratio. First, the dependence of P prim V on the production of the unmeasured L=1 resonances is discussed, and a model independent formula for the calculation of P prim V is derived. Second, the production of the unmeasured L=1 resonances is assessed in a simple spin counting picture.
The following discussions are based on the f (c → D * 0 ) measurement described in the first part of this paper and on previous OPAL measurements of charmed meson hadronisation fractions. Table 5 contains an overview of the values entering the following computations. charmed meson production, OPAL measurements value and reference
0.56 ± 0.15
branching fractions and ratios value and reference [10, 27, 28] assumption on relative D * * meson production in a spin counting model 
Tests of Isospin Invariance
Isospin invariance suggests equal primary production rates for corresponding cū and cd mesons. and D * + production rate measurements and the branching fraction Br( 
is expected to be equal to one. 
is used in the computation of P V in the following sections.
Effective Charmed Meson Production
The effective value P eff V is calculated from the mean D * 0/+ hadronisation fraction derived in the previous section and the measurements listed in table 5 to be
Here, the assumption has been made that isospin invariance is valid, as tested in the previous section. If, instead, the measured hadronisation fractions are directly combined without the assumption of isospin invariance for D * 0 and D * + production, a value of P (see for instance [29] ).
For D * + mesons from Z 0 → cc decays with scaled energies x D * + >0.2, ρ 00 has been measured at OPAL to be ρ 00 = 0.40 ± 0.02 [23] . From this result and the above value of P eff V , the production probabilities These probabilities show a clear deviation from the simple spin counting picture. The production of vector mesons is suppressed in favour of pseudoscalar mesons. This is mostly due to a suppression of the m=±1 vector states, while the production of the J=1, m=0 state agrees within errors with a spin counting picture.
An overall suppression of vector meson production is, for instance, expected in thermodynamic models, where the constituents of hadrons are pictured as a gas with a temperature T , such that a relative suppression of the heavier states by a factor of exp(−∆m/T ) is predicted. From the above value of P eff V , the temperature is calculated to be T = 174
MeV, consistent with the value determined in [30] . It should be noted, however, that thermodynamic models fail to explain the observed non-zero spin alignment.
Primary Charmed Meson Production
For the determination of P 
The complete derivation and the exact formulae for A and B are given in appendix A. The parameters A and B are found to be A = (2.29 ± 0.34) × 10 −2 and B = (3.82 ± 0.89
with a positive correlation between A and B of 77%.
In figure 5 , the results for P values is consistent with predictions. However, to test a given model, a clearer statement can be made when following the procedure outlined below.
In contrast to the above discussion, a test of any specific fragmentation model can be performed when using its prediction for the relative primary production of the different L=0 and L=1 states. While the prediction for the L=0 states is directly equivalent to a prediction of P prim V , the model prediction in the L=1 sector provides information on the production of the unmeasured L=1 resonances, which can in turn be used in conjunction with the measured hadronisation fractions to obtain an experimental value of P resonances is predicted to be 1 : 3 : 3 : 5. When using the latter prediction, P prim V is found to be P prim V
(spin counting for D * * ) = 0.55 ± 0.08 .
However, since the validity of spin counting was assumed in the calculation, the value of P prim V is fixed and should be 0.75. Thus, from the discrepancy between the above value and 0.75, the simultanous description of both L=0 and L=1 charmed meson production in a spin counting picture is disfavoured by 2.7 standard deviations. Within the framework of this model test, the relative production of the four D * * spin states need not be taken from experiment, since it is predicted by the model. Thus, the experimental error on the model test is reduced as compared to the model independent values shown in figure 5. As mentioned above, the value in equation (21) is part of a consistency check of a specific model and should not be interpreted as a stand-alone measurement. 
Summary and Conclusion
A first measurement of the hadronisation fraction f (c → D * 0 ) in Z 0 → cc decays is presented:
This result is consistent with the expectation from isospin invariance. The production rate of D * + s mesons in hadronic Z 0 decays has been measured for the first time:
The relative production of vector charmed mesons in Z 0 → cc events, P V , is evaluated both considering inclusive production (P , it is found that for the description of the production of charmed mesons in Z 0 → cc decays, a simple spin counting picture is disfavoured by 2.7 standard deviations.
A Model Independent Calculation of P prim V In this appendix, details of the calculations that lead to the dependence of the model independent value of P prim V on the production of the broad L=1 charmed mesons (equation (19) ) are provided.
As discussed in the text, the contributions from decays of D * * mesons have to be taken into account when calculating P multiplicity for an evaluation of P prim V .
The quantity P prim V is calculated as follows:
where in the above formula, V and P stand for non-strange charmed vector and pseudoscalar mesons, respectively, whereas T (s) denotes the sum of non-strange and strange charmed tensor mesons (D * * and D * * s ). Thus,
where the factors of 2 are introduced from the assumptions f (c → D 23 ± 5 mass (MeV) [20] (not observed) 2422.2 ± 1.8 2458.9 ± 2.0 Using the shorthand notation f D X ≡ f (c → D X ), equation (19) can then be derived as follows: 
respectively. figure (a) . Each of these quantities is varied between 0 and twice the value as expected from a spin counting picture. Plots (b) and (c) show the dependence on each one of these multiplicities when the other is fixed at the spin counting expectation. The error contours correspond to one standard deviation. They include the experimental error on the relative production of D 0 1 and D * 0 2 mesons as measured in [10] .
