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Une Suite Becurrente Remarquable
MARCEL DUBOUl~
Soit ~, racine du polynome monique irreductible P (x ) de discriminant ..1 1• Soit K Ie
corps Q (~) de discriminant ..1. On a ..1 1 =q i..1.
D 'autre part, g" est racine d'un polynome monique, non necessairement irreductible,
P; (x) de discriminant ..1n = q~..1, et de merne degre r que P(x ). On a alors qn = q1Fn.
Nous montrons que la suite (F n ) est une suite recurrente d'ordre factorielle de r, et
que la loi d'apparition des zeros dans la suite iF; modulo p ), p premier, reflete la structure
de decomposition de l'ideal (p ) dans Ie corps K.
Ces proprietes generalisent celles, classiques, des nombres de Fibonacci etudies par
Lucas qui correspondent au cas r = 2.
Les proprietes arithmetiques des suites d'entiers (Fm n EN), definies par une recurrence
lineaire de second ordre, sont le sujet d'une litterature abondante dominee par les travaux
classiques de Lucas au sujet des nombres de Fibonacci.
Les resultats essentiels etaient:
(Ll) F; =( a n - {3n/ a - {3) , Ct', {3 racines de x2- ax- b =P(x) = 0;
(L2) min ~FmIFn ;
(L3) s = (..1 /P)~Fp =s, F p- s =0 (mod p) , ..1 discriminant de P(x ).
La loi (L3) explicite le comportement de la suite (Fn ) modulo p. Lucas justifiait ce
genre de preoccupation dans [11]: "La theorie des suites recurrentes est une mine
inepuisable qui renferme toutes les proprietes des nombres. En calculant les termes
successifs de telles suites, en dcomposant ceux-ci en facteurs, en recherchant par
l'experimentation les lois de l 'apparition et de la reproduction des nombres premiers, on
fera progresser d'une maniere systematique l'etude des proprietes des nombres et de
leurs applications dans toutes les branches des mathematiques. "
Divers auteurs, et en particulier Ward, Andrews ont cherche ageneraliser cette theorie
aux recurrences lineaires d'ordre superieur.
Nous proposons ici une approche differente en etudiant des nombres lies aux dis-
criminants de polynomes dont I'etude a ete suggeree par Carmichael [6], et dans un
cadre conceptuel propose par Schiitzenberger et Barrucand.
Posons pour abreger
( = x
n
_
y \ .
x -y-)
Un polynome monique P (x ) etant donne, nous definissons, quel que soit n
ou Ie produit est etendu atoutes les paires de racines de P (x ) = O.
Si P (x ) n'a pas de racine multiple, c'est bien le rapport ..1~/2/..1V2 =qn/q1 evoque dans
le preambule.
Dans Ie cas ou P (x ) est du second degre, on retrouve la definition (loi (Ll) de Lucas )
des nombres de Fibonacci. De nombreuses proprietes des Fm et en particulier la
divisibilite, sont de nature purement algebrique, aussi nous les etablirons dans la premiere
partie en considerant, ala place des a, racines d'un polynome, des variables formelles x;
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0195-6698 / 83/ 030 205 + 10 $02 .00/0 © 1983 Academic Press Inc. (London) Limited"
206 M Dubow!
Nous montrerons que les F; (alors denotes CPn) sont certaines fonctions symetriques
remarquables. Nous etablirons que leur fonction generatrice
S'(t):; L o.,«:
O~n
est rationnelle, et nous en deduirons que les CPn satisfont une recurrence lineaire d'ordre
factorielle de r, ou r est Ie nombre de variables (versus le degre du polynome per)).
Dans la seconde partie, purement arithmetique, nous etudierons l'apparition et la
reproduction des nombres premiers dans les suites (Fn ) , et nous montrerons qu'en fait
les lois de Lucas et leur extension aux ordres superieurs traduisent la structure des ideaux
dans l'extension algebrique de Z par une racine de P(x) :; O.
Dans la troisieme partie, nous traiterons en detail les cas quadratique et cubique, et
nous en deduirons une methode pratique pour trouver la structure d'un ideal (p) dans
un corps cubique quelconque.
Concepts utilises. Dans la premiere partie fonctions symetriques, fonctions de Schur,
determinant de Vandermonde, serie generatrice; dans la deuxieme partie corps de Galois,
theoreme de Zolotarev, decomposition des ideaux.
PREMIERE PARTIE: PROPRIETES ALGEBRIQUES
1. DEFINITIONS. Soient x, y des variables formelles, et X, Y des ensembles finis de
telles variables.
( ) " J" n-1-J"( x n- y0CPn X, Y = £.. X Y :; - - ,
O,;;j,;;n-1 X - Y n~1.
v; (X, Y):; f1{CPn (x, y); X EX, YE Y}.
CPn(X) = IT {CPn(X, y); {x, y}EX}.
CPn (X) = 1 si IW"II = 1.
2. PROPRIETES DE DIVISIBILITE
car
(1)
md md m mmd mdX -y X -y X -y
m m'x-y x-y x -y
D'ou les proprietes analogues pour les polynomes CPn et 1ftn par simple passage au
produit. Notons X(m) = {x m; X EX}.
D'ou,
Pmd(X, Y):; 1ftm(X , Y)Pd(X(m\ y(m»).
CPmd(X):; CPm (X)CPd(X(m»).
(2)
(3)
(4)
les polynomes CPn constituent une sequence de divisibilite.
3. PROPRIETES DE SYMETRIE. On a par definition CPn (x, y) :; CPn (y, x), done
1ftn(X, Y) :; P n(Y, X), et CPn (X) est un polynome symetrique en les variables Xi E X. De
plus, CPn(X) = ITki<j,;;r ((x~ -Xj)/(Xi -Xj)), si IW"II:; r.
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ou D (X) est le determinant de Vandermonde des variables Xi. Done <Pn (X) est la fonction
de Schur associee ala partition
{(n -1), 2(n -1), ... , (r - 2)(n -1), (r -l)(n -1)}. (5)
4. FONCTION GENERATRICE ETRECURRENCE DES <Pn(X). Soit g;(t) = Ln ..O <pn+ltn,
la serie generatrice des <Pn(X). D'apres ce qui precede:
ou
l: IT (r-i)~u = Xu(i) ,
iE[r]
'Yr est le groupe symetrique agissant sur r elements.
On sait, par les propietes des determinants de Vandermonde, que le termeD, se simplifie,
done nous avons le theorerne suivant.
THEOREME 1. La serie generatrice des <Pn (X) est une fonction rationnelle, symetrique
en les variables Xi, dont le denominateur R (t) = ITuE", (1- gut) est de degre factorielle de
r, r = IIXII.
COROLLAIRE. La suite des polyniimes <Pn (X) satisfait une relation de recurrence
lineaire, d'ordre r! Le polyndme de la recurrence R*(t) est le polyniime reciproque de R(t)
donne au theoreme 1.
5. PROPRIETES LIEES AUX PARTITIONS. Soit {Xi; 1 ,;;: i ,;;: I} une partition de X. On
note X = Lhi"'l Xi. Alors
v,(X, Y) = IT P n (Xi, Y).
lz:.;j:s;[
C'est evident par la definition de P n •
<Pn(X)= IT <Pn(Xi) IT Pn(Xi'~)'
l:s;j:s;[ l:s;j:s;[
(6)
(7)
DEUXIEME PARTIE: PROPRIETES ARITHMETIQUES
On donne aux variables Xi des valeurs a, prises dans un corps K. On notera alors F«
les valeurs de <Pm On les valeurs de w; et I; les valeurs de q;n' La fonction valeur (Xi)
n'etant pas necessairement injective, on doit considerer l"ensemble' des valeurs a, comme
un ensemble 'avec multiplicite', ou N -ensemble au sens d'Eilenberg. On notera X# Ie
N -ensemble des valeurs ai, et X, son support, l'ensemble des valeurs a; On definit la
multiplicite J.ti de la valeur a, par
J.ti = cardjr.; valeur(x.) = ail.
Alors, nous avons le theoreme suivant.
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THEOREME 2. Si X# est un N-ensemble de valeurs a, d'un corps K, a, etant de
multiplicite fJ-i, si k, = fJ-i(fJ-i -1)/2, k =Li fJ-i, alors
n-1
r, = n k( Il a k,) Il f~,l-'j(ai' aj)'
(¥jEX {Uj.£lj}XXX
PREUVE. On utilise la formule (7) ou la partition Xi est constituee de l'ensemble des
Xk qui ont la meme valeur ai. Alors
Fn(Xi) = n fn(ai' ai) = f~'(ai' ai)'
l~j<k~JLi
Or, d'apres la definition de 'Pm 'Pn(X, x) = nxn-t, done Fn(Xi) = (na7- 1)k,. Done
n-1
Jl""tFn(X,) = nk(Jtt a~)
De plus
Pn(Xi, XJ = n fm(ai' aJ = f~,l-'j(ai' aj).
l~h~#J.i
l~k~l-Lj
Ce qui acheve la demonstration.
6. DEFINITION. Soit P(x) = x' -a1x,-1_ . . . -an un polynorne monique de degre r,
a coefficients dans un anneau A, de racines ab ... ,a, dans un corps K. On appelle
nombres de Schiitzenberger associes aP(x) la suite
Fn(P) =Fn = cPn(ab ... ,a,), n ;:;,: 1,F; EA.
D'apres ce qui precede, cette definition est valide merne si P(x) a des racines multiples.
Dans le cas ou P(x) n'a pas de racine multiple, la Section 3 montre que les Fm quotients
de deux determinants, sont une racine carree du quotient de deux discriminants puisque,
par definition, .:1 (Pn) =n (an _{3n)2, ou {a, {3} parcourt les paires de racines.
Notre facon d'aborder le probleme nous a evite d'avoir a choisir une determination
de cette racine carree, choix qui n'avait apriori aucune signification. Les F; appartiennent
al'anneau de base A, car ce sont des fonctions symetriques des racines de P(x).
7. PROPRIETES DE DIVISIBILITE ET DE RECURRENCE. Les resultats de la premiere
partie ont pour consequence immediate:
les F; constituent une sequence de divisibilite, Et, plus precisement, si P,« (X) est le
polynome qui a pour racines les puissances m -iemes de celles de P(X), alors nous avons:
(9)
Les nombres de Schiitzenberger associes a un polynome de degre r satisfont une
recurrence lineaire d'ordre. factorielle de r. Le polynome de recurrence est donne au
theorerne 1. L'ordre de cette recurrence peut s'abaisser considerablement pour des
polynornes particuliers.
8. ETUDE DES NOMBRES DE SCHUTZENBERGER MODULO LES NOMBRES
PREMIERS. On se propose de poursuivre l'etude arithmetique de ces nombres F; de
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facon ageneraliser les lois classiques en ee qui eoncerne Ie rang d'apparition des nombres
premiers comme faeteurs des Pm c'est-a-dire Ie rang des 0 de la suite (Pn modulo p).
Si A est un anneau principal, soit P = Pi' ... Pi2 , la decomposition irreductible sur
A du polynorne monique P en polynomes moniques Pi, et soit 7Ti Ie produit des racines
de Pi. Alors
n-1
Pn(P) = n k ( IT 7T~') (IT P~~ (Pi)) ( IT G~,jLi(Pj, PJ). (10)
l~i~1 ls.;i~1 l~i<j~1
PREUVE. Dans la formule (7), on prend comme partition de X {Xi; 1,;;; t « I}, OU Xi
est Ie N -ensemble des racines de Pi'. Toutes les racines dans X, ont la meme multiplicite
ILi' et Ie Theoreme 2 fournit Ie resultat.
Notons que les 7Tj, Pm Gn appartiennent aI'anneau A.
Notation. Lorsqu'on considerera A =Z, on notera F; et Gm A =Zp, on notera r. et
On'
Soit F(x)=P(x) modp defini par F(x) EZp[X]; F(x) monique; F(x)=F(x)+pQ(X).
Alors
Fn (F) =F; (P) mod p. (11)
En effet, d'apres Ie section 3, C/Jn(X) est fonction symetrique des x.; done Pn(P) est
fonction syrnetrique des racines ai de P, done ne depend que des coefficients ai de P.
Done, d'apres la formule (10) OU I'on prend Zp =A, nous avons Ie theoreme suivant.
THEOREME 3. Si F(x) = fk"j"'t Fr' (x), alors Fn(P) =0 mod psi, et seulement si, l'une
des conditions suivantes est satisfaite :
(a) pin, et Fjest facteur multiple de P;
(b) pia, et pla,-l;
(c) 3i; Fn(Fi ) = 0, n > 1;
(d) 3i,j;Gn (Fi,Fj)=0.
PREUVE
k, ¥- O~ILi > 1~Fi est facteur multiple de P.
k ¥- O~ 3 i; k, ¥- O~P a un facteur multiple.
Alors
(a) vient de la consideration du facteur nk;
(b) vient du facteur ITi 7T~,(n-l) qui est nul si, et seulement si, 3i; 7Tj = 0, et 0 est racine
multiple de F(x) =P(x) mod p ;
(c) et (d) viennent de I'annulation d'un facteur F; ou Gm ear ILi est toujours non nul.
A la lumiere du theoreme de Zolotarev ([7, page 113ff]), qui relie la decomposition
du polynome F(x) ala decomposition de l'ideal (p )(p > r) dans une extension algebrique
de Z par une racine de P(x), nous allons preciser les conditions du Theoreme 3 en terme
de decomposition de l'ideal (p).
Dine, nous considererons dorenavent que P(x) est irreductible sur A =2. Montrons,
tout de suite, un resultat analogue ala loi L3 de Lucas.
Si s = (~) alors Pp = s mod p, au .1 est le discriminant de P(x). (12)
PREUVE. Si F(x) a des racines multiples, ce qui est equivalent as = 0, alors la condition
(a) du Theoreme 3 fournit Fp =0 mod p. Sinon, P(x) n'a pas non plus de racines multiples
210
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a~ -aP (a ,·-a ·)Pr, = IT ' ) := IT } mod p
l ~i <j~r a, -Uj l :s.; i <j~r a , -O:j
:= IT (ai - ai) P- l := .d(P - l)/2 = (~) .
l~i<j ~r p
Ce qui acheve la demonstration.
9. RAPPEL DE QUELQUES PROPRIETES DES CORPS FINIS (CORPS DE GALOIS). Cer-
taines de ces proprietes sont classiques. Nous les donnons avec nos notations pour la
clarte de l'expose.
9.1. Si P(x) est irreductible sur Zp, de degre /I , Ie corps K de ses racines (extension
algebrique de Z; par adjonction de toutes les racines de P) est d'ordre p". Son groupe
multiplicatif est cyclique, d'ordre p ~ -1. Les elements de K sont toutes les racines de
x P"- x = O. Un element est dit de degre k, s'il est racine d'une equation irreductible de
degre k. On note GF(p~) Ie corps fini K defini plus haut (Galois Field). Alors, si JL 1/1,
GF(plL) S; GF(p~). Si a E GF(p~), alors, Ie degre JL de a divise /I, et a E GF(plL).
9.2. Si a est une racine de P(x), les autres racines sont
P p2 p ( ~-l )
a ,a , ... ,a .
La structure de GF(p~) est done la suivante. Pour tout JL 1/1, GF(p~) contient npJL -uplets
de racines conjuguees, ou nIL est Ie nombre de polynomes de degre JL, irreductibles sur
Zp(en fait, il s'agit de polynomes separables mais des que p > /I , qui est Ie cas qui nous
interesse, c'est la merne notion).
9.3 . Soit 7Ji I'endomorphisme multiplicatif de GF(p V):x ~Xi. Soit {a}* I'ensemble de
tous les conjugues de a. Alors I'image par 7Ji d 'une classe de conjugues est une classe de
conjugues.
Vi: 7J i({a}*) = {7J i(a)}*.
En effet, d'apres 9.2, {a}* = {a pi; j E [/I -1]}. Alors, Vj, (a i)pi :=(a pi)i, d'ou Ie resultat,
9.4 . T'/i bijective sur {a}*~7Ji (a ) est de degre /I. En effet:
7Ji non bijective sur {a }*~3a ' E {a }*; 7Ji (a) = T'/ i(a' )
~3j < /I; T'/i (a ) = T'/i (a P), d'apres 9.2
~3j < /I ; (a i) = (ai)pi
~3j < /I; T'/i (a) E GF(p i), d'apres 9.1.
D'ou Ie resultat en prenant la negation des deux termes de l'equivalence compte tenu
de T'/i(a) de degre /I si, et seulement si, 7J;(a) E GF(p~), et, Vj < /I, 7J i(a) eGF(pi).
9.5. Si JLI/I, JL '" /I, alors 7J (p"-l)/(p"-l l n'est bijective sur aucune classe {a}*. En effet,
d'apres la structure cyclique de GF(p V) et de ses sous-groupes, on a evidemment
T'/ (p "-l)/(p"-l )(a) E GF(plL), que I que soit a.
9.6. 7J i est unautomorphisme du groupe multiplicatif de GF(p ~ )~(i, o" -1) = 1. Soit
~ une racine primitive de GF(p V). D 'apres 9.1, tous les elements non nuls de GF(p V)
sont {~i; j E [p ~ -1]}. Alors
T'/Mi) = T'/Mk) ~T'/i(~i-k) = 1, j > k.
Si (i, p" -1) = 1, alors ~i est aussi racine primitive, et
7J i (~i -k) = (~i )i-k.
Done j = k, et T'/ i est bijective.
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Si (i, p " -1) = d T" 1, alors , d'apres la structure cyclique du groupe multiplicatif de
GF(p V), T[d n'est pas bijective car dip " -1, done T[i non plus car dli.
Compte tenu de (pi, r" -1) = 1, on retrouve ainsi les classiques T[p', automorphismes
de Frobenius qui, d'apres 9.2, sont aussi des automorphismes des classes de conjugues,
10. RESOLUTION DES CONDITIONS DU THEOREME 3. 10.1. Si (p ) est ramifie (ou
pseudo-ramifies, alors Fp= amod p. Cette condition exprime (a) en terme d'ideal.
10.2. Pour p > r, si (p ) possede (k +1) facteurs lineaires distincts, k ""1, kip -1, alors
F (p -l )/k = amod p. Soient a et (3 deux racines rationnelles de P(x) = O.
an = {3n ¢> (a{3-1 )" = 1
¢>3k ; (a {3 - 1)(p-l)/k = 1¢>3k; a (p - l)/k ={3 (P-l )/k,
ce qui est equivalent aa et {3 ont meme caractere de residuacite k -ique modulo p. Or
il y a exactement k tels caracteres, done, par Ie principe des tiroirs, au moins deux racines
ont rneme caractere, done Pn =apour n = (p - 1)/ k. Toute autre solution inferieure an
divise n. Par exemple, si pour p = 11 et r = 5, on a 5 facteurs lineaires, alors F lO / S =F2 = 0
mod p; mais aussi F lO /2 = F s == amod p, ce qui fournit deux families de zeros de (Pn ) .
10.3. Pour p > r, si (p) a un facteur de norme o", V> 1, alors pour tout diviseur strict
f-L de v F (pV-l)/(p'"-l) =0 modp. D'apres Ie theorerne de Zolotarev, cela signifie qu'un
des facteurs Pi de P (x ) est de degre u, Alors
Pn(Pi) = 0¢>3a, a' conjugues ; T[n (a ) = T[n (a' )
¢>T[n non bijective sur ]o};
¢>T[n(a )E GF(plL ), f-L diviseur strict de u, par 9.4.
Done, par 9.5, n = (p " -l )/ (plL -1) est solution, et toute solution inferieure a n est un
diviseur de n. De part la structure cyclique de GF(plL ), il suffit de considerer les f-L
diviseurs stricts maximaux de v, sachant que les F; forment une sequence de divisibilite.
10.4. Pour p > r, si P(x ) a deux facteurs Pi et P, de degres Vi T" vi> alors
Soient {a}* et {(3}* les ensembles de racines de Pi et Pi'
Gn(Pi' Pi) = 0¢>3a, {3; an <B",
Or, an E GF(p"i), et (3n E GF(p "t). Done
an = T[ n(a )E GF(p"i) (\ GF(p"t) = GF(p (""";\
Puisque Vi T" Vi> l'un au moins est different de (Vi, Vi)' done d'apres 9.4, T[n n'est pas
bijective sur{a}* ou {(3}*, done Pn(Pi) =a ou Pn(Pi) = O.
10.5. Conclusion. La condition (b) du Theorerne 3 exprime un cas de degeneres-
cence au cas oil a, =a,- l =0 mod p. Alors, quel que soit n, F; =0 mod p. Les conditions
(a) et (c) sont resolues par les resultats 10.1 et 10.3. La condition (d) est resolue par
10.2 lorsque Pi et P, sont tous deux du premier degre, La condition (d) est resolue par
10.4 lorsque Pi et Pi sont de degre different; alors aucune famille origin ale de zeros n'est
engendree par cette condition. Le seul cas non resolu dans la condition (d) est done celui
0\1 Pi et Pi .sont du meme degre superieur a 1.
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Mais alors, d'apres Ie resultat 9.6, tout entier i non premier avec pI' -1 est solution
possible. Pour un tel entier, on peut, en effet, trouver un polynome P(x) dont la decomposi-
tion modulo p fournit deux facteurs Pi et Pi> d'ensembles de racines {~}* et {f3}*, tels
que TJi n'est pas bijective sur {a}* u{f3}*.
Aucune regle generale n'est done possible, seule une etude particuliere de Pi et P,
permet de decider. Ce cas ne se produit qu'a partir du cas r = 4, pour la decomposition
(p) =P2P~. Ceci nous permet done de traiter completement les cas quadratique et cubique.
Signalons enfin que notre methode ne nous permet pas de distinguer les ramifies (pi.::!)
des pseudo-ramifies (plql)'
TROISIEME PARTIE: CAS QUADRATIQUE ET CUBIQUE
11. CAS QUADRATIQUE. P(x) =x2-ax -b.
La recurrence des F; est
Fo=O,
Ce sont les nombres de Fibonacci de Lucas.
pia etp!b ~Vn > I,Fn =0 modp.
(p) ramifie, (p) =p2~pW = a 2+4b ~Fp =0 modp. (p ~ 2,p,r(a, b))
(p) decompose, (p) =PIP! ~(.::!/p) = I~Fp-1 =0 modp,p >2.
(p) inerte, (p) = P2~(.::!/P) = -1~Fp+1 =0 mod p, p >2.
12. CASCUBIQUE. P(x)=x 3-ax2-bx-c.
La recurrence des F; est:
Fn+6=AFn+s+BFn+4+CFn+3 +c2B Fn+2 +C4AFn+I-C6Fm
avec
A = -(ab +3c),
B = b 3 -6c2-5abc -a 3c,
C = c(a 2b2+2b 3 -7c2-2a 3c -6abc).
Fo=O,
F I = 1,
F2 = -(ab +c),
F 3 = b 3 +a 2b2_a 3c,
F4 = (ab +c)(c2-a 2b2+2a 3c -2b 3 +4abc),
F s = a
6c2
- 3a Sb 2c - «'bc? +a 4b4 - 8a 3b 3c +a 3c 3
+ 3a 2bS -15a 2b2c2+ab 4c - 8abc 3 - b 3c 2+b6_c 4.
Ce sont les nombres de Schiitzenberger d'ordre 3.
plbetplc ~Vn>I,Fn=Omodp.
(p)'ii"pi ~Fp=Omodp,
(p) =pip! ~Fp =0 modp, etFp_1=0 modp,
(p) =PIP!p'{~F(p~I)/2= 0 mod p,
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(P)=P1P2 ~Fp+l=Omodp,p>3.
(P)=P3 ~Fp2+p+l =Omodp,p>3.
13. ApPLICATION. P(x)=x 3-x-l,L1=-23.
La recurrence des F; est
Fn +6= - 3Fn +s- 5Fn +4- 5Fn +3- 5Fn +2- 3Fn +1- Fn •
Les premieres valeurs, factorisees, des F; sont les suivantes .
Fo=O F14=26 F2S=27x307
F1= 1 F15= -211 F29=59 x 1451
F2=-1 F16= 73 F30= _52 x 19 x 211
F3= 1 F17 = -307 F31= 61 x 557
F4=-1 F1S= -5 x 17 F32=73x449
F5=-1 FI9=911 F33= -43 x 10 163
F6=5 F2o=-19xl0l F34=307 x 2143
F7= _2 3 F21=23x293 F35= _2 3x 64189
Fs=7 F22=-23 x43 F36= -5 x 11 x 17 x 359
F9=1 F23= -23 x 137 F37= 593 x 3 329
F IO=-19 F24= 53X 7 x 11 F3s=-37 xl13x911
F II =43 F25=-10IxI49 F39=36x5851
F12= -5 x 11 F26= 33x467 F40= -7x 19x79x 101
F 13 =33 F27=53 x107 F41=-7 448 797
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On en deduit que 3, 13,29, 31,41, non apparus au rang (p +1) sont inertes.
On voit aussi que 23 a la decomposition pi, p; , que 5, 7, 11, 17, 19,37, ... ont la
decomposition P1P2, et que 53, 59, 101, 149,211, . . . ont la decomposition P1P~P'{.
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