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Abstract
We consider a time-harmonic electromagnetic scattering problem for an inhomogeneous medium. Some symmetry hypotheses
on the refractive index of the medium and on the electromagnetic ﬁelds allow to reduce this problem to a two-dimensional scattering
problem. This boundary value problem is deﬁned on an unbounded domain, so its numerical solution cannot be obtained by a
straightforward application of usual methods, such as for example ﬁnite difference methods, and ﬁnite element methods. A possible
way to overcome this difﬁculty is given by an equivalent integral formulation of this problem, where the scattered ﬁeld can be
computed from the solution of a Fredholm integral equation of second kind. The numerical approximation of this problem usually
produces large dense linear systems. We consider usual iterative methods for the solution of such linear systems, and we study some
preconditioning techniques to improve the efﬁciency of these methods. We show some numerical results obtained with two well
known Krylov subspace methods, i.e., Bi-CGSTAB and GMRES.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
We introduce the notation. Let R, C be the sets of real numbers, and complex numbers, respectively. Let n be a
positive integer, let Rn, Cn be the n-dimensional real Euclidean space, and the n-dimensional complex Euclidean
space, respectively. Let x, y ∈ Rn, we denote with xty the Euclidean scalar product of x and y, the superscript t means
transposed, ‖x‖ denotes the Euclidean norm of x, and ‖x‖∞ denotes the usual inﬁnity norm of x. Let m be a positive
integer, we denote withMC(m, n) the space of complex matrices having m rows and n columns. LetA ∈MC(n, n)we
denote with det(A) the determinant of A, with ‖A‖∞ the operator norm of A induced by the vector inﬁnity norm in Cn.
Let det(A) = 0, we denote with A−1 ∈MC(n, n) the inverse of A. Let S = {x ∈ R2 : ‖x‖= 1}. Let z ∈ C, we denote
with Re(z), Im(z) the real part and the imaginary part of z, respectively. Finally, we denote with ™ the imaginary unit.
We consider an electromagnetic wave in the three-dimensional space, where we have an inhomogeneity in the
propagation medium. The interaction of this wave with the inhomogeneity generates a scattered wave. We suppose that
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the inhomogeneity does not depend on the time variable, and that both the incident and the scattered electromagnetic
waves are time-harmonic with the same time-frequency, so, the computation of the scattered ﬁeld reduces to the solution
of a boundary value problem for the time-harmonic Maxwell equations, see [6, p. 238] for a detailed discussion.
This problem is further reduced to a two-dimensional boundary value problem, for a scalar unknown function, by
assuming some symmetry hypotheses for the inhomogeneity and for the incidentwave.More precisely, let (x1, x2, x3)t ∈
R3 be a generic point in the three-dimensional space, we suppose that n, the refractive index of the medium, is
independent of x3, i.e., n(x), x = (x1, x2)t ∈ R2, and that n(x) = 1 for x ∈ R2\B, where B is a generic compact set;
note that, from standard arguments on electromagnetic theory, we have n = 1 in the vacuum. Moreover, as incident
waves, we consider electromagnetic plane waves having polarization vector parallel to the x3 coordinate axis. Such
symmetry assumptions imply that the scattered electric ﬁeld has only one non-vanishing Cartesian component, i.e.,
the third component, and this is independent of x3, see [13] for details. We denote with us(x) ∈ C, x ∈ R2 such a
component of the scattered wave, this function is the solution of the following boundary value problem:
us(x) + k2n(x)us(x) = k2m(x)ui(x), x ∈ R2, (1)
lim‖x‖→+∞
√‖x‖(xˆt∇us(x) − ™kus(x)) = 0, xˆ ∈ S, (2)
where
ui(x) = e™ktx, x ∈ R2. (3)
Note that  is the Laplacian operator, ∇ is the gradient operator, k > 0 is the wave number,  = (1, 2)t ∈ S is the
propagation direction of the incident wave ui, xˆ = x/‖x‖ ∈ S1 for x = 0, and m(x) = 1 − n(x), x ∈ R2 is usually
called the contrast index of the medium; note that the support of m is contained in B, and Re(m(x))0, Im(m(x))0,
x ∈ R2.
We consider the following problem:
Problem 1. Given k, , n, compute the solution us of problem (1), (2).
The above assumptions on the inhomogeneity and the incident wave coincides with the well-known transverse
magnetic waves. Similar reductions can be obtained for transverse electric waves. These conﬁgurations are usually
considered in the electromagnetic scattering from the theoretical point of view [12,4] aswell as the experimental point of
view [14,2]. In particular, two-dimensional scattering problems are object of intense studies, since they give a simpliﬁed
environment to develop approximation methods, that usually can be easily generalized to the three-dimensional case,
see [7] for an example.
Weconsider the numerical approximation of Problem1.General purpose approximationmethods, such as for example
ﬁnite difference approaches, and ﬁnite element approaches, cannot be easily applied to problem (1), (2), being this
problem deﬁned on an unbounded domain. This difﬁculty can be avoided by using the so-called absorbing boundary
conditions [8]; however, some specialized numerical methods allow to deal straightforwardly with the unbounded
domain of problem (1), (2). These methods are based on an integral formulation of problem (1), (2), see [6, p. 234, 13]
for details.
The main drawback of these methods is that they produce large dense linear systems, that usually cannot be solved
by direct methods even in discretization schemes of medium size. On the contrary, iterative methods can be practically
used in the numerical solution of such linear systems, and some special techniques has been developed to increase the
efﬁciency of these methods, see [17] for details.
Preconditioning is a standard linear algebra technique to transform a generic linear system into an equivalent linear
system, which is easier to solve than the original one, see [19, Chapter 9] for a complete discussion. This transformation
is given by a linearmap and the associatedmatrix is generally called preconditioner. Preconditioning is usually employed
either to achieve the convergence of the iterative method or to increase its convergence rate. Thus, it can be used to
improve the efﬁciency of the numerical solution of scattering problems, see [5,3,16] for some interesting examples.
Note that for sparse linear systems, a large number of preconditioning techniques are available, such as for example
incomplete factorization methods and sparse approximate inverse techniques, see [19, Chapter 10] for a complete
survey; however, these techniques are usually inefﬁcient for dense linear systems.
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We study some preconditioning techniques for the discretization schemes, that arise from the integral formulation
of scattering problem (1), (2). In particular, we consider a class of preconditioners based on the degenerate kernel
approximation methods. These preconditioning techniques can be seen as a dense version of the sparse approximate
inverse techniques, and they seem quite natural for the integral equations taken into consideration. However, from some
numerical examples and the well-known extremal properties of the singular value decomposition we give an evidence
of the inefﬁciency of this preconditioning technique. On the contrary, we show several numerical experiments where
the symmetric SOR preconditioning is proﬁtably used.
In Section 2 we describe the integral formulation of problem (1), (2), the corresponding discretization scheme, and
the preconditioning techniques. In Section 3 we report some numerical results. In Section 4 we give some conclusions
and future possible developments of the present paper.
2. The approximation method and preconditioning techniques
Boundary value problem (1), (2) has an equivalent integral formulation. Let H(1)0 be the Hankel function of ﬁrst kind
and order 0 [1, p. 358], then
™
4
H
(1)
0 (k‖x − y‖), x, y ∈ R2, y = x, (4)
is the Green function of the Helmholtz operator with the Sommerfeld radiation condition. So, we can easily obtain a
Fredholm integral equation of second kind for the total electric ﬁeld uT = ui + us, that is
uT(x) = ui(x) − ™k
2
4
∫
B
H
(1)
0 (k‖x − y‖)uT(y)m(y) dy, x ∈ R2, (5)
see [6, p. 65] for details.
Let 1, 2 be positive integers, let {Bi1,i2 ⊂ R2, i1 = 1, 2, . . . , 1, i2 = 1, 2, . . . , 2} be a partition of B, integral
equation (5) is discretized as follows:
uTi1,i2 = uii1,i2 −
™k2
4
1∑
j1=1
2∑
j2=1
uTj1,j2mj1,j2
∫
Bj1,j2
H
(1)
0 (k‖i1,i2 − y‖)dy,
i1 = 1, 2, . . . , 1, i2 = 1, 2, . . . , 2, (6)
where, for i1 = 1, 2, . . . , 1, i2 = 1, 2, . . . , 2, i1,i2 ∈ R
2 is the center of Bi1,i2 , uii1,i2 = ui(i1,i2), mi1,i2 = m(i1,i2),
and uTi1,i2 is an approximation of u
T(
i1,i2
). Note that Eqs. (6) are obtained by the piecewise constant approximation
of uT and m with respect to the above mentioned partition of B. Finer discretizations of (5) can be considered when
a complete knowledge of m is available, however this integral equation often has to be solved by using only a partial
knowledge of m; such as for example in the iterative born approximation for the inverse medium problem we have to
solve (5) several times with different approximations of the unknown function m, see [20] for details. Nevertheless,
Eq. (6) provides an accurate solution of (5) when the ﬁneness of the partition of B is suitable to treat the wave number
k taken into consideration.
Linear system (6) is rewritten as follows:
(I + HM)u = b, (7)
where b ∈ C12 contains uii1,i2 , i1 = 1, 2, . . . , 1, i2 = 1, 2, . . . , 2, u ∈ R12 contains uTj1,j2 , j1 = 1, 2, . . . , 1, j2 =
1, 2, . . . , 2, I ∈MC(12, 12) is the identity matrix, H ∈MC(12, 12) has entry −™k2/4
∫
Bj1,j2
H
(1)
0 (k‖i1,i2 −
y‖) dy, at row corresponding to indices i1, i2, and at column corresponding to j1, j2. Finally, M ∈ MC(12, 12)
is the diagonal matrix having mj1,j2 , j1 = 1, 2, . . . , 1, j2 = 1, 2, . . . , 2 on the diagonal entries. The problem of the
solution of linear system (7) is quite difﬁcult, since this is a large dense linear system. As consequence of this fact direct
methods usually cannot be practically employed for the solution of (7), so, iterative methods are the sole numerical
techniques to deal with such linear systems.
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The efﬁciency of the iterative methods usually depends on the condition number of the linear system under consid-
eration, and, in order to speed up these methods, suitable transformations can be considered. More precisely, given a
non-singular matrix C ∈MC(12, 12), we can consider the following transformation of linear system (7):
(I + HM)Cv = b where u = Cv. (8)
Note that, for a sufﬁciently accurate approximation C of (I +HM)−1 we obtain a linear system (8) having coefﬁcient
matrix near to the identity matrix, so, the numerical solution of this new linear system is easier than the one of the
original system (7). We note that C is usually called right preconditioner and linear system (8) is a right preconditioned
linear system. Similar arguments can be used to deﬁne the left preconditioning and the two-side preconditioning, see
[19, Chapter 9] for details.
From well-known approximation results for compact operators [11, p. 49], and from Graf’s addition theorem for the
Hankel functions [1, p. 363], we expect that matrix H has an accurate low-rank approximation, that is
H ≈ PQh, (9)
where P,Q ∈ MC(12, r), with 0<r>12, and superscript h means conjugate transposed. This formula can be
used to obtain an approximation C of (I + HM)−1 by the Sherman–Morrison–Woodbury formula [10, p. 50], in fact
C = (I + PQhM)−1 = I − P(I + QhMP)−1QhM . (10)
Note that this is a standard argument in degenerate kernel approximation methods for integral equations, see [11, p.
65] for details. However, the Graf’s addition theorem provides two different degenerate representations for function
H
(1)
0 (k‖x − y‖) depending on ‖x‖> ‖y‖ or ‖x‖< ‖y‖. So, this theorem is not really useful to obtain a low-rank ap-
proximation of matrix H. Other different properties of the Hankel functions can be used to obtain these approximations;
such as for example the following formulas:
H
(1)
0 (k) = J0(k) + ™Y0(k), > 0, (11)
J0(k) ≈
L∑
l=0
dl
2l , 0, (12)
Y0(k) ≈ 2

(
ln
(
k
2
)
+ 1
2
ln(2) + 
) L∑
l=0
dl
2l − 1

L∑
l=0
	ldl
2l , > 0, (13)
dl = (−1)
l
(l!)2
k2l
4l
, l0, (14)
	0 = 0, 	l = 2
l∑
j=1
1
j
, l > 0, (15)
 ≈ 0.5772157, Euler.Mascheroni constant, (16)
are employed in [9] for the construction of low-rank approximations of H and for the corresponding solution of (7) by
using formula (10). However, these approximations are effective only for small values of wave number k.
General purpose techniques for the degenerate kernel approximation [11, p. 65] can be also used to construct
approximations (9), but an interesting result is obtained from the singular value decomposition, that is
H = UDV h, (17)
whereU,V ∈MC(12, 12) are unitary matrices, andD ∈MC(12, 12) is a diagonal matrix. Let s1s2 · · · 
s120 be the diagonal entries of D. Let r be a positive integer such that r12, let Dr be the matrix D with entries
sr+1, sr+2, . . ., s12 set to zero, a r-rank approximation of H can be given by (9), where P = UD1/2r , Q = VD1/2r .
Table 1 shows some numerical results obtained by the corresponding preconditioner (10). In these examples problem
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Table 1
The numerical results obtained with Bi-CGSTAB for two preconditioning techniques: (a) the low-rank approximation technique arising from the
singular value decomposition of H, (b) no preconditioning; note that s denotes seconds, and x(y) means x.10y
Preconditioning r TC(s) T(s) It E
(a) 10 3.7 15.6 13 4.4(−10)
20 4.0 12.2 9 1.4(−10)
30 4.5 10.0 7 2.0(−10)
40 5.2 9.2 6 2.9(−11)
50 6.1 8.4 5 1.2(−11)
100 13.2 6.6 3 1.1(−9)
(b) . . 20.8 20 7.1(−10)
(1), (2) is considered for wave number k = 100, inhomogeneity n = n1, shown in Fig. 1, and incidence direction
 = (cos 3 , sin 3 )t; discretization scheme (7) is obtained for 1 = 2 = 64, and it is solved by Bi-CGSTAB [21], see
Section 3 for a detailed description of all the settings. In particular, for different values of r, Table 1 reports: the elapsed
time TC for the computation of the preconditioner by formula (10), the elapsed time T for the solution of (7), the
number It of iterations performed, and the relative error E in the computed solution (see formula (21)). Moreover,
a similar information is provided for C = I , that is the case of no preconditioning. We note that, as r increases, the
performance indices T, It improve, and TC worsen, so, the total time TC + T is approximately equal to the time T in
the no preconditioning case. From other different numerical experiments, not reported here for brevity, we can say that
it is a quite general behaviour of these two preconditioning techniques. More precisely, preconditioning technique (b)
is slightly less efﬁcient than technique (a) when rank r is properly chosen. However, preconditioning technique (a)
requires factorization (17), which is an intensive computation; note that, Table 1 does not take into account the elapsed
time for the decomposition of H, that, for these settings, is approximately equal to 900 s. Actually, the computational
cost for the singular value decomposition of H is not very relevant, in fact this matrix does not depend on the particular
refractive index taken into account. So, once this decomposition is computated it can be stored and used again for
different inhomogeneities. But, all these operations are not justiﬁed by the poor performance of the corresponding
preconditioners. Thus, these results give an evidence of the inefﬁciency of the preconditioners arising from the singular
value decomposition of matrix H.
Even if negative, Table 1 gives an interesting result. In fact, from the extremal property of the singular value
decomposition, we have that matrix UDrV h is the best possible approximation of H among all the r-rank matrices
inMC(12, 12), see [10, p. 72] for a detailed discussion. So, these experiments give an evidence of the fact that
low-rank approximations of H cannot produce efﬁcient preconditioners for linear system (7).
We conclude this section with the description of a classical preconditioning technique, that, despite its simplicity,
seems to be effective for linear systems (7). This is the symmetric SOR preconditioning, which arises from the usual
symmetric SOR method. Let A ∈MC(12, 12), for each splitting A=A1 −A2 of matrix A, with A1 a non-singular
matrix, we obtain the following iteration:
vl+1 = A2A−11 vl + b, l = 0, 1, . . . , (18)
where v0 is an arbitrary initial guess. When (18) converges we have that ul =A1vl , l=0, 1, . . . converges to the solution
of Au = b. In particular, formula (18) can be seen as an iterative procedure to solve (I − A2A−11 )v = b, where for the
coefﬁcient matrix we have I − A2A−11 = (A1 − A2)A−11 = AA−11 . So that, formula (18) is an iterative solution for
linear system Au = b, where the right preconditioner C = A−11 is used. Let I + HM = AD − AL − AU, where AD ∈
MC(12, 12) is a diagonal matrix,AL ∈MC(12, 12) is a strictly lower triangular matrix,AU ∈MC(12, 12)
is a strictly upper triangular matrix. Let
 ∈ R, with 0<
< 2, be a relaxation parameter. The symmetric SOR provides
the following preconditioner:
C
 = 
(2 − 
)(AD − 
AU)−1AD(AD − 
AL)−1, (19)
see [19, p. 266] for a detailed discussion.
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Fig. 1. The inhomogeneities used in the numerical experience.
N. Egidi, P. Maponi / Journal of Computational and Applied Mathematics 218 (2008) 229–237 235
3. The numerical experience
We present some results obtained in the numerical solution of Problem 1, where boundary value problem (1), (2) is
considered for threewave numbers, i.e., k=1, 10, 100, for the ﬁve inhomogeneities shown in Fig. 1, and for the incidence
direction = (cos 3 , sin 3 )t . Note that, all the inhomogeneities are contained in B = [−0.05, 0.05] × [−0.05, 0.05].
In each example, the integral equation (5) is discretized by scheme (7), where 1 = 2 = 64 is chosen and the uniform
coordinate partition of B is used. This linear system is numerically solved by two Krylov subspace methods, i.e.,
Bi-CGSTAB [21] and GMRES [18], and three preconditioning techniques:
• no preconditioning, i.e., C = I ;
• Jacobi preconditioning, i.e., C = AD;
• symmetric SOR preconditioning with relaxation parameter 
, i.e., C = C
 as given by formula (19).
Moreover, let  be a given tolerance, let ul ∈ C12 be the approximate solution in iterate lth, and rl = (I +HM)ul − b
be the corresponding residual vector. The following stop criterion is considered:
‖rl‖∞(‖b‖∞ + ‖I + HM‖∞‖ul‖∞). (20)
Note that = 10−10 is chosen in all the numerical computations.
The numerical results are reported in Tables 2 and 3, where we denote with T the elapsed time for the solution of
linear system (7), with It the number of iterations performed, and with E the relative error in the computed solution,
that is
E = ‖x˜ − xG‖∞‖xG‖∞
, (21)
where x˜ is the computed solution and xG is the solution of (7) computed by the Gaussian elimination with partial
pivoting. Finally, for the symmetric SOR we report also the optimal relaxation parameter 
∗. A simple procedure
is used to compute 
∗: let J be a positive integer, for each 
j = j/J , j = 1, 2, . . . , 2J − 1, we solve linear system
(7) using preconditionerCj=C
j ; letCE,with E ∈ {1, 2, . . . , 2J−1}, be the best preconditioner, i.e., the one attaining the
Table 2
The numerical results obtained with Bi-CGSTAB, for wave numbers k = 1, 10, 100, inhomogeneities n = n1, n = n2, . . . , n = n5, and incidence
direction = (cos 3 , sin 3 )t ; T is the elapsed time, It is the number of iterations performed, E is the relative error in the solution, 
∗ is the optimal
relaxation parameter; note that s denotes seconds, and x(y) means x.10y
k n . Jacobi Symmetric SOR
T (s) I t E T (s) I t E T I t E 
∗
1 n1 2.6 2 1.3(−14) 2.6 2 1.2(−14) 1.9 1 2.4(−11) 1.0
n2 3.4 2 2.0(−15) 3.3 2 2.1(−15) 2.5 1 6.1(−13) 1.0
n3 2.7 2 6.5(−14) 2.8 2 6.0(−15) 2.3 1 7.2(−12) 1.0
n4 0.7 2 8.2(−16) 0.7 2 8.2(−16) 0.5 1 2.9(−14) 1.0
n5 1.0 2 2.2(−15) 1.0 2 2.1(−15) 0.7 1 2.6(−13) 1.0
10 n1 4.9 4 9.4(−15) 5.0 4 8.6(−15) 4.3 3 1.8(−15) 1.0
n2 4.6 3 3.9(−12) 4.6 3 3.8(−12) 3.7 2 3.0(−13) 1.0
n3 4.5 4 1.3(−13) 4.5 4 1.3(−13) 3.0 2 2.1(−11) 1.0
n4 0.9 3 1.2(−14) 1.0 3 9.7(−15) 0.8 2 1.5(−15) 1.0
n5 1.3 3 3.0(−12) 1.3 3 2.8(−12) 1.1 2 1.3(−13) 1.0
100 n1 20.8 20 7.1(−10) 20.9 20 1.1(−9) 12.2 10 2.1(−10) 0.65
n2 16.0 13 1.1(−10) 16.0 13 9.7(−11) 10.0 7 1.5(−11) 0.8
n3 30.9 28 1.3(−9) 30.9 28 2.3(−9) 14.2 11 2.2(−10) 0.7
n4 2.3 9 5.8(−12) 2.4 9 4.6(−12) 1.8 6 4.1(−12) 0.85
n5 3.8 11 2.1(−11) 3.8 11 1.6(−11) 2.5 6 2.4(−11) 0.7
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Table 3
The numerical results obtained with GMRES, for wave numbers k=1, 10, 100, inhomogeneities n=n1, n=n2, . . . , n=n5, and incidence direction
= (cos 3 , sin 3 )t ; T is the elapsed time, It is the number of iterations performed, E is the relative error in the solution, 
∗ is the optimal relaxation
parameter; note that s denotes seconds, and x(y) means x.10y
k n . Jacobi Symmetric SOR
T (s) I t E T (s) I t E T (s) I t E 
∗
1 n1 3.8 6 2.2(−15) 3.9 6 1.8(−14) 3.4 4 2.1(−15) 1.0
n2 5.2 6 2.8(−15) 4.7 5 3.4(−14) 4.4 4 2.3(−13) 1.0
n3 4.8 6 2.1(−15) 4.8 6 2.1(−14) 4.1 4 4.4(−15) 1.0
n4 0.8 5 2.2(−15) 0.8 5 2.6(−15) 0.7 3 2.4(−15) 1.0
n5 1.2 5 1.1(−15) 1.3 5 1.1(−15) 1.2 4 1.8(−15) 1.0
10 n1 6.9 11 1.9(−15) 6.5 10 2.4(−14) 5.5 7 5.5(−15) 1.0
n2 7.0 9 1.7(−15) 7.0 9 4.5(−14) 5.7 6 2.7(−15) 1.0
n3 6.3 11 2.5(−15) 6.3 11 1.1(−14) 5.1 7 4.8(−15) 1.0
n4 1.3 8 1.7(−15) 1.3 8 9.8(−16) 1.0 5 3.7(−15) 1.0
n5 1.9 9 1.6(−15) 1.9 9 7.5(−15) 1.6 6 2.6(−15) 1.0
100 n1 19.5 36 6.3(−15) 19.0 35 3.8(−14) 16.2 26 4.1(−15) 0.65
n2 17.2 27 3.9(−15) 17.3 27 1.8(−14) 13.0 18 4.3(−15) 0.8
n3 22.5 40 7.4(−15) 22.5 39 2.1(−14) 17.4 26 8.4(−15) 0.7
n4 2.6 20 2.0(−15) 2.6 20 4.9(−15) 2.4 15 1.2(−15) 0.85
n5 4.1 23 2.5(−15) 4.1 23 1.8(−14) 3.6 17 1.7(−15) 0.7
convergence with the smallest number It of iterations, then
∗ =
E. Note that, for the symmetric SOR preconditioning,
Tables 2 and 3 show the performance indices T, It, and E, obtained with 
= 
∗, and J = 20.
Finally, we note that the results are obtained on a Intel Pentium Xeon 3.2GHz Processor, under the Linux (kernel
2.6.16) operative system. All the computations are made in Double Precision arithmetic, the FORTRAN codes
are compiled by the NAGWare f95 Compiler, and for Bi-CGSTAB and GMRES methods we have used the high quality
implementation F11DSF of the NAG software library, see [15, Chapter F11] for a detailed description.
From Tables 2 and 3 we can observe that the numerical solution of linear system (7) becomes more and more
difﬁcult as thewave number k increases.Moreover, methodBi-CGSTAB is usuallymore efﬁcient thenmethodGMRES.
Jacobi preconditioning is practically ineffective, while symmetric SOR improves the performance of both the iterative
methods. In particular, the optimal relaxation parameter 
∗ depends on the wave number k, and it seems to be a
decreasing function of k. Moreover, as k increases, we have an increase in the difference between the optimal relaxation
parameters obtained for different inhomogeneities. This qualitative behaviour of 
∗ can be observed from Tables 2
and 3, and it is in accordance with other different numerical experiments not reported here for brevity. However, these
experimental results need to be validated by a more precise analysis of the relation between 
∗ and the data in the
scattering problem (1), (2). This analysis can be a useful tool to achieve a rule for the automatic selection of 
∗.
4. Conclusions
An electromagnetic scattering problem for inhomogeneous media is considered. This problem is reformulated as a
Fredholm integral equation of second kind,whose discretization produces large dense linear systems; so, its approximate
solution is generally computed by the usual linear algebra iterative methods. Preconditioning techniques are standard
tools to improve the efﬁciency of the iterative methods, and, for the linear systems under consideration, they can
be provided in a natural way by degenerate kernel approximation techniques. On the contrary, from some numerical
experiments and the extremal properties of the singular value decomposition,we provided an evidence of the inefﬁciency
of such techniques. Symmetric SOR preconditioning can be proﬁtably usedwhen the relaxation parameter
 is properly
chosen. The optimal choice 
∗ of 
 depends on the wave number k, and, for large value of k, it also depends on
the refractive index n. A precise analysis for the automatic selection of 
∗ deserves further investigations. Another
interesting development of the present paper is the extension of these results to the three-dimensional problem.
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