Multiple Object Tracking (MOT) plays an important role in solving many fundamental problems in video analysis in computer vision. Most MOT methods employ two steps: Object Detection and Data Association. The first step detects objects of interest in every frame of a video, and the second establishes correspondence between the detected objects in different frames to obtain their tracks. Object detection has made tremendous progress in the last few years due to deep learning. However, data association for tracking still relies on hand crafted constraints such as appearance, motion, spatial proximity, grouping etc. to compute affinities between the objects in different frames. In this paper, we harness the power of deep learning for data association in tracking by jointly modeling object appearances and their affinities between different frames in an end-to-end fashion. The proposed Deep Affinity Network (DAN) learns compact; yet comprehensive features of pre-detected objects at several levels of abstraction, and performs exhaustive pairing permutations of those features in any two frames to infer object affinities. DAN also accounts for multiple objects appearing and disappearing between video frames. We exploit the resulting efficient affinity computations to associate objects in the current frame deep into the previous frames for reliable on-line tracking. Our technique is evaluated on popular multiple object tracking challenges MOT15, MOT17 and UA-DETRAC. Comprehensive benchmarking under twelve evaluation metrics demonstrates that our approach is among the best performing techniques on the leader board for these challenges. The open source implementation of our work is available at https://github.com/shijieS/SST.git.
INTRODUCTION
Object tracking is one of the long-standing problems in computer vision [1] , [2] , [3] . The techniques for this task either track a single object in videos, thereby called Single Object Trackers [4] ; or multiple objects simultaneously, hence termed Multiple Object Trackers [3] . Tracking is an essential component of various vision applications, e.g. robotics, surveillance; while it also provides footholds to several high-level vision tasks, e.g. people counting [5] , action recognition [6] , and pose estimation [7] . Simultaneous tracking of multiple objects in videos is a comprehensive undertaking that requires detection and localization of objects in individual video frames, and associating them over an extended time to trace their trajectories.
In multiple object tracking, the natural division of subtasks between object detection and their association across different frames has led researchers to take significant advantage of existing object detectors [8] , [9] , [10] , [11] . Modern multiple object detectors, such as Faster-RCNN [8] and YOLO [9] , [10] are able to perform their task at near realtime speed while maintaining high accuracies. The continuous advances in detection frameworks have allowed the tracking literature to focus more on the problem of associating the detected objects in video frames to estimate their tracks. This work also leverages the existing detectors and concentrates on tracing the trajectories of pre-detected objects in videos.
A widely used contemporary pipeline of tracking methods [12] , [13] , [14] , [15] , [16] first computes a representation model of the detected objects or their tracklets. Later, that model is used to estimate similarities between the objects across the video frames to estimate their tracks.
The approaches following this pipeline exploit several distinct types of representation models, including; appearance models [16] , [17] , [18] , [19] , motion models [20] , [21] , [22] , [23] , and composite models [15] , [24] , [25] . The appearance models focus on computing easy-to-track object features that encode appearances of local regions of objects or their bounding boxes [26] , [27] , [28] . Currently, most of such features remain hand-crafted that also fail to consider multiple levels of abstraction of appearance. Consequently, techniques based on appearance models often struggle when similar looking objects must be tracked, especially under occlusions.
The motion models encode object dynamics to predict object locations in the future frames. Most motion modeling techniques [20] , [29] , [30] use linear motion models under constant velocity assumption [20] . These models usually exploit the smoothness of object's velocity, position or acceleration in the video frames. Motion model based tracking has also witnessed few attempts that account for non-linearity [31] to better represent the complexity of realworld motions. Nevertheless, both linear and non-linear models fail to handle long inter-frame object occlusions well. Moreover, they are also challenged by the scenarios of complex motions. Hence, composite model based tracking [15] , [24] , [25] aims at striking a balance between motion and appearance modeling. However, such a balance is hard to achieve in real-world scenarios [32] .
To address the challenges of multiple object tracking, we leverage the representation power of Deep Learning [33] . We propose a Deep Affinity Network (DAN), as shown in Fig. 1 , that jointly learns target object appearances and their affinities in a pair of frames in an end-to-end fashion. The appearance modeling accounts for hierarchical feature arXiv:1810.11780v1 [cs.CV] 28 Oct 2018 are input to the network along with the sets of centers C t , C t−n of pre-detected objects in those frames. The frame pair is processed by two streams of convolution layers with shared parameters, where each stream forms an extended VGG-like network. The feature maps of nine selective layers are reduced using 1 × 1 convolutional kernels. Compact features extracted from those maps are concatenated to form 520-dimensional feature vectors. Exhaustive permutations of those vectors in the feature matrices F t and F t−n are encoded in a tensor Ψ t−n,t ∈ R 1040×Nm×Nm , where N m is the number of objects in each frame. The tensor Ψ t−n,t is mapped to a matrix M ∈ R Nm×Nm using five convolution layers. To account for multiple identities leaving and entering between the frames, M 1 and M 2 are formed by appending an extra column and an extra row to M . Row-and column-wise softmax is performed over M 1 and M 2 respectively, and the resulting matrices A 1 , A 2 are employed in network loss computation using the ground truth data association matrix L t−n,t . For an input pair of frames, we compute object affinities using the predicted matrices A 1 and A 2 .
learning of objects and their surroundings at multiple levels of abstraction. The DAN estimates affinities between the objects in a frame pair under exhaustive permutations of their compact features. The computed affinities also account for the cases of multiple objects entering or leaving the videos between the two frames. This is done by enabling the softmax layer of DAN to separately look forward and backward in time for un-identifiable objects in the frame pair. We propose an appropriate loss function for DAN to account for this unique ability. The DAN models object appearance with a two-stream convolutional network with shared parameters and uses it to extract features to latter estimate object affinities. The overall network, does not assume the input frame pairs to appear consecutively in a video. This promotes robustness against object occlusions in the induced model.
We exploit the efficient affinity computation by the proposed deep network to associate objects in a given video frame to the objects in multiple previous frames for reliable trajectory generation using the Hungarian algorithm [34] . This results in accurate on-line multiple object tracking. The proposed approach performs tracking at 6.3 frames per second on the popular MOT15 [35] , MOT17 [36] and UA-DETRAC [37] , [38] challenge datasets, while surpassing the existing leading approaches on majority of the evaluation metrics. Our technique significantly outperforms its nearest competitors for on-line multiple pedestrian tracking.
The rest of the paper is organized as follows: In Section 2, we review the related literature and datasets of multiple object tracking. In Section 3, we introduce our tracking technique and present the DAN. Section 4 details the results of our approach on tracking challenges. We provide imple-mentation details of our technique in Section 5, and present ablations analysis in Section 6. Conclusions are drawn in Section 7.
RELATED WORK
Tracking is a main stream problem in computer vision, hence numerous contributions in tracking can be found in the literature. In particular, Multiple Object Tracking (MOT) has attracted significant interest of researchers in recent years. For a general review of MOT, we refer to [39] , where Luo et al. organized the existing literature under multiple criteria and summarized the recent techniques based on the components of tracking problem. We also refer to the survey by Emami et al. [40] who viewed multiple object tracking as an assignment problem and unified a variety of tracking approaches under this formulation. Below, we focus more on the contributions that see MOT from a data association perspective, and also review recent deep learning based techniques in MOT that relate to our method.
Many recent techniques in multiple object tracking follow a more generic 'tracking-by-detection' framework [41] that first detects target objects in video frames, and then associates them in different frames. Due to parallel developments of multiple object detectors, approaches following this line of action focus more on the data association aspect of tracking. These techniques can be broadly categorizes as local and global tracking methods. The local methods [42] , [43] , [44] generally consider only two frames for data association. This makes them computationally efficient, however, their performance is susceptible to tracking-irrelevant factors such as camera motion, and pose variation etc.
In contrast to local methods, global techniques [45] , [46] , [47] perform data association using a larger number of frames. Few global methods also cast data association into a network flow problem [48] , [49] , [50] , [51] . For instance, Berclaz et al. [50] solved a constrained flow optimization problem for multiple object tracking, and used k-shortest paths algorithm for associating the tracks. Chari et al. [52] added a pairwise cost to the min-cost network flow framework and proposed a convex relaxation solution with a rounding heuristic for tracking. Similarly, Shitrit et al. [51] used multi-commodity network flow for MOT. Although popular, this line of methods rely on object detectors rather strongly [41] that makes it less desirable for scenarios where occlusions are encountered frequently. In their work, Shu et al. [44] handled occlusions up to a scale by extending a part based human detector [53] . There have also been attempts to use dense detections without non-maximum suppression for tracking [54] , [55] . One major goal of such techniques is to mitigate the problems caused by occlusions and close proximity of the targets that are not handled well by the detectors.
Another technique to mitigate the shortcomings of object detectors is to make use of on-line trainable classifier for the target objects [56] , [57] , [58] . Application of on-line classifiers has seen some success in the context of single object tracking. However, it has failed to gain popularity in MOT, and has only been successfully applied in limited scenarios [59] . There are also other instances of MOT under tracking-by-detection framework that explicitly focus on mitigating the adverse affects of occlusions. Milan et al. [60] employed a continuous energy minimization framework for MOT that incorporates occlusion explicit reasoning and appearance modeling. To handle occlusions and clutter, Wen et al. [25] proposed a data association technique based on undirected hierarchical relation hyper-graph. Bochinski et al. [61] leveraged the intersection-over-union and predefined thresholds for the association of objects in frames. Focusing on computational efficiency, they showed acceptable tracking performance with a speed of up to 100 fps. Chen et al. [62] proposed a multiple hypothesis tracking method by accounting for scene detections and detection-detection correlations between video the frames. Their method is claimed to handle false trajectories while dealing with close object hypotheses.
Deep learning based tracking methods [63] , [64] , [65] , [66] , [67] often represent objects using the models that are pre-trained for other tasks in computer vision, and associate objects using them for tracking. For instance, Bertinetto et al. [63] proposed to use a fully convolutional Siamese Network [68] in the context of single object tracking. Similarly, Bea et al. [24] modified the Siamese Network to learn discriminative deep representations for multiple object tracking with object association. They combined on-line transfer learning with the modified network to fine-tune the latter for on-line tracking. Son et al. [64] proposed a quadruplet convolutional neural network that learns to associate objects detected in different video frames. Their network is used by a minimax label propagation method to associate the targets. Schulter et al. [65] also proposed a network that is trained for data association in the context of multiple object tracking. Feichtenhofer et al. [66] proposed a multi-function CNN for simultaneous detection and tracking under the detection framework R-FCN [69] . Insafutdinov et al. [67] proposed deep learning based method for pose estimation and tracking. They trained a model that groups body parts and tracks a person using the head joint. However, their method under performs if heads are occluded.
In the context of deep learning, one important aspect of MOT research is the collection and annotation of data itself. Dedicated works have appeared in this area. A summary of the existing multiple object tracking datasets can be found in [39] . Two datasets are particularly relevant to our work, namely MOT dataset [70] and UA-DETRAC dataset [37] . The MOT dataset introduced by Milan et al. [70] is used by a popular recent multiple object tracking challenge MOT17 (https://motchallenge.net/ data/MOT17/). The dataset provides a variety of real-world videos for pedestrian tracking. The UA-DETRAC challenge (https://detrac-db.rit.albany.edu/) uses the large scale UA-DETRAC dataset that contains videos of vehicle traffic in real-world conditions. We provide further details on both datasets in Section 4. Other popular datasets for object tracking include KITTI [71] and PETS [72] .
Until recently, most of the deep learning based methods have dealt with single object tracking instead of MOT. Moreover, in tracking-by-detection framework for MOT, deep learning is mainly exploited in appearance modeling. The data association component of the problem is yet to benefit from deep learning, especially in a manner that the learned association model is also tailored to appearance modeling. This work fills this gap by jointly modeling the appearance of objects in a pair of frames and learning their associations in those frames in an end-to-end manner. The proposed Deep Affinity Network performs comprehensive appearance modeling and uses it further to estimate object affinities in the frame pair. The efficient affinity computation allows our technique to look back deep into the previous frames for object association. This keeps the proposed technique robust to object occlusions for tracking.
PROPOSED APPROACH
Multiple Object Tracking is a challenging problem that involves detection of objects, extracting their features, computing affinities between them and simultaneously tracing multiple object trajectories in videos. We capitalize on the representation power of deep learning to perform these tasks for on-line tracking. Central to our tracker is a CNNbased Deep Affinity Network (DAN), see Fig. 1 , that jointly models object appearances and their affinities across two different frames that are not necessarily adjacent. The overall approach exploits the efficient affinity estimation by DAN to associate objects in the current frame to those in multiple previous frames to compute reliable trajectories. We provide a detailed discussion on our approach below. However, we first introduce some notations and conventions for a concise description in the text and figures. Notations:
• I t denotes the t th video frame under 0-based indexing.
• t − n : t denotes an interval from t − n to t.
• A subscript t − n, t indicates that the entity is computed for the frame pair I t−n , I t .
• C t is the set of center locations of the objects in the t th frame with C i t as its i th element.
• F t is the feature matrix associated with the t th frame, where its i th column F i t is the feature vector of the i th object in that video frame.
• Ψ t−n,t is a tensor encoding all possible pairings of the columns of F t−n and F t along its depth dimension.
• L t−n,t denotes a binary data association matrix encoding the correspondence between the objects detected in frames I t−n and I t . If object '1' in I t−n corresponds to the n th object in I t , then the n th element of the first row of L t−n,t is non-zero.
• A t−n,t is an affinity matrix encoding similarities between the bounding boxes in (t − n) th frame and the t th frame.
• T t denotes the set of trajectories or tracks until the t th time stamp. The i th element of this set is itself a set of 2-tuples, containing indices of frames and detected objects. For example, T i t = {(0, 1), (1, 2)} indicates the short track connecting the 1 st object in 0 th frame and the 2 nd object in 1 st frame.
• Z(·) is an operator that computes the number of elements in a set/matrix in its argument.
is an accumulator matrix whose coefficient at index (i, j) integrates the affinities of the i th identity in track set T t−1 to the j th object in the t th frame over previous δ b frames.
• N m denotes the allowed maximum number of objects in a frame, and B denotes the batch size during training.
Conventions:
The shape of the output at each network layer is described as Batch × Channel × W idth × Height. For the sake of brevity, we often leave out the Batch dimension.
Object detection and localization
The proposed framework leverages the advances in multiple object detection [8] , [73] to identify and locate the objects of interest in video frames. The detection stage in our approach expects video frames as inputs and provides a set of bounding boxes for the target objects in those frames. We compute the object center locations C t using the available bounding boxes. The performance of our approach is evaluated for on-line challenges in multiple object tracking (see Section 4) that provide their own detectors for the objects of interest. For the MOT17 challenge [36] , we use the provided Faster R-CNN [8] and SDP [74] detectors; for MOT15 [35] we use [75] ; and for the UA-DETRAC [37] , [38] , we use the EB detector [73] . Our choices are entirely based on the on-line challenges for multiple object tracking that enable fair benchmarking of our approach. However, the proposed framework is compatible with other existing multiple object detectors as well. Since our main contribution is in object tracking and not detection; we refer to the original works for details on the used detectors.
Deep Affinity Network (DAN)
We model the appearance of objects in video frames and compute their cross-frame affinities using the Deep Affinity Network (DAN), shown in Fig. 1 . To align our discussion with the existing tracking literature, we present the proposed network as two components; (a) Feature extractor, and (b) Affinity estimator, however, the overall network is end-to-end trainable. The DAN training requires video frame I t along with its object centers C t ; and video frame I t−n along with its object centers C t−n as inputs. Notice that, we do not restrict the two frames to appear consecutively in video. Instead, we allow them to be n time stamps apart, such that n ∈ N rand ∼ [1, N V ]. Whereas our network is eventually deployed to track objects in consecutive video frames, training it with non-consecutive frames benefits the overall approach in reliably associating objects in a given frame to those in multiple previous frames. DAN also requires ground truth binary data association matrix L t−n,t of the input frame pair for computing the network cost during training. The inputs to DAN are shown in red color in Fig. 1 . We describe working details of the internal components of our network below after discussing the data preparation.
Data preparation
Multiple object tracking datasets e.g. [36] , [38] often lack in fully capturing the aspects of camera photometric distortions, background scene variations and other practical factors to which tracking approaches should remain robust. For model based approaches, it is important that the training data contains sufficient variations of such trackingirrelevant factors to induce robustness in the learned models. Hence, we perform the following preprocessing steps over the available data.
1) Photometric distortions: Each pixel of a video frame
is first scaled by a random value in the range [0.7, 1.5]. The resulting image is converted to HSV format, and its Saturation channel is again scaled by a random sample in [0.7, 1.5]. The frame is then converted back to RGB format and rescaled by a random sample in the same range. This process of photometric distortion is similar to [76] , that also inspires the used range values. 2) Frame expansion: We expand the frames by a random ratio sampled in the range [1, 1.2]. The expansion results in increasing frame sizes. We fill the pixels added to the expanded frames with the mean pixel value of the data. 3) Cropping: We crop the frames using cropping ratios randomly sampled in the range [0.8, 1]. We keep only those crops that contain the center points of all the detected boxes in the original frames.
Each of the above steps is applied to the frame pairs sequentially with a probability 0.3. The frames are then resized to fixed dimensions H ×W ×3, and horizontally fliped with a probability of 0.5. The overall strategy of modifying the training data is inspired by Liu et al. [76] who alter images to train an object detector. However, different from [76] , we simultaneously process two frames by applying the abovementioned transformations to them. 
Input
Dimensions/Size
The resulting processed frames are used as inputs to the DAN along with the associated object centers computed by a detector. We compute the data association matrices for the frames by introducing an upper bound N m on the maximum number of objects allowed in a given frame. In our experiments, N m = 80 proved a generous bound for the benchmark challenges. For consistency, we introduce additional rows and columns (with all zeros) in the data association matrix corresponding to dummy bounding boxes in each video frame so that all the frames eventually contain N m objects and the matrix size is N m × N m . Figure 2 illustrates the construction of data association matrix used in our approach, where we let N m = 5 for simplicity. Frames 1 and 30 contain four detected persons each amounting to five distinct identities. Fig. 2c shows the construction of an intermediate matrix L 1, 30 for the frames with a dummy row and column for dummy bounding boxes. In Fig. 2d , the association matrix is augmented with an extra row and a column, labeled as un-identified targets (UI targets). The augmented column accounts for currently tracked objects leaving the video and the augmented row accounts for new objects entering the video. We eventually use the form of ground truth association matrix shown in Fig. 2d to train the DAN. In the shown illustration, the last column of the augmented matrix has a 1 for object-4 because it has left and the last row has a 1 for object-5 because it has appeared in Frame 30. Notice that, using this convention, DAN is able to account for multiple objects leaving and entering the video i.e. by placing 1's at multiple rows in the last column and by placing 1's at multiple columns in the last row, respectively. After data preparation, the entities available as inputs to our network are summarized in Table 1 . 
Feature extractor
We refer to the first major component of the DAN as feature extractor for its functionality. This sub-network models comprehensive yet compact features of the detected objects in video frames. As shown in Fig. 1 , the feature extraction is performed by passing pairs of video frames and object centers through two streams of convolution layers. These streams share the model parameters in our implementation, whereas their architecture is inspired by VGG16 network [77] . We use the VGG architecture after converting its fully-connected and softmax layers to convolution layers. This modification is made because the spatial features of objects, which are of more interest in our task, are better encoded by convolution layers. Compared to the original VGG16, the input frame size for our network is much larger (i.e. 3 × 900 × 900) due to the nature of the task at hands and the available tacking datasets. Consequently, we are still able to compute 56 × 56 feature maps after the last layer of the modified VGG network. In Fig. 1 , we index the last layer of VGG as the 36 th layer under the convention that Batch Normalization [78] and ReLU activations [79] are counted as separate layers. We refer to [77] for the details on the original VGG architecture. We reduce the spatial dimensions of our feature maps beyond 56 × 56, after the VGG layers, by introducing further convolution layers. The 36-layer Extension network (see Fig. 1 ) gradually reduces feature maps to size 3 × 3. The architectural details of the extension network are provided in the top half of Table 2 . The table counts the output of VGG network as the input to the first layer of the extension that is indexed 0. Since the Batch Normalization and ReLU are counted as separate layers, the first column of the table increments indexes with step size 3.
Knowing the object center locations in the input frames (as C t and C t−n ) allows us to extract center pixels of the objects as their representative features. We extend this notion to the feature maps of our network and sample the VGG   16  256  255x255  60  23  512  113x113  80  36  1024  56x56  100   Extension network   5  512  28x28  80  11  256  14x14  60  17  256  12x12  50  23  256  10x10  40  29  256  5x5  30  35  256  3x3  20 maps of different convolution layers at object centers after accounting for the reduction in spatial dimensions of the maps. Due to multiple sequential convolution operations along the network layers, the sampled vectors represent object features at different levels of abstraction. This occurs due to the fact that the receptive field of sequentially applied convolution kernels increases as we go deeper in the network. This effect is exacerbated by pooling which reduces the spatial dimensions of feature maps ensuring that the features sampled from latter layers additionally account for full objects and even their surroundings. These are highly desirable characteristics of features for tracking. To ensure such features are sufficiently expressive, it remains imperative to learn a large number of feature maps. However, this would make the comprehensive feature vector formed by combining features from multiple layers too large to be practically useful.
We side-step this issue by reducing the number of feature maps of nine empirically selected layers in our network. This reduction is performed with additional convolution layers branching out from the two main streams of the feature extractor (see Fig. 1 ). The additional layers use 1 × 1 convolution kernels for dimensionality reduction. Table 3 lists indices of the selected nine layers along the number of channels at the input and output of the convolution layers performing the dimensionality reduction. Our network concatenates feature vectors from the selected nine layers to form a 520-dimensional vector for a detected object. By allowing N m detections in the t th frame, we obtain a feature matrix F t ∈ R 520×Nm . Correspondingly, we also construct F t−n ∈ R 520×Nm for the (t − n) th frame. Recall that these matrices also contain features for dummy objects that actually do not exist in the video frames. We implement these features as zero vectors.
Affinity estimator
The objective of this component of DAN is to encode affinities between the objects using their extracted features. To that end, the network arranges the columns of F t and F t−n in a tensor Ψ ∈ R Nm×Nm×(520×2) , such that the columns of the two feature matrices are concatenated along the depth dimension of the tensor in N m × N m possible permutations, see Fig. 1 for illustration. We map this tensor to a matrix M ∈ R Nm×Nm through a compression network that uses 5 convolution layers with 1 × 1 kernels. Specifications of this network are given in the bottom half of Table 2 .
The architecture of the compression network is inspired by the physical significance of its input and output signals. The network maps a tensor encoding combinations of object features to a matrix that codes similarities between the features (hence, the objects). Thus, it performs a gradual dimension reduction along the depth of the input tensor with convolutional kernels that do not allow neighboring elements of feature maps to influence each other. For a moment, consdier a forward-pass through the DAN until the computation of M ∈ R Nm×Nm . We can see that the predicted M must subsequently be compared to the ground truth data association matrix L t−n,t for loss computation. However, unlike L t−n,t , M does not account for the objects entering or leaving the video between the input frames. To take care of those cases, we also append an extra column and an extra row to M to form matrices M 1 ∈ R Nm×(Nm+1) and M 2 ∈ R (Nm+1)×Nm , respectively. This is analogous to the augmentation of L t−n,t explained in Section 3.2.1. However, here we separately append the row and column vectors to M in order to keep the loss computation welldefined and physically interpretable. The vectors appended to M take the form v ∈ R Nm = γ1, where 1 is a vector of ones, and γ is a hyper-parameter of the proposed DAN.
Network loss:
For DAN, the m th row of the augmented matrix M 1 associates the m th identity in frame I t−n to N m +1 identities in frame I t , where +1 results from the UI-targets. We fit a separate probability distribution over each row of M 1 by applying a row-wise softmax operation over the matrix. Thus, rows of the resulting matrix A 1 ∈ R Nm×(Nm+1) encode probabilistic associations between each object in frame I t−n and all identities in frame I t , including the unidentified objects in the latter frame. We correspondingly apply a column-wise softmax operation over M 2 to compute A 2 ∈ R (Nm+1)×Nm whose columns signify similar backwards associations from frame I t to I t−n . We emphasize that the proposed encoding of probabilistic associations between the two frames allows for multiple objects entereing or leaving the video between the frames. The maximum number of entering/leaving objects is upper-bounded by N m -the maximum number of allowed objects in a frame.
We define the loss function for DAN with the help of four sub-losses, referred to as 1) Forward loss L f : that encourages correct identity association from frame I t−n to frame I t . 2) Backward Loss L b : that ensures correct associations from I t to I t−n . 3) Consistency loss L c : to rebuff any inconsistency between L f and L b . 4) Assemble loss L a : that supresses non-maximum forward/backward associations for affinity predictions. Concrete definitions of these losses are provided below:
In the above equations, L 1 and L 2 are the trimmed versions of L t−n,t constructed by ignoring the last row and column of that matrix, respectively. A 1 and A 2 denote the matrices A 1 and A 2 trimmed to the size N m × N m by dropping the last column and last row respectively. Similarly, L 3 drops out both last row and column of L t−n,t . The operator denotes Hadamard product, and mat el (.) sums coefficients of the matrix in its argument. The max and log operations are also performed element-wise. We compute the final loss L as the mean value of the four sub-losses. The overall cost function of our network is defined as the Expected value of the training data loss. The afore-mentioned four sub-losses are carefully designed for our problem. In the Forward and Backward losses, instead of forcing A q , where q ∈ {1, 2}; to approximate corresponding L q by using a distance metric, we maximize the probabilities encoded by the relevant coefficients of A q . We argue that this strategy is more sensible than minimizing a distance between a binary matrix (L q ) and a probability matrix (A q ). Similarly, given the difference between A 1 and A 2 is expected to be small, we employ 1 -distance instead of more commonly used 2 -distance for the Consistency loss. Once the DAN is trained, we use it to compute the affinity matrix for an input frame pair as A ∈ R Nm×Nm+1 = A(max( A 1 , A 2 )), where A(.) appends the (N m + 1) th column of A 1 to the matrix in its argument. The max operation used in our definition of the affinity matrix A also justifies the maximization performed to compute the Assemble loss. Thus, the four sub-losses defined above are complementary that result in a systematic approximation of the ground truth data association.
DAN deployment
Whereas the feature extractor component of DAN is trained as a two-stream network, it is deployed as a one-stream model in our approach. This is possible because the parameters are shared between the two streams. In Fig. 3 , we illustrate the deployment of DAN by showing its two major components separately. The network expects a single frame I t as its input, along the object center locations C t . The feature extractor computes the feature matrix F t for the frame and passes it to the affinity estimator. The latter uses the feature matrix of a previous frame, say I t−n to compute the permutation tensor Ψ t−n,t for the frame pair. The tensor is then mapped to an affinity matrix by a simple forward pass through the network and a concatenation operation, as described above. Thus each frame is passed through the object detector and feature extractor only once, but the features are used multiple times for computing affinities with multiple other frames in pairs.
Deep track association
To associate objects in the current frame with multiple previous frames, we store feature matrices of the frames with their time stamps. After frame 0, that initializes our approach and results in F 0 , we can compute affinities between the objects in the current frame and those in any previous frame using their feature matrices. As illustrated in Fig. 3 , the computed affinity matrices are used to update trajectory sets by looking back deep into the previous frames.
Deep track association is performed as follows. We initialize our track set T 0 with as many trajectories as the number of detected objects in I 0 . A trajectory here is a set of 2tuples, each containing the time stamp of the frame and the object identity. The trajectory set is updated at the t th time stamp with the help of Hungarian algorithm [34] applied to an accumulator matrix Λ t ∈ R Z(T t−1 )×(Z(Ct)+1) . The used accumulator matrix integrates the affinities between objects in the current frame and the previous frames. A coefficient of Λ t at index (i, j) is the sum of affinities of the i th identity in the track set T t−1 to the j th object in the t th frame for the previous δ b frames, where δ b is a parameter of our approach.
At each time stamp, we are able to efficiently compute up to δ b affinity matrices using the DAN to look back into the existing tracks. We let δ b = t in Fig. 3 for simplification. One subtle issue in successfully applying the Hungarian algorithm to our problem is that we allow multiple objects to leave a video between its frames. Therefore, multiple trajectories could be assigned to the single UI-target column allowed in our accumulator matrix (inherited from the affinity matrices). We handle this issue by repeating the last column of Λ t until every trajectory in T t−1 gets assigned to a unique column of the augmented matrix 1 . This ensures that all un-identified trajectories can be mapped to un-identified objects.
Overall, our tracker is an on-line approach in the sense that it does not use future frames to predict object trajectories. Hence, it can be used with continuous video streams. One practical issue in such cases is that very long tacks may result over large time intervals. The parameter δ b also bounds the maximum number of time stamps we associate with a track. We remove the oldest node in a track if the number of frames for its trajectory exceed δ b . Similarly, for the objects disappearing from a video, we allow a waiting time of δ w frames before removing its trajectory from the current track set. We introduce these parameters in our framework for purely pragmatic reasons. Their values can be adjusted according to the on-board computational and memory capacity of a tracker.
EXPERIMENTS
In this section, we evaluate the proposed approach on three well-known multiple object tracking challenges, namely Multiple Object Tracking 17 (MOT17) [70] , Multiple Object Tracking 15 (MOT15) [35] and UA-DETRAC [37] , [38] . All of these are on-line challenges where tracking results are computed by a hosting server, once a new technique is 1. The number of columns of augmented Λt are allowed to exceed Nm + 1. However, it does not have any ramifications as that matrix is only utilized by the Hungarian algorithm. Fig. 3 : Deep tracking with DAN deployment: For the t th frame I t , the object centers C t provided by the detectors are used to compute the feature matrix F t with one stream Feature Extractor of DAN. The F t is paired with each of the last t feature matrices F 0:t−1 , and each pair is processed by the Affinity Estimator to compute the same number of affinity matrices A 0:t−1,t . The F t is also stored for computing affinity matrices in the future. The trajectory set T t , is updated by associating the current frame with t previous frames using the computed affinity matrices. submitted for evaluation. Annotated training data is provided for learning the models, however, labels of the test data remain inaccessible to public. The servers perform comprehensive evaluation of the submitted techniques using several standard metrics. We introduce the challenges, training datasets, and the evaluation metrics below. The performance of our approach and its comparison to other techniques currently on the leader board is also presented.
Multiple Object Tracking 17 (MOT17)
The Multiple Object Tracking 17 (MOT17) [70] is among the latest on-line challenges in tracking. Similar to its previous version MOT16 [36] , this challenge contains seven different indoor and outdoor scenes of public places, with pedestrians as the objects of interest. A video for each scene is divided into two clips, one for training and the other for testing. The dataset provides detections of objects in the video frames with three detectors, namely SDP [74] , Faster-RCNN [8] and DPM [53] . The challenge accepts both online and off-line tracking approaches, where the latter are allowed to use the future video frames to predict tracks.
Dataset
The challenge provides seven videos for training along with their ground truth tracks and detected boxes from three detectors. The scenes vary significantly in terms of background, illumination conditions and camera view points. We summarize the main attributes of the provided training data in Table 4 . As can be noticed, the provided resolution for scene 05 is different from the others. Similarly, there are also variations in camera frame rates, the average number of objects per frame (i.e. density) and the total number of tracks. Scene 07 is also captured with a lower angle that resulted in significant occlusions. All these variations make the dataset challenging.
The testing data consists of clips from the same seven scenes, excluding the training video clips. There are 17, 757 frames in testing data, and it is public knowledge that there are 2, 355 tracks in those clips with 564, 228 boxes. However, the track labels and boxes are not available publicly, and evaluation is performed by the host server in private.
Evaluation metrics
We benchmark our approach comprehensively using twelve standard evaluation metrics, that include both CLEAR MOT metrics [80] , and the MT/ML metrics [81] . We summarize these metrics in Table 5 . Concrete definitions of MOTA and MOTAL are provided below:
In the above equations, the subscript 't' indicates that the values are computed at the t th time stamp, whereas 'GT' stands for ground truth. We refer to Table 5 for the other symbols used in the equations.
Results
We trained our DAN with the training data provided by the hosting server. Upon submission, our approach was benchmarked by the server itself. In Table 6 , we summarize current results of the published techniques on the leader board taken directly from the challenge server. Whereas our method is on-line, the table also includes the results of best performing off-line methods to highlight the competitive performance of our approach. As can be seen, the Fig. 4 : Tracking example of the proposed method from MOT17 (taken from the host server). The predicted tracks are identified by the color of bounding boxes. The mentioned identity numbers are for reference in the text only. In both scenes, our approach successfully tracks identity-1 despite inter-frame occlusions. Frame 141 of Scene 07 causes a temporary mis-identification, however, our approach is able to recover well due to deep track association. proposed approach (named DAN after the network) is able to outperform the existing on-line and off-line methods on five metrics, whereas the performance generally remains competitive on the other metrics. In particular, our results are significantly better than the existing on-line methods for MOTA and MOTAL that are widely accepted as comprehensive multiple object tracking metrics.
In Fig. 4, we show two examples of our method's tracking performance on MOT17 challenge. The color of bounding boxes in the shown frames indicate the trajectory identity predicted by our tracker. The numbers mentioned on the frames are for reference in the text only. The figure presents typical examples of inter-frame occlusions occurring in tracking datasets. In scene 06 (first row), identity-1 disappears in frame 633 (and adjacent frames -not shown), and then reappears in frame 643. Our tracker is able to easily recover from this occlusion (the same color of bounding boxes). Similarly, the occlusion of identity-1 in frame 144 of scene 07 is also handled well by our approach. Our tracker temporarily misjudges the trajectory in frame 141 by assigning it a wrong identity, i.e. 4 due to severe partial occlusion. However, it is able to quickly recover from this situation by keep looking deeper into the previous frames.
Multiple Object Tracking 15 (MOT15)
In order to more comprehensively benchmark our technique for pedestrian tracking, we also evaluate it on Multiple Object Tracking 15 (MOT15) challenge [35] which also deals with multiple pedestrian tracking similar to MOT17. However, due to its earlier release in 2014, MOT15 benchmarks more methods as compared to MOT17. MOT15 provides 11 video sequences along with their ground truth tracks and detections using the detector proposed by Dollar et al. [75] . The provided ground truth detections do not consider object occlusions and a bounding box for a completely occluded object of interest is provided for training anyway. Such training data can be misleading for our appearance modeling based tracker. Hence, we do not train or fine-tune the DAN with MOT15 training data. Instead, we directly apply our MOT17 model to the MOT15 challenge. The hosting server computes results based on its used detector [75] .
Results
There are 4 video sequences (Venice-1, ADL-Rundle-1, ADL-Rundle-3 and ETH-Crossing) in MOT15 that contain the same scenes as the video sequences 01, 06, 07 and 08 in the MOT17. For a fair comparison of our technique with the benchmarked approaches, we report the average results on these scenes in Table 7 . Note that, all approaches in the table contain the corresponding training video clips of the same four scenes in their training data. The results are computed by the private hosting server of the challenge. As can be seen, the proposed approach significantly outperforms the existing methods evaluated on the MOT15 challenge on three metrics, especially on the MOTA metric.
UA-DETRAC
The UA-DETRAC challenge [37] , [38] is based on a largescale tracking dataset for vehicles. It comprises 100 videos that record around 10 hours of vehicle traffic. The recording is made in 24 different locations, and it includes a wide variety of common vehicle types and traffic conditions. The scenes include urban highways, traffic crossings, and Tjunctions etc. Overall, the dataset contains about 140k video frames, 8,250 vehicles, and 1,210k bounding boxes. Similar [37] , [38] . The 'Boxes' column indicates the total number of bounding boxes in videos. 'Length' is given in number of frames. to the MOT challenges, the UA-DETRAC challenge accepts submissions of tracking approaches and the hosting server evaluates their performance on a separate test data.
Type Videos Length Boxes Vehicles Tracks Density

Dataset
We summarize the major attributes of the dataset in Table 8 . The table contains information on both training and testing sets. The available videos have a consistent frame size of 540 × 960, and a frame rate of 25 fps. All the videos are recorded with static cameras, generally installed at high locations. Although in terms of variations this dataset may appear less challenging than MOT datasets, the larger size of data and the scenes of crossings and junctions make tracking in this dataset a difficult task.
Evaluation metrics
The evaluation metrics used by UA-DETRAC are similar to those introduced in Table 5 , however, they are computed slightly differently. These metrics are abbreviated as PR-MOTA, PR-MOTP, PR-MT, PR-ML, PR-FP, PR-FN and PR-ID Sw, where the prefix PR indicates that the computation is done using a Precision-Recall curve. For instance, to compute PR-MOTA, the thresholds of the detectors are gradually varied to compute a 2D precision-recall curve. Then, for each point on the plot, MOTA value is estimated to get a 3D curve. The PR-MOTA is computed as the integral score of the resulting curve. The same procedure is also adopted for computing the other PR-based metrics.
Results
We summarize the quantitative results of our approach in the last row of Table 9 . The table also reports performances of the top approaches on the leader board for UA-DETRAC challenge at the time of submission of this work. The names of methods (first column) include the detectors used by the techniques, e.g. we used the EB detector [73] , hence EB+DAN. The choice of EB detector in our technique is empirical. The results in the table ascertain the overall effectiveness of the proposed approach in tracking vehicles on roads. We also illustrate tracking results of our approach in Fig. 5 with the help of two examples. Again, the predicted trajectories are specified by the colors of bounding boxes, and the mentioned identity numbers are only for referencing in the text. In the top row (scene MVI 40762) the EB detector fails to detect identity-2 in frame 130 -134 (only frame 132 is shown) due to occlusion by identity-1. However, once the detection is made again, our tracker is able to assign the object correctly to its trajectory from frame 136 onwards. Similarly, in scene MVI 40855, the detector is unable to detect identity-1 in frames 132-143 due to occlusion by identity-2. Nevertheless, when the identity-1 is detected again in frame 154, our approach assigns it to its correct trajectory. These examples demonstrate robustness of our approach to missed detection by the detector under tracking-by-detection framework.
IMPLEMENTATION DETAILS
We implement the Deep Affinity Network (DAN) using the Pytorch framework [99] . Training was performed on NVIDIA GeForce GTX Titan GPU. Hyper-parameters of DAN were optimized with the help of MOT17 dataset, for which we specified a validation set to train our model. MOT17 was selected for parameter optimization due to its manageable size. The hyper-parameter values finally used in our implementation are as follows. Batch size B = 8, number of training epochs per model = 120, number of maximum objects allowed per frame N m = 80, and γ = 10. We let N V = 30. Our network uses input frame size of 900 × 900. All the training and testing data is first resized to these dimensions before passing it through the network. We used the SGD optimizer [100] for training the DAN, for which we used 0.9 and 5e-4 for the momentum and weight decay parameters respectively. We started the learning process with 0.01 as the learning rate, which we decreased to 1/10 th of the previous value at epochs 50, 80 and 100. Once the network is trained, we still need to decide on the values of the parameters δ b and δ w . We selected the best values of these parameters with a grid search for optimal MOTA metric on our validation set. We used multiples of three in the range [3, 30] to form the grid, based on which δ w = 12 and δ b = 15 were selected in the final implementation.
DISCUSSION
Central to the success of our approach is the ability of DAN to reliably associate objects between pair of frames in a video. In Fig. 6 , we illustrate the object association capabilities of the proposed DAN under different practical conditions. Each column of the figure shows a pair of frames that are n time stamps apart, where n is randomly sampled from [1, 30] . The figure shows association between the objects as computed by DAN. Firstly, it can be noticed that the association is robust to large illumination variations. Secondly, DAN is able to comfortably handle significant object occlusions. Additionally, despite the existence of multiple similar looking objects, the network is able to correctly associate the objects. For instance, see Fig. 6 (e) where there are multiple white and red cars but this does not cause problems.
The chosen examples in Fig. 6 are completely random. We observed the same level of performance by DAN for all the cases we tested. We argue that this robustness results from feature modeling at multiple levels of abstraction and accounting for objects' surroundings at higher abstraction levels. Such an abstraction occurs due to the increasing receptive field of convolution kernels as we go deeper in our network. Moreover, joint modeling of features and affinities across the frames also play a critical role in achieving this performance.
For an effective architecture of our network, we tested numerous intuitive alternatives. We present a few interesting choices out of those as an ablation analysis here. We choose these cases for their ability to add to our understanding the role of important components in the final network. We introduce DAN-Remove model, that removes the 'Feature dimension reduction' layers in Fig. 1 and directly concatenates the features to estimate object affinities. As another case, we replace the 'Compression network' in affinity estimator component by a single convolutional layer. Hence, the resulting DAN-Replace model maps object features to affinities abruptly instead of doing it gradually. In another choice, instead of defining our ensemble loss with the max operation, we use the mean operation, and refer to the resulting network as DAN-Mean. We provide the training loss values at different epochs for these different choices for the network in Table 10 for MOT17. It is apparent that the proposed DAN is able to converge to a better loss with less number of epochs as compared to all the other choices. The closest performance is achieved by DAN-Mean that has the same architecture as DAN but a slightly different loss function. The importance of feature compression is clear from the poor loss of DAN-Remove. Similarly, from the results of DAN-Replace, it is also apparent that gradual compression of feature maps for affinity estimation is more desirable than an abrupt compression.
CONCLUSION
We presented a multiple object tracker that performs on-line tracking by associating the objects detected in the current frame with those in multiple previous frames. The tracker derives its strength from our proposed Convolutional Neural Network architecture, referred to as Deep Affinity Network (DAN). The proposed DAN models features of predetected objects in the video frames at multiple levels of abstraction, and infers object affinities across different frames by analyzing exhaustive permutations of the extracted features. The cross-frame objects similarities and object features are recorded by our approach to trace the trajectories of the object. We evaluated our approach on three on-line multiple object tracking challenges MOT17, MOT15 and UA-DETRAC, using twelve different evaluation metrics. The proposed tracker is able to achieve excellent overall performance with the highest Multiple Object Tracking Accuracy on all the challenges. It also achieved an average speed of 6.3 frames per second, while leading the result board as the best performing on-line tracking approach on many of the evaluation metrics.
