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Abstract
This paper deals with the sub-supersolution method for the p(x)-Laplacian equations. A sub-super-
solution principle for the Dirichlet problems involving the p(x)-Laplacian is established. It is proved that
the local minimizers in the C1 topology are also local minimizers in the W1,p(x) topology for given energy
functionals. A strong comparison theorem for the p(x)-Laplacian equations is presented. Some applications
of the abstract theorems obtained in this paper to the eigenvalue problems for the p(x)-Laplacian equations
are given.
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1. Introduction
The study of various mathematical problems with variable exponent has been received consid-
erable attention in recent years. These problems are interesting in applications (see, e.g., [32,35])
and raise many difficult mathematical problems. We refer to the overview papers [11,23,33] for
the advances and references of this area. In this paper we study the sub-supersolution method for
the p(x)-Laplacian equations. We shall restrict ourselves to the Dirichlet boundary value prob-
lems, but some methods used in this paper are also suitable for the Neumann boundary value
problems in principle.
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u = 0 on ∂Ω, (1.1)
where Ω is a bounded smooth domain in RN, f ∈ C(Ω¯ × R,R), p ∈ C(Ω¯) and
1 < p− := inf
Ω
p(x) p+ := sup
Ω
p(x) < ∞. (1.2)
The operator −Δp(x)u := −div(|∇u|p(x)−2∇u) is called p(x)-Laplacian, which becomes
p-Laplacian when p(x) ≡ p (a constant). The solvability of problem (1.1) can be studied by
several approaches, for example, variational method (see, e.g., [2,13,15,34,35]), or monotone
mapping theory (see, e.g., [30]). It is well known that, compared with other methods, the
sub-supersolution method, or the order method, when it is applicable, has some distinctive
advantages. For example, it usually permits more flexible requirements on the growth condi-
tion of f and can also give some order properties of the solutions. For the applications of the
sub-supersolution method to the semilinear and quasilinear elliptic problems, we refer to [3,
4,6–10,12,21,22,26,29] and the references therein. The goal of this paper is to study the sub-
supersolution method for (1.1), which is a new research topic.
This paper is in four sections. In Section 2, we give a general principle of sub-supersolution
method for the problem (1.1) based on the regularity results and the comparison principle, which
is similar to the constant exponent case. However, it is usually very difficult to find a subsolution
u0 and a supersolution v0 of (1.1) with u0  v0. The main difficulty is that the p(x)-Laplacian
possesses more complicated nonlinearities than the p-Laplacian. For example, it is inhomo-
geneous, and in general, it has no the “first eigenvalue,” in other words, the infimum of the
eigenvalues of p(x)-Laplacian equals 0 (see [16]). So some techniques used in the constant ex-
ponent case cannot be carried out for the variable exponent case. In the end of Section 2, we give
a lemma involving the L∞-estimation of the solution of (1.1) with f ≡ M (a positive constant),
which is useful to find a supersolution of (1.1).
Brezis and Nirenberg [7] have proved a famous theorem which asserts that the local minimiz-
ers in the space C1 are also local minimizers in the space H 1 for certain variational functionals.
This theorem has been extended to the p-Laplacian case (see [6,22]). In Section 3, we extend the
theorem to the p(x)-Laplacian case, that is, we prove that the local minimizers in the C1 topol-
ogy are also local minimizers in the W 1,p(x) topology for the given integral functionals. It is well
known that, when p = 2, the strong comparison principles are very complicated (see [9,10,31]).
We give a special strong comparison principle for the p(x)-Laplacian, which is suitable to find a
positive C1 local minimizer of the energy functional associated with (1.1).
In Section 4, we give an application of our abstract theorems to the eigenvalue problems of
p(x)-Laplacian equations. On the one hand, our results are a generalization of the correspond-
ing ones in the constant exponent case; on the other hand, our results reflect some differences
between the variable exponent case and the constant exponent case.
2. Sub-supersolution principle
Let Ω, p and f be as in Section 1. Denote by S(Ω) the set of all measurable real functions
defined on Ω . Note that two measurable functions are considered as the same element of S(Ω)
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by
Lp(x)(Ω) =
{
u ∈ S(Ω):
∫
Ω
∣∣u(x)∣∣p(x) dx < ∞}
with the norm
|u|Lp(x)(Ω) = |u|p(x) = inf
{
λ > 0:
∫
Ω
∣∣∣∣u(x)λ
∣∣∣∣
p(x)
dx  1
}
,
and the variable exponent Sobolev space W 1,p(x)(Ω) by
W 1,p(x)(Ω) = {u ∈ Lp(x)(Ω): |∇u| ∈ Lp(x)(Ω)}
with the norm
‖u‖W 1,p(x)(Ω) = |u|Lp(x)(Ω) + |∇u|Lp(x)(Ω).
Denote by W 1,p(x)0 (Ω) the closure of C
∞
0 (Ω) in W
1,p(x)(Ω). |∇u|Lp(x)(Ω) is an equivalent norm
on W
1,p(x)
0 (Ω). The spaces L
p(x)(Ω), W 1,p(x)(Ω) and W 1,p(x)0 (Ω) are all separable and reflex-
ive Banach spaces. We refer to [18,23,24] for the elementary properties of these spaces.
For u,v ∈ S(Ω), we write u v if u(x) v(x) for a.e. x ∈ Ω. Define u+(x) = max{u(x),0}
and u−(x) = max{−u(x),0}. Denote by c or ci a positive constant.
In this section, except the special explanations, p ∈ C(Ω¯) and satisfies (1.2).
Definition 2.1. (1) u ∈ W 1,p(x)0 (Ω) is called a (weak) solution of (1.1) if∫
Ω
|∇u|p(x)−2∇u∇ϕ dx =
∫
Ω
f (x,u)ϕ dx, ∀ϕ ∈ W 1,p(x)0 (Ω). (2.1)
(2) u ∈ W 1,p(x)(Ω) is called a subsolution (respectively a supersolution) of (1.1) if u 
(respectively ) 0 on ∂Ω and for all ϕ ∈ W 1,p(x)0 (Ω) with ϕ  0,∫
Ω
|∇u|p(x)−2∇u∇ϕ dx  (respectively)
∫
Ω
f (x,u)ϕ dx. (2.2)
The regularity results and the comparison principles are the bases of the sub-supersolution
method. For the regularity results in the variable exponent case, see [1,14,17], more precisely,
for the L∞ and C0,α regularity, see [17]; for the local C1,α regularity of the minimizers of the
corresponding integral functional, see [1]; for the global C1,α regularity, see [14], in which the
global C1,α regularity results of Lieberman [27] for the constant exponent case are extended to
the variable exponent case. The regularity results used in this paper are stated in the following
proposition.
Proposition 2.1. (1) [17, Theorem 4.1] If f satisfy the sub-critical growth condition:∣∣f (x, t)∣∣ c1 + c2|t |q(x)−1, ∀x ∈ Ω, ∀t ∈ R, (2.3)
where q ∈ C(Ω¯) and
1 < q(x) < p∗(x), ∀x ∈ Ω¯, (2.4)
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p∗(x) :=
{
Np(x)
N−p(x) , if p(x) < N ,
∞, if p(x)N ,
then u ∈ L∞(Ω) for every weak solution u of (1.1).
(2) [17, Theorem 4.4] Let u ∈ W 1,p(x)0 (Ω) ∩ L∞(Ω) be a solution of (1.1). If the function p
is log-Hölder continuous on Ω¯ , i.e., there is a positive constant H such that
∣∣p(x) − p(y)∣∣ H− log |x − y| for x, y ∈ Ω¯ with |x − y| 12 , (2.5)
then u ∈ C0,α(Ω¯) for some α ∈ (0,1).
(3) [14, Theorem 1.2] If in (2), the condition (2.5) is replaced by that p is Hölder continuous
on Ω¯, then u ∈ C1,α(Ω¯) for some α ∈ (0,1).
From [15] we know that, for a given h ∈ L q(x)q(x)−1 (Ω), where q satisfies (2.4), the following
problem:{−div(|∇u|p(x)−2∇u) = h(x) in Ω ,
u = 0 on ∂Ω , (2.6)
has a unique solution u ∈ W 1,p(x)0 (Ω). We denote by K(h) := u the unique solution. K is called
the solution operator for (2.6). From the regularity results and the embedding theorems we can
obtain the properties of the solution operator K as follows.
Proposition 2.2. (1) (See [15].) The mapping K :L
q(x)
q(x)−1 (Ω) → W 1,p(x)0 (Ω) is continuous and
bounded. Moreover, the mapping K :L
q(x)
q(x)−1 (Ω) → Lq(x)(Ω) is completely continuous since the
embedding W 1,p(x)0 (Ω) ↪→ Lq(x)(Ω) is compact (see [18]).
(2) (See [17].) If p is log-Hölder continuous on Ω¯ , then the mapping K :L∞(Ω) → C0,α(Ω¯)
is bounded, and hence the mapping K :L∞(Ω) → C(Ω¯) is completely continuous.
(3) (See [14].) If p is Hölder continuous on Ω¯ , then the mapping K :L∞(Ω) → C1,α(Ω¯) is
bounded, and hence the mapping K :L∞(Ω) → C1(Ω¯) is completely continuous.
Definition 2.2. Let u,v ∈ W 1,p(x)(Ω). We say that −Δp(x)(u)  −Δp(x)(v) if for all ϕ ∈
W
1,p(x)
0 (Ω) with ϕ  0,∫
Ω
|∇u|p(x)−2∇u∇ϕ dx 
∫
Ω
|∇v|p(x)−2∇v∇ϕ dx. (2.7)
Now we give a comparison principle as follows.
Proposition 2.3. (1) (See [19, Lemma 2.2].) Let u,v ∈ W 1,p(x)(Ω). If −Δp(x)(u)−Δp(x)(v)
and u v on ∂Ω (i.e., (u − v)+ ∈ W 1,p(x)0 (Ω)), then u v in Ω.
(2) Under the conditions of (1) above, let in addition u,v ∈ C(Ω¯) and denote S = {x ∈ Ω:
u(x) = v(x)}. If S is a compact subset of Ω, then S = ∅.
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implies (u − v)+ = 0 and so u v in Ω.
(2) Suppose that S is a compact subset of Ω and S = ∅. Then there is an open subset Ω1 of Ω
such that S ⊂ Ω1 ⊂ Ω¯1 ⊂ Ω. Thus u < v on ∂Ω1 and consequently there is an ε > 0 such that
u < v − ε on ∂Ω1. Noting that ∇(v − ε) = ∇v and applying the conclusion (1) to u and v − ε
on Ω1 we obtain u v − ε in Ω1, which contradicts with u = v on S. 
Remark 2.1. It follows from Proposition 2.3(1) that the solution operator K is increasing, that is,
K(u)K(v) if u v. We define T (u) = K(f (x,u)). It is easy to see that, if u is a subsolution
(respectively a supersolution) of (1.1), then u T (u) (respectively u T (u)), and u is a solution
of (1.1) if and only if u = T (u), i.e., u is a fixed point of T .
The basic principle of the sub-supersolution method for (1.1) is the following:
Theorem 2.1. Suppose that f satisfies the sub-critical growth condition (2.3)–(2.4) and the
function f (x, t) is nondecreasing in t ∈ R. If there exist a subsolution u0 ∈ W 1,p(x)(Ω) and a
supersolution v0 ∈ W 1,p(x)(Ω) of (1.1) such that u0  v0, then (1.1) has a minimal solution u∗
and a maximal solution v∗ in the order interval [u0, v0], i.e., u0  u∗  v∗  v0 and if u is any
solution of (1.1) such that u0  u v0, then u∗  u v∗.
Proof. Define T (u) = K(f (x,u)). Then, under the assumptions of Theorem 2.1, T :Lq(x)(Ω) →
Lq(x)(Ω) is completely continuous and increasing, u0  v0, u0, v0 ∈ Lq(x)(Ω), u0  T (u0),
v0  T (v0), and consequently T : [u0, v0] → [u0, v0]. It is clear that the cone of all nonnegative
functions in Lq(x)(Ω) is normal. So our Theorem 2.1 now follows by applying the well-known
fixed point theorem for the increasing operator on the order interval (see, e.g., [3]). 
In the practical problems it is often known that the subsolution u0 and the supersolution v0 are
of class L∞(Ω), so the restriction on the growth condition of f is needless, hence the following
theorem is more suitable.
Theorem 2.2. Suppose that u0, v0 ∈ W 1,p(x)(Ω) ∩ L∞(Ω), u0 and v0 are a subsolution and a
supersolution of (1.1) respectively, and u0  v0. If f ∈ C(Ω¯ × R,R) satisfies the condition:
(F1) f (x, t) is nondecreasing in t ∈
[
infu0(x), supv0(x)
]
, (2.8)
then the conclusion of Theorem 2.1 is valid.
The proof of Theorem 2.2 is similar to the proof of Theorem 2.1 and is omitted here.
Remark 2.2. In Theorem 2.2, as was done in the constant exponent case (see, e.g., [3,7,12,21]),
the condition (F1) can be replaced by some weaker conditions, for example, by the following
condition:
(F2) there exists a positive constant L such that
f (x, t) +Lt is nondecreasing in t ∈ [infu0(x), supv0(x)]. (2.9)
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u = 0 on ∂Ω , (2.10)
then repeat the above discuss but replace −div(|∇u|p(x)−2∇u) and f (x,u) by
−div(|∇u|p(x)−2∇u) + Lu and f (x,u) + Lu, respectively. Note that (F2) is satisfied if f (x, t)
is locally Lipschitz continuous in t uniformly for x ∈ Ω.
The above results show that the general principle of sub-supersolution method for the prob-
lem (1.1) with variable exponent is the same type as in the constant exponent case. An essential
prerequisite for the sub-supersolution method is to find a subsolution u0 and a supersolution v0
such that u0  v0. It is well known that the homogeneity of the p-Laplacian operator and the
positivity of the first eigenvalue of p-Laplacian Dirichlet problem (see, e.g., [5]) play an impor-
tant role in finding sub- and supersolutions of the p-Laplacian equation. Unlike the p-Laplacian
case, when p(x) is not identical with a constant, the p(x)-Laplacian operator is inhomogeneous,
and usually, the infimum of its eigenvalues is 0 (see [16]), and therefore, it is often difficult to
find a subsolution u0 and a supersolution v0 of (1.1) with u0  v0. In the end of this section, we
give a lemma which is useful to find a supersolutions of (1.1).
We denote by C0 the best embedding constant of W 1,10 (Ω) ⊂ L
N
N−1 (Ω):
|u|LN/(N−1)(Ω)  C0|∇u|L1(Ω) for u ∈ W 1,10 (Ω). (2.11)
Lemma 2.1. Let M > 0 and u is the unique solution of the problem{−div(|∇u|p(x)−2∇u) = M in Ω ,
u = 0 on ∂Ω .
(2.12)
Set h = p−2|Ω|1/NC0 . Then, when M  h, |u|∞  C
∗M1/(p−−1), and when M < h, |u|∞ 
C∗M1/(p+−1), where C∗ and C∗ are positive constants depending on p+, p−, N , |Ω| and C0.
Proof. Let u be the solution of (2.12), then u  0. For k  0, set Ak = {x ∈ Ω: u(x) > k}.
Taking (u − k)+ as a test function of (2.12), by (2.11) and Young inequality, we have∫
Ak
|∇u|p(x) dx = M
∫
Ak
(u − k) dx
M|Ak|1/N
∣∣(u − k)+∣∣
LN/(N−1)(Ω) M|Ak|1/NC0
∫
Ak
ε|∇u|ε−1 dx
M|Ak|1/NC0
∫
Ak
(
(ε|∇u|)p(x)
p(x)
+ (ε
−1)p′(x)
p′(x)
)
dx
 M|Ω|
1/NC0
p−
∫
Ak
εp(x)|∇u|p(x) dx + M|Ak|
1/NC0
(p+)′
∫
Ak
ε−p′(x) dx. (2.13)
When M  h, taking
ε =
(
p−
1/N
)1/p−
=
(
h
)1/p−
, (2.14)
2M|Ω| C0 M
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M|Ω|1/NC0
p−
∫
Ak
εp(x)|∇u|p(x) dx  M|Ω|
1/NC0
p−
εp−
∫
Ak
|∇u|p(x) dx = 1
2
∫
Ak
|∇u|p(x) dx,
consequently, from this and (2.13) it follows that∫
Ak
|∇u|p(x) dx  2M|Ak|
1/NC0
(p+)′
∫
Ak
ε−p′(x) dx  2MC0ε
−(p−)′
(p+)′
|Ak|1+ 1N . (2.15)
From (2.15) and (2.13) we have∫
Ak
(u − k) dx = 1
M
∫
Ak
|∇u|p(x) dx  γ |Ak|1+ 1N , (2.16)
where
γ = 2C0ε
−(p−)′
(p+)′
. (2.17)
By Lemma 5.1 in [25, Chapter 2], (2.15) implies that
|u|∞  γ (N + 1)|Ω|1/N . (2.18)
From (2.18), (2.17) and (2.14) we obtain
|u|∞  C∗M1/(p−−1), (2.19)
where
C∗ = (N + 1)(2C0)
(p−)′
(p+)′(p−)(p−)′/p−
|Ω|(p−)′/N . (2.20)
When M < h, taking
ε =
(
p−
2M|Ω|1/NC0
)1/p+
=
(
h
M
)1/p+
(noting that in this case ε > 1) and using arguments similar to those above we can obtain
|u|∞  C∗M1/(p+−1),
where
C∗ = (N + 1)(2C0)
(p+)′
(p+)′(p−)(p+)′/p+
|Ω|(p+)′/N .
The proof is complete. 
3. W 1,p(x) versus C1 local minimizers
The famous result of Brezis and Nirenberg [7], dealing with that the local minimizers in the
space C1 are also local minimizers in the space H 1 for certain variational functionals, is very
useful in proving the multiplicity for Laplacian equations by combining the variational and the
sub-supersolution methods. This result has been extended to the p-Laplacian case with p > 1
(see [6,22]). In this section we extend the result to the p(x)-Laplacian case (see Theorem 3.1).
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J (u) =
∫
Ω
|∇u|p(x)
p(x)
dx −
∫
Ω
F(x,u)dx, ∀u ∈ W 1,p(x)0 (Ω), (3.1)
where F(x, t) = ∫ t0 f (x, s) ds.
Theorem 3.1. Suppose that p ∈ C0,β(Ω¯) and f satisfies the sub-critical growth condition
(2.3)–(2.4). If u0 ∈ C1(Ω¯) is a local minimizer of J in the C1 topology, then u0 is a local
minimizer of J in the W 1,p(x)0 (Ω) topology.
Proof. Let u0 ∈ C1(Ω¯) is a local minimizer of J in the C1 topology. Define
G(u) =
∫
Ω
|∇u− ∇u0|p(x)
p(x)
dx, ∀u ∈ W 1,p(x)0 (Ω).
For ε ∈ (0,1), set Dε = {u ∈ W 1,p(x)0 (Ω): G(u) ε}. Then Dε is a bounded, closed and convex
subset of W 1,p(x)0 (Ω) and is a neighborhood of u0 in W
1,p(x)
0 (Ω). Since f satisfies the sub-
critical growth condition, the functional J :W 1,p(x)0 (Ω) → R is weakly lower semicontinuous
and consequently infDε J is achieved at some uε ∈ Dε. So there is με  0 such that J ′(uε) =
μεG
′(uε), that is,
−div(|∇uε|p(x)−2∇uε)+ με div(|∇uε − ∇u0|p(x)−2(∇uε − ∇u0))= f (x,uε). (3.2)
Arguing by contradiction, assume that u0 is not a local minimizer of J in the W 1,p(x)0 (Ω)
topology, then for each ε ∈ (0,1), uε = u0 and J (uε) < J (u0). Note that uε → u0 in W 1,p(x)0 (Ω)
as ε → 0. Below we shall prove that uε → u0 in C1(Ω¯) as ε → 0, which contradicts with that
u0 is a local minimizer of J in the C1 topology.
Dividing both sides of (3.2) by 1 −με, yields
−div
{
1
1 − με
[|∇uε|p(x)−2∇uε −με|∇uε − ∇u0|p(x)−2(∇uε − ∇u0)]
}
= 1
1 −με f (x,uε). (3.3)
Define Aε : Ω¯ × RN → RN and Bε : Ω¯ × R → R by
Aε(x, η) = 11 −με
[|η|p(x)−2η −με|η − ∇u0|p(x)−2(η − ∇u0)], (3.4)
Bε(x, t) = 11 −με f (x, t). (3.5)
Then uε is a solution of the following problem:{−divAε(x,∇u) = Bε(x,u) in Ω ,
u = 0 on ∂Ω . (3.6)
We can verify that Aε and Bε satisfy the following conditions:
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where ci is a positive constant independent of ε ∈ (0,1).
The verification of (3.8) and (3.9) is simple, here we only give the proof of (3.7). By the
definition of Aε(x, η),
Aε(x, η)η = 11 − με
[(|η|p(x)−2η − με|η|p(x)−2η)− με(|η − ∇u0|p(x)−2(η − ∇u0)
− |η|p(x)−2η)]η := 1
1 − με
[
(1 −με)|η|p(x) −μεI
]
.
When p(x) 2,
|I | = ∣∣(|η − ∇u0|p(x)−2(η − ∇u0) − |η|p(x)−2η)∣∣|η|
 c|∇u0|
(|η − ∇u0| + |η|)p(x)−2|η|
 c|η|p(x)−1 + c 1
2
|η|p(x) + c,
and when p(x) < 2,
|I | = ∣∣(|η − ∇u0|p(x)−2(η − ∇u0) − |η|p(x)−2η)∣∣|η|
 c|∇u0|p(x)−1|η| 12 |η|
p(x) + c,
where c is a generic positive constant independent of ε. Here we used the well-known inequalities
(see, e.g., [6]):
∣∣|ξ |p−2ξ − |η|p−2η∣∣ { c|ξ − η|(|ξ | + |η|)p−2, if p  2,
c|ξ − η|p−1, if 1 < p < 2.
Thus we have
Aε(x, η)η
1
1 − με
[
(1 − με)|η|p(x) − |με|
(
1
2
|η|p(x)−1 + c
)]
 1
1 + |με|
[(
1 + 1
2
|με|
)
|η|p(x) − c|με|
]
 1
2
|η|p(x) − c,
and (3.7) is proved. It follows from Theorem 4.1 in [17] that uε ∈ L∞(Ω) and |uε|L∞(Ω)  c
because ‖uε‖W 1,p(x)0 (Ω) is bounded uniformly for ε ∈ (0,1), where c is a positive constant in-
dependent of ε. Furthermore, by Theorem 4.4 in [17], uε ∈ C0,α1(Ω¯) and ‖uε‖C0,α1 (Ω¯)  c,
where α1 ∈ (0,1) is a constant. In addition, by Lemma 4.1 in [14], there is δ0 > 0 such that
uε ∈ W 1,p(x)(1+δ0)(Ω).
Below we shall prove that ‖uε‖C1,α(Ω¯)  c for some α ∈ (0,1) by using Theorem 1.2 in [14]
in the following two cases, respectively.
Case (i): με ∈ [−1,0].
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−div(|∇u0|p(x)−2∇u0)= f (x,u0),
Eq. (3.2) is equivalent to the following:
−div{[|∇uε|p(x)−2∇uε −με|∇uε − ∇u0|p(x)−2(∇uε − ∇u0) − με|∇u0|p(x)−2∇u0]}
= f (x,uε) −μεf (x,u0).
Denote A¯ε : Ω¯ × RN → RN and B¯ε : Ω¯ × R → R by
A¯ε(x, η) = |η|p(x)−2η −με|η − ∇u0|p(x)−2(η − ∇u0) − με|∇u0|p(x)−2∇u0,
B¯ε(x, t) = f (x, t) −μεf (x,u0).
Then uε is a solution of the following problem:{−div A¯ε(x,∇u) = B¯ε(x,u) in Ω ,
u = 0 on ∂Ω .
(3.10)
We can prove that, for x, y ∈ Ω¯, η ∈ RN \ {0}, ξ ∈ RN, t ∈ R, the following estimations hold:
A¯ε(x,0) = 0, (3.11)
N∑
i,j=1
∂(A¯ε)j
∂ηi
(x, η)ξiξj  c1|η|p(x)−2|ξ |2, (3.12)
N∑
i,j=1
∣∣∣∣∂(A¯ε)j∂ηi (x, η)
∣∣∣∣|η| c2(1 + |η|p(x)−1), (3.13)
∣∣B¯ε(x, t)∣∣ c3 + c4|t |q(x), (3.14)
and for sufficiently small δ > 0, there exists a positive constant Cδ, depending on p+, p− and δ,
but independent of με ∈ [−1,0], such that∣∣A¯ε(x, η) − A¯ε(y, η)∣∣ Cδ|x − y|β(1 + |η|p∗−1+δ), (3.15)
where p∗ = max{p(x),p(y)}.
The proof of (3.11)–(3.14) is immediate (see [6]), here we only prove (3.15). It follows from
p ∈ C0,β(Ω¯) that
|η|p(x)−2η − |η|p(y)−2η ∣∣|η|p(x)−1 − |η|p(y)−1∣∣
 c|x − y|β(1 + |η|p∗−1)(1 + ∣∣log |η|∣∣). (3.16)
For given δ ∈ (0,p− − 1), from that
lim
t→+∞
log t
tδ
= 0 and lim
t→0+
log t
t−δ
= 0,
it follows that there exists a positive constant c(δ), depending only on δ, such that∣∣log |η|∣∣ c(δ) + |η|δ + |η|−δ for η ∈ RN.
Thus we obtain∣∣|η|p(x)−2η − |η|p(y)−2η∣∣ Cδ|x − y|β(1 + |η|p∗−1+δ).
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Cδ|x − y|β
(
1 + |η − ∇u0|p∗−1+δ
)
 C′δ|x − y|β
(
1 + |η|p∗−1+δ)
and ∣∣|∇u0|p(x)−2∇u0 − |∇u0|p(y)−2∇u0∣∣ Cδ|x − y|β(1 + |∇u0|p∗−1+δ) C′′δ |x − y|β.
Hence, noting that |με| 1, we see that (3.15) is true.
By Theorem 1.2 in [14], under the conditions (3.11)–(3.15), uε ∈ C1,α(Ω¯) and ‖uε‖C1,α(Ω¯) 
c, where the positive constant c is independent of με ∈ [−1,0]. From this and uε → u0 in
W
1,p(x)
0 (Ω) it follows that uε → u0 in C1(Ω¯) as ε → 0.
Case (ii): με < −1.
Set vε = uε − u0. Then from (3.2) we know that vε satisfies the equation
−div
[
|∇vε|p(x)−2∇vε + 1|με| |∇vε + ∇u0|
p(x)−2(∇vε + ∇u0) − 1|με| |∇u0|
p(x)−2∇u0
]
= 1|με|
[
f (x, vε + u0) − f (x,u0)
]
.
Define
A˜ε(x, η) = |η|p(x)−2η + 1|με| |η + ∇u0|
p(x)−2(η + ∇u0) − 1|με| |∇u0|
p(x)−2∇u0,
B˜ε(x, t) = 1|με|
[
f (x, t + u0) − f (x,u0)
]
.
Analogously to the case (i), we can prove that A˜ε and B˜ε satisfy the corresponding condi-
tions (3.11)–(3.15). So by Theorem 1.2 in [14], vε ∈ C1,α(Ω¯) and ‖vε‖C1,α(Ω¯)  c, furthermore
vε → 0 in C1(Ω¯), that is uε → u0 in C1(Ω¯) as ε → 0. The proof of Theorem 3.1 is com-
plete. 
Remark 3.1. The proof of Theorem 3.1 is based on Theorem 1.2 in [14] involving the global
C1,α-regularity for p(x)-Laplacian Dirichlet problems. The conditions (3.11), (3.12) and (3.14)
in the proof of Theorem 3.1 are required by Theorem 1.2 in [14]. In the proof of Theorem 3.1 we
distinguish two cases: με ∈ [−1,0] and με < −1, this is the requirement of proving (3.12). The
conditions (3.13) and (3.15) do not arise in the assumptions of [14, Theorem 1.2]. We replace by
(3.13) the condition (1.7) of [14, Theorem 1.2]:∑
i,j
∣∣∣∣∂Aj∂ηi (x, η)
∣∣∣∣ c|η|p(x)−2,
for the validity of such replacement in the constant exponent case see Lieberman [28, p. 312].
We replace by (3.15) the condition (1.8) of [14, Theorem 1.2]:∣∣A(x,η) − A(y,η)∣∣ c|x − y|β |η|p∗−1(1 + ∣∣log |η|∣∣).
Our condition (3.15) is just the condition (2.10) in [14, Remark 2.3]. It can be see from the proof
of [14, Theorem 1.2] that such replacements are valid and hence under the conditions (3.11)–
(3.15) the solutions of problem (3.10) are of class C1,α(Ω¯).
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Proposition 3.1. [19] Suppose that p ∈ C1(Ω¯), u ∈ W 1,p(x)(Ω), u  0 and u ≡ 0 in Ω. If
−Δp(x)u+ d(x)uq(x)−1  0 in Ω, where d ∈ L∞(Ω), d  0, p(x) q(x) p∗(x), then u > 0
in Ω, and when u ∈ C1(Ω¯), ∂u
∂n > 0 on ∂Ω, where n is the inward unit normal on ∂Ω.
It is well known that, when p = 2, the strong comparison principles for the p-Laplacian
equations are very complicated (see, e.g., [9,10,31]). Here we give a special strong comparison
principle for the p(x)-Laplacian, which is suitable to find a positive C1 local minimizer of the
integral functional J in the C1 topology. For the corresponding result in the p-Laplacian case
see [21].
Theorem 3.2. Suppose that u,v ∈ C1(Ω¯), u v in Ω, g,h ∈ L∞(Ω),
−Δp(x)u = g(x) h(x) = −Δp(x)v in Ω, (3.17)
and g(x) ≡ h(x) in Ω. If
∂u
∂n
> 0,
∂v
∂n
> 0 on ∂Ω, (3.18)
where n is the inward unit normal on ∂Ω , then u > v in Ω and there is a positive constant ε
such that
∂(u − v)
∂n
 ε on ∂Ω. (3.19)
Proof. We denote by ny the inward unit normal at y ∈ ∂Ω. For δ > 0, set Ωδ = {x ∈ Ω:
dist(x, ∂Ω) < δ}. When δ is sufficiently small, for every x ∈ Ωδ there is y = s(x) ∈ ∂Ω such
that x − y = tny with t ∈ (0, δ), and by (3.7) there exists a positive constant b such that
∂u(x)
∂ns(x)
 b, ∂v(x)
∂ns(x)
 b, ∀x ∈ Ω¯δ,
consequently
∂((1 − t)u(x) + tv(x))
∂ns(x)
 b, ∀x ∈ Ω¯δ, ∀t ∈ [0,1],
which implies that∣∣∇((1 − t)u(x) + tv(x))∣∣ b, ∀x ∈ Ω¯δ, ∀t ∈ [0,1]. (3.20)
Denote A(x,η) = |η|p(x)−2η and Ai(x, η) = |η|p(x)−2ηi, i = 1,2, . . . ,N. Then, by the as-
sumption of the theorem,
−div(A(x,∇u) −A(x,∇v)) 0.
Using the mean value theorem, we have
Ai(x, ξ) − Ai(x, ζ ) =
N∑
j=1
1∫
∂Ai
∂ηj
(
x, ζ + t (ξ − ζ ))(ξi − ζi) dt.0
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ai,j (x) =
1∫
0
∂Ai
∂ηj
(
x,∇v(x) + t(∇u(x) − ∇v(x)))dt,
then for i = 1,2, . . . ,N,
Ai
(
x,∇u(x))−Ai(x,∇v(x))= N∑
j=1
ai,j (x)
∂(u(x) − v(x))
∂xj
.
Define a linear elliptic operator L on Ωδ by
Lw = −
N∑
i=1
∂
∂xi
[
N∑
j=1
ai,j (x)
∂w
∂xj
]
.
Then it follows from (3.20) that L is uniformly elliptic. Now u and v satisfy that
L(u − v) 0, u − v  0 in Ωδ.
We claim that u − v ≡ 0 in Ωδ. Indeed, if u ≡ v in Ωδ, then g ≡ h in Ωδ, and consequently
g(x) ≡ h(x) in Ω \Ωδ. Take ϕ ∈ W 1,p(x)0 (Ω) such that ϕ > 0 in Ω, ϕ = 1 on Ω \Ωδ. By (3.17)
and the property of ϕ, we have∫
Ω
g(x)ϕ(x) dx =
∫
Ω
|∇u|p(x)−2∇u∇ϕ dx =
∫
Ωδ
|∇u|p(x)−2∇u∇ϕ dx
=
∫
Ωδ
|∇v|p(x)−2∇v∇ϕ dx =
∫
Ω
|∇v|p(x)−2∇v∇ϕ dx
=
∫
Ω
h(x)ϕ(x) dx,
which contradicts that
∫
Ω
g(x)ϕ(x) dx >
∫
Ω
h(x)ϕ(x) dx, hence the claim is true. So, by the
well-known strong maximum principle for linear elliptic equations (see, e.g., [20]), u > v in
Ωδ and (3.19) holds. Setting S = {x ∈ Ω: u(x) = v(x)}, then S is a compact subset of Ω. By
Proposition 2.3(2), S = ∅, hence u > v in Ω and the proof is complete. 
The following theorem provides a method to find a positive C1 local minimizer of the integral
functional J in the C1 topology.
Theorem 3.3. Suppose that u0, v0 ∈ W 1,p(x)0 (Ω) are a subsolution and a supersolution of (1.1)
respectively, −Δp(x)u0 = g(x), −Δp(x)v0 = h(x), g,h ∈ L∞(Ω), 0 g  h, g(x) ≡ h(x) and
0  u0  v0 in Ω. Suppose that p ∈ C1(Ω¯), f ∈ C(Ω¯ × R,R) satisfies the condition (2.8)
(or (2.9)). If neither u0 nor v0 is a solution of (1.1), or neither u0 nor v0 is a minimizer of J on
[u0, v0] ∩ W 1,p(x)0 (Ω) in the case of being a solution of (1.1), then there exists u∗ ∈ [u0, v0] ∩
C1,α(Ω¯) such that J (u∗) = inf{J (u): u ∈ [u0, v0] ∩ W 1,p(x)0 (Ω)}, u∗is a solution of (1.1) and
u∗ is a local minimizer of J in the C1 topology.
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Proposition 3.1, v0 > 0 in Ω and ∂v0
∂n > 0 on ∂Ω, for u0 the two cases can arise: either u0(x) ≡ 0
in Ω, or u0(x) > 0 in Ω and ∂u0∂n > 0 on ∂Ω. Define f˜ : Ω¯ × R → R by
f˜ (x, t) =
⎧⎨
⎩
f (x,u0(x)), if t < u0(x),
f (x, s), if u0(x) t  v0(x),
f (x, v0(x)), if t > v0(x).
(3.21)
Define F˜ (x, t) = ∫ t0 f˜ (x, s) ds and
J˜ (u) =
∫
Ω
|∇u|p(x)
p(x)
dx −
∫
Ω
F˜ (x,u)dx, ∀u ∈ W 1,p(x)0 (Ω).
It is easy to see that the minimum of J˜ on W 1,p(x)0 (Ω) is achieved at some u∗ ∈ W 1,p(x)0 (Ω).
Then u∗ satisfies the equation
−Δp(x)u∗ = f˜ (x, u∗),
and consequently u∗ ∈ C1,α(Ω¯). Because
−Δp(x)u0  f (x,u0) = f˜ (x, u0) f˜ (x, u∗) = −Δp(x)u∗,
by Proposition 2.3(1), u0  u∗. Repeating the same reasoning, we can obtain u∗  v0. Note
that for all u ∈ [u0, v0] ∩ W 1,p(x)0 (Ω), f˜ (x,u) = f (x,u), F˜ (x,u) − F(x,u) is a function of x,
and J˜ (u) − J (u) is a constant. Hence u∗ is a solution of (1.1) and is a minimizer of J on
[u0, v0] ∩ W 1,p(x)0 (Ω). It follows from the assumption for u0 and v0 that u∗ = u0 and u∗ = v0.
Noting that −Δp(x)u∗  g(x)  0 and u∗ = 0, by Proposition 3.1, u∗ > 0 in Ω and ∂u∗∂n > 0
on ∂Ω. By Theorem 3.2, v0 > u∗ in Ω and ∂(v
0−u∗)
∂n  ε > 0 on ∂Ω. Applying Proposition 3.1
in the case when u0 = 0 and applying Theorem 3.2 in the case when u0 = 0 respectively, we
obtain that u∗ > u0 in Ω and ∂(u∗−u0)∂n  ε > 0 on ∂Ω. So there exists δ > 0 such that
W
1,p(x)
0 (Ω) ∩BC1(u∗,δ) :=
{
u ∈ W 1,p(x)0 (Ω) ∩C1(Ω¯): ‖u − u∗‖C1(Ω¯) < δ
}⊂ [u0, v0].
Noting that J (u) = J˜ (u)+c for u ∈ W 1,p(x)0 (Ω)∩BC1(u∗,δ), we see that u∗ is a local minimizer
of J in the C1 topology. The proof is complete. 
Remark 3.2. In Theorem 3.3 we use the assumption that p ∈ C1(Ω¯), this is due to the re-
quirement of Proposition 3.1. From the proof of Proposition 3.1 (see [19]) we can see that the
assumption that p ∈ C1(Ω¯) can be replaced by that p is Lipschitz on Ω¯. The author does not
know whether the assertion of Proposition 3.1 remains in force if the assumption p ∈ C1(Ω¯) is
replaced by p ∈ C0,β(Ω¯).
4. Eigenvalue problems
As an application of the above abstract theorems, let us consider the following eigenvalue
problem:{−div(|∇u|p(x)−2∇u) = λf (x,u) + μ|u|q(x)−2u in Ω, (4.1λ)u > 0 in Ω, u = 0 on ∂Ω,
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C(Ω¯ × R,R), f (x, t)  0 for x ∈ Ω and t  0, f (x, t) is nondecreasing in t  0, μ  0 is
fixed. The energy functional associated with the problem (4.1λ) is
Jλ(u) =
∫
Ω
|∇u|p(x)
p(x)
dx − λ
∫
Ω
F(x,u)dx −μ
∫
Ω
|u|q(x)
q(x)
dx, ∀u ∈ W 1,p(x)0 (Ω),
where F(x, t) = ∫ t0 f (x, s) ds. The corresponding problems in constant exponent case have been
studied by many authors (see, e.g., [4–7,22,26]).
Theorem 4.1. Suppose that f satisfies the condition either
(i) f (x,0) ≡ 0 in Ω, or
(ii) f (x,0) ≡ 0 and there are an open set U ⊂ Ω, a closed ball B¯(x0, ε) ⊂ U, the positive
constants r0 > 1 and c, such that f (x, t)  ctr0−1 for x ∈ B¯(x0, ε) and t ∈ [0,1], and
r0 < p(x) for x ∈ ∂U.
Then we have the following assertions:
(1) For sufficiently small λ > 0, (4.1λ) has a solution uλ which is a local minimizer of Jλ in the
C1 topology. Moreover, ‖uλ‖C1(Ω¯) → 0 as λ → 0.
(2) Define Λ0 = {λ > 0: (4.1λ) has a solution uλ which is a local minimizer of Jλ in the C1
topology} and Λ = {λ > 0: (4.1λ) has a solution uλ}. Then Λ0 and Λ are both intervals,
infΛ0 = infΛ = 0 and Λ0 ⊃ intΛ.
(3) In addition, suppose that μ > 0, q(x) < p∗(x) for x ∈ Ω¯ and∣∣f (x, t)∣∣ c(1 + |t |r(x)) for x ∈ Ω and t ∈ R,
where r(x) < p∗(x) for x ∈ Ω¯ and r+ < q−. Then for each λ ∈ intΛ, (4.1λ) has at least
two solutions uλ and vλ such that uλ < vλ and uλ is a local minimizer of Jλ in the W 1,p(x)
topology.
Proof. (1) Take 0 < M < h, where h is as in Lemma 2.1, and let v = vM be the unique positive
solution of (2.12). Then by Lemma 2.1, |v|∞  C∗M1/(p+−1). Because q− > p+, we can choose
M small enough such that μ(C∗M1/(p+−1))q−−1 < M2 , which implies that μv
q(x)−1 < M2 . Let
λ > 0 be sufficiently small such that λf (x, v) < M2 . Then for such λ,
−Δp(x)v = M > λf (x, v) +μ|v|q(x)−2v,
which shows that v is a supersolution of (4.1λ) and is not a solution of (4.1λ). By Proposition 3.1,
v > 0 in Ω and ∂v
∂n > 0 on ∂Ω.
In the case when f satisfies the condition (i), 0 is a subsolution of (4.1λ) and 0 does not satisfy
the equation in (4.1λ). Moreover, by Theorem 3.3, (4.1λ) has a solution uλ ∈ [0, v] ∩ C1(Ω¯),
which is a local minimizer of Jλ in the C1 topology.
In the case when f satisfies the condition (ii), 0 satisfies the equation in (4.1)λ. We claim that
0 is not a minimizer of Jλ on [0, v] ∩ W 1,p(x)0 (Ω). To see this, noting Jλ(0) = 0, it is sufficient
to show that inf[0,v]∩W 1,p(x)0 (Ω)
Jλ(u) < 0. For δ > 0 denote Uδ = {x ∈ U : dist(x, ∂U) < δ}. By
the condition (ii), we can find sufficiently small positive constants δ such that B¯(x0, ε) ⊂ U \Uδ
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w = 1 on U \ Uδ. Then for sufficiently small t > 0, we have that tw ∈ [0, v] and
Jλ(tw)
∫
Uδ
tp(x)|∇w|p(x)
p(x)
dx − λ
∫
U\Uδ
F (x, tw)dx
 tp−(Uδ)
∫
Uδ
|∇w|p(x)
p(x)
dx − c1λtr0
∫
U\Uδ
wr0 dx < 0,
which shows that the claim is true. By Theorem 3.3, there exists uλ ∈ [0, v] ∩C1,α(Ω¯) such that
Jλ(uλ) = inf[0,v]∩W 1,p(x)0 (Ω) Jλ(u), uλ is a solution of (4.1λ) and uλ is a local minimizer of Jλ in
the C1 topology.
When λ → 0, we can take M → 0, consequently |vM |L∞(Ω) → 0 and |uλ|L∞(Ω) → 0, fur-
thermore, ‖uλ‖W 1,p(x)0 (Ω) → 0 and ‖uλ‖C1(Ω¯) → 0. Assertion (1) is proved.(2) Obviously Λ0 ⊂ Λ. By assertion (1), infΛ0 = infΛ = 0. Let λ1 ∈ Λ and λ ∈ (0, λ1) be
given arbitrarily. Let uλ1 be a solution of (4.1λ1 ). Then uλ1 is a supersolution of (4.1λ). It follows
from assertion (1) that there exists a sufficiently small λ2 < λ such that (4.1λ2 ) has a solution
uλ2 and uλ2 < uλ1 in Ω. Obviously uλ2 is a subsolution of (4.1λ). By Theorem 3.3, (4.1λ)
has a solution uλ which is a local minimizer of Jλ in the C1 topology, which shows λ ∈ Λ0.
Assertion (2) is proved.
(3) Note that, under the additional assumptions, it is easy to verify that Jλ ∈ C1(W 1,p(x)0 (Ω),R)
and Jλ satisfies the (P.S.) condition for all λ (see [13]). Now let λ ∈ intΛ ⊂ Λ0 be given arbi-
trarily. Take λ1, λ2 ∈ Λ0 with λ2 < λ < λ1, and let uλ1, uλ and uλ2 be a solution of (4.1λ1 ),
(4.1λ) and (4.1λ2 ) respectively, uλ2  uλ  uλ1 , and let uλ be a local minimizer of Jλ in the
C1 topology. Then by Theorem 3.1, uλ is also a local minimizer of Jλ in the W 1,p(x) topology.
Define
f˜λ(x, t) =
{
f (x, t), if t > uλ(x),
f (x,uλ(x)), if t  uλ(x),
g˜λ(x, t) =
{
tq(x)−1, if t > uλ(x),
(uλ(x))
q(x)−1, if t  uλ(x),
F˜λ(x, t) =
∫ t
0 f˜λ(x, s) ds, G˜λ(x, t) =
∫ t
0 g˜λ(x, s) ds. Consider the problem{−div(|∇u|p(x)−2∇u) = λf˜λ(x,u) +μg˜λ(x,u) in Ω,
u > 0 in Ω, u = 0 on ∂Ω, (4.2)
and denote the associated functional to (4.2) by J˜λ. It is easy to see that uλ2 and uλ1 are
a subsolution and a supersolution of (4.2), respectively. By Theorem 3.3, there exists u∗λ ∈
[uλ2 , uλ1] ∩ C1(Ω¯) such that u∗λ is a solution of (4.2) and is a local minimizer of J˜λ in the
C1 topology. By Proposition 2.3(1), we can see that u∗λ  uλ and consequently u∗λ is also a solu-
tion of (4.1λ). If u∗λ = uλ, then assertion (3) already holds, hence we can assume that u∗λ = uλ.
Now uλ is a local minimizer of J˜λ in the C1 topology, and so also in the W 1,p(x) topology. We
can assume that uλ is a strictly local minimizer of J˜λ in the W 1,p(x) topology, otherwise we
have obtained assertion (3). It is easy to verify that, under the additional assumptions in state-
ment (3), J˜λ ∈ C1(W 1,p(x)0 (Ω),R) and J˜λ satisfies the (P.S.) condition. From q− > p+ and μ > 0
it follows that inf{J˜λ(u): u ∈ W 1,p(x)(Ω)} = −∞. Using the mountain pass lemma, we know0
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and consequently, by Proposition 3.1 and Theorem 3.2, vλ > uλ. Noting that vλ is also a solution
of (4.1λ) since vλ  uλ, thus the proof of assertion (3) is complete. 
Note that in the case of Theorem 4.1(1) and (2) the variational method cannot be used directly
because we do not suppose that q(x) p∗(x) and do not restrict the growth rate of f.
Remark 4.1. Let us consider the case that f (x,u) = |u|r(x)−2u, where r ∈ C(Ω¯) and r− > 1.
(1) When μ = 0 and r(x) = p(x), the problem (4.1λ) becomes{−div(|∇u|p(x)−2∇u) = λ|u|p(x)−2u in Ω,
u > 0 in Ω, u = 0 on ∂Ω. (4.3λ)
For the problem (4.3λ), it is well known that, when p(x) ≡ p (a constant), infΛ = λ1 > 0,
where λ1 is the first eigenvalue of p-Laplacian (see, e.g., [5]). In [16] we have gave some
sufficient conditions for infΛ > 0 and proved that infΛ = 0 if p(x) satisfies the following
condition:
(S) there exists an open subset U ⊂ Ω and a point x0 ∈ U such that p(x0) < p(x) for all
x ∈ ∂U.
(Note that when p(x) has a strictly local minimizer in Ω, the condition (S) is satisfied.)
It is easy to see that the condition (S) implies the condition (ii) in Theorem 4.1. In this
case, by Theorem 4.1(2), we know that Λ is a interval and for each λ ∈ Λ \ supΛ, (4.3λ)
has a solution uλ which is a local minimizer of Jλ in the W 1,p(x)0 (Ω) topology, moreover,‖uλ‖C1(Ω¯) → 0 as λ → 0. This is a complement to Theorem 3.1 in [16].
(2) When μ = 0 and r+ < p−, using the variational method we can obtain that Λ = Λ0 =
(0,∞) (see [15]), in fact, in this case, for each λ > 0, Jλ has a global minimizer on
W
1,p(x)
0 (Ω).
(3) The condition (ii) in Theorem 4.1 is a very flexible condition. For example, if there exists a
point x0 ∈ Ω such that r(x0) < p(x0), then the condition (ii) is satisfied. In particular, this is
the case if r(x) < p(x) for x ∈ Ω, and in this case, by Theorem 4.1, for λ ∈ Λ0, the integral
functional Jλ has a local minimizer. Unlike the constant case, we can easily give some ex-
amples such that r(x) < p(x) for all x ∈ Ω and μ = 0, but inf{Jλ: u ∈ W 1,p(x)0 (Ω)} = −∞.
On the other hand, we also can give some examples such that r(x) > p(x) for all x ∈ Ω, but
the condition (ii) is satisfied. Of course, such examples cannot arise in the constant exponent
case.
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