Alzheimer's disease is a type of dementia that mainly affects elderly people, with unknown causes and no effective treatment up to date. The diagnosis of this disease in an earlier stage is crucial to improve patients' life quality. Current techniques focus on the analysis of neuroimages, like FDG-PET or MRI, to find changes in the brain activity. While high accuracies can be obtained by combining the analysis of several types of neuroimages, they are expensive and not always available for medical analysis. Achieving similar results using only 3-D FDG-PET scans is therefore of huge importance. While directly applying classifiers to the FDG-PET scan voxel intensities can lead to good prediction accuracies, it results in a problem that suffers from the curse of dimensionality. This paper thus proposes a methodology to identify regions of interest by segmenting 3-D FDG-PET scans and extracting features that represent each of those regions of interest, reducing the dimensionality of the space. Experimental results show that the proposed methodology outperforms the one using voxel intensities despite only a small number of features is needed to achieve that result.
INTRODUCTION
One of the most common forms of dementia is Alzheimer's disease (AD), a progressive brain disorder that has no known cause or cure. It is a disease that slowly leads to memory loss, confusion, impaired judgment, personality changes, disorientation and the inability to communicate. An early detection is very important for an effective treatment, especially in the Mild Cognitive Impairment (MCI) stage, to slow down the progress of the symptoms and to improve patients' life quality. MCI is a condition where a person has mild changes in thinking abilities, but it does not affect daily life activities. People with MCI are more likely to develop AD, even though recent studies suggest that a person with MCI may revert back to normal cognition on its own (Alzheimer's Association, 2013) .
Neuroimages allow the identification of brain changes and have been used for automated diagnosis of AD and MCI (Silveira and Marques, 2010; Ye et al., 2012) . Due to the high variability of the pattern of brain degeneration in AD and MCI, the analysis of brain images is a very difficult task. Moreover, attempts are being made to develop tools to automatically analyze the images and, consequently, diagnosis AD and MCI conditions (Morgado et al., 2013; Ramírez et al., 2013) .
Most of the techniques developed have focused on analyzing small parts of the brain like hippocampus (Gerardin et al., 2009) or the gray matter volume (Fan et al., 2008) . However, these techniques have some limitations by the fact that the brain atrophy affects many and different regions in different stages of the disease. Therefore, researchers are focusing their techniques in analyzing the pattern of the entire brain. However, this leads to the "curse of dimensionality" because a brain image, like the fluorodeoxyglucose positron emission tomography (FDG-PET), contains thousands of voxels (or features). Dimensionality reduction and feature selection techniques are therefore fundamental for achieving high accuracy predictors for the diagnosis of Alzheimer's disease.
Some techniques are based in the segmentation of the brain into Regions of Interest (ROIs), which are associated with atrophy caused by the disease. Then, voxel intensities from each ROI are used as features (Zhang et al., 2011; Mikhno et al., 2012) . Some other dimensionality reduction techniques from Machine Learning field Segovia et al., 2012) , and feature selection techniques (Bicacro et al., 2012; Chaves et al., 2009 ) have been applied to the diagnosis of AD.
In this paper, we propose a methodology to au-tomatically extract features that represent interesting regions of the brain and, consequently, reducing the dimensionality of the space. One of the advantages of this methodology is that brain images, like FDG-PET, do not need to be pre-processed in order to remove the background and the scalp. This is due to the choice of the clustering algorithm, which is a variant of the DB-SCAN (density-based spatial clustering of applications with noise) called XMT-DBSCAN (Tran et al., 2012) . Another advantage is that the space we obtain is approximately 100× smaller when compared to the original one, consisting of voxel intensities. This happens because each region (cluster) obtained by the clustering algorithm is represented by a feature, which is a weighted mean of the voxel intensities of that region. This paper is organized as follows: section 2 explains each step of the proposed methodology and section 3 presents the dataset used in this paper as well the results obtained for the proposed methodology and for the classification task using the voxel intensity. Conclusions are drawn in Section 4.
THE PROPOSED METHODOLOGY
In order to analyze the FDG-PET scans for each task: AD versus CN (Cognitive Normal), MCI versus CN and AD versus MCI, we propose the methodology shown in Figure 1 . We start by segmenting each 3-D image (a FDG-PET scan from a subject), followed by a construction of a probability matrix indicating the degree of belonging of each voxel to a region found by the clustering/segmentation algorithm. Then, we perform a feature extraction step using the voxel intensities and the probability matrix, obtaining a feature space representation for each problem. Finally, feature selection is applied and the subjects are classified, using support vector machines.
Step 1: Image Segmentation
Over the years, several 3-D segmentation methods have been developed such as region growing, watershed, among others (Arbeláez et al., 2011; Tripathi et al., 2012) ; watershed algorithm (Beucher and Lantuejoul, 1979) is the most widely used. However, watershed tends to over-segment the 3-D images when the data is dense and non-homogeneous, or generate under-segmentation results in the case of dense regions with irregular shapes of objects. Since our FDG-PET scans are noisy images that have regions with different sizes, densities and irregular shapes, we propose to use a version of the DBSCAN algorithm, namely the XMT-DBSCAN (Tran et al., 2012) , to segment the 3-D images. XMT-DBSCAN is an extension of the original DBSCAN but has a few differences. Firstly, the local density of a voxel (a pixel in DBSCAN) is computed in the sub-window with size ws = (2w + 1) × (2w + 1) × (2w + 1) centered in the voxel, instead of the ball with radius eps. In our methodology, the local density is computed as
where ⊙ is the element-wise product of two equally sized data cubes, K w is a cubic Gaussian kernel with standard deviation equal to ws/(4 2 log(2)), I w v i jk is the sub-window from the intensity image, and a k is the number of non-zero values in K w .
The identification of the voxels as core points, border points and noise is similar to the original DBSCAN. Another modification to the original DB-SCAN is in the definition of density-reachable chain (Ester et al., 1996) , which is modified to contain only core voxels. This means that labeling the border points is made in a post-processing step, at the end of the algorithm, when all core points are identified.
Step 2: Coherence Matrix
After segmenting each 3-D image, we obtain a partition into regions (clusters) and we need to find some consensual information for each population (AD, CN or MCI). In that sense, we construct a block coherence matrix C, with as many blocks as the squared number of subjects of a population. The idea is to perform a pairwise comparison between the partitions obtained by XMT-DBSCAN for each subject of a population. Therefore,
where µ(l, i) is the indexation function for the coherence matrix C, |C l i ∩ C p j | is the number of voxels belonging to both C l i and C p j , with C l i the region/cluster i from subject l and C p j the region/cluster j from subject p. The indexation function is given by
with m j the number of clusters in the partition of subject j, i.e., µ(l, i) gives the index corresponding to cluster i of subject l, where each partition of a subject has m j clusters. Figure 2 shows an example of a coherence matrix.
The matrix C shows the degree of overlapping of each pair of clusters. Since we want a region that is common in most of the subjects, we consider that values under 50% of overlapping are discarded.
We start by searching the most coherent cluster in matrix C and obtain a region R corresponding to the union of all clusters with an overlapping over 50% to the most coherent cluster found. Inside the region R , we compute the probability (for a certain population) of each voxel belong to R as
where C k is the k-th cluster of region R ,
if v i jk ∈ C k , and 0 otherwise; v i jk is a voxel in the 3-D image and A ∈ {AD,CN, MCI}. The numerator of the previous equation is a count of the number of clusters in R where the voxel belongs, and the denominator is just the number of clusters in R . This process is repeated until no coherent clusters are left in matrix C. Therefore, P A is K × N matrix, with K the number of regions and N the number of voxels in the 3-D image.
Step 3: Feature Extraction
So far we have found regions containing relevant information for each population. Now we want to discriminate AD vs CN, CN vs MCI and AD vs MCI. This means that we will construct a feature space for each of these problems using the voxels intensities from two populations and the regions found in step 2 corresponding to the same two populations.
Consider that M A is the number of subjects from population A and M B the number of subjects from population B. Also, K A and K B are the number of regions found in step 2 for population A and B, respectively. We want to construct a feature space F with M A + M B samples and dimension K A + K B , in the following way
with r, s ∈ {population A, population B}. I(v i jk ∈ S r p ) is the intensity of voxel v i jk from subject p in population r and P s (v i jk , R q ) is the probability that voxel v i jk belongs to region R q in population s. α(p, r) and β(q, s) are indexation functions given by
respectively. α(p, r) is the indexation for subjects and β(q, s) the indexation for regions, as illustrated in figure 3. Equation (4) is equivalent to compute a weighted mean of the intensity of a subject, where some voxels contribute more than others, obtaining a feature space for each classification task.
Step 4: Feature Selection
Typically, the number of voxels in a FDG-PET image is very high and some of those voxels are unimportant for the task in hand. So, it is very important to reduce the dimensionality of the space through feature selection. We use mutual information (MI) to rank the features and choose the ones with higher value. Consider that x i is the i-th element of a vector representing a feature x, and y a target value or label. The MI between the random variable x i and y is given by
The probability density functions for MI were estimated through the use of histograms.
Step 5: Classification
After selecting the most relevant features for each of the three diagnostic problems, we classify subjects through the support vector machine (SVM) algorithm with a linear kernel (Cortes and Vapnik, 1995) . The SVM algorithm is a popular classifier in several areas, including diagnosis of neurological diseases like Alzheimer.
EXPERIMENTS

Dataset
In this study, we used FDG-PET images for AD, MCI and CN subjects, retrieved from the ADNI database. The subjects were chosen to obey a certain criteria: the Clinical Dementia Rating (CDR) should be 0.5 or higher for AD patients, 0.5 for MCI patients and 0 for normal controls. This selection results in a dataset composed by 59, 142 and 84 subjects for AD, MCI and CN, respectively. Since our task is classification using the SVM algorithm, we decided to balanced the classes by using a random sub-sampling technique. Thus, 59 subjects from each MCI and CN groups were selected randomly. Table 1 summarizes some clinical and demographic information in each group. The FDG-PET images have been pre-processed to minimize differences between images: each image was co-registered, averaged, reoriented (the anteriorposterior axis of each subject was parallel to the AC-PC line), normalized in its intensity, and smoothed
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Alzheimer'sDisease 15 to uniform standardized resolution. A more detailed description of the pre-processing is available in the ADNI project webpage 1 . The complete 64 × 64 × 30 FDG-PET images were used, which means that no background or extracranial voxels were excluded. We left those voxels because the image segmentation step will automatically discard them and only the relevant voxels will be labeled.
Experimental Setup
The FDG-PET image of the brain of each individual needs to be segmented with XMT-DBSCAN, the segmentation algorithm proposed in the methodology. In section 2, we state that XMT-DBSCAN has two parameters: window size w and ϕ which is a threshold to identify core and border voxels (see (Ester et al., 1996) for more details). We set w to 2 and 3, and ϕ takes values from {0.3, 0.5, 0.7}. The first part of our experiments consists in the analysis of the influence of these parameters in the results.
In the feature selection step we discretized the probability density functions through histograms with 8 bins and, after ranking the features according to the MI, we choose the ones with higher value. We consider several number of features selected by the MI, according to table 2.
The final step of the proposed methodology consists in classifying subjects using a linear SVM. We set the cost of misclassification in SVM as {2 −16 , 2 −14 , 2 −12 , 2 −10 , 2 −8 , 2 −6 , 2 −4 , 2 −2 , 2 0 , 2 2 , 2 4 } and performed a 20 × 10 nested cross-validation procedure (Varma and Simon, 2006) .
We compare the proposed methodology with the one consisting of the voxel intensities, called MI-SVM. In that strategy, we first need to pre-process the FDG-PET images to remove the background and the scalp. Afterwards, steps 4 and 5 of the proposed methodology are applied. The number of selected features used to classify the subjects are shown in table 2.
Results
Firstly, we want to study the influence of the two parameters (w and ϕ) of the image segmentation step in the classifier. Figure 4 shows the accuracy of the classifier for the considered parameters values.
In AD vs CN problem we see that the best result is higher than 89% and it is given when we consider a ϕ = 0.7 and w = 3 in the XMT-DBSCAN algorithm. Also, this best value is obtained with a lower 1 http://adni.loni.usc.edu/methods/pet-analysis/ pre-processing/ number of features, around 250 features, which corresponds to the all space for those parameters. Moreover, with w = 2 and ϕ = 0.3 we have the lowest accuracy for different number of features and the maximum is when we have a space with 1000 features with an accuracy of approximately 87%.
In MCI vs CN problem the worst result is for w = 3 and ϕ = 0.7, opposite of what we see in AD vs CN. Now the best result is higher than 76% and it is given by w = 2 and ϕ = 0.5, which means that we need a small sub-window to distinguish between MCI subjects and CN subjects. Again, we only need around 250 features for the better accuracy.
In the case of AD vs MCI, the worst results are for w = 3 and ϕ = 0.3 and it is approximately 64%, but the best result is obtained using only 50 features and a small window and density in the XMT-DBSCAN algorithm (w = 2 and ϕ = 0.3). For those parameters, we notice that if we increase the number of features, the accuracy decreases.
The two parameters we are discussing affects not only the number of features of the space, but also the Figure 5 compares the best result obtained with the proposed methodology for each problem with the methodology using the voxel intensity. For AD vs CN our methodology outperforms MI-SVM with only a few features. Even if we use the all space, MI-SVM is always worst than our methodology. Something similar happens for MCI vs CN, using few features (around 250 features) our methodology outperforms MI-SVM. However, if we increase the number of features until 5000, MI-SVM can predict better than our methodology. In AD vs MCI, our best performance is for the lowest number of features (50 features) and it is comparable to MI-SVM; after that we perform worst than MI-SVM. Notice that, MI-SVM remains almost constant until 1000 features and then the performance decreases. Moreover, our methodology starts to increase after the 1000 features. This may indicate that we need more features to discriminate MCI subjects from AD subjects, which means we need to decrease the size of the regions corresponding to a decreasing in the parameters w and/or ϕ.
CONCLUSIONS
This paper proposes a methodology to find interesting regions in the brain to efficiently discriminate subjects with Alzheimer's disease from the ones with mild cognitive impairment and from normal ones. The proposed methodology has several stages: starts with a segmentation of the FDG-PET image, followed by a grouping of clusters to form regions with relevant information. Those regions form a feature space and the most important ones are selected by ranking their mutual information with the target output. Finally a classifier is used to identify the subjects. For number of features under 100, the proposed methodology outperforms another strategy consisting in ranking the mutual information of features with the target output, where the features are only the voxels intensities. Moreover, by comparing using all the space in both strategies, our methodology outperforms the other strategy, using a small number of features. Another advantage of this methodology is that the complete FDG-PET image was used, since the segmentation algorithm can identify background and extracranial voxels, which means we do not need to pre-process the images to remove those voxels.
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