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Kurzfassung
Die Vorteile des Einsatzes von drahtlosen Kommunikationssystemen in der industriellen
Automation sind unumstritten. Allerdings verlangt die Vielfalt an Anwendungsmo¨glich-
keiten wie Kabelersatz, fahrerlose Transportsysteme oder die U¨bermittlung von Sensor-
daten von rotierenden Gera¨ten sowie die U¨berbru¨ckung großer Entfernungen verschiedene
Funklo¨sungen, welche die Anforderungen der jeweiligen Applikation erfu¨llen ko¨nnen. Diese
Lo¨sungen basieren hauptsa¨chlich auf den Spezifikationen IEEE 802.11b/g, IEEE 802.15.1
oder IEEE 802.15.4. Allerdings existiert noch eine Vielzahl anderer drahtloser Lo¨sungen,
die das lizenzfreie 2,4 GHz ISM Band nutzen. Es ist offensichtlich, dass die Vorteile der
Funklo¨sungen fu¨r die industrielle Automation zu einer erweiterten Nutzung dieses be-
grenzten Spektrums fu¨hren.
Das wesentliche Problem beim Einsatz von Funksystemen in der industriellen Automation
ist die gegenseitige Beeinflussung der Funksysteme und die damit verbundene Verschlech-
terung des Zeit- und Fehlerverhaltens durch beispielsweise verla¨ngerte Wartezeiten beim
Medienzugriff oder durch Fehlversuche bei der U¨bertragung. Im Extremfall ko¨nnen die
Anforderungen der Applikation nicht mehr erfu¨llt werden. Es drohen Produktionsausfa¨lle
und damit erhebliche Kosten.
Obwohl mittlerweile die drahtlose Funkkommunikation fester Bestandteil der industri-
ellen Automation ist und viele Automatisierungsanwendungen auf Funk zuru¨ckgreifen,
werden die Anwender von Funksystemen bei der Frage der Koexistenz oft allein gelassen.
Verschiedene Untersuchungen zur Analyse der gegenseitigen Beeinflussung von drahtlo-
sen Lo¨sungen derselben oder unterschiedlicher Technologien sind vero¨ffentlicht worden.
Maßnahmen zur Erreichung der Koexistenz wie ein geeignetes Koexistenzmanagement
oder kognitive Verfahren existieren ebenfalls. Des Weiteren kommen auch verschiedene
Simulationswerkzeuge zum Einsatz, um das Koexistenzverhalten unterschiedlicher Funk-
systeme untersuchen zu ko¨nnen. Es ist allerdings kein Simulationstool verfu¨gbar, welches
das Koexistenzverhalten aus Sicht der industriellen Automation betrachtet. Dieses Tool
sollte ebenfalls die Grenzen der drahtlosen Lo¨sungen herausfinden und freie Ressourcen
identifizieren ko¨nnen.
In dieser Arbeit wird ein Modellansatz zur Simulation drahtloser Koexistenzszenarien
pra¨sentiert, welcher auf hierarchischen und zeitbehafteten kolorierten Petri-Netzen ba-
siert. Dadurch ist die Analyse des Einflusses von Interferenzen auf drahtlose Gera¨te und
Netzwerke mo¨glich. Außerdem kann eine Leistungsbewertung mit Kriterien aus Sicht der
industriellen Automation erfolgen. Der Modellansatz wird zuna¨chst auf die Verfahren der
ETSI EN 300 328, welche den Zugriff auf das 2,4 GHz ISM Band reglementieren, angewen-
det. Am Beispiel von WLAN und WSAN-FA werden mit dem vorgestellten Ansatz auch
reale Systeme modelliert. Ein entsprechendes Kanalmodell und dessen Implementierung
ist ebenfalls Bestandteil dieser Arbeit.
Des Weiteren werden neue Lo¨sungen fu¨r Medienzugriffsverfahren der industriellen Auto-
mation vorgestellt, modelliert und simuliert. Dazu wird zuna¨chst MS-Aloha, eine Funk-
technologie aus der Car-to-Car-Kommunikation, untersucht und dessen Schwa¨chen offen-
gelegt. Außerdem wird ein eigener Ansatz ausgehend von DECT hergeleitet und model-
liert. Die dazugeho¨rigen Simulationsergebnisse zeigen, dass dieser Ansatz fu¨r den Einsatz
in der industriellen Automation zu empfehlen ist.
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Abstract
The benefits of using wireless communication systems in industrial automation are undis-
puted. However, the variety of application possibilities such as cable substitution, autono-
mous guided vehicles, transmission of sensor data of rotating devices or bridging of large
distances demands various wireless solutions in order to fulfill the requirements of the
particular application. These solutions are mandatory based on the specifications IEEE
802.11b/g, IEEE 802.15.1 or IEEE 802.15.4. However, there are a multitude of other wi-
reless solutions using the licence-free 2.4 GHz ISM band. It is evident that the benefits of
wireless solutions for industrial automation lead to an extended use of the limited spec-
trum.
The significant problem when using wireless systems in industrial automation is the mutu-
al influence of wireless systems and the associated degradation of time and error behaviour
by, for instance, longer waiting times during media access or failed attempts at transmis-
sion. In the worst case, the requirements of application can no longer be fulfilled. There
is a risk of production losses which could lead to substantial costs.
Although wireless communication is meanwhile a fix part of industrial automation and
many automation applications resort to radio communication, the user is often left alo-
ne with the question of coexistence. Various investigations into analysing the mutual
influence between wireless solutions of the same or different technology have been publis-
hed. Measurements for reaching coexistence such as a suitable coexistence management
or cognitive mechanisms also exist. In addition, various simulation tools can be used to
investigate the coexistence behaviour of different wireless systems. However, there is no
simulation tool available which considers the coexistence behaviour from the point of view
of the industrial automation and which finds the limits of a wireless solution and is able
to identify free resources.
In this thesis a model approach for simulating wireless coexistence scenarios is presented,
which is based on hierarchical and timed coloured Petri nets. Thereby, an analysis of the
influence of interferences on wireless devices and networks becomes possible. Moreover a
performance evaluation with criteria from the point of view of the industrial automation
can occur. First of all the model approach is applied to methods of ETSI EN 300 328,
which regularise access to the 2.4 GHz ISM band. Using the example of WLAN and
WSAN-FA also real systems are modelled with the introduced approach. An appropriate
channel model and its implementation are also part of this thesis.
Furthermore, new solutions of media access mechanisms for industrial automation are
introduced, modelled and simulated. Therefore at first MS-Aloha, which is a radio tech-
nology for car-to-car-communication, is investigated and its failings are revealed. Moreo-
ver an own approach based on DECT is derived and modelled. The associated simulation
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In den letzten 20 Jahren hat die drahtlose Kommunikation mehr und mehr den Weg in das
ta¨gliche Leben gefunden. In den Anfa¨ngen spielte vor allem die Einfu¨hrung und die Ver-
breitung des Handys eine wichtige Rolle. Die Mo¨glichkeit, sta¨ndig und u¨berall erreichbar
zu sein, fu¨hrte sogar dazu, dass in Deutschland mehr Handyvertra¨ge als Einwohner exis-
tierten. Nachdem das Handy Bestandteil des Alltags wurde, hielten auch im Bereich der
Heim- und Bu¨rokommunikation verschiedene Funktechnologien Einzug. Dabei wurde das
Wireless Local Area Network (WLAN, [9]) zur Anbindung an ein bestehendes Netzwerk
oder zur direkten Ankopplung an einen Internetrouter entwickelt. Bluetooth ([10]) dage-
gen fand Anwendung bei kabellosen Headsets, bei der Handy-zu-Handy-Kommunikation,
aber auch bei der drahtlosen Verbindung einer Tastatur oder Maus mit dem PC. Ver-
mehrt werden heute schon drahtlose Sensoren fu¨r die Geba¨udeautomatisierung eingesetzt.
Diese dienen zur Messung der Temperatur, der Luftfeuchtigkeit, des Lichts oder des CO2-
Gehaltes. Diese Sensoren werden entweder durch Batterien mit Energie versorgt oder sie
nutzen Energy Harvesting. Fu¨r die energiesparende Kommunikation dieser drahtlosen Sen-
soren wurde die Spezifikation IEEE 802.15.4 ([12], [14]) erarbeitet. Weiterhin bietet die
Firma EnOcean Module an, welche das Energy Harvesting und die Funkkommunikation
vereinen, jedoch nicht der IEEE 802.15.4 entsprechen ([29]).
Wie im Heim- und Bu¨robereich wurden die Vorteile der drahtlosen Kommunikation auch
von der industriellen Automatisierungstechnik aufgegriffen. Dabei ist das ausschlagge-
bendste Argument die Erho¨hung der Mobilita¨t und Beweglichkeit. Dies ist besonders bei
rotierenden Applikationen oder bei fahrerlosen Transportsystemen wichtig. Hinzu kommt
die Vereinfachung der Installation von Gera¨ten. Der Einsatz von drahtlosen Kommunika-
tionssystemen als reiner Kabelersatz bietet sich ebenfalls an. Damit wird zum Beispiel die
Anbindung schwer zuga¨nglicher Bereiche ermo¨glicht. Jedoch sollen drahtgebundene Kom-
munikationssysteme auf keinen Fall ersetzt werden. Stattdessen sollen mit ihnen neue
Anwendungsbereiche erschlossen werden. So ist beispielsweise die Erweiterung von Pro-
zessanlagen um zusa¨tzliche Sensoren mo¨glich. Die zu den bisher u¨berwachten Signalen
hinzukommenden Daten ko¨nnen dann dabei helfen, ein bestehendes Prozesssystem wei-
ter zu optimieren. Neben dem Monitoring kann mit Funksystemen eine Lokalisierung
einzelner Teilnehmer vorgenommen werden. Innerhalb einer Industriehalle ist damit bei-
spielsweise der Weg von Gabelstaplern nachverfolgbar. Die durch den Einsatz drahtloser
Kommunikationssysteme hinzugewonnene Flexibilita¨t sollte schon wa¨hrend der Erstellung
des Automatisierungskonzeptes einer Anlage Beru¨cksichtigung finden.
Die genannten Anwendungen stellen unterschiedliche Anforderungen an das drahtlose
Kommunikationssystem. Dabei ist eine Funktechnologie fu¨r eine Anwendung mehr oder
weniger gut geeignet. Bei der Einfu¨hrung von Funk in industriellen Anwendungen wurden
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zuna¨chst die bestehenden Technologien aus dem Heim- und Bu¨robereich u¨bernommen:
WLAN, Bluetooth und IEEE 802.15.4. Diese zeigen jedoch durch ihre Funktionsprinzipi-
en nicht nur vorteilhafte Eigenschaften fu¨r die Automatisierungstechnik, welche besonders
die Echtzeitfa¨higkeit und Zuverla¨ssigkeit der Datenu¨bertragung fordert. Beispielsweise hat
WLAN Nachteile im Zeitverhalten, da CSMA/CA (Carrier Sense Multiple Access/Collisi-
on Avoidance) als Medienzugriffsverfahren verwendet wird. Vor der U¨bertragung eines Pa-
ketes wird vom Kommunikationsteilnehmer eine zufa¨llige Wartezeit generiert. Außerdem
ist die U¨berpru¨fung auf ein unbelegtes Medium, welche wa¨hrend der zufa¨lligen Wartezeit
durchgefu¨hrt wird, leicht sto¨rbar. Eine fehlerfreie U¨bertragung innerhalb eines definierten
Zeitrahmens ist mit WLAN aus diesen Gru¨nden nicht garantierbar.
Um die fu¨r die Heim- und Bu¨rokommunikation optimierten Systeme industrietauglicher
zu machen, wurden an den bestehenden Technologien Anpassungen vorgenommen. So
optimierten die Hersteller ihre WLAN-Systeme auf einen schnelleren Verbindungsaufbau
beziehungsweise Zellenwechsel. Die Zuverla¨ssigkeit konnte durch die Verwendung geringer
Datenu¨bertragungsraten erho¨ht werden. Ein anderer Ansatz sieht die Integrierung der
Point Coordination Function (PCF) anstelle der bei WLAN gebra¨uchlichen Distributed
Coordination Function (DCF) vor. Bei PCF bekommt jeder Client vom Access Point
(AP) einen bestimmten Zeitschlitz zugewiesen, in dem er auch dann sendet, wenn das
Medium scheinbar belegt ist. Doch nicht nur an WLAN, sondern auch an Bluetooth wur-
den A¨nderungen vorgenommen. Der Bluetooth-Stack wurde so optimiert, dass geringere
U¨bertragungszeiten erreicht werden ko¨nnen. Dazu sind ungenutzte Profile per Konfigura-
tion abschaltbar. Notwendige Profile, beispielsweise fu¨r die serielle U¨bertragung, wurden
verbessert. Von Bluetooth wurde WISA (Wireless Interface for Sensors and Actuators)
abgeleitet. Es ist fu¨r den Einsatz in der Fertigungsindustrie ausgelegt und basiert wie
Bluetooth auf der Spezifikation IEEE 802.15.1. Aus WISA wurde mit geringen Vera¨nde-
rungen WSAN-FA (Wireless Sensor Actor Network - Factory Automation) entwickelt und
in der PROFIBUS Nutzerorganisation (PNO) spezifiziert.
WSAN-FA gilt damit fu¨r die PNO, neben den fu¨r die drahtlose U¨bertragung von PROFI-
NET-Telegrammen zugelassenen WLAN und Bluetooth, als dritte Funkspezifikation fu¨r
die Fertigungsindustrie. Das Ziel von WSAN-FA ist die drahtlose Anbindung von Sensoren
und Aktoren an eine Maschinensteuerung. Da die Sensorsignale in der Regel bina¨r sind,
besteht fu¨r die Nutzdaten eine Begrenzung von 2 Byte. Als ein Beispiel sei die drahtlose
Ankopplung von Na¨herungssensoren genannt. Dabei erlaubt WSAN-FA eine echtzeitfa¨hi-
ge und robuste U¨bertragung, wie sie in einer Roboterzelle von No¨ten ist. Die Topologie
ist sternfo¨rmig.
Im europa¨ischen Raum hat sich WirelessHART als Funkstandard, welcher in der IEC 62591
([6]) normiert ist, fu¨r die Prozessindustrie durchgesetzt. WirelessHART ist fu¨r das Asset-
- 2 -
1 Einleitung
Management von Gera¨ten, das Sammeln analoger Messwerte und das drahtlose Ansteuern
von Stellgera¨ten konzipiert worden. Aber auch die Erfassung digitaler Signale ist mo¨g-
lich. Die Teilnehmer, welche u¨ber die Prozessanlage verteilt sind, bauen ein vermaschtes
Sensornetzwerk auf. Die aufgenommenen Werte werden u¨ber die einzelnen Gera¨te bis zu
einer Datensenke, dem Gateway, weitergeleitet. Das Gateway dient zur Anbindung an den
firmeninternen Feldbus, u¨ber den die notwendigen Informationen abgegriffen und aufge-
zeichnet werden ko¨nnen. Die U¨bertragung ist durch das Weiterreichen von Teilnehmer zu
Teilnehmer zeitaufwendig. Der chinesische Standard WIA-PA (Wireless networks for In-
dustrial Automation - Process Automation), welcher in der IEC 62601 ([7]) standardisiert
ist, und ISA 100.11a ([1]), welches den Ursprung in den Vereinigten Staaten hat, sind
WirelessHART relativ a¨hnlich. Das Vorhandensein von drei Standards fu¨r die Prozessin-
dustrie hemmt die Integration von Funk in diesem Zweig der Automatisierungsindustrie.
Die meisten industriellen Funklo¨sungen benutzen fu¨r die Funkkommunikation die welt-
weit frei verfu¨gbaren ISM-Ba¨nder (Industrial, Scientific, and Medical Band). Gema¨ß Ab-
schnitt 5.150 der ITU Radio Regulations ([81]) sind ISM-Ba¨nder fu¨r industrielle, wissen-
schaftliche und medizinische Frequenznutzungen vorgesehen. Funkkommunikationsdiens-
te, welche diese Ba¨nder nutzen, mu¨ssen sto¨rende Beeinflussungen durch andere Frequenz-
nutzer hinnehmen. Da mit einer A¨nderung an den weltweit frei verfu¨gbaren ISM-Ba¨ndern
in den na¨chsten Jahren nicht zu rechnen ist, mu¨ssen die vorhandenen ISM-Ba¨nder effizient
genutzt werden. Das heißt, durch sorgfa¨ltige Planung und Konfiguration der Funklo¨sun-
gen und durch den umsichtigen Betrieb sollte von der kostbaren Ressource
”
Frequenz-
spektrum“ nur so viel in Anspruch genommen werden, wie fu¨r den zuverla¨ssigen Betrieb
erforderlich ist.
Die Echtzeitfa¨higkeit und Zuverla¨ssigkeit der Datenu¨bertragung des Kommunikationssys-
tems, welches eines dieser ISM-Ba¨nder nutzt, wird sehr stark von verschiedenen Einfluss-
gro¨ßen bestimmt. Die wichtigsten Einflussgro¨ßen sind nicht nur die Entfernung oder die
in den Funkgera¨ten eingestellten Parameter, wie z. B. die Bitrate oder die verwendete
Modulation, sondern auch die Struktur der Umgebung oder das Vorhandensein anderer
Funksysteme. Hindernisse in der Na¨he der Funkkomponenten, wie beispielsweise Wa¨nde,
Maschinen oder Menschen, beeintra¨chtigen nachweislich das Ausbreitungsverhalten der
fu¨r die U¨bertragung genutzten elektromagnetischen Welle. So entsteht eine Mehrwege-
ausbreitung des Signals, sodass Effekte wie der Delay Spread oder das Fading auftreten.
Bei der Anwesenheit anderer Funksysteme im gleichen Frequenzbereich werden die Funk-
gera¨te auf zwei Arten beeinflusst. Betreibt das getestete System Listen-Before-Talk (LBT),
so wird das Medium vor dem Versenden der Daten auf Freiheit u¨berpru¨ft. Im interessie-
renden Frequenzbereich erkennt der Sender das Medium als belegt, wenn ein definierter
Parameterwert, beispielsweise der des Energielevels, u¨berschritten wird. Ist dies der Fall,
wird das Senden des zu u¨bertragenden Datenpaketes erst gar nicht vorgenommen. Eine
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andere Form der Beeinflussung durch andere Systeme findet beim Empfa¨nger statt. Wird
bei diesem das ankommende Signal durch ein anderes u¨berlagert, ko¨nnen die fu¨r die U¨ber-
tragung modulierten Daten nicht wieder demoduliert werden.
Der Handlungs- und Forschungsbedarf zur Untersuchung der gegenseitigen Beeinflussung
von industriellen Funksystemen wird signifikant zunehmen. Ein Grund ist der stark wach-
sende Einsatz von Funksystemen in Fertigungs- beziehungsweise Prozessanlagen. Jedoch
eignen sich die einzelnen Funktechnologien fu¨r die verschiedenen Anwendungen unter-
schiedlich gut, sodass jede Funktechnologie seine Daseinsberechtigung besitzt. Auch fu¨h-
ren neue Anwendungsmo¨glichkeiten zu immer neuen Funktechnologien. Die existierenden
Funktechnologien unterscheiden sich beispielsweise in der Modulationsart, der Sendeleis-
tung und der Bandbreite. Die kostbare und begrenzte Funkressource wird gleichzeitig
von einer Vielzahl von Gera¨ten und Systemen, die unterschiedliche Funktechnologien ver-
wenden, genutzt. Eine effiziente Nutzung der knappen Funkressource ist dadurch zwin-
gend notwendig. Ebenfalls ist die gegenseitige Beeinflussung der Funksysteme zu mini-
mieren, sodass die hohen Anforderungen der industriellen Automatisierungsanwendung
erfu¨llt werden.
Abb. 1: Gleichzeitige Belegung des 2,4 GHz-ISM-Bandes durch unterschiedliche
Funktechnologien ([96])
Abbildung 1 zeigt beispielhaft die Belegung des 2,4 GHz-ISM-Bandes fu¨r eine bestimmte
Zeitdauer in Form eines dreidimensionalen Spektrogramms. Neben der Frequenz und Zeit
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ist als dritte Dimension die spektrale Leistungsdichte aufgefu¨hrt. In der Abbildung greifen
die Technologien WLAN, WISA, ZigBee, Bluetooth und nanoLoc mit ihren unterschied-
lichen Medienzugriffsmechanismen, Bandbreiten und Spektralmasken auf das genannte
Frequenzband zu. Dabei entstehen Paketkollisionen (orange-hellgru¨n schraffiert), welche
U¨bertragungswiederholungen (hellgru¨n-dunkelgru¨n schraffiert) nach sich ziehen.
Die formale Modellierung des Zeit- und Fehlerverhaltens von industriellen Funklo¨sungen
ist das wesentliche Ziel dieser Arbeit. Sie bildet die Grundlage fu¨r verschiedene weiterfu¨h-
rende Arbeiten. So werden durch die Modellierung und die durchzufu¨hrenden Simulatio-
nen neue Erkenntnisse gewonnen. Diese ko¨nnen den Ausgangspunkt fu¨r die Formulierung
einfacher Regeln bilden. Die Regeln helfen dann dem Endanwender von Funksystemen bei
der Sicherstellung ihres parallelen und fehlerfreien Betriebs. Weiterhin kann das erarbei-
tete Wissen beispielsweise in Planungs-, Diagnose- oder Analysetools Anwendung finden.
Mit Hilfe der Modellierung wa¨re nicht nur die Analyse der auf dem Markt befindlichen
industriellen Funksysteme mo¨glich, sondern auch eine Simulation denkbar, welche die Sys-
tembetrachtung vor der eigentlichen Realisierung erlaubt. Die Modellierung unterstu¨tzt
ebenfalls die Entwicklung und U¨berpru¨fung aufkommender Standards, beziehungsweise
Spezifikationen, die sich in der U¨berarbeitung befinden. Des Weiteren ist dieser Ansatz
der Modellierung generell auch zur Untersuchung von neuen Medienzugriffsmechanismen,
deren Einsatzfeld besonders im Bereich der industriellen Automation liegt, geeignet.
- 5 -
2 Stand der Forschung
2 Stand der Forschung
2.1 Koexistenz
2.1.1 Definition
Der Einsatz von Funk ermo¨glicht eine Vielfalt an Anwendungen in der industriellen Auto-
mation. Jede Anwendung hat unterschiedliche Anforderungen an die genutzte Funkkom-
munikation. Da sich die verschiedenen Funklo¨sungen zur Erfu¨llung der Anforderungen
mehr oder weniger gut eignen, hat jede einzelne der sich auf dem Markt befindlichen
Funktechnologien ihre Daseinsberechtigung. Zum Beispiel gilt Bluetooth als besonders
robust. WLAN ist dagegen fu¨r die U¨bertragung großer Datenmengen, die beispielsweise
bei der Videou¨berwachung fahrerloser Transportsysteme anfallen, geeignet. Die in der in-
dustriellen Automation eingesetzten Funktechnologien unterscheiden sich unter anderem
in der Modulation, der beno¨tigten Bandbreite, der maximalen Sendeleistung und im ver-
wendeten Medienzugriffsmechanismus. Allerdings mu¨ssen sich alle Technologien dasselbe
Frequenzband teilen. Die gemeinsame Nutzung der kostbaren Spektrumressource durch
mehrere parallele Funkapplikationen fu¨hrt zu einer gegenseitigen Beeinflussung, welche
eine Verschlechterung des Zeit- und Fehlerverhaltens nach sich zieht. Es entsteht eine
Forderung nach Koexistenz, um eine Vera¨nderung des U¨bertragungsverhaltens zu vermei-
den oder zu reduzieren. Doch was verbirgt sich hinter dem Begriff
”
Koexistenz“?
Eine allgemeine Festlegung trifft [62]:
”
This term refers to the capability of a wireless network to operate properly
in an environment in which noise and interference are present. For reliable
operation, a node in a wireless network should be able to
• Coexist with thermal noise
• Coexist with incoming multipath components
• Coexist with other nodes within its own network
• Coexist with independent wireless networks using the same protocols
• Coexist with independent wireless networks using different protocols
• Coexist with other services“
In [96] ist Koexistenz in Bezug auf die industrielle Automation wie folgt definiert:
”
Koexistenz ist ein Zustand, in dem unterschiedliche Funksysteme bezogen
auf ihre Anwendungen, deren Anforderungen und Randbedingungen (z. B.
Umgebung) jeweils ihre bestimmungsgema¨ße Funktion erfu¨llen, trotz Vorhan-
denseins anderer Funksysteme.“
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Abb. 2: Koexistenzrelevante Sto¨reinflu¨sse auf industrielle Funksysteme ([4])
Industrielle Funksysteme sind koexistenzrelevanten Sto¨reinflu¨ssen ausgesetzt, die bestimm-
ten Klassen zugeordnet werden ko¨nnen (siehe Abbildung 2). Neben parallelen Funkappli-
kationen, die entweder dieselbe oder eine andere Technologie verwenden, sind auch EMV-
Einflu¨sse sowie andere Frequenznutzer (z. B. Mikrowellensysteme) zu nennen. Zum Errei-
chen des Zustandes der Koexistenz wird die Umsetzung eines Frequenz- bzw. Koexistenz-
managements empfohlen ([8], [4]). Dabei wird versucht, die einzelnen Funkanwendungen
zeitlich, ra¨umlich und im Frequenzbereich zu entkoppeln, um so die gegenseitige Beeinflus-
sung zu reduzieren. Die strikte Durchfu¨hrung des Koexistenzmanagements ist in vielen
Phasen des Lebenszyklus einer Anlage notwendig, da die funkbasierte Kommunikation
sta¨ndigen A¨nderungen unterliegt.
2.1.2 Dimensionen der Koexistenz
Neue Spektrenaufteilungstechniken von Funksystemen erlauben die gemeinsame Nutzung
von orthogonalen elektromagnetischen U¨bertragungsressourcen. Dabei sind beispielsweise
die Zeit, die Frequenz, der Code, die Polarisation, die Ausrichtung und die Position zu





Electrospace“ bezeichnet ([57], [27]). Viele der
aufgeza¨hlten Parameter ko¨nnen zur Orthogonalita¨t unter den Nutzern fu¨hren. Andere
sind dagegen nicht zwingend orthogonal (z. B. Code oder Leistung), ko¨nnen aber trotzdem
dabei helfen, Signale zu unterscheiden. In diesem Fall geschieht das mit einer statistischen
Wahrscheinlichkeit ([17]). Tabelle 1 listet die Dimensionen des Hyperspace auf und ordnet
ihnen die genannten Parameter zu.
2.1.3 Ansa¨tze fu¨r Koexistenzbetrachtungen
Die Simulation und Modellierung der Koexistenz von Funksystemen sollte in zwei Schrit-
ten erfolgen. Als Erstes sollte ein ru¨ckwirkungsfreier Ansatz gewa¨hlt werden (siehe Abb. 3).
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Tab. 1: Dimensionen der Koexistenz
Dimension Parameter Auswirkung
Protokoll
Zeit Ein Frequenzkanal wird zu unter-




Fu¨r jede Funktechnologie sind ei-
ne Reihe von Kana¨len definiert,
die zur U¨bertragung ausgewa¨hlt
und verwendet werden ko¨nnen.
Signal
Leistung Die Leistung bestimmt das Emp-
fangsverhalten und die Sto¨rfestig-
keit.
Signalfrequenz Diese Frequenz beschreibt das auf
die Tra¨gerfrequenz aufmodulierte
Signal.
Code Zur Unterscheidung ko¨nnen
Nutzdatenstro¨me mit speziellen
Spreizcodes codiert werden.
Polarisation Die Polarisation beschreibt die
Richtung der Schwingung des
elektrischen Feldes (vertikal/hori-
zontal).
Modulation Die Modulation hat einen Ein-
fluss darauf, wie robust das Signal
gegenu¨ber Sto¨rungen ist.
Raum
Position Das Empfangsverhalten wird
maßgeblich durch die Positionen
von Sender, Empfa¨nger und Sto¨-
rer und die daraus resultierenden
Absta¨nde bestimmt.
Ausrichtung Mit Hilfe beispielsweise der An-
tennencharakteristik kann das Si-
gnal in bestimmte Richtungen ge-
bu¨ndelt werden.
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Abb. 3: Ru¨ckwirkungsfreie Beeinflussung eines Funksystems
Dabei wird nur das Opfersystem von dem Interferersystem gesto¨rt. Das Opfersystem be-
einflusst dagegen das Interferersystem in keinster Weise. Der ru¨ckwirkungsfreie Ansatz
eignet sich hervorragend zur Untersuchung, inwieweit sich ein sto¨rendes Funksystem auf
den Clear Channel Assessment- (CCA-) bzw. CSMA/CA-Mechanismus des betrachte-
ten Systems auswirkt. Beim CCA wird anhand des Energieniveaus u¨berpru¨ft, ob ein zur
U¨bertragung vorgesehener Frequenzkanal frei ist oder bereits von einem anderen Teil-
nehmer verwendet wird. Das Zeitverhalten des Opfersystems kann sich durch CCA und
CSMA/CA dramatisch verschlechtern. Im zweiten Schritt wird ein Ansatz mit Wechsel-
wirkung genutzt. Dabei sto¨ren sich das Opfer- und das Interferersystem gegenseitig ([32]).
2.2 Kenngro¨ßen
2.2.1 Kenngro¨ßen der Nachrichtentechnik
Die Bewertung der Koexistenz erfolgt meist mit Kenngro¨ßen der Nachrichtentechnik und
fu¨r die Anforderungen der Heim- und Bu¨rokommunikation. So werden die Koexistenzein-
flu¨sse anhand der Kenngro¨ßen Paketfehlerrate (Packet Error Rate, PER), Bitfehlerrate
(Bit Error Rate, BER) und Datendurchsatz bewertet ([12], [76], [21], [11]).
Zur Betrachtung von Funklo¨sungen auf der Ebene des Physical Layers werden unabha¨ngig
vom Vorhandensein anderer Systeme das Level der Signalleistung S und das Rauschni-
veau N (Signal-to-Noise-Ratio, SNR) beurteilt. Bei der U¨bertragung im Hochfrequenz-
bereich und unter Verwendung der Phasen- oder Frequenzmodulation sind Signal- und
Tra¨gerleistung nicht voneinander zu unterscheiden. Aus diesem Grund existiert auch die
Kenngro¨ße des Tra¨ger-Rausch-Verha¨ltnisses (Carrier-to-Noise-Ratio, CNR). CNR wird
zur Bewertung des Nutzsignals auf dem Funkmedium verwendet, also zwischen den An-
tennen von Sender und Empfa¨nger. SNR dagegen beschreibt das Signal im Basisband,
d. h. vor der Modulation oder nach der Demodulation. Da nicht nur das Rausch-, son-
dern auch das Interferenzniveau, welches beispielsweise durch parallele Funksysteme an-
gehoben wird, einen Einfluss auf die Qualita¨t des Nutzsignals hat, wird ha¨ufig auf das
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Tra¨ger-Interferenz-Verha¨ltnis zuru¨ckgegriffen (Carrier-to-Interference-Ratio, CIR). Auch
der Bezug der Tra¨gerleistung C sowohl zum Interferenz- I als auch zum Rauschniveau N





In der digitalen Kommunikation wird mit Eb/N0 eine normierte Form des Signal-Rausch-
Verha¨ltnisses verwendet. Dabei meint Eb die Bitenergie, welche der Signalleistung S be-
zogen auf die Dauer eines Bits Tb entspricht. N0 beschreibt die spektrale Rauschleistungs-
dichte. Sie kann auch mit Hilfe des Quotienten aus Rauschleistung N und Bandbreite W






















Zur Charakterisierung von Funksystemen wird in der Regel eine monoton fallende Kurve
genutzt, welche die BER in Abha¨ngigkeit von Eb/N0 abbildet (siehe Abb. 4). Auf der Ebe-
ne des Physical Layers ist dies die wichtigste Performancemetrik. Die Form der Kurve ist
abha¨ngig von der ausgewa¨hlten Modulation und dem Empfa¨ngerdesign. An dieser Stelle
sei angemerkt, dass es sich bei der BER um einen theoretischen Messwert handelt. In
einem realen System ist die Messung der BER unmo¨glich, da der Receiver das gesendete
Signal nur scha¨tzen kann. Fu¨r eine BER-Messung wu¨rde er noch die Kopie des tatsa¨ch-
lich gesendeten Signals beno¨tigen. Dagegen ist innerhalb einer Simulation der Vergleich
zwischen der Kopie des gesendeten Signals und dem empfangenen Signal einfach mo¨glich
([32]).
In der Literatur wird vorwiegend die gegenseitige Beeintra¨chtigung zwischen den Sys-
temen WLAN, Bluetooth und IEEE 802.15.4 untersucht. Dabei nehmen die Empfa¨nger
Sto¨rer nur durch ein erho¨htes Energielevel wahr. Auf ein IEEE 802.15.4 Netzwerk wirkt ein
WLAN-System wie ein breitbandiger Additive White Gaussian Noise (AWGN)-Sto¨rer, der
das Rauschniveau am Empfa¨nger erho¨ht. Ein Netzwerk, welches Bluetooth als Funktech-
nologie verwendet, wirkt dagegen als schmalbandiger Sto¨rer. Im Endeffekt stellen beide
Sto¨rarten eine Form von Interferenz dar. Die durch diese Interferenz erho¨hte Bitfehlerrate
ergibt sich dann aus dem Signal-Interferenz-Verha¨ltnis (SIR) und dem Abstand der Mit-
tenfrequenzen ([76], [78]).
Die BER ist nur im Physical Layer von Interesse. Sie dient als Bewertungskriterium,
um die Funktionsfa¨higkeit eines Modulationsverfahrens unter konstanten und festgeleg-
ten Einflu¨ssen beurteilen zu ko¨nnen. Da bei dieser Kenngro¨ße der Nachrichtentechnik das
Augenmerk auf die niedrigste Schicht des ISO/OSI-Referenzmodells gelegt wird, sollte in
Modellen zur Koexistenzbetrachtung von industriellen Funksystemen statt der BER die
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Abb. 4: BER in Abha¨ngigkeit von der normalisierten SNR am Beispiel von BPSK
PER Beru¨cksichtigung finden. Die PER beschreibt die Wahrscheinlichkeit, mit der ein
Paket bei der U¨bertragung u¨ber das Funkmedium verloren geht. Diese Angabe, ob ein
Paket erfolgreich u¨bertragen wurde oder eine Wiederholung notwendig wird, ist fu¨r die
Modellierung des Zeit- und Fehlerverhaltens ausreichend. Die Scha¨tzung der PER anhand
der BER ist mit folgender Formel mo¨glich:
PER = 1− (1−BER)N (4)
wobei N die La¨nge eines Paketes in Bits kennzeichnet. Bei der Formel handelt es sich des-
halb um eine Scha¨tzung, da von einer Gleichverteilung der Bitfehler ausgegangen wird.
Die Scha¨tzung der PER anhand der BER mittels Formel 4 ist nicht zula¨ssig, wenn eine
Forward Error Correction eingesetzt wird. In diesem Fall sollte die PER separat und unab-
ha¨ngig von der BER beschrieben werden, beispielsweise mit einem der folgenden Ansa¨tze.
Als einfachste Methode zur Modellierung der PER wird angenommen, dass es sich bei der
PER um eine Zufallsvariable handelt, die sowohl unabha¨ngig als auch identisch verteilt
ist. Das heißt, dass zwei aufeinanderfolgende Pakete unabha¨ngig voneinander fehlerbehaf-
tet sein ko¨nnen und dass fu¨r jedes der Pakete die gleiche Verteilung gilt. Es wird also
davon ausgegangen, dass die PER einer Bernoulli- beziehungsweise einer geometrischen
Verteilung genu¨gt ([73]). Die U¨bertragung eines Paketes entspricht mit dieser Annahme
dem Wurf einer Mu¨nze, nur dass die Wahrscheinlichkeit fu¨r Kopf oder Zahl nicht gleich
groß ist. Es wird also so lange geworfen, bis das erste Mal Kopf auftaucht. Im Falle der
Paketu¨bertragung bedeutet das, dass so lange ein Paket wiederholt wird, bis der Receiver
es korrekt empfangen hat.
In einem anderen Ansatz wird das Fehlerverhalten mit einem Markov-Modell, wie zum
Beispiel dem allgemein bekannten Gilbert-Elliot-Modell, beschrieben. Beim Gilbert-Elliot-
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Modell handelt es sich um eine diskrete Markov-Kette, die aus zwei Zusta¨nden besteht:
einen Good- und einen Bad-State. Die Zustandsu¨berga¨nge erfolgen zufa¨llig mit einer unter-
schiedlich hohen Wahrscheinlichkeit. Innerhalb der Zusta¨nde sind unterschiedliche Werte
fu¨r die PER angegeben ([28], [37]). In Abb. 5 ist das allgemeine Gilbert-Elliot-Modell dar-
gestellt. Auf der rechten Seite der Abbildung ist das Modell beispielhaft mit Parametern
fu¨r WLAN belegt. Beim Gilbert-Elliot-Modell ist es wichtig, das Zeitraster zu definieren,
wann auf einen mo¨glichen Zustandsu¨bergang gepru¨ft wird. In der Regel werden entweder
Zeitslots definiert oder es wird die Symbol- bzw. Bitdauer als Zeitbasis verwendet.
Abb. 5: Allgemeines Gilbert-Elliot-Modell (links) und in parametrisierter Form fu¨r
WLAN (rechts) nach [28]
Eine andere Art der Modellierung basiert auf der Verwendung einer empirischen Vertei-
lung. Eine weitaus komplexere, aber auch genauere Methode ist dagegen die Nutzung
eines Error Exponenten ([47]).
2.2.2 Kenngro¨ßen der industriellen Automation
Im Heim- und Bu¨robereich spielt vor allem der Datendurchsatz eine wichtige Rolle. Dieser
gibt an, wie viele Nutzdatenbytes oder Nutzdatenbits pro Zeiteinheit u¨bertragen werden
ko¨nnen ([4]). Der Anwender fordert, dass eine Datei, zum Beispiel ein Foto, mo¨glichst
schnell von einem auf ein anderes Gera¨t u¨bertragen wird. Da allerdings in der Automa-
tisierungstechnik gegenu¨ber dem Bild- und Videotransfer die U¨bertragung von Sensor-
und Aktorwerten, die selten die Marke von vier Oktetten u¨berschreiten, dominiert, spielt
der Datendurchsatz keine wesentliche Rolle. Vielmehr wird Wert darauf gelegt, wie si-
cher und zuverla¨ssig sowie in welcher Zeit die Daten u¨bertragen werden. Dazu wurden in
der VDI/VDE-Richtline 2185 ([4]) die Kenngro¨ßen U¨bertragungszeit, Aktualisierungszeit,
Antwortzeit und Paketverlustrate definiert, welche angeben, wie gut die Anforderungen
der industriellen Automatisierungstechnik von einem Kommunikationssystem erfu¨llt wer-
den ko¨nnen. Die Kommunikationsschnittstelle (Communication Interface), welche eben-
falls dem Endanwender in einem konkreten Einsatzfall zur Verfu¨gung stehen wu¨rde, kann
keiner Schicht des ISO/OSI-Referenzmodells zugeordnet werden. Die Ursache liegt in der
Vielfa¨ltigkeit dieser Schnittstelle begru¨ndet. So kann es sich um eine protokollbehaftete
oder protokollfreie Schnittstelle handeln. Weiterhin ist es mo¨glich, dass die Schnittstelle
softwarebasiert ist oder sich auf ein digitales Signal beschra¨nkt.
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• U¨bertragungszeit (Transmission Time): Die U¨bertragungszeit (siehe Abb. 6)
wird nach dem Producer-Consumer-Model ermittelt und ist der Zeitabschnitt vom
Beginn der U¨bergabe des ersten Nutzdatenbytes eines Pakets an die Kommunikati-
onsschnittstelle eines Producers bis zur U¨bergabe des letzten Nutzdatenbytes dessel-
ben Pakets von der Kommunikationsschnittstelle eines Consumers. Zur U¨bertragung
des Paketes kann es erforderlich sein, mehrere Telegramme zwischen den Kommu-
nikationsmodulen von Producer und Consumer zu u¨bertragen. Die Kommunikation
zwischen Producer und Consumer kann direkt, u¨ber eine Infrastrukturkomponente





• Aktualisierungszeit (Update Time): Die Aktualisierungszeit (siehe Abb. 7)
wird nach dem Producer-Consumer-Model ermittelt. Sie ist der Zeitabschnitt von
der U¨bergabe des letzten Nutzdatenbyte des Pakets eines Producers von der Kom-
munikationsschnittstelle eines Consumers an die Anwendung bis zur U¨bergabe des




• Antwortzeit (Response Time): Die Anwortzeit wird nach dem Client-Server-
Model ermittelt und ist der Zeitabschnitt vom Beginn der Initiierung eines Requests
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an der Kommunikationsschnittstelle eines Clients bis zur Identifizierung der Con-
firmation an der Kommunikationsschnittstelle desselben Clients, die dem Request
zugeordnet werden kann. Das heißt, die Antwortzeit setzt sich aus mindestens einer
U¨bertragungszeit zwischen Client und Server und einer U¨bertragungszeit zwischen
Server und Client zusammen. Hinzu kommt die Bearbeitungszeit im Server. Die
Kommunikation zwischen Client und Server kann direkt, u¨ber eine Infrastruktur-
komponente (z. B. Basisstation) oder u¨ber weitere Netzwerkknoten (z. B. bei Sen-
sornetzwerken) erfolgen.
• Paketverlustrate (Packet Loss Rate): Die Paketverlustrate (RPL) wird nach
dem Producer-Consumer-Model ermittelt (siehe Abb. 8). Sie dru¨ckt aus, wie viele
der von der Anwendung im Producer an die Kommunikationsschnittstelle u¨bergebe-
nen Pakete im Consumer von der Kommunikationsschnittstelle an die Anwendung










Die in [105] vorgestellte Aufteilung der Gesamtu¨bertragungszeit in einzelne Zeitkompo-
nenten wurde so formuliert, dass sie Gu¨ltigkeit fu¨r sa¨mtliche Funktechnologien besitzt.
Dazu sind in Tabelle 2 die relevanten Parameter aufgelistet, die den Wert einer U¨bertra-
gungszeit mitbestimmen.
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Funkmodul n Tai Die U¨bertragung zwischen Anwen-
dungsmodul und Kommunikations-
modul kann den U¨bertragungszeit-
wert bedeutend beeinflussen. Der
Maximalwert ha¨ngt von der Art der





Funkmodul n Ti Die Implementierung des Funkmo-
duls kann den U¨bertragungszeitwert
bedeutend beeinflussen. Der Maxi-
malwert ha¨ngt von der Technologie
und deren Einstellungen sowie von
der Implementierung ab.
Nutzdatenla¨nge Verbindung i Lud Die Nutzdatenla¨nge ist auf die Da-
ten bezogen, die von der Automa-
tisierungsanwendung generiert bzw.
konsumiert werden. Ein Worst-Case-
Szenarium beru¨cksichtigt das la¨ngs-
te Nutzdatenpaket, im vorliegenden




Verbindung i Bdud Die Datenu¨bertragungsrate bezieht
sich auf die U¨bertragung der Nutz-
daten bei der Funku¨bertragung, die
z. B. bei WLAN einen anderen Wert
haben kann als der Telegramm-
Header. In einigen Fa¨llen wird ei-
ne Symbolrate angegeben. In diesen
Fa¨llen kann ein Symbol aus mehre-
ren Bits bestehen.
Fortsetzung auf der na¨chsten Seite
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U¨bertragung j Ttc Die Technologiekonstante bein-
haltet alle technologieabha¨ngigen
Protokoll-Overheads einer U¨ber-
tragung, wie feste Pausen- oder





U¨bertragung j Ttv Die Technologievariable beinhal-
tet alle technologieabha¨ngigen
Protokoll-Overheads, die bei jeder
U¨bertragung einen anderen Wert
haben ko¨nnen. Dazu geho¨ren die
Wartezeit auf einen freien Ka-
nal oder die Back-off-Zeit. Bei
einigen Technologien ist ein Ack-






Nr Wenn eine U¨bertragung gesto¨rt wur-
de, wird sie u¨blicherweise wieder-





Verbindung i DL In einigen Fa¨llen wird eine U¨bertra-




Netzwerk k Tac Wenn mehrere Verbindungen im
gleichen U¨bertragungssystem beste-




Netzwerk k TGTS In Systemen mit Time Division Mul-
tiple Access (TDMA) kann die maxi-
male U¨bertragungszeit mithilfe des
globalen Zeitrahmens ermittelt wer-
den.
Unter Beru¨cksichtigung der in Tabelle 2 aufgefu¨hrten Parameter kann die U¨bertragungs-
zeit je nach Technologie auf verschiedenen Wegen ermittelt werden. In Abbildung 9 sind
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die einzelnen Zeitsegmente der U¨bertragungszeit entsprechend den in Formel (6) beschrie-
benen Abha¨ngigkeiten dargestellt. Den Maximalwert erha¨lt man, indem fu¨r jedes Zeitseg-
ment der Maximalwert eingesetzt wird.
TTT = f (Tai(prod),Ti(prod),Tac,Nr,Ttc,Ttv,Lud,Bdud,Ti(con),Tai(con)) (6)
Abb. 9: Zeitsegmente der U¨bertragungszeit
Bei Funklo¨sungen, bei denen eine U¨bertragungs-Deadline konfiguriert werden kann, ver-
einfacht sich die Bestimmung des Maximalwertes der U¨bertragungszeit, wie in Formel (7)
und Abbildung 10 dargestellt. Spa¨testens nach Ablauf der Deadline liegen die Daten vor
oder das Paket za¨hlt als verloren.
TTTmax = Tai(prod)+Ti(prod)+DL+Ti(con)+Tai(con) (7)
Abb. 10: Vereinfachte Ermittlung der maximalen U¨bertragungszeit
Eine a¨hnliche Herangehensweise ist bei TDMA-Systemen mo¨glich, bei denen jeder Ver-
bindung ein Zeitschlitz zugeteilt wird. Es ist zu beru¨cksichtigen, dass innerhalb eines
Zeitschlitzes mehrere Wiederholungen mo¨glich sein ko¨nnen. Der Maximalwert der U¨ber-
tragungszeit wird im Wesentlichen durch die Anzahl an Wiederholungen und die dafu¨r
genutzten Zeitschlitze bestimmt (siehe Formel (8) und Abbildung 11).
TTTmax = f (Tai(prod),Ti(prod),Nr,TGTS,Ti(con),Tai(con)) (8)
Abb. 11: Ermittlung der maximalen U¨bertragungszeit bei TDMA-Systemen
Bis auf die Datenu¨bertragungsrate, die U¨bertragungs-Deadline und den globalen Zeitrah-
men handelt es sich bei allen anderen Parametern um Zufallsvariablen, fu¨r welche die
Maximalwerte fu¨r den sto¨rungsfreien Betrieb zu ermitteln bzw. festzulegen sind.
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2.2.3 Ansatz zur Bestimmung der Kenngro¨ßen der industriellen Automation
Abb. 12: Architekturmodell des Betrachtungsraums
Die am Institut fu¨r Automation und Kommunikation e. V. Magdeburg (ifak) entwickel-
te Methode zur einheitlichen Beurteilung und Bewertung, ob sich eine Funkkomponente
(Wireless Communication Component) fu¨r einen bestimmten Anwendungsfall eignet ([68],
[67]), stu¨tzt sich auf die Einfu¨hrung eines abstrakten Architekturmodells (siehe Abb. 12).
Dieses besteht aus einer automatisierungstechnischen Anlage (Industrial Automation Ap-
plication) und den zur Umsetzung der Anwendung notwendigen verteilten Automatisie-
rungskomponenten (Distributed Automation Components). In der Regel bestimmt die
Automatisierungsanwendung, also eine Fertigungsstrecke oder ein verfahrenstechnischer
Prozess, die Anforderungen an das Kommunikationssystem (siehe Abschnitt 2.2.4). Au-
tomatisierungskomponenten sind Sensoren und Aktoren, die Prozessdaten zur U¨bertra-
gung generieren beziehungsweise empfangen. Die U¨bertragung wird von Funkkomponen-
ten (Wireless Communication Component) realisiert, welche direkt mit den Automatisie-
rungskomponenten verbunden sind. Die Funkkomponenten verwenden ein und dasselbe
drahtlose Medium (Wireless Communication Media) zur Kommunikation. Zur drahtlosen
U¨bertragung ko¨nnen Infrastrukturkomponenten (Infrastructure Components) wie Access
Points oder Basisstationen von No¨ten sein.
In der zu Grunde liegenden Abstraktionsebene sind drei wesentliche Bestandteile entschei-
dend: die verwendete Kommunikationsschnittstelle (Communication Interface) zwischen
Automatisierungs- und Funkkomponente, die herrschenden Einflussgro¨ßen (Conditions)
und die zu ermittelnden Kenngro¨ßen (Communication Characteristics).
Die verwendeten Kenngro¨ßen wurden bereits in Abschnitt 2.2.2 eingefu¨hrt. Die Kommuni-
kationsschnittstelle zwischen Funk- und Automatisierungskomponente ist drahtgebunden
und verwendet Standards wie beispielsweise Ethernet, RS232, RS485, UART oder SPI.
Einflussgro¨ßen haben eine unmittelbare Wirkung auf die Kenngro¨ßen. Diese ko¨nnen in
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anwendungsbezogene, gera¨te- und systemspezifische sowie umgebungsbezogene Einfluss-
gro¨ßen unterschieden werden.
Anwendungsbezogene Einflussgro¨ßen werden durch die Kommunikationsanforderungen
aus Anwendungssicht bestimmt. Dazu geho¨ren die zeitlichen Randbedingungen der U¨ber-
tragung und die Empfangsbedingungen durch U¨bertragungsentfernung, Knotendichte und
Mediennutzung. Gera¨te- und systemspezifische Einflussgro¨ßen werden durch die Imple-
mentierung der Funksysteme festgelegt. Dazu geho¨ren auch konfigurierbare Parameter wie
die Bitrate. Auch die Umgebungsbedingungen beeinflussen die Kenngro¨ßen einer Funklo¨-
sung. Diese sind kaum oder gar nicht planbar. Ein Beispiel sind die Ausbreitungsbedin-
gungen der Funkwellen.
Zur Ermittlung der Kenngro¨ßen und der damit verbundenen Festellung, ob ein Funk-
kommunikationssytem bestimmte Anwendungsanforderungen erfu¨llt und sich dementspre-
chend eignet, mu¨ssen die Automatisierungskomponenten in Abbildung 12 durch Testkom-
ponenten ausgetauscht werden. In [31] wurde als Testkomponente ein Multifunktionsin-
terface (Multiface) entwickelt, welches die kabelgebundene Anbindung an das zu testende
Gera¨t (Device-Under-Test, DUT) u¨bernimmt. Ein Multiface generiert die zu u¨bertragen-
den Testpakete und misst deren Kenngro¨ßen. Zur Erfassung zeitbehafteter Kenngro¨ßen
ist eine Synchronisierung der Multifaces notwendig. Diese wird mit Hilfe von Lichtwel-
lenleiterverbindungen zwischen den Multifaces realisiert. Die beschriebene Messmethodik
eines Funk-Transfer-Testers (FTT) fu¨r industrielle Funklo¨sungen wurde in [103] erarbeitet.
2.2.4 Anforderungen der Anwendung
Jede Automatisierungsanwendung stellt an ein Kommunikationssystem unterschiedliche
Anforderungen, die fu¨r einen fehlerfreien Betrieb eingehalten werden mu¨ssen. Dabei ist es
von der einzelnen Anwendung abha¨ngig, um welche Anforderungen es sich handelt und in
welchem Umfang diese zu erfu¨llen sind. Im Folgenden sollen verschiedene Anwendungs-
anforderungen definiert und erla¨utert werden.
• Echtzeitfa¨higkeit: Nach [106] ist ein System echtzeitfa¨hig, wenn es
”
unter allen
Betriebsbedingungen rechtzeitig auf alle auftretenden Ereignisse reagieren“ kann.
In diesem Zusammenhang meint
”
rechtzeitig“, dass das Abtasttheorem nach Shan-
non nicht verletzt werden darf. Fu¨r ein Kommunikationssystem heißt das, dass
”
die
qualitativen und zeitlichen Forderungen an den Datenaustausch der Komponenten
einer konkreten Anwendung“ erfu¨llt werden.
”
Dies kann bedeuten, dass fu¨r die Zeit
zwischen zwei Ereignissen eine bestimmte Maximalzeit, die Deadline, nicht u¨ber-
schritten werden darf [...]“.
• Verfu¨gbarkeit: Die Verfu¨gbarkeit ist in [5] definiert als
”
Fa¨higkeit einer Einheit,
zu einem gegebenen Zeitpunkt oder wa¨hrend eines gegebenen Zeitintervalls eine
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geforderte Funktion unter gegebenen Bedingungen erfu¨llen zu ko¨nnen, vorausgesetzt,
dass die erforderlichen a¨ußeren Hilfsmittel bereitgestellt sind.“ Angewandt auf die
Funkkommunikation ist es die Fa¨higkeit einer Funklo¨sung, Nutzdaten von einem
Producer zu einem Consumer zu u¨bertragen. Zur geforderten Funktion geho¨rt auch,
dass die Daten durch die Funku¨bertragung nicht vera¨ndert werden, also fehlerfrei
den Consumer erreichen. Und schließlich geho¨rt zur geforderten Funktion, dass die
Daten innerhalb einer bestimmten Zeit oder zu einem geforderten Zeitpunkt den
Consumer erreichen.
• Zuverla¨ssigkeit: In [5] ist die Zuverla¨ssigkeit definiert als
”
zusammenfassender
Ausdruck zur Beschreibung der Verfu¨gbarkeit und ihrer Einflussfaktoren Funktions-
fa¨higkeit, Instandhaltbarkeit und Instandhaltungsbereitschaft.“ Die Zuverla¨ssigkeit
ist also selbst keine Kenngro¨ße, die durch Messung ermittelt werden kann.
• Robustheit: Robustheit ist die Wahrscheinlichkeit, mit der ein System auch unter
ungu¨nstigen Sto¨reinflu¨ssen im Rahmen der spezifizierten Eigenschaften funktioniert.
Diese wahrscheinlichkeitsbasierte Definition spiegelt die begriﬄiche Na¨he von Ro-
bustheit und Zuverla¨ssigkeit wider. Die Robustheit setzt erst bei U¨berschreitung
des Rahmens des normalen Betriebs ein. Zudem erlaubt es der Robustheitsbegriff,
die betrachteten Sto¨reinflu¨sse und Eigenschaften explizit anzugeben, wodurch fest-









bestimmen“ bedeutet. Nach [49] ist das Verhalten
eines deterministischen Systems eindeutig durch die Systemgleichungen bestimmt
und bei unendlicher Genauigkeit theoretisch exakt vorhersagbar (Laplace’scher Da¨-
mon). Damit gilt fu¨r ein drahtloses Kommunikationssystem, dass alle Zusta¨nde und
Kenngro¨ßen der Datenu¨bertragung im Voraus berechenbar sind ([106]).
2.3 Formale Modellansa¨tze fu¨r Koexistenzuntersuchungen
2.3.1 Ansatz eines analytischen Modells
In Bezug auf Koexistenzbetrachtungen besteht die Mo¨glichkeit, ein analytisches Modell
einzusetzen. Dabei wird die PER in Abha¨ngigkeit von der BER und der Kollisionszeit be-
rechnet. Es fehlt allerdings die Beru¨cksichtigung der Forward Error Correction ([76], [77],
[75]). Abb. 13 zeigt beispielhaft die Kollisionen zwischen Bluetooth und IEEE 802.15.4 Pa-
keten. Bluetooth nutzt TDMA. Bei diesem Zugriffsverfahren bekommt jeder Teilnehmer
Zeitschlitze (Slots) zugewiesen, in denen dieser den Kanal ohne vorherige U¨berpru¨fung
zur U¨bertragung von Paketen belegen darf. Weiterhin verwendet Bluetooth ein Frequenz-
sprungverfahren. Nach jedem gesendeten Paket wechselt das System den zur U¨bertragung
verwendeten Frequenzbereich. Bei IEEE 802.15.4 kommt CSMA/CA zum Einsatz. Daten
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Abb. 13: Koexistenzbetrachtung zwischen Bluetooth (BT) und IEEE 802.15.4
werden bei diesem Zugriffsverfahren erst u¨bertragen, nachdem das Medium als unbelegt
erkannt wurde. Kollisionen treten zwischen beiden Systemen bei gleichzeitiger Nutzung
desselben Frequenzbereiches auf.
2.3.2 Modellierung mit Petri-Netzen
Petri-Netze werden im Bereich der Kommunikation auf zwei Anwendungsgebieten er-
folgreich eingesetzt: der Performanceevaluierung und der Validierung von U¨bertragungs-
protokollen ([63]). [93] fu¨hrt die U¨berpru¨fung auf Fehlerfreiheit bei einem existierenden
Routingprotokoll fu¨r mobile Ad-hoc-Netzwerke ein. Ein weiteres Beispiel liefert [34], wel-
ches die Spezifikation vom WAP Class 2 Wireless Transaction Protocol mit Petri-Netzen
beschreibt. Performanceanalysen werden in [99] fu¨r drahtlose Ad-hoc-Netzwerke, in [45]
und [94] fu¨r IEEE 802.11 DCF und in [18] fu¨r drahtlose Internetzugangssysteme basierend
auf der GSM/GPRS-Technologie durchgefu¨hrt. [56] diskutiert drei Verfahren fu¨r eine zu-
sammengesetzte Performance- und Verfu¨gbarkeitsanalyse von Warteschlangensystemen in
drahtlosen Kommunikationsnetzwerken. Petri-Netze werden außerdem fu¨r die Modellie-
rung von Wiederherstellungsstrategien bei der Verwendung von RF-Kana¨len ([55]) und bei
der Beschreibung von Controllerkonzepten fu¨r Cognitive Radios ([89]) verwendet. Sie ha-
ben sich weiterhin bei der Modellierung von Herstellungsprozessen, in denen unabha¨ngig
arbeitende Maschinen gegenseitig miteinander verknu¨pft werden, bewa¨hrt. Verschiedene
Elemente der industriellen Automation sind ebenfalls Gegenstand der Modellierung mit
Petri-Netzen, beispielsweise Feldbussysteme ([48], [52]).
[30] und [38] haben mit WLAN und Bluetooth nachgewiesen, dass sich Petri-Netze auch fu¨r
die Modellierung von Funksystemen eignen. Im Detail wird das Verhalten eines Bluetooth-
Scatternets und eines WLAN Ad-Hoc-Netzes nachgebildet und untersucht. Zur Model-
lierung des U¨bertragungsmediums wurde entweder ein idealer Kanal verwendet oder es
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wurde in Abha¨ngigkeit von der Entfernung und Interferenz eine Packet Loss Probability
genutzt. Diese Wahrscheinlichkeit gibt an, ob ein Paket empfangen wird. Auf ankommende
Pakete haben die Autoren zusa¨tzlich noch die BER angewendet. In den genannten Quellen
waren nur der Throughput und die Wartezeit bis zum Medienzugriff von Interesse. Die
Gesamtu¨bertragungszeit spielte keine Rolle.
2.3.3 Warteschlangenmodelle
Wie Petri-Netze werden auch Warteschlangenmodelle zur Performancebewertung von
drahtlosen Netzwerken eingesetzt. Ein Beispiel ist die Analyse eines drahtlosen Mul-
tihop Ad-hoc-Netzwerks, bei dem die Knoten einen zufa¨lligen Medienzugriff verwenden
([24]). Als Kenngro¨ßen dienen die Ende-zu-Ende-Verzo¨gerung und der maximal erreichba-
re Durchsatz. Als Ende-zu-Ende-Verzo¨gerung wird dabei die Zeitdauer verstanden, die von
der Generierung eines Paketes bis zu dessen Eintreffen am Zielknoten vergeht. Weiterhin
werden Warteschlangenmodelle zur Performanceevaluierung der IEEE 802.11 MAC einge-
setzt ([60], [64], [97]). Der Vorteil dieser Modellierungsart ist, dass anhand einer Analyse
der Netzwerkwarteschlangen analytische Ergebnisse gewonnen werden ko¨nnen. Dadurch
werden Simulationen u¨berflu¨ssig.
Warteschlangenmodelle wurden bereits fu¨r homogene Koexistenzuntersuchungen einge-
setzt ([69]). Dabei wurde beispielsweise die Kollisionswahrscheinlichkeit bei vorhandenen
Hidden Nodes ermittelt. Koexistenzuntersuchungen mit unterschiedlichen Funktechnolo-
gien sind nicht bekannt.
2.4 Medienzugriffsmechanismen
2.4.1 Einordnung ins ISO/OSI-Referenzmodell
Oft ist der Aufbau von Kommunikationsprotokollen sehr komplex. Bei deren Entwicklung
mu¨ssen eine Reihe von Anforderungen Beru¨cksichtigung finden, sodass fu¨r eine gleichzei-
tige Lo¨sung der vorliegenden Herausforderungen eine strukturierte Aufgabenteilung not-
wendig ist. Diese Gliederung fu¨hrt zu einem hierarchischen Schichtenmodell, welches den
Aufbau der Kommunikation zwischen zwei Teilnehmern beschreibt. In vielen Fa¨llen wird
das
”
Open Systems Interconnections“ (OSI) - Referenzmodell verwendet, welches durch
das ISO Standardisierungsgremium (ISO/OSI - Referenzmodell) spezifiziert wurde und
aus sieben Schichten besteht (siehe Abbildung 14). Jede Schicht u¨bernimmt bestimmte
Aufgaben und Funktionen. Eine ho¨here Schicht kann nur auf die Funktionen der unmit-
telbar darunterliegenden Schicht zugreifen. Der Austausch einzelner Schichten ist ohne
Beeinflussung der anderen Schichten mo¨glich. Bei der Entwicklung eines Protokollstacks
ist die Umsetzung aller sieben Schichten nicht zwingend erforderlich. Mit dem standardi-
sierten, geschichteten Ansatz des ISO/OSI-Referenzmodells kann die Komplexita¨t beim
Entwurf eines digitalen Kommunikationssystems reduziert werden.
Die erste und niedrigste Schicht ist der Physical Layer. Der Physical Layer ist fu¨r die
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Abb. 14: ISO/OSI-Referenzmodell
Umsetzung der Bitfolge, die aus den Nutzinformationen resultiert, in das physikalische
Signal verantwortlich und definiert all die Bestandteile, die fu¨r die U¨bertragung u¨ber das
verwendete Medium notwendig sind. Beispielhafte Aufgaben sind: Aktivierung und De-
aktivierung des Funkmoduls, Erfassung der Verbindungsqualita¨t, die Kanalauswahl sowie
das physische Senden und Empfangen von Telegrammen. Der Physical Layer ist direkt mit
dem Data Link Layer verknu¨pft, welcher aus MAC Layer und Logical Link Control (LLC)
Layer besteht. Dabei ist der MAC Layer der untere Sublayer der beiden. Dieser Sublayer ist
fu¨r die Koordinierung und Kombination von Datenkana¨len unterschiedlicher Herkunft und
Frequenz verantwortlich. Weiterhin steuert er die geordnete und kollisionsfreie Nutzung
des von mehreren Teilnehmern gemeinsam genutzten Teilnehmers mit Hilfe eines entspre-
chenden Medienzugriffsmechanismus. Der LLC Layer ist verantwortlich fu¨r die Fluss- und
Fehlerkontrolle. Im Gegensatz zu den beiden unteren Schichten stellt der Network Layer
das erste Mal den Netzwerkaspekt in den Vordergrund. Er ist verantwortlich fu¨r das Rou-
ting und den Aufbau des Netzwerks. In diesem Teil des ISO/OSI - Referenzmodells wird
die U¨bertragung u¨ber mehrere Knoten bis zum eigentlichen Empfa¨nger sichergestellt. Die
vierte Schicht ist der Transport Layer, welcher Optimierungsroutinen und andere Quality
of Service (QoS)-Methoden fu¨r einen effizienten Datenaustausch beinhaltet. Der Session
Layer realisiert die Dialogkontrolle zwischen den Anwendungen an beiden Enden der Ver-
bindung. Der Presentation Layer lo¨st Unterschiede zwischen den Darstellungsweisen von
Formaten und Daten auf. Zu dieser Schicht geho¨rt auch die mo¨gliche Datenkomprimie-
rung und Verschlu¨sselung. Der Application Layer ist die ho¨chste Schicht des ISO/OSI -
Referenzmodells und definiert die Anwendungsdienste ([79]).
Zur Untersuchung des Koexistenzverhaltens von Funksystemen ist es am sinnvollsten, den
Fokus auf den Physical und MAC Layer des ISO/OSI-Referenzmodells zu legen ([62]). Die
Modulationsart entscheidet beispielsweise, wie robust das Empfangsverhalten gegenu¨ber
Interferenzen ist. Der MAC Layer bestimmt die Regeln, wann eine U¨bertragung u¨ber das
geteilte Medium stattfinden kann und beeinflusst dadurch die Kenngro¨ßen wie die U¨ber-
tragungszeit und den Durchsatz. Auch die Kanalauswahl erfolgt im MAC Layer. Zusa¨tzlich
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wird der Application Layer beno¨tigt, welcher die Anforderungen und das Verhalten der
Automatisierungsanwendung beschreibt.
2.4.2 Klassifizierung von Medienzugriffsmechanismen
Es existieren eine Reihe von Medienzugriffsmechansismen, die ein unterschiedliches Ver-
halten in Bezug auf die Koexistenz aufweisen. Sie ko¨nnen in nicht-adaptive, adaptive und
kognitive unterteilt werden ([25]).
Nicht-adaptive Medienzugriffsmechanismen sind zum Beispiel Zeit-, Frequenz- und Co-
demultiplexverfahren (TDMA, FDMA, CDMA). Sie enthalten keinen Mechanismus zur
Vermeidung von Interferenzen und sto¨ren dadurch andere Medienzugriffsverfahren. Durch
ihre synchrone Struktur weisen sie allerdings ein deterministisches Verhalten auf.
Adaptive Mechanismen vermeiden Interferenzen und stellen dadurch eine weitestgehend
fehlerfreie U¨bertragung her. Dies wird erreicht, indem auf den Zustand der Funkumgebung
reagiert wird. Ein nichtdeterministisches Verhalten ist die Folge. Adaptive Mechanismen
unterscheiden sich in dem Zeitpunkt, in welchem der Zustand des Mediums beru¨cksich-
tigt wird. Listen-Before-Talk (LBT) tastet das Medium vor der U¨bertragung ab. Dagegen
bewertet Listen-After-Talk (LAT) den Status vorheriger U¨bertragungen. Adaptivita¨t exis-
tiert auch fu¨r Frequenzhopper (z. B. AFH). So wird bei der Erkennung von Paketverlusten
der dazugeho¨rige Kanal fu¨r zuku¨nftige U¨bertragungen gesperrt.
Kognitive Medienzugriffsmechanismen passen sich der Funkumgebung an, in dem das
Medium beobachtet wird und die zuku¨nftige Belegung abgescha¨tzt wird. Sie ko¨nnen sich
u¨ber mehrere Parameter flexibel anpassen (z. B. Zeit, Frequenz und Leistung). Kognitive
Verfahren sollen nicht tiefergehend betrachtet werden.
Tabelle 3 zeigt eine Auflistung von Medienzugriffsmechanismen und deren Zuordnung zu
adaptiven und nicht-adaptiven Verfahren. In Klammern sind zugeho¨rige Beispiele ange-
geben.
Tab. 3: U¨bersicht zu Medienzugriffsmechanismen
Nicht-Adaptive Adaptive
Code CDMA (UMTS, GPS)
Zeit TDMA (GSM), TDD (DECT) ALOHA, CSMA/CA (WLAN)
Frequenz FHSS (Bluetooth), FDMA
(OFDM), FDD (C-Netz)
AFH (Bluetooth V1.2)
2.4.3 Besonderheiten von CSMA/CA-Systemen
Ein weiterer, meist unberu¨cksichtigter Punkt bei Koexistenzuntersuchungen ist der Ka-
nalzugriff von CSMA/CA-Systemen. Darunter fallen Technologien wie WLAN oder IEEE
802.15.4, nicht jedoch Bluetooth. Bei CSMA/CA-Systemen wird vor der U¨bertragung ei-
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nes Paketes mit CCA gepru¨ft, ob der Kanal frei ist. Zur Erfassung anderer Systeme wird
dazu das Energielevel im betreffenden Frequenzbereich ermittelt und anschließend beur-
teilt, ob es sich unter einer festgelegten Grenze befindet. Bei WLAN befindet sich diese
bei -76 dB ([19]).
IEEE 802.15.4 und WLAN unterscheiden sich in ihrem CSMA/CA-Verhalten. Wa¨hrend
WLAN auch innerhalb der Wartezeit den Zustand des Kanals u¨berpru¨ft, fu¨hrt IEEE
802.15.4 CCA nur nach Ablauf der zufa¨lligen Verweilzeit aus. Wird in dieser kurzen Pha-
se das Medium als belegt erkannt, generiert der IEEE 802.15.4-Teilnehmer erneut eine
zufa¨llige Wartezeit, in der weder ein Paket versendet noch CCA betrieben wird.
In [23] wird der Einfluss auf das CSMA/CA eines gestressten IEEE 802.15.4-Systems
durch ein WLAN-, Bluetooth- und ein anderes IEEE 802.15.4-System untersucht. Die
darin vorgestellten Ergebnisse zeigen, dass die Mehrzahl der Paketverluste durch das ein-
geschaltete CCA verursacht wurde. Die Autoren geben daraufhin die Empfehlung, CCA
generell zu deaktivieren, was allerdings in verschiedenen La¨ndern gegen relevante Regu-
lierungen verstoßen kann.
Bei der Untersuchung der Koexistenz zwischen WLAN und IEEE 802.15.4 bietet sich
die Unterteilung in verschiedene Koexistenzgebiete an. Im Nahbereich erkennen sich bei-
de Systeme gegenseitig. Im mittleren Bereich nimmt nur das IEEE 802.15.4-System das
WLAN wahr. Dies resultiert aus der wesentlich gro¨ßeren Sendeleistung des WLAN-Systems.
Im Fernbereich ist eine gegenseitige Beeinflussung zwischen beiden Systemen ausgeschlos-
sen ([95]).
Ein weiteres Gebiet bei der Koexistenz von Systemen, welche dieselbe Funktechnologie
verwenden, ist die Adjacent-Channel-Interferenz. Dabei wird, zum Beispiel in [78] und [20],
die gegenseitige Beeinflussung von Systemen untersucht, welche in benachbarten Kana¨len
arbeiten.
2.4.4 Anforderungen an Medienzugriffsmechanismen aus Gera¨tesicht
Fu¨r Medienzugriffsmechanismen gelten eine Reihe von Anforderungen, die anhand von
Parametern beschrieben werden. Dabei ha¨ngen die Anforderungen von dem verwendeten
Frequenzband ab. Fu¨r Gera¨te mit einer Sendeleistung bis 100 mW, die auf das 2,4 GHz-
ISM-Band zugreifen, gilt die EN 300 328 ([85]). Die genauen Werte der Anforderungspara-
meter haben Einfluss auf das Koexistenzverhalten (siehe [8]). Eine Auswahl an Parametern
zeigt die folgende Auflistung.
• Kanalbelegungszeit (Channel Occupancy Time): Die Gesamtzeit, die ein Ge-
ra¨t fu¨r U¨bertragungen auf einem gegebenen Kanal zugreifen kann, ohne erneut die
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Verfu¨gbarkeit dieses Kanals bewerten zu mu¨ssen, wird Kanalbelegungszeit genannt
([85]). Die Kanalbelegungszeit wird auch als Sequenzzeit bezeichnet.
• Transmission Gap (Sendepause): Die minimale Transmission Gap ist die Zeit
zwischen zwei durch einen Transmitter vorgenommenen Kanalbelegungen ([8]).
• Duty Cycle: Der Duty Cycle ist das Verha¨ltnis aus Sendesequenz und einem gege-
benen Beobachtungszeitraum fu¨r einen verwendeten Funkkanal. Die Weise, wie der
Beobachtungszeitraum gewa¨hlt wird, beeinflusst den Wert des Duty Cycle ([8]).
• Maximum Dwell Time: Die Maximum Dwell Time entspricht der Zeitperiode,
in der ein System zu einem bestimmten Kanal zugeordnet ist. Dieser Parameter ist
nur fu¨r Frequenzhoppingsysteme geeignet ([8]).
• CCA Time: Die minimale CCA Time bestimmt, wie lange ein Kanal mindestens
auf eine mo¨gliche Belegung u¨berpru¨ft werden muss.
• Bandbreite: Die Bandbreite ist der Frequenzbereich, der 99 % der Leistung eines
modulierten Tra¨gersignals beinhaltet.
• Kanalsperrzeit (Unavailable Time): Die Kanalsperrzeit ist die Zeit, die ein
Kanal nicht fu¨r U¨bertragungen genutzt werden darf, nachdem Interferenzen erkannt
wurden.
In der Auflistung befinden sich auch Parameter, die nur fu¨r spezifische Medienzugriffsme-
chanismen von Bedeutung sind. Beispiele dafu¨r sind die CCA Time oder Kanalsperrzeit.
Es existieren noch weitere solcher Parameter. Diese werden wenn no¨tig an entsprechender
Stelle gesondert erla¨utert.
Die genannten Anforderungen stellen Kenngro¨ßen dar, die das Verhalten eines Funkge-
ra¨tes auf dem Medium charakterisieren. Aus Sicht der industriellen Automation wirken
diese Anforderungen als gera¨tebezogene Einflussgro¨ßen (siehe Abschnitt 2.2.3). Gleichzei-
tig werden durch die EN 300 328 die Grenzen dieser Einflussgro¨ßen vorgegeben und damit
das Zeit- und Koexistenzverhalten einer Funklo¨sung bestimmt.
2.5 Bekannte Ergebnisse von Koexistenzuntersuchungen
Nach dem aktuellen Stand der Technik gibt es erste Ansa¨tze einer pragmatischen Fre-
quenzplanung (siehe [98], [53], [43]). Allerdings fehlen noch, gestu¨tzt auf systematische
Untersuchungen, Informationen u¨ber die Charakteristik der involvierten Funklo¨sungen
und deren Auswirkungen auf die Koexistenz. Dies gilt insbesondere, wenn Wechselwir-
kungen zwischen vielen unterschiedlichen Systemen auftreten. Die Literatur liefert mit
den Ergebnissen aus Experimenten und Simulationen erste Eindru¨cke, wann eine gegen-
seitige Beeinflussung der Systeme auf physikalischer Ebene stattfindet und wann nicht:
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• Eine Beeinflussung von Bluetooth durch WLAN findet nicht mehr bei einem Mit-
tenfrequenzoffset gro¨ßer 11 MHz oder einem SIR gro¨ßer 6 dB statt ([78]).
• Adjacent-Channel-Interferenzen treten bei WLAN erst bei SIR-Werten kleiner -14 dB
auf. Dabei sind die Interferenzen auf Grund des Barker-Codes bei einem Mittenfre-
quenzoffset von 1 MHz am gro¨ßten und bei 8 MHz am kleinsten ([78]).
• Bei der Verwendung von Bluetooth ko¨nnen Co-Channel-Interferenzen bei SIR-Werten
gro¨ßer 20 dB ausgeschlossen werden ([78]).
• Die Wirkung von Bluetooth-Interferenzen auf WLAN ist bei SIR-Werten gro¨ßer
2 dB vernachla¨ssigbar ([78]).
• Eine Beeinflussung von IEEE 802.15.4 auf WLAN ist nur bei einem Mittenfrequenz-
abstand kleiner 12 MHz feststellbar ([41]).
• Eine Vera¨nderung der BER bei IEEE 802.15.4 durch WLAN ist bei einem Mitten-
frequenzoffset gro¨ßer 7 MHz oder einer Entfernung von 8 m nicht nachweisbar ([76],
[65])
• Wenn zwei WLAN-Komponenten weniger als 3 m voneinander entfernt sind, ko¨nnen
sie nicht von einem IEEE 802.15.4-Netzwerk beeinflusst werden ([77]).
• Um bei IEEE 802.15.4 eine PER von 10−5 zu gewa¨hrleisten, ist eine Distanz von
8,65 m zu WLAN und 5,7 m zu Bluetooth notwendig ([77]).
In [102] wurden Untersuchungen zum Thema Koexistenz von drahtlosen Kommunikati-
onssystemen im industriellen Umfeld durchgefu¨hrt. Diese bestanden aus zwei Teilen. Im
ersten Teil wurden Bluetooth, WLAN, WISA als Vorga¨nger von WSAN-FA, und ZigBee
als gesto¨rte Systeme betrachtet. Ausgewertet wurden dabei der Einfluss der Umgebung,
der Einfluss von Sto¨rsystemen (Bluetooth, nanoNet, WISA, WLAN, ZigBee), der Einfluss
des Abstandes zwischen Sto¨rsystem und gesto¨rtem System (1 m, 3 m, 10 m) sowie der
Einfluss der Fahrt eines Hallenkrans auf das Zeit- und Fehlerverhalten des untersuchten
Funksystems. Im zweiten Teil des Projektes wurden Tests an Bluetooth, WISA, WLAN,
MeshScape von Millennial Net und Smart Mesh von Dust Networks durchgefu¨hrt. Die
zuletzt genannten Systeme sind drahtlose Sensornetzwerke, welche auf der Spezifikation
IEEE 802.15.4 basieren. Bei diesem Projektteil wurde der Einfluss der Knotendichte und
der Einfluss anderer Frequenznutzersysteme (Bluetooth, WLAN, WISA, IEEE 802.15.4)
ausgewertet. Weiterhin wurde der Einfluss des Signal-Sto¨r-Verha¨ltnisses auf das Zeit- und
Fehlerverhalten des gesto¨rten Systems untersucht. Dabei wurde festgestellt, dass eine Sto¨-
rung tatsa¨chlich vorliegt, wenn die Sto¨rleistung mindestens 10 dB gro¨ßer als die Sende-
leistung des Producers am Ort des Consumers ist.
Die oben aufgefu¨hrten Mess- und Simulationsergebnisse ko¨nnten den Eindruck entstehen
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lassen, dass sich einfache Regeln in Bezug auf die Koexistenz von industriellen Funksyste-
men ableiten lassen. Die Messungen in [102] haben allerdings bewiesen, dass eine Bildung
solcher
”
Faustformeln“ nicht mo¨glich ist. Aus diesem Grund sind Messungen und Simu-
lationen zur Untersuchung des Koexistenzverhaltens im industriellen Umfeld zwingend
erforderlich.
2.6 Tools
Zur Untersuchung von Funkkommunikation und der damit verbundenen Technologien
existieren eine Reihe von Tools:
• In der Forschung werden vor allem Netzwerksimulatoren wie OMNeT++, OPNET
oder ns2 eingesetzt ([33], [92]). Die urspru¨nglich zur Untersuchung von Ethernet
geschaffenen Simulatoren wurden in den letzten Jahren um Funktechnologien und
verschiedene Kanalmodelle erweitert. Fu¨r Koexistenzanalysen mu¨ssen jedoch zu-
sa¨tzliche Frameworks eingebunden oder erstellt werden. Bei OMNeT++ gibt es
beispielsweise das INET- und das Mixim-Framework. Das INET-Framework wurde
fu¨r die Simulation von TCP/IP und anderen Protokollen des Internets entwickelt.
Bei der Untersuchung von drahtlosen Anwendungen lassen die Kanalmodelle bisher
nur Funklo¨sungen der gleichen Technologie zu. Die gegenseitige Beeinflussung unter-
schiedlicher Technologien kann nicht untersucht werden. Dagegen bietet das Mixim-
Framework ein Reihe von PHY- und MAC-Layer verschiedener Funktechnologien.
Zudem stehen eine Reihe von Kanalmodellen zur Verfu¨gung, sodass Koexistenzbe-
trachtungen detailliert mo¨glich sind. Die Anbindung ho¨herer Schichten muss durch
den Nutzer selbst erfolgen.
• Auch MATLAB/Simulink kann mit der
”
Signal Processing Toolbox“ zur Simula-
tion der Funkkommunikation verwendet werden ([58]). Dabei erfolgt die Untersu-
chung aus nachrichtentechnischer Sicht. Der Fokus liegt auf dem Physical Layer.
Als Kenngro¨ßen dienen sowohl die PER als auch die BER. Der U¨bertragungskanal
wird in der Regel als AWGN-Kanal modelliert. Ein entscheidender Vorteil von MAT-
LAB/Simulink ist die Erweiterbarkeit. Auch sind bereits viele Modelle verschiedener
Funkspezifikationen verfu¨gbar.
• Vom National Institute of Standards and Technology, genauer von der Wireless
Communication Technologies Group, ist ein Open Source Tool vero¨ffentlicht wor-
den, welches die Koexistenz zwischen Bluetooth und IEEE 802.11b simulieren kann.
Dies geschieht auf der Ebene des Physical Layers. Der User gibt dabei lediglich die
Carrier-to-Interference-Ratio und die Carrier-to-Noise-Ratio fu¨r den AWGN-Kanal
ein ([35]). In den Spezifikationen [12], [14] und [11] der IEEE wird die Koexistenz
zwischen verschiedenen Funkstandards ebenfalls anhand von Simulationen, die mit
diesem Werkzeug durchgefu¨hrt wurden, bewertet. Die Simulationsergebnisse geben
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dabei einen ersten Hinweis auf die wechselseitige Beeinflussung von verschiedenen
Funku¨bertragungsverfahren. Als Kenngro¨ße zur Bewertung der Koexistenz wird die
PER verwendet. Da sich die in den IEEE-Spezifikationen enthaltenen Simulationser-
gebnisse lediglich auf die physikalische Schicht der Funku¨bertragung beziehen, wer-
den nur die Einflu¨sse, welche bei Paketkollisionen auftreten, betrachtet. Die meisten
Funkspezifikationen enthalten jedoch Funktionen zur Vermeidung von Paketkollisio-
nen, welche in den Medienzugriffsverfahren (MAC) (siehe [12], [9]) integriert sind.
Diese werden bei diesem Simulationswerkzeug bisher nicht betrachtet, haben in der
Realita¨t aber einen großen Einfluss auf das Verhalten der Funksysteme. Dennoch
ko¨nnen die physikalischen Modelle der einzelnen Funkspezifikationen fu¨r weiterfu¨h-
rende Untersuchungen verwendet werden.
• WinProp ([26]) von AWE Communications ist ein Tool zur Funknetzwerkplanung,
aber auch zur Modellierung der Funkwellenausbreitung. Zum Zeitpunkt der Re-
cherche wurden die Technologien GSM, GPRS, EDGE, UMTS, WLAN, WiMAX,
DVB-H und DVB-SH unterstu¨tzt. Zur Untersuchung der Wellenausbreitung sind
verschiedene Szenarien wa¨hlbar: Suburban, Urban, Indoor und Tunnel. Ein weiteres
Tool zum Propagation Modelling ist WiSE ([91]). Jedoch reicht dieses Programm
mit seinem Funktionsumfang nicht an WinProp heran.
• Factory Line WST von Phoenix Contact ist ein Tool zur Simulation der Ausbreitung
von Bluetooth und WLAN-Funkfeldern. Die Struktur der Umgebung kann ohne viel
Aufwand in das Tool u¨berfu¨hrt werden. Anschließend ko¨nnen die Bluetooth und
WLAN-Komponenten des Herstellers Phoenix Contact in diesem Grundriss positio-
niert werden. Mit Hilfe der Simulation kann dann die Ausbreitung des Funkfeldes
sichtbar gemacht werden. Das Tool soll den Anwender bei der Installation von Funk-
lo¨sungen unterstu¨tzen. U¨berflu¨ssige Access Points ko¨nnen vermieden werden.
• Einen anderen Ansatz zur rechnergestu¨tzten Koexistenzbetrachtung bietet
SEAMCAT (siehe Abb. 15). Das Softwaretool SEAMCAT ([70]) wurde fu¨r allgemei-
ne Untersuchungen zur Koexistenz verschiedener Funkkommunikationssysteme, die
in denselben oder in anliegenden Frequenzba¨ndern arbeiten, entwickelt. SEAMCAT
ist nicht zum Zweck der Systemplanung entwickelt worden.
Der Simulationsalgorithmus basiert auf der Monte-Carlo-Methode, eine numerische
Methode zur Lo¨sung mathematischer Probleme mit Hilfe der Modellierung von Zu-
fallsgro¨ßen. Bei dieser Methode wird zur Untersuchung der Interferenzwahrschein-
lichkeit das Simulationsszenario viele Male neu ausgewertet. Dabei werden jedes Mal
gewisse Parameter, wie die Position der Gera¨te in einem vorgegebenen Raum oder
die Frequenz in einem vorgegebenen Frequenzbereich, neu festgelegt. Das bedeu-
tet, dass eine Vielzahl zufa¨lliger Konstellationen dieser Parameter betrachtet wird.
Allerdings findet keine Beru¨cksichtigung des Zeitverhaltens der einzelnen Funkspe-
zifikationen statt.
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Abb. 15: SEAMCAT-Oberfla¨che
Daher ist in SEAMCAT die Simulation von genauen Sende- und Empfangsvorga¨n-
gen der verschiedenen Funkspezifikationen kaum mo¨glich. Bis auf wenige zusa¨tzlich
zum Standardsimulationsschema implementierte Verfahren ist dies bisher auch nicht
vorgesehen. Auch die Mo¨glichkeit, Plug-Ins selber zu schreiben und diese mit ein-
zubinden, bietet nur wenig Spielraum, um den Simulationsalgorithmus anzupassen.
Zwar lassen sich in jedem Simulationsdurchgang die Ergebnisse fu¨r die an den Emp-
fa¨ngern aufgenommene Sendeleistung beliebig beeinflussen, aber zum Beispiel ist
eine Wahl der Sendefrequenz fu¨r den aktuellen oder den na¨chsten Schritt aufgrund
vorliegender Bedingungen, so wie es unter anderem zur Nachbildung eines FHSS-
Schemas no¨tig wa¨re, nicht mo¨glich. Wie bereits erwa¨hnt, wird diese, sofern sie nicht
konstant festgelegt wurde, zufa¨llig bestimmt. Außerdem ist es nicht vorgesehen, dass
die Gera¨te ihre Sende- bzw. Empfangsfunktion tauschen, was allerdings in der Rea-
lita¨t ha¨ufig vorkommt.
Von großem Interesse bei der Betrachtung der Funkstandards ist auch der zeitliche
Aspekt des Ablaufs. Um das U¨bertragungsmedium auch zeitlich optimal auszunut-
zen, ist es no¨tig, die spezifischen Zeitparameter im Sende- bzw. Empfangszyklus
geeignet zu wa¨hlen. Allerdings la¨sst sich hierzu mit SEAMCAT keine Untersuchung
durchfu¨hren, da eine zeitliche Betrachtung bisher keine Rolle gespielt hat.
Die Tabellen 4 und 5 vergleichen in einer U¨bersicht die vorgestellten Simulationsmethoden.














Tab. 4: U¨bersicht zu verschiedenen Simulationswerkzeugen und -ansa¨tzen (Teil 1)







Verhaltensmodell Ereignisdiskret Monte-Carlo Analytisch Ereignisdiskret
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Nachteile - Sehr teuer
- Koexistenz?
- Keine Kenngro¨ßen der IA
- Kein formales Modell
- Kein Zeit- und
Fehlerverhalten
- Kein Medienzugriff
- Keine Kenngro¨ßen der IA
- Kein Zeit- und
Fehlerverhalten
- Keine Koexistenz
- Keine Kenngro¨ßen der IA
- Keine Kenngro¨ßen der IA
















Tab. 5: U¨bersicht zu verschiedenen Simulationswerkzeugen und -ansa¨tzen (Teil 2)
Werkzeug NIST Coexistence
Simulator
MATLAB/Simulink Factory Line WST
Methode Signalflusssimulation Signalflusssimulation Funkwellenaus-
breitungssimulation
Verhaltensmodell Keine Angabe Zeitdiskret u. kontinuierlich Analytisch





PER BER, PER Signalsta¨rke




Vorteile - Betrachtung der Koexis-
tenz aus nachrichtentechni-
scher Sicht mo¨glich
- Betrachtung der Koexis-
tenz aus nachrichtentechni-
scher Sicht mo¨glich
- Ermittlung der exakten
Empfangs- und
Sto¨rleistung mo¨glich
Nachteile - Hauptsa¨chlich Betrach-
tung des PHY





- Keine Kenngro¨ßen der IA
- Kein Zeit- und Fehlerver-
halten
- Keine Koexistenz
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2.7 Koexistenz in existierenden Funkspezifikationen
Die erste Spezifikation, welche sich mit der Koexistenz in der drahtlosen Kommunikation
befasste, ist die IEEE 802.16.2-2001 ([15]). Diese beschra¨nkt sich auf den Hochfrequenz-
bereich von 10 GHz bis 66 GHz. Ein besonderer Fokus liegt auf dem Abschnitt zwischen
23,5 GHz und 43,5 GHz. Sie empfiehlt anhand von Leitfa¨den spezifische Aufstellungsme-
thoden zur Minimierung der Interferenzen zwischen festen Breitbandfunksystemen.
Die IEEE 802.16.2-2001 wurde von der IEEE 802.16.2-2004 ([16]) und der IEEE 802.15.2-
2003 ([11]) abgelo¨st. Diese betrachten neben festen Breitbandfunksystemen auch Personal,
Local und Metropolitan Area Networks. Der Fokus liegt dabei auf lizenzfreien Frequenz-
ba¨ndern. Auch diese beiden Spezifikationen analysieren entsprechende Koexistenzszenari-
en und liefern eine Beratung zu Systemdesign, Aufstellung, Koordination und Frequenz-
nutzung.
Es folgte die IEEE 802.15.4-2003 ([13]), die im Anhang (Annex E) Einflussfaktoren der
Koexistenz andeutet.
Die IEEE 1900.2-2008 ([3]) empfiehlt Analysekriterien zur Messung von Interferenzen zwi-
schen Funksystemen. Sie entha¨lt eine vollsta¨ndige Liste von Koexistenzfaktoren sowohl
des Physical als auch des MAC Layers. Außerdem empfiehlt diese Spezifikation eine Struk-
tur fu¨r einen Koexistenzbericht.
Die IEEE 1900.2-2008 ist ein Ergebnis der
”
IEEE 1900.2 Working Group on Recommen-
ded Practice for Interference and Coexistenz Analysis“, die sich nicht vordergru¨ndig mit
Sto¨rbeeinflussungen, sondern mit der Analyse von Mo¨glichkeiten zur Koexistenz zwischen
Funksystemen im gleichen Frequenzband oder in benachbarten Frequenzba¨ndern befasst
hat. Derzeit untersucht diese Arbeitsgruppe den Einsatz und das Verhalten von kognitiven
Medienzugriffsverfahren.
Weitere Aktivita¨ten gibt es in der
”
IEEE 802.19 Coexistence Technical Advisory Group“.
Das Hauptaugenmerk liegt auf IEEE 802-Spezifikationen, die lizenzfreie Frequenzba¨nder
verwenden. Aktuell konzentriert sich die Gruppe auf Anwendungsmethoden zur Bewer-
tung der Koexistenz von Funknetzwerken. Außerdem werden in dieser Gruppe Methoden
zur Vorhersage von Interferenzen zwischen den verschiedenen Funktechnologien und damit
die Harmonisierung der verschiedenen IEEE-Standards angestrebt. Die Ergebnisdokumen-




Der ISA Standardisierungsausschuss ISA-SP100
”
Wireless Systems for Automation“ hat
im Entwurf des ISA100.11a Standards ([1]) die Koexistenz von Funksystemen im 2,4 GHz
ISM-Band und Strategien zur Verbesserung der Koexistenz allgemein beschrieben. Me-
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thoden zur Ermittlung und Bewertung der Koexistenz von Funksystemen sind nicht in
diesem Entwurf des Standards enthalten.
Die IEC 62657-2 ([8]) spezifiziert das Koexistenzmanagement fu¨r die industrielle Kommu-
nikation. Dazu werden grundlegende Voraussetzungen, Begriffe, Parameter und Verfahren
fu¨r die Koexistenz der Funkkommunikation festgelegt. Weiterhin entha¨lt sie Leitfa¨den,
Anforderungen und bewa¨hrte Methoden fu¨r die Verfu¨gbarkeit und Funktionsfa¨higkeit der
Funkkommunikation. Dabei wird die Koexistenz der Funkkommunikation u¨ber den ge-
samten Lebenszyklus als Arbeitshilfe fu¨r alle Personen mit relevanten Zusta¨ndigkeiten
abgedeckt, damit diese mit den kritischen Aspekten in jeder Phase des Koexistenzma-
nagements in einer Automatisierungsanlage zurechtkommen ko¨nnen. Die IEC 62657-2
stellt als eine einheitliche Richtlinie einen allgemeinen Bezugspunkt fu¨r die Koexistenz
der Funkkommunikation in industriellen Automatisierungsanlagen bereit, um die Anwen-
der bei der Bewertung und Einscha¨tzung des Aufwands in der Anlage zu unterstu¨tzen.
Zu den Aspekten des Lebenszyklus geho¨ren Planung, Entwicklung/Aufbau, Installation,
Implementierung, Betrieb, Instandhaltung, Verwaltung und Schulung.
Die beschriebenen Spezifikationen bilden Leitfa¨den zur Minimierung der Interferenzen,
nennen Koexistenzfaktoren und empfehlen Messmethoden zur Erfassung der gegenseiti-
gen Sto¨rbeeinflussung. Sie betrachten die Koexistenz aus nachrichtentechnischer Sicht und
sind daher fu¨r diese Arbeit nur wenig relevant. Eine Ausnahme bildet die IEC 62657-2.
Diese Spezifikation empfiehlt den Einsatz eines Koexistenzmanagements in industriellen
Automatisierungsanlagen. Dabei werden auch koexistenzrelevante Parameter aufgelistet
und definiert, welche teilweise in einem Modell zur Untersuchung der Koexistenz beru¨ck-
sichtigt werden mu¨ssen. Neben Werkzeugen zur Planung der Signalausbreitung wird auch
der Einsatz von Simulationen vorgeschlagen. Die Art der Simulation und deren Durch-
fu¨hrung ist allerdings nicht festgelegt, sodass von einem Bedarf und einer Nachfrage fu¨r




In den vergangenen Jahren hat sich die Funkkommunikation in der industriellen Automa-
tion etabliert. Die Ursache liegt in den verschiedenen Vorteilen, die bei der Verwendung
der Funkkommunikation entstehen. Ein Beispiel ist die Einsparung von oft komplexen und
teuren Kabeln, Kabelsicherungen und Steckern. Aber auch die Erho¨hung der Mobilita¨t
und Flexibilita¨t von Sensoren, Aktoren und ganzen Werkzeugmaschinen muss als Benefit
genannt werden. Die aufgeza¨hlten Vorteile stechen in konkreten Anwendungsfa¨llen hervor.
Beispiele fu¨r Anwendungen der Funkkommunikation in industriellen Automatisierungsan-
lagen sind:
• Monitoring;
• Kommunikation mit mobilen Fachkra¨ften;
• Drahtlose Sensoren und Aktoren an bewegten Teilen;
• Installationen, die Flexibilita¨t bezu¨glich Werkzeug- und Maschinenrekonfiguration
beno¨tigen.
Jede Automatisierungsanwendung stellt unterschiedliche Anforderungen an das Zeit- und
Fehlerverhalten der Funkkommunikation. Diese Anforderungen betreffen beispielsweise
die Echtzeitfa¨higkeit, Robustheit und Zuverla¨ssigkeit (siehe Abschnitt 2.2.4). Fu¨r Anwen-
dungen mit Sensoren und Aktoren ist die Hauptanforderung das Echtzeitverhalten. Dies
gilt sowohl fu¨r die Prozess- als auch fu¨r die Fertigungsautomation. In der Fertigungsau-
tomation sind zusa¨tzlich nur geringe Zeitverzo¨gerungen durch die U¨bertragung zula¨ssig.
In der ETSI TR 102 889-2 ([84]) sind die wesentlichen Anforderungen der industriellen
Automation an die Funkkommunikation zusammengefasst.
Um Aussagen u¨ber die Einhaltung von Anwendungsanforderungen treffen zu ko¨nnen, wer-
den Kenngro¨ßen wie die U¨bertragungszeit, Anwortzeit und PLR (siehe Abschnitt 2.2.2)
verwendet.
Eine Nichterfu¨llung der Anwendungsanforderungen durch ein Funksystem fu¨hrt in der Re-
gel zu einer Unterbrechung des Herstellungsprozesses. Dies hat Produktionsausfa¨lle und
damit erhebliche Kosten zur Folge.
Die unterschiedlichen Anforderungen der verschiedenen Automatisierungsanwendungen
bilden die Daseinsberechtigung fu¨r eine Vielzahl an Funktechnologien. Diese Funktech-
nologien unterscheiden sich beispielsweise im verwendeten Medienzugriffsverfahren (siehe
Abschnitt 2.4.2), der Bandbreite und Modulation des u¨bertragenen Signals sowie der Ko-
dierung. Eine Automatisierungslo¨sung verlangt sehr oft die gleichzeitige Verwendung von
mehr als nur einer Funktechnologie innerhalb desselben Bereiches. An dieser Stelle kommt
es zur Frage der Koexistenz (siehe Abschnitt 2.1.1) zwischen Funksystemen mit gleichem
oder unterschiedlichem Medienzugriffsmechanismus, da von sa¨mtlichen Teilnehmern bzw.
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Systemen ein gemeinsames Medium zur Kommunikation verwendet wird. Bei einer fried-
lichen Koexistenz sind keine oder nur geringe Auswirkungen auf das U¨bertragungs- und
damit Zeitverhalten festzustellen und die bereits genannten Anforderungen ko¨nnen erfu¨llt
werden. Andererseits ko¨nnen sich die auf das gemeinsame Medium zugreifenden Syste-
me gegenseitig auch so beeinflussen und sto¨ren, dass es zu einer Verschlechterung der
Kenngro¨ßen der Automation kommt und damit die fu¨r die Anwendung erforderlichen An-
forderungen nicht mehr eingehalten werden ko¨nnen. Dies ha¨tte verheerende Auswirkungen
fu¨r den zu regelnden und zu steuernden Prozess.
Eine friedliche Koexistenz kann mit Hilfe einer Reihe von koexistenzrelevanten Parametern
erreicht und hergestellt werden (siehe Abschnitt 2.1.2). Diese Parameter werden gema¨ß
Abschnitt 2.4.1 vom Physical und MAC Layer bestimmt. Neben der Herstellung der fried-
lichen Koexistenz soll auch das Spektrum als knappe Ressource effizient genutzt werden.
Die Medienzugriffsmechanismen bieten Reserven und Potentiale, um friedliche Koexis-
tenz und die damit verbundene Einhaltung von Anwendungsanforderungen erreichen und
gewa¨hrleisten zu ko¨nnen. Auch ko¨nnen die Art und das Verhalten der Medienzugriffsme-
chanismen zur effizienten Nutzung des Spektrums beitragen. Aus den genannten Gru¨nden
soll der Fokus der Arbeit auf die Untersuchung von Medienzugriffsmechanismen aus Sicht
der industriellen Automation gelegt werden.
Zur Verbesserung des Koexistenzverhaltens existieren auch im Bereich der Hochfrequenz-
technik Innovationen. In diesem Zusammenhang spielen Software Defined Radios und
kognitive Systeme eine Rolle. Diese sollen allerdings nicht Bestandteil dieser Arbeit sein.
In Abschnitt 2.6 wurden verschiedene Simulationsmethoden und -werkzeuge verglichen,
die den Fokus auf die Analyse und Untersuchung der Funkkommunikation und des Ko-
existenzverhaltens legen. Diese Tools betrachten jedes fu¨r sich unterschiedliche Aspekte.
Beispielsweise wird die Signalausbreitung oder die Interferenzwahrscheinlichkeit simuliert.
Bisher existiert allerdings kein Simulationsansatz, welcher die Funkkommunikation aus
Sicht der industriellen Automation betrachtet. So fehlt zum Beispiel die Beru¨cksichtigung
der Anwendungsanforderungen oder der automatisierungsspezifischen Kenngro¨ßen. Auch
sollte die Simulation auf einem formalen Modell basieren. Fu¨r einen solchen Modellansatz
existieren eine Reihe von Anforderungen:
1. Das Modell sollte ereignisdiskret arbeiten, weil sa¨mtliche Kommunikationsprotokolle
als ereignisdiskrete Systeme beschrieben werden.
2. Zeitbedingungen mu¨ssen modellierbar sein, da der Medienzugriff als auch die Kenn-
gro¨ßen der industriellen Automation zeitbehaftet sind.
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3. Parameterbehaftete Ereignisse mu¨ssen im Modell Beru¨cksichtigung finden, da die
Medienzugriffsverfahren und das U¨bertragungsverhalten von Parametern abha¨ngig
sind.
4. Das Modell muss Nebenla¨ufigkeiten realisieren ko¨nnen, da sich mehrere Teilnehmer
gleichzeitig dasselbe Medium teilen.
Bisherige Modellansa¨tze fu¨r Koexistenzuntersuchungen (siehe Abschnitt 2.3 und 2.6) er-
fu¨llen nicht diese aufgelisteten Anforderungen (1-4). Des Weiteren wu¨rde ein geschlossenes
analytisches Modell viel zu komplex sein, da eine Vielzahl von Einflussgro¨ßen auf das Ko-
existenzverhalten und auf die Kenngro¨ßen der Funklo¨sungen einwirken. Simulationen, z. B.
basierend auf Petri-Netzen, bilden eine geeignete Alternative zum analytischen Ansatz.
Mit Petri-Netz-Modellen wurden bisher nur einzelne Funktechnologien nachgebildet und
untersucht (siehe Abschnitt 2.3.2). Petri-Netze stellen eine formale Modellbeschreibung
dar und ko¨nnen die genannten Anforderungen (1-4) erfu¨llen. Auch sind Koexistenzunter-
suchungen mit diesem Ansatz mo¨glich.
Die Modellierung und Simulation des Koexistenzverhaltens ist in der industriellen Auto-
mation fu¨r das Koexistenzmanagement von entscheidender Bedeutung. Allerdings wird
der Anwender neben dem Koexistenzmanagement auch bei der Auswahl, Planung und
Diagnose von Funklo¨sungen allein gelassen. Simulationen ko¨nnen ihn bei diesen Problem-
stellungen unterstu¨tzen und zusa¨tzlich funkrelevante Parameter wa¨hrend des Engineerings
optimieren. Die in Abschnitt 2.6 vorgestellten Tools sind dazu, wie bereits erwa¨hnt, unge-
eignet. Es wird daher eine Simulationsumgebung beno¨tigt, die in den Phasen der Planung,
des Engineerings, der Diagnose und vor allem beim Koexistenzmanagement den Anwen-
der unterstu¨tzt und auf mo¨gliche Kollisionen zwischen verschiedenen Funksystemen und
die daraus resultierenden Paketverzo¨gerungen und -fehler aufmerksam macht, um einen
fehlerfreien Betrieb der Funkkommunikation in automatisierungstechnischen Anlagen ge-




4.1 Formale Definition von kolorierten Petri-Netzen
Ein Coloured Petri Net CPN ist ein Tupel CPN=(P, T, A, S, V, C, G, E, I) mit
P ist eine endliche Menge an Elementen, die als Pla¨tze bezeichnet werden (Places).
T ist eine endliche Menge an Elementen, die als Transitionen bezeichnet werden
(Transitions).
A ist eine endliche Menge an Elementen, die als Kanten bezeichnet werden (Arcs).
S ist eine endliche Menge an nicht-leeren Elementen, die als Colour Sets
bezeichnet werden.
V ist eine endliche Menge an Elementen, die als typisierte Variablen bezeichnet
werden.
C Colour Set Funktion (weist Pla¨tzen Colour Sets zu)
G Guard Funktion (weist Transitionen Guards zu)
E Kantenausdrucksfunktion (weist Kanten Kantenausdru¨cke zu)
I Initialisierungsfunktion (weist Pla¨tzen Initialisierungsmarkierungen zu)
Dabei sind Pla¨tze, Transitionen und Kanten fu¨r die Umsetzung der Netzstruktur ver-
antwortlich. Mit S und V werden Typen und Variablen definiert. C, G, E und I dienen
der Netzbeschriftung. Pla¨tze und Transitionen werden unter dem Begriff Knoten (Nodes)
zusammengefasst. Allerdings gilt dabei:
P∩T = /0 (9)
Das heißt, dass ein Knoten entweder ein Platz oder eine Transition ist. Er kann nicht
beides sein.
Fu¨r die Menge der gerichteten Kanten A wird gefordert:
A⊆ P×T ∪T ×P (10)
Jede Kante beginnt in einem Platz und endet in einer Transition oder sie beginnt in
einer Transition und endet in einem Platz. Dabei wird ha¨ufig auch eine Unterteilung





Auf identische Weise gilt fu¨r die Menge der gerichteten Kanten zwischen Transitionen und
Pla¨tzen (Nachbereich):
Post ⊆ T ×P (12)
Jedem Platz P wird mit Hilfe einer Colour Set Funktion C ein Colour Set S zugewiesen:
C : P→ S (13)
Weiterhin gilt fu¨r typisierte Variablen der Menge V:
Type[v] ∈ S ∀ v ∈V (14)
Der Typ einer Variable muss einem der Elemente entsprechen, die in der Menge S definiert
sind.
Eine Guard Funktion weist jeder Transition einen Guard zu:
G : T → EXPRV (15)
wobei alle Variablen des Ausdrucks der Menge V angeho¨ren mu¨ssen. Weiterhin wird ein
boolscher Datentyp gefordert:
Type[G(t)] = Bool ∀ t ∈ T (16)
Eine Kantenausdrucksfunktion weist jeder Kante einen Kantenausdruck zu:
E : A→ EXPRV (17)
wobei alle Variablen des Ausdrucks der Menge V angeho¨ren mu¨ssen. Weiterhin wird ge-
fordert, dass:
Type[E(a)] =C(p)MS ∀ a ∈ A (18)
wobei p der Platz ist, der mit der Kante a verbunden ist. Der Kantenausdruck muss mit
einer Multimenge (Multiset, MS) von Marken u¨bereinstimmen, welche dem Colour Set
des verbundenen Platzes entsprechen.
Eine Initialisierungsfunktion weist jedem Platz eine Initialisierungsmarkierung M0 zu:
I : P→ EXPR /0 (19)
wobei der Initialisierungsausdruck keine Variablen enthalten darf. Weiterhin wird gefor-
dert, dass:
Type[I(p)] =C(p)MS ∀ p ∈ P (20)
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Der Initialisierungsausdruck muss mit einer Multimenge von Marken u¨bereinstimmen,
welche dem Colour Set des Platzes entsprechen. Fu¨r die Initialisierungsmarkierung gilt
dann:
M0(p) = I(p) ∀ p ∈ P (21)
Eine Markierung ist ganz allgemein eine Funktion M, die jedem Platz eine Multimenge
an Marken zuordnet:
M(p) =C(p)MS (22)
Alle Marken mu¨ssen zu dem Colour Set des Platzes passen.
Die Variablen einer Transition befinden sich entweder im Guard oder im Kantenausdruck
einer Kante, die mit der Transition verbunden ist. Fu¨r die Menge dieser Variablen einer
Transition t gilt:
Var(t)⊆V (23)
Als Bindung einer Transition t wird eine Funktion b bezeichnet, die jeder Variable
v ∈Var(t) (24)
einen Wert
b(v) ∈ Type[v] (25)
zuordnet. Die Menge aller Bindungen einer Transition t ist als B(t) gekennzeichnet. Ein
Bindungselement ist ein Paar (t,b), wobei t eine Transition und b eine Bindung dieser
Transition mit
b ∈ B(t) (26)
ist. Die Menge aller Bindungselemente einer Transition t ist als BE(t) gekennzeichnet. Die
Menge aller Bindungselemente in einem CPN ist als BE gekennzeichnet.
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Die Regeln fu¨r die Freigabe und den Eintritt bzw. das Feuern einer Transition basieren auf
der Bewertung der Guard- und Kantenausdru¨cke. Dabei werden folgende Schreibweisen
verwendet:
G(t)<b> Bewertung des Guardausdrucks fu¨r t in Bezug auf die Bindung b
E(a)<b> Bewertung des Kantenausdrucks fu¨r a in Bezug auf die Bindung b
E(p,t)<b> Bewertung des Kantenausdrucks der Kante von p nach t in Bezug auf die
Bindung b. Wenn eine solche Kante nicht existiert, gilt E(p, t) = /0MS.
E(t,p)<b> Bewertung des Kantenausdrucks der Kante von t nach p in Bezug auf die
Bindung b. Wenn eine solche Kante nicht existiert, gilt E(t, p) = /0MS.
Bindungen werden in eckigen Klammern geschrieben.
Ein Bindungselement
(t,b) ∈ BE (27)
ist in einer Markierung M freigegeben, wenn und nur wenn folgende zwei Eigenschaften
erfu¨llt sind:
• Die Bedingung des Guards muss wahr sein.
G(t) < b>= true (28)
• Die Marken, die von dem Eingangskantenausdruck beno¨tigt werden, mu¨ssen in der
aktuellen Markierung M vorliegen.
E(p, t) < b><<= M(p) ∀ p ∈ P (29)
Wenn ein Bindungselement (t,b) in einer Markierung M freigegeben ist, ko¨nnte es gesche-
hen, dass dies zu einer neuen Markierung M’ fu¨hrt:
M′(p) = (M(p)−E(p, t) < b>)+E(t, p) < b> ∀ p ∈ P (30)
Dabei werden von der alten Markierung Marken, die durch die Eingangskanten verbraucht
werden, abgezogen und Marken, die von den Ausgangskanten erzeugt werden, hinzugefu¨gt.
Ein Schritt ist eine nicht-leere und endliche Multimenge an Bindungselementen:
Y ⊆ BEMS (31)




• Die Bedingungen aller Guards mu¨ssen wahr sein.
G(t) < b>= true ∀ (t,b) ∈ Y (32)
• Die Marken, die von dem Eingangskantenausdruck beno¨tigt werden, mu¨ssen in der
aktuellen Markierung M vorliegen.
∑
(t,b)∈Y
E(p, t) < b><<= M(p) ∀ p ∈ P (33)
Wenn der Schritt in einer Markierung M freigegeben ist, ko¨nnte es geschehen, dass dies
zu einer neuen Markierung M’ fu¨hrt:
M′(p) = (M(p)− ∑
(t,b)∈Y
E(p, t) < b>)+ ∑
(t,b)∈Y
E(t, p) < b> ∀ p ∈ P (34)
Dabei werden von der alten Markierung Marken, die durch die Eingangskanten verbraucht
werden, abgezogen und Marken, die von den Eingangskanten erzeugt werden, hinzugefu¨gt.
Fu¨r das Stattfinden eines Schritts wird folgende Notation verwendet:
M1
Y→M2 (35)
Der Schritt Y sorgt fu¨r den U¨bergang von der Markierung M1 zur Markierung M2.
Ein Hierarchical Coloured Petri Net HCPN ist ein 4-Tupel HCPN=(MOD, SM, PS, FS)
mit
MOD ist eine endliche Menge an Elementen, die als Module bezeichnet werden
(Modules).
SM ist eine Submodulfunktion, die jeder Substitutionstransition ein Submodul
zuweist.
PS ist eine Port-Socket-Beziehungsfunktion, die jeder Substitutionstransition eine
Port-Socket-Beziehung zuweist.




Dabei ist ein Coloured Petri Net Modul ein 4-Tupel CPNMOD=(CPN, Tsub, Pport , PT)
mit
CPN ist ein nicht-hierarchisches Coloured Petri Net (P, T, A, S, V, C, G, E, I).
Tsub ist eine endliche Menge an Elementen, die als Substitutionstransitionen
bezeichnet werden (Substitution Transition).
Pport ist eine endliche Menge an Elementen, die als Port-Pla¨tze bezeichnet werden
(Port Place).
PT ist eine Porttypfunktion, die jedem Port-Platz einen Porttypen zuweist.
Jedes Modul hat eine mo¨glicherweise leere Menge von Substitutionstransitionen Tsub, fu¨r
die gilt:
Tsub ⊆ T (36)
Allgemein kann ein Modul beides enthalten: normale Transitionen und Substitutionstran-
sitionen. Da Substitutionstransitionen eine Teilmenge der Transitionen in einem Modul
sind, haben sie Guards und die Kanten, die mit der Substitutionstransition verbunden
sind, besitzen Kantenausdru¨cke. Allerdings ko¨nnen Substitutionstransitionen nicht freige-
geben werden oder feuern.
Weiterhin hat jedes Modul eine mo¨glicherweise leere Menge von Portpla¨tzen Pport , fu¨r die
gilt:
Pport ⊆ P (37)
Die dazugeho¨rige Porttypfunktion PT spezifiziert, ob der Portplatz ein Eingangs-Port
(IN), ein Ausgangs-Port (OUT) oder ein Eingangs-/Ausgangs-Port (I/O) ist.
PT : Pport →{IN,OUT, I/O} (38)
Die Input-Socket-Pla¨tze einer Substitutionstransition t sind die Menge an Eingangspla¨tzen
einer Transition und Output-Socket-Pla¨tze sind die Menge an Ausgangspla¨tzen. Input-
/Output-Socket-Pla¨tze sind letztendlich die Menge an Eingangs-/Ausgangspla¨tzen der
Transition. Die Socket-Pla¨tze Psock(t) einer Substitutionstransition t stellen die Vereini-
gung der Input-, Output- und Input/Output-Sockets fu¨r die Transition dar. Socket-Pla¨tze
sind nicht explizit als Komponenten eines Moduls definiert, da sie implizit u¨ber die Kanten,
mit denen die Substitutionstransition verbunden ist, bestimmt werden. Fu¨r jede Substitu-
tionstransition t wird eine Sockettypfunktion ST(t) definiert, die jeden Socket-Platz von
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t auf dessen Typ abbildet:
ST (t)(p) =

IN, if p ∈ pinsock(t)
OUT, if p ∈ poutsock(t)
I/O, if p ∈ pi/osock(t)
(39)
Jedes Modul mod ∈ MOD ist definiert mit:




Es wird gefordert, dass
(Pmod1 ∪Tmod1)∩ (Pmod2 ∪Tmod2) = /0 ∀ mod1,mod2 ∈MOD (41)
sodass
mod1 6= mod2 (42)
Die Pla¨tze und Transitionen in den einzelnen Modulen sollen gegenseitig disjunkt sein.
SM ist eine Submodulfunktion, die jeder Substitutionstransition ein Submodul zuweist:
SM : Tsub→MOD (43)
PS ist eine Port-Socket-Beziehungsfunktion, die jeder Substitutionstransition t eine Port-
Socket-Beziehung zuweist:
PS(t)⊆ Psock(t)×PSM(t)port (44)
Es wird gefordert, dass die Socket- und Porttypen sowie die Colour Set Funktionen und
Initialisierungsfunktionen eines Socket-Platzes p und eines dazugeho¨rigen Port-Platzes p’
gleich sind.
ST (p) = PT (p′),C(p) =C(p′), I(p) = I(p′) ∀ (p, p′) ∈ PS(t), t ∈ Tsub (45)
Eine Fusionsmenge fs ∈ FS ist ein Teil der Menge von allen Untermengen von Pla¨tzen,
sodass gilt:
FS⊆ 2P (46)
Es wird gefordert, dass alle Pla¨tze einer Fusionsmenge fs identische Colour Sets haben
und die Ausdru¨cke der Initialisierungsmarkierungen identischen Multimengen an Marken
zugeordnet sein mu¨ssen. Das bedeutet, dass fu¨r alle Pla¨tze p, p’, die einer Fusionsmenge
fs angeho¨ren, gelten muss:
C(p) =C(p′), I(p) = I(p′) ∀ (p, p′) ∈ f s, f s ∈ FS (47)
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Ein zeitbehaftetes, nicht-hierarchisches Coloured Petri Net TCPN ist ein Tupel TCPN=(P,
T, A, S, V, C, G, E, I) mit
P ist eine endliche Menge an Elementen, die als Pla¨tze bezeichnet werden (Places).
T ist eine endliche Menge an Elementen, die als Transitionen bezeichnet werden
(Transitions).
A ist eine endliche Menge an Elementen, die als Kanten bezeichnet werden (Arcs).
S ist eine endliche Menge an nicht-leeren Elementen, die als Colour Sets
bezeichnet werden.
V ist eine endliche Menge an Elementen, die als typisierte Variablen bezeichnet
werden.
C Colour Set Funktion, die Pla¨tzen Colour Sets zuweist.
G Guard Funktion, die Transitionen Guards zuweist.
E Kantenausdrucksfunktion, die Kanten Kantenausdru¨cke zuweist.
I Initialisierungsfunktion, die Pla¨tzen Initialisierungsmarkierungen zuweist.
Die Definition von TCPN ist identisch zur Definition von nicht-hierarchischen CPNs. An-
passungen sind nur in den Colour Sets S, der Colour Set Funktion C, der Kantenausdrucks-
funktion E und der Initialisierungsfunktion I notwendig. Die Unterschiede sind, dass jedes
Colour Set in S entweder zeitbehaftet (timed) oder nicht-zeitbehaftet (untimed) ist. Ein
Platz mit einem zeitbehafteten Colour Set wird zeitbehafteter Platz (timed place) und ein
Platz mit nicht-zeitbehafteten Colour Set wird nicht-zeitbehafteter Platz (untimed place)
genannt. Auf a¨hnliche Weise werden die umgebenden Kanten von zeitbehafteten Pla¨t-
zen zeitbehaftete Kanten genannt und die umgebenden Kanten von nicht-zeitbehafteten
Pla¨tzen werden als nicht-zeitbehaftete Kanten bezeichnet. Es gilt:
Type[E(a)] =C(p)MS, wenn p untimed ist
Type[E(a)] =C(p)TMS, wenn p timed ist
(48)
Fu¨r einen zeitbehafteten Platz wird gefordert, dass der Ausdruck der Initialmarkierung
einer zeitbehafteten Multimenge entspricht. Bei einem nicht-zeitbehafteten Platz bezieht
sich der Ausdruck der Initialmarkierung auf eine nicht-zeitbehaftete Multimenge. Es gilt:
Type[I(p)] =C(p)MS, wenn p untimed ist
Type[I(p)] =C(p)TMS, wenn p timed ist
(49)
Die Festlegungen fu¨r Markierungen in einem TCPN sollen im Folgenden erla¨utert werden.
Eine Markierung ist eine Funktion M, die jedem Platz p ∈ P eine Multimenge M(p) von
Marken zuweist, sodass:
M(p) ∈C(p)MS, wenn p untimed ist




Eine zeitbehaftete Markierung ist ein Paar (M,t*), wobei M eine Markierung ist und
t* ∈ T den Wert der globalen Uhr darstellt. Die zeitbehaftete Initialmarkierung ist ein
Paar (M0,0), wobei M0 durch
M0(p) = I(p) ∀ p ∈ P (51)
definiert ist.
Ein Schritt Y ∈ BEMS ist in einer zeitbehafteten Markierung (M,t*) zu einer Zeit t’
freigegeben, wenn und nur wenn die folgenden Eigenschaften erfu¨llt sind:
• Jedes Bindungselement (t,b), welches zu dem Schritt Y geho¨rt, muss dem Guard
von t gerecht werden.
G(t) < b>= true ∀ (t,b) ∈ Y (52)
• Bei einem nicht-zeitbehafteten Platz p muss dieser mit einer Multimenge von Marken
M(p) belegt sein, die gro¨ßer oder gleich der Summe an Marken ist, die von p durch
die einzelnen Bindungselemente des Schrittes Y entfernt werden.
∑
(t,b)∈Y
E(p, t) < b><<= M(p) ∀ untimed p ∈ P (53)
• Fu¨r zeitbehaftete Pla¨tze sind die Anforderungen a¨hnlich, nur dass die globale Uhr
und die Zeitstempel von Marken beru¨cksichtigt werden mu¨ssen. Die Multimenge
an Marken, die von p entfernt werden, wenn Y zur Zeit t’ eintritt, wird durch die
Festlegung der Ausgangskantenausdru¨cke von p und durch die Wertaddierung der




(E(p, t) < b>)+t ′ <<<= M(p) ∀ timed p ∈ P (54)
• Ein Schritt Y ist zu einer Zeit t’ in einer zeitbehafteten Markierung (M,t*) freige-
geben, wenn gilt:
t∗ ≤ t ′ (55)




Abb. 16: Grafische Notation von kolorierten Petri-Netzen
Wenn der Schritt Y in (M,t*) zu einer Zeit t’ freigegeben ist, kann es zur Zeit t’ passieren,
dass dies zu einer zeitbehafteten Markierung (M’,t’) fu¨hrt, die definiert ist durch:
M′(p) = (M(p)− ∑
(t,b)∈Y
E(p, t) < b>)+ ∑
(t,b)∈Y
E(t, p) < b> ∀ untimedp ∈ P (56)
M′(p) = (M(p)− ∑
(t,b)∈Y
E(p, t) < b>+t ′)+ ∑
(t,b)∈Y
E(t, p) < b>+t ′ ∀ timedp ∈ P (57)
Fu¨r das Stattfinden eines Schritts wird folgende Notation verwendet:
(M1, t∗1)
Y1→ (M2, t∗2) (58)
Dabei fu¨hrt das Stattfinden des Schritts Y1 zum U¨bergang von (M1, t∗1) zu (M2, t
∗
2).
Die formalen Definitionen von CPN, HCPN und TCPN basieren auf den Quellen [46] und
[2].
4.2 Grafische Notation von kolorierten Petri-Netzen
Abb. 16 zeigt die wesentlichen Elemente der grafischen Notation. Die grafische Form um-
fasst zwei Teile: Einen Graphen, welcher Netzelemente grafisch darstellt und textuelle
Aufschriften tra¨gt, und Deklarationen, welche alle Typen, Variablen, Konstanten und
Funktionen definiert, die zur weiteren Erla¨uterung des Graphen genutzt werden. Die De-
klaration entha¨lt in der Regel auch die Initialmarkierung. Der Graph besteht aus Pla¨tzen,
Transitionen, Kanten und Marken bzw. Markierungen. Die genannten Elemente werden
im Folgenden genauer erla¨utert.
Pla¨tze werden mit Ellipsen bzw. Kreisen dargestellt. Drei Bestandteile sind mit einem
Platz p verknu¨pft:
• der Platzname;
• der Name des Colour Sets, welches mit dem Platz verknu¨pft ist; und
• die Initialmarkierung M0(p).
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Die Position dieser Elemente in Bezug auf die Pla¨tze ist nicht festgelegt. Allerdings befin-
det sich der Platzname in der Regel innerhalb des Kreises. Das dazugeho¨rige Colour Set
ist rechts unterhalb des Kreises angeordnet. Wenn die Initialisierungsmarkierung leer ist,
kann diese auch wegfallen.
Eine Transition wird durch ein Rechteck repra¨sentiert. Fu¨nf Bestandteile ko¨nnen mit
dieser verknu¨pft sein:
• der Transitionsname;
• der Guard, welcher durch rechteckige Klammern gekennzeichnet ist;
• das Delay, welches an einem vorangestellten @-Zeichen erkennbar ist;
• einem Action Code, der beim Feuern der Transition ausgefu¨hrt wird; und
• einer Priorita¨t.
Wenn Guard, Delay oder Action Code bei einer Transition nicht notwendig sind, ko¨nnen
diese auch entfallen. Die Position der einzelnen Bestandteile in Bezug auf die Transition
ist nicht festgelegt. Allerdings befindet sich der Transitionsname in der Regel innerhalb
des Rechtecks. Der Guard ist an der linken, oberen Ecke und das Delay an der rechten,
oberen Ecke angeordnet. Der optionale Action Code ist an der Ecke rechts unterhalb des
Rechtecks angebunden. Die optionale Priorita¨t ist an der linken, unteren Ecke angeordnet.
Sie wird in Form einer positiven, ganzen Zahl angegeben. Je kleiner der Wert, desto ho¨her
ist die Priorita¨t. Standardwerte sind P HIGH (100), P NORMAL (1000) und P LOW
(10000). Sie dient zur Vermeidung von Konflikten, wenn beispielsweise mehrere Transi-
tionen durch die Marke eines gemeinsamen Eingangsplatzes gleichzeitig feuern ko¨nnten.
Wird kein Wert angegeben, ist die Priorita¨t P NORMAL.
Eine Kante wird durch einen Pfeil dargestellt. Im Fall von (p,t) ∈ A verla¨uft ein Pfeil
vom Platz p zur Transition t. Auf identische Weise startet der Pfeil bei (t,p) ∈ A in der
Transition t und endet im Platz p. Wenn zwei gegenla¨ufige Pfeile die gleiche Aufschrift
tragen, ko¨nnen diese durch einen Doppelpfeil ersetzt werden. Die Aufschrift bleibt erhal-
ten. Kanten sind mit Kantenausdru¨cken verknu¨pft.
Eine Marke ist die Zuordnung von konkreten Werten zu einem Colour Set. Die grafische
Darstellung einer Markierung erfolgt bei einem Platz mit dessen Mulitmenge an Marken
durch die Anzeige einer symbolischen Summe. Die Darstellung bei kolorierten Petri-Netzen
besteht aus zwei Bestandteilen. Einerseits einem Kreis, welcher an den Platz angehaftet
ist. Dieser tra¨gt die Gesamtanzahl an Marken. Neben diesem Kreis befindet sich noch ein
Rechteck, welches die konkreten Marken anzeigt. Die Notation besteht aus einer ganzen
Zahl, einem Hochkomma und dem konkreten Wert der Marke. Die ganze Zahl vor dem
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Hochkomma gibt an, wie viele Marken mit einer identischen Wertzuweisung auf dem ent-
sprechenden Platz liegen. Marken mit unterschiedlichen Werten werden getrennt durch
ein zweifaches Plus aufgelistet. Die Position der beiden grafischen Bestandteile ist nicht
festgelegt.
Informationen zu der grafischen Notation von kolorierten Petri-Netzen stammen aus der
Quelle [46].
4.3 Formale Definition von Zustandsra¨umen
Es ist mo¨glich, jedes Petri-Netz in einen Zustandsraum zu transformieren, der aus einem
Graphen besteht.
Ein gerichteter Graph mit Kantenbeschriftungen aus der Menge L ist ein Tupel DG=(N,
A) mit
N ist eine Menge von Knoten.
A ist eine Menge von Kanten.
Fu¨r die Menge der Kanten A gilt:
A⊆ N×L×N (59)
Eine Kante a ∈ A fu¨hrt von einem Knoten n zu einem Knoten n’ (n, n’ ∈ N) und ist
mit l ∈ L beschriftet. Bei der Darstellung eines gerichteten Graphen wird jeder Knoten n
durch eine abgerundete Box mit der Aufschrift n repra¨sentiert. Jede Kante ist ein Pfeil
mit der Beschriftung l, welcher vom Quellknoten startet und im Zielknoten endet (siehe
Abb. 17).
Abb. 17: Darstellung des State Space
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Ein gerichteter Graph ist endlich, wenn die Anzahl an Knoten und Kanten endlich ist.
Ansonsten ist er unendlich. Die Menge an Knoten ohne abgehende Kanten wird als End-
knoten bezeichnet. Knoten ohne ankommende Kanten sind Initialknoten.
Wenn DG=(N, A) ein gerichteter Graph ist, so kann ein endlicher gerichteter Pfad der
La¨nge k≥ 0 als wechselnde Sequenz von Knoten und Kanten in folgender Form dargestellt
werden:
n1(n1, l1,n2)n2(n2, l2,n3) · · ·nk(nk, lk,nk+1)nk+1 (60)
Ein unendlicher gerichteter Pfad ist eine wechselnde unendliche Sequenz von Knoten und
Kanten in der Form:
n1(n1, l1,n2)n2(n2, l2,n3)n3(n3, l3,n4)n4 · · · (61)
Angenommen, dass DG=(N, A) und DG’=(N’, A’) gerichtete Graphen sind, dann ist DG’
ein Subgraph von DG, wenn und nur wenn gilt:
N′ ⊆ N (62)
und
A′ ⊆ A (63)
DG’ ist ein bedingter Subgraph von DG, wenn und nur wenn gilt:




(n, l,n′) ∈ A|n,n′ ∈ N′} (65)
Zwei Knoten n und n’ in einem gerichteten Graphen DG sind fest verbunden, wenn ein
endlicher Pfad vom Knoten n zu Knoten n’ und zuru¨ck existiert. Eine Menge von Knoten
N’ sind fest verbunden, wenn alle Paare von Knoten in N’ fest verbunden sind.
Eine fest verbundene Komponente (SCC) ist ein Subgraph bestehend aus einer Menge
von Knoten N′ ⊆ N, sodass
• N’ fest verbunden ist.
• Wenn N′′ ⊆ N fest verbunden ist und N′ ⊆ N′′ ist, sodass N′ = N′′ gilt.
Die Menge von allen fest verbundenen Komponenten eines gerichteten Graphen DG ist
mit SCCDG gekennzeichnet. Eine fest verbundene Komponente ist trivial, wenn sie aus
einem einzelnen Knoten und keinen Kanten besteht.
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Angenommen, dass DG=(N, A) ein gerichteter Graph mit Kantenbeschriftungen aus einer
Menge L ist, dann ist ein fest-verbundener-Komponenten-Graph (SCC Graph) von DG
ein gerichteter Graph SG=(NSG, ASG), wobei:
• NSG = SCCDG eine Menge von Knoten ist.
• ASG = {((N′,A′), l,(N′′,A′′)) ∈ NSG×L×NSG|∃(n′, l,n′′) ∈ A : n′ ∈ N′∧n′′ ∈ N′′} eine Men-
ge von Kanten ist.
In Abb. 18 wird die Bildung eines SCC Graphen verdeutlicht.
Abb. 18: Beispiel eines SCC Graphen
Der Zustandsraum eines Coloured Petri Net ist ein gerichteter Graph SS=(NSS, ASS) mit
einer Kantenbeschriftung von BE, wobei:




(M,(t,b),M′) ∈ NSS×BE×NSS|M (t,b)→ M′
}
eine Menge von Kanten ist.
SS ist endlich, wenn und nur wenn NSS und ASS endlich sind.
Die diesem Abschnitt zu Grunde liegenden Informationen stammen aus [46].
4.4 Verhalten von zeitbewerteten Petri-Netzen
Zur Umsetzung eines Zeitverhaltens werden den Marken in
”
CPN Tools“ Zeitstempel
hinzugefu¨gt. Diese Zeitstempel werden durch nichtnegative Integer-Werte realisiert. Der
Zeitstempel von Marken kann durch Transitionen und Kanten erho¨ht werden (siehe Ab-
schnitt 4.1). Der Wert, der dabei dem Zeitstempel hinzuaddiert wird, entspricht der Zeit-
dauer einer zu modellierenden Operation oder Aktivita¨t. Zudem existiert eine globale
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Uhr, welche die Modellzeit definiert. Nachdem einer Marke eine Zeitdauer durch z. B. eine
Transition hinzuaddiert wurde, wird diese Marke erst wieder aktiviert, wenn die Modellzeit
dem Zeitstempel der Marke entspricht. In
”
CPN Tools“ wird in jedem Simulationsschritt
u¨berpru¨ft, welche Marke den niedrigsten Zeitstempel besitzt. Anschließend springt die





5.1 Warum ho¨here Petri-Netze?
Zur Simulation und Untersuchung des Koexistenzverhaltens von industriellen Funksyste-
men ist ein Modellansatz erforderlich, welcher die in Kapitel 3 formulierten Anforderungen
erfu¨llt. Ho¨here Petri-Netze sind dazu in der Lage. Die mathematische Beschreibungsform
der ho¨heren Petri-Netze fasst die Eigenschaften zeitbewerteter, kolorierter und stochas-
tischer Petri-Netze zusammen. Gema¨ß [54] eignen sie sich zur Modellierung ereignisdis-
kreter Systeme und zur Nachbildung von Nebenla¨ufigkeiten. Wie in [90] beschrieben, hat
die Verwendung von Petri-Netzen beim Entwurf von ereignisdiskreten Systemen folgende
Vorteile:
• Vollsta¨ndige und konsistente Beschreibung,
• Graphische Anschauung (verbesserte Fehlererkennung),
• Simulation und Animation (Testmo¨glichkeit bereits wa¨hrend der Entwurfsphase),
• Mathematische, formale Analyse auf Basis von Graphentheorie und linearer Algebra.
Bei kolorierten Petri-Netzen ko¨nnen den Marken Eigenschaften zugewiesen werden. Da-
durch ko¨nnen parameterbehaftete Ereignisse auf Marken abgebildet werden. Zeitbewertete
Petri-Netze erlauben die Modellierung von Zeitbedingungen mit Hilfe von zeitbehafte-
ten Transitionen. Die Umsetzung hierarchischer Strukturen ist mit Petri-Netzen ebenfalls
mo¨glich ([46]). Letztendlich werden mit ho¨heren Petri-Netzen alle Anforderungen aus Ka-
pitel 3 erfu¨llt.
Ho¨here Petri-Netze bieten eine Reihe von Modellelementen wie Pla¨tze, Transitionen und
Kanten. Tabelle 6 listet auf, welche zu modellierenden Bestandteile mit welchen Modell-
elementen abgebildet werden ko¨nnen.
Tab. 6: Zuordnung von zu modellierenden Bestandteilen zu Petri-Netz-Modellele-
menten







Fortsetzung auf der na¨chsten Seite
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Tab. 6: Zuordnung von zu modellierenden Bestandteilen zu Petri-Netz-Modellele-
menten – Fortsetzung
Zu modellierender Bestandteil Verwendetes Petri-Netz-Modellelement
Zeitverhalten Zeitstempel an Marken und Delay an
Transitionen, Verzo¨gerungen von
Marken/Paketen auch durch Bedingungen an
Transitionen (Guard) oder durch Struktur
des Netzes
Bestimmung zeitlicher Kenngro¨ßen Zeitstempel der Paketgenerierung als
Eigenschaft an Marke und aktuelle
Modellzeit nach erfolgreicher U¨bertragung





Durch Markeneigenschaften der Pakete (z. B.
Frequenzkanal) beschrieben
Paketkollisionen Gleichzeitige Belegung des Medium-Platzes
mit Marken, welche den gleichen
Frequenzkanal als Markeneigenschaft
besitzen
Darstellung von Interferenzen Boolsche Markeneigenschaft
”
Interferenz“
CCA Check U¨berpru¨fung der Eigenschaft
”
Frequenzkanal“ der auf dem Medium
liegenden Marken
Zeitliche Abfolgen Wechselnde, sequentielle Aneinanderreihung
von Pla¨tzen und Transitionen
Zufallszeiten oder -zahlen Standard ML-Funktionen an Transitionen
(Delay, Guard)
Protokollschichten Module hierarchischer Petri-Netze
Neben der Eignung fu¨r den Entwurf ereignisdiskreter Systeme existieren weitere Vorteile,
die durch die Verwendung von Petri-Netzen entstehen:
• Behandlung von Einfluss- und Kenngro¨ßen im Modell,
• durch universelle Modellierbarkeit ist die Ausrichtung der Modelle auf die interes-
sierenden Schwerpunkte und Sachverhalte mo¨glich,




• Ermittlung IA-spezifischer Kenngro¨ßen,
• neben der direkten Analyse des Modells besteht die Mo¨glichkeit fu¨r Performance-
messungen und deren Auswertung,
• die Kombination aus kolorierten, zeitbewerteten und stochastischen Petri-Netzen
vereinigt sa¨mtliche Funktionalita¨ten, die zur Koexistenzmodellierung notwendig sind,
• mit zeitbewerteten Transitionen ist die Ermittlung von Zeitkenngro¨ßen, welche die
Anforderungen der IA widerspiegeln, mo¨glich,
• Modellierung beispielsweise der zufa¨lligen Wartezeit vor der U¨bertragung eines Pa-
ketes anhand stochastischer Eigenschaften, und
• Verwendung von individuellen Marken, welche individuelle Eigenschaften oder Va-
riablen besitzen ko¨nnen (so kann eine einzelne Marke ein Paket repra¨sentieren, Ei-
genschaften ko¨nnen z. B. der Pakettyp oder der Dateninhalt sein).
Zur Umsetzung der Petri-Netz-Modelle wird die Software
”
CPN Tools“ ([80]) verwendet.
5.2 U¨bergeordnetes Systemmodell
Abb. 19: Prinzipielle Struktur des Systemmodells
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Zur Modellierung des Koexistenzverhaltens werden Instanzen von Verbindungs- bezie-
hungsweise Gera¨temodellen in eine gemeinsame Umgebung eingebracht. Die einzelnen
Verbindungen arbeiten so weit wie mo¨glich unabha¨ngig voneinander. Eine gegenseitige
Beeinflussung erfolgt u¨ber ein gemeinsames Medium nur wa¨hrend eines CCA Checks oder
bei einer Kollision von Paketen.
Abb. 19 veranschaulicht die u¨bergeordnete Struktur des Modells. Die Rechtecke sind Mo-
dule, welche sowohl einzelne Verbindungen als auch Messgera¨te, Sto¨rer und eine Auswer-
teeinheit repra¨sentieren. Jedes Modul entha¨lt ein Petri-Netz-Modell, welches die entspre-
chenden Funktionalita¨ten realisiert. Die Petri-Netze der Verbindungen stimmen mit den
in der EN 300 328 definierten Anforderungen u¨berein (siehe Abschnitt 2.4.4). Jedes Ver-
bindungsmodell besteht aus drei Schichten, die unterschiedliche Funktionen erfu¨llen. Die
einzelnen Schichten werden in Abschnitt 5.3 genauer erla¨utert. Jede Verbindung beno¨tigt
anhand einer Konfiguration die Vorgabe relevanter Parameter. Die Werte der Parameter
bestimmen sowohl das Verhalten der Automatisierungsanwendung als auch des Medien-
zugriffs.
Sa¨mtliche Module sind mit ein und demselben Medium verbunden. Die zu u¨bertragenden
Pakete werden fu¨r die Dauer der Medienbelegungszeit auf das Medium gelegt. Wenn CCA
Checks durchgefu¨hrt werden, wird u¨berpru¨ft, ob sich Pakete auf dem Medium befinden,
die denselben Frequenzbereich verwenden. Das Medium ist die einzige Verbindungsstel-
le zwischen den Modulen. Neben den Verbindungsmodulen existieren auch Module zur
Analyse des Koexistenzverhaltens. Hinter dem Modul
”
Messgera¨te“ verbirgt sich in der
Regel ein Spektrumanalyzer. Der Spektrumanalyzer zeichnet die Belegung des Mediums
in Abha¨ngigkeit von Zeit und Frequenz auf. Die Auswerteeinheit ist notwendig zur De-
tektierung und Handhabung von Paketkollisionen auf dem Medium. Wenn zwei Pakete
denselben Frequenzbereich zur selben Zeit nutzen, werden beide Pakete als gesto¨rt mar-
kiert, unabha¨ngig von der Dauer der Kollision. Anhand eines weiteren Moduls ko¨nnen




Abb. 20: U¨bergeordnetes Systemmodell
Abbildung 20 zeigt das u¨bergeordnete Systemmodell in Form eines kolorierten Petri-
Netzes. Das Medium wird anhand eines einzelnen Platzes modelliert. Sa¨mtliche Module
sind u¨ber Kanten mit diesem Platz verbunden. Die Verbindungen sind als doppelt ge-
rahmte Rechtecke dargestellt. Jede Verbindung kann Pakete in Form von Marken auf das
Medium legen. Die Marken enthalten Eigenschaften wie zum Beispiel die Medienbele-






Discarded“). Die Art des Medienzugriffs jeder Verbindungsinstanz wird
durch die blaue Markierung unterhalb der Module festgelegt. Jedes Verbindungsmodul ist
mit jeweils einem Platz verbunden, welcher eine Konfigurationsmarke tra¨gt. Diese Marke
legt die fu¨r die einzelne Verbindung relevanten Parameter wie z. B. die Paketanzahl oder
die Verbindungsnummer fest. Als Messgera¨t wird in dem dargestellten Systemmodell ein
Spektrumanalyzer verwendet, welcher die Nutzung des Mediums aufzeichnet. Dazu u¨ber-
pru¨ft dieser periodisch den Platz
”
Medium“ auf aktuell vorhandene Marken. Anhand der
Frequenzen, welche diese Marken verwenden, kann der Spektrumanalyzer zuru¨ckschließen,
welche Teile des Mediums im Augenblick belegt sind. Die Auswerteeinheit wurde mit der
Transition
”
Interferenz-Check“ umgesetzt. Diese feuert jedes Mal, wenn ein neues Paket
auf das Medium gelegt wird. Zur Erkennung einer neuen Marke existiert die Marken-
eigenschaft
”
first“, die zuna¨chst den Wert true besitzt, und die Funktion
”
check first“ (sie-
he Quelltext 1). Mit der Funktion
”
change first“ (siehe Quelltext 2) wird dann u¨berpru¨ft,
ob der Frequenzbereich der Marke auch von anderen Marken auf dem Medium verwendet
wird. Ist dies der Fall, wechselt die Markeneigenschaft
”
intf“ der neuen Marke und der
Marke, die den identischen Frequenzbereich verwendet, von false auf true. Nach Bearbei-
tung durch die Transition
”








Abb. 21 zeigt das Verbindungsmodell. Dieses ist in drei Ebenen aufgeteilt: Application
Layer (APPL), Data Link Layer (DLL) und Physical Layer (PHY). Die einzelnen Ebenen
sind als Module umgesetzt, die Petri-Netze enthalten. Der linke Teil der Abbildung zeigt
den Platz
”
Configuration“ und die darauf befindliche Konfigurationsmarke. Beide Objek-
te sind bereits aus dem u¨bergeordneten Systemmodell bekannt. Die Konfigurationsmarke
wird mit Hilfe der Transition
”
Split Conf“ auf die nachfolgenden Pla¨tze vervielfa¨ltigt. Die-
se fließen anschließend in die einzelnen Ebenen.
Die genannten Ebenen sind u¨ber Pla¨tze miteinander verbunden. Dabei sind Pla¨tze fu¨r
Marken vorhanden, die Pakete repra¨sentieren, und Pla¨tze fu¨r Marken, welche Events
nachbilden. Der Fluss der Marken ist in beide Richtungen zwischen den benachbarten
Ebenen mo¨glich. Bisher ist ein Eventfluss (Ergebnis des CCA) nur vom PHY zum DLL
notwendig. Bei komplexeren Modellierungen ist dieser auch fu¨r die andere Richtung und
zwischen den anderen Ebenen denkbar.
Im APPL erfolgt die zeitliche Initialisierung der Verbindung, aber auch die zufa¨llige bezie-
hungsweise zyklische Generierung von Paketen. Weiterhin findet im APPL auch die Aus-
wertung der einzelnen Paketu¨bertragungen durch die Ermittlung von Kenngro¨ßen statt.
Der DLL ist fu¨r die Umsetzung des Medienzugriffsmechanismus verantwortlich. Fu¨r einen
mo¨glichen CCA Check liegt der aktuelle Status des Mediums vor. Die DLL-Ebene entha¨lt
zusa¨tzlich einen Paketbuffer fu¨r eine begrenzte Zwischenspeicherung von Telegrammen.
Der PHY legt die Pakete fu¨r die Dauer der Medienbelegungszeit auf das U¨bertragungs-
medium und entfernt diese anschließend. Im Physical Layer wird ebenfalls der Status des
Mediums bezu¨glich Belegung erzeugt.
Durch die Aufteilung in Ebenen erfolgt a¨hnlich dem ISO/OSI-Referenzmodell ein Fluss
der Pakete vom APPL u¨ber den DLL in den PHY und wieder zuru¨ck.
5.3.2 Application Layer
Im Folgenden soll die Umsetzung der einzelnen Funktionen des APPL mit Petri-Netzen
dargestellt werden.
Abb. 22 zeigt die Initialisierung der Verbindung und die Generierung von Paketen. Dabei
handelt es sich um die Pakete, die mit einem vorherigen, spezifischen Medienzugriffsme-
chanismus u¨bertragen werden sollen. Die Transition
”
Conf Split“ im unteren Teil der Ab-
bildung zerlegt die Konfigurationsmarke in ihre einzelnen Bestandteile. Dabei handelt es




Abb. 22: Generierung von Paketen im APPL
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festgelegt, ob die Initialisierung und Generierung in einem zufa¨lligen oder festgelegten
Zeitabstand erfolgen sollen. Im Falle eines festen Abstandes werden die Zeitwerte eben-
falls u¨ber die Konfigurationsmarke angegeben. U¨ber Fusionspla¨tze gelangen die Marken,
welche die einzelnen Konfigurationsparameter beinhalten, zu den Transitionen, die auf die
entsprechenden Parameter zuru¨ckgreifen mu¨ssen. Die Konfigurationsmarke ist notwendig,
da in der Entwicklungsumgebung
”
CPN Tools“ nur globale Variablen und Konstanten ver-
fu¨gbar sind. Die Mo¨glichkeit von Variablen und Konstanten fu¨r einzelne Module existiert
nicht.
Die Initialisierung beginnt mit der Initialisierungsmarke auf dem Platz
”
Init“. Von dem
Platz der Initialisierungsmarke verlaufen zwei alternative Pfade zum Platz
”
Gen“. Die
Wahl des Pfades erfolgt abha¨ngig vom Konfigurationsparamter
”
init ran“. Der linke Pfad
u¨ber die Transition
”
Initialisierung fest“ addiert einen festen Zeitwert, der ebenfalls ein
Konfigurationsparameter ist, auf die Marke. Der Pfad auf der rechten Seite addiert einen
zufa¨lligen Zeitwert.
Die Generierung erfolgt a¨hnlich. Der linke Pfad u¨ber
”
Generierung fest“ addiert einen fes-
ten Zeitwert zu der Marke, die zu dem Platz
”
Gen“ zuru¨ckla¨uft. Im rechten Pfad wird ein
zufa¨lliger Zeitwert an die Marke u¨bergeben. Bei der Generierung la¨uft die Marke immer
vom Platz
”
Gen“ zu einer der Transitionen und wieder zuru¨ck. Dabei wird die Sequenz-
nummer hochgeza¨hlt und eine neugenerierte Marke wandert auf den Platz
”
Arrival“. Der
linke Pfad ist fu¨r eine periodische Generierung verantwortlich, der rechte Pfad fu¨r eine
zufa¨llige. Die Generierung von neuen Marken wird so lange fortgesetzt, bis die Sequenz-
nummer den Wert von
”
pn“, die maximale Paketanzahl, u¨berschreitet. Danach verhindert








Timestamp“ wird der neugenerierten Marke die aktuelle Systemzeit
und ihre Medienbelegungsdauer angefu¨gt. Anschließend wird die Marke dem DLL u¨ber-
geben.
Die Auswertung jedes Paketes beziehungsweise die Bestimmung der Kenngro¨ßen ist in
Abb. 23 dargestellt. Jedes Paket wird u¨ber den Platz
”
Packet out“ vom DLL zum APPL
zuru¨ckgegeben. Die Pakete enthalten eine Sequenznummer (seq), einen Zeitstempel ih-







Correct“. Fu¨r jedes Paket werden in der Transition
”
Calcula-
te Characteristics“ die Kenngro¨ßen U¨bertragungszeit (tt) und Aktualisierungszeit (ut) er-
mittelt. Fu¨r die U¨bertragungszeit wird von der aktuellen Simulationszeit der Zeitstempel
des Paketes subtrahiert. Zur Berechnung der Aktualisierungszeit ist der Platz
”
Zeitspei-
cher“ notwendig. Die Marke auf diesem Platz speichert den Zeitpunkt, an welchem das
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Abb. 23: Auswerteeinheit im APPL
letzte korrekte Paket eingetroffen ist. Die Aktualisierungszeit wird nur berechnet und der
Zeitspeicher wird nur aktualisiert, wenn ein korrektes Paket durch die Transition fließt.
Ansonsten beha¨lt der Zeitspeicher seinen alten Wert bei und als Aktualisierungszeit wird
der Wert Null angegeben. Weiterhin werden in der Transition der Simulationszeitpunkt,
an dem das Paket die U¨bertragung beendet hat (timest2), und die Gesamtmedienbele-
gungszeit (mbsum2) festgelegt. Die Aufsummierung dieser wird mit der konfigurierten Me-
dienbelegung
”
MB D Value2“ und nur bei korrekt u¨bertragenen Paketen vorgenommen.
Die aktuelle Simulationszeit, die Sequenznummer, der Paketstatus, die U¨bertragungszeit,
die Aktualisierungszeit und die Gesamtmedienbelegungszeit werden in einer Marke auf
den Platz
”




CPN Tools bietet die Mo¨glichkeit, mit Monitorfunktionen Werte aus der Simulation in eine
Datei zu schreiben. Dazu wird als Dateiformat CSV genutzt. Ein Monitor zum Sammeln
von Daten besteht aus vier Funktionen: Start-Funktion, Predicate-Funktion, Observation-
Funktion und Stop-Funktion. Mit der Start-Funktion besteht die Mo¨glichkeit, Daten aus
der Initialmarkierung zu sammeln. Sie kann auch genutzt werden, um die erste Zeile der
csv-Datei zu erstellen (siehe Quelltext 3). Mit der Predicate-Funktion wird festgelegt,
wann Daten gesammelt und geschrieben werden. Im Falle der Auswertung ist dies der
Zeitpunkt, an dem die Transition
”
Calculate Characteristics“ feuert (siehe Quelltext 4).
Die Observation-Funktion bestimmt, welche Daten gesammelt und geschrieben werden.
Dabei wird festgelegt, dass der Inhalt der in
”
Calculate Characteristics“ erstellten Marke
als eine separate Zeile in der csv-Datei abgelegt wird (siehe Quelltext 5). Mit der Stop-
Funktion ko¨nnen bei Simulationsende Daten der finalen Markierung verwendet werden.
Im Quelltext 6 bildet die Gesamtsimulationszeit die letzte Zeile der csv-Datei.
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5.3.3 Data Link Layer
Abb. 24: Paketpfad mit Buffer im DLL (neuste Paket wird verworfen)
In diesem Abschnitt werden die Funktionen des DLL veranschaulicht.
Abb. 24 zeigt den Paketfluss vom APPL zum PHY im DLL. Das zuvor generierte Paket
liegt auf
”
Packet in“. Der Buffer wurde mit Hilfe einer Liste realisiert, welche auf drei
Elemente beschra¨nkt ist. Sollte der Buffer schon voll sein, fließt das ankommende Paket
u¨ber die Transition
”
Discard Packets“ zuru¨ck zum APPL. Es erha¨lt zusa¨tzlich den Status
”
Discarded“. Ist der Buffer allerdings nicht vollsta¨ndig belegt, kann die Marke in der Lis-
te auf dem Platz
”
Buffer“ abgelegt werden. Der Buffer arbeitet nach dem FIFO-Prinzip.
Damit eine Verbindung nur ein Paket auf das Medium legen kann, existiert der Platz
”
Permit Access“. Wenn auf diesem Platz eine Marke liegt, wird ein Paket aus dem Buffer
genommen und auf den Platz
”
Wait For Access“ gelegt. Der Platz
”
Media access“, welcher
im selben Augenblick belegt wird, initialisiert das Petri-Netz fu¨r den Medienzugriff. Sollte
der Mechanismus, der fu¨r den Zugriff auf das Medium verantwortlich ist, eine U¨bertragung
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erlauben, wird eine Marke auf den Platz
”
Enable“ gelegt. Die Marke fließt daraufhin zum
PHY. Eine neue Marke wird wieder auf den Platz
”
Permit Access“ gelegt und damit die
U¨bertragung eines neuen Paketes angestoßen, wenn das u¨bertragende Paket vom PHY
zuru¨ckgekehrt ist.
Abb. 25: Buffer im DLL (a¨lteste Paket wird verworfen)
Abb. 25 pra¨sentiert einen Buffer, bei dem im Falle eines vollen Speichers das a¨lteste Paket
im Buffer verworfen wird. Das vom APPL kommende Paket reiht sich gema¨ß des FIFO-
Prinzips in der letzten Stelle der Warteschlange ein. In Abb. 25 ist wie bereits in Abb. 24
der Buffer auf drei Pakete beschra¨nkt. Umgesetzt wird die Funktionsweise durch die Tran-
sition
”
Discard Packets“, welche bei einem vollen Buffer anstatt der Transition
”
In Buffer“
schaltet, und der Funktion
”
buffer oldest“ (siehe Quelltext 7). Beim Schalten der Transi-
tion wird das Paket an der ersten Stelle der Bufferliste auf den Platz
”
Packet out“ gelegt.
Das Paket auf dem Platz
”
Packet in“ wird an die nun geku¨rzte Liste angeha¨ngt.
Abb. 26 zeigt den Fluss der Pakete vom PHY zuru¨ck zum APPL durch den DLL. Dabei
wird das Markenattribut
”
intf“ ausgewertet. Es wird u¨berpru¨ft, ob bei der U¨bertragung
u¨ber das Medium Interferenzen aufgetreten sind oder nicht. Bei Interferenzen wird dem
Paket der Status
”
Interferred“ zugewiesen. Traten keine Interferenzen auf, erha¨lt das Paket
den Status
”
Correct“. Weiterhin wird eine Marke auf den Platz
”
Permit Access2“ gelegt,
welcher mit dem Paketpfad vom APPL zum PHY verbunden ist. Mit dieser Marke wird
das na¨chste Paket aus dem Buffer genommen und der Medienzugriff gestartet.
Abb. 27 zeigt die Umsetzung des Medienzustandes im DLL. Dabei hat das Medium fu¨r









Busy“. Wenn der bisherige Zustand des Mediums im DLL frei ist und vom





Media occupied“. Das gleiche Verhalten erfolgt in andere Richtung, wenn das
Event
”




Busy Busy“ existieren, falls zwei
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Abb. 26: Ru¨ckfluss der Pakete im DLL
Abb. 27: Darstellung des Medienzustandes im DLL
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aufeinanderfolgende Events gleich sind. Die Marken dieser Events mu¨ssen zersto¨rt werden,





sind als Fusionspla¨tze direkt mit dem Petri-Netz verbunden, das fu¨r den Medienzugriff
verantwortlich ist.
5.3.4 Physical Layer
Abb. 28: Das Modell des Physical Layers
Dieser Abschnitt erla¨utert die Funktionsweise des PHY.
Abb. 28 zeigt das Modell des Physical Layers. Pakete aus dem DLL gelangen u¨ber den
Platz
”
Packet in PHY“ in den PHY. Diese werden u¨ber die Transition
”
Start Transmission“
auf das Medium gelegt. Das Medium ist wie schon der Buffer u¨ber eine Liste realisiert.




Wait On Packet“ sowie der Transition
”
Medium Utilization“. Dieser Strang bildet die
Zeitdauer der Medienbelegung nach. Wenn die Marke, welche dieselben Informationen
wie die Marke auf dem Medium entha¨lt, diesen Strang durchlaufen hat, wird die Transiti-
on
”
End Transmission“ aktiviert. Hier wird mit der Funktion
”
check token“ (siehe Quell-
text 8) u¨berpru¨ft, ob die Liste des Mediums ein Paket beinhaltet, welches die gleiche
Verbindungsnummer wie die Marke, die sich auf dem Platz
”
Wait On Packet“ befindet,
aufweist. Mit der Funktion
”
compare token“ (siehe Quelltext 9) wird das entsprechende
Paket der Liste entnommen und u¨ber den Platz
”
Packet out PHY“ dem DLL u¨bergeben.
Ein weiterer Bestandteil des PHY ist der CCA Check, welcher in einem separaten Modul
zusammengefasst ist.
Der CCA Check (siehe Abb. 29) wird mit der konfigurierten Frequenz u¨ber den Platz
”
PHY Conf“ und der Transition
”
Split Conf“ initialisiert. Daraufhin liegt eine Marke,









Free“ u¨ber den Platz
”
Event out PHY“ an den DLL gesendet. Wenn sich die
Marke auf dem Platz
”
Channel free“ befindet, wird mit der Funktion
”
check same freq“
(siehe Quelltext 10) u¨berpru¨ft, ob Pakete mit derselben Frequenz auf das Medium gelegt
werden. In diesem Fall fließt die Marke auf den Platz
”
Channel busy“. Wenn die Marke
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Abb. 29: Das Modul CCA im Physical Layer
auf
”
Channel busy“ liegt, erfolgt der U¨bergang zuru¨ck, wenn die Liste des Mediums leer
ist (Transition
”
No Packets“) oder sich keine Pakete mit der konfigurierten Frequenz auf
dem Medium befinden (Transition
”





no same freq“ (siehe Quelltext 11) im Guard ausgefu¨hrt.
5.4 Zusammenfassung
In diesem Abschnitt wurden die Vorteile von Petri-Netzen beschrieben und gezeigt, dass
mit ho¨heren Petri-Netzen die Anforderungen aus Kapitel 3 erfu¨llt werden ko¨nnen. Wei-
terhin wurde eine tabellarische Zuordnung von zu modellierenden Bestandteilen zu Petri-
Netz-Modellelementen vorgenommen. Ebenfalls wurden in diesem Kapitel sowohl das
u¨bergeordnete Systemmodell als auch das Verbindungsmodell, bestehend aus den drei
Ebenen Application Layer, Data Link layer und Physical Layer, eingefu¨hrt. In den fol-
genden Kapiteln werden die Modellteile zur Umsetzung der verschiedenen Medienzugriffs-
mechanismen in den Data Link Layer integriert. Die anderen Systemmodellelemente und
Ebenen des Verbindungsmodells bleiben weitestgehend unvera¨ndert.
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6 ETSI EN 300 328
6.1 Allgemeines
Das European Telecommunications Standards Institute (ETSI) ist ein gemeinnu¨tziges
Institut zur Schaffung europaweit einheitlicher Standards im Bereich der Telekommunika-
tion ([44]). Im Gegensatz zur Confe´rence Europe´enne des Administrations des Postes et
des Te´le´communications (CEPT), die sich mit der Frequenzverwaltung und Regulierung
befasst, konzentriert sich die ETSI auf die technischen Fragestellungen sa¨mtlicher Anwen-
dungsbereiche der Telekommunikation (siehe Abbildung 30).
Abb. 30: Anwendungsfelder der ETSI ([44])
Die ETSI Arbeitsgruppe ERM-TG11 ist fu¨r die Erarbeitung des Standards EN 300 328
verantwortlich ([85]). Dieses Dokument bezieht sich auf Wide-Band-Datenu¨bertragungs-
systeme, welche eine maximale Sendeleistung von 100 mW besitzen. Das betrachtete Fre-
quenzband ist beschra¨nkt auf das ISM-Band von 2,4 bis 2,4835 GHz. Der aufkommende
Standard definiert Anforderungen an den Spektrenzugriff, um eine gemeinsame Spektren-
nutzung mit anderen Gera¨ten zu erleichtern. Zum Beispiel basieren diese Gera¨te auf den
Spezifikationen IEEE 802.11, IEEE 802.15.1 und IEEE 802.15.4. Systeme mit den ge-
nannten Technologien ko¨nnen in festen, mobilen oder portablen Anwendungen eingesetzt
werden, zum Beispiel in PCs, Handhelds, APs und Set-Top Boxen.
In der Version 1.8.1 der EN 300 328 werden die Anforderungen an sieben Systemtypen
spezifiziert:
• Frequency Hopping (FH) non-adaptive (NA) Systems (FH-NA)
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• Adaptive Frequency Hopping (AFH) Systems, welche LBT basiertes Detect-And-
Avoid (DAA) verwenden (AFH-LBT)
• AFH Systems, welche non-LBT basiertes DAA verwenden (AFH-NLBT)
• Non-FH NA Systems (NFH-NA)
• Non-FH Systems, welche non-LBT basiertes DAA verwenden (NFH-NLBT)
• Frame based (FB) non-FH Systems, welche LBT basiertes DAA verwenden (NFH-
FB)
• Load based (LB) non-FH Systems, welche LBT basiertes DAA verwenden (NFH-
LB)
Die Systeme in der Auflistung unterscheiden sich in FH und non-FH, aber auch in ad-
aptive und nicht-adaptive. Frequenzhopping-Systeme wechseln wiederholt wa¨hrend der
Funku¨bertragung den verwendeten Frequenzkanal entsprechend eines Hoppingschemas.
Dagegen werden mit
”
non-FH“ alle die Systeme bezeichnet, die Wide Band Modulati-
on verwenden und keinen Kanalwechsel vornehmen. Nicht-adaptive Systeme haben keine
automatischen Mechanismen zur Erkennung anderer Teilnehmer. Allerdings sind sie da-
durch an bestimmte Beschra¨nkungen bezu¨glich der Mediennutzung gebunden. Adaptive
Systeme identifizieren die Kana¨le, die bereits von anderen Systemen benutzt werden. FH-
Systeme ko¨nnen beispielsweise den Hoppingalgorithmus anpassen. Dabei werden belegte
Kana¨le von der Liste verfu¨gbarer Kana¨le gelo¨scht.
Das Ziel der EN 300 328 ist die Sicherstellung einer fairen Medienaufteilung zwischen den
genannten Systemen. Wenn die Anzahl an Komponenten und Systemen ansteigt, sollte die
Beeintra¨chtigung des Kommunikationsverhaltens fu¨r alle Teilnehmer, die auf das Medium
zugreifen, gleich sein. Im Folgenden werden die Medienzugriffsmodelle fu¨r die non-FH
Systeme beschrieben. Anschließend wird die Verifikation der Modelle na¨her erla¨utert. Das
Kapitel wird mit ausgewa¨hlten Simulationsergebnissen und deren Auswertung beendet.
6.2 Medienzugriffsverhalten
6.2.1 Non-FH non-adaptive systems
Anforderungen
Abbildung 31 zeigt die Medienzugriffsanforderungen eines non-adaptive non-FH Systems.
Es betreibt kein Frequency Hopping. Es ist auch kein adaptiver Mechanismus vorhanden.
Die Teilnehmer eines NFH-NA Systems ko¨nnen daher ohne vorherige Pru¨fung des Me-
diums darauf zugreifen. Dabei definiert die Sequenzdauer (tseq) die Zeitdauer, wa¨hrend
der einzelne oder mehrere U¨bertragungen auftreten ko¨nnen. Nach der abgelaufenen Se-
quenzdauer muss die Gap-Zeit (tgap) folgen. Wa¨hrend dieser Zeit ist keine U¨bertragung
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Abb. 31: Anforderungen an NFH-NA Systeme
des Teilnehmers erlaubt. Die maximale Sequenzdauer und die minimale Gap-Zeit mu¨ssen
gleich groß sein und im Intervall zwischen 3,5 und 10 ms liegen. Jedoch ist der Medi-
enzugriff nicht nur durch die Aufteilung in Sequenzdauer und Gap-Zeit begrenzt. Eine
weitere Restriktion erfolgt durch den Medium Utilization (MU) Faktor, welcher die ver-






wobei P die Sendeleistung (e.i.r.p.) in mW und DC der Duty Cycle ist. Bei NA-NFH
Systemen ist der Duty Cycle als Verha¨ltnis aus gesamter Einschaltzeit des Transmitters
zu einem Betrachtungszeitraum von 1 s definiert. Der maximale MU Faktor von diesen
Gera¨ten wird auf 10 % beschra¨nkt.
Modellbeschreibung
Abbildung 32 zeigt das Modell, welches den Medienzugriff eines NFH-NA Systems um-
setzt. In der Ausgangssituation liegt eine Marke auf
”
Access permitted“. Wenn fu¨r ein
neues Paket der Medienzugriff durchgefu¨hrt werden soll, wird eine Marke auf den Platz
”
Media access2“ gelegt. Die Transition
”
Permit transmission“ schaltet. Es werden Mar-
ken auf den Pla¨tzen
”
Tx in t seq“,
”










Timer for t seq“ -
”
t seq expired“ wird die Sequenzzeit abzu¨glich der Medienbe-
legung realisiert. Die Medienbelegung wird abgezogen, damit die Sequenzzeit nicht durch
ein Paket, welches kurz vor Ablauf der Sequenzzeit auf das Medium gelegt wird, u¨berschrit-
ten wird. Wa¨hrend eine Marke den eben genannten Strang durchla¨uft, liegt eine Marke
auf dem Platz
”
Tx in t seq“. Sollte nun ein Paket Medienzugriff beanspruchen (Marke auf
”
Media access2“) schaltet die Transition
”
Immediate transmission“ und die U¨bertragung
des Paketes wird gestartet (Marke auf
”
Enable2“). Das Schalten der Transition
”
Stop new









Timer for Gap“) abgewartet.
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Abb. 32: Modell zum Medienzugriff eines NFH-NA Systems









One sec delay“ wird der Beobachtungszeitraum von
1 s umgesetzt. Die Transition
”
One sec delay“ schaltet nur, wenn noch nicht alle Pakete
der Applikation u¨bertragen wurden. Ansonsten wu¨rde durch den Kreislauf die Simulation
nicht selbststa¨ndig enden. Beim Schalten der Transition
”
Timer for Gap“ werden die Me-
dienbelegungszeiten der durchlaufenden Pakete aufaddiert und die Summe in der Marke
des Platzes
”
MB DC“ gespeichert. Beim Schalten der Transition
”
Reset Timer“ wird der
Wert der Marke auf
”
MB DC“ auf Null zuru¨ckgesetzt. Mit Hilfe der Transition
”
Check
DC“ und dem Wert der Marke auf
”
MB DC“ wird u¨berpru¨ft, ob der Duty Cycle im ak-
tuellen Beobachtungszeitraum den Wert von 10 % bereits u¨berschritten hat oder weitere
U¨bertragungen erlaubt sind.




Non-FH systems using non-LBT based DAA“ wird ein gegebener Kanal als
”
unbe-
nutzbar“ eingestuft, wenn Interferenzen nach der U¨bertragung in diesem Kanal ermittelt
wurden. Solche Gera¨te sollen einer Reihe von Anforderungen entsprechen (siehe Abbil-
dung 33). Wa¨hrend des Normalbetriebs sollen Gera¨te die Pra¨senz von Signalen auf den
aktuell verwendeten Kanal bewerten. Wenn die Pra¨senz eines Signals durch die U¨berschrei-
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Abb. 33: Anforderungen an NFH-NLBT Systeme
markiert. Die Zeit, die der entsprechende Kanal gesperrt ist, wird als
”
Unavailable Time“
tua bezeichnet. Die Sperrung des Kanals soll mindestens eine Sekunde betragen. Nach Ab-
lauf dieser Zeit kann der Kanal wieder als benutzbar betrachtet werden.
Innerhalb der gesamten Kanalbelegungszeit tChOc, welche kleiner als 40 ms sein soll, kann
das Gera¨t ungehindert auf das Medium zugreifen. Dieser Zeit folgt eine Idle-Period tIdle.
Die Dauer der Idle-Period betra¨gt:
tIdle ≥ max(100µs,5%tChOc) (67)
Innerhalb der Idle-Period erfolgt kein Zugriff auf das Medium. Nach dieser Zeit wird mit
der bereits beschriebenen Kanalbewertung fortgesetzt.
Modellbeschreibung
Abbildung 34 stellt das Modell zum Medienzugriff eines NFH-NLBT Systems dar. Es ar-
beitet a¨hnlich dem Modell des NFH-NA Systems. Im Ausgangszustand liegt eine Marke
auf dem Platz
”
Allowed“. Vor der U¨bertragung eines neuen Paketes wird zum Starten des
Medienzugriffs eine Marke auf
”
Media access2“ gelegt. Damit kann die Transition
”
Permit
transmission“ schalten. Das neue Paket erha¨lt durch die Belegung des Platzes
”
Enable2“











wird die Kanalbelegungszeit abzu¨glich der Medienbelegungszeit realisiert. In dieser Zeit
ermo¨glicht die Marke auf
”
Inside ChOc“ die sofortige U¨bertragung weiterer Pakete. Sobald
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Abb. 34: Modell zum Medienzugriff eines NFH-NLBT Systems
eine neue Marke auf
”
Media access2“ gelegt wird, kann die Transition
”
Permit transmis-
sion2“ schalten und eine neue Marke fließt nach
”
Enable2“. Nachdem die Transition
”
End












abgewartet, in denen neue Pakete keine Freigabe erhalten.
Das Modell fu¨r den NFH-NLBT Medienzugriff ist mit dem Strang verbunden, der fer-
tig u¨bertragende Pakete von dem PHY zur Applikation leitet. Mit der Transition
”
Int t“
wird ausgewertet, ob bei diesen Paketen Interferenzen auftraten. Wurden Interferenzen
festgestellt, wird eine Marke auf
”
Int Packet“ gelegt. Im Ausgangszustand liegt eine Mar-
ke auf
”
No I“. Mit der Marke auf
”





I“. Sollten innerhalb der Kanalbelegungszeit weitere Pakete Inter-
ferenzen aufweisen, schaltet die Transition
”
Current Interference“ und neue Marken auf
”
Int Packet“ wu¨rden zersto¨rt werden. Nach Ablauf der Idle-Period wird u¨berpru¨ft, ob In-
terferenzen innerhalb der Kanalbelegungszeit aufgetreten sind. Wenn keine Interferenzen
festgestellt wurden, liegt eine Marke auf
”
No I“ und die Transition
”
Check Interference“
schaltet. Neue Paketu¨bertragungen sind sofort mo¨glich. Sind Interferenzen aufgetreten,
liegt eine Marke auf
”
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Abb. 35: Anforderungen an NFH-FB Systeme





Load based“ Systeme verwenden beide LBT und sind sich sehr a¨hn-
lich. Es ist ihnen erlaubt, dynamisch zwischen den beiden Betriebsarten zu wechseln.
Das FB System soll vor einer U¨bertragung einen Clear Channel Assessment (CCA) Check,
welcher den Energielevel des verwendeten Frequenzbereiches u¨berpru¨ft, durchfu¨hren. Das
Gera¨t soll den entsprechenden Kanal fu¨r die Dauer der
”
CCA Observation Time“ (tCCA)
beobachten, welche nicht kleiner als 20 µs sein darf. Der Kanal wird als belegt betrachtet,
wenn der Energielevel des Kanals den vorgegebenen Grenzwert u¨berschreitet. Wenn das
Gera¨t den Kanal als frei erkennt, kann sofort der U¨bertragungsvorgang gestartet werden.
Erkennt das Gera¨t allerdings den Kanal als belegt, dann sollen auf diesem Kanal wa¨h-
rend der na¨chsten Fixed Frame Period keine U¨bertragungen initiiert werden. Die Fixed
Frame Period tFFP ist dabei die Summe aus Kanalbelegungszeit tChOc und der darauffol-
genden Idle-Zeit tIdle (siehe Abbildung 35). Dem Gera¨t ist es allerdings auch erlaubt, in
den nicht-adaptiven Modus zu wechseln und mit der U¨bertragung auf diesem Kanal fort-
zusetzen. Jedoch mu¨ssen die Anforderungen an nicht-adaptive Gera¨te eingehalten werden.
Die maximale Kanalbelegungszeit soll im Bereich zwischen 1 und 10 ms liegen. Die Idle-
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Zeit soll mindestens 5 % der maximalen Kanalbelegungszeit, die vom Gera¨t in der aktu-
ellen Fixed Frame Period verwendet wurde, betragen.
Ein Gera¨t kann nach dem korrekten Empfang eines Paketes, welches auch fu¨r dieses Gera¨t
bestimmt war, den CCA Check auslassen und sofort mit der U¨bertragung von Manage-
ment und Control Paketen fortfahren (z. B. sind ACK und Block ACK Pakete erlaubt,
aber Datenpakete nicht). Ein fortlaufendes Senden solcher U¨bertragungen durch das Gera¨t
ohne einen erneuten CCA Check soll die maximale Kanalbelegungszeit nicht u¨berschrei-
ten.
Modellbeschreibung
Abb. 36: Modell zum Medienzugriff eines NFH-FB Systems (Teil 1)
Abbildung 36 und Abbildung 37 zeigen das Modell zum Medienzugriff eines NFH-FB Sys-
tems. Abbildung 37 zeigt die Umsetzung des CCA Checks. Der Modellteil in Abbildung 36
realisiert die Kanalbelegungszeit und Idle-Period.
Der Medienzugriff vor der U¨bertragung eines neuen Paketes wird mit einer Marke auf
”







CCA finished“ realisiert (siehe Abbildung 37). Gleichzeitig
liegt eine Marke auf dem Platz
”
No Interference“. Ist in der Zeit des CCA Checks das
Medium belegt, schaltet die Transition
”





Interference“. Nach Ablauf der CCA Zeit wird ausgewertet, auf wel-
cher der beiden Stellen eine Marke liegt. Wurde keine Belegung festgestellt, schaltet die
- 74 -
6 ETSI EN 300 328
Abb. 37: Modell zum Medienzugriff eines NFH-FB Systems (Teil 2)
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Enable2“ wird die U¨betragung gestartet. Weitere U¨bertragun-
gen werden erlaubt (
”
Access allowed2“) und die Kanalbelegungszeit beginnt abzulaufen
(
”
Wait ChOc2“). Wurde innerhalb der CCA Zeit eine Medienbelegung festgestellt, schaltet
die Transition
”
Cancel next Frame“. Es wird die Ru¨ckgabe der Marke auf
”
Media access3“
veranlasst. Die Kanalbelegungszeit wird zwar gestartet (
”
Wait ChOc3“), die U¨bertragung
von Paketen allerdings gestoppt (
”
Access denied2“).







End ChOc“ realisiert. Bei erfolgreichem CCA
Check liegt eine Marke fu¨r die Dauer der Kanalbelegungszeit abzu¨glich der Medienbele-
gungszeit auf der Stelle
”
Access allowed“. Neue Pakete von
”
Media access2“ werden sofort
zur U¨bertragung freigegeben (
”
Enable3“). Nach Ablauf der Kanalbelegungszeit schaltet
die Transition
”
Finish Access allowed“ und die Marke von
”
Access allowed“ wird abgezo-
gen. Bei einem fehlgeschlagenen CCA Check liegt eine Marke auf
”
Access denied“. Nach
Ablauf der Kanalbelegungszeit wird diese durch das Schalten der Transition
”
Finish Ac-










Wa¨hrend dieser beiden Zeiten werden keine neuen Pakete zur U¨bertragung freigegeben.
Nach Ablauf von Kanalbelegungszeit, Medienbelegungszeit und Idle-Period ist wieder ein
CCA-Check von No¨ten (
”
CCA required“).
6.2.4 Non-FH systems load based devices using LBT based DAA
Anforderungen
”
Load based“ Gera¨te haben einen auf LBT basierten
”
Spectrum Sharing“ Mechanismus im-
plementiert. Dieser nutzt einen CCA Modus, welcher auf Energie- bzw. Tra¨gererkennung
basiert. Auch LB Gera¨te mu¨ssen einem minimalen Satz an Anforderungen entsprechen
(siehe Abbildung 38).
Vor einer U¨bertragung oder vor einem Burst von U¨bertragungen soll das Gera¨t einen
CCA Check durchfu¨hren. Das Gera¨t soll den entsprechenden Kanal fu¨r die Dauer der
”
CCA Observation Time“ (tCCA), welche nicht kleiner als 20 µs sein sollte, u¨berwachen.
Der Kanal wird als belegt betrachtet, wenn das Energieniveau auf dem Kanal eine Schwel-
le u¨berschreitet. Sollte das Gera¨t den Kanal als frei erkennen, so kann die U¨bertragung
sofort beginnen. Andernfalls findet zuna¨chst keine U¨bertragung statt. Das Gera¨t soll einen
erweiterten CCA (ECCA) Check durchfu¨hren, in welchem der Kanal fu¨r die Dauer tECCA
von einem Zufallsfaktor R multipliziert mit der
”
CCA Observaton Time“ beobachtet wird.
R definiert die Anzahl an freien Idle-Slots. Diese Dauer tECCA muss der Kanal mindestens
beobachtet werden, bevor eine U¨bertragung initiiert wird. Der Wert von R soll zufa¨llig aus
dem Bereich 1 bis q ausgewa¨hlt werden, jedes Mal, wenn ein ECCA Check beno¨tigt wird.
Der Wert wird in einem Counter abgelegt. Der Wert von q kann vom Hersteller aus dem
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Abb. 38: Anforderungen an NFH-LB Systeme
Bereich 4 bis 32 fu¨r jeden ECCA Check ausgewa¨hlt werden. Der Za¨hler wird jedes Mal
dekrementiert, wenn der Kanal fu¨r die Dauer der
”
CCA Observation Time“ als unbelegt
erkannt wurde. Diese Zeit des unbelegten Kanals wird als Idle-Slot bezeichnet. Wenn der
Za¨hler Null erreicht, kann das Gera¨t u¨bertragen. Ebenfalls hat das Gera¨t die Mo¨glichkeit,
in den nicht-adaptiven Modus zu wechseln und dort seine U¨bertragung fortzusetzen. Al-
lerdings mu¨ssen dabei die Anforderungen fu¨r nicht-adaptive Systeme eingehalten werden.
Die Kanalbelegungszeit tChOc soll kleiner als 13/32*q ms sein. Nach dieser Zeit muss das
Gera¨t erneut einen ECCA Check durchfu¨hren. Wird eine U¨bertragung innerhalb der Ka-
nalbelegungszeit initiiert, so muss lediglich ein CCA Check durchgefu¨hrt werden. Ist dieser
negativ, ist ein ECCA Check zwingend erforderlich.
Ein Gera¨t kann nach dem korrekten Empfang eines Paketes, welches auch fu¨r dieses Gera¨t
bestimmt war, den CCA Check auslassen und sofort mit der U¨bertragung von Manage-
ment und Control Paketen fortfahren (z. B. sind ACK und Block ACK Pakete erlaubt,
aber Datenpakete nicht). Ein fortlaufendes Senden solcher U¨bertragungen durch das Gera¨t
ohne einen erneuten CCA Check soll die maximale Kanalbelegungszeit nicht u¨berschrei-
ten.
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Abb. 39: Modell zum Medienzugriff eines NFH-LB Systems (Teil 1)
Abb. 40: Modell zum Medienzugriff eines NFH-LB Systems (Teil 2)
- 78 -
6 ETSI EN 300 328
Abb. 41: Modell zum Medienzugriff eines NFH-LB Systems (Teil 3)
Modellbeschreibung
Abbildung 39, Abbildung 40 und Abbildung 41 zeigen die Umsetzung des Modells zum
Medienzugriff eines NFH-LB Systems. Abbildung 39 und Abbildung 40 stellen den CCA
Check und die Kanalbelegungszeit dar. Abbildung 41 veranschaulicht den erweiterten
CCA Check.
Wenn ein neues Paket fu¨r eine U¨bertragung Medienzugriff beansprucht, wird eine Marke
auf den Platz
”
Media access2“ gelegt (siehe Abbildung 39). Mit der Marke auf
”
CCA requi-
red“ kann die Transition
”
Start CCA“ schalten und der CCA Check wird gestartet. U¨ber
den Strang
”
CCA is running“ -
”
Wait CCA Time“ -
”
CCA finished“ wird die CCA Zeit rea-




Interference“ sowie der Transition
”
Check Interference“ wird die Medienbelegung wa¨hrend der CCA Zeit u¨berpru¨ft. Wurde
keine Belegung festgestellt, schaltet entweder
”
CCA first“, wenn der CCA Check das erste
Mal durchgefu¨hrt wurde, oder
”
CCA not first“, wenn der CCA Check schon einmal zum









Bei fehlgeschlagenem CCA Check (Marke liegt auf
”
Interference“) wird die U¨bertragung
nicht freigegeben, sondern stattdessen ein erweiterter CCA Check (
”
ECCA required“)
veranlasst (siehe auch Abbildung 40). Dabei wird unterschieden, ob die Kanalbelegungs-
zeit noch nicht gestartet wurde (
”
Change to ECCA 4“), ob die Kanalbelegungszeit la¨uft
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(
”
Change to ECCA 3“) und ob die Kanalbelegungszeit abgelaufen ist (
”
Change to EC-






ChOc off“ realisiert. Bei Ablauf der Kanalbelegungszeit wird automatisch in den ECCA
Modus gewechselt (
”
Change to ECCA“). Der eigentliche Zeitwert der Kanalbelegungszeit






Stop ChOc“ umgesetzt. Beim
Schalten der Transition
”
Change to ECCA 3“ ist es nun aber so, dass die Kanalbelegungs-
zeit innerhalb dieses Stranges bereits la¨uft, allerdings die Marke von dem Platz
”
ChOc on“
entfernt wird. Wenn nun die Marke auf den Platz
”
Stop ChOc“ gelangt, kann die Transiti-
on
”
ChOc“ nicht mehr schalten. Um dieses Problem zu umgehen, existiert ein zusa¨tzlicher
Speicher
”
ChOc Remember“, welcher die Marke auf
”
Stop ChOc“ entfernt.
Beim erweiterten CCA Check in Abbildung 41 wird durch die Transition
”
Create Num“
eine Zufallszahl generiert, deren Wert in der Marke gespeichert wird. Diese erzeugte Mar-
ke auf
”
Start ECCA“ startet einen einfachen CCA. Der Strang
”











Interference2“ u¨berpru¨ft die Belegung des Mediums. Wurde keine
Belegung festgestellt, wird der Wert der Zufallszahl, die sich in der Marke befindet, um
eins reduziert und das einfache CCA Check beginnt von vorn (
”
Start ECCA“). Wurde
eine Belegung festgestellt, wird gewartet, bis diese Belegung des Mediums beendet ist.
Erst danach wird erneut ein CCA Check gestartet. Die Zufallszahl wird dabei nicht redu-
ziert. Wenn die Marke den Wert Null erreicht, schaltet die Transition
”
End ECCA“. Die
U¨bertragung wird freigegeben und die Kanalbelegungszeit gestartet.
6.3 Vereinfachungen
Wie bei der Modellierung u¨blich, werden gegenu¨ber der Realita¨t Vereinfachungen ange-
nommen. Die gravierendsten Modellgrenzen betreffen die Betrachtung von Leistung und
Interferenz. Es wird bei dem gewa¨hlten Ansatz angenommen, dass jeder Teilnehmer mit
allen anderen Teilnehmern des Modells interagiert, wenn die Gera¨te jeweils denselben
Frequenzbereich nutzen. Das heißt, es wird eine Betrachtung der Frequenzen, aber nicht
der Leistungen vorgenommen. Weder die Sendeleistung noch die Signalleistung am Emp-
fa¨nger findet Beru¨cksichtigung. Damit sind im Modell keine Pfadverluste implementiert.
Auch zeit- und frequenzselektive Varianzen entfallen. Bei der Interferenzmodellierung wird
angenommen, dass jede U¨berlappung von Zeit und Frequenz zu einer Zersto¨rung der in-
volvierten Pakete fu¨hrt. Das Petri-Netz-Modell bildet nur Datenu¨bertragungen nach, al-
lerdings keine Managementpakete wie Acknowledgements oder Paketwiederholungen.
Angelehnt an die industrielle Automation erfolgt die Initiierung der U¨bertragung peri-
odisch. Bei der Modellierung werden die Pakete als Ganzes betrachtet. Eine Nachbildung
der Bit-Ebene erfolgt nicht. Die Pakete weisen wa¨hrend der gesamten Simulationsdauer
eine konstante La¨nge auf.
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Das Modell ist auf Untersuchungen des Medienzugriffsverfahrens und der Kollision wa¨h-
rend der U¨bertragung beschra¨nkt. Aus diesem Grund ist auch nur die unbesta¨tigte U¨ber-
tragung von einem zu einem anderen Gera¨t Bestandteil der Modellierung.
6.4 Verifikation und Validierung
6.4.1 Formale Verifikation
Ausgangspunkt fu¨r eine formale Verifikation ist ein Zustandsraum (State Space), welcher
mittels Transformation eines beliebigen Petri-Netzes generiert werden kann. Ein Zustands-
raum ist ein gerichteter Graph mit Knoten (Nodes), die fu¨r einen erreichbaren Zustand
des zugrundeliegenden Petri-Netzes stehen, und Kanten (Arcs), welche von den auftreten-
den Binding Elements gebildet werden. Ein Zustand wird auch als Markierung (Marking)
bezeichnet. Eine Markierung ist nicht zu verwechseln mit einer Marke (Token). Eine fest
verbundene Komponente (Strongly Connected Component, SCC) ist ein maximaler Sub-
graph, in dem alle enthaltenen Knoten untereinander erreichbar sind. Mit Hilfe von SCC
ko¨nnen Zusta¨nde bzw. Knoten des State Spaces zusammengefasst werden. Der Zustands-
raum wird verkleinert.
Mit Hilfe des State Spaces ko¨nnen verschiedene Eigenschaften des Petri-Netzes u¨berpru¨ft
werden:
1. Grenzen (Boundedness Properties)
• Best Upper Integer Bounds: Gibt Auskunft u¨ber die maximale Anzahl an Mar-
ken, die auf einem Platz in jedem erreichbaren Zustand liegen ko¨nnen.
• Best Lower Integer Bounds: Gibt Auskunft u¨ber die minimale Anzahl an Mar-
ken, die auf einem Platz in jedem erreichbaren Zustand liegen ko¨nnen.
• Best Upper/Lower Multi-Set Bounds: Gibt nicht nur Auskunft u¨ber die An-
zahl, sondern auch u¨ber die Fa¨rbung (Colour) von Marken auf einem Platz.
Diese Eigenschaft gibt fu¨r jede Fa¨rbung in einem Colour-Set eines Platzes die
maximale/minimale Anzahl von Marken mit dieser Fa¨rbung an.
2. Home Properties
• Home Markings: Sind Zusta¨nde, die von jedem Zustand aus erreicht werden
ko¨nnen. Es ist somit unmo¨glich einen Pfad zu haben, welcher nicht zu diesem
Zustand fu¨hrt. Diese Eigenschaft beschreibt nur die Mo¨glichkeit, diesen Zu-
stand zu erreichen. Es gibt aber keine Garantie durch beispielsweise Schleifen.
3. Liveness Properties
• Dead Marking: Ist ein Zustand, in dem kein Binding Element aktiviert ist und
damit keine Transition schalten kann. Es existiert kein Folgezustand.
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• Live Transitions: Eine Transition ist
”
live“, wenn in jedem erreichbaren Zustand
ein Pfad existiert, der diese Transition entha¨lt. Es kann somit nicht verhindert
werden, dass diese Transition auftritt. Wenn es Dead Markings gibt, kann es
keine Live Transitions geben, da in einem Dead Marking keine Transition ak-
tiviert werden kann.
• Dead Transitions: Eine Transition wird als
”
Dead Transition“ bezeichnet, wenn
es keinen erreichbaren Zustand gibt, in dem diese aktiviert wird. Sie tritt nie
auf. Wenn keine
”
Dead Transitions“ vorhanden sind, besteht die Mo¨glichkeit,
dass jede Transition in einem Modell mindestens einmal aktiviert werden kann.
”
Dead Transitions“ ko¨nnen aus dem Modell entfernt werden, ohne dass sich
dessen Verhalten a¨ndert.
Die aufgelisteten Eigenschaften ko¨nnen in CPN Tools mit einem State Space Report oder
mit spezifischen Standard ML Funktionen u¨berpru¨ft werden. Der State Space Report gibt
zusa¨tzlich zu den genannten Eigenschaften grundlegende Informationen zur Gro¨ße des
State Space und des SCC Graphen an. Dabei wird auch kontrolliert, ob der State Space
eine endliche Gro¨ße aufweist. Wenn vergleichsweise weniger Knoten im SCC Graphen als
im State Space existieren, deutet dies auf Schleifen hin.
Fu¨r alle beschriebenen Modelle wurde der State Space Report erzeugt. Der Zustandsraum
hatte in allen Fa¨llen eine endliche Gro¨ße. Die Petri-Netze bewegten sich in festen Gren-




Dead Transitions“. SCC Graph und Zustandsraum
hatten immer die gleiche Gro¨ße, weil keine Schleifen im Modell mo¨glich sind. Fu¨r jedes
Modell wurde ein
”
Dead Marking“ ermittelt. Da bei jedem Modell nur eine endliche An-
zahl an Paketen u¨bertragen wird, ist eine
”
Dead Marking“ und damit ein Deadlock des
Petri-Netzes eine logische Konsequenz. Allerdings ist jede
”
Dead Marking“ auch eine
”
Ho-
me Marking“. Das bedeutet, dass die Modelle einen konkreten Ausgang haben, die von
jedem Zustand aus erreichbar sind. Damit sind die Modelle partiell richtig.
6.4.2 Verifikation und Validierung des Medienzugriffsverhaltens
Fu¨r die Verifikation und Validierung des Medienzugriffsverhaltens wird, wie bei der forma-
len Verifikation, vom State Space ausgegangen. Die Verifikation dient der U¨berpru¨fung, ob
die Modelle genau das Verhalten nachbilden, welches im EN 300 328-Standard festgelegt
wurde. Dagegen erbringt die Validierung den Nachweis, dass die funktionalen Anforderun-
gen von den Modellen erfu¨llt werden und damit die aus den Modellen gewonnenen Simu-
lationsergebnisse reproduzierbar sind. Tabelle 7 listet die einzelnen Bestandteile auf, die
im Rahmen der Verifikation und Validierung u¨berpru¨ft wurden. Das Hauptaugenmerk lag
dabei auf dem Zeitverhalten und den Abha¨ngigkeiten der verschiedenen Zeiten. Außerdem
wurden die Frequenzen der Pakete und die Einhaltung vorgegebener Abfolgen untersucht.
Fu¨r die einzelnen Punkte wird auf Quelltexte im Anhang referenziert. Auf Basis dieser
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Quelltexte wurden die Messergebnisse zur Verifikation bzw. Validierung gewonnen. Da
die Quelltexte in
”
CPN Tools“ ausgefu¨hrt werden mussten, kam die Programmiersprache
”
Standard ML“ zum Einsatz.
Tab. 7: Die zu verifizierenden bzw. validierenden Bestandteile der einzelnen Zugriffs-
verfahren
Bestandteil NFH-NA NFH-NLBT NFH-FB NFH-LB












































































































Fortsetzung auf der na¨chsten Seite
1Quelltext, auf dessen Basis die Messergebnisse zur Verifikation bzw. Validierung gewonnen wurden
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Tab. 7: Die zu verifizierenden bzw. validierenden Bestandteile der einzelnen Zugriffs-
verfahren – Fortsetzung
Bestandteil NFH-NA NFH-NLBT NFH-FB LB






















































































Fortsetzung auf der na¨chsten Seite
2Quelltext, auf dessen Basis die Messergebnisse zur Verifikation bzw. Validierung gewonnen wurden
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Tab. 7: Die zu verifizierenden bzw. validierenden Bestandteile der einzelnen Zugriffs-
verfahren – Fortsetzung
































































































3Quelltext, auf dessen Basis die Messergebnisse zur Verifikation bzw. Validierung gewonnen wurden
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6.5 Simulation
6.5.1 Vorbetrachtungen zu den ausgewa¨hlten Simulationsszenarien
Wie bereits erwa¨hnt, ist die ETSI-Arbeitsgruppe ERM TG11 fu¨r den Standard EN 300 328
verantwortlich. Ihre Aufgabe ist es:
...to study the changes necessary to EN 300 328 in response to the market
driven requirements.4
Die ERM TG11 soll also die EN 300 328 u¨berarbeiten, wenn die Anforderungen des
Marktes eine solche A¨nderung notwendig machen. Allerdings sind Ergebnisse von Studi-
en, welche eine Anpassung erforderlich machen, nicht o¨ffentlich verfu¨gbar. Es existieren
auch keine Vero¨ffentlichungen u¨ber marktgetriebende Anforderungen, die eine U¨berarbei-
tung der EN 300 328 notwendig machen wu¨rden. Aus diesem Grund ist anzunehmen, dass
nicht der Markt die A¨nderung der EN 300 328 erfordert, sondern stattdessen die u¨berar-
beitete Version dieses Standards Einfluss auf den Markt nehmen wird.
Fu¨r eine U¨berarbeitung der EN 300 328 wird im Rahmen einer R&TTE Direktive die
folgende Anforderung gestellt:
...radio equipment shall be constructed that it effectively uses the spectrum
allocated to terrestrial/space radio communications and orbital resources...5
Jedes Gera¨t, das konform zu den technischen Anforderungen der EN 300 328 ist, soll das
Spektrum effizient nutzen.
Eine andere Anforderung an die U¨berarbeitung der EN 300 328 stammt aus einer TCAM 26
Bestimmung:
A mitigation technique is considered as appropriate if: ...it ensures an equal
spectrum sharing with other devices, i. e. congestion, if any, occures in a gra-
dual way impacting equally the service of all types of devices.6
Das heißt, dass alle Gera¨te, welche die technischen Anforderungen der EN 300 328 erfu¨l-
len, das Spektrum gleichma¨ßig aufteilen sollen.
Die U¨berpru¨fung, ob die genannten Anforderungen erfu¨llt werden, soll mit Hilfe ausge-
wa¨hlter Simulationsszenarien erfolgen:
• Das Spektrum wird effizient genutzt.
• Alle Gera¨te teilen sich das Spektrum gleichma¨ßig auf.
4Task of ETSI ERM TG11 (see http://portal.etsi.org/erm/ERMtg11 ToR.asp)
5Directive 1999/5/EC (R&TTE Directive) article 3.2
6TCAM 26 decision on Sub-class 22 (see http://ec.europa.eu/enterprise/sectors/rtte/files/note subclass22 en.pdf)
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• Instabilita¨t
• Unvorhersagbares Zeitverhalten
Mit einigen der aufgeza¨hlten Szenarien werden zudem die Anforderungen der industriellen
Automation u¨berpru¨ft.
Zur Untersuchung, inwieweit die vier Anforderungen von den Medienzugriffsmechanismen
der EN 300 328 erfu¨llt werden, soll die Wahrscheinlichkeit fu¨r eine gegenseitige Beein-
flussung mo¨glichst hoch gewa¨hlt werden. Dazu wurde sich zum einen bei den Szenarien
bewusst auf non-FH Systeme beschra¨nkt. Diese mu¨ssen sich einen Frequenzkanal teilen
und ko¨nnen zudem nicht zur Vermeidung von Kollisionen auf einen anderen ausweichen.
Des Weiteren wurde der Zeitabstand bei der Paketgenerierung so gewa¨hlt, dass die U¨ber-
tragungsfa¨higkeit des Mediums u¨berschritten wird. Bei der Verwendung von FH-Systemen
ist es sehr aufwendig, gezielt eine gegenseitige Beeinflussung herzustellen. Auch ist es sehr
schwer, Aussagen bezu¨glich der oben genannten Anforderungen zu gewinnen, wenn sich
die Systeme durch beispielsweise einer Unterbelegung des Mediums einer gegenseitigen
Beeinflussung entziehen ko¨nnen. Aus diesem Grund sind durch die Beschra¨nkung auf
non-FH Systeme und einer U¨berlastung des Mediums die angefu¨hrten Thesen und die
unterschiedlichen Medienzugriffsmechanismen ideal zu bewerten.
6.5.2 Simulationsszenario:
”
Das Spektrum wird effizient genutzt“
Beschreibung
Im ersten Szenario soll die Anforderung an die EN 300 328 u¨berpru¨ft werden, ob das
Spektrum effizient genutzt wird. Effizienz beschreibt dabei die Gro¨ße, wie gut Ressour-
cen fu¨r einen vorgesehenen Zweck verwendet werden. Das Spektrum soll als Ressource
bestmo¨glich zur Realisierung der Kommunikation ausgenutzt werden. Tabelle 8 listet die
relevanten Parameter auf.
Die Simulationsumgebung betrachtet vier Systeme, die alle NFH-LB als Medienzugriff
verwenden. Der Wert fu¨r q ist fest auf 32 eingestellt. Jedes der vier Systeme entha¨lt vier
Verbindungen (nCon). Die vier Systeme unterscheiden sich in den Parametern tonmax, tTI
und der Paketanzahl fu¨r jede Verbindung. tonmax meint dabei die Dauer, die eine Verbin-
dung das Medium ohne Unterbrechung belegen darf. Sie ist gleichbedeutend mit der Me-
dienbelegungszeit, also der zeitlichen Dauer eines Paketes. Die Pakete werden periodisch
generiert. Der Wert von tTI steht fu¨r den Sendezeitabstand. Er definiert das Intervall, in
dem fu¨r eine einzelne Verbindung Pakete generiert werden. tTImin ergibt sich aus der Me-
dienbelegungsdauer tonmax und dem gewa¨hlten Medienzugriffsverfahren. Dieser Parameter
kennzeichnet den minimal zula¨ssigen Sendezeitabstand. Aus der Anzahl an Verbindungen,
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Tab. 8: Parameter des Simulationsszenarios: “Das Spektrum wird effizient genutzt“
System tonmax [ms] nCon tTImin [ms] tTI [ms] Req [%] Init [ms] Packets
NFH-LB 1 4 1,33 16 25% rand(tTI) 50.000
NFH-LB 3 4 3,33 48 25% rand(tTI) 16.667
NFH-LB 5 4 5,33 80 25% rand(tTI) 10.000
NFH-LB 7 4 7,33 112 25% rand(tTI) 7.143
100%





Jedes System dieses Simulationsszenarios weist eine Kommunikationsanforderung von
25 % auf. Aus der Summe der Kommunikationsanforderungen der vier Systeme wird
eine Gesamtanforderung von 100 % an das Medium gestellt. Das Medium wird an der
Grenze seiner U¨bertragungsfa¨higkeit betrieben. Die Initialisierung der U¨bertragung sa¨mt-
licher Verbindungen erfolgt zufa¨llig. Das heißt, dass nach dem Simulationsstart die Ver-
bindungen zufa¨llig innerhalb der Dauer des Sendezeitabstands mit Senden beginnen. Die
Paketanzahl ist ebenfalls unterschiedlich (siehe Tabelle 8). Diese wurde fu¨r die einzelnen
Systeme angepasst, damit alle Verbindungen fu¨r die gesamte Simulationsdauer Pakete
u¨bertragen. Jedes Gera¨t hat einen Paketbuffer mit einer Gro¨ße von drei. Im Falle eines
Speicheru¨berlaufs wird das a¨lteste Paket verworfen.
Zusammenfassend ist zu bemerken, dass in diesem Simulationsszenarium alle Systeme die
gleiche Kommunikationsanforderung haben und durch ihre Summe das Medium am Limit
dessen U¨bertragungsfa¨higkeit betrieben wird. Allerdings unterscheiden sich die Systeme in
der Paketla¨nge und damit der Dauer der Medienbelegung sowie dem zeitlichen Abstand,
in dem die Pakete generiert werden.
Ergebnisse
Abbildung 42 zeigt das Ergebnis der Paketverteilung der u¨bertragenen Pakete fu¨r die
einzelnen Verbindungen. Gru¨n dargestellt sind die korrekt u¨bertragenen Pakete, die ro-
ten Bereiche stehen fu¨r die Pakete, die aufgrund von Interferenzen zersto¨rt wurden, und
mit gelb werden die durch Speicheru¨berlauf verworfenen Pakete angegeben. Offensichtlich
werden zwischen 10 und 25 % der Pakete der einzelnen Verbindungen durch Interferenzen
zersto¨rt. Der andere Teil der Pakete wurde korrekt u¨bertragen. Verworfene Pakete traten
nicht auf. Weiterhin ist kein eindeutiger Unterschied durch die unterschiedlichen Sende-
zeitabsta¨nde und Medienbelegungsdauern auszumachen.
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Abb. 42: Paketverteilung des Simulationsszenarios: “Das Spektrum wird effizient ge-
nutzt“
Abb. 43: Perzentil 95 der U¨bertragungszeit im Simulationsszenario: “Das Spektrum
wird effizient genutzt“
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In Abbildung 43 wird das Perzentil 95 der U¨bertragungszeit fu¨r die einzelnen Verbin-
dungen dargestellt. Dieses befindet sich in einem Bereich zwischen 15 und 30 ms. Auch in
diesem Diagramm ist kein Unterschied zwischen den unterschiedlichen Sendezeitabsta¨nden
und Medienbelegungsdauern auszumachen. Pakete mit kleiner Medienbelegungsdauer, die
einen wesentlichen Teil der Gesamtu¨bertragungszeit ausmacht, haben die gleiche U¨ber-
tragungszeit wie Pakete mit großer Medienbelegungszeit.
Der Umstand, dass 20 % der Pakete durch Interferenzen zersto¨rt werden, obwohl das Mo-
dell keine U¨bertragungswiederholungen entha¨lt und sich eine kleinere Medienbelegungs-
dauer nicht wesentlich auf die Gesamtu¨bertragungszeit auswirkt, weist nach, dass min-
destens von einem der in der EN 300 328 definierten Systeme (NFH-LB) das Spektrum
ineffizient genutzt wird. Die nachfolgenden Simulationsszenarien zeigen allerdings, dass




Alle Gera¨te teilen sich das Spektrum gleichma¨ßig
auf“
Beschreibung
In diesem Szenario soll die Anforderung an die EN 300 328 u¨berpru¨ft werden, ob alle
Gera¨te gleichma¨ßig das Spektrum untereinander aufteilen. Das bedeutet, dass Gera¨te mit
unterschiedlichem Zugriffsmechanismus sich gleichma¨ßig vom Medium zuru¨ckziehen sol-
len, wenn dieses u¨berlastet ist. Tabelle 9 listet die relevanten Parameter auf.
Die Simulationsumgebung besteht aus den vier Systemen NFH-NA, NFH-NLBT, NFH-
FB und NFH-LB. Alle Systeme bestehen aus jeweils vier Verbindungen. Die Medienbe-
legungszeit der Pakete und der Sendezeitabstand sind bei allen Systemen gleich groß.
Damit ergibt sich fu¨r alle Systeme die identische Kommunikationsanforderung von 25 %.
Das Medium wird mit einer Gesamtanforderung von 100 % erneut am Limit betrieben.
Die jeweilige periodische U¨bertragung wird zufa¨llig innerhalb der Dauer des Sendezeitab-
standes initialisiert. Jede Verbindung soll 10.000 Pakete u¨bertragen.
Ergebnisse
Das Diagramm in Abbildung 44 zeigt die Paketverteilung fu¨r das Simulationsszenario
“Alle Gera¨te teilen sich das Spektrum gleichma¨ßig auf“. Die Darstellung offenbart, dass
sa¨mtliche Pakete des NFH-NA Systems durch Interferenzen zersto¨rt werden. Die Ursache
dafu¨r ist, dass das Medium und die U¨bertragung nicht u¨berpru¨ft werden. Es wird einfach
gesendet unabha¨ngig vom mo¨glichen Kollisionsrisiko. Auch beim NFH-NLBT System ge-
hen anna¨hrend 100 % der Pakete verloren. Aber hier werden die Pakete verworfen, bevor
sie u¨bertragen werden. Die Ursache liegt in der Sperrung des Kanals fu¨r eine Sekunde,
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Tab. 9: Parameter des Simulationsszenarios: “Alle Gera¨te teilen sich das Spektrum
gleichma¨ßig auf“
System tonmax [ms] nCon tTImin [ms] tTI [ms] Req [%] Init [ms] Packets
NFH-NA 5 4 50 80 25% rand(tTI) 10.000
NFH-NLBT 5 4 5,05 80 25% rand(tTI) 10.000
NFH-FB 5 4 6,25 80 25% rand(tTI) 10.000
NFH-LB 5 4 5,33 80 25% rand(tTI) 10.000
100%
Abb. 44: Paketverteilung des Simulationsszenarios: “Alle Gera¨te teilen sich das
Spektrum gleichma¨ßig auf“
Abb. 45: Perzentil 95 der U¨bertragungszeit im Simulationsszenario: “Alle Gera¨te tei-
len sich das Spektrum gleichma¨ßig auf“
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wenn eine Interferenz bzw. Kollision aufgetreten ist. Die LBT basierten Systeme u¨bertra-
gen anna¨hrend 100 % ihrer Pakete. Nur eine NFH-FB Verbindung weist einen Großteil
an durch Interferenzen zersto¨rten Paketen auf. Die Ursache hierfu¨r liegt in der zeitlichen
U¨berlagerung dieser Verbindung mit einer NFH-NA Verbindung. Die NFH-NA Verbin-
dung kann die Belegung durch die NFH-FB Verbindung nicht erkennen. Dadurch startet
sie die U¨bertragung von Paketen, obwohl das Medium nicht frei ist. Paketkollisionen sind
die Folge.
Abbildung 45 stellt das Perzentil 95 der U¨bertragungszeit fu¨r die einzelnen Verbindungen
dar. In den Fa¨llen, in denen eine Verbindung kein einziges Paket u¨bertragen hat, ist kei-
ne blaue Sa¨ule dargestellt. Bei der vierten Verbindung des NFH-NLBT Systems tritt ein
Wert von fast einer Sekunde auf. Dieser ist auf die eine Sekunde Wartezeit zuru¨ckzufu¨h-
ren. Die LBT basierten Systeme bewegen sich im Bereich von etwa 10 ms. Nur die zweite
Verbindung des NFH-FB Systems, welche bereits eine große Zahl an Paketverlusten auf-
wies, zeigt einen Ausreißer in der U¨bertragungszeit.
Die Ergebnisse zeigen, dass wenn das Medium an der Grenze der U¨bertragungsfa¨higkeit
betrieben wird, die LBT basierten Systeme gegenu¨ber den NFH-NA und NFH-NLBT
basierten Systemen bevorzugt werden. Die unterschiedlichen Medienzugriffsmechanismen
ziehen sich nicht gleichma¨ßig vom Medium zuru¨ck. Aus diesem Grund wurde die The-
se “Alle Gera¨te teilen sich das Spektrum gleichma¨ßig auf“ widerlegt. Allerdings muss
auch festgehalten werden, dass die These gu¨ltig ist, wenn das Medium unterhalb seiner
Leistungsgrenze betrieben wird. Ein separates Simulationsszenario zum Beweisen dieser





In diesem Szenario wurde das Medium bewusst und sehr stark u¨berlastet, um zu u¨berpru¨-
fen, wie sich die einzelnen Medienzugriffsverfahren in dieser Extremsituation verhalten.
Tabelle 10 listet die relevanten Parameter auf.
Die Simulationsumgebung besteht erneut aus den vier unterschiedlichen Systemen: NFH-
NA, NFH-NLBT, NFH-FB und NFH-LB. Alle Systeme umfassen vier Verbindungen. Die
Verbindungen unterscheiden sich in ihrer Paketla¨nge tonmax sowie ihrem Sendezeitabstand
tTI und damit auch in ihrer Kommunikationsanforderung. Die Gesamtkommunikationsan-
forderung liegt bei 315 % und betra¨gt damit mehr als das Dreifache der mo¨glichen U¨ber-
tragungsfa¨higkeit des Mediums. Die Paketanzahl wurden zur Sicherstellung einer gleichen
Simulationsdauer aller Pakete entsprechend angepasst. Die Initialisierung der periodischen
U¨bertragung ist zufa¨llig.
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Tab. 10: Parameter des Simulationsszenarios: “Instabilita¨t“
System tonmax [ms] nCon tTImin [ms] tTI [ms] Req [%] Init [ms] Packets
NFH-NA 5 4 50 50 40% rand(tTI) 16.020
NFH-NLBT 40 4 40,05 160,2 100% rand(tTI) 5.000
NFH-FB 10 4 12,5 50 80% rand(tTI) 16.020
NFH-LB 7 4 7,33 29,32 95% rand(tTI) 27.320
315%
Ergebnisse
Abb. 46: Paketverteilung des Simulationsszenarios: “Instabilita¨t“
Abbildung 46 zeigt fu¨r die Paketverteilung ein a¨hnliches Verhalten wie schon das vorherige
Szenario. Das NFH-NA und das NFH-NLBT System haben kaum bzw. keine korrekten
U¨bertragungen. Nur die LBT basierten Systeme schaffen es, einen Teil der Pakete kor-
rekt zu u¨bertragen. Allerdings ist die Anzahl deutlich geringer als bei nur 100 % Gesamt-
kommunikationsanforderung. Ein besonderes Verhalten zeigt das NFH-FB System. Einige
Verbindungen u¨bertragen keine Pakete korrekt und die anderen u¨bertragen bis zu 70 %
der Pakete fehlerfrei.
Auch das Diagramm in Abbildung 47 a¨hnelt in gewisser Weise dem vorherigen Simulati-
onsszenario. Beim NFH-NLBT existiert erneut die markante Grenze bei einer Sekunde.
Das Perzentil 95 der U¨bertragungszeiten der Verbindungen des NFH-LB Systems sind
ho¨her als im vorherigen Szenario, allerdings erneut gleichgroß. Besonderheiten zeigen sich
bei dem NFH-FB System. Hier schwanken die U¨bertragungszeiten zwischen 200 ms und
40 s.
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Abb. 47: Perzentil 95 der U¨bertragungszeit im Simulationsszenario: “Instabilita¨t“
Die Ursache fu¨r das besondere Verhalten des NFH-FB Systems liegt in der zufa¨lligen In-
itialisierung und in der anschließenden periodischen U¨bertragung. So ist es mo¨glich, dass
eine NFH-NA Verbindung jedes Mal, wenn das NFH-FB seinen CCA Check durchfu¨hrt,
das Medium belegt. Dadurch kann die nachfolgende Fixed Frame Period nicht zur U¨ber-
tragung genutzt werden und das entsprechende Paket wird verzo¨gert und zuru¨ckgehalten.
In einem anderen Fall kann es passieren, dass das Medium bei jedem CCA Check frei ist.
Fu¨r die industrielle Automation bedeutet das allerdings, dass die Systeme nicht jeden Tag
dasselbe Verhalten aufweisen. Nach einem Neustart eines Systems kann dieses ganz an-
ders agieren als zuvor. Dies ist schon ein Beispiel fu¨r ein unvorhersagbares Zeitverhalten,





Im letzten Szenario wird untersucht, wie sich ein NFH-NA und ein NFH-LB bei einem
Interferer, der Pakete als Burst u¨bertra¨gt, verhalten. Tabelle 10 listet die relevanten Pa-
rameter auf.
NFH-NA und NFH-LB besitzen jeweils 4 Verbindungen. Die Medienbelegungszeit, der
Sendezeitabstand und die Paketanzahl sind unterschiedlich. Das NFH-NA erzeugt eine
Kommunikationsanforderung von 25 %. Die Verbindungen des NFH-NA Systems werden
in einem Abstand von 20 ms gestaffelt initialisiert, so dass das Medium alle 20 ms fu¨r 5 ms
belegt ist. Das NFH-LB System erzeugt eine Kommunikationsanforderung von 100 %. Da-
mit ergibt sich ohne Interferer eine Gesamtkommunikationsanforderung von 125 %. Die
Initialisierung des NFH-LB erfolgt zufa¨llig innerhalb der Gro¨ße des Sendezeitabstandes.
Der Wert fu¨r q betra¨gt 32.
Der Interferer besteht aus einer Verbindung, die nach Ablauf der halben Simulationszeit
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Tab. 11: Parameter des Simulationsszenarios: “Unvorhersagbares Zeitverhalten“
System q tonmax [ms] nCon tTI [ms] Req [%] Init [ms] Packets
NFH-NA - 5 4 80 25% 0/20/40/60 ms 1.000
NFH-LB 32 7 4 28 100% rand(tTI) 2.858
Intf., LB 4 7 1 Burst - 39200 ms 200
125%
200 Pakete an einem Stu¨ck u¨bertragen soll. Dabei handelt es sich um ein weiteres NFH-LB
System. Der Wert von q liegt bei 4. Dadurch hat der Interferer eine ho¨here Priorita¨t als
das bereits existierende NFH-LB System, da die Wartezeiten durch ein ECCA deutlich
reduziert sind.
Ergebnisse
Abb. 48: U¨bertragungszeiten im Simulationsszenario “Unvorhersagbares Zeitverhal-
ten“ im ungesto¨rten Fall
Abbildung 48 zeigt die U¨bertragungszeiten der einzelnen Pakete einer Verbindung (schwar-
ze Rechtecke). Die U¨bertragungszeiten werden fu¨r korrekte Telegramme und Pakete mit
Interferenzen aufgetragen. Fu¨r verworfene Pakete existiert kein Wert fu¨r die U¨bertra-
gungszeit. Korrekte Pakete sind gru¨n hinterlegt. Verworfene Pakete oder Telegramme mit
Interferenzen haben einen roten Hintergrund. Abbildung 48 zeigt das U¨bertragungsver-
halten im ungesto¨rten Fall. Verworfene Pakete treten sehr selten auf. Korrekt u¨bertragene
Pakete und Pakete mit Interferenzen sind in etwa gleichma¨ßig verteilt. Die U¨bertragungs-
zeiten sind kleiner als 150 ms.
Das Diagramm in Abbildung 49 zeigt das U¨bertragungsverhalten wa¨hrend des Bursts. Es
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Abb. 49: U¨bertragungszeiten im Simulationsszenario “Unvorhersagbares Zeitverhal-
ten“ im gesto¨rten Fall
werden deutlich mehr Pakete verworfen. Die Werte der U¨bertragungszeiten steigen bis
auf 200 ms an. Nur vereinzelte Pakete werden korrekt u¨bertragen. Der Rest wird durch
Interferenzen zersto¨rt.
Dieses Simulationsszenario veranschaulicht deutlich, dass das Zeit- und Fehlerverhalten
besonders von LBT basierten Systemen nicht vorhersagbar ist. Nur ein einzelner Sto¨rer
hat riesige Auswirkungen auf die U¨bertragung. Die Anforderungen der Automatisierungs-
applikation ko¨nnen dadurch unter Umsta¨nden nicht mehr eingehalten werden.
6.5.6 Zusammenfassung
Die ausgewa¨hlten Simulationsszenarien haben gezeigt, dass die Anforderungen an die
EN 300 328 nicht erfu¨llt werden. Das Spektrum wird nicht effizient genutzt. Zudem ko¨n-
nen einige Medienzugriffsverfahren das Spektrum in einem gro¨ßeren Ausmaß verwenden
als andere.
Die Szenarien haben zusa¨tzliche Ergebnisse bezu¨glich der Anforderungen der industriellen
Automation geliefert. NFH-FB Systeme besitzen eine hohe Abha¨ngigkeit gegenu¨ber den
Anfangsbedingungen bzw. der Initialisierung. Gera¨te mit einen NFH-LB Zugriffsmecha-
nismus weisen unter Umsta¨nden ein unvorhersehbares Zeitverhalten auf. Ein Kommuni-
kationssystem mit den genannten Eigenschaften ist fu¨r die industrielle Automation nicht
zula¨ssig.
Das grundlegende Problem der EN 300 328 ist, dass Koexistenz aus der Gera¨tesicht er-
reicht werden soll. Dieser Ansatz zeichnet sich durch einen geringeren Aufwand bei der
Umsetzung aus, fu¨hrt allerdings zu einer ineffizienten Nutzung und zu einer ungerechten
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Aufteilung des Mediums.
Hieraus muss die Schlussfolgerung gezogen werden, dass ein zentraler Ansatz mit einer
entsprechenden Koexistenzplanung geeigneter ist. Dabei kommt auch der Einsatz eines
Koexistenzmanagers zum Tragen. Die einzelnen Frequenznutzer ko¨nnen optimal u¨ber das
Spektrum verteilt werden. Notwendige Absta¨nde im Zeit- und Frequenzbereich sind plan-
und umsetzbar. Kollisionen werden vermieden. Auch die Anforderungen der jeweiligen Ap-
plikationen ko¨nnen beru¨cksichtigt werden. Mit dem Ansatz des Koexistenzmanagments
wird das Spektrum effizient genutzt und fair aufgeteilt. Die Spezifikation IEC 62657-2
([8]) beschreibt das Koexistenzmanagement in der industriellen Automation im Detail.
Weitere Simulationsergebnisse pra¨sentiert [71].
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7 Medienzugriffsmechanismen fu¨r die industrielle
Automation
7.1 Allgemein
Da die Simulationsergebnisse in Abschnitt 6.5 gezeigt haben, dass die in der EN 300 328
definierten Medienzugriffsmechanismen fu¨r einen Einsatz in der industriellen Automation
ungeeignet sind, werden in diesem Abschnitt zwei Medienzugriffsmechanismen untersucht,
die den Anspruch haben, ein fu¨r die industrielle Automation notwendiges Zeit- und Feh-
lerverhalten zu gewa¨hrleisten. Der erste Ansatz ist MS-Aloha. Dieser stammt aus dem
Bereich der Car-to-Car und Car-to-X Kommunikation. Die Anforderungen aus diesem
Bereich a¨hneln denen der industriellen Automation. Im zweiten Fall handelt es sich um
einen auf DECT basierten Ansatz, welcher vom Autor spezifiziert wurde. Bei diesem An-
satz wurde DECT um einige Funktionalita¨ten erweitert.
7.2 MS-Aloha
7.2.1 Funktionsweise
MS-Aloha (Mobile Slotted Aloha) wurde fu¨r die Kommunikation zwischen sich bewe-
genden Sendern und Empfa¨ngern entwickelt. Der prima¨re Anwendungsfall sind VANETs
(Vehicular Ad Hoc Networks). MS-Aloha ist verbindungsorientiert und dezentralisiert. Es
gibt keinen zentralen Koordinator, sodass ein Ad-hoc-Verhalten zum Tragen kommt.
Das zur U¨bertragung verwendete Medium wird in Zeitschlitze (Slots) unterteilt, sodass
eine Synchronisierung zwischen den Teilnehmern notwendig ist (siehe Abbildung 50). Der
sich zyklisch wiederholende Zeitrahmen, bestehend aus einer festgelegten Anzahl an Slots
gleicher La¨nge, wird als Frame bezeichnet. Die Synchronisierung auf diesen Zeitrahmen ist
erforderlich, damit jeder Teilnehmer zu jeder Zeit genau bestimmen kann, welche Position
in der Framestruktur aktuell vorliegt.
Abb. 50: Aufbau der MS-Aloha-Framestruktur
Die Information u¨ber den Status der einzelnen Slots (frei - gru¨n, belegt - gelb, Kollision -
rot) wird mit jedem u¨bertragenen Paket bekannt gegeben. Der Bereich der Slotzustands-
informationen wird als
”
Frame Information Structure“ (FI) bezeichnet. Mit Hilfe der im
FI enthaltenen Informationen, welche von jedem Teilnehmer empfangen werden, wird das
- 98 -
7 Medienzugriffsmechanismen fu¨r die industrielle Automation
Hidden-Node-Problem beseitigt. Dieses Problem ist beispielsweise bei WLAN existent.
In der Reservierungsphase wirbt jeder sendewillige Teilnehmer um einen freien Slot. Die
Wahl des Slots wird dabei durch die Abtastung des Mediums und durch die empfangenen
FIs bestimmt. Ein Sendevorgang gilt automatisch als Reservierung des gleichen Slots fu¨r
den na¨chsten Frame, sodass dieser vom selben Teilnehmer erneut verwendet werden kann.
Findet in einem Slot keine U¨bertragung statt, wird dieser wieder als frei gekennzeichnet.
Wenn eine Kollision in einem Slot erkannt wurde, mu¨ssen sich die betroffenen Teilnehmer
einen neuen Slot suchen.
Zur Modellvereinfachung wird idealerweise angenommen, dass die Slotzuweisung zu jedem
Frameanfang erfolgt. Dabei wird auch ausgeschlossen, dass mehrere Teilnehmer denselben
Slot reservieren.
Die Verwendung eines spezifischen PHY ist bei MS-Aloha nicht vorgegeben. Es wird al-
lerdings der PHY der IEEE 802.11p empfohlen, da dies die Funkspezifikation fu¨r die
Car-to-Car-Kommunikation ist.
MS-Aloha ist in der ETSI TR 102 861 ([82]) und der TR 102 862 ([83]) spezifiziert.
7.2.2 Modellbeschreibung
Systemmodell
Das Systemmodell besteht aus einem Modul fu¨r ein Funksystem, welches entsprechend
dem MS-Aloha-Medienzugriffsverfahren arbeitet. Der Unterschied zu den bisherigen Mo-
dellen ist, dass mit einem Petri-Netz-Modul gleichzeitig zehn Verbindungen realisiert
werden. Den Ausgangspunkt dafu¨r bilden Marken, denen unterschiedliche Eigenschaf-
ten zugewiesen werden. Außerdem sind den Marken feste Zeitwerte zugewiesen, auf deren
Grundlage das Schalten von Transitionen ausgelo¨st werden kann. Im Systemmodell exis-
tiert auch ein Modul zur Nachbildung eines Sto¨rers. Wieder sind die relevanten Module
u¨ber den Platz
”
Medium“ miteinander verbunden. Auf diesem findet auch die gegenseitige
Beeinflussung statt. Die Transition
”
Interferenz-Check“ ermittelt mithilfe spezieller Funk-
tionen die Kollision zweier Pakete. Abbildung 51 zeigt das mit kolorierten Petri-Netzen
umgesetzte Systemmodell.
Abb. 51: Hauptnetz MS-Aloha
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Application Layer
Abb. 52: Application Layer fu¨r MS-Aloha
Der in Abbildung 52 dargestellte Application Layer dient der Generierung und spa¨teren
Auswertung von Paketen. Es existiert fu¨r jede Verbindung eine Marke mit einer zufa¨l-
ligen Initialisierungszeit. Nach Erreichen der individuellen Initialisierungszeit wird ein
Paket generiert. Gleichzeitig wird eine Marke erzeugt, die nach Ablauf des Sendezeitab-
standes die Generierung eines weiteren Paketes auslo¨st. Die U¨bertragung der Pakete an
den DLL findet u¨ber den Platz
”
Packet in“ statt. Die Auswertung des Status und der
Kenngro¨ßen der Pakete sowie die Aufzeichnung der Simulationsergebnisse mit Hilfe von
Monitor-Funktionen ist nicht in Abbildung 52 dargestellt.
Data Link Layer
Der Data Link Layer dient als Bru¨cke zwischen der Paketerzeugung und der U¨bertra-
gung u¨ber das Medium. In Abbildung 53 ist er grafisch dargestellt. Es befinden sich im
Petri-Netz des DLLs drei zusa¨tzliche Subtransitionen, die jeweils ein weiteres Petri-Netz
verbergen. Wird ein Paket zum DLL u¨bertragen, so muss zuerst ein entsprechender Slot
zugewiesen werden. Die Zuweisung u¨bernimmt die Subtransition
”
Slots“. Dabei ergreift
ein ankommendes Paket einen freien Slot, sofern ein solcher vorhanden ist. Die Auswahl
aus den freien Slots erfolgt zufa¨llig. Wenn ein Slot aus der Liste der freien entwendet
wurde, so ist dieser Slot des Frames fu¨r den jeweiligen Knoten reserviert. Im Fall, dass ein
Slot fu¨r einen Knoten reserviert ist und dieser ein weiteres Paket u¨bertragen mo¨chte, so
darf die Marke dieses Paketes ohne eine erneute Reservierung die Subtransition passieren.
Die Pakete werden in den Buffer des DLLs geleitet. Der Buffer besitzt nur Platz fu¨r ein
Paket jeder Verbindung. Befindet sich von einem Knoten bereits ein Paket im Buffer und
sendet dieser ein neues Paket, so wird das a¨ltere der beiden verworfen.
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Abb. 53: Data Link Layer fu¨r MS-Aloha
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Wenn sich am Ende des Frames noch Pakete im Buffer befinden, so wird fu¨r den Sender
der gewa¨hlte Sendeslot auch fu¨r den na¨chsten Frame reserviert. Slots, die nicht fu¨r den
na¨chsten Frame belegt sind, werden wieder freigegeben. Die Steuerung u¨ber die Freigabe
der Slots u¨bernimmt die Subtransition
”
Slotcheck“, in welcher auch der Slotkreislauf des
Funkmodells umgesetzt ist.
Stimmen Slotnummer im Paket und Slotnummer aus dem Kreislaufmechanismus u¨berein,
so darf das Paket an den Physical Layer weitergegeben werden. Dort wird das Paket auf
das Medium gelegt und auf Interferenz hin u¨berpru¨ft. Im Anschluss wird das gepru¨fte
Paket wieder an den DLL u¨bergeben. Die Subtransition
”
Check“ ku¨mmert sich um die





False“ sein. Bei Interferenz wird das Paket einmalig wiederholt
und bei nochmaliger Interferenz als zersto¨rt betrachtet. Zersto¨rte, korrekt u¨bertragene
und verworfene Pakete werden an den Application Layer zuru¨ckgegeben.
Physical Layer
Der Physical Layer legt die zu u¨bertragenden Pakete auf das Medium. Diese verbleiben
dort, bis die Medienbelegungsdauer erreicht ist. Als Modell dient das bereits eingefu¨hrte.
Sto¨rer
Das Netz des Sto¨rers la¨sst sich als Erweiterung des Physical Layers beschreiben. Hier wird
ein und dasselbe Paket wiederholt auf das Medium gelegt. Die Frequenz, die Medienbele-
gungsdauer und die Pausenzeit ko¨nnen individuell angepasst werden. Abbildung 54 zeigt
das Netz des Sto¨rers.
7.2.3 Simulationen
Fu¨r die Simulation wird angenommen, dass ein MS-Aloha-System aus zehn Verbindungen
besteht und fu¨r jede Verbindung Datenpakete im Abstand von 16 ms generiert werden.
Die zehn Verbindungen werden durch Marken mit unterschiedlichen Verbindungsnum-
mern in nur einem Petri-Netz-Verbindungsmodell erzeugt. Die Initialisierungszeit ist fu¨r
alle Verbindungen innerhalb des Sendezeitabstandes zufa¨llig. Jeder Knoten sendet 1.000
Datenpakete. Die Medienbelegungszeit betra¨gt fu¨r jeden Slot 700 µs und weitere 300 µs
dienen als Gap. Fu¨r die Slotla¨nge ergibt sich dadurch eine Zeit von 1000 µs. Ein Frame
umfasst zehn solcher Slots. Bei der Erkennung von Kollisionen wird das betroffene Paket
einmalig in einem der folgenden freien Slots, welcher zufa¨llig bestimmt wird, wiederholt.
Wird ein bereits kollidiertes Paket nochmal einer Interferenz ausgesetzt, so gilt dieses als
zersto¨rt. Sollte fu¨r eine Verbindung ein neues Paket generiert werden, obwohl sich noch
ein Paket dieser Verbindung im Buffer befindet, wird das veraltete verworfen.
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Abb. 54: Sto¨rer
Der Sto¨rer repra¨sentiert einen weiteren unabha¨ngigen Funkteilnehmer mit fester Frequenz.
Der Sendezeitabstand der Sto¨rpakete entspricht den bei PROFINET u¨blichen und in der
Automatisierungstechnik ha¨ufig angewendeten 4, 8, 16, 32 und 64 ms. Auch beim Sto¨rer
ist die Medienbelegungszeit 700 µs. Die Initialisierung erfolgt zufa¨llig. Dadurch sendet der
Sto¨rer asynchron zum eigentlichen Nutzdatensystem.
Abbildung 55 zeigt den Status der u¨bertragenen Nutzdatenpakete fu¨r unterschiedliche
Sendezeitabsta¨nde des Sto¨rers. Selbst im ungesto¨rten Fall werden bei der gewa¨hlten Kon-
figuration nicht alle Pakete fehlerfrei u¨bertragen. Mit kleiner werdendem Sendezeitabstand
des Sto¨rers nimmt der Anteil an zersto¨rten und verworfenen Paketen zu. Allerdings werden
auch bei einem Sendezeitabstand von 4 ms mehr als 86 % der Pakete korrekt u¨bertragen.
MS-Aloha weist damit ein sehr robustes Verhalten auf.
Abbildung 56 zeigt die Verteilung der U¨bertragungszeit des Nutzsystems fu¨r unterschied-
liche Sendezeitabsta¨nde des Sto¨rers und im ungesto¨rten Fall. Die Mehrheit der Pakete
befindet sich im Bereich unter 17 ms. Die Verteilung a¨hnelt einem Dreiecksverlauf, wobei
dieser mit kleiner werdendem Sendezeitabstand des Sto¨rers verformt wird. Je kleiner der
Sendezeitabstand des Sto¨rers ist, desto mehr Nutzdatenpakete weisen eine gro¨ßere U¨ber-
tragungszeit auf. Fu¨r einige Anwendungsfa¨lle der industriellen Automation u¨berschreiten
die ermittelten U¨bertragungszeiten das maximal zula¨ssige Zeitlimit.
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Abb. 55: Paketverteilung fu¨r MS-Aloha mit und ohne Sto¨rer
Abb. 56: Verteilung der U¨bertragungszeit fu¨r MS-Aloha mit und ohne Sto¨rer
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Die Simulationsergebnisse zeigen, dass MS-Aloha sehr robust gegenu¨ber Sto¨rern ist. Die
gewa¨hlte Konfiguration weist ein nicht optimales Zeitverhalten auf. Ein weiterer Nach-
teil von MS-Aloha ist, dass bei einem schmalbandigen Sto¨rer nicht in einen alternativen
Frequenzkanal gewechselt werden kann. Obwohl Interferenzen erkannt wurden, ko¨nnen
weitere Kollisionen bestenfalls zeitma¨ßig vermieden werden. Bei einem kontinuierlichen
Sto¨rer wu¨rde es allerdings zu einer permanenten Beeintra¨chtigung der U¨bertragung kom-
men.
7.3 Neuer Ansatz fu¨r die IA
7.3.1 Herleitung der Funktionsweise
Der neue Ansatz fu¨r einen Medienzugriffsmechanismus der IA verwendet als Aus-
gangspunkt DECT (Digital Enhanced Cordless Telecommunications). DECT ist in der
EN 300 175 spezifiziert. Fu¨r den Medienzugriff sind die Teile 1 bis 3 relevant ([86], [87],
[88]). DECT wird zur digitalen, schnurlosen Telekommunikation verwendet. Ein Frequenz-
band zwischen 1,88 und 1,9 GHz ist eigens fu¨r DECT vorgesehen. In diesem Frequenzband
sind zehn Kana¨le definiert. DECT besitzt wie MS-Aloha eine Framestruktur bestehend
aus Slots. Diese Slots sind allerdings nicht nur festen Zeiten zugeordnet, sondern auch
festen Frequenzkana¨len. Bei DECT wird in Fixed Terminal (FT) und Portable Terminal
(PT) unterschieden. FT entspricht dabei einer Basisstation und PT den angebundenen
Clients. DECT ist ein verbindungsorientiertes Protokoll. Bei einem Verbindungsaufbau
wird fu¨r die Dauer eines Frames DFS (Dynamic Frequency Selection) durchgefu¨hrt. Mit
DFS wird fu¨r jeden Slot u¨berpru¨ft, welcher Kanal das niedrigste Interferenzlevel besitzt.
Dieser Kanal wird dann dem Slot fest zugewiesen. Abbildung 57 zeigt die Zuordnung
von Kana¨len und Teilnehmern zu Slots. Die erste Ha¨lfte der Slots eines Frames dient der
U¨bertragungsrichtung von den PTs zu dem FT (Uplink). In der zweiten Ha¨lfte wird die
entgegengesetzte Richtung realisiert (Downlink). Die Zuweisung von Frequenzkana¨len und
Teilnehmern zu Slots ist statisch.
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Abb. 57: Slotzuweisung bei DECT ([61])
Den Wechsel vom verbindungsorientierten zum paketorientierten Protokoll erreicht
CLDPS (Connectionless DECT Packet Service) von der Firma Ho¨ft & Wessels ([61]). Bei
CLDPS wird die feste Aufteilung in Up- und Downlink beseitigt. Auch die statische Zu-
weisung von Teilnehmern zu Slots wird aufgehoben (siehe Abbildung 58). Die Teilnehmer
ko¨nnen die Slots eines Systems flexibel nutzen, auch innerhalb eines Frames. Der Nachteil
an CLDPS ist, dass die Zuweisung von Frequenzkana¨len zu Slots weiterhin statisch ist.
Abb. 58: Slotzuweisung bei CLDPS ([61])
Wie die Untersuchungen an der EN 300 328 (siehe Kapitel 6) und deren Gera¨tesicht gezeigt
haben, ist ein Systemansatz fu¨r ein Medienzugriffsverfahren der IA notwendig. So sollen
bei dem Ansatz fu¨r die IA die einzelnen Slots nicht nur fu¨r einzelne Teilnehmer, sondern
fu¨r sa¨mtliche Teilnehmer eines Systems verfu¨gbar sein. In diesem Zusammenhang meint
ein System die Menge an Teilnehmern eines Netzwerks. Zur Reduzierung der Kollisions-
gefahr sollen sich zusa¨tzlich die einzelnen Systeme zeitma¨ßig aufeinander synchronisieren.
Die Synchronisation ist Teil des Einschaltvorgangs, welcher in Abbildung 59 dargestellt ist.
Beim Einschaltvorgang wird das Band als erstes auf vorhandene Systeme gescannt. Wird
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Abb. 59: Einschaltvorgang
ein anderes System erkannt, wird sich durch Ermittlung des Paketanfangs auf die zeit-
liche Slotstruktur synchronisiert. Nun wird fu¨r die Dauer eines Frames DFS ausgefu¨hrt.
Dabei werden fu¨r jeden Slot die freien Frequenzkana¨le ermittelt. Aus den freien Kana¨len
wird dann zufa¨llig ein Kanal fu¨r den jeweiligen Slot ausgewa¨hlt und zugewiesen. Hierbei
besteht die Gefahr, dass die vorhandenen Systeme nicht in jedem Slot Pakete u¨bertragen.
In diesem Fall kann ein hinzukommendes System fu¨r einen Slot einen bereits reservierten
Kanal auswa¨hlen, wodurch Paketkollisionen entstehen. Nach Abschluss des Scanvorgangs
fu¨r die Dauer eines Frames und der damit verbundenen Zuweisung von Kana¨len zu Slots
beginnt die Nutzdatenu¨bertragung.
Abb. 60: Verhalten bei Kollision
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Abbildung 60 zeigt das Verhalten beim Auftreten einer Paketkollision. Bei einer Paket-
kollision und deren Erkennung durch die betroffenen Systeme wird mit einer Wahrschein-
lichkeit von 50 % fu¨r diesen Slot ein anderer freier Kanal gewa¨hlt. Um die Liste der freien
Kana¨le aktuell zu halten, scannen die Gera¨te eines Systems, die in einem Slot nicht senden
oder empfangen, das Frequenzband auf freie Kana¨le. Die Liste wird unter den Teilnehmern
des Systems verbreitet.
7.3.2 Modellbeschreibung
Der Modellansatz ist identisch zu dem von MS-Aloha. Auch der Aufbau des Application
und Physical Layer ist gleichgeblieben. Einige wenige A¨nderungen sind beim DLL von
No¨ten. Ebenfalls ist die Implementierung eines Modules fu¨r die Kanalzuordnung notwen-
dig geworden.
Im DLL existiert neben dem Buffer ein Mechanismus zur Realisierung des Slotkreislaufes.
Ein Paket wird nur dann gesendet, wenn ein freier Slot zur Verfu¨gung steht. Pro Slot kann
nur ein Paket gesendet werden. Es gilt das FIFO-Prinzip. Der DLL weist jedem Slot den
aktuell gu¨ltigen Kanal aus der Frequenzliste zu. Die Frequenzliste wird von dem Kanalzu-
ordnungsmodul bereitgestellt und fortlaufend aktualisiert. Steht ein Slot zur Verfu¨gung,
kann das Paket an den PHY u¨bergeben werden, in welchem der Medienzugriff stattfindet.
Ein vom Physical Layer zuru¨ckgegebenes Paket wird auf Interferenzen u¨berpru¨ft und ge-
gebenenfalls einmal wiederholt.
Der DLL bietet ebenfalls die Mo¨glichkeit zur Erzeugung von Beacons. Dieser Modellbe-
standteil ist zur Synchronisation der einzelnen Systeme auf die gemeinsame Framestruktur
notwendig. Ein Beacon wird von jedem System einmal in jedem Frame ausgesendet.
Das Kanalzuordnungsmodul, welches in Abbildung 61 dargestellt ist, dient der Erzeugung
und Bearbeitung der bereits erwa¨hnten Frequenzliste. Bevor ein Knoten mit der U¨bertra-
gung von Paketen beginnt, muss zuvor eine Liste mit Frequenzkana¨len aufgebaut werden
(Transition
”
Add Freq“ und Platz
”
Gen Frequencies“). Die Listenla¨nge ist dabei gleich
der Anzahl der verwendeten Slots. Jedem Slot wird ein eigener, zufa¨lliger Frequenzka-
nal zugewiesen. Die Liste wird dem DLL zur Verfu¨gung gestellt. Jedem Slot kann so der
passende Frequenzkanal herausgesucht und zugewiesen werden. Im unteren Teil der Ab-
bildung wird bei jedem Slot des Frames das Medium abgetastet (Transition
”
Check Free





Update Free Channels“). Sollte es zu einer Kollision zweier Pa-
kete kommen, so wird mit einer Wahrscheinlichkeit von 50 % der genutzte Frequenzkanal
fu¨r diesen Slot gewechselt (Transition
”
Maybe Delete“ und Transition
”
full“). Der neue
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Fu¨r das System sind zwei verschiedene Modi vorgesehen:
• Zufa¨llige Generierung der Frequenzliste ohne vorherige Analyse der Medienbelegung
(ohne Initialisierungszeit)
• Zufa¨llige Generierung der Frequenzliste auf Grundlage einer vorherigen Analyse der
Medienbelegung (mit Initialisierungszeit)
Die Auswahl wird in der Subtransition
”





Fu¨r den erstgenannten Modus wird dem Platz
”
START“ keine Initialmarke zugeordnet.
Stattdessen schaltet die Transition
”
First“ zum Zeitpunkt Null. Als Konsequenz wird
im Petri-Netz des Kanalzuordnungsmoduls die Transition
”
Add Freq“ wiederholt akti-
viert und geschaltet, solange bis eine zufa¨llige Frequenzliste vorgegebener La¨nge generiert
worden ist. Nach erfolgreicher Fertigstellung beginnt die Verbindung umgehend mit der
Erzeugung von Datenpaketen.
Fu¨r die Auswahl des zweiten Modus wird eine Initialmarke auf den Platz
”
START“ gelegt.
Diese Marke hat zur Folge, dass fu¨r die jeweilige Verbindung eine zufa¨llige Initialisierungs-
zeit festgelegt wird. Nach deren Ablauf beginnt die Verbindung mit der Beobachtung des
Mediums. Sollte innerhalb von 10 ms kein Paket auf das Medium gelegt worden sein,
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so wird eine zufa¨llige Frequenzliste erstellt und mit der Generierung von Datenpaketen
begonnen. Sollte bereits eine Verbindung aktiv sein, wird diese anhand der u¨bertragenen
Pakete erkannt. Die Entdeckung eines Paketes fu¨hrt zum Schalten der Transition
”
grab-
Slot“ und zur Weitergabe der im Paket enthaltenen aktuellen Slotnummer an den Platz
”
Slots“. Der Slot aus dem erkannten Paket gilt als Ausgangspunkt fu¨r die U¨berpru¨fung der
Belegung der nachfolgenden Slots. Dabei wird fu¨r jeden Slot untersucht, welche Kana¨le
unbelegt sind. Aus der Menge der freien Kana¨le wird zufa¨llig einer ausgewa¨hlt und in die
Frequenzliste geschrieben. Die U¨berpru¨fung endet nach der Dauer eines Frames. Daraufhin
wird die Erzeugung von Datenpaketen freigegeben.
7.3.3 Simulation
Im APPL werden fu¨r zehn Verbindungen eines einzelnen Systems Datenpakete generiert.
Zu Beginn wird von jeder Verbindung eine zufa¨llige Initialisierungszeit abgewartet. Die
Initialisierungszeit liegt dabei in einem Bereich zwischen Null und dem gewa¨hlten Sen-
dezeitabstand. Die Medienbelegungszeit betra¨gt fu¨r jeden Slot 700 µs und weitere 300 µs
dienen als Gap. Fu¨r die Slotla¨nge ergibt sich dadurch eine Zeit von 1000 µs. Ein Frame
umfasst zehn solcher Slots. Bei der Erkennung von Kollisionen wird das betroffene Paket
einmalig wiederholt. Dazu wird das zu wiederholende Paket an die letzte Stelle des Zwi-
schenspeichers gelegt. Nach der Zuweisung zu einem freien Slot wird das Paket auf das
Medium gelegt. Wird ein bereits kollidiertes Paket nochmal einer Interferenz ausgesetzt,
so gilt dieses als zersto¨rt. Sollte fu¨r eine Verbindung ein neues Paket generiert werden,
obwohl sich noch ein Paket dieser Verbindung im Buffer befindet, wird das veraltete
verworfen. In einem Simulationsszenario nutzen zehn Systeme gleichzeitig das Medium.
Jedes System kann bis zu zehn Kana¨le verwenden. Folgende Simulationsszenarien sollen
betrachtet werden:
• Einschwingverhalten fu¨r eine Initialisierung der Systeme innerhalb des Sendezeitab-
standes
• Einschwingverhalten fu¨r eine Initialisierung der Systeme innerhalb von 100 ms
• U¨bertragungszeitverhalten im eingeschwungenen Zustand
• Reaktion eines eingeschwungenen Systems auf einen schmalbandigen Sto¨rer
Im letzten Simulationsszenario wird der Sto¨rer zufa¨llig initialisiert. Der Sto¨rer weist eben-
falls eine Slotstruktur mit 700 µs Medienbelegungszeit und weiteren 300 µs als Gap-Zeit
auf. Kollisionen werden vom Sto¨rer nicht erkannt. Zudem sendet der Sto¨rer nur auf einem
Kanal und kann diesen auch nicht a¨ndern. Der Sendezeitabstand der Sto¨rpakete betra¨gt
zwischen 1 ms und 32 ms. Die Nutzdatensysteme verwenden zehn Kana¨le. Allerdings steht
noch ein 11. Kanal zum Ausweichen zur Verfu¨gung. Die Verbindungen der Nutzdatensys-
teme sind auf einen Sendezeitabstand von 10 ms fest eingestellt.
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Abb. 63: Kollisionsverteilung fu¨r eine zufa¨llige Initialisierungszeit innerhalb des
Sendezeitabstandes
Abbildung 63 stellt fu¨r jedes Frame die Anzahl an Paketkollisionen dar. Das Interval
fu¨r die Initialisierungszeit der Systeme entspricht dem eingestellten Sendezeitabstand der
Verbindungen. Fu¨r die zehn Systeme betragen die Sendezeitabsta¨nde der Verbindungen
32 ms, 16 ms oder 10 ms. Es ist zu erkennen, dass die Kollisionswahrscheinlichkeit inner-
halb eines Frames mit sinkendem Sendezeitabstand zunimmt. Durch den Wechsel eines
Kanals nach einer Kollision mit einer Wahrscheinlichkeit von 50 % schwingen sich die Sys-
teme selbststa¨ndig ein. Je kleiner der Sendezeitabstand ist, desto weniger Frames werden
beno¨tigt, damit der eingeschwungene Zustand erreicht wird. Fu¨r einen Sendezeitabstand
von 10 ms werden etwa 20 Frames beno¨tigt, fu¨r 16 ms ca. 65 und fu¨r 32 ms etwa 160.
Wenn sich die Systeme eingeschwungen haben, treten keine weiteren Kollisionen auf.
Abbildung 64 zeigt bei einem Initialisierungszeitinterval von 100 ms die Kollisionsvertei-
lung fu¨r unterschiedliche Sendezeitabsta¨nde. Auch in diesem Diagramm ist zu erkennen,
dass der eingeschwungene Zustand mit kleinerem Sendezeitabstand schneller erreicht wird.
Im Vergleich zu Abbildung 63 ist auch die Menge der Kollisionen geringer. Die Ursache
liegt in der geringeren Wahrscheinlichkeit, dass mehrere Systeme gleichzeitig das Medium
auf Belegung pru¨fen, bevor die U¨bertragung aktiviert wird.
Abbildung 65 zeigt die Verteilung der U¨bertragungszeit fu¨r unterschiedliche Sendezeitab-
sta¨nde im eingeschwungenen Zustand. Das Diagramm zeigt, dass die Pakete bei einem
gro¨ßeren Sendezeitabstand schneller u¨bertragen werden. Bei einem kleinen Sendezeitab-
stand ist die Wahrscheinlichkeit ho¨her, dass mehrere Pakete gleichzeitig im Buffer liegen.
Diese werden dann nacheinander gema¨ß des FIFO-Prinzips u¨bertragen. Die Pakete am
Ende der Warteschlange verweilen eine la¨ngere Zeit im Buffer.
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Abb. 64: Kollisionsverteilung fu¨r eine zufa¨llige Initialisierungszeit innerhalb von
100 ms
Abb. 65: Verteilung der U¨bertragungszeit in Abha¨ngigkeit von Sendezeitabstand
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Abb. 66: Kollisionsverteilung in Abha¨ngigkeit vom Sendezeitabstand eines schmal-
bandigen Sto¨rers
Abbildung 66 zeigt die Kollisionsverteilung von bereits eingeschwungenen Systemen in
Abha¨ngigkeit vom Sendezeitabstand eines schmalbandigen Sto¨rers. Auch hier ist zu erken-
nen, dass der neue stabile Zustand der Nutzdatensysteme umso schneller erreicht wird, je
kleiner der Sendezeitabstand des Sto¨rers ist. Die Abbildung verdeutlicht aber auch, dass
das Medienzugriffsverfahren dem Sto¨rer nach Erkennung der Kollisionen aus dem Weg
geht. Die Nutzdatensysteme wechseln auf einen Ausweichkanal. Der Kanal des Sto¨rers
wird nicht mehr verwendet. Im neuen eingeschwungenen Zustand treten keine weiteren
Kollisionen auf.
7.4 Zusammenfassung
Dieses Kapitel hat zwei neue Ansa¨tze fu¨r Medienzugriffsmechanismen der industriellen
Automation untersucht. Beide Verfahren verwenden TDMA als Grundlage. Als wesentli-
cher Unterschied zu den Zugriffsmechanismen der EN 300 328 wird der Zugriff nicht aus
Sicht der jeweiligen Gera¨te, sondern aus Systemsicht realisiert.
Mit MS-Aloha wurde ein Zugriffsmechanismus analysiert, welcher aus der Car-to-Car-
Kommunikation stammt. Diesem liegt ein dezentraler Ansatz zu Grunde. Die Simulati-
onsergebnisse fu¨r MS-Aloha haben gezeigt, dass sich das Zeit- und Fehlerverhalten fu¨r
solche industriellen Automatisierungsanwendungen eignet, die keine niedrigen Latenzen
beno¨tigen. Leider arbeitet MS-Aloha nur auf einem Kanal. Dieser wird auch nicht selbst-
sta¨ndig gewechselt, wenn beispielsweise ein schmalbandiger Sto¨rer denselben Kanal nutzt.
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Die Ergebnisse haben aber weiterhin gezeigt, dass MS-Aloha ein weitestgehend robustes
U¨bertragungsverhalten bei einem vorhandenen Sto¨rer aufweist. Ein Vorteil von MS-Aloha
ist die Vermeidung des Hidden-Node-Problems.
Des Weiteren wurde vom Autor in dieser Arbeit ein eigener Ansatz fu¨r ein Medienzugriffs-
verfahren entwickelt. Dieses verwendet als Ausgangspunkt den Zugriffsmechanismus von
DECT. Allerdings ist das neue Medienzugriffsverfahren nicht auf das Frequenzband von
DECT beschra¨nkt. Es nutzt mehrere Frequenzkana¨le, sodass mehrere Systeme parallel be-
trieben werden ko¨nnen. Im Falle eines schmalbandigen Sto¨rers wird der betroffene Kanal
gewechselt. Mit dem nachgewiesenen Zeit- und Fehlerverhalten eignet sich der vorgestellte
Ansatz ausgezeichnet fu¨r die industrielle Automation. Er ist allerdings stark idealisiert.
So wurde der Managementverkehr, welcher innerhalb eines Systems notwendig ist, bisher
nicht beru¨cksichtigt. Vor einem realen Einsatz sind noch eine Reihe weiterer Probleme zu
lo¨sen. Im Modell kann beispielsweise eine Verbindung zur U¨bertragung den na¨chstmo¨gli-
chen Slot verwenden, ohne eine vorherige Reservierung vornehmen zu mu¨ssen. Fu¨r eine
reale Umsetzung ko¨nnte mit einem CCA-Mechanismus, welcher nicht auf dem Energie-
sondern auf dem Codelevel arbeitet, eine unterschiedliche Priorisierung der Teilnehmer
in den verschiedenen Slots umgesetzt und so das Problem gelo¨st werden. Eine leichte
A¨nderung des Zeit- und Fehlerverhaltens wa¨re die Folge. Auch ko¨nnte das selbstentwi-
ckelte Medienzugriffsverfahren weiter verbessert werden. Zum Beispiel ko¨nnten in den
Beacons Informationen fu¨r die Slot-Kanal-Zuordnung eines Systems enthalten sein. Hin-
zukommende Systeme ko¨nnten diese Informationen bei der Generierung ihrer Sprungfolge
beru¨cksichtigen. Dadurch wird die Anzahl an Kollisionen weiter reduziert.
Eine gera¨tetechnische Umsetzung der beiden vorgestellten Ansa¨tze ist bei Verwendung
einer Software Defined Radio (SDR)-Platform mit relativ geringem Zeit- und Kostenauf-
wand mo¨glich.
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8 Untersuchung der Koexistenz zwischen WLAN
und WSAN-FA
8.1 Allgemein
Im Jahr 2012 wurde WSAN-FA (Wireless Sensor Actor Network - Factory Automati-
on) neben den fu¨r die drahtlose U¨bertragung von PROFINET-Telegrammen zugelassenen
WLAN und Bluetooth von der PROFIBUS-Nutzerorganisation (PNO) als Funkstandard
fu¨r die Fertigungsindustrie spezifiziert. Seine Abstammung findet diese Spezifikation fu¨r
die Fabrikautomation in WISA (Wireless Interface for Sensors and Actuators), eine Funk-
technologie, die von der Firma ABB entwickelt und in einen produktreifen Zustand u¨ber-
fu¨hrt wurde. WSAN-FA dient vor allem der drahtlosen Verbindung von Sensoren und
Aktoren mit einer Maschinensteuerung. Da in der Fertigungsindustrie die Sensorsignale
u¨berwiegend bina¨r sind, existiert bei WSAN-FA eine Begrenzung der Nutzdaten von 2
Byte. Dies ermo¨glicht WSAN-FA allerdings eine echtzeitfa¨hige U¨bertragung, wie sie bei-
spielsweise in einer Roboterzelle beno¨tigt wird. WSAN-FA basiert grundlegend auf dem
IEEE 802.15.1 Standard und ist damit sehr schmalbandig. Es nutzt wie Bluetooth Fre-
quenzhopping, wodurch eine gute Robustheit erzielt wird. WSAN-FA ist ein Vertreter der
TDMA-Systeme.
Anders als WSAN-FA besitzt WLAN Nachteile im Zeitverhalten, da es CSMA/CA als
Medienzugriffsverfahren verwendet. Bei CSMA/CA wird vor der U¨bertragung eines Da-
tenpaketes eine zufa¨llige Wartezeit generiert. Auch kann die U¨berpru¨fung auf ein freies
Medium mit CCA, welche wa¨hrend dieser Wartezeit durchgefu¨hrt wird, leicht durch ande-
re Funksysteme und -teilnehmer gesto¨rt werden. Eine fehlerfreie U¨bertragung innerhalb
einer vorhersagbaren maximalen Zeitdauer kann mit WLAN aus diesen Gru¨nden nicht
gewa¨hrleistet werden. WLAN ist damit ohne zusa¨tzliche Modifikationen durch die Her-
steller fu¨r eine echtzeitfa¨hige Kommunikation, wie sie von der industriellen Automation
gefordert wird, wenig geeignet.
In diesem Abschnitt sollen WSAN-FA und WLAN als Beispiele fu¨r reale Funksysteme, die
bereits in der industriellen Automation zur drahtlosen Kommunikation eingesetzt werden
(WSAN-FA in Form von WISA), modelliert und in ausgewa¨hlten Koexistenzszenarien
simuliert werden. Dabei werden TDMA und CSMA/CA als die vorherrschenden Medien-
zugriffsverfahren in einem direkten Vergleich bewertet. Bei WSAN-FA wird sich auf das
FH02-Frequenzsprungverfahren beschra¨nkt.
Die Inhalte dieses Kapitels stammen aus [50].
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8.2 Medienzugriffsverhalten
8.2.1 WSAN-FA
Ein WSAN-FA System besteht aus einer Basisstation (BS) und mindestens einem Sen-
sor/Aktor (SA). Die BS u¨bernimmt die Rolle des Masters und das SA-Gera¨t die des
Slaves. Eine Gruppe, die sich aus einer BS und den dazugeho¨rigen SA-Gera¨ten zusam-
mensetzt, bildet eine sogenannte Zelle. Eine U¨berlappung mehrerer WSAN-FA-Zellen und
damit die gemeinsame Nutzung des gleichen Frequenzbandes ist ebenfalls mo¨glich. Abbil-
dung 67 veranschaulicht den Aufbau und die ra¨umliche U¨berlappung grafisch.
Abb. 67: WSAN-FA-Zelle
Die U¨bertragungsrichtung von der BS zu den SA-Gera¨ten wird als Downlink und die
entgegengesetzte Richtung als Uplink bezeichnet (siehe Abbildung 68).
Abb. 68: Up- und Downlink
Innerhalb einer Zelle erha¨lt jedes SA-Gera¨t eine einmalige Adresse. Auf deren Grundlage
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erfolgt die Zuweisung zu Sendeslots. WSAN-FA nutzt als Medienzugriffsverfahren TDMA.
Dabei u¨bertragen die Teilnehmer die Pakete in ihren fest zugewiesenen Zeitschlitzen. Die
Datenu¨bertragung kann sowohl synchron als auch asynchron sein. Ein TDMA-Frame ist
2304 µs lang und wird zyklisch wiederholt. Es besteht aus 16 Slots mit doppelter La¨nge
(Doubleslots/Dslots) beziehungsweise 32 Slots mit einfacher La¨nge (Singleslots/Sslots).
Die Slots 0-14 bzw. 0-29 dienen der Datenu¨bertragung. Im Dslot 15 findet keine U¨ber-
tragung statt. Diese Sendepause dient stattdessen der Frequenza¨nderung des Downlink-
Frames. Fu¨r den Uplink existieren bis zu vier parallele Kana¨le. Jeder Uplink-Kanal be-
sitzt eine andere Frequenz. Jedes SA-Gera¨t ist einem dieser Kana¨le zugeordnet. Pro Zelle
gibt es nur einen Downlink-Kanal. Jede Zelle nutzt bis zu vier Uplink-Gruppen, wobei
jeder Uplink-Gruppe ein anderer Uplink-Kanal zugeordnet ist. Der korrekte Sendeslot ei-
nes SA-Gera¨tes ist abha¨ngig von der Uplink-Gruppe, welcher dieses Gera¨t zugeho¨rig ist.
Abbildung 69 zeigt die Zuweisung von Adressen zu Slots und Uplink-Gruppen. Diese Ab-
bildung gilt nur, wenn vier Uplink-Gruppen existieren. Auch die Zuweisung von Adressen
zu Slots des Downlinks wird dargestellt. Auf eine formale Herleitung bzw. Beschreibung
soll an dieser Stelle verzichtet werden.
Abb. 69: Slotzuweisung bei vier Uplink-Gruppen
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Der Physical Layer entspricht in seiner Charakteristik dem von Bluetooth (IEEE 802.15.1).
Die Bitrate betra¨gt 1 MBit/s. Es stehen 83 Kana¨le im 2,4 GHz-ISM-Band mit jeweils
1 MHz Bandbreite zur Verfu¨gung. Als Modulationsverfahren wird GFSK (Gaussian Fre-
quency Shift Keying) verwendet.
Die U¨bertragung im Downlink unterteilt sich in zwei Modi: Permanent- und Quiet-Down-
link. Bei den weiteren Untersuchungen wird sich auf den Permanent-Downlink beschra¨nkt.
Beim Permanent-Downlink werden kontinuierlich Telegramme gesendet. Wenn keine Da-
ten zum Senden anstehen, werden stattdessen Dummy-Telegramme u¨bertragen.
Im Gegensatz zum Downlink werden beim Uplink nur Pakete u¨bertragen, wenn auch
tatsa¨chlich Daten vorhanden sind. Zusa¨tzlich werden in bestimmten Zeitabsta¨nden IMA-
Telegramme (
”
I’m Alive“) gesendet, die der BS mitteilen, dass das entsprechende SA-Gera¨t
noch aktiv ist und kein Fehlerzustand vorliegt. IMA-Telegramme bestehen in der Regel
aus Diagnosedaten. Daten zur Diagnose sind beispielsweise der Za¨hler fu¨r wiederholte
U¨bertragungen oder Kommandos, die vom Hersteller festgelegt werden.
Um eine gewisse Robustheit zu gewa¨hrleisten, nutzt WSAN-FA neben einem schmal-
bandigen Signal auch zwei verschiedene Frequenzsprungverfahren: FH02 und FH07. Das
WSAN-Frequenzband, welches in Abbildung 70 dargestellt wird, ist in 7 u¨berschneidungs-
freie Unterba¨nder unterteilt. Jedes Unterband entha¨lt 11 WSAN-FA-Kana¨le.
Abb. 70: WSAN-Frequenzen und Unterba¨nder
Im Folgenden wird sich auf das FH02-Frequenzsprungverfahren beschra¨nkt. Das FH02-
Frequenzsprungverfahren ist auf den Bereich zwischen 2403 MHz und 2479 MHz be-
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Fu¨r den Downlink aber auch fu¨r die 4 Uplinks gibt es 59 individuelle Sprungsequenzen.
Der Abstand zwischen der aktuellen Frequenz des Downlinks und einem Satz Uplink-
Frequenzen betra¨gt 22 MHz (Duplex Spacing). Die einzelnen Uplink-Frequenzen unter-
scheiden sich um 2 MHz. Die Frame-Nummer wird mit jedem Frame von 0 bis 76 inkre-
mentiert.
Die Berechnung der Frequenz eines TDMA-Frames erfolgt in Abha¨ngigkeit von zwei Ta-
bellen, welche die a¨ußere Sprungsequenz W und die innere Sprungsequenz X darstellen.
Die a¨ußere Sprungsequenz bestimmt das Unterband und die innere Sprungsequenz den
Kanal innerhalb dieses Unterbandes. Abbildung 71 zeigt beispielhaft die Sprungsequenz
eines Downlinks. Fu¨r die Herleitung und Berechnung wird auf die WSAN-FA Spezifika-
tionen ([100], [101]) verwiesen.
Abb. 71: Beispielhafte Sprungsequenz eines Downlinks
8.2.2 WLAN
Als WLAN (Wireless Local Area Network) wird eine Funktechnologie bezeichnet, die der
IEEE 802.11 Spezifikation entspricht. In der Grundstruktur ist der Access Point (AP)
u¨ber Ethernet an ein drahtgebundenes Netzwerk angeschlossen. Der AP baut zum Da-
tenaustausch u¨ber Funk ein sternfo¨rmiges Netzwerk mit anderen WLAN-Gera¨ten, den
sogenannten Clients, auf. Diese ko¨nnen z. B. Notebooks oder Drucker sein. Ein AP stellt
nun in Form eines Gateways die Datenkommunikation zwischen drahtgebundenen und
drahtlosen Teilnehmern her. Ebenfalls dient er als Vermittlungsstelle zwischen den draht-
losen Gera¨ten untereinander. Zum besseren Versta¨ndnis ist die ga¨ngige Integration von
WLAN in Abbildung 72 dargestellt.
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Abb. 72: Integration von WLAN
Die IEEE 802.11 Spezifikation umfasst mehrere Ausfu¨hrungen. So wird zwischen a/h, b/g
und n unterschieden. Die Spezifikation IEEE 802.11 a/h sendet im 5 GHz-ISM-Band,
das 2,4 GHz-Band wird von IEEE 802.11 b/g genutzt und IEEE 802.11 n unterstu¨tzt
sowohl das eine als auch das andere der genannten Frequenzba¨nder. Die Kanalbandbreite
betra¨gt 20 MHz. Eine Ausnahme bildet IEEE 802.11 n, das neben 20 MHz auch 40 MHz
unterstu¨tzt.
Abb. 73: WLAN-Kana¨le im 2,4 GHz-ISM-Band
Abbildung 73 zeigt alle WLAN-Kana¨le im 2,4 GHz-ISM-Band. Nur die ersten 13 sind
in Europa zula¨ssig. Zusa¨tzlich ist in Japan Kanal 14 freigegeben. Von den 13 in Euro-
pa zugelassenen Kana¨len ko¨nnen jeweils nur drei Kana¨le gleichzeitig u¨berlagerungsfrei
genutzt werden. Bei WLAN kommt als Modulationsverfahren OFDM (Orthogonal Fre-
quency Division Multiplexing) zum Einsatz. OFDM bedient sich mehrerer orthogonaler
Zwischentra¨ger (siehe Abbildung 74), die mittels BPSK, QPSK, 16 QAM oder 64 QAM
moduliert sind.
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Abb. 74: Prinzip von OFDM
Wird ein Tra¨ger schmalbandig gesto¨rt, findet dennoch die U¨bertragung auf den anderen
Tra¨gern statt. Die Gesamtdatenu¨bertragungsrate nimmt leicht ab.
Das von WLAN verwendete Zugriffsverfahren CSMA/CA (siehe Abschnitt 2.4.3) schreibt
jeder sendewilligen Station vor, dass vor einer U¨bertragung das Funkmedium erst auf
Freiheit hin u¨berpru¨ft werden muss. Die Zeit, wie lange das Medium frei sein muss, ist
dabei genau definiert. Wird eine Belegung festgestellt, wird die Sendung der Daten zu-
ru¨ckgehalten und so lange gewartet, bis das Medium wieder als frei erkannt wird.
Das Carrier Sensing von CSMA/CA basiert auf CCA, welches das Energielevel im inter-
essierenden Frequenzbereich auf Erho¨hungen untersucht. Andere Stationen in der Umge-
bung heben das Energielevel durch das Senden von Daten an. Bei U¨berschreitung einer
festgelegten Schwelle, welche fu¨r WLAN bei ca. -76 dB liegt, erkennt das CCA das Medi-
um als belegt und es du¨rfen keine Daten gesendet werden. Das CCA erfolgt im Physical
Layer (PHY), das Ergebnis wird in der MAC-Schicht ausgewertet und verarbeitet.
Abb. 75: Zeitliche Abfolge des WLAN-Medienzugriffs
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Nachdem das Medium nach einer U¨bertragung wieder als frei erkannt wurde, muss dieses
fu¨r eine gewisse Zeitspanne ungenutzt bleiben, ehe es wieder belegt werden darf. Die
Wartezeiten beim Medienzugriff werden durch unterschiedliche Zeitintervalle definiert,
deren Gesamtheit als Inter Frame Spaces (IFS) bezeichnet wird. Abbildung 75 zeigt die
unterschiedlichen Wartezeiten und den generellen Ablauf des Medienzugriffs nach dem
CSMA/CA-Verfahren.
Folgende Zeitintervalle werden in Abbildung 75 dargestellt:
• SIFS: Short Inter Frame Space ist der ku¨rzeste Abstand zwischen aufeinanderfolgen-
den Paketen wa¨hrend des Datenaustauschs zweier Stationen. Er tritt u¨berwiegend
vor der U¨bertragung von ACK-Paketen auf.
• PIFS: Point Coordination Inter Frame Space ist die Zeit, in der der Access Point
das Vorrecht besitzt, auf das Medium zuzugreifen. Die Zeitdauer betra¨gt eine SIFS-
Periode zuzu¨glich einer Slotla¨nge.
• DIFS: Distributed Inter Frame Space ist die Zeit, die vor jeder neuen Datenu¨bertra-
gung abgewartet werden muss. Die Dauer betra¨gt die einer PIFS-Periode zuzu¨glich
einer Slotla¨nge. Um Kollisionen zeitgleicher Anfragen zu vermeiden, wird zusa¨tz-
lich der sogenannte Backoff-Algorithmus durchgefu¨hrt. Dabei werden durch zufa¨llig
gewa¨hlte Wartezeiten Kollisionen unterschiedlicher Sendeanfragen verhindert.
Handelt es sich bei der Datenu¨bertragung um den ersten Sendeversuch, muss nur ein
DIFS-Intervall abgewartet werden, andernfalls addiert sich eine weitere zufa¨llige Warte-
zeit gema¨ß des Backoff-Algorithmus. Um den korrekten Empfang eines Datenpaketes zu
besta¨tigen, wird ein ACK gesendet. Bleibt der Empfang des ACKs aus, entweder weil der
Paketempfang fehlerhaft war oder das ACK selbst verloren ging, wird das entsprechende




Die erstellten Modelle entsprechen dem System- und zu großen Teilen auch dem Ver-
bindungsmodell. Beide wurden bereits bei der Modellierung von Zugriffsverfahren der
EN 300 328 erla¨utert. Auch Application und Physical Layer sind gleich geblieben. Große
Vera¨nderungen waren im Data Link Layer (DLL) aufgrund des vera¨nderten Medienzugriffs
notwendig. Im Folgenden wird aus diesem Grund nur auf diese notwendigen Anpassungen
eingegangen.
8.3.2 WSAN-FA
Das WSAN-FA-Modell besteht aus zwei Teilen, der BS und den SA-Gera¨ten.
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Abb. 76: Schematischer Aufbau des WSAN-FA-Modells
Das Modell ist aus mehreren Schichten aufgebaut. Abbildung 76 zeigt eine schematische
Darstellung. In dieser Abbildung ist zu erkennen, dass nur ein Application Layer fu¨r BS
und SA zusammen existiert. Bei einem realen WSAN-FA-System muss der Empfa¨nger
eines Datenpaketes die erfolgreiche U¨bertragung mit einem Acknowledgement (ACK) be-
sta¨tigen. Da sowohl das Datenpaket selbst als auch das dazugeho¨rige ACK per Funk
u¨bertragen werden, ko¨nnen auch beide gesto¨rt werden. Fu¨r eine einfachere Modellierung
wird ein Paket (Dummy, Daten, ACK) von demselben Bestandteil des Modells auf das
Medium gelegt, welches es anschließend auch wieder entnimmt. Die Verbindung zwischen
den DLLs der BS und der SA dient der Synchronisation. Der DLL des BS u¨bermittelt die
derzeit aktuelle Slotnummer an die SAs, damit Uplink-Pakete im richtigen Slot gesendet
werden ko¨nnen. Die Verbindung wird aber auch zur Generierung von ACKs beno¨tigt.
Nach erfolgreicher U¨bertragung eines Daten-Paketes legt beispielsweise die BS ein ACK
direkt in den Sendebuffer der SAs, welcher dieses schnellstmo¨glich auf das Medium legt.
Der Status dieser U¨bertragung wird von der SA zur BS u¨ber die direkte Verbindung zu-
ru¨ckgesendet.
Abbildung 77 zeigt die Umsetzung des Data Link Layers der Basisstation. Dabei weist der
DLL zuna¨chst jedem vom APPL kommenden Paket einen passenden Sendeslot und Index
zu. Der SA-Index ist fu¨r die gleichzeitige Kommunikation der BS mit SAs innerhalb eines
Slots notwendig.
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Abb. 77: Data Link Layer der Basisstation
Anschließend fließt das um die Slotnummer und den SA-Index erweiterte Paket in den
Buffer. Da jeder angebundene Sensor nur seinen aktuellen Messwert vorha¨lt, ist es nicht ge-
stattet, dass sich im Buffer mehrere Datenpakete mit der gleichen Verbindungsnummer be-
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entsprechende Funktionen, die eine solche Mehrfachbelegung verhindern. Wenn ein aktu-
elleres Datenpaket den Buffer belegen mo¨chte, dort aber bereits eines mit der identischen
Verbindungsnummer liegt, wird das Datenpaket mit dem a¨lteren Messwert verworfen und
durch das neue ersetzt. Dagegen du¨rfen ACKs den Buffer immer ungepru¨ft betreten. Ein
Verwerfen von ACKs ist nicht mo¨glich.
Beim Auftreten eines Fehlers, ist fu¨r einen gewissen Zeitraum das Senden von Datenpa-
keten an das entsprechende SA-Gera¨t nicht erlaubt. Stattdessen wird eine Error-Marke in
den Buffer gelegt. Diese la¨sst fu¨r einen definierten Zeitraum keine Datenpakete mit der
Verbindungsnummer, die als Eigenschaft in der Error-Marke enthaltenen ist, passieren.
Allerdings du¨rfen ACKs den Buffer betreten, trotz einer vorliegenden Error-Marke fu¨r die-
se Verbindung. Die Zeitdauer fu¨r das Verweilen der Error-Marke im Buffer wird mit Hilfe
der
”
KickError“-Transition realisiert. Beim Feuern dieser Transition wird automatisch die
Error-Marke aus dem Buffer entfernt.
In der WSAN-FA-Basisstation werden kontinuierlich Dummy-Pakete generiert, sodass ei-
nem im Buffer befindlichen Paket der richtige Sendeslot zugeordnet werden kann. Soll-
te kein Paket mit aktueller Slotnummer im Buffer liegen, so wird dieses Dummy-Paket
zu Synchronisationzwecken auf das Medium gelegt. Als wichtige Attribute entha¨lt das
Dummy-Paket die Slotnummer (slot), die Framenummer (FN) und die Identifikations-
nummer (ID). Zusa¨tzlich weist ein Dummy-Paket als Eigenschaft die Sendefrequenz auf,
welche fu¨r das Modell wichtig ist. Diese wird u¨ber die Funktion
”
frequenzdown“ bestimmt.
Es kommt zur Bestimmung der Hoppingsequenz das FH02-Frequenzsprungverfahren zum
Einsatz. Die Slotnummer wird von 0 bis 15 inkrementiert. Dabei werden die Slotnummern
von 0 bis 14 zur Datenu¨bertragung verwendet. Der 15. Slot dient als Gap zur A¨nderung
der Sendefrequenz. Nach Ablauf der Pause wird die Slotnummer auf 0 zuru¨ckgesetzt und
die Framenummer um eins erho¨ht. Dieser Vorgang wird fortgesetzt, bis der Wert 76 er-
reicht wird. Der beschriebene Zyklus beginnt nach 76 Frames von vorn.
Stimmt die Slotnummer eines Paketes mit der des aktuellen Dummy-Paketes u¨berein,
wird dieses aus dem Buffer entnommen. Die U¨berpru¨fung der Slotu¨bereinstimmung wird
mit der Funktion
”
checkslot“ realisiert. Dabei wird die Slotnummer des Paketes im Buffer
mit der des Dummys verglichen. Fu¨r eine Verbesserung der U¨bersichtlichkeit wurden dazu
Fusionspla¨tze verwendet. Fusionspla¨tze sind eine Menge von Pla¨tzen, die u¨ber die gleichen
Marken verfu¨gen. Wird eine Marke auf einen dieser gleich bezeichneten Pla¨tze abgezogen,
so wird diese auch bei allen anderen Pla¨tzen abgezogen. Mit der Funktion
”
compareslot“
werden die Pakete aus dem Buffer zur U¨bertragung u¨ber das Medium angepasst. Die Pa-
kete werden anschließend an den Physical Layer u¨bergeben.
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Im oberen Bereich von Abbildung 77 ist ein Platz mit der Bezeichnung
”
Packet out PHY“
angeordnet, welcher als Schnittstelle zwischen PHY und DLL fungiert. U¨ber den genann-
ten Platz fließen Pakete zum DLL zuru¨ck, die im PHY auf das Medium gelegt und in
Bezug auf Interferenz u¨berpru¨ft wurden. Wenn u¨ber diese Schnittstelle ein Paket zuru¨ck




UpperBS“ verbirgt sich ein Petri-Netz, welches die Weiterver-
arbeitung und Weitergabe von ankommenden Paketen bewerkstelligt. Dazu wird die an-
kommende Paketliste in ihre Bestandteile aufgelo¨st. Anschließend wird das Interferenz-
Attribut der jeweils einzelnen Pakete u¨berpru¨ft. Falls der Wert des Attributs
”
true“ ist,
wird das Paket wieder zuru¨ck in den Buffer geleitet, um erneut gesendet zu werden. Falls
das Interferenz-Attribut den Wert
”
false“ besitzt, wird das zugeho¨rige Paket dem APPL
u¨bergeben. Zusa¨tzlich wird ein ACK erzeugt, welches unmittelbar u¨ber den Platz
”
Packet-
stream“ an das Netz der SA-Gera¨te u¨bertragen wird.
Neben einer BS geho¨rt zu einem vollsta¨ndigen WSAN-FA-System mindestens ein SA-
Gera¨t. Die SA-Seite ist in der Lage, mehrere SA-Gera¨te, die zu derselben WSAN-FA-Zelle
geho¨ren, mit nur einem Petri-Netz-Modell nachzubilden. Der Schichtenaufbau gleicht im
Wesentlichen dem der BS. Allerdings wurde die Funktionsweise des APPL zu großen Tei-
len auf die BS ausgelagert.
Das Petri-Netz-Modell des DLLs der SA-Seite ist bis auf einen wesentlichen Unterschied
identisch zu dem der BS. Dummy-Pakete, die von der BS generiert und auf das Funk-
medium gelegt werden, werden von den SA-Gera¨ten lediglich zur Slotsynchronisation ge-
nutzt. Anstatt Dummy-Paketen erzeugt jedes SA-Gera¨t IMA-Pakete. Diese IMA-Pakete
werden nur an die BS gesendet, wenn kein Datenpaket oder ACK zur U¨bertragung an-
steht. Ihre Priorita¨t ist geringer. Die Zeit zur Generierung der IMA-Pakete ist abha¨ngig
von dem zeitlichen Abstand zweier Datenpakete. Bei einem zu großen zeitlichen Abstand
zwischen aufeinanderfolgenden Datenpaketen werden diese Lu¨cken mit IMA-Paketen auf-
gefu¨llt. Identisch zu Datenpaketen und ACKs gibt es IMA-Pakete sowohl fu¨r Single- und
Doubleslots. Sie werden außerdem in denselben festgelegten Slots wie die anderen Paket-
typen gesendet.
8.3.3 WLAN
Fu¨r die Koexistenzbetrachtung eines TDMA- und eines CSMA/CA-Systems ist nach der
Modellierung des WSAN-FA-Systems auch die Integration des WLAN-Modells notwen-
dig. Das Modell, welches ein WLAN-Funksystem nachbildet, soll in diesem Abschnitt kurz
erla¨utert werden.
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Im DLL, welcher das Verbindungsstu¨ck zwischen APPL und PHY bildet, wird die Ent-
scheidung getroffen, wann ein zur U¨bertragung anstehendes Datenpaket gesendet werden
darf. Dabei werden die fu¨r den Medienzugriff notwendigen festen und zufa¨lligen Zeitin-
tervalle erst abgewartet, wenn das Medium auf der vorgesehenen Sendefrequenz als frei
erkannt wurde. Die U¨berpru¨fung, ob das Medium frei oder belegt ist, erfolgt durch den
CCA-Mechanismus des WLAN-Systems. Dieser ist im PHY angesiedelt. Als Ergebnis lie-




Medium frei“. Der aktuelle Zustand sowie
deren A¨nderung wird kontinuierlich an den DLL u¨bertragen, dort ausgewertet und fu¨r
den Medienzugriffsmechanismus zuga¨nglich gemacht. Die beiden Teile des DLLs sind in
Abbildung 78 und 79 dargestellt.
Abb. 78: Oberer Teil des DLL-Modells fu¨r WLAN
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Abb. 79: Unterer Teil des DLL-Modells fu¨r WLAN
Pakete, die im APPL generiert wurden, werden in Form von Marken u¨ber den Platz
”
Packet in“ dem DLL zugefu¨hrt. Anschließend gelangen die Marken in den
”
Buffer“, wel-
cher in Form einer Liste die dort abgelegten Pakete zusammenfasst. Die Listenla¨nge und
damit der Speicherumfang des Buffers ist auf drei Pakete begrenzt. Sollte der Buffer kom-
plett belegt sein und ein weiteres vom APPL kommendes Paket versuchen, in den Buffer
zu gelangen, wird dieses als verworfen gekennzeichnet und zur Analyse zuru¨ck an den
APPL gesendet. Der Buffer entspricht einem FIFO. Ein weiterer Bestandteil des DLL ist
die Generierung der Beacons, welche nur fu¨r APs relevant ist. Die Beacon-Generierung
ist im oberen Teil des Layers (siehe Abbildung 78) dargestellt. Beacon-Pakete werden
in festgelegten Zeitabsta¨nden von typischerweise 100 ms von einem AP ausgesendet, um
das Netzwerk mit dem dazugeho¨rigen Netzwerknamen (SSID) in der na¨heren Umgebung
bekannt zu machen. Sie unterstu¨tzen dadurch beispielsweise einen schnelleren Verbin-
dungsaufbau. Ein Beacon-Paket muss im Gegensatz zu Datenpaketen nicht den Buffer
durchlaufen und dessen U¨bertragung bekommt damit eine ho¨here Priorita¨t zugewiesen.
Die Subtransition
”
Free Busy Decide“ beno¨tigt zur Abarbeitung Informationen u¨ber die
Belegung des Mediums. Die notwendigen Informationen werden von der Subtransition
”
PHY Event“ geliefert, welche in Abbildung 79 dargestellt ist. Diese Subtransition u¨ber-
pru¨ft die auf dem Medium befindlichen Pakete auf deren Belegung im Frequenzband und
gibt die Information, ob der fu¨r die U¨bertragung interessierende Frequenzbereich frei ist
oder nicht an den DLL weiter.
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Die von der Subtransition
”
Free Busy Decide“ stammende Information, ob das Medi-
um belegt oder frei ist, wird fu¨r den Medienzugriff (siehe Abbildung 80) beno¨tigt. Bei
der Durchfu¨hrung des Medienzugriffs wird grundsa¨tzlich unterschieden, ob entweder ein
Beacon- oder ein Datenpaket zur U¨bertragung ansteht. Bei einem Beacon muss der rele-
vante Frequenzbereich des Mediums fu¨r die Zeitdauer einer PIFS unbelegt sein. Der dafu¨r
vorgesehene Modellbestandteil ist fu¨r die Einhaltung dieses Zeitintervalls verantwortlich.
Ist das Medium fu¨r die PIFS-Zeit nicht unbelegt, darf die U¨bertragung nicht freigegeben
werden. Bei einem Datenpaket ist die Vorgehensweise a¨hnlich. Dabei muss das Medium
fu¨r die DIFS-Periode und einer zufa¨lligen Wartezeit (Wettbewerbsfenster) unbelegt sein.
Auch dieses Zeitverhalten muss durch das Petri-Netz fu¨r den Medienzugriff sichergestellt
werden.
Wird das Medium innerhalb der DIFS-Zeit oder des Wettbewerbsfensters belegt, darf die
U¨bertragung des Datenpaketes nicht freigegeben werden. Bei Freigabe des Sendevorgangs
fließt eine Marke auf den Platz
”
Enable“. Durch diesen Platz warten Datenpakete, Beacons
und ACKs so lange auf dem Platz
”
Wait for Access“, bis eine Marke fu¨r eine entsprechen-
de Freigabe vorliegt. Bei der Belegung des Platzes
”
Enable“ mit einer Marke, wird das
aktuell zu u¨bertragende Paket an den Physical Layer u¨bergeben.
Als erstes wird ein Paket, welches vom PHY zuru¨ckgegeben wird, dahingehend u¨berpru¨ft,
ob es von Paketkollision betroffen war. Fu¨r diese U¨berpru¨fung dient der untere Bereich
des DLLs (siehe Abbildung 79). Weiterhin ist festzustellen, um welchen Pakettyp es sich
handelt. Dabei wird eine Unterscheidung zwischen Datenpaket, Beacon und ACK getrof-
fen. Da die korrekte U¨bertragung eines Beacons nicht mit einem ACK besta¨tigt wird,
spielt es keine Rolle, ob dieser Pakettyp Kollisionen ausgesetzt war. Es wird sofort eine
neue Freigabe-Marke generiert. Handelt es sich bei den vom PHY zuru¨ckgegebenen Paket
um ein ACK, wird im Falle einer Kollision die Subtransition
”
No Ack Retry“ ausgefu¨hrt.
Daten- und ACK-Pakete beinhalten das Attribut
”
att“. Dieses gibt die Anzahl der Wie-
derholungen fu¨r dieses Paket wieder. Wenn in einem Paket der Wert dieses Attributes ein
festgelegtes Maximum u¨berschritten hat, wird das Paket verworfen. Wenn andererseits
der Maximalwert noch nicht erreicht ist, wird nach einer Kollision eine erneute U¨ber-
tragung des zum ACK geho¨rigen Datenpaketes initiiert. Bei einem kollisionsfreiem ACK
wird umgehend eine neue Freigabe-Marke erzeugt und der Medienzugriff fu¨r das na¨chste
Paket gestartet. Auch ein Datenpaket wird identisch zum ACK im Kollisionsfall so oft
wiederholt, bis der festgelegte Maximalwert des Attributes
”
att“ erreicht wird. Nachdem
das Datenpaket kollisionsfrei u¨bertragen wurde, wird ein ACK generiert. Dieses ACK
wird auf den Platz
”
Wait for Access“ gelegt und erha¨lt dort nach Ablauf der SIFS-Zeit
die Sendefreigabe.
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Abb. 80: Umsetzung des Medienzugriffs
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8.3.4 Interferenz-Check
Ein wesentlicher Bestandteil des Koexistenzmodells, welcher bereits bei der Beschreibung
des Systemmodells eingefu¨hrt wurde, ist der Interferenz-Check. Dieser ist mit der Tran-
sition
”
Int-Check“ umgesetzt worden. Dabei wird mit jedem Feuern der Transition eine
Funktion zur U¨berpru¨fung der Interferenz ausgefu¨hrt. Das Medium besteht generell aus
einem Platz und einer leeren Liste, die als Marke auf diesem Platz liegt. Bei der U¨bertra-
gung eines Paketes wird dieses vom PHY auf das Medium gelegt. Das Paket wird dabei
ein Element der sich auf dem Medium befindenden Liste von Marken. Mit jedem neuen
Paket, das auf das Medium gelegt wird, schaltet die Transition
”
Int-Check“ und die da-
zugeho¨rige Funktion wird abgehandelt. Besitzt die Liste des Mediums nur ein Paket, ist
keine Interferenz feststellbar. Interferenzen ko¨nnen nur bei zwei oder mehr Paketen, die
sich gleichzeitig auf dem Medium befinden, auftreten. In diesem Fall muss unterschieden
werden, um welchen Systemtyp es sich bei den einzelnen Paketen handelt. Sollten sich nur
WSAN-FA- oder nur WLAN-Pakete auf dem Medium befinden, ist nur ein Vergleichen
der Kanalnummern notwendig. Stimmen die Kanalnummern mindestens zweier Pakete
u¨berein, wird der Wert des Attributes
”
Intf“ aller betroffener Pakete auf
”
true“ gesetzt.
Sollten sowohl WLAN- als auch WSAN-FA-Pakete auf dem Medium liegen, mu¨ssen die un-
terschiedlichen Bandbreiten beider Funktechnologien beru¨cksichtigt werden. Die WLAN-
Bandbreite betra¨gt fu¨r die IEEE 802.11 b/g-Spezifikation 20 MHz, fu¨r WSAN-FA dagegen
1 MHz. WLAN deckt somit mehrere WSAN-FA-Kana¨le ab. Bei dem zu Grunde liegenden
Modellansatz handelt es sich um eine Vereinfachung bei der Interferenz-U¨berpru¨fung. Da-
bei wird die Signalda¨mpfung bei der Ausbreitung ignoriert. Die Sto¨rwahrscheinlichkeit ist
entlang der gesamten Bandbreite gleichbleibend. Dadurch wird ein WLAN-Signal durch
ein WSAN-FA-Signal am Rand der Spektralmaske genauso gesto¨rt wie in der Mitte. Au-
ßerdem gelten alle an einer Kollision beteiligten Pakete als zersto¨rt, unabha¨ngig von der
zeitlichen Dauer der U¨berschneidung. Das wird in Abbildung 81 veranschaulicht.
Abb. 81: Auftreten von Interferenzen
Zur Interferenz-Pru¨fung der Pakete beider Funktechnologien wird die Bandbreite als eine
Liste von Frequenzen umgesetzt. Wenn gleichzeitig sowohl WLAN- als auch WSAN-FA-
Pakete auf dem Funkmedium u¨bertragen werden, mu¨ssen beide Frequenzbelegungslisten
auf U¨bereinstimmungen untersucht werden. Wenn bei der U¨berpru¨fung gleiche Frequenzen
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8.3.5 Besta¨tigung der Simulationsergebnisse durch Messungen
Verifikation und Validierung der WSAN-FA- und WLAN-Modelle wurden auf identi-
sche Weise durchgefu¨hrt, wie sie bereits ausfu¨hrlich bei den Modellen der EN 300 328-
Medienzugriffsverfahren beschrieben wurden. Zusa¨tzlich wurde ein Vergleich zwischen Mo-
dell und realem System vorgenommen. Da die Funktionsweisen von WSAN-FA und WISA
sehr a¨hnlich sind, la¨sst sich das WISA-Modell mit geringem Aufwand aus dem WSAN-
FA-Modell ableiten. WISA-Funklo¨sungen werden bereits seit einigen Jahren von der Fir-
ma ABB vertrieben und daher auch in industriellen Automatisierungsanlagen eingesetzt.
Beide Funktechnologien verwenden als Medienzugriffsverfahren TDMA. WSAN-FA und
WISA unterscheiden sich zum einen in der La¨nge des Downlink-Frames. Des Weiteren
existieren auch leichte Abweichungen in der Frequenzsprungfolge.
Abb. 82: Vergleich von Simulation (links) und Messung (rechts)
Abbildung 82 zeigt sowohl das Spektrogramm von WLAN und WISA als Simulationser-
gebnis des Petri-Netz-Modells (links) und als Messergebnis, welches von realen Systemen
stammt (rechts). Die WLAN-Pakete sind im Spektrogramm links zu sehen. Sie sind zeit-
lich sehr kurz, haben aber eine große Bandbreite. Die WISA-Pakete des Downlinks sind
zeitlich sehr lang, haben eine kleine Bandbreite und hoppen durch das Frequenzband. Die
mit den Spektrogrammen gezeigte U¨bereinstimmung von realer Messung und Simulation
beweist zusa¨tzlich die Richtigkeit des erstellten WSAN-FA-Modells.
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8.4 Simulation
8.4.1 Allgemein
Nach erfolgreicher Erstellung und Verifikation des WSAN-FA- und WLAN-Modells kann
eine Koexistenzbetrachtung mit Hilfe von Simulationen durchgefu¨hrt werden. Um aussa-
gekra¨ftige Ergebnisse erzielen zu ko¨nnen, wurden folgende Fa¨lle betrachtet:
• WSAN-FA/WLAN isoliert
• Ein WSAN-FA und drei, das ISM-Band abdeckende WLAN-Systeme
• Ein WLAN und drei unabha¨ngige WSAN-FA-Systeme
Bei den Simulationsszenarien liegt die Variation in der Anzahl und Frequenz der Funkteil-
nehmer. Auf Seiten des WSAN-FA-Modells werden auch unterschiedliche Zellen-Identifika-
tionsnummern (Cell-IDs) verwendet, welche einen Einfluss auf die Frequenzsprungfolge
und somit auch auf das Koexistenzverhalten haben.
In allen Simulationsszenarien besteht jedes verwendete WSAN-FA-Funksystem aus einer
Basisstation und sechs angebundenen SA-Gera¨ten. Die SA-Adressen innerhalb der einzel-
nen Systeme sind aus Gru¨nden der Vergleichbarkeit fest eingestellt. Sie wurden allerdings
im Vorfeld zufa¨llig bestimmt. In Tabelle 12 sind die genutzten Adressen der Sensoren/Ak-
toren aufgefu¨hrt.
Tab. 12: Zuordnung der SA-Adressen
WSAN-FA-Zelle SA-Adressen
WSAN-FA 1 82, 109, 80, 104, 44, 31
WSAN-FA 2 78, 72, 73, 37, 35, 108
WSAN-FA 3 11, 34, 9, 16, 111, 105
Jedes WSAN-FA-Datenpaket wird maximal dreimal wiederholt. Nach der dritten fehlge-
schlagenen Wiederholung gilt es als zersto¨rt. Bei der Generierung eines aktuelleren Da-
tenpaketes fu¨r eine SA-Adresse durch den Application Layer wird ein vorhandenes Paket,
welches sich im Buffer befindet und fu¨r dieselbe SA-Adresse vorgesehen ist, verworfen.
Dabei kann es sich auch um ein Retry-Paket handeln. Das neu erstellte Paket geht an-
stelle des alten Telegramms in den Buffer.
Beim WLAN-Modell ist festzuhalten, dass dieses immer aus einem Access Point und ei-
nem Client besteht. Der Access Point sendet im Gegensatz zu dem Client neben den
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Datenpaketen (P) auch noch Beacon-Pakete (B). Die Medienbelegungszeiten fu¨r die ein-
zelnen Pakettypen des WLANs sind in Tabelle 13 aufgelistet. Die angegebenen Werte
der Belegungszeiten stammen von Messreihen mit unterschiedlichen Bitraten. Die fu¨r die
Simulation ausgewa¨hlte Bitrate betra¨gt 1 MBit/s. Diese wird in der industriellen Auto-
mation ha¨ufig eingesetzt, da sie als besonders robust gilt.





Auch ein WLAN-Datenpaket wird maximal dreimal wiederholt. Sollte auch bei der drit-
ten Wiederholung die U¨bertragung fehlschlagen, gilt es als zersto¨rt. Jedes WLAN-System
besteht aus zwei U¨bertragungsrichtungen, die separat modelliert wurden; eine vom Access
Point zum Client und die andere in die entgegengesetzte Richtung. Jede U¨bertragungs-
richtung hat einen Buffer fu¨r Datenpakete mit einer Gro¨ße von drei. Sind bereits drei
Pakete im Buffer und wird ein weiteres vom Application Layer erzeugt, wird das a¨lteste
Paket im Buffer verworfen.
8.4.2 WSAN-FA/WLAN isoliert
Bevor das Koexistenzverhalten von WSAN-FA und WLAN untersucht wird, werden die
beiden Technologien einzeln ohne gegenseitige Beeinflussung betrachtet. Die mit diesem
Simulationsszenario gewonnenen Ergebnisse stellen das ideale U¨bertragungsverhalten bei-
der Systeme dar. Tabelle 14 listet die Parameter auf, die fu¨r die Simulation verwendet
wurden.
Tab. 14: Parameter des Simulationsszenarios: “WSAN-FA/WLAN isoliert“
System Cell-ID tTI [ms] Init [ms] Kanal Pakete
WSAN-FA 1 10 random(tTI) zufa¨llig 12.000
WLAN - 32 random(tTI) 1 500
WLAN-AP - 32 P/100 B random(tTI(P)) 1 500
Die Abbildungen 83 und 84 zeigen die Ha¨ufigkeitsverteilungen der U¨bertragungszeit fu¨r
beide Technologien. Da der Sendezeitabstand ausreichend groß gewa¨hlt wurde und kein
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anderes System Interferenzen hervorrufen konnte, wurden alle Pakete korrekt u¨bertragen.
Die Verteilungen der U¨bertragungszeit sind somit die einzigen darstellbaren Ergebnisse
dieses Simulationsszenarios.
Abb. 83: U¨bertragungszeiten von WSAN-FA im Szenario: “WSAN/WLAN isoliert“
Abb. 84: U¨bertragungszeiten von WLAN im Szenario: “WSAN/WLAN isoliert“
Die Verteilung der U¨bertragungszeit des WSAN-FA-Systems in Abbildung 83 zeigt den
reinen Einfluss des Medienzugriffsverfahrens. Andere Einflussgro¨ßen spielen keine Rol-
le. Das von WSAN-FA genutzte TDMA weist jeder Verbindung einen festen Sendeslot
zu. Da sich der Zyklus der sta¨ndig wiederkehrenden U¨bertragungsslots vom Zyklus der
Paketgenerierung im APPL unterscheidet, mu¨ssen die Pakete unterschiedlich lange im
Zwischenspeicher verweilen. Dieser Effekt wird als
”
Asynchronita¨t zyklischer Prozesse“
bezeichnet und ist typisch fu¨r TDMA-basierte Funksysteme. Diese Asynchronita¨t fu¨hrt
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zu einem sa¨gezahnartigen Verlauf von aufeinanderfolgenden U¨bertragungszeiten (siehe
Abbildung 85). Im Histogramm ergibt sich dadurch eine Gleichverteilung. Diese hat ein
Fenster von 144 µs bis 2448 µs. Die Breite des Fensters entspricht genau der La¨nge des
TDMA-Frames (2304 µs). Der Minimalwert der Verteilung ist identisch zur maximalen
Medienbelegungszeit eines Paketes (144 µs).
Abb. 85: Sa¨gezahnfo¨rmiger Verlauf der U¨bertragungszeiten von WSAN-FA
Abbildung 84 zeigt das Zeitverhalten des WLAN-Systems. Alle U¨bertragungszeiten des
Clients haben einen festen Wert von 899 µs. Dieses entspricht der Summe aus Medien-
belegungszeit eines Datenpaketes und der DIFS-Zeit. Die U¨bertragungszeiten des APs
befinden sich in einem Bereich zwischen 899 µs und 1943 µs. Die Ursache fu¨r teilwei-
se gro¨ßere U¨bertragungszeiten liegt in der Aussendung von Beacons. Da Beacons eine
ho¨here Priorita¨t als Datenpakete haben, mu¨ssen Datenpakete bei der U¨bertragung von
Beacons la¨nger im Zwischenspeicher warten.
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8.4.3 Ein WSAN-FA und drei, das ISM-Band abdeckende WLAN-Systeme
Tab. 15: Parameter des Szenarios: “Ein WSAN-FA und drei, das ISM-Band abde-
ckende WLAN-Systeme“
System Cell-ID tTI [ms] Init [ms] Kanal Pakete
WSAN-FA 1 1 10 random(tTI) zufa¨llig 13.000
WLAN 1 - 32 random(tTI) 2 500
WLAN-AP 1 - 32 P/100 B random(tTI(P)) 2 500
WLAN 2 - 32 random(tTI) 6 500
WLAN-AP 2 - 32 P/100 B random(tTI(P)) 6 500
WLAN 3 - 32 random(tTI) 11 500
WLAN-AP 3 - 32 P/100 B random(tTI(P)) 11 500
Dieses Simulationsszenario dient der U¨berpru¨fung der Robustheit des WSAN-FA-Systems.
Dabei werden die drei WLAN-Systeme u¨ber die Einstellung der Funkkana¨le so angeordnet,
dass eine vollsta¨ndige Belegung des 2,4 GHz-ISM-Bandes vorliegt. Weiterhin soll unter-
sucht werden, inwieweit die vier Anforderungen, die schon an die EN 300 328 gestellt
wurden (siehe Abschnitt 6.5), erfu¨llt werden ko¨nnen. Der Fokus liegt dabei auf der gleich-
ma¨ßigen Spektrenaufteilung zwischen den Teilnehmern der verschiedenen Funksysteme.
Die genaue Einstellung der Parameter ist Tabelle 15 zu entnehmen.
Die Ergebnisse sind in den Abbildungen 86, 87 und 88 dargestellt.
Abb. 86: U¨bertragungszeiten von WSAN-FA im Szenario: “1xWSAN-FA/3xWLAN“
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Abb. 87: U¨bertragungszeiten von WLAN im Szenario: “1xWSAN-FA/3xWLAN“
Abb. 88: Paketverteilung im Szenario: “1xWSAN-FA/3xWLAN“
Die Ergebnisse zeigen, dass trotz vollsta¨ndiger Belegung des 2,4 GHz-Bandes durch drei
parallele WLAN-Systeme ein WSAN-FA-System mehr als 88 % der Pakete korrekt u¨ber-
tragen kann. Die U¨bertragungszeiten des WSAN-FA-Systems liegen zwischen 72 und
11534 µs. Allerdings wird der gro¨ßte Teil der Pakete schon innerhalb des ersten Downlink-
Frames erfolgreich u¨bertragen. Bei den WLAN-Systemen gehen weniger als 1 % der Pakete
verloren. Die U¨bertragungszeiten liegen zwischen 899 und 21035 µs. Aber auch bei WLAN
wird ein großer Teil der Pakete innerhalb der ersten 2,4 ms u¨bertragen. An dieser Stelle
sei nochmal darauf hingewiesen, dass die Interferenzbetrachtung einem Worst Case ent-
spricht. Jeder Teilnehmer
”
sieht“ jeden anderen. Zwei Pakete mu¨ssen sich nur minimal zeit-
und frequenzma¨ßig u¨berschneiden, damit sie als gesto¨rt markiert und anschließend erneut
u¨bertragen werden. In der Realita¨t wird das schmalbandige WSAN-FA-Signal weitaus
weniger gesto¨rt. Auch ist die Beeinflussung von WLAN-Systemen durch dieses Signal ge-
ringer. Bezogen auf die Anforderungen der EN 300 328 muss festgehalten werden, dass
das Spektrum effizient genutzt und gleichma¨ßig aufgeteilt wird. Allerdings wird das Medi-
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um auch nicht an der Leistungsgrenze betrieben. Die Vorhersehbarkeit des Zeitverhaltens
von WLAN ist eingeschra¨nkt, da der Medienzugriff eine zufa¨llige Wartezeitkomponente
besitzt und durch WSAN-FA-Pakete verzo¨gert wird. WSAN-FA ist durch die Verwendung
von TDMA im Zeitverhalten weitestgehend stabil und vorhersehbar.
8.4.4 Ein WLAN und drei unabha¨ngige WSAN-FA-Systeme
Tab. 16: Parameter des Szenarios: “Ein WLAN und drei unabha¨ngige WSAN-FA-
Systeme“
System Cell-ID tTI [ms] Init [ms] Kanal Pakete
WSAN-FA 1 4 10 random(tTI) zufa¨llig 13.000
WSAN-FA 2 12 10 random(tTI) zufa¨llig 13.000
WSAN-FA 3 38 10 random(tTI) zufa¨llig 13.000
WLAN 1 - 32 random(tTI) 1 500
WLAN-AP 1 - 32 P/100 B random(tTI(P)) 1 500
Dieses Szenario soll untersuchen, wie sich ein WLAN-Funksystem verha¨lt, wenn sich in
na¨herer Umgebung drei WSAN-FA-Zellen befinden. Die Einstellungen der Systeme a¨hneln
dabei denen aus dem vorherigen Simulationsfall. Der Kanal des WLANs ist auf einen Wert
von eins eingestellt. Die Cell-IDs der WSAN-FA-Systeme variieren. In Tabelle 16 sind die
einzelnen Parameter aufgelistet.
Die Ergebnisse sind in den Abbildungen 89, 90 und 91 dargestellt.
Abb. 89: U¨bertragungszeiten von WSAN-FA im Szenario: “3xWSAN-FA/1xWLAN“
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Abb. 90: U¨bertragungszeiten von WLAN im Szenario: “3xWSAN-FA/1xWLAN“
Abb. 91: Paketverteilung im Szenario: “3xWSAN-FA/1xWLAN“
Die Ergebnisse zeigen, dass das WLAN-System stark von den drei WSAN-FA-Systemen
gesto¨rt wird, da mehr als 25 % der Pakete verloren gehen. Diese Beeinflussung zeigt sich
auch in den WLAN-U¨bertragungszeiten. Ein Großteil der Pakete wird um mehr als 12 ms
verzo¨gert. Die WSAN-FA-Systeme werden von dem WLAN-System nur sehr wenig beein-
flusst. Es werden kaum Pakete zersto¨rt. Die U¨bertragungszeiten befinden sich u¨berwiegend
innerhalb der La¨nge eines Downlink-Frames.
8.5 Zusammenfassung
Mit dem kolorierten Petri-Netz-Modell wurden erfolgreich Koexistenzbetrachtungen zwi-
schen WSAN-FA und WLAN durchgefu¨hrt. WLAN und WSAN-FA sind Beispiele fu¨r
Funksysteme, die fu¨r einen realen Einsatz in der industriellen Automation ausgelegt
sind. Die durchgefu¨hrten Simulationen und deren Auswertungen zeigen, dass das WSAN-
FA-Funksystem durchaus in der Lage ist, die drahtlose industrielle Automation sicherer
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und robuster zu gestalten. Das Frequenzsprungverfahren des WSAN-FA-Systems und das
schmalbandige Signal sind optimal, um mo¨glichst viele Sensoren ansteuern zu ko¨nnen. Die
geschaffene Robustheit verhindert, dass zu viele Pakete neu u¨bertragen werden mu¨ssen.
Durch die sto¨rungsfreie U¨bertragung ist die Echtzeitfa¨higkeit gesichert und Fehlfunk-
tionen durch zu lange U¨bertragungszeiten werden vermieden. Die Simulationsszenarien
haben aber auch gezeigt, dass die Kommunikation von WSAN-FA nur ideal funktioniert,
wenn freie Bereiche im verwendeten Frequenzband existieren. Es wurde zudem festge-
stellt, dass WLAN-Systeme durch WSAN-FA beeinflusst werden. Dabei werden nicht nur
Pakete zersto¨rt, sondern auch der Medienzugriff verzo¨gert. Das geschieht, wenn beispiels-
weise ein Downlink-Frame im WLAN-Frequenzbereich aktiv ist. Das WLAN erkennt dies
als Belegung. Die Verzo¨gerungen ko¨nnen dadurch mehr als 2 ms betragen. Das WLAN-
System ko¨nnte in einem Anwendungsszenario die Aufgabe zugeteilt bekommen, die durch
die WSAN-FA-Sensoren/Aktoren entstehenden Datenmengen zu sammeln und weiterzu-
leiten. Wie die Simulationen gezeigt haben, wurde das WLAN durch WSAN-FA zwar
beeintra¨chtigt, die Daten konnten dennoch ausreichend zuverla¨ssig u¨bertragen werden.
Eine weitere Mo¨glichkeit der Verbesserung wa¨re, anstelle des FH02- das FH07-Frequenz-
sprungverfahren einzusetzen. Dieses Sprungverfahren unterstu¨tzt das Ausschließen von
Bereichen innerhalb des verwendeten Frequenzbandes. Der Vorteil dabei ist, dass bei Wis-
sen u¨ber die Frequenzbereiche von bereits in der Umgebung befindlichen Funksystemen,
diese fu¨r den Frequenzsprung des WSAN-FA ausgelassen werden ko¨nnen. Die gegenseiti-
gen Beeintra¨chtigungen mit anderen Funksystemen ko¨nnten damit weiter reduziert wer-
den.
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9.1 Allgemein
In den vorangegangenen Simulationen wurden bisher die ra¨umliche Verteilung der Funk-
teilnehmer und die damit verbundenen U¨bertragungsverluste aufgrund von verschiedenen
Ausbreitungswegen des Nutzsignals nicht beru¨cksichtigt. Die Modellierung des Funkmedi-
ums erfolgte nach dem Prinzip:
”
Jedes Funkgera¨t sieht jedes andere, wenn beide denselben
Frequenzbereich verwenden.“ In diesem Abschnitt soll das bisherige Modell um diese U¨ber-
tragungsverlustbetrachtung erweitert werden. Die Entscheidung u¨ber das Auftreten von
Interferenzen erfolgt damit auf der Grundlage von Nutz- und Sto¨rleistung am entsprechen-
den Empfa¨nger. Mit der Beru¨cksichtigung von mo¨glichen Effekten im U¨bertragungskanal
werden die Simulationsergebnisse noch realistischer.
Die U¨bertragung von Informationen via Funk ist gleichzeitig die U¨bertragung von elektro-
magnetischer Energie. Aufgrund verschiedener Effekte bei der Ausbreitung der Funkwel-
len kommt nur ein Bruchteil der Sendeleistung auch am Empfa¨nger an. Bei einer direkten
Sichtverbindung (Line-Of-Sight, LOS) ist der einzige leistungsmindernde Effekt die Da¨mp-
fung infolgedessen, dass sich die Sendeenergie kugelfo¨rmig im Raum verteilt und deshalb
nicht komplett auf den Empfa¨nger trifft. Dieser Fall tra¨gt die Bezeichnung Freifeldda¨mp-
fung oder auch Free-space path loss.
Bei der Ausbreitung im freien Raum gibt es keine Hindernisse zwischen der Sende- und der
Empfangsantenne, trotzdem wird hier die Strahlungsleistung entlang des Ausbreitungs-
weges geda¨mpft. Die folgende Herleitung der Freiraumda¨mpfung stammt aus [22].
Eine Kugel mit dem Radius r gleich der Verbindungsstrecke d zwischen Sender und Emp-
fa¨nger wird von der kompletten abgestrahlten Sendeleistung PS durchdrungen. Die Leis-





Im Abstand d entnimmt die Empfangsantenne dem elektrischen Feld die Leistung
PE = SAE (70)





mit der Wellenla¨nge λ. Unter Beru¨cksichtigung der Versta¨rkung von sowohl Sende- (GS) als
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die nur im Fernfeld, d. h. fu¨r d ≥ 2λ, Gu¨ltigkeit besitzt. Hier transportiert die elektroma-
gnetische Welle reine Wirkleistung, da elektrisches und magnetisches Feld in Phase sind.
Ha¨ufig ist es zweckma¨ßig, das Verha¨ltnis PS/PE als Pfadverlust in dB anzugeben.










Weiterhin la¨sst Gleichung 72 erkennen, dass die Empfangsleistung quadratisch mit dem
Abstand d abnimmt. Verdoppelt sich also die Entfernung, so erho¨ht sich die Da¨mpfung
um 6 dB.
In den seltensten Fa¨llen breitet sich eine Funkwelle im freien Raum aus. Meist wird der
direkte Ausbreitungsweg durch Hindernisse wie Geba¨ude im Außenbereich oder Rohre,
Leitungen, Maschinen und Fahrzeuge in einer industriellen Umgebung gesto¨rt. An die-
sen Objekten ko¨nnen weitere Effekte bei der Signalausbreitung auftreten. Im Folgenden
werden diese Effekte aufgelistet und genauer erla¨utert ([22], [40], [59], [36]):
• Absorption: Zusa¨tzlich zu der im Freiraum beschriebenen Da¨mpfung werden Funk-
wellen ebenfalls beim Durchdringen von verlustbehafteten Medien wie Wa¨nden
durch Absorption abgeschwa¨cht. Wa¨hrend eines solchen Durchdringens wird da-
bei die absorbierte Energie in Wa¨rme u¨berfu¨hrt und sorgt fu¨r einen exponentiel-
len Abfall der Wellenamplitude entlang des Ausbreitungswegs. Bei den spa¨ter be-
schriebenen Berechnungen kann ein Verlust an normalen Geba¨udeaußenwa¨nden von
Lwall = 10 dB angenommen werden.
• Reflexion: Trifft eine homogene ebene Welle auf eine ebene Grenzschicht zweier
Medien, so wird sie reflektiert. Dabei ist der Einfallwinkel gleich dem Ausfallwinkel.
• Brechung: Beim Durchgang einer homogenen, ebenen Welle durch eine ebene
Grenzschicht zweier Medien erfa¨hrt die Welle eine Richtungsvera¨nderung. Diese wird
als Brechung bezeichnet.
• Beugung: An den Kanten von Hindernissen treten außerdem noch Beugungseffekte
auf. Dabei dringt die Welle in den in Ausbreitungsrichtung hinter dem Hindernis
liegenden geometrischen Schattenbereich ein. Dieses Pha¨nomen kann mit dem Huy-
gensschen Prinzip veranschaulicht werden, d. h. alle Punkte einer Wellenfront ko¨n-
nen als Ausgangspunkte neuer Elementarwellen betrachtet werden, die sich dann
wiederum zu einer resultierenden Welle u¨berlagern.
• Streuung: Wenn elektromagnetische Wellen auf mehrere Objekte, die auch unter-
schiedlich sein ko¨nnen, treffen, treten die eben beschriebenen Ausbreitungseffekte
in vielfacher Weise auf. Das gesamte Wellenfeld ergibt sich dann aus der U¨berlage-
rung des einfallenden und des durch z. B. Beugung und Reflektion gebildeten Feldes.
Diese Erscheinung wird als Streuung bezeichnet.
- 144 -
9 Integration eines Kanalmodells
9.2 Kanalmodelle
9.2.1 U¨bersicht
Abgesehen vom einfachen Fall der Freiraumausbreitung ist es schwierig, die Ausbreitung
einer Welle physikalisch exakt zu beschreiben. Dies liegt zum einen an den a¨ußert komple-
xen Berechnungen und zum anderen ist eine Beschreibung der Umgebung mit der dazu
no¨tigen Genauigkeit kaum mo¨glich. Allerdings sind bereits verschiedene empirische oder
semi-empirische Modelle vorhanden, die fu¨r praktisch relevante Fa¨lle trotz teilweise star-
ker Vereinfachungen ausreichend gute Na¨herungslo¨sungen liefern.
Es folgt eine tabellarische U¨bersicht u¨ber ausgewa¨hlte Kanalmodelle. Anschließend werden
mit dem Extended Hata und Extended Hata - Short Range Device (SRD) zwei Kanalm-
odelle beschrieben, mit denen sich der Ausbreitungsverlust der Sendeleistung in Abha¨ngig-
keit von Frequenz, Entfernung, Antennenparametern und vorliegenden Umweltbedingun-
gen berechnen la¨sst. Dabei wird die Berechnungsvorschrift fu¨r den Ausbreitungsverlust
bei Freiraumausbreitung zu Grunde gelegt. In Abha¨ngigkeit von den Ausbreitungsbedin-
gungen wurden in den Modellen Konstanten bestimmt, mit denen der Freiraumausbrei-
tungsverlust angepasst wird. Es wurden auch zusa¨tzliche Terme eingefu¨hrt.
Bei Anwendung eines Modells ergibt sich der Mittelwert des Ausbreitungsverlustes, der
bei den vorherrschenden Bedingungen den Erwartungswert fu¨r die Nutzsignalda¨mpfung
bildet. Zusa¨tzlich la¨sst sich eine Standardabweichung angeben, aus der normalverteilt
[Verlust in dB] bzw. lognormalverteilt [Verlust in W] eine additive Variation berechnet
wird.
Tabelle 17 zeigt eine U¨bersicht der Kanalmodelle und ihren Anwendungsbereichen.
9.2.2 Extended Hata Modell
Das Extended Hata Modell wird in [42] beschrieben. Ausbreitungsverluste nach diesem
Modell berechnen sich wie folgt:
LXHata = L( f ,h1,h2,d,env)+T (G(σ)) (74)
Der erste Summand ist der mittlere Verlust L. Dieser ergibt sich je nach Frequenz f , Ab-
stand d und den Bedingungen, die aus der Umgebung resultieren (env), aus verschiedenen
Gleichungen in Abha¨ngigkeit von f , d und den Antennenho¨hen h1 und h2. Dabei sei im
Folgenden:
Hm = min(h1,h2) (75)
Hb = max(h1,h2) (76)
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Tab. 17: U¨bersicht der Kanalmodelle
Modell Antennenho¨hen Frequenz Entfernung In-/Outdoor Bemerkungen
Free Space
Loss
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Die Gleichungen (75) und (76) ordnen der geringeren Antennenho¨he die mobile Stati-
on und der gro¨ßeren Antennenho¨he die Basisstation zu. Die U¨bertragung ist unabha¨ngig
davon in beide Richtungen mo¨glich. Es wird empfohlen, dass bei der Verwendung des
Extended Hata Modells die Bedingungen 1 m≤ Hm ≤ 10 m und 30 m≤ Hb ≤ 200 m zu-
treffen.
Die Umweltbedingungen umfassen Angaben zur generellen Umgebung (Urban, Subur-
ban, Rural), zur lokalen Umgebung der jeweiligen Antennen (Indoor/Outdoor) und zur
Ausbreitungsumgebung (Above Roof/Below Roof).
• Fu¨r d ≤ 0,04 km:







(Bei kleinen Absta¨nden zwischen Sender und Empfa¨nger gilt fu¨r den Ausbreitungs-
verlust die Berechnungsvorschrift fu¨r Freiraumausbreitung.)
• Fu¨r 0,04 km < d < 0,1 km:
L = L(0,04)+
log(d)− log(0,04)
log(0,1)− log(0,04) · [L(0,1)−L(0,04)] (78)





















L = L(urban)−4,78 [log(min{max{105, f},2000})]2
+18,33log(min{max{105, f},2000})−40,94
(81)
Fu¨r die Parameter a(Hm) und b(Hb) gilt:
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Der Exponent α besitzt einen Wert von 1 fu¨r Distanzen unter 20 km.
Neben dem mittleren Verlust L existiert ein Term, welcher gema¨ß der Gaußschen Normal-
verteilung eine zufa¨llige Abweichung nachbildet (T (G(σ))). Die Streuung des zufa¨lligen
Terms ist abha¨ngig vom Abstand zwischen Sender und Empfa¨nger und den Ausbreitungs-
bedingungen (Above Roof, Below Roof). Die Werte fu¨r die Standardabweichung variie-
ren von σ = 3,5 bei Entfernungen von d ≤ 0,04 km u¨ber σ = 17 bei Entfernungen von
0,1 km < d ≤ 0,2 km (Below Roof Ausbreitung) bis hin zu σ = 9 bei Entfernungen von
d > 0,6 km.
Zusa¨tzlich muss der Ausbreitungsverlust bei indoor-outdoor- und indoor-indoor-Ausbrei-
tung weiter angepasst werden. Bei indoor-outdoor-Ausbreitung geschieht dies durch Hin-
zuaddieren eines vorher definierten Verlustwertes Lwe, der beim Durchdringen einer Au-
ßenwand entsteht. Meist wird dafu¨r ein Wert von Lwe = 10 dB angenommen. Die Stan-






wobei σoutdoor−outdoor die oben beschriebene Grundstandardabweichung darstellt und σadd
wiederum ein vordefinierter Wert ist, der in der Regel als σadd = 5 dB angegeben wird.
Im Fall der indoor-indoor-Ausbreitung wird zuna¨chst u¨berpru¨ft, ob sich Sende- und Emp-
fangsantenne im selben oder in verschiedenen Geba¨uden befinden. Wenn die Antennen in
verschiedenen Geba¨uden angeordnet sind, so ist das Vorgehen a¨hnlich, wie oben bei der in-
door-outdoor-Ausbreitung beschrieben. Allerdings wird vom Durchdringen zweier Wa¨nde
ausgegangen und daher 2Lwe hinzuaddiert. Anstatt σ2add geht (2σadd)
2 in die Standardab-
weichung ein.
Befinden sich beide Antennen in einem Geba¨ude, kommt folgende Gleichung zur Berech-
nung des mittleren Ausbreitungsverlustes zur Anwendung:







Fu¨r k f gilt:






h f loor Ho¨he der Ra¨ume (standardma¨ßig 3 m)
droom Gro¨ße der Ra¨ume (standardma¨ßig 4 m)
b Empirischer Parameter (standardma¨ßig 0,46)
Lwi Verlust bei Innenwa¨nden (standardma¨ßig 5 dB)
L f Verlust zwischen angrenzenden Etagen (standardma¨ßig 18,3 dB)
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Die Funktion fix(x) ergibt die gro¨ßte ganze Zahl, die kleiner oder gleich dem Argument x
ist. Aus fix(d/droom) ergibt sich die Anzahl der Innenwa¨nde und k f liefert die Anzahl der
Bo¨den zwischen den Etagen, die durchdrungen werden mu¨ssen.
Um Einzelheiten der Geba¨udearchitektur und andere Unbestimmtheiten nicht zu vernach-
la¨ssigen, wird auch hier ein normalverteilter Wert hinzuaddiert. Dabei wird die Standard-
abweichung typischerweise auf 10 dB gesetzt.
9.2.3 Extended Hata - SRD Modell
Bei Funkkomponenten in der Automatisierungstechnik handelt es sich u¨berwiegend um
SRDs. Die Antennen solcher SRDs befinden sich sowohl beim Sender als auch beim Emp-
fa¨nger meist auf Ho¨hen von u¨blicherweise rund 1,5 m. Die festgelegte Mindestho¨he der
Basisstationsantenne von 30 m bei dem im vorherigen Abschnitt beschriebenen Extended
Hata Modell wu¨rde zu u¨berho¨hten Ausbreitungsverlusten fu¨hren. Um dies zu vermeiden,
wird beim Extended Hata - SRD Modell ([42]) die Gleichung fu¨r b(Hb) ersetzt:








Die Antennenho¨hen sollten dabei den Bereich zwischen 1,5 und 3 Metern nicht verlassen.
9.2.4 WINNER II Modell
Ein weiteres Modell ist das WINNER II ([51]), welches verschiedene Szenarien beinhaltet.
Gleichung (88) zeigt die grundlegende Formel zur Berechnung von Ausbreitungsverlusten.






Dabei ist Parameter A ein Ausbreitungsexponent, gefolgt von einem additiven Parame-
ter B. Parameter C beschreibt die Abha¨ngigkeit des Ausbreitungsverlustes PWinner von der
Frequenz fc. In einigen Szenarien, die das WINNER II Modell beinhaltet, wird auch dem
Parameter X ein Wert zugewiesen, beispielsweise geht u¨ber diesen Parameter bei einer
indoor-outdoor-Ausbreitung der Verlust an Wa¨nden in die Berechnung ein. Wie schon
in den vorangegangenen Modellen wird eine Streuung der Ausbreitungsverluste mit dem
Parameter σ ausgedru¨ckt, wobei diese Variation gema¨ß der Gaußschen Normalverteilung
zu der Gleichung (88) hinzuaddiert wird.
In den einzelnen Szenarien des Modells werden den genannten Parametern feste Werte
zugewiesen. Fu¨r Szenario B3 - Indoor Hotspot gilt:
Tab. 18: Parameterwerte fu¨r ausgewa¨hlte Szenarien
A B C σ
LOS 13,9 64,4 20 3
NLOS 37,8 36,5 23 4
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9.2.5 Interferenzkriterium
Um auftretende Interferenzen in einem Kanalmodell zu erkennen, muss ein gewisses Ent-
scheidungskriterium festgelegt werden. Dazu soll die Carrier-to-Interference-Ratio als Kenn-
gro¨ße Anwendung finden. Der Wert dieser Kenngro¨ße ist abha¨ngig von der verwendeten
Modulation des Nutzsignals und variiert typischerweise zwischen 9 dB (z. B. fu¨r QPSK)
und mehr als 26 dB (z. B. fu¨r 64QAM). Wegen der Anerkennung von Ergebnissen aus der
Simulationsumgebung SEAMCAT in Arbeitsgruppen der CEPT, CENELEC und ETSI
sowie der mo¨glichen Vergleichbarkeit der Resultate wird der Default-Wert fu¨r die CIR




< 19 dB (89)
erfu¨llt ist, wobei C (Carrier bzw. Tra¨ger) die Signalsta¨rke des Nutzsignals und I die In-
terferenzsignalsta¨rke ist.
9.3 Umsetzung
Bisher erfolgte die gegenseitige Beeinflussung der Funkverbindungen u¨ber den Platz
”
Me-
dium“. Dabei nimmt jede Funkverbindung jede andere wahr, wenn diese denselben Fre-
quenzbereich verwendet. Da durch die Reduzierung der Nutzsignalleistung durch bei-
spielsweise Pfadverluste eine ra¨umliche Trennung von Funkverbindungen mo¨glich ist, bil-
det der bisherige Ansatz die Realita¨t nur unzureichend ab. Aus diesem Grund wird der
bislang verwendete
”
Interferenz-Check“ durch eine Java-Applikation ersetzt, welche die
Petri-Netz-Modelle der Funkverbindungen u¨ber ein empirisches Kanalmodell verknu¨pft.
Abbildung 92 zeigt die grundlegende Struktur der Anwendung.
Die Java-Applikation verbindet sich u¨ber TCP/IP mit den einzeln in
”
CPN Tools“ geo¨ff-
neten Petri-Netz-Verbindungsmodellen. Diese wurden um eine Subtransition zur externen
Kommunikation erweitert. Wa¨hrend der Laufzeit kann die Anwendung gleichzeitig mit
mehreren gleichartigen oder unterschiedlichen Verbindungsmodellen Daten austauschen.
Die Java-Applikation besteht aus drei Teilen: der Konfigurationseinheit, dem Synchroni-
sationsteil und dem eigentlichen Kanalmodell.
Der Konfigurationsteil u¨bergibt nicht nur den Verbindungsmodellen die relevanten Para-
meter, sondern stellt auch dem Kanalmodell alle no¨tigen Werte fu¨r die durchzufu¨hrenden
Berechnungen bereit. Zum Beispiel sind fu¨r das Kanalmodell Antennenparameter (Posi-
tion, Versta¨rkung), die Sendefrequenz sowie -leistung und die Ausbreitungsbedingungen
zwischen den Antennen notwendig.
Die Synchronisationseinheit (Bestandteil von Simkontroll in Abb. 92) ist dafu¨r verantwort-
lich, dass die Abarbeitung der einzelnen Verbindungsmodelle in chronologischer Reihenfol-
ge erfolgt. Dieser Teil der Java-Applikation ist notwendig, da die Petri-Netz-Verbindungs-
- 150 -
9 Integration eines Kanalmodells
Abb. 92: Struktur zur Implementierung eines Kanalmodells
modelle (Funksysteme in Abb. 92) unabha¨ngig voneinander simuliert werden.
Das Kanalmodell bildet das Medium fu¨r die U¨bertragung von Paketen nach. Bei einer
gleichzeitigen U¨bertragung mehrerer Funkverbindungen wird anhand der Empfangsleis-
tung des Nutzsignals und der Leistung des Sto¨rsignals u¨berpru¨ft, ob die Nutzsignalu¨ber-
tragung gesto¨rt wurde oder nicht. Zur Berechnung der Ausbreitungsverluste auf sa¨mtli-
chen Wegen zwischen allen positionierten Antennen der verschiedenen Funkverbindungen
wurden aus den oben beschriebenen Kanalmodellen die passenden festgelegt. Fu¨r Ausbrei-
tungswege, die außschließlich innerhalb einer Industriehalle liegen, wird das WINNER-II-
Modell mit den Koeffizienten aus dem Indoor-Hotspot-Szenario angenommen. Fu¨r außer-
halb der Fabrikhalle liegende Ausbreitungswege, fu¨r die außerdem NLOS besteht, sowie
fu¨r Verbindungen, bei denen mindestens eine Wand druchdrungen wird, ist der Verlust
mit dem Extended Hata - SRD Modell zu berechnen. Der Verlust an einer Wand soll da-
bei Lwall = 10 dB betragen. Fu¨r die u¨brigen Verbindungsstrecken, die komplett im Freien
liegen und LOS angenommen werden kann, soll die Freiraumausbreitung (Free Space Loss
Modell) gelten.
Mit Hilfe des Kanalmodells wird ermittelt, wieviel der Leistung des Senders am gewollten
Empfa¨nger eintrifft. Es wird aber auch bestimmt, wieviel Sto¨rleistung durch den Sen-
devorgang bei allen anderen Gera¨ten vorliegt. Eine entsprechende Frequenzabha¨ngigkeit
wird dabei beru¨cksichtigt. Mit Hilfe des ermittelten Sto¨rpegels gegenu¨ber des Nutzsignal-
pegels kann dann eine Aussage u¨ber eine mo¨gliche Interferenz getroffen werden. Am Ende
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jeder U¨bertragung erhalten die Funkverbindungen die Information u¨ber mo¨glicherweise
aufgetretene Interferenzen. Der Sto¨rpegel wird auch bei CCA-Anfragen verwendet, um
eine Aussage u¨ber die Belegung des Mediums treffen zu ko¨nnen.
Abb. 93: Erweitertes Systemmodell
Abbildung 93 zeigt das angepasste Petri-Netz-Modell, welches nur noch eine Funkverbin-
dung beinhaltet. Die Subtransition
”
Extern“, welche die externe Kommunikation mit der
Java-Applikation realisiert, ist sowohl mit dem Platz
”
Medium“ als auch mit
”
Configura-
tion“ verbunden. Zur Konfiguration wird von der Subtransition
”
Extern“ eine Marke mit
den notwendigen Parametern auf den Platz
”
Configuration“ gelegt. Diese fließt anschlie-
ßend in das Petri-Netz, welches sich hinter
”
Connection“ verbindet, und nimmt dort die
entsprechenden Einstellungen vor.
Wie bereits erwa¨hnt, u¨bernimmt die Subtransition
”
Extern“ auch die Synchronisation
der einzelnen Petri-Netz-Verbindungsmodelle. Dazu senden die einzelnen Verbindungen,
wenn ein Paket zur U¨bertragung u¨ber das Medium ansteht, eine Anfrage mit der aktu-
ellen Zeit des Netzes an die Java-Applikation. Die Java-Anwendung wartet nun so lange,
bis alle Verbindungen eine Anfrage gestellt haben. Erst dann bekommt das Netz mit der
niedrigsten Zeitangabe die Erlaubnis fortzusetzen und mit der U¨bertragung zu begin-
nen. Alle anderen Netze, deren Anfragen abgelehnt wurden, verweilen so lange in einer
Schleife, bis sie selbst den niedrigsten Stand der Zeit aufweisen und an der Reihe sind.
Die Synchronisation ist auch notwendig, da die Netze zur Umsetzung der unterschied-
lichen Medienzugriffsmechanismen unterschiedlich viele Abarbeitungsschritte beno¨tigen.
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Tab. 19: Parameter des Simulationsszenarios zur Untersuchung des Einflusses eines
Kanalmodells
System tonmax [ms] nCon tTImin [ms] tTI [ms] Req [%] Init [ms] Packets
NFH-NA 5 3 50 80 18,75% rand(tTI) 1.000
NFH-NLBT 5 3 5,05 80 18,75% rand(tTI) 1.000
NFH-FB 5 3 6,25 80 18,75% rand(tTI) 1.000
NFH-LB 5 3 5,33 80 18,75% rand(tTI) 1.000
75%
Sie stellt die richtige Reihenfolge fu¨r die Benutzung des Mediums sicher.
Die Umsetzung des CCA-Mechanismus erfolgt durch eine Verbindung u¨ber einen zusa¨tz-




Extern“, der nicht in Abbil-
dung 93 dargestellt ist. Wenn in einem Verbindungsmodell ein CCA durchgefu¨hrt wird,
erha¨lt die Java-Applikation eine entsprechende Mitteilung. Sollte das aktuelle Sto¨rpo-
tential an dem Teilnehmer, der das CCA vornimmt, so groß sein, dass eine Belegung
des Mediums erkannt wird, legt die Subtransition
”
Extern“ fu¨r die Dauer des CCA ein
Dummy-Paket auf den Platz
”
Medium“. Dadurch wird auch von dem Physical Layer des
Teilnehmers das Medium als belegt erkannt und die U¨bertragung entsprechend verzo¨gert.
9.4 Simulation
In einem Simulationsszenario soll untersucht werden, wie sich das implementierte empi-
rische Kanalmodell auf das Zeit- und Fehlerverhalten von Funksystemen auswirkt. Es ist
weiterhin zu u¨berpru¨fen, ob Auswirkungen auf die Koexistenz festzustellen sind. Dazu
wird auf das Szenario
”
Alle Gera¨te teilen sich das Spektrum gleichma¨ßig auf“ (siehe Ab-
schnitt 6.5.3) zur Analyse der Anforderungen an die EN 300 328 zuru¨ckgegriffen. Bei einer
Simulation wird das Medium wie bisher mit einem Platz, der alle Funksysteme mitein-
ander verbindet, nachgebildet. Bei der zweiten Durchfu¨hrung kommt das implementierte
empirische Kanalmodell zum Einsatz. Die relevanten Parameter sind fu¨r beide Fa¨lle gleich
und in Tabelle 19 aufgelistet.
Aus Performancegru¨nden entha¨lt jedes Funksystem nur drei Verbindungen, wodurch die
Gesamtanforderung an das Medium statt 100 % nur noch 75 % betra¨gt. Auch die An-
zahl der Pakete wurde auf 1.000 gesenkt. Die Initialisierung der einzelnen Verbindungen
ist zwar zufa¨llig, allerdings aus Gru¨nden der Vergleichbarkeit fu¨r beide Fa¨lle identisch.
Abbildung 94 zeigt eine willku¨rliche, ra¨umliche Anordnung der Funkkomponenten, zwi-
schen denen die einzelnen Verbindungen bestehen. Entsprechend dieser Anordnung wird
das empirische Kanalmodell parametrisiert. Abbildung 94 stellt zwei Industriehallen dar.
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Die Geba¨udegrenzen werden durch schwarze Linien markiert. Die verschiedenen Funkver-
bindungen kommunizieren nicht nur innerhalb und außerhalb der Geba¨ude, sondern auch
zwischen den Geba¨uden sowie von innen nach außen.
Abb. 94: Anordnung der Funksysteme
Abbildung 95 zeigt die Verteilung der Pakete fu¨r die beiden beschriebenen Simulations-
fa¨lle.
Wie schon in Abschnitt 6 sind gru¨n die korrekt u¨bertragenen Pakete, rot sind die zer-
sto¨rten und gelb sind die Pakete, die durch einen Speicheru¨berlauf verworfen wurden.
Wieder ist in den Ergebnissen der Trend erkennbar, dass LBT-Systeme gegenu¨ber Nicht-
LBT-Systemen bevorteilt sind. Der u¨berwiegende Teil der Pakete des NFH-NA-Systems
wird durch Interferenzen zersto¨rt. Die Mehrheit der Pakete des NFH-NLBT-Systems wird
durch die Kanalsperrzeit von 1 s verworfen. Beim NFH-FB-System dominieren die korrekt
u¨bertragenen Pakete. Allerdings weisen die Verbindungen des NFH-LB-Systems viele Pa-
ketkollisionen auf. Eine ausgiebige Analyse der einzelnen Paketkenngro¨ßen hat ergeben,
dass die zufa¨llige Initialisierung dazu gefu¨hrt hat, dass die NFH-NA-Verbindungen genau
dann anfangen zu senden, wenn die U¨bertragung der NFH-LB-Verbindungen gerade aktiv
ist.
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Abb. 95: Paketverteilung mit (mKM) und ohne (oKM) Verwendung eines Kanalm-
odells
Die gewonnenen Ergebnisse zeigen zwei Auswirkungen, die durch die Verwendung eines
empirischen Kanalmodells entstehen. Es ist zum einen mo¨glich, dass wa¨hrend des CCA
von LBT-Systemen die Sto¨rleistung, die durch andere aktive Funkverbindungen erzeugt
wird, an dem sendewilligen Gera¨t unterhalb der fu¨r CCA festgelegten Energiepegelgrenze
liegt. Daraufhin wird eine U¨bertragung gestartet. Am Empfa¨nger kann die Sto¨rleistung
allerdings so groß sein, dass die Demodulation des Paketes unmo¨glich ist. Eine weitere
mo¨gliche Auswirkung ist, dass die Verwendung des empirischen Kanalmodells zu einer
ra¨umlichen Trennung von parallelen Funkverbindungen fu¨hrt. Dadurch ko¨nnen Gera¨te
gleichzeitig kommunizieren, ohne dass sie sich gegenseitig sto¨ren.
Bei dem Zeitverhalten in Abbildung 96 ist eher die Tendenz zu erkennen, dass die U¨ber-
tragungszeiten der Pakete geringer werden. Auch hier spielt die Beeinflussung des CCA-
Mechanismus eine entscheidende Rolle. Wenn die Sto¨rleistung an der sendewilligen Station
zu gering ist, wird das Medium als frei erkannt und die U¨bertragung wird unverzu¨glich
gestartet.
9.5 Zusammenfassung
In diesem Abschnitt wurde ein Ansatz beschrieben, bei dem die Petri-Netz-Modelle der
Funksysteme mit einem empirischen Kanalmodell verknu¨pft werden. Die Ergebnisse ei-
nes damit durchgefu¨hrten Simulationsszenarios haben gezeigt, dass die Verwendung eines
Kanalmodells einen Einfluss sowohl auf das Fehler- als auch auf das Zeitverhalten hat.
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Abb. 96: Perzentil 95 der U¨bertragungszeit mit und ohne Verwendung eines Kanal-
modells
Das Zeitverhalten verbessert sich u¨berwiegend. Beim Fehlerverhalten ist kein klarer Trend
zu erkennen. Im Einzelnen verbessern oder verschlechtern sich die Verbindungen. Einige
bleiben unvera¨ndert. Zudem ist keine Abha¨ngigkeit vom verwendeten Medienzugriffsme-
chanismus festzustellen. Damit belegen die Ergebnisse des Simulationsszenarios, dass die
Modellierung des Mediums mit nur einem Platz fu¨r die Untersuchung des grundlegenden
Koexistenzverhaltens von verschiedenen Medienzugriffsmechanismen ausreichend ist. Die
Betrachtung von Ort und Signalleistung ist in diesem Zusammenhang vernachla¨ssigbar. In
einem realen Anwendungsfall sollten die Ausbreitungsbedingungen mit einem empirischen
Kanalmodell beru¨cksichtigt werden, um eine hohe Genauigkeit der Simulationsergebnisse
gewa¨hrleisten zu ko¨nnen.
Die Inhalte dieses Kapitels stammen aus [39].
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10 Zusammenfassung und Ausblick
10.1 Zusammenfassung
Die Funkkommunikation ist heutzutage ein fester Bestandteil industrieller Automatisie-
rungsanlagen. Die Ursache liegt in den verschiedenen Vorteilen, die bei der Verwendung
der Funkkommunikation entstehen. Beispiele sind die Einsparung von oftmals teuren Ka-
beln und deren Verlegung sowie die Erho¨hung der Mobilita¨t und Flexibilita¨t von Sensoren
und Aktoren. Je nach Anwendungsfall werden unterschiedliche Anforderungen bezu¨glich
Echtzeitverhalten, Robustheit und Zuverla¨ssigkeit an die Funkkommunikation gestellt. Al-
lerdings werden diese Anforderungen von den verschiedenen Funktechnologien mehr oder
weniger gut erfu¨llt, sodass jede Funktechnologie ihre Daseinsberechtigung besitzt. Der
gleichzeitige Einsatz der Funkkommunikation fu¨r unterschiedliche Anwendungsfa¨lle fu¨hrt
zu einer immer sta¨rkeren Belegung der knappen Frequenzressource. Resultierend daraus
entsteht eine gegenseitige Beeinflussung der auf dasselbe Medium zugreifenden Funklo¨-
sungen. Diese Beeinflussung wirkt sich negativ auf das Zeit- und Fehlerverhalten aus. Eine
mo¨gliche Folge kann sein, dass die Anforderungen der Automatisierungsanwendung nicht
mehr erfu¨llt werden. Ein Ausfall des Produktionsprozesses und die damit verbundenen
Kosten wa¨ren die mo¨gliche Konsequenz. Es stellt sich die Frage der Koexistenz zwischen
den einzelnen Funklo¨sungen und die effiziente Nutzung der kostbaren Spektrumressource,
sodass eine Einhaltung der Anwendungsanforderungen gewa¨hrleistet werden kann.
Es existieren eine Reihe von Werkzeugen, welche den Fokus auf die Simulation und Unter-
suchung der Koexistenz von Funklo¨sungen legen. Allerdings betrachten diese Tools jeweils
einzelne Aspekte der Koexistenz wie beispielsweise die Interferenzwahrscheinlichkeit oder
Signalausbreitung. Es existiert kein Ansatz, welcher Koexistenzuntersuchungen aus Sicht
der industriellen Automation ermo¨glicht. Dazu geho¨rt auch die Ermittlung von Kenngro¨-
ßen entsprechend der VDI/VDE-Richtlinie 2185, um Ru¨ckschlu¨sse auf die Einhaltung der
Anwendungsanforderungen ziehen zu ko¨nnen.
Aus diesem Grund wurde in dieser Arbeit ein Ansatz basierend auf ho¨heren Petri-Netzen
entwickelt, um das Zeit- und Fehlerverhalten von Funklo¨sungen bei Beeinflussung durch
andere Funksysteme ermitteln zu ko¨nnen. Dabei spielt vor allem der zu Grunde liegende
Medienzugriffsmechanismus eine entscheidende Rolle. Ho¨here Petri-Netze erlauben die for-
male Modellierung von Funklo¨sungen. Zudem unterstu¨tzen sie die ausgiebige Validierung
und Verifikation der erstellten Modelle. Mit ho¨heren Petri-Netzen ko¨nnen ereignisdiskrete
Systeme und Nebenla¨ufigkeiten modelliert werden. Ebenfalls ko¨nnen parameterbehaftete
Ereignisse und Zeitbedingungen nachgebildet werden. Damit erfu¨llen ho¨here Petri-Netze
sa¨mtliche Anforderungen, die zur Modellierung und Simulation von Koexistenzszenarien
in der industriellen Automation notwendig sind.
Der Ansatz der ho¨heren Petri-Netze wurde auf unterschiedliche Medienzugriffsmechanis-
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men angewendet:
• Nichtfrequenzhopper, welche in der EN 300 328 spezifiziert sind;
• neue Medienzugriffsmechanismen fu¨r die industrielle Automation (MS-Aloha, ver-
besserter DECT-Ansatz);
• Medienzugriffsmechanismen realer Systeme (WLAN, WSAN-FA).
Koexistenzuntersuchungen an den in der EN 300 328 spezifizierten Medienzugriffsme-
chanismen haben ergeben, dass das Spektrum nicht effizient genutzt wird. Auch wird
das Medium bei U¨berbelegung von den verschiedenen Medienzugriffsmechanismen unter-
schiedlich stark genutzt. Damit werden die Anforderungen, welche an die U¨berarbeitung
der EN 300 328 gestellt wurden, nicht erfu¨llt. Hinzu kommt eine starke Abha¨ngigkeit ge-
genu¨ber den Anfangsbedingungen und ein unvorhersehbares Zeitverhalten einzelner Zu-
griffsmechanismen. Aus diesem Grund sind die in der EN 300 328 spezifizierten Verfahren
fu¨r die industrielle Automation ungeeignet. Das grundlegende Problem ist, dass Koexis-
tenz aus Gera¨tesicht erreicht werden soll.
Dagegen wird ein Systemansatz beispielsweise von MS-Aloha verwendet. Dieses Zugriffs-
verfahren stammt aus der Car-to-Car-Kommunikation und nutzt TDMA. Koexistenzun-
tersuchungen mit ho¨heren Petri-Netzen haben gezeigt, dass MS-Aloha ein robustes U¨ber-
tragungsverhalten aufweist. Leider verwendet MS-Aloha nur einen Kanal. Dieser wird
auch nicht selbststa¨ndig gewechselt, wenn beispielsweise ein schmalbandiger Sto¨rer den-
selben Kanal verwendet.
Diesen Mangel beseitigt ein selbstentwickelter Ansatz basierend auf DECT. Der Ansatz
verwendet mehrere Frequenzkana¨le. Im Falle eines schmalbandigen Sto¨rers wird der be-
troffene Kanal gewechselt. Mit dem nachgewiesenen Zeit- und Fehlerverhalten ist dieser
Ansatz ausgezeichnet fu¨r die industrielle Automation geeignet. Der Ansatz ist bisher stark
idealisiert, sodass fu¨r eine mo¨gliche Umsetzung tiefergehende U¨berlegungen notwendig
sind.
Koexistenzuntersuchungen mit ho¨heren Petri-Netzen haben weiterhin gezeigt, dass eine
gegenseitige Beeinflussung bei der gleichzeitigen Verwendung von WLAN und WSAN-FA
besteht. Beispielsweise ko¨nnen WLAN-Pakete bei der Anwesenheit von WSAN-FA um
mehr als 2 ms verzo¨gert werden. Auch WSAN-FA ist durch die Zersto¨rung von Paketen
wa¨hrend der U¨bertragung betroffen. Allerdings haben die durchgefu¨hrten Simulationen
auch gezeigt, dass die Kommunikation von WLAN und WSAN-FA zwar beeintra¨chtigt
wird, die Daten dennoch zuverla¨ssig u¨bertragen werden ko¨nnen.
In einem weiteren Abschnitt wurden die aus ho¨heren Petri-Netzen bestehenden Funksy-
stemmodelle mit einem empirischen Kanalmodell verknu¨pft. Die Simulationsergebnisse
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aus einem Vergleich mit und ohne Kanalmodell haben gezeigt, dass die Genauigkeit bei
Verwendung eines empirischen Kanalmodells gegenu¨ber einem realen Anwendungsfall er-
ho¨ht wird. Fu¨r die Untersuchung des grundlegenden Koexistenzverhaltens von verschie-
denen Medienzugriffsmechanismen ist ein solches jedoch nicht vonno¨ten.
10.2 Ausblick
In dieser Arbeit wurde versucht, anhand der Kenngro¨ße U¨bertragungszeit eine vergleichen-
de Bewertung unterschiedlicher Medienzugriffsmechansismen aus Sicht der industriellen
Automation vorzunehmen. Allerdings wird das Zeitverhalten der verschiedenen Medien-
zugriffsmechanismen durch eine Reihe von einstellbaren Parametern bestimmt, sodass ein
sto¨rungsfreier Vergleich keinen Sinn machen wu¨rde. Als zuku¨nftige Forschungsaufgabe er-
gibt sich allerdings die Parameteroptimierung. Als Folge ko¨nnten die einzelnen Medienzu-
griffsmechanismen fu¨r unterschiedliche Automatisierungsanwendungen optimiert werden.
Ein anderer Aspekt ist die Bewertung des Koexistenzverhaltens von Medienzugriffsme-
chanismen bezu¨glich Spektreneffizienz, Instabilita¨t, gleichma¨ßige Spektrenaufteilung und
unvorhersehbares Zeitverhalten (siehe Abschnitt 6.5). Dies sind qualitative Anforderun-
gen. Quantitative Definitionen dieser Anforderungen, um Aussagen anhand von Messun-
gen und Simulationen gewinnen zu ko¨nnen, existieren bisher noch nicht. Auch ist die
systematische, gegenseitige Beeinflussung der verschiedenen Medienzugriffsmechanismen
zur Ermittlung des Koexistenverhaltens schwierig. Die Erarbeitung der Anforderungsdefi-
nitionen sowie die vergleichende Bewertung des Koexistenzverhaltens von Medienzugriffs-
mechanismen bezogen auf die genannten Anforderungen und aus Sicht der industriellen
Automation sind Gegenstand des aktuellen Forschungsprojektes
”
Wireless Regulierung fu¨r
die industrielle Automation (WiRiA)“ ([107]).
Mit der Simulation von Koexistenzszenarien auf Basis ho¨herer Petri-Netze und aus Sicht
der industriellen Automation wurde ein wesentlicher Bestandteil fu¨r ein vereinfachtes Ko-
existenzmanagement erarbeitet. Mit diesem ko¨nnen Automatisierungsingenieure den Zu-
stand der Koexistenz ohne Zuhilfenahme von Funkexperten herstellen. Fu¨r die Umsetzung
des vereinfachten Koexistenzmanagements sind allerdings noch weitere Schritte erforder-
lich.
Ein Beispiel fu¨r solche weiterfu¨hrenden Arbeiten ist die Verknu¨pfung des dynamischen
Petri-Netz-Modells mit einem Parametermodell. Dies ist fu¨r die Realisierung eines ver-
einfachten Koexistenzmanagements notwendig, da die eingestellten Parameterwerte einen
direkten Einfluss auf das Zeit- und Fehlerverhalten haben ([72]). Zudem ist eine Daten-
bank basierend auf dem Parametermodell erforderlich, in welcher die geplanten und vor-
handenen Funklo¨sungen aufgenommen werden. Diese Datenbank entha¨lt auch die aktuell
eingestellten Parameter. Weitere wichtige Informationen sind die Anforderungsgrenzen
der einzelnen Automatisierungsanwendungen, welche auf die verschiedenen Funklo¨sungen
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zugreifen. Ein anderer wichtiger Aspekt, welcher in der Datenbank aufgefu¨hrt sein muss,
ist die Position der Funkkomponenten. Anhand der in der Datenbank vorliegenden Da-
ten ko¨nnen nun Koexistenzsimulationen basierend auf Petri-Netz-Modellen durchgefu¨hrt
werden. Mit diesen wird u¨berpru¨ft, ob die Anwendungsanforderungen unter den gewa¨hl-
ten Einstellungen eingehalten werden ko¨nnen. Bei Nichteinhaltung ko¨nnte ein Alarm oder
eine Warnung ausgelo¨st werden.
Ein anderer Ansatz, welcher weiterer Betrachtungen bedarf, ist die automatische Optimie-
rung der Gera¨teparameter in Abha¨ngigkeit von den Anwendungsanforderungen. Industri-
elle Funkgera¨te, welche derzeit am Markt erha¨ltlich sind, bieten eine Vielzahl einstellba-
rer Parameter. Diese haben nicht nur Einfluss auf das Zeit- und Fehlerverhalten, sondern
auch auf die Koexistenz gegenu¨ber anderen Funksystemen. Mit Hilfe des dynamischen
Petri-Netz-Modells kann nun eine Art Regelkreis zur Optimierung des U¨bertragungs- und
Koexistenzverhaltens gebildet werden. Das Petri-Netz-Modell stellt dabei die zu regelnde
Strecke dar. Die Istwerte sind die Kenngro¨ßen des Zeit- und Fehlerverhaltens. Als Soll-
werte dienen die Anwendungsgrenzen. Als Stellgro¨ßen werden die koexistenzrelevanten
Gera¨teparameter verwendet. Mit diesem Ansatz wa¨re auch ein automatisches Koexistenz-
management denkbar.
Fu¨r die Umsetzung eines automatischen Koexistenzmanagements wa¨re auch die Anbin-
dung eines genaueren Kanalmodells vonno¨ten. Auf Basis des Grundrisses der Automa-
tisierungsanlage ko¨nnte ein Dominant-Path-Kanalmodell implementiert werden. In dem
Grundriss ist die Position der Funkgera¨te festzulegen. Aus dem Grundriss und der Position
kann dann die an den Empfa¨ngern eintreffende Leistung, die in Abha¨ngigkeit vom Sender
entweder nutzend oder sto¨rend sein kann, errechnet werden. Mit Hilfe eines genaueren
Kanalmodells kann auch Einfluss auf die Positionierung der Gera¨te genommen werden.
Ein funktionierendes Koexistenzmanagement spielt auch wa¨hrend des Betriebs einer Au-
tomatisierungsanlage eine wichtige Rolle. Wenn unbekannte Funksysteme wie z. B. das
Bluetooth eines Handys in die Anlage gebracht werden, kann die geplante Koexistenz
beeintra¨chtigt werden. Mit aktiven Diagnosesystemen ko¨nnen solche Fremdsysteme auf-
gespu¨rt und identifiziert werden. Ein Ansatz fu¨r ein solches System wurde im Projekt
”
inWiDia“ entwickelt ([104]). Durch Anbindung dieses Funkdiagnosetools ko¨nnten bei Er-
kennung eines scha¨digenden Funksystems die Parameter der Nutzdatenfunksysteme an-
gepasst werden, um den Zustand der Koexistenz zu wahren. Sollte dies nicht mo¨glich
sein, mu¨sste der Koexistenzmanager automatisch informiert werden. Dieser muss dann




Die folgenden Funktionen kommen in den kolorierten Petri-Netz-Modellen zur Anwen-
dung. Innerhalb von CPN Tools kommt dabei die Sprache StandardML zum Einsatz.
Quelltext 1: Die Funktion
”
check first“
1 fun c h e c k f i r s t ( ( seq ,mb, t imest , ver , st , f r eq , pt , i n t f , f ) : : p f u l l s ) = l e t
2 va l a =L i s t . l ength ( ( seq ,mb, t imest , ver , st , f r eq , pt , i n t f , f ) : : p f u l l s )
3 va l zwischen = r e f t rue
4 in
5 i f (#9 ( L i s t . nth ( ( seq ,mb, t imest , ver , st , f r eq , pt , i n t f , f ) : : p f u l l s , a−1) ) )=
true then zwischen := ! zwischen e l s e zwischen := f a l s e ;
6 ! zwischen
7 end
8 | c h e c k f i r s t ( [ ] ) = f a l s e ;
Quelltext 2: Die Funktion
”
change first“
1 fun c h a n g e f i r s t ( ( seq ,mb, t imest , ver , st , f r eq , pt , i n t f , f ) : : p f u l l s ) = l e t
2 va l a = L i s t . l ength ( ( seq ,mb, t imest , ver , st , f r eq , pt , i n t f , f ) : : p f u l l s )
3 va l seqzw = r e f 0 : i n t r e f
4 va l mbzw = r e f 0 : i n t r e f
5 va l t imestzw = r e f 0 : i n t r e f
6 va l verzw = r e f 0 : i n t r e f
7 va l stzw = r e f ”” : s t r i n g r e f
8 va l freqzw = r e f 0 : i n t r e f
9 va l ptzw = r e f ”” : s t r i n g r e f
10 va l in t f zw = r e f f a l s e : bool r e f
11 va l fzw = r e f f a l s e : bool r e f
12 va l seqzw2 = r e f 0 : i n t r e f
13 va l mbzw2 = r e f 0 : i n t r e f
14 va l timestzw2 = r e f 0 : i n t r e f
15 va l verzw2 = r e f 0 : i n t r e f
16 va l stzw2 = r e f ”” : s t r i n g r e f
17 va l freqzw2 = r e f 0 : i n t r e f
18 va l ptzw2 = r e f ”” : s t r i n g r e f
19 va l int f zw2 = r e f f a l s e : bool r e f
20 va l fzw2 = r e f f a l s e : bool r e f
21 va l pzw = r e f [ ]
22 va l i f r e q = r e f 0 : i n t r e f
23 va l i = r e f 0 : i n t r e f
24 va l zwischen = r e f f a l s e : bool r e f
25 va l p o s i t i o n = r e f 0 : i n t r e f
26
27 in
28 seqzw := #1( L i s t . nth ( ( seq ,mb, t imest , ver , st , f r eq , pt , i n t f , f ) : :
p f u l l s , a−1) ) ;
29 mbzw := #2( L i s t . nth ( ( seq ,mb, t imest , ver , st , f r eq , pt , i n t f , f ) : : p f u l l s
, a−1) ) ;
30 timestzw := #3( L i s t . nth ( ( seq ,mb, t imest , ver , st , f r eq , pt , i n t f , f ) : :
p f u l l s , a−1) ) ;
31 verzw := #4( L i s t . nth ( ( seq ,mb, t imest , ver , st , f r eq , pt , i n t f , f ) : :
p f u l l s , a−1) ) ;
32 stzw := #5( L i s t . nth ( ( seq ,mb, t imest , ver , st , f r eq , pt , i n t f , f ) : : p f u l l s
, a−1) ) ;
33 f reqzw := #6( L i s t . nth ( ( seq ,mb, t imest , ver , st , f r eq , pt , i n t f , f ) : :
p f u l l s , a−1) ) ;
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34 i f r e q := ! freqzw ;
35 ptzw := #7( L i s t . nth ( ( seq ,mb, t imest , ver , st , f r eq , pt , i n t f , f ) : : p f u l l s
, a−1) ) ;
36 i n t f zw := #8( L i s t . nth ( ( seq ,mb, t imest , ver , st , f r eq , pt , i n t f , f ) : :
p f u l l s , a−1) ) ;
37 fzw := f a l s e ;
38
39 i f a>1 then
40 pzw:= L i s t . take ( ( seq ,mb, t imest , ver , st , f r eq , pt , i n t f , f ) : : p f u l l s , a−1) ˆ ˆ [ ( !
seqzw , ! mbzw , ! timestzw , ! verzw , ! stzw , ! freqzw , ! ptzw , ! int fzw , ! fzw ) ] e l s e pzw
:=
41 [ ( ! seqzw , ! mbzw , ! timestzw , ! verzw , ! stzw , ! freqzw , ! ptzw , ! int fzw , ! fzw ) ] ;
42
43 i f a>1 then whi l e ! i < ( a−1) do (
44 i f ! i f r e q = (#6 ( L i s t . nth ( ( seq ,mb, t imest , ver , st , f r eq , pt , i n t f , f ) : :
p f u l l s , ! i ) ) ) then ( zwischen := true ; p o s i t i o n := ! i ) e l s e
zwischen := ! zwischen ;
45 i := ! i+1
46 ) e l s e zwischen := f a l s e ;
47
48 i f ! zwischen=true then ( in t f zw := true ;
49 pzw:= L i s t . take ( ( seq ,mb, t imest , ver , st , f r eq , pt , i n t f , f ) : : p f u l l s , a−1) ˆ ˆ [ ( !
seqzw , ! mbzw , ! timestzw , ! verzw , ! stzw , ! freqzw , ! ptzw , ! int fzw , ! fzw ) ] ;
50
51 i f ! p o s i t i o n = 0 then
52 (
53 seqzw2 := #1( L i s t . nth ( ! pzw , ! p o s i t i o n ) ) ;
54 mbzw2 := #2( L i s t . nth ( ! pzw , ! p o s i t i o n ) ) ;
55 timestzw2 := #3( L i s t . nth ( ! pzw , ! p o s i t i o n ) ) ;
56 verzw2 := #4( L i s t . nth ( ! pzw , ! p o s i t i o n ) ) ;
57 stzw2 := #5( L i s t . nth ( ! pzw , ! p o s i t i o n ) ) ;
58 f reqzw2 := #6( L i s t . nth ( ! pzw , ! p o s i t i o n ) ) ;
59 ptzw2 := #7( L i s t . nth ( ! pzw , ! p o s i t i o n ) ) ;
60 in t f zw2 := true ;
61 fzw2 := #9( L i s t . nth ( ! pzw , ! p o s i t i o n ) ) ;
62 pzw := L i s t . drop ( ! pzw , ! p o s i t i o n +1) ˆ ˆ [ ( ! seqzw2 , ! mbzw2 , ! timestzw2 , !
verzw2 , ! stzw2 , ! freqzw2 , ! ptzw2 , ! int fzw2 , ! fzw2 ) ]
63 )
64 e l s e
65 (
66 seqzw2 := #1( L i s t . nth ( ! pzw , ! p o s i t i o n ) ) ;
67 mbzw2 := #2( L i s t . nth ( ! pzw , ! p o s i t i o n ) ) ;
68 timestzw2 := #3( L i s t . nth ( ! pzw , ! p o s i t i o n ) ) ;
69 verzw2 := #4( L i s t . nth ( ! pzw , ! p o s i t i o n ) ) ;
70 stzw2 := #5( L i s t . nth ( ! pzw , ! p o s i t i o n ) ) ;
71 f reqzw2 := #6( L i s t . nth ( ! pzw , ! p o s i t i o n ) ) ;
72 ptzw2 := #7( L i s t . nth ( ! pzw , ! p o s i t i o n ) ) ;
73 in t f zw2 := true ;
74 fzw2 := #9( L i s t . nth ( ! pzw , ! p o s i t i o n ) ) ;
75 pzw := L i s t . take ( ! pzw , ! p o s i t i o n ) ˆ ˆ [ ( ! seqzw2 , ! mbzw2 , ! timestzw2 , !
verzw2 , ! stzw2 , ! freqzw2 , ! ptzw2 , ! int fzw2 , ! fzw2 ) ]ˆˆ L i s t . drop ( ! pzw





80 e l s e zwischen := true ;
81
82 SOME( ! pzw)
83 end
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84 | c h a n g e f i r s t ( [ ] ) = NONE;
Quelltext 3: Die Initialisierungsfunktion des Monitors
1 fun i n i t (APPL2’ Sammel mark : PACKET FIN2 tms ) = ”Time ; Seq ; Status ;
Transmiss ion Time ; Update Time ; Media occupat ion \n”
Quelltext 4: Die Predicate-Funktion des Monitors
1 fun pred ( bindelem , APPL2’ Sammel mark : PACKET FIN2 tms ) =
2 l e t
3 fun predBindElem (APPL2’ C a l c u l a t e C h a r a c t e r i s t i c s (1 ,
4 {mb,mbsum, mbsum2 , seq , s tatus , tempt ,
5 tempt2 , t imest , t imest2 , tt , ut }) ) = true




Quelltext 5: Die Observer-Funktion des Monitors
1 fun obs ( bindelem , APPL2’ Sammel mark : PACKET FIN2 tms ) =
2 l e t
3 fun obsBindElem (APPL2’ C a l c u l a t e C h a r a c t e r i s t i c s (1 ,
4 {mb,mbsum, mbsum2 , seq , s tatus , tempt ,
5 tempt2 , t imest , t imest2 , tt , ut }) ) =
6 Int . t oS t r i ng t imest2 ˆ ”; ”ˆ Int . t o S t r i ng seq ˆ ”; ”ˆ s t a t u s ˆ ”; ”ˆ Int . t o S t r i ng t t
ˆ ”; ”ˆ Int . t oS t r i ng ut ˆ ”; ”ˆ Int . t oS t r i ng mbsum2 ˆ ”;\ n”




Quelltext 6: Die Stop-Funktion des Monitors
1 fun stop (APPL2’ Sammel mark : PACKET FIN2 tms ) =
2 ”Simulat ionsende : ; ”ˆ Int . t oS t r i ng ( intTime ( ) ) ˆ ”;\ n”
Quelltext 7: Die Funktion
”
buffer oldest“
1 fun b u f f e r o l d e s t ( ( seq ,mb, t imest ) : : packets , seq2 : int , mb2 : int , t imest2
: i n t ) = l e t
2 va l seqzw = r e f 0 : i n t r e f
3 va l mbzw = r e f 0 : i n t r e f
4 va l t imestzw = r e f 0 : i n t r e f
5 va l pzw = r e f [ ]
6 in
7 seqzw := #1( L i s t . nth ( ( seq ,mb, t imest ) : : packets , 0 ) ) ;
8 mbzw := #2( L i s t . nth ( ( seq ,mb, t imest ) : : packets , 0 ) ) ;
9 timestzw := #3( L i s t . nth ( ( seq ,mb, t imest ) : : packets , 0 ) ) ;
10 pzw := L i s t . drop ( ( seq ,mb, t imest ) : : packets , 1 ) ˆ ˆ [ ( seq2 , mb2 , t imest2 ) ] ;
11 SOME( ! pzw , ! seqzw , ! mbzw , ! t imestzw )
12 end
13 | b u f f e r o l d e s t ( [ ] , , , ) = NONE;
Quelltext 8: Die Funktion
”
check token“
1 fun check token ( ( seq ,mb, t imest , ver , st , f r eq , pt , i n t f , f ) : : p f u l l s , vern ) = l e t
2 va l i = r e f 0
3 va l a = L i s t . l ength ( ( seq ,mb, t imest , ver , st , f r eq , pt , i n t f , f ) : : p f u l l s )
4 va l i zw i s chen = r e f f a l s e
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5 in
6 whi le ! i < a do (
7 i f vern = (#4 ( L i s t . nth ( ( seq ,mb, t imest , ver , st , f r eq , pt , i n t f , f ) : :
p f u l l s , ! i ) ) ) then i zw i s chen := true e l s e i zw i s chen := ! i zw i s chen ;
8 i := ! i+1
9 ) ;
10 ! i zw i s chen
11 end
12 | check token ( [ ] , ) = f a l s e ;
Quelltext 9: Die Funktion
”
compare token“
1 fun compare token ( ( seq ,mb, t imest , ver , st , f r eq , pt , i n t f , f ) : : p f u l l s , vern ) =
l e t
2 va l i = r e f 0
3 va l a = L i s t . l ength ( ( seq ,mb, t imest , ver , st , f r eq , pt , i n t f , f ) : : p f u l l s )
4 va l i zw i s chen = r e f 0
5 in
6 whi le ! i < a do (
7 i f vern = (#4 ( L i s t . nth ( ( seq ,mb, t imest , ver , st , f r eq , pt , i n t f , f ) : :
p f u l l s , ! i ) ) ) then i zw i s chen := ! i e l s e i zw i s chen := ! i zw i s chen ;
8 i := ! i+1
9 ) ;
10 SOME ( L i s t . nth ( ( seq ,mb, t imest , ver , st , f r eq , pt , i n t f , f ) : : p f u l l s , ! i zw i s chen ) ,
L i s t . take ( ( seq ,mb, t imest , ver , st , f r eq , pt , i n t f , f ) : : p f u l l s , ! i zw i s chen )
11 ˆˆ L i s t . drop ( ( seq ,mb, t imest , ver , st , f r eq , pt , i n t f , f ) : : p f u l l s , ! i zw i s chen +1) )
12 end
13 | compare token ( [ ] , ) = NONE;
Quelltext 10: Die Funktion
”
check same freq“
1 fun check same freq ( ( seq ,mb, t imest , ver , st , f r eq , pt , i n t f , f ) : : p f u l l s , f r e ) =
l e t
2 va l i = r e f 0
3 va l a =L i s t . l ength ( ( seq ,mb, t imest , ver , st , f r eq , pt , i n t f , f ) : : p f u l l s )
4 va l zwischen = r e f f a l s e
5 in
6 whi le ! i < a do (
7 i f f r e = (#6 ( L i s t . nth ( ( seq ,mb, t imest , ver , st , f r eq , pt , i n t f , f ) : :
p f u l l s , ! i ) ) ) then zwischen := true e l s e zwischen := ! zwischen ;




12 | check same freq ( [ ] , ) = f a l s e ;
Quelltext 11: Die Funktion
”
no same freq“
1 fun no same freq ( ( seq ,mb, t imest , ver , st , f r eq , pt , i n t f , f ) : : p f u l l s , f r e ) = l e t
2 va l i = r e f 0
3 va l a =L i s t . l ength ( ( seq ,mb, t imest , ver , st , f r eq , pt , i n t f , f ) : : p f u l l s )
4 va l zwischen = r e f t rue
5 in
6 whi le ! i < a do (
7 i f f r e = (#6 ( L i s t . nth ( ( seq ,mb, t imest , ver , st , f r eq , pt , i n t f , f ) : :
p f u l l s , ! i ) ) ) then zwischen := f a l s e e l s e zwischen := ! zwischen ;




12 | no same freq ( [ ] , ) = f a l s e ;
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Quelltext 12: Beispiel zur Verifikation der Zeit, in der das Medium uneingeschra¨nkt
genutzt werden darf
1 fun check1 n = Mark .DLL’ t s e q s t a r t e d 1 n != empty ;
2 fun check2 n = Mark .DLL’ Wait Gap 1 n != empty ;
3 va l name1 = ”DLL’ t s e q s t a r t e d ”;
4 va l name2 = ”DLL’ Wait Gap ”;
5 va l t e s t z e i t : time =5000;
6
7 va l l i s t n o d e 1 = PredAllNodes ( check1 ) ;
8 va l l i s t n o d e 2 = PredAllNodes ( check2 ) ;
9 va l charname1 = Str ing . explode name1 ;
10 va l charname2 = Str ing . explode name2 ;
11 va l e x p l s t r i n g = ( NodeDescr iptor ( L i s t . nth ( l i s tnode1 , 0 ) ) ) ;
12 fun testMB ( expl , compchar )=
13 l e t
14 va l ( pre f , s u f f ) = Substr ing . p o s i t i o n compchar ( Substr ing . f u l l exp l )
15 va l ( s , i , n ) = Substr ing . base s u f f
16 va l l e e r b e g i n = r e f i va l explode = r e f exp l
17 va l element = r e f 0 va l z a e h l e r s = r e f 0
18 va l t i m e l i s t = r e f [ ] va l comp = r e f compchar
19 va l t i m e l i s t 2 = r e f [ ]
20 in
21 i f i = St r ing . s i z e expl then NONE e l s e SOME i ;
22 whi le ( ! z a e h l e r s < 90 ) do (
23 i f ( L i s t . nth ( S t r ing . explode ( ! explode ) , ! l e e r b e g i n ) = #”@”) = true
24 then ( element := ! element+1 ; l e e r b e g i n := ! l e e r b e g i n +1) e l s e element := !
element ;
25 i f ( L i s t . nth ( S t r ing . explode ( ! explode ) , ! l e e r b e g i n ) = #”\n ”) = true
26 then ( element := ! element+1 ; l e e r b e g i n := ! l e e r b e g i n +1) e l s e element := !
element ;
27 i f ! e lement = 1 then ( t i m e l i s t := ! t i m e l i s t ˆˆ [ L i s t . nth ( S t r ing . explode ( !
explode ) , ! l e e r b e g i n ) ] )
28 e l s e l e e r b e g i n := ! l e e r b e g i n ;
29 i f ( L i s t . nth ( S t r ing . explode ( ! explode ) , ! l e e r b e g i n ) = #”@”) = f a l s e
30 then l e e r b e g i n := ! l e e r b e g i n+1 e l s e l e e r b e g i n := ! l e e r b e g i n ;
31 z a e h l e r s := ! z a e h l e r s+1
32 ) ; S t r ing . implode ( ! t i m e l i s t )
33 end ;
34 testMB ( e x p l s t r i n g , name1) ;
35
36 fun f i n a l ( l i s t e f i n a l , compare l i s t ) =
37 l e t
38 va l e r g ebn i s = r e f [ ] va l counter = r e f 0
39 va l element = r e f 0 va l l i s t e n l a e n g e = L i s t . l ength ( l i s t e f i n a l )
40 va l l i s t e f = r e f l i s t e f i n a l va l comp = r e f compare l i s t
41 va l z i e l e n d = r e f [ ]
42 in
43 whi le ( ! counter <= l i s t e n l a e n g e −1) do
44 ( counter := ! counter +1; z i e l e n d := ! z i e l e n d ˆˆ [ NodeDescr iptor (
L i s t . nth ( ! l i s t e f , ! e lement ) ) ] ;
45 e rg ebn i s := ! e r g ebn i s ˆˆ [ testMB ( ( L i s t . nth ( ! z i e l end , ! e lement ) ) , ( ! comp) ) ] ;
46 element := ! element + 1) ; rev ( ! e r g ebn i s ) end ;
47
48 fun remove ( , [ ] ) = [ ]
49 | remove (x , y : : ys ) = i f x=y then remove (x , ys ) e l s e y : : remove (x , ys ) ;
50 fun mehrfach [ ] = [ ]
51 | mehrfach ( x : : xs ) = x : : mehrfach ( remove (x , xs ) ) ;
52 fun s o r t ( n i l ) = n i l
53 | s o r t ( l ) = l e t
54 va l p : time = L i s t . nth ( l , l ength ( l ) div 2)
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55 in
56 s o r t ( L i s t . f i l t e r ( fn ( v ) => v < p) ( l ) ) ˆˆ(p : : s o r t ( L i s t .
f i l t e r ( fn ( v ) => v > p) ( l ) ) )
57 end ;
58 fun compare ( l i s t e 1 ) =
59 l e t
60 va l e r g ebn i s = r e f [ ] va l counter = r e f 0
61 va l element = r e f 0 va l l i s t e n l a e n g e = L i s t . l ength ( mehrfach ( l i s t e 1 ) )
62 va l l i s t e r e f 1 = r e f l i s t e 1 va l z i e l end t ime = r e f [ ]
63 in
64 whi le ( ! counter < l i s t e n l a e n g e ) do
65 ( counter := ! counter +1;
66 z i e l end t ime := ! z i e l end t ime ˆˆ [ valOf ( f romStr ing ( L i s t . nth ( mehrfach ( ! l i s t e r e f 1
) , ! e lement ) ) ) ] ;
67 element := ! element + 1) ; ! z i e l end t im e end ;
68
69 fun l i s t t i m e t e s t ( l i s t 1 , l i s t 2 , de lay1 ) = l e t
70 va l l i s t a = r e f l i s t 1 : time l i s t r e f va l l i s t b = r e f l i s t 2 : time l i s t r e f
71 va l l i s t s t a r t = r e f 0 va l l i s t e n d a = L i s t . l ength ( l i s t 1 )
72 va l l i s t e n d b = L i s t . l ength ( l i s t 2 ) va l de lay = r e f de lay1 : time r e f
73 va l ausw = r e f [ ]
74 in
75 whi le ( ! l i s t s t a r t < l i s t e n d a andalso ! l i s t s t a r t < l i s t e n d b ) do
76 ( i f L i s t . nth ( ! l i s t a , ! l i s t s t a r t ) < L i s t . nth ( ! l i s t b , ! l i s t s t a r t ) = true
77 then i f L i s t . nth ( ! l i s t b , ! l i s t s t a r t ) = L i s t . nth ( ! l i s t a , ! l i s t s t a r t ) + ! de lay
= true
78 then ausw := ! ausw ˆ ˆ [ ” kor rekt ”] e l s e ausw := ! ausw ˆ ˆ [ ” f a l s c h ”]
79 e l s e i f L i s t . nth ( ! l i s t a , ! l i s t s t a r t ) = L i s t . nth ( ! l i s t b , ! l i s t s t a r t ) + ! de lay
= true
80 then ausw := ! ausw ˆ ˆ [ ” kor rekt ”] e l s e ausw := ! ausw ˆ ˆ [ ” f a l s c h ”] ;
81 l i s t s t a r t := ! l i s t s t a r t +1) ;
82 ! ausw
83 end ;
84 va l end1 = f i n a l ( l i s tnode1 , name1) ; va l end2 = f i n a l ( l i s tnode2 , name2) ;
85 va l end3 = s o r t ( compare ( end1 ) ) ; va l end4 = s o r t ( compare ( end2 ) ) ;
86 l i s t t i m e t e s t ( s o r t ( compare ( f i n a l ( l i s tnode2 , name2) ) ) , s o r t ( compare ( f i n a l (
l i s tnode1 , name1) ) ) , t e s t z e i t ) ;
Quelltext 13: Beispiel zur Verifikation der Zeit, in der nicht auf das Medium zuge-
griffen werden darf
1 fun check1 n = Mark .DLL’ Wait Gap 1 n != empty ;
2 fun check2 n = Mark .DLL’ CalcDC 1 n != empty ;
3 va l name1 = ”DLL’ Wait Gap ”;
4 va l name2 = ”DLL’ CalcDC ”;
5 va l t e s t z e i t : time =5000;
6
7 va l l i s t n o d e 1 = PredAllNodes ( check1 ) ;
8 va l l i s t n o d e 2 = PredAllNodes ( check2 ) ;
9 va l charname1 = Str ing . explode name1 ;
10 va l charname2 = Str ing . explode name2 ;
11 va l e x p l s t r i n g = ( NodeDescr iptor ( L i s t . nth ( l i s tnode1 , 0 ) ) ) ;
12 fun testMB ( expl , compchar )=
13 l e t
14 va l ( pre f , s u f f ) = Substr ing . p o s i t i o n compchar ( Substr ing . f u l l exp l )
15 va l ( s , i , n ) = Substr ing . base s u f f
16 va l l e e r b e g i n = r e f i va l explode = r e f exp l
17 va l element = r e f 0 va l z a e h l e r s = r e f 0
18 va l t i m e l i s t = r e f [ ] va l comp = r e f compchar
19 va l t i m e l i s t 2 = r e f [ ]
20 in
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21 i f i = St r ing . s i z e expl then NONE e l s e SOME i ;
22 whi le ( ! z a e h l e r s < 50 ) do (
23 i f ( L i s t . nth ( S t r ing . explode ( ! explode ) , ! l e e r b e g i n ) = #”@”) = true
24 then ( element := ! element+1 ; l e e r b e g i n := ! l e e r b e g i n +1) e l s e element := !
element ;
25 i f ( L i s t . nth ( S t r ing . explode ( ! explode ) , ! l e e r b e g i n ) = #”\n ”) = true
26 then ( element := ! element+1 ; l e e r b e g i n := ! l e e r b e g i n +1) e l s e element := !
element ;
27 i f ! e lement = 1 then ( t i m e l i s t := ! t i m e l i s t ˆˆ [ L i s t . nth ( S t r ing . explode ( !
explode ) , ! l e e r b e g i n ) ] )
28 e l s e l e e r b e g i n := ! l e e r b e g i n ;
29 i f ( L i s t . nth ( S t r ing . explode ( ! explode ) , ! l e e r b e g i n ) = #”@”) = f a l s e
30 then l e e r b e g i n := ! l e e r b e g i n+1 e l s e l e e r b e g i n := ! l e e r b e g i n ;
31 z a e h l e r s := ! z a e h l e r s+1
32 ) ; S t r ing . implode ( ! t i m e l i s t )
33 end ;
34 testMB ( e x p l s t r i n g , name1) ;
35
36 fun f i n a l ( l i s t e f i n a l , compare l i s t ) =
37 l e t
38 va l e r g ebn i s = r e f [ ] va l counter = r e f 0
39 va l element = r e f 0 va l l i s t e n l a e n g e = L i s t . l ength ( l i s t e f i n a l )
40 va l l i s t e f = r e f l i s t e f i n a l va l comp = r e f compare l i s t
41 va l z i e l e n d = r e f [ ]
42 in
43 whi le ( ! counter <= l i s t e n l a e n g e −1) do
44 ( counter := ! counter +1; z i e l e n d := ! z i e l e n d ˆˆ [ NodeDescr iptor (
L i s t . nth ( ! l i s t e f , ! e lement ) ) ] ;
45 e rg ebn i s := ! e r g ebn i s ˆˆ [ testMB ( ( L i s t . nth ( ! z i e l end , ! e lement ) ) , ( ! comp) ) ] ;
46 element := ! element + 1) ; rev ( ! e r g ebn i s ) end ;
47
48 fun remove ( , [ ] ) = [ ]
49 | remove (x , y : : ys ) = i f x=y then remove (x , ys ) e l s e y : : remove (x , ys ) ;
50 fun mehrfach [ ] = [ ]
51 | mehrfach ( x : : xs ) = x : : mehrfach ( remove (x , xs ) ) ;
52 fun s o r t ( n i l ) = n i l
53 | s o r t ( l ) = l e t
54 va l p : time = L i s t . nth ( l , l ength ( l ) div 2)
55 in
56 s o r t ( L i s t . f i l t e r ( fn ( v ) => v < p) ( l ) ) ˆˆ(p : : s o r t ( L i s t .
f i l t e r ( fn ( v ) => v > p) ( l ) ) )
57 end ;
58 fun compare ( l i s t e 1 ) =
59 l e t
60 va l e r g ebn i s = r e f [ ] va l counter = r e f 0
61 va l element = r e f 0 va l l i s t e n l a e n g e = L i s t . l ength ( mehrfach ( l i s t e 1 ) )
62 va l l i s t e r e f 1 = r e f l i s t e 1 va l z i e l end t ime = r e f [ ]
63 in
64 whi le ( ! counter < l i s t e n l a e n g e ) do
65 ( counter := ! counter +1;
66 z i e l end t ime := ! z i e l end t ime ˆˆ [ valOf ( f romStr ing ( L i s t . nth ( mehrfach ( ! l i s t e r e f 1
) , ! e lement ) ) ) ] ;
67 element := ! element + 1) ; ! z i e l end t im e end ;
68
69 fun l i s t t i m e t e s t ( l i s t 1 , l i s t 2 , de lay1 ) = l e t
70 va l l i s t a = r e f l i s t 1 : time l i s t r e f va l l i s t b = r e f l i s t 2 : time l i s t r e f
71 va l l i s t s t a r t = r e f 0 va l l i s t e n d a = L i s t . l ength ( l i s t 1 )
72 va l l i s t e n d b = L i s t . l ength ( l i s t 2 ) va l de lay = r e f de lay1 : time r e f
73 va l ausw = r e f [ ]
74 in
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75 whi le ( ! l i s t s t a r t < l i s t e n d a andalso ! l i s t s t a r t < l i s t e n d b ) do
76 ( i f L i s t . nth ( ! l i s t a , ! l i s t s t a r t ) < L i s t . nth ( ! l i s t b , ! l i s t s t a r t ) = true
77 then i f L i s t . nth ( ! l i s t b , ! l i s t s t a r t ) = L i s t . nth ( ! l i s t a , ! l i s t s t a r t ) + ! de lay
= true
78 then ausw := ! ausw ˆ ˆ [ ” kor rekt ”] e l s e ausw := ! ausw ˆ ˆ [ ” f a l s c h ”]
79 e l s e i f L i s t . nth ( ! l i s t a , ! l i s t s t a r t ) = L i s t . nth ( ! l i s t b , ! l i s t s t a r t ) + ! de lay
= true
80 then ausw := ! ausw ˆ ˆ [ ” kor rekt ”] e l s e ausw := ! ausw ˆ ˆ [ ” f a l s c h ”] ;
81 l i s t s t a r t := ! l i s t s t a r t +1) ;
82 ! ausw
83 end ;
84 va l end1 = f i n a l ( l i s tnode1 , name1) ; va l end2 = f i n a l ( l i s tnode2 , name2) ;
85 va l end3 = s o r t ( compare ( end1 ) ) ; va l end4 = s o r t ( compare ( end2 ) ) ;
86 l i s t t i m e t e s t ( s o r t ( compare ( f i n a l ( l i s tnode2 , name2) ) ) , s o r t ( compare ( f i n a l (
l i s tnode1 , name1) ) ) , t e s t z e i t ) ;
Quelltext 14: U¨berpru¨fung, ob alle Pakete die Frequenz
”
1“ besitzen
1 fun check f requenz n =(( StripTime (Mark . Top ’ Medium 1 n) != [ [ ] ] )
2 andalso
3 not (#6( L i s t . nth ( ms to co l ( StripTime (Mark . Top ’ Medium 1 n) ) ,0 ) ) = 1) ) ;
4 i f PredAllNodes ( check f requenz ) = [ ] then ” s e l b e Frequenz ” e l s e ”
ve r s ch i edene Frequenzen ”;
5 PredAllNodes ( check f requenz ) ;
Quelltext 15: U¨berpru¨fung, ob wa¨hrend der Sperrzeit das Medium nicht belegt wird
1 va l Platz3 = Mark .PHY’MediumPHY 1 ;
2 va l Elementeanzahl = 8 ;
3 fun checkpacket3 p = Platz p != [ ] ;
4 fun remove ( , [ ] ) = [ ]
5 | remove (x , y : : ys ) = i f x=y then remove (x , ys ) e l s e y : : remove (x , ys ) ;
6
7 fun mehrfach [ ] = [ ]
8 | mehrfach ( x : : xs ) = x : : mehrfach ( remove (x , xs ) ) ;
9
10 va l Knoten l i s t e3 = PredAllNodes ( checkpacket3 ) ;
11 Mark .PHY’MediumPHY 1 999 ;
12
13 fun al leKnoten ( r e f L i s t e , Knot ) =
14 l e t
15 va l L i s t e = r e f r e f L i s t e va l l ength = L i s t . l ength ( r e f L i s t e )
16 va l zaeh l = r e f 0 va l Gesamt = r e f [ ]
17 va l Knoten = r e f Knot va l nr = r e f 0 : i n t r e f
18 in
19 whi le ( ! zaeh l < l ength ) do (
20 nr := L i s t . nth ( ! L i s te , ! zaeh l ) ;
21 Gesamt := ! Gesamt ˆˆ [ testCS (PACKET FULL. mkstr ( ms to co l ( StripTime ( ! Knoten ( !
nr ) ) ) ) , 9 ) ] ;
22 zaeh l := ! zaeh l+1
23 ) ; ! Gesamt
24 end ;
25
26 va l Knotenohnedoppel3 = mehrfach ( a l leKnoten ( Knoten l i s te3 , Platz3 ) ) ;
27 fun comparepaket ( pakel , Knotenohned ) =
28 l e t
29 va l L i s tene l ement = r e f 0 va l L i s tene lement2 = r e f 0
30 va l Paketelement = r e f 0 va l Paketelement2 = r e f 0
31 va l t r u e l i s t = r e f [ ] va l t r u e v e r g l e i c h = r e f [ ]
32 va l v e r g l e i c h s l i s t e = r e f [ ] va l Paketelemente = r e f pake l
33 va l Knotenod = r e f Knotenohned
- VIII -
34 in
35 whi le ( ! Paketelement < ! Paketelemente ) do (
36 whi le ( ! L i s tene lement2 < L i s t . l ength ( ! Knotenod ) ) do
37 (
38 i f L i s t . nth ( L i s t . nth ( ! Knotenod , ! L i s tene l ement ) , ! Paketelement ) =
39 L i s t . nth ( L i s t . nth ( ! Knotenod , ! L i s tene lement2 ) , ! Paketelement2 )
40 then ( t r u e l i s t := ! t r u e l i s t ˆ ˆ [ ” t rue ”] ; L i s tene lement2 := ! L i s tene lement2
+1)
41 e l s e ( t r u e l i s t := ! t r u e l i s t ˆ ˆ [ ” f a l s e ”] ; L i s tene lement2 := ! L i s tene lement2
+1) ;
42 t r u e v e r g l e i c h := ! t r u e v e r g l e i c h ˆ ˆ [ ” t rue ”]
43 ) ;
44
45 i f ! t r u e l i s t = ! t r u e v e r g l e i c h
46 then ( v e r g l e i c h s l i s t e := ! v e r g l e i c h s l i s t e ˆˆ [ L i s t . nth ( L i s t . nth ( ! Knotenod , !
L i s tene lement ) , ! Paketelement ) ] ;
47 Paketelement := ! Paketelement+1
48 ; Paketelement2 := ! Paketelement )
49 e l s e ( v e r g l e i c h s l i s t e := ! v e r g l e i c h s l i s t e ; Paketelement := ! Paketelement+1
50 ; Paketelement2 := ! Paketelement ) ;
51 Lis tene lement := 0 ;
52 Lis tene lement2 := 0 ;
53 t r u e v e r g l e i c h := [ ] ;
54 t r u e l i s t := [ ]
55 ) ;
56 ! v e r g l e i c h s l i s t e
57 end ;
58 va l erg3 = comparepaket ( Elementeanzahl , Knotenohnedoppel3 ) ;
59 va l erg4 = comparepaket ( Elementeanzahl , Knotenohnedoppel4 ) ;
60
61 fun g l e i c h z e i t i g 2 n = StripTime ( ( Mark .DLL’ Wait Gap 1 n) ) != empty andalso
StripTime ( ( Mark .PHY’MediumPHY 1 n) ) != 1 ‘ [ ]
62 andalso ( L i s t . nth ( comparepaket ( Elementeanzahl , Knotenohnedoppel1 ) ,3 ) ) = ”1 ”;
63 i f PredAllNodes ( g l e i c h z e i t i g 2 ) = [ ] then ”n i cht g l e i c h z e i t i g ” e l s e ”
g l e i c h z e i t i g ”;
64
65 PredAllNodes ( g l e i c h z e i t i g 2 ) ;
Quelltext 16: Beispiel zur U¨berpru¨fung eines Zeitraums
1 fun check1 n = Mark .DLL’ Start Timer 1 n != empty ;
2 fun check2 n = Mark .DLL’ One sec exp i red 1 n != empty andalso Mark .DLL’MBDC
1 n = 1 ‘5000 ;
3 fun check3 n = Mark .DLL’ Start Timer 1 n != empty andalso Mark .DLL’MBDC 1 n
= 1 ‘ 0 ;
4
5 va l name1 = ”DLL’ Start Timer ”;
6 va l name2 = ”DLL’ One sec exp i red ”;
7 va l t e s t z e i t : time =1000000;
8
9 va l l i s t n o d e 1 = PredAllNodes ( check1 ) ;
10 va l l i s t n o d e 2 = PredAllNodes ( check2 ) ;
11 va l l i s t n o d e 3 = PredAllNodes ( check3 ) ;
12 va l charname1 = Str ing . explode name1 ;
13 va l charname2 = Str ing . explode name2 ;
14 va l e x p l s t r i n g = ( NodeDescr iptor ( L i s t . nth ( l i s tnode2 , 0 ) ) ) ;
15 fun testMB ( expl , compchar )=
16 l e t
17 va l ( pre f , s u f f ) = Substr ing . p o s i t i o n compchar ( Substr ing . f u l l exp l )
18 va l ( s , i , n ) = Substr ing . base s u f f
19 va l l e e r b e g i n = r e f i va l explode = r e f exp l
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20 va l element = r e f 0 va l z a e h l e r s = r e f 0
21 va l t i m e l i s t = r e f [ ] va l comp = r e f compchar
22 va l t i m e l i s t 2 = r e f [ ]
23 in
24 i f i = St r ing . s i z e expl then NONE e l s e SOME i ;
25 whi le ( ! z a e h l e r s < 90 ) do (
26 i f ( L i s t . nth ( S t r ing . explode ( ! explode ) , ! l e e r b e g i n ) = #”@”) = true
27 then ( element := ! element+1 ; l e e r b e g i n := ! l e e r b e g i n +1) e l s e element := !
element ;
28 i f ( L i s t . nth ( S t r ing . explode ( ! explode ) , ! l e e r b e g i n ) = #”\n ”) = true
29 then ( element := ! element+1 ; l e e r b e g i n := ! l e e r b e g i n +1) e l s e element := !
element ;
30 i f ! e lement = 1 then ( t i m e l i s t := ! t i m e l i s t ˆˆ [ L i s t . nth ( S t r ing . explode ( !
explode ) , ! l e e r b e g i n ) ] )
31 e l s e l e e r b e g i n := ! l e e r b e g i n ;
32 i f ( L i s t . nth ( S t r ing . explode ( ! explode ) , ! l e e r b e g i n ) = #”@”) = f a l s e
33 then l e e r b e g i n := ! l e e r b e g i n+1 e l s e l e e r b e g i n := ! l e e r b e g i n ;
34 z a e h l e r s := ! z a e h l e r s+1
35 ) ; S t r ing . implode ( ! t i m e l i s t )
36 end ;
37 testMB ( e x p l s t r i n g , name2) ;
38
39 fun f i n a l ( l i s t e f i n a l , compare l i s t ) =
40 l e t
41 va l e r g ebn i s = r e f [ ] va l counter = r e f 0
42 va l element = r e f 0 va l l i s t e n l a e n g e = L i s t . l ength ( l i s t e f i n a l )
43 va l l i s t e f = r e f l i s t e f i n a l va l comp = r e f compare l i s t
44 va l z i e l e n d = r e f [ ]
45 in
46 whi le ( ! counter <= l i s t e n l a e n g e −1) do
47 ( counter := ! counter +1; z i e l e n d := ! z i e l e n d ˆˆ [ NodeDescr iptor (
L i s t . nth ( ! l i s t e f , ! e lement ) ) ] ;
48 e rg ebn i s := ! e r g ebn i s ˆˆ [ testMB ( ( L i s t . nth ( ! z i e l end , ! e lement ) ) , ( ! comp) ) ] ;
49 element := ! element + 1) ; rev ( ! e r g ebn i s ) end ;
50
51 fun remove ( , [ ] ) = [ ]
52 | remove (x , y : : ys ) = i f x=y then remove (x , ys ) e l s e y : : remove (x , ys ) ;
53 fun mehrfach [ ] = [ ]
54 | mehrfach ( x : : xs ) = x : : mehrfach ( remove (x , xs ) ) ;
55 fun s o r t ( n i l ) = n i l
56 | s o r t ( l ) = l e t
57 va l p : time = L i s t . nth ( l , l ength ( l ) div 2)
58 in
59 s o r t ( L i s t . f i l t e r ( fn ( v ) => v < p) ( l ) ) ˆˆ(p : : s o r t ( L i s t .
f i l t e r ( fn ( v ) => v > p) ( l ) ) )
60 end ;
61 fun compare ( l i s t e 1 ) =
62 l e t
63 va l e r g ebn i s = r e f [ ] va l counter = r e f 0
64 va l element = r e f 0 va l l i s t e n l a e n g e = L i s t . l ength ( mehrfach ( l i s t e 1 ) )
65 va l l i s t e r e f 1 = r e f l i s t e 1 va l z i e l end t ime = r e f [ ]
66 in
67 whi le ( ! counter < l i s t e n l a e n g e ) do
68 ( counter := ! counter +1;
69 z i e l end t ime := ! z i e l end t ime ˆˆ [ valOf ( f romStr ing ( L i s t . nth ( mehrfach ( ! l i s t e r e f 1
) , ! e lement ) ) ) ] ;
70 element := ! element + 1) ; ! z i e l end t im e end ;
71
72 fun l i s t t i m e t e s t ( l i s t 1 , l i s t 2 , de lay1 ) = l e t
73 va l l i s t a = r e f l i s t 1 : time l i s t r e f va l l i s t b = r e f l i s t 2 : time l i s t r e f
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74 va l l i s t s t a r t = r e f 0 va l l i s t e n d a = L i s t . l ength ( l i s t 1 )
75 va l l i s t e n d b = L i s t . l ength ( l i s t 2 ) va l de lay = r e f de lay1 : time r e f
76 va l ausw = r e f [ ]
77 in
78 whi le ( ! l i s t s t a r t < l i s t e n d a andalso ! l i s t s t a r t < l i s t e n d b ) do
79 ( i f L i s t . nth ( ! l i s t a , ! l i s t s t a r t ) < L i s t . nth ( ! l i s t b , ! l i s t s t a r t ) = true
80 then i f L i s t . nth ( ! l i s t b , ! l i s t s t a r t ) = L i s t . nth ( ! l i s t a , ! l i s t s t a r t ) + ! de lay
= true
81 then ausw := ! ausw ˆ ˆ [ ” kor rekt ”] e l s e ausw := ! ausw ˆ ˆ [ ” f a l s c h ”]
82 e l s e i f L i s t . nth ( ! l i s t a , ! l i s t s t a r t ) = L i s t . nth ( ! l i s t b , ! l i s t s t a r t ) + ! de lay
= true
83 then ausw := ! ausw ˆ ˆ [ ” kor rekt ”] e l s e ausw := ! ausw ˆ ˆ [ ” f a l s c h ”] ;
84 l i s t s t a r t := ! l i s t s t a r t +1) ;
85 ! ausw
86 end ;
87 va l end1 = f i n a l ( l i s tnode1 , name1) ; va l end2 = f i n a l ( l i s tnode2 , name2) ;
88 va l end3 = s o r t ( compare ( end1 ) ) ; va l end4 = s o r t ( compare ( end2 ) ) ;
89 l i s t t i m e t e s t ( s o r t ( compare ( f i n a l ( l i s tnode2 , name2) ) ) , s o r t ( compare ( f i n a l (
l i s tnode1 , name1) ) ) , t e s t z e i t ) ;
Quelltext 17: U¨berpru¨fung der Medium Utilization
1 fun kle inermax n = (Mark .DLL’ Max PN2 1 n) != empty ;
2 fun kle inermax2 n = (Mark .DLL’MBDC 1 n) != empty ;
3 fun checkmeduti l ( ) = l e t
4 va l zaeh l = r e f 0
5 va l t r u e l i s t = r e f [ ]
6 va l c h e c k u t i l l i s t = r e f [ ]
7 va l v e r g l e i c h = r e f ””
8 in
9 whi le ( L i s t . l ength ( ! t r u e l i s t ) < L i s t . l ength ( PredAllNodes ( kle inermax2 ) ) ) do
(
10 whi le ( ! zaeh l < L i s t . l ength ( PredAllNodes ( kle inermax2 ) ) ) do (
11 i f ms to co l ( ( Mark .DLL’MBDC 1 ( L i s t . nth ( PredAllNodes ( kle inermax2 ) , ! zaeh l ) ) )
) <= 5000
12 then c h e c k u t i l l i s t := ! c h e c k u t i l l i s t ˆˆ [ t rue ] e l s e c h e c k u t i l l i s t := !
c h e c k u t i l l i s t ˆˆ [ f a l s e ] ;
13 t r u e l i s t := ! t r u e l i s t ˆˆ [ t rue ] ;
14 zaeh l := ! zaeh l +1) ;
15 i f ! t r u e l i s t = ! c h e c k u t i l l i s t = true then v e r g l e i c h := ”Medien U t i l i z a t i o n
immer k l e i n e r 10%”
16 e l s e v e r g l e i c h := ”Feh l e rha f t e M e d i e n u t i l i s a t i o n ”) ;
17 ! v e r g l e i c h
18 end ;
19 checkmeduti l ( ) ;
Quelltext 18: U¨berpru¨fung, ob das gleiche Paket vom Medium genommen wird, wel-
ches auch darauf gelegt wurde
1 va l Platz = Mark .PHY’ PacketoutPHY 1 ;
2 va l Platz2 = Mark .PHY’ PacketinPHY 1 ;
3 va l Elementeanzahl = 9 ;
4 fun checkpacket p = Platz p != [ ] ;
5 fun checkpacket2 q = Platz2 q != [ ] ;
6 fun remove ( , [ ] ) = [ ]
7 | remove (x , y : : ys ) = i f x=y then remove (x , ys ) e l s e y : : remove (x , ys ) ;
8
9 fun mehrfach [ ] = [ ]
10 | mehrfach ( x : : xs ) = x : : mehrfach ( remove (x , xs ) ) ;
11
12 fun testCS ( expl , anz )=
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13 l e t
14 va l l e e r b e g i n = r e f 0 va l explode = r e f exp l
15 va l element = r e f 0 va l z a e h l e r s = r e f 0
16 va l t i m e l i s t = r e f [ ] va l newexpl = r e f ””
17 va l t i m e l i s t 2 = r e f [ ] va l t e s t = r e f 0
18 va l i = r e f 0 va l anzahl = r e f anz
19 in
20 explode := St r ing . implode ( remove (#”(” , remove (#”\”” , ( S t r ing . explode ( !
explode ) ) ) ) ) ;
21 explode := St r ing . implode ( remove (#”) ” , ( S t r ing . explode ( ! explode ) ) ) ) ;
22 explode := St r ing . implode ( remove (#” ” , ( S t r ing . explode ( ! explode ) ) ) ) ;
23 explode := St r ing . implode ( ( S t r ing . explode ( ” , ”ˆ ! explode ˆ ” , ”) ) ) ;
24 whi le ( ! z a e h l e r s < ! anzahl (∗ St r ing . s i z e ( ! explode ) ∗) ) do (
25
26 newexpl := St r ing . e x t r a c t ( ! explode , ! t e s t , NONE) ;
27 l e e r b e g i n := 0 ;
28 element := 0 ;
29 i f L i s t . nth ( S t r ing . explode ( ! newexpl ) , ! l e e r b e g i n ) = #”,”
30 then ( element := ! element +1 ; i := ! i +1) e l s e element := ! element ;
31 whi le ( ! e lement=1) do (
32 l e e r b e g i n := ! l e e r b e g i n +1;
33 i f Char . isAlphaNum ( L i s t . nth ( S t r ing . explode ( ! newexpl ) , ! l e e r b e g i n ) ) = true
34 then ( i := ! i+1 ; t i m e l i s t := ! t i m e l i s t ˆˆ [ L i s t . nth ( St r ing . explode ( ! newexpl )
, ! l e e r b e g i n ) ] )
35 e l s e element := ! element+1
36 ) ;
37 t i m e l i s t 2 := ! t i m e l i s t 2 ˆˆ [ S t r ing . implode ( ! t i m e l i s t ) ] ;
38 t i m e l i s t := [ ] ;
39 t e s t := ! t e s t+ ! i ;
40 z a e h l e r s := ! z a e h l e r s +1;
41 i := 0
42 ) ; ! t i m e l i s t 2 end ;
43
44 va l Knoten l i s t e = PredAllNodes ( checkpacket ) ;
45 va l Knoten l i s t e2 = PredAllNodes ( checkpacket2 ) ;
46
47 fun al leKnoten ( r e f L i s t e , Knot ) =
48 l e t
49 va l L i s t e = r e f r e f L i s t e va l l ength = L i s t . l ength ( r e f L i s t e )
50 va l zaeh l = r e f 0 va l Gesamt = r e f [ ]
51 va l Knoten = r e f Knot va l nr = r e f 0 : i n t r e f
52 in
53 whi le ( ! zaeh l < l ength ) do (
54 nr := L i s t . nth ( ! L i s te , ! zaeh l ) ;
55 Gesamt := ! Gesamt ˆˆ [ testCS (PACKET FULL. mkstr ( ms to co l ( StripTime ( ! Knoten ( !
nr ) ) ) ) , 9 ) ] ;
56 zaeh l := ! zaeh l+1
57 ) ; ! Gesamt
58 end ;
59
60 va l Knotenohnedoppel1 = mehrfach ( a l leKnoten ( Knoten l i s te , Platz ) ) ;
61 va l Knotenohnedoppel2 = mehrfach ( a l leKnoten ( Knoten l i s te2 , Platz2 ) ) ;
62 fun comparepaket ( pakel , Knotenohned ) =
63 l e t
64 va l L i s tene l ement = r e f 0 va l L i s tene lement2 = r e f 0
65 va l Paketelement = r e f 0 va l Paketelement2 = r e f 0
66 va l t r u e l i s t = r e f [ ] va l t r u e v e r g l e i c h = r e f [ ]
67 va l v e r g l e i c h s l i s t e = r e f [ ] va l Paketelemente = r e f pake l
68 va l Knotenod = r e f Knotenohned
69 in
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70 whi le ( ! Paketelement < ! Paketelemente ) do (
71 whi le ( ! L i s tene lement2 < L i s t . l ength ( ! Knotenod ) ) do
72 (
73 i f L i s t . nth ( L i s t . nth ( ! Knotenod , ! L i s tene l ement ) , ! Paketelement ) =
74 L i s t . nth ( L i s t . nth ( ! Knotenod , ! L i s tene lement2 ) , ! Paketelement2 )
75 then ( t r u e l i s t := ! t r u e l i s t ˆ ˆ [ ” t rue ”] ; L i s tene lement2 := ! L i s tene lement2
+1)
76 e l s e ( t r u e l i s t := ! t r u e l i s t ˆ ˆ [ ” f a l s e ”] ; L i s tene lement2 := ! L i s tene lement2
+1) ;
77 t r u e v e r g l e i c h := ! t r u e v e r g l e i c h ˆ ˆ [ ” t rue ”]
78 ) ;
79
80 i f ! t r u e l i s t = ! t r u e v e r g l e i c h
81 then ( v e r g l e i c h s l i s t e := ! v e r g l e i c h s l i s t e ˆˆ [ L i s t . nth ( L i s t . nth ( ! Knotenod , !
L i s tene lement ) , ! Paketelement ) ] ;
82 Paketelement := ! Paketelement+1
83 ; Paketelement2 := ! Paketelement )
84 e l s e ( v e r g l e i c h s l i s t e := ! v e r g l e i c h s l i s t e ; Paketelement := ! Paketelement+1
85 ; Paketelement2 := ! Paketelement ) ;
86 Lis tene lement := 0 ;
87 Lis tene lement2 := 0 ;
88 t r u e v e r g l e i c h := [ ] ;
89 t r u e l i s t := [ ]
90 ) ;
91 ! v e r g l e i c h s l i s t e
92 end ;
93 va l erg1 = comparepaket ( Elementeanzahl , Knotenohnedoppel1 ) ;
94 va l erg2 = comparepaket ( Elementeanzahl , Knotenohnedoppel2 ) ;
95 rev ( L i s t . drop ( rev ( erg1 ) ,1 ) ) ;
96 i f L i s t . l ength ( erg1 ) = L i s t . l ength ( L i s t . nth ( Knotenohnedoppel1 , 0 ) )−2 = true
97 andalso L i s t . l ength ( erg2 ) = L i s t . l ength ( L i s t . nth ( Knotenohnedoppel2 , 0 ) )−2 =
true
98 then i f rev ( L i s t . drop ( rev ( erg1 ) ,1 ) ) = rev ( L i s t . drop ( rev ( erg2 ) ,1 ) )
99 then ”Gle iche Pakete ” e l s e ”U n t e r s c h i e d l i c h e Pakete ” e l s e ”U n t e r s c h i e d l i c h e
Pakete ”;
Quelltext 19: Tritt wa¨hrend der Sequenzzeit keine Verzo¨gerung beim Medienzugriff
auf?
1 fun check1 n = Mark .DLL’ Txintseq 1 n != empty ;
2 fun check2 n = Mark .PHY’MediumPHY 1 n != empty ;
3 fun check3 n = Mark .DLL’ Txintseq 1 n != empty andalso Mark .PHY’MediumPHY 1
n != empty
4 andalso StripTime (Mark .PHY’MediumPHY 1 n) != 1 ‘ [ ] ;
5 va l name1 = ”DLL’ Txintseq ”;
6 va l name2 = ”PHY’MediumPHY ”;
7 va l t e s t z e i t : time =0;
8
9 va l l i s t n o d e 1 = PredAllNodes ( check1 ) ;
10 va l l i s t n o d e 2 = PredAllNodes ( check2 ) ;
11 va l l i s t n o d e 3 = PredAllNodes ( check3 ) ;
12 va l charname1 = Str ing . explode name1 ;
13 va l charname2 = Str ing . explode name2 ;
14 va l e x p l s t r i n g = ( NodeDescr iptor ( L i s t . nth ( l i s tnode2 , 0 ) ) ) ;
15 fun testMB ( expl , compchar )=
16 l e t
17 va l ( pre f , s u f f ) = Substr ing . p o s i t i o n compchar ( Substr ing . f u l l exp l )
18 va l ( s , i , n ) = Substr ing . base s u f f
19 va l l e e r b e g i n = r e f i va l explode = r e f exp l
20 va l element = r e f 0 va l z a e h l e r s = r e f 0
21 va l t i m e l i s t = r e f [ ] va l comp = r e f compchar
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22 va l t i m e l i s t 2 = r e f [ ]
23 in
24 i f i = St r ing . s i z e expl then NONE e l s e SOME i ;
25 whi le ( ! z a e h l e r s < 90 ) do (
26 i f ( L i s t . nth ( S t r ing . explode ( ! explode ) , ! l e e r b e g i n ) = #”@”) = true
27 then ( element := ! element+1 ; l e e r b e g i n := ! l e e r b e g i n +1) e l s e element := !
element ;
28 i f ( L i s t . nth ( S t r ing . explode ( ! explode ) , ! l e e r b e g i n ) = #”\n ”) = true
29 then ( element := ! element+1 ; l e e r b e g i n := ! l e e r b e g i n +1) e l s e element := !
element ;
30 i f ! e lement = 1 then ( t i m e l i s t := ! t i m e l i s t ˆˆ [ L i s t . nth ( S t r ing . explode ( !
explode ) , ! l e e r b e g i n ) ] )
31 e l s e l e e r b e g i n := ! l e e r b e g i n ;
32 i f ( L i s t . nth ( S t r ing . explode ( ! explode ) , ! l e e r b e g i n ) = #”@”) = f a l s e
33 then l e e r b e g i n := ! l e e r b e g i n+1 e l s e l e e r b e g i n := ! l e e r b e g i n ;
34 z a e h l e r s := ! z a e h l e r s+1
35 ) ; S t r ing . implode ( ! t i m e l i s t )
36 end ;
37 testMB ( e x p l s t r i n g , name2) ;
38
39 fun f i n a l ( l i s t e f i n a l , compare l i s t ) =
40 l e t
41 va l e r g ebn i s = r e f [ ] va l counter = r e f 0
42 va l element = r e f 0 va l l i s t e n l a e n g e = L i s t . l ength ( l i s t e f i n a l )
43 va l l i s t e f = r e f l i s t e f i n a l va l comp = r e f compare l i s t
44 va l z i e l e n d = r e f [ ]
45 in
46 whi le ( ! counter <= l i s t e n l a e n g e −1) do
47 ( counter := ! counter +1; z i e l e n d := ! z i e l e n d ˆˆ [ NodeDescr iptor (
L i s t . nth ( ! l i s t e f , ! e lement ) ) ] ;
48 e rg ebn i s := ! e r g ebn i s ˆˆ [ testMB ( ( L i s t . nth ( ! z i e l end , ! e lement ) ) , ( ! comp) ) ] ;
49 element := ! element + 1) ; rev ( ! e r g ebn i s ) end ;
50
51 fun remove ( , [ ] ) = [ ]
52 | remove (x , y : : ys ) = i f x=y then remove (x , ys ) e l s e y : : remove (x , ys ) ;
53 fun mehrfach [ ] = [ ]
54 | mehrfach ( x : : xs ) = x : : mehrfach ( remove (x , xs ) ) ;
55 fun s o r t ( n i l ) = n i l
56 | s o r t ( l ) = l e t
57 va l p : time = L i s t . nth ( l , l ength ( l ) div 2)
58 in
59 s o r t ( L i s t . f i l t e r ( fn ( v ) => v < p) ( l ) ) ˆˆ(p : : s o r t ( L i s t .
f i l t e r ( fn ( v ) => v > p) ( l ) ) )
60 end ;
61 fun compare ( l i s t e 1 ) =
62 l e t
63 va l e r g ebn i s = r e f [ ] va l counter = r e f 0
64 va l element = r e f 0 va l l i s t e n l a e n g e = L i s t . l ength ( mehrfach ( l i s t e 1 ) )
65 va l l i s t e r e f 1 = r e f l i s t e 1 va l z i e l end t ime = r e f [ ]
66 in
67 whi le ( ! counter < l i s t e n l a e n g e ) do
68 ( counter := ! counter +1;
69 z i e l end t ime := ! z i e l end t ime ˆˆ [ valOf ( f romStr ing ( L i s t . nth ( mehrfach ( ! l i s t e r e f 1
) , ! e lement ) ) ) ] ;
70 element := ! element + 1) ; ! z i e l end t im e end ;
71
72 fun l i s t t i m e t e s t ( l i s t 1 , l i s t 2 , de lay1 ) = l e t
73 va l l i s t a = r e f l i s t 1 : time l i s t r e f va l l i s t b = r e f l i s t 2 : time l i s t r e f
74 va l l i s t s t a r t = r e f 0 va l l i s t e n d a = L i s t . l ength ( l i s t 1 )
75 va l l i s t e n d b = L i s t . l ength ( l i s t 2 ) va l de lay = r e f de lay1 : time r e f
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76 va l ausw = r e f [ ]
77 in
78 whi le ( ! l i s t s t a r t < l i s t e n d a andalso ! l i s t s t a r t < l i s t e n d b ) do
79 ( i f L i s t . nth ( ! l i s t a , ! l i s t s t a r t ) < L i s t . nth ( ! l i s t b , ! l i s t s t a r t ) = true
80 then i f L i s t . nth ( ! l i s t b , ! l i s t s t a r t ) = L i s t . nth ( ! l i s t a , ! l i s t s t a r t ) + ! de lay
= true
81 then ausw := ! ausw ˆ ˆ [ ” kor rekt ”] e l s e ausw := ! ausw ˆ ˆ [ ” f a l s c h ”]
82 e l s e i f L i s t . nth ( ! l i s t a , ! l i s t s t a r t ) = L i s t . nth ( ! l i s t b , ! l i s t s t a r t ) + ! de lay
= true
83 then ausw := ! ausw ˆ ˆ [ ” kor rekt ”] e l s e ausw := ! ausw ˆ ˆ [ ” f a l s c h ”] ;
84 l i s t s t a r t := ! l i s t s t a r t +1) ;
85 ! ausw
86 end ;
87 va l end1 = f i n a l ( l i s tnode3 , name1) ; va l end2 = f i n a l ( l i s tnode3 , name2) ;
88 va l end3 = s o r t ( compare ( end1 ) ) ; va l end4 = s o r t ( compare ( end2 ) ) ;
89 l i s t t i m e t e s t ( s o r t ( compare ( f i n a l ( l i s tnode3 , name2) ) ) , s o r t ( compare ( f i n a l (
l i s tnode3 , name1) ) ) , t e s t z e i t ) ;
Quelltext 20: Beispiel zur U¨berpru¨fung der Abfolge
1 fun ttx n = not ( ( Mark .DLL’ t s e q e x p i r e d 1 n) = empty ) ;
2 fun t t x i d l e n = not ( ( Mark .DLL’ Wait Gap 1 n) = empty ) ;
3 va l ASK = NOT(POS(FORALL UNTIL(NF( ” ” , t tx ) ,NF( ” ” , t t x i d l e ) ) ) ) ;
4 i f eva l node ASK InitNode = f a l s e then ”nach t seq f o l g t tgap ” e l s e ”Fehler
”;
Quelltext 21: U¨berpru¨fung der Ru¨cksetzung der Medium Utilization
1 fun check r e s e t n = Mark .DLL’ Start Timer 1 n != empty andalso Mark .DLL’MBDC
1 n = 1 ‘0 ;
2 fun remove ( , [ ] ) = [ ]
3 | remove (x , y : : ys ) = i f x=y then remove (x , ys ) e l s e y : : remove (x , ys ) ;
4 fun mehrfach [ ] = [ ]
5 | mehrfach ( x : : xs ) = x : : mehrfach ( remove (x , xs ) ) ;
6 fun s o r t ( n i l ) = n i l
7 | s o r t ( l ) = l e t
8 va l p : time= L i s t . nth ( l , l ength ( l ) div 2)
9 in
10 s o r t ( L i s t . f i l t e r ( fn ( v ) => v < p) ( l ) ) ˆˆ(p : : s o r t ( L i s t .
f i l t e r ( fn ( v ) => v > p) ( l ) ) )
11 end ;
12 PredAllNodes ( che ck r e s e t ) ;
13 fun mbreset ( ) = l e t
14 va l mbzaehl = r e f 0
15 va l m b r e s e t l i s t = r e f [ ]




20 whi le ( ! mbzaehl < L i s t . l ength ( PredAllNodes ( c he ck r e s e t ) ) ) do (
21
22 m b r e s e t l i s t := ! m b r e s e t l i s t ˆˆMark .DLL’ Start Timer 1 ( L i s t . nth ( PredAllNodes (
che ck r e s e t ) , ! mbzaehl ) ) ;
23 m b r e s e t l i s t 2 := ! m b r e s e t l i s t 2 ˆˆMark .DLL’MBDC 1 ( L i s t . nth ( PredAllNodes (
che ck r e s e t ) , ! mbzaehl ) ) ;
24 mbzaehl := ! mbzaehl+1) ; ! m b r e s e t l i s t end ;
25
26 fun MBres ( expl )=
27 l e t
28
29 va l l e e r b e g i n = r e f 0 va l explode = r e f exp l
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30 va l element = r e f 0 va l z a e h l e r s = r e f 0
31 va l t i m e l i s t = r e f [ ]
32 va l t i m e l i s t 2 = r e f [ ]
33 va l n = r e f 0 : time r e f
34 in
35 whi le ( ! z a e h l e r s < L i s t . l ength ( ! explode ) ) do (
36 i f L i s t . nth ( ! explode , ! l e e r b e g i n ) = ( ) @ ( ! n ∗1000000) = true
37 then ( element := ! element+1 ; l e e r b e g i n := ! l e e r b e g i n +1) e l s e element := !
element ;
38 z a e h l e r s := ! z a e h l e r s +1;
39 n:= ! n+1
40 ) ; i f ! e lement = L i s t . l ength ( ! explode ) then true e l s e f a l s e
41 end ;
42 pr in t ( ” V e r s t r e i c h t immer e ine Sekunde zwischen Nullungen ? ”) ;
43 MBres ( mehrfach ( mbreset ( ) ) ) ;
44 pr in t ( ” Ze i t en be i denen MBDC g e n u l l t wird ! ”) ;
45 mehrfach ( mbreset ( ) ) ;
46 ( ) @100 ∗ ( ( ) @100) ;




1 fun noInte r n = not ( ( Mark .DLL’ Wait tua 1 n) == empty ) ; (∗ Bedingung tua
n i cht l e e r ∗)
2 PredAllNodes ( noInte r ) ; (∗ Gibt es Knoten der d i e Bedingung e r f u e l l t ? ∗)
3
4 va l ASK = NOT(POS(EXIST UNTIL(TT,NF( ” ” , noInter ) ) ) ) ; (∗ Se lbe s Vorgehen
mit ASKCTL ( Ein Pfad ) ∗)
5 va l ASK2 = NOT(POS(FORALL UNTIL(TT,NF( ” ” , noInter ) ) ) ) ; (∗ Se lbe s Vorgehen
mit ASKCTL ( Al l e Pfade ) ∗)
6 eva l node ASK InitNode ;
7 eva l node ASK2 InitNode ; ∗ )
Quelltext 23: U¨berpru¨fung der CCA-Zeit
1 fun check1 n = Mark .DLL’ CCA begin 1 n != empty ;
2 fun check2 n = Mark .DLL’ CCA finished 1 n != empty ;
3 va l name1 = ”DLL’ CCA begin ”;
4 va l name2 = ”DLL’ CCA finished ”;
5 va l t e s t z e i t : time =20;
6
7 va l l i s t n o d e 1 = PredAllNodes ( check1 ) ;
8 va l l i s t n o d e 2 = PredAllNodes ( check2 ) ;
9 va l charname1 = Str ing . explode name1 ;
10 va l charname2 = Str ing . explode name2 ;
11 va l e x p l s t r i n g = ( NodeDescr iptor ( L i s t . nth ( l i s tnode1 , 0 ) ) ) ;
12 fun testMB ( expl , compchar )=
13 l e t
14 va l ( pre f , s u f f ) = Substr ing . p o s i t i o n compchar ( Substr ing . f u l l exp l )
15 va l ( s , i , n ) = Substr ing . base s u f f
16 va l l e e r b e g i n = r e f i va l explode = r e f exp l
17 va l element = r e f 0 va l z a e h l e r s = r e f 0
18 va l t i m e l i s t = r e f [ ] va l comp = r e f compchar
19 va l t i m e l i s t 2 = r e f [ ]
20 in
21 i f i = St r ing . s i z e expl then NONE e l s e SOME i ;
22 whi le ( ! z a e h l e r s < 90 ) do (
23 i f ( L i s t . nth ( S t r ing . explode ( ! explode ) , ! l e e r b e g i n ) = #”@”) = true
24 then ( element := ! element+1 ; l e e r b e g i n := ! l e e r b e g i n +1) e l s e element := !
element ;
25 i f ( L i s t . nth ( S t r ing . explode ( ! explode ) , ! l e e r b e g i n ) = #”\n ”) = true
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26 then ( element := ! element+1 ; l e e r b e g i n := ! l e e r b e g i n +1) e l s e element := !
element ;
27 i f ! e lement = 1 then ( t i m e l i s t := ! t i m e l i s t ˆˆ [ L i s t . nth ( S t r ing . explode ( !
explode ) , ! l e e r b e g i n ) ] )
28 e l s e l e e r b e g i n := ! l e e r b e g i n ;
29 i f ( L i s t . nth ( S t r ing . explode ( ! explode ) , ! l e e r b e g i n ) = #”@”) = f a l s e
30 then l e e r b e g i n := ! l e e r b e g i n+1 e l s e l e e r b e g i n := ! l e e r b e g i n ;
31 z a e h l e r s := ! z a e h l e r s+1
32 ) ; S t r ing . implode ( ! t i m e l i s t )
33 end ;
34 testMB ( e x p l s t r i n g , name1) ;
35
36 fun f i n a l ( l i s t e f i n a l , compare l i s t ) =
37 l e t
38 va l e r g ebn i s = r e f [ ] va l counter = r e f 0
39 va l element = r e f 0 va l l i s t e n l a e n g e = L i s t . l ength ( l i s t e f i n a l )
40 va l l i s t e f = r e f l i s t e f i n a l va l comp = r e f compare l i s t
41 va l z i e l e n d = r e f [ ]
42 in
43 whi le ( ! counter <= l i s t e n l a e n g e −1) do
44 ( counter := ! counter +1; z i e l e n d := ! z i e l e n d ˆˆ [ NodeDescr iptor (
L i s t . nth ( ! l i s t e f , ! e lement ) ) ] ;
45 e rg ebn i s := ! e r g ebn i s ˆˆ [ testMB ( ( L i s t . nth ( ! z i e l end , ! e lement ) ) , ( ! comp) ) ] ;
46 element := ! element + 1) ; rev ( ! e r g ebn i s ) end ;
47
48 fun remove ( , [ ] ) = [ ]
49 | remove (x , y : : ys ) = i f x=y then remove (x , ys ) e l s e y : : remove (x , ys ) ;
50 fun mehrfach [ ] = [ ]
51 | mehrfach ( x : : xs ) = x : : mehrfach ( remove (x , xs ) ) ;
52 fun s o r t ( n i l ) = n i l
53 | s o r t ( l ) = l e t
54 va l p : time = L i s t . nth ( l , l ength ( l ) div 2)
55 in
56 s o r t ( L i s t . f i l t e r ( fn ( v ) => v < p) ( l ) ) ˆˆ(p : : s o r t ( L i s t .
f i l t e r ( fn ( v ) => v > p) ( l ) ) )
57 end ;
58 fun compare ( l i s t e 1 ) =
59 l e t
60 va l e r g ebn i s = r e f [ ] va l counter = r e f 0
61 va l element = r e f 0 va l l i s t e n l a e n g e = L i s t . l ength ( mehrfach ( l i s t e 1 ) )
62 va l l i s t e r e f 1 = r e f l i s t e 1 va l z i e l end t ime = r e f [ ]
63 in
64 whi le ( ! counter < l i s t e n l a e n g e ) do
65 ( counter := ! counter +1;
66 z i e l end t ime := ! z i e l end t ime ˆˆ [ valOf ( f romStr ing ( L i s t . nth ( mehrfach ( ! l i s t e r e f 1
) , ! e lement ) ) ) ] ;
67 element := ! element + 1) ; ! z i e l end t im e end ;
68
69 fun l i s t t i m e t e s t ( l i s t 1 , l i s t 2 , de lay1 ) = l e t
70 va l l i s t a = r e f l i s t 1 : time l i s t r e f va l l i s t b = r e f l i s t 2 : time l i s t r e f
71 va l l i s t s t a r t = r e f 0 va l l i s t e n d a = L i s t . l ength ( l i s t 1 )
72 va l l i s t e n d b = L i s t . l ength ( l i s t 2 ) va l de lay = r e f de lay1 : time r e f
73 va l ausw = r e f [ ]
74 in
75 whi le ( ! l i s t s t a r t < l i s t e n d a andalso ! l i s t s t a r t < l i s t e n d b ) do
76 ( i f L i s t . nth ( ! l i s t a , ! l i s t s t a r t ) < L i s t . nth ( ! l i s t b , ! l i s t s t a r t ) = true
77 then i f L i s t . nth ( ! l i s t b , ! l i s t s t a r t ) = L i s t . nth ( ! l i s t a , ! l i s t s t a r t ) + ! de lay
= true
78 then ausw := ! ausw ˆ ˆ [ ” kor rekt ”] e l s e ausw := ! ausw ˆ ˆ [ ” f a l s c h ”]
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79 e l s e i f L i s t . nth ( ! l i s t a , ! l i s t s t a r t ) = L i s t . nth ( ! l i s t b , ! l i s t s t a r t ) + ! de lay
= true
80 then ausw := ! ausw ˆ ˆ [ ” kor rekt ”] e l s e ausw := ! ausw ˆ ˆ [ ” f a l s c h ”] ;
81 l i s t s t a r t := ! l i s t s t a r t +1) ;
82 ! ausw
83 end ;
84 va l end1 = f i n a l ( l i s tnode1 , name1) ; va l end2 = f i n a l ( l i s tnode2 , name2) ;
85 va l end3 = s o r t ( compare ( end1 ) ) ; va l end4 = s o r t ( compare ( end2 ) ) ;
86 l i s t t i m e t e s t ( s o r t ( compare ( f i n a l ( l i s tnode2 , name2) ) ) , s o r t ( compare ( f i n a l (
l i s tnode1 , name1) ) ) , t e s t z e i t ) ;
Quelltext 24: U¨berpru¨fung, ob bei einem negativen CCA Check der nachfolgende
FFP ebenfalls nicht belegt wird
1 fun sk ipnext a = ( TI .DLL’ Cancel next Frame 1 = ArcToTI a ) ;
2 fun denied a = Mark .DLL’ Acces s a l lowed 1 a = empty ;
3 fun medbeleg a = Mark .PHY’MediumPHY 1 a != empty ;
4
5 va l aska l low = POS(AND(EXIST NEXT(NF( ” ” , medbeleg ) ) ,
6 AND(MODAL(AF( ” ” , sk ipnext ) ) ,EXIST NEXT(NF( ” ” , denied ) ) ) ) ) ;
7 eva l node aska l low InitNode
Quelltext 25: U¨berpru¨fung, ob bei einem negativen CCA Check der nachfolgende
FFP wirklich gesperrt ist
1 fun sk ipnext a = ( TI .DLL’ Cancel next Frame 1 = ArcToTI a ) ;
2 fun denied a = Mark .DLL’ Acces s a l lowed 1 a = empty ;
3 fun medbeleg a = Mark .PHY’MediumPHY 1 a != empty ;
4
5 va l aska l low = POS(FORALL UNTIL(TT, (AND(MODAL(AF( ” ” , sk ipnext ) ) ,EXIST NEXT(
NF( ” ” , denied ) ) ) ) ) ) ;
6 eva l node aska l low InitNode
Quelltext 26: U¨berpru¨fung der zufa¨lligen ECCA-Zeit
1 fun check1 n = Mark .DLL’ECCASTART 1 n != empty ;
2 fun check2 n = Mark .DLL’ECCAEND 1 n != empty ;
3
4 va l name1 = ”DLL’ECCASTART”;
5 va l name2 = ”DLL’ECCAEND”;
6 va l t e s t z e i t : time =4∗20;
7
8 va l l i s t n o d e 1 = PredAllNodes ( check1 ) ;
9 va l l i s t n o d e 2 = PredAllNodes ( check2 ) ;
10
11 va l charname1 = Str ing . explode name1 ;
12 va l charname2 = Str ing . explode name2 ;
13 va l e x p l s t r i n g = ( NodeDescr iptor ( L i s t . nth ( l i s tnode1 , 0 ) ) ) ;
14 fun testMB ( expl , compchar )=
15 l e t
16 va l ( pre f , s u f f ) = Substr ing . p o s i t i o n compchar ( Substr ing . f u l l exp l )
17 va l ( s , i , n ) = Substr ing . base s u f f
18 va l l e e r b e g i n = r e f i va l explode = r e f exp l
19 va l element = r e f 0 va l z a e h l e r s = r e f 0
20 va l t i m e l i s t = r e f [ ] va l comp = r e f compchar
21 va l t i m e l i s t 2 = r e f [ ]
22 in
23 i f i = St r ing . s i z e expl then NONE e l s e SOME i ;
24 whi le ( ! z a e h l e r s < 90 ) do (
25 i f ( L i s t . nth ( S t r ing . explode ( ! explode ) , ! l e e r b e g i n ) = #”@”) = true
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26 then ( element := ! element+1 ; l e e r b e g i n := ! l e e r b e g i n +1) e l s e element := !
element ;
27 i f ( L i s t . nth ( S t r ing . explode ( ! explode ) , ! l e e r b e g i n ) = #”\n ”) = true
28 then ( element := ! element+1 ; l e e r b e g i n := ! l e e r b e g i n +1) e l s e element := !
element ;
29 i f ! e lement = 1 then ( t i m e l i s t := ! t i m e l i s t ˆˆ [ L i s t . nth ( S t r ing . explode ( !
explode ) , ! l e e r b e g i n ) ] )
30 e l s e l e e r b e g i n := ! l e e r b e g i n ;
31 i f ( L i s t . nth ( S t r ing . explode ( ! explode ) , ! l e e r b e g i n ) = #”@”) = f a l s e
32 then l e e r b e g i n := ! l e e r b e g i n+1 e l s e l e e r b e g i n := ! l e e r b e g i n ;
33 z a e h l e r s := ! z a e h l e r s+1
34 ) ; S t r ing . implode ( ! t i m e l i s t )
35 end ;
36 testMB ( e x p l s t r i n g , name1) ;
37 fun f i n a l ( l i s t e f i n a l , compare l i s t ) =
38 l e t
39 va l e r g ebn i s = r e f [ ] va l counter = r e f 0
40 va l element = r e f 0 va l l i s t e n l a e n g e = L i s t . l ength ( l i s t e f i n a l )
41 va l l i s t e f = r e f l i s t e f i n a l va l comp = r e f compare l i s t
42 va l z i e l e n d = r e f [ ]
43 in
44 whi le ( ! counter <= l i s t e n l a e n g e −1) do
45 ( counter := ! counter +1; z i e l e n d := ! z i e l e n d ˆˆ [ NodeDescr iptor (
L i s t . nth ( ! l i s t e f , ! e lement ) ) ] ;
46 e rg ebn i s := ! e r g ebn i s ˆˆ [ testMB ( ( L i s t . nth ( ! z i e l end , ! e lement ) ) , ( ! comp) ) ] ;
47 element := ! element + 1) ; rev ( ! e r g ebn i s ) end ;
48
49 fun remove ( , [ ] ) = [ ]
50 | remove (x , y : : ys ) = i f x=y then remove (x , ys ) e l s e y : : remove (x , ys ) ;
51 fun mehrfach [ ] = [ ]
52 | mehrfach ( x : : xs ) = x : : mehrfach ( remove (x , xs ) ) ;
53 fun s o r t ( n i l ) = n i l
54 | s o r t ( l ) = l e t
55 va l p : time = L i s t . nth ( l , l ength ( l ) div 2)
56 in
57 s o r t ( L i s t . f i l t e r ( fn ( v ) => v < p) ( l ) ) ˆˆ(p : : s o r t ( L i s t .
f i l t e r ( fn ( v ) => v > p) ( l ) ) )
58 end ;
59 fun compare ( l i s t e 1 ) =
60 l e t
61 va l e r g ebn i s = r e f [ ] va l counter = r e f 0
62 va l element = r e f 0 va l l i s t e n l a e n g e = L i s t . l ength ( mehrfach ( l i s t e 1 ) )
63 va l l i s t e r e f 1 = r e f l i s t e 1 va l z i e l end t ime = r e f [ ]
64 in
65 whi le ( ! counter < l i s t e n l a e n g e ) do
66 ( counter := ! counter +1;
67 z i e l end t ime := ! z i e l end t ime ˆˆ [ valOf ( f romStr ing ( L i s t . nth ( mehrfach ( ! l i s t e r e f 1
) , ! e lement ) ) ) ] ;
68 element := ! element + 1) ; ! z i e l end t im e end ;
69 fun l i s t t i m e t e s t ( l i s t 1 , l i s t 2 , de lay1 ) = l e t
70 va l l i s t a = r e f l i s t 1 : time l i s t r e f va l l i s t b = r e f l i s t 2 : time l i s t r e f
71 va l l i s t s t a r t = r e f 0 va l l i s t e n d a = L i s t . l ength ( l i s t 1 )
72 va l l i s t e n d b = L i s t . l ength ( l i s t 2 ) va l de lay = r e f de lay1 : time r e f
73 va l ausw = r e f [ ]
74 in
75 whi le ( ! l i s t s t a r t < l i s t e n d a andalso ! l i s t s t a r t < l i s t e n d b ) do
76 ( i f L i s t . nth ( ! l i s t a , ! l i s t s t a r t ) < L i s t . nth ( ! l i s t b , ! l i s t s t a r t ) = true
77 then i f L i s t . nth ( ! l i s t b , ! l i s t s t a r t ) >= L i s t . nth ( ! l i s t a , ! l i s t s t a r t ) + ! de lay
= true andalso
78 L i s t . nth ( ! l i s t b , ! l i s t s t a r t ) <= L i s t . nth ( ! l i s t a , ! l i s t s t a r t ) +4∗ ! de lay
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79 then ausw := ! ausw ˆ ˆ [ ” kor rekt ”] e l s e ausw := ! ausw ˆ ˆ [ ” f a l s c h ”]
80 e l s e i f L i s t . nth ( ! l i s t a , ! l i s t s t a r t ) >= L i s t . nth ( ! l i s t b , ! l i s t s t a r t ) + ! de lay
= true andalso
81 L i s t . nth ( ! l i s t a , ! l i s t s t a r t ) <= L i s t . nth ( ! l i s t b , ! l i s t s t a r t ) +4∗ ! de lay
82 then ausw := ! ausw ˆ ˆ [ ” kor rekt ”] e l s e ausw := ! ausw ˆ ˆ [ ” f a l s c h ”] ;
83 l i s t s t a r t := ! l i s t s t a r t +1) ;
84 ! ausw
85 end ;
86 va l end1 = f i n a l ( l i s tnode1 , name1) ; va l end2 = f i n a l ( l i s tnode2 , name2) ;
87 va l end3 = s o r t ( compare ( end1 ) ) ; va l end4 = s o r t ( compare ( end2 ) ) ;
88 fun merge [ ] M = M
89 | merge L [ ] : time l i s t = L
90 | merge (L as x : : xs ) (M as y : : ys ) =
91 i f x < y
92 then x : : ( merge xs M)
93 e l s e y : : ( merge L ys ) ;
94
95 fun s p l i t L =
96 l e t
97 va l t = ( l ength L) div 2
98 in
99 ( L i s t . take (L , t ) , L i s t . drop (L , t ) )
100 end ;
101
102 fun s o r t i n g [ ] = [ ]
103 | s o r t i n g [ x ] = [ x ]
104 | s o r t i n g xs =
105 l e t
106 va l ( ys , z s ) = s p l i t xs
107 in
108 merge ( s o r t i n g ys ) ( s o r t i n g zs )
109 end ;
110
111 fun vermehren ( L i s te , mehr ) =
112 l e t
113 va l L i s t en = r e f L i s t e : time l i s t r e f
114 va l L i s tene l ement = r e f 0
115 va l L i s tene lement2 = r e f 1
116 va l t r u e l i s t = r e f [ ]
117 va l r e f t i m e =r e f 100 : time r e f
118 va l mehr l i s t = r e f mehr : time l i s t r e f
119 in
120 whi le ( ! L i s tene lement2 < L i s t . l ength ( ! L i s t en )−1) do
121 (
122 i f L i s t . nth ( ! Listen , ! L i s tene lement2 ) − L i s t . nth ( ! Listen , ! L i s tene l ement ) < !
r e f t i m e
123 then mehr l i s t := ! mehr l i s t ˆˆ [ L i s t . nth ( s o r t i n g ( ! mehr l i s t ) , ! L i s tene l ement ) ]
e l s e mehr l i s t := ! mehr l i s t ;
124 Lis tene lement := ! L i s tene l ement +1;
125 Lis tene lement2 := ! L i s tene lement2+1
126
127 ) ;
128 ! mehr l i s t
129 end ;
130 va l m e h r l i s t e = vermehren ( end4 , end3 ) ;
131 end3 ;
132 s o r t i n g ( m e h r l i s t e ) ;
133 end4 ;
134 l i s t t i m e t e s t ( end4 , s o r t i n g ( m e h r l i s t e ) ,20) ;
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Quelltext 27: Beispiel zur U¨berpru¨fung, ob bei einer erkannten Belegung nicht auf
das Medium zugegriffen wird
1 va l Platz3 = Mark .PHY’MediumPHY 1 ;
2 va l Elementeanzahl = 9 ;
3 fun checkpacket3 p = L i s t . nth ( StripTime ( Platz3 p) ,0 ) != [ ] andalso L i s t .
l ength ( StripTime ( Platz3 p) ) >= 1
4 andalso StripTime ( ( Mark .DLL’ CCA finished 1 p) ) != empty ;
5 fun remove ( , [ ] ) = [ ]
6 | remove (x , y : : ys ) = i f x=y then remove (x , ys ) e l s e y : : remove (x , ys ) ;
7
8 fun mehrfach [ ] = [ ]
9 | mehrfach ( x : : xs ) = x : : mehrfach ( remove (x , xs ) ) ;
10
11 va l Knoten l i s t e3 = PredAllNodes ( checkpacket3 ) ;
12 Mark .PHY’MediumPHY 1 1 ;
13 fun testCS ( expl , anz )=
14 l e t
15 va l l e e r b e g i n = r e f 0 va l explode = r e f exp l
16 va l element = r e f 0 va l z a e h l e r s = r e f 0
17 va l t i m e l i s t = r e f [ ] va l newexpl = r e f ””
18 va l t i m e l i s t 2 = r e f [ ] va l t e s t = r e f 0
19 va l i = r e f 0 va l anzahl = r e f anz
20 in
21 explode := St r ing . implode ( remove (#”(” , remove (#”\”” , ( S t r ing . explode ( !
explode ) ) ) ) ) ;
22 explode := St r ing . implode ( remove (#”) ” , ( S t r ing . explode ( ! explode ) ) ) ) ;
23 explode := St r ing . implode ( remove (#” ” , ( S t r ing . explode ( ! explode ) ) ) ) ;
24 explode := St r ing . implode ( ( S t r ing . explode ( ” , ”ˆ ! explode ˆ ” , ”) ) ) ;
25 whi le ( ! z a e h l e r s < ! anzahl (∗ St r ing . s i z e ( ! explode ) ∗) ) do (
26
27 newexpl := St r ing . e x t r a c t ( ! explode , ! t e s t , NONE) ;
28 l e e r b e g i n := 0 ;
29 element := 0 ;
30 i f L i s t . nth ( S t r ing . explode ( ! newexpl ) , ! l e e r b e g i n ) = #”,”
31 then ( element := ! element +1 ; i := ! i +1) e l s e element := ! element ;
32 whi le ( ! e lement=1) do (
33 l e e r b e g i n := ! l e e r b e g i n +1;
34 i f Char . isAlphaNum ( L i s t . nth ( S t r ing . explode ( ! newexpl ) , ! l e e r b e g i n ) ) = true
35 then ( i := ! i+1 ; t i m e l i s t := ! t i m e l i s t ˆˆ [ L i s t . nth ( St r ing . explode ( ! newexpl )
, ! l e e r b e g i n ) ] )
36 e l s e element := ! element+1
37 ) ;
38 t i m e l i s t 2 := ! t i m e l i s t 2 ˆˆ [ S t r ing . implode ( ! t i m e l i s t ) ] ;
39 t i m e l i s t := [ ] ;
40 t e s t := ! t e s t+ ! i ;
41 z a e h l e r s := ! z a e h l e r s +1;
42 i := 0
43 ) ; ! t i m e l i s t 2 end ;
44
45 fun al leKnoten ( r e f L i s t e , Knot ) =
46 l e t
47 va l L i s t e = r e f r e f L i s t e va l l ength = L i s t . l ength ( r e f L i s t e )
48 va l zaeh l = r e f 0 va l Gesamt = r e f [ ]
49 va l Knoten = r e f Knot va l nr = r e f 0 : i n t r e f
50 in
51 whi le ( ! zaeh l < l ength ) do (
52 nr := L i s t . nth ( ! L i s te , ! zaeh l ) ;
53 Gesamt := ! Gesamt ˆˆ [ testCS (PACKET FULL. mkstr ( ms to co l ( L i s t . nth ( StripTime ( !
Knoten ( ! nr ) ) , 0 ) ) ) , 9 ) ] ;
54 zaeh l := ! zaeh l+1
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55 ) ; ! Gesamt
56 end ;
57 a l leKnoten ( Knoten l i s te3 , Platz3 ) ;
58 va l Knotenohnedoppel3 = mehrfach ( a l leKnoten ( Knoten l i s te3 , Platz3 ) ) ;
59
60 fun comparepaket ( pakel , Knotenohned ) =
61 l e t
62 va l L i s tene l ement = r e f 0 va l L i s tene lement2 = r e f 0
63 va l Paketelement = r e f 0 va l Paketelement2 = r e f 0
64 va l t r u e l i s t = r e f [ ] va l t r u e v e r g l e i c h = r e f [ ]
65 va l v e r g l e i c h s l i s t e = r e f [ ] va l Paketelemente = r e f pake l
66 va l Knotenod = r e f Knotenohned
67 in
68 whi le ( ! Paketelement < ! Paketelemente ) do (
69 whi le ( ! L i s tene lement2 < L i s t . l ength ( ! Knotenod ) ) do
70 (
71 i f L i s t . nth ( L i s t . nth ( ! Knotenod , ! L i s tene l ement ) , ! Paketelement ) =
72 L i s t . nth ( L i s t . nth ( ! Knotenod , ! L i s tene lement2 ) , ! Paketelement2 )
73 then ( t r u e l i s t := ! t r u e l i s t ˆ ˆ [ ” t rue ”] ; L i s tene lement2 := ! L i s tene lement2
+1)
74 e l s e ( t r u e l i s t := ! t r u e l i s t ˆ ˆ [ ” f a l s e ”] ; L i s tene lement2 := ! L i s tene lement2
+1) ;
75 t r u e v e r g l e i c h := ! t r u e v e r g l e i c h ˆ ˆ [ ” t rue ”]
76 ) ;
77
78 i f ! t r u e l i s t = ! t r u e v e r g l e i c h
79 then ( v e r g l e i c h s l i s t e := ! v e r g l e i c h s l i s t e ˆˆ [ L i s t . nth ( L i s t . nth ( ! Knotenod , !
L i s tene lement ) , ! Paketelement ) ] ;
80 Paketelement := ! Paketelement+1
81 ; Paketelement2 := ! Paketelement )
82 e l s e ( v e r g l e i c h s l i s t e := ! v e r g l e i c h s l i s t e ; Paketelement := ! Paketelement+1
83 ; Paketelement2 := ! Paketelement ) ;
84 Lis tene lement := 0 ;
85 Lis tene lement2 := 0 ;
86 t r u e v e r g l e i c h := [ ] ;
87 t r u e l i s t := [ ]
88 ) ;
89 ! v e r g l e i c h s l i s t e
90 end ;
91 va l erg3 = comparepaket ( Elementeanzahl , Knotenohnedoppel3 ) ;
92 i f ( ( L i s t . nth ( erg3 , 5 ) = ”1” andalso L i s t . nth ( erg3 , 4 ) = ”NFHLBTLB”) o r e l s e
93 ( L i s t . nth ( erg3 , 3 ) = ”1” andalso L i s t . nth ( erg3 , 4 ) = ”NFHLBTLB”) ) then ”Error
” e l s e ”Leer ”
Quelltext 28: Beispiel zur U¨berpru¨fung, ob innerhalb der Kanalbelegungszeit nur
CCA ausgefu¨hrt wird
1 fun check1 n = Mark .DLL’ TTx on 1 n != empty andalso StripTime (Mark .DLL’
TTx on 1 n) = 1 ‘ [ ( ) ] ;
2 fun check2 n = Mark .DLL’ CCA required 1 n != empty ;
3 fun check3 n = Mark .DLL’ CCA finished 1 n != empty ;
4 fun check4 n = Mark .DLL’ CCA finished 1 n != empty ;
5 va l name1 = ”DLL’ TTx on ”;
6 va l name2 = ”DLL’ CCA required ”;
7 va l name3 = ”DLL’ CCA finished ”;
8 va l name4 = ”DLL’ CCA finished ”;
9 va l t e s t z e i t : time =0;
10
11 va l l i s t n o d e 1 = PredAllNodes ( check1 ) ;
12 va l l i s t n o d e 2 = PredAllNodes ( check2 ) ;
13 va l l i s t n o d e 3 = PredAllNodes ( check3 ) ;
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14 va l l i s t n o d e 4 = PredAllNodes ( check4 ) ;
15 va l charname1 = Str ing . explode name1 ;
16 va l charname2 = Str ing . explode name2 ;
17 va l e x p l s t r i n g = ( NodeDescr iptor ( L i s t . nth ( l i s tnode1 , 0 ) ) ) ;
18 fun testMB ( expl , compchar )=
19 l e t
20 va l ( pre f , s u f f ) = Substr ing . p o s i t i o n compchar ( Substr ing . f u l l exp l )
21 va l ( s , i , n ) = Substr ing . base s u f f
22 va l l e e r b e g i n = r e f i va l explode = r e f exp l
23 va l element = r e f 0 va l z a e h l e r s = r e f 0
24 va l t i m e l i s t = r e f [ ] va l comp = r e f compchar
25 va l t i m e l i s t 2 = r e f [ ]
26 in
27 i f i = St r ing . s i z e expl then NONE e l s e SOME i ;
28 whi le ( ! z a e h l e r s < 90 ) do (
29 i f ( L i s t . nth ( S t r ing . explode ( ! explode ) , ! l e e r b e g i n ) = #”@”) = true
30 then ( element := ! element+1 ; l e e r b e g i n := ! l e e r b e g i n +1) e l s e element := !
element ;
31 i f ( L i s t . nth ( S t r ing . explode ( ! explode ) , ! l e e r b e g i n ) = #”\n ”) = true
32 then ( element := ! element+1 ; l e e r b e g i n := ! l e e r b e g i n +1) e l s e element := !
element ;
33 i f ! e lement = 1 then ( t i m e l i s t := ! t i m e l i s t ˆˆ [ L i s t . nth ( S t r ing . explode ( !
explode ) , ! l e e r b e g i n ) ] )
34 e l s e l e e r b e g i n := ! l e e r b e g i n ;
35 i f ( L i s t . nth ( S t r ing . explode ( ! explode ) , ! l e e r b e g i n ) = #”@”) = f a l s e
36 then l e e r b e g i n := ! l e e r b e g i n+1 e l s e l e e r b e g i n := ! l e e r b e g i n ;
37 z a e h l e r s := ! z a e h l e r s+1
38 ) ; S t r ing . implode ( ! t i m e l i s t )
39 end ;
40 testMB ( e x p l s t r i n g , name1) ;
41
42 fun f i n a l ( l i s t e f i n a l , compare l i s t ) =
43 l e t
44 va l e r g ebn i s = r e f [ ] va l counter = r e f 0
45 va l element = r e f 0 va l l i s t e n l a e n g e = L i s t . l ength ( l i s t e f i n a l )
46 va l l i s t e f = r e f l i s t e f i n a l va l comp = r e f compare l i s t
47 va l z i e l e n d = r e f [ ]
48 in
49 whi le ( ! counter <= l i s t e n l a e n g e −1) do
50 ( counter := ! counter +1; z i e l e n d := ! z i e l e n d ˆˆ [ NodeDescr iptor (
L i s t . nth ( ! l i s t e f , ! e lement ) ) ] ;
51 e rg ebn i s := ! e r g ebn i s ˆˆ [ testMB ( ( L i s t . nth ( ! z i e l end , ! e lement ) ) , ( ! comp) ) ] ;
52 element := ! element + 1) ; rev ( ! e r g ebn i s ) end ;
53
54 fun remove ( , [ ] ) = [ ]
55 | remove (x , y : : ys ) = i f x=y then remove (x , ys ) e l s e y : : remove (x , ys ) ;
56 fun mehrfach [ ] = [ ]
57 | mehrfach ( x : : xs ) = x : : mehrfach ( remove (x , xs ) ) ;
58 fun s o r t ( n i l ) = n i l
59 | s o r t ( l ) = l e t
60 va l p : time = L i s t . nth ( l , l ength ( l ) div 2)
61 in
62 s o r t ( L i s t . f i l t e r ( fn ( v ) => v < p) ( l ) ) ˆˆ(p : : s o r t ( L i s t .
f i l t e r ( fn ( v ) => v > p) ( l ) ) )
63 end ;
64 fun compare ( l i s t e 1 ) =
65 l e t
66 va l e r g ebn i s = r e f [ ] va l counter = r e f 0
67 va l element = r e f 0 va l l i s t e n l a e n g e = L i s t . l ength ( mehrfach ( l i s t e 1 ) )
68 va l l i s t e r e f 1 = r e f l i s t e 1 va l z i e l end t ime = r e f [ ]
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69 in
70 whi le ( ! counter < l i s t e n l a e n g e ) do
71 ( counter := ! counter +1;
72 z i e l end t ime := ! z i e l end t ime ˆˆ [ valOf ( f romStr ing ( L i s t . nth ( mehrfach ( ! l i s t e r e f 1
) , ! e lement ) ) ) ] ;
73 element := ! element + 1) ; ! z i e l end t im e end ;
74
75 fun l i s t t i m e t e s t ( l i s t 1 , l i s t 2 , de lay1 ) = l e t
76 va l l i s t a = r e f l i s t 1 : time l i s t r e f va l l i s t b = r e f l i s t 2 : time l i s t r e f
77 va l l i s t s t a r t = r e f 0 va l l i s t e n d a = L i s t . l ength ( l i s t 1 )
78 va l l i s t e n d b = L i s t . l ength ( l i s t 2 ) va l de lay = r e f de lay1 : time r e f
79 va l ausw = r e f [ ]
80 in
81 whi le ( ! l i s t s t a r t < l i s t e n d a andalso ! l i s t s t a r t < l i s t e n d b ) do
82 ( i f L i s t . nth ( ! l i s t a , ! l i s t s t a r t ) < L i s t . nth ( ! l i s t b , ! l i s t s t a r t ) = true
83 then i f L i s t . nth ( ! l i s t b , ! l i s t s t a r t ) = L i s t . nth ( ! l i s t a , ! l i s t s t a r t ) + ! de lay
= true
84 then ausw := ! ausw ˆ ˆ [ ” kor rekt ”] e l s e ausw := ! ausw ˆ ˆ [ ” f a l s c h ”]
85 e l s e i f L i s t . nth ( ! l i s t a , ! l i s t s t a r t ) = L i s t . nth ( ! l i s t b , ! l i s t s t a r t ) + ! de lay
= true
86 then ausw := ! ausw ˆ ˆ [ ” kor rekt ”] e l s e ausw := ! ausw ˆ ˆ [ ” f a l s c h ”] ;
87 l i s t s t a r t := ! l i s t s t a r t +1) ;
88 ! ausw
89 end ;
90 va l end1 = f i n a l ( l i s tnode1 , name1) ;
91 va l c r o w d l i s t = f i n a l ( l i s tnode2 , name2) ˆˆ f i n a l ( l i s tnode3 , name3) ˆˆ f i n a l (
l i s tnode4 , name4) ;
92 va l end3 = s o r t ( compare ( end1 ) ) ; va l end4 = L i s t . drop ( s o r t ( compare ( c r o w d l i s t )
) , 1 ) ;
93 l i s t t i m e t e s t ( end4 , s o r t ( compare ( f i n a l ( l i s tnode1 , name1) ) ) , t e s t z e i t ) ;
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