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Abstract
We first establish a family of sharp Caffarelli–Kohn–Nirenberg type inequalities on the
Euclidean spaces and then extend them to the setting of Cartan–Hadamard manifolds with the
same best constant. The quantitative version of these inequalities also are proved by adding
a non-negative remainder term in terms of the sectional curvature of manifolds. We next
prove several rigidity results for complete Riemannian manifolds supporting the Caffarelli–
Kohn–Nirenberg type inequalities with the same sharp constant as in Rn (shortly, sharp CKN
inequalities). Our results illustrate the influence of curvature to the sharp CKN inequalities
on the Riemannian manifolds. They extend recent results of Krista´ly to a larger class of the
sharp CKN inequalities.
1 Introduction
Let us start by recalling the celebrated interpolation inequalities of order one due to Caffaralli,
Kohn and Nirenberg [4] (nowaday, called Caffarelli–Kohn–Nirenberg (shortly, CKN) inequalities):
let n ≥ 1 and let p, q, r, α, β, γ, δ and σ be real number such that
p, q ≥ 1, r > 0, a ∈ [0, 1], (1.1)
and
1
p
+
α
n
> 0,
1
q
+
β
n
> 0,
1
r
+
γ
n
> 0, (1.2)
where
γ = δσ + (1− δ)β. (1.3)
Then there exists a positive constant C such that the following inequality holds for any function
f ∈ C∞0 (Rn) (∫
Rn
|f |r|x|rγdx
) 1
r
≤ C
(∫
Rn
|f |p|x|αpdx
) δ
p
(∫
Rn
|f |q|x|βqdx
) 1−δ
q
(1.4)
if and only if the following conditions hold
1
r
+
γ
n
= δ
(
1
p
+
α− 1
n
)
+ (1 − δ)
(
1
q
+
β
n
)
, (1.5)
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(this is dimensional balance)
α− σ ≥ 0 if δ > 0, (1.6)
and
α− σ ≤ 1 if δ > 0 and 1
r
+
γ
n
=
1
p
+
α− 1
n
. (1.7)
The CKN inequalities contain many well-known inequalities, for examples, Sobolev inequalities,
Hardy inequalities, Hardy–Sobolev inequalities, the Gagliardo–Nirenberg inequalities, etc. They
play an important role in theory of partial differential equations and have been intensively studied
in many settings such as the stratified Lie groups, the homogeneous groups, the metric measure
spaces, to Riemannian manifolds with negative curvature and to derivatives of fractional order,
etc. We refer the readers to [10–12,16, 27–34,39] for mor detailed discussions on this subject.
It is an interesting and non-trivial problem to look for the sharp constant and extremals for
the CKN inequalities. Several results are well-known in this direction. For examples, the sharp
constants in the Sobolev inequalities was found independently by [1,35], the sharp Hardy–Sobolev
inequalities was proved by Lieb [25], the sharp constants in the Gagliardo–Nirenberg inequalities
was established by Del Pino and Dolbeault [11, 12] (see also [9] for different proof by using mass
transportation technique), etc. In [39], the sharp constant in a subclass of CKN inequalities was
find out: suppose that r > p > 1 and α, β, γ ∈ R such that
1
r
− γ
n
> 0,
1
p
− α
n
> 0, 1− β
n
> 0 (1.8)
and
γ =
1 + α
r
+
p− 1
pr
β, (1.9)
then the following inequality holds for any f ∈ C∞0 (Rn)
∫
Rn
|f |r
|x|γr dx ≤
r
n− γr
(∫
Rn
|∇f |p
|x|αp dx
) 1
p
(∫
Rn
|f | p(r−1)p−1
|x|β dx
) p−1
p
. (1.10)
Furthermore, if
n− β <
(
1 + α− β
p
)
p(r − 1)
r − p (1.11)
then the inequality (1.10) is sharp, i.e., the constant rn−γr is the best constant in (1.10), and a
family of extremal functions is given by
f(x) = c(λ+ |x|1+α− βp ) p−1p−r , c ∈ R, λ > 0. (1.12)
In [39], Xia also proved a rigidity result as follows: let (M, g) be a complete Riemannian manifold
with nonnegative Ricci curvature, let p, q, r, α, β, γ satisfy r > p > 1 and the conditions (1.8), (1.9)
and (1.11) and let P be a fixed point in M . If the CKN inequality (1.10) holds on (M, g) with |x|
being replaced by d(P, x) the geodesic distance onM , then (M, g) is isometric to Rn. This rigidity
result can be included into the best constant program initiated by Aubin [2] and studied by Ledoux
[23], Bakry, Concordet and Ledoux [3], Cheeger and Colding [8], Druet, Hebey and Vaugon [14],
do Carmo and Xia [5], Minerbe [26], Li and Wang [24], Xia [37–39], Krista´ly [20, 21], Krista´ly
and Ohta [22], etc. In the aforementioned papers, the authors show that complete Riemannian
manifolds with non-negative Ricci curvature supporting some Sobolev-type inequalities should be
close to Euclidean spaces whenever the constant is sufficiently close to the sharp constant in the
corresponding inequality in Euclidean space. We refer the reader to the book of Hebey [18] for a
thoroughgoing presentation of this subject.
Our origin motivation of this paper is to extend the CKN inequality (1.10) to a larger class of
indices p, q, r, α, β, γ. Let ∂r =
x
|x| · ∇ denote the radial derivative of functions on Rn. Our first
main result of this paper is as follows:
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Theorem 1.1. Suppose that n ≥ 2, p > 1, r > 0 and α, β, γ satisfy the conditions (1.8) and
(1.9). Then the following inequalities hold for any function f ∈ C∞0 (Rn):
(a) If r > 1, then we have
∫
Rn
|f |r
|x|γr dx ≤
r
(n− γr)
(∫
Rn
|∂rf |p
|x|αp dx
) 1
p
(∫
Rn
|f | p(r−1)p−1
|x|β dx
) p−1
p
. (1.13)
(b) If r ∈ (0, 1), then we have
∫
Rn
|f |r
|x|γr dx ≤
r
(n− γr)
(∫
Rn
|∂rf |p
|x|αp dx
) 1
p
(∫
suppf
|f | p(r−1)p−1
|x|β dx
) p−1
p
, (1.14)
where suppf denotes the support of function f .
Moreover, the constant rn−γr is sharp if one of the following conditions holds:
(i) 1 < p < r and (1.11) holds. A family of extremal is given by
f(x) = c
(
λ(ω) + |x|1+α− βp
) p−1
p−r
, ω =
x
|x| , (1.15)
where c is constant and λ : Sn−1 → (0,∞) such that ∫
Sn−1
λ(ω)
p(r−1)
p−r +
n−β
1+α−
β
p dω <∞.
(ii) 0 < r < p, r 6= 1 and 1 + α− βp > 0. A family of extremal is given by
f(x) = c
(
λ(ω)− |x|1+α− βp
) p−1
p−r
+
, ω =
x
|x| (1.16)
where a+ = max{a, 0} denotes the positive part of a real number a, c is a constant, λ : Sn−1 →
(0,∞) such that ∫
Sn−1
λ(ω)
p(r−1)
p−r +
n−β
1+α−
β
p dω <∞.
(iii) 0 < r < p, r 6= 1 and 1 + α− βp = 0. A family of extremal is given by
f(x) = c (λ(ω)− ln |x|)
p−r
p−1
+ , ω =
x
|x| , (1.17)
where c is constant, λ : Sn−1 → R such that ∫
Sn−1
e(n−β)λdω <∞
(iv) 0 < r < p, r 6= 1, 1 + α− βp < 0 and n− β + (1 + α− βp )p(r−1)p−r > 0. A family of extremal is
given by
f(x) = c
(
|x|1+α− βp − λ(ω)
) p−1
p−r
+
, ω =
x
|x| , (1.18)
where c is a constant and λ : Sn−1 → (0,∞) such that ∫Sn−1 λ
p(r−1)
p−r +
n−β
1+α−
β
p dω <∞.
(v) r = p and 1 + α− βp > 0. A family of extremal is given by
f(x) = λ(ω)e−c|x|
1+α−
β
p
, (1.19)
where c > 0 is a constant and λ : Sn−1 → R such that ∫Sn−1 |λ|pdω <∞.
Obviously, the inequality |∂rf | ≤ |∇f | holds. Consequently, the inequality (1.13) is stronger
than the one of Xia (1.10). In general, we have the following consequences.
Corollary 1.2. Suppose n, p, q, r, α, β, γ as in the statement of Theorem 1.1. Then the following
inequalities hold true for any f ∈ C∞0 (Rn \ {0}):
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(a) If r > 1, then we have
∫
Rn
|f |r
|x|γr dx ≤
r
(n− γr)
(∫
Rn
|∇f |p
|x|αp dx
) 1
p
(∫
Rn
|f | p(r−1)p−1
|x|β dx
) p−1
p
. (1.20)
(b) If r ∈ (0, 1), then we have
∫
Rn
|f |r
|x|γr dx ≤
r
(n− γr)
(∫
Rn
|∇f |p
|x|αp dx
) 1
p
(∫
suppf
|f | p(r−1)p−1
|x|β dx
) p−1
p
. (1.21)
Moreover, the constant rn−γr is sharp if one the conditions (i)–(v) in Theorem 1.1 holds true,
and all extremal are given by the corresponding family of extremal in Theorem 1.1 with λ being
identically constant.
The novelty in Theorem 1.1 and Corollary 1.2 is that the inequalities are established for radial
derivation ∂r, a family of extremal is found out, and especially it extends the inequality of Xia
(1.10) to the case 0 < r < p. It is remarkable that if 1 < r < (2p − 1)/p or r ∈ (0, 1) then q :=
p(r− 1)/(p− 1) ∈ (0, 1) or q < 0 respectively. Hence, Theorem 1.1 and Corollary 1.2 also provide
the new type of CKN inequalities in comparing with the one of Caffarelli, Kohn and Nirenberg
(1.4). Also by q < 0 if r ∈ (0, 1), we then need a slight modification in inequalities (1.14) and (1.21)
by taking the second integral in their right hand side on suppf to ensure these inequalities being
sense. Note that the celebrated sharp Heisenberg–Pauli–Weyl uncertainty principle (see [17, 36])
and its extremals (up to a constant) by the family of Gaussian functions is a special case Corollary
1.2 above corresponding to the case p = r = 2, α = 0 and β = −2.
The next purpose of this paper is to describe a complete scenario concerning to the CKN
inequalities (1.13) and (1.14) on complete Riemannian manifolds. Our next results tell us that the
inequalities (1.13) and (1.14) still hold on Cartan–Hadamard manifolds (M, g) (i.e., n−dimensional
complete simply connected Riemannian manifolds with non-positive sectional curvature). For
a Riemannian manifold (M, g) with Riemannian metric g, we denote by ∇gf the gradient of
function f with respect to metric g and by |∇gf | =
√〈∇gf,∇gf〉 the length of ∇gf , and by
dP (x) = d(x, P ), x ∈M for a fixed point P ∈M , where d is geodesic distance on M . We also use
∂ρf to denote the radial derivation of function f on M (the derivation along the geodesic curve
starting from a fixed point P ∈M). We then have the following results.
Theorem 1.3. Let n, p, q, r, α, β and γ be as in statement of Theorem 1.1. Let (M, g) be an
n−dimensional Cartan–Hadamard manifold and P ∈M be a fixed point, and ∂ρ denote the radial
derivation along geodesic curve starting from P . Then the following inequalities hold true for any
function f ∈ C∞0 (M):
(a) If r > 1, then we have
∫
Rn
|f |r
dP (x)γr
dx ≤ r
(n− γr)
(∫
Rn
|∂ρf |p
dP (x)αp
dx
) 1
p
(∫
Rn
|f | p(r−1)p−1
dP (x)β
dx
) p−1
p
. (1.22)
(b) If r ∈ (0, 1), then we have
∫
Rn
|f |r
dP (x)γr
dx ≤ r
(n− γr)
(∫
Rn
|∂ρf |p
dP (x)αp
dx
) 1
p
(∫
suppf
|f | p(r−1)p−1
dP (x)β
dx
) p−1
p
. (1.23)
Moreover, the constant rn−γr is sharp if one of the conditions (i)–(v) in Theorem 1.1 holds.
Theorem 1.3 to gethether with Gauss lemma which says that |∂ρf | ≤ |∇ρf | implies the following
extension of Corollary 1.2 to the Cartan–Hadamard manifolds.
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Corollary 1.4. Suppose the assumptions of Theorem 1.3. Then the following inequalities hold
true for any function f ∈ C∞0 (M):
(a) If r > 1, then we have
∫
Rn
|f |r
dP (x)γr
dx ≤ r
(n− γr)
(∫
Rn
|∇gf |p
dP (x)αp
dx
) 1
p
(∫
Rn
|f | p(r−1)p−1
dP (x)β
dx
) p−1
p
. (1.24)
(b) If r ∈ (0, 1), then we have
∫
Rn
|f |r
dP (x)γr
dx ≤ r
(n− γr)
(∫
Rn
|∇gf |p
dP (x)αp
dx
) 1
p
(∫
suppf
|f | p(r−1)p−1
dP (x)β
dx
) p−1
p
. (1.25)
Moreover, the constant rn−γr is sharp if one of the conditions (i)–(v) in Theorem 1.1 holds.
It is worthy to note that if the sectional curvature of (M, g) is bounded from above by a strict
negative constant then the CKN inequalities in Theorem 1.3 and Corollary 1.4 can be strengthened
by adding a non-negative remainder term concerning to the upper bound of sectional curvature
(see Section 3 below for more details).
In the sequel, we characterize the complete Riemannian manifolds which support the sharp
CKN inequalities in Corollary 1.2 (i.e., inequalities (1.20) and (1.21). Hereafter, in order to avoid
confusions, the sharpness is understood in the sense that the CKN inequalities (of type (1.20) or
(1.21)) hold on a Riemannian manifold (M, g) with the same best constant as in the Euclidean
space. From now on, we always assumptions that n ≥ 2, p > 1, r > 0 and α, β, γ satisfy the
conditions (1.8) and (1.9). Note that both (1.13) and (1.14) can be written in the form
∫
Rn
|f |r
|x|γr dx ≤
r
(n− γr)
(∫
Rn
|∇f |p
|x|αp dx
) 1
p
(∫
suppf
|f | p(r−1)p−1
|x|β dx
) p−1
p
.
Let (M, g) be a n−dimensional complete Riemannian manifold, dVg denote its canonical volume
element, and dP (x) = d(x, P ) be the geodesic distance from a point x ∈M to a point P ∈M . For
P ∈ M fixed, we consider the CKN inequalities on (M, g) at P (shortly, (CKN)P ) of the form:
for all f ∈ C∞0 (M)
∫
M
|f |r
dP (x)γr
dVg ≤ r
(n− γr)
(∫
M
|∇gf |p
dP (x)αp
dVg
) 1
p
(∫
suppf
|f | p(r−1)p−1
dP (x)β
dVg
) p−1
p
. ((CKN)P )
Corollary 1.4 says that (CKN)P holds true on n−dimensional Cartan–Hadamard manifolds
(M, g). Our next result characterizes the attainability of the sharp constant in (CKN)P as
follows.
Theorem 1.5. Given n ≥ 2, r ≥ p > 1 and α, β, γ ∈ R satisfying the conditions (1.8) and (1.9).
Suppose an extra assumption that n−β+(1+α− βp )p(r−1)p−r < 0 if 1 < p < r, or 1+α− βp > 0 if r = p.
Let (M, g) be an n−dimensional Cartan–Hadamard manifold. Then the following statements are
equivalent:
(a) rn−γr is achived by an extremal which is not identically zero in (CKN)P for some P ∈M .
(b) rn−γr is achived by an extremal which is not identically zero in (CKN)P for all P ∈M .
(c) M is isometric to Rn.
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The case p = 2 in Theorem 1.5 was proved by Krista´ly (see, e.g., [21, Theorems 1.1 and
1.3]) under an assumption that the extremal is positive in M . This extra assumption is removed
in our theorem. Theorem 1.5 gives a non-positively curved counterpart of the rigidity result of
Xia (see [39, Theorem 1.3]) which asserts that if a complete Riemannian manifolds (M, g) with
non-negative Ricci curvature supporting the CKN inequality (1.13) with r > p > 1 and α, β, γ
satisfying the conditions (1.8), (1.9) and n−β+(1+α− βp )p(r−1)p−r < 0 must be isometric to Rn. We
refer readers to [3, 5, 8, 14, 18, 20–24,26, 37–39]) for another results in this subject. We next prove
such a rigid result in the case p = r. It contains a recent rigidity result of Krista´ly [21, Theorem
1.2] for the sharp Heisenberg–Pauli–Weyl principle (i.e., the case p = r = 2, α = 0 and β = −2 of
(1.20)) as a special case.
Theorem 1.6. Given n ≥ 2, p > 1 and α, β, γ ∈ R such that (1.8) and (1.9) hold true with r = p.
Suppose, in addition, that 1 +α− β/p > 0. Let (M, g) be a n−dimensional complete Riemannian
manifold with non-negative Ricci curvature. Then the following statements are equivalent:
(a) (CKN)P holds for some P ∈M .
(b) (CKN)P holds for all P ∈M .
(c) M is isometric to Rn.
We next consider the case 0 < r < p, r 6= 1. As seen before (see Theorem 1.1 and Corollary
1.2), the extremal of (1.13) and (1.14) in the Euclidean space with 0 < r < p, r 6= 1 are compactly
supported functions. This is very different with the case r ≥ p > 1 in which the extremal never
vanish. Consequently, different with the result in Theorem 1.5 in which a global result was proved,
the attainability of the sharp constants in (CKN)P only characterizes locally the Riemannian
manifold (M, g) around the point P ∈M as stated in the following theorem.
Theorem 1.7. Given n ≥ 2, p > 1, 0 < r < p, r 6= 1 and α, β, γ ∈ R satisfying the conditions
(1.8) and (1.9). Suppose that one of the following extra assumptions holds: 1 + α − βp ≥ 0 or
1 + α − βp < 0 and n − β + (1 + α − βp )p(r−1)p−r > 0. Let (M, g) be an n−dimensional Cartan–
Hadamard manifold, and P ∈M . Then the following statements are equivalent:
(a) rn−γr is achived by an extremal which is not identically zero in (CKN)P .
(b) There exists rP > 0 such that the geodesic ball B(P, rP ) is isometric to BrP (0), here Br(0)
denotes the ball in Rn with center at origin and radius r.
We next present a non-negative curved counterpart of Theorem 1.7, that is, an analogue of
Theorem 1.6 and Theorem 1.3 of Xia [39] in the case r ≥ p > 1. We will see that in the non-
negatively curve case, the situation is even more rigid than in Theorem 1.7.
Theorem 1.8. Given n ≥ 2, p > 1, 0 < r < p, r 6= 1 and α, β, γ ∈ R satisfying the conditions
(1.9) and (1.8). Suppose that one of the following extra assumptions holds: 1+α− βp ≥ 0 or 1+α−
β
p < 0 and n− β + (1 +α− βp )p(r−1)p−r > 0. Let (M, g) be an n−dimensional complete Riemannian
manifold with non-negative Ricci curvature. Then the following statements are equivalent:
(a) (CKN)P holds for some P ∈M .
(b) (CKN)P holds for all P ∈M .
(c) M is isometric to Rn.
The rest of this paper is organized as follows. In Section 2, we recall the notion and results
from Riemannian geometry which are used throughout in our proofs. In Section 3, we first prove
the sharp CKN inequalities in Theorem 1.1 in Euclidean space, and then extend them to Cartan–
Hadamard manifolds (i.e., prove Theorem 1.3). We also prove in this section the quantitative
CKN inequalities by adding the nonnegative remainder terms concerning to the upper bound of
6
the sectional curvature of Riemannian manifolds. In Section 4, we prove the rigidity results for
Cartan–Hadamard manifolds whenever (CKN)P is attained, that is, we prove Theorem 1.5 and
1.7. In Section 5, we prove Theorem 1.6 and 1.8 on the rigidity results for complete Riemannian
manifolds with non-negative Ricci curvature which support the sharp CKN inequalities.
2 Preliminaries
In this section, we list some basic properties on Riemannian manifolds, especially the properties
of the Cartan–Hadamard manifolds and complete Riemannian manifolds with non-negative Ricci
curvature. Let (M, g) be an n−dimensional complete Riemannian manifolds and let d be the
geodesic distance associated to the Riemannian metric g on M . For each P ∈ M and ρ > 0, let
B(P, ρ) = {x ∈ M : d(x, P ) < ρ} denote the open geodesic ball with center P ∈ M and radius
ρ > 0. Let dVg denote the canonical volume element on (M, g), the volume of a bounded open set
Ω ⊂M is given by
Volg(Ω) =
∫
Ω
dVg .
In general, we have for any P ∈M that
lim
ρ→0+
Volg(B(P, ρ))
ωnρn
= 1 (2.1)
where ωn denotes the volume of unit ball in R
n.
If {xi}ni=1 is a local coordinate system, then we can write
g =
n∑
i,j=1
gijdx
idxj .
In such a local coordinate system, the Laplace-Beltrami operator ∆ with respect to the metric ds2
is of the form
∆g =
n∑
i,j=1
1√
g
∂
∂xi
(√
|g|gij ∂
∂xj
)
,
where |g| = det(gij) and (gij) = (gij)−1. Let us denote by ∇g the corresponding gradient. Then
〈∇gu,∇gv〉 =
n∑
i,j=1
gij
∂u
∂xi
∂v
∂xj
.
For simplicity, we shall use the notation |α| =
√
〈α, α〉 for any 1−form α.
Let KM be the sectional curvature on M . A Riemannian manifold (M, g) is called Cartan–
Hadamard manifold if it is complete, simply connected and with nonnegative section curvature
(i.e., KM ≤ 0 along each plane section at each point of M).
If (M, g) is a Cartan–Hadamard manifolds, then for each point P ∈M , M contains no points
conjugate to P , and the exponential map ExpP : TPM →M is a diffeomorphism, where TPM is
the tangent space to M at P (see, e.g., [19, Chapter I]). Fix a point P ∈ M and denote M by
dP (x) = d(x, P ) for all x ∈M . Note that dP (x) is smooth on M \ {P} and satisfies
|∇gdP (x)| = 〈∇gdP (x),∇gdP (x)〉 12 = 1, x ∈M \ {P}.
Moreover, since ExpP is a diffeomorphism, then the function
dP (x)
2 = ‖Exp−1P (x)‖2 ∈ C∞(M).
The radial derivation ∂ρ =
∂
∂ρ is defined for any function f on M by
∂ρf(x) =
d(f ◦ ExpP )
dr
(Exp−1P (x)),
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where ddr denotes the radial derivation on TPM , i.e.,
d
dr
F (u) =
〈u,∇F (u)〉
|u| , u ∈ TPM \ {0}.
Let (M, g) be a complete Riemannian manifold. We introduce the density function J(u, t)
of the volume form in normal coordinates as follows (see, e.g., [15, pp. 166 − 167]). Choose an
orthonormal basis {u, e2, . . . , en} on TPM and let c(t) = ExpP (tu) be a geodesic curve. The
Jacobian fields {Yi(t)}ni=2 satisfy Yi(0) = 0, Y ′i (0) = ei, so that the density function can be given
by
J(u, t) = t1−n
√
det(〈Yi(t), Yj(t)〉), t > 0.
We note that J(u, t) does not depend on {e2, . . . , en} and J(u, t) ∈ C∞(TPM \ {0}) by the
definition of J(u, t). Moreover, if we set J(u, 0) ≡ 1 then J(u, t) ∈ C(TPM) and has the following
asymptotic expansion
J(u, t) = 1 +O(t2) (2.2)
as t→ 0 since Yi(t) has the asymptotic expansion (see, e.g., [15, p. 169])
Yi(t) = tei − t
3
6
R(c′(t), ei)c′(t) + o(t3),
as t→ 0, where R(·, ·) is the curvature tensor on M .
From the definition of J(u, t), we have the following polar coordinate on M
∫
M
fdV =
∫
Sn−1
∫ ρ(u)
0
f(ExpP (tu))J(u, t)t
n−1dtdu, (2.3)
where du denotes the canonical measure of the unit sphere of TPM and ρ(u) denotes the distance
to the cut-locus in the direction u (see [15, Section 2.C.7] for the definition of cut-locus). Moreover,
the Laplacian of the distance function dP (x) has the following expansion via the function J(u, t)
(see, e.g., [15, Section 4.B.2])
∆gdP (x) =
n− 1
dP (x)
+
J ′(ux, dP (x))
J(ux, dP (x))
, ρ > 0, (2.4)
for any point x 6= p which is not on the cut-locus of P , where ux is the unique direction in
Sn−1 ⊂ TPM such that x = ExpP (dP (x)ux) and J ′(u, t) = ∂J(u,t)∂t with t < ρ(u). Therefore, for
any radial function f(dP ) on M , we have
∆gf(dP (x)) = f
′′(dP (x)) +
(
n− 1
dP (x)
+
J ′(ux, dP (x))
J(ux, dP (x))
)
f ′(dP (x)), (2.5)
for any point x 6= P which is not on the cut-locus of P . Note that if the sectional curvature KM
is constant then J(u, t) depends only on t. We denote by Jb(t) the corresponding density function
if KM ≡ −b for some b ≥ 0. Hence
Jb(t) =


1 if b = 0(
sinh(
√
bt)√
bt
)n−1
if b > 0.
For b ≥ 0, we consider the function ctb : (0,∞)→ R defined by
ctb(t) =
{
1
t if b = 0√
b coth(
√
bt) if b > 0,
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and the function Db : [0,∞)→ R defined by
Db(t) =
{
0 if t = 0
tctb(t)− 1 if t > 0.
Clearly, we have Db ≥ 0.
In our proofs below, we will need the following Bishop–Gunther comparison theorem (see,
e.g., [15, p. 172] for its proof) which says that if the sectional curvature KM on M satisfies
KM ≤ −b for some b ≥ 0 then
J ′(u, t)
J(u, t)
≥ J
′
b(t)
Jb(t)
=
n− 1
t
Db(t), t > 0. (2.6)
In particular, the function t → J(u, t) is non-decreasing for any u ∈ Sn−1 hence the function
ρ→ Volg(B(x,ρ))ρn is non-decreasing. Combining this together with (2.1), we obtain
Volg(B(x, ρ)) ≥ ωnρn, ∀x ∈M, ρ > 0. (2.7)
Furthermore, equality holds in (2.7) then B(x, ρ) is isometric to Bρ(0) (see, e.g., [7, Theorem
III.4.2]).
If (M, g) has non-negative Ricci curvature, then the function ρ→ Volg(B(x,ρ))ρn is non-increasing.
Combining this together with (2.1), we obtain
Volg(B(x, ρ)) ≤ ωnρn, ∀x ∈M, ρ > 0. (2.8)
Furthermore, equality holds in (2.7) then B(x, ρ) is isometric to Bρ(0) (see, e.g., [7, Theorem
III.4.4]).
3 The sharp CKN inequalities: Proof of Theorems 1.1 and
1.3
This section is devoted to proved the CKN inequalities in Cartan–Hadamard manifolds. Let
(M, g) be an n−dimensional Cartan–Hadarmad manifold with n ≥ 2. Suppose that KM ≤ −b
with b ≥ 0. Furthermore, we will prove a quantitative version of the CKN inequalities by adding
the a non-negative remainder terms concerning to the upper bound of KM . Let P ∈M be fixed,
for p > 1 and ξ, η ∈ TPM , we denote
Rp(ξ, η) =
1
p
|η|p + p− 1
p
|ξ|p − |ξ|p−2〈ξ, η〉. (3.1)
By the convexity of ξ → |ξ|p we see that Rp(ξ, η) ≥ 0 with equality if and only if ξ = η.
Furthermore, we can see that
Rp(ξ, η) = (p− 1)
∫ 1
0
|tξ + (1− t)η|p−2tdt|ξ − η|2.
For p > 1, we always use p′ to denote the conjugate exponent of p, i.e., p′ = p/(p − 1). Let
g = (g1, . . . , gm), m ≥ 1 be such that each function gi is in Lp′(M), we define the new function
Dp(g) on M by
Dp(g)(x) =
{
0 if g(x) = 0
g(x)
|g(x)| |g(x)|
1
p−1 if g(x) 6= 0
Then |Dp(g)| ∈ Lp(M). With these notation, we have the following equality which improves Ho¨lder
inequality: let f = (f1, . . . , fm) ∈ Lp(M) and g = (g1, . . . , gm) ∈ Lp′(M) be non-identically zero
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functions, then it holds
∫
M
f · g dVg = ‖f‖p‖g‖p′

1− ∫
M
Rp

 f
‖f‖p ,
Dp(g)
‖g‖
1
p−1
p′

 dVg

 , (3.2)
here we use the notation ‖f‖p = (
∫
M |f |pdVg)1/p and for a subset Ω ⊂ M , we shall denote
‖f‖p,Ω = (
∫
Ω
|f |pdVg)1/p.
With these notation, we can state our first main result of this section as follows.
Theorem 3.1. Suppose n ≥ 2 and p, q, r, α, β, γ satisfy the conditions (1.8) and (1.9). Let (M, g)
be an n−dimensional Cartan–Hadamard manifold. Then the following equality holds true for any
function f ∈ C∞0 (M)∫
M
|f |r
dγrP
dVg =
r
n− γr
∥∥∥∥∂ρfdαP
∥∥∥∥
p,suppf
∥∥∥∥∥ |f |
r−1
d
β/p′
P
∥∥∥∥∥
p′,suppf
− r
n− γr
∥∥∥∥∂ρfdαP
∥∥∥∥
p,suppf
∥∥∥∥∥ |f |
r−1
d
β/p′
P
∥∥∥∥∥
p′,suppf
×
×
∫
suppf
RP

 d−αP ∂ρf
‖d−αP ∂ρf‖p,suppf
,
Dp(−d
− β
p′
P f |f |r−2)
‖d−
β
p′
P |f |r−1‖
1
p−1
p′,suppf

 dVg
− 1
n− γr
∫
suppf
|f |r
dP (x)γr
dP (x)J
′(ux, dP (x))
J(ux, dP (x))
dVg , (3.3)
where ux denotes the unique unit vector in TPM such that x = ExpP (dP (x)ux).
Since KM ≤ 0 then J ′ ≥ 0 by (2.6). In the other hand Rp ≥ 0. Hence (3.3) implies the CKN
inequalities in Theorems 1.1 and 1.3 since∫
suppf
|∂ρf |p
dαpP
dVg =
∫
M
|∂ρf |p
dαpP
dVg ,
and if r > 1 ∫
suppf
|f | p(r−1)p−1
dP (x)β
dVg =
∫
M
|f | p(r−1)p−1
dP (x)β
dVg.
Especially, if KM ≤ −b for some b ≥ 0, we obtain from (3.3) and Gauss lemma, the following
quantitative CKN inequalities
Corollary 3.2. Suppose the assumptions in Theorem 3.1 and KM ≤ −b for some b ≥ 0. Then
the following inequalities holds for any function f ∈ C∞0 (M),∫
M
|f |r
dP (x)γr
(
1 +
n− 1
n− γrDb(dP (x))
)
dVg ≤ r
n− γr
∥∥∥∥∂ρfdαP
∥∥∥∥
p
∥∥∥∥∥ |f |
r−1
d
β/p′
P
∥∥∥∥∥
p′,suppf
, (3.4)
and ∫
M
|f |r
dP (x)γr
(
1 +
n− 1
n− γrDb(dP (x))
)
dVg ≤ r
n− γr
∥∥∥∥∇gfdαP
∥∥∥∥
p
∥∥∥∥∥ |f |
r−1
d
β/p′
P
∥∥∥∥∥
p′,suppf
, (3.5)
The case p = r, β = p + δ and α = δp with δ < n − p, Corollary 3.2 implies the following
quantitative weighted Hardy inequalities on Cartan–Hadamard manifolds which are recently prove
by the author [28]∫
M
|f |p
dp+δP
(
1 +
p(n− 1)
n− p− δDb(dP (x))
)
dVg ≤
(
p
n− p− δ
)p ∫
M
|∂ρf |p
dδP
dVg, (3.6)
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and ∫
M
|f |p
dp+δP
(
1 +
p(n− 1)
n− p− δDb(dP (x))
)
dVg ≤
(
p
n− p− δ
)p ∫
M
|∇gf |p
dδP
dVg. (3.7)
These inequalities improve the weighted Hardy inequalities on Cartan–Hadamard manifolds due
to Yang, Su, and Kong [40]. The case p = 2 and δ = 0, the inequality (3.7) was proved by
Krista´ly in [21]. We refer readers to [28] for more results about the critical Hardy, and Rellich
type inequalities on Cartan–Hadamard inequality. The last comment in the case (M, g) having
constant sectional curvature, i.e., KM = −b for some b ≥ 0 is that the extremal for (3.4) and
(3.5) exist if one of the conditions (i)–(v) in Theorem 1.1 holds. Moreover, a family of extremal is
given by the same family of extremal in the corresponding case in Euclidean space with |x| being
replaced by dP (x). Indeed, in this case, we always have
RP

 d−αP ∂ρf
‖d−αP ∂ρf‖p,suppf
,
Dp(−d
− β
p′
P f |f |r−2)
‖d−
β
p′
P |f |r−1‖
1
p−1
p′,suppf

 = 0
if f has such form, and ρJ ′(u, ρ)/J(u, ρ) = (n − 1)Db(ρ). Therefore equality holds true in (3.3).
Furthermore, the proof of Theorems 1.5 and 1.7 below can be applied to prove a rigidity results
for Cartan–Hadamard manifolds (M, g) with KM ≤ −b for some b ≥ 0 such that extremal for the
inequality (3.5) exists. Such a manifold should be isometric to a manifold of constant sectional
curvature −b. Evidently, the case b = 0 is considered in Theorems 1.5 and 1.7.
Let us prove Theorem 3.1
Proof of Theorem 3.1. The proof is simple by using integration by parts. Indeed, let f ∈ C∞0 (M),
by abusing notation we still denote by suppf for the preimage of support of f in TPM and f(tu)
for f(ExpP (tu)). Using polar coordinate (2.3), we have∫
M
|f |r
dP (x)γr
dVg =
∫
Sn−1
∫
suppf∩[0,∞)
|f(tu)|rtn−γr−1J(u, t)dtdu
=
1
n− γr
∫
Sn−1
∫
suppf∩[0,∞)
|f(tu)|r(tn−γr)′J(u, t)dtdu.
Using integration by parts and the assumption n− γr > 0 , we get∫
M
|f |r
dP (x)γr
dVg = − r
n− γr
∫
Sn−1
∫
suppf∩[0,∞)
|f(tu)|r−2f(tu)∂ρf(tu)tn−γrJ(u, t)dtdu
= − 1
n− γr
∫
Sn−1
∫
suppf∩[0,∞)
|f(tu)|rtn−γrJ ′(u, t)dtdu.
Using again polar coordinate (2.3) and the condition (1.9), we arrive∫
M
|f |r
dP (x)γr
dVg = − r
n− γr
∫
suppf
|f |r−2f
d
β/p′
P
∂ρf
dαP
dvg − 1
n− γr
∫
suppf
|f |r
dγrP
dP (x)J
′(ux, dP (x))
J(ux, dP (x))
dVg.
Now, using (3.2), we obtain our desired equality (3.3).
We are now ready to prove Theorems 1.1 and 1.3.
Proof of Theorem 1.1. The inequalities are trivial by remarks after Theorem 3.1. The sharpness
of constant r/(n − γr) is immediately checked by functions given in Theorem 1.1 corresponding
to the conditions (i) – (v). Indeed, in these cases, we have
RP

 d−αP ∂ρf
‖d−αP ∂ρf‖p,suppf
,
Dp(−d
− β
p′
P f |f |r−2)
‖d−
β
p′
P |f |r−1‖
1
p−1
p′,suppf

 = 0,
on suppf and J ′ ≡ 0. This finishes the proof of Theorem 1.1.
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Proof of Theorem 1.3. The inequalities are trivial by remarks after Theorem 3.1. Let us verify
the sharpness of the constant rn−γr . We known from Theorem 1.1 that if one of the conditions (i)
– (v) in Theorem 1.1 holds true, then
r
n− γr = supf∈C∞0 (Rn)
∫
Rn
|x|−γr|f |rdx(∫
Rn
|x|−αp|∂rf |pdx
) 1
p
(∫
suppf
|x|−β |f |p′(r−1)dx
) 1
p′
.
Furthermore, we can assume that the supremum is taken on non-negative radial functions. Indeed,
from Theorem 1.1, we see that the extremal of CKN inequalities contain non-negative radial
functions by taking λ ≡ const, and hence we can approximate these functions by non-negative
radial functions in C∞0 (R
n). For any ǫ > 0, we can chose a non-negative radial function fǫ ∈ C∞0
such that
r
n− γr − ǫ ≤ supfǫ∈C∞0 (Rn)
∫
Rn
|x|−γr|fǫ|rdx(∫
Rn
|x|−αp|∂rfǫ|pdx
) 1
p
(∫
suppfǫ
|x|−β |fǫ|p′(r−1)dx
) 1
p′
.
For δ > 0, denote fǫ,δ(x) = fǫ(x/δ) then suppfǫ,δ = δsuppfǫ. The scaling invariant of CKN
inequalities implies that
r
n− γr − ǫ ≤ supfǫ∈C∞0 (Rn)
∫
Rn
|x|−γr|fǫ,δ|rdx(∫
Rn
|x|−αp|∂rfǫ,δ|pdx
) 1
p
(∫
suppfǫ,δ
|x|−β |fǫ|p′(r−1)dx
) 1
p′
(3.8)
for any δ > 0.
Suppose that fǫ(x) = ϕ(|x|) for some function ϕ with ϕ ≡ 0 on [a,∞) for some a > 0. Define
the functions Fδ on M by F (x) = ϕ(dP (x)/δ). Evidently, suppFδ ⊂ B(P, aδ). Using polar
coordinate (2.3), we have∫
M
|Fδ|r
dγrP
dVg =
∫
Sn−1
∫
δsuppϕ
ϕ(t/δ)rtn−γr−1J(u, t)dtdu
= (1 +O(δ2))
∫
Sn−1
∫
δsuppϕ
ϕ(t/δ)rtn−γr−1J(u, t)dtdu
= (1 +O(δ2))
∫
Rn
|fǫ,δ|r
|x|γr dx,
here we use (2.2). Similarly, we get∫
M
|∂ρFδ|p
dαpP
dVg = (1 +O(δ
2))
∫
Rn
|∂rfǫ,δ|p
|x|αp dx,
and ∫
suppFδ
|Fδ|
p(r−1)
p−1
dβP
dVg = (1 +O(δ
2))
∫
suppfǫ,δ
|fǫ,δ|
p(r−1)
p−1
|x|β dx,
here we use the fact f is radial. Combining these three equalities together with (3.8), we obtain
lim inf
δ→0
∫
M
|Fδ|r
dγrP
dVg
(∫
M
|∂ρFδ|p
dαpP
dVg
) 1
p
(∫
suppFδ
|Fδ|
p(r−1)
p−1
dβP
dVg
) p−1
p
≥ r
n− γr − ǫ,
for any ǫ > 0. This implies the sharpness of r/(n− γr).
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4 Rigidity results on Cartan–Hadamard manifolds: Proof
of Theorems 1.5 and 1.7
In this section, we give the proof of Theorems 1.5 and 1.7. The main ingredients in our proofs is
Theorem 3.1, the Gauss lemma and the explicit solutions of several ordinary differential equations
related to the Euler–Lagrange equations of the extremal for the CKN inequalities. We first prove
Theorem 1.5.
Proof of Theorem 1.5. Let f be an extremal which is not identically zero for (CKN)P . Evidently,
|f | also is an extremal for (CKN)P . Hence we can assume that f is non-negative. Moreover, by
Theorem 1.3 (more precisely, inequality (1.22)), we must have∫
M
|∂ρf |p
dP (x)αp
dVg ≥
∫
M
|∇gf |p
dP (x)αp
dVg,
which implies |∂ρ| = |∇gf | by Gauss lemma. Therefore, f is radial function, that is, f depends
only on dP or f = ϕ(dP ) with ϕ : [0,∞)→ [0,∞). By (3.3), we must have
RP

 d−αP ∂ρf
‖d−αP ∂ρf‖p,suppf
,
Dp(−d
− β
p′
P f |f |r−2)
‖d−
β
p′
P |f |r−1‖
1
p−1
p′,suppf

 = 0
and J ′(ux, dP (x)) = 0 on suppf . The first condition is equivalent to
∂ρf = −cf
r−1
p−1 d
α− βp
P
on suppf for some c > 0. Writing f as ϕ(dP (x)), the previous equation is equivalent to
ϕ′(t) = −cϕ(t) r−1p−1 tα− βp , (4.1)
on {ϕ > 0}. Since f is not identically zero, then ϕ(0) > 0. The equation (4.1) has unique solution
ϕ(t) =
(
ϕ(0)
p−r
p−1 + c
r − p
p− 1
t1+α−
β
p
1 + α− βp
) p−1
p−r
if r > p > 1 and
ϕ(t) = ϕ(0) exp
(
− c
1 + α− βp
t1+α−
β
p
)
if r = p. Hence suppf =M , and the condition J ′(ux, dP (x)) = 0 on suppf translates to J ′(u, t) = 0
for any t > 0 and for each fixed u ∈ Sn−1. This implies J(u, t) ≡ 1 for any t > 0 and u ∈ Sn−1.
Hence M is isometric to Rn.
Theorem 1.7 is proved by the same way.
Proof of Theorem 1.7. Obviously, as in proof of Theorem 1.5, we can assume that the extremal
f is non-negative and f is radial function, that is, f depends only on dP or f = ϕ(dP ) with
ϕ : [0,∞)→ [0,∞). Moreover, we must have J ′(ux, dP (x)) = 0 on suppf and
∂ρf = −c|f |
r−p
p−1 fd
α− βp
P
on suppf for some c > 0. Consequently, ϕ satisfies
ϕ′(t) = −cϕ(t) r−1p−1 tα− βp (4.2)
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on {ϕ > 0}. Hence ϕ is strict increasing on {ϕ > 0}. If 0 < r < p, r 6= 1 and 1 + α− βp > 0 then
(4.2) has only solution of the form
ϕ(t) =
(
λ− cp− r
p− 1
t1+α−
β
p
1 + α− βp
) p−1
p−r
+
, λ > 0.
If 0 < r < p, r 6= 1 and 1 + α− βp = 0 then (4.2) has only solution
ϕ(t) =
(
λ− cp− r
p− 1 ln t
) p−1
p−r
+
, λ ∈ R.
If 0 < r < p, r 6= 1, 1 + α− βp < 0 and n− β + (1 + α− βp )p(r−1)p−r > 0 then (4.2) has only solution
ϕ(t) =
(
−cp− r
p− 1
t1+α−
β
p
1 + α− βp
− λ
) p−1
p−r
+
, λ ∈ R.
To ensure
∫
suppf
d−βP f
p(r−1)
p−1 dVg <∞, we must have λ > 0.
The form of function ϕ above shows that f has compact support and there is rP > 0 such
that {f > 0} = B(P, rP ). Therefore, the condition J ′(ux, dP (x)) = 0 on suppf is equivalent to
J ′(u, t) = 0 for any t < rP and u ∈ Sn−1. Thus J(u, t) ≡ 1 for any t < rP and u ∈ Sn−1 which
implies Volg(B(P, rP )) = ωnr
n
P by polar coordinate (2.3). Hence B(P, rP ) is isometric to BrP (0)
(see, e.g., [7, Theorem III.4.2]).
An immediate consequence of Theorem 1.7 is that if the constant r/(n− γr) is attained by an
extremal which is not identically zero in (CKN)P for a point P ∈M , then the sectional curvature
at P vanishes. Therefore, if if the constant r/(n − γr) is attained by an extremal which is not
identically zero in (CKN)P for any point P ∈ M , then M is flat, i.e., the sectional curvature
vanishes at any point of M .
Corollary 4.1. Suppose the assumptions in Theorem 1.7. Then the following statements are
equivalent:
(a) rn−γr is achived by an extremal which is not identically zero in (CKN)P for any point P ∈M .
(b) M is flat.
5 Rigidity results on manifolds with non-negative Ricci cur-
vature: Proof of Theorems 1.6 and 1.8
This section is devoted to prove the rigidity results in Theorem 1.6 and 1.8. The main idea in
our proof goes back to the work of Ledoux on sharp Sobolev inequality [23] and then developed
by several works [3, 5, 8, 14, 20–22, 24, 26, 37–39]. The crucial ingredient is the explicit form of
extremal in the Euclidean spaces. Exploiting this form of extremal, we define a new function in
(M, g) which depends only on dP and then applying the CKN inequality to obtain a differential
inequality. Using this differential inequality, we obtain the equality in the Bishop–Gromov volume
comparison theorem, and hence obtain the desired result. It is worthy to emphasize here that the
extremal of CKN inequalities considered in Theorem 1.8 are compactly supported functions. This
arises several difficulties in the proof of Theorem 1.8.
Proof of Theorem 1.6. The implications (c) ⇒ (b) ⇒ (a) are trivial by Corollary 1.2. It remains
to verify (a)⇒ (c). For λ > 0, define the function
T (λ) =
∫
Rn
e−pλ|x|
1+α−
β
p |x|−γpdx.
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We can check that
T (λ) = λ
− n−γp
1+α−
β
p p
− n−γp
1+α−
β
p
nωn
1 + α− βp
Γ
(
n− γp
1 + α− βp
)
,
and hence T satisfies the equation
− λT ′(λ) = n− γp
1 + α− βp
T (λ), λ > 0. (5.1)
Let P ∈M be fixed. Since (CKN)P holds, then (M, g) cannot be compact. For λ > 0, we define
uλ(x) = e
−λdP (x)1+α−
β
p
, λ > 0.
By a simple approximation procedure, we can apply (CKN)P to function uλ and then obtain the
following inequality (note that |∇dP | = 1)∫
M
e−pλd
1+α−
β
p
P d−γpP dVg ≤ λ
p(1 + α− βp )
n− γp
∫
M
e−pλd
1+α−
β
p
P d−βP dVg, λ > 0. (5.2)
Define
F (λ) =
∫
M
e−pλd
1+α−
β
p
P d−γpP dVg.
Using Bishop–Gromov comparison theorem, we can easily check that 0 < F (λ) <∞ for any λ > 0
and F is differentiable on (0,∞). Moreover, we can compute that
F ′(λ) = −p
∫
M
e−pλd
1+α−
β
p
P d−βP dVg ,
and hence
− λF ′(λ) ≥ n− γp
1 + α− βp
F (λ), λ > 0. (5.3)
Combining (5.1) and (5.3), we get (F/T )′ ≤ 0 hence the function λ → F (λ)T (λ) is non-increasing. In
particular, for any λ > 0,
F (λ)
T (λ)
≥ lim
λ→∞
F (λ)
T (λ)
. (5.4)
We next make an estimate of F (λ) for λ > 0 large enough. A traditional way is to use the
layer cake representation
F (λ) =
∫ ∞
0
Volg
(
{x ∈M : e−pλd
1+α−
β
p
P d−γpP > t}
)
dt,
and then making the change of variable t = e−pλs
1+α−β/p
s−γp. It seems that this argument does
not work for γ < 0 since the function s→ e−pλs1+α−β/ps−γp is not decreasing monotone on [0,∞).
The same situation also appeared in the proof of Theorem 1.3 of Xia [39]. Instead of using the
layer cake representation, we will use the polar coordinate (2.3). For 0 < ǫ < inf{ρ(u) : u ∈ Sn−1}
we have
F (λ) =
∫
Sn−1
∫ ρ(u)
0
e−pλt
1+α−
β
p
J(u, t)tn−γp−1dtdu
≥
∫ ǫ
0
∫
Sn−1
e−pλt
1+α−
β
p
J(u, t)tn−γp−1dtdu
= (1 +O(ǫ)2)nωn
∫ ǫ
0
e−pλt
1+α−
β
p
tn−γp−1dtdu
= (1 +O(ǫ)2)λ
− n−γp
1+α−
β
p p
− n−γp
1+α−
β
p
nωn
1 + α− βp
∫ (pλ) 11+α−β/p ǫ
0
e−ttn−γr−1dt.
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Consequently, we obtain
lim
λ→∞
F (λ)
T (λ)
≥ 1 +O(ǫ2).
Letting ǫ→ 0, we get
F (λ)
T (λ)
≥ lim
λ→∞
F (λ)
T (λ)
≥ 1.
Hence F (λ) ≥ T (λ) for any λ > 0. In the other hand, for any u ∈ Sn−1, we have J(u, t) ≤ 1 for
any t < ρ(u) (see, e.g., [15, p. 172, line 5]). Hence, using again the polar coordinate (2.3), we
obtain
T (λ) ≤ F (λ) =
∫
Sn−1
∫ ρ(u)
0
e−pλt
1+α−
β
p
tn−γp−1J(u, t)dtdu
≤
∫
Sn−1
∫ ρ(u)
0
e−pλt
1+α−
β
p
tn−γp−1dtdu
≤
∫
Sn−1
∫ ∞
0
e−pλt
1+α−
β
p
tn−γp−1dtdu
= T (λ).
Consequently, we get F (λ) = T (λ) for any λ > 0. Thus all inequalities in the previous estimates are
equalities. This implies that ρ(u) =∞ for almost u ∈ Sn−1 and J(u, t) ≡ 1 for any t < ρ(u). This
together with the polar coordinate (2.3) implies Volg(B(P, r)) = ωnr
n for any r > 0. The equality
condition in Bishop–Gromov volume comparison theorem (see [7, Theorem III.4.4]) implies that
M is isometric to Rn
We next move to the proof of Theorem 1.8. We will need the following simple result.
Proposition 5.1. Let (Ω, µ) be a measure space and f : Ω → [0,∞) be a measurable function.
Given q ∈ (0, 1) ∪ (1,∞) and suppose that∫
{f<λ}
(λ− f)q−1dµ <∞ (5.5)
for any λ > 0. Suppose, in addition, that
µ({λ ≤ f < λ+ h}) =
{
O(h) if q ∈ (0, 1)
O(1) if q > 1
(5.6)
for λ, h > 0. Then the function G : λ→ ∫Ω(λ − f)q+dµ is differentiable on (0,∞) and
G′(λ) = q
∫
{f<λ}
(λ− f)q−1dµ. (5.7)
Proof. Denote Aλ = {f < λ}. For h > 0, we have
G(λ+ h)−G(λ)
h
=
∫
Aλ
(λ+ h− f)q − (λ− f)q
h
dµ+
1
h
∫
{λ≤f<λ+h}
(λ+ h− f)qdµ.
It is easy to check that
(a+ b)q − aq ≤ Caq−1b a, b > 0,
for some constant C > 0 is. Combining the previous inequality with (5.5) and the Lebesgue
dominated convergence theorem, we get
lim
h→0+
∫
Aλ
(λ+ h− f)q − (λ− f)q
h
dµ = q
∫
{f<λ}
(λ− f)q−1dµ.
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In the other hand, we have 1h
∫
{λ≤f<λ+h}(λ + h − f)qdµ ≤ hq−1µ({λ ≤ f < λ + h}). The
assumption (5.6) implies
lim
h→0+
1
h
∫
{λ≤f<λ+h}
(λ+ h− f)qdµ = 0.
Thus, we get
lim
h→0+
G(λ+ h)−G(λ)
h
= q
∫
{f<λ}
(λ− f)q−1dµ. (5.8)
For h < 0, we have
G(λ+ h)−G(λ)
h
=
∫
Aλ
(λ+ h− f)q+ − (λ − f)q
h
dµ.
We claim that
aq − (a− b)q+ ≤ Caq−1b, a, b > 0.
for some constant C > 0. Indeed, if b ≥ a/2 then
aq − (a− b)q+ ≤ aq ≤ 2aq−1h.
If 0 < b < a/2, denote t = b/a ∈ (0, 1/2), we have
aq − (a− b)q = aq(1− (1 − t)q) ≤ Caqt = Caq−1b,
for some constant C > 0, here we use limt→0+
1−(1−t)q
t = q and t ∈ (0, 1/2). Hence our claim has
been proved. Our claim together with (5.5) and the Lebesgue dominated convergence theorem,
we get
lim
h→0−
∫
Aλ
(λ+ h− f)q − (λ− f)q
h
dµ = q
∫
{f<λ}
(λ− f)q−1dµ. (5.9)
Combining (5.8) and (5.9) finishes the proof of this proposition.
Proof of Theorem 1.8. The implications (c) ⇒ (b) ⇒ (a) are trivial by Corollary 1.2. It remains
to proved (a)⇒ (c). In the sequel, we prove only for the case 0 < r < p and 1 + α− βp > 0. The
proof in the other cases is completely similar.
For λ > 0, define
T (λ) =
∫
Rn
(
λ− |x|1+α− βp
)r p−1p−r
+
|x|−rγdx.
A straightforward computation shows that
T (λ) = λ
n−rγ
1+α−
β
p
+ r(p−1)p−r
nωn
1
1 + α− βp
B
(
r(p− 1)
p− r + 1,
n− γr
1 + α− βp
)
where B denotes the usual beta function. Denote δ = n−rγ
1+α− βp
+ r(p−1)p−r for short, then it is evident
that
λT ′(λ) = δT (λ), λ > 0. (5.10)
Let P ∈ M be fixed. Since (CKN)P holds at P , then M can not be compact. For λ > 0,
define the function uλ on M by
uλ(x) =
(
λ− dP (x)1+α−
β
p
) p−1
p−r
+
,
and denote
F (λ) =
∫
M
urλ
dγrP
dVg =
∫
M
(
λ− dP (x)1+α−
β
p
) r(p−1)
p−r
+
dP (x)
−γrdVg .
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By a simple approximation argument, we can apply (CKN)P for this function uλ and obtain for
any λ > 0,
F (λ) ≤ r
n− γr
(
1 + α− β
p
)
p− 1
p− r
∫
{dP<λ
1
1+α−
β
p }
(
λ− d1+α−
β
p
P
) p(r−1)
p−r
d−βP dVg, (5.11)
here we use |∇dP | = 1. Since J(u, t) ≤ 1 for any t < ρ(u) then the assumptions in Proposition 5.1
satisfy for f = d
1+α− βp
P , (Ω, µ) = (M,Vg) and q = r(p−1)/(p−r) ∈ (0, 1)∪(1,∞). As consequence
of Proposition 5.1, F is differentiable, and
F ′(λ) =
r(p− 1)
p− r
∫
{dP<λ
1
1+α−
β
p }
(
λ− d1+α−
β
p
P
) p(r−1)
p−r
d−γrP dVg .
Recall that γr = 1 + α− βp + β. By an easy computation, we get
λF ′(λ) =
r(p− 1)
p− r
∫
{dP<λ
1
1+α−
β
p }
λ
(
λ− d1+α−
β
p
P
) p(r−1)
p−r
d−γrP dVg
=
r(p− 1)
p− r
∫
M
(
λ− d1+α−
β
p
P
) r(p−1)
p−r
d−γrP dVg
+
r(p − 1)
p− r
∫
{dP<λ
1
1+α−
β
p }
(
λ− d1+α−
β
p
P
) p(r−1)
p−r
d−βP dVg .
This together with (5.11) yields
λF ′(λ) ≥ δF (λ), λ > 0, δ = n− rγ
1 + α− βp
+
r(p − 1)
p− r . (5.12)
From (5.10) and (5.12), we get F ′T − T ′F ≥ 0 or the function λ → F (λ)T (λ) is non-decreasing on
(0,∞). In the other hand, for 0 < λ
1
1+α−
β
p < inf{ρ(u) : u ∈ Sn−1}, we have by using polar
coordinate (2.3)
F (λ) =
∫
Sn−1
∫ ρ(u)
0
(
λ− t1+α− βp
) r(p−1)
p−r
+
tn−γr−1J(u, t)dtdu
=
∫
Sn−1
∫ λ 11+α− βp
0
(
λ− t1+α− βp
) r(p−1)
p−r
+
tn−γr−1J(u, t)dtdu
= (1 +O(λ
2
1+α−
β
p ))nωn
∫ λ 11+α−βp
0
(
λ− t1+α− βp
) r(p−1)
p−r
+
tn−γr−1dt
= (1 +O(λ
2
1+α−
β
p ))T (λ).
Thus, we obtain
lim
λ→0+
F (λ)
T (λ)
= 1,
which together with the non-decreasing monotonicity of FT immediately implies
F (λ) ≥ T (λ), λ > 0.
18
In the other hand, we have by using polar coordinate (2.3) and J(u, t) ≤ 1 for t < ρ(u) that
T (λ) ≤ F (λ) =
∫
Sn−1
∫ ρ(u)
0
(
λ− t1+α− βp
) r(p−1)
p−r
+
tn−γr−1J(u, t)dtdu
=
∫
Sn−1
∫ min{ρ(u),λ 21+α− βp }
0
(
λ− t1+α− βp
) r(p−1)
p−r
+
tn−γr−1J(u, t)dtdu
≤
∫
Sn−1
∫ min{ρ(u),λ 21+α− βp }
0
(
λ− t1+α− βp
) r(p−1)
p−r
+
tn−γr−1dtdu
≤
∫
Sn−1
∫ λ 21+α− βp
0
(
λ− t1+α− βp
) r(p−1)
p−r
+
tn−γr−1dtdu
= T (λ).
Consequently, we get F (λ) = T (λ) for any λ > 0 which then implies all inequalities in the previous
estimates to be equalities. Thus, for almost u ∈ Sn−1 we have ρ(u) ≥ λ
2
1+α−
β
p for any λ > 0.
Hence, for almost u ∈ Sn−1, we have ρ(u) =∞. Moreover, for such a u ∈ Sn−1 we have J(u, t) = 1
for almost t > 0 (which ensures the equality in the first inequality in the estimates above). By
the continuity, we have J(u, t) = 1 for any t > 0. Using again the polar coordinate (2.3), we
get, for any r > 0, Volg(B(P, r)) = ωnr
n. By the equality condition in Bishop–Gromov volume
comparison principle theorem (see [7, Theorem III.4.4]), M is isometric to Rn.
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