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 Abstract 
The availability of increasing amounts of information on the World Wide Web generates 
problems of information overload, that lead to increasing efforts for information retrieval on 
the one hand and increasing portions of irrelevant information on the other (see e.g. 
[Lawrence & Giles 1999; Lueg & Riedl 2001]). Research efforts address these problems (e.g. 
[Ho & Tang 2001; Berghel 1997]). However, there is still a lack of common understanding of 
information brokering processes, tasks, and roles. Additionally, existing systems do not 
account for the meaning of context for information needs: while the importance of context for 
information needs is agreed on in the literature, a common framework for understanding, 
organising, and using contextual knowledge explicitly within information brokering processes 
is still missing.  
The central question underlying this work is the following: when we know about the context 
in which a person is currently situated and we know the context in or for which available 
information has been produced, how can we then use this knowledge to improve the 
individual’s access to information? 
To address this question, this work performs a comprehensive analysis of information 
brokering processes in various domains and develops information brokering process, role, and 
task models of general applicability. Furthermore, the role context plays within these 
processes is analysed and a framework of contextualisation goals and appropriate 
contextualisation techniques is developed. Finally, a general context modelling framework is 
developed based on the definition of context modelling requirements. This context modelling 
framework provides guidelines for the explicit representation, assessment, and retrieval of 
contextual information in order to enhance information brokering processes with contextual 
information. 
The models proposed in this work are evaluated through the development of several 
information brokering environments and their application in different information brokering 
domains. 
 
 
 

 Kurzfassung 
Die Verfügbarkeit steigender Informationsmengen im World Wide Web erzeugt zunehmend 
Probleme der Informationsüberflutung, die zu steigendem Aufwand bei der 
Informationssuche einerseits und zu einer Erhöhung des Anteils irrelevanter Information 
andererseits führen (siehe z.B. [Lawrence & Giles 1999; Lueg & Riedl 2001]). Obwohl 
Forschungsanstrengungen zur Lösung dieser Probleme unternommen wurden (z.B. [Ho & 
Tang 2001; Berghel 1997]), gibt es noch immer kein einheitliches Verständnis von 
Informationsvermittlungsprozessen, -rollen und -aufgaben. Außerdem wird die Bedeutung des 
Kontextes für Informationsbedürfnisse noch nicht hinreichend berücksichtigt: zwar wird die 
Wichtigkeit des Kontextes für Informationsbedürfnisse in der Literatur allgemein akzeptiert, 
es fehlt aber nach wie vor ein allgemeines Framework, das Verständnis, Organisation und 
Verwendung von Kontextwissen  in Informationsvermittlungsprozessen explizit ermöglicht.  
Die zentrale Fragestellung dieser Arbeit ist die Folgende: wenn wir den Kontext kennen, in 
dem eine Person sich gerade befindet, und außerdem wissen, in welchem oder für welchen 
Kontext Information erzeugt wurde, wie können wir dieses Wissen verwenden, um den 
persönlichen Informationszugriff zu verbessern? 
Um diese Frage zu beantworten, führt diese Arbeit eine umfassende Analyse von 
Informationsvermittlungsprozessen in verschiedenen Domänen durch und entwickelt 
allgemeine Prozess-, Rollen- und Aufgabenmodelle für die Informationsvermittlung. 
Weiterhin wird die Rolle von Kontext in diesen Prozessen analysiert und ein Framework von 
Kontextualisierungszielen und –techniken entwickelt. Schließlich wird ein allgemeines 
Framework zur Modellierung von Kontexten basierend auf der Definition von entsprechenden 
Anforderungen vorgestellt. Dieses Kontextmodellierungsframework bietet Richtlinien für die 
explizite Repräsentation, Erkennung und das Retrieval von kontextueller Information. Ziel ist 
dabei die Verbesserung von Informationsvermittlungsprozessen durch die Verwendung 
kontextueller Information.  
Die in dieser Arbeit vorgeschlagenen Modelle werden durch die Entwicklung verschiedener 
Informationsvermittlungsumgebungen und ihrer Verwendung in unterschiedlichen 
Einsatzgebieten evaluiert.  
 

 Acknowledgements 
This thesis was created during my employment for the Institute for Applied Information 
Technology of Fraunhofer Society (formerly known as GMD) in Sankt Augustin. Parts of the 
work reported here were funded by the German BMBF (SAiMotion), the German DFN 
(ELFI, ELFIpro), and the EU (COBRA, WINDS).  
This work would have been impossible without the help of many people.  
Thank you to my advisors, Matthias Jarke and Reinhard Oppermann, for supporting my work, 
and for fruitful discussions and comments that helped to improve this work. 
Thanks go to Volker Wulf and Kurt Fendt for helpful comments on an earlier version of this 
work. 
In early phases of this work I received a lot of input, ideas, and guidance from the work with 
Thomas Geil, Jürgen Koenemann, Wolfgang Pohl, Anja Rockenberg, Alexander Sigel, and 
Christoph G. Thomas. Thank you for struggling with my early ideas and providing direction. 
Helpful discussions and reviews in later phases of this work lead to essential improvements. 
Thank you to Andreas Becks, Tom Gross, Ralf Klamma, Anke Meurer, Jens Rinne, Christian 
Seeling, Marc Spaniol, Marcus Specht, and the members of the FIT group of PhD candidates. 
My understanding of information brokering processes is strongly influenced by the work of 
John Dobson and Mike Martin of Newcastle University (its not only cheese and whisky, I 
remember). Thank you for the opportunity to work with you. 
Special thanks go to Achim Nick. Your patience of sharing an office with me and the never 
ending discussions about the right understanding of information brokering (and about the 
right way of fighting the motivational beast) was very helpful. 
Of course, despite the help of so many people I am to blame for any remaining errors, 
mistakes, and misconceptions. 
Last but not least I thank my family for their support. My wife Anja deserves special thanks. 
Your love and patience kept me on track in stormy times. 
 
Bonn, July 2002 
Roland Klemke 
 

 Table of Contents 
Chapter 1 Introduction 1 
1.1 Problem Description......................................................................................................1 
1.2 Research Method and Contributions .............................................................................2 
1.3 Thesis Outline ...............................................................................................................4 
Chapter 2 Definitions and State of the Art 5 
2.1 Data – Information – Knowledge..................................................................................5 
2.2 Information Brokering...................................................................................................9 
2.2.1 Motivation for Information Brokering .................................................................10 
2.2.2 Representation ......................................................................................................12 
2.2.3 Retrieval................................................................................................................14 
2.2.4 Personalisation......................................................................................................18 
2.2.5 Transaction ...........................................................................................................22 
2.2.6 Analysis ................................................................................................................23 
2.3 Applications of Information Brokering Techniques ...................................................24 
2.3.1 Knowledge Management ......................................................................................24 
2.3.2 Expert Finding ......................................................................................................26 
2.3.3 Organisational Memories .....................................................................................28 
2.4 Process Modelling with Workflow Management........................................................35 
2.4.1 What does a workflow management system do?..................................................36 
2.4.2 Overview ..............................................................................................................37 
2.4.3 Traditional Workflow Modelling Approaches .....................................................38 
2.4.4 Agent-based approaches to Workflow Modelling................................................40 
2.4.5 CSCW contributions to Workflow Modelling......................................................41 
2.4.6 Transactional Approaches to Workflow Modelling .............................................42 
TABLE OF CONTENTS   
2.4.7 Organisational Research and Workflow Modelling .............................................43 
2.5 Context ........................................................................................................................44 
2.5.1 Context Aware Applications ................................................................................46 
2.5.2 Contextual Reasoning...........................................................................................47 
2.5.3 Context in Information Brokering – Contextualisation........................................48 
2.5.4 Context Modelling................................................................................................51 
2.6 Summary .....................................................................................................................55 
Chapter 3 Processes in Information Brokering 57 
3.1 Case Studies in Information Brokering.......................................................................57 
3.1.1 The Economic Information Centre at Milan Chamber of Commerce (E.I.C.) .....58 
3.1.2 County Durham Training and Enterprise Council (CD TEC)..............................62 
3.1.3 Electronic Funding Information Service at Ruhr University Bochum (ELFI) .....66 
3.1.4 Market and Competition Observation in Steel Industry (MarketMonitor)...........68 
3.2 Task and Information Object Analysis........................................................................71 
3.2.1 Source-Related Tasks – Retrieval.........................................................................74 
3.2.2 Domain Representation Tasks ..............................................................................74 
3.2.3 Client-oriented Personalisation Tasks ..................................................................75 
3.2.4 Client-oriented Transactional Tasks.....................................................................75 
3.2.5 Information Objects..............................................................................................76 
3.3 Brokering Process Models ..........................................................................................79 
3.4 Application of information brokering models.............................................................83 
3.4.1 E.I.C......................................................................................................................83 
3.4.2 CD TEC ................................................................................................................85 
3.4.3 ELFI......................................................................................................................86 
3.4.4 MarketMonitor......................................................................................................88 
3.5 Comparison .................................................................................................................90 
3.6 System Support Requirements ....................................................................................93 
3.6.1 Requirements for Individual Tasks.......................................................................93 
3.6.2 Requirements for Process Support .......................................................................95 
Chapter 4 Contextualisation in Information Brokering 97 
4.1 The Role of Context in Information Brokering Processes ..........................................98 
X 
  TABLE OF CONTENTS 
4.2 Context Analysis .......................................................................................................106 
4.2.1 External and Internal Contexts at E.I.C. .............................................................107 
4.2.2 Market and Competition Observation Contexts .................................................110 
4.2.3 Contexts in Brokering Research Funding Information.......................................113 
4.3 Contextualisation Approaches...................................................................................116 
4.3.1 Process-oriented Contextualisation for Brokering Company Information.........116 
4.3.2 Domain-oriented Contextualisation for Market and Competition Observation .119 
4.3.3 Interest-oriented Contextualisation of Research Funding Information ..............121 
4.4 Contextualisation Framework ...................................................................................122 
Chapter 5 Context Modelling 131 
5.1 The Organisational Memory Metaphor.....................................................................132 
5.2 Types of Organisational Memory Systems ...............................................................135 
5.3 A Context-enhanced Organisational Memory...........................................................137 
5.3.1 Information Flow................................................................................................138 
5.3.2 Applying Context Models ..................................................................................139 
5.4 Context Modelling Requirements .............................................................................141 
5.5 Content of Context Models .......................................................................................145 
5.5.1 Domain Context..................................................................................................146 
5.5.2 Person .................................................................................................................152 
5.5.3 Task ....................................................................................................................156 
5.5.4 Time....................................................................................................................159 
5.5.5 Location ..............................................................................................................162 
5.6 Interdependence of Contextual Dimensions .............................................................164 
5.7 Similarity Assessment ...............................................................................................167 
5.7.1 Assessing Similarity of Context Models ............................................................168 
5.7.2 Similarity Assessment for Overlay Models........................................................168 
5.7.3 Similarity Measurement in Category Hierarchies ..............................................169 
5.7.4 Similarity Assessment for Information Items.....................................................171 
5.7.5 Context-dependent Similarity Assessment .........................................................172 
5.8 Complexity Issues .....................................................................................................173 
5.9 The Context Framework Architecture.......................................................................177 
  XI  
TABLE OF CONTENTS   
5.9.1 ContextService....................................................................................................178 
5.9.2 ContextAgent......................................................................................................178 
5.9.3 Integration...........................................................................................................179 
5.10 Extensions .................................................................................................................180 
5.10.1 Context-based Information Brokering ............................................................180 
5.10.2 Brokering Personal Information......................................................................181 
Chapter 6 Deployment and Evaluation 183 
6.1 COBRA & bizzyB.....................................................................................................183 
6.1.1 Architecture ........................................................................................................184 
6.1.2 Key Concepts of bizzyB’s Usage .......................................................................185 
6.1.3 Performing Personalisation Tasks with bizzyB..................................................186 
6.1.4 Knowledge Management with bizzyB ...............................................................195 
6.1.5 Context in bizzyB ...............................................................................................198 
6.1.6 Contextualisation in bizzyB................................................................................198 
6.1.7 Evaluation of bizzyB ..........................................................................................199 
6.2 ELFI ..........................................................................................................................205 
6.2.1 The ELFI Software .............................................................................................205 
6.2.2 Context in ELFI ..................................................................................................206 
6.2.3 Contextualisation in ELFI ..................................................................................207 
6.2.4 Evaluation of the ELFI Software........................................................................208 
6.3 Broker’s Lounge........................................................................................................210 
6.3.1 Requirements ......................................................................................................211 
6.3.2 Architecture ........................................................................................................211 
6.3.3 Knowledge Representation in Broker’s Lounge ................................................213 
6.3.4 Retrieval with Broker’s Lounge .........................................................................214 
6.3.5 Personalisation in Broker’s Lounge ...................................................................216 
6.3.6 Transaction with Broker’s Lounge .....................................................................219 
6.3.7 Analysis with Broker’s Lounge..........................................................................220 
6.3.8 Context in Broker’s Lounge ...............................................................................220 
6.3.9 Applications of Broker’s Lounge .......................................................................222 
Chapter 7 Related Work 227 
XII 
  TABLE OF CONTENTS 
7.1 Reference Models for Electronic Markets ................................................................227 
7.2 The Semantic Web ....................................................................................................228 
7.3 TOWER – Context Modelling for Awareness Systems............................................230 
7.3.1 Context Modelling in TOWER...........................................................................231 
7.3.2 Comparison.........................................................................................................233 
Chapter 8 Conclusion and Future Work 235 
8.1 Conclusion.................................................................................................................235 
8.2 Future Work ..............................................................................................................237 
8.2.1 Mobile information brokering ............................................................................237 
8.2.2 Educational information brokering.....................................................................238 
References  241 
Appendix A Valuation Cards 259 
Appendix B Curriculum Vitae 267 
 
  XIII  

 List of Figures 
Figure 1 Data, information, and knowledge .........................................................................6 
Figure 2 Modes of knowledge transformation......................................................................7 
Figure 3 Shannon and Weaver’s model of communication..................................................8 
Figure 4 Information brokering roles and domain models .................................................10 
Figure 5 Important workflow terms on different abstraction levels ...................................36 
Figure 6 Context Typology .................................................................................................55 
Figure 7 Brokering processes and roles ..............................................................................79 
Figure 8 The information brokering retrieval cycle............................................................80 
Figure 9 The information brokering representation cycle ..................................................81 
Figure 10 The information brokering personalisation cycle ................................................81 
Figure 11 The information brokering transactional cycle ....................................................82 
Figure 12 Role and task distribution at the E.I.C .................................................................83 
Figure 13 The client oriented brokering process at E.I.C.....................................................84 
Figure 14 Role and task distribution at CD TEC..................................................................85 
Figure 15 Brokering processes at CD TEC ..........................................................................86 
Figure 16 Role and task distribution in ELFI .......................................................................87 
Figure 17 The ELFI brokering process.................................................................................88 
Figure 18 Role and task distribution in MarketMonitor.......................................................89 
Figure 19 The MarketMonitor brokering process ................................................................89 
Figure 20 Information brokering embedded within other processes....................................99 
Figure 21 Different contexts in information brokering processes......................................100 
Figure 22 Three levels of contextualising processes at E.I.C.............................................107 
Figure 23 The external brokering process and involved information items.......................108 
Figure 24 Business processes, external processes and information brokering...................111 
Figure 25 Research and funding processes ........................................................................113 
LIST OF FIGURES   
Figure 26 The bizzyB™ system: contextual information on the left, information objects on 
the right ..............................................................................................................117 
Figure 27 Events indicate a necessary context switch........................................................118 
Figure 28 MarketMonitor: displaying a list of documents contextualised with domain 
relevant hits ........................................................................................................120 
Figure 29 ELFI: profile-based information contextualisation............................................122 
Figure 30 Contextualisation goal depending on contextual and informational characteristics
 .........................................................................................................................127 
Figure 31 Information brokering roles and processes in organisational memories............133 
Figure 32 Information brokering within organisations.......................................................134 
Figure 33 Information brokering settings of different types of organisational memories..136 
Figure 34 Simplified Information Flow .............................................................................138 
Figure 35 Context Enhanced Information Flow.................................................................139 
Figure 36 Specification of a context model........................................................................146 
Figure 37 Specification of domain models and domain context ........................................148 
Figure 38 Basic modelling constituents of the domain modelling framework...................149 
Figure 39 Simplified example domain model for a research organisation.........................150 
Figure 40 Specification of the contextual dimension “person”..........................................152 
Figure 41 Specification of the contextual dimension “task”. .............................................156 
Figure 42 Example processes .............................................................................................157 
Figure 43 Example categorisation of tasks.........................................................................158 
Figure 44 Example mapping of process states on categories .............................................159 
Figure 45 Specification of the contextual dimension “time”. ............................................159 
Figure 46 Specification of time predicates. ........................................................................160 
Figure 47 Specification of a time interval ..........................................................................161 
Figure 48 Specification of the contextual dimension “location”........................................162 
Figure 49 Example floorplan of an office building ............................................................163 
Figure 51 Interdependent contextual dimensions...............................................................165 
Figure 52 Specification of a similarity measure for context models..................................168 
Figure 53 Example of a category hierarchy........................................................................170 
Figure 54 Context Framework Architecture.......................................................................177 
Figure 55 Information Brokering in Organisational Memories and in general..................180 
Figure 56 bizzyB – Component Architecture.....................................................................184 
XVI 
  LIST OF FIGURES 
Figure 57 bizzyB – client note............................................................................................187 
Figure 58 bizzyB – case note..............................................................................................188 
Figure 59 bizzyB – request profile specification................................................................189 
Figure 60 bizzyB – source selection...................................................................................190 
Figure 61 bizzyB – searching for categories ......................................................................191 
Figure 62 bizzyB – category browsing and selection.........................................................192 
Figure 63 bizzyB – event indication for automatic profile execution ................................193 
Figure 64 bizzyB – a raw dossier delivered for a request profile.......................................194 
Figure 65 bizzyB – broker edited dossier...........................................................................195 
Figure 66 bizzyB - Case-based reuse of past solutions ......................................................196 
Figure 67 bizzyB – source evaluation & administration ....................................................197 
Figure 68 Visualisation of process contexts in bizzyB.......................................................199 
Figure 69 ELFI: System Architecture ................................................................................206 
Figure 70 Registered Users in ELFI ...................................................................................208 
Figure 71 Broker’s Lounge – Component Architecture.....................................................212 
Figure 72 Basic Classes for Domain Models .....................................................................213 
Figure 73 Domain Model Administration ..........................................................................214 
Figure 74 Source Administration .......................................................................................215 
Figure 75 Source-based view of retrieval results ...............................................................216 
Figure 76 Personalised view on the domain model............................................................218 
Figure 77 Personalised views on the document archive.....................................................219 
Figure 78 Roles and processes in ScienceLounge..............................................................225 
Figure 79 The semantic web with information broker .......................................................228 
Figure 80 The semantic web without information broker ..................................................229 
 
 
  XVII  

 List of Tables 
Table 1 Context Features and Context Modelling. ............................................................54 
Table 2 Information brokering tasks, process cycles, and information objects.................73 
Table 3 Dimensions of information brokering ..................................................................90 
Table 4 Information brokering tasks and their automation/support potential ...................94 
Table 5 Dimensions characterising information production ...........................................101 
Table 6 Dimensions characterising information needs....................................................102 
Table 7 Dimensions characterising the brokering context ..............................................103 
Table 8 Influences of the production context on the brokering context ..........................104 
Table 9 Influences of the consumption context on the brokering context.......................105 
Table 10 Summary of production, consumption, and brokering contexts in different 
domains ..............................................................................................................123 
Table 11 Contextual features, contextualised information and contextualisation purpose of 
different approaches. ..........................................................................................124 
Table 12 Which contextualisation technique for which purpose?.....................................128 
Table 13 Types of organisational memories......................................................................135 
Table 14 Context- and content-based query types.............................................................140 
Table 15 Personalisation component by brokered item and assigned role........................217 
Table 16 Attributes of awareness contexts. .......................................................................232 
Table 17 Comparison of context modelling framework with TOWER ............................233 
 
 
 
  

 Chapter 1  
Introduction 
The right information for the right person in the right situation – this vision guides research 
efforts already for a long period of time: having access to the right information is a critical 
factor in all decision processes. However, not just since the introduction of the World Wide 
Web, the amounts of information available for any topic grow continuously [Lawrence & 
Giles 1999]. Simultaneously, individuals feel, that they cannot find what they need [Berghel 
1997; Ho & Tang 2001]. This situation leads to a trade-off: trying to find the right 
information in the available streams of information requires high efforts on the one hand that 
may or may not pay-off, while reducing this effort may lead to a situation where important 
information is missed on the other hand. 
To cope with this situation, in many cases information brokering processes have been set up. 
They explicate processes related to information retrieval and supply in operationalised, 
organisational structures. This thesis studies information brokering processes visible in 
heterogeneous environments. It focuses on the tasks, roles, and processes prevalent in these 
information brokering scenarios, analyses the role of context on the configuration of 
information brokering settings, and proposes solutions for explicitly modelling, representing, 
and using contextual information in order to improve information brokering processes. 
1.1 Problem Description 
Many different approaches have been proposed that address problems related to information 
overload, varying from approaches that focus on individual technological solutions (e.g. 
agent-based approaches [Guttman et al. 1997; Liebermann 1997], ontological modelling 
approaches [Studer et al. 1998], specialised retrieval and indexing approaches [Baclawski & 
Smith 1995], or specific personalisation techniques [Becks & Host 2000; Schwab et al. 
2000a]) to approaches focusing on process-related factors (e.g. human broker-based 
approaches [Höök et al. 1997], organisational information processing models [Lehner et al. 
1998], knowledge management approaches [Alavi & Leidner 1999], or process modelling 
approaches [Wargitsch et al. 1997; Kirn & Kümmerling 1997]). These approaches have been 
applied to different application areas and show heterogeneous process organisations, different 
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tasks prevalent, and vary significantly along the used technologies. But still a common 
understanding and common models of these processes which explain why they are so 
different are lacking. Only little is known about how contextual characteristics influence the 
selection of appropriate solutions.  
Context has been recognised by a wide range of researchers as being an important concept to 
consider when looking at the meaning of information. Psychologists perform memory tests to 
analyse the effect of context for the remembrance of words [Srinivas 1997], researchers in the 
machine learning area investigate the effects of context on the automatic learning of concepts 
and deliver promising results [Matwin & Kubat 1996], organisational research people use 
communication models to investigate the role of context in information product evaluation 
[Murphy 1996], and cognitive scientists stress the importance of context for human expertise 
(and consequently machine expertise) [Raccah 1997]. Some philosophers even deny the 
existence of a context-independent meaning of concepts [Heidegger 1962]. 
Many developed systems also show an explicit or implicit notion of context. Workflow 
management systems provide a process oriented contextualisation of services and information 
access. Knowledge management environments allow the domain oriented contextualisation of 
knowledge items or documents. Information brokering tools try to satisfy the information 
needs of information seekers. Organisational memory applications aim to supply 
organisational members with information at the right place and in the right time. 
Even though context is recognised as being important, research concerning context (especially 
in knowledge management and related areas) is in its early stages. It is not yet agreed in the 
scientific community what context is and which elements of context are important within 
organisational settings. It is still an open field how to represent contextual information and 
how to use contextual information for reasoning purposes. 
1.2 Research Method and Contributions 
The main question motivating this research is the following: when we know about the context 
in which a person is currently situated and we know the context in or for which available 
information has been produced, how can we then use this knowledge to improve the 
individual’s access to information? 
To be able to answer this question, it is necessary to understand information brokering 
processes in general. The role of context for information brokering processes has to be 
determined together with the possible use of contextual information in order to enhance these 
processes. Then, definitions for how to explicate context in terms of models and 
representations are needed. 
Consequently, this work follows a research approach in three stages:  
1. Firstly, information brokering processes are analysed to understand processes, tasks, 
and information objects prevalent in information production, brokering, and 
consumption in different domains.  
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  RESEARCH METHOD AND CONTRIBUTIONS 
This mainly contributes to the understanding and modelling of information brokering 
processes, roles, tasks, and specific knowledge needs. Therefore, several different 
brokering scenarios and configurations are explored and analysed. This work identifies 
the basic constituents of information brokering processes and presents generally 
applicable information brokering process-, role-, and task-models. 
Here, a case-study-based research approach is performed: the general information 
brokering models are derived by abstracting from specific details and focusing on 
underlying generic principles. For each of the analysed domains, information 
brokering solutions have been developed, applied, and evaluated.  
2. Secondly, the role of context and contextualisation within each information brokering 
domain is analysed in order to derive a framework of how contextual information can 
be used to improve information comprehension.  
This leads to the identification of contextual dimensions along which the information 
brokering scenarios differ and contextualisation techniques that can be used to enrich 
or filter information according to available contextual information. The results of this 
work are used to map contextualisation techniques on contextual factors in order to 
guide the development of contextualising information systems. 
The research method underlying this area is similar to the one described previously: 
for each of the information brokering domains analysed, characteristics of important 
contextual factors by observation are determined by observation. In the applications 
developed, different contextualisation techniques have been used to explicate 
contextual information. Based on the analysis of contexts and contextualisation 
techniques, contextualisation framework of general applicability is defined. 
3. Finally, a context modelling framework is developed that allows to capture, represent, 
and retrieve contextual information in order to improve the selection of relevant 
information in information brokering processes. 
Here, the main contribution is a systematic and comprehensive analysis of context 
modelling requirements for information brokering processes based on the metaphor of 
an organisational memory as an organisational information broker. According to these 
requirements, a framework for modelling, representing, storing, and retrieving context 
is developed. 
The research methodology followed here is different: based on the results of the 
literature study of existing approaches towards modelling context, context modelling 
requirements suitable for information brokering processes are derived and applied to a 
specific information brokering scenario: organisational memories. These requirements 
are used to define context models in organisational information brokering settings. 
Furthermore, problems related to interdependent contextual dimensions, the similarity 
assessment of context models, and complexity issues are addressed. This work results 
in an architecture for a context-based information brokering system. Finally, in order 
to show the general applicability of the context modelling framework, its scope is 
extended to general information brokering scenarios. 
  3  
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1.3 Thesis Outline 
The rest of this work is organised as follows.  
Chapter 2. In chapter 2, the basic terms used throughout this thesis are defined. These 
definitions are contrasted with related definitions found in the literature. 
Additionally, chapter 2 reviews important approaches found in the literature in 
order to assess the current state of the art. 
Chapter 3. In chapter 3, information brokering processes in four different domains are 
analysed and general information brokering models focusing on roles, tasks, 
information objects, and processes are derived. From these models general 
system requirements aimed to guide the development of information brokering 
solutions are derived. 
Chapter 4. While the previous chapter analyses different information brokering scenarios, 
chapter 4 looks at the reasons for the differences between them: here, the 
contextual influences on information brokering processes are analysed. 
Additionally, it analyses how contextual information can be reflected within 
information brokering processes resulting in the definition of a contextualisation 
framework that helps to identify specific contextualisation needs in system 
development. 
Chapter 5. Chapter 5 introduces a specific information brokering scenario (i.e. 
organisational memories) in order to motivate the benefits of context-based 
information brokering in organisational memories. Motivated by this scenario, 
context modelling requirements are developed which inform developers of 
context modelling systems. Based on these requirements, possible contents of 
context models are identified, describing an extensible context modelling 
framework. Additionally, interdependence issues, similarity assessment issues, 
and complexity issues related to context modelling are covered. Chapter 5 
results in the definition of a context framework architecture together with some 
possible extensions. 
Chapter 6. The evaluation of the different models and frameworks defined in chapters 3, 4, 
and 5 takes place in chapter 6. Here, several information systems that have been 
developed according to the models are described. Furthermore, the evaluation of 
these software solutions in several application domains is presented.  
Chapter 7. Chapter 6 describes several related approaches with respect to the information 
brokering models and the context modelling framework. Here, the focus is on 
several reference models for electronic commerce, the semantic web initiative, 
and a context modelling approach for awareness systems. 
Chapter 8. Chapter 8 briefly summarises the results of this thesis and presents several 
possible research topics that can build on the presented work. 
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 Chapter 2  
Definitions and State of the Art 
In this chapter basic terms used throughout this work are defined. The state of the art is 
reviewed with respect to information brokering in theory and practice, process modelling 
techniques, and the notion of context (including context modelling approaches). 
2.1 Data – Information – Knowledge 
In this work data is defined as raw unstructured facts (such as text and numbers). Plain data is 
not associated with meaning. Data may be processed in the presence of rules. Data can 
directly be transferred between different parties. 
Building on that, information is defined as processed data or more specifically as 
conceptualised and categorised data from an information brokering perspective. 
Conceptualisation is the process of structuring data along domain dependent attribute-value 
schemes and categorisation is the application of classification schemes or category 
hierarchies to conceptualised information. Information can be further processed (e.g. 
combined, filtered, sorted) and information can be transformed into data by codification. 
Knowledge in this work is contextualised and personalised information that can be used to 
perform actions. Contextualisation here denotes the process of evaluating information with 
respect to available contextual information in order to either filter it or enrich it with 
contextual information. Finally, personalisation denotes the process of selecting information 
appropriate for a certain person (compare figure 1). 
According to [Alavi & Leidner 1999], knowledge is personalised or subjective information 
related to facts, procedural concepts, interpretations, ideas, observations, and judgements. 
Consequently knowledge resides in the user, not in the collection of information. In contrast 
to papers such as [Mahé & Rieu 1998], where different types of collective knowledge are 
distinguished (individual knowledge, partially shared knowledge, and entirely shared 
knowledge), this demands that, to share (personalised, internalised) knowledge, it has to be 
communicated in an interpretable way.  
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Figure 1 Data, information, and knowledge 
The definition of data, information, and knowledge given here is related to the modes of 
knowledge transformation as defined by [Nonaka & Takeuchi 1995]. The authors distinguish 
implicit and explicit knowledge. Implicit knowledge is defined as being personalised and hard 
to formalise, while explicit knowledge is formal knowledge that can be exchanged between 
individuals. This distinction between implicit and explicit knowledge is similar to the 
distinction that this work draws between knowledge (= implicit knowledge) and information 
(= explicit knowledge). Nonaka & Takeuchi further define four modes of knowledge 
transformation: socialisation, externalisation, combination, and internalisation (see figure 2). 
Socialisation denotes the process of acquiring knowledge through implicit process (e.g. 
observation or imitation). In the pyramid of data, information, and knowledge socialisation is 
not present: it is not an explicit transformation process that takes place, but rather a not 
formalised process within the individual human being. As the focus here is on modelling 
explicit information brokering processes, socialisation will not be covered in this work in 
more detail. 
Externalisation describes the process of creating explicit knowledge from implicit knowledge 
(e.g. by writing down process steps in a manual). In terms of the pyramid model, this is 
similar to the explication and conceptualisation of knowledge to create information.  
Combination is the generation of explicit knowledge from existing explicit knowledge (this 
may e.g. be the case in the explicit application of an existing process description in a new 
area). Combination is present in the pyramid model as information processing: it does not 
represent a qualitative shift between the different levels of the pyramid but rather comprises 
processing steps on the information layer such as sorting, filtering, or compilation. 
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Last but not least, internalisation describes the process of generating implicit knowledge from 
explicit knowledge (e.g. by reading and learning an explicit process description and applying 
it to the daily work). This is similar to what is called personalisation and contextualisation in 
this work. 
Implicit
Implicit Explicit
ExplicitExternalisation
Internalisation
Socialisation
C
om
bination
 
Figure 2 Modes of knowledge transformation1 
In addition to the model of Nonaka & Takeuchi, information brokering processes require a 
data layer: data is the code used for information exchange.  
The reason for these differences in the modelling approach stems from the difference in the 
purpose of the models. While Nonaka & Takeuchi aim to clarify problems of organisational 
knowledge management with a focus on human communication, the pyramid model is the 
basis for the definition of explicit information brokering processes that focus on explicitly 
represented data and information. However, a commonalty of both approaches is that the 
generation, distribution, and preservation of knowledge is the overall goal.  
Extending the work of Nonaka and Takeuchi, [Klamma 2000] focuses on the management of 
organisational failure knowledge, based on the idea, that individuals can learn more from 
mistakes than from successful processes. In order to continuously manage improvement 
cycles, the customer’s perspective is introduced requiring all processes to be organised along 
this perspective. The principle of escalation of complaints is used to organise the evolution of 
failure knowledge within the organisation using a clearly defined process model, that 
integrates organisational work processes with mnemonic processes of knowledge 
organisation. This way, information generated along the processes will be organised in a 
                                                 
1 Adapted from [Nonaka & Takeuchi 1995] 
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contextualised (i.e. process-oriented) manner. However, it is questionable whether this kind of 
information organisation can be transferred to the storage and retrieval of general purpose 
organisational information (i.e. information that is not directly associated with a specific, 
customer-oriented process and that does not represent failure knowledge): other contextual 
dimensions besides processes may be relevant as well. 
The pyramid of data, information, and knowledge and the transitions between them is based 
on results from communication theory. In [Fiske 1990] a review of several models of 
communication is presented. Now, the pyramid will be related to Shannon and Weaver’s 
classical model of communication [Shannon & Weaver 1949]. Figure 3 displays the basic 
elements of this model. 
Information
Source Destination
Transmitter ReceiverSignal
Received
Signal
Noise
 
Figure 3 Shannon and Weaver’s model of communication2 
Basically, the model says that whenever information is exchanged from an information source 
to a destination, it has to be transformed (using a transmitter) into an exchangeable signal. 
The signal uses a channel to be transferred to a receiver. Finally, the receiver transforms the 
signal back into information that is perceived by the destination. During transfer, the signal 
may be disturbed by noise. 
Comparing this model to the pyramid model, it can be mapped onto the information and data 
level. Information source and destination reside on the information level, while the signal 
corresponds to data. The transmitter performs the task of codifying information into data, 
while the receiver performs the conceptualisation and categorisation tasks to turn data into 
information. As the pyramid model is mainly focused on information brokering in electronic 
                                                 
2 Adapted from [Fiske 1990] 
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scenarios, the impact of noise on data exchange is left out: today’s information networks are 
highly reliable with respect to transmission accuracy. Instead, it is extended by adding a 
knowledge level and by focussing on the transitions between the different layers (i.e. the 
focus is on the vertical transitions instead of the horizontal ones).  
2.2 Information Brokering 
This work defines information brokering as the value adding process of mediation between 
information demands and information offers. Information demands are defined as explicitly 
stated or implicitly assumed information needs. Information offers are defined as information 
resources that are explicitly available for access. Information offers can be passive (i.e. they 
only deliver information on request) or active (i.e. they actively distribute information). 
Information brokering is a pragmatic means of knowledge exchange: according to the above 
definition, knowledge cannot be exchanged directly. However, knowledge can be externalised 
and re-conceptualised (i.e. transformed into information) and then exchanged as information. 
At the receiving party, the delivered information can then be turned into knowledge by 
contextualisation again. Thus, information brokering is an important aspect in knowledge 
management solutions. 
Exchanging information is preferred to the exchange of pure data: while pure data is of course 
the media of exchange (according to communication theory), the additional structures and 
interpretation rules included (explicitly or implicitly) in information exchange simplify the 
processing and comprehension of exchanged information3.  
Three different roles participate in the information brokering process: the provider who offers 
information, the consumer who demands information, and the broker who mediates between 
the other two. Different roles in this view not necessarily have to be represented by different 
persons, a role may even be represented by fully automated processes. However, for the 
purpose of this work these different roles will be distinguished. 
Several intellectually challenging problems have to be solved by the broker. First of all, to a 
certain degree she has to be a domain expert in her area of brokerage to be able to understand 
the domain complexity and the used vocabulary. Furthermore, she has to understand the 
(potentially ambiguously or incompletely formulated) consumer’s need correctly. She needs 
abilities to express the consumer need in supplier terms (which may even be different for 
different providers) to retrieve relevant information. Therefore, she has to create a domain 
model as a view to the corresponding (sometimes only implicitly existing) provider domain 
models and also map the clients’ information needs to this model (see figure 4).  
                                                 
3 Let’s consider a simple example: the text you are currently reading may be regarded as being not more than a 
collection of symbols. However, you may have easily recognised that it is written in English language. This 
recognition allows you to apply a set of interpretation rules to this text – even though these rules are not 
explicitly included. For a person not capable of the English language, this text would remain on the symbolic 
(data) level unless it is enriched with explicit interpretation rules that turn it into information. 
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Figure 4 Information brokering roles and domain models  
2.2.1 Motivation for Information Brokering 
Researching the role of intermediaries in electronic marketplaces4, [Bakos 1998] identifies 
basic market functions (matching buyers and sellers, facilitation of transaction, and 
institutionalisation of infrastructure) and analyses the effect of Internet marketplaces: 
increased personalisation and customisation of product offers as well as the aggregation and 
disaggregation of information-based products to match customer needs distinguish products in 
electronic marketplaces from their traditional counterparts. This effect is even stronger, when 
regarding pure information products: perfect copies may be distributed electronically and 
almost costlessly, emerging micro-payment technologies reduce transaction costs. Based on 
these assumptions, the author argues that the role of market intermediaries increases in 
electronic markets, focussing on functions such as matchmaking between buyers and sellers 
by providing buyers with product and service information and sellers with marketing 
information, aggregation of information goods as an added value, integrating the components 
of consumer processes, managing physical deliveries and payments, providing trust 
relationships, and ensuring the integrity of markets. 
A task analysis of telephone operators in [Muller et al. 1995] confirms that even such 
relatively mundane information brokers perform knowledge-intensive tasks and could thus 
benefit from knowledge management technologies.  
                                                 
4 An electronic marketplace is a virtual place, where offers and demands meet. Market intermediaries perform 
the task of brokering between demands and offers. The intermediaries compare different offers and try to find 
the best matching offers for their clients. 
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The literature shows informal descriptions and local tool support for many different 
information brokering scenarios, without a real integration. For example, [Vishik 1997] 
defines a pragmatic informal model of four roles in the case of organisation-internal 
information brokerage: users, domain experts, information experts and internal information 
brokers which confirms that human brokers improve the quality of delivered information 
drastically.  
A push approach to editor-based information brokering using a simple brokering model in 
[Rudström et al. 1997] exemplifies several attempts to show the use of combining human and 
machine intelligence in knowledge management. [Höök et al. 1997] extends these ideas and 
motivates the combination of human and machine intelligence: the identification of possible 
interest in novel areas, where an a priori interest modelling is not possible, can better be done 
by a human broker than by an automatic approach. On the other hand, a machine is more 
efficient in applying defined profiles to big corpora of information. In stressing, that 
categorising information along classification schemata is an intellectual task, [Worsfold 1998] 
supports this view. 
In [Lehner et al. 1998] a 10-step model of organisational information processing consisting of 
recording, individual learning, information sharing, institutionalisation, action, feedback, 
repackaging and reproduction, communication and dissemination, and internal 
communication is defined. This model complements the information brokering models 
presented in this work, as it models the process from an organisational rather than an 
individual point of view. 
Traditional approaches towards knowledge management ignore the social and legal relevance 
as well as the context in which users work. [Lueg & Riedl 2000] report on a case study within 
an IT focused organisation with more than a thousand employees, where they observed the 
search behaviour of people with information needs. A pull approach5 to information 
distribution dominates. Users preferred short information search sessions with mainly single 
term searches. The distribution of searches during the day is observed as an indicator for the 
changing user context during the day. As results of the case study, the authors report that 
users are frustrated with the existing technology and process: due to the dominance of pull 
approaches users fear to miss important information. On the other hand, the lack of proper 
relevance management and garbage collection techniques leads to information overload. 
Furthermore, the actual use of the knowledge management infrastructure is reported not to be 
monitored, only partially controlled, and the behaviour of users is ignored. The authors 
propose the introduction of procedures and responsibilities for publishing and maintenance of 
the corporate information corpus in combination with relevance management, improved 
capacity management, support for communities of practice, and the monitoring of success & 
failure cycles. From the point of view of this work, this proposal clearly motivates the 
introduction of a corporate information brokering infrastructure to circumvent the existing 
problems. 
The following statements summarise and conclude the above discussed works.  
                                                 
5 In a pull approach the user with an information need has to become active to search for information as opposed 
to a push approach where the information is actively distributed by a distributor/provider. 
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• The role of information brokers is increasing and not decreasing in the internet age. 
• Information brokering comprises different processes, tasks, and roles. 
• Among the different tasks are knowledge intense tasks as well as relatively mundane 
tasks. 
• Information brokering processes can be observed in different configurations. 
• The best information brokering results are expected from combinations of human 
intelligence and machine power. 
Despite the importance of information brokering, integrated solutions that support 
information brokering tasks and processes in a wide range of configurations are still lacking. 
However, there are many approaches that focus on individual aspects of the overall 
information brokering process. According to the division of brokering processes in sub-
processes (see chapter 3), the following discussion is organised along the sections 
representation, retrieval, personalisation, transaction, and analysis.  
2.2.2 Representation 
An explicit and structured representation of the information a broker deals with, serves two 
purposes. Firstly, it unifies the information retrieved from various sources in order to reach 
comparability. Secondly, it has to serve the broker’s personalisation effort in allowing to 
select the most appropriate information items. This section is organised along two important 
subtopics: different domain modelling approaches and approaches that focus on the 
integration of information from heterogeneous sources into uniform representations. 
Domain Modelling 
The main motivation that drives domain modelling approaches is the expectation, that flexible 
domain modelling environments lead to fast application of technology (compare [Montero & 
Scott 1998]).  
Recent domain modelling approaches focus on the modelling of formal ontologies [Wand 
1989; Wand et al. 1999]. According to [Studer et al 1998] an ontology is formal  (i.e. system 
readable) specification of a shared (i.e. agreed on within a group) conceptualisation of some 
part of the world that is of interest. It consists of concepts, taxonomies, relations, and axioms. 
Ontologies are generally used to model complex information domains. Different kinds of 
formal ontologies can be distinguished: domain ontologies developed for specific domains, 
generic ontologies valid across several domains and applications, special-purpose application 
ontologies valid for specific types of applications, and representational ontologies defining 
ontological frameworks. [Jurisica et al. 1999] further distinguish static ontologies (describing 
things, attributes and relationships), dynamic ontologies (describing states, transitions, and 
processes), intentional ontologies (modelling e.g. issues, goals, beliefs, or motivations), and 
social ontologies (modelling social settings and organisational structures using concepts such 
as actors, positions, roles, or authorities). 
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This classification also has its counterpart in knowledge management (KM) systems 
architectures [Benjamins et al. 1998]. Vertical KM systems are developed for a specific 
domain, whereas horizontal KM systems are conceived as frameworks and must be 
customised to a domain. The CommonKADS knowledge engineering methodology [Schreiber 
et al. 1995] suggests a layered expertise model for knowledge-based systems. The domain 
layer describes static knowledge needs, the inference layer describes the structure of 
inferences, while the task layer organises tasks into subtasks. Orthogonally, [Uschold & King 
1995] provides a methodology for ontology building, proposing that ontology construction 
should start from basic level categories. 
[Takeda 1998] distinguishes different functions that can be realised with the help of 
ontologies. The mediation between different people is one of the most important functions: 
ontologies provide a shared vocabulary. Additionally, ontologies mediate between formal and 
informal representations and can be used to organise information structures. 
Despite the availability of agent-based approaches towards the automatic construction of 
domain ontologies (see e.g. [Crow & Shadbolt 1998]), in general ontologies are constructed in 
manual knowledge engineering processes (see e.g. [O’Leary 1998] for a survey of ontology-
based knowledge management in three different consulting companies). 
Much research effort focuses on the standardisation of ontologies, which is most visible in the 
emerging semantic web initiative6. Basically, the semantic web initiative represents a meta-
data driven approach that aims to enrich information with standardised meta-data (see e.g. 
[Berners-Lee et al. 2001]). This additional information allows agents to reason about the 
contents described on a page allowing for automatic information classification, extraction, 
and relevance evaluation. However, as all information providers would have to agree on a 
common meta-data standard, it is questionable, whether the semantic web initiative will be 
successful. 
To summarise the works discussed in this section, we can state that among the many different 
approaches none focuses on designing domain models suitable for performing effective 
personalisation tasks. 
Data Integration 
Data integration is an important sub area of knowledge representation with a focus on 
integration of heterogeneous representations into a uniform format. As an information broker 
has to deal with information stemming from heterogeneous sources, the unification of this 
information is an important aspect.  
The role of terminology management in information brokering is frequently stressed. For 
example, the GlOSS-server (Glossary-of-Servers-Server) [Tomasic et al. 1997] contains 
“summary information” (index of all keywords and their occurrence frequency) of multiple 
databases to address the problem of automatically selecting a database that is appropriate for a 
certain query. The architecture for network-based information brokering in [Fikes et al. 1995] 
relies on modelling the relationships between domain models and source models. An 
                                                 
6 See http://www.semanticweb.org/ 
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application in the domain of health care is described in [Gennari et al. 1995]. Both approaches 
use the Ontolingua system [Gruber 1993] for representation and modelling. Successful 
applications of domain and source modelling for the brokering of structured information have 
also been reported for data integration in data warehouses and federated database systems 
[Jarke et al. 2000a], [Levy et al. 1995]. 
[Handschuh et al. 1997] work on the mediation of electronic product catalogues by integrating 
different classification schemes. This integration is achieved through formal methods based 
on the q-calculus (a formal language for the description and classification of object sets). The 
main requirement a mediator has to satisfy is – according to the authors – the possibility of 
transparently searching for information offers of different suppliers. 
[Huck et al. 1998] describes the Jedi extraction language and parsing approach. The goal is to 
offer a simple way to access heterogeneous and semi-structured sources to extract meaningful 
information. Jedi is based on a grammar-based fault tolerant parsing approach, that only 
requires to define grammars for those parts of gathered sources that contain meaningful 
information. Fault tolerance is achieved through the use of ambiguous grammars. A problem 
of the Jedi approach is the lack of a separate knowledge modelling layer. Knowledge about 
source content and source structure is combined in the source wrapper grammar, which 
requires careful attention to changes of either content or structure. 
A formalisation approach to the problem of unifying heterogeneous information models is 
presented in [Singh 1998]. The author uses KQML and KIF to tackle this problem. A major 
drawback of this approach is, that the formalisation methods have to be applied to the sources 
directly, which means that the providers of information have to adopt this approach. This 
seems to be quite unrealistic. 
All approaches discussed here focus on the integration of information from heterogeneous 
sources. However, all of the approaches expect the information to be already structured using 
proprietary and incompatible formats. Consequently, all approaches ignore the fact that 
significant amounts of information are available completely unstructured. 
2.2.3 Retrieval 
An information broker has to survey the available information in her brokering domain. This 
information is usually provided by a (possibly huge) set of information providers. It requires a 
high effort to observe these different providers on a regular basis, to find new or changed 
information, and to assess the relevance of this information for the domain of brokering. 
Various information retrieval techniques have been proposed that aim to simplify these 
processes. 
Agent Based Approaches 
[Guttman et al. 1998] motivates the role of autonomous agents in electronic commerce. This 
motivation is complementary to human broker based processes and strengthens the role of 
agents in different stages of the consumer’s behaviour in match making. [Koenemann & 
Thomas 1998] identify participating roles (provider, broker, and consumer) and describe 
general information brokering requirements. They propose a five-layered model of 
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information brokering with agent-based support on each layer (basic structure layer, 
infrastructure layer, quality control layer, personalisation layer, group support layer). This 
agent-centred approach focuses mainly on the automation aspects of information brokering. 
From this work’s point of view, information brokering can only reach highest quality 
standards, when machine strength is combined with human strength. 
Letizia is an agent-based system combining searching and browsing [Lieberman 1997]. 
Agents watch the user’s browsing behaviour and try to propose possible follow-up pages by 
pre-fetching all links and evaluating their similarity to the currently displayed page. The 
strength of this approach is that it uses the current browsing situation of the user as indicator 
for possible interests. However, the source of information about the current user interest is 
unstructured text, the proposed follow-up pages are also unstructured. Letizia does not utilise 
a structured model of the delivered contents. This situation leads to misinterpretations of the 
user’s interest and the relevance of proposed information. Despite these drawbacks, Letizia 
can be seen as an interesting approach that might be useful as an adaptive element of an 
overall information brokering approach based on explicitly represented information models. 
Similarly, [van Lent 1998] proposes agents, that should learn appropriate behaviour by 
observing the user. The learning data of the observer is used to configure another agent in 
order to solve information retrieval tasks. 
None of the approaches is suitable for an integration with representation centred approaches. 
Retrieval is understood as an isolated phenomenon here, not as part of a bigger whole. 
Case-Based Reasoning 
Case-based reasoning (CBR) approaches regard retrieval as part of a more complex process, 
that integrates case representation, retrieval, and adaptation. Surveying the field of CBR, 
[Bartsch-Spörl et al. 1999] defines a case as the finest knowledge granule, representing e.g. an 
idea or a story. Different kinds of CBR approaches are distinguished, which differ in the way 
cases are represented, retrieved, and compared. A conversational CBR system stores question 
and answer pairs as cases. Structural CBR systems follow object-oriented paradigms and 
allow fine grained attribute-value structures to be used for representation and retrieval. 
Finally, textual CBR systems store text documents as cases and use information retrieval 
techniques for case retrieval. Of course, in practice also mixtures of these approaches exist, 
where cases consist of structured and unstructured parts. 
[Bartlmae & Riemenschneider 2000] use CBR techniques for knowledge discovery in 
databases (KDD). KDD is a non-trivial process of identifying valid, novel, potentially useful 
and understandable patterns in large corpuses of data. To reach that goal, the authors propose 
a KDD experience factory, which essentially comprises a specific infrastructure to support 
KDD projects along project activities. This experience factory (based on the ideas presented 
in [Basili et al. 1994]) provides the organisational framework for realising the CBR system. 
Reporting on CBR work in the domain of car insurance risk analysis, [Daengdej et al. 1996] 
focus on handling a huge amount of complex cases (2 Million historical cases are given with 
30 different attributes each). The main problem addressed is how to retrieve similar cases 
from the case-base for any new incoming case. The central idea is to select for every new case 
the set of most important attributes based on the given case data and additional domain 
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knowledge heuristics or statistics. From these selected attributes the actual similarity measure 
will be derived, which will then be used to retrieve similar cases from the case base. The 
similarity analysis is based on a simple “constantly decreasing technique” for quantitative 
attributes. This approach expands the value range of given attributes and generates database 
queries retrieving cases with all attributes in the given range. The identification of significant 
attributes is based on attribute weights and risk levels for attribute values (both gathered from 
domain knowledge and statistical analysis). This seems to be suitable for very large case-
bases, but apparently only for quite simple structured attributes as simple relational database 
structures are used to represent cases (i.e. every attribute has a single value). Nothing is stated 
about how to handle complex attributes (e.g. taxonomic structures, categories, hierarchies, or 
collections of values). The used similarity approach seems to be straightforward, but it seems 
questionable whether it delivers correct results in all situations: the actual similarity query is 
only based on attribute value range expansion, a distance measure is not taken. 
[Schaaf 1996] measures case similarity along different aspects (dimensions) for which 
weights are defined at runtime (instead of having static similarity measures predefined). There 
are several prerequisites to be fulfilled by the application domain to benefit from this 
approach: cases are complex (i.e. they allow different views/aspects/dimensions to be 
modelled); the point of view is changing frequently; the change of the point of view leads to 
different case representations (aspects) to be important; case similarity can be measured by 
comparing case representations; and the dissimilarity of a query and a case shrinks the range 
of similarity between the query and cases in the neighbourhood of the tested case. Especially 
the last prerequisite requires the distances between all “neighbour cases” within the case base 
to be pre-calculated. The paper describes a retrieval algorithm in detail that can be used to 
retrieve all cases better than a given threshold, a set of best cases from the case base, or only 
one case from each cluster (group of neighbours). The approach seems to significantly 
improve the retrieval performance for large case bases (> 400 cases) but it seems to be 
questionable whether it is scalable to case bases of significantly bigger size (e.g. > 2000000 
cases). 
[Osborne & Bridge 1996] focus on a framework for building complex similarity measures out 
of combinations of simple measures. Based on the underlying assumption that cases can be 
represented by applying a projection function, the framework distinguishes ordinal similarity 
measures which define a (partial) order on cases, and cardinal similarity measures which 
compute numeric similarity values. Ordinal measures may be represented by atomic orders, 
orders on trees or directed acyclic graphs, general graphs, or further user defined types. Using 
Boolean connectives ordinal measures can be combined (e.g. Boolean operators, filters, 
priorities, and preferences). Cardinal measures can be defined by atomic numeric orders or 
total orders. Cardinal orders on trees, directed acyclic graphs or general graphs can be defined 
by applying distance functions. Cardinal measures can be combined by applying 
mathematical functions. While it is straightforward to switch from cardinal measures to 
ordinal ones it may be hard to do the other way round. Also combining measures of the two 
types is not easy to do. 
While case-based-reasoning approaches extend the focus on specific technologies by 
embedding these into explicit processes, these processes are quite fixed and designed 
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basically for specialised in-house solutions. In general information brokering scenarios, 
process models with more flexibility are required. 
Vector-based Retrieval Techniques 
[Ortega et al. 1997] review different information retrieval models. In Boolean models, a query 
is a Boolean expression in which operands are terms. Consequently, a document whose set of 
terms satisfies the Boolean expression is deemed to be relevant to the query. Boolean models 
partition the set of documents into either being relevant or not. Vector-based models represent 
queries and documents as vectors, where each real-valued entry represents a weight for a 
term. Query results are computed based on similarity measures defined on these vectors. 
Several approaches for computing term weights and measuring similarities have been 
proposed. The main advantage of vector-based models compared to Boolean models is that 
the relevance of documents may be ranked. Probabilistic retrieval models in turn rank 
documents according to their probability of relevance for a given query. This probability is 
computed based on Bayes’ theorem and independence assumptions about the distribution of 
terms in documents. Probabilistic models are comparable to vector-based models concerning 
their performance but are founded on a more rigorous theoretical base. Additionally to the 
above-mentioned models, the paper proposes two possible extensions: fuzzy Boolean models 
and probabilistic Boolean models. These extensions are especially designed for the purpose of 
multimedia object retrieval and consider image and query features for the calculation of the 
distance (based on fuzzy set theory or probability calculation, respectively). 
[Baclawski & Smith 1995] describe an approach for information retrieval that is grounded on 
a vector-based retrieval approach. The main goal is to offer a highly efficient retrieval 
performance even for large document collections. The described prototype system is said to 
scale up to a corpus of several million information objects. The retrieval approach is based on 
a content-label metaphor, where every information object is annotated with such a label. 
Thus, the information objects to be indexed need not to be textual. The content labels used for 
indexing documents are organised along an information model (i.e. an ontology). The 
underlying ontology consists of basically three parts: Firstly, a directed graph (the schema) 
consisting of vertices (the set of the ontology, representing subject categories or attributes of 
information objects) and links relating the vertices along several relation types (e.g. “is a” or 
“part of”). Secondly, a set of terms or concepts, called the lexicon (or thesaurus). These terms 
represent the keywords of the ontology, or – on higher level – the ontology’s concepts. 
Thirdly, a many-to-many relation between the lexicon and the conceptual categories, 
specifying which categories a lexical term instantiates or specialises. The reason for splitting 
the ontology in lexical terms (concepts) and categories are for filtering purposes: the authors 
made the observation, that usually only a few hundred categories exist while there may be 
hundreds of thousands of lexical terms. A second reason for this separation is that a hierarchy 
of categories is easier to understand than a list of lexical terms. This offers an easier way to 
understand the used ontology. For retrieval purposes, queries and content labels are 
represented as vectors. A vector-distance measure based similarity assessment retrieves the 
best possible content labels from the index. It is now important to keep the number of index 
terms reasonably small, to keep the required number of similarity assessments small. This is 
achieved by only allowing subsets of a content labels to be index terms that fulfil certain 
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graph theoretic requirements. The ontology used in the presented approach is similar to the 
one used in Broker’s Lounge, concerning the distinction of categories and concepts. 
Unfortunately, the theory underlying the selection of content labels as index terms is not 
getting really clear from this paper. 
Similar to this, [Kimbrough & Oliver 1997] offer a matrix-based information retrieval 
approach to document retrieval and resource allocation using relevance ranking and 
associative retrieval. The idea is to identify all relevant concepts (terms) in a domain and set 
up a concept vector. Every document is then represented by a relevance vector d with |d| = 
#concepts resulting in a matrix. A single entry in this matrix denotes the occurrence of 
concept i in document j. Matrix operations allow the calculation of ”similarity measures” 
between documents and the ranking of documents with respect to certain concepts. The 
”document similarity measures” allow the ranking of documents as relevant even when they 
don't contain the queried terms. The calculated matrix implicitly relates all concepts and thus 
provides a context for each possible search term. The a priori definition of relevant concepts 
may be seen as shortcoming of this approach which may lead to maintenance problems in 
dynamic environments. 
[Osborn et al. 1997] propose the integration of vector-based retrieval approaches with natural 
language processing techniques. This way, they aim to combine the strength of statistical 
approaches with knowledge-based approaches. The presented idea has been implemented as 
an indexing approach which has been applied to a patent database, where the main 
requirement is to improve the retrieval recall (i.e. for a patent database retrieval it is important 
to retrieve all relevant entries at the risk of retrieving irrelevant entries additionally). 
Consequently, this approach is not generally applicable to information retrieval processes, as 
often times the reduction of information overload is an explicit goal. 
To sum up the individual retrieval approaches, we find that many different technology centred 
approaches exist. However, most of them focus on the retrieval task, not being aware of 
surrounding general information brokering processes. CBR approaches clearly are an 
exception. However, they also focus on a restricted process. Furthermore, only little work 
focuses on the integration of retrieval and representation tasks. [Baclawski & Smith 1995] and 
[Osborn et al. 1997] are exceptions, organising their retrieval strategies along domain models. 
However, both approaches assume the existence of a corpus of documents,  they do not cover 
aspects of finding these documents on arbitrary sources. 
2.2.4 Personalisation 
It is the broker’s task to survey all available information in the brokering domain. However, 
the clients of the broker are usually only interested in subsets of this information: they have a 
specific information need and want this to be satisfied with the most appropriate information 
available. Consequently, personalising information to meet this individual need is an 
important aspect of the broker’s work.  
The importance of personalisation has led to the proposal of an open profiling standard (see 
e.g. [Soltysiak & Crabtree 1998] for a review). This standard comprehensively models many 
aspects of user profiles. However, it lacks an explicit interest model that is essential for 
information personalisation purposes.  
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Important issues that are tightly associated with personalisation are privacy and security 
issues. Here the problem of collecting and distributing personal information arises. This 
aspect has been addressed extensively in [Schreck 2000]. In this work, the focus is on two 
major research directions that address personalisation issues: visualisation-based approaches 
and user modelling approaches. 
Visualisation Approaches 
Generally, visualisation-based personalisation techniques support the user’s abilities to 
personalise information on her own behalf by relying on her visual capabilities. Visualisation-
based approaches organise pieces of information in a manner, that a user can compare them or 
evaluate their relevance.  
[Korfhage 1991] proposes a vector space model for information retrieval with graphical 
display of retrieval results. The central idea of the graphical presentation is that the user 
should see all documents related to defined “reference points” (where e.g. interest profiles or 
the current query could serve as reference points) instead of only those with a relevance value 
evaluated over a threshold by the system. This approach effectively addresses the problem of 
conventional retrieval approaches: the user can usually not decide whether a document is not 
contained in the result set because it does not exist or because it is evaluated as irrelevant. 
However, a problematic aspect of this approach is, that the number of dimensions represented 
in a reference point is limited: the visualisation of higher dimensional reference points is not 
comprehensible by users. 
Based on an analysis of drawbacks of server side information retrieval approaches (server 
load, response time, partial results), [Light 1997] similarly proposes an approach that involves 
the user in the decision and selection processes. The idea grounds on a novel indexing 
approach that is based on user defined topic vectors. On top of the topic vectors three-
dimensional cartesion graphs are used to display retrieval results. The user can interactively 
browse through these graphs to select relevant documents. However, as with the previously 
described approach, it is questionable whether the visualisation approaches really scale for 
huge document bases. Additionally, the effort of creating the topic vectors is left to the user: it 
is questionable whether users really spend time to keep the topic vectors up to date. 
Related to this work, [Becks & Host 2000] propose the use of two dimensional document 
maps. Unlike the previously described approaches, these maps are generated automatically, 
i.e. the user does not have to define topic vectors or similar content descriptors. Instead, the 
system uses a statistical approach to assess document similarities. The main benefit of this 
technique is to find clusters of documents within large document sets, as documents with 
similar contents are placed close to each other. A similar approach towards the use of 
knowledge maps to support corporate knowledge management is described in [Eppler 2001]. 
As opposed to the completely automated map generation of the previous approach, five 
predefined kinds of knowledge maps are proposed, that vary from pieces of manually 
generated art work to diagram-like maps for the presentation of multi-dimensional 
information spaces. Many parameters of the maps have to be defined a priori by the creator, 
which offers the chance to control the maps behaviour but also requires an additional 
cognitive load in the creation phase. 
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A table viewer for the visualisation of highly structured data is presented in [Spenke et al. 
1996]. The main idea is the compression of tables in order to view them completely on one 
screen – independent of the number of contained elements. Therefore, tables are transposed 
from their commonly used display form (i.e. here, each column contains an entry, while each 
row contains an attribute for all entries) and entries sharing the same value for a certain 
attribute may be combined, when entries are sorted for that attribute. Furthermore, an 
additional display mode sorts all attributes independently and displays their range on screen. 
Using highlight and click operations users can express complex queries by simply zooming 
into the displayed data. While this approach is helpful for large amounts of homogeneously 
structured information with mostly simple attributes (i.e. numeric values, dates, single word 
values), it is not very helpful for complex information structures with hierarchic values (e.g. 
categories), long textual descriptions, or heterogeneous structures (e.g. inheritance hierarchies 
or relational structures). 
[Masui et al. 1995] use a simultaneous combination of graphical, index-based, category-based 
and hypertext-based information views to combine different search and browse strategies. The 
user can decide, which of the displays to use in selecting information paths to follow. The 
surrounding displays are updated accordingly. While the combination of different 
simultaneous views on the same information provides an interesting approach to offer greater 
flexibility in the user’s retrieving and browsing behaviour, it also imposes additional 
cognitive load: the user is confronted with multiple distinct displays containing partially 
redundant information at the same time. Additionally, the proposed visualisation consumes a 
lot of display space for the different visualisations, which reduces the number of different 
information resources to be displayed simultaneously. 
[Schönhage & Eliëns 1997] focus on the separation of generation and visualisation of 
information by allowing different views on the same information. In contrast to the previously 
discussed approach, these views are used alternatively, not in parallel. The approach uses a 
process in three stages: original data - derived model – visualisation. The derived model is 
computed from the original data according to the current view. Finally, the chosen 
visualisation depends on user preferences (e.g. the selection of appropriate visualisation 
tools). While the flexible separation of information generation and information visualisation 
clearly states a step towards flexible information presentation approaches, the general 
applicability of this approach is questionable: in many cases, the visualisation depends on the 
structures underlying the visualised information. Also, the chosen visualisation approach adds 
value to the visualised information and may even change its meaning for the recipient. 
The important lesson learned from this discussion is the following: when dealing with the 
personalisation of complex information according to a specific user need, one should not only 
rely on automated reasoning but also try to support the user’s ability to decide by offering 
appropriately visualised information. 
User Modelling 
The underlying idea of user models is straightforward: they acquire knowledge about the user 
that may later be used to personalise system behaviour. While visualisation approaches 
support the user’s capabilities to personalise on her own behalf, user models acquire explicit 
knowledge to perform the personalisation task on behalf of the user. 
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However, the acquisition of knowledge about the user is a complex task. It should on the one 
hand not be intrusive in order to avoid disruption of the user’s work. On the other hand, the 
acquired knowledge has to satisfy accuracy constraints in order to be useful for 
personalisation. Acquisition methods (see [Brusilovsky 1996]) can be divided in direct 
methods, where users must actively feedback or fill out questionnaires and indirect methods, 
where the system automatically collects information about its usage and infers the user model. 
Generally, indirect methods are preferable, as they do not disturb the user’s actual work. In 
some cases, direct methods are required (e.g. to distinguish between active rejection and 
passive disinterest of a feature or offer), but their use should be minimised.  
[Kobsa & Pohl 1995; Pohl 1996; Pohl 1997] describe a belief modelling approach towards the 
acquisition and representation of assumptions about the user. It uses formal logic to infer 
beliefs from behaviours. While the approach is semantically sound, its applicability in 
complex application scenarios seems questionable: the representation of inference rules and 
believe assumptions is already complex for the simple examples provided by the authors. 
As major drawback, the authors recognise the missing application layer. [Pohl & Höhle 1997] 
describe the AsTRa (Assumption Type Representation) framework for logic based 
representation of user modelling knowledge. The novel aspect of this work is the domain 
based user modelling approach where each application identifies a set of domains in which it 
manages knowledge about the user. These domains may be shared among different 
applications. 
An alternative approach towards usage modelling (What is the user doing?) instead of user 
modelling (What does the user believe/know?) is presented in [Schwab et al. 2000a; Schwab 
et al. 2000b]. The authors propose the combination of user modelling techniques with 
machine learning techniques. The additional machine learning components of a user 
modelling system are responsible for observing the user’s current behaviour and for learning 
usage patterns. The main goal of this approach is to develop an intelligent interface agent, that 
can adapt its behaviour to the current user’s behaviour. 
[Barrett et al. 1997] do not aim to provide an application independent user modelling 
framework, but rather to personalise the result of a specific activity: web-browsing. The user 
model is gained through continuous observation of the user’s browsing behaviour. The web 
pages a user visits are in turn annotated with information from the user model that indicate 
relevant parts of the pages. While this approach may be seen as useful in cases where the user 
is already “on the right track” (i.e. the user has found documents related to her interest), the 
conclusions drawn by the user modelling approach may be misleading in cases where the 
documents found by the user do not reflect her interest well. This is due to the fact, that the 
system interprets the display of a certain page as a statement of interest of the user. 
[Dharap & Freeman 1996] use mobile agents to personalise browsing processes. The user 
model is not automatically inferred by user observation but has to be explicitly provided. 
Mobile agents then search the web and negotiate with other agents about contents useful for 
the defined user model. The agents provide the user with retrieved information that is 
evaluated to be relevant while they try to reduce the amount of irrelevant information 
presented to the user. However, the use of mobile agents can be seen as critical aspect of this 
approach: it is unlikely that the execution of mobile agents is accepted by heterogeneous web 
servers. Consequently, the range of information retrievable in this approach is delimited to the 
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information accessible through servers accepting mobile agents. Additionally, manually 
created user models tend to outdate fast. 
A summary of the discussion of personalisation approaches shows, that visualisation-based 
approaches and user modelling approaches can be helpful. However, both directions have 
their specific disadvantages: in user modelling the acquisition of knowledge is a problematic 
aspect. Additionally, the conclusions and inferences drawn may not reflect the user’s intention 
correctly or may not give full control to the user. Visualisation approaches often do not scale 
very well for huge amounts of information – the visualisations tend to become unclear. This 
observation leads to the conclusion, that a generally applicable personalisation approach 
needs to combine visualisation techniques with user modelling techniques. 
2.2.5 Transaction 
The transaction is the overall goal of an information brokering process: the broker tries to get 
providers and consumers together. However, the transaction is probably the most domain 
specific element of the overall information brokering process. It can range e.g. from ordering 
goods to starting co-operation projects. It may be omitted at all, if the pure exchange of 
information was envisaged. The transaction may simply comprise a selection and ordering 
process but it may as well contain long-term oriented negotiation and contracting phases. 
Additionally, the transaction phase may involve payment issues.  
[Bakos 1998] sees the transactional phase of the mediation process mainly as a negotiation 
between buyers and sellers. Thus the transaction’s goal is to realise an exchange of (physical 
or virtual) goods. [Schmid & Lindemann 1997; Schmid & Zimmermann 1997] distinguish 
three important phases in electronic market processes: the information phase, the contracting 
phase, and the execution phase. Thus, this approach subdivides the transaction into 
contracting (which also comprises negotiation activities) and execution (which can comprise 
delivery of goods, execution of a process, payment activities).  
Especially the negotiation is only in rare cases supported by software solutions. However, 
[Quix et al. 2002; Schoop & Quix 2001] support negotiation and contracting in business-to-
business electronic commerce by combining communication and document management. 
Their conceptual model of electronic negotiations represents documents and communicative 
message in a semi-formal manner. This representation creates a common context for 
messages and documents comprising communicating partners, negotiation phases, and 
relations between documents and messages.  
When payment is involved with the transaction, issues of trust and security arise. [Decleva 
2000] argues, that despite these issues not being solved for virtual market places, people 
perform digital payment transactions online. However, problems of online fraud are 
increasing. The author argues for secure online authentication and payment systems to solve 
these issues. [Jenkins 2001] evaluates a number of digital currencies used for online payment 
transactions. Most of these currencies reside on a technically low level and are not able to 
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deliver a secure, trustworthy service. However, recent standardisation efforts and 
developments7 show, that this field is evolving towards sound and comprehensive solutions. 
[Strens et al. 1998] introduce additional phases related to transaction: the monitoring phase, 
which in parallel to the execution observes the correct adherence of the contract, and the post-
transaction phase, that involves possible complaints but also negotiations for potential follow-
up transactions. However, a common framework for modelling the different kinds of 
transactions and integrating them within information brokering process models is still 
missing. 
2.2.6 Analysis 
The information broker as a central instance in the overall information brokering process can 
perform an analysis of information brokering processes. Doing this, the broker tries to find 
trends with respect to demands, or gaps in the supply side, as well as to analyse the relative 
position of different providers. Analysis may also be beneficial in internal brokering solutions 
for individual organisations e.g. for the assessment of the usefulness of investments in internal 
brokering.  
In a framework related to the assessment of knowledge management initiatives, [Roy et al. 
2000] distinguish micro knowledge management and macro knowledge management. Micro 
knowledge management is related to the engineering, managing, capturing, reuse of 
knowledge on organisational micro levels (i.e. within small units of organisational activity), 
while macro knowledge management is related to strategic organisational knowledge. The 
authors claim, that little work exists in the area of linking strategic (macro) knowledge to 
operational (micro) knowledge. It is their aim to create a methodology to develop key 
performance indicators to monitor knowledge management solutions. From this work’s point 
of view, in an information brokering centred approach towards knowledge management, the 
broker is the central place to perform the monitoring part: the broker knows which 
information offers are available and which information needs have to be satisfied. 
Consequently, the broker can analyse mismatches in the information supply processes. 
Other approaches try to move towards knowledge management solutions as integrated part of 
business or management concepts. Such an approach (see e.g. [Stadelmann 2000]) requires a 
clear commitment to knowledge management and an understanding of a strategy for the value 
creation using knowledge management approaches. From the business perspective, this 
requires to be able to assess the benefits of knowledge management approaches for the 
organisation. From the point of view of this work, a first valuable resource for the assessment 
of such benefits is the analysis of information flows that take place within the organisation 
before and after the introduction of information brokering based knowledge management 
technologies. Such analysis results demonstrate the relation of time spend for information 
retrieval and results received and are thus an ideal input for the calculation of cost and quality 
related measures. 
                                                 
7 See e.g. http://www.diffuse.org/payment.html for a recent survey of different payment standards and systems. 
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While the notion, that the analysis and assessment of information brokering processes is 
valuable is communicated often, an integration of these aspects into knowledge management 
or information brokering approaches is still not seen. 
2.3 Applications of Information Brokering Techniques 
Information brokering processes can be found in different application areas. Each of these 
defines their own set of information brokering goals and requirements. 
2.3.1 Knowledge Management 
Section 2.1 reviewed definitions of data, information, and knowledge, where knowledge has 
been seen as personalised and contextualised information that has been made actionable 
within the head of an individual. Generally, approaches to knowledge management aim to 
improve the individual’s access to knowledge by supporting the creation, explication, sharing, 
distribution, and reuse of knowledge within organisations (and across organisational borders). 
From that point of view, information brokering can be seen as a process-oriented approach to 
facilitate knowledge management goals.  
Turning to the process view of knowledge management and to the need for a wide range of 
task-role assignments, a characterisation of knowledge work using the well-known definitions 
of tame and wicked problems from the management literature can be found in [Buckingham 
Shum 1997]. Wicked problems must be addressed by a less structured more creative KM 
process. An example is the collaborative construction of concept indexes described in [Nakata 
et al. 1998]. Here, documents are seen as a means of knowledge distribution and 
communication. Concept index and the documents together can be seen as a group memory 
(or collective memory), where concept index reflects a group specific view on a set of 
documents. This motivates a community brokering scenario where all members of a 
community can be providers, consumers, and brokers. 
Based on a definition of data, information, and knowledge, [Alavi & Leidner 1999] report that 
to share (personalised, internalised) knowledge it has to be communicated in an interpretable 
way. Consequently, tacit knowledge has to be explicated to be exchangeable. Based on case 
studies they performed with several companies, they distinguish three different knowledge 
management views. In the information-based view, knowledge management is about 
information characteristics such as real-time accessibility, resulting actions, and the reduction 
of information overload. In the technology-based view: knowledge management is about 
information technology, the necessary infrastructure, and the integration of cross-functional 
systems. Finally, the culture-based view associates knowledge management with learning, 
communication, and intellectual property cultivation. Open issues in knowledge management 
are identifiable related to all these different views. On the cultural level, change management 
is needed to convince individuals to participate in knowledge sharing and to assign 
responsibilities to knowledge management related processes. Furthermore, metrics are needed 
to assess the business value of knowledge management investments. Related to the 
information-based view are issues like overload reduction, actuality of information 
24    
 
 APPLICATIONS OF INFORMATION BROKERING TECHNIQUES 
(incorporation of new information, removal of outdated information). From the technological 
point of view, security issues and infrastructural issues are mentioned. Consequently, 
knowledge management has to be seen as a multi-faceted process, that integrates the different 
views. Taking the viewpoint of this work, this again motivates the relation between successful 
knowledge management and the introduction of information brokering solutions: an 
information broker is a clear cultural institution with responsibilities related to information 
maintenance and distribution. The broker works supported by technological solutions 
supporting her work from an infrastructural point of view. The invention of information 
brokering processes aims to reduce information overload while on the same hand improving 
focussed access to information. 
The problem of externalising tacit knowledge into explicit knowledge is a prerequisite of the 
previously described approach. This aspect of knowledge management is addressed in 
[Nakayama et al. 2000]. The authors report on the  knowledge management at a research 
organisation. Different know-how sharing functions are identified: query registration, content 
evaluation, authoring function to create structured content, list of newly registered contents, 
and rating of content providers. An implemented version of these functions is claimed to 
facilitate the effective sharing of knowledge. Open issues are the acquisition of individual 
knowledge, the organisational culture for knowledge sharing, and the reinforcement of 
knowledge. Comparing these results to the basic definition of knowledge and information in 
this work, this approach facilitates the sharing of information in order to achieve the sharing 
of knowledge. The identified know-how sharing functions are well known from information 
brokering and domain modelling approaches. Consequently, this approach can be seen as an 
application of information brokering techniques to facilitate knowledge management. 
This approach is contrasted by papers as [O’Donnell et al. 2000], where the authors claim that 
it is not possible to make the tacit explicit. People are regarded as the innovators within a 
company, the rest is merely “infrastructure”. Consequently, the total value of a company is 
the sum of financial capital and intellectual capital. However, together with other authors that 
work on the explication of tacit knowledge, this work follows the idea, that even if it is not 
possible to explicate tacit knowledge completely, information brokering supported approaches 
towards knowledge management can improve the distribution of knowledge among 
organisational members. 
Despite difficulties in the explication of tacit knowledge, approaches that propose frameworks 
towards the re-use of knowledge can be found. [Yeung & Holden 2000] base their approach 
on a definition of engineering re-use. Not the capture of knowledge is the main open issue in 
knowledge management but the re-use of captured knowledge. Engineering re-use is the 
business strategy of using existing assets that a company controls in the creation of new 
assets8. Based on a process framework comprising asset creation, asset management, and asset 
integration, the authors propose a five-step knowledge sharing framework (adopt: identify 
relevant knowledge; adapt: modify knowledge to be generally applicable; absorb: include 
knowledge into the asset management process; integrate: combine different knowledge assets 
to form greater pieces; and disseminate: distribute knowledge among members of the 
                                                 
8 According to this approach, an asset can be knowledge, technology, or any other kind of asset (relationship 
network, brands, etc.). 
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knowledge sharing organisation). A re-usable knowledge asset in this framework can have 
regulatory, functional, positional, or cultural functions. The framework aims to address the 
tacit dimensions of knowledge re-use and comprises the re-use of experiences, best practices, 
lessons learned, and organisational routines. However, the authors do not particularise the 
individual elements of their framework, where especially the critical elements adopt, adapt, 
and integrate remain vague. Despite these criticisms, the work is closely related to 
information brokering based approaches, where an organisational broker collects, organises, 
and distributes organisational assets. 
[Angele et al. 2000] focus on the re-use of corporate knowledge, where corporate history is 
seen as the main knowledge asset. This history is assessed using a central business ontology 
that is used to annotate information collected through a set of input modes. The described 
corporate history analyser uses the collected information to derive status reports and surveys. 
The authors claim, that this technique can be used to derive new strategic goals of business 
activities. However, the ontology-based annotation of documents is performed manually. 
Additionally, not the information itself is analysed but only the ontology-based annotations. 
Consequently, the analysis can only reveal results related to the contents of the defined 
ontology. 
In knowledge management, approaches can be observed that force the explicit focus on 
processes instead of technologies on the one hand and technology centred approaches on the 
other. These views are still not integrated by tools supporting human processes. Information 
brokering processes supported by well designed tools can fill the gap between technologies 
and processes. 
2.3.2 Expert Finding 
Closely related to knowledge management is the field of expert finding, with one important 
distinction: instead of making the knowledge directly accessible to the individuals, expert 
finders try to give access to people carrying knowledge. This accounts to the idea, that 
knowledge cannot directly be exchanged or distributed but resides in the heads of individuals. 
From an information brokering point of view, expert finding relates to the brokering of 
personal contact information based on individual expertise profiles. Interesting questions are: 
how can these expertise profiles be gained and kept up to date.  
The main goal of expert seeker (see [Becerra-Fernandez 2000]) is to provide access to 
available competencies within an organisation. This approach is claimed to be especially 
useful in the organisation of cross-functional teams. Expert seeker is based on a combination 
of different approaches towards the integration of heterogeneous organisational information 
sources about competencies. Taxonomies describe special knowledge areas and facilitate easy 
browsing means. Career summaries complement this by using textual career history 
descriptions as basis for full text retrieval. Additionally, a web mining searches use web pages 
as input to expertise location. An important aspect is the utilisation of different strategies to 
acquire expertise indicators. However, the accuracy of the retrieved results to a great extent 
depends on the individuals involved: if they don’t spend the required effort to keep their 
career descriptions and web pages up to date, the results delivered by expert seeker will be of 
low quality. 
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Complementary work of [Dunlop 2000] is based on the idea to use advanced information 
retrieval techniques on staff web pages to match interests and people. Different retrieval 
techniques are applied to the web pages in order to gain best results. Standard term-based 
indexes allow for text-based retrieval. Clustering techniques allow to record a structure of 
closeness for all members of staff. Here, different clustering techniques are applied (group 
average clustering, balanced clustering, and single link clustering). While this approach uses 
only one kind of information source (staff web pages) in contrast to the previously described 
integration of web pages, career descriptions and taxonomies, it applies multiple retrieval 
techniques to these sources in order to improve the retrieval results. However, the main 
critique remains the same: the staff web pages are manually maintained and thus may be 
outdated. 
[Sure et al. 2000] base their work towards expert finding on formal ontology representation. 
Skills management is seen to be important for knowledge intense companies as it offers 
support for finding the right person for a task by approximate matches and for the 
maintenance and completion of skill data. For the retrieval of matching candidates, alternative 
solutions are offered: the exact match offers a binary decision; the approximate match allows 
for a soft decision, where missing attributes can be compensated with attributes matching very 
well; finally, the weighting of skills offers a fine grained match. The presented work further 
addresses the problem, that people do not update their profiles or web pages often. This 
problem is tackled by the introduction of formal ontologies. An ontology is defined by the 
authors as conceptual and schematic backbone for structuring a domain, adding metadata to 
documents, and drawing inferences. The ontologies used are developed in a four phased 
process comprising kickoff (first specification), refinement (concept elicitation, 
formalisation), evaluation (application), and maintenance. While the ontology-based approach 
is independent of the maintenance of individual documents or profiles, it raises the question 
of responsibility for the maintenance of ontologies. Thus, it is only an improvement in terms 
of accuracy, if the organisation that applies it is willed to assign responsibilities and effort to 
the maintenance of the ontology. 
[Yimam & Kobsa 2000a; Yimam & Kobsa 2000b] extend traditional, document-based 
knowledge management by giving access to people. Expert searching delivers a set of 
benefits: an expert can be seen as a source of information, who can give access to non-
documented information, an expert can be sought as role player (e.g. seeking a consultant, 
employee or contractor; seeking a collaborator, team member, community member; seeking a 
speaker, presenter, researcher, promoter, interviewee). The authors distinguish internal and  
external expert seeking. Traditionally, expert finding approaches rely on manually  created 
expert databases, which is labour intensive and based on willingness to contribute. Also, these 
databases tend to be outdated and incomplete. As an alternative, expert finding can be 
integrated with other organisational information systems. The basis for expertise recognition 
are expert interview, documents and other organisational resources such as databases. These 
different sources are integrated through so called “expertise indicator source gatherers” that 
retrieve and recognise relevant information and specialised “source wrappers” that area able 
to extract relvant expertise information. The approach separates expertise models (i.e. models 
that describe the expertise needed in a certain situation) and expert model (i.e. models 
describing individual experts). A problem is, that it is not clearly stated how the expertise 
indicator source gatherers work and what the basis for their decision about the relevance of 
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retrieved information is: the authors do not mention representation techniques for domain 
models (such as ontologies or taxonomies). However, the approach aims to combine different 
sources (interviews, web pages, databases) as well as different retrieval techniques and thus 
can be seen as a combination of the approaches from [Becerra-Fernandez 2000] and [Dunlop 
2000]. 
Despite all the technical approaches towards expert finding discussed above, the main 
problems in finding experts reside on a social level:  
“[…] any explicit model would not only show competence but also show lack 
of competence, especially when it would be coupled with a locator system. 
Both types of information are sensitive and not everybody […] would like 
them to be published […]” [Pipek et al. 2002]. 
Without any commitment to these issues, experts will not actively commit themselves to the 
maintenance of expertise profiles or similar mechanisms of representing and locating 
expertise. Consequently, [Pipek et al. 2002] state that expertise locating is currently a task of 
social navigation: 
“Asking the colleagues is a desired access control mechanism working in 
both directions: for the expertise seeker it is important to get informed 
recommendation where to look further, and for the experts it is ensured, that 
it is not an arbitrary request, but it comes through selective channels.” 
A reflection of these problems from an information brokering point of view reveals, that it is 
important to solve the technical issues involved with problems of representation, retrieval, and 
personalisation together with socio-cultural issues like responsibilities, benefits, 
commitments, and processes. This especially means, that it is not enough to introduce a new 
technological solution for expert finding unless the socio-cultural issues have been addressed. 
An information brokering centred approach that combines technological solutions with task 
and role distribution defining human involvement can address the issues and problems 
involved with expert finding and improve the currently available approaches. 
2.3.3 Organisational Memories 
Generally, an organisational memory (OM) comprises the complete knowledge of an 
organisation collected over the time of its existence. It consists of personal memories of 
people working in the organisation (i. e. their knowledge, experiences, expertise), document 
archives (both electronic and paper-based), and all further relevant pieces of knowledge that 
are important for organisational success. Within this work the term organisational memory 
will be used in a restricted form: OM is seen synonymously to computerised organisational 
memory applications and the processes they are embedded in. The goal of such applications is 
to capture knowledge or information within an organisation and distribute it to the workers 
who need it in order to “improve the competitiveness of an organisation by improving the way 
in which it manages its knowledge” [van Heijst et al. 1997]. 
From an information brokering point of view, organisational memories can be seen as intra-
organisational, partly automated information brokers, that capture information that is 
produced within an organisation (i.e. the information providers are organisational members) 
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and distribute it to those workers that need it (i.e. the information consumption also takes 
place within the organisation). This characteristic of organisational memories is an important 
aspect: as production and consumption processes occur within the same organisation, also the 
organisational contexts in which information is produced and consumed are comparable.  
In order to develop an OM for knowledge workers [Buckingham Shum 1997] tries to 
“capture the history of decision processes”. The author characterises knowledge work using a 
definition of tame and wicked problems and offers an approach for argumentation 
visualisation. The history leading to a decision provides the context in which this decision is 
made. A drawback is that the visualisation of even a simple decision may look quite complex. 
This problem increases with complex decisions, where many people are involved. It also 
requires discussions (and consequently decisions) to be explicitly documented using the 
presented approach, which leads to additional effort and cognitive load. 
[van Heijst et al. 1997] define corporate memories as “an explicit, disembodied, persistent 
representation of the knowledge and information in an organisation” that should support the 
basic knowledge processes (develop new knowledge, secure new and existing knowledge, 
distribute knowledge, combine available knowledge). The authors organise corporate 
memories along two dimensions: active vs. passive collection of information and active vs. 
passive information distribution. These dimensions reflect from an information brokering 
point of view the possible task distributions among different stakeholders in the brokering 
processes. They aim to develop a knowledge pump, i.e. a corporate memory that allows active 
collection and distribution of knowledge. They propose the use of knowledge profiles for 
every user as to identify relevant knowledge objects within the memory. These profiles which 
can be seen as simple context models are manually constructed and maintained by the users 
themselves (which may be seen as the weak point of this approach: the maintenance effort 
may be eschewed by the users).  
[Abecker et al. 1998a; Abecker et al. 1998b; Bernardi et al. 1998] see OM as an “enterprise-
internal application-independent information and assistant system that integrates various 
techniques and tools to support knowledge management”. Enterprise-, domain-, and 
information-ontologies are used to classify archived information. The enterprise-ontology 
classifies contextual information, the domain-ontology classifies information content and the 
information-ontology classifies structure. The enterprise ontology may be used to generate a 
context model for classified information that describes the organisational context in which the 
information has been created. As context modelling is not the main focus of this research only 
organisational context is regarded here, which itself is reduced to a process oriented context 
view. 
[Schwartz 1998] proposes the use of user centric meta-knowledge in organisational memories 
by enhancing plain text e-mails with links to appropriate concepts within the OM. In this 
approach the OM is considered to comprise two parts: a knowledge base containing 
organisational knowledge and meta-knowledge used to process the knowledge. Meta-
knowledge is considered to be user centric and is used to identify relevant concept 
descriptions in the form of user-profiles and shared semantics. User-profiles are used as more 
or less static user information (regarding e.g. position, current & past projects, ...) while 
shared semantics are concept descriptions that a user can ascribe to or not. All users who 
ascribe to the same description of a concept are believed to share the same view of that 
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concept. Users are required to actively ascribe to concepts which have to be defined a priori. 
Thus it is questionable whether in an environment of ever increasing amounts of concepts 
users are willed to keep their concept views up to date. 
[Mach et al. 2000] use ontology-based domain modelling techniques in order to contextualise 
and classify documents. The used ontology allows inheritance and instance-of relations to be 
modelled. It is built on concepts and instances and allows attribute-based, concept-based and 
text-based queries. Documents are manually enriched (contextualised) with concepts from the 
domain model. In the presented modelling approach only instance-of and inheritance relations 
are supported. Especially containment and general association relations are missing. 
Furthermore the underlying definition of context is not clearly stated. The enrichment of 
documents with domain concepts is simply called contextualisation. 
[Gandon et al. 2000] propose a framework for the design and development of corporate 
memories. This annotation-based framework tags information within the corporate memory 
with metadata. The authors define a set of requirements to be fulfilled by the metadata tagging 
format: it should allow a nested structure of metadata and documents to allow the integration 
of both, it should be extensible and accessible via internet, and it should be understandable by 
human beings as well as machines. These requirements are motivated by the idea, that if the 
corporate memory is annotated with semantically sound metadata, then agents can use these 
semantics to infer about relevance. The authors further propose an agent based architecture 
for corporate memories that distinguishes three types of agents: ontology agents, document 
agents, user agents. This structure can be seen as a view of the classical information brokering 
roles: the document agents which are responsible for accessing and retrieving documents 
represent the provider, the ontology agents are associated with accessing the metadata 
representations and represent the broker’s point of view, while the user agents perform 
personalisation tasks and thus represent the client side of the brokering process. However, it 
remains unclear whether the task of annotating the contents of the corporate memory is 
completely left to humans or not.  
While the relation between organisational memories and information brokering seems 
obvious, most approaches discussed focus on isolated technological aspects and do not regard 
their combination with human abilities and responsibilities. General information brokering 
processes as well as role and task assignments can be beneficial to organisational memory 
approaches as well. In the following, several application areas of organisational memories that 
partly focus on these aspects will be discussed. 
Help Systems 
One of the first published OM systems was Answer Garden (see [Ackermann 1994a; 
Ackermann 1994b; Ackermann & Malone 1990; Ackermann & McDonald 1996]) which 
aimed to provide a continuously growing repository of hierarchically structured questions and 
answers including communication means to route unanswered questions to domain experts. 
Goals were to “make recorded knowledge retrievable and to make people with knowledge 
accessible”. Later versions of Answer Garden were expanded with regard to the use of 
different means to get questions answered: browse through previously answered questions, 
chat, news groups, help desk, etc. The external communication means were used only to put 
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questions there, they were not used to retrieve or archive previously answered similar 
questions. 
Ackermann identifies contextual problems within OM by showing a trade-off between too 
much (not generalisable) and too little (not understandable) context information. His idea is to 
”strip away” contextual information from documents stored within the OM to identify the 
general (= reusable) part of it and to provide explicit contextual information in a simple form 
(such as submission date and author). This idea is in contrast to the belief, that additional 
contextual information enriches information and may give it a clear focus. 
The use of one (dynamically growing) categorisation hierarchy (i.e. a question hierarchy) 
classifying questions and answers makes retrieval using Answer Garden difficult as it does 
not allow different views on the categorised information. Every user, regardless of her 
context, expertise, interest, etc. viewed the same answers to the same questions using the 
same hierarchy (that, needless to say, grows a bit unmanageable in time). The question & 
answer based approach makes Answer Garden a tool to be used in helpdesk applications 
rather than in general OM applications. 
Group Memories 
Some approaches to OM have been reported from CSCW research. OM in these areas often is 
called group memory underlining the informal character of supported user groups. [Kantor et 
al. 1997; Zimmermann & Selvin 1997] archiv e-mail communications in “Knowledge Depot”. 
They identify the concept of ”Project Awareness” which comprises the awareness of 
discussions, decisions, and changes during project work. Knowledge Depot organises the 
group memory into dynamically refinable hierarchical sections (just like Answer Garden) and 
classifies incoming e-mails based on subject-line keywords. Users may now browse through 
the archive or trigger selected sections to be automatically informed about incoming mails or 
search the archive using keywords. If the user community agrees on a subject naming policy, 
these subject lines may contain contextual information describing the message content, thus 
allowing contextual organisation of messages. However, Knowledge Depot strongly relies on 
the discipline of users in choosing the right subject lines: the approach offers a pure technical 
solution that does not propose responsibilities for quality assurance.  
Organisational Learning 
[Fischer et al. 1997] investigate three main OM issues related to personalisation: how to 
capture knowledge; how to sustain timeliness & utility; and how to deliver actively and 
adaptively. Their research aims to support software development groups and is based on 
results of a previous project [Lindstaedt 1996] where complexity in design is analysed 
(concerning the synthesis of different perspectives, the increasing amount of information 
relevant to a design task and the understanding of previous design decisions). A framework 
for a group memory feedback loop is presented that tries to tackle two disparate goals: 
support for the current design work at hand & support to record information for future reuse. 
GIMMe (Group Interactive Memory Manager), an e-mail-based tool to capture, store, 
organise, share and retrieve conversations is presented. Similar to the Knowledge Depot, 
GIMMe organises e-mails according to their subject lines. 
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Organisational Memories for Software Engineering 
[Maurer & Dellen 1998] present an approach for process oriented knowledge management 
where information need and knowledge provision are dependent on the process context. Their 
approach is related to the ”experience factory” approach [Basili et al. 1994] that tries to 
package software development experience. Maurer & Dellen present a process modelling 
approach that connects documents to processes instead of using formal classification & 
retrieval methods. While the connection of documents with process states offers interesting 
retrieval capabilities it is also the weak point of this approach: only the exactly matching 
process context will provide the right information, no explicit context model is maintained 
that might allow similarity measures and no context-free retrieval (e.g. using keywords) is 
supported. This is quite similar to [Prinz 1993], where organisational structures are used 
instead of software engineering process models to model context. 
Combinations of Organisational Memory and Workflow Modelling 
[Wargitsch et al. 1998; Wargitsch et al. 1997] identify drawbacks of existing WMS and OM 
solutions and propose the integration of both as solution. Existing WMS applications require 
high modelling efforts due to the necessity of a priori modelling workflow processes. They 
also lack flexibility mechanisms like exception handling and continuous process 
improvement. A further problem is the loss of know how through the use of WMS: know-
how, expertise, and knowledge is hidden in the workflow models and not easily retrievable. 
Organisational Memory applications on the other hand have problems concerning their user 
acceptance and require high maintenance efforts. 
As a solution to the drawbacks of both areas, the authors propose the integration of workflow 
management with OM technologies. Their basic idea is to use an evolutionary WMS that 
stores completed processes in a case base providing access to best (and worst) practices and 
lessons learned. The WMS instantiates a double loop learning feedback process. An inner 
cycle performs “learning by example” by retrieving workflow models from the case base, re-
planning them, executing them and archiving experiences (inner feedback loop: learning how 
to optimise process execution). An outer cycle, “learning by supervision” is performed to 
consequently improve the case base. Therefore elements of the case base are analysed (by 
human experts), modified, and archived again (outer feedback loop: learning how to improve 
process models by reflecting on process models). The system thus serves as a workflow 
management system and an organisational memory archiving best practices and allowing case 
based retrieval. 
During execution of processes and tasks the WMS gives access to task specific documents 
and information items. An ”out of context” information need, that exists outside a modelled 
process is not supported by this approach. Also, it limits context to the notion of ”current 
workflow task”-context and ”reflection on workflow”-context. 
Open issues, as stated by the authors, are deficiencies in the outer learning cycle, where a 
systematic approach is still missing. Further open issues concern transactional security, and 
the limited scope of the supported business processes (highly automated and stable mass 
processes are hardly to be realised with this approach) 
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Process-based knowledge management approaches tend to focus strictly on process execution 
states, but ignore other aspects of information needs. [Wolverton 1997] addresses this 
problem by using explicit enterprise models (which are partially stored in workflow models, 
enterprise ontologies and other models) for the automatic distribution of corporate 
information. On top of these models heuristics try to find out about information needs based 
on events that occur in certain process contexts. By searching for paths within the enterprise 
models the system tries to deduce an information need. Thus the presented approach is 
complementary to traditional WMS approaches in that it adds needed functionality 
(information distribution) to the core WMS. As it does not improve the organisational models 
themselves, it can only be as good as the underlying enterprise models. Additionally, 
information distribution based on enterprise models (thus providing some usage context) is 
limited to organisations with explicitly modelled, stable and reliable communication 
structures and responsibilities. Information items get distributed within an organisation based 
on the organisational roles that people have and their relations to the organisational process 
that created the information.  
Complementary, [Reimer 1998] focuses on highly structured application domains (here: 
insurance companies), combining (integrating) several knowledge bases using knowledge 
formalisms. The underlying understanding of OM is based on the perception of two roles: (1) 
OM acts as a passive container for relevant organisational knowledge; (2) OM acts as an 
active distributor for information needed in the task at hand. To reach the second role the 
author states, that the OM needs to know what the user is currently doing. He thus proposes 
the integration of OM with a WMS which provides process context. 
[Klamma & Schlaphof 2000] work on the explicit representation of mnemonic processes (i.e. 
processes to create, use and maintain knowledge) as business processes in order to integrate 
organisational memory and workflow management. The underlying hypothesis is that 
business processes involving people and technology form that part of the organisational 
memory promising best utilisation of resources. Consequently, capturing and accessing 
operations for organisational memories should concentrate on these processes. The work 
adopts Takeuchi and Nonaka's modes of knowledge conversion (socialisation, externalisation, 
combination, and internalisation) and outlines the following process: identify core business 
processes; identify corresponding people and agents; get descriptions for processes by process 
members; use mnemonic process knowledge creation to externalise process, agent, and tool 
representations; empower people in training sessions to use the system; and finally run the 
system to build knowledge. The modelling approach in this work is based on the 
identification of business process models as primary objects and the identification of 
knowledge creator, knowledge user, expert, and knowledge administrator as knowledge 
agents. Context is not explicitly mentioned here but as business process models can be seen as 
context models for business process execution it seems clear, that explicitly but manually 
created context models are maintained by this approach. The explicit identification of 
knowledge agents as different roles participating in the knowledge management process is 
closely related to the explicit information brokering process models defined in this work. 
A basic problem of most process-based approaches is, that the information supply is strictly 
connected to the state of an explicit business process. This may be useful in certain domains, 
while other domains require more flexibility (see e.g. the following subsection). 
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Virtual Enterprise 
According to [Ribière & Matta 1998], a virtual enterprise (VE) is an organisation comprising 
different people of different (physical) organisations to reach a dedicated goal in a limited 
period of time. As such a VE is comparable to a project consortium. After the goal is reached, 
a VE stops to exist. Approaches that try to support VE and research communities with OM 
technology can be found in [Dieng et al. 1999], [Ribière & Matta 1998], & [Gaines & Shaw 
1997]. Due to this limited period of existence of the virtual enterprise, usually most processes 
are not modelled explicitly. Consequently, the approaches discussed in the previous section 
are not appropriate here. 
Based on a corporate memory typology offered in [Dieng et al. 1999], [Ribière & Matta 1998] 
offers an analysis of the CM need of a VE exemplified for the domain of concurrent 
engineering (CE). Two levels of tasks in concurrent engineering are identified: individual 
design and co-operative evaluation. To support these tasks a corporate memory designed for a 
VE should be composed of a profession memory (capturing knowledge about people, 
expertise, professions), a project definition memory (capturing requirements & results), and a 
project design rationale memory (keeping components, conflicts, problems, solving methods, 
arguments).  
Some open issues remain unanswered (and even unidentified) by the authors: Why should one 
set up an OM for a limited period VE when the effort of creating and maintaining an OM only 
pays off in the long run? Which members of the VE own the OM? The members of a VE may 
have the same strategic goal but do they share the same interest? Do they want their expertise 
to be shared with other VE members? 
Though research communities are no virtual enterprises they share some commonalties: 
distributed over the whole world, working in closely related areas, interested in fast and 
efficient knowledge exchange. [Gaines & Shaw 1997] proposes knowledge management for 
research communities through capturing of live events (such as conferences) in hypermedia 
(WWW, CD-Rom, ...). Papers presented should be enriched by video captures of 
presentations. Electronic conference proceedings could then benefit from the technological 
advantages of linking text documents with picture, sound, and video material. 
[Zacklad et al. 2000] address the problem of knowledge management in inter-company co-
operation contexts by proposing the use of extended enterprise memories. An extended 
enterprise is defined as complex economic and competitive environment comprising 
heterogeneous organisations as participants. An extended enterprise memory is consequently 
defined as explicit and persistent representation of the collective knowledge of the extended 
enterprise. It contains exogenous knowledge (from each partner) as well as endogenous 
knowledge (emerged during activities). The extended enterprise memory is created using a 
technique called co-operation engineering, that is based on the following process: a 
cooperative activity leads to shared experience among the partners. This experience can be 
turned into knowledge that may be reused by the extended enterprise. Consequently, the 
knowledge modelling approach taken has not only to consider problem solving issues but also 
co-operation issues in order to take the special situation of an extended enterprise into 
account. However, a critical issue is the dependence on the willingness of the participating 
organisations to contribute to the extended enterprise memory. While this is already a critical 
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issue for organisational memories of single organisations, the situation is expected to be even 
worse for extended enterprises: the participating organisations may lose their competitive 
advantage when sharing significant portions of their knowledge with other members of a 
chain. 
The following statements summarise the different approaches surveyed and discussed in the 
previous sections. 
• Many approaches stress the importance of knowledge management, expert finding, 
and organisational memories as means of effective knowledge distribution within and 
across organisations. 
• The different approaches either focus on organisational aspects or on technological 
aspects. Approaches integrating both are rare. 
• Despite the fact, that information distribution is recognised as an effective means of 
knowledge sharing, only little effort has been spend on modelling and supporting 
information brokering processes explicitly. 
These results clearly motivate the integration of technological approaches with process-
oriented approaches that assign tasks, roles, and responsibilities to organisational members. It 
is our strong belief, that this integration represents an important step towards better 
knowledge management solutions. 
2.4 Process Modelling with Workflow Management 
A main aspect of this work is to analyse and model information brokering processes. 
Consequently, in this section approaches towards process modelling are reviewed. 
Additionally, an explicitly represented process model constitutes an important dimension of 
the current context of a person being involved in the modelled process. Consequently, 
information needs can be derived from process execution states, and produced information 
can be classified using the same process-based state information. 
The Workflow Management Coalition (WfMC) defines workflow management as “the 
management of processes through the execution of software whose order of execution is 
controlled by a computerised representation of the process” [Workflow Management 
Coalition 1994]. 
The term workflow-management denotes a process oriented view (as opposed to e.g. data 
oriented, object oriented, function oriented or data flow oriented) on procedures within 
organisations. A workflow models time & causal dependencies between its elements and their 
distribution among different members of the organisation. 
It has a holistic view on the modelled organisation in that it has to consider all aspects of the 
application domain that are important (e.g. data flow, control flow, etc.). This horizontal view 
differs from that of organisational models which have a hierarchical view on structures and 
functional units.  
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A further feature of workflow-management is the use of explicit models for representing 
workflow. This implies the existence of a workflow modelling language, that allows the 
modelling of (at least) the following different aspects: functional aspect (framework), 
behavioural aspect (control flow, causal and temporal dependencies), data aspect (data flow), 
organisational aspect (organisational structures, population, relations), operational aspect 
(integration of tools), optional: security aspect. Figure 5 shows the relation of some common 
workflow terms. Unfortunately these terms are not consistently used throughout the literature. 
Workflow Language
Workflow Schema
Workflow Instance
Workflow
Workflow Language Model
Workflow Schema Model
Workflow Instance Model
Abstract
Concrete
Symbolic Level Application Level
 
Figure 5 Important workflow terms on different abstraction levels9 
2.4.1 What does a workflow management system do? 
A workflow management system (WMS) is a (re-)active software system that controls the 
workflow between involved parties following a defined workflow schema. A WMS supports 
the development of workflow management applications (WMA) as well as the execution of 
workflows. 
A WMA is an implemented solution comprising WMS, workflow schemas, workflow 
instances, actors and workflow applications (which are integrated applications designed to 
solve single tasks within workflows). 
In the following sections several different approaches towards workflow management are 
discussed. These approaches stem from various research areas and are presented accordingly. 
As a starting point some overview articles will be presented before the discussion of several 
single approaches in more detail.  
                                                 
9 Adapted from [Jablonski et al. 1997]. 
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2.4.2 Overview 
[Schneider & Schweitzer 1996] distinguish transaction-oriented (e.g. bank accounting) and 
document-oriented (e.g. administrative acts) workflow management systems. In transaction-
oriented workflow systems a process has to pass several persons which all have to perform 
different tasks in order to reach a certain goal. In a document-oriented workflow a single 
document passes several persons, all of which have to change the document state and pass it 
on to the next. Consequently, in a document-oriented workflow information flow and control 
flow are combined in the document state, while in a transaction-oriented workflow these are 
separated: there is no central document that changes it state. Instead, the information 
exchanged between the different process stages may be totally different. 
A further distinction is the underlying technology: engine-based and email-based workflow 
management systems can be identified. In engine-based WMS one central workflow server 
knows about the state of each workflow instance and controls the workflow execution, 
whereas email-based WMS allow distributed control, every workflow-knot only needs to 
know the following steps. 
A third dimension is the complexity of the WMS: complex WMS rely on explicit 
organisational models covering: organisational units, positions, persons, roles, resources, 
competencies, and tasks. Processes are modelled explicitly with data- and control-flow and 
the WMS keeps history and state for all process instances. 
Simple WMS are usually email-based. Workflow and document form a unit which makes 
simple WMS only applicable for limited workflow applications (e.g. electronic circulation). 
The authors further define organisational prerequisites for workflow applications: processes 
must be dividable into steps, rules must be definable that model the logic of transitions 
between steps, tasks must use electronic information sources & tasks must be assigned to 
persons (roles). 
They also identify problems of current workflow solutions. Missing “ad hoc” functionality to 
cover exceptions from usual workflow leads to problems when these exceptions occur: users 
lose confidence in the applicability of WMS. The missing integration with existing legacy 
applications causes significant efforts in the introduction of WMS. After introduction of 
WMS people often experience less freedom in the management of their daily work. 
For the future the authors propose work on integration of WMS with legacy applications, 
vertical integration of workflow analysis, design and implementation representations and 
horizontal integration of different software applications used in organisations, having the 
vision of comprehensive enterprise-ware in mind. 
Another overview of existing WMS technology may be found in [Kirn & Unland 1994]. The 
authors identify core WMS tasks like task co-ordination, find the next person, delivery of 
context dependent information, support for task execution (by starting the right programs) & 
supervision of process execution). As main drawbacks of the existing WMS solutions they 
identify the following problems: 
• WMS do not regard organisational facts to the needed extent 
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• WMS support centralisation and fixation of organisational structures as a centralised 
WMS is in control and is the single point of access for changes 
• WMS do not support dynamic changes in office environments during runtime of a 
workflow process 
• unstructured processes are difficult to describe 
• it is difficult to model dependencies and influences among different workflow instances 
(e.g. two instances of two different workflow processes that may depend on each other) 
• it is difficult to support exceptions 
• WMS are not yet integrated to a satisfying degree. 
The authors propose initial solution approaches to these drawbacks. The decentralisation of 
workflow control by use of distributed AI techniques shall overcome all centralisation related 
issues. Further, regarding a business process as a multi-agent system shall distribute control 
and process negotiation, thus providing more flexibility. 
2.4.3 Traditional Workflow Modelling Approaches 
[Goesmann et al. 1997] discusses requirements to WMS to support flexibility in business 
processes. Flexibility is defined as the client-oriented ability to react to changed client needs. 
Generally the following WMS goals are identified: time saving, cost reducing, and quality 
improving. The authors state, that a lack of flexibility support can be observed in existing 
WMS due to the strict separation of modelling and execution phases. They therefore identify 
a set of mechanisms that are needed to support the desired flexibility: exception handling for 
task failures (e.g. re-execution or delegation), dynamic re-modelling of certain process 
elements when the pre-modelled workflow is insufficient in a special situation, or the 
cancellation of an active workflow when its goal cannot be reached. These flexibility 
mechanisms require new workflow modelling techniques. Therefore the authors introduce 
completely and incompletely modelled workflows. A completely modelled workflow 
corresponds to the classic workflow modelling, where all execution relevant information is a 
priori modelled. For incompletely modelled workflows some parts of the workflow are not 
explicitly modelled beforehand. Two techniques to cope with this situation at runtime seem 
appropriate: “late-modelling”: the missing workflow modelling information is supplied when 
it is available at runtime. This completes the workflow model and allows its execution but 
requires that some person knows the complete model at least at runtime. The other technique, 
“post-modelling” requires groupware-like support to implicitly add workflow information by 
the user. The user does not have to have knowledge of the complete workflow, she just needs 
to find out who’s next. Protocol (or logging) mechanisms guarantee that the ad hoc 
information is a basis for later re-modelling. 
The introduction of runtime changes also leads to new problems: conflicts between the 
changing person and further involved persons may occur and need negotiation capabilities 
and default solutions. In some cases legal issues don’t allow the modification of some 
processes, thus the workflow model has to allow or forbid certain changes (this leads to a 
trade-off between flexibility and pre-modelling!). The identification of all persons involved in 
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the negotiations is not a trivial task: not all persons involved in a workflow need to negotiate 
on a certain change and not all persons that need to negotiate are involved in the workflow. 
The flexibility goal also requires continuous evaluation of workflow execution at runtime, 
change-time and post-runtime. Changes in co-operation partner, the workflow path or the 
information basis have to be monitored as a basis for evaluation and improvement of 
workflow models. In their conclusion the authors state that “flexibility by WMS” is only 
achievable through “flexibility in WMS”. Flexibility is still an open field of research, current 
solutions still lack the required mechanisms. 
Complementary, [Kappel et al. 1995] aim to provide mechanisms for flexibility support. 
Object-oriented techniques are used for workflow modelling, representation and execution. 
The ideas presented to achieve flexibility comprise the use of object oriented techniques to 
arrive at reusable components, the use of roles to provide a separation of task and person and 
the use of dynamically adaptable rules.  
But not only flexibility issues are problems of current WMS. Important research issues in 
large scale workflow management systems are identified by [Mohan et al. 1995], grouped into 
six areas of research: failure resilience in distributed WMS, compensation and navigation in 
workflow networks, high availability through replication, mobile computing, distributed co-
ordination, and advanced transaction models. 
Failure resilience in distributed WMS. The relevance of business process control motivates 
the requirement for failure resilience: each component must be capable to deal with local and 
communication failures. Communication failures may be handled by using a co-ordination 
protocol with a persistent message mechanism, stable storage, and a handshake protocol. 
Local failures should be handled by replication (for database failures), multiple connections 
(for WMS failures), and clustering approaches (to reduce impact of failures). 
Compensation and navigation in workflow networks. Recovery mechanisms are needed for 
failed processes which allow forward recovery to make progress despite failures and 
backward recovery to undo effects of changes. Furthermore navigation mechanisms to browse 
through the control flow of a process are needed. 
High availability through replication. High availability is a key requirement that is only 
achievable by replication of process instance information. Problems are the high cost of 
replication and the reduced throughput. The proposed solution uses three priority levels for 
workflow models: hot stand by (fully replicated), cold stand by (replicate only messages), 
normal (no replication). Further problems in replicated scenarios are the dynamic 
configuration, incorporation / exclusion of servers, and the message duplication. 
Mobile computing. The common WMS approach uses a central WMS server, to which the 
clients are permanently connected. The central server always knows the complete current 
state. An increasing amount of people working with mobile devices causes problems to this 
concept. Therefore the notion of locked activities & user’s commitment is introduced by the 
authors. Downloaded processes are locked for other users until explicit commitment. 
Distributed co-ordination. A further problem of centralised solutions is that the server is a 
bottleneck. The authors thus present two approaches two distribution: (1) the complete 
process and its state is sent from one server to the next after completion of single task 
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(problem: message size); (2) process models are replicated beforehand and only the results of 
the currently completed task is sent to the next server. Distribution causes an additional 
problem: the distributed control requires complex monitoring / reporting mechanisms, as no 
single point of surveillance exists any longer. 
Advanced transaction models. The goal of advanced transaction models is to eliminate 
constraints imposed by traditional DBMS oriented transactions. The solutions to advanced 
transactions provided so far are mainly of pure academic nature, i.e. no applicable 
implementations are available. The proposed solution approach views workflow models as 
basis for advanced transactions. Workflow models complement advanced transactions and 
extend them with concepts like: roles, worklist management, interaction with manual 
activities, etc. 
2.4.4 Agent-based approaches to Workflow Modelling 
[Jennings et al. 1996] proposes agent-based business process management (ADEPT) opposed 
to a centralised, server based workflow management solution. An organisation is viewed as a 
set of services, each service representing an underlying business process. Every service is 
represented by an autonomous agent (or a set of agents), which has to deliver the service. The 
agent may provide (parts of) the service itself or negotiate with other agents about subtasks. 
Negotiating agents have to agree on the service execution conditions before the execution can 
take place (using a negotiation protocol with PROPOSE, COUNTER-PROPOSE, ACCEPT & 
REJECT message types). The agreement is done with regard to several constraints: resources 
available, scheduling constraints, cost, etc. The authors claim several advantages of this 
approach over traditional WMS: the negotiation mechanisms allow flexible reaction on 
exceptions as agents can re-negotiate with other service providers; the distributed agent 
approach delivers a higher robustness as no single point of failure may be observed; the 
distributed control over agent hierarchies allows flexibility in business process redesign as 
e.g. every department is able to restructure the internals of their service provision agents 
without affecting their externally available services; resource management is flexibly 
integrated in the negotiation strategy, thus resource management (re-scheduling, re-
assignment, re-negotiation) is possible during the process execution and needs not to be 
assured beforehand; the approach allows the modelling of concurrent and competing services 
(important e.g. to provide mechanisms for internal billing, or to model workflows across the 
boundaries of organisations in e.g. virtual enterprises); and the agent approach allows each 
department to maintain its own internal information models that are only at the 
communication layer to be mapped to an inter-agent model. 
The authors discuss some further agent-based approaches: agent-based process design, 
federation-type agents, mobile agents. Agent technology is used for business process design 
to enable distributed people to participate in design / modification of business processes. This 
is an approach complementary to ADEPT, as here agents are used in the design of business 
processes, not in their execution.  
Approaches using a federation-type agent architecture organise agents into groups 
communicating via facilitators. These facilitators negotiate on behalf of their agents 
(representing the interests of multiple agents). This approach seems to be applicable only for 
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purely co-operative scenarios, as the facilitators are negotiating on behalf of several, possibly 
conflicting interests. 
An approach similar to ADEPT except that mobile agents are used is discussed. A mobile 
agent approach requires only those departments that need services from other departments to 
build mobile agents to deliver the service, other departments just have to allow the execution 
of mobile agents. Open problems in mobile agent approaches comprise mainly security issues, 
as the execution of “foreign” processes has to be allowed on local machines. It is further 
questionable that the communication overhead will be reduced by mobile agents (as complex 
software has to be communicated and not only data). Another issue is that of service 
provision: the department in need of a service has to model the service agent, not the 
department delivering the service. 
In general there are some open issues in agent-based approaches that show that the promising 
ideas and first results are still some way from industrial strength: richer and more flexible 
negotiation models are needed, scalable techniques for information sharing among agents are 
required, a need for more elaborate resource management & more flexible service scheduling 
algorithms is observable. However, the integration of agent-based, technology-centred  
approaches with organisational responsibilities and human-based tasks is not clarified yet. 
2.4.5 CSCW contributions to Workflow Modelling 
[Schneider et al. 1996] identifies as major drawback of existing workflow management 
systems the lack of support for synchronous co-operative work. Current WMS only support 
asynchronous co-operation, namely the sequential execution of tasks by different users. As a 
solution to this drawback the authors propose the integration of WMS and Multimedia 
Collaboration (MMC) conference tools. These tools should allow the definition of different 
kinds of conferences: pre-scheduled (i.e. included in the workflow model) and ad-hoc (i.e. 
initiated out of a specific situation) conferences which may be static (i.e. co-ordinated by the 
system) or dynamic (i.e. co-ordinated by a user). A second major drawback identified by the 
authors is the missing workflow interoperability (often different WMS are used within an 
organisation due to different capabilities) based on standards proposed by WfMC the authors 
propose to build interoperability interfaces between WMS (including interoperability for 
conference support, of course). 
Open issues that are stated are support for automatic agenda building (using the context of the 
initiating situation), TODO-list generation and schedule building to support success of 
conferences, and support for analysis and evaluation of conference results. 
A different approach, that is not directly related to workflow management but complementing 
it, as it makes use of explicit organisational models in order to support co-operation and co-
ordination is presented by [Prinz 1993] (TOSCA). He describes an organisational information 
server introduces explicitly contexualised information to the CSCW. Organisational entities 
(people, projects, departments, tasks, ...) are modelled as objects and interrelated. Different 
views may be generated on organisational information and relations between organisational 
objects may be followed. Information presented by the system is always contextualised (using 
the creation context, e.g. department or project) and communication means allow 
contextualised discussion about & annotation of objects. As weak point of this approach one 
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may see that explicit organisational modelling is required a priori which may lead to outdated 
organisational structures and context models. Another problem is that the contextualised 
information can only be found by users who move to the appropriate context. Thus only 
retrieval by ”matching context” (as opposed to the explicit retrieval of documents in a certain 
context) is supported. 
The approach may be seen as mixture of workflow modelling (tasks and roles are modelled 
and interrelated), organisational memory (organisational information is collected and 
distributed) and co-operation support approaches. 
2.4.6 Transactional Approaches to Workflow Modelling 
The importance of transactions in workflow task communications is stressed by [Wheater et 
al. 1998]. Shortcomings of existing solutions are the lack of scalability due to the monolithic 
structure of most WMS, the lack of support for fault tolerance, and the lack of interoperability 
due to proprietary platforms and protocols. The proposed WfMC reference model which 
defines interoperation interfaces also has shortcomings as it is a centralised model which is 
not suitable for wide-area distribution. The authors propose a WMS that is based on a 
transactional platform to reach interoperability, scalability, flexible task composition, 
dependability and dynamic reconfiguration as a solution to the mentioned drawbacks. 
By developing a CORBA compliant, distributed system without centralised control they want 
to reach the interoperability and scalability goal. The flexible task composition shall be 
guaranteed by providing a uniform way of composing complex tasks of transactional and non-
transactional tasks. The use of transactions (and transactional shared objects) guarantees 
dependability. Dynamic reconfiguration will be reached by the representation of temporal 
dependencies between tasks, where a reflective execution environment allows for dynamic 
modifications and transactions ensure atomicity with respect to normal execution. 
The main constituents of the presented system are a workflow repository service and a 
workflow execution service, both based on the OTSArjuna transaction service (which itself is 
based on CORBA). The workflow repository service stores workflow schemas and provides 
operations for initialisation, modification and inspection. The workflow execution service co-
ordinates workflow execution, distinguishing tasks and task controllers. Task controllers 
(which may be distributed) model task interdependencies (data flow & control flow) whereas 
tasks represent wrappers for task execution. Tasks may be simple tasks, compound tasks and 
genesis tasks (place holder tasks, used for on-demand instantiation in complex applications or 
repetitive tasks). 
The authors discuss two further CORBA based approaches: RainMan and ORBWork. Both 
follow similar approaches, RainMan without support for fault tolerance (in the sense of 
distributing task control) whereas ORBWork lacks the support for transactions. 
As distinguishing factors of their own work the authors state (1) the transactional task co-
ordination providing fault tolerance and (2) the reflective architecture that allows dynamic 
(run-time) control. 
The authors do not state open issues. Critical one can see that the workflow repository service 
remains as a single point of failure. Nothing is said about who controls the workflow models 
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and who guarantees their quality. Furthermore, nothing is said about the distribution of the 
workflow repository service, which seems to be a centralised element of the approach. 
2.4.7 Organisational Research and Workflow Modelling 
[Kirn & Kümmerling 1997] identify as major drawback of workflow-based organisational 
configuration that the focus is on processes instead of organisational structures which does 
not allow a restructuring of organisations using workflow techniques. Three selected 
organisational theories are discussed with respect to their possible contribution to workflow 
modelling (the pragmatic-economic approach, the decision-oriented approach, and the 
situative approach). 
Pragmatic-economic approach. The classical approach uses an instrumental definition of 
organisations and a separation of structures and processes within organisations. Newer 
process oriented views criticise the missing influence of process and structures in the classical 
view and propose a value adding chain comprising process analysis, distribution of process 
steps to locations, and co-ordination. The relevance of this approach to workflow modelling is 
that the process oriented view is a pre-requisite toward a more dynamic workflow modelling 
using either an evolutionary approach starting from current state analysis or a revolutionary 
approach questioning all existing processes and structures. 
Decision-oriented approach. Views an organisation as a decision system aiming to develop 
formal decision methods and models. Its relevance to workflow modelling is that it asks for 
the effects of the introduction of WMS on decision processes. The goal is to analyse who 
needs which information to make decisions thus providing its main benefit in modelling 
phases. 
Situative approach. The main idea of this approach is to explain differences in formal 
structures of organisations with differences in their situation (distinguishing between internal 
and external situations). Therefore several dimensions of organisational structure are 
identified (specialisation, co-ordination, configuration, decision delegation, formalisation) and 
the effects of introducing WMS are analysed with respect to these (less specialisation, less co-
ordination overhead, less configuration overhead, centralisation of know how but 
decentralisation of decisions, increasing formalisation). The relevance of this approach to 
workflow modelling is the investigation in the effects WMS have on the internal situation of 
an organisation and the consequent question: which organisational structures are necessary to 
exploit the potential benefit from WMS. 
The introduction of workflow management systems into an organisation has to consider 
results of these related areas if the benefit shall be maximised. In analogy to the discussion of 
knowledge management and organisational memory solutions, this means, that a focus on 
technological aspects does not solve the structural problems of WMS. 
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2.5 Context 
One central reason for the introduction of workflow modelling systems is that they 
contextualise work processes and offer context-based access to information and specific tools. 
However, their application seems only to be suitable in structured, process-oriented domains. 
Additionally, workflow management systems only look at one specific contextual dimension: 
the process execution state. 
Over the last years, context has received a great amount of attention in various areas of 
research. A great variety of definitions and understandings of context exist. In linguistics, 
people research the context dependent meaning of utterances (see [Akman 1999]) or the effect 
that dialogues have on changing context (e.g. [Bunt 1994]), where context is seen as the 
personal context of participants in communication.  
Generally, context can be defined as  
“the conditions and circumstances that are relevant to an event, fact, etc.” 
[Collins 1999] or   
“the interrelated circumstances in which something exists or occurs” 
[Webster’s 1996].  
More specifically in terms of computer systems, context may be defined as  
“any information that can be used to characterise the situation of an entity; an 
entity is a person, place, or object that is considered relevant to the interaction 
between a user and an application, including the user and applications 
themselves” [Dey & Abowd 1999]. 
Some philosophers state that there is no context independent meaning of information at all 
[Heidegger 1962]. Others ([Penco 1999]) distinguish between metaphysical context (= set of 
features of the world) and cognitive context (= set of assumptions on the world). 
Cognitive scientists research the notion of context in information systems (e.g. [Croon 1998], 
[Nardi 1996b]) stating that a contextual understanding of information systems implies that 
there is no clear border between systems and their social surroundings. Other research focuses 
on the development of experts in certain areas, resulting in the observation, that expertise 
results from intensive practice combined in context, as opposed to the previous belief in 
innate talent (see [Ericsson & Charness 1997]). However, within the cognitive science 
research community, the meaning and impact of context is not yet agreed on (compare e.g. 
[Ziemke 1997] for a comparison of the meaning of context in cognitivism and enaction). 
Machine learning researchers recognise context as an important aspect of feature selection. 
They propose formal definitions of context and strategies to manage context-sensitive features 
(see [Turney 1996a; Turney 1996b]). [Motschnik-Pitrik 1999] uses contexts in software 
engineering processes to identify views on objects, where objects have different attributes 
depending on the context (or perspective) they are viewed in. [Wobcke 1999] explores 
contextual differences during analysis and design of software agents. During analysis, the 
agent’s context is considered, while design is performed focussing on the programmer’s 
context. These contextual differences lead to difficulties in the seamless transition from 
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analysis to design. [Berthouzoz 1999] considers context for machine translations. Contextual 
information allows the translator to access pseudo-semantic information that reduces 
translation ambiguities. 
[Pomerol & Brézillon 1999; Agabra et al. 1997] identify three forms of context: contextual 
knowledge, external knowledge and procedural context. Contextual knowledge is all the 
knowledge that is relevant for a person in a given problem situation and that can be mobilised 
to understand and solve the problem. External knowledge is knowledge that is available to the 
person solving the problem, but that is not related to the problem. The procedural context is 
created, when an event occurs that forces the person to pay attention: the contextual 
knowledge is proceduralised i.e. invoked, structured, and activated. In a field study, the 
dynamics between these different contexts is evaluated at a company. However, the 
implications of these results to system development remains unclear: it is not stated, whether 
these different forms of context may be explicitly represented and can be used for reasoning 
purposes. Additionally, the authors use the terms context and knowledge synonymously. This 
contradicts the viewpoint of this work, seeing context and knowledge as being clearly distinct. 
The observation, that knowledge may be only relevant in the context it originates from (see 
[Compton & Jansen 1988]), leads to extended approaches towards context-sensitive expert 
systems. Their aim is to circumvent maintenance related problems of expert systems: the 
extension of existing systems with new rules is hard as conflicts with existing rules may 
occur. The basic idea motivating this work is to invent rules that are only valid in the context 
an expert states them, thus they should only be fired in that context again. Therefore, a ripple 
down rule based expert system is introduced, where rules are extended with a notion of 
context. Context here is information about the history of previously fired rules. According to 
the authors this approach leads to easier to maintain expert systems: rules never need to be 
neglected totally, as there is always a context where they are still true, even after the invention 
of conflicting rules in other contexts. 
Similarly, [Lenat 1998] defines twelve contextual dimensions in the background of modelling 
and reasoning within real world knowledge (absolute time, type of time, absolute place, type 
of place, culture, sophistication/security, topic, granularity, 
modality/disposition/epistemology, argument-preference, justification, domain assumptions). 
The approach is based on earlier works in the CYC project (see [Lenat & Guha 1990]), that 
aimed to model commonsense knowledge as background knowledge that provides context for 
reasoning processes. The background knowledge represented mainly comprises simple facts 
such as “water flows downhill”. The CYC project spend more than ten years on the 
knowledge codification and delivered one of the biggest knowledge bases available 
(comprising more than a million represented facts). However, the applicability of such a 
knowledge base to solve real world problems is yet to be proven. 
Other authors contribute to the notion that the usefulness of information systems and 
presented contents depends on the user’s context to a greater extent than currently 
acknowledged. For example, [Holtzblatt & Beyer 1993] introduce a technique from the area 
of customer-centred consulting work: contextual inquiry. This technique is based on the idea, 
that information about possible uses of an information system should be gathered from the 
users of the system within their working context. Users taken out of their context to describe 
their working requirements do not perform as good as users interviewed within their usual 
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working situation. The notion of context underlying this approach regards things as 
organisational culture, politics, and procedures that constrain people’s work as well as it 
considers standards, procedures, policies, directives, or expectations. The benefit of the 
contextual inquiry approach is that it is useful to show what part of work can be changed by 
new technology and what the impact is. 
In a review of several knowledge management and corporate memory approaches [Dieng et 
al. 1999] mention contextualisation and personalisation in knowledge management as 
important but still open issues.  
As the special interest of this work is in the role context plays in information brokering, four 
questions related to context are examined, where context is the situation of a human agent:  
• How can we recognise context? 
• How can we reason within context? 
• How can we use contextual information? 
• How can we represent context? 
Consequently, context is looked at from four different perspectives: context-aware 
applications that connect information systems to external sensors and allow the recognition of 
contextual characteristics; contextual reasoning approaches that use context information to 
restrict the scope of applicable rules; contextualisation approaches that make use of contextual 
information to enrich information visualisation or filtering processes; and context modelling 
approaches that represent contextual information in order to make it persistent, comparable, 
and retrievable. 
2.5.1 Context Aware Applications 
Context-aware applications have received a great scientific attention recently. Generally, 
context-aware applications consider physical characteristics (such as location and time) as 
context but also the social, emotional, and mental (focus of attention) environment may be 
considered as context [Dey 1998]. Presenting an architecture for the development of context-
aware information systems that focuses on technical abstractions for context-sensitive sensors 
providing context widgets and context servers, [Dey & Abowd 1999] define:  
“a system is context-aware if it uses context to provide relevant information 
and/or services to the user, where relevancy depends on the user’s task”.  
[Brown 1998a] describes some advances from simple location-aware applications towards 
context-aware applications that consider more than one contextual dimension but still focus 
on physical context. Application areas where context-aware applications may play an 
important role are tourism, equipment maintenance, ecological fieldwork, transportation and 
many more (see [Brown 1998b]). 
One step beyond the use of physical context is the connection of physical context with a 
domain model that describes physical objects and their entities and a user interest model that 
can assess the relevance of certain objects for a specific user. [Oppermann & Specht 2000] 
describe a mobile exhibition guide that combines these three modelling layers. This way, the 
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information available in the physical context can be filtered according to personal information 
needs. However, the personal interest is not the only contextual dimension relevant for 
filtering information: the approaches discussed so far lack the required modelling flexibility 
for modelling arbitrary contextual dimensions. Consequently, [Lieberman & Selker 2000] 
propose the combination of user models, task models, and system models in order to develop 
context-aware applications that take a broad understanding of the user’s context into account. 
Intimate computing (see [Lamming & Flynn 1994]) is based on the idea to have wearable 
devices that record user activities (e.g. meetings, workstation activities, phone calls) together 
with available contextual information (location, time, etc.). This reflects the belief that it is 
often easier to remember the contextual setting of an event than the event itself. 
Consequently, the retrieval of recorded events is done using contextual filters. 
Recently, practical applications and toolkits for the development of context-aware 
applications emerge. [Salber et al. 1999] introduce the concept of context widgets as analogy 
to the notion of GUI widgets. Here, context is seen as all environmental information that is 
part of an application’s operating environment and that can be sensed by the application. The 
presented work tries to circumvent difficulties in building context-aware applications. The use 
of unconventional sensors and the availability of distributed and heterogenous context 
information sources require an abstraction of sensor data and the integration of this data into a 
comprehensive context model. A context widget in that sense is a software component that 
provides access to context information insulating applications from context acquisition 
concerns.  
Especially these emerging applications clearly demonstrate that recognising contextual 
aspects can be done in a comprehensive and reliable manner with emerging technologies. This 
motivates further research that represents context on higher levels of abstraction. 
2.5.2 Contextual Reasoning 
The approaches described in this section try to improve the performance of reasoning engines 
by exploiting contextual knowledge. Different notions of context are underlying the 
approaches discussed in the following, but they share a similar idea: contextual information 
can be used to reduce reasoning efforts by excluding alternatives that do not fit the current 
context. 
In belief reasoning, a reasoning engine draws conclusions about an agent’s assumed belief. 
Beliefs, rules, and axioms are combined to achieve a comprehensive picture about the mental 
state of an agent. A common problem of belief reasoning is the complexity of rules. To 
circumvent this problem, [Barnden & Lee 1999] propose a context-based reasoning 
technique. The current belief of an agent provides the context in which reasoning takes place: 
certain conditions, rules, and axioms are activated or deactivated depending on the belief 
context.  
Machine learning approaches try to learn how to classify concepts based on instance 
attributes. But, in different contexts different attributes are important for classification. 
[Devaney & Ram 1996] try to identify the currently important attributes based on the current 
context. Changes in the current context may occur due to changes in goals to achieve, tasks to 
  47  
 
DEFINITIONS AND STATE OF THE ART   
perform, available experience or knowledge, changes in the external environment, the 
available perceptual capabilities, or the learning algorithm used. Instead of reconstructing a 
concept hierarchy from scratch, the introduced approach, called “dynamic attribute 
incrementation”, reuses and restructures a previously generated concept hierarchy when a 
context change is identified.  
A similar approach with a different notion of context is presented in [Domingos 1996]. The 
underlying hypothesis of this machine learning work is that some features are only relevant in 
a certain context. Context here is the value of other features, that contextualise the relevance 
of the feature in question. This is opposed to traditional feature selection where features are 
either selected or omitted for the complete set that is to be classified. 
The notion, that the context dependency of reasoning approaches has to be considered, is 
currently increasing. Consequently, approaches that aim to formalise semantics for contextual 
reasoning can be found. “Local Model Semantics” (see [Giunchiglia 1999; Ghidini 1999]) is 
such an approach that is built on the basic principles of locality and compatibility. The 
principle of locality requires different local languages for different contexts, local models for 
local languages, and local satisfiability as a relation between local models and local 
languages. The principle of compatibility requires local models to be connectable. Therefore 
compatibility sequences can be defined as paths to connect local models. 
The approaches discussed above clearly motivate the exploitation of contextual information in 
order to reduce reasoning ambiguities. However, a common understanding of context in these 
approaches has not been achieved yet: each approach uses an individual notion of context to 
reach the specific goals. Consequently, the different reasoning approaches have different 
underlying representations of context and follow different reasoning strategies. In order to 
reach a wider applicability of context-enhanced reasoning approaches, a common framework 
is needed. 
2.5.3 Context in Information Brokering – Contextualisation 
A commonly used form of context-based information provision can be observed in many 
current desktop applications: context-sensitive help. The context used as retrieval key is the 
current state of an application. Depending on this state the user can be automatically informed 
using small tool-tips10. Additionally, the user may request more detailed help. The presented 
help page is selected from the set of available pages according to the current state of the 
application. While these simple mechanisms proved to be useful in speeding up the learning 
process an individual user needs to get acquainted with a new software tool (see [Borenstein 
1985]), there are also problematic aspects: the notion of context is limited to the application’s 
state. Consequently, the system implicitly assumes that this state is intended and the user 
seeks information about possible follow-up states. However, in cases where the user seeks a 
certain functionality or an unforeseen change in the state this approach does not work well: 
the system does not maintain a comprehensive context model about the user that could 
provide additional information here. 
                                                 
10 This corresponds to an information push, as the tool-tips are not explicitly requested. However, a user may 
also request the tool-tips explicitly by moving the mouse to a specific place just to wait for the tool-tip to appear. 
48    
 
  CONTEXT 
An information search and retrieval process model in [Murphy 1996] identifies context as an 
important aspect in information retrieval. Retrieval processes are identified as asynchronous 
communications where the creation and retrieval contexts are different but important.  
This argument is further supported by [Lowe & Bucknell 1997], stating that contextualisation 
is a major contributing factor to the problem of locating, absorbing, and analysing 
information: the time in analysing information is largely spent to build the appropriate 
context, as an understanding of the context of any information is needed. Current hypermedia 
systems do not provide contextualisation mechanisms. As a solution to this problem the 
authors propose the use of abstraction as contextualisation mechanism. Abstraction can be 
used to handle complex information structures and abstraction results can be used by users to 
select the appropriate context. The notion of abstraction as contextualisation mechanism as 
presented here is contradictory to the understanding of contextualisation underlying this work: 
we believe (together with e.g. [Lieberman & Selker 2000]), that contextualisation associates 
information with a certain context. This means, that contextualisation is rather a means of 
specialisation than abstraction. 
In [Agostini et al. 1996] organisational context is defined along three dimensions: 
organisation, process, and space. Organisational information objects along these dimensions 
are linked and thus contextualise each other. A system user can follow these links and thus 
explore contextually related information. 
[Attardi et al. 1998] regard hypertext links as contextualisation of the document they point to. 
The set of links pointing to a single document is analysed and the description text of these 
links is used as a hint to document categorisation. Thus, this approach does not explicitly 
provide additional contextualisation, but instead explores given (human made) 
contextualisations to guide categorisation, which can be seen as a complementary approach to 
explicit information contextualisation. 
The notion of shared context is mentioned in [Clarke & Cooper 2000]. Shared contexts are 
composed of shared understanding and shared environment and their exploration is seen as a 
crucial step towards collaborative knowledge management. 
Ontobroker is the result of research towards annotation-based information brokering (see 
[Fensel et al. 1998]). The central idea is the use of shared ontologies as a means to annotate 
documents to allow information agents to later on decide on the document content. [Hatala 
2000] describes a similar idea, introducing the term contextually enriched document. A 
contextually enriched document is seen as a main information media to serve knowledge 
needs. It is a way for people to enrich their representation of work with contextual cues.  
[Flinn 1997] tries to make use of contextual information in information retrieval processes. In 
this work, context is seen as the history of subsequent queries, thus the previous query 
contextualises the next one following a “show me similar things” paradigm. A similar 
approach is reported in [Hirashima et al. 1997], where the browse history provides the context 
for the relevance ranking of document index terms. 
Also [Chalmers et al. 1998] belongs to this category of approaches, where the retrieval history 
of users is used as context that provides the basis for the creation of user profiles. The authors 
distinguish two general approaches to history analysis: server-side approaches, where the 
access history to one site but by different users is used to classify users and make suggestions; 
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and client-side approaches, where the access history of a single user to different sites used to 
construct profiles. As a main advantage of client side solutions the authors point out, that a 
user’s point of view is taken here, which offers subjective ratings rather than a priori 
information classification. While history based filtering presents an extension to common 
retrieval methods that does not impose additional cognitive load, a major drawback is that the 
notion of context is limited to the retrieval history.  
While the approaches discussed above, regard context only from the information seeker’s or 
provider’s point of view, there are also approaches that explicit look at contexts that are 
important during information brokering processes. [Ackermann & Halverson 2000] describe a 
field study at a telephone helpdesk group in a computer company. An important observation 
is, that different kinds of memory are used during a single session. These may comprise e.g. 
the telephone system, scratch paper, different information systems. The different memories 
used may handle redundant information. The authors observe two different views of memory: 
memory as process and memory as boundary object. In the process view, uses of different 
memories are embedded in different processes. Some of the memories are private and 
associated with individuals while others are public and shared with a group. All the different 
memories are connected. In the boundary object view, the authors observe that the boundary 
objects are distributed among group members. The creator and the user of boundary objects 
are different and the meaning of boundary objects may change along with their use. During 
exchange among individual, inter-organisational and intra-organisational boundaries, 
boundary objects lose their context. To be really useful across boundaries, information has 
therefore to be de-contextualised before exchange and re-contextualised after reception. While 
the observation, that information may loose its context during exchange is related to the 
distinction of information and knowledge drawn in this work (see section 2.1), we disagree 
that a de-contextualisation is helpful in information exchange. Rather, this work argues for an 
explicit contextualisation of exchanged information (see sections 4.3 and 4.4) in order to 
provide additional means of comprehension. 
[Diefenbruch et al. 2000] distinguish chaotic and rigid organisations based on the availability 
of strictly organised business processes. The main observation is, that chaotic organisations 
need different knowledge management support than rigid ones: where the latter require 
business process oriented knowledge management solutions, the former need support for 
personalisation techniques focusing on individual knowledge needs. To cope with this 
situation, the authors propose an approach called situated knowledge management, that 
considers the user’s context and provides knowledge management support appropriate for 
either chaotic or rigid situations. However, only the selection of tools is triggered by the 
user’s context in this approach, the individual tools do not consider context. Furthermore, 
only one contextual dimension (chaos vs. rigidity) is considered in this approach.  
Recently, commercial interest in contextualisation arose and commercial software as well as 
academic prototypes becomes available. Software like Kenjin11 observes the user’s work and 
analyses the currently active window to propose related materials from the user’s hard disk 
and web sources.  
                                                 
11 See http://www.kenjin.com/ 
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Autonomy claims in a white paper12: “Autonomy's architecture combines innovative high-
performance pattern-matching algorithms with sophisticated contextual analysis and concept 
extraction to automate the categorisation and cross-referencing of information.” 
Unfortunately (but naturally), they don’t disclose their business secret of what Autonomy 
considers to be context. 
An intranet search-engine focussing on contextualised information display is cha-cha13. Cha-
cha displays search results for keyword-based searches offering a site-map like 
contextualisation of displayed results (see [Chen et al. 1999]). This outline structure should 
make search results understandable while at the same time helping users to learn more about 
what kind of information is available “around” the match found.  
Generally, many contextualisation techniques are used in different scenarios for different 
goals and using different underlying notions of context. While this clearly motivates the 
importance of contextualisation approaches, a systematic approach towards the use of the 
right contextualisation technique in the right context is lacking so far. 
2.5.4 Context Modelling 
As a context model is an explicit representation of context, context and context model usually 
are clearly distinct terms: context is a real world phenomenon that may or may not be fully 
recognisable, while a context model is an explicit assumption about the state of context. As 
context is a complex phenomenon, a context model is an abstraction that simplifies the real 
world context. However, from a system’s point of view, the context model is the only possible 
way of reasoning about the real world phenomenon context. Consequently, the terms context 
and context model are treated as synonyms when taking a system point of view. 
[Edmonds 1997] identifies different meanings of context: the context one may inhabit, the 
shared linguistic context effective in communication, and context as mental constructs acting 
as framework for inference learning. Additionally, the author identifies the following 
properties a context modelling approach has to satisfy. A context modelling approach should 
increase the inferential power of the underlying system by restricting possible inferences or 
supplying additional information. It should simplify learning in context by learning the 
context along with other facts and thus learning to identify (relevant aspects of) contexts. 
Consequently, inferring on contexts is needed in order to select the correct context. The 
author observes that the order of contexts affects inference results and that the characteristic 
of an object to be context is itself context dependent, identifying a dual nature of context: an 
entity either serves as object or as context. Abstraction to a context is the selection of 
appropriate foreground features from background features (see also [Edmonds 1999]). A 
modelling approach based on enhanced network models that reflects this dual nature is 
proposed: objects are represented as nodes, arcs are used as inferences (pointing to other 
nodes) or contexts (pointing to other arcs and thus creating conditional arcs). Inferences in 
this model are possible through the activation of objects and arcs. Arcs pointed to by other 
                                                 
12 See http://www.autonomy.com/, http://www.autonomy.com/echo/userfile/technologywhitepaper.pdf 
13 See http://cha-cha.berkeley.edu/ 
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arcs are conditional, i.e. they can only be activated if the original object and the referring arc 
are activated. 
In [Kokinov 1999] a cognitive modelling approach towards contextual reasoning is proposed. 
A major goal of using context in AI is to produce correct and relevant answers. The author 
introduces a box metaphor for representing contexts, where a single context is regarded as a 
box and reasoning is done within that box. Psychological approaches towards context 
presented by the author focus on aspects of cognitive processes (e.g. intentionality, 
controllability, efficiency, and awareness) and context effects (e.g. priming effects on problem 
solving). Furthermore a dynamic theory of context is presented, where context is defined as 
“a set of all (important or relevant) entities that influence human or system behaviour on a 
particular occasion, i.e. the set of all elements that produce context effects”. Especially, 
context is seen here as a state of mind as opposed to an external state. 
[Prié et al. 1999] use an explicit context representation for audio-visual information systems. 
The authors distinguish interaction context (related to pragmatics and discourse analysis), 
knowledge-representation context (linked with reasoning context in AI), organisational 
context (containing the user’s enunciation context), and internal linguistic context (located 
inside documents, where documents are audio-visual streams, considered as text). The authors 
follow an approach towards indexation and contextualisation (consisting of indexing, 
searching, navigating, and querying) that builds on a proposed annotations-interconnected 
strata model (AI-Strata), represented by a graph of audio-visual units, annotation elements, 
abstract annotation elements, and relations. In this model an element x of the graph is context 
for an element y if there is a path in AI-Strata graph from x to y. This model can be used to 
perform an annotation-based contextualisation of audio-visual streams. 
[Rodriguez & Egenhofer 1999] model and use contextual knowledge for assessing semantic 
similarity among entity classes. Assessing the semantic similarity is important in domains 
where strict models are not available (e.g. natural language processing, knowledge-based 
problem solving, and information retrieval). The role of context is to determine the relevant 
features and their range and frequency. The authors present a semantic similarity approach 
based on the so called matching distance model. Contexts are represented by weights and 
shall express the user’s intended operation. This intended operation has to be determined by 
the user herself, selecting the appropriate context and thus determining the according weights. 
This may be seen as a weak point, as selecting the appropriate context may be a rather 
complex task and the set of predefined contexts to select from may not contain an appropriate 
one. 
Also in the area of semantic database integration (or information integration) context 
modelling is performed. [Stuckenschmidt & Wache 2000; Wache & Stuckenschmidt 2001] 
base their work on the idea that every database defines a certain context that identifies its 
underlying semantic conceptualisations. These contexts are then used to transform entries 
from one database to another. It may be seen as questionable, whether the presented approach 
is a really suitable way to gain information transformability, as the different context models 
need to be defined with care: different contexts may not only be reflected by different data 
structures (which would then be transformable) but also the underlying information meaning 
may be different (which would prevent the automatic transformation). 
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[Gross & Prinz 2000] use predefined context models in the area of group-awareness systems. 
Users of the system may enter and leave contexts. Depending on the current context a user 
entered, awareness events that are generated by the system are forwarded to the user. This 
shall relief the user from receiving too many irrelevant events while delivering only the 
relevant ones. 
[Mahé & Rieu 1998] make use of business process models as means of contextualisation. 
They distinguish different types of collective knowledge (individual, partially shared, and 
entirely shared) and present an agent-oriented approach, that uses a notification mechanism to 
notify users of information that is or has been created in similar contexts. 
[Turner 1998; Turner 1999] describes an approach towards context-mediated behaviour for 
intelligent agents, that relies on the explicit representation of contextual knowledge. 
Intelligent agents make use of contextual knowledge to make sense of their situation, decide 
about their focus of attention and select appropriate actions to achieve their goals. Here, 
contextual schemata are introduced as a means of representing contextual knowledge 
descriptively and prescriptively. 
[Göker 1999] utilises Machine Learning techniques to learn user context by observing 
subsequent queries in an information retrieval system. An existing ”ContextLearner” 
component (of which no further details are provided) shall be used in this project. A major 
difference between context approaches in OM and IR is that IR systems only regard the user 
context at retrieval time, while OM offers the possibility to enhance the contained information 
with context. Another issue is that an IR system cannot make any assumptions about the users 
work environment while an OM will usually be embedded into an organisation's work 
environment which may provide rich context information. 
Table 1 summarises reviews from the previous section with respect to the identified 
contextual features and the underlying (implicit or explicit) model of context14. Many 
approaches recognise context as being a concept of major importance. But as no consensus on 
the constituents of context exists in the research community, the individual approaches focus 
on different aspects of context. 
                                                 
14 Note, that we only include those approaches, that model aspects of the context of human beings instead of 
those that model e.g. formal reasoning contexts. 
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Table 1 Context Features and Context Modelling. 
Work Features taken as context How context is modelled 
[Abecker et al. 1998b] Organisational structure Enterprise ontology 
[Ackermann 1994a] Simple features like submission date or 
author 
Manually provide simple meta-information 
[Buckingham Shum 
1997] 
History of decision processes Argumentation visualisation 
[Fischer et al. 1997] Conceptualised e-mails Conversation modelling 
[Gaines & Shaw 1997] Captured live events related to papers Association of papers and multimedia data 
[Göker 1999] History of IR system usage Learned through machine learning 
[Gross & Prinz 2000] Shared cooperative workspace Pre-defined context models 
[Kantor et al. 1997], 
[Zimmermann & Selvin 
1997] 
Content descriptors provide context E-mail classification & hypertext for 
“conversational modelling” 
[Kimbrough & Oliver 
1997] 
Concept relations Matrix-based relation calculation 
[Klamma & Schlaphof 
2000] 
Knowledge creation & use processes Business process models 
[Klemke & Koenemann 
1999] 
Information Brokering Process Process Modelling and Process Context 
Visualisation 
[Mach et al. 2000] Domain concepts from domain ontology Domain ontology; manual concept selection 
[Mahé & Rieu 1998] Process based information creation 
context 
Business process execution states 
[Maurer & Dellen 1998] Processes to which documents are 
linked 
Process modelling 
[Prinz 1993] Creation context of entities (department, 
project) based on organisational 
structure 
Annotation as contextualisation 
[Reimer 1998] Workflow process context Integration of OM and WMS 
[Schwa 1998] User centric meta-knowledge User profiles & shared semantics 
[Wolverton 1997] Organisational roles and process 
relations 
Enterprise modelling 
[van Heijst et al. 1997] Employees knowledge descriptors Manually constructed knowledge profiles 
[Wargitsch et al. 1998] Workflow process context Evolutionary WMS 
 
These different notions of context underlying the different approaches clearly motivate one 
important insight: what we consider to be context depends on what we want to contextualise. 
This means, that before context can be represented, the viewpoint from which we look at 
context has to be known. 
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Based on the different aspects of context being modelled by different approaches that could 
be found in the literature and based on experience from previous projects, a context typology 
for working contexts (i.e. contexts of human beings at work) is defined as depicted in figure 
6. Most of the reviewed works concentrate on one or two of the contextual aspects presented 
there (see also [Klemke 1999; Klemke 2000]).  
Context
Organisational
Domain/Content
based
Personal
Physical
Process (e.g. Workflow)
Structure (e.g. Enterprise
Ontolgy)
Domain Ontology
Knowledge Profiles
User Profiles / User Models
Location
Time
Interest Profiles
 
Figure 6 Context Typology 
This typology represents the contextual dimensions pragmatically used in the different 
approaches. However, evidence is still lacking, why these dimensions have been chosen, and 
why they are relevant. Chapter 5 and especially section 5.4 address issues related to this 
problem. 
2.6 Summary 
In this chapter the state of the art in information brokering and context modelling has been 
discussed. The following statements summarise the results from the previous sections. 
• Information brokering is a field of growing importance. The availability of generally 
much information on every topic requires technologies and processes to actively 
evaluate, retrieve, represent, and personalise information. 
• Despite the general importance of information brokering, comprehensive models are 
still missing that define tasks, roles, and processes related to information brokering. 
Especially, the models that are existing so far do not provide the needed flexibility to 
be applicable in a wide range of application domains. 
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• Technologies supporting information brokering tasks are available. However, most of 
these technologies focus on specialised, individual aspects of an overall information 
brokering solution. Additionally, these technologies are – if at all – only loosely 
integrated. There is still a lack of a general framework that identifies the appropriate 
technologies for a given information brokering domain and that integrates these 
technologies in a common environment. 
• In many application areas information brokering solutions are beneficial (e.g. 
knowledge management in general or – more specialised – expert finding and 
organisational memories). However, in many of these areas proprietary technologies 
have been developed, and proprietary process models dominate. General information 
brokering models can also be beneficial to these areas. 
• Process modelling systems are widely used in structured domains to contextualise 
work processes with according tools and information supplies. While these workflow 
modelling systems account for the situation that information needs emerge in specific 
situations or contexts, they do not account for the observation that context constitutes 
more dimensions than simply a process execution state. 
• The notion of context has been generally acknowledged by various authors. However, 
a common understanding of the constituents of context has not yet been achieved. 
Additionally, no systematic approach towards modelling and using contextual 
information comprehensively in order to improve information brokering processes is 
present. 
These results clearly motivate the research reported on in this thesis. This work is motivated 
by the idea, that explicit, generally applicable, and flexible models of information brokering 
processes and contexts can be used effectively to improve the individual’s access to 
information in terms of precision. 
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 Chapter 3  
Processes in Information Brokering 
Information on nearly any subject is available in the Internet, but techniques to handle media 
and information lead to "information overload". Obviously, there is a discrepancy between the 
physical availability of data and the real accessibility of information.  
The quality of information access is improvable by delegating the task of information search 
to information brokers (see e.g. [Bakos 1998], [Guttman et al. 1998], [Handschuh et al. 1997], 
[Strens et al. 1998]). Brokers are domain specialists and familiar with domain relevant 
sources. Their business is to understand client needs and deliver appropriate information.  
This chapter analyses information brokering tasks and processes in four different information 
brokering domains: brokering business to business information at the economic information 
centre of Milan Chamber of Commerce; brokering training funding opportunities for small 
and medium enterprises and individual persons at County Durham Training and Enterprise 
Council; brokering research funding information at the electronic funding information service 
at Ruhr University Bochum; and brokering market and competition information at a steel 
industry company. 
Based on insights from these different domains a general definition of the tasks prevalent in 
information brokering is presented. The main outcome of this chapter is the introduction of 
general information brokering terminology and its use in the design of generally applicable, 
flexible information brokering role, process, and task models. 
3.1 Case Studies in Information Brokering 
We analysed information brokering tasks and processes in four different domains during 
different projects where we developed information brokering solutions together with the 
respective information brokering institutions. 
We based the analysis of existing information brokering scenarios on the observation of 
brokers in their daily routine (i.e., we visited the brokers and observed them in their respective 
environment, compare e.g. the contextual inquiry method proposed by [Holtzblatt & Beyer 
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1993], that is also discussed in section 2.5). Additionally, we performed explicit interviews 
with the brokers in order to better understand their work processes. 
An exception to this is the ELFI project (see section 3.1.3), where the introduction of the 
ELFI service provider was done in parallel with the development of information brokering 
software. Consequently, we could not observe and interview the ELFI brokers beforehand, 
but instead performed a survey among stakeholders of the envisioned information brokering 
process in order to gain valuable requirements. 
In the MarketMonitor project (see section 3.1.4) we also modified the observation and 
interview based approach: here, our observations revealed, that the established processes were 
not well explicated and structured. Therefore, the process described for MarketMonitor is a 
proposed structure gained in cooperation with the brokers of the domain. 
3.1.1 The Economic Information Centre at Milan Chamber of 
Commerce (E.I.C.) 
During the EU-funded COBRA project15 the Economic Information Centre (E.I.C.) in Milan 
has been a pilot partner. At the beginning of the project, we performed an on-site analysis of 
the information brokering services offered by E.I.C. and the processes performed there. 
During a two day visit we observed the daily routine of the E.I.C. brokers and had several 
interviews with them. 
The Economic Information Centre is a sub-division of Milan Chamber of Commerce that has 
been introduced to improve co-operation opportunities of companies from the Milan area with 
partners from all over the world. To reach their goals, E.I.C. offers a set of information 
brokering services to its customers: 
• Business contact information service. This is the basic E.I.C. service offered to 
companies seeking for potential partners or customers the Milan area. Usually the 
delivered information is selected by branch and further company characteristics as 
specified by the customer. E.I.C. has access to a variety of databases containing company 
profiles in different levels of detail. As a result of this service the customer usually 
receives a list of company contact items. The delivered list may be quite large. 
• Detailed business profile service. For specific companies, E.I.C. offers detailed business 
profiles containing information about a company’s history, its size, its turnover and other 
details about the economic situation of the company. A customer requesting detailed 
profiles usually already has a reasonably small set of companies in mind and is interested 
in details about exactly these companies. The list of companies the customer already 
knows may be extracted from a result of a previously requested business contact 
information list. Consequently, these two services may also be executed in a sequence. 
• Country profile service. This service is quite distinct from the previously discussed two 
as the delivered information is not about individual companies but whole countries. This 
service is mainly offered to Italian companies aiming to extend their field of business 
                                                 
15 ACTS programme, Common Open Brokerage Architecture, see http://cobra.gmd.de/ 
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activity to other countries. A country profile comprises information about the economic 
and political situation of a country as well as information about infrastructural and legal 
conditions applying. 
One further difference between this service and the previously discussed two is that the 
country profiles are precompiled and regularly updated booklets that are simply given to 
the requesting customer. In the other two cases a broker compiles an up to date and 
individual dossier collected from a set of different online sources specially for the 
customer. 
Companies world-wide contact E.I.C. seeking co-operation with companies from the Milan 
region. E.I.C. also supports Italian companies that search for foreign partners. At E.I.C. a 
team of brokers works co-operatively to solve client requests. As E.I.C.’s financial situation is 
changing from being governmentally funded to operating fee based, they want to improve 
their service to be able to compete with commercial information brokers. A large variety of 
business information databases offering structured and categorised information is already 
available online. Thus, the internet offers a big opportunity to increase the surveyed 
information space. 
At the same time E.I.C. wants to establish long-term oriented client-broker relationships. 
Therefore they need to be able to keep track of work done for a client in the past.  
The standard brokering process at E.I.C. is triggered by a consumer approaching the 
brokering organisation with an information need. In the following a prototypical information 
brokering process as observed at the E.I.C. during our work in the COBRA project will be 
desribed. The first paragraph of each process step describes the general characteristics of this 
step, while the second paragraph exemplifies these steps along a typical case from the daily 
E.I.C. routine. 
1. Assignment. A client contacts an information broker for information about a certain area. 
The broker tries to understand the client’s need, asking for as much additional information 
about the client as necessary. Here problems of the clients’ uncertainty arise. Broker and 
client may use different “languages”. An initial assessment is made whether the request 
falls within the domain covered by the brokering organisation. Additionally, the most 
appropriate broker for the problem at hand is selected and the client will be handed over.  
At E.I.C. a typical client might call and ask for information about “leather shoes”. 
Currently the first available broker will handle the request. Special requests, e.g. for patent 
information are referred to specialised, co-located brokers.  
2. Need Identification. The broker captures the understanding of the client’s need and 
creates a contract or case note. These notes serve as references later in the process. The 
broker has to decide about the level of detail and the amount of tacit knowledge to 
explicate in the notes (for a distinction between tacit & explicit knowledge see e.g. 
[Nonaka & Takeuchi 1995]) keeping the purpose in mind (contract, personal use, note 
sharing, etc.). 
The request for information about “leather shoes” is ambiguous. The client might be 
interested e.g. in producers, designers, importers or retailers of shoes. The broker also 
needs to know the purpose of the request: is the client interested in selling or buying 
  59  
 
PROCESSES IN INFORMATION BROKERING   
shoes? Is she looking for a co-operation partner? A discussion reveals that the client wants 
to export raw leather products needed for shoe production. Thus the broker assumes that 
she is interested in manufacturers of shoes and importers of leather. The majority of notes 
are hand-written, unstructured, and short (few keywords). Many are discarded after use. 
3. Source Selection. The broker selects from all known information sources those that might 
contain the desired information. Knowledge about these sources is needed to perform this 
step, The larger the set of known sources and the more details are known about them 
(content, access restrictions, interfaces, language, cost, etc.), the better the chances to 
satisfy the information need. 
In the case of business-to-business information many databases are available containing 
company information. Sources vary in quality and quantity of information. Some only 
deliver contact information but contain nearly all available companies (e.g. Yellow 
Pages). Others (e.g. Italian Business or Piazza Affari) contain comprehensive company 
profiles, including product/service descriptions, company statistics, or names of contact 
persons, but only for a limited set of companies. Most of the sources that are relevant to 
the work of the E.I.C. offer their information in a structured manner. However, these 
structures are not standardised across providers. Knowledge about which sources contain 
information about importers or manufacturers and which sources also contain additional 
information (e.g. turnover) and knowing about the client’s needs enables the broker to 
select appropriate sources. A broker will typically decide on one or two primary sources 
and only consider other sources if the dominant source delivers no results. Broker 
experience, preferences, and skill have a large impact on this crucial selection. 
4. Need Classification. In order to query the selected sources, the broker has to formally 
specify the client’s information need. This requires knowledge about employed 
classification schemes and suitable query formats, which typically differ between sources. 
Some classification schemes are product related and contain e.g. “shoes, general”, “shoes, 
leather” and “shoes, synthetics”. Others are related to the company type, containing e.g. 
“manufacturer of shoes”, “importers of shoes”, “wholesale of shoes”. Knowing the right 
categories to select is a complex task.  
5. Querying. The selected classification schemes have to be applied to the selected sources. 
To do this, the broker has to know which categorisation schemes apply for which source, 
which complicates the request formalisation steps as source selection, need classification, 
and querying cannot be done independent of each other. In fact, when selecting the 
sources and classifying the need, the broker already has to keep the query format of the 
selected sources in mind. On the other hand, the need classification step and the querying 
step may merge to one single step, as selecting query terms may already be a step in the 
interaction with a specific source. 
The broker might query Yellow Pages with the category “shoes, leather” and Italian 
Business with “manufacturer of shoes”. Both have different query interfaces and deliver 
results in proprietary formats. 
6. Result Selection. From the information gathered, the most relevant portions have to be 
extracted. Here, the broker needs additional information on the client’s preferences, in 
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order to judge results for relevance. Brokers may also use tacit knowledge about returned 
information to further prune or reorder results. 
Additional to the contact information and company classification some sources deliver 
attributes like region, size of a company, number of employees, etc. Based on these and 
knowing about the client’s need the broker selects some importers and manufacturers as 
most appropriate results. Brokers may also use their tacit knowledge about companies to 
focus on or exclude particular companies. 
7. Delivery. Finally, the broker delivers the information to the client. This step may 
comprise some final editing and formatting to create a unique information presentation 
even though the data stems from heterogeneous sources. 
The broker usually will print the final results, collate them and send or fax them to the 
client. Manual annotations maybe used to mark “best” matches or to remove irrelevant or 
duplicate items. Results are handed or faxed to the client or re-entered and emailed. 
The overall process as described above may contain several improvement circles, according to 
feedback given by the client or problems found by the broker. Due to the amount of client 
requests a broker deals with in parallel, the work for a single client is not a single continuous 
process as displayed above, but will be disrupted often times. E.g. while working on a search 
profile for a specific client, another client may phone in to ask for an explanation of the search 
results she received. This requires the broker to quickly re-inform herself about the 
information that has been sent out and the process that lead to this particular information. 
Meanwhile, a fax may arrive from a third client that opens a new request and a fourth client 
may just walk into the office to further discuss her information need. Having dealt with all 
those different clients, the broker returns to the original profile edited in the beginning.  
To be able to continue the disrupted work, she quickly has to reconstitute the context of that 
particular client. This reconstitution of a client’s context can be seen as an internal 
information brokering process: due to the context switch, the broker has a specific 
information need: she needs information about the context she switches to. This information 
needs to be delivered to her precisely and quickly. The source, that delivers the information is 
the broker herself: when she was in that context previously, she (explicitly or implicitly) 
produced information describing the state of that particular brokering process. However, the 
source of information may as well be another member of the team of brokers, e.g. when a 
client is handed over from one broker to another. In this internal brokering process there is no 
explicit human broker involved, the team of E.I.C. brokers act here as information providers 
and clients, brokering on their own behalf. 
Information Providers used by E.I.C. 
The E.I.C. brokers know a large set of well established information providers they work with. 
These providers usually offer there information in a structured manner. However, each 
provider maintains a proprietary structure in which information is offered. Additionally, the 
Milan chamber of commerce maintains several own databases containing company related 
information. In total, more than a thousand different information sources are available 
offering company information. 
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Besides different, proprietary structures used, these different sources vary along several 
further dimensions: the level of detail provided, the region they cover, the business area 
covered, the languages information is provided with, copyright restrictions that apply, the 
accessibility via web-based interfaces vs. proprietary APIs, and further attributes (see 
appendix a for a detailed specification of the attributes used by E.I.C. brokers to classify 
sources using the valuation card approach).  
In the sequel a few typical examples of sources used by the E.I.C. brokers will be given. Of 
course this list is not complete (it would clearly be beyond the scope of this work to list more 
than thousand sources as known by E.I.C.) and can only be meant to give a first impression of 
the differences between different sources. 
Yellow Pages on line (Pagine Gialle) are provided for free and offer a comprehensive 
repository of information as far as the number of entries is concerned. However, the level of 
detail provided is rather low: Yellow Pages only offer contact information and the general 
field of business activity.  
Italian Business offers more detail about the comprised entries than Yellow Pages. The use 
of Italian Business is also for free. However, the number of entries is smaller than for Yellow 
Pages: small companies are usually not contained here. 
RATIO maintains information about Italian companies. The source is an unofficial copy of 
“Registro delle Imprese” and offers information related to registration issues.  
SDOE specialises on Italian companies in the import-export business. This information is 
especially relevant for companies seeking international cooperations. 
Iperarchivio maintains data and documents about companies in Milan. It includes detailed 
information like balance sheets, registration facsimile, or company profiles. While 
Iperarchivio holds a lot of details about the individual entries, it only covers the Milan area. 
Clients served by E.I.C. 
The clients that contact E.I.C. are mostly small and medium size enterprises that are seeking 
for cooperation partners. Usually, they try to extend their field of business activities and 
therefore seek for suppliers, customers, or cooperation partners with complementary  
competencies. 
These companies stem from all parts of the world: foreign companies try to get into contact 
with Italian companies and vice versa. The information delivered by E.I.C. can have a major 
impact on the business activities of the requesting company: the companies business success 
on new markets or in new regions may depend on getting into contact with the right partners. 
3.1.2 County Durham Training and Enterprise Council (CD 
TEC) 
Another partner during the COBRA project was the County Durham Training and Enterprise 
Council (CD TEC). In addition to the visit at E.I.C. in Milan, we also performed an on-site 
analysis of the information brokering services offered by CD TEC and the processes 
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performed there. We visited CD TEC for a two day onsite inquiry, where we observed a team 
of brokers and interviewed them in order to understand their work processes.  
The County Durham Training and Enterprise Council was set up in October 1990 by the 
British Government as one of 82 such councils nation-wide in the UK. CD TEC operates as 
an independent company run by a Board of Directors, the majority of which represent the 
private sector. As an organisation, the CD TEC employs over 100 people including support 
and administration.  
County Durham is a rural, former coal-mining territory with industry in the form of SMEs 
mostly in the areas of clothing, manufacturing, and engineering. Problems are the structural 
problems related to farming and coal mining and problems of clothing manufacturing 
competing with suppliers from overseas. Recent additions to a new IT base (Fujitsu, Siemens) 
are closing again.  
It is the explicit goal of CD TEC to accelerate the economic development and regeneration of 
County Durham and to stimulate the life long development of people and the growth of 
businesses in quality, number and size. CD TEC does this by administering government funds 
and programs beginning with the selection of grantees, that is, it brokers between suppliers 
(Government funded programs) and clients (businesses or individuals wishing to be funded 
through these programs) taking on many of the supplier-side activities as well.  
CD TEC funds itself through government funds that are (traditional system) based on the 
number of employees it itself employs and/or (newer approach) based on volume-driven 
management fees. CD TEC is organised around major funding areas such as business 
development, business creation, investment, and national vocational qualification (people 
training). 
Teams of 4-5 business advisors cover one program area. There is a team supervisor for each 
team. A team has support through one shared administrative assistant. Within a team clients 
are split by region within County Durham. The main contacts with clients are these business 
advisors, which are contract managers and make funding decisions.  
In terms of scale, business development has about 40-60 active cases at any time per advisor 
with a total group case load of about 600 per year. CD TEC helped about 500 new companies 
last year. Typical funding amounts are between 300-500 British Pounds covering 30-50% of 
training costs. Larger amounts need supervisor approval and large grants (more than 20 
thousand Pounds) extra forms and procedures. The typical duration is a fraction of a year. 
Communication beyond areas within CD TEC is difficult, especially keeping up-to-date about 
developments in other areas even though CD TEC people from different areas may deal with 
the same client. There are annual “show-and-tell” seminars to increase co-operation. There 
are currently three distributed office location.  
The following is a prototypical work process in Business Development. Again, the general 
activity involved with the process step is described followed by a typical example. 
1. Initial client contact. Based on a phone call by a business, an incoming letter, or a 
referral from within CD TEC a client is contacted. A short determination is made whether 
or not the advisor is responsible for handling the case. Cases are accepted or referred to 
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colleagues (or some general info is mailed out). An initial visit is scheduled at the client 
site, typically within 7 days. 
A typical client contacting CD TEC may e.g. plan to invest in a new software solution. 
The members of her organisation need training to be able to use the new software 
appropriately. 
2. Initial client visit. For a new client, the advisor may consult the LINKTRACK database 
(see below) and get core data on the company and recent contacts through other advisors. 
A printout (see appendix) is taken to the meeting. The advisor visits the client and 
determines the need. Hand-written notes are taken. Eligibility criteria are discussed. No 
detailed information material is brought along by the advisor, who relies on his/her tacit 
knowledge about programs when discussing possibilities. An application form is left with 
client to be filled out. Companies complain about this and the paperwork in general 
involved. When the advisor leaves, a funding decision has typically been made (at least in 
the head of the advisor). Back at headquarters the advisor writes a visit report containing 
contact, type, date, agreements, observations etc. and stores this MS Word document on 
his/her PC. A printout is made and placed in a folder that holds all pending pre-contract 
cases (loose sheets, reverse chronological order).  
Typically, the client has a concrete proposal (activity and activity partner) and looks for 
funding. To this end, CD TEC doesn’t fund the investment planned by the organisation 
but the training involved with it. The advisor discusses complementary program 
opportunities together with the client in order to maximise the possibilities. 
3. Contract Generation. When the filled-out application is received (assuming it is 
accepted) a contract is generated from those data by the advisor and placed into the shared 
document management system “Intra.Doc!”. The contract is forwarded to the contract 
department and reviewed. It is shipped (typically within 2 days of receiving the 
application) to the client for signature and returned to CD TEC. Entries of the company (if 
not present) and the contact creation are made in LINKTRACK. A folder is generated 
labelled with company name and funding program. A smaller label on the cover contains 
the program name and sub-codes as well as an accounting code, start and stop dates, and 
the name of the responsible advisor. A copy of the contract, the application, and the visit 
report are placed in the folder. 
For the training related funding requested, the contract department checks the correctness 
of formal criteria and grants or denies the funding. 
4. Monitoring/Active Phase. During the runtime of the project monitoring check-ups occur 
per phone accompanied with one or two further visits. Again contacts are entered into 
LINKTRACK and written visit reports are generated and placed in the file. In addition, 
advisors have read access to a centrally administered, CD TEC internal spreadsheet that 
lists each contract, start date, end date, amount approved, amount already spent, and 
amount left to spend. Each advisor receives printouts with all contracts for his/her area. 
After a training has been completed and the client is satisfied the training business is paid 
by the client and the invoice is resubmitted to CD TEC for reimbursement. The 
spreadsheets are updated accordingly through CD TEC administration staff. 
64    
 
  CASE STUDIES IN INFORMATION BROKERING 
The execution of the software training program requested by the client may be rather 
short: typically a software training only takes a couple of days, probably a week. For such 
a short term program, no monitoring visits are scheduled. Thus, the client just hands in the 
corresponding invoices. 
5. Evaluation Phase/Dormant Phase. Upon completion of the contract clients must fill-out 
evaluation forms. Recent/new changes in government requirements ask for a long-term (3 
years) impact assessment process that determines changes in the areas of Company 
Assets, Company Sales, Employment, Exports, and Profits. It is planned to modify 
LINKTRACK for covering these requirements. For government review folders are 
marked “DORMANT”, moved to storage, and kept for 3-7 years. 
In the case of the software training, the evaluation report is rather short. As the overhead 
associated with the organisation of the funding process is already remarkably high, it is 
unlikely, that the client funded in this program will be contacted again for an impact 
assessment. However, for formal reasons the information collected during this funding 
will also be kept for several years. 
Processes in business creation are investments similar to this. National vocational 
qualification (people training) processes are essentially simplified versions of this process: for 
individual training no explicit client visit will be scheduled (the client visits or calls the broker 
instead). Also, the monitoring activities are not performed during the execution phase of an 
individual qualification funding.  
Comparing the process described here to the previous case, a fundamental difference can be 
seen: while in the E.I.C. case the focus has clearly been on retrieving, personalising, and 
delivering information on behalf of the client, at CD TEC these tasks play a less prominent 
role. Instead, the main focus is on the delivery of transactional services related to the selected 
information. In sections 3.4 and 3.5 a more detailed analysis of the differences in the 
individual brokering scenarios and configurations is presented. 
Information Providers used by CD TEC 
CD TEC’s single source of information to be brokered is governmentally provided. When 
changes or additions to this source occur, CD TEC will be automatically informed by the 
Government. The notification of changed or new information leads to a set of activities 
performed by CD TEC: the incoming information has to be structured and classified in order 
to inform the business advisors of the changes that are relevant for their consulting routine.  
Clients served by CD TEC 
CD TEC’s clients mainly are small and medium enterprises from County Durham area facing 
structural changes, as the economic perspective for traditional industries is bad. These 
companies contact CD TEC in order to receive funding for training opportunities that are 
appropriate for their current situation and goals. 
The purpose of the client’s contact with CD TEC is twofold: firstly, the client needs to be 
informed about the availability of appropriate business development programs that match 
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their specific needs. Secondly, after being informed, the client applies for certain programs 
and expects to receive funding accordingly. 
3.1.3 Electronic Funding Information Service at Ruhr 
University Bochum (ELFI) 
Most German universities and research institutions employ funding consultants. It is their task 
to search information about current and upcoming funding programs and to keep researchers 
of their institution informed about these funding opportunities. Additionally, funding 
consultants offer support for the process of proposal writing.  
During the analysis phase of the ELFI project16, we performed a poll among German funding 
consultants (see [Nick et al. 1998]). Therefore, we sent questionnaires to nearly all German 
universities and research institutions. We received a return rate of about 40%. The following 
results could be discovered:  
• funding consultants only have about 25% of their time for consulting purposes, as they 
spend most of their time for information retrieval (more than 50%) and for informing their 
scientists,  
• funding consultants don’t receive information in time, and often the delivered information 
is not comprehensive enough,  
• funding consultants prefer structured and processed information from raw information,  
• funding consultants offer information and services related to all major funding agencies,  
• funding consultants often do not know enough about the research interests of the scientists 
of their institution. Due to this, a precise and personalised information delivery is not 
possible. Instead, most of the funding consultants (about 80%) simply create newsletters 
that will be distributed among the scientists. 
As searching for new or updated information consumes a too big amount of the funding 
consultants’ time, the idea of a central institution responsible for collecting and distributing 
research funding related information was born [Adamczak et al. 1996]. Consequently, the 
electronic funding information service provider (ELFI) at Ruhr University Bochum was 
founded. 
ELFI offers its information service to research consultants and researchers, saving their 
information searching time. Especially the research consultants can now concentrate on their 
intellectually more interesting consulting tasks.  
In more detail, the information brokering process at the ELFI service provider is as follows. 
1. Source Observation. The ELFI team scans on a regular basis (i.e. daily) the sources of 
known funding providers. These sources may be of different media types (e.g. online 
Web-sites, online databases, paper-based sources, distributed CD-ROMs). Additionally, 
the information provided by these different sources is structured and classified 
                                                 
16 Electronic Funding Information Service, see http://www.elfi.ruhr-uni-bochum.de/ 
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heterogeneously. The source observation step results in a set of updated or new documents 
that have been found at the different sources. 
2. Source Evaluation. An important aspect of the service provider’s work is to be well 
informed of new sources appearing. The research funding area is quite stable concerning 
the appearance and disappearance of funding institutions, but from time to time the 
situation changes: a new funding institution appears, another changes its field of activity, 
etc. In this situation it is important for the ELFI service provider to notice these changes 
fast: the ELFI team has to evaluate the relevance of these changes for its clientele. If e.g. 
the new funding institution proves to be relevant, its available sources have to be added to 
the regular source observation. The source evaluation step is executed less frequently then 
the source observation but also on a regular basis. 
3. Information Evaluation. The delivered documents from the source observation step have 
to be evaluated according to their relevance to the ELFI clientele and according to their 
news value. The ELFI team has to decide whether the information is really new, whether 
it is only changed or updated, or whether it is redistributed information already known. 
Irrelevant or redistributed documents will be removed in this step leaving the relevant 
information for further processing. 
4. Information Extraction. As described above for the source observation step, the 
information contained in the documents gathered from the different sources is 
heterogeneously structured. In order to have comparable information items that are easy to 
survey, search and filter, these heterogeneous documents have to be transformed into 
uniform structures. The basic information items that are of relevance for the ELFI service 
provider are funding programs, funding institutions, and contact persons. Funding 
programs are structured using attributes like program title, program description, amount 
funded, application deadline, and more. Funding programs are linked to the corresponding 
funding agency and contact persons. 
5. Information Classification. In addition to the extraction of information and its 
structuring along uniform schemes, the information has to be classified along domain 
dependent classification schemes. This is required as a prerequisite for personalised access 
to the information. The ELFI team uses a set of parallel categorisation hierarchies to 
classify funding programs, funding agencies, and contact persons. A funding program is 
classified with categories like research topic (e.g. engineering science, computer science, 
philospophy), region it applies for (e.g. Europe, Germany, North-Rhine Westphalia), type 
of funding (e.g. research project, research grant, scholarship). Information Extraction and 
Classification are often performed intertwined with each other.  
6. Information Distribution. When a set of evaluated, structured, and classified information 
items is available, these can be distributed to the customers of the ELFI service provider. 
Two distinct ways of information distribution can be distinguished: push and pull. In the 
push approach, the ELFI service provider sets up a newsletter informing their customers 
on a regular basis about information that is new or updated. This newsletter is 
personalised according to individual profiles. Generally, research funding consultants are 
receiving the newsletter as it is one of their duties to be continuously informed about the 
current research funding situation. Individual researchers usually prefer the pull approach, 
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where they either ask their funding consultant about current opportunities or directly use 
the ELFI service to inform themselves.  
Information Providers in Research Funding 
Research funding in Germany is a complex field: many different types of funding agencies 
exist, that cover different aspects of funding research. There are a few funding agencies 
operating on an international basis (e.g. the European Union, EU). Additionally, funding 
agencies operating nationwide exist (e.g. the Deutsche Forschungsgemeinschaft, DFG) or the 
Ministry für Education, Science, Research, and Technology (BMBF). Also, many small 
funding agencies exist, which have specialised on specific aspects: funding only certain 
research topics, or special kinds of projects, offering research prices, or grants.  
Clients served by ELFI 
The ELFI service provider serves two different kinds of clients: funding consultants at 
research organisations and universities as well as the individual researchers themselves. These 
two groups of clients have different information needs: while the funding consultants need to 
be informed about available and emerging funding opportunities in general, the individual 
researchers have specific information needs related to their research topic and their current 
funding situation. 
Additionally, the funding consultants have a continuous information need, while the 
individual researchers only needs funding related information from time to time (in the 
meantime, the research work has to be done!). 
While the funding consultants clearly act as clients from the ELFI point of view, they further 
deliver their information to the researchers and thus represent a further brokering step in the 
overall process. 
3.1.4 Market and Competition Observation in Steel Industry 
(MarketMonitor) 
For the management board of large scale industrial organisations it is important to be well 
informed about all relevant events and news. These news and events comprise e.g. mergers, 
product news, market news, or changes to the legal or environmental situation. 
Information about these events and news massively emerges in the environment of the 
organisation as well as inside the organisation itself. The sheer amount of information 
available makes it hard to extract the really relevant information. 
During the initial phase of the MarketMonitor project, we have analysed the brokering 
processes that take place at KruppThyssen Stainless (KTS), one of the major German steel 
manufacturing companies. Therefore we performed several interviews with the KTS brokers 
and incrementally analysed and re-designed the brokering process. 
At KTS, the management board delegates the task of retrieving relevant information to 
specially trained staff. These people act as a special kind of information brokers working in-
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house and supplying the management board with late-breaking relevant news. Three distinct 
information brokering services are offered to the management board: 
• Frequent Delivery Service. Firstly, there is a frequent supply with the most relevant 
information selected out of the never ending stream of incoming information. This 
frequent supply needs to be tailored to the specific needs of the individual members of the 
management board. 
• Retrieval Service. Secondly, special information requests have to be fulfilled on behalf of 
single members of the management board, where certain information is needed in order to 
be able to make a decision based on profound information. 
• Alert Service. Thirdly, certain high priority events or news detected by the broker require 
to be reported immediately to the management board (or individuals within) in order to 
ensure the possibility of time critical reactions. 
The team of brokers offering these services needs to satisfy two important requirements 
guaranteeing a high quality.  
• Domain Knowledge Requirement. The brokers need a profound knowledge of the 
overall field of business activity of their own organisation. This includes especially the 
comprehension of all domain relevant terms. 
• Source Knowledge Requirement. Furthermore, the brokers need to know a set of high 
quality information sources that are able to deliver the desired information.  
A team of brokers at KTS is responsible to deliver the above described services (frequent 
delivery service, request service, and alert service). However, the brokers are currently not 
supported by a technical infrastructure that is especially designed to deliver these services. 
Instead, the brokers rely on the use of search engines and known sources which they 
frequently but manually monitor. The estimation of relevance of a given piece of information 
is a heavily subjective matter that only relies on the individual experience of each broker. 
Furthermore, the established brokering processes were not well structured and not at all 
supported by an IT infrastructure in an appropriate way. The brokers did not have support for 
the structured analysis of different sites and their continuous observation, nor could they 
easily control which work had already been done. 
We identified a set of major problems within this information brokering process:  
1. The manual  monitoring of numerous sources consumes a relevant portion of the broker’s 
time, leaving only little space for additional tasks.  
2. The subjective rating of retrieved information by individual brokers leads to 
heterogeneous results regarding quality aspects. Additionally, each broker knows and uses 
an individual set of sources, which makes it hard to compare individual results. 
3. The lack of an individually maintained archive of already retrieved information makes it 
hard to deliver the request service, especially when the request is about past news. 
Furthermore, the missing archive sometimes leads to multiple deliveries of the same 
information: the broker can not easily find out, that a colleague has already sent the same 
article. 
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Together with the brokers at KTS, we designed a process aimed to circumvent the identified 
problems. This process represents a structured explication of the currently informally 
organised work of the brokers. This structure is enhanced with currently not available features 
introduced in interaction with the brokers: in the original process no explicit domain glossary 
existed, and no explicit archive was maintained. The detailed steps belonging to this process 
are as follows.  
1. Glossary Maintenance. In order to fulfil the above mentioned domain knowledge 
requirement, the brokering team needs to maintain a glossary of domain relevant terms. 
This glossary comprises technical terms, economic terms, legal terms, product names, 
company names, and person names.  
2. Source Evaluation. Similar to the according process step described in the ELFI scenario, 
the brokers have to frequently survey and evaluate their known information sources. This 
frequent evaluation of sources corresponds to the second requirement stated above (source 
knowledge requirement). The brokers have to find new available sources and they must 
constantly re-evaluate the already known sources to detect changes in quality or quantity 
of the delivered information. 
3. Source Observation. This step is also similar to the according step in ELFI and thus 
needs not to be described in greater detail here. Source observation is a prerequisite to the 
information evaluation step. 
4. Information Evaluation. Keeping in mind the three different services the brokering team 
offers, the incoming information has to be evaluated. The brokers have to decide, which 
information is suitable for which service. Is a document of high priority and must be 
reported immediately or is it sufficient to include it in the frequent dossier? Will it be 
relevant for later requests and should thus be archived? According to the newly proposed 
process design, the evaluation of information is done using the domain glossary as 
reference for relevance indication. Information evaluation is a preparing step to the 
delivery of the three identified brokering services mentioned above. The quality of the 
delivered services depends to a great extent on the care taking in information evaluation. 
5. Newsletter Distribution. The frequently delivered newsletter is a compilation of the most 
relevant and late-breaking information delivered by the information evaluation step. This 
compilation may be personalised according to the preferences of the individual members 
of the management board. The newsletter distribution is a means to realise the frequent 
delivery service. 
6. Archive Maintenance. Maintaining an archive of past information that has been 
evaluated as relevant is a valuable prerequisite for the delivery of the retrieval service. 
Ideally, such an archive is retrievable by content as well as by additional information 
characteristics (e.g. source, date, author). 
7. Alerting. As required, information that is evaluated as important and urgent needs to be 
distributed immediately. It is an intellectual problem of the broker’s daily work to find the 
right way in the trade-off between alerting too much (and thus disrupting the work of 
others) and missing important messages (leading to a loss of reaction time). 
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Information Providers for Market Observation in Steel Industry 
Sources of information relevant to the domain exist in a large variety: competitors provide 
e.g. information about new products on their homepages, news agencies provide general 
information about markets and political decisions, and special interest groups related to steel 
manufacturing inform about their work. These different sources vary along different 
dimensions: the amount of information offered, the frequency of updates, or the reliability and 
neutrality of the offered information. 
News agencies usually provide a big amount of information with a high frequency of updates. 
A news agency should generally aim to be neutral, though this is not necessarily the case. 
Special interest groups can be seen as a reliable source of information (though also not 
necessarily neutral). However, special interest groups tend to be slow as far as information 
updates are concerned. Information stemming directly from competitors or other companies 
with a commercial interest has to be evaluated carefully: it is not neutral and does not provide 
the complete picture, but is important nevertheless. 
Clients of MarketMonitor 
The group of people addressed by the organisational information brokering service is well 
defined: basically, it covers the management board17. These people have to make decisions in 
the presence of too much information (and even worse, in the absence of relevant 
information).  
In order to be able to make strategic decisions it is important for the management board to get 
access to relevant information in general (i.e., the management has to be generally well 
informed about important market perspectives) and to get access to information important for 
the current decision to be drawn (i.e. every decision needs to be supported by information and 
its interpretation in the context of the organisations goals). 
The most restricting factor for the management board is time: managers don’t have the time to 
read larger amounts of information. Instead, they want to receive information that has already 
passed an evaluation process, that has proven to be relevant, and that has been personally 
compiled for them. In many cases, managers prefer to receive information in face to face 
communication. The broker then uses the information compiled for the manager is input to 
report on important news. 
3.2 Task and Information Object Analysis 
Building on the results of analysing different domains, the individual tasks prevalent in 
information brokering processes and the information objects dealt within these tasks will now 
be analysed. 
                                                 
17 Of course, other organisational members are also interested in this information as well. However, due to 
capacity constraints only a very limited set of people is addressed personally. 
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Table 2 displays a composition of all tasks prevalent in the previously described domains. The 
table displays all individual tasks identified in the different scenarios. Additionally, general 
brokering task names that provide abstractions (by grouping individual tasks together) and 
offer a means of domain independent communication (these tasks are described in more detail 
in sections 3.2.1 through 3.2.4) are defined. The table associates each task with one of the 
four basic information brokering areas (retrieval, representation, personalisation, and 
transaction). For each of the displayed tasks, the kind of information objects it consumes or 
produces are defined, if applicable (see section 3.2.5 for a description of the different 
information objects). As a possibility to compare the different brokering domains discussed 
above, the table also displays, which tasks are prevalent in which domain. 
A great part of these tasks is devoted to the maintenance of the broker-client relationship (e.g. 
contacting, contracting, accounting, supervision, etc.), while others represent content-oriented 
information processing tasks. Concentrating on the latter group of tasks, one can identify a set 
of generic tasks important to information brokering processes. These tasks fall in roughly four 
groups: source-related tasks, domain representation/maintenance tasks, client-oriented 
brokering tasks, and client-oriented transactional tasks.  
Source related tasks comprise the evaluation of available sources and the constant observation 
of sources for information retrieval purposes. Individual tasks are thus source evaluation and 
source observation. 
Domain representation / maintenance tasks deal with organising, representing, and 
maintaining domain knowledge to prepare consumer-oriented tasks. They include 
conceptualisation, contextualisation, and categorisation.  
Client-oriented personalisation tasks are related to a specific consumer’s information need. 
Relying on the existence of represented domain knowledge, these tasks include request / 
assignment, profiling, querying, result selection, and delivery.  
Client-oriented transactional tasks handle the delivery of goods or services to the client. These 
tasks assume that a dossier has been delivered as a basis for the specification of the delivered 
service or good. Client-oriented transactional tasks include contracting, execution, and 
evaluation/recourse. 
These above mentioned groups of tasks will be described in more detail in the following 
subsections. In addition to the tasks, the table describes information objects that are produced 
or consumed by individual tasks. After describing the individual tasks these information 
objects will be described in detail. 
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Table 2 Information brokering tasks, process cycles, and information objects 
Brokering Cycle General Brokering Task Specific Task Consumes Produces EL
FI
 
M
ar
ke
t 
E
.I.
C
. 
C
D
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E
C
 
Source Registration   X X X  
Source Evaluation 
Source Evaluation   Valuation Card X X X  
Source-related 
Tasks 
– 
Retrieval Cycle Source 
Observation Source Observation  Raw II
18 X X   
Conceptualisation Conceptualisation Raw II Conc. II X X  X 
Category Maintenance  Categories X X  X 
Categorisation Raw II Cat II X   X Categorisation  Validation  Cat II Val II X    
Domain 
Representation 
Tasks 
– 
Representation 
Cycle Contextualisation Information Evaluation Raw II Cont. II X X   
Initial Contacting     X X 
Client Assignment     X X Request 
Client Registration  Client Note X  X X 
Need Identification  Case Note X X X X 
Source Selection 
Case Note, 
Valuation 
Cards 
Profile  X X  Profiling 
Need Classification Case Note Profile X X X  
Querying Querying 
Profile, 
Source 
Description 
Report X X X  
Aggregation X  X X 
Selection X X X  
Annotation X X X  Result Processing 
Summarisation 
Report, 
Profile Dossier 
X  X  
Dossier Delivery (Pull) Dossier, Client Note Dossier X  X  
Client-oriented 
Personalisation 
Tasks 
– 
Personalisation 
Cycle 
Delivery Dossier Distribution 
(Push) 
Dossier, 
Client Note Dossier X X   
Registration 
(application) Dossier 
Registration 
Form    X Registration 
Pre-contract Evaluation  Evaluation Report    X 
Contracting Contract Delivery 
Evaluation 
Report, 
Registration 
Form 
Contract    X 
Activation (Acceptance) Contract     X 
Monitoring Contract Monitoring Report    X Execution 
Completion Contract     X 
Client-oriented 
Transactional 
Tasks 
– 
Transactional 
Cycle 
Evaluation / 
Recourse Evaluation / Recourse Contract 
Evaluation 
Report    X 
                                                 
18 II: abbreviation for information item. 
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3.2.1 Source-Related Tasks – Retrieval 
Source-related tasks are performed to ensure a continuous synchronisation of the broker’s 
pool of information with the available information as offered by the different providers. The 
broker has to continuously monitor the offered contents as well as the quality, quantity, and 
further characteristics of the offered information.  
Source Evaluation. From the number of sources available a broker has to identify the ones 
delivering most promising results. Therefore it is important to find the available sources and 
evaluate the information offered. She also has to find out about technical details of interaction 
with specific sources (e.g. how and where is information stored? How can I access it?). 
Source Observation. Those sources evaluated as domain relevant have to be monitored on a 
regular basis in order to find new and updated information. Depending on the nature of the 
source, the observation frequency varies. Source observation results in a set of potentially 
domain relevant documents which are input to the domain representation/maintenance tasks. 
Two distinct strategies in source observation can be distinguished: a pull strategy and a push 
strategy. In the pull strategy, the broker actively triggers the observed sources for new 
information, for changes, and for removed information that is no longer valid. In this strategy, 
the observed source is passive while the broker actively explores it. 
In the push strategy, the source itself actively pushes its information to the broker. In this 
scenario, the broker either registers herself with the source and continuously receives updates 
(registered push) or the source actively addresses the broker without previous registration 
(advertised push). In both scenarios the provider performs brokering tasks by proactively 
offering the contents. Consequently, the broker as well as the provider can be seen as 
members of a chain of brokers along the way from information production to information 
consumption. 
3.2.2 Domain Representation Tasks 
To organise the pool of information dealt with, the broker has to set up an implicit or explicit 
model of the domain. This includes the creation of domain dependent structures and 
classification schemes. Incoming information can then be organised along these schemes. 
Conceptualisation. To organise, understand, and evaluate incoming data, the broker has to 
find out what it is about. This implies the necessity to structure it along domain-dependent 
schemes, including the possibility to refine these. Information structured along those schemes 
has the advantage of being comparable and storable. 
Categorisation. To survey a domain, a specific classification scheme (category system) has 
to be applied to available information. Information (plain or conceptualised) that is 
categorised using such a scheme can be retrieved, filtered, grouped, and sorted. The applied 
classification system is meta information about the domain. Categorisation also comprises 
maintenance and administration of the category system. 
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Contextualisation. Information does not offer a value in itself, it is only useful in appropriate 
contexts. Therefore it is necessary to annotate (enrich) information (which may be plain, 
conceptualised, or categorised) with appropriate contextual information (i.e. domain 
knowledge and situational information) in order to evaluate its relevance for a given domain 
or situation. 
3.2.3 Client-oriented Personalisation Tasks 
This set of tasks is directly related to a specific client’s (or a group of clients) information 
need. The tasks presented in the sequel structure the process of understanding, specifying, and 
fulfilling this particular information need. 
Request/Assignment. The request/assignment task initiates a consumer-oriented 
personalisation process. By giving the request, the consumer outlines her information need. 
During the request task, the broker tries to understand this need by gathering additional 
information about the consumer. Intertwined with this is an assignment task leading to the 
selection of the most appropriate broker for a certain request. The selected broker starts an 
iteration of profiling, querying, result selection, and delivery, until the client’s information 
need is satisfied.  
Profiling. The collected knowledge about a client’s information need has to be specified in a 
formal way to be able to query sources and retrieve according information. To do this, terms 
and categories from domain relevant glossaries and classification schemes are used to create a 
client specific profile. Additional attributes may further specify characteristics of the 
information to be retrieved as well as characteristics of the retrieval process (e.g. singular 
information need versus long-term information need) 
Querying. The task of applying a profile to a selected set of domain-relevant sources 
resulting in a set of potentially relevant results. Querying comprises the translation of the 
profile in source specific queries and their application to the sources. 
Result Processing. The information set delivered by the querying task needs to be further 
processed by the broker in order to deliver only high quality results to the client. Result 
processing comprises a set of different subtasks: the broker may aggregate results from 
different sources, select only the best results from individual sources, annotate individual 
results or the whole set, and/or summarise the results to give an overview. A processed result 
set is called a dossier.  
Delivery. The dossier is the result of the client-oriented brokering tasks and will be delivered 
to the client. Here, different delivery strategies can be distinguished: single delivery according 
to an individual request (pull brokerage) or dossier distribution according to group/individual 
profiles (push brokerage).  
Often, the client-oriented brokering tasks are subsumed under the term personalisation. 
3.2.4 Client-oriented Transactional Tasks 
Having received the final dossier, the client can initialise the transactional phase. Usually, the 
transactional tasks are performed by client and provider but in some cases the brokering 
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institutions also offer service supporting transactions. For the nature of the transactional 
process it is not relevant whether negotiations take place between client and provider or client 
and broker. However, it is important to notice, that all three participating roles (provider, 
broker, and client) are interested in monitoring and evaluating the transaction as a prerequisite 
for continuous service improvement.  
Contracting. During the contracting step, provider and client agree on the service or good to 
be delivered together with the terms and conditions of this delivery. 
Execution. Depending on the nature of the service or good agreed on in the contract, the 
execution phase may vary from a simple delivery of goods to the realisation of a long term 
project. Especially in the latter case, the execution is often accompanied by continuous 
monitoring on all – the provider’s, the broker’s, and the client’s – sides.  
Evaluation/Recourse. Performing an analysis of the execution phase (and also previous steps 
in the overall brokering process) is a prerequisite to a long term oriented relationship between 
provider, client, and broker. Again, the dimensions of this phase depend on the nature of the 
previous execution phase: the effort spent here should clearly correspond to the effort spent 
during execution. 
3.2.5 Information Objects 
The individual tasks present in the four different brokering phases consume or produce 
information objects. The quality of these information object has a major impact on the quality 
of the overall process.  
Soure-Related Objects – Retrieval 
• Valuation Card. Each source is described through a valuation card that specifies a set of 
attribute values for that source such as its URL, language, domain, codes used, cost of 
access, and quality of data. Valuation cards make tacit knowledge about sources explicit 
and preserve it over time allowing especially inexperienced brokers to consider a large 
array of sources and making informed decisions which ones to use. Creation and 
maintenance of source evaluations has no immediate benefit for a broker and, thus, 
requires that the organisational structure establishes responsibilities and rewards for this 
task. Valuation cards should form a searchable and browsable structure where sources can 
be selected by retrievers. (Appendix A displays the structure of the valuation cards used at 
E.I.C.) 
Domain-Related Objects – Representation 
• Category. A category describes a fundamental principle or idea. Categories can be used to 
classify and consequently group entities. According to [Webster’s 1996] a category is “(1) 
a division in a system of classification (courses in the liberal arts category) (2) a unit of a 
larger whole made up of members sharing one or more characteristics; a class.” 
• Feature / Classification Schema. A classification schema is basically a set of categories 
and a set of relations defined on top of the categories. A classification schema usually 
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describes a certain feature or aspect of information to be classified. In many cases, these 
relations define category hierarchies (“is a”, “part of”, etc.). 
• Concept. A concept describes the structure of brokered information items. Consequently, 
information items are instantiations of concepts. In ELFI, e.g. funding program, funding 
agency and contact person are distinguished as basic concepts while at the E.I.C. company 
contact item, company profile, and country profile are the three distinct concepts.  
• Information Item (II). An information item describes a single unit of information. In 
terms of granularity, an information item is atomic in the sense that it represents the 
smallest unit of information an information broker deals with. The set of all information 
items an information broker surveys defines the brokering domain. Information items 
correspond to concepts in that each information item is an instantiation of a concept. Thus, 
concepts describe the structure of information items, while information items hold the 
corresponding content. 
It is important to clearly distinguish between concepts and information units on the one hand 
and features and categories on the other hand: features and categories are used to classify and 
structure concepts and information units. This distinction can be clarified in a simple 
example: the use of Yellow Pages. The concepts described in Yellow Pages are organisations. 
Organisations are described using their name, address, and phone number. Information items 
in the Yellow Pages are the individual entries within. These entries are organised along two 
important features in Yellow Pages: region and field of business activity. Each section in the 
Yellow Pages contains organisations classified along a specific combination of region and 
field of business activity. 
This example also shows the use of categories and information items: categories are used to 
organise information items along fields of interest: when we access Yellow Pages we specify 
our interest by specifying a combination of the two offered features (e.g. “I am looking for a 
supplier of X in Bonn area”). Yellow Pages “answer” this request by offering a list of 
information items (i.e. organisations) that are classified along my combination of categories 
(if available). Having understood the conceptual structure of these items underlying Yellow 
Pages (i.e. name, address, phone number), we can understand the meaning of the items 
presented. 
More generally speaking, concepts provide a common frame structure for standardising 
information items. Information items hold the delivered content. Features are used to describe 
distinctive aspects of concepts and categories provide means of classification of different 
concepts used to specify interest.  
Client-Related Objects – Personalisation 
• Client Note. A client note contains reusable and persistent information about a client such 
as name and address. Additionally, a client note may describe a client in more detail: e.g. 
the kind of business a client works for in the E.I.C. case. Ideally, a client note explicates 
all relevant tacit knowledge that is related to a certain client and her context. 
• Case Notes. The case note is a refinement of a client note and contains an informal 
description of the current information need of the client. The separation of client note and 
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case note in two independent items is useful, as the client-related information from the 
client note may be reused in later requests, while the case note is rather temporal in 
nature: it is important during one specific request. 
• Profile. While the case note is an informal description of the client’s information need, 
the profile formally specifies this need. This formalisation declares the set of sources to be 
used, the set of classification terms applying, and additional domain dependent attributes 
further restricting the retrieval scope. Potentially, a profile is executable, which means that 
it is automatically applicable to the set of selected sources, querying them using the 
classification terms and attributes contained in the profile. In terms of the domain-related 
objects, a profile defines features and corresponding categories to be used as well as 
concepts for which information items shall be retrieved. 
• Report. A report is a set of potentially relevant information items. Usually, a report is 
generated automatically as a response to a query. 
• Dossier. A dossier is a manually enhanced report that contains the selected set of relevant 
information items and additional annotations made by the broker. The dossier is the final 
result of the client-oriented brokering tasks and is delivered to the client. 
Client-Related Objects – Transaction 
• Pre-contract Evaluation Report. This evaluation report is an information object serving 
two purposes: (1) it documents the work a broker has done on behalf of a client so far and 
(2) it serves as a basis for later decisions. In the second case, the pre-contract evaluation 
report can be regarded as a special kind of case note, in the first case it serves as basis for 
evaluation. 
• Registration Form. Depending on the client-broker relationship the registration form can 
be seen as a query indicating a client need and serving as a basis for information retrieval 
work (comparable to a case note) to be done and as an order in which the client exactly 
states the desired items. 
• Contract. The contract clearly marks the end of the personalisation phase. It states the 
agreement of broker and client on the brokered content (good, service) and the conditions. 
The contract contains a dossier (the finally selected items of the delivered dossier). In 
some brokering contexts registration form and contract may merge and have the form of 
an order. 
• Monitoring Report. The monitoring report is written in parallel to the execution task. It 
records important events and is a basis for the final evaluation report. Both, the evaluation 
report and the monitoring report, may be formal (e.g. a questionnaire) or informal (e.g. a 
plain document) in nature. 
• Evaluation Report. The evaluation report analyses the execution phase with respect to 
success or failure. It identifies problems that occurred and may propose solutions for later 
processes. Especially in scenarios, where a long-term relationship between client and 
broker is seen as important, the evaluation report is an important means of explicating the 
state of this relation.  
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3.3 Brokering Process Models 
Now, the individual tasks will be embedded in four generalised brokering process models 
(source related, domain representation, personalisation, and transaction). Figure 7 shows these 
processes and how they map onto the different roles that participate in the overall information 
brokering process. The broker retrieves information from the provider, where retrieval 
includes the evaluation and continuous observation of the provider as source of information. 
Retrieved information is represented by the broker in using her own domain model 
specification. Personalisation of information is done on behalf of a client with respect to the 
special information need. Finally, the transaction takes place between the provider and the 
client.  
Each of these roles not necessarily represents a separate person. For instance, in the CD TEC 
case provider and broker collapse to a single institution, while in the MarketMonitor case 
client and broker are the same person. In ELFI and the E.I.C. provider, broker, and client are 
distinct persons. 
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Figure 7 Brokering processes and roles 
Figure 8 depicts the information brokering retrieval cycle. Starting from available domain 
knowledge, initial source evaluations can be performed, resulting in the creation of valuation 
cards. These valuation cards are input for the continuous source observations that deliver 
potentially domain relevant documents. The documents delivered serve two purposes: firstly, 
they represent the corpus of information the broker deals with and thus form the basis for the 
domain representation/maintenance tasks (and consequently represent the transition from the 
retrieval cycle to the representation cycle). Secondly, the documents are again input to source 
evaluation tasks, as they also can be seen as the latest state reports of each source. 
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Consequently, the circle of source evaluation and source observation depicts a continuous 
process. 
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Figure 8 The information brokering retrieval cycle 
The information brokering representation cycle (see figure 9) depicts the domain 
representation and maintenance tasks. Conceptualisation is performed on the basis of existing 
domain knowledge of the person performing this task, and optionally annotated documents, 
resulting in domain concepts and categories. Contextualisation uses incoming documents (as 
delivered by the retrieval cycle) and domain concepts to create annotated (or contextualised) 
documents. Personalisation is performed using either domain concepts or annotated 
documents (depending on the kind of brokered item) to select the most appropriate ones 
according to the consumer’s need. Consequently, either domain concepts or annotated 
documents form the output of the representation cycle and simultaneously are an input for the 
personalisation cycle. 
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Figure 9 The information brokering representation cycle 
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Figure 10 The information brokering personalisation cycle 
Figure 10 depicts the information brokering personalisation cycle, which is a detailed process 
view of the personalisation task in figure 9. The information brokering personalisation cycle 
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realises the client-oriented brokering tasks (compare figure 4). Starting from a request, initial 
client knowledge is developed. In the profiling step this knowledge is used to create a formal 
profile that is used in the querying step to retrieve a result set. This result set stems from an 
application of the query to the results delivered by the representation cycle, which are either 
domain concepts or annotated documents. In the result processing step this result set is 
transformed into a dossier which in turn is delivered to the customer. This dossier is again at 
the same time output of the personalisation cycle and input to the transactional cycle. 
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Figure 11 The information brokering transactional cycle 
Figure 11 displays the information brokering transactional cycle. The dossier delivered in the 
personalisation cycle is the starting point for this cycle. It is the initial input for the 
contracting step that results in a contract between provider and client. This contract is used to 
perform and monitor the execution phase. The monitoring report represents the result of the 
execution and is the basis for further evaluation of the performance results of the transaction. 
Finally, the evaluation report is the final document of the relationship between client and 
provider. It may on the one hand simply be a file representing the final stage of this 
relationship. On the other hand, it may be used as input for further transactions, in order to 
improve performance. 
This general framework allows for a wide variety of actual brokering scenarios. In the sequel, 
it will be used to compare the four rather different information brokering processes introduced 
in section 3.1 concerning their task distribution to different roles and the kind of information 
brokered. 
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3.4 Application of information brokering models 
In the following subsections, the four case studies are mapped onto these general models to 
verify how the specific processes can be described in general information brokering terms. 
While it is not surprising, that it is possible to map the model derived from the different 
domains back to these domains, doing exactly this delivers additional benefit: firstly, this 
mapping shows that the abstraction steps have been performed correctly. Secondly, this shows 
the flexibility of the models and their application. Thirdly, the mapping can be used to 
compare the different domains in terms of one central model. Especially this comparison is an 
important input for the context analysis performed in chapter 4: before we can analyse why 
things are different, we need to know what is different. 
3.4.1 E.I.C. 
At E.I.C., the three different stakeholders (provider, client, and broker) are clearly separated: 
each role participating in the brokering process is performed by a separate person. These 
persons are members of distinct organisations and they all have their own particular interests 
in the overall brokering process. Additionally, the individual processes that are performed in 
the overall brokering scenario are clearly distributed among the different roles (compare 
figure 12).  
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Figure 12 Role and task distribution at the E.I.C 
The relation between broker and client is usually a short term one, it only lasts as long as the 
particular brokering process does. The relation between broker and provider, however, is 
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usually a long term one: whenever a broker experiences high quality information to be 
delivered by a particular source, she will usually reuse that source later. 
The brokering services offered by E.I.C. mainly focus on the client-oriented personalisation 
tasks (see figure 13). The most frequented service offered by E.I.C. is the business contact 
information service (compare section 3.1.1). Here, structured and classified information is 
offered by various online sources (e.g. Pagine Gialle, Piazza Affari, Italian Business).  
Even though these sources offer proprietary structuring and classification schemes, the effort 
of maintaining an additional unified source, that maps the content of the other sources onto a 
scheme controlled by E.I.C. does not seem to offer much added value: the amount of 
organisations contained in the different sources is high, the level of detail varies significantly 
and the situation of many of the described organisations changes rapidly, requiring constant 
updating efforts. This situation justifies the approach of distributing the maintenance effort to 
the provider side and concentrating on the core business of providing client-oriented 
personalisation services. When fulfilling a request, the broker just queries the original 
sources, guaranteeing the delivery of up-to-date information to the client. 
E.I.C. as brokering organisation does not have a particular interest in performing transactional 
tasks. The initiation of these tasks is completely left to the client who has to contact the 
provider (or, to be more exact, the companies described within the providers information) on 
her own. 
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Figure 13 The client oriented brokering process at E.I.C. 
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3.4.2 CD TEC 
CD TEC’s situation differs from the situation present at the E.I.C.. While the E.I.C. is an 
independent information broker in the sense that it neither owns the sources of information 
nor does it support the transactional brokering phase, CD TEC is governmentally owned, 
operates on governmentally provided information sources, and delivers governmentally 
owned funding to its customers. CD TEC combines being an information provider, an 
information broker, and a funding provider delivering business development programs to its 
clients in one hand (see figure 14).  
Consequently, the brokering tasks performed by CD TEC differ: CD TEC operates on a single 
source of information that is provided by the government. The information provided is 
structured by CD TEC along their own structuring and classification schemes. However, as 
the amount of information contained within this source is fairly small, a well informed CD 
TEC information broker (i.e. a business advisor) knows the most relevant content by heart.  
Thus, the client-oriented personalisation tasks are not well-established as separate explicit 
process steps, but merged into a single personalisation process that takes place during the 
initial client visit. Profiling, querying, and result processing thus occur in one implicit 
brokering step (compare figure 15). 
CD TEC’s main focus is on supporting the transactional brokering phase, where according to 
a contract the execution of a funded business development program is monitored by CD TEC 
and evaluated together with the customer after completion.  
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Figure 14 Role and task distribution at CD TEC 
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Figure 15 Brokering processes at CD TEC  
3.4.3 ELFI 
In the ELFI information brokering scenario in the area of research funding (see section 3.1.3 
for a description of the ELFI domain) the configuration of participating stakeholders is 
complicated by the established structure of funding consultants operating at the individual 
research institutions on the one hand and the newly created centralised and independent 
research funding information service ELFI. According to this situation the following 
participants are involved (compare figure 16): 
• The funding institutions act as independent information and funding providers. 
• The ELFI service team is an independent broker external to the customer’s and the 
provider’s organisations. 
• The funding consultants at each research institution are internal information brokers 
associated with the information consumers 
• The individual researchers and research teams at the research institutions are the final 
consumers of the provided information 
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Figure 16 Role and task distribution in ELFI 
ELFI’s brokering process is in three stages (see figure 17). Firstly, the external broker (the 
ELFI service provider) sets up the initial ELFI domain model, resulting in a set of domain 
concepts and classification terms. Secondly, automatic processes contextualise (annotate) 
documents gathered from information providers and a human broker conceptualises and 
categorises the contextualised documents in order to create new domain concepts. Thirdly, the 
internal broker (i.e. a funding agent at the researchers university) personalises the 
conceptualised information to the researcher’s need by specifying interest profiles which filter 
the most appropriate domain concepts out of the set of available concepts. 
The transactional process takes place between the individual researcher or research team and 
the funding agency. It is initiated through the submission of a funding proposal that may be 
accepted or not. On acceptance, the funding agency funds the accepted research and monitors 
its execution. The transaction process is currently not supported by the ELFI service team and 
left to the researcher. In some cases, the transaction process is supported by the funding 
consultants at the research institutions. However, for the future the ELFI team plans to 
support the transaction process by providing support for consortia forming. 
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Figure 17 The ELFI brokering process 
3.4.4 MarketMonitor 
Information brokers informing the management board of large organisations about relevant 
news and events firstly need to have profound knowledge of the internal situation of the 
organisation (the domain, the goals, the financial situation) and secondly have to survey a 
potentially huge amount of information sources from which they select the relevant 
information (compare section 3.1.4 for a detailed description of information brokering 
processes for market and competition observation). The first requirement states the reason 
why these brokers are usually closely associated with the organisation (i.e. they are members 
of the organisation): they have to have access to internal knowledge. The providers of 
information they survey are the competitors and independent news agencies. 
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Figure 18 Role and task distribution in MarketMonitor 
Accordingly, the brokering configuration consists of independent information providers and 
information brokers that are closely related to the final information consumers (see figure 18). 
Conceptualisation
Categorisation
Contextualisation
Domain
Concepts
Domain
Knowldege
Documents
C
on
su
m
er
In
te
rn
al
Br
ok
er
automatic
human
Pr
ov
id
er
Annotated 
Documents
Personalisation
Annotated 
Documents
Face to Face
Reporting
 
Figure 19 The MarketMonitor brokering process 
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The internal broker uses her domain knowledge to specify the organisation’s world view by 
defining domain concepts and categories (see figure 19). In an automatic process, documents 
are gathered from the provider sites and contextualised along the domain concepts resulting in 
annotated documents. The personalisation step may be done either by the broker (who then 
reports in face to face communication to the consumer) or by the consumer herself by 
specifying queries to retrieve the most appropriate annotated documents from the repository. 
3.5 Comparison 
The E.I.C., CD TEC, ELFI, and MarketMonitor brokering processes display some 
fundamental differences but also share common aspects in terms of the general cycle shown 
in figure 9. Five main differences concern the brokered item, the roles present, the task 
distribution on these different roles, the brokering focus, and the brokering process 
organisation (see table 3). 
Table 3 Dimensions of information brokering 
 E.I.C CD TEC ELFI MarketMonitor 
Brokered 
Item 
Information Items Information Items Information Items Annotated 
Documents 
Roles 
present 
Client, Provider, 
and Broker are 
different persons19 
Broker and Provider
are the same, Client 
is a separate person 
 Client, Provider, 
and Broker are 
different persons 
Broker and Client 
are the same, 
Provider is a 
separate person 
Task 
distribution 
External brokering 
with external and 
internal sources 
External brokering 
with internal source 
External and 
internal brokering 
with external 
sources 
Internal brokering 
with external 
sources 
Main 
Brokering 
Focus 
Personalisation 
tasks 
Transactional tasks Representation 
tasks 
Retrieval tasks 
Main 
Brokering 
Processes 
One continuous 
process through 
request, profiling, 
querying, and 
delivery 
Two orthogonal 
processes: 
simplified 
representation 
process and a main 
personalisation and 
transactional 
process 
One continuous 
process through 
contextualisation, 
conceptualisation, 
and 
personalisation 
Two orthogonal 
processes: 
preparation by 
conceptualisation, 
brokering by 
contextualisation 
and 
personalisation 
                                                 
19 Here, the term person does not only refer to individual persons, but also to persons as representatives of 
different organisations.  
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(1) Brokered Item. At the E.I.C., at CD TEC, and in ELFI, the brokered items are domain 
concepts while MarketMonitor brokers annotated documents. This difference stems from 
domain properties: while for E.I.C., CD TEC, and ELFI the types of concepts dealt with 
are well defined (namely company contacts or profiles, funding programs and 
corresponding contact information, respectively) in MarketMonitor, concepts are a helpful 
means to state what news are about; the brokered information is the news about concepts 
instead of new concepts. 
(2) Roles present. In ELFI and at the E.I.C., the three different brokering roles, provider, 
broker, and client, participate as clearly separated persons. Especially, the number of 
sources the broker offers to the clients is high in both cases. Additionally, in ELFI two 
different brokers exist: the ELFI service provider as an independent brokering institution 
and the research funding consultants at the research institutions who are tightly coupled 
with the clients. At CD TEC, provider and broker are virtually merged into one 
organisation: the broker only offers information stemming from one source to a high 
number of clients. In the MarketMonitor case broker and consumer are members of the 
same organisation, while the providers are separate. The number of sources is 
consequently rather high, while the relationship between broker and (the small number of) 
clients is quite close. 
(3) Task distribution. At E.I.C. and CD TEC, brokers are external to the client’s 
organisation. In both cases, the focus is on client-oriented tasks carried out by the broker 
(Personalisation in the E.I.C case and transaction at CD TEC). In ELFI a twofold 
brokering process is present, where brokering tasks are distributed between external 
brokers (dealing with contextualisation and conceptualisation) and internal brokers 
(dealing with personalisation). In MarketMonitor, only an internal broker exists who is 
responsible for conceptualisation and contextualisation. Personalisation is done by the 
broker and/or the consumer herself. The reasons for these differences are manifold: In the 
E.I.C case, a number of sources offering structured and categorised information is 
available, offering the E.I.C. brokers the possibility to focus on personalisation tasks. As 
the E.I.C. customers are external and high in number, the personalisation process is a 
rather long and well-established one that offers the broker the possibility to learn about the 
customer. CD TEC brokers a single source of information to a limited set of customers 
and can thus focus on the (resource intense) transactional tasks. The group of ELFI 
consumers, interested in the same kind of information, is rather big (potentially all 
German scientists). This requires a central institution offering high quality conceptualised 
and contextualised information. Personalisation in turn requires good knowledge of the 
consumer and thus is not performed by the central service provider. In MarketMonitor, the 
number of consumers is relatively small and the domain knowledge is specific to the 
organisation. These conditions do not justify an external broker. Furthermore, as the 
interest in news is rather short term, personalisation is done by the broker who 
personalises case by case individually or the consumer herself in an ad hoc manner, while 
ELFI researchers have a long term interest in their specific area of research, resulting in 
long term profiles maintained by the internal broker or the researcher herself. 
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(4) Brokering Focus. At the E.I.C., the main effort is spent on the personalisation tasks. This 
reflects the situation, that structured and categorised information is offered by different 
providers. Consequently, the E.I.C. does not perform retrieval and representational tasks. 
During the execution of client-oriented personalisation tasks, the E.I.C. broker directly 
uses the available sources online through their Web-interface. CD TEC focuses mainly on 
the client-oriented transactional tasks. However, representation and personalisation 
oriented tasks are also present, but they play a minor role in the overall process. Retrieval 
tasks are not present at CD TEC, as the brokered information stems from a single source 
that is closely associated with CD TEC. The ELFI service provider performs retrieval and 
representation tasks, with a clear focus on the latter. The ELFI service provider does not 
itself carry out the personalisation tasks but instead offers a high quality resource for 
personalisation tasks performed by funding consultants or the researchers themselves. 
Consequently, the transactional tasks are performed by the researchers themselves with an 
optional support by the funding consultants of their respective research organisation. In 
MarketMonitor the main focus in on the retrieval side. Here it is most important to get late 
breaking information from various online resources. Additionally, representational tasks 
and personalisation tasks can be observed: the representation of the domain model serves 
as a preparatory step for the contextualisation of the incoming information, the 
personalisation step filters the most relevant documents out of the continuous stream, 
according to user profiles and explicit queries. 
(5) Main Brokering Processes. E.I.C. and CD TEC focus on the client-oriented tasks, while 
ELFI and MarketMonitor mainly carry out retrieval and representation tasks. E.I.C. offers 
a continuous personalisation process through request, profiling, querying, and delivery. 
CD TEC displays two orthogonal processes consisting of a simplified representation 
process and a main personalisation and transaction process. ELFI offers a continuous 
process of contextualisation, conceptualisation and personalisation. MarketMonitor has 
two orthogonal processes, one dealing with conceptualisation, one with contextualisation 
and personalisation. The reasons for this difference are as follows. In MarketMonitor, the 
organisation (acting as internal broker) conceptualises its own view of the domain. This 
view remains relatively stable over a period of time. Members of the organisation want to 
map news from the external world onto this view. This interest leads to the second 
process, that contextualises and personalises external information along the domain 
concepts. In ELFI the external broker defines an initial domain view which is 
continuously expanded through incoming documents. For the consumers it is interesting 
to monitor exactly these changes in the conceptualised information. In the CD TEC case, 
changes to the source of information are not the most important events to monitor and, as 
only a single source of information is brokered, do not occur often. Instead the performed 
transaction is important. At the E.I.C. the representation and retrieval processes are not 
carried out within the brokering organisation but delegated to the providers. The 
transaction, in turn, is carried out by the clients. E.I.C. can thus concentrate on the 
personalisation process. 
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3.6 System Support Requirements 
Now, requirements for how information brokering in all the different settings, configurations, 
and domains can be effectively supported by software systems are identified. The 
requirements introduced here define a framework of requirements that guide the development 
of information brokering environments which are to a great extent independent of a certain 
domain, a certain role or task distribution, and certain process configurations. 
Therefore, requirements for individual information brokering tasks are looked at first 
followed by support possibilities for the different process configurations. 
3.6.1 Requirements for Individual Tasks 
This section analyses how the different brokering tasks can be supported or automated by 
information systems. The main underlying idea is to automate only such tasks that are routine 
and optimally support human beings involved in performing the intellectually challenging 
tasks (see table 4).  
Source Evaluation. Standard evaluation forms in electronic form may support the evaluation 
of sources: these browseable structures (valuation cards) allow the comparison of evaluations 
of different sources and guide the evaluation process in focussing on the relevant aspects. 
Source Observation. Scheduled web-robots can be used to automate the source observation 
task. These robots may maintain an archive (mirror) of the observed sources together with 
meta-information about the time of the last change of each piece of information. In a 
continuous monitoring process the robots can detect and retrieve new or changed information. 
Contextualisation. Parsing routines that use the domain model as input can automatically 
contextualise the incoming information by detecting occurrences of domain relevant terms 
within the documents. Standard information retrieval relevance ranking mechanisms can 
additionally automatically score the retrieved documents with respect to their overall domain 
relevance. 
Conceptualisation. A modelling environment that allows domain experts to create the basic 
conceptual structures for a domain and allows to input domain contents into these structures 
can efficiently support the conceptualisation of information. Additionally, automatic routines 
may pre-structure incoming information (especially, when this information comes in a semi-
structured way). Depending on the nature of the sources interacted with (concerning e.g. 
structure and quality), this pre-structuring step may totally replace the manual 
conceptualisation. 
Categorisation. As with the conceptualisation, the categorisation task can be supported by a 
modelling environment that allows the definition of multi-dimensional domain dependent 
categorisation schemes. These categorisation schemes must be browseable to guide the 
categorisation of information items. 
Request/Assignment. An important aspect of the request/assignment task is the explication 
of initial knowledge about the client. Structured client records guide the capturing, 
organisation, retrieval, and reuse of knowledge about clients. By offering the client the 
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possibility to fill out these forms herself, the request/assignment task may be automated from 
the broker’s point of view. However, for quality assurance reasons, this taks should preferably 
be performed by the broker. 
Table 4 Information brokering tasks and their automation/support potential 
Brokering Cycle General Brokering Task 
au
to
m
at
io
n 
su
pp
or
t 
System task 
Source Evaluation  X Standard evaluation form Source-related Tasks 
– 
Retrieval Cycle Source Observation X  
Scheduled web-robots, archive, change 
detection 
Conceptualisation X X Contextualisation, structured input 
Categorisation 
  X 
Contextualisation, multi-dimensional 
visualised schemes 
Domain Representation 
Tasks 
– 
Representation Cycle Contextualisation X  Domain dependent parsing routines on incoming documents 
Request X X Support by recording of client files; or automate by client self registration 
Profiling X X 
Support by browseable classification 
schemes and direct feedback; or automate 
by adaptive features 
Querying X  Executable profiles 
Result Processing  X Provide browseable, editable, filterable result sets in standardised structures 
Client-oriented 
Personalisation Tasks 
– 
Personalisation Cycle 
Delivery X  
Provide email integration (one-click 
support) or automatic scheduled delivery 
based on profiles 
Registration X X See request 
Contracting  X Contract management, template contracts 
Execution  X Scheduled reminders for monitoring, evaluation forms 
Client-oriented 
Transactional Tasks 
– 
Transactional Cycle 
Evaluation / Recourse  X Evaluation forms 
 
Profiling. The preparation of domain dependent classification schemes and conceptual 
structures supports the profiling task: from the classification schemes and domain relevant 
terms those may be selected, that best describe the client’s need. This requires the existence of 
a browseable and searchable interface to the domain model, that allows the interactive 
creation of a client specific profile. Additionally, especially in brokering scenarios where a 
long term client interest exists (such as ELFI), the manual profile creation may be partly 
automated by providing adaptive features that propose profile enhancements due to observed 
user interaction. In scenarios, where the brokering organisation does not maintain an explicit 
archive (such as E.I.C.), the profiling step also includes the selection of appropriate sources. 
The existence of searchable and browseable valuation cards supports this aspect of the 
profiling task. 
Querying. The application of the profile to the information pool may be automated granted 
that a structured domain model exists that allows the retrieval of either structured information 
items or contextualised documents. Filtering mechanisms can select the most appropriate 
information from the pool. In cases where an explicit pool of information is not maintained by 
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the broker (such as E.I.C.), the querying step also involves the automatic translation of the 
profile into source specific query expressions and the transformation of the retrieved results 
into uniform, broker specific structures. This requires the definition of source specific 
mapping routines performing the necessary transformations. 
Result Processing. The result set delivered by the querying task is required to be in a 
searchable, browseable, and editable format to efficiently support the manual post processing 
of the set by the broker. 
Delivery. Having access to client specific contact information (gathered during the 
request/assignment task) the delivery of information may be automated. The dossier can be 
delivered automatically as soon as the broker finishes the result processing task. In brokering 
scenarios where a long term client interest exists and a manual result processing does not 
occur (such as ELFI and MarketMonitor) the delivery may be totally automated: whenever 
relevant new information is detected, the client may automatically notified according to her 
individual profile. 
Contracting. A contract management system is a good resource for supporting the 
contracting task. The repository of past contracts offers examples for the creation of new 
contracts. Additionally, electronic contract templates can simplify the process of creating, 
organising and retrieving contracts. However, the intellectual tasks involved with the creation 
and verification of contracts have to be performed by specially trained human beings. 
Execution. The main part of the execution task is outside the usual system support. However, 
when the execution needs to be monitored by the brokering institution (as it is the case at CD 
TEC), this process may be supported by offering scheduled monitoring reminders, electronic 
monitoring report templates and access to previous monitoring reports assuring a well-
informed broker to perform the monitoring task. This support is especially important when the 
broker has to deal with many clients in parallel and thus performs context switches quite 
often. In such a situation, the broker needs to be informed fast about the essential 
characteristics of the current case. 
Evaluation/Recourse. Standardised evaluation forms in electronic format can support the 
evaluation/recourse task. These forms may exist in customised versions for the client and for 
the broker. Additionally, during this task it is important to have access to the information that 
has been collected during the complete transaction phase as well as during earlier phases in 
the overall brokering process.  
3.6.2 Requirements for Process Support 
Additionally to having individual tasks supported by information systems, it is important to 
support the overall organisation and configuration of the brokering processes. A core set of 
tasks that are important in information brokering can be identified, roles that participate in the 
brokering processes can be identified and some core processes that distribute the tasks among 
the participating roles can be identified. However, as the differences between the different 
brokering scenarios analysed clearly show, the tasks, roles and processes and their 
configuration that are prevalent in a specific scenario cannot be predefined. 
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To cope with this situation, software solutions that support information brokering processes 
have to be designed in a way that they: 
• support the overall information brokering process by integrating the different tasks within 
one system environment; 
• support capturing, searching, browsing, and distributing information and knowledge 
related to the brokering process; 
• allow the flexible assignment of different tasks to different participating roles; 
• allow the flexible reconfiguration of the brokering processes in order to reflect the chosen 
brokering scenario. 
A comprehensive information brokering environment has to cover both, the support for 
individual tasks as well as the support for the overall process organisation. In chapter 6 
several information brokering environments developed subsequently are discussed together 
with their evaluation in more detail. 
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 Chapter 4  
Contextualisation in Information 
Brokering 
So far, this work analysed information brokering processes in an independent manner. The 
core elements of brokering processes that organise incoming information and distribute 
outgoing information have been identified. We have seen that information brokering 
processes vary strongly across different domains but we don’t yet understand why they are so 
different.  
The situations in which information is produced or consumed (i.e. the contexts that influence 
the information brokering processes) have not yet been analysed. Consequently, the term 
contextualisation was restricted to the evaluation, annotation, or filtering of information 
within the context of the brokering domain. Now, the observable information brokering 
processes are put in context by analysing how contextual aspects influence brokering process 
configurations and how these contextual aspects are reflected and used within the processes. 
When information is received by a person, several factors can diminish its comprehensibility. 
The level of detail may be inappropriate (i.e. too much or too little detail). Individual 
information items may be received disconnected even though they belong together. Different 
information items may be contradicting. Information may be wrong or incomplete. Additional 
information may be needed to understand given information. Information from different 
origins may be hard to compare (see e.g. [Fiske 1990] for a general introduction to 
communication theories and problems that arise). 
These problems to a great extent relate to a lack of context: the sender of information on the 
one hand may be unaware of the receiver’s context and thus sends inappropriate information, 
information on inappropriate levels of detail, or information using inappropriate media. On 
the other hand, if the receiver does not know enough about the sender’s context, the 
comprehension of any received information may be severely disturbed: the receiver may not 
be able to evaluate the information correctly without hints to the sender’s context (e.g. 
reliability of the sender, purpose of sending the information, etc.). 
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In direct face to face communication it is often possible to detect problems related to 
contextual issues fast and to react accordingly. These contextual problems often are detected 
only implicitly: the communicating parties don’t explicitly pay attention to these issues and 
solve them as by-product of their interaction process: 
“We grasp the meaning of what is said in our language not because 
appreciation of context is unnecessary but because context is inescapably 
present.” [Dewey 1931] 
However, in information brokering scenarios, often asynchronous communication processes 
with long feedback cycles have to be handled. Additionally, more than two communicating 
parties are often involved: numerous providers, a chain of brokers, and a customer. In this 
situation, contextual problems in many cases lead to a termination of the overall 
communication process as implicit or explicit reactions to contextual problems cannot take 
effect in an adequate time frame. 
As a consequence of this situation, it is necessary to pay attention to contextual issues before 
the communication process is established explicitly. An analysis of the different contextual 
constraints of all communicating parties provides the opportunity to communicate information 
in an appropriate manner, i.e. contextualised. 
Contextualised information is information that is comprehensible by the receiver. It is on the 
right level of detail and allows the receiver to reconstruct the necessary context needed to 
understand it.  
The main outcomes of this section are the analysis of contextual dimensions and their 
influence on the configuration of various information brokering scenarios. Furthermore, the 
possibilities of using contextual information explicitly in order to improve information 
brokering processes are analysed resulting in the development of a generally applicable 
contextualisation framework. 
The rest of this chapter is organised as follows. The following subsections analyse the role 
context plays in information brokering processes in general (section 4.1). Following that, 
different information brokering services are reviewed with respect to the context in which 
they take place (section 4.2). Therefore, more detail will be put on the contextual aspects of 
the case studies introduced in section 3.1. Section 4.3 looks at how context affects brokering 
processes and how different contexts are reflected in different contextualisation approaches. 
Finally, these approaches will be systematised in a contextualisation framework, that defines 
how contextual knowledge can be used to guide the information brokering processes (section 
4.4). 
4.1 The Role of Context in Information Brokering 
Processes 
Information brokering processes mediate between information offers and demands which 
emerge within their own contexts (see figure 20) determining important characteristics of the 
way information is produced and consumed.  
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Now, information brokering does not take place as an independent process: The 
characteristics of the processes that either produce or consume information form the context 
in which the information brokering processes are situated. These characteristics have a strong 
impact on the way, information is brokered.  
Core Brokering Processes
Conceptualisation
Categorisation
Contextualisation
Domain
Concepts
Annotated
Document
Domain
Knowldege
Documents
Personalisation
Information Production Processes
Information Consumption Processes
Context
Context Request
Content
Result
Processing Querying
Domain
Concepts
Annotated
Document
Domain
Knowldege
ProfilingRequest
ProfileDossier
Result
Set
Client
Knowldege
Domain
Categories
Delivery
 
Figure 20 Information brokering embedded within other processes 
Three different contexts will now be distinguished that are important in information 
brokering20:  
• the information production context,  
• the information consumption context, and  
• the information brokering context.  
In the following, these different contexts and how they influence characteristics of the 
information provision, consumption, and brokering processes will be analysed. Therefore, a 
set of dimensions for each of these contexts will be presented describing important 
characteristics. 
Of course, the list of dimensions identified cannot be complete, as the context influencing a 
certain process is not a clearly defined “box” (the box-metaphor for representing context 
stems from the area of contextual reasoning; see e.g. [Benerecetti et al. 2001]): [Kokinov 
                                                 
20 Note, that here we leave out the transaction context. Of course, the transactional goals and further 
characteristics of the transaction context influences the production, consumption, and brokering contexts. But, 
the information brokering domain we analysed so far mainly did not focus on transactional aspects at all (i.e. 
transactional aspects are not part of the modelled brokering processes). Hence, an analysis of transaction 
contexts cannot be performed here, instead we would only present a set of assumptions. 
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2001] argues, that context cannot be considered as a box, as automatic, unconscious context 
influences are not taken into account. 
However, together with [Pomerol & Brézillon 1999] we believe, that an explicit, structured 
analysis of consciously observable contextual aspects helps to pragmatically improve our 
understanding of contextual effects. 
Consequently, the lists of dimensions used to define the different contexts here stem from the 
observations made during the analysis work within the individual case studies. We found, that 
these dimensions are effectively useful to distinguish between the individual information 
brokering scenarios and configurations. 
This list of dimensions is neither claimed to be complete, nor to consist of the most relevant 
contextual dimensions. The selection of dimensions is rather done pragmatically here: instead 
of using a formal theory of contextual dimensions, a pragmatic analysis approach has been 
performed, relying on the experience of the brokers from the various domains.  
Contextualisation
Brokering
Context
Production
Context
Consumption
Context
Information
Provider Broker Consumer
 
Figure 21 Different contexts in information brokering processes 
The information production context determines the available information that can be brokered 
within a specific information brokering domain. Furthermore, the information production 
contexts determines characteristics of this information (compare table 5).  
Processes within information production contexts are not necessarily explicitly dedicated to 
the production of information. Information may as well be a by-product of processes that are 
focused on other goals.  
Depending on the nature of the information production contexts, information may be dynamic 
or static in nature. For example, a service offering stock quotes delivers highly dynamic 
information that is only interesting for a short period of time. The individual information item, 
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the stock quote of an individual company or an index, changes often. A librarian, on the other 
hand, offers books with a fixed content that will never change once the book is written. Only 
the set of books itself changes by the addition of new books.  
The production context also determines whether the produced information can be seen as 
reliable or questionable. Information produced by trusted authorities and experts is more 
likely to be reliable than information that stems from non-transparent sources or is reported as 
a rumour. 
Table 5 Dimensions characterising information production  
Dimension Range 
Expliciteness of 
production 
process 
Explicit processes devoted 
to the production of 
information 
Information as by-product of 
processes with different 
goals 
Stability Highly dynamic 
information 
Stable domain with static 
information 
Reliability Reliable information (e.g. 
official sources) 
Questionable information 
Structure Highly structured 
information 
Unstructured information 
Distribution Comprehensive single 
source 
Huge amount of different 
providers offering parts 
 
The structure of the information offered also depends on the production contexts: the offered 
information may be structured along domain dependent schemas that are stable over time (e.g. 
product catalogues, stock quotes, etc.) or it may be unstructured and offered in the form of 
documents (e.g. articles offered by news agencies). 
In some information brokering domains comprehensive single sources of information exist 
that offer all information belonging to the domain. This is for instance the case when broker 
and provider collapse and the broker thus offers her own source, or when a broker is closely 
associated to a single provider (as it is the case at CD TEC). In the other extreme, information 
may be distributed among many different providers, each of which offers only a small aspect 
of the overall domain (as it is e.g. the case in magazines brokering classified advertisements, 
where each provider is an individual person who offers only a single item of information). 
The information consumption context determines the characteristics of the information need. 
Consequently, the information consumption context controls the information brokering 
processes offered by the provider. A set of characteristics of the information need and their 
influence on the information brokering processes (compare table 6) will now be analysed.  
In some domains, stable long term interests exist that only slowly change over time. Such a 
long term interest may e.g. be manifested in the subscription to domain specific magazines 
and newsletters. A stable long term interest can also be observed in domains with 
personalised information offers (e.g. profile-based distribution of newsletters as a simple form 
  101  
 
CONTEXTUALISATION IN INFORMATION BROKERING   
of personalisation). On the other hand, in some domains ad hoc information needs can be 
observed. This is for instance the case in many telephone hotline offers, where a customer 
who is in a specific problem situation requests for information. 
The quality of the information offered is an important requirement in many domains (e.g. 
when the customer decides on investments based on stock quote information offered, it is 
important that the quotes are correct). Sometimes however, quality in every detail of the 
information brokered is not the most important criterion: instead, broad overviews over 
available information and trends is wanted. This is for instance the case, when a broker offers 
market investigations or market studies. Here, it is important to find out about general trends 
and to offer plausible forecasts of expected future market developments. Due to the nature of 
the information offered, there is much space for different interpretations left. 
Table 6 Dimensions characterising information needs 
Dimension Range 
Interest stability Long term interest 
according to continuous 
need 
Ad hoc information need, 
different from request to 
request 
Quality  High quality of delivered 
information in terms of 
reliability 
Broad overview over 
available information 
Precision  High precision in terms of 
exactly meeting the request 
High quantity of information 
in terms of completeness 
Level of detail Detailed, comprehensive 
dossiers 
Unstructured information 
Explicitness of 
need 
Explicit request Implicit need 
Awareness of need Client knows what she 
needs – specific need 
Client needs generally to be 
informed – unspecific need 
Level of needed 
interactivity 
Interactive need 
specification 
Clearly defined needs exist 
Time criticality Time critical needs Evolving need 
 
In most cases, the consumer wants to receive information that exactly meets her individual 
information need. This means, that the quantity of delivered information items is rather low, 
while those items that are delivered are exactly those that are required. However, in some 
cases, the situation is different in that the delivered information should completely cover a 
certain area. This is for instance the case, when the consumer herself wants to be in charge of 
selecting the most appropriate items. For example, in scenarios where research funding 
opportunities are brokered (ELFI), the consumer wants to receive rather more opportunities 
that only roughly meet her individual research interest than receiving only a few (or – in the 
worst case – none) that exactly meet her needs. 
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Depending on the purpose, the consumer wants the desired information for, it may be 
favourable to receive detailed, structured information (e.g. when the consumer wants to 
compare several information items quickly). Sometimes, predefined information structures 
don’t meet the consumers need: in some domains it is not possible to define a set of structures 
that are easy to understand but also allow enough flexibility to represent the complexity of the 
domain. This is for instance the case in situations, where general news about a domain are 
brokered: the topics of these news vary around a significant range. The most natural way to 
offer this kind of information is to offer unstructured news articles. 
When the consumer is consciously aware of her information need, she can formulate this need 
and explicitly state requests to the broker. It is then easy for the broker to react and offer 
information that meets the request. However, in other cases the situation may be different: the 
consumer may not be aware of an explicit information need or she may not know that 
information satisfying that need exists. In these cases, the broker cannot just wait for requests. 
Instead, she has to proactively distribute information meeting an anticipated consumer need. 
Related to the awareness of the need is the required level of interactivity needed to specify the 
need. Sometimes, the consumer has a clear picture of the need in mind and can explicate this. 
Here, the broker does not need to interact much with the consumer. In many other cases, 
however, the consumer has great difficulties to explain the information need exactly. Now, 
the information broker is responsible to interactively gather more knowledge about the 
consumer to get a better idea of the information need. 
Sometimes, the information need stated by the consumer is time critical. The consumer needs 
the desired information immediately. The time criticality does not leave much space for 
interactive need specifications, the broker has to act fast and deliver the desired information. 
In such a situation the response time overshadows other criteria of the information need such 
as precision, quality, and level of detail. On the other extreme, information brokering domains 
exist, where the time criticality of the information need is of minor importance. In such a 
domain, the broker has more time to gather knowledge about the consumer and to prepare 
information that meets the specific need.  
Table 7 Dimensions characterising the brokering context 
Dimension Range 
Association Independent With provider With client 
Goals Neutral brokering  Promotion Observation 
Focus Retrieval Representation Personalisation Transaction 
Manpower  High Low 
#Clients per broker High Low 
 
The third important context in the information brokering scenario is the brokering context 
(compare table 7). The broker may be representing an independent brokering institution that 
brokers between a set of providers and a set of clients. But the broker may as well be 
associated with the provider offering only information from this specific source. On the other 
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hand, the broker may be associated with the client. In this case, the broker acts in the interest 
of this specific client. 
Related to this are the goals the broker pursues with her brokering engagement: an 
independent broker rather acts as a neutral broker (with initially equally valued sources). A 
provider associated broker actively promotes her provider’s information to the clients, while a 
client associated broker observes a set of sources on behalf of this specific client. 
The broker may chose to focus her work on special aspects of the overall brokering process. 
She can focus on the retrieval side, on the representational tasks, on personalisation aspects, 
or on supporting transactional processes. Of course combinations are possible. 
Related to the focus the broker chooses, is the manpower available to the brokering 
organisation: the higher the number of workers, the wider the focus can be. The number of 
clients each individual broker has to deal with also determines the brokering focus: the higher 
the number of clients, the lower the individual personalisation effort spent by the broker. 
The brokering context is further determined by the special situations on the information 
provision side of the brokering domain on the one hand, and – on the other hand – by 
characteristics of the destinated information consumers. In other words: the brokering context 
depends on the observed production context and the anticipated consumption context.  
The way the broker structures the information she offers to her customers reflects this 
dependency: the chosen structure has to cover the information richness offered by the 
providers. At the same time, this structure has to be designed in a way that it best possibly 
meets the personalisation goal the broker has to pursue: using this structure it has to be 
possible to determine the relevance of any information item to the consumers. 
Table 8 Influences of the production context on the brokering context 
Production Context Dimension Consequences for brokering context 
Dynamic information High effort in source observation Stability 
Stable information Low effort in source observation 
Low  High effort in source evaluation Reliability 
High Low effort in source evaluation 
Structured Low effort in representational tasks Structure 
Unstructured High effort in representational tasks 
Many sources High effort in source observation Distribution 
Comprehensive sources Low effort in source observation 
 
The contextual conditions applying to providers and consumers within the information 
brokering domain determine to a great extent which tasks within the overall information 
brokering process the broker focuses on (compare table 8 and table 9).  
The higher the number of providers that offer information or the more dynamic the provided 
information is, the bigger the effort the broker has to put into source observation tasks. The 
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lower the reliability of the provided information is, the higher the effort the broker has to 
spend on evaluating sources.  
The effort spent on structuring and representing information depends on the availability of 
structured information from the provider’s side and on the need for structured information as 
requested by the consumers. 
Table 9 Influences of the consumption context on the brokering context 
Consumption Context Dimension Consequences for brokering context 
Long-term interest Explicit long-term relationship between client 
and broker (requires effort in maintenance of 
relationship) 
Interest 
Stability 
Ad hoc interest High effort in efficiently searchable structures 
High quality needed High effort in representation and evaluation of 
provided information 
Quality 
Requirement 
Broad overview needed High effort in source observation for many 
sources 
High precision required High effort in personalisation Precision 
Requirement High quantity required High effort in completeness of observed sources 
Structured, detailed High effort in representation Level of Detail 
Required Unstructured, rough High effort in contextualisation 
Explicit need High effort in personalisation Explicitness of 
need Implicit need High effort in provision of information (push) 
Aware client High effort in personalisation according to need Awareness of 
need Unaware client High effort in understanding client needs 
(consultancy) 
High Personalisation mainly performed by broker Level of 
interactivity Low Personalisation mainly performed by client 
High High effort in efficiently searchable structures Time 
Criticality Low High effort in consultancy 
 
When the broker faces clients with long-term oriented stable interests, she can put effort into 
the creation and maintenance of explicit, long-term oriented relationships between client and 
broker. The broker has the chance to gather more knowledge about the client over time but 
also has to put effort into the maintenance of the relationship.  
On the other hand, ad hoc interests lead to a situation, where the broker has much less time to 
understand the client need. Here the broker needs to put effort into the representation of her 
information in efficiently searchable structures in order to meet the client’s need fast. 
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When the clients request high quality information, the broker has to put much effort into the 
representation and evaluation of the information she offers. If the clients are interested in 
broad overviews instead, effort should be put into the observation of different sources. 
To satisfy clients that generally expect a high precision of the delivered information, the 
broker has to put much effort into the personalisation of information. On the other hand, 
clients requiring a high quantity of information items to be delivered can better be satisfied by 
providing information from many observed sources. Consequently, the effort in source 
observation (and especially in having access to a comprehensive set of sources) should be 
high. 
The effort put into representation of information depends on the required level of detail 
requested. When clients request unstructured information, the effort should go rather into the 
contextualisation of information than into representation and structuring. 
Clients that have explicit needs or are aware of their need can be satisfied by putting effort in 
the personalisation of offered information. Implicit needs require more effort in the active 
provision of information by the broker (push brokering) while clients which are unaware of 
their exact need require the consultancy effort to be high.  
A high level of interactivity required by the client requires the broker to perform many of the 
personalisation tasks, while clients requiring a low level of interactivity can perform (parts of) 
the personalisation tasks on their own. 
Dealing with clients having time critical needs requires the broker to provide efficiently 
searchable information structures to be able to perform personalisation tasks fast. On the other 
hand, clients with needs which are not that time critical leave more space for individual 
consultancy. 
4.2 Context Analysis 
Even though the role context plays in all phases of the information life cycle within the 
overall information brokering process is so significant, only little research effort has been put 
into contextual issues concerning the design of complex information systems yet. In most 
cases, contextual issues are handled only implicitly. However, despite the situation that little 
effort is put into the profound analysis of existing contextual constraints in a given 
information brokering domain explicitly, the resulting solutions (at least those that appear to 
work well) clearly reflect some contextual impact. 
The following sections analyse the contexts prevalent in different information brokering 
domains and describe how these contexts influence characteristics of the observed 
information brokering processes. Note, that the brokering processes at CD TEC (see section 
3.1.2) will not be considered here: the clear focus in the information brokering configuration 
at CD TEC is on transactional aspects. Thus, it does only comprise a few representation, 
retrieval, and personalisation aspects. However, as issues of information complexity and 
overload are mainly involved within these processes, the CD TEC scenario is left out here. 
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4.2.1 External and Internal Contexts at E.I.C. 
At the Economic Information Centre of the Milan Chambers of Commerce (see 3.1.1 for an 
introduction to the work of E.I.C.) one can observe three different levels of processes that 
interplay (see figure 22). These processes are the external client processes, the external 
brokering processes, and the internal brokering processes. 
External
Service
OM
Internal Brokering Processes
External Brokering Processes
External Client Processes
Request ContentContext
Request ContentContext
 
Figure 22 Three levels of contextualising processes at E.I.C.  
The initial client request that reaches E.I.C. emerges out of the context of an external client 
process. Usually, E.I.C.’s customers are companies seeking to find business contacts to find 
new business opportunities. In many cases, their intend is to find new suppliers, distributors, 
customers, partners, or markets. These external client processes share some common 
characteristics that influence the nature of their request and consequently E.I.C.’s brokering 
process: 
• A company usually does not permanently seek for new business contacts, but only from 
time to time. Each time different aspects of the desired contact information are important. 
Thus, the relation between customer and broker is potentially long-term oriented, but the 
subsequent requests may differ slightly. 
• The answer given by the broker may have an impact on the business development of the 
requesting company for years. This implies, that the quality of the answer is far more 
important than the time spend to retrieve it. 
A mapping of the contextual dimensions defined in section 4.1 (compare table 6 on page 102) 
on the situation of the external client process shows, that long term interests rather than ad 
hoc requests dominate. The quality of the delivered information has to be high, as it may have 
a major impact on the requesting company. 
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The requirements concerning precision and level of detail vary but the E.I.C. customers 
usually prefer structured information. The E.I.C. customers have an explicit information need 
and actively contact the broker to state an explicit request. However, from the observations 
and interviews at E.I.C. we know, that requesters are not always aware of their information 
need: they do not generally know exactly what information they need.  
Consequently, a high level of interactivity between the E.I.C. broker and the customer is 
required. Time criticality is only a minor aspect: the client-broker relationship usually lasts 
over several weeks.  
The external brokering process at E.I.C. is triggered by the external client process: the client 
contacts E.I.C. with a request. The resulting relation between the E.I.C. broker and the client 
may last over weeks and may be communication intense. But this relation is not exclusive: 
typically, a single broker deals with a set of open client requests at a time. The relation 
between the client and the broker is manifested in a well established brokering process that 
consists of a set of predefined stages. Each of these different stages (see 3.1.1 for a detailed 
process description) requires different knowledge and information available to the broker (see 
figure 23). 
Process steps Information items
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Category Schemes
Broker Notes
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Figure 23 The external brokering process and involved information items 
As seen during the process analysis performed at E.I.C. (see section 3.1.1), the work for a 
single client is not a single continuous process but will be disrupted often times, as requests 
may arrive in parallel using different channels (e.g. telephone, fax, email, personal visit). This 
leads to a situation, where the broker performs her tasks in a patchwork manner: she has to 
switch back and forth between the active processes in order to react fast to the different client 
requests. To be able to continue the disrupted work for an active process, the broker quickly 
has to reconstitute the context of the particular client associated with that process. 
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Consequently, the broker is required to handle many context shifts: the different client 
requests are typically in different stages, handle different contents, and require different 
sources to be explored. These abrupt context shifts require the broker to re-inform herself 
about the client request she switches to as well as to stay informed about the stage of all other 
open requests.  
This requirement for information triggers so-called internal brokering processes. Here, the 
E.I.C. broker takes the role of a customer requesting information from the internal broker (or 
the organisational memory) that brokers information about customers, process stages, 
information sources, category schemes, and more (see figure 23 for information items 
consumed and created during the internal brokering processes).  
The internal brokering processes have requirements different from those of the external 
brokering processes. These processes are less formal than the external information brokering 
processes provided to the clients. The information need that leads to internal brokering 
processes emerges out of the context of an external brokering process in a certain state, where 
the broker needs information to enter the next process state. Here, it is important that the 
broker receives the desired information fast. The requested information is not entirely new to 
the broker, but should re-inform her about ongoing work. Thus, the information delivered to 
the requesting broker should enable her to re-constitute the process context efficiently. 
Within the internal brokering process, there is usually no explicit human broker involved. 
Instead, the team of E.I.C. brokers performs the tasks related to the internal brokering 
processes (information representation, information personalisation) on their own behalf. 
As with the initial client process, the contextual dimensions from section 4.1 are mapped onto 
the situation out of which the internal brokering process emerges. Here, an ad hoc information 
need dominates (emerging out of a required context shift from one active request to another) 
that triggers an internal brokering process.  
The quality and precision requirements high: when the broker shifts the context she needs to 
be informed about the exact situation she shifts to with structured information that is easily 
comprehensible.  
The information need the broker has to satisfy is an explicit one. However, the broker does 
not have the time to explicitly request information in terms of queries. The broker is aware of 
her information need and knows exactly what information she needs. This only requires a low 
level of interactivity. 
Time is a major aspect of the internal brokering processes: the broker needs to change context 
quite often during a working day and each time needs to be informed fast. 
Having analysed the information needs from a contextual perspective, now information 
providers’ side follows. We don’t know much about the individual processes that produce 
information on the providers’ side of the external brokering processes in the E.I.C. scenario as 
these processes have not been analysed within the COBRA project. But, from the analysis 
work performed together with E.I.C. brokers, we know that a set of well established providers 
exist (compare section 3.1.1). 
These providers offer detailed and structured business information. They are to a great extend 
reliable but the information is distributed across several sources (e.g. separated by region, 
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branch, or level of detail provided). The information offered is rather static than dynamic, 
though there are some dynamic aspects (e.g. when new companies are founded or when 
companies close down).  
Consequently, retrieval and representation tasks (compare section 3.3) are not in the main 
focus of the E.I.C. brokers. Instead, they mainly provide personalisation services in compiling 
information from different sources to personal dossiers according to client specifications.  
The retrieval tasks needed to support the personalisation effort are performed in an ad hoc 
manner: based on the user requirements, the brokers directly query the set of selected sources 
and transform the received results into a uniform format. The representational tasks are 
restricted to the structural representation of different sources: used classification schemes for 
querying and used structures in information delivery. The contents reside on the provider side. 
The situation is different when looking at the information production side of the internal 
information brokering processes. Here, the same processes that consume information also 
produce information objects as by-product of the work the broker performs to satisfy the 
external client need (compare figure 23). 
The information produced here is dynamic in nature: it depends on the current stage of the 
process and on characteristics of the external process, what kind of information is produced to 
feed the internal information brokering processes. E.g., client notes are produced during the 
assignment phase and consumed in the need identification phase. The need identification 
phase in turn produces case notes which are used as input for the source selection phase and 
the need classification phase. These two phases produce the profile, that is input for the query 
phase, which delivers a dossier that is manipulated in the result selection phase and delivered 
in the delivery phase. Each of these information items is produced in a certain process state 
and is used to reconstitute exactly this state when the broker returns to this process after 
disruption. The term process state here denotes more than a simple internal execution state, it 
also comprises the information gathered during the process execution (i.e. information about 
the client, her need, etc.).  
The information produced during the internal production processes is reliable (the broker 
produces information she has to refer to herself later). Furthermore it is structured along the 
external process stages and along given object structures. The source the broker creates during 
these production processes is a single, comprehensive source: the broker’s own archive. 
4.2.2 Market and Competition Observation Contexts 
A company’s decisions and actions are embedded in the context of markets, competition, 
legal situations, and further contextual factors. All decisions the company makes have to be 
fine-tuned with these situative factors. Changes to contextual factors require immediate 
reactions from the company. A company’s actions also have an impact on the contextual 
factors, e.g. by provoking reactions of other parties.  
The different market activities are externally visible in the form of news. Looking at the 
information production contexts in the market and competition observation scenario (along 
the dimensions defined in section 4.1), two different kinds of information providers can be 
distinguished: news agencies and companies. 
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Both kinds of providers perform processes which are explicitly devoted to the production of 
information but with a different motivation: information published by a company is usually 
used as means of advertisement or promotion, while news agencies publish neutral messages 
about market events (which may also contain negative news about companies). 
The available information is generally dynamic in nature: a great amount of providers offers 
news on a regular basis. The reliability of the offered information varies among different 
providers: company provided information should generally be seen as advertisement, while 
news agency provided information should be neutral. However, the differences – in terms of 
quality – among different news agencies may be significant. 
The kind of information provided in this scenario is usually unstructured. News agencies offer 
news articles and comments, while companies offer press releases, product information sheets 
and similar documents. 
The number of sources available in the market observation scenario is potentially high: every 
company has to be regarded as a single source. Additionally, a high number of online news 
agencies exists.  
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Figure 24 Business processes, external processes and information brokering 
In the times of fast market changes and world-wide information distribution it is becoming 
more important to select relevant parts out of the increasing streams of available information. 
Basically, two important information needs have to be satisfied by information brokering 
processes that supply the organisation with relevant information (see figure 24). These needs 
will now be defined and mapped onto the contextual dimensions stated in section 4.1: 
• External processes produce news that may or may not be relevant to internal processes. 
From the continuous stream of available news, those that are potentially relevant to the 
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organisation have to be selected. The selected information is delivered either frequently or 
– in the case of high urgent news – directly produces an alert to the receiver. 
From an information brokering point of view, this is equal to a long term interest in 
domain relevant information. From the quality point of view, it is more important to 
provide general overviews than to have highly reliable individual items.  
Additionally, in terms of precision, it is more important not to miss relevant information 
than to select the best possible information items. However, the quantity of delivered 
information items should not be too high. The delivered information not necessarily needs 
to be structured to fulfil the information need, but it should be contextualised in order to 
improve its comprehensibility. 
The request given is an implicit one: a long-term oriented interest is identified once21 and 
the delivery of information is done on a regular basis according to the specified interest. In 
this situation, the information need is not necessarily explicit. Rather, information that is 
potentially relevant to the requester is presented. 
The needed level of interactivity is initially high: the specification of the long-term 
oriented interest (in terms of the organisation’s world view) is a complex task. However, 
once this interest is specified, the level of interactivity is low. 
The need according to this scenario is not time critical: relevant information should be 
delivered when available in order to ensure the requesters to be generally informed about 
ongoing events. 
• Concrete decisions that have to be made often require a profound analysis of the available 
information that is relevant to the current situation. This requires the possibility of ad hoc 
queries to an archive of domain relevant news of the past.  
Here, the situation is characterised by a short term interest that goes beyond the general 
domain relevance of information: the domain relevant information has to be further 
filtered for appropriateness in the current decision process. 
The information need that has to be satisfied in this situation is an urgent ad hoc need, that 
requires high quality information to be delivered in low quantity. High precision is also 
required here. 
The request given by the requester is an explicit one: out of the urgent need that a given 
situation produces a request to the archive is stated. In many cases, the requester is also 
aware of the information need: she knows what kind of information is needed and 
sometimes even that information satisfying the request is available. 
The time criticality of this kind of request is often high: the information is needed urgently 
to support a concrete decision. This limits the possible level of interactivity. However, 
sometimes the information need is not that clearly defined and additional interaction 
cycles are required. 
                                                 
21 Of course, the identified interest may change over time. But once the initial effort is spent to define the 
interest, subsequent changes require minor effort. 
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Despite the limited level of interactivity and due to the urgency of the information need, 
the information given to the requester has to be comprehensible. This requires it to be 
contextualised in a way that the user can understand the relevance of the presented 
information for her request. 
4.2.3 Contexts in Brokering Research Funding Information 
It is a researcher’s desire to follow her research interest without taking care about the financial 
support that makes the research possible. Unfortunately, this desire is far away from reality: 
many researchers have to spend a significant part of their work to look for new funding 
opportunities and to write project proposals.  
The projects resulting from these efforts fund the researcher’s work usually for only a limited 
period of time. This means, that the continuous research interest of a single researcher, a 
research group, or a research organisation has to be sliced into single projects, with changing 
topics, research partners, and funded by different funding agencies (see figure 25). 
Consequently, the researcher’s work process is a cycle of research, search for funding 
opportunities, and proposal writing.  
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Figure 25 Research and funding processes 
On the other hand, funding programs emerge out of the context of processes taking place at 
funding agencies. Information about these programs are published by the different funding 
agencies, detailing application deadlines, amounts funded, research areas, and more.  
Out of this situation two specific information brokering requirements are inferable: 
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• Firstly, whenever the researcher’s funding approaches its end, the researcher needs to 
have access to all available funding opportunities that meet her research interest, and 
further requirements (e.g. applicability of the researcher’s organisation to the funding 
program). Generally, the information need underlying this situation is quite stable: the 
general research direction of a researcher doesn’t change fast, though – of course – it 
evolves over time. 
• Secondly, whenever the funding agencies set up new research programs, these have to be 
communicated to researchers. Often, it is important for the researcher to be informed 
about emerging programs fast as application deadlines may be short and strict.  
Even if the researcher is currently not searching for new funding, it is important to stay 
informed about emerging research funding programs: the circle of finding funding 
opportunities, submitting a proposal and getting the research funded usually lasts over 
several months. Additionally, the researcher usually is co-operating with a group of 
researchers. This means, that even if the individual researcher is not seeking new funding, 
her organisation may well be. 
Translated into information brokering terms, the first requirement is similar to the continuous 
stream filtering in the market and competition observation example from the previous section, 
with one important distinction: here the stream of information needs to be tailored personally 
for every researcher, while in the previous example a domain oriented tailoring for a large-
scale company was required.  
The second requirement corresponds to a personalised push of information, where newly 
available information needs to be distributed to the individual researchers. Again, the 
contextual characteristics of these information needs are mapped onto the dimensions given in 
section 4.1. 
The first requirement describes a situation, where a long-term research interest and a short 
term research funding need are the context for the stated request. The requesting researcher 
needs information of high quality (i.e. she must be able to rely on the contents) that precisely 
meets her needs (i.e. as the researcher can only write a limited number of research proposals, 
she wants to receive information about those programmes, where an application is most 
promising). In order to understand and compare information about the different programmes 
offered, the information delivered must be comprehensive, detailed, and structured – research 
programmes often have complex structures and application conditions which makes it hard to 
understand them.  
In this situation, the researcher states an explicit request – she knows that she urgently needs 
another funding. Furthermore she also is aware of her need and knows what kind of 
information she needs – the interest is long-term oriented. 
Consequently, the level of needed interactivity is decreasing over time: initially, some effort 
is required to explicate the information need but once this is done the need remains realtively 
stable. The request, however is time critical: as searching for research programmes and 
writing research proposals is not the main focus of the researcher’s daily work, she does not 
want to spent too much time on these tasks. Additionally, the time spent on searching for 
programmes should be small compared to the time spent on writing the proposal. 
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The second information brokering requirement stated above emerges out of a different 
contextual setting. The underlying interest is the same as in the first situation: it is the long-
term oriented research interest. However, in this situation no urgent funding need is apparent: 
instead the researcher needs to be generally informed about emerging research programmes 
and trends. 
The quality of the delivered information should be equally high as in the first situation. The 
precision, however, may be slightly lower: the goal is to be generally informed. 
Consequently, the level of detail of the information delivered can thus be slightly smaller 
while the number of information items may be a bit higher. 
In this situation, the researcher does not state an explicit request. Rather, she needs to be 
informed about news according to her long-term interest and is unaware of her information 
need.  
Consequently, the level of needed interactivity is low – the information is pushed to the 
researcher without further request interaction needed. The information need is not very time 
critical – however the delivery of information to the researcher should not be delayed as 
application deadlines may apply. 
Looking at the production of information related to research funding along the information 
production context dimensions given in section 4.1, the dynamic nature of the information 
produced can be observed: new funding programmes emerge and existing funding 
programmes may change.  
However, the information provided by the different sources is usually reliable: the funding 
providers, which usually have a the character of an official authority) offer information about 
their own funding programs. In terms of structure, the information offered is heterogeneous: 
though some providers use explicit structures to organise their information, these structures 
are proprietary. Some providers even offer their information as unstructured documents. The 
information dealt with in this domain is distributed among many providers, each of which 
offers information about their specific funding programmes. 
To analyse the brokering context in this specific setting is more complicated than in some 
other domains: as described in section 3.4.3, information brokers on two levels are involved: 
the ELFI service provider as centralised institution and the funding consultants at the 
individual universities and research institutions. The brokering contexts of these different 
brokers will be looked at separately. 
The ELFI service provider is an independent neutral broker. The service it provides is 
focussed on the retrieval and representation of information from the numerous sites available. 
It only has a fairly low manpower for doing so (the complete ELFI team consists of three to 
five members only). However, the number of clients served by the ELFI service provider is 
high. Consequently, the ELFI service team does not provide a human broker based 
personalisation service to its clients. 
On the other hand, the brokering context is rather different when looking at the research 
funding consultants at individual universities. These funding consultants are associated with 
their clients’ organisation. From their point of view, only one comprehensive source of 
information exists – the information offered by the ELFI team. Depending on the size of their 
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organisation in terms of the number of scientists employed, they only have to deal with a 
small or medium number of clients. Consequently, source observation and evaluation is not 
their focus. Instead they mainly provide personalisation and consulting services to their 
clients.  
4.3 Contextualisation Approaches 
Knowing the impact different contexts have on the characteristics of information brokering 
processes, is not sufficient to see, how information contextualisation approaches can be used 
to effectively support these processes. Therefore, the different domains are considered again 
and the applied information brokering solutions are analysed with respect to the use of 
contextualisation techniques.  
In [Lowe & Bucknell 1997] contextualisation is seen as a major contributing factor to the 
understanding of information: most of the time used to analyse information is spent to build 
the appropriate context. The contextualisation of presented information is an old cultural 
technique that can be found in many printed documents (e.g. page numbers indicating where 
in the sequence of information the reader is, or repeated chapter titles in page headers 
showing the general subject a certain information item belongs to). These forms of 
contextualisation have been successfully transferred to information system development in the 
form of context-sensitive help and ToolTips. Additionally, electronic information systems 
offer new opportunities to information contextualisation as the common static 
contextualisation may be complemented with dynamic contextualisation considering a broad 
understanding of the current context of a user. 
However, these mentioned approaches to information contextualisation share some common 
problems. In most cases the context that is underlying the visible contextualisation effort is 
only implicitly assumed and not analysed systematically. The use of different 
contextualisation techniques in most cases does not correspond to a systematic selection of 
techniques according to contextual requirements. And, the used contextualisation techniques 
usually reflect a limited understanding of the complex contexts that interplay.  
4.3.1 Process-oriented Contextualisation for Brokering 
Company Information 
During the COBRA project we developed an information brokering environment (bizzyB™) 
aimed to support the professional information brokers at E.I.C. to fulfil their job (see section 
6.1 for a detailed description and evaluation of bizzyB). As described earlier, the work these 
brokers perform is a mixture of routine tasks (querying several online information sources and 
databases), and intellectual tasks (understanding ambiguous client needs and transforming ill 
formulated needs into formal queries using several complex categorisation and classification 
schemes). In this situation it was our goal to automate as many routine tasks as possible (see 
[Klemke & Koenemann 1999] for more details on this aspect) and support the intellectual 
tasks where possible.  
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One of the core aspects of the brokers situation in the E.I.C., is that they have to work for 
several clients simultaneously, forcing the brokers to switch contexts quite often. These 
context switches are problematic in the sense, that the broker has to quickly re-inform herself 
about the characteristics of the context just switched to. 
We decided to support this situation by contextualising all information objects a broker deals 
with (i.e. Broker Notes, Client Notes, Case Notes, Source Evaluations, Category Schemas, 
Profiles, and Dossiers. See section 3.4.1) along the brokering process performed for a client. 
This external brokering process is well-established and consists of well-defined stages, which 
makes it possible to set up a model representing this process. 
Whenever a broker has to switch from one client to another, she can find out, in which stage 
the corresponding process is. Furthermore, at any point in time, she can see how many open 
requests are waiting and at what stages they are (see figure 26). 
 
Figure 26 The bizzyB™ system: contextual information on the left, information objects 
on the right22 
The approach taken clearly reflects the two different brokering processes. As an external 
brokering process is potentially long-term oriented it is explicitly represented (in terms of the 
information objects and the identification of separate process steps). Information about all 
                                                 
22 The tree on the left displays a list of active client requests. The open sub-tree indicates the state of the 
brokering process for that respective client. The right side of the interface shows the selected information object 
– a request profile in this case. 
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stages of the process is kept in the system organised along the process steps. Additionally, as 
the results of these brokering processes are new to the client, they are explicitly represented in 
the system as dossiers. 
 
Figure 27 Events23 indicate a necessary context switch 
The internal brokering processes in turn are aimed to support the context switches between 
the external processes. This requires an awareness of all open requests and their stage. Thus, 
the broker can survey all open client requests in the tree. Events corresponding to automated 
sub-processes are also visualised in the tree (compare figure 27). A request triggering an 
internal brokering process is represented as navigation in the process tree. This reflects the ad 
hoc and short term nature of such requests. As a result the system gives access to 
corresponding information items or specific information services depending on the selected 
context. 
Other forms of contextualisation used by bizzyB are unification and aggregation: to retrieve 
information according to client needs, bizzyB uses robots that are able to fetch information 
from heterogeneous web resources according to specifications from request profiles. The 
information received by the robots is transformed into a uniform format and aggregated into 
single dossiers. An interactive application (called inFocus, see [Spenke et al. 1996]) presents 
these dossiers to the broker who can interactively compare the information from the different 
sources and select the most appropriate information for her customer.  
Our evaluation of the system in the broker’s real environment showed that the 
contextualisation of information guided retrieval and reuse of information objects. Also, the 
permanent availability of an overview over the state of the work simplified the work of the 
brokers. More details of bizzyB and its evaluation can be found in section 6.1. 
                                                 
23 The yellow hand indicates, that an event occurred inside the marked sub-tree. In this case, the event indicates, 
that the automatic retrieval process for a profile delivered a dossier. 
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4.3.2 Domain-oriented Contextualisation for Market and 
Competition Observation 
Section 4.2.2 identified the information production contexts in the market and competition 
observation domain as being explicitly devoted to the production of information. The 
information is dynamic and of heterogeneous reliability. It is mainly offered in an 
unstructured way from distributed sources.  
On the other hand, the information need is characterised by a mixture of long term and ad hoc 
interests. The information consumers require to be comprehensively informed about latest 
news and event. Structured information is not required, but in order to improve 
comprehensibility, the information offered should be contextualised. 
The broker that is involved is closely associated with the clients’ organisation and offers 
mainly observation services. The main focus is the retrieval of information. The available 
manpower is low (one to two persons) but the number of clients is also fairly low (the board 
of managers). 
Consequently, the brokering process that takes place in this environment is focussed mainly 
on the observation of sources. Some information representation tasks are also performed, that 
are a precondition for information contextualisation. The personalisation tasks are mainly 
performed by the clients themselves or the brokers in order to report in face to face 
communication on the results. 
To support this situation, we realised a software solution called MarketMonitor, that aims to 
support this information brokering process. MarketMonitor, a brokering system developed 
with humanIT GmbH24, offers a semi-automatic solution that monitors market and 
competition information from different online information sources. News services and 
competitors provide information through their online information services, while decision-
makers of the organisation running a MarketMonitor service need a focussed access to this 
information. 
Being realised with our knowledge management toolkit Broker’s Lounge, MarketMonitor 
offers the possibility to specify an organisation’s world view by defining an ontology of 
concepts and categories (see section 6.3 and [Jarke et al. 2001] for more detail on the 
knowledge representation within Broker’s Lounge). In an automatic process, documents are 
gathered from the provider sites and contextualised along the domain knowledge (by 
retrieving occurrences of domain terms and their synonyms within the documents) resulting in 
annotated documents (i.e. documents enriched with information about occurred domain 
terms). 
This contextualisation is used for two purposes: firstly, the relevance of documents for the 
observed domain can be semi-automatically judged which allows to filter irrelevant 
information. Secondly, the presentation of documents can be enriched with indications of all 
occurring domain terms allowing the user to visually identify the significance of a document 
(see figure 28). 
                                                 
24 See http://www.humanit.de/ 
  119  
 
CONTEXTUALISATION IN INFORMATION BROKERING   
 
Figure 28 MarketMonitor: displaying a list of documents contextualised with domain 
relevant hits25 
Another form of contextualisation used in MarketMonitor is aggregation: in the overview 
tables that are presented to the user documents of different sources are combined and ranked 
according to their domain relevance. This allows the user to compare the different documents 
and to select the most appropriate ones. 
Note, that as a difference to bizzyB, MarketMonitor does not use unification techniques: the 
information dealt with in MarketMonitor is unstructured, while bizzyB offers structured 
information. This is due to differences in the respective domains: while bizzyB supports the 
brokerage of company contact information and company profiles, MarketMonitor aims to 
support the brokerage of news about companies and markets. 
Even though the definition of the ontology as the organisation’s world view requires some 
initial effort, users of the MarketMonitor system report, that the contextualised display of 
information offers a fast and effective way to find the really interesting documents within the 
                                                 
25 The left side of the interface shows the query a user has submitted. This query contextualises the list on the 
right side, which displays the resulting set of documents filtered from the amount of known documents. The 
popup window shows the domain contextualisation for each document when the user moves the mouse over the 
document row. 
120    
 
  CONTEXTUALISATION APPROACHES 
presented result sets. Also, the display of the original query together with the result set offers 
a way to see what was asked for and to play with query parameters. See section 6.3 for more 
details about MarketMonitor and Broker’s Lounge. 
4.3.3 Interest-oriented Contextualisation of Research Funding 
Information 
The ELFI system is an information brokering system in the area of research funding that 
supports the work of the ELFI service provider. Funding agencies offer information about 
their funding programs that is needed by researchers who want to get their research funded 
without spending too much time on finding appropriate funding opportunities (see [Nick et al. 
1998]). More than 2000 researchers in Germany are currently using the system (see section 
6.2 for more details on the ELFI system). 
ELFI’s brokering process is in three stages. Firstly, the ELFI service provider sets up the 
initial ELFI domain model, resulting in a set of domain concepts and classification terms. 
Secondly, automatic processes contextualise (annotate) documents gathered from information 
providers (similar to the contextualisation process in MarketMonitor) and a human broker 
conceptualises and categorises the contextualised documents in order to create new domain 
concepts. Thirdly, funding agents at the different universities personalise the conceptualised 
information to the researcher’s need by specifying interest profiles which filter the most 
appropriate domain concepts out of the set of available concepts. 
In this process two subsequent contextualisation steps can be observed: firstly, incoming 
documents get contextualised along the domain model, i.e. the documents are enriched with 
occurrences of domain relevant terms. This contextualisation is then used by the broker to 
decide whether a document contains domain relevant new information in order to update the 
domain model. Secondly, the domain model is contextualised along personal interest profiles 
in order to filter only those information items that are relevant for an information consumer 
within the organisation. Thus the first contextualisation step enriches information (similar to 
the contextualisation step performed in MarketMonitor) while the second one is used to 
reduce the amount of information presented (see figure 29). 
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Figure 29 ELFI: profile-based information contextualisation26 
A survey of all ELFI users yielded that the users find it helpful to get structured information 
(domain concepts) about research funding contextualised along their interest, as this way of 
accessing information helps to save time in the searching process. Also, employees of the 
ELFI service provider report, that the contextualisation of documents is a helpful support for 
their conceptualisation and categorisation tasks. Section 6.2 provides a more detailed 
description and evaluation of ELFI. 
4.4 Contextualisation Framework 
The previously presented domains will now be compared in order to understand which 
differences exist and how these differences are reflected in different contextualisation 
approaches. These observations will be used to develop a framework to guide the 
development of information systems that make use of information contextualisation. 
                                                 
26 The left-side displays the actual user profile while the right side shows the information filtered by the current 
profile; in the pop-up window one of the filters of the current profile can be edited 
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Table 10 summarises the results of the context analysis from section 4.2, while table 11 
summarises the contextualisation approaches taken (compare section 4.3). 
Table 10 Summary of production, consumption, and brokering contexts in different 
domains 
COBRA ELFI  Range27 
Extern Intern 
MM28 
Service Consult
Production context 
• Explicitness Y/N Y N Y Y Y 
• Stability H/M/L M M L L L 
• Reliability H/M/L M H L H H 
• Structure H/M/L H H L L H 
• Distribution H/M/L H L H H L 
Consumption context 
• Interest stability H/M/L H L M H H 
• Quality H/M/L H H L M H 
• Precision H/M/L M H L M H 
• Level of detail H/M/L H H L H H 
• Explicitness H/M/L H L L H H,L 
• Awareness H/M/L H L H,L H M 
• Interactivity H/M/L H L L L M 
• Time criticality H/M/L L H H H H 
Brokering context 
• Association I/P/C I P,C C I C 
• Goals N/A/O N N O N O 
• Focus Ret/Rep/P/T P Rep Ret Rep P 
• Manpower H/M/L H L L L M 
• #Clients/Broker H/M/L H L L H M 
 
                                                 
27 Y/N: Yes, No. H/M/L: High, Medium, Low. I/P/C: Independent, Provider-associated, Client-associated. 
N/A/O: Neutral, Advertising, Observing. Ret/Rep/P/T: Retrieval, Representation, Personalisation, Transaction. 
28 MM: MarketMonitor 
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Table 11 Contextual features, contextualised information and contextualisation purpose 
of different approaches. 
COBRA ELFI  
extern intern 
MM 
service consult 
Feature taken as Context 
• “dynamic” process knowledge  X    
• “static” domain knowledge X  X X  
• “static” personal interest X    X 
• “dynamic” interaction history  X   X 
Contextualised Information 
• “dynamic” process artefacts  X    
• “dynamic” news articles and other web 
resources 
  X X  
• “dynamic” domain knowledge     X 
• “static” database entries X     
Contextualisation Goal 
• Improve Comprehension  X  X  
• Reduce Information Overload X  X X X 
• Association     X 
• Support Comparability X  X  X 
• Navigation Support  X   X 
Contextualisation Technique 
• Presentation Enrichment  X  X  
• Information Filtering X  X X X 
• Aggregation X  X X  
• Visualisation  X X X X 
• Linking     X 
• Unification X    X 
 
Table 11 summarises the approaches, identifying the modelled contextual feature, the 
information that is contextualised using this feature, the purpose contextualisation is used for, 
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and the contextualisation technique used. Additionally, the dynamic or static nature of 
contextual features and contextualised information is identified. 
The table shows that the contextual dimensions modelled as central contextual features vary 
alongside with the contextualised information that is presented by each approach. The table 
further distinguishes several different goals contextualisation techniques are used for and 
several different contextualisation techniques, which will now be described in more detail. 
Contextualisation goals are: 
• Improve comprehension. One important goal is to support the user’s ability to 
understand the information presented. In information systems, it is often hard to 
understand information due to a lack of contextual information. Embedding information 
into additional contextual information helps to understand it. 
• Reduce overload. To prevent the user from information overload, contextualisation 
techniques may be used to present only information to the user that is appropriate in the 
current context. 
• Guide Association. Isolated information items may be hard to understand. 
Contextualisation techniques can help the user to recognise information items in a wider 
context by allowing to associate different information items with each other. 
• Support comparability. Information that origins from heterogeneous sources is often 
hard to compare. Contextualisation techniques allow to set information in a common 
context that allows to evaluate different information items.  
• Navigation support. Contextual changes often require the user to perform changes to the 
information system used. Contextualisation techniques can offer navigation opportunities 
that help the user to select the appropriate system context. 
To reach the contextualisation goals described above, several different contextualisation 
techniques can be used: 
• Presentation enrichment. Additional contextual information can be used to enrich the 
presentation of information. This is especially useful, when the chosen contextual 
dimensions are statically associated with the information (e.g. dimensions from the 
production context or the brokering context). 
• Information filtering. Contextual information can be used to reduce the amount of 
information items presented to the user: only those items appropriate in the current 
context are selected for presentation. This technique is appropriate if the contextual 
dimension chosen reflects the current user context (e.g. dimensions from the consumption 
context). 
• Aggregation. By the use of aggregation techniques different information items can be 
combined to form a bigger whole: the individual information items contextualise each 
other. 
• Visualisation. Different visualisation techniques can be used to present the same 
contextual information. Graphical approaches and descriptive textual approaches (or 
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combinations thereof) can be used. Visualisation may be used to detail or summarise 
contextual information. 
• Linking. Through linking techniques, information items can be associated with contextual 
information or other information items. This allows the user to explore informational and 
contextual networks. 
• Unification. Information from heterogeneous sources can be transformed into uniform 
formats. Such a uniform format provides a unified context in which the different items can 
be evaluated. Depending on the contextualisation goal, the uniform format may abstract 
from details of the original formats, or it may be as fine grained as possible. 
Based on the analysis of different contextual settings and information characteristics as well 
as contextualisation goals and techniques, a framework that allows the development of 
contextualising information systems is derived. A contextualising information system is a 
system that actively uses contextualisation techniques in order to improve the access to 
presented information. 
The first step in designing such a system is to understand the nature of the information items 
the system deals with. In fact, this means that the contexts of information production, 
brokering, and consumption have to be analysed: 
• Do we have huge amounts of information to present or is it a fairly moderate amount?  
• Is the information structured or can it be structured or is it rather heterogeneous and 
unstructured?  
• Is the amount of information growing, is its content changing, or do we have a stable set 
of information items?  
• Do we find a set of individual information items that form a network?  
• Do we find the information distributed on heterogeneous sources?  
• Are the consumption contexts changing often or are they rather static? 
The contextual dimensions defined in table 10 (especially the consumption context) give hints 
to further questions about the contextual setting and the corresponding characteristics of the 
information dealt with in the analysed domain.  
Having understood the nature of the information dealt with, one can focus on the selection of 
contextual dimensions that are used to contextualise this information. Here, the context of use 
of the intended information system has to be identified:  
• Are the contexts of use changing (and do we have to detect these changes) or is there an 
identifiable set of contexts that are rather constant?  
• Which contextual dimensions are relevant to identify different contexts?  
• Do we need to automatically observe/infer these dimensions (e.g. location)?  
From these questions one can learn whether pre-modelled contexts can be used or whether 
dynamically changing contexts have to be handled. From the characteristics of the chosen 
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contextual dimension and from characteristics of the contextualised information the 
contextualisation goal can be inferred.  
Figure 30 indicates the dependency of the contextualisation goal and the information and 
context in terms of their respective dynamic character. The figure is derived from table 11, 
where our observation in different brokering domains are summarised. 
Dynamic information here refers to information corpora that are rapidly changing or growing. 
Static information, on the other hand, is information that resides in comparatively stable 
repositories but may as well be distributed among heterogeneous sources or comprise a huge 
amount of information items. 
Dynamic context refers to contextual characteristics that are changing during the use of the 
system (e.g. contextual dimensions associated with the user of the system). Static context 
refers to contexts that can be constantly associated with the presented information (e.g. 
contextual dimensions associated with the production or brokering of the presented 
information). 
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Figure 30 Contextualisation goal depending on contextual and informational 
characteristics 
For dynamic information it is important to reduce effects of information overload. Dynamic 
contexts (i.e. the user requirement to switch contexts often) require the support for these 
contextual switches through context-based navigation mechanisms. For rather static 
information corpora that are also associated with static contexts, the focus is rather on 
comparing the individual information items. 
For information that is dynamic on an intermediate level but associated with rather static 
contextual information the contextualisation goal will mainly focus on the improvement of the 
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comprehension of this information. The evaluation of static information in contexts that are 
dynamic on intermediate levels should be supported by allowing the user to dynamically 
associate contexts and information items. 
Now, that the contextual dimensions are chosen and the kind of information to be 
contextualised is known, appropriate contextualisation techniques, that fulfil the desired 
contextualisation goal, have to be selected. Table 12 displays which contextualisation 
technique may be used to reach which goal. 
Table 12 Which contextualisation technique for which purpose?29 
Contextualisation Goal  
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The identification of contextualisation goals to be reached and the selection of appropriate 
contextualisation techniques will now be complemented by a description of how the 
individual techniques are used. Therefore, a set of important questions to answer and 
decisions to take will be presented now in order to give guide this process. 
Information Enrichment. Here, the envisioned users of the system have to be considered: 
what kind of contextual information will they need to be presented? Which contextual 
information is obvious for them (and would thus only overload the interface)? What is their 
experience concerning information system use (i.e. will they need detailed information about 
contextual annotations or do they just need hints to contextual information)? 
Information filtering. The following questions guide the design of appropriate filtering 
mechanisms which reduce the available information to the amount relevant in context. How 
flexible shall these filter mechanisms be? Should filtering be done rather automatically or 
should there be more user control (there is a trade-off here between comfort of use and 
                                                 
29 Adapted from [Klemke & Nick 2001] 
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flexibility)? Should information that is considered irrelevant be hidden (preferred for huge 
amounts of information) or should ranking mechanisms be used? 
Aggregation. While the aggregation of information items delivers richer information, it also 
increases the cognitive load on the user. Thus, one of the main difficulties of using this 
technique is to find the right level of aggregation: how many information items can be 
combined at which level of detail? 
Visualisation. A visualisation approach is needed that allows to present information together 
with all desired contextual enrichments. The difficulty here, is to find the right way of 
visualising contextual information that is informative but not intrusive. Should the contextual 
information be in focus or just be presented additionally? At what level of detail should 
contextual information be presented?   
Linking. Links between information items and contextual information or between different 
contextual settings provide a means of exploring contexts and actively navigating within 
contexts. However, the navigation complexity increases with the number of links offered. 
Consequently, an additional link should only be provided, if the value it offers in terms of 
navigation flexibility is higher than the cost of the additional cognitive load it imposes on  the 
user. 
Unification. While the unification of information from heterogeneous sources provides a way 
to compare and evaluate this information in a uniform format, there is also the danger of 
transformation problems: it may be necessary to cut of details, summarise several attributes or 
translate incompatible classification schemes into a homogeneous format. 
This chapter delivered the following results: 
• A comprehensive analysis of contextual factors that influence brokering 
configurations has been performed. 
• The influence of these factors on the configuration of concrete information brokering 
processes has been analysed. 
• Contextualisation goals and contextualisation techniques useful to reach these goals 
have been identified. 
• A contextualisation framework that offers guidelines for the development of 
contextualising information systems has been developed. 
However, especially in scenarios with dynamically changing contexts, nothing is said yet 
about how to represent, store, compare, and retrieve contextual knowledge appropriately. The 
following chapter will handle these aspects in detail. 
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 Chapter 5  
Context Modelling 
The previous two chapters showed insights in information brokering processes and the role 
context plays within these. Building on these insights, this chapter investigates the idea of 
explicitly modelling context in order to improve the precision of information brokering 
processes. 
The nature of three different contexts (i.e. the information production context, the information 
brokering context, and the information consumption context) influence the processes and 
tasks prevalent in the overall information brokering process. The consumer’s information 
need depends to a great extent on her current situation. Based on these insights, this chapter 
investigates how the use of explicit contextual knowledge throughout the complete 
information brokering process can improve the quality of the supply with information.  
Here, it is the overall goal to develop a generally applicable context modelling framework that 
is beneficial to many different information brokering scenarios. However, for the purpose of 
motivation and simplification the organisational memory metaphor will be used to introduce 
context modelling techniques. The reasons for this are motivated in the next subsection. 
The main question motivating the context modelling work presented here, is whether 
knowledge about the creation or usage context of any piece of information within the 
organisational memory and knowledge about the current context of any organisational 
member may be used to effectively enhance the individual’s access to organisational 
information. In other words: when we know about the context in which some information has 
been created and we know about the context in which a person currently is situated, how can 
we use this knowledge to recommend relevant information to the user? 
Before the context modelling approach is presented, an important distinction between the 
contexts modelled here and the contexts discussed in chapter 4 is drawn. The contexts 
described in chapter 4 (i.e. the information production context, the information brokering 
context, and the information consumption context) describe structural and organisational 
conditions that contextualise the configuration of the information brokering processes which 
can be observed within each information brokering domain. Consequently, these contextual 
conditions remain relatively stable over longer periods of time. The contexts modelled within 
this chapter describe short term contexts (i.e. situations) in which an individual is currently 
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situated. These contexts determine the information need of the individual or contextualise 
produced information. Thus, the contexts of chapter 4 specify the range within which the 
specific individual contexts are placed. Consequently, the contexts of chapter 4 are rather 
static and rather coarse grained, while the contexts modelled here are dynamic in nature and 
on a finer level of granularity (i.e. more detailed). 
The rest of this chapter is organised as follows: after projecting the previous insights in 
information brokering on the special situation of organisational memories, this chapter 
describes a concept for an organisational memory system that is enhanced with context 
modelling techniques. This concept is presented in terms of the impact of context modelling 
on the information flow between organisational members and the organisational memory 
system. Based on this concept, requirements for modelling organisational contexts are 
presented followed by the design and the architecture of a context modelling organisational 
memory system.  
5.1 The Organisational Memory Metaphor 
As stated in section 2.3.3, an organisational memory system should capture all relevant 
knowledge and information within an organisation and distribute it to the workers who need 
it. As such, an organisational memory acts as an intra-organisational information broker. 
However, some important aspects distinguish the organisational memory scenario from the 
information brokering scenarios discussed before: 
• Brokers, providers, and consumers of information are members of the same 
organisation. 
• The client-oriented brokering processes often are completely consumer driven in an 
organisational memory as usually no explicit information broker (i.e. a person) is 
involved. 
• A transactional process between provider and consumer of information is usually not 
the goal of information brokering processes within organisational memory scenario. 
Instead, the distribution of information or knowledge among workers is the overall 
goal. 
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Figure 31 Information brokering roles and processes in organisational memories 
Figure 31 displays the roles and processes prevalent in organisational memory scenarios. The 
contextual overlap between provider, broker, and client is significant: as all three roles are 
members of the same organisation they share a common range of organisational contexts. 
Especially this aspect stresses that organisational memory scenarios are an ideal application 
area for context modelling research: because of the significance of the contextual overlap one 
can assume that the information production and consumption processes take place to a great 
extent within this overlap. This means, that the information production and consumption 
contexts are comparable. Consequently, knowledge about these contexts can be used to 
improve the separation of relevant from irrelevant information. 
Organisational memory will now be regarded from an information brokering process-oriented 
point of view (compare figure 32). As stated above, the information production and 
consumption processes (which are not part of the information brokering process models) take 
place within the same range of organisational contexts. A formalisation of knowledge about 
these contexts would make it possible to enrich the submission of content or queries to the 
organisational memory system with contextual information. On the content submission side, 
the additional context information can be used to enrich the representation of stored contents. 
On the retrieval side, the additional context information can help to select relevant stored 
contents by context. 
The following paragraphs look at the processes within organisational memories in general 
before the next section presents a concept for a context-enhanced organisational memory 
system. 
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Figure 32 Information brokering within organisations 
As stated above, transactional tasks are usually not present in organisational memory systems. 
Thus the focus here is on source-related tasks, representational tasks, and personalisation 
tasks when mapping the organisational memory processes onto the information brokering 
process models from chapter 3.  
In every organisation processes that produce information as well as processes consuming 
information can be observed. It is the task of the organisational memory system to broker the 
information between these processes. To accomplish this the organisational memory system 
needs to perform source-related tasks that collect information from the information 
production processes, it needs to organise the collected information for later retrieval in 
representational tasks, and it needs to distribute the collected and organised information to the 
information consumption processes performing personalisation tasks. 
The source-related tasks performed by the organisational memory system mainly concern the 
source observation. This may comprise the automatic collection of information (e.g. when an 
existing workflow management system allows the automatic collection of process results) as 
well as the manual submission of information (e.g. when a person created information that is 
not directly related to a modelled process but is of general importance). As the providers of 
information are the organisational members, usually no explicit source evaluation tasks are 
performed that would lead to evaluations of individual organisational members. 
The representational tasks that occur within the organisational memory system organise the 
incoming information for later retrieval. In traditional retrieval-oriented systems this 
comprises the creation of full-text indexes or the organisation of information along domain 
categorisations (in the latter case, usually humans are involved, while the index creation may 
be performed automatically). 
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The personalisation tasks as performed by traditional organisational memory systems usually 
comprise the ad hoc query-based delivery of documents (e.g. intranet search engines) and the 
long-term profile-based filtering of incoming information including automatic delivery (e.g. 
automatic newsletter distribution). 
The processes and tasks described so far for organisational memory systems clearly focus on 
the content side and leave out contextual issues. While context has been mentioned by a 
number of authors as being an important aspect, approaches that focus on the comprehensive 
modelling of contextual knowledge are lacking so far. The following sections review a 
common typology of organisational memory systems, map it onto the information brokering 
process models and then investigate how the use of explicit context models may improve the 
information flow within organisational memory systems. 
5.2 Types of Organisational Memory Systems 
Following [van Heijst et al. 1997], four different types of organisational memory systems can 
be distinguished based on the way information is collected and distributed (compare table 13). 
From the point of view of the organisational memory system, information collection and 
distribution can be passive or active. The different types of organisational memories will 
shortly be described and then mapped on the information brokering process. 
Table 13 Types of organisational memories30 
 Passive collection Active collection 
Passive distribution The knowledge attic The knowledge sponge 
Active distribution The knowledge publisher The knowledge pump 
 
• “The knowledge attic” passively collects and distributes information. Thus it is a non-
intrusive archive containing corporate information. On the other hand, this means, that the 
users of the knowledge attic have to actively submit information to the attic and they have 
to actively retrieve information from it. To be really useful, it requires some discipline 
from the organisational members to continuously contribute contents to the archive.  
• “The knowledge publisher” actively distributes relevant information but leaves the 
submission to the organisational members. This is a widely used form of organisational 
memory. In many cases where this form is used, the task of collecting information is 
explicitly assigned to some specially trained members of the organisation.  
• “The knowledge sponge” collects information actively but does not itself distribute it. 
This form of organisational memory is – to our knowledge – not used in practice and is 
merely mentioned for the sake of completeness.  
                                                 
30 Classification taken from [van Heijst et al. 1997]. 
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• “The knowledge pump” instead, that actively collects and distributes information, is one 
of the explicit goals stated by various authors in the organisational memory research 
community (compare e.g. [Abecker et al. 1998b], [Fischer et al. 1997], and [van Heijst et 
al. 1997]). 
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Figure 33 Information brokering settings of different types of organisational memories 
A mapping of these four types of organisational memory systems on the information 
brokering model – assuming that the organisational memory system acts as an information 
broker – shows that the main difference between these four types is the distribution of tasks 
among different roles (compare figure 33). In the case of passive document collection, the 
source observation tasks are performed by the provider of information. Accordingly, in the 
case of active information collection, the broker performs these tasks. Similarly, in the case of 
passive information distribution, the client performs the personalisation tasks, while the 
broker performs these tasks in the case of active information distribution. 
As stated above, the knowledge pump (active collection and active distribution) is the desired 
form of organisational memory (at least from the point of view of the organisation, the 
organisational members may not share this view). Regarding the organisational memory as an 
information broker, this requires the information broker to be constantly well informed about 
active information production processes and emerging information needs. Consequently, the 
organisational memory needs to be well informed about all relevant organisational activities 
that take place.  
This clearly motivates the extension of organisational memory systems with context 
modelling and observation techniques in order to allow the automatic collection of contextual 
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knowledge31 of organisational members. This contextual knowledge can then be used for at 
least two purposes:  
• to recognise relevant information production processes and capture the herein produced 
information and 
• to recognise relevant information needs that emerge out of certain situations and provide 
the desired information. 
The following sections build on this idea and present the concept of a context-enhanced 
organisational memory. 
5.3 A Context-enhanced Organisational Memory 
Context has already been identified as an important concept by various authors (see sections 
2.3.3 and 2.5). The approaches discussed so far may be divided up into three groups:  
(1) approaches that see context as process information (e.g. workflow processes or software 
engineering processes);  
(2) approaches that regard the retrieval side of an information need and construct context 
models from user profiles or the browsing history; and  
(3) approaches that extract contextual information from the context in which an information 
item is embedded (where the context is usually defined by surrounding information items 
in hypermedia).  
To our knowledge no explicit use of context modelling techniques has been discussed for the 
area of organisational memory research so far. Regarding the information life cycle (from 
information production & representation to information retrieval & consumption) shows that 
contextual information is important in all stages. Moving from implicitly modelling context to 
explicit context models allows to regard contextual information throughout the whole 
lifecycle. The explicit context model created at information production time (i.e. the context 
model of the information producer) may be stored together with the information itself. The 
explicit retrieval context model may then be matched against the stored model, additionally to 
the usual retrieval operations. 
The concept presented in this section assumes – for simplicity reasons – that contextual 
knowledge about the user is available. Furthermore, context is handled as a black box here, 
i.e. the specific contextual dimensions to be modelled are not treated in this section. Details 
about how to gather contextual knowledge and which contextual aspects to model are given in 
section 5.5. The concept presented in the following subsections motivates how the availability 
of contextual knowledge impacts the information flow within organisational memories. 
                                                 
31 Note, that contextual knowledge is knowledge about the context. This is not equal to contextualised 
information, as defined in section 2.1. 
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5.3.1 Information Flow 
A simplified view on the external information flow32 of an organisational memory is shown in 
figure 34. It is simplified in that it only regards document33 submission and retrieval but leaves 
out representational and maintenance issues. In this simplified way documents are submitted 
to the organisational memory and indexed (or formalised in any other way) to prepare them 
for later retrieval. Retrieval is done using queries which are matched against document 
indexes resulting in a set of relevant documents. People are often unsatisfied using such a 
system as the delivered retrieval results are often irrelevant and incomprehensible without 
further (context-) information. 
Organisational Memory
Document
Document
QueryDocumentIndex
 
Figure 34 Simplified Information Flow 
Figure 35 shows how the use of context might change the information flow. Here, it is simply 
assumed that an appropriate context model exists, that can be applied to documents and 
queries. A submitted document will be associated with the currently valid context model of 
the submitter or an explicitly provided context model, resulting in context enhanced document 
and index.  
                                                 
32 The external information flow treats the organisational memory system as a black box, while the internal 
information flow would depict the processes inside the organisational memory system. 
33 Here, the term document comprises all sorts of information pieces that may be stored inside the organisational 
memory, it is not restricted to formal documents in the usual sense. This especially includes structured 
information items as well as dynamic information items which change their content over time. A dynamic 
information item can be seen as part of an information service. 
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A query will equivalently be extended by the retriever’s context providing richer information 
than the query itself. This is done by associating the currently valid context model of the 
retriever with the query. Hence, the context model is an explicit part of the query. The context 
enhanced query will be matched against the context enhanced document indexes resulting in a 
set of potentially relevant context enhanced documents. Queries may be explicitly expressed 
by the user or implicitly inferred from the continuous observation of the user’s context. 
The match between context enhanced queries and document indexes has to be done carefully, 
as different retrieval goals may be distinguished: a near match of retrievers and submitters 
context may be as useful as a search for documents submitted with complementary context 
information. This especially requires the similarity match itself to be context dependent: the 
current context of the user indicates which contextual dimensions are important to consider in 
the similarity assessment. 
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Creation context 
is used to enrich 
and index documents
Query context 
is used to enrich 
queries
Queries and their query context
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documents and their creation context
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Figure 35 Context Enhanced Information Flow 
5.3.2 Applying Context Models 
Having shown the overall idea of a context enhanced organisational memory system, the 
specific submission and retrieval processes that take place in such a system are presented in 
more detail. 
The submission of a document into the organisational memory (either explicitly by a person 
or automatically by an integrated application) leads to the following process. The submitted 
document and the context model will be associated with each other leading to a context 
enriched document. This will finally be indexed resulting in a context enriched index. The 
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representation of context enriched documents and their indexes must allow the separation of 
document and context contents to allow different retrieval strategies to be possible. 
Regarding the association of a context model to the submitted information, the following two 
submission scenarios can be distinguished: Firstly, an automatically inferred context model of 
the user can be associated to the submitted information. This assumes that contextual 
knowledge about the user is available in the system (e.g. gathered through continuous 
monitoring processes). A further assumption of this submission strategy is, that the submitted 
information will be relevant in contexts similar to the automatically inferred context. 
Secondly, upon submission the user may be asked to manually provide an explicit context 
model. This model is then associated with the submitted information. While this submission 
strategy imposes an additional cognitive load on the user, it offers two important advantages: 
the user may pretend to be in a context different from her current one (e.g. she may submit a 
meeting protocol two hours after the meeting took place, pretending it has been submitted 
during the meeting) and the user may submit information stating an explicit context of use 
(i.e. the user may anticipate a context in which the submitted information may be useful and 
specify this context instead of the current one). 
Obviously, there is a trade-off between these two submission strategies (limitations of 
automatic context recognition vs. additional cognitive overload). To resolve this trade-off, a 
range of possibilities in recognising the current context should be possible using automatic 
values where appropriate and manually provided values otherwise. 
The retrieval of documents from the organisational memory follows a similar process: the 
query will be enriched with context information (keeping in mind the different possibilities of 
context usage: e.g. similar or complementary match) and the context enriched queries will be 
matched against the document indexes. 
As with the document submission, different retrieval strategies can be distinguished based on 
the kind of query given and the kind of contextual knowledge used. Table 14 summarises 
these different retrieval strategies which are described in the sequel. 
For both dimensions, context and content, the table distinguishes whether it is missing in the 
retrieval process (no context, no query), whether information about this dimension is 
explicitly given by the user (explicit query, explicit context), or whether it is automatically 
inferred by the system without user interaction (implicit query, implicit context). 
Table 14 Context- and content-based query types 
Query   
 No query used Explicit query Implicit query 
No context 
used Empty query Content pull Content push 
Explicit 
context Context pull 
(Content & Context) 
pull 
Content push – 
Context pull Context 
Implicit 
context Context push 
Content pull – 
Context push 
(Content & Context) 
push 
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In case of the empty query neither contextual knowledge nor query knowledge is used to 
retrieve information for the user who will thus only receive broadcast information. The 
content pull case corresponds to the classical search engine case, where an explicit query is 
given by the user that is applied to a corpus of information, while the content push case 
corresponds to the profile-based subscription to newsletters. 
The three cases discussed so far don’t make use of contextual knowledge at all and are thus 
not interesting from a context modelling point of view. However, it should be kept in mind 
that these cases are important: in some cases contextual knowledge may not be available or 
users may not be willed to share information about their context with an information system. 
In the context pull case, the user provides an explicit context model of herself without giving 
an additional query. Here, the user pretends to be in a certain situation and retrieves all 
information relevant to this situation. The scope of the context pull query may be further 
restricted by giving either an explicit query (content & context pull) or using available 
implicit query knowledge (context pull – content push) that may be given by previously 
defined, long-term profiles.  
When contextual knowledge about the user may be inferred by the system, information 
relevant to the current context may be automatically provided to the user without requesting a 
query to be specified (context push). This scenario corresponds to an event-based user 
notification: when the user enters a certain context, all information relevant to this context 
may be retrieved and offered. Explicit queries can also be combined with implicit contextual 
knowledge (content pull – context push): here the intersection of the explicit query results and 
the results of the contextual retrieval is calculated. No user interaction for query initialisation 
is required in the content & context push scenario: here, the implicit context model of the user 
is combined with an implicit query and corresponding information is displayed to the user. 
According to these thoughts, context modelling requirements will now be defined 
systematically followed by an identification of useful constituents of context models and an 
analysis of similarity and complexity issues related to context modelling. 
5.4 Context Modelling Requirements 
The overall goal of designing a context model is to set up an extensible framework that allows 
for adaptations to different types of organisations (and their special contextual requirements) 
and other scenarios where the use of contextual knowledge may be beneficial.  
The review of different approaches towards context (see sections 2.3.3 and 2.5) shows that a 
quite diverse understanding of the nature of context exists in the scientific community. The 
introduction of explicit context modelling thus instantly raises one important question: what 
do we consider to be context here? Depending on the area of research from which someone 
defines context, different definitions will be given answering this question (compare also 
section 2.5). In [Srinivas 1997] – an approach from cognitive sciences focussing on the 
context of human beings – context is operationalised as external context, “i.e. the situation in 
which a word is seen (with another word) or the scene in within which an object is embedded 
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(with other objects, in coherent scenes)”. [Turner 1998] – describing an approach for 
modelling the context of autonomous underwater vehicles as special kind of intelligent agents 
– regards context as “any identifiable configuration of environmental, mission-related, and 
agent-related features that has predictive power for behaviour”.  
The different focus of these definitions shows the dilemma which the designer of an 
organisational memory system has to find her way out: on the one hand, context is obviously 
the context of the current system user (a human being) and thus rather complex while on the 
other hand the organisational memory system has to focus on those elements of context which 
are identifiable and relevant (mission-related) for the purpose of the organisational memory 
system.  
As already stated, the goal of organisational memories is to improve the competitiveness of 
organisations by improving the way in which they manage their knowledge (cf. [Abecker et 
al. 1998b], [van Heijst et al. 1997]). This means, that organisational memory systems should 
capture all relevant knowledge of an organisation and deliver it to its members whenever 
needed. Context in terms of an organisational memory is thus restricted to the range of 
contexts an individual experiences within an organisation. 
In section 2.5.4 a context typology has been extracted from different approaches devoted to 
the explicit use of context (compare also figure 6 on page 55). It has been shown, that  
• most approaches model only a few contextual dimensions of the set of dimensions 
found,  
• no systematic approach towards the selection of important contextual dimensions 
exists, 
• and no agreement on what context constitutes is yet achieved. 
In the sequel a set of requirements that a context modelling framework has to fulfil in order to 
be applicable within a wide range of different organisations is defined. These requirements 
also represent a systematic approach towards the explicit representation and use of context in 
various information brokering settings. 
Requirement #1: A context modelling framework has to identify all relevant 
contextual dimensions. 
What does requirement #1 mean? Context may be defined as  
“any information that can be used to characterise the situation of an entity; an 
entity is a person, place, or object that is considered relevant to the interaction 
between a user and an application, including the user and applications 
themselves” [Dey & Abowd 1999].  
The amount of information that could possibly characterise a given situation following this 
definition is obviously far too big to be handled. This is especially true when looking at the 
organisational memory scenario, where huge amounts of instances of context models have to 
be handled. It is therefore necessary to reduce the number of contextual dimensions by 
selecting the most relevant ones. 
Consequently, a contextual dimension is defined as relevant if it: 
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(1) successfully characterises a given context (i.e. if it allows to separate information into 
groups that literally “make sense”), 
(2) allows efficient storage, 
(3) allows the definition of a set or range of possible values of sufficient accuracy,  
(4) allows the measurement of the similarity for each pair of given values, and 
(5) allows the use of indexing strategies to simplify retrieval. 
While in [Agostini et al. 1996] organisational context is defined along three dimensions 
(organisation dimension, process dimension, space dimension) each of which is further 
hierarchically refined in [Lenat 1998] twelve dimensions for describing contexts are identified 
in the background of modelling and reasoning within real world knowledge (absolute time, 
type of time, absolute place, type of place, culture, sophistication/security, topic, granularity, 
modality/disposition/epistemology, argument-preference, justification, domain assumptions). 
This shows, that the relevance of a given contextual dimension has to be flexibly evaluated 
with respect to the desired purpose.  
Following the definition of relevance of a contextual dimension, “outside temperature” is 
probably not a relevant dimension of an organisational context model while “time” and 
“process” certainly are. 
Approaches in the IR community that try to make use of context knowledge to improve 
retrieval results have been discussed above. They vary from long term user interest profiles 
(created explicitly by the user) to regarding the user’s retrieval history (observed 
automatically by the retrieval system) and similar approaches. All of these have in common 
that they only look at the consumption side of the information retrieval process to make use of 
context. The production / provision side is not considered in these approaches. For general 
purpose IR systems an approach to contextualisation of information at provision time would 
not be appropriate as producers and consumers of information are separated groups. This fact 
presumably makes their respective contexts incomparable. However, the situation changes 
when looking at organisational memory, which can be seen as special kind of IR systems. An 
organisational memory contains information produced and consumed by the same group of 
people: the members of the organisation. Thus they share the same range of possible contexts. 
This leads to the next requirement: 
Requirement #2: In a context-enhanced organisational memory system, context 
knowledge has to be associated to information at production time and has to be used 
during information retrieval.  
This requirement is based on the idea that knowledge about the current context of a user may 
be used for at least two purposes:  
• to enhance any information currently created, modified, or published by the current 
user and  
• to offer possibly useful information created, modified, or published in contexts similar 
to the current user's one. 
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Some approaches that associate information with organisational models, software engineering 
process models or general workflow process models have already been discussed above (see 
[Maurer & Dellen 1998], [Prinz 1993], [Wargitsch et al. 1998], & [Wolverton 1997]). These 
approaches have shown that information may be retrieved context-based (i.e. a user who is in 
a certain context can view, browse or retrieve the corresponding contextualised information). 
Using such an approach, information from different but similar contexts is not retrievable. 
This leads to: 
Requirement #3: Context information has to be used as explicit query to the 
organisational memory. 
Only if the contextual information of the user is used as an explicit query to the context 
enhanced organisational memory, similarity measures can be applied to the context models. 
This is a prerequisite to retrieve information from similar but not identical contexts. 
None of the above mentioned approaches however, maintains an explicit context model used 
as explicit query. Another advantage of having explicit context models is that additional 
retrieval strategies can be provided, that are based on combinations of content-based and 
context-based queries (e.g. match query & similar context, match query & complementary 
context, match query only, or match context only). This leads to: 
Requirement #4: Context-based and content-based retrieval of information have to be 
possible independent of each other as well as in combination. 
While the a priori modelling of contexts (and the corresponding implementation mechanisms 
to exploit context information in an information system) is the right approach for a domain 
with clearly structured work processes that remain stable over a long period of time, a need 
towards flexible approaches for other domains is evident. Also, a useful system should 
automatically recognise the user’s current context, to be able to provide possibly needed 
information created in similar contexts immediately. Thus the fifth requirement is: 
Requirement #5: Automatic recognition of context should be done as well as giving 
users the possibility to explicitly provide context information (thus simulating a certain 
context or providing additional context information that is not automatically observed). 
While the user at any time is associated with a unique context, this context will generally 
not match exactly with the stored contexts. Instead, a set of partially matching contexts 
has to be considered to provide an optimal support with contextual information.  
Requirement #6: At information retrieval the system has to consider the whole set of 
partially matching contexts and merge this information into a coherent display. 
In each information retrieval situation the individual contextual dimension are of different 
relevance to the user: e.g. somebody waiting for a specific email wants to be notified upon 
arrival, whereas somebody who urgently has to finish a paper does not want to be disturbed. 
In this example, the process dimension (waiting for an email vs. finishing a paper) of the 
context overshadows other dimensions such as location.  
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Requirement #7: The context modelling framework has to allow the dynamic ranking 
of important contextual dimension used to perform the similarity match. 
An important aspect in many systems that perform event-based automatic user notification, is 
the possibility of user control. It is mission critical to the success of an information system, 
whether the user can control the system behaviour according to her needs or not. This directly 
leads to the following requirement: 
Requirement #8: The user notification with relevant events has also to consider user 
preferences (like notification frequency, notification channel). 
A further aspect of importance is related to the cost/benefit considerations of a context 
modelling system. It has been clearly stated, that a context modelling system should improve 
the individual’s awareness of relevant events. But what is the price that we have to pay to 
receive this benefit? The answer is quite simple: the price is directly related to the modelling 
effort put into the system. 
Requirement #9: The modelling effort for modelling/maintaining context models 
should clearly pay off in terms of improved access to information and increased 
working efficiency 
Especially this requirement is hard to estimate beforehand. However, it is one of the most 
important requirements. To find out which modelling effort is appropriate in which situation, 
section 7.3 compares two modelling approaches. 
Another aspect related to the cost/benefit considerations concerns the system efficiency. One 
of the goals of a context modelling approach is to give context-related relevant information to 
the user while she is in that context. This means, that the recognition of the current user 
context and the retrieval of information relevant to that context has to be done in reasonable 
time. If the information presented by the system is not related to the current context (but due 
to the retrieval delay to a past context), the user would be swamped with irrelevant and 
confusing information. The corresponding requirement thus is: 
Requirement #10: The time spend on recognising the current context and on retrieving 
information relevant to this context has to be reasonably small. 
Based on the requirements defined above, the architectural approach is described in more 
detail now. Possible contents of organisational context models are outlined, followed by a 
description of the architecture giving an overview over the main components specified. 
5.5 Content of Context Models 
Based on requirement #1 and the definition of relevance of a context dimension basic 
dimensions of context important for organisational context are identified. Note, that the set of 
dimensions presented here is a proposed set: the set of dimensions used in a concrete 
organisation depends on the nature of this individual organisation. Usually, the set of 
dimensions will be a subset of the dimensions presented here. However, it still is possible that 
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additional dimensions not mentioned here may prove to be relevant to the specific 
organisation. The basic dimensions identified here are as follows: 
• The domain context specifies a set of domain relevant terms, concepts, and categories 
that apply to a specific situation (e.g. if the current maintenance task of a person is 
related to a specific machine then this machine is part of the domain context) or a 
specific piece of information (e.g. domain relevant terms are mentioned within a piece 
of text). 
• A person is uniquely identified by an ID and/or a name. A person's context is further 
characterised by her position within the organisation, her roles, her skills, her interests 
and experience. 
• A task is a goal oriented activity expectation. This is determined by the processes a 
person is involved in or by personal task schedules. Tasks can be characterised by 
their type of task. 
• A point in time may be described as absolute time. A further characteristic that is 
important for the contextual description of time is the type of time (e.g. something 
happened on a monday morning). 
• A location a person works at is not only characterised by its co-ordinates (absolute 
location) but also by further characteristics as name (e.g. Room number) and function 
(type of location, e.g. Office vs. Meeting room) 
Through ontological refinement and association the basic dimensions defined above cover all 
identified contextual aspects from the context typology shown in figure 6. Each of the 
attributes that further define the basic context dimensions can be of different types: they either 
are represented by primitive values (like a timestamp, an ID, or a name) or they may be 
represented using complex values (e.g. a categorisation hierarchy to classify organisational 
roles or interests).  
The following subsections specify these dimensions in more detail, especially looking at how 
well each dimension (and its sub-dimensions) meets the requirements from the previous 
section. The formal definition of a context model that is suitable for organisations is shown in 
figure 36. 
Context = ( Domain Context, Person, Task, Time,
Location )
C = ( D, P, Ta, Ti, L )
Figure 36 Specification of a context model. 
5.5.1 Domain Context 
The domain context dimension requires the existence of a domain model similar to the 
domain model that an information broker uses in order to specify the brokered contents 
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(compare sections 3.2.2 and 3.2.5). This domain model represents the entities, terms, 
relations, and categories as an image of the organisation’s world view (see [Nick 2002] for a 
detailed discussion of domain modelling techniques). It contains a glossary of terms relevant 
to the organisation. These terms may describe the organisation’s products and their 
composition out of components and services, the corresponding production proceedings, as 
well as further entities, describing the fields of business activity of an organisation content 
wise.  
Each concrete domain context is a subset of the domain model, that relates a specific situation 
to the domain model, by specifying those entities, terms, and categories the situation is 
associated with. Hence, the domain context serves a similar purpose as the contextualisation 
step in the overall information brokering process model (compare section 3.2.2): the domain 
context sets documents in relation to the domain by contextualising them with domain 
relevant terms that apply. 
Among the set of contextual dimensions specified, the domain context clearly is the 
contextual dimension that most strongly depends on the individual organisation. The entities 
that are modelled as a basis for the domain context to a great extent depend on the 
organisational goals when introducing a context enhanced organisational memory in the 
organisation.  
Hence, the set of elements an appropriate domain model has to contain cannot be presented 
here. Instead, a modelling framework for domain models and domain contexts, that allows 
organisations to flexibly specify their domain context will be derived by firstly presenting a 
modelling approach and then reflecting the context modelling requirements (see section 5.4) 
on the domain context dimension to see, how well this dimension fits into the general context 
modelling framework. 
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Domain Model = ({Domain Concept}, {Domain Feature},
{Domain Category}, {Information Item})
Domain Concept = ((<name>, {<attribute>}, {Relation},
{Domain Feature}, {Information Item})
Domain Feature = (<name>, {Domain Category})
Domain Category = (<name>, {Domain Category})
Information Item = (<name>, {<synonym>}, Attributes,
Related Concepts, Categories)
Attributes = {(<attribute>, <value>)}
Related Concepts = {(Relation, {Information Item})}
Relation = (<name>, Domain Concept)
Categories = {(Domain Feature, {Domain Category})}
Domain Context = ({Domain Concept}, {Domain Feature},
{Domain Category}, {Information Item})
Figure 37 Specification of domain models and domain context 
Figure 37 displays the modelling constituents of the domain model. Four basic constituents 
describing the domain are visible: domain concepts, domain features, domain categories, and 
information items. These four building blocks allow to model complex domains. Figure 38 
shows, how these building blocks belong together to form the modelling framework. 
The set of domain concepts used describes the basic entities that are modelled as part of the 
domain model (a typical set of domain concepts might e.g. be {products, proceedings, 
materials, services}). Every domain concept is identified with a unique name. For each 
member of the set of domain concepts, the set of attributes, relations, and domain features 
used is defined by the domain concept (e.g. a product may comprise the following attributes: 
name, description, price, and physical dimensions; it may have relations to proceedings that 
produce this product and materials that are used; and it may be classified using a domain 
feature like “type of product”). Furthermore each domain concept knows the set of 
information items that instantiate the defined structure. 
A domain feature defines a classification dimension that is used to classify domain concepts. 
Each feature is identified with a unique name. Furthermore, a feature knows a set of domain 
categories that form the underlying classification hierarchy. 
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Is a Type of Instance ofRelated to Classifies
Domain
Feature
Domain
Concept
Domain
Category
Information
Item
Domain structuring
Instantiation
 
Figure 38 Basic modelling constituents of the domain modelling framework 
The set of domain categories associated with a domain feature describes a specific 
classification hierarchy. Categories are used to organise information items into groups of 
similarity. Each category has a unique name and knows a set of children categories that 
specialise it semantically. 
Information items are instantiations of domain concepts which are identified with unique 
names. Additionally, each information item may comprise a set of synonyms (or variants) that 
contain different versions of the same information (e.g. different spellings, translations, 
abbreviations, etc.). An individual information item specifies the concrete property of each 
attribute, relation, and feature specified in the corresponding domain concept.  
Based on the elements of the domain model, the domain context is defined as an overlay over 
the domain model. Every specific domain context contains a subset of the elements of the 
domain model. However, the most important elements of the domain context are the 
information items and the domain categories, as they provide the real content, while the 
domain concepts and domain features that are part of the domain context specify which kinds 
of items and categories are part of the domain context. 
Figure 39 depicts a simplified example of a domain model for an idealisitc research 
organisation34. Basic concepts here are projects, prototypes, and publications. These concepts 
are classified along the two features research topic and type of project. The concepts are 
instantiated with information items: COBRA is a project that developed the prototype bizzyB. 
                                                 
34 An idealistic research organisation focuses on research, not on research funding – as a realistic research 
organisation does. 
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The publication “[Klemke & Koenemann 1999]” reports about developments within the 
COBRA project. Projects are classified using the features research topic (COBRA is in the 
category “information brokering”) and type of project (COBRA is a EU project in the ACTS 
programme). Publications and prototypes are classified only by research topic in this model. 
Is a Type of Instance ofRelated to Classifies
ACTSInformation
Brokering
EU[KK 1999]COBRA
Knowledge
ManagementbizzyB
PublicationProjectResearch Topic
Prototype Type of
Project
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Figure 39 Simplified example domain model for a research organisation 
Having defined the basic modelling constituents of the domain context, the requirements from 
section 5.4 are reviewed with respect to their reflection in this dimension, to see whether the 
proposed modelling approach meets the requirements. 
The domain context is a relevant contextual dimension. As it models the field of business 
activity of an organisation, it allows to effectively distinguish between different situations. It 
allows to model domains in arbitrary accuracy: just the modelling effort an organisation is 
willing to spend is the limiting factor.  
From the representational point of view, the domain model only needs to be stored once. All 
domain context instances later simply link to the corresponding parts of the domain model. 
This way, the memory consuming contents of the domain model are stored in a compact form, 
while the growing number of domain context instances only requires efficient links to be 
stored. 
The similarity assessment of domain contexts DC can be defined as a weighted combination 
of the similarity measures of the constituents (domain concept overlays C, domain feature 
overlays F, domain category overlays CO, and information item overlays I). 
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The individual similarity measures for C, F, CO, and I can be calculated using the definition 
of similarity measures for overlays (see section 5.7.2). To be able to do so, a similarity 
measure for each pair of elements of the respective overlays needs to be defined. 
The similarity measures for domain concepts c1 and c2 γ C and domain features f1 and f2 γ F 
are straightforward. Different concepts or different features cannot be compared and are thus 
simply tested for identity: 
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A combination of these definitions and the definition of simOV in section 5.7.2 can be used to 
calculate similarity values for C and F. 
However, the definition of similarity measures for domain categories CO and information 
items I is more complex. Please refer to sections 5.7.3 and 5.7.4 for these measures. The 
definitions given there allow to calculate similarity values for complete domain contexts. 
Concerning the automatic recognition of relevant elements of the domain context in a given 
work situation of an organisational member, several strategies are possible: 
• When information is submitted to the organisational memory, it can be parsed content 
wise to seek for occurrences of terms and synonyms from the domain context. This 
approach is similar to the standard contextualisation step in the general information 
brokering framework. 
• On retrieval, the user could select elements from the domain context from a 
visualisation that displays this contextual dimension in a query panel. 
• If process knowledge is available (e.g. through the task dimension), certain process 
steps can be associated with elements of the domain context (e.g. a certain step in a 
production process may be related to the production of a certain product and the 
consumption of specific materials). The task thus indicates a certain relation to the 
domain context. This relation can be used for the retrieval of relevant information as 
well as during submission of documents. 
• Additionally or alternatively, the set of open files a user currently works with can be 
scanned for occurrences of elements of the domain context. The occurrences found 
constitute the current domain context of the user. This approach is similar to that used 
by Kenjin35, where the keywords extracted from open files and Web sites are used to 
                                                 
35 See http://www.kenjin.com/ 
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trigger local document searches as well as internet searches to retrieve relevant 
information. 
Which of these strategies optimally suites which organisation cannot be answered in general, 
this question has to be decided on a case by case basis.  
5.5.2 Person 
Besides the domain context, the person is presumably the most complex contextual dimension 
to model. To model a person requires to consider a set of different characteristics.  
First of all, a person has an identity which is – of course – unique. Within an organisation a 
person is associated with a certain set of roles. He/she is working within a certain department 
on a specified position. The person has to fulfil a certain set of tasks. The person has skills, 
experiences and interests. 
Figure 40 displays the formal definition of this dimension. 
Person = ( Id, Roles, Position, Interest,
Skills, Experience, Tasks )
Id = < unique name >
Roles = { category }
Position = { category }
Interest = { category }
Skills = { skill }
Skill = ( category, grade )
Grade = < numeric value >
Experience = { category, grade }
Figure 40 Specification of the contextual dimension “person”. 
To see how this specification meets the requirements of section 5.4, it is necessary to 
crosscheck requirement #1 (relevance of contextual dimensions) and requirement #4 
(automatic recognition of contextual values) with the dimensions defined here. 
Id 
The unique id of a person is of relevance for the context of information as it characterises the 
given situation by uniquely identifying a specific person involved. As a single identifier, it is 
easy to model and allows efficient storage. The personal id can be defined accurately: each id 
value uniquely identifies a certain person, and each person within an organisation owns a 
unique id. A similarity measure for two id values can be defined in a straightforward manner:  
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Furthermore, it is easy to automatically recognise the currently valid id by connecting to login 
routines. 
Roles 
Roles are sets of behavioural expectations. A role represents a unit of responsibility and may 
comprise a set of tasks (which do not describe the current task at hand but rather the set of 
tasks generally associated with a person). The relevance of the set of roles associated with a 
person depends on the organisation to be modelled: if a well-defined set of roles is available, 
this information can be used to characterise the situation of an acting person.  
Being modelled as an overlay over a categorisation hierarchy of available roles, the set of 
roles associated to a person can be modelled with reasonable effort. This set of categories 
allows an arbitrary accurate definition of organisational roles. Measuring the similarity of 
roles can be reduced to measuring the similarity of categories within one hierarchy (see 
section 5.7): 
(5) ),cat(catsim),role(rolesim CatRole 2121 =
As the roles associated with a person only change from time to time, it is not necessary to 
automatically associate roles with persons. However, when organisational information 
sources are available, which define the roles associated with a person (e.g. a database 
containing information about all organisational members and their roles), it is possible to 
define a mapping between this information source and the categorisation hierarchy used for 
context modelling. 
Position 
A position is related to the organisational structure and reflects a point within the 
organisational hierarchy. The organisational position of a person may e.g. define the 
department the person is working at. From a modelling point of view, the position dimension 
is similar to the role dimension. However, its relevance to characterise situations depends on 
the organisation: it is more valuable to big organisations with rather strict hierarchies to model 
positions, while it is less important for small and less structured companies.  
Generally, the dimensions roles and position are closely related to each other. From the 
technical point of view, they are identical in terms of the way they are represented within the 
context model, but from a semantical point of view they are clearly distinct. It is a matter of 
organisational characteristics (like size, structure, policy) whether both dimensions are taken 
into account or only one of them. However, they are clearly not independent of each other. 
Section 5.6 handles the aspect of modelling interdependent dimensions in detail. 
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Interests 
To model personal interests is important for domains, where the individual interest is an 
important aspect of the work situations. This is for instance the case in research. Interests 
again can be modelled as an overlay over a domain dependent categorisation hierarchy 
specifying the range of interests.  
The range of interests that can be modelled can be defined using the domain model, that also 
serves as basis for the domain context (see section 5.5.1). However, while the domain context 
is a short term oriented characterisation of the relation between the current situation of the 
user and the domain, interest as a contextual dimension represents a long term oriented 
general interest of an individual in the domain.  
While the long term interest of a researcher, for example, may be focused on knowledge 
management, she may currently be occupied with the creation of an EU project report that is 
only partly relevant to knowledge management. Consequently, the interest model of this 
researcher contains the category “Knowledge Management”, while the domain context 
dimension contains the project she currently works for. 
From a representational point of view, there is no difference between modelling interest and 
modelling the domain context. Consequently, details of the modelling techniques are left out 
here.  
A big difference, however, may be observed in the recognition of values for these dimensions. 
As the domain context is short term oriented, it is important to recognise shifts in the user’s 
attention fast and react to these. For the rather long term oriented interest the situation is 
different: a short term and temporary shift of the current focus of attention should not be 
reflected in abrupt changes of the interest model. However, long term shifts that are possible 
should be recognised. 
Generally, two complementary strategies cope with this situation: 
1. Adaptable approach: The user has complete control over the represented interest model 
and can change it according to her needs. This guarantees, that the interest model reflects 
only items the user consciously perceives as her explicit interest. However, interest 
profiles that totally depend on user specification tend to outdate soon, as user often do not 
spend much time on profile maintenance. 
2. Adaptive approach: A user agent constantly monitors the user’s behaviour. From the 
user interaction history observed over a period of time, the agent can calculate the user 
interest. By using a sliding window approach in user observation (e.g. only the interaction 
history of the last two weeks is taken into account) the agent can also recognise trends in 
the user interest. The main advantage of this approach is that the user does not have to 
take care about the maintenance of her profile. However, the lack of user control in a 
completely adaptive approach may lead to system misinterpretations. In consequence this 
would lead to unsatisfied users not trusting in the system capabilities. 
Ideally, the approach taken should be a combination of adaptable and adaptive approaches, 
where a user may take complete control over the profile and the agent may propose additional 
changes to the profile (in a non-disruptive manner) that the user may accept or not. A 
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comprehensive discussion of adaptive and adaptable approaches may be found in [Nick 
2002]. 
Skills 
Skills are special abilities acquired by training [Collins 1999]. Available skills, and the lack 
thereof, are especially important in educational domains. Skills can as well be represented in 
categorisation hierarchies. However, one important extension is, that skills are not just 
available or not: the association of a person to a certain skill can have different values (like 
e.g.: novice, intermediate, expert). This difference complicates the modelling process as well 
as the similarity measure. Thus, it has to be decided for every single domain individually, 
whether the additional modelling effort pays off in an additional benefit. One possible 
simplification would be to reduce the grades to binary values. In this case, modelling skills 
could be done using categorisation hierarchies. 
Experience 
Experience is knowledge accumulated by practice [Collins 1999]. From a modelling point of 
view, experience and skills are quite similar: both can be represented as an overlay over a 
categorisation hierarchy that may use binary values or more fine grained values (see above for 
a discussion of benefits and cost for fine grained values). However, there is an important 
difference between the two: semantically, experience is less formal. Consequently, experience 
can not be assessed as easy as skills. Skills can be imported into a system representation using 
e.g. results of examinations or courses taken. The experience of a human being evolves on the 
job: e.g. daily routine, problems solved, or realised tasks increase the personal experience. 
These characteristics of experience complicate the automatic recognition of relevant values. 
Though it is questionable, whether an automatic recognition of the experience dimension of a 
context model is fruitful, several strategies are possible to integrate experience with the 
context model: 
• Self Assessment Approach. Each user describes her own experience and explicitly 
specifies the experience dimension of her context model. This approach has the advantage 
of distributing the effort for maintaining the experience model. However, there are also 
severe disadvantages: the distribution of maintenance leads to heterogeneous quality 
distributions. Some people tend to overestimate their experience, while others will 
underestimate themselves. 
• Central Maintenance Approach. The organisation provides a role responsible for 
maintaining the experience profiles. This has the advantage of a homogeneous quality 
distribution. But, the responsible person has the problem of being permanently well 
informed about individual activities that change experience. 
• Mentor-based Approach. Each individual worker is associated to a mentor in this 
approach. On a regular basis, the worker talks to her mentor. Both will discuss results of 
the past period and relevant improvements to the individual experience. The mentor is 
then responsible for maintaining the experience model of the worker. To avoid a 
drastically increased workload on the mentor, typically the direct superior will take the 
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role of the mentor: in many organisations scheduled discussions between workers and 
superiors are held anyway. However, depending on the organisational climate, the mentor-
based approach may be considered unfair by the individual workers. 
It depends to a large extent on organisational characteristics, whether experience is modelled 
at all (besides cost/benefit-related issues also privacy issues apply here) and which of the 
approaches is taken. 
5.5.3 Task 
A task is a goal oriented activity expectation and represents a small, executable unit. Tasks 
can be modelled using organisation specific categorisation hierarchies. Figure 41 displays the 
formal definition of this dimension. As with the personal context dimension, the requirements 
for the task dimension will now be reviewed. 
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Figure 42 Example processes 
A process p is said to be in state si, j if the corresponding instantiated process model is pi and 
task tj is active in this instance36. Using this definition it is possible, to iterate through all 
possible process states and define the finite set of states S = { si, j | pi ∈  P  t∧ j ∈  Ti }. 
Independent of the definition of the set of states, a categorisation hierarchy of tasks of the 
organisation can be defined. Figure 43 depicts such a hierarchy containing the set of 
categories C = {c1, c2, ..., c17}.  
                                                 
36 Note, that this definition of states is simplified: here we don’t regard internal execution states of the individual 
task. To be more exact here, we would need to define state s = si,j,k where i and j are as given and k represents the 
internal execution state of the task. As it is not generally possible to map all internal execution states into finite 
sets, we would require an internal mapping mechanism specifically designed for each individual task that 
produces a finite set of equivalence classes of the internal states. The elements of this set of equivalence classes 
can then be mapped onto identifier k. However, the main observation, that the set of states S is finite still 
remains. In the following we thus ignore the internal task states. 
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Figure 43 Example categorisation of tasks 
Having specified the set S of process execution states and the set C of task categories, a 
mapping looks as follows: f: S ? C, f(s) = c. Note that the number of categories in C does not 
necessarily correspond to the number of states in S. Neither is every state required to be 
mapped onto a different category, nor does every category have to be a destination of the 
mapping. But f(s) is required to be defined for every s∈S. 
Note here, that the figure only presents a mono-dimensional categorisation hierarchy. If tasks 
should be categorised along multiple dimensions (e.g. one hierarchy for “kind of task” and 
another one for “kind of third party involved”), a set of independent categorisation hierarchies 
C1, C2, ... Cn can be provided together with corresponding mappings f1, f2, ..., fn.  
Figure 44 displays an example for the mapping of process states (using the example processes 
from figure 42) on a category hierarchy (using the category hierarchy from figure 43). 
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Figure 44 Example mapping of process states on categories 
Having defined the categorisation hierarchies and the required mappings, it is now possible to 
automatically map the current process execution state onto a set of categories. Furthermore, 
this allows to calculate the similarity of different process execution states, using the 
techniques for calculating similarities in categorisation hierarchies (see section 5.7.3). 
5.5.4 Time 
At a first glance, time as a contextual dimension seems to be very easy to model: it is not 
more than a simple attribute representing the current date and time. But in order to associate 
information with points in time, it is necessary to consider further details about time than just 
the absolute value. This results in a more abstract view on points in time. 
Some of these characteristics are inferable using a common calendar: the day of week, the day 
of month, the month, the year. The calendar also offers further information about the time 
dimension: working day, holiday, weekend. 
Time = < numeric value >
Figure 45 Specification of the contextual dimension “time”. 
The characteristics mentioned so far look at time as an independent dimension, but further 
characteristics exist that can only be modelled in relation to other contextual dimensions. 
Access to a personal calendar enables to decide whether a date corresponds to personal 
vacation or not. 
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Figure 45 displays the formal definition of this dimension. 
Modelling time as contextual dimension does not reveal its strength from the numeric values 
representing points in time. More important for this dimension are predicates specified on top 
of these values that allow to find out characteristics of points in time. These predicates 
respond to the notion that time is not only a continuous flow, but also has certain reoccurring 
characteristics (e.g. day & night, weeks, months). Consequently, measuring the similarity of 
points in time does not only mean to calculate a normalised value of the absolute distance of 
two points in time but to take these characteristics into account. Figure 46 specifies the most 
important predicates for time values, where a time value is either a start time or an end time of 
the contextual dimension time. 
isWorkingDay: time-value ? boolean
getYear: time-value ? year
getMonth: time-value ? [1..12]
getDayOfMonth: time-value ? [1..31]
getDayOfWeek: time-value ? [1..7]
getHour: time-value ? [0..23]
getMinute: time-value ? [0..59]
getSecond: time-value ? [0..59]
Figure 46 Specification of time predicates. 
Having defined these predicates, it is now possible – as with the previous dimension – to see 
how the time dimension meets the requirements for contextual dimensions. The relevance of 
the time dimension for modelling context to guide information access is quite obvious: on the 
one hand, information ages, i.e. newer information in many cases is more relevant than older 
one. On the other hand, human work processes are often driven by schedules of events. This 
means, that the production and consumption of closely related information often corresponds 
to reoccurring events (e.g. every monday morning a report concerning the activities of the 
previous week may be produced).  
The chosen representation of the time dimension using simple numerical values allows 
efficient storage. Furthermore, arbitrary precision is possible: if needed, e.g. predicates for 
milliseconds can be added to the list.  
A possible similarity measure for the time dimension is a combination of a measure for the 
absolute distance (reflecting the ageing of information) and a measure based on the defined 
set of predicates: 
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The automatic recognition of the current time value is trivial: it is given by the system clock 
provided by every modern operating system. 
An alternative to modelling the time as single values representing individual points in time is 
to model time intervals using dedicated starting points and end points. In that case the 
representation would be as depicted in figure 47. A time interval is represented as a 2-tuple 
consisting of two time values. For these two constituents of a time interval the same 
predicates and similarity measures as defined above can be applied. 
Time interval = ( Start time, End time )
Start time = < numeric value >
End time = < numeric value >
Figure 47 Specification of a time interval 
However, assessing the similarity of two time intervals instead of two individual points in 
time requires different similarity assessment functions to be applied. The similarity of two 
time intervals can e.g. be calculated from the weighted similarity of the two starting points 
and the two end points, respectively. 
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The main difficulty in modelling time intervals instead of points in time is the detection of 
correct start and end points. How do we know that the following ten seconds still belong to 
the same context? A heuristic approach to this problem would be, to finish the current time 
interval and start a new one whenever the value of any other contextual dimension changes.  
However, in order to assess relative aspects between points in time (e.g. the current time and 
the time of a scheduled event), it is more appropriate to use single time values: the similarity 
of two points in time is modelled degressively. For simplicity reasons, it will from now on be 
assumed consequently, that the contextual dimension time is modelled using individual points 
in time. 
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5.5.5 Location 
Similar to the time dimension, a location may simply be defined using its geographic co-
ordinates. But again, further characteristics have to be considered in order to provide the right 
level of abstraction in modelling locations. An important classification for locations is the 
type of location. This offers a functional view on locations. The type of location also may be 
used to determine the range of activities that take place. 
Figure 48 displays the formal definition of this dimension. 
Again, the model for the location dimension is verified with respect to the previously defined 
requirements for relevant contextual dimensions. 
Modelling the location as part of the overall context model is relevant in scenarios, where 
information production and consumption processes depend on the location of a person. This is 
e.g. the case for all organisations where people work in mobile settings. However, 
automatically recognising the current location of a person either requires an additional 
sensoric infrastructure (in nomadic scenarios with mobile devices, where users carry their 
device along with them) or an association of uniquely identifiable devices with locations (in 
nomadic scenarios with static devices, where users use each device only at specific locations). 
Location = ( Place, Geo. Position )
Place = ( Id, Type of location, Region,
Relations )
Id = < unique name >
Type of location = { category }
Region = { category }
Relations = { ( Location, RelationType ) }
RelationType = < identifier >
Geo. Position = ( co-ordinates )
Figure 48 Specification of the contextual dimension “location”. 
The representation of the location dimension as defined above satisfies the efficiency 
requirement: from a storage point of view, only the geographic position and/or the identifier 
of the specific place need to be stored.  
This situation is complicated if the location represents a set of contained regions (e.g. in 
Germany, in Bonn, at Central Station, in the flower shop). In this case, either an identifier 
and/or the corresponding co-ordinates for every level in the cascade of regions need to be 
stored, or – as with the time dimension –predicates on the given most specific region need to 
be defined. As storage efficiency is a serious issue, the latter solution is preferred. A simple 
solution to do this, is to define a hierarchy of regions representing a “part of”-relation (e.g. the 
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flower shop is part of central station which in turn is part of Bonn). This can be achieved 
using a categorisation hierarchy that defines exactly this “part of”-relation37.  
Additionally, arbitrary relations between locations are introduced. This can e.g. be useful to 
model a topological layer by defining neighbourhood relations between locations. The 
neighbourhood relation is defined such that two locations are neighbours if each is directly 
accessible through the other (e.g. the secretary’s office is neighbour of the office of the head 
of the department). This topological information can then be used to notify the user about 
relevant information available for nearby locations. This way the system can implicitly extend 
the users context with neighbour locations. But this mechanism of modelling relations can 
also be used to model arbitrary, domain dependent relations between locations. 
Using the combination of co-ordinates and specific location identifiers the location models 
allow arbitrary accuracy. A possible straightforward similarity measure is – again, similar to 
the time dimension – a combination of an absolute distance based measure and a similarity 
measure based on location characteristics: 
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As already stated above, the automatic recognition of locations requires an additional sensoric 
infrastructure. Additionally, a model of all identifiable and important places has to exist, that 
defines the characteristics of locations.  
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Figure 49 Example floorplan of an office building38 
                                                 
37 Note, that we do not predefine a unit for regions (as e.g. a matrix-based approach would). However, the “part 
of”-relation defining the regions can be designed to specify such a measuring unit.  
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Figure 49 displays the floor plan of an office building. Each of the rooms has a physical 
position and a unique id: the room number (which, combined with the address of the building, 
is even globally unique). It is possible to associate each room with a type of location (office, 
meeting room, kitchen, hallway, etc.) and with a region. Using the indicated doors, 
neighbourhood relations can be modelled.  
5.6 Interdependence of Contextual Dimensions 
The previous sections introduced a set of contextual dimensions forming the basic 
constituents of a comprehensive context model. Figure 50 displays a summary of these 
contextual dimensions. This model is capable of representing all contextual dimensions found 
in the literature study (compare Figure 6 and sections 2.5 and 5.4). 
Context
Person
Task
Time
Location
Id (Att)
Roles (Cat)
Task (Cat)
Point in time (Att)
Geographic Position (Att)
Domain Concept 1
Place
Position (Cat)
Interest (Cat)
Skills (Cat)
Experience (Cat)
Domain Context Domain Concept n
Id (Att)
Kind of Place (Cat)
Region (Cat)
Neighbours (Rel)
Attributes 1 (1-m) (Att)
Relations 1 (1-k) (Rel)
Categories 1 (1-j) (Cat)
Attributes n (1-i) (Att)
Relations n (1-h) (Rel)
Categories n (1-g) (Cat)
...
Concept
Attribute
Category
Relation
 
Figure 50 The complete context model 
Generally, when identifying such a set of dimensions one tries to find independent dimensions 
to be able to look at each dimension separately without interfering with observations for other 
dimensions. Unfortunately, in the case of contextual dimensions such a set of independent 
dimensions cannot be provided: some of the dimensions influence the possible range of other 
dimensions. This section will analyse which dimensions interfere and which implications 
arise (compare figure 51). 
                                                                                                                                                        
38 Rooms 301-317 and 322-334 are standard offices, room 320 is the room of the head of the department, room 
321 is the room of the secretary. Additionally, we see meeting rooms (318, 319), a social room (340), a kitchen 
(344), and hallways, elevators, and stairways. 
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Figure 51 Interdependent contextual dimensions 
The dimensions for interest, experience, and skills as well as the domain context are modelled 
as overlays over the domain model. This way, the domain model determines the possible 
range of values for these dimensions. 
Looking at the person dimension of context shows, among others, the sub-dimensions roles 
and position. These dimensions strongly influence each other: the position of a person within 
an organisation implies certain roles while there are still roles independent of the position 
(e.g. the position “head of a department” implies that the corresponding person is also 
associated to the role “responsible for the department’s employees”. On the other hand, the 
role “member of works council” does usually not require a certain position within the 
organisation). The roles a person is associated with also imply certain tasks (e.g. the role 
“member of works council” implies the task “organise the employees assembly”).  
Some tasks require specific skills and experiences from the people performing them. In other 
words, the set of skills and experiences associated with a person may restrict the range of 
tasks this person can perform (or is allowed to perform). 
The task dimension is also not independent from the location dimension: certain tasks require 
a certain environment which only exists at specific locations. Thus the location dimension 
may restrict the set of possible tasks (e.g. the maintenance of a certain machine within a 
factory can only take place at that specific machine). In other situations, the location only 
implies certain tasks but does not strictly require them (e.g. a meeting room implies that the 
corresponding tasks are meetings, discussions, etc. but the meeting room may as well be used 
for individual work in some situations).  
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The time dimension also influences the possible range of tasks, as certain tasks may only be 
performed at certain points in time (e.g. scheduled maintenance operations or tasks that 
require daylight). 
Depending on the way, the domain context dimension is recognised (compare section 5.5.1) 
the domain context is also connected to the task dimension. The current process execution 
state implies a certain domain context to be applicable to the current user. 
Different strategies that cope with the presence of interdependent contextual dimensions can 
be thought of:  
1. A strict strategy is to allow only one of the interfering dimensions to be modelled in an 
instantiation of the context modelling framework. This would avoid any interference at 
all, but would also limit the possible range of contexts. Thus, this approach is only 
acceptable for dimensions that strictly correlate and are consequently redundant. In such a 
situation the value of one dimension can simply be inferred from the value of another 
dimension. 
2. Alternatively, it is possible to define a constraining hierarchy of interfering dimensions. In 
that way, the value of a dimension at a higher position in the hierarchy can constrain the 
range of values for dimensions at lower positions. This approach requires additional effort 
to model the constraints of all interfering relations. Furthermore, it is hard to model 
exceptions using this approach: sometimes, the actual values for different dimensions may 
have values that conflict with the modelled constraints.  
3. A less restrictive approach is to explicitly model relations between the different 
dimensions that are used to increase the likelihood of certain values for related 
dimensions. This way, the modelled relations imply certain values but they don’t impose 
strict constraints. However, this approach still requires the additional modelling effort to 
specify relations among the different dimensions. 
4. Finally, the most optimistic approach would be to treat the different dimensions as if they 
were independent. This way, the focus can be on the recognition of values for each 
dimension separately without having to look at other dimensions. This greatly simplifies 
the context recognition process but leaves room for conflicting misinterpretations.  
As stated above, the interdependence of several dimensions is quite high: especially the task 
dimension is related to many other dimensions. Consequently, a modelling approach that 
treats all dimension as independent (such as the fourth strategy) is not desirable.  
Additionally, all of the modelled contextual dimensions provide an additional modelling 
benefit in improving the modelling precision. Thus, a modelling approach that forbids the 
modelling of interdependent dimensions (such as the first strategy) is also not desirable.  
As the second strategy is strict in constraining the range of values for interdependent 
dimensions, it requires the modelling of interdependencies to be complete: every missing 
constraint too strictly limits the values for a dependent dimension. Consequently, the 
modelling and maintenance effort for this strategy is high and it is questionable whether this 
effort pays of. 
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The third strategy presented offers the possibility to model relations between different 
dimensions. However, as these relations are not required, this approach offers a great 
flexibility in modelling dependencies between dimensions. Additionally, in every 
instantiation of the context modelling framework in a certain domain it can be decided 
individually how far interdependencies between different dimensions should be explicated. 
Generally, the third strategy seems to be most promising. However, as the context modelling 
framework described here should provide a maximum of modelling flexibility, different 
strategies should be possible. The third strategy offers the possibility not to model the 
relations at all, which allows to model according to strategies one and four as well. Only the 
second strategy needs complicated modelling techniques: the hierarchical relations required 
there have special properties. Consequently, the decision has to be drawn between strategy 
two and three in the concrete modelling situation. 
5.7 Similarity Assessment 
Assessing the similarity of context models is an important aspect of an overall context 
modelling framework. The similarity measure that is applied to context models has to provide 
an accurate means of determining, whether two context models are similar or not. As contexts 
are complex by nature, assessing their similarity is also a complex task: the models 
representing contexts are multidimensional entities. Despite the complexity of the similarity 
assessment problem, assessing the similarity has to be done in an efficient way. 
This section firstly defines what a similarity measure is. The following subsections describe 
the special requirements and side conditions of assessing similarity of context models. 
Note, that the similarity assessment methods described here are meant as proof of concept. It 
is neither claimed here, that these methods are the most efficient ones, nor that they are 
semantically best fitting under all circumstances. Alternative solutions to similarity 
assessment are possible and may be used as long as they meet the following requirements. 
Let C be a set and c1 and c2  C. Then a similarity measure sim is a function that fulfils the 
following conditions: 
∈
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However, the assessment methods provided here have properties especially useful for the 
context modelling approach. They can assess the similarity of complex, heterogeneous object 
graphs (which is not possible using vector-based or matrix-based similarity measures such as 
[Kimbrough & Oliver 1997; Osborn 1997; Baclawski & Smith 1995]. Building on ideas from 
[Schaaf 1996; Osborne & Bridge 1996; Rodriguez & Egenhofer 1999], this assessment 
approach accounts for the context dependence of similarity measures (see section 5.7.5). The 
combination of both is – to our knowledge – unique in literature. 
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SimilarC: ContextModel X ContextModel => [0, 1]
SimilarC(C1, C2) = ( Wp * similarP( P1, P2 ) +
Wa * similarA( A1, A2 ) +
Wl * similarL( L1, L2 ) +
Wt * similarT( T1, T2 ) ) /
( Wp + Wa + Wl + Wt )
Figure 52 Specification of a similarity measure for context models. 
5.7.1 Assessing Similarity of Context Models 
Measuring similarity of different context models is of importance: it must be possible to 
retrieve similar context models from the potentially huge collection in an efficient way. 
However, the retrieval of similar context models is complicated by the complex nature of the 
models. As stated in the previous section, context models are multi-dimensional and each 
dimension may have a hierarchic (topological) structure, which makes the design of similarity 
measures a non-trivial task.  
To further complicate the situation, the similarity of two context models is itself context 
dependent. For example, in some situations the location may be the most important aspect of 
the current context while in other situations the current task is more important than the actual 
location. The similarity measure that is applied to context models consequently has to take 
this into account. Section 5.7.5 treats this aspect of similarity assessment. 
The similarity measure for the time dimension is a combination of an absolute distance 
measure and a type of time similarity measure. The type of time measure tries to find 
structural commonalities within two points in time (e.g. both values represent a monday 
morning but within different weeks). Location similarity is calculated as combination of 
absolute spatial distance and type of place similarity. Type of place similarity calculates the 
semantic distance of two places (assuming that a location's semantic is its role, e.g. as office 
or meeting room). The type of place similarity measure is based on a taxonomic description of 
all available types of places within an organisation. Similarity measures for persons and tasks 
are based on semantic distance calculation of their respective taxonomic description. 
While the time and task similarity measures are independent of other dimensions, similarity 
measures for location and person have a temporal aspect (e.g. a meeting room becomes an 
office as an organisation grows and new members arrive or the position of an organisational 
member changes during time). This requires to take the history of persons and locations into 
account when measuring their similarity. 
5.7.2 Similarity Assessment for Overlay Models 
To assess the similarity of pairs of context models, it is often necessary to compare two 
overlay models over sets of individual elements that are part of the individual context models. 
Basically, an overlay model is defined here as a subset of a set of elements. To be able to 
compare two overlays, they are required to be subsets of the same superset. Additionally, the 
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existence of a similarity measure that assesses the similarity of each pair of elements of the 
superset is required. 
More formally: 
Let S be a set of elements:  
(16) S = {el1, ..., eln}.
Let OV1 and OV2 be two overlays over S:  
(17) OV1 ⊆ S, OV1 = { eli1, ..., elim}
(18) OV2 ⊆ S, OV2 = { elj1, ..., eljk}
Let simel(eli, elj) be the similarity measure for each pair of elements of S:  
(19) sim
el(eli, elj): el X el ? [0, 1]
The following definition is a helper definition to define the similarity between a single 
element of S and an overlay OV. An element is as similar to an overlay as it is to the closest 
element within the overlay:  
(20) OV)el|)el(el,max(simOV)(el,sim iielEO ∈=
This measure is used in the definition of the similarity of overlays, which is the mean of the 
similarity of each element in either one overlay to the corresponding other overlay: 
(21)
21
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It can easily be shown, that this simOV is a similarity measure according to the definitions (14) 
and (15) above. 
5.7.3 Similarity Measurement in Category Hierarchies 
As stated in previous sections, category hierarchies are an important abstraction mechanism in 
modelling context. This section formally defines category hierarchies, categories, and 
overlays. Furthermore, two important similarity measures are defined here: the similarity of 
categories and the similarity of overlays over a category hierarchy. 
A category hierarchy CAT is a directed tree consisting of a set of nodes C and a set of edges 
E. Each node c ∈  C is a category, each directed edge e ∈  E from c1 to c2 represents a 
specialising relation between c1 and c2. Figure 53 depicts an example of a category hierarchy. 
A path P from ca to cb, (ca, cb ∈  C) is a sequence of edges P = (e1, e2, ..., en) so that e1 = (ca, ci) 
or (ci,ca), en = (cj, cb) or (cb, cj), em = (ci, cj) or (cj, ci), em+1 = (cj, ck) or (ck, cj) ∧  m ∈  {1, ..., n-1} 
with ei ≠  ej  i  j; i,j ∈  1, ..., n.  ∧ ≠
The length l of a path P is the number of edges in P: l = |P|. It is also called the distance of the 
end nodes of the path. MAXDIST is the length of the longest path P in CAT. 
An overlay OV over the category hierarchy CAT is a set of categories with OV  C. ⊆
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Figure 53 Example of a category hierarchy 
The path from category “f” to category “c” in figure 53 is ((f, b), (b, a), (a, c)) and has the 
length 3. The path from m to i is ((m, g), (g, c), (c, i)) and has also the length 3. Note, that this 
path does not contain (c, a), (a, c): this is forbidden by the definition, as the edge between a 
and c would be contained twice. MAXDIST for this category hierarchy is 6. 
Based on the previous definitions, it is possible to define similarity measures for single 
categories as well as overlays. The similarity of single categories simcat is defined here based 
on the distance they have in the hierarchy. 
(22)
MAXDIST
catcatPMAXDIST
catcatsimcat
),(
),(
21
21
−
=
Following this definition, category “m” in figure 53 has a similarity of 1 to itself (as the path 
to itself has a length of zero), a similarity of 0.5 to category “h”, and a similarity of 0 to 
category “o”. 
The assessment of the similarity of two overlays over the categorisation hierarchy CAT can 
be referred to the definition in section 5.7.2 using simcat as similarity measure for individual 
elements and OV1 ⊆  C and OV2  C as overlays. ⊆
In figure 53 the following similarity values can be calculated for overlays based on the above 
definition: 
• sim({a, b, c}, {a, b, c})  =  1 
• sim({a, b, c}, {b, c})  =  0,9667 
• sim({a, b}, {b, c})  =  0,9167 
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5.7.4 Similarity Assessment for Information Items 
The similarity measure for information items is a weighted combination of similarity 
measures for the individual components of the item. As defined in section 5.5.1, an 
information item comprises a set of attribute-value pairs, a set of related concepts grouped by 
concepts, and a set of categories grouped by features. 
To assess the similarity of two information items, these two items are required to be 
instantiations of the same concept. The function con(item) delivers the concept an 
information item instantiates. The corresponding similarity measure thus is: 
(23)
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To be able to use the defintion of similarity measures for overlays for the individual measures 
simAtt, simRC, and simCat, the according similarity measures for the elements of the 
underlying sets have to be defined. 
For attributes, identity based measure is defined that tests for the identity of the attribute 
names and values: 
(24)
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The similarity assessment for related concepts follows a different approach. Here, for each 
relation defined in the concept the two information items to compare instantiate, the similarity 
of the set of items contained is checked. Note, that the similarity of the individual items 
contained within the relation sets is not recursively assessed here to avoid problems with 
circular similarity assessment. Instead, an identity-based measure is used.  
(25)
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Equation (25) defines the similarity of elements of the set of related concepts. Equation (26) 
calculates the similarity of two sets of items within two elements of the related concept sets. 
Together with the definitions of similarity measures for overlays (see section 5.7.2) the 
similarity of related concepts can be assessed. 
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The similarity measures for category hierarchies defined in the previous section can be used 
to calculate the similarity of the category overlays that are part of the information item. 
5.7.5 Context-dependent Similarity Assessment 
As already stated above, the similarity measure that is applied to two context models may 
itself be context dependent. This means, that in a specific situation the similarity of two 
values for one specific contextual dimension may overshadow dissimilarities of other 
dimensions (see also [Schaaf 1996] or [Rodriguez & Egenhofer 1999] for an argumentation 
about context-dependent similarity measures). However, it can not be decided a priori which 
dimensions are important in a specific situation and which are not. 
Additionally, some contextual dimensions may per se be more important to consider than 
others (e.g. in many organisational scenarios the task dimension may be most important to 
consider). 
Technically, this situation can be handled by using multi-dimensional similarity measures (as 
described above) based on dynamic weights assigned to the individual dimensions. On the 
storage side of the context modelling framework this implies, that it is not possible to use 
fixed data-structures representing similarity graphs of stored context models (e.g. associating 
stored context models to equivalence classes). At most, it is possible to store similarity values 
for each individual dimension. Section 5.8 looks at these storage aspects in more detail. This 
section explores approaches to specify the set of dynamic weights used in the similarity 
assessment process. 
Deriving the similarity weights from the statements in the first two paragraphs of this section, 
the weight of a dimension has a dynamic and a static constituent. The dynamic part represents 
the importance of this dimension in the specific situation while the static part represents the 
overall importance of this dimension. 
To find values for the static weights is a matter of experience and experimentation within the 
concrete application domain. Deep understanding of the underlying contexts, the work 
processes and the apparent information production and consumption needs is required to 
specify reasonable values for these weights.  
The specification of the dynamic weights requires different approaches as these values have to 
be recalculated whenever the situation changes. Several approaches to dynamically specify 
these weights can be thought of. 
• The most simple approach is to let the user decide which dimensions are important in the 
current situation. This way, the user could exactly state which dimensions are important 
and which are not. To reduce the intellectual overhead this approach imposes on the user, 
it should be possible to predefine a set of similarity profiles from which the user selects 
the appropriate one. However, this approach is still disruptive in that it requires the user to 
be aware of her current context and the resulting information need. This approach requires 
a continuous interaction between system and user. 
• An adaptive approach to this problem would remove the disruptive interaction 
requirement. In such an approach the system starts with default values for the different 
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weights and presents information to the user accordingly. The system then observes, 
which of the presented information items are selected by the user. The similarity values of 
the contexts associated to these items and the current user context are then used as input 
for a recalculation of the similarity weights. This way, the weights continuously are 
adapted to the user’s behaviour.  
A problematic aspect of this approach is, that the adaptive recalculation of the weights 
requires several cycles of information presentation, information selection, and weight 
recalculation. It is thus questionable, whether the set of weights calculated after a series of 
interactions really represents the current situation of the user, that may have already 
changed. Thus, this approach only seems appropriate in scenarios where contexts and the 
corresponding similarity requirements change slowly. 
• Instead of relying on explicit or implicit user feedback the system could just rely on the 
observation of contextual changes to recalculate the dynamic similarity weights. Such an 
approach can be called a heuristic approach. The main idea underlying this approach is 
that the contextual dimension that has most recently changed is the most important one in 
the current situation. This reflects the assumption that a change in a certain contextual 
dimension puts this dimension in the focus of attention. Consequently, the similarity 
weights for those dimensions that change will be increased (until they reach a maximum 
value) while the weights for stable dimensions decrease (until they reach a lower bound).  
The main difference between the adaptive approach presented above and the heuristic 
approach is that while the former focuses on context as a state to which it tries to adapt the 
similarity weights, the heuristic approach focuses on the changes that can be observed 
during the transition from one context to another. 
A problem of this approach is the consideration of the time dimension. Due to its nature 
the time dimension constantly changes. This would set its similarity weight constantly to 
the maximum value, overshadowing all other dimensions. To cope with this situation, the 
time dimension should either be considered at certain intervals only or the focus of time 
similarity assessment should consider the defined predicates (compare figure 46) only and 
ignore the absolute time values. 
When comparing these three different approaches to cope with the context dependent 
importance of individual contextual dimensions, then the third approach is most promising: it 
best represents the dynamic nature of situations in focusing on contextual changes instead of 
contexts as states. Additionally, it does not require additional interactions with the user (as the 
first approach does) and does not require long term feedback cycles to adapt to changed 
situations (as the second approach). The only problematic aspect of the heuristic approach, the 
potential overvaluation of the constantly changing time dimension, can be solved with 
straightforward modifications as described above. 
5.8 Complexity Issues 
A context enhanced organisational memory is a long-term oriented complex software system. 
Not only the number of information items within the organisational memory system is 
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constantly growing but also the number of contexts stored grows with every information 
submission. To cope with this situation of growing complexity a set of requirements has to be 
fulfilled by a context enhanced organisational memory and the underlying representation of 
stored contexts (some of which are directly related to the general context modelling 
requirements defined in section 5.4): 
• Retrieval efficiency 
Despite the number of contexts stored, the retrieval of contexts similar to a given one 
should be done in a reasonable time. 
• Storage efficiency 
The storage of contexts and the additional indexing data-structure should not consume too 
much storage capacity. This is especially important when looking at the long-term 
oriented time horizon of an organisational memory system: the growing number of stored 
contexts should not overflow the available storage capacity. 
• Dynamic similarity measurement 
As stated above, the similarity-based retrieval of contexts has to consider dynamically 
changing similarity weights. This limits the possible use of pre-calculated similarity 
measures or other data-structures representing similarity graphs or equivalence classes. 
However, despite the use of dynamic similarity measures, the time spent on retrieving 
context models from the organisational memory should be reasonable. 
• Dynamic configuration of contextual dimensions 
Contexts of individuals constantly change. So do contexts of complete organisations. 
Consequently, from time to time it is necessary to adjust the context representation: new 
contextual dimensions have to be added (e.g. when a company introduces an in-house 
localisation system the contextual dimension location has to be added if it has been 
ignored so far) or removed, relations between different dimensions have to be modified, 
categorisation schemes for individual dimensions have to be modified and so forth. 
The underlying representation of contexts has to cope with this situation in that contexts 
stored before changes take place and contexts stored after performed changes are still 
compatible and comparable. 
Especially the retrieval efficiency requirement and the dynamic similarity measurement 
requirement are conflicting: while the former limits the number of retrieval operations 
performed at runtime, the latter limits the possible application of pre-calculated indexes, 
graphs, and equivalence classes. 
Generally, three different factors can be distinguished that influence the complexity of 
retrieval operations within the context enhanced organisational memory:  
1. the number of context models stored within the system,  
2. the number of contextual dimensions modelled, and 
3. the sophistication of the similarity measure used.  
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In the sequel, a complexity analysis for each of these three factors is performed. This analysis 
is a worst case analysis, that will be extended with additional performance tuning approaches 
that are worth consideration. 
With the growing number of context models stored within the organisational memory system 
on the one hand the storage space required grows. On the other hand, the number of similarity 
assessment operations needed at retrieval time increases. 
Assuming, that every individual context model is stored separately, the needed storage 
capacity linearly grows with the number of stored context models. To reduce the required 
storage capacity, several strategies are possible: 
• Instead of storing every context model separately, classes of equivalence of context 
models can be stored. Only from time to time, when a new equivalence class has to be 
introduced, the needed storage capacity grows, while it remains constant otherwise. 
However, only storing classes of equivalence instead of individual context models leads to 
a loss of individual accuracy. 
• When a new context model is stored, the context model having the most attributes in 
common is retrieved. The new context model then references this model as basis and only 
stores those dimensions that differ. The advantage of this approach: the higher the number 
of already stored models, the higher the chance, that a model with many dimensions in 
common may be found. A problem of this approach is that at retrieval time, potentially a 
chain of context models has to be retrieved to retrieve all dimensions of the desired model, 
which increases retrieval effort. 
From the retrieval point of view, two different tasks for a given query context model can be 
distinguished: 
1. the retrieval of the m best matches and 
2. the retrieval of all matches above a certain (e.g. user defined) threshold t. 
A straightforward approach to both tasks is to calculate the similarity measure between all 
stored models and the query context model. For the first task, the resulting list is sorted and 
the first n values are returned. For the second task, all elements with values below the 
threshold t are removed from the list. 
Assuming that a set of n context models is stored in the organisational memory, n similarity 
assessment operations are needed to fulfil both tasks. Additionally, for the first task, a list 
with n elements has to be sorted. For the second task, n values have to be compared with t. 
(27) g1(n) = n+n*log2n = O(n*log2n) | for the first task
(28) g2(n) = n+n = O(n) | for the second task
From the information retrieval research community, many approaches have been reported, 
that try to improve the retrieval performance in general information retrieval problems. Some 
of these approaches seem to be appropriate for context model retrieval as well. 
For example [Rodriguez & Egenhofer 1999], [Schaaf 1996], and [Daengdej et al. 1996] work 
on context-dependent similarity measures that reduce the number of dimensions to be 
calculated for a single similarity assessment. Additionally, the “fish & shrink“ algorithm 
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described in [Schaaf 1996] reduces the number of candidates to be compared during a 
retrieval process. See section 2.2.3 for a more detailed discussion of [Schaaf 1996] and 
[Daengdej et al. 1996]. A discussion of the work of [Rodriguez & Egenhofer 1999] can be 
found in section 2.5.4. Another approach to improve the retrieval performance for structured 
cases based on the use of retrieval trees can be found in [Ricci & Senter 1998]. 
The number of contextual dimensions modelled as part of the overall context model is a 
further aspect to be considered when looking at complexity issues. From the storage point of 
view, it can be assumed that the storage capacity needed linearly correlates to the number of 
dimensions modelled. Of course, this is a simplification as different dimensions may have 
different storage requirements (e.g. the time dimension is a single number, while the interest 
of a person is modelled as an overlay model containing an arbitrary amount of references to 
categories). 
From the retrieval point of view, the number of dimensions modelled mainly complicates the 
individual similarity assessment operations that need to be performed. Summarising and 
simplifying the statements from section 5.7, the similarity measure for two context models is 
a weighted combination of the measures for the individual dimensions (where di(CM) is the ith 
dimension of the context model CM): 
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Consequently, the complexity of the similarity measure linearly depends on the number of 
dimensions modelled. To improve this behaviour, e.g. the following strategy can be thought 
of: the different weights set for the individual dimensions may be sorted. Starting with the 
biggest weights, the similarity value can be assessed incrementally (assuming zero for all not 
yet assessed dimensions) until we either know, that either the threshold is reached already or 
cannot be reached anymore with the remaining dimensions. This first strategy is most useful 
for the second retrieval task, the retrieval of models above a certain similarity threshold, 
where the exact similarity measure is not needed. 
The sophistication of the similarity measure for the individual dimensions also influences the 
retrieval performance. Based on the observations from the previous sections, similarity 
measures of different complexity can be distinguished: 
• Identity-based measures: two identical values deliver a similarity value of 1, all other 
cases return 0. This is the most simple form of similarity assessment with the least 
possible effort but of course with a very coarse grained accuracy. 
• Distance-based measures: the distance for two values is calculated out of their numeric 
difference. The resulting value is then normalised along a normalisation function. This 
calculation has a fixed effort for every pair of compared values. 
• Predicate-based measures: a fixed set of predicates/functions is defined on top of the value 
of a contextual dimension. The return values of these predicates/functions are used as 
input for the similarity measure. As the number of predicates/functions defined is fixed, 
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the effort for assessing the similarity for two given values is also fixed. However, the 
effort for predicate-based measures linearly grows with the number of defined 
predicates/functions. 
• Overlay-based measures: two sets of overlays over category hierarchies or the domain 
model are compared using the measures defined in section 5.7.2. The overlay-based 
measures are the most complex form of similarity measures. The effort for calculating 
similarity measures is not fixed in this case: it depends on the size of the two sets to be 
assessed. 
The general trade-off the complexity analysis results in is the one between accuracy and 
efficiency. As it is not possible to generally value the accuracy goal over the efficiency goal 
or vice versa, the modelling framework has to provide the flexibility needed to model 
contexts in arbitrary depth and to apply similarity measures of different complexity and 
quality. 
5.9 The Context Framework Architecture 
ContextServiceOrganisationalMemory
ContextAgent
CM/OM 
Bridge
Context 
Models
Domain
Contents
User
Environment
Sensors
Applications
Profiles
Static Info
 
Figure 54 Context Framework Architecture 
Figure 54 displays the component architecture proposed here. It is the aim to provide a 
component-based system that can be integrated with existing intranet-based information 
systems. Therefore the architecture imposes only simple requirements to the existing 
environment: documents have to be identifiable using URLs and these URLs have to remain 
stable throughout the document lifetime. A URL does not necessarily point to a pure HTML 
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document, any other kind of document format is supported as well (as well as dynamic query 
URLs). 
The following sections describe two central components of the Context Framework: 
ContextService and ContextAgent. ContextService is a background component that manages 
all existing context models within the organisation and offers an API for retrieval and storage 
of context models while ContextAgent is the main component for handling user interaction, 
automatic context observation and interaction with the user's environment. 
5.9.1 ContextService 
The ContextService component stores all past context models in a database. It is responsible 
for maintaining the history of context models for every user within the organisation. 
Furthermore it offers the possibility to associate document identifiers (URLs) with context 
models.  
ContextService offers an API which can be used to store new context models, retrieve stored 
ones, associate new document identifiers with contexts and perform context-based document 
retrieval. In particular, the following API functions are offered: 
• similar: ContextModel, n -> {ContextModel1, ..., ContextModeln}, delivers the set of n 
ContextModels that are most similar to the given one 
• getDoc: ContextModel -> {DocID1, ..., DocIDn}, delivers the set of document identifiers 
being associated with the given ContextModel 
• getContext: DocID -> {ContextModel1, ..., ContextModeln}, delivers the set of 
ContextModels being associated with the given document identifier 
• addDoc: ContextModel, DocID -> Ø, associates a ContextModel with a document 
identifier, i.e. stores the ContextModel and creates an association of ContextModel and 
DocID in the CM/OM Bridge. The CM/OM Bridge is required to maintain the 
independence of ContextService from the chosen organisational memory. 
By combining the API functions it is possible to create complex retrieval scenarios as e.g. 
document-based retrieval of documents created in similar contexts as the given one. To allow 
a greater retrieval flexibility further API functions are defined, that allow the manipulation of 
threshold values and similarity weights. 
5.9.2 ContextAgent 
The ContextAgent component is the main point of user interaction with ContextService. It 
serves as intermediary between the user and ContextService, offering the following kinds of 
interaction: 
ContextAgent may automatically observe the user's current context and recognise context 
shifts. To recognise the user's context ContextAgent observes the set of tools used by the user, 
interacts with a set of specifically designed tools like workflow management tools, 
information management systems, organisational memory systems, information retrieval 
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systems, and observes names and locations of files currently worked with. Additionally, it 
interacts with the given infrastructure of sensors and it has access to stored profiles and other 
static information about the current user. Instead of relying on the automatic context 
recognition a user may also explicitly provide information on her current context (or any other 
virtual context). 
When ContextAgent recognises a context shift it interacts with ContextService to retrieve 
relevant information from contexts similar to the current one. Results of this operation are 
proposed to the user in a none-disruptive manner. The user may look at the recommended 
information or ignore it and simply continue her daily work. On user demand ContextAgent 
performs the retrieval operation explicitly, either using the automatically recognised context 
or the explicitly user defined one. 
ContextAgent makes use of different information sources to build the complete model of the 
user's context. By using location aware components (e.g. the ContextToolkit, [Dey & Abowd 
1999]) and time observation precise data about the user's temporal and geographical context is 
gathered. Knowledge about location types (e.g. office or meeting room) may be further 
inferred from organisational models. Further organisational information sources (e.g. 
organisational people database) offer more or less stable data about the user, e.g. information 
about her position & roles may be collected. Information about the dynamic task is difficult to 
extract, as reliable, quality controlled entries in databases are no useful sources here. Sources 
of information are the user herself (explicitly providing contextual information), the set of 
tools currently used (e.g. gathered through interaction with the task manager) and additional 
information from some organisational database about the purpose of each tool used within the 
organisation, or information gathered through interaction with a set of specially designed 
tools (e.g. workflow management systems, information systems, organisational memory, IR 
systems, or even the query history of ContextAgent itself). 
5.9.3 Integration 
The ContextService component is designed to be integrated with the Broker’s Lounge 
knowledge management environment [Jarke et al. 2001]. This allows to combine context-
based retrieval with all retrieval techniques offered by Broker’s Lounge (full-text, concept-
based, category-based, domain-relevance-based) to reach a flexible and comprehensive set of 
retrieval capabilities. Additionally, it is also possible to integrate ContextService with any 
kind of intranet-based information management solution, as long as it allows the identification 
of documents with URLs. The integration with these tools will be twofold:  
Firstly, when documents get submitted to the traditional KM tool ContextService needs to 
know their identifier and the valid ContextModel. The process of adding a document has to be 
changed slightly therefore. Rather than adding a document to the KM tool directly it will be 
“added” to ContextService. ContextService in turn forwards the add operation to the KM tool 
and simply stores the identifier and the associated ContextModel. This does not require 
changes to the API of the KM tool, just the corresponding ContextService wrapper has to be 
provided. 
Secondly, queries to the traditional KM tool will also be handled by the ContextService, in 
order to extend or reduce the number of hits given by the KM engine. Therefore queries will 
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have to be sent to both systems and the results will have to be combined. The only thing that 
has to be done to provide this, is to write a query wrapper, that forwards queries to 
ContextService and the existing KM tool and combine the results. This integration is 
straightforward. 
5.10 Extensions 
5.10.1 Context-based Information Brokering 
When looking at information brokering in general instead of organisational memories, the 
assumption that the contexts of provider, broker, and consumer significantly overlap 
(compare figure 55) no longer holds. This especially impacts the assumption that the 
production context of information can automatically be mapped onto the consumption context 
of information by means of similarity assessment. Consequently, the production context 
cannot be simply assigned to information at production or submission time and the current 
context of work cannot be used as query to retrieve relevant information. 
General Information 
Brokering
Organisational Memory
Information Brokering
Broker
ClientProvider
Representation
Transaction
Retrieval
Pe
rso
na
lisa
tio
n
Broker
ClientProvider
Representation
Retrieval
Pe
rso
na
lisa
tio
n
Transaction
 
Figure 55 Information Brokering in Organisational Memories and in general 
If – despite this situation – contextual information shall be used, other ways of associating 
contextual knowledge to information have to be found, mapping production contexts on 
consumption contexts, and retrieving information by context. Generally, three alternative 
strategies to cope with this situation can be thought of. 
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1. Anticipation 
The provider of information anticipates the context of consumption and explicitly 
specifies this context to associate it with the provided information. This strategy is useful, 
whenever the information that is brokered is rather static in nature, while the consumption 
contexts are dynamic (e.g. tourism related mobile information brokering scenarios, where 
a comprehensive corpus of tourism information exists, that is brokered whenever the 
tourist is at a specific location). 
2. Reconstruction 
The consumer reconstructs the context of production and specifies this context as a 
retrieval query. The reconstruction strategy is useful, when the information consumer has 
some knowledge of the production context. This strategy is comparable to some metadata-
based document retrieval approaches, where the query terms are combined with metadata 
keys that specify contextual dimensions of the production context of a piece of 
information such as author name, publishing date, publishing place, etc. 
3. Mapping Function 
The broker explicitly provides a mapping function that maps production contexts onto 
consumption contexts and thus translates between these two kinds of context. This 
strategy is useful when neither the provider is able to anticipate the consumption contexts 
with sufficient accuracy nor the consumer is able to reconstruct the production contexts as 
needed. The broker, as a third party that gathers knowledge of production contexts and 
consumption contexts by working with providers and consumers, is able to provide the 
needed mapping. 
A problematic aspect of this approach is, that the required mapping might be complex. 
Especially, when many contextual dimensions are modelled, it may be hard to find an 
appropriate mapping. 
5.10.2 Brokering Personal Information 
Up to now, the main focus of this work has been on information brokering scenarios, where 
the producer and the consumer of information are clearly distinct persons. Within these 
scenarios (especially in those focussing on organisational memories), it is still possible, that 
the consumer receives information produced by herself. But, this happens by chance rather 
than on purpose. 
Sometimes, it is the case, that the consumer explicitly wants to receive information produced 
by herself as soon as a certain situation is reached. A simple example to this is a computer 
supported time planner: the user enters an appointment for a certain date and the system 
reminds her right before that event using an alerting mechanism. 
Mapped on the context-based brokering models this scenario can be described in the 
following way: the time planner software takes the role of the information broker (i.e. a fully 
automated broker). The user is provider and consumer combined in one person. The concepts 
dealt with in this scenario are appointments. The only contextual dimension used to filter 
information is time. The approach used to associate information with contextual information 
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is anticipation: the user in the role of the provider anticipates the context (i.e. the point in 
time) in which the information will be relevant to herself in the role of the consumer. 
A similar example is a personal task planner. However in addition to time as contextual 
dimension a common task planner uses two further dimensions to filter information: the 
priority assigned to a task and the execution state. These two dimensions do not represent 
anticipated values but currently valid states instead. 
To generalise from these examples, it is necessary to use a combination of anticipated and 
observed contextual dimensions in order to gain a useful context model. A review of the 
context modelling requirements from section 5.4, and there especially requirement #5 
(“Automatic recognition of context should be done as well as giving users the possibility to 
explicitly provide context information”) shows, that a general context modelling framework 
satisfying the given requirements copes with this situation. 
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 Chapter 6  
Deployment and Evaluation 
This work has contributed to the understanding and modelling of information brokering 
processes as well as to the meaning of context within these processes. Additionally, a context 
modelling framework devoted to the explicit representation and use of contextual knowledge 
has been developed, which aims to improve the performance of information brokering 
processes. 
The information brokering process models, the contextualisation framework, and the context 
modelling framework presented in this work have been evolved, deployed, and evaluated 
during several projects. The following sections present these projects, describe the respective 
systems developed and evaluate how these solutions reflect the models and frameworks. 
Additionally, results related to the evaluation of these software solutions in practical use are 
presented. The overall aim of this evaluation is to show the general applicability of the models 
and frameworks proposed in different application domains.  
6.1 COBRA & bizzyB 
During the COBRA project, that mainly focused on the creation of an open high-level 
architecture for brokerage, we developed bizzyB. bizzyB is an integrated information 
brokering environment designed to support professional information brokers. It aims to 
automate routine tasks (such as automatically querying heterogeneous sources) in order to 
strengthen the human user to perform challenging tasks (such as understanding ambiguous 
client needs). The key features of bizzyB are: 
• selection of heterogeneous business information sources by means of “valuation cards” 
that also represent the knowledge and experience gained by the brokering organisation 
regarding the value of the sources; 
• access to heterogeneous business information sources offering a uniform query interface 
and uniform result presentation;  
• process-oriented record of clients, their interests (cases) and the information retrieval 
work done for them (profiles and dossiers), allowing browsing and reuse of past results; 
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• support for co-operative work between brokers by providing communication and 
delegation means and offering a set of value adding shared information objects (category 
networks for accessing heterogeneous classification systems from within one interface and 
valuation cards for describing sources and evaluating their content and quality); 
• supporting different roles within the information brokering process (broker, source 
evaluator, categoriser, system administrator and management) and offering different 
views for each role; 
6.1.1 Architecture 
bizzyB is organised along four central elements (compare figure 56): an organisational 
memory, access agents, presentation agents, and the user interface. This simple but flexible 
architecture allows the system to be tailored for a multitude of configurations. 
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Figure 56 bizzyB – Component Architecture 
The organisational memory records all relevant shared or private information related to: 
• the brokering organisation: each broker within the organisation’s team of brokers is 
represented with an expertise profile that allows to retrieve the most appropriate broker 
for a task at hand; 
• ongoing brokering processes: information about clients, their information need, their 
retrieval profiles, and results delivered to them is recorded. This information is associated 
to the broker working with a specific client. It is private by default but may be shared; 
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• available sources: technical as well as quality related details of sources known to the 
brokering organisation are recorded in the source knowledge section of the organisational 
memory. This helps the individual brokers to share knowledge about sources; 
• and the domain itself: domain relevant classification schemes and glossaries of terms are 
collected in the ontology section of the organisational memory. This browseable and 
searchable section helps the brokers in the creation of retrieval profiles. 
Access agents use knowledge about sources and the domain in order to query external 
information sources. When a broker creates a retrieval profile for a client, the access agents 
can execute this profile in order to query the selected set of sources for relevant results. 
Therefore, they perform two subsequent transformation steps: firstly, they transform the 
retrieval profile into source-specific queries. These queries will then be applied to the sources 
and results will be retrieved. Secondly, the retrieved results will be transformed into a uniform 
structure that is defined by the brokering organisation.  
Presentation agents allow the user-tailored display of information from either the 
organisational memory or from external sources. They adapt the presented information both, 
to the current user (by using information about the user associated roles, tasks, and rights) and 
to the current context of use. Context here is mainly associated to process and task context: 
depending on this context, the presentation agent uses different visualisation tools to present 
individual views on the same underlying contents. In section 6.1.5 this aspect will be 
discussed in more detail. 
The user interface displays the information given by the presentation agent layer and is 
furthermore responsible for all kinds of user interaction. One of its key features is that it 
contextualises all displayed information items along the current user context. This does not 
only enrich the displayed information with additional contextual information in order to 
improve information comprehensibility, but it also offers the possibility of context-based 
navigation. By clicking on the desired aspect of the displayed context, the user navigates to 
the according information. This offers a simple support for context switches. Section 6.1.6 
discusses this aspect in more detail. 
6.1.2 Key Concepts of bizzyB’s Usage 
This section describes the basic interaction concepts of the bizzyB software. The description 
here is orthogonal to the component-based architecture from the previous section. Here the 
focus is on interaction concepts and interface metaphors instead of system components. 
Personal Workspaces. Every user has got her own personal workspace within which relevant 
information is held. For example, in a broker’s working area brokering-related information, 
grouped by customers, can be found. Information objects are organised in a hierarchical 
structure enabling the user to navigate within her workspace and fade out information 
belonging to other tasks. In addition, the workspace comprises a personal as well as a public 
blackboard for communication with other bizzyB users.  
In terms of the contextualisation framework, the brokering workspace is an explicit 
representation of the information brokering context, within which the broker can perform her 
brokering processes. 
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Process-oriented Brokering Objects. These are the objects related to the client knowledge 
section of bizzyB’s organisational memory. The core objects, which are maintained by each 
individual broker, are the following: 
• Client Note. A client note contains information about a consumer (e.g. name, address, 
business etc.) 
• Case Note. A case note is associated with a client. It contains an informal description of 
the information need of the client in natural language. 
• Request Profile. A request profile is associated with a case note and formally specifies 
the information request using search terms and business categories 
• Dossier. A dossier is attached to a profile. It comprises the results of a query (specified by 
a profile). 
These objects represent the different stages of the client oriented personalisation process 
(compare section 3.3).  
Roles and Rights. The system functionality and the access rights of individual users are 
organised along roles. This means, that every user account is associated with a role which 
defines the rights within the system, that are tied to this account. These rights comprise the 
ability to access, add or remove objects like clients, accounts, data sources, articles. To ease 
the handling of the system, bizzyB offers only such functions and services which are 
necessary to perform jobs related to the users role. 
This flexible organisation of user accounts according to roles and rights reflects the 
requirement for a domain independent organisation of brokering processes. Currently, 
different roles comprise: client-oriented brokering, source maintenance, category 
maintenance, and user administration. 
Event-based User Notification. bizzyB informs the user of all events that occurred since she 
last logged in as well as of events in the ongoing session. Potential events are, for example, 
the arrival of a search result (dossier) or a communication message from another user. 
The main idea behind this approach is to support the simultaneous work of an individual 
broker for multiple clients: while the broker works for a specific client (i.e. she is in the 
according process context), the system notifies her in a non-disruptive manner with relevant 
events for other contexts. The notification symbol is integrated with the context visualisation 
and guides the broker’s navigation to the event context.  
6.1.3 Performing Personalisation Tasks with bizzyB 
Until now, the architecture and the key concepts of bizzyB have been described. Now a 
prototypical process of the usage of bizzyB complements this description. 
When a client contacts the brokering organisation, she will be assigned to the most 
appropriate broker. Therefore, the broker who has been contacted initially may chose among 
the team of available brokers the one, who seems to be most appropriate. 
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bizzyB supports this task by maintaining expertise profiles for each broker. These can be 
browsed to find out the most appropriate one based on the initial knowledge about the client’s 
need gained through the first contact. 
After a client is assigned to the most appropriate broker, the broker starts a new client-
oriented brokering process. This process starts with the collection of client-related 
information.  
Figure 57 displays a screen where the Brokerage space has been opened. It has three sub-
nodes which represent three individual clients. A client ‘echo trading’ is selected (the name is 
marked inverse) and the right panel visualises information that has been collected for this 
client.  
 
Figure 57 bizzyB – client note 
The broker continues this process by trying to identify the specific information need of the 
client. This is documented in a case note. The case note contains an informal description of 
the identified need for two purposes: firstly, this description forms the basis for the contract 
between broker and client. Secondly, it is used for later referral during the retrieval and 
selection process. 
In figure 58 you can see the case ‘Rubber Adhesive for PVC’ of client ‘Echo Trading’ already 
opened. The entered case information is visible in the text fields in the right panel. Note, that 
the system does not use this textual description for automatic retrieval purposes: the formal 
request specification is held in the corresponding profile.  
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Figure 58 bizzyB – case note 
Such a request profile is created by the broker in the next step. It specifies an execution 
schedule, a set of queried sources, query terms, and selected categories from heterogeneous 
but domain relevant classification systems. 
Figure 59 displays a request profile for the case described previously. To select the sources, 
query terms, and categories, and to execute the resulting profile bizzyB offers additional 
utilities that are directly accessible from the profile definition view: the source catalogue, the 
category service, and the request service.  
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Figure 59 bizzyB – request profile specification 
Source Catalogue (find sources). The source catalogue helps to identify appropriate data 
sources for a client’s request. Valuation cards contain an evaluated description of data 
sources. A source can be described to have properties like: data quality (objective as well as 
subjective), data provider, data access, data structure (attributes), or category system used. 
This information is intended as an aid to support the decision on sources that might match the 
client’s information need. 
To support the task of finding and selecting appropriate sources for a request profile, the 
information visualisation and data mining tool inFocus allows to browse in and select from 
the Valuation Cards (see figure 60). More details about  inFocus can be found e.g. in [Spenke 
et al. 1996]. 
Entries in valuation cards describe different aspects of potentially useful data sources with 
attributes, e.g.: information on the languages and category systems used or content-related 
information (Appendix A contains a complete list of attributes realised in the valuation cards). 
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Figure 60 bizzyB – source selection 
Category Service (find categories). The category service helps to transform the informal 
request into a query which matches the internal concepts of this source. Concepts and 
relations stemming from heterogeneous product and service classifications are provided in an 
integrated interface. The user can search for categories in a text-based manner, browse 
through them, or explore the category space by following relations between categories. 
Different relation types are supported by bizzyB among which are 
generalisation/specialisation relations (e.g. “leather shoes” is a specialisation of “shoes”) and 
translations (e.g. “shoes retail” = “Calzature vendita al dettaglio”). 
The task of searching for categories, browsing in categorisation schemes and selecting 
categories for a request profile is supported by the category service (compare figure 61 and 
figure 62). The left frame in figure 61 displays the category search interface, where categories 
can be searched via full text retrieval (Text Search) or browsing in hierarchical category 
representations (Graph Selection). The right frame displays the current selection of categories 
(Category Basket).  
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Figure 61 bizzyB – searching for categories 
Figure 62 displays parts of the results delivered for a search for categories containing the 
string ‘rubber’. Some of the categories presented on the left are already marked and checked 
into the Category Basket on the right.  
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Figure 62 bizzyB – category browsing and selection 
Request Service (execute profile). After a broker has transformed a customer’s information 
need into a structured description (supported by tools like the category service), the request 
service offers automated access to data sources via web robots. The service which relieves the 
user from contacting any data source is started by executing a profile.  
This means, that the profile is applied to the selected set of sources. The web robots translate 
the bizzyB profile into source specific queries and collect the delivered results. These results, 
which are structured along source specific schemes, are transformed into a uniform format: a 
dossier. When the task of generating a dossier is completed, this is indicated by the system 
through the display of an event indication (a yellow hand, see figure 63). 
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Figure 63 bizzyB – event indication for automatic profile execution 
After the request profile has been specified and executed and after results have been 
delivered, the broker can manually process the delivered dossier. The processing of the 
dossier comprises tasks like selection of most appropriate results, elimination of irrelevant 
results, annotation of results, or combination of results from different retrieval processes. 
Figure 64 presents a dossier that is delivered as a result of the automatic application of the 
request profile to the selected set of sources. Eighteen companies have been found, six in 
‘Italian Business’, six in ‘Pagine Gialle’ and six in ‘Piazza Affari’. The results are presented 
as an interactive inFocus table and can be browsed, edited, and annotated. The broker can 
further reduce the number of results contained in the table by selecting only the most 
appropriate results. 
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Figure 64 bizzyB – a raw dossier delivered for a request profile 
If for instance only three of the companies contained in the original dossier are of special 
interest to the broker (and her customer), these can be selected in the inFocus result table 
(compare figure 65). In order to forward the result to the customer, the table can be converted 
into HTML format , exported as word document, or exported as inFocus-table and emailed to 
the client. Alternatively, it can of course be printed and faxed or mailed. 
These delivery tasks conclude the personalisation process performed by the broker. If the 
client is satisfied with the delivered results, the corresponding process can be marked dormant 
and moved to the repository (to avoid an interface overload). However, the whole process 
may contain feedback cycles and require further work. In this case it remains active. 
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Figure 65 bizzyB – broker edited dossier 
6.1.4 Knowledge Management with bizzyB 
This section complements the description of how bizzyB helps to perform information 
brokering processes by describing the way bizzyB supports knowledge management related 
tasks within the brokering organisation. 
Case-based reuse. bizzyB allows the broker to keep track of the status of her clients, cases 
and profiles by clicking the ‘Brokerage’ node. The system presents an overview report of all 
clients with their corresponding cases and profiles. This report includes all data entered for 
these objects and additional statistical information. This view is useful to get an overview on 
the number (and existence) of cases per client, profiles per case etc. In addition, statistical 
information like ‘Access Times’ and ‘Modification Times’ gives a rough overview on how 
much time a broker spent for the maintenance of an object. Dates of last modification or 
access as well as ‘Profile available’ information indicate that an object might need the 
broker’s attention. In the following screenshot you can see that the profile ‘software 
consultant and supply’ of client ‘cebit customer’ was created on march 16, last accessed on 
august 26 but that no dossier is available for it. 
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Figure 66 bizzyB - Case-based reuse of past solutions 
To maintain the list of clients, cases and profiles, the broker may simply select the node 
corresponding to the object. The corresponding object will then be displayed and all actions 
the broker is allowed to perform (e.g. modification, copying, deletion) may be performed.  
Source Evaluation. Access to external sources is established through their original WWW 
interface, as the external sources have to be explored in their original appearance and using 
their up to date information. A ValuationCard captures knowledge about a source, its 
characteristics, and their evaluation (such as access speed and quality of data). An interactive 
table viewer (inFocus, see [Spenke et al. 1996]) is used to browse the collection of already 
evaluated sources and an attribute-value-pair entry interface is used to record new sources 
(see figure 67). 
However, to incorporate a new source into the system, it is not sufficient to just add a new 
valuation card. For each source that can be queried by the system, bizzyB maintains a so-
called source wrapper. This source wrapper is a piece of software, that implements a common 
source wrapper interface and is capable of performing the transformation of the request 
profile in source specific queries, and the transformation of the results retrieved into the 
uniform format understood by bizzyB.  
Now, to integrate a new source into bizzyB, the query interface and the output format of that 
source have to be reverse engineered in order to recognise the according query and result 
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formats. These formats will then be used to instantiate a new source wrapper for that specific 
source. 
 
Figure 67 bizzyB – source evaluation & administration 
Integrated category systems. bizzyB integrates WebCatNet, a category search and browser 
system that allows the parallel searching and browsing of different classification schemata. 
An entry interface allows to add new categories or modify existing ones and to introduce 
typed links between categories. Furthermore, completely new classification schemata can be 
imported into the system. This component of bizzyB reflects the insight, that classification 
schemata exist in a large variety. Each available source in a domain may use a different 
scheme (see [Sigel 1998]).  
Communication and Collaboration. bizzyB provides means to support collaboration and 
communication among a network of information brokers within a brokering organisation. 
Through simple communication mechanisms brokers can exchange messages and process 
related artefacts. This enables collaborative work as well as delegation and consultation 
between brokers. bizzyB supports individual communication as well as public communication 
mechanisms. 
To support the effective collaboration, delegation, and consultation, every broker can 
maintain an individual expertise profile. An inFocus-based browsing mechanism for these 
expertise profiles enables other brokers to select the appropriate broker for a certain task from 
the list of available brokers. 
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6.1.5 Context in bizzyB 
The main purpose of bizzyB is to support client-oriented brokering processes performed by 
human information brokers. As already stated, information brokering processes within a 
certain brokering configuration are organised along well-defined steps. However, the work for 
an individual brokering process may be disrupted often times: the individual broker may have 
to handle many clients in parallel (see e.g. section 4.2.1 for an analysis of context switches at 
the E.I.C.). 
bizzyB reflects this situation by maintaining a context model for each broker. This model 
contains all active brokering processes and their respective execution state. This way, bizzyB 
is able to support fast context switches between different active processes in order to supply 
the broker with context-related information. All information objects that are produced during 
the execution of an information brokering process are associated with their respective process 
context.  
6.1.6 Contextualisation in bizzyB 
The context model, bizzyB maintains for each broker, represents the active brokering 
processes and their respective stages. But how is this contextual information used in order to 
help the broker to perform her brokering tasks? 
Section 4.3.1 already discussed the contextualisation aspects of bizzyB which will 
consequently only be summarised here. The main contextualisation strategy used by bizzyB is 
a visualisation of the broker’s context model to enrich the currently presented information 
(see figure 68). This visualisation allows to understand the information presented in 
connection to its originating process context. Furthermore, the visualised context model is 
used as means of navigation: the broker can simply click on any part of the tree-based context 
visualisation to move to that context and see the information associated with that context. In 
addition to this, the actions a broker is able to perform, are adapted to the current context. 
bizzyB uses further contextualisation techniques that are applied to the information retrieval 
tasks: unification and aggregation. In order to enable a broker to retrieve and compare 
information from heterogeneous sources, the web robots used by bizzyB transform the 
heterogeneously structured information from different sources into a uniform format. The 
results of the different sources are then aggregated into a single dossier that is associated with 
the according request profile.  
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Figure 68 Visualisation of process contexts in bizzyB39 
6.1.7 Evaluation of bizzyB 
We have applied bizzyB in two different information brokering domains (see also [Klemke & 
Sigel 1998]): at the Economic Information Centre of Milan Chambers of Commerce (E.I.C.) 
and at County Durham Training and Enterprise Council CD TEC. See sections 3.1.1 and 3.1.2 
for a detailed introduction into the work of E.I.C. and CD TEC, respectively. 
Evaluation at E.I.C. 
Together with the E.I.C. brokers we performed a two phase evaluation of bizzyB: 
1. Evaluation Phase 1: E.I.C. collected a set of real fax requests, self-monitored the regular 
process of serving these request and reported characteristics of the solution process and 
results to the COBRA team at GMD. The GMD team replayed these requests using 
bizzyB and recorded the process and results for later comparison with the results produced 
by the E.I.C. brokers. The purpose of the first evaluation phase is the collection of 
baseline data for the configuration of the field evaluation at E.I.C., and the comparison of 
broker performance without bizzyB to expert use of bizzyB. 
2. Evaluation Phase 2: Two small sets of comparable fax requests (with twenty requests in 
each set) and two groups of brokers with two brokers in each group were selected for a 
                                                 
39 The current context, the broker navigated to, displays the request profile “manufacturers” of the case “leather 
shoes” for a client called “aimitex”. The broker can see, that a dossier for the request profile already exists which 
has been delivered on March 2nd. Additionally, she can see further active clients in the tree. 
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two day on-site evaluation at E.I.C. Each of the two groups answered one set of requests 
using the current process and the second set of requests using bizzyB. Requests, answers, 
and data on the answering process were collected by observers. Post-hoc questionnaires 
and semi-structured interviews addressed the use and usability issues observed in the trial. 
The requests from the field trial were also replayed post-hoc by the GMD team to 
establish the effects of expert bizzyB use on the system performance.  
The evaluation delivered the following results: 
The brokers at E.I.C. where satisfied with the context-based navigation in their active 
processes. This simplification of their work on concurrent processes was perceived as the 
main advantage of the use of bizzyB. This observation shows, that the process-oriented 
context model and its visualisation in a navigation tree improves the brokers’ concurrent work 
with multiple clients. 
Additionally, the use of web robots that could autonomously query heterogeneous sources 
was perceived as further simplification of the brokering process. One of the brokers stated: 
“The system works, while we sleep!”, stressing that the execution of request profiles can also 
be scheduled at regular intervals for continuous observation of specific information needs. 
As a further simplification, the brokers perceived the automatic documentation of their work 
processes using bizzyB: bizzyB collects all process related information objects. While this 
aspect has not been stressed during the analysis phase performed with E.I.C., it seems that this 
by-product of bizzyB is an important aspect: the brokers spend more than ten percent of their 
working time on the documentation of their work done for accounting and evaluation 
purposes. 
The documentation of past work also simplified necessary feedback cycles: when a customer 
is not satisfied with the delivered results or subsequent requests emerge, the broker can find 
out about past request profiles and results delivered using the context-based navigation. This 
way, she avoids overlap between newly delivered results and past results. 
The retrieval of past cases and their possible reuse for new clients simplified the specification 
process of request profiles: often times, different customers approach E.I.C. with similar 
requests. Due to the limited evaluation period, this aspect could not reveal its total strength: 
only in two out of the forty cases, the brokers reused previous cases. However, we expect the 
reuse to increase during a longer term evaluation. 
The use of bizzyB did not decrease the time a broker spends on a single brokering process. 
However, as during the evaluation we did not look at the overhead times spent on 
documenting the work done, we expect an improvement here, as bizzyB already collects 
important data for this documentation during the brokering process. 
Also, the number of results delivered to the client was not higher when using bizzyB than 
without the use of bizzyB. However, after comparing the results delivered using bizzyB with 
those delivered using the plain sources, the brokers stated, that the bizzyB results were of 
higher quality: they are aggregated results of several sources (three sources in average), of 
which the best could interactively be selected. The results produced without bizzyB usually 
where collected from a single source. Of these, the brokers usually simply selected the first 
page of results without further selection. 
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These results clearly motivate the benefit of an integrated information brokering environment. 
However, the evaluation also revealed some problems of the current system implementation. 
The selection of sources integrated with bizzyB did not really reflect the information sources 
mostly used by the E.I.C. brokers. For simplicity reasons, bizzyB was integrated only with 
freely available web sources. However, some of the main sources the E.I.C. brokers used, are 
proprietary databases that work on a pay-per-use basis. To ensure comparable results, we 
consequently decided to use only those sources integrated with bizzyB for both groups during 
the evaluation. 
The process of integrating new sources into the system proved to be complicated: for each 
new source a specialised source wrapper had to be developed that could query the source and 
transform the results into the heterogeneous format.  
The possibility to exchange process related information objects using bizzyB’s 
communication mechanism was stressed as an important feature in the analysis phase. 
However, during evaluation this feature showed to be rarely used. The brokers, being situated 
in an open-plan office, preferred to use verbal communication instead, which was perceived 
as being faster and more appropriate. 
During the evaluation, for one of the used sources (i.e. Italian Business) the query interface 
was changed by the source provider. Consequently, the according source wrapper did not 
work properly anymore. This revealed, that the chosen web robots represent a maintenance 
problem: query and result transformation are hard coded into the wrapper and have to be re-
coded whenever the API of the wrapped source changes. 
To generalise these evaluation results, the following statements can be made.  
Explicitly modelled and visualised contexts help to navigate between different work contexts 
and to reconstitute the relevant information within each context. Additionally, the recording 
and visualisation of  past contexts helps to document work processes and to retrieve and reuse 
past solutions. 
The comprehensive support for complete work processes – including the automation of 
routine tasks within these processes – integrated within a single system reduces overhead 
times. This result shows, that it is important to look at overall work processes and to identify 
time consuming routine tasks as candidates for automation. 
For an information brokering system to improve the delivered results, it is not important to 
increase the number of results delivered. Instead, the selection of the best results should be 
supported in an interactive manner. This enables a human being to judge efficiently which 
results to select. 
In order to improve cooperative and collaborative work among brokers the system should not 
offer additional means of communication (as done within bizzyB). Instead, it should be 
integrated with those communicative channels that are already widely used (such as email). 
Information brokering processes comprise more elements than the client-oriented 
personalisation processes and the source-oriented retrieval processes. Especially, the 
evaluation/integration of additional sources is an important aspect to consider.  
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Evaluation at CD TEC 
To be able to perform an on-site evaluation of bizzyB at CD TEC, we had to integrate the 
system with the existing legacy infrastructure used by the CD TEC brokers. The purpose of 
the use of bizzyB at CD TEC was slightly different than at the E.I.C.: the CD TEC brokers 
have a far greater focus on transactional aspects of the brokering process and are less 
concerned with personalisation tasks. Therefore, the available IT-infrastructure at CD TEC 
will be described first followed by the description of how bizzyB fits in. 
The central system used at CD TEC is the LINKTRACK system, developed by Initiative 
Software Ltd., which is a client management system40. The government requires its use: data 
entered into the system is the basis for receiving payments. It has a wide range of 
functionality only a portion of which is used by Business Development, namely the LINKS 
(contacts) part and the company info parts. It seems to have a legacy as a mainframe program, 
given its dense screens and layout. Some perceive the system as slow. There are some specific 
usability problems as well such as the fact that visit outcome and visit purpose categories are 
selected from a pull-down menu that contains many terms that are often overlapping and ill-
defined. Multiple selection is not possible. 
Problems are mainly that many of its functions are not used, that people don’t use it regularly, 
and that the information in it is mainly targeted towards fulfilment of government 
requirements and less towards advisors needs. The data it contains are accurate but only part 
of the picture since some who supposed to use it (e.g. Chamber of Commerce) don’t enter 
contacts and because no or only little DETAILS of the contacts are entered in the notes field. 
The Intra.Doc! system by Intranet Solutions41 is a document management system used to 
store contracts and capturing the workflow between the advisors who generate the contracts 
and the contract department that reviews them and sends them out to the client. The contract 
ID is the same as in LINKTRACK but no integration between the two systems exists. The 
system is pretty new and has a nice user interface (implemented on server side in Java) 
The local file system of each advisor has copies of the visit reports in MSWord format. 
Hardcopies of these reports are placed in the folders. These visit reports are the main source 
of information of what happened in a specific case. Some of the data from these reports but 
not all are manually entered again in LINKTRACK.  
An MS Excel Spreadsheet of financial contract data is kept by the administrative staff. It 
contains in a simple table a contractID, the company name, the amount granted, starting day, 
ending day, the amount spent, and the amount left. Advisors have read only access and can 
get views on their regional companies and their grants. When visiting a client, the advisor 
carries a printout with him. All changes are made by the central administration staff when 
invoices from clients are paid.  
The KnowMe system is an information system for people and programs. It was developed by 
CD TEC Online (which is an IT department associated with CD TEC) and is implemented in 
Java. It has a tree-based navigation structure on the left that represents concepts in the 
                                                 
40 See http://www.inisoft.co.uk/ for details. 
41 http://www.intranetsol.com 
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domain, i.e. people and programs, where programs are classified based on their area (e.g. for 
people, for businesses) and hierarchical sub-areas (e.g. youth development, long-term 
unemployment). Upon selecting a node in the tree a list of entries appears on the right. Each 
entry is a small table that contains a program name, a responsible contact person for the 
program within CD TEC, and a short narrative that explains the program (about two lines). 
There are about 250 programs in the system.  
A click on the title opens a new page that describes the program along major attributes (Title, 
area, aim, eligibility constraints,...). Attribute names are headers followed by narrative 
paragraphs about each attribute. The data for this are entered by a person at CD TEC. Actual 
use of the program part of the system is not yet frequent.  
A click on the contact person name opens a new page with personal information about that 
person. This includes an image of the person, the name, the job role, contact info, and a 
number of attributes such as background or history. Most fields other than name, role, and 
contact info (including images) are currently left empty for most people. The people pages 
can also be accessed directly through the tree structure. Employees are classified by unit and 
there is a “recent new employees” category helping with the turnover-induced problems. 
We integrated the bizzyB installation at CD TEC with KnowMe and LINKTRACK. For each 
client of a CD TEC broker, bizzyB can import the corresponding client history from 
LINKTRACK and export changes back. This way, the CD TEC broker can use the more 
convenient bizzyB case management while still satisfying the governmentally required use of 
LINKTRACK. 
A further button links bizzyB and KnowMe to import programs from KnowMe into a bizzyB 
dossier. This interaction replaces the original, web robot based retrieval functionality for 
accessing heterogeneous sources: the CD TEC brokers only use the single source that is given 
by KnowMe.  
The integration of bizzyB with the CD TEC infrastructure offers the possibility to integrate 
the personalisation tasks offered by KnowMe with the client and case management offered by 
bizzyB and the LINKTRACK-based documentation requirement. 
During the evaluation phase of bizzyB at CD TEC, a team of two brokers used the customised 
version of bizzyB over a period of several weeks. At the end of this phase, we visited CD 
TEC in order to observe the brokers when using bizzyB. Furthermore, we interviewed them 
according to their experience with the system. 
The brokers reported, that bizzyB used as a central point of access to their heterogeneous IT 
infrastructure simplifies their work with respect to several aspects:  
• at a glance the brokers can see their set of active clients and navigate among these; 
• the use of several different systems during one single process has been replaced by the use 
of a single information system, that offers access to the needed system functions; 
• the individual information systems used at CD TEC all cover only a specific aspect of the 
work for a single client. With bizzyB, these different aspects are combined in one central 
system, that allows the broker to inform herself about a client. This is especially important 
when the broker has a scheduled visit at a client side and needs to be re-informed quickly. 
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However, there also were a number of problems. In order for bizzyB to become truly useful 
for the CD TEC brokers, a further customisation of bizzyB is required. CD TEC needs an 
explicit summary of the history of activities performed for each single client in addition to the 
collection of cases. Also, the process structure followed at CD TEC is different from that at 
the E.I.C.: at CD TEC the focus is less on personalisation aspects. Instead, CD TEC focuses 
on transactional tasks. Consequently, explicit representations for contracts, monitoring 
reports, and evaluation reports are needed. 
The attributes stored for each information object maintained by bizzyB are different for CD 
TEC than those stored for the E.I.C.: CD TEC needs more detail to be stored about e.g. 
addresses and contact persons. Furthermore, the profile object is not needed for CD TEC, as 
they use a single source of information which is explored using the interactive browsing tool 
KnowMe rather than the web robot based query mechanism. 
Due to governmental requirements, CD TEC is obliged to use certain software tools. To 
reduce the overhead resulting from this situation, a tighter integration of bizzyB with the 
existing environment is needed. 
While the general results of the evaluation at CD TEC repeat the positive results of the E.I.C. 
evaluation (namely, the usefulness of context-based navigation, comprehensive process 
support, integration of individual brokering aspects, and the automation of routine tasks such 
as documentation) they more importantly reveal new requirements for general purpose 
information brokering systems. 
Supporting information brokering processes in different domains requires the processes to be 
modelled independent of the system. This requires a separate process modelling layer to be 
instantiated in every domain. The individual process steps comprise individual information 
brokering tasks. 
While the context visualisation and the context-based navigation of bizzyB effectively 
support information comprehension and context switches, the underlying context model is 
tightly coupled to a specific brokering process. This requires to put a high effort into system 
customisation, when applying bizzyB to domains with different processes. Furthermore, the 
underlying context model only reflects the process context as contextual dimension. Further 
dimensions are not represented. In analogy to the process configuration, the constituents of 
the context model, its visualisation and navigation have to be configurable in a separate 
modelling layer. 
The information objects dealt with are domain dependent. This concerns the information 
items delivered in the brokering process (i.e. the information given to the client) as well as the 
information objects recorded during the information brokering processes for documentation 
purposes. Again, a modelling layer is required that allows to configure these objects 
independently in order to shorten system customisation cycles. 
Within each information brokering domain, different legacy systems are in use. In order to 
improve the accessibility of these systems through an integrated information brokering 
solutions open interfaces are required that allow the integration of the core information 
brokering solution with the legacy environment. 
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6.2 ELFI 
Section 3.1.3 describes the processes and tasks at the ELFI service provider for brokering 
research funding related information. During the ELFI project, which was performed in 
parallel to the COBRA project, we developed an information brokering environment aimed to 
support the necessary brokering tasks at the ELFI service provider. The following sections 
describe this software and its evaluation at the ELFI service provider.  
6.2.1 The ELFI Software 
The ELFI software has been created in order to support the information brokering tasks at the 
ELFI service provider. The ELFI service provider is responsible for the collection, 
processing, and distribution of research funding related information. 
The collection of research funding related  contents has been automated with the use of web-
robots. These robots visit the web-sites of funding agencies on a regular basis and forward the 
collected documents (i.e. new or changed ones since the last visit) to the master tool (compare 
figure 69). As many small funding agencies do not provide web-based information, their 
paper-based funding programs are scanned and also forwarded to the master tool.  
The functionality of the master tool comprises the specification and control of the web robots 
as well as the processing of the incoming information. Information that is processed within 
the master tool comprises funding programs, funding agencies, and contact persons.  
Funding programs and funding agencies are organised along multi-dimensional, hierarchical  
classification systems which comprise multiple categories. Funding agencies are classified by 
type of funding agency (e.g. national vs. international agencies, public vs. private agencies, or 
funds). Funding programs are classified along research topic, type of funding (e.g. project, 
grant, or research price), and region of validity.  
  205  
 
DEPLOYMENT AND EVALUATION   
Webrobot
Master Tool ELFI-
Database
Active View
ELFI-Master
ELFI-
User
Funding
Agency
W
W
W
-S
er
ve
r
ELFI-Service provider
Scanner
 
Figure 69 ELFI: System Architecture 
ELFI users get personalised access to the system (active view, see also [Thomas 1996; 
Thomas 1997]). They can specify an interest profile based on the offered categories. This 
profile is used to filter relevant information. This way, the user will see only information she 
really needs to see. However, the user can always change her profile in order to access further 
information.  
The ELFI system has been implemented in the Java™ language42. An object-oriented 
database43 serves as database backend. The database stores information about relevant 
documents, contents (funding programs, funding agencies, contact persons) as well as 
information about users and interest profiles. The active views have been realised as Java 
Applets that are executed in the user’s web-browser. The master tool and the web robots are 
realised as Java applications. 
6.2.2 Context in ELFI 
Section 4.2.3 describes a context analysis of information brokering relevant contexts, that are 
observable in brokering research funding information. To summarise the main results 
concerning the researcher’s context, the following can be stated: 
• The main constituent that characterises the context of a researcher is her research interest. 
This interest is relatively stable over time. 
                                                 
42 see http://java.sun.com/ 
43 POET, see http://www.poet.de/ 
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• Besides the research interest, the researcher needs continuous funding to ensure a 
continuous research work. However, the establishment of funding programs does not 
correlate to the researchers need: funding programs may overlap or gaps between funding 
programs may exist. Consequently, the researcher needs to be informed about current 
funding programs as well as emerging funding opportunities. 
This situation is reflected in the ELFI software in the following ways. The interest profiles 
that can be specified by each researcher individually reflect the main means of the ELFI 
system to represent the researchers context. These profiles are held persistent within the 
database and allow the continuous filtering of incoming information according to the 
researchers interest. 
A further dimension of the user’s individual context is her interaction history with the ELFI 
system: if the user enables this option, she will only receive information she has not yet seen. 
This reflects the need to be effectively informed about emerging funding opportunities. 
The contexts applying for the funding consultants have been described in the following way: 
as a funding consultant is associated with a certain research organisation with a limited 
number of researchers to be served, their main task is to personalise the information offered 
by the ELFI service provider for their individual researchers. The ELFI software reflects this 
situation with a multi-profile mode: a funding consultant can use the ELFI system to maintain 
an arbitrary set of interest profiles, each reflecting the interest of an individual researcher or a 
group of researchers. The funding consultant may then distribute individualised newsletters to 
the researchers, containing new information relevant to the individual profiles. 
The third context analysed in section 4.2.3 reflects the context of the ELFI service provider. 
Regarding the low manpower, the service provider mainly focuses on observing the 
heterogeneous information offers of the funding agencies and on structuring the retrieved 
information into a homogeneous information offer. The ELFI software reflects this by 
offering a separate tool for source monitoring and information structuring to the brokers of the 
ELFI service provider team. 
6.2.3 Contextualisation in ELFI 
As already described in section 4.3.3, ELFI uses two different contextualisation strategies at 
two different stages of the brokering process. To simplify the work of the team of brokers at 
the ELFI service provider, the incoming information is contextualised according to the needs 
of the broker: documents are marked as being new, changed, or removed, for changed 
documents the changes according to the previous version are highlighted, the relevance of the 
documents according to the research funding related terms is assessed. 
The main purpose of this contextualisation strategy is to guide the broker to the most relevant 
places in the retrieved information in order to allow her to effectively update the structured 
information contained within the ELFI system. 
On the funding consultant’s and researcher’s side, a different contextualisation strategy is 
used. Firstly, the information presented is filtered according to the interest profile and the 
usage history. This reflects the need to adapt the presented information to the individual 
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context of the user (either a funding consultant on behalf of a researcher or the researcher 
herself).  
However, it is also important for the user to be informed about the reasons, why certain 
information is displayed or not. This leads to the second contextualisation technique used: the 
displayed information is enriched with a visualisation of the used information profile. This 
allows the user to check whether the used profile is still appropriate. Furthermore, as this 
visualisation is interactive, the user can change the displayed profile and see the resulting 
changes. 
6.2.4 Evaluation of the ELFI Software 
In winter 1997, the ELFI service provider started to deliver its service based on the ELFI 
software44. In the first phase, access was given only to the research funding consultants at the 
individual research organisations and universities. In the second phase (starting April 1998), 
also scientists were allowed to access the system. Figure 70 displays the number of registered 
ELFI users over time in the beginning phases of ELFI. Currently, more than 2000 researchers 
and funding consultants are registered users of ELFI. ELFI offers its service free of charge.  
 
Figure 70 Registered Users in ELFI 
During the development of the ELFI software we especially focused on the user interface for 
scientists and funding consultants (the active view component) as these interfaces are used by 
people not specially trained. Due to the limited development resources available to our team, 
the effort spent on backend aspects of the software development had to be reduced 
consequently. This problem has mainly been reflected in problems with the service 
availability: the backend components require a high maintenance effort to be kept running. 
                                                 
44 see http://www.elfi.ruhr-uni-bochum.de/ 
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A further problem, that complicated a systematic evaluation, was that the personnel of the 
service provider team changed frequently. This led to a disruption of the evaluation process. 
Despite these difficulties, we were able to extract useful insights during the evaluation of the 
ELFI system by performing a survey among all ELFI users. Goal of the evaluation was to 
assess, whether the information brokering process set up for the ELFI service provider was 
well supported by the information brokering environment. Additionally, we wanted to 
discover open issues related to the information brokering process support and to the 
usefulness of the key concepts of the ELFI software. Here, we especially focused on the 
evaluation of the interfaces for funding consultants and scientists. Together with the results 
from the bizzyB evaluation, we want to use these results to generalise the understanding of 
information brokering processes in different contexts. 
25% of the users rated ELFI as being “excellent” or “very good”, 50% as “good”. These 
ratings are nearly equal for researchers and funding consultants. More than 90% of the users 
plan to use ELFI in the future, only 5% plan not to do this. Funding consultants already use 
ELFI several times a week. Scientists use ELFI infrequently, whenever they have a specific 
information need. Users rate actuality and quality of the information offered as most 
important, followed by comprehensibility and functionality of the user interface.  
ELFI has achieved a positive influence on the work of funding consultants. Especially, 
improvements concerning quality and quantity of information accessible in a single 
information system is mentioned. Additionally, the reduction of overhead times involved with 
the manual observation of several online sources and the distribution of newsletters is 
mentioned as benefit. 
The user interface for scientists and funding consultants proved to be hard to understand in 
the first place. However, after a short period of getting used to it, users report that this 
interface represents a powerful means of tailoring information to the specific individual need. 
The powerful user interface for personalising information that is offered as a web-based 
service, offers a high range of functions to the users. However, it also requires a certain 
available infrastructure: a Java-enabled web-browser running on a machine with a certain 
amount of main memory. These requirements proved to be problematic for some users. 
Additionally, users expect further communication channels to be supported by the service: 
currently, the system only offers web-based access. A push-service, that offers automated 
notification about profile-related news was often mentioned by users. 
The user interface for the team of brokers at the ELFI service provider, the master tool, 
showed to be powerful in supporting the relevant processes at the service provider team when 
used by an experienced user. Inexperienced users have to spend a high effort to get used to the 
master tool and its range of functions. 
Given the available manpower for system development, system maintenance, and service 
provision, we could not deliver a highly reliable service that operates around the clock. It 
became clear soon, that exactly such a service is needed to satisfy the available information 
need. 
We also discovered some relevant issues concerning the generality of the approach taken. The 
domain model used within ELFI is hard coded. This imposes two problems: firstly, the hard 
  209  
 
DEPLOYMENT AND EVALUATION   
coded domain model increases the system maintenance effort as changes to the domain model 
have to be reflected in changes to the source code. Secondly, this approach makes it hard to 
transfer the system to other domains with other contents. 
The separation of the developed tools (the master tool and the active view component), 
clearly reflect the special information brokering situation at the ELFI service provider. In this 
process two subsequent information brokering steps are present (the brokering tasks 
performed by the ELFI team and the brokering tasks performed by the funding consultants, 
compare sections 3.1.3 and 3.4.3). However, this separation can not be found in other 
domains analysed. To transfer the results of ELFI to other domains, a tighter integration of the 
two tools would be needed, that allows a more flexible assignment of different tasks to 
different participants in the brokering process. 
The context used to personalise information along is represented by the user’s interest and the 
interaction history. This representation is hard coded into the system and not easily 
configurable. Especially, when further dimensions become relevant, the required additional 
effort is high. 
For generalisation purposes these specific observations can be interpreted in the following 
way. Generally, the effort spent in the development of an information brokering environment 
pays off in terms of simplified and improved access to quality controlled information in a 
specific domain. This is also appreciated by the users of an information brokering service. 
The main issues discovered are related to the different kinds of personalisation that are 
possible. First of all, personalisation is perceived as an important aspect in information 
brokering processes. The personalisation of contents delivered using the user’s context model 
as filtering key (based on interest and interaction history as main context dimensions) 
performs this personalisation well, once the individual context is specified.  
To support the context specification task, additional support is needed: adaptivity. Based on 
the interactions of the user with the system, the user’s context model should be automatically 
adapted, if the user desires such system behaviour. 
Indeed, personalisation comprises more than the filtering of information according to specific 
user needs. Additionally, the channels used to distribute information have to be personalised. 
Furthermore, as the complexity of the user interfaces was a serious issue, personalisation also 
concerns different levels of user interface complexity according to specific user needs. 
6.3 Broker’s Lounge 
Broker’s Lounge is a knowledge management environment aimed to support the complete 
process sketched above. It covers a variety of information brokering scenarios concerning 
task and role distribution. Furthermore, it is independent of the content domain. Broker’s 
Lounge supports domain experts to set up domain specific knowledge management solutions 
in a short period of time. We focused on the development of intuitive user interfaces 
supporting the stepwise development of domain models with no need of technical knowledge 
as opposed to the development of a knowledge engineering formalism that requires the user to 
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construct the domain model using a formal language. Two main reasons motivated the 
development of the Broker’s Lounge system, which should: 
• generalise the experience from the two previously developed, specialised information 
brokering systems bizzyB and ELFI in order to reach a wider applicability, and 
• circumvent the open issues related to these earlier prototypes. 
Consequently, the overall aim of the development of Broker’s Lounge was to build an easy 
configurable information brokering toolbox that supports a wide variety of information 
brokering processes, tasks, and domains. Using this toolbox it shall be easily possible to 
instantiate customised information brokering solutions. 
6.3.1 Requirements 
The analysis of the different brokering scenarios and the contexts they are embedded in 
showed, that the organisation of the brokering processes that take place depends to a large 
extent on the configuration of the information production context, the information 
consumption context, and the information brokering context. 
However, it is also possible to identify a set of individual tasks which are prevalent in most 
information brokering configurations. This motivates the belief, that it is possible to develop 
an information brokering environment that is applicable in a wide range of information 
brokering scenarios. This leads to a set of important requirements: 
(1) The information brokering solution has to provide support for all individual tasks that are 
prevalent in information brokering scenarios. 
(2) It should automate tasks where possible and appropriate and support intellectually 
challenging tasks in order to allow the user to focus on the important aspects of her work. 
Candidates for automation (compare the task support requirements in section 3.6.1) are 
source observation, contextualisation, and aspects of the personalisation tasks. 
(3) The individual tasks have to be configurable in terms of task and process distribution 
among different stakeholders. 
(4) The brokering solution has to be independent of a specific content domain. Instead, it has 
to be possible to specify domain relevant knowledge easily. 
(5) The system should offer advanced personalisation techniques using a combination of 
adaptive and adaptable filtering approaches combining the personalisation of content and 
distribution channel. 
(6) The system should offer an integrated, easy-to-use user interface which may access and 
control – based on the according user rights – all aspects of the system 
6.3.2 Architecture 
Figure 71 shows how the different brokering tasks are realised in Broker's Lounge. The notion 
of tasks and roles allows the configuration of Broker’s Lounge for different brokering 
scenarios. Each user of the system is permitted a set of tasks. This flexible assignment may 
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distribute tasks to the different stakeholders or summarise several tasks in one person. It also 
influences possible paths of information flow. 
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Figure 71 Broker’s Lounge – Component Architecture 
Retrieval. A user who is assigned to the provider-oriented source evaluation task, interacts 
with the source administration user interface (see section 6.3.4). This interface offers access to 
the source models which configure the system’s access to different online sources. The user 
can register or remove sources or change access profiles (stating access frequency and policy, 
or weighting sources to represent their evaluation). For the evaluation of sources, Broker’s 
Lounge currently does not provide an automated component. However, it is subject of an 
ongoing diploma thesis to develop a solution here. 
Software robots perform the source observation tasks: they interact with the registered 
sources according to the defined schedule (as represented in the source models) and retrieve 
all documents that are new or modified since the last visit. According to further settings of the 
source model, the robots maintain an archive of all retrieved documents (including document 
versioning). 
Representation. To perform the contextualisation task the robots forward the retrieved 
documents to a knowledge-based parser. The documents are parsed using the domain model 
as input. The matching algorithm scans the documents for occurrences of domain concepts 
(possibly with multiple synonyms) calculating a domain score for each. The parsing result, a 
document annotated with concepts, is stored in the document index. 
The conceptualisation / categorisation task is supported through the ontology administration 
interface in combination with the document viewer. The document viewer allows to browse 
through contextualised documents, querying them along various dimensions (actuality, 
matched concepts, matched categories, kind of source). The ontology administration interface 
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is used to browse through collections of concepts, add new concepts and categories and edit 
existing ones (see 6.3.3).´ 
Personalisation. The personalisation task is supported through the personalised profile 
browser (see section 6.3.5). Depending on the nature of the brokered item (e.g. domain 
concept vs. annotated document), it is either a personalised version of the document viewer, 
or a personalised filter viewer that is a read-only but filter-enhanced version of the ontology 
admin. In both cases, the user gets a read only access to these interfaces. Additionally, the 
personalised interfaces allow the definition of persistent profiles that represent the user’s 
information need. 
Transaction and Analysis. Transaction and analysis are not directly supported in the same 
integrated manner by Broker’s Lounge. However, Broker’s Lounge records all relevant 
interactions in a machine interpretable way. The data collected this way can be used to 
support both processes: a statistical interpretation of the collected data serves the analysis 
purpose, while an analysis of individual access patterns may be used to feed micro payment 
mechanisms and other transactional approaches. 
The following sections discuss the different aspects of information brokering and how they 
are reflected within Broker’s Lounge in more detail. 
6.3.3 Knowledge Representation in Broker’s Lounge 
Domain modelling is an essential part of successful information brokering. The domain model 
is an explicit representation of the broker’s domain view and is used for consumer-oriented 
profiling.  
Is a Type of Instance ofRelated to Classifies
Feature Concept
Category InformationUnit
Domain structuring
D
efines type
 
Figure 72 Basic Classes for Domain Models 
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Typically, domain experts without technical skills work with the domain model. Therefore 
editing the domain model should be intuitive and the domain experts should not need skills in 
formal languages to extend it.  
Based on these ideas the basic object structure for the domain model as depicted in figure 72 
is designed. This structure represents a realisation of the domain context dimension as part of 
a general context model as designed in section 5.5.1, which in turn originates in the 
information object specification performed in section 3.2.5. 
According to common definitions of ontologies (see e.g. [Studer et al 1998]), this domain 
model is an ontology: it is a formal (i.e. system readable) and shared description of the 
modelled domain that reflects the broker’s view to the domain, modelled on behalf of her 
clients (consumers). Broker’s Lounge supports instance-of-, is-a- and part-of-relations and 
associations.   
In order to maintain the domain model, the ontology administration interface (see figure 73) is 
used. It allows to edit features and categories as well as concepts and information units. The 
user interface is divided into two areas. The left area displays the different concepts (first 
level), the features used to classify these concepts (second level), and the categories that are 
defined for each feature (third level and all levels below). The right area displays all 
information units according to the selected concept, feature, or category.  
 
Figure 73 Graphical Domain Modelling 
6.3.4 Retrieval with Broker’s Lounge 
To simplify the retrieval process, that connects the information broker with the different 
information providers, the Broker’s Lounge offers a set of tools and interfaces to the broker. 
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These tools and interfaces allow the execution of source observation and source evaluation 
tasks. 
Source Observation. The broker can specify and configure an arbitrary set of web robots. 
These web robots automatically observe heterogeneous sources according to the broker 
definable schedules. Among other properties, the broker can configure the following aspects 
of the way the robots perform their tasks: 
• which sites should be observed by the robots and where on each site should the robot start 
to search (start-URLs), 
• which parts of each site should not be retrieved (exclusion-URLs), 
• how should the robots authenticate for sites requiring authentication,  
• how often should an individual site be monitored, and 
• how should the retrieved information be archived.  
 
Figure 74 Source Administration 
Information gathered by the robots is automatically contextualised along the domain model 
using a knowledge-based parser. The parser searches for occurrences of all domain relevant 
terms defined in the domain model. The result of this retrieval process is used for two 
purposes: 
1. The list of occurrences found is used to contextualise the presentation of retrieved 
documents with a structured visualisation of the hits. 
2. Based on the occurrences found, a domain score for each document can be calculated. 
This domain score can be used to sort newly retrieved documents by relevance and to 
filter documents according to threshold values. 
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Source Evaluation. While the contextualisation of individual documents allows the broker to 
assess the relevance of these documents, Broker’s Lounge also offers support for the 
evaluation of complete sources. 
Therefore, a source based view to the document archive is generated, that visualises the 
different sites observed, the folder hierarchy found, and the documents retrieved by site 
(compare figure 75). This way, the person assigned to the source evaluation role can assess 
the quality of the information delivered source-wise. The source-based view helps to answer 
questions like: 
• How many results do we get per source? 
• How relevant are the results of each source? 
• How often do results of a source change? 
This helps the source evaluator to keep the configuration of web robots up to date. As the web 
robots can be configured to also follow links that lead to external sites, the source-based view 
also helps to identify new sources that should be monitored explicitly. 
 
Figure 75 Source-based view of retrieval results 
6.3.5 Personalisation in Broker’s Lounge 
Personalisation is supported by Broker’s Lounge in several different ways. Firstly, the kind of 
brokered item that is personalised is distinguished. Broker’s Lounge allows to personalise 
either contextualised documents or conceptualised and categorised information. In the first 
case, the original documents as retrieved by the web robots together with their enrichment 
with occurrences of domain relevant terms will be given to the client. In the second case, the 
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contents of the domain model are the basis for personalisation. Here, changes to the domain 
model are personalised to reflect the client’s interest. 
Secondly, Broker’s Lounge allows to distinguish whether the personalisation task is 
performed by the client herself or whether a broker performs these tasks on behalf of different 
clients. In the first case, a simple personalisation interface is needed, that allows occasional 
users to find the information they need. In the second case, the broker needs more complex 
functionality provided by the system: as she may work for a multitude of clients in parallel, a 
case management support is needed that allows the definition of different profiles for different 
clients, the compilation of individual dossiers with respect to these profiles, and the delivery 
of results to the clients using a multitude of chanels. 
Table 15 describes which personalisation component is used to satisfy the different 
personalisation configurations. For clients personalising information on their own behalf, 
Broker’s Lounge provides simplified, web-based versions of the document viewer (used when 
the brokered items are contextualised documents) and the filter viewer (used when the 
contents of the domain model are personalised). These web-based versions offer limited 
functionalities but are designed to be almost instantly comprehensible by inexperienced users. 
Brokers performing the personalisation tasks use interface components which are integrated 
within the Broker’s Lounge application. These offer sophisticated brokering functionality to 
the broker (maintenance of multiple profiles for different clients, creation of individual 
dossiers, forwarding of results to clients). Depending on the brokered item, the broker either 
uses the personalised document viewer or the personalised filter viewer. 
Table 15 Personalisation component by brokered item and assigned role 
Role assigned to personalisation  
Client Broker 
Contextualised 
documents 
Web-version of document 
viewer 
Personalised document 
viewer 
B
ro
ke
re
d 
It
em
 
Contents of the 
domain model 
Web-version of filter viewer Personalised filter user 
 
All of these personalised components are extended with profiling mechanisms, allowing to 
filter the available information along concept types, category types, concepts, and categories. 
Their use is illustrated along an example using the personalised filter viewer (see figure 76).  
• A concept filter describes the kind of information somebody is interested in. (While 
Achim and Roland are interested in funding programs, funding agencies and contact 
persons, Matthias is interested in funding programs and funding agencies.) 
• A feature filter describes which (category) dimensions are used for filtering. (Roland uses 
all dimensions, while the others only use some category types.) 
• A category filter (represented by the hooks) is used to filter a special category dimension. 
(Achim is e.g. interested in computer science and medicine in the research topic 
dimension.)  
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• Information unit filters are organised along concept properties or relations (e.g. an 
actuality filter). From a system point of view, actuality measures the last concept change, 
while to the user, actuality is relative to the dialog history. (In the example, Achim and 
Roland use an actuality filter (depicted by the small diary icon).)  
Complex filters can be created by combining filters. Filtering results are displayed on the 
right hand side,  where filter changes are reflected in changed result tables immediately 
(querying task). Information units can be collected to a dossier (result selection task), which 
can be delivered by email (delivery task).  
 
Figure 76 Personalised view on the domain model 
In principle, the document-based personalisation works in a similar way. However, in this 
case the filters are not used to display a list of information units, but instead to deliver a set of 
documents that have been contextualised with the according terms or categories (see figure 
77. 
In the current implementation of Broker’s Lounge, the personalised document-viewer focuses 
on category filters (e.g. filtering by source type) and information item filters (filtering by 
selecting specific information units to be mentioned in documents). Additionally, it is possible 
to further filter by properties of the documents that are not directly reflected in the domain 
model: filtering using full-text queries, threshold domain score values, or actuality filters. 
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Figure 77 Personalised views on the document archive 
In addition to the personalisation components discussed here, Broker’s Lounge offers an 
email-based push service. Users can subscribe to this service in order to receive email 
notifications about newly available information that matches the user’s profile. 
A central problem of profile-based personalisation approaches is the long-term maintenance 
of profiles: the information need of an individual may change over time, but the effort of 
maintaining profiles may be eschewed by various reasons. This aspect is addressed in 
Broker’s Lounge by combining adaptable profile maintenance approaches (i.e. the user has 
the possibility of maintaining her profile but is also responsible for doing so) with adaptive 
approaches (i.e. the system reasons about possible profile changes on the basis of observed 
user interactions). A complete discussion of these aspects is out of the scope of this work, but 
may be found in [Nick 2002]. 
6.3.6 Transaction with Broker’s Lounge 
As already mentioned above, transaction processes are not directly supported by the current 
implementation of Broker’s Lounge. However, three important aspects of Broker’s Lounge 
allow to integrate it with transactional components. 
Firstly, Broker’s Lounge, as being a personalised information system, comprises a user 
management component that allows to grant or deny access to specific aspects of the system 
to specific users. This way, it is possible to implement customised registration policies (e.g. 
an organisation subscribes all its members to the system, while an individual’s access may be 
accounted on a transaction basis). 
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Secondly, Broker’s Lounge records all user interactions in a machine readable format that 
allows to keep track of each individual user’s access to information. A possible micro 
payment component may use this data in order to perform a proper accounting for all 
delivered information. Additionally, this record allows to document which effort a broker 
spent in order to deliver personalised information to a customer. This recorded information is 
especially useful in information brokering scenarios, where the delivery of information 
already manifests a transaction. 
Thirdly, the broker collects the information personalised for a specific client in a dossier. This 
dossier contains a number of information units compiled on behalf of that client. From 
another point of view, this dossier can be seen as an offer sent from the broker to the client. 
From the delivered dossier, the client can now select the most appropriate information items 
and order the according goods/services/detailed information. In this sense, the delivered 
dossier is a kind of shopping basket. 
In all the cases where Broker’s Lounge has been used up to now in order to implement a 
brokering service, transactional aspects have explicitly not been part of the solution (see 
section 6.3.9). An exception is ELFI, where the funding situation is currently changing from 
being governmentally funded towards a situation where the system users (i.e. the clients) fund 
the work of the ELFI service provider. However, at the time this has been written, the 
business model for the ELFI service provider has not been decided. Accordingly, a 
transactional component has not yet been integrated with Broker’s Lounge. 
6.3.7 Analysis with Broker’s Lounge 
Similar to the transaction, the analysis tasks are not directly supported by the Broker’s 
Lounge in its current implementation. An exception to this is the adaptive personalisation 
support given in the filter viewer. Here, the system uses the interaction information collected 
for a single user to analyse changes in the corresponding interest. As a visible result of this 
analysis, the system proposes profile changes to the user. The adaptive aspects of Broker’s 
Lounge are not in the main focus of this work. A detailed description and discussion of these 
aspects may be found in [Nick 2002]. 
To support the performance of analysis tasks using external tools, Broker’s Lounge maintains 
interaction records for all human based interactions as well as process logs for automatically 
executed processes. These records and logs are collected in a structured, machine 
interpretable manner, which allows for further analysis with additional tools. 
Currently, the use of a visualisation-based analysis tool is investigated (DocMiner, see [Becks 
& Host 2000]) in order to support the analysis related tasks: DocMiner uses a map-based 
visualisation approach that allows to find similarities among heterogeneous sets. 
6.3.8 Context in Broker’s Lounge 
Section 4.1 analysed three different contexts that influence the configuration of information 
brokering processes: the information production context, the information consumption 
context, and the information brokering context. Models for all these three contexts are 
represented within Broker’s Lounge. 
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The information production contexts are reflected in the source models maintained by 
Broker’s Lounge: the source models configure the web robots, which continuously observe 
the sources. The stability dimension of the production context for each source is reflected in 
the scheduled frequency: a high frequency represents a source offering dynamic information 
and vice versa. The reliability of each source is reflected in the categorisation of the source 
according to broker definable source types. The distribution of information across 
heterogeneous sources is reflected in the number of different web robots configured to collect 
the desired information. Only the explicitness of the production processes and the structure of 
the offered information as further dimensions of the production contexts are currently not 
reflected in the source models. 
The different information consumption contexts are reflected in the different personalisation 
components (see table 15) offered and the according flexibility provided by the profiling 
mechanisms. Generally, document-based personalisation reflects domains with rather ad hoc 
information needs (e.g. using ad hoc full-text queries) where broad overviews over 
unstructured information dominate. On the other hand, domain model based personalisation 
approaches reflect consumption contexts with long-term interests, rather specific information 
needs and a need for detailed, structured information of high quality and precision. 
Long term interests can furthermore be reflected in the possibility of subscribing to email-
based push services, where news according to the individual profile can be forwarded 
automatically to the client. The scheduling options offered to the client reflect the time 
criticality of the information need: it is possible to schedule the notification based on 
schedules or based on the availability of new information. 
Broker’s Lounge maintains an explicit context model for personalisation purposes that 
represents the information consumption context. The contextual dimensions represented are 
interest (represented by the interest profile), interaction history (represented by interaction 
logs), and time (represented by actuality filters). This model is used to select the most 
appropriate information from the domain contents to be displayed to the user.  
The realised similarity assessment approach is a simplified version of the approach proposed 
in section 5.7: it is a combination of binary similarity measures for time and interaction 
history with a similarity measure for overlay models for the interest dimension. The 
implementation does not yet account for the context dependence of the similarity measure. 
The range of possible information brokering contexts is reflected in Broker’s Lounge as well. 
Basically, the information brokering context defines the configuration of different tasks and 
processes and their assignment to different stakeholders. Using Broker’s Lounge, it is possible 
to assign different tasks to different users. This simple mechanism allows to configure a wide 
range of brokering configurations: a single person brokering organisation may be reflected 
modelling an assignment of all brokering tasks to a single account, a large brokering 
organisation may be reflected by distributing tasks among specialised brokers. The same task 
may also be assigned to several brokers reflecting cooperative brokering scenarios. 
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6.3.9 Applications of Broker’s Lounge 
We applied Broker’s Lounge to several information brokering scenarios in order to evaluate 
its general applicability. Two of these, MarketMonitor and ELFI45 have already been 
discussed earlier (see sections 3.1.3 and 3.1.4 for an introduction, sections 3.4.3 and 3.4.4 for 
the brokering configurations, and sections 4.2.2 and 4.2.3 for the corresponding context 
analysis respectively), while the third one, ScienceLounge, is a novel application that has not 
been regarded during the modelling phase. The following sections discuss the application of 
Broker’s Lounge in these areas. 
ELFIpro 
The evaluation of the ELFI software discovered a set of problems related to software and 
service quality as well as usability issues and missing functionalities (see section 6.2.4). 
However, due to the perceived added value of the ELFI service, the ELFIpro project aimed to 
professionalise the service quality based on the use of Broker’s Lounge as a replacement for 
the original software developed for ELFI. In this scenario, the tasks are distributed as follows 
among the different stakeholders. 
The ELFI service provider performs retrieval and representation tasks. To do so, the ELFI 
brokers use the according Broker’s Lounge components and interfaces: the “Source Admin” 
to configure the “Robots”, the “Ontology Admin” to specify the domain contents, the 
“Document Viewer” to evaluate the retrieval results and to extract new information that is to 
be incorporated into the domain model. The “Robots” perform the retrieval task and, together 
with the “Parser”, perform the contextualisation of the retrieved information. 
The funding consultants at the universities and research organisations perform personalisation 
tasks. They perform these tasks using the domain contents as source of information (i.e. they 
do not use the original documents but the structured information offered by the service 
provider instead). The tool used for this tasks is the “Profile Browser”: for each researcher or 
research group the funding consultant works for, she can maintain an individual profile and 
distribute individual dossiers. 
The individual researchers either delegate the personalisation task to the funding consultants 
or use the web-based, simplified version of the “Profile Browser” to perform this task on their 
own. 
MarketMonitor 
At KTS, Broker’s Lounge has been applied in a different way. As the analysis performed in 
chapter 3 showed, the brokering scenario performed at KTS mainly focuses on the 
contextualisation of external information. The assessment of the relevance of news along the 
knowledge specified in the domain model is the most important task (besides the retrieval of 
this information). The domain model itself is a rather static one (compared to the one used in 
                                                 
45 In ELFI, Broker’s Lounge is used as a replacement for the original ELFI software described earlier.  
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ELFI), it mainly serves as a reference used for the contextualisation of information retrieved 
by the robots. The task distribution at KTS is as follows. 
At KTS two brokers are responsible for the maintenance of the “Domain Model” (where the 
main effort has been put into the initial set-up, maintenance operations occur less frequently) 
and the “Source Model” (where most of the maintenance effort is put into: the sources are the 
most dynamic aspect in this brokering scenario). The “Robots” and “Parser” components are 
used to retrieve and contextualised information form the various sources. 
The same brokers at KTS are responsible to manually re-evaluate the contextualised 
information. They use the “Document Viewer” to be informed about latest retrieval results. 
They scan through these results and may remove irrelevant documents from the archive or 
annotate especially important things. Furthermore, they are responsible for the provision of 
the frequent delivery service and the alerting service (compare section 3.1.4). These brokers 
may also report in face-to-face communication to the management board on the latest results. 
The members of the management board have access to the simplified, web-based version of 
the “Document Viewer” to retrieve information on their own.  
We evaluated the use of Broker’s Lounge at KTS over a period of several weeks. To be able 
to do so, we were allowed to access the log-files produced by Broker’s Lounge. At the end of 
this period we performed an interview with the KTS brokers. The main goal of this evaluation 
was to assess, how well Broker’s Lounge (and consequently the underlying information 
brokering models) fits the MarketMonitor scenario in terms of improvement. 
The log-file data showed, that the two brokers very frequently used the system (i.e. two to 
three times daily). The maintenance effort spent in the domain model was low, i.e. after the 
initial set-up the brokers only occasionally added new terms (one to two times a week).  
During the evaluation phase, the brokers added twelve sources. Originally, we expected more 
effort on this aspect. However, as only two brokers are responsible to provide the services, 
time restrictions may not have allowed further effort on these aspects: the brokers were not 
assigned fulltime to the use of Broker’s Lounge but had additional tasks as well which were 
not part of the evaluation. 
Most of the effort has been spend on the work with the retrieval results: scanning through the 
document archive and removing irrelevant documents. The annotation feature, that had been 
explicitly requested by the brokers, has rarely been used. Also, the managers did only rarely 
use the system. 
After the initial period, we interviewed the brokers. They reported, that – besides technical 
problems related to the early development stage of the prototype – the use of Broker’s Lounge 
simplified their work. The number of sources they had to explore manually decreased (some 
sources could not be monitored by the robots, as proprietary interaction mechanisms kept the 
robots out). The explicit document archive (that keeps only the relevant documents) is a 
simplification of the process of delivering the retrieval service. 
However, we failed to provide the service directly to the management board: these persons 
rather rely on face-to-face communication than on information retrieved electronically. They 
did not accept the possibility of accessing the service themselves as an alternative to direct 
communication with the offered interactivity. This is clearly opposed to the use of brokering 
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system by end users in other scenarios (e.g. ELFI, where scientists are an important group of 
users).  
However, as we could not access the management board directly to assess the reasons, we can 
only guess here: time restrictions may not allow them to learn how to handle a new system; 
access to quality controlled summaries of information is only given in direct communication 
which also offers a higher level of interactivity; and the management board of a steel 
producing organisation may not prefer a technology centred work approach (as opposed to 
scientists as end users in ELFI, which to a bigger extent are early adopters of new 
technology). 
These evaluation results can be generalised by stating, that a process-oriented, contextualising 
information brokering solution helps to organise and simplify information brokering 
processes. However, some preconditions have to be fulfilled in order to reveal the full 
strength: the participating stakeholders in the processes have to be understood well (e.g. is the 
board of managers really willed to access the system or do we have to design the process 
differently?); all tasks requiring human activities have to be organised along clear 
responsibilities (e.g. who is responsible for maintaining the domain model and the source 
model?). 
ScienceLounge 
The ScienceLounge is an internal application of Broker’s Lounge in our research group ICON 
(Information in CONtext), which is part of the Fraunhofer Institute for Applied Information 
Technology. The situation that leads to the introduction of ScienceLounge is as follows: 
• A research group has to be informed about relevant news and events related to its 
general topics. For a research group especially conferences, publications, projects, 
people, organisations, and papers are important. Upcoming conferences and 
publications are important as they provide opportunities to publish latest results. Past 
conferences and publications provide access to research results of other researchers. 
Single papers are valuable resources of information providing access to the state of the 
art. Information about ongoing and past projects is important to be informed about 
latest developments. People and organisations inform about general research 
networks. 
• The information available for our research topics is dynamic: the number of 
conferences is growing, application deadlines are often short, the number of available 
approaches a researcher has to survey in her field is large. However, the researcher 
needs to be well informed about ongoing related work: she should not publish results 
others have already published, she should be aware of related approaches in order to 
build on achieved results. 
• Many people are members of our research group only for short periods of time: 
students do their diploma or doctoral thesis and leave the group afterwards. Guest 
researchers visit our group for only a short period of time. Often, researchers stay at a 
research institute usually for only a couple of years. In this situation, it is important for 
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these people to be informed quickly but effectively about the ongoing work within the 
research group and the related areas. 
In this situation, we decided to set up an internal information brokering service that informs 
our research group about these areas. Of course, we can not afford to employ a person 
explicitly responsible for performing the brokering tasks. Instead, we realise a collaborative 
brokering approach: every member of our group who participates in ScienceLounge is 
information broker and information consumer in one place (compare figure 78).  
Broker
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Figure 78 Roles and processes in ScienceLounge 
The idea underlying this configuration is as follows: every researcher knows – among other 
things – her own set of sources, conferences, or people. When everybody contributes these 
things to the general repository, we gain a comprehensive pool of information soon.  
The individuals do not only benefit from accessing information contributed by others: all the 
contributions are integrated into the common domain model. Web robots retrieve information 
related to the contents of the domain model. These documents, contextualised along the 
domain model, provide useful sources of information: updates on external homepages of 
individual researchers or research organisations are detected fast this way.  
The main reason, why ScienceLounge is included into this work, is that it represents an 
information brokering configuration not discussed previously: collaborative information 
brokering, without a strict assignment of tasks and roles to individuals. Instead, every user can 
contribute to the central ontology and to the configuration of robots. Additionally, every user 
can see contributions of others and access the results of the robot-based retrieval processes. 
This new information brokering configuration gives evidence for the flexibility of the 
information brokering models as well as for the flexibility of Broker’s Lounge as a realisation 
of these models. 
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Currently, seven persons use the ScienceLounge regularly: four of them are researchers of our 
institute, and three are students working on their diploma thesis in our institute. Two of these 
persons are the main contributors of content, while the others use ScienceLounge mainly as 
consumers. 
Especially for the students the use of ScienceLounge proved to be of added value: as students 
usually only visit our research group for a limited period of time (e.g. in order to realise their 
diploma thesis) they need to be informed about related literature fast. They can use 
ScienceLounge as starting point for their necessary literature study and for being informed 
about important and relevant terms and concepts our research group deals with. 
But also the other users benefit from ScienceLounge: information entered into the system is 
distributed faster and more precisely among the participants. And, last but not least, the 
possibility to be informed about relevant changes and news on the externally observed web 
pages automatically and fast reduces the effort of searching for new publications, related 
projects, or similar information from the observed sources. 
One important distinction between information brokering in the ScienceLounge scenario to 
other information brokering scenarios is in the brokered item: in all other scenarios either the 
use of contextualised documents retrieved from external sources as brokered item or the use 
of conceptualised, structured instances of the domain model has been observed. In 
ScienceLounge, both kinds of information represent an added value for all users.  
This observation can be explained with the collaborative brokering setting: every user 
contributes information to the central domain ontology. These contributions may be relevant 
information items for all other users. Consequently, the entries of the domain model are 
brokered items.  
Additionally, the contextualised documents are interesting for every user as well: they carry 
late breaking information brought into the system from outside. As no user is responsible for 
conceptualising and structuring this information (as it would be the task of an explicit broker), 
it may take some time until this information is reflected in the domain model (if at all). 
Consequently, users interested in this information have to have access to the contextualised 
documents. 
This observation reveals a weakness of the current implementation of Broker’s Lounge: the 
personalised access to conceptualised and structured information contained in the domain 
model and the personalised access to the contextualised documents retrieved by the robots is 
provided by two separate user interfaces within Broker’s Lounge. This means, that the user 
has to look separately for retrieved documents and for latest entries. To avoid this problem, an 
integrated version of the two personalisation interfaces is needed, that combines searching for 
domain model entries and contextualised documents.  
In general information brokering terms, this reveals, that the brokered item can be a 
combination of contextualised document collections and quality controlled information items. 
While the information brokering process models support this view (compare the 
representation and personalisation cycles in section 3.3), the current implementation of 
Broker’s Lounge does not reflect this. 
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Related Work 
This chapter discusses work related to this work. This includes especially approaches related 
to the information brokering work, where work focussing on models for electronic markets 
can be found (section 7.1). Recently, research work focuses on the development of semantic 
models for the web, which aims to simplify retrieval efforts in heterogeneous sources (section 
7.2). Furthermore related context modelling approaches are considered (section 7.3).  
7.1 Reference Models for Electronic Markets 
Defining a reference model for electronic markets, [Schmid & Lindemann 1997] and [Schmid 
& Zimmermann 1997] distinguish three important phases: the information phase, the 
contracting phase, and the execution phase. This distinction puts a greater focus on the latter 
two phases (which are combined as transaction in this work’s information brokering model), 
while it combines retrieval, representation, and personalisation into the single information 
phase. The observed difference stems from a different focus of the models: while the model 
presented in this work regards the elements of the brokering process from the point of view of 
the broker, the reference model for electronic markets looks at the process from the 
customer’s point of view. 
In terms of this reference model, the added value of the information brokering performed here 
approach is manyfold: first of all, the ontology-based, structured representation of information 
allows to compare information from heterogeneous sources, as it introduces a common 
vocabulary. Additionally, the introduced retrieval and personalisation techniques simplify the 
information phase from the user’s point of view, as they automate many routine tasks (source 
observation, information filtering, notification). 
 
 
RELATED WORK   
7.2 The Semantic Web 
Much research effort focuses on the standardisation of ontologies, which is most visible in the 
emerging semantic web initiative46. Basically, the semantic web initiative represents a meta-
data driven approach that aims to enrich information with standardised meta-data (see e.g. 
[Berners-Lee et al. 2001]). This additional information allows agents to reason about the 
contents described on a page allowing for automatic information classification, extraction, 
and relevance evaluation. This section relates the work performed for the semantic web 
initiative to the information brokering process models. 
Therefore, two different application scenarios will be compared: the semantic web with 
information brokers (compare figure 79) involved and the semantic web without information 
brokers (compare figure 80). 
The main idea underlying the semantic web is the use of standardised ontologies that are 
widely accepted and used among the different information providers. This way, information 
providers have the possibility to extend the information they offer with standardised semantic 
structures. In terms of the information brokering models, the semantic web simply represents 
a different task distribution among the participants: the information providers perform the 
representation task. Consequently, the information broker can completely concentrate on 
retrieval and personalisation tasks. This approach saves a significant part of the brokers time 
offering possibilities for cost reduction and service improvement at this side. 
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Figure 79 The semantic web with information broker 
                                                 
46 See http://www.semanticweb.org/ 
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However, the semantic web goes even a step beyond this scenario: when standardised 
ontologies exist that describe the information completely in terms of a well-defined ontology, 
the retrieval and personalisation tasks can potentially be completely automated (see figure 
80). In this scenario, every user owns a personal agent that knows the information need of the 
user (specified in terms of the standardised ontology). This agent can access all information 
sources and deliver relevant information personalised to the user’s specific need. 
A mapping this scenario on the information brokering models shows, that the information 
broker is not represented anymore. Instead, the retrieval and personalisation tasks are 
combined within the automated agent.  
ClientProvider
Representation
Transaction
Retrieval & Personalisation
 
Figure 80 The semantic web without information broker 
This approach to improve information brokering processes depends to a great extent on the 
ability of the information providers as a whole to agree on standardised ontologies. As the 
experience with other attempts towards explication and standardisation of complex 
knowledge structures in heterogeneous networks shows (see e.g. [Lenat 1998] for a 
description of Cyc, an attempt to comprehensively model real world knowledge), these 
attempts are likely to fail, if not all contributors see a clear benefit in being compliant to the 
standard. However, especially in commercial scenarios, there may be good reasons for 
explicitly being non-compliant: 
• A standardised semantical structure allows to compare different providers. While this 
may be wanted by the consumers, providers may explicitly not want to be completely 
comparable.  
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• To be compliant to the standard requires additional effort on the providers side. While 
this effort may be relatively small for providers with rather static information, other 
providers providing fast changing contents may eschew these efforts. 
Especially the scenario without an explicit information broker requires the consumer to 
specify her information needs in terms of the standardised ontology. While this may be 
appropriate with expert users in specific domains who know the standard terminology, a 
novice user may not be able to specify her need formally. While this concern can be addressed 
with adaptive personalisation approaches that learn the user’s information need during their 
use, it also motivates the existence of human information brokers: the broker can very easily 
understand an ill-formulated client request and interact with the client in the client’s own 
language to specify the interest appropriately. 
By relating this to the context-oriented information brokering approach of this work, it can be 
seen that the semantic web does not distinguish information production, brokering, and 
consumption contexts (compare section 4.1), but combines all three in the standardised 
ontology. This work has shown, that each of these contexts requires specialised 
contextualisation and context modelling efforts, which is not reflected in the semantic web 
approach currently. 
Currently, it is questionable, that the semantic web will replace the world wide web as we 
know it today completely: the complexity of a common ontology that defines the range of 
information production and consumption contexts is too big. Consequently, there is still an 
open space for specialised information brokers offering services in a limited contextual scope. 
Instead, we think that the semantic web can be successful only in limited application areas, 
such as specialised domains with strongly structured information offers. Each community of 
stakeholders within these domains could then specify their own standardised ontology and set 
up their own semantic web. This approach would relate to the context modelling approach 
presented here: the ontology defined in each application area in fact represents a shared 
contextual frame, within which information offers and demands are placed. 
7.3 TOWER – Context Modelling for Awareness Systems 
In cooperative settings the motivation for supporting contexts is slightly different than in 
information brokering. Whereas in the context modelling framework the main goal of 
supporting contexts is to improve the information supply for the single user, in the TOWER 
project (Theatre of Work Enabling Relationships, see [Gross & Specht 2001]) the motivation 
for providing contexts comes from the necessity to provide geographically distributed users 
with a common frame for orientation. A common frame for orientation in the group process is 
vital for communication and cooperation among the group members and adequate technical 
support for orientation makes coordination among geographically dispersed users much 
easier. This common frame is also known as common ground [Clark & Brennan 1991]. In the 
CSCW literature the pervasive knowledge of who is around, what these other users are doing, 
how available they are, what they are doing with electronic artefacts, and so forth is often 
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called awareness (sometimes with prepositions such as group awareness [Begole et al. 1999; 
Gross 2001] or workspace awareness [Gutwin et al. 1996]).  
In the TOWER system the activities of the group members are captured with various sensors 
in the electronic and in the physical environment. The information is then presented in the 3D 
multi-user environment and with various other indicators [Prinz 1999]. On a whole the 
TOWER system consists of several components including:  
• sensors capturing and recognising user activities 
• an Internet-based event and notification infrastructure storing, administrating, and 
distributing the captured events 
• a space module dynamically creating and updating a 3D space that represents the 
information and artefacts of the group 
• a symbolic acting module creating and animating avatars of the users in the 3D space 
according to their respective actions 
• various ambient interfaces presenting information in the whole physical environment of 
the users  
7.3.1 Context Modelling in TOWER 
In order to present users with the information they actually need in their respective situation 
the TOWER system supports contexts. Contexts are realised as an extension of the event and 
notification infrastructure (ENI). Before describing the realisation of contexts, a closer look at 
the functionality of ENI is therefore taken first. Figure 81 shows the architecture of ENI.  
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Figure 81 The ENI architecture47. 
                                                 
47 taken from [Gross 2002] 
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Sensors are associated with actors, shared material, or any other artefact constituting or 
influencing a cooperative environment. Sensors can capture actions in the electronic space 
(e.g., changes in documents, presence of people at virtual places) and in the physical space 
(e.g., movement or noise in a room). Sensors generate events. Events are described in strings 
of attribute-value pairs. For instance, producer=klemke&artefact=Deliverable1. The 
sensors send the events they capture to the ENI server. The ENI server stores and 
administrates the events and sends events to the ENI clients of the interested users. At the ENI 
client indicators present the information to the user.  
With respect to the contexts the context module with the context database and the situation 
module are the most important parts of the ENI architecture. The context module analyses the 
attributes of incoming events and compares these attributes with the context descriptions in 
the context database. If all or some attributes match, the context module attaches a context 
attribute to the incoming event (e.g., event-context=BSCW). On the other side the situation 
module analyses the attributes of the events a user produces through her specific behaviour 
and tries to reason about the current work context of the respective user. The system can then 
compare the user's current work context with the incoming events' context of origin and 
provide the user with information that is important in her current situation.  
Both, the descriptions of the contexts of origin in the context database and the descriptions of 
the current work contexts in the situation module are represented as attribute-value pairs. 
Having a syntax analogous to the individual events makes the comparison easy [Gross & 
Prinz 2000]. Table 16 shows the attributes of the context descriptions.  
Table 16 Attributes of awareness contexts48. 
Attribute Description 
context-name Name of the context 
context-admin Human or non-human actor who created the context 
context-member Human members of a context 
context-location Physical locations related to a context 
context-artefact Artefacts of a context 
Context-app Applications related to a context 
Context-event Events relevant to a context 
Context-acl Access control list of a context 
Context-env Related contexts 
 
These attributes are used to describe awareness contexts. For instance, an awareness context 
could be defined for a project and would then contain the project’s name, the administrator, 
who creates and maintains the awareness context; the project’s members, locations, artefacts, 
applications, event types such as read, write, delete, and the access control list that contains 
the access rights to information related to the project as well as the relations to other 
awareness contexts.  
                                                 
48 taken from [Gross 2002] 
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7.3.2 Comparison 
As context modelling is performed in TOWER for awareness and collaboration reasons and 
not for information brokering purposes, the two distinct context modelling approaches will 
now be compared to find out about differences and reasons for these. Consequently TOWER 
will not be related to the information brokering models or applications. 
To structure the comparison, a set of dimensions is defined along which the two approaches 
are distinguished. These dimensions are: the modelling technique used, the persistence of 
context, the similarity assessment, the way context is triggered, the context modelling 
purpose, the modelling responsibility, the modelling effort, the required resources for 
retrieval, and the modelling precision reached by each approach (compare table 17). 
Table 17 Comparison of context modelling framework with TOWER 
Feature 
Context Modelling Framework TOWER 
Modelling Technique Ontology-based Attribute-value based 
Context persistence Context is dynamic configuration 
of contextual dimensions 
Context is a persistent object 
(room metaphor) with an own 
administrator and with members 
Similarity assessment Complex similarity measure 
defined on top of ontological 
concepts 
Simple similarity measure 
based on number of matching 
attributes 
Context triggering Users are in similar context if 
similarity measure is above 
certain threshold 
Users can enter or leave 
contexts, entering a context 
means that a certain amount of 
context attributes matches 
Context modelling 
purpose 
Contextualisation of information 
to improve information supply 
processes 
Contextualisation of working 
situations to improve situated 
awareness of co-workers 
Modelling 
responsibility 
Assigned role Distributed modelling 
Modelling effort High Low 
Retrieval resources High Low 
Modelling precision High Low 
 
(1) Modelling Technique. While in the context modelling framework Ontology-based 
techniques are used to model organisational contexts, TOWER uses attribute-value pairs 
to model different contextual dimensions. 
(2) Context Persistence. In the context modelling framework, contexts are the dynamic 
configuration of contextual dimensions. Such a configuration represents a singular 
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context, which is only made persistent, if it is associated with information that is newly 
inserted into the repository. In TOWER, a context is a persistent object that is created by 
an administrator. A context knows a set of members which are able to enter and leave this 
context based on events (room metaphor).  
(3) Similarity Assessment. The context modelling framework assesses the similarity of 
context based on weighted dynamic similarity measures that are combined out of distance 
measures for the individual dimension, while TOWER uses a straightforward similarity 
measure based on the number of matching dimensions. 
(4) Context Triggering. In the context modelling framework, users are said to be in similar 
contexts, if the similarity measure is above a certain threshold. In TOWER users can enter 
or leave predefined contexts. A user enters a context when a set of contextual dimensions 
matches with the predefined dimensions of that context. This way, users can be in several 
contexts simultaneously.  
(5) Context Modelling Purpose. The context modelling framework uses context modelling 
techniques to associate contextual knowledge with information in order to improve 
information supply processes. In TOWER, the main purpose of context modelling is to 
improve the situated awareness of co-workers.  
(6) Modelling responsibility. In the context modelling framework, the task of maintaining 
the context modelling framework (i.e. the set of contextual dimensions and their 
respective range of possible values) is assigned to a centralised role. In TOWER, every 
user can create own contexts (the creator is automatically the administrator for that 
context) and specify the set of dimensions used within this context.  
(7) Modelling effort. While TOWER relies on simple attribute value structures that can be 
modelled with fairly little effort, the context modelling framework uses more complex 
structures (Ontologies) that require a higher modelling effort. 
(8) Retrieval Resources. As the similarity measure used in the context modelling framework 
is a weighted combination of individual distance measures, while TOWER simply counts 
the number of exactly matching dimensions, the effort for retrieving similar contexts is 
significantly higher in the context modelling framework. 
(9) Modelling Precision. The benefit for higher modelling and retrieval efforts in context 
modelling framework compared to TOWER is, that the modelling precision is higher: the 
contexts modelled can be specified on a finer level of granularity. 
To conclude this discussion, we can state that there is no single correct way of modelling 
context. Instead, there are some choices with respect to e.g. modelling precision vs. modelling 
effort or retrieval effort vs. retrieval precision. Both context modelling approaches are 
designed for a special usage scenario and fulfil the corresponding requirements.  
However, as the main advantage of the context modelling framework, we perceive a greater 
flexibility concerning modelling on different levels of precision. The full power of ontological 
engineering can be used to deliver fine grained contextual structures. Alternatively, context 
models can be provided on a course grained level. This flexibility seems not to be available in 
the context modelling approach performed in TOWER: modelling complex contextual 
structures using the attribute-value-based approach is not possible with reasonable effort. 
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Conclusion and Future Work 
This chapter summarises the results achieved in this thesis (section 8.1). Additionally, some 
areas for research work that builds on the results presented here are pointed out (section 8.2). 
8.1 Conclusion 
In order to summarise the main contributions of this work, the main question behind this work 
shall be brought to mind again: when we know about the context in which a person is 
currently situated and we know the context in or for which available information has been 
produced, how can we then use this knowledge to improve the individual’s access to 
information? 
To answer this question, information brokering processes have been analysed and modelled. 
This work lead to generally applicable information brokering models that are flexibly 
adaptable to many information brokering scenarios. These models can be used to understand 
the differences of specific information brokering configurations and to design information 
brokering solutions. In particular, this part of the work contributes comprehensive information 
brokering process, role, and task models that are flexibly adaptable for many information 
brokering scenarios. A profound analysis of information objects created and used during 
individual information brokering tasks complements these models. The comparison of 
different information brokering scenarios in terms of the models shows their general 
applicability. Consequently, the development of system support requirements for individual 
brokering tasks and for process support informs the designer of information brokering 
systems.  
Building on these models, an analysis of contexts influencing information brokering 
configurations has been performed. Three important contexts that are important during the 
information life cycle have been identified: the information production context, the 
information brokering context, and the information consumption context followed by an 
analysis, how characteristics of these contexts influence the configuration of information 
brokering processes. Together with the case-based analysis of different contextual features 
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and different kinds of contextualised information, this delivers an analytical framework 
applicable in different information brokering domains. 
Based on the identification of different contextualisation goals (comprehension improvement, 
information overload reduction, association, comparability support, and navigation support) 
and contextualisation techniques (presentation enrichment, filtering, aggregation, 
visualisation, linking, unification) a contextualisation framework has been defined that allows 
to select contextualisation goals and appropriate contextualisation techniques depending on 
contextual and informational characteristics. 
Knowing how to identify and use available contextual knowledge, this work finally focused 
on the question how to model, assess, store, compare, and retrieve contextual knowledge in 
information brokering scenarios. Therefore, a special information brokering scenario – 
organisational memories – has been selected as an application example for context modelling 
techniques. Definitions of organisational memories have consequently been mapped on the 
general information brokering models in order to show their applicability and to propose a 
context-enhanced extension. 
This proposal has been used to derive context modelling requirements, the structure and 
contents of context models, similarity assessment techniques, and complexity issues. Based 
on this, the context framework architecture has been developed.  
The specification of context modelling requirements can be used to assess the relevance of a 
given set of contextual dimensions for a specific context-enhanced application and to define 
characteristics and behaviours of information systems that make use of contextual knowledge. 
A set of hierarchically refined contextual dimensions (comprising person, location, time, and 
task as top level dimensions), which are useful in organisational settings, has been defined. 
This set has been specified and verified in terms of the context modelling requirements, 
revealing the problem of interdependent contextual dimension and the corresponding 
definition of appropriate strategies. These strategies (comprising a range from strict to 
optimistic strategies) are helpful in the application of the context modelling framework in 
novel application domains.   
Specifying similarity assessment techniques useful to compare different instances of context 
models, the problem of context-dependent similarity measures has been identified: in certain 
situations certain contextual dimensions are more important than others. To cope with this 
problem, a heuristic strategy has been developed, that focuses on the contextual dimension 
most recently changed. While the basic similarity framework assessing the similarity of 
individual contextual dimensions is rather straightforward, the context dependent weighting 
of contextual dimensions represents an important step towards dynamic, context-adapted 
similarity measures. 
These steps result in the proposal of a context framework architecture that identifies important 
components for a context-enhanced organisational memory. Extending this architecture to 
general information brokering scenarios, delivers a generally applicable framework that 
guides the development of context-based information brokering systems in different 
application domains. 
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As overall result we perceive, that the explicit consideration of available contextual 
knowledge in information brokering processes represents a contribution towards precise and 
appropriate information access for individuals. The deployment and evaluation of these 
models in different systems and application domains gives confidence, that the guidelines 
delivered to system developers represent an important contribution towards the development 
of context-based information brokering systems. 
8.2 Future Work 
The models and solutions presented in this work comprehensively represent the state of the art 
in information brokering. However, a series of possible research paths to follow based on 
these results can be seen. The following sections present two essential ideas concerning 
mobile information brokering and educational information brokering. 
8.2.1 Mobile information brokering 
The latest technological developments for personal digital assistants (PDAs) allow the 
development of advanced applications for these devices: the current generation of devices is 
equipped with massive main memory (64 MB), hard-disk storage (up to 5 GB), wireless 
communication devices, sensors integrated, and high resolution colour displays. Even further 
developments concerning the miniaturisation and integration of these devices can be 
expected. 
These properties of mobile devices allow the development of information brokering clients 
which are especially optimised for the use on PDAs. However, handheld devices have special 
requirements and patterns of use, that need to be considered: 
• The limited display size requires a further effective compression of information. 
• The restricted interactivity (e.g. no keyboard, no mouse, only one hand use – the other 
hand holds the device) require the development of interaction strategies for highly 
interactive applications – such as information filtering clients. 
• The integrated sensors in mobile devices (e.g. GPS49, infrared, microphones, light 
sensors,) allow to assess many situational aspects (position, connectivity, noise, light 
conditions) that offer ways for effective personalisation and adaptation. 
• In a context-based information brokering scenario (esp. one with a focus on physical 
context), the mobile devices can also be used for information recording and 
registration: the values delivered by the sensors represent important contextual 
information. 
• The way mobile devices are used, is significantly different form the way a desktop 
computer is used: while the latter is used mainly in long-term sessions requiring the 
                                                 
49 GPS: global positioning system 
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full concentration of the user, the former is used occasionally and for shorter periods 
of time. This requires e.g. the use of additional communicative channels in order to 
notify the user with events (e.g. sounds). However, the mobile device should not be 
too intrusive. To avoid a further production of additional noise, additional effort in 
effective personalisation techniques is required: the device should only indicate such 
events that are really relevant to the user with respect to the current situation. 
• In mobile settings, the physical space requires the user’s full attention: she is moving 
around, looking at physical objects, and she interacts with her environment. In this 
situation, information visually presented by an information system has to be 
considered as additional sensoric load. In order to reduce this effect, strategies have to 
be found that use the appropriate communicative modality and deliver appropriate 
amounts of information. 
In two current projects, SAiMotion and LISTEN, we try to develop models and solutions for 
mobile information brokering scenarios. SAiMotion focuses on the delivery of information 
appropriate for the user’s current context, where context is considered as a combination of 
location, time, interests, tasks, and goals (see [Eisenhauer & Klemke 2001]). An explicit 
representation of context according to the context modelling framework (see sections 5.5 to 
5.10) is used. The instantiation of the user’s current context model uses a combination of user 
defined values and values inferred from the sensors of the device used. 
LISTEN complements the efforts undertaken in SAiMotion, as here the focus is on the use of 
acoustic channels for “information presentation”: the system allows the definition of virtual 
sources of sound and their placement in physical space. A user navigating through the 
physical space and wearing a LISTEN-device (i.e. a special kind of headphone) can hear the 
sounds in her direct environment. As contextual dimensions, the user’s location and 
orientation are currently considered for the selection of played sounds. Each of the sounds 
may be anything from pure noise, via music, to spoken information. 
We expect major results from the combination of these approaches, where the comprehensive 
context modelling approach of SAiMotion, that offers effective means of personalisation is 
combined with the information presentation using visual and acoustic channels. 
8.2.2 Educational information brokering 
One of the major motivations for information brokering efforts is to improve the information 
supply of individuals in order to improve their ability to draw decisions. However, a profound 
decision not only requires the right information to be available, the person drawing the 
decision also has to be qualified accordingly. Consequently, a comprehensive knowledge 
management approach has to account for both: information and qualification. 
The continuous qualification of organisational members is a costly experience: tutors have to 
be paid, people have to spend their time on seminars and are not available during that time. 
Current e-learning solutions (such as the platform we are developing in the WINDS project, 
see [Specht et al. 2001a; Specht et al. 2001b]) represent major improvements here, as they 
individualise the qualification process concerning time management, learning speed, and 
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contents learned. However, a set of open issues related to the current generation of e-learning 
solutions can be observed: 
• The selection of the right contents to learn from possibly huge content archives is 
difficult. 
• Learning materials stored tend to outdate – especially in dynamic domains. 
• E-learning solutions often impose strict expository learning paths on the learner. 
• A concrete learning need often emerges in the context of the individual working 
situation. Current e-learning solutions do not account for that fact and are not 
integrated with the individual work situation. 
At this end, four scenarios, where e-learning and information brokering solutions can deliver 
an increased added value in combination, are envisioned: 
1. Information delivered by an information brokering platform can be enriched through 
the association with additional learning materials, which can improve the needed 
qualification related to the delivered information. 
2. Profiling and personalisation techniques developed for information brokering 
solutions can be used to personalise the emerging amounts of available e-learning 
contents. The organisational context of the individual may guide the selection of 
appropriate educational materials. 
3. Information retrieval techniques can be used to provide dynamic contents available on 
the Internet, which allow to contextualised static e-learning materials with late 
breaking information from the real world. Such a technique makes it possible to 
retrieve information related to the current learning context. 
4. Domain modelling techniques allow to organise learning materials along domain 
knowledge. Similar to the way, external information is contextualised along the 
domain model during information retrieval and representation processes (compare 
sections 3.2.1 and 3.2.2), learning materials can be contextualised with a given domain 
model. This offers the learner the possibility to follow individualised learning paths 
(e.g. by taking the domain model as a starting point for an explorative browsing within 
the materials) and to select learning materials according to their contribution to 
specific topics. 
In WINDS, we already integrate e-learning functionalities (such as course authoring, 
coaching, course subscription, and guided learning) with techniques from information 
brokering processes. Especially the second and fourth of the above mentioned scenarios are 
present in WINDS: 
• A user modelling approach is used to assess the user’s current level of knowledge and 
her progress with respect to the subscribed materials. This model is used in order to 
select and adapt appropriate learning materials from the pool of subscribed materials. 
This approach is influenced by adaptive profiling approaches used in personalised 
information brokering processes. 
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• A representation of terms together with definitions, synonyms, and relations of 
different types among these terms is used as a course index. This index serves as a 
basis to contextualised learning materials and offers explorative access patterns based 
on individual browsing strategies. The term index is a simplified version of the 
ontology-based domain modelling approach described in sections 3.2.5 and 5.5.1. 
In the EduMed initiative, we go one step beyond this. EduMed aims to develop a portal that 
brokers educational information in the area of medicine. The aim is to provide a single point 
of access for medical students and physicians to be informed about continuous education 
offers. 
Here, we realise the first of the four above mentioned scenarios: the EduMed portal, that is 
realised with Broker’s Lounge, offers medical educational information. The user can browse 
these offers and personalise them based on her profile. A selected set of offers can be used as 
input for the e-learning platform: the user can subscribe to these offers. 
From the information brokering point of view, the e-learning platform represents an 
explication of a special kind of transaction: the courses selected by information brokering 
processes are delivered through and accounted by the e-learning platform. 
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 Appendix A  
Valuation Cards 
It is the purpose of this appendix to present the structure and complexity of the ValuationCard 
used in the E.I.C. COBRA trial. Therefore, we collected the attributes and defined their 
meaning. The attributes are divided into official/common (centrally provided) attributes, and  
broker-related attributes which are more subjective. The latter are structured comments of 
brokers regarding quality issues. In general, for one source, there is one set of common 
attributes, and there may co-exist several, even conflicting, sets (broker points of view) for 
each source. 
Format 
The following format conventions are used to display the attributes, their meaning, and the 
corresponding range of possible values. 
Attribute name::Definition of the attribute::Example value(s) 
Closed value sets are indicated by {}. Values are separated with |. „-„ stands for: nothing 
entered yet. 
Note that the example values do not refer to one overall example, but are single examples. 
Common attributes 
Valuation Cards::Short name of the source::OPES 
Short description::Important characteristics of the source in one sentence (type of contents, 
information sources, for which type of client needs the source is suited, etc.)::Business 
information on all Italian companies (about 3,000,000 business) classified into about 1,700 
headings 
Additional description::Characteristics of the source which do not fit into the short 
description, but are important enough to be mentioned at this prominent place:: It is a source 
proposing the demands and supplies of goods and/or services that foreign enterprises send by 
mail to the Economic Information Centre of the Milan Chamber of Commerce 
Conditions of usage:::: 
 
 
VALUATION CARDS   
Textual description:: How the usage of this source is restricted according to licence 
agreements, contracts, copyright regulations, etc.::Trial service(free of charge) until 9-
97 for research on search method for approximate string matching and case based 
retrieval. Only some cities (Tokyo 23 wards, Osaka city, Kyoto city yellow pages) 
Link to detailed information::A link to the corresponding web page of the provider:: 
 Public data?::Is the data in the Public Domain, i.e. can it be used without any 
restriction?::{Yes|No|-} 
Access::How and when best to access this source 
Help::Link to a help/howto file which describes in detail how to use this source.:: 
Access Software::Which special software is needed to access this source? (HW 
requirements do not seem to be important within COBRA)::Version number of a 
certain Java-capable Web-Browser 
Availability::When the system is not available or should not be used, e.g. Downtimes, 
maintenance, peak hours to avoid::down every Wednesday from 9 to 12 
Registration?::Is it necessary to register to the service before usage? May also 
contain a link to the registration page::{Yes| No| -} 
Main/Search::Link to the main page and/or the page where one can start a search:: 
Categories::Link to the page where one can browse/search categories. May also 
contain a comment:: 
Language(s)::The (natural) language might be a barrier for the user:: 
Interface language(s)::Language of the navigation system::Italian 
Category language(s)::Language of the headings, classification, index terms, etc., or 
the language of the textual explanation of the codes::English 
Contents language(s)::Language of the results, i.e. of the attributes and/or 
values::English 
Content-related:: 
Subject field::The contents the source concentrates on::Import/Export|Environment 
Protection|Agriculture|Energy 
Region::The region(s) about which the source contains information:: 
 Continent:::: 
 Country:::: 
 Town/Geographical area::Regions within a country:: 
Level of detail::Which type of information (kind of in-depth) can be expected from 
this source? Does it cover reference information only?::Address|Balance 
Sheets|Background information  
Activity status of a company::Does the source also contain companies no longer in 
business?:: 
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active?::Are companies currently in business listed?::{Yes, No, -} 
inactive?::Are no longer active (historical) companies listed?::{Yes, No, -} 
Source statistics::Important numerical facts about the source 
Number of entries::How many companies are contained in the source? Who 
claims this?::BigYellow: „over 10 million listings“ 
Covered Period::How far do the records in this source date back?::1983- 
Update:: 
Last update::When (date) was the last update?::10.08.1997 
Update frequency::How often is the source 
updated?::{daily|weekly|monthly|less frequent|-} 
Origin and provider of data::By which process and by whom is this data obtained and 
distributed?:: 
Basis of survey::How did the content producer come to this data?::self-
submission|paid advertisement|official phone book|listing mandatory by law 
Content producer::Who produces the content of the source?:: 
Name:: 
Type/Role::Which is the profession of the producer?:: 
Chamber of Commerce::::{Yes|No|-} 
Industry Association:::: {Yes|No|-} 
Telephone Company:::: {Yes|No|-} 
Directory Publisher:::: {Yes|No|-} 
Internet Provider/Host:::: {Yes|No|-} 
Public Institution:::: {Yes|No|-} 
Biz/Tech Consultants:::: {Yes|No|-} 
Non-professional others:::: {Yes|No|-} 
Number of years of experience with this source::Not always is the 
experience claimed (see „years in business“) the true experience with the 
production of the contents of this source::2 
Number of years in business::Sometimes, the duration of staying in a 
business is a good indicator for professionality::25 
Content distributor::Who distributes the content of the source? (may be the same as 
producer):: 
Name:: 
Type/Role::Which is the profession of the distributor?:: 
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Chamber of Commerce::::{Yes|No|-} 
Industry Association:::: {Yes|No|-} 
Telephone Company:::: {Yes|No|-} 
Directory Publisher:::: {Yes|No|-} 
Internet Provider/Host:::: {Yes|No|-} 
Public Institution:::: {Yes|No|-} 
Biz/Tech Consultants:::: {Yes|No|-} 
Non-professional others:::: {Yes|No|-} 
Sophistication of the search engine::Which is the (objective) functionality of the search 
engine?:: 
Features::How can one search with the search engine?::{Static pages only|External 
search engine only|A-Z only|Boolean|Truncation|Thesaurus|-} 
Fields::Attributes of the source which can be searched or are listed in the results:: 
 Searchable fields::Which fields can be searched in order to obtain the output?:: 
Full/Free text::Search across the whole record (or: it is not possible to search 
in a specific field)::{Yes|No|-} 
Company/business (Short name)::{Yes|No|-} 
Company/business (Long name)::{Yes|No|-} 
Brand/Trade name(s)::{Yes|No|-} 
Products/services::(for the moment being also including activities):: 
Text/Code::Is searching possible in the textual description and/or in the 
code?::{Text|Code|-} 
Name/type of the category system::Is the system commonly used? 
Yellow Page servers often use non-standardized systems:: 
{ATECO/NACE|SIC|SITC|H.S./FTN|Standardized others|Non-
standardized others|-} 
Contact/Visit Information::Basic information useful when contacting a 
business:: 
Location type::E.g. Headquarter|Plant:::{Yes|No|-} 
Manager/Key Contact:: 
 Name of contact::::{Yes|No|-} 
 Title of contact::::{Yes|No|-} 
Function of contact::::Position of the contact within the 
company::{Yes|No|} 
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Contact language(s)::Languages in which the company is 
willing and able to communicate:: {Yes|No|-} 
ZIP::Postal area code::{Yes|No|-} 
City/Region::::{Yes|No|-} 
Phone::::{Yes|No|-} 
Fax::::{Yes|No|-} 
Email::::{Yes|No|-} 
Link::URL with further information about the company::{Yes|No|-} 
Location of branch office(s)::::{Yes|No|-} 
Location shown on a map:::: {Yes|No|-} 
Company statistics::Some numbers about the company:: 
Capital::How much capital does the company have?::{Yes|No|-} 
Approx. annual sales/output::::{Yes|No|-} 
Turnover::::{Yes|No|-} 
Number of personnel/employees::::{Yes|No|-} 
Export percentage::::{Yes|No|-} 
Financial status/credit rating::::{Yes|No|-} 
Insolvence/Failure::Has the company gone bankrupt?:: {Yes|No|-} 
Ownership:: 
Owning company::Which company owns this company::{Yes|No|-} 
Name of the owner(s)::::{Yes|No|-} 
Company identification::Symbols/IDs which uniquely identify this 
company:: 
 VAT|fiscal code::::{Yes|No|-} 
Company register::::{Yes|No|-} 
 Other ID codes::::{Yes|No|-} 
Stock exchange/ticker symbol::E.g. NASDAQ code::{Yes|No|-} 
Background information::Facts useful to know, but not essential:: 
Legal form::Company type according to the law, e.g. S.R.L.::{Yes|No|-
} 
Business type::::Can one search/list the type, e.g. public or 
private?::{Yes|No|-} 
Bank(s) used::::{Yes|No|-} 
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Additional textual background information::::{Yes|No|-} 
 Output fields::Which fields can be included in the output?:: 
Format/Markup of the output:: 
 Output format::In which form can one get the output from the source?:: 
  Full list::list of all essential attributes::{Yes|No|-} 
Address label::suited to put on an envelope::{Yes|No|-} 
Output markup::Especially important for automatic post-processing:: 
  Text::E.g. separated by SDF (Standard Delimiter Format)::{Yes|No|-} 
HTML::If one can exploit HTML markup::{Yes|No|-} 
Mainframe Screens::If the output is primarliy screen-oriented. It usually 
contains control characters and part of the navigation, which should be filtered 
out::{Yes|No|-} 
Image::If the output cannot be parsed, because it is in graphical 
form::{Yes|No|-} 
Price::How much does access to the source cost:: 
Free::Can one access the source free of cost?::{Yes|No|-} 
Cost::How much does access cost?:: 
 Basic fee::::Lit. 5.000| To be negotiated 
 Cost per item::::Lit. 3.000 
Flat fee/subscription fee::::50.000 p/a 
Billing method::How can one pay the cost?::Credit card 
Technical details::Link to information about the internal structure of the source, especially 
the data schemata:: 
Broker-related (quality) attributes 
Usefulness::Can the source be used for practical purposes? What can one expect?:: 
 Works::Does the source work at all?::{Yes|No|-} 
 Experimental::Is the system still being tested, i.e. is full functionality not 
claimed?::{Yes|No|-} 
Evaluation::Intuitive comparison of source usefulness::{poor|mediocre|good|-} 
Sophistication of search engine:: 
Evaluation::Intuitive comparison of  search engines::{not 
existing|poor|mediocre|good|-} 
 Reason::How did you come to this evaluation?:: 
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Quality of category system:: 
 Granularity::How fine-grained are the categories?::{not existing|too 
broad|acceptable|narrow|-} 
 Hierarchy::Do the categories stand in a hierarchy?::{Yes|No|-} 
Evaluation::Intuitive overall comparison of category systems. E.g. maybe there are 
typos::{not existing|poor|mediocre|good|-} 
 Reason::How did you come to this evaluation?:: 
Quality of data:: 
Evaluation::Intuitive comparison of results::{poor|mediocre|good|-} 
 Reason::How did you come to this evaluation?:: 
Structured textual comments::The comments are open. 
Availability of the service::E.g. slow connection, frequent unexpected downtimes:: 
Effectiveness::Were clients satisfied with results from this source? What were their 
reactions? Was the information useful, relevant, etc.? For which purposes is this 
source best suited?:: 
Assistance of the producer/distributor:: 
Any other comment:::: 
COBRA trial:: 
Core trial?::Does the source belong to the 7 sources proposed by 
E.I.C./CEDCAMERA for the COBRA trial?:: 
 Useful for demos?::Personal comments of AS about the category systems:: 
Example categories::Categories which describe the information need of the button 
case study:: 
Usage statistics (automatically generated)::Number of times this source was 
accessed within the COBRA trial by this broker:: 
Administrative info::When was this ValuationCard updated the last time by whom? Which 
status does it have?:: 
 Broker::Name of the broker:: 
 Entry/update::The date:: 
 Status::Numerical value, if certain checks have been applied:: 
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University Education 
1990-1997 Study of Computer Science, University of Kaiserslautern, 
Degree: Diplom-Informatiker (similar to MSc in Computer 
Science) 
Employment 
1992-1994 Student assistant in Practical Computer Science 
1994-1997 Student assistant at the German Research Centre for Artificial 
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