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Abstract
Cohomology spaces of the Poisson superalgebra realized on smooth Grassmann-valued func-
tions with compact support on R2 are investigated under suitable continuity restrictions on
cochains. The zeroth, first and second cohomology spaces with coefficients in the adjoint rep-
resentation of the Poisson superalgebra are found for the case of a constant nondegenerate
Poisson superbracket.
1 Introduction
The hope to construct the quantum mechanics on nontrivial manifolds is connected with
geometrical or deformation quantization [1] - [4]. The functions on the phase space are
associated with the operators, and the product and the commutator of the operators are
described by associative *-product and *-commutator of the functions. These *-product and
*-commutator are the deformations of usual product and of usual Poisson bracket.
To find the deformations of Poisson superalgebra, one should calculate the second coho-
mology of the Poisson superalgebra.
In [8], the lower cohomologies (up to second) were calculated for the Poisson algebra
consisting of smooth complex-valued functions on Rn. In [9], the deformations of the Lie
superalgebra of Hamiltonian vector fields with polynomial coefficients are investigated. The
pure Grassmannian case n = 0 is considered in [10] and [11].
In [12], the lower cohomologies of the Poisson superalgebra of Grassmann valued functions
with compact support on Rn in the trivial (up to third cohomology) and adjoint represen-
tation (up to second cohomology) for the case n ≥ 4 are calculated. It occurred that the
case n = 2 needs a separate consideration which is provided in the present paper. In [13] we
study the central extensions of the algebras considered in [12] and in this paper.
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2Let K be either R or C. We denote by D(Rn) the space of smooth K-valued functions
with compact support on Rn. This space is endowed by its standard topology: by definition,
a sequence ϕk ∈ D(R
n) converges to ϕ ∈ D(Rn) if ∂λϕk converge uniformly to ∂
λϕ for every
multi-index λ, and the supports of all ϕk are contained in a fixed compact set. We set
Dn−n+ = D(R
n+)⊗Gn−, En−n+ = C
∞(Rn+)⊗Gn− , D′n−n+ = D
′(Rn+)⊗Gn−,
where Gn− is the Grassmann algebra with n− generators and D
′(Rn+) is the space of con-
tinuous linear functionals on D(Rn+). The generators of the Grassmann algebra (resp., the
coordinates of the space Rn+) are denoted by ξα, α = 1, . . . , n− (resp., x
i, i = 1, . . . , n+).
We shall also use collective supervariables zA which are equal to xA for A = 1, . . . , n+ and
are equal to ξA−n+ for A = n+ + 1, . . . , n+ + n−. The spaces D
n−
n+
, En−n+ , and D
′n−
n+
possess
a natural grading which is determined by that of the Grassmann algebra. The parity of an
element f of these spaces is denoted by ε(f). We also set εA = 0 for A = 1, . . . , n+ and
εA = 1 for A = n+ + 1, . . . , n+ + n−.
Let ∂/∂zA and
←−
∂ /∂zA be the operators of the left and right differentiation. The Poisson
bracket is defined by the relation
{f, g}(z) = f(z)
←−
∂
∂zA
ωAB
∂
∂zB
g(z) = −σ(f, g){g, f}(z), (1.1)
where σ(f, g) = (−1)ε(f)ε(g) and the symplectic metric ωAB = (−1)εAεBωBA is a constant
invertible matrix. For definiteness, we choose it in the form
ωAB =
(
ωij 0
0 λαδ
αβ
)
, λα = ±1, i, j = 1, ..., n+, α, β = 1 + n+, ..., n− + n+,
where ωij is the canonical symplectic form (if K = C, then one can choose λα = 1). The
nondegeneracy of the matrix ωAB implies, in particular, that n+ is even. The Poisson
superbracket satisfies the Jacobi identity
σ(f, h){f, {g, h}}(z) + cycle(f, g, h) = 0, f, g, h ∈ En−n+ . (1.2)
By Poisson superalgebra, we mean the space Dn−n+ with the Poisson bracket (1.1) on it.
The relations (1.1) and (1.2) show that this bracket indeed determines a Lie superalgebra
structure on Dn−n+ .
The integral on Dn−n+ is defined by the relation
∫
dz f(z) =
∫
R
n+ dx
∫
dξ f(z), where the
integral on the Grassmann algebra is normed by the condition
∫
dξ ξ1 . . . ξn− = 1. We identify
G
n− with its dual space G′n− setting f(g) =
∫
dξ f(ξ)g(ξ), f, g ∈ Gn−. Correspondingly,
D′n−n+ , i.e., the space of continuous linear functionals on D
n−
n+
is identified with the space
D′(Rn+) ⊗ Gn− . As a rule, the value m(f) of a functional m ∈ D′n−n+ on a test function
f ∈ Dn−n+ will be written in the “integral” form: m(f) =
∫
dz m(z)f(z).
Let L be a Lie superalgebra acting in a Z2-graded space V (the action of f ∈ L on v ∈ V
will be denoted by f · v). The space Cp(L, V ) of p-cochains consists of all multilinear super
antisymmetric mappings from Lp to V . The space Cp(L, V ) possesses a natural Z2-grading:
by definition, Mp ∈ Cp(L, V ) has the definite parity ε(Mp) if
ε(Mp(f1, . . . , fp)) = ε(Mp) + ε(f1) + . . .+ ε(f1)
3for any fj ∈ L with parities ǫ(fj). The differential d
V
p is defined to be the linear operator
from Cp(L, V ) to Cp+1(L, V ) such that
dVpMp(f1, ..., fp+1) = −
p+1∑
j=1
(−1)j+ε(fj)|ε(f)|1,j−1+ε(fj)εMpfj ·Mp(f1, ..., f˘j , ..., fp+1)−
−
∑
i<j
(−1)j+ε(fj)|ε(f)|i+1,j−1Mp(f1, ...fi−1, {fi, fj}, fi+1, ..., f˘j, ..., fp+1), (1.3)
for any Mp ∈ Cp(L, V ) and f1, . . . fp+1 ∈ L having definite parities. Here the sign˘means
that the argument is omitted and the notation
|ε(f)|i,j =
j∑
l=i
ε(fl)
has been used. The differential dV is nilpotent (see [7]), i.e., dVp+1d
V
p = 0 for any p = 0, 1, . . ..
The p-th cohomology space of the differential dVp will be denoted by H
p
V .
We study the cohomologies of the Poisson algebra Dn−n+ in the following representations:
1. V = D′n−n+ and f ·m = {f,m} for any f ∈ D
n−
n+
andm ∈ D′n−n+ . The space Cp(D
n−
n+
,D′n−n+ )
consists of separately continuous antisymmetric multilinear mappings from (Dn−n+)
p to
D′n−n+ . The continuity of M ∈ Cp(D
n−
n+
,D′n−n+ ) means that the (p+ 1)-form
(f1, . . . , fp+1)→
∫
dzM(f1, . . . , fp)(z)fp+1(z)
on (Dn−n+)
p+1 is separately continuous. The cohomology spaces will be denoted by Hp
D′
.
2. V = En−n+ and f ·m = {f,m} for every f ∈ D
n−
n+
andm ∈ En−n+ . The space Cp(D
n−
n+
,En−n+)
is the subspace of Cp(D
n−
n+ ,D
′n−
n+ ) consisting of mappings taking values in E
n−
n+ . The
cohomology spaces will be denoted by Hp
E
.
3. The adjoint representation: V = Dn−n+ and f · g = {f, g} for any f, g ∈ D
n−
n+
. The space
Cp(D
n−
n+ ,D
n−
n+) is the subspace of Cp(D
n−
n+ ,D
′n−
n+ ) consisting of mappings taking values
in Dn−n+ . The cohomology spaces and the differentials will be denoted by H
p
ad and d
ad
p
respectively.
For these representations we shall denote the differentials by the same symbol dadp as in the
adjoint representation. We shall call p-cocycles M1p , . . .M
k
p independent if they give rise to
linearly independent elements in Hp. For a multilinear form Mp taking values in D
n−
n+
, En−n+ ,
or D′n−n+ , we write Mp(z|f1, . . . , fp) instead of more cumbersome [Mp(f1, . . . , fp)](z).
Below we assume that n+ = 2.
The main results of this work are given by the following two theorems.
Theorem 1.1.
1. H0
D′
≃ H0
E
≃ K, the function M0(z) ≡ 1 is a nontrivial cocycle.
42. H1
D′
≃ H1
E
≃ K2, independent nontrivial cocycles are given by
M11 (z|f) = f¯ , M
2
1 (z|f) = Ezf(z),
where 1 Ez
def
= 1− 1
2
zA ∂
∂zA
and f¯ =
∫
duf(u).
3. Let the bilinear mappings M12 , M
2
2 , M
3
2 , M
4
2 , N
E
2 , L
0
2, L
1
2, L
2
2, and L
3
2 from (D
n−
2 )
2 to
E
n−
2 be defined by the relations
M12 (z|f, g) = f(z)
( ←−
∂
∂zA
ωAB
∂
∂zB
)3
g(z),
M22 (z|f, g) = f¯ g¯,
M32 (z|f, g) = g¯Ezf(z)− σ(f, g)f¯Ezg(z),
M42 (z|f, g) =
∫
du (f(u)Eug(u)− σ(f, g)g(u)Euf(u)) ,
NE2 (z|f, g) = Θ(z|∂2fg)−Θ(z|f∂2g)− 2(−1)
n−ε(f)∂2f(z)Θ(z|g) + 2Θ(z|f)∂2g(z)
L02(x|f, g) = N
E
2 (x|f, g) +
1
2
(
xi∂if(x)
)
g(x)−
1
2
f(x)
(
xi∂ig(x)
)
,
L12(z|f, g) = N
E
2 (z|f, g)−∆(z|f)g(z) + (−1)
ε(f)f(z)∆(z|g)
−
2
3
(−1)ε(f)
(
ξ1∂ξ1f(z)
)
∆(z|g),
L22(z|f, g) = N
E
2 (z|f, g)−∆(z|f)g(z) + f(z)∆(z|g)
L32(z|f, g) = N
E
2 (z|f, g)−∆(z|f)g(z) + (−1)
ε(f)f(z)∆(z|g) +
+∂ξαf(z)∆α(z|g)− (−1)
ε(f)∆α(z|f)∂ξαg(z),
where
Θ(z|f)
def
=
∫
duδ(x1 − u1)θ(x2 − u2)f(u),
∆(z|f)
def
=
∫
duδ(x− y)f(u),
∆α(z|f)
def
=
∫
duηαδ(x− y)f(u), (1.4)
and z = (x1, x2, ξ1, ... , ξn−), u = (y1, y2, η1, ... , ηn−).
If n− is even and n− 6= 0, n− 6= 2, n− 6= 6 then H
2
D′
≃ H2
E
≃ K2 and the cochains M12
and M32 are independent nontrivial cocycles;
if n− is odd and n− 6= 1, n− 6= 3 then H
2
D′
≃ H2
E
≃ K3 and the cochains M12 , M
2
2 and
M32 are independent nontrivial cocycles;
if n− = 0, then H
2
D′
≃ H2
E
≃ K3 and the cochains M12 , M
3
2 and L
0
2 are independent
nontrivial cocycles;
1The operator Ez is a derivation of the Poisson superalgebra.
5if n− = 1, then H
2
D′
≃ H2
E
≃ K4 and the cochains M12 , M
2
2 , M
3
2 and L
1
2 are independent
nontrivial cocycles;
if n− = 2, then H
2
D′
≃ H2
E
≃ K3 and the cochains M12 , M
3
2 and L
2
2 are independent
nontrivial cocycles;
if n− = 3, then H
2
D′
≃ H2
E
≃ K4 and the cochains M12 , M
2
2 , M
3
2 and L
3
2 are independent
nontrivial cocycles;
if n− = 6, then H
2
D′
≃ H2
E
≃ K3 and the cochains M12 , M
3
2 , and M
4
2 are independent
nontrivial cocycles.
Theorem 1.2.
1. H0ad = 0.
2. Let V1 be the one-dimensional subspace of C1(D
n−
2 ,D
n−
2 ) generated by the cocycle M
2
1
defined in Theorem 1.1. Then there is a natural isomorphism V1 ⊕ (E
n−
2 /D
n−
2 ) ≃ H
1
ad
taking (M1, T ) ∈ V1 ⊕ (E
n−
2 /D
n−
2 ) to the cohomology class determined by the cocycle
M21 (z|f) + {t(z), f(z)}, where t ∈ E
n−
2 belongs to the equivalence class T .
3. Let bilinear mapping NE2 from (D
n−
2 )
2 to E
n−
2 be defined in Theorem 1.1 and
N1(f) = −2Λ(x2)
∫
duθ(x1 − y1)f(u),
where Λ ∈ C∞(R) be a function such that d
dx
Λ ∈ D(R) and Λ(−∞) = 0, Λ(+∞) = 1.
Then bilinear mapping ND2 (f, g) = N
E
2 (f, g) + d
ad
1 N1(f, g) maps (D
n−
2 )
2 to D
n−
2 .
4. Let the bilinear mappings M12 , M
3
2 , L
0
2, L
1
2, L
2
2, and L
3
2 from (D
n−
2 )
2 to D
n−
2 be defined
by Theorem 1.1.
Let V
n−
2 be the subspace of C2(D
n−
2 ,D
n−
2 ) generated by the cocycles M
1
2 , M
3
2 and L
n−
2 +
dad1 N1 for n− = 0, 1, 2, 3, and by the cocycles M
1
2 and M
3
2 for n− ≥ 4.
Then there is a natural isomorphism V
n−
2 ⊕ (E
n−
2 /D
n−
2 ) ≃ H
2
ad taking (M2, T ) ∈ V
n−
2 ⊕
(E
n−
2 /D
n−
2 ) to the cohomology class determined by the cocycle
M2(z|f, g)− {t(z), f(z)}g¯ + σ(f, g){t(z), g(z)}f¯ ,
where t ∈ E
n−
2 belongs to the equivalence class T .
2 Preliminaries
We adopt the following multi-index notation:
(zA)0 ≡ 1, (zA)k ≡ zA1 · · · zAk , k ≥ 1,
(∂zA)
0 ≡ 1, (∂zA)
k ≡
∂
∂zA1
· · ·
∂
∂zAk
, k ≥ 1,
6(
←−
∂ zA)
0 ≡ 1, (
←−
∂ zA)
k ≡
←−
∂
∂zAk
· · ·
←−
∂
∂zA1
, k ≥ 1,
Besides, we introduce the following notation
←−
DAz
def
=
←−
∂
∂zB
ωBA. (2.1)
Further,
T ...(A)k ... ≡ T ...A1...Ak..., T ...AiAi+1... = σ(Ai, Ai+1)T
...Ai+1Ai..., i = 1, . . . , k − 1.
The δ-function is normed by the relation
∫
dz′δ(z′− z)f(z′) =
∫
f(z′)δ(z− z′)dz′ = f(z).
We denote by Mp(. . .) the separately continuous p-linear forms on (D
n−
2 )
p. Thus, the
arguments of these functionals are the functions f(z) of the form
f(z) =
n−∑
k=0
f(α)k(x)(ξ
α)k, f(α)k(x) ∈ D(R
2). (2.2)
It can be easily proved that such multilinear forms can be written in the integral form
Mp(z|f1, . . . , fp) =
∫
dzp · · · dz1mp(z|z1, . . . , zp)f1(z1) · · ·fp(zp), p = 1, 2, ... (2.3)
It follows from the antisymmetry properties of the forms Mp that the corresponding kernels
mp have the following properties:
ε(mp(z|z1, . . . , zp)) = pn− + εMp,
mp(|z1 . . . zi, zi+1 . . . zp) = −(−1)
n−mp(z|z1 . . . zi+1, zi . . . zp). (2.4)
The support supp (f) ⊂ R2 of a test function f ∈ D
n−
2 is defined to be the union of the
supports of all f(α)k entering in the decomposition (2.2). For m ∈ D
′n−
2 , the set supp (m) is
defined analogously.
The signˆ(hat) over the form M or over its kernel m(z|u, v, ...) means that the kernel m
is considered off the diagonals z = u, z = v, ...
The following low degree filtrations Pp1,p2,...,ps of the polynomials we define as:
Definition 2.1.
Pp1,p2,...,ps = {f(k1, k2, ..., ks) ∈ K[k1, ..., ks] :
∃g ∈ K[α1, α2, ..., αs, k1, ..., ks] f(α1k1, α2k2, ...) = α
p1
1 α
p2
2 ...α
ps
s g}, (2.5)
where k1, k2, ... , ks are some sets of supervariables, and α1, ... , αs are some even variables.
Evidently, Pp1,p2... ⊂ Pq1,q2... if pi ≥ qi. It is clear also, that if f ∈ Pp1,p2,... and g ∈ Pq1,q2,...
then fg ∈ Pp1+q1,p2+q2,....
3 Cohomologies in the adjoint representation
In this and following section, we prove Theorems 1.1 and 1.2. We assume that the forms
under consideration take values in the space A, where A is one of the spaces D
′n−
2 , E
n−
2 , or
D
n−
2 .
73.1 H0ad
The proof of Theorems 1.1 and 1.2 for describing the zeroth cohomologies in the adjoint
representation is the same as for the case n+ ≥ 4 and is presented in [12].
3.2 H1ad
The proof of Theorems 1.1 and 1.2 for describing the first cohomologies in the adjoint
representation is the same as for the case n+ ≥ 4 and is presented in [12].
3.3 H2ad
For the bilinear form
M2(z|f, g) =
∫
dvdum2(z|u, v)f(u)g(v) ∈ A,
the cohomology equation has the form
0 = dad2 M2(z|f, g, h) =
= σ(g, h){M2(z|f, h), g(z)} − {M2(z|f, g), h(z)} − σ(f, gh){M2(z|g, h), f(z)} −
−M2(z|{f, g}, h) + σ(g, h)M2(z|{f, h}, g) +M2(z|f, {g, h}). (3.1)
The solution of (3.1) can be presented as a sequence of the following propositions:
Proposition 3.1. M2(z|f, g) = M2|1(z|f, g) +M
1
2|2(z|f, g) +M
2
2|2(z|f, g), where
M2|1(z|f, g) = cf¯ g¯, ε(c) = ε(M2), d
ad
2 M2|1(z|f, g, h) = 0, (3.2)
M12|2(z|f, g) =
Q∑
q=0
m1(A)q (z|[(∂zA)
qf(z)]g − σ(f, g)[(∂zA)
qg(z)]f), (3.3)
M22|2(z|f, g) =
Q∑
q=0
m2(A)q (z|[(∂A)
qf ]g − σ(f, g)(∂A)
qg]f), (3.4)
and the parities of the linear forms m1,2(A)q (z|·) are equal to
ε(m1,2(A)q ) = ε(M2) + |εA|1,q + n−. (3.5)
Due to antisymmetry of bilinear form the constant c can be nonzero only if n− is odd.
Let us denote the space of all bilinear forms with the representation (3.3) as M1 and
with the representation (3.4) as M2.
The spaceM0 =M1
⋂
M1 6= {0} is called in this paper the space of local bilinear forms.
So the decomposition of this Proposition is unique up to local bilinear forms.
To prove this Proposition it suffices to consider Eq. (3.1) in the following two domains:
z
⋂[
supp(f)
⋃
supp(g)
⋃
supp(h)
]
= supp(f)
⋂[
supp(g)
⋃
supp(h)
]
= ∅ and
z
⋂[
supp(f)
⋃
supp(g)
]
=supp(f)
⋂[
supp(g)
⋃
supp(h)
]
=supp(g)
⋂
supp(h)=∅.
8Proposition 3.2.
M22|2(z|f, g) = δn−,6µ(z)
∫
du
(
uA
∂f(u)
∂uA
g(u)− σ(f, g)uA
∂g(u)
∂uA
f(u)
)
+ V2(z)Θ(z|∂2f g − f ∂2g) + d
ad
1 ζ(z|f, g) +M2 loc
Proof. Consider Eq. (3.1) into the domain z
⋂
[supp(f)
⋃
supp(g)
⋃
supp(h)] = ∅, where
M12|2(z|f, g) is equal to zero identically. Using the results of the subsection 3.2 of [12] we
obtain
Mˆ22|2(z|f, g) =
∫
dumˆ2A(z|u)
(
∂f(u)
∂uA
g(u)− σ(f, g)
∂g(u)
∂uA
f(u)
)
and the vector mˆ2A(z|u) satisfies the equation
2mˆ2A(z|u)
←−
∂
∂uC
ωCB − 2σ(A,B)mˆ2B(z|u)
←−
∂
∂uC
ωCA + µ(z)ωAB = 0, (3.6)
where µ(z) = m2A(z|u)
←−
∂
∂uA
(−1)εA, ε(µ) = ε(M2) + n−, does not depend on u. It follows
from this equation that (6− n−)µ(z) = 0.
So, either n− = 6 or µ(z) = 0.
The partial solution of (3.6) has the simple form mˆ2Apartial(z|u) = −
1
4
µ(z)uA.
Let us find the solution of homogeneous equation
mˆ2A(z|u)
←−
∂
∂uC
ωCB − σ(A,B)mˆ2B(z|u)
←−
∂
∂uC
ωCA = 0, (3.7)
Consider 3 cases separately: i) A = α > 2, B = β > 2, ii) A = i ≤ 2, B = β > 2, and
iii) A = i ≤ 2, B = j ≤ 2.
i)
Let A = α, B = β,
mˆ2α(z|u)
←−
Dβu + mˆ
2β(z|u)
←−
Dαu = 0.
Introduce the tensor
T αβ(z|u) = m2α(z|u)
←−
Dβu +m
2β(z|u)
←−
Dαu .
Since Tˆ αβ(z|u) = 0 we have
T αβ(z|u) =
∑
q
t
(l)q
αβ (z|η)(∂l)
qδ(x− y).
The identity T αβ
←−
D γu + cycle(α, β, γ) = 0 gives t
(l)q
αβ (z|η)
←−
D γu + cycle(α, β, γ) = 0 and as a
consequence t
(l)q
αβ (z|η) = t
(l)q
α (z|η)
←−
Dβu + t
(l)q
β (z|η)
←−
Dαu , which implies
m2α(z|u) = m′2(z|u)
←−
Dαu +
∑
q
t(l)qα (z|η)(∂l)
qδ(x− y) (3.8)
with some vectors m′2(z|u) and t
(l)q
α (z|η).
9ii)
Let A = i, B = β. Then, using (3.8), we can write
[mˆ2i(z|u)− mˆ′2(z|u)
←−
D iu]
←−
Dβu = 0.
Introduce the tensor Tiβ(z|u) = [m
2i(z|u)−m′2(z|u)
←−
∂ jω
ji]
←−
∂ βλβ =
∑
q t
(l)q
iβ (z|η)(∂l)
qδ(x−y).
The identity t
(l)q
iβ (z|η)
←−
Dαu + t
(l)q
iα (z|η)
←−
Dβu = 0 gives t
(l)q
iβ (z|η) = t
(l)q
i (z|η)
←−
Dβu, which implies
[m2i(z|u)−m2(z|u)
←−
D iu −
∑
q
t
(l)q
i (z|η)(∂l)
qδ(x− y)]
←−
Dβu = 0,
and, in its turn
m2i(z|u) = m′2(z|u)
←−
D iu +
∑
q
t
(l)q
i (z|η)(∂l)
qδ(x− y) + σi(z|y)
with some vectors t
(l)q
i (z|η) and σ
i(z|y).
So
m2A(z|u) = m′2(z|u)
←−
DAu + δAiσ
i(z|y) +
∑
q
t
(l)q
A (z|η)(∂l)
qδ(x− y). (3.9)
iii)
Let A = i, B = j. It follows from (3.9) that σˆi(z|y)
←−
D jy− σˆ
j(z|y)
←−
D iy = 0 and σˆ
i(z|y)
←−
∂
∂yi
=
0. Introduce vector
T i(z|y) = σi(z|y)− t(z|y)
←−
D iy, t(z|y) = σ
1(z|y)
1
←−
D 1y
.
Evidently, T 1(z|y) = 0 and Tˆ i(z|y)
←−
∂ yi = Tˆ
2(z|y)
←−
∂ y2 = 0. So
[σ2(z|y)− t(z|y)
←−
∂ y1 ]
←−
∂ y2 = A(z|y) =
∑
p,q≥0
Apq(z)∂p1∂
q
2δ(x− y).
Represent A(z|y) in the form
A(z|y) = [A1(z|y) + A2(z|y)
←−
∂ y1 − V2(z)δ(x1 − y1)θ(x2 − y2)]
←−
∂ y2 ,
A1(z|y) =
∑
p,q≥0
A′pq(z)∂py1∂
q
y2δ(x− y) = loc,
A2(z|y) =
∑
p≥0
Ap(z)∂p1∂
q
2δ(x1 − y1)θ(x2 − y2), A2(z|y)
←−
∂ y2 =
∑
p≥0
A′p(z)∂p1∂
q
2δ(x− y) = loc.
Then σ2 acquires the form
σ2(z|y)− t(z|y)
←−
∂ 1−A2(z|y)
←−
∂ 1−A3(z)δ(x1−y1)θ(x2−y2)−A1(z|y) = b(z|y1) = a(z|y1)
←−
∂ 1.
Thus, we obtain, that σi(z|y) can be represented in the form
σi(z|y) = σ(z|y)
←−
D iu +
(
0
V2(z)δ(x1 − y1)θ(x2 − y2)
)
+ σiloc,
σ(z|y) = t(z|y) + A2(z|y) + a(z|y1).
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Finally,
m2A(z|u) = m2(z|u)
←−
DAu + δA2V2(z)δ(x1 − y1)θ(x2 − y2) +
∑
q
t
(l)q
A (z|η)(∂l)
qδ(x− y),
which gives the statement of the Proposition.
Analogously one can prove the following
Proposition 3.3. The linear forms m1(A)q (z|·) from Proposition 3.1 have the kernels of
the form
mˆ1(A)0(z|u) = a(u); mˆ1(A)q (z|u) = 0, for q ≥ 2,
m1A(z|u) = −
1
2
a(u)zA +m1(z|u)
←−
D
A
z
+δA2V1(u)δ(x1 − y1)θ(x2 − y2) +m
1
loc,
ε(m1) = ε(M2) + n−,
where a(u), V1(u), m
1(z|u) are some distributions and m1loc is a distribution with support in
the plane z = u.
Thus we obtained that the cocycle M2(z|f, g) has the form
M2(z|f, g) =M2|2(z|f, g) +M2|3(z|f, g) +M2|4(z|f, g) +M2|5(z|f, g)+
+M2|8(z|f, g) +M2|loc(z|f, g) + d
ad
1 ζ
2(z|f, g),
where
M2|2(z|f, g) = c2f¯ g¯,
M2|3(z|f, g) =
∫
dua(u) [f(u)Ezg(z)− σ(f, g)g(u)Ezf(z)] ,
M2|4(z|f, g) = δn−, 6µ(z)
∫
du[{uA∂Af(u)}g(u)− f(u)u
A∂Ag(u)],
M2|5(z|f, g) = V2(z)[Θ(z|∂2fg)−Θ(z|f∂2g)] + (−1)
ε(f)εM2∂2f(z)Θ(x|V1g)−Θ(z|V1f)∂2g(z),
M2|8(z|f, g) = σ(f, g)g(u){m
1(z|g), f(z)} − {m1(z|f), g(z)}.
Proposition 3.4. The parameters µ(z) and V2 from Proposition 3.2, and the parameters
a(u), V1, and m
1(z, u) from Proposition 3.3 have the following form: a(u) = c3 = const,
µ(z) = c4 = const, V2 = c5, V1 = −2c5, m
1(z|u) =
∑
p,q≥0B
pq(ξ, u)(∂1)
p(∂q2)
qδ(x − y) +
b(z) + c(u)
Proof. The cohomological equation (3.1) reduces now to∫
dua(u){f(u), g(u)}Ezh(z)+
+ σ(M2(f, g), h)δn++4,n−{h(z), µ(z)}
∫
du[{uA∂Af(u)}g(u)− f(u)u
A∂Ag(u)]+
+ {mˆ1(z|{f, g}), h(z)}+Θ(z|V1{f, g})∂2h(z)+
+ σ(M2(f, g), h){h(z), V2(z)}[Θ(z|∂2fg)−Θ(z|f∂2g)] = 0. (3.10)
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in the domain [z
⋃
supp(h)]
⋂
[supp(f)
⋃
supp(g)] = ∅.
Choosing h(u) = const in some neighborhood of the point z we obtain a(u) = const.
Choosing f(u) = const in some neighborhood of supp(g) we obtain µ(z) = const. As a
consequence, we obtain
∂2h(z)Θ(z|V1{f, g}) + {h(z), V2(z)}[Θ(z|∂2fg)−Θ(z|f∂2g)]− {h(z), mˆ
1(z|{f, g})} = 0,
which implies in its turn
δA,2[δ(x1 − y1)θ(x2 − y2)V1(u)]
←−
∂ Dω
DB + 2ωAC∂C [V2(z)δ(x1 − y1)θ(x2 − y2)]δB,2−
− ωAC∂Cmˆ
1(z|u)
←−
∂ Dω
DB = 0. (3.11)
Considering all the combinations: A = 1, 2, α, B = 1, 2, β (see Appendix 3), we obtain the
result of the Proposition.
When one substitutes the expression for m1(z|u) into the expression for M12|2, one find
that c(u) is cancelled and that b(z) gives rise to pure differential only.
The results of Propositions 3.1 - 3.4 can be summarized in the following
Lemma 3.1. The solution of the equation (3.1) has the following form
M2(z|f, g) = c2m2|2(z|f, g) + c3m2|3(z|f, g) + δn−, 6c4m2|4(z|f, g)+
+ c5m
′
2|5(z|f, g) +M2|loc(z|f, g) + d
ad
1 ζ
2(z|f, g),
where
m2|2(z|f, g) = f¯ g¯,
m2|3(z|f, g) = f¯Ezg(z)− (−1)
ε(f)ε(g)g¯Ezf(z),
m2|4(z|f, g) = 2
∫
du[f(u)Eug(u)− Euf(u)g(u)],
m′2|5(z|f, g) = Θ(z|∂2fg)−Θ(z|f∂2g)− 2(−1)
n−ε(f)∂2f(z)Θ(z|g) + 2Θ(x|f)∂2g(z),
ci are some constants, and c2 = 0 if n− is even.
The forms m2|2(z|f, g), m2|3(z|f, g), and δn−, 6m2|4(z|f, g) satisfy the cohomological equa-
tion.
4 Local cohomological equation
Since the bilinear forms m2|2, m2|3, and δn−, 6m2|4 are cocycles, the cohomology equation is
reduced to
dad2 M2|loc(z|f, g, h) = −c5d
ad
2 m
′
2|5(z|f, g, h). (4.1)
The local bilinear form has the following form
M2|loc(z|f, g) =
N∑
p,q=0
(−1)ε(f)|εB |1,qm(A)p|(B)q(z)[(∂zA)
pf(z)](∂zB)
qg(z), (4.2)
m(B)q |(A)p = −(−1)|εA|1,p|εB|1,qm(A)p|(B)q , m(A)0|(B)0 = 0, (4.3)
ε(m(A)p|(B)q) = ε(M2) + |εA|1,p + |εB|1,q.
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4.1 Equation for local form
One can observe that dad2 m
′
2|5(z|f, g, h) is a local form. So we can use the method of [8] to
solve Eq. (4.1). Let x ∈ U , where U ∈ R2 is some bounded domain. Consider Eq. (4.1) for
the functions of the form
f(z) = ez
ApAf0(z), g(z) = e
zAqAg0(z), h(z) = e
zArAh0(z), ε(kA) = ε(lA) = ε(rA) = εA,
where p = (a, π), q = (b, γ) and r = (c, ρ) are new supervariables, f0(z) = g0(z) = h0(z) = 1
if x ∈ U (z = (x, ξ)). So, if x ∈ U then Eq. (4.1) takes the form
[p, q]Φ(z, p, q, r) + {F (z, q, r), zp}+ cycle(p, q, r) =
= σc5([p, q]{δ(π + ρ) + δ(γ + ρ)− 2δ(ρ)− δ(π + γ + ρ)}+
+ [π, γ]{δ(π + ρ) + δ(γ + ρ)− 2δ(ρ)−
2
3
δ(π + γ + ρ)} + cycle(p, q, r), (4.4)
where F (z, p, q) =
∑N
k,l=0m
(A)k |(B)l(z)(pA)
k(qB)
l = −F (z, q, p),
Φ(z, p, q, r) = F (z, p+ q, r)− F (z, p, r)− F (z, q, r) = Φ(z, q, p, r),
[a, b]
def
= aiω
ijbj , [π, γ]
def
= παλαγα, [p, q]
def
= (−1)εAωABpAqB = [a, b]− [π, γ],
and σ = (−1)n−(n−−1)/2.
Let
Ψ(z|p, q, r) = ψ(z|p+ q, r)− ψ(z|p, r)− ψ(z|q, r), (4.5)
ψ(z|p, q) =
N∑
k,l=0
m(z)(A)k |(B)l(pA)
k(qB)
l = −ψ(z|q, p). (4.6)
be the solution of the homogeneous part of Eq. (4.4):
[p, q]Ψ(z|p, q, r) + {ψ(z|p, q), zr}+ cycle(p, q, r) = 0. (4.7)
This homogeneous equation is solved in Appendix 2, and, up to coboundary, its solution
has the form
ψ(z|p, q) = c[p, q]3, (4.8)
where c is an arbitrary constant.
Now let us find the partial solutions of Eq. (4.4) for different values of n−.
4.2 Partial solution of Equation (4.4) for the case n− = 0.
Eq. (4.4) reduces to
[a, b]Φ(x, a, b, c) + [b, c]Φ(x, b, c, a) + [c, a]Φ(x, c, a, b)+
+ {F (x, b, c), xa}+ {F (x, c, a), xb}+ {F (x, a, b), xc} =
= −c5([a, b] + [b, c] + [c, a])
and has a partial solution
F (x, a, b) =
c5
2
(xa− xb). (4.9)
13
4.3 Partial solution of Equation (4.4) for the case n− = 1.
Eq. (4.4) reduces to
[p, q]Φ(z, p, q, r) + [q, r]Φ(z, q, r, p) + [r, p]Φ(z, r, p, q)+
+ {F (z, q, r), zp}+ {F (z, r, p), zq}+ {F (z, p, q), zr} =
= −c5([p, q]ρ1 + [q, r]π1 + [r, p]γ1 + 2λ1π1γ1ρ1)
and has a partial solution
F (z, p, q) = c5
(
γ1 − π1 −
2
3
ξ1π1γ1
)
,
4.4 Equation (4.4) for n− ≥ 2
Let F (z, p, q) = c5σ[δ(γ)− δ(π)] + F1(z, p, q).
The cohomological equation (4.4) for shifted form takes the form
[p, q]Φ1(z, p, q, r) + {F1(z, q, r), zp}+ cycle(p, q, r) =
= σc5 (ℵ([p, q] + [q, r] + [r, p]) + 2ℵ
απαγαραλα) , (4.10)
where
ℵ(π, γ, ρ) = δ(π + ρ) + δ(γ + ρ) + δ(γ + π)− δ(π)− δ(γ)− δ(ρ)− δ(π + γ + ρ), (4.11)
ℵα(π, γ, ρ) = δα(π + ρ) + δα(γ + ρ) + δα(γ + π)− δα(π)− δα(γ)− δα(ρ)− δα(π + γ + ρ),
and δα(π) = δ(π)
←−
∂ α.
Obviously, the following proposition takes place:
Proposition 4.1. ℵ and ℵα are symmetrical and
1) ℵ = 0 for n− = 1 and for n− = 2,
2) ℵα = 0 for n− = 0, for n− = 2, and for n− = 3,
3) ℵ 6= 0 for n− ≥ 4 and ℵ
α 6= 0 for n− ≥ 4.
This proposition allows us to find the partial solutions for the cases n− = 2, 3 and to
prove that there is no solution for the case n− ≥ 4.
4.5 Partial solution of Equation (4.4) for n− = 2
Due to Proposition 4.1, Eq. (4.10) reduced to
[p, q]Φ1(z, p, q, r) + {F1(z, q, r), zp}+ cycle(p, q, r) = 0
for n− = 2. It has the solution F1(z, p, q) = 0 and so
F (z, p, q) = c5[δ(π)− δ(γ)].
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4.6 Partial solution of Equation (4.4) for n− = 3
Eq. (4.10) has the solution
F1(z, p, q) = c5(δα(π)γα − δα(γ)πα)
and so
F (z, p, q) = c5(δ(π)− δ(γ) + δα(π)γα − δα(γ)πα).
4.7 Solution of Equation (4.4) for n− ≥ 4
Here we prove that if n− ≥ 4 then Eq. (4.4) has a solution only if c5 = 0.
Let F1(z, p, q) = σc5[δα(γ)πα − δα(π)γα] + F2(z, p, q). Then Eq. (4.10) acquires the form
[p, q]Φ2(z, p, q, r) + {F2(z, q, r), zp}+ cycle(p, q, r) = R(p, q, r), (4.12)
where
R(p, q, r) = σc5
((
[p, q](ℵ − ℵ
←−
∂
∂ρα
∣∣∣
ρ=0
ρα) + cycle(p, q, r)
)
+ 2ℵαπαγαραλα
)
∈ P2,2,2
.
Proposition 4.2. Let R(k, l, r) ∈ P2,2,2. Let the polynomial G(k, l) = −G(l, k) be the
solution of the equation
[k, l](G(k + l, r)−G(k, r)−G(l, r)) + {G(z, l, r), zk}+ cycle(k, l, r) = R(k, l, r). (4.13)
Then G(k, l) ∈ P2,2 and does not depend on z up to coboundary, i.e. up to polynomials of
the form
Mtriv(z|k, l) = [k, l](t(z|k + l)− t(z|k)− t(z|l)) + {t(z|l), zk} − {t(z|k), zl}. (4.14)
The proof of the Proposition based on the Propositions 4.3 - 4.5 (see also [12]).
Decompose the polynomial G(z|k, l) as
G(k, l) = t0(z|k)− t0(z|l) + t
AB
11 (z)kAlB + t
A
1 (z|k)lA − t
A
1 (z|l)kA + ϕ(z|k, l), (4.15)
where t0(z|k) ∈ P1, t
A
1 (z|k) ∈ P2 and ϕ(z|k, l) ∈ P2,2. The decomposition (4.15) satisfies the
following propositions:
Proposition 4.3. t0(z|k)− t0(z|l) = dt(z|k, l)+ [k, l]t(z), where t(z) ∈ A, and the linear
form t(z|f) is defined as t(z|f) = −t(z)f(z).
To prove this proposition, we consider Eq. (4.13) for r = 0. We obtain [k, l](t0(z|k +
l)− t0(z|k)− t0(z|l))− {t0(z|k), z
AlA}+ {t0(z|l), z
AkA} = 0. This equation has the solution
t0(z|k) = α(1−
1
2
zAkA)+ {t(z), z
AkA}. It follows from t0(z|0) = 0 that α = 0, which implies
the statement of the Proposition.
Proposition 4.4. The term t0(z|k)− t0(z|l) + t
AB
11 (z)kAlB in (4.15) is a coboundary.
Due to Proposition 4.3 we can write t0(z|k)−t0(z|l)+t
AB
11 (z)kAlB = dt(z|k, l)+t˜
AB
11 (z)kAlB.
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The terms linear in k, l and r in Eq. (4.13) give the equation
σ(C,A)t˜AB11 (z)
←−
DC + σ(A,B)t˜BC11 (z)
←−
DA + σ(B,C)t˜CA11 (z)
←−
DB = 0. (4.16)
Together with t˜AB11 (z) = −σ(A,B)t˜
BA
11 (z), this equation implies that σ(A,B)t˜
AB
11 (z) =
wA(z)
←−
DB − wB(z)
←−
DA with some vector-function wA(z). So t˜AB11 (z)kAlB = {w(z|k), zl} −
{w(z|l), zk} with w(z|k) = wA(z)kA. This coincides with (4.14).
Proposition 4.5. Up to a coboundary, tA1 (z|k)lA − t
A
1 (z|l)kA ∈ P2,2.
Due to Propositions 4.3 and 4.4 we can assume that t0(z|k) − t0(z|l) + t
AB
11 (z)kAlB =
0. Consider the terms linear in l and r in Eq. (4.13). These terms give the equation:
tA1 (z|k)
←−
DB − σ(A,B)tB1 (z|k)
←−
DA = 0, which implies tA1 (z|k) = t(z|k)
←−
DA and tA1 (z|k)lA −
tA1 (z|l)kA = {t(z|k), zl}−{t(z|l), zk}. So t
A
1 (z|k)lA− t
A
1 (z|l)kA = {t(z|k), zl}−{t(z|l), zk}−
(t(z|k+l)−t(z|k)−t(z|l))[k, l]+(t(z|k+l)−t(z|k)−t(z|l))[k, l] = dt(z|k, l)+ϕt(z|k, l), where
ϕt(z|k, l) = (t(z|k + l)− t(z|k)− t(z|l))[k, l] ∈ P2,2. Thus, up to coboundary, G(k, l) ∈ P2,2.
Now, we can complete the proof of 4.2 noticing that the linear in r terms in Eq. (4.13)
give {G(k, l), zr} = 0.
In such a way, F2(p, q) does not depend on z, and so F1(p, q) does not depend on z also,
which implies that Eq. (4.10) acquires the form
[p, q]Φ1(p, q, r) + cycle(p, q, r) = (4.17)
= σc5 (ℵ([p, q] + [q, r] + [r, p]) + 2ℵ
απαγαραλα)
Let us note that the right hand side of (4.17) change the sign under the following trans-
formations:
(πα → −πα, γα → −γα, ρα → −ρα) (4.18)
for any α = 1, ..., n−. So, if Eq. (4.17) has a solution for c5 6= 0, then this equation has a
partial solution which change the sign under transformations (4.18). Let us look for such
F1(p, q), that changes the sign under the transformation (4.18), i.e. for each α = 1, ..., n−
F1(a1, a2, π1, ...,−πα, ...πn− , b1, b2, γ1, ...,−γα, ...γn−) =
= −F1(a1, a2, π1, ..., πα, ...πn−, b1, b2, γ1, ..., γα, ...γn−). (4.19)
Proposition 4.6.
∂
∂ai
F1(p, q) =
∂
∂bi
F1(p, q) = 0
Indeed, since degF1(p, q) = n−, the relation (4.19) gives the statement of the Proposition.
The decomposition of Eq. (4.17) on ai, bi gives that this equation reduces to the system
of the equations {
F1(p+ q, r)− F1(p, r)− F1(q, r) = σc5ℵ(π, γ, ρ)
c5ℵ
α = 0
(4.20)
Because ℵα 6= 0 for n− ≥ 4, the relation (4.20) implies, that c5 = 0 for n− ≥ 4.
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Thus, the general solution of cohomology equation (3.1) has the form
M2(z|f, g) =c1m2|1(z|f, g) + c2m2|2(z|f, g) + c3m2|3(z|f, g) + δ6,n−c4m2|4(z|f, g)+
+ c5m2|5(z|f, g) + d
ad
1 ζ
2(z|f, g), (4.21)
m2|1(z|f, g) = f(z)(
←−
∂ Aω
AB∂B)
3g(z),
m2|2(z|f, g) =
{
f¯ g¯ for odd n−
0 for even n−,
m2|3(z|f, g) = f¯Ezg(z)− (−1)
ε(f)ε(g)g¯Ezf(z),
m2|4(z|f, g) =
{ ∫
du[{uA∂Af(u)}g(u)− f(u)u
A∂Ag(u)] for n− = 6,
0 for n− 6= 6,
m2|5(z|f, g) =
{
L
n−
2 for 0 ≤ n− ≤ 3,
0 for n− ≥ 4,
where the bilinear forms Li2 are listed in Theorem 1.1 and d
ad
2 m2|i(z|f, g, h) = 0, i = 1, ..., 5.
Note that ε(m2|5) = n−.
4.8 Independence and nontriviality
It is shown in [12] that no linear combination of nonzero m2|i, i = 1, ..., 4 can be expressed
as coboundary, but zero.
Here we show that m2|1, m2|2, m2|3, and m2|5, represent independent nontrivial cohomolo-
gies at n− = 1, 3 and thatm2|1,m2|3, andm2|5, represent independent nontrivial cohomologies
at n− = 0, 2.
Suppose that
c1m2|1(z|f, g) + c2m2|2(z|f, g) + c3m2|3(z|f, g) + c5m2|5(z|f, g) = d
ad
1 ζ(z|f, g).
Let the supports of the functions f and g satisfy the condition
z
⋂
supp(f) = z
⋂
supp(g) = supp(f)
⋂
supp(g) = ∅.
In this case we obtain c2f¯ g¯ = 0, and c2 = 0.
Further, let [z
⋃
supp(f)]
⋂
supp(g) = ∅. Then we have c3[(1 −
1
2
zA ∂
∂zA
)f(z)g¯ −
2c5(−1)
n−ε(f)∂2f(z)Θ(z|g) = (−1)
ε(f)εM2{f(z), ζˆ(z|g)}. Considering the terms proportional
to f(z) in this equation, we obtain c3f(z)g¯ = 0, and c3 = 0. Further, since ε(M2) = n− we
have −2c5∂2f(z)Θ(z|g) = {f(z), ζˆ(z|g)} and
∂2ζˆ(z|u) = 0, (4.22)
2c5δ(x1 − y1)θ(x2 − y2) = ∂1ζˆ(z|u). (4.23)
It follows from Eq. (4.22) that
ζ(z|g) =
∑
l,m≥0
V lm1 (ξ|u)∂
l
1∂
m
2 δ(x− y) +
∑
l≥0
V l2 (ξ|u)∂
l
1δ(x1 − y1)θ(x2 − y2) + µ(x1, ξ|u).
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Then we obtain from Eq. (4.23)(
2c5δ(x1 − y1)−
∑
l≥0
V l2 (ξ|u)∂
l+1
1 δ(x1 − y1)
)
θ(x2 − y2) = ∂1µˆ(x1, ξ|u)
which implies 2c5δ(x1 − y1) =
∑
l≥0 V
l
2 (ξ|u)∂
l+1
1 δ(x1 − y1) and c5 = 0.
It is proved in [12] that m2|1 is not coboundary, and so c1 = 0 also.
4.9 Exactness of the form dad1 ζ(z|f, g)
Let us discuss the terms Md|2(z|f, g),
Md|2(z|f, g) ≡ d
ad
1 ζ
2(z|f, g) = σ(f,M2){f(z), ζ
2(z|g)} −
−σ(f, g)σ(g,M2){g(z), ζ
2(z|f)} − ζ2(z|{f, g})
in the expression (4.21).
Assume that both functionsM2(z|f, g) and ζ
2(z|g) belong to the space A for all functions
f, g ∈ D
n−
2 .
1) A = D
′n−
2 . In this case ζ
2(z|g) ∈ D
′n−
2 and the form Md|2(z|f, g) is exact (trivial
cocycle).
2) A = E
n−
2 . In this case ζ
2(z|g) ∈ E
n−
2 and the form Md|2(z|f, g) is exact (trivial
cocycle).
3) A = D
n−
2 .
Consider the condition that M2(z|f, g) ∈ D
n−
2 for all f, g ∈ D
n−
2 . This condition gives
that c2 = c4 = 0 in (4.21) and that N
E
2 (z|f, g) + d
ad
1 ζ
2(z|f, g) ∈ D
n−
2 . Let ζ
2(z|f) =
N1(z|f)+ ζ(z|f), where N1(f) = −2Λ(x2)
∫
duθ(x1−y1)f(u), and Λ ∈ C
∞(R) be a function
of x such that d
dx
Λ ∈ D(R) and Λ(−∞) = 0, Λ(+∞) = 1.
Then dad1 N1(f, g) = −Λ(x2)
∫
duδ(x1 − y1)[∂2f(u)g(u)− f(u)∂2g(u)] and N
D
2 (z|f, g)
def
=
NE2 (f, g) + d
ad
1 N1(f, g) ∈ D
n−
2 for all f, g ∈ D
n−
2 because Θ(z|∂2fg) − Θ(z|f∂2g) −
Λ(x2)
∫
duδ(x1 − y1)[∂2f(u)g(u)− f(u)∂2g(u)] ∈ D
n−
2 .
Further, let us use the following Lemma proved in [12]:
Lemma 4.1. Let dad1 ζ(z|f, g) ∈ D
n−
n+
. Then
ζ(z|f) = ζD(z|f) + ζ(z)f¯ , (4.24)
where ζD(z|f) ∈ D
n−
n+
and ζ(z) ∈ En−n+.
Thus, Md|2(z|f, g) = Md|2|D(z|f, g) +Md|2|C(z|f, g), where Md|2|D(z|f, g) = d
ad
1 ζD(z|f, g)
are the exact forms, and Md|2|C(z|f, g) = {f(z), ζ(z)}g¯ − σ(f, g){ζ(z), g(z)}f¯ are nontrivial
cocycles parameterized by the classes of the functions E
n−
2
/
D
n−
2
.
Finally, we have
M2(z|f, g) = c1m2|1(z|f, g) + c3m2|3(z|f, g) + c5(m2|5(z|f, g) + d
ad
1 N1(z|f, g)) +
+ {f(z), ζE(z)}g¯ − σ(f, g){ζE(z), g(z)}f¯ + dad1 ζ
D(z|f, g),
where ζE(z) ∈ E
n−
2 /D
n−
2 .
18
Appendix 1.
In this appendix the lemmas, which are used in the proof of the Theorems A2.1 and
A2.2, are formulated. These lemmas are proved in [12].
Let p, q and r be 3 sets of supervariables with 2 even and n− odd variables each. The
notation [p, q] in this appendix means as before [p, q] = (−1)ApAω
ABqB.
Lemma A1.1. Let p be supervariables with n ≥ 2 even and with no odd variables. Let
F (p), G(p), u(p) and v(p) be the polynomials in p such that u(p) and v(p) does not depend
on p1. Let v|p2=0 6= 0. Then the following relation
(p1p2 + u)F + vG = 0 (A1.1)
is satisfied if and only if there exists such polynomial f(p) that
F = vf(p), G = −(p1p2 + u)f(p). (A1.2)
Lemma A1.2. Let n+ ≥ 2, n− ≥ 0. If F (p, q, r) and G(p, q, r) are polynomial in p, q
and r then the following relation
[p, q]F + [q, r]G = 0 (A1.3)
is satisfied if and only if there exists such polynomial f(p, q, r) that
F = [q, r]f(p, q, r), G = −[p, q]f(p, q, r). (A1.4)
Lemma A1.3. If n+ ≥ 2 then the general solution of the equation
∂f(k, l)
∂kA
= lAg(k, l), where lA = (−1)εAωABlB (A1.5)
for the polynomial functions f(k, l) and g(k, l) has the form
f(k, l) = H(x, l) =
Q∑
q=0
fq(l)x
q, g(k, l) =
∂H(x, l)
∂x
,
where fq(l) are some polynomials of l, and x = kAl
A.
Lemma A1.4. If n+ 6= 1 then the general solution of the equation
kAaB(k)− σ(A,B)kBaA(k) = 0, (A1.6)
for the polynomials aA(k) has the form
aA(k) = kAa(k),
where a(k) is an arbitrary polynomial.
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Appendix 2. Homogeneous equation for the local cocycles
In this Appendix we find the solution of the homogeneous equation
[p, q]Ψ(z|p, q, r) + {ψ(z|p, q), zr}+ cycle(p, q, r) = 0, (A2.1)
where Ψ(z|p, q, r) = ψ(z|p + q, r)− ψ(z|p, r)− ψ(z|q, r), and ψ(z|p, q) = −ψ(z|q, p) is poly-
nomial on p and q. Due to antisymmetry, ψ(z|0, 0) = 0.
It follows from Propositions 4.2, that up to coboundary the polynomial ψ(z|k, l) ∈ P2,2
and does not depend on z.
In such a way the homogeneous part of Eq. (A2.1) for the local bilinear form reduces to
[k, l]Ψ(k, l, r) + [l, r]Ψ(l, r, k) + [r, k]Ψ(r, k, l) = 0, (A2.2)
Ψ(k, l, r) = ψ(k + l, r)− ψ(k, r)− ψ(l, r), (A2.3)
where ψ(k, l) = −ψ(l, k) and ψ ∈ P2,2, i.e. ψ(k, l) =
∑N
p,q=2m
(A)p|(B)q (kA)
p(lB)
q.
A2.1. Solution of the equation (A2.2). The case n− = 0.
Theorem A2.1. Let n+ = 2, n− = 0. Let ψ(p, q) = −ψ(q, p) be a polynomial such that
ψ ∈ P2,2, let [p, q]
def
= piω
ijqj and let
Ψ(p, q, r) = ψ(p+ q, r)− ψ(p, r)− ψ(q, r), . (A2.4)
Then the general solution of the equation
[p, q]Ψ(p, q, r) + [q, r]Ψ(q, r, p) + [r, p]Ψ(r, p, q) = 0, (A2.5)
has the form
ψ(p, q) = c([p, q])3 + [p, q]
(
ϕ(p+ q)− ϕ(p)− ϕ(q)
)
, (A2.6)
where c is an arbitrary constant, ϕ(p) is an arbitrary polynomial satisfying the condition
ϕ(0) = 0.
For any pair ai, i = 1, 2 define a
1 = a2, a
2 = −a1, and for any two pairs ai, bi, i = 1, 2
we define [a, b] = −[b, a] = a1b2 − a2b1 = aib
i.
Let us introduce the notation:
x = [k, l], y = [l, r], z = [r, k].
It is easily to check the correctness of the following identities
ri[k, l] + ki[l, r] + li[r, k] ≡ 0. (A2.7)
Before proving the Theorem A2.1 let us prove the following 3 propositions
Proposition A2.1. Let k, l and r be the supervariables with 2 even variables and with
no odd variables. If F (k, l, r), G(k, l, r) and H(k, l, r) are polynomial in k, l and r then the
following relation
[k, l]F + [l, r]G+ [r, k]H = 0 (A2.8)
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is satisfied if and only if there exist such polynomials si(k, l, r), (i = 1, 2) that
F = [r, s] = r1s2 − r2s1, G = [k, s], H = [l, s], (A2.9)
Proof. Multiplying the relation (A2.8) by ki and using the identities (A2.7) we obtain
x(kiF − riG) + z(kiH − liG) = 0,
which gives according to the Lemma A1.1 that
kiF − riG = zsi, kiH − qiG = −xsi,
where si are some polynomials. Multiplying these relations by k
i, li or ri we obtain the
expressions (A2.9). Besides, it is easily to check that the expressions (A2.9) satisfy Eq. (A2.8)
for arbitrary polynomials si, q.e.d.
In fact, the functions F , G and H in Eq. (A2.8) are connected by the relations G(k, l, r) =
F (l, r, k), H(k, l, r) = F (r, k, l), and, besides, F (l, k, r) = F (k, l, r).
Proposition A2.2. Let n+ = 2, n− = 0. Then the general solution of the equation
xΨ(k, l, r) + yΨ(l, r, k) + zΨ(r, k, l) = 0 (A2.10)
for the polynomial Ψ(k, l, r) = Ψ(l, k, r) has the form
Ψ = [r, φ], (A2.11)
where φi are arbitrary symmetrical polynomials of the variables k, l and r.
Proof. Using the Proposition A2.1 we can write
Ψ(k, l, r) = [r, s(k, l, r)],Ψ(l, r, k) = [k, s(k, l, r)],Ψ(r, k, l) = [l, s(k, l, r)],
which implies Ψ(k, l, r) = [r, s′(k, l, r)], where s′i(k, l, r) =
1
3
[si(k, l, r) + si(l, r, k) + si(r, k, l)]
are cyclically symmetrical polynomials. Taking into account the symmetry property of the
function Ψ we obtain Ψ(k, l, r) = [r, φ(k, l, r)], where φi(k, l, r) =
1
2
[s′i(k, l, r) + s
′
i(l, k, r)] are
symmetrical polynomials, q.e.d.
Proposition A2.3. If n+ = 2 and n− = 0 then the solution of Eqs. (A2.4)-(A2.5) has
the form
ψ(p, q) = [p, q]g(p, q), (A2.12)
where g is some polynomial such that g(p, q) = g(q, p) and g(p, q) ∈ P1,1.
Proof. Consider the representations (A2.4) and (A2.11) for the function Ψ. We have
ψ(k + l, r) − ψ(k, r) − ψ(l, r) = riφ
i(k, l, r) Apply the operator ∂/∂lj
∣∣∣∣
l=0
to this relation:
∂ψ(k,r)
∂kj
= riφ
ij(k, r), where φij(k, r) = ∂φ
i(k,l,r)
∂lj
∣∣∣∣
l=0
. Due to symmetry of the functions φi,
φij(k, r) = φij(r, k). From the antisymmetry of ψ it follows also that ∂ψ(k,r)
∂rj
= −kiφ
ij(k, r),
and we find Nkrψ(k, r) = (kirj − kjri)φ
ij(k, r) = [k, r]g′(k, r), where Nkr = ki
∂
∂ki
+ ri
∂
∂ri
,
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g′(k, r) = φ12(k, r) − φ21(k, r) = g′(r, k), which implies ψ(k, l) = [k, l]g(k, l). Obviously,
g(k, r) = g(r, k) and g ∈ P1,1, q.e.d.
Proposition A2.4.
g(p, q) = ϕ(p+ q)− ϕ(p)− ϕ(q) + F ([p, q]2), (A2.13)
where ϕ(p) and F are some polynomials such that ϕ ∈ P1.
Let us substitute (A2.12) into (A2.5). One can reduce the result to the following form:
[p, q] ([q, r]− [r, p])W (p, q, r) = [r, p] ([p, q]− [q, r])W (q, r, p), (A2.14)
where W (p, q, r) = g(p+ q, r)− g(q + r, p) + g(p, q)− g(q, r)
Using Lemma A1.1 2 times we can write
W (p, q, r) = [r, p] [r + p, q]U(p, q, r) (A2.15)
with some polynomial U , such that U(p, q, r) = U(q, r, p).
It follows from W (r, q, p) = −W (p, q, r) that U(r, q, p) = U(p, q, r) and U is symmetrical
polynomial.
Let us apply the operator ∂rA|r=0 to the formula
g(p+ q, r)− g(q + r, p) + g(p, q)− g(q, r) = [r, p] [r + p, q]U(p, q, r). (A2.16)
We obtain ϕA(p+ q)− ∂qAg(p, q)− ϕ
A(q) = pA [p, q]U(p, q, 0), where ϕA(q) = ∂rAg(q, r)|r=0
and finally
∂qAg(p, q) = ϕ
A(p+ q)− ϕA(q)− pA [p, q]U(p, q, 0), (A2.17)
The conditions ∂qB∂qA − σ(A,B)∂qA∂qB = 0 leads to
∂qBϕ
A(p+ q)− ∂qBϕ
A(q) + σ(A,B)pApBU(p, q, 0)− σ(A,B)pA [p, q] ∂qBU(p, q, 0) =(
σ(A,B)∂qAϕ
B(p+ q)− σ(A,B)∂qAϕ
B(q) + pBpAU(p, q, 0)− pB [p, q] ∂qAU(p, q, 0)
)
(A2.18)
so
∂qB(ϕ
A(p+ q)− ϕA(q))− σ(A,B)∂qA(ϕ
B(p+ q)− ϕB(q)) =
[p, q] σ(A,B)(pA∂qB − σ(A,B)p
B∂qA)U(p, q, 0) (A2.19)
To solve (A2.19) consider the case q = 0. Then (A2.19) gives ∂pBϕ
A(p)−σ(A,B)∂pAϕ
B(p) =
CBA−σ(A,B)CAB, where CAB = ∂pAϕ
B(p)|p=0 = ∂pA∂qBg(p, q)|p=q=0 = σ(A,B)CBA because
g(p, q) = g(q, p).
So ∂pBϕ
A(p) − σ(A,B)∂pAϕ
B(p) = 0 and ϕA(p) = ∂pAϕ(p). with some polynomial ϕ.
Eq. (A2.19) now has the form:
(pA∂qB − σ(A,B)p
B∂qA)U(p, q, 0) = 0 (A2.20)
It follows from (A2.20) by Lemma A1.4 that ∂qAU(p, q, 0) = p
AV (p, q) with some polynomial
V (p, q) and then by Lemma A1.3 that
U(p, q, 0) = H([p, q]) (A2.21)
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with some polynomial H .
Now (A2.17) have the form ∂qAg(p, q) = ∂qAϕ(p + q) − ∂qAϕ(q) − p
A [p, q]H([p, q]) and
hence g(p, q) = ϕ(p+ q)− ϕ(q)− ϕ(p)−K([p, q]) + L(p) with some polynomials K and L.
The condition g(p, 0) = 0 gives L = 0, and g(p, q) = g(q, p) gives K = F ([p, q]2). q.e.d.
Proof of the Theorem A2.1. Now we know that the solution of (A2.5) has the form
ψ(p, q) = [p, q]F ([p, q]2) + ψ1(p, q), (A2.22)
where
ψ1(p, q) = [p, q] (ϕ(p+ q)− ϕ(q)− ϕ(p)) (A2.23)
The polynomial ψ1 satisfies Eq. (A2.5) for arbitrary polynomial ϕ ∈ P1. So [p, q]F ([p, q]
2)
has to satisfy this equation also.
Evidently, polynomial ψ = [p, q]F ([p, q]2) should satisfy (A2.5) in every power on [p, q].
It is easy to check that if ψ = [p, q]2n+1 satisfies (A2.5) then n = 1. q.e.d.
A2.2. The solution of the equation (A2.2). The case n− ≥ 0.
Theorem A2.2. Let n+ = 2, n− ≥ 0. Let ψ(p, q) = −ψ(q, p) be a polynomial such that
ψ ∈ P2,2, let [p, q]
def
= (−1)εApAω
ABqB and let
Ψ(p, q, r) = ψ(p+ q, r)− ψ(p, r)− ψ(q, r), . (A2.24)
Then the general solution of the equation
[p, q]Ψ(p, q, r) + [q, r]Ψ(q, r, p) + [r, p]Ψ(r, p, q) = 0, (A2.25)
has the form
ψ(p, q) = c([p, q])3 + [p, q]
(
ϕ(p+ q)− ϕ(p)− ϕ(q)
)
, (A2.26)
where c is an arbitrary constant, ϕ(p) is an arbitrary polynomial satisfying the condition
ϕ ∈ P1.
Proof. We solve the theorem by induction on the number of odd generating elements n−.
Namely, below we show that the general solution of Eq. (A2.25) has the form (A2.26), where
ε(c) = ε(ϕ) = ε(M2).
First of all let us note that the expression (A2.26) does be the solution of Eq. (A2.25)
at arbitrary n−. Let us assume, that the expression (A2.26) is the general solution of
Eq. (A2.25) at n− ≤ N (as it stated by Theorem A2.1, this assumption is true at N = 0).
Let us find the solution of this equation at n− = N + 1.
Let us introduce some notation.
Let K, L and R denote some sets of 2 even variables and N + 1 odd variables,
K = (k, µ), L = (l, ν), R = (r, σ), ε(µ) = ε(ν) = ε(σ) = 1,
where k, l, r are the sets of 2 even variables and the first N odd variables, while µ, ν, σ are
the last (N + 1)-th odd variables. Further, let
x = [k, l], y = [l, r], z = [r, k],
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X = [K,L] = x+λµν, Y = [L,R] = y+λνσ, Z = [R,K] = z+λσµ, λ = ω2+n−,2+n− = ±1.
So, let the general solution of (A2.25) for n− = N be ψ(N)(k, l) = c([k, l])
3+[k, l]
(
ϕ(N)(k+
l)− ϕ(N)(k)− ϕ(N)(l)
)
, ϕ(N)(0) = 0, where the subscript in the round brackets denotes the
number of odd arguments.
Obviously, ψ(N+1)(K,L)|µ=ν=σ=0 = ψ(N)(k, l). So, we can rewrite the function
ψ(N+1)(K,L) in the form
ψ(N+1)(K,L) = ψ0(K,L) + µψ1(k, l)− νψ1(l, k) + µνψ12(k, l), (A2.27)
where ψ0(K,L) = c([K,L])
3+[K,L]
(
ϕ(N)(k+l)−ϕ(N)(k)−ϕ(N)(l)
)
, and the functions ψ1(k, l)
and ψ12(k, l) possess the properties ψ1(k, l) ∈ P1,2, ψ12(k, l) = ψ12(l, k) ∈ P1,1 following from
the properties of the function ψ(N+1)(K,L) ∈ P2,2. Substitute the representation (A2.26) of
the function ψ(N+1)(K,L) in the equation
XΨ(N+1)(K,L,R) + YΨ(N+1)(L,R,K) + ZΨ(N+1)(R,K, L) = 0. (A2.28)
The independent equations arise from the terms of (A2.28) proportional to µν,
y[ψ12(l + r, k)− ψ12(l, k)] = z[ψ12(r + k, l)− ψ12(k, l)], (A2.29)
(and cyclic k → l → r → k), and from the terms proportional to µ,
x[ψ1(k+l, r)−ψ1(k, r)]+z[ψ1(r+k, l)−ψ1(k, l)] = y[ψ1(k, l+r)−ψ1(k, l)−ψ1(k, r)], (A2.30)
(and cyclic k → l → r → k). The equation arising from the monomials proportional to µνσ
turns out to be consequence of two former equations.
At first consider Eq. (A2.29).
It follows from it by Lemma A1.2 that ψ12(r + k, l) − ψ12(k, l) = [l, r]a(k, l, r), where
a(k, l, r) is a polynomial. Let us apply the operator ∂/∂rA |r=0 to this polynomial:
∂ψ12(k, l)
∂kA
= lAa(k, l), lA = (−1)εAωABlB, a(k, l) = −a(k, l, 0). (A2.31)
The general solution of (A2.31) is (see Lemma A1.3) ψ12(k, l) = h(x), where h(x) is some
even polynomial of x = [k, l]. Let the highest order of the polynomial h(x) be equal to 2p.
Consider the (4p + 2)-order terms in Eq. (A2.29): y[(x − z)2p − x2p] = z[(x − y)2p − x2p].
This equation for p has the unique solution p = 0, which implies ψ12(k, l) = const. Due to
the requirement ψ12(0, 0) = 0 we obtain finally ψ12(k, l) ≡ 0.
Consider Eq. (A2.30). Let us apply the operator ∂/∂kA|k=0 to it:
lAψ1(l, r)− r
Aψ1(r, l) = y[a
A(l + r)− aA(l)− aA(r)], (A2.32)
where aA(l) =
∂ψ1(k, l)
∂kA
∣∣∣∣
k=0
∈ P2. (A2.33)
Multiplying Eq. (A2.32) by rA, we obtain ψ1(l, r) = −rD[a
D(l+r)−aD(l)−aD(r)]. Applying
the operator ∂/∂lA|l=0 to this equation we obtain
∂ψ1(l, r)
∂lA
∣∣∣∣
l=0
= aA(r) = −σ(A,D)rD
∂aD(r)
∂rA
= −
∂[rDa
D(r)]
∂rA
+ aA(r),
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which implies
rAa
A(r) = 0, ψ1(l, r) = −rA[a
A(l + r)− aA(l)]. (A2.34)
Substituting the relation (A2.34) in the left-hand part of Eq. (A2.32), applying the operator
∂2/∂lB∂lC
∣∣
l=0
to the resulting equation, and taking into account the properties (A2.33), we
obtain
σ(A,B)σ(A,C)rA
∂aB(r)
∂rC
+ σ(A,B)σ(A,C)σ(B,C)rA
∂aC(r)
∂rB
+ ωABaC(r) +
+σ(A,B)ωA,CaB(r) = rC
∂aA(r)
∂rB
+ σ(B,C)rB
∂aB(r)
∂rC
.
Multiplying this equation by rC , we obtain σ(A,B)r
ANra
B(r) = rBNra
A(r), where Nr =
rD
∂
∂rD
, is Euler operator, or
rAaB(r)− σ(A,B)rBaA(r) = 0, , (A2.35)
which in view of (A2.33) implies (see Lemma A1.4) that aA(r) = rAa(r), a(r) ∈ P1, which
gives ψ1(k, l) = x[a(k + l)− a(k)]. Finally, we have
ψN+1(K,L) = c
(
[K,L]
)3
+ [K,L]
(
ϕN+1(K + L)− ϕN+1(K)− ϕN+1(L)
)
,
ϕN+1(K) = ϕN(k) + µa(k).
Thus, the general solution ψ(k, l) of Eq. (A2.2) indeed has the form (4.8),
Appendix 3.
The solution of Eq. (3.11) is presented here.
The equation has the form:
δA,2[δ(x1 − y1)θ(x2 − y2)V1(u)]
←−
∂ Dω
DB + 2ωAC∂C [V2(z)δ(x1 − y1)θ(x2 − y2)]δB,2−
− ωAC∂Cmˆ
1(z|u)
←−
∂ Dω
DB = 0.
Consider all possible combinations of A and B:
A3.1. A = i, B = j
δi,2[δ(x1 − y1)θ(x2 − y2)V1(u)]
←−
∂ kω
kj + 2ωil∂l[V2(z)δ(x1 − y1)θ(x2 − y2)]δj,2−
− ωil∂lmˆ
1(z|u)
←−
∂ kω
kj = 0.
A3.1.1. i = j = 1
∂2mˆ
1(z|u)
←−
∂ 2 = 0 =⇒
∂2m
1(z|u)
←−
∂ 2 =
∑
p,q≥0
Bpq(z, η)∂p1∂
q
2δ(x− y) =
(∑
p,q≥0
B′pq(z, η)∂p1∂
q
2δ(x− y)
)
←−
∂ 2+
+
(∑
p≥0
[∂2B
′p(z, η)]∂p1δ(x1 − y1)θ(x2 − y2)
)
←−
∂ 2 =
=
(∑
p,q≥0
B′′pq(u, η)∂p1∂
q
2δ(x− y)
)
←−
∂ 2 + ∂2
(∑
p≥0
Bp1(z, η)∂
p
1δ(x1 − y1)θ(x2 − y2)
)
←−
∂ 2 =⇒
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∂2m
1(z|u) =
∑
p,q≥0
B′′pq(u, η)∂p1∂
q
2δ(x− y) + ∂2
(∑
p≥0
Bp1(z, η)∂
p
1δ(x1 − y1)θ(x2 − y2)
)
+
+ ∂2µ1(z|y1, η) =
= ∂2
( ∑
p,q≥0
B′′′pq(u, η)∂p1∂
q
2δ(x− y) +
∑
p≥0
[Bp1(z, η) +B
p
2(ξ, u)]∂
p
1δ(x1 − y1)θ(x2 − y2)+
+ µ1(z|y1, η)
)
.
So,
m1(z|u) =
∑
p≥0
[Bp1(z, η) +B
p
2(ξ, u)]∂
p
1δ(x1 − y1)θ(x2 − y2)+
+ µ1(z|y1, η) + µ2(x1, ξ|u) +
∑
p,q≥0
B′′′pq(ξ, u)∂p1∂
q
2δ(x− y).
A3.1.2. i = 1, j = 2
∂2mˆ
1(z|u)
←−
∂ 1 + 2[∂2V2(z)]δ(x1 − y1)θ(x2 − y2)] = 0 =⇒(
[2∂2V2(z)]δ(x1 − y1)−
∑
p≥0
[∂2B
p
1(z)]∂
p+1
1 δ(x1 − y1)
)
θ(x2 − y2) + ∂2µˆ1(z|y1, η)
←−
∂ 1 = 0.
A3.1.2.1.
∂2µˆ1(z|y1, η)
←−
∂ 1 = 0 =⇒ ∂2µ1(z|y1, η)
←−
∂ 1 = 0 =⇒ ∂2µ1(z|y1, η) = ∂2µ11(z|η) =⇒
µ1(z|y1, η) = µ11(z|η) + µ12(x1, ξ|y1, η).
A3.1.2.2.
2[∂2V2(z)]δ(x1 − y1)−
∑
p≥0
[∂2B
p
1(z, η)]∂
p+1
1 δ(x1 − y1) = 0 =⇒
V2 = V2(x1, ξ), B
p
1 = B
p
1(x1, ξ, η).
A3.1.3. i = 2, j = 1
∂1mˆ
1(z|u)
←−
∂ 2 − [∂2V1(u)]δ(x1 − y1)θ(x2 − y2)] = 0 =⇒(∑
p≥0
[∂2B
p
2(ξ, u)]∂
p+1
1 δ(x1 − y1)− [∂2V1(u)]δ(x1 − y1)
)
θ(x2 − y2) + ∂1µˆ2(x1, ξ|u)
←−
∂ 2 = 0.
A3.1.3.1.
∂1µˆ2(x1, ξ|u)
←−
∂ 2 = 0 =⇒ ∂1µ2(x1, ξ|u)
←−
∂ 2 = 0 =⇒ µ2(x1, ξ|u)
←−
∂ 2 = µ21(ξ|u)
←−
∂ 2 =⇒
µ2 = µ21(ξ|u) + µ21(x1, ξ|y1, η).
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A3.1.3.2. ∑
p≥0
[∂2B
p
2(ξ, u)]∂
p+1
1 δ(x1 − y1)− [∂2V1(u)]δ(x1 − y1) = 0.
So
Bp2 = B
p
2(ξ, y1, η), V1 = V1(y1, η),∑
p≥0
[Bp1(z, η) +B
p
2(ξ, u)]∂
p
1δ(x1 − y1) =
∑
p≥0
Bp3(y1, ξ, η)∂
p
1δ(x1 − y1).
A3.1.4. i = 2, j = 2
{[V1(x1, η)+2V2(x1, ξ)]∂1δ(x1−y1)+2[∂1V2(x1, ξ)]δ(x1−y1)}θ(x2−y2)+∂1mˆ
1(z|u)
←−
∂ 1 = 0 =⇒
{2[∂1V2(x1, ξ)] + [V1(x1, η) + 2V2(x1, ξ)]∂1+
+
∑
p≥0
[Bp3(y1, ξ, η)∂
p+2
1 +∂1B
p
3(y1, ξ, η)∂
p+1
1 ]}δ(x1 − y1)θ(x2 − y2)+∂1µˆ
′
12(x1, ξ|y1, η)
←−
∂ 1 = 0,
µ′12(x1, ξ|y1, η) = µ12(x1, ξ|y1, η) + µ21(x1, ξ|y1, η).
A3.1.4.1.
∂1µˆ
′
12(x1, ξ|y1, η)
←−
∂ 1 = 0 =⇒ ∂1µ
′
12(x1, ξ|y1, η)
←−
∂ 1 = 0 =⇒
∂1µ
′
12(x1, ξ|y1, η) = ∂1µ13(x1, ξ|η) =⇒ µ
′
12(x1, ξ|y1, η) = µ13(x1, ξ|η) + µ14(ξ|y1, η).
A3.1.4.2.
{[∂1V2(x1, ξ)] + [2V1(x1, η) + V2(x1, ξ)]∂1+
+
∑
p≥0
[Bp3(y1, ξ, η)∂
p+2
1 + ∂1B
p
3(y1, ξ, η)∂
p+1
1 ]}δ(x1 − y1) = 0 =⇒
Bp3 = 0, V2 = V2(ξ), V1(x1, η) + 2V2(ξ) = 0 =⇒
V2 = c5 = const, V1 = −2c5.
Thus, we obtain that m1(z|u) can be represented in the form
m1(z|u) = µ1(z|η) + µ2(ξ|u) +
∑
p,q≥0
B′′′pq(ξ, u)∂p1∂
q
2δ(x− y).
A3.2. A = i, B = β
∂imˆ
1(z|u)
←−
∂ β = 0 =⇒ ∂iµˆ1(z|η)
←−
∂ β = 0 =⇒ ∂iµ1(z|η)
←−
∂ β = 0 =⇒
=⇒ µ1(z|η)
←−
∂ β = tβ(ξ|η) = t
′(ξ|η)
←−
∂ β =⇒ µ1(z|η) = t
′(ξ|η) + b1(z).
A3.3. A = α, B = j
∂αmˆ
1(z|u)
←−
∂ j = 0 =⇒ ∂αµˆ2(ξ|u)
←−
∂ j = 0 =⇒ ∂αµ2(ξ|u)
←−
∂ j = 0 =⇒
=⇒ ∂αµ2(ξ|u) = pα(ξ|η) = ∂αp(ξ|η) =⇒ µ2(ξ|u) = p(ξ|η) + c1(u).
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A3.4. A = α, B = β
∂αmˆ
1(z|u)
←−
∂ β = 0 =⇒ ∂αt(ξ|η)
←−
∂ β = 0, t(ξ|η) = t
′(ξ|η) + p(ξ|η) =⇒
=⇒ t(ξ|η) = b2(ξ) + c2(η).
Finally, we obtain
m1(z|u) = b(z) + c(u) +
∑
p,q≥0
B′′′pq(ξ, u)∂p1∂
q
2δ(x− y),
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