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第1章 序論 
1.1 研究背景 
 今までの画像処理は基本的に、処理毎に基本単位である画素から様々な特徴量を
抽出して、独立の画像表現を利用して処理を行っていた。しかし、複数の画像処理
にそれぞれ独立の画像表現を使用することは非効率と考えられる。そのため、様々
な画像処理に特徴量抽出の共通部分を中間画像表現として用い、中間画像表現を直
接各画像処理に利用することで、より効率的に処理を行うことができると考えられ
る。 
 スパースコーディングは人間の脳で初期視覚の情報処理を数理的にモデル化した
手法であり、画像を統計的・情報理論的な基準に基づいて適切な基底に分解できる。
更に、尐数の神経細胞だけが活動することと同様に、数の尐ない基底の重み付き線
形和をスパース係数として画像を構成することができる。スパースコーディングで
学習した基底画像は画像の共通的な特徴を構成するものであるため、共通的な特徴
量として各画像処理を行える可能性がある。それゆえ、スパースコーディングによ
る画像表現は中間画像表現として利用できると考えられる。 
 
 
1.2 研究目的 
 スパースコーディングの基底を求める一般的な方法では、原信号の再現性とスパ
ース係数の L0ノルムの制約を利用する。これらの制約によって、原信号を画像とし
た場合、求められた基底は画像特徴の一端を表していると考えられるが、原信号が
画像であることは一切考慮されていない。 
 文献[1]では、原信号の再現性に L2ノルムではなく、SSIMを適用する検討を行っ
ているが、画像特徴そのものを制約項としている訳ではない。 
 そのため、本論文では、原信号を画像と限定した新たな制約項を導入することに
よって、画像向きの最適化基底を求める方法について検討した。また、動画像中の
人物追跡に、スパースコーディングの基底画像をクラスタリングし、使用される基
底画像クラスタ分布を人物領域の特徴量とする方法について検討した。 
 
 
1.3 本論文の構成 
 本論文は 7章構成であり、以下の内容である。 
 第 1章「序論」では、研究背景、研究目的および本論文の構成について述べてい
る。 
 第 2章「関連研究」では、スパースコーディングと K-SVDに関する先行研究につ
いて述べている。 
 第 3章「画像向きスパースコーディング基底の最適化手法」では、画像の一般的
な特徴である近傍画素類似性とエッジ特徴をスパースコーディングの新たな制約項
として導入する方法、導入することによってスパースコーディングの基底がどのよ
うに変化するかについて検討を行った結果について述べている。 
 第 4章「異なる画像データセットから学習した辞書の比較」では、ランダム画像
から学習した基底と人画像から学習した基底の比較方法、結果について述べている。 
 
 
2 
 第 5章「基底画像のクラスタリングとクラスタ基底の可視化」では、基底画像の
クラスタリング手法と結果、および人物領域画像をスパース係数分解して、そこで
使用される各基底画像クラスタを可視化する手法と結果について述べている。 
 第 6章「人物追跡における人物領域特徴量の表現と評価」では、基底画像クラス
タの分布を人物領域特徴量の表現として、動画像の人物追跡に応用した効果につい
て述べている。 
 第 7章「結論」では、まとめと今後の課題について述べている。 
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第2章 関連研究 
2.1 スパースコーディング 
 スパースコーディングとは式(1)のように、入力信号 yを辞書 D(            
 )の尐ない基底 d(      )の線形和で近似表現できる手法である。nは入力信号と
基底の次元数であり、mは辞書サイズである。 
 
     (1) 
 
 ここで、xはスパース係数と呼ぶ。入力信号 yから分解された基底 dの重みを格
納するベクトルである。また、入力信号 yを画像に限定した場合、画像から学習し
たスパースコーディング基底画像を用いて、ノイズ除去[2]や超解像[3]、顔認識[4]な
ど多くの分野で応用されている。 
 
 
2.2 K-SVD 
 K-SVD[5]はスパースコーディングを実現するモデルの一つである。本論文では、
K-SVDを用いてスパースコーディングを実装した。 K-SVDの基底を求める計算式
は式(2)に示している。 
 
    (   )     
  
‖    ‖ 
         ‖  ‖    (2) 
 
 ここで、Dは辞書、Xはスパース係数、Yは原信号、Tは非 0の値を持つスパース
係数の最大数（スパース制限）である。また入力信号 Yを画像に限定し、画像から
切り出したあるサイズの画像パッチ yiを列要素としてならべたものが Yであり、yi
に対応するスパース係数は xiである。K-SVDの入力が画像で、スパース制限 Tが 3
の場合に、 基底を求める例を図 1に示す。 
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図１ K-SVDが基底を求める例 
 
 ここでは、画像 Yからあるサイズの画像パッチを切って K-SVDの入力とする。
また、本論文で使用した画像パッチのサイズが全て 8[pixel]×8[pixel]である。K-
SVDが基底を求める流れとしては、まず辞書 Dを既知量にしてスパース係数 Xを求
め、次に求めた Xを利用して Dの基底 dを順番に更新する。以上の流れを繰り返し、
最後得られた辞書 Dを可視化した結果が基底画像となる。 
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第3章 画像向きスパースコーディング基底の最適化手法 
3.1 画像向きスパースコーディング基底とその最適化 
 K-SVDが基底を求める際の制限条件は原信号の復元性、スパース性のみ、原信号
が画像であること考慮していない。従来研究として、 Rehmanらの報告[1]はスパース
コーディングを利用する時の再現性のファクタに L2ノルムではなく、SSIMの評価
値を適用する検討を行っている。SSIMは画像の再現性（品質）評価において、L2
ノルムベースの SNRよりも人の主観に近い歪尺度と言われており、画像圧縮の分野
でも評価値に使われることが増えている。画像自体の特徴に関しては、相隣する画
素値の値が近い場合低エネルギーを与え、画素値の値が遠い場合高エネルギーを与
える様なエネルギー関数最小化を用いて画像セグメンテーションと画像修復に使用
する研究も既に発表されている[6][7]。 
 本論文では K-SVDの入力を画像に限定し、画像の一般的な特徴である近傍画素類
似性と画像のエッジ情報を保存できるエッジ特徴の制約を追加し、基底を求めて変
化を考察 
 
 
3.2 提案手法 
3.2.1 近傍画素類似性制約の追加 
 近傍画素類似性は、画像復元等の処理で利用されているエネルギー関数[7]の平滑
項を基に、2[pixel]×2[pixel]の計算窓 wを基本単位として計算する。計算窓 w中の
画素を Piとして、その平滑値 smooth(w)を式(3)で計算する。 
 
      ( )  |     |  |     |  |     |  
                        |     |  |     |  |     |              
(3) 
 
 画像パッチ yi及び基底 di中で、計算窓を縦横 1[pixel]ずつずらして全体の平滑値を
計算し、式(3)(4)に示すようにその値を並べ、それぞれ、平滑ベクトル smooth(yi)、
平滑ベクトル smooth(di)とする。 
 
      (  )  [      (  )        (  ) ]               (4) 
 
      (  )  [      (  )        (  ) ]               (5) 
 
 ここで、qは計算窓の数である。原信号 Yに対応する全ての平滑ベクトルからな
る行列を smooth(Y)とし、辞書 Dの基底 diに対応する平滑ベクトルからなる行列を
smooth(D)とし、式(1)に対して、式(6)のように近傍画素類似性制約を導入した（提
案手法 1）。ここで σは平滑制約調整のための重み値である。 
 
     (   )     
  
‖    ‖ 
   ‖      ( )        ( ) ‖ 
   
                                                                              ‖  ‖    
(6) 
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 また、近傍画素類似性制約の追加（提案手法 1）のイメージは図 2 が示すように、
K-SVDを基にして画像パッチ yiと基底 diの平滑ベクトルを計算し、それぞれの後に
追加してから基底を求める。 
 
 
図 1 
図 2 提案手法 1が基底を求めるイメージ 
 
 
3.2.2 エッジ特徴制約の追加 
 Canny線形検出器[8]を利用して、エッジ画像を計算して画像のエッジ特徴を制約
項として導入する。画像パッチ yiのエッジ画像 canny(yi)及び基底 diのエッジ画像
canny(di)を計算する。エッジ画像中で、エッジ部分を 1、他の部分を 0としてエッジ
情報を表す。原信号 Yに対応する全ての canny(yi)を並べた行列を canny(Y)とし、辞
書 Dの基底 diに対応する canny(di)を並べた行列を canny(D)とし、式(1)に対して、式
(6)のようにエッジ特徴制約を導入した。ここで ωはエッジ特徴制約調整のための重
み値である。 
 
     (   )     
  
‖    ‖ 
   ‖     ( )       ( ) ‖ 
   
                                                                              ‖  ‖    
(7) 
 
 また、エッジ特徴制約の追加（提案手法 2）のイメージは図 3が示すように、K-
SVDを基にして画像パッチ yiと基底 diのエッジ画像を計算し、それぞれの後に追加
してから基底を求める。 
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図 3 提案手法 2が基底を求めるイメージ 
 
 
3.2.3 近傍画素類似性制約とエッジ特徴制約の追加 
 式(1)に対して、式(8)のように近傍画素類似性とエッジ特徴両者ともを制約項とし
て導入した（提案手法 3）。 
 
     (   )     
  
‖    ‖ 
   ‖      ( )        ( ) ‖ 
   
                                            ‖     ( )       ( ) ‖ 
          ‖  ‖    
(8) 
 
 また、提案手法 3のイメージは図 4が示すように、K-SVDを基にして画像パッチ
yiと基底 diの平滑ベクトルとエッジ画像を計算し、それぞれの後に追加してから基
底を求める。 
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図 4 提案手法 3が基底を求めるイメージ 
 
 
3.3 実験 
3.3.1 実験方法 
 実験では入力信号 Yをランダム画像とし、近傍画素類似性制約を導入したもの
（提案方式 1）、エッジ特徴制約を導入したもの（提案方式 2）、両者を導入したも
の（提案方式 3）を、K-SVDの基底と比較する。 
 Caltech 101データセット[9]から 100枚の画像をランダムに選択し、それらから 10
万個の 8[pixel]×8[pixel]の画像パッチをランダムに選択して（1枚画像に 1000個の
画像パッチ）、輝度のみを学習データとした。画像パッチ中の各画素を[0, 1]の値に
変換後、パッチ中の画素の平均値を引いた値として正規化する。 
 実験で学習した辞書 Dのパラメータを表 1に示す。まずσとωを 0.5に設定し、
K-SVDに対して提案手法 1~3が学習した辞書の基底画像の変化を観察する。次に、
制約項の制約が弱い際（σを 0.1に、ωを 0.02に設定）、提案手法 1~3と K-SVDが
学習した辞書を比較する。 
 
表 1 学習した辞書のパラメータ 
手法 辞書サイズ スパース制限 T 制約項 
K-SVD 256 25 なし 
提案手法 1 256 25 σ=0.5 
提案手法 2 256 25 ω=0.5 
提案手法 3 256 25 σ=0.5, ω=0.5 
提案手法 1 256 25 σ=0.1 
提案手法 2 256 25 ω=0.02 
提案手法 3 256 25 σ=0.1, ω=0.02 
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3.3.2 評価基準 
 基底 diを求めた後、同じ 100枚の学習画像から 8[pixel]×8[pixel]の画像パッチ 10
万枚をランダムに選択し、求めた基底 diの評価を行った。評価基準として、RMSE
（式(7)）と基底 diの近傍画素類似度（式(8)）を求める。式(7)で Rは画像中の画素
の数を示す。式(8)で、nは辞書のサイズ、qは基底中の計算窓の数、smooth(wj)は基
底 diの j番目の計算窓の平滑値である。なお、式(8)は、近傍画素類似性 Sが良いほ
ど値が小さくなる。 
 
      √
 
 
∑(   (  ) ) 
 
   
 (9) 
 
  ∑ ∑      (  )              
 
   
 
   
 (10) 
 
 
3.4 結果 
 実験で学習した辞書 Dの RMSEと近傍画素類似度 Sを表 2に示す。 
 
表 2 RMSEと近傍画素類似度 Sの結果 
手法 RMSE S 
K-SVD 0.0137 5.9647e+03 
提案手法 1 0.0321 1.8531e+03 
提案手法 2 0.0418 3.6520e+03 
提案手法 3 0.0560 1.8399e+03 
提案方式 1 0.0148 5.6202e+03 
提案方式 2 0.0136 5.6669e+03 
提案方式 3 0.0152 5.6494e+03 
  
 K-SVDが学習した辞書の基底画像を図 5.1に示す。近傍画素類似性のみ（提案手
法 1）、エッジ特徴のみ（提案手法 2）、両者とも（提案手法 3）を新たな制約項と
してスパースコーディングに導入し、σとωを 0.5に設定する際に学習した辞書の
基底画像を図 5.2~5に示し、σを 0.1に、ωを 0.02に設定する際に学習した辞書の
基底画像を図 5.5~7に示す。 
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図 5.1 K-SVDが学習した基底画像 
 
 
 
図 5.2 提案手法 1（σ=0.5）が学習した基底画像 
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図 5.3 提案手法 2（ω=0.5）が学習した基底画像 
 
 
 
図 5.4 提案手法 3（σ=0.5,ω=0.5）が学習した基底画像 
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図 5.5 提案手法 1（σ=0.1）が学習した基底画像 
 
 
 
図 5.6 提案手法 2（ω=0.02）が学習した基底画像 
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図 5.7 提案手法 3（σ=0.1,ω=0.02）が学習した基底画像 
 
 表 2から、σとωを 0.5に設定する際、提案手法 1~3は、K-SVDより基底画像の
近傍画素類似性が高いが、信号の復元力は低下した。σを 0.1に、ωを 0.02に設定
する際、提案手法 1~3はと K-SVD学習した辞書の RMSEがほぼ一定となり、近傍
画素類似度は尐し改善されていることが分かった。 
 また図 5.1~4から、それぞれの制約の導入によって、基底画像が変化しているこ
とが確認できた。図 5.1と図 5.5~7から、RMSEがほぼ一定という条件の下で、基底
画像はそれぞれの制約によって変化していることが確認できたが、影響はあまり大
きくないことが分かった。  
 
3.5 考察 
 提案した画像特徴を導入することによって、近傍画素類似性およびエッジ性を基
底画像に反映できた。今後の課題として、各種パラメータの最適値を求め、得られ
た基底を具体的な画像処理に適用し、新たな制約項導入の効果を評価する必要があ
る。 
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第4章 異なる画像データセットから学習した辞書の比較 
4.1 実験 
4.1.1 実験方法 
 ランダム画像（100枚）から学習した辞書（ランダム画像辞書）と人画像（2756
枚）から学習した辞書（人画像辞書）を比較する。ランダム画像辞書の学習データ
は第 3章と同じものであり、人画像辞書の学習データは 2756枚の人画像から 2000
枚をランダムに選択し、それらから 10万個の 8[pixel]×8[pixel]の画像パッチをラン
ダムに選択して（1枚画像に 50個の画像パッチ）、輝度のみを学習データとした。
学習データの前処理は第 3 章と同じで、画像パッチ中の各画素を[0, 1]の値に変換後、
パッチ中の画素の平均値を引いた値として正規化する。実験で学習したランダム画
像辞書と人画像辞書のパラメータを表 3に示す 。 
 
表 3 学習した辞書のパラメータ 
手法 辞書サイズ スパース制限 T 制約項 学習画像 
K-SVD 256 1,5,10 なし ランダム画像 
提案手法 1 256 1,5,10 σ=0.5 ランダム画像 
提案手法 2 256 1,5,10 ω=0.5 ランダム画像 
K-SVD 256 1,5,10 なし 人画像 
提案手法 1 256 1,5,10 σ=0.1 人画像 
提案手法 2 256 1,5,10 ω=0.02 人画像 
 
 学習したランダム画像辞書の基底画像を図 6.1~9に示す。学習した人画像辞書の
基底画像を図 6.10~18に示す。 
 
 
図 6.1 K-SVD（ランダム画像辞書、T=1）の基底画像 
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図 6.2 K-SVD（ランダム画像辞書、T=5）の基底画像 
 
 
 
図 6.3 K-SVD（ランダム画像辞書、T=10）の基底画像 
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図 6.4 提案手法 1 （ランダム画像辞書、T=1）の基底画像 
 
 
 
図 6.5 提案手法 1 （ランダム画像辞書、T=5）の基底画像 
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図 6.6 提案手法 1 （ランダム画像辞書、T=10）の基底画像 
 
 
 
図 6.7 提案手法 2 （ランダム画像辞書、T=1）の基底画像 
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図 6.8 提案手法 2 （ランダム画像辞書、T=5）の基底画像 
 
 
 
図 6.9 提案手法 2 （ランダム画像辞書、T=10）の基底画像 
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図 6.10 K-SVD （人画像辞書、T=1）の基底画像 
 
 
 
図 6.11 K-SVD （人画像辞書、T=5）の基底画像 
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図 6.12 K-SVD （人画像辞書、T=10）の基底画像 
 
 
 
図 6.13 提案手法 1（人画像辞書、T=1）の基底画像 
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図 6.14 提案手法 1（人画像辞書、T=5）の基底画像 
 
 
 
図 6.15 提案手法 1（人画像辞書、T=10）の基底画像 
 
 
 
 
 
 
22 
 
 
 
図 6.16 提案手法 2（人画像辞書、T=1）の基底画像 
 
 
 
図 6.17 提案手法 2（人画像辞書、T=5）の基底画像 
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図 6.18 提案手法 2（人画像辞書、T=10）の基底画像 
 
 
4.1.2 評価基準 
 まずランダム画像辞書と人画像辞書の RMSEを比較する。次に、二種類の辞書
（学習画像のみ異なり、他のパラメータが全て同じ ）の基底を一緒にクラスタリン
グした結果、各クラスタにおいてそれぞれ含まれる基底数の差の絶対値の平均値
（平均差）と標準偏差も評価基準として計算する。二種類の辞書が類似するほど、
各クラスターの基底数の分布が同じと考えられる。そのため、二種類の辞書が類似
するほど、平均差と平均差の標準偏差が小さくなる。 
 また k-meansアルゴリズムを用いてクラスタリングを実装し、クラスタ数が 16に
設定する。平均差μは計算式が式(11)で示す。 
 
  
 
 
∑|  |
 
   
 (11) 
 
 ここでは、aiがクラスタ iおいて、二種類の辞書それぞれ含まれる基底数の差であ
り、Nがクラスタ数である。標準偏差 Zの計算式が式(12)で示す。 
 
  √
 
   
∑|    | 
 
   
 (12) 
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4.2 結果 
 3組のテスト画像パッチ（10万枚）を用いて、ランダム画像辞書と人画像辞書の
RMSE比較結果を表 3.1~3に示す。表 3.1のテスト画像パッチが学習画像以外の人画
像から選んだもの 、表 3.2のテスト画像パッチが学習画像に使用した人画像パッチ
と同じもの、表 3.3のテスト画像パッチがランダム画像から選んだもの。   
 
表 3.1 RMSE比較結果（テスト画像：人画像） 
手法 RMSE1（人画像辞書） RMSE2(ランダム画像辞書) 
K-SVD（T=1） 0.0338 0.0363 
K-SVD（T=5） 0.0154 0.0162 
K-SVD（T=10） 0.0099 0.0100 
提案手法 1（T=1） 0.0403 0.0431 
提案手法 1（T=5） 0.0215 0.0249 
提案手法 1（T=10） 0.0162 0.0185 
提案方式 2（T=1） 0.0610 0.0632 
提案方式 2（T=5） 0.0360 0.0365 
提案方式 2（T=10） 0.0287 0.0291 
 
 
表 3.2 RMSE比較結果（テスト画像：人画像） 
手法 RMSE1（人画像辞書） RMSE2(ランダム画像辞書) 
K-SVD（T=1） 0.0307 0.0342 
K-SVD（T=5） 0.0136 0.0150 
K-SVD（T=10） 0.0086 0.0098 
提案手法 1（T=1） 0.0367 0.0407 
提案手法 1（T=5） 0.0193 0.0231 
提案手法 1（T=10） 0.0145 0.0171 
提案方式 2（T=1） 0.0589 0.0610 
提案方式 2（T=5） 0.0346 0.0352 
提案方式 2（T=10） 0.0274 0.0281 
 
 
表 3.3 RMSE比較結果（テスト画像：ランダム画像） 
手法 RMSE1（人画像辞書） RMSE2(ランダム画像辞書) 
K-SVD（T=1） 0.0706 0.0689 
K-SVD（T=5） 0.0488 0.0429 
K-SVD（T=10） 0.0396 0.0313 
提案手法 1（T=1） 0.0946 0.0857 
提案手法 1（T=5） 0.0612 0.0575 
提案手法 1（T=10） 0.0524 0.0467 
提案方式 2（T=1） 0.0911 0.0911 
提案方式 2（T=5） 0.0681 0.0642 
提案方式 2（T=10） 0.0600 0.0554 
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 図 7.1~9に、二種類の基底（学習画像のみ異なり、他のパラメータが全て同じ ）
を一緒にクラスタリングした結果、各クラスタにおいてそれぞれ含まれる基底数を
示す。縦軸が各クラスタに含まれる基底の数、横軸がクラスタの番号、青い色の
groundtruth2756が人画像から学習した辞書で、黄色の random100がランダム画像か
ら学習した辞書を示している。 
 
 
 
 
図 7.1 基底数の比較結果（K-SVD、T=1） 
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図 7.2 基底数の比較結果（K-SVD、T=5） 
 
 
 
図 7.3 基底数の比較結果（K-SVD、T=10） 
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図 7.4 基底数の比較結果（提案手法 1、T=1） 
 
 
 
図 7.5 基底数の比較結果（提案手法 1、T=5） 
 
 
28 
 
 
 
図 7.6 基底数の比較結果（提案手法 1、T=10） 
 
 
 
図 7.7 基底数の比較結果（提案手法 2、T=1） 
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図 7.8 基底数の比較結果（提案手法 2、T=5） 
 
 
 
図 7.9 基底数の比較結果（提案手法 2、T=10） 
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 図 7.1~9に示している二種類の基底が各クラスタにおいて、それぞれ含まれる基
底数の平均差μと標準偏差 Zを表 4に示す。 
 
表 4  基底数の平均差μ、標準偏差 Z比較結果 
手法 平均差μ 標準偏差 Z 
K-SVD（T=1） 7.875 6.292 
K-SVD（T=5） 7.875 4.559 
K-SVD（T=10） 6.875 5.149 
提案手法 1（T=1） 6 4.351 
提案手法 1（T=5） 6.750 6.083 
提案手法 1（T=10） 8.375 6.840 
提案方式 2（T=1） 8.750 6.981 
提案方式 2（T=5） 6.875 3.862 
提案方式 2（T=10） 8.750 6.094 
 
 表 4から、基底数の平均差μの範囲が 6~8.750であり、標準偏差 Zの範囲が
3.862~6.981であることがわかった。 
 
4.3 考察 
  表 3.1~3の RMSE比較結果から、ランダム画像から学習した基底がランダム画像
の方に、人画像から学習した基底が人画像の方に対して、復元能力が高いことがわ
かった。 
 図 7.1~9と表 4に示している基底数の比較結果から、異なる種類の学習画像から
学習した基底は異なることがわかった。 
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第5章 基底画像のクラスタリングとクラスタ基底の可視化 
5.1 基底画像のクラスタリング 
5.1.1 クラスタリング手法 
 第 4章の人画像辞書と同じように、2756枚の人物画像から 2000枚をランダムに
選択し、それらから 10万個の 8[pixel]×8[pixel]の画像パッチをランダムに選択して
（1枚画像に 50個の画像パッチ）、輝度のみを学習テータとした。画像パッチ中の
各画素を[0, 1]の値に変換後、パッチ中の画素の平均値を引いた値として正規化する。 
 実験で学習した辞書のパラメータを表 5に示す 。 全部で 27種類の辞書を学習し
た。 
表 5 基底学習のパラメータ 
手法 辞書サイズ n スパース制限 T 制約項 学習画像 
K-SVD 96, 128, 256 1,5,10 なし 人画像 
提案手法 1 96, 128, 256 1,5,10 σ=0.5 人画像 
提案手法 2 96, 128, 256 1,5,10 ω=0.5 人画像 
 
 
 学習した 27種類の辞書基底画像をそれぞれ k-means法（クラスタ数 16）でクラス
タリングした。k-meansの実装が、MATLABの kmeans関数と二乗ユークリッド距離
尺度を使用した。 
 図 8.1~9に、K-SVDが学習した 9種類の辞書の基底画像を示す。図 8.10~18に、
提案手法 1が学習した 9種類の辞書の基底画像を示す。図 8.19~27に、提案手法 2
が学習した 9種類の辞書の基底画像を示す。 
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図 8.1 K-SVD（n=256、T=1）の基底画像 
 
 
 
図 8.2 K-SVD（n=256、T=5）の基底画像 
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図 8.3 K-SVD（n=256、T=10）の基底画像 
 
 
 
図 8.4 K-SVD（n=128、T=1）の基底画像 
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図 8.5 K-SVD（n=128、T=5）の基底画像 
 
図 8.6 K-SVD（n=128、T=10）の基底画像 
 
 
 
図 8.7 K-SVD（n=96、T=1）の基底画像 
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図 8.8 K-SVD（n=96、T=5）の基底画像 
 
 
 
図 8.9 K-SVD（n=96、T=10）の基底画像 
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図 8.10 提案手法 1（n=256、T=1）の基底画像 
 
 
 
図 8.11 提案手法 1（n=256、T=5）の基底画像 
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図 8.12 提案手法 1（n=256、T=10）の基底画像 
 
図 8.13 提案手法 1（n=128、T=1）の基底画像 
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図 8.14 提案手法 1（n=128、T=5）の基底画像 
 
図 8.15 提案手法 1（n=128、T=10）の基底画像 
 
 
 
図 8.16 提案手法 1（n=96、T=1）の基底画像 
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図 8.17 提案手法 1（n=96、T=5）の基底画像 
 
 
 
図 8.18 提案手法 1（n=96、T=10）の基底画像 
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図 8.19 提案手法 2（n=256、T=10）の基底画像 
 
 
 
図 8.20 提案手法 2（n=256、T=5）の基底画像 
 
 
 
 
 
 
 
41 
 
 
 
図 8.21 提案手法 2（n=256、T=1）の基底画像 
 
図 8.22 提案手法 2（n=128、T=10）の基底画像 
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図 8.23 提案手法 2（n=128、T=5）の基底画像 
 
図 8.24 提案手法 2（n=128、T=1）の基底画像 
 
 
 
図 8.25 提案手法 2（n=96、T=10）の基底画像 
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図 8.26 提案手法 2（n=96、T=5）の基底画像 
 
 
 
図 8.26 提案手法 2（n=96、T=1）の基底画像 
 
 
5.1.2 クラスタリング結果 
 図 8.1~9に示している K-SVDが学習した 9種類の辞書基底画像のクラスタリング
結果を図 9.1~9に示す。図 8.10~18に示している提案手法 1が学習した 9種類の辞書
基底画像のクラスタリング結果を図 9.10~18に示す。図 8.19~27に示している提案手
法 2が学習した 9種類の辞書基底画像のクラスタリング結果を図 9.19~27に示す。 
 
 
 
 
 
 
 
 
 
 
 
 
 
44 
 
 
 
図 9.1 K-SVD（n=256、T=1）のクラスタリング結果 
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図 9.2 K-SVD（n=256、T=5）のクラスタリング結果 
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図 9.3 K-SVD（n=256、T=10）のクラスタリング結果 
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図 9.4 K-SVD（n=128、T=1）のクラスタリング結果 
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図 9.5 K-SVD（n=128、T=5）のクラスタリング結果 
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図 9.6 K-SVD（n=128、T=10）のクラスタリング結果 
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図 9.7 K-SVD（n=96、T=1）のクラスタリング結果 
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図 9.8 K-SVD（n=96、T=5）のクラスタリング結果 
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図 9.9 K-SVD（n=96、T=10）のクラスタリング結果 
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図 9.10 提案手法 1（n=256、T=1）のクラスタリング結果 
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図 9.11 提案手法 1（n=256、T=5）のクラスタリング結果 
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図 9.12 提案手法 1（n=256、T=10）のクラスタリング結果 
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図 9.13 提案手法 1（n=128、T=1）のクラスタリング結果 
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図 9.14 提案手法 1（n=128、T=5）のクラスタリング結果 
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図 9.15 提案手法 1（n=128、T=10）のクラスタリング結果 
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図 9.16 提案手法 1（n=96、T=1）のクラスタリング結果 
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図 9.17 提案手法 1（n=96、T=5）のクラスタリング結果 
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図 9.18 提案手法 1（n=96、T=10）のクラスタリング結果 
 
 
 
 
 
 
 
 
 
 
 
 
62 
 
 
 
図 9.19 提案手法 2（n=256、T=1）のクラスタリング結果 
 
 
 
 
 
 
 
 
 
 
 
 
63 
 
 
 
図 9.20 提案手法 2（n=256、T=5）のクラスタリング結果 
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図 9.21 提案手法 2（n=256、T=10）のクラスタリング結果 
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図 9.22 提案手法 2（n=128、T=1）のクラスタリング結果 
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図 9.23 提案手法 2（n=128、T=5）のクラスタリング結果 
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図 9.24 提案手法 2（n=128、T=10）のクラスタリング結果 
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図 9.25 提案手法 2（n=96、T=1）のクラスタリング結果 
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図 9.26 提案手法 2（n=96、T=5）のクラスタリング結果 
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図 9.27 提案手法 2（n=96、T=10）のクラスタリング結果 
 
 
5.2 クラスタ基底の可視化 
5.2.1 可視化手法 
 K-SVDや提案手法 1~3を用いて、人物画像をスパース係数分解した後、各画像パ
ッチに利用されている基底が属するクラスタ毎に、そのスパース係数の絶対値の和
を図 10に示すように量子化したもの（重み和）を計算し、人物領域でどの基底のク
ラスタが使われているかを可視化する。 
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                                     0          0.25         0.5         0.75           1          +∞ 
図 10 スパース係数の絶対値の和の量子化 
 
 
 ここでは、0から 0.25未満の値を 0に、0.25から 0.5未満の未満の値を 0.25に、
0.5から 0.75未満の値を 0.5に、0.75から 1 未満の値を 0.75に、1以上の値を 1にす
るように量子化を行う。 
 
 
5.2.2 可視化結果 
 ある人物画像に対して、学習した 27種類の辞書の各基底クラスタの可視化結果を
図 11.1~27に示す。図 9.1~9に示している K-SVDが学習した 9種類の辞書の各基底
クラスタに対応する可視化図形を図 11.1~9に示す。図 9.10~18に示している提案手
法 1が学習した 9種類の辞書の各基底クラスタに対応する可視化図形を図 11.10~18
に示す。図 9.19~27に示している提案手法 2が学習した 9種類の辞書の各基底クラ
スタに対応する可視化図形を図 11.19~27に示す。 
 また、 各可視化図形では、画像パッチの左上の画素位置で対応する画像パッチを
表し、その画素の輝度が対応する基底クラスタの重み和の大きさを示している。 
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図 11.1 基底クラスタの使用される場所と重み和の可視化 
（K-SVD、n=256、T=1） 
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図 11.2 基底クラスタの使用される場所と重み和の可視化 
（K-SVD、n=256、T=5） 
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図 11.3 基底クラスタの使用される場所と重み和の可視化 
（K-SVD、n=256、T=10） 
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図 11.4 基底クラスタの使用される場所と重み和の可視化 
（K-SVD、n=128、T=1） 
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図 11.5 基底クラスタの使用される場所と重み和の可視化 
（K-SVD、n=128、T=5） 
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図 11.6 基底クラスタの使用される場所と重み和の可視化 
（K-SVD、n=128、T=10） 
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図 11.7 基底クラスタの使用される場所と重み和の可視化 
（K-SVD、n=96、T=1） 
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図 11.8 基底クラスタの使用される場所と重み和の可視化 
（K-SVD、n=96、T=5） 
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図 11.9 基底クラスタの使用される場所と重み和の可視化 
（K-SVD、n=96、T=10） 
 
 
 
 
 
 
 
81 
 
 
 
図 11.10 基底クラスタの使用される場所と重み和の可視化 
（提案手法 1、n=256、T=1） 
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図 11.11 基底クラスタの使用される場所と重み和の可視化 
（提案手法 1、n=256、T=5） 
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図 11.12 基底クラスタの使用される場所と重み和の可視化 
（提案手法 1、n=256、T=10） 
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図 11.13 基底クラスタの使用される場所と重み和の可視化 
（提案手法 1、n=128、T=1） 
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図 11.14 基底クラスタの使用される場所と重み和の可視化 
（提案手法 1、n=128、T=5） 
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図 11.15 基底クラスタの使用される場所と重み和の可視化 
（提案手法 1、n=128、T=10） 
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図 11.16 基底クラスタの使用される場所と重み和の可視化 
（提案手法 1、n=96、T=1） 
 
 
 
 
 
 
 
88 
 
 
 
図 11.17 基底クラスタの使用される場所と重み和の可視化 
（提案手法 1、n=96、T=5） 
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図 11.18 基底クラスタの使用される場所と重み和の可視化 
（提案手法 1、n=96、T=10） 
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図 11.19 基底クラスタの使用される場所と重み和の可視化 
（提案手法 2、n=256、T=1） 
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図 11.20 基底クラスタの使用される場所と重み和の可視化 
（提案手法 2、n=256、T=5） 
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図 11.21 基底クラスタの使用される場所と重み和の可視化 
（提案手法 2、n=256、T=10） 
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図 11.22 基底クラスタの使用される場所と重み和の可視化 
（提案手法 2、n=128、T=1） 
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図 11.23 基底クラスタの使用される場所と重み和の可視化 
（提案手法 2、n=128、T=5） 
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図 11.24 基底クラスタの使用される場所と重み和の可視化 
（提案手法 2、n=128、T=10） 
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図 11.25 基底クラスタの使用される場所と重み和の可視化 
（提案手法 2、n=96、T=1） 
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図 11.26 基底クラスタの使用される場所と重み和の可視化 
（提案手法 2、n=96、T=5） 
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図 11.27 基底クラスタの使用される場所と重み和の可視化 
（提案手法 2、n=96、T=10） 
 
 
 図 11.1~27に示している基底クラスタの使用される場所と重み和の可視化図形か
ら、異なる基底クラスタの重み和が異なる程度で人のエッジが表現されている。よ
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って、基底画像クラスタの分布を人物領域の特徴量に利用し、例えば、人物追跡に
適用することが可能と考えられる。 
 
5.3 考察 
 基底クラスタの可視化図形から、人のエッジが表現されていることが分かり、基
底画像クラスタの分布を人物領域の特徴量に利用できる可能性が示唆された。 
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第6章 人物追跡における人物領域特徴量の表現と評価 
6.1 人物追跡について 
 カメラ内の連続したフレーム間で同一人物かどうかの対応付けを行うことで人物
追跡を行う。人物追跡の人物領域特徴量が前述した基底画像クラスタの分布（基底
クラスタの使用頻度のヒストグラム）で表現し、従来の特徴量と比較することで、
提案特徴の有効性評価を行なった。 
 
 
6.2 実験 
6.2.1 実験方法 
 複数人物の追跡に適した Pirsiavash らの手法[10]に、同一人物判定の特徴量として、 
基底画像クラスタの分布と従来方式[10]を用いて、特徴量の違いによる人物追跡精
度の比較評価を行った。なお、従来方式では同一人物判定の特徴量として、人物の
移動距離および大きさの変化を利用している。 
 また、K-SVDと提案手法 1、2が学習した辞書（人画像辞書、辞書サイズ n=96、
スパース制限 T=1,5,10）の基底画像クラスタの分布を用いて、人物追跡精度の検証
を行なった。 
 
 
6.2.2 評価基準 
 人物追跡評価のデータセットとして TownCentre Dataset[11]を用い、複数物体追跡
の精度指標であるMOTA(Multiple Object Tracking Accuracy[12])による評価を行なっ
た。 
 
     (  
∑ (           ) 
∑    
)         (13) 
 
ここで、mtは追跡漏れの人数、fptは誤追跡数、mmetは人物の対応付けの不一致数、
gtは追跡人物の真値を示し、tはフレーム数である。  
 
 
6.3 結果 
 K-SVDと提案手法 1、2が学習した辞書の基底画像クラスタの分布を用いて、人
物追跡精度の検証結果を表 8に示す。thが基底画像クラスタの分布の閾値であり、
人物画像から分解されたスパース係数の中に、 絶対値が th以上の要素のみを考慮す
る。 
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表 8  K-SVDと提案手法 1、2 の基底画像クラスタの分布 
を用いて、MOTAの評価結果 
 MOTA[%] 
手法 n T th=0 th=0.2 th=0.4 th=0.6 th=0.8 
K-SVD 96 1 46.33816 46.38336 46.0217 46.74503 45.84087 
K-SVD 96 5 45.61483 45.20796 46.06691 46.97107 46.74503 
K-SVD 96 10 46.47378 45.4792 46.15732 46.83544 46.51899 
提案手法 1 96 1 45.52441 46.42857 45.02713 46.06691 46.15732 
提案手法 1 96 5 47.10669 46.15732 46.15732 46.51899 46.38336 
提案手法 1 96 10 46.69982 45.25317 46.24774 48.01085 46.20253 
提案手法 2 96 1 45.52441 45.52441 45.52441 45.52441 45.434 
提案手法 2 96 5 46.11212 45.434 45.66004 45.66004 45.61483 
提案手法 2 96 10 46.20253 45.56962 45.66004 45.61483 45.97649 
 
 
従来特徴と比較する結果を表 9に示す。表 9の提案特徴のMOTAの評価結果
（46.34%）は、表 8で示している異なる辞書の基底画像クラスタによるMOTAの平
均値である。 
 
 
表 9 特徴量の次元数とMOTAの評価結果 
特徴 特徴量の次元数 MOTA[%] 
従来（人物の移動距離お
よび大きさの変化） - 41.72 
提案（基底画像クラスタ
の分布） 16 46.34 
 
 
6.4 考察 
 表 8に示している K-SVDと提案手法 1、2の基底画像クラスタの分布の評価結果
から、最も低い精度の 45.02713%（提案手法 1、辞書サイズ n=96、スパース制限
T=1、th=0.4）でも、従来方式（41.72%）より高いことを示している。また、thが
0.6 、提案手法 1（ 辞書サイズ n=96、スパース制限 T=10）の場合に、最も高い精度
（48.01085%）が得られた。表 9に示している基底画像クラスタの分布を人物領域特
徴量に評価した結果より、従来方式から 5%程度の追跡精度向上が見られる。よって、
基底画像クラスタ分布は人物領域の特徴量を表していると考えられる。 
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第7章 結論 
7.1 まとめ 
 近傍画素類似性とエッジ特徴を制約項としてスパースコーディングに導入するこ
とによって、近傍画素類似性およびエッジ性を基底画像に反映できた。 
 異なる画像から学習した辞書の RMSEの比較によって、ランダム画像から学習し
た基底がランダム画像の方に、人画像から学習した基底が人画像の方に対して、復
元能力が高いことがわかった。また基底数の比較結果から、異なる種類の学習画像
から学習した基底は異なることが分かった。 
 クラスタ基底の可視化図形から、人のエッジが表現されていることが分かった。
さらに、人物追跡の評価結果から、基底画像クラスタ分布は人物領域の特徴量を表
していることが分かった。 
 
 
7.2 今後の課題 
 辞書サイズ、辞書の学習手法、制約項の有無とパラメータ値、クラスタ数等の最
適値を検討することが、今後の課題として挙げられる。 
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 今までの画像処理は基本的に、処理毎に基本単位
である画素から様々な特徴量を抽出して、独立の画
像表現を利用して処理を行っていた。しかし、複数
の画像処理にそれぞれ独立の画像表現を使用するこ
とは非効率と考えられる。そのため、様々な画像処
理に特徴量抽出の共通部分を中間画像表現として用
い、中間画像表現を直接各画像処理に利用すること
で、より効率的に処理を行うことができると考えら
れる。 
スパースコーディングは人間の脳で初期視覚の情
報処理を数理的にモデル化した手法であり、画像を
統計的・情報理論的な基準に基づいて適切な基底に
分解できる。更に、少数の神経細胞だけが活動する
ことと同様に、数の少ない基底の重み付き線形和を
スパース係数として画像を構成することができる。
スパースコーディングで学習した基底画像は画像の
共通的な特徴を構成するものであるため、共通的な
特徴量として各画像処理を行える可能性がある。そ
れゆえ、スパースコーディングによる画像表現は中
間画像表現として利用できると考えられる。 
 スパースコーディングの基底を求める一般的な方
法では、原信号の再現性とスパース係数の L0ノルム
の制約を利用する。これらの制約によって、原信号
を画像とした場合、求められた基底は画像特徴の一
端を表していると考えられるが、原信号が画像であ
ることは一切考慮されていない。そのため、本論文
では、原信号を画像と限定した新たな制約項を導入
することによって、画像向きの最適化基底を求める
方法について検討した。また、動画像中の人物追跡
に、スパースコーディングの基底画像をクラスタリ
ングし、使用される基底画像クラスタ分布を人物領
域の特徴量とする方法について検討した。  
 本論文は 7章構成であり、以下の内容である。 
 第 1 章「序論」では、研究背景、研究目的および
本論文の構成について述べている。 
 第 2 章「関連研究」では、スパースコーディング
と K-SVDに関する先行研究について述べている。 
 第 3 章「画像向きスパースコーディング基底の最
適化手法」では、画像の一般的な特徴である近傍画
素類似性とエッジ特徴をスパースコーディングの新
たな制約項として導入する方法、導入することによ
ってスパースコーディングの基底がどのように変化
するかについて検討を行った結果について述べてい
る。 
 第 4 章「異なる画像データセットから学習した辞
書の比較」では、ランダム画像から学習した基底と
人画像から学習した基底の比較方法、結果について
述べている。 
 第 5 章「基底画像のクラスタリングとクラスタ基
底の可視化」では、基底画像のクラスタリング手法
と結果、および人物領域画像をスパース係数分解し
て、そこで使用される各基底画像クラスタを可視化
する手法と結果について述べている。 
 第 6 章「人物追跡における人物領域特徴量の表現
と評価」では、基底画像クラスタの分布を人物領域
特徴量の表現として、動画像の人物追跡に応用した
効果について述べている。 
 第 7 章「結論」では、まとめと今後の課題につい
て述べている。 
 
図 1 K-SVDと提案手法で学習した辞書の基底画像 
 
 第 3 章で検討した近傍画素類似性のみ（提案手法
1）、エッジ特徴のみ（提案手法 2）、両者とも（提案
手法 3）を新たな制約項としてスパースコーディン
グに導入し、K-SVDで学習した辞書の基底画像を図
1 に示す。提案した画像特徴を導入することによっ
て、近傍画素類似性およびエッジ性を基底画像に反
映できた。 
 第４章で検討した異なる画像データセットから学
習した辞書の比較結果を表 1と表 2に示す。 
 
表 1 RMSE比較結果（テスト画像：ランダム画像） 
手法 RMSE（学習画像：
人画像） 
RMSE(学習画像：ラン
ダム画像) 
K-SVD（T=1） 0.0706 0.0689 
K-SVD（T=5） 0.0488 0.0429 
K-SVD（T=10） 0.0396 0.0313 
表 2 RMSE比較結果（テスト画像：人画像） 
手法 RMSE（学習画像:
人画像） 
RMSE(学習画像：ラン
ダム画像) 
K-SVD（T=1） 0.0338 0.0363 
K-SVD（T=5） 0.0154 0.0162 
K-SVD（T=10） 0.0099 0.0100 
 
表 1と表 2はそれぞれテスト画像がランダム画像
と人画像の場合で、基底の RMSE比較結果が示され
ている。RMSE比較結果から、ランダム画像から学
習した基底がランダム画像の方に、人画像から学習
した基底が人画像の方に対して、復元能力が高いこ
とがわかった。 
 
図 2 基底の比較結果（K-SVD、スパース制限 1、辞書
サイズ 256） 
 
図 2に、二種類の基底を一緒にクラスタリングし
た結果、各クラスタにおいてそれぞれ含まれる基底
数と基底数の平均差、標準偏差を示す。縦軸が各ク
ラスタに含まれる基底の数、横軸がクラスタの番号、
青い色のgroundtruth2756が人画像から学習した辞
書で、黄色の random100がランダム画像から学習
した辞書を示している。比較結果から、異なる種類
の学習画像から学習した基底は異なることがわかっ
た。
 
図３ 基底のクラスタリング結果 
第 5章で検討した辞書の基底画像のクラスタリン
グ結果例として、K-SVDで学習した辞書サイズ128、
スパース制限 5の場合の基底画像クラスタリング結
果を図 3に示す。
 
図 4 基底クラスタの使用される場所と重み和の可視
化 
 
人物画像をスパース係数分解した後、各画像パッ
チに利用されている基底が属するクラスタ毎に、そ
のスパース係数の絶対値の和（重み和）を計算し、
人物領域でどの基底のクラスタが使われているかを
可視化する。ある人物画像に対して、K-SVD・辞書
サイズ 128の場合の可視化結果を図 4に示す。図 4
では、画像パッチの左上の画素位置で対応する画像
パッチを表し、その画素の輝度が重み和の大きさを
示している。(4a)はスパース制限 1 の場合の基底ク
ラスタ 14、(4b)はその使用場所と重み和、(4c)はス
パース制限 5の場合の基底クラスタ 10、(4d)はその
使用場所と重み和、(4e)はスパース制限 10の場合の
基底クラスタ 16、(4f)はその使用場所と重み和を示
す。 
クラスタ基底の可視化図形から、人のエッジが表
現されていることが分かり、基底画像クラスタの分
布を人物領域の特徴量に利用できる可能性が示唆さ
れた。 
第６章で検討した人物追跡における従来特徴量と
基底画像クラスタの分布の比較結果を表 3 に示す。
基底画像クラスタの分布を人物領域特徴量に評価し
た結果より、従来方式から 5%程度の追跡精度向上が
見られる。 
 
表 3 特徴量の次元数と複数物体追跡の精度の評価結果 
特徴量 特徴量の次元数 
複数物体追跡
の精度[%] 
従来（人物の移動距離
および大きさの変化） - 41.72 
提案（基底画像クラス
タの分布） 16 46.34 
 
よって、基底画像クラスタ分布は人物領域の特徴
量を表していると考えられる。 
今後の課題としては、辞書サイズ、辞書の学習手
法、制約項の有無とパラメータ値、クラスタ数等の
最適値を検討することが挙げられる。
 
