This paper is concerned with the asymptotic empirical eigenvalue distribution of a non linear random matrix ensemble. More precisely we consider
Introduction
Deep learning has shined through a large list of succesful applications over the past five years or so (see for instance applications in image or speech recognition [KSH12, HDY + 12] or translation [WSC + 16]). The interested reader can go to [Sch15] for an overview of the subject. However, the theoretical and mathematical understanding of deep learning has had a slow progress. The main difficulty comes from the complexity of studying highly non-convex functions of a very large number of parameters [CHM + 15, PB17] . Thus, a possible idea to understand better such large complex systems is to approximate the elements of the system by random variables as it is done in statistical physics and thermodynamics. Indeed, even Wigner's original idea of introducing random symmetric or Hermitian matrices was to understand the energy levels of large nuclei whose study was too complicated.
In [GSB16] for instance, neural networks with random Gaussian weights have been studied for practical interest while eigenvalues of non-Hermitian matrices were used to understand neural networks in [RA06] . Random matrix theory was also used in [ZMW12] to study echo state networks used to model nonlinear dynamical systems. In [BGC16, CBG16] , a random matrix approach has been used to do a theoretical study of spectral clustering by looking at the Gram matrix W W * where the columns of W are given by random vectors. They compute the asymptotic deterministic empirical distribution of this matrix which allows the analysis of the spectral clustering algorithm in large dimensions.
For random neural networks, there are two distinct parts of the system that are large, the number of samples m and the number of parameters n. We then need to consider rectangular matrices of size n × m. Random matrix theory usually applies to large matrices where the number of samples and that of parameters grow in the same way: one considers the regime where n/m goes to some constant φ. The study of random matrix models for random neural networks was done in [LLC18, PW17] , it consists of nonlinear random matrix models of the form
where f is a nonlinear activation function, W is the n 1 × n 0 matrix corresponding to the weights and X the n 0 × m matrix of the data. While such nonlinear matrix models appear in the study of neural networks, other nonlinear models where a function is applied pointwise such as kernel matrices were studied before [EK10] .
There are several possibilities to incorporate randomness in this model. In [LLC18] , the authors consider random weights with deterministic data. The weights are given by functional of Gaussian and they study eigenvalues through concentration inequalities for finite n 0 , n 1 and m and the function f is Lipschitz continuous. We give the limiting asymptotic empirical eigenvalue distribution in terms of Stieltjes transform as the following theorem Note that the dependence in f comes from the deterministic matrix M . This type of eigenvalue distribution is not new to random matrix theory as it corresponds to sample covariance matrix with general population of type T XX * T * with T a deterministic matrix such that T T * = M [SB95] . Thus the nonlinearity coming from applying the function f entrywise is not clearly seen in the eigenvalue distribution. The main difference with general sample covariance matrices is the non universality of the eigenvalue distribution. Indeed, the deterministic matrix M depend on the distribution of W , beyond its first two moments. In [LLC18] , a discussion is made on the effect of the fourth moments of the distribution for the efficiency of the neural networks.
On the other side, in [PW17] , the randomness comes from both the matrices W and X as they are chosen to be independent random matrices with Gaussian entries. Interestingly, they obtain the asymptotic eigenvalue spectral distribution via a self-consistent equation for the Stieltjes transform of degree 4. This equation corresponds to a quartic equation. In some special cases of the parameters, one recovers the recursion for the Marčenko-Pastur with parameter φ/ψ:
This eigenvalue distribution is that of Wishart matrices. Thus, there exists a class of functions such that the nonlinear matrix model is simply given by a linear model with only one degree of randomness. It was then conjectured in [PW17] that choosing such an activation function could speed up training through the network. For some other sets of parameters, the equation becomes cubic. This cubic equation corresponds to the product Wishart matrix, that is the same as when f is linear : the resulting matrix is simply ZZ * with Z = W X. The eigenvalue distribution of such matrices has been computed in [DC14] . However in all generality, a new type of a new type of limiting eigenvalue distribution is defined in [PW17] , through a fixed point equation of order 4 for its Stieltjes transform. This equation was also applied in [PW17] to facilitate the choice of activation function, a problem which has a crucial impact on the training procedure. In [HDR19] , the choice of function was studied for random neural networks after going through a large number of layers. For a linear function f , the multiple layer case consists in a large product of random matrices. The correlation kernels and local statistics of such matrix models were considered in [KZ14, CKW15] for complex Gaussian entries. Recently, in [HN18] , a model of products of random matrices where the size of the matrices and the number of terms in the product goes to infinity was studied to obtain quantitative result on neural networks with linear activation functions.
The aim of this paper is to study the asymptotic empirical eigenvalue distribution of such nonlinear functionals of random matrices f (W X) where f is applied entrywise and to extend the result established by [PW17] to non Gaussian matrices. Such a study is also of interest in random matrix theory itself as it introduces a new class of ensembles of random matrices as well as a new class for universality. For practical purpose, we also investigate the multilayer case Y ( ) = f (W ( −1) Y ( −1) ) for = 1 . . . L with L fixed and study again the asymptotic empirical eigenvalue distribution for a class of activation function.
The model
Consider a random matrix X ∈ R n 0 ×m with i.i.d elements with distribution ν 1 . Let also W ∈ R n 1 ×n 0 be a random matrix with i.i.d entris with distribution ν 2 . W is called the weight matrix. Both distribution are centered and we denote the variance of each distribution by (2.1)
We also need the following assumption on the tail of W and X: there exist constants ϑ w , ϑ x > 0 and α > 1 such that for any t > 0 we have P (|W 11 | > t) e −ϑwt α and P (|X 11 | > t) e −ϑxt α . (2.2)
Note that in light of the central limit theorem it gives us that there exists a constant C > 0 such that
We now consider a smooth function f : R → R with zero Gaussian mean in the sense that f (σ w σ x x) e −x 2 /2 √ 2π dx = 0. (2.4)
As an additional assumption, we also suppose that there exists positive constants C f and c f and A 0 > 0 such that for any A A 0 and any n ∈ N we have,
We consider the following random matrix,
where f is applied entrywise. We suppose that the dimensions of both the columns and the rows of each matrix grow together in the following sense: there exist positive constants φ and ψ such that
Now we can give the limiting empirical eigenvalue distribution of the matrix M . It consists in a deterministic compactly supported measure. Denote by (λ 1 , . . . , λ n 1 ) the eigenvalues of M given by (2.6) and
its empirical eigenvalue distribution The moments of the asymptotic empirical eigenvalue distribution depend on the two following parameters of the function f : we set
(2.8)
Theorem 2.2. The measure µ is characterized through a self-consistent equation for its Stieljes transform
We have the following fourth-order self-consistent equation,
with θ 1 (f ) and θ 2 (f ) are defined in (2.8).
Remark 2.3. The measure µ is characterized by its moments which are given in (3.18) below.
The model given by (2.6) consists in passing the data covariance matrix through one layer of a neural network as we apply the function f a single time. However, we could reinsert the matrix Y through the network again and obtain a new covariance matrix. It was conjectured in [PW17] that for activation functions such that θ 2 (f ) = 0 the eigenvalue distribution is invariant and we obtain the Marčenko-Pastur distribution at each layer. We give here a positive answer to this conjecture. We denote by L the number of layers and consider, for p ∈ [[0, L − 1]] a family of independent matrices W (p) ∈ R n p+1 ×np where (n p ) p is a family of growing sequences of integers such that there exists (φ p ) p and (ψ p ) p such that
Figure 1: Examples of eigenvalue distribution for different activation function and parameters for Gaussian random variables. Note that the activation functions are centered and normalized so that θ 1 (f ) = 1. In the second figure, we have θ 2 (f ) = 0 and the asymptotic empirical eigenvalue distribution is given by the Marčenko-Pastur distribution of shape parameter φ/ψ.
We suppose that all matrix entries (W (p) ij ) ij are i.i.d with variance σ 2 w . Consider also X ∈ R n 0 ×m with i.i.d entries of variance σ 2 x and define the sequence of random matrices
The normalization is there in order to keep the same variance for Y entries along every layer. This normalization is also crucial for training speed [IS15] . Indeed, we need to use the fact that f is centered with respect to the Gaussian distribution with the variance given by σ 2 w σ 2 x . Now, one can define
where (λ
. We then have the following theorem under the additional assumption that the function f is bounded.
Theorem 2.4. Suppose that f is a bounded analytic function such that (2.4) and (2.5) hold and
n L is given almost surely by the Marčenko-Pastur distribution of shape parameter
The next section is dedicated to proving Theorem 2.1 for polynomials using the moment method. We first consider the case where f is a polynomial in order to compute the moments and generalize to other functions using a polynomial approximation in Section 4. In Section 5 we show that the largest eigenvalue of our model for a single layer sticks to the edge of the support of µ by considering high moments of the matrix [FK81, Sos99, Sos02, Péc09] . Finally, in Section 6 we first give a description of the expected moments after two layers for polynomials and then prove Theorem 2.4.
Moment method when f is a polynomial
The point of this section is to compute the moments of the empirical eigenvalue distribution of the matrix M when the activation is a polynomial. The following statement gives the expected moment of the distribution in this case using a graph enumeration. We extend the result to other functions f in Section 4
be a polynomial such that (2.4) holds. The degree of f , K, can grow with n 1 but suppose that
n 1 be defined in (2.7) and its expected moments
We then have the following asymptotics Note that in this theorem we allow the degree K of the polynomial to grow with n as in (3.1) but the theorem holds true for any fixed integer q (independent of n). It is possible that we can get a stronger assumption than (3.1) in the sense that K could grow faster with n 1 . However, this bound is enough for the polynomial approximation we will need later. Note that we will use a Taylor approximation on our final function f .
Case where f is a monomial of odd degree:
We first consider the case where f (x) = x k k! for k odd. In this section, we explain the combinatorics needed to compute the moments of the spectral measure of M in the case where f is an odd monomial. To that aim we need some definitions from graph theory. We first assume that the entries of W and X are bounded in the following sense: there exists a A > 0 such that
Basic definitions
For this activation function, the entries of Y = f (W X/ √ n 0 ) are of the form
We want to study the normalized tracial moments of the matrix M . Thus we want to consider, for a positive integer q,
Thus injecting (3.3) in the previous equation we obtain the following development of the tracial moment of M
(3.5) We encode each term in of the sums as a graph with #{i 1 , . . . , i q , j 1 , . . . , j q } red vertices and 2kq blue vertices. We can represent the vertices in a graph such as Figure 2.1. Since the W ij and X ij are centered and independent, we need at least two of each of them in the summand in equation (3.5). Thus, the main contribution comes from those summands maximizing the number of pairwise distinct indices. We define these admissible graphs, corresponding to the leading order, as the following.
Definition 3.2. An admissible graph corresponding to a summand in (3.4) is a sequence of simple even cycles of red vertices labeled by the {i 1 , . . . , i q } and {j 1 , . . . , j q } such that each factor Y ip 1 jp 2 correspond to a red edge. The cycles are joined to another by a common vertex.
Remark 3.3. Such an admissible graph always has 2q red edges. It can also be seen as a tree of cycles also called a cactus graph. These graphs appear also in random matrix theory in the so-called theory of traffics when expanding injective traces (see [CDM16] e.g.).
We call a red edge a niche. Each niche is decorated by k blue vertices from which leaves a blue edge corresponding to a term W i X j in (3.5). Thus to compute the spectral moment one needs to match the blue edges so that each entry arises with multiplicity greater than 2. The matching of indices in (3.5) corresponds to a matching of the blue vertices.
As we can see each admissible graph as a tree of decorated red cycles, the basic figure is given by such a cycle:
For general admissible graphs, they may be coincidences among the i's or the j's.
The simplest admissible graph: a cycle of length 2q
In this subsection, we assume that the i and j indices are pairwise distinct and consider the associated contribution to the spectral moment. In this case, we can really encode the products in the summand as in Figure 2 .1. Since we need at least two occurences of each matrix entry, say for instance W i 1 , 1 1 , it needs to occur at least an other time in the product. There are then two different ways it can happen: (i) There exists p ∈ {2, . . . , k} such that 1 p = 1 1 .
(ii) There exists p ∈ {1, . . . , k} such that 2q p = 1 1 . Applying the same reasoning for X 1 1 ,j 1 , there exists p ∈ {1, . . . , k} such that 2 p = 1 1 .
We see that the dominant term corresponds to the maximization of the number of pairwise distinct indices. The way to have the most pairwise distinct indices without vanishing is to perform the most perfect matchings inside each niche. Note that since we suppose that k was odd, there is necessary an occurence of case (ii) which corresponds to the cycle of size 2q as in Figure 2 .1. Thus we can construct the graphs corresponding to the dominant term in the following way, which is illustrated in Figure 2 .1:
• Choose an index p in each niche which is in the only cycle of the graph.
• Do a perfect matching of the rest of the indices inside each niche. Case q > 1. The corresponding contribution from the basic cycle to the moment is, since every entry exactly occurs two times in the products, using (2.1),
To obtain this formula, note that we choose the i-labels over n 1 possible indices and the j-labels over m indices. Now, we also choose the -labels over n 0 indices but one has to be careful not to overmatch indices on adjacent niches. Finally, we have to determine the blue vertices forming the cycle parcouring each niche, there are k 2q possible ways to do so. The number of perfect matchings on the rest of the vertices in each niche is then equal to ((k − 1)!!) 2q . We obtain that
Note that we have in the case where f is a monomial of odd degree, by (2.8), we can write
Case q = 1. The behavior in the case where k = 1 is slightly different and is useful to study the general case later. Indeed in this case, we can do any perfect matching between the 2k blue vertices since there is no difference between any factor W or X in the summand in (3.5). The graph can bee seen in Figure 3 .1. Thus, the contribution of the moments in this case is the following
where the error comes from the fact that the second order is performing a perfect matching on all sites except two and then identifying the two remaining blue vertices to already matched pairs. We now show that E q is indeed the typical contribution from the basic cycle, that is all other matchings lead to a negligible contribution with respect to E q . There are four different phenomena that can give a (lower order) contribution. Firstly, there could be more than one cycle linking every niche such as Figure 2 .2. Also, in at least one niche there could be more identifications between -indices, which raises moments of entries of W and X. There could be an identification between the index of the cycle and an index from a perfect matching inside a niche. Finally, there could also be identifications between two distinct niches, note we can only get higher moments in the case where the two niches are adjacent. While these four behaviors can happen simultaneously, we see the contribution separately since it would induce an even smaller order if counted together.
There is more than one cycle between niches. In this case, we can compute the contribution E
(1) q on the moments in the following way. Suppose there are c cycles. Note that necessarily c is odd since k is odd and entries are centered, then we can write, if we suppose that indices not in cycles are being perfectly matched,
In order to understand the very first term, note that we have to select in each niche c blue vertices in order to create the cycles and we then do a perfect matching in the rest of the vertices. Hence, we can see that
Thus this is of smaller order than (3.6) when the number of cycles is strictly greater than 1 as in Figure 2 .2 for instance. Indeed, if one considers the ratio, one obtains that
The graph in each niche is not a perfect matching. For this case, we said that the leading order is given by a perfect matching in each niche where we removed the vertex which belongs to the cycle. This graph gives only second moments of the matrix entries but note that we could have instead higher moments. Suppose that in one niche we have an identification between a 1 , . . . , a b entries such that a 1 + · · · + a b = k − 1. For ease we suppose that a 1 = · · · = a b 1 = 2 and a b 1 +1 , . . . , a b > 2 for some
We also suppose that this occurs in the niche {i 1 , j 1 } as illustrated in Figure 4 .
In this case, we can compare the contribution E (2) q of all such matchings to the contribution of the perfect matching where . . . Figure 4 : Niche where the induced graph is not a perfect matching which raises a fourth moment in the case where k = 7.
.
For the first term in the summand, it corresponds to assigning the k − 1 remaining blue vertices (after the choice of the cycle) into b classes of size a 1 . . . a b compared with simply doing a perfect matching between these vertices. We can bound it in the following way
In the first equality we used the fact that a 1 = · · · = a b 1 = 2 and the definition of the double factorial.
In the next equality we expanded the factorial and in the last inequality we used the fact that a i 3 for i > b 1 . Now, for the second term, we compare the number of possible choices for indices, yielding that
Finally, the last term in the summand corresponds to the different moments we obtain since only variances intervene in the leading contribution while higher moments can appear inside the niche
Now that the terms in the summand are bounded, we need to bound the combinatorial factor coming from the sums, we can do that in the following way
where we used in the first inequality that j (a j − 3) = k − 1 − 2b 1 − 3(b − b 1 ). Finally, putting all these contributions together, we obtained the following comparison between E
q and E q ,
Note that k 3 = o(n 0 ). Here we suppose that we have a perfect matching in all other niches and a single cycle to compute the contribution to the moments. This is not mandatory for the computation and we would just get a contribution of even smaller order in the other cases.
There are identifications between matchings from different niches Assume there are identifications between matchings of different niches. If the niches are not adjacent then such matchings would not increase the moments of the entries of W or X. However, matchings between adjacent niches may result into moments of higher order of the entries instead of the variance. We can then perform the same analysis as the previous one where we replace k − 1 (the remaining indices after the choice of the cycle in one niche) to 2k − 2 corresponding to the number of vertices of two adjacent niches. And we recover the same order for the error as in (3.9).
There are identifications between the cycle and perfect matchings inside niches. We now bound the contribution of possible identifications between the cycle parcouring every niche and the other -indices. Suppose that these identifications happen in d niches, and for p ∈ {1, . . . , d}, we identify the index from the cycle with 2b p blue vertices from the niche. Note that we consider an even number of identifications. Indeed if this number was odd, in order to obtain a non-vanishing term, we would need to either create another cycle or perform more identifications inside the niches. These possibilities are bounded by the two previous considerations. Thus, we can bound the contribution in the following way
This comes from the choices of the niches, the identifications we make in each niche, and the perfect matchings we perform in the other niches. Finally, we suppose that we perform perfect matchings in the rest of the d niches. Then, we can use the bounds
(3.10) From the above we obtain that
Now since we have that k n 0 , we obtain that
Contribution of general admissible graphs
We now suppose that there are I i identifications between the vertices indexed by i labels and I j identifications between the vertices indexed by j labels. Note that by our definition, such a graph is admissible if and only if it consists of I i + I j + 1 cycles. See for example Figures 5.1 and 5.2. As we saw earlier in the case of a simple cycle, the case of a cycle of size 2 has to be considered separately, thus we also suppose that the number of cycles of size 2 is given as a parameter b. We can do a similar analysis in the case of general admissible graphs because we can realize blue identifications inside each cycle as they are well defined. Indeed, the red admissible graph being a cactus tree, in other words a tree of cycles, there is no ambiguity to define the red cycles. 
Looking at the first order in the above expression we obtain the following
Note that the same error terms arise as before due to additional possible identifications: their contribution is then negligible as before as soon as matchings are still performed inside each cycle. Another contribution may arise actually due to an i-identification or a j-identification. One indeed has to check that performing cross-cycle blue identifications is subleading. Suppose, we are around an i-identification as in Figure 6 , these blue edges match entries of W to get a non-vanishing moments. However, in order to match the corresponding X entries, some new identifications are needed. Either inside a niche, the matching is not a perfect matching and we have a lower order as in (3.9) or one has a cycle going along two cycles instead of two separate cycles, it consists of identifying two blue cycles and thus losing an order of n 0 . In all cases, this is negligible. 
Contribution from non-admissible graphs
In this subsection we control the contribution of non-admissible graphs which we denote E (NA) q . To explain how we proceed we first come back to admissible graphs. An admissible graph can be encoded into a rooted tree T = (V, E) as follows. Consider such a tree: one replaces each edge with a cycle of length 2L with L 1 though one may have to choose where cycles are identified along a cycle. These cycles will be called the fundamental cycles, they correspond to the cycles where we perform a matching on the blue vertices. Note that in this case, we have the identity
where d(v) denotes the degree of the vertex v in the tree and we used the fact that |V | = |E| + 1 and
In other words, this previous identity means that the total number of fundamental cycles in an admissible graph is given by I i + I j + 1.
A non-admissible graph can be encoded in a similar fashion but in a more complicated way. Indeed, we need to now consider a multigraph G = (V, E 1 , E 2 ) where E 1 denotes the set of single edges and E 2 the set of multiple edges and perform the same construction where each edge corresponds to a cycle of a certain length. We first consider E = {E 1 , E 2 } the set of all edges where we removed the multiplicity of each edge so that G = (V, E) is now a graph. Now, if we denote the surplus s(G ) to be the minimal number of edges we need to remove to G in order to obtain a tree, we see that
The problem with non-admissible graphs is the fact that there are multiple ways to determine fundamental cycles. Thus, we count the number of non-admissible graphs labeled by its fundamental cycles. First note that if we know which are the fundamental cycles in our non-admissible graph, we can simply see it as an admissible graph with additional identifications: this is the way we encode non admissible graphs ( see Figure 7 for an illustration).
Consider the tree T encoding the admissible graph, we can then choose two edges and glue them together in the sense of identifying one vertex of one edge to one of the other. This performed an additional identification in the initial graph and encode a non-admissible graph. Now, while these two cycles (corresponding to these two edges) are identified at an additional vertex, there could be more identifications for the same two cycles by choosing additional vertices in each cycle to be again identified. So finally doing this step a single time, the number of possible ways to choose two cycles which are then identified at r pairs of vertices is at most:
Since we need to choose two edges and then two vertices. However, see that we lose a power of n 1 (or m) for each additional identification as we lose a choice of index without gaining a cycle. This is a o(1) for q 3 n 0 and doing this step multiple times just lowers the order. Finally, the number of non-admissible graphs labeled by its fundamental cycles and weighted by n a 1 where a is the number of additional identifications is O(q 3 /n 0 ) times the number of admissible graphs with the same fundamental cycles.
Gluing r = 3
Figure 7: In the first picture we represent an admissible graph with its encoding tree. The two dashed lines correspond to the two edges we glue together. The second graph correspond to the glued tree which is not a tree anymore since we created a cycle. Now the last step consists in choosing the number of identifications we want to make between the two cycles, here we have three total identifications. We keep the encoding graph to see what the choices of fundamental cycles are for this non-admissible graph. Note that we only represented the red vertices which join two cycles together but there are more red vertices inside each cycle. Now, once the fundamental cycles are identified, cross identifications between blue edges from distinct niches (or fundamental cycles) are subleading unless in the following case: there are multiple cycles of length 2. For these multiple cycles of length 2, we have pk blue vertices to match together where p is the number of these cycles. While the leading order is given by performing a perfect matching between these vertices such as in Figure 8 , we can do any kind of matching and use the similar analysis we did for (3.9). Suppose that we have an identification between a 1 , . . . , a b entries such that a 1 + · · · + a b = pk. For ease we suppose that
, then we can compare their contribution to that of the admissible graph (used to encode it) by
The factor of n 1−p 0 comes from the additional identifications between i's and j's in order to obtain a multiple edge. For instance in Figure 8 there are less identifications in the admissible graph than in the corresponding non-admissible graph. The first term in the summand compares the number of possible matchings of the pk edges to that of a perfect matching in every single cycle. We can bound it from above by
The second term now comes from the number of indices chosen and the ratio of moments and we bound it in the same way as in (3.9),
Also in the same way as in (3.9), we can bound the combinatorial factor coming from the sums as
Finally, putting all the contribution together we have
where we used the fact that the leading order comes from the fact that b =
km(e)
2 .
Figure 8: Different behavior between an admissible graph and a multiple edge.
Thus, the total contribution for non admissible graph, by combining the choices of fundamental cycles (3.11) and the combinatorial change coming from multiple single cycles (3.13) we obtain a total contribution of E
(3.14)
Case where f is a monomial of even degree:
In the case of an even monomial we center the function f , to do so we substract a constant given by the corresponding expectation. We then consider centered monomial of the form
and θ 2 (f ) = 0.
Here, the fact that θ 2 (f ) vanishes means that all admissible graphs which have at least one cycle of size greater than 2 are subleading so that we see admissible graphs consisting only in cycles of size 1 such as Figure 5 .2 for instance. Note that we have seen earlier that we can write
Thus, by developing the tracial moments of M we obtain the following formula,
Note that we can actually write c 0 as a sum over possible admissible graphs, where blue vertices form a perfect matching in each niche as in Figure 9 .1. Note that this is now possible since each niche contains an even number of vertices. Thus at the first order, we can write
(9.1) Leading order graph before centering We can then see that the graphs corresponding to the expectation are the admissible graphs where blue vertices make a perfect matching inside each niche. Thus the typical graphs after centering is those which have two cycles between the niches and a perfect matching with the rest of the vertices in each niche as in Figure 9 .2 or additional identifications inside niches. Note that this comes from the fact that we want to maximize the number of distinct -indices and the previous subsection, since we have seen that adding more cycles or not doing perfect matchings in the niches are subleading. In the same way we first see the contribution of one red cycle on the moments to then deduce the contribution of all admissible graphs. Thus we find that, in the case of a cycle with 2q vertices for q > 1,
In this case, we obtain (k − 2)q + 2 distinct -indices. See that in the leading order before centering we would obtain kq distinct indices as we perform a perfect matching in every niche. Since such identifications are forbidden by the centering, if we do not create a cycle between niches but identify blue vertices inside the same niche we can only obtain at most (k − 4)q + 2q distinct indices which is of lower order than Figure 9 .2. Now if we only create one cycle, we need to perform at least identifications between three vertices in each niche since we would have an odd number of blue vertices left and the number of distinct indices becomes at most (k − 4)q + 2q + 1 which is also of lower order than Figure  9 .2. Thus we can summarize the distinct subleading behaviors as the following Two cycles:
at most k − 2q + 2 distinct indices.
One cycle: at most k − 2q + 1 distinct indices.
No cycle:
See that the contribution of a red cycle of size greater than 2 for f being an even monomial is of smaller order than when it is an odd monomial. Now, in the same way, the case of a simple cycle with 2 vertices is slightly different because of the centering. Indeed, the centering prevents the graphs from performing a perfect matching inside each niche, thus at least one (thus two) vertices has to be connected to the other niche. Note also that any perfect matching where the two niches are connected is of the same order, thus we obtain for the leading order
Figure 10: Contribution in the case q = 1 for an even monomial.
For the general case of admissible graphs with possible identifications, we can do similar computations as those in the previous subsection by seeing that the contribution is just a product over the different cycles. Thus, the leading order of a q-moment, corresponding to the admissible graphs with 2q edges can be written as
which gives asymptotically,
where we used in the last equality the fact that θ 2 (f ) = 0 in order to retrieve the expression (3.2). Note again that we did not give here all the errors since we have computed them in the previous subsection, the case of even monomials can be done similarly. Thus we can see that only the graphs which corresponds to a tree of simple cycles contribute to the moments. Note that there is no difference for the study of non-admissible graphs as it only concerns red vertices while the polynomial involves only blue vertices.
Case where f is a polynomial:
We now suppose that we can write
In particular, the parameters are in this case
Note that for any polynomial, by expanding the moment as in (3.5), we have to compute the following quantity, for any k 1 , . . . , k 2q integers,
In order to compute the dominant term of this moment, first note that the centering creates disparity between even and odd monomials. Indeed let q > 1, if we consider one red cycle of length 2q, we now have 2q niches of different sizes, namely k 1 , . . . , k 2q . We first bound these moments in order to see that, in each cycle, the niches with an even number of vertices are subleading so that the dominant term in the asymptotic expansion of the moment corresponds to admissible graphs with only odd niches when expanding the polynomial. The behavior in a cycle can be understood as follows: there has to be at least one cycle between in each niche for the odd or the centered even niches. Now, in each odd niche, we saw that the dominant term is to realize a perfect matching in the k i − 1 vertices remaining in the niche from (3.9). However, in the even niches, since there is already a cycle, there remains an odd number of vertices to be matched either with an existing cycle or a matching and the leading order is to perform a perfect matching in the k i − 2 remaining vertices. Thus we obtain, if we consider the number of choices of indices for red and blue vertices in one configuration k 1 , . . . , k 2q denoted C(k 1 , . . . , k 2q ),
Figure 11: Admissible graph in the case of a polynomial with (k 1 , k 2 , k 3 , k 4 ) = (4, 3, 2, 5).
This contribution can be understood in the following way: apart from the normalization, we have to choose the q i-indices, the q j-indices, the -indices. In the case of an odd monomial, we choose the lindex from the cycle, and those l−indices corresponding to a perfect matching in the rest of the niche. If the monomial is even, we can only perform a perfect matching on (k i −2)/2 of the remaining vertices as we need to match one vertex elsewhere by the centering. The number of l−indices follows. Thus, if we consider the contribution of cycles of size q > 1 for the polynomial P =
as we now explain, in the case of a cycle consisting of two edges decorated by k 1 and k 2 blue vertices, there are three different possibilities:
(ii) k 1 and k 2 are even:
(iii) k 1 is even and k 2 is odd: the leading term in the asymptotic expansion is of order n
Thus, the 1-moment for f a polynomial is
where we used the fact that for any k 1 and k 2 , (k 1 + k 2 )!!/(k 1 !k 2 !) is bounded. While these analysis work in the case of a single cycle, we can do the same generalization to any admissible graphs as before. Thus we get the following q-moment in the case of a polynomial
Convergence of moments in probability
In the previous subsection, we proved convergence of the expected moments of the empirical eigenvalue distribution. In order to prove convergence of the actual moments of this distribution we do as in the proof of Wigner's theorem. 
we then have, for any ε > 0,
Actually, we even have that
for some constant C.
Proof. We can write the variance of the moments in the following way
with G p = (G p , i p , j p ) are labeled graphs with the i-labels and j-labels given respectively by i p , j p . For a given labeled graph G = (G, i, j) and a matching , the notation M G ( ) corresponds to the following product after expansion
Now, note that the shape of the graph and the possible expansion of the polynomial f does not depend on n 0 , n 1 or m. See also that the previous considerations still hold and the dominant term can only be given by admissible graphs where the polynomial expansion consist only of odd monomials. By independence of the matrix entries W and X and by the definition of the variance as a sum on pairs of graphs, we only need to consider graphs G 1 , G 2 which share a common edge X j or W i for some i, j, and . Suppose that G 1 and G 2 have 2q edges. For simplicity and to explain the computation, we suppose that they are both a cycle and f is an odd monomial x k . Note that the generalization comes from the fact that admissible graph are a tree of cycles and non-admissible graphs are of lower order from (3.14). If we suppose that the coincidence between the two graphs comes from an i-label and a -label, in other words an entry W i , we have different possibilities. The first case consists in taking the two red cycles and attaching them at a fixed vertex i 0 . We then perform an identification cross-cycle as in Figure 6 in order to match two entries W i 0 0 together from G 1 and G 2 . Once these W entries are matched, note that the corresponding X entries have not been matched yet since we have performed an identification between two distinct niches adjacent to i 0 . We then need to identify this vertex with another vertex from an adjacent niche (and then creating a blue cycle going over the whole red cycle) or to another vertex in the same niche. Finally, it can be seen as simply performing the dominant matching into each graph, identifying two i indices and then identifying two blue edges from niches adjacent to i. Finally we can compute the contribution of these graphs in the covariance as
Indeed, in each graph we perform the typical matching corresponding to a blue cycle going over every niche and perfect matchings between the remaining indices in each niche. Now the fact that we identify two W i 0 0 entries create a moment of order 4 when we compute
Cov
(
for some C > 0. Indeed, we get the q 2 k 2 from the choices for the edge we want to identify between the two graphs, the constant factor in φ and ψ consists in the choice of choosing a {i, } edge or a {j, } edge. Then the previous computation in the case of a cycle can be generalized to all graphs as the construction only involves one cycle in each graph. For the second equality we used (3.19) proved in the next subsection. The second case consists in identifying two red vertices in each graph. We need to choose two red vertices belonging to the same cycle in each graph and we identify the pair from one graph to the other pair. The whole graph G created by this construction is not admissible as we have two identifications and two fundamental cycles. We thus need to choose the fundamental cycles.
The fundamental cycles we choose for this red graph are given by the cycles between the two vertices with edges belonging to both graphs in each cycle. Since we need to choose a pair of vertices in each graph we have q 4 choices. In each fundamental cycles, we perform the typical blue matching and we have an edge between a niche from G 1 and a niche from G 2 (corresponding to the cycle going over every niche for instance). Thus we have a common W or X entry between the two graphs and the contribution in the covariance does not vanish. Considering the q 4 choices for the red vertices, we can see that we have
We have the same power of n 1 as the lose a choice of red vertex index (since we choose two in each graph) but we gain a choice of blue vertex (since we do not perform additional identifications). Finally, we obtain that
Using Bienaymé-Chebyshev inequality, one easily deduces (3.17).
From bounded to sub-Gaussian random variables
We performed the computation of the limiting expected moments and of the covariance in the case of bounded random variables. However, note that while high moments of W or X can appear in the
(12.1) In this figure, the two highlighted cycles correspond to the graph G 1 and G 2 which are attached to a common vertex i 0 . We perform a typical blue matching in each graph and then add an identification between the two graphs. The highlighted edges in orange corresponds the common edges between the two graphs which raise a moment of order 4.
2) In this figure, the two highlighted cycles correspond to the graph G 1 and G 2 which are attached to two vertices i 0 and i 0 . The graph is non-admissible and we choose the fundamental cycles so that neither G 1 or G 2 are fundamental cycles. The typical matching in the chosen cycles create common edges between the two graphs highlighted in orange in the figure. Note that in this case we do not obtain moments of order 4.
error terms, as in (3.8), (3.10) and (3.12) we have the following bound for our moments
for some constant C and the same boud holds for the entries of W . Thus it consists simply in taking all the errors and replacing A by k 1/α . Since we always compare in the errors (3.8), (3.10) and (3.12) powers of A to powers of n 1 , and k is of order log n 1 log log n 1 all the errors are still a o(1).
Weak convergence of the empirical spectral measure
In this subsection, we show that the sequence given by the limiting moments of the empirical eigenvalue distribution µ n 1 characterize a compactly supported measure µ. Lemma 3.5. There exists a measure µ such that for any q ∈ N, defining the sequence
we have
Besides, the measure µ is characterized by this sequence of moments and compactly supported.
Proof. This is simply a consequence of Carleman's condition. Indeed, We have a simple bound for the moment m q , namely, there exists a constant C such that
In particular, note that we have
which guarantee this sequence of moments to be moments of a probability measure µ and the condition above is sufficient to say that the measure is determinate or characterized by its moments. Note that the bound (3.19) also gives that the measure has compact support. It thus remains to show (3.19), this comes from a bound on the total number of unlabeled cactus graphs. Indeed, it has been shown that regardless of the number of identifications or simple cycles, we have the following asymptotic for Θ(q) the number of unlabeled cactus graphs with q vertices from [FU56] , there exists numerical constants δ > 0 and ξ > 1 such that
Now using this asymptotic, we know that for a large constant C we have the bound (3.19).
Now, since we know that µ is a determinate measure, and we have the convergence of expected moments with the variance bound from Lemma 3.4. We have the corresponding almost sure weak convergence 
Recursion relation for the Stieltjes transform
Consider the Stieltjes transform of the limiting empirical eigenvalue distribution of M defined by Lemma 3.5,
One can also write it as the following generating function of moments, since from the bound (3.19) the following equality makes sense at least on a neighborhood of infinity,
Using that
one can write the Stieltjes transform as
Fix a vertex v and denote q 0 the length of one of the fundamental cycles containing v. Suppose first that we have q 0 > 1, this cycle contains 2q 0 edges with q 0 vertices labeled with i and q 0 vertices labeled with j. On each vertex labeled with i, either a graph is attached and we have a i-identification on this vertex, or nothing is attached. Thus, considering the formula above, we have that the contributions for identifications for each vertex is 
Polynomial approximation for general activation function
In this section, we now we now allow the activation function to belong to a wider class, thus proving Theorem 2.1. Note that for simplicity, we consider σ w = σ x = 1 but the general case is true by a simple scaling argument.
Proof of Theorem 2.1. We begin by defining the following polynomial which approximates f up to a constant, for x ∈ R we define
with the convention that j!! = 0 for j odd and 0!! = 1. This choice is made so that the polynomial is centered with respect to the Gaussian distribution. Thus, using Taylor's theorem, we obtain the following approximation for any A > 0
Now, we compare the Hermitized version of our matrix M , if we define
we want to control the following (m + n 1 ) × (m + n 1 ) symmetric matrix
If we consider the spectral radius of this matrix ρ(E), we have the following bound
Now consider the event, for δ 1 ∈ (0, 1 2 ),
On this event, we have, considering the approximation (4.2),
We thus need to consider k such that the right hand side of the previous inequality goes to zero. We can then take k c 0 log n 1 log log n 1 with c 0 > 1 2(1 − (1 + c f )(
(4.7)
We obtain, by using Stirling formula, that there exists a δ 2 > 0 such that for any ε > 0 we have
By taking ε small enough we then see that, on the event A n 1 (δ 1 ) and with k as in (4.7), ρ(E) → 0. It remains to see that the event A n 1 (δ 1 ) occurs with high probability which comes from the assumption on the entries W ij and X ij . Indeed,
which goes to zero faster than any polynomial in n 1 . Thus, since we know the limiting empirical eigenvalue distribution of the matrix M constructed with the centered polynomial P n as activation function, we know the limiting distribution for M constructed with f − a k instead. But if we denote e p = t (1, . . . , 1) ∈ R p we have that
Hence, Y (a k ) is just a rank one deformation of Y and we know by the rank inequalities (see [BS10] for instance) that they have the same limiting empirical eigenvalue distribution.
Behavior of the largest eigenvalue

Convergence of the largest eigenvalue to the edge of the support
In this section we show that the largest eigenvalue of M sticks to the support of µ. We denote by u + the top edge of this support. This is the statement of the following theorem.
Theorem 5.1. Let M be constructed as in (2.6) and denote λ 1 its largest eigenvalue. Then
The proof of Theorem 5.1 is again based on a preliminary polynomial approximation of f . Note that as in the previous section we will take σ w = σ x = 1 for simplicity of writing. One considers the centered Taylor-Lagrange approximation polynomial P k defined in (4.1) and consider also Y (a k ) and Y k defined in (4.3). Define then
The spectral radius of R k can be bounded from above on the very high probability event A n 1 (δ 1 ) defined in (4.6) by
The above goes to 0 as n 0 tends to infinity provided that k c 0 log n 1 log log n 1 for a constant c 0 > 1. From now on, we fix such a degree k for the approximation. Then, the largest eigenvalue of
Our next task is to show that the largest eigenvalue of M k cannot exceed u + + δ for any δ > 0 with probability arbitrarily close to 1. This is done in the next proposition using the method of high moments [FK81] and Markov's inequality :
Proposition 5.2. Let 0 < α 1 < α 2 and q = q(n 1 ) a sequence such that q(n 1 ) (log n 1 ) 1+α 1 . Assume that k k 0 := 1 1+α 2 log n 1 log log n 1 , then
Assume that k k 0 , then there exists a constant C > 0 such that
where m q is defined as (3.18) and m 2q (P k 0 ) denotes the moment where the activation function is given by P k 0 .
Proof. We know that for q up to order (log n 1 ) 1+α 1 and k < k 0 we have that
which gives the first result of the proposition. This comes from Section 3 and in particular the bound (3.13) which gives that our convergence of moments is true up to q and k such that q k n 0 which holds for our choice of q and k.
However, in order to obtain the correct polynomial approximation we need the degree k to be larger than log n 1 log log n 1 , this is not a problem because of our choice of polynomial. Indeed, for such high degrees, the k! normalization makes the contribution of very high degrees vanish. This can be seen, for instance, by looking at the parameters θ 1 and θ 2 where the polynomial appears in the moment and in the errors. Consider k > k 0 , then we can write, if we normalize so that the variances are equal to 1,
where N is a standard Gaussian random variable. By the Cauchy-Schwarz inequality, we now simply need to bound the first term,
which goes to zeros exponentially by Stirling's formula. Thus we can see that we have for any D > 0,
and the same thing holds for θ 2 (P k ). In the leading order of the moment, this is the only part where the polynomial intervene since the admissible graphs do not depend on the activation function. However, since we choose k large, actually large enough for q k n 0 , we need to check that the errors do not explode and actually vanish for
We see from the previous analysis that the largest error comes from (3.14), for such a polynomial f k 0 , we can see that we thus need to bound the two quantities for
We bound the first one but the second one can be bounded in the same way. Note that these bound comes from the two different behaviors in the case of a cycle of length 2 and larger cycles. Now using Stirling's formula we can see that
This bound is decreasing in k i so that we need to check its order for k i = k 0 = 1 1+α 2 log n 1 log log n 1 . And we obtain the following bound,
with the function ψ given by ψ(n 1 ) = 1 1 + α 2 log n 1 log log n 1 e 1 + α 2 log log n 1 1 2(1+α 2 ) log n 1 log log n 1 = O(n ε 1 ), for any ε > 0. Thus, recalling that α 2 > α 1 we have that for any ε > 0,
by taking ε small enough.
Proof of Theorem 5.1. First, see that we know from the convergence of the empirical eigenvalue distribution that for any δ > 0,
Now, for the other inequality we saw from (5.3) that we simply need to bound ETr M 2q k using Proposition 5.2. We can see that even for k > log n 1 log log n 1 , we have the bound m (P k ) 2q 2u 2q + from Proposition 5.2. Now, injecting this bound for the control of the largest eigenvalue we have that
Thus the convergence of the largest eigenvalue of M k to the edge of the support implies the convergence of the largest eigenvalue of Y (a k ) , by the bound of the spectral radius from (5.2). Now, in order to control the largest eigenvalue of M = Y Y * /m, we note it is a rank one perturbation of Y by (4.8). Such a perturbation can possibly change the behavior of the largest eigenvalue but the perturbation here is small, indeed since our activation function f has a zero Gaussian mean, we have that
with N a standard Gaussian random variable. Thus, we have that there exists a C > 0 such that
By Proposition 5.2, k can be as large as c 0 log n 1 log log n 1 for any c 0 > 0. In this case we obtain that for any ε > 0 we have a k = O(n −c 0 /2+ε ). Now, we use the Hoffman-Wielandt inequality for singular values to finish, indeed we have
with A 2 = Tr AA * . But since we exactly know our rank one deformation we have that
We finally obtain our result by taking c 0 > 4 + 2ε.
Propagation of eigenvalue distribution through multiple layers
In this section, we study the eigenvalue distribution of the following nonlinear matrix model consisting of the covariance data after passing through several layers of the neural network. It has been conjectured in [PW17] that we have stability of eigenvalue distribution through the layers in the case where θ 2 (f ) = 0. We give here a positive answer to this conjecture with the appropriate normalization and we also obtain a general formula for the moments in the case of going through two layers. The case of a single layer has been considered in Theorems 2.1 and 2.2 where we describe the asymptotic empirical eigenvalue distribution in the one layer case. We explicit a combinatorial formula in the case of going through another layer.
Eigenvalue distribution of Y (2)
In the following theorem, we give the moments of the empirical eigenvalue distribution of the matrix
1 are the eigenvalues of M (2) . Define its expected moments
be a polynomial such that (2.4) holds and fix an integer q. The degree of the polynomial, denoted by K, can grow with n 1 but we suppose that
We then have the following asymptotics As in the previous section, we first consider the case of an odd monomial of the form f (x) = x k k! . Note that the same argument as Subsection 3.2 gives that the even monomial are subleading so that the contribution of odd monomial gives the leading order in the asymptotic expansion. We can write the entries of Y (2) as
Then, developing the expected moment of the empirical eigenvalue distribution we obtain the following
Thus injecting (6.4) in the previous equation we obtain the following development of the tracial moment of M :
We call the terms contributing in a non negligible way typical. Now, we can give a graphical representation of these terms as in the previous sections.We will see that the contributing graphs are actually the same admissible graphs from Definition 3.2. However, there are less constraints in the choices of the blue edges. Indeed, the entries of the matrix Y are not independent and thus we do not need each entry to be matched with at least another. This constraint however holds for the entries of the matrix W (1) .
We first suppose that all the i-labeled vertices and j-labeled vertices are pairwise distinct and explain the combinatorics in this simpler case. We first perform a matching on the entries of W (1) . This matching on the W (1) entries induces one on the entries of Y (1) . This corresponding joint moment thus induces another graph between j-labeled and -labeled vertices. The i-labeled vertices do not appear in the graph as they corresponded to the entries of W (1) . This graph can be constructed from the initial graph by seeing which niches a blue edge links together. For instance, in Figure 14 , we can see that 2 links the same niche adjacent to j 2 while 1 links the niches adjacent to j 1 and j 2 .
We can see that the largest number of distinct indices we can get is kq by doing the following: -Match at least two indices from different adjacent niches of an i-label index and perform a perfect matching between the 2k − 2 remaining indices. This type of matching gives kq different indices and match every W (1) entry with another. This is illustrated in the leftmost graph in Figure 14 . Note that this type of matching gives the most distinct indices but is actually not necessarily typical (see Figure 15 for an illustration) and is not the sole typical configuration. -Similarly to having possible identifications between i-labeled and j-labeled vertices in the single layer case, it is possible to perform identifications between the blue edges and obtain something contributing in a non ngeligible way to the asymptotic expansion (see Figure 16 for an illustration). This behavior is explained in the second step when we develop the entries of Y (1) .
In Figure 14 , we can see that the matching on the initial graph induces another admissible graph. Note that it does not consist in one cycle but in a cycle (in green on the figure) where one attaches to each j-labeled vertex k − 1 cycles of length 2. However, in Figure 15 , we can see that a blue matching on the initial cycle which maximizes the number of distinct indices gives a non-admissible graph. This comes from the fact that we have too many edges linking the same two distinct niches.
As we will see, the matching on the final (j, ) graph is subleading if we obtain a non-admissible graph. The following lemma gives us the typical matching on the initial graph. It states that the leading order is actually given by the matchings as in Figure 14 .
Lemma 6.2. Consider a cycle of length greater than 2, then the typical matchings on the blue vertices consist in the following:
• There is a single edge linking two niches adjacent to the same i-labeled vertex which we call a bridge.
• Remaining edges inside a niche are matched according to a perfect matching.
• We can add identifications between bridges only. Corresponding moment: Figure 15: Non-admissible graph obtained after a blue matching which induces a maximum number of distinct indices in the initial cycle. We can see that several green bridges between the same niches create a non-admissible graph and is thus subleading via the analysis from the previous section.
If the cycle is of length 2 then we perform a perfect matching between the 2k blue vertices in the cycle.
Proof. The proof is actually given by the construction of the second graph and the fact that admissible graphs are the dominant term in the asymptotic expansion. We first see that any other matching gives a non-admissible second layer graph. Indeed, first see that if we have more than one bridge between two distinct niches, we obtain too many paths from the two corresponding j-labeled indices which breaks the tree structure of an admissible graph. The same reasoning holds for possible identifications between bridges and a matched pairs inside a niche. If we identify two matched pairs inside a niche, we can see via the construction of the graph that it creates double edges as we would obtain an entry of Y (1) to the power of 4. However, note that in the cycle of size q, we can add identifications between the q bridges and still keep the graph admissible. Indeed, one can see that such identifications do not increase the number of paths from a j-label vertex to another and the tree structure of the graph is conserved. In other words, every edge belongs to a unique cycle. This behavior is illustrated in Figure 16 where we perform identifications between bridges and still obtain an admissible graph. Now, even if the initial red graph is given by one cycle, some matchings on the blue vertices can create a non-admissible graph for the second layer as in Figure 15 . We now need to show that the contribution of these matchings is also subleading. As in Subsection 3.1.4, we have additional identifications between the vertices and we need to choose the fundamental cycles. Suppose we have I identifications between the vertices. Then if the graph was admissible we would have I +q(k −1)+1 fundamental cycles in the induced graph on (j, ) vertices. Thus, if the graph is non-admissible, we have at most I + q(k − 1) fundamental cycles.
Let m I + q(k − 1) be the number of fundamental cycles of the induced graph. We denote by C 1 , . . . , C b , C b+1 , . . . , C m its cycles such that if (C i ) denotes the length of the cycle C i we have: (C 1 ) = (C b ) = 2 and (C b+1 ), . . . , (C m ) > 2. One then has that m i=1 (C i ) = 2kq. Now, we can count the contribution of such graphs (initial and induced) taking into account the normalization: this is at most
Indeed one has to choose the i's and j's vertices in the initial cycle, the vertices in the initial graph with the constraint that there are I identifications. Then, in the induced graph, there are at most k indices in each cycle of length 2 and 1 + (k − 1)/2 (C i ) indices in the cycle C i for i > b. Thus the contribution is negligible due the constraint that m I + q(k − 1). We have seen also that an error depending on k comes from the possible multiple cycles of length 2 attached together as in Figure 8 . Here this error is slightly bigger since the induced graph has 2kq edges instead of simply 2q. Fix a vertex j 0 , if we match together 2p indices together in the niche adjacent to j 0 , using (3.13), the corresponding error is given by O(n 0 (k(2p) k /n 0 ) p ). However, up to 2k indices can be matched together so that the contribution of non admissible graphs in this case is given by
It actually decays faster than any polynomial for such k. Figure 16: Admissible graph obtained by a matching in the initial graph with an identification between the two bridges. While we identified two vertices, and thus lost an order of n 1 , this matching is still of leading order because we gained a cycle in the induced graph.
We are now able to give the contribution of one cycle, in other words when the i's and j's are pairwise distinct, through this two layers construction. It consists in first doing a typical matching as in Lemma 6.2 on the initial graph and then perform a typical matching on the induced admissible graph as in Subsection 3.1.2.
Lemma 6.3. The contribution to the expected moment E µ n 2 , x k of one cycle of size q is given by the following: if q > 1,
, and if q = 1,
Proof. We begin with the case where q = 1. Then the cycle has length 2 as in Figure 3 .1. The dominant term in the asymptotic expansion consists in performing a perfect matching between all edges from Lemma 6.2The contribution coming from this first construction (in Lemma 6.2) is given by σ 2k
This follows from the choices for the i index, the j index and the indices. Now, this construction on the initial graph induces a second graph as in Figure 17 . This induced graph is an admissible graph where all j's are identified to a single vertex and k cycles of length 2 are attached to it (corresponding to the k blue edges in the initial cycle). Using the same reasoning as before and develop the entries Y (1) as a product of entries of W (0) and X. Since the graph is admissible, the dominant term in the asymptotic expansion corresponds to performing a perfect matching in all cycles of length 2 as in the Section 3 (illustrated in Figure 17 ). Thus this adds a contribution of
Here, the normalization in n −k 2 0 comes from the fact there are 2k entries with a normalization of n −k/2 0 . We then have to choose n k 2 0 indices in the second graph. Finally, we obtain for the final contribution for a cycle of length 2
Figure 17: Construction and matching on the second layer graphs from a matching on the initial graph. One can see that the first graph gives a combinatorial factor of (2k)!! while the second graph gives a factor of (2k)!! k .
For the case where q > 1, we appeal to Lemma 6.2 stating that the typical matchings consist in one bridge between niches, perfect matchings inside the niches and possible identifications between the bridges (as in Figure 16 for instance). Denote the number of identifications among the bridges by I and let b be the number of cycles of length 2 in the induced graph. Hence, one can obtain any admissible graph with 2q edges, b simple cycles and I identifications while there are no additional j-identifications.
First assume that there are I identifications coming from the initial graph. The contribution coming from the first graph is then:
Indeed, there are q choices for the i's and j's labels and kq − I choices for the indices. The choices of the bridges between niches gives k 2q and the perfect matchings in the remaining vertices in each niche gives (k − 1)!! 2q . Now, consider any admissible graph with I identifications and b 0 cycles of length 2 in the second graph. Note that there are two types of cycles of length 2 in the second layer graph (which is illustrated by having distinct colors in Figure 16 ). The cycles of length 2 coming from possible identifications between the bridges (in green) and the cycles of length 2 coming from all the matched pairs inside each niche (in blue). These last cycles always appear and do not depend on the shape of the admissible graph coming from the bridges. We set
Thus for I and b 1 fixed, the additional contribution of an admissible graph with 2q edges, I identifications and b 1 cycles of length 2 due to bridges is given by
To understand this contribution, disregard the q(k − 1) cycles of length 2. The remaining graph is admissible with I + 1 cycles including b 1 cycles of length 2. In the I + 1 − b 1 cycles of length greater than 2, we know that the typical matching corresponds to performing a cycle going over each niche and perfect matchings between the remaining vertices in each niche. So if we consider a cycle of length q i this gives a contribution of
This holds true for any cycle of length greater than 2, and there are I + 1 − b 1 of such cycles. The total contribution is
using that q i = q − b 1 . Now, for each of the b 1 cycles of length 2, we perform a perfect matching inside each cycle and obtain n
Finally there remains the q(k − 1) cycles of length 2 coming from the matched pairs in the initial graph. We also perform a perfect matching in each of these cycles which gives
Now, we can see that this last contribution only depends on I and b 1 so that we can sum over admissible graphs and obtain
and we obtain the final result by seeing that
Now in light of the contribution of a given cycle of size q, it is easy to generalize when the initial graph is given by any admissible graph. Indeed, we can perform every matching and construct the induced graph for every cycle independently. Note that for any admissible graph, the induced graph is not necessarily connected but for a typical matching where we perform in each cycle a matching as in Lemma 6.2 we obtain a forest of admissible graphs. This is illustrated in Figure 18 . The fact that the induced graph is not connected is of no importance to compute the moment as the dominant contribution, as we have seen in the Section 3, consists of performing matchings independently in each cycle. Figure 18: Admissible graph which induces a non connected second layer graph. However, note that the leading order matching in the initial graph induces each connected part of the second layer graph to be an admissible graph. We can thus do the analysis of admissible graphs by looking at each cycle separately.
Proof of Theorem 6.1. We first show that we can perform the typical matchings independently in each cycle. This statement is less clear than in Section 3 since we can perform cross-cycles blue edges without diminishing the number of indices in the initial graph. However, we lose a choice of index in the induced graph. Indeed, consider two cycles of length 2q 1 and 2q 2 that are attached at a vertex. If the vertex corresponds to a j index then the argument as in Figure 6 still holds since we need to match the W entries corresponding to i vertices by independence. We can then suppose that the vertex is a certain i-labeled vertex i 0 .
If we perform the matchings independently in each cycle we have: 2(q 1 + q 2 ) − 1 choices for the red vertices (remember that they are attached at a common vertex), in each cycle we have kq i choices of blue vertices, in the induced graph for each cycle we have 1 + (k − 1)q i + k(k − 1)q i choices since we have the choice for the cycle going over every niche, the choices for the matched pairs in each niche and the choices in the k − 1 cycles of length 2 attached to each j vertex. Finally we have a total of 1 + (q 1 + q 2 )(2 + k 2 + k − 1) choices for the indices.
If we perform cross-cycles edges between the cycles at the common vertex i 0 then we still have in the initial graph (q 1 + q 2 )(2 + k) − 1 choices. However, the induced graph consists now of one cycle of length 2(q 1 + q 2 ). In this cycle we now have 1 choice for the cycle parcouring each niche, (k − 1)(q 1 + q 2 ) for the matched pairs in each niche and k(k − 1)(q 1 + q 2 ) choices for the cycles of length 2 attached to each j vertex. We then have a total of (q 1 + q 2 )(2 + k 2 + k − 1) choices to make. Thus, we lose a power of n 0 by performing cross-cycles edges.
Since we can perform matchings inside each cycle, we can bound the contribution of non-admissible graphs. Consider a graph with I i i-identifications and I j j-identifications. Since we suppose that this initial graph is non-admissible, we know that the total number of cycles, say p, is smaller or equal than Recall that Lemma 6.2 gives the typical matching in each cycle. We can thus count the contribution of this non-admissible graph as the following: There are q − I i choices of i-labeled vertices, q − I j of j-labeled vertices, and kq − I choices of vertices in the initial graph. Now, for i b, since C i is a cycle of length 2 and we do not make identifications between vertices, there are then n k 2 0 choices of indices in the induced graph. For i > b, the induced graph from the cycle C i yields I (i) + 1 cycles of length greater than 2 and in each of these cycles we have to fix 1 index for the cycle going over every niche and (k − 1)/2 remaining indices in each niche. This also yields at each j-vertex of the cycle k − 1 cycles of length 2 with k choices for each. Finally the total contribution is
where we used the fact that
We can then conclude that these non-admissible graphs are negligible since p I i + I j .
As we saw from Lemma 6.3, the contribution of one cycle only depends on its length with a different behavior if it is of length 2 or not. In order to compute the contribution of an admissible graph, it thus depends on the length of its cycles. Thus we denote, for an admissible graph G with 2q edges and b 0 cycles of length 2, m(G) = (m 2 (G), . . . , m q (G)) where
Using the same reasoning as in Lemma 6.3, we are able to compute the limiting expected moment, we obtain
This identity comes from applying Lemma 6.3 to each cycle independently. Now, using the fact that
and that m i = I i + I j + 1 − b 0 and simplifying this expression, we obtain the following formula for the expected moment,
which gives the final result.
Invariance of the distribution in the case when θ 2 (f ) vanishes.
In the last subsection we have computed the moments of the eigenvalue distribution of the covariance data matrix after two layers. While this formula does not seem to be constructive, it is interesting to look at the special case where θ 2 (f ) = 0. Indeed, for the first-layer covariance data matrix, from Theorem 2.1, we obtain that the limiting eigenvalue distribution is given by the Marčenko-Pastur distribution with shape φ ψ , as proved also by the following lemma Lemma 6.4. Let q be a positive integer we have the following equality
where µ φ/ψ is the Marčenko-Pastur distribution with shape parameter φ ψ .
Proof. Firstly, see that we can slightly rewrite the left hand side,
Now there only remains to see that
This fact comes from another representation of admissible graphs. Consider admissible graphs with 2q edges, q simple cycles, k j-identifications and q − k − 1 i-identifications. The only admissible graphs satisfying these conditions are graphs made of simple cycles with q − k j-labeled vertices and k + 1 i-labeled vertices. Thus we can count this as double trees, in the sense that one of every two vertices are i-labeled and the others are j-labeled, with the appropriate number of each type of vertex. This number is known [CYY08] and is actually given by (6.9). Figure 19: When an admissible graph is only given by simple cycles we can entirely encode it by a double tree where the two colors gives us the choice of which vertices are i-labeled and which one are j-labeled.
Note that the computation performed in Lemma 6.4 exactly corresponds to computing our limiting moment in the case of θ 2 (f ) = 0. Indeed, in our formula for m q , we see that if θ 2 (f ) vanishes, the only remaining terms consist in the graphs where b = q which corresponds to graphs where all cycles have length 2. This fact then means that if we consider a function f such that θ 2 (f ) = 0, the distribution (up to a change in variance and shape) stays the same for our covariance data matrix after going through one layer of the network. Indeed, if one considers the matrix 1 mσ 2 x XX * , the asymptotic eigenvalue distribution is given by µ φ the Marčenko-Pastur distribution with shape parameter φ. Now, after a layer of the network, we see that 1 mθ 1 (f ) Y Y * is given by µ φ/ψ . This observation was made in [PW17] where it was conjectured that the distribution would stay invariant through several layers of the spectrum for this family of activation functions. We can already answer the question for the second layer as the expected moments are computed in the previous subsection. Indeed, if one look at the formula for the expected moment (6.3) for the deterministic limiting moment, we obtain for θ 2 (f ) = 0
So we can see that we have the following behavior for the eigenvalue distribution depending on the activation function in the case of θ 2 (f ) vanishes for zeros to two layers of the neural network
Thus we can conjecture the following pattern, for L the number of layers the data has gone through, we have the following limiting distribution if θ 2 (f ) = 0 for the matrix
has for limiting eigenvalue distribution µ φ/ i=0 ψ i the Marčenko-Pastur distribution with shape parameter φ ψ 0 ψ 1 ···ψ . This is the statement of the following theorem. Again we first describe the moments with polynomial activation function and finish via a polynomial approximation.
The degree of f , K, can grow with n 1 but suppose that
and its expected moments
We then have the following asymptotics
Proof. We again first develop the arguments in the case of a monomial of odd degree since the case of an even monomial is completely similar (we only consider graphs with simple cycles). The reasoning is actually similar to that of Theorem 6.1 as we study and count the admissible graphs along each layer. It is enough to identify in the leading order of the moment those terms where no θ 2 arises. Thus one can consider only admissible graphs made of cycles of length 2 (and corresponding to double trees as in Figure 19 ). The process is actually simpler than in the proof of 6.1. The first step of the procedure (by the construction explained above) yields a forest of star admissible graph where each graph is given by a certain number of cycles of length 2 attached to a unique j-labeled vertex. Consider now a connected component of the induced forest which corresponds to a unique j vertex. The number of cycles of length 2 attached to j is then k times the total number of cycles adjacent to j in the previous steps (since we have k blue edges in each simple cycle). From this first process we then get the following contribution for this first two steps Now, we can perform one more step of the procedure, we now have a forest of these star admissible graphs where each graph has only one j vertex. To the j vertex are now attached k times more cycles than in the previous step. Thus, for the 3 step procedure, the total number of cycles of length 2 in the forest is given by k 3 q. We can perform this for each layer the data covariance matrix goes through as the only thing changing is the number of cycles of length 2 attached to each j vertex.
We can then see that adding the layer L 0 multiplies the contribution with no θ 2 by a factor
Thus the whole contribution can be written in the following way The first step consists of separating each j-labeled vertex into his own graph where he is attached to cycles of length 2. The number of these cycles is the number of matched pairs in every cycles adjacent to j. At each layer after the first one, we multiply by k (here 3) the number of cycles attached. For instance, in the initial graph, j 1 is attached to 2 simple cycles with 2 × 3 = 6 blue edges. Thus, in the next step, j 1 is attached to 6 simple cycles and for the next step 6 × 3 = 18 simple cycles. Now, in the statement of the theorem we do not explicit the leading contribution of admissible graphs with at least one cycle of length greater than 2. We only need now to get an estimate on the other possible errors and show that they are a o(1). The errors in the computation can only come from subleading matching on the graph at each possible step. Since we now know that the dominant term at each step is given by admissible graphs the whole analysis of errors from Section 3 remains true. However, the main difference comes from the number of vertices at each step which is k L 0 q instead of just kq. Note that it still only consists of a power of k which grows slower than any power of n 1 . Again, the leading contribution of the errors comes from possible multiple edges arising in the graph. Say that a given j vertex is first connected to r cycles of length 2 in the initial graph. At the step L 0 , it is now connected to k L 0 −1 r cycles of length 2. Thus if at this stage we connect blue indices together, say p of them we obtain at the next step a multiple edge of multiplicity 2p. We have a total of 2k L 0 r blue indices to match at this stage since we have 2k vertices per cycle of length 2. Thus, by comparing the contribution of such matchings with the typical matching we obtain, similarly to (3.13),
log n 1 log log n 1 . Now L 0 ranges from 1 to L − 1 so that we obtain the bound that we need k 1 L−1 log n 1 log log n 1 . This analysis of admissible graphs consisting in a tree of cycles of length 2 gives us that the Marčenko-Pastur distribution can be attained in any layer of the network by choosing the corresponding activation function.
Proof of Theorem 2.4. We have shown that for a polynomial for up to degree 1 L−1 log n 1 log log(n 1 ) , the expected moments of the eigenvalue distribution are given by the moments of the Marčenko-Pastur distribution with the correct shape parameter. We first see that the variance of the moments is of order k L /n 2 1 in order to show convergence of the actual moments. The principle is similar to that of Lemma 3.4 as we count the corresponding graphs such that their covariance is non zero.
We can perform the same expansion as in Lemma 3.4 and see that we have for the first layer
Var m
( 2 ) (6.13) with M (L)
. Now, in order to have a non vanishing contribution in the variance (6.13), we need to have additional identifications between the two graphs. Indeed, either at a given layer L 0 an entry of W (L 0 ) is matched between G 1 and G 2 or at the last layer there are identifications between the X entries. In the case where there are identifications of Y (L 0 ) entries we see, by expanding the expansion with respect to the entries of W (L 0 −1) , that this implies that there are further identifications in the layers beyond L 0 . Since at each step we would lose an order O(q 2 (k) 2L 0 ) /n 0 ) (from the choice of which vertices to identify and the fact that we have one less choice for possible indices), we see that the leading order comes from identifying X entries in the two last layers.
Thus, since the main contribution to moments are still given by admissible graphs, a similar analysis can be done as in Lemma 3.4: we can right at the first layer identify a i and j vertices to obtain an identification on the W (L) entries or choose two W (L 0 ) entries to identify at a given layer L 0 (or X entries at the last layers L 0 = 1) and thus we obtain Var m
since q is fixed here. Let us now extend the result to a bounded function f . As in Section 4, we consider a polynomial P k such that, for some A > 0,
where we expanded the entries and used the polynomial approximation with the definition of the event A 1 . For n = c 0 log n 1 log log n 1 for some contant c 0 > 1 this also decays faster than any polynomial.
Even though we can only consider n 1 L−1 log n 1 log log n 1 , note that this constraint on n is not a problem by the considerations in the proof of Proposition 5.2.
Finally, using the fact that f has a bounded derivative on the event A 2 (δ 2 ) defined 6.15, the first term in (6.14) goes to zero providing that A 2 occur with high probability.
For the second term in (6.14), by the previous analysis and as in Section 4 we know that we only need to prove that the following event occur with probability tending to one: . Now, we can see that
Since we suppose that f is bounded we know that on the event A 1 (δ 1 ) (which occurs with very high probability) we have that sup ij |Y
(1,P k ) ij | C. Besides, since W
(1) i 1 has zero expectation, has a subGaussian tail and is independent of the entries of W (0) and X, the random variable (W (1) Y (1) ) ij is sub-Gaussian as well. So that we obtain that there exists a C > 0 such that 
