A star edge coloring of a graph G is a proper edge coloring of G such that every path and cycle of length four in G uses at least three different colors. The star chromatic index of a graph G, is the smallest integer k for which G admits a star edge coloring with k colors. In this paper, we first obtain star chromatic index of every tree with a polynomial time algorithm and then we present a polynomial time algorithm that provides an optimal star edge coloring for every tree.
Some colorings of graphs under additional constraints on proper vertex (edge) coloring have received lots of attention. A star vertex coloring of G, is a proper vertex coloring such that no path or cycle on four vertices in G is bi-colored (see [1, 6, 11] ).
In 2008, Liu and Deng [9] introduced the edge version of the star vertex coloring that is defined as follows. A star edge coloring of G is a proper edge coloring of G such that no path or cycle of length four in G is bi-colored. We call a star edge coloring of G with k colors, a k-star edge coloring of G. The smallest integer k for which G admits a k-star edge coloring is called the star chromatic index of G and is denoted by χ ′ s (G). Liu and Deng [9] presented an upper bound on the star chromatic index of graphs with maximum degree ∆ ≥ 7. In [4] , Dvořák outerplanar graphs, trees and outerplanar graphs. In [10] , Pradeep and Vijayalakshmi showed that every subcubic graph that the average degree of all of its subgraphs are less than 11 5 , admits a 5-star edge coloring.
In this paper, we determine the star chromatic index of every tree. For this purpose, we first define a Havel-Hakimi type problem. The Havel-Hakimi problem, is a problem in which we are asked to determined whether or not there exist a simple graph with a given degree sequence [8] . In [5] , P. Erdösh et al. extend Havel-Hakimi approach to existence of directed graphs possessing the prescribed bi-degree sequence. In this paper, we determine whether it is possible to construct an oriented graph with a given outdegree sequence. An oriented graph G is a digraph obtained from a simple graph G by assigning only one direction to each edge. In other words, an oriented graph is a digraph whose underlying graph is simple. We then prove that our problem is polynomially equivalent to the problem of existence of a star edge coloring of a tree with the height at most two and specific number of colors.
In Section 2, we give a greedy algorithm to decide the existence of an oriented graph from a given outdegree sequence. In Section 3, we first give a polynomial time algorithm to determine the star chromatic index of every 2H-tree. Finding the star chromatic index of 2H-trees lead to determining the star chromatic index of every trees. Then, we describe a polynomial time algorithm that present an optimal star edge coloring of every tree. In section 5, we obtain some upper bounds on the star chromatic index of 2H-trees.
Here we briefly introduce the graph theory terminology and notations that we use in this paper.
For further information on graph theory concepts we refer the reader to [3] . For every vertex v of a graph G, we denoted the degree of v by deg(v). In a digraph G, the number of edges going into a vertex v is known as the indegree of v and the number of edges that are coming out of v is known as the outdegree of v.
Suppose that T is a rooted tree with root u that is of degree t ≥ 1. For every vertex v of T we denote its neighbours by f 1 (v), ..., f deg(v) (v). For 1 ≤ i ≤ t, let u i be the i-th neighbour of u and
If tree T consists of only vertices u, u 1 , . . . , u t and their neighbours, then clearly, T is a tree of height at most two. We call such a tree T a 2H-tree. For each 1 ≤ i ≤ t, let N ui be the set of edges adjacent to u i , except uu i , and n i denote the size of N ui (n i + 1 = deg(u i )). Suppose that n 1 ≤ n 2 ≤ . . . ≤ n t . We then denote the 2H-tree T by T n1,...,nt . We call a 2H-tree in which degree of its root is t and all neighbours of the root are of the same degree r, a (r, t)-regular 2H-tree (in such a case n i + 1 = r, for 1 ≤ i ≤ t). We denote an (r, t)-regular 2H-tree, simply by T (r,t) .
We define the partial order among k-element vectors of increasing positive integers: we say a b if and only if for each 1 y 2 ) , . . . , (x n , y n )) be an ordered n-tuple which each member of X is an ordered 2-tuple. We denote the i-th element of X 
We say X is in normal order if the elements in X 1 are in the increasing order. If A is a subset of X 2 , then the vector of the increasing ordered subscripts of the elements of A is denoted by i(A) (For example, if A = {y 2 , y 4 , y 9 }, then i(A) = (2, 4, 9)). Let A and B be two subsets of X 2 . We write
and we say that B is to the left of A (For example, B = {y 4 , y 2 , y 6 } is to the left of A = {y 2 , y 9 , y 7 }).
Construct outdegree-graphical sequences
An outdegree sequence (or ODS for short) (d
) of non-negative integers is called an outdegree-graphical sequence if there exists an oriented graph G with vertex set V (G) = {v 1 , . . . , v n }, such that the outdegree sequences form (d + ) (that is the outdegree of vertex
. In this case we say that G realizes our ODS. Note that the only condition on indegree sequence of this graph is that i d
Thus, in our algorithm, we will first determine all out-neighbours of a node before moving to another node with non-zero outdegree. By this process, we are guaranteed at the end of algorithm the total number of indegrees equals the total number of outdegrees.
In our algorithm, for every vertex v of digraph G, we define forbidden set F (v), that its elements are not allowed to be out-neighbours of v. At any time during the algorithm F (v) contains vertex v and all nodes u for which there exist an edge between u and v up to this step. Since we are not allowed to have loops, at the beginning of the algorithm F (v) = {v}, for every v ∈ V (G). 
is an ODS on the vertex set {v 1 , . . . , v n } in normal order and
outdegree-graphical if and only if the following ODS (d + ) is outdegree-graphical.
(1)
Before starting the proof, we need some definitions and lemmas. Consider an outdegree-
be an ODS and A and B be two PONs of v j . Moreover, suppose that that
Thus outdegree sequence of H is (d + ).We now try to construct another realization
that by removing vertex v j we obtain a relization of (d
, then by adding edge v j v i and removing edge v j v k , we achive the desired realization 
, then we reverse the directions of edges v i v j , v j v k , and v k v i . Then, the outdegree sequence of resulting graph is as required. If Lemma 2. Let (d + ) be an ODS in normal order and let A and B be two PONs of v j for some
Proof. Our goal is applying Lemma 1 recursively to exchange A \ B to B \ A. We claim that there exist a bijection Ψ :
Consider vectors i(A) and i(B). We define map
for 1 ≤ j ≤ |A|. By map φ, there exist a partition P φ of A, with following properties.
(1) If A is a set in partition P φ , then there exist a sequence s A of elements of A such that for
(2) partition P φ has the minimum size among all partitions of A with property (1).
Let A be a subset of P φ . Because of property (1),
Moreover, by property (2) every set in P φ has the maximum number of elements, as possible.
and
Note that for every a ∈ A \ B, there exist exactly one set A ∈ P φ such that a = s A [1] . Thus, we define bijection Ψ : A \ B −→ B \ A as follows. For every a ∈ A \ B,
where set A of P φ contains a.
Since B is to the left of A, we have
Therefore, i({a}) > i({Ψ(a)}). Now, we apply Lemma 1 recursively for each a ∈ A \ B to exchange a ∈ A with Ψ(a) ∈ B and preserve the outdegree-graphical character of obtained sequence at every step. After the last step, we conclude that theoutdegree-sequence (d + | B ) is also outdegreegraphical. Using Theorem 1, we can find in a greedy way a realization of outdegree-graphical outdegree sequences, as follows. we choose vertex v j with minimum non-zero outdegree from the sequence.
Then we make d + j connections from v j to the nodes in the set L(v j ). Thus, we construct the out-neighbours of v j in the (final) realization. By applying Theorem 1, we update the ODS and forbidden sets of nodes. Next, we pick the node with minimum non-zero outdegree from the new ODS. Applying Theorem 1 again, we find the final out-neighbour of our second chosen vertex.
Step by step we find this way the out-neighbours of all vertices. Note that every vertex in this process is picked at most once; namely, when its out-neighbours is determined by Theorem 1, and never again after that.
Star chromatic index of trees
In the following lemma we define a condition that is necessary and sufficient for every edge coloring c of a garph G to be a star edge coloring of G.
Lemma 3.
Suppose that G is a graph and c is a proper edge coloring for G. For every vertex u ∈ V (G), let denote the set of neighbours of u (in G) with {u 1 , . . . , u t }, where t is the degree of u. For each 1 ≤ i ≤ t, let N ui be the set of edges adjacent to u i , except uu i . Also, assume that S c,u is the set of ordered pairs (N ui , j), where 1 ≤ i, j ≤ t, and N ui contains an edge with color j in coloring c. Then c is a star edge coloring for G if and only if the following condition holds.
For every vertex u ∈ V (G), and every 1 ≤ i, j ≤ t, only one of the pairs (N ui , c(uu j )) and (N uj , c(uu i )) may belong to S c,u .
(⋆)
Proof. By definition, c is a star edge coloring for G if and only if there is no bicolored path or cycle of length four. Now, for every path P of length four in G with vertex representation
x 1 x 2 x 3 x 4 x 5 , if we take u = x 3 , then x 2 and x 4 belong to the set of neighbours of u. Thus, we can assume that x 2 = u i , and x 4 = u j , where 1 ≤ i, j ≤ t, and t is the degree of u. Moreover,
x 1 x 2 ∈ N ui and x 4 x 5 ∈ N uj . It is then easy to see that in a proper edge coloring c for G, path P is bicolored if and only if condition (⋆) does not hold for u = x 3 . We will have a similar discussion for a cycle of length four. Hence, the proof follows.
Our goal is to find the star chromatic index of every tree and present an algorithm that provide an optimal star edge coloring of them. The idea is that we first prob the 2H-trees and then extend the results to every tree. For this purpose, we need to state the following problems.
Problem 1.
Given: a 2H-tree, T n1,...,nt .
Find: minimum integer k such that there is a star edge coloring of T n1,...,nt with t + k colors.
Problem 2.
Given: v 2 ) , . . . , (n t , v t )}). v 1 ) , . . . , (n t , v t )) is an outdegree-graphical sequence.
We claim that Problem 1 and Problem 2 are polynomially equivalent.
First assume that φ is a star edge coloring of T n1,n2,...,nt with color set C = {1, 2, . . . , t + k} and root u. Since u is a vertex of degree t, then clearly k ≥ 0. Up to renaming colors, we can assume that φ(uu i ) = i, for i = 1, 2, . . . , t. By condition (⋆), for every i and j in {1, 2, . . . , t}, if color j appear in N ui , then color i cannot appear in N uj , while each color in {t + 1, . . . , t + k} can be used in every N ui . Now, we construct digraph G with the following vertex set and edge set.
Since φ is a proper edge coloring, for every i, 1 ≤ i ≤ t, φ uses n i different colors for the edges in N ui . Therefore deg(v i ) = n i , as desired. The other vertices in G have zero outdegrees. Thus, there is not two edges with same direction between two vertices. Moreover, since edge coloring φ satisfies condition (⋆), either ij ∈ E(G) or ji ∈ E(G). Hence, G is an oriented graph with ODS
Conversely, assume that there exist an oriented graph G with ODS (D + ). Then for each
Thus, for every i, 1 ≤ i ≤ t, if we color edge uu i with i and color the remaining edges of N ui with different element of {j : v i v j ∈ G}, then clearly this edge coloring is a proper edge coloring of T n1,...,nt that satisfies condition (⋆), as desired.
It is easy to see that the obove argument provides a polynomial time reduction from Problem 1 to Problem 2 and vice versa. Now, our goal is to define a theorem for the star edge coloring of 2H-trees similar to Theorem 1 and then introduce a polynomial time algorithm that provides a star edge coloring of 2H-trees.
Thus, we need to define concept of forbidden color sets and leftmost allowed color sets for the vertices of 2H trees.
Let T n1,...,nt be a 2H-tree with root u of degree t and let its i-th neighbour u i has n i leaves, for 1 ≤ i ≤ t. Assume that edges uu i , for 1 ≤ i ≤ t, are colored with t different colors from set C = {1, . . . , t + k}, where k is a non-negative integer. In our algorithm, we mean by F C(u j ) the set of forbidden colors for the uncolored edges that are adjacent to u j . At any time during the algorithm, for every j, 1 ≤ j ≤ t, the forbidden set F C(u j ) will be updated. More precisely, the element of F C(u j ) are the colors that were already used for coloring the edges that are adjacent to u j and colors that violate the condition (⋆). Let for each 1 ≤ i ≤ t, c i be the color of edge
Then the degree-color sequence (or DC-sequence for short) c 1 ), (n 2 , c 2 ) , . . . , (n t , c t )) with given forbidden color sets F C(u i ), for 1 ≤ i ≤ t, is called a star colorable sequence if there exist a star edge coloring of 2H-tree
Consider a DC-sequence (D k ) and a given node u j with n j > 0, where 1 ≤ j ≤ t. Define LC(u j ) as the set of n j members from C \ F C(u j ) such that i(LC(u j )) appear in the leftmost subscripts of i(C). Then, we say LC(u j ) is leftmost allowed color set (or LAC-set for short) for u j .
By equivalence of Problem 1 and 2 and by Theorem 1, we have the following problem.
is in normal order and n j > 0, for some 1 ≤ j ≤ t. Then the sequence (D k ) with given forbidden sets F C(u i ), for 1 ≤ i ≤ t, is star colorable if and only if sequence (D k ) is star colorable, where
and its forbidden sets are defined as follows.
In order to solve Problem 1, one needs to know, for a given value of k, whether there exist a star edge coloring of 2H-tree T n1,...,nt with t + k colors. The smallest such k is the answer of Problem 1.
By the following algorithm, we determine the star chromatic index of 2H-tree T n1,...,nt and present an optimal star edge coloring of it.
Algorithm 1. Star edge coloring of 2H-tree T n1,...,nt .
Step 1. Set k = 0 and j = 0.
Step 2. For i from 1 to t color edge uf i (u) with i and set F C(u i ) = {i}.
Step 3. Set D = ((n 1 , 1) , . . . , (n t , t)).
Step 4. While j ≤ t − 1 do the following steps.
Step 4.1. Set j = j + 1.
Step 4.2. While |{1, . . . , t + k} \ F C(u j )| < n j do the following steps.
Step 4.2.
Step
≤ t then do the following steps.
Step 4.2.2.1 Recolor the edge of color X i [n i ] [2] in N ui with color t + k.
) \ {i}, and
Step 4.2.2.3 Set
Step 4.3. Set X j := ((0, t + 1), . . . , (0, t + k)), and x = k.
Step 4.4. Set h = min{k, n j } and color last h edges in N uj with different colors of {t + 1, . . . , t + h}.
Step 4.5. Set F C j = F C j ∪ {t + 1, . . . , t + h}.
Step 4.6. Set A j = {1, 2, . . . , t + k} \ F C j .
Step 4.7. While |X j | < n j do the following steps.
Step 4.7.1 Set x = x + 1.
[2] ∈ A j then do the following steps.
Step 4.7.2.1 Set
Step 4.7.
Step 5. Return the value of k and star edge coloring of T n1,...,nt .
In Algorithm 1, for every i, 1 ≤ i ≤ t, we create ordered d + i -tuple X i to determine leftmost allowed color set of vertex u j (Step 4.3 and 4.6). More precisely, LC(u i ) is the set of second coordinates of the elements of X i . Suppose that we want to color the edges in N uj , where 1 ≤ j ≤ t.
Colors with value greater than t, are always in the left side of the DC-sequence D k . In Algorithm 1, we first assign these colors to edges in N uj , and then use other colors if necessary (Step 4.4 and 4.6).
If in
Step 4.2 of the algorithm we need to increase the value of k, then for every i, 1 ≤ i ≤ j − 1, we recolor the rightmost color in allowed set color of u i (if this color belongs to {1, 2, . . . , t}) with new color t + k. Therefore, we make sure that the color set of N uj , 1 ≤ i ≤ j − 1, is also the leftmost allowed color set. Then, we conclude that Algorithm 1, returnthe minimum value of k. Now, we are ready to provide a general algorithm for optimal star edge coloring of every rooted tree. Let T be a rooted tree. For every vertex v in T , consider hte induced subgraph T v of T on vertices with distance at most two from v. This subgraph is a 2H-tree with root v. By Algorithm 1, we determined the star chromatic index of 2H-tree T v , for every v ∈ V (T ). Clearly,
Now by the following algorithm we present a star edge coloring of T with max{χ Step 1. Choose vertex u such that deg(u) = ∆ to be the root of T .
Step 2. Set C = {1, 2, . . . , χ ′ s (T )}, and l=1;
Step 3. For i from 1 to t color edge uf i (u) with i.
Step 5. While there exist uncolored edges in T do the following steps.
Step 5.1. Set l= l+1.
Step 5.2. While exist uncolored edges in level l do the following steps.
Step 5.2.1 Choose a l -level vertex v such that has uncolored adjacent edges.
Step 5.2.2 Set u ′ = f 1 (v).
Step 5.2.3 Let T ′ be a 2H-tree with root u ′ of degree d ′ in T .
Step 5.2.4 Set
Step 5.2.5 For i from 1 to d ′ , let n ′ i be size of uncolored edges that are adjacent to
Step 5.2.6 Set (D
and then normalize (D
Step 5.2.7 For i from 1 to deg(u ′ ) do the following steps.
Step 5.2.7.
Step 5.2.7.2. Color last |C ′ | edges of N fi(u ′ ) with different colors in C ′ .
Step 5.2.7.4. Color remaining adjacent edges to f i (u ′ ) with different colors from
Step 6. Return tree T and the edge coloring of it.
Complexity of the algorithms
Note that in Algorithm 1, Step 4.2 and 4.6 are the only steps that require more than O(1) computational operations.
In Step 4.2, when the allowed color set for vertex u j is less that d + j , then we need to one-unit increase k. After increasing the value of k we must add element (0, t + k) to DC-sequence D. After updating DC-sequence D, for each 1 ≤ i ≤ j − 1, we change the colors of N ui such that these colors are the leftmost allowed color set for u i in D. Thus, the time of updating already edge coloring is O(n), where n is the number of the nodes in 2H-tree. Moreover, For every vertex u j , Step 4.2 runs at most max{n t − ⌈ Step 1. Choose vertex u such that deg(u) = ∆ to be the root of T .
Step 2. For each vertex v of T with degree at least 2, add new edges until deg(v) = ∆.
Step 3. Set l = 0.
Step 4. For i from 1 to ∆ color edge uf i (u) with i. Theorem 3. Let T n1,...,nt be a 2H-tree with root u such that u is a vertex of degree t ≥ 1. Let
Proof. Let u 1 , . . . u t be the neighbours of u in T (r,t) . Note that since every star edge coloring is a proper edge coloring, all the edges that meet a specific vertex in T n1,...,nt receive distinct colors in coloring c. Hence in coloring c, all the edges that meet each vertex u i , for 1 ≤ i ≤ t, and also meet vertex u receive distinct colors. Since u is of degree t, then obviously, χ ′ s (T n1,...,nt ) ≥ t. Thus, χ ′ s (T n1,...,nt ) = t + k, for some non-negative integer k. We now find a lower bound on k as follows.
As we know T n1,...,nt is a tree of depth two, and therefore it has two levels. Let A denote the set of edges in T n1,...,nt that connect u to one of its neighbours (a vertex in level 2, and B denote the set of edges in T n1,...,nt that connect a vertex in level 2 to a vertex in level 3. Clearly, A ∩ B = ∅ and E(T n1,...,nt ) = A ∪ B; that is, {A, B} is a partition for the edge set of T n1,...,nt . Now assume that c is a star edge coloring for T n1,...,nt with t+k colors, where the colors are taken from set {1, . . . , t+k}. Note that set A consists of exactly t edges that all meet vertex u. Therefore, c(A) must contains t distinct colors. Without loss of generality assume that c(A) = {1, . . . , t} and c(uu i ) = i, for 1 ≤ i ≤ t. Also, note that every edge in B receives a color either from {1, . . . , t}, or from {t + 1, . . . , t + k}. Let B 1 denote the subset of edges in B that receive a color from {1, . . . , t}, and B 2 denote the subset of edges in B that receive a color from {t + 1, . . . , t + k}. Clearly,
For 1 ≤ i ≤ t, let N i = N ui , where N ui is defined as in statement of Lemma 3 (for simplicity, as u here is fixed). Also, let S c be the set of ordered pairs (N i , j) that is defined as in statement of Lemma 3. It is easy to see that there is a bijection between S c and B 1 , and therefore, |S c | = |B 1 |.
Moreover, by Lemma 3, for every 1 ≤ i, j ≤ t, only one of the pairs (N i , j) and (N i , j) may belong to S c . Thus, we conclude that
