A version of the Rao-Blackwell theorem is shown to apply to most, but not all, stereological sampling designs. Estimators based on random test grids typically have larger variance than quadrat estimators; random s-dimensional samples are worse than random r-dimensional samples for s < r. Furthermore, the standard stereological ratio estimators of di erent dimensions are canonically related to each other by the Rao-Blackwell process. However there are realistic cases where sampling with a lower-dimensional probe increases e ciency. For example, estimators based on (conditionally) non-randomised test point grids may have smaller variance than quadrat estimators. Relative e ciency is related to issues in geostatistics and the theory of wide-sense stationary random elds.
Introduction
Stereological methods make it possible to estimate geometrical parameters of a physical structure (volume, surface area, length, number of components etc.) from random samples such as two-dimensional plane sections and projections 1, 13, 24, 22, 55, 56] . In applications one can often choose from a variety of sampling designs, involving`test probes' of di erent geometries and dimensions. For example the volume of a three-dimensional object can be estimated using random 2-dimensional plane sections, random 1-dimensional linear probes, or There is a lively controversy over the relative merits of di erent sampling designs, particularly because low-dimensional probes can be performed manually and quickly, whereas higher-dimensional probes require computer image processing 19, 20, 21, 36] .
A general theory of unbiased estimation for stereological sampling designs was developed by Davy and Miles 14, 15, 37, 39] and extended by Cruz-Orive, Gundersen, Jensen and others 9, 10, 25, 41] . However, like survey sampling theory, this only guarantees that parameter estimates are unbiased, and has little to say about variances in general 14, 16, 17, 26] . The alternative, model-based approach using random measures 53, chap. 11], 52] has a similar message; it can be compared to superpopulation theory in survey sampling 2].
Davy and Miles 15, sec. 6] proved that, for the standard IUR and WUR sampling probes, estimators based on lower-dimensional probes have higher variances. They also established a harmony between stereological estimators of di erent dimensions: the canonical estimators are connected to one another via conditional expectations. Similar results were presented by Lantu ejoul 30] . Intuitively one expects that this this should always happen, i.e. that the variance of stereological estimators should increase whenever we take a subsample or lower-dimensional sample of the available information. Our main objective in this paper is to clarify this statement by proving an analogue of the classical Rao-Blackwell theorem 6, 46], 7, p. 258] for stereological sampling designs. Figure 1 shows a random set X in R 2 observed within a sampling window or`quadrat' Q 1 and subsampled by a rectangular grid Q 2 . If X is rst-order stationary 35, 53] , the quadrat area fraction area (X \ Q 1 ) area (Q 1 )
and the point count fraction
(where n( ) denotes number of points) are both unbiased estimators of the coverage fraction p = Pf0 2 Xg regardless of the geometry of Q 1 ; Q 2 . However, the variances of these estimators do depend on the geometry of Q 1 ; Q 2 and on the spatial covariance of X. Ohser 43] pointed out that the length density of a random line process can sometimes be estimated more e ciently by counting the number of intersections with a test line grid than by measuring lengths inside a sampling quadrat. Paradoxes of the Jensen-Gundersen type are apparently well-known in the theory of wide-sense stationary random elds 42, 51, 54] . We investigate them in the context of stochastic geometry and nd further examples. In terms of the Rao-Blackwell theorem, such paradoxes are possible because non-randomised subsamples of spatial processes are realistic and the observable information is not \complete".
In section 2 we state a general version of the Rao-Blackwell theorem; this is applied in section 3 to a fairly general stereological sampling design. Typical applications are given in section 4. Sections 5 and 6 present some paradoxes where lower-dimensional estimators are more accurate, and relate the choice of optimal estimator to facts about random elds and geostatistics.
Abstract Rao-Blackwell theorem
We expect that the following is well-known, but we state it here for convenience. Let ( ; A; P) be an arbitrary probability space representing the experiment. Thealgebra A embodies the observable information. Unless otherwise speci ed, random variables are assumed to be A-measurable. We assume P is known to belong to a class of probability measures on ( ; A). Denote the expectation with respect to P by E or E P .
Further assume A is measure-complete with respect to every P 2 .
De nition 1 A -algebra B A is su cient for if the conditional expectation operator E P ( jB) does not depend on P 2 , in the sense that there is an operator E( jB) such that for any real r.v. T, E P (TjB) = E(T jB) (P-a.s.) for all P 2 .
The concept of a su cient -algebra was apparently introduced by Halmos & Savage 23] and Bahadur 4] . Su ciency depends on , i.e. on the underlying probability model. A su cient -algebra is also su cient for any subclass ; a super--algebra of a su cient -algebra is also su cient.
In this general setting a`parameter' is an arbitrary function : ! R, and a random variable T is unbiased for if E P (T) = (P) for all P 2 . Theorem 1 (Abstract Rao-Blackwell) If T is unbiased for a parameter and if B is a su cient -algebra, then S = E fTjBg is a well-de ned r.v., and under any P 2 it is unbiased for and has smaller variance,
Var(S) Var(T).
Proof : Firstly S is a well-de ned function (i.e. it does not depend on P) because A sub--algebra of a complete -algebra is also complete; the trivial -algebra f0; g is always complete. If all probability measures in are mutually absolutely continuous, then completeness for a subclass implies completeness for . It might be more natural to think of as being`complete over B'.
Theorem 2 If B is complete and su cient, and T is unbiased for , then S = E(T jB) is the unique minimum variance unbiased estimator of , whichever P is in force. Formally, denote by F the space of closed sets in R d with the Borel -algebra generated by the hit-or-miss topology (see 35, 53] Proof : Since Q 2 \ X = Q 2 \ (Q 1 \ X) and Q 2 is conditionally independent of X given Q 1 , we have that (Q 2 \X; Q 2 ) is conditionally independent of X given (Q 1 \X; Q 1 ). By the same argument, the conditional distribution of (Q 2 \ X; Q 2 ) given (Q 1 \ X; Q 1 ) does not depend on P. That is, B is su cient. Now apply theorem 1.
2 Remarks 1. The theorem starts with an estimator T and derives another estimator S which is at least as good as T. It is not a general mechanism for comparing two arbitrary estimators S and T.
2. It is required that Q 2 be a randomised subsample of Q 1 . Taking the conditional expectation of T with respect to B amounts to averaging over the conditional distribution of Q 2 .
3. In general the -algebra B will not be complete in the sense of de nition 2, as we show in section 5 below. Hence there is no stereological counterpart of theorem 2. 
holding for any X R n which is a nite union of compact convex sets with nonempty interiors, where F(n; r) is the space of all r-dimensional ats (a ne subspaces) of R n and n;r is an invariant measure on F(n; r) 48 
where X is compact and convex, Y X is a nite union of convex compact sets, X is known, and Q is a W r t -weighted random r-dimensional at through X, as de ned by Davy and Miles.
A similar statement holds in the model-based formulation when Y = Z \ X, where Z is a stationary random set, and X; Q may as well be xed.
Conditional on Q let Q 0 be a W r 0 t -weighted random r 0 -dimensional at (r 0 < r) through X \ Q. Hence the estimators based on t-weighted r 0 -dimensional probes have higher variances than for t-weighted r-dimensional probes for r 0 < r. This was the result obtained in 15] . Note that the weight index t in both estimators must be the same; comparisons for di erent weighting schemes are still unresolved 14, 16, 17, 26] . Lantu ejoul 30] proved that the estimators of W n r (X) for a convex compact set X based on isotropic random projections onto k-planes are also related by Cartier's formula.
Analogous formulations of design-based estimation for total quantities W n k (X) by systematic sampling are described e.g. in 1]. The canonical estimator of W n k (X) based on a regular array of r 1 -dimensional ats Q 1 has lower variance than a similar estimator based on an array of r 2 -dimensional ats Q 2 (r 2 < r 1 ). However this holds only when the geometry of Q 1 ; Q 2 is such that Q 2 ts inside Q 1 .
It is worth noting that in some contexts the estimator S may depend on both X \Q 1 Consider the following estimators of p:
Trivially, S is unbiased. The stationarity assumption implies E fn(Q 2 \ X)jQ 2 g = p n(Q 2 ) so that T and R are unbiased and E fn(Q 2 )jQ 1 g = a(Q 1 )=a.
The conditions of Theorem 3 apply. Applying the Rao-Blackwell process to T gives E(T jB) = E fT j X \ Q 1 ; Q 1 g = S and hence Var(S) Var(T).
The relationship between R and the other estimators is complex. If the number n(Q 2 ) of test points in the window is constant, for example if G is a rectangular grid and Q 1 is a rectangle with sides that are integer multiples of the grid spacings, then R = T. Otherwise, R; T are di erent, and E(RjB) = E fR j X \ Q 1 ; Q 1 g depends in a complex way on the geometry of Q 1 \ X. In other words the Rao-Blackwell improvement of R is too complex for practical use. A general variance comparison between R and S; T is not available.
Intuitively the discrepancy between R and T arises because R is not a randomised unbiased estimator of S, only an unbiased estimator of E S.
Paradoxically, randomisation does not always produce a strict increase in variance That is, the variance of the point-counting estimate for this xed test grid equals the variance for the randomised test grid (which in turn is larger than the variance of the quadrat area estimator).
Incompleteness
The following result shows that we cannot expect a unique minimum variance unbiased estimator to exist in the setting of Theorem 3. The attractive assumption of spatial homogeneity implies that the -algebra B is usually not complete in the sense of De nition 2. Paradoxes, where lower-dimensional probes perform better than higher-dimensional ones, are possible because of the foregoing incompleteness result and the remarks following Theorem 3.
In this nal section we exhibit some concrete examples.
Point count more e cient than quadrat area
The following is a restatement and generalisation of an example advanced by Jensen and T 2 = n(Q 2 \ X) n(Q 2 ) are unbiased for p. Since Q 2 is deterministic it is trivially independent of X so that the conditions of Theorem 3 apply, but trivially:
Thus T 1 ; T 2 are not related under the Rao-Blackwell process, i.e. they do not satisfy Cartier's identity. Again we are in a situation where T 2 is not directly an unbiased estimator of T 1 although it is based on a subsample.
The variances can be computed directly (e.g. where is the intensity of the Boolean model. Figure 4 shows the results of taking A to be a disc of radius R, with Q 1 a unit square and Q 2 the four corners of Q 1 (illustrated in Figure 2 , right). Here the variance comparison depends on both R and and there are some cases where Var(T 2 ) < Var(T 1 ).
Line intercept counting and line length
The following example was pointed out by Ohser 43, Appendix 2], 44] although our analysis is di erent.
Let X be a random line process in R 2 , see e.g. 53]. If X is rst-order stationary and isotropic, then for any compact set W with recti able boundary @W
(where`denotes length and a area) are unbiased estimators of the same quantity , the length density of X. That is, one can estimate either by measuring the total length of all line segments formed by X within a window, or simply by counting the number of crossing-points between X and the boundary of the window. See Figure 5 . 
X W
It is a standard property of the Poisson process that, given N, the lines intersecting W are independent and uniformly distributed. Noẁ
where L i is the length of intersection between W and the ith random line. The summands L i are i.i.d. with a xed common distribution, so that
a(W) T 2 Since ET 1 = ET 2 , or by using the integralgeometric fact that EL 1 = a(W)=`(@W), we conclude E (T 1 jT 2 ) = T 2 (note this is the reverse of the`usual' direction of conditional expectation) and hence Var(T 2 ) < Var(T 1 ). Thus, for convex W, it is more e cient to estimate the length intensity by counting crossing points with the boundary of the window.
The relative e ciency of T 2 against T 1 can be computed in the same way: 
Related literature
The situation described in section 6.1 is apparently well-known in the theory of estimation for random elds 42]. Smit where G is a probability measure, the best linear unbiased estimator is not necessarilyỸ . Grenander 
The above results have been generalised to random elds on R k 42]. In section 4.2 we noted that the variance of a point counting estimator is greater than the quadrat area estimator when we take a regular grid within a rectangular quadrat whose width and height are integer multiples of the grid spacings and the grid does not intersect the boundary of the quadrat. In view of the results above, the relative e ciency of point counting must oscillate above and below 1 as the grid mesh size is changed.
Optimal sampling design for a given random eld has been discussed by many authors, e.g. 50 ] study the estimation of stereological parameters of a stationary random set (such as length density and grain intensity) using linear combinations of standard estimators, analogous to the combination in (11) .
