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Abstract
In [9] we provided universal confidence sets for constraint sets, op-
timal values and solutions sets of deterministic decision problems. The
results assume concentration-of-measure properties for the objective
and/or constraint functions and some knowledge about the true prob-
lem, such as values of a growth function and a continuity function. If
these values are not available, one can try to estimate them from the
approximations for the true functions. We show how such estimates
can be derived. Furthermore we investigate confidence sets which are
obtained via relaxation of certain inequalities. These confidence sets
can be derived without any knowledge about the true deterministic
problem and yield, with a prescribed high probability, a superset of
the true set. We consider such “superset-approximations” for the con-
straint sets and the solutions sets and discuss the question how their
quality may be judged. Furthermore, lower and upper approximations
for the optimal value are derived.
Keywords: universal confidence sets, estimates for the growth function,
relaxation
MSC2000: 90C15, 90C31, 62F25, 62F30
1 Introduction
In [9] we considered a deterministic decision problem which is approximated
by a sequence of random problems. Confidence sets for the constraint set,
the optimal value, and the solution set are then derived as suitable neighbor-
hoods of the corresponding sets and values of the approximate problem. The
‘radii’ of these neighborhoods are determined employing so-called outer (and
inner) approximations in probability with convergence rate and tail behav-
ior function. As these notions are quantified (semi-)versions of Kuratowski-
Painleve´ convergence in probability for sequences of random sets, in this
paper we will call them (outer and inner) Kuratowski-Painleve´ approxima-
tions, in short KP-approximations, in order to distinguish them from other
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approximations considered in the following. For Kuratowski-Painleve´ con-
vergence in the deterministic setting see [4], for the “in probability” setting
c.f. [7] or [8].
In [9] outer and inner KP-approximations in probability are obtained as-
suming uniform concentration-of measure properties of the approximating
constraint and/or objective functions and some knowledge about the true
problem. Uniform concentration-of-measure results can partly be derived
from concentration-of-measure assertions for sequences of random variables
as provided e.g. in [2] (c.f. [3], [10]). Further results for approximate func-
tions which rely on kernel estimates are given in [6] and forthcoming papers.
In the present paper we consider the assumptons concerning knowledge about
the true, but unknown model and discuss the question what can be done if
this knowledge is not available. One way is to estimate needed parameters
from the approximations and to incorporate these estimates into the formu-
lae for the confidence sets. There is, however, also the simple possibility
to consider so-called relaxed approximate problems. For instance, in order
to derive a confidence set for the constraint set, which is defined via an in-
equality of the form “≤ 0”, we claim instead “≤ βn,κ” for the approximating
set and obtain, with a certain probability, a suitable superset of the true
set. Here βn,κ denotes the so-called “convergence rate” of the approximating
functions, where n may be interpreted as the size of the underlying sample,
and κ is related to the probability level. These approximations usually yield
smaller confidence sets than those obtained via incorporation of estimates
for growth functions etc.
Often it is desirable to have also inner approximations of the form “≤
−βn,κ”, e.g. in order to be able to judge the quality of the outer approx-
imations. Obviously inner approximations of this kind are empty for the
solution set. Then, again, inner KP-approximation come into play, and we
need estimates for the parameters. Moreover, it may be reasonable in some
cases to have a fixed ‘radius’ which can be attached to the solution set etc.
of the approximate problem instead of a set defined by ≤ βn,κ.
In the following we will firstly consider the different ways for the deriva-
tion of confidence sets. In this framework we shall extend the relaxation
approach. Furthermore, lower and upper approximations for the optimal
value are derived.
In the second part of the paper we show how parameters for the true prob-
lem, needed for the KP-approximations, can be estimated under additional
convexity conditions.
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The paper is organized as follows. In section 2 we provide the mathematical
model, explain how confidence sets may be derived from suitable approx-
imations and discuss examples. In section 3 we consider inner and outer
approximations obtained via relaxation. Section 4 deals with estimations
of the growth functions and in section 5 the focus is on estimation of the
continuity function.
2 Universal Confidence Sets
Let (E, d) be a complete separable metric space and [Ω,Σ, P ] a complete
probability space. We assume that a deterministic optimization problem
(P0) min
x∈Γ0
f0(x)
is approximated by a sequence of random problems
(Pn) min
x∈Γn(ω)
fn(x, ω), n ∈ N.
Γ0 is a nonempty closed subset of E, and the function f0, which maps
into the extended reals R¯1 := R1 ∪ {−∞} ∪ {+∞}, is a lower semicontin-
uous function. For each n ∈ N and κ > 0, Γn|Ω → 2E is a closed-valued
measurable multifunction, and fn|E × Ω → R¯1 is a lower semicontinuous
random function, which is supposed to be (B(E)⊗Σ, B¯1)-measurable. B(E)
denotes the Borel-σ-field of E and B¯1 the σ-field which is generated by the
Borel sigma field B1 of R1 and {+∞}, {−∞}. Moreover, we assume that all
functions are (almost surely) proper functions, i.e. functions with values in
(−∞,+∞] which are not identically ∞.
Furthermore, we consider constraint sets Γ which are defined by inequality
constraints. Let Q0 be a closed non-empty subset of E and J = {1, . . . , jM}
a finite index set. We consider functions gj0|E → R1, j ∈ J , which are lower
semicontinuous in all points x ∈ E, and define Γ0 := {x : gj0(x) ≤ 0, j ∈
J} ∩Q0. Γ0 is assumed to be non-empty.
The set Q0 is approximated by a sequence (Qn)n∈N of closed-valued mea-
surable multifunctions, and the functions gj0, j ∈ J, are approximated by
sequences (gjn)n∈N of functions g
j
n|E → R1, j ∈ J, which are (B(E)⊗Σ,B1)-
measurable. Furthermore, we assume that the functions gn(·, ω) are lower
semicontinuous for all ω ∈ Ω.
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Eventually, the approximate constraint set Γn is defined by
Γn(ω) := {x ∈ E : gjn(x, ω) ≤ 0, j ∈ J} ∩ Qn(ω). Under our assumptions
Γn is a closed-valued measurable multifunction.
In contrast to [9] we will not deal with ‘relaxed’ objective and constraint
functions fn,κ and gn,κ, instead we consider approximating functions fn and
gn which do not depend on κ. Dependence on κ, especially for the result-
ing constraint sets, could be taken into account, it would, however, require
additional technical details and denotations.
The measurability conditions imposed here do not have the weakest form.
We use them for sake of simplicity. They are satisfied in many applications
and guarantee that all functions of ω needed in the following have the neces-
sary measurability properties. Moreover, the lower semicontinuity assump-
tion of the objective functions fn can be dropped. Imposing this condition,
however, we can omit some technical details in the proofs.
In the following, the optimal values are denoted by Φ.
Φn(ω) := inf
x∈Γn(ω)
fn(x, ω) is the optimal value for the realization (Pn(ω)) of
the approximate problem, while Φ0 := inf
x∈Γ0
f0(x) is the optimal value to (P0).
Ψn(ω) and Ψ0 denote the corresponding solution sets.
We will mostly deal with level sets of functions. They occur in constraint
sets which are usually defined by inequality constraints. Furthermore, results
about the constraint set can be immediately carried over to the solutions sets
using g := f − Φ and g ≤ 0, assuming that concentration-of-measure results
for the objective functions and the optimal values are available.
In order to simplify notation, we consider one lower semicontinuous func-
tion constraint function g0 and sequences (gn)n∈N of functions gn|E×Ω→ R¯1
which have the measurability properties explained above. g0 can be inter-
preted as g0(x) := sup
j∈J
gj0(x) or , later on, as g0(x) := f0(x)−Φ0. If constraints
have to be taken into account, we can use
g0(x) := max{f0(x)− Φ0, sup
j∈J
gj0(x)}. Similarly,
gn(x, ω) := max{fn(x, ω) − Φn(ω), sup
j∈J
gjn(x, ω)} etc. We will explain the
approaches for general sets M0 and Mn which are defined by inequality con-
straints with respect to g0 and gn:
M0 := {x ∈ E : g0(x) ≤ 0},
Mn(ω) := {x ∈ E : gn(x, ω) ≤ 0}.
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Confidence sets for M0 can be obtained in the following way. Assume
that sequences (M supn,κ )n∈N , κ > 0, are available with the following property:
∀κ > 0 : sup
n∈N
P{ω : M0 \M supn,κ (ω) 6= ∅} ≤ H(κ) (1)
where lim
κ→∞
H(κ) = 0. We can assume that the convergence is monotonous.Then,
given a prescribed probability level ε0, we can choose κ0 such thatH(κ0) ≤ ε0,
and the sequence (Mn,κ0)n∈N yields for each n ∈ N a confidence set, i.e. a
set which covers the true set M0 with the prescribed probability 1 − ε0.
As this procedure works for each n, G. Ch. Pflug, who considered KP-
approximations in [3], introduced the denotation ‘universal confidence sets’.
Of course in order to derive useful confidence sets, one would like to have ap-
proximating sequences that become smaller with each n, i.e. the distance (in
a suitable measure) between M0 and M
sup
n,κ should tend to zero with increasing
n for each κ > 0.
We use the following denotation.
Definition. A sequence (M supn,κ )n∈N which satisfies condition (1) is called
superset-approximation in probability with tail behavior function H.
Examples for superset-approximations in probability are outer Kuratowski-
Painleve` approximations and (outer) relaxations as considered in [9]. Here
we will classify the results in a unifying scheme of denotations and supple-
ment them by corresponding ‘inner’ relaxations which can be utilized in order
to judge the quality of a confidence set. Furthermore we suggest lower and
upper approximations for the optimal values.
Definition. A sequence (M subn,κ )n∈N which satisfies the condition
∀κ > 0 : sup
n∈N
P{ω : M subn,κ (ω) \M0 6= ∅} ≤ H(κ) (2)
is called subset-approximation in probability with tail behavior function H.
Subset-approximations obtained via relaxation will be considered in sec-
tion 3. Note that inner KP-approximations in general do not satisfy condition
(2), because they only in the limit tend to be contained in M0.
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3 Relaxation
The results in [9] utilize knowledge about the true, but unknown model,
namely certain values of the functions µ and sometimes also λ and ν. There
are applications where good estimates for this values are available, e.g. con-
straint or objective functions with known analytic form and estimated param-
eters. In general, however, if only a nonparametric estimate for the functions
under consideration is available, we have to estimate the values of µ etc.
from the estimates for the functions. We will provide such estimates in the
following sections.
For given sets M0 and Mn, defined as in section 2 we introduce the fol-
lowing sets. Let for each α ∈ R,
Mα0 := {x ∈ E : g0(x) ≤ α}
and
Mαn (ω) := {x ∈ E : gn(x, ω) ≤ α}.
Obviously, for α > 0 we obtain a superset of the set Mn(ω) and M0,
respectively, for α < 0 a subset. As we will see, Mαn yields for α > 0 also
a superset-approximation for M0 and for α < 0 a subset-approximation for
M0. Subset-approximations, however, require the existence of ‘inner’ points,
an assumption which can not be satisfied for the solution set.
Lemma: (i) If there exist a function H1 and to all κ > 0 a sequence
(β
(1)
n,κ)n∈N such that
sup
n∈N
P{ω : inf
x∈UM0
(gn(x, ω)− g0(x)) ≤ −β(1)n,κ} ≤ H1(κ)
for a suitable neighborhood UM0,
then (U−β
(1)
n,κMn)n∈N is a subset-approximation for M0.
(ii) If there exist a function H1 and to all κ > 0 a sequence (β(1)n,κ)n∈N such
that
sup
n∈N
P{ω : sup
x∈M0
(gn(x, ω) − g0(x)) ≥ β(1)n,κ} ≤ H1(κ), then (Uβ(1)n,κMn)n∈N is a
superset-approximation for M0.
Proof. (i) Let ω ∈ Ω, n ∈ N and κ > 0 be such that U−β(1)n,κMn(ω)\M0 6=
∅. Then there is an xn(ω) ∈ U−β
(1)
n,κMn(ω) which does not belong to M0.
Hence gn(xn(ω), ω) ≤ −β(1)n,κ while g0(xn(ω)) > 0 and we can employ the
assumption.
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(ii) Let ω ∈ Ω, n ∈ N and κ > 0 such that M0 \ Uβ
(1)
n,κMn(ω) 6= ∅.
Then there is an x0(ω) ∈ M0 which does not belong to Uβ
(1)
n,κMn(ω). Hence
g0(x0(ω)) ≤ 0 while gn(x0(ω)) ≥ β(1)n,κ. 
It follows from the results in [9] that for an ‘outer Kuratowski-Painleve` ap-
proximation’ (Mn)n∈N the sequence (Uβ(1)n,κMn)n∈N is a superset-approximation.
In the case of convex sets with nonempty interior we can also derive a subset-
approximation in the following way: For a convex set M with nonempty inte-
rior we define the α-interior U−αM by Uα(U−αM) = M . Hence for an ‘inner’
Kuratowski-Painleve` approximation (Mn) of convex sets with nonempty in-
terior the sequence (U−β(1)n,κMn)n∈N is a subset-approximation.
Subset- an superset-approximations are useful tools for the assessment of
the goodness of an approximation, because the true set lies in between the
two sets with prescribed probability.
It is desirable to have also lower and upper approximations for the op-
timal value. Based on subset- and superset-approximations we define for
nonempty constraint sets
Φ
(u)
n,κ(ω) := inf
x∈Γsubn,κ(ω)
fn(x, ω), Φ
(l)
n,κ(ω) := inf
x∈Γsupn,κ (ω)
fn(x, ω).
Then we have the following results:
Lemma. (i) Assume that a subset-approximation (Γsubn,κ)n∈N for Γ0 with
tail behavior function H1 is available and that there exist a function H2 and
to all κ > 0 a sequence (β
(2)
n,κ)n∈N such that
sup
n∈N
P{ω : inf
x∈UΓ0
(fn(x, ω) − f0(x)) ≤ −β(2)n,κ} ≤ H2(κ) for a suitable neigh-
borhood UΓ0.
Then sup
n∈N
P{ω : Φ(u)n,κ(ω)− Φ0 ≤ −β(2)n,κ} ≤ H1(κ) +H2(κ).
(ii) Assume that a superset-approximation (Γsupn,κ)n∈N for Γ0 with tail behav-
ior function H1 is available and that there exist a function H2 and to all
κ > 0 a sequence (β
(2)
n,κ)n∈N such that
sup
n∈N
P{ω : sup
x∈Γ0
(fn(x, ω)− f0(x)) ≥ β(2)n,κ} ≤ H2(κ).
Then sup
n∈N
P{ω : Φ(l)n,κ(ω)− Φ0 ≥ β(2)n,κ} ≤ H1(κ) +H2(κ).
Proof. (i) Let ω ∈ Ω, n ∈ N and κ > 0 be such that Φ(u)n,κ(ω)−Φ0 ≤ −β(2)n,κ.
As the objective functions are supposed to be lower semicontinuous, we find
xn(ω) ∈ Γsubn,κ(ω) with Φ(u)n,κ(ω) = fn(xn(ω), ω). Furthermore, there is x0 ∈ Γ0
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with Φ0 = f0(x0). If xn(ω) /∈ Γ0, we can employ the definition of the subset-
approximation. If xn(ω) ∈ Γ0, we have f0(xn(ω)) ≥ f0(x0) and proceed as
follows: The assumption implies fn(xn(ω), ω)−f0(x0) ≤ −β(2)n,κ. Consequently
fn(xn(ω), ω) − f0(xn(ω)) ≤ −β(2)n,κ and we can employ the approximation of
f0. (ii) can be proved in an analogous way. 
Finally we consider the solution sets. A superset-approximation is easy
to obtain. Let
Ψsup−rn,κ := {x ∈ Γsupn,κ : fn(x, ω) ≤ Φ(u)n,κ + 2β(2)n,κ}.
Theorem. Assume that a superset-appoximation (Γsupn,κ)n∈N for Γ0 with
tail behavior function H1 is given. Furthermore, assume that there exist a
function H2 and to all κ > 0 a sequence (β(2)n,κ)n∈N such that
sup
n∈N
P{ω : inf
x∈UΓ0
(fn(x, ω) − f0(x)) ≤ −β(2)n,κ} ≤ H2(κ) for a suitable neigh-
borhood UΓ0. Then
sup
n∈N
P{ω : Ψ0 \Ψsup−rn,κ (ω) 6= ∅} ≤ H1(κ) +H2(κ).
Proof. Let ω ∈ Ω, n ∈ N and κ > 0 be such that Ψ0 \ Ψsup−rn,κ (ω) 6= ∅.
Then there is x0(ω) ∈ Ψ0 that does not belong to Ψsup−rn,κ (ω). Therefore
f0(x0) = Φ0, but fn(x0(ω), ω) > Φ
(u)
n + 2β
(2)
n,κ. If Φ
(u)
n,κ − Φ0 ≤ −β(2)n,κ we can
employ the foregoing lemma. Otherwise we obtain Φ
(u)
n,κ−Φ0 > −β(2)n,κ, which
implies fn(x0(ω), ω)− f0(x0) > β(2)n,κ. 
Thus one can obtain a superset in a simple manner, however, one would
like to have also a subset-approximation in order to be able to judge how
close the superset comes to the true set. Unfortunately, if we try to define
a subset analogously to the above superset-approximation we will usually
end up with an empty set. A way out is to derive an inner Kuratowski-
Painleve´ approximation, which usually does not fulfil the definition for a
subset-approximation, but guarantees that at least one element of Ψ0 lies in
a βn,κ-neighborhood of the inner Kuratowski-Painleve´ approximation with
prescribed high probability. On order to obtain an inner Kuratowski-Painleve´
approximation we need estimates for the growth function (at least) of the
objective function.
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4 Estimation of the Growth Functions
There are many situations where the outer and/or inner growth function µ
and µ, needed for inner and outer approximations, respectively, are known,
because the constraint functions are assumed to be completely known, e.g.
in maximum likelihood estimation or if variational inequalities are taken
into account. If the constraint functions, however, are obtained via curve
estimation, it is desirable to have a method at hand to estimate the growth
function µ, or in fact, its inverse µ−1. We will restrict the considerations
to the approximation of “outer” growth functions, as needed for inner KP-
approximations, cf. [9]. “Inner” growth functions can be obtained in a similar
way, regarding−g0 instead of g0. This case is even easier to deal with, because
an empty outer region can not occur under reasonable conditions.
Again, we consider the sets M0 = {x ∈ Rp : g0(x) ≤ 0} and Mn(ω) =
{x ∈ Rp : gn(x, ω) ≤ 0} and assume additionally that the functions g0 and
gn(·, ω), n ∈ N, are quasiconvex. Hence we can make use of the fact that we
have convex level sets. These assumptions are not as restrictive as it may
seem at the first glance. If, as generally assumed, an increasing growth func-
tion µ exists, g0 can locally be replaced by a strictly quasiconvex function g˜0
with g˜0
{
= 0, if x ∈M0,
≤ g0(x) otherwise.
If gn is not strictly quasiconvex, in an appropriate neighborhood ofMn(ω),
a suitable “lower” strictly quasiconvex approximation, if desired of special
form, can be used instead of gn. Note also, that there are methods for
estimation under shape constraints, e.g. under convexity assumptions (cf.
[1]). Of course, replacing the functions gn(·, ω) locally with quasiconvex
surrogates will usually increase the radius of the confidence sets.
In order to derive exact confidence sets, we have to make sure, that the
confidence sets do not become too small. Obviously, for each function µ or µ
also a smaller function will fulfil the corresponding assumptions. Hence we
will introduce the greatest possible growth function and the smallest inverse
growth function µ(−1), respectively, as a benchmark. Note that we only need
estimates for the values µ(−1)(βn,κ) with fixed n and κ.
We define the benchmark µˆ−1(βn,κ) by
µˆ−1(βn,κ) := inf
y∈∂Uβn,κM0
d(y,M0)
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and the estimate µ−1n (βn,κ, ω) by
µ−1n (βn,κ, ω) :=

sup
y∈∂U2βn,κMn(ω)
d(y, U−βn,κMn(ω)), if U−βn,κMn(ω) 6= ∅,
sup
x∈∂U2βn,κMn(ω)
y∈∂Uβn,κMn(ω)
d(x, y) otherwise.
Then we have the following relationship:
Theorem. Assume that there exist a function H and for all κ > 0 a
sequence (β
(2)
n,κ)n∈N such that for a suitable neighborhood UM0 of M0
sup
n∈N
P{ω : sup
x∈UM0
|gn(x, ω)− g0(x)| ≥ βn,κ} ≤ H(κ).
Then
sup
n∈N
P{ω : µˆ−1(βn,κ) > µ−1n (βn,κ, ω)} ≤ H(κ).
Proof. Let ω ∈ Ω, n ∈ N and κ > 0 be such that µˆ−1(βn,κ) > µ−1n (βn,κ, ω).
Firstly, we assume that U−βn,κMn(ω) 6= ∅ and distinguish the following cases:
(i) Uβn,κM0 6⊂ U2βn,κMn(ω),
(ii) U−βn,κMn(ω) 6⊂M0,
(iii) (U−βn,κMn(ω) ⊂M0) ∧ (Uβn,κM0 ⊂ U2βn,κMn(ω)).
(i) There exists x0(ω) ∈ Uβn,κM0 that does not belong to U2βn,κMn(ω). Con-
sequently g0(x0(ω)) ≤ βn,κ, but gn(x0(ω), ω) > 2βn,κ, which again implies
sup
x∈UM0
|gn(x, ω)− g0(x)| ≥ βn,κ.
(ii) There exists xn(ω) ∈ U−βn,κMn(ω) that does not belong to M0.
Hence we have gn(xn(ω), ω) ≤ −βn,κ, but g0(xn(ω)) > 0. This implies
sup
x∈UM0
|gn(x, ω)− g0(x)| ≥ βn,κ.
(iii) We choose x0 ∈M0 and y0 ∈ Uβn,κM0 such that d(x0, y0) = µˆ−1(βn,κ)
and consider the straight line between x0 and y0. Choose yn(ω) ∈ ∂U2βn,κMn(ω)
at the prolongation of the straight line between x0 and y0 beyond y0. Then
due to the convexity of the sets under consideration we can proceed as fol-
lows: We have
d(yn(ω),M0) = d(yn(ω), x0) ≥ d(y0, x0). Furthermore, since U−βn,κMn(ω) ⊂
M0, the inequality d(yn(ω), z) ≥ d(yn(ω), x0) holds for all z ∈ U−βn,κMn(ω),
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hence d(yn(ω), U
−βn,κMn(ω)) ≥ d(yn(ω), x0). By the definition of µ−1n (βn,κ, ω)
this implies µ−1n (βn,κ, ω) ≥ d(yn(ω), x0) ≥ d(y0, x0) = µˆ−1(βn,κ) in contradic-
tion to the assumption.
Now we assume that U−βn,κMn(ω) = ∅ and distinguish the following
cases:
(i) Uβn,κM0 6⊂ U2βn,κMn(ω),
(ii) M0 6⊂ Uβn,κMn(ω),
(iii) (M0 ⊂ Uβn,κMn(ω)) ∧ (Uβn,κM0 ⊂ U2βn,κMn(ω)).
In case (i) we can proceed as in the first part of the proof.
(ii) There exists x0(ω) ∈M0 that does not belong to Uβn,κMn(ω). Conse-
quently g0(x0(ω)) ≤ 0, but gn(x0(ω), ω) > βn,κ, which implies sup
x∈UM0
|gn,κ(x, ω)−
g0(x)| ≥ βn,κ.
(iii) We choose x0 ∈ M0 and y0 ∈ ∂Uβn,κM0 such that µˆ−1(βn,κ) = d(x0, y0)
and consider the straight line between x0 and y0. Furthermore, we choose
yn(ω) ∈ ∂U2βn,κMn(ω) on the prolongation of the straight line between x0
and y0 beyond y0. Hence we obtain for a point z ∈ Uβn,κMn(ω) with maximal
distance to yn(ω) the following inequality
d(x0, y0) ≤ d(x0, yn(ω)) ≤ d(z, yn(ω)) = µ−1n (βn,κ) in contradiction to the
assumption. .
5 Estimation of λ
The results concerning the optimal values in [9] contain a so-called conti-
nuity function λ. We will show how λ can be approximated in a suitable
neighborhood of Γn. In order to be able to handle KP-approximations and
approximations via relaxation in a unifying way, we deal with suitable neigh-
borhoods Ur(β
(1)
n,κ)Γn, r ∈ {−1, 1, 2} of Γn. We can choose Ur(β(1)n,κ)Γn(ω) =
U rβn,κΓn(ω) or Ur(β
(1)
n,κ)Γn(ω) = Urβn,κΓn(ω). The neighborhhod U1(β
(1)
n,κ)Γ0
of Γ0 is needed for the benchmark.
The following condition will be used:
(Γ-λ) There exist a function H1 and to all κ > 0 a sequence (β(1)n,κ)n∈N such
that
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(Γ-λ-1) sup
n∈N
P{ω : U1(β(1)n,κ)Γ0 \ U2(β(1)n,κ)Γn(ω) 6= ∅} ≤ H1(κ) and
(Γ-λ-2) sup
n∈N
P{ω : U−1(β(1)n,κ)Γn(ω) \ Γ0 6= ∅} ≤ H1(κ).
The smallest possible λ−1(β(1)n,κ), denoted by λˆ−1(β
(1)
n,κ), will serve as bench-
mark:
λˆ−1(β(1)n,κ) := − inf
y∈U1(β(1)n,κ)Γ0
f0(y) + Φ0.
We propose the following estimate:
λ−1n (β
(1)
n,κ, ω) := − inf
y∈U2(β(1)n,κ)Γn(ω)
fn(y, ω) + inf
y∈U−1(β(1)n,κ)Γn(ω)
fn(y, ω).
Theorem. Let the condition (Γ-λ) and the following condition be satis-
fied:
(C-f) There exist a function H2 and to all κ > 0 a sequence (β(2)n,κ(ω))n∈N
such that sup
n∈N
P{ω : sup
x∈UΓ0
|fn(x, ω)− f0(x)| > β(2)n,κ} ≤ H2(κ).
Then
sup
n∈N
P{ω : λ−1n (β(1)n,κ, ω) < λˆ−1(β(1)n,κ)− 2β(2)n,κ} ≤ H1(κ) +H2(κ).
Proof. Let ω ∈ Ω, n ∈ N and κ > 0 be such that λ−1n (β(1)n,κ, ω) <
λˆ−1(β(1)n,κ)− 2β(2)n,κ.
We choose
x0 ∈ Γ0 such that f0(x0) = inf
x∈Γ0
f0(x),
xn(ω) ∈ U−1(β(1)n,κ)Γn(ω) such that fn(xn(ω), ω) = inf
x∈U−1(β(1)n,κ)Γn(ω)
fn(x, ω),
y0 ∈ U1(β(1)n,κ)Γ0 such that f0(y0) = inf
y∈U1(β(1)n,κ)Γ0
f0(y),
yn(ω) ∈ U2(β(1)n,κ)Γn(ω) such that fn(yn(ω), ω) = inf
y∈U2(β(1)n,κ)Γn(ω)
fn(y, ω).
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We distinguish the following cases:
(i) If y0 /∈ U2(β(1)n,κ)Γn(ω), we obtain U1(β(1)n,κ)Γ0 \ U2(β(1)n,κ)Γn(ω) 6= ∅ and
can employ (Γ-λ-1). (ii) If xn(ω) /∈ Γ0, we obtain U−1(β(1)n,κ)Γn(ω) \ Γ0 6= ∅
and can employ (Γ-λ-2).
(iii) Now we assume that y0 ∈ U2(β(1)n,κ)Γn(ω) and xn(ω) ∈ Γ0. Then the
assumption implies
−fn(yn(ω), ω) + fn(xn(ω), ω) + f0(y0)− f0(x0) < −2β(2)n,κ.
Furthermore, as y0 ∈ U2(β(1)n,κ)Γn(ω), we obtain fn(y0, ω)) ≥ fn(yn(ω), ω),
hence−fn(y0, ω)) ≤ −fn(yn(ω), ω). Because of xn(ω) ∈ Γ0 we have f0(xn(ω)) ≥
f0(x0), hence −f0(xn(ω)) ≤ −f0(x0). Summarizing, we obtain
−fn(yn(ω), ω) + f0(yn(ω)) + fn(xn(ω), ω)− f0(xn(ω)) < −2β(2)n,κ.
This implies that either −fn(yn(ω), ω)+f0(yn(ω)) < −β(2)n,κ or fn(xn(ω), ω)−
f0(xn(ω)) < −β(2)n,κ. In both cases we can employ (C-f). 
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