General hypergeometric distribution (GHGD) describes the following distribution: from a finite space containing N elements, select T subsets with each subset contains
Introduction
Statistically dealing with finite populations are commonly difficult tasks (Casella and Berger, 2002) .
Suppose selecting K balls at random from a space of totally N balls containing M red and N-M green balls, the classical hypergeometric distribution (HGD) describes the probability that exactly x of the selected balls are red
If we consider the M red balls and the selected K balls as two subsets of the space, then the selected red balls are the intersection of the two subsets.
Therefore, the classical HGD described the number of overlapped elements (NOE) in two subsets (containing M and K elements, respectively) selected from a finite population space (containing N elements). However, if the selected subsets are more than 2, there is yet no statistical distribution can describe the NOE in these subsets. Suppose there are totally T (T≥2) subsets, then we define these kinds of distribution as general hypergeometric distribution (GHGD): from a finite space
containing N elements, select T subsets with each subset contains M[i] elements (T-1 ≥ i ≥ 0), what
is the probability that exactly x elements are overlapped exactly t times or at least t times (X LO=t or X LO≥t , T ≥ t ≥ 0, here LO is level of overlap)? This issue can also be described as the problem of group allocation of particles, for which the number of empty cells (corresponding to the number of non-overlapped elements, X LO=0 ) has been studied (Vatutin and Mikhajlov, 1982) .
The GHGD is important because it describes the statistical behavior of random subsets selections, and is commonly visualized by the Venn diagram method. Because set is a fundamental concept in modern science, the statistical properties of families of subsets would be a basic theory for many areas such as set theory, combinatorics, probability, graph theory, group theory, algebraic topology (where subsets are subcomplex, and overlapped elements are common vertices), et al. In practice, there is also a huge potential demand of such a theory along with the accelerated accumulation of big data. A remarkable area dealing with this situation more and more widely is in biological research, especially in the context of rapid progress of high throughput data (genome, proteome, et al) acquisition technology (Table S1 listed a small part of works using the methods in recent years). The elements with a certain degree of overlap in multiple sets sampled from a finite population space (normally genome, proteome, et al) were often considered to be worth for further study [2, 3] , which is used in a wide range of situations [4] [5] [6] [7] [8] , and played essential roles for some studies [9] [10] [11] . However, although the Venn diagram method has been used for about 140 years, the statistical distribution has not been established yet for the NOE, mainly because of the difficulty of the problem, as partially reflected by the challenge to develop tools to plot the Venn diagram [12] [13] [14] [15] even for very small amount of sets (such as 4 -6 sets). Because of lacking a statistical distribution theory for GHGD, a few studies used classical HGD for two sets or pairwise comparisons in multiple subsets [16] [17] [18] . Another study developed a procedure to calculate multiset intersections by using the R software package, SuperExactTest, but mainly based on enumerating method [19] , and the distribution theory is not established. The work also discussed the difficulty of this problem caused mainly by huge calculations, calling for a distribution theory to avoid unpractical calculations.
Definition for GHGD
In classical HGD, the parameters for the distribution include the number of the space N, number of the two subsets M, K, which we will denote as 
. Specifically, if all of the subsets have a same number M, then the integer array is denoted as MT  . The elements in these subsets can be overlapped for 2 to T times, and to more clearly elucidate this situation, we define the level of overlap (LO) for one element in the subsets: exact number of subsets that contain this elements. All of the elements that have the same LO is denoted as {LO = t}( 0 tT  ), and | , , Number of elements in each subsets
The total numbers of all possible T subsets selections from the N-elements space is labeled as
indicates the cardinality of a set), which can be calculated by:
Therefore, the probability can be calculated by:
, and 
When T=2, the distribution reduced to classical HGD, confirming the correctness of the formula.
The distribution is unimodal and close to symmetrical when the mean is larger enough than 0 (See Figure 1 for examples).
Lemma 1:
Proof by mathematical induction:
If it is true when 1 ik , then for i = k we have: 
The sum formula is the sum of another distribution
, therefore its value is 1, and the result is
Notably, when all M[i] is the same value M, then 
indicates the ith moments of distribution
If it is true for jth (j<=v-1) moments, then: 
1, 11
Corollary 3: let 2 T  , then we can get any moment and central moment for classical HGD.
Corollary 4: let v=2, we can get the variance for the (Table 2) , which can be calculated by formulas when the set number is no more than 7 ( 7 T  ), while for larger T the corresponding formulas can be obtained with the help of more powerful computers. 
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At the end of recursive calculation, the total number for each segmented T+1 subsets with different
From the calculated results, the distribution is unimodal (Figure   1 ), and the distribution feature depends on the relative values of N and M. 
Mathematical expectation and variance of the distributions

Variances for
The formulas for the variance of these distributions are much more complex. We will give the formula for
, we first got the formula for the situation that all 
