INTRODUCTION
Cloud is the platform of multiple servers over a widely disbursed geographic area, connected by the Internet for the purpose of serving data or computation (Bansal, 2013) . Mobile Cloud Computing (MCC) can be described as a model for enabling convenient, on-demand network access to a shared pool of configurable computing resources (Shanklin, 2014 ) from mobile devices. MCC therefore refers to both the applications delivered as services over the Internet and the hardware and system software in data-centers that provide those services. The services themselves have long been referred to as Software as a Service (SaaS). Some vendors use terms such as Infrastructure as a Service (IaaS) and Platform as a Service (PaaS) and others to describe their products, but we abstain from these because accepted definitions for them still differ widely. The datacenter hardware and software is what we will call a cloud. When a cloud is made available in paying costs as they occur to the general public, it is called a public cloud and the service being sold is utility computing. Private cloud on the other hand refers to internal data centers of a business or other organization (Armbrust, et al., 2010) .
The point at which these internal data centers are large enough to enable organizations to benefit from the advantages of cloud computing are the subject of much debate. (Kovachev, Cao, & Klamma, 2013) described cloud computing as the sum of SaaS and utility computing, but does not include small or medium-sized datacenters, though some of these rely on virtualization for management. People can be users or providers of SaaS, or utility computing. The focus here is on SaaS providers (cloud users) and cloud providers, who have received less attention than SaaS users. Mobile computing is the delivery of services, software and processing capacity over the Internet, reducing cost, increasing storage, automating systems, decoupling of service delivery from underlying technology, and providing flexibility and mobility of information. However, the actual realization of these benefits is far from being achieved for mobile applications (Kovachev, Cao, & Klamma, 2013) .
MCC is introduced as an integration of cloud computing into the mobile environment. It is a model for enabling convenient, on-demand network access to a shared pool of configurable computing resources (Mouftah & Kantarci, 2013) . MCC is a model for transparent elastic augmentation of mobile devices via ubiquitous wireless access to cloud storage and computing resources, with context-awareness and dynamic adjusting of offloading in respect to change in operating conditions, while preserving available sensing and interactive capabilities of mobile devices (Fesehaye, Gao, Nahrstedt, & Wang, 2012) .
However, there has been some confusion about the mobile cloud computing model about its capabilities and can sometimes be described in general terms that includes almost any kind of outsourcing of hosting and computing resources. In other words, mobile represents a relatively new and fast growing segment of the cloud-computing paradigm (Rimal & Choi, 2012) In view of the inherent advantages of this technology, enterprises today are looking to cloud computing to help them better deliver existing as well as new, innovative services on demand across network, computing, and storage resources at reduced cost (Chappel, 2013) . This is because cloud economics will play a vital role in shaping the mobile cloud industry of the future (IBM, 2013) . In a recent (Microsoft, 2010) white paper titled "Economics of the Cloud", it stated that the mobile computing industry is moving towards the cloud driven by three important economies of scale because: 1) large data centers can deploy computational resources at significantly lower costs than smaller ones; 2) demand pooling improves utilization of resources; and 3) multi-tenancy lowers application maintenance and labor costs for large public clouds. The cloud also provides an opportunity for IT professionals to focus more on technological innovation rather than thinking of the budget of "waiting to force things to move." However, many organizations find it difficult to determine the total operating costs of using cloud services (Microsoft, 2010) .
The recent survey conducted by (Prasad, Gyani, & Murti, 2012) supports this view and it was revealed that, user and potential users of mobile cloud services would reduce costs and time needed to deploy tools for quicker analysis and planning. 14% somewhat disagreed and in helping to improve planning and performance management in users' organizations, 42% believed they would be helped by use of mobile cloud computing for rapid deployment of specific applications. Respondents also favored cloud usage.
Those with the tendency to use the cloud-based finance applications, 36% had already deployed one or more applications and 23% had deployments in process. Another 28% are considering deployment of one or more cloud-based applications. 13% of all respondents have decided to forgo on-premise to considering cloud-based applications.
These findings suggests that, the key idea revealed concerning mobile cloud computing is to: (1) understand how cloud applications can provide data center operators with greater reach and more rapid deployment; (2) identify and understand how cloud computing can change and reduce current cost; and (3) making sure collaboration with application vendors and enterprises are key to developing applications that fit into each organization's strategic vision for more cost-effective options (Dinh, Lee, Niyato, & Wang, 2013) . The chapter briefly describes some of the cost models that have been developed, how this has fed into pricing models of cloud service providers and illustrates how these models can be used to estimate the true operational cost of real-time mobile cloud computing services. The aim is to help decision makers make the business case for specific applications and what services matches the business case.
CLOUD OPERATOR PRICING
In this chapter, a comparison of pricing of major cloud service providers will be provided. We will look at Microsoft Azure, Google Cloud Platform and Amazon Web Services (AWS). For each provider the pricing will be based on the US East region. Operating system is assumed to be Linux.
Microsoft Azure Pricing
Virtual machine lists are based on their properties. Table 1 and Table 2 demonstrate the pricing for basic and standard tiers, which provide all possible machine (instance) configurations. Compute intensive Instances A8 and A9 contain the Intel Xeon E5-2670 CPU @2.6 GHz. Microsoft Azure offers pricing for two tiers: basic and standard. While both tiers are similar in terms of virtual machine configurations, standard tier offers additional capabilities such as load balancing and auto-scaling for performance improvement. These tiers are the data for virtual machines with SSD storage. Storage prices are for persistent storage and billed by GB per month. Table 3 tabulates the storage pricing when the data is stored with 99.9% read/write availability SLA (MS-SLA).
Data transfers are charged based on the direction to Azure data centers. Inbound data transfers, which are the data transfers into the data centers are free of charge. Outbound data transfers are charged based on the data amount shown in Table 4 .
Google Cloud Platform Pricing
Google App Engine for PaaS services and Compute Engine for IaaS services are shown in Table 5 . Google Compute Engine billing includes a minimum of 10 minutes of usage. After this 10-minute minimum interval, each instance is charged at 1-minute increments (rounded up to the nearest minute). Additionally, Google offers discounts based on sustained (continuous) usage. The f1-micro and g1-small instances are for non resource-intensive tasks that remain active for long periods of time.
Google charges network differently for networking inside the cloud infrastructure and outside communication via the Internet as shown in Table 6 . Incoming data into the cloud services and outgoing 
Amazon Web Services (AWS) Pricing
The cost of running applications in AWS is determined by three factors: computation, storage and data transfer. We use AWS Elastic Compute Cloud (EC2) instances to calculate computation cost as shown in Table 7 . AWS Simple Storage Service (S3) pricing shown in Table 8 is used to calculate the storage costs. Data transfer cost is included for only outgoing data transfers from EC2 and S3 to the Internet as shown in Table 9 . Incoming data traffic is free of charge. EC2 instance types and their configurations are detailed in Table 7 : EC2 instances are grouped into categories based on their capabilities. t2 and m3 instances are for general purpose applications. c3 instances are optimized for computation with highperformance processors. g2 instances contain GPUs for graphics and general purpose GPU applications. r3 instances are optimized for memory-intensive applications and provide lowest price per GB of RAM. i2 and hs1 instances are optimized for storage and provide lowest price per GB of storage on the instance. The pricing of EC2 instances depends on the usage as shown in Table 7 . On demand instances are charged by the hour with no commitments. Reserved instances are charged a one-time upfront fee but in return provide a lower per-hour cost. Reserved instances require a commitment and differ in commitment duration (1 year to 3 years) and utilization (light, medium and heavy). Additionally, EC2 provides Spot Instances, which can be purchased by bidding on unused EC2 instances. Pricing of Spot Instances is set by EC2 and may change based on availability of Spot Instances.
CLOUD OPERATOR SERVICE LEVEL AGREEMENTS
In all instances, with the information provided by service providers, the nature and content of service level agreement can influence the choice of the provider. A Service Level Agreement (SLA) is used as a formal contract between the service provider and a consumer to ensure service quality (Wu, 2014 ). An SLA should specify the details of the service usually in quantifiable terms. The goal of an SLA is therefore to establish a scalable and automatic management framework that can adapt to dynamic and real time environmental changes using multiple qualities of service (QoS) parameters. The SLA for mobile cloud computing should have terms that include multiple domains with heterogeneous resources. In addition, consumers should be involved in the management process of SLA to a certain extent especially regarding reliability and trust/security. In particular, QoS parameters must be updated dynamically over time due to the continuing changes in the mobile application operating environments (Kwon, et al., 2014) . Amazon and Microsoft Azure offer a tiered service credit plan that gives users credits based on the discrepancy between SLA specifications and the actual service levels delivered. These providers typically offer cloud storage SLA that articulates precise levels of service such as 99.9% uptime and recourse or compensation to the user should the provider fail to provide the service as described. Another normal cloud storage SLA detail is service availability, which specifies the maximum amount of time a read request can take, how many retries are allowed and so on.
Microsoft Azure SLA
Azure Active Directory Premium service is available in the following scenarios such as: Users are able to login to the service, login to access applications on the access panel and reset passwords. IT administrators are able to create, read, write and delete entries in the directory or provision or de-provision users to applications in the directory. Windows Azure has separate SLAs for compute and storage. No SLA is provided for free tier of Azure Active Directory. Availability is calculated over a monthly billing cycle (Azure, 2014).
Google SLA
Google has implemented industry standard systems and procedures for cloud SLA to ensure the security and confidentiality of an application and customer data, protect against anticipated threats or hazards to the security or integrity of an application and customer data, and protect against unauthorized access. Customers have the ability to access, monitor, and use or disclose their data submitted by end users through the service. Customer data and applications can only be used to provide the services to customer and its end users and to help secure and improve the services. For instance, this may include identifying and fixing problems in the services, enhancing the services to better protect against attacks and abuse, and making suggestions aimed at improving performance or reducing costs (Google, 2013) .
Amazon EC2 SLA
Amazon AWS SLA policy governs the use of Amazon Elastic Compute Cloud. This SLA applies separately to each account using Amazon EC2 or Amazon EBS. AWS is committed to using commercially reasonable efforts to make Amazon EC2 and Amazon EBS each available with a monthly uptime percentage of at least 99.95%, in each case during any monthly billing cycle. The monthly uptime percentage is less than 99.95% but equal to or greater than 99.0% and service credit of 10% and less than 30% (Amazon EC2, 2013) .
SECURITY OF CLOUD OUTSOURCING
Security issues should be considered when computational tasks are being outsourced for mobile cloud applications especially regarding transmission and data receipt (Soyata, Ba, Heinzelman, Kwon, & Shi, 2013) . For this reason, placing critical data in the cloud in the hands of a third party to ensure the data remains secured is of paramount importance. This means the data need to be encrypted at all times with clearly defined roles of who manages encryption keys. The data in the cloud needs to be accessible only by authorized users. That is making it restricted and monitoring of who accesses what data through the cloud. This is because protecting clients' data is essential in order to ensure data is not compromised, due to breach or disaster. In this instance the application developers should encrypt the data leaving the backup services to cloud service providers.
CASE STUDY A: CLOUD-BASED HEALTH MONITORING SYSTEM
Automating health monitoring has become significant because of the drive by the US government to modernize the US health system using cloud computing based medical applications. (Kocabas, et al., 2013) . emphasized that, while one motivation for this is to reduce operational costs at the healthcare organization (HCO) by eradicating the datacenters managed by the HCO, an equally important motivation is to improve healthcare by providing the doctors and health professionals with long-term patient data as an auxiliary diagnosis tool (Page, Kocabas, Soyata, Aktas, & Couderc, 2014) . This section illustrates how cloud-pricing models can be used to estimate the cost of real-time cloud computing applications conducted in (Kocabas, et al., 2013) . To do this, background information on the applications included in the study of long-term patient ECG-data monitoring system are reviewed.
Mobile Cloud Application Description
Despite the undeniable transformation cloud computing made in the application world, medical applications lack the pace of adopting the trend. Due to the Health Insurance Portability and Accountability Act (HIPAA) (HIPAA, n.d.), Personal Health Information (PHI) privacy is treated as the most sensitive information and the penalties associated with its mistreatment are steep. Storage of encrypted PHI through a Business Associate Agreement (BAA) (US-HHS, n.d.) is currently available from cloud operators, such as CareCloud (CareCloud, n.d.) . This service is for storage-only data and no medical application can be executed on this data, as this would require the data to be temporarily transformed into the unencrypted domain.
A novel method for running medical cloud applications in the encrypted domain has been proposed in (Kocabas, et al., 2013) , that executes applications in a way where the underlying patient PHI is not visible to the cloud during execution, thereby completely eliminating PHI privacy concerns. The method uses Fully Homomorphic Encryption (FHE), which is a type of encryption that allows operations on encrypted data without observing the data itself. While using FHE solves the privacy issues regarding medical cloud computing, one problem prevents its wide adoption: the FHE is still extremely resource-intensive in terms of storage, bandwidth and computational requirements.
The medical application will be used for monitoring patients remotely at their home and providing patient statistical data to the HCO personnel. For the remote monitoring application, detecting Long-QT Syndrome (LQTS) will be used as the target application. Additionally, vital patient health statistics such as average heart rate (HR), minimum and maximum HR will be calculated.
In this section, background information is provided on the cloud application platform and the related outsourcing costs. Figure 1 depicts the conceptualized medical application platform, which is intended to allow patient health monitoring at home through medical data acquisition devices such as ECG patches, or multi-sensory acquisition devices. The acquired patient data is assumed to be encrypted at home (top of Figure 1 ) and transmitted to the cloud (middle of Figure 1 ). To ensure PHI privacy, FHE is used, which requires PHI encryption at home. After this encryption, the data is unrecognizable to the cloud. Note that, this information transmission is one-way. On the bottom of Figure 1 , the HCO personnel and HCO administrators access the application and transmit their preferences (i.e., two-way). The medical applications run in the cloud, which operate on the encrypted PHI without ever observing the actual medical data. Compared to conventional cloud applications, the significant difference of this application scenario is its resource intensity. A resource is defined as one of the three entities that a cloud operator charges for: a) storage, b) computation, and c) communication. Each of these resources will be elaborated on separately and a cost analysis of the medical cloud application will be analyzed based on these resources.
• Storage: This most widely utilized resource involves renting a shared storage space from the cloud operator based on the previously provided pricing. The pricing of this resource varies widely based on the allocated space as shown in, for example, Table 3 (Microsoft Azure) and Table  8 (AWS S3 Storage). The most meaningful product to purchase for an HCO is based on per-GBper-month pricing. As we will describe later, the medical applications have substantial storage requirements to the host the FHE-encrypted PHI.
• Computation: The execution of the medical algorithms based on FHE put a substantial strain on cloud computational resources. While it is possible to cut costs by using shared computational instances, it makes a lot more sense to use dedicated boxes (i.e., computers) to perform the type of computations. The pricing for these instances is based on per-hour usage of that instance. Examples of computation pricing have been provided in Table 2 (Microsoft Azure), Table  5 (Google Compute Engine), and Table 7 (AWS EC2).
Figure 1. Conceptualized medical application environment and related cloud-pricing metrics. (HCO = Health Care Organization)
• Communication: This resource involves data traffic from and into the cloud operator. Usually cloud providers have no incoming-data costs but, a per-GB-per-month outgoing-data cost, as shown in Figure 1 . Examples of pricing are provided previously in Table 4 (Microsoft Azure), Table 6 (Google Cloud Platform), Table 9 (Amazon AWS).
Cloud Outsourcing the Health Monitoring Application
While it is possible to encrypt private health information (PHI) through standard encryption techniques, such as AES (NIST-AES, 2001), such data cannot be used as an input into a medical application without decrypting it. However, decrypting PHI in the cloud even temporarily violates PHI privacy. Therefore, a medical application using a standard encryption such as AES cannot use the cloud for running a medical application. Currently, there exists no offering from any cloud operator that allows running a medical application without violating PHI privacy. Fully Homomorphic Encryption (FHE) is a type of encryption that allows operations on encrypted data without observing the data itself. While using FHE sounds promising, it puts significant strain on all three types of resources described earlier. We will describe the reasons for this in this section and will evaluate the application in terms of its usage of all three resources:
• Storage: The target medical application acquires patient vital information at home for long term monitoring and diagnosis via monitoring devices such as Alivecor iPhone attachment (AliveCor, n.d.) . For the FHE-based applications to work, the data has to be homomorphically-encrypted at the source (i.e., patient's home) via a computationally capable device, such as a cloudlet . Once this is done, the size of the data expands multiple orders of magnitude. To cope with this problem, the data is processed partially before encryption. For example, in the case of a cardiac monitoring, essential values, such as QT and RR intervals, can be extracted from ECG signals through simple algorithms (Couderc, et al., 2011) . Note that we focus on the resource requirements of such algorithms, and the algorithms are beyond the scope of our study. Despite the reduction of the data after processing with the described algorithms (Couderc, et al., 2011) , the size of the data still places an extreme pressure on the storage resources as will be quantified later.
• Computation: In addition to expanding the relevant data significantly, the FHE-based algorithms also require substantial amount of computational resources. One distinction between Storage and Computation, though, is that, while storage must always be occupied, computation resources can be shared within the healthcare organization's (HCO) dedicated computer, thereby allowing significant cost reduction. A patient health monitoring is only necessary during the time-of-monitoring, e.g., 2 weeks out of the entire year, lending itself to reduced costs due to this low duty cycle.
• Communication: While the amount of data being transmitted into the cloud is substantial (see Figure 1 ), this transfer is zero cost for cloud operators that do not charge for incoming bandwidth such as AWS as described previously. When the operations are complete, the amount of data being transmitted out of the cloud is a lot less than the incoming data, thereby making this resource the least expensive to rent for these types of applications. An insight can be gained into this through an example: Assume that, a patient's ECG data is being transmitted continuously at one beat per second (corresponding to a heart rate of 60). The result of an entire monitoring period (e.g., 5 minutes) is a Yes/No answer, which is, clearly, a lot less data than sum of all of the original ECG samples.
We evaluate the cost of cloud outsourcing of medical applications that use FHE by using an ECG database named THEW (Couderc, 2010) . We choose long QT syndrome (LQTS) (Bazzett, 1997) detection as the primary medical application that is widely used for long-term patient monitoring. Additional applications that provide vital patient health information such as Average Heart Rate, Minimum and Maximum Heart Rate are also implemented. All of the medical applications will operate on the same THEW sample data and provide statistics for every 5-minute ECG monitoring period. We implement these applications with the open-source HElib library (Halevi & Shoup) and run our simulations on a cluster node with two Intel Xeon E5-2695 Processors and 63GB RAM. The parameters of HElib are selected based on the analysis provided in (Gentry, Halevi, & Smart, 2012) .
Operational Cost Worksheet for Case A
Resource requirements of the aforementioned medical applications (i.e., LQTS detection, average heart rate computation, and min/max heart rate computation) are reported in Table 10 . We estimate the cost of running these medical applications using Microsoft Azure, Google Compute Engine and Amazon Web Services in the following sections.
Google Compute Engine
We select a Google Compute Engine machine type based on the type of medical computation to be performed. LQTS and Average Heart Rate (HR) are less compute-intensive compared to Minimum and Maximum HR computation. We select an n1-standard-2 machine type with 2 CPUs to compute LQTS and Average HR. For the Minimum and Maximum HR we select n1-highcpu-2 machine with 2 CPUs. Based on the duty cycle information provided in Table 10 , we use appropriate sustained discount price provided by Google Compute Engine. The total cost of running these computations are reported in Table 11 . The sum of the application costs per patient is $81.12 per month for computing all four values (LQTS, average HR, min HR, max HR). 
Amazon Web Services (AWS)
For the same computations, to select an EC2 instance type, we look at our application characteristics. LQTS and Average Heart Rate (HR) computation is less compute-intensive compared to Minimum and Maximum HR. A general-purpose instance of m3.large with 2 CPU's is enough to compute both LQTS and Average HR in parallel. On the other hand Minimum and Maximum HR are compute-intensive with 67% duty cycle. Therefore a c3.large instance optimized for compute-intensive applications could compute both Minimum and Maximum HR in parallel. Table 12 presents the cost of outsourcing one patient's monitoring to AWS for a month. EC2 costs include both a fixed cost fee and run-time fee. Fixed cost fee is calculated by dividing one-time upfront fee into equal monthly payments. Run-time fee is calculated by multiplying the run-time of the applications with the hourly rate. Since two applications are executed in parallel, we select application run-time as the runtime of the application that takes longer to finish. S3 costs are the storage costs derived from the application storage requirements presented in Table 8 . Minimum and Maximum HR computation use same data set, and therefore their storage amount is counted only once. The transfer cost is based on the data transferred out to a doctor at the Health Care Organization from AWS. The overall cost of running all the applications per patient with AWS services is $96 per month.
Microsoft Azure
Based on the application characteristics, we choose D2 instance for LQTS and Average HR computation and D11 instance for Minimum and Maximum HR computation. Since LQTS and Average HR is less compute-intensive D2 instance with 2 cores and 7 GB RAM is enough to compute them in parallel. D11 instance with 2 cores and 14 GB RAM is chosen for more compute-intensive Minimum and Maximum HR in parallel. Table 13 shows the cost of running the same applications on Microsoft Azure, with a total monthly cost of $148.50 based on the same parameters shown in Table 10 . 
CASE STUDY B: REAL-TIME FACE RECOGNITION USING MOCHA
Face recognition is the process of identifying a person by matching the person's facial features to a database that keeps the records of features of many people. This process involves mainly three steps: face detection, projection and search. During the face detection step, the face of a person is detected from an image. Then in the projection step, related features are extracted from the detected face. The related features vary with the methods used for projection. Finally the features are used for matching the face with an entry in the database during the search step. We will explain each step in detail and analyze the complexity and resource requirements in the following sections.
Computational Requirements of Face Recognition
• Face Detection: We will use the Viola-Jones method (Viola & Jones, 2001) for face detection, which is one of the fastest and most accurate algorithms for face detection. The Viola-Jones method is the first face detection algorithm that operates in real-time and widely used in mobile devices and cameras. The method detects faces by partitioning the image into rectangular sections and checking the change of intensity between these sections. Each rectangular section, also known as Haar-like feature, contains sum of the pixel intensities covered by the rectangular section. By using the pixel intensities, a face is detected by checking the changes of intensity between the rectangular sections. Complexity of the face detection is depends on the number of pixels in an image. In (Viola & Jones, 2001) , it is shown that the number of faces in one image has negligible effect on the complexity of face detection due to nature of classifiers used in Viola-Jones method. The approximate time for face detection is approximated as follows (Alling, Powers, & Soyata, 2015) :
where T FD represents the detection time in milliseconds, n pixels is the number of pixels in the image and GFLOPS is the maximum number of floating point operations that a processor can execute per second. Face detection can be performed with the surveillance device (e.g., mobile phone, tablet, surveillance camera) in real-time using Viola-Jones method. Even better performance results can be achieved using a cloudlet that has significant computation power with reasonable cost. For example in (Soyata, Muraleedharan, Funai, Kwon, & Heinzelman, 2012) a cloudlet with Nvidia GT520 GPU card can detect faces from an 800x480 image around 250 ms with a cost less than $100. Therefore we will assume that, face detection will be performed outside the cloud with surveillance devices that could be assisted with a cloudlet. At the end of this step, only face parts of the image are cropped and send to cloud for further processing.
• Projection: The projection step uses the image produced from face detection step and projects the image into eigenvalues that represents the weights to reconstruct the image from Eigenfaces stored in the database. The complexity of the projection step thus linearly increases with number of Eigenfaces on the database and image size in terms of pixels. The approximate time for projection step in ms is as follows (Alling, Powers, & Soyata, 2015) :
where p db is the pixel count of an image in the database, n db is the number of images in the database and r eigenfaces is the ratio of eigenfaces to images in the database.
• Search: This step uses the eigenvectors produced in the projection step and compares them with the eigenvectors in the database for a match. The face is recognized if the similarity of it is close to a database entry. The similarity is calculated by using Euclidean distance between eigenvector of the image and eigenvector for each database entry. Therefore complexity of this step depends on number of images in the database and number of dimensions in the eigenvector. Since the size of eigenvector depends on the number of images in the database, search time in ms can be approximated as follows: 
Operational Cost Worksheet for Case B
The computational requirements for face detection are analyzed in detail in (Alling, Powers, & Soyata, 2015) and will not be repeated here. We will use these requirements to calculate the cost of running face recognition in the cloud. First a database needs to be generated that contains Eigenfaces. Complexity of generating an Eigenface database increases exponentially with the number of faces contained in the database. Table 14 shows the computational complexity of building a database on an Nvidia GX760 GPU. Note that database must be loaded into memory during the search step of the face recognition. We assume that the database has 5000 entries, which requires 5.6 GB storage space. GFLOPS of the CPUs in the cloud instances depend on the type of the processors. We will use the settings for the database with 5,000 images, which requires moderate time to generate a database and provides reason- ably good coverage. Although it requires approximately one week to generate such a database, this step will be performed only once. Therefore we assume that the database is already generated and has a size of 5.6 GB. The cropped images from the face detection are assumed to be 180x180 pixels.
To compute the cost of running face recognition in the cloud, we look at the cost of recognizing a single face on a single virtual instance from cloud providers. This will be used as the unit price of face recognition and can be used for analyzing the cost for different case scenarios. We select virtual instances based on the amount of memory that can store the database, which is around 5.6 GB. Based on the memory requirements, we select the smallest instance that is capable of storing this database in the RAM. We select the high memory machine types from AWS, Microsoft Azure and Google Compute Engine. All high memory machine types have an Intel Xeon 2670 processor and we list the configurations selected from each cloud provider in Table 15 .
We use the equations from the previous section to approximate the time for projection and search steps. The computation time of both steps will be based on the GFLOPS of the virtual instances. The virtual instances are assigned to one of the threads of an Intel Xeon processor. GLOPS of a virtual instance (thread) can be calculated as GLOPS = clock frequency (GHz) x (FLOP / cycle). Intel Xeon processors are usually capable of performing 8 floating-point operations per clock cycle, so we assume that GLOPS of a virtual instance is approximately 8 x clock frequency (GHz). Table 16 presents the time for computing each step of recognizing single face on the virtual instances.
The instance configurations have two virtual cores, therefore by using the instance types from Table 15 , approximately 1,237K face recognition computations can be done. With these settings the cost of continuous face recognition over the period of a month will depend on two parameters: storage and computation, as shown in Table 17 . The network bandwidth cost will be negligible since cloud providers do not charge for incoming data and outgoing data is a simple Yes/No response, which can be neglected. Google Compute Engine charges based on sustained usage discount which reduces the price based on usage. Specifically, for 0-25% usage regular price is charged and price is reduced by 20% with each 25% increase in the usage. 
Service Level Agreements for Cases A and B
SLA management is important for ensuring that QoS is maintained for running real time mobile cloud application for health monitoring and real time face recognition (case A and B). The SLA for health monitoring and real-time face recognition concept should by necessity involve stating the transaction times expected to process the data packets at least at the same rate it receives data management to make sure that patients' data within these systems are accurate and complete, up-to-date with adequate fail safe, secure, backup and archiving process in place that is encrypted. The SLA should ensure storage space of patients being monitored for a 24 hr period is approximately 252 GB per month. Bandwidth requirements are vital and accurate through ECG patches and transmitted via the Internet to be stored on the ECG database.
SURVEY OF CURRENT MOBILE CLOUD OPERATOR COST MODELS
The previous part of this chapter analyzed operational costs strictly in terms of the cloud user, which is generally an organization that outsources these aforementioned applications to one of the existing cloud operators. In the following section, the analysis will be repeated, albeit, from the standpoint of the cloud operators. Cloud operator costs and profit models will be introduced to perform such analysis. Data centers have evolved dramatically in recent years, due to the advent of social networking services, e-commerce and cloud computing. However, the requirement of services for users can be conflicting in that, there is high availability levels demanded against low sustainability impact and cost values. This means, for cloud service providers, the cost models they have determines their profitability and service levels they can provide. Cost models help business owners and managers of service providers to figure out the cost for cloud services activities and processes. Through the use of financial computations or cost accounting allocation, companies can take basic information relating to resources, energy use, infrastructure development and direct labor and transform data into useful costs for setting the price of services. Companies can put together different cost models based on their needs, whether financial or operational (Markendahl, Makitalo, & Werding, 2008) .
Generally, different companies use cost models in their daily operations because the goal is to maximize the economic value for owners and shareholders. Finding ways to lower costs is a crucial step in achieving this goal. Another purpose for cost models is to create a repeatable process that allows owners and managers to apply the model to multiple situations. Through this business process, the company can develop a metric that becomes the standard expected rate of return for projects. This safeguards the company from losing money when engaging in new business opportunities that look profitable but really are not (Slack, Brandon-Jones, & Johnston, 2013) .
According to (Fetai & Schuldt, 2012) , for many organizations, especially cloud service providers, it is relatively complicated to determine the exact total operational costs incurred by offering own services in the cloud as well as to compare them with the costs incurred by datacenters. For instance, the average cost per year according to (Alford & Morton, 2010) , to operate a large datacenter is usually between $10 million to $25 million, while according to an organization with 1,000 file servers faces average costs in the cloud between $22.5 million and $31.1 million. In practice, models exist to help support organizations in analyzing and comparing costs (Alford & Morton, 2010) . Some of these cost models identified from literature are explained below.
The methodology adopted for our survey involves reviewing research findings by (Van den Bossche, Vanmechelen, & Broeckhove, 2013) regarding mobile cloud computing topics. This review was undertaken to reveal where there are gaps in the research literature to help contextualize this research in line with best practice approach towards the execution of this real-time research project (Johansson, 2007) . This is also to make sure that the research has not already been done. Thus existing literature on this topic was examined to help position this study within the context of existing evidence by (Rickinson & May, 2009 ) to identify the main components for mobile cloud application cost analysis. For the purpose of this chapter, our scope was to explore (i) current mobile cloud application cost models; (ii) explore the pricing models that have evolved based on these cost models; (iii) illustrate how the operational cost of a mobile application implementation can be calculated and (iv) present a framework for establishing costs. This was based on empirical study in published information of existing work from academia, industrial, marketing and business sites. Secondly, using the various search engines, reading of articles, journals and Government and corporate publications (Rickinson & May, 2009 ).
Performance and Cost Assessment of Cloud Operations
A performance and cost assessment model has been developed as a modeling technology for modeling the performance and scalability of service oriented applications designed for a variety of platforms. Using a suite of cloud testing applications, (Brebner & Liu, 2011 ) conducted empirical evaluations of a variety of real cloud infrastructures, including Google App Engine, Amazon EC2, and Microsoft Azure. The insights from these experimental evaluations, and other public/published data, were combined with the modeling technology to predict the resource requirements in terms of cost, application performance, and limitations of a realistic application for different deployment scenarios. Costs in terms of power consumption per year ranges from $7,800 to $13,000 (Australia dollars for Energy business plan). Naturally the real total cost of ownership is substantially more and includes cooling, carbon emission offsets or green power sources, software licensing, maintenance and administration, capital costs and depreciation. (Woitaszek & Tufo, 2010 ) developed a comprehensive system utilization charging model similar to that used by Amazon EC2 and applied the model to current resources and planned procurements. This is a model for charging computational time, data transfers and storage. The charging rate is between 3 and 5 cents per CPU hour, a rate not competitive with the performance of current commodity processors. System and container ($8M / 5 years) $1,600,000 combined with annual operational staffing of $ 600,000 and annual power and cooling $365,000 and power expenses, the system is estimated to cost $2,565,000 per year. Depending on the number of CPU cores selected, the per-CPUh break-even charge (assuming 100% utilization and including the cost of the attached storage) will be 0.89 cents/CPUh to 1.7 cents/CPUh. (Kristekova Z. et al, 2012 ) proposed a simulation model for analyzing cost-benefits between cloud computing and own datacenter, as well as by analyzing different scenarios virtually before transferring them into the real world. This simulation model for cost-benefit analysis of cloud computing versus own datacenter has been proposed with the potential to fill the gap where a cost model that covers dynamic issues of cloud computing is lacking. In their model, to estimate the costs for a server, the initial cost of server, operating system licenses and additional network equipment were taken into account. The costs for server are calculated as product of "number of required server" and "initial costs for server." The costs for operating system licenses consist of "number of required server" and "costs per operating system license." The costs for additional network equipment are calculated as product of "number of server" and "the expenditures of network equipment." The expenditures of network equipment usually consist of 10 to 30% of the costs of server. Additionally, the ongoing maintenance costs for server and network equipment needs to be calculated in order to estimate the costs for infrastructure as sum of "power usage server", "power usage network equipment" multiplied with the costs of the desired tier level. In this way this model includes the power usage of the infrastructure to determine the power usage effectiveness (PUE), which is given by PUE = Total Facility Power/ IT Equipment Power. The PUE value can range from 1.0 to infinity, where 1.0 indicates 100% efficiency. The realistic PUE values are in the 1.3 to 3.0 range.
System Utilization Charging Model

Dynamics of Cost Development
To calculate the costs for the administration, an estimate of how many servers one administrator can maintain is vital. This in turn depends on the size of datacenter. As such the final administration cost is, the "number of servers" divided by "the number of estimated server maintenance per administrator" multiplied by "the costs for one administrator." For the data transfer costs, many companies rely on the flat rates. After estimating the costs for hardware, software, infrastructure, administration and data transfer, then sum all these costs to obtain the total costs for data center. This particular consideration has fed into pricing component based on for example CPU usage and transactions rate required for processing application requirements (Kristekova Z. et al, 2012) . (Pal & Hui, 2013 ) developed inter-organizational economic models for pricing cloud network services when several cloud providers co-exist in a market servicing a single application type. The development involved analysis and comparison of models that cloud providers can adopt to provision resources in a manner such that there is minimum amount of resources wasted, and at the same time the user service-level/ QoS is maintained. On this basis, the ability to process the number of user requests processed per unit of time on the cloud determines the amount of resources to be provisioned to achieve a required capacity. (Nguyen, Bimonte, d'Orazio, & Darmont, 2012) proposed an approach for decreasing the cost of data management in the cloud, by using a classical database performance optimization technique, such as view materialization. This cost model complements existing materialized view cost models with a monetary cost component that is rudimentary in the cloud. This is the basis of the pricing models incorporated by Amazon to render more versatile service. This model also fits into the 'pay as you go paradigm' of cloud computing and allow providers achieve a multi-criteria optimization of the view materialization versus CPU power consumption problem, under budget constraints.
Inter-Organizational Economic Models for Pricing Cloud Network Services
View Materialization Cost Model
Nguyen et al, demonstrated the power of the model by introducing a fictitious example, which illustrated the complexity of selecting materialized views in the cloud. In this illustration, the storage cost is say $0.10 per GB per month, and the computing cost is $0.24 per hour and a 500 GB dataset is stored in the cloud for a month. If Q is the monthly query workload, processed in 50 hours then, the storage cost is $50, computing cost is $12, for a total of $62. If some materialized views are used, it was assumed that workload processing time becomes 40 hours. Thus, computing cost becomes $9.6. However, materialized views use up additional storage space of, 50 GB. Thus, storage cost becomes $55, for a total cost of $64.6. This means that overall, performance has improved by 20%, but cost has also increased by 4%.
Cost-Efficient Scheduling of Hybrid Cloud
According to (Van den Bossche, Vanmechelen, & Broeckhove, 2013) , MCC has found broad acceptance in both industry and research with public cloud offerings is now often used in conjunction with privately owned infrastructure. Technical aspects such as the impact of network latency, bandwidth constraints, data confidentiality and security, as well as economic aspects such as sunk costs and price uncertainty are key drivers towards the adoption of a hybrid cloud model. This model introduced a hybrid cloud to determine which workloads are to be outsourced and to what cloud provider. The choice of how this is done can minimize the cost of running a partition of the total workload on one or multiple public cloud providers while taking into account the application requirements such as deadline constraints and data requirements according to. This is because, the variety of cost factors, pricing models and cloud provider offerings makes the consideration of the automated scheduling approach in hybrid clouds model worthwhile.
In (Van den Bossche, Vanmechelen, & Broeckhove, 2013) model a set of algorithms were used to costefficiently, scheduling the deadline-constrained bag-of-tasks applications on both public cloud providers and private infrastructure was proposed. The algorithms took into account both computational and data transfer costs as well as network bandwidth constraints. Using this model, Bossche et al evaluated and assessed the performance in a realistic setting with respect to cost savings, deadlines met, computational efficiency, and the impact of errors in runtime estimates on these performance metrics. On the basis of this model, some service providers offer mixed public and private options in their price components to maximize the utilization of their computing resources through shared services.
Mercury Cost Model
The Mercury cost model introduced by (Callou, Ferreira, Maciel, Tutsch, & Souza, 2014) , is a tool for dependability, performance and energy flow evaluation. The tool supports reliability block diagrams (RBD), stochastic Petri nets (SPNs), continuous-time Markov chains (CTMC) and energy flow models (EFM). The EFM verifies the energy flow on data center architectures, taking into account the energy efficiency and power capacity that each device can provide (assuming power systems) or extract (considering cooling components). The EFM also estimates the sustainability impact and cost issues of data center architectures. The approach of this model is to evaluate and optimize these requirements to support cloud infrastructure solution designers. This offers an integrated approach in order to estimate and optimize high conflicting requirements and the availability levels demanded against the low sustainability impact and cost values. (Soyata, Ba, Heinzelman, Kwon, & Shi, 2013) defined application cost as an objective task that quantifies the fees charged by Cloud operators, such as Amazon Web Services, during the execution of the application. In their example, they stated that, Amazon charges for compute-usage per hour per CPU occurrence. This means increasing the application costs as the required amount of computation increases. According to Soyata et al, cloud operators' charges for Microsoft SQL server, for example, is based on the usage of database occurrences. Hence Soyata et al, proposed the Cloudlet model of extending the utility of mobile cloud computing without increasing resource use. Soyata et al, illustration shows that, applications requiring higher computational and storage resources might cost more during operation on a Cloud platform such as AWS with variety of options when executing mobile-cloud applications (Wang, Liu, & Soyata, 2014) (Powers, Alling, Gyampoh-Vidogah, & Soyata, 2014) (Page, Kocabas, Ames, & Venkitasubramaniam, 2014) . Table 18 summarizes the cost models identified from literature, what they support and contribution of these models, authors and how they have been used in real life applications. The next section discusses the current application and price components offered by cloud service providers and how they relate to the aspects of the cost models.
Cloudlets Model Extending the Utility of Mobile-Cloud Computing
On the basis of the cost models, different cloud charging and billing models allow choice of hosting options between and even within cloud platforms. This adds both flexibility and complexity to modeling (Brebner & Liu, 2011) . For the purpose of operational costs of mobile computing pricing, operational costs for various resource types and loads such as the cost of CPU, network, data management, security 
Dynamics of cost development
Intended to fill the gap where a cost model that covers dynamic issues for cloud is lacking.
Analysed cost benefits between cloud computing and datacenter. (Kristekova Z. et al, 2012) Inter-organizational economic models for pricing cloud network services Analysis and comparison of models. The ability to process the number of user requests processed per unit of time on the cloud. (Pal & Hui, 2013) View Materialization cost model
For decreasing the cost of data management in the cloud.
Cost model that complement existing materialised view cost model. (Nguyen, Bimonte, d'Orazio, & Darmont, 2012) Cost-efficient scheduling of Hybrid Cloud
Determine which workloads are to be outsourced, and to what cloud provide.
Service providers that mixed public and private options in their price components are to maximize the utilization of their computing resources through shared services.
(Van den Bossche, Vanmechelen, & Broeckhove, 2013) Mercury Model This model is to evaluate and optimize these requirements to support cloud infrastructure solutions designers.
Offers an integrated approach to estimate and optimize high conflicting requirements and the availability levels demanded against the low sustainability impact and cost values. (Callou, Ferreira, Maciel, Tutsch, & Souza, 2014) Cloudlets For extending the utility of mobilecloud computing by providing compute and storage resources accessible for end processing of applications Compared different approaches that enhance application performance via cloud-based execution.
(Soyata, Ba, Heinzelman, Kwon, & Shi, 2013) operations, transactions and connections are used by providers. These components essentially relate to activity based costing, an accounting concept through which organizations recoup costs incurred throughout normal business activity cycle (Cloudscape, 2013) . The same concept combined with trace analysis, has been applied to resources in the cloud based on the cost models. This emphasizes the fact that a cloud resource, whether it is a system, an application or a service, would have some form of metrics collected either to analyze performance or for the purpose of costing (Mihoob, Molina-Jimenez, & Shrivastava, 2011) . Subsequently, providers on the basis of cost models discussed in the previous sections have derived several price components for users which are often not explained but providers have to build into their pricing mechanisms. These are: Transaction, data management, CPU time (resource use), traffic or network capacity and storage space components and the operational expenditures. For the purpose of this chapter, the main pricing components are explained as a basis of working out the operational costs to businesses for implementing real time mobile cloud based systems.
SUMMARY
This chapter provided background on mobile cloud computing in general and described in detail the concepts and cost models that have been used to determine the cost of providing cloud services and running real-time mobile-cloud applications. These cost analyses have been done from two different perspectives: the mobile-cloud user and the cloud operators. From the standpoint of the mobile-cloud user, the cost of running a real-time application involves renting the most suitable cloud resources (computation, storage, network bandwidth) from a cloud operator. On the other hand, the costs of a cloud operator primarily involve datacenter operating expenses such as electricity, equipment depreciation, and the ability to take advantage of economies of scale by sharing resources among multiple customers.
Two case studies are used as the basis of explaining the process of arriving at operational cost:s. First case study is a long-term health monitoring system described by (Kocabas, et al., 2013 ) that uses Homomorphic encryption to achieve privacy-preserving medical computation in the cloud. The second case study is a real-time mobile-cloud face recognition system described (Soyata, Ba, Heinzelman, Kwon, & Shi, 2013) which uses a cloudlet for acceleration to reduce the computational and network bandwidth burden on cloud instances. This second system is designed primarily as a means to extend the utility of mobile-cloud computing to provide computational and storage resources accessible at the edge of the network, both for end processing of applications and for managing the distribution of applications to other distributed compute resources.
Worksheets which demonstrate how businesses can estimate the operational cost of implementing realtime mobile cloud applications are provided. The starting point of this estimation is first a cost analysis for the mobile cloud operation constructed as the architecture of the system. Then the estimation of each cost component is provided as defined by cloud operators to estimate the actual total operational cost of running the real time mobile application. A simple step has been illustrated to show how the process used in these worksheets can be used to guide in estimating the true real-time mobile cloud application operational costs. The aim is to help decision makers make the business case for specific applications.
Steps to establish the application process is to assess current models either to rent or buy. When the analysis of operational costs are established, then construction of real time operational costs should be establish that include the whole process and evaluation of applications.
