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1 はじめに
本論文では次の非線形半正定値計画 (SDP) 問題を扱う.
minimize f(x) , x\in \mathbb{R}^{n}, (1)subject to g(x)=0, X(x)\succeq 0
ただし, f:\mathbb{R}^{n}\rightarrow \mathbb{R}, g:\mathbb{R}^{n}\rightarrow \mathbb{R}^{m},  X:\mathbb{R}^{n}\rightarrow 餅は十分滑らかであるとし,餅は  p次の
実対称行列の集合とする.ここで,X (x)\succeq 0 , X (x) \succ 0 はそれぞれ行列 X (x) が半正定
値,正定値であることを意味する.SDP 問題は,制御問題,固有値問題,金融問題など
いろいろな分野で発生するもので,応用範囲が広い.([2, 3,4, 10, 14, 15 そうした理
由から,近年,非線形 SDP 問題を解くための数値解法の研究が注目されている.数値解
法には拡張ラグランジュ法 [2, 8], 逐次線形 SDP 法[3, 1, 4] , 内点法 [18, 16, 7] などがあ
げられるが,本論文では主双対内点法に焦点をあてる.非線形 SDP 問題を解くための数
値解法全般については,Yamashita and Yabe [17] のサーベイ論文を参照されたい.
主双対内点法の研究については,Yamashita, Yabe and Harada[18] が直線探索法の枠
組みで数値解法を提案し大域的収束性を示している.また,Yamashita and Yabe[16] は












L(w)=f(x)-y^{T}g(x)-\langle X(x) , Z\}









\end{array}\right) \in \mathbb{R}^{m\times n}






で定義される.また, A_{i}(x)(i=1, \ldots, n) は
A_{i}(x)=\displaystyle \frac{\partial X}{\partial x_{i}}










X(x) \succeq 0, Z\succeq 0
で与えられる.以下では, X(x)\succ 0, Z\succ 0 を満たす点w=(x, y, Z) を内点と呼ぶ.主双対
内点法では,バリアパラメータ  $\mu$>0 を導入して,相補性条件X (x)Z=0 をX (x)Z= $\mu$ I
で置き換えて,次のバリアKKT(BKKT) 条件を扱う.









X(x)\succ 0, Z\succ 0
また,以下ではノルム \Vert r(w,  $\mu$ を
\Vert r(w,  $\mu$ =\sqrt{\Vert(\nabla_{x}g(x)}
で定義し, \Vert\cdot\Vert をベクトルの  l_{2} ノルム, \Vert\cdot\Vert_{F} を行列のフロベニウスノルムとする.




Step O.  $\varepsilon$>0, M_{\mathrm{c}}>0 を設定し, k=0 とおく. $\mu$_{k}\downarrow 0 を満たす正の数列 \{$\mu$_{k}\} を設定す
る (反復の進行にともなって逐次決めてもよい) .
Step 1. 次式を満たす内点 w_{k+1} を求める.これを近似 BKKT 点と呼ぶ.
\Vert r(w_{k+1}, $\mu$_{k} \leq M_{c}$\mu$_{k}
Step 2. もし \Vert r_{0}(w_{k+1})\Vert \leq $\varepsilon$ ならば反復を終了する.
Step 3.  k:=k+1 と更新して,Step 1へ戻る. \square 
外部反復の収束性については,Yamashita, Yabe and Harada[18] で収束定理が示され
ている.文献 [18] では,Step 1で近似 BKKT 点 w_{k+1} を求めるための内部反復として直






X(x) \succeq 0, Z\succeq 0,  $\mu$\geq 0 に対して, X(x)\mathrm{o}Z= $\mu$ I と X(x)Z= $\mu$ I が同値であることが





svec (U)=(U_{11}, \sqrt{2}U_{21}, \ldots , \sqrt{2}U_{p1}, U_{22}, \sqrt{2}U_{32}, \ldots , \sqrt{2}U_{p2}, U_{33}, \ldots , U_{w})^{T}\in \mathbb{R}^{p(p+1)/2}








本節では,非線形最適化問題に対して Yamashita, Yabe and Tanabe[19] が提案した信
頼領域法に基づいた主双対内点法の考えに倣って,非線形SDP 問題に対する主双対信頼領
域内点法の内部反復法を提案し,与えられたバリアパラメータ  $\mu$>0 に対して近似BKKT
点を求めることを考える.以下では混乱が生じない場合にはX (x) を単に X と書くこと
にする.また,常に X\succ 0, Z\succ 0が成り立っているものと仮定する.まず,主双対変数
(X, Z) に対する以下のようなスケーリングを考える.
\overline{X}=TXT^{T}, \overline{Z}=T^{-T}ZT^{-1}
ただし, T\in \mathbb{R}^{p\times p} は正則なスケーリング行列である.ここで,XZ = $\mu$ I を \overline{X}\circ\overline{Z}= $\mu$ I
で置き換えれば,式(2) の代わりに












\triangle w_{N}=(\triangle x_{N}, \triangle y_{N}, \triangle Z_{N})\in \mathbb{R}^{n}\times \mathbb{R}^{m}\times 餅で表わし, \displaystyle \triangle X_{N}=\sum_{i=1}^{n}(\triangle x_{N})_{i}A_{i}(x)\in 餅を
定義する.また, \triangle X_{N} と \triangle Z_{N} をスケーリングした行列を
\triangle \mathrm{X}_{N}=T\triangle X_{N}T^{T}, \triangle\overline{Z}_{N}=T^{-T}\triangle Z_{N}T^{-1}
とおく.このとき,文献 [18] と同様にニュートン方程式は
G\triangle x_{N}-A_{0}(x)^{T}\triangle y_{N}-\mathcal{A}^{*}(x)\triangle Z_{N} = -\nabla_{x}L(x, y, Z)
A_{0}(x)\triangle x_{N} = -9(x)
\triangle\overline{X}_{N}\overline{Z}+\tilde{Z}\triangle\overline{X}_{N}+\overline{X}\triangle\overline{Z}_{N}+\triangle\overline{Z}_{N}\overline{X} = 2 $\mu$ I-\overline{X}\overline{Z}-\overline{Z}\overline{X}









\nabla f(x)- & A_{0}(x)^{T}y- $\mu$ \mathcal{A}^{*}(x)X^{-1}\\
 & -g(x)
\end{array}\right)
\triangle Z_{N}= $\mu$ X^{-1}-Z-(T^{T}T^{T})(\tilde{X}I)^{-1}(\tilde{Z}\mathrm{O}I)(T\mathrm{O}T)\triangle X_{N} (4)
ただし,行列 H\in \mathbb{R}^{n\mathrm{x}n} は
H_{ij}=\langle\overline{A}_{i}(x) , (\mathrm{X}I)^{-1}(\tilde{Z}I)\~{A}_{j}(x)\rangle, \overline{A}_{i}(x)=TA_{i}(x)T^{T} (5)
で定義される.もしXと \overline{Z} が正定値対称で XZ =\overline{Z}\overline{X} を満たし,かつ , 行列 A_{i}(x) , i=
1 , . . . , n が線形独立ならば,行列 H は正定値対称行列になる.([18] の定理3を参照)
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\nabla f(x)- & A_{0}(x)^{T}y- $\mu$ \mathcal{A}^{*}(x)X^{-\mathrm{l}}\\
 & -g(x)
\end{array}\right)
\triangle Z_{SD} = $\mu$ X^{-1} -Z- (T^{T} ④ T^{T} ) (\overline{X}I)^{-1}(\overline{Z}I)(TT)\triangle X_{SD} (6)
ただし,行列 D は正定値対称行列であり,通常は対角行列 (例えば単位行列) が選ばれ
る.また, \displaystyle \triangle X_{SD}=\sum_{i=1}^{n}(\triangle x_{SD})_{i}A_{i}(x)\in 餅と定義する.もし  D+H が正定値対称で行
列 A_{0}(x) がフルランクならば,最急降下方向 \triangle w_{S\mathrm{D}} は一意に定まる.このとき,以下の
ことが成り立つ.これは有限回の反復で内部反復が終了する場合に対応している.
(i) もし \triangle w_{N}=0 ならば, w はBKKT 点になる.
(ii) もし (\triangle x_{N}, \triangle Z_{N})=0 ならば, (x, y+\triangle y_{N}, Z) はBKKT 点になる.
(iii) もし \triangle x_{N}=0 ならば, (x, y+\triangle y_{N}, Z+\triangle Z_{N}) はBKKT 点になる.
本節の最後にスケーリング行列について触れておく.スケーリング行列 TはXZ =\overline{Z}\overline{X}
が成り立つように選ばれるものであるが,次の2種類が知られている.
(i) HRVW /\mathrm{K}\mathrm{S}\mathrm{H}/\mathrm{M} 方向
T=X^{-1/2} のとき \mathrm{X}=I, \overline{Z}=x^{1/2}zx^{1/2} となり,(5), (4), (6) は
H_{ij} = tr (A_{i}(x)X^{-1}A_{j}(x)Z) , (7)
\displaystyle \triangle Z_{N} =  $\mu$ X^{-1}-Z-\frac{1}{2}(X^{-1}\triangle X_{N}Z+Z\triangle X_{N}X^{-1})
\displaystyle \triangle Z_{SD} =  $\mu$ X^{-1}-Z-\frac{1}{2}(X^{-1}\triangle X_{SD}Z+Z\triangle X_{SD}X^{-1})
で与えられる.これは線形 SDP 問題におけるHRVM /\mathrm{K}\mathrm{S}\mathrm{H}/\mathrm{M} 方向に対応している [6, 9,
11].
(ii) NT 方向
T = W^{-1/2} (ただし, W = x^{1/2}(x^{1/2}zx^{1/2})^{-1/2}x^{1/2} ) のとき,X = W^{-1/2}XW^{-1/2} =
W^{1/2}ZW^{1/2_{=\overline{z}}} となり,(5), (4), (6) は
H_{ij} = tr \{A_{i}(x)W^{-1}A_{j}(x)W^{-1}\}
 $\Delta$ Z_{N} =  $\mu$ X^{-1}-Z-W^{-1}\triangle X_{N}W^{-1}
\triangle Z_{SD} =  $\mu$ X^{-1}-Z-W^{-1}\triangle X_{SD}W^{-1}
で与えられる.これは線形 SDP 問題における NT 方向に対応している [12, 13].
3.2 主双対メリッ ト関数
本節では,信頼領域法で使われるメリット関数を提案する.基本的には,直線探索法
の枠組みで Yamashita, Yabe and Harada [18] が扱った関数と同じであるが,後で述べ
るように2次近似モデルの導出が今回新しい結果である.以後,スケーリング行列 T は
XZ =\overline{Z}\overline{X} が成り立つように選ばれるものとし,簡単のために次の記号を導入する.





\end{array}\right) , \triangle U= \left(\begin{array}{ll}
\triangle X & 0\\
0 & \triangle Z
\end{array}\right)
ただし, \triangle X = \displaystyle \sum_{i=1}^{n}(\triangle x)_{i}A_{i}(x) である.ここで, \triangle u は \triangle u_{N} = (\triangle x_{N}, \triangle Z_{N}) または
\triangle u_{SD}=(\triangle x_{SD}, \triangle Z_{SD}) を意味し,そのノルム \Vert\triangle u\Vert は
\Vert\triangle u\Vert=\sqrt{\Vert\triangle x\Vert^{2}+\Vert\triangle Z\Vert_{F}^{2}}
で定義される.
3.4節で述べる内部反復のアルゴリズムの大域的収束性を実現するために次の主双対メ
リット関数を用いる (  $\nu$ は正の実数).
 F(u)=F_{BP}(x)+ $\nu$ F_{PD}(u) (8)
ただし, F_{BP}(x) は主バリアペナルテイ関数
F_{BP}(x)=f(x)- $\mu$\log(\det X(x))+ $\rho$\Vert g(x)\Vert_{1}
であり (_{ $\rho$} はペナルティパラメータ) , F_{PD}(\mathrm{u}) は主双対バリア関数
F_{PD}(u)=\langle X(x) , Z\}- $\mu$\log(\det X(x)\det Z)
である.
これらの関数の1次近似は次のように与えられる.
F_{l}(u;\triangle u) = F(u)+\triangle F_{l}(u;\triangle u)
F_{BPl}(x;\triangle x) = F_{BP}(x)+\triangle F_{BPl}(x;\triangle x)
F_{PDl}(u;\triangle u) = F_{PD}(u)+\triangle F_{PDl}(u;\triangle u)
ここで,  $\Delta$ F_{l}(u;\triangle u) , \triangle F_{BPl}(x; $\Delta$ x) , \triangle F_{PDl}(u;\triangle u) は方向微分係数に相当し次式で与え
られる.
\triangle F_{l}(u;\triangle u)=\triangle F_{BPl}(x;\triangle x)+ $\nu$\triangle F_{PDl}(u; $\Delta$ u) (9)
\triangle F_{BPl}(x;\triangle x)=\nabla f(x)^{T}\triangle x- $\mu$ \mathrm{t}\mathrm{r}(X^{-1}\triangle X)+ $\rho$(\Vert g(x)+A_{0}(x) $\Delta$ x\Vert_{1}-\Vert g(x)\Vert_{1}) (10)
\triangle F_{PDl}(u;\triangle u)=\mathrm{t}\mathrm{r}(\triangle XZ+X\triangle Z- $\mu$ X^{-1} $\Delta$ X- $\mu$ Z^{-1}\triangle Z)
特に, 9(x)+A_{0}(x)\triangle x=0 が満たされる場合には,(10) は
\triangle F_{BPl}(x;\triangle x)=\nabla f(x)^{T}\triangle x- $\mu$ \mathrm{t}\mathrm{r}(X^{-1}\triangle X)- $\rho$\Vert g(x)\Vert_{1}
となる.文献 [18] の補題2, 3と同様に最急降下方向について次の評価式が得られる.
\triangle F_{BPl}(x;\triangle x_{SD}) \leq -\triangle x_{SD}^{T}(D+H)\triangle x_{SD}-( $\rho$-\Vert y+\triangle y_{SD}\Vert_{\infty})\Vert g(x)\Vert_{1}
\triangle F_{PDl}(u;\triangle u_{SD}) \leq 0 (11)
 $\Delta$ F_{l}(u;\triangle u_{SD}) =  $\Delta$ F_{BPl}(x;\triangle x_{SD})+ $\nu$\triangle F_{PDl}(u;\triangle u_{SD})
\leq -\triangle x_{SD}^{T}(D+H)\triangle x_{SD}-( $\rho$-\Vert y+\triangle y_{SD}\Vert_{\infty})\Vert g(x)\Vert_{1}




定理1行列 D+H は正定値対称とし,  $\rho$> \Vert y+\triangle y_{SD}\Vert_{\infty} が成り立つと仮定する.この
とき次のことが成り立つ.
(i) 探索方向  $\Delta$ x_{S\mathrm{D}} と \triangle u_{S\mathrm{D}} は主バリアペナルティ関数および主双対メリッ ト関数に対
して降下方向になる.また,もし \triangle x_{SD} \neq  0 ならば,  $\Delta$ F_{BPl}(x;\triangle x_{SD}) < 0 および
\triangle F_{l}(u;\triangle u_{SD})<0 が成り立つ.
(ii) \triangle F_{BPl}(x, \triangle x_{SD})=0 が成り立つことと (x, y+\triangle y_{SD}, Z+\triangle Z_{SD}) がBKKT点になる
ことは同値である.




F_{q}(u;\displaystyle \triangle u)=F(u)+\triangle F_{l}(u;\triangle u)+\frac{1}{2}Q(u;\triangle u)
について考える.ただし, \triangle F_{l}(u;\triangle u) は(9) で定義した量であり, Q(u;\triangle u)=Q_{BP}(x;\triangle x)+
 $\nu$ Q_{PD}(u;\triangle u) は任意の実数  $\alpha$ に対して  Q(u; $\alpha$\triangle u)=$\alpha$^{2}Q(u;\triangle u) が成り立つように選ばれ
た2次関数である.また,2次近似の \triangle u 方向の変化量を
 $\Delta$ F_{q}(u;\displaystyle \triangle u) \equiv F_{q}(u;\triangle u)-F(u)=\triangle F_{l}(u;\triangle u)+\frac{1}{2}Q(u;\triangle u)





F_{BPq}(x;\triangle x)=F_{BP}(x)+\triangle F_{BPq}(x;\triangle x)
F_{PDq}(u;\triangle u)=F_{PD}(u)+\triangle F_{PDq}(u;\triangle u)
ここで  $\Delta$ F_{BPq}(x;\triangle x) は
\displaystyle \triangle F_{BPq}(x;\triangle x) = \nabla f(x)^{T}\triangle x+\frac{1}{2}\triangle x^{T}\nabla^{2}f(x)\triangle x- $\mu$ \mathrm{t}\mathrm{r}(X^{-1}\triangle X)
‐ \displaystyle \frac{ $\mu$}{2}\langle X^{-1}, \displaystyle \triangle x^{T}\nabla^{2}X(x)\triangle x\rangle+\frac{ $\mu$}{2}\langle X^{-1}\triangle XX^{-1}, \triangle X\rangle
+ $\rho$(\displaystyle \Vert g(x)+A_{0}(x)\triangle x+\frac{1}{2}\triangle x^{T}\nabla^{2}g(x)\triangle x\Vert_{1}-\Vert g(x)\Vert_{1})
で定義される.ただし, \triangle x^{T}\nabla^{2}X(x)\triangle x はその (i, j) 要素が \triangle x^{T}\nabla^{2}X_{ij}(x)\triangle x であるよう
な行列であり, \triangle x^{T}\nabla^{2}g(x)\triangle x はその第 i 成分 \triangle x^{T}\nabla^{2}g_{i}(x)\triangle x であるようなベクトルであ
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る.もし \triangle x が g(x)+A_{0}(x)\triangle x=0 を満たすならば,上記の式は
\displaystyle \triangle F_{BPq}(x;\triangle x) = \triangle F_{BPl}(x;\triangle x)+\frac{1}{2} $\Delta$ x^{T}\nabla^{2}f(x)\triangle x
‐ \displaystyle \frac{ $\mu$}{2}\langle X^{-1} , \displaystyle \triangle x^{T}\nabla^{2}X(x)\triangle x\rangle+\frac{ $\mu$}{2}\langle X^{-1}\triangle XX^{-1} , \triangle X\rangle
+\displaystyle \frac{ $\rho$}{2}\Vert\triangle x^{T}\nabla_{9}^{2}(x)\triangle x\Vert_{1} (12)
となる.この変化量を
\displaystyle \triangle F_{BPq}(x;\triangle x)\approx\triangle F_{BPl}(x;\triangle x)+\frac{1}{2}\triangle x^{T}\nabla^{2}L(w)\triangle x+\frac{1}{2}\langle $\Delta$ X, ( $\mu$ X^{-1}X^{-1})\triangle X\rangle (13)
で近似することが考えられる.また,  Z= $\mu$ X^{-1} とおくことによって ( $\mu$ X^{-1}\mathrm{O}X^{-1})\triangle X=
(ZX^{-1}) $\Delta$ X となるので,
\langle\triangle X , (  $\mu$ X^{-1} ④ X^{-1} ) \triangle X\rangle=\triangle x^{T}H\triangle x
が得られる.ただし,行列 H の (i,j) 要素は (7) で与えられる.したがって, \triangle F_{BPq}(x;\triangle x)
は次式で表わされる.
 $\Delta$ F_{BPq}(x;\displaystyle \triangle x)\approx $\Delta$ F_{BPl}(x;\triangle x)+\frac{1}{2}\triangle x^{T}(\nabla^{2}L(w)+H)\triangle x (14)
次に \triangle F_{PDq}(u;\triangle u) について考える.これは
\triangle F_{PDq}(u;\triangle u) = \triangle F_{PDl}(u;\triangle u)
+\displaystyle \langle\triangle X, \triangle Z)+\frac{1}{2}( $\mu$\langle X^{-1}\triangle XX^{-1}, \triangle X\rangle+ $\mu$\langle Z^{-1} $\Delta$ ZZ^{-1}, \triangle Z\rangle)
+\displaystyle \frac{1}{2} (\langle\triangle x^{T}\nabla^{2}X(x)\triangle x, Z\rangle- $\mu$\langle X^{-1},  $\Delta$ x^{T}\nabla^{2}X(x)\triangle x\rangle) (15)
= \triangle F_{PDl}(u;\triangle u)+\langle $\Delta$ X,  $\Delta$ Z\}
+\displaystyle \frac{1}{2}\{\triangle X, H_{X}(X)\triangle X)+\frac{1}{2}\langle\triangle Z, H_{Z}(Z)\triangle Z\}
+\displaystyle \frac{1}{2}(\langle\triangle x^{T}\nabla^{2}X(x) $\Delta$ x, Z\rangle- $\mu$\langle X^{-1}, \triangle x^{T}\nabla^{2}X(x)\triangle x\rangle)
で与えられる.ただし, H_{X}(\mathrm{X}) と H_{Z}(\mathrm{Z}) はそれぞれ  $\mu$ X^{-1}X^{-1},  $\mu$ Z^{-1} ④ Z^{-1} を意味










+\displaystyle \frac{1}{2}(\langle\triangle x^{T}\nabla^{2}X(x)\triangle x, Z\rangle- $\mu$\langle X^{-1}, \triangle x^{T}\nabla^{2}X(x)\triangle x\rangle)
となる.なお,次式が成り立つことに注意しておく.
\{\triangle X, H_{X}(X)\triangle X\rangle =  $\mu$\langle X^{-1}\triangle XX^{-1}, \triangle X\rangle= $\mu$\Vert X^{-1/2}\triangle XX^{-1/2}\Vert_{F}^{2}
\{\triangle Z, H_{Z}(Z)\triangle Z) =  $\mu$ \mathrm{t}\mathrm{r}(Z^{-1}\triangle ZZ^{-1}\triangle Z)= $\mu$\Vert Z^{-1/2}\triangle ZZ^{-1/2}\Vert_{F}^{2}
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さらに Z= $\mu$ X^{-1} とおけば,
\triangle F_{PDq}(u;\triangle u) \approx \triangle F_{PDl}(u;\triangle u)+\{\triangle X, \triangle Z\rangle (16)
+\displaystyle \frac{1}{2}\langle\triangle X, H_{X}(X)\triangle X\}+\frac{1}{2}\{\triangle Z, H_{Z}(Z)\triangle Z\rangle





以上の準備のもと,2次近似 Q(u;\triangle u)=Q_{BP}(x;\triangle x)+ $\nu$ Q_{PD}(u;\triangle u) の具体的な形を導
出する.まず,(12), (13), (14) に基づいて
 Q_{BP1} = \triangle x^{T}\nabla^{2}f(x)\triangle x- $\mu$\langle X^{-1}, \triangle x^{T}\nabla^{2}X(x)\triangle x\rangle
+ $\mu$\langle X^{-1}\triangle XX^{-1}, \triangle X\rangle+ $\rho$\Vert\triangle x^{T}\nabla^{2}g(x)\triangle x\Vert_{1}
Q_{BP2} = \triangle x^{T}\nabla^{2}L(w) $\Delta$ x+\{ $\Delta$ X, H_{X}(X)\triangle X)
Q_{BP3} =  $\Delta$ x^{T}(\nabla^{2}L(w)+H)\triangle x
を定義する.同様に,(15) と (16) に基づいて
 Q_{PD1} = 2\{\triangle X,  $\Delta$ Z\rangle+ $\mu$\langle X^{-1}\triangle XX^{-1}, \triangle X\rangle+ $\mu$\langle Z^{-1}\triangle ZZ^{-1}, \triangle Z\rangle
+\langle\triangle x^{T}\nabla^{2}X(x) $\Delta$ x, Z- $\mu$ X^{-1}\rangle
 Q_{PD2} = 2\langle\triangle X, \triangle Z\rangle+\{\triangle X, H_{X}(X)\triangle X\}+\{\triangle Z, H_{Z}(Z)\triangle Z\}
を定義する.このとき,具体的な2次近似として次の4種類が考えられる.
(i) Q(u;\triangle u)=Q_{BP1}(x;\triangle x)+ $\nu$ Q_{PD1}(u;\triangle u)
(ii) Q(u;\triangle u)=Q_{BP2}(x; $\Delta$ x)+\mathrm{v}Q_{PD2}(u;\triangle u)




法の内部反復にあたる Algorithm SDPTR を述べる.そのために,信頼領域法で扱うコー
シー点に関連して,次のようなステップ幅 $\alpha$_{ $\delta$}^{*}(u, \triangle u) を定義する.
$\alpha$_{ $\delta$}^{*}(u, \displaystyle \triangle u)=\arg\min\{F_{q}(u\cdot,  $\alpha$\triangle u) |  $\alpha$\leq 1, \Vert $\alpha$\triangle u\Vert \leq $\delta$,  $\alpha$\in[0,  $\gamma$\overline{ $\alpha$}(u, \triangle u)]\} (17)
ただし,  $\delta$ は信頼領域半径であり, \overline{ $\alpha$}(u,  $\Delta$ u) は次のように定義される.
(i) もし X(x) が線形関数ならば,
\displaystyle \overline{ $\alpha$}(u, \triangle u)=\frac{1}{\max\{-$\lambda$_{\min}(U^{-1}\triangle U),0\}}
とおく.ここで,分母の値がゼロのときには \overline{ $\alpha$}(u, \triangle u) は \infty であると解釈する.
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(ii) さもなければ,与えられた定数  $\tau$\in (0,1) に対して $\lambda$_{\min}(U(u+$\tau$^{i}\triangle u)) \geq 0 を満たす
最小の非負整数 i を見つけて \overline{ $\alpha$}(u, \triangle u)=$\tau$^{i} とおく.
ステップ幅 $\alpha$_{ $\delta$}^{*}(u, \triangle u) は,与えられた制約条件のもとで \triangle u に沿って2次関数 F_{q}(u; $\alpha$\triangle u)





Step O. 初期点 w_{0}= (x_{0}, y_{0}, Z_{0}) (X_{0} \succ 0, Z_{0} \succ 0) と初期信頼領域半径 $\delta$_{0}>0 を与える.
パラメータ  $\mu$,  $\rho$, M> 1,  $\varepsilon$,  $\gamma$\in(0,1) を与え, k=0 とおく.
Step 1. もし \Vert r(w_{k},  $\mu$ \leq $\varepsilon$ ならば,内部反復を終了する.
Step 2. ニュートン方向 \triangle w_{Nk} と最急降下方向  $\Delta$ w_{SDk} を求める.もし次の条件
\Vert\triangle u_{Nk}\Vert \leq M\Vert\triangle u_{SDk}\Vert (18)
が成り立たないならば,行列  G_{k} を調整して (18) が成り立つようにする.
Step 3. 探索方向 \triangle u_{Nk} と \triangle u_{SDk} を用いて,
\overline{s}_{k}=(1- $\theta$)\triangle u_{Nk}+ $\theta$\triangle u_{SDk}
とおく.ここで,パラメータ  $\theta$\in [0 , 1 ] は, s_{k}=$\alpha$_{$\delta$_{k}}^{*} (u_{k}, \overline{s}_{k})\overline{s}_{k} が次の式を満たすよう
に選ばれる.
\displaystyle \triangle F_{\mathrm{q}}(u_{k};s_{k})\leq \frac{1}{2}\triangle F_{q}(u_{k};$\alpha$_{$\delta$_{k}}^{*}(u_{k}, \triangle u_{SDk})\triangle u_{SDk})
Step 4. 次式のように更新して,新しい信頼領域半径 $\delta$_{k+1} を求める.
$\delta$_{k+1}= \left\{\begin{array}{ll}
\frac{1}{2}$\delta$_{k} & \mathrm{i}\mathrm{f} \triangle F(u_{k};s_{k})>\frac{1}{4}\triangle F_{q}(u_{k};s_{k})\\
2$\delta$_{k} & \mathrm{i}\mathrm{f}  $\Delta$ F(u_{k};s_{k})\leq\frac{3}{4}\triangle F_{\mathrm{q}}(u_{k};s_{k})\\
$\delta$_{k} & \mathrm{o}\mathrm{t}\mathrm{h}\mathrm{e}\mathrm{r}\mathrm{w}\mathrm{i}\mathrm{s}\mathrm{e}.
\end{array}\right.
Step 5. もし \triangle F(u_{k};\mathcal{S}_{k}) \leq  0 ならば, u_{k+1} =u_{k}+s_{k} および彿+1 =y_{k}+\triangle y_{Nk} とおく.
さもなければ, w_{k+1}=w_{k} とする.
Step 6. k:=k+1 として Step1へ戻る.口




(PD1) 関数 f, g_{i}, i=1, m, X は2回連続微分可能である.
(PD2) Algorithm SDPTR によって生成される点列 \{u_{k}\} はあるコンパクト集合  $\Omega$\subset \mathbb{R}^{n}\times
餅に含まれる.
(PD3) 集合  $\Omega$ において,行列  A_{0}(x) はフルランクであり,行列 A_{1}(x) , . . . , A_{n}(x) は線形
独立である.
(PD4) 行列 D_{k} は一様正定値かつ一様有界である.また,行列 G_{k} は一様有界である.
(PD5) スケーリング行列乃は, \overline{X}_{k} と \overline{Z}_{k} が可換であり,かつ,行列の列 \{T_{k}\} と \{T_{k}^{-1}\}
が一様有界であるように選ばれる.
(PD6) ペナ)レティパラメータ  $\rho$ は,すべての  k に対して  $\rho$> \Vert y_{k}+\triangle y_{SDk}\Vert_{\infty} が成り立つ
ように十分大きく選ばれる.口
前節で述べたように,もし  $\Delta$ u_{SDk}=0 ならば w_{k+1}=(x_{k},y_{k}+\triangle y_{Nk}, Z_{k}) はBKKT点
になるので有限回の反復で終了する.以下では無限点列が生成される場合を考えるので,
すべての k に対して \triangle u_{SDk}\neq 0 が成り立つと仮定する.
コーシー点に関連して次の補題が得られる.
補題1 u\in \mathrm{R}^{n}\times \mathrm{S}^{p} (X(x)\succ 0, Z\succ 0) ,  $\Delta$ u=(\triangle x, \triangle Z)(\neq 0)\in \mathrm{R}^{n}\times \mathrm{S}^{p},  $\delta$>0 は任意
に与えられているとする.このとき,もし \triangle F_{i}(u;\triangle u) <0 かつ
g(x)+A_{0}(x)\triangle x=0
が成り立つならば,(17) で定義されるステップ幅は
$\alpha$_{ $\delta$}^{*}(u, \displaystyle \triangle u)=\min\{ 1, \frac{ $\delta$}{\Vert $\Delta$ u\Vert},  $\gamma$\overline{ $\alpha$}(u, \triangle u), -\frac{\triangle F_{l}(u;\triangle u)}{\max\{Q(u; $\Delta$ u),0\}}\}
と表わされる.ただし,括弧内の分数で分母がゼロになる場合はその値は無限大であると
解釈する.さらに2次近似モデルの減少量について以下の評価式が成り立つ.
\displaystyle \triangle F_{q}(u|$\alpha$_{ $\delta$}^{*}(u, \triangle u)\triangle u) \leq\frac{1}{2}$\alpha$^{*}(u, \triangle u)\triangle F_{l}(u; $\Delta$ u)
次の補題は点列 \{\triangle w_{SDk}\} の有界性を保証するもので,文献 [18] の補題5(iv) に対応する.
補題2仮定 (PDI)‐(PD6) が成り立つとし,点列 \{w_{k}\} はAlgonthm SDPTR によって生
成される無限点列であるとする.このとき探索方向の列 \{ $\Delta$ w_{SDk}\} は有界である.
以上の準備のもとで,Algorithm SDPTR の大域的収束性が次の定理によって示される.
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