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摘要 
本文构建了一个用于检验在预测回归模型下资产回报是否可被预测的方法。
资产回报的预测性一直以来无论在实际中还是理论中都是一个备受关注的问题，
人们常常通过某些滞后的经济变量等去预测资产的盈利能力。然而现实中可观测
到的经济数据性质往往不够稳定，通常在判断数据性质时需要做许多假设，比如
时间序列是平稳过程或者是单位根过程。即便可以通过一些方法去事先判断数据
的性质，但是这样不仅会使得资产回报预测性的检验变得更复杂，而且还容易出
错。本文试图基于对估计方程加权的经验似然方法提出一种更为方便的检验资产
收益预测性的手段，我们的方法对于预测变量无论是平稳的还是非平稳的都有很
强的检验效果，所以对复杂数据可以直接进行检验而不需要事先判断数据类型。
本文的创新之处在于对经验似然方法运用到标准的预测回归模型时对截距的处
理，另外一个创新是对标准模型进行修正，我们的修正方法是对回归中的预测变
量增加一个滞后项以及将独立同分布的误差项换成自回归的，并且在改进后的预
测回归模型中得到了同样有效的检验方法。文章最后通过蒙特卡洛数值模拟和对
实际金融数据的检验进一步验证了本文提出的经验似然检验方法对于预测变量
是平稳过程，单位根过程，近单位根以及误差项异常的情况都具有稳健性。 
 
关键词：经验似然；预测回归模型；非平稳时间序列 
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Abstract 
This paper constructs a method for testing whether an asset return can be 
predicted ina predictive regression model. The predictability of asset return has 
always been a hot topicno matter in theory or practice, and people often predict the 
profitability of assets through certain lagging economic variables. However, the 
observable economic data in reality is often not stable enough and we should make 
many assumptions when judging the characters of data, such as whether the sequence 
is stationary or unit root process. Even though some methods can be used to 
determine the characteristic of the data in advance, this will not only make predictive 
the return of asset returns to be more complex, but also easy to make mistakes.This 
paper attempts to propose a more convenient method of verifying the predictability of 
asset return through empirical likelihood methods based onsome weighted score 
equations. Our approach has a strong test effect for both stationary and nonstationary 
data,so the complex data can be directly tested without the need to determine the type 
of data in advance.The innovation of this paper lies in the application of the empirical 
likelihood method to the standard predictive regression model. The other contribution 
is to modify the standard model,our method of correction is to add a hysteresis to the 
predictor in the regression and to convert the independent and identically d istributed 
error term into autoregressive. Finally，the effective test method is also obtained in the 
correction model. At the end of this paper, the Monte Carlo simulation and numerical 
simulation of the true financial data show that the empirical likelihood test method 
proposed in this paper is robust to the cases when predictive variables are stationary 
processes, unit root processes, near unit roots processes and error term anomaly. 
 
Key Words: Empirical Likelihood; Predictive Regression; Nonstationary Time Series 
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第一章 绪论 
1.1 研究背景 
资产收益的可预测性作为一个持久的研究话题在金融学和经济学中都受到
了众多研究者的关注。虽然一些在上世纪中后期提出的理论像有效率市场假说
(efficientmarket hypothesis) 和随机游走假说(random walk hypothesis)都认为股票
市场的收益不可预测Fama(1965,1970,1995)[1][2][3]，但是后来越来越多的研究者对
此提出了反驳，认为资产收益是可预测的。Campbell和Shiller(1988)[4]发现价格股
利率和利率增长率相结合与股票市场收益率的关系密切。Breen, Glosten和
Jagannathan(1989)[5] 认 为 短 期 利 率 对 股 票 收 益 率 有 预 测 能 力 。 Fama 和
French(1988,1989)[6][7]指出了股息生息率作为预测变量的优势。Goyal和Welch 
(2003)[8]等认为股票指数收益率的时间序列具有可预测性。Baker和Stein(2004)[9]
指出股息价格比率和流动性可以预测股票市场收益率。美国经济学家尤金·法马、
拉尔斯·皮特·汉森以及罗伯特·席勒分享了2013年诺贝尔经济学奖，他们的研
究结果表明尽管股票价格在近几天的短期内无法预测，其长期走势却是可以预测
的，这样一个结果使得资产收益的可预测性再一次成为金融市场研究的热门话题。
如果资产回报的预测性确实存在，由于许多预测变量往往是内生的甚至是非平稳
的，那么这种预测是否随时间变化的表现稳定则是一个非常有挑战性的问题。在
许多文献中，资产回报的预测性都是在预测回归模型(predictive regression) 的框
架下讨论的。在标准的预测回归模型中，资产收益的时间序列和预测变量的一阶
滞后序列分别被作为回归模型中的因变量 (dependent variable)和自变量
(independent variable)。预测回归模型广泛运用在如共同基金的表现，最优资产配
置，条件资本资产定价模型等诸多经济金融领域。许多经济变量，像股利价格率
(dividend-price ratio) ， 盈 利 价 格 率 (earning-price ratio) ， 账 面 市 值 比 率
(book-to-market ratio)，股息生息率(dividend yield)，收益差价(yield spread)，市场
波动率(market volatility)等都被当作资产收益的预测变量。 
古典的标准预测回归模型具有如下线性结构： 
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 
 
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  

  
 (1.1) 
模型中的
0x 是一个常数， tx 是回归中的预测变量， ty 表示回归中的被预测变量。 
预测变量
tx 是一个一阶自回归过程 (1)AR ，参数 反应的是预测变量的自相关度，
当 1  时， tx 是单位根（一阶单整）的时间序列，当 1  时， tx 是平稳的时间
序列。当 ( ) 1 /n n     时（ 为常数）， tx 是近单位根（近单整）的时间序列。
当 1  时， tx 是发散的时间序列。误差项 1 1( , ), , ( , )t tu v u v 是独立同分布（i.i.d）
的，但同一时期
tu 和 tv 是相关的并且服从二元正态分布 (0, )N  ，协方差矩阵
2
2
u uv
vu v
 
 
 
  
 
 
。预测回归模型作为一个动态系统，其中有许多性质都值得研究，
这里感兴趣的是估计预测系数  从而判断预测性是否存在。Mankiw和Shapiro 
(1986)[10]以及Stambaugh (1986)[11]首先分析了标准的预测回归模型中估计所面临
的统计和计量问题，并且这些问题对于预测性的检验往往产生影响。第一，我们
注意到误差项 tu 和 tv 的相关性是可以存在的，实际上这种相关性是合乎实际的，
例如，股票价格对预测变量会产生影响, 因而模型（1.1）的误差项很可能对 tx 也
有影响,另外，模型（1.1）中未包含在内并且与预测变量 tx 相关的遗漏解释变量
也会导致 tu 与 tv 相互关联。Campbell和Yogo (2006)
[22]通过调查月度、季度和年度
的美国NYSE/AMEX价值加权指数的不同频率的数据估计出的 tu 和 tv 之间具有
高度的负相关关 系。误差 项的相关性 对系数的估 计带来许 多不便，
Stambaugh(1999)[12]指出模型(1.1)中如果 tu 和 tv 是联合正态并且预测变量是平
稳性的假设下， 在有限样本下的最小二乘估计(Ordinary Least Squares Estimate)
是有偏的，最小二乘估计 ˆ 的偏误可表示为 
ˆ ˆ( ) ( )E E        
其中 cov( , ) / var( )t t tu v u  。由于自回归偏误函数 [ ]E  

取决于预测变量的自回
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归系数和估计中使用的样本量 n，其中样本自相关性向下偏倚了大约
1 3
n

 ，
斜率  的预测则由于 0  和无偏估计量相比会向上偏倚。产生这样问题的原因
在于模型的内生性问题，由于
tu 和 tv 的相关系数不是0，导致模型（1.1）中 1tx  和
tu 是相关的，从而标准的回归估计中的高斯-马尔科夫定理在这里不适用，这就
导致最小二乘法下斜率  的估计量在有限样本条件下是有偏和非有效的。解决内
生性问题的一个方法是引入工具变量，工具变量是一种处理观测变量和误差项相
关问题的非常有效和受欢迎的方法。然而在处理金融数据时我们能找的大多数变
量对内生变量和独立变量同时存在影响，因而有效的工具变量难以找到。另一个
有效的方法是 Amihud 和 Hurvich(2004)[13] 使用的线性投影 (linear projection)
t t tu v   来反映 tu 和 tv 之间的相关性，他们方法是先从模型(1.1)的第二个方程
获得 tˆv ，然后用 ty 对 tˆv 和 1tx  进行回归，即 
 1 ˆt t t ty x v        (1.2) 
其中 t 是独立于 tx 和 tv 的白噪声，因而如果 tˆv 已知时方程(1.2)满足古典的最小二
乘回归的假设，最后通过方程(1.2)获得  的最小二乘估计 ˆ 。线性预测回归模型
中的另一个问题是资产回报预测的不稳定性，事实上，许多文献发现了采用股息
生息率、市盈率和收益差价等金融变量构建的预测模型的不稳定性的证据，比如
Viceira(1997)[14]，Lettau 和 Ludvigsson (2001)[15]，Goyal和 Welch (2003)[16]，Paye 
和 Timmermann(2006)[17]，Ang和 Bekaert (2007)[18]，以及 Dangl和Hailing (2007)[19]
等等。尽管这些研究发现了预测不稳定性的证据，但是他们并没有指出模型中的
系数是如何随时间变化的，如果预测回归模型是不稳定的，那么只有当弄清楚这
种不稳定性是如何随时间变化并且在何种程度上影响股票收益的预测性才会有
经济意义。Cai, Wang 和 Wang(2015)[20]考虑了一个系数随时间光滑变化的时变系
数模型并且提出一个检验时变系数是否随时间变化的非参方法，并且证明其检验
统计在原假设下收敛到一个混合正态分布。Marmer (2008)[21]给出了与不稳定性
相类似的观点，即使常用的分析工具表明模型具有预测性，然而回归模型中的系
数依概率趋近于 0，另外股票历史收益平均值的预测和线性回归模型的样本外预
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测具有同样的均方误差，这些就使得预测缺乏可信度。 
第三个值得我们注意的问题来自于预测变量的自回归系数 ，我们已经知道
参数的值决定了预测变量 tx 的自相关程度，也就是说当 tx 是高度自相关甚至是
非平稳时 可能会 产生 与
tx 在平稳状态 下不一 样的问 题。 Campbell 和
Yogo(2006)[22]指出，如果模型中的误差项
tu 和 tv 之间是不相关的或者预测变量 tx
是严格平稳的序列时，  的 t统计量的极限分布依然可以被看作是标准正态的。
Phillips(1987)[24] 对于当 趋近于负无穷时，系数  的 t统计量具有渐进的标准正
态分布给出了严格证明。Phillips(1991)[25]进一步研究了在单位根的假设下构造预
测回归模型的情形。如果我们能够事先准确了解到预测变量
tx 的自相关度是最为
理想的，这样我们能够先对 tx 进行检验来获得它的自相关度，然后根据预先检验
的不同结果对 t统计量确定标准正态或者非标准正态的临界值。也就是说，当误
差项 tu 和 tv 的相关性不为0同时 tx 是单位根的情况下，系数 的 t统计量并不会趋
近于标准的正态分布。Fuller(1996)[23]中指出  的 t 统计量依分布收敛于
2 1/2ˆ (1 ) K         
2 1/2ˆ (1 )dt K     
其中
 
2 2 1/2
1
2
ˆ ˆ( ) ( 1)
N
OLS
t
t
s x  

  ， 2 1 21
2
ˆ( 2) ( )
N
OLS
t t
t
s N x x 

   ，K 是服从正态
分布 (0,1)N 的随机变量。尽管有许多学者对非平稳时间序列做了深入的研究，如
Phillips(1987)[24] 发 展 了 近 单 位 根 的 一 阶 自 回 归 渐 进 性 问 题 。 Elliott 和
Stock(1994)[26]讨论了有单位根存在时，回归元的单整阶数会对参数的估计产生重
要影响，而单整阶数常常很难获取，同时指出独立了的先进行单位根检验再进行
后续检验使用数据的方法会对结果造成扭曲。Lewellen(2004)[27]发展了小样本偏
差下预测回归模型的估计与检验问题。Jansson和Moreira(2006)[28]推导了近单整
回归元及误差项是高斯白噪声的情况下的一直最优检验, Amihud，Hurvich和
Wang(2009)[29]基于增广的回归方法去提出了一种针对预测变量是自回归情形下
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的假设检验方法，并且降低了回归系数估计的偏误。然而，现有的单位根检验对
于
tx 是单位根或近单位根的情形进行识别时通常不够准确，一旦对自变量 tx 的预
先检验结果出现错误，那么后续的分析都是毫无意义的。Campbell 和Yogo 
(2006)[22]通过构建预测变量自回归系数 的置信区间，表明在大多数情况下的 tx
同时包含单位根和平稳的情况。因此，通过假设近单位根， 1 / n   将可以模
拟自回归系数的不确定性，当然，当 0  时，近单位根的假设包含了单位根的
极端情况。Cai和Wang(2014)[30]在预测变量
tx 为近单位根(local-to-unity) 的情况
下证明了方程(1.2)中的 ˆ 服从渐进分布 ˆ( ) dn cnD     ，其中 c 是一个包含
在布朗运动集合中的随机变量，渐进性结果表明极限分布不存在一致的估计，因
为它取决于 c的大小。关于近单位根假设下资产收益的预测性问题可以进一步参
考Torous, Valkanov和Yan(2004)[31]，Cavanagh, Elliott和Stock (1995)[32]，Lanne 
(2002)[33]等文献。面对预测变量 tx 是一般特征时间序列的问题，已有学者提出了
一些预测性的检验方法。Chen和Deo(2009)[34]提出约束似然方法 (restricted 
likelihood method) 去解决预测回归模型中预测变量高度自相关时截距项对  的
推断的影响，在近单位根的情况下约束似然估计在不损失估计效率的情况下偏误
比最小二乘估计更小。Phillips和Magdalinos(2009)[35]使用IVX工具对数据进行筛
选，并且通过筛选过程的数据集其自相关度控制在一个近平稳的水平上，这种方
法可以使一般特征的时间序列回归元依分布收敛到一个混合正态分布，并且在原
假设下相当于极限服从卡方分布 (chi-squared distribution) 的Wald统计量。
Campbell和Yogo(2006)[22]基于一致最有效检验(uniform most powerful test) 提出
了一个Bonferroni Q-检验，并且指出该检验比Cavanagh, Elliott和Stock(1995)[32]
提出的Bonferroni t-检验在皮特曼效率 (pitman efficiency)上效果更好，然而
Bonferroni Q-检验需要假设回归误差是正态性的，同时需要已知预测变量的自回
归系数，其广义二乘统计量非常复杂，另外Bonferroni Q-检验对于具有平稳序列
或者异常方差的预测变量检验效果较差。 
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1.2 研究目的 
如果想要检验资产收益是否可以通过某些经济变量如股利价格率和盈利价
格率进行预测，为了达到这个目标，我们需要对模型(1.1)的参数  进行估计并
且构造置信区间来检验原假设（
0 : 0H   ）即预测变量无预测性是否成立。本
文前面的部分虽然介绍了一些针对预测变量
tx 是一般特征时间序列的检验方法，
这些方法尽管在一定条件下是有效的，但是适用的范围都不够广，当然这是由模
型本身的特点决定的。我们以模型(1.1)中  的普通最小二乘估计为例 
1 1
1 1 1
2
2
1 1
1 1
( )( )
ˆ
n n n
t t t t
t t t
LS
n n
t t
t t
n y x y x
n x x

 
  
 
 


 
  
 
  
 
 
并且将其表达为 
 
1 1
1 1 1
2
2
1 1
1 1
( )( )
ˆ
n n n
t t t t
t t t
LS
n n
t t
t t
n u x u x
n x x
 
 
  
 
 

 
 
  
 
  
 
 
可以看出当自回归过程 tx 是单位根或者近单位根过程时，
1
1 1
n
t tn x

  和
1 2
1 1
n
t tn x

   
不会依概率收敛到某个常数，因此 ˆ
LS 的渐进性极限在平稳时间序列和非平稳时
间序列的情况下不一样，通常的检验方法同样会面临这个问题，因此在使用之前
需要对数据类型进行区分。此外，当{ }tx 和{ }tu 相互独立并且具有厚尾性时，从
Samorodnitsky(2007)[36]可知 ˆLS 的渐进性在方差有限和方差无限的情况下都不容
易获取。所以，如果要想通过 ˆLS 的最小二乘估计的渐进性极限去构置信区间并
且检验 0 : 0H   是极为不明智的选择，因为此时要同时考虑预测变量是否平稳
和误差项是否有有限方差的情况。我们还有一个需要考虑的问题是如何获取检验
中拒绝域的临界值，因为这在序列{ }tx 是单位根或者近单位根的情况下无法通过
直接估计的方式获取，当然，一些非参的方法比如自助法(bootstrap method)可以
帮助我们解决这个问题。但是自助法并不能解决所有问题，对于一个近单整或者
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无限方差的的自回归而言全样本自助法并不适用，见Hall和 Jing(1998)[37]和
Datta(1996)[38]，这时只能用子样本自助法，不过新的问题又出现了，那就是如何
选择子样本。 
本文所要解决的问题就是构造一种有效的检验资产预测性的方法同时避开
以上提到的各种问题。本文应用经验似然方法并结合加权估计方程提出为 构造
置信区间的方法来检验原假设
0 : 0H   是否成立，同时不需要区分序列{ }tx 是
平稳还是非平稳的。作为一种非常有效的非参似然方法，经验似然方法自从被提
出后已经应用并扩展到许多不同的时间序列模型当中。经验似然是Owen(1988)[42]
在完全样本下提出的具有和boot-strap类似抽样特性的一种非参数方法。这一方法
与其他现代或古典的的统计方法相比有许多突出的优点，如：经验似然的渐进误
差不随矩条件的增大而增大Newey和Smith (2004)[39]；经验似然估计量具有变换
不变性Imbens(2002)[40]；置信域的形状由数据自行决定；自Bartlett纠偏性DiCiccio
和Hall(1991)[41]及无需构造轴统计量等优点。正因为有这些优点，经验似然方法
引起了许多统计学家的兴趣并且被应用到不同的统计模型和领域当中，如
Owen(1988，1990，1991)[42][43][44]从总体均值的推断提出经验似然并随后将其应
用到线性回归模型。Qin(1993)[45]应用经验似然对偏度抽样模型进行统计推断。
Qin和Lawless (1994)[46]引入估计方程将经验似然用于回归模型旳参数估计，并且
证明了在一定条件下参数的经验似然比统计量依分布收敛到一个卡方分布，同时
讨论并得到了Profile经验似然的相关结论。Kolaczyk(1994)[47]发展了广义线性模
型经验似然。Zhang(1997a, b)[48][49]应用经验似然于分位数回归和M—泛函。Chen
和Qin(2000)[50]研究了非参数回归的经验似然。Chuang和Chan(2002)[51]应用经验
似然于对自回归模型进行统计推断。Wang和Jing(2003)[52]将经验似然应用于部分
线性模型。Bertial (2006)[53]将经验似然应用于半参数模型。Chan和Ling (2006)[54]
发展了GARCH下的经验似然。 
本文将经验似然方法应用于预测回归模型，提出了一种为预测回归模型构造
置信区间并且进行统计推断从而检验资产收益是否具有预测性的方法，该方法和
其他检验方法相比最大的优点是不用区分预测变量的数据特征同时不会影响检
验效率。 
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1.3 文章结构和主要贡献 
本文总共分五章，按照文章的逻辑顺序依次展开。第一章介绍了文本的研究
背景，系统阐述了目前对预测回归模型的研究现状和资产回报预测性检验的发展
脉络，在文献研究的基础上深入分析预测回归模型的模型特点，进而指出本文的
研究目的和所做工作的意义，这一章是本文的综述性章节，我们不仅在这里做了
涉及面广泛的文献综述，而且挖掘出一个十分具有研究价值的问题。第二章全面
而深入的剖析了经验似然方法的原理，展示了经验似然方法在总体均值，估计方
程，分位数的光滑函数以及一般线性回归模型下的重要结论，为后文的展开提供
了强有力的理论铺垫。第三章首先基于标准的预测回归模型构建了对资产回报预
测性的检验方法，得到了在预测变量序列处于不同特征下的一个统一的Wilks定
理，然后对标准预测回归模型进行修正并同样的到了统一的Wilks定理，本章构
建了整篇文章的理论方法同时对相关定理给出了详细证明，这一部分也是本文的
主体以及理论上的贡献。第四章运用数值模拟的方法分析了经验似然检验方法的
检验水平，覆盖概率以及检验功效，同时将检验方法运用于实际金融数据，从实
证结果可以发现我们所提出的经验似然检验在平稳时间序列的情况下优于
Bonferroni Q-检验，这一章从另一个角度印证了检验方法的有效性。第五章是全
文总结。 
本文的主要贡献在于首次提供了将加权估计方程思想的经验似然方法运用
于预测回归模型时的检验统计量趋于卡方分布的完整证明，同时在处理标准预测
回归模型截距问题时给出了原创性的技巧。另外本文还针对标准预测回归模型可
能存在的问题对其进行了修正，我们在修正方法中除了增加一个下一期的解释变
量外，还将误差项推广到更一般的自回归的情况，并且提供了改进预测回归模型
的相应Wilks定理及其证明。厦
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第二章 经验似然方法介绍 
Fisher 早在 1922 年就提出了似然方法[55]，作为一种统计推断方法，已有大
量的研究和实践证明其有效性。当模型设定正确时，极大似然估计过程产生渐近
有效的估计量。具体说来，在满足一些正则条件的前提下，极大似然估计量是最
优渐近正态(best asymptotically normal)估计量，与此误差修正后的极大似然估计
量是高阶有效的 Ghosh(1994)[56]。似然方法之所以在统计学发展史上具有重要地
位来自于它的众多优良性质，并且这些性质能够在实际中得到广泛应用,最熟悉
的例子有著名的 Neyman-Pearson 基本引理。由于古典的似然方法通常事先假设
总体服从某一分布因或者只与某些未知参数有关，并且只有在这些假设前提下才
能用似然函数进行相应的统计推断。不过在现实应用中我们所碰到的问题背景往
往要复杂的多，这时候如果只是简单的对总体分布进行假定，往往会导致错误的
结论，这时通常的参数似然方法就不太适用了。不过统计学家们还是希望找到一
些能够有效地利用可以获知的信息的方法，来实现类似于似然方法的统计推断。
因此不同的非参数似然方法被研究者提出，而经验似然是其中最受关注的方法之
一。 
2.1 总体均值及其函数的经验似然 
我们从经验似然函数出发，令 1 2,
d
nx x x R 是均值为  的分布 F 中一列独
立同分布的观测值，那么 F 的非参数似然函数可以表示为 
  
 
1 1
( ) ( )
n n
i i
i i
L F dF x p
 
    (2.1) 
其中 ( ) Pr( )i i ip dF x X x   。经验分布函数为 1
1
( )
n
n ii
F I x x
n 
  ，经验分布函
数 nF 作为 F 的非参极限分布可以使(2.1)式达到最大，那么我们将非参数似然比
定义为
( )
( )
( )n
L F
R F
L F
 , 很明显我们可以将其改写为 
1
( )
n
i
i
R F np

  
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