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 Une caractéristique fondamentale de la faculté du langage
humain est la capacité de:
- conserver les séquences des éléments symboliques,
- y accéder pour la reconnaissance et la reproduction,
- retrouver les ressemblances et les différences entre eux
- généraliser par similitude les formes nouvelles ou
manquantes
 Projeter un modèle pour l’acquisition automatique des
informations morphologiques à partir des données
lexicales nous met devant le problème cruciale qui
concerne l’alignement des mots et leur structures.
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 Traditionnellement, l'acquisition automatique et le traitement lexical ont été modélisés
en termes de mécanismes d’ordre sériel.
 Certains algorithmes, par exemple, s'appuient sur des hypothèses précises:
- la représentation vectorielle est de longueur fixe 
- les mots d'entrée sont alignés par exemple à droite
 Ces méthodes classiques ont des limites lorsqu’il s’agit de traiter les langues dont la
morphologie n’est pas concaténative, come l’arabe: pour la flexion et la dérivation, elles
utilisent préfixes, infixes, suffixes et / ou changement du pattern vocalique interne:
 Même si on connait la morphologie de l’arabe, il reste difficile d’appliquer ces méthodes.
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Stem Suffixe
m a n g e o n s
v e n o n s
i n s t a l o n s
é c o u t o n s
Préfixe Stem Suffixe
r a ʔ a y t u
ʔ a r ā
r a ʔ a w
k a t a b t u
ʔ a k t u b u
 TSOMs (Temporal Self-Organising Maps) est une carte auto
adaptative formée d’un réseau de neurones artificiels
 les connections entre ces neurones évoluent suivant le
«postulat de Hebb»:
«Des neurones qui sont stimulés en même temps, sont des neurones qui
se lient ensemble»: L’excitation conjointe de deux neurones renforce le
lien qui les unit.
 Activation «en même temps» peut être:
- Activations synchronisées
- Activations consécutives mais associées
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 Une parole est présentée come une séquence de symbole
 Lors de la présentation de chaque symbole sur la couche d'entrée :
- tous les nœuds sont activés simultanément en fonction de: sensibilité au symbole
familiarité avec le contexte
Pour chaque symbole; il sera sélectionné
le neurone qui répondra le mieux au stimulus,
appelé le Best Matching Unit (BMU)
 Après un temps d’entrainement, les BMU
deviennent plus sensibles à la fois à la nature
du symbole et à son contexte.
 à la fin de l’opération, la parole est codifié
par la carte come une chaine de BMU
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par propagation
les nœud qui répondent à des stimuli semblables:
symboles semblables + contexte semblable
ont tendance à:
- se rapprocher: distance topologique
- être coactivés: distance de co-activation
kataba
 évaluation de la capacité de la carte à organiser les chaînes topologiquement au
«voyant» des formes qui partagent une structure morphologique soit intra-
paradigmatique (formes fléchies du même verbe) ou inter-paradigmatique
(formes fléchies de verbes divers mais partageant les affixes de flexion).
 La distance topologique et la
distance de co-activation pour les
formes
macht (3PS IND-PRES: faire) et
gemacht (participe passéaire: faire),
met en évidence comment la carte
est capable d’organiser des chaines
de mémoires très proches
topologiquement et fortement
co-activées.
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MACHT vs GEMACHT
distance topologique MACHT | GEMACHT
distance co-activation MACHT | GEMACHT
َََبتَك kataba vs. َُُبتَْكي yaktubu
 Les deux formes ne sont pas alignées vus 
le changement de pattern vocalique 
interne
 Une sensibilité de co-activation des 
consonnes du squelette radicale 
 Les valeurs de co-activation légèrement 
au-dessus de zéro: la carte arabe 
développe deux MBU distincts pour le k : 
un pour le symbole k en première 
position et l’autre pour k en troisième 
position. 
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distance topologique KATABA| YAKTUBU
distance co-activation KATABA| YAKTUBU
َُلُخَْدي yadḫulu vs َُُبتَْكي yaktubu
Une carte B (Balanced =équilibré) est 
moins sensibles au temps perçoit les 
vocales /u/ de manière identique 0.05. 
Une matrice TB (Time-Biased) est plus 
sensibles au temps perçoit les vocales /u/ 
en fonction de leur position:
0.07 dans la même position 
0.08 dans une position différente
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distance de co-activation dans une carte TB
distance de co-activation dans une carte B
ََنُوُبتَْكت taktubūna vs. ََنُوعََضت taḍa‘ūna
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même si les deux verbes َََبتَك [kataba] et ََعَضَو [wadˁaʕa] sont différents (un est régulier et 
l’autre est irrégulier), la distance topologique et de co-activation des BMU du préfixe “ta” et 
du suffixe “u:na” est minimale pour les deux formes ََنُوُبتَْكت [taktubu:na] et ََنُوعََضت [tadˁaʕu:na]
 Les affixes de flexion sont perçus come parties communes entre paradigmes différents
 la carte est capable d’extraire des structures morphologiques à partir de données lexicales
distance topologique taktubu:na| tadˁaʕu:na distance co-activation taktubu:na| tadaˁaʕu:na
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La TSOMs ha développé la notion du “stem 
verbal” (partie commune des formes fléchies du 
même paradigme).
• Verbes dérivés: les formes sont plus stables 
- le préfixe dérivationnel à l’accompli compense 
le préfixe de l’inaccompli 
ربتعا [ʔiʕtabara] رَِبتْعَي [yaʕtabiru]
- le pattern vocalique interne est peu variable:
ََلَواَح [ħaːwala] َُلِواَُحي [yuħaːwilu]
 les verbes trilettres : la valeur plus élevée 
démontre que la matrice a plus de difficulté  
de reconnaître le stem, car il existe un 
espacement entre les formes fléchies:
َََبتَك [kataba] َُُبتْكَي [yaktubu]
- Cette difficulté est encore plus grande dans le 
cas des verbes «faibles»:
ىرج [dʒara:] تيرج [dʒaraytu]
يرجي [yadʒri:]
TB
TBB
r : ر
? : أ
y : ي
a : ةحتف
Tetouan Octobre 2014 
La figure représente la somme de l’activation commune à toutes les formes du paradigme du 
verbe َىأَر [raʔa:]: la TSOM est en mesure de garder une trace des éléments du squelette 
consonantique même dans le cas où ils ne sont pas attestés dans toutes les formes, en leur 
attribuant des niveaux inférieurs d'activation 
 la carte est en mesure de les récupérer


le nœud correspondant à la /y/ du préfixe est diffèrent de celui de la consonante radicale  
/y/. la carte développe aussi une expectative lexicale et une flexionnelle
TSOM développe une expectative flexionnelle: 
co-activation du pattern vocalique entre 
formes paradigmatiques différentes
TSOM développe une expectative lexicale:
co-activation du squelette consonantique 
intra-paradigmatique
même contexte  co-activation
[kataba]  [daxala]
[daxala]  [da:xil]
La TSOM développe des expectatives 
pour les consonantes de la racine ktb
égales à celles des consonantes de dxl
[da:xil] permet la généralisation de la 
forme manquante [ka:tib]
PROCESSUS DE GENERALIZATION
CONCLUSION
la carte TSOM 
Ha démontré une grande capacité dans l’apprentissage du système verbale 
arabe (inclus les noms déverbaux),  avec une efficacité aussi grande que celle 
qu’elle a démontré pour les langues concaténatives (italien et allemand).
Experiment – map
Scores
Recoding s. dev Recall s. dev
Experiment 3: B map
(training)
100% 0 99.60% 0
Experiment 3: B map (test) 100% 0 100% 0
Experiment 3: TB map
(training)
100% 0 99.38% 0.31
Experiment 3: TB map (test) 100% 0 95.20% 1.10
Table II
COHERENCE INTRA-PARADIGMATIQUE
La capacité de la TSOM d’assimiler le système verbale arabe est un phénomène 
dynamique qui évolue dans le temps. Avec l’apprentissage, la TSOM est de plus 
en plus capable le commun et le différent entre les formes du même paradigme
Table II
CONCLUSION
la carte TSOM
reconnaît un signal d'entrée en une séquence spécifique de symboles
développe une sensibilité aux codes de symboles et à leurs contextes
Organise l’espace en fonction des ressemblances et des différences entre les données lexicales
Devient capable d'anticiper les prochains symboles sur la base des contextes déjà vu.
Devient capables de généraliser les formes non connues sur la base des formes déjà vues
la carte TSOM est capables de faire émerger la structure morphologique même pour des
langue non concaténative
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