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Abstract
We present a progress report on ongoing work to investigate topologies on spaces
of interpretations in which one obtains the continuity of the operators associated
with the well-founded, and alternating ﬁxed-point semantics of a normal logic pro-
gram. This work parallels that of Batarekh, Subrahmanian, Hitzler and Seda on the
corresponding question in relation to supported models. In particular, its ultimate
objective is to parallel the work of Hitzler and Seda in simplifying the construction
of the perfect model of a locally stratiﬁed program by giving better understanding
of the well-founded model. Our results are preliminary in that we consider only the
Scott and Cantor topologies and close relatives of these, and are partial in that they
suggest that a more subtle analysis of convergence is needed which closely reﬂects
the properties of the well-founded model.
1 Introduction
In [1], Batarekh and Subrahmanian introduced the query topology and the
positive query topology in the study of logic programs. In [10], Seda extended
and complemented their work. He deﬁned the atomic topology Q (also known
as the Cantor topology) and the positive atomic topology Q+ (which coincides
with the Scott topology) on the set IP of all two-valued interpretations for
a normal logic program P based on an arbitrary preinterpretation. He also
investigated the (topological) continuity of the two-valued immediate conse-
quence operator T′P : IP → IP with respect to the topologies Q+ and Q.
Such issues are known to be signiﬁcant in logic programming semantics.
For example, it was shown in [12] that if I is an interpretation for P and the
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sequence (T′P
n(I)) of iterates of T′P on I converges in Q to some interpretation
M , thenM is a model for P, that is, T′P(M) ⊆M . (Indeed, it is shown in [11]
that Q is the coarsest topology with this property.) If, further, T′P is actually
continuous in Q, we obtain that M is a ﬁxed point of T′P, thus T
′
P(M) =M .
These two elementary observations were used in [12] to give a new approach
to the well-known perfect model for locally stratiﬁed programs. Indeed, noth-
ing more than the operator T′P is used in [12] leading to several advantages
over alternative approaches, including both conceptual and technical simpli-
ﬁcation, and we refer the reader to [12] for a full discussion of these points.
Furthermore, we note that each of the topologies Q+ and Q has a simple de-
scription given either in logical terms or in terms of product topologies, and
that convergence in them is also easily and intuitively described, see [1,10].
So long as P is a deﬁnite logic program in the sense that no negative literals
occur in clause bodies in P, the operator T′P is continuous in the topology Q
+,
and its least ﬁxed point gives a rather satisfactory semantics for P. However,
as soon as one considers the class of normal logic programs in which negative
literals are allowed in the bodies of clauses in P, T′P in general becomes non-
monotonic and does not necessarily have any ﬁxed points. It results from
this that the semantics of normal programs cannot so easily be deﬁned by
means of the ﬁxed points of T′P and, moreover, since in general T
′
P may
have more than one ﬁxed point, one has the problem of determining which of
them best describes the semantics of P. To overcome these problems, various
authors have deﬁned three-valued, four-valued and, more generally, many-
valued semantics for normal logic programs. For example, Fitting deﬁned in
[2] the operator ΦP (here referred to as the Fitting operator) on the complete
semilattice of so called basic sets, and deﬁned the semantics of P by means of
the least ﬁxed point lfp(ΦP) of ΦP.
In view of the earlier remarks concerning the perfect model for locally
stratiﬁed programs, it is natural to ask if similar simpliﬁcation results when
one considers other “canonical”models, of which there are several, from the
point of view of continuity and convergence of sequences of iterates. Thus, we
pose the following general question: Given one of the well-known models M
for a normal logic program P together with its associated semantic operator(s)
T , are there natural and meaningful topologies in which (i) (T n(I)) converges
to M , where I is some simple interpretation, and (ii) T is continuous?
The purpose of this paper is to report some progress made on this ongo-
ing question in relation to the well-founded and the alternating ﬁxed-point
semantics. These deﬁne for each normal logic program the same three-valued
semantics, and have turned out to be amongst the most important of the
canonical models for normal logic programs. The deﬁnition of the well-founded
semantics in [15] makes implicit use of two operators. The ﬁrst of these is
UP : IP × IP → IP and maps each element of IP × IP, whether a partial inter-
pretation or not, to its corresponding greatest unfounded set (see Deﬁnition
4.1). The second is the well-founded operator WP : IP× IP → IP× IP which is
52
Heinze
monotonic with respect to the knowledge ordering ≤k on IP × IP (see subsec-
tion 2.2 and [3]). Since (IP × IP,≤k) is a complete lattice, Tarski’s theorem
[7] applied to WP yields the least ﬁxed point of WP, namely, the three-valued
well-founded semantics of P for each normal logic program. On the other
hand, the alternating ﬁxed-point semantics in [14] can be deﬁned by certain
operators SP,AP : IP → IP (see Deﬁnition 4.6), which are here deﬁned in a
way slightly diﬀerent from the original deﬁnitions in [14], and are monotonic
with respect to the ⊆-ordering.
In fact, we focus here only on part of our general question by considering
the existence of natural topologies relative to which the operators associated
with the well-founded and the alternating ﬁxpoint semantics, as deﬁned above,
are continuous. As a ﬁrst step, in view of the success of Q and Q+ in relation
to T′P, it is natural to consider Q and Q
+ in this role, and also a certain closely
related topology Q− on IP (see Deﬁnition 3.1), and topologies Q2 and Q−2 on
IP × IP (see Deﬁnition 3.4). Our results in this respect are both positive and
negative: in general the operators UP,WP and SP turn out to be only ‘semi’-
continuous in a certain sense and AP is not continuous. However, if we restrict
the class of programs under consideration to strictly level decreasing normal
logic programs without local variables (see Deﬁnition 5.8 and [13]), all these
operators turn out to be continuous. Additionally, in the process of carrying
out these investigations we obtain a new representation of the operator UP.
This representation greatly simpliﬁes the examination of the continuity of the
operators in question with respect to the topologies Q,Q+, Q−, Q2 and Q−2 ,
and is also of independent interest. Indeed, our results are interesting in
that they suggest that what is needed is a ﬁner more subtle approach to this
question than is obtained simply by copying the development which works for
the immediate consequence operator, T′P. One possible means of proceeding
is by means of convergence classes of nets (or ﬁlters) since one can hope to
build into the convergence condition appropriate requirements from the logic,
and we discuss this further in Section 7.
The overall structure of the paper is as follows. In Section 2, we summa-
rize basic deﬁnitions and notation from logic programming. In Section 3, we
deﬁne the topologies Q+, Q and Q− on IP as well as the topologies Q2 and
Q−2 on IP × IP. Some well-known facts about these topologies will also be
given in Section 3. The operators of the well-founded and alternating ﬁxpoint
semantics are deﬁned in Section 4. New results are presented in Sections 5
and 6. First, a new representation of the operator UP is obtained in Section 5.
This representation is used to show that in general the operators UP and SP
are only ‘semi’-continuous in a certain sense and that the operator WP is not
continuous in Q2. However, it is also shown that for strictly level decreasing
normal logic programs without local variables, UP and WP are continuous.
Then, in Section 6, we discuss the continuity of SP and AP relative to Q
+, Q
and Q−. In Section 7, we brieﬂy discuss our conclusions and the directions in
which this work can be taken further.
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2 Preliminaries and Definitions
2.1 Logic Programs
A normal logic program P, [7], is a ﬁnite set of clauses R = ∀(A← L1∧. . .∧Ln)
of ﬁrst order logic, usually written as A ← L1, . . . , Ln, where A is an atom
and Li is a literal for each 1 ≤ i ≤ n, n ≥ 0. We call A = head(R) the
head of the clause R and body(R) = {L1, . . . , Ln} is called the body of R. If
R = (A← A1, . . . , An,¬B1, . . . ,¬Bm) is a clause of P, we denote by pos(R) =
{A1, . . . , An} the set of positive literals and by neg(R) = {B1, . . . , Bm} the set
of negative literals of the body of R. If body(R) = ∅, we call R a unit clause.
If we substitute for each variable x of R all occurrences of x by the same
ground term of the Herbrand universe, the resulting clause is called a ground
instantiation of R. Moreover, we denote by ground(P) the set of all ground
instantiations of clauses of P. A normal logic program P has no local variables
if, for every clause R ∈ P, all variables of the body of R are also variables of
the head of R. A deﬁnite logic program P is a normal logic program where
the body of each clause consists only of positive literals, that is, atoms.
2.2 Interpretations
We are interested here only in the declarative semantics of normal logic pro-
grams P based on Herbrand interpretations for P. Let BP be the Herbrand
base of P and let IP = 2
BP be the set of all Herbrand interpretations I for P.
For each A ∈ BP we say A is true in I iﬀ A ∈ I and A is false in I iﬀ A /∈ I.
A three-valued (or partial) interpretation forP is represented by an element
I = (I+, I−) ∈ IP × IP which is consistent in that I+ ∩ I− = ∅. A partial
interpretation is called a total interpretation if I+∪ I− = BP. We say A ∈ BP
is true (resp. false, resp. undeﬁned) with respect to a partial interpretation
I ∈ IP × IP if A ∈ I+ (resp. A ∈ I−, resp. A /∈ I+ ∪ I−). A clause of
ground(P) is satisﬁed with respect to a partial interpretation I if the head of
the clause is true in I or a literal of the body of the clause is false in I.
Fitting investigated not only three-valued but also four-valued and many-
valued interpretations (see [3]). In particular, he deﬁned on Belnap’s four
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valued logic FOUR two partial orders. One of them is the knowledge direction
≤k which we use to compare partial interpretations, and is deﬁned by I ≤k J
iﬀ I+ ⊆ J+ and I− ⊆ J− for each I, J ∈ IP× IP. If I ≤k J , then J is called an
extension of I, and least information is given when every atom is undeﬁned
in a partial interpretation.
2.3 The immediate consequence operator
We distinguish between the two-valued (non-monotonic) and the three-valued
immediate consequence operator T′P resp. TP. In the two-valued case, T
′
P :
IP → IP is deﬁned by
T′P(I) = {A ∈ BP | ∃(A← L1, . . . , Ln) ∈ ground(P) : I |= L1 ∧ . . . ∧ Ln}
and in the three-valued case TP : IP × IP → IP is deﬁned by
TP(I) = {A ∈ BP | ∃R ∈ ground(P) : pos(R) ⊆ I+, neg(R) ⊆ I−}.
There is a simple relationship between T′P and TP which is given by T
′
P(I) =
TP(I,BP \ I) for all I ∈ IP. Furthermore, TP is monotonic as an operator
from (IP × IP,≤k) to (IP,⊆).
2.4 Fixpoints
Let L be a nonempty set, let T : L→ L be a mapping and let N0 = N ∪ {0}.
We say a ∈ L is a ﬁxpoint of T if T (a) = a. Let ≤ be a partial order on L.
Then a is the least ﬁxpoint of T if a is a ﬁxpoint of T and for all ﬁxpoints
b ∈ L of T we have a ≤ b. We abbreviate the least ﬁxpoint of T by lfp(T ), if
it exists. We call (L,≤) a complete lattice if the least upper bound (lub) and
greatest lower bound (glb) of each subset of L exists in L. In that case we
deﬁne for all a ∈ L
T 0(a) = a
T n+1(a) = T (T n(a)) for all n ∈ N0
T∞(a) = lub{T n(a) |n < ω}.
3 Topologies for Logic Programming Semantics
3.1 Topologies on IP and Continuity of T
′
P
We deﬁne the topologies Q+ and Q on IP which were ﬁrst deﬁned in [1] and
further studied by A.K. Seda in [10]. The convergence characterizations in
these topologies as well as the results on the continuity of the operator T′P
for diﬀerent types of programs P are also due to A.K. Seda (see [10]). The
topologyQ− on IP is in a sense dual to the topologyQ+. Each of the topologies
Q+, Q− and Q is constructed using some of the following sets:
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Definition 3.1 Let P be a normal logic program. We deﬁne
G(A) = {I ∈ IP | I |= A} = {I ∈ IP |A ∈ I},
G(¬A) = {I ∈ IP | I |= ¬A} = {I ∈ IP |A /∈ I}.
The topology on IP with the subbasis {G(A) |A ∈ BP} of open sets is denoted by
Q+, and the topology on IP with the subbasis {G(¬A) |A ∈ BP} of open sets is
denoted by Q−. The topology Q on IP has {G(A) |A ∈ BP}∪{G(¬A) |A ∈ BP}
as a subbasis of open sets.
A.K. Seda found in [10] the following simple characterization of net conver-
gence with respect to the topologies deﬁned above.
Proposition 3.2 Let (Iλ)λ∈D be a net in IP, I ∈ IP.
(a) Iλ → I with respect to Q+ iﬀ for all A ∈ I there exists λ0 ∈ D with
A ∈ Iλ for all λ ≥ λ0.
(b) Iλ → I with respect to Q− iﬀ for all A /∈ I there exists λ0 ∈ D with
A /∈ Iλ for all λ ≥ λ0.
(c) Iλ → I with respect to Q iﬀ Iλ → I with respect to Q+ and Q−.
The following results concerning the two-valued (non-monotonic) immediate
consequence operator T′P can also be found in [10].
Theorem 3.3 (a) Let P be a deﬁnite logic program. Then T′P : IP → IP is
continuous with respect to Q+.
(b) Let P be a normal logic program without local variables. Then T′P : IP →
IP is continuous with respect to Q.
3.2 Topologies on IP × IP
In the next section, we deﬁne the operators WP and UP of the well-founded
semantics, and both of these have domain IP×IP. Since we want to investigate
the topological continuity of these operators, we need suitable topologies on
IP× IP. The following deﬁnition will provide simple and natural topologies on
IP × IP which will be used to show the continuity of WP and UP for certain
subclasses of the class of all normal logic programs.
Definition 3.4 Let P be a normal logic program. On IP × IP we deﬁne Q2
to be the topology with basis Q × Q, that is, Q2 is the product topology. The
topology Q−2 on IP × IP has the basis Q × Q−. In each case, the topology on
IP × IP induces a topology on the set of three-valued interpretations, namely,
the subspace topology.
Remark 3.5 A net (Iλ) in IP × IP converges to I ∈ IP × IP with respect to
Q2 (Q
−
2 ) iﬀ I
+
λ → I+ in Q and I−λ → I− in Q (in Q−). This fact is simply
an application of a general result for product topologies, see [16].
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4 The Operators of the Well-Founded, and Alternating
Fixpoint Semantics: A Reformulation
The well-founded semantics and the alternating ﬁxpoint semantics deﬁne for
each normal logic program P a three-valued (or partial) model for P, that
is, a three-valued interpretation for P which can be extended to a total in-
terpretation such that every clause of ground(P) is satisﬁed with respect to
that total interpretation. In the following sections, we want to investigate the
continuity of the operators UP and WP of the well-founded semantics (see [15]
for the original deﬁnition) and the continuity of the operators SP and AP of
the alternating ﬁxpoint semantics (see [14] for the original deﬁnitions) with
respect to the topologies which we have deﬁned. We give deﬁnitions of the
operators SP and AP which is slightly diﬀerent from the original ones in [14].
4.1 The Operators of the Well-Founded Semantics
Definition 4.1 (Unfounded Sets) Let I ∈ IP× IP be arbitrary and let A ⊆
BP be a subset of the Herbrand base. We call A an unfounded set (of P) with
respect to I if, for all p ∈ A and R ∈ ground(P) with head(R) = p, we have
(a) a literal in the body of R is false in I or
(b) pos(R) ∩ A = ∅.
Remark 4.2 (i) The union of a collection of unfounded sets with respect to
I is an unfounded set with respect to I, see [15].
(ii) A is an unfounded set with respect to I iﬀ for all p ∈ A and R ∈
ground(P) with head(R) = p we have
(
pos(R) ∩ I− = ∅) ∨ (neg(R) ∩ I+ = ∅) ∨ (pos(R) ∩ A = ∅) .
Now the following deﬁnition is meaningful.
Definition 4.3 The operator UP : IP × IP −→ IP is deﬁned by UP(I) =⋃{A ⊆ BP |A unfounded set with respect to I}. We call UP(I) the greatest
unfounded set (of P) with respect to I. The well-founded operator WP : IP ×
IP −→ IP × IP is deﬁned by WP(I) = (TP(I),UP(I)).
Remark 4.4 (a) WP is monotonic with respect to ≤k.
(b) UP is monotonic as an operator from (IP × IP,≤k) to (IP,⊆).
(c) Observe that (IP × IP,≤k) is a complete lattice, and on using Tarski’s
theorem (see [7]) we obtain lfp(WP) by transﬁnite iteration of WP start-
ing from (∅, ∅). In [15], it was shown that lfp(WP) is always a partial
interpretation, that is, lfp(WP) is consistent.
Definition 4.5 We call lfp(WP) the well-founded semantics of P. If lfp(WP)
is a total interpretation, it is called the well-founded model otherwise it is
called the well-founded partial model for P.
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4.2 The Operators of the Alternating Fixpoint Semantics
Definition 4.6 For each I ∈ IP, we deﬁne
P(I) = {R′ | ∃R ∈ ground(P): neg(R) ⊆ I, head(R′) = head(R),
pos(R′) = pos(R), neg(R′) = ∅}.
Now we can deﬁne the operators SP,AP : IP → IP of the alternating ﬁxpoint
semantics for each I ∈ IP by
SP(I) = T
′∞
P(I)(∅),
AP(I) = BP \ SP(BP \ SP(I)).
Remark 4.7 (a) SP and AP are monotonic with respect to the ⊆ order.
(b) (IP,⊆) is a complete lattice. Applying Tarski’s theorem we obtain lfp(AP)
by transﬁnite interation of AP starting from ∅.
Definition 4.8 Let I = lfp(AP). Then A∞ = (SP(I), I) is called the alter-
nating ﬁxpoint partial model.
Remark 4.9 A∞ is three-valued, that is, A+∞ ∩ A−∞ = ∅, see [14].
5 Topological Investigations of the Operators of the
Well-Founded Semantics
We investigate the topological continuity of the well-founded operator WP and
the operator UP of Deﬁnition 4.3 with respect to certain of the topologies of
Deﬁnition 3.1 and Deﬁnition 3.4.
5.1 A New Representation of the Operator UP
First, we want to establish a new representation of the operator UP. We will
split the proof of our representation into three parts. The ﬁrst part establishes
it for a restricted case.
Lemma 5.1 Let P be a deﬁnite logic program. Then we have
UP(∅, ∅) = BP \ lfp(T′P).
Proof (i) For each A ∈ lfp(T′P), let n(A) = min{m < ω |A ∈ T′m+1P (∅)}. We
show ﬁrst that lfp(T′P) ⊆ UP(∅, ∅)c by induction on n(A). Let A ∈ lfp(T′P).
Let n(A) = 0. Then there exists R = (A ←−) ∈ ground(P), and the
conditions in Deﬁnition 4.1 of unfounded sets are not satisﬁed for A and R.
So we have A ∈ UP(∅, ∅)c.
Let n(A) > 0, and suppose we have proved our claim for all B ∈ lfp(T′P)
with n(B) < n(A). It follows that there exists R ∈ ground(P) with R =
(A ←− A1, . . . , Ak), Ai ∈ lfp(T′P) and n(Ai) < n(A) for 1 ≤ i ≤ k. From our
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induction hypothesis, we conclude that Ai /∈ UP(∅, ∅) for 1 ≤ i ≤ k. It follows
that pos(R) ∩UP(∅, ∅) = ∅ and the conditions in Deﬁnition 4.1 of unfounded
sets are not satisﬁed for A and R. So once again we have A ∈ UP(∅, ∅)c.
(ii) Next we show that BP \ lfp(T′P) is an unfounded set with respect to
(∅, ∅) or in other words that BP\lfp(T′P) ⊆ UP(∅, ∅). Let A ∈ BP\lfp(T′P) and
let R ∈ ground(P) with head(R) = A. Suppose that pos(R)∩(BP\lfp(T′P)) =
∅. Then we have pos(R) ⊆ lfp(T′P) and we conclude that A ∈ lfp(T′P),
which is a contradiction to our premises. So condition (b) in Deﬁnition 4.1
of unfounded sets is satisﬁed for A and R. Therefore, we get BP \ lfp(T′P) ⊆
UP(∅, ∅), as required. ✷
Now let P denote an arbitrary normal logic program; the following two
lemmas extend Lemma 5.1 to this case, and hence give us the representation
of UP we are seeking.
Lemma 5.2 Let I ∈ IP× IP and let A ⊆ BP. Then is A an unfounded set of
P with respect to I iﬀ A is an unfounded set of P′ with repect to (∅, ∅) where
P′ = {R ∈ ground(P) | head(R) ∈ A, pos(R) ∩ I− = neg(R) ∩ I+ = ∅}.
Proof The case A = ∅ is trivial, so let p ∈ A.
"⇒" Let R ∈ P′ with head(R) = p. By deﬁnition of P′, condition (a) in
Deﬁnition 4.1 of unfounded sets is not satisﬁed for R and I. Since A is an
unfounded set of P with respect to I, we conclude pos(R)∩A = ∅. Therefore,
condition (b) in Deﬁnition 4.1 of unfounded sets is satisﬁed for R and (∅, ∅).
"⇐" Let R ∈ ground(P) with head(R) = p. If condition (a) in Deﬁnition
4.1 of unfounded sets is not satisﬁed for R and I, we get R ∈ P′. By our
premise we conclude pos(R) ∩ A = ∅ and condition (b) in Deﬁnition 4.1 of
unfounded sets is satisﬁed for R and I. ✷
Lemma 5.3 Let A ⊆ BP. Then A is an unfounded set of P with respect
to (∅, ∅) iﬀ A is an unfounded set of P∗ with respect to (∅, ∅) where P∗ =
{R′ | ∃R ∈ ground(P) : head(R′) = head(R), pos(R′) = pos(R), neg(R′) = ∅}.
Proof Condition (a) in Deﬁnition 4.1 of unfounded sets is never satisﬁed with
I = (∅, ∅). Furthermore, condition (b) in the same deﬁnition is independent
of neg(R) for every R ∈ ground(P). ✷
From the last three Lemmas we obtain the following for every normal logic
program P and I ∈ IP × IP
UP(I) = UP′(∅, ∅) = U(P′)∗(∅, ∅) = BP \ lfp(T′(P′)∗).
We now introduce a new deﬁnition. For each I ∈ IP× IP we deﬁne the set
PU(I) by
PU(I) = {R′ | ∃R ∈ ground(P) : pos(R) ∩ I− = neg(R) ∩ I+ = ∅,
head(R′) = head(R), pos(R′) = pos(R), neg(R′) = ∅}.
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We can now formulate the above result as follows.
Corollary 5.4 For all I ∈ IP × IP we have
UP(I) = BP \ lfp(T′PU (I)) = BP \ T′
∞
PU (I)
(∅).
Proof Immediate from the previous three lemmas.
5.2 Topological Investigations of the Operator UP
We prove that in general the operator UP : (I × IP, Q2) −→ (IP, Q) is not
topologically continuous but is ’semi’-continuous with the meaning of Lemma
5.5. On the other hand, if we restrict the class of programs under consideration
(see Deﬁnition 5.8) we can prove the continuity of UP.
In our present context, continuity can always be handled by means of con-
vergence of sequences, and convergence in Q can be split up into convergence
in Q+ and Q− as mentioned in Proposition 3.2.
Lemma 5.5 (‘Semi’-Continuity of UP) Let P be a normal logic program,
let (In)n∈N be a sequence in IP × IP and let I ∈ IP × IP. Then we have
I+n −→ I+, I−n −→ I− in Q− =⇒ UP(In) −→ UP(I) in Q−.
Proof Let PU(I) be deﬁned as in subsection 5.1. Let A ∈ UP(I)c; using
Corollary 5.4 this is equivalent to A ∈ T′∞PU (I)(∅). We prove by induction over
n ∈ N
∀n ∈ N :
(
A ∈ T′nPU (I)(∅) \ T′
n−1
PU (I)
(∅) =⇒ ∃N ∈ N ∀m ≥ N : A ∈ T′nPU (Im)(∅)
)
.
Let n = 1. We have A ∈ T′PU (I)(∅) which means that R′ = (A ←−) ∈ PU(I)
and there exists R ∈ ground(P) with R = (A←− ¬B1, . . . ,¬Bk), k ∈ N0 and
neg(R)∩ I+ = ∅. Using the premise of our claim, there exists K(A) ∈ N with
neg(R) ∩ I+m = ∅ for all m ≥ K(A). Therefore, we have R′ ∈ PU(Im) for all
m ≥ K(A) which means that A ∈ T′PU (Im)(∅) for all m ≥ K(A).
Now let n > 1. We assume that we have proved our claim for all i <
n. Let A ∈ T′nPU (I)(∅) \ T′n−1PU (I)(∅). There exists R′ ∈ PU(I) with R′ =
(A ←− A1, . . . , Ak) and pos(R′) ⊆ T′n−1PU (I)(∅). Using the deﬁnition of PU(I),
there exists R ∈ ground(P) with R = (A←− A1, . . . , Ak,¬B1, . . . ,¬Bm) and
neg(R) ∩ I+ = pos(R) ∩ I− = ∅. By hypoyhesis, there exists K(A) ∈ N with
neg(R)∩I+m = pos(R)∩I−m = ∅ for allm ≥ K(A), which results in R′ ∈ PU(Im)
for all m ≥ K(A). Using the induction hypothesis there exists N ∈ N with
pos(R′) ⊆ T′n−1PU (Im)(∅) for all m ≥ N . Combining these conclusions, we obtain
A ∈ T′nPU (Im)(∅) for all m ≥ max{K(A), N} =: N(A), as required.
Therefore, we have A ∈ UP(Im)c for all m ≥ N(A), which completes the
proof. ✷
60
Heinze
Remark 5.6 Under the premise of Lemma 5.5 and taking I = (∅, ∅), we get
the stronger result UP(In) −→ UP(I) in Q because UP(I) ⊆ UP(In) for all n
by the monotonicity of the operator UP.
Unfortunately, UP(In) −→ UP(I) in Q+ is not true even under the stronger
assumption In −→ I in Q2, as shown by the following counterexample.
Counterexample 5.7 Let P be the following normal logic program without
local variables
p(x)←− p(s(x))
p(x)←− ¬q(x).
Let I = ({q(sn(0)) |n ∈ N0}, ∅). Then we have PU(I) = {p(sn(0)) ←−
p(sn+1(0)) |n ∈ N0} and it follows thatM = lfp(T′PU (I)) = T′∞PU (I)(∅) = ∅. Let
A = p(0) and therefore A /∈M , so A ∈ UP(I). We deﬁne a sequence of partial
interpretations In =
({q(sk(0)) | 0 ≤ k < n}, ∅) for all n ∈ N. Clearly we have
In −→ I in Q2 and the hypothesis of Lemma 5.5 is fulﬁlled. We show that
UP(In) −→ UP(I) in Q+ is false. We have PU(In) = PU(I)∪{p(sn+k(0))←−
| k ∈ N0} and we obtain
A = p(0) ∈ T′n+1PU (In)(∅) ⊆ T′
∞
PU (In)
(∅) for all n.
Corollary 5.4 now yields A /∈ UP(In) for all n ∈ N which means that UP(In)→
UP(I) in Q
+ and therefore in Q is false (even under the stronger premise
In −→ I in Q2).
Now we will restrict the class of programs under consideration and show
the continuity of UP for each program P in our restricted class.
Definition 5.8 Let P be a normal logic program. A level mapping for P
is a mapping l : BP −→ γ, where γ denotes an arbitrary countable ordinal.
Sometimes we extend the domain of a level mapping l to the set of all literals of
P by setting l(¬A) = l(A) for all A ∈ BP. We call P strictly level decreasing
if there is a level mapping l : BP −→ γ such that for each (A←− L1, . . . , Ln) ∈
ground(P) we have l(A) > l(Li), i = 1, . . . , n. For each normal logic program
P, each I ∈ IP × IP and A ∈ BP we deﬁne
B(P) =
⋃
R∈ground(P)
⋃
(pos(R) ∪ neg(R))
and the following generalization of PU(I)
P1U(I, A) = {R ∈ PU(I) | head(R) = A}
PnU(I, A) = {R ∈ PU(I) | head(R) ∈ B(Pn−1U (I, A))} \
n−1⋃
i=1
PiU(I, A), n > 1
PU(I, A) =
⋃
n≥1
PnU(I, A)
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(Canonical) level mappings lP of strictly level decreasing normal logic pro-
grams P where ﬁrst introduced in [13]. Beside other properties, they are level
mappings with the property that lP(A) = 0 for every A ∈ BP which does
not occur in the head of any clause of ground(P) or which occurs as the head
of a unit clause but not in the head of any other clause. (Canonical) level
mappings will be used in the sequel.
Remark 5.9 The following facts are essential and the simple proofs are omit-
ted. Let I ∈ IP × IP and let A ∈ BP.
(a) P strictly level decreasing =⇒ ∃N ∈ N : PnU(I, A) = ∅ for all n ≥ N .
(b) P without local variables =⇒ PnU(I, A) ﬁnite for all n ∈ N.
Combining (a) and (b) we obtain that PU(I, A) is ﬁnite for strictly level de-
creasing programs P without local variables.
We now show that for strictly level decreasing normal logic programs P
without local variables the operator UP : (IP × IP, Q2) −→ (IP, Q) is contin-
uous. The proof is split up into the following three Lemmas, and in each of
them P denotes a strictly level decreasing normal logic program without local
variables.
Lemma 5.10 Let (In)n∈N be a sequence in IP × IP and let I ∈ IP × IP with
In −→ I in Q2. Then for all A ∈ BP there exists N ∈ N with PU(I, A) =
PU(In, A) for all n ≥ N .
Proof Let lP be the canonical level mapping of P and let A ∈ BP. The claim
is proved by induction on lP(A).
(i) lP(A) = 0: the claim immediately follows from the deﬁnition of lP.
(ii) lP(A) > 0: we assume that the claim is true for all B ∈ BP with
lP(B) < lP(A). Let M = {R ∈ ground(P) | head(R) = A}. Since P has no
local variables we know that M is ﬁnite and therefore B(M) is also ﬁnite.
Because In −→ I in Q2 there exists N1 ∈ N with I+n ∩ B(M) = I+ ∩ B(M)
and I−n ∩ B(M) = I− ∩ B(M) for all n ≥ N1. We conclude that P 1U(I, A) =
P 1U(In, A) for all n ≥ N1. Since P is strictly level decreasing, we obtain for
all B ∈ B(M) the relation lP(B) < lP(A). We use the induction hypothesis
and conclude that for all B ∈ B(M) there exists N(B) ∈ N with PU(I, B) =
PU(In, B) for all n ≥ N(B). Let N = max ({N1} ∪ {N(B) |B ∈ B(M)}).
Then we have
PU(I, A) = P
1
U(I, A) ∪
⋃
{PU(I, B) |B ∈ B(P1U(I, A))}
= P1U(In, A) ∪
⋃
{PU(In, B) |B ∈ B(P1U(In, A))} ∀n ≥ N
= PU(In, A) ∀n ≥ N.
✷
Lemma 5.11 For all I ∈ IP×IP we have A ∈ lfp(T′PU (I)) iﬀ A ∈ lfp(T′PU (I,A)).
62
Heinze
Proof "⇒" Let A ∈ lfp(T′PU (I)) and n ∈ N be such that A ∈ T′
n
PU (I)
(∅) \
T′n−1PU (I)(∅). We use induction on n.
n = 1: We have (A ←−) ∈ PU(I) and therefore (A ←−) ∈ PU(I, A). We
conclude that A ∈ lfp(T′PU (I,A)).
n > 1: There exists R = (A ←− A1, . . . , Ak) ∈ PU(I) with A1, . . . , Ak ∈
T′n−1PU (I)(∅). Using the induction hypothesis, we conclude R ∈ PU(I, A) and
A1, . . . , Ak ∈ lfp(T′PU (I,A)). So we have A ∈ lfp(T′PU (I,A)).
"⇐" The claim follows immediately from the inclusionPU(I, A) ⊆ PU(I).✷
Lemma 5.12 The operator UP is continuous meaning that, for each sequence
(In)n∈N in IP × IP and I ∈ IP × IP, we have
In −→ I in Q2 =⇒ UP(In) −→ UP(I) in Q
Proof The convergence of UP(In) in Q
− was already shown in Lemma 5.5.
So we only have to show the convergence in Q+. Let A ∈ UP(I). Then
Corollary 5.4 yields A /∈ lfp(T′PU (I)). We assume A /∈ UP(In) for inﬁnitely
many n ∈ N. Without loss of generality we can assume that this is true for
all n ∈ N and, by applying Corollary 5.4, we obtain A ∈ lfp(T′PU (In)) for all
n ∈ N. Lemma 5.11 results in A ∈ lfp(T′PU (In,A)) for all n ∈ N and, together
with Lemma 5.10, we have A ∈ lfp(T′PU (I,A)). Applying once again Lemma
5.11, we obtain A ∈ lfp(T′PU (I)) which is a contradiction to our premises. So
there exists N ∈ N with A ∈ UP(In) for all n ≥ N , as required. ✷
5.3 Topological Investigations of the Well-Founded Operator WP
Let WP be the well-founded operator of Deﬁnition 4.3, that is, WP(I) =
(TP(I),UP(I)) for all I ∈ IP × IP.
First, we restrict the class of programs under consideration to the class of
normal logic programs without local variables.
In Theorem 3.3 (b), we saw that under these restriction the operator T′P
is topologically continuous with respect to Q. Similarly, TP is continuous as
an operator from (IP × IP, Q2) to (IP, Q). We omit the proof at this point.
Applying Remark 3.5 and Counterexample 5.7, we cannot prove the con-
tinuity of WP in Q2. The only thing we can state is the following Corollary
to Lemma 5.5 in which we make use of the topology Q−2 of Deﬁnition 3.4.
Corollary 5.13 Let P be a normal logic program without local variables, let
(In)n∈N be a sequence in IP × IP and let I ∈ IP × IP. Then we have
In −→ I in Q2 =⇒ WP(In) −→WP(I) in Q−2 .
If we additionally assume that P is strictly level decreasing, we obtain the
continuity of WP in Q2 as a Corollary to Theorem 3.3 (b) and Lemma 5.12.
Corollary 5.14 Let P be a strictly level decreasing normal logic program
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without local variables. Then WP is continuous in Q2, that is, for each se-
quence (In)n∈N in IP × IP and I ∈ IP × IP we have
In −→ I in Q2 =⇒ WP(In) −→WP(I) in Q2.
6 Topological Investigations of the Operators of the Al-
ternating Fixpoint Semantics
First, we want to investigate the operator SP : IP −→ IP and then the alter-
nating ﬁxpoint operator AP : IP −→ IP, see Deﬁnition 4.6. As usual, let P be
a normal logic program.
6.1 Topological Investigations of the Operator SP
We can prove for SP a result similar to that we have proved for UP.
Lemma 6.1 The operator SP is continuous in Q
+, that is, for each sequence
(In)n∈N of (2-valued) interpretations for P in IP and I ∈ IP we have
In −→ I in Q+ =⇒ SP(In) −→ SP(I) in Q+.
Proof Let In −→ I in Q+ and let A ∈ SP(I) = T′∞P(I)(∅). We prove by
induction on n ∈ N
∀n ∈ N :
(
A ∈ T′nP(I)(∅) \ T′n−1P(I)(∅) =⇒ ∃N ∈ N ∀m ≥ N : A ∈ T′nP(Im)(∅)
)
.
Let n = 1. We have A ∈ T′P(I)(∅) and there exists R ∈ ground(P) with
R = (A ←− ¬B1, . . . ,¬Bk), k ∈ N0 and neg(R) ⊆ I. Using the conver-
gence property of Q+, there exists N ∈ N with neg(R) ⊆ Im for all m ≥ N .
Therefore, we have A ∈ T′P(Im)(∅) for all m ≥ N .
Now let n > 1. We assume that we have proved our claim for all i < n.
Let A ∈ T′nP(I)(∅) \ T′n−1P(I)(∅). There exists R′ ∈ P(I) with R′ = (A ←−
A1, . . . , Ak) and pos(R
′) ⊆ T′n−1P(I)(∅). Using the deﬁnition of P(I), there exists
R ∈ ground(P) with R = (A←− A1, . . . , Ak,¬B1, . . . ,¬Bm) and neg(R) ⊆ I.
Applying the convergence property of Q+, there exists N ∈ N with neg(R) ⊆
Im for all m ≥ N , which results in R′ ∈ P(Im) for all m ≥ N . Using
the induction hypothesis, for every B ∈ pos(R′) there exists N ′ ∈ N with
pos(R′) ⊆ T′n−1P(Im)(∅) for all m ≥ N ′. Combining these conclusions we get
A ∈ T′nP(Im)(∅) for all m ≥ max{N,N ′} =: N(A), as required.
Therefore, we have A ∈ SP(Im) for all m ≥ N(A), which completes the
proof. ✷
Similarly, under the premise of Lemma 6.1 we cannot prove that SP(In) −→
SP(I) in Q is true.
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Counterexample 6.2 Let P be the following normal logic program without
local variables
p(x)←− p(s(x))
p(x)←− ¬q(x).
Let A = p(0) and let I = ∅. Then we have P(I) = {p(sn(0)) ←− p(sn+1(0)) |
n ∈ N0} and T′∞P(I)(∅) = ∅. So it follows that A = p(0) /∈ SP(I) = T′∞P(I)(∅).
We deﬁne a sequence of (2-valued) interpretations by In = {q(sn(0))}, n ∈ N,
and obtain In −→ I in Q. Furthermore, we have P(In) = P(I)∪{p(sn(0))←−}
and therefore
A = p(0) ∈ T′n+1P(In)(∅) ⊆ T′∞P(In)(∅) = SP(In) ∀n ∈ N.
Altogether, we have In −→ I in Q, A /∈ SP(I) but A ∈ SP(In) for all n ∈ N.
So SP(In) −→ SP(I) in Q is false.
If we restrict the class of programs under consideration, we can prove the
continuity of the operator SP in Q. We make use of Deﬁnition 5.8.
Lemma 6.3 Let P be a strictly level decreasing normal logic program without
local variables. Then SP is continuous in Q, that is, for each sequence (In)n∈N
of (2-valued) interpretations for P in IP and I ∈ IP we have
In −→ I in Q =⇒ SP(In) −→ SP(I) in Q.
Proof We have already proved in Lemma 6.1 the continuity of SP in Q
+.
So we only have to prove the continuity of SP in Q
−. The proof is similar
to the proofs of Lemmas 5.10 and 5.12. We only have to replace PU(I) by
P(I),PnU(I, A) byP
n(I, A),PU(I, A) byP(I, A) and IP×IP by IP in Deﬁnition
5.8 and Lemma 5.10 to Lemma 5.12. The rest is straightforward. ✷
6.2 Topological Investigations of the Alternating Fixpoint Operator AP
We investigate the continuity of the operator AP : IP −→ IP in the topologies
Q+ and Q. We will see that the operator AP is neither continuous in Q
+
nor in Q even under the premise In −→ I in Q for a sequence of (2-valued)
interpretations. But if we restrict the class of programs under consideration,
we get the following result as a corollary to Lemma 6.3.
Corollary 6.4 Let P be a strictly level decreasing normal logic program with-
out local variables. Then AP is continuous in Q, that is, for each sequence
(In)n∈N of (2-valued) interpretations for P in IP and I ∈ IP we have
In −→ I in Q =⇒ AP(In) −→ AP(I) in Q.
Proof Since SP is continuous in Q, by Lemma 6.3, the deﬁnition of AP (see
Deﬁnition 4.6) yields AP(In) = BP\SP(BP\SP(In)) −→ BP\SP(BP\SP(I)) =
AP(I) in Q. ✷
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We now give counterexamples which show that in general AP is neither
continuous in Q+ nor in Q even if P has no local variables.
Counterexample 6.5 Let P be the following normal logic program without
local variables
q(x)←− ¬q(s(x))
q(x)←− q(s(x)),¬p(x).
Let I = BP and In = {p(sk(0)) | k ∈ N0, k = n} ∪ {q(sk(0)) | k ∈ N0, k = n}.
Then we have In −→ I in Q and hence in Q+, too. Let
K := T′∞P(I)(∅) = {q(sk(0)) | k ∈ N0},
Kn := T
′∞
P(In)(∅) = {q(sk(0)) | k ∈ N0, k = n} and we obtain
BP \K = {p(sk(0)) | k ∈ N0},
BP \Kn = {q(sn(0))} ∪ {p(sk(0)) | k ∈ N0}.
Now we have q(0) /∈ T′∞P(BP\K)(∅) = ∅ but q(0) ∈ T′∞P(BP\Kn)(∅) = {q(sk(0)) |
k < n} for all n ∈ N. We conclude that q(0) ∈ AP(I) but q(0) /∈ AP(In) for
all n ∈ N. Therefore AP(In) −→ AP(I) is neither true in Q+ nor in Q and
we have in particular that AP(I) = BP.
That the claim: In −→ I in Q =⇒ AP(In)c −→ AP(I)c in Q+ is not true
is shown by the following counterexample.
Counterexample 6.6 Let P be the following normal logic program without
local variables
p(x)←− p(s(x))
p(x)←− ¬q(x)
q(s(x))←− ¬p(x)
q(s(x))←− q(x).
Let I = ∅ and let In = {q(sn(0))}. Then we have In −→ I in Q and K :=
T′∞P(I)(∅) = ∅ as well as Kn := T′∞P(In)(∅) = {p(sk(0)) | k ≤ n}. Therefore, we
have
T′∞P(BP)(∅) = {p(sk(0)) | k ∈ N0} ∪ {q(sk+1(0)) |n ∈ N0} = BP \ {q(0)},
T′∞P(BP\Kn)(∅) = {p(sk(0)) | k ∈ N0} ∪ {q(sk+1(0)) | k > n}.
We obtain q(s(0)) /∈ AP(I) = {q(0)}, q(s(0)) ∈ AP(In) = {q(sk(0)) | k ≤
n+1} for all n ∈ N. Altogether, we have shown that neither AP(In) −→ AP(I)
in Q is true nor that AP(In)
c −→ AP(I)c in Q+ is true.
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7 Conclusions and Further Work
Our overall (ongoing) aim is to obtain the continuity of the operators UP,
WP, SP and AP in suitable topologies related to the well-founded model of a
normal logic program P. Our results here, based essentially on the topologies
Q and Q+, are only partially satisfactory. One of our main results is a new
representation of the operator UP of the well-founded semantics. This was the
starting point in showing the ‘semi’-continuity of the operators UP and SP.
As a consequence, we saw that in general WP cannot be continuous in the
topology Q2. Furthermore, in general the operator AP is neither continuous
in Q+ nor in Q nor in Q−.
The reasons for the failure of continuity here lie in the representation of the
operator UP, that is, in the representation UP(I) = BP \ T′∞PU (I)(∅) for each
I ∈ IP×IP. The inﬁnite iteration of T′PU (I) in this representation is the critical
point. Counterexample 5.7 shows why UP(In) cannot converge to UP(I) in Q
even if we have In −→ I in Q2. There, we obtained A ∈ T′∞PU (In)(∅) for all
n ∈ N0 although A /∈ T′∞PU (I)(∅). One cannot change this fact. Nevertheless,
this sort of condition together with the results of [11] suggest that the well-
known method of specifying topologies by means of convergence classes of
nets (or of ﬁlters) may provide a solution to the general question we posed in
the Introduction. Indeed, in [6] we investigated this question in the context
of the Vienna Development Method of formal systems speciﬁcation. Whilst
there is no overlap between the present work and that in [6], the ease by
which appropriate convergence conditions were speciﬁed in [6] suggests that
one may be able to do the same sort of thing in our present context, and this
is something under investigation.
Finally, we note that another line of investigation to be carried out is a
comparison between our work and that of Rounds and Zhang, see [9]. These
authors investigate logic programming semantics by means of domain theory,
and in particular make considerable use of powerdomains. Again, there is
no actual overlap between our work and theirs, nevertheless it should prove
interesting to relate our methods and results to those employed in [9] and in
other related papers.
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