Model selection in structural equation modeling (SEM) involves using selection criteria to declare one model superior and treating it as a best working hypothesis until a better model is proposed. A limitation of this approach is that sampling variability in selection criteria usually is not considered, leading to assertions of model superiority that may not withstand replication. We illustrate that selection decisions using information criteria can be highly unstable over repeated sampling and that this uncertainty does not necessarily decrease with increases in sample size. Methods for addressing model selection uncertainty in SEM are evaluated, and implications for practice are discussed.
The Bayesian Information Criterion
Because we focus so heavily on BIC as a stand-in for the class of information-based model selection criteria, we devote this section to a brief discussion of the definition and characteristics of BIC. Perhaps the most popular selection criterion is the G statistic reported by all SEM software, where Ĝ ϭ nF ML ϭ ͑N Ϫ 1)F ML , F ML ϭ ln ͉⌺͉ Ϫ ln ͉S͉ ϩ tr(⌺ Ϫ1 S) Ϫ p is the maximum likelihood discrepancy function value at convergence,⌺ and S are the model-implied and observed covariance matrices, and p is the number of variables. If normality and certain regularity conditions are met (Steiger, Shapiro, & Browne, 1985) , Ĝ approximately follows a noncentral 2 distribution with df ϭ p(p ϩ 1)/2 -q (where q is the number of estimated parameters) and noncentrality parameter (and thus Ĝ is often termed the 2 statistic). Tests based on Ĝ have several well-known limitations, including sensitivity to sample size, rigid adherence to a tradition of testing nil hypotheses, and failure of the noncentral 2 distribution to describe the behavior of Ĝ in applied situations (Yuan, 2008; Yuan, Hayashi, & Bentler, 2007 ). An important additional limitation is that Ĝ does not incorporate information about model parsimony. For sequences of nested models, 1 more complex (less parsimonious) models fit better than simpler ones by the Ĝ criterion, essentially giving all of the emphasis to fit at the total expense of parsimony.
A number of other indices are based on principles from information theory and were designed explicitly for comparing multiple models, principally Akaike's information criterion (AIC; Akaike, 1973) and the BIC (Raftery, 1995; Schwarz, 1978) . These indices have shown great promise for application in SEM. For example, Steiger and Lind (1980) found that BIC performed well at selecting the correct number of factors in exploratory factor analysis when the number of factors was small. Cudeck and Browne (1983) found AIC and BIC to perform comparably to a cross-validation procedure, with AIC slightly more liberal and BIC slightly more conservative than cross-validation. Homburg (1991) applied AIC, BIC, and cross-validation measures to SEM and found both AIC and BIC to perform well at identifying the data-generating model. Haughton, Oud, and Jansen (1997) found information-based indices (AIC, BIC, and variants) to greatly outperform several traditional fit indices-G, nonnormed fit index, incremental fit index, comparative fit index, adjusted goodness-of-fit index, critical-/n/, root-mean-square error of approximation (RMSEA), parsimony fit index, parsimony goodness-of-fit index-in simulations that both included and excluded the data-generating model. Among the information-based indices, variants of BIC excelled at choosing the model closest to the data-generating model without overfitting. Other authors have criticized AIC and BIC on the basis of poor performance, dependence on N, and the tendency for researchers to misunderstand or misapply these indices (e.g., Mulaik, 2009) . In what follows, we choose BIC as a representative model selection criterion, with the understandings that (a) as with any model selection criterion, BIC has limitations; (b) the phenomenon we demonstrate applies to other criteria as well; and (c) optimal model assessment does not stop at BIC and includes diagnostic checks, residual analyses, measures of absolute fit, and so on.
Assume a set of equally plausible models ͕M 1 ,M 2 ,. . .,M k ͖, one of which is true. BIC will then select the model with the largest posterior probability of being true given the observed data. For general models, the posterior probability of M i can be written as
where Y is the data matrix, i is the parameter vector for model i, P͑M i ͒ is the prior probability of M i , P͑Y͉M i , i ͒ is the likelihood associated with M i , and P͑ i ͒ is the prior distribution of M i 's parameter vector. A Taylor series expansion of this equation, along with some simplification, yields the following approximation:
where q i is the number of parameters for M i , N is the sample size, and O(1) indicates that this approximation converges to the true posterior probability plus a constant. Multiplying by Ϫ2 yields the common form of BIC (Raftery, 1995; Schwarz, 1978) as
The q i ln N term can be viewed as a penalty term for model complexity due to the number of estimated parameters, weighted by the natural logarithm of sample size. In applications, the loglikelihood in Equation 3 is evaluated at the maximum likelihood estimate i . The formulation in Equation 3 is slightly different from that commonly used in SEM, given by
In using Ĝ i instead of Ϫ2ln P(Y͉M i , i ), the saturated model implicitly plays a role in the calculation. This is because Ĝ i can be written as
where M s is the saturated model with associated parameter estimates s . This formulation is typically used when one is modeling only the observed covariance matrix and not the raw data, although similar issues exist regardless of whether one uses the covariance matrix or the raw data. BIC has a number of nice properties that many researchers believe make it a good selection criterion for SEM. BIC is easy to compute from standard SEM output and can be used to compare nonnested models (Kass & Raftery, 1995; Raftery, 1995) . It trades off fit and complexity, thus incorporating Occam's razor. Furthermore, the difference in BIC for two models (⌬BIC) approximates the Bayes factor (defined in the next paragraph), thus providing a rational alternative to null hypothesis testing. Finally, when the true probability model is in the set to be compared, BIC asymptotically selects it, whereas other criteria do not. Conversely, when the true model is not in the set to be compared, BIC asymptotically selects the closest approximating model (Wasserman, 1997) . The latter two points are typically discussed in the context of probability models (typically of raw data) as opposed to covariance structure models that do not include mean parameters. Further, the last point implies that, when the true model is not in the set, BIC will tend to select saturated models as N goes to infinity. Other merits and limitations of BIC as a selection criterion are discussed by Anderson (2002, 2004) , Kass and Raftery (1995) , Kuha (2004) , Mulaik (2009 ), Raftery (1993 , 1995 ), and Wasserman (1997 .
In addition to the advantages just described, guidelines exist for BIC that are similar to the interpretation of effect size (BIC can be understood as a parsimony-corrected measure of relative effect size). It is difficult to interpret raw values of BIC for individual models. However, the derivations described earlier imply that the difference in BIC between two models M i and
, where B ij is the Bayes factor:
B ij is the ratio of the posterior odds of model i to model j and the prior odds of model i to model j (Wasserman, 1997) . Values of B ij Ͻ 1 favor model j, as do values of ⌬BIC Ͼ 0. There are two principal sets of guidelines for interpreting effect magnitude for ⌬BIC. The first set appeared as Jeffreys' (1961, Appendix B) grades of evidence for nested models in terms of Bayes factors. Various versions of these guidelines have appeared (e.g., Raftery, 1993) . Raftery (1995, p. 129) and Kass and Raftery (1995, p. 777) noted that Jeffreys' guidelines provide "a rough descriptive statement about standards of evidence in scientific investigation." Based on their own experience, Raftery (1995) and Kass and Raftery (1995) preferred a second, more conservative scale for interpreting Bayes factors (and corresponding ⌬BICs) in social research (see Table 1 ). It is this more conservative scale that we use to define meaningful differences between models. Lee and Song (2001, 2008) 
Model Selection Uncertainty in SEM
The study of sampling variability in BIC (and consequently in ⌬BIC) is clouded by the fact that there is not always a clearly defined population value. That is, if BIC is computed as BIC ϭ Ĝ ϩ qln N for a theoretically infinite population, it would equal infinity even for perfectly fitting models. We instead used the expected value of the sample BIC given N (i.e., over infinite repeated samples of size N). We called this quantity the expected BIC (EBIC), the expected value of BIC based on asymptotic theory:
where E( ⅐ ) is the expectation operator and E͑Ĝ ͒ ϭ df ϩ for noncentral 2 distributions with noncentrality parameter ϭ nF 0 (where F 0 is the discrepancy function obtained by fitting a model to the population covariance matrix; Browne, 1984; Steiger, 2000) . EBIC is "asymptotic" with respect to number of samples, not the sample size, and represents the average value of BIC we would obtain after infinite repeated sampling from the same population. The resulting EBIC values are used in the simulations seen later, where they are shown to agree closely with the means of the BIC sampling distributions.
Illustration of Model Selection Uncertainty
To illustrate selection uncertainty in the SEM context, consider the nine-variable path models in Figure 1 . Model D was used to generate the data (using 0.2 for unstandardized path coefficients, .8 for residual variances, and 1.0 for the single exogenous variance) under the assumption of multivariate normality. EBIC values were obtained for each generating model by fitting Models A, B, and C to the model-implied covariance matrix of the fully specified Model D, yielding values of F 0 in Equation (7) for each model and sample size. Model A moved from being strongly preferred at N ϭ 80 to 500 to being ranked in the middle at N ϭ 1,500 and last at N ϭ 5,000 (see Table 2 ). Whereas the differences in EBIC for these models are often substantial according to Raftery's (1995) criteria (depending on N), much larger BIC differences are often observed in practice. Say a researcher wishes to compare Models A, B, and C in Figure 1 using empirically obtained data. Unknown to the researcher, Model D is the true data-generating process, but typically the data-generating model does not number among the models being compared. The researcher uses a sample size of N ϭ 500, which well exceeds power requirements for models ranging in df from 20 to 27 (MacCallum, Browne, & Sugawara, 1996) and likely would be considered a large sample. Suppose the empirical BICs for these models, when fit to the sample, are BIC A ϭ 276.73, BIC B ϭ 270.15, and BIC C ϭ 305.19, implying that Model B is preferred to Model A, which in turn is preferred to Model C (compactly, BϾ ϾAϾ ϾC, where "Ͼ Ͼ" means "is ranked in preference to"). The difference between Models A and B exceeds Raftery's (1995) conservative criterion for "strong evidence" of a difference between models, and Model C differs "very strongly" from both.
What happens if another sample of the same size is drawn from the population, and the models are again fitted to the new data? Suppose the researcher now finds that BIC A ϭ 281.88, BIC B ϭ 312.88, and BIC C ϭ 302.13, this time implying AϾ ϾCϾ ϾB. Now Model B, instead of being the winner, is relegated to last place (by a large margin), and Model A is selected. This time, Models A and C differ very strongly, and both differ very strongly from Model B by Raftery's (1995) criteria. Clearly, these contradictory results pose a problem for the researcher. To complicate matters, in practice there is typically only one opportunity to fit competing models to data because only one sample is collected, and therefore there is no way of knowing whether a follow-up study would demonstrate the same or different rankings among models. In addition, many situations call for the comparison of more than three models, opening up the possibility of many erroneous, misleading, or inconsistent rankings.
The problem, of course, is that selection criteria and fit statistics are just that-statistics. As with any statistic, there is uncertainty in the estimation of selection criteria. It is to be expected that a model fitted to small repeated samples drawn from the same population will show unstable relative model fit (in comparison to other candidate models), sometimes assuming values representing superior fit and other times values reflecting inferior fit. The same model fit to larger samples may show very stable fit from sample to sample. As we show, even though the rank order of models with respect to BIC may eventually stabilize with increasing N, the variability of the BIC index increases with N because N is a component of the BIC formula. Just as one would never base conclusions on an observed mean difference without considering sampling variability in that difference, it makes little sense to report selection indices without considering sampling variability (Browne & Cudeck, 1992; Steiger & Lind, 1980) . Not only is it the case that selection indices like BIC can vary widely across repeated sampling-so can pairwise differences in BIC (⌬BIC) and, as a consequence, the model rankings used to make decisions in model selection. This phenomenon is demonstrated in the next section.
It may appear inconsistent to examine the behavior of BIC, whose derivation is fundamentally Bayesian, in frequentist models. However, BIC is commonly reported as a model selection statistic in SEM, and it is undeniable that BIC will fluctuate from sample to sample. It is therefore natural to expect variability in Table 1 Raftery 's (1995) and Kass and Raftery's (1995) 
Note. B ij ϭ Bayes factor; ⌬BIC ϭ difference in Bayesian information criterion between two models.
model selection decisions based upon BIC, regardless of the specific model estimation procedures.
To better appreciate the extent to which model selection results can vary over repeated sampling, we conducted a simulation that permitted us to examine variability in BIC for individual models, in ⌬BIC for pairs of models, and in the model rankings themselves. The simulation procedure and results are reported in the next section. Following the simulation, we explore and evaluate three methods of quantifying model selection uncertainty in SEM, applying each in turn to BIC. We then discuss some practical implications of our findings.
Simulation
We used Model D to generate sample data (using Mplus 5.2), manipulating sample size (N ϭ 80; 120; 200; 500; 1,500; 5,000). For simplicity, we restricted attention to normally distributed data. One thousand samples were simulated from Model D at each N. We used LISREL Version 8.8 to fit Models A, B, and C to each simulated data set and recorded the minimum fit function Ĝ to serve as a basis for computing BIC. Figure 2 shows the sampling distributions of BIC A for the N ϭ 80 and N ϭ 5,000 conditions. These distributions convey the sampling variability in BIC at two extremes of sample size. The sampling variance of BIC is the same as that of the noncentral 2 distribution, given as var(BIC) ϭ 2(dfϩ4), where ϭ nF 0 (Mulaik, 2009) . Thus, models with worse fit (more noncentrality) demonstrate more variability in BIC. In addition, unlike most statistics, BIC becomes more, not less, variable with sample size because the Ĝ component generally increases with N (unless the model is perfectly specified or saturated). Even at N ϭ 80, the interquartile range of BIC (135.08 -119.02 ϭ 16.06) is considered very large by Raftery's (1995) criteria. Increasing N makes the sampling distribution more variable. Figure 3 shows sampling distributions for ⌬BIC for Models B and C at N ϭ 80 and N ϭ 5,000, displaying a similar high degree of spread in the statistic used to make comparisons between competing models.
We also tallied the proportion out of 1,000 trials in which each possible permutation of model preference (AϾ ϾBϾ ϾC and so on) was selected. The results are reported in Figure 4 . From Figure 4 it can be seen that, over repeated sampling, AϾ ϾBϾ ϾC emerges as the top ranking approximately two thirds of the time for N ϭ 80 to 200, with AϾ ϾCϾ ϾB in second place, implying that Model A is selected around 95% of the time for those sample sizes. At N ϭ 500, there is a 72% chance that Model A will be selected, a 24% chance that Model B will be selected, and even a small probability that Model C will be selected. As N increases to 1,500 and then 5,000 (not depicted), BϾ ϾAϾ ϾC and then BϾ ϾCϾ ϾA emerge as the top rankings. Within most examined sample sizes, there is considerable uncertainty in rankings; it is the degree of this uncertainty that we find troubling. Model selection uncertainty does not decrease with increasing sample size but rather fluctuates with N as the balance of fit and parsimony changes. This phenomenon has been noted before with respect to the use of AIC for model selection in SEM (McDonald, 1989) . We are not concerned with the fact that BIC selects different models at different sample sizes but rather with the fact that BIC does not consistently select a single model at a given sample size. Not only is sampling variability in model rankings present, but its magnitude is nontrivial. Table 3 contains proportions of samples in which the two most highly ranked models in a given ranking are separated by more than 6 ⌬BIC units, Raftery's (1995) conservative criterion for strong evidence in favor of the topranked model. At least for the models examined in the simulation, model selection uncertainty would seem to present a serious problem, the extent of which would go unrecognized in a single-sample empirical study. 
Methods for Addressing Model Selection Uncertainty in SEM
In the previous section we demonstrated that, under quite common circumstances, there can be a large degree of uncertainty in the model selection process. Despite this uncertainty, in applications of SEM and in other domains, it is common practice to simply report the selection criteria corresponding to the competing models and use them to select a single "winner" model. Little thought is given to reporting facets of the sampling distribution of BIC other than the estimated mean, perhaps because BIC and other criteria are not typically thought of as parameters to be estimated. Obviously the researcher would like a strategy for communicating the degree of selection uncertainty to readers, which often may imply that no candidate model is clearly better than the other(s). In this section we explore and evaluate three methods of quantifying this uncertainty, applying each in turn to BIC.
Quantifying Variability in Selection Criteria
The first strategy we explored involved quantifying the variability in the BIC index itself. The ideas in this section build on two traditions. First, Steiger and Lind (1980) proposed and discussed methods for constructing confidence intervals for noncentralitybased fit indices and selection criteria. An iterative procedure is used to locate the values of the noncentrality parameter that give rise to noncentral 2 distributions whose (50 Ϯ 1 ⁄2)th percentile values equal Ĝ . These values form the % confidence interval (CI) for the population G.
3 Once obtained, the limits may be transformed into limits for any noncentrality-based criterion, such as RMSEA or BIC. For example, if the lower and upper limits G L and G U are added to qlnN, the result is a % CI for the expected BIC, as seen in the following:
Basically, the distribution of BIC is a noncentral 2 distribution shifted to the right (or penalized) by qlnN. The more parameters a model has, the further to the right this distribution is shifted. This is a simple idea, yet an analytic confidence interval for EBIC seems not to have been reported before now. Even in SEM software that outputs BIC, no CIs are reported, despite their ease of computation. One potential reason for this is that, as mentioned previously, the "population" BIC is not defined. The lack of a population BIC poses a problem only if the researcher wishes to test a null hypothesis about it, a practice we see little point in pursuing: If the goal is to quantify the sampling variability of BIC given N, a CI can still be quite useful. In this case, the EBIC would seem to be a more reasonable quantity to want to estimate. Nevertheless, we could find no examples of a CI being reported for EBIC in the applied literature, nor could we find an explicit expression for the CI of EBIC.
Second, nonparametric bootstrapping has been proposed as a method for constructing CIs for selection criteria like AIC and BIC, as well as other fit indices (Bollen & Stine, 1992; Burnham & Anderson, 2002; Raykov, 2001) . Nonparametric bootstrapping requires access to raw data and mimics the sampling process that is ordinarily assumed in parametric statistical procedures. In bootstrapping, B "resamples" of size N are drawn with replacement from the original sample of size N, and the set of competing models are fitted to all resampled data sets. The statistic of interest (generically ‫ء‬ ) is recorded each time. These statistics form the empirical sampling distribution of . The (50 Ϯ 1 ⁄2)th percentile values of the bootstrap distribution of ‫ء‬ define the limits of an approximate % CI, with the approximation improving as B increases. The only assumptions necessary for bootstrapping are that the rows of the data matrix be independent and that the data be "representative" of the population.
Whereas the traditional, nonparametric bootstrap can yield CIs that provide good coverage of EBIC, it does not appropriately characterize the variability in BIC. This is because sample data tend to be more discrepant from the model, compared with population data (e.g., Bollen & Stine, 1992; Steiger, 2000; Yuan & Hayashi, 2003) . Borrowing from Cudeck and Henly's (1991) terminology, the bootstrap should estimate the discrepancy of estimation (i.e., that between the model and the population). Use of sample data, however, provides an estimate of overall discrepancy that is larger than the discrepancy of estimation. As a result, both the expectation and variance of bootstrap Ĝ distributions are incorrect (the expectation can be corrected by simply adding a constant to all values of Ĝ , but the variance cannot be corrected in this way). To correct for this, Yuan, Hayashi, and Yanagihara (2007) provided a method (hereafter termed the YHY bootstrap) for transforming the raw data so that the bootstrap discrepancies are closer to the discrepancy of estimation. This transformation involves first finding a covariance matrix that is closer to the population covariance matrix than the sample covariance matrix and then transforming the raw data so that they correspond to the new covariance matrix. The resulting bootstrapped Ĝ distribution then provides a better approximation to the discrepancy of estimation.
We hypothesized that analytic CIs for BIC (see Equation 8) would perform well at recovering the sampling properties of BIC, as reflected in CI coverage. Based on the success of bootstrapping in numerous other contexts, we also hypothesized that both types of bootstrapping (traditional nonparametric and the YHY method) 3 This interval assumes multivariate normality and is only first-order accurate. Yuan, Hayashi, and Bentler (2007) further showed that, in applied situations, a specific normal distribution may better describe the behavior of Ĝ than does the noncentral 2 distribution. This distribution may also be used to construct CIs for EBIC. would perform well at recovering the sampling variability in BIC. Figure 5 depicts example bootstrap distributions of BIC for Models A, B, and C (N ϭ 200) along with 95% CIs. Coverage for the three types of CIs is presented in Table 4 . The intervals generally show excellent coverage, though the nonparametric bootstrap has conservative coverage probabilities at lower sample sizes. This likely is due to the fact that, as mentioned earlier, the nonparametric bootstrap yields a Ĝ distribution exhibiting more variability than it should.
As straightforward and intuitive as these three general methods are, they fail to fully address the issue at hand. That is, characterizing the BIC distributions for rival models says little about how the models should be evaluated relative to one another. Beyond the fact that these methods do not directly address differences among models, it is difficult even to glean such information from examining the distributions. BIC statistics (indeed, any index or criterion based on Ĝ ) can be highly correlated for adjacent nested models (Steiger & Lind, 1980; Steiger et al., 1985) . They can also be highly correlated for nonnested models applied to the same data. For example, considering our N ϭ 1,500 condition, the correlations among BICs for Models A, B, and C were r A,B ϭ .729, r A,C ϭ .621, and r B,C ϭ .337. These correlations complicate direct comparison of BIC distributions for rival models because the observations are not independent (in fact they often are highly dependent)-the relative ordering (or overlap) of the models' BIC distributions may give a misleading impression of how the models will be ranked relative to one another over repeated sampling, depending on the degree of correlation. That is, overlapping BIC distributions could imply (a) that the models each yield the lower BIC for some of the samples and thus are indistinguishable via BIC or (b) that one model consistently outperforms the other model by a small amount. Whereas the first conclusion may be more intuitive than the second, one cannot distinguish between the two when the distributions are correlated to an unknown extent. Hence, as useful and informative as CIs for BIC may be, one must look elsewhere to more fully quantify model selection uncertainty.
Quantifying Variability in Pairwise Differences in Selection Criteria
If the goal of model selection is ultimately to select one model from a pool of competing rival models, one must operate at the level of comparisons among models. In this case, it seems sensible to apply the same analytic and nonparametric methods developed in the previous section to ⌬EBIC ij for all pairs of rival models i and j rather than to BIC for each individual model. As with Ĝ , ⌬Ĝ for adjacent nested models (i nested in j) follows a noncentral 2 distribution with ⌬df ϭ ͑df i Ϫ df j ͒ and noncentrality parameter ⌬ ϭ ͑ i Ϫ j ͒. In the special case of nested models, sequential ⌬Ĝ statistics are asymptotically independent (Steiger et al., 1985) . When the noncentral 2 distribution with ⌬df and ⌬ is invoked, one obtains
In the more general and common case in which the rival models are not nested, the situation is not so convenient and the problem requires bootstrapping to become tractable. Figure 6 displays bootstrap distributions (both traditional and YHY) of ⌬EBIC for Models A, B, and C (N ϭ 200), along with 95% CIs. An issue arises when applying the YHY method to bootstrap differences between BICs. The method yields a unique data transformation for each candidate model, so that one no longer uses the same data to estimate each model. From the distributions in Figure 6 , it can be seen that the YHY distributions exhibit more variability than do those from the traditional bootstrap. We obtained ordinary percentile 95% CIs for ⌬EBIC. Using 1,000 intervals constructed from 1,000 bootstrap resamples each (for both the traditional bootstrap and the YHY bootstrap), we found the CI coverages reported in Table 5 . Coverage for the traditional bootstrap CIs was quite good, erring on the side of conservatism due to the extra variability in the bootstrap distributions that was discussed previously. CI coverage for the YHY bootstrap CIs was very conservative, reflecting the fact that the unique data transformations for each model introduced extra variability (more than that introduced by use of the nonparametric bootstrap) into the CIs.
CIs for ⌬EBIC yield insight into the degree of uncertainty with which model i is ranked with respect to model j, for all i and j. However, as with CIs for individual model EBICs, CIs for ⌬EBIC still do not directly address the main problem: quantifying uncertainty in the choices made on the basis of sample BICs and ⌬BICs (unless there are only two models to compare). Moreover, even though sequential ⌬Ĝ s for adjacent nested models are independent (Steiger et al., 1985) , when the models are nonnested the ⌬BICs can be quite highly correlated. Considering our N ϭ 1,500 condition, the correlations are r AB, AC ϭ .056, r AB,BC ϭ Ϫ.618, and r AC,BC ϭ .751. This degree of correlation would preclude making direct comparisons of ⌬BIC for two sets of Raftery's (1995 models (e.g., comparing ⌬BIC AB with ⌬BIC BC would be questionable if the models are not nested). Again, as useful and informative as these methods are, one must search for other means to quantify model selection uncertainty.
Bootstrap Distributions of Model Rankings
Whereas bootstrapping is useful for quantifying variability in BIC and ⌬BIC, it does not quite address the problem we emphasize: variability in model rankings made on the basis of BIC.
Model selection is often carried out by choosing the model with the lowest criterion (and ignoring magnitudes of the criteria), making criterion rankings most relevant. In this section we evaluate the nonparametric bootstrap as a method of approximatingfrom a single sample-the expected sampling variability in model rankings themselves. We did not consider the YHY procedure due to the increased variability in BIC differences noted in the previous section.
To study sampling variability in model rankings, we created a large number of bootstrap samples, fitted each rival model to each resample, and recorded the proportions of trials favoring each possible model ranking. Of interest is the degree to which these proportions resemble the "gold standard" proportions in Figure 4 , the pattern of proportions expected over many draws from the same population. Because only a single sample is available in most research applications, the ability to reproduce this variability from a single sample would be highly convenient.
Given the demonstrated success of bootstrapping in other settings, we had three hypotheses regarding the performance of bootstrapping in recovering the variability in model rankings. First, we expected bootstrapping to provide a good match to the pattern of proportions observed for the six possible rankings of Models A, B, and C across repeated sampling from the same population (see Table 3 and Figure 4) . A fundamental tenet of bootstrap methods is that a random sample may be treated as if it were the population, in the sense that repeated sampling with replacement mimics the sampling process, giving rise to sampling distributions of almost any desired statistic. Second, we expected the variability in rankings to be recovered more faithfully for larger sample sizes, as larger random samples naturally resemble the population more closely. Third, we expected bootstrapping to perform better in recovering variability in rankings for models with larger EBIC differences (by Raftery's, 1995, criteria) . To test the third hypothesis, we specified a different set of rival models with larger EBIC differences.
To test our first and second hypotheses, we repeated our earlier simulation, except that data sets were generated not from a population model but rather by bootstrapping from single data sets (one for each N) generated from Model D. This we regard as a "moderate" ⌬BIC condition. Results are reported in Table 6 and Figure  7 . Our expectation was that the proportions depicted in Figure 7 and reported in Table 6 would strongly resemble those depicted in Figure 4 and reported in Table 3 . We also expected that the resemblance between the two sets of proportions would increase with increasing N because larger samples generally resemble the population more so than do smaller samples. Figure 7 and Table 6 resemble Figure 4 and Table 3 only superficially-not as closely as was expected for 1,000 resamples. Not only is the variability in model rankings in Figure 7 and Table 6 different from that in Figure 4 and Table 3 , but the bootstrap analysis converges to a different model ranking (BϾ ϾAϾ ϾC vs. BϾ ϾCϾ ϾA) at N ϭ 5,000. To rule out the possibility that we selected particularly unrepresentative samples from which to draw bootstrap resamples at each N, we repeated the simulation using additional samples generated by Model D, with similarly variable results. Thus, our first two hypotheses were not supported.
Our third hypothesis was that the resemblance between bootstrap ranking proportions and genuine sampling-based ranking proportions would improve as the compared models become more distinct. We chose a second set of smaller models that differed more substantially in terms of BIC. This we regard as an "extreme" ⌬BIC condition. Specifically, we used a hypothesized model and three plausible alternative models from a study of protective factors against substance use among Asian youths (Kim, Zane, & Hong, 2002) . The models, all of which have df ϭ 3, are depicted in Figure 8 . All four models represent hypotheses about the causal relationships among youth-parent relations (Family), vulnerability to negative peer pressure (Peer), school-based social comfort (School), and substance use (Substance Use). The hypothesized model (Model H) was found to fit very well, whereas the other three (Models E, F, and G) fitted very poorly. We used Kim et al.'s (2002) well-fitting hypothesized model as the data-generating model, with parameters set equal to estimates provided by the authors. Using Model H to generate the population covariance matrix led to the EBIC values in Table 7 . Notice that the BIC differences for these models are substantially larger (again, depending on N) than those for Models A, B, and C.
Results are given in Figures 9 and 10 , where the results in Figure 9 were obtained by generating model rankings from 1,000 samples and the results in Figure 10 were obtained by generating model rankings from 1,000 bootstrap resamples taken from one sample. Over repeated sampling from the population, Model F differed strongly from Models E and G for N Ն 80. The model selection process resolved quickly to the FϾ ϾEϾ ϾG ranking in most trials by N ϭ 80, with some degree of support for the EϾ ϾFϾ ϾG ordering for N Յ 200. Using bootstrap data to recover this variability in ranking shows a close match to the rankings found from repeatedly sampling from the population, with FϾ ϾEϾ ϾG quickly emerging as the preferred ranking. We repeated this process with two additional samples and obtained a similarly good match, save for some variability in rankings for N Ͻ 200. We conclude that the performance of bootstrapping at recovering variability in rankings is more impressive in this example than in the nine-variable example but that (a) the performance of bootstrapping at recovering variability in model rankings in small samples is still questionable and (b) the good performance in larger samples is illusory, as there is little variability in rankings to recover.
Summary
To summarize, we found that analytic and bootstrap CIs perform well in quantifying variability in BIC and that traditional, nonparametric bootstrap CIs perform well for ⌬BIC. Second, we hypothesized that bootstrapping from a single sample would yield ranking proportions similar to those found from repeated samples from the same population. This hypothesis was not supported well in the nine-variable example. Third, we expected to better recover variability in rankings at higher Ns. This hypothesis was supported somewhat but still not very well even at high Ns. Fourth, we expected better recovery for model sets that differed more strongly in terms of BIC. This hypothesis was supported. Bootstrapping can quantify BIC uncertainty in SEM when the models are clearly distinguishable in terms of BIC and when the sample size is sufficiently large.
Why does the traditional, nonparametric bootstrap perform poorly for model ranks? As Bollen and Stine (1992; p. 207) stated, "the success of the bootstrap depends on the sampling behavior of a statistic being the same when the samples are drawn from the empirical distribution and when they are taken from the original population." This condition is met when bootstrapping BIC and ⌬BIC. In the case of BIC rankings, however, bootstrap resampling does not yield the appropriate proportions. We attribute this phenomenon to two issues: initial samples and small differences.
Regarding initial samples, consider the sampling distributions generated by bootstrapping from repeated samples from the same population. Whereas the 95% CIs obtained from these bootstrap distributions may capture the ⌬EBIC approximately 95% of the time, the initial sample problem is that ranking proportions derived from bootstrap resamples are highly dependent on the particular sample initially drawn from the population. For example, the first sample generated from Model D at N ϭ 120 yielded a ⌬EBIC BC 95% CI of {Ϫ41.94, 3.62}, implying that Model C is more often chosen as the better model. If many bootstrap samples are generated from that sample, Model C is bound to be strongly favored in the majority of them (CϾ ϾB). If we had instead used the second simulated sample to serve as a basis for bootstrapping-for which the 95% CI was {-17.39, 43.30}-the outcome likely would have been very different (BϾ ϾC).
When two models have very similar BICs (i.e., there is a small difference) for a given sample, the initial sample problem is magnified: Ranking proportions based on bootstrap resamples will be more sensitive to the initial sample than when the two models have very different BICs. Consider the case of Figure 4 . The fact that there is a great deal of uncertainty in how Models A and C ought to be ranked at N ϭ 1,500 indicates that these two models Table 4 Coverage for 95% Analytic, Traditional Bootstrap, and YHY Bootstrap Confidence Intervals (CIs) have very similar BICs at that sample size and hence that the sampling distribution of ⌬BIC AC is centered near zero. We would like to be able to recover these proportions (.448, .513 ), but this is precisely the sort of situation that leads to the least confidence in bootstrap proportions. A little less than half of the samples would give rise to bootstrap distributions favoring BϾ ϾAϾ ϾC, and about half would favor BϾ ϾCϾ ϾA. Few would yield proportions similar to those in Figure 4 . The only situation in which one could expect consistently good recovery is the degenerate case in which nearly 100% of the rankings are the same. In other words, bootstrap ranking proportions perform best where they are least needed. CIs for EBIC and ⌬EBIC may be trustworthy, but it is highly problematic to read too much into the proportion of bootstrap samples for which one model fits better than another. A third reason bootstrapping may fail to recover ranking proportions, especially at smaller Ns, may derive from the distributional characteristics of Ĝ in small samples. Specifically, it has been shown that G tends to be overestimated in small samples (Curran, Bollen, Paxton, Kirby, & Chen, 2002) . Thus, it may be profitable to examine small-sample corrections for N Ͻ 200 or so (see, e.g., Herzog & Boomsma, 2009 ).
Discussion
We have illustrated that model selection uncertainty (a) is rarely quantified or explored in any depth yet (b) can be substantial under common circumstances, leading to overconfidence in the selected model. We demonstrated by example that BIC, ⌬BIC, and rankings based on BIC can be highly variable, even at large sample sizes. Dichotomous decisions based on continuous data inevitably introduce an additional degree of uncertainty. But if that uncertainty is not quantified and communicated, a potentially major source of error goes unnoticed. We also demonstrated that some seemingly reasonable approaches for quantifying this inherent uncertainty in model selection either fail to fully address the problem or actually misrepresent that variability. We close the article with a general discussion of the bootstrap's failure, other relevant statistical methods, and study limitations.
The failure of the bootstrap in model selection is not without precedent. For example, Freedman, Navidi, and Peters (1988) found that bootstrapping performs poorly at variable selection in exploratory regression analysis. They concluded that it is desirable to collect additional data and to test the model's replicability in a new sample. We come to the same conclusion; there really is no substitute for replication. Splitting the sample and attempting cross-validation may be inadvisable in this case because, aside from the uncertainty introduced by shrinking the sample, (a) this procedure requires a large initial sample, which may be impractical to obtain, and (b) changing N may easily result in a different rank ordering of the models simply because changing N reweights Lee (2007) discussed methods for comparing models via Bayes factors, the computation of which traditionally has been intractable in the context of SEM. These advances may well lead to better model selection methods, although one must also worry about the influence of prior distributions on the model selection criteria.
Our conclusions are naturally circumscribed by our particular choices of models, selection criteria, sample sizes, and so on. Our models were chosen deliberately to bear very different substantive implications. In practice, however, the models to be compared will often differ only in minor respects. We maintain that model sets exhibiting greater similarity will also demonstrate greater selection uncertainty; contrasting our first illustration (Models A-D) and second illustration (Models E-H) provides one small example of this phenomenon, although it must be borne in mind that both model sets contain model differences that qualify as substantial by Raftery's (1995) criteria. In other words, we chose what amounts to a best-case scenario, and the situation is likely worse in practice.
We limited attention to BIC as the selection criterion investigated. In emphasizing BIC, we did not mean to imply that BIC is the only or best criterion for model selection in SEM. BIC has well-recognized limitations, including reliance on specific priors on model parameters and its use of sample size as the sole indicator of the informativeness of the data (Weakliem, 1999) . Future work should examine selection uncertainty using other criteria.
We believe that the general principles outlined in this article apply to varying degrees to other selection criteria and fit indices as well. A number of selection criteria and fit indices are conceptually quite similar to BIC and would be expected to behave in a similar fashion. For example, AIC and its variants, as well as a number of variants of BIC, have functional forms that are similar to BIC's; that is, they contain a component reflecting absolute model fit and a component penalizing complexity. Yanagihara and Ohmoto (2005) provided distributional theory and approximate CIs for AIC for regression; their work could be extended for use in SEM.
Conclusion
Model selection criteria are being used with increasing frequency in psychology and other social sciences, particularly in new modeling areas where conventional fit indices are not yet available in software. Examples include latent class analysis (Ny- Figure 7 . Proportions of nonparametric bootstrap resamples in the "moderate ⌬BIC" example falling into the six possible BIC rankings. ⌬BIC ϭ difference in Bayesian information criterion. Figure 8 . Models E, F, and G are compared in the illustration. Model H is the data-generating model. Variance and residual variance parameters are excluded for simplicity. Exogenous covariances were constrained to zero in Kim et al. (2002) . Raftery's (1995) lund, Asparouhov, & Muthén, 2007) , growth mixture modeling (Nagin, 1999; Tofighi & Enders, 2007) , and multilevel structural equation modeling (Lee & Song, 2001) , although there have been encouraging recent developments . Our purpose here is not to offer a general solution to the problem of quantifying the degree of selection uncertainty in SEM; rather, our points have been twofold. First, we wanted to demonstrate that selection uncertainty is a pervasive and serious problem in applications of model selection in SEM. One practical consequence of this observation is that many researchers may closely follow the recommendations of SEM experts yet still select suboptimal models due to (a) the large degree of variability in selection indices and (b) the strong dependency of model rankings on sample size. Collecting large samples and specifying models with solid theoretical support may represent good practice for a number of reasons but may offer little protection against the kind of variability in model selection decisions discussed and illustrated here. This largely unnoticed source of variability would seem to pose serious questions for model comparison and provides yet another argument in favor of replicating prior research whenever possible. Second, given the large degree of selection uncertainty in SEM, it would seem to be a high priority to find ways to routinely quantify and consider this uncertainty, given the lack of available remedies. We explored some reasonable ways in which this uncertainty might be quantified. Each method addresses some aspect of the variability inherent in using BIC to make model selection decisions, and we recommend that they be used in combination with sample BICs in specific situations. Analytic confidence limits or, alternatively, confidence limits obtained from the YHY bootstrap procedure, should be reported with sample BICs. The latter would be preferred when the assumption of normality is tenuous. Confidence limits from the nonparametric bootstrap, on the other hand, can be used to quantify variability in ⌬BIC. Caution should be used when making model selection decisions on the basis of BIC and associated CIs, however. As Schenker and Gentleman (2001) generally demonstrated, making decisions based on CI overlap is overly conservative. As applied to CIs for BIC, this implies that (a) if bootstrap or analytic CIs for BICs indicate overlap between models, little can be concluded about the superiority of some models over others, and (b) if the CIs do not overlap, one can have more certainty in selecting one model as best. Just as for general statistical decision making, however, researchers should recognize that overlap/nonoverlap in CIs for BIC or ⌬BIC does not guarantee that the model selection decision would be stable over repeated samples.
Whereas the bootstrap CIs provide useful information, all the illustrated methods ultimately fall short of accurately and adequately summarizing the variability in model selection one would expect to see over repeated samples from the same population. Bootstrapping failed to adequately recover variability in model rankings at all sample sizes when the differences between models were moderate to large. Consequently, we cannot recommend bootstrapping as a general approach for quantifying selection uncertainty. Note. The lowest BIC at each N is in boldface. BIC ϭ Bayesian information criterion.
