Markov networks are widely studied and used throughout multivariate statistics and computer science. In particular, the problem of learning the structure of Markov networks from data without invoking chordality assumptions in order to retain expressiveness of the model class has been given a considerable attention in the recent literature, where numerous constraint-based or score-based methods have been introduced. Here we develop a new search algorithm for the network score-optimization that has several computational advantages and scales well to high-dimensional data sets. The key observation behind the algorithm is that the neighborhood of a variable can be efficiently captured using local penalized likelihood ratio (PLR) tests by exploiting an exponential decay of correlations across the neighborhood with an increasing graph-theoretic distance from the focus node. The candidate neighborhoods are then processed by a two-stage hill-climbing (HC) algorithm. Our approach, termed fully as PLRHC-BIC 0.5 , compares favorably against the state-of-the-art methods in all our experiments spanning both low-and high-dimensional networks and a wide range of sample sizes. An efficient implementation of PLRHC-BIC 0.5 is freely available from the URL: https://github.com/jurikuronen/plrhc. 1 arXiv:1910.13832v1 [stat.ML] 30 Oct 2019 approach. Firstly, popular scoring functions based on the likelihood are intractable for larger Markov networks due to a normalizing constant. For this reason, the earliest score-based algorithms were limited to models which constrained the underlying graph to be chordal, since such models allow for a complete factorization of the likelihood (Koller and Friedman 2009). The second challenge comes from the exponential growth of the number of possible graph structures in the number of variables which poses a major difficulty to the design of the search algorithm.
Introduction
Markov networks, also known as undirected graphical models, are a popular tool to model high-dimensional probability distributions. The structure of a Markov network, represented by an undirected graph, compactly encodes the conditional independence structure between the variables of the distribution. A set of numerical parameters over this structure then specifies the joint distribution of the model. In this paper, we consider the problem of learning the structure of pairwise Markov networks over binary variables.
Structure learning algorithms can be generally classifed into two broad categories, they either use a constraint-based or a score-based approach to optimize the network topology. In this paper, we focus on the latter approach. Constraint-based algorithms infer the structure through a series of statistical independence tests and the local nature of the tests makes this an attractive approach from the computational scalability perspective. However, a particular drawback is that the individual tests are sensitive to noise which can result in incorrect independence assumptions. In contrast, score-based algorithms operate globally by formulating the structure learning problem as an optimization problem where the aim is to balance between a good fit to the data and avoiding asserting spurious dependencies.
This requires a scoring function which measures the level of a penalized fit to data and a strategy to search for a high-scoring structure. There are two main challenges with this Ising models, which are equivalent to binary pairwise Markov networks (Ravikumar, Wainwright and Lafferty 2010; Jalali, Johnson and Ravikumar 2011; Barber and Drton 2015) .
Further, Pensar et al. (2017) used the pseudo-likelihood framework to apply the classical Bayesian-Dirichlet score (Heckerman, Geiger and Chickering 1995) for learning general Markov network structures. On account of the local Markov property, the pseudo-likelihood allows for deriving tractable and consistent variable-wise scores, which addresses the first challenge. In terms of the search, the scalability of these methods then depends on the ability to break down the global graph discovery problem into a collection of local Markov blanket discovery problems, which can be solved approximately in a reasonable time. However, pseudo-likelihood-based methods still suffer from a considerable computational burden in the search phase because current algorithms require many iterations over the entire data set for each variable.
In this work, following the theoretical work of Bresler, Mossel and Sly (2008) , we introduce a new approach to discover small candidate neighborhoods using only a single iteration over the data set per variable. The idea is based on the correlation decay property that was originally studied in statistical physics models by Dobrushin (1970) . As scoring function, we use the extended Bayesian information criterion (BIC γ ) (Barber and Drton 2015) , whose penalty term functions as the correlation threshold. Typically, regression-based methods, such as the one by Barber and Drton (2015) , require the user to choose between an OR and an AND criterion according to which the final graph is constructed. Choosing between the criteria may be difficult in practice, yet it can have a significant impact on the false positive and negative rates. To avoid this rather arbitrary choice, we follow a similar approach as in Pensar et al. (2017) , where a second global learning phase is applied on the reduced model space. The full approach introduced in this work shows advantage over the state-of-the-art structure learning methods in both speed and learning accuracy in all our experiments.
The remaining article is structured as follows. We review pairwise Markov networks, pseudo-likelihood and the BIC γ score in Section 2. In Section 3, we review the previously used optimization strategies and introduce our new approach. Section 4 contains numerical experiments demonstrating the performance of the compared methods. Section 5 concludes the article with a discussion and remarks about possible future research directions.
2 Structure learning of pairwise Markov networks 2.1 Pairwise Markov networks Let X V " tX 1 , . . . , X d u be a set of d binary random variables with each variable X j taking values in X j " t0, 1u. Denote the joint outcome space by X V " Ś d j"1 X j . The dependence structure of a Markov network over X V is compactly encoded by an undirected graph G " pV, Eq where each node in the vertex set V " t1, . . . , du corresponds to a random variable in the set X V and the edges E Ă VˆV represent direct dependencies between the variables.
In the context of Markov networks, the set of neighbors of node j in graph G is called the Markov blanket of j, denoted by mbpjq.
The Markov blanket mbpjq designates for each variable X j the smallest subset of other variables that when conditioned on make X j conditionally independent of all the other variables. This is formally expressed as the Local Markov Property:
For positive distributions, the independence properties of the joint probability distribution ppX V q encoded in graph G imply that ppX V q factorizes as a product of potential functions over the structure of G. In this work, we focus on a special subclass of Markov networks that are restricted to pairwise interactions corresponding to the edges of the graph. The joint distribution of such a network is given by the log-linear parameterization
where θ j and θ jj 1 take real values and Z is a normalizing constant, called the partition function, defined as
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The other direction, that the factorization implies the independence properties, is guaranteed by the Hammersley-Clifford theorem (Hammersley and Clifford 1971) . However, it is possible for other independencies in ppX V q to exist even if they are not represented in G. In this work, we make the generally used assumption that ppX V q is faithful to G, which means that ppX V q does not contain such additional independencies. For a discussion about its implications, see Koller and Friedman (2009, Section 3.3 .2).
Structure learning using logistic regression
The likelihood function provides a natural measure for evaluating the fit of a candidate network structure to data. However, maximizing the likelihood involves computing the partition function Z in (2.2), which is feasible only for the smallest networks. In this work we consider the pseudo-likelihood, introduced originally by Besag (1975) , where the joint probability of an outcome is replaced by a product of variable-wise conditional distributions:
Under certain assumptions which generally hold if we assume that the data was generated from a Markov network, the pseudo-likelihood is a consistent estimator of the model parameters (Koller and Friedman 2009 , Section 20.6.1). The major advantage of this approximation is that the full conditional distributions for each variable have a surprisingly simple form.
Let j P V and consider the set of edges E j Ď E involving j. Then we have that
Here the key observation is that the problematic global normalizing constant Z disappears, and is in a sense replaced with local normalizing constants. Since Equation (2.4) only involves parameters associated with X j , demonstrating the Local Markov Property (L), it allows efficient computing of all the terms.
Moreover, Equation (2.4) is in the form of a logistic regression model. In the following, let θ j x j " β j0 x j and θ jj 1 x j x j 1 " β jj 1 x j x j 1 . For observations x 1j , . . . , x N j and associated observations x 1j 1 , . . . , x N j 1 for all j 1 P mbpjq, the log-likelihood of the logistic regression model is
).
(2.6)
To treat the d regression problems separately, we uncouple the parameter pairs by allowing β jj 1 ‰ β j 1 j as is done in Barber and Drton (2015) .
Since adding a variable to the Markov blanket (nearly) always increases the value of the maximum likelihood, it is necessary to incorporate a regularization term penalizing the complexity of the model. In particular, L 1 -regularized logistic regression has been a popular choice, used for example by Ravikumar, Wainwright and Lafferty (2010) . However, in this work we consider the extended Bayesian Information Criterion, which was recently proposed in the context of structure learning by Barber and Drton (2015) :
whereβ j|mbpjq is the maximum likelihood estimate (solved numerically). Here, BIC 0 is the well-known classical Bayesian information criterion (BIC) (Schwarz 1978) . As discussed iṅ Zak-Szatkowska and Bogdan (2011), the classical BIC has a tendency to choose too many parameters in the solution: namely, the asymptotic assumptions rely on d being constant, which is inappropriate when d is comparable to N or larger. To remedy this, the extension term γ logpd´1q was introduced as a prior on the set of considered models, where the choice of γ ě 0 controls the strength of the prior. Based on the results of Barber and Drton (2015) , we fix γ " 0.5 in our numerical experiments. Barber and Drton (2015) proved that BIC γ is a consistent scoring function under certain sparsity conditions, which require that the maximum node degree q grows sublinearly in d, that is
This assumption is common in the design of contemporary methods and can be justified by practical applications of graphical models where the condition is reasonable, e.g. image analysis and social networks (Ravikumar, Wainwright and Lafferty 2010) .
3 Search algorithm
Search algorithms for pseudo-likelihood-based methods
The task of estimating a graph structureĜ " pV,Êq from data with respect to a scoring function is commonly split into two phases in the pseudo-likelihood framework. The first phase involves maximizing (2.7) locally for each variable j P V . Then, since the collection of Markov blankets estimated in the first phase is in general not consistent with an undirected graph, a second phase is used to combine the d local solutions into a globally consistent graph structure. The aim of this section is to establish notation for distinguishing between different optimization strategies. For each introduced method, the left-hand side of the name indicates the search algorithm and the right-hand side the associated scoring function. We begin by introducing two recent strategies. For the sake of clarity, the scoring function in each of them is exchangeably replaced with BIC γ .
First phase. Learn the Markov blanket x mbpjq for each variable j P V using a greedy hill climbing procedure similar to the IAMB algorithm (Tsamardinos et al. 2003) . The hill climbing algorithm starts with x mbpjq " H and carries out addition and deletion iterations on the remaining d´1 variables until no addition or deletion of a variable to the Markov blanket improves the score. This kind of an approach was used for example by Jalali, Johnson and Ravikumar (2011) .
Second phase. Form the final estimated graph from the d Markov blanket solutions by applying either an OR (_) or an AND (^) rule (described below).
First phase. Produce a list of candidate Markov blankets for each variable j P V by running a series of pd´1q-dimensional L 1 -regularized logistic regressions with varying levels of penalization and collecting variables corresponding to nonzero β parameter estimates (Ravikumar, Wainwright and Lafferty 2010) . Barber and Drton (2015) then apply BIC γ to select the best Markov blanket from the candidate Markov blanket list.
Second phase. As above, the final estimated graph is formed using either the OR or AND rule.
With the OR rule,Ê _ " tpj, j 1 q PÊ : j P x mbpj 1 q _ j 1 P x mbpjqu and with the AND rule,
To remove the _{^user choice, Pensar et al. (2017) introduced an alternative approach that makes further use of the underlying pseudo-likelihood score:
Second phase. Considering the first phase solution as a prescan that identifies eligible edges, apply another hill climbing procedure onÊ _ that in each iteration chooses the highest scoring neighboring graph structure (differing by 1 edge). Once the score can no longer be improved by a single edge change, return the final estimated graph.
Because of the variable-wise factorization, local edge changes in the second phase of HC-BIC γ cause a recalculation of the score for only two variables, meaning that each iteration can be carried out efficiently by caching the edge-wise score differences.
Search algorithm using correlation neighborhoods
Our main contribution is a modification to the first phase of HC-BIC γ . The particular issue
we are going to address is that the IAMB algorithm run for any variable j P V iterates over the set V z pj Y mbpjqq in each addition step and therefore, under the sparsity condition (2.8),
examines a considerable number of extra variables in each iteration. To counteract this, we propose forming small candidate neighborhoods, termed here correlation neighborhoods, for each variable with penalized likelihood ratio (PLR) tests by utilizing the correlation decay property (Bresler, Mossel and Sly 2008) . Bresler, Mossel and Sly (2008) show that, for sparse Ising models, the true neighborhoods are subsets of the formed correlation neighborhoods with high probability given a large enough threshold. In our approach the likelihood ratio can be thought of as a correlation measure for which the BIC γ penalty functions as a significance threshold. The full form of this strategy is as follows:
PLRHC-BIC γ
First phase. Form correlation neighborhoods for each variable by running penalized likelihood ratio (PLR) tests for all variable pairs. That is, form the set E P LR " tpj, j 1 q P VˆV : j ‰ j 1 , BIC γ pβ j|mbpjq"j 1 q´BIC γ pβ j|mbpjq"H q ą 0u. (3.1)
Next, run HC _ -BIC γ with constrained search spaces collected from E P LR to obtain
Second phase. Apply the second phase of HC-BIC γ onÊ _ normally.
Additionally, we will further utilize the exponential decay of correlations as a function of graph-theoretic distance by constructing the constrained search space of each variable j so that it contains all nodes within a distance of 3 from j with respect to E P LR . The motivation for this is that if the tests for j did not pass for all true neighbors, the corresponding tests of j's neighbors (or their neighbors) may have passed for other true neighbors of j. This way, we increase the probability of capturing all the true neighbors of j while still appropriately limiting the size of the correlation neighborhoods.
We note that in the asymptotic scenario where N tends to infinity and d is fixed, the threshold given by the BIC γ penalty will ultimately add all possible edges within each (true) graph component to E P LR since blocking a node from the rest of the network requires conditioning on its (true) Markov blanket. However, this will not happen in practice for realistic sample sizes.
Numerical experiments
In this section, we study the performance of PLRHC-BIC 0.5 on binary data generated from synthetic Markov networks with known true structure. We consider the two connected commonly-used graph types shown in Figure 1 . The grid network is a common benchmark and the hub network is considered difficult to learn because of the high-degree hub nodes (Ravikumar, Wainwright and Lafferty 2010; Pensar et al. 2017) . We generate the distribution of a synthetic Markov network by sampling edge potential values independently from a standard uniform distribution. Next, we simulate a data set from this distribution using Gibbs sampling with a burn-in set to 100 000 and thinning to 100. For each experiment in this section we generated 100 data sets per desired sample size N and averaged the results.
With the true structure of the Markov network known, we measure the quality of a solution by the number of mislearned edges as follows. Let G be the true graph with edges E andĜ the learned graph with edgesÊ. The number of false positive edges is given 
. . . The inclusion rate of edges in E P LR is grouped based on the graph-theoretic distance between the node pairs in the true graph G. Let D k contain the node pairs whose shortest distance between them in G is k and D ěk the pairs whose shortest distance is k or more. by F P pG,Ĝq " |ÊzE|, the number of false negative edges by F N pG,Ĝq " |EzÊ| and the Hamming distance between the learned and true graph by HDpG,Ĝq " F P pG,ĜqF N pG,Ĝq. In practice, the number of edges varies drastically according to graph type and number of nodes d, so we consider also a standardized Hamming distance, which we define as HD std pG,Ĝq " 100¨H DpG,Ĝq |E| .
(b)
(4.1)
This gives us a normalized measure of solution quality independent of the size of the graph or the number of edges in the graph.
Reliability of penalized likelihood ratio tests
In the first experiment, our goal was to study the reliability and size of the reduced edge set E P LR (see Section 3.2) formed with the penalized likelihood ratio (PLR) tests. To measure reliability, we used the recall, that is the proportion of true edges that were successfully retrieved, of HC _ -BIC as a baseline and compared the inclusion rate of true edges in E P LR against this baseline. The size, |E P LR |, was compared against the size of the set of all possible pairs to see whether the reduction in size would be considerable. We also examined the node pairs included in E P LR with regard to their graph-theoretic distance in the true graph. The experiments were run on data sets generated from a grid network (d " 256) and a hub network (d " 512) with sample sizes ranging from N " 250 to N " 16 000 in both cases. The results are collected in Table 1 .
Looking at the results, we see that approximately the same proportion of true edges were included in E P LR when compared with the baseline. In fact, the compared proportions were slightly larger for E P LR in all test cases. This likely happened because in the full run of the HC _ -BIC 0.5 algorithm the penalty term regularizes the complexity of the model when the Markov blankets grow in size. This results in a loss of a few of the weaker true edges but in return greatly reduces the number of false positive edges. We also observed the exponential decay as a function of distance with fewer and fewer node pairs of increasing distance in the true graph being included in E P LR . The inclusion rate was virtually 0 % for node pairs that are distant in the true graph, which means that the PLR tests successfully obtained a considerably smaller, but accurate, reduced edge set E P LR than the set of all possible pairs.
Computational cost and accuracy
In the second experiment, we compared the computational cost and accuracy of PLRHC-BIC 0.5 and HC-BIC 0.5 . The experiments were run on data sets generated from grid and hub networks with the number of variables ranging from d " 64 to d " 1 024 and the sample size fixed to N " 4 000. The computational cost was measured in the number of hill-climbing iterations performed by each algorithm and the proportion of iterations involving only two variables (that is, iterations with Markov blankets of a single variable). The proportion of pairwise iterations is of interest because the maximum likelihood estimatorβ j|mbpjq is numerically solved faster for small Markov blankets. We also report the average Markov blanket size per iteration. The accuracy of the estimated graph structuresĜ P LRHC´BIC 0.5 andĜ HC´BIC 0.5 was measured by their standardized Hamming distance to the true graph structure G. The results are collected in Table 2 .
Looking at the results of PLRHC-BIC 0.5 , the constrained search spaces obtained with the penalized likelihood ratio (PLR) tests reduced considerably the number of iterations required to estimateĜ P LRHC´BIC 0.5 when compared with the number of iterations HC-BIC 0.5 took to estimateĜ HC´BIC 0.5 . Additionally, most of the iterations involved only two variables for PLRHC-BIC 0.5 . We also observed a slight improvement in learning accuracy with PLRHC-BIC 0.5 , which comes as a reduction of false positive edges in the estimated graph structure. This is likely due to the PLR tests eliminating noisy edges from the search spaces which could cause the IAMB algorithm to overfit. As d was increased, the gain in both computational efficiency and accuracy became more pronounced.
Comparative evaluation
In the final experiment, we compared the new search algorithm PLRHC-BIC 0.5 against L1LR _{^-BIC 0.5 by Barber and Drton (2015) . We additionally included two other recent Markov network structure learning methods in the comparison:
MPL. Pensar et al. (2017) apply the classical Bayesian-Dirichlet score (Heckerman, Geiger and Chickering 1995) for Markov networks by assuming a Multinomial-Dirichlet model for the pseudo-likelihood conditional distributions to get Marginal Pseudo-Likelihood (MPL). The structure prior in MPL score, which functions as an additional regularizer, is inspired by extended BIC. The MPL-optimal structure is learned with HC-MPL (see Section 3.1). Figure 2 : Results for the smaller synthetic network experiments. Reference lines drawn horizontally for the smallest standardized
Hamming distance at N " 2 000 and N " 32 000. Hamming distance at N " 2 000 and N " 32 000.
BJP. Schlüter et al. (2018) formulate the score of a graph as a joint probability distribution of Markov blankets. In the Blankets Joint Posterior (BJP) score, the posterior of each Markov blanket is computed with the chain rule progressively by using information from previously computed blankets as evidence. For high dimensions, the BJP score is approximated with the IBMAP-HC greedy hill climbing algorithm (Schlüter, Bromberg and Edera 2014) .
The methods were compared with respect to the false positive and false negative edge counts,
Hamming distance and the standardized Hamming distance of the estimated graph structures. The experiments were run on data sets generated from four networks: hub pd " 64q, grid pd " 144q, hub pd " 256q and grid pd " 256q, and with sample sizes ranging from N " 500 to N " 32 000.
The standardized Hamming distances (4.1) of the estimated graph structures against the true structure are plotted in Figures 2 and 3 for each method. PLRHC-BIC 0.5 outperformed the other methods by achieving the highest accuracy, that is the smallest Hamming distance, throughout the experiments, no matter the type of network or sample size. Notably, the other methods suffered a larger loss in learning accuracy as a result of the increasing variable size d for the two larger networks. In the larger hub network, BJP required a lot of data before its learning accuracy started approaching the other methods and the grid network appears to be an adversary network for BJP -perhaps because, as the authors mention, BJP is designed to learn irregular graph structures while the grid network is very regular. As discussed by Pensar et al. (2017) , the data efficiency issues emerging when learning hub networks with MPL were observable here for both hub networks. 
Discussion
In this work, we examined the problem of score-based learning of the graph structure of binary pairwise Markov networks. By utilizing the correlation decay property (Bresler, Mossel and Sly 2008) to construct variable-wise correlation neighborhoods, we designed a greedy search algorithm, denoted PLRHC-BIC γ , suitable for the pseudo-likelihood family of methods which scales better and is more accurate than contemporary methods. Under a common sparsity assumption, the number of candidates for each correlation neighborhood can be much smaller than the number of variables, which provides a significant reduction in the computational load. As the base algorithm, we considered the algorithm proposed by Pensar et al. (2017) which learns the structure in two phases, with the first phase being similar to the IAMB algorithm (Tsamardinos et al., 2003) . We implemented the method for the BIC γ scoring function proposed by Barber and Drton(2015) to enable a straightforward comparison against L1LR _{^-BIC γ , proposed by the same authors. We note that the scoring function used in our method is exchangeable.
We showed that our approach, PLRHC-BIC γ , performed favorably under all tested conditions against the L1LR _{^-BIC γ search algorithm. PLRHC-BIC γ had good performance for small as well as large sample sizes. It achieved a stable performance with both low false positive and false negative edge counts for all sample sizes, whereas L1LR _{^-BIC γ could, depending on a user-provided _ or^choice, achieve a low count in only one of them.
We additionally showed that PLRHC-BIC γ performed favorably under all tested conditions against two other state-of-the-art Markov network structure learning algorithms.
While our approach can speed up pseudo-likelihood-based approaches significantly, constructing the correlation neighborhoods with the pairwise tests still requires a number of computations quadratic in the number of variables. To further improve the scalability of this family of methods, a natural direction for future work would be to develop even faster methods for constructing the candidate neighborhoods without sacrificing too much in terms of accuracy. We further note that while we restricted our study to binary pairwise networks, extending BIC γ to general discrete pairwise networks is straightforward. Additionally, an-other direction for extending the present work would be to generalize the scope of the method to general (non-pairwise) Markov networks by introducing interaction terms in the logistic regression model.
