We study the existence, uniqueness and boundary profile of nonnegative boundary blow-up solution to the cooperative system
Introduction
For a single equation of the form u = f (u), f 0, the existence of solutions which blow up at the boundary of a smoothly bounded domain Ω is equivalent to a growth condition on f known as the Keller-Osserman condition (see [15, 17] as well as [9] ):
where F (t) = t 0 f (s) ds. If in addition f is nondecreasing, some boundary blow-up solution (BBUS) is maximal: it dominates all other solutions of the equation. In particular, interior uniform estimates can be derived for any solution of the original equation, independently of its boundary values.
The current paper is an attempt at generalizing the above theory to autonomous systems of semilinear elliptic equations. Since blow-up solutions are strongly related to the Maximum Principle, it is natural to consider the case of cooperative systems first. Failing short of a theory for general cooperative systems (see Remark 2.4 for further discussion), we study systems of the form
where Ω is a smoothly bounded domain of Euclidean space, f, g are nondecreasing, nonnegative C 1 functions such that f = g = 0 on R − and β > 0 is a parameter. Solutions are sought in the class C 2 (Ω) and the boundary condition is to be understood as Boundary blow-up solutions of cooperative systems have been considered in [12] (with different nonlinearities than the ones treated here) and some examples of competitive systems have already been studied in [10, 11] . Boundary blow-up solutions in different cooperative, competitive or predator-prey systems arise in problems with "refuge", that is, in nonhomogeneous systems where one of the coefficients vanishes on a subset of the domain, see [5, 7, 8, 16] . For yet another type of systems with large solutions, see [6] .
We study existence, first order asymptotics and uniqueness of solutions of (2) respectively in Sections 2, 3, 4. In Section 5, we study in more detail a list of relevant examples. Here is a summary of our main results. The asymptotics of solutions is obtained at the price of a technical assumption on the nonlinearities commonly found in the literature (see e.g. [1] ). More precisely, let
where
We assume in what follows that f satisfies lim inf t→∞ φ(at) φ(t) > 1 ∀a ∈ (0, 1).
Examples are given by f (u) = e u or f (u) = u p , p > 1. A counter-example is given by f (u) = u (ln(1 + u)) 2p , p > 1. For 0 < β < 1 and β < θ 1, we let w θ > 0 denote the minimal solution to
(see e.g. [9] for the notion of minimal blow-up solution). Then, we have the following result. 
then for any solution (u, v) of the system (2)
where w θ 0 is the minimal solution to (4) with θ = θ 0 . 
f ((θ−β)t) = +∞ for θ < θ 0 , while the limit is equal to 0 if θ > θ 0 . Observe that in this case, though (7) holds, there is no value of θ for which the limit is equal to 1.
Remark 1.4.
Note that when condition (5) holds, the first order asymptotics of both u and v is independent of the nonlinearity g. The influence of g can be detected in the next terms of the asymptotic expansion of the solution. See Example 1 in Section 5.
On the contrary, when condition (7) holds, f and g already interplay in the value of the constant θ 0 of the leading asymptotics of u and v. See Example 2 in Section 5.
As a consequence of Theorem 1.2, we obtain under an extra convexity assumption: Corollary 1.5. Make the same assumptions as in Theorem 1.1. Assume in addition that f satisfies (3) and either condition (5) or (7) holds. t are nondecreasing in a neighborhood of +∞, then the system (2) has a unique solution. Remark 1.6. Even in the case of the ball, we do not know whether uniqueness remains true under the sole assumption that f and g are nondecreasing. n(t) = 1.
Existence
The proof of the existence of solutions in Theorem 1.1 follows a standard scheme where one first solves the system with a finite boundary condition m and then lets m → +∞. The former step can be carried out in a more general setting as described next. Consider the system
where f and g are two nonnegative C 1 functions such that f(0, 0) = g(0, 0) = 0 and ∂g/∂v 0, ∂f/∂u 0 (the system is then called cooperative).
Proposition 2.1. Given m > 0 the system
admits a unique minimal nonnegative solution (u, v) .
In the previous statement minimality refers to the following property: take any open set
To solve the system with finite boundary values we use sub and supersolutions. A convenient reference for monotone methods for equations and systems is [18] .
Proof. Choose a > 0, b > 0 sufficiently large such that the functions
Define
and for k 1
We claim that
Indeed, the property is straightforward if k = 1. Take k 2 and assume by induction that Let us show now that the solution constructed in this way does not depend on a, b as long as these parameters satisfy (12) . For this we argue as follows: suppose that u, v are constructed using a, b andũ,ṽ are constructed withã, b satisfying (12) . Let u k , v k denote the sequences defined by (13) , (14) . Arguing by induction we see that ifũ Consider u k , v k defined by (13) , (14) . Now we show thatū
Proof of Theorem 1.1. Necessary conditions. Suppose that (u, v) is a solution to (2) and for given γ > 0 set w = min(γ u, v). Let χ A denote the characteristic function of a set A. By Kato's inequality (see [14] ),
Hence w is a supersolution to the single equation u = h 1 (u) in Ω with u = +∞ on ∂Ω. Therefore this problem admits a solution and hence h 1 must satisfy the Keller-Osserman condition (1) (see e.g. [9] ). Choosing γ = 1 implies that f satisfies (1) and β < 1. Then, choosing γ = β < 1 implies that g satisfies (1). Sufficient conditions. Consider the minimal solution (u m , v m ) to the truncated problem
where m > 0. Such a solution can easily be constructed by the method of sub and supersolutions, see Proposition 2.1. Let γ ∈ (β, 1) and set
Then,
where h 2 (w) = min(γ g(
Since h 2 satisfies (1) and is nondecreasing, the boundary blow up equation w = h 2 (w) in Ω, w = +∞ on ∂Ω has a maximal solution w (obtained e.g. as the limit of (w n ), where w n denotes the minimal blow-up solution on a subdomain Ω n Ω with n Ω n = Ω). (14) starting with the trivial solutions, with
By the maximum principle u m,k v m,k in Ω. For the other inequality in (16) we may proceed similarly, but this time it is convenient to work withũ m,k ,ṽ m,k defined by (14) but with the boundary conditionsũ m,k = m andṽ m,k = βm on ∂Ω. The limit ofũ m,k ,ṽ m,k as k → +∞ and then as m → +∞ is the minimal nonnegative solution to the system, as can be seen by comparison.
Remark 2.3. For a general system (9) the same proof as that of Theorem 1.1 yields the following necessary condition for existence:
Similarly the next condition is sufficient for existence
However, these conditions are not equivalent in general, see Example 3. 
Asymptotics
Under the hypotheses on f stated in Theorem 1.1 and the Keller-Osserman condition (1) the problem
admits a minimal solution u and a maximal solution U . The maximal solution can be constructed as the limit U = lim δ→0 u δ where u δ is the minimal solution of (19) 
The next lemma is well known. It asserts that under hypothesis (3) all solutions to (19) have the same first order boundary behavior, see for instance [1, 2] or [3] .
Lemma 3.1. Let Ω be a bounded smooth domain in R N . Assume f satisfies (3). Then for any solution u of (19) we have
where ψ = φ −1 and φ is the function appearing in (3).
Lemma 3.2. Suppose f ∼ g at infinity and that f satisfies (3).
Let u be any solution to (19) and v any solution to (19) with nonlinearity replaced by g. Then
, ψ g = φ −1 g . Let φ f and ψ f denote the corresponding functions associated to f . By Lemma 3.1 it suffices to prove that
Since f ∼ g at infinity we also have F ∼ G at infinity and therefore φ f ∼ φ g at infinity. It follows from this and the fact that φ f satisfies the condition (3) that φ g satisfies this condition too.
Let m > 1. Condition (3) on φ g implies that there exists η > 1 and δ 0 > 0 such that
Since φ f ∼ φ g at infinity we have
Hence taking δ 1 > 0 small,
Since ψ g is nonincreasing we deduce
and by (20)
and since m > 1 was arbitrary, that
The corresponding inequality for the liminf is proved by reversing the roles of ψ f and ψ g . 2
The next lemma asserts that under the condition (3) the boundary behavior of solutions to (19) depends continuously on multiplicative perturbations of the nonlinearity.
Lemma 3.3. Assume f satisfies (3). Given γ > 0 let u γ denote any solution of
Let m > 1 and
and therefore
As m > 1 is arbitrary we deduce
Similarly, let m > 1 and
Proof of Theorem 1.2, part (a). Let (u, v) be any solution to (2) and w 1 be the minimal nonnegative solution to (4) with θ = 1. For simplicity we write w = w 1 . First we note that we have
Indeed for the minimal solution (u, v), we always have u v by (16) . Consequently,
so v is a supersolution of (4) and since w is the minimal nonnegative solution it follows that w v. Let
where β < θ < 1.
By Kato's inequality we have
with h θ given by
Let w θ be the minimal solution to (4) andw θ be the maximal solution to This together with (21) yields the conclusion. 2
Proof of Theorem 1.2, part (b).
We use Kato's inequality with
We have
with h θ given by (22). By assumption (7), given
Let w ε,θ denote the maximal solution of
where w is the minimal solution of (4) 
Collecting (24) and (26), the theorem is proved. 2
Uniqueness
In this section, we prove Corollary 1.5, which states the uniqueness of the solutions of (2) provided that f, g are nondecreasing, nonnegative C 1 functions such that f = g = 0 on R − that satisfy (3) , that either condition (5) or (7) holds, and that (a) either f, g are convex functions; (b) or Ω is a ball and
t nondecreasing in a neighborhood of +∞, and f, g nondecreasing everywhere.
We begin with the proof of the uniqueness result assuming that f, g are convex functions.
Proof of Corollary 1.5, part (a). Let ε > 0. Consider (u, v) the minimal BBUS solution and (u 1 , v 1 ) another solution to (2) . Actually, by (6) or (8) we have that
Therefore, since by convexity
t are increasing functions ((1 + ε)u, (1 + ε)v) is a supersolution of (2):
for some ξ 1 0, ξ 2 0. Since g (ξ 1 ) 0, f (ξ 2 ) 0 and (−1 + β)f (ξ 2 ) 0 we can apply the maximum principle for cooperative systems (see for example Appendix A of this paper or [19] , Theorem 3.15 and its following remark) to conclude that w 0 and z 0 in Ω. Letting ε → 0, we obtain the desired inequality. 2
We now prove the uniqueness result relaxing the hypotheses on f, g if Ω is a ball. This result compares with the uniqueness result in [9] . We begin with a lemma concerning the boundary behavior of the minimal solution (u, v) of our problem, and that is interesting in itself, since it is true for general domains and gives some insight of the boundary behavior of solutions. 
Proof. We establish (27), the other limit being similar. Fix A > 0. Consider the problem
For a given A > 0, if m is large enough then (m + A, m) is a supersolution to this problem and by the classical iterative method described in Proposition 2.1, we can construct a solution to this approximated problem. As we did in the proof of Theorem 1.1, (u A,m , v A,m ) converges to the minimal BBUS solution when m → +∞.
In addition, we have that
Therefore u A,m − v A,m is a supersolution to a single equation problem. Set w A for the solution to
Therefore, everywhere in Ω
We now let m → +∞, then A → +∞ that leads to
where w is the minimal BBUS solution to (34). 2
We now complete the proof of the uniqueness result. Consider r ∈ (0, 1). Let Ω r be the ball of radius r. Then for each x ∈ Ω r there exist ξ, ξ ∈ R such that
By the maximum principle for cooperative systems, we have
This ensures that the function
is nondecreasing in (0, 1).
Assume that 
there exists r ∈ (R 0 , 1) such that
To begin with we assume that (41) holds. In this case choose R 1 ∈ (R 0 , 1) such that
and take ε > 0 small enough such that
and by (40)
Thus in particular w(R 1 ) > 0. We choose r ε > R 1 close to 1, such that w(r ε ) < 0 and z(r ε ) < 0. This is possible by (6) or (8) .
In the annulus {r: R 1 < r < r ε } we then have
Therefore, (w, z) satisfy in the annulus
By the maximum principle in the annulus R 1 r r ε we have
and hence
Note that as ε → 0, r ε can be taken to approach 1. We then let ε → 0 to obtain 
for R 0 r r ε . Letting ε → 0 we have
and since M is nondecreasing we conclude that M is constant in [R 0 , 1). Thus u 1 − u = λ and v 1 − v = μ are constant in [R 0 , 1). Going back to the system we then have in the annulus R 0 < r < 1 ⎧ ⎨
where p > 1, 0 < β < 1.
By Theorems 1.1, 1.2 and Corollary 1.5, problem (45) has a unique solution (u, v), which we know the leading order asymptotics of. We investigate here how the first equation affects the next terms in the asymptotic expansions of u, v. We do this for simplicity in the case p > 3. 
where ε > 0 is suitably small and the constants are uniquely determined by the equations
Proof. The argument relies on constructing a sub-and a supersolution having a suitable boundary behavior. The reader is invited to check that the sub-and the supersolution that we construct depend continuously on Ω: this means that if a comparison principle is available (for systems with standard boundary conditions), then the solution (u, v) of (45) can be compared e.g. on an increasing sequence of domains Ω n Ω with the supersolutionū n ,v n blowing-up on ∂Ω n . Letting n → ∞ and checking thatū n (x),v n (x) converge pointwise to the supersolutionū,v blowing-up on ∂Ω, we obtain the desired inequality: u ū, v v. A similar approximation by outer domains enables us to compare (u, v) with a given subsolution. We finally note that the standard comparison principle for systems can be used, since for g (u, v We use as a supersolution
where 0 < ε < α and g 1 , g 2 > 0 are to be fixed later on.
In U δ we have
We take g 1 , g 2 of the form
where t 1 and a 1 , a 2 > 0 are fixed such that
Using convexity
where C depends only on p, β, Ω, a 1 and a 2 . Again, using convexity
Since p > 3 we have α ∈ (0, 1). Hence, using (49) we find
Then there is δ > 0 such thatū,v is a supersolution of the system in the set U δ = {x ∈ Ω: d(x) < δ} for any t 1. Having fixed δ we now select t large such that
It follows by comparison that u ū and v v in U δ .
The construction of a subsolution u, v is similar. We take
and t > 0 is to be fixed later on. Let us introduce
Later on we will need σ to be small. Let δ > 0 be small and U δ = {x ∈ Ω: d(x) < δ}. Recall that the unique solution u, v to (45) satisfies u 0, v 0. We take C large so that if
Using this inequality with
This condition is indeed satisfied if we take > 0 large but fixed and then δ > 0 small, since t is given by (50). It follows that in
By taking σ > 0 sufficiently small and then δ > 0 small we finally obtain
Now let us verify that u − e u−v 0 in U δ . It will then follow that (u, v) is a subsolution of (45). First we have
In addition
If γ > 0 is sufficiently small then
To this end we choose γ = κδ α with κ > 0 small. Recalling that t is given by (50) we see that (51) is satisfied in U δ . It then follows that 
We shall see that the constants involved in the leading asymptotics of the solution (u, v) depend on both nonlinearities f and g. We also compute the next term in the asymptotics of (u, v) and we observe that it is independent of the geometry of ∂Ω.
Existence of solutions for the system (52) does not follow directly from Theorem 1.1, since the nonlinearities g = exp and f = exp do not vanish at 0. To obtain the existence we thus need to construct a suitable subsolution. 
and
Proof. Regarding the existence part we let the reader check that Theorem 1.1 still holds when f, g do not vanish at (0, 0), provided there exists a bounded subsolution of the problem. We construct such a subsolution for (52) as follows. Take K > 0 large so that
and choose γ > 0 such that
The fact that αβ < 1 is a necessary and sufficient condition for existence follows from the above discussion, Theorem 1.1 and the change of unknownũ = u,ṽ = αv.
For the rest of the proof we assume that αβ < 1. Regarding the asymptotic behavior of solutions, first we establish that any solution (u, v) to (52) satisfies (53). For this purpose we first construct appropriate sub-and supersolutions. For δ > 0 define 
form a subsolution of (67), where the constants c 1 , c 2 , e 1 , e 2 are given by (54), (55). Indeed,
Using the inequality
and (57) we have
This holds in U δ if δ > 0 is small and
We note that from the start γ can be chosen close to α so that
We now decrease δ > 0 further to achieve |∇d| = 1 in U δ and
With δ > 0 now being fixed we choose K such that
Then in U δ we have by (59), (60) Step 2. Let (u, v) denote the subsolution (58). Then for any solution (u, v) of (52) we have
To prove this statement, for ε > 0 small consider the domain Ω ε = Ω ∪ {x ∈ R N : dist(x, ∂Ω) < ε}. Using Step 1, we can construct a subsolution (u ε , v ε ) to (52) in the domain Ω ε . Note that u ε , v ε depend continuously on ε for ε > 0 small. Substituting u by λu (for a given λ > 0) in the system (52), we obtain the equivalent form
where g λ (u, v) = Letting ε → 0, we obtain (64).
Step 3. Following the same argument as in the two previous steps one can show that for appropriate choices of γ > 0 and K > 0
where w is the solution of (56), is a supersolution of (67), and for any solution u, v of (67) we have u ū and v v in Ω.
(66)
Step 4 Example 3. Our next system is not of the form (2) . It demonstrates how our technique can still be used in more general settings. It also provides an example where conditions (17) and (18) 
Moreover, under condition (68) the system has a unique solution and it satisfies
and c 1 , c 2 are given by • balanced system: introduce n = r − s = p − q, then problem (67) reads also
Consider z the BBUS for the single equation z = z n . Then (z, z) is the BBUS for the balanced system. Before proving Proposition 5.3 we need to establish some preliminary results. The first one is the following comparison lemma. 
Proof. Considerũ i = log u i ,ṽ i = log v i . Thenũ 1 ,ṽ 1 satisfy 
Then
where g λ (u, v) = 
Using the first inequality in (77) -and its analogue for U 2 -we obtain for some η 1 , η 2 0
But
by (76). This gives a contradiction with (78). The remaining case, that is when sup
, is analogous so we skip it. 2 Proposition 5.3 will be obtained through a blow-up argument, using an idea from [4] . We start out by studying the associated limiting problem. We write x ∈ R N as x = (x 1 , x ) with x 1 ∈ R and x ∈ R N −1 . Let R N + = {(x 1 , x ): x 1 > 0}. 
We wish to show that t 0 1. Assume by contradiction that t 0 > 1. Let t n be a sequence such that t n → t 0 and for each n, either u u t n fails or v v t n does. At least one of these inequalities has to fail for infinitely many n's, and we work out the details in the former case. Passing to a subsequence if necessary there are x n such that u(x n ) > u t n (x n ).
We write x n = (x 1,n , x n ) and define r n = x 1,n and the functions u n (y) = r Now we take t 0 large enough such thatū u andv v on {x ∈ Ω: d(x) = δ}. By Lemma 5.5, we deduce that u ū and v v in U δ which implies the upper bounds in (86). The lower bounds are obtained similarly.
Step 4. Any solution (u, v) of (67) satisfies the boundary behavior (69). Let x n ∈ Ω be such that x n → x 0 ∈ ∂Ω. Without loss of generality we may assume that ν(x 0 ) = −e 1 . Let r n = d(x n ) andx n ∈ ∂Ω be the point on ∂Ω closest to x n . Define Step 5. 
εK.
Letting ε → 0 we obtain Applying the previous case we deduceũ 0 andṽ M which yields u M and v M in Ω. 2
