In this paper, we propose a new class of distributions called the Lindley generator with one extra parameter to generate many continuous distributions. The new distribution contains several distributions as submodels, such as Lindley-Exponential, Lindley-Weibull, and LindleyLomax. Some mathematical properties of the new generator, including ordinary moments, quantile and generating functions, limiting behaviors, some entropy measures and order statistics, which hold for any baseline model, are presented. Then, we discuss the maximum likelihood method to estimate model parameters. The importance of the new generator is illustrated by means of three real data sets. Applications show that the new family of distributions can provide a better fit than several existing lifetime models.
Introduction
Statistical distributions are very useful in describing and predicting real world phenomena. Numerous classical distributions have been extensively used over the past decades for modeling data in several areas. Recent developments focus on definition of the new families of distributions that extend well-known distributions and at the same time provide great flexibility in modelling data. Hence, several classes of distributions have been introduced by adding one or more parameters to generate new distributions in the statistical literature. The well-known generators are Marshall-Olkin generated family (MO-G) by Marshall and Olkin [1] , beta-G by Eugene et al. [2] , Kumaraswamy-G (Kw-G) by Cordeiro and de Castro [3] , McDonald-G (Mc-G) by Alexander et al. [4] , transformedtransformer (T-X) family by Alzaatreh et al. [5] , exponentiated T-X by Alzaghal et al. [6] , Weibull-G by Bourguignon et al. [7] , exponentiated half-logistic by Cordeiro et al. [8] , Lomax-G by Cordeiro et al. [9] , Zografos-Balakrishnan-G by Nadarajah et al. [10] .
The Lindley distribution was introduced by Lindley [11] to analyze failure time data, especially in applications modeling stress-strength reliability. The motivation of the Lindley distribution arises from its ability to model failure time data with increasing, decreasing, unimodal and bathtub shaped hazard rates. The Lindley distribution belongs to an exponential family and it can be written as a mixture of exponential and gamma distributions. The distribution represents a good alternative to the exponential failure time distributions that suffer from not exhibiting unimodal and bathtub shaped failure rates [12] . The properties and inferential procedure for the Lindley distribution were studied by Ghitany et al. [13, 14] . It is shown that the Lindley distribution is better than the exponential distribution when hazard rate is unimodal or bathtub shaped. Mazucheli and Achcar [15] also proposed the Lindley distribution as a possible alternative to exponential and Weibull distributions.
The probability density function (pdf) of a Lindley random variable X, with scale parameter θ is given by h(x; θ) = θ The Lindley distribution does not provide enough flexibility for analyzing different types of lifetime data because of having only one parameter. To increase the flexibility for modelling purposes it will be useful to consider further alternatives of this distribution. Therefore, the aim of this study is to introduce a new family of distributions using the Lindley generator. The term generator means that we have a different distribution F for each baseline distribution G. Based on the transformer (T-X) generator of Alzaatreh et al. [5] , we propose a new wider class of continuous distributions called Lindley-G family by integrating the Lindley density function having cdf given by where g(x; ξ) is the baseline pdf. Henceforth, let G be a continuous baseline distribution. For each G distribution, we define the Lindley-G distribution with one extra parameter θ defined by the pdf in (1.4). A random variable X with pdf (1.4) is denoted by X ∼ Lindley − G(θ, ξ).
We obtain the survival function corresponding to (1.3) as
Then, the hazard rate function (hrf) of X is given by
The rest of the paper is organized as follows. In Section 2, we present three new generated distributions in the proposed family. We discuss the distributional properties of the proposed family, including quantile function, limiting behaviors, moments and generated functions in Section 3. Section 4 is devoted to the Renyi and Shannon entropies, reliability function and order statistics. Maximum likelihood estimation of the model parameters and the observed information matrix are presented in Section 5. In Section 6, applications to three real data sets are presented to illustrate the potentially of the new family. Conclusion is given in Section 7.
Special Lindley-G distributions
The pdf in (1.4) allows greater flexibility of its tails and can be widely applied in many areas of statistics. Here, we present and study some special cases of this family because it extends several widely known distributions in the literature. The pdf is the most tractable when the cdf G(x; ξ) and the pdf g(x; ξ) have closed-forms. 
where a is the shape parameter and b is the scale parameter. A random variable X with pdf (2.2) is denoted by X ∼ LW (θ, a, b). For a = 1, it becomes the Lindley-Exponential (LE) distribution.
The corresponding cumulative density and hazard rate functions are, for x ≥ 0, a > 0, b > 0, θ > 0, respectively, given by Figure 1 displays plots for the probability density, cumulative distribution, survival and hazard rate functions of the LW distribution for several parameter values. Figure  1 indicates that the pdf of LW has various shapes. Both unimodal and monotonically decreasing shape appear possible. Monotonically decreasing shapes appear when a is small. Figure 1 also shows that the hrf of LW can have very flexible shapes, such as increasing, decreasing, upside-down bathtub. a=1.5, b=9, θ=2.5 a=1, b=0.5, θ=0.3 a=0.5, b=3, θ=1.5 a=3, b=5, θ=0.01 Figure 1 . Probability density, cumulative density, hazard rate and survival functions of the LW distribution for some arbitrary parameters 2.2. Lindley-Lomax distribution. Let X be a continuous random variable having a Lomax distribution with shape parameter α > 0 and scale parameter σ > 0. Then, the pdf and cdf of the Lomax distribution are, for x ≥ 0, σ > 0, α > 0, respectively, given by
Note that standard Lomax distribution is obtained for σ = 1. Then, the cdf of Lindley-Lomax (LL) by inserting (2.5) 
where θ, α are scale and α is shape parameters. A random variable X with pdf (2.7) is denoted by X ∼ LL(θ, α, σ). Note that the Lindley standard Lomax distribution is the special case of (2.7) for σ = 1.
The hrf of LL distribution is given by
Plots for the probability density, cumulative density, hazard rate and survival functions of the LL distribution for several parameter values are displayed in Figure 2 . The LL distribution given by (2.7) is much more flexible than the Lindley distribution and can allow for greater flexibility of the tails.
The pdf of the LL has unimodal and monotonically decreasing shapes. Figure 2 also shows that the LL distribution has decreasing hrf for small values of α and upside down bathtub hrf for the large values of α and θ.
Statistical properties
In this section, we study the distributional properties of the Lindley-G. In particular, if X ∼ Lindley −G(θ, ξ), then the shapes of the pdf, quantile function, moments, skewness, kurtosis are derived and studied in detail.
3.1. Useful expansions. Despite the fact that the cdf and pdf of Lindley-G require mathematical functions that are widely available in modern statistical packages, frequently analytical and numerical derivations take advantage of power series for the pdf. We use the following expansion of Gradshteyn and Ryzhik [16] for a power series raised to any positive integer n.
where cn,i,i = 1, 2, ..., for cn,0 = a n 0 , are easily obtained from the recurrence equation α=400, σ=0.3, θ=100 α=50, σ=0.5, θ=10 α=3.5, σ=2.5, θ=3 α=0.25, σ=15, θ=5 Figure 2 . Probability density, cumulative density, hazard rate and survival functions of the LL distribution for some arbitrary parameters.
The mathematical relation given above will be useful to obtain moments and entropy function of the Lindley-G family.
Other representations.
We now state some useful expansions for the pdf of Lindley-G family. If X ∼ Lindley − G(θ, ξ), we obtain a double-mixture form of the Lindley-G family using expansions in (3.2) and (3.3) as
where the coefficient is given by
Exponentiated-G (Exp-G) distribution is a very popular distribution family and have been studied by many authors in recent years, see Mudhokar et al. [17] - [19] for exponentiated Weibull, Gupta et al. [20] for exponentiated Pareto, Gupta and Kundu [21] - [23] for generalized exponential distributions and Nadarajah and Gupta [24] for exponential gamma distribution. Kumaraswamy-G (Kw-G) is another popular distribution family and also can be expressed as the Exp-G distribution. The various new distributions have been defined as a member of Kw-G family. Among these, Cordeiro et al. [25] investigated Kumaraswamy Gumbel distribution. Pascoa et al. [26] and Paranáıba et al. [27] studied Kumaraswamy generalized gamma and Kumaraswamy Burr XII distributions, respectively. Further, Nadarajah et al. [28] studied several mathematical properties of Kw-G and Lemonte et al. [29] defined exponentiated Kumaraswamy distribution and its log-transform.
For an arbitrary baseline cdf G(x), a random variable is said to have the Exp-G distribution with parameter a > 0, say X ∼ Exp − G(a, ξ), if its pdf is given by
Cordeiro and de Castro [3] introduced the Kw-G distribution with the pdf fKw−G(x) given by
Nadarajah et al. [30] was expressed (3.7) in the form of the Exp-G distribution as
where
The pdf of the Lindley-G family can be derived using the concept of exponential and Kumaraswamy distributions. By this way, we can use the statistical properties of Exp-G and Kw-G distributions.
Using some series expansion, we obtain the pdf of Lindley-G family as a combination of Exp-G distribution which is given by
We also obtain the expression for the pdf of Lindley-G as a linear combination of Kw-G density function as
3.3. Limiting behaviors. We seek to investigate the behavior of the probability density, cumulative density, survival and hazard rate functions as x → 0 and as x → ∞. Proposition 1. The limiting behaviors of (1.3), (1.4), (1.5) and (1.6) as x → 0 are given by
Note that the asymptotes of (1.3), (1.4), (1.5) and (1.6) as x → ∞ behave like Lindley distribution.
3.4. Shapes. The shapes of the pdf in (1.4) can be described analytically. The critical points of the pdf are the roots of (3.11)
If is a root of (3.11), then it corresponds to a local maximum, a local minimum or a point of inflexion depending on whether λ(x0) < 0, λ(x0) > 0 or λ(x0) = 0, where
3.5. Quantile function. Quantile functions are in widespread use in general statistics and often find representations in terms of lookup tables for key percentiles. Let X denote a Lindley-G random variable. The quantile function, Q(u), 0 < u < 1, for the T-X family of distributions is computed by using the formula of Alzaatreh et al. [5] as
where H −1 (u) is the inverse of the Lindley distribution function and W (.) is Lambert function.
We can also use (3.14) for simulating the Lindley-G random variable. Let U be a uniform variable on the unit interval (0, 1). Thus, by means of the inverse transformation method, we also consider the random variable X given by
In particular, the median of the Lindley-G distribution can be written as
. Skewness measures the degree of the long tail and kurtosis is a measure of the degree of tail heaviness. For the Lindley-G family, Bowley's skewness can be computed by using quantile function in (3.7) as
where Q(.) represents the quantile function. When the distribution is symmetric, S = 0 and when the distribution is right (or left) skewed, S > 0 (or S < 0). As K increases, the tail of the distribution becomes heavier. These measures are less sensitive to outliers and they exist even for distributions without moments.
We present skewness and kurtosis of the LW and LL distributions for various values of parameters in Table 1 . Table 1 reveals that for fixed b and θ, the kurtosis initially decreases and thereafter increases in Case 1. Besides, the skewness decreases for fixed b and θ in Case 1 when a increases While a is from 0.5 to 1 or a is greater than 4, the LW distribution has positive kurtosis so it is called as leptokurtic distribution. For a = 2.5 or a = 4, we obtain negative kurtosis and platykurtic distribution. Table 1 also reveals that the skewness increases when b increases for fixed a and θ in Case 2. The kurtosis does not vary for b 2.5 in Case 2 for fixed a and θ. It can be concluded that the parameter b does not effect on the kurtosis in Case 2. Note that we have leptokurtic and left skewed distribution in Case 2. Especially, the kurtosis is almost zero for and the distribution is called as mesokurtic. For fixed a and b, the skewness and kurtosis decrease when θ increases in Case 3. The LW distribution has more rounded peak and thinner tails while θ increases. In Case 4, the kurtosis decreases and the skewness increases when α increases for fixed σ and θ. The parameter σ does not effect on the kurtosis and while σ increases, the skewness decreases in Case 5. It can be noticed from Table 1 that the kurtosis decreases as θ increases. While θ increases, the effect on the kurtosis of the change in θ parameter decreases. Conversely, the effect on the skewness of the change in θ parameter decreases. Table 1 indicates that the LL distribution is right skewed and leptokurtic for all selected values of the parameters. Figures 3 and 4 are given to show which parameters lead to a particular properties of the distributions. Figure 3 shows that kurtosis and skewness decrease and an exponential decay shapes occurs when increases for fixed other parameters (Case 1). On the other hand, exponential growths occur for kurtosis and skewness as increases (Case 2). If increases while other parameters are fixed (Case 3), kurtosis has an exponential decay shape, whereas skewness increases almost linearly. The shape changes for the LL pdf can be seen in Figure 4 . The increase of parameter causes an exponential decay on kurtosis. Skewness is effected slightly by the increase of parameter to a point, then skewness increases almost linearly (Case 4). When increases for fixed other parameters (Case 5), kurtosis and skewness decrease. The increase of parameter in Case 6 causes decreasing kurtosis but increasing skewness.
3.6. Moments. Some of the most important characteristics of a distribution can be studied through moments. Let G(x; ξ) = u and G −1 (x; ξ) = Q(u) = x, then the nth moment µ n = E(x n ), n = 1, 2, ..., can be obtained as
where I(n, k) = 1 0 Q n (u)u k du . Further, the central moments (µn) and cumulants (κn) of the X can be obtained, respectively, as
, and κ3 = µ 3 − 3µ 2 µ 1 + 2µ 1 3 , etc. The skewness γ1 = κ3/κ 3/2 2 and kurtosis γ2 = κ4/κ 2 2 can also been computed from the second, third and fourth cumulants.
First four ordinary moments of the LW and LL distributions for various values of parameters presented in Tables 2 and 3, respectively. 3.7. Moment generating function. The moment generating function (mgf) is widely used as an alternative way to analytical results compared with working directly with the pdf and cdf. Let G(x; ξ) = u and G(x; ξ) −1 = Q(u) = x, then we give a formula for the mgf M (t) = E(e tX ) of X as 
where Ie(t, k) = , [32] . Here, we derive expressions for the Renyi and Shannon entropies when X is a Lindley-G random variable. The Renyi entropy of a random variable with pdf f (x) is defined as
for γ > 0 and γ = 1. Using the power series in (3.1) and also the generalized binomial expansions in (3.2) and (3.3) , we obtain
.., pj,0=1. Then, the Renyi entropy of the Lindley-G distribution is given by
The Shannon entropy of a random variable X is defined by E[− log f (X)]. It is the special case of Renyi entropy when γ > 1. Using the pdf of Lindley-G family, we obtain − log f Lindley−G (x; θ, ξ) = − log [1 − log (1 − G(x; ξ))] − (θ − 1) log (1 − G(x; ξ)) − log θ 2 + log θ 2 + log(θ + 1) − log (g(x; ξ)) and for the Lindley-G family direct calculation yields
where c i+1,k = (ka0)
Reliability.
In the context of reliability, the stress-strength model describes the life of a component which has a random strength X1 that is subjected to a random stress X2.
The component fails at the instant that the stress applied to it exceeds the strength, and the component will function satisfactorily whenever X1 > X2 . Hence, R = P r(X1 > X2) is a measure of component reliability. Here, we obtain the reliability function R when X1 ∼ Lindley − G(θ1, ξ) and X2 ∼ Lindley − G(θ1, ξ) are independent random variables. Probabilities of this form have many applications especially in engineering concepts. Let fi denote the pdf of Xi and Fi denote the cdf of Xi for i = 1, 2, then we obtain
From (4.4), the reliability function for the Lindley-G family is given by
where c2,j = (ja0) 
Order statistics.
Order statistics make their appearance in many areas of statistical theory and practice. They enter in the problems of estimation and hypothesis tests in a variety of ways. Therefore, we now discuss some properties of the order statistics for the proposed class of distributions. Let Xi:n denote the ith order statistic. Then, the pdf fi:n(x) of the ith order statistic for a random sample X1, X2, ..., Xn from F (x) distribution is given by
Using (3.2) and (3.3), the pdf of Xi:n for the Lindley-G family can be expressed as
where f (.) and F (.) are the probability density and cumulative density functions of the Lindley-G distribution, respectively.
Maximum likelihood estimation
Several approaches for parameter point estimation have been proposed in the literature but the maximum likelihood method is the most commonly employed. The maximum likelihood estimates (MLEs) enjoy desirable properties and can be used for constructing confidence intervals. Large sample theory for these estimates delivers simple approximations that work well infinite samples. Statisticians often seek to approximate quantities such as the density of a test statistic that depends on the sample size in order to obtain better approximate distributions. The resulting approximation for the MLEs in distribution theory is easily handled either analytically or numerically.
Let x1, x2, ..., xn be observed values from the Lindley-G distribution with parameters θ and ξ. The likelihood function for (θ, ξ) is given by
The log-likelihood function of the parameters (θ, ξ) can be expressed as
The log-likelihood function can be maximized either directly by using SAS (PROC NLMIXED) or Ox program (sub-routine MaxBFGS) [33] or by solving the nonlinear likelihood equations obtained by differentiating (5.1). The first derivatives of log L with respect to parameters θ and ξ are
∂ξ .
The MLEs of θ and ξ, sayθ andξ , are the simultaneous solutions of the equations
∂ log L ∂ξ = 0. Maximization of (5.1) can be performed by using nlm, adequacymodel or optimize in R statistical package. For interval estimation of (θ, ξ) and hypothesis tests, we require the observed information matrix. The observed information matrix for (θ, ξ) can be determined as
For large n, distribution of (θ −θ, ξ −ξ) can be approximated by a (r + 1) multivariate normal distribution with zero means and variance-covariance matrix I −1 . Some statistical properties of (θ,ξ) can be derived based on this normal approximation.
Application
In this section, we analyze three real data sets to demonstrate the performance of the LW and LL distributions in practice. We obtained the data sets from the Turkish State Meteorological Service (http://www.mgm.gov.tr/en-us/forecast-5days.aspx). First, we describe the data sets. Then, we fit some distributions to the data sets using MLE and the aim is to compare proposed distributions with several kind of distributions.
The model selection is carried out using the Akaike information criterion (AIC), Consistent Akaike information criteria (CAIC), Bayesian information criterion (BIC), and Hannan-Quinn information criterion (HQIC) given by
where p is the number of the model parameters and n is the sample size. The model with minimum AIC (or CAIC, BIC, and HQIC) value is chosen as the best model to fit the data. Finally, we give the histograms of the data sets and plot the fitted density functions to obtain a visual comparison of the adjustments of the models.
6.1. Particulate matter data. The considered first data set is corresponding to daily atmospheric particulate matter (PM10) observations. PM10 is microscopic solid or liquid matter suspended in the Earth's atmosphere. PM10 is formed by the mixture of oil, gasoline, and diesel fuel combustions. This pollutant is analyzed in this study because it may indicate a much higher health risk despite its low representation when compared to gas pollutants. It enters the body exclusively through the respiratory system and its effects depend on whether or not it enters the respiratory tract, with the degree of penetration depending on particle size [34] . Kocaeli is one of the most industrialized cities of Turkey. Many industrial facilities in terms of air pollution, constitute a risk. Because of Kocaeli's location, which is on the junction of Turkey's whole motorway transport, increases the importance of this issue. Hence, the analysis of PM10 is important for Kocaeli.
The daily PM10 values are measured and 683 observations are recorded for KocaeliDilovasi station. The period of the data set is between 2012 and 2015.
The descriptive statistics of the PM10 data is given in Table 3 . Table 3 indicates that the data has positive skewness and kurtosis. Note that the right tail is longer, the mass of the distribution is concentrated on the left of the figure and it has a peaked distribution.
We fit the LW distribution to the data sets using MLE and compared the proposed distribution with W (Weibull), L (Lomax), SL (Standard Lomax), E (Exponential) and Lindley distributions. We present the results of AIC, CAIC, BIC, and HQIC statistics for the models in Table 4 . These results show that the LW distribution has the lowest AIC, CAIC, BIC and HQIC values among all the fitted models, and so it could be chosen as the best model.
We obtain the MLEs of the model parameters for PM10 data in Table 5 . Finally, we obtain a density plot in Figure 5 to compare the fitted densities of the models with the empirical histogram of the observed data. Figure 5 shows that the fitted density for the LW distribution (the black one) is closer to the empirical histogram than the fits of the other distributions.
6.2. Sulfur dioxide data. Sulfur dioxide (SO2) is known to be one of the combustion end products of sulfur containing fossil fuels. The major health impact of SO2 include effects on breathing, respiratory illness, weakness of lung defenses, increase in the effects of existing respiratory and cardiovascular disease, and death [35] . Explanations of effects of pressure, temperature, and wind speed on the samplers for SO2 has been reported in many studies [36] , [37] . In particular, cities with heavy industrial activities have high levels of SO2 concentrations. With a population of over one million, Bursa is one of the most crowded cities in Turkey and has heavy industry consisting of automotive, textile, and food industries. Due to insufficient ventilation and high population and industrial densities, Bursa has a potential for serious air pollution problems. Hence, the estimation of SO2 measures is important for Bursa. For the second application, we consider a real The descriptive statistics of the SO2 data is given in Table 6 . As seen in Table 6 , the data is skewed to the right and positive kurtosis indicates a peaked distribution. We fit the SO2 data with proposed LL and LSL (Lindley-Standard Lomax), EL (Extended Lomax), L (Lomax), SL (Standard Lomax), Lindley and E (Exponential) distributions.
We obtained AIC, CAIC, BIC, and HQIC statistics to compare models in Table 7 . These results show that the LL distribution has the lowest AIC, CAIC, BIC and HQIC values among all the fitted models, and so it could be chosen as the best model.
Here, for more discussion, we obtain the MLEs of parameters for SO2 data in Table  8 . The histogram of SO2 data and plots of the fitted distributions are shown in Figure  6 . We conclude from Figure 6 that the LL distribution yield the best fit and hence can be adequate for the data. Figure 6 . Fitted densities of the distributions for the SO2 data.
6.3. Ozone data. The serious air quality problems, specifically inverse health effects, have been experienced in megacities of both developing and developed countries due to the exposure to high concentrations of ozone (O3). Istanbul is the center of industry, economics, finance and culture in Turkey. It has a serious air pollution problem due to domestic heating, industry and traffic. O3 is an important pollutant produced by a series of complicated photochemical reactions in Istanbul. Therefore, the estimation of O3 levels is vital for Istanbul. The third data set represents 592 daily ozone (O3) measures from 2012 to 2015 in Kadikoy, Istanbul. Table 9 shows the descriptive statistics of the O3 data. Table 9 shows that the data is skewed to the right and positive kurtosis indicates a peaked distribution. The values of AIC, CAIC, BIC, and HQIC are presented in Table 10 . Based on Table  10 , we obtain that the LL model gives the lowest values for the AIC, CAIC, BIC, and HQIC for O3 data. It is clear that LL distribution provides the overall best fit and therefore could be chosen as the more adequate model for explaining O3 data set. Table 11 lists the MLEs of the parameters for O3 data. Table 11 shows that the LL distribution can fit the current data better than other models. Then, the histogram of O3 data and plots of the fitted distributions are shown in Figure 7 . We also conclude from Figure 7 that the fitted LL distribution yield the best fits and hence can be adequate for the data.
Concluding remarks
The idea of generating new extended models from classic ones has been of great interest among researchers in the past decade. In this paper, we introduce a new class of models Figure 7 . Fitted densities of the distributions for the O3 data.
called the "Lindley-G" family of distributions which can generate all classical continuous distributions. For any parent continuous distribution G, we define corresponding Lindley-G distribution. Hence, the new class extends several common distributions, such as the Exponential, Weibull and Lomax distributions. We study some of statistical and mathematical properties of the new generator, such as ordinary moments, cumulants, generating and quantile functions, Shannon entropy, Renyi entropy, and order statistics. We discuss maximum likelihood estimation and inference on the model parameters. Three applications of the new family demonstrate its usefulness and potentiality to analysis of real data.
