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Intrusion Detection in Aerial Imagery for Protecting
Pipeline Infrastructure
Paheding Sidike, Almabrok Essa, and Vijayan Asari
Department of Electrical and Computer Engineering
University of Dayton, Dayton, Ohio, USA

Abstract - We present an automated mechanism that can detect
and issue warnings of machinery threat such as the presence of
construction vehicles on pipeline right-of-way. The proposed
scheme models the human visual perception concepts to extract
fine details of objects by utilizing the corners and gradient
histogram information in pyramid levels. Two real-world aerial
image datasets are used for testing and evaluation.
Keywords - Pipeline intrusion detection; discrete Fourier
transform; histogram of oriented gradient; pyramid level; feature
extraction; aerial imagery

I. INTRODUCTION
Intrusion of construction vehicles on pipeline right-of-way
(ROW) has been considered as major threats to pipeline
infrastructure. Persistent monitoring is therefore required to
know whether a pipeline ROW is threatened at any time.
Conventionally, pipeline surveillance is conducted qualitatively
by aircraft, driving patrol, and walking inspection to guarantee
the pipeline safety and security. These are, however, very costly
approaches for dealing with monitoring problem as pipelines
span far and wide. For example, captured video frames by
aircrafts flying over hundreds of miles of pipeline could be
challenging and would be expensive for human analysts to scan
through and identify the threats. An efficient way to avoid this
problem is to utilize computer vision algorithms to automate this
process. To successfully perform computer vision based object
detection task, ones need to tackle challenges such as the
presence of noise, low resolution, occlusion and large variations
of the objects. Therefore, the development of a robust automated
mechanism is a necessity to achieve desirable results.
Many vehicle detection algorithms have been introduced in
the literatures. Moon et al. [1] utilized four elongated edge
operator to identify vehicles, whereas in [2], edges of the front
windshield and shadows were used as features for car detection.
Grabner et al. [3] proposed on-line boosting methods based on
implicit appearance models for car detection. In [4], a cascaded
approach was proposed for vehicle detection in aerial imagery.
Recently, a hybrid deep convolution neural network was
introduced for vehicle detection in satellite images [5]. We
previously designed a multistage framework which utilizes
monogenic signal in a part-based model for automatic
machinery threat detection [6-8] in aerial imagery.
In this work, a three-stage algorithm is proposed for
construction vehicle detection in aerial imagery. These three
stages can be summarized as follows: 1) key-region selection,
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Fig. 1. Proposed algorithm scheme.

2) robust feature extraction, and 3) object classification. In the
first stage of the framework, a corner detector is employed to
extract potential regions-of-interest in the frame.
This
preprocessing operation will reduce the computation time and
decrease the false positive rate. The second stage of the
algorithm is to extract significant information for each detected
key region in a frame. We build a robust feature set to represent
an object from two parts. Firstly, we divide an image into two
circular regions with linearly increasing areas and pyramid
levels. Then the histogram of the local feature is extracted for
each sub-region and in multiple pyramid levels. In the last stage
of the framework, a support vector machine [9] with radial basis
kernel is used as the classifier to detect objects. The proposed
method is tested on the real-world aerial imagery captured by a
small aircraft flying over the pipeline ROW.
II. TECHNICAL APPROACH
A. Key region selection
The key region selection is designed for extracting potential
regions-of-interest that may contain objects and it also intends
to reduce computation time and false positives. Corners can be
used to describe an object with certain pattern of edge
distribution. In our scheme, Harris corner [10] detector is used
to find strong corners in an image. One of the important aspects
that we use in corner detection is based on our observation that
every construction vehicle in an image has stronger corners
compared to the background. Detection of those corners
warrants a fast way to roughly find the possible location of
objects in an image. However, there might be multiple corners
on one object due to complexity of object structure. Such issues
can be resolved by fusing two or few corners based on a
distance measurement. In the experiment, we empirically
choose the first twenty strongest corner locations for every
input frame and analyze a 128 × 128 area around each corner

as a center. This 128 × 128 local region of a corner is termed as
a key region. If two key regions have 25% overlapping area,
we discard one of them to avoid repeated computation. A
sample example of the key region detection is shown in Fig. 2.
Fig. 2(a) shows an original image and Fig. 2(b) presents initial
corner detection results. The results after selecting twenty
strongest Harris corners is demonstrated in Fig. 3(a), and Fig.
3(b) shows the final selected regions after discarding
overlapping regions. From this figure, it is obvious that all three
desired objects have been selected as potential target locations.

(a)

(b)

Fig. 2. Refining building detection. (a) Raw input image, and (b) initial
detected corners.

B. Feature extraction
The proposed feature extraction method can be described
into two parts as follows. In the first part, we firstly divide an
image into two circular regions with linearly increasing areas,
then histogram of local feature is extracted for each sub-region.
Considering the processing time efficiency, we approximate
circular regions as square regions in the experiment. As for
feature extraction in each sub-region that mentioned above, we
first compute histogram of oriented gradients (HOG) [11] and
then map the histogram to discrete Fourier domain with
associated weighting for each sub-region as shown in Fig. 4,
where 𝐾0 is a weight for sub-region 1, while 𝐾1 is a weight for
sub-region 2. We set 𝐾0 > 𝐾1 to give more weights to the
center of the object. Fourier transform provides magnitude and
phase information in spectral domain. The changes of phase
correspond to signal shifting, while the magnitude of discrete
Fourier transform (DFT) of a signal remains unchanged when
it undergoes a shift. This concept can be illustrated in the
following equations. Assuming that a signal 𝑓(𝑥) is circularly
shifted by k elements, the discrete Fourier transform can be
represented as
𝐹 ′ (𝑤) = 𝐹(𝑤)𝑒 −𝑗𝑤𝑘

(1)

where 𝐹(𝑤) is the DFT of 𝑓(𝑥). The magnitude of 𝐹 ′ (𝑤) is
obtained by
|𝐹 ′ (𝑤)| = |𝐹(𝑤)||𝑒 −𝑗𝑤𝑘 | = |𝐹(𝑤)|

(2)

Applying this idea to gradient histograms, the magnitude of
DFT of the gradient histogram remains the same when an image
region is rotated. This brings a rotation invariant feature, which
is very useful since the same or similar objects can be presented
in various orientations in a scene. We denote this feature as
weighted Fourier magnitude of HOG (WFMHOG).
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Fig. 3. Refining building detection. (a) Original image, and (b)
estimated objects-of-interest.

In the second part of the feature extraction algorithm, a key
region is partitioned into increasingly fine sub-regions in
multiple levels as a spatial pyramid, then FMHOG is computed
for all levels of the pyramid regions. This allows us to capture
the appearance of a local patch at multiple levels of details and
to preserve holistic geometric properties of an object [12]. Fig.
5 shows a concept of pyramid based FMHOG. In spatial level
0, the WFMHOG is computed as the same procedure as in the
first part of the feature extraction algorithm whereas in spatial
level 1, the image is partitioned into 4 sub-regions and then
FMHOG is computed for each individual region. To extract a
better feature, we also assign weights for each level of the
pyramid as shown in Fig. 5, where 𝑊0 is a weight parameter for
level 0, while 𝑊1 is a weight for level 1. The final descriptor is
built by concatenating the features from spatial pyramid level 0
and 1.
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Fig. 4. Feature extraction using WFMHOG for sub-region 1 and subregion 2 using WFMHOG.

III. EXPERIMENTS
The datasets used in this experiment were captured by a
small aircraft flying over pipeline ROW. The first dataset
contains 4380 frames captured at an average altitude of 1100
feet and the second dataset has 10983 frames with an average
altitude of 1300 feet. All frames are with a resolution of 1920 ×
1080 pixels. For training the classifier, positive (construction
vehicles) and negative samples were manually selected from
the previous datasets (not from the testing data). Approximately
50% of the construction vehicles from the two datasets were
added to the positive samples. The ground truth was determined
manually for each dataset. As for parameters in feature
extraction, we use a 9-bin histogram for FMHOG with two subregions for local feature extraction (see Fig. 4), and two levels
of spatial pyramid (see Fig. 5). This constructs a feature vector
with a dimension of 54 (9+9+4*9). Once the final feature is
obtained, a support vector machine with Radial basis kernel is
used as the classifier to detect objects.
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Fig. 5. Spatial pyramid based FMHOG.

Fig. 6 shows some sample detection results. In Fig. 6(a),
multiple objects are detected without any ambiguity. Fig. 6(b)
shows that an object is detected when it is occluded by
overhanging tress, whereas Fig. 6(c) presents a detection when
an object is under low lighting condition. Fig. 7 depicts
detection accuracy in terms of true positive rate (TPR), false
positive rate (FPR) and false negative rate (FNR). From this
figure, it can be seen that the proposed algorithm can perform
well in this dataset providing above 90% of TPR and around
5% of FNR in both the datasets.
IV. CONCLUSION
In this paper, we presented a new automated intrusion
detection system for protecting the pipeline infrastructure. Our
approach consists of a key region selection method and a
pyramid based feature extraction technique. Experimental
results using two real-world datasets show that the proposed
system is able to detect objects in challenging environments
such as partial occlusion and low illumination. The results also
show that we can achieve more than 90% TPR for machinery
threat detection which offers a practical candidate for a wide
area surveillance methodology to protect our pipeline
infrastructure.
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Fig. 7. Statistical evaluation of the proposed method.
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Fig. 6. Sample construction vehicle detection results. First column:
original image; second column: detection outputs as marked in
yellow bounding boxes.

