Treating shallow tumors with a homogeneous dose while simultaneously minimizing the dose to distal critical organs remains a challenge in radiotherapy. One promising approach is modulated electron radiotherapy (MERT). Due to the scattering properties of electron beams, the commercially provided secondary and tertiary photon collimation systems are not conducive for electron beam delivery when standard source-to-surface distances are used. Also, commercial treatment planning systems may not accurately model electron-beam dose distributions when collimated without the standard applicators. However, by using the photon multileaf collimators (MLCs) to create segments to modulate electron beams, the quality of superficial tumor dose distributions may improve substantially. The purpose of this study is to develop and evaluate calculations for the narrow segments needed to modulate megavoltage electron beams using photon beam multileaf collimators. Modulated electron radiotherapy (MERT) will be performed with a conventional linear accelerator equipped with a 120 leaf MLC for 6-20 MeV electron beam energies. To provide a sharp penumbra, segments were delivered with short SSDs (70-85 cm). Segment widths (SW) ranging from 1 to 10 cm were configured for delivery and planning, using BEAMnrc Monte Carlo (MC) code, and the DOSXYZnrc MC dose calculations. Calculations were performed with voxel size of 0.2 × 0.2 × 0.1 cm 3 . Dosimetry validation was performed using radiographic film and micro-or parallel-plate chambers. Calculated and measured data were compared using technical computing software. Beam sharpness (penumbra) degraded with decreasing incident beam energy and field size (FS), and increasing SSD. A 70 cm SSD was found to be optimal. The PDD decreased significantly with decreasing FS. The comparisons demonstrated excellent agreement for calculations and measurements within 3%, 1 mm. This study shows that accurate calculations for MERT as delivered with existing photon MLC are feasible and allows 
the opportunity to take advantage of the dynamic leaf motion capabilities and control systems, to provide conformal dose distributions.
(Some figures in this article are in colour only in the electronic version)
Introduction

Clinical relevance and necessity for modulated electron radiotherapy
Megavoltage-photon-based radiation therapy for treatment of shallow tumor volumes is compromised by the secondary electron buildup and radiation transport properties. When treating shallow tumors, the radiation beams transit through the entire patient, exposing distal normal tissues. Megavoltage electron beams have the property of a finite range, and therefore do not deliver significant radiation doses to distal depths. However, the sophistication of electron therapy has not advanced beyond conventional therapy due to the lack of automated field-defining aperture systems (multileaf collimators) designed for electron-beam dosimetry. Implementation of modulated electron beams requires labor-intensive (cutouts and bolus) tasks, provides limited lateral conformity and is not supported by any commercial inverse planning software. If some of these limitations were overcome using an automated field-shaping method, the electron intensity could be modulated, potentially improving the conformation of dose distributions to shallow tumors. This process, termed as modulated electron radiotherapy (MERT), is investigated in this work.
As an example of targeted sites that would benefit from MERT, treatment to the chest wall stands out. Current techniques of using tangential photon adjunct fields abutting supraclavicular and posterior axillary fields are difficult enough without the addition of treating a separate medial breast internal mammary field with a mixture of photon and electrons. Though there has been extensive work to optimize these techniques (Jin et al 2005) , there are shortcomings due to match-line problems and delivery of unacceptable doses to volumes of heart, lung and contra lateral breast. Ma et al (2003) compared conventional radiotherapy, IMRT and MERT for breast cancer treatment. The MERT plans used two gantry angles with a mix of four electron beam energies (6, 9, 12 and 16 MeV) . These produced excellent treatment plans, reducing the maximum lung and heart dose when compared against conventional and photon IMRT techniques.
Treatment of the scalp proves to be a more challenging clinical application of electron beams. There have been many approaches tried for this site, such as the use of matched fixed electron beams, narrow photon fields, brachytherapy and IMRT (Ozyar and Gurdalli 2002 , Walker et al 1999 , Yaparpalvi et al 2002 , Peters 2000 , Tung et al 1993 . A practical technique has been described by Tung et al (1993) using lateral electron fields matched to narrow photon fields that treat the outer rind of the scalp. The introduction of photon IMRT launched other treatment options (Locke et al 2002 , Bedford et al 2005 , Orton et al 2005 . Unfortunately, attempts to treat the scalp with some of these techniques may have resulted in secondary malignancies (Schafer et al 2001 , Currie et al 1999 . These reports allude to the need for a safe and effective radiotherapy technique for scalp disease.
Tertiary electron MLC systems
One requirement for MERT is to vary energy and/or intensities. One option is to apply bolus as a means of simultaneously changing intensity and energy, though not separately (Low et al 1992) . But due to practical limitations, after extensive milling of such custom bolus devices, this technique does not provide the modulation needed to obtain the distributions desired. Ma et al (2004) described methods for changing energy and intensity of multileaf collimated electrons. Energy switching by using a scanning electron beam with a heliumwrapped machine head (Karlsson et al 1999) to provide multiple and rapid energy change was previously described. Using existing photon multileaf collimators (MLCs) to modulate electron beams has been shown to be feasible, but reports of Klein et al (1996) and Klein (1998) showed that an SSD of 70 cm was necessary to provide clinical acceptable fields using the photon MLCs due to the dispersion of the electrons in air. One treatment delivery system, the Scandatronix MM50, possesses scanning beam electrons emanating from a helium-filled treatment head. This facilitated electron-beam shaping by MLC (Zackrisson and Karlsson 1996) .
The other possibility is to design a tertiary electron MLC (e-MLC) system that is closer to the patient, thereby narrowing the penumbra that is produced when the multileaf collimator is far from the patient. An early paper by Blomquist (Blomquist et al 2002) described a multileaf collimator design that would work for both photon and electron IMRT applications. Lee et al (2000) found that replacing air with helium in the treatment head made a significant impact on predicted dose distributions. Karlsson et al (1999) demonstrated that penumbra, effective source position, field shape and matching could be optimized by replacing air with helium in the treatment head below the MLC leaves and by shifting the position of the scattering foils, monitor chamber and MLC position.
A more recent paper by Hogstrom et al (2004) described the dosimetric aspects of a prototype retractable electron MLC for fixed beam electron therapy. The device used brass leaf pairs at distances of 90 cm from the source to the diaphragm distance (10 cm from isocenter).
An additional concern about an add-on electron collimation system is the bremsstrahlung or photon contamination (pc) radiation (Bremmstrahlung) introduced as shown by Olefsson et al (2005) . The dose due to bremsstrahlung radiation is an important consideration for the construction and material choices for these devices. Ma (2004) described the effect of magnetically collimated electrons, particularly the reduction of surface dose and increased output. And finally a study by Al-Hahya et al (2005) using few leaf electron collimation (FLEC) proved to be an efficient and reasonable method for delivering energy modulated electron therapy (EMET).
Monte Carlo modeling and calculations
At present time (2007) there are no commercial treatment planning systems that provide electron-beam calculations with MLC. Therefore, one must perform in-house dose calculations using Monte Carlo calculations for MLC collimated electrons. One of the challenging features of electron-beam dose calculations is that electron scattering is highly sensitive to the transited material density and composition. The proposed use of tertiary multileaf collimator systems makes dose calculations even more challenging. Monte Carlo calculations have been shown to provide excellent agreement between measured and calculated dose distributions using phase-space data that have been derived from measured data. This feature of Monte Carlo calculations will help expedite its implementation and limit the need for extensively modeling the linear accelerator.
Nueuenschwander first described a macro-MC method for electron-beam calculations (Neuenschwander and Born 1992) and later for treatment planning (Neuenschwander et al 1995) . This macro method improves calculation efficiency by using large energy bins and dose deposition areas whenever possible. A paper by Scora and Faddegon (1997) described dramatic increases in calculation speed when using phase-space evolution methods. Bieda et al (2001) and later Antolak et al (2002) described methods for modeling electron beams using the BEAM code in terms of beam commissioning. Schreiber and Faddegon (2005) quantified sensitivity of large field electrons to MC modeling of the linear accelerator. An effort by Udale (1988) studied surface doses for large electron fields by MC methods, incorporating pc. She followed up this with a study (Udale-Smith 1992) with a MC analysis of Elekta linear accelerator generated electron beams using generated energy spectra provided by MC. Faddegon et al (2005) achieved calculations to within 5%/5 mm of measured data for conventional electron beams. A comprehensive paper by Ma et al (1997) showed that 2% agreement of measurements and MC calculations was feasible for dose distributions and outputs by using a multiple source model. Zhang et al (1999) used the BEAM code to successfully predict electron beam output factors. Faddegon demonstrated (Faddegon et al 1998) that one could derive electron energy spectra from measured per cent depth dose data for clinical beams, including bremsstrahlung x-rays. He later used MC simulation to predict dose distributions for large electron fields (Faddegon and Blevis 2000) , demonstrating the success of BEAM. Jiang et al (2000) used the mutli-source model and tuning of energy spectra to derive accurate (2%) calculations. Cygler et al (2004) evaluated the first commercial MC-based dose calculation engine for electron treatment planning. The authors examined the accuracy of profiles and depth dose in both homogeneous and heterogeneous media, along with monitor unit calculations, while Popple et al recently published a validation paper confirming macro-MC calculations for a commercial planning system (Popple et al 2006) . And finally, Colemen et al (2005) compared MC calculations and those calculated from a commercial system for electron breast boost irradiation. They found MC calculations superior to the Fermi-Eyges-Hogstrom pencil beam algorithm tested.
Monte Carlo dose calculations have been shown to be not only accurate, but also practical. The main purpose of this study is first to ascertain whether MC simulations could be used to accurately calculated dose distributions for narrow segments collimated by the built-in photon MLCs used for MERT delivery. And in order to eventually plan and treat superficial lesions ideal for modulated electron radiation therapy, treatment planning techniques will be required that make use of the measured dosimetric data presented here.
Materials and methods
Machine capabilities and operation
The key steps to evaluating and implementing MERT using the photon multileaf collimator are to model the linear accelerator (linac) for calculations and to perform comprehensive measurements for calculation validation.
The linac configuration for an accelerator (Trilogy: EX/IX Series III, Varian Oncology Systems) was confidentially provided by the manufacturer for the machine used for modeling and treatment. The machine is a Varian Trilogy, an IX model with additional kV imaging capabilities. The machine was tested for radiation output stability before each sequence of measurements. The output was found to be consistent to within 0.4% for five consecutive exposures. In addition, on a monthly basis, extensive quality assurance was performed that includes monitoring of electron output, flatness, symmetry and energy. The electron-beam characteristics for the energies on this machine are noted in table 1. The individual beam delivery components are outlined in figure 1. 
where C 1 , C 2 and C 3 are constants, with C 1 = 0.22 MeV, C 2 = 1.98 MeV cm −1 and C 3 = 0.010 25 MeV cm −2 . R 90 : depth of 90% (cm). R 50 : depth of 50% (cm). R p : practical range of electrons as determined by extrapolation of a measured PDD curve's downward slope to the interface on the depth axis. pc : per cent of remaining depth dose value 10 cm beyond the practical range. This is essentially the photon contribution of a given electron beam.
Monte Carlo modeling
The modeling data for the linac were entered into a Monte Carlo module titled BEAMnrc (Rogers et al 1995) . All media in the path of the beam that emanated from the vacuum window were entered in as component modules (CM). A CM can be considered as a block which has a 'front' surface and a 'back' surface. An accelerator model is built using many CMs, for example the scattering foils and primary collimators. Information provided by the linac manufacturer using CONESTACK CM was used for scattering foil input data. The CHAMBER CM was used to model the linac ionization monitor chamber. This CM is also useful for central-axis depth-dose calculations and for analysis of dose components due to particles coming from different parts of an accelerator.
The next hardware component to be modeled was the MLC leaves. The intricate leaf design required large and complex input files using the BEAMnrc (hereafter BEAM) component module. Details as minute as the leaf tip design, leaf driving screw hole, support railing groove, etc were required for data entry. DYNVMLC is a CM specifically designed to model the Varian Millenium multileaf collimator. The code is based on VARMLC. The user specifies cross-sections perpendicular to the leaf opening direction for the three leaf types (FULL, TARGET and ISOCENTER leaves) found in the MLC. Each leaf in the leaf bank (usually comprising 120 leaves in all) is assigned a type, with TARGET/ISOCENTER leaves always occurring in pairs. The user also specifies the opening dimensions for each leaf and a Z focal point for the leaf sides. Leaves can have cylindrical (rounded) or straight, focused ends. Leaf positions are defined at the location midway from the bottom to the top of the leaf, therefore isocentric leaf settings must be back projected.
A manuscript by Heath and Seuntjens (2003) gave clear direction on the development of the input files for the MLC. The details are important to model electron scatter off the leaves. The leaves are positioned below the collimating jaws as seen in figure 2 , and project to assigned locations that project to programmed apertures at isocenter. The leaves are ∼5.6 cm thick, made of tungsten and have a curved-end shape.
The Y-jaws are perpendicular to the leaf motion and define the longitudinal aperture boundaries. The X-jaws are parallel to the leaf motion and are set beyond from the most retracted leaf position. The leaf sides follow divergence and in most cases coincide with the Y-jaw. The leaf ends are curved and do not follow divergence as they move perpendicular to 70cm SSD (projected FS) 100cm SSD setFS defined central axis. The leaf settings are defined at 100 cm. For consistency of data reporting we define aperture sizes as the projected field dimension at 100 cm. Onward the aperture sizes are described as the setFS (set Field Size). However, the effective aperture size on a given surface is scaled according to the SSD, in figure 2(a), the terms xB i and xA i . It is important to note that the leaf ends (along the X-plane) do not have divergent edges nor follow divergence. However the leaf sides (along the Y-plane) do follow divergence. They possess a 'tongue' and 'groove' section on the order of 1 mm projected to isocenter. Distal to the leaves is the gantry housing, including a mylar window, modeled as a CM. The housing is located 45 cm from isocenter, an important consideration with respect to patient collisions, potential with the short SSD treatments anticipated.
The machine used has monthly quality assurance performed for the MLC system, including accuracy of leaves in some select patterns. However, we further tested leaf position accuracy and reproducibility for small field patterns similar to those studied. Accuracy as determined by the computerized leaf setting was compared to light field (calibration method), and was always within 0.5 mm, as was reproducibility. 
Monte Carlo calculations using BEAM and DOSXYZ
The BEAM code was used to generate the phase-space files for a given aperture (Rogers et al 1995) . The phase-space file is effectively the fluence for a given beam at a given snapshot in time. The DOSXYZnrc (hereafter DOSXYZ) calculations are then used to assess dose once the phase-space file encounters the phantom (or patient). For our particular calculations, we chose photon cutoff energy of 10 keV and electron transport cutoff of 521 keV, for efficiency considerations. These values were recommended in the BEAM manual (Cygler et al 2004) according to the interactions likely for photons (above delta ray energy) and electrons (above 0.5 MeV) for the media types encountered. We also performed photoelectric and pair-production angular sampling, hence repeating histories of some tracks in terms of angular distribution, which should have very little effect on electron transport. Triplet production and Rayleigh scattering, neither associated with electrons, were turned off. The maximum fractional energy lost per step, otherwise known as ESTEPE, was chosen to be 0.25.
Calculation of hardware and set limitations.
Calculations were performed on a dedicated cluster consisting of eight Pentium 2.0 GHz PCs. The accelerator simulations were based on a Varian Series III/Millenium linear accelerator operating at electron energies of 6, 9, 12, 16 and 20 MeV. We used the E p values for our energy leaving the window to generate the global spectrum of electrons and photons (pc). The model includes the exit window, primary collimator, primary and secondary scattering foils, electron monitor chamber and X-and Y-jaws. Calculation parameters were as follows:
• For each production run (calculation), 10 9 particles were incident on the electron exit window. The output of the accelerator was recorded in a phase-space file 54.907 cm from the source (just below the MLC).
• The water phantom was modeled with the EGSnrc-based Monte Carlo code DOSXYZ.
• The simulated phantom had dimensions of 40×40×40 cm 3 , with the water surface defined at 70, 85 or 100 cm SSD.
• For ease of analysis, the voxel size was limited to 0.2 × 0.2 × 0.1 cm 3 .
• The contents of the 70 cm phase-space files were used once (for most cases) per simulation.
The typical CPU time for calculations was 4870 s (1.35 h) on each of the eight processors, for a total effective CPU time of 10.8 h. The variance from the central core portion of the field (within the FWHM) varied from 0.9% to 3.5%, with most voxels reporting <1.5%.
Measurements
Measurements were conducted in water-equivalent plastic (SW:Solid Water TM , Gammex, Inc.) phantom using silver-halide radiographic film (XV or EDR2, Kodak). Films were processed and analyzed via the a commercial film analysis system (RIT V4.1). The analysis system consists of a 16 bit laser film scanner (Vidar VXR-16 Dosimetry Pro, Vidar Systems Corp.), as part of the Dosimetry PRO along with dose distribution analysis software (Dosimetry Pro, RITT, Corp.). A 178 µm resolution was chosen for the scans. For each data set a corresponding dose/density film set was exposed encompassing the dose range to be used for the measurements at either the single electron-beam energy or a mid-range energy when multiple electron energies are to be used. Films were carefully placed in the SW slabs. For profile measurements, films were maintained in light-tight, air compressed envelopes and placed at the appropriate depths between slabs. These films were aligned using lasers and etched to depict orientation. Isodose and per cent depth dose (PDD) films were removed from their protective 'ready pack' envelopes and placed in special SW cassettes to properly position them, keep them devoid of light and registered to the cassette's outside markers. This special phantom had a lip of 3 mm, preventing measurements from surface to 3 mm. These data are best acquired by parallel-plate ionization chambers. Single profile data and PDD data were extracted from the RIT system and entered into MatLab technical computing software (MatLab V7.1). Data were converted into appropriate matrices and normalized to the maximum dose for both the profiles and the PDD data. The measured profiles were acquired to be compared to calculated profiles for the same beam configurations. To ascertain general characteristics of the MLC collimated electrons and to obtain data to validate the MC calculations, simple configurations were tested.
Dependence on photon jaw settings.
The first measurements were to test the affect of changing the X-jaw (plane of MLC) on beam profiles. The jaws can either improve the sharpness of a beam edge by absorbing potential pc and minimizing wide angle scattered electrons. However, if the jaws are brought too close to the field edge they may propagate scattered electrons and x-rays to diffuse the beam penumbra. Therefore, it is necessary to resolve an ideal jaw position for the jaws relative to the leaf positions. This may be a mute point as the jaws must be retracted to the most retracted leaf for irregular fields and must remain static for multi-segmented or dynamic leaf positions. The Y-jaws orthogonal to the leaf motion set the upper and lower field boundaries. Table 2 outlines the tests performed for 12 MeV electrons including tests of dependence on jaw settings.
Field profiles.
One of the most important data sets to acquire for calculation validation is beam profiles. From these we can extract penumbra (80-20% values), field dispersion data (defined as the FWHM divided by surface field size), field uniformity (uniformity index of 90-50% values) and dose outside of the field. We started with 12 MeV, measuring profiles for a variety of field sizes at 70 cm SSD for three depths (3 cm ∼100% for applicator fields, 4 cm ∼80%, and 5 cm ∼50%). The MUs were designated to yield reasonable density ranges on the irradiated films. The MUs were chosen accordingly increased as the field sizes decreased <3 cm in set width. The Y-jaws were positioned to the same settings as the MLC set field size, essentially creating a square aperture. The X-jaws were set beyond the MLC leaves, typically by 2 cm. However for apertures 6 cm or less in width, the X-jaws were maintained at 7.2 cm. This was done as the modulated delivery will have fixed jaws beyond the most retracted leaf position, beyond the full range of leaf motion, independent of the individual segment size(s).
Isodose, profile, and PDD data.
In addition to the perpendicular films taken, a film was irradiated for each field size parallel to the beam along the central-axis plane. This was done to derive per cent depth dose and as a comparison of a single plane profile to compare with the perpendicular films taken at distinct depths. In comparing the planar 2D distributions for the 3 × 3 cm 2 field size for the perpendicular films at the three depths (3, 4, 5 cm) with the planar 2D distribution derived from the parallel film ('isodose') for the same three depths, negligible differences (<2% and/or 1 mm deviation for a given off-axis location or relative dose value) were found (figure 3). The PDD data are necessary to validate calculations, but also yield data such as the depths of d max , 90% depth, 50% depth (correlates with energy), practical range (finite range of electrons), Bremmstrahlung (pc), and surface and buildup doses. As we will discuss later, the latter information was acquired with a parallel-plate chamber.
Therefore, as it is most efficient to measure 2D planar distributions and PDD with a single film, parallel film sets were used for the remainder of the profile measurements. Isodose films were taken for 6, 12 and 20 MeV beams for set square field sizes of 1, 2, 3, 4, 6 and 10 cm for both 70 and 85 cm SSDs. A small sample of isodoses was performed at 100 cm for comparison purposes. Cross profiles and PDD were extracted from these isodose films. In addition, a micro-ionization chamber (N31011, PTW) was used to measure dose outside of the field within a solid water phantom. This was necessary due to concerns over film (silver) response to photo-electric and pair-production pc contributions enhanced by high-Z materials (Williamson et al 1981) . Also, some PDD data were measured using the micro-ionization chamber to asses any dependence on pc on film response, at deep depths where pc dominates.
As the film was placed in a cassette, there was a limit as to the ability to measure dose in the buildup region. The cassette had an inherent 3 mm lip to facilitate a staggered sandwiching of the film within the cassette. In addition, film placement at the edge involved some handling of the first 1-2 mm. Therefore, film data from 0 to 5 mm depth were not considered reliable. To complement the film data for these shallow depths, a thin window parallel-plate ionization chamber was used. The chamber (PS-033, Capintec) has an aluminized mylar entrance window with an equivalent thickness of 0.027 cm, a plate separation of 20 mm, an effective measurement window diameter of 17 mm and a guard ring of 2.5 mm width. The effective measurement depth is taken at the distal surface of the proximal plate, effectively 0.027 cm. For megavoltage photon and electron beams, this effective depth is independent of energy, therefore depth, and field size due to the non-obtrusive guard ring for this chamber. This precluded measuring buildup doses for set field sizes <6 cm (a 4 cm set field of 28 mm at surface for 70 cm SSD would have been too narrow for this chamber geometry). Ionization readings were accumulated for depths from surface to the respective d max depths in solid water for a variety of field sizes and the 6, 12 and 20 MeV energies. Relative ionization (normalized to the maximum value) was converted to relative dose (Khan 1984) by simply accounting for the restricted mass stopping power, where dose, D, was derived by
where θ is proportional to the charge, M e , the collected ionization.
As there is a small bias effect for parallel-plate chambers (Klein and Purdy 1993) , both positive and negative biases were applied, where polarity = M + e + M − e 2 that was applied for all data pairs.
Changing SSD.
A comparison was also made for the effect of changing the SSD but maintaining the surface field size, by changing the MLC, X-and Y-jaw settings to maintain 10 cm at the surface. This was performed for 12 MeV electrons.
A full set of isodose profiles was also acquired for the 20 MeV electron beam for set (defined at isocenter = 100 cm SAD) square field sizes of 1, 2, 3, 4, 6 and 10 cm. From these data sets, PDD and field profiles were compared.
The analysis software (MatLab V7.1) was used for the comparison of measured and calculated data. Monte Carlo input parameters were adjusted to achieve a 3 mm distance to agreement for surface, penumbra and centralized isodose data for this study.
Beam outputs.
2.4.5.1. Measured outputs. Ionization chamber measurements were performed to acquire relative output factors for each energy/field size/SSD. A micro-ionization chamber (PTW N31011) connected to an electrometer (modified Keithley 602), operating in the 10 −9 C scale, was used. The chamber has a measurement size of 5.5 mm (diam) × 6.5 mm (length). As the smallest field size to the chamber (based on 70 cm source to chamber distance) and a set FS of 10 mm is 7.1 mm, accurate chamber positioning was essential. The response of the chamber was confirmed each experiment for each energy by measuring the charge for a given known dose as delivered to 100 cm using the calibration setup (15 × 15 cm 2 applicator, d max depth).
Calculated outputs.
Assuming that a clinical accelerator has been calibrated to yield an output (k) = 1 MU cGy −1 to a point rcm (reference field-central axis-d max ), we can calculate the dose for any reference field with sufficient histories to ensure its statistical accuracy with the relative dose in cGy MU −1 After generating the particle phase space at the plane below the leaves for a given energy, jaw setting and MLC shape, DOSXYZ was used to calculate D rcm for a 10 cm × 10 cm 2 field defined at 100 cm SSD by the electron applicator. Subsequently dose to central axis, d max for other SSDs and fields were calculated. This yielded ratio of D max /D rcm . The dose calculations were conducted in water with a 40 cm × 40 cm × 40 cm water phantom consisting of voxels measuring 2 × 2 × 1 mm 3 on a side. For some specific D rcm calculations, the dose values in a 6 × 6 × 2 mm 3 volume were averaged (over 18 voxels) to give a mean D rcm . This was done to mimic the chamber volume used for the output measurements. This also yielded a dose value with less than 0.4% statistical uncertainty (1σ ). By averaging over 16 voxels (rather than a single voxel), the uncertainty was reduced by 1/ √ N = 1/ √ 16 = 1/4. Therefore, the uncertainty was reduced from 1.5% to 0.4%. Default parameters were used for the PRESTA electron transport algorithm. Comparison of measured and calculated outputs was made for a random set of energies and field sizes.
Planning calculations
The purpose of the measurements was to validate dose calculations performed using the DOSXYZ dose calculation algorithm. Energies and apertures were appropriated according to the profile sets measured. The variable data such as jaw settings and MLC aperture settings were designated along with the accelerator import parameters, including number of histories to be calculated. For example, calculations were performed for most of the aperture and energy combinations in the measurement sets. For each voxel location, the calculations delivered the dose per particle along with statistical uncertainties. As anticipated, uncertainty increased in low dose regions. The goal was to have an agreement of 2% at locations within the core portion of the fields. After importing the phase-space file for each aperture/energy combination and dose calculations for a 40 × 40 × 40 phantom with voxel resolution of 2 mm × 2 mm × 1 mm (depth direction) calculations were performed. To confirm that the relative output calculated as dose per particle for given apertures was again linear with the measured dose based on the measured output of calibration setup with the 15 × 15 applicator for 100 cm, outputs for given apertures for a given energy were compared.
Accuracy and uncertainty of calculations and measurements.
Calculations were performed with a matrix voxel size of 0.2 × 0.2 × 0.1 cm 3 . The accuracy is limited by the voxel size as approximated by
However, the depth(z) resolution in particular has another source of potential uncertainty by virtue of energy specification. A user has an option to input measured spectra for each electron energy as part of the calculation input file. The other option is to enter the most probable energy (E p ) which is derived from measured PDD and describes the most probable energy that enters the phantom. We chose this option and altered the input value of E p to best fit the measured PDD data with calculated. Therefore, an additional 0.1 cm source of error is introduced in the z (depth) plane increasing the total spatial accuracy to ∼0.12 cm. The calculation of dose itself is considered to be accurate to ∼1.0% based on the initial 10 9 particles chosen for the production run of phase space exiting the vacuum window. The standard error however changed as a function of dose calculated. During the initial testing, within the core section of the beam, a standard error of 1% or better was returned by the DOSXYZ calculations to most voxels. However, in regions outside of the field (<3 cm), the standard error ranged from 1 to 4%. For regions >3 cm outside the field edge 4-10% standard error of the local dose was reported.
The dose calculation at surface was problematic as the voxels, despite being small 0.2 × 0.2 × 0.1 cm 3 , are composed of a combination of both tissue and air. This resulted in high variance (<10%). Therefore calculated dose to the surface was not reported.
The majority of the measurements were performed with film and therefore limited in accuracy by the film scanner's resolution of 178 µm. The film cassette had a custom groove within, which places the film exactly in the same predictable location. The cassette and surrounding plastic phantom were redundantly aligned to lasers and optical distance indicators, linac crosshairs to an accuracy of 1 mm, as provided by monthly quality assurance check verification tests. One set of experiments was repeated in multiple orientations to test the constancy of the film dosimetry system, and also to confirm that profiles could be measured consistently, independent of whether the plane of measurement was parallel or perpendicular to the beam.
The ionization chamber measurements performed with a micro-chamber had very high spatial resolution due to the finite size. The placement of the chamber is considered to be accurate to within 1 mm within the water phantom used for PDD and peripheral dose measurements. For each data point, three readings were recorded. In all cases the readings were consistent to 0.5%.
Results
Profile data
3.1.1. Dependence on photon jaw settings. The jaw settings were found to be set 1 cm beyond the retracted MLC setting. Jaws set too close to the field periphery increased penumbra, while jaws set too far back negatively affected field uniformity due to lack of contribution at large solid angles to the field periphery. For example, a 12.1 cm X-jaw setting was optimal for a 10 cm set MLC field width. However, for field sizes 6 cm or less, a 7.2 cm (X) jaw size was used along the MLC end plane acknowledging the jaws remain fixed while the leaves will eventually move (or step) across a field to modulate the beam. In the Y-jaw direction, the jaws were reduced to the upper and lower field boundaries.
Small field size profiles.
The small field data exhibited reasonably sharp penumbras and uniform field profiles. This is observed in table 3 and figure 4 for 6, 12 and 20 MeV. Profiles along the X-axis pertain to the lateral off-axis distance along the leaf end direction.
We compared profiles in the plane along the leaf travel (non-divergent leaf ends) versus the plane along the Y-jaws which are aligned in the path of the leaf sides, both of which follow divergence. Most distance to agreement values for a corresponding depth/off-axis distance were within 2 mm with a maximum difference of 3 mm. In the plane along the leaf ends, the high dose regions were slightly narrower, while dose outside of the field was higher compared with the jaw/leaf-side plane values. This is indicative of slightly greater penumbra for the field edge defined by the leaf ends. This is expected as the field edge defined by the jaws coincides with the downstream leaf sides. Table 3 summarizes the acquired dosimetric data (d max depth, 90% and 50% depths, pc, output, FWHM, penumbra and a term, α, defined as the FWHM/FS ratio) which are also graphed in figures 4 and 5 (figure 4(a): α, figure 4(b): penumbra, figure 5: profiles for 6 MeV, respectively). As observed in the table and figures, the d max depth decreases with decreasing field size. The 90% depth is typically the per cent dose line (per cent of d max ) used for descriptive purposes and therefore prescription decisions on energy. The D 90 depth mildly decreased with decreasing field size. The 50% depth often used to define beam energy (E 0 , approximately equal to 2.33 × d 50 ) minimally decreases with decreasing field size. The Bremmstrahlung (pc) describes the photon component of the electron beam propagated by the high-Z media encountered by the electrons (monitor chamber, scattering foils) and deflected off jaws and multileaf collimator leaves. The scattering foils (for any electron beam) and multileaf collimators are the most significant sources of pc. As observed from these results in table 3, which are based along the central axis, as the field size decreased the pc increased quite significantly for such field sizes of 2 cm or less. This is due to the close proximity of the high-Z multi-collimator leaves to the central axis. The pc for small field sizes is even higher for 85 cm SSD. The electrons are more diffused over the greater air path at this larger SSD. Therefore, the contribution of the electrons at the central axis is less for electrons while the and SSD. The output will later be used for determining the monitor units (MU). Of interest is the full width half maximum (FWHM) dependence on field size as we derive the values for α. Here, we define the field size the area on the surface as there is a dependence of α on SSD. Finally, there is also a minimal dependence on which aperture plane is being described, whether it be the leaf end plane or leaf side plane. It is important to observe the profile characteristics along the plane defined by the leaf ends as this is the plane in which the primary modulation will take place, as the leaves will move across a potentially modulated field. Figure 4 shows α and penumbra data, respectively, for various energies. The FWHM is essentially the effective field width. For conventional photon and electron fields, the ratio is very close to 1.00. For these particular fields, the ratio exceeds 1.00 and asymptotically approaches 3.00 as the field size decreases. This is most significant for 85 SSD. Note the predictable increase in penumbra as a function of FS, with nearly a 160% increase as the SSD increased from 70 to 85 cm. It is interesting to note the change in penumbra versus FS depending on energy. The range of scattered electrons and photons increases with energy, hence the increased dependence for higher energy beams, especially for small aperture sizes.
Figures 5 through 6 display the measured profiles for the three energies, for a variety of field sizes, SSDs, depths and planes of interest. In figures 5 (6 MeV) and 6 (20 MeV), we also compare the measured profiles with calculations. Of interest are the Gaussian profile shapes and dependence on SSD ( figure 5(b) ) and direction. Careful consideration must be taken in optimizing aperture sizes and gaps differentiating leaf end versus leaf side. Figure 6 compares measured (film) and calculated (BEAM and DOSXYZ) profiles for 20 MeV, 70 cm SSD, set static FS of 10 cm. The distance to agreement of 1 mm observed was remarkable. However the agreement of dose outside of the field was inferior, where measured data were higher by 3-4%. To resolve the discrepancy, additional measurements were performed using a micro- Ion chamber point (2.5%) Figure 6 . Comparison of measured (film and chamber) and calculated (BEAM/DOSXYZ) profiles for 20 MeV, 70 cm SSD, 10 cm setFS. Measurements at the off-axis location showed a relative dose of 2.5%, which was within 0.5% of the calculations. ionization chamber. The chamber was positioned 3 cm outside of the field at the 17 mm depth and then compared with a measurement taken on the central axis. The measurement at the off-axis location showed a relative dose of 2.5%, which was within 0.5% of the calculations (see figure 6 ). We hypothesize that the film over-responds at locations outside of the field due to the high-Z interactions with photo-electric (low energy scattered x-rays) and pair-production (Bremmstrahlung, source of pc) from the 20 MeV photons.
Small field per cent depth doses
Per cent depth doses (PDD) were extracted from the isodose films. The PDD values were normalized to the peak dose obtained. If a plateau was present, the distal plateau depth was used for normalization and quoted as the depth of D max . It was also interesting to note the smaller dependence on FS for 6 MeV electrons compared with higher energy beams. This is likely due to the wider spectrum of scattered electrons and photons for the higher energy electron beams sensitive to the proximity of leaves to central axis. The pc is greatest in both quantity and energy along the central axis due to the scattering foil being thickest along the central axis, the shortest path is along the central plane yielding a higher inverse square dependence, and many low energy photons and electrons are absorbed in the highly collimated field periphery. And finally the composite PDD curves for 6 MeV show significant increase (factor of nearly 2) in pc as the set field size shrinks from 2 to 1 cm. Values particular to PDD, d max , D 90 , pc were reported earlier in table 3. The pc was chosen at a depth of 7 cm beyond the practical range. The 6 MeV data for 70 cm SSD are displayed in figure 7 for a variety of field sizes and SSD. The X-axis in the figures represents the depth in cm, along the central axis.
A comparison of measured and calculated PDD for 6 MeV, 70 cm SSD is presented in figure 8 . The agreement is excellent with differences in the buildup region (due to overresponse of film near the surface (scattered photons from the leaves) and in the depths beyond the practical range (due to pc). In this figure we include the calculation standard error (error bars). The standard error values were returned for each calculation point and, as observed in the figure, increase as the dose decreases. The 12 MeV PDD exhibited a slightly larger dependence on FS compared with 6 MeV, while the 20 MeV resulted in a significant dependence on field size. This is again due to the wider spectrum along with greater influence of pc. There is minimal difference in PDD values when comparing 70 and 85 SSD, with only a slightly larger dependence on FS for 70 cm SSD, likely due to the greater influence of photon scatter at the shorter distance. Figure 9 shows a comparison of the calculated and measured (by film extracted from isodose plots and ionization chamber) PDD. The curves demonstrate confirmation of the film by a micro-ionization chamber to within 0.5% (see figure 9 for 20 MeV, 70 cm SSD, 10 cm set FS). To supplement the measured buildup data, parallel-plate ionization chamber measurement in the buildup region is also included. The PDD were also compared to the calculations generated by the BEAM/DOSXYZ code. As observed in figure 8 , the calculations matched the measurements to within 3%.
From the 20 MeV PDD, 70 cm SSD data there is an expected shift of the d max depth back toward the surface as the field size decreases. There is a plateau over the span of a 1-2 cm that diminishes with field size though always present. Dissimilar to conventional field sizes, the depths of 90%, 80%, 50% and 20% depths depend significantly on field size. Of interest is the significant increase in pc for the set 1 × 1 cm 2 field size, on the order of 10%. This unexpected pc value is higher than for conventional electron beam delivery and for the large apertures collimated by leaves. The value is even greater (∼12.5%) at 85 cm SSD, as the pc constitutes a greater proportion of dose than occurs at 70 cm SSD. The 6 MeV data did not exhibit such a dependency on FS but with plateaus in the d max region. This is likely due to angular scatter off the leaves delivering relatively higher doses in the depths shallower than d max (end of plateau).
In figure 10 , we see the measured surface and buildup region doses. Doses were normalized to the respective d max values for each energy/setFS. Compared with conventional buildup curves, the surface dose values are not higher but the buildup curves exhibit an 
Changing SSD
Demonstration of profiles taken along the leaf end plane, maintaining a constant surface 10 cm square field size, is seen in figure 11 . Profiles are for 5 mm depth, 6 MeV. For both the 6 and 12 MeV comparisons maintaining the same surface field size, the shorter SSDs provided sharper penumbras and increased beam uniformity (known as UI: uniformity index-the distance from the 90% dose value to the 50% value, at the depth of d max ). Therefore, 70 cm SSD was chosen to be the optimal SSD to be used for all studies and clinical planning.
When comparing per cent depth doses and profiles for the 20 MeV for the same set (isocenter) field size, some interesting attributes are seen. As fields project larger at 85 cm SSD (for the set 2 cm field, the 70 cm SSD projected surface field size is 1.4 cm, and 1.7 cm for 85 cm SSD), we see wider measured profiles. However in the central core of field, the two profiles (−−−70 cm, ---85 cm) do not differ in the high dose region (>90%), and outside of the central core the profiles are wider than expected (90-20% region). In addition, the dose outside of field (<20%) is much higher for the 85 cm SSD beams. This confirms the diffuse penumbra associated with the longer SSD, due to the increase in electron-air scatter angle as the SSD increases.
For the SSD, depth dose comparison, we observe a strong dependence on field size (2 cm set versus 6 cm set) for 20 MeV. However, the 85 cm SSD data exhibited two interesting phenomena compared with the 70 cm SSD beams. Namely, at the greater SSD, the PDD are larger, likely due to the slightly larger field projection. In addition, there is higher pc due to the fact that a higher proportion of the beam is made up of photons compared with 70 cm SSD beams which maintain a higher proportion of electrons.
Outputs
In figure 12 and table 3 we see the data for output as a function of setFS for 6, 12 and 20 MeV. Of interest is the dependence of output on FS as a function of energy. The 20 MeV beam has an output versus FS dependency, similar to those seen for small field photons. As plotted in figure 12 (a), the 6 MeV output is very linear and highly dependent on FS. This is especially true at 85 cm SSD. This gradual, linear increase in output with FS is indicative of the large angle scatter of the low energy electrons in the air volume between the leaves and the phantom. From the 6 MeV output data, set field sizes of 1 cm (effectively 7 mm × 7 mm in this case) or less should be avoided. The 1 × 1 setFS outputs for 70 cm SSD were only 0.03 (±0.01) cGy MU −1 and 0.08 cGy MU −1 for 2 × 2 cm 2 setFS, 85 cm SSD. The 12 MeV dependence or output on FS is similar to 20 MeV, without the steep dependence for small field sizes (see figure 12(b) ). And finally a comparison of measured and calculated outputs is plotted in figure 12 (c), exhibiting good agreement when accounting for chamber size in the calculation by averaging over voxels that comprise the chamber volume.
We have achieved useful results for MLC-shaped electron fields by virtue of ascertaining trends of profiles, per cent depth dose, pc, outputs, surface and buildup doses, and using the data, particularly penetration depth for a given energy (PDD), field expansion (α), and derivation of needed treatment time (MU outputs) in order to make prescriptive decisions of energy, aperture width, gaps if needed (penumbra).
Discussion and conclusions
We have performed validation for the MC calculations necessary to assess dose distributions for the segments needed to deliver MERT using the photon MLC. This included measurements of profile, outputs, and depth doses and determination of limitations for this type of therapy, mainly attributed to pc and the significant angular scattering of electrons, particularly again for very small fields and for very low energies. From the data, we ascertained the dosimetric behavior and limitations associated with the narrow electron beam segments. We demonstrate confirmation that the data used for linac input files (machine components, energy, MLC), decisions on number of histories to calculate and variance reduction techniques (minimal) methods delivered results, were appropriate for the use of Monte Carlo calculations for treatment planning. The 2%/2 mm criteria were achieved in almost all comparisons made of calculated and measured, with most agreements in the 1%/1 mm range, and no worse agreement than 3%/3 mm. We conclude that the BEAMnrc system is valid to calculate the phase-space files needed to calculate dose using DOSXYZ.
One immediate limitation is that set field sizes of 1 cm × 1 cm will not be used for this type of therapy due to the pc for high energy beams, low output and degraded beam profile for the low energy beam. Therefore, a minimum field size of 2 × 2 cm 2 is recommended for 70 cm SSD. If SSDs greater than 70 cm are required, then an increase to the minimum field size must be assigned. For example, at 85 cm 2 × 2 cm 2 field size was found to be inadequate, therefore 3 cm or greater apertures are advised. The measurements provided profiles, per cent depth doses and outputs that led to a mechanism to appropriate particular apertures, energies, and eventually monitor units to deliver dose to particular depths over particular spatial widths. We forecast that many treatment sites ideal for MERT can safely be treated at 70 cm SSD. Some treatment sites, due to collisions, may have to be treated at larger SSDs (>75 cm).
For the calculations we had used the beam input file option for the BEAM code. This laborious task of modeling all the head components and later the leaf components for the millennium MLC that possesses three different leaf types was a cumbersome task. However, this provided the necessary particle histories and details on energy deposition such as quality and quantity over a sum of voxels within a treatment target. The phase-space files generated were specific for settings of JAWS and MLC and for a particular energy. These phase-space files were stored to be used for either of two calculation schemes. The calculation of voxel sizes of 0.2 × 0.2 × 0.1 cm 3 , though not the most efficient, was found necessary to provide accurate calculations. Choices of energy cutoffs of 10 keV photon, 521 keV electron were found to be conservative, but reasonable choices. The decision to use single electron energy (E p ) rather than an energy spectrum for the phase-space calculations worked quite well. The exception was 6 MeV electrons, whereby an adjustment was needed for the input energy (E p ). Once the phase-space files were entered into the calculation system to be calculated, the resultant dose output files provided information for comparison to measurements.
In summary, we found that segments needed for modulated electron radiotherapy could be delivered with an inherent photon multileaf collimator within a Varian accelerator with calculations provided by Monte Carlo methodology. The successful use of the inherent technologies precludes us from investigating tertiary add-on modulation devices or replacement of air within and outside of the gantry with helium. We anticipate that the eventual use of MERT will provide patients possessing shallow tumors and optimal treatment by delivering conformal dose distributions with sparing of distal healthy tissues.
