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Abstract: These informal lecture notes describe the progress in semicon-
ductor spintronics in a historic perspective as well as in a comparison to
achievements of spintronics of ferromagnetic metals. After outlining motiva-
tions behind spintronic research, selected results of investigations on three
groups of materials are presented. These include non-magnetic semiconduc-
tors, hybrid structures involving semiconductors and ferromagnetic metals,
and diluted magnetic semiconductors either in paramagnetic or ferromagnetic
phase. Particular attention is paid to the hole-controlled ferromagnetic sys-
tems whose thermodynamic, micromagnetic, transport, and optical properties
are described in detail together with relevant theoretical models.
1 Why Spintronics?
The well-known questions fuelling a broad interest in nanoscience are: will it
still be possible to achieve further progress in information and communication
technologies simply by continuing to miniaturize the transistors in micropro-
cessors and the memory cells in magnetic and optical discs? How to reduce
power consumption of components in order to save energy and to increase
battery operation time? How to integrate nowadays devices with biological
molecules and functionalities?
Since 70s, the miniaturization by obeying Moore’s law has persistently
lead to an exponential increase in the quantity of information that can be
processed, stored, and transmitted per unit area of microprocessor, memory,
and fiberglass, respectively. A modern integrated circuit contains now one bil-
lion transistors, each smaller than 100 nm in size, i.e., a five hundred times
smaller than the diameter of a human hair. The crossing of this symbolic
100 nm threshold at the outset of the 21st century ushered in the era of nan-
otechnology. As the size of transistors decreases, their speed increases, and
their price falls. Today it is much less expensive to manufacture one transis-
tor than to print a single letter. Despite the series of successes that industrial
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laboratories have scored over the past 40 years in surmounting one technical
and physical barrier after another, there is a prevalent sense that in the near
future a qualitative change is now in store for us in terms of the methods of
data processing, storing, encoding, and transmission. For this reason, govern-
ments in many countries are financing ambitious interdisciplinary programs
aimed at insuring active participation in the future development of nanotech-
nology.
Among the many proposals for where to take such research, the field of
spintronics, i.e., electronics aimed at understanding electron spin phenomena
and at proposing, designing, and developing devices to harness these phenom-
ena, is playing a major role. The hopes placed in spintronics are founded on the
well-known fact that since magnetic monopoles do not exist, random magnetic
fields are significantly weaker than random electric fields. For these reasons,
magnetic memories are non-volatile, while memories based on an accumulated
electric charge (dynamic random access memory, or DRAM) require frequent
refreshing.
One of the ambitious goals in the spintronics field is to create magnetic
random access memory (MRAM), a type of device that would combine the
advantages of both magnetic memory and dynamic random access memory.
This requires novel methods of magnetizing memory cells and reading back
the direction of such magnetization , which would not involve any mechani-
cal systems. Another important step along this path would be the ability to
control magnetization isothermally, by means of light or electric field. Modern
devices expend relatively large amounts of energy on controlling magnetiza-
tion (i.e., storing data), as they employ Oersted magnetic fields generated by
electric currents.
The development of more ”intelligent” magnetization control methods
would also make it possible to build spin transistors, devices composed of
two layers of ferromagnetic conductors separated by non-magnetic material.
It stands to reason that if carriers injected into the non-magnetic layer preserve
their spin direction, then the electric conductivity depends on the relative di-
rection of the magnetization vectors in the ferromagnetic layers. This could
offer a means of producing an energy-conserving and fast switching device, as
it would allow current to be controlled without changing the carrier concentra-
tion. An obvious prerequisite for such a transistor to operate is the efficient
injection of spin-polarized carriers made of ferromagnetic material into the
non-magnetic area. Also, there should be no processes that could disrupt the
spin polarization. Simultaneously, researchers are seeking ways of generating,
amplifying, and detecting spin currents: here, the underlying conviction is that
the movement of electrons with opposite spins does not entail any losses, yet
can carry information. This would lay the foundations for the development
of low-power devices, characterized by significantly reduced heat dissipation.
Another important issue is to develop methods for injecting spin-polarized
carriers into semiconductors. Apart from the possibility of designing the mag-
netization sensors and spin transistors, polarized carrier injection could prove
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to be useful as a method for the fast modulation of semiconductor lasers and
would allow surface-emission lasers to work in a single mode fashion.
Perhaps the most important intellectual challenge to be faced in spintron-
ics is to create a hardware for quantum information science. Researchers over
the world have joined efforts to lay the theoretical foundations for this new
discipline [1], one notable example being the Horodecki family from Gdan´sk
[2]. Experiments conducted by David Awschalom’s group in Santa Barbara
show that spin degrees of freedom are of particular importance as they main-
tain their phase coherence significantly longer than orbital degrees of freedom
do [3]. Electron spin is therefore much more suitable than electron charge for
putting into practice modern ideas for performing numerical computations
using the superposition and entanglement of quantum states. Spin nanostruc-
tures might consequently alter the basic principles not only in the design of
electronic elements, but also in the very computer architecture that has been
in use for half a century. It is noteworthy that quantum encoders are already
now being sold and installed: such devices use the polarization of light to
encode the transmitted information, and the unauthorized interception and
reading of this information appears to be impossible.
Today’s research on spin electronics involves virtually all material families.
The most advanced are studies on magnetic multilayers. As demonstrated in
80s by groups of Albert Fert [4] in Orsay and Peter Gru¨nberg [5] in Ju¨lich,
these systems exhibit giant magnetoresistance (GMR ). According to theory
triggered by these discoveries and developed by Jo´zef Barnas´ from Poznan´
and co-workers [6], GMR results from spin-dependent scattering at adjacent
interfaces between non-magnetic and magnetic metals, which changes when
the magnetic field aligns magnetization of particular layers. Since 90s, the
GMR devices have been successfully applied in reading heads of high-density
hard-discs. Recent works focuss also on spin-dependent tunnelling via an oxide
film. Remarkably, for the case of crystalline MgO sandwiched between contacts
of amorphous Fe-Co-B layers, the difference between tunnelling resistance for
anti-parallel and parallel orientations of magnetization , the TMR , reaches
a factor of three at 300 K [7, 8, 9]. Moreover, the magnetization direction
can be switched by an electric current below 106 A cm−2[10], opening the
doors for a direct magnetization writing by current pulses. Last but not least
such structures can be used for injecting highly polarized spin currents to
semiconductors, such as GaAs [11].
These informal lecture notes on semiconductor spintronics exploit and up-
date author’s earlier reviews [12, 13, 14, 15, 16, 17, 18], where more system-
atic references to original papers can be found. Particular attention is paid
here to those results of research on spin properties of semiconductors, which
appear relevant in the context of disruptive classical and quantum informa-
tion and communication technologies. First part of the paper shows briefly
how spin effects specific to non-magnetic semiconductors can be exploited
in spintronic devices. This is followed by a presentation of chosen properties
of hybrid semiconductor/ferromagnetic metal structures. The main body of
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the paper is devoted to diluted magnetic semiconductors (DMS ), especially
to materials exhibiting the ferromagnetic order, as they combine complemen-
tary resources of semiconductor materials and ferromagnetic metals. Here, the
fundamental research problem is to identify the extent to which the methods
that have been so successfully applied to controlling the density and degree of
spin polarization of carriers in semiconductor structures might be employed to
control the magnetization magnitude and direction. Apart from the possibil-
ity of designing the aforementioned magnetoresistive sensors and spin align-
ers, ferromagnetic semiconductors are the materials of choice for spin current
amplification and detection. Furthermore, their outstanding magnetooptical
properties can be exploited for fast light modulation as well as optical isola-
tors, perhaps replacing hybrid structures consisting of paramagnetic DMS ,
such as (Cd,Mn)Te, and a permanent magnet.
In the course of the years semiconductor spintronics has evolved into a
rather broad research field. These notes are by no means exhaustive and,
moreover, they are biased by author’s own expertise. Fortunately, however, in
a number of excellent reviews the issues either omitted or only touched upon
here has been thoroughly elaborated in terms of content and references to the
original papers. For instance, the progress in fabrication and studies of spin
quantum gates of double quantum dots has been described by van Viel et
al. [19]. A comprehensive survey on spin-orbit effects and the present status
of spin semiconductor transistors has been completed by Zˇutic´, Fabian, and
Das Sarma [20]. Finally, Jungwirth et al. [21] have reviewed various aspects
of theory of (Ga,Mn)As and related materials. Excellent reviews on the entire
semiconductor spintronics are also available [22, 23].
2 Non-magnetic Semiconductors
2.1 Overview
The beginning of spintronic research on non-magnetic semiconductors can be
traced back to the detection of nuclear spin polarization in Si illuminated by
circularly polarized light reported in late 60s by Georges Lampel at Ecole
Polytechnique [24]. Already this pioneering experiment involved phenomena
crucial for semiconductor spintronics: (i) the spin-orbit interaction that allows
for transfer of orbital (light) momentum to spin degrees of freedom and (ii) the
hyperfine interaction between electronic and nuclear spins. Subsequent exper-
imental and theoretical works on spin orientation in semiconductors, carried
out in 70s mostly by researchers around Ionel Solomon in Ecole Polytechnique
and late Boris P. Zakharchenya in Ioffe Institute, were summarized in a by
now classic volume [25].
More recently, notably David Awschalom and his co-workers first at IBM
and then at Santa Barbara, initiated the use of time resolved optical magneto-
spectroscopies that have made it possible to both temporally and spatially ex-
plore the spin degrees of freedom in a wide variety of semiconductor materials
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and nanostructures [26]. The starting point of this experimentally demanding
technique is the preparation of spins in a particular orientation by optically
pumping into selected electronic states. The electron spin then precesses in an
applied or molecular magnetic field produced by electronic or nuclear spins.
The precessing magnetic moment creates a time dependent Faraday rotation
of the femtosecond optical probe. The oscillation and decay measure the effec-
tive Lande´ g-factor, the local magnetic fields, and coherence time describing
the temporal dynamics of the optically injected spins.
Present spintronic activities focuss on two interrelated topics. The first is
to exploit Zeeman splitting and spin-orbit interactions for spin manipulation.
To this category belongs, in particular, research on spin filters and detectors,
on the Datta-Das transistor [20], on optical generation of spin currents [27]
and on the spin Hall effect [28]. The other topic is the quest for solid-state
spin quantum gates that would operate making use of spin-spin exchange [29]
and/or hyperfine interactions [30]. An important aspect of the field is a dual
role of the interactions in question in non-magnetic semiconductors: from one
hand they allow for spin functionalities, on the other they account for spin
decoherence and relaxation, usually detrimental for spin device performance.
This, together with isotope characteristics, narrows rather severely a window
of material parameters at which semiconductor spin devices might operate.
2.2 Spin relaxation and dephasing
Owing to a large energy gap and the weakness of spin-orbit interactions,
especially long spin life times are to be expected in the nitrides and oxides.
Figure 1 depicts results of time-resolved Faraday rotation, which has been
used to measure electron spin coherence in n-type GaN epilayers [31]. Despite
densities of charged threading dislocations of 5 × 108 cm−2, this coherence
yields spin lifetimes of about 20 ns at temperatures of 5 K, and persists up to
room temperature.
Figure 2 presents a comparison of experimental and calculated magnetore-
sistance (MR) of a ZnO:Al thin film containing 1.8 · 1020 electrons per cm3
[32]. Here, spin effects control quantum interference corrections to the classical
Drude-Boltzmann conductivity. A characteristic positive component of MR,
signalizing the presence of spin-orbit scattering, is detected below 1 mT at low
temperatures. This scattering is linked to the presence of a Rashba -like term
λsoc(s×k) in the kp hamiltonian of the wurzite structure, first detected in n-
CdSe in the group of the present author [33]. As shown in Fig. 2, a quite good
description of the findings is obtained with λso = 4.4 · 10−11 eV cm, resulting
in the spin coherence time 1 ns, more than 104 times longer than the momen-
tum relaxation time. Importantly, this low decoherence rate of wide-band gap
semiconductors is often coupled with a small value of the dielectric constant
that enhances characteristic energy scales for quantum dot charging as well as
for the exchange interaction of the electrons residing on the neighboring dots.
This may suggest some advantages of these compounds for fabrication of spin
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effectively have a three-parameter fit, with the resulting
curves shown as solid lines in Fig. 3~b!.
According to Elliot-Yafet18 spin-scattering theory, mo-
mentum scattering plays a crucial role in the dephasing, and
scattering from the charged threading dislocations should
lead to spin decoherence or dephasing via local spin-orbit
interactions. Although momentum scattering is strongly en-
hanced by the presence of these defects, as seen in the carrier
mobility,14 the measured spin coherence appears to be robust
to their presence. A possible explanation for this surprising
behavior lies in the fact that the valence-band spin-orbit cou-
pling is ;100 times weaker than in GaAs,16 resulting in a
decoupling of momentum- and spin-scattering processes.
The temperature dependence of t2 is shown in Fig. 4~a! at
a variety of magnetic fields for the sample with lowest dop-
ing. At high temperatures (T.25 K), t2 decreases mono-
tonically with increasing temperature. Further, t2 is either
constant or increasing with increasing magnetic field @Fig.
4~b!# in this temperature range. This dependence is expected,
and agrees qualitatively with the existence of anisotropic in-
ternal magnetic fields such as caused by either the non-
centrosymmetric crystalline structure ~D’yakonov-Perel!19 or
the strong spontaneous piezoelectric fields ~Rashba effect!20
observed in GaN. Below T525 K this behavior changes
qualitatively. Whereas at low magnetic fields t2 still in-
creases with decreasing temperature, at higher fields it goes
through a field-dependent maximum and subsequently de-
creases. This indicates the onset of an additional field- and
temperature-dependent spin scattering ~or dephasing! mecha-
nism. The same magnetic field induced scattering mecha-
nism is observed in all samples, and is depicted on a log-log
scale in Fig. 4~c! at T55 K, revealing a simple power law
behavior, t2}B2a, with a largest close to the MIT.
Summarizing the experimental features of t2 , we find
that they are all in qualitative agreement with results ob-
tained in GaAs:3 ~i! the zero-field spin lifetime is longest at
intermediate doping, i.e. in the vicinity of the MIT. ~ii! An
additional spin-dephasing mechanism evolves at low tem-
peratures and nonzero magnetic field. It is enhanced with
decreasing temperature and increasing field. ~iii! This field-
induced suppression of the spin lifetime is strongest in the
vicinity of the MIT.
In order to understand this additional spin scattering
mechanism, we consider possible origins for the dephasing
of t2 . Field-induced spin relaxation is known to arise from
inhomogeneous dephasing due to a Gaussian distribution of
g factors, resulting in a simple inverse relationship between
t2 and B(a51).21 This is not found experimentally in all
samples. Additionally, spin-scattering mechanisms such as
the Elliot-Yafet or D’yakanov-Perel mechanisms are un-
FIG. 3. ~a! TRFR rotation taken at T55 K for the sample with
n53.531016 cm23 at magnetic fields of B50.02, 0.05, 0.1, 0.4,
0.8, 1.0, 1.5, 4, and 6 T ~from top to bottom!. ~b! Selected enve-
lopes plotted on a semilog scale for samples with n53.5
31016 cm23 ~B50.4, 1.5, 4, and 6 T! and n5931017 cm23 ~B
50.5, 1.5, and 5 T!. Solid lines are fits to the data ~see text!.
FIG. 4. ~a! Spin scattering time t2 vs temperature at various
fields for the sample with n53.531016 cm23. ~b! The magnetic-
field dependence of t2 for the same sample. ~c! t2 vs magnetic field
on a log-log plot at T55 K for all samples. Solid lines are power-
law fits to t2}B2a, yielding a50.52 ~open squares!, 0.93 ~filled
triangles!, and 0.13 ~open circles!.
RAPID COMMUNICATIONS
SPIN COHERENCE AND DEPHASING IN GaN PHYSICAL REVIEW B 63 121202~R!
121202-3
Fig. 1. Spin scattering time τ2 of n-GaN at various magne ic fields (a), temperatures
(b) (n = 3.5× 1016 cm−3), and electron concentrations at 5 K (c) (after Beschoten
et al. [31]).
quantum gates. Another material appealing in this context is obviously Si,
and related quantum structures, in which the interfacial electric field controls
the magnitude of the Rashba term [34] and material containing no nuclear
spins can be obtained.
2.3 An example of spin fi ter
Turning to the case of narrow-gap semiconductors we note that strong spin-
orbit effects specific to these systems results, among other things, in a large
Zeeman splitting of the carrier states, which can be exploited for fabrication
of efficient spin filters. As an example, we consider quantum point contacts
patterned of PbTe quantum wells embedded by Bi-doped Pb0.92Eu0.08Te bar-
riers [35, 36]. Owing to biaxial strain, the fourfold L-valley degeneracy of the
conduction band in PbTe is lifted, so that the relevant ground-state 2D sub-
band is formed of a single valley with the long axis parallel to the [111] growth
direction. As discussed recently [36], the paraelectric character of PbTe results
in efficient screening of Coulomb scattering potentials, so that signatures of
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Fig. 3. Transconductance dG/dVg (gray scale) showing dependence of 1D sub-
bands on the magnetic field and gate voltage for PbTe nanoconstriction of a wide
(Pb,Eu)Te/PbTe/(Pb,Eu)Te quantum well (after Grabecki et al. [35]).
Fig. 2. Re istance changes in t field for n-ZnO (symbols) compared to
calculations (solid lines) within t l li tion theory for the 2D case. Curves
are vertically shifted for clarity (after ndrearczyk et al. [32]).
ballistic transport can be observed despite of significant amount of charged
defects in the vicinity of the channel. At the same time, the electron density
can be tuned over a wide range by biasing a p-n junction that is formed be-
tween the p+ interfacial layer and the n-type quantum well [36]. Furthermore,
a rather large agnitude of electron spin splitting for the magnetic field along
the growth direction, corresponding to the Lande´ factor |g ∗ | ≈ 66, can serve
to produce a highly spin-selective barrier. According to results displayed in
Fig. 3, spin-degeneracy of the quantized conductance steps starts to be re-
moved well below 1 T, so that it has become possible to generate entirely
polarized spin current carried by a number of 1D subbands [35].
3 Hybrid Structures
3.1 Overview
The hybrid nanostructures, in which both electric and magnetic field are
spatially modulated, are usually fabricated by patterning of a ferromagnetic
metal on the top of a semiconductor or by inserting ferromagnetic nanopar-
ticles or layers into a semiconductor matrix. In such devices, the stray fields
8 Tomasz Dietl
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Fig. 3. Transconductance dG/dVg (gray scale) showing dependence of 1D sub-
bands on the magnetic field and gate voltage for PbTe nanoconstriction of a wide
(Pb,Eu)Te/PbTe/(Pb,Eu)Te quantum well (after rabecki et al. [35]).
can control charge and spin dynamics in the semiconductor. At the same
time, spin-polarized electrons in the metal can be injected into or across the
semiconductor [37, 38]. Furthermore, the ferromagnetic neighbors may affect
semiconductor electronic states by the ferromagnetic proximity effect even
under thermal equilibrium conditions. Particularly perspective materials in
the context of hybrid structures appear to be those elemental or compound
ferromagnets which can be grown in the same reactor as the semiconductor
counterpart.
3.2 Spin injection
It is now well established that efficient spin injection from a ferromagnetic
metal to a semiconductor is possible provided that semiconductor Sharvin
resistance is comparable or smaller than the difference in interface resistances
for two spin orientations. Often, to enhance the latter, a heavily doped or
oxide layer is inserted between the metal and as-grown semiconductor. In this
way, spin current reaching polarization tens percents has been injected form
Fe into GaAs [39, 11]. At the same time, it is still hard to achieve TMR
above 10% in Fe/GaAs/Fe trilayer structures without interfacial layer [40],
which may suggest that the relevant Schottky barriers are only weakly spin
selective.
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The mastering of spin injection is a necessary condition for the demonstra-
tion of the Datta-Das transistor [41], often regarded as a flag spintronic device.
In this spin FET, the orientation of the spins flowing between ferromagnetic
contacts, and thus the device resistance, is controlled by the Rashba field
generated in the semiconductor by an electrostatic gate. Recently, a current
modulation up to 30% by the gate voltage was achieved in a Fe/(In,Ga)As/Fe
FET at room temperature [42]. This important finding was obtained for a
1 µm channel of narrow gap In0.81Ga0.19As, in which TMR achieved 200%,
indicating that the destructive role of the Schottky barriers got reduced. Fur-
thermore, an engineered interplay between the Rashba and Dresselhaus effects
[43, 44] resulted in a spin relaxation time long comparing to spin precession
period and the dwell time.
3.3 Search for solid-state Stern-Gerlach effect
The ferromagnetic component of hybrid structures can also serve for the gen-
eration of a magnetic field. This field, if uniform, produces a spin selective
barrier that can serve as a local spin filter and detector. A non-homogenous
field, in turn, might induce spatial spin separation via the Stern-Gerlach (S-
G) mechanism. Figure 4(a) presents a micrograph of a Stern-Gerlach device,
whose design results from an elaborated optimization process [45]. A local
magnetic field was produced by NiFe (permalloy, Py) and cobalt (Co) films.
The micromagnets resided in deep groves on the two sides of the wire, so that
the 2D electron gas in the modulation-doped GaAs/AlGaAs heterostructure
was approximately at the center of the field, and the influence of the com-
peting Lorentz force was largely reduced. Hall magnetometry was applied in
order to visualize directly the magnetizing process of the two micromagnets
in question.
As shown in Fig. 5, a current increase in counters was detected when a
field gradient was produced by an appropriate cycle of the external magnetic
field at 100 mK. The range of magnetic fields where the enhancement was
observed corresponded to the the presence of the field gradient according to
the Hall magnetometry, which also showed that Py magnetization diminished
almost twofold prior to a change in the direction of the external magnetic field.
This effect, associated with the formation of closure domains in soft magnets,
explained why the current changes appeared before the field reversal. The
relative change ∆I of counter current depended on VG, ∆I/I increased from
0.5% at zero gate voltage to 50% close to the threshold. Furthermore, for VG
about −0.8 V ∆I was negative. It was checked that results presented in Fig. 5
were unaltered by increasing the temperature up to 200 mK and independent
of the magnetic field sweep rate.
Theoretical studies [45] of the results shown in Fig. 5 demonstrated that
semiconductor nanostructures of the kind shown in Fig. 4 can indeed serve
to generate and detect spin polarized currents in the absence of an external
magnetic field. Moreover, the degree and direction of spin polarization at low
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Fig. 4. (a) Scanning electron micrograph of the spin-filter device. Fixed AC volt-
age V0 is applied between emitter (E) and ”counters” (1), (2); VG is the DC gate
voltage. The external in-plane magnetizing field (B‖) is oriented as shown. (b) The
in-plane magnetic field By (wider part of the channel is in front) calculated for half-
plane, 0.1 µm thick magnetic films separated by a position dependent gap W (x)
and magnetized in the same directions (saturation magnetization as for Co). (c)By
calculated for antiparallel directions of micromagnet magnetization s. (d) Counter
currents I1 and I2 as a function of the gate voltage at V0 = 100 µV and B‖ = 0;
upper curve (shown in gray) was collected during a different thermal cycle and after
longer infra-red illumination (after Wro´bel et al. [45]).
electron densities can easily be manipulated by gate voltage or a weak external
magnetic field. While the results of the performed computations suggest that
the spin separation and thus Stern-Gerlach effect occurs under experimen-
tal conditions in question, its direct experimental observation would require
incorporation of spatially resolved spin detection.
4 Diluted Magnetic Semiconductors
4.1 Overview
This family of materials encompasses standard semiconductors, in which a
sizable portion of atoms is substituted by such elements, which produce local-
ized magnetic moments in the semiconductor matrix. Usually, magnetic mo-
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Fig. 5. The counter current I1 of as a function of the in-plane magnetic field for
various gate voltages for the device shown in Fig. 4. After Wrobel et al. [45].
ments originate from 3d or 4f open shells of transition metals or rare earths
(lanthanides), respectively, so that typical examples of diluted magnetic semi-
conductors (DMS ) are Cd1−xCoxSe, Ga1−xMnxAs , Pb1−xEuxTe and, in a
sense, Si:Er. A strong spin-dependent coupling between the band and local-
ized states accounts for outstanding properties of DMS . This coupling gives
rise to spin-disorder scattering, giant spin-splittings of the electronic states,
formation of magnetic polarons, and strong indirect exchange interactions
between the magnetic moments, the latter leading to collective spin-glass, an-
tiferromagnetic or ferromagnetic spin ordering. Owing to the possibility of
controlling and probing magnetic properties by the electronic subsystem or
vice versa, DMS have successfully been employed to address a number of
important questions concerning the nature of various spin effects in various
environments and at various length and time scales. At the same time, DMS
exhibit a strong sensitivity to the magnetic field and temperature as well as
constitute important media for generation of spin currents and for manip-
ulation of localized or itinerant spins by, e.g., strain, light, electrostatic or
ferromagnetic gates. These properties, complementary to both non-magnetic
semiconductors and magnetic metals, open doors for application of DMS as
functional materials in spintronic devices.
Extensive studies of DMS started in 70s, particularly in the group of
Robert R. Ga la¸zka in Warsaw, when appropriately purified Mn was em-
ployed to grow bulk II-VI Mn-based alloys by various modifications of the
Bridgman method [46]. Comparing to magnetic semiconductors, such as Eu
chalcogenides (e.g., EuS) and Cr spinels (e.g., CdCr2Se4) investigated earlier
[47], DMS exhibited smaller defect concentrations and were easier to dope by
shallow impurities. Accordingly, it was possible to examine their properties
by powerful magnetooptical and magnetotransport techniques [12, 46, 48, 49].
Since, in contrast to magnetic semiconductors, neither narrow magnetic bands
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nor long-range magnetic ordering affected low-energy excitations, DMS were
named semimagnetic semiconductors. More recently, research on DMS have
been extended toward materials containing magnetic elements other than Mn
as well as to III-VI, IV-VI [50] and III-V [51] compounds as well as group
IV elemental semiconductors and various oxides [52]. In consequence, a va-
riety of novel phenomena has been discovered, including effects associated
with narrow-bands and magnetic phase transformations, making the border-
line between properties of DMS and magnetic semiconductors more and more
elusive.
A rapid progress of DMS research in 90s stemmed, to a large extend, from
the development of methods of crystal growth far from thermal equilibrium,
primarily by molecular beam epitaxy (MBE), but also by laser ablation. These
methods have made it possible to obtain DMS with the content of the magnetic
constituent beyond thermal equilibrium solubility limits [53]. Similarly, the
doping during MBE process allows one to increase substantially the electrical
activity of shallow impurities [54, 55]. In the case of III-V DMS [51], in which
divalent magnetic atoms supply both spins and holes, the use of the low-
temperature MBE (LT MBE) provides thin films of, e.g., Ga1−xMnxAs with
x up to 0.07 and the hole concentration in excess of 1020 cm−3, in which
ferromagnetic ordering is observed above 170 K [56]. Remarkably, MBE and
processes of nanostructure fabrication, make it possible to add magnetism to
the physics of semiconductor quantum structures. Particularly important are
DMS , in which ferromagnetic ordering was discovered, as discussed in some
details later on.
4.2 Magnetic impurities in semiconductors
A good starting point for the description of DMS is the Vonsovskii model,
according to which the electron states can be divided into two categories: (i)
localized magnetic d or f shells and (ii) extended band states built up of s, p,
and sometimes d atomic orbitals. The former give rise to the presence of local
magnetic moments and intra-center optical transitions. The latter form bands,
much alike as in the case of non-magnetic semiconductor alloys. Indeed, the
lattice constant of DMS obeys the Vegard low, and the energy gap Eg between
the valence and the conduction band depends on x in a manner qualitatively
similar to non-magnetic counterparts. According to the Anderson model, the
character of magnetic impurities in solids results from a competition between
(i) hybridization of local and extended states, which tends to delocalized mag-
netic electrons and (ii) the on-site Coulomb interactions among the localized
electrons, which stabilizes the magnetic moment in agreement with Hund’s
rule.
Figure 6 shows positions of local states derived from 3d shells of transi-
tion metal (TM) impurities in respect to the band energies of the host II-VI
and III-V compounds. In Fig.The levels labelled ”donors” denote the ion-
ization energy of the magnetic electrons (TM2+ → TM3+ or dn → dn−1),
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whereas the ”acceptors” correspond to their affinity energy (TM2+ → TM1+
or dn → dn+1). The difference between the two is the on-d-shell Coulomb
(Hubbard) repulsion energy U in the semiconductor matrix. In addition, the
potential introduced by either neutral or charged TM can bind a band carrier
in a Zhang-Rice-type singlet or hydrogenic-like state, respectively. Such bound
states are often experimentally important, particularly in III-V compounds,
as they correspond to lower energies than the competing d-like states, such as
presented in Fig. 6.
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Figure 1. Approximate positions of transition metals levels relative to the conduction and valence band edges of II–VI (left panel) and III–V
(right panel) compounds. By triangles the dN/dN−1 donor and by squares the dN/dN+1 acceptor states are denoted (adapted from [43]).
a Zhang–Rice polaron (charge transfer) state, which then
gives rise to an additional level in the band gap [45–49].
Furthermore, if the dN/dN−1 donor state resides above the
bottom of the conduction band, the ground state corresponds to
a hydrogenic-like level dN−1+e located below the band edge, as
observed in CdSe:Sc [50]. Similarly, if the acceptor state lies
under the top of the valence band, the ground state corresponds
to a hydrogenic-like acceptor dN+1+h, not to the dN state.
Importantly, band carriers introduced by such magnetic ions
can mediate exchange interactions between the parent spins.
Obviously, energies of hydrogenic-like states follow the band
edges, and by no means are described by the internal reference
rule. This appears to be the situation of the Mn related levels in
the gap of III–V compounds [49], the case discussed in detail
below.
3.2. Mn in II–VI compounds
It is well established that Mn is divalent in II–VI compounds,
and assumes the high spin d5 configuration characterized by
S = 5/2 and g = 2.0 [51–53]. Indeed, according to figure 1,
the Mn ions neither introduce nor bind carriers, but give rise
to the presence of the localized spin in II–VI DMS. The spin
dependent hybridization between anion p and Mn d states
leads to the superexchange, a short-range antiferromagnetic
coupling among the Mn moments. In order to take the
influence of this interaction into account, it is convenient to
parametrize the dependence of magnetization on the magnetic
field in the absence of the carriers, Mo(H), by the Brillouin
function, in which two empirical parameters, the effective spin
concentration xeffN0 < xN0 and temperature Teff > T , take
the presence of the superexchange interactions into account
[52, 53]. The dependencies xeff(x) and TAF(x) ≡ Teff(x)− T
have been determined for a number of Mn-based II–VI
DMS. Importantly, the antiferromagnetic superexchange can
be overcompensated by ferromagnetic interactions mediated
by band holes [26], the theoretical prediction confirmed
subsequently by the observation of ferromagnetic ordering in
p-type II–VI DMS [15, 16].
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Figure 2. Experimental energies of Mn levels in the gap of III–V
compounds according to in respect to valence-band edges, whose
relative positions are taken from [151] (after [49]).
3.3. Mn in III–V compounds
Figure 2, taken from [49], shows the energetic position of
the Mn impurity level in III–V compounds, as evaluated by
various authors from measurements of optical spectra and
activation energy of conductivity. A priori, the Mn atom,
when substituting a trivalent metal, may assume either of two
configurations: (i) d4 or (ii) d5 plus a weakly bound hole,
d5+h. Accordingly, the experimentally determined energies
correspond to either d4/d5 or d5+h/d5 levels.
It appears to be a general consensus that the Mn acts as an
effective mass acceptor (d5+h) in the case of antimonides and
arsenides. Such a view is supported by the relatively small
Mn concentrations leading to the insulator-to-metal transition,
which according to the Mott criterion n1/3aB = 0.26, points
to a relatively large extension of the effective Bohr radius aB .
Moreover, the ESR studies of GaAs:Mn reveal, in addition
to the well known spectrum of Mn d5 with the Lande´ factor
379
Fig. 6. Approximate positions of transition metals levels relative to the conduction
and valence band edges of II-VI (left panel) and III-V (right panel) compounds.
By triangles the dN/dN−1 donor and by squares the dN/dN+1 acceptor states are
denoted (adapted from Langer et al. [57] and Zunger [58]).
In the case of Mn, in which the d shell is half-filled, the d-like donor state
lies deep in the valence band, whereas the acceptor level resides high in the
c nductio band, s that U ≈ 7 V according to photoemission and inverse
photoemission studies. Thus, Mn-based DMS can be classified as charge trans-
fer n ulators, Eg < U . The Mn ion remains in the 2+ charge state, which
means that it does not supply any carriers in II-VI materials. However, it
acts as a hydrogenic-lik cceptor he case of III-V antimonides and ar-
senides, while the corresponding Mn-related state is deep, presumably due to
a stronger p-d hybridization, in the case of phosphides and nitrides. According
to Hund’s rule the total spin S = 5/2 and the total orbital momentum L = 0
for the d5 shell in the ground state. The lowest excited state d∗5 corresponds
to S = 3/2 and its optical excitation energy is about 2 eV. Thus, if there
is no interaction between the spins, their magnetization is described by the
paramagnetic Brilloui fu ction. In the case of other transition metals, the
impurity-induced levels may appear in the gap, nd then compensate shal ow
impurities, or eve act as resona t dopant, e.g., Sc in CdSe, Fe in HgSe or
Cu in HgTe. Transport studies of such systems have demonstrated that inter-
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site Coulomb interactions between charged ions lead to the Efros-Shklovskii
gap in the density of the impurity states, which makes resonant scattering to
be inefficient in semiconductors [59]. Furthermore, spin-orbit interaction and
Jahn-Teller effect control positions and splittings of the levels in the case of
ions with L 6= 0. If the resulting ground state is a magnetically inactive singlet
there is no permanent magnetic moment associated with the ion, the case of
Fe2+, whose magnetization is of the Van Vleck-type at low temperatures.
4.3 Exchange interaction between band and localized spins
The important aspect of DMS is a strong spin-dependent coupling of the ef-
fective mass carriers to the localized d electrons, first discovered in (Cd,Mn)Te
[60, 61] and (Hg,Mn)Te [62, 63]. Neglecting non-scalar corrections that can
appear for ions with L 6= 0, this interaction assumes the Kondo form,
HK = −I(r −R(i))sS(i), (1)
where I(r − R(i)) is a short-range exchange energy operator between the
carrier spin s and the TM spin localized at R(i). When incorporated to the
kp scheme, the effect of HK is described by matrix elements 〈ui|I|ui〉, where
ui are the Kohn-Luttinger amplitudes of the corresponding band extreme. In
the case of carriers at the Γ point of the Brillouin zone in zinc-blende DMS
, the two relevant matrix elements α = 〈uc|I|uc〉 and β = 〈uv|I|uv〉 involve
s-type and p-types wave functions, respectively. There are two mechanisms
contributing to the Kondo coupling [48, 64, 65]: (i) the exchange part of the
Coulomb interaction between the effective mass and localized electrons; (ii)
the spin-dependent hybridization between the band and local states. Since
there is no hybridization between Γ6 and d-derived (eg and t2g) states in zinc-
blende structure, the s-d coupling is determined by the direct exchange . The
experimentally determined values are of the order of αNo ≈ 0.25 eV, where
No is the cation concentration, somewhat reduced comparing to the value
deduced from the energy difference between S1 states of the free singly ionized
Mn atom 3d54s1, αNo = 0.39 eV. In contrast, there is a strong hybridization
between Γ8 and t2g states, which affects their relative position, and leads to a
large magnitude of |βNo| ≈ 1 eV. If the relevant effective mass state is above
the t2g level (the case of, e.g., Mn-based DMS ), β < 0 but otherwise β can
be positive (the case of, e.g., Zn1−xCrxSe [66]).
4.4 Electronic properties
Effects of giant spin splitting
In the virtual-crystal and molecular-field approximations, the effect of the
Kondo coupling is described by HK = IM(r)s/gµB , where M(r) is magne-
tization (averaged over a microscopic region around r) of the localized spins,
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and g is their Lande´ factor. Neglecting thermodynamic fluctuations of magne-
tization (the mean-field approximation) M(r) can be replaced by Mo(T,H),
the temperature and magnetic field dependent macroscopic magnetization of
the localized spins available experimentally. The resulting spin-splitting of
s-type electron states is given by
h¯ωs = g∗µBB + αMo(T,H)/gµB , (2)
where g∗ is the band Lande´ factor. The exchange contribution is known as the
giant Zeeman splitting, as in moderately high magnetic fields and low tem-
peratures it attains values comparable to the Fermi energy or to the binding
energy of excitons and shallow impurities. For effective mass states, whose pe-
riodic part of the Bloch function contains spin components mixed up by a spin-
orbit interaction, the exchange splitting does not depend only on the product
of Mo and the relevant exchange integral, say β, but usually also on the mag-
nitude and direction of Mo, confinement, and strain. Furthermore, because
of confinement or non-zero k the Bloch wave function contains contributions
from both conduction and valence band, which affects the magnitude and
even the sign of the spin splitting [62, 63, 49, 67]. The giant Zeeman splitting
is clearly visible in magnetooptical phenomena as well as in the Shubnikov-
de Haas effect, making an accurate determination of the exchange integrals
possible, particularly in wide-gap materials, in which competing Landau and
ordinary spin splittings are small.
The possibility of tailoring the magnitude of spin splitting in DMS struc-
tures offers a powerful tool to examine various phenomena. For instance, spin
engineering was explored to control by the magnetic field the confinement of
carriers and photons [68], to map atom distributions at interfaces [69] as well
as to identify the nature of optical transitions and excitonic states. Further-
more, a subtle influence of spin splitting on quantum scattering amplitude
of interacting electrons with opposite spins was put into evidence in DMS
in the weakly localized regime in 3D [33], 2D [70, 71], and 1D systems [72].
The redistribution of carriers between spin levels induced by spin splitting
was found to drive an insulator-to-metal transition [73] as well as to gener-
ate universal conductance fluctuations in DMS quantum wires [72]. Since the
spin splitting is greater than the cyclotron energy, there are no overlapping
Landau levels in modulation-doped heterostructures of DMS in the quantum
Hall regime in moderately strong magnetic fields. This made it possible to
test a scaling behavior of wave functions at the center of Landau levels [74].
At higher fields, a crossing of Landau levels occurs, so that quantum Hall
ferromagnet could be evidenced and studied [75]. At the same time, it has
been confirmed that in the presence of a strong spin-orbit coupling (e.g., in
the case of p-type wave functions) the spin polarization can generate a large
extraordinary (anomalous) Hall voltage [76]. Last but not least, optically [77]
and electrically controlled spin-injection [78] and filtering [79] were observed
in all-semiconductor structures containing DMS .
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Spin-disorder scattering
Spatial fluctuations of magnetization , disregarded in the mean-field ap-
proximation, lead to spin disorder scattering. According to the fluctuation-
dissipation theorem, the corresponding scattering rate in the paramagnetic
phase is proportional to Tχ(T ), where χ(T ) is the magnetic susceptibility
of the localized spins [12, 80]. Except to the vicinity of ferromagnetic phase
transitions, a direct contribution of spin-disorder scattering to momentum re-
laxation turns out to be small. In contrast, this scattering mechanism controls
the spin lifetime of effective mass carriers in DMS , as evidenced by studies
of universal conductance fluctuations [81], line-width of spin-flip Raman scat-
tering [80], and optical pumping efficiency [82]. Furthermore, thermodynamic
fluctuations contribute to the temperature dependence of the band gap and
band off-set. In the case when the total potential introduced by a magnetic ion
is grater than the width of the carrier band, the virtual crystal and molecular
field approximations break down, a case of the holes in Cd1−xMnxS. A non-
perturbative scheme was developed [83, 84] to describe nonlinear dependencies
of the band gap on x and of the spin splitting on magnetization observed in
such situations.
4.5 Magnetic polarons
Bound magnetic polaron (BMP), that is a bubble of spins ordered ferromag-
netically by the exchange interaction with an effective mass carrier in a lo-
calized state, modifies optical, transport, and thermodynamic properties of
DMS . BMP is formed inside the localization radius of an occupied impurity
or quantum dot state but also around a trapped exciton, as the polaron forma-
tion time is typically shorter than the exciton lifetime [85]. The BMP binding
energy and spontaneous carrier spin-splitting are proportional to the magni-
tude of local magnetization , which is built up by two effects: the molecular
field of the localized carrier and thermodynamic fluctuations of magnetization
[86, 87, 88, 12]. The fluctuating magnetization leads to dephasing and enlarges
width of optical lines. Typically, in 2D and 3D systems, the spins alone cannot
localized itinerant carriers but in the 1D case the polaron is stable even with-
out any pre-localizing potential [83]. In contrast, a free magnetic polaron—a
delocalized carrier accompanied by a travelling cloud of polarized spins—is
expected to exist only in magnetically ordered phases. This is because co-
herent tunnelling of quasi-particles dressed by spin polarization is hampered,
in disordered magnetic systems, by a smallness of quantum overlap between
magnetization s in neighboring space regions. Interestingly, theory of BMP
can readily be applied for examining effects of the hyperfine coupling between
nuclear spins and carriers in localized states.
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4.6 Exchange interactions between localized spins
As in most magnetic materials, classical dipole-dipole interactions between
magnetic moments are weaker than exchange couplings in DMS . Direct d-d
or f-f exchange interactions, known from properties of magnetic dimmers, are
thought to be less important than indirect exchange channels. The latter in-
volve a transfer of magnetic information via spin polarization of bands, which
is produced by the exchange interaction or spin-dependent hybridization of
magnetic impurity and band states. If magnetic orbitals are involved in the
polarization process, the mechanism is known as superexchange , which is
merely antiferromagnetic and dominates, except for p-type DMS . If fully oc-
cupied band states are polarized by the sp-d exchange interaction, the result-
ing indirect d-d coupling is known as the Bloembergen-Rowland mechanism.
In the case of Rudermann-Kittel-Kasuya-Yosida (RKKY) interaction, the d-d
coupling proceeds via spin polarization of partly filled bands, that is by free
carriers. Since in DMS the sp-d is usually smaller than the width of the rele-
vant band (weak coupling limit) as well as the carrier concentration is usually
smaller than those of localized spins, the energetics of the latter can be treated
in the continuous medium approximation, an approach referred here to as the
Zener model. Within this model the RKKY interaction is ferromagnetic, and
particularly strong in p-type materials, because of a large magnitudes of the
hole mass and exchange integral β. It worth emphasizing that the Zener model
is valid for any ratio of the sp-d exchange energy to the Fermi energy. Finally,
in the case of systems in which magnetic ions in different charge states coexist,
hopping of an electron between magnetic orbitals of neighboring ions in dif-
fering charge states tends to order them ferromagnetically. This mechanism,
doubted the double exchange , operates in manganites but its relevance in
DMS has not yet been found.
In general, the bilinear part of the interaction Hamiltonian for a pair of
spins i and j is described by a tensor Jˆ ,
Hij = −2S(i)Jˆ (ij)S(j), (3)
which in the case of the coupling between nearest neighbor cation sites in the
unperturbed zinc-blende lattice contains four independent components. Thus,
in addition to the scalar Heisenberg-type coupling, Hij = −2J (ij)S(i)S(j),
there are non-scalar terms (e.g., Dzialoshinskii-Moriya or pseudo-dipole).
These terms are induced by the spin-orbit interaction within the magnetic ions
or within non-magnetic atoms mediating the spin-spin exchange . The non-
scalar terms, while smaller than the scalar ones, control spin-coherence time
and magnetic anisotropy . Typically, J (ij) ≈ −1 meV for nearest-neighbor
pairs coupled by the superexchange , and the interaction strength decays
fast with the pair distance. Thus, with lowering temperature more and more
distant pairs become magnetically neutral, Stot = 0. Accordingly, the temper-
ature dependence of magnetic susceptibility assumes a modified Curie form,
χ(T ) = C/T γ , where γ < 1 and both C and γ depend on the content of the
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magnetic constituent x. Similarly, the field dependence of magnetization is
conveniently parameterized by a modified Brillouin function BS [89],
Mo(T,H) = SgµBNoxeffBS [SgµBH/kB(T + TAF )], (4)
in which two x– and T–dependent empirical parameters, xeff < x and TAF >
0, describe the presence of antiferromagnetic interactions.
4.7 Magnetic collective phenomena
In addition to magnetic and neutron techniques [90], a variety of optical and
transport methods, including 1/f noise study of nanostructures [81], have suc-
cessfully been employed to characterize collective spin phenomena in DMS .
Undoped DMS belong to a rare class of systems, in which spin-glass freezing
is driven by purely antiferromagnetic interactions, an effect of spin frustration
inherent to the randomly occupied fcc sublattice. Typically, in II-VI DMS ,
the spin-glass freezing temperature Tg increases from 0.1 K for x = 0.05 to
20 K at x = 0.5 according to Tg ∼ xδ, where δ ≈ 2, which reflects a short-
range character of the superexchange . For x approaching 1, antiferromagnetic
type III ordering develops, according to neutron studies. Here, strain imposed
by the substrate material–the strain engineering–can serve to select domain
orientations as well as to produce spiral structures with a tailored period [91].
Particularly important is, however, the carrier-density controlled ferromag-
netism of bulk and modulation-doped p-type DMS described next.
5 Properties of Ferromagnetic Semiconductors
5.1 Overview
Since for decades III-V semiconductor compounds have been applied as
photonic and microwave devices, the discovery of ferromagnetism first in
In1−xMnxAs [92] and then in Ga1−xMnxAs by Hideo Ohno and collabora-
tors in Sendai [93] came as a landmark achievement. In these materials, sub-
stitutional divalent Mn ions provide localized spins and function as acceptor
centers that provide holes which mediate the ferromagnetic coupling between
the parent Mn spins [94, 95, 96]. In another technologically important group
of semiconductors, in II-VI compounds, the densities of spins and carriers
can be controlled independently, similarly to the case of IV-VI materials, in
which hole-mediated ferromagnetism was discovered by Tomasz Story et al.
in Warsaw already in the 80s [97]. Stimulated by the theoretical predictions
of the present author [94], laboratories in Grenoble and Warsaw, led by late
Yves Merle d’Aubigne´ and the present author, joined efforts to undertake
comprehensive research dealing with carrier-induced ferromagnetism in II-IV
materials containing Mn. Experimental studies conducted with the use of
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magnetooptical and magnetic methods led to the discovery of ferromagnetism
in 2D and [54] 3D II-VI materials [55] doped by nitrogen acceptors.
Guided by the growing amount of experimental results, the present author
and co-workers proposed a theoretical model of the hole-controlled ferromag-
netism in III-V, II-VI, and group IV semiconductors containing Mn [98, 99].
In these materials conceptual difficulties of charge transfer insulators and
strongly correlated disordered metals are combined with intricate properties
of heavily doped semiconductors, such as Anderson-Mott localization and de-
fect generation by self-compensation mechanisms. Nevertheless, the theory
built on Zener’s model of ferromagnetism and the Kohn-Luttinger kp theory
of the valence band in tetrahedrally coordinated semiconductors has quan-
titatively described thermodynamic, micromagnetic, transport, and optical
properties of DMS with delocalized or weakly localized holes [98, 99, 21, 100],
challenging competing theories. It is often argued that owing to these stud-
ies Ga1−xMnxAs has become one of the best-understood ferromagnets. Ac-
cordingly, this material is now employed as a testing ground for various ab
initio computation approaches to strongly correlated and disordered systems.
Moreover, the understanding of the carrier-controlled ferromagnetic DMS has
provided a basis for the development of novel methods enabling magnetization
manipulation and switching.
5.2 p-d Zener model
It is convenient to apply the Zener model of carrier-controlled ferromagnetism
by introducing the functional of free energy density, F [M(r)]. The choice of
the local magnetization M(r) as an order parameter means that the spins
are treated as classical vectors, and that spatial disorder inherent to magnetic
alloys is neglected. In the case of magnetic semiconductors F [M(r)] consists
of two terms, F [M(r)] = FS [M(r)] + Fc[M(r)], which describe, for a given
magnetization profile M(r), the free energy densities of the Mn spins in the
absence of any carriers and of the carriers in the presence of the Mn spins, re-
spectively. A visible asymmetry in the treatment of the carries and of the spins
corresponds to an adiabatic approximation: the dynamics of the spins in the
absence of the carriers is assumed to be much slower than that of the carriers.
Furthermore, in the spirit of the virtual-crystal and molecular-field approxi-
mations, the classical continuous field M(r) controls the effect of the spins
upon the carriers. Now, the thermodynamics of the system is described by the
partition function Z, which can be obtained by a functional integration of the
Boltzmann factor exp(− ∫ drF [M(r)]/kBT ) over all magnetization profiles
M(r) [87, 88]. In the mean-field approximation (MFA), a term correspond-
ing to the minimum of F [M(r)] is assumed to determine Z with a sufficient
accuracy.
If energetics is dominated by spatially uniform magnetization M , the spin
part of the free energy density in the magnetic field H can be written in the
form [101]
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FS [M ] =
∫ M
0
dMoh(Mo)−MH. (5)
Here, h(Mo) denotes the inverse function to Mo(h), where Mo is the avail-
able experimentally macroscopic magnetization of the spins in the absence of
carriers in the field h and temperature T . In DMS , it is usually possible to pa-
rameterize Mo(h) by the Brillouin function that, according to Eq. 4, takes the
presence of intrinsic short-range antiferromagnetic interactions into account.
Near TC and for H = 0, M is sufficiently small to take Mo(T, h) = χ(T )h,
where χ(T ) is the magnetic susceptibility of localized spins in the absence of
carriers. Under these conditions,
FS [M ] = M2/2χ(T ), (6)
which shows that the increase of FS with M slows down with lowering tem-
perature, where χ(T ) grows. Turning to Fc[M ] we note that owing to the giant
Zeeman splitting of the bands proportional to M , the energy of the carriers,
and thus Fc[M ], decreases with |M |, Fc[M ] − Fc[0] ∼ −M2. Accordingly, a
minimum of F [M ] at non-zero M may develop in H = 0 at sufficiently low
temperatures signalizing the appearance of a ferromagnetic order.
The present authors and co-workers [98] found that the minimal hamil-
tonian necessary to describe properly effects of the complex structure of the
valence band in tetrahedrally coordinated semiconductors upon Fc[M ] is the
Luttinger 6 × 6 kp model supplemented by the p-d exchange contribution
taken in the virtual crystal and molecular field approximations,
Hpd = βsM/gµB . (7)
This term leads to spin splittings of the valence subbands, whose magnitudes—
owing to the spin-orbit coupling—depend on the hole wave vectors k in a
complex way even for spatially uniform magnetization M . It would be tech-
nically difficult to incorporate such effects to the RKKY model, as the spin-
orbit coupling leads to non-scalar terms in the spin-spin Hamiltonian. At the
same time, the indirect exchange associated with the virtual spin excitations
between the valence subbands, the Bloembergen-Rowland mechanism, is au-
tomatically included. The model allows for biaxial strain, confinement, and
was developed for both zinc blende and wurzite materials [99]. Furthermore,
the direct influence of the magnetic field on the hole spectrum was taken
into account. Carrier-carrier spin correlation was described by introducing a
Fermi-liquid-like parameter AF [94, 54, 96], which enlarges the Pauli suscep-
tibility of the hole liquid. No disorder effects were taken into account on the
ground that their influence on thermodynamic properties is relatively weak
except for strongly localized regime. Having the hole energies, the free energy
density Fc[M ] was evaluated according to the procedure suitable for Fermi
liquids of arbitrary degeneracy. By minimizing F [M ] = FS [M ]+Fc[M ] with
respect to M at given T , H, and hole concentration p, Mn spin magnetization
M(T,H) was obtained as a solution of the mean-field equation,
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M(T,H) = xeffNogµBSBS [gµB(−∂Fc[M ]/∂M +H)/kB(T + TAF )], (8)
where peculiarities of the valence band structure, such as the presence of var-
ious hole subbands, anisotropy, and spin-orbit coupling, are hidden in Fc[M ].
Near the Curie temperature TC and at H = 0, where M is small, we expect
Fc[M ] − Fc[0] ∼ −M2. It is convenient to parameterize this dependence by
a generalized carrier spin susceptibility χ˜c, which is related to the magnetic
susceptibility of the carrier liquid according to χ˜c = AF (g ∗ µB)2χc. In terms
of χ˜c,
Fc[M ] = Fc[0]−AF χ˜cβ2M2/2(gµB)2. (9)
By expanding BS(M) for small M one arrives to the mean-field formula for
TC = TF − TAF , where TF is given by
TF = xeffNoS(S + 1)AF χ˜c(TC)β2/3kB . (10)
For a strongly degenerate carrier liquid |F |/kBT  1, as well as ne-
glecting the spin-orbit interaction χ˜c = ρ/4, where ρ is the total density-
of-states for intra-band charge excitations, which in the 3D case is given by
ρ = m∗DOSkF /pi
2h¯2. In this case and for AF = 1, TF assumes the well-known
form, derived already in 40s in the context of carrier-mediated nuclear ferro-
magnetism [102]. In general, however, χ˜c has to be determined numerically
by computing Fc[M ] for a given band structure and degeneracy of the carrier
liquid. The model can readily be generalized to various dimensions as well as
to the case, when M is not spatially uniform in the ground state.
The same formalism, in addition to TC and Mn magnetization M(T,H), as
discussed above, provides also quantitative information on spin polarization
and magnetization of the hole liquid [99]. Furthermore, it can be exploited
to describe chemical trends as well as micromagnetic, transport, and optical
properties of ferromagnetic DMS , the topics discussed in the subsequent
sections.
5.3 Curie Temperature – Chemical Trends
Large magnitudes of both density of states and exchange integral specific to
the valence band make TF to be much higher in p-type than in n-type mate-
rials with a comparable carrier concentration. Accordingly, in agreement with
theoretical evaluations [94], no ferromagnetic order was detected above 1 K
in n-(Zn,Mn)O:Al, even when the electron concentration exceeded 1020 cm−3
[103]. At the same time, theoretical calculations carried out with no adjustable
parameters explained satisfactorily the magnitude of TC in both (Ga,Mn)As
[98, 104] and p-type (Zn,Mn)Te [55]. Furthermore, theoretical expectations
within the p-d Zener model are consistent with chemical trends in TC values
observed experimentally in (Ga,Mn)Sb, (Ga,Mn)P, (In,Mn)As, (In,Mn)Sb,
(Ge,Mn), and p-(Zn,Be)Te though effects of hole localization [99, 55] preclude
the appearance of a uniform ferromagnetic order with a univocally defined TC
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value in a number of cases. In addition to localization, a competition between
long-range ferromagnetic interactions and intrinsic short-range antiferromag-
netic interactions [100], as described by TAF > 0 and xeff < x, may affect
the character of magnetic order [105]. It appears that the effect is more rel-
evant in II-VI DMS than in III-V DMS where Mn centers are ionized, so
that the enhanced hole density at closely lying Mn pairs may compensate
antiferromagnetic interactions [98]. In both groups of materials the density
of compensating donor defects appear to grow with the Mn concentration
[95, 55]. In the case of (Ga,Mn)As the defect involved is the Mn interstitial
[106], which can be driven and passivated at the surface be low temperature
annealing [107].
According to evaluations carried out by the present author and co-workers
[98] room temperature ferromagnetism could be observed in a weakly compen-
sated (Ga,Mn)As containing at least 10% of Mn. At the same time, because
of stronger p-d hybridization in wide band-gap materials, such as (Ga,Mn)N
and (Zn,Mn)O, TC > 300 K is expected already for x = 5%, provided that
the hole concentration would be sufficiently high. However, it was clear from
the beginning [98] that the enhancement of the hole binding energy by p-d
hybridization as well as a limited solubility of magnetic constituent together
with the effect of self-compensation may render the fabrication of high tem-
perature ferromagnetic DMS challenging. Nevertheless, a number of group has
started the growth of relevant systems, the effort stimulated even further by a
number of positive results as well as by numerous theoretical papers suggest-
ing, based on ab initio computations, that high temperature ferromagnetism
is possible in a large variety of DMS even without band holes. Today, however,
a view appears to prevail that the high temperature ferromagnetism, as evi-
denced by either magnetic, magnetotransport or magnetooptical phenomena,
results actually from the presence of precipitates of known or so-far unknown
ferromagnetic or ferrimagnetic nanocrystals containing a high density of mag-
netic ions. At the same time, it becomes more and more clear that the ab initio
computations in question suffered from improper treatment of correlation and
disorder, which led to an overestimation of tendency towards a ferromagnetic
order. It seems at the end that, as argued initially [94, 98], the delocalized or
weakly localized holes are necessary to stabilize a long-range ferromagnetic or-
der in tetrahedrally coordinated DMS with a small concentration of randomly
distributed magnetic ions.
5.4 Micromagnetic properties
Magnetic anisotropy
As the energy of dipole-dipole magnetic interactions depends on the dipole
distribution, there exists the so-called shape anisotropy. In particular, for thin
films, the difference in energy density corresponding to the perpendicular and
in-plane orientation of magnetization M is given by
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E = µoM2/2, (11)
which leads to the anisotropy field µoHA = µoM of about 60 mT for
Ga0.95Mn0.05As.
Already early studies of the ferromagnetic phase in (In,Mn)As [108] and
(Ga,Mn)As [109] demonstrated the existence of magnetic anisotropy , whose
character and magnitude implied a sizable contribution of a microscopic ori-
gin. Magneto-crystalline anisotropy is usually associated with the interaction
between spin and orbital degrees of freedom of the magnetic ion d-electrons.
According to the model advocated here, these electrons are in the d5 configu-
ration. For such a case the orbital momentum L = 0, so that effects stemming
from the spin-orbit coupling are expected to be rather weak. It was, however,
been noted that the interaction between the localized spins is mediated by the
holes that have a non-zero orbital momentum l = 1 [98]. An important aspect
of the p-d Zener model is that it does take into account the anisotropy of the
carrier-mediated exchange interaction associated with the spin-orbit coupling
in the host material [98, 99, 110].
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Fig. 7. Experimental (full points) and computed values (thick lines) of the ratio
of the reorientation to Curie temperature for the transition from perpendicular to
in-plane magnetic anisotropy . Dashed lines mark expected temperatures for the
reorientation of the easy axis between 〈100〉 and 〈110〉 in-plane directions (after
Sawicki et al. [111]).
A detail theoretical analysis of anisotropy energies and anisotropy fields in
films of (Ga,Mn)As was carried out for a number of experimentally important
cases within the p-d Zener model [99, 110]. In particular, the cubic anisotropy
as well as uniaxial anisotropy under biaxial epitaxial strain were examined as
a function of the hole concentration p. Both shape and magneto-crystalline
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anisotropies were taken into account. The perpendicular and in-plane orien-
tation of the easy axis is expected for the compressive and tensile strain, re-
spectively, provided that the hole concentration is sufficiently small. However,
according to theory, a reorientation of the easy axis direction is expected at
higher hole concentrations. Furthermore, in a certain concentration range the
character of magnetic anisotropy is computed to depend on the magnitude
of spontaneous magnetization , that is on the temperature. The computed
phase diagram for the reorientation transition compared to the experimental
results for a film is shown in Fig. 7. In view that theory is developed with
no adjustable parameters the agreement between experimental and computed
concentrations and temperature corresponding to the reorientation transition
is very good. Furthermore, the computed magnitudes of the anisotropy field
Hu [99] are consistent with the available findings for both compressive and
tensile strain.
According to the discussion above, the easy axis assumes the in-plane
orientation for typical carrier concentrations in the most thoroughly studied
system (Ga,Mn)As/GaAs. In this case the easy axis is expected to switch
between 〈100〉 and 〈110〉 in-plane cubic directions as a function of p [99, 110].
Surprisingly, however, only the 〈100〉 biaxial magnetic symmetry has so-far
been observed in films of (Ga,Mn)As/GaAs at low temperatures. Nevertheless,
the corresponding in-plane anisotropy field assumes the expected magnitude,
of the order of 0.1 T, which is typically much smaller than that correspond-
ing to the strain-induced energy of magnetic anisotropy . It is possible that
anisotropy of the hole magnetic moment, neglected in the theoretical calcula-
tions [99, 110], stabilizes the 〈100〉 orientation of the easy axis.
In addition to the cubic in-plane anisotropy, the accumulated data for
both (Ga,Mn)As/GaAs and (In,Mn)As/(In,Al)As point to a non-equivalence
of [110] and [-110] directions, which leads to the in-plane uniaxial magnetic
anisotropy . Such a uniaxial anisotropy is not expected for D2d symmetry of
a Td crystal under epitaxial strain [112, 113]. Furthermore, the magnitude
of the corresponding anisotropy field appears to be independent of the film
thickness [114], which points to a puzzling symmetry breaking in the film
body.
Magnetic stiffness and domain structure
Another important characteristics of any ferromagnetic system is magnetic
stiffness A, which describes the energy penalty associated with the local twist-
ing of the direction of magnetization . Remarkably, A determines the mag-
nitude and character of thermodynamic fluctuations of magnetization , the
spectrum of spin excitations as well as the width and energy of domain walls.
An important result is that the magnetic stiffness computed within the 6× 6
Luttinger model is almost by a factor of 10 greater than that expected for a
simple spin degenerate band with the heave-hole band-edge mass [115]. This
enhancement, which stabilizes strongly the spatially uniform spin ordering,
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stems presumably from p-like symmetry of the valence band wave functions,
as for such a case the carrier susceptibility (the Lindhard function) decreases
strongly with q [116].
The structure of magnetic domains in (Ga,Mn)As under tensile strain has
been determined by micro-Hall probe imaging [117]. The regions with magne-
tization oriented along the [001] and [00-1] easy axis form alternating stripes
extending in the [110] direction. As shown in Fig. 8, the experimentally deter-
mined stripe width is W = 1.5 µm at 5 K for 0.2 µm film of Ga0.957Mn0.043As
on Ga0.84In0.16As, for which tensile strain of xx = 0.9% is expected. Accord-
ing to micromagnetic theory, W is determined by the ratio of the domain
wall energy to the stray field energy. As shown in Fig. 8, the computed value
with no adjustable parameters W = 1.1 µm [118] compares favorably with the
experimental finding, W = 1.5 µm at low temperatures. However, the model
predicts much weaker temperature dependence of W than that observed ex-
perimentally, which was linked [118] to critical fluctuations, disregarded in the
mean-field approach.
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Fig. 8. Temperature dependence of the width of domain stripes as measured by
Shono et al. [117] for the Ga0.957Mn0.043As film with the easy axis along the growth
direction (full squares). Computed domain width is shown by the solid line (after
Dietl et al. [118]).
5.5 Optical properties
Magnetic circular dichroism
Within the Zener model, the strength of the ferromagnetic spin-spin interac-
tion is controlled by the k ·p parameters of the host semiconductor and by the
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magnitude of the spin-dependent coupling between the effective mass carriers
and localized spins. In the case of II-VI DMS , detailed information on the ex-
change -induced spin-splitting of the bands, and thus on the coupling between
the effective mass electrons and the localized spins has been obtained from
magnetooptical studies [12]. A similar work on (Ga,Mn)As [119, 120, 121]
led to a number of surprises. The most striking was the opposite order of
the absorption edges corresponding to the two circular photon polarizations
in (Ga,Mn)As comparing to II-VI materials. This behavior of circular mag-
netic dichroism (MCD ) suggested the opposite order of the exchange -split
spin subbands, and thus a different origin of the sp-d interaction in these
two families of DMS . A new light on the issue was shed by studies of pho-
toluminescence (PL) and its excitation spectra (PLE) in p-type (Cd,Mn)Te
quantum wells [54]. As shown schematically in Fig. 9, the reversal of the order
of PLE edges corresponding to the two circular polarizations results from the
Moss-Burstein effect, that is from the shifts of the absorption edges associated
with the empty portion of the valence subbands in the p-type material.
The above model was subsequently applied to interpret the magnetoab-
sorption data for metallic (Ga,Mn)As [120, 99]. More recently, the theory was
extended by taking into account the effect of scattering-induced mixing of k
states [122]. As shown in Fig. 10, this approach explains the slop of the ab-
sorption edge as well as its field-induced splitting assuming the value of the
p-d exchange energy βN0 = −1 eV.
Recently, the formalisms suitable for description of either interband [99]
or intraband [123] optical absorption were combined [124] in order to examine
theoretically optical (dynamic) conductivity in the whole spectral range up to
2 eV. Furthermore a possible presence of optical absorption involving defect
states was taken into account. In this way, the most general quantitative the-
ory of optical and magnetoptical effects in magnetic semiconductors available
to date was worked out. A good quantitative description of experimental data
[125, 126] was obtained verifying the model. However, some discrepancies in
the low photon energy range were detected, which confirmed the presence of
quantum localization effects. At the same time, a disagreement in the high en-
ergy region pointed to the onset of intra-d band transitions. The Faraday and
Kerr rotations were also computed showing a large magnitude and a complex
spectral dependence in the virtually whole studied photon energy range up to
2 eV, which suggests a suitability of this material family for magnetooptical
applications.
5.6 Charge transport phenomena
Hall effect in ferromagnetic semiconductors - theory
The assessment of magnetic characteristics by means of magnetotransport
studies is of particular importance in the case of thin films of diluted magnets,
in which the magnitude of the total magnetic moment is typically small. For
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Fig. 9. Photoluminescence excitation spectra (PLE), that is the photoluminescence
(PL) intensity as a function of the excitation photon energy intensity, for σ+ (solid
lines) and σ− (dotted lines) circular polarizations at selected values of the mag-
netic field in a modulation-doped p-type quantum well of Cd0.976Mn0.024Te at 2 K.
The photoluminescence was collected in σ+ polarization at energies marked by the
narrowest features. The sharp maximum (vertical arrow) and step-like form (hori-
zontal arrow) correspond to quasi-free exciton and transitions starting at the Fermi
level, respectively. Note reverse ordering of transition energies at σ+ and σ− for PL
and PLE (the latter is equivalent to optical absorption). The band arrangement at
150 Oe is sketched in the inset (after Haury et al. [54]).
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One of the most attractive features of Ga12xMnxAs is its
DMS-type behavior, i.e., strong interaction between delocal-
ized s- and p-type band electrons and localized d-type elec-
trons of the magnetic ions ~so called s , p-d exchange inter-
action!. In particular, this interaction yields band splittings of
the order of 100 meV, which corresponds to an effective g
factor of a few hundreds.10,15 The interaction for the conduc-
tion band (s-d exchange! is driven by direct potential ex-
change and should always be ferromagnetic ~FM!,21 which is
indeed the case for all DMS examples known so far.10,22 On
the other hand, valence band p-d exchange is dominated by
the kinetic exchange mechanism and can be both ferromag-
netic and antiferromagnetic ~AFM!, depending on exchange
channels, i.e., available paths for virtual electron jumps be-
tween the valence band and d orbitals.22,23
The energy band structure of a zinc-blende-type diluted
magnetic semiconductor in the vicinity of the G point is
shown in Fig. 2. The exchange interaction induces bands
splitting. The energies of the electronic transitions to the
conduction band from the heavy holes Ehh-c , light holes
Elh-c , and spin-orbit split band Eso-c in s1 and s2 polar-
ized light in the vicinity of the G point are as follows.24
For s1,
Ehh-c ,s15Eg13b23a ,
Elh-c ,s15Eg1b13a ,
Eso-c ,s15Eg2b13a ,
and for s2,
Ehh-c ,s25Eg23b13a ,
Elh-c ,s25Eg2b23a ,
Eso-c ,s25Eg1b23a , ~10a!
where
a5 16 N0ax^2S& , b5 16 N0bx ^2S&. ~10b!
N0a and N0b are the exchange integrals for the conduction
(s-d) and valence bands (p-d), and ^S& is the thermody-
namic average of the spin S and is proportional to the mag-
netization of the system of magnetic ions.10
For Ga12xMnxAs epilayers (x’0.03–0.04! the p-d ex-
change interaction was found to be antiferromagnetic (N0b
,0).15 Transmission was measured in the spectral range
1.4–2.0 eV, at temperatures 2 K,T,60 K, and magnetic
field up to 5 T. Circularly polarized light (s2 and s1) was
used. Detailed information about this experiment and the
sample preparation can be found in Ref. 15.
The sample absorption spectra are shown ~by points! in
Fig. 3. Instead of a sharp absorption edge a broad, ramplike
edge is observed. The highest value of the detectable absorp-
tion coefficient in this experiment was about 104 cm21. Un-
der external magnetic field the absorption edge splits by
about 100 meV. Such strong edge splitting is characteristic
for s , p-d exchange effects.10,24 The s2 edge is redshifted
with respect to the s1 edge, which is attributed to the Moss-
Burstein shift.15
For epilayers with hole concentration ranging between
1018 and 1020 cm23, the fact that the top of the valence band
is empty ~filled with holes! must be taken into account, since
the Fermi energy level F can be up to about 300 meV below
the top of the valence band. Consequently the Moss-Burstein
shift of the absorption edge becomes sizable and is different
for transitions originating from different valence subbands
split by s , p-d exchange interaction ~Fig. 4!. It appears that
in this case, assuming direct transitions, for FM s-d ex-
change (N0a.0) and AFM p-d exchange (N0b,0), s1
FIG. 2. Energy band structure of zinc-blende-type diluted mag-
netic semiconductor in the vicinity of the Brillouin zone G point.
The right panel shows the allowed interband optical transitions
in the Faraday configuration under external magnetic field. s1
and s2 transitions are marked. The bold numbers give the
relative intensities.
  
  
    
    
   
 
 
 
FIG. 3. The absorption coefficient of Ga12xMnxAs (x
50.032). The experimental data are shown by points ~Ref. 12!. The
open ~closed! symbols correspond to s1 (s2) polarization of light.
The zero field absorption data ~a! are moved up relative to the
measurements at 5.0 T ~b! for clarity. The results of the model
calculations for each polarization are presented by solid lines. The
values of p57.031019 cm23, N0b50.0 ~a!, N0b521.0 eV ~b!,
and sk51/14 Å21 were used.
J. SZCZYTKO, W. BARDYSZEWSKI, AND A. TWARDOWSKI PHYSICAL REVIEW B 64 075306
075306-4
Fig. 10. Transmission of Ga0.968Mn0.032As film for two circular light polarizations
in he Faraday configuration in the bsence f the magnetic field (data shifted up
for clarity) a d in 5 T at 2 K (points) [120]. Solid lines are calculated for the hole
concentration p = 7× 1019 cm−3, exchange energy N0β = −1 eV, and allowing for
scat ering-induced breaking of the k sele tion rules [122].
this reaso , recent years have witnessed a renewed interest in the nature of
the anomalous Hall effect (AHE), which–if understood theoretically–can serve
to determine the magnitude of magnetization . Also magnetoresistance, to be
discussed later on, provides information on the magnetism and on the interplay
between electronic and magnetic degrees of freedom.
The Hall resistance RHall ≡ ρyx/d of a film of the thickness d is empiri-
cally known to be a sum of ordinary and anomalous Hall terms in magnetic
materials [127],
RHall = R0µoH/d+RSµoM/d. (12)
Here, R0 and RS are the ordinary and anomalous Hall coefficients, respectively
(R0 > 0 for the holes), and M(T,H) is the component of the magnetization
vector perpendicular to the sample surface. While the ordinary Hall effect
serves to determine the carrier density, the anomalous Hall effect (known also
as the extraordinary Hall effect) provides valuable information on magnetic
properties of thin films. The coefficient RS is usually assumed to be propor-
tional to Rαsheet, where Rsheet(T,H) is the sheet resistance and the exponent
α depends on the mechanisms accounting for th AHE.
If the eff ct f t ay magnetic fields produc d by localized magnetic mo-
ments were been domi ating, RS would scale with magnetizationM but would
be rather p oportional to R0 than to Rsheet. There is no demagnetization ef-
fect in the magnetic field perpendicular to the surface of a uniformly magne-
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tized film, B = µoH. However, this is no longer the case in the presence of
magnetic precipitates, whose stray fields and AHE may produce an apparent
magnetization -dependent contribution the host Hall resistance.
When effects of stray fields can be disregarded, spin-orbit interactions
control totally RS . In such a situation α is either 1 or 2 depending on the
origin of the effect: the skew-scattering (extrinsic) mechanism, for which the
Hall conductivity is proportional to momentum relaxation time τ , results in
α ≈ 1 [127]. From the theory point of view particularly interesting is the
intrinsic mechanism for the Hall conductivity σAH = RSM/(Rsheetd)2] does
not depend explicitly on scattering efficiency but only on the band structure
parameters [128, 129, 21].
For both extrinsic and intrinsic mechanisms, the overall magnitude of the
anomalous Hall resistance depends on the strength of the spin-orbit interac-
tion and spin polarization of the carriers at the Fermi surface. Accordingly,
at given magnetization M , the effect is expected to be much stronger for
the holes than for the electrons in tetrahedrally coordinated semiconductors.
For the carrier-mediated ferromagnetism, the latter is proportional to the
exchange coupling of the carriers to the spins, and varies – not necessarily
linearly – with the magnitude of spin magnetization M . Additionally, the
skew-scattering contribution depends on the asymmetry of scattering rates
for particular spin subbands, an effect which can depend on M in a highly
nontrivial way. Importantly, the sign of either of the two contributions can
be positive or negative depending on a subtle interplay between the orienta-
tions of orbital and spin momenta as well as on the character (repulsive vs.
attractive) of scattering potentials.
Recently, Jungwirth et al. [129] developed a theory of the intrinsic AHE in
p-type zinc-blende magnetic semiconductors, and presented numerical results
for the case of (Ga,Mn)As, (In,Mn)As, and (Al,Mn)As. The derived formula
for σAH corresponds to that given earlier [128, 130, 131] in the weak scatter-
ing limit. The intrinsic AHE can also be regarded as a zero-frequency limit
of σxy(ω), where σ(ω) is the dynamic (optical) conductivity tensor, related
directly the Kerr effect, widely studied in experimentally and theoretically in
ferromagnetic metals [132]. For the hole concentration p such that the Fermi
energy is much smaller than the spin-orbit splitting ∆o but larger than the
exchange splitting h between the majority jz = −3/2 and minority jz = +3/2
bands at k = 0, ∆o  |F |  h, Jungwirth et al. [129] predict within the
4× 4 spherical Luttinger model
σinAH = e
2hmhh/[4pi2h¯3(3pip)1/3]. (13)
Here the heavy hole mass mhh is assumed to be much larger than the light
hole mass mlh, whereas σinAH becomes by the factor of 2
4/3 greater in the
opposite limit mhh = mlh. In the range h |F |  ∆o the determined value
of σinAH is positive, that is the coefficients of the normal and anomalous Hall
effects are expected to have the same sign. However, if the Fermi level were
approached the split-off Γ7 band, a change of sign would occur.
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A formula for σinAH was also derived [133] from Eq. 4 of Jungwirth et al.
[129]), employing the known form of the heavy hole Bloch wave functions
uk,jz [116]. Neglecting a small effect of the spin splitting on the heavy hole
wave functions, σinAH was found to be given by the right hand side of Eq. 14
multiplied by the factor (16/9) ln 2− 1/6 ≈ 1.066 [133].
In order to evaluate the ratio of intrinsic and skew-scattering mechanisms,
the general theory of the AHE effect in semiconductors [128, 130, 131, 129]
was applied [15]. Assuming that scattering by ionized impurities dominates,
this ratio is then given by [134, 135, 131],
σinAH
σssAH
= ±f(ξ)(NA +ND)/(prskF `). (14)
Here, f(ξ) ≈ 10 is a function that depends weakly on the screening dimen-
sionless parameter ξ; (NA + ND)/p is the ratio of the ionized impurity and
carrier concentrations; rs is the average distance between the carriers in the
units of the effective Bohr radius, and ` is the mean free path. Similarly, for
spin-independent scattering by short range potentials, V (r) = V δ(r−ri) [130]
was applied [133]. Assuming that scattering by ionized impurities is negligible,
σinAH
σssAH
= −3/[piV ρ(εF )kF `], (15)
where ρ(εF ) is the density of states at the Fermi level. Of course, the overall
sign depends on the sign of the scattering potential V .
In order to find out which of the two AHE mechanisms operates predomi-
nantly in p-type tetrahedrally coordinated ferromagnetic semiconductors, we
note that scattering by ionized impurities appears to dominate in these heav-
ily doped and compensated materials. This scattering mechanism, together
with alloy and spin disorder scattering, limits presumably the hole mobility
and leads ultimately to the metal-to-insulator transition (MIT). Since at the
MIT rs ≈ 2 and kF ` ≈ 1 one expects from Eq. 15 that as long as the holes re-
main close to the localization boundary the intrinsic mechanism accounts for
the AHE. It would be interesting to know how quantum localization correc-
tions affect the anomalous Hall conductivity as well as how to extend theory
towards the insulator side of the MIT. A work in this direction was reported
[136].
Obviously, the presence of the AHE makes a meaningful determination of
the carrier type and density difficult in ferromagnetic semiconductors. Usually,
the ordinary Hall effect dominates only in rather high magnetic fields or at
temperatures several times larger than TC . It appears, therefore, that a careful
experimental and theoretical examination of the resistivity tensor in wide field
and temperature ranges is necessary to separate characteristics of the spin and
carrier subsystems.
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Comparison between theoretical and experimental results
As mentioned above, because of the dominance of the anomalous Hall term in
wide temperature and field ranges, it is not straightforward to determine the
carrier type and concentration in ferromagnetic semiconductors. Only at low
temperatures and under very high fields, the anomalous Hall term saturates,
so that the ordinary Hall coefficient can be determined from the remaining
linear change of the Hall resistance in the magnetic field. Note that although
magnetization saturates in relatively low magnetic fields, the negative MR
usually persists, and generates the field dependence of the anomalous Hall
coefficient.
Magnetotransport data collected for (Ga,Mn)As in a wide temperature and
field ranges [95, 137] were exploited to test the theory of the AHE [129]. The
results of such a comparison are shown in Fig. 11. There is a good agreement
between the theoretical and experimental magnitude of the Hall conductivity.
Importantly, no significant contribution from skew scattering is expected for
the (Ga,Mn)As sample in question [137], for which (NA+ND)/p ≈ 5, rs ≈ 1.1,
and kF ` ≈ 0.8, so that σinAH/σssAH ≈ 57.
Another material for which various contributions to Hall resistance were
analyzed is Zn0.981Mn0.019Te:N containing 1.2× 1020 holes per cm3 [133]. In
Fig. 12, ρyx/ρxx−µB, i.e., the spin dependent Hall angle, is compared to the
magnetization measured in a vibrating sample magnetometer [138] for this
film. The normal Hall angle µB = µµoH was subtracted assuming a constant
hole mobility µ i.e., assigning the conductivity changes entirely to variations
in the hole concentration. This assumption is not crucial for the present highly
doped sample, but it proves to be less satisfactory for the less doped samples.
As shown in Fig. 12, a reasonable agreement is found by taking,
ρyx/ρxx = µB +ΘM/MS , (16)
where MS is the saturation value of magnetization and Θ = 0.04 is the ad-
justable parameter. For the sample in question, the maximum value of hole
polarization, (pup − pdown)/(pup + pdown), has been estimated to be of the
order of 10% [138].
Here, similarly to the case of (Ga,Mn)As, the sign and magnitude of the
anomalous Hall coefficient indicated that the intrinsic mechanism is involved.
The value of Θ was evaluated theoretically from Eq. 13 by adopting parame-
ters suitable for the sample in question, mhh = 0.6mo, ρxx = 5 × 10−3 Ωcm
and the saturation value of the splitting h = 41 meV. This leads to σinAH =
13.1 (Ωcm)−1 and Θin = 0.065 [133], in a reasonable agreement with the ex-
perimental value Θ = 0.04. Since a contribution from the light hole band will
enhance the theoretical value, it was concluded [133] that the present theory
describes the anomalous hole effect within the factor of about two.
It is important to note that there exist several reasons causing that the
Hall effect and direct magnetometry can provide different information on mag-
netization . Indeed, contrary to the standard magnetometry, the AHE does
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Here p  k3hh3p21 1 mlhmhh32 is the total hole
density and mlh  mg1 1 2g2 is the light-hole effec-
tive mass. The lower bound in Eq. (6) is obtained assum-
ing mlh ø mhh while the upper bound is reached when
mlh 	 mhh.
Based on the above analysis we conclude that the
Berry phase anomalous velocity can yield a sizable
AHE in (III, Mn)V ferromagnets. The dot-dashed line
in Fig. 1 shows our analytic results for GaAs effective
masses mhh  0.5m and mlh  0.08m. Note that in
experiment, anomalous Hall conductances are of order
1 10 V21 cm21 and the effective exchange field
h 
 10 2 100 meV. According to Eq. (6) larger
sAH values should be expected in systems with larger
heavy-hole effective masses and in systems with the ratio
mlhmhh close to unity.
So far we have discussed the limit of infinitely strong
spin-orbit coupling with an exchange field that is small
relative to the hole Fermi energy. In the opposite lim-
its of zero spin-orbit coupling or large h, sAH vanishes.
This implies that the anomalous Hall conductivity is gener-
ally nonlinear in the exchange field and the magnetization.
To explore the intermediate regime we numerically diag-
onalized the 6-band Luttinger Hamiltonian [23,31] with
the spin-orbit gap Dso  1 eV, and for the GaAs value
Dso  341 meV. The results shown in Fig. 1 confirm that
a smaller sAH is expected in systems with smaller Dso and
suggest that both positive and negative signs of sAH can
occur in general.
The curves in Fig. 1 are obtained by neglecting band
warping in III-V semiconductor compounds. The property
that the valence bands in these materials are strongly
nonparabolic, even in the absence of the field h and even
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FIG. 1. Illustrative calculations of the anomalous Hall conduc-
tance as a function of polarized Mn ions field for hole den-
sity p  0.35 nm21. The dot-dashed curve was obtained as-
suming infinitely large spin-orbit coupling. The decrease of
theoretical sAH with decreasing spin-orbit coupling strength is
demonstrated for Dso  1 eV (dashed line) and Dso  341 meV
(solid line).
in the large Dso limit, is accurately captured by intro-
ducing the third phenomenological Luttinger parameter
g3 [23,31]. Our numerical results indicate that warping
(g2 fi g3) leads to an increase of sAH , as seen when
comparing the solid curves in Fig. 1 and in the top panel
of Fig. 2. The hole-density dependence of sAH , illustrated
in Fig. 2, is qualitatively consistent with the spherical
model prediction (6). The numerical data in Fig. 2 are
also consistent with the trends for dependence on host
parameters, highlighted in italics in the preceeding para-
graphs, suggesting a large positive AHE coefficient for
(Al, Mn)As mhh  0.66m,mhhmlh  3.96,g2g3 
1.73, an intermediate positive sAH in (Ga, Mn)As
mhh  0.5m,mhhmlh  6.05,g2g3  1.42, and
a relatively weak AHE in (In, Mn)As mhh 
0.43m,mhhmlh  21.5,g2g3  1.08 with a sign
that may be sensitive to strain and other details of a
particular sample.
We now compare our sAH theory with the experi-
mental data available in (In, Mn)As and (Ga, Mn)As
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FIG. 2. Full numerical simulations of sAH for GaAs host (top
panel), InAs host (bottom panel), and AlAs host (inset) with hole
densities p  0.1 nm21 (dotted lines), p  0.2 nm21 (dashed
lines), and p  0.35 nm21 (solid lines). Luttinger parameters of
the valence bands were obtained from Ref. [32]. Filled circles in
the top and bottom panels represent measured AHE [1,3,9]. The
saturation mean-field h values for the two points were estimated
from nominal sample parameters [1,3,9]. Horizontal error bars
correspond to the experimental uncertainty of the Jpd coupling
constant. Experimental hole density in the (Ga, Mn)As sample is
p  0.35 nm21; for (In, Mn)As, p  0.1 nm21 was determined
indirectly from sample’s transition temperature.
207208-3 207208-3
Fig. 11. ull numerical simulations of the anomalous Hall conductivity σAH for
GaAs host with hole densities p = 1020 (dotted line ), 2 × 1020 (dashed lines),
and 3.5× 1020 cm−3 (solid li es). Filled circle represents measured Hall conductiv-
ity (Fig. 2). The saturation mean-field value of the splitting h b ween Γ8 heavy
hole subbands was estimated from nominal sa ple parameters. Horizontal error bar
corresponds to the experimental uncertainty of the p−d exchange integral. Experi-
mental hole density in the (Ga,Mn)As sample is 3.5 × 1020 cm−3 (after Jungwirth
et al. [129]).
not provide information about the magnetization of the whole samples but
only about its value in regions visited by the carriers. Near the metal-insulator
boundary, especially when the compensation is appreciable, the carrier distri-
bution is highly non-uniform. In the regions visited by the carriers the ferro-
magnetic interactions are strong, whereas the remaining regions may remain
paramagnetic. Under such conditions, magnetotransport and direct magnetic
measurements will provide different magnetization values [98]. In particular,
MS at T → 0, as seen by a direct magnetometry, can be much lower than that
expected for a given value of the magnetic ion concentration. High magnetic
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Fig. 12. Comparison of the normalized anomalous Hall effect (lines) with the nor-
malized magnetization M/MS (crosses); from top to bottom: 1.7, 2.8, 4.2, 7, 10, 30,
and 50 K; the data are shifted for clarity (after [138]).
Furthermore, the spin-orbit interaction accounts for anisotropic magnetoresis-
tance (AMR ), that is the dependence of resistance on the angle between the
current and magnetization , an effect particularly useful for position sensing
in engines. Under these conditions, even if magnetization remains in-plane
the resistivity tensor may assume a non-diagonal form. This leads to the ap-
pearance of a Hall voltage, a phenomenon known as the planar Hall effect
(PHE ) [139]. The information on the orientation of in-plane magnetization ,
which can be obtained from AMR and PHE is, thus, complementary to that
provided by AHE which is sensitive only to the perpendicular component
of magnetization . In particular, AMR and PHE can trace the character of
in-plane magnetization reorientation at the coercive field and serve to deter-
mine the corresponding anisotropy fields. Last but not least, AMR and PHE
Fig. 12. Comparison of the normalized anomalous Hall effect (lines) with the nor-
malized magnetization M/MS (crosses); from top to bottom: 1.7, 2.8, 4.2, 7, 10, 30,
and 50 K; the data are shifted for clarity (after [138]).
fields are then necessary to magnetize all localized spins. The corresponding
field magnitude is expected to grow with the temperature and strength of
antiferromagnetic interactions that dominate in the absence of the holes.
Anisotropic magnetoresist nce and pla ar Hall effect
In cubic materials the conductivity tensor is diagonal in the absence of an ex-
ternal magnetic field. However, non-zero values of strain make the resistance
to depend on the orientation of current in respect to crystallographic axes.
Furthermore, the spin-orbit int r cti accounts for anisotropic magnetoresis-
tance (AMR ), tha is the dependence of resistance on the angle between the
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current and magnetization , an effect particularly useful for position sensing
in engines. Under these conditions, even if magnetization remains in-plane
the resistivity tensor may assume a non-diagonal form. This leads to the ap-
pearance of a Hall voltage, a phenomenon known as the planar Hall effect
(PHE ) [139]. The information on the orientation of in-plane magnetization ,
which can be obtained from AMR and PHE is, thus, complementary to that
provided by AHE which is sensitive only to the perpendicular component
of magnetization . In particular, AMR and PHE can trace the character of
in-plane magnetization reorientation at the coercive field and serve to deter-
mine the corresponding anisotropy fields. Last but not least, AMR and PHE
are sensitive probe of spin anisotropy at the Fermi surface associated with
the strain and spin-orbit interaction for non-zero magnetization . The corre-
sponding theory of AMR was developed by Jungwirth et al. [140] within the
Drude-Boltzmann formulation of charge transport in solids.
To test the theoretical predictions concerning effects of biaxial strain upon
AMR , (Ga,Mn)As samples under compressive and tensile strain were studied
for longitudinal and two perpendicular orientations of the magnetic field in
respect to electric current [141]. As show in Fig. 13, above 0.5 T, negative
magnetoresistance is observed, whose magnitude is virtually independent of
experimental configuration. However, the absolute value of resistance ρ in
this range depends on the field direction, which is the signature of AMR .
These data provide information on processes of the field-induced rotation of
magnetization for various orientations of the field in respect to crystal and
easy axes. In particular, the values of the field corresponding to the resistance
maxima are expected to be of the order of the anisotropy field.
If only spin-orbit effects were controlled AMR , its magnitude would de-
pend only on the angle between the current and field directions. Accord-
ing to Fig. 13, this is not the case since AMR depends also on the direc-
tions of the field and current in respect to crystal axes. It is convenient to
introduce AMR op = [ρxx(H ‖ x) − ρxx(H ‖ y)]/ρxx(H ‖ y) and AMR
op = [ρxx(H ‖ x) − ρxx(H ‖ z)]/ρxx(H ‖ z), where the current and growth
directions are denoted by x and z, respectively, and ρxx is the longitudinal
resistivity. Importantly, the sign and order of magnitude of AMR is consistent
with theoretical expectations [140, 142]. In particular, the predicted difference
in sign of AMR op−AMR ip in the case of compressive and tensile strain is
corroborated by the data. On the other hand, the dependence of AMR op and
AMR ip at given strain on the current direction appears as challenging. It
may result from the lowering of the symmetry of the (Ga,Mn)As films from
the expected D2d to C2v, as discussed in Sec. 3.
Particularly intriguing are hysteretic resistance jumps observed for samples
under compressive strain and for the field pointing along the growth direction.
We assign this effect to a large ratio of the anisotropy and coercive fields, which
makes that even a rather small misalignment, and thus a minute in-plane field,
can result in magnetization switching between in-plane easy directions. These
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Fig. 13. Left panel: Field-induced changes in resistance of Ga0.95Mn0.05As/GaAs
(compressive strain) lower panel: current along [110]; middle panel: current along
[100]) and of Ga0.957Mn0.043As/(In,Ga)As under tensile strain (lower panel, cur-
rent along 〈110〉) for three orientations of the magnetic field in respect to current
direction at 2 K. Right panel: field and temperature dependencies of resistance
in Ga0.95Mn0.05As/GaAs (compressive strain, upper panel) and in tensile strained
Ga0.957Mn0.043As/(In,Ga)As (lower panel) for magnetic field perpendicular to the
film plane. Starting from up, subsequent curves at H = 0 correspond to tempera-
tures in K: 70, 60, 80, 50, 90, 40, 100, 30, 125, 20, 2, 5, 10, 150, 200, 300 (upper
panel) and to 50, 60, 40, 70, 30, 80, 90, 20, 100, 2, 10, 5, 125, 150, 200, 300 (lower
panel). The thick solid lines superimposed on 2 K data in positive magnetic field
side show Kawabata’s theory predictions (after Matsukura et al. [141]).
results provide, therefore, information on resistance values in a demagnetized
state for the studied current directions.
Low and high field magnetoresistance
Apart from AMR , there is a number of other effects that can produce a sizable
magnetoresistance in magnetic semiconductors, especially in the vicinity of the
localization boundary [12], where quantum corrections to Drude-Boltzmann
conductivity become important. In particular, carrier diffusion in the molec-
ular field of randomly oriented spin clusters that form above TC shifts the
metal-to-insulator transition towards higher carrier concentrations [71]. The
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resulting temperature dependent localization may lead to a resistance max-
imum at TC , which will be destroyed by the magnetic field. This accounts
presumably for the field and temperature dependence of resistivity near TC
visible clearly in Fig. 13.
However, the negative magnetoresistance hardly saturates even in rather
strong magnetic fields, and occurs also at low temperatures, where the spins
are fully ordered ferromagnetically according to the Hall effect data. This
surprising observation was explained by the present author and co-workers
[133, 141] in terms of weak localization orbital magnetoresistance. Indeed, in
the regime in question the giant splitting of the valence band makes both spin-
disorder and spin-orbit scattering relatively inefficient. Under such conditions,
weak localization magnetoresistance can show up at low temperatures, where
phase breaking scattering ceases to operate. According to Kawabata [143],
4ρ/ρ ≈ −4σ/σ = −nve2Co(e/h¯B)1/2/(2pi2h¯), (17)
where Co = 0.605, σ is the conductivity, and 1/2 ≤ nv ≤ 2 depending on
whether one or all four hole subbands contribute to the charge transport. For
the samples under compressive and tensile strain, the above formula gives
4ρ/ρ = −0.13nv and −0.25nv, respectively at B = 9 T. These values are to
be compared to experimental data of Fig. 13, 4ρ/ρ = −0.09 and -0.14 at 2 K.
The fitting to Eq. 17 reproduces the data at 2 K quite well (thin solid lines in
Fig. 13 and gives nv = 1.46 and 0.82 for the compressive and tensile samples,
respectively, as could be expected for ferromagnetic films of (Ga,Mn)As. Since
negative magnetoresistance takes over above Bi ≈ 1 T, we can evaluate a
lower limit for the spin-disorder scattering time, τs = m ∗ /(eBikF l) = 8 ps
for the hole effective mass m∗ = 0.7mo and kF l = 0.5, where kF the Fermi
momentum and l the mean free path.
5.7 Spin transport phenomena
To this category belongs a number of effects observed in heterostructures of
(Ga,Mn)As, and important for perspective spintronic devices, such as spin
injection of holes [144, 145] and electrons in the Zener diode [146, 147], giant
magnetoresistance (GMR ) [148], tunnelling magnetoresistance (TMR ) [149,
150, 151], tunnelling anisotropic magnetoresistance (TAMR ) [152, 153], and
domain wall resistance [154, 155].
Since in most semiconductor spin transport devices the relevant length
scale is shorter that the phase coherence length, a formulation of theory in
terms of the Boltzmann distribution function f is not valid. Recently, theory
that combines an empirical tight-binding approach with a Landauer-Bu¨ttiker
formalism was developed [156, 157]. In contrast to the standard kp method,
this theory describes properly the interfaces and inversion symmetry breaking
as well as the band dispersion in the entire Brillouin zone, so that the essential
for the spin-dependent tunnelling Rashba and Dresselhaus terms as well as
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the tunnelling via k points away from the zone center are taken into account.
This approach [156, 157], developed with no adjustable parameters, explained
experimentally observed large magnitudes of both electron current spin po-
larization up to 70% in the (Ga,Mn)As/n-GaAs Zener diode [158] and TMR
of the order of 300% in a (Ga,Mn)As/GaAs/(Ga,Mn)As trilayer structure
[151]. Furthermore, theory reproduced a fast decrease of these figures with
the device bias as well as it indicated that the magnitude of TAMR should
not exceed 10% under usual strain conditions.
5.8 Methods of Magnetization Manipulation
Since magnetic properties are controlled by band holes, an appealing possi-
bility is to influence the magnetic ordering isothermally, by light or by the
electric field, which affect the carrier concentration in semiconductor struc-
tures. Such tuning capabilities of the materials systems in question were put
into the evidence in (In,Mn)As/(Al,Ga)Sb [159, 160] and modulation doped p-
(Cd,Mn)Te/(Cd,Mg,Zn)Te [54, 161] heterostructures, as depicted in Figs. 14
and 15. Actually, these findings can be quantitatively interpreted by consid-
ering the effect of the electric field or illumination on the hole density under
stationary conditions and, therefore, on the Curie temperature in the relevant
magnetic layers. Interestingly, according to experimental findings and theo-
retical modelling, photocarriers generated in II-VI systems by above barrier
illumination destroy ferromagnetic order in the magnetic quantum well resid-
ing in an undoped (intrinsic) region of a p-i-p structure [54, 161] but they
enhance the magnitude of spontaneous magnetization in the case of a p-i-n
diode [161], as shown in Fig. 15.
Another method of magnetization manipulation, suitable for low-power
switching of bits in magnetic memories, was invoked by Luc Berger [162] and
John Slonczewski [163], who considered since dozen of years magnetization
reversal by a transfer of spin momentum from the current of spin polarized
carriers to localized magnetic moments in ferromagnetic metals. In the case
of semiconductors, the current-induced magnetization reversal was demon-
strated in submicron pillars of (Ga,Mn)As/GaAs/(Ga,Mn)As [164]. Further-
more, spin-polarized current was shown to displace magnetic domain walls in
(Ga,Mn)As with the easy axis perpendicular to the film plane [165, 166].
6 Summary and Outlook
As an outcome of the great progress made in the field of semiconductor spin-
tronics in the past few years as reviewed above, spin transistors were for the
first time described in The International Technology Roadmap for Semicon-
ductors: Update 2004 Emerging Research Devices. Here it was also suggested
that spin transistors might replace unipolar silicon transistors, which have
been so successfully employed since the 1960s. It is, however, also obvious
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of them, such as spin injection as well as giant and
tunnelling magnetoresistance, are familiar from parallel
studies of magnetic multilayers. Other effects, like
isothermal driving of the system between ferromagnetic
and paramagnetic phases by the electric field or by the
photon flux in the direction that can be selected by an
appropriate design of structure, appear unique to
ferromagnetic semiconductors. These striking effects
offer new tools for patterning magnetic nanostructures
as well as for information writing and processing,
beyond heating effects of light exploited in the existing
magneto-optical memories. Obviously, however, while
the potential of ferromagnetic DMS can already be
exploited for the development of quantum information
hardware, their practical applications in classical in-
formation systems have to be preceded by progress in
the synthesis of functional materials with TC surpassing
comfortably the room temperature. Following the
theoretical suggestion [13,14], a number of nitride and
oxide-based DMS, containing Mn or other magnetic
elements, has been obtained. They show indeed indica-
tions of ferromagnetism at room temperature [27–29]
but further progress in this field requires the develop-
ment of growth and characterization methods that
enables a better control over solubility limits, self-
compensations, phase segregations, and precipitations
of other compounds [27–30].
On the theoretical side, it appears that double- and
super-exchange, rather than the Zener/RKKY mechan-
ism, may account for ferromagnetism in systems
containing magnetic elements other than Mn. Since
ferromagnetic DMS combine intricate properties of
charge-transfer insulators and strongly correlated dis-
ordered metals with the physics of defect and band states
ARTICLE IN PRESS
Fig. 2. Magnetisation hysteresis loops determined by measurements of anomalous Hall effect at constant temperature of 22.5K for
various gate voltages in field-effect transistor with (In,Mn)As channel (after Ohno et al. [20]).
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Fig. 14. Magnetization hysteresis loops determined by measurements of anomalous
Hall effect at constant temperature of 22.5 K for various gate voltages in field-effect
transistor with (In,Mn)As channel (after Ohno et al. [160]).
fr m this review that a number of challenges are ahead, so that semiconduc-
tor spintronics will attract a lot of attentions of the research community in
the years to come.
From the device physics perspective, further works on m gneto ptical i o-
lators and modulators as well as on electrically controlled spin current gen-
eration, injection, detection, filtering, and amplification, particularly in spin
bipolar d vices [20] are expected. At the sam time, further advancement in
low-power magnetization switching will allow the development of new gener-
ation magnetic random access memories (MRAM) and, perhaps, extend the
use of magnetism towards logics. Last but not least a progr ss in mani ula-
tion of single electron or nuclear spins in scalable solid-state devices can be
envisaged, though a time scale in question is hard to predict.
Similarly to other branches of condensed matter physics, breakthrough
achievements will be triggered by developments of new materials. Further
progress in p-type doping and magnetic ion incorporation to standard semi-
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Fig. 15. Effect of temperature (a), bias voltage (b), and illumination (c) on pho-
toluminescence of structure consisting of modulation doped p-(Cd,Mn)Te quantum
well and n-type barrier. Zero-field line splitting (marked by arrows) witnesses the
appearance of a ferromagnetic ordering (a) which does not show up if the quantum
well is depleted from the holes by reverse bias of p-i-n diode (b). Low-temperature
splitting is enhanced by additional illumination by white light (c), which increases
hole concentration in quantum well (after Boukari et al. [161]).
conductors will make it possible to synthesize functional high temperature
ferromagnetic DMS . At the same time, a control over ferromagnetic precip-
itates in various semiconductors will result in composite materials that will
be useful as magnetooptical media and for high density memories. Partic-
ular attention will be paid to insulating ferrimagnetic oxides and nitrides,
which could serve as spin selective barriers up to well above room temper-
ature. Moreover, efforts will be undertaken to convert them into functional
magnetic semiconductors by elaboration of purification methods and master-
ing doping protocols that will produce high mobility electrons and holes in
these systems. Another line of research will be devoted to search for nonmag-
netic barrier materials in which transmission coefficients could be electrically
adjusted to optimize either reading or writing process in MRAM cells. Par-
ticularly prospective appear multiferroic systems, as in these multifunctional
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materials the coupling between magnetic and electric polarizations offers new
device paradigms.
The important aspect of extensive studies on ferromagnetism in semi-
conductors discussed in this review is the demonstration of suitability of
empirically-constrained theoretical methods in quantitative description of a
large body of thermodynamic, micromagnetic, transport, and optical proper-
ties of ferromagnetic semiconductors. In particular, a successful description of
spintronic effects in both nonmagnetic and magnetic semiconductors is possi-
ble provided that all peculiarities of the host band structure, especially those
associated with the spin-orbit interaction, are carefully taken into account.
Indeed, as a result of such an effort (Ga,Mn)As has reached the status of the
best understood ferromagnet. At the same time, research on DMS has dis-
closed shortcomings of today’s computational materials science in predicting
and elucidating magnetic properties of solids. It appears that this failure of
ab initio methods (prediction of ferromagnetism in systems where it is absent
and inability to explain its nature in materials where it does exist) originates
from the co-existence of strong correlation with electronic and magnetic dis-
order in DMS . This calls for novel computation protocols that will be able to
handle randomness and correlation on equal footing, also at non-zero temper-
atures, and will allow for the existence of electronic and/or chemical nanoscale
phase separations. Such computational tools, together with advanced meth-
ods of spatially resolved material characterization, will in particular answer a
persistently raised question on whether a high temperature ferromagnetism is
possible in materials containing no magnetic ions.
With no doubt, in course of the years semiconductor spintronics has
evolved into an important branch of today’s materials science, condensed mat-
ter physics, and device engineering.
Acknowledgements
The author would like to thank his numerous Warsaw’s co-workers and Hideo
Ohno and his co-workers, as indicated in the reference list, for many years of
stimulating discussions and fruitful collaboration.
References
1. C. Benett, D. DiVincenzo: Nature 404, 247 (2000)
2. M. Horodecki, K. Horodecki, P. Horodecki, R. Horodecki, J. Oppenheim,
A. Sen(De), U. Sen: Phys. Rev. Lett. 90, 100 402 (2003)
3. J.M. Kikkawa, D.D. Awschalom, I.P. Smorchkova, N. Samarth:
4. M.N. Baibich, J.M. Broto, A. Fert, F. Nguyen Van Dau, F. Petroff, P. Eitenne,
G. Creuzet, A. Friederich, J. Chazelas: Phys. Rev. Lett. 61, 2472 (1988)
5. G. Binasch, P. Gru¨nberg, F. Saurenbach, W. Zinn: Phys. Rev. B 39, 4828
(1989)
Lecture Notes on Semiconductor Spintronics 41
6. R.E. Camley, J. Barnas´: Phys. Rev. Lett. 63, 664 (1989)
7. S. Parkin, C. Kaiser, A. Panchula, P. Rice, B.H.M. Samant, S.H. Yang: Nature
Mat. 3, 862 (2004)
8. S. Yuasa, T. Nagahama, A. Fukushima, Y. Suzuki, K. Ando: Nature Mat. 3,
868 (2004)
9. S. Ikeda, J. Hayakawa, Y.M. Lee, R. Sasaki, T. Meguro, F. Matsukura,
H. Ohno: Japan. J. Appl. Phys. 44, L1442
10. J. Hayakawa, S. Ikeda, Y.M. Lee, R. Sasaki, T. Meguro, F. Matsukura, H.T.H.
Ohno: Japan. J. Appl. Phys. 44, L1267
11. X. Jiang, R. Wang, R.M. Shelby, R.M. Macfarlane, S.R. Bank, J.S. Harris,
S.S.P. Parkin: Phys. Rev. Lett. 94, 056 601
12. T. Dietl: “Diluted magnetic semiconductors”, in Handbook of Semiconductors,
ed. by S. Mahajan, Vol. 3B (North Holland, Amsterdam, 1994), p. 1251
13. T. Dietl: Acta Phys. Polon. A 100, 139 (2001)
14. T.Dietl: Semicond. Sci. Technol. 17, 377 (2002)
15. T. Dietl: “III-V and II-VI Mn-based ferromagnetic semiconductors”, in Ad-
vances in Solid State Physics, ed. by B. Kramer (Springer, Berlin, 2003), p.
413
16. T. Dietl: J. Phys.: Condens. Matter 16, 5471 (2004)
17. T. Dietl: J. Mag. Mag Mat. 290-291, 14 (2005)
18. T. Dietl: Proceedings 27th International Conference on Physics of Semicon-
ductors, Flagstaff, USA, 2004 (AIP, Melville) p. 56 (2005)
19. W.G. van der Wiel, S. De Franceschi, J.M. Elzerman, T. Fujisawa, S. Tarucha,
L.P. Kouwenhoven: Rev. Mod. Phys. 75, 1 (2003)
20. I. Zˇutic´, J. Fabian, S. Das Sarma: Rev. Mod. Phys. 76, 323 (2004)
21. T. Jungwirth, J. Sinova, J. Masˇek, J. Kucˇera, A. MacDonald: Rev. Mod. Phys
96, in press (2006)
22. S.A. Wolf, D.D. Awschalom, R.A. Buhrman, J.M. Daughton, S. von Molna´r,
M.L. Roukes, A.Y. Chtchelkanova, D.M. Treger: Science 294, 1488 (2001)
23. H. Ohno, F. Matsukura, Y. Ohno: JSAP International 5, 4 (2002)
24. G. Lampel: Phys. Rev. Lett. 20, 491 (1968)
25. in Optical Orientation, ed. by F. Meyer, B. Zacharchenya (North Holland,
Amsterdam, 1986), Vol. 8 of Modern Problems in Condensed Matter Sciences
26. D. Awschalom, N. Samarth: “Optical manipulation, transport and storage of
spin coherence in semiconductors”, in Semiconductor Spintronics and Quan-
tum Computation, ed. by D. Awschalom, D. Loss, N. Samarth (Springer,
Berlin, 2002), pp. 147–194
27. S. Ganichev, W. Prettl: J. Phys.: Condens. Matter 15, R935 (2003)
28. V. Sih, Y. Kato, D. Awschalom: Phys. World 18, 33 (November 2005)
29. D. Loss, D.P. DiVincenzo: Phys. Rev. A 57, 120 (1998)
30. B. Kane: Nature 393, 133 (1998)
31. B. Beschoten, E. Johnston-Halperin, D.K. Young, M. Poggio, J.E. Grimaldi,
S. Keller, S.P. DenBaars, U.K. Mishra, E.L. Hu, D.D. Awschalom: Phys. Rev.
B 63, 121 202 (2001)
32. T. Andrearczyk, J. Jaroszyn´ski, G. Grabecki, T. Dietl, T. Fukumura,
M. Kawasaki: Phys. Rev. B. 72, 121 309(R) (2005)
33. M. Sawicki, T. Dietl, J. Kossut, J. Igalson, T. Wojtowicz, W. Plesiewicz: Phys.
Rev. Lett. 56, 508 (1986)
34. Z. Wilamowski, W. Jantsch, N. Sandersfeld, M. Mu¨hlberger, F. Scha¨ffler,
S. Lyon: Physica E 16, 111 (2003)
42 Tomasz Dietl
35. G. Grabecki, J. Wro´bel, T. Dietl, E. Papis, E. Kami´ska, A. Piotrowska,
G. Springholz, G. Bauer: Physica E 13, 649 (2002)
36. G. Grabecki, J. Wro´bel, T. Dietl, E. Janik, M. Aleszkiewicz, E. Papis,
E. Kamin´ska, A. Piotrowska, G. Springholz, G. Bauer: Phys. Rev. B 72,
125 332 (2005)
37. M. Johnson: Semicond. Sci. Technol. 17, 298 (2002)
38. G. Prinz: Science 282, 1660 (1998)
39. A. Hanbicki, O. van t Erve, R. Magno, G. Kioseoglou, C. Li, B. Jonker, G. It-
skos, R. Mallory, M. Yasar, A. Petrou: Appl. Phys. Lett. 82, 4092 (2003)
40. M. Zenger, J. Moser, W. Wegscheider, D. Weiss, T. Dietl: J. Appl. Phys. 96,
2400 (2004)
41. S. Datta, B. Das: Appl. Phys. Lett. 56, 665 (1990)
42. K. Yoh, M. Ferhat, S. Kashiwada, T. Tsuchiyam, A. Riposan, J. Mirecki-
Millunchick: “Helectrical characterization of an fe/ingaas spin fet”, in Ab-
stracts - SpinTech III Conference, Awaji Island, Japan 2005 (unpublished,
2005)
43. A.  Lusakowski, J. Wro´bel, T. Dietl: Phys. Rev. B 68, 081 201(R) (2003)
44. R. Winkler: Phys. Rev. B 69, 045 317 (2004)
45. J. Wro´bel, T. Dietl, A.  Lusakowski, G. Grabecki, K. Fronc, R. Hey, K. Ploog,
H. Shtrikman: Phys. Rev. Lett. 93, 246 601 (2004)
46. R. Ga la¸zka: “Semimagnetic semiconductors”, in Proceedings 14th Interna-
tional Conference on Physics of Semiconductors, Edinburgh 1978 , ed. by
B. Wilson (IoP, Bristol, 1978), p. 133
47. R. Nagaev: Physics of Magnetic Semiconductors (Mir, Moscow, 1983)
48. T. Dietl: “Semimagnetic semiconductors in high magnetic fields”, in Physics
in High Magnetic Fields, ed. by S. Chikazumi, N. Miura (Springer, Berlin)
49. J. Furdyna, J. Kossut: Diluted Magnetic Semiconductors, Vol. 25 of Semicon-
ductor and Semimetals (Academic Press, New York, 1988)
50. G. Bauer, W. Pascher, W. Zawadzki: Semicond. Sci. Technol. 7, 703 (1992)
51. F. Matsukura, H. Ohno, T. Dietl: Handbook of Magnetic Materials 14, 1–87
(2002)
52. W. Prellier, A. Fouchet, B. Mercey: J. Phys.: Condens. Matter 15, R1583
(2003)
53. H. Ohno: Science 281, 951 (1998)
54. A. Haury, A. Wasiela, A. Arnoult, J. Cibert, S. Tatarenko, T. Dietl, Y. Merle
d’Aubigne´: Phys. Rev. Lett. 79, 511 (1997)
55. D. Ferrand, J. Cibert, A. Wasiela, C. Bourgognon, S. Tatarenko, G. Fishman,
T. Andrearczyk, J. Jaroszynski, S. Kolesnik, T. Dietl, B. Barbara, D. Dufeu:
Phys. Rev. B 63, 085 201 (2001)
56. K. Wang, K. Edmonds, R. Campion, B. Gallagher, T. Foxon, M. Sawicki,
T. Dietl, P. Bogusawski, T. Jungwirth: Flagstaff, Arizona, USA, July 2004,
ed. J. Mendez, AIP Melville, 2005 p. 333 (2005)
57. J. Langer, C. Delerue, M. Lannoo, H. Heinrich: Phys. Rev. B 38, 7723 (1988)
58. A. Zunger: “Electronic structure of 3d transition-atom impurities in semi-
conductors”, in Solid State Physics, ed. by F. Seitz, D. Turnbull, Vol. 39
(Academic Press, New York, 1986), pp. 275–464
59. Z. Wilamowski, K. S´wia¸tek, T. Dietl, J. Kossut: Solid State Commun. 74, 833
(1990)
60. A. Komarov, S. Ryabchenko, O. Terletskii, I. Zheru, R. Ivanchuk: Sov. Phys.
JETP 46, 318 (1977)
Lecture Notes on Semiconductor Spintronics 43
61. J.A. Gaj, R.R. Ga la¸zka, M. Nawrocki: Solid State Commun. 25, 193 (1978)
62. G. Bastard, C. Rigaux, Y. Guldner, J. Mycielski, A. Mycielski: J. de Physique
(Paris) 39, 87 (1978)
63. M. Jaczyn´ski, J. Kossut, R.R. Ga la¸zka: phys. stat. sol. (b) 88, 73 (1978)
64. A.K. Bhattacharjee, G. Fishman, B. Coqblin: Physica B+C 117-118, 449
(1983)
65. P. Kacman: Semicond. Sci. Technol. 16, R25R39 (2001)
66. W. Mac, Nguyen The Khoi, A. Twardowski, J.A. Gaj, M. Demianiuk: Phys.
Rev. Lett. 71, 2327 (1993)
67. I.A. Merkulov, D.R. Yakovlev, A. Keller, J.G. W. Ossau, A. Waag,
G. Landwehr, G. Karczewski, T. Wojtowicz, J. Kossut: Phys. Rev. Lett. 83,
1431 (1999)
68. J. Sadowski, H. Mariette, A. Wasiela, R. Andre´, Y. Merle d’Aubigne´, T. Dietl:
Phys. Rev. B 56, 1664(R) (1997)
69. J.A. Gaj, W. Grieshaber, C. Bodin-Deshayes, J. Cibert, G. Feuillet, Y. Merle
d’Aubigne´, A. Wasiela: Phys. Rev. B 50, 5512 (1994)
70. I. Smorchkova, N. Samarth, J. Kikkawa, D. Awschalom: Phys. Rev. Lett. 78,
3571 (1997)
71. J. Jaroszyn´ski, T. Andrearczyk, G. Karczewski, J. Wro´bel, T. Wojtowicz,
D. Popovi, T. Dietl: cond-mat/0509189
72. J. Jaroszyn´ski, J. Wro´bel, M. Sawicki, E. Kamin´ska, T.Skos´kiewicz, G. Kar-
czewski, T. Wojtowicz, A. Piotrowska, J.Kossut, T. Dietl: Phys. Rev. Lett.
75, 3170 (1995)
73. T. Wojtowicz, T. Dietl, M. Sawicki, W. Plesiewicz, J. Jaroszyn´ski: Phys. Rev.
Lett. 56, 2419 (1986)
74. J. Jaroszyn´ski, G. Karczewski, J. Wro´bel, T. Andrearczyk, T.W. A. Strychar-
czuk, G. Grabecki, E. Papis, E. Kamin´ska, A. Piotrowska, T. Dietl: Physica
E 6, 790 (2000)
75. J. Jaroszyn´ski, T. Andrearczyk, G. Karczewski, J. Wro´bel, T. Wojtowicz,
E. Papis, E. Kamin´ska, A. Piotrowska, D. Popovic, T. Dietl: Phys. Rev. Lett.
89, 266 802 (2002)
76. N. Brandt, V. Moshchalkov: Adv. Phys. 33, 193 (1984)
77. M. Oestreich, J. Hu¨bner, D. Ha¨gele, P.J. Klar, W. Heimbrodt, W.W. Ru¨hle,
D.E. Ashenford, B. Lunn: Appl. Phys. Lett. 74, 1251 (1999)
78. R. Fiederling, M. Keim, G. Reuscher, W. Ossau, G. Schmidt, A. Waag, L.W.
Molenkamp: Nature 402, 787 (1999)
79. A. Slobodskyy, C. Gould, T. Slobodskyy, C.R. Becker, G. Schmidt, L.W.
Molenkamp: Phys. Rev. Lett. 90, 246 601 (2003)
80. T. Dietl, M. Sawicki, E. Isaacs, M. Dahl, D. Heiman, M. Graf, S. Gubarev,
D.L. Alov: Phys. Rev. B 43, 3154 (1991)
81. J. Jaroszyn´ski, J. Wro´bel, G. Karczewski, T. Wojtowicz, T.Dietl: Phys. Rev.
Lett. 80, 5635 (1998)
82. H. Krenn, K. Kaltenegger, T. Dietl, J. Spa lek, G. Bauer: Phys. Rev. B 39,
10 918 (1989)
83. C. Benoit a` la Guillaume: phys. stat. solidi (b) 175, 369 (1993)
84. T. Dietl: Acta Phys. Polon. A 94, 111 (1998)
85. T. Dietl, P. Peyla, W. Grieshaber, Y. Merle d’Aubigne´: Phys. Rev. Lett. 74,
474 (1995)
86. T. Dietl, J. Spa lek: Phys. Rev. Lett. 48, 355 (1982)
44 Tomasz Dietl
87. T. Dietl, J. Spa lek: Phys. Rev. B 28, 1548 (1983)
88. T. Dietl: J. Mag. Mag. Mat. 38, 34 (1983)
89. J.A. Gaj, R. Planel, G. Fishman: Solid State Commun. 29, 435 (1979)
90. R. Ga la¸zka: J. Magn. Magn. Mat. 140-144, 13 (1995)
91. T.M. Giebu ltowicz, N. Samarth, H. Luo, J.K. Furdyna, P. K losowski, J.J.
Rhyne: Phys. Rev. B 46, 12 076(R) (1992)
92. H. Ohno, H. Munekata, T. Penney, S. von Molna´r, L.L. Chang: Phys. Rev.
Lett. 68, 2664 (1992)
93. H. Ohno, A. Shen, F. Matsukura, A. Oiwa, A. Endo, S. Katsumoto, Y. Iye:
Appl. Phys. Lett. 69, 363 (1996)
94. T. Dietl, A. Haury, Y. Merle d’Aubigne´: Phys. Rev. B B 55, 3347(R) (1997)
95. F. Matsukura, H. Ohno, A. Shen, Y. Sugawara: Phys. Rev. B 57, R2037
(1998)
96. T. Jungwirth, W. Atkinson, B. Lee, A. MacDonald: Phys. Rev. B 59, 9818
(1999)
97. T. Story, R.R. Ga la¸zka, R.B. Frankel, P.A. Wolff: Phys. Rev. Lett. 56, 777
(1986)
98. T. Dietl, H. Ohno, F. Matsukura, J. Cibert, D. Ferrand: Science 287, 1019
(2000)
99. T. Dietl, H. Ohno, F. Matsukura: Phys. Rev. B 63, 195 205 (2001)
100. H. Ke¸pa, Le Van Khoi, C. Brown, M. Sawicki, J. Furdyna, T. Giebu ltowicz,
T. Dietl: Phys. Rev. Lett. 91, 087 205 (2003)
101. L. S´wierkowski, T. Dietl: Acta Phys. Polon. A 73, 431 (1988)
102. F. Fro¨hlich, F. Nabarro: Proc. Roy. Soc. London A 175, 382 (1940)
103. T. Andrearczyk, J. Jaroszyn´ski, M. Sawicki, Le Van Khoi, T. Dietl, D. Ferrand,
C. Bourgognon, J. Cibert, S. Tatarenko, T. Fukumura, Z. Jin, H. Koinuma,
M. Kawasaki: in Proceedings 25th International Conference on Physics of
Semiconductors, Osaka, Japan, 2000 , ed. by N. Miura, T. Ando (Spriger,
Berlin)
104. T. Jungwirth, K. Wang, J. Masˇek, K. Edmonds, J. Ko¨nig, J. Sinova, M. Polini,
N. Goncharuk, A. MacDonald, M. Sawicki, R. Campion, L. Zhao, C. Foxon,
B. Gallagher: Phys. Rev. B 72, 165 204
105. D. Kechrakos, N. Papanikolaou, K. Trohidou, T. Dietl: Phys. Rev. Lett 94,
127 201
106. K.M. Yu, W. Walukiewicz, T. Wojtowicz, I. Kuryliszyn, X. Liu, Y. Sasaki,
J.K. Furdyna: Phys. Rev. B 65, 201 303(R) (2002)
107. K. Edmonds, P. Boguslawski, K. Wang, R. Campion, N. Farley, B. Gallagher,
C. Foxon, M. Sawicki, T. Dietl, M. Nardelli, J. Bernholc: Phys. Rev. Lett. 92,
037 201 (2004)
108. H. Munekata, A. Zaslavsky, P. Fumagalli, R.J. Gambino: Appl. Phys. Lett.
63, 2929 (1993)
109. A. Shen, H. Ohno, F. Matsukura, Y. Sugawara, N. Akiba, T. Kuroiwa,
A. Oiwa, A. Endo, S. Katsumoto, Y. Iye: J. Cryst. Growth 175/176, 1069
(1997)
110. M. Abolfath, T. Jungwirth, J. Brum, A. MacDonald: Phys. Rev. B 63, 054 418
(2001)
111. M. Sawicki, K.Y. Wang, K.W. Edmonds, R. Campion, C. Staddon, N. Farley,
C. Foxon, E. Papis, E. Kamin´ska, A. Piotrowska, T. Dietl, B. Gallagher: Phys.
Rev. B 71, 121 302 (2005)
Lecture Notes on Semiconductor Spintronics 45
112. M. Sawicki, K.Y. Wang, K.W. Edmonds, R.P. Campion, N.R.S.F. C. R. Stad-
don, C.T. Foxon, E. Papis, E. Kamin´ska, A. Piotrowska, T. Dietl, B.L. Gal-
lagher: Phys. Rev. B 71, 121 302(R)
113. K.Y. Wang, M. Sawicki, K. Edmonds, R. Campion, S. Maat, C. Foxon, B. Gal-
lagher, T. Dietl: Phys. Rev. Lett. 95 (2005)
114. U. Welp, V.K. Vlasko-Vlasov, A. Menzel, H.D. You, X. Liu, J.K. Furdyna,
T. Wojtowicz: Appl. Phys. Lett. 85, 260 (2004)
115. J. Ko¨nig, T. Jungwirth, A. MacDonald: Phys. Rev. B 64, 184 423 (2001)
116. W. Szyman´ska, T. Dietl: J. Phys. Chem. Solids 39, 1025 (1978)
117. T. Shono, T. Hasegawa, T. Fukumura, F. Matsukura, H. Ohno: Appl. Phys.
Lett. 77, 1363 (2000)
118. T. Dietl, J. Ko¨nig, A.H. MacDonald: Phys. Rev. B 64, 241 201 (2001)
119. K. Ando, T. Hayashi, M. Tanaka, A. Twardowski: J. Appl. Phys. 83, 6548
(1998)
120. J. Szczytko, W. Mac, A. Twardowski, F. Matsukura, H. Ohno: Phys. Rev. B
59, 12 935 (1999)
121. B. Beschoten, P. Crowell, I. Malajovich, D. Awschalom, F. Fumihiro, A. Shen,
H. Ohno: Phys. Rev. Lett. 83, 3073 (1999)
122. J. Szczytko, W. Bardyszewski, A. Twardowski: Phys. Rev. B 64, 075 306
(2001)
123. J. Sinova, T. Jungwirth, S.R.E. Yang, J. Kucˇera, A. MacDonald: Phys. Rev.
B 66, 041 202 (2002)
124. E.M. Hankiewicz, T. Jungwirth, T. Dietl, C. Timm, J. Sinova: Phys. Rev. B
70, 245 211 (2004)
125. Y. Nagai, T. Junimoto, K. Ngasaka, H. Nojiri, M. Motokawa, F. Matsujura,
T. Dietl, H. Ohno: Jpn. J. Appl. Phys. 40, 6231 (2001)
126. E.J. Singley, K.S. Burch, R. Kawakami, J. Stephens, D.D. Awschalom, D.N.
Basov: Phys. Rev. B 68, 165 204 (2003)
127. L. Chien, C. Westgate: The Hall Effect and Its Applications (Plenum, New
York, 1980)
128. J.M. Luttinger: Phys. Rev. 112, 739 (1958)
129. T. Jungwirth, Q. Niu, A. MacDonald: Phys. Rev. Lett. 88, 207 208 (2002)
130. P. Nozieres, C. Lewiner: Le Journal de Physique 34, 901 (1973)
131. J.N. Chazalviel: Phys. Rev. B 11, 3918 (1975)
132. P. Oppener: “Ferromagnetic semiconductors”, in Handbook of Magnetic Ma-
terials, ed. by K. Buschow, Vol. 13 (Elsevier, Amsterdam, 2001), p. 229
133. T. Dietl, F. Matsukura, H. Ohno, J. Cibert, D. Ferrand: “Hall effect and
magnetoresistance in p-type ferromagnetic semiconductors”, in Recent Trends
in Theory of Physical Phenomena in High Magnetic Fields, ed. by I. Vagner
(Kluwer, Dordrecht, 2003), p. 197
134. P. Leroux-Hugon, A. Ghazali: J. Phys. C: Solid State Phys. 5, 1072 (1972)
135. J.N. Chazalviel: Phys. Rev. B 10, 3018 (1974)
136. V.K. Dugaev, A. Cre´pieux, P. Bruno: Phys. Rev. B 64, 104 411 (2001)
137. T. Omiya, F. Matsukura, T. Dietl, Y. Ohno, T. Sakon, M. Motokawa, H. Ohno:
Physica E 7, 976 (2000)
138. D. Ferrand, J. Cibert, A. Wasiela, C. Bourgognon, S. Tatarenko, G. Fishman,
S. Koles´nik, J. Jaroszyn´ski, T. Dietl, B. Barbara, D. Dufeu: J. Appl. Phys.
87, 6451 (2000)
139. H. Tang, R. Kawakami, D. Awschalom, M. Roukes: Phys. Rev. Lett. 90,
107 201 (2003)
46 Tomasz Dietl
140. T. Jungwirth, M. Abolfath, J. Sinova, J. Kucˇera, A. MacDonald: Appl. Phys.
Lett. 81, 4029 (2002)
141. F. Matsukura, M. Sawicki, T. Dietl, D. Chiba, H. Ohno: Physica E 21, 1032
(2004)
142. T. Jungwirth, J. Sinova, K. Wang, K.W. Edmonds, R. Campion, B. Gallagher,
C. Foxon, Q. Niu, A. MacDonald: Appl. Phys. Lett. 83, 320 (2003)
143. A. Kawabata: Solid State Commun. 34, 432 (1980)
144. Y. Ohno, D.K. Young, B. Beschoten, F. Matsukura, H. Ohno, D.D.
Awschalom: Nature 402, 790 (1999)
145. K. Young, J.A. Gupta, E. Johnston-Halperin, R. Epstein, Y. Kato, D.D.
Awschalom: Semicond. Sci. Technol. 17, 275 (2002)
146. M. Kohda, Y. Ohno, K. Takamura, F. Matsukura, H. Ohno: Jpn. J. Appl.
Phys. 40, L1274 (2001)
147. E. Johnston-Halperin, D. Lofgreen, R. Kawakami, D. Young, L. Coldren,
A. Gossard, D. Awschalom: Phys. Rev. B 65, 041 306(R) (2002)
148. D. Chiba, N. Akiba, F. Matsukura, Y. Ohno, H. Ohno: Appl. Phys. Lett. 77,
1873 (2000)
149. M. Tanaka, Y. Higo: Phys. Rev. Lett. 87, 026 602 (2001)
150. R. Mattana, J.M. George, H. Jaffre`s, F.N.V. Dau, A. Fert, B. Le´pine, A. Guiv-
arc’h, G. Je´ze´quel: Phys. Rev. Lett. 90, 166 601 (2003)
151. D. Chiba, F. Matsukura, H. Ohno: Physica E 21, 966 (2004)
152. C. Ruster, C. Gould, T. Jungwirth, E. Girgis, G.M. Schott, R. Giraud,
K. Brunner, G. Schmidt, L.W. Molenkamp: J. Appl. Phys. 97, 10C506 (2005)
153. A. Giddings, M. Khalid, T. Jungwirth, J. Wunderlich, S. Yasin, R. Cam-
pion, K. Edmonds, J. Sinova, K. Ito, K.Y. Wang, D. Williams, B. Gallagher,
C. Foxon: Phys. Rev. Lett. 94, 127 202 (2005)
154. H. Tang, S. Masmanidis, R. Kawakami, D. Awschalom, M. Roukes: Nature
431, 52 (2004)
155. D. Chiba, M. Yamanouchi, F. Matsukura, T. Dietl, H. Ohno: Phys. Rev. Lett.
96, 096602 (2006)
156. P. Van Dorpe, W. Van Roy, J. De Boeck, G. Borghs, P. Sankowski, P. Kacman,
J.A. Majewski, T. Dietl: Phys. Rev. B 72, 205 322 (2005)
157. P. Sankowski, P. Kacman, J. Majewski, T. Dietl: Physica E (2006)
158. P. Van Dorpe, W. Van Roy, V. Motsnyi, M. Sawicki, G. Borghs, J. De Boeck:
Appl. Phys. Lett. 84, 3495 (2004)
159. S. Koshihara, A. Oiwa, M. Hirasawa, S. Katsumoto, Y. Iye, C. Urano, H. Tak-
agi, H. Munekata: Phys. Rev. Lett. 78, 4617 (1997)
160. H. Ohno, D. Chiba, F. Matsukura, T. Omiya, E. Abe, T. Dietl, Y. Ohno,
K. Ohtani: Nature 408, 944 (2000)
161. H. Boukari, P. Kossacki, M. Bertolini, D. Ferrand, J. Cibert, S. Tatarenko,
A. Wasiela, J.A. Gaj, T. Dietl: Phys. Rev. Lett. 88, 207 204 (2002)
162. L. Berger: J. Appl. Phys. 55, 1954 (1984)
163. J.C. Slonczewski: J. Magn. Magn. Mater. 159, L1 (1996)
164. D. Chiba, Y. Sato, T. Kita, F. Matsukura, H. Ohno: Phys. Rev. Lett. 93,
216 602 (2004)
165. M. Yamanouchi, D. Chiba, F. Matsukura, H. Ohno: Nature 428, 539 (2004)
166. M. Yamanouchi, D. Chiba, F. Matsukura, T. Dietl, H. Ohno: Phys. Rev. Lett.
96, 096601 (2006)
