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FUNCTION SPACES ASSOCIATED WITH SCHRO¨DINGER
OPERATORS: THE PO¨SCHL-TELLER POTENTIAL
GESTUR O´LAFSSON AND SHIJUN ZHENG
Abstract. We address the function space theory associated with the Schro¨dinger opera-
torH = −d2/dx2+V . The discussion is featured with potential V (x) = −λ(λ−1) sech2x,
which is called in quantum physics the Po¨schl-Teller potential. Using biorthogonal dyadic
system, we introduce Besov spaces and Triebel-Lizorkin spaces (including Sobolev spaces)
associated with H . We then use interpolation method to identify these spaces with the
classical ones for a certain range of p, q > 1. A physical implication is that the corre-
sponding wave function ψ(t, x) = e−itHf(x) admits appropriate time decay in the Besov
space scale.
Introduction
Let H = −d2/dx2+V be a Schro¨dinger operator on R with real valued potential function
V . In quantum physics, H is the energy operator of a particle with one degree of freedom
with potential V (x). The Schro¨dinger equation
i ∂tψ = Hψ, ψ(0, x) = f(x)
has solution given by ψ(t, x) = e−itHf(x). If the potential has certain decay at ∞, then
one expects that asymptotically, as time tends to infinity, the motion of the associated
perturbed quantum system resembles the free evolution. In fact, if V is in L1(R)∩L2(R)
or if
∫
R
(1 + |x|2)|V (x)|dx < ∞, then it is known, c.f. [CK01], [GH98], [Z04a], that the
essential spectrum of H and H0 = −d2/dx2 coincide and there is no singular continuous
spectrum; the wave operators W± = s− limt→±∞ eitHe−itH0 exists and are complete.
Recently, several authors have considered function spaces associated with Schro¨dinger
operators, cf. [JN94, E95, E96, DZ98, DZ02, BZ04]. One of the goals has been to develop
the associated Littlewood-Paley theory, in order to give a unified approach. Motivated
by the treatment in [BZ04, E95] we study the negative potential
(0.1) V (x) = −λ(λ− 1)sech2x
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called Po¨schl-Teller potential. It is a fundamental model in soliton theory. In this article,
we will mainly consider the case where λ = n + 1, n ∈ N0. In that case we obtain a
compact expression for eigenfunctions of H . It turns out that for the absolute continuous
part of H , the analysis is simpler than the barrier potential, although H has a nonempty
pure point spectrum.
Denote by C0(R) the space of compactly supported functions on the line. Suppose
Φ, ϕ Ψ, ψ ∈ C∞0 (R) satisfy the “biorthogonal” condition (see Section ??)
(0.2) Φ(x)Ψ(x) +
∞∑
j=1
ϕj(x)ψj(x) = 1,
where ϕj(x) = ϕ(2
−jx). Let α ∈ R, 0 < p, q <∞. The Triebel-Lizorkin spaces associated
with H , denoted by F α,qp := F
α,q
p (H), is defined to be the completion of the subspace
L20(R) := {f ∈ L2(R) : ‖f‖Fα,qp < ∞}, where the quasi-norm ‖ · ‖Fα,qp is initially defined
for f ∈ L2(R) by:
(0.3) ‖f‖Fα,qp = ‖
( ∞∑
j=0
2jαq|ϕj(H)f |q
)1/q
‖p.
The main result is an equivalence theorem for F α,qp (H) using Peetre’s maximal function,
which suggests that that ‖f‖φ
Fα,qp
and ‖f‖ψ
Fα,qp
are equivalent quasi-norms on F α,qp (H),
for given two systems of smooth dyadic systems {φj}, {ψj}. The following is proved in
Theorem 2.7:
Theorem 0.1. Let α ∈ R, 0 < p, q ≤ ∞. If ϕ∗jf is defined for j ≥ 0 with s > 1/min(p, q),
we have for f ∈ L2(R)
(0.4) ‖f‖Fα,qp ∼ ‖Φ∗f‖p + ‖
(
∞∑
j=1
(2jαϕ∗jf)
q
)1/q
‖p.
Furthermore, F α,qp is a quasi-Banach space (Banach space if p ≥ 1, q ≥ 1) and it is
independent of the choice of {Φ, ϕj}j≥1.
Here ϕ∗jf = ϕ
∗
j,sf denotes the Peetre type maximal function, see Section ?? for details.
As in [BZ04] the essential part is to obtain the decay estimates of the kernel of the
operator φλ(H) as well as of its derivatives. This requires an examination of the differential
properties of the eigenfunctions ek(x) := e(x, k). For k = i, 2i, . . . , ni, where as usually
i =
√−1, the bounded states are Schwartz functions. In Section 1 we solve the Lippmann-
Schwinger equation (1.5) for k ∈ R∪{i, . . . , ni} based on a general expression suggested in
[Lam80, p.40, p.54]. Furthermore, we determine precisely the transmission and reflection
coefficients.
We mention that our results are also true for translation and regular scaling (i.e.,
V −→ α2V (α)) of the potential V .
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A natural question is: what is the relation between the new function spaces and classical
ones, namely, F α,qp (R) and B
α,q
p (R). Concerning identification of the F and B spaces, it
can be shown that the following holds:
Theorem 5.2 If α > 0, 1 < p <∞ and 2p/(p+ 1) < q < 2p, then
F α,qp (H) = F
2α,q
p (R)
and if α > 0, 1 ≤ p <∞, 1 ≤ q ≤ ∞, then
Bα,qp (H) = B
2α,q
p (R).
For 0 < p ≤ 1, it would be interesting to see whether it holds that F 0,1p = Hp, where Hp
is the Hardy spaces associated with H defined by atomic decomposition or the maximal
function associated to the heat kernel, cf. [DZ98, DZ02].
In a sequal to this paper we will study the spectral multiplier problem on the F and B
spaces.
1. The eigenfunctions of H
In this section we derive a simple expression for the eigenfunctions on the Schro¨dinger
operator H = −d2/dx2 − λ(λ− 1)sech2(x) in the case wherer λ = n+ 1 is an integer.
1.1. The Lippmann-Schwinger equation. Consider the eigenvalue problem
(1.1) He(x, k) = k2e(x, k),
with asymptotic behavior
(1.2) e±(x, k) ∼
{
T±(k)e
ikx for x→ ±∞
eikx +R±(k)e
−ikx for x→ ∓∞
We will often use the notation
(1.3) e(x, k) =
{
e+(x, k) for k > 0
e−(x, k) for k < 0
The coefficients T±(k) and R±(k) in (1.2 are called the transmission coefficients and
reflection coefficients, resp. They satisfy the relation
(1.4) |T±(k)|2 + |R±(k)|2 = 1 .
The equations (1.1) and (1.2) are equivalent to the Lippmann-Schwinger equation
(1.5) e±(x, k) = e
ikx +
1
2i|k|
∫
ei|k| |x−y|V (y)e±(y, k) dy,
where ± indicates the sign of k. For V (x) = −λ(λ− 1)sech2x, we seek a solution to the
integral equation (1.5) for each k.
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1.2. Inductive construction of the solution. Let us recall how to obtain the solution
for the eigenvalue problem (1.1) for integer values of λ = n + 1. By regularity, a weak
solution u solving Hu = k2u is smooth on the domain where u is smooth. For n ∈ N0
denote by Tn the differential operator
(1.6) Tn =
d
dx
− n tanhx .
With yn = e(x, k) the equation (1.1) can then be written as
(1.7) y′′n + n(n+ 1)sech
2x yn = −k2yn .
If n = 0, then the general solution is given by y0 = Ae
ikx +Be−ikx. For n ≥ 1 we obtain
(1.8) yn(x) = Tnyn−1(x) = Tn · · ·T1y0(x) = A(k)eikx +B(k)e−ikx .
Lemma 1.3. Assume that λ = n + 1, with n ∈ N0. Then there exists a polynomial
pn(t, ik) of degree n in both t and k, such that
e±(x, k) = A
±
n (k)p
±
n (tanh x, ik)e
ikx .
Furthermore the following holds:
(1) The constant A±n (k) is given by
A+n (k) =
n∏
j=1
1
j + ik
and A−n (k) = (−1)n
n∏
j=1
1
j − ik .
(2) The transmission coefficient T±(k) are
T+(k) = (−1)n
n∏
j=1
j − ik
j + ik
and T−(k) = (−1)n
n∏
j=1
j + ik
j − ik .
(3) The reflection coefficients R±(k) are all zero.
Proof. As n is fixed here, we will omit the subscript n in the following except in obvious
induction steps. As d
dx
(tanhx) = 1− tanh2 x it follows from (1.8) that
(1.9) e±(x, k) = A
±(k)p±n (x, ik)e
ikx +B(k)q±n (x, ik)e
−ikx,
where p±(x, k) := p±(tanhx, ik) and q±(x, k) = q±(tanh x, ik) are polynomials of degree
n in k and tanh x.
Assume for the moment, that k > 0. We will therefore also omit the superscript ± for
the moment. Substituting (1.9) into the asymptotics for k > 0,
e(x, k) −→
{
T+(k)e
ikx, x→∞,
eikx +R+(k)e
−ikx, x→ −∞.
we obtain B(k) = 0 = R+(k),
(1.10) A(k)p(−1, ik) = 1
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and
(1.11) T+(k) = A(k)p(1, ik) .
This implies easily the recurrence formula
(1.12) pn(tanh x, ik) =
d
dx
pn−1(tanh x, ik) + (ik − n tanh x)pn−1(tanh x, ik).
Note that d
dx
pn−1(tanhx, ik) = p
′
n−1(tanh x, ik)(1− tanh2(x)). As p′n−1(t, ik) is a polyno-
mial in t it follows that
lim
x→±∞
p′n−1(tanhx, ik) = p
′
n−1(±1, ik)
is bounded, and hence
(1.13) lim
x→±∞
d
dx
pn−1(tanh x, ik) = 0 .
By the recursion formula (1.12) we therefore get
(1.14) pn(±1, ik) = (ik ∓ n)pn−1(±1, ik)
and by induction
(1.15) p(1, ik) = (−1)n
n∏
j=1
j − ik
and
(1.16) p(−1, ik) =
n∏
j=1
j + ik = (−1)np(1, k)
By (1.10) we now get:
(1.17) An(k) =
1
pn(−1, ik) =
n∏
j=1
1
j + ik
.
By the recursion formula (1.12) and (1.14) we get p(1, ik) =
∏n
j=1(j − ik)−1 and hence
(1.10) and (1.19) imply the the statement for T+(k).
For k negative we notice the following changes have to be made. Instead of (1.10) we
now have
(1.18) An(k)p(1, ik) = 1
and instead of (1.19) we have
(1.19) T+(k) = A(k)p(−1, ik) .
The claim follows now from (1.15) and (1.16). 
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The proof shows that p+n (tanhx, ik) = p
−
n (tanhx, ik). Furthermore, simple induction
shows that
(1.20) pn(tanhx,−k) = (−1)np(tanh(−x), ik) .
We therefore get the following explicit formula for the eigenfunctions e(x, k):
Theorem 1.4. Assume that k 6= 0. Then
e(x, k) = (sign(k))n
(
n∏
j=1
1
j + i|k|
)
Pn(x, ik)e
ikx
where Pn(x, k) = pn(tanh(x), ik) is defined by the recursion formula
pn(tanh x, ik) =
d
dx
pn−1(tanh x, ik) + (ik − n tanh x)pn−1(tanh x, ik) .
In particular the function
R× (R \ {0}) ∋ (x, k) 7→ e(x, k) ∈ C
is analytic, and e(x,−k) = e(−x, k). Finally, the function
(x, y, k) 7→ e(x, k)e(y, k) =
(
n∏
j=1
1
j2 + k2
)
Pn(x, ik)Pn(−y, ik)eik(x−y)
is real analytic on R3.
1.5. The point spectrum. In this subsection we discuss briefly the point spectrum of
H . We start with:
Lemma 1.6. If λ = n(n + 1), then the point spectrum of H is given by
σp = {−1,−4, . . . ,−n2} .
Proof. By [GH98, Theorem 6.1, Theorem 7.3] or [Ti58] the point spectrum is given by
the points µ2, such that Imµ > 0 and µ and T (k) has a pole at µ. The claim now follows
from the explicite description of T (k) in Lemma 1.3. 
In (1.7) replace k by ji, where j ∈ {1, 2, . . . , n}, and denote the solution by yn,j. We
have two particular solutions: yn,n = cosh
n x and yn,n+1 = sech
nx. Induction shows that
yn,n+2 = Tn+1sech
nx
and
yn,n+3 = Tn+2yn,n+2 .
For n = 1 the particular solution is y1,3 = −3 tanh x sechx. For n = 2 the point spectrum
is σp = {−1,−4}, and the corresponding eigenfunctions (bound states) are sechx tanh x
and sech2x.
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Finally we note that ([Lam80, p.46]) the bound-state solution is orthogonal to the
propagating solutions, that is,∫
sech(kz)(iη − k tanh(kz))eiηz dz = 0
1.7. Examples. Assume first that λ = n + 1 = 2. In this case n = 1, the continuous
spectrum is σc = [0,∞), and the point spectrum is σp = −1.
The boundary condition u(±∞) = 0 leads to the single eigenvalue E = −1 with the
associated eigenfunction u = sech(x). In quantum theory, the interpretation of this result
is that a particle is confined by a potential well having a shape proportional to sech2(x)
while the single value of E is proportional to the energy that the particle confined by this
well can possess. When the sign of the potential is reversed so that V (x) = 2sech2(x), the
potential is repulsive and no bound state occurs. The solutions for the eigenfunctions in
the continuous spectrum are given by
e(x, k) = sign(k)
ik − tanh(x)
1 + i|k| e
ikx .
If λ = 3. Thus n = 2. Then σc = [0,∞), and σp = {−1,−4}. The eigenfunctions in
the continuous spectrum fork 6= 0 are give by
e(x, k) =
3 tanh2(x)− 3ik tanh(x)− k2 − 1
−k2 + 3i|k|+ 2 e
−kx .
For point spectrum σp = {−1,−4}, the corresponding eigenfunctions (bounded states)
are sechx tanh x and sech2x respectively.
1.8. The continuous parameter λ > 1. For α > 0 set a = 1
2
(λ + i k
α
), b = 1
2
(λ − i k
α
).
Then the fundamental system (1.1) of two real standard solutions ue and uo, even and
odd in x, are given by [Flu74],
ue(x) = cosh
λ(αx)F (a, b,
1
2
;− sinh2 αx)
and
ue(x) = cosh
λ(αx) sinh(αx)F (a+
1
2
, b+
1
2
,
3
2
;− sinh2 αx).
Since − sinh2 αx ∼ −e2α|x|
4
and |x| → ∞, we obtain by the asymptotic of hypergeometric
functions:
ue(x) ∼
eλα|x|Γ(1
2
)
2λ
{
Γ(b− a)
Γ(b)Γ(1
2
− a)2
2ae−2aα|x| +
Γ(a− b)
Γ(a)Γ(1
2
− b)2
2be−2bα|x|
}
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and
uo(x) ∼ ±
e(λ+1)α|x|Γ(3
2
)
2λ+1
{
Γ(b− a)
Γ(b+ 1
2
)Γ(1− a)2
2a+1e(−2a+1)α|x|
+
Γ(a− b)
Γ(a+ 1
2
)Γ(1− b)2
2b+1e−(2b+1)α|x|
}
(± sign corresponding to x > 1 or x < 1), [Le75, p.249].
If the energy E = k2 is non-zero, which corresponds to the scattering solution, we have
the following asymptotic expressions for x > 0 or x < 0:
ue(x) ≃ Ce cos(k|x|+ φe)
and
uo(x) ≃ ±Co cos(k|x|+ φo)
with the abbreviations,
φe(x) = arg
Γ(ik/α)e−i
k
α
log 2
Γ(λ
2
+ i k
2α
)Γ(1−λ
2
+ i k
2α
)
(1.21)
φo(x) = arg
Γ(ik/α)e−i
k
α
log 2
Γ(λ−1
2
+ i k
2α
)Γ(1− λ
2
+ i k
2α
)
.(1.22)
Seeking a solution of the asymptotic form
u =
{
Teikx x > 0
eikx +Re−ikx x < 0
we compute T,R as
T = (e2iφe − e2iφo)/2, R = (e2iφe + e2iφo)/2.
Hence,
|T |2 = sin2(φe − φo), |R|2 = cos2(φe − φo),
which satisfy the conservation law |T |2 + |R|2 = 1.
Using (1.21),(1.22) we can write
φe − φo = tan−1
(
sinh πk
sin πλ
)
.
For the discrete spectrum let k = ij, j ∈ N0 yields the eigenvalues −(λ − j − 1)2,
j ≤ λ− 1, j ∈ N0. Hence for the eigenstate equation
− ~
2
2m
d2u
dx2
+ V = Eu,
the corresponding energies are, for j ≤ λ− 1
En = − ~
2
2m
(λ− 1− j)2,
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where the zero energy is a resonance (as k → 0) rather than an eigenvalue.
1.9. Projection of the spectral operator φ(H). Let H = L2. Then H = Hac ⊕
Hpp, where Hac denotes the absolute continuous subspace of H and Hpp the pure point
subspace. The corresponding orthogonal projections will be denoted by Eac respectively
Epp. Note that Eac = E[0,∞) and Epp = Eσp , where E stand for the spectral projection.
Hence, if f ∈ L2, then f = Eacf + Eppf . It follows that
φ(H)f = φ(H)Eacf + φ(H)Eppf = φ(H)
∣∣
Hac
f + φ(H)
∣∣
Hpp
f.
For φ ∈ C0 we have
(1.23) φ(H)f(x) =
∫
K(x, y)f(y)dy +
∑
k2∈σp
φ(k2)(f, ek)ek
where
(1.24) K(x, y) = (2π)−1
∫
φ(k2)e(x, k)e¯(y, k)dk
is the kernel of φ(H)|Hac. As e(·, k) is smooth for k 6= 0, it follows from (1.24) that K(x, y)
is smooth if φ is compactly supported. Hence, if σp is finite, which is the case when∫
x|V (x)|dx <∞, and if e(·, k) ∈ L2(R)∩Lp(R), as in our case, we have ‖φ(H)∣∣
Hp
f‖Lp ≤
C‖f‖Lp, f ∈ L2 ∩ Lp.
2. Decay estimates of the spectral operators φj(H)
In this section we introduce the Triebel-Lizorkin and Besov spaces associated with the
Schro¨dinger operator H and show that they are well-defined, i.e., different dyadic systems
give rise to equivalent quasi-norms. In doing so, we show that the quasi-norm can be
characterized by using Peetre type maximal function ϕ∗jf .
Let Φ, ϕ,Ψ, ψ ∈ C∞0 (R) satisfy [FJW, E95]
i) supp Φ, supp Ψ ⊂ {|ξ| ≤ 1}; |Φ(ξ)|, |Ψ(ξ)| ≥ c > 0 if |ξ| ≤ 1
2
;
ii) supp ϕ, supp ψ ⊂ {1
4
≤ |ξ| ≤ 1}; |ϕ(ξ)|, |ψ(ξ)| ≥ c > 0 if 3
8
≤ |ξ| ≤ 7
8
;
iii) Φ(ξ)Ψ(ξ) +
∞∑
j=1
ϕ(2−jξ)ψ(2−jξ) = 1, ∀ ξ ∈ R .
Definition 2.1. The Triebel-Lizorkin space F α,qp := F
α,q
p (H) associated with H is the
completion of the set {f ∈ L2 : ‖f‖Fα,qp <∞} with respect to the norm ‖ · ‖Fα,qp , where
‖f‖Fα,qp = ‖(
∞∑
j=0
2jαq|ϕj(H)f |q)1/q‖p.
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Note, that 1 < p <∞, q = 2, F α,qp (H) corresponds to Sobolev type spaces [Tr92, p.15].
For j ∈ Z let φj(x) = φ(2−jx) and Kj(x, y) = φ(2−jH)(x, y).
As in [BZ04], the following lemma is essential to establish the Peetre type maximal
inequalities Lemma 2.4 and Lemma 2.5. We postpone the proof till Section 3. To simplify
the notation we set
(2.1) wj(x) := (1 + 2
j/2|x|) .
Lemma 2.2. For each n ∈ N0 there exist constants Cn, Dn > 0 such that
(1) |Kj(x, y)| ≤ Cn2j/2wj(x− y)−n;
(2) | ∂
∂x
Kj(x, y)| ≤ Dn2jwj(x− y)−n .
Note that the statement here is simpler than the corresponding statements in Lemmas
3.1-3.3 in [BZ04].
Remark 2.3. If Hα = −△ + Vα on Rd, where Vα(x) = α2V (αx) is the regular scaling,
then for φ ∈ L∞ we have:
(2.2) φ(Hα)(x, y) = α
dφ(H)(αx, αy).
To see this, we note that δα ◦ H ◦ δα−1 = α−2Hα, hence δαφ(H)δα−1 = φ(α−2Hα).
¿From this we obtain
φ(H)(x, y) = α−dφ(Hα)(α
−1x, α−1y).
If Hh = −△+ Vh, Vh = V (· − h) is a translation of V, h ∈ Rd, we have for φ ∈ L∞,
(2.3) φ(Hh)(x, y) = φ(H)(x− h, y − h),
where we note that Hh = τh ◦H ◦ τ−h, hence φ(Hh) = τh ◦ φ(H) ◦ τ−h.
The above identities mean that the decay estimates for the kernels, hence the results
in this paper, still hold true for the case when our V is replaced by its regular scaling or
translation.
For s > 0 define the Peetre maximal function for H by:
(2.4) φ∗jf(x) := φ
∗
j,sf(x) = sup
t∈R
|φj(H)f(t)|
wj(x− t)s
and
φ∗∗j f(x) := φ
∗∗
j,sf(x) = sup
t∈R
|(φj(H)f)′(t)|
wj(x− t)s .
Lemma 2.4. Let φ ∈ C∞0 and s > 0. Then there exists a constant cs > 0 such that
φ∗∗j f(x) ≤ Cs2j/2φ∗jf(x).
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Proof. Using the diadic partition of unity from the beginning of the section and noting
that the sum contains at most three non-zero terms we write using the convention that
ψ−1 = 0:
d
dt
(φj(H)f)(t) =
d
dt
1∑
ν=−1
(ϕψ)j+ν(H)φj(H)f(t)
=
1∑
ν=−1
∫
R
∂
∂t
Kj+ν(t, y)φj(H)f(y) dy ,
where Kj+ν(t, y) denotes the kernel of (ϕψ)j+ν(H).
Apply Lemma 2.2 to obtain
| d
dt
(φj(H)f)(t)|
wj(x− t)s ≤ Cn
1∑
ν=−1
2j+ν
|φj(H)f(y)|
wj+ν(t− y)nwj(x− t)s dy .
We now claim that
(2.5)
|φj(H)f)(y)|
wj(x− t)s ≤ maxk φ
∗
jf(x)wj(t− y)s .
To confirm the claim we note that the left hand side of (2.5) is bounded by
|φj(H)f)(y)|
wj(x− y)s ·
wj(x− y)s
wj(x− t)s ≤ φ
∗
jf(x)
wj(x− t)swj(y − t)s
wj(x− t)s
= φ∗jf(x)wj(t− y)s ,
It follows that
| d
dt
(φj(H)f)(t)|
wj(x− t)s ≤ Cn
1∑
ν=−1
2j+νφ∗jf(x)
∫
R
wj(t− y)s
wj+ν(t− y)s dy
≤ Cn2(j+n)/2φ∗jf(x)
∫
R
1
wj(t− y)n−s dy
≤ Cn,s2j/2φ∗jf(x)
provided n− s > 1↔ n = [s + 1] + 1. This proves Lemma 2.4. 
We are ready to show Peetre maximal inequality.
Lemma 2.5. Denote by M the Hardy-Littlewood maximal operator. If 0 < r < ∞ there
exists a constant C > 0 such that
φ∗jf(x)C1/r[M(|φj(H)f |r)]1/r(x) .
Proof. The same as those found in [BZ04, E95], which is a modification of the proof in
the Fourier case [Tr83, p.16]. 
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Remark 2.6. It is known that the Hardy-Littlewood maximal operator M is bounded on
Lp, 1 < p <∞. Lemma 2.5 implies that
(2.6) ‖φ∗jf‖p ≤ c‖φj(H)f‖p, 0 < p ≤ ∞
Moreover, if 1 < p, q <∞ and {fj} is a sequence of functions, then
(2.7) ‖(
∑
j
|Mfj |q)1/q‖Lp ≤ Cp,q‖(
∑
j
|fj|q)1/q‖Lp,
by the Fefferman-Stein vector-valued H-L maximal function inequality.
We are ready to state the main theorem on characterization of F α,qp (H) using the Peetre
maximal function.
Theorem 2.7. Let α ∈ R, 0 < p, q ≤ ∞. If ϕ∗jf is defined for j ≥ 0 with s > 1/min(p, q),
we have for f ∈ L2(R)
(2.8) ‖f‖Fα,qp ∼ ‖Φ∗f‖p + ‖
(
∞∑
j=1
(2jαϕ∗jf)
q
)1/q
‖p.
Furthermore, F α,qp is a quasi-Banach space (Banach space if p ≥ 1, q ≥ 1) and it is
independent of the choice of {Φ, ϕj}j≥1.
Proof. Noting that φ∗jf(x) ≥ |φj(H)f(x)|, it is sufficient to show that
‖Φ∗f‖p + ‖(
∞∑
j=1
(2jαϕ∗jf)
q)1/q‖p ≤ C‖f‖Fα,qp
but this follows from (2.7) in the following way:
‖{2jαϕ∗jf}‖Lp(ℓq) ≤ Cǫ,s‖{2jα[M(|ϕj(H)f |r)]1/r}‖Lp(ℓq)
= Cs‖{
∞∑
0
[M(2jαr|ϕj(H)f |r)]q/r}r/q‖1/rLp/r
≤ Cs,p,q‖{2jαϕj(H)f}‖Lp(ℓq)
= Cs,p,q‖f‖Fα,qp .
Next we show that F α,qp is independent of the generating function φ, i.e. if φ˜ is an-
other function given a diadic partition of unity then for f ∈ L2, ‖f‖φ
Fα,qp
and ‖f‖φ˜
Fα,qp
are
equivalent quasi-norms on F α,qp .
Write φj(H) =
∑1
ν=−1 φj(H)φ˜j+ν(H) by the identity φj(x) = φj(x)
∑1
ν=−1 φ˜j+ν(x), for
x ∈ R, j ≥ 0, where as before we use the convention that ψ−1 ≡ 0.
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We have by Lemma 2.2 (1),
|φj(H)f(x)| ≤ 2j/2
1∑
ν=−1
∫
R
|φ˜j+ν(H)f(y)|
wj(x− y)n dy
≤ C
1∑
ν=−1
2j/2φ˜∗j+νf(x)
∫
R
wj(x− y)s
wj(x− y)n dy
= CN
1∑
ν=−1
φ˜∗j+νf(x),
provided n− s > 1. Thus, for f ∈ L2
‖{2jαϕj(H)f}‖Lp(ℓq) ≤ Cs,p,q‖{2jαφ˜∗jf}‖Lp(ℓq) ∼ ‖f‖ψFα,qp ,
This concludes the proof of Theorem 2.7. 
As expected from Lemma 2.5 we can define the homogeneous Triebel-Lizorkin spaces
F˙ α,qp and obtain a maximal function characterization as well.
Definition 2.8. The homogeneous Triebel-Lizorkin space F˙ α,qp := F˙
α,q
p (H) associated with
H is the completion of the set {f ∈ L2 : ‖f‖F˙α,qp <∞} with respect to the norm ‖ · ‖F˙α,qp ,
where
‖f‖F˙α,qp = ‖(
∞∑
j=−∞
(2jαφj(H)f)
q)1/q‖p.
Theorem 2.9. Let α ∈ R, 0 < p, q ≤ ∞. If φ∗jf is defined for j ∈ Z with s > 1/min(p, q),
then for f ∈ L2
‖f‖F˙α,qp ∼ ‖
(
∞∑
j=−∞
(2jαϕ∗jf)
q
)1/q
‖p .
Furthermore, ‖ · ‖ϕ
F˙α,qp
and ‖ · ‖ψ
F˙α,qp
are equivalent norms on the quasi-Banach space B˙α,qp .
The proof is completely implicit in that of Theorem 2.7 and hence omitted.
Moreover, like in the Fourier case and [Tr83], Peetre maximal inequality allows us to
define and characterize H-Besov spaces.
Let α ∈ R, 0 < p < ∞, q ≤ ∞. We define the Besov space Bα,qp := Bα,qp (H) associated
with H to be the completion of the set {f ∈ L2 : ‖f‖Bα,qp <∞} with respect to the norm
‖ · ‖Bα,qp , where
‖f‖Bα,qp = ‖Φ(H)f‖p + {
∞∑
j=1
2jαq‖ϕj(H)f‖qLp}1/q.
Thus Bα,qp is a quasi Banach space (Banach space if p, q ≥ 1). The proof of the following
Theorem is analogous to that of Theorem 2.7 and thus left to the reader.
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Theorem 2.10. Let α ∈ R, 0 < p <∞, 0 < q ≤ ∞. If Φ∗f, φ∗jf is defined for j > 0 with
s > 1/p, then for f ∈ L2
‖f‖Bα,qp ∼ ‖Φ∗f‖p + (
∞∑
j=1
2jαq‖ϕ∗jf‖qLp)1/q.
Furthermore, Bα,qp is well defined and independent of the choice of generating functions
ϕ = ϕ0.
Choosing ǫ small enough in Lemma 2.5 we obtain by taking r < p(↔ s > 1/p)
‖{2jαφ∗jf}‖Bα,qp ≤ Cs(
∑
j
2jαq‖[M(|φj(H)f |r)]1/r‖qLp)1/q
= Cs(
∑
j
2jαq‖M(|φj(H)f |r)‖q/rLp/r)1/q
≤ C(
∑
j
2jαq‖|φj(H)f |r‖q/rLp/r)1/q
= C(
∑
j
2jαq‖φj(H)f‖qp)1/q
= Cs‖f‖Bα,qp ,
where we used the Hardy-Littlewood maximal function inequality.
The definition and characterization for the homogeneous Besov spaces B˙α,qp can be
formulated similarly.
3. High energy estimates
In this section we proof Lemma 2.2. We divide the estimates into high and low energy
cases.
Recall from Theorem 1.4 that
e(x, k) = (sign(k))n
(
n∏
j=1
1
j + i|k|
)
Pn(x, ik)e
ikx
where Pn(x, k) = pn(tanh(x), ik) is defined by the recursion formula
pn(tanh x, ik) =
d
dx
pn−1(tanh x, ik) + (ik − n tanh x)pn−1(tanh x, ik) .
By the same Theorem the function
e(x, k)e(y, k) =
(
n∏
j=1
1
j2 + k2
)
Pn(x, ik)Pn(−y, ik)eik(x−y)
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is analytic in k ∈ R and e(x,−k) = e(−x, k). Furthermore we will also use the obviously
relation φ(λ2H)(x, y) = φ¯(λ2H)(y, x). For simplicity we write
(3.1) Q(x, y, k) = P (x, ik)P (y,−ik) = P (x, ik)P (y, ik) .
In this section we set λ = 2−j/2 and ψ(x) = φ(x2), where suppφ ⊂ [1
4
, 1] is fixed. Then
Kj(x, y) =
1
2π
∫
ψ(λξ)e(x, k)e(y, k) dk.
3.1. High and low energy estimates. Using the above explicit formula for e(x, k)e(x, k)
we set
I+(x, y) =
∫ ∞
0
φj(k
2)
(
n∏
j=1
1
j2 + k2
)
Q(x, y, k) eik(x−y)dk
and
I−(x, y) =
∫ 0
−∞
φj(k
2)
(
n∏
j=1
1
j2 + k2
)
Q(x, y, k) eik(x−y)dk .
Then we have
(3.2) 2πφj(H)|Hc(x, y) = I+(x, y) + I−(x, y) .
It is enough to deal I+(x, y) since I−(x, y) = I+(−x,−y) by a change of variable
k → −k.
We note, that
k 7→ R(x, y, k) = R(k) =
(
n∏
j=1
1
j2 + k2
)
Q(x, y, k)
is a rational function with numerator and denumerator both of degree 2n, and uniformly
bounded it x and y. It follows that for |k| > ǫ > 0, we have | dj
dkj
R(x, y, k)| ≤ Cj |k|−j
where Cj > 0. Furthermore | djdkjψ(λk)| ≤ ‖ψ(n)‖∞λj. Note, that the left hand in only
non-zero for |k| ∈ [2j/2−1, 2j/2]. This gives first of all an uniform estimate, independent of
x and y:
|I+(x, y)| ≤ ‖R‖∞
∫ 2j/2
2j/2−1
|ψ(λk)| dk ≤ 2−1‖R‖∞‖ψ‖∞λ−1 .
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Let Ij = [2
j/2−1, 2j/2] and note that |Ij| = 2j/2−1, where | · | stand for the standard
Lebesgue measure. Then integration by parts gives:
|I+(x, y)| =
∣∣∣∣ (−1)nin(x− y)n
∫ ∞
0
dn
dkn
[ψ(λk)R(k)]eik(x−y) dk
∣∣∣∣
≤ |x− y|−n
∫ ∞
0
∣∣∣∣∣
n∑
s=0
(
n
s
)
ds
dks
(ψ(λk))
dn−s
dkn−s
R(k)
∣∣∣∣∣ dk
≤ Cn|x− y|−n
n∑
s=0
λs
(
n
s
)∫
|k|∈Ij
∣∣∣∣ dn−sdkn−sR(k)
∣∣∣∣ dk
= C ′nλ
n−1/|x− y|n,
where we used that
λs
∫
|k|∈Ij
∣∣∣∣ dn−sdkn−sR(k)
∣∣∣∣ dk ≤ Cλn−1
for all s = 0, 1, . . . , n. It follows, that there exists a constant Cn such that
(3.3) |I+(x, y)| ≤ Cn2j/2/(1 + 2j/2|x− y|)n = Cn2j/2wj(x− y)−n .
The same estimate holds also for for I−(x, y). Hence it it follows that
(3.4) |φj(H)|Hc(x, y)| ≤ Cnλ−1/(1 + λ−1|x− y|)n j > 0 .
The low energy estimates follows in the same way by setting j = 0 using that
2πΦ(H)|Hc(x, y) =
∫ 1
−1
Φ(k2)|R(x, y, k)|eik(x−y)dk.
Hence
|Φ(H)|Hc(x, y)| ≤ Cn(1 + |x− y|)−n .
3.2. Proof of Lemma 2.2 part 2. In the following the subscript Hc is suppressed, and
we denote by φj(H)(x, y) the kernel of the continuous part of the operator φj(H)(x, y).
According to equation 1.24, we know the kernel φj(H)(x, y) = Kj(x, y) (j ≥ 0) has a
unified expression:
φj(H)(x, y) =
1
2π
∫
φj(k
2)R(x, y, k)eik(x−y) dk .
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As φj(k
2) has compact support, and x 7→ d
dx
φj(k
2)R(x, y, k)eik(x−y) is smooth and hence
bounded on the support of φj(k
2), we can interchange the order of integration and differ-
entiation to get:
2π
∂
∂x
φj(H)(x, y) =
∂
∂x
∫
φj(k
2)R(x, y, k)eik(x−y) dk
=
∫
φj(k
2)
∂
∂x
[R(x, y, k)eik(x−y)] dk,
=
∫
φj(k
2)|A(k)|2[ikP (x, ik) + ∂
∂x
P (x, ik)]P (y,−ik)eik(x−y) dk
The function [∂/∂x]P (x, ik) is a polynomial of tanh x and ik having degree n in k. Note
also, that ∣∣∣∣ didki [kφj(k2)]
∣∣∣∣ = λiC(k)‖φ(i)j ‖∞ = O(λi−1)
where C(k) is a polynomial in k, i ≥ 0. By the same arguments as in the beginning of
this section, we get∣∣∣∣ ∂∂xφj(H)(x, y)
∣∣∣∣ ≤ Cnλn−2(1 + |x− y|)−n, n ≥ 1.
Together with the fact that ∣∣∣∣ ∂∂xφj(H)(x, y)
∣∣∣∣ ≤ O(λ−2)
this implies that ∣∣∣∣ ∂∂yφj(H)(x, y)
∣∣∣∣ ≤ Cnλ−2(1 + λ−1|x− y|)−n
completing the proof of Lemma 2.2 (2). ✷
4. Interpolation of F 0,2p ∼ Lp, 1 < p <∞
Let φj, ψj be as in §3. We may assume that ‖Φ‖∞, ‖φ‖∞, ‖Ψ‖∞, ‖ψ‖∞ are all ≤ 1. Let
φ0 = Φ. Define
Q : L2 → L2(ℓ2) Qf = {φj(H)f}∞0 .
and
R : L2(ℓ2)→ L2 R({gj}∞0 ) =
∞∑
j=0
Rjgj =
∞∑
j=0
ψj(H)gj .
Note that ‖f‖F 0,2p (H) = ‖Qf‖Lp(ℓ2)
It is easy to see that RQ = Id : L2 → L2 and QR ≤ 3Id : L2(ℓ2) → L2(ℓ2). We will
use Q and R to identify F 0,2p (H) with L
p.
Theorem 4.1. Let 1 < p < ∞. Then F 0,2p and Lp are isomorphic and have equivalent
norms.
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To prove the theorem, we first show that Q: Lp → Lp(ℓ2) and R: Lp(ℓ2) → Lp,
1 < p <∞. First we note that
(4.1) ‖f‖F 0,2p (H) . ‖f‖p
and
(4.2) ‖g‖p . ‖g‖F 0,2p (H)
for f, g ∈ L2 ∩ Lp ∩ F 0,2p (H). Here (4.1) follows directly from the definition of Q (and
F 0,2p (H)) and equation (4.2) follows from the identity R ◦Q = idL2 , i.e.,
∑
ϕ(H)ψj(H) =
id. By continuity extension of Q,R, (4.1) and (4.2) hold for all of F 0,2p (H) and L
p. So we
obtain the continuous embedding
Lp ⊂ F 0,2p (H)(4.3)
F 0,2p (H) ⊂ Lp,(4.4)
which proves Theorem 4.1.
The remaining part of this section will be devoted to showing the boundedness of Q
and R. In the following, Lemma 4.2 and Lemma 4.4 imply that Q is bounded from Lp to
Lp(ℓ2), and, Lemma 4.2 and Lemma 4.6 imply that R is bounded from Lp(ℓ2) to Lp by
interpolation and duality.
Lemma 4.2. Q : L2 → L2(ℓ2) and R : L2(ℓ2)→ L2 are well-defined bounded operators.
Proof. Let {gj} ∈ L2(ℓ2). Note that Rj = ψj(H) is bounded on L2: ‖Rjg‖2 ≤ ‖ψ‖∞‖g‖2.
Thus
(
∞∑
j=0
Rjgj ,
∞∑
j=0
Rjgj) =
1∑
ν=−1
∞∑
j=0
(Rjgj, Rj+νgj)
≤
1∑
ν=−1
∑
j
‖Rjgj‖2‖Rj+νgj‖2
≤ 3
∑
j
‖gj‖22
= 3‖gj‖2L2(ℓ2) .

We now derive some needed estimates for the kernel of Qj = φj(H). As before, Qj(x, y)
denotes the kernel of φj(H)Eac = φj(Hac).
Define
Q˜j(x, y) =
{ ∫
Ik
Qj(x, y)bk(y)dy if 2
j/2|Ik| ≥ 1∫
Ik
(Qj(x, y)−Qj(x, y¯))bk(y)dy if 2j/2|Ik| < 1.
Lemma 4.3. Let y ∈ I = (y¯− t
2
, y¯+ t
2
), t = |I| and I∗ = (y¯− t, y¯+ t). Then the following
holds:
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(1) If 2j/2|I| ≥ 1, then
sup
y∈I
∫
R\I∗
|Qj(x, y)|dx ≤ C(2j/2|I|)−1
(2) If 2j/2|I| < 1, then
sup
y∈I
∫
R\I∗
|Qj(x, y)−Qj(x, y¯)|dx ≤ C2j/2|I|.
In particular we have
(4.5)
∫
R\I∗
∑
j
|Q˜j(x, y)| ≤ 3C.
Proof. For the first inequality, let 2j/2|I| ≥ 1.∫
R\I∗
|Qj(x, y)| dx ≤ Cn
∫
|x−y|>t/2
2j/2
(1 + 2j/2|x− y|)n dx
≤ C(2j/2|I|)−1, (n = 2).
If 2j/2|I| < 1, y ∈ I, y¯ = center of I = (y¯ − t
2
, y¯ + t
2
).∫
R\I∗
|Qj(x, y)−Qj(x, y¯)| dx =
∫
R\I∗
|
∫ y
y¯
∂
∂z
ψj(H)(x, z)dz|dx
≤ Cn|y − y¯|
∫
|x−y¯|>t
2j
(1 + 2j/2−1|x− y¯|)n dx
≤ Cn2j/2t
∫
|u|>(2−j/2+1)−1t
du
(1 + |u|)n (n = 2)
≤ C2j/2|I|.
Now (4.5) follows easily from the above two inequalities. 
Lemma 4.4. Q is bounded from L1 to weak L1(ℓ2), i.e.,
|{x : (
∞∑
0
|Qjf(x)|2)1/2 > λ}| ≤ Cλ−1‖f‖1, λ > 0.
Proof. Let f ∈ L1∩L2. By the Caldero´n-Zygmund decomposition, there exists a sequence
of intervals {Ik} and and functions {bk} with supp bk ⊂ Ik such that with g =
∑
k bk we
have f = g + b, for some g ∈ L2. Furthermore:
i) |g(x)| ≤ Cλ a.e.
ii) bk(x) = f(x)− |Ik|−1
∫
Ik
fdx
iii) λ ≤ |Ik|−1
∫
Ik
|f |dx ≤ 2λ.
iv) |Dλ| = | ∪k Ik| =
∑
k |Ik| ≤ λ−1‖f‖1.
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Let {en}m be an orthonormal basis in Hpp and λm the corresponding eigenvalues in σp.
Note that this set is finite.∫ ∑
j
|Qjg(x)|2dx =
∑
j
‖φj(H)g‖22
=
∑
j
(‖F∗φj(k2)Fg‖22 +
∑
σp
‖φj(λn)(g, em)em‖22)
=
∑
j
(‖φj(k2)Fg(k)‖22 +
∑
σp
|φj(λn)|2|(g, em)|2)
≤
∫
(
∑
j
|φj(k2)|2)|Fg(k)|2 dk + 3‖φ‖2∞
∑
σp
|(g, em)|2
≤ 3‖φ‖2∞
∫
|Fg(k)|2dk + 3‖φ‖2∞‖Eppg‖2
≤ 3‖φ‖2∞‖Eacg‖2 + 3‖φ‖2∞‖Eppg‖2
= 3‖φ‖2∞‖g‖2,
where we note that F : L2 → L2 surjection and F : Hac → L2 isometry. By Chebychev
inequality we have
|{x : (
∞∑
0
|Qjg(x)|2)1/2 > λ/2}| ≤ Cλ−2‖g‖22 ≤ Cλ−1‖f‖1.
We now only need to show
|{x /∈ ∪I∗k : (
∑
j
|Qjb(x)|2)1/2 > λ/2}| ≤ Cλ−1‖f‖1.
The left hand side is bounded by
2
λ
∑
k
∫
R\∪I∗k
(
∑
j
|Qjbk(x)|2)1/2dx.
For each k, since
∫
bk = 0,
(
∑
j
|Qjbk(x)|2)1/2 ≤
∑
j
|Qj(Eac + Epp)bk(x)|
≤
∑
j
|
∫
Q˜j(x, y)bk(y) dy|+
∑
j
|
∑
σpp
φj(λm)(bk, em)em(x)|
≤
∫ ∑
j
|Q˜j(x, y)bk(y)| dy +
∑
σpp
(
∑
j
|φj(λm)|‖bk‖1|em(x)|
≤
∫ ∑
j
|Q˜j(x, y)bk(y)| dy + 3‖φ‖∞‖bk‖1
∑
σpp
|em(x)|
FUNCTION SPACE ASSOCIATED WITH SCHRO¨DINGER OPERATORS 21
where we note that em ∈ L1 ∩ L∞ and σpp is finite, having n eigenvalues.
Equation (4.5) gives now the following estimates for the left hand side
l.h.s. ≤ 2
λ
∑
k
∫
R\∪I∗k
∑
j
∫
|Q˜j(x, y)||bk(y)| dydx+
3‖φ‖∞ 2
λ
∑
k
∫
R\∪I∗k
‖bk‖1(
∑
σpp
|em(x)|) dx
≤ 2
λ
∑
k
∫
y∈Ik
|bk(y)|dy
∫
R\I∗k
∑
j
|Q˜j(x, y)|dx+ C
λ
∑
k
‖bk‖1
∑
σpp
‖em‖1
≤ C
′
λ
∑
k
∫
y∈Ik
|bk(y)| dy ≤ Cλ−1‖f‖1 .

By Lemma 4.3, we have the following estimates which will be used in the proof of
Lemma 4.6:
If 2j/2|Ik| ≥ 1, then∑
j:2j/2|Ik|≥1
∫
R−I∗
|Rj(x, y)| ≤ C|Ik|−1
∑
2j/2|Ik|≥1
2−j/2 ≤ C.
If 2j/2|Ik| < 1, then∑
j:2j/2|Ik|<1
∫
R−I∗
|Rj(x, y)−Rj(x, y¯)| ≤ C|Ik|
∑
2j/2|Ik|<1
2j/2 ≤ 2C.
Remark 4.5. Rjf(x) =
∫
ψj(H)(x, y)f(y)dy +
∑
σpp
ψj(λm)(f, em)em(x) is well defined
for f ∈ L1 ∩ L2 and for f ∈ L1 by all appropriate means, since ψj(H)(x, ·) ∈ L1 ∩ L∞.
Lemma 4.6. Let Rj = ψj(H). Then R = {Rj} are bounded from L1(ℓ2) to weak-L1.
Proof. We will show that there exists a positive constant C such that
(4.6) |{x : |
N∑
0
Rjfj(x)| > λ}| ≤ Cλ−1‖{fj}‖L1(ℓ2),
for all N ∈ N, {fj} ∈ L1(ℓ2) and λ > 0. Then, the inequality holds for N = ∞
and {fj} ∈ L1(ℓ2) ∩ L2(ℓ2) by passing to the limit, noting that
∑∞
0 Rjfj(x) ∈ L2 if
{fj} ∈ L2(ℓ2). Finally, the lemma follows by the fact that L1(ℓ2) ∩ L2(ℓ2) is dense in
L1(ℓ2).
Alternatively, suppose {fj} ∈ L1(ℓ2) only. Observe that (4.6) suggests that the partial
sum RNf =
∑N
0 Rjfj is a Cauchy sequence in measure, therefore there exists a unique
function, which we define to be Rf , so that RNf converges to Rf in measure and Rf =∑∞
j=0Rjfj satisfies (4.6).
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So, it is sufficient to show (4.6). Caldero´n-Zygmund decomposition: Let F (x) =
(
∑∞
j=0 |fj(x)|2)1/2 ∈ L1. There exists a collection of countable disjoint open intervals
{Ik} such that
a) |F (x)| ≤ λ, a.e. x ∈ R\ ∪k Ik,
b)
∑
k |Ik| ≤ λ−1‖F‖1,
c) λ ≤ |Ik|−1
∫
Ik
|F (x)|dx ≤ 2λ, ∀k.
Define
gj(x) =
{ |Ik|−1 ∫Ik fjdy, x ∈ Ik
fj(x) otherwise
bj(x) =
{
fj − gj , x ∈ Ik
0 otherwise
Then, if x ∈ R \ ∪kIk, (
∑∞
j=0 |gj(x)|2)1/2 = (
∑∞
j=0 |fj(x)|2)1/2. And, if x ∈ Ik
(
∞∑
j=0
|gj(x)|2)1/2 ≤ (
∞∑
j=0
|Ik|−2|
∫
Ik
fj(y) dy|2)1/2
≤ |Ik|−1
∫
Ik
(
∞∑
j=0
|fj(y)|2)1/2 dy
≤ 2λ
by Minkowski inequality.
We also have
‖{gj(x)}‖2L2(ℓ2) =
∞∑
k=0
∫
Ik
(
∑
j
|gj(x)|2) dx+
∫
R\∪Ik
(
∑
j
|gj(x)|2) dx
≤ (2λ)2
∑
k
|Ik|+ λ
∫
R\∪Ik
(
∑
j
|fj|2)1/2 dx
≤ Cλ‖F‖1 .
Finally, by Chebychev inequality and Lemma 4.2, we get:
|{x : |
N∑
0
Rjgj(x)| > λ/2}| ≤ Cλ−2‖
N∑
0
Rjgj‖2
≤ C ′λ−2‖{gj}‖2L1(ℓ2) ≤ Cλ−1‖F‖1 .
It remains to show
|{x /∈ ∪I∗k : |
N∑
0
Rjbj(x)| > λ/2}| ≤ Cλ−1‖F‖1 .
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The left hand side is not exceeding 2
λ
∑
k
∫
R\∪I∗k
|∑Nj=0Rjbj,k(x)|dx, where bj,k = bjχIk .
For each k, define
R˜kj (x, y) =
{
Rj(x, y) if 2
j/2|Ik| ≥ 1
Rj(x, y)−Rj(x, y¯k) if 2j/2|Ik| < 1
Note that the domain of Rj has a natural extension from L
1 ∩ L2 to L1. Then, since∫
bj,k = 0 and by Jensen inequality (
∑N
j=0 |R˜kj (x, y)|2)
1
2 ≤∑Nj=0 |R˜kj (x, y)| we obtain
∫
R\I∗k
|
N∑
j=0
Rjbj,k(x)| dx =
∫
R\I∗k
|
N∑
j=0
∫
Ik
R˜kj (x, y)bj,k(y)dy| dx
≤
∫
Ik
(
N∑
j=0
|bj,k|2(y)) 12 dy
∫
R\I∗k
(
N∑
j=0
|R˜kj (x, y)|2)
1
2 dx
≤ C
∫
Ik
(
N∑
j=0
|bj,k(y)|2) 12 dy
≤ C
∫
Ik
(
N∑
j=0
|fj|2) 12 dy + C
∫
Ik
(
N∑
j=0
|gj|2) 12 dy
≤ 2C
∫
Ik
(
∞∑
j=0
|fj |2) 12 dy,
where we used the pointwise estimate by Minkowski inequality
(
N∑
0
|gj(y)|2) 12 ≤ (
∞∑
0
(|Ik|−1
∫
Ik
|fj(y)|)2) 12 ≤ |Ik|−1
∫
Ik
(
N∑
0
|fj(y)|2) 12 dy .
Hence
|{x ∈ R \ ∪I∗k : |
N∑
0
Rjbj(x)| > λ/2}| ≤ 4C
λ
∑
k
∫
Ik
(
∑
j
|fj|2) 12 dy ≤ 4C
λ
‖(
∑
j
|fj|2) 12‖1 .
as desired.
By now, we have shown that
|{x : |
N∑
0
Rjfj(x)| > λ}| ≤ |{x : |
N∑
0
Rjgj(x)| > λ
2
}|+ |{x : |
N∑
0
Rjbj(x)| > λ
2
}|
≤ Cλ−1‖F‖1,
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where C is independent of N . Passing to limit, since convergence a.e. implies convergence
in measure, we obtain
|{x : |
∞∑
0
|Rjfj(x)| > λ}| ≤ Cλ−1‖F‖1.

5. Remark on time decay of the wave function
We conclude the paper with a time decay result on the wave function ψ(t, x) = e−itHf
based on on the H-Besov space method. Generalized Besov space method has been con-
sidered in e.g. [J92], [JN94], [JP85], [BZ04] in the study of PDEs related to perturbation
for Schro¨dinger operators.
By [BZ04, Theorem 7.1] or [JN94, Theorem 5.1] we know that if V is in the Kato class
K and if D(Hm) = W 2mp for some m ∈ N, 1 ≤ p < ∞, then for 1 ≤ q ≤ ∞, 0 < α <
m,Bα,qp (H) = B
2α,q
p (R
d). It is easy to see that if V is C∞ with all derivatives bounded,
then the domain condition on H is verified for all m ∈ N. Since V ∼ sech2 x has this
property, Bα,qp (H) = B
2α,q
p (R
d) for all α > 0. Combining this with [JN94, Theorem 5.2],
we obtain the time decay of ψ(t, x) on ordinary Besov spaces. Let 〈t〉 = (1 + t2)1/2.
Theorem 5.1. Suppose 1 ≤ p < ∞, 1 ≤ q ≤ ∞ and α > 0.Let β = |1
2
− 1
p
|. Then e−itH
maps Bα+2β,qp (R) continuously to B
α,q
p (R). Moreover, e
−itH maps B2β,qp (R) continuously
to Lp. In both cases the operator norm is less than or equal to C〈t〉β. That is,
‖ψ(t, x)‖Bα,qp (R) . 〈t〉β‖f‖Bα+2β,qp (R)
and
‖ψ(t, x)‖Lp . 〈t〉β‖f‖B2β,qp (R).
Compare Proposition 7.3 in [BZ04].
Finally we give an interpolation result. We know that Bα,qp (H) = B
2α,q
p (R), α > 0. In
particular, F α,pp (H) = F
2α,p
p (R). On the other hand, by Theorem 4.1, F
0,p
p (H) = L
p =
F 0,pp (R). Thus we obtain Theorem 5.2 using complex interpolation method.
Theorem 5.2. If α > 0, 1 < p <∞ and 2p/(p+ 1) < q < 2p, then
F α,qp (H) = F
2α,q
p (R)
and if α > 0, 1 ≤ p <∞, 1 ≤ q ≤ ∞, then
Bα,qp (H) = B
2α,q
p (R).
In general e−itH is not bounded on Lp unless p = 2. [JN94,RS04]. However one can
obtain the boundedness on F and B spaces.
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Let Sp be a set of numbers q such that
p ≤ q < 2 if p < 2;
2 if p = 2;
2 < q ≤ p if p > 2.
Based on the mapping property: if α > 0, 1 ≤ p < ∞, 1 ≤ q ≤ ∞, β = |1
p
− 1
2
|, e−itH :
F α+2β,pp → F α,pp and F 2β,pp → Lp, and the interpolation (F α+2β,pp , F 2β,pp )θ → (F α,pp , F 0,2p )θ,
we obtain
Proposition 5.3. If α1 > 0, 1 < p <∞, q1 ∈ Sp, β := β(p) = |1p − 12 |, then
(5.1) e−itH : F α1+2β,pp (H)→ F α1,q1p (H).
If α > 0, 1 ≤ p <∞, 1 ≤ q1 ≤ ∞,
Bα+2β,qp (H)→ Bα,qp (H)
with operator bound C〈t〉β.
If we try to use interpolation coupled with L2 → L2, we proceed
(F α1+2β,pp , F
0,2
2 )θ → (F α1,q1p , F 0,22 )θ.
We find that for each t ∈ (0, 1)
F α2+2βt,ptpt (H)→ F α2,q2pt (H) ∀α2 > 0, 1 < pt <∞
where 1/pt = (1− t)/p+ t/2, q2 ∈ Spt. It means the interpolation with F 0,22 → F 0,22 does
not help improve (5.1) at all. This can also be observed from the two-triangle shaped
region bounded by {(1
p
, 1
q1
) : q1 ∈ Sp}.
The result for B spaces follows from Theorem 4.6 and Remark 4.7 in [JN94].
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