Abstract Over the last years, large-scale decentralized computer networks such as peer-to-peer and mobile ad hoc networks have become increasingly prevalent. The topologies of many of these networks are often highly dynamic. This is especially true for ad hoc networks formed by mobile wireless devices.
Keywords Distributed algorithms · Dynamic networks · Gradient clock synchronization · Lower bound
Introduction
Establishing coordination between participants is at the core of many algorithmic challenges in distributed computing. A fundamental coordination task, and a basic prerequisite for many applications, is achieving a common notion of time. Typically every node in the network has access to a local hardware clock, but the hardware clocks of different nodes run at slightly different rates, and the rates can change over time. In addition, although a bound on the message delays in the network may be known, specific message delays are unpredictable. As a consequence it is generally not possible for any node in the network to get an accurate estimate of the clock values of neighboring nodes.
Operating under these uncertainties, a distributed clock synchronization algorithm computes logical clocks at every node, with the goal of synchronizing these clocks as tightly as possible. Traditionally, distributed clock synchronization algorithms tried to minimize the maximal difference between any two logical clocks in the network. We call this quantity the global skew of a clock synchronization algorithm. It is wellknown that no algorithm can guarantee a global skew better than (D), where D is the diameter of the network [3] .
In many cases it is more important to tightly synchronize the logical clocks of nearby nodes in the network than it is to minimize the global skew. For example, to run a time division multiple access (TDMA) protocol for coordinating access to the shared communication medium in a wireless network, one only needs to synchronize the clocks of nodes that interfere with each other when transmitting. The problem of achieving synchronization that depends on the distance between the two nodes is called gradient clock synchronization. It was introduced in a seminal paper by Fan and Lynch, where it is also shown that surprisingly, a clock skew of (log D/ log log D) cannot be prevented even between immediate neighbors in the network [7] . The maximal difference between the two logical clocks of adjacent nodes in the network is called the local skew of a clock synchronization algorithm; for static networks, Lenzen et al. have recently proven an asymptotically tight bound of (log D) for the best possible local skew an algorithm can achieve [12, 13] . For other related work on clock synchronization, see Sect. 2.
Most existing work on clock synchronization considers static networks. However, many modern networks are inherently dynamic. Typically formed by autonomous agents without central control, nodes can join and leave the network in an arbitrary pattern. In ad hoc networks, where the devices are often mobile, the network topology can be highly dynamic even if the set of participating nodes remains stable. Coordination in dynamic networks is challenging, and due to the increasing significance of such networks, it is also particularly important.
In this paper we study the gradient clock synchronization problem in dynamic networks. Our model for dynamic networks assumes that the set of nodes remains fixed, but edges can appear and disappear in an arbitrary pattern, subject to a weak connectivity requirement. Because the distance between nodes in the network can change over time, the problem becomes significantly harder in a dynamic setting. Consequently, unlike the static case, the requirements we make on the skew between the logical clocks of different nodes must also change over time. Every new edge that is formed induces a new and stronger constraint on the skew between its endpoints; the algorithm must adapt by reducing the skew on the edge until the new constraint is satisfied. Hence, we distinguish between two requirements: a stable local skew bound applies, conceptually, to edges that exist for a long time. This is analogous to the local skew guaranteed by gradient clock synchronization algorithms for static networks. In practice, we impose a weaker dynamic local skew bound on all the edges, including new ones. The dynamic local skew bound is a function of how long the edge has existed: the bound starts out weak and grows stronger with time, until in the limit it converges to the stable local skew bound.
The following intuitive example shows that in general, the clock skew on a new edge cannot be reduced too quickly without violating the stable local skew bound on edges that were formed a long time before. Let u and v be two nodes at distance k from each other. As no algorithm can prevent a skew of (k) between nodes at distance k, a newly formed edge between nodes u and v can carry (k) local skew. To reduce the skew on the new edge, whichever node is behind must increase its logical clock by a large amount. However, a sudden increase in u or v's clocks will create a large skew along the edges of the old path that connects them. Specifically, if the algorithm guarantees a stable local skew of S, neither u nor v can instantaneously increase their logical clocks to more than S ahead of their next neighbor along the old path. In turn, when this neighbor realizes it must increase its clock, it cannot increase it to more than S ahead of its next neighbor, and so on. It takes (k/S) time until the skew can be reduced, as information about the new edge can take time to propagate through the path.
Somewhat surprisingly, the example above is not the worst one possible: adjusting the local skew on a newly formed edge can require even more than (k/S) time, where k is the previous distance between the endpoints of the new edge. We show that (almost) independent of the initial skew on a new edge, the time required to reduce the initial skew to S is at least (n/S) where n is the number of nodes in the system. This is shown in Sect. 4 .
In Sect. 5 we show that this lower bound is asymptotically tight for moderately small values of S by extending a simple gradient clock synchronization algorithm described in [14] to the dynamic case. In a static setting, the algorithm of [14] guarantees a local skew of O( √ ρD) where ρ is the maximum hardware clock drift. In the dynamic setting, our modified algorithm guarantees a global skew of O(n) at all times. Further, for a parameter S ≥ √ ρn and a sufficiently large constant λ, the algorithm guarantees a local skew of at most S on all edges that are present for at least λ · n/S time.
Related Work
Being a fundamental problem, it is not surprising that there is a rich literature on clock synchronization algorithms and lower bounds. Until recently, the work on clock synchronization focused on global synchronization, i.e., on minimizing the maximal clock difference between any two nodes in the system. Essentially all lower bounds on distributed clock synchronization use the shifting technique introduced in [15] , which exploits uncertainty resulting from unknown message delays, the scaling technique from [4] , which uses uncertainty that arises as a consequence of different clock rates, or a combination of the two techniques. Using the shifting technique, it is shown in [3] that even if clocks experience no drift, a clock skew of D/2 can not be avoided in a network of diameter D. In light of this result, the algorithm described in [20] which guarantees a global skew of O(D) is asymptotically optimal.
A number of related algorithms and lower bounds for varying models and with different properties have been described (see e.g. [1, 2, 8, 18, 19] ). The algorithms described in these papers do not guarantee a skew between neighboring nodes that is better than O(D). The gradient clock synchronization problem was introduced in [7] , where it is shown that on a path of length D, no clock synchronization algorithm can avoid having a skew of (log D/ log log D) between adjacent nodes. This lower bound has recently been improved to (log D) in [13] . The first algorithm to guarantee a non-trivial local skew was described by Locher and Wattenhofer in [14] . The algorithm in [14] guarantees a local skew of O( √ ρD) between any two neighbors in a network of diameter D, where ρ denotes the maximal hardware clock drift. The algorithm of [14] forms the basis for the dynamic gradient clock synchronization algorithm described in this paper. For static networks, the upper bound was recently improved to an asymptotically optimal bound of O(log D) by Lenzen et al. [12, 13] .
Most closely related to the dynamic clock synchronization problem considered in this work are algorithms that cope with faulty nodes (e.g. [4, 5, 11, 17] ). While this line of work goes far beyond studying crash failures and describes algorithms that even cope with Byzantine faults, a topic that is out of the scope of the present paper, none of these papers consider a truly dynamic setting. In particular, the results rely on the fact that a considerable part of the network remains non-faulty and stable. Moreover, all the described algorithms and lower bounds focus solely on global synchronization. To the best of our knowledge, the present paper is the first to look at gradient clock synchronization in dynamic networks.
Preliminaries

Notation
Given an undirected static graph G = (V , E), we denote by P the set of all (undirected) paths in G. For convenience in notation we regard each path P ∈ P as a set of edges P ⊆ E. We use P (u, v) to denote all paths between two nodes u, v ∈ V . The distance between two nodes u and v is defined by
The definitions above are used only in the context of a static graph. (We use static graphs in the proof of the lower bound in Sect. 4.) In this work we are often concerned with dynamic graphs, which do not have a static set of edges. We use V (2) := {{u, v} | u, v ∈ V } to denote the set of all potential edges over a static set V of nodes.
Network Model
We model a dynamic network over a static set V of nodes using Timed I/O Automata (TIOA) [9] . Each node in the network is modelled as a TIOA, and the environment is also modelled as a TIOA. The dynamic behavior of the network is modelled using events of the form add({u, v}) and remove({u, v}) for u, v ∈ V , which correspond to the formation and failure (respectively) of a link between u and v. It is assumed that no edge is both added and removed at the same time.
The history of link formations and failures in a particular execution α, together with an initial set of edges E α 0 , induces a dynamic graph G = (V , E α ), where E α : R + → V (2) is a function that maps a time t ≥ 0 to the set of edges (links) that exist in α at time t. We define E α (t) to be the set of edges that are added no later than time t, and not removed between the last time they are added and time t (inclusive). This includes edges that appear in E α 0 and are not removed by time t. We say that an edge e exists throughout the interval [t 1 , t 2 ] in α if e ∈ E α (t 1 ) and e is not removed at any time during the interval [t 1 , t 2 ].
A static execution is one in which no edges are added or removed. Formally, α is a static execution if for all t 1 , t 2 
We consider a very general model, in which edges can be inserted or removed arbitrarily, subject only to the following connectivity constraint.
Definition 3.1 (T -interval connectivity) We say that a dynamic graph
is connected, where E α | [t,t+T ] is the set of all edges that exist throughout the interval
In the sequel we omit the superscript α when it is clear from the context. We assume that nodes do not necessarily find out immediately about edge insertions and removals. 1 Instead, we assume that there is a parameter D, such that if an edge appears or disappears at time t in an execution, and the change is not reversed by time t + D, the endpoints of the edge find out no later than time t + D. Transient link formations or failures, which do not persist for D time, may or may not be detected by the nodes affected. We model the discovery by node u of a link formation or failure X ∈ {add({u, v}), remove({u, v}) | v ∈ V } by an event discover(X) that occurs at node u. (A discover(X) event is always preceded by event X itself.)
We also assume reliable FIFO message delivery, 2 with message delays bounded by T . This is modelled using events of the form send(u, v, m) and receive(u, v, m) that occur at node u. If node u sends a message to node v at time t, the environment guarantees the following. If edge {u, v} exists throughout the interval [t, t + T ], then node v is guaranteed to receive the message no later than time t + T . If edge {u, v} exists at time t but is removed at some point in the interval [t, t + T ], there are two possible outcomes: either the message is delivered before the edge is removed, or the message is not delivered and node u discovers the edge removal no later than time t + D. Finally, if edge {u, v} does not exist at time t, the message is not delivered, and node u discovers that the edge does not exist no later than time t + D. These definitions correspond to an abstract version of MAC layer acknowledgements.
In the sequel we assume that D > T , that is, nodes do not necessarily find out about changes to the network within T time units. This is a reasonable assumption because even if nodes transmit very frequently, as much as T time may pass without any message being received on a link, leaving the link formation or failure undiscovered.
The Clock Synchronization Problem
In the clock synchronization problem, each node u ∈ V has access to a continuous hardware clock H u (t), which may progress at a different rate than real time. The hardware clocks suffer from bounded drift ρ: although they progress at a variable rate, their rate is always between 1 − ρ and 1 + ρ the rate of real time, so that for any node u and times t 1 < t 2 we have
For simplicity we assume that at the beginning of any execution the hardware clock values are all 0. We also assume for the analysis that the hardware clocks are differentiable.
The goal of a dynamic clock synchronization algorithm (DCSA) is to output a logical clock L u (t) such that the logical clocks of different nodes are close to each other. In particular we consider two requirements. A global skew constraint bounds the difference between the logical clocks of any two nodes in the network at all times in the execution. A dynamic local skew constraint requires that if an edge exists for sufficiently long, the skew between the two endpoints of the edge should not be too large. These requirements are formally defined as follows. 
To represent the local skew guaranteed by the algorithm after an edge has existed for some time, we use a function s(n, I, t), where n is the number of nodes, I is the initial skew on the edge when it appeared, and t is the time that has passed since the edge appeared. The skew function must satisfy the following technical requirements. 1. The function s(n, I, t) is non-decreasing in I and non-increasing in t; and 2. For all n ∈ N, I ∈ R + , the limit lim t→∞ s(n, I, t) is defined and finite; and 3. For all I 1 , I 2 ∈ R + we have
We note that the third requirement above essentially means that the skew on any edge converges to the same stable local skew, regardless of the initial skew on that edge. Now let us define what it means for an algorithm to have a local skew of s. Definition 3.4 (Dynamic local skew) A DCSA guarantees a dynamic local skew of s : N × R + × R + → R + , where s is a skew function, if in every execution of the algorithm in a network over n nodes, for any edge e = {u, v} and times t 1 ≤ t 2 such that e exists throughout the interval [t 1 , t 2 ] in the execution, we have
Definition 3.5 (Stabilizing DCSA) A DCSA A is said to be stabilizing if there is a skew function s such that A guarantees a dynamic local skew of s. In this case we say that A guarantees a stable local skew ofs(n) = lim t→∞ s(n, I, t) for some I ∈ R + (recall that this limit is the same for all I ∈ R + ).
Finally, logical clocks have to be strictly increasing and are thus not allowed to temporarily stop. In particular, we require the rate of each logical clock to be at least half the rate of real time; that is, for any node u and times t 1 ≤ t 2 we require
Lower Bound
We begin our analysis of dynamic clock synchronization algorithms with a lower bound on the time needed to adjust the local skew on a newly formed edge. Specifically, we show that for every sufficiently large initial skew I (a small constant times the stable local skews(n) suffices), the time needed to reduce the skew by a factor of (n/Ḡ(n)) is (n/s(n)). Thus, there is an inherent tradeoff between the stable skew guaranteed by the algorithm and the time the algorithm requires to reduce the skew on new edges. 
Most static clock synchronization algorithms in the literature guarantee a global skew of O(D) in networks of diameter D. Moreover, all gradient clock synchronization algorithms of which we are aware rely on having a global skew of O(D) in order to prove their gradient property [12] [13] [14] .
In dynamic graphs the diameter is undefined, and the natural extention is to require a global skew ofḠ(n) = O(n). This is achieved by the algorithm presented in Sect. 5, and here, too, this fact is used to prove the local skew guarantee. It therefore seems most interesting to consider algorithms with this global skew guarantee. For such algorithms, Theorem 4.1 shows that it takes (n/s(n)) time to reduce the initial skew on a new edge by a constant factor. 
Note that the lower bound asserts the existence of a time λ · n/s(n) after which the skew is reduced by no more than a constant factor (ζ ). It is not necessarily the case that for all times t = (n/s(n)) we still have a large local skew. Indeed, the algorithm we give in Sect. 5 makes a sharp transition after an edge exists for (n/s(n)) time: before the transition the algorithm provides no non-trivial local skew guarantee on the edge (beyond what the global skew already guarantees), and afterwards the algorithm guarantees the stable skew,s(n). The trade-off shows that this transition can only be made when the edge exists for (n/s(n)) time; essentially, it asserts that the algorithm must wait (n/s(n)) time before it acts to drastically reduce the skew on a new edge.
Proof Overview
The main idea in the proof of Theorem 4.1 is to show that because of the local skew guarantee, even nodes that are distant from a new edge may prevent the skew on it from being reduced. These distant nodes require time to "find out" about the new edge, and thus they limit the speed with which the algorithm can react.
As an informal overview, consider the network shown in Fig. 1(a) , which consists of two parallel chains, A and B, joined at both ends w 0 and w n . The two chains exist throughout the execution; new edges are eventually added along the B-chain, but no edges are ever removed. We wait until the algorithm has stabilized to some degree. For the purpose of this overview, let us suppose that we reach some time T s such that for all t ≥ T s , the local skew guarantee is s(n, 0, t) ≤s(n). (This is an oversimplification, since the local skew guarantee only converges tos(n) in the limit; however, we can get arbitrarily close tos(n) by waiting sufficiently long.)
Next we select two sufficiently large times T 1 , T 2 ≥ T s where T 2 − T 1 = λ(n/s(n)) (for a constant λ). Our goal is to add new edges at time T 1 , each with a skew of at most I (see Fig. 1(b) ), and cause at least one new edge to still have a skew of (I · n/Ḡ(n)) at time T 2 . This is achieved by 1. Adding O(Ḡ(n)/I ) new edges at time T 1 , and 2. Creating a skew of (n) between w 0 and w n at time T 2 .
The average skew on the new edges at time T 2 must then be (I · n/Ḡ(n)), which implies that at least one new edge has a skew of (I · n/Ḡ(n)) at time T 2 . First we show how to create (n) skew between w 0 and w n at time T 2 . Note that because of the new edges, the distance between w 0 and w n at time T 2 is reduced to O(Ḡ(n)/I ). Standard shifting arguments create a skew proportional to the distance, and this is not enough in our case. Hence we must use a more roundabout way. Essentially, we want to show that w 0 and w n cannot react quickly enough to the new edges, or they would violate the local skew guarantee with respect to some distant nodes u, v on the A-chain that have not yet discovered the new edges.
To this end, we choose two nodes u, v on the A-chain such that dist(w 0 , u) = dist(w n , v) = k, where k = (n/s(n)), and where dist(u, v) = (n). Nodes u and v are "shielded" from events on the B-chain by large message delays (see Fig. 1(a) ). We first consider an execution α in which the network is static and no new edges are added at time T 1 . Using a modified shifting argument (Lemma 4.3 below), we create a skew of (n) between u and v at time T 2 in α, while keeping delays of at least T /(1 + ρ) on all links between w 0 and u and between w n and v.
Nodes u, v act as a barrier between w 0 and w n : the local skew guarantee implies that the clocks of w 0 and w n cannot be more than k ·s(n) = (n) removed from the clocks of u and v respectively. Hence, whenever the skew between u and v is (n), the skew between w 0 and w n is also (n) (see Fig. 1(d) ).
Finally, we create a new execution β, which is identical to α until time T 1 . At time T 1 we add new edges as shown in Fig. 1(b) . Recall that the skew between w 0 and w n is bounded byḠ(n) at all times, and at time T 1 the skew on each edge of the B-chain is at mosts(n). Thus, it is possible to find a set of edges as shown in Fig. 1(b) , such that each edge carries a skew in the range [I −s(n), I ], and the skews (in absolute value) sum to at mostḠ(n). When I ≥ 2s(n), the number of edges required is at most 2Ḡ(n)/I . By time T 2 in β, the skew on each new edge must be reduced to at most s(n, I,
, and consequently the total skew between nodes w 0 and w n cannot exceed (2Ḡ(n)/I ) · s(n, I, λ(n/s(n))) (see Fig. 1(c) ).
However, in addition to this upper bound on the skew, we can also show that the skew between w 0 and w n at time T 2 in β is at least (n): nodes u and v cannot distinguish between α and β until time T 2 , since they are shielded from the B-chain by k = (n/s(n)) edges with large message delays. At time T 2 in β, nodes u, v have the same skew of (n) that they have in α, and as argued above, this implies that w 0 and w n also have (n) skew between them. Combining the upper and lower bound on the skew between w 0 and w n we see that s(n, I, λ(n/s(n))) cannot be less than
). This concludes the proof.
Formal Proof of the Tradeoff
As explained above, as part of the proof we create a large skew between certain nodes, while also maintaining large message delays in parts of the network. The skew is created using shifting (see, e.g., [16] ). A standard shifting argument shows that two nodes cannot avoid having a large skew between them, by adjusting message delays so that the nodes cannot tell the difference between an execution in which the skew is large and an execution in which it is not. In the resulting execution the message delays on some links are zero, and in the standard construction it is not possible to control which links these will be.
In our proof we require large message delays along certain specific links. A straightforward modification of the argument from [2] and [7] allows us to create large skews while maintaining a predefined pattern of message delays. The following definitions capture this notion more formally. Definition 4.1 (Delay pattern) Given a network over a set V of nodes, a delay pattern for N is a pair M = (E C , P ), where E C ⊆ V (2) is a set of constrained links and P : E C → [0, T ] is a delay pattern assigning a message delay to every constrained link.
Definition 4.2 (Constrained executions)
An execution is said to be M-constrained until time t, for a delay pattern M = (E C , P ), if the delay of messages sent on a link e ∈ E C and received by time t is in the range [ 1 1+ρ P (e), P (e)]. We say that an execution is M-constrained if for all times t ≥ 0 the execution is M-constrained until time t. (u, v) , is defined as the minimum number of unconstrained edges on any path between u and v. 
Definition 4.3 (Flexible distance) Given a delay pattern
Proof The proof is a fairly straightforward application of the scaling and shifting proof techniques (see, e.g., [4] and [15] ). It is similar to the proof from [2] , where it is shown that the worst-case skew between any two nodes in the network is proportional to the shortest-path distance between them. However, in the current proof we use only unconstrained links to build up the skew, and as a result we can build up a skew between two nodes that is proportional to their flexible distance.
Definitions and setup.
Note the following properties of the relations defined above: for any edge {x, y} ∈ E, 1. If {x, y} ∈ E C then x ≡ y: if {x, y} ∈ E C , then any path from u to x can be extended to a path from u to y that has the same number of unconstrained edges, and vice-versa. It follows that dist
We define two executions, α and β. In α, all hardware clocks progress at the rate of real time, and message delays on each edge e are defined as follows:
• If e ∈ E C then messages on e are delayed by P (e).
• If e = {x, y} ∈ E \ E C and x ≺ y, then messages from x to y are delayed by T and messages from y to x are delayed by 0.
• If e = {x, y} ∈ E \ E C and x ≡ y, then messages from x to y and vice-versa are delayed by 0.
Execution α is M-constrained by definition.
In execution β, we slowly increase the skew of the hardware clocks of nodes at different layers, while keeping the difference small enough that it can be disguised by altering message delays. We begin by keeping u's hardware clock rate at 1 and letting nodes in layers L 1 , . . . , L D run at a rate of 1 + ρ, until a skew of T is built up between the hardware clock of u and any node in L 1 . Then we let u and all L 1 -nodes run at a rate of 1 while nodes in layers L 2 , . . . , L D run at a rate of 1 + ρ, until a skew of T is built up between nodes in L 1 and nodes in L 2 . At this point the hardware clock skew between u and any node in L 2 is 2T . We continue in this manner until we have built up a skew of d · T between u and any node in layer L d , including v.
More formally, β is constructed as a sequence of segments β 0 β 1 · · · β d−1 β * , where
is an infinite suffix, and
(This is the time required to build a skew of T between the hardware clocks of nodes in adjacent layers when one node runs at a rate of 1 and the other at 1 + ρ.)
In β 0 and β * all hardware clocks run at a rate of 1 and all messages are delivered with no delay. In each middle segment β i , the hardware clock rate of a node x ∈ L j is given by
Message delays throughout β are adjusted so that β is indistinguishable from α to all nodes. 
In α, where all hardware clocks run at a rate of 1, H α x (t) = t for all x ∈ V . β is an M-constrained execution. Next we claim that β is a legal M-constrained execution, that is, all message delays are in the range [0, T ], and for all e ∈ E C , message delays on e are in the range [ 
We divide into cases. 
s . Thus, the message delay in β is the same as in α. The delay in α is legal and respects the delay pattern, and the same holds for the delay in β.
Otherwise, either x ≺ y and dist
, and in the second case, t
In both cases the delays are legal.
, and we obtain 
But this is impossible, because it implies both t β r − t 
This time, we can re-write this to obtain 
which is a contradiction.
And finally, if
and it follows that t
The skew between u and v. It remains to show that in either α or β, the skew between u and v at some time t ≥ T 0 is large.
Let
. No node in the network can distinguish between α and β, and consequently, for all nodes w ∈ V and times t 1 
and
Since u increases its logical clock at a rate of at least 1/2,
and subtracting (4.4) from (4.5) yields (u, v) . Since T 1 ≥ T 0 and both executions are M-constrained, this proves the claim.
The following technical lemma is used in the proof of Theorem 4.1 to select the new edges that appear along the B-chain. Since is the minimal index for which . We assume that n is large enough that the following requirements are satisfied.
• k ≥ 1: sinces(n) = o(n), we can choose n large enough so thats(n) ≤ δn and k ≥ 1.
•s(n) ≥ T : sinces(n) = (T · log n) in a network with diameter (n) [13] , for sufficiently large n we haves(n) ≥ T .
• ξ ∈ (1, 4 3 ]: this follows from the previous requirement.
• n/2 − 2(k + 1) > 0: it is sufficient to requires(n) > 4δ, which is implied bȳ s(n) ≥ T .
Setup. Consider the network N shown in Fig. 1(a) , over nodes V = {w 0 , w n } ∪ (I A × {A}) ∪ (I B × {B}) (here A and B are merely symbols used to distinguish the nodes of the two chains), where I A = {1, . . . , n/2 − 1}, and
For the sake of convenience we also use 0, A and 0, B to refer to node w 0 , and we use n/2 , A and n/2 , B to refer to node w n .
Using this notation, the initial set of edges is given by
The distance between u and v is at least n/2 − 2(k + 1), and the distance between nodes w 0 and u and between nodes v and w n is at least k.
We use E block to denote the set of edges on the shortest path between nodes w 0 and u and between nodes v and w n (these edges are shown covered by double-sided arrows in Fig. 1(a) ). Formally,
Construction of execution α. Let S = ξ ·s(n). By definition,s(n) = lim t→∞ s(n, 0, t). In particular, there is some time T s such that for all t ≥ T s we have s(n, 0, t) ≤ S. In the proof we focus on the suffix of the execution starting from T s .
Consider a delay mask M = (E block , P ) where P (e) = T for all e ∈ E block . By Lemma 4.3, there is an M-constrained execution α and a time T 2 ≥ T s in which
We will eventually add new edges to the network at time T 1 , and show that the algorithm cannot reduce the skew on them much by time T 2 . The new edges must be added "in the past" (T 1 < T 2 ), as we require a large skew between w 0 and w n "in the present" (time T 2 ) to show that at least one new edge still has a large skew.
The skew between nodes w 0 and w n . We argue that the large skew between u and v at time T 2 in α implies a large skew between nodes w 0 and w n at the same point in time (see Fig. 1(d) for an illustration). 3 
We proceed to bound S 2 from below.
Since T 2 ≥ T s we have s(n, 0, T 2 ) ≤ S. Because s is non-decreasing in the initial skew, this implies that the skew on each of the edges between nodes w 0 and u and between nodes v and w n is at most S. There are at most k + 1 edges between each pair, and hence
Using (4.8), (4.9) and (4.10) we obtain
Construction of execution β. We now construct another execution β, in which new edges E new appear at time Fig. 1(b) ). Formally, the network in execution β is defined by
In β, a discover({u, v}) event occurs at time T 1 + D at every node u such that {u, v} ∈ E new for some v ∈ V . All message delays on edges in E and all hardware clock rates are the same in α and in β. Message delays on edges in E new in β are chosen arbitrarily. Note that since α is M-constrained, β is M-constrained as well.
The new edges E new are chosen between nodes on the B-chain using Lemma 4.4. For any adjacent nodes x, y on the B-chain we have 
where in the last step we used the fact that the global skew is bounded byḠ(n). Indistinguishability of α and β. We show by induction on i that for all 0 ≤ i ≤ k, executions α and β are indistinguishable up to time t i := T 1 + i · T 1+ρ + D, exclusive, in the eyes of all nodes in the set
• (Base) For i = 0 the claim follows from the fact that α and β are identical up to time T 1 (exclusive), and no node finds out about the new edges until time T 1 + D.
• (Step) Suppose that up to time t i , exclusive, executions α and β are indistinguishable in the eyes of all nodes in the set
. From the definition of Y i and Y i+1 , node u and its neighbors are in Y i . Thus, at any time t < t i , neither u nor its neighbors can distinguish between α and β.
Since message delays and the hardware clocks of all nodes are the same in α and in β, and no nodes in Y i experience link formations or failures, the only way a node in Y i could distinguish between executions α and β is by receiving a message from a node that previously could distinguish between α and β. We show that no node in Y i+1 can receive a message from a node that distinguishes α from β until time t i+1 (exclusive).
Consider first messages sent by a node v ∈ Y i \ Y i+1 and received by u ∈ Y i+1 at some time t r < t i+1 . Let t s be the time at which v sent the message. Because i + 1 ≤ k, the edge {u, v} must be in E block , and since β is M-constrained this means that t s ≤ t r − T 1+ρ < t i+1 − T 1+ρ = t i . Thus, the message was sent prior to time t i , and node v could not distinguish between α and β when it sent the message.
As for messages sent between nodes in Y i+1 , it is easy to show by induction on the number of such messages received that neither sender nor recipient can distinguish between α and β.
+ D, nodes u and v cannot distinguish between α and β at any time t ≤ T 2 . It follows that u and v will have the same logical clocks at time T 2 in β as they do in α, and the skew between them will be S 2 .
The skew on the new edges at time T 2 . At time T 2 , every edge in E new carries a skew of no more than s(n, I, T 2 − T 1 ), since the initial skew on every edge was no more than I and s is non-decreasing in the initial skew. Consequently, the total skew between the endpoints at time T 2 satisfies S 2 ≤ |E new | · s(n, I, T 2 − T 1 ). However, we have shown that S 2 ≥ 1 16 nT , and hence
Rearranging the terms and substituting k = δ n s(n) , δ = T 128 and I ≥ 3s(n) ≥ 2S yields s n, I,
This concludes the proof. We note that while the bound applies to any initial skew I ≥ 3s(n), it is perhaps more meaningful when
T n .
A Dynamic Clock Synchronization Algorithm
In this section we give a simple DCSA that achieves the tradeoff demonstrated in the previous section. Algorithm 1 gives the algorithm in pseudocode, and a detailed description follows.
Overview
The algorithm is based on the O( √ ρD)-gradient clock synchronization algorithm from [14] . In the original algorithm, each node attempts to catch up with the maximum clock among its neighbors, under the following constraint: if v is a neighbor of u, then u's clock is not allowed to exceed u's estimate for v's clock by more than B, where B = ( √ ρD) is a parameter. Intuitively, the value of B governs how much each node has to wait for its slowest neighbor.
Our dynamic algorithm uses the same general idea; however, instead of treating all edges equally, we use a dynamic weight B v u ( t) to determine the amount by which node u's clock is allowed to exceed node v's clock when the link {u, v} has existed for t time. The tradeoff from Sect. 4 shows that nodes must not wait for new neighbors as much as they would wait for old neighbors; if they tried to do so they might violate the local skew guarantee along old links. Accordingly we set an initial value of B v u (0) = ∞, meaning that nodes are allowed to get arbitrarily far ahead of new neighbors. After edge {u, v} exists for a "long enough" period of time, the value of B v u drops down instantaneously to its final value of B 0 = ( √ ρn), which roughly corresponds to the stable local skew of the algorithm (see Theorem 6.12 below). The amount of time before B v u drops from ∞ is (n/B 0 ), matching the (n/s(n)) lower bound from Sect. 4. 4 4 In the conference version of this paper the weights B v u ( t) were continuous, starting from a large initial value and decreasing linearly with t until reaching the final value of B 0 . Here we use a simpler function which nevertheless yields the same local skew guarantee.
Events and Timing
Throughout the algorithm, nodes send each other periodic updates containing their own logical clock value and their estimate for the maximal logical clock in the network. Updates are sent to all neighbors every H subjective time units; that is, if node u sends an update to all its neighbors at real time t, the next time it will send an update is real time t such that H u (t ) = H u (t) + H .
During the execution nodes keep track of their dynamic set of neighbors, and remember how much time has elapsed since they last received a message from each neighbor. If a long time passes and a message is not received along an edge, the node concludes that the edge must have failed, and its endpoint is removed from the set of neighbors. Since all hardware clocks progress at a rate of at least 1 − ρ, each node sends updates to all its neighbors at least once every H /(1 − ρ) real time units. Therefore, the longest period of real time that can pass between the receipt of two messages along an edge that does not fail is given by
Since nodes do not have access to real time, they use their hardware clocks to conservatively estimate when T time has passed. The amount of subjective time they wait is
Nodes interact with the network using the following primitives and events.
• receive(u, v, m): node u receives message m from node v.
• send(u, v, m): node u sends message m to node v.
• discover(X), where X ∈ {add({u, v}), remove({u, v}) | v ∈ V }: node u discovers a change in the status of edge {u, v}. (See Sect. 3.2 for a detailed description of the network model.) • Timers and alarms: nodes can set a timer to trigger a delayed event using the primitive set_timer( t, timer-ID). If node u calls set_timer( t, timer-ID) at real time t, then at real time t such that H u (t ) = H u (t) + t, an alarm(timer-ID) event is triggered at node u. A timer can be cancelled by calling cancel(timer-ID).
The algorithm uses two types of timers:
• The tick timer is set to go off every subjective H time. When it goes off, the node sends updates to all its neighbors.
• For every neighbor v of u, the lost(v) timer is set to go off T subjective time units after a message from v is received. If the lost(v) timer goes off and a new message from v has not been received, node u concludes that the edge {u, v} has failed.
Local Variables
Throughout the run of the algorithm each node u maintains two sets u , ϒ u such that
The set ϒ u contains all the nodes v such that a discover(add({u, v})) event occurred at u and was not yet followed by a discover(remove({u, v})) event. The criterion for membership in u is more restrictive: the nodes in u are those nodes of ϒ u that u has heard from at most T subjective time units ago. If T subjective time units pass and u does not receive a message from v, then v is removed from u (but not from ϒ u ). The nodes in u are the only ones used to determine u's logical clock value, since they are the ones for which u has an accurate estimate. However, u sends (or tries to send) periodic updates to all nodes in ϒ u .
In addition to u and ϒ u , node u maintains the following local variables.
Node u's estimate for the maximal logical clock in the network. The parameter B 0 corresponds roughly to the stable skew of the algorithm: for sufficiently old edges, nodes try to maintain a perceived skew of at most B 0 . However, the real skew may be larger than B 0 , in part because the node's estimates for its neighbors' clocks are not perfectly accurate. We bound the real skew in Sect. 6. An edge is considered to be "sufficiently old" if the node discovered it at least W real time units ago, where
and where G(n) = (n) is the bound on the global skew derived in Theorem 6.9 in Sect. 6.3. The waiting time W corresponds to the (n/s(n)) lower bound shown in the previous section. As with T and T , nodes use W = (1 + ρ)W to conservatively estimate the subjective time they must wait to ensure that W real time units have passed.
We defer the choice of a value for B 0 until Sect. 6, and note only that for correctness we require
The logical clock of each node is adjusted after every event. In each adjustment, node u increases L u to the largest value that it can, subject to the following constraints:
(1) L u is never decreased, (2) L u cannot exceed L max u , and (3) The perceived skew on every edge {u, v} such that v ∈ u cannot exceed the value of B for that edge. That is, for
. If the constraints cannot be met (e.g., if u has a neighbor that is very far behind), node u cannot make a discrete increase to its logical clock. However, the logical clock continues to increase at the rate of u's hardware clock. The update rule is given by
We assume that all nodes know (upper bounds on) the maximum hardware clock drift ρ, the propagation delay T , as well as the bound D on the time between topology changes and the nodes discovering these changes. Depending on how edge insertions and deletions are discovered, D typically is a function of ρ, T , as well as the parameter H . Throughout the remainder of the paper, we assume that
We also assume that all nodes know n, the number of nodes participating in the system. With these assumptions, each node u knows enough to compute the value of B v u for every v ∈ u . In particular, all nodes can compute the bound G(n) on the global skew. Note that the same asymptotic results can be achieved if all nodes know n up to a constant factor. This would allow to generalize the setting and also adapt to nodes joining and leaving the system as long as n only changes at a constant rate.
Analysis of the Algorithm
In this section we show that when the parameter B 0 is set appropriately, the DCSA from Sect. 5 
achieves O(n) global skew and O(
√ ρn) stable local skew.
Basic Properties
We begin by establishing several simple properties of the algorithm, most of which concern the quality of information that nodes have about their neighbors. 
Therefore, condition 2 of the lemma is satisfied. Condition 3 is similar. Condition 1 of the lemma follows from conditions 2 and 3: from lines 6-23 of the algorithm, if u received a message from v at time t r such that H u (t) − H u (t r ) ≤ (1 + ρ) T and no discover(remove({u, v})) event occurs during the interval [t r , t], then v ∈ u (t), as desired. Let t be a time such 
. This shows that v ∈ u (t), and u ∈ v (t) is proven in a similar manner.
Lemma 6.2 If v ∈ u (t), then by time t node u has received at least one message that node v sent at time t s ≥ t − τ .
Proof If v ∈ u (t) then u has received a message from v at some time t r such that H u (t) − H u (t r ) ≤ (1 + ρ) T , otherwise u would have removed v from u prior to time t. Since the hardware clock rate of u is at least 1 − ρ,
Thus, t − t r ≤ 1+ρ 1−ρ T . The message was sent at some time t s ≥ t r − T ≥ t − 1+ρ 1−ρ T − T ≥ t − τ , so the lemma holds.
Lemma 6.3 (Max estimates) For all u ∈ V and times
Proof The variables L max u and L u are modified in three circumstances: in line 22 of the algorithm, which is executed when u receives a message; in procedure AdjustClock, which is called after every event; and in between discrete events. It is sufficient to show that all of these preserve the invariant L max u ≥ L u . Between processing discrete events, L max u and L u are both increased at the rate of u's hardware clock, and the invariant is preserved. Suppose then that L max u ≥ L u prior to the execution of line 22 or of procedure AdjustClock. In line 22 the value of L max u can only be increased, so the invariant is preserved. In AdjustClock, node u sets
Since we assume that L max u ≥ L u prior to the execution of AdjustClock, both terms in the max are no greater than L max u . Following the assignment we still have L u ≤ L max u . 
Lemma 6.4 (Estimate quality)
giving us the first side of the inequality. In addition, since the rate of u's hardware clock is always at most
During the interval [t s , t], node v also increases its logical clock: even if no discrete changes are made, the logical clock increases at least at the rate of v's hardware clock, which is no less than
Combining (6.1) and (6.2) yields
Discrete Updates and Blocked Nodes
To analyze the algorithm it is important to understand what conditions prevent nodes from making discrete changes to their logical clocks. These conditions are captured by the following definitions and properties. Let
) be the amount of perceived skew node u is willing to tolerate on edge {u, v} at real time t. Definition 6.1 (Blocked nodes) We say that a node u is blocked by node v at time t if
, and 2. v ∈ u (t), and
L u (t) − L v u (t) > B v u (t).
In this case we also say that node v blocks node u at time t and that node u is blocked at time t.
It is easy to see that being blocked prevents nodes from increasing their logical clock value in Procedure AdjustClock. The next lemma shows that being blocked is in fact the only reason that can prevent a node from increasing its logical clock to its max estimate.
Lemma 6.5 If L max u (t) > L u (t), then node u is blocked at time t.
Proof Let t ≤ t be the most recent time a discrete event occurs at node u up to (and including) time t. Between time t and time t node u increases L max u and L u at the rate of its hardware clock, and therefore
. Node u must be blocked following the last event that occurs at time t , otherwise it would have set L u (t ) ← L max u (t ) in Procedure AdjustClock after processing the last event. Thus, there is some neighbor
. Between time t and time t node v was not removed from u , because nodes are only removed from u following discrete events, and no discrete event occurs at node u between the last event that occurs at time t and time t. Thus, v ∈ u (t). Also, between times t and t, the values L u and L v u were both increased at the rate of u's hardware clock, and hence
. This shows that node v blocks node u at time t.
Each node u decides whether or not to increase its clock based on its estimates of its neighbors' clocks, aiming to keep the skew on edge {u, v} no greater than B v u . Since the estimate may be larger than the real value of the neighbor's clock, node u may overshoot the mark, but the following lemma shows that it does not overshoot it by much.
Lemma 6.6 If u's logical clock made a discrete jump at time t, then immediately following the jump, for all
Proof If u's logical clock made a discrete jump at time t, then following the jump in Procedure AdjustClock we have
Applying Lemma 6.4 we obtain
Global Skew
The basic strategy to bound the global skew of our dynamic clock synchronization algorithm is the same as the one used in a static network (see [14] ). We first show that for any two nodes u and v, the estimates L max u (t) and L max v (t) of the maximum clock value in the system are not too far apart. Second, we show that if the global skew exceeds a certain value at time t, the node v with the smallest logical clock value L v (t) cannot be blocked at time t. By Lemma 6.5, we then have L v (t) = L max v (t) and thus the bound on the maximal difference between two estimates L max u (t) and L max v (t) also yields a bound on the global skew. For any t ≥ 0, define
The value of L max increases at a rate at most 1 + ρ. That is, for all t 2 ≥ t 1 ≥ 0 we have
Proof Informally, we wish to argue that any node that has the largest max estimate only increases it at the rate of its hardware clock, because it never hears larger clock values from its neighbors. Thus, the overall maximum of the max estimates in the network increases at an average rate of at most (1 + ρ), the rate of the fastest hardware clock. However, this argument is complicated by the fact that L max is not differentiable everywhere. We require the following easy lemma.
( ) Let F = {f 1 , . . . , f n } ⊆ R R be a set of functions and let b ∈ R be a bound such that for all f ∈ F and for all x ∈ R, if f (x) = max g∈F g(x), then f is differentiable at x and f (x) ≤ b. Then for all x 1 , x 2 ∈ R we have
The proof is technical and is not included here. To apply the lemma we must show that for all nodes u and times t,
at the rate of its hardware clock, which is differentiable and has a rate of at most 1 + ρ; thus, it is sufficient to show that u does not make a discrete update to L max u at time t. The only place where u might make a discrete update to L max u is line 22 of the algorithm, which is executed upon receiving a message from a neighbor. Thus, suppose that at time t node u receives a message
; hence the value of L max u does not change upon execution of line 22, and a discrete update does not occur.
The accuracy of the estimates L max u (t) can be bounded by applying the interval connectivity property of the dynamic network graph. Informally, suppose we "freeze" the value of L max at some time t, and let us track the propagation of this value throughout the network. Let M = L max (t). Consider the cut (S(t), V \ S(t)), where S(t) := {u ∈ V | L max u (t) ≥ M} is the set of nodes that have heard of M or a greater clock value. The (T + D)-interval connectivity of the graph guarantees that there is some edge in the cut that persists long enough for its endpoints to get at least one message across. Thus, at every "step", at least one node in V \ S(t) learns a value that is at least M, and increases its max estimate accordingly. This node will then be added to S(t + T + D).
After at most O(n) such steps we will reach a time
In other words, after O(n) time, all nodes catch up to the old value M = L max (t). But Lemma 6.7 shows that L max does not "run away" during this interval:
Therefore the difference between L max (t ) and the max estimate L max u (t ) of any node u is at most O(n). This argument is formalized in the following lemma.
Lemma 6.8 (Max Propagation Lemma) If the dynamic graph G(t) is (T + D)-interval connected, then for all t ≥ 0 and all u ∈ V it holds that
Proof All hardware clocks and max-estimates are initialized to 0 at time 0, and hence
The max clock L max increases at a rate of no more than 1 + ρ, and the max-estimate L max u (t) of any node u increases at a rate of at least 1 − ρ. Consequently, the difference L max (t) − L max u (t) grows at a rate of no more than (1 + ρ) − (1 − ρ) = 2ρ, and because ρ < 1, the claim holds at least until time
Thus, it is sufficient to consider times t such that t > (T + D) · (n − 1). For i ∈ {1, . . . , n}, define
We prove by induction on i that for all i ∈ {1, . . . , n} we have |V i | ≥ i.
• (Base) By definition,
, and consequently |V 1 | ≥ 1.
The max estimate of each node increases at least at the rate of its hardware clock. Consequently, for all v
and hence 
It follows that w ∈ V i . Since w ∈ V i−1 and
The claim we proved implies that V n = V ; that is, for all v ∈ V , at time t n = t we have
and combining (6.6) and (6.7) yields
Using the approach sketched above, Lemma 6.8 allows us to prove the following theorem, which bounds the global skew of our algorithm. 
Proof We show the stronger statement that at all times t,
and the claim then follows from Lemma 6.3 and the definition of L max .
For the sake of contradiction, assume that this is not the case. Then there is some time t, node v ∈ V and ε > 0 such that
Lett be the infimum of times when (6.8) holds for some node v. By Lemma 6.8,
Hence, as a consequence of Lemma 6.5, v is blocked at timet . Therefore by Definition 6.1, there is a node u
Because we assume that B 0 ≥ (1 + ρ)τ , this is a contradiction to the assumption that t is the infimum of times when (6.8) is satisfied for the first time for some node v.
Local Skew
The local skew guarantee of the algorithm hinges on the fact that for a long time after an edge appears, the skew on it is unconstrained and its endpoints do not need to wait for each other. Specifically, we can show that at least W real time units must pass before two newly adjacent nodes can block one another. 
Since the hardware clock progresses at a rate of (1 + ρ) at most, we can write
We use the lemma above to show that by the time two nodes can block each other, they have been in communication for a long time, and have up-to-date information about each other. Specifically, the node that lags behind has a max estimate that reflects the clock value of the faster node. We will later argue that if there is a large skew between the nodes, then the slower node must itself be blocked, otherwise it would have increased its clock to match its max estimate (Lemma 6.5). 
Lemma 6.11 (Edge reversal) If node v blocks node u at time t then for all
The local skew guarantee of the algorithm is as follows.
Theorem 6.12 For any two nodes u, v and time t such that
Proof Suppose by way of contradiction that at time t there are two nodes
We will show that this implies a contradiction to the global skew guarantee (Theorem 6.9) at some earlier time in the execution. There are two parts to the proof. First, we show that since the skew between u and v is very large, u has been blocked for a long time, and its logical clock has not increased by much. 
Thus, the excess skew of 2ρW − 2ρτ was built up by increasing u's logical clock at the rate of u's hardware clock, which is at most 1 + ρ, while v's clock increased at a rate of at least 1 − ρ. In other words, as long as the skew is greater than B v u (t − W ) + 2ρτ it increases at a rate of at most 2ρ, which implies that u's clock cannot make a discrete jump throughout the interval
(6.10)
In the second part of the proof we argue that node v would not have fallen so far behind node u unless it was itself blocked until very recently by some other node u 2 , which lags far behind v. And since u 2 lags far behind v, it must also have been blocked recently, and so on. In this way we construct a chain u 0 , u 1 , . . . , u +1 of nodes, where u 0 = u, u 1 = v, and each node in the chain is blocked by the next node.
Formally, we define a sequence of decreasing times t 0 , t 1 , . . . , t +1 , where
We construct the chain u 0 , . . . , u +1 so that each node u i satisfies the following properties.
(
The first property is the one we are truly interested in: we will use it to obtain the contradiction to the global skew guarantee. The other two properties are necessary for the inductive construction of the chain. We use property (2) to show that u i is "aware" of a large clock value in the network, by bounding its max estimate from below. Then we combine properties (1) and (2) to show that u i 's clock value is smaller than its max estimate, which means it must be blocked (Lemma 6.5). The node that blocks u i will be chosen as u i+1 .
Before showing the construction of the chain in detail, let us show how we use the chain to derive a contradiction. Suppose we already have a chain u 0 , . . . , u +1 that satisfies properties (1)-(3). In particular,
(6.12)
In order to obtain a contradiction to the global skew, we must relate the clock values of u and u +1 at the same time. Now the first part of the proof comes into play: it shows that u's clock value at time t +1 is not much less than it is at time t, specifically,
(We use the fact that t +1 = t − ( + 1) · τ > t − W + τ , which allows us to apply (6.10).) Combining (6.12) with (6.13), we obtain
This is the contradiction we sought. It remains to show how the chain u 0 , . . . , u +1 is constructed. The base case, u 0 = u, is immediate. Suppose that we have constructed the chain up to node u i , where i ≤ and u i satisfies properties (1) 
> L u i+1 (t i+1 ).
From Lemma 6.5, node u i+1 is blocked at time t i+1 . Theorem 6.12 describes the local skew guarantee from a point of view that is subjective to node u: the statement of the theorem assumes that v ∈ u , and the value of B v u depends on the local variables C v u and H u . The following corollary states the "objective" local skew guarantee of the algorithm. Since the edge exists throughout the interval [t, t + t], from Lemma 6.1, at any time t ∈ [t + T + D, t + t] we have v ∈ u (t ). Thus, the last time v was added to u prior to time t + t is some time t 1 ≤ t + T + D < t + t − W , and from the algorithm 
Conclusion
We have established fundamental trade-offs for gradient clock synchronization algorithms in dynamic networks. First, the time to adjust the skew on a newly formed edge is inversely proportional to the skew one is willing to tolerate on well-established edges. Hence, having a stronger skew requirement in stable conditions impairs the ability to adapt to dynamic changes. Second, contrary to what one might initially think, reducing the skew on edges with a small initial skew turns out to be as hard as reducing the skew on edges with a large initial skew. The time needed in both cases is linear in the global skew bound of the algorithm and is thus at least linear in n.
The algorithm we gave in Sect. 5 achieves a stable local skew of O( √ ρn) and has optimal stabilization time, O( √ n/ρ). In subsequent work [10] , we showed that it is possible for a DCSA to achieve a stable skew of O(log 1/ρ n), matching the best possible local skew of a static algorithm (in light of the lower bound from [13] ). The improved stable skew necessarily comes at the cost of adaptability; the stabilization time of the algorithm in [10] is O(n). Note that the tight lower bound we give in the current paper would show that no algorithm with a stable skew of O(log 1/ρ n) can have a stabilization time better than (n/ log 1/ρ n), seemingly indicating that the algorithm of [10] has sub-optimal stabilization time. However, in [10] we refine the lower bound and show that for "true gradient" algorithms-algorithms that guarantee a skew smaller than the global skew between any two nodes at distance less than the diameter of the graph-the stabilization time cannot be better than (n). Thus the algorithm in [10] is optimal in both the stable skew and the time until that stable skew is reached. (We note that the algorithm from Sect. 5 is not subject to the refined lower bound from [10] , because for nodes at distance ( √ n/ρ) from each other, the only skew guarantee it provides is ( √ n/ρ · √ ρn) = (n), no better than the global skew guarantee. In this sense this algorithm is not a "true gradient" algorithm. This property allows it, however, to achieve a stabilization time of O( √ n/ρ) instead of (n).)
An interesting generalization of these results would be to incorporate node insertions and deletions in the dynamic graph model. As long as nodes join and leave at a constant rate, it might be possible to adapt all the parameters used sufficiently quickly in order to still guarantee the same basic results. The details of such a protocol as well as possible limitations on how fast one can adapt to changes of the network size remain open questions.
