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ABSTRACT
This paper presents a set of new conditions on the augmented density of a spherical anisotropic
system that is necessary for the underlying two-integral phase-space distribution function to
be non-negative. In particular, it is shown that the partial derivatives of the Abel transforma-
tions of the augmented density must be non-negative. Applied for the separable augmented
densities, this recovers the result of van Hese et al. (2011).
Key words: galaxies: kinematics and dynamics – methods: analytical
1 INTRODUCTION
Recently, Ciotti & Morganti (2010) raised a question whether the
density slope–anisotropy inequality γ > 2β is the necessary con-
dition for the consistency of the underlying two-integral phase-
space distribution function. Here, γ is the (negative) logarithmic
density slope whereas β is the so-called Binney anisotropy pa-
rameter. Extending the earlier finding by An & Evans (2006) that
the inequality is necessary at the centre (given a finite potential
well), Ciotti & Morganti (2010) have shown that, for wide varieties
of anisotropic spherical systems built by flexible families of ana-
lytic two-integral distributions of certain ansatz (e.g., Cuddeford
1991; Cuddeford & Louis 1995; Baes & van Hese 2007), the fore-
mentioned inequality holds everywhere in radial positions given
that the distribution function is also non-negative everywhere in the
accessible phase space and that the central anisotropy parameter β0
is restricted to be β0 6 12 . They also presented the equivalent con-
dition to the inequality for the separable augmented density, which
has subsequently proven by Van Hese, Baes, & Dejonghe (2011) to
be satisfied by such a system if β0 6 12 . The latter authors have also
shown that the condition of Ciotti & Morganti (2010) is not valid if
β0 >
1
2 , which they have demonstrated with three counterexamples.
Here, I present new conditions on the augmented density that
are necessary for the consistency of the distribution function. It is
found that when they are applied for a separable augmented density,
one of the conditions recovers the result of van Hese et al. (2011),
providing an alternative proof.
2 AUGMENTED DENSITY FOR SPHERICAL SYSTEMS
According to the Jeans theorem, a general spherical dynamical sys-
tem in equilibrium is described by the phase-space distribution
function (DF) of the form of f (E, |L|2) where E and |L|2 are the
two classical isotropic isolating integrals admitted by the spherical
potential, namely, E = Ψ − 12 v2 is the specific binding energy and
⋆ E-mail: jinan@nao.cas.cn
L =
√
|L|2 = rvt is the magnitude of the specific angular momen-
tum. Here the notation of Binney & Tremaine (2008) is followed so
that Ψ is the relative potential above the boundary (Ψ = −Φ where
Φ is the gravitational potential if the system is infinitely extended
but the potential is escapable) and the bound particles are given by
E > 0. In addition, v2 = v2t + v2r where vt and vr are the tangen-
tial and radial velocities. This paper concerns an escapable system
or a system with a finite boundary, and therefore the local veloc-
ity distribution always cuts off (at the escape speed) and E < 0 is
inaccessible.1
Given the DF, its velocity moments are given by
pn,m(Ψ, r2) =
$
v262Ψ
d3v v2nr v2mt f
(E = Ψ − v22 , L2 = r2v2t )
= 4pi
"
vt>0, vr>0
v2t +v
2
r62Ψ
f v2nr v2m+1t dvt dvr .
(1)
Here, the zeroth moment p0,0(Ψ, r2) as a bivariate function ofΨ and
r2 is referred to as the augmented density. Once the potentialΨ(r) is
specified, the local density is found by ρ(r) = p0,0[Ψ(r), r2] whilst
all the even-integral velocity moments are given by 〈v2nr v2mt 〉 =
pn,m/p0,0 with the specified Ψ = Ψ(r). In a self-consistent system
on the other hand, the Poisson equation with the augmented density
as the source term reduces to an ordinary differential equation on
Ψ, and so ρ becomes entirely specified by f .
By changing integration variables, the augmented density
p0,0(Ψ, r2) is formally expressed to be a bivariate Abel-like integral
transformation of the DF, that is,
p0,0(Ψ, r2) = 2pi
r2
"
E>0, L2>0,K>0
dE dL2 f (E, L
2)
K1/2 (2)
where
K(E, L2;Ψ, r2) ≡ 2(Ψ − E) − L
2
r2
. (3)
1 This excludes some systems such as an isothermal sphere. Some of the
following results are still valid for such systems if they are not dependent
upon the choice of the lower boundary E = 0 for E-integral whereas the
corresponding proper result may be addressed by choosing E = −∞ instead.
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The integral is over the triangular domain in (E, L2) bounded by
lines E = 0, L2 = 0 and K = 0. The last line is the same as the di-
agonal line given by E+L2/(2r2) = Ψ. It is known that upon certain
restrictions on its regularity, equation (2) can be uniquely inverted
at least formally to yield the DF, f (E, L2), provided that p0,0(Ψ, r2)
is sufficiently well-behaving. Two particular such formulae after
Hunter & Qian (1993) are provided in Appendix B.
3 ABEL TRANSFORM OF AUGMENTED DENSITY
Let us consider two separate changes of integration variables in
equation (2), to (Q, L2) and (E,R2), respectively, where Q ≡ E +
L2/(2r2) and R2 ≡ L2/[2(Ψ − E)].
3.1 on the potential
With Q = E + L2/(2r2), it is easy to find that the Jacobian deter-
minant for the coordinate change (E, L2) → (Q, L2) is simply the
unity. Since we then have K = 2(Ψ − Q), the augmented density is
written to be
p0,0(Ψ, r2) = 2pi
r2
"
Emax(Q)>0, L2>0,Q6Ψ
dQ dL2 f
[Emax(Q), L2]√
2(Ψ − Q)
=
√
2pi
r2
∫
Ψ
0
dQ√
Ψ − Q
∫ 2r2 Q
0
dL2 f [Emax(Q), L2]
(4)
where Emax(Q) ≡ Q − L2/(2r2). Here, the inner integral in the last
line is independent of Ψ, and furthermore, the outer integral is in
the form of the Abel transform. Consequently, the inner integral
can be inverted from p0,0 by means of the inverse Abel transform.
That is to say,
∂
∂Q
∫ Q
0
p0,0(Ψ, r2) dΨ√Q − Ψ =
√
2pi2
r2
∫ 2r2Q
0
dL2 f [Emax(Q), L2] . (5)
Next, we can show that
∂
∂r2
∫ 2r2Q
0
dL2 f [Emax(Q), L2]
= 2Q f (0, 2r2Q) +
∫ 2r2Q
0
dL2 f (1,0)[Emax(Q), L2] L
2
2r4
(6)
where f (1,0)(E, L2) ≡ ∂ f /∂E. However, we also find that
∂
∂Q
∫ 2r2 Q
0
dL2L2 f [Emax(Q), L2]
= 4r4Q f (0, 2r2Q) +
∫ 2r2Q
0
dL2L2 f (1,0)[Emax(Q), L2]
= 2r4 ∂
∂r2
∫ 2r2Q
0
dL2 f [Emax(Q), L2].
(7)
Hence,
∂
∂r2
r2
∫ Q
0
p0,0(Ψ, r2) dΨ√Q −Ψ
 = pi
2
√
2r4
∫ 2r2Q
0
dL2L2 f [Emax(Q), L2] .
(8)
Strictly, the argument so far only indicates that the difference be-
tween the left- and right-hand sides is independent of Q, but both
vanish if Q = 0 and thus the equality holds.
3.2 on the radial distance
Given R2 = L2/[2(Ψ − E)], we first find the Jacobian determinant∣∣∣∣∣∣
∂(E, L2)
∂(E,R2)
∣∣∣∣∣∣ = 2(Ψ − E) (9)
for the coordinate change (E, L2) → (E,R2) whilst we have that
K = 2(Ψ − E) − 2R
2(Ψ − E)
r2
= 2(Ψ − E) r
2 − R2
r2
. (10)
Then, equation (2) reduces to
p0,0(Ψ, r2) = 2
3/2
pi
r
∫ r2
0
dR2
∫
Ψ
0
dE
√
Ψ − E√
r2 − R2
f [E, L2max(R2)]. (11)
Here L2max(R2) ≡ 2R2(Ψ − E), which does not depend on r2. The
integral is now over the rectangular region and so the double inte-
gral can be performed in any order given the absolutely integrable
integrand. In addition, the R2-integral is again an Abel transform
and its inverse transform results in
∂
∂R2
∫ R2
0
rp0,0(Ψ, r2) dr2√
R2 − r2
= 23/2pi2
∫
Ψ
0
dE
√
Ψ − E f [E, L2max(R2)] .
(12)
Next we note that
r√
R2 − r2
=
R2
r
√
R2 − r2
−
√
R2 − r2
r
, (13)
and therefore (provided that p0,0dr is integrable over r = 0)
∂
∂R2
∫ R2
0
rp0,0(Ψ, r2) dr2√
R2 − r2
=
∂
∂R2
[
R2
∫ R2
0
p0,0(Ψ, r2) dr2
r
√
R2 − r2
]
− 12
∫ R2
0
p0,0(Ψ, r2) dr2
r
√
R2 − r2
=
(
1
2 + R
2 ∂
∂R2
)∫ R2
0
p0,0(Ψ, r2) dr2
r
√
R2 − r2
.
(14)
On the other hand,
∂
∂Ψ
∫
Ψ
0
dE
√
Ψ − E f [E, L2max(R2)] = 12
∫
Ψ
0
dE f
[E, L2max(R2)]√
Ψ − E
+ 2R2
∫
Ψ
0
dE
√
Ψ − E f (0,1)[E, L2max(R2)] (15)
where f (0,1)(E, L2) ≡ ∂ f /∂L2 assuming limL→0 L f (E, L2) = 0.
However, since
∂
∂R2
 f
[E, L2max(R2)]√
Ψ − E
 = 2
√
Ψ − E f (0,1)[E, L2max(R2)], (16)
equation (15) further reduces to
∂
∂Ψ
∫
Ψ
0
dE
√
Ψ − E f [E, L2max(R2)]
=
(
1
2 + R
2 ∂
∂R2
)∫ Ψ
0
dE f
[E, L2max(R2)]√
Ψ − E
, (17)
which is in fact valid provided that f dL2/L is integrable over L2 = 0
(c.f., Appendix C). Consequently, we finally find that
∂
∂Ψ
∫ R2
0
p0,0(Ψ, r2) dr2
r
√
R2 − r2
= 23/2pi2
∫
Ψ
0
dE f
[E, L2max(R2)]√
Ψ − E
. (18)
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4 CONSISTENCY OF DISTRIBUTION FUNCTION
The results so far are summarized as follows. If we define the Abel
transformations of the augmented density as
ρˆ(Ψ, r2) ≡ 1
pi
∫
Ψ
0
p0,0(Q, r2) dQ√
Ψ − Q ;
ρ¯(Ψ, r2) ≡ 1
pi
∫ r2
0
p0,0(Ψ,R2) dR2
R
√
r2 − R2
;
ρ˜(Ψ, r2) ≡ 1
pi
∫ r2
0
Rp0,0(Ψ,R2) dR2√
r2 − R2
,
(19)
we find that applying the transform on equation (2) results in
ρˆ(Ψ, r2) =
√
2pi
r2
"
E>0, L2>0,K>0
dE dL2 f (E, L2);
ρ¯(Ψ, r2) = 2pi
r
"
E>0, L2>0,K>0
dE dL2 f (E, L
2)
L
;
ρ˜(Ψ, r2) =
√
2pi
"
E>0, L2>0,K>0
dE dL2 f (E, L
2)√
Ψ − E
.
(20)
The calculations are performed by interchanging orders of integra-
tions (so that Q- and R2-integrations of the transforms become the
inner-most ones) and carrying out the Q- and R2-integrations of the
transforms explicitly. The details are given in Appendix A (see also
Qian 1993). Note that the middle equation (20) is also identifiable
to eq. (C10) of Hunter & Qian (1993).
The partial derivatives of equations (20) are related to sim-
ple linear integrals of the DF along the diagonal line given by
E + L2/(2r2) = Ψ. In particular,
∂ρˆ(Ψ, r2)
∂Ψ
=
√
2pi
r2
∫ 2r2Ψ
0
dL2 f
(
Ψ − L
2
2r2
, L2
)
;
∂[r2ρˆ(Ψ, r2)]
∂r2
=
pi√
2r4
∫ 2r2Ψ
0
dL2L2 f
(
Ψ − L
2
2r2
, L2
)
;
∂ρ¯(Ψ, r2)
∂Ψ
=
2pi
r
∫ 2r2Ψ
0
dL2
L
f
(
Ψ − L
2
2r2
, L2
)
;
∂ρ˜(Ψ, r2)
∂r2
=
pi
r3
∫ 2r2Ψ
0
dL2L f
(
Ψ − L
2
2r2
, L2
)
.
(21)
Here each integral may alternatively expressed through
∫ 2r2Ψ
0
dL2L2m f
(
Ψ − L
2
2r2
, L2
)
= (2r2)m+1
∫
Ψ
0
dE (Ψ − E)m f [E, 2r2(Ψ − E)]. (22)
This is verified by changing the dummy integration variables. The
last line of equations (21) may be expressed in terms of ρ¯ because
∂ρ˜(Ψ, r2)
∂r2
=
(
1
2 + r
2 ∂
∂r2
)
ρ¯(Ψ, r2) = r∂[rρ¯(Ψ, r
2)]
∂r2
, (23)
which may be shown with equation (14).
Since the minimal consistency of the DF indicates that f > 0
in the accessible region of the phase space and also L2 > 0 and
E 6 Ψ, equations (21) are all non-negative, provided that they are
indeed well-defined. In fact, ρˆ and ρ˜ are well-defined given that
the DF is integrable – which further implies that p0,0(Ψ, r2)dΨ and
p0,0(Ψ, r2)dr2 are integrable over Ψ = 0 and r2 = 0, respectively.
However, the definition of ρ¯ and subsequently the third line of equa-
tions (21) require f (E, L2)dL2/L to be integrable over the region
containing L2 = 0, which is a strictly stronger condition than the
mere integrability of the DF. For instance, if f (E, L2) = L−2βg(E)
and p0,0(Ψ, r2) = r−2βA(Ψ) with 12 6 β(< 1), it is clear that ρ¯ cannot
be defined as in equation (19) whilst the right-hand side of the third
line of equations (21) diverges.
4.1 separable augmented density
Next, we consider the particular cases for which the Ψ- and r2-
dependences of the augmented density are multiplicatively separa-
ble, that is, p0,0(Ψ, r2) = A(Ψ)B(r2). It is a fairly straightforward
exercise to establish (c.f., Dejonghe 1986)
∂p1,0
∂Ψ
= p0,0 ⇒ p1,0(Ψ, r2) =
∫
Ψ
0
p0,0(Q, r2) dQ, (24)
and
∂(r2 p1,0)
∂r2
=
1
2 p0,1 ⇒ 1 −
p0,1
2p1,0
= −∂ log p1,0
∂ log r2 , (25)
from equation (1). The last result is also directly related to the Bin-
ney anisotropy parameter (Binney & Mamon 1982), i.e.,
β(r) = 1 − 〈v
2
t 〉
2〈v2r 〉
= 1 − p0,1[Ψ(r), r
2]
2p1,0[Ψ(r), r2] = −
∂ log p1,0
∂ log r2
∣∣∣∣∣
Ψ(r),r2
. (26)
Therefore, with a separable augmented density, we further have
p1,0(Ψ, r2) = B(r2)
∫
Ψ
0
A(Q) dQ,
which is also separable. In addition,
β = −d log B(r
2)
d log r2
; log B = −
∫
2β(r)
r
dr,
which is thus completely specified (up to a constant) given the
anisotropy parameter.
The first and last of equations (21) being non-negative for a
separable augmented density then indicates that
d ˆA(Ψ)
dΨ > 0 ;
d ˜B(r2)
dr2 > 0, (27)
where
ˆA(Ψ) ≡
∫
Ψ
0
A(Q) dQ√
Ψ − Q ;
˜B(r2) ≡
∫ r2
0
RB(R2) dR2√
r2 − R2
. (28)
Here we have also used A(Ψ) > 0 and B(r2) > 0, which are direct
consequences of the DF being non-negative. It is also obvious that
ˆA(Ψ) > 0, and so we find from the second line of equation (21) that
d[r2B(r2)]
dr2 = (1 − β)B > 0. (29)
Given that B(r2) > 0, this is equivalent to β 6 1, which is physically
obvious. None the less, it is a nontrivial necessary condition on
B(r2) for the consistency of the corresponding DF. Furthermore,
we also find that
d
dr2
∫ r2
0
RB(R2) dR2√
r2 − R2
=
1
r2
∫ r2
0
d[R2B(R2)]
dR2
R dR2√
r2 − R2
, (30)
and thus equation (29) is in fact a sufficient condition for the second
part of equation (27). Finally, let us suppose that
¯B(r2) ≡
∫ r2
0
B(R2) dR2
R
√
r2 − R2
=
∫
pi
0
B(r2sin2 φ2 ) dφ (31)
c© 2011 RAS, MNRAS 000, 1–5
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converges (and so is well-defined). Then since it is also non-
negative, the non-negativity of the DF indicates that
dA(Ψ)
dΨ > 0 ;
d[r ¯B(r2)]
dr2 =
1
r
d ˜B(r2)
dr2 > 0. (32)
Here we note that
d ˆA(Ψ)
dΨ =
A(0)√
Ψ
+
∫
Ψ
0
dQ√
Ψ − Q
dA(Q)
dQ , (33)
and so equation (32) is also a sufficient condition for equation
(27). However, equation (32) is the necessary condition for the
consistency of the DF provided that ¯B(r2) is well-defined in equa-
tion (31) whereas equation (27) is the necessary condition for the
non-negativity of any integrable DF that produces a separable aug-
mented density.
The partial result of van Hese et al. (2011) is also deduced
from these. If β0 = limr→0 β(r), this implies that B(r2) ∼ r−2β0
as r → 0. Hence, if 2β0 < 1, then ¯B converges and is well-
defined. Consequently, equation (32), in particular, dA/dΨ > 0
is the necessary condition for the consistency of the DF. Follow-
ing Ciotti & Morganti (2010), this is also equivalent to the density
slope–anisotropy inequality (γ > 2β) for the system with a sep-
arable augmented density. The result here is however not directly
applicable for the case that β0 = 12 , for which equation (31) di-
verges.
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APPENDIX A: ABEL TRANSFORMATION OF pn,m(Ψ, r2)
It is easy to establish that the moment function pn,m(Ψ, r2) defined
in equation (1) is all expressed as an integral transformation of the
DF in (E, L2)-space, i.e.,
r2m pn,m(Ψ, r2) = 2pi
r2
"
T
dE dL2Kn− 12 L2m f (E, L2) (A1)
where the integral is over the domain in the (E, L2) defined to be
T = { (E, L2) | E > 0, L2 > 0,K > 0 }.
Here, L2m = (L2)m is itself a function of only L2 and so we may set
m = 0 without any loss of generality in the following discussion –
formally, F(E, L2) = L2m f (E, L2), etc.
Next, we define the Abel transformations of equation (A1),
pˆn(Ψ, r2) ≡ 1
pi
∫
Ψ
0
pn,0(Q, r2) dQ
(Ψ − Q)1/2 ;
p¯n(Ψ, r2) ≡ 1
pi
∫ r2
0
pn,0(Ψ,R2) dR2
R(r2 − R2)1/2 ;
p˜n(Ψ, r2) ≡ 1
pi
∫ r2
0
R2n+1 pn,0(Ψ,R2) dR2
(r2 − R2)1/2 .
(A2)
Interchanging the orders of integrations indicates that
pˆn(Ψ, r2) = 2
r2
"
T
dE dL2 f
∫
Ψ
E+ L2
2r2
[K(Q)]n− 12 dQ
(Ψ − Q)1/2 ;
p¯n(Ψ, r2) = 2
"
T
dE dL2 f
∫ r2
L2
2(Ψ−E)
[K(R2)]n− 12 dR2
R3(r2 − R2)1/2 ;
p˜n(Ψ, r2) = 2
"
T
dE dL2 f
∫ r2
L2
2(Ψ−E)
R2n−1[K(R2)]n− 12 dR2
(r2 − R2)1/2 ,
(A3)
where K(Q) ≡ K(E, L2; Q, r2) and K(R2) ≡ K(E, L2;Ψ,R2) with
K being defined in equation (3). The inner-most integrals can be
evaluated analytically. In particular,
∫
Ψ
E+ L2
2r2
[K(Q)]n− 12 dQ
(Ψ − Q)1/2 =
Kn√
2
B
(
n + 12 ,
1
2
)
;
∫ r2
L2
2(Ψ−E)
[K(R2)]n− 12 dR2
R3(r2 − R2)1/2 =
Kn
rL
B
(
n + 12 ,
1
2
)
;
∫ r2
L2
2(Ψ−E)
R2n−1[K(R2)]n− 12 dR2
(r2 − R2)1/2 =
r2nKn√
2(Ψ − E) B
(
n + 12 ,
1
2
)
,
(A4)
where K ≡ K(E, L2;Ψ, r2), and
B
(
n + 12 ,
1
2
) ≡
∫ 1
0
xn−
1
2 dx
(1 − x)1/2 =
Γ(n + 12 )Γ(1/2)
Γ(n + 1) =
(1/2)npi
n! .
The last equality is valid for a non-negative integer n, and (a)n ≡∏n−1
i=0 (a+ i) is the Pochhammer symbol. This may be proven by the
changes of variables given by
xˆ(Q) = K(Q)K ; x¯(R
2) = K(R
2)
K ; x˜(R
2) = R
2K(R2)
r2K , (A5)
respectively. Finally, gathering the results so far results in
pˆn(Ψ, r2) = (1/2)n
n!
√
2pi
r2
"
T
dE dL2Kn f (E, L2);
p¯n(Ψ, r2) = (1/2)n
n!
2pi
r
"
T
dE dL2Kn f (E, L
2)
L
;
p˜n(Ψ, r2) = (1/2)n
n!
√
2pir2n
"
T
dE dL2Kn f (E, L
2)
(Ψ − E)1/2 .
(A6)
c© 2011 RAS, MNRAS 000, 1–5
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APPENDIX B: HUNTER-QIAN INVERSION FOR f (E, L2)
The Abel transformations of the augmented density examined in
this paper indicate that the particular problem of inverting the aug-
mented density for the DF, f (E, L2) is also closely related to finding
the (even part of) two-integral distribution function f +(E, J2z ) from
the axisymmetric density ρ[Ψ(R2, z2),R2], as the integral transform
that relates them can be formally identified with equation (20).
Hunter & Qian (1993) had presented the complete solution for this
latter problem by means of the complex contour integral, and also
discussed its relation to the spherical anisotropic case. Although
they did not provide explicitly the corresponding general inver-
sion formulae for anisotropic spherical systems, they are in fact
no more complicated than the axisymmetric case (Hunter & Qian
1993, eq. 3.1). That is to say (see also Qian 1993),
f (E, L2) = 1
25/2pi2i
∂
∂E
∫ (Ψenv)+
Emin
dZ
Z− E
ˆP
[
Z, L
2
2(Z − E)
]
=
1
25/2pi2i
∂
∂E
∫ (Ψenv)+
Emin
dZ
(Z− E)1/2
¯P
[
Z, L
2
2(Z − E)
] (B1)
where
ˆP(Ψ, r2) = ∂ρˆ(Ψ, r
2)
∂Ψ
=
1
pi
∂
∂Ψ
∫
Ψ
0
p0,0(Q, r2) dQ
(Ψ − Q)1/2
¯P(Ψ, r2) = ∂ρ¯(Ψ, r
2)
∂Ψ
=
1
pi
∂
∂Ψ
∫ r2
0
p0,0(Ψ,R2) dR2
R(r2 − R2)1/2 ,
and ρˆ(Ψ, r2) and ρ¯(Ψ, r2) are as defined in equation (19). Here, the
outer integrals of equation (B1) are contour integrals in the complex
Z-plane whose path is given such that it starts from Z = Emin to
the below of the real axis, winds along the positive (counterclock-
wise) orientation, crosses the real axis upwards (from the negative
to positive imaginary) at the right side of Z = Ψenv(E), and returns
toZ = Emin from the positive imaginary side. (Note that, given that
E < 0 is inaccessible, Emin = 0.) For more details including the
definition of Ψenv(E), please refer Hunter & Qian (1993) or Qian
(1993). We note that the formula reduces to the Cuddeford formula
if the r2-dependence of the augmented density is given by a pure
power law [i.e., p0,0(Ψ, r2) = r−2βA(Ψ)]. Of course, this further re-
duces to the Eddington formula if β = 0.
APPENDIX C: ALTERNATIVE DERIVATION OF Eq.17
In equation (15), we have assumed limL→0 L f (E, L2) = 0 in order to
omit the term limΨ→E
√
Ψ − E f [E, L2max(R2)] in its right-hand side.
However, this assumption is only incidental here and the result in
equation (17) and subsequently equation (18) are valid provided
that the integrals there are well-defined and differentiable. This may
be argued based on the fact that equation (18) is rederived as the
third line of equations (21) by differentiating equation (20) directly
and using equation (22). Alternatively, using equation (22), we first
find that
∫
Ψ
0
dE
√
Ψ − E f [E, 2R2(Ψ − E)]
=
1
(2R2)3/2
∫ 2R2Ψ
0
dL2L f
(
Ψ − L
2
2R2
, L2
)
;
∫
Ψ
0
dE f
[E, 2R2(Ψ − E)]√
Ψ − E
=
1
(2R2)1/2
∫ 2R2Ψ
0
dL2
L
f
(
Ψ − L
2
2R2
, L2
)
.
Then, the direct differentiations indicate that
∂
∂Ψ
∫
Ψ
0
dE
√
Ψ − E f [E, 2R2(Ψ − E)]
= Ψ
1/2 f (0, 2R2Ψ) + 1(2R2)3/2
∫ 2R2Ψ
0
dL2L f (1,0)
(
Ψ − L
2
2R2
, L2
)
;
and
∂
∂R2
R
∫
Ψ
0
dE f
[E, 2R2(Ψ − E)]√
Ψ − E

=
Ψ
1/2
R
f (0, 2R2Ψ) + 1
23/2R4
∫ 2R2Ψ
0
dL2 L
2
L
f (1,0)
(
Ψ − L
2
2R2
, L2
)
.
That is to say,
∂
∂R2
R
∫
Ψ
0
dE f
[E, 2R2(Ψ − E)]√
Ψ − E

=
1
R
∂
∂Ψ
∫
Ψ
0
dE
√
Ψ − E f [E, 2R2(Ψ − E)],
which is equivalent to equation (17).
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