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Spintronics is an emerging field with the central objective of utilizing simultaneously
the spin and charge degrees of freedom. The exploitation of the spin, in addition to the
charge, offers the opportunity to overcome limitations of traditional electronics, espe-
cially for data storage and transfer. In this context, the fundamental tasks are the gener-
ation, manipulation, and detection of spin densities and spin currents. Experimentally,
an implementation of these tasks can be achieved by attaching a spin-orbit active mate-
rial to a ferromagnet. Particularly interesting examples of spin-orbit active materials are
systems with Rashba spin-orbit coupling. In this thesis, we theoretically investigate the
spin-charge coupled dynamics in such systems for three special geometries.
First, a quasi two-dimensional Rashba system with a proximity induced magnetiza-
tion is considered. Due to a dynamical magnetic texture an effective force acting on the
charge carriers is found. We identify each contribution by its origin, spin density or spin
current, highlighting a novel ‘inverse-spin-filter’ contribution. The latter arises from a
spin current polarized parallel to the magnetization as a result of a consistent treatment
of spin-orbit contributions to the Elliott-Yafet spin relaxation mechanism.
In the second geometry, a two-dimensional Rashba system laterally attached to a fer-
romagnet, the boundary conditions at the interface are significantly affected by current-
induced spin polarizations. Therefore, the magnetization-dependence of the magne-
toresistance is non-trivial and asymmetric, and, in particular, features a characteristic
magnetization angle where the ferromagnetic contribution to the magnetoresistance van-
ishes. The thermal analogue of the magnetoresistance, the magnetothermopower, turns
out to be very small due to a cancellation of electrical and thermal contributions.
The Rashba system in the third setup is extended to the third dimension, and placed
on top of a ferromagnetic insulator. Due to the spin-transfer torque, the current-induced
spin polarization acquires a characteristic magnetization dependence which manifests
itself in the signal of the magnetoresistance. Our theoretical results reproduce several
features of the experiments, at least qualitatively. In particular, the anisotropy of the spin
relaxation, enhanced due to the mass anisotropy, plays a major role for the interpretation





This thesis is devoted to the investigation of the active control of spin degrees of freedom
in Rashba systems. In general, via spin-orbit coupling, an electric field can generate a
transverse spin current, the spin Hall effect [1–4], and a current-induced spin polar-
ization [5–10], to name the two most prominent phenomena in the field of spintronics
[11, 12]. The latter is also referred to as inverse spin galvanic, Rashba-Edelstein, or
simply Edelstein effect. Their thermal analogues, exchanging the electrical field with
a thermal gradient, are the spin Nernst effect [13–17] and the thermally induced spin
polarization [17–19], respectively, both belonging to the field of spin caloritronics [20].
Spin currents and spin densities can further be manipulated by exploiting the exchange
coupling between the magnetization of a ferromagnet and the spin of charge carriers
as the latter exerts a torque on the magnetization. Vice versa, a time-dependent mag-
netization is able to induce nonequilibrium spin densities and spin currents which by
themselves can be observed as signatures in the charge currents.
As an overview, table 1.1 provides a short summary of the most relevant effects re-
lated to spin-orbit interaction. Here, each effect is named (“Effect”), together with the
qualitative relation of the relevant observable to its driving source (“Definition”), the
year of its experimental observation (“Experiment”), and some additional information
(“Remarks”). A summation over multiple indices is implied, and εiak is the Levi-Civita
symbol. The quantities appearing in the table are denoted as follows.
a-polarized spin current in i direction: jai
Spin current in i direction: ji





Effect Definition Experiment Remarks
Spin galvanic E ⊥ δs 2001 [21] Also referred to as inverse
Edelstein effect [22]
Spin Hall jai ∼ εiakEk 2004 [3, 4]
Inverse spin galvanic δs ⊥ E 2004 [9, 10] Also referred to as Edelstein
or Rashba-Edelstein effect
Inverse spin Hall Ei ∼ εiakjak 2006 [23–25]










δs ⊥ ∇T — Also referred to as thermal
Edelstein effect
Inverse spin filter Ei ∼ n · ji — Predicted in Ref. 28
TABLE 1.1.: Effects related to spin-orbit coupling.
Historically, the first experiments on the spin Hall effect were performed on semi-
conductor heterostructures [3, 4]. The two-dimensional electron gas (2DEG) that is
formed at the interface of such structures shows strong spin-orbit coupling which can
be classified as intrinsic or extrinsic depending on its origin, the band/device structure
or the presence of impurities, respectively. Low-dimensional systems, and in particular
two-dimensional systems are known to exhibit special physical phenomena such as the
quantum Hall effect [29], the Kosterlitz-Thouless transition [30–32], or Anderson local-
ization [33]. One important result of the scaling theory of localization [34] is that in two
dimensions all states are localized for arbitrarily small impurity concentration. How-
ever, this is only the case for a system of infinite size due to the fact that the localization
length is exponentially large in the case of weak disorder [35]. Therefore, transport mea-
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surements for a 2D electron gas show metallic behavior even when a certain amount of
impurities is present as long as the sample size does not exceed the localization length.
One particularly important type of intrinsic spin-orbit interaction, known as Rashba
spin-orbit coupling [36, 37], arises due to a structural inversion asymmetry across the
interface of a heterostructure. There exist a variety of possible microscopic origins, de-
pending on the materials employed to achieve this type of spin-orbit coupling. For ex-
ample, oxide heterostructures can exhibit a metallic interface [38–40], where the Rashba
spin-orbit coupling originates primarily in the hybridization of t2g orbitals due to spin-
orbit splitting [41]. On the other hand, in conventional semiconductor heterostructures
the interfacial 2DEG is formed by the s-orbital electron states with the Rashba spin
splitting resulting from the asymmetric confining potential in the valance band [42].
The generation of a spin current by a dynamical magnetization is known as spin
pumping [43–46]. The tool of choice for detecting these spin-pumping-induced spin
currents is the inverse spin Hall effect, i.e., the build-up of an electric field transverse
to the spin current [23–25, 46–49]. The typical spin pumping situation is as follows:
in a magnet/normal-metal bilayer the magnetization of the magnetic material is driven
such that it performs a conical precession which in turn leads to a spin current perpen-
dicular to the interface. The inverse spin Hall effect allows to detect this spin current
by measuring the inverse spin Hall voltage which is associated with the spin Hall angle
θsH, the ratio of the spin Hall and charge conductivities. In this context, experimental
investigations have so far concentrated on heavy-metal/ferromagnetic-insulator bilayers
[50–55], since thin films of heavy metals such as Au, Pt, Ta, or W exhibit a large spin
Hall conductivity [47, 49, 52, 56–61].
Apart from the magnet/normal-metal system discussed above, other spin pumping
setups are possible. One particular interesting example is a Fe/GaAs bilayer, where the
Fe/GaAs interface can be modelled as a spin-polarized effective two-dimensional elec-
tron gas [62, 63]. This heterostructure is known to exhibit Rashba spin-orbit coupling
at the interface, which allows to generate an in-plane spin current in the spin pumping
situation. In addition to spin currents, also a nonequilibrium spin density can be induced
by the dynamic magnetization, which in turn generates an electric field perpendicular
to its polarization. The latter describes the reciprocal of the inverse spin galvanic effect,
the spin galvanic effect [21, 64, 65], which is also referred to as inverse Edelstein effect
3
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[22, 66]. It was further shown that the inverse spin galvanic effect and the spin Hall
effect are related to each other in Rashba systems [28, 67–69]. Note that in typical spin
pumping setups, the magnetization is homogeneous. However, in this work, Chap. 4, we
consider the more general case where the driving is due to a time-dependent magnetic
texture, leading to a more complex situation [70–73].
Heterostructures consisting of spin-orbit active materials and a ferromagnet can also
be employed for the investigation of the reciprocal situation where a spin current is
generated by other means, e.g., an electric field. Here, the spin current can enter the
magnetic material by exerting a spin torque on the ferromagnet’s magnetization, a phe-
nomena known as spin-transfer torque [74–76]. Together with the inverse spin Hall ef-
fect one can observe an indirect signature of the polarization-dependent spin currents by
measuring the resistance of the metal layer for a varying magnetization direction, the so-
called spin Hall magnetoresistance [50, 77]. Recently, the same principle was utilized to
observe an indirect signature of the spin Nernst effect by measuring the magnetization-
dependent thermopower, the spin Nernst magnetothermopower [26, 27].
In a two-dimensional Rashba system which is laterally connected to a ferromagnet,
in-plane spin currents can be manipulated effectively by changing the polarization direc-
tion of the ferromagnet due to the spin-transfer torque. In this context, we theoretically
investigate the spin Hall magnetoresistance and the spin Nernst magnetothermopower.
Since the spin-transfer torque depends on the spin density at the interface, it is apparent
that the inverse spin galvanic effect has a strong influence on the spin currents across the
interface. As presented in Ref. 78, the results for both the spin Hall magnetoresistance
and the spin Nernst magnetothermopower exhibit a more subtle and complex behavior
in such a Rashba system than the results obtained for heavy-metal/ferromagnet bilayers
using a purely phenomenological approach [77].
Recently, a new class of spin-orbit active materials has been discovered, namely bulk
Rashba metals [79–84]. These three-dimensional materials exhibit a rather large Rashba
spin-orbit coupling due to their noncentrosymmetric crystal structure, i.e., in this case,
in the absence of a structure inversion asymmetry. These metals are promising candi-
dates for an angular dependent magnetoresistance in a Rashba-metal/ferromagnet bi-
layer structure, similar to the heavy-metal/ferromagnet bilayer structure originally em-
ployed to measure the spin Hall magnetoresistance [50, 77].
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Outline of this thesis
This thesis is organized as follows.
Chapter 2:
This chapter sets the stage by establishing the theoretical framework. We derive a gener-
alized Boltzmann equation from the Keldysh Green’s function formalism with particular
focus on collision operators which describe momentum and spin relaxation due to im-
purities.
Chapter 3:
The systems under consideration is introduced, and the associated relevant phenomena
are discussed: namely spin-orbit coupling, a proximity induced magnetization, and the
spin-transfer torque.
Chapter 4:
Here, we present our results, published in Ref. 28, on the spin-charge coupled dynamics
in a Rashba system with a time-dependent magnetic texture. A general force acting on
the charge carriers is derived, featuring a novel contribution which we denote as inverse
spin filter contribution. As an example, the typical spin pumping configuration is con-
sidered.
Chapter 5:
Based on Ref. 78, a two-dimensional Rashba system where one side is in contact with
an insulating ferromagnet is discussed. We investigate the dependence of the spin cur-
rents and spin densities on the magnetization direction, as well as their signatures in the
charge sector, i.e., the spin Hall magnetoresistance and the spin Nernst magnetother-
mopower.
Chapter 6:
In this chapter, we investigate the magnetoresistance of a three-dimensional Rashba
metal attached to a ferromagnetic insulator. We show that the magnetization depen-
dence of the current-induced spin polarization completely determines the magnetoresis-





We close this thesis with a summary and an outlook on possible future investigations on
spin-charge dynamics of Rashba systems coupled to a ferromagnet.
Appendices:
Appendices A, B, and C provide further technical details, relevant for Chap. 2, concern-
ing the time-evolution operator, the gradient expansion, and the Elliott-Yafet collision
operator, respectively. In App. D we derive a Landau-Lifshitz-Gilbert equation on the
basis of the momentum integrated spin sector of the Boltzmann equation. Additional
information for Chap. 4 is given in App. E, where the spin currents in a narrow wire is
discussed. Appendix F provides supplementary material for Chap. 5, with a derivation
of coupled spin diffusion equations, an application of the boundary conditions to this set
of equations for large system sizes, and a derivation of Mott-like formulas for the spin
transport coefficients. Details of Chap. 6 are given in App. G, in particular, the Elliott-
Yafet collision operator for an anisotropic three-dimensional system, and the solution of
the spin diffusion equations.
Finally, I wish to state that some of the main results of this thesis have already been




In this rather technical chapter, we set the stage for describing spin-charge coupled
transport phenomena in the presence of spin-orbit coupling and a dynamical magnetic
texture. For this purpose, we derive a Boltzmann equation for the distribution function
f = f 0+f ·σ, where f 0 is the particle distribution function, and f is the spin distribution
function, where σ = (σx, σy, σz) denotes the vector of Pauli matrices. In order to
obtain the Boltzmann equation we assume quasiclassical conditions, i.e., the spatial
and temporal profiles of external fields are smooth on the Fermi wavelength and energy
scales, respectively. Similarly, the spin-orbit energy splitting ∆SO is assumed to be small,
∆SO  εF.
The outline of this chapter is as follows: We first provide the basis by defining Green’s
functions in an equilibrium situation within the second quantization formalism. Next,
we consider a nonequilibrium system and introduce the contour-ordered Green’s func-
tion and the Keldysh formalism. We then employ diagrammatic perturbation theory,
which allows to account for imperfections in our system, described by a random po-
tential and the associated self-energy. Up to this point, common textbook knowledge
will be presented [86–96], while we mainly follow the lines of Refs. 94–96. With these
ingredients, we are able to derive the Boltzmann equation within the SU(2) formula-
tion introduced in Ref. 97 by employing the gradient expansion [94, 98]. We close this
chapter by deriving the collision operators of the Boltzmann equation. In particular,
we present novel developments [28, 99] regarding the SU(2) description of the Elliott-
Yafet collision operator, which itself describes a spin-flip relaxation mechanism due to
spin-orbit coupling with impurities [100, 101].
Chapter 2. Kinetic theory
2.1. Equilibrium Green’s functions
This section provides the basis of the Green’s function formalism by introducing the
framework of second quantization –also known as canonical quantization– and defining
the various Green’s functions which we investigate within this whole chapter. Further-
more, we discuss the fluctuation-dissipation theorem and derive the spectral function
for a free electron gas.
Second quantization
Let us first introduce the technique of second quantization as an appropriate formalism
to deal with a many-body problem of identical particles. Within this formalism, particles











The operators ĉk and ĉ
†
k annihilate and create a particle in state k, respectively, and obey














= 0 . (2.2)
Here, {·, ·} denotes the anticommutator and δkk′ is the Kronecker delta. The wave
functions ϕk(r) in Eq. (2.1) form a complete set of single-particle eigenfunctions. Thus,











= 0 . (2.3)
1Since we deal with spin-1/2 particles it is in principle implied that Ψ̂ has also a spin structure, for
example a 2 × 2 matrix structure in the basis of Pauli matrices. Nevertheless, since the expressions
derived in the following are of general nature we suppress the spin degree of freedom for the time
being.
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2.1. Equilibrium Green’s functions
Now, let us assume a single-particle Hamiltonian given in the spatial representation by
H(r) = − ~
2
2m
∇2 + V (r) . (2.4)




d3r Ψ̂†(r)H(r)Ψ̂(r) . (2.5)
The operator Ĥ is now a many-particle operator, acting on Fock states denoted by
|{nα}〉 ≡ |n1, n2, . . . , nk, . . .〉, meaning that the single-particle state |k〉 is occupied
by nk particles. In order to show that Eq. (2.5) is consistent with the statement, that
the field describes independent fermions in single-particle modes, we assume that the
single-particle wave functions ϕk are eigenfunctions of H with eigenvalues εk. By in-





where n̂k = ĉ
†
kĉk is the occupation number operator with the property n̂k |{nα}〉 =
nk |{nα}〉. Thus, the Fock states are eigenstates of the Hamiltonian such that Eq. (2.5)
is the correct field theoretical description.
Time-ordered Green’s function
Using the language of second quantization described above, we now introduce the
Green’s function formalism. In classical physics, Green’s functions are used as a method
to solve inhomogeneous differential equations. Similarly, the Green’s function formal-
ism can be adopted to many-body physics as a very useful tool for describing the dynam-
ics of physical observables. Let us start by defining the time-ordered Green’s function








The coordinates 1 and 1′ denote space-time points (t1, r1) and (t1′ , r1′), respectively.




Â1(t1)Â2(t2) . . . Ân(tn)
}
= (−1)P Âj(tj)Âk(tk) . . . Âm(tm) , (2.8)
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where tj > tk > · · · > tm and P counts the number of permutations necessary to








= θ(t1 − t1′)Ψ̂H(1)Ψ̂†H(1′)− θ(t1′ − t1)Ψ̂†H(1′)Ψ̂H(1) . (2.9)




H(t1, t0)Ψ̂(r1)ÛH(t1, t0) , (2.10)
where











is the time-evolution operator and t0 is a reference time where the Schrödinger and the
Heisenberg picture coincide. Note that for the time-ordering in Eq. (2.11) we do not
have to worry about factors of (−1) since in a particle-number conserving Hamiltonian
the Fermi operators always appear in pairs. For the time being, we assume a time-
independent Hamiltonian Ĥ(t) = Ĥ such that the time-evolution operator reduces to
ÛH(t1, t0) = exp(−iĤ(t1 − t0)/~).
Assuming thermodynamic equilibrium with a reservoir temperature T , the state of the







where β = 1/kBT (kB is the Boltzmann constant), µ is the chemical potential, N̂ =∫
d3r Ψ̂†(r)Ψ̂(r) is the total number operator, and Tr denotes the trace in the many-body






In the following, we derive the equation of motion for the Green’s function. The time













2.1. Equilibrium Green’s functions
where the δ-function on the r.h.s., δ(1 − 1′) = δ(t1 − t1′)δ(r1 − r1′), arises from the
time derivative of the θ-function in the time-ordering operator and the first anticommu-
tation relation (2.3). The time derivative of the field operator appearing on the r.h.s. of








= H(r1)Ψ̂H(1) , (2.15)
whereH(r1) is the spatial representation of the single-particle Hamiltonian, analogously
to the discussion around Eq. (2.5). We insert Eq. (2.15) into Eq. (2.14), rearrange the






GT (1, 1′) = ~δ(1− 1′) . (2.16)
Thus, the time-ordered Green’s function is the solution of the Schrödinger equation with






GT̃ (1, 1′) = −~δ(1− 1′) , (2.17)
where T̃ orders operators according to their time arguments oppositely to T .
Definitions
Obviously, many different Green’s functions can be defined by all possible combinations
of the field operator with its adjunct. Here, we focus on the so-called retarded, advanced,
lesser, and greater Green’s functions, defined by
















G<(1, 1′) = i 〈Ψ̂†H(1′)Ψ̂H(1)〉 , (2.20)
G>(1, 1′) = −i 〈Ψ̂H(1)Ψ̂†H(1′)〉 , (2.21)
respectively. Due to the anticommutator in their definitions, the retarded and advanced







GR,A(1, 1′) = ~δ(1− 1′) . (2.22)
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G>,<(1, 1′) = 0 . (2.23)
The various Green’s functions introduced in this section are related to each other and it
is worth to mention that the time-ordered, the anti-time-ordered, the retarded, and the
advanced Green’s functions can be written in terms of the lesser and greater Green’s
functions:
GT (1, 1′) = θ(t1 − t1′)G>(1, 1′) + θ(t1′ − t1)G<(1, 1′) , (2.24)
GT̃ (1, 1′) = θ(t1′ − t1)G>(1, 1′) + θ(t1 − t1′)G<(1, 1′) , (2.25)
GR(1, 1′) = θ(t1 − t1′) [G>(1, 1′)−G<(1, 1′)] , (2.26)
GA(1, 1′) = −θ(t1′ − t1) [G>(1, 1′)−G<(1, 1′)] . (2.27)
Furthermore, at equal times, t1 = t1′ , G> and G< are directly linked to physical observ-
ables. For example, the particle density is given by
〈n̂(1)〉 = −iG<(1, 1) . (2.28)
Fluctuation-dissipation theorem
In the following, we show how G< and G> are linked to the spectral function which is
defined by




= i [G>(p, ε)−G<(p, ε)] . (2.29)






G<(r, t, r′, t′) = −eβµG>(r, t− i~β, r′, t′) . (2.30)
Since the Hamiltonian is assumed to be time-independent, the equilibrium Green’s func-
tions are invariant under time translations and therefore they only depend on the differ-
ence between the times, t−t′. Let us now assume that the equilibrium state is translation-
ally invariant in space as well. Then, the Fourier transformation [(t−t′, r−r′)→ (ε,p)]
12
2.1. Equilibrium Green’s functions
of relation (2.30) takes the form
G<(p, ε) = −e−β(ε−µ)G>(p, ε) . (2.31)
With use of the spectral function, Eq. (2.29), we can solve for the lesser and the greater
Green’s function, respectively, and obtain
G<(p, ε) = if(ε)A(p, ε) , (2.32)






is the Fermi function. The spectral function is the imaginary part of GR in momentum
space, corresponding to a decay in the time domain and therefore dissipation. Thus,
Eqs. (2.32) and (2.33) link the correlation functions G<,> (and thus also GT , GR, and
GA) with the dissipative partA, which is commonly known as the fluctuation-dissipation
theorem [95, 102, 103].
Spectral function
Last, we explicitly derive the spectral function for the case of a free electron gas. The
one-particle HamiltonianH is then given by




Thus, the Fourier transformation of the equation of motion (2.22) for the retarded






GR(p, t− t′) = ~δ(t− t′) , (2.36)
where εp = p2/2m. The solution of this differential equation is given by
GR(p, t− t′) = −iθ(t− t′)e− i~ εp(t−t′) . (2.37)
One method to obtain the Fourier transform with respect to t− t′ is to insert the integral
representation of the θ-function,
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and substitute ε′ = ε− εp. We obtain










where the Fourier-transformed retarded Green’s function can be read out directly,
GR(p, ε) =
~
ε− εp + i0+
. (2.40)
The advanced Green’s function is obtained in an analogous manner and is the complex







ε− εp − i0+
. (2.41)






− iπδ(x) , (2.42)
where on the r.h.s. the Cauchy principal value is assumed, and by inserting Eqs. (2.40)
and (2.41) into the definition of the spectral function, Eq. (2.29), we end up with
A(p, ε) = 2π~δ(ε− εp) . (2.43)
The spectral function for a free electron gas is sharply peaked at the single-particle en-
ergy εp. In general, interactions lead to a broadening of the spectral function. However,
for sufficiently weak interacting systems one can still approximate the spectral function
to be a δ-shaped function which is commonly known as the quasi-particle approxima-
tion.
2.2. Nonequilibrium theory
The objective of this section is to provide a basis for a perturbative expansion of the
Green’s function when a time-dependent perturbation is present. For this, we con-
sider the time-evolution with respect to the unperturbated Hamiltonian and introduce




Hamiltonian and expectation values
Let us consider a system which is in thermal equilibrium at temperature T with a time-
independent Hamiltonian Ĥ1 prior to a time t0. The Hamiltonian Ĥ1 is assumed to be
of the form
Ĥ1 = Ĥ0 + Ĥ
i , (2.44)
where Ĥ0 is quadratic in the field operators and Ĥ i represents an arbitrary interaction.
Then, at time t0 the system will be disconnected from the reservoir and be exposed to a
disturbance, represented by Ĥ ′(t). The total Hamiltonian is therefore given by
Ĥ(t) = Ĥ1 + Ĥ
′(t) , (2.45)








The statistical operator for times t > t0 evolves according to
ρ̂(t) = Û(t, t0)ρ̂1Û
†(t, t0) , (2.47)







where ÂH(t) is the time evolution of Â with respect to the total Hamiltonian Ĥ , analo-
gously to Eq. (2.10).
Time evolution
With the Hamiltonian of the form as given in Eq. (2.45), we can factorize the time-
evolution operator by utilizing the properties of the time-ordering operator as follows
(see App. A.1 for details):
ÛH(t, t0) = ÛH1(t, t0)Ŝ(t, t0) , (2.49)
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FIG. 2.1.: The closed time path contour c.
where the reference time within the time-evolution operator is conveniently t0 and




















′) is the time evolution of Ĥ ′ with respect to the Hamiltonian Ĥ1.In the
following we stick to this notation, i.e., the respective Hamiltonian to which the time
evolution of some operator is performed is indicated by the subscript of the operator
under consideration. The time evolution of an arbitrary operator Ô is given by
ÔH(t) = Ŝ
†(t, t0)ÔH1(t)Ŝ(t, t0) . (2.52)
Closed time path formalism
In order to obtain a convenient basis for perturbation theory, let us introduce the closed














Here, the integral in the exponent is performed along a closed contour cwith the variable
τ proceeding from t0 to t and back again to t0 along the real-time axis as depicted in
Fig. 2.1. The operator Tc is the contour-ordering operator, i.e, T̂c orders products of






Â(τ)B̂(τ ′) for τ >c τ ′±B̂(τ ′)Â(τ) for τ <c τ ′ , (2.54)
where τ >c τ ′ (τ <c τ ′) denotes that τ ′ follows (precedes) τ along the contour c; the






FIG. 2.2.: The contours c1 and c1′ . Within the shaded area, the contour evolution oper-
ators cancel each other in Eq. (2.57).
Green’s function, we introduce the contour-ordered Green’s function by replacing the
time-ordering operator with the contour-ordering operator (T → Tc) and the respective
time variables by the contour variables (t→ τ ):
Gc(1, 1










According to the definition of the greater and lesser Green’s functions, Eqs. (2.20) and
(2.21), the contour-ordered Green’s function is either the greater or lesser Green’s func-
tion, depending on the time variables:
Gc(1, 1
′) =
G<(1, 1′) for τ1 <c τ1′G>(1, 1′) for τ1 >c τ1′ . (2.56)
Employing the properties of the contour-ordering operator we see








































where the contours c1 and c1′ start at t0, have their reversal point at t1 and t1′ , respec-
tively, and return to t0. The combined contour c1 + c1′ , as found in the last equation,
starts at t0, passes through min(t1, t1′), goes back to t0, passes through max(t1, t1′), and
finally returns to t0. However, since the field operators at t1 and t1′ are not involved for
the return branch of c1 and the forward branch of c1′ up to t1 (shaded part in Fig. 2.2),
the contour-ordering only affects the exponent in Eq. (2.57), and thus the two branches
cancel each other.
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FIG. 2.3.: The joined contour ci, combing c (blue) and cβ (red).
By a similar consideration for G< one obtains for the contour-ordered Green’s func-
tion
Gc(1, 1















where the contour c now starts at t0, has its reversal point at max(t1, t1′), and returns to
t0. We have now managed that the ordering operation acts on all operators within the
expectation value, in principle a very useful form for deriving the perturbation theory
as we will see in the next section. However, we recall that the Hamiltonian Ĥ1 also
consists of the interaction part Ĥ i. Our aim is to perform a perturbative expansion in
Ĥ ′ as well as in Ĥ i. Therefore, we further transform the time-evolution of the operators
with respect to Ĥ1 to time-evolutions with respect to the quadratic Hamiltonian Ĥ0.





































where we have also written out the average according to Eq. (2.48). The Boltzmann
















FIG. 2.4.: The Schwinger-Keldysh contour cK , starting at −∞ (upper path, first
branch), returning at∞, and going back to −∞ (lower path, second branch).






































The Keldysh formalism is based on the closed Schwinger-Keldysh contour cK , intro-
duced in Ref. 104 by L. V. Keldysh after pioneering work of J. Schwinger [105]. As
depicted in Fig. 2.4, the contour cK stretches from −∞ to ∞ and back again to −∞.
The extension of the contour beyond the largest time (t1′ in Fig. 2.4) can be done by
utilizing the unitarity of the time-development operator. Under the assumption that the
interactions are switched on adiabatically, we can set t0 → −∞ and neglect the contri-
bution of the contour cβ , which is related to the neglect of initial correlations. Now, the
interaction contribution can be treated exactly the same way as the external contribution


























is the statistical operator for the non-interacting system in thermal equilibrium with
temperature T .
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We can write the Green’s function as a 2× 2 matrix,
GcK (1, 1










depending on where on cK the two time variables of the Green’s function reside: the
indices i, j of Gij(1, 1′) indicate that t1 and t1′ lie on the i-th and j-th branch of the
contour, respectively. The matrix elements Gij in Eq. (2.65) can be also expressed by
G11(1, 1
′) = GT (1, 1′) , (2.66)
G12(1, 1
′) = G<(1, 1′) , (2.67)
G21(1, 1
′) = G>(1, 1′) , (2.68)
G22(1, 1
′) = GT̃ (1, 1′) . (2.69)
The above 2× 2 matrix representation can be further transformed to a triangular matrix
Ǧ with the consequence that the triangular structure is preserved under matrix multipli-
cations. This transformation was introduced by A. I. Larkin and Yu. Ovchinnikov [106]
and is given by
Ǧ = Lτ3G̃L
† , (2.70)
where L = (τ0 − iτ2)/
√
2 and τi are the Pauli matrices with τ0 being the 2 × 2 unit
matrix.2 The result of the transformation is
Ǧ(1, 1′) =
(




where GK(1, 1′) is the Keldysh Green’s function related to G< and G> by
GK(1, 1′) = G<(1, 1′) +G>(1, 1′) . (2.72)
In the following, we refer to the Keldysh space when considering the triangular matrix
formalism.
In equilibrium, we can use the fluctuation-dissipation theorem, Eqs. (2.32) and (2.33),
such that the Keldysh Green’s function becomes
GK(p, ε) = −iA(p, ε) [1− 2f(ε)] . (2.73)
2The notation τi instead of σi is used on purpose as τi has just the same mathematical structure as σi,
whereas σi has also a physical interpretation as the spin degree of freedom.
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In Sec. 2.4 we use this relation under the further assumption that it also holds in the
nonequilibrium case, i.e, we assume that the population of the spectrum reshuffles,
f(ε)→ f(p, ε), but not the spectrum itself.
2.3. Perturbation theory
In this section, we derive the perturbative expansion of the Green’s function, based on
Wick’s theorem, and introduce the diagrammatic representation of the resulting series.
In addition, we consider a random potential with the corresponding self-energy, which
finally leads to the Dyson equation.
Wick’s theorem
The contour-ordered Green’s function on the Schwinger-Keldysh contour, Eq. (2.63),
allows us to apply Wick’s theorem [107]. It implies that for a noninteracting Hamilto-
nian Ĥ0 the expectation value of a contour-ordered product of creation and annihilation
operators equals the sum over all pairwise products that can be formed [87–90]. For































(−1)PG0(xi, yj) , (2.75)
where a.p.p. denotes all possible pairings among the n field operators and P is the
number of permutations needed to arrange the field operators in the same order as they
appear on the l.h.s. of Eq. (2.75). Here, we have also introduced the free contour-ordered
Green’s function,
G0(1, 1








Apparently, the usefulness of Wick’s theorem is that complicated contour-ordered prod-
ucts of field operators can be decomposed into products of the “simple” free contour-
ordered Green’s function.
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Diagrammatic representation
Let us now consider the particular case of a potential U(r, t) and a vanishing initial
interaction Hamiltonian, i.e.,
Ĥ i = 0 ,
Ĥ ′ =
∫
d3r Ψ̂†(r)U(r, t)Ψ̂(r) . (2.77)
Expanding the exponential function in Eq. (2.63) and applying Wick’s theorem, the
contour-ordered Green’s function can be written as a perturbation series in the external
potential,
GcK (1, 1
′) = G0(1, 1
′) +G1(1, 1
′) +G2(1, 1
′) + . . . , (2.78)
where the index on the Green’s functions on the r.h.s. denotes the power of the potential

































Employing the integration along the forward and the return parts of cK one can show












The second order termG2 consists of six field operators and results therefore in 3! terms
due to the possible pairings. Among these we encounter three equal time pairings which
give no contribution. Furthermore, by splitting the contour cK into its forward and return








dτ3 U(2)G0(2, 3)U(3)G0(3, 2) = 0 , (2.81)
thus leaving us with only two nonvanishing pairings. The remaining two possible pair-



















Higher order Green’s function have an analogous form with an integration over the inner
variables 2 . . . k of the integrand
1
~k
G0(1, 2)U(2)G0(2, 3)U(3)G0(3, 4) . . . U(k)G0(k, 1
′) . (2.83)
A very convenient way to express the unhandy terms within the series expansion of the
full Green’s function is the diagrammatic technique as invented by R. P. Feynman [108].












and the full contour-ordered Green’s function
1 1′
= GcK (1, 1
′) .
(2.86)
The series in Eq. (2.78) can now be written as
1 1′ 1 1′ 1 2 1′ 1 2 3 1′
= + + + . . . ,
(2.87)
where an integration over the inner variables is implied, according to the discussion
around Eqs. (2.78)–(2.83).
The diagrammatic representation can be used analogously for the Keldysh formalism
by replacing the vertices and Green’s functions with their respective objects in Keldysh
space and further implying a matrix multiplication at the inner variables. We show this
by considering the n-th order Green’s function Gn. By splitting the upper and lower









dt2 G̃0(1, 2)τ3U(2)G̃n−1(2, 1
′) . (2.88)
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dt2 Ǧ0(1, 2)Ǔ(2)Ǧn−1(2, 1
′) , (2.89)
where Ǔ = τ0U is the potential in Keldysh space. The respective diagrams in Keldysh












= Ǧ(1, 1′) .
(2.92)
Random potential model
In the following, we consider a static random potential V (r) which captures the effect








d3r Ψ̂†(r)Vimp(r− ri)Ψ̂(r) , (2.93)
where Vimp(r − ri) is the potential of a single impurity located at ri. With the impu-
rities being distributed randomly, we have to average over their positions. Under the
assumption that they are evenly distributed in space the average boils down to
〈V (r)〉imp = 0 , (2.94)
〈V (r)V (r′)〉imp = ni
∫
d3x Vimp(r− x)Vimp(r′ − x) , (2.95)
where ni is the impurity density. We remark that in general the random potential V (r)
can have a nonzero mean value [109], which however can be absorbed into the defini-
tion of the chemical potential. In addition, the impurity correlator, Eq. (2.95), already
implies the assumption that the correlation between two different impurities vanishes.
Thus, the second order average is fully determined by the impurity density ni and a
24
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single impurity, located at the origin for simplicity reasons. Higher order averages re-
garding the same single impurity are neglected by treating the random potential model
within the Born approximation, i.e., ~/pFl  1. Here, l is the mean free path, asso-
ciated with the square of the Fourier transform of the single impurity potential and the










〈V (ri)V (rj)〉imp , (2.97)
where
∑∏
implies a sum over all distinct ways of splitting V (r1) . . . V (r2n) into pairs
V (ri)V (rj) with each summand being a product of the n pairs. Hence, the impurity
average of any product of random potentials vanishes for odd moments and reduces to
products of the impurity correlator, Eq. (2.95), for even moments. For a more rigorous
discussion of the random potential model see, for example, Ref. 109.






− i~p·r , (2.98)
the impurity correlator, Eq. (2.95), can be rewritten as








In addition, we assume that the Fourier transform of the single impurity potential varies
sufficiently weak, such that we can approximate it as constant, Vimp(p) ≈ v0. This
corresponds to the simple case of δ-shaped impurity potentials with amplitude v0. The
impurity correlator simplifies to
〈V (r)V (r′)〉imp ≈ niv20δ(r− r′) . (2.100)
Let us now represent the impurity averaged Green’s function diagrammatically. The





〈V (r)V (r′)〉imp .
(2.101)
25
Chapter 2. Kinetic theory
According to the Gaussian average, Eqs. (2.96) and (2.97), the number of diagrams
containing n impurity correlators is given by (2n − 1)!!. The various diagrams can
be classified according to their topological structure. We illustrate this in the example
case of second-order diagrams. Suppressing space-time coordinates, the resulting three




The first diagram is reducible, i.e., it consists of at least one Green’s function (disre-
garding the external ones) which is not enclosed by any impurity correlator. Vice versa,
diagrams of the type (2.103) and (2.104) are called irreducible. The advantage of this
classification is that any reducible diagram can be written as a product of irreducible
diagrams connected with the free Green’s function. Diagrams with crossing impurity
lines, see (2.104), are a particular sub-class of irreducible diagrams.
Considering the momentum representation of the diagram (2.103) one can see that the
diagram yields an integration over two momenta p′ and p′′, where the angle integration
can be separated. Conversely, the angle integration for the occurring momenta in the
momentum representation of diagram (2.104) cannot be separated as they are restricted
due to the crossed impurity correlations. As a result, the contribution of (2.104) is about
~/pFl times smaller than the contribution of (2.103), see Refs. 87 and 109. Therefore, we
neglect crossed diagrams in the following, analogously to the neglect of higher orders
in the impurity correlation within the Born approximation. However, we would like to
mention that the diagrams, where the impurity lines cross a maximal number of times,
form a special subclass of crossed diagrams as their sum results in a singular behavior.
This leads to quantum corrections to the conductivity known as weak localization, a




Let us now introduce the self-energy Σ as the sum over all possible irreducible diagrams.
Diagrammatically, it is expressed by
Σ = Σ .
(2.105)
Neglecting crossed diagrams, the self-energy reads
Σ = +
+
+ + . . . . (2.106)
Note the topological structure of the diagrams: as a result of neglecting crossed dia-
grams we solely obtain diagrams whose start and end points are connected by a dashed
line. The inner diagrams which are encircled by this dashed line are again a combina-
tion of irreducible diagrams connected by the free Green’s function. Since we deal with
an infinite sum of all possible connections of irreducible diagrams with the free Green’s
function, the sum over the diagrams beneath the outer dashed line is nothing else but the
impurity average of the full Green’s function:
Σ = . (2.107)
Note that we have omitted the indication of the impurity average, 〈. . .〉imp, for the full
Green’s function. From now on, we shall always deal with impurity averaged quantities,
and therefore we omit this indication in the following as well.
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+ Σ Σ Σ + . . .
, (2.108)
which we can again iterate in order to obtain the Dyson equation




11′1 1′ 1 2 3 1′
= + Σ .
(2.110)
Equations (2.109) and (2.110) will provide the basis for the derivation of the generalized
Boltzmann equation as we see in the following section.
2.4. Generalized Boltzmann equation
In this section, we recapitulate the derivation of the generalized Boltzmann equation
of Ref. 97 in a detailed way with the use of a compact relativistic notation as done in
Ref. 110. The employed approach relies on the introduction of SU(2) gauge fields which
allows to treat linear-in-momentum spin-orbit coupling in a unified way. One obtains
a U(1)×SU(2) covariant Boltzmann equation, which has the advantage that charge and
spin degrees of freedom are handled on equal footing. Similarly to Ref. 97, we perform
the gradient expansion first and transform the resulting objects into their covariant form
afterwards. The opposite way, transforming first to locally covariant objects and then
performing the gradient expansion, is of course also possible. However, we find the way
presented in this section more transparent, see App. B.2 for a comparison.
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Hamiltonian
In order to set the stage, we start by introducing the Hamiltonian in the spatial represen-
tation,
H(1) = H0(1) +Himp(r1) , (2.111)
where Himp is time-independent and describes the effect of impurities within the ran-
dom potential model. However, we do not need to specify Himp until we consider the
collision operator of the Boltzmann equation. The Hamiltonian H0 corresponds to the













where A and Φ are the common U(1) vector and scalar potentials, respectively. Due
to the noncommutative spin algebra the a-th Pauli matrix σa has to be coupled to non-
Abelian SU(2) potentials Aa and Ψa. These potentials describe intrinsic spin-orbit cou-
pling due to the band and/or device structure and Zeeman/exchange interaction, respec-
tively. A summation over repeated indices is implied.
Quantum kinetic equation
In Keldysh space, the equation of motion for the full and the free Green’s functions,













′) = ~τ0δ(1− 1′) , (2.114)







dt2 Ǎ(1, 2)B̌(2, 1
′) , (2.115)
which implies a convolution and a matrix multiplication of arbitrary objects Ǎ and B̌ in











τ0δ(1− 1′) , (2.116)
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such that the equation of motion (2.114) becomes(
Ǧ−10 ⊗ Ǧ0
)
(1, 1′) = τ0δ(1− 1′) . (2.117)






(1, 1′) = τ0δ(1− 1′) , (2.118)
where Σ̌ is the self-energy in Keldysh space due to Himp which will be discussed in
Sec. 2.5. At this point we recall that physical observables, and thus also the distribution
function f , are connected to the Green’s function at equal time arguments. Therefore,
due to the δ-function on the r.h.s., the latter equation has not yet the appropriate form
to obtain a Boltzmann equation. However, by right multiplying analogously the second





(1, 1′) = τ0δ(1− 1′) . (2.119)
As a consequence, we can now get rid of the δ-function by subtracting Eqs. (2.118)






(1, 1′) = Ǩ , (2.120)

















for the commutator/convolution of arbitrary objects Ǎ and B̌ in Keldysh space.
In the following, we concentrate on the l.h.s. of Eq. (2.120) and show how it leads
to the l.h.s. of the Boltzmann equation. Analogously, the r.h.s. leads to the collision
operator, see Sec. 2.5 for details.
Gradient expansion
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and the relative coordinates
tr = t1 − t1′ ,
rr = r1 − r1′ . (2.123)
The center-of-mass (relative) coordinates describe the properties of the system on slowly
(fast) varying scales. In order to connect physical observable with Green’s functions we
send the relative coordinates to zero. This requires Fourier transforming with respect to
the relative coordinates and then integrating over the transformed variable. The Fourier
















where dy = d3rrdtr. Furthermore, we have introduced the compact relativistic notation
[110] with the contravariant four-vectors
xµ = (t, r) ,
yµ = (tr, rr) ,
pµ = (ε,p) , (2.125)
the metric ηµν = diag(−1, 1, 1, 1), and the covariant form aµ = ηµνaν of an arbitrary
four-vector aµ. For the Fourier transform of Eq. (2.120) we utilize the gradient expan-
sion (see App. B.1 for a derivation) which results for the convolution of Ǎ and B̌ in(
Ǎ⊗ B̌
)






Ǎ (∂µp )B̌ − (∂µ)B̌ (∂µp )Ǎ)] Ǎ(x, p)B̌(x, p) . (2.126)
Here, the superscript of the partial derivatives
∂µ = (∂t,∇r) ,
∂µp = (−∂ε,∇p) , (2.127)
denotes the object on which the respective derivative acts. Since the Fourier transform
of a fast varying variable is slowly varying, it is sufficient to expand the exponential
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Locally covariant Green’s functions
As previously stated, the Green’s function is connected to physical observables in the
limit of coinciding space-time points. In this case, when performing a gauge trans-
formation, the transformation depends only on one space-time point with the quantity
under consideration being then called locally covariant. Let us consider some gauge
transformation g(1), which locally rotates the field operators,
Ψ̂′(1) = g(1)Ψ̂(1) ,
Ψ̂′
†
(1) = Ψ̂†(1)g†(1) ,
g(1)g†(1) = 1 , (2.129)
leaving the Hamiltonian Ĥ invariant. Under this transformation, the Green’s function
transforms according to
Ǧ(1, 1′) 7−→ g(1)Ǧ(1, 1′)g†(1′) , (2.130)
and therefore the transformation depends on two distinct space-time points, and the
Green’s function would not be locally covariant. To avoid this problem, we transform
the Green’s function as
ˇ̃G(1, 1′) = UΓ(x, 1)Ǧ(1, 1
′)UΓ′(1
′, x) , (2.131)
with the Wilson line UΓ given as a line integral of the gauge field [111],






















Since the gauge transformation of the Wilson line is given by
UΓ(x, 1) 7−→ g(x)UΓ(x, 1)g†(1) , (2.134)
the Green’s function ˇ̃G is now a locally covariant object, transforming according to
ˇ̃G(1, 1′) 7−→ g(x) ˇ̃G(1, 1′)g†(x) . (2.135)
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Let us further examine the Wilson lines in Eq. (2.131). The curve Γ has its starting
point at 1 and its ending point at x. Expressed in relative coordinates the difference
between these space-time points is therefore given by −y/2. Analogously, Γ′ is a curve
from x to 1′ and the difference between the ending and starting points is also given by
−y/2. Similarly to the gradient expansion above, i.e., only considering linear terms in
the derivatives in Eq. (2.128), we assume y to be sufficiently small such that we can
approximate










Thus, the Fourier transform with respect to the relative coordinates of the Green’s func-
tion and its locally covariant definition are linked by


















Now, we go back to Eq. (2.128) and perform the transformation according to Eq. (2.137)






























































































The procedure is as follows: we rewrite Ǧ in terms of ˇ̃G via Eq. (2.138), calculate and
insert Ǧ−10 and its respective derivatives, and keep terms up to the next-to-leading-order.
The Fourier transform of the inverse of the free Green’s function [cf. Eq. (2.116)] is
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∂µǦ−10 = −evν∂µAν/~ , (2.144)














































































= ˇ̃K , (2.148)
where ˇ̃K is the locally covariant form of Ǩ. Here, we have introduced the covariant
four-derivative ∂̃µ and the U(1)×SU(2) electromagnetic tensor Fµν , which are defined
by














respectively. In order to obtain the generalized Boltzmann equation, we assume that the
spectral function is sharply peaked,
A(x, p) ≈ 2π~δ(ε− εp) , (2.151)
and introduce the distribution function in analogy to the equilibrium case, cf. Eq. (2.73):





As previously stated in Sec. 2.2, this corresponds to the assumption that in the nonequi-
librium case only the occupation is affected but not the spectrum itself. Considering
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now the Keldysh component of Eq. (2.148) the Boltzmann equation follows by dividing










= I[f ] . (2.153)






dε K̃K , (2.154)
which will be discussed in detail in Sec. 2.5. The covariant time and spatial derivatives
are given by




























with the components of the generalized U(1)×SU(2) electric and magnetic fields de-
fined in terms of the electromagnetic tensor,











respectively. Note that in the three-dimensional Euclidean space we use a slightly dif-
ferent notation than in the four-dimensional Minkowski space. In the former, no differ-
entiation between contra- and covariant components, associated with upper and lower
indices, is necessary. Hence, in Euclidean space we use lower indices to indicate real
space components and upper indices to indicate spin components. Explicitly, the U(1)
electric and magnetic fields, E and B, and their SU(2) correspondents, Ea and Ba, read
E = −∂tA−∇rΦ , (2.160)
B = ∇r ×A , (2.161)




Ba = ∇r ×Aa −
1
2~
εabcAb ×Ac . (2.163)
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We see that the SU(2) fields compared to the U(1) fields acquire additional terms due to
the non-commuting nature of the SU(2) potentials.
2.5. Collision operators
In the following, we discuss the collision operators which take the influence of impuri-
ties into account. Both the common case of momentum relaxation [109] and spin-flip
relaxation due to the Elliott-Yafet mechanism are considered. Concerning the latter, we
rederive the contribution to zeroth order in the four-potential [69, 112], and present new
significant SU(2) contributions, first published in Ref. 28.
Preliminary remarks
The effect of impurities is described by the Hamiltonian




σ × (∇rV (r))
]
· (−i~)∇r , (2.164)
where V (r) is the random potential as defined in Eq. (2.93). The second term on the
r.h.s. reflects spin-orbit coupling with the impurity potential and λ is the Compton wave-
length. Analogously to the quasiclassical assumption we consider small spin-orbit cou-
pling in the sense that λpF/~ 1. Let us recall the impurity average, Eq. (2.95),
〈V (r)〉imp = 0 ,
〈V (r)V (r′)〉imp = niv20δ(r− r′) , (2.165)
which, according to Himp, leads to three types of self-consistent Born approximation
diagrams,
= Σ0 , (2.166)
= Σsj , (2.167)
= ΣEY . (2.168)
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The arrow stacking the spatial derivatives denotes in which direction the derivatives act,
respectively. Diagram (2.166) describes momentum relaxation, while (2.168) accounts
for Elliott-Yafet spin flips due to scattering at impurities. The middle diagram (2.167)
describes instead the side-jump mechanism. We briefly discuss it in Sec. 3.1 and refer
to Refs. 17 and 69 for more details.
In the following, we restrict ourselves to two-dimensional space coordinates with re-
gard to Chaps. 4 and 5. This simplified case is sufficient to explain the relevant physical
consequences. A generalization to a three-dimensional system with mass anisotropy,
such as considered in Chap. 6, is shown in App. G.1. The collision operators are eval-
uated up to linear order in the SU(2) potentials. However, we remark that when con-
sidering both, a Zeeman field and an SU(2) vector potential, it is necessary to include
an additional contribution, IA,ΨEY , which is of second order in the SU(2) potentials. A
derivation of IA,ΨEY is given in App. C and we further comment on this particular contri-
bution at the end of this section when summarizing the Elliott-Yafet collision operator.
The outline for obtaining the collision operators is as follows: we first rewrite the
respective self-energy in Wigner coordinates and perform the Fourier transformation
with respect to the relative coordinate. Next, we express the self-energy and the Green’s
function appearing in the self-energy in their locally covariant form, respectively. The






Note, that we here neglect the linear order in the derivatives within the gradient expan-
sion (see App. B.2), unlike we did for the l.h.s. of the Boltzmann equation. The reason
for this is that the Keldysh component of the resulting terms are ∼ (G̃R + G̃A), which
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is essentially the real part of G̃R. Since within the quasi-particle approximation the real
part of the retarded Green’s function is the principle value of the fraction 1/(ε − εp)
(neglecting the self-energy and contributions due to the potentials), the ε integration for
obtaining the Boltzmann equation leads to a vanishing of the linear contributions in the
derivatives for the self-energies considered here. Analogously, terms ∼ (G̃R + G̃A)
which may also appear within the commutator will be neglected in the following as
well.





+ 2π~δ(ε− εp)Σ̃K , (2.172)
where we have used the spectral function, Eq. (2.151). The respective collision operator
is then obtained according to Eq. (2.154).
Momentum relaxation











Ǧ(1, 1′)δ(r− r′) , (2.173)
where we have performed the impurity average according to Eq. (2.165). Using Wigner
coordinates, expressing the Green’s function by its Fourier transform, and Fourier trans-










where we have omitted the variables x and ε for the Green’s function in the integrand.
We transform Σ̌0 according to Eq. (2.137) and express Ǧ in terms of its locally covariant
form via Eq. (2.138). In this particular case, the locally covariant form of Σ̌ has the same












Inserting the components of the self-energy into the Keldysh component of the collision
kernel, Eq. (2.172), and using the definition of the distribution function, Eq. (2.152), we
obtain























We can write this result in a more condensed form using∫
d2p′
(2π~)2
· · · = N0
∫
dεp′ 〈. . .〉 , (2.178)
where N0 = m/2π~2 is the density of states per spin and volume and 〈. . .〉 denotes the








where we have introduced the momentum relaxation rate 1/τ = 2πniv20N0/~.
Elliott-Yafet collision operator
The Elliott-Yafet self-energy is represented by the diagram (2.168). Rewriting the cross
products in the spin-orbit vertices component by component via use of the Levi-Civita
symbol, we get
Σ̌EY(1, 1
















where ∂i and ∂′i are the i-th component of ∇r and ∇r′ , respectively. Performing the
impurity average, expressing the Green’s function by its Fourier transform, and further





















Chapter 2. Kinetic theory
Since we consider the two-dimensional case, we can set pz = p′z = 0 such that the












(p× p′)2z σzǦ(p′)σz . (2.182)


















































where for notational reasons ∂µp′ = (−∂ε,∇p′). Let us further split the contributions to
the Elliott-Yafet self-energy according to the type of non-Abelian potential, i.e., no po-






While the derivation of ˇ̃Σ0EY and its contribution to the collision operator (as shown
next) is well-known [69, 112], the contributions of ˇ̃ΣΨEY and
ˇ̃ΣAEY are new [28] and their
relevance will be discussed in the summary at the end of this section.
Σ0EY contribution







































δ(ε− εp′) (p× p′)2z [1− 2σzfp′σz] , (2.186)
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respectively, where we have inserted the relaxation rate as defined below Eq. (2.179).
Inserting these components into Eq. (2.172), dividing by 4πi~, and integrating over ε
yields the following collision operator









δ(εp − εp′) (p× p′)2z [fp − σzfp′σz] . (2.187)
We can simplify this expression by neglecting higher harmonics of f (p-wave approx-
imation) such that we can replace (p× p′)2z with its angular average with respect to
p′, 〈(p× p′)2z〉′ = p2p′2/2. Inserting f = f 0 + f · σ into Eq. (2.187) and using the
anticommutation relations for the Pauli matrices,{
σa, σb
}
= 2δab , (2.188)
















· σ . (2.189)
Here, Γ = diag(1, 1, 0) describes the anisotropy of Elliott-Yafet spin relaxation in two
dimensions, see also Sec. 3.1. In the derivation of Eq. (2.189), we have neglected terms
∼ (f 0,zp − f 0,zp′ ) since these terms are small compared to I0 [see Eq. (2.179)] due to the
assumption λpF/~ 1.
ΣΨEY contribution
Next, we regard the contributions which are linear in the SU(2) scalar potential. From
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Again, we replace (p× p′)2z with its angular average and employ the anticommutation
relations for the Pauli matrices, Eq. (2.188). The retarded/advanced and Keldysh com-




































respectively. We obtain the associated collision operator by inserting Eq. (2.193) into
Eq. (2.172), neglecting terms ∼ (G̃R + G̃A) within the Keldysh component of the col-





















Finally, we consider the linear contribution by Aa to the Elliott-Yafet collision operator.
For the sake of simplicity, we assume that the spin-z component of the SU(2) vector
potential vanishes, Az = 0. Note that Rashba spin-orbit coupling is still contained






























Utilizing Eq. (2.191) for the second term on the r.h.s. and performing a partial integra-






























p2 + p · p′
]
p′ . (2.197)
By employing the anticommutation relation (2.188) the retarded, advanced, and Keldysh
components are obtained similarly as for ˇ̃ΣΨEY in the previous paragraph. Following the











f 0p − f 0p′
)




Aa · Lp,p′ . (2.198)
Summary
In order to keep track of the various contributions to the Elliott-Yafet collision operator,
let us recall the respective terms and briefly discuss them. The Elliott-Yafet collision























































f 0p − f 0p′
)












Ψ ·Aipip2∂εpf 0eq , (2.200)
where f 0eq is the Fermi function. Here, I
0
EY describes in-plane spin relaxation due to
spin-orbit coupling with impurities. In order to describe Elliott-Yafet spin relaxation
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correctly in the presence of a Zeeman field, the collision operator IΨEY is essential. The
reason is that the collision operator I0EY relaxes the spin density to zero, which is in-
correct on physical grounds: instead, the equilibrium spin density must have a finite
value due to the Zeeman field. The clue is to take IΨEY into account as well, resulting
in the correct relaxation of the spin density to its equilibrium value. In addition, IΨEY
yields a spin filter contribution, ji ∼ nji, and its reciprocal, the inverse spin filter ef-
fect, ji ∼ n · ji, in a ferromagnetic conductor with magnetization n. To the best of
our knowledge, the inverse spin filter effect has been unnoticed so far [28]. However, it
yields important contributions to the charge current, e.g., its contribution to the electric
field in a spin pumping setup with Rashba spin-orbit coupling is of the same magnitude
as the spin galvanic contribution, see Chap. 4. Similarly, IAEY contributes significantly
to the inverse spin galvanic and the spin galvanic effect [28, 99], reflecting, once more
[69], the non-trivial interplay between extrinsic and intrinsic spin-orbit coupling. Con-
sidering the presence of a Zeeman field, however, IAEY exhibits a similar ‘problem’ as
I0EY. One obtains—incorrectly—a finite effective force acting on the charge carriers due
to the equilibrium part of the spin density. The term IA,ΨEY fixes this, ensuring that such
a force is generated only by a nonequilibrium spin density. The need for including IA,ΨEY
becomes also plausible by taking a closer look at IAEY directly. With the equilibrium spin
density being parallel to the Zeeman field, the equilibrium part of the spin distribution
function is formally already of first order in the SU(2) scalar potential. Therefore, in
order to treat Elliott-Yafet spin relaxation consistently, the second-order contributions




In this chapter, we briefly discuss some physical aspects of spin-orbit coupled mate-
rials as far as they are relevant for this thesis. Specifically, we consider a metallic
system with Rashba spin-orbit interaction in contact with a ferromagnet. We start by
discussing the origin of spin-orbit coupling in solids, and consider then the influence of
an interface with a ferromagnet, leading to the proximity induced magnetization and the
spin-transfer torque.
3.1. Spin-orbit coupling
Spin-orbit coupling in solids can be classified into two types: intrinsic, originating in
the band or device structure, and extrinsic due to spin-orbit coupling with impurities or
phonons. Regarding the intrinsic contribution, we limit ourselves to the case of Rashba
spin-orbit coupling [36, 37]. In the following, we provide a brief overview of the origins
and types of Rashba spin-orbit coupling and discuss the mechanisms leading to various
extrinsic contributions. For details regarding the explicit derivation of various effective
Hamiltonians which describe intrinsic spin-orbit coupling in two-dimensional systems
we refer, for instance, to Ref. 42 which employs the k ·p theory, developed by Luttinger
and Kohn [113], and Kane [114].
Rashba spin-orbit coupling
We start by discussing the exemplary case of the GaAs/GaAlAs semiconductor het-
erostructure [115–118]. In semiconductors, spin-orbit coupling is responsible for a
splitting of p-orbital electron states with angular momentum j = 3/2 and j = 1/2,
see Fig. 3.1. The associated spin-orbit splitting ∆SO is small in the sense that
∆SO  εF . (3.1)
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FIG. 3.1.: Sketch of the band structure of GaAs around the Γ point. The conduction
band (s) and the valence bands (p) are split by the fundamental gapEg. There
exists another energy gap due to spin-orbit coupling, ∆0, for the p-orbital
electron states between the heavy/light hole bands and the split-off band [42].
GaAs/GaAlAs and similar heterostructures can be described as a quantum well with
few energy states which are separated well enough such that the system can be treated
as a two-dimensional electron gas. Of particular interest are asymmetrically doped het-
erostructures which exhibit Rashba spin-orbit coupling in consequence of an asymmet-
ric quantum well, cf. Fig. 3.2. Assuming the structural asymmetry along z direction, the




(p̂× σ) · ez , (3.2)
where ez is the unit vector along z and α is the Rashba parameter. We remark that the











(p̂× σ) · ez . (3.3)
for the asymmetric potential V (z) in the quantum well for the conduction band. Real-











FIG. 3.2.: Example for an asymmertically doped GaAs/GaAlAs heterostructure and a
qualitative outline of the condution band profile with indicated subband ener-
gies (red dotted lines) and Fermi energy (dashed line). For a quantitative plot
of the conduction band profile see Ref. 118.
Instead, the effective 2× 2 Hamiltonian ĤR can be obtained by a multi-band analysis at
the Γ point by applying Löwdin partitioning to the 8 × 8 subband Hamiltonian which
describes the four bands depicted in Fig. 3.1, see Ref. 42 for details. As a result, the
Rashba parameter is determined by the asymmetry potential in the valance band and by
material parameters of the semiconductors such as Eg and ∆0, see Fig. 3.1.
The Hamiltonian (3.2) can be connected to the SU(2) vector potential in the Hamil-
tonian (2.112) by




and the other components being zero. The associated spin-orbit splitting is given by
∆SO = 2αpF/~; for the Rashba parameter of a typical semiconductor quantum well, we
thus have
α ~vF , (3.5)
where vF = pF/m is the Fermi velocity. Note that condition (3.5) is necessary for em-
ploying the gradient expansion in order to obtain the Boltzmann equation, see Sec. 2.4.
The values of the Rashba parameter of semiconductor quantum wells are typically in
the range of a few 10 meV Å [119–121]. In addition to semiconductor heterostructures,
a Rashba-like spin-orbit coupling due to a structure inversion asymmetry can also be
found in single-crystalline Pt thin films [122] and surface alloys like Bi/Ag or Bi/Si
[123, 124] which show rather large Rashba parameters, α ∼ 1 eV Å. Recently, new
types of three-dimensional materials have been found which also host a strong Rashba
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field. The so-called 3D Rashba metals BiTeX (X = Br, I) [79–81], GeTe [82, 83],
and CH3 N H3 Pb X3 (X = Br, I) [84] offer new and very promising perspectives in
spintronics, not only due to their large Rashba coefficient up to ∼ 10 eV Å, but also due
to the possibility of tuning the Fermi energy to values larger or smaller than the Rashba
splitting ∆SO [125]. In contrast to their 2D counterparts, the Rashba spin-orbit coupling
in 3D Rashba metals is present also in bulk materials, as it does not have its origin in
the geometry of the sample but in the noncentrosymmetric crystal structure.
Next, we discuss the Dyakonov-Perel spin relaxation mechanism [126]. Note that
the Rashba spin-orbit coupling acts as a momentum-dependent effective magnetic field
around which the spin of an electron precesses. In diffusive transport, the momentum
dependence of the Rashba spin-orbit field thus leads to a decay of spin polarization, i.e.,





 1 , (3.6)
as considered in the following, the Boltzmann equation (2.154) leads to the Dyakonov-









where D = v2F τ/d is the diffusion constant with d = 2, 3 representing the dimen-
sionality. According to condition (3.6), the Dyakonov-Perel relaxation time obeys





In Sec. 2.5 we have already introduced the Elliott-Yafet spin relaxation mechanism due
to spin-orbit coupling with impurities. One particular goal of this paragraph is to briefly
discuss some physical implications of the Elliott-Yafet collision operator. In addition,
we would like to mention two other extrinsic mechanisms, side-jump and skew scatter-
ing [127]. The relevant self-energy diagrams are depicted in Fig. 3.3.




FIG. 3.3.: The impurity averaged self-energy diagrams which account for Elliott-Yafet
spin relaxation (a), side-jump (b), and skew scattering (c).











The spin diffusion length associated with Elliott-Yafet relaxation is given by ls =√
Dτs. Furthermore, as already mentioned in Sec. 2.5, the Elliott-Yafet spin relax-
ation is anisotropic, meaning that the z component of the spin density is preserved in
the strictly two-dimensional case, described by the matrix Γ = diag(1, 1, 0). For a
three-dimensional electron gas, an isotropic spin relaxation is obtained as can be seen
by keeping the z component of the momentum in Eq. (2.181) and below.1 Hence, in
order to account for the transition between two dimensions and three dimensions, as
considered in Chap. 4, we introduce a phenomenological parameter 0 ≤ ζ ≤ 1 in the
anisotropy matrix,
Γ =
1 0 00 1 0
0 0 ζ
 . (3.9)
Comparing the size of the Elliott-Yafet relaxation with the Dyakonov-Perel relaxation,






which will be used in Chaps. 4 and 5.
1Besides the fact that Elliott-Yafet spin relaxation becomes isotropic in the three-dimensional case, also
the numerical value of 1/τs differs slightly from the two-dimensional case as a consequence of the
dimensionality when performing the angular average, see also App. G.1.
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FIG. 3.4.: Schematic picture of the classical trajectories for scattering of spin-up (↑)
and spin-down (↓) electrons with side-jump (a) and skew scattering (b) at a
spherical potential [131].
In Chap. 6 we consider a bulk Rashba metal, and thus extend the system to a third spa-
tial dimension and furthermore assume a mass anisotropy. In this case, the anisotropy
parameter ζ of the Elliott-Yafet mechanism appearing in Eq. (3.9) is directly determined
by the mass anisotropy.
In the following, we present a short introduction to the side-jump and skew scattering
mechanisms. In Sec. 2.5, we have already mentioned that side-jump scattering can be
described by the self-energy diagram (b) in Fig. 3.3. The name of this spin-dependent
scattering has its origin in the semiclassical treatment of an electron-impurity collision
process. As depicted in Fig. 3.4 (a), an electron described by a wave packet is displaced




∆p× σ , (3.11)
where ∆p is the momentum picked up by the electron during the collision with the
impurity [128–130]. Under the action of an electric field E, the momentum change, on
average, is proportional to the electric field, ∆p ∼ E. Thus, the spatial displacement
given by Eq. (3.11) is orthogonal to the electric field which in turn leads to a spin
current and an additional contribution to the spin Hall effect [2, 131]. A more detailed
investigation of this contribution and its extension to spin-thermoelectric effects within
the SU(2) Boltzmann theory is given, for instance, in Refs. 69 and 17, respectively.
A further spin-dependent scattering process, skew scattering [131–134], can be taken
into account within the SU(2) Boltzmann theory [69]. The corresponding impurity av-
eraged self-energy, diagrammatically depicted in Fig. 3.3 (c), requires the third moment
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of the random potential, 〈V (q1)V (q2)V (q3)〉imp = niv30δ(q1 + q2 + q3) to be nonzero.
Skew scattering is therefore not captured within the Born approximation [127]. The
physical mechanism can be explained qualitatively for a two-dimensional system: for a
spherical single impurity potential, the spin-orbit Hamiltonian is essentially the product
of the orbital and spin angular momentum, Lz and σz. Thus, Lz and σz are conserved
and since the scattering cross section (beyond Born approximation) depends on the rel-
ative sign of Lz and σz, spin-up electrons are scattered more strongly into states with
Lz > 0 than into states with Lz < 0. For spin-down electrons we have the opposite sit-
uation. Altogether, this results in a different scattering angle for spin-up and spin-down
electrons. A qualitative picture of a skew scattering process is given in Fig. 3.4 (b).







In this case, the spin Hall effect is dominated by the Rashba spin-orbit coupling. This












where σsHint = eτ/4π~τDP accounts for the Rashba contribution, σsHsj = eεFN0λ2/2~ for
the side-jump contribution, and σsHss ∼ εFτσsHsj /~ for the skew-scattering contribution
[131]. Condition (3.12), together with ~/τ  εF, then leads to σsHsj  σsHss  σsHint
such that side-jump and skew scattering can be neglected. However, it is still necessary
to take extrinsic spin-orbit coupling, via the Elliott-Yafet spin relaxation mechanism,
into account, since its absence (τs → ∞ in Eq. (3.13)) leads to a vanishing of the total
spin Hall conductivity in the disordered Rashba system. Note that this vanishing is not
trivial and has been intensely debated [12], in particular with regard to the prediction of
a universal value σsH0 = e/8π~ for the spin Hall conductivity in a clean Rashba system
[135]. However, disorder in a Rashba system leads to a cancellation of a reactive and
a dissipative contribution, with the dissipative part resulting from vertex corrections for
the velocity vertex in the Kubo formalism [136, 137]. For the effect of disorder on the
spin Hall effect we refer, for instance, to Ref. 69.
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FIG. 3.5.: Schematic picture of the geometry considered in Chap. 4. The Rashba elec-
tron gas is sandwiched between a ferromagnet and a nonmagnetic substrate.
3.2. Proximity induced magnetization
In Chap. 4 we consider the geometry as depicted in Fig. 3.5. The Rashba system can
either be a two-dimensional electron gas at an interface of a heterostructure or a thin
metallic film [122, 138, 139]. For sufficiently thin films of heavy metals like Pt or Pd, it
is known that they can be magnetized due to the magnetic proximity effect [140–142].
In either case, it is possible to treat the Rashba system as a ferromagnetic conductor.
Metallic ferromagnetism can be conveniently described within the s-d model [143],
which assumes that the itinerant “s” states are coupled to the localized magnetic “d”
states. Strictly speaking, the labels “s” and “d” are not correct since the “s” and “d”
states are not necessarily associated with particular s and d orbital states, respectively.
For instance, in 3d metals such as Co, the “s” states represent the 4s and 4p states and
the “d” states the 3d states, whereas for 4f metals, the “s” states denote the 5d, 6s, and
6p states and the “d” states are the 4f states. Figure 3.6 shows a qualitative sketch of
the band structures of this model and a more realistic band structure of face-centered
cubic Co.2 Comparing the realistic band structure (b) to the band structure of the s-d
model (a), we see that the s and p bands hybridize with the d bands such that the d
2The electronic structure calculations of Co with lattice constant 3.548 Å were performed in the
framework of density functional theory by Wilhelm H. Appelt (private communication). The full-
potential augmented-plane wave approach, implemented in ELK, has been used as a basis set
(http://elk.sourceforge.net). Exchange and correlation effects were treated with the local density ap-
proximation [144]. Spin-orbit effects were neglected and the regular 16 × 16 × 16 Monkhorst-Pack
grid for the Brillouin-zone integration was used [145].
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FIG. 3.6.: Comparison of the band structures of the s-d model (a) with a band structure
calculated employing the local spin density approximation for face-centered
cubic Co (b). The majority (minority) band is depicted by a red solid (blue
dashed) line. In panel (b) the bandwidth of the minority and majority d bands
are represented by a blue and red shaded area, respectively, and the difference
of the bandwidths gives the exchange splitting.
bands generally cannot be considered as localized [146, 147]. Nevertheless, since the
realistic situation is far too complex to capture it with an effective Hamiltonian, we stick
to the s-d model as our model of choice. Due to the proximity induced magnetization
in the Rashba system, we assume that the localized “d” states follow the magnetization
direction n of the attached ferromagnet. The corresponding Hamiltonian reads




where ∆XC is the exchange splitting. In the SU(2) language, introduced in Sec. 2.4, the
SU(2) scalar potential is therefore given by
Ψ(r, t) = ∆XCn(r, t) . (3.15)
The precise value of the proximity induced exchange splitting ∆XC depends on the inter-
face and on the material properties of the various layers. In this work, we assume a large
exchange splitting [142] compared to the disorder broadening, ∆XC  ~/τ . Together
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Here, we have introduced the spin torque parameters βs and βDP, which will appear
repeatedly in Chap. 4.
3.3. Spin-transfer torque
In the treatment of the spin Hall magnetoresistance in Chaps. 5 and 6, the spin-transfer
torque [76, 146, 148] plays a central role since it allows to control the amount of spin
current flowing across a ferromagnet/normal-metal interface. The concept of the spin-
transfer torque was first introduced by Slonczewski [74] and Berger [149] in 1996 by
considering a ferromagnetic-metal/normal-metal/ferromagnetic-metal multilayer, or ex-
plicitly, in the case of Ref. 74 a Co/Cu/Co multilayer as depicted in Fig. 3.7.
In order to elucidate the physical origin of the spin-transfer torque, let us consider the
spin-polarized current which flows into the right ferromagnetic metal shown in Fig. 3.7.
The spins of the electrons entering the ferromagnet eventually align along the magne-
tization axis of the ferromagnet, and since the exchange interaction is spin conserving,
the transversal component of the spin of the incident electrons must be transferred to
the total spin angular momentum of the ferromagnet. In other words, the spin-polarized
current exerts a torque on the ferromagnet, hence the name spin-transfer torque for the
described phenomenon.
The setup depicted in Fig. 3.7 is the typical framework for an irreversible electrical
switching of the magnetization. By measuring current-induced resistance changes, a
first experimental investigation of the spin-transfer torque was presented by Tsoi et al.
in 1998 [150], followed by the observation of a complete current-induced magnetization
reversal shortly afterwards in 1999 and 2000 [151, 152]. See, for instance, Ref. 148 for
a review.
As mentioned above, the spin-transfer torque can also be used to control the spin
current flowing across a normal-metal/ferromagnet interface, and can thus be employed







FIG. 3.7.: Visualization of the spin-transfer torque for a Co/Cu/Co multilayer as dis-
cussed in Ref. 74. An electric current flows through the first Co layer (FM1)
and is polarized along the magnetization direction n1 of FM1 when flowing
into the Cu layer. When the spin-polarized current enters the second Co layer
(FM2) the spin of the current will align along the magnetization axis n2 of
FM2 with the transverese component of the spin polarization being trans-
ferred to the total spin of FM2 (spin-transfer torque).
Assuming that the interface lies in the xz plane, the boundary condition for the spin
current in y direction reads [153, 154]






n× s(y = 0)
)
+ g↑↓i n× s(y = 0)
]
, (3.17)
where s is the spin density. Here, g↑↓r (g
↑↓
i ) is the real (imaginary) part of the spin mixing












where Aint is the area of the normal-metal/ferromagnet interface, and r↑mn (r
↓
mn) is the
reflection amplitude for spin up (down) electrons scattered from quantum channel n
to quantum channel m.3 Note that the spin-mixing conductance remains finite even
3In the literature, sometimes g↑↓ is denoted as “spin mixing conductance,” and sometimes G↑↓ (as
originally introduced by Slonzcewksi [154]). The relation simply is: G↑↓ = (e2/h)g↑↓.
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when the transmission coefficients vanish. Thus, Eq. (3.17) can also be employed for
magnetic insulators like Yttrium Iron Garnet (YIG) [155].
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Spin-charge dynamics driven by a
time-dependent magnetization
In this chapter, the studies on spin-charge coupled dynamics in a thin, magnetized metal-
lic system as published in Ref. 28 are presented. We consider a general inversion-
asymmetric substrate/normal-metal/magnet structure as shown in Fig. 3.5, with the
magnet inducing a dynamical magnetic texture via the proximity effect, see Sec. 3.2.
This magnetic texture, together with Rashba spin-orbit coupling, in turn leads to an ef-
fective driving force acting on the charge carriers. In particular, we identify a new term
in the effective force, labeled as ‘inverse spin filter’ contribution, which depends on ζ ,
the anisotropy parameter in the Elliott-Yafet relaxation, see Eq. (3.9). Furthermore, we
discuss the spin pumping configuration of typical experimental setups in order to shed
light on the physical meaning of the various contributions, in particular, in the two-di-
mensional limit where the spin galvanic effect tends to dominate the DC voltage due to
the effective force.
Let us briefly discuss the setup, schematically depicted in Fig. 4.1 together with a pos-
sible experimental realization. Although determining the value of the physical parame-
ters which enter the s-d Hamiltonian (3.14), the precise nature of the magnetic system
(ferro- or ferrimagnet, magnetic insulator) is insignificant for our purposes. Similarly,
the substrate may be an ordinary structureless insulator, possibly vacuum, also con-
tributing to an effective Rashba spin-orbit coupling in the normal metal due to inversion
symmetry breaking.
Concerning the normal metal, we assume a free electron gas of thickness tm with
static impurities, implying an Elliott-Yafet spin relaxation in the 2D to 3D crossover
regime as described in Sec. 3.1. We remark that in this context ‘2D’ or ‘3D’ does not
refer to the electron motion. Instead, 2D (3D) is meant in the sense that tm is small
(large) compared to the spin relaxation length ls =
√
Dτs. Regarding transport within
the normal metal, we assume the frequency of the magnetization ω to be small compared











FIG. 4.1.: A sketch of the considered setup. The magnetization n(r, t) on the left is
exemplarily illustrated as a Néel domain wall. The right picture shows a pos-
sible experimental realization of the setup, where the spin-charge dynamics
in the 2D electron gas, formed at the Fe/GaAs interface, can be driven by a
time-dependent Fe magnetization.
to the spin-flip rate,
ωτs  1, (4.1)
which corresponds to the typical adiabatic pumping regime. Furthermore, we assume
the diffusive regime,
ωτ  1 ,
ql 1 , (4.2)
where l = vFτ is the mean free path and q is the typical wave vector of the magnetic
texture. We recall that the hierarchy of energy scales as defined in relation (3.16) is still
valid.
By employing the explicit expressions for the SU(2) vector and scalar potentials,
Eqs. (3.4) and (3.15), the i-th component of the generalized force in the Boltzmann
equation, Eq. (2.157), reads










Here, the i-th component of the covariant derivative ∇̃i in the 3D-subspace is defined
by





4.1. Spin-charge coupled dynamics
where we have introduced the notation for an antisymmetric matrix
[v]× =
 0 −v3 v2v3 0 −v1
−v2 v1 0
 , (4.5)
which corresponds to a cross product in the sense that [v]×b = v× b for arbitrary vec-
tors v = (v1, v2, v3) and b. Similarly, the covariant time derivative in the 3D-subspace
is given by




4.1. Spin-charge coupled dynamics
In this section, we present the coupled equations for the electron density, the charge

























Here, lower indices denote the spatial component, while upper indices refer to the po-
larization. Throughout the remaining text, the spin current appears also written as a
boldface vector consisting of the three components which are not explicitly marked as
an index.
Spin sector
First, let us remark that the magnetization leads to a finite spin density even in equilib-
rium. Thus, the spin density takes the form
s = seq + δs , (4.11)
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where seq = (N0∆XC/2)n is the equilibrium part of s which follows the magnetization
adiabatically, whereas δs accounts for the dynamics of the itinerant electrons, which is
typically much faster than the magnetization dynamics. Analogously, it is convenient to
split the spin distribution function






The spin sector is now obtained by multiplying the Boltzmann equation (2.153) with
the Pauli vector σ and performing the trace, leading to a 3 × 3 matrix equation in f .
Furthermore, employing the above splitting, the Boltzmann equation in the spin sector
can be written as
Mδf = N 〈δf〉+ S , (4.13)
with
M = 1 +
τ
2τs















Here, we have also assumed 〈f 0〉 ' f 0eq and f 0 ' 〈f 0〉, where the latter assumption is
motivated by the circumstance that small deviations of f 0 from its angular average are
at least first order in the electric field E or the magnetic texture, i.e.,∇in or ṅ.
Integrating Eq. (4.13) over the momentum yields1






In the following, we consider the quasiadiabatic limit, i.e., τs∂tδs  δs and τs∂tδs 
ζδs. In this case, the Boltzmann equation in the spin sector (4.13) can be solved for the
nonequilibrium spin density straightforwardly,
δs = (δs)n + (δs)js , (4.18)
1Equations for the spin density which have a continuity-equation-like form with a covariant time deriva-
tive such as Eq. 4.17 can be used as starting point for the derivation of a Landau-Lifshitz-Gilbert
equation, see App. D.
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Note that the split in Eq. (4.18) is only of technical nature since the spin current itself
depends on the spin density which has to be considered when explicitly solving for the
spin density from Eq. (4.17) in terms of the magnetization.
Next, we consider the diffusive regime and calculate the spin current. To do so, we
rewrite the matrix M in Eq. (4.13) as follows:





















The diffusive regime allows us to approximate (1+ξ)−1 ' 1−ξ, and solving Eq. (4.13)
for δf yields





Multiplying with pi/m, and integrating over the momentum, then yields the spin current
ji = (ji)n + (ji)s , (4.25)
which we split analogously to the spin density, cf. Eq. (4.18), into one part originating




M−1∇̃iM−1 ṅ , (4.26)
and one part which arises from the spin density,
(ji)s = −DM−1∇̃iM−1δs . (4.27)
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Effective force
Fi = (Fi)s + (Fi)js
Spin density
δs = (δs)n + (δs)js
Spin current
ji = (ji)n + (ji)s
Magnetization
FIG. 4.2.: Overview of the various contributions, and their interrelation, to the effective
force.
Charge sector
Similarly to the spin sector, the charge sector is obtained by performing the trace over
the Boltzmann equation (2.153). A multiplication with the momentum and a subsequent
momentum integration yields




where σD = nτe2/m is the Drude conductivity. Here, we have introduced an effective
force Fi which accounts for contributions of both the nonequilibrium part of the spin
density and the spin current,
Fi = (Fi)s + (Fi)js . (4.29)
The contributions to the effective force from spin densities, (Fi)s, and spin currents,
(Fi)js , as well as their interrelations, are schematically depicted in Fig. 4.2. Apparently,
(Fi)s is associated with the spin galvanic effect, and (Fi)js with the inverse spin Hall























where nζ = Γn. As discussed in connection with Eq. (2.200), the A,Ψ part of the
Elliott Yafet collision operator is responsible for the appearance of solely the nonequi-
librium part of the spin density and not the whole spin density in the second term on the
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r.h.s. of Eq. (4.30). Furthermore, we divide
(Fi)s = (Fi)s,n + (Fi)s,js (4.32)
into contributions (Fi)s,n and (Fi)s,js , arising from (δs)n and (δs)js , respectively. The
two contributions have the same form as (Fi)s in Eq. (4.30), but with δs being replaced
by (δs)n and (δs)js , respectively. Similarly, the spin current part of the effective force,
Eq. (4.31), will be further split
(Fi)js = (Fi)js,n + (Fi)js,s , (4.33)
where ji is replaced by (ji)n and (ji)s in (Fi)js in order to obtain (Fi)js,n and (Fi)js,s,
respectively. The idea behind this separation is to indicate the respective origins of the
force via the subscripts. In the following, we shall therefore express the effective force
in terms of ṅ and (jai )n, respectively.
The contribution (Fi)s,n








nζ × ṅ− βsζΓ−1ṅ
]
. (4.34)















(n · nζ) ez × ṅ + βsez ×
(






In the case ζ = 1, Eq. (4.35) coincides with Eq. (11) in Ref. 156; see also Refs. 71, 157–
161 for preceding work. We recall that, regarding the spin-flip relaxation, the parameter
ζ describes the anisotropy and that ζ = 1 corresponds to the isotropic case. To the best
of our knowledge, such an anisotropy (ζ < 1) was first explicitly taken into account in
Ref. 28. However, it is necessary to include this effect since experiments on thin films
typically deal with samples on the scale of a few nanometers, hence the thickness is on
the same length scale as the spin relaxation length ls.
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The contributions (Fi)s,js and (Fi)js,n (homogeneous case)
In the following, we assume a spatially homogeneous situation, i.e., ∇̃i ≈ −(1/~)[Ai]×
in Eqs. (4.20) and (4.30). We consider this case, first due to the sake of simplicity, and
second in order to focus on the Rashba contribution with the motivation to show the
competition between the spin galvanic effect and the (in-plane) inverse spin Hall effect.
Up to first order in the spin torque parameters, the effective force contribution (Fi)s,js





















































a)n − na (jza)n
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The first term on the r.h.s. of Eq. (4.38) results from a non-trivial interplay of these two
‘origins’, spin density versus spin current, since the first term on the r.h.s. of Eq. (4.36)
is canceled to some extent by the first term on the r.h.s. of Eq. (4.37). This demonstrates
once more that the interplay between the spin galvanic effect and the inverse spin Hall
effect is non-trivial.
Discussion: effective forces
We remark the general validity of the above expressions, Eqs. (4.30) and (4.31), ob-
tained by properly integrating the kinetic equation. Let us comment on the relation of
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these equations to previous results before continuing with discussing the spin pumping
configuration (Sec. 4.2). First, in the isotropic case (ζ = 1) and with vanishing Rashba




[n× ṅ− βsṅ] (4.39)
inserted into Eq. (4.30) leads to a force term which agrees with the result given in
Ref. 71. Second, neglecting the spin current contribution to δs in Eq. (4.20), includ-
ing the Rashba contribution, and again for ζ = 1, Eq. (4.30) reduces to Eq. (11) in
Ref. 156. Third, the first term on the r.h.s. of Eq. (4.31), arising due to Rashba spin-
orbit coupling, describes the inverse spin Hall effect: a spin current in the xy plane and
polarized in z direction generates an in-plane charge current which flows perpendicular
to the spin current direction, ∼ jz × ez, cf. Ref. 24.
However, we remark that the various terms are not independent from each other. In
particular, as already pointed out in Ref. 69, the interplay of Rashba coupling and Elliott-
Yafet relaxation implies a close relation between spin density and spin current. This










The total effective force in this situation, based on the latter equation, can be related
to the one discussed in Ref. 66, see Eq. (12) therein. In addition, considering the limit
∆XC → 0, leaves only the second term in Eq. (4.30) and the first term in Eq. (4.31), while
the latter can be readily identified with the ‘Hall-like’ force in Ref. 66. However, our
result appears to be larger by a factor of two since the contributions ∼ A and ∼ Ψ ·Ai
to the Elliott-Yafet collision operator, Eq. (2.200), result in an additional, previously
unknown term [28], the second term on the r.h.s. of Eq. (4.30). Further differences
become apparent for finite ∆XC.
Finally, let us focus on the second term on the r.h.s. of Eq. (4.31). Since it describes
a force arising from a spin current which is polarized parallel to the magnetization
(roughly speaking), we denote this term as ‘inverse spin filter’ force, its strength be-
ing ∼ τ−1s . To the best of our knowledge, such a term was first explicitly considered in
Ref. 28 as a result from the new IΨEY contribution of the total Elliott-Yafet collision oper-
ator, see Eq. (2.200). However, in case of a non-zero ζ it can be related to the anomalous
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Hall effect: imagine a spin current jzy created via the spin Hall effect by an electric field
in x direction. This spin current in turn induces a charge current in y direction via the
inverse spin filter term. In this context, see also the discussions in Refs. 162 and 142.
4.2. Spin pumping configuration
In this section, we consider a homogeneous magnetization which precesses with a cone
angle θ and angular frequency ω about an axis fixed by an external static and homoge-





 cos θsin θ cosωt
sin θ sinωt
 , (4.41)
where Rφ is a rotation matrix around the z-axis,
Rφ =
cosφ − sinφ 0sinφ cosφ 0
0 0 1
 , (4.42)
with φ describing the angle between the x axis and the cone axis, see Fig. 4.3.
In order to determine the electric field along these directions, we furthermore assume
open circuit conditions in x and y direction. Note that we can expect the particle current
to be homogeneous since the driving source, the magnetization, is also homogeneous.
Thus, together with the open circuit condition, we consider jx,y = 0 in the whole sample.





According to Ref. 69 the spin Hall conductivity in the limit τs  τDP can be expressed





2Experimentally, the setup employed to excite the magnetization dynamics has to be carefully chosen,
see the discussion in Ref. 49.
3The result given here can be obtained from Eq. (36) in Ref. 69 for τs  τDP, and by disregarding
side-jump and skew scattering contributions. According to Ref. 69, the spin Hall conductivity is then














FIG. 4.3.: (a) The setup under investigation, a metallic film on top of a magnetic mate-
rial (shown in blue). (b) Sketch of the conical precession of the magnetiza-
tion, defining the angles θ and φ.
where we have introduced the spin Hall angle θsH = 2eσsH0 /σD, which is of the order of
magnitude∼ ~/εFτs. Our aim is to study the DC contribution to the electric field, hence
we average Eq. (4.44) with respect to time.
Before performing the time average, let us explicitly consider the x component of the
effective force. It is given as the sum of the x component of Eqs. (4.35) and (4.38), as





ṅy + βs (1 + ζ) (n× ṅ)y
]
, (4.45)





































Note that the cone angle θ is usually small [48]. Thus, we have approximated n2ζ ' 1
and nζ · n ' 1 in order to derive Eqs. (4.45) and (4.46). For the same reason, we also
allow only terms up to sin2 θ when performing the time average. Thus, the first term on
the r.h.s. of Eq. (4.46), which has its origin in the interplay of the spin density and the
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is at least proportional to ṅz, see





is at least of order ∼ sin4 θ.




























nζ · jx . (4.50)
Here, F (A)x can be related to the inverse spin Hall effect since it originates in the first
term on the r.h.s. of Eq. (4.31), and F (B)x to the spin galvanic effect since it originates
in Eq. (4.30). The last term, F (C)x , is the inverse spin filter force as discussed in the
previous section, i.e., the build-up of an effective force due to the spin current polarized
parallel to the magnetization, or more precisely, parallel to nζ .

























nζ · jy . (4.53)
In the following, we study the electric field in a narrow wire (see Fig. 4.4) that will be
considered in a longitudinal and an orthogonal measurement setup. The wire is assumed
to be ‘narrow’ in such a way that the width of the wire is smaller than the spin diffusion
length ls. Then, the spin current contribution polarized parallel to the magnetization and
flowing orthogonal to the wire vanishes, see App. E.
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Longitudinal measurement
Here, we consider a longitudinal measurement of the electrical field of a narrow wire as
sketched in the left panel of Fig. 4.4. In this case, we find a homogeneous spin current
flowing in x direction. In particular, the spin current has a contribution polarized along
n, giving rise to the inverse spin filter force according to Eq. (4.50). Performing the
time average of Eqs. (4.48)–(4.50) and inserting the results into Eq. (4.44) yields the

























(1− ζ) sinφ sin2 θ , (4.56)
where Fα ≡ ~ω/2lDP. The inverse spin Hall term (A) plays only a minor role for the total
electric field 〈Ex〉t = 〈E(A)x + E(B)x + E(C)x 〉t. We remark that in the two-dimensional
limit, ζ ' 0, the inverse spin filter contribution is of the same order of magnitude as the
spin galvanic term, whereas it vanishes in the three-dimensional limit, ζ = 1.
Orthogonal measurement
Next, we consider the case of an orthogonal measurement, see right panel of Fig. 4.4.
In this case, the contribution given in Eq. (4.53) vanishes since the spin current jy lacks
a contribution parallel to the magnetization (`y  ls). The DC electric field along y






















= 0 , (4.59)
leaving only the spin galvanic term (B) to contribute to the total DC electric field.
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FIG. 4.4.: The top view of the setup is sketched in the bottom part of the figure. Here,
the length is denoted as `x and the width as `y with `y  `x. The top part of
figure shows a qualitative plot of the DC electric fields, 〈eEx〉t and 〈eEy〉t,
for a longitudinal (left) and an orthogonal (right) measurement, respectively.
In both cases we set ζ = 0.
Discussion
Comparing the results for the longitudinal and the orthogonal measurement, we realize
that the signal can be up to 1.5 times larger in the longitudinal measurement in the limit
ζ = 0, see Fig. 4.4. Thus, for a two-dimensional electron gas one should be able to
probe a Rashba-induced spin galvanic effect. Additionally, one can obtain estimates of
α and ζ by comparing samples of different thicknesses.
Recent articles [44, 48, 49, 76] discussed spin pumping and the induced ISHE on the
basis of a spin current jz which flows perpendicular to the interface, i.e., in z direction
into the normal-metal film. This situation differs significantly from the one discussed
here and in Ref. 28 with this particular spin current being zero, jz = 0. Nevertheless,
the electric field estimated in such a way [48] shows the same angular-dependence of
the magnetization as our result:
Ref. 48 ⇒ Ex ∼ Fg↑↓ sinφ sin2 θ , (4.60)
Eq. (4.55) ⇒ Ex ∼ Fα sinφ sin2 θ . (4.61)
Comparing the relevant forces, Fg↑↓ = e2ωg↑↓/4σD and Fα, for reasonable parameter
values, g↑↓ ≈ 2.1× 1019 m−2 and σD ≈ 2.4× 106 Ω−1 m−1 for a Pt film [48], we find
the forces to be of the same order of magnitude for α ≈ 0.3 eV Å. Therefore, as stated
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in Ref. 28, it is important to take the spin galvanic contribution, as well as the inverse
spin filter effect, into account when interpreting experiments where Rashba-induced
spin currents and spin accumulations are likely to exist.
4.3. Conclusions
In this chapter, we have presented our findings [28] on the spin-charge coupled dynamics
in a magnetized thin metallic film with Rashba spin-orbit coupling.
We have found significant modifications of the kinetic equations which describe spin
and charge transport. These modifications are due to the very general form of the Elliott-
Yafet collision operator, presented in Sec. 2.5, which results in anisotropic spin-flip pro-
cesses. Analyzing the charge sector of the Boltzmann equation, we have derived a very
general form of an effective force acting on the charge carriers due to a time-dependent
magnetic texture. The various contributions to the effective force and their respective
relation to the inverse spin Hall effect and the spin galvanic effect have been discussed
in detail, as well as a new contribution, denoted as ‘inverse spin filter’ contribution.
In order to illustrate the significance of the various contributions, we have applied
the general approach to the particular case of the typical spin pumping configuration
for a narrow wire. It is found that for the generation of an in-plane electric field the
spin galvanic effect is crucial, whereas the in-plane inverse spin Hall effect turns out to
be negligible. However, the additional contribution from the inverse spin filter effect is
found to be of similar magnitude for a longitudinal measurement, while it vanishes for
an orthogonal measurement. This suggests the possibility of determining the strength of
the spin galvanic effect and the spin-orbit coupling parameter—Rashba in our specific
scenario—, as well as probing the anisotropy of the spin-flip relaxation, by performing




Spin Hall magnetoresistance and
spin Nernst magnetothermopower
In this chapter, we present the results published in Ref. 78, where a Rashba two-dimen-
sional electron gas in contact with a ferromagnetic insulator has been considered. Due
to the sensitivity of the boundary conditions with respect to the magnetization direction
it is possible to control spin currents entering the ferromagnet. As a consequence of the
Rashba spin-orbit coupling a bulk inverse spin galvanic effect is present which in turn
leads to a non-trivial and asymmetric angular-dependence of the spin Hall magnetore-
sistance and the spin Nernst magnetothermopower.
The system under consideration consists of a 2DEG in the xy plane with finite width
`y in y direction, and an interface to an insulating ferromagnet at y = 0. An exemplary
realization of the system is sketched in Fig. 5.1. As discussed in Sec. 3.3 one can
control the spin current across the interface by varying the magnetization direction n of
the ferromagnet due to the spin-transfer torque. By recalling Eq. (3.17) the boundary
conditions read





n× s(y = 0)
)
, (5.1)
where in two dimensions g↑↓r has the dimension of an inverse length. We neglect the
imaginary part of the spin mixing conductance and its influence on the spin-transfer
torque since it is estimated to be one to two orders of magnitude smaller compared to the
real part for three-dimensional ferromagnet/metal interfaces [155, 163]. We are aware
that the situation is less obvious in the case of a ferromagnet/2DEG interface. How-
ever, since results concerning the magnitude of the imaginary part of the spin mixing
conductance are not available to the best of our knowledge, we have chosen to neglect
the imaginary part of the spin mixing conductance and its influence on the spin-transfer
torque.
In the literature [12, 77] the resulting spin Hall magnetoresistance due to the boundary
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FIG. 5.1.: Schematic view of a 2DEG, here visualized in grey in a InAlAs/InGaAs
heterostructure, in contact with a ferromagnetic insulator (FM). The In-
AlAs/InGaAs heterostructure is used as an example only: for an experimen-
tal realization the materials need to be chosen so as to minimize upward
band bending at the interface with the FM, which could otherwise deplete
the 2DEG in the FM contact region. Alternatively, single-crystalline Pt thin
films [122] could be used instead of the semiconductor heterostructure.
condition (5.1) is estimated as follows: assuming a spin polarization s ∼ ez generated
by an electrical field E = Exex, one obtains a spin current jy ∼ n× (n×ez), according
to the boundary condition. This spin current in turn induces an additional electrical field
E ∼ ey × jy with a magnetization dependence Ex ∼ 1−n2z due to the inverse spin Hall
effect. Thus, considering a magnetization within the yz plane, n = (0, cosφ, sinφ),
the resulting spin Hall magnetoresistance signal as function of φ should be symmetric
around φ = π/2. The above argumentation is the standard explanation of the spin Hall
magnetoresistance observed in thin heavy-metal films deposited on ferromagnetic insu-
lators [50, 54, 55]. However, taking into account an additional in-plane spin polarization
sy due to the inverse spin galvanic effect, it is obvious from Eq. (5.1) that the resulting
spin Hall magnetoresistance signal does not necessarily have this symmetry property.
In the following we consider the static case, i.e., ∂tf = 0 in the Boltzmann equation
(2.153). With an electric field Exex and taking into account Rashba spin-orbit coupling,
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the SU(2) Lorentz force, Eq. (2.157), is given by





5.1. Linear response in the spin sector
Similarly to Chap. 4, we first consider the spin sector of the (static) Boltzmann equation,
here with the aim to discuss the spin Hall effect and the inverse spin galvanic effect
due to an electrical field applied along the x direction. The system is assumed to be
homogeneous in x direction but inhomogeneous in y direction due to the presence of
boundaries. For a magnetization n = (0, cosφ, sinφ) it is possible to restrict ourselves
to the y and z components of the spin current since the boundary condition (5.1) for
the x component of s and jy is decoupled from the y and z components. As derived
























Once Eqs. (5.3) and (5.4) are solved it is straightforward to obtain the spin densities sy
and sz given in terms of the spin currents:











Considering the homogeneous case Eqs. (5.3)–(5.6) are solved by
jyy = s











The corresponding transport coefficients, the bulk spin Hall conductivity σsH0 and bulk








































FIG. 5.2.: Spatial profile of the spin currents, (a), and the spin polarizations, (b), for
symmetric boundary conditions (g↑↓r = 0); `y/lDP = 15, τs/τDP = 10.
From Eqs. (5.8) and (5.9) we see that the spin Hall effect vanishes in the limit τs →∞,
while the inverse spin galvanic effect is absent in the case τs = τDP. Note that the latter
is no longer the case when side-jump or skew scattering are included [99].
Next, we discuss the influence of the boundary conditions. First, the spatial profile
of the spin polarization and the spin currents will be investigated, and second we de-
termine the spatial averages of the resulting spin Hall conductivity and the polarization
coefficient as function of the magnetization direction.
Spatial profile
The coupled differential equations (5.3)–(5.6) can be solved under given appropriate
boundary conditions both analytically, see App. F.1, and numerically. First, we consider
a symmetric setup with jy(0) = jy(`y) = 0, which corresponds to an isolated stripe of
width `y. The vanishing of the normal component of the spin current can be justified
from the Boltzmann equation when assuming spin-conserving scattering, see Ref. 164.
Second, we consider asymmetric boundary conditions, with jy(`y) = 0 and jy(0) given
in Eq. (5.1), which corresponds to the setup with a ferromagnetic insulator attached to
the “left” side (y = 0) of the stripe. Apparently, by setting g↑↓r = 0 the symmetric
boundary conditions are recovered.
The spatial profile of the spin currents and the spin polarizations for symmetric
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FIG. 5.3.: Spatial profile of the spin current jzy , (a), and the spin polarization s
y, (b), for
asymmetric boundary conditions with g↑↓r ατDP/~ = 10 and φ = 0, π/2. The
parameters `y/lDP and τs/τDP are the same as in Fig. 5.2.
boundary conditions is shown in Fig. 5.2. As seen from panel (a) the spin currents
exhibit the symmetry jyy (y) = −jyy (`y − y) and jzy(y) = jzy(`y − y), which is consis-
tent with Eqs. (5.3) and (5.4). Analogously, panel (b) shows sy(y) = sy(`y − y) and
sz(y) = −sz(`y − y) according to Eqs. (5.5) and (5.6). Note that the influence of the
boundaries is restricted to a range of ∼ 3 lDP. Therefore, assuming larger system sizes it
is justified to solve the diffusion equations for a semi-infinite system, see App. F.2. In
this case, we obtain
jyy =
jz0








exp (−q−y) sin(q+y) , (5.10)
jzy = j
z
























and |q|2 = q2+ + q2−. The symmetrized analytical result deviates by less than 10−5 from
the numerical data shown in Fig. 5.2, and even for `y ≈ 5lDP analytical and numerical
results are still in fair agreement.
In the case of the asymmetric setup with the boundary condition to the ferromagnet
given by Eq. (5.1), we assume that the magnetization direction n lies within the yz plane
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and is parametrized by n = (0, cosφ, sinφ). The spatial profile of the spin current jzy
and the spin polarization sy for two orientations of the ferromagnetic polarization, φ = 0
and φ = π/2, is depicted in Fig. 5.3. A remarkable feature is the hump of jzy close to the
left boundary for φ = π/2. Due to this hump the spin current averaged over the whole
system can be enhanced compared to the average spin current in the φ = 0 case, even
though the spin current vanishes at the interface. The implications of this observation
will be discussed in the following.
Spatial averages
Here, we examine the spatial averages of the spin polarization sy and the spin current jzy ,
from which we define an averaged spin Hall conductivity and polarization coefficient,
respectively. In particular, we focus on their dependence on the polarization angle φ of
the attached ferromagnet. For a stripe of width `y, the spatial averages of sy and jzy , and












dy jzy = σsEEx . (5.14)
The subscript “sE” indicates the linear response of the spin (current or polarization) to
an applied electrical field. Similarly, in Sec. 5.2, the linear spin response to a tempera-
ture gradient will be labeled by “sT”.
The averaged spin Hall conductivity and the averaged polarization coefficient nor-
malized to their respective bulk values versus the magnetization angle φ for `y/lDP = 10
and various values of the spin mixing conductance g↑↓r are shown in Fig. 5.4. The aver-
aged spin Hall conductivity, panel (a), increases with increasing g↑↓r for nearly all angles
φ, peaked in the range π/2 . φ . 3π/4, whereas the averaged polarization coefficient,
panel (b), is enhanced or reduced, depending on φ.
Let us compare the numerical results shown in Fig. 5.4 with the analytical result in
the limit `y  lDP. The “ferromagnetic” contribution of the spin current, defined as
∆jzy = j
z
y − jzy(g↑↓r = 0) , (5.15)
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FIG. 5.4.: Averaged spin Hall conductivity, (a), and polarization coefficient, (b), versus
φ, normalized by their respective bulk values, for τs/τDP = 10, `y/lDP = 10,
and g↑↓r ατDP/~ = 0, 0.2, 0.5, 2, 100 from black to blue.
see Eq. (F.27) in App. F.2, yields the ferromagnetic contribution to the spin Hall con-




2 (1 + τs/τDP) j
y
y (0) + 4lDPq−j
z
y(0)
`ylDP|q|2 (2 + l2s |q|2) jz0
. (5.16)
The boundary values of the spin current, jyy (0) and j
z
y(0), that can be controlled by the
magnetization angle φ fully determine ∆σsE. From Eq. (5.1) we see that for φ = 0 the
spin current jyy (0) vanishes and j
z
y(0) ∼ sz(0), while for φ = π/2 the spin current jzy(0)
vanishes and jyy (0) ∼ sy(0). This explains why in the limit τs/τDP  1 the averaged
spin Hall conductivity σsE is enhanced for φ ≈ π/2 compared to φ ≈ 0 as observed in
Fig. 5.4 (a) due to the presence of a nonvanishing in-plane spin polarization sy, i.e., the
inverse spin galvanic effect.
Remarkably, one finds a magnetization angle φ0 ≈ 0.294 where σsE and PsE are both
independent of g↑↓r . The reason for this is that the spin polarization at the interface,
s(g↑↓r = 0, y = 0), is proportional to the magnetization direction n at φ0, and thus the
spin current jy(0) vanishes according to Eq. (5.1), independently of g↑↓r . In the limit
`y  lDP, the analytical result derived in App. F.2 is given by
tanφ0 =
4τDPlDPq−
τs + τDP(1− l2DP|q|2)
, (5.17)
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FIG. 5.5.: Averaged spin Hall conductivity, (a), and polarization coefficient, (b), versus
φ, normalized by their respective bulk values, for τs/τDP = 10, g↑↓r ατDP/~ =
10, and `y/lDP = 0.01, 0.5, 1, 10, 100 from black to blue.
which yields φ0 ≈ 0.2934, very close to the numerical result for `y = 10lDP. Further-
more, there are two more magnetization angles, φ1 ≈ 0.131 and φ2 ≈ 2.37, where σsE
and PsE are also independent of g↑↓r , respectively, as indicated by the arrows in Fig. 5.4.






is fulfilled. On the other hand, from the boundary condition (5.1) we know jy(0) ∼










Even though Eqs. (5.19) and (5.20) are strictly valid only in the limit `y  lDP, for a
system of size `y = 10 lDP the values for φ1 and φ2 obtained from Eqs. (5.19) and (5.20)
are very close to the numerical results.
Figure 5.5 shows the averaged spin Hall conductivity, panel (a), and polarization
coefficient, panel (b), for fixed spin mixing conductance g↑↓r ατDP/~ = 10 and several
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values of `y. Clearly, for very narrow systems, σsE goes to zero due to the vanishing
spin current at y = `y. On the other hand, for very wide systems the influence of the
boundary conditions becomes negligible and thus σsE approaches the bulk value σsH0 . In
between, the averaged spin Hall conductivity depends non-trivially on the magnetization
angle φ. Similarly, the averaged polarization coefficient PsE also approaches its bulk
value for `y  lDP. However, in contrast to σsE, it does not vanish for very narrow
systems. By assuming that spin densities and spin currents depend only linearly on y,
which is justified for `y  lDP, we find that PsE approaches
PsE
P E0
= − τDP(τDP + τs)
(τs − τDP)(τDP + τs tan2 φ)
, (5.21)
which is symmetric around φ = π/2.
5.2. Linear response in the charge sector
Spin signatures (polarization and currents) are notoriously difficult to detect directly in
experiment. Thus, we shall now consider the signals in the charge current associated
with the spin polarization and spin currents in response to an applied electrical field
as discussed in the previous section. In addition, we extend our analysis by includ-
ing also thermal effects, i.e., contributions due to a temperature gradient. In particular,
our discussion focuses on the spin Hall magnetoresistance and the spin Nernst magne-
tothermopower, namely the fingerprint of the magnetization dependent spin Hall and
spin Nernst effect [17] in the conductivity and the thermopower, respectively.
The thermal gradient∇xT is taken into account in terms of the x spatial derivative of











Then, similar to Sec. 4.1, the momentum integrated charge sector of the Boltzmann
equation yields the following expression for the width-averaged charge current in linear
response to an electrical field Ex and a thermal gradient∇xT :
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where S0 = −π2k2BT/(3eεF) is the Seebeck coefficient of the free electron gas. The
corresponding expressions for the spin current and the spin polarization, see App. F.3,
are given by
〈jzy〉y = σsEEx + σsT∇xT , (5.24)
〈sy〉y = PsEEx + PsT∇xT , (5.25)
respectively, where the direct spin Nernst and the direct thermal polarization coefficients
read [17]
σsT = −S0εFσ′sE(εF) , (5.26)
PsT = −S0εFP ′sE(εF) . (5.27)
Apparently, the only ingredients necessary to fully determine the thermoelectric linear
response in the charge sector are the coefficients σsE and PsE, which have already been
investigated in detail in the previous section.
Spin Hall magnetoresistance
In order to describe the spin Hall magnetoresistance we assume a vanishing temperature
gradient,∇xT = 0. The corresponding resistivity, ρ, is defined by
Ex = ρ〈jx〉y . (5.28)
In analogy to Eq. (5.15) we define the ferromagnetic contribution by
∆ρ = ρ− ρ(g↑↓r = 0) (5.29)
in order to focus on the angular dependence. Employing Eq. (5.23) and assuming ∆ρ
ρ(g↑↓r = 0), we obtain













is the ferromagnetic contribution to the conductivity. Analogously, ∆σsE and ∆PsE are
the ferromagnetic contributions to the spin Hall conductivity and the polarization co-
efficient, respectively. At this point we remark that one should be aware of the fact
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FIG. 5.6.: Ferromagnetic contribution to the spin Hall magnetoresistance (SMR) as
function of φ with τs/τDP = 10, ατ/~lDP = 0.01, and g↑↓r ατDP/~ = 10 for
`y = 10 lDP, (a), and `y = lDP, (b). The dashed curves represent the con-
tributions proportional to σsE (red) and PsE (blue), respectively. All data are
normalized by ρD = 1/σD.
that both, ∆σsE and ∆PsE, contribute linearly to ∆ρ. Therefore, the notion “spin Hall”
magnetoresistance might be misleading in a Rashba system as the one we consider.
Nevertheless, it is extremely difficult to distinguish between the spin Hall and the in-
verse spin galvanic contributions in an experiment and thus we shall further use this
terminology.
The ferromagnetic contribution to the resistivity ∆ρ versus the magnetization angle
φ is depicted in Fig. 5.6. Panel (a) corresponds to a wide system and we see that the
spin Hall magnetoresistance is dominated by the spin Hall (σsE) contribution. On the
other hand, in case of a narrow system, (b), both contributions appear equally impor-
tant. Remarkably, at the universal crossing point φ0, that has already been discussed
in the previous section, ∆ρ has a local minimum since the contributions ∼ ∆σsE and
∼ ∆PsE cancel up to linear order. In the limit `y  lDP it is easily possible to verify
this cancellation analytically. Note that by employing Eq. (5.17) the ratio τs/τDP can
be calculated once φ0 is known. Thus, it is in principle possible to extract this ratio
experimentally by measuring φ0.
Finally, let us discuss the special case τs/τDP = 1 where the bulk inverse spin galvanic
effect is absent, see Eq. (5.9). In the limit `y  lDP, the spin Hall magnetoresistance
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2 φ , (5.32)
where ρD = 1/σD, and θsH = 2eσsH0 /σD is the spin Hall angle. Equation (5.32) agrees
with the result given in Ref. 77, which has been derived based on phenomenological spin
diffusion equations in three dimensions. However, for τs 6= τDP the angular dependence
is more complex as discussed above, cf. Fig. 5.6.
Spin Nernst magnetothermopower
In the following, we consider a finite thermal gradient in x direction and study the
spin Nernst magnetothermopower under an open circuit condition, i.e., 〈jx〉y = 0. The
thermopower S is defined by
Ex = S∇xT . (5.33)































is the resistivity corresponding to the spin Hall magnetoresistance as discussed in the
previous subsection. In analogy to Eq. (5.15), we define the ferromagnetic contribution
to the thermopower by
∆S = S − S(g↑↓r = 0) . (5.36)
Keeping only terms linear in σsE and PsE, respectively, it is possible and convenient to
split ∆S into two parts, an electrical part, associated with σsE and PsE, and a thermal
part, associated with σsT and PsT. We obtain
∆S = ∆SsE + ∆SsT (5.37)
with the electrical and thermal parts given by
































































FIG. 5.7.: Ferromagnetic contribution to the spin Nernst magnetothermopower
(SNMTP) as function of φ with τs/τDP = 10, ατ/~lDP = 0.01, and
g↑↓r ατDP/~ = 10 for `y = 10 lDP, (a), and `y = lDP, (b). The dashed curves
represent the electrical part (red) and the thermal part (blue), respectively.
where ∆σsT and ∆PsT are the corresponding ferromagnetic contributions to the direct
spin Nernst conductivity and the direct thermal polarization coefficient, respectively.
Figure 5.7 shows the spin Nernst magnetothermopower with its respective electrical
and thermal parts as function of the magnetization angle φ. Interestingly, since the
electrical and thermal contributions nearly cancel each other, the resulting spin Nernst
fingerprint in the thermopower is rather small for both a wide, (a), and a narrow, (b),
system. For the parameters considered in Fig. 5.7 we find that ∆S/S0 is of the order of
10−6. In addition, in the limit of infinitely large spin mixing conductance g↑↓r →∞, and
for τDP/τs → 0, one can show that this cancellation is exact, and thus the spin Nernst
magnetothermopower is completely absent in this limit.
5.3. Conclusions
In this chapter, we have presented the results published in Ref. 78, where the spin and
charge transport properties of a two-dimensional electron gas with Rashba spin-orbit
coupling and Elliott-Yafet spin relaxation have been discussed with focus on the spin
Hall magnetoresistance and the spin Nernst magnetothermopower.
From the generalized Boltzmann equation we have derived a set of coupled spin diffu-
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sion equations and solved them for boundary conditions that correspond to the presence
of a ferromagnetic insulator attached to one side of the two-dimensional electron gas.
It was shown that the two main effects which are associated with spin-orbit coupling,
the spin Hall effect and the inverse spin galvanic effect, are significantly affected by
the magnetization direction of the ferromagnet due to the spin-transfer torque across the
interface. Interestingly, for a particular polarization direction both effects turn out to be
independent of the spin mixing conductance, which leads to a local minimum in the spin
Hall magnetoresistance signature. The spin Nernst magnetothermopower turns out to
be extremely small compared to the bulk thermopower since electrical and thermal con-
tributions partly cancel each other and in the limit of infinite spin mixing conductance
it even vanishes completely if Elliott-Yafet spin relaxation is neglected.
Finally, we want to point out that it is hardly possible to quantitatively compare
our results with experiments on heavy-metal/magnetic-insulator bilayers, e.g., Pt/YIG,
due to the lack of an accepted microscopic model of the spin-orbit coupling in heavy
metals and due to the different geometry in these experiments. Thus, as suggested in
Ref. 78, it would be interesting to measure the spin Hall magnetoresistance and the spin




Magnetoresistance in 3D Rashba
metals
This chapter is devoted to the investigation of the magnetoresistance in a three-dimen-
sional Rashba metal placed on top of a ferromagnet [85]. The system under considera-
tion is schematically depicted in Fig. 6.1, with the interface between the Rashba metal
and the ferromagnet at z = 0 and d the thickness of the Rashba metal. In Chap. 5
we have studied the magnetoresistance in a two-dimensional Rashba system, where one
side is in contact with a ferromagnet [78]. Here, we extend the Rashba system to a third
spatial dimension; the setup, the spin-orbit system residing on top of a ferromagnet,
corresponds to the typical setup in experiments on heavy-metal/ferromagnet bilayers.
In this context, “ferromagnet” is used as a generic term for ferromagnetic insulators,
e.g., YIG [50, 52, 53, 165–167], CoFe2O4 [168], or Fe3O4 [165, 169], ferromagnetic
metals such as Co [170] or CoFeB [171, 172], and even antiferromagnetic materials
like SrMnO3 [173] or FeMn [174]. In the following, we focus on ferromagnetic insula-
tors that the only function of the ferromagnet is to manipulate the spin transport in the
Rashba metal, and not providing an additional contribution to the magnetoresistance as
it is the case for ferromagnetic metals. Analogously to Chap. 5, the boundary condition
at the interface (z = 0) is then determined by the spin-transfer torque, Eq. (3.17),






n× s(z = 0)
)
+ g↑↓i n× s(z = 0)
]
. (6.1)
Here, as another extension compared to Chap. 5, we also consider the imaginary part of
the spin mixing conductance g↑↓i . In addition, in a 3D Rashba metal, which is discussed





As mentioned in Chap. 3, the recently discovered bulk Rashba metals [79–84] exhibit
a Rashba spin-orbit coupling due to their noncentrosymmetric crystal structure. We
account for the resulting inversion symmetry breaking along ez direction by different
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FIG. 6.1.: Left: Schematic picture of the setup with a three-dimensional Rashba system
(3D Rashba) placed on top of a ferromagnet. Right: Definition of the angles
α, β, and γ which describe the rotation of the magnetization direction in the
xy, yz, and xz planes, respectively.
in-plane and out-of-plane effective masses, m‖ and m⊥. Accordingly, we describe the











(p̂× σ) · ez + Ĥimp . (6.2)
In this chapter, we denote the Rashba parameter by αR since we want to avoid con-
fusion with the angle α defined in Fig. 6.1. Note that our model is not restricted to
Rashba metals with a noncentrosymmetric crystal structure. It can also be used to de-
scribe Rashba spin-orbit coupling occuring in thin Pt films [122] and to some extend
for metallic thin film bilayers on top of a ferromagnet, such as a Bi/Ag bilayer on top
of CoFeB [175, 176] or Cu with Pt nanoislands on top of YIG [177]. In addition, we
take side-jump and skew scattering, see Sec. 3.1, into account since the precise value
of the effective spin-orbit coupling constant λ in metals is unknown, to the best of our
knowledge, and could be large enough such that side-jump and skew scattering cannot
be neglected [127].
Due to the mass anisotropy, the definition of some quantities in this chapter differs
from the notation used in Chaps. 4 and 5. The charge and spin current in i = x, y, z
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where vi is the i-th component of the velocity v = (px/m‖, py/m‖, pz/m⊥). The same
anisotropy in the velocity comes into play in the generalized Boltzmann equation which


















{F · ∇p, f} = I0 + IEY + Iext , (6.5)
where the second term on the l.h.s. accounts for the inhomogeneity due to the presence
of the ferromagnet. Since the Rashba spin-orbit coupling depends only on the in-plane
components of the momentum, the nonzero components of the SU(2) vector potential
and the SU(2) Lorentz force with the electrical field Exex are of the same form as in
Chap. 5, i.e.,









where lDP = ~2/2m‖αR is the Dyakonov-Perel spin diffusion length which amounts to
simply renaming m→ m‖ compared to the isotropic case. Analogously, the Dyakonov-







with the in-plane diffusion constant D‖ = 2εFτ/3m‖. The Elliott-Yafet collision opera-
tor IEY for the anisotropic Rashba metal is discussed in App. G.1. The collision operator
Iext corresponds to side-jump and skew scattering, see Ref. 69 for details.1 Here, we
briefly discuss, how the mass anisotropy affects the Elliott-Yafet relaxation mechanism.
In Chap. 4 we have introduced the phenomenological parameter ζ which accounts for a
reduction of the momentum in z direction for quasi two-dimensional systems. Here, we
1Compared to Ref. 69, in the resulting spin Hall conductivities σsHsj and σ
sH
ss the mass m has to be
replaced by 2m‖/3 with the factor 2/3 due to the dimensionality.
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encounter a similar situation since the Fermi surface is an ellipsoid and the momentum
in z direction at the Fermi energy differs from the in-plane momentum at the Fermi








1 0 00 1 0
0 0 ζ
 s , (6.9)















2m‖εF. We would like to mention that besides necessary generalizations
of some quantities due to the mass anisotropy, in the following there will be additional
changes in the notation compared to previous chapters. This has practical reasons due to
the inclusion of side-jump and skew scattering with the goal to facilitate the comparison
with published work on the heavy-metal/ferromagnet system.
6.1. Current-induced spin polarization
In this section, we calculate the current-induced and magnetization-dependent spin po-
larization in the spin diffusive limit, pFτ/m‖lDP  1. Analogously to Sec. 4.1 and 5.1,
we thus consider the spin sector of the Boltzmann equation. Neglecting spin-dependent
contributions to the charge current, jx ≈ σDEx, the momentum integrated spin sector
yields
Γs + τs∇zjz − τs
Ai
~










where Γ = diag(1, 1, ζ) and θsHint = αRτ/~lDP accounts for the Rashba contribution to
the spin Hall angle.2 Similarly, by a multiplication with pi prior to the momentum
2Note that θsHint is not the bulk spin Hall angle in case of a pure Rashba system [69].
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where D⊥ = 2εFτ/3m⊥ is the out-of-plane diffusion constant. Side-jump and skew




ss )/σD, the extrinsic
contribution to the spin Hall angle. We insert Eqs. (6.12)–(6.14) into Eq. (6.11) and
obtain the following set of diffusion equations for the spin density:
q21s
x = ∇2zsx , (6.15)
q21s
y = ∇2zsy + q21sy0 , (6.16)
q22s
z = ∇2zsz . (6.17)

























reflect the anisotropy of the spin relaxation rates. In addition, we have introduced the







which describes the inverse spin galvanic effect in an anisotropic Rashba metal. The
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In the following step, we explicitly solve Eqs. (6.15)–(6.17) by taking into account
proper boundary conditions at z = 0 and z = d. These are given by Eq. (6.1) for the
spin current jz(0) across the interface to the ferromagnet and by the condition jz(d) = 0,
corresponding to spin-conserving scattering at the opposite boundary. Via Eq. (6.14)
we see that the boundary conditions for the spin current can be transformed to boundary
conditions for the spin density. Applying these boundary conditions to Eqs. (6.15)–
(6.17) we obtain the current-induced spin polarization













is the spin accumulation which is the source for the spin current jyz in the absence of
the ferromagnet. The magnetization dependence of the spin density is contained in
∆sy(z,n). Let us now focus on ∆sy(z,n) with the magnetization vector n lying in the
xy, yz, and xz plane, respectively, i.e., the α, β, and γ scans as defined in Fig. 6.1. After
some algebra, see App. G.2 for details, we obtain















r + qrq̃2) cos
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[q2i + (q̃1 + qr)(q̃2 + qr)] sin














[q2i + (q̃1 + qr)(q̃2 + qr)] sin
2 γ + [q2i + (q̃1 + qr)
2] cos2 γ
, (6.29)
where the respective scan is indicated by the subscript. Here, we have introduced qr,i =
g↑↓r,i/2π~N0D⊥ and q̃1,2 = q1,2 tanh(q1,2d), reflecting a decrease of the wave numbers
q1 and q2 due to the finite thickness. Equations (6.25)–(6.29) explicitly describe how
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the spatially resolved spin polarization in an anisotropic Rashba metal depends on the
magnetization direction of the adjacent ferromagnet. We wish to emphasize that these
equations fully determine the magnetoresistance signals, as we shall see in the following
section.
6.2. Magnetoresistance
Analogously to the spin Hall magnetoresistance consideration in Sec. 5.2, we investigate
the magnetization dependence of the resistivity. For an electrical field Ex the resistivity
reads
Ex = ρjx , (6.30)
where jx = 1/d
∫ d
0
dzjx(z) is the current density averaged over the thickness of the
Rashba system. In the following, quantities without explicit z dependence are con-
sidered as thickness-averaged. Similarly to Sec. 5.2, it is convenient to the split the
resistivity,
ρ = ρ0 + ∆ρ(n) , (6.31)
where ρ0 ≈ 1/σD is the resistivity for vanishing spin-mixing conductance, g↑↓r = g↑↓i =
0, and ∆ρ captures the magnetization dependence. The charge sector of the generalized
Boltzmann equation yields the charge current
























Loosely speaking, the first term in the square brackets corresponds to a spin galvanic
or inverse Edelstein effect, the second term to an in-plane inverse spin Hall effect, and



















are completely determined by ∆sy(z,n) regarding their dependence on the magneti-
zation of the ferromagnet. Hence, inserting Eqs. (6.33) and (6.34) into Eq. (6.32), the
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angular dependence of jx(z), and thus the magnetoresistance, can be traced back to
∆sy(z,n). With the definition of the conductivity, jx = σEx, where σ = σ0 + ∆σ(n),
cf. Eq. (6.31), we obtain
∆σ(n)Ex = −2eD‖qSGE∆sy(n) . (6.35)












a wave number which represents the efficiency of the spin galvanic effect. The parame-
ter ξext, the extrinsic analogue to ξint defined in Eq. (6.22), reads
ξext = 1− q1lDP tanh(q1d/2) . (6.37)







We insert Eq. (6.35) together with the thickness average of ∆syα,β,γ(z), Eq. (6.25), and
















with the ratio qSGE/qISGE being quadratic in the spin Hall angles. However, due to the
simultaneous contributions from sy, jzy , and j
y
z , the magnetoresistance can generally
not be expressed in terms of the square of a single total spin Hall angle, as in the phe-
nomenological approach of Ref. 77. Only in the special case where intrinsic spin-orbit
coupling is negligible we can express the magnetoresistance in terms of a single squared
spin Hall angle. In the following subsections, we discuss the magnetoresistance for a
purely damping-like torque, g↑↓i = 0, and a purely field-like torque, g
↑↓














































FIG. 6.2.: Magnetoresistance for a damping-like torque as function of α, β, and γ with
ζ = 0.5, qrlDP = 0.5, and d = 2lDP. The left panel (a) corresponds to the case
of strong Rashba spin-orbit coupling (τDP/τs = 0.5, θsHint = 0.1, θ
sH
ext = 0.01),
and the right panel (b) to the case of dominant extrinsic spin-orbit coupling




In the case of vanishing imaginary part of the spin mixing conductance, g↑↓i = 0, which


























We see that ∆ργ is constant and that ∆ρβ has a similar angular dependence as ∆ρα for
a wide range of parameters. More precisely, in the case |1− q̃1/q̃2|  1, the sin2 β term












Hence, the ratio q̃1/q̃2 determines the sign of the next-to-leading harmonic of the signal.
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Figure 6.2 shows the magnetoresistance according to Eqs. (6.41)–(6.43). Panel (a)
corresponds to the case where Rashba spin-orbit coupling is large compared to the ex-
trinsic spin-orbit coupling, whereas (b) corresponds to the opposite situation. Although
qualitatively there is no difference, we see that the magnitude of the signal is larger
in the case where the Rashba spin-orbit coupling dominates compared to the case of a
stronger extrinsic contribution.
Field-like torque
In order to focus on a purely field-like torque, we now neglect the real part of the spin











































The ratio q̃1/q̃2 defines the sign of the sin2 γ contribution in Eq. (6.47). It also deter-
















such that the ratio q̃1/q̃2 can be read off directly from the measured amplitudes of the α
and β signal. Inserting the definitions of q̃1 and q̃2, Eqs. (6.18) and (6.19), into Eq. (6.49)




























































FIG. 6.3.: Magnetoresistance for a field-like torque as function of α, β, and γ with
ζ = 0.5, qrlDP = 0.5, and d = 2lDP. The left panel (a) corresponds to the case
of strong Rashba spin-orbit coupling (τDP/τs = 0.5, θsHint = 0.1, θ
sH
ext = 0.01),
and the right panel (b) to the case of dominant extrinsic spin-orbit coupling
(τDP/τs = 5, θsHint = 0.01, θ
sH
ext = 0.1).








Analogously to the damping-like case, up to linear order in (1− q̃1/q̃2) we can expand













































We see that one can obtain the ratio qi/q̃1 by dividing the amplitude of the second-
harmonic of ∆ρβ by the amplitude of the γ scan of the magnetoresistance.
Figure 6.3 shows the magnetoresistance according to Eqs. (6.45)–(6.47). Analo-
gously to Fig. 6.2, panel (a) corresponds to the case where Rashba spin-orbit coupling
dominates and (b) to the case where extrinsic spin-orbit coupling is more important.
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Similarly to the damping-like boundary condition, the signal is stronger in the situation
with dominant Rashba spin-orbit coupling. In addition, there is a noticeable qualitative
difference between (a) and (b) namely the change of the sign of the γ oscillation. This
follows from Eq. (6.47) with q̃1/q̃2 < 1 in the case (a), and q̃1/q̃2 > 1 in the case (b).
Discussion
First of all, we remark that this work provides the first microscopical theory of the
magnetoresistance in anisotropic Rashba metals, to the best of our knowledge. Apart
from the obvious application to real Rashba metals such as discussed at the beginning of
this chapter, our theory is also applicable to heavy-metal/ferromagnet bilayers and goes
beyond common phenomenological approaches [77], which are however contained in
our result by setting ζ = 1, αR = 0, and θsHext → θsH. Here, two points stand out: (1) the
consideration of a mass anisotropy and (2) the inclusion of Rashba spin-orbit coupling.
The mass anisotropy, point (1), leads to an anisotropic spin relaxation, even in the
case of vanishing Rashba spin-orbit coupling αR = 0, and thus q̃1/q̃2 6= 1. In this
case, according to Eq. (6.29) the γ scan acquires a finite amplitude ∆ργ for a nonzero
imaginary part of the spin mixing constant, g↑↓i 6= 0. Hence, using a ferromagnetic
insulator, one could extract the ratio of the reduced spin relaxation lengths 1/q̃1 and
1/q̃2 by a precise measurement of ∆ργ . Indeed, experimental results for a Cu[Pt]/YIG
bilayer structure, where the Cu/YIG interface is sputtered with Pt nanosize islands, show
a noticeable oscillation in the γ scan [177], which can be explained within our theory
for a nonzero g↑↓i and q̃1/q̃2 > 1, cf. Fig. 6.3 (b). This effect is pronounced due to
an enhancement of the anisotropy of the spin relaxation mechanism as the sputtered Pt
exhibits a Rashba spin-orbit coupling [177]. This directly brings us to point (2). There
exists evidence that also thin Pt films can exhibit a strong Rashba spin-orbit coupling
[122]. In this case, the inverse spin galvanic effect strongly influences spin transport and
the magnetoresistance signal cannot be interpreted as a ‘simple’ interplay between the
spin Hall and the inverse spin Hall effect, resulting in ∆ρ ∼ θ2sH, namely the spin Hall
magnetoresistance. Instead, one should focus on the spin polarization sy, described by
the wavenumbers qISGE and qSGE, which represent the efficiency of the conversion of an
electric field to a spin polarization and vice versa. This approach is more general than
to focus on the spin Hall angle and the spin currents.
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Last, we would like to compare our results with experiments on hybrid structures
of spin-orbit active materials and a ferromagnetic metal. In these measurements, the
angular dependent γ scan is usually explained by the additional contribution from the
anisotropic magnetoresistance to the total signal [170–172]. Note however, that the
measured signals qualitatively agree well with the magnetoresistance obtained in this
work for a field-like torque, see Fig. 6.3. Since the spin mixing conductance is deter-
mined by interface properties, it is not perfectly clear that its imaginary part is always
negligible. Therefore, special care is required when interpreting the measured signals.
For example, the magnetoresistance in a Bi(15nm)/Ag/CoFeB trilayer, where a Rashba
2DEG is present at the Bi/Ag interface,3 shows a sign reversal in the oscillation of the
γ scan when comparing the low-temperature with the room-temperature measurements
[176]. Qualitatively, the signals in the first case agree with Fig. 6.3 (a) and in the second
case with 6.3 (b). Since 1/τ is typically an increasing function of the temperature and
τDP/τs ∼ 1/τ 2, the ratio q̃1/q̃2 is also temperature dependent. Hence, Fig. 6.3 (a) with
q̃1/q̃2 < 1 due to a small ratio τDP/τs = 0.5 corresponds to the low-temperature regime
and, vice versa, Fig. 6.3 (b) with q̃1/q̃2 > 1 to the high-temperature regime.
6.3. Conclusions
In this chapter, we have presented a microscopic theory of the magnetoresistance in
Rashba-metal/ferromagnetic-insulator bilayer structures, where the Rashba metal ex-
hibits a mass anisotropy. Extrinsic spin-orbit coupling due to impurities has been taken
into account via Elliott-Yafet spin relaxation as well as side-jump and skew scattering.
We have found that the mass anisotropy of the Rashba metal results in an anisotropic
Elliott-Yafet spin relaxation mechanism. Consequently, and enhanced by Dyakonov-
Perel spin relaxation, the spin diffusion equations derived from the spin sector of the
generalized Boltzmann equation have resulted in two different spin relaxation lengths.
We have solved these equations for the current-induced spin polarization and, in partic-
ular, we have focused on its dependence on the magnetization direction of the adjacent
ferromagnet.
3Due to the Rashba spin-orbit coupling and the associated Edelstein effect (inverse spin galvanic effect)
the measured magnetoresistance is named Rashba-Edelstein magnetoresistance in Refs. 175 and 176.
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It has been shown that the angular dependence of the magnetoresistance is fully deter-
mined by the current-induced spin polarization. In order to illustrate the relevance of the
Rashba-metal/ferromagnet interface, we have considered the special cases of a purely
damping-like and a purely field-like torque. In both cases, it turned out that the magni-
tude of the magnetoresistance is strongly enhanced when Rashba spin-orbit coupling is
large compared to extrinsic contributions. Interestingly, for a field-like torque the γ scan
becomes non-constant, with the sign of its oscillation being determined by the ratio of
the two spin relaxation lengths, and thus the anisotropy of the spin relaxation. Due to the
temperature dependence of the spin relaxation lengths, a sign change in the amplitude
of the γ scan is predicted which would explain the experimentally observed temper-
ature dependence. Carefully analyzing the experimental data could therefore provide





In this thesis, we have studied spin-charge coupled transport in systems with Rashba
spin-orbit coupling and Elliott-Yafet spin relaxation, in particular, regarding the possi-
bility of its manipulation by means of an adjacent insulating ferromagnet. More specif-
ically, we have focused on signatures in the charge sector which are related to effects
due to spin-orbit coupling, providing the basis for indirectly measuring these spin-re-
lated effects.
Our investigations are based on a generalized Boltzmann equation which takes spin-
orbit coupling in the form of SU(2) gauge fields into account. For a review of its deriva-
tion, a perturbation theory on the basis of the Keldysh (nonequilibrium) Green’s func-
tion formalism has been introduced. The Boltzmann equation then follows by a gen-
eralization of the gradient expansion for locally covariant Green’s functions. In order
to account for scattering processes, collision integrals have been derived from their as-
sociated self-energy diagrams. More precisely, we have derived collision integrals de-
scribing momentum relaxation and Elliott-Yafet spin relaxation. In particular, the latter
crucially depends on the proper treatment of the SU(2) gauge fields, resulting in novel
contributions which were previously overlooked.
As an application of the theoretical formalism to experimentally relevant situations,
three geometries have been considered: (1) a ferromagnet on top of a (quasi) two-di-
mensional electron gas, (2) a ferromagnet being attached laterally to a two-dimensional
Rashba system, and (3) a bilayer structure which consists of a 3D Rashba metal on top
of a ferromagnetic insulator.
Regarding the first geometry, the influence of the ferromagnet has been assumed as
a proximity-induced time-dependent magnetic texture. Furthermore, the system was
assumed to be in the crossover regime between a two-dimensional and a three-dimen-
sional system with respect to the Elliott-Yafet spin relaxation, which is anisotropic in the
transition regime and isotropic in the three-dimensional case. As response to the time
dependence of the localized spins an effective force acting on the charge carriers has
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been derived, with contributions by both the spin current (inverse spin Hall effect) and
the spin density (spin galvanic effect); in particular, we have discussed a novel ‘inverse
spin filter’ contribution which results from one of the new SU(2) terms in the Elliott-
Yafet collision operator. As a concrete example, the typical spin pumping setup for a
narrow wire has been discussed. We have found that the inverse spin Hall contribution
to a generated in-plane electric field is negligible, whereas the spin galvanic effect is
dominant. In addition, the inverse spin filter effect is found to depend crucially on the
anisotropy of the Elliott-Yafet spin relaxation, with the consequence that in the strictly
two-dimensional case the inverse spin filter contribution is of similar magnitude as the
spin galvanic contribution in a longitudinal measurement, whereas the inverse spin filter
effect is absent in an orthogonal measurement.
In the second geometry, the ferromagnetic insulator is laterally attached to a two-
dimensional Rashba system, hence it can be used to modify the boundary conditions
for the spin current flowing across the interface. On the basis of coupled spin diffu-
sion equations, we have shown that the spin Hall effect and the inverse spin galvanic
effect are non-trivially affected by the magnetization direction due to the interplay of
spin currents and spin density in a two-dimensional Rashba system. In particular, there
exists a polarization direction where the ferromagnetic boundary condition with finite
spin mixing conductance is equivalent to the case with a vanishing spin mixing conduc-
tance. This, in turn, leads to a local minimum in the angular dependence of the spin
Hall magnetoresistance. In addition, we have shown that the ratio of the Dyakonov-
Perel and Elliott-Yafet relaxation rates are associated with this particular polarization
direction, which offers the possibility to extract this ratio by measuring the spin Hall
magnetoresistance and the location of its minimum. Last, we have extended our inves-
tigation to thermal effects by discussing the spin Nernst magnetothermopower. It was
found that due to a partial cancellation of electrical and thermal contributions the spin
Nernst magnetothermopower becomes very small, and even vanishes when Elliott-Yafet
spin relaxation is neglected.
In the third geometry we have extended the metallic system to a bulk three-dimen-
sional Rashba metal with mass anisotropy. Here, we have focused on the magnetore-
sistance and its angular dependence due to the presence of an insulating ferromagnet.
In addition, side-jump and skew scattering have been taken into account. It was shown
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that the current-induced spin polarization fully determines the magnetoresistance. In
general, the amplitude of the magnetoresistance is enhanced in the case of dominating
Rashba spin-orbit coupling. In the special case of a field-like torque at the interface, the
qualitative behavior of the angular-dependent magnetoresistance depends on two differ-
ent spin relaxation lengths due to the anisotropy of the spin relaxation mechanisms. As
a consequence, a sign change in the amplitude of the γ scan is predicted as function of
temperature due to the temperature-dependent ratio of the two spin relaxation lengths.
Our theoretical results provide a simple and consistent interpretation of magnetoresis-
tance measurements for various systems without resorting to additional assumptions.
Clearly, there are still many open questions in the fields of spintronics and spin cal-
oritronics which could be addressed. In relation to the present work, which focused on
the manipulation of spin-charge dynamics in a Rashba system interfaced with a ferro-
magnet, let us provide the following (by far incomplete) list:
• In Chap. 4 we have introduced the phenomenological parameter ζ in order to
account for the two-dimensional to three-dimensional crossover regime regarding
the anisotropy of the Elliott-Yafet relaxation rate. A microscopic theory with
quantized momenta along the constrained direction and an appropriate random
potential model for the impurities should shed light on how such an anisotropy
parameter depends on the thickness of the system.
• As a concrete example, the conical precession of the magnetization has been dis-
cussed for the typical spin pumping configuration. Certainly, more complicated
time-dependent magnetic textures such as moving domain walls or optically ex-
cited skyrmions [178–180] are also of considerable interest.
• Chapters 5 and 6 could be extended, for example, by replacing the ferromagnetic
insulator by a non-collinear magnet [181, 182] or by considering an additional
ferromagnet attached to the Rashba system vis-à-vis to the first one. Furthermore,
the imaginary part of the spin mixing conductance could be included in Chap. 5,
as well as other contributions such as interfacial spin-orbit coupling [183].
• In Chaps. 4 and 5 extrinsic spin-orbit coupling could be included in addition, e.g.,
side-jump and skew scattering. In general, other extrinsic contributions such as
spin-orbit coupling at rough surfaces [184] or grain boundaries are of interest as
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well, which could be considered by proper boundary conditions or by additional
collision operators.
• In order to study the interplay between localized and itinerant spins, a very general
approach would be to study coupled Boltzmann equations for the respective spin
distribution functions. As shown in App. D it is possible to derive a Landau-
Lifshitz-Gilbert equation and obtain torque terms for the two subsystems.
Despite intense efforts of numerous scientists during recent years, it is apparent from
the few specific cases studied in this thesis that spintronics and spin caloritronics are still
most lively fields, characterized by a close interplay between experiment and theory. In





A.1. Separation of the time-evolution operator
In this appendix, we proof the separation
ÛH(t, t0) = ÛH1(t, t0)Ŝ(t, t0) (A.1)
of the time-evolution operator











for a given Hamiltonian Ĥ(t) = Ĥ1 + Ĥ ′(t), where Ĥ ′(t) = 0 for t ≤ t0. Here, ÛH1 is
the time-evolution operator with respect to the time-independent Hamiltonian Ĥ1,


























is the time-evolution of Ĥ ′ with respect to Ĥ1.
In the following, we present two approaches for proofing that Eq. (A.1) is correct
together with the definitions above: first, a combinatorial proof with use of the time-
evolution of Û and second, a proof by discretization of the time-evolution operator. For
both approaches we consider t > t0 as the proof of Eq. (A.1) is trivial for t ≤ t0, since
Ĥ ′ = 0 in this case.
Appendix A. Time-evolution operator
Combinatorial proof




|ψ(t)〉 = Ĥ |ψ(t)〉 . (A.6)
Expressing |ψ〉 by
|ψ(t)〉 = Û(t, t0) |ψ(t0)〉 , (A.7)




Û(t, t0) = ĤÛ(t, t0) . (A.8)




Ŝ(t, t0) = Ĥ
′
H1
(t)Ŝ(t, t0) , (A.9)
which by integration gives








(t1)Ŝ(t1, t0) . (A.10)
Equation (A.10) can now be iterated, leading to the infinite sum























(t2)+ . . . . (A.11)
It is now possible to utilize the combinatorial properties of a multidimensional integra-
















































Thus, Eq. (A.11) reduces to










dt1 . . . dtn T
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Note that the definition of the time-evolution operator in Eq. (A.2) must be equivalent
to an infinite product of time-evolutions over infinitesimal times [89]:










~ εĤ(t0) , (A.14)
where ε = (t − t0)/M and tn = t0 + nε. Inserting 1 = ÛH1Û †H1 with proper time
arguments between the exponential functions results in








− i~ εĤ(tM−2) . . .
× . . . Û †H1(tn+1, t0)e
− i~ εĤ(tn)ÛH1(tn, t0) . . .
× . . . e− i~ εĤ(t1)ÛH1(t1, t0)Û †H1(t1, t0)e
− i~ εĤ(t0) . (A.15)
The explicit evaluation of some term inside the product, e.g., the second line on the r.h.s.
of Eq. (A.15), is given by
Û †H1(tn+1, t0)e






























where we have used exp[ε(Â + B̂)] = exp(εÂ) exp(εB̂) +O(ε2) for the step from the
first to the second line. Thus, by also inserting 1 = ÛH1(t, t0)Û
†
H1
(t, t0) on the left of
the lim operation, we obtain
























Similarly to the definition of the time-evolution operator according to Eq. (A.14), the























(t0) = Ŝ(t, t0) , (A.18)
such that Eq. (A.17) yields Eq. (A.1).
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A.2. Contour-ordering
Next, we show the equivalence between
ÔH(t) = Ŝ















Here, ÔH(t) is the time-evolution of an arbitrary operator Ô under the influence of the
Hamiltonian Ĥ(t) = Ĥ1 + Ĥ ′(t) with Ĥ ′(t) = 0 for t ≤ t0. Analogously, ÔH1(t) is
the time-evolution with respect to Ĥ1. The operator Tc is the contour-ordering operator
along the contour c as depicted in Fig. A.1. For our proof it is convenient to recall the
definition (A.18) for the operator Ŝ:























Analogously to the time-ordering, Eq. (A.14), the contour-ordering in Eq. (A.20) can
be discretized as an infinite product over infinitesimal steps along the contour. Equation


































where ε = (t−t0)/M , ε′ = (t−t0)/N , tn = t0 +nε, and t′n = t0 +nε′. Equation (A.19)
now follows immediately by inserting Eq. (A.21) and its adjunct, thus the equivalence
of Eqs. (A.19) and (A.20) is shown. Note, that also a combinatorial proof similar to the























with respect to the relative coordinate y as defined in Eq. (2.125). Here, we first derive
the gradient expansion of ordinary objects in Keldysh space and second, directly for
locally covariant objects as defined in Sec. 2.4.
B.1. Common gradient expansion
































where x1 = (1 + 2)/2, x2 = (2 + 1′)/2, y1 = 1 − 2, and y2 = 2 − 1′. By comparison




















= 1′ , (B.5)
thus the inner variable can be expressed by
2 = x− y1 − y2
2
. (B.6)
Appendix B. Gradient expansion
The differential volume element dy1dy2 equals dyd2 and therefore the Fourier transform


















x− y1 − y2
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The next step is to perform the Taylor expansion of Ǎ and B̌ in powers of y2/2 and













































































































Since the integrals are now separated we are able to perform the Fourier transformation,









B̌−(∂ν)B̌(∂νp )Ǎ]Ǎ(x, p)B̌(x, p) , (B.11)
where the superscript of the partial derivatives denotes the object on which the respective
derivative acts.
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B.2. Gradient expansion of locally covariant
objects
According to Eq. (2.131) the locally covariant forms of Ǎ(1, 2) and B̌(2, 1′) are given
by
ˇ̃A(1, 2) = UΓA(x, 1)Ǎ(1, 2)UΓ′A(2, x) , (B.12)
ˇ̃B(2, 1′) = UΓB(x, 2)B̌(2, 1
′)UΓ′B(1
′, x) , (B.13)
respectively. The Wilson lines up to first order in the four-potential Aµ read
UΓA(x, 1) ≈ 1−
ie
~
(xµ − 1µ)Aµ(x) , (B.14)
UΓ′A(2, x) ≈ 1−
ie
~
(2µ − xµ)Aµ(x) , (B.15)
UΓB(x, 2) ≈ 1−
ie
~
(xµ − 2µ)Aµ(x) , (B.16)
UΓ′B(1
′, x) ≈ 1− ie
~
(1′µ − xµ)Aµ(x) . (B.17)
Using Wigner coordinates analogously to App. B.1 with x−1 = 1′−x = −(y1 +y2)/2
and 2− x = −(x− 2) = −(y1 − y2)/2 we obtain



























Inserting the Taylor expansion of Ǎ and B̌, and allowing terms up to linear order in y2
and y1, respectively, then leads to










where the argument of ˇ̃A, Ǎ and ˇ̃B, B̌ on the r.h.s. of Eqs. (B.20) and (B.21) is meant in
the sense that y2 = 0 and y1 = 0, respectively. Here,
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is the covariant derivative. Employing Eqs. (B.20) and (B.21), the Fourier transform of



















Allowing terms up to the order O(∂̃µ∂µp ) we can replace Ǎ and B̌ on the r.h.s. of























Therefore, the gradient expansion up to O(∂̃µ∂µp ) for locally covariant objects has the
same form as the usual gradient expansion with the only difference that the derivative
∂µ is replaced by the covariant derivative ∂̃µ.
We remark that the above expression is usually sufficient when Ǎ and B̌ are self-
energies and/or full Green’s functions. However, it turns out to that the expansion (B.24)
is insufficient for obtaining the l.h.s. of the Boltzmann equation (2.153). In this case, we
encounter the inverse of the free Green’s function, Eq. (2.142), whose locally covariant





Thus, using Eq. (B.24) in order to obtain the l.h.s. of the Boltzmann equation, see








such that the force term is missing compared to Eq. (2.148). We recall that we have
allowed terms up to the next-to-leading order ∼ O(AµAν∂µ, AµAν∂µp ) in the derivation
of Eq. (2.148). Since ˇ̃G−10 is not at least linear in the four-potential, the gradient ex-
pansion (B.24) obviously cannot deliver terms ∼ O(AµAν∂µ, AµAν∂µp ). Therefore, we
have to consider the Wilson line up to the second order in the potential, which leads to
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the following expressions for ˇ̃A and ˇ̃B,1





















































As a consequence, the gradient expansion features additional terms in the four-potential,(
ˇ̃A⊗ ˇ̃B
)


































































This form of the gradient expansion then results in the same expression as the l.h.s. of






1Note that we have neglected quadratic terms ∼ yµ1 yν1 and ∼ yµ2 yν2 since these terms lead to a second





Appendix B.2 allows us to obtain the needed second-order correction for the Elliott-
Yafet collision operator fairly easy. Here, we are interested in the contribution to the
charge sector by the product of Ψa and Aai (mixed second-order in the following), to-
gether with the equilibrium particle distribution function. Regarding the last point, we
assume the Keldysh component of the Green’s function to be given by





Here, with the nonzero components of eAµ being either given by Ψaσa/2 or Aai σa/2,













since the other mixed second-order terms in Eq. (B.29) appear linear in the Pauli vector
and thus do not contribute to the charge sector. Expanding the Wilson line up to the
second order in the four-potential and Fourier transforming with respect to the relative
coordinate yields the following covariant form of the Elliott-Yafet self-energy:




























































































p (p× p′)2zσz ˇ̃Geqσz
}]
, (C.5)
Appendix C. Elliott-Yafet collision operator













when employing that ˇ̃Geq has no spin component, only considering the mixed terms,
preforming the angular average, and neglecting terms ∼ σa. Inserting Eq. (C.6) into
Eq. (C.2) and following the outline given in Sec. 2.5 then leads to the collision operator




In this appendix, we derive a Landau-Lifshitz-Gilbert equation which describes the spin
density dynamics of itinerant electrons coupled to an effective magnetic field Heff via a
magnetic exchange interaction. The Hamiltonian is given by
Hmag = −µ0µ ·Heff(r, t) , (D.1)






with the gyromagnetic ratio γ = −gee/2m, where ge ≈ 2 is the electron g-factor. In
this case, the SU(2) scalar potential reads
Ψ(r, t) = −~µ0|γ|Heff(r, t) , (D.3)
which corresponds to ∆XCn → −~µ0|γ|Heff in Chap. 4. Analogously to Eq. (4.17), a







Ḣeff + T[s, j
a, n, j] . (D.4)
For the sake of simplicity, we assume an isotropic spin-flip relaxation. Furthermore, we
have introduced T as a general functional of the spin density, the spin current, the elec-
tron density, and the charge current, which in the end corresponds to a torque term in the
Landau-Lifshitz-Gilbert equation. For example, in case of Rashba spin-orbit coupling,
T can be identified with −∇̃iji, cf. Eq. (4.17). By inserting δs = s + ~µ0|γ|N0Heff/2,














Appendix D. Landau-Lifshitz-Gilbert equation
where αG = ~N0/2τs|s| is the Gilbert damping constant and ŝ = s/|s| is the direction










= (αG − [ŝ]×) [ŝ]× , (D.6)
use of ŝ × (ŝ × ∂tŝ) = −∂tŝ, and a rearrangement of the terms then finally leads to a
Landau-Lifshitz-Gilbert-like equation,
∂tŝ = −µ0|γ|(1 + α2G) ŝ×Heff − αG ŝ× ∂tŝ + τ . (D.7)
The torque τ is associated with the functional T and given by
τ =
1
|s| (αG − [ŝ]×) (ŝ×T) . (D.8)
Note that the procedure outlined in this appendix, taking a continuity equation (D.5)
and transforming it to a Landau-Lifshitz-Gilbert equation (D.7), is quite general. Thus,
a microscopic derivation of a Landau-Lifshitz-Gilbert equation, including torques, is
possible once one has microscopically derived a kinetic equation such as Eq. (D.5).
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Appendix to chapter 4
In this appendix, we assume the narrow wire setup as introduced in Sec. 4.2 in the ho-
mogeneous case and show that the contribution which is polarized parallel to the mag-
netization of the spin current flowing in the narrow direction vanishes. The narrow wire
is considered to be aligned along x direction, i.e., `y  ls and `x  ls. Furthermore,
we assume an open circuit condition, jy(y = 0) = jy(y = `y) = 0 as well as, for the
sake of simplicity, isotropic spin-flip relaxation (ζ = 1).
Due to the homogeneous situation it is reasonable to assume that the spin current
which flows in x direction is homogeneous as well, thus given by Eqs. (4.25)–(4.27)
with ∇̃x → −(1/~)[Ax]×. According to Eqs. (4.18)–(4.20) the spin density can be
expressed as
δs(y) = δs0 − τsM−1s ∇̃yjy(y) (E.1)
with
δs0 = (δs)n +
τs
~
M−1s [Ax]×jx . (E.2)
In addition, we have introduced Ms = M(τ → τs), where M , according to Eq. (4.22),
is explicitly given by






 βτ −nz nynz βτ −nx
−ny nx βτ
 , (E.3)














jy(y) = jy,0 , (E.5)
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Apparently, jy,0 is a particular solution of the differential equation (E.5). In order to
determine the complete solution jy = jy,h + jy,0, we have to add the solution of the




jy,h(y) = 0 . (E.7)
In order to solve Eq. (E.7) it is convenient to change the basis by the following transfor-
mation:
R =
nx ṅx/|ṅ| (n× ṅ)x/|ṅ|ny ṅy/|ṅ| (n× ṅ)y/|ṅ|
nz ṅz/|ṅ| (n× ṅ)z/|ṅ|
 , (E.8)
which replaces n with ex in Eq. (E.7),[(
1 + β−1s [ex]×
) (
1 + β−1τ [ex]×
)2 − l2s∇2y] ̃y,h(y) = 0, (E.9)
where ̃y,h = RT jy,h. Note that in this basis, the x component of ̃y,h represents the
contribution of the spin current which is parallel to the magnetization. The matrix in
Eq. (E.9) has the eigenvalue 1 with eigenvector ex, thus leading to























+ ̃xy,0 , (E.11)
where ̃xy,0 is the x component of RT jy,0. Employing the boundary conditions, i.e.,
jy(y = 0) = jy(y = `y) = 0, results in the coefficients
A = B = −1
2
̃xy,0 . (E.12)
Finally, we insert A and B into Eq. (E.11) and obtain ̃xy = 0. Therefore the spin current
contribution which is parallel to the magnetization vanishes, n · jy = 0.
Last, we remark that the transverse-polarization components of the spin current, i.e.,
̃yy and ̃
z
y, do not vanish since the transverse spin relaxation length l
⊥
s is orders of mag-
nitude smaller than ls [185]. Assuming ∆XCτ/~ 1 one obtains an explicit solution of
the above diffusion equations which yields ls⊥ < lsβτ .
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Appendix to chapter 5
In this appendix, we present supplement information for Chap. 5. First, we derive the
coupled differential equations (5.3) and (5.4) and present their general solution. Next,
we explicitly solve for the spin polarization and the spin currents by assuming a large
system and considering the ferromagnet insulator as a boundary condition via the spin
transfer torque. Last, Mott-like formulas for the spin-thermoelectric response coeffi-
cients are derived and employed, as an example, for the description of the bulk spin
Nernst effect.
F.1. Spin diffusion equations
Analogously to Sec. 4.1, the spin sector of the (static) Boltzmann equation can be writ-
ten as
Mf = N〈f〉+ S , (F.1)
with
































f 0p − f 0p′
)
δ(εp − ε′p) . (F.4)
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We integrate Eq. (F.1) over the momentum and by using jx = σDEx we obtain the
following equations for the y and z component:
















where Eq. (F.5) coincides with Eq. (5.5) in Sec. 5.1. Furthermore, Eq. (F.1) can be
rewritten as
f = M−1 (N〈f〉+ S) , (F.7)
where, in the diffusive limit and with τs  τ ,





 0 0 px0 0 py
−px −py 0
 . (F.8)
















We insert Eq. (F.9) into Eq. (F.6) and obtain




as presented by Eq. (5.6). Inserting Eqs. (F.5) and (F.12) into Eqs. (F.10) and (F.11),

























F.2. Large system sizes
cf. Eqs. (5.3) and (5.4) in Sec. 5.1. The general solution of the latter set of equations
reads1
jyy = exp(q−y) [(A− +B+) cos(q+y)− (A+ −B−) sin(q+y)]
− exp(−q−y) [(C− −D+) cos(q+y) + (C+ +D−) sin(q+y)] , (F.15)
jzy =j
z
0 + exp(q−y) [A cos(q+y) +B sin(q+y)]
+ exp(−q−y) [C cos(q+y) +D sin(q+y)] , (F.16)










with |q|2 ≡ q2+ + q2−; B±, C±, and D± are defined analogously to A±.
F.2. Large system sizes
In the case `y  lDP it is possible to consider a semi-infinite system with appropriate
boundary conditions at y = 0, and formulate a approximate solution for finite systems
by applying the symmetry relations discussed in Sec. 5.1.
Assuming g↑↓r = 0 the spin currents must vanish at the interface, and thus the bound-
ary conditions are given by
jyy (0) = 0 , j
y
y (y →∞) = 0 , (F.18)
jzy(0) = 0 , j
z
y(y →∞) = jz0 . (F.19)
Employing the general solution of Eqs. (F.15) and (F.16) with use of these boundary
conditions we obtain the spin currents as follows:
jyy =
jz0




























1The solutions presented here are valid for τs  τDP. More generally, these solutions are still correct
when the requirement τs/τDP > 1/(5 + 4
√
2) is fulfilled such that q+ is real.
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In the case g↑↓r > 0 the boundary conditions for a semi-infinite system read









y(y →∞) = jz0 , (F.25)
where, for the time being, we assume that the boundary values of the spin currents,
jyFM and j
z
FM, are given. Adjusting the general solution, Eqs. (F.15) and (F.16), to the
boundary conditions we get
∆jyy =
exp(−q−y)




















































where ∆jy = jy(g↑↓r ) − jy(g↑↓r = 0) denotes the additional contribution due to the
coupling to the ferromagnet.
Let us now focus on the boundary values jyFM and j
z
FM which we recall from Eq. (5.1):









F.2. Large system sizes
When inserting Eqs. (F.26) and (F.27) into Eqs. (F.5) and (F.12), one obtains the ferro-
magnetic contribution to the spin density, which depends through jFM on the total spin





















2τs/τDP − l2s |q|2



































Conveniently, we rewrite the inverse matrix in the form
(1− F)−1 = 1
d

























2τs/τDP − l2s |q|2
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n× s(g↑↓r = 0, y = 0)
)
, (F.36)
which means that the spin polarization for g↑↓r = 0 fixes the boundary condition for the
spin current in the case g↑↓r > 0. It is now straightforward to determine the magneti-
zation angle φ0 for which the spin current across the interface vanishes independently
of g↑↓r : the cross product vanishes when s(g
↑↓
r = 0, y = 0) is parallel to n. Therefore,
the ratio of sz(0) and sy(0) for g↑↓r = 0 equals the tangent of φ0. Using Eqs. (F.22) and
(F.23), we obtain the result given in Eq. (5.17).
F.3. Spin-thermoelectrics
In the following, we show that the response coefficients of the spin polarizations and
spin currents due to a thermal gradient, such as Eqs. (5.26) and (5.27), are given by
Mott-like formulas in terms of the energy derivative of the response coefficients due to
an electrical field [17, 134]. For this, we first consider the charge sector of the static










∇xT − eEx∇pxf = −
1
τ
(f − 〈f〉) . (F.37)
Furthermore, we have neglected spin contributions since our aim is to derive spin re-
sponse coefficients on basis of the charge sector and thus spin contributions in the last
equation lead to higher order contributions in the spin sector which can be neglected.
Assuming 〈f〉 ≈ f 0eq, the solution of the linearized form of Eq. (F.37) is given by












Next, let us consider the spin sector, Eq. (F.1). With use of Eq. (F.38) the spin sector
can be rewritten as follows:


















S = M−1S . (F.40)
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By performing the angular average on Eq. (F.39) it is now possible to obtain 〈f〉 in terms
of the energy derivative of f 0eq, and thus also f in terms of ∂εpf
0
eq by explicitly inserting











where the momentum (and energy) dependent vector g is to be obtained by the approach
described above. By integrating Eq. (F.41) over the momentum one obtains the spin
polarization s or, by a prior multiplication with pi/m, the spin current ji. According to∫
d2p
(2π~)2
· · · = N0
∫
dεp 〈. . .〉 (F.42)
the problem of obtaining the response coefficients comes down to an energy integration.
Employing the low temperature (kBT  εF) expansion (also known as Sommerfeld










≈ L(εF)Ex − S0εFL′(εF)∇xT , (F.43)
where L = N0 〈g〉 corresponds to the response coefficients of s, or L = N0 〈pig〉 /m
for the response coefficients of ji. Therefore, Eq. (F.43) yields the Mott like formulas
(5.26) and (5.27) by considering the y component of L = N0 〈g〉 and the z component
of L = N0 〈pyg〉 /m, respectively.
As an example, let us consider the bulk spin Nernst effect of the system regarded in
Chap. 5. Note that this is a special case of the investigations published in Ref. 17 since
we here neglect side-jump contributions. The spin Nernst conductivity σsN is defined by
jzy = σsN∇xT , (F.44)
under the boundary condition jx = 0, i.e., an open circuit condition for the charge
current. We obtain σsN by recalling the general expression of the spin current given in
Eq. (5.24),
jzy = σsEEx + σsT∇xT . (F.45)
The bulk spin Hall conductivity σsE is given in Eq. (5.8) and by employing the Mott-like
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FIG. F.1.: The spin Nernst conductivity (a) and the spin Hall angle over the (direct)
spin Nernst angle (b) against the temperature with τs,r/τDP,r = 10. The spin
Nernst conductivity is normalized by its absolute value at room temperature
Tr. For a given quantity the subscript r indicates that its value is taken at
room temperature.









Due to the open circuit condition we can express the electric field in terms of the thermal
gradient, i.e., Ex ≈ S0∇xT by neglecting spin-dependent contributions to the Seebeck
coefficient. Thus, the spin Nernst conductivity is the sum of an electrical contribution,















Note that the spin Nernst angle is sometimes also referred only to the direct thermal




= −2τs + τDP
τs + τDP
θsH . (F.50)
Figure F.1 shows the spin Nernst conductivity (a) and the spin Hall angle over the (di-
rect) spin Nernst angle (b) as function of the temperature. The temperature dependences
of the spin Nernst conductivity and the (direct) spin Nernst angle are essentially given
by the temperature dependence of the momentum relaxation rate, respectively. Here,
we assume 1/τ ∼ T which corresponds to the typical case of a metal in the high-
temperature regime, kBT  ~ωD with the Debye frequency ωD. As discussed in Ref.
17, and analogously to the spin Nernst magnetothermopower discussed in Ref. 78 and
Chap. 5, we see in panel (a) that electrical and thermal contributions compete each
other. In addition, the spin Nernst conductivity generally has a nonlinear temperature
dependence due to the interplay of intrinsic and extrinsic spin-orbit coupling [17], in our
case determined by the ratio τs/τDP. The spin Hall angle over the direct and total spin
Nernst angles, panel (b), also show a nonlinear temperature-dependence. In the case
τs/τDP  1 we obtain from Eq. (F.50) the ratio θsH/θsT ≈ −0.5, which is in agreement




Appendix to chapter 6
G.1. Elliott-Yafet collision operator
In this appendix we derive the Elliott-Yafet collision operator for the anisotropic Rashba
metal as considered in Chap. 5 by following the lines of Sec. 2.5. Our starting point is












[(p× p′) · σ]G(p′) [(p× p′) · σ] , (G.1)
similar to the two-dimensional case, cf. Eq. (2.181). The locally covariant form of the














































[(p× p′) · σ] .
(G.3)
Regarding the ˇ̃ΣAEY contribution, it is convenient to split the Keldysh Green’s function
into a charge and a spin contribution, G̃K = G̃K0 + σ · G̃K , and make use of the
anticommutation relations (2.188) for the Pauli matrices in order to analogously split
ˇ̃ΣAEY into a charge contribution
ˇ̃ΣAEY,c and a spin contribution
ˇ̃ΣAEY,s, where the latter is
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f bp′(δalδbj + δajδbl)− δabδjl
(





































z/m⊥ is the band energy.




σ · (Γ〈f〉) . (G.6)
We recall that 〈. . . 〉 denotes the angular average and Γ = diag(1, 1, ζ) accounts for the
anisotropy of Elliott-Yafet spin relaxation with ζ = 2m⊥/(m⊥ + m‖) due to the mass




2m‖εp sin θ cosφ ,
py =
√
2m‖εp sin θ sinφ .
pz =
√
2m⊥εp cos θ (G.7)
and rewrite the momentum integral,∫
d3p
(2π~)3
· · · =
∫
dεpN (εp)〈. . . 〉 , (G.8)
where N (ε) = m‖
√
2m⊥ε/2π
2~3 is the density of states per spin and volume. Neglect-
ing terms beyond the harmonic contribution, G̃ and quadratic terms in the momentum
pipj or p′ip
′
j can be replaced by their angular average in Eq. (G.2), respectively. We











x〉[〈p2y〉+ 〈p2z〉] 0 0
0 〈p2y〉[〈p2x〉+ 〈p2z〉] 0





Assuming that 〈f〉 is sharply peaked at εF, we can set 〈p2x〉 = 〈p2y〉 = 2m‖εF/3 and














as given in Eq. (6.10). Note that Eq. (G.9) also yields the strictly two-dimensional case,
pz = 0, with ζ = 0 and 1/τs = (λpF/2~)4/τ .
G.2. Spin polarization
Next, we present a detailed description of solving the set of diffusion equations (6.15)–
(6.17),
q21s
x = ∇2zsx , (G.11)
q21s
y = ∇2zsy + q21sy0 , (G.12)
q22s
z = ∇2zsz , (G.13)
for sy with the boundary conditions
jz(z = 0) = D⊥qrn×
[
n× s(z = 0)
]
+D⊥qin× s(z = 0) , (G.14)
jz(z = d) = 0 . (G.15)
We recall Eq. (6.14),






which allows us to transform the boundary conditions (G.14) and (G.15) for the spin
current to boundary conditions for the spin density. The general solution of Eqs. (G.11)–
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First, we consider the boundary z = d. In this case, inserting Eqs. (G.17)–(G.19) into
Eq. (G.16) yields
a1e
−q1d − a2eq1d = 0 , (G.20)
b1e







−q2d − c2eq2d = 0 . (G.22)





































which results in the spin density
sx = a cosh(q1(d− z)) , (G.26)





sinh(q1(d− z)) + sy0 , (G.27)
sz = c cosh(q2(d− z)) . (G.28)
Let us now consider the boundary z = 0, for the time being in the absence of the
ferromagnet, i.e., qr = qi = 0 and thus j(z = 0) = 0 according to Eq. (G.14). Inserting
















as given in Eq. (6.24).
In the presence of the ferromagnet, qr 6= 0, qi 6= 0, the spin density acquires an
additional, magnetization dependent, contribution,
s(z,n) = [sy0 + ∆s
y





ã cosh(q1(d− z))b̃ cosh(q1(d− z))
c̃ cosh(q2(d− z))
 . (G.32)

















∆jyz,sc(z) = −D⊥∇z∆sysc(z) , (G.35)
∆jz(z,n) = −D⊥∇z∆s(z,n) . (G.36)




z,sc(0) = 0 and thus the boundary
condition (G.14) can be easily rewritten as a boundary condition for the magnetization-
dependent contribution ∆jz. By explicitly inserting Eq. (G.32) into Eq. (G.36) and
setting z = 0 we obtainq1ã sinh(q1d)q1b̃ sinh(q1d)
q2c̃ sinh(q2d)
 = qrn× [n× s(z = 0)]+ qin× s(z = 0) (G.37)
with






The remaining task is now to solve the set of equations (G.37) for b̃ in order to obtain the
complete solution for sy. For this it is convenient to rewrite the magnetization direction
in spherical coordinates,
n =
sin θ cosφsin θ sinφ
cos θ
 , (G.39)
and rotate Eq. (G.37) with the transformation matrix
D =
sin θ cosφ sin θ sinφ cos θcos θ cosφ cos θ sinφ − sin θ
− sinφ cosφ 0
 (G.40)
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with the consequence Dn = ex. By a proper choice of θ and φ, Eq. (G.37) can be
rewritten for the α, β, γ scans, respectively,
α scan: θ =
π
2
, φ = α ; Mα
ãb̃
c̃













γ scan: θ = γ, φ = 0 ; Mγ
ãb̃
c̃




The matrices Mα, Mβ , and Mγ are given by
Mα =
(
q1 sinh(q1d) cosα q1 sinh(q1d) sinα 0
−qi cosh(q1d) sinα qi cosh(q1d) cosα −[q2 sinh(q2d)+qr cosh(q2d)]





0 −q1 sinh(q1d) sinβ q2 sinh(q2d) cosβ
qi cosh(q1d) −[q1 sinh(q1d)+qr cosh(q1d)] cosβ −[q2 sinh(q2d)+qr cosh(q2d)] sinβ





q1 sinh(q1d) sin γ 0 q2 sinh(q2d) cos γ
[q1 sinh(q1d)+qr cosh(q1d)] cos γ qi cosh(q1d) −[q2 sinh(q2d)+qr cosh(q2d)] sin γ




It is now straightforward to solve for b̃ in the respective case, and hence obtain ∆syα,β,γ ,
Eq. (6.25), which reads














r + qrq̃2) cos
2 α









[q2i + (q̃1 + qr)(q̃2 + qr)] sin














[q2i + (q̃1 + qr)(q̃2 + qr)] sin






1 = (t1, r1) space-time point
A(z) magnitude and spatial dependence of ∆syα,β,γ
A spectral function
A vector potential
Aa SU(2) vector potential
B U(1)×SU(2) magnetic field
Ba SU(2) magnetic field
B magnetic field
C magnitude of the magnetoresistance ratio
ĉk creation operator for state k
d thickness of the system
D diffusion constant
D‖ in-plane diffusion constant
D⊥ out-of-plane diffusion constant
e > 0 elementary charge
e base of the natural logarithm
E U(1)×SU(2) electric field
Ea SU(2) electric field
E electric field
F effective force in Chap. 4
Fα frequency-dependent force in the spin-pumping configuration
F U(1)×SU(2) Lorentz force
F (A), E(A) force and electric field related to the inverse spin Hall effect
F (B), E(B) force and electric field related to the spin galvanic effect
F (C), E(C) force and electric field related to the inverse spin filter effect





f 0 charge distribution function
f 0eq equilibrium charge distribution function, Fermi function
f spin distribution function
feq equilibrium spin distribution function
δf nonequilibrium part of the spin distribution function
fα,β,γ angular dependence of ∆s
y
α,β,γ
GT time-ordered Green’s function
GT̃ anti-time-ordered Green’s function
GR retarded Green’s function
GA advanced Green’s function
G< lesser Green’s function
G> greater Green’s function
GK , G̃K Keldysh Green’s function and its locally covariant form
Gc, Gci , GcK contour-ordered Green’s function on contours c, ci, and cK
G̃, Ǧ, ˇ̃G full Green’s function: in 2 × 2 space, in Keldysh space, locally co-
variant form
G0, Ǧ0 free Green’s function: contour-ordered (cK), in Keldysh space
Gn, G̃n, Ǧn n-th order Green’s function: contour-ordered (cK), in 2× 2 space, in
Keldysh space
Ǧ−10 ,




g↑↓ spin mixing conductance
g↑↓r real part of the spin mixing conductance
g↑↓i imaginary part of the spin mixing conductance
~ Planck’s constant
Heff effective magnetic field
Ĥ Hamilton operator




Ĥ1 time-independent Hamilton operator before a disturbance is switched
on
Ĥ i part of the Hamilton operator which represents interaction
Ĥ ′ part of the Hamilton operator which represents a disturbance
H Hamiltonian Ĥ in spatial representation
H0 Hamiltonian Ĥ0 in spatial representation
Himp Hamiltonian which describes the effect of impurities
Hsd s-d Hamiltonian
I collision operator
I0 collision operator which describes momentum relaxation
Iext collision operator which corresponds to side-jump and skew scatter-
ing
IEY collision operator which describes Elliott-Yafet spin relaxation





EY,s contribution linear in Aa to IEY and its contribution in the charge (c)
and spin (s) sector, respectively
IΨEY contribution linear in Ψ to IEY
IA,ΨEY mixed second-order contribution to IEY
i imaginary unit
j charge current density
ja a-polarized spin current density
jz0 homogeneous spin current (bulk spin Hall effect)
∆ja magnetization-dependent part of ja
kB Boltzmann constant
Ǩ, ˇ̃K collision kernel: in Keldysh space, locally covariant form
l mean free path
lDP Dyakonov-Perel spin diffusion length
ls Elliott-Yafet spin diffusion length
`x, `y length and width of the system
m effective mass




m⊥ out-of-plane effective mass
n electron density
N density of states per area (volume) and spin
N0 density of states per area (volume) and spin at the Fermi energy
Ni number of impurities
ni impurity density
n̂k occupation number operator for state k
nk occupation number for state k
n magnetization direction
nζ abbreviation for Γn
N̂ total number operator






P E0 bulk polarization coefficient
∆PsE magnetization-dependent contribution to PsE
PsT thermal polarization coefficient
∆PsT magnetization-dependent contribution to PsT
q wavenumber of the magnetic texture
q− wavenumber describing the exponential decay of the spin current
q+ wavenumber describing the oscillation of the spin current
q1 inverse spin relaxation length of the in-plane spin density
q2 inverse spin relaxation length of the out-of-plane spin density
q̃1 decrease of q1 due to a finite thickness
q̃2 decrease of q2 due to a finite thickness
qi wavenumber associated with g
↑↓
i
qr wavenumber associated with g↑↓r




qSGE spin galvanic wavenumber
r position vector
S thermopower or Seebeck coefficient
S0 thermopower of a free electron gas
∆S magnetization-dependent part of S (magnetothermopower)
∆SsE electrical part of ∆S
∆SsT thermal part of ∆S
Ŝ factorization of the time-evolution operator, ÛH = ÛH1Ŝ
s spin density
seq equilibrium part of s
δs nonequilibrium part of s
∆s magnetization-dependent part of s
∆sysc spin accumulation due to j
z
y
sy0 current-induced spin polarization (inverse spin galvanic effect)
∆syα,β,γ magnetization-dependent part of s
y for the α, β, and γ scans
t time
∇T temperature gradient
T{. . . } time-ordering operator
Tc{. . . } contour-ordering operator for a contour c
T spin torque functional
T temperature
U potential
ÛH , ÛH0 , ÛH1 time-evolution operator with respect to Ĥ , Ĥ0, and Ĥ1
UΓ Wilson line with curve Γ
Ǔ potential in Keldysh space
V potential; random potential
v velocity
v0 amplitude of a δ-shaped impurity potential
vF Fermi velocity





xµ = (t, r) four-vector with the center-of-mass coordinates t and r
yµ = (tr, rr) four-vector with the relative coordinates tr and rr
α Rashba parameter; magnetization angle in the xy plane (α scan)
αR Rashba parameter in Chap. 6
αG Gilbert damping constant
β = 1/kBT inverse temperature
β magnetization angle in the yz plane (β scan)
βDP spin torque parameter associated with τDP
βs spin torque parameter associated with τs
Γ anisotropy matrix of the Elliott-Yafet mechanism
γ gyromagnetic ratio; magnetization angle in the xz plane (γ scan)
∆SO spin-orbit energy splitting
∆XC exchange energy splitting
ε energy, Fourier transform of the time variable
εF Fermi energy
εk single-particle energy for state k
εp energy at momentum p
ζ anisotropy parameter of the Elliott-Yafet mechanism
ηµν metric
θsH spin Hall angle
θsHext extrinsic contribution to the spin Hall angle
θsHint intrinsic contribution to the spin Hall angle
θsN spin Nernst angle
θsT direct spin Nernst angle
λ effective Compton wavelength
µ0 magnetic constant
µ chemical potential
µ spin magnetic moment of an electron
ξint, ξext abbreviations used in the definitions of qISGE and qSGE
ρ resistivity




ρD inverse of the Drude conductivity
∆ρ magnetization-dependent part of ρ (magnetoresistance)
∆ρα,β,γ magnetoresistance for the α, β, and γ scan
ρ̂ statistical operator
ρ̂1 statistical operator with Hamiltonian Ĥ1
σ = (σx, σy, σz) vector of Pauli matrices
σ0 conductivity in the absence of a ferromagnet
σD Drude conductivity
∆σ magnetization dependence of the conductivity
Σ, Σ̌, ˇ̃Σ self-energy: contour-ordered (cK), in Keldysh space, locally covari-
ant form
Σ̌0,
ˇ̃Σ0 momentum relaxation self-energy: in Keldysh space, locally covari-
ant form
Σ̌EY,
ˇ̃ΣEY Elliott-Yafet self-energy: in Keldysh space, locally covariant form
ˇ̃Σ0EY contribution of zeroth-order in the four-potential to
ˇ̃ΣEY
ˇ̃ΣAEY contribution linear in Aa to
ˇ̃ΣEY
ˇ̃ΣΨEY contribution linear in Ψ to
ˇ̃ΣEY
ˇ̃ΣA,ΨEY mixed second-order contribution to
ˇ̃ΣEY
σsE spin Hall conductivity
∆σsE magnetization-dependent part of σsE
σsH0 bulk spin Hall conductivity
σsHint intrinsic contribution to the spin Hall conductivity
σsHsj side-jump contribution to the spin Hall conductivity
σsHss skew-scattering contribution to the spin Hall conductivity
σsN bulk spin Nernst conductivity
σsT direct spin Nernst conductivity
∆σsT magnetization-dependent part of σsT
τ momentum relaxation time with associated rate 1/τ ; contour time
τDP Dyakonov-Perel spin relaxation time with associated rate 1/τDP
τs Elliott-Yafet spin relaxation time with associated rate 1/τs
τx, τy, τz Pauli matrices
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Notation Description
τ0 2× 2 unit matrix
τ spin torque
φ magnetization angle
φ0 magnetization angle where σsE and PsE are independent of g↑↓r
φ1, φ2 magnetization angle where σsE and PsE are independent of g↑↓r , respec-
tively
ϕk single-particle wave function
Φ scalar potential
Ψ̂ fermionic field operator
Ψ SU(2) scalar potential





∇̃r covariant spatial derivative
∂̃t covariant time derivative
δij Kronecker delta
δ(x) Dirac delta function
εijk Levi-Civita symbol
θ(x) Theta function
〈. . . 〉 angular average; expectation value
〈. . . 〉imp impurity average
〈. . .〉y spatial average
[A,B] commutator of A and B
{A,B} anticommutator of A and B
A⊗B convolution and matrix multiplication of A and B
[A ⊗, B] commutator/convolution of A and B
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