Abstract. We investigate the solvability of the inhomogeneous Neumann problem involving the critical Sobolev exponent. In particular, we discuss the impact of the shape of the graph of the coefficient of the critical exponent on the existence of a solution. We prove the existence of at least two solutions for belonging to a bounded interval .0; /. We establish the existence of at least two solutions for a modified problem, that is, with the operator u C u replaced by u.
Introduction
Let R N , N 3, be a bounded domain with a smooth boundary @ . We will consider the following inhomogeneous Neumann problem involving the critical Sobolev exponent: [7] by Brezis and Nirenberg stimulated research on nonlinear boundary value problems involving the critical Sobolev exponent. We refer to the papers [1] , [2] and [23] , where further bibliographical references can be found. In these papers the existence of least energy solutions and their properties have been investigated. These results have been extended to the case Q 6 Á constant and D 0 in paper [8] . The purpose of this paper is to investigate the effect of the shape of the graph of a coefficient Q on the existence of multiple solutions for problem (1.1) .
The paper is organized as follows. In Section 2 we examine the properties of minimal solutions of (1.1) and we use some ideas from the papers [9] , [12] and [16] . Section 3 is devoted to a linearized eigenvalue problem whose weight function involves a minimal solution constructed in Section 2. The existence of a second solution is presented in Section 4. This solution is obtained by the mountainpass principle. We distinguish two cases:
where Q M D max x2 N Q.x/ and Q m D max x2@ Q.x/. In case (i) the positiveness of the mean curvature of the boundary @ and the asymptotic properties of instantons play an important role (see (4.14) ). This approach breaks down in case (ii). To obtain a second solution in this case, we impose a restrictive condition on size of the measure of (see (4.15) ). In the final Section 5 we discuss the multiplicity of solutions for the equation
with the Neumann boundary conditions (see problem (5.1)). This problem does not have positive solutions if Q.x/ and f .x/ are positive on . To obtain positive solutions, we assume that Q changes sign in . We establish the existence of at least two solutions. The first solution is obtained by a local minimization. To obtain a second solution we apply the mountain-pass principle. As in Section 4 we distinguish cases (i) and (ii). Case (i) is similar to the corresponding case (i) of Section 4; however, it is slightly more involved. To obtain the existence of a second solution, we impose a flatness condition on Q.x/ at a point where Q.x/ attains its maximum Q M . Finally, we mention the paper [11] where the following problem has been investigated:
8 < :
where f 2 L r . / with r > N and 2 . k ; kC1 /. Here k and kC1 denote two consecutive distinct eigenvalues of the operator u with the Neumann boundary conditions. The main result of this paper asserts that this problem has at least two distinct solutions. The first solution is negative and it is obtained as a translation of solution to a linear problem. A second solution has been obtained by the min-max procedure based on a topological linking. The case D 0 has also been discussed in [11] , however, under the assumption that Q.x/ > 0 on and R f .x/ dx < 0. In general, these solutions are not positive.
Throughout this paper we denote a strong convergence by "!" and a weak convergence by "*". The norms in the Lebesgue spaces L p . /, 1 Ä p < 1, are denoted by k k p .
Minimal solutions
By J we denote a variational functional for problem (1.1) defined by
It is clear that J is of class C 1 on H 1 . /, where H 1 . / denotes a Sobolev space equipped with norm
We commence by showing that for > 0, sufficiently small, there always exists a solution to problem (1.1). We describe here three approaches: (i) through a local minimization, (ii) by the implicit function theorem and (iii) by a method of suband super-solutions.
First, we note that the functional J has a mountain-pass structure for small . Moreover inf kukÄ J .u/ < 0.
Let a D inf kukÄ J .u/. Applying the Ekeland variational principle [13] , we derive the existence of a minimizer u satisfying a D J .u /. Indeed, let ¹u n º B.0; / be a minimizing sequence. We may assume that u n * u in H 1 . / and u n ! u in L p . / for 2 Ä p < 2 . By the Ekeland variational principle, ¹u n º is a (PS) sequence for J at level a . It is clear that u satisfies in a weak sense the equation
C f .x/ in and moreover kuk Ä . We also have
So u n ! u in H 1 . /. Since J .juj/ Ä J .u/, we may assume that u 0 on and by the strong maximum principle u > 0 on . We now describe the approach through the implicit function theorem. We define a mappingˆW OE0;
We note thatˆu.0; 0/w D w C w andˆu.0; 0/ W H 1 . / ! H 1 . / is invertible. By the implicit function theorem there exists a function u 2 H 1 . / for 2 .0; 0 / for some 0 > 0 such thatˆ. ; u / D 0 and ku k ! 0 as ! 0. Also, in a small neighbourhood of 0 in H 1 . / there is no other solution for > 0 small.
Lemma 2.2. Suppose that there exists a positive function
for some Q > 0. Then for every 2 .0; Q / there exists u 2 H 1 . / satisfying (1.1)
Proof. We construct u by a method of successive approximations. We set u 0 D 0. We define a sequence ¹u n º H 1 . / inductively: u n is a solution of the problem
for n D 1; 2; : : : . Applying the maximum principle, we show that
Notice that at each step problem (2.2) is well defined:
2N . Since u n is a solution of (2.2), we have
Hence ¹u n º is bounded in H 1 . / and we may assume, up to a subsequence, that u n * u in H 1 . /, u n ! u in L p . /, 2 Ä p < 2 and u n ! u a.e. on . We now observe that for 2 H 1 . / we have
Letting n ! 1, we see that u is a weak solution of problem (1.1). Let w be any positive solution of problem (1.1). Then w > u ı D 0. By induction we show that w > u n on for each n. Hence w u on . This means that u is a minimal solution of (1.1).
If f 2 C. N /, one can easily give an example of a function Q u satisfying condition (2.1) of Lemma 2. To proceed further, we define a solution set
It is obvious that S ¤ ; for > 0 small.
Lemma 2.3. The following hold:
(i) Suppose that S Q ¤ ; for some Q > 0. Then S ¤ ; for every 0 < < Q .
(ii) If S ¤ ;, then S contains the minimal solution of (1.1).
(iii) Let u and u N be the minimal solutions with < N of S and S N , respectively. Then u < u N on .
(iv) For > 0 small enough, a solution u obtained by the implicit function theorem is a minimal solution.
Proof. Statement (i) follows from Lemma 2.2.
(ii) Let u 2 S . Applying Lemma 2.2 with Q D and Q u D u, we deduce the existence of a solution u such that u Ä u on . According to this lemma, u is a minimal solution of (1.1).
(iii) Applying Lemma 2.2 with Q D N and Q u D u N , we deduce that
By the strong maximum principle, we derive u < u N on .
(iv) Let u be a solution obtained by the implicit function theorem and let u be a minimal solution of (1.1). Then u Ä u and moreover
Hence we obtain u ! 0 as ! 0 in H 1 . /. Since in a small neighbourhood of 0 in H 1 . / we have the uniqueness of solutions of (1.1), we must have u D u on .
From now on we denote the minimal solution of (1.1) by u . (ii) if > , then problem (1.1) has no solution.
Proof. We set D sup¹ W S ¤ ;º. Let u be a solution of (1.1). Testing (1.1) with a constant function equal to 1, we get
By the Young inequality, we get for every > 0
, we derive from the last two inequalities that
This shows that < 1.
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We recall that the first eigenvalue 1 . / is defined by
. /, there exists the first (smallest) eigenvalue 1 . /. Let us denote by ‰ 1 the corresponding eigenfunction. It is well known that ‰ 1 can be taken to be positive on .
By w we denote the unique positive solution to the problem
Lemma 3.1. For every 2 .0; / we have 1 . / > 1.
Proof. Let 0 < < Q < . Denote by u and u Q the minimal solutions in S and S Q , respectively. Let
This yields 1 . / > 1.
Lemma 3.2. Minimal solutions ¹u º, 0 < < , are bounded in H 1 . /, that is,
and
where w is the unique solution of problem (3.2) and S 1 is the best Sobolev constant for the continuous embedding of
Proof. By the definition of 1 . / we have
Since u is a solution of problem (1.1), we have
Combining this with (3.7), we get
ku k:
ku k and estimate (3.3) follows. Since u satisfies equation (1.1), we derive from (3.6) that
By the maximum principle we have u w. Hence
Using the Hölder and Sobolev inequalities, we derive from this inequality estimates (3.4) and (3.5). To prove the final assertion of this lemma, we set v D u .
Then v a solution of the following problem:
Since ¹v º, 0 < < , is bounded in H 1 . /, we may assume that v * v in
. By the uniqueness of a limit we have v D w. From the definition of a weak solution of v and w, respectively, we get
Since ¹v º, 0 < < , is bounded in H 1 . /, we see that v ! w as ! 0.
Lemma 3.3. For D problem (1.1) has a minimal solution u . Moreover, we have u < u for 0 < < and u ! u a.e. on as ! .
Proof. Let ¹ n º be an increasing sequence converging to . As ¹u n º is bounded in H 1 . /, we may assume that
It is clear that u satisfies (1.1) with D . So there exists a minimal solution u and we have u Ä u. On the other hand, u n < u , so u Ä u and u D u on . Since u is increasing in 2 .0; /, we have u < u on for < and u ! u a.e. on as ! .
Lemma 3.4. We have 1 . / ! 1 . / as ! , 1 . / ! 1 as ! 0 and
Proof. We commence by showing that 1 . / ! 1 . / as ! . We have
where ‰ 1 is the eigenfunction corresponding to 1 . /. Since u ! u a.e. on , by the monotone convergence theorem, for every > 0 there exists ı > 0 such that
for 0 < < ı. We now observe that
Therefore (3.8) implies that 0 < 1 . / 1 . / < for 0 < < ı. Since 1 . / > 1 for every 2 .0; /, we have 1 . / 1. To show that 1 . / D 1, we argue by contradiction. Assume 1 . / > 1. We define a mappinĝ
We have for D and u D u
This means that the mappingˆu W H 1 . / ! H 1 . / is invertible at the point . ; u/ D . ; u /. Then by the implicit function theorem, there exists > 0 such that the equationˆ. ; u/ D 0 has a solution u 2 H 1 . / for 2 .
; C / contradicting the definition of . To prove that 1 . / ! 1 as ! 0, we show that 
It follows from [1] (see also [8] ) that A Q > 0. Let v 2 H 1 . / ¹0º. Then by the Hölder, Sobolev inequalities and estimate (3.3) we get
and a lower estimate for 1 . / follows.
We point out that using (3.3) we obtain the following upper bound for 1 . /:
where w is a unique solution of problem (3.2). Consequently, this estimate and lower estimate (3.9) imply that
Lower and upper estimates of 2 2 1 . /, obtained in the proof of the above lemma, suggest that lim !0 2 2 1 . / > 0 if this limit exists.
where w is the unique solution of problem (3.2). Then
Since v > w, we get that
Hence 2 2 1 . / Ä 0 for 0 < Ä . Thus it is sufficient to show that
Arguing by contradiction assume that
Then there exists a > 0 (small), a sequence n ! 0 and a sequence ¹u n º H 1 . / of eigenfunctions corresponding to 1 . n /, such that
for every n 2 N. Since ¹u n º is bounded in H 1 . / we may assume that u n * u in H 1 . / and u n ! u in L p . / for every 1 Ä p < 2 . We claim that
Indeed, we have
By the Hölder inequality we have
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We now estimate J 2n in the following way: given M > 0 we write
On the other hand, we have
Since ¹u n º is bounded in L 2 . /, we see that
and this contradiction completes the proof.
Estimates from below (3.4), (3.5) and the limiting properties of 1 . / and u , as ! 0 will not be used in this paper. However, they are stated here for the sake of completeness. Q.x/u 2 1 in : (3.10)
Since 1 . / D 1, the corresponding eigenfunction ‰ 1 satisfies
From (3.10) and (3.11) we deduce that
This equation can be rewritten as
where
Existence of a second solution
To find a second solution for 0 < < , we consider the problem
We shall prove, below, that problem (4.1) has a positive solution v 2 H 1 . /. Then u D vCu is a second solution of (1.1). A positive solution of (4.1) will be found by the mountain-pass principle ( [4] ). Let
It is easy to see that a critical point v of I is a solution of (4.1), that is, 
for every 2 H 1 . /.
Proof. To prove (4.2), we need the following inequality:
for some constant C > 0. For the proof of this inequality we refer to Lemma B.2 of the paper [16] . Since ¹v k º is bounded in H 1 . /, we may also assume that
We notice that
So by the dominated convergence theorem
The integrals J 2;k can be estimated in the following way:
This estimate yields lim 
Proof. There exists M > 0 such that
for all k. On the other hand, given > 0 we can find k 0 2 N such thať
for k k 0 and every 2 H 1 . /. By straightforward computation we obtain
This, combined with (4.5) and (4.6), gives
To proceed further, we recall that the best Sobolev constant S is defined by It is well known that S is attained by a family of instantons
where C N > 0 denotes a constant depending on N (see [19, Chapter 3, Section 1] or [20] ). The functions U ;y satisfy the equation
and moreover kU ;y k Proof. Let ¹v k º H 1 . / be a .PS/ c sequence with c satisfying (4.7). By Lemma 4.2, ¹v k º is bounded in H 1 . /. We may assume, up to a subsequence, that
for each 2 H 1 . /, we deduce from Lemma 4.1 (see formula (4.4)) that v is a weak solution of (4.1). Testing (4.8) with D .v k / we see that .v k / ! 0 in H 1 . / and we may assume that v k 0 and v 0 on . We also have Z jrvj 
From the Brezis-Lieb Lemma ([6]) we deduce that
By Lemma 4.1 we also have
Similarly, we have
From (4.9) and (4.12) we derive that
Due to the boundedness of ¹v k º in H 1 . /, we also have
Since v is a solution of (4.1), we derive from this, (4.9) and (4.11) that
So we may assume that
To complete the proof, it is sufficient to show that l D 0. Arguing by contradiction, assume that l > 0. By the P. L. Lions concentration-compactness principle ( [15] ) there exist numbers j , j and points x j 2 N , j 2 J , where the index set J is at most countable, such that
in the sense of measure. Here ı x j denote the Dirac measures assigned to points x j . Moreover, we have S 
It is easy to show that j Ä Q.x j / j for j 2 J . So if j > 0, then
Assume that Q M Ä 2 2 N 2 Q m . Then, if x j 2 , by (4.13), we get
and, if x j 2 @ , we obtain
In both cases we obtain a contradiction, since I .v/ 0. In a similar manner we arrive at a contradiction if
We now show that the functional I has a mountain-pass geometry. Proof. We follow an argument from [9, Proposition 3.1] and [16, Lemma 3.4] . We write the functional I as
for u 2 H 1 . /. To estimate J 2 , we use the following inequality (see Lemma B.1 in [16] ): for every > 0 there exists a constant C D C. / > 0 such that
for s; t 0:
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We then have
On the other hand, Lemma 3.1 gives the following estimate for J 1 :
The result follows from these two estimates by taking > 0 and > 0 sufficiently small.
To obtain the existence of a second solution, we first consider the case
For simplicity we assume that 0 2 @ and Q m D Q.0/. We set U D U ;0 . By H.0/ we denote the mean curvature of @ at 0. We need the following asymptotic properties of U : 14) where A N > 0 is a constant depending on N (see [1, 2, 23] ). We set Then problem (1.1) has a second solution.
Proof. First we observe that G.t; s/ t 2 2 for t; s 0. Hence
and I .tU / < 0 for large t > 0. By assumption (4.15) we have the following expansion:
We also have
Combining these relations with asymptotic properties of U (see (4.14)), we easily derive that
The existence of a critical point of I follows from the mountain-pass principle ( [4] ) and Proposition 4.3.
In the case
it is not possible to use U to estimate the mountain-pass level of I . In this situation we can only formulate the following existence result. Proof. Let u D t > 0 be a constant. Then, as in the proof of Theorem 4.5, we obtain sup t 0
and I .t/ < 0 for large t > 0. Hence, if
Then problem (4.1) has a solution and consequently problem (1.1) has a second solution.
We point out here that Theorem 2.4 continues to hold for the problem
where > 0 is a parameter. It is clear that if
then under assumptions of Theorem 4.5, for every there exists . / such that problem (4.17) has at least two solutions for 0 < < . /. In the case
Therefore we can state the following existence result for problem (4.17):
Proposition 4.7. Let satisfy (4.18). Suppose that 0 < < . / and
Then problem (4.17) has at least two positive solutions. 
Problem with an indefinite coefficient
In this section we consider the solvability of the following problem:
where f 2 C. N / and f > 0 on . If Q.x/ > 0 on , then problem (5.1) has no solution. Indeed, assuming that problem (5.1) has a solution u we get
which is impossible. This justifies the following assumption:
Additionally we assume that j¹x 2 N W Q.x/ D 0ºj D 0. Solutions to problem (5.1) are of class C 1;˛. N /. Indeed, by a global version of Lemma B.3 in [19] any solution of (5.1) belongs to L p . / for every p 1. We then apply the following result (see [3] ): if u 2 H 1 . / is a solution of the problem
where f 2 L p . /, then u 2 H 2;p . /. As a consequence, any solution of (5.1) is of class C 1;˛. N /. Solutions to problem (5.1) are sought as critical points of the functional Q J defined by
for every 2 H 1 . /. Since Q.x/ vanishes on a set of measure 0, we deduce that v D 0 a.e. on . We also have 1 2
On the other hand, relations (5.2) and (5.3) imply that lim n!1 R jrv n j 2 dx D 0 and we have arrived at a contradiction.
We decompose H 1 . / as
Having this decomposition, we define an equivalent norm in H 1 . / by
To check the mountain-pass geometry of the functional Q J , we need the following quantitative statement (for the proof we refer to the paper [5] ): Lemma 5.2. There exists a constant Á > 0 such that for each t 2 R and v 2 V the inequality Proof. Let Á > 0 be a constant from Lemma 5.2. We distinguish two cases:
If krvk 2 Ä Ájtj and krvk
x/ dx > 0. Using this and the Sobolev inequality, we derive the following estimate of Q J from below:
where C 1 > 0 is a best Sobolev constant for the embedding of H 1 . /, with norm
In case (ii) we have
Thus by the Sobolev inequality we get
Taking krvk 2 Ä sufficiently small, we derive from the above inequality the estimate
Therefore we have
From (5.4) and (5.5) we deduce that
Proof. Let ¹u n º H 1 . / be a .PS/ c with c satisfying (5.6). By Lemma 5.1 ¹u n º is bounded in H 1 . /, we may assume that u n * u in
By the concentration-compactness principle ( [15] ) there exist positive numbers j , j and points x j 2 N such that
in the sense of measure, where ı x j are the Dirac measures assigned to points x j . Moreover, numbers j and j satisfy the following inequalities:
/ with a family of function ı , ı > 0, concentrating at x j as ı ! 0, we derive that
This inequality shows that the concentration can only occur at points x j which satisfiy Q.x j / > 0. If j > 0, then, in the case x j 2 , (5.7) and (5.9) imply that
On the other hand, if x j 2 @ , then by (5.8) and (5.9) we obtain
By the Brezis-Lieb Lemma (see [6] ) we have for
Since u is a weak solution of problem (5.1), we deduce from this equation that
Substituting this into (5.12), we get
From (5.6), (5.7), (5.10) and (5.11) we obtain the following inequalities:
Since v is the only critical point of Q J , we must have u D v . We now show that j D j D 0 for j 2 J . Arguing by contradiction, we would have j > 0 for some j 2 J . Then by (5.13) we would have
In both cases we have arrived at a contradiction.
The second solution will be found by the mountain-pass principle. We first consider the case Q M Ä 2 Proof. We use some ideas from the paper [18] (see also [10] ). We use the following inequality: given q > 2 and Ä 2 .1; q 1/ there exists a constant C > 0 such that .s C t / q s q C t q C qs q 1 t C qst q 1 C t Ä s q Ä for s; t 0. We apply this inequality to the integral
We have
N 2 dx:
we deduce from the above inequality that Q J .v C t Q U / Ä Q J .v k / C ‰ .t/; (5.14)
Let ‰ .t / D max t 0 ‰ .t /. We now show that there exists numbers 0 < T 1 < T 2 such that T 1 Ä t Ä T 2 for every > 0 sufficiently small. We obviously have
This means that t 6 ! 0, as ! 0. Assume that for some sequence n ! 0 we have t n ! 1. Since ‰ n .t n / D 0, we get It is clear that this relation cannot be satisfied for large n as the left hand side tends to 0 and R Q.x/ Q U 2 dx 6 ! 0. From (5.14) we deduce the following estimate: According to our assumption on Q, we have
Therefore combining the last two relations with (4.14), we get where t > 0 is sufficiently large and > 0 small. Since Q c < c , Proposition 5.5 yields the existence of a critical point v such that Q J .v/ Ä > 0, which is obviously distinct from v . By Theorem 10 in [5] we can assume that v > 0 on . This contradiction completes the proof.
We now consider the case Q M > 2 
