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We introduce in this work a new approach for online approximate Bayesian
learning. The main idea of the proposed method is to approximate the se-
quence (pit)t≥1 of posterior distributions by a sequence (p˜it)t≥1 which (i) can be
estimated in an online fashion using sequential Monte Carlo methods and (ii)
is shown to converge to the same distribution as the sequence (pit)t≥1, under
weak assumptions on the statistical model at hand. In its simplest version,
(p˜it)t≥1 is the sequence of filtering distributions associated to a particular
state-space model, which can therefore be approximated using a standard
particle filter algorithm. We illustrate on several challenging examples the
benefits of this approach for approximate Bayesian parameter inference, and
with one real data example we show that its online predictive performance
can significantly outperform that of stochastic gradient descent and streaming
variational Bayes.
1. Introduction
Let (Yt)t≥1 be a sequence of i.i.d. random variables defined on the same probability space
(Ω,F ,P) and taking values in a measurable space (Y,Y). We let {fθ, θ ∈ Θ ⊆ Rd} be
a collection of probability density functions (p.d.f.) on Y with respect to some σ-finite
measure η(dy), and we assume that θ? := argmaxθ∈Θ E[log fθ(Y1)] is well-defined, with
E the expectation operator associated to (Ω,F ,P). We adopt a Bayesian perspective
and let p˜i0 be a prior distribution for θ and pit(dθ) ∝
∏t
s=1 fθ(Ys)p˜i0(dθ) be the posterior
distribution associated to observations {Ys}ts=1, for all t ≥ 1. In this work we consider
the problem of approximating (pit)t≥1 in an online fashion, where by online we mean that
the memory and computational requirement to process each observation Yt is finite and
bounded uniformly in t.
Current approaches to compute an online approximation of (pit)t≥1 essentially reduces
to online variational methods (see e.g. Broderick et al., 2013; Nguyen et al., 2017; Zeno
et al., 2018). However, theoretical justifications for these algorithms are rather limited
(see however the recent results obtained by Chérief-Abdellatif et al., 2019) and there is
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no guarantee that, as t tends to infinity, their approximation error vanishes. Although
not online, the iterated batch importance sampling (IBIS) algorithm of Chopin (2002),
which approximates (pit)t≥1 sequentially by Monte Carlo, can be an efficient alternative to
online methods in situations where the number of observations to process is not too large
and computing fθ(y) is cheap (see the example of Section 4.2.1). Some computations in
Chopin (2002) indeed suggest that a random running time implementation of IBIS only
requires OP(t) operations to process {Ys}ts=1. When it becomes computationally too
expensive to process Yt using IBIS, Balakrishnan et al. (2006) propose to approximate
the Monte Carlo update of IBIS using the kernel smoothing idea introduced by Liu and
West (2001). The resulting algorithm (called one-pass SMC) is online but, unlike IBIS,
is not theoretically justified.
The main idea of the method we introduce below for online approximate Bayesian
learning is to approximate the sequence (pit)t≥1 by a sequence (p˜it)t≥1 which (i) can
be approximated in an online fashion using Monte Carlo methods and (ii) is shown to
converge to δ{θ?} as t tends to infinity, in some sense to be defined. Notice that, by (ii),
as t increases the distance between pit and its approximation p˜it converges to zero. It is
also worth mentioning at this stage that online variational updates involve expectations
that are generally not computable, and thus in practice online variational methods also
rely on Monte Carlo approximations (see the example of Section 4.4.1).
To introduce the construction of the sequence (p˜it)t≥1 with more details assume for now
that Θ = Rd. Let (µt)t≥0 be a sequence of probability distributions on Rd and (θt)t≥0
be such that θ0 ∼ p˜i0 and such that ({Yt, θt})t≥1 is a bivariate Markov chain verifying
Yt|θt ∼ fθt(yt)η(dyt), θt = θt−1 + Ut−1, Ut−1 ∼ µt−1, t ≥ 1. (1)
Then, for all t ≥ 1, we define p˜it as the conditional distribution of θt given the observa-
tions {Ys}ts=1. If all the (µt)t≥0 are dominated by a common dominating measure, then
(1) defines a state-space model. In this case, p˜it is the corresponding filtering distribution
at time t, and particle filter (PF) algorithms (Doucet and Johansen, 2009) can be used to
compute an online Monte Carlo approximation of (p˜it)t≥0, where the memory and compu-
tational requirement of each iteration is bounded by CN , with N ∈ N := {1, 2, . . . } the
Monte Carlo effort and where in the rest of this section C <∞ is a constant independent
on t.
More generally, we develop a sequential Monte Carlo (SMC) algorithm to approximate
(p˜it)t≥1 whose memory and computational requirement at iteration t ≥ 1 is a most CktN ,
with kt = t− sup{s < t : µs 6= δ{0}} if {s < t : µs 6= δ{0}} is not an empty set and kt = t
otherwise. This SMC sampler reduces to the IBIS algorithm when kt = t for all t and
to a standard PF algorithm when kt = 1 for all t. Notice that if kt = ∆ for some ∆ ∈ N
then the proposed SMC algorithm is an online algorithm. Our main contribution is then
to provide, for any sequence (kt)t≥1, a way to construct sequences (p˜it)t≥1 that converges
to δ{θ?}, under standard regularity conditions on the statistical model.
As we will argue in Section 2.5, a trade-off between statistical and computational
efficiency should be considered when choosing the sequence (p˜it)t≥0: the cheaper it is to
approximate this sequence by Monte Carlo the slower it converges to δ{θ?}. Averaging is a
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standard technique used to improve the statistical and/or predictive properties of online
procedures, as briefly recalled in Section 2.2. Following this idea, we propose in that
section to base the inference on the mixture distribution p¯it := (t+ 1)−1
∑t
s=0 p˜is instead
of using p˜it directly. We show that the distribution p¯it converges to the same distribution
as p˜it and that its online Monte Carlo estimation can be obtained as by product of that
of p˜it. The merit of p¯it over p˜it comes from the fact that, empirically, the point estimate
θ¯t := Ep¯it [θ] typically converges to θ? at the optimal t−1/2 rate under various definitions of
(p˜it)t≥0 while, on the contrary, the convergence behaviour of θ˜t := Ep˜it [θ] is very sensitive
to the choice of this sequence, as we shall see in the numerical example of Section 2.3.
Establishing theoretically the convergence rate of the distributions p˜it and of p¯it, and
of the point estimates θ˜t and θ¯t, is however beyond the scope of the paper. Instead,
the objective of the paper is to derive consistency results for (p˜it)t≥0 and (p¯it)t≥0 that
hold under weak conditions on the statistical model at hand, and by imposing minimal
constraints on the sequence (µt)t≥0. An unavoidable consequence (see Section 2.3) of
the very few conditions we impose on this sequence is that our convergence results for
(p˜it)t≥0 hold in probability, while under the same assumptions on the model the posterior
distribution pit converges to δ{θ?} almost surely. Our theoretical analysis carefully deals
with the case where Θ is unbounded, which is particularly important since, in this case,
nothing prevents the distributions p˜it and pit to be arbitrarily far from each other at a
given time t.
1.1. Additional notation and outline of the paper
We let ‖ · ‖∞ be the maximum norm on Rd, B(x) be the open ball of size  > 0 around
x ∈ Rd w.r.t. ‖ · ‖, the Euclidean norm on Rd, td,ν(m,Σ) be the d-dimensional Student’t-
distribution, with ν > 0 degrees of freedom, location vector m and scale matrix Σ,
and Nd(m,Σ) be the d-dimensional Gaussian distribution with mean m and covariance
matrix Σ. Recall that for two strictly positive sequences (at)t≥1 and (bt)t≥1 the notation
at = Θ(bt) means that lim inft→∞(at/bt + bt/at) > 0.
Below we use the shorthand E[g] for E[g(Y1)], ν(h) for
´
Θ h(θ)ν(dθ), Varν(h) for
ν(hhT )− ν(h)ν(h)T . In particular, Eν [θ] stands for
´
Θ θν(dθ) and Varν(θ) for Eν [θθ
T ]−
Eν [θ]Eν [θ]T . If A is a Borelian set of Rd, we denote by B(A) the Borel σ-algebra on A,
by P(A) the set of probability measures on (A,B(A)) and we let PL(A) be the set of
probability measures on (A,B(A)) that are absolutely continuous w.r.t. dθ, the Lebesgue
measure on Rd. Moreover, for a sequence (νt)t≥0 of probability measures on Rd, the
notation νt ⇒ ν means that the sequence (νt)t≥0 converges weakly to the probability
measure ν ∈ P(Rd).
We let f?(y)η(dy) be the distribution of Y1 and assume throughout the paper that
Θ ∈ B(Rd), with ´Θ dθ > 0. For what follows it is convenient to extend the parameter
space Θ to Rd. To this aim, for every θ ∈ Rd we let f˜θ : Y → R be such that f˜θ ≡ fθ for
all θ ∈ Θ and such that f˜θ ≡ 0 for all θ ∈ Rd \Θ.
Lastly, for any probability measure ν on Θ and any sequence (νt)t≥0 of probability
measures on Θ (implicitly indexed by random variables), we say that νt ⇒ ν in P-
probability if the sequence of random variables (%(νt, ν))t≥0 converges in P-probability
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to 0, where % denotes the Prohorov distance between probability measures on Rd. Notice
that if νt ⇒ ν in P-probability then, for every continuous and bounded measurable
function ϕ : Θ → R, νt(ϕ) → ν(ϕ) in P-probability. In the case where ν = δ{θ?}, and
letting Vδ = {θ ∈ Rd : ‖θ − θ?‖ ≥ δ} for every δ > 0, Ghosal and Van der Vaart
(2017, Proposition 6.2 and above comment, page 124) provide the following necessary
and sufficient condition for checking that νt ⇒ ν in P-probability.
Proposition 1. νt ⇒ δ{θ?} in P-probability if and only if E[νt(V)]→ 0 for all  > 0.
The rest of the paper is organized as follows. The proposed approach is described
in detail in Section 2 and convergence results for the sequences (p˜it)t≥0 and (p¯it)t≥0 are
given in Section 3. Section 4 proposes some numerical experiments which notably aim
at illustrating on challenging problems (including a latent variable model) the benefit of
the method introduced in this work for approximate Bayesian parameter inference. In
this section we also consider an online binary classification example, with 53 predictors,
on which which the proposed algorithm outperforms stochastic gradient descent and a
popular online variational algorithm. Section 5 concludes and all the proofs are gathered
in the Supplementary Material.
2. Online Approximate Bayesian learning
In this section we introduce in detail the proposed approach for online approximate
Bayesian learning. In Section 2.1 we provide the precise definition of the sequence (p˜it)t≥0
and explain in what sense p˜it can be interpreted as an approximation of the posterior dis-
tribution pit, for all t ≥ 1. In Section 2.2 we introduce the sequence (p¯it)t≥0 of averaged
measures and in Section 2.3 we study the properties of p˜it and of p¯it on a toy example. In
Section 2.4 we introduce a simple online Monte Carlo algorithm (Algorithm 1) that can
be used to estimate (p˜it)t≥0 and (p¯it)t≥0 in the special case where p˜it can be interpreted as
the filtering distribution of a state-space model. In Section 2.5 we comment on the trade-
off between computational and statistical efficiency one should consider when defining
(p˜it)t≥0, and make some practical recommendations. The sequential Monte Carlo al-
gorithm for approximating an arbitrary sequence (p˜it)t≥0 and associated sequence (p¯it)t≥0
is introduced in Section 2.6. Lastly, in Section 2.7 we briefly discuss the approximation
error we make when the output of this algorithm is interpreted as an approximation of
the posterior distribution pit.
2.1. The sequence (p˜it)t≥0
Let (µt)t≥0 be a sequence in P(Rd) such that
µt(dθ) =
{
h−dt mt(θ/ht)dθ, ht > 0
δ{0}(dθ), ht = 0
, ∀t ≥ 0 (2)
where (ht)t≥0 is a sequence in [0,∞) and where, for some strictly increasing sequence
(tp)p≥0 in N0, mt is the p.d.f. of the Nd(0,Σt) distribution if t 6∈ (tp)p≥0 and the p.d.f.
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of the td,ν(0,Σt) distribution otherwise, with ν > 1 and (Σt)t≥0 a sequence of symmetric
positive definite matrices for which
∃c ∈ (0,∞) such that ‖Σt‖ ∨ ‖Σ−1t ‖ ≤ c, ∀t ≥ 0. (3)
Explanations why we require that the sequence (µt)t≥0 contains infinitely many Student’s
t-distributions are postponed to Section 3.4. Conditions ν > 1 and (3) are also needed for
our theoretical results to hold. Notice that under (3) the rate at which ‖Varµt(θ)‖ → 0
is determined by the sequence (ht)t≥0.
Then, for a given prior distribution p˜i0 ∈ PL(Θ), we let (p˜it)t≥1 be defined by
p˜it(dθ) =
f˜θ(Yt)(µt−1 ∗ p˜it−1)(dθ)´
Rd f˜θ(Yt)(µt−1 ∗ p˜it−1)(dθ)
∈ PL(Θ), t ≥ 1. (4)
In Section 3 we provide conditions on (ht)t≥0 and on (tp)p≥0 that ensure the conver-
gence of p˜it towards δ{θ?}, under standard assumptions on the statistical model. For
instance, our main results enable us to define, for every α > 0 and sequence (ht)t≥0
such that ht = Θ(t−α), a strictly increasing sequence (tp)p≥0 for which p˜it ⇒ δ{θ?} in
P-probability.
The definition (2) and (4) of (p˜it)t≥0 guarantees that if hs = 0 for all s < t then p˜it = pit,
where we recall that pit is the posterior distribution of θ. This observation suggests that
the size of max0≤s<t hs controls the discrepancy between p˜it and pit. The following result
supports this intuition and justifies the interpretation of p˜it as an approximation of pit.
Notice that for this result to hold it is not necessary to assume the Yt’s are i.i.d.
Proposition 2. Assume P(supθ∈Θ fθ(Y1) < ∞) = 1, that the mapping θ 7→ fθ(Y1) is
P-a.s. continuous on Θ and that p˜i0 ∈ PL(Θ) has a continuous and bounded density on
Θ. Then,
P
(
as max{hs, s < t} → 0, p˜it ⇒ pit
)
= 1, ∀t ≥ 1.
Establishing precisely the link between max{hs, s < t} and the distance between p˜it
and pit is beyond the scope of the paper. Nevertheless, Proposition 2 has the merit
to show that we can make p˜it arbitrary close to pit by reducing the size of the hs’s, as
illustrated in Section 2.3.
2.2. The sequence (p¯it)t≥0.
Averaging is a standard technique used to improve the statistical and/or predictive prop-
erties of online procedures, see for instance Polyak and Juditsky (1992) and Shalev-
Shwartz (2011) for its use within stochastic approximations (SA) and online learning
algorithms, respectively.
Following this idea, and as announced in the introductory section, we introduce the
sequence (p¯it)t≥0 defined by
p¯it(dθ) =
1
t+ 1
t∑
s=0
p˜is(dθ), t ≥ 0. (5)
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Recalling that θ˜t = Ep˜it [θ] and that θ¯t = Ep¯it [θ], it is worth noting that, for all t ≥ 0, we
have θ¯t = (t+ 1)−1
∑t
s=0 θ˜s.
Using Proposition 1 and Cesàro’s lemma, it can be easily checked that convergence in
probability of p¯it to δ{θ?} is implied by that of p˜it, so that the convergence results obtained
in Section 3 for the sequence (p˜it)t≥0 also hold for the sequence (p¯it)t≥0. This is stated in
the following proposition for future reference.
Proposition 3. Assume that p˜it ⇒ δθ? in P-probability. Then, p¯it ⇒ δθ? in P-probability.
The main advantage of p¯it over p˜it is that, empirically, the estimator θ¯t typically con-
verges to θ? at rate t−1/2 (see the numerical examples of Sections 2.3, 4.2 and 4.3) while
the convergence behaviour of θ˜t depends on the speed at which ht → 0, as illustrated
in the next subsection. We note that this property of estimators obtained by averaging
online point estimates is well-known in the SA literature and has been proved in this con-
text (Polyak and Juditsky, 1992). On the other hand, and assuming Θ ⊆ R to simplify
the presentation, the inequalities
Varp¯it(θ) ≥
1
t+ 1
t∑
s=0
Varp˜is(θ) ≥ mins≤t Varp˜is(θ), ∀t ≥ 0, P− a.s. (6)
suggest that, in general, p¯it will not concentrate on θ? at a faster rate than p˜it. Indeed,
if p˜it converges to δ{θ?} then, under mild conditions, Varp˜it(θ) → 0, in which case it is
reasonable to expect that, in (6), we have Varp˜it(ϕ) ≈ mins≤t Varp˜is(θ).
A second advantage of (p¯it)t≥0 over (p˜it)t≥0 is that, empirically, the evolution of the
former sequence is more stable than that of latter. One way to formalize this observation
is to remark that we can establish the almost sure convergence of p¯it to δ{θ?} under
weaker conditions than for p˜it. For instance, as a direct consequence of Lyons et al. (1988,
Corollary 4), to guarantee that P(p¯it ⇒ δ{θ?}) = 1, it is enough to have, for all  > 0,
a δ > 0 such that E[p˜it(V)] = O(t−δ). By contrast, proving that P(p˜it ⇒ δ{θ?}) = 1
usually requires to show that E[p˜it(V)] = O(t−δ) for some δ > 1.
2.3. An illustrative example
For every θ ∈ Θ := R we let fθ be the density of the N1(θ, 1) distribution and, for some
θ˜0 ∈ R and σ˜20 > 0, we let p˜i0(dθ) be the density of the N1(θ˜0, σ˜20) distribution. Remark
that for this model our general assumptions on (Yt)t≥1 impose that E[Y 21 ] < ∞, since
otherwise θ? = argmaxθ∈Θ E[log fθ(Y1)] is not defined. However, in this subsection we
relax this condition and assume only that E[|Y1|] < ∞. Notice that if θ? is well-defined
then θ? = E[Y1]. In addition, to make the computation of (p˜it)t≥0 tractable, we also relax
the condition that (µt)t≥0 contains infinity many Student’s t-distributions (imposed in
Section 2.1) by letting, in (2), mt be the density of the N1(0, 1) distribution for all t ≥ 0.
Then, with g : R→ R defined by g(x) = x/(1+x), x ∈ (0,∞), it can be easily checked
that
p˜it = N1(θ˜t, σ˜2t ), σ˜2t = g(σ˜2t−1 + h2t−1), θ˜t = σ˜2t Yt + (1− σ˜2t )θ˜t−1, t ≥ 1.
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zt\α 0.1 0.3 0.5 0.7 1
Varp˜it(θ) 0.09 0.30 0.50 0.70 1.00
Varp¯it(θ) 0.09 0.30 0.5 0.7 0.93
|θ˜t − E[Y1]| 0.05 0.15 0.24 0.36 0.49
|θ¯t − E[Y1]| 0.52 0.52 0.52 0.53 0.68
Table 1: Ordinary least square estimate of β2 for the model log(zt) = β1 − β2 log(t) + t
and for the example of Section 2.3. The results are for T = 107 observations,
(θ˜0, σ˜
2
0) = (0, 25), Yt
iid∼ N1(0, 1), h0 = 0 and ht = t−α for all t > 1.
Since g is strictly increasing on (0,∞) it follows that σ˜2t is a strictly increasing function
of hs, for all s ∈ {0, . . . , t− 1}. The impact of (ht)t≥0 on the behaviour of the sequence
(p˜it)t≥0 is studied in more details in the following proposition.
Proposition 4. Assume that ht → 0. Then,
1. p˜it ⇒ δE[Y1] in P-probability.
2. If in addition we have ht ∼ ct−α for some constants c > 0 and α > 0 then
a) for p ∈ [1, 2) we have P(p˜it ⇒ δE[Y1]) = 1 for all (Yt)t≥1 such that E[|Y1|p] <∞
if and only if t1/pσ˜2t = O(1),
b) a necessary but not sufficient condition to have P(p˜it ⇒ δE[Y1]) = 1 for all
(Yt)t≥1 with E[Y 21 ] <∞ is that t1/2σ˜2t = O(1),
c) for all p ≥ 1, we have t1/pσ˜2t = O(1) only if α ≥ 1/p,
d) h2t /σ˜2t → 0.
Part 2d of the proposition shows that σ˜2t , the variance of θ under p˜it, converges to 0
at a strictly slower rate than that of h2t whenever ht ∼ ct−α for some constants (c, α) ∈
(0,∞)2. More precisely, the numerical results given in Table 1 shows that, for this
example, σ˜2t ≈ t−α when ht = t−α for all t ≥ 1. As argued in the previous subsection,
we observe in Table 1 that σ¯2t , the variance of θ under p¯it, does not converge to zero at a
faster rate than σ˜2t . Indeed, in this example, both σ˜2t and σ¯2t converge at the same rate.
The numerical experiments of Section 4 suggest that, when ht = t−α for all t ≥ 1, having
a convergence rate for the variance of θ under p¯it which is slower than that of h2t is not
specific to the model we consider in this subsection but generally holds true.
The first part of the proposition shows that the condition ht → 0 is enough to guarantee
the convergence in P-probability of p˜it towards δE[Y1]. Our main results (Theorems 1-2)
show that weak conditions on the sequence (ht)t≥0 are indeed needed to guarantee that
p˜it ⇒ δ{θ?} in P-probability. However, for reasons explained in Section 3.4, these results
require that infinitely many elements of the sequence (µt)t≥0 are Student’s t-distributions.
We saw above how the choice of (ht)t≥0 affects the convergence rate of σ˜2t and of σ¯2t ,
but it turns out that the rate at which the estimator θ˜t converges towards E[Y1] is also
impacted by the definition of this sequence. The numerical results in Table 1 indeed
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Figure 1: Evolution of dMMD(p˜it, pit) (left plot) and of a Monte Carlo estimate of
dMMD(p¯it, pit) (right plot) for the example of Section 2.3. The observations,
p˜i0 and h0 are as in Table 1, while ht = t−α for all t ≥ 1, with α = 0.5 (solid
line), α = 0.7 (dashed line) and α = 1 (dotted line). Note that only the results
for α ∈ {0.5, 1} are presented for dMMD(p˜it, pit).
show that |θ˜t − E[Y1]| ≈ t−α/2 when ht = t−α for all t ≥ 1. By contrast, we observe in
Table 1 that θ¯t converges to E[Y1] at rate t−1/2, regardless the value of α. The numerical
experiments of Sections 4.2 and 4.3 suggest that, in general, this property of θ¯t also holds
true for more complicated models.
It is easily verified that, for this example, the posterior distribution pit converges P-a.s.
to δE[Y1], and it is of interest to find conditions on (ht)t≥0 that preserve this mode of
convergence. If E[Y 21 ] < ∞, so that θ? is well defined, Parts 2b and 2c of Proposition 4
imply that if ht ∼ ct−α then the almost sure convergence of p˜it towards δE[Y1] may not
hold for α ≤ 0.5. Notice that if α = 0.5 then h2t /σ2t = O(1), where σ2t = O(1/t) is the
posterior variance of θ. If we relax the assumption E[Y 21 ] <∞ then p˜it may not converge
almost surely to δE[Y1] when α < 1, by Parts 2a and 2c of the proposition. Proposition 4
therefore shows that ht must converge very quickly to zero to guarantee that p˜it preserves
the almost sure convergence property of pit.
To illustrate the result of Proposition 2, namely that p˜it gets closer to pit as max{hs, s <
t} decreases, Figure 1 (left plot) shows the evolution, as t increases, of the maximum
mean discrepancy (MMD) distance dMMD(p˜it, pit) between p˜it and pit, when ht = t−α
for all t ≥ 1 and α ∈ {0.5, 1}. The MMD distance is computed using the Gaussian
kernel with bandwidth parameter equals to one, in which case dMMD(p˜it, pit) is explicitly
computable and dMMD is a metric on P(R) (see e.g. Muandet et al., 2016, for more details
on the MMD distance) As expected, we see in Figure 1 that dMMD(p˜it, pit) is smaller for
α = 1 than for α = 0.5. In addition, we observe that the distance between p˜it and pit
decreases as t increases, which is due to the fact that the two distributions converge to
δE[Y1] as t→∞. The right plot of Figure 1 shows the corresponding results for the MMD
distance between p¯it and pit and for α ∈ {0.5, 0.7, 1}. Computing dMMD(p¯it, pit) explicitly
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Algorithm 1 Simple online approximate Bayesian learning
(Operations with index n must be performeded for all n ∈ {1, . . . , N})
Input: N ∈ N, cESS ∈ (0, 1] and a resampling algorithm R(·, ·) (see Section 2.6.1)
1: Let θn1 ∼ p˜i0(dθ0) and set wn1 = f˜θn1 (Y1) and Wn1 = wn1 /
∑N
m=1w
m
1
2: for t ≥ 2 do
3: Set ESSt−1 = 1/
∑N
m=1(W
m
t−1)2
4: if ESSt−1 ≤ N cESS then
5: Let (θˆ1t−1, . . . , θˆNt−1) ∼ R({θnt−1,Wnt−1}Nn=1, N) and set wnt−1 = 1
6: else
7: Let θˆnt−1 = θnt−1
8: end if
9: if (t− 1) ∈ (tp)p≥0 then
10: Set θnt = θˆnt−1 + c t−αnt−1 where nt−1 ∼ td,ν(0, Id)
11: else
12: Set θnt = θˆnt−1 + c t−αnt−1 where nt−1 ∼ Nd(0, Id)
13: end if
14: Set wnt = wnt−1f˜θnt (Yt) and W
n
t = w
n
t /
∑N
m=1w
m
t
15: end for
Output: An approximation p˜iN0 :=
1
N
∑N
n=1 δ{θn1 } of p˜i0 and, for all t ≥ 1, an approxim-
ation p˜iNt :=
∑N
n=1W
n
t δ{θnt } of p˜it .
is feasible but computationally expensive. For this reason the right plot of Figure 1 in
fact presents results for dMMD(p¯iNt , pit), with p¯iNt the empirical distribution associated
to an i.i.d. sample of size N = 5 000 from p¯it. Unsurprisingly, dMMD(p¯it, pit) decreases
with α and t while, as argued in Section 2.2, we observe that the temporal evolution of
dMMD(p¯it, pit) is more regular than that of dMMD(p˜it, pit). Lastly, it is interesting to see
that, for this example, dMMD(p¯it, pit) tends to be larger than dMMD(p˜it, pit) despite of the
fact that θ¯t is (much) closer to posterior mean of θ than θ˜t (see Table 1). A possible
explanation for this phenomenon is that, in this particular example, p˜it belongs to the
same family of distributions than pit, for all t ≥ 0.
2.4. A simple online approximate Bayesian learning algorithm
As mentioned in the introductory section, computing an efficient Monte Carlo approx-
imation of (p˜it)t≥0 is particularly easy when ht > 0 for all t ≥ 1 since, in this case, a
standard particle filter (PF) can be used.
In Algorithm 1 we provide a simple PF algorithm that can be used to approximate
a sequence (p˜it)t≥0 such that h0 = 0 and, for all t ≥ 1, Σt = Id and ht = c t−α for
some constants c, α > 0. For every α > 0, examples of sequences (tp)p≥0 that verify the
conditions of our convergence results (Theorems 1-2) are given in Proposition 7. All the
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numerical experiments of Section 4 rely on this algorithm with c = 1 and α = 0.5, except
those of Section 4.2.1.
For every t ≥ 0, Algorithm 1 computes and approximation p˜iNt of p˜it, where N ∈ N is
the Monte Carlo effort. Using standard results for PF algorithms (see Crisan and Doucet,
2000, Theorem 1, and Proposition 5 below), it can be shown that, as N tends to ∞, the
approximation p˜iNt converges to p˜it at the usual N−1/2 Monte Carlo convergence rate.
Notice that in Algorithm 1 each observation Yt is read only once and that the memory
and computational requirement to process Yt does not increase with t and is linear in
N . A more precise description of Algorithm 1 is omitted, since it is a particular case of
Algorithm 2 which is introduced in details in Section 2.6.
It is clear from Algorithm 1 that, for fixed N , the larger α is (i.e. the faster ht converges
to 0) the higher is the probability that the support of p˜iNt is close to the support of p˜iNt−1.
Hence, if α is large and the algorithm is initialized faraway from θ?, a large number of
iterations may be needed for p˜iNt to reach a small neighbourhood U of this parameter
value, and it may even be the case that U will never be reached with large probability.
Consequently, a large value of α should usually be compensated by a large value of N .
In practice, we find that choosing α = 0.5, so that
∑∞
t=0 ht = ∞, works well and, as
mentioned above, this is the default value of α that we use in Section 4 for the numerical
examples relying on Algorithm 1.
To keep its description as simple as possible Algorithm 1 does not compute any ap-
proximation of the sequence (p¯it)t≥0. From the random variables generated by Algorithm
1, a natural way to approximate this sequence is, for all t ≥ 0, to sample K independent
random variables from (t + 1)−1
∑t
s=0 p˜i
N
s and then to use the empirical distribution of
this sample as an estimate of p¯it. It turns out that such an approximation of (p¯it)t≥0
can be computed on the fly, by adding Line 2 of Algorithm 2 just after Line 1 of Al-
gorithm 1 and Line 30 of Algorithm 2 just after Line 14 of Algorithm 1. Note also
that the output of Algorithm 1 can directly be used to compute the approximation
ϕ¯Nt := (t+ 1)
−1∑t
s=1 p˜i
N
s (ϕ) of p¯it(ϕ) using the recursive formula
ϕ¯Nt =
t
t+ 1
ϕ¯Nt−1 +
1
t+ 1
p˜iNt (ϕ), t ≥ 0.
2.5. Choosing (ht)t≥0: computational v.s. statistical efficiency
Both Proposition 2 and the numerical results of Section 2.3 call for choosing a sequence
(ht)t≥0 such that ht tends to 0 quickly, while as mentioned in the previous subsection
computational constraints will generally impose to take (ht)t≥0 such that the convergence
of ht to 0 is not too fast. In the special case where ht = Θ(t−α), we observed in our
experiments that these latter usually lead to choose α = 0.5, in which case the example
of Section 2.3 and those of Sections 4.2-4.3 suggest that the variance of θ under both p˜it
and p¯it converges to zero at a rate which is slower than the usual t−1 convergence rate of
the posterior variance. Consequently, in practice the sequence (p˜it)t≥0 will be typically
defined in such a way that the uncertainty quantification obtained using p˜it or p¯it is too
conservative. By contrast, the Bayesian credible sets may be over confident when the
model is miss-specified (Kleijn and van der Vaart, 2012).
10
2.6. Monte Carlo Approximation of the sequences (p˜it)t≥0 and (p¯it)t≥0
Algorithm 2 provides, for all t ≥ 0, a Monte Carlo approximation p˜iNt :=
∑N
n=1W
n
t δθnt of
p˜it and a Monte Carlo approximation p¯i
N,K
t :=
1
K
∑K
k=1 δθ¯kt
of p¯it.
Following the idea of the IBIS algorithm (Chopin, 2002), at iteration t ≥ 1 the ob-
servation Yt is processed and the approximation p˜iNt−1 of p˜it−1 is updated to yield an
approximation p˜iNt of p˜it, while the approximation p¯i
N,K
t−1 of p¯it−1 is updated to yield an
approximation p¯iN,Kt of p¯it. Algorithm 2 is therefore a sequential algorithm and its memory
and computational requirement to process a new observation depends on the sequence
(ht)t≥0 (see Section 2.6.2). Remark that if ht > 0 for all t ≥ 1 then Algorithm 2 is a
standard particle filter algorithm (see e.g. Doucet and Johansen, 2009) while, if ht = 0
for all t ≥ 1, it reduces to a particular instance of the IBIS algorithm where the particles
are rejuvenated by mean a Metropolis-Hastings kernel.
Before describing Algorithm 2 in more details the following three observations are
worth making. Firstly, the support of p¯iN,Kt is generated by sampling K independent
random variables from the mixture (t + 1)−1
∑t
s=0 p˜i
N
s . Secondly, if we are interested
in estimating p¯it(ϕi) for a small number of functions {ϕi}Ii=1 then the estimates
{
(t +
1)−1
∑t
s=0 p˜i
N
s (ϕi)
}I
i=1
are both cheaper to compute and have lower variances than the
estimates {p¯iN,Kt (ϕi)}Ii=1. Lastly, when Algorithm 2 is neither a particle filter (i.e. ht = 0
for some t > 0) nor the IBIS algorithm (i.e. ht > 0 for some t > 0) it does not belong
to the class of sequential Monte Carlo (SMC) samplers introduced by Del Moral et al.
(2006). This point will be explained more precisely in Section 2.6.3 where a convergence
result for Algorithm 2 is provided.
2.6.1. Ingredients: Resampling and mutation steps
Sequential Monte Carlo algorithms require to specify selection steps, where the particles
with large weights are replicated while those with low weights are discarded, and muta-
tion steps, where new particles are generated. Selection steps are performed using a
resampling algorithm, that can be informally defined as follow (see e.g. Gerber et al.,
2019, for a formal definition).
Definition 1 (Informal definition of a resampling algorithm). R(·, ·) is a res-
ampling algorithm if R({xm, pm}Mm=1, L) is a probability distribution on {x1, . . . , xM}L,
where (p1, . . . , pM ) ∈ [0, 1]M and ∑Mm=1 pm = 1. We say that R(·, ·) is unbiased if the
random vector (X1, . . . , XL) ∼ R({xm, pm}Mm=1, L) satisfies P(X l = xm) = pm for all l
and m. If in addition the random variables X1, . . . , XL are independent then R(·, ·) is
the multinomial resampling scheme and is denoted by Rmulti(·, ·).
On Line 6 of Algorithm 2 various resampling algorithm R(·, ·) can be used. The most
natural choice is the multinomial resampling scheme Rmulti(·, ·) but in practice lower
variance resampling methods are usually used, such as stratified resampling Rstrat(·, ·)
or residual resampling Rres(·, ·) (see e.g. Douc et al., 2005). We note in passing that the
SSP resampling algorithm Rssp(·, ·) proposed in Gerber et al. (2019) also has a smaller
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variance than the multinomial resampling scheme, thanks to a result due to Chauvet
(2017).
The mutation step when ht−1 = 0 amounts to sampling θnt given the resampled particle
θˆnt−1 using a pseudo-marginal Metropolis-Hastings kernel (Andrieu and Roberts, 2009)
having ∏t−1
s=kt+1
f˜θ(Ys)(µkt ∗ p˜iNkt)(dθ)´
Rd
∏t−1
s=kt+1
f˜θ(Ys)(µkt ∗ p˜iNkt)(dθ)
(7)
as invariant distribution and qt(θ|θ′)dθ as proposal distribution (with kt as defined in
Algorithm 2). The use of this pseudo-marginal approach has the advantage to keep
the computational cost of Algorithm 2 linear in N , while implementing the Metropolis-
Hastings kernel having (7) as invariant distribution would result in an algorithm whose
complexity is quadratic in N . Notice that the pseudo-marginal Metropolis-Hastings
kernels, defined on Lines 6 and 10-20, can be iterated several times to improve the
particles diversity.
When ht−1 > 0 the mutation step reduces to sampling θnt from qt(θ|θ′)dθ, where either
θ′ = θˆnt−1 (Line 6) or θ′ = θnt−1 the (Line 24). Notice that this mutation step corresponds
to that of a PF algorithm.
2.6.2. Memory and computational requirement
The memory and computational cost of Algorithm 2 depends on the sequence (ht)t≥0.
More precisely, the memory requirement is O(t−kt) while, assuming that all the density
functions involved in Algorithm 2 can be computed at a finite cost, iteration t requires
O(N + K) operations if no resampling step is performed (i.e. if ESSt−1 > N cESS) and
O((t − kt)NJ + K) operations otherwise, where J ≥ 1 is the number of simulations
required by the pseudo-marginal kernel (typically, J = 1). For instance, choosing for
some ∆ ∈ N a sequence (ht)t≥0 such that ht > 0 for all t ∈ {s∆, s ∈ N} enables
to keep in memory only the last ∆ observations and guarantees that the number of
operations performed at each iteration of Algorithm 2 is bounded by C(NJ∆ +K), for
some constant C < ∞ independent of t. Notice that if this upper bound growths with
∆ this is not necessarily the case for the expected running time when cESS < 1. Indeed,
in this scenario, when no resampling step is needed Algorithm 2 only requires to update
the weights when ht−1 = 0 while, if ht−1 > 0, a new set of N particles also needs to be
generated, i.e. Line 24 is computationally more expensive than Line 26 (see Section 4.2.1
for numerical results supporting this point).
Lastly, it is worth mentioning that, at time t, the expected cost of Lines 30 is bounded
by C(K + dK/t), where C <∞ is independent of t and d. Consequently, the impact of
the dimension of θ on the computational cost needed to approximate p¯it decreases quickly
with t.
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Algorithm 2 Monte Carlo approximation of (p˜it)t≥0 and (p¯it)t≥0
(Operations with index n must be performed for all n ∈ {1, . . . , N}. The convention that empty
products equal 1 is used)
Input: (N,K, J) ∈ N3, cESS ∈ (0, 1], an initial distribution q0 ∈ P(Rd), a sequence
(qt(·|θ))t≥1,θ∈Θ of proposal densities on Rd and a resampling algorithm R(·, ·)
1: Let θn0 ∼ q0(θ0)dθ0 and set wn0 = p˜i0(θn0 )/q0(θn0 ), Wn0 = wn0 /
∑N
m=1w
m
0 and h−1 = 1
2: Let (θ¯10, . . . , θ¯K0 ) ∼ Rmulti({θn0 ,Wn0 }Nn=1,K)
3: for t ≥ 1 do
4: Set ESSt−1 = 1/
∑N
m=1(W
m
t−1)2
5: if ESSt−1 ≤ N cESS then
6: Let (θˆ1t−1, . . . , θˆNt−1) ∼ R({θnt−1,Wnt−1}Nn=1, N) and θ˜nt ∼ qt(θt|θˆnt−1)dθt
7: if ht−1 > 0 then
8: Set θnt = θ˜nt and wnt = h
−d
t−1f˜θnt (Yt)
mt−1((θˆnt−1−θnt )/ht−1)
qt(θnt |θˆnt−1)
9: else
10: Let V nt ∼ U(0, 1) and kt = max{−1 ≤ s < t− 1 : hs > 0}
11: if kt = −1 then
12: Set αnt (θˆnt , θ˜nt ) = qt(θˆnt−1|θ˜nt )p˜it−1(θ˜nt )/
(
qt(θ˜
n
t |θˆnt−1)p˜it−1(θˆnt−1)
)
13: else
14: For s ∈ {t− 1, t} let (θ˜n,s1 , . . . , θ˜n,sJ ) ∼ Rmulti({θnkt ,Wnkt}Nn=1, J) and set
αnt (θˆ
n
t , θ˜
n
t ) =
qt(θˆ
n
t−1|θ˜nt )
∑J
j=1mkt(h
−1
kt
(θ˜nt − θ˜n,tj ))
∏t−1
s=kt+1
f˜θ˜nt
(Ys)
qt(θ˜nt |θˆnt−1)
∑J
j=1mkt(h
−1
kt
(θˆnt−1 − θ˜n,t−1j ))
∏t−1
s=kt+1
fθˆnt−1
(Ys)
15: end if
16: if V nt ≤ αnt (θˆnt , θ˜nt ) then
17: Set θnt = θ˜nt and wnt = fθnt (Yt)
18: else
19: Set θnt = θˆnt−1 and wnt = fθnt (Yt)
20: end if
21: end if
22: else
23: if ht−1 > 0 then
24: Let θnt ∼ qt(θt|θnt−1)dθt and set wnt = h−dt−1wnt−1f˜θnt (Yt)
mt−1((θnt−1−θnt )/ht−1)
qt(θnt |θnt−1)
25: else
26: Let θnt = θnt−1 and set wnt = wnt−1f˜θnt (Yt)
27: end if
28: end if
29: Set Wnt = wnt /
∑N
m=1w
m
t .
30: Let θ¯1:Kt ∼ PiBar_Update
(
t, {θ¯kt−1}Kk=1, {θnt ,Wnt }Nn=1
)
31: end for
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Algorithm 3 (PiBar_Update)
(Operations with index k must be performed for all k ∈ {1, . . . ,K})
Input: t ∈ N, {θ¯k}Kk=1 ⊂ Θ, {θn,Wn}Nn=1 ⊂ Θ× {w ∈ [0, 1]N :
∑N
n=1wn = 1}
1: Let V k ∼ Bernoulli(1/(t+ 1)) and (θ1t , . . . , θKt ) ∼ Rmulti
({θn,Wn}Nn=1,∑Kk=1 V k)
2: if V k = 1 then
3: Set θ¯kt = θ
jk
t , with jk =
∑k
i=1 V
i
4: else
5: Set θ¯kt = θ¯k
6: end if
Return: (θ¯1t , . . . , θ¯K)
2.6.3. A convergence result
Algorithm 2 is not a standard SMC sampler (Del Moral et al., 2006) because the pseudo-
marginal kernel used at iteration t ≥ 1 depends on all the random variables generated up
to time t− 1. The following proposition however shows that a non-asymptotic bound for
the approximation error similar to that obtained for SMC samplers (Crisan and Doucet,
2000, Theorem 1) holds for Algorithm 2.
Proposition 5. Consider Algorithm 2 with R ∈ {Rmulti,Rstrat,Rres,Rssp} on Line 6
and with cESS = 1. Assume that
sup
(θ,θ′)∈Θ2
(
p˜i0(θ)
q0(θ)
+ 1(0,∞)(ht−1)
fθ(Yt)mt−1(θ − θ′)
qt(θ|θ′) + fθ(Yt)
)
<∞, P− a.s., ∀t ≥ 1.
Then, for all t ≥ 0, there exists a random variable Ct taking values in (0,∞) such that,
for all N ≥ 1,
sup
|ϕ|≤1
E
[
(p˜iNt (ϕ)−p˜it(ϕ))2| Ft
]
≤ Ct
N
, sup
|ϕ|≤1
E
[
(p¯iN,Kt (ϕ)−p¯it(ϕ))2| Ft
]
≤ Ct
N ∧K , P−a.s.
Remark 1. The sequence (mt)t≥0 does not need to be as defined in Section 2.1 for the
result of Proposition 5 to hold, which only requires that supθ∈Rdmt(θ) <∞ for all t ≥ 0.
Remark 2. Conditions ensuring, as N →∞, the almost sure convergence of p˜iNt towards
p˜it can be easily obtained using the results in Crisan and Doucet (2000) and in Gerber
et al. (2019). An almost sure convergence results for p¯iN,Kt , as min(N,K) → ∞, can
then be easily deduced.
2.7. Approximation of the posterior distribution
In this short subsection we study the approximation error we make when the distribution
p˜iNt is used as an estimate of pit. To save place, we focus on p˜iNt in what follows but similar
computations to those done below can be performed for the distribution p¯iN,Kt .
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Let ϕ : Θ → R be a continuous and measurable function such that |ϕ(θ)| ≤ 1 for all
Θ ∈ Θ. Then, under the assumptions of Theorems 1-2 (see the next section), there exists
a sequence (δϕ,t)t≥1 such that δϕ,t → 0 and such that
E
[(
p˜it(ϕ)− pit(ϕ)
)2] 12 ≤ δϕ,t, ∀t ≥ 1.
Therefore, assuming that the conditions of Proposition 5 are fulfilled, and with (Ct)t≥1
as in this latter, we have
E
[
(p˜iNt (ϕ)− pit(ϕ))2
] 1
2 ≤
√
E[Ct]
N
+ δϕ,t, ∀(N, t) ∈ N2
assuming that E[Ct] <∞ for all t ≥ 1. Notice that this latter condition holds e.g. if
sup
(θ,θ′y,)∈Θ2×Y
(
p˜i0(θ)
q0(θ)
+ 1(0,∞)(ht−1)
fθ(y)mt−1(θ − θ′)
qt(θ|θ′) + fθ(y)
)
<∞, ∀t ≥ 1.
By Proposition 5, the extra approximation error we make when we use p˜iNt to estim-
ate pit rather than p˜it is at most δϕ,t, and thus converges to zero as t → ∞. Unless
E[Ct]/δϕ,t → 0, this implies that, for t large enough, the error due the fact that we
approximate pit by p˜it is small compared to the Monte Carlo error.
Computing the rate at which δϕ,t → 0 and studying the behaviour of the sequence
(Ct)t≥1 are interesting open problems, whose resolution is necessary to understand more
precisely how close p˜iNt is from pit for large values of t.
3. Theoretical analysis of the sequence (p˜it)t≥0
In this section we provide conditions on the sequences (ht)t≥0 and (tp)p≥0 which, under
mild assumptions on the statistical model {fθ, θ ∈ Θ}, ensure the convergence of the
resulting sequence (p˜it)t≥0 towards δ{θ?}, in P-probability. Theorems 1-2, given in Section
3.2, are the main results of this section, while in Section 3.3 we provide explicit definitions
of sequences (ht)t≥0 and (tp)p≥0 that satisfy the requirements of these two theorems
(Proposition 7). We recall the reader that all the results presented below also hold for
the sequence (p¯it)t≥0 of mixture distributions, by Proposition 3.
3.1. Assumptions on the statistical model
The following two assumptions impose some regularity on the random mapping θ 7→
fθ(Y1) around θ?.
Assumption A1. There exist a constant δ? > 0 and a measurable function m? :Y → R
such that E[m2?] <∞ and∣∣ log(fθ1(Y1)/fθ2(Y1))∣∣ ≤ m?(Y1)‖θ1 − θ2‖, ∀θ1, θ2 ∈ Bδ?(θ?) ∩Θ, P− a.s.
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Assumption A2. There exist constants δ? > 0 and C? <∞ such that
E
[
log(fθ?/fθ)
] ≤ C?‖θ − θ?‖2, ∀θ ∈ Bδ?(θ?) ∩Θ.
The next assumption notably implies that θ? is identifiable.
Assumption A3. For every compact set W ∈ B(Θ) such that θ? ∈ W and every  > 0
there exists a sequence of measurable functions (ψ′t)t≥1, with ψ′t : Yt → {0, 1}, such that
E[ψ′t(Y1:t)]→ 0, sup
θ∈V∩W
E
[(
1− ψ′t(Y1:t)
) t∏
s=1
(fθ/fθ?)(Ys)
]
→ 0.
Assumptions A1-A3 are standard, see e.g. Kleijn and van der Vaart (2012). It is easily
checked that A2 holds when the mapping θ 7→ E[log(fθ)] admits a second order Taylor
expansion in a neighbourhood of θ?. By Kleijn and van der Vaart (2012, Theorem 3.2),
A3 holds for instance when, for every compact set W ∈ B(Θ) that contains θ? and every
θ′ ∈ W , the mapping W 3 θ 7→ E[fθf−sθ′ fs−1θ? ] is continuous at θ′ for every s in a left
neighbourhood of 1, and E[fθ′/fθ? ] < ∞. Remark that if the model is well-specified
then E[fθ/fθ? ] = 1 < ∞ for all θ ∈ Θ. If the model is miss-specified the conditions
E[fθ/fθ? ] <∞ requires that the tails of fθ? are not too thin compared to those of f?. For
instance, if fθ(y)η(dy) = t1,ν(µ, σ2), with θ = (µ, σ2, ν), and lim|y|→∞ |y|ν?+1f?(y) < ∞
then E[fθ/fθ? ] <∞ for all θ ∈ R× (0,∞)2.
Remark 3. Assumption A3 is stronger that needed for our results to hold, these latter
requiring only that A3 holds for the specific compact set W = A˜? ∩ Θ, where A˜? is as
defined in Assumption A4 below.
Assumption A4. For some set A? ∈ B(Rd),
1. One of the following conditions hold:
a) E[supθ 6∈A? log(f˜θ)] < E[log(fθ?)]
b) supθ 6∈A? E[f˜θ/fθ? ] < 1
c) log
(
supθ 6∈A? E[f˜θ]
)
< E[log(fθ?)].
2. There exists a set A˜? ∈ B(Rd), containing a neighbourhood of A?, such that A˜? ∩Θ
is compact, the mapping θ 7→ fθ(Y1) is P-a.s. continuous on A˜? ∩Θ and
∃δ˜ > 0 such that E
[
sup
{(θ,v)∈(A˜?∩Θ)×Bδ˜(0)}
log(f˜θ+v/fθ)
2
]
<∞.
Remark 4. If Θ is compact then A4 holds as soon as θ 7→ fθ(Y1) is P-a.s. continuous
on Θ and E
[
sup{(θ,θ′)∈Θ2: ‖θ′−θ‖<δ˜} log(fθ′/fθ)
2
]
<∞ for some δ˜ > 0.
Assumption A5. At least one of the following three conditions hold:
a) E[supθ∈Θ log(fθ)] <∞
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b) supθ∈Θ E[fθ/fθ? ] <∞
c) supθ∈Θ E[fθ] <∞.
Remark 5. Condition A5.b) always holds when the model is well-specified.
The last Assumption A6 is used to derive convergence results that hold when the
parameter space is unbounded.
Assumption A6. Assume that one of the following conditions hold for some k? ∈
{1/2} ∪ N.
a) lim supC→∞ E
[
supθ∈VC log(f˜θ/fθ?)
]
(logC)−1 < 0 and, for some C1 ∈ (0,∞),
sup
C≥C1
E
[∣∣ sup
θ∈VC
log(f˜θ/fθ?)− E
[
sup
θ∈VC
log(f˜θ/fθ?)
]∣∣2k?] <∞
b) lim supC→∞ log
(
supθ∈VC E[(f˜θ/fθ?)]
)
(logC)−1 < 0
c) lim supC→∞ log
(
supθ∈VC E[f˜θ]
)
(logC)−1 < 0 and E
[ | log(fθ?) |2k?] <∞.
Remark 6. Assumption A6 implies the existence of a set A? ∈ B(Rd) such that the first
part of A4 holds.
Assumptions A4-A6 are non-standard but appear to be reasonable, as illustrated in
the next proposition.
Proposition 6.
1. Let Θ = R × [σ2,∞) for some σ2 > 0 and, for every θ = (µ, σ2) ∈ Θ, let f(µ,σ2)
be the density of the N1(µ, σ2) distribution. Then, A4-A5 hold if E[Y 41 ] <∞. If in
addition we have E[ec|Y1|] <∞ for some c > 0 then A6 holds for all k? ∈ N.
2. Let Θ = R× [c,∞)2 for some c > 0 and, for every (µ, σ2, ν) ∈ Θ, let f(µ,σ2,ν) be the
density of the t1,ν(µ, σ2) distribution. Then, A4-A5 hold if E[log(1 + cY 21 )2] < ∞
for all c > 0. If in addition we have E[|Y1|c] <∞ for some c ≥ 1/2 then A6 holds
for all k? ∈ N.
3.2. Main results
Theorem 1. Let (ht)t≥0 and (tp)p≥0 be such that
(i) htp > 0 for all p ≥ 0,
(ii) (tp+1 − tp)→∞ and (tp − tp−1)
∑tp−1
s=tp−1+1 h
2
s → 0,
(iii) lim supp→+∞
tp+1−tp
tp−tp−1 <∞ and log(1/htp−1)(tp − tp−1)−1 → 0.
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Moreover, assume that
∃(β, c) ∈ (1,∞)2 such that P(p˜itp(Vc/hβtp ) ≥ β−1)→ 0. (8)
Then, under A1-A5, p˜it ⇒ δ{θ?} in P-probability.
Remark 7. Condition (ii) implies that ht → 0.
Condition (8) of Theorem 1 holds when the parameter space Θ is bounded, since in
this case we have p˜it(Θc) = 0 for all t ≥ 0, P-a.s. Theorem 2 below provides sufficient
conditions for (8) to hold when Θ is unbounded.
Theorem 2. Assume A1, A2, A5 and A6. For every C > 0 let
ζ(C) =

E
[
supθ∈VC log(fθ/fθ?)
]
, if A6.a) holds
log
(
supθ∈VC E[(fθ/fθ?)]
)
, if A6.b) holds
log
(
supθ∈VC E[fθ]
)
, if A6.c) holds
and let k? ∈ {1/2} ∪ N be as in A6. Let (ht)t≥0 and (tp)p≥0 be such that Conditions
(i)-(ii) of Theorem 1 hold and such that
(i) htp < htp−1 for all p ≥ 0,
(ii) htp = Θ(t−αp ) for some α > 0,
(iii) There exists a constant β? ∈ (0,∞) such that
∣∣ζ(h−β?tp )∣∣−2k? p∑
i=1
(ti − ti−1)−k?1N(k?) → 0. (9)
Then, Condition (8) of Theorem 1 holds.
3.3. Application of the main results
The conditions on (ht)t≥0 in Theorems 1-2 are quite weak. In particular, as shown in
the next result, they do not require that
∑∞
t=0 h
2
t <∞.
Proposition 7. Let C ∈ [1,∞), α ∈ (0,∞), % ∈ (0, α ∧ 1) and c ∈ (0, 1) be some
constants. Let (tp)p≥0 be defined by
t0 ∈ (10)
mathbbN0 Cp−1 ∈ [ct%p−1, t%p−1/c], tp = tp−1 + dCp−1 log(tp−1) ∨ Ce, p ≥ 1 (11)
and let (ht)t≥0 be such that htp = Θ(t−αp ), such that htp < htp−1 for all p ≥ 1 and such
that, for all t ≥ 1, either ht−1 > ht or ht−1 = 0. Then, the sequences (ht)t≥0 and
(tp)p≥0 verify Conditions (i)-(iii) of Theorem 1 and Conditions (i)-(ii) of Theorem 2. In
addition, the sequences (ht)t≥0 and (tp)p≥0 also verify Condition (iii) of Theorem 2 if A6
holds for a k? > (1 + %)/%.
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By Proposition 7, it follows that Conditions (i)-(iii) of Theorem 1 and Conditions (i)-
(ii) of Theorem 2 hold, for instance, when as in Algorithm 1 we have ht = c t−α for all
t ≥ 1 and for some constant (c, α) ∈ (0,∞)2, and when (tp)p≥0 is as defined in (10).
The second part of the proposition notably implies that if A6 holds for all k? ∈ N, as
in the examples of Propositions 6, then any sequences (tp)p≥0 and (ht)t≥0 as defined in
Proposition 7 verify the assumptions of Theorems 1-2.
The conclusions of Theorems 1-2 and of Proposition 7 are summarized in the following
corollary.
Corollary 1. Assume A1-A5 and that A6 holds for some k? ≥ 3, and let (ht)t≥0 and
(tp)p≥0 be as in Proposition 7 for some α > 1/(k?−1) and % ∈ (1/(k?−1), α∧1). Then,
p˜it ⇒ δ{θ?} in P-probability.
3.4. Discussion: Why Student’s t-distributions are needed?
Our theoretical analysis of (p˜it)t≥0 requires that infinitely many times the distribution
µt−1 entering in the definition (4) of p˜it is a Student’s t-distribution. This condition is
used in the proof of Theorems 1–2 to guarantee that the mass of p˜it around θ? is large
enough, sufficiently often (recall that Student’s t-distributions have thicker tails than
Gaussian distributions). As shown in Proposition 2, the smaller the ht’s are the closer
p˜it is from the posterior distribution pit. Hence, one may expect that the faster ht → 0
the less often it is needed to take a Student’s t-distribution for µt−1 to ensure that p˜it
has sufficient mass on a neighbourhood of θ?. The condition on % given in Proposition
7 supports this reasoning to some extend. However, in this result % cannot becomes
arbitrarily large as α tends to ∞.
On the other hand, a consequence of the fat tails of the Student’s t-distributions is
that regular Bayes updates (obtained when µt−1 = δ{0}) are more perturbed when µt−1
belongs to this family of distributions than when µt−1 is a Gaussian distribution. To
ensure that taking µt−1 6= δ{0} does not break the convergence properties of the pos-
terior distribution, Condition (ii) of Theorem 1 requires that the number of observations
processed between two successive use of a Student’s t-distribution increases over time
and converges to infinity as t→∞.
As shown in Proposition 7, one of the main merit of Theorems 1-2 is to ensure the
convergence on p˜it towards δ{θ?} under very week conditions on (ht)t≥0. Whether or not
a similar result can be achieved when, in the definition (2) of (µt)t≥0 the distribution
mt(θ)dθ is a Gaussian distribution for all t ≥ 0, is an open problem.
4. Numerical Experiments
The objective of this section is fourfold. Firstly, it is to study the impact of (ht)t≥0
on the convergence properties of (p¯it)t≥0 in a more complicated set-up than in Section
2.3, and to compare the IBIS estimate of pit with those obtained by approximating p˜it
and p¯it using Algorithm 2 (Section 4.2.1). Secondly, it is to compare the number of
observations that IBIS and Algorithm 1 can process in a given amount of time. We use
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IBIS as benchmark in this section because, with the method introduced in this work,
it is the only theoretically justified algorithm that can be used to approximate (pit)t≥1
sequentially. Recall that both Algorithm 1 and IBIS are particular cases of Algorithm 2.
The IBIS algorithm may be particularly efficient when computing fθ(y) is cheap (so
that evaluating αnt (·, ·) on Line 14 of Algorithm 2 is not too expressive, even for large
values of t − kt) and when the observations are actually i.i.d. Under these two condi-
tions, and by letting cESS < 1 in Algorithm 2, as t increases the number of resampling
steps needed by IBIS may decrease sufficiently quickly to compensate the fact that the
computational cost of each of them becomes larger (Chopin, 2002). This phenomenon
is illustrated with the example of Section 4.2.1. Sections 4.2.2 and 4.3 provide two ex-
amples where computing fθ(y) is very expensive and using IBIS is prohibitive, while the
experiment of Section 4.4.2 shows, with a simple logistic regression model with two para-
meters, that Algorithm 1 can indeed be much faster than IBIS when the observations
are independent but not i.i.d. A real data example where Algorithm 1 outperforms IBIS
in term of running time is given in Section 4.4.1.
Providing a fair comparison between the running time of two algorithms is a com-
plicated exercise. Algorithm 2 is implemented in R (R Core Team, 2014), except the
computations of the likelihood terms appearing on Lines 8, 14, 17, 19, 24 and 26, which
are performed in C and parallelized over 6 workers. This implementation of Algorithm
2 is not particularity fast but should, to some extend, favour IBIS in the running time
comparisons (recall that Line 14 is the most expensive step of IBIS). Still, these latter
should be interpreted with care because they may depend heavily one the values chosen
for the tuning parameters of Algorithm 2 (and notably on the value of N , K and cESS).
We also remind the reader that IBIS computes a Monte Carlo approximation of pit while
Algorithm 1 computes a Monte Carlo estimate of a distribution which is itself an approx-
imation of pit. Consequently, the IBIS estimate of pit will be, in general, more accurate
than the one obtained using Algorithm 1.
The third objective of this section is to provide a first assessment of the online pre-
dictive performance of Algorithm 1. To this aim, in Section 4.4.1 we consider a real data
online binary classification example, with 53 predictors, and compare Algorithm 1 with
stochastic gradient descent and the version of streaming variational Bayes (Broderick
et al., 2013) proposed by Nguyen et al. (2017); Zeno et al. (2018). On this example we
find that Algorithm 1 largely outperforms these two competing methods.
If it is often reasonable to assume that the observations generated by a data stream are
independent, in many real-world applications the i.i.d. assumption does not hold and,
typically, the underlying data generating process is characterized by an evolving or a
drifting phenomenon (Ditzler et al., 2015). While none of the methods discussed in this
work is designed for statistical learning in a time-varying environment, it is important
to assess their ability to detect such a violation of the i.i.d. assumption. In addition, it
has been proven that SGD may be useful in this context (Watanabe, 1975) and it is of
interest to study if this is also the case for the proposed approximate Bayesian approach.
The last objective of this section is to provide a first answer to these questions, which is
done in Section 4.4.2 with a very simple model.
For reasons explained in Section 2.2, we mainly focus below on the inference obtained
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using the sequence (p¯it)t≥1 as an approximation of the posterior distributions (pit)t≥1.
Lastly, because we consider computationally intensive examples, all the results presented
below are based on a single run of the algorithms using a fixed seed for the underlying
random number generator.
4.1. Simulation set-up
Unless otherwise mentioned, all the results presented below are obtained using the R and
C implementation of Algorithm 2 described above.
Throughout this section the sequence (ht)t≥0 will be such that h0 = 0 while, for a
∆ ∈ N0 and an α > 0,
ht =
{
t−α t ∈ {s∆, s ∈ N}
0 otherwise,
∀t ≥ 1. (12)
Then, we let (tp)p≥0 be defined by tp = sup{t ∈ {s∆, s ∈ N} : t˜p ≥ t}, p ≥ 0, where
t˜0 = 10, t˜p = t˜p−1 + max
{
10, 10
⌊
max
{
0.5, t˜ 0.8αp−1
}
log(t˜αtp−1)
⌋}
, p ≥ 1.
Notice that (tp)p≥0 verifies the conditions of Proposition 7. To complete the specification
of (µt)t≥0 we let ν = 50 and Σt = Id for all t ≥ 0.
Algorithm 2 is implemented with qt(θt|θt−1) = h−dt−1mt−1((θt−θt−1)/ht−1) for all t ≥ 1
such that ht−1 > 0. When ht−1 = 0 we follow the standard approach in the SMC
literature by letting
qt(θ|θ′)dθ = Nd
(
θ′, c
N∑
n=1
Wnt−1
(
θnt−1 −
N∑
m=1
Wmt−1θ
m
t−1
)T (
θnt−1 −
N∑
m=1
Wmt−1θ
m
t−1
))
(13)
for some scaling factor c > 0. Remark that the covariance matrix in (13) is the matrix
cVarp˜iNt (θ). While a direct application of the results in Roberts and Rosenthal (2001), de-
rived for the random walk Metropolis-Hastings algorithm, suggests to take c = 2.382d−1
in (13), we find that, for the considered examples, 2.38d−1/2 is a good default value for
this constant. Hence, we let c = 2.38d−1/2 and, for the remaining input parameters of
Algorithm 2, we let q0 = p˜i0, J = 1, R(·, ·) be the SSP resampling algorithm (see Gerber
et al., 2019, Algorithm 1) and, somewhat arbitrarily, cESS = 0.7.
Except for the example of Section 4.2.1, below we restrict ourself to the case α = 0.5
and ∆ ∈ {0, 1}. Notice that when ∆ = 0 in (12) Algorithm 2 reduces to a particular
version of IBIS, and we denote by piNt the resulting estimate of pit. Note also that when
∆ = 1 Algorithm 2 reduces to Algorithm 1 with c = 1.
Lastly, for all t ≥ 0 we let θNt = EpiNt [θ], θ˜Nt = Ep˜iNt [θ], θ¯Nt = (t+ 1)−1
∑t
s=0 θ˜
N
s and
Vart,N (θ) =
1
t+ 1
∥∥∥diag( t∑
s=0
E
p˜iNs
[θθT ]−
t∑
s=0
(θ˜Ns )(θ˜
N
s )
T
)∥∥∥
∞
.
Remark that θ¯Nt is an estimate of θ¯t while Vart,N (θ) is an estimate of max{Varp¯it(θi)}di=1.
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4.2. Bayesian quantile regression models
Let (Zt)t≥1 and (Xt)t≥1 be sequences of i.i.d. random variables taking values in R and
Rd, respectively. We assume that, for every τ ∈ (0, 1), the τ -th conditional quantile
function of Zt given Xt does not dependent on t and belongs to {γ(θ, ·), θ ∈ Θ}, with
Θ = Rd. Then, following Yu and Moyeed (2001), for every τ ∈ (0, 1) we let
gτ,θ(z|x) = τ(τ − 1) exp
(− 0.5{|z − γ(θ, x)|+ (2τ − 1)(z − γ(θ, x))})
and θ(τ)? = argmaxθ∈Θ E[log(gτ,θ(Z1|X1))]. Remark that gτ,θ(·|x) is the density of an
asymmetric Laplace distribution. We take for p˜i0 the Nd(θ(τ)? − 10, 2Id) distribution, so
that most of the mass of p˜i0 is faraway from the true parameter value, and we generate
the observations as follows
Zt|Xt ∼ N1
(
γ(θ
(1/2)
? , Xt), 4
)
, Xt ∼ pX , t ≥ 1
where pX will depend on the specific example. Notice that the model is misspecified for
ever τ ∈ (0, 1) and that the misspecification becomes more severe as τ approaches 0 or
1.
4.2.1. A 5-dimensional linear quantile regression model
In order to assess the properties of (p¯it)t≥0 for various sequences (ht)t≥0 we consider a
simple d = 5 dimensional linear model, so that γ(θ, x) = θTx. We let τ = 0.9, θ(1/2)?
be a random draw from the Nd(0, Id) distribution and pX = δ{1} ⊗ Nd−1(0,ΣX), with
Σ−1X a random draw from the Wishart distribution with d − 1 degrees of freedom and
scale matrix Id−1. We simulate T = 107 observations from the so-defined model and set
N = 1 000 in Algorithm 2.
Figures 2a-2b show the evolution of ‖θ¯Nt − θ(τ)? ‖∞ as a function of t for
(∆, α) ∈ {(1, 0.5), (1, 0.1), (104, 0.1)}.
For (∆, α) = (1, 0.5) the estimation error ‖θ¯Nt − θ(τ)? ‖∞ decreases as t−1/2 (Figure 2a),
while for (∆, α) = (1, 0.1) the rate is much slower (Figure 2b). Therefore, if as mentioned
in Section 2.2 the point estimate θ¯t can, empirically, converge at the optimal rate, there
are situations where this is not the case. Further research is needed to understand the
convergence properties of θ¯t. Figure 2b shows that increasing ∆ from 1 to 104 enables to
recover an empirical convergence rate of order t−1/2 when α = 0.1. Figure 2c shows the
evolution of Vart,N (θ) as a function of t and for (∆, α) ∈ {(1, 0.5), (1, 0.1)}. As already
observed in the toy example of Section 2.3 (see Table 1), we see that the convergence rate
of the ‘variance’ Vart,N (θ) is slower than that of h2t , and is thus slower than the usual
t−1 convergence that we have for the variance of θ under pit. Indeed, Figure 2c suggests
that Vart,N (θ) decreases as t−0.1 for α = 0.1 and as t−0.7 for α = 0.5.
In Section 2.6.2 we explained that, for (ht)t≥0 as defined in (12), the running time of
Algorithm 2 does not necessarily increase with ∆ when cESS < 1. This example provides
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∆ = 1 ∆ = 5 000 ∆ = 10 000
α = 0.6 (0.391, 0.391, 0.196) (0.248, 0.157, 0.206) (0.248, 0.144, 0.153)
α = 0.5 (0.344, 0.280, 0.203) (0.248, 0.156, 0.179) (0.248, 0.144, 0.146)
α = 0.3 (0.328, 0.369, 0.334) (0.248, 0.162, 0.173) (0.248, 0.144, 0.143)
α = 0.6 (0.429, 0.264, 0.136) (0.057, 0.108, 0.274) (0.057, 0.047, 0.198)
α = 0.5 (0.187, 0.194, 0.171) (0.057, 0.103, 0.191) (0.057, 0.047, 0.160)
α = 0.3 (0.249, 0.317, 0.318) (0.057, 0.094, 0.169) (0.057, 0.047, 0.150)
Table 2: Model of Section 4.2.1. Estimated values of E[dMMD(p¯iN,Kt , piNt )|Ft](top) and
of E[dMMD(p˜iNt , piNt )|Ft](bottom) for t = 103 (first number), t = 104 (second
number) and t = 105 (third number), where N = 1 000 and K = 10 000. The
results are obtained from 20 independent replications. The numbers in black
correspond to the case where p˜is = pis for all s ∈ {0, . . . , t− 1}.
an illustration of this phenomenon. Indeed, for α = 0.1, the running time of the algorithm
was 1.87 hour for ∆ = 1 and 54 minutes for ∆ = 104, against only 46 minutes for IBIS.
To assess, for N = 1 000 and K = 10 000, how the distributions p¯iN,Kt and p˜iNt
are different from the IBIS approximation piNt of pit we provide, in Table 2, estim-
ates of E[dMMD(p¯iN,Kt , piNt )|Ft] and of E[dMMD(p˜iNt , piNt )|Ft], the expected MMD distance
between p¯iN,Kt and piNt and the expected MMD distance between p˜iNt and piNt , respectively.
Notice that the expectations are w.r.t. the Monte Carlo approximation only. These ex-
pected distances are computed using the exponential kernel with bandwidth parameter
equal to one (in which case dMMD(·, ·) is a metric on P(Θ)) and with p˜iNt independ-
ent of piNt given {Ys}ts=1 (and thus E[dMMD(p˜iNt , piNt )|Ft] > 0 even when hs = 0 for all
s ∈ {0, . . . , t− 1}).
From the results presented in Table 2, obtained for t ∈ {103, 104, 105} and different
values of (∆, α), we observe that E[dMMD(p¯iN,Kt , piNt )|Ft] decreases (i) when t increases,
in the case ∆ = 1 and α ∈ {0.5, 0.6}, (ii) when α increases, in the case ∆ = 1 and
t = 105, and (iii) as ∆ increases, in all cases but one. Observation (i) (resp. observation
(ii)) can be explained by the results of Section 3 (resp. of Proposition 2), which imply
that as t increases (resp. as α increases) p¯iN,Kt and piNt are Monte Carlo approximations of
distributions that become more and more similar. This explanation for (i) is formalized
in Section 2.7. Observation (iii) is also intuitive since, informally speaking, increasing
∆ makes p˜it more similar to pit. It is interesting to note that for t = 104 the expected
distance E[dMMD(p¯iN,Kt , piNt )|Ft] is the smallest when α = 0.5 while for t = 103 it is
minimized when α = 0.3. Reducing α improves the exploration of the parameter space
performed by Algorithm 2, which may indeed decrease E[dMMD(p¯iN,Kt , piNt )|Ft] for small
values of t. The global picture of the results for E[dMMD(p˜iNt , piNt )|Ft] is similar.
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4.2.2. A 50-dimensional non linear quantile regression model
We now consider a d = 50 non-linear model where, inspired by Hunter and Lange (2000),
γ(θ, x) =
d∑
i=1
(
e−xiθ
2
i + xiθd−i+1
)
, θ
(1/2)
? = (1, . . . , 1), pX = δ1 ⊗ U(0, 1)d−1. (14)
Notice that the exponential and square functions appearing in (14), as well as the relat-
ively large value of d, make the evaluation of the corresponding log-likelihood function
expensive. We simulate T = 106 observations from the so-defined model and perform
simulations for τ = 0.5 (the only value of τ ∈ (0, 1) for which θ(τ)? is known). For this
example we let N = K = 10 000 and (∆, α) = (1, 0.5), that is we consider Algorithm 1
with c = 1 and α = 0.5.
The estimation error ‖θ¯Nt − θ(τ)? ‖∞, presented in Figure 2d, decreases at rate t−1/2,
suggesting that the estimator θ¯t can converge at this optimal rate in challenging settings.
However, and as for the previous examples, we observe that the convergence rate of the
‘variance’ Vart,N (θ) is slower than that of h2t = t−1 (see Figure 2e where this quantity
decreases as t−0.7). We now run IBIS (Algorithm 2 with ht = 0 for all t ≥ 0) for the
same amount of time that was needed to approximate {p¯it}Tt=1, namely approximatively
15.5 hours. For this computational budget only T ′ = 129 435 observations (13% of the
whole sample) have been processed by IBIS and, as shown in Figure 2d, the estimation
error of θNT ′ is about 1.77 times bigger than for the estimate θ¯
N
T (0.46 against 0.26). By
comparison, if ‖θNt − θ(1/2)? ‖ = Ct−1/2 for all t and some constant C < ∞, observing T
data points instead of T ′ will divide the approximation error of the IBIS estimate of θ?
by a factor 2.78.
It is worth mentioning that in this experiment the only reason why Algorithm 2 com-
putes an approximation p¯iN,Kt of p¯it with K = 10 000 is to make as fair as possible the
above comparison between the running time of Algorithm 1 and the running time of IBIS
(recall that the point estimate θ¯Nt is not computed from p¯i
N,K
t ).
4.3. A latent variable model: Beta-Poisson distribution
The Beta-Poisson distribution, which is a popular model for the distribution of single-
cell gene expression levels (see Lee et al., 2019, and references therein), is such that
X ∼Beta-Poisson(θ) if
X|W ∼ Poisson(exp(θ1)W ), W ∼ Beta(exp(θ2), exp(θ3)), θ ∈ Θ := R3. (15)
Following Lee et al. (2019) we let {fθ, θ ∈ Θ} be the family of p.d.f. on R defined by
fθ(y) =
∞∑
x=0
ϕ(y;x, 25)pθ(x), (y, θ) ∈ R×Θ (16)
with ϕ(·;m,σ2) the density of the N1(m,σ2) distribution and pθ(·) the density of the
Beta-Poisson(θ) distribution (w.r.t. the counting measure on {0, 1, . . . , }).
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Figure 2: Examples of Sections 4.2-4.3. Plots (a)-(c) are for the example of Section 4.2.1.
Plot (a) shows ‖θ¯Nt − θ(τ)? ‖∞ for (∆, α) = (1, 0.5), plot (b) shows ‖θ¯Nt − θ(τ)? ‖∞
for (∆, α) = (1, 0.1) (solid line, SL) and for (∆, α) = (104, 0.1) (dashed line,
DL), and plot (c) shows Vart,N (θ) for (∆, α) = (1, 0.5) (SL) and for (∆, α) =
(1, 0.1) (DL). Plots (d)-(e) are for the example of Section 4.2.2. Plot (d) shows
‖θ¯Nt − θ(τ)? ‖∞ (SL) and ‖θNt − θ(τ)? ‖∞ (DL) and plot (e) shows Vart,N (θ). Plots
(f)-(i) are for the example of Section 4.3. Plot (f) shows ‖θ¯Nt − θ?‖∞ and plots
(g)-(i) show the marginal distributions of p¯iN,KT (the horizontal lines give the
true parameter values). In plots (a)-(f) the dotted line represents the γt−x line,
with x > 0 given in the plots and some constant γ > 0.
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Notice that (16) defines a latent variable model and that fθ(y) cannot be computed
point-wise. However, using standard pseudo-marginal arguments (Andrieu and Roberts,
2009), it is easily checked that Algorithm 2 remains valid if, in this latter, each quantity
of the form
∏k
i=1 fθ(yi) is replaced by
k∏
i=1
( 1
mk
mk∑
j=1
ϕ(yi;X
(j)
i , 25)
)
, X
(j)
i
iid∼ Beta-Poisson(θ) (17)
for some m ∈ N. Notice that in (17) we impose that the number of simulations increases
linearly with k to control the relative variance of the estimator (Lee et al., 2019).
We simulate T = 105 independent observations {Yt}Tt=1 from fθ?(y)η(dy) where, fol-
lowing Lee et al. (2019), exp(θ?) = (500, 2, 8). In addition, as in this latter reference, we
let m = 40 in (17) and p˜i0(dθ) be such that if θ ∼ p˜i0(dθ) then, for i = 1, 2, 3, the ran-
dom variable exp(θi) has an exponential distribution with mean λi, with λ1 = 1 000 and
λ2 = λ3 = 10. As for the previous example, we let N = K = 10 000 and (∆, α) = (1, 0.5)
(i.e. we consider Algorithm 1 with c = 1 and α = 0.5).
Figure 2f shows the evolution of ‖θ¯Nt − θ?‖∞ as a function of t. We observe that the
estimation error first decreases as t−1/2 and then at a faster rate (for t > 104.7, say).
From the definition (15)-(16) of the model we see that the sequence (Yt)t≥1 contains
little information about θ?, which may suggest that a larger sample size is needed for the
sequence {p¯it}Tt=1 to be in a stationary regime where it concentrates on θ? at a constant
rate. In any cases, the important point is that in Figure 2f the estimate θ¯Nt does not
concentrate at a sub-optimal rate over the considered sample. The marginal distributions
of p¯iT , as estimated by p¯i
N,K
T , are presented in Figures 2g-2i.
For this example the time needed to approximate {p¯it}Tt=0 was about 2.5 hours. During
this period of time, IBIS processed only 31 observations and thus failed to provide any sig-
nificant new information about θ, compared to the one induced by the prior distribution
p˜i0.
We conclude this subsection by mentioning that Lee et al. (2019) introduced a method
which allows to use, in (17), only a sample of size O(mk) from the Beta-Poisson(θ) distri-
bution while preserving the validity of pseudo-marginal algorithms. Although computing
this new estimate of
∏k
i=1 fθ(yi) still requires O(mk2) operations, their estimator is much
cheaper than the naive one adopted in this subsection. Using the estimator of Lee et al.
(2019) within the approach developed in this work should lead to a fast algorithm for ap-
proximate Bayesian inference in latent variable models. Exploring this question further
is however beyond the scope of the paper.
4.4. Logistic regression
We now let d > 1, Θ = Rd and consider T observations {(zt, xt)}Tt=1 such that zt ∈ {0, 1}
and xt ∈ Rd−1 for all t. We model the observations as independent random variables
such that the conditional distribution of Yt given Xt = x is independent of t and belongs
to {pθ(·|x), θ ∈ Θ}, where for every θ ∈ Θ the function pθ(·|·) is defined by (using the
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Figure 3: Examples of Section 4.4. Plot (a) is for the example of Section 4.4.1. The solid
line is for Algorithm 1, the dotted line for SVB and the dashed line for SGD.
Plots (b)-(c) are for the example of Section 4.4.2. In plot (b) (resp. in plot (c))
the solid line shows θ?,2(t) (resp. θ?,1), the dotted line shows θNt,2 (resp. θNt,1)
and the dashed line is for θ¯Nt,2 (resp. θ¯Nt,1). In plot(b) the non-smooth line is for
θ˜Nt,2.
notation θ2:d = (θ2, . . . , θd))
pθ(z|x) = z
1 + exp(−θ1 − θT2:dx)
+
(1− z) exp(−θ1 − θT2:dx)
1 + exp(−θ1 − θT2:dx)
, (z, x) ∈ {0, 1} × Rd−1.
The prior distribution p˜i0(dθ) is the Nd(0, 2Id) distribution throughout this subsection.
4.4.1. Online binary classification using the Covertype dataset
In this subsection we assess the online predictive performance of Algorithm 1 where, as
is the last two examples, c = 1 and α = 0.5.
For every t ≥ 1 and θ ∈ Θ we let z(θ, xt+1) = 1[0.5,1]
(
pθ(1|xt+1)
)
be the corresponding
predicted value of Zt+1. Then, the objective is to learn on the fly parameter values (θˇt)t≥1,
where θˇt depends on {(zs, xs)}ts=1 only, such that for all t ≥ 1 the average classification
error
1
t
t∑
s=1
∣∣zs+1 − z(θˇs, xs+1)∣∣ (18)
is as small as possible.
In addition to Algorithm 1, for which we let θˇt = θ¯Nt for all t ≥ 1, we consider two
popular learning algorithms, namely stochastic gradient descent (SGD) and streaming
variational Bayes (SVB, Broderick et al., 2013). For the former algorithm we let θˇt = θ¯
sgd
t
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for all t ≥ 1, where
θ¯ sgdt =
t− 1
t
θ¯ sgdt−1 +
1
t
θsgdt , θ
sgd
t = θ
sgd
t−1 + ηt∇θ log pθsgdt−1(zt|xt), t ≥ 1
with (ηt)t≥1 a sequence of learning rates. Following the theoretical results on online
learning algorithms (see e.g. Shalev-Shwartz, 2011) we take ηt = ct−1/2 for all t ≥ 1 and
for some constant c > 0. To choose c we run SGD for different values of this parameter
and retain the one that gives the lowest classification errors, namely c = 0.001.
Following Chérief-Abdellatif et al. (2019), we consider the following implementation of
the SVB algorithm proposed by Nguyen et al. (2017); Zeno et al. (2018),
θsvbt = θ
svb
t−1 + c t
− 1
2∇θEU∼Nd(0,I)
[
log pθsvbt−1+st−1U
(zt|xt)
]
st = st−1f
(
0.5 ct−
1
2
st−1
∇sEU∼Nd(0,I)
[
log pθsvbt−1+st−1U
(zt|xt)
])
, t ≥ 1
(19)
where c > 0 is some constant, where all vector multiplications and divisions should be
understood componentwise (notice that st is a d-dimensional vector for all t) and where
the function f(x) =
√
1 + x2 − x is applied componentwise.
The expectations appearing in (19) are not tractable and therefore need to be approx-
imated. For M ∈ N we let (θM,svbt )t≥1 be defined as in (19) but with the expectations
replaced by Monte Carlo estimates, i.e.
θM,svbt = θ
M,svb
t−1 + c t
− 1
2
1
M
M∑
i=1
∇θ log pθM,svbt−1 +sMt−1u(t)i (zt|xt)
sMt = s
M
t−1f
(
0.5 ct−
1
2
sMt−1
1
M
M∑
i=1
∇s log pθM,svbt−1 +sMt−1u(t)i (zt|xt)
)
, t ≥ 1
where, for every t ≥ 1, {u(t)}Mi=1 is a set of M independent realizations of the Nd(0, Id)
distribution. We set M = 2 000 (preliminary simulations showed that taking M = 1 000
lead to numerical instabilities) and, following a similar approach as for SGD, we set
c = 0.001. Then, for SVB we let θˇt = θ¯
M,svb
t := t
−1∑t
s=1 θ
M,svb
t for all t ≥ 1.
For this example we use the Covertype dataset1, where zt = 1 if forest t is of type
1 and 0 otherwise, and for which d = 54 and T = 581 011. The mean of the zt’s is
approximatively 0.365 and the observations are randomly permuted to ensure that they
are not ordered in any specific way. Lastly, to be consistent with the prior distribution
p˜i0 that we consider, we set θ
sgd
0 = θ
M,svb
0 = (0, . . . , 0) and s
M
0 = (
√
2, . . . ,
√
2).
The results are given in Figure 3a), which shows the evolution of the average clas-
sification error (18) as a function of t for the three online learning algorithms that we
consider. We observe that, on this dataset, Algorithm 1 significantly outperforms SGD
and SVB, for all t ≥ 1. We also see that SVB and SGD have very similar prediction
errors. For these experiments the three algorithms are implemented in C and the running
1available at: https://archive.ics.uci.edu/ml/datasets/covertype
28
time was approximatively 59 minutes for Algorithm 1, 1.86 hours for SVB (59 minutes
for M = 1 000) and less than one second for SGD. Notice that Algorithm 1 is therefore
not slower than SVB.
We do not report the results for the cases θˇt = θ˜Nt , θˇt = θ
sgd
t and θˇt = θ
M,svb
t because,
for each learning method and for all t ≥ 520, the corresponding classification error is
larger than the one reported in Figure 3a). Lastly, with the R and C implementation
of Algorithm 2 considered in the previous subsections, the running time to proceed all
the observations was approximatively 1.74 hours for Algorithm 1 while, during this time
lapse, only T = 41 244 observations (7.1% of the sample) were processed by IBIS.
4.4.2. A time-varying environment example
Lastly, we compare the behaviour of the sequences (pit)t≥1, (p˜it)t≥1 and (p¯it)t≥1 in a time-
varying environment. To this aim we let d = 2, T = 106 and generate the observations
{(zt, xt)}Tt=1 as follows:
Zt|Xt ∼ Bernoulli
( 1
1 + exp(−θ?,1 − θ?,2(t)Xt)
)
, Xt
iid∼ N1(1, 1), t = 1, . . . T
with θ?,1 = −2 and θ?,2(u) = 1 + 0.2 sin(10u/T ) for all u ≥ 0. The model that we
consider in this subsection is therefore misspecified since the true underlying parameter
θ?,2 slowly varies over time (periodic effect), see Figure 3b. The sample mean of the zt’s
is approximatively 0.31
We let N = K = 1 000 and, as for the last three examples, we let (∆, α) = (1, 0.5).
The running time of IBIS was 26 minutes, against 10.5 minutes to compute p˜iNT and 12
minutes to compute both p˜iNT and p¯i
N,K
T . Figure 3b) shows the evolution of θ
N
t,2, θ¯Nt,2 and
θ˜Nt,2 as a function of t. We observe that the first two quantities evolve in a very similar
way, providing another example where θ¯t gives a good approximation of the posterior
mean Epit [θ]. However, these two estimates fail to capture the evolution of θ?,2(t) and
seem to stabilize over time. By contrast, θ˜Nt,2 follows closely the evolution of θ?,2(t).
Figure 3c) shows the evolution of θ¯Nt,1 and of θNt,1 over time (results for θ˜Nt,1 are omitted to
make the plot readable). We observe that these two estimates are very close to the true
parameter value, although θ¯Nt,1 is always closer to θ?,1 than θNt,1.
This example suggests that a non-stationary data generating process is more easily
detected from the sequence (p˜it)t≥1 than from the sequences (p¯it)t≥1 and (pit)t≥1, and
that like SGD (Watanabe, 1975), the former sequence of distributions may be useful for
online learning in non-stationary environments. This greater ability of p˜it to adapt to
changes in the distribution of the data is intuitive, since informally speaking the past
observations {Ys}t−1s=1 have less weights in the definition of p˜it than in the definition of p¯it
and of pit.
5. Conclusion
In its simplest form the approach for online approximate Bayesian learning introduced
in this paper reduces to using a particle filter algorithm to approximate a sequence of
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filtering distributions associated to a particular state-space model. When this is the
case, for sake of simplicity we approximate, in Algorithm 1, the sequence of filtering
distribution (p˜it)t≥0 using the simplest type of PF algorithms, known as bootstrap PF
algorithms. However, the literature on particle filtering is abundant, and the proposed
approach can leverage the several extensions of the bootstrap PF algorithm that have
been proposed since its introduction by Gordon et al. (1993). For instance, the auxiliary
particle filter (Pitt and Shephard, 1999) is a popular alternative to the bootstrap particle
filter, in which the observation Yt is used to generate the sample {θnt }Nn=1. Let us also
mention the sequential quasi-Monte Carlo algorithm of Gerber and Chopin (2015), whose
error converges at a faster rate than that of PF algorithms when the dimension of the
state variable is small, and the nested sequential Monte Carlo sampler of Naesseth et al.
(2015) that can be used for some high dimensional filtering problems.
The convergence results established in this work have the advantage to rely on mild
assumptions on the sequence (p˜it)t≥0 and on the statistical model. However, further
research is needed to understand precisely the convergence properties of the proposed
approach. Notably, simulation results suggest that the point estimate θ¯t usually converges
at the optimal t−1/2 rate, and future research should aim at establishing conditions
under which this convergence behaviour happens. Establishing the link between the
convergence rate of p˜it and that of ht is another important problem to solve in order
to understand how quickly the error we make when approximating pit by p˜it, or by p¯it,
vanishes as t tends to infinity. More research is also needed to understand the predictive
performance of Algorithm 1 in online learning environments. Notably, based on the
results of Chérief-Abdellatif et al. (2019) obtained for online variational methods, we
conjecture that Algorithm 1 should lead to small prediction errors when the value of its
α parameter is set to 0.5. The example of Section 4.4.1 supports this supposition and its
theoretical validation is an interesting open problem.
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A. Proofs
A.1. Additional notation and conventions
Below we use the convention that empty sums equal zero and empty products equal one,
and let N0 = {0} ∪ N, R≥0 = [0,+∞) and R>0 = (0,+∞). For a real-valued function ϕ
we let ‖ϕ‖∞ = supx |ϕ(x)|.
Let (U˜t)t≥0 be a sequence of independent random variables such that, for all t ≥ 0,
U˜t ∼ mt(u)du, and let Ut = htU˜t for all t ≥ 0, note that Ut ∼ µt for all t ≥ 0.
For integers 0 ≤ k < t we define
uk:t = (uk, . . . , ut), [uk:t] = max
k≤s<t
∥∥ t−1∑
i=s
ui
∥∥, ∀(uk, . . . , ut) ∈ Rd(t−k+1)
and let
Θ,k:t =
{
uk:t ∈ Rd(t−k+1) : [u(k+1):t] < 
}
,  > 0.
For every t ≥ 0 we let Ft be the σ-algebra generated by (Y1, . . . , Yt) (with the conven-
tion F0 = ∅) and, for every 0 ≤ k < t and A ∈ B(Rd), we let
pi′k,t(A) =
´
A(µk ∗ p˜ik)
(
θ −∑t−1s=k+1 Us)∏ts=k+1 f˜θ−∑t−1i=s Ui(Ys)dθ´
Θ E
[
(µk ∗ p˜ik)
(
θ −∑t−1s=k+1 Us)∏ts=k+1 f˜θ−∑t−1i=s Ui(Ys)∣∣Fk]dθ .
A.2. Preliminary results
Lemma 1. Assume A4 and let A? ∈ B(Rd) and A˜? ∈ B(Rd) be as in A4. Then, there
exists a set A′? ∈ B(Rd), with A′? ( A˜?, that contains a neighbourhood of A? and such
that, for every sequence (γ′t)t≥1 in R≥0 such that γ′t → 0m and every sequence (st)t≥1 in
N0 such that inft≥1(t − st) ≥ 1 and such that (t − st) → +∞, there exists a sequence
(δt)t≥1 in R>0 such that δt → 0 and such that
P
(
sup
(ust:t,θ)∈Θγ′t,st:t×(A
′
?∩Θ)
t∏
s=st+1
(f˜θ−∑t−1i=s ui/fθ)(Ys) < e(t−st)δt
)
→ 1.
The proof of this result is given in Section A.10.1.
The following results rewrite the probability measure p˜it in a more convenient way.
Lemma 2. With P-probability one we have, for all t ≥ 0 and all A ∈ B(Rd),
p˜it(A) =
´
A E
[
(µ0 ∗ p˜i0)
(
θ −∑t−1s=1 Us)∏ts=1 f˜θ−∑t−1i=s Ui(Ys)∣∣Ft]dθ´
Θ E
[
(µ0 ∗ p˜i0)
(
θ −∑t−1s=1 Us)∏ts=1 f˜θ−∑t−1i=s Ui(Ys)∣∣Ft]dθ .
The proof of this result is given in Section A.10.2.
The next result builds on Ghosal et al. (2000, Lemma 8.1) and will be used to control
the denominator of p˜it(θ).
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Lemma 3. Assume A1-A2 and let δ? > 0 be as in these two assumptions. Then, there
exists a constant C˜? ∈ R>0 such that, for every  ≥ 0, sequence (st)t≥1 in N0 with
inft≥1(t − st) ≥ 1, every constants δ ≥ δ˜ > 0 such that δ + δ˜ < δ? and every probability
measure η ∈ P(Rd) we have, for all t ≥ 1 and with Cη
δ,δ˜
= infv∈Bδ˜(0) η(Bδ(θ? − v)),
P
( ˆ
Θ
E
[
η
(
θ −
t−1∑
s=st+1
Us
) t∏
s=st+1
(f˜θ−∑t−1i=s Ui/fθ?)(Ys)
∣∣Ft]dθ ≤ P(Ust:t ∈ Θδ˜,st:t)
e(t−st)(2(C˜?δ)2+)
Cη
δ,δ˜
)
≤ ((t− st)((C˜?δ) + (C˜?δ)−1)2)−1.
The proof of this result is given in Section A.10.3.
The next result will be used to control the numerator of p˜it(θ).
Lemma 4. Assume A3-A4 and let (γt)t≥1 be a sequence in R≥0 such that γt → 0 and
(st)t≥1 be a sequence in N0 such that inft≥1(t − st) ≥ 1 and (t − st) → +∞. Then, for
every  > 0 there exist a constant D˜? ∈ R>0 and a sequence of measurable functions
(φt)t≥1, φt : Yt → {0, 1}, such that E[φt(Y1:t)]→ 0 and, for t large enough,
sup
(θ,ust:t)∈V×Θγt,st:t
E
[
(1− φt(Y1:t))
t∏
s=st+1
(f˜θ−∑t−1i=s ui/fθ?)(Ys)
∣∣Fst] ≤ e−(t−st)D˜? .
The proof of this result is given in Section A.10.4.
The next lemma builds on Kleijn and van der Vaart (2012, Theorem 3.1)
Lemma 5. Assume A1-A4. Let  > 0, (γt)t≥1 be a sequence in R≥0 such that γt → 0
and (st)t≥1 be a sequence in N0 such that inft≥1(t− st) ≥ 1 and (t− st) → +∞. Then,
there exist constants (C1, C2) ∈ R2>0 such that, for every constants δ ≥ δ˜ > 0 such that
δ + δ˜ < δ? (with δ? > 0 as in Lemma 3), there exists a sequence of measurable functions
(φ′t)t≥1, φ′t : Yt → {0, 1}, such that E[φ′t(Y1:t)]→ 0 and such that, for t large enough,
E
[
(1− φ′t(Y1:t))1Θγt,st:t(Ust:t)pi′st,t(V)|Fst
]
≤ e
−(t−st)(C−11 −C2δ2)
P(Ust:t ∈ Θδ˜,st:t) infv∈Bδ˜(0)(µst ∗ p˜ist)(Bδ(θ? − v))
, P− a.s.
The proof of this result is given in Section A.10.5.
Lemma 6. Let {(Xn, Zn)}Nn=1 be Rdx×Rdz valued random variables, G : Rdx → (0,+∞)
and G˜ : Rdz → (0,+∞) be two measurable mappings, pNX = N−1
∑N
n=1 δXn and, for every
n ∈ {1, . . . , N}, let
Wn =
G(Xn)∑N
m=1G(X
m)
, W˜n =
G˜(Zn)∑N
m=1 G˜(Z
m)
piN =
N∑
n=1
WnδXn , µ
N =
N∑
n=1
W˜nδZn .
Assume that ‖G‖ < +∞ and that there exist a constant C? ∈ (0,+∞) and probability
measures pX ∈ P(Rdx), pi ∈ P(Rdx) and µ ∈ P(Rdz) such that
E
[( ˆ
Rdx
G(x)(pNX − pX)(dx)
)2] ≤ C?
N
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and such that
sup
|ϕ|≤1
E
[( ˆ
Rdx
ϕ(x)(piN − pi)(dx)
)2] ≤ C?
N
, sup
|ϕ|≤1
E
[( ˆ
Rdz
ϕ(z)(µN − µ)(dz)
)2] ≤ C?
N
.
Then, there exists a constant C˜? ∈ (0,+∞) such that
sup
|ϕ|≤1
E
[(ˆ
Rdx×Rdz
ϕ(x, z)(piN ⊗ µN − pi ⊗ µ)(dx,dz)
)2] ≤ C˜?
N
.
The proof of this result is given in Section A.10.6.
A.3. Proof of Proposition 2
Proof. Let t ≥ 1 and Yt ∈ Y⊗t be such that (i) P(Y1:t ∈ Yt) = 1, (ii) the mapping θ 7→
fθ(ys) is continuous on Θ for all s ∈ 1 : t and all y1:t ∈ Yt, (iii) sup1≤s≤t supθ∈Θ f˜θ(ys) <
+∞ for all y1:t ∈ Yt and (iv) for all y1:t ∈ Yt the conclusion of Lemma 2 holds.
Remark that such a set Yt exists under the assumptions of the proposition.
Let ϕ : Θ→ R be a measurable and bounded function. Then, for all y ∈ Yt we haveˆ
Rd
ϕ(θ)E
[
(µ0 ∗ p˜i0)
(
θ −
t−1∑
s=1
hsU˜s
) t∏
s=1
f˜θ−∑t−1i=s hiU˜i(ys)
]
dθ
≤ ( sup
1≤s≤t
sup
θ∈Θ
f˜θ(ys)
)tE[ˆ
Rd
ϕ(θ)(µ0 ∗ p˜i0)
(
θ −
t−1∑
s=1
hsU˜s
)
dθ
]
≤ ‖ϕ‖∞
(
sup
1≤s≤t
sup
θ∈Θ
f˜θ(ys)
)t
(20)
while
P
(
lim
max{hk}t−1k=0
t∏
s=1
f˜θ−∑t−1i=s hiU˜i(ys) =
t∏
s=1
f˜θ(ys)
)
= 1, ∀y ∈ Yt, ∀θ ∈ Rd. (21)
In addition, using the assumptions on p˜i0 and the dominated convergence theorem,
P
(
lim
max{hi}t−1i=0↘0
(µ0 ∗ p˜i0)
(
θ −
t−1∑
s=1
hsU˜s
)
= p˜i0(θ)
)
= P
(
lim
max{hi}t−1i=0↘0
E
[
p˜i0
(
θ −
t−1∑
s=0
hsU˜s
)]
= p˜i0(θ)
)
= 1.
(22)
Therefore, using (20)-(22) and the dominated convergence theorem, for all y ∈ Yt we
have
lim
max{hi}t−1i=0↘0
ˆ
Rd
ϕ(θ)E
[
(µ0 ∗ p˜i0)
(
θ −
t−1∑
s=1
hsU˜s
) t∏
s=1
f˜θ−∑t−1i=s hiU˜i(ys)
]
dθ
=
ˆ
Rd
ϕ(θ)
t∏
s=1
f˜θ(ys)p˜i0(dθ).
(23)
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To complete the proof let (ϕk)k≥1, with ϕk : Θ→ Rmeasurable, continuous and bounded
for all k, be such that if
P
(
lim
max{hi}t−1i=0↘0
p˜it(ϕk) = pit(ϕk), ∀k ≥ 1
)
= 1 =⇒ P
(
lim
max{hi}t−1i=0↘0
p˜it = pit
)
= 1.
Let k ∈ N. Then, by Lemma 2 we have, P-a.s.,
p˜it(ϕk) =
´
Rd ϕk(θ)E
[
(µ0 ∗ p˜i0)
(
θ −∑t−1s=1 Us)∏ts=1 f˜θ−∑t−1i=s Ui(Ys)∣∣Ft]dθ´
Θ E
[
(µ0 ∗ p˜i0)
(
θ −∑t−1s=1 Us)∏ts=1 f˜θ−∑t−1i=s Ui(Ys)∣∣Ft]dθ
and thus, using (23) with ϕ = ϕk and with ϕ = 1Θ, it follows that, for all k ∈ N,
P
(
limmax{hi}t−1i=0↘0 p˜it(ϕk) = pit(ϕk)
)
= 1. The result follows.
A.4. Proof of Proposition 4
Proof. We first show that σ˜2t → 0. To this aim recall that
σ˜2t =
σ˜2t−1 + h2t−1
σ˜2t−1 + h2t−1 + 1
∈ (0, 1), ∀t ≥ 1 (24)
and let c¯ := lim supt→+∞ σ˜2t . Assume that c¯ > 0 and let (σ˜2tk)k≥1 be a subsequence such
that σ˜2tk → c¯. Then, by (24) and since ht → 0,
lim
k→+∞
σ˜2tk+1 = c¯
′ :=
c¯
1 + c¯
.
Then, repeating these computations with (σ˜2tk)k≥1 replaced by (σ˜
2
tk+1
)k≥1 and c¯ by c¯′
yields
lim
k→+∞
σ˜2tk+2 =
c¯′
1 + c¯′
=
c¯
1 + 2c¯
and similarly we show that
lim
k→+∞
σ˜2tk+i =
c¯
1 + ic¯
, ∀i ∈ N. (25)
To proceed further let  ∈ (0, 1) and t1 ∈ N be such that h2t−1 ≤ 2/(1− ) for all t ≥ t1.
Notice that such a t1 ∈ N exists since ht → 0. Next, let t2 > t1 be such that σ2t2−1 ≤ .
Remark that such a t2 > t1 exists by (25) and that, using (24),
σ2t ≤ ⇔ σ2t−1 + h2t−1 ≤

1−  , ∀t ≥ 1. (26)
On the other hand, under ours assumptions on t2 we have
σ2t2−1 + h
2
t2−1 ≤ +
2
1−  =

1− 
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and thus, by (26), it follows that σ2t2 ≤ . This shows that for all t ≥ t2 we have σ2t ≤ ,
and thus that lim supt→+∞ σ˜2t ≤ . Since  > 0 is arbitrary this shows that σ˜2t → 0.
To now show that θ˜t → E[Y1] in P-probability. To this aim remark first that for every
t ≥ 1 we have, with the convention that empty products equal 1,
θ˜t = σ˜
2
t Yt + (1− σ˜2t )θ˜t−1
= σ˜2t Yt + (1− σ˜2t )σ˜2t−1Yt−1 + (1− σ˜2t )(1− σ˜2t−1)θ˜t−2
=
t∑
s=1
Ysσ˜
2
s
t∏
j=s+1
(1− σ˜2j ) + θ˜0
t∏
s=1
(1− σ˜2s)
=
1
bt
(
θ˜0 +
t∑
s=1
σ˜2sbsYs
)
where bs =
(∏s
j=1(1− σ˜2j )
)−1 for all s ≥ 1.
It is easily checked that σ˜2t is minimized when hs = 0 for all s{1, . . . , t− 1}, in which
case it is well-known and easily checked that lim inft→+∞ tσ˜2t > 0. Thus,
∑∞
t=1 σ˜
2
t = +∞
implying that bt → +∞. Consequently, to prove that θ˜t → E[Y1] in P-probability we
only need to show that
Xt :=
1
bt
t∑
s=1
σ˜2sbsYs → E[Y1], in P− probability. (27)
Remark that
Xt =
∑t
s=1 σ˜
2
sbs
bt
t∑
s=1
σ˜2sbs∑t
s=1 σ˜
2
sbs
Ys,
∑t
s=1 σ˜
2
sbs
bt
= 1− 1
bt
, ∀t ≥ 1 (28)
so that, as bt → +∞, to show (27) we only need to show that
t∑
s=1
σ˜2sbs∑t
s=1 σ˜
2
sbs
Ys → E[Y1], in P− probability. (29)
By (28), and using the fact that bt → +∞ while σ˜2t → 0, we have
lim
t→+∞
t∑
s=1
σ˜2sbs = lim
t→+∞ bt(1− 1/bt) = +∞
lim
t→+∞
σ˜2t bt∑t
s=1 σ˜
2
sbs
= lim
t→+∞
σ˜2t
1− 1/bt = 0
and therefore (29) holds by Jamison et al. (1965, Theorem 1), which concludes to show
that θ˜t → E[Y1] in P-probability.
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We are now in position to prove the first part of the proposition. Let  > 0 and
Z ∼ N1(0, 1) be independent of (Yt)t≥1. Then, using Markov’s inequality, for all t ≥ 1
we have
p˜it(V) = P
(∣∣∣Z − θ? − θ˜t
σ˜t
∣∣∣ ≥ 
σ˜t
∣∣∣σ(θ˜t))
≤ σ˜2t
E
[(
Z − θ?−θ˜tσ˜t
)2 ∣∣σ(θ˜t)]
2
=
σ˜2t + (θ? − θ˜t)2
2
, P− a.s.
As shown above, θ˜t → E[Y1] in P-probability and thus there exists a sequence (γt)t≥1 in
(0,+∞) such that γt → 0 and such that P(|θ? − θ˜t| > γt)→ 0. Therefore, since σ˜2t → 0
as shown above, it follows that
lim sup
t→+∞
E[p˜it(V)] ≤ lim sup
t→+∞
P(|θ? − θ˜t| > γt) + lim sup
t→+∞
( σ˜2t

+
γ2t
2
)
= 0
which, together with Proposition 1, completes the proof of the first part of the proposi-
tion.
To prove the last part of the proposition let vt = σ˜2t /h2t ,  > 0 and δ = (1−)/(1−/2).
Then, under the assumptions on (ht)t≥1, there exists a t ∈ N such that h2t−1/h2t ≥ δ for
all t ≥ t. Let
t =
σ˜2t−1 + h2t−1
σ˜2t−1 + h2t−1 + 1
, ∀t ≥ 1
so that, for all t ≥ t, we have
vt =
1 + vt−1
σ˜2t−1 + h2t−1 + 1
h2t−1
h2t
≥ δ(1 + vt−1)
σ˜2t−1 + h2t−1 + 1
≥ δ(1 + vt−1)(1− t)
As shown above, σ˜2t → 0 so that t → 0. Hence, there is exists a t′ ≥ t such that, for
t > t′ and recalling that δ = (1− )/(1− /2)
vt ≥ (1− /2)δ(1 + vt−1) = (1− )(1 + vt−1) ≥
t∑
s=t+1
(1− )s−t + (1− )t−tvt .
This shows that lim inft→+∞ vt ≥ 1/ and thus, since  ∈ (0, 1) is arbitrary, it follows
that vt → +∞.
To prove the fourth part of the proposition remark that, for every t ≥ 1,
σ˜2t =
σ˜2t−1 + h2t−1
σ˜2t−1 + h2t−1 + 1
⇔ σ˜2t σ˜2t−1 + σ˜2t (h2t−1 + 1) = σ˜2t−1 + h2t−1
⇔ h2t−1 =
σ˜2t σ˜
2
t−1 + σ˜2t − σ˜2t−1
1− σ˜2t
.
(30)
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As shown above, σ˜2t → 0, which implies that σ˜2t ≤ σ˜2t−1 for infinitely may t. Thus, by
(30), for infinity many t we have h2t−1 ≤ (σ˜2t σ˜2t−1)/(1 − σ˜2t ) showing that, if ht ∼ ct−α
then, for all p ≥ 1 a necessary condition to have t1/pσ˜2t = O(1) is that α ≥ 1/p.
To prove the rest of the proposition remark that P(p˜it ⇒ δE[Y1]) = 1 if and only if
P(θ˜t → E[Y1]) = 1 which, using the above computations, holds if and only if
t∑
s=1
σ˜2sbs∑t
s=1 σ˜
2
sbs
Ys → E[Y1], P− a.s. (31)
Remark that since
(θ˜t − E[Y1]) = σ˜2t (Yt − E[Y1]) + (1− σ˜2t )(θ˜t−1 − E[Y1]), ∀t ≥ 1
we can without loss of generality assume that E[Y1] = 0.
Let T (x) = #
{
t ∈ N : (σ˜2t bt)−1
(∑t
s=1 σ˜
2
sbs
) ≤ x} for every x > 0. Then, we show
below that, for ht ∼ ct−α, we have
lim sup
x→+∞
T (x)/xp < +∞⇔ t1/pσ˜2t = O(1), ∀p ∈ [1, 2]. (32)
Showing (32) will show the second part of the proposition since, for p ∈ [1, 2), the
condition lim supx→+∞ T (x)/xp < +∞ is necessary and sufficient for (31) to hold for
every sequence (Yt)t≥1 such that E[|Yt|p] <∞, (see Jamison et al., 1965, Theorem 3, for
the case p = 1 and Chen et al., 1996, Theorem 2, for the case for p ∈ (1, 2)). In addition,
showing (32) will also establish the third part of the proposition since, as shown in Chen
et al. (1996, Remark 2), for p = 2 the condition lim supx→+∞ T (x)/xp < +∞ is necessary
but not sufficient for (31) to hold for every sequence (Yt)t≥1 such that E[Y 2t ] <∞.
To show (32) let t ≥ 1 and remark that, since b−1t
∑t
s=1 σ˜
2
sbs = 1− 1bt ,∑t
s=1 σ˜
2
sbs
σ˜2t bt
≤ x⇔ 1
σ˜2t
(1− b−1t ) ≤ x, ∀x > 0
where, as shown above, bt → +∞. Let t0 ∈ N be such that (1− b−1t ) ≥ 0.5 for all t ≥ t0
so that
T (x) ≤ t0 + #
{
t ∈ N : t > t0, σ˜−2t ≤ 2x
}
, ∀x > 0. (33)
Assume now that σ˜2t ≤ Ct−1/p for some constant C < +∞ and all t ≥ 1. Then,
#{t ∈ N : t > t0, σ˜−2t ≤ 2x} ≤ #{t ∈ N : t ≤ (2Cx)p} = (2Cx)p, ∀x ≥ 1/(2C)
which, together with (33), shows that if t1/pσ˜2t = O(1) then lim supx→+∞ T (x)/xp < +∞.
Assume now that lim supt→+∞ t1/pσ˜2t = +∞. Then, using by (30) and the fact that
ht ∼ ct−α, it is easily checked that, in this case, we have t1/pσ˜2t → +∞. Next, let C > 0
and tC ∈ N be such that t1/pσ˜2t ≥ C for all t ≥ tC . Then, using the fact that (1−b−1t ) ≤ 1
for all t, for all x such that x > (tC/C)1/p we have
T (x) ≥ #{t ∈ N : σ˜−2t ≤ x} ≥ #{t ∈ N : t > tC , t ≤ (Cx)p} = (Cx)p − tC + 1
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showing that lim supx→+∞ T (x)/xp ≥ Cp. Since C > 0 arbitrary this shows that
lim supx→+∞ T (x)/xp = +∞ whenever lim supt→+∞ t1/pσ˜2t = +∞, which concludes to
show (32).
A.5. Proof of Proposition 5
To simplify the notation we assume below that qt(θ|θ′) = h−1t−1mt−1((θ′ − θ)/ht−1) for
all t ≥ 1 such that ht−1 > 0 and for all (θ, θ′) ∈ R2d. The generalization of the com-
putations that follows to arbitrary proposals distributions (qt(·|θ))t≥1,θ∈Θ satisfying the
assumptions of the proposition is immediate.
A.5.1. Preliminaries
For every θ ∈ Θ we let G0(θ) = p˜i0(θ)/q0(θ) and Gt(θ) = fθ(Yt), for every t ≥ 1.
For every t ≥ 0 we use the shorthand Et[·] = E[·|Ft], µNt,J(dθ1:J) = ⊗Jj=1p˜iNkt(dθj) and
µt,J(dθ1:J) = ⊗Jj=1p˜ikt(dθj), where a : b = {a, . . . , b} for every integers b ≥ a.
Next, for every t ≥ 1 such that kt ≥ 0 and ht−1 = 0 we let, for every s ∈ (t − 1) : t,
and (θs, θs,J) ∈ Rd × RdJ ,
gt,J(θs, θs,J) =
J∑
j=1
mkt
(
(θs − θs,j)/hkt),
αt(θt−1, θt−1,J ; θt, θt,J) =
qt(θt−1|θt)gt,J(θt, θt,J)
∏t−1
s=kt+1
fθt(Ys)
qt(θt|θt−1)gt,J(θt−1, θt−1,J)
∏t−1
s=kt+1
fθt−1(Ys)
∧ 1.
and, using the shorthand Θ˜ = Rd, we define
K˜Nt ((θt−1, θt−1,J),d(θt, θt,J))
= αt(θt−1, θt−1,J ; θt, θt,J)µNt,J(dθt,J)⊗ qt(θt|θt−1)dθt
+ δ(θt−1,θt−1,J )(dθt,dθt,J)
(
1−
ˆ
Θ˜J+1
αt(θt−1, θt−1,J ; θt, θt,J)µNt,J,(dθt,J)⊗ qt(θt|θt−1)dθt
)
,
K˜t((θt−1, θt−1,J), d(θt, θt,J))
= αt(θt−1, θt−1,J ; θt, θt,J)µt,J(dθt,J)⊗ qt(θt|θt−1)dθt
+ δ(θt−1,θt−1,J )(dθt,dθt,J)
(
1−
ˆ
Θ˜J+1
αt(θt−1, θt−1,J ; θt, θt,J)µt,J(dθt,J)⊗ qt(θt|θt−1)dθt
)
,
KNt (θt−1,dθt) =
ˆ
Θ˜J
(ˆ
Θ˜J
K˜Nt
(
(θt−1, θt−1,J), d(θt, θt,J)
))
µNt,J(dθt−1,J),
Kt(θt−1, dθt) =
ˆ
Θ˜J
( ˆ
Θ˜J
K˜t((θt−1, θt−1,J),d(θt, θt,J))
)
µt,J(dθt−1,J).
Next, for every t ≥ 1 such that kt = −1 and ht−1 = 0 we let K ′t(θt−1,dθt) be the
Metropolis-Hastings kernel with invariant distribution pit and proposal distribution qt.
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Lastly, for all t ≥ 1 we let
Lt(θt−1, dθt) = qt(θt|θt−1)1R>0(ht−1) +Kt(θt−1, dθt)1N0×{0}(kt, ht−1)
+K ′t(θt−1, dθt)1{−1}×{0}(kt, ht−1)
and
LNt (θt−1,dθt) = qt(θt|θt−1)1R>0(ht−1) +KNt (θt−1,dθt)1N0×{0}(kt, ht−1)
+K ′t(θt−1,dθt)1{−1}×{0}(kt, ht−1).
Lemma 7. Let t ≥ 1 and assume that, for all s ∈ 0 : (t−1) there exists a (0,+∞)-valued
random variable Cs such that, P-almost surely and with the convention Ls(θs−1,dθs)p˜is−1(dθs−1) =
δθs−1(dθs)p˜i0(dθs−1) when s = 0, we have
sup
|ϕ|≤1
Es
[( 1
N
N∑
n=1
ϕ(θns )−
ˆ
Θ˜
{ˆ
Θ˜
ϕ(θs)Ls(θs−1,dθs)
}
p˜is−1(dθs−1)
)2] ≤ Cs
N
(34)
and
sup
|ϕ|≤1
Es
[( N∑
n=1
Wns ϕ(θ
n
s )−
ˆ
Θ˜
ϕ(θs)p˜is(dθs)
)2] ≤ Cs
N
. (35)
Then, under the assumptions of Proposition 5, there exists a random variable C˜t taking
its values in (0,+∞) such that
sup
|ϕ|≤1
Et
[( N∑
n=1
Wnt−1
ˆ
Θ˜
ϕ(θt)
{
LNt (θ
n
t−1,dθt)− Lt(θnt−1,dθt)
})2] ≤ C˜t
N
, P− a.s.
Proof. Remark that the result trivially trivially holds if ht−1 > 0 or if ht−1 = 0 and
kt = −1. Hence, below we assume that ht−1 = 0 and kt ≥ 0.
Let
α˜t(ϕ, θt−1, θt−1,J ; θt,J) =
ˆ
Θ˜
ϕ(θt)αt(θt−1, θt−1,J ; θt, θt,J)qt(dθt|θt−1)
and we first show that there exists a P-a.s. finite random variable C˜t,1 such that, P-a.s.,
sup
|ϕ|≤1
Et
[( ˆ
Θ˜2J+1
α˜t(ϕ, θt−1, θt−1,J ; θt,J)
(
µNt,J ⊗ µNt,J − µt,J ⊗ µt,J
)
(dθt,J ,dθt−1,J)(p˜iNt−1 − p˜it−1)(dθt−1)
)2] ≤ C˜t,1
N
.
(36)
To this aim let ϕ be such that |ϕ| ≤ 1 and remark thatˆ
Θ˜2J+1
α˜t(ϕ, θt−1, θt−1,J ; θt,J)
(
µNt,J ⊗ µNt,J − µt,J ⊗ µt,J
)
(dθt,J ,dθt−1,J)(p˜iNt−1 − p˜it−1)(dθt−1)
=
ˆ
Θ˜2J+1
α˜t(ϕ, θt−1, θt−1,J ; θt,J)
(
µNt,J ⊗ µNt,J ⊗ p˜iNt−1 − µt,J ⊗ µt,J ⊗ p˜it−1
)
(dθ)
+
ˆ
Θ˜2J
(ˆ
Θ˜
α˜t(ϕ, θt−1, θt−1,J ; θt,J)p˜it−1(dθt−1)
)(
µt,J ⊗ µt,J − µNt,J ⊗ µNt,J
)
(dθ)
+
ˆ
Θ˜
(ˆ
Θ˜2J
α˜(θt−1, θt−1,J ; θt,J)µt,J ⊗ µt,J(dθ)
)(
p˜it−1 − p˜iNt−1
)
(dθ).
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Then, since ‖αt‖∞ ≤ 1, P-a.s., and because we are assuming that (34)-(35) hold for all
s ∈ 0 : (t− 1), applying first 2J times Lemma 6 with piN = p˜iNkt and then one time with
piN = p˜iNt−1 shows (36).
To proceed further we let
α′t(ϕ, θt−1, θt−1,J ; θt,J) = ϕ(θt−1)
ˆ
Θ˜
αt(θt−1, θt−1,J ; θt, θt,J)qt(dθt|θt−1)dθt
so that, by repeating the above computation with α˜t replaced by α′t, it follows for some
P-a.s. finite random variable C˜t,2 we have
sup
|ϕ|≤1
Et
[( ˆ
Θ˜2J+1
α′t(ϕ, θt−1, θt−1,J ; θt,J)
(
µNt,J ⊗ µNt,J − µt,J ⊗ µt,J
)
(dθt,J , dθt−1,J)(p˜iNt−1 − p˜it−1)(dθt−1)
)2] ≤ C˜t,2
N
, P− a.s.
which, together with (36), shows that under the assumptions of the lemma we have, for
some P-a.s. finite random variable C˜t,3
sup
|ϕ|≤1
Et
[(ˆ
Θ˜2
ϕ(θt)
{
LNt (θt−1, dθt)− Lt(θt−1, dθt)
}
(p˜iNt−1 − p˜it−1)(dθt−1)
)2]
≤ C˜t,3
N
, P− a.s.
(37)
Lastly, since
Et
[( ˆ
Θ˜
ϕ(θt)
{
LNt (θt−1,dθt)− Lt(θt−1,dθt)
}
p˜it−1(dθt−1)
)2]1/2
≤ Et
[(ˆ
Θ˜2J
{ˆ
Θ˜
α˜t(ϕ, θt−1, θt−1,J ; θt,J)p˜it−1(dθt−1)
}(
µNt,J ⊗ µNt,J − µt,J ⊗ µt,J
)
(dθt,J ,dθt−1,J)
)2]1/2
+ Et
[(ˆ
Θ˜2J
{ˆ
Θ˜
α′t(ϕ, θt−1, θt−1,J ; θt,J)p˜it−1(dθt−1)
}(
µNt,J ⊗ µNt,J − µt,J ⊗ µt,J
)
(dθt,J ,dθt−1,J)
)2]1/2
it follows that under the assumptions of the lemma and by Lemma 6 there exists P-a.s.
finite random variable C˜t,4 such that
sup
|ϕ|≤1
Et
[( ˆ
Θ˜
ϕ(θt)
{
LNt (θt−1,dθt)− Lt(θt−1,dθt)
}
p˜it−1(dθt−1)
)2] ≤ C˜t,4
N
, P− a.s.
which, together with (37), completes the proof of the lemma.
A.5.2. Proof of the proposition
Proof of Proposition 5. We start by proving the first part of the proposition, which is
done by showing that (34)-(35) hold for all s ≥ 0.
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To this aim we first recall the following two simple well-known results: for all t ≥ 1 we
have
sup
|ϕ|≤1
Et
[( 1
N
N∑
n=1
ϕ(θnt )−
N∑
n=1
Wnt−1
ˆ
Θ˜
ϕ(θt)L
N
t (θ
N
t−1, dθt)
)2] ≤ 1
N
, P− a.s. (38)
and
sup
|ϕ|≤1
Et
[( N∑
n=1
Wtϕ(θ
n
t )−
1
N
∑N
n=1Gt(θ
n
t )ϕ(θ
n
t )´
Θ˜
{ ´
Θ˜Gt(θt)Lt(θt−1,dθt)
}
p˜it(dθt−1)
)2]
≤ Et
[( 1
N
∑N
n=1Gt(θ
n
t )´
Θ˜
{ ´
Θ˜Gt(θt)Lt(θt−1, dθt)
}
p˜it(dθt−1)
− 1
)2]
, P− a.s.
(39)
Next, we show (34)-(35) by induction on s ≥ 0.
It is direct to see that (34) holds for s = 0 with C0 such that P(C0 = 1) = 1. Assume
now that (34) holds at time t ≥ 0 and note that
N∑
n=1
Wnt ϕ(θ
n
t )− p˜it(ϕ) =
N∑
n=1
Wnt ϕ(θ
n
t )−
1
N
∑N
n=1Gt(θ
n
t )ϕ(θ
n
t )´
Θ˜
{ ´
Θ˜Gt(θt)Lt(θt−1, dθt)
}
p˜it(dθt−1)
+
1
N
∑N
n=1Gt(θ
n
t )ϕ(θ
n
t )´
Θ˜
{ ´
Θ˜Gt(θt)Lt(θt−1, dθt)
}
p˜it(dθt−1)
− p˜it(ϕ)
where the mean squared error (MSE) of the second term can be bounded using (34) while
the MSE of the first term can be bounded by first using (39) and then applying (34).
This shows that if (34) holds at time t then (35) also holds at time t.
To conclude the proof it remains to show that, if for some t ≥ 1 (35) holds for all
s ∈ 0 : (t− 1) then (34) holds at time t. To this aim note that
1
N
N∑
n=1
ϕ(θnt )−
ˆ
Θ˜
{ˆ
Θ˜
ϕ(θt)Lt(θt−1, dθt)
}
p˜it−1(dθt−1)
=
1
N
N∑
n=1
ϕ(θnt )−
N∑
n=1
Wnt−1
ˆ
Θ˜
ϕ(θt)L
N
t (θ
n
t−1,dθt)
+
N∑
n=1
Wnt−1
ˆ
Θ˜
ϕ(θt)
{
LNt (θ
n
t−1,dθt)− Lt(θnt−1,dθt)
}
+
N∑
n=1
Wnt−1
ˆ
Θ˜
ϕ(θt)Lt(θ
n
t−1,dθt)−
ˆ
Θ˜
{ˆ
Θ˜
ϕ(θt)Lt(θt−1, dθt)
}
p˜it−1(dθt−1)
where the MSE of the first term is bounded using (38), the MSE of the last term is
bounded using (35) at time s = t−1 while the MSE of the second term is bounded using
Lemma 7. Remark that Lemma 7 can indeed be used since, as shown above, if (35) holds
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for s ∈ 0 : (t − 1) then (34) also holds for s ∈ 0 : (t − 1). The proof of the first part of
the proposition is complete.
To prove the second part of the proposition remark that, P-a.s.,
sup
|ϕ|≤1
Et
[
(p¯iN,Kt (ϕ)− p¯it(ϕ))2
] 1
2
≤ sup
|ϕ|≤1
Et
[(
p¯iN,Kt (ϕ)−
1
t+ 1
T∑
s=0
p˜iNs (ϕ)
)2] 1
2
+ sup
|ϕ|≤1
1
t+ 1
t∑
s=0
Et
[
((p˜iNs − p˜is)(ϕ))2
] 1
2
≤ sup
|ϕ|≤1
Et
[( 1
K
K∑
k=1
ϕ(θ¯kt )−
1
t+ 1
T∑
s=0
p˜iNs (ϕ)
)2]1/2
+
1
t+1
∑t
s=0Cs
N
where the last inequality holds by the first part of Proposition 5.
Using a proof by induction on s ≥ 0 it is easily verified that θ¯1:Kt iid∼ 1t+1
∑T
s=0 p˜i
N
s and
thus, P-a.s,
sup
|ϕ|≤1
Et
[( 1
K
K∑
k=1
ϕ(θ¯kt )−
1
t+ 1
T∑
s=0
p˜iNs (ϕ)
)2]
=
1
K
sup
|ϕ|≤1
Et
[
Var
(
ϕ(θ¯1t )| Ft, σ(θ1:N0:t )
)]
≤ 1
K
and the proof is complete.
A.6. Proof of Proposition 6
Proof. The proof of the second part of the proposition is similar to that of first part and
to save place only this latter is given below.
For every C ∈ R>0 let AC = {(µ, σ2) ∈ R2 : |σ2| < C, |µ| < C}. We first show that if
C is large enough then A4 holds for A? = AC? .
Let B1,C = {(µ, σ2) ∈ Θ : σ2 ≥ C} and B2,C = {(µ, σ2) ∈ Θ : |µ| ≥ C} so that
AcC ∩Θ = B1,C ∪B2,C . Then,
E[ sup
θ 6∈AC
log(f˜θ)] ≤ E[ sup
θ∈B1,C
log(fθ)] + E[ sup
θ∈B2,C
log(fθ)] (40)
where
E[ sup
θ∈B1,C
log(f˜θ)] ≤ −1
2
log(2piC). (41)
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To proceed further let θ ∈ B2,C , y ∈ R and note that
fθ(y) = fθ(y)1(|y| ≥ C/2) + fθ(y)1(|y| < C/2)
≤ 1√
2piσ2
1(|y| ≥ C/2) + 1√
2piσ2
e−
(y−C)2
2σ2 1(|y| < C/2)
≤ 1√
2piσ2
1(|y| ≥ C/2) + 1√
2piσ2
e−
C2
8σ2 1(|y| < C/2)
≤ 1√
2piσ2
1(|y| ≥ C/2) + 1√
piC2/2
e−
1
21(|y| < C/2).
Therefore,
E[ sup
θ∈B2,C
log(fθ)] ≤ −1
2
log(2piσ2)P(|Y1| ≥ C/2)− 1
2
log(piC2/2)P(|Y1| < C/2)
which, together with (40) and (41), shows that
E[ sup
θ 6∈AC
log(f˜θ)] ≤ −1
2
log(2piC)− 1
2
log(2piσ2)P(|Y1| ≥ C/2)− 1
2
log(piC2/2)P(|Y1| < C/2).
Since the r.h.s. converges to −∞ as C → +∞ it follows that A4.1a) holds for A? = AC? ,
for a sufficiently large constant C? ∈ R>0.
To show the second part of A4 let A˜? be an arbitrary compact set that contains a
neighbourhood of AC? . Note that A˜? ∩Θ is compact and that the mapping θ 7→ fθ(y) is
continuous on A˜? ∩Θ for all y ∈ R. Then, since for all (θ˜, θ) ∈ Θ2 we have
log
(
(fθ˜/fθ)(y)
)
=
1
2
log(σ2/σ˜2)− 1
2
(σ2 − σ˜2
σ2σ˜2
y2 +
µ˜2
σ˜2
− µ
2
σ2
− 2y µ˜σ
2 − µσ˜2
σ2σ˜2
)
it follows that the second part of A4 holds since E[Y 41 ] < +∞ by assumption. This
concludes to show that A4 holds
To show that A5.c) holds it suffices to remark that fθ(y) ≤ (2piσ2)−1/2 for all θ ∈ Θ
and y ∈ Y.
We now show that A6 holds. To this aim let θ? = (µ?, σ2?) ∈ Θ and note that, for all
σ2 ∈ R>0 and δ 6= 0, we have
E
[
exp
(
− (Y1 − (µ? + δ))
2
2σ2
)]
≤ e−δ2/(8σ2) + P(|Y1 − µ?| ≥ |δ|/2)
≤ e−δ2/(8σ2) + 2E[|Y1 − µ?|]|δ| .
(42)
where the last inequality uses Markov’s inequality.
Let θC ∈ VC ,
1 =
|σ2C − σ2?|
C
, 2 =
|µC − µ?|
C
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and remark that 1∧ 2 ≥ 1/
√
2. Assume first that 1 < 1/
√
2, implying that 2 ≥ 1/
√
2.
Then, using (42) with δ = µC − µ?, we have
E[fθC (Y1)] ≤
1√
2piσ2
(
exp
(
− 
2
2C
2
8σ2C
)
+
2E[|Y1 − µ?|]
2C
)
≤ 1√
2piσ2
(
exp
(
− C
2
16σ2
)
+
23/2E[|Y1 − µ?|]
C
)
.
(43)
Assume now that 1 ≥ 1/
√
2 and note that, for C > 23/2σ2? we have
σ2C =
∣∣σ2? − σ2C − σ2?∣∣ ≥ 1C − σ2? ≥ C/√2− σ2? ≥ σ2? > 0.
Therefore, for C > 23/2σ2? we have
E[fθC (Y1)] ≤
(
2pi(σ2? − σ2C − σ2?)
)−1/2 ≤ (2pi(C/√2− σ2?))−1/2. (44)
Then, using (43)-(44), it follows that there exists a constant C ′ ∈ R>0 such that, for
C > 0 large enough we have
sup
θ∈VC
E[fθ(Y1)] ≤ 1√
2piσ2
(
exp
(
− C
2
16σ2
)
+
23/2E[|Y1 − µ?|]
C
)
+
(
2pi(C/
√
2− σ2?)
)−1/2
≤ C
′
C1/2
showing that
lim sup
C→+∞
log
(
supθ∈VC E[fθ(Y1)]
)
log(C)
≤ lim sup
C→+∞
log(C ′)− 12 log(C)
log(C)
= −1
2
< 0.
Hence the first part of A6.c) holds. In addition, since
| log(fθ?(y))|p ≤ 2p−1
∣∣∣1
2
log(2piσ2?)
∣∣∣p + |y − µ?|2p
2(σ2?)
p
, ∀p ∈ N,
it follows that the second part of A6.c) holds for every k? ∈ N since, by assumption,
E[ec|Y1|] < +∞ for some constant c > 0. The proof is complete.
A.7. Proof of Theorem 1
Theorem 1 is a direct consequence of Proposition 1 and of the following three lemmas.
Lemma 8. Consider the set-up of Theorem 1. Then, E[p˜itp(V)]→ 0 for all  > 0.
See Section A.7.1 for the proof.
Lemma 9. Consider the set-up of Theorem 1 and assume that the conclusion of Lemma
8 holds. Let (vp)p≥1 be a sequence in N such that tp−1 ≤ vp < tp for all p ≥ 1 and such
that (vp − tp−1) → +∞, and let (τk)k≥1 be a strictly increasing sequence in N such that
(τk)k≥1 = {t ∈ N : ∃p ≥ 1, vp ≤ t < tp}. Then, E[p˜iτk(V)]→ 0 for all  > 0.
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See Section A.7.2 for the proof.
Lemma 10. Consider the set-up of Theorem 1 and assume that the conclusion of Lemma
8 holds. Then, there exists a sequence (vp)p≥1 verifying the conditions of Lemma 9 such
that, with (τ ′q)q≥1 the strictly increasing sequence in N verifying
(τ ′q)q≥1 = {t ∈ N : ∃p ≥ 1, tp−1 < t ≤ vp},
we have E[p˜iτ ′q(V)]→ 0 for all  > 0.
See Section A.7.3 for the proof.
A.7.1. Proof of Lemma 8
Proof. Below C ∈ (0,+∞) is a constant whose value can change from one expression to
another.
We first remark that, by Doob’s martingale inequality and under the assumptions on
(µt)t≥0,
lim sup
p→+∞
P
(
[U(tp−1+1):tp ] ≥ γ
) ≤ Cγ−2 lim sup
p→+∞
tp−1∑
s=tp−1+1
h2s = 0, ∀γ > 0
showing that there exists a sequence (γt)t≥1 in R>0 such that
γt → 0, P
(
[U(tp−1+1):tp ] ≥ γtp
)→ 0. (45)
Let (γt)t≥1 be as in (45) and (st)t≥1 be a sequence in N0 such that inft≥1(t− st) ≥ 1,
(t − st) → +∞ and stp = tp−1 for every p ≥ 1. Remark that such a sequence (st)t≥1
exists under the assumptions of the lemma.
To proceed further let (C1, C2) ∈ R2>0 be as in Lemma 5. Without loss of generality
we assume below that 2
√
1/(2C1C2) < δ?, with δ? > 0 as in Lemma 3. Let δ˜ = δ =√
1/(2C1C2), (φ′t)t≥1 be as in Lemma 5 and, for every t ≥ 1, let φ˜t(Y1:t) be such that
φ˜t(Y1:t) = 1 whenever p˜it(Vc/hβt ) ≥ β
−1 and such that φ˜t(Y1:t) = 0 otherwise, with
(c, β) ∈ (1,+∞) as in (8). Notice that E[φ˜tp(Y1:tp)] → 0 by (8) while E[φ′tp(Y1:tp)] → 0
by Lemma 5.
Therefore, using Lemma 2, Tonellli’s theorem and the shorthand Θtp = Θγtp ,tp−1:tp ,
lim sup
p→+∞
E[p˜itp(V)]
≤ lim sup
p→+∞
E[(1− φ′tp(Y1:tp))(1− φ˜tp−1(Y1:tp−1))p˜itp(V)]
≤ lim sup
p→+∞
E
[
(1− φ′tp(Y1:tp))(1− φ˜tp−1(Y1:tp−1))1Θtp (Utp−1:tp)pi′tp−1,tp(V)
]
+ lim sup
p→+∞
E
[
(1− φ′tp(Y1:tp))(1− φ˜tp−1(Y1:tp−1))1Θctp (Utp−1:tp)pi
′
tp−1,tp(Vtp )
]
(46)
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where, by Lemma 5 and for p large enough we have, P-a.s.,
E
[
(1− φ′tp(Y1:tp))1Θtp (Utp−1:tp)pi′tp−1,tp(Vtp )|Ftp−1
]
≤ e
−(tp−tp−1)C−1
P(Utp−1:tp ∈ Θδ,tp−1:tp) infv∈Bδ(0)(µtp−1 ∗ p˜itp−1)(Bδ(θ? − v))
.
(47)
To proceed further let v ∈ Bδ(0), ftp−1 be the density of µtp−1 and remark that for all
p ≥ 1 we have (using Tonelli’s theorem for the second equality)
(µtp−1 ∗ p˜itp−1)(Bδ(θ? − v))
=
ˆ
Bδ(θ?−v)
ˆ
Θ
ftp−1(θ − u)p˜itp−1(du)dθ
=
ˆ
Θ
ˆ
Bδ(θ?−v)
ftp−1(θ − u)dθ p˜itp−1(du)
≥ p˜itp−1
(
B
ch−βtp−1
(θ?)
)
inf
u∈B
ch
−β
tp−1
(θ?)
µtp−1
(
Bδ(θ? − v + u)
)
.
(48)
Recall that µtp−1(du) is the td,ν(0, h2tp−1Σtp−1). Then, under the assumptions on (Σt)t≥0,
and using (48), it is easily checked that, with the shorthand ν1 = β(ν + d) + ν,
P
(
inf
v∈Bδ(0)
(µtp−1 ∗ p˜itp−1)(Bδ(θ?−v)) ≥ C−1hν1tp−1
∣∣φ˜tp−1(Y1:tp−1) = 0) = 1, ∀p ≥ 1. (49)
Consequently, using (47) and for p large enough, we have
E
[
(1− φ′tp(Y1:tp))(1− φ˜tp−1(Y1:tp−1))1Θtp (Utp−1:tp)pi′tp−1,tp(V)
]
≤ Ch−ν1tp−1
e−(tp−tp−1)C−1
P(Utp−1:tp ∈ Θδ,tp−1:tp)
.
(50)
To proceed further remark that, by Lemma 3 and using (49), we can without loss of
generality assume that (φ′t)t≥1 is such that, for all p ≥ 1,
P
(ˆ
Θ
E
[
(µtp−1 ∗ p˜itp−1)
(
θ −
tp−1∑
s=tp−1+1
Us
) tp∏
s=tp−1+1
(f˜
θ−∑tp−1i=s Ui/fθ?)(Ys)
∣∣Ftp]dθ
> C−1hν1tp−1P(Utp−1:tp ∈ Θδ,tp−1:tp) e−(tp−tp−1)Cδ
2∣∣φ′tp(Y1:tp) ∨ φ˜tp−1(Y1:tp−1) = 0)
= 1
(51)
while, by the law of large numbers, we can also without loss of generality assume that
(φ′t)t≥1 is such that
P
(
− 1
t− st
t∑
s=st+1
log(fθ?(Ys)) ≤ 1− E[log(fθ?)]
∣∣φ′t(Y1:t) = 0) = 1, ∀t ≥ 1. (52)
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We now show that, under A5 we have, for p large enough,
E
[
(1− φ′tp(Y1:tp))(1− φ˜tp−1(Y1:tp−1))1Θctp (Utp−1:tp)pi
′
tp−1,tp(V)
]
≤ Ce
(tp−tp−1)C
P(Utp−1:tp ∈ Θδ,tp−1:tp)
h−ν1tp−1P
(
Utp−1:tp 6∈ Θtp
)
.
(53)
Assume first that A5.a) holds. In this case, by the law of large numbers, we can
without loss of generality assume that (φ′t)t≥1 is such that
P
( 1
t− st
t∑
s=st+1
sup
θ∈Θ
log(fθ(Ys)) ≤ 1 + E[sup
θ∈Θ
log(fθ)]
∣∣φ′t(Y1:t) = 0) = 1, ∀t ≥ 1 (54)
in which case (53) directly follows from (51), (52) and (54).
Assume now that A5.b) holds. Then, (53) holds since, for all p ≥ 1,
E
[
(1− φ′tp(Y1:tp))(1− φ˜tp−1(Y1:tp−1))1Θctp (Utp−1:tp)pi
′
tp−1,tp(V)
]
≤ Ce
(tp−tp−1)C
P(Utp−1:tp ∈ Θδ,tp−1:tp)
h−ν1tp−1E
[
1Θctp
(Utp−1:tp)
×
ˆ
V
(µtp−1 ∗ p˜itp−1)
(
θ −
tp−1∑
s=tp−1+1
Us
) tp∏
s=tp−1+1
E
[
f˜
θ−∑tp−1i=s Ui/fθ?)(Ys)
∣∣Utp−1:tp]dθ]
≤ Ce
(tp−tp−1)C
P(Utp−1:tp ∈ Θδ,tp−1:tp)
h−ν1tp−1
(
sup
θ∈Θ
E
[
fθ/fθ?
])tp−tp−1P(Utp−1:tp 6∈ Θtp)
≤ Ce
(tp−tp−1)C
P(Utp−1:tp ∈ Θδ,tp−1:tp)
h−ν1tp−1P
(
Utp−1:tp 6∈ Θtp
)
where the last inequality holds since supθ∈Θ E[fθ/fθ? ] < +∞ under A5.b).
Lastly, assume that A5.c) holds. Then, (53) holds since, for all p ≥ 1,
E
[
(1− φ′tp(Y1:tp))(1− φ˜tp−1(Y1:tp−1))1Θctp (Utp−1:tp)pi
′
tp−1,tp(V)
]
≤ Ce
(tp−tp−1)C
P(Utp−1:tp ∈ Θδ,tp−1:tp)
h−ν1tp−1E
[
1Θctp
(Utp−1:tp)
×
ˆ
V
(µtp−1 ∗ p˜itp−1)
(
θ −
tp−1∑
s=tp−1+1
Us
) tp∏
s=tp−1+1
E
[
f˜
θ−∑tp−1i=s Ui(Ys)
∣∣Utp−1:tp]dθ]
≤ Ce
(tp−tp−1)C
P(Utp−1:tp ∈ Θδ,tp−1:tp)
h−ν1tp−1
(
sup
θ∈Θ
E
[
fθ
])tp−tp−1P(Utp−1:tp 6∈ Θtp)
≤ Ce
(tp−tp−1)C
P(Utp−1:tp ∈ Θδ,tp−1:tp)
h−ν1tp−1P
(
Utp−1:tp 6∈ Θtp
)
where the last inequality holds since supθ∈Θ E[fθ] < +∞ under A5.c). This concludes to
show that (53) holds under A5.
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Using (46), (50) and (53), to conclude the proof it is enough to show that, as p→ +∞,
h−ν1tp−1e
−(tp−tp−1)C−1 → 0 (55)
h−ν1tp−1e
(tp−tp−1)CP
(
Utp−1:tp 6∈ Θγtp ,:tp−1,tp
)→ 0 (56)
lim inf
p→+∞ P(Utp−1:tp ∈ Θδ,tp−1:tp) > 0. (57)
By assumptions, log(1/htp−1)(tp − tp−1)−1 → 0 and therefore (55) holds.
To establish (56) note that, using Doob’s martingale inequality and the fact that
(U˜s)
tp−1
s=tp−1+1 are independent Gaussian random variables, we have
P
(
[U(tp−1+1):tp ] ≥ γ
) ≤ C exp(− γ2
C
∑tp−1
s=tp−1+1 h
2
s
)
, ∀γ > 0, ∀p ≥ 1 (58)
so that
P
(
Utp−1:tp 6∈ Θγtp ,tp−1:tp
)
= P
(
[U(tp−1+1):tp ] ≥ γtp
) ≤ C exp(− γ2tp
C
∑tp−1
s=tp−1+1 h
2
s
)
, ∀p > 1.
Consequently, for all p > 1,
log
(
h−ν1tp−1 e
(tp−tp−1)C P
(
Utp−1:tp 6∈ Θγtp ,tp−1:tp
))
≤ −ν1 log(htp−1) + C(tp − tp−1) + log(C)− C−1γ2tp
( tp−1∑
s=tp−1+1
h2s
)−1
= −(tp − tp−1)
(
− log(C)
tp − tp−1 − C +
C−1γ2tp − ν1 log(1/htp−1)
∑tp−1
s=tp−1+1 h
2
s
(tp − tp−1)
∑tp−1
s=tp−1+1 h
2
s
)
where, under the assumptions of the lemma and by taking (γt)t≥1 such that γtp → 0
sufficiently slowly(
− log(C)
tp − tp−1 − C +
C−1γ2tp − ν1 log(1/htp−1)
∑tp−1
s=tp−1+1 h
2
s
(tp − tp−1)
∑tp−1
s=tp−1+1 h
2
s
)
→ +∞
so that (56) holds.
Lastly, to show (57) it suffices to remark that, since γp → 0,
lim inf
p→+∞ P(Utp−1:tp ∈ Θδ,tp−1:tp) ≥ lim infp→+∞ P(Utp−1:tp ∈ Θγp,tp−1:tp) = 1
where the equality holds since (56) holds. The proof is complete.
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A.7.2. Proof of Lemma 9
Proof. Below C ∈ (0,+∞) is a constant whose value can change from one expression to
another.
We first remark that under the assumptions of the lemma there exists a p1 ∈ N such
that we have both tp − tp−1 > 1 and vp − tp−1 > 0 for all p ≥ p1. To simplify the
presentation of the proof we assume without loss of generality that p1 = 1 in what
follows.
For every k ≥ 1 let pk = sup{p ≥ 0 : tp < τk} and let (st)t≥1 be a sequence in N0
such that inft≥1(t− st) ≥ 1, (t− st)→ +∞ and sτk = tpk for every k ≥ 1. Remark that
such a sequence (st)t≥1 exists since (τk − sτk) ≥ 1 for all k ≥ 1 by construction while, by
assumption,
lim inf
k→+∞
(τk − sτk) ≥ lim inf
k→+∞
(vpk+1 − tpk) = +∞.
Remark now that, by Doob’s martingale inequality and under the assumptions on
(µt)t≥0 we have, for every γ > 0,
lim sup
k→+∞
P
(
[U(sτk+1):τk ] ≥ γ
) ≤ C lim sup
k→+∞
γ−2
τk−1∑
s=tpk+1
h2s ≤ C lim sup
k→+∞
tpk+1−1∑
s=tpk+1
h2s = 0
showing that there exists a sequence (γt)t≥1 in R>0 such that
γt → 0, P
(
[U(sτk+1):τk ] ≥ γτk
)→ 0. (59)
Let (γt)t≥1 be as in (59) and (C1, C2) ∈ (0,+∞)2 be as in Lemma 5. Without loss of
generality we assume below that 2
√
1/(2C1C2) < δ?, with δ? > 0 as in Lemma 3.
Let κ =
√
1/(12C1C2), δ = 3κ, δ˜ = κ and remark that, for every t ≥ 1 and v ∈ Bδ˜(0)
we have, with θst : Ω→ Θ such that θst ∼ p˜ist(dθ) under P,
P
(‖θst + Ust − θ? + v‖ ≥ δ| θst ∈ Bκ(θ?))
≤ P(‖θst − θ?‖+ ‖Ust‖+ ‖v‖ ≥ δ| θst ∈ Bκ(θ?))
≤ P(Ust 6∈ Bδ−δ˜−κ(0))
≤ P(Ust 6∈ Bκ(0)).
(60)
Then, since hst−1 → 0, it is easily checked using (60) that, under the assumptions on
(µt)t≥0 and with C
µst∗p˜ist
δ,δ˜
as defined in Lemma 3, for t large enough we have
C
µst∗p˜ist
δ,δ˜
≥ P(Ust ∈ Bκ(0))p˜ist(Bκ(θ?)) ≥ C−1p˜ist(Bκ(θ?)), P− a.s. (61)
Let (φ′t)t≥1 be as in Lemma 5, β ∈ (0, 1) and, for every t ≥ 1, φ˜t(Y1:t) be such that
φ˜t(Y1:t) = 1 whenever p˜it(Vκ) ≥ β−1 and such that φ˜t(Y1:t) = 0 otherwise. Notice that
E[φ′τk(Y1:τk)]→ 0 by Lemma 5 while E[φ˜sτk (Y1:sτk )]→ 0 by Lemma 8.
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Therefore, using the shorthand Θτk = Θγτk ,sτk :τk ,
lim sup
k→+∞
E[p˜iτk(V)]
≤ lim sup
k→+∞
E
[
(1− φ′τk(Y1:τk))(1− φ˜sτk (Y1:sτk ))1Θτk (Usτk :τk)pi′sτk ,τk(V)
]
+ lim sup
k→+∞
E
[
(1− φ′τk(Y1:τk))(1− φ˜sτk (Y1:sτk ))1Θcτk (Usτk :τk)pi
′
sτk ,τk
(V)
]
.
(62)
We now remark that, using Lemma 8, (61) and Lemma 3, and because sτk = tpk for all
k ≥ 1, we can without loss of generality assume that (φ′t)t≥1 is such that, for all k ≥ 1,
P
( ˆ
Θ
E
[
(µtpk ∗ p˜itpk )
(
θ −
τk−1∑
s=sτk+1
Us
) τk∏
s=sτk+1
(f˜
θ−∑τk−1i=s Ui/fθ?)(Ys)
∣∣Fτk]dθ
> C−1P(Usτk :τk ∈ Θδ˜,sτk :τk) e
−C(τk−sτk )δ2
∣∣φ′τk(Y1:τk) = 0) = 1.
(63)
Then, following the computations in the proof of Lemma 8, with (63) used in place of
(51), we obtain for k large enough
E
[
(1− φ′τk(Y1:τk))(1− φ˜sτk (Y1:sτk ))1Θτk (Usτk :τk)pi′sτk ,τk(V)
]
≤ Ce
−(τk−sτk )C−1
P(Usτk :τk ∈ Θδ˜,sτk :τk)
(64)
and
E
[
(1− φ′τk(Y1:τk))(1− φ˜sτk (Y1:sτk ))1Θcτk (Usτk :τk)pi
′
sτk ,τk
(V)
]
≤ Ce
(τk−sτk )C
P(Usτk :τk ∈ Θδ˜,sτk :τk)
P
(
Usτk :τk 6∈ Θτk
)
.
(65)
Therefore, using (62), (64) and (65), to conclude the proof it is enough to show that
e−(τk−sτk )C
−1 → 0 (66)
e(τk−sτk )CP
(
Usτk :τk 6∈ Θγτk ,sτk :τk
)→ 0. (67)
Since lim infk→+∞(τk−sτk) ≥ lim infk→+∞(vpk+1− tpk) = +∞ it follows that (66) holds.
To show (67) remark that
e(τk−sτk )CP
(
Usτk :τk 6∈ Θγτk ,sτk :τk
)
= e(τk−sτk )CP
(
[U(sτk+1):τk ] ≥ γτk
)
≤ Ce(tpk+1−tpk )C exp
(
− γτk
C
∑τk−1
s=tpk+1
h2s
)
≤ Ce(tpk+1−tpk )C exp
(
− γτk
C
∑tpk+1−1
s=tpk+1
h2s
)
where the first inequality uses (58). As shown in the proof of Lemma 8, the term on the
r.h.s. of the last inequality sign converges to 0 as k → +∞ when γτk → 0 sufficiently
slowly, and thus (67) holds. The proof is complete.
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A.7.3. Proof of Lemma 10
Below C ∈ (0,+∞) is a constant whose value can change from one expression to another.
For every p ≥ 1 let
ξp = 1 ∧
(
log(h−νtp )
1/2 ∧ (tp − tp−1)1/2
log(h−νtp )
)
vp = tp−1 + blog(h−νξp−1tp−1 )c ∧ (tp − tp−1 − 1)
so that
ξp → 0, log(h−νξp−1tp−1 )→ +∞,
log(h
−νξp−1
tp−1 )
tp − tp−1 → 0 (68)
while (vp)p≥1 verifies the conditions of Lemma 9.
For every q ≥ 1 let pq = sup{p ≥ 0 : tp < τ ′q} and note that, using (68),
lim inf
q→+∞ (τ
′
q − vpq) ≥ lim infq→+∞ (tpq − vpq)
= lim inf
p→+∞(tp − vp)
≥ lim inf
p→+∞(tp − tp−1)
(
1− log(h
−νξp−1
tp−1 )
tp − tp−1
)
= +∞.
(69)
Note also that, under the assumptions of the lemma, there exists a p1 ∈ N such that
log(h−νtp−1)
1/2 > 1, ∀p ≥ p1. (70)
To simplify the presentation of the proof we assume without loss of generality that p1 = 1
in what follows.
We now let (st)t≥0 be a sequence in N0 such that inft≥1(t − st) ≥ 1, (t − st) → +∞
and
sτ ′q =
(
τ ′q − blog(h−νtpq )1/2c
) ∨ vpq , ∀q ≥ 1.
Notice that such a sequence (st)t≥0 exists by (69) and because we are assuming that (70)
holds with p1 = 1. Note also that (st)t≥1 is such that vpq ≤ sτ ′q ≤ tpq for all q ≥ 1.
We now show that
P
(
[U(sτ ′q+1):τ
′
q
] ≥ γ)→ 0, ∀γ > 0. (71)
To this aim let γ > 0 and remark that
P
(
[U(sτ ′q+1):τ
′
q
] ≥ γ) ≤ P( max
sτ ′q<s<τ
′
q
∥∥ τ ′q−1∑
i=s
Ui − Utpq1(s ≤ tpq)‖ ≥ γ/2
)
+ P
(‖Utpq ‖ ≥ γ/2)
(72)
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where P
(‖Utpq ‖ ≥ γ/2)→ 0 since ht → 0. In addition, by Doob’s martingale inequality
and under the assumptions on (µt)t≥0,
lim sup
q→+∞
P
(
max
sτ ′q<s<τ
′
q
∥∥ τ ′q−1∑
i=s
Ui − Utpq1(s ≤ tpq)‖ ≥
γ
2
)
≤ C lim sup
q→+∞
∑tpq+1−1
s=tpq−1+1
h2s
(γ/2)2
= 0.
Hence, (71) holds showing that there exists a sequence (γt)t≥1 in R>0 such that
γt → 0, P
(
[U(sτ ′q+1):τ
′
q
] ≥ γτ ′q
)→ 0. (73)
Let (γt)t≥1 be as in (73), (τk)k≥1 be as defined in Lemma 9, (τ˜r)r≥1 be a strictly
increasing sequence in N0 such that (τ˜r)r≥1 = (τk)k≥1∪(tp)p≥0 and note that, by Lemmas
8-9 ,
E[p˜iτ˜r(Vκ)]→ 0, ∀κ > 0. (74)
Remark also that, by construction, (sτ ′q)q≥1 ⊂ (τ˜r)r≥1 so that we can now follow the
computations in the proof of Lemma 9. As in this latter let δ˜ = κ for some sufficiently
small κ > 0 (see the proof of Lemma 9 for the expression of κ). Then, as shown in the
proof of Lemma 9 we have,
lim sup
q→+∞
E[p˜iτ ′q(V)] ≤ lim sup
q→+∞
C e
−(τ ′q−sτ ′q )C
−1
P(Usτ ′q :τ ′q ∈ Θδ˜,sτ ′q :τ ′q)
+ lim sup
q→+∞
C e
(τ ′q−sτ ′q )C
P(Usτ ′q :τ ′q ∈ Θδ˜,sτ ′q :τ ′q)
P
(
Usτ ′q :τ
′
q
6∈ Θγτ ′q ,sτ ′q :τ ′q
)
so that to conclude the proof it is enough to show that
e
(τ ′q−sτ ′q )C
−1 → 0 (75)
e
(τ ′q−sτ ′q )CP
(
U(sτ ′q+1):τ
′
q
6∈ Θγτ ′qsτ ′q ,τ ′q
)→ 0. (76)
Since (τ ′q − sτ ′q)→ +∞ it follows that (75) holds.
To show (76) remark that
e
(τ ′q−sτ ′q )CP
(
Usτ ′q :τ
′
q
6∈ Θγτ ′q ,sτ ′q :τ ′q
)
= e
(τ ′q−sτ ′q )CP
(
[U(sτ ′q+1):τ
′
q
] ≥ γτ ′q
)
≤ e(τ ′q−sτ ′q )CP( max
sτ ′q<s<τ
′
q
∥∥ τ ′q−1∑
i=s
Ui − Utpq1(s ≤ tpq)‖ ≥ γτ ′q/2
)
+ e
(τ ′q−sτ ′q )CP
(‖Utpq ‖ ≥ γτ ′q/2).
(77)
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In addiiton,
τ ′q − sτ ′q ≤ log(h
−νξpq
tpq
) ≤ 2(tpq+1 − tpq), (78)
where the second inequality holds by (68) and for q large enough.
Therefore, using (58),
lim sup
q→+∞
e
(τ ′q−sτ ′q )CP
(
max
sτ ′q<s<τ
′
q
∥∥ τ ′q−1∑
i=s
Ui − Utpq1(s ≤ tpq)‖ ≥ γτ ′q/2
)
≤ C lim sup
q→+∞
e(tpq+1−tpq )C exp
(
− γτ
′
q
C
∑tpq+1−1
s=tpq−1+1
h2s
)
= 0
(79)
where the equality holds assuming without loss of generality that γτ ′q → 0 sufficiently
slowly and uses the fact that, by assumption,
lim sup
p→+∞
tp+2 − tp+1
tp+1 − tp < +∞.
Next, using standard tails estimate for the Student’s t-distribution, and recalling that
we are assuming ν > 1, we have
P
(‖Utp‖ ≥ γ) ≤ C νν − 1 htpγ (1 + γ2h2tpν
)− ν−1
2 ≤ C
(htp
γ
)ν
, ∀p ≥ 1, ∀γ > 0.
Remark also that, using the first inequality in (78) and recalling that ξp → 0,
lim sup
p→+∞
hνtpq e
(τ ′p−sτ ′p )C ≤ lim sup
p→+∞
h
ν(1−Cξpq )
tpq
= 0
and therefore, assuming without loss of generality that γτ ′q → 0 sufficiently slowly,
lim sup
p→+∞
e
(τ ′q−sτ ′q )CP
(‖Utpq ‖ ≥ γτ ′q/2) = 0.
Together with (77) and (79) this last result shows that (76) holds. The proof is complete.
A.8. Proof of Theorem 2
We first show the following simple result.
Lemma 11. Let (tp)p≥0 be a subsequence of N0 and g : Y → R be a measurable function
such that E[|g(Y1)]| < +∞. Then, as p→ +∞,
P
(
max
0<i≤p
1
ti − ti−1
∣∣∣ ti∑
s=ti−1+1
(
g(Ys)− E[g(Y1)]
)∣∣∣ ≥ tδp)→ 0, ∀δ > 1.
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Proof. Let δ > 1 so that, using Markov’s inequality for the second inequality,
lim sup
p→+∞
P
(
max
0<i≤p
1
ti − ti−1
∣∣∣ ti∑
s=ti−1+1
(
g(Ys)− E[g(Y1)]
)∣∣∣ ≥ tδp)
≤ lim sup
p→+∞
p∑
i=1
P
( 1
ti − ti−1
∣∣∣ ti∑
s=ti−1+1
(
g(Ys)− E[g(Y1)]
)∣∣∣ ≥ tδp)
≤ lim sup
p→+∞
2E[|g(Y1)|]
tδ−1p
= 0.
We also recall the following result (Ferger, 2014, Theorem 1.2).
Lemma 12. Let (Xi)i≥1 be a sequence of i.i,d. random variables such that E[X1] = 0
and E[X2p1 ] < +∞ for some p ∈ N. Then E
[
(
∑n
i=1Xi)
2p
]
= O(np).
Proof of Theorem 2. Let β > max(β?, 1/α) and Dp = h
−β
tp for all p ≥ 1.
We first establish the result of the theorem under A6.a), and start by showing that
P
(
max
0<i≤p
e−(ti−ti−1)ζ(Dp)/2
ti∏
s=ti−1+1
sup
θs∈VDp
(f˜θs/fθ?)(Ys) < 1
)
→ 1. (80)
Let p1 ∈ N be such that ζ(Dp) < 0 for all p ≥ p1; notice that such a p1 exists under
A6.a). Then, for every p ≥ p1 we have
P
(
max
0<i≤p
e−(ti−ti−1)ζ(Dp)/2
ti∏
s=ti−1+1
sup
θs∈VDp
(f˜θs/fθ?)(Ys) ≥ 1
)
= P
(
max
0<i≤p
ti∑
s=ti−1+1
{
sup
θs∈VDp
log
( f˜θs
fθ?
(Ys)
)
− ζ(Dp) + ζ(Dp)
2
}
≥ 0
)
≤
p∑
i=1
P
( ti∑
s=ti−1+1
(
sup
θs∈VDp
log
( f˜θs
fθ?
(Ys)
)
− ζ(Dp)
)
> (ti − ti−1)|ζ(Dp)|/2
)
=
p∑
i=1
P
( 1
ti − ti−1
ti∑
s=ti−1+1
(
sup
θs∈VDp
log
( f˜θs
fθ?
(Ys)
)
− ζ(Dp)
)
> |ζ(Dp)|/2
)
.
(81)
Using Markov’s inequality, A6.a) and Lemma 12, there exists a constant C ∈ (0,+∞)
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such that, for all i ∈ 1 : p,
P
( 1
ti − ti−1
ti∑
s=ti−1+1
(
sup
θs∈VDp
log
( f˜θs
fθ?
(Ys)
)
− ζ(Dp)
)
> |ζ(Dp)|/2
)
≤ 22k?
E
[∣∣∣ 1ti−ti−1 ∑tis=ti−1+1 ( supθs∈VDp log ((f˜θs/fθ?)(Ys))− ζ(Dp))∣∣∣2k?]
ζ(Dp)2k?
≤ C
(ti − ti−1)k?1N(k?)|ζ(Dp)|2k?
.
(82)
By assumptions, |ζ(Dp)|−2k?
∑p
i=1(ti− ti−1)−k?1N(k?) → 0 which, together with (81) and
(82), implies (80).
To proceed further let C˜? ∈ (0,+∞) be as in Lemma 3, δp = t−γp for some γ >
max(α, 1/2), δ > 0 and, for all i ≥ 1 and s ∈ ti−1 : (ti − 1), let Vi,s =
∑ti−1
j=s Uj .
Under A1-A2 and by Lemma 3, for p large enough (i.e. for δp small enough) and all
i ∈ 1 : p, we have
gi(Y1:ti) :=
ˆ
Θ
E
[
(µti−1 ∗ p˜iti−1)(θ − Vi,ti−1+1)
ti∏
s=ti−1+1
(f˜θ−Vi,s/fθ?)(Ys)
∣∣Fti]dθ
≤ P(Uti−1:ti ∈ Θδp,ti−1:ti)
e(ti−ti−1)(2(δpC˜?)2+δ)
inf
v∈Bδp (0)
(µti−1 ∗ p˜iti−1)(Bδp(θ? − v))
=: g˜i,p(Y1:ti)
with probability at most pi,p :=
(
(ti − ti−1)
{
(C˜?δp) + (C˜?δp)
−1δ
}2)−1.
Then, noting that
∑p
i=1(ti − ti−1)−1 ≤ tp, it follows that
lim sup
p→+∞
P
(
min
1≤i≤p
gi(Y1:ti)
g˜i,p(Y1:ti)
≤ 1
)
≤ lim sup
p→+∞
p∑
i=1
pi,p
≤ lim sup
p→+∞
δ2p C˜
2
?
δ2
p∑
i=1
(ti − ti−1)−1
≤ C˜
2
?
δ2
lim sup
p→+∞
t−2γp tp
= 0
(83)
where the last equality holds since γ > 1/2.
Therefore, by (80) and (83), there exists a sequence (Yp)p≥1, with Yp ⊂ Y⊗tp for all
p ≥ 1, such that P(Y1:tp ∈ Yp)→ 1 and such that, for all p ≥ 1,
max
0<i≤p
e−(ti−ti−1)ζ(Dp)/2
ti∏
s=ti−1+1
sup
θs∈VDp
f˜θs
fθ?
(ys) < 1, min
1≤i≤p
gi(y1:ti)
g˜i,p(y1:ti)
> 1, ∀y1:tp ∈ Yp.
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To proceed further let  ∈ (0, 1) and note that, since P(Y1:tp ∈ Yp)→ 1,
lim sup
p→+∞
P(p˜itp(V2Dp) ≥ ) ≤ lim sup
p→+∞
P
({p˜itp(V2Dp) ≥ } ∩ {Y1:tp ∈ Yp}) (84)
so that to prove the theorem under A6.a) it remains to show that
lim sup
p→+∞
P
({p˜itp(V2Dp) ≥ } ∩ {Y1:tp ∈ Yp}) = 0.
To this aim let p0 ∈ N and, for every p > p0, let (Yi,p)pi=0 be a sequence in Y⊗tp such
that Y0,p = Ytp , Yp,p = Yp and such that, for every i ∈ 1 : p, Yi,p ⊂ ∩i−1j=0Yj,p and
max
0<j≤i
e−(tj−tj−1)ζ(Dp)/2
tj∏
s=tj−1+1
sup
θs∈VDp
f˜θs
fθ?
(ys) < 1, min
1≤j≤i
gj(y1:tj )
g˜j,p(y1:tj )
> 1, ∀y1:tp ∈ Yi,p.
Let Ai,p = {p˜iti(V2Dp) ≥ } ∩ {Y1:tp ∈ Yi,p} and A˜i,p = {p˜iti(V2Dp)1Yi,p(Y1:ti) ≥ } for all
p > p0 and all i ∈ 1 : p.
Then, for every p > p0 we have
P
({p˜itp(V2Dp) ≥ } ∩ {Y1:tp ∈ Yp}) = P(Ap,p)
≤ P(Ap,p|Acp−1,p) + P(Ap−1,p)
≤
p∑
i=p0+1
P(Ai,p|Aci−1,p) + P(Ap0,p)
=
p∑
i=p0+1
P(A˜i,p|Aci−1,p) + P(Ap0,p)
(85)
and we now study P(A˜i,p|Aci−1,p) for all i ∈ (p0 + 1) : p.
Let i ∈ (p0 + 1) : p and
X
(1)
i,p =
ˆ
V2Dp
E
[
1([U(ti−1+1):ti ] < Dp)(µti−1 ∗ p˜iti−1)(θ − Vi,ti−1+1)
ti∏
s=ti−1+1
f˜θ−Vi,s
fθ?
(Ys)
∣∣Fti]dθ
X
(2)
i,p =
ˆ
V2Dp
E
[
1([U(ti−1+1):ti ] ≥ Dp)(µti−1 ∗ p˜iti−1)(θ − Vi,ti−1+1)
ti∏
s=ti−1+1
f˜θ−Vi,s
fθ?
(Ys)
∣∣Fti]dθ
so that, by Lemma 2,
p˜iti(V2Dp) =
X
(1)
i,p +X
(2)
i,p
gi(Y1:ti)
, P− a.s.
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Then, by Markov’s inequality and using the definition of Yi,p, we have
P(A˜i,p|Aci−1,p) ≤ −1E
[
(X
(1)
i,p +X
(2)
i,p )1Yi,p(Y1:tp)
gi(Y1:ti)
∣∣Aci−1,p]
≤ −1E
[
(X
(1)
i,p +X
(2)
i,p )1Yi,p(Y1:tp)
g˜i,p(Y1:ti)
∣∣Aci−1,p]
= −1E
[
(X
(1)
i,p +X
(2)
i,p )1Yi,p(Y1:tp)
g˜i,p(Y1:ti)
∣∣ p˜iti−1(V2Dp) < ]
where the equality uses the definition of Ai−1,p and the fact that Yi,p ⊂ Yi−1,p.
Following similar computations as in the proof of Lemma 8 (see (49)), it is readily
checked that there exists a constant C1 ∈ (0,+∞) such that
P
(
inf
v∈Bδp (0)
(µti−1 ∗ p˜iti−1)(Bδp(θ? − v)) ≥ C−11 δdphνti−1h
β(ν+d)
tp−1
∣∣ p˜iti−1(V2Dp) < ) = 1
and thus
P(A˜i,p|Aci−1,p) ≤
C1δ
−d
p h
−ν
ti−1h
−β(ν+d)
tp−1 e
(ti−ti−1)(2(δpC˜?)2+δ)
P(Uti−1:ti ∈ Θδp,ti−1:ti)
× E[(X(1)i,p +X(2)i,p )1Yi,p(Y1:ti)| p˜iti−1(V2Dp) < ].
(86)
Next, noting that X(1)i,p ≤
∏ti
s=ti−1+1 supθs∈VDp (f˜θs/fθ?)(Ys), P-a.s., it follows, by the
definition of Yi,p, that
E[X(1)i,p 1Yi,p(Y1:ti)| p˜iti−1(V2Dp) < ] ≤ e(ti−ti−1)ζ(Dp)/2. (87)
We now show that under A5 there exists a constant C2 ∈ (0,+∞) such that
E[X(2)i,p 1Yi,p(Y1:ti)| p˜iti−1(V2Dp) < ] ≤ C2e−C
−1
2 (ti−ti−1)D2p . (88)
As preliminary computations to establish (88) remark that, under the assumptions on
(µt)t≥0 and for some constant C3 ∈ (0,+∞) we have, by (58),
P
(
[U(ti−1+1):ti ] ≥ Dp
) ≤ C3 exp(− D2p
C3
∑ti−1
j=ti−1+1 h
2
j
)
= C3 exp
(
− (ti − ti−1)D
2
p
C3(ti − ti−1)
∑ti−1
j=ti−1+1 h
2
j
)
≤ C4 exp
(− C−14 (ti − ti−1)D2p)
(89)
where the last inequality holds for some constant C4 ∈ (0,+∞) since, by assumption,
(tp − tp−1)
∑tp−1
i=tp−1+1 h
2
i → 0.
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Assume first A5.a) and recall that β is such that βα > 1. Then, by Lemma 11, for
p0 large enough, we can without loss of generality assume that, for all p′ > p0 and
j ∈ (p0 + 1) : p′, the set Yj,p′ is such that
tj∑
s=tj−1+1
sup
θ∈Θ
log
(
(f˜θ/fθ?)(ys)
) ≤ (tj − tj−1)Dp′ , ∀y1:tp′ ∈ Yj,p′ .
Then, using (89),
E[X(2)i,p 1Yi,p(Y1:ti)| p˜iti−1(V2Dp) < ] ≤ P
(
[U(ti−1+1):ti ] ≥ Dp
)
e(ti−ti−1)Dp
≤ C4e−(ti−ti−1)(C
−1
4 D
2
p−Dp)
which establishes (88).
Assume now A5.b) and let c? = log
(
supθ∈Θ E[fθ/fθ? ]
)
< +∞. Then, using (89) we
have, P-a.s.
E[X(2)i,p |Fti−1 ] ≤ P
(
[U(ti−1+1):ti ] ≥ Dp
)(
sup
θ∈Θ
E[fθ/fθ? ]
)ti−ti−1
= C4e
−(ti−ti−1)(C−14 D2p−c?)
which shows (88).
Lastly, assume A5.c). Let c? = log(supθ∈Θ E[fθ]) < +∞ and note that, by Lemma 11,
for p0 large enough we can without loss of generality assume that, for all p′ > p0 and
j ∈ (p0 + 1) : p′, the set Yj,p′ is such that
tj∑
s=tj−1+1
log(fθ?(ys)) ≥ −(tj − tj−1)Dp′ , ∀y1:tp′ ∈ Yj,p′ .
Then, using (89) we have, P-a.s.
E[X(2)i,p |Fti−1 ] ≤ eDp(ti−ti−1)P
(
[U(ti−1+1):ti ] ≥ Dp
)(
sup
θ∈Θ
E[fθ]
)ti−ti−1
= C4e
−(ti−ti−1)(C−14 D2p−Dp−c?)
showing (88). This concludes to show that (88) holds under A5.
Then, using (86)-(88), we have
P(A˜i,p|Aci−1,p) ≤ C1δ−dp h−νti−1h
−β(ν+d)
tp−1
e(ti−ti−1)(2(δpC˜?)2+δ+ζ(Dp)/2)
P(Uti−1:ti ∈ Θδp,ti−1:ti)
+ C1C2δ
−d
p h
−ν
ti−1h
−β(ν+d)
tp−1
e(ti−ti−1)(2(δpC˜?)
2+δ−C−12 D2p)
P(Uti−1:ti ∈ Θδp,ti−1:ti)
.
(90)
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We now find a lower bound for P(Uti−1:ti ∈ Θδp,ti−1:ti). To this aim remark that, using
the shorthand δ˜p := d−1/2δp,
P(Uti−1:ti ∈ Θδp,ti−1:ti)
= P
(∥∥ ti−1∑
j=s
Us
∥∥ < δp, ∀s ∈ ti−1 : (ti − 1))
≥ P
(∥∥ ti−1∑
j=s
Us
∥∥
∞ < δ˜p, ∀s ∈ ti−1 : (ti − 1)
)
= P
(∥∥Uti−1∥∥∞ < δ˜p) ti−2∏
s=ti−1
P
(∥∥Us + ti−1∑
j=s+1
Us
∥∥
∞ < δ˜p
∣∣∣ ∥∥ ti−1∑
j=s+1
Us
∥∥
∞ < δ˜p
)
.
(91)
Recall now that δp = t
−γ
p with γ > α, implying that δp/htp → 0. Hence, under the
assumptions on (µt)t≥0 there exists a constant c1 > 0 such that, for every s ∈ 1 : p such
that hs 6= 0 and every v ∈ Rd such that ‖v‖∞ < δ˜p, we have
P
(∥∥Us + ti−1∑
j=s+1
Us
∥∥
∞ < δ˜p
∣∣∣ ∥∥ ti−1∑
j=s+1
Us
∥∥
∞ = v
)
= P(‖Us + v‖∞ < δ˜p)
= P(−δ˜p ≤ Us + v < δ˜p)
= P
(
− δ˜p + v
hs
≤ U˜s < δp − v
hs
)
≥ c1 (δ˜p/hs)d.
Consequently, for every s ∈ ti−1 : (ti − 2) such that hs 6= 0 we have
P
(∥∥Us + ti−1∑
j=s+1
Us
∥∥
∞ < δ˜p
∣∣∣ ∥∥ ti−1∑
j=s+1
Us
∥∥
∞ < δ˜p
)
≥ c1 (2δ˜2p/hs)d. (92)
Using the above computations we also have P
(‖Uti−1‖∞ < δ˜p) ≥ c′1 (δ˜p/hti−1)d for some
constant c′1 > 0 which, together with (91)-(92), shows that for some constant c2 > 0,
P(Uti−1:ti ∈ Θδp,ti−1:ti) ≥ (c2δ2dp )ti−ti−1
ti−1∏
s=ti−1
(
h−ds ∧ 1/c2
) ≥ δ2d(ti−ti−1)p (93)
where the second inequality assumes without loss of generality that p0 is such that hds < c2
for all s > tp0 .
Combining (90) and (93), and recalling that δp → 0, that |ζ(Dp)| → +∞ and that
htp < htp−1 , it follows that for p0 large enough we have, for all p > p0 and all i ∈ (p0 +1) :
p,
P(A˜i,p|Aci−1,p) ≤ C1−1h−νti−1h
−β(ν+d)
tp e
−(ti−ti−1)(|ζ(Dp)|/4−3d log(δp))
+ C1C2
−1h−νti−1h
−β(ν+d)
tp e
−(ti−ti−1)(C−12 D2p/2−3d log(δp)).
(94)
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To proceed further we first note that, under A6 and the assumptions on (ht)t≥0, there
exist constants c′ζ > cζ > 0 such that, for p0 is large enough,
|ζ(Dp)| ≥ c′ζ log(Dp) = −c′ζ β log(htp) ≥ cζ βα log(tp). (95)
Therefore, recalling that δp = t
−γ
p with γ > max(1/2, α), for p0 large enough we have,
for all p > p0 and all i ∈ (p0 + 1) : p,
−(ti − ti−1)
(|ζ(Dp)|/4− 3d log(1/δp)) ≤ − log(tp)(ti − ti−1)(cζβα/4− 3dγ).
Next, let c˜ > 4αν be sufficiently large so that
β′ :=
4(c˜+ 3dγ)
cζα
≥ max(β?, 1/α).
Then, the above computations show that, for every β ≥ β′ and p0 large enough we have,
for all p > p0 and all i ∈ (p0 + 1) : p,
−(ti − ti−1)
(|ζ(Dp)|/4− 3d log(1/δp)) ≤ −c˜ log(tp)(ti − ti−1), ∀i ∈ (p0 + 1) : p. (96)
We now take p0 sufficiently large so that
ti − ti−1 > αβ(ν + d) + 1
c˜
+
1
2
, ∀i > p0.
Then, using (96) and under the assumptions on (ht)t≥0, and for p0 large enough, there
exists a constant C3 ∈ (0,+∞) such that, for all p > p0,
h
−β(ν+d)
tp e
−(ti−ti−1)(|ζ(Dp)|/4−3d log(1/δp)) ≤ C3t−c˜/2−1p , ∀i ∈ (p0 + 1) : p. (97)
On the other hand, if p0 is large enough then, using (95), C−12 D
2
p > cζ βα log(tp)/2 for
all p > p0 and therefore the above computations imply that, for p0 large enough and all
p > p0,
h
−β(ν+d)
tp e
−(ti−ti−1)(C−12 D2p/2−3d log(δp)) ≤ C3t−c˜/2−1p , ∀i ∈ (p0 + 1) : p. (98)
Then, by combining (94), (97) and (98), and recalling that c˜ > 4αν, it follows that,
for p0 large enough and some constant C ′3 ∈ (0,+∞), for all p > p0 we have
p∑
i=p0+1
P(A˜i,p|Aci−1,p) ≤ C3C1(1 + C2)−1t−c˜/2−1p
p∑
i=p0+1
h−νti−1
≤ C ′3−1t−c˜/2+ναp
≤ C ′3−1t−ναp
and therefore
lim sup
p→+∞
p∑
i=p0+1
P(A˜i,p|Aci−1,p) ≤ lim sup
p→+∞
C ′3
−1t−ναp = 0. (99)
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We now show that P(Ap0,p)→ 0. To this aim remark that
0 ≤ 1V2Dp (θ)E[p˜itp0 (θ)] ≤ E[p˜itp0 (θ)], ∀θ ∈ Rd, ∀p ≥ 1
and that, using Tonelli’s theorem,
ˆ
Rd
E[p˜itp0 (θ)]dθ = E[p˜itp0 (R
d)] = 1.
Therefore, by the reverse Fatou lemma we have (and using Tonelli’s theorem for the first
equality)
lim sup
p→+∞
E[p˜itp0 (V2Dp)] = lim sup
p→+∞
ˆ
Rd
1V2Dp (θ)E[p˜itp0 (θ)]dθ
≤
ˆ
Rd
lim sup
p→+∞
(
1V2Dp (θ)E[p˜itp0 (θ)]
)
dθ
= 0
and thus, using Markov’s inequality,
lim sup
p→+∞
P(Ap0,p) ≤ lim sup
p→+∞
P(p˜itp0 (V2Dp) ≥ ) ≤ lim sup
p→+∞
E[p˜itp0 (V2Dp)]

= 0. (100)
Then, combining (84), (85),(99) and (100) proves the theorem under A6a).
We now prove the theorem under A6.c). Let p be such that ζ(Dp) < 0 and remark
first that, for some constant C ∈ (0,+∞),
P
(
min
1≤i≤p
e−(ti−ti−1)ζ(Dp)/2
ti∏
s=ti−1+1
fθ?(Ys) ≤ 1
)
= P
(
min
1≤i≤p
ti∑
s=ti−1+1
(
log(fθ?(Ys))− ζ(Dp)/2
) ≤ 0)
= P
(
− min
1≤i≤p
ti∑
s=ti−1+1
(
log(fθ?(Ys))− ζ(Dp)/2
) ≥ 0)
= P
(
max
1≤i≤p
ti∑
s=ti−1+1
(
ζ(Dp)/2− log(fθ?(Ys))
) ≥ 0)
≤
p∑
i=1
P
( 1
ti − ti−1
ti∑
s=ti−1+1
(
E[log(fθ?)]− log(fθ?(Ys))
) ≥ |ζ(Dp)|/2 + E[log(fθ?)])
≤ C
(ti − ti−1)k?1N(k?)|ζ(Dp)|2k?
where the second inequality uses A6.c), Lemma 12 and Markov’s inequality.
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Therefore, under the assumptions of the theorem, there exists a sequence (Yp)p≥1, with
Yp ⊂ Y⊗tp for all p ≥ 1, such that P(Y1:tp ∈ Yp)→ 1 and such that
min
1≤i≤p
e−(ti−ti−1)ζ(Dp)/2
ti∏
ti−1+1
fθ?(ys) > 1, min
1≤i≤p
gi(y1:ti)
g˜i,p(y1:ti)
> 1, ∀y1:tp ∈ Yp, ∀p ≥ 1.
Then, using the computations done to prove the theorem under A6.a), to prove the
theorem under A6.c) we only need to show that, for p0 ∈ N large enough and every
p > p0,
E[X(1)i,p 1Yi,p(Y1:ti)| p˜iti−1(V2Dp) < ] ≤ e(ti−ti−1)ζ(Dp)/2, ∀i ∈ (p0 + 1) : p, (101)
where, for every p > p0, (Yi,p)
p
i=0 is a sequence in Y⊗tp such that Y0,p = Ytp , Yp,p = Yp
and such that, for every i ∈ 1 : p, we have Yi,p ⊂ ∩i−1j=0Yj,p and
min
1≤j≤i
e−(tj−tj−1)ζ(Dp)/2
tj∏
tj−1+1
fθ?(ys) ≥ 1, min
1≤j≤i
gj(y1:tj )
g˜j,p(y1:tj )
> 1, ∀y1:tp ∈ Yi,p.
Using the definitions of ζ(Dp) under A6.c) and the above definition of Yi,p under A6.c),
we have for p0 large enough and all p > p0,
E[X(1)i,p 1Yi,p(Y1:ti)| p˜iti−1(V2Dp) < ] ≤ e−ζ(Dp)/2(tj−tj−1)
(
sup
θ∈VDp
E[f˜θ]
)ti−ti−1
= e(ti−ti−1)ζ(Dp)/2.
This shows (101) and the proof of the theorem under A6.c) is complete.
Lastly, we prove the theorem under A6.b), where ζ(Dp) = log(supθ∈VDp E[f˜θ/fθ? ]).
Following the computations of the proof of the theorem under A6.a), to prove the theorem
under A6.b) we only need to show that, p0 ∈ N large enough we have, for all p > p0,
E[X(1)i,p 1Yi,p(Y1:ti)| p˜iti−1(V2Dp) < ] ≤ e(ti−ti−1)ζ(Dp)/2, ∀i ∈ (p0 + 1) : p (102)
where, for every p > p0, (Yi,p)
p
i=0 is a sequence in Y⊗tp such that Y0,p = Ytp , Yp,p = Yp
and such that, for every i ∈ 1 : p, Yi,p ⊂ ∩i−1j=0Yj,p and
min
1≤j≤i
gj(y1:tj )
g˜j,p(y1:tj )
> 1, ∀y1:tp ∈ Yji,p.
Using the definition of ζ(Dp) and the above definition of Yi,p under A6b) we have
E[X(1)i,p 1Yi,p(Y1:ti)|Aci−1,p] ≤
(
sup
θ∈VDp
E
[
f˜θ/fθ?
])ti−ti−1 = e(ti−ti−1)ζ(Dp).
This shows (102) and the proof of the theorem under A6.b) is complete.
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A.9. Proof of Propositions 7
Proof. Under the assumptions of the proposition there exist constants C1, C2 ∈ (0,+∞)
such that, for p large enough,
(tp − tp−1)
tp−1∑
s=tp−1+1
h2s ≤ (tp − tp−1)2h2tp−1
≤ C1(tp − tp−1)2t−2αp−1
≤ C2 log(tp−1)2
)
t
−2(α−%)
p−1 .
Therefore, since % ∈ (0, α), we have (tp − tp−1)
∑tp−1
s=tp−1+1 h
2
s → 0 as required. Together
with the fact that(tp+1 − tp)→ +∞, this shows that Condition (ii) of Theorem 1 holds.
To show that Condition (iii) of Theorem 1 holds as well remark first that (tp −
tp−1)−1 log(1/htp−1)→ 0 as required. In addition, with c ∈ (0, 1) as in the statement of
the proposition, we have for p large enough
tp+2 − tp+1
tp+1 − tp ≤
Cp+1 log(tp+1)
Cp log(tp)− 1 ≤
t%p+1 log(tp+1)
c2t%p log(tp)− c ≤
2
c2
t%p+1 log(tp+1)
t%tp log(tp)
(103)
where, for p large enough,
log(tp+1)
log(tp)
≤ 1 + tp+1 − tp
tp log(tp)
≤ 1 + tp+1
tp
. (104)
Next, recalling that % ∈ (0, 1), for p large enough we have
tp+1
tp
≤ 1 + t
%
p log(tp)
c tp
≤ 1 + (2/c)
with, together with (103) and (104), shows that lim supp→+∞(tp+2− tp+1)/(tp+1− tp) <
+∞. This concludes to show that Condition (iii) of Theorem 1 holds.
To show the second part of the proposition note that there exists a constant c′ > 0
such that (tp − tp−1) ≥ c′t%p−1 for all p ≥ 1. By assumption, k? > 1/%+ 1, and thus
lim sup
p→+∞
p∑
i=1
(ti − ti−1)−k? ≤ (1/c′) lim sup
p→+∞
p∑
i=1
t−k?%i−1 ≤ (1/c′) lim sup
p→+∞
∞∑
i=1
t
−(1+%)
i < +∞.
The result follows.
A.10. Proof of the preliminary results
A.10.1. Proof of Lemma 1
We first show the following simple lemma.
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Lemma 13. Let (st)t≥1 be a sequence in N0 such that inft≥1(t − st) ≥ 1 and (t −
st)→ +∞, (Xt)t≥1 be a sequence of independent real-valued random variables such that
E[Xn] → m for some m ∈ R and such that sups≥1 Var(Xs) < +∞. Then, we have
(t− st)−1
∑t
s=st+1
Xs → m in P-probability.
Proof. For every t ≥ 1 we have
1
t− st
t∑
s=st+1
Xs −m = 1
t− st
t∑
s=st+1
(Xs − E[Xs]) +
( 1
t− st
t∑
s=st+1
E[Xs]−m
)
. (105)
Let  > 0 and s ∈ N be such that |E[Xs] −m| ≤  for all s ≥ s. Then, for all t such
that st ≥ s we have∣∣∣ 1
t− st
t∑
s=st+1
E[Xs]−m
∣∣∣ ≤ 1
t− st
t∑
s=st+1
|E[Xs]−m| ≤ 
showing that (t − st)−1
∑t
s=st+1
E[Xs] → m. Hence, by (105), to complete the proof
it remains to show that (t − st)−1
∑t
s=st+1
(Xs − E[Xs]) → 0 in P-probability. Using
Markov’s inequality, for every  > 0 we have
lim sup
t→+∞
P
(∣∣ 1
t− st
t∑
s=st+1
(Xs − E[Xs])
∣∣ ≥ ) ≤ lim sup
t→+∞
∑t
s=st+1
Var(Xs)
2(t− st)2
≤ lim sup
t→+∞
sups≥1 Var(Xs)
2(t− st)
= 0
and the proof is complete.
Proof of Lemma 1. Let A? and A˜? be as in A4 and A′? ∈ B(Rd) be such that A′? contains a
neighbourhood of A? and such that A˜? contains a neighbourhood of A′?. Let B′? = A′?∩Θ,
B˜? = A˜?∩Θ, and remark that we can without loss of generality assume that the sequence
(γ′t)t≥1 is non-increasing. Below we denote by B¯ the closure of the set B ⊂ Rd.
Let (δt)t≥1 be a sequence in R>0 and let Ws = Bγ′s(0) for all s ≥ 1. Then, for all t ≥ 1
we have
P
(
sup
(ust:t,θ)∈Θγ′t,st:t×B
′
?
t∏
s=st+1
(f˜θ−∑t−1i=s ui/fθ)(Ys) ≥ e(t−st)δt
)
≤ P
(
sup
θ∈B′?
t∏
s=st+1
sup
vs∈Bγ′t (0)
(f˜θ+vs/fθ)(Ys) ≥ e(t−st)δt
)
≤ P
( t∏
s=st+1
sup
(θ,ws)∈B′?×Ws
(f˜θ+ws/fθ)(Ys) ≥ e(t−st)δt
)
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where the last inequality uses the fact that the sequence (γ′t)t≥1 is non-increasing. Con-
sequently, to prove the lemma it is enough to show that
1
t− st
t∑
s=st+1
sup
(θ,ws)∈B′?×Ws
log
(
(f˜θ+ws/fθ)(Ys)
)→ 0, in P-probability. (106)
To establish (106) we define, for every s ≥ 1,
Xs = sup
(θ,ws)∈B′?×Ws
log
(
(f˜θ+ws/fθ)(Ys)
)
, m(1)s = E[Xs], m(2)s = E[X2s ]
and show below that there exists a t ∈ N such that
lim
t→+∞m
(1)
t+t → 0, sup
s≥st
m(2)s ≤ m(2)st < +∞. (107)
Then, (106) will follow by Lemma 13.
To show (107) remark first that for all s ≥ 1 we have m(1)s = E[X˜s], where
X˜s = sup
(θ,ws)∈B′?×Ws
log
(
(f˜θ+ws/fθ)(Y1)
)
.
Next, let Ω˜ ∈ F be such that P(Ω˜) = 1 and such that the mapping θ 7→ fθ(Y1(ω)) is
continuous on the compact set B˜?, for all ω ∈ Ω˜, notice that such a set Ω˜ exists under
A4. Let s ∈ N be such that θ + w ∈ B˜? for all (θ, w) ∈ B′? ×Ws such that θ + w ∈ Θ.
Then, recalling that γ′s+1 ≤ γ′s for all s ≥ 1, it follows that
X˜s ≤ sup
(θ,θ′)∈B˜2? : ‖θ−θ′‖≤γ′s
log
(
(fθ′/fθ)(Y1)
)
, ∀s ≥ s.
Then, by Weierstrass’s theorem we have, for all ω ∈ Ω˜ and s ≥ s we have
X˜s(ω) ≤ log
((
fhγ′s (ω)
/fgγ′s (ω)
)(
Y1(ω)
))
for some (measurable) functions hγ′s : Ω˜ → B˜? and gγ′s : Ω˜ → B˜? such that we have
‖hγ′s(ω)− hγ′s(ω)‖ ≤ γ′s for all ω ∈ Ω˜.
By the maximum theorem, we can assume that, for all s ≥ s and every ω ∈ Ω˜
the mappings γ 7→ hγ(ω) and γ 7→ gγ(ω) are continuous on [0, γ′s]. Therefore, since
h0(ω) = g0(ω) for all ω ∈ Ω˜, we have
0 ≤ lim sup
s→+∞
X˜s+s(ω) ≤ lim sup
s→+∞
log
((
fhγ′s (ω)
/fgγ′s (ω))
)(
Y1(ω)
))
= log
((
fh0(ω)/fg0(ω)
)(
Y1(ω)
))
= 0, ∀ω ∈ Ω˜.
(108)
To proceed further remark that sinceWs ⊆Ws for all s ≥ s, it follows that for all s ≥ s
we have X˜s ≤ X˜s, P-a.s. Let δ˜ > 0 be as in (A4). Then, under this latter assumption,
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and taking s ∈ N sufficiently large so that γ′s ≤ δ˜, we have E[X˜s] < +∞. Then, by the
dominated convergence theorem, lims→+∞m
(1)
s+s = 0, showing the first part of (107). To
show the second part of (107) it suffices to remark that m(2)s ≤ m(2)s for all s ≥ s where,
under (A4), m(2)s < +∞.
A.10.2. Proof of Lemma 2
Proof. Let t ≥ 0 and A ∈ B(Rd). Then, if µt 6= δ{0} we have, P-a.s.,
(µt ∗ p˜it)(A) =
ˆ
Rd×Rd
1A(θ)p˜it(θ − ut)µt(dut)dθ =
ˆ
A
E
[
p˜it(θ − Ut)|Ft
]
dθ
while, if µt = δ{0} we have, P-a.s.,
(µt ∗ p˜it)(A) =
ˆ
Rd×Rd
1A(θ + ut)µt(dut)p˜it(θ)dθ =
ˆ
A
p˜it(θ)dθ.
Recall that P(∩t≥0Ωt) = 1 if P(Ωt) = 1 for all t ≥ 0 and that two probability measures
ν1, ν2 ∈ P(Rd) are such that ν1 = ν2 if ν1(Ei) = ν2(Ei) for all i ≥ 1, with (Ei)i≥1 a dense
subset of Rd such that Ei ∈ B(Rd) for all i ≥ 1.
Therefore, the above computations imply that
(µt ∗ p˜it)(A) =
ˆ
A
E
[
p˜it(θ − Ut)|Ft
]
dθ, ∀t ≥ 0, ∀A ∈ B(Rd), P− a.s. (109)
We now prove the result of the lemma by induction on t ≥ 1.
The result trivially holds for t = 1 and we now assume that it holds for some t ≥ 1.
Then, P-a.s.,
p˜it+1(dθ) ∝ f˜θ(Yt+1)(µt ∗ p˜it)(dθ)
= f˜θ(Yt+1)E
[
p˜it(θ − Ut)|Ft
]
dθ
∝ f˜θ(Yt+1)E
[
(µ0 ∗ p˜i0)
(
θ −
t∑
s=1
Us
) t∏
s=1
f˜θ−∑ti=s Ui(Ys)
∣∣Ft]dθ
= E
[
(µ0 ∗ p˜i0)
(
θ −
t∑
s=1
Us
) t+1∏
s=1
f˜θ−∑ti=s Ui(Ys)
∣∣Ft+1]dθ
where the first equality uses (109) and the second line the inductive hypothesis. The
proof is complete.
A.10.3. Proof of Lemma 3
Proof. Let t ≥ 1, pt = P(Ust:t ∈ Θδ˜,st:t), C? ∈ R>0 be as in A2, C˜? = 2(E[m2?] + C?)1/2
and note that, under A1-A2 and for all θ ∈ Bδ?(θ?),
max
(
− E[ log(f˜θ/fθ?)],E[( log(f˜θ/fθ?))2]) ≤ (E[m2?] + C?)‖θ − θ?‖2. (110)
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Remark now that if pt = 0 then the result of the lemma trivially holds and henceforth
we therefore assume that pt > 0. To simplify the notation let EY1 [·] denote expectations
w.r.t. the distribution of Y1, Eδ˜t,µ[·] denote expectations w.r.t. the restriction of ⊗ts=stµt
to the set Θδ˜,st:t, and let Vt := (Us)
t
s=st+1.
For every u(st+1):t ∈ Θt−st let η˜(dθ, ust:t) be the probability measure on Bδ(θ?) with
density function η˜(·, u(st+1):t) defined by
η˜(θ, u(st+1):t) =
η
(
θ −∑t−1s=st+1 us)
η
(
Bδ(θ? −
∑t−1
s=st+1
us)
) , θ ∈ Bδ(θ?).
Then, using the shorthand at = (t− st)(2(C˜?δ)2 + ),
Y˜t :=
{
yst:t :
ˆ
Θ
E
[
η
(
θ −
t−1∑
s=st+1
Us
) t∏
s=st+1
(f˜θ−∑t−1i=s Ui/fθ?)(ys)
]
dθ ≤ ptCηδ,δ˜ e
−at
}
=
{
yst:t : E
[ ˆ
Θ
η
(
θ −
t−1∑
s=st+1
Us
) t∏
s=st+1
(f˜θ−∑t−1i=s Ui/fθ?)(ys)dθ
]
≤ ptCηδ,δ˜ e
−at
}
⊂
{
yst:t : Eδ˜t,µ
[ ˆ
Bδ(θ?)
η
(
θ −
t−1∑
s=st+1
Us
) t∏
s=st+1
(f˜θ−∑t−1i=s Ui)/(fθ?)(ys)dθ
]
≤ Cη
δ,δ˜
e−at
}
⊂
{
yst:t : Eδ˜t,µ
[ ˆ
Bδ(θ?)
t∏
s=st+1
(f˜θ−∑t−1i=s Ui/fθ?)(ys)η˜(dθ, Vt)
]
≤ e−at
}
⊂
{
yst:t : Eδ˜t,µ
[ t∑
s=st+1
ˆ
Bδ(θ?)
log
(
(f˜θ−∑t−1i=s Ui/fθ?)(ys)
)
η˜(dθ, Vt)
]
≤ −at
}
(111)
where the equality uses Tonelli’s theorem, the second inclusion uses the definition of Cη
δ,δ˜
and the last inclusion uses twice Jensen’s inequality.
To simplify the notation in what follows we define, for every t ≥ s ≥ 0,
gθ(us:t, y) = log
(
(f˜θ−∑t−1i=s ui/fθ?)(y)
)
, (θ, us:t) ∈ Θt−s+2, y ∈ Y. (112)
Remark now that, by (110) and using the inequality ‖a+ b‖2 ≤ 2(‖a‖2 + ‖b‖2) for all
a, b ∈ Rd,
−
t∑
s=st+1
E[gθ(us:t, Y1)] ≤ (t− st)(C˜?δ)2, ∀θ ∈ Bδ(θ?), ∀ust:t ∈ Θδ˜,st:t
t∑
s=st+1
E[gθ(us:t, Y1)2] ≤ (t− st)(C˜?δ)2, ∀θ ∈ Bδ(θ?), ∀ust:t ∈ Θδ˜,st:t.
(113)
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Therefore, using (111) and (113), we have
P(Yst:t ∈ Y˜t)
≤ P
(
Eδ˜t,µ
[ t∑
s=st+1
ˆ
Bδ(θ?)
gθ(Us:t, Ys)η˜(dθ, Vt)
]
≤ −at
)
= P
(
Eδ˜t,µ
[ 1
t− st
t∑
s=st+1
{ˆ
Bδ(θ?)
gθ(Us:t, Ys)−
ˆ
Bδ(θ?)
EY1
[
gθ(Us:t, Y1)
]}
η˜(dθ, Vt)
+
1
t− st
t∑
s=st+1
ˆ
Bδ(θ?)
EY1
[
gθ(Us:t, Y1)
]
η˜(dθ, Vt)
]
≤ −2(C˜?δ)2 − 
)
≤ P
(
Eδ˜t,µ
[
1
t− st
t∑
s=st+1
{ˆ
Bδ(θ?)
gθ(Us:t, Ys)−
ˆ
Bδ(θ?)
EY1
[
gθ(Us:t, Y1)
]}
η˜(dθ, Vt)
]
≤ −(C˜?δ)2 − 
)
.
(114)
We now show that
Eδ˜t,µ
[ ˆ
Bδ(θ?)
EY1
[
gθ(Us:t, Y1)
]
η˜(dθ, Vt)
]
= EY1
[
Eδ˜t,µ
[ ˆ
Bδ(θ?)
gθ(Us:t, Y1)η˜(dθ, Vt)
]]
.
(115)
By (113), there exists a constant Ct ∈ R≥0 such, that for every ust:t ∈ Θδ˜,st:t,ˆ
Bδ(θ?)
EY1
[|gθ(us:t, Y1)|]η˜(dθ, ust:t) ≤ ˆ
Bδ(θ?)
EY1
[
gθ(us:t, Y1)
2
] 1
2 η˜(dθ, ust:t)
≤ Ct
(116)
and thus by, Fubini-Tonelli’s theorem,
Eδ˜t,µ
[ ˆ
Bδ(θ?)
EY1
[
gθ(Us:t, Y1)
]
η˜(dθ, Vt)
]
= Eδ˜t,µ
[
EY1
[ ˆ
Bδ(θ?)
gθ(Us:t, Y1)η˜(dθ, Vt)
]]
.
(117)
Using (116), we also have
Eδ˜t,µ
[
EY1
[∣∣∣ˆ
Bδ(θ?)
gθ(Us:t, Y1)η˜(dθ, Vt)
∣∣∣]] ≤ Eδ˜t,µ[EY1[ ˆ
Bδ(θ?)
|gθ(Us:t, Y1)|η˜(dθ, Vt)
]]
= Eδ˜t,µ
[ˆ
Bδ(θ?)
EY1
[|gθ(Us:t, Y1)|]η˜(dθ, Vt)]]
≤ Ct,
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where the equality uses Tonelli’s theorem. By Fubini-Tonelli’s theorem we therefore have
Eδ˜t,µ
[
EY1
[ ˆ
Bδ(θ?)
gθ(Us:t, Y1)η˜(dθ, Vt)
]]
= EY1
[
Eδ˜t,µ
[ ˆ
Bδ(θ?)
gθ(Us:t, Y1)η˜(dθ, Vt)
]] (118)
and (115) follows from (117) and (118).
Consequently, using (114) and (115), we have
P(Yst:t ∈ Y˜t) ≤ P
( 1
t− st
t∑
s=st+1
{
Eδ˜t,µ
[ ˆ
Bδ(θ?)
gθ(Us:t, Ys)η˜(dθ, Vt)
]
− EY1
[
Eδ˜t,µ
[ ˆ
Bδ(θ?)
gθ(Us:t, Y1)η˜(dθ, Vt)
]]}
≤ −(C˜?δ)2 − 
)
≤ P
(∣∣∣ 1
t− st
t∑
s=st+1
{
Eδ˜t,µ
[ˆ
Bδ(θ?)
gθ(Us:t, Ys)η˜(dθ, Vt)
]
− EY1
[
Eδ˜t,µ
[ ˆ
Bδ(θ?)
gθ(Us:t, Y1)η˜(dθ, Vt)
]]}∣∣∣ ≥ (C˜?δ)2 + )
(119)
and we finally upper bound the last term using Markov’s inequality.
To this aim remark that
t∑
s=st+1
EY1
[
Eδ˜t,µ
[ˆ
Bδ(θ?)
gθ(Us:t, Y1)η˜(dθ, Vt)
]2]
≤
t∑
s=st+1
EY1
[
Eδ˜t,µ
[( ˆ
Bδ(θ?)
gθ(Us:t, Y1)η˜(dθ, Vt)
)2]]
≤
t∑
s=st+1
EY1
[
Eδ˜t,µ
[ ˆ
Bδ(θ?)
gθ(Us:t, Y1)
2η˜(θ, Vt)dθ
]]
=
t∑
s=st+1
Eδ˜t,µ
[
EY1
[ ˆ
Bδ(θ?)
gθ(Us:t, Y1)
2η˜(dθ, Vt)
]]
=
t∑
s=st+1
Eδ˜t,µ
[ˆ
Bδ(θ?)
EY1
[
gθ(Us:t, Y1)
2
]
η˜(dθ, Vt)
]
≤ (t− st)(C˜?δ)2
(120)
where the last inequality uses (113), the first two inequalities use Jensen’s inequality and
the two equalities hold by Tonelli’s theorem.
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Therefore, using (119), (120) and Markov’s inequality,
P(Yst:t ∈ Y˜t) ≤
1
(t−st)2
∑t
s=st+1
Var
(
Eδ˜t,µ
[ ´
Bδ(θ?)
gθ(Us:t, Ys)η˜(dθ, Vt)
])
((C˜?δ)2 + )2
≤
1
(t−st)2
∑t
s=st+1
EY1
[
Eδ˜t,µ
[ ´
Bδ(θ?)
gθ(Us:t, Y1)η˜(dθ, Vt)
]2]
((C˜?δ)2 + )2
≤ 1
(t− st)((C˜?δ) + (C˜?δ)−1)2
.
The proof is complete.
A.10.4. Proof of Lemma 4
We first recall the following result due to Kleijn and van der Vaart (2012, Lemma 3.3).
Lemma 14. Assume A3. Then, for every compact set W ∈ B(Θ) such that θ? ∈W and
every  > 0 there exist a sequence of measurable functions (ψt)t≥1, with ψt : Yt → {0, 1},
and a constant D? ∈ R>0 such that E[ψt(Y1:t)]→ 0 and such that, for t large enough,
sup
θ∈V∩Θ
E
[(
1− ψt(Y1:t)
) t∏
s=1
(fθ/fθ?)(Ys)
]
≤ e−tD? .
Proof of Lemma 4 Let A? and A˜? be as in A4, A′? ( A˜? be as in Lemma 1 andW = A˜?∩Θ.
Remark that W is a compact set under A4 and that A′? ∩Θ ⊂ W . Let (ψt)t≥1 be as in
Lemma 14 and (δt)t≥1 be as in Lemma 1 for the sequence (γ′t)t≥1 defined by γ′t = 2γt,
∀t ≥ 1. Without loss of generality we assume below that  > 0 is such that B(θ?) ⊂ A′?.
Indeed, since θ? ∈ A? and A′? contains an open set that contains A?, it follows that
Bδ(θ?) ⊂ A′? for δ > 0 small enough. Let t1 ∈ N be such that for all t ≥ t1 we have
θ′ −∑t−1i=s u′i 6∈ A? for all θ′ 6∈ A′? and all u′st:t ∈ Θγt,st:t. Notice that such a t1 ∈ N exists
since A′? contains a neighbourhood of A?.
We first show the lemma assuming A4.1a). To this aim, for every, t ≥ 1 we define
Yt = Y
(1)
t ∩ Y(2)t where
Y
(1)
t =
{
y1:t ∈ Yt : sup
(ust:t, θ)∈Θγt,st:t×(A′?∩Θ)
t∏
s=st+1
(f˜θ−∑t−1i=s ui/fθ)(ys) < e(t−st)δt
}
Y
(2)
t =
{
y1:t ∈ Yt :
t∑
s=st+1
sup
θ 6∈A?
log
(
f˜θ(ys)
)
<
t∑
s=st+1
log
(
fθ?(ys)
)− cA4}
where cA4 > 0 is such that E[supθ 6∈A? log(f˜θ)] < E[log(fθ?)] − 2cA4. Notice that such a
constant cA4 > 0 exists under A4.1a).
For every t ≥ 1, let φt(Y1:t) = 1Yct (Y1:t) + ψt−st(Y(st+1):t)1Yt(Y1:t) and remark that
under A4.1a), and by Lemmas 1 and 14, E[φt(Y1:t)]→ 0, as required.
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To show the second part of the lemma let θ ∈ V, ust:t ∈ Θγt,st:t. Remark that
1 − φt(Y1:t) =
(
1 − ψt−st(Y(st+1):t)
)
1Yt(Y1:t) for all t ≥ 1, and assume first that θ ∈
(A′? ∩Θ). Then,
E
[
(1− φt(Y1:t))
t∏
s=st+1
(f˜θ−∑t−1i=s ui/fθ?)(Ys)
∣∣Fst]
≤ e(t−st)δtE
[(
1− ψt−st(Y(st+1):t)
) t∏
s=st+1
(fθ/fθ?)(Ys)
]
≤ e−(t−st)(D?−δt)
≤ e−(t−st)D?2
(121)
where the first inequality uses the definition of Y(1)t , the second inequality uses Lemma 14
and holds for t large enough, while the last inequality holds for t sufficiently large since
δt → 0. Notice that if θ 6∈ Θ we have E
[
(1−φt(Y1:t))
∏t
s=st+1
(f˜θ−∑t−1i=s ui/fθ?)(Ys)
∣∣Fst] =
0 and thus (121) also holds if θ ∈ (A′? ∩Θc).
Assume now that θ 6∈ A′?. Then,
E
[
(1− φt(Y1:t))
t∏
s=st+1
f˜θ−∑t−1i=s ui
fθ?
(Ys)
∣∣Fst] ≤ E[1Y(2)t (Y1:t)
t∏
s=st+1
sup
θ 6∈A?
f˜θ
fθ?
(Ys)
]
≤ e−(t−st)cA4
(122)
where the first inequality holds for t ≥ t1. Together with (121), (122) shows that the
result of the lemma holds under A4.1a) with D˜? = D?/2 ∨ cA4.
We now show the result of the lemma assuming under A4.1b) and A4.1c). To do so
remark that, using the above computations, we only need to find a set Y(2)t ∈ Y⊗t such
that P(Y1:t ∈ Y(2)t ) → 1 and such that there exists a constant cA4 > 0 for which, for t
large enough,
sup
θ 6∈A′?
E
[
(1− φt(Y1:t))
t∏
s=st+1
f˜θ−∑t−1i=s ui
fθ?
(Ys)
∣∣Fst] ≤ e−(t−st)cA4 , ∀ust:t ∈ Θγt,st:t. (123)
Assume A4.1b), let Y(2)t = Yt (so that P(Y1:t ∈ Y(2)t ) = 1 for all t), θ 6∈ A′? and
ust:t ∈ Θγt,st:t. Then,
E
[
(1− φt(Y1:t))
t∏
s=st+1
f˜θ−∑t−1i=s ui
fθ?
(Ys)
∣∣Fst] ≤ E[ t∏
s=st+1
f˜θ−∑t−1i=s ui
fθ?
(Ys)
∣∣Fst]
=
t∏
s=st+1
E
[ f˜θ−∑t−1i=s ui
fθ?
(Ys)
∣∣Fst]
≤ ( sup
θ 6∈A?
E[f˜θ/fθ? ]
)t−st
(124)
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where the last equality holds t ≥ t1. Under A4.1b), supθ 6∈A? E[f˜θ/fθ? ] < 1 and therefore
(124) shows that (123) holds with cA4 = − log
(
supθ 6∈A? E[f˜θ/fθ? ]
)
.
Lastly, assume A4.1c) and remark that under this condition there exists a constant
c > 0 such that log(supθ 6∈A? E[f˜θ]) < E[log fθ? ]− c, and let
Y
(2)
t =
{
y1:t ∈ Yt : 1
t− st
t∑
s=st+1
log
(
fθ?(ys)
)
> E[log(fθ?)]− c
}
.
Then, by the law of large numbers, P(Y1:t ∈ Y(2)t ) → 1 while, for every θ 6∈ A′? and
ust:t ∈ Θγt,st:t,
E
[
1
Y
(2)
t
(Y1:t)
t∏
s=st+1
(f˜θ−∑t−1i=s ui/fθ?)(Ys)1Y(2)t (Y1:t)
]
≤ e(t−st)(c−E[log(fθ? )])
t∏
s=st+1
E
[
f˜θ−∑t−1i=s ui(Ys)
∣∣Fst]
≤ e(t−st)(c−E[log(fθ? )])( sup
θ 6∈A?
E[f˜θ]
)t−st
= e−(t−st)
(
E[log fθ? ]−c−log(supθ 6∈A? E[f˜θ])
)
where the second equality holds for t ≥ t1. This shows that (123) holds with cA4 =
E[log(fθ?)]− c− log(supθ 6∈A? E[f˜θ]) > 0.
The proof of the lemma is complete.
A.10.5. Proof of Lemma 5
Let (φt)t≥1 and D˜? ∈ R>0 be as Lemma 4, C˜? ∈ R>0 be as in Lemma 3. For every t ≥ 1,
let C(µst∗p˜ist )
δ,δ˜
be as defined in Lemma 3 and let
At =
{
y1:t ∈ Yt :
ˆ
Θ
E
[
(µst ∗ p˜ist)
(
θ −
t−1∑
s=st+1
Us
) t∏
s=st+1
f˜θ−∑t−1i=s Ui
fθ?
(Ys)
∣∣Y1:t = y1:t]dθ
≤ P(Ust:t ∈ Θδ˜,st:t)C
(µst∗p˜ist )
δ,δ˜
e−2(t−st)(C˜?δ)
2
}
.
Let φ′t(Y1:t) = 1At(Y1:t) ∨ φt(Y1:t) and note that by, Lemmas 3-4,
lim sup
t→+∞
E
[
φ′t(Y1:t)
] ≤ lim sup
t→+∞
E
[
φt(Y1:t)
]
+ lim sup
t→+∞
P
(
Y1:t ∈ At
)
≤ lim sup
t→+∞
1
δ2(t− st)C˜2?
= 0
(125)
as required.
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On the other hand we have, P-a.s.
E
[
(1− φ′t(Y1:t))1Θγt,st:t(Ust:t)pi′st,t(V)|Fst
]
≤ e
2(t−st)(C˜?δ)2
P(Ust:t ∈ Θδ˜,st:t)C
(µst∗p˜ist )
δ,δ˜
× E
[
1Θγt,st:t(Ust:t)
ˆ
V
(1− φt(Y1:t))(µst ∗ p˜ist)
(
θ −
t−1∑
s=st+1
Us
) t∏
s=st+1
f˜θ−∑t−1i=s Ui
fθ?
(Ys)dθ
∣∣∣Fst]
≤ e
−(t−st)(D˜?−2C˜2?δ2))
P(Ust:t ∈ Θδ˜,st:t)C
(µst∗p˜ist )
δ,δ˜
where the second inequality holds for t large enough and uses Tonelli’s theorem and
Lemma 4. This complete the proof of the lemma with C1 = D˜−1? and C2 = 2C˜2? .
A.10.6. Proof of Lemma 6
Let ϕ : Rdx × Rdz → [−1, 1] and, for every x ∈ Rdx , let ϕN (x) =
∑N
m=1 W˜
mf(x, Zm)
and ϕX(x) =
´
Rdz f(x, z)µ(dz). Then,
E
[( ˆ
Rdx×Rdz
ϕ(x, z)(piN ⊗ µN − pi ⊗ µ)(dx,dz)
)2]1/2
= E
[( N∑
n=1
Wn
N∑
m=1
W˜mϕ(Xn, Zm)−
ˆ
Rdx×Rdz
ϕ(x, z)pi ⊗ µ(dx, dz)
)2]1/2
= E
[( N∑
n=1
WnϕN (X
n)−
ˆ
Rdx
ϕX(x)pi(dx)
)2]1/2
≤ E
[( N∑
n=1
WnϕX(X
n)−
ˆ
Rdx
ϕX(x)pi(dx)
)2]1/2
+ E
[( N∑
n=1
Wn
(
ϕN (X
n)− ϕX(Xn)
))2]1/2
≤ C
1/2
?
N1/2
+ E
[ N∑
n=1
Wn
(
ϕN (X
n)− ϕX(Xn)
)2]1/2
(126)
where the last inequality uses Jensen’s inequality.
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To control the expectation on the r.h.s. of (126) remark that
N∑
n=1
E
[
Wn
(
ϕN (X
n)− ϕX(Xn)
)2]
=
1
N
N∑
n=1
E
[G(Xn)
pNX(G)
(
ϕN (X
n)− ϕX(Xn)
)2]
=
1
N
N∑
n=1
E
[G(Xn)
pNX(G)
(
ϕN (X
n)− ϕX(Xn)
)2
1
(
pNX(G) ≥ pX(G)/2
)]
+
1
N
N∑
n=1
E
[G(Xn)
pNX(G)
(
ϕN (X
n)− ϕX(Xn)
)2
1
(
pNX(G) < pX(G)/2
)]
≤ 2‖G‖∞
pX(G)
sup
x∈Rdx
E
[(
ϕN (x)− ϕX(x)
)2
] + 4P
(
pNX(G) < pX(G)/2
)
≤ 2C?‖G‖∞
NpX(G)
+ 4P
(|pNX(G)− pX(G)| > pX(G)/2)
≤ 2C?‖G‖∞
NpX(G)
+ 16
E[(pNX(G)− pX(G))2]
pX(G)2
≤ 2C?‖G‖∞
N pX(G)
+
16C?
NpX(G)2
where the penultimate inequality uses Markov’s inequality. The proof is complete.
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