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делает его более громоздким, чем в представлении
(4), но при этом более удобным для вычислений.
В частном случае из dоператора целочислен
ных порядков (4) (или (16)) легко получить для по
рядка s=1 формулы дифференцирования и инте
грирования степенных функций из стандартного
анализа, что подтверждает принцип соответствия
В результате dоператор (1) (или (2)) распада
ется на dоператор нецелочисленных порядков
(3) и dоператор целочисленных порядков (4)
(или (16)). Каждый из этих операторов лежит
в основе двух основных направлений дробного
анализа, а именно, дробного анализа нецелочислен
ных порядков и дробного анализа целочисленных по
рядков. Эти направления качественно отличаются
друг от друга и требуют отдельного и глубокого
рассмотрения.
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Устойчивые распределения упоминаются еще в
работах П. Леви, датированных 1925 г. Они вводят
ся как предельные (имеется в виду сходимость
по распределению) для суммы одинаково распре
деленных случайных величин. Наиболее извест
ным представителем данного семейства является
нормальное распределение. На нем основано це
лое множество методов прикладного статистиче
ского анализа. В частности, классическая теория
регрессионного анализа предполагает существова
ние достаточно большого числа малых случайных
величин, интерпретируемых как разного рода
ошибки, присущих рассматриваемой ситуации.
При этом в центральной предельной теореме [1]
утверждается, что при некоторых дополнительных
предположениях сумма этих ошибок есть нормаль
нораспределенная величина.
Однако практически реализуемые распределе
ния далеко не всегда являются нормальным, что
неоднократно отмечалось разными авторами. Тем
не менее предположение о существовании опреде
ленного числа одинаково распределенных соста
вляющих может оставаться верным. Именно в та
ком случае следует обратиться к устойчивым ра
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спределениям. Важной особенностью данного се
мейства можно считать наличие в нём распределе
ний, имеющих бесконечную дисперсию, напри
мер, распределение Коши. Это позволяет говорить
о возможности построения алгоритмов оценива
ния при наличии ошибок, имеющих распределе
ния с тяжелыми «хвостами».
Класс устойчивых распределений достаточно
широк, что обеспечивает возможность представле
ния в нем большого числа практически реализуе
мых распределений, включая ситуации с сильно
засоренными выборками. При этом отсутствие
аналитического представления для функции плот
ности (исключение составляют уже упомянутые
нормальное распределение, распределение Коши
и еще одно распределение, функцию плотности
которого можно найти в [2]) позволяет работать
со всем многообразием форм данного семейства
без априорного выбора наиболее подходящего ана
литического представления функции плотности.
В монографии В.В. Золотарева [2] показано, что
все устойчивые распределения могут быть опреде
лены через характеристическую функцию, кото
рая, как известно, является полным аналогом ра
спределения [2, 3].
В связи с этим предлагается расширить предпо
ложение регрессионного анализа о распределении
случайных ошибок на весь класс устойчивых ра
спределений. При этом для оценивания неизвест
ных параметров воспользоваться ранее разработан
ным подходом [3], основанном на применении ха
рактеристической функции [4].
Постановка задачи и основные предположения
Рассмотрим регрессионное уравнение вида
(1)
где – матрица значе
ний регрессионных функций, имеющая полный
столбцовый ранг, т. е. rg(Z)=p, =(1,…,p)T – век
тор неизвестных параметров, подлежащих оцени
ванию; p – количество неизвестных параметров;
N – количество проведенных экспериментов;
fi(z) – известные действительные функции; zij – за
данные значения входных факторов в наблюде
ниях; y=(y1,…,yN)T – вектор значений отклика;
=(1,…,N)T – вектор ошибок наблюдений.
Будем предполагать, что ошибки i наблюдений
являются независимыми одинаково распределен
ными случайными величинами с унимодальной
плотностью 	(x), представимой в классе устойчи
вых распределений, для которых верно, что
Задача состоит в том, чтобы по исходным дан
ным (значениям отклика и входных факторов)
оценить вектор неизвестных параметров уравнения
регрессии (1).
Характеристическая функция 
и устойчивые распределения
Хорошо известно [4, 5], что характеристическая
функция некоторой случайной величины 
 с плот
ностью (x) определяется следующим образом:
где tR; i=
–
1 – мнимая единица. Поскольку |eitx|=1,
tR, то характеристическая функция существует
для любой действительной случайной величины.
Данная функция содержит всю информацию о ра
спределении и обладает рядом важных свойств [4].
Весь класс устойчивых распределений можно
ввести через характеристическую функцию [2], ло
гарифм которой имеет следующий вид [6, 7]:
(2)
где 0<2, –11, >0, –<< – неизвестные
параметры.
Для идентификации характеристической функ
ции (2) предложено несколько подходов [6, 7]:
на основе квантилей эмпирического распределе
ния, по методу максимального правдоподобия
(ММП), с помощью эмпирической характеристи
ческой функции. В данной работе был использо
ван последний подход в соответствии с [7].
На основе имеющейся реализации x1,…,xN слу
чайной величины 
 можно определить выбороч
ную оценку характеристической функции [5, 6]:
(3)
Отметим, что в соответствии с законом боль
ших чисел [1] оценка (3) состоятельна.
Далее из определения устойчивых распределе
ний для 1 можно записать
(4)
(5)
Тогда справедливо следующее соотношение [7]
Очевидно, что данное соотношение зависит
только от  и  и его можно представить в виде
простейшего регрессионного уравнения
где m=ln(2); wk=ln|tk|; vk=ln(–ln(|(tk)|2)); tkR; 'k –
случайная ошибка.
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Оценив  и , например, по методу наимень
ших квадратов (МНК) [8], можно оценить два дру
гих параметра по следующему регрессионному
уравнению
Отметим, что непосредственному применению
данной двухшаговой процедуры предшествует
стандартизация данных, описанная в [7]. Кроме
этого существует итерационный вариант данной
процедуры (до выполнения стандартного условия
сходимости), однако как показано в [7], выигрыш
в точности такой процедуры минимален. Исследо
вания авторов подтвердили данный факт.
Обратный переход от характеристической
функции к функции плотности осуществлялся по
средством преобразования Фурье [4, 9]
(6)
где (t)=Re(t)+iIm(t);  Re(t), Im(t) определе
ны в (4) и (5) соответственно (в работе были ис
пользованы значения tk=(1/16)k; k=1,…,T; T – за
данное число).
Практика показывает [9], что непосредственное
вычисление (6) особенно при больших объемах вы
борки будет сопряжено с большими затратами ма
шинного времени (даже на современных компью
терах). Поэтому авторами был использован алго
ритм быстрого преобразования Фурье [9], который
приводит к сокращению объема вычислений. По
сле простых преобразований выражение (6) можно
представить в виде:
(7)
Основная идея быстрого преобразования состо
ит в изменении порядка суммирования в (7) и ис
пользовании свойства периодичности синусов
и косинусов, а также хорошо известных формул
для выражения «долговычисляющихся» тригоно
метрических функций через вычисленные на пред
ыдущих этапах значения. При этом следует ожи
дать не только сокращение времени выполнения,
но и повышение точности. Дело в том, что триго
нометрические формулы точные и при их исполь
зовании не происходит накопления вычислитель
ных погрешностей.
Поскольку характеристическая функция суще
ствует для любых случайных величин и однозначно
определяет функцию плотности, авторами разра
ботан алгоритм оценивания параметров регресси
онных зависимостей, использующий идеи ММП.
В силу предположения о независимости случайных
ошибок уравнения (1) значения остатков ei=yi–zi

(zi – iя строка матрицы Z из (1)) также будут стати
стически независимыми величинами с плотностью
распределения 	(ui,
 ). Тогда для оценивания па
раметров уравнения (1) можно воспользоваться
ММП [8]. Учитывая, что остатки наблюдаемы, за
пишем логарифмическую функцию правдоподо
бия
(8)
Итерационный алгоритм оценивания неизвест
ных параметров уравнения регрессии состоял
в следующем.
Шаг 1. Определение начального приближения
(k:=0) для вектора неизвестных параметров ур. (1),
в качестве которого была использована оценка ме
тода наименьших квадратов, что позволило сокра
тить число итераций и время вычислений.
Шаг 2. Вычисление остатков регрессионного
уравнения.
Шаг 3. Идентификация устойчивого распреде
ления.
Шаг 4. С использованием алгоритма быстрого
преобразования Фурье восстановление искомой
функции плотности  	(ui,) в точках, соответ
ствующих вычисленным значениям остатков ei.
Шаг 5. Вычисление значения логарифмической
функции правдоподобия (8).
Шаг 6. Поиск очередного значения оценки век
тора неизвестных параметров  k+1
Шаг 7. Если || k+1–k||<, то завершение про
цесса, в противном случае k:=k+1 и переход
на шаг 2 ( – заданная погрешность вычисления).
Результаты вычислительных экспериментов
Для исследования разработанного алгоритма
оценивания вектора неизвестных параметров 
уравнения (1) авторами проводились многочислен
ные вычислительные эксперименты. Приведем
лишь некоторые из полученных результатов. В ка
честве исследуемой зависимости рассмотрим сле
дующее уравнение регрессии
(9)
где количество регрессоров p=3, значения входных
факторов zij выбирались из отрезка [–1,1], истин
ные значения неизвестных параметров 0=50,
0=25,  0=10. Случайные ошибки i моделирова
лись независимыми и одинаково распределенны
ми с функцией распределения вида
(10)
где Fi(x,0,i) – функция нормального распределе
ния с нулевым математическим ожиданием и дис
персией i2, i=1,2, *[0,1] – параметр смеси.
Представление (10) позволяет моделировать
ошибку с различной степенью отклонения от нор
мального распределения, в том числе появление
довольно грубых засоряющих наблюдений – «вы
бросов». Параметр * определяет соответствующие
доли наблюдений с дисперсиями 12 и 22 в выбор
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ке. Очевидно, что при *=0 и *=1 ошибка будет
иметь нормальное распределение. В проведенных
вычислительных экспериментах полагалось
22-12. Однако при моделировании задавались
не сами значения дисперсий 12 и 22, а им соответ
ствующие значения уровня шума. Уровень шума
введен в [10] и определяется как отношение
«шум»/»сигнал» в %:
где  2 – дисперсия ошибки;
– интенсивность сигнала (точных измерений yi0).
В качестве показателей точности оценивания
параметров использовались L1 нормы отклонений
оценок неизвестных параметров от истинных зна
чений
Прежде всего рассмотрим результаты, в некото
ром смысле иллюстрирующие процесс восстано
вления неизвестной функции плотности остатков
уравнения регрессии с помощью характеристиче
ской функции. Для этого была смоделирована вы
борка в соответствии с регрессионным уравнением
(9), случайная ошибка имела функцию распределе
ния (10) с дисперсией, соответствующей уровню
шума 5 %. Доля выбросов – 2 %, дисперсия выбро
сов соответствовала уровню шума 50 %. В результа
те выполнения предложенного алгоритма получе
ны остатки регрессии, идентификация распределе
ния которых с помощью подхода I.A. Koutrouvelis
[7] дала следующий результат:
На рис. 1, а, представлены графики действи
тельной и мнимой части характеристической
функции восстановленного устойчивого распреде
ления как функции t[–, ]. Рис. 1, б, содержит
графики выборочной эмпирической и восстано
вленной характеристических функций в комплекс
ной области. На рис. 1, в, показаны графики функ
ции плотности устойчивого распределения остат
ков на основе полученных оценок параметров
	(u,) и эмпирической функции плотности 	 (u).
Очевидно, что выбор количества и способа распо
ложения значений tk на оси должен оказывать
определенное влияние на точность идентифика
ции распределения и этот вопрос может стать
предметом самостоятельного исследования.
Представленные рисунки позволяют сделать
вывод о влиянии факта наличия в выборке даже
небольшой доли выбросов на характеристическую
функцию. Так, из рис. 1, а, б, следует наличие мни
мой части, что противоречит хорошо известному
факту теории вероятности [4] о действительности
характеристической функции для центрированных
нормально распределенных величин. Следствием,
естественно, является искажение формы распреде
ления, что хорошо видно из рис. 1, в, где наблюда
ется некоторая асимметрия. Данные рисунки так
же свидетельствуют о достаточно хорошем каче
стве восстановления как характеристической
функции, так и плотности искомого распределе
ния ошибок.
Перейдем к рассмотрению результатов оцени
вания параметров тестового регрессионного ура
внения (9). Для различных комбинаций * и . про
водилось по 600 вычислительных экспериментов.
Каждый такой эксперимент заключался в модели
ровании выборки исходных данных в соответствии
с моделью (9) и последующим оцениванием пара
метров этой модели разработанным алгоритмом,
алгоритмом, основанном на использовании эмпи
рической характеристической функции [3], а также
методом наименьших квадратов [8]. В качестве
итоговых показателей точности оценивания ис
пользовались усредненные по 600 экспериментам
значения показателей S1 и S2. В таблице предста
влены результаты, полученные для нормально ра
спределенной ошибки наблюдения (*=0) и разном
объеме выборки. Дисперсия ошибки соответство
вала уровню шума 5 %.
   1,62, 0,85, 0,94, 0,27.       
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Рис. 1. Результаты восстановления распределения ошибок регрессии
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Таблица. Точность оценивания при разном объеме выборки
Из табл.1 видно, что с увеличением объема вы
борки точность оценивания всеми рассмотренны
ми алгоритмами увеличивается, что естественно.
На малых выборках алгоритмы оценивания, осно
ванные на использовании характеристической
функции, несколько уступают МНК. Это можно
объяснить тем, что при небольшом количестве на
блюдений уверенная идентификация распределе
ния ошибки затруднена. В таких условиях на пер
вый план выходят априорные предположения, при
справедливости которых можно получить более ка
чественный результат. Поскольку в данном случае
ошибка моделировалась нормально распределен
ной, то МНК, который, как известно, эквивален
тен ММП для нормальной функции плотности, да
ет оптимальные оценки.
С увеличением объема выборки форма распре
деления становится более определенной и алгорит
мам, работающим с характеристической функци
ей, удается к ней адаптироваться, что сразу приво
дит к увеличению точности.
Также проведено исследование точности оце
нивания вектора неизвестных параметров  при раз
ной степени отклонения распределения случайной
ошибки от нормального распределения. Для этого
изменению подвергался параметр смеси *. При ма
лых значениях * в выборке будет появляться не
большое число выбросов, а при значениях *, близ
ких к 0,5, можно говорить о существенном измене
нии формы распределения. Было зафиксировано
.1=5 %, .2=50 %, а доля выбросов * изменялась
от 0 до 0,5 с шагом 0,02. Результаты оценивания
представлены на рис. 2, где показано изменение
показателя S2 для предложенного алгоритма, алго
ритма, основанного эмпирической характеристи
ческой функции и МНК. Объем выборки соста
влял 200 элементов.
Рис. 2. Точность оценивания в зависимости от * (N=200)
Из рис. 2 видно, что алгоритм, основанный
на идентификации устойчивого распределения,
при малой степени засорения выборки грубыми
ошибками несколько превосходит алгоритм, осно
ванный на использовании эмпирической характе
ристической функции. При большой степени засо
рения, а именно начиная с *=0,28, наблюдается
обратная картина. Видимо, это связано с потерей
унимодальности эмпирического распределения
случайных ошибок при большом уровне засорения.
Устойчивые распределения, как показано в [2],
унимодальны, что является большим преимуще
ством с точки зрения использования ММП. Одна
ко очевидно, что качественно описать неунимо
дальное распределение унимодальным проблема
тично. В этих условиях алгоритм, основанный
на эмпирической характеристической функции,
показывает лучшие результаты. Дело в том, что по
теря унимодальности при увеличении доли выбро
сов связана с появлением у эмпирической функ
ции плотности дополнительных «пиков» на «хво
стах». В этом случае ММП может найти глобаль
ный экстремум только при хорошем начальном
приближении.
Следует также отметить, что с увеличением сте
пени отклонения моделируемого распределения
случайной ошибки от нормального превосходство
предложенного алгоритма над МНК увеличивает
ся.
Выводы
Рассмотрена задача адаптивного оценивания
параметров регрессионных зависимостей. Для ре
шения данной задачи авторы предлагают алгоритм,
осуществляющий одновременную идентификацию
параметров уравнения регрессии и распределения
случайной компоненты. Переход в частотную
область, связанный с оцениванием характеристи
ческой функции семейства устойчивых распреде
лений в соответствии с подходом I.A. Koutrouvelis
[7], дал возможность использовать максимально
полный объем информации о фактическом распре
делении случайной компоненты модели. Следова
тельно, можно говорить об адаптации моделируе
мого внутри алгоритма распределения к имею
щимся данным в том числе и к наличию в выборке
определенной доли выбросов.
Наличие свойства унимодальности устойчивых
распределений способствует получению оптималь
ных результатов при использовании идей метода
максимального правдоподобия. Исследование ра
ботоспособности предложенного метода проводи
лось с помощью вычислительных экспериментов.
Показано, что идентификация устойчивого ра
спределения внутри предложенного алгоритма
в условиях засоренных выборок помогает нивели
ровать влияние грубых ошибок наблюдений.
Работа выполнена в рамках проекта № П 263 ФЦП «На
учные и научнопедагогические кадры инновационной России»
на 2009–2013 гг.
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Введение
Одним из этапов создания летательного аппа
рата является разработка его расчетной динамиче
ской модели для решения задач аэроупругости, на
груженности и т. д. Первоначально такие модели
строятся на основе технической документации,
а затем по результатам резонансных испытаний
опытного образца изделия. Резонансные испыта
ния производятся в режиме вынужденных колеба
ний. Целью испытаний является определение
обобщённых масс, собственных частот, форм и ко
эффициентов демпфирования собственных тонов
колебаний или, подругому, модальная идентифи
кация конструкций.
Методика построения расчетной динамической 
модели по результатам испытаний
При построении расчетной модели динамиче
ской системы с распределенными параметрами
или модели, имеющие меньшее число степеней
свободы, чем исходная система, полагается, что
в исследуемом диапазоне частот колебания систе
мы можно с достаточной точностью представить
в виде разложения по некоторому числу собствен
ных векторов. Это число и является числом степе
ней свободы модели. Используя преобразования
нормальных координат в физические, параметры
модели определяются по результатам измерения
характеристик вынужденных колебаний в ограни
ченном числе точек системы [1–4]. Движение
остальных точек не контролируется и в расчетах
не участвует. В этом случае собственные частоты
системы определяются по достижению нуля дей
ствительных составляющих вынужденных колеба
ний в точках регистрации, колебания считаются
собственными, если они являются таковыми толь
ко в данных точках, что может привести к погреш
ностям в определении собственных частот, обоб
щенных масс и обобщенных коэффициентов
демпфирования исследуемых тонов.
Исходными данными для нахождения соб
ственных частот, обобщенных масс и обобщенных
коэффициентов демпфирования собственных то
нов являются величины действительной и мнимой
составляющих перемещений точек конструкции
для ряда частот вынужденных колебаний при из
вестных силах возбуждения. Для определения
обобщенной массы аj и обобщенного коэффици
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