In this paper we investigate the energy functions for a class of non Gaussian processes. These processes are characterized in terms of the Mittag-Leffler function. We obtain closed analytic form for the energy function, in particular we recover the Brownian and fractional Brownian motion cases.
Introduction
Polymers are consisting of small chemical units which act on each other via different forces. A very simple and well studied model of a homo-polymer, i.e. a polymer consisting of the same microunits is a classical random walk. In that case it is known, that the nearest neighbours are linked via springs, i.e. the chain can be considered as a chain harmonic of oscillators.
Of course to obtain a more realistic polymer model the suppression of such walk had to be introduced ("excluded volume"), see [Edw65] , [Wes80] for a continuum model and for random walks, see [DJ72] and references therein. Individual chain polymer models are hence well studied and widely understood. A continuum limit of those models, i.e. where the polymers are modeled by Brownian motion (Bm) paths, led to a deeper understanding in the asymptotic scaling behavior of the chains. The draw-back of Brownian or random walk models is that they can not reflect long-range forces along the chain without introducing a further potential.
Fractional Brownian motion (fBm) paths have been suggested as a heuristic model [BC95] , without yet including the "excluded volume effect" although a more proper model would be based on self-avoiding fractional random walks.
The aim of this paper is first to understand the long-range correlations of fBm as a generalized bead-spring model, hence a chain model. For this we fist consider a continuous model, which we then discretize. The aim of this paper is to go beyond the fBm based models. Hence we discuss energy 2 functions that arise from non-Gaussian chain models, where the interaction potentials are not only long-range along the chain but can also give rise to multi-particle non-linear forces between the constituents.
The class of underlying random processes is that of generalized grey Brownian motion.
In Section 2 we shall introduce the required concepts and properties of ggBm, so as to then present our results and in Section 3 the explicit energy functions are derived. 
where f i ∈ L 2 (R), i = 1, . . . , d and {e 1 , . . . , e d } denotes the canonical basis of R d . The norm of f is given by
As a densely imbedded nuclear space in L 2 d we choose
where ϕ i ∈ S(R), i = 1, . . . , d. Together with the dual space
we obtain the basic nuclear triple
The dual pairing between S d and S d is given as an extension of the scalar product in L 2 d by
and ϕ as in (2). Let 0 < α < 2 be given and define the operator M
where the normalization constant Kα /2 := α sin( απ /2)Γ(α) and D 
2 , for the details we refer to Appendix A in [GJ16] . We have the following Proposition 2.1 (Corollary 3.5 in [GJ16] ). For all t, s ≥ 0 and all 0 < α < 2 it holds that
We now introduce two special functions needed later on, namely MittagLeffler and M -Wright functions as well as their relations.
The Mittag-Leffler function was introduced by G. Mittag-Leffler in a series of papers [ML03, ML04, ML05] . 
where Γ denotes the Gamma function. Note the relation E 1 (z) = e z for any z ∈ C.
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The Wright function is defined by the following series representation which converges in the whole complex z-plane
An important particular case of the Wright function is the so called
For the choice β = 1 /2 the corresponding M -Wright function reduces to the Gaussian density
The MLf E β and the M -Wright are related through the Laplace transform
The M-Wright function with two variables M 1 β of order β (1-dimension in space) is defined by
which is a probability density in x evolving in time t with self-similarity exponent β. The following integral representation for the M-Wright is valid, see [MPG03] .
This representation is valid a more general form, see [MPG03, eq. (6. 3)], but for our purpose it is sufficient in view of its generalization for x ∈ R d . In fact, eq. (8) may be extended to a general spatial dimension d by the extension of the Gaussian function, namely
The function M d β /2 is nothing but the density of the fundamental solution of a time-fractional diffusion equation, see [MP15] .
The Mittag-Leffler measures µ β , 0 < β ≤ 1 are a family of probability measures on S d whose characteristic functions are given by the Mittag-Leffler functions. On S d we choose the Borel σ-algebra B generated by the cylinder sets, that is
is the space of bounded infinitely often differentiable functions on R n , where all partial derivatives are also bounded. Using the BochnerMinlos theorem, see [BK95] or [HKPS93] , the following definition makes sense.
Definition 2.3 (cf. [GJ16, Def. 2.5]). For any β ∈ (0, 1] the Mittag-Leffler measure is defined as the unique probability measure µ β on S d by fixing its characteristic functional
Remark 2.4. 1. The measure µ β is also called grey noise (reference) measure, cf. [GJRS15] and [GJ16] .
2. The range 0 < β ≤ 1 ensures the complete monotonicity of E β (−x), see Pollard [Pol48] , i.e., (−1) n E (n) β (−x) ≥ 0 for all x ≥ 0 and n ∈ N 0 := {0, 1, 2, . . .}. In other words, this is sufficient to show that
is the characteristic function of a measure in S d . We consider the Hilbert space of complex square integrable measurable functions defined on S d ,
with scalar product defined by
The corresponding norm is denoted by · L 2 (µ β ) . It follows from (10) that all moments of µ β exists and we have Lemma 2.5. For any ϕ ∈ S d and n ∈ N we have
Generalized Grey Brownian Motion
For any test function ϕ ∈ S d we define the random variable
The random variable X β (ϕ) has the following properties which are a consequence of Lemma 2.5 and the characteristic function of µ β given in (10).
2. The characteristic function of the random variable
3. The moments of X β (ϕ) are given by
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The property (13) of X β (ϕ) gives the possibility to extend the definition of
⊂ L 2 (µ β ) forms a Cauchy sequence which converges to an element denoted by
we may consider the process X β (1 1 [0,t) ) ∈ L 2 (µ β ) such that the following definition makes sense.
Definition 2.7. For any 0 < α < 2 we define the process
as an element in L 2 (µ β ) and call this process d-dimensional generalized grey Brownian motion (ggBm for short). Its characteristic function has the form
Remark 2.8. 3. Below we mainly deal with expectation of functions of ggBm, therefore the version of ggBm defined above is sufficient.
Proposition 2.9. 1. For any 0 < α < 2, the process B β,α := {B β,α (t), t ≥ 0}, is α /2-self-similar with stationary increments.
2. The finite dimensional probability density functions are given for any 0 ≤ t 1 < t 2 < . . . < t n < ∞ by
where Q = (a ij ) is the covariance matrix given by
Proof. The proof can be found in [MP08] .
Remark 2.10. The family {B β,α (t), t ≥ 0, β ∈ (0, 1], α ∈ (0, 2)} forms a class of α /2-self-similar processes with stationary increments ( α /2-sssi) which includes:
2. For β = 1 and 0 < α < 2, {B 1,α (t), t ≥ 0} is a d-dimensional fBm with Hurst parameter α /2.
3. For α = 1, {B β,1 (t), t ≥ 0} is a 1 /2-self-similar non Gaussian process with
4. For 0 < α = β < 1, the process {B β (t) := B β,β (t), t ≥ 0} is β /2-selfsimilar and is called d-dimensional grey Brownian motion (gBm for short). Its characteristic function is given by
For d = 1, this process was introduced by W. Schneider in [Sch90, Sch92] .
5. For other choices of the parameters β and α we obtain, in general, non Gaussian processes.
Energy Functions
In this section we compute the energy functions (also called Hamiltonian) associated to the system driven by a ggBm. At first, we point out the classical case driven by a Bm which is the sum of harmonic oscillators potentials corresponding to nearest neighbors attraction. We then compute the energy function for the general non-Gaussian process B β,α .
Gaussian Case
Let X = {X(t), t ≥ 0} be a standard Gaussian process in R d with covariance
Denote the discrete increments of X by
The density of the R dN -valued random variable Y = Y (1), . . . , Y (N ) may be computed from its characteristic function, namely for any
If we represent this characteristic function C by
then by an inverse Fourier transform we obtain
The function H X is called energy function (or Hamiltonian) of the system.
Example 3.1.
. . , N , up to an irrelevant constant, the function H B is given by
where x k , k = 1, . . . , N denotes the integrated variables.
2. For the fractional Brownian motion X = B h with Hurst parameter h ∈ (0, 1) we find up to an irrelevant constant
where
denotes the inverse of the covariance matrix of the increments
Remark 3.2. 1. Note that the terms
are harmonic oscillator potentials, attracting nearest neighbors. Thus, for Gaussian processes, H X may be calculated H X = − ln X through the characteristic function of the process by an inverse Fourier transform. In addition, H X will be always a quadratic form, basically the inverse of the covariance matrix
2. For the fBm case, the difference is that the interaction is not anymore confined to nearest neighbors. For small Hurst index, this inverted matrix leads to a long-range attraction along the chain making it curlier than (discretized) Brownian, while for Hurst indices larger than 1 /2 there appears a repulsion of next-to-nearest neighbors, stretching the chain, see [BBS18] and Figure 1 which displays the coupling g kn between between the central particle and the others along the chain. For H = 0.3 and H = 0.8.
A non-Gaussian generalization
In general, for the non Gaussian case, the energy function will no more be quadratic. To keep things simple let us for the moment just look at the case of N = 2.
Energy function for 2 particle interaction
We look at the increment function of Y kl , i.e., for any λ ∈ R d we have
through the inverse Fourier transform with ζ := |k − l| α β,α
Computing the Gaussian integral and using equality (9) yields
Therefore, up to a constant the function H β,α is given by
In Figure 2 we plot H β,α for different values of β and α assuming a time length |k − l| = 1.
Energy function for N + 1 particle integration
In general, for an arbitrary N ∈ N, H β,α may be computed using the same technique, namely consider the vectors Hence, the energy function is The specific form of the higher order interactions which arise for β < 1, based on a Taylor expansion of ln( β,α (y) will be the subject of a separated investigation.
