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Abstract
In this paper, the author (1) compares subnormal closures of finite
sets in a free group F ; (2) obtains the limit for the series of subnormal
closures of a single element in F ; (3) proves that the exponential growth
rate (e.g.r.) limn→∞ n
√
gH(n), where gH(n) is the growth function of a
subgroup H with respect to a finite free basis of F , exists for any subgroup
H of the free group F ; (4) gives sharp estimates from below for the e.g.r.
of subnormal subgroups in free groups; and (5) finds the cogrowth of the
subnormal closures of free generators.
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1 Introduction
Recall that a subgroup H of a group G is called ℓ-subnormal (ℓ = 1, 2, . . . ) if
there is a decreasing sequence G ⊲ H1 ⊲ · · · ⊲ Hℓ = H, where each term is a
normal subgroup in the preceding one. For a subset S ⊂ G, its ℓ-subnormal
closure 〈S〉Gℓ is defined by induction: 〈S〉G1 = 〈S〉G is the normal closure of S in
G, i.e., the smallest normal subgroup of G containing the set S, and 〈S〉Gℓ is the
normal closure of S in 〈S〉Gℓ−1. Clearly, the subgroup 〈S〉Gℓ is ℓ-subnormal, and
the obvious induction on ℓ shows that an ℓ-subnormal subgroup H of a group
G contains the ℓ-subnormal closure in G of arbitrary subset S ⊂ H. It follows
that 〈S〉Gℓ is the intersection of all ℓ-subnormal subgroups of G containing S.
The concepts of subnormal series and subnormal subgroups are among the
introductory ones in Group Theory. The material devoted to subnormal sub-
groups is exposed in the book [SL] and in numerous papers; however, our present
topic, the subnormality in free groups, is not covered there. The problems of
∗The author was supported in part by the NSF grant DMS 1161294 and by the Russian
Fund for Basic Research grant 11-01-00945
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asymptotic behavior raised in our paper are also new for this area. We start
with the following feature of normal and subnormal closures in free groups.
Theorem 1.1. Let H be a normal subgroup in a free group F with infinite factor
group F/H, and S a finite subset of H. Then the normal closure N = 〈S〉H of
S in H contains no nontrivial normal subgroups of F .
Corollary 1.2. Let ℓ ≥ 1, F be a free group, H a normal subgroup of infinite
index in F , and H(ℓ) = 〈S〉Hℓ be the ℓ-subnormal closure of a finite subset S in
H. Then H(ℓ) does not contain nontrivial ℓ-subnormal subgroups of F .
Corollary 1.3. The (ℓ + 1)-subnormal closure of an element g in a noncyclic
free group F contains no nontrivial ℓ-subnormal in F subgroups provided ℓ ≥ 1.
In particular, it contains no nontrivial normal subgroups of F .
The next theorem exhibits one more characteristic of subnormal closures of
a single element in free groups. It is easy to see that the direct generalization
of Theorem 1.4 (1) to the normal closures of larger sets fails.
Theorem 1.4. (1) If g is an element of a free group F , then ∩∞ℓ=1〈g〉Fℓ = 〈g〉.
(2) Moreover, let D(g, ℓ) denote the minimum of the lengths of the elements
in 〈g〉Fℓ \〈g〉. Then there is c > 0 such that D(g, ℓ) ≥ c2ℓ for every ℓ ≥ 1, i.e.,
the normal closures 〈g〉Fℓ converge to the cyclic subgroup 〈g〉 exponentially fast.
Then we focus on growth and cogrowth rates of subnormal subgroups in free
groups. Let Fm = F (X) be a free group with a free basis X = {x1, . . . , xm}.
The (relative) growth function gU (n) (n = 0, 1, . . . ) of arbitrary subset U ⊂ Fm
with respect to X is given by the formula gU (n) = #{g ∈ U | |g| ≤ n}, where
the sign # is placed for the number of elements and |g| = |g|X denote the length
of an element with respect to the basis X .
Clearly, the relative growth function of any non-cyclic subgroup H in F is
at least exponential (since H is a free group itself) and at most exponential
(since H ≤ F ). Can one assert that for any subgroup H ≤ Fm, its growth is
exponential in the stronger sense that there is a limit a = limn→∞ n
√
gH(n) (i.e.,
for any ε > 0, the function gH(n) is between (a−ε)n and (a+ε)n for every large
enough n )? Probably this question has been open (instead the symbol ‘lim sup’
is used in literature). The affirmative answer for normal subgroups was given
by R.Grigorchuk [Gr], and for finitely generated subgroups, it can be derived
from [Gr]. Nevertheless the limit exists for arbitrary subgroup H ≤ Fm:
Theorem 1.5. For any subgroup H of a finitely generated free group F (X),
there exists the exponential growth rate (or e.g. rate) αH = limn→∞ n
√
gH(n),
where gH(n) is the growth function of H with respect to the free basis X of
F (X).
Note that this statement fails if one replaces the free group F (X) by arbitrary
finitely generated group; see Remark 3.1.
Theorem 1.5 follows from a general assertion about the number of reduced
paths of given length in arbitrary graph. (A combinatorial path p = e1 . . . ek of
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length k is called reduced if no edge ei is the inverse one for the preceding edge
ei−1, i = 2, . . . , k.)
Lemma 1.6. Let Γ be a graph with bounded degrees of vertices, o a vertex
of Γ, and ν(n) the number of reduced paths of length at most n starting and
terminating at o. Then there is a finite limit limn→∞ n
√
ν(n).
For a connected Γ, this limit does not depend on the choice of o.
We prove Lemma 1.6 in this paper since usually graph theorists count all
paths (reduced or not) between two vertices using the adjacency matrix. (For
example, see [GM], where some results on finite graphs are extended to infinite
graphs with bounded vertex degrees.) But we need to know the numbers of
reduced paths.
Note that, on the one hand, the e.g. rate αH does not exceed 2m − 1
for any subgroup since the number of reduced words of length n ≥ 1 over the
alphabet X±1 is equal to 2m(2m−1)n−1. On the other hand, ifH is a nontrivial
normal subgroup, then αH ≥
√
2m− 1. This is easy to see just counting the
number of distinct conjugates vgv−1 of a non-trivial g ∈ H, where v ∈ Fm and
|v| < (n− |g|)/2. In fact, the inequality for αH is strict:
Lemma 1.7. (R.I.Grigorchuk [Gr]). If m ≥ 2, then for any nontrivial normal
subgroup H ≤ Fm, we have αH >
√
2m− 1.
The sharp estimate of growth exponents for subnormal subgroups of Fm is
given by the following theorem, where the second part is harder.
Theorem 1.8. (1) Let m ≥ 2 and N be a non-trivial ℓ-subnormal subgroup of
Fm for some ℓ ≥ 1. Then the e.g. rate αN of N with respect to the free basis of
Fm is greater than (2m− 1)2−ℓ .
(2) For any ε > 0, there is a nontrivial ℓ-subnormal subgroup N of Fm with
αN < (2m− 1)2−ℓ + ε.
The cogrowth function fH(n) of a subgroup H ≤ Fm with respect to the
basis X counts the number of distinct cosets of H in Fm with length at most n,
i.e., fH(n) = #{Hg | |g| ≤ n}. So the cogrowth function is equal to the growth
function of the transitive action of Fm with the stabilizer of a distinguished point
equal to H . In contrast with the situation in algebras, where the dimension
growth of a subalgebra plus its cogrowth is just equal to the dimension growth
of the whole algebra, the rate of growth of H ≤ Fm does not determine the rate
of its cogrowth, nor vice versa.
If H is a normal subgroup of Fm, then the cogrowth function fH(n) is equal
to the growth function of the factor group Fm/H with respect to (the canonical
image of) X . Therefore it is exponentially negligible in comparison with the
growth of Fm if H 6= {1}, that is, for every n, fH(n) ≤ C(2m− 1− ε)n, where
C and ε are some positive constants. This follows from the fact that non-empty
reduced words w ∈ H cannot be subwords of the shortest coset representatives
for H (see [GH] and also [S] or [BO]). Do nontrivial subnormal subgroups
of Fm have an exponentially negligible cogrowth too? It turns out that the
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answer given by the next theorem is negative (in contrast with the cogrowth of
subideals in free Lie algebra [BO1]), and the behavior of the cogrowth functions
of ℓ-subnormal subgroups is different for ℓ > 1.
We shall use the symbol Θ from Computational Complexity Theory for the
following equivalence of two real-valued functions φ(n) and ψ(n), namely, φ(n)
is Θ-equivalent to ψ(n) if both conditions φ(n) = O(ψ(n)) and ψ(n) = O(φ(n))
hold. In other words, φ(n) = Θ(ψ(n)). As in [BO], we say that the cogrowth of a
subgroup H ≤ Fm is maximal if the cogrowth function fH(n) is Θ-equivalent to
the cogrowth function of the trivial subgroup, that is to the growth function of
the group Fm, i.e., fH(n) = Θ((2m−1)n). For example, every finitely generated
subgroup of infinite index in Fm has maximal cogrowth. (See [BO] for this and
other examples of maximal cogrowth in Fm.)
Theorem 1.9. (1) The cogrowth function fH(n) of the ℓ-subnormal closure
〈x〉Fmℓ , where x ∈ X,
(1) is maximal if ℓ ≥ 2, and m ≥ 3.
(2) It is also maximal if ℓ ≥ 3 and m ≥ 2.
(3) If ℓ = m = 2, then fH(n) = Θ
(
3n√
n
)
.
The proofs of the five theorems formulated above are located in different
sections since they are based on different ideas and can be read (almost) inde-
pendently.
In Section 2, we apply nilpotent wreath products and Shmelkin’s embedding
construction to prove Theorem 1.1. The verbal wreath products had been in-
vented in [Sh] for the exploration of the products of group varieties. Hereby we
show that they are also helpful aside from the theory of group varieties.
Lemma 1.6 and Theorem 1.5 are proved in Section 3, where the estimates
are based on the well-known choice of the free basis in the fundamental group
of a graph.
To explore the subgroups of the form 〈R〉H , where H is a subgroup of F
and R ⊂ H , we introduce the concept of H-diagrams and apply it to the proof
of Theorem 1.4 in Section 4. The proof of Theorem 1.8 is placed in Section 5.
Here we also need H-diagrams. However the main issue, in comparison with
the case H = Fm, is that the maximal prefix of two reduced subwords from H
(with respect to the generators of Fm) does not belong to H , and this disturb
the control of cancelations in the products of the H-conjugates of the elements
from R±1. The condition P (d, µ, ρ) is introduced to carry out the induction on
the index of subnormality ℓ.
Sections 6 - 9 occupy the larger half of the paper. Here we prove the state-
ments of Theorem 1.9 using more laborious combinatorial and probabilistic esti-
mates. In particular, the proof of the strong Θ-asymptotics in Theorem 1.9 (3)
is obtained due to the lucky opportunity of encoding coset representatives into
2-dimensional random trajectories lying above the x-axis. Other difficulties and
tricks in these sections are caused by the presence of correlation in the ’reduced’
random walk on an integer lattice.
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2 Comparison of subnormal closures in free groups
Proof of Theorem 1.1. Assume by the contrary, that the subgroupN contains
a nontrivial subgroup M normal in F .
Since H is a free group, we have ∩∞i=1γi(H) = {1}, where γi(K) denotes the
i’th term of the lower central series of a group K (see [MKS], Theorem 5.7 and
Corollary 5.7). Hence we can find c ≥ 1 such that M ≤ γc(H) but M is not
contained in γc+1(H). Therefore the canonical image M˜ ofM in F˜ = F/γc+1(H)
is nontrivial and lies in the center of the image H˜ of H in F˜ . Also the image N˜
of N is the normal closure in H˜ of the image S˜ of S, and M˜ ≤ N˜ .
We now recall Shmelkin’s embedding theorem [Sh]. Shmelkin introduced
verbal wreath products and embeded groups of the form F/V (H) into them.
Here we adopt his construction to the variety V = N
c
of all c-nilpotent groups.
Let X = {xi}i∈I be a free basis of F , H a normal subgroup in F , and
G = F/H . We denote by Y the alphabet {yi,g}i∈I,g∈G. Let E denote the free
c-nilpotent group with basis Y , i.e., the factor group of the (absolutely) free
group F (Y ) over γc+1(F (Y )). The group E is free in the variety N c of all
nilpotent groups of class ≤ c, and we regard Y as the free basis of E too. We
have the right action ◦ of G on Y given by the rule yi,g ◦ g′ = yi,gg′ for every
g′ ∈ G. It defines the semidirect product W = G · E with the action of G
on E by conjugation: (g′)−1yi,gg′ = yi,gg′ . (W is called the c-nilpotent wreath
product of F/γc+1(F ) and G.)
Shmelkin considers the homomorphism µ : F → W defined on the free
generators by xi 7→ x¯iyi,1, where x¯i is the canonical image of xi in G and the
second subscript in yi,1 is the identity of the group G. His theorem asserts that
ker(µ) = γc+1(H), and so we may regard µ as an embedding F˜ →֒W.
It follows from the above definition that (1) µ(H˜) is a subgroup of E, (2)
µ(F˜ )E =W, and so the following diagram is commutative.
1 −→ H˜ −→ F˜ −→ G −→ 1
↓ ↓ µ ↓ id
1 −→ E −→ W −→ G −→ 1
Property (1) implies that µ(M˜) belongs to the normal closure of the finite
set µ(S˜) in E. Property (2) means that µ(M˜) is a normal subgroup of W
because it is normalized by µ(F˜ ) and, being a part of the central subgroup
µ(γc(H˜)) ≤ γc(E) of E, it is also normalized by E.
Since E is free nilpotent, for every subset Z ⊂ Y , we have the endomor-
phism αZ of E killing all the generators from Z and leaving fixed the generators
from Y \Z. Since the set µ(S˜) is finite, we can fix a finite subset Z so that
αZ(〈µ(S˜)〉E) = 1, and therefore αZ(µ(M˜ )) = 1.
Let J ⊂ G denote the finite set of second indices in the generators yi,g ∈ Z.
Since the group G is infinite, one can find an element g′ ∈ G such that the set of
the second indices Jg′ for all yi,gg′ ∈ Z ′ = g′−1Zg′ is disjoint with J. However,
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being normal in W, the subgroup µ(M˜) belongs to the normal closure in E of
both S˜ and g′−1S˜g′, and so both endomorphisms αZ and αZ′ kill µ(M˜).
On the one hand, arguing in this way we can find infinitely many disjoint
subsets Z,Z ′, Z ′′, . . . of G such that each of the endomorphism αZ , αZ′ , αZ′ , . . .
kills the subgroup µ(M˜). On the other hand, every word w in Y involves no
letters from one of these sets, and so it is left fixed by one of the listed endo-
morphisms. Thus µ(M˜) and M˜ are trivial groups, a contradiction. ✷
Remark 2.1. Below we will use that for the subgroup N defined in the for-
mulation of Theorem 1.1 and for any nontrivial normal subgroup M of F , we
have [M : M ∩ N ] = ∞. Indeed, if this index were n < ∞, then the subgroup
generated by all the (n!)-th powers of the elements of M would be a nontrivial
normal in F subgroup contained in N, contrary to Theorem 1.1.
Remark 2.2. If |F/H | <∞, then for any g ∈ H and a transversal T of H in
F (where F is any group), we can take the finite set S = {t−1gt | t ∈ T }. Then
the normal closure of S in H is normal in F as well.
If, in addition, F is free, then the normal closure L in H of any single ele-
ment g ∈ H\{1} contains a nontrivial normal in F subgroup, namely ∩t∈T t−1Lt
since the intersection of finitely many nontrivial normal subgroups of the free
group H is nontrivial.
Proof of Corollary 1.2. We will use that the intersections K ∩ L of two
nontrivial subnormal subgroups of a free group F is nontrivial. Indeed, let
K = Ks and L = Lt be the members of two subnormal series F = K0 ⊲K1 ⊲ . . .
and F = L0 ⊲ L1 ⊲ . . . . We will induct on s+ t with obvious base if min(s, t) =
0. Assume now that s, t ≥ 1. Then the intersection Ks ∩ Lt is equal to the
intersection R ∩ Q of R = Ks−1 ∩ Lt and Q = Ks ∩ Lt−1. Both R and Q are
non-trivial by the inductive hypothesis and normal in the free groupKs−1∩Lt−1.
Since the intersection of nontrivial normal subgroups is nontrivial in a free group,
the induction is completed.
Now let F ⊲M1⊲· · ·⊲Mℓ be an arbitrary subnormal series in F with nontrivial
terms. To prove Corollary 1.2, we need to show that Mℓ is not contained in
H(ℓ).
We first observe that setting Ni = H(i− 1) ∩Mi, (i = 1, 2, . . . , and H(0) =
H), the series F ⊲N1 ⊲ N2 ⊲ . . . is also a subnormal series. It was notices above
that the subgroups Ni-s are all non-trivial. As a result, proving Corollary 1.2,
we may assume that Mi ≤ H(i − 1) for every i. So we need to prove that
Mℓ is not contained in H(ℓ). Moreover, we will show (to use induction on ℓ)
that [Mℓ : Mℓ ∩ H(ℓ)] = ∞. This is true for ℓ = 1 by Remark 2.1. Then we
assume that ℓ ≥ 2 and the inductive hypothesis is true for ℓ − 1. Proving by
contradiction, assume that [Mℓ : Mℓ ∩H(ℓ)] <∞.
Let R be the normal closure ofMℓ in H(ℓ−1). Note that the normal closure
of the intersection Mℓ ∩ H(ℓ) is contained in the normal closure H(ℓ) of the
finite set S in H(ℓ − 1). Since the index [Mℓ : Mℓ ∩ H(ℓ)] is finite, it follows
that R is also contained in the normal closure of a finite set T in H(ℓ− 1).
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Taking into account the inclusion Mℓ−1 ≤ H(ℓ − 2) we see that Mℓ−1 nor-
malizes both Mℓ and H(ℓ−1). Hence Mℓ−1 is contained in the normalizer of R.
Therefore R is a normal subgroup in the free subgroup E =Mℓ−1H(ℓ− 1). By
Theorem 1.1 applied to E and to its normal subgroup H(ℓ−1), the factorgroup
Mℓ−1H(ℓ − 1)/H(ℓ − 1) ∼= Mℓ−1/(Mℓ−1 ∩ H(ℓ − 1)) is finite, a contradiction
with the inductive hypothesis. The corollary is proved. ✷
Proof of Corollary 1.3. The normal closure H of g has infinite index in
F (even modulo the derived subgroup F ′) since the free rank of F is greater
than 1. So 〈g〉Fℓ+1 = 〈g〉Hℓ contains no nontrivial ℓ-subnormal in F subgroups
by Corollary 1.2. ✷
3 Existence of the e.g. rate.
Proof of Lemma 1.6. Let Γ be a connected graph, where for every edge e,
there exists a unique inverse edge e−1 6= e, and (e−1)−1 = e. We will fix any
vertex o in Γ and denote by ϕ(n) = ϕo(n) the number of reduced closed paths
p = e1 . . . ek of lengths |p| = k ≤ n with p− = p+ = o. Here and further in the
paper, we denote by p− the original vertex (e1)− of the edge e1 and denote by
p+ the terminal vertex (ek)+ of ek.
The well-known construction of the free basis in the fundamental group π1(Γ)
is the following (e.g., see [LS], III.2). At first one chooses a maximal subtree
T in Γ; there are no reduced closed paths of positive length in T . The tree T
contains all the vertices of Γ. For every vertex v, we denote by p(v) the unique
reduced path in T connecting the base point o and v. Denote by E the set
of edges of Γ which are not in the tree T . The free basis of the fundamental
group π1(Γ) is given by the paths qe = p(e−)ep(e+)−1, where e ∈ E. Note
that qe−1 = (qe)
−1, and we call a product qe1 . . . qes proper if ei−1 6= e−1i for
i = 2, . . . , s. Thus, every closed reduced path q starting at o is 1-homotopic to a
unique proper product qe1 . . . qes ; in other words, q results from such a product
after a number of cancelations of the edges from T while the edges e1, . . . , es
remain untouched by the cancelations; in particular |q| ≥ s.
We may assume that the set E has at least two edges e and e′, where
e′ 6= e±1. Indeed, otherwise the group π1(Γ) is cyclic, arbitrary proper product
is a power of qe, the function ϕ(n) is bounded by a linear function, and so
limn→∞ n
√
ϕ(n) = 0. Now we fix those two edges and choose an integer c ≥
max(|qe|, |qe′ |).
Let s and t be nonnegative integers and the proper products qe1 ...qem and
qf1 ...qfn represent two reduced loops p and q of lengths ≤ s and ≤ t, respectively.
One can choose an edge f ∈ {e±1, e′±1} so that f 6= e−1m and f 6= f−11 . Then the
product qe1 ...qemqfqf1 ...qfn is proper and represents a loop of length ≤ s+ t+ c.
Thus, given a pair (p, q) of reduced paths of length ≤ s and ≤ t in Γ, we
correspond a reduced form z of qe1 ...qemqfqf1 ...qfn with length ≤ s+ t+ c. This
mapping is not injective, since although the proper decomposition of a proper
product representing z is unique, still there is a choice for the middle factor
qf in a product qe1 ...qemqfqf1 ...qfn . But the number of such options does not
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exceed s+ 1 since m ≤ s. It follows that
ϕ(s)ϕ(t) ≤ (s+ 1)ϕ(s+ t+ c) (1)
for a constant c and any s, t.
On the one hand, the number of arbitrary paths of length at most n starting
at o is bounded by an exponential function of n since the degrees of the vertices
in Γ are bounded. Therefore the function ϕ(n) is bounded from above by an
exponential one. On the other hand, the number of the proper products of
the paths qe±1 and q(e′)±1 with n factors is bounded from below by 3
n. Since
different proper products provide us with different reduced forms of length ≤ cn,
we have the inequalities ϕ(n) ≥ 3⌊c−1n⌋ for all n ≥ 0. It follows that there exists
a finite upper limit a = lim supn→∞
n
√
ϕ(n) and a > 1. We set an =
n
√
ϕ(n),
and therefore lim supn→∞ an = a > 1.
Now, given any ε ∈ (0, a−1), one can find and fix an integer s ≥ 1 such that
|(s+ 1)−1/sas − a| < ε/3 and (a− 2ε/3)
s+c
s < a− ε/3 (2)
because lims→∞(s+ 1)−1/s = 1 and lims→∞ s+cs = 1.
Arbitrary integer n can be presented in the form n = q(s+ c) + r for some
integers q and r with 0 ≤ r < s + c. Observe that for any large enough n, we
have
(a− 2ε/3)n−s−c > (a− ε)n, (3)
Since φ(t) ≥ φ(t′) for t ≥ t′, we obtain from the inequality (1):
ϕ(n) ≥ ϕ(q(s+ c)) ≥ (s+1)−1ϕ(s)ϕ((q− 1)(s+ c)) ≥ · · · ≥ (s+1)−qϕ(s)q (4)
The right-hand side of (4) is equal to (as(s + 1)
−1/s)sq by the definition of
as. So for every sufficiently large n, it follows from (4), (2), (3), and from the
inequality r < s+ c that
ϕ(n) ≥ (as(s+ 1)−1/s)sq ≥ (a− ε/3)sq ≥ (a− 2ε/3)(s+c)q
= (a− 2ε/3)n−r > (a− 2ε/3)n−s−c > (a− ε)n
Thus an > a − ε for every large enough n. Since ε can be arbitrary small,
we conclude that a = limn→∞ an. The first assertion of Lemma 1.6 is proved.
If there is a path p connecting two vertices o and o′ of Γ, then to any reduced
closed path q′ at o′ (i.e., starting and terminating at o′), one can correspond
the reduced form q of the path pq′p−1 at o. Since this mapping is injective and
|q| ≤ |q′|+ 2ℓ, where ℓ = |p|, we have ϕo′(n) ≤ ϕo(n+ 2ℓ), whence
lim
n→∞
n
√
ϕo′(n) ≤ lim sup
n→∞
n
√
ϕo(n+ 2ℓ) = lim sup
n→∞
n+2ℓ
√
ϕo(n+ 2ℓ) =
= lim sup
n→∞
n
√
ϕo(n) = lim
n→∞
n
√
ϕo(n)
Similarly we have the opposite inequality, and the second claim of the lemma is
proved too. ✷
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Proof of Theorem 1.5. Recall that the cosets Hg are the vertices of the
coset graph Γ of a subgroup H ≤ F (X), and for every x ∈ X±1, every coset
Hg is connected by an edge e with the coset Hgx. The edge e is labeled by x,
and the inverse edge is labeled by x−1. Hence a path p = e1 . . . es is reduced in
Γ if and only if its label Lab(p) ≡ Lab(e1) . . .Lab(es) is a reduced word. (We
use the sign ’≡’ for letter-by-letter equality of words.) A path p starting at the
vertex H is closed if and only if H Lab(p) = H, i.e., iff the label of p represents
an element from H . Therefore the number of elements in H with length at most
n is equal to the number of reduced closed paths in Γ starting at H and having
length at most n. Now the statement of Theorem 1.5 follows from Lemma 1.6
since the degrees off all vertices in Γ are equal to 2m, where m = #X. ✷
Remark 3.1. It may happen in a non-free finitely generated group G that
lim supn→∞
n
√
gH(n) > 1 while lim infn→∞ n
√
gH(n) = 1 for the growth function
gH(n) of a subgroup H ≤ G with respect to arbitrary finite set of generators of
G, and so the e.g. rate limn→∞ n
√
gH(n) does not exist.
This follows from the description of growth functions given in Theorem 2.1
(3) of [DO]; moreover the counter-example H can be chosen as a cyclic subgroup
of a solvable group G with lim infn→∞ gH(n)/n1+ε = 0 for every ε > 0 .
4 H-diagrams and subnormal closures of a single
element.
Recall that a van Kampen diagram ∆ over an alphabet X is a finite, oriented,
connected and simply-connected, planar 2-complex endowed with a labeling
function Lab : E(∆) → X±1, where E(∆) denotes the set of oriented edges of
∆, such that Lab(e−1) ≡ Lab(e)−1. Given a face (that is a 2-cell) Π of ∆, we
denote by ∂Π the boundary of Π; similarly, ∂∆ denotes the boundary of ∆. An
additional requirement for a diagram over a presentation G = 〈X | R〉 (or just
over the group G given by this presentation) is that the label of any face Π of
∆ is equal to a word R±1, where R ∈ R. This implies that there is a base point
o(Π) on the boundary ∂Π of every face Π, and one read the boundary label of
Π starting with the vertex o(Π). Labels and lengths of paths are defined as in
Section 3.
The van Kampen Lemma states that a word w over the alphabet X±1 rep-
resents the identity in the group G (i.e., w belongs to the normal closure of the
set R in the free group F (X)) if and only if there exists a diagram ∆ over G
such that Lab(∂∆) ≡ w. This implies that one reads the boundary label of ∆
starting with the base point o(∆) which is a vertex on the boundary of ∆. (See
[LS], Ch. 5, Theorem 1.1 or [O], Section 11. The above definition is closer to
[O] since the edge labels are just letters, whereas such labels are words in [LS].)
If a diagram ∆ has a pair of faces Π1 and Π2 whose boundaries share an edge
e, and the labels of the boundaries ∂Π1 and ∂Π2 coincide when they are read,
respectively, clockwise and counter-clockwise starting with e, then the diagram
∆ is non-reduced. A diagram is called reduced if it has no such pairs of faces.
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One can replace the word “diagram” by “reduced diagram” in the formulation
of the van Kampen Lemma ([LS], Ch. 5 or [O], Theorem 11.1).
However we want to analyze the words in the alphabet X±1 belonging to
the normal closure of a subset R in a subgroup H ≤ F (X), not in the whole
F (X). With this purpose, we will modify the classical notion of diagram (where
H = F (X)) as follows.
Definition 4.1. Let ∆ be a diagram over a presentation G = 〈X | R〉 and let
R ⊂ H, where H is a subgroup of the free group F = F (X). Then we say ∆ is
an H-diagram if for arbitrary its face Π, every path p(Π) connecting the base
points o(∆) and o(Π) has the label Lab(p(Π)) equal in F to an element of the
subgroup H.
It follows that every path of an H-diagram connecting two vertices o(Π) and
o(Π′) has label in H as well.
Lemma 4.2. (1) The boundary label of an H-diagram ∆ represents an element
of the normal closure N = 〈R〉H of the set R in the subgroup H.
(2) For every word w representing an element of N , there is a reduced H-
diagram over the presentation G = 〈X | R〉 whose boundary label is letter-by-
letter equal to w.
Proof. (1) If ∆ has no faces, then its boundary label is trivial in F , and it is
nothing to prove. Then we induct on the number of faces f in ∆ assuming
that f ≥ 1. One can cut off one face from ∆; in other words, there are two
subdiagrams ∆1 and ∆2 with the base points o(∆1) = o(∆2) = o(∆) such that
∆1 has one face, ∆2 has f − 1 faces, and the boundary label w of ∆ is equal in
F to the product of the boundary labels w1 and w2 of ∆1 and ∆2, respectively
(see Fig.1).
✬
✫
✩
✪
✄✂ ✁
✦✦
Π
r q
♣
∆
∆1
∆2
o(∆)
o(Π)
v
r
o(∆)
o(Π)
Figure 1: Splitting of the diagram ∆
Moreover, w1 is the product vR
±1v−1, where R ∈ R and v is the label of a
simple path connecting o(∆) with the vertex o(Π) of the face Π of ∆1. Hence
v ∈ H and w1 ∈ N . The word w2 is in N by the inductive hypothesis, and so
w = w1w2 ∈ N too.
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(2) Since w ∈ N , the word w must be equal in H (and in F ) to a product
v ≡ ∏mi=1 viR±1i v−1i , where Ri ∈ R and vi ∈ H . Therefore one can construct
a diagram Γ as a “bouquet” of one-faced subdiagrams Γi (i = 1, . . . ,m) with
faces Πi having boundary labels R
±1
i , where o(Γ) is connected with o(Πi) by a
simple path p(o(Πi)) labeled by the word vi.
Since arbitrary closed path of Γ starting at o(Γ) is homotopic in the 1-
skeleton of Γ, to some product of the boundary labels (and inverses) of the
subdiagrams Γi-s, its label belongs to N. It follows that the labels of any paths
connecting o(Γ) with o(Πi) belong to the same right coset of N in F. Since
Lab(p(o(Πi))) ≡ vi ∈ H, for every i, the labels of all paths going from o(Γ) to
o(Πi)-s belong to H too. Therefore Γ is an H-diagram.
The words w and v are freely equal. So one can modify Γ by a number
of elementary transformations and obtain a diagram ∆ with boundary label w.
Every such a transformation either identifies a boundary edge e with the inverse
of the subsequent edge or inserts a pinch ee−1 in the boundary path. It is clear
that every path from o to o(Πi) in the modified diagrams have the same label
in F as a path in the original diagram. So ∆ is an H-diagram too.
Suppose the diagram ∆ is not reduced, i.e., it has a pair of “mirror” faces
with the common edge e as defined above. Then these two faces can be “can-
celed”, which gives a diagram ∆′ with the same boundary label and with fewer
faces. (One removes these two cells and the edge e from ∆ and then sews up
the hole using that the boundary label of the hole is trivial in F . More accurate
details are provided in [O], Section 11.) However it is easy to see that every
path p′ connecting o(∆′) and o(Πi) in ∆′ has the same label in F as a suitable
path p in ∆ connecting o(∆) with o(Πi) (See the end of Chapter 4 [O] either,
where the way to construct p for a given p′ is described.) Hence ∆′ is also an
H-diagram. Thus in a number of steps, one gets a reduced H-diagram with
boundary label w.
Proof of Theorem 1.4. Part(1). One may assume that g 6= 1. Suppose
that h ∈ ∩∞ℓ=1〈g〉Fℓ . Note that for any ℓ ≥ 1, the subgroup 〈g〉γℓ+1(F ) is ℓ-
subnormal in F due to the subnormal series
F = 〈g〉γ1(F ) ≥ 〈g〉γ2(F ) ≥ · · · ≥ 〈g〉γℓ+1(F )
Therefore 〈g〉Fℓ ≤ 〈g〉γℓ+1(F ), and so h ∈ 〈g〉γℓ+1(F ) for every ℓ ≥ 1.
Hence we obtain the series of equalities h = gnℓuℓ, where uℓ ∈ γℓ+1(F ).
Thus, gnℓ−nk ∈ γℓ+1(F ) for all k ≥ ℓ ≥ 1. But 〈g〉 ∩ γℓ+1(F ) = 1 for all large
enough ℓ since ∩∞ℓ=1γℓ+1(F ) = 1 and the factor-groups F/γℓ+1(F ) are torsion
free (see [MKS], Ch. 5). Therefore there is ℓ such that nℓ = nℓ+1 = . . . , and so
uℓ = uℓ+1 = · · · ∈ ∩∞i=ℓγi+1(F ) = 1. Hence h = gnℓ , which proves the first part
of Theorem 1.4.
Part (2). One may assume that the word g = g(x1, . . . , xm) is nonempty
and cyclically reduced because a conjugation can increase the lengths of all
words at most by a constant. To continue, we need
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Lemma 4.3. There is a natural number ℓ0 = ℓ0(g) such that the length of
arbitrary element h ∈ 〈g〉Fℓ \〈g〉 is at least |g| provided ℓ ≥ ℓ0.
Proof. As in part (1) of the proof of Theorem 1.4, we have 〈g〉 ∩ γl+1(Fm) = 1
if ℓ is large enough and h = gnu for some integer n and u ∈ γℓ+1(F ).
If n = 0, then h ∈ γℓ+1(F ), and according to Fox’ estimate ([Fo], Lemma
4.2) of the lengths of nontrivial elements in the terms of the lower central series
of free groups, we have |h| ≥ (ℓ + 1)/2 ≥ |g| provided ℓ0 ≥ 2|g| − 1.
If n 6= 0, we consider the epimorphism φ : F → Fm identical on x1, . . . , xm
and trivial on other free generators of F . Obviously, we obtain φ(g) = g,
φ(〈g〉Fi ) = 〈g〉Fmi and φ(γi(F )) = γi(Fm) for every i, and so φ(〈g〉)∩γℓ+1(Fm) =
1. It follows that h′ = φ(h) = φ(gn)φ(u) ∈ 〈g〉Fmℓ \{1}.
Since there are finitely many elements of length ≤ |g| in Fm, we can derive
from part (1) that |h| ≥ |h′| ≥ |g| if ℓ0 is sufficiently large and h′ /∈ 〈g〉. If
h′ ∈ 〈g〉, then |h′| ≥ |g| and so |h| ≥ |h′| ≥ |g| as well.
Thus, the desired choice of ℓ0 is possible, and the lemma is proved.
To complete the proof of Theorem 1.4 (2), we choose ℓ0 in accordance with
Lemma 4.3 and define c = 2−ℓ0. Then the assertion of Theorem 1.4 holds for
ℓ ≤ ℓ0, and proving by induction on ℓ one may assume that ℓ > ℓ0.
Suppose h is a reduced word from 〈g〉Fℓ \〈g〉. By Lemma 4.2 (2), there is a
reduced H-diagram ∆ with boundary label h, where H = 〈g〉Fℓ−1.
At first we assume that ∆ has only one face Π, and so the boundary path
is of the form pqp−1, where |q| = |∂Π| = |g| and |p| ≥ 0. The vertex p+ can be
connected with the base point of Π by a path r of length ≤ |g|/2. Therefore the
word h is freely equal to Lab(pr)g±1 Lab(pr)−1. By the definition ofH-diagram,
Lab(pr) ∈ H. But the word Lab(pr) does not belong to 〈g〉 since h /∈ 〈g〉. Hence
by the inductive hypothesis, |pr| ≥ c2l−1, and so |p| ≥ c2l−1 − |g|/2, whence
|h| = 2|p|+ |g| ≥ c2l, as required. Thus, one may assume further that ∆ has at
least two faces.
We claim that in ∆, no face Π1 is attached to a face Π2 along an edge e.
Indeed, otherwise the base points o(Π1) and o(Π2) are connected in ∂Π1 ∪ ∂Π2
by a path t of length < |g|. Since ∆ is an H-diagram, the choice of ℓ0 implies
that Lab(t) is freely equal to 1. In other words, the vertex e− becomes the base
point of both Π1 and Π2 if one replace g by a cyclic permutation g
′. It follows
that either the diagram ∆ is not reduced or g′ starts with Lab(e) and ends with
Lab(e)−1. The former case is impossible, the latter one means that the word g
is not cyclically reduced, a contradiction again.
Now we present the boundary path p of ∆ as t0r1t1 . . . rktk, where r1, . . . , rk
are subpaths of positive length in the boundaries of the faces of ∆, and any edge
e of t0, . . . , tk is a bridge edge i.e., the edge e
−1 also occurs in the boundary
path of ∆. (Some ti-s may have zero length.) It is easy to see that e and e
−1
cannot occur in the same path ti. Since ∆ has at least two faces and the faces
do not share boundary edges, we obtain for any i ≤ k that
|p| ≥ 2|ti|+ 2|g| (5)
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Since every ri is a boundary arc of a face, one can find a path r¯i = r
′
irir
′′
i
on the boundary of this face starting and ending at its base point, such that
|r′i|, |r′′i | ≤ |g|/2. Note that Lab(r¯i) ∈ 〈g〉. Let t¯i = (r′′i )−1ti(r′i+1)−1, where r′′0
and r′k+1 have length 0. Then the path p¯ = t¯0r¯1t¯1 . . . r¯k t¯k has the same labels
in F as p, and Lab(t¯i) ∈ H for every i since ∆ is an H-diagram.
If Lab(t¯i) ∈ 〈g〉 for every i, then Lab(p¯) and Lab(p) ≡ h belong to 〈g〉
too, a contradiction. Therefore Lab(t¯i) /∈ 〈g〉 for some i, and by the inductive
hypothesis, |t¯i| ≥ c2l−1. Hence |ti| ≥ c2l−1 − |r′′i | − |r′i| ≥ c2l−1 − |g|. Therefore
by (5), we have |h| = |p| ≥ 2(c2l−1 − |g|) + 2|g| = c2l, which completes the
induction. ✷
5 The growth of subnormal subgroups in Fm.
In this section, we treat presentations with only one relation: G = 〈X | xd〉 ,
where d ≥ 1 and x ∈ X. Note that if ∆ is a reduced diagram over G, then the
boundaries of two distinct faces of ∆ cannot share an edge. In other words, ∆
has only boundary edges and has no inner edges. In particular, the perimeter
|∂∆| is at least fd, where f is the number of faces in ∆.
Erasing all edge labels in a diagram one obtains a map that is an (unlabeled)
finite, oriented, plane, connected, and simply-connected 2-complex with a base
point and with a base point for every face. Here we say that two diagrams have
equal types if there is an isomorphism between the corresponding maps.
The diagrams under consideration may have non-reduced boundary paths
since we need such diagrams for inductive estimates.
Lemma 5.1. Let n ≥ d ≥ 12 and σ = 16(log2 d)/d. Then there exists less than
2σn types of reduced diagrams ∆ over G = 〈X | xd〉 such that the boundary path
q of ∆ is a product of at most 3 reduced subpaths and |q| = n.
Proof. Every diagram ∆ under consideration is constructed from several faces
Π1,Π2, . . . and bridges. By definition, a bridge is a subpath p of positive length
in q (more accurately, it is the pair (p, p−1)) such that p−1 is also a subpath of
the same path q. (There are 5 faces and 4 maximal bridges p1, p2, p3, and p4
in Fig. 2.)
To code all possible maps up to isomorphism, we first enumerate the consec-
utive edges of q as e1, . . . , en. Then we move along q and place pairs of brackets
as follows. If our next edge ei is the first edge of a maximal bridge p, then we
place a left round bracket right before ei and a right round bracket after the last
edge of p−1. Similarly, if ei is the first edge of the boundary of a face Πj (i.e.,
e1, . . . , ei−1 do not belong to ∂Πj), then we place a left square bracket before
ei and the right square bracket after the last edge of q belonging to ∂Πj .
The brackets restore the map up to isomorphism. Indeed, if q has a vertex
of degree one different of q− = q+, then it is the end of a bridge p = ei . . . ei+k−1 ,
and so we should have a pair of round brackets . . . (ei . . . ei+k−1ei+k . . . ei+2k−1) . . .
and no brackets between them. Such an arrangement restores the bridge p. If
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Figure 2: Faces and bridges in a diagram over G
we remove p from ∆ and (pp−1) from its boundary path, then we decrease the
number of bridges and restore the whole map by induction. If there are no such
vertices of degree 1, then since the map is simply connected and there are no
inner edges in ∆, there should be a face Πj attached to the remaining part of
the map at one vertex only. Hence the corresponding to Πj part of the bound-
ary has the form [ei . . . ei+d−1] without brackets in the middle. So this pair of
brackets defines the (unlabeled) boundary of some face. If we remove Πj from
∆ and [ei . . . ei+d−1] from its boundary, then we decrease the number of faces,
and the whole map ∆ restores by induction (but this moment, only up to the
base points of the faces).
The number of faces in ∆ is at most n/d. If there are no vertices of degree
1 in ∆ except for q−, the number of maximal bridges is less than twice the
number of the faces because ∆ is a simply connected map. There can be at
most one or two additional vertices of degree 1 since q is a product of at most 3
reduced paths. But these vertices can increase the number of bridges by at most
4. Thus we have at most (2n+ 3d)/d ≤ 5n/d pairs of round brackets placed in
the sequence 1, . . . , n.
If the number of pairs of square brackets is r then the number of the symbols
after bracketing is n+2r, and so to obtain all the brackets, one declares r symbols
as left square brackets and r symbols as right ones. Hence the number of square
bracket arrangements is less than
(n+ 2r)!
(n+ r)!r!
× (n+ r)!
n!r!
=
(n+ 2r)!
n!(r!)2
Similarly, if the number of pairs of round brackets is s, then the number of
their different arrangements is less than (n+2r+2s)!(n+2r)!(s!)2 . The product of these two
fractions is (n+2r+2s)!n!(r!)2(s!)2 , which is less than
(2n)2r+2s
(r!)2(s!)2 , since for n ≥ d ≥ 12, we
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have 2r + 2s ≤ 2nd + 2(2n+3d)d ≤ n. In turn,
(2n)2r+2s
(r!)2(s!)2
<
(
2ne
r
)2r
×
(
2ne
s
)2s
(6)
since r! >
(
r
e
)r
and s! >
(
s
e
)s
by well-known Stirling’s inequality. Our next
estimate of the product (6) uses that the functions
(
a
x
)x
increase on the intervals
(0; a/e). So replacing r by n/d and s by 5n/d at the right-hand side of (6), we
obtain the upper bound (2ed)2n/d(2ed/5)10n/d < 90d12n/d. Therefore for fixed
r and s, we have that the number of bracket arrangements L(r, s) is less than
90d12n/d. Hence∑
r≤n/d,s≤5n/d
L(r, s) < 90(12(n/d)2)d12n/d < d15n/d = 215(log2 d)n/d (7)
There are at most d ways to chose the base point of a face, i.e., at most dn/d =
2nd
−1 log2 d ways for all the faces. Taking (7) into account, we get less than
216(log2 d)n/d possible types, as required.
Now we need a condition depending on three parameters but helpful for
the further argument since it is adjusted to H-diagrams and survives after the
inductive steps in the proof of Theorem 1.8.
Let H be a subgroup of the free group F = F (X) = F (x1, . . . , xm).
Definition 5.2. We say that the property P (d, µ, ρ) holds for H, where d ≥ 12
is a positive integer and µ, ρ are positive numbers, if
(1) H contains xd for some x ∈ X;
(2) for any n ≥ 1, any reduced words u, v ∈ F and any letter y ∈ X±1, there
are at most 2ρn reduced words w of length n ≥ 1 over X±1 such that
(a) |w| ≥ µ(|u|+ |v|),
(b) the product uwv belongs to H, and
(c) the first letter of w is not y.
Lemma 5.3. If a subgroup H ≤ F satisfies the condition P (d, µ, ρ), then the
condition P (d, µ′, ρ′) holds for the normal closure N of xd in H, where µ′ = µ1/2
and
ρ′ = ρ/2 + σ(1 + µ−1/2) + (1 + µ−1/2)d−1 + 2(µ+ µ1/2) log2(2m− 1)
with σ defined in Lemma 5.1.
Proof. We should verify the second part of P (d, µ′, ρ′) for N , and so the letter y
is now fixed. By Lemma 4.2 (2), for any words u, v, and w satisfying the parts
(2a) – (2c) with the parameter µ′, there is a reduced H-diagram ∆ over the
presentationG = 〈X | xd〉 whose boundary label is uwv. If |w| = n < d−|u|−|v|,
then the perimeter of ∆ is less than d, and so ∆ has no faces at all. It follows
that uwv = 1 in H , i.e., there is only one solution w = u−1v, and we are done
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since 1 < 2ρ
′
. Hence we may assume further that n ≥ d − |u| − |v|, and so
|∂∆| ≥ d.
The perimeter of ∆ is at most (1 + (µ′)−1)n by (2a), and so the number
of possible types of such diagrams ∆ is less than 2σ(1+(µ
′)−1)n by Lemma 5.1,
because everyH-diagram is a diagram overG. Below we consider an H-diagram
of a fixed type with the reduced boundary path q = q1pq2, where q1 and q2 are
labeled by u and v, respectively, and |p| = n. Our goal is to estimate the number
of possible labels for p in all such H-diagrams of the given type.
Starting with a base point o(Π) of a face Π and going clockwise along ∂Π
one can read either xd or x−d. Therefore there are at most 2(1+(µ
′)−1)n/d ways to
label the boundaries of all the faces in ∆. It remains to estimate the number of
possible ways to label the bridge edges of ∆ belonging to p under the assumption
that the boundaries of the faces are already labeled and their base points are
fixed.
The unlabeled edges of p belong to the union of maximal subpaths p0, p1..., ps
of q, connecting different faces or connecting the base point o of ∆ with a face.
Note that s ≤ 2f , where f is the number of faces in ∆ since the diagram
is simply-connected. We will subsequently prescribe the labels to the unlabel
edges of p0, p1, . . . and estimate the number of possibilities for Lab(pi) under
the condition that the paths p0, ..., pi−1 are completely labeled (i ≥ 0). Some of
the edges of pi could be labeled at previous steps being edges of q
±1
1 or q
±1
2 , or
p−1j , where j < i. However since ∆ is simply-connected, we have a factorization
pi = p
′p′′p′′′ (the lengths of some factors can be 0), where every edge of p′ and
p′′′ has been labeled before the beginning of the i-th step and every edge of p′′
is yet unlabeled at this stage. Now we consider two cases.
Case 1: The path p′′ is ‘long’: |p′′| ≥ µ(|p′| + |p′′′| + d) if pi connects two
faces or |p′′| ≥ µ(|p′| + |p′′′| + d/2) if it connects the base point o(∆) with a
face. If the vertex (pi)− belongs to some face Π, then one can find a path z′
of length ≤ d/2 connecting the base point oΠ and (pi)−. Similarly, the vertex
(pi)+ can be connected with a base point oΠ′ by a path z
′′′ of length ≤ d/2.
Thus by the definition of H-diagram, Lab(z′p′) Lab(p′′) Lab(p′′′z′′′) ∈ H , and
the word w0 ≡ Lab(p′′) satisfies the condition u0w0v0 ∈ H , where u0 and v0 are
the reduced forms of the words Lab(z′p′) and Lab(p′′′z′′′), respectively, and so
|u0|+ |v0| ≥ |p′|+ |p′′′| − d and
|w0| = |p′′| ≥ µ(|p′|+ |p′′′|+ d) ≥ µ(|u0|+ |v0|)
Now, applying the condition P (d, µ, ρ) to H with the triple u0, w0, v0, one
should name a prohibited first letter y0 of the word w0. It is the letter y
distinguished above if p′′ is just the beginning of the path p. Otherwise, since
the word w should be reduced, y0 is the inverse letter to the last letter of the
labeled (by this stage) beginning of the path p. So the number of possible labels
for p′′ is less than 2ρ|p
′′|. The same estimate works if (pi)− or (pi)+ coincides
with the base point of ∆ since we have |z′| = 0 or |z′′′| = 0 in these cases.
Case 2: The path p′′ is short (= not long). Then we just bound the number
of possible labels for p′′ by the number of reduced words over X±1 with the
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restriction of the form y′′ 6= y0 for the first letter y′′ of Lab(p′′). Hence the
upper bounds in the two subcases for the labels of p′′, depending on whether pi
connects two faces or not, are (2m−1)µ(|p′|+|p′′′|+d) and (2m−1)µ(|p′|+|p′′′|+d/2),
respectively.
The total length of all short paths p′′i does not exceed µ(|p0|+· · ·+|ps|+2fd)
since s ≤ 2f . Hence it does not exceed 2µ|∂∆| ≤ 2µ(1 + (µ′)−1)n. So the
total number of choices of the labels we have in all short cases does not exceed
(2m− 1)2µ(1+(µ′)−1)n.
The sum of length of all unlabeled p′′i -s over all long cases does not exceed
|p|/2 = n/2 since if e is an unlabeled edge of p, then e−1 must also occur in
the path p (but not in p′′i ) and it is also unlabeled for the i-th step; so this
step decreases the number of unlabeled edges in p by 2|p′′i |. Therefore the total
number of options over all long cases is less than
∏s
i=0 2
ρ|p′′i | ≤ 2ρn/2.
It remains to multiply the upper bounds obtained in the proof for the number
of types, the number of possible labels of faces, and the numbers of options one
has in long and short cases. As desired, this product is 2ρ
′n, by the definition
of ρ′.
Lemma 5.4. Let N = N(ℓ, d) denote the ℓ-subnormal closure of the power xd
in a free group F of rank m ≥ 1, where x is one of the free generators. Then
for every ε > 0 and µ′ ∈ (0, ε], there exists d0 ≥ 12 such that N satisfies the
condition P (d, µ′, 2−ℓlog2(2m− 1) + ε) provided d ≥ d0.
Proof. To prove the lemma by induction on ℓ, we set N(0, d) = F. Then the
statement of the lemma holds for ℓ = 0 since the number of reduced words of
length n over X±1 with the restriction of the form y 6= y0 for the first letter is
equal (2m − 1)n = 2n log2(2m−1). Assume now that ℓ ≥ 1, the statement holds
for ℓ− 1, and we have arbitrary ε > 0 and µ′ ∈ (0, ε].
One can choose a number µ so that
0 < µ ≤ min((µ′)2, ε/2) and (µ+ µ1/2) log2(2m− 1) < ε/8.
Then one can choose d1 so that for σ = 16(log2 d1)/d1, we have
σ < (1 + µ−1/2)−1ε/8 and (1 + µ−1/2)d−11 < ε/8
By the inductive hypothesis one can choose d0 ≥ d1 such that the property
P (d, µ, ρ) holds for the subgroup H = N(ℓ− 1, d) if
ρ = 2−ℓ+1log2(2m− 1) + ε and d ≥ d0
Now by Lemma 5.3, the property P (d, µ1/2, ρ′) holds for N = N(ℓ, d) if d ≥ d0
and
ρ′ = ρ/2 + ε/8 + ε/8 + ε/4 = 2−ℓ log2(2m− 1) + ε
Since this property allows us to increase the second parameter, we obtain
P (d, µ′, ρ′) for N(ℓ, d), as required.
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Proof of Theorem 1.8. Below we keep in mind Theorem 1.5.
Part (1). It suffices to prove that there are constants c > 0 and ψ > 2−l
such that the relative growth function gN of N in F satisfies the inequality
gN(n) > c(2m − 1)ψn for every n ≥ 0. For ℓ = 1 this assertion follows from
Lemma 1.7. Then we induct on ℓ and assume that ℓ ≥ 2. The subgroup N
is a normal subgroup of an ℓ − 1-subnormal subgroup H of F . It follows from
the inductive hypothesis that gH(n) > b(2m − 1)θn for every n ≥ 0 and some
constants θ > 2−ℓ+1 and b > 0.
Let u be a non trivial element of N and |u| = a for some a ≥ 1. Assume
that vuv−1 = v′u(v′)−1, where v, v′ ∈ H and |v|, |v′| ≤ n for some n. It follows
that v−1v′ belongs to the centralizer of u, which is a cyclic subgroup 〈u0〉 of
F (see [LS], I.2.19). The cyclic subgroup 〈u0〉 has at most 4n + 1 elements
of length ≤ 2n. Therefore for any v of length ≤ n, there are at most 4n + 1
distinct values of v′ with |v′| ≤ n and vuv−1 = v′u(v′)−1. It follows that the
number of distinct elements of N of the form vuv−1, where |v| ≤ n is at least
gH(n)/(4n + 1), where gH is the relative growth function of H in F . Since
|vuv−1| ≤ 2n + a, we conclude that gN(2n + a) ≥ (4n + 1)−1gH(n) for every
n ≥ 0. In other words,
gN(n) ≥ (2n)−1gH(⌊(n− a)/2⌋)
Here the right hand side is greater than b(2m − 1)θ⌊(n−a)/2⌋−log2m−1(2n). The
exponent is greater than ψn for any ψ ∈ (2−l, θ/2) and all sufficiently large
values of n. Hence there is a constant c = c(ψ) > 0 such that gN (n) > c(2m−
1)ψn for every n ≥ 0, and the assertion (1) is proved.
Remark 5.5. The above argument implies that αN ≥ α1/2H for any nontrivial
normal subgroup N of any subgroup H ≤ Fm.
Part (2). One may assume that m ≥ 2. Note that the restriction (2a) is
empty in the condition P (d, µ, ρ) if the words u and v are empty. Hence by
Lemma 5.4 (with µ′ = ε), for arbitrary ℓ ≥ 1 and ε > 0, we have a nontrivial
ℓ-subnormal subgroup N(ℓ, d) of F such that the number of reduced words of
length n in it with the restriction of the form y 6= y0 on the first letter does not
exceed (2m− 1)(2−ℓ+ε)n. Hence the number of all reduced words of length ≤ n
in this subgroup is at most 2(n+ 1)(2m− 1)(2−ℓ+ε)n. The (upper) limit of the
n-th roots of these values does not exceed (2m− 1)(2−ℓ+ε), and the theorem is
proved. ✷
6 Transversals to subnormal subgroups in Fm;
part (1) of Theorem 1.9.
Let H be a subgroup of the free group F = F (x, y, . . . ) and x ∈ H . We denote
by T the set of all reduced words w in the generators {x±1, y±1, . . . } satisfying
the following condition:
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Condition 6.1. If v is a prefix of w and v ∈ H, then vx±1 is not a prefix of
w.
Equivalently: If vx±1 is a prefix of w then v 6∈ H .
Let Y = T ∩H . An easy consequence of Condition 6.1 is as follows
Condition 6.2. A word from T (respectively, from Y ) does not start (resp.,
neither starts nor ends) with x±1.
Lemma 6.3. Let F , H, T and Y be as above. Denote by N the normal closure
of x in H. Then the following are true:
(a) the set {wxw−1| w ∈ Y } is the free basis of N ;
(b) every nontrivial element h ∈ N equals the reduced word of the form
u0x
k1u1x
k2 · · ·xks−1us−1xksus, (8)
where s ≥ 1, u0, . . . , us ∈ H, with u0 · · ·us = 1 in F , the words u1, . . . , us−1
are all non-empty, the words u0, . . . , us neither start nor end with x
±1, and
the exponents k1, . . . , ks are all nonzero;
(c) the reduced form of an element h ∈ N\{1, x, x−1}, viewed as an element
of F , can be written as v1v2v3, where v1 and v3 are some nonempty words
representing the elements of H;
(d) the set T is a right Schreier transversal of the subgroup N in F ; moreover,
each t ∈ T is a shortest element in the coset Nt.
Proof. (a) By definition, N is generated by the conjugates wxw−1, where w ∈ H .
Let us apply induction on the length of w to prove that N is generated by the
elements wxw−1 with w ∈ Y . If the reduced form of w has no prefixes of the
form vx±1 with v ∈ H , then w ∈ Y, and we are done. Otherwise, assume the
reduced form of w equals vx±1u, where v ∈ H . Then we have in F :
wxw−1 = vx±1uxu−1x∓1v−1 = (vx±1v−1)((vu)x(vu)−1)(vx∓1v−1).
Now the reduced forms of v and vu are shorter than w. By the assumption,
v ∈ H . Since each of the words vx±1u, v, and x represents an element of H ,
we also have vu ∈ H . Applying induction to vx±1v−1 and (vu)x(vu)−1 proves
that the set {wxw−1| w ∈ Y } generates N .
Now assume that we have a nontrivial relation between the elements wxw−1,
where w ∈ Y :
w1x
k1w−11 · · ·wsxksw−1s = 1 (9)
in F , where the exponents k1, . . . , ks are nonzero and wi 6= wi+1 (i = 1, . . . , s−
1). If for some i, none of the two factors completely cancels in w−1i wi+1, then the
reduced form of w−1i wi+1 will not start/end with x
±1 by Condition 6.2. Then
without loss of generality, we may assume that wi is the prefix of wi+1. But
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wix
±1 is not a prefix of wi+1 by Condition 6.1, and so the non-empty reduced
form of w−1i wi+1 does not start (nor end) with x
±1. Hence in any case, the
factors xki will not be touched by the cancelations. So the left hand side of
(9) is a nonempty word, a contradiction. Thus, the proof of statement (a) is
complete.
(b) This claim is a direct consequence of the proof of (a) because all the
factors xki survive in (9), each w−1i wi+1 (i = 1, . . . s− 1) reduces to a nonempty
word ui representing an element of H and having no x
±1 as a prefix or a suffix,
and u0u1 . . . us = 1 in F for u0 = w1 and us = w
−1
s .
(c) If the reduced form of h equals (8), then we set v1 = u0 if this is a
nonempty word, and v1 is the first letter of x
k1 otherwise. Then set v3 = us if
us is nonempty. If empty, then using h 6= x±1 allows us to set v3 equal to the
last letter of xks , without overlapping with v1.
(d) We first show that for any u ∈ F, there is t ∈ T with |t| ≤ |u| such
that Nu = Nt. If u ∈ T , there is nothing to prove. Otherwise by Condition
6.1, u = vx±1v′ where v ∈ H . In this case, u is equal in the free group F
to (vx±1v−1)vv′, where (vx±1v−1) ∈ N . It follows that Nu = Nvv′ with
|vv′| < |u|. Applying induction, we find t ∈ T with |t| ≤ |vv′| < |u| such that
Nu = Nvv′ = Nt.
Obviously, the set T is closed under prefixes, and it only remains to show
that t1t
−1
2 /∈ N for different t1, t2 ∈ T , where there are no cancelations in the
product t1t
−1
2 . But if a reduced nontrivial word t1t
−1
2 belongs to N , then by
(b), either the word t1 has to start with u0x
±1 or t2 has to start with u−1s x
±1.
This contradiction with Condition 6.1 completes the proof.
Lemma 6.4. Let H be a subgroup of the free group F = Fm = F (x1, . . . , xm),
m ≥ 2, and let H contain the generator x = xm. We denote by N the normal
closure of x in H. The number of reduced words of length n ≥ 0 in F, which
belong to H can be written as an(2m − 1)n for some real numbers an. If the
series
∑∞
n=0 an converges, then the cogrowth of N with respect to the generators
x1, . . . , xm is maximal.
Proof. Note that H is a proper subgroup of F since otherwise an ≥ 1 for every
n. Therefore the growth function of the compliment F\H is Θ-equivalent to
the growth function of F , and so it is greater than c1(2m− 1)n for some c1 > 0
and every n ≥ 1. Note that the number of all words of length ≤ ℓ in F is∑ℓ
i=0 2m(2m− 1)i ≤ 2(2m− 1)ℓ. Hence the number of reduced words in F\H
of length ≤ n without prefixes of lengths ≥ k from H is greater than
c1(2m−1)n−ak(2m−1)k×2(2m−1)n−k− ...−an(2m−1)n×2 > c2(2m−1)n
for some c2 > 0 if k is chosen so that 2
∑∞
i=k ai < c1 and n ≥ k. So the growth
of the subset of words S ⊂ F\H without prefixes from H of lengths ≥ k for
some fixed k = k(H), is maximal.
Let us modify the set S as follows. If a word v ∈ S has a maximal prefix
u from H (of length ≤ k), i.e., v = uv′, then we count v′ to the set S′. The
following properties of the mapping v 7→ v′ are clear:
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(1) v′ has no non-empty prefixes from H ,
(2) |v′| ≤ |v|,
(3) every v′ has at most c3 preimages v in S, where c3 is the number of reduced
words of length ≤ k.
Therefore the growth of S′ is also maximal with a constant c4 ≥ c2/c3 > 0.
It follows from Lemma 6.3 (c) that any inclusion g1g
−1
2 ∈ N , where g1 and g2
are different reduced words, implies that either g1 or g2 has a non-empty prefix
belonging to H . Hence different elements g1 and g2 from S
′ cannot belong to
the same right coset of N . Thus, the cogrowth function of N with respect to
the generators x1, . . . , xm is at least c4(2m− 1)n for every sufficiently large n,
as required.
Proof of Theorem 1.9 (1). Let x = xm ∈ F = F (x1, . . . , xm) and m ≥ 3.
Since the ℓ-subnormal closure of x is contained in the 2-subnormal closure of x,
we may assume that ℓ = 2.
Let H be the normal closure of x in F and N be the normal closure of x in H .
The group F/H is free of rank m− 1 ≥ 2, in particular, F/H is non-amenable
[G]. By Grigorchuk’s amenability criterion [Gr], the e.g. rate of H in F with
respect to x1, . . . , xm is less than 2m − 1 − ε for some ε > 0. In other words,
the number of reduced words of F belonging to H and having length n is less
that an(2m− 1)n, where an = o((2m− 1)−εn). Since the geometric progression
series
∑∞
n=0(2m − 1)−εn converges, the cogrowth of N is maximal by Lemma
6.4. ✷
Remark 6.5. By Theorem 1.4, limℓ→∞D(g, ℓ) = ∞ for every g ∈ Fm. But if
m ≥ 2 and x is a free generator of Fm, then we have a simple explicit formula.
It follows from Lemma 6.3 (b), that D(x, ℓ) ≥ 2D(x, ℓ − 1) + 1, because for
every element h ∈ N\〈x〉, where N = 〈x〉Fmℓ , we should have at least two u-
factors from H = 〈x〉Fmℓ−1 and at least one letter x±1 in (8). For the opposite
inequality, one can take h = u0xu
−1
0 with u0 ∈ H\〈x〉. Thus by induction,
D(x, ℓ) = 2ℓ+1 − 1.
7 Random walks associated with F (x, y).
We will assume in Sections 7 - 9 that the group F = F (x, y) is 2-generated, H
is the normal closure of x in F and N is the normal closure of x in H . Note
that a word v = v(x, y) represents an element of H if and only if σy(v) = 0,
where σy(v) is the sum of the exponents at y in the word v.
We want to estimate the growth of the set T introduced in Section 6 and
make use of Lemma 6.3 (d). Fortunately, we are able to compare T with other
sets whose growth is more adaptable to probabilistic methods.
Let T+ (respectively, T−) consist of all words w of T starting with the letter
y (resp., with y−1). Note that T = T+ ⊔ T− ⊔ {1} by Condition 6.2, and there
21
is an involution T+ ↔ T− given by the rule w 7→ w, where the word w results
from w after the replacements of all the occurrences of y by y−1, and vice versa.
Suppose w ∈ T+ and v is the first non-empty prefix of w such that σy(v) = 0
(if any exists). Then it must end with y−1, and by Condition 6.1, the next letter
of w after v (if it exists) must be equal to y−1 since σy(v) = 0 and so v ∈ H . If
w ≡ vv′, then v′ starts with y−1, and v′ has no prefixes v′′x±1 with σy(v′′) = 0
because otherwise vv′′ would be a prefix of w with
σy(vv
′′) = σy(v) + σy(v′′) = 0 + 0 = 0
contrary Condition 6.1. Hence v′ ∈ T−, and by induction we obtain the irre-
ducible factorization
w ≡ (yk1w1y−ℓ1)(y−k2w2yℓ2)(yk3w3y−ℓ3) . . . (y±kswsy∓ℓs)(y∓ks+1ws+1), (10)
where s ≥ 0, all the exponents ki, ℓi are strictly positive, all the words w1, . . . , ws
start and end with the letters x±1, and ws+1, if nonempty, starts with x±1.
We also have σy(Wi) = 0 for every word Wi enclosed in the i-th pair of the
parentheses of (10) if i ≤ s, and σy(v) > 0 (σy(v) < 0) if v is a non-empty
proper prefix of Wi, 1 ≤ i ≤ s+ 1, and i is odd (respectively, even). See fig. 3,
where a word w ∈ T+ is pictured as a path of length |w| in the lattice Z2: its
edges going to the right, to the left, up, and down correspond to the letters x,
x−1, y, and y−1 of the word w.
❝ ❝ ❝ ❞ ❝❝
w1
w2
w3
w4
yk1 y−ℓ1
y−k2 yℓ2
yk3 y
−ℓ3
y−k4
Figure 3: The word w in Equation (10)
There are 4 · 3n−1 reduced words of length n ≥ 1 in the alphabet A =
{x±1, y±1}. Therefore we get any particular reduced word a1 . . . an of length n
with probability (4 · 3n−1)−1 if we choose any letter a1 ∈ A with probability
1/4 as the first letter, and for i ≥ 2, the letter ai is chosen from A\{a−1i−1}
with equal probabilities 1/3. This probabilistic model can be regarded as the
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following 2-dimensional random walk on the integer lattice Z2 with the standard
basis {e1, e2}.
The correlated random variables X1,X2, . . . take values in {±e1,±e2} and
their distribution is given by:
P(X1 = e1) = P(X1 = −e1) = P(X1 = e2) = P(X1 = −e2) = 1/4,
and for i ≥ 2 and any e ∈ {±e1,±e2}, by conditional probabilities
P(Xi = e | Xi−1 = −e) = 0, P(Xi = e | Xi−1 6= −e) = 1/3
Let S0 = 0 and for n ≥ 1, Sn = Sn−1 +Xn. Then {Sn}n≥0 is a correlated
random walk on Z2. First we want to associate with this random walk, an uncor-
related (that is Markov) 1-dimensional random walk {sm}m≥1. (A replacement
of {Sn}n≥0 by {sm}m≥1, but without lowering of the dimension, was used by
Gillian Iossif in [I].) The process {sm}m≥1 is obtained by observing the random
walk {Sn}n≥0 only at the times when Xn = e2 and taking the projection (Sn)y
of Sn on the y-axis.
Lemma 7.1. The process {sm}m≥2 is a random walk on Z with the following
equal distributions of independent integer-valued variables Ym = sm − sm−1:
P(Ym = k) = 0, for k ≥ 2,
P(Ym = 1) = 2/3,
P(Ym = k) = 2
−k · 3k−2, for k ≤ 0.
The mean value E(Ym) is 0 and the variance σ
2 of Ym does exist.
Proof. Let us consider an auxiliary discrete Markov chain {ξi}i≥1 with two
states e2 and −e2. It is obtained by observing the process Xn when Xn = ±e2.
Denote by (pα,β) the 2 × 2-matrix of transition probabilities, where p11 is the
probability of transition from e2 to e2, and so on. If Xn = e2 is observed at
some moment n, then
p11 =
∞∑
j=1
P(Xn+1 = · · · = Xn+j = e1,Xn+j+1 = e2 | Xn = e2)
+
∞∑
j=1
P(Xn+1 = · · · = Xn+j = −e1,Xn+j+1 = e2 | Xn = e2)
+P(Xn+1 = e2 | Xn = e2) = 2
∞∑
j=1
(
1
3
)j
1
3
+
1
3
= 2 · 1
6
+
1
3
=
2
3
Similarly we have p22 = 2/3 and p12 = p21 = 1/3.
Returning to the statement of the lemma we assume that Ym−1 is observed
at some moment r, i.e., sm−1 = (Sr)y. Then we obviously have P(Ym = k) = 0
if k ≥ 2 since the walker cannot miss the values St with Xt = e2.
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If Ym = 1, then in the corresponding Markov chain {ξi}, we see exactly one
transition, namely from e2 to e2, and so P(Ym = 1) = p11 = 2/3.
If k ≤ 0, the number of times such that the variable Xt, with t > n, has to
take the value −e2 before the next value e2 is taken and the jump Ym happens,
equals −k + 1. In other words, after the value ξi = e2 is taken, we observe
−k + 1 values −e2 and then again e2 in the Markov chain {ξi}. Therefore
P(Ym = k) = p12p
−k
22 p21 =
1
3
(
2
3
)−k
1
3
= 2−k · 3k−2
if k ≤ 0. The first claim of the lemma is proved since the obtained distribution
of Ym does not depend on the value taken by Ym−1.
Finally,
E(Ym) =
∞∑
k=−∞
kP(Ym = k) = 2/3 +
∞∑
k=1
−k · 2k · 3−k−2 = 0 (11)
and there exists the variance
σ2 = V ar(Ym) =
∞∑
k=−∞
k2P(Ym = k) <∞ (12)
The next lemma gives the estimate of the probability
pm = P(s1 > 0, s2 > 0, . . . , sm > 0)
that the entire walk of length m belongs to the positive semiaxis.
Lemma 7.2. We have pm = Θ(
1√
m
).
Proof. It follows from conditions (11) and (12) that the series
∞∑
j=1
1
j
((P(sj > 0)−
1
2
) (13)
converges at least conditionally (see [F], Theorem 1 in Subsection XVIII.5). In
turn, the convergence of (13) implies that pm = Θ(
1√
m
) ([F], Theorem 1a in
Subsection XII.7).
Now we will apply Lemma 7.1 and obtain an asymptotic property of the
original correlated walk {S}n≥0 or, equivalently, of a random reduced word w
of length n in the alphabet {x±1, y±1}. Below we denote by Wn the set of all
reduced words of length n in this alphabet, and the subset Un consists of all the
words u such that σy(v) ≥ 0 for every prefix v of u.
Lemma 7.3. Let Pn = P(u ∈ Un | u ∈Wn), i.e.,
Pn = P((S1)y ≥ 0, (S2)y ≥ 0, . . . , (Sn)y ≥ 0). Then Pn = Θ( 1√n ).
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Proof. The subset Un is partitioned in two subsets, namely, U
′
n contains all the
words u such that the number m of the occurrences of y in u belongs to the
segment In = [
n
4 − n8 , n4 + n8 ], and U ′′n is the compliment of U ′n in Un.
Recall that the number of all reduced words in the alphabet {x±1, y±1} is
4 · 3n−1. The mean number of the occurrences of y in arbitrary reduced word
w of length n is n/4. It follows from the Large Deviation Theory that
lim
n→∞
#U ′′n
4 · 3n−1 = 0,
and the rate of convergence is exponential. In fact this is true if one replace 1/8
by any ε > 0 in the definition of In (for instance, see [KSS]). Therefore
P(u ∈ U ′′n | u ∈Wn) = O(λn) (14)
for some positive λ < 1.
Now for a random walk Sn = X1+· · ·+Xn, we denote bym(Sn) the number
of steps e2. Then
P(u ∈ U ′n | u ∈ Wn) = P((S1)y ≥ 0, . . . , (Sn))y ≥ 0,m(Sn) ∈ In)
= P(s1 > 0, . . . , sm(Sn) > 0,m(Sn) ∈ In)
=
∑
j∈In
P(s1 > 0, . . . , sm(Sn) > 0,m(Sn) = j)
=
∑
j∈In
P(s1 > 0, . . . , sm(Sn) > 0 | m(Sn) = j) ·P(m(Sn) = j)
=
∑
j∈In
P(s1 > 0, . . . , sj > 0) ·P(m(Sn) = j) (15)
By Lemma 7.2,
P(s1 > 0, . . . sj > 0) = Θ
(
1√
j
)
= Θ
(
1√
n
)
because j ∈ In = [n4 − n8 , n4 + n8 ]. Therefore by (14) and by the definition of U ′′n ,
the sum (15) can be rewritten as
Θ
(
1√
n
)∑
j∈In
P(m(Sn) = j) = Θ
(
1√
n
)
P(m(Sn) ∈ In)
= Θ
(
1√
n
)
(1−O(λn)) = Θ
(
1√
n
)
Thus
P(u ∈ U ′n | u ∈Wn) = Θ
(
1√
n
)
(16)
The comparison of (14) and (16) shows that P(u ∈ U ′′n | u ∈Wn) = o(P(u ∈
U ′n | u ∈ Wn) and so Pn = Θ( 1√n ), as required.
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Lemma 7.4. The cogrowth function fN (n) with respect to the free generators
x and y is at least Θ( 3
n√
n
).
Proof. The function fN(n) is equal to the growth function gT (n) of the shortest
Schreier transversal of N in F (see Lemma 6.3 (d)). Note that yU ⊂ T+ by the
definitions of H , T+, and U . So we have gsT+(n) ≥ gsU (n − 1) (n ≥ 2) for the
spherical growth functions of the sets T+ and U , which count only the words
of length n in these subsets. By the definitions of the (correlated) random walk
{Sn} and the probabilities Pn, we have gsU (n− 1) = Pn−1 · 4 · 3n−2 since 4 · 3n−2
is the number of all reduced words of length n− 1, whence by Lemma 7.3,
gT (n) ≥ gT+(n) = 2 +
n∑
i=2
gsT+(i) ≥ 2 + Θ
(
n−1∑
i=1
gsU (i)
)
=
2 + Θ
(
n−1∑
i=1
Pi · 4 · 3i−1
)
= Θ
(
n−1∑
i=1
3i√
i
)
= Θ
(
3n−1√
n− 1
)
= Θ
(
3n√
n
)
,
8 Upper bound in Theorem 1.9 (3).
To replace “at least” by “at most” in the formulation of Lemma 7.4, we need
two different combinatorial estimates for the number of words w ∈ Tn = T ∩Wn.
We denote by cr(w) the number of times the corresponding to w walk p = p(w)
crosses the x-axis. (cr(w) = 5 for the word w pictured at Fig.3.) We will not
count the vertex p− to cr(w) but will count p+ if it belongs to the x-axis and
|p| > 0. Let us start with the easier estimate.
Lemma 8.1. Let Tn be the subset of Tn = Wn ∩ T consisting of the words w
with cr(w) ≥ 12 log3 n. Then #{Tn} = O
(
3n√
n
)
.
Proof. It suffices to obtain the similar estimate for #{T+n } = #{Tn∩T+}. The
path p = p(w) factorizes as p = p0p1 . . . pt, where all the edges of p0, p2, . . .
(of p1, p3, . . . ) belong to the upper (respectively, to the lower) half-plane, and
t ≥ 12 log3 n. Recall that the paths p1, p3, . . . start and terminate (except for
pt) with the edges parallel to ±e2, and the ordinates of the vertices in all other
their edges are at most −1. So if we remove the original and the terminal edges
from each of p1, p3, . . . and lift the remaining subpaths of these paths by one
unit, we obtain a new path p′ = p0p′1p2p
′
3 . . . of length n − t, where p′1, p′3, . . .
are still in the lower half-plane, and p′ = p(w′) corresponds to some reduced
word w′ as well (may be w′ /∈ Tn−t, see fig. 4).
Note that given p′, one can restore the path p since the only edges of p′
starting or ending at the x-axis and belonging to the upper half-plane are the
original and terminal edges of p0, p2, . . . . Therefore the mapping p 7→ p′ is
injective, and so #{T+n } cannot exceed the number of all reduced words of
length ≤ n− 12 log3 n, which is Θ(3n−
1
2
log3 n) = Θ
(
3n√
n
)
.
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p0
p1
p2 p0
p′1
p2
Figure 4: Transformation p 7→ p′ in Lemma 8.1
Now we want to obtain an upper bound for the growth of the compliment
Tn = Tn\Tn. As a preliminary, we prove a statement on large deviations. We
do this combinatorially since unlike the classical formulations, the walk Sn is
correlated. We need a stronger estimate for the“tail”, which is aggravated by
the demand that the deviation interval should be o(n). (One can say that the
deviations are medium rather than large in the next lemma.)
For a random word w ∈ Wn, we denote by nx (by nx−1 , ny, and ny−1 ) the
number of letters x (respectively, x−1, y, and y−1) in w. Let nab be the number
of the subwords ab in the word w, where a, b ∈ {x±1, y±1} and a 6= b−1. We
also denote by s = s(w) the number of the y-syllabi in the factorization
w ≡ (xk0 )yℓ1 . . . xks−1yℓs(xks ) (17)
where only k0 and ks can be zero. The number of positive (negative) exponents
ki is denoted by s+ (respectively, by s−).
Lemma 8.2. For every sufficiently large n, for each a ∈ {x±1, y±1} and each
reduced 2-letter word ab, we have
P
(
s ∈
(n
3
− n3/4; n
3
+ n3/4
))
> 1− exp(−n1/2) (18)
P
(
s+ ∈
(s
2
− n3/4; s
2
+ n3/4
))
> 1− exp(−n1/2) (19)
P
(
na ∈
(n
4
− 2n3/4; n
4
+ 2n3/4
))
> 1− exp(−n1/2) (20)
P
(
nab ∈
( n
12
− 3n3/4; n
12
+ 3n3/4
))
> 1− exp(−n1/2) (21)
Proof. (1) It suffices to proof the analogs of the formulae (18) - (21) under each
of the following four conditions: (a) k0 = 0, ks 6= 0; (b) k0 6= 0, ks = 0; (c)
27
k0 = 0, ks = 0; (d) k0 6= 0, ks 6= 0. Respectively, the set Wn is the disjoint
union of four subsets Wn(a), . . . ,Wn(d). We will assume that the condition (a)
holds since the other cases are similar.
Let n1 = nx + nx−1 and n2 = ny + ny−1 . Thus n1 + n2 = n. To obtain an
arbitrary word w with fixed n1, n2 and s we first assign the signs to each of the
exponents ℓ1, . . . , ks (their modules are not yet assigned). There are 2
2s ways
to do this. So we should put one x±1 (one y±1) to determine the signs for all
even (all odd) syllabi of w in the factorization (17). To continue the creation
of the product (17), we should distribute the remaining n1 − s letters x (n2 − s
letters y) among the s syllabi (with already determined exponents ±1 for every
syllabi). We have
(
n1−1
s−1
)
(respectively,
(
n2−1
s−1
)
) possible distributions. Hence
the number of the words in Wn(a) with fixed n1, n2 and s is equal to
N(n1, n2, s) = 2
2s
(
n1 − 1
s− 1
)(
n2 − 1
s− 1
)
(22)
If n1 > n2 + 1, then
N(n1, n2, s)N(n1 − 1, n2 + 1, s)−1 = (n1 − 1)(n2 + 1− s)
(n1 − s)n2 ≤ 1
for every s ≥ 1. Hence for a fixed s, the value N(n1, n2, s) is maximal when
|n1 − n2| ≤ 1. Therefore∑
n1+n2=n
N(n1, n2, s) ≤ (n+ 1)N(m,n−m, s),
where m = ⌊n/2⌋. Thus, we obtain the inequality (18) of the lemma if we prove
for large enough n the inequality
P
(∣∣∣n
3
− s
∣∣∣ ≥ n3/4 | w ∈Wn(a), n1 = ⌊n/2⌋) < exp(−n1/2)/(n+ 1) (23)
Let s1 = ⌊n/3⌋ and s2 ≥ s1 + n3/4. Then for m = ⌊n/2⌋, we have
N(m,n−m, s2)N(m,n−m, s1)−1
= 22(s2−s1)
s2−s1−1∏
i=0
m− s1 − i
s2 − 1− i
s2−s1−1∏
i=0
n−m− s1 − i
s2 − 1− i
=
s2−s1−1∏
i=0
2(m− s1 − i)
s2 − 1− i
s2−s1−1∏
i=0
2(n−m− s1 − i)
s2 − 1− i (24)
Since m = ⌊n/2⌋, s1 = ⌊n/3⌋, and s2 − s1 ≥ n3/4, we have
2(m− s1 − i)
s2 − 1− i ≤
n
3 + 1− 2i
n
3 + n
3/4 − i < 1− n
−1/4
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for every factor of the first product in (24) and big enough n. Since s2 − s1 ≥
n3/4, this product does not exceed
(1− n−1/4)n3/4 = ((1 − n−1/4)n1/4)n1/2 ≤ exp(−n1/2)
since (1 − x−1)x < e−1 for x > 1. The same estimate works for the factors of
the second product in (24). Hence
N(m,n−m, s2)N(m,n−m, s1)−1 ≤ exp(−2n1/2) < exp(−n1/2)/(n+ 1) (25)
for every sufficiently large n.
If s1 = ⌈n/3⌉ and s2 ≤ s1 − n3/4, then
N(m,n−m, s2)N(m,n−m, s1)−1
=
s1−s2−1∏
i=0
s1 − 1− i
2(m− s2 + 1− i)
s1−s2−1∏
i=0
s1 − 1− i
2(n−m− s2 − i) ,
and again we have the same upper estimate 1 − n−1/4 for the factors of both
products, which again produces the estimate (25) for large n. So the inequality
(25) holds for any s /∈ (n3 − n3/4; n3 + n3/4), which implies (23), as desired.
Thus the inequality (18) of the lemma is proved for large enough n.
(2) Note that one may continue proving under the additional condition that
s ∈ (n3−n3/4, n3+n3/4) (The probability that s does not belong to this interval is
even 100 times less then given by (18) since exp(−2n1/2) < exp(−n1/2)/(100n+
100) if n is large enough.) Under this condition, one may switch the parameters
n1 and s in the argument of part (1) and obtain inequality
P
(
n1 /∈
(n
2
− n3/4; n
2
+ n3/4
))
< exp(−n1/2)
(and even with additional factor 1/100 in the right-hand side).
So it suffices to obtain the inequality (19)-(21) (or even 100 times stronger)
under the condition that n1 ∈
(
n
2 − n3/4; n2 + n3/4
)
.
The number of possible distributions of s+ signs ’+’, denoted as M(s+) =
M(n, n1, s, s+), between the x-syllabi is
(
s
s+
)
, and if s+ − s0 ≥ n3/4 for s0 =
⌊s/2⌋, then
M(s+)M(s0)
−1 =
s+−s0∏
i=1
s− s0 − i+ 1
s+ − i+ 1 (26)
Under our assumption on s, each factor of the right-hand side of (26) is less
than 1 − 5n−1/4 for large enough n. Since the number of factors is at least
n3/4, the argument of part (1) shows that M(s+)M(s0)
−1 < e−5n
1/2
. The case
⌈s/2⌉ − s+ ≥ n3/4 is similar, and so the inequality (19) is proved, and we may
further assume that |s+ − s/2| ≤ n3/4.
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(3) To prove (20), we distribute nx−s+ letters x among s+ syllabi (recall that
s+ letters x are already assigned to each of these s+ syllabi), and nx−1 − s− =
n1 − nx − s+ s+ letters x−1 to be distributed among s− = s− s+ syllabi. The
number of such distributions is equal to L(nx) =
(
nx−1
s+−1
)(
n1−nx−1
s−s+−1
)
. Again we
obtain the inequality of the form L(nx)L(⌊n1/2⌋)−1 < exp(−n1/2)/100 (under
the above assumption on n1, s and s+) for large values of n if |nx − ⌊n1⌋/2| ≥
n3/4. (Now we leave the verification to the reader.) This proves the inequality
(20) for nx and, by the symmetry, for nx−1 , ny, and ny−1 .
(4) Note that for a fixed s and any distribution of the signs of ki-s and ℓi-s in
(17), we have the same number of words with prescribed 2s signs (±,±, . . . ,±)
to the exponents. The number r of the subwords yx in w depends only of the
sign distribution. Therefore we now forget on the modules of the exponents and
look at the number of distributions of signs K(r) having exactly r subwords ++,
where the second + occupies an even position (i.e. corresponds to some ki). Our
goal is to uniformly estimate the numbers K(r)K(⌊n/12⌋)−1 if |r − (n/12)| ≥
n3/4.
In the above notation, we have s+ pluses at the even positions, i.e., there
are
(
s
s+
)
choices of signs at the even positions for fixed s and s+ . Then we
should select r of them (
(
s+
r
)
possibilities) and put r pluses before each of them,
put s+ − r minuses before other s+ − r positions and put any signs into the
remaining s− = s− s+ odd positions (2s− variants). Hence
K(r) = K(r, s, s+) =
2s−s!
(s− s+)!r!(s+ − r)!
Repeating the approach we used a few times earlier, we get
K(r)K(⌊s+/2⌋)−1 = ⌊s+/2⌋!(s+ − ⌊s+/2⌋)!
r!(s+ − r)! < exp(−n
1/2)
for big enough n if |r− s+/2| ≥ n3/4, since again we may assume that s and s+
belong to the intervals (n3 −n3/4, n3 +n3/4) and ( s2−n3/4, s2+n3/4), respectively.
Thus the inequality (21) is proved for nyx, and similarly, for all n(x±1y±1)±1 .
The inequality (21) for nxx (and, similarly, for nx−1x−1 , nyy, and ny−1y−1),
follows now from the equality nxx = nx − s and the inequalities for nx and s
obtained above.
30
Let us denote by Wˆn the set of all words w fromWn with all the parameters
s = s(w), s+ = s+(w), na = na(w), and nab = nab(w) belonging to the intervals
introduced in the formulation of Lemma 8.2. It follows that for large enough n,
we have
P(w /∈ Wˆn | w ∈Wn) < 20 exp(−n1/2) (27)
Let by definition, Tˆn = Tn ∩ Wˆn. We want to compare this set with the set
Sn of all words w ∈ Wn satisfying the following condition. If w ≡ v1v2, where
σy(v1) = 0 and the prefix v1 ends with a letter y
η (η = ±1), then
• the word v2, if non-empty, must start with x±1
• the first occurrence of y±1 in v2 (if any exists) must be yη
Lemma 8.3. We have #Tˆn = O(#Sn).
Proof. Let us say that two words w and w′ from Tˆn have the same scheme Σ if
(1) s(w) = s(w′) = s in their factorizations (17),
(2) these two words have the same s-tuples ℓ1, . . . , ℓs,
(3) every exponent ki is non-zero iff k
′
i is non-zero,
(4) we have s+(w) = s+(w
′) = s+ for the numbers of positive x-syllabi in w
and in w′, and
(5) nx(w) = nx(w
′) = nx and nx−1(w) = nx−1(w′) = nx−1 .
Let us consider a scheme Σ with k0 = 0 and ks 6= 0. To construct any word
from Σ, we start with a pattern word yℓ1x±1 . . . yℓsx±1. At first we should choose
s+ x-syllabi from s ones and call them positive. We shall have one letter x in
each of the chosen syllabi and one x−1 in each of the remaining s− = s − s+
x-syllabi. Then the remaining nx− s+ letters x and nx−1 − (s− s+) letters x−1
to be distributed among s+ positive syllabi and among s − s+ negative ones,
respectively. Therefore
#Σ =
(
s
s+
)(
nx − 1
s+ − 1
)(
nx−1 − 1
s− s+ − 1
)
(28)
Note that all the words of Σ have the same crossing number cr(w) = t = t(Σ)
since cr(w) does not depend on the positions of letters x±1. Moreover, the
vertices, where the paths p(w) cross the x-axis, splits the corresponding syllabi
yℓi identically for all w ∈ Σ, i.e. yℓi ≡ (yℓ′i)(yℓ′′i ) with nonzero exponents ℓ′i and
ℓ′′i of the same sign by the definition of the set T (see the factorization (10) and
fig. 3). Therefore we can construct a new scheme Ψ if we replace these syllabi
yli by the products yℓ
′
ixk
′
iyℓ
′′
i with some nonzero k′i. Hence we have Ψ ⊂ Sn,
where, by definition of Ψ, the parameters n, nx, and nx−1 are preserved and the
parameters s and s+ of Σ are replaced by s + t and s+ + t, respectively. This
substitution turns the equality (28) in
#Ψ =
(
s+ t
s+ + t
)(
nx − 1
s+ + t− 1
)(
nx−1 − 1
s− s+ − 1
)
(29)
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The restrictions imposed on nx, nx−1 , s and s+ imply that the binomial coef-
ficients in (29) are well-defined for large enough n since t is bounded by logarithm
according to the definition of Tn. Observe also that different schemes Σ and Σ
′
produce different Ψ and Ψ′; indeed, given w ∈ Ψ, one restores the exponents
ℓ1, . . . ℓs corresponding to Σ by erasing every occurrence of x
±1 in w ≡ v1x±1v2
if σy(v1) = 0. Therefore to prove the lemma, it suffices to assume that n is large
enough and to obtain an inequality
#Σ ≤ C(#Ψ) (30)
for every (non-empty) scheme Σ and the corresponding Ψ, where the positive
constant C must be independent of n and Σ. After cancelations in factorials,
we obtain from (28) and (29):
#Σ
#Ψ
=
t∏
i=1
s+ + i
s+ i
t∏
i=1
s+ + i− 1
nx − s+ − i+ 1
=
t∏
i=1
2(s+ + i)
s+ i
t∏
i=1
s+ + i− 1
2(nx − s+ − i+ 1) (31)
Since s+ <
n
6 +
3
2n
3/4, s > n3 − n3/4, and i ≤ t ≤ 12 log3 n < n3/4, we see that
2(s++i)
s+i < 1 + 20n
−1/4 for every i and large enough n. Similarly, every fraction
s++i−1
2(nx−s+−i+1) is less than 1+ 40n
−1/4 since nx > n4 − n3/4. Thus the inequality
(31) gives us: #Σ#Ψ ≤ (1 + 40n−1/4)2t. Since (1 + z)1/z < e for positive z, it
follows that #Σ#Ψ < exp(40n
−1/4 log3 n). Here the right-hand side is a bounded
function of n, and so the desired estimate (30) is obtained if k0 = 0 and ks 6= 0.
The other three cases are similar, and the lemma is proved.
Lemma 8.4. The following is true: #T n = O(3
n/
√
n).
Proof. By inequality (27), #(Wn\Wˆn) < 20 exp(−n1/2)(4 × 3n−1), and since
exp(−n1/2) = o(n−1/2), to prove the lemma we may first replace Tn by Tˆn
in its formulation, and then Lemma 8.3 allows us to replace Tˆn by Sn in the
formulation. Moreover, we may replace Sn by its ”half” S
′
n consisting of the
words, where the first y-syllabus has positive exponent.
For the next replacement, we want to show that #S′n ≤ #Un, where the set
Un is defined in Section 7. To see this we exploit a 2-dimensional modification
of the known Reflection Principle.
Suppose w ∈ S′n and p(w) = p0q1p1q2 . . . qtpt is the factorization of the
corresponding 2-dimensional walk, where the factors p0, p2, . . . , except for their
initial and terminal vertices, belong to the open upper half-plane, p1, p3, . . . are,
similarly, in the lower half-plane, and q1, q2, . . . lie on the x-axis.
Denote by p(w¯) the path obtaining by mirror reflection of the factors p1, p3, . . .
with respect to the x-axis (see fig. 5). The path p(w¯) is reduced because all
the paths q1, . . . , qt have positive lengths by the definition of the set Sn. Hence
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q1 q1
p1
q2
p2 p2p0 p0
p¯1
q2
Figure 5: Transformation p(w) 7→ p(w¯) in Lemma 8.4
w¯ ∈ Un. It remains to observe that the mapping w 7→ w¯ is injective because
the series of inverse reflections restoring p(w) from p(w¯) is obvious: One should
leave fixed the ‘even’ pieces p0, p2, ... and reflect the remaining ones. This proves
the inequality #S′n ≤ #Un.
Thus, we may replace S′n by Un, and the statement of the lemma follows
now from Lemma 7.3.
Proof of Theorem 1.9 (3). By lemma 6.3 (d), the function fN (n) is the
growth function of the transversal T of the subgroup N . Therefore by Lemmas
8.1 and 8.4, fN(n) = O(
∑n
i=0
3i√
i
) = O( 3
n√
n
). This estimate together with the
opposite estimate from Lemma 7.4 prove the statement (3) of Theorem 1.9. ✷
9 Part (2) of Theorem 1.9.
Here we use the symbols F,H,N , and {Sn} in the sense of Sections 6 and 7. To
apply Lemma 6.4 to the pair (N, 〈x〉N ), we need two different (rough) estimates
of the numbers of reduced words w of length n in N, according to whether the
number of factors s in the factorizations (8) of w is small or not too small in
comparison with n.
We start with a simple 1-dimensional random walk, where the variables Xi
take two values 1 and −1 with equal probabilities. Let z0 = 0 and zi = zi−1+Xi
for i ≥ 1.
Lemma 9.1. Let qm denote the probability that the series z1, . . . , zm has at
least m2/3 zeros. Then we have qm = o
(
exp
(−νm1/6)) for some positive ν.
Proof. Let fj(0 | k) denote the probability that the random walker reaches 0 for
the k’th time at step j and let Vj(k) be the expected number of points visited
exactly k times by the j-step walk. We clearly have fj(0 | k) ≤ Vj(k), and the
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formula (4.62) of [W] gives us
m∑
j=1
fj(0 | k) ≤
m∑
j=1
Vj(k) = O

m
(
1− σ
√
2
m
)k (32)
If k ≥ m2/3, then k · σ
√
2
m ≥ m1/6 · σ
√
2, and so the right-hand side of (32) is
o(exp(−cm1/6)) for any positive c < σ√2. Therefore
qm ≤
m∑
k≥m2/3
m∑
j=1
fj(0 | k) = m · o(exp(−cm1/6)) = o(exp(−νm1/6))
for every positive ν < c.
We denote by Mn the set of all words w (reduced or not) of length n and by
Ln the subset containing the words with s ≥ n2/3 prefixes v ending with y±1
and satisfying σy(v) = 0 .
Lemma 9.2. We have P(w ∈ Ln | w ∈ Mn) = o(exp(−νn1/9)) for some
positive ν.
Proof. Consider the simple 2-dimensional random walk associated with the sets
Mn, where every variableYi takes each of the vectors ±e1, ±e2 with probability
1/4, Z0 = 0 and Zi = Zi−1 +Yi for i ≥ 1. Also consider the series z1, . . . , zm
(where m = m(Zn)) obtained by observing the random walk {Zn} only at the
times when Yn = ±e2 and taking the projection (Zn)y of Zn on the y-axis.
Clearly, this is a simple 1-dimensional random walk. As in Lemma 7.3, we now
obtain:
P(w ∈ Ln | w ∈Mn) = P(there are ≥ n2/3 zeros among z1, . . . , zm)
≤
∑
j≥n2/3
P(there are ≥ j2/3 zeros among z1, . . . , zm,m(Zn) = j) =
=
∑
j≥n2/3
P(there are ≥ j2/3 zeros among z1, . . . , zm | m(Zn) = j)×
×P(m(Zn) = j) =
=
∑
j≥n2/3
P(there are ≥ j2/3 zeros among z1, . . . , zj) ·P(m(Zn) = j) (33)
By Lemma 9.1,
P(there are ≥ j2/3 zeros among z1, . . . , zj) =
o(exp(−νj1/6)) = o(exp(−νn1/9))
if j ≥ n2/3. The statement of the lemma lemma follows from this inequality
and from (33) because
∑
j≥n2/3 P(m(Zn) = j) ≤ 1.
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To return to reduced words, we need a simple lemma:
Lemma 9.3. Let 0 ≤ k ≤ n and w be a reduced word of length k in an alphabet
{x±11 , . . . , x±1ℓ }. Then the number of words of length n with reduced form equal
to w does not depend on w (but depends on k, n, and ℓ).
Proof. Let Γ be the Cayley graph of Fℓ. Then there is a natural bijection
between the words (or reduced words) and the paths (respectively, reduced
paths) starting at 1. This bijection preserves the length. A path p is the
reduced form of a path q if and only if the label of p is the reduced form of the
label of q. Observe that any two reduced paths of the same length starting at
1 belong to the same orbit under Aut(Γ), where Γ is regarded as an unlabeled
rooted tree. This implies the assertion of the lemma.
For a constant b > 0, the subset Rbn consists, by definition, of the reduced
words w of length n such that w has s ≥ bn2/3 prefixes v, where v ends with
y±1 and σy(v) = 0.
Lemma 9.4. There exist b, ν > 0 such that P(w ∈ Rbn | w ∈ Wn) = o(exp(−νn1/9)).
Proof. We denote by Mn,k the subset of Mn, where every word has the reduced
form of length k, and we set Ln,k = Mn,k ∩ Ln. Also we will use Rk,n for the
subset of Wk whose words have s ≥ n2/3 prefixes v which (1) end with y±1 and
(2) satisfy the equation σy(v) = 0.
Note that if a reduced form w′ of a word w ∈ Mn belongs to Rk,n, then
w ∈ Ln,k because every prefix of w′ with the properties (1) and (2) is a reduced
form of a prefix of w with the same properties. Since by Lemma 9.3, every word
w′ from Rk,n is a reduced form of a(n, k) words fromMn,k, where the coefficient
a(n, k) does not depend on w′, it follows that
#Rk,n
#Wk
=
a(n, k)(#Rk,n)
a(n, k)(#Wk)
≤ #Ln,k
a(n, k)(#Wk)
=
#Ln,k
#Mn,k
(34)
Also we observe that
#Rk,n
#Wk
≤ #Rk+1,n
#Wk+1
(35)
if 1 ≤ k < n. Indeed, #Wk+1 = 3(#Wk) while #Rk+1,n ≥ 3(#Rk,n) since one
has 3 possibilities to add a letter to a word from Rk,n and obtain a word from
Rk+1,n.
There is a constant β ∈ (0, 1) such that for every n ≥ 0, at least a half of the
words from Mn have reduced form of length > βn (see [Sa], Theorem 1), that
is,
∑n
k=m#Mn,k ≥ 12
∑n
k=0#Mn,k = Mn/2, where m = ⌊βn⌋. This inequality
together with (35) and (34) provide us with
#Rm,n
#Wm
= min
m≤k≤n
#Rk,n
#Wk
≤ min
m≤k≤n
#Ln,k
#Mn,k
≤
≤
∑
m≤k≤n#Ln,k∑
m≤k≤n#Mn,k
≤ 2 ·
∑n
k=m#Ln,k
#Mn
≤ 2 · #Ln
#Mn
, (36)
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whence
#Rm,n
#Wm
= o(exp(−νn1/9)) by Lemma 9.2. But it follows from the defi-
nitions that Rbm ⊂ Rm,n if b = 2β−1 and n ≥ β−1. Therefore the inequalities
(36) prove the lemma (up to the substitution of m for n) because m ≤ n and so
o(exp(−νn1/9)) is also o(exp(−νm1/9)).
From now we fix b and ν given in Lemma 9.4, and so let Rn = R
b
n. It remains
to estimate the size of Vn = (Wn ∩N)\Rn.
Lemma 9.5. For arbitrary ε > 0, the number of words in Vn is O(2
(1+ε)n).
Proof. If v ∈ Vn ⊂ N , then by Lemma 6.3 (b), v has the reduced factorization
(8). Since the subwords u1, . . . , us−1 start and end with y±1 and belong to H
(i.e. σy(ui) = 0 for i = 1, . . . , s− 1), we have at least s− 1 prefixes vi of v such
that vi ends with y
±1 and σy(vi) = 0. It follows that s < bn2/3 + 1 because
v /∈ Rn.
At first we investigate the word u ≡ u0 . . . us . It is equal to 1 in F by Lemma
6.3 (b), and therefore there is an oriented finite, planar tree Γ such that (1) every
edge e of Γ is labeled by a letter from {x±1, y±1}, (2) Lab(e−1) = Lab(e)−1,
and (3) starting with a distinguished vertex o, and going around Γ we read the
word u. (See fig. 6: The word u is written on a circle with 12 edges; then after
6 outer pinches one obtains the tree Γ with 6 edges.) The number of (pairs of
mutual inverse) edges of Γ is |u|/2 ≤ n/2.
✲ ✲ ✲
❄ ❄
✻s x y
y
x
yx
x
y
y y−1
x
x−1
y
y−1
y−1x
x−1
x−1 r
Γ
o
o
Figure 6: The cancellation tree Γ for the word xyyy−1xx−1yy−1y−1xx−1x−1
Note that every word ui is reduced, and so u has at most s pairs of neighbor
mutually inverse letters. It follows that the graph Γ has at most s+1 vertices of
valency 1 (taking o into account too), i.e., at most s+1 leaves. Every unlabeled
tree Γ with t+1 ≤ s+1 leaves can be constructed as follows. We take a tree Γ′
with t leaves, chose an edge e of Γ′, and attach a new leave p to e+ (i.e., we insert
pp−1 in the boundary path of the tree after e). We therefore have the following
estimate on the numbers Nm,t+1 of unlabeled trees with a distinguished vertex
(up to isomorphism), with ≤ m ≤ n/2 positive edges, and with t + 1 leaves:
Nm,t+1 ≤ (2m)mNm,t, whence by induction on t we obtain Nm,t+1 ≤ (2m2)t+1.
Summing over m ≤ n/2 and taking into account that t ≤ s < bn2/3 + 1 we
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obtain the upper bound of the form
O(n2bn
2/3
) = O(22bn
2/3 log2 n) = O(2εn/2) (37)
for the number of the unlabeled trees under consideration, where ε is arbitrary
fixed positive number. Then for each of the unlabeled edges e of Γ, we choose the
direction and one of two possible labels: x or y. This gives at most 4n/2 labelings
of the tree. Taking into account the estimate (37), we obtain O(2(1+ε/2)n)
possible words u ≡ u1 . . . us if s < bn2/3 + 1.
Now to obtain the word v ∈ Vn, we consequently insert the powers of x in u.
We start with the choice of the the first cut to insert xk1 with |k1| ≤ n. Clearly,
we have at most n(2n) options. Then we similarly insert xk2 , ..., xks . so the
total number of options ≤ (2n2)s which again is O(2εn/2) since s < bn2/3 + 1.
Together with the estimate of the previous paragraph, this gives O(2(1+ε)n) as
the upper bound for the cardinality of Vn.
Proof of Theorem 1.9 (2). Since the ℓ-subnormal closure of x is contained
in the 3-subnormal closure of x, we may assume that ℓ = 3. To apply Lemma
6.4, we rename: H1 = N , and N1 to be the normal closure of x in H1, i.e., N1
is the 3-subnormal closure of x in F . It follows from lemmas 9.4 and 9.5 that
the number of elements of length n in H1 with respect to the generators of F
can be expressed as an3
n with an ≤ C(exp(−νn1/9)) for some C, ν > 0. Since
∞∑
n=1
exp(−νn1/9) <
∫ ∞
0
exp(−νx1/9)dx = 9!ν−9,
the cogrowth of N1 in F is maximal by Lemma 6.4 applied to the pair (H1, N1).
✷
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