Input: A weighted, directed graph G = (V, E, w); a source vertex s. Output: A shortest-paths spanning tree T rooted at s.
Choose u ∈ S with minimum δ
[u] S ← S − {u} if u = s then T ← T ∪ {(π[u], u)} for each vertex v adjacent to u do if δ[v] > δ[u] + w(u, v) then δ[v] ← δ[u] + w(u, v) π[v] ← u
Consider the graph in Figure 3 .3. Figure 3 .12 gives the shortest-paths tree constructed by Dijkstra's algorithm. Figure 3 .13 gives an example of a directed graph with negative-weight edges for which Dijkstra's algorithm produces an incorrect answer. As Dijkstra's algorithm proceeds on the graph in Figure 3 .13, it will reach the status shown in Figure 3 .14.
The graph in Figure 3 .15 is a wrong shortest-path tree produced by Dijkstra's algorithm.
A correct shortest-paths tree is given in Figure 3 .16.
Algorithm: Bellman-Ford
Input: A weighted, directed graph G = (V, E, w); a source vertex s. Output: A shortest-paths spanning tree T rooted at s. 
Bibliographic Notes and Further Reading
The shortest-paths tree problem is one of the most classical network flow optimization problems. An equivalent problem is to find a shortest path from a given source vertex s ∈ V to every vertex v ∈ V . Algorithms for this problem have been studied for a long time. In fact, since the end of the 1950s, thousands of scientific works have been published. A good description of the classical algorithms and their implementations can be found in [2, 8] .
Dijkstra's original algorithm, by Edsger W. Dijkstra [5] , did not mention the usage of a priority queue. A discussion of using different priority queue techniques can be found in [2, 3] .
For the shortest path problem with nonnegative arc lengths, the Fibonacci heap data structure [7] yields an O(m + n log n) implementation of Dijkstra's algorithm in the pointer model of computation. Let U denote the biggest arc length, and C be the ratio between U and the smallest nonzero arc length. In a RAM model with word operations, the fastest known algorithms achieve the following bounds: O(m + n( √ log n) [12] , O(m + n(log C log log C) 1/3 ) [9, 13] , O(m log log U ) [10] , and O(m log log n) [15] . Ulrich Meyer [11] shows the problem can be solved in linear average time if input arc lengths are independent and uniformly distributed. Andrew V. Goldberg [9] shows that a simple modification of the algorithm of [4] yields an algorithm with linear average running time on the uniform arc length distribution. For undirected graphs, Mikkel Thorup [14] gave a linear-time algorithm in a word RAM model.
The Bellman-Ford algorithm is based on separate algorithms by Richard Bellman [1] , and Lestor Ford, Jr. and D.R. Fulkerson [6] . Though the Bellman-Ford algorithm is simple and has a high running time, to date there
