This work proposes a novel idea, called SOIL, for reducing the computational complexity of the maximum a posteriori optimization problem using Markov random "elds (MRFs). The local characteristics of MRFs are employed so that the searching in a virtually in"nite label space is con"ned in a small "nite space. Globally, the number of labels allowed is as many as the number of image sites while locally the optimal label is sampled from a space consisting of the labels assigned to the four-neighbor plus a random one. Neither the prior knowledge about the number of classes nor the estimation phase of the class number is required in this work. The proposed method is applied to the problem of texture segmentation and the result is compared with those obtained from conventional methods.
Introduction
Due to its local characteristics, also known as Markovianity, Markov random "eld (MRF) has become one of the most popular approaches to optimization problems in a wide variety of areas in general [6,8}10,14,16,18,21,22,26] , and texture classi"cation and segmentation in particular [1}3, 5, 7, 13, 15, 17, 19, 20, 25] . The main attraction of the local characteristics of MRF resides in its merit allowing a global optimization problem to be simpli"ed and solved locally, whereby the computational cost is minimized. In the context of texture classi"cation or segmentation, the optimization is * Fax: #886-3-3801-1407. E-mail address: ctli@ccit.edu.tw (C.-T. Li).
basically a process seeking the optimal labeling of the image pixels/sites. Markovianity allows the label selection of a site to be conditioned explicitly on the local interaction between the site and its neighbors within a well-de"ned neighborhood system without involving all the sites of the images.
For an image of size M;M pixels/sites, if we de"ne some symbols as follows:
with respect to a neighborhood system N Q , in which each random variable Q takes a value in , if and only if the following two properties are satis"ed:
where 1\ + Q , is the con"guration of the set S!+s, and ,Q is the local con"guration of neighborhood N Q of site s. Besag [2] reasoned that if Eq. (1), the prior, is satis"ed, the joint probability P( ) of any random "eld is uniquely determined by its local conditional probability. This is characterized by Eq. (2), which is the local characteristic of Markov random "elds, called Markovianity.
The Hammersley and Cli!ord expansion [2] has established the theorem of MRF-Gibbs equivalence that is a Markov random xeld on S with respect to N Q if and only if is Gibbs random xeld on S with respect to N Q . Readers are referred to [2] for the proof of the theorem. The importance of this theorem is that it provides a simple way of formulating the joint probability by specifying the clique potential functions appropriately chosen for the desired behavior of the system. A Gibbs distribution is denoted, for a given set of observed data X [11, 18] , as
where ¹ is the pseudo-temperature and the normalizing factor Z is the partition function de"ned as
For each con"guration , the associated interaction energy ;( , X) is de"ned as
where < A ( , X), called potential, is the interaction among the sites in clique C. With the theorem of MRF-Gibbs equivalence and Markovianity, instead of formulating P( Q " 1\ + Q , ), the optimization problem is approached with a MRF model speci"ed as
where the partition function Z Q is de"ned as
and
where X ,Q represents the observed data within the neighborhood N Q . MRF models are often used in conjunction with statistical estimation, such as stochastic relaxation, so as to formulate the objective functions in terms of established optimization principles, e.g., Maximum a Posteriori (MAP) [11] . Eq. (6) suggests that the distribution function depends on temperature ¹. At low temperature, the posterior distribution concentrates on the label associated with the lowest interaction energy ;( Q , ,Q , X ,Q ), whereas at high temperature the posterior distribution is essentially #at and no speci"c label is particularly favored [11, 18, 24] .
Stochastic relaxation, in a sense of simulated annealing, is carried out by reducing the temperature ¹ iteratively. According to Eq. (6), as the temperature ¹ decreases at each iteration, the probabilities of the con"gurations associated with lower energy become larger and those with higher energy are reduced. Eventually (hopefully), the system will settle in the con"guration with lowest energy. Elaborated almost optimal cooling schedules are proposed by Catoni [4] . However, to simplify the explanation of the later sections, a simpler cooling schedule suggested by Geman and Geman [11] is employed in this work, which is
where i is the number of iterations, C is a su$-ciently large constant. Since the`energy landscapea over Markov random "elds is usually non-convex, in order to avoid local minima it is preferable to start at high temperature and as the relaxation proceeds, ¹ is decreased gradually. This MAP-MRF labeling scheme is known as Gibbs Sampler when employed in conjunction with simulated annealing [11] . Despite the advantages of MRF, when they are used in conjunction with stochastic relaxation scheme, the convergence rate requires a serious consideration, because slow convergence rate incurs high computational complexity. Therefore, it is our intention to investigate this problem and propose a solution to it. The rest of the work is organized as follows. Issues regarding the computational complexity of MRFs are addressed in Section 2. Section 3 reviews two related works and discusses their advantages and drawbacks. A new approach to reducing the computation complexity of MAP-MRF framework is also proposed and the performance of it is compared with those of the related two. Application of the proposed approach to texture segmentation is demonstrated in Section 4. Section 5 concludes the work.
Issues about the computational complexity of MRF's
As far as the convergence rate of MRFs is concerned, there are two major issues call for attention:
Issue 1: Starting temperature T: There is a dilemma regarding the choice of the starting temperature ¹ of Eq. (6). To avoid converging to local minima, higher starting temperature is preferred since it provides a more moderate cooling schedule. However, this incurs computational penalty and slows the convergence rate down. On the other hand, to accelerate convergence, lower starting temperature is more desirable since it provides a more rapid cooling schedule. However, the algorithm is more likely to get trapped in local minima. In the context of Gibbs sampling [11] , the starting temperature is dictated by the constant C in Eq. (9) . Unfortunately, deciding the best value of C is non-trivial and heuristic.
Issue 2: Size of label space L: From the partition function in Eq. (7), we know that the posterior probability has to be calculated for all¸texture class labels in . Also from Eq. (6), it is easy to see that the larger¸is, the smaller the probability of each label to be selected is. When¸is relatively large, even for the label with lowest interaction energy (cost), its opportunity of being selected is slim because the posteriori probability of it is overwhelmed by the big population of labels. This means that if¸is large, the algorithm takes more iterations or longer time before the optimal con"guration can gradually emerge from the rest. On the other hand, if¸is given a value smaller than the actual number of texture regions, the image will inevitably be under-segmented.
Another observation we made is that when a single site s is signi"cantly diwerent from all its neighbors, all the labels not assigned to any of its neighbor will have the same probability, which is signi"cantly larger than those of the labels assigned to any of its neighbor. As a result, the label of s will be very likely to change randomly among the labels not assigned to any neighbor of s and the convergence rate is therefore retarded.
Based on the above two observations, it is therefore desirable to keep the size of label space to its minimum without compromising segmentation quality and reducing the convergence rate.
To demonstrate the e!ect of¸on the convergence rate, Fig. 1 shows the probability of whatever label corresponding to the lowest interaction energy with respect to iteration. Assuming, in the extreme case, that ;( ) ) of Eq. (6) corresponding to the optimal label is !3 and the ;( ) )'s corresponding to the other labels all equal !1, and C of Eq. (9) is set to 4. We can see that, from Fig. 1 , when¸is 15 the probability of the optimal label is still only 0.62 at iteration 200 while the probability with respect to¸"5 has grown to 0.85. Obviously, the problems with larger¸are destined to converge sluggishly. Actually, Issue 1 is somehow related to Issue 2, and there is always an uncertainty involved in deciding the starting temperature ¹ or constant C of Eq. (9) for di!erent values of¸. For example, either when¸PR while C is kept constant or when CPR while¸is kept constant, the distribution in Eq. (6) becomes exactly uniform with none of the labels preferred. Therefore, for larger¸, it may seem sensible to adopt lower value for C so as to associate the optimal label with a higher probability. This is because lower value of C (or ¹) magni"es the di!erence between ;( ) )/¹'s of di!erent con"gurations, i.e., the in#uence of the majority of the less favored lables on the optimal one is reduced. However, by doing so, the algorithm is more likely to get trapped at local minima. Also, in the context of image analysis, the value of¸may be image-dependent. This requires a new tuning of C when a new image with di!erent value of¸is presented. It is therefore desirable to divorce C and¸so that the value of them can be decided independently. This is achieved in the present work and will be discussed in Section 3.2.
Approaches to reducing the computational complexity
Although the heavy complexity in calculating the partition function in Eq. (7) is well recognized, few researchers proposed solutions to the problem [1, 25] .
Previous approaches and their drawbacks
Andrey and Tarroux [1] , in order to reduce the computational complexity, have proposed a method to calculate the normalizing factor by summing over all the terms (energy functions) of the partition function, each approximated by a simpler mathematical expansion. However, their approach does not fully exploit the local characteristics of the MRFs. Instead, their calculation of the partition function involves all the sites within the underlying image and all the elements in the label space . The saving in computational cost is only achieved by "nding a simpler expression of the energy function which requires less computational operations, not through a reduced but su$cient set of con"gurations.
Wang proposed a labeling method [25] which restricts the sampling on a reduced con"guration space C(S) consisting of a set of partitions with connected components (PCC) of the image lattice S. A PCC is a con"guration in which each region of homogeneous features is connected. Wang considers an image grid as a general graph with the image pixels being the sites of the graph. Two sites of the graph are connected if their coordinates within the image grid conform to the relationship of four neighbor. Fig. 2 illustrates three PCCs, each representing one partition of the graph. Connected sites con"ned in the ellipses form homogeneous regions. At the "rst step of the segmentation process, Wang's algorithm is run directly on graph S (S "S) attempting to minimize the energy function over C(S ), and will arrive at a local minimum partition PCC , which is an over-segmented con"guration. Then in order to grow the partitioned regions of PCC , a new graph S is de"ned by considering each connected region of PCC as a single site of S . The segmentation algorithm is then repeated on graph S for minimizing the same energy function in the reduced con"guration space C(S ) until it converges to a new minimum partition PCC .This process repeats until the algorithm can no longer obtain any change. The main idea of this algorithm is that, by considering each region of PCC I formed at step k as a single site at step k#1, i.e., imposing the constraint that the regions of PCC I formed at step k cannot be divided at step k#1, the searching space C(S I> ) is gradually reduced, so that the computational complexity is reduced as a result.
Wang de"nes a particular partition [ ] Q , associated with partition , as follows. Let site s3S and
, where R is the region containing s. If isolating s divides R into connected components +s,, Fig. 2(a) . Based on [ ] Q Wang de"nes two types of candidate con"gurations (set of elementary moves) SEM1 and SEM2 as follows.
De5nition. SEM1. For site s3S and 3C(S), let R denotes the region containing site s, (a) if R contains only s or R!+s, is connected (as shown in Fig. 2(b) Fig. 2(c) ), then SEM1"+ ,. Fig. 2(c) is
Therefore, when a site is being visited, instead of sampling the label of site s over¸labels, only the labels such that, for all PCCs, PCC3SEM1 6SEM2, are involved in the sampling. However, although SEM1 is small, which incurs less computational cost, the relatively limited choices are likely to yield undesirable partitions. On the other hand, although SEM2 provides more choices, which allows the algorithm to avoid undesirable partitions, it is relatively large. Its construction is complex as shown in the above example, which certainly imposes more overhead on the algorithm. It is important to note that the interaction energy function depends not only on the con"guration but also on the observed data (features). However, when the shape of regions changes, the regional features (e.g., mean gray level, variance, etc.) have to be re-evaluated. This requirement consumes computational resources too. Therefore, apart from the complication of constructing its con"guration elements, another problem regarding the use of SEM2 is that each element of it adds an additional computation load for feature re-evaluation on the algorithm.
To reduce the computational complexity, based on the conjecture of four-color problem that four colors are su$cient to color a planar map of any number of regions [12] , Wang suggests allowing only "ve labels being used throughout the segmentation process. The reason he allows "ve, instead of four, labels is because the conjecture of four-color problem has not been proved mathematically (although it has been proved by means of an intricate computer analysis in 1976 by Appel and Hagen [12] ). This idea does set an upper bound of 5 on the number of labels to be involved in the segmentation process, however, the drawbacks are obvious: "rst, it does not attempt to assign the same label to the disjoint regions of the same features. Secondly, it does not try to avoid assigning the same label to the disjoint region of the di!erent features.
In the next section, aiming at overcoming the aforementioned drawbacks of Wang's algorithm, a simpler, yet more #exible method, which fully exploits the local characteristics of the MRFs, is proposed to minimize the computational complexity within an in"nite label space. The number of textures within the underlying image neither needs to be speci"ed as a prior knowledge nor have to be estimated prior to the labeling process in the proposed work.
Our method using SOIL
To enable the algorithm to execute without supervision and to avoid estimating the number of textures contained in the underlying image, we allow as many labels as the number of sites to be used, i.e., in our method,¸""S ". This is virtually equivalent to adopting an in"nite label space. However, for any neighborhood system N Q (four-and eight-neighborhood, etc.) employed, it is observed that actually, for all Q not used in the four-neighborhood (or xrst-order neighborhood) of site s, P( Q " ,Q )'s are all equal. It does not matter what label, which is not in the four-neighborhood of site s, is assigned to s. For example, Fig. 3(a) demonstrates some commonly adopted neighborhood systems of a speci"c site s. The sites labeled &1' are four-neighbors ("rst-order neighbors), sites numbered &2' and four-neighbors constitute eight-neighbors (second-order neighbors), and so on. We can see that, because of the contextual property of texture, it is reasonable to argue that site s should either be in one of the classes to which its fourneighbors belong, or s should be classi"ed as a distinct site if it is an isolated small region with features signi"cantly di!erent from all of its fourneighbors'. Therefore, there is no need to calculate P( Q " ,Q ) for more than one Q , which are not used in the four-neighborhood of site s. For the former case, s is not isolated and its features should be similar to at least one of its four neighbors, therefore s should be assigned the neighbor's class label corresponding to the lowest clique potential. For example, Fig. 3(b) demonstrates an intermediate local con"guration of site s (the number displayed on each site is the class label assigned). Assuming that s and its four neighbors all actually belong to the same region, then labels 1, 5, and 7 are all candidate labels for s with label &1' actually having the highest probability because there are two sites labeled &1' supporting this assignment. On the other hand, if s is actually an isolated region, labels 1, 5, and 7 are all bad candidates for s. However, apart from labels 1, 5, and 7, any other labels are good candidates, and it does not matter which one is picked because any one of them will isolate s from classes of labels 1, 5, and 7.
Thus, for any site s, we only calculate the probabilities of the current labels in the four-neighborhoods of s and one randomly picked from the rest of the labels, which are not assigned to the four-neighbors. That is to say that the candidate labels to be assigned to any site s is sampled from the set of indispensable labels (SOIL) denoted as
where 4N Q stands for the four-neighborhood of site s and ,Q is the set of the current labels in the four-neighborhood of s. In Fig. 3(b) , ,Q "+1,5,7,. Although, globally, there are "S" labels available, labels over any speci"c homogeneous region will unify through local interactions among sites as relaxation proceeds. Note also the conditional distribution of the next con"guration depends only on the current con"guration, i.e., Markov properties and ergodicity are thus maintained. Therefore if the temperature approaches zero slowly enough, the algorithm converges to the global minimum [11, 25] .
The advantages of this idea is threefold: E It saves computational cost and solves the second issue mentioned in the previous section by minimizing the number of labels to be involved. For example, for the worst case in the "rst order neighborhood, assuming all the four neighbors have di!erent labels from each other, there are only xve (four used by the 4 neighbors plus a random one) labels involved. For the best case wherein all the neighbors are associated with the same label, only two labels are involved. This idea minimizes the computational complexity in two aspects: locally, the number of labels involved is reduced to the minimum; globally, the convergence rate is minimized because the growing rate of probability for the optimal label is higher than that of the methods involving more than one labels which are not used in the neighborhood. E Knowing the maximal number ("ve) of labels to be involved also helps us in deciding an appropriate value of constant C in Eq. (9), since now C can be decided independent of¸and based purely on the range of the interaction energy ;( Q ,Q X ,Q ). Therefore, Issue 1 mentioned in the previous section is partly solved. E This idea makes the prior knowledge about the number of textures or estimation phase of the class number unnecessary, and enables the algorithm to work without supervision. The idea of SOIL can also be applied to larger neighborhood systems other than four-neighborhood. When larger neighborhood systems are chosen, except for the "rst few iterations in which the con"gurations are random and therefore the number of labels used by neighbors of each site is expected to be large in average depending on how large the neighborhood is, we can expect that, for most sites, the number of labels used by the neighbors is far smaller than the number of neighbors or due to the contextual property of textures. Therefore, the saving of computational cost is also signi"-cant for larger neighborhood systems.
Performance comparisons between PCC and SOIL
As addressed in Section 3.1, Andrey and Tarroux resorted to the simpli"cation of the energy function expression without attempting to reduce the search space like PCC and SOIL do. Therefore, their method will be out-performed by PCC and SOIL in terms of computational complexity when the same energy function is employed.
The performance comparisons between Wang's PCC method and our SOIL approach can be made as follows. E Allowing at most 5 labels to be used locally in Wang's algorithm reduces computational cost, however the maximal number of labels allowed globally is also "xed at "ve. This limits the #exib-ility of the algorithm in (1) di!erentiating disjoint regions of di!erent features and (2) assigning the same label to the disjoint regions with homogeneous features. For SOIL method, the maximal number of labels allowed locally is "ve while it is¸(¸""S") globally. The superiority of SOIL to PCC is obvious: the computational cost is kept minimal while the #exibility mentioned above is maintained. E The computational cost of Wang's PCC algorithm using SEM1, which involves only the labels of the regions adjacent to the site being visited without complicated re-construction of con"gurations, is equivalent to that of SOIL. However, SEM1 is only used in the "rst few steps (graphs) while the more complicatedly constructed SEM2 is used throughout the rest of the segmentation process. Although the numbers of sites (regions) decreases as Wang's algorithm proceeds, recall that for each con"guration reconstruction, features of the regions have to be re-evaluated, and as a result, the energy function has to be re-calculated as well. This imposes heavy overhead on Wang's algorithm. For SOIL, no con"guration re-construction is needed at all and the number of labels involved throughout the segmentation process is always less than or equal to 5 (actually, as we will see in the next section, the number of labels involved approaches 2 as the algorithm using SOIL iterates toward the "nal con"guration). 
Application of SOIL to multiresolution texture segmentation
To demonstrate the merits of the proposed algorithm using SOIL, the proposed algorithm and two non-SOIL algorithms with¸"6 and 10, respectively, are applied to segment the textured images of 256;256 pixels in Figs. 4 and 6 at three di!erent resolutions. Same neighborhood system, potential function, energy function, and starting temperature are employed in the three algorithms. The only di!erence among the three algorithms is the number of labels involved during the sampling at each site. Since the three algorithms can be used in conjunction with various potential functions and energy functions, and the main emphasis of this work is to demonstrate the advantages of SOIL, therefore, the de"nition of energy function adopted in the three algorithms is not presented. Readers are referred to [17] for the detailed description of the de"nition. At the coarsest resolution, the images are "rst divided into 64 blocks/sites of 64;64 pixels, each 50% overlapped with its neighbors, while at the "ner resolution levels, the size of each block is only a quartile of that in the immediate coarser resolution levels. The white lines in the "gures are the boundaries detected. At the beginning of each algorithm, the initial label of each site at the coarsest resolution level is picked randomly from the set +1, 2, 3, 2 ,¸,, where¸equals the number of sites. The "nal con"guration at the coarser resolution is employed as the initial con"guration at the "ner resolution to act as a constraint. Note that the three algorithms may lead to the same segmentation results, however, the probability is low due to the stochastic nature.
After applying the three algorithms to Fig. 4 , the average number of labels involved at each site with respect to iteration is plotted in Fig. 5 . Without adopting SOIL, the number of labels remains constant throughout the segmentation process, while adopting the proposed method, the algorithm is adaptive to the local con"gurations, therefore, the curves corresponding to SOIL in Fig. 5 re#ects the declining tendency of the number of labels involved. As expected, curves corresponding to SOIL at all resolutions approach 2 when the segmentation algorithm settles. Since the "nal con"guration at the coarser resolution is employed as the initial con"guration at the "ner resolution to act as a constraint, the starting temperature at the "ner resolution is given a value lower than that used in the coarser resolution, therefore the algorithm converges in less iterations. Again, readers are referred to [17] for the detailed description of the idea. Note the curves corresponding to SOIL do not converge to 2 because the local con"guration of the sites along texture boundaries consists of more than one labels. The low going curves corresponding to SOIL at the "ner resolutions show the merit of SOIL again. The reason they remains low is because, at the "ner resolutions, most sites are surrounded by neighbors of the same class, therefore, only two labels are involved at most sites. Fig. 7 demonstrates the average number of labels involved at each site with respect to iteration as the SOIL is applied to the image in Fig. 6 . Curves corresponding to the two non-SOIL algorithms are not plotted because, as expected, they remain #at as those shown in Fig. 5 . Curves corresponding to SOIL algorithm in Fig. 5 are re-drawn in Fig. 7 for comparison. It is clear that although the image to be segmented in Fig. 6 contains more regions than the image in Fig. 4 , the curves of the same resolution remain close to each other. This situation is even clearer for the "ner resolution because the percentage of boundary sites at this resolution is smaller than that at coarser resolution.
To compare the overall performance, some statistics are collected in Tables 1 and 2 after the three algorithms are tested on the images in Figs. 4 and 6 at scale 1 (the coarsest resolution), respectively. Because of the nature of stochastic relaxation, a single run of the algorithms does not necessarily reveal the performance di!erence. Therefore, each algorithm repeats for 100 runs on the same input image with the same values of C and interactive energy function de"ned in [17] . In both tables, the item Average iterations tells that the third algorithm with¸equal to 10 have to scan through the image for the most iterations in average, thus requires the longest time. The second algorithm places itself at the second rank of performance while the "rst algorithm using SOIL out-performs the other two.
However, Average iterations does not actually tell us how much cost is saved because, for di!erent algorithms, the sum of the number of labels involved in each iteration is di!erent. This is in turn because di!erent algorithms involve di!erent number of labels at each site. The item Average total number of labels involved in the tables tells the total number of labels involved throughout a single run of the algorithms in average. Note that involving more labels requires more time of calculation of Eq. (6). Item Times more costly than using SOIL indicates how many times more costly the non-SOIL algorithms are than SOIL. Table 1 Performance of three di!erent algorithms applied to the image in Fig. 4 Table 2 Performance of three di!erent algorithms applied to the image in Fig. 6 at scale 1 (the coarsest scale). 
Conclusions
In this work, two issues about the computational complexity of a maximum a posteriori (MAP) optimization problem using Markov random "eld (MRF) are addressed. Some previous approaches to reducing the computational complexity are reviewed and their advantages and disadvantages are also analyzed. A new novel idea, called SOIL, for reducing the computational complexity, which fully exploits the local characteristics of MRFs, is proposed. Application of the idea to image segmentation shows the merits and feasibility of it.
In summary, the main contributions of this method are: E It requires neither prior information about the number of texture classes in the underlying image nor the estimation phase of class number. E The searching for the global minimum in a virtually in"nite label space (arbitrarily large number of labels) is con"ned in a small space without losing #exibility. The convergence rate is therefore signi"cantly accelerated. E It is simple and straightforward, thus, requires no complicated construction of the set of candidate con"gurations. E It allows the starting temperature ¹ to be decided independent of the size of label space¸.
For further reading
The following reference is also of interest to the reader: [23] .
