From (15) 
Inserting (17) into (9), we conclude that the optimum estimator N(w) is given by m
where the random variables & are linearly dependent on the data Wi. Setting w = wi in (19), we obtain the system fJ BkJ(wi -Wk) = A(Ui) = Wi, The correction has the following time-domain interpretation: Since the inverse of J(w) equals Z(t), it follows from (19) that the inverse a(t) of the estimator R(w) is given by m fi(t) = z(t) c &ej"'kt. k=l (2% Thus, to improve the estimation of x (t) with the above method, we deconvolve not the data w(t), but the difference w(t) -a(t).
Example: We wish to deconvolve the function w(t) = x(t) * y(t) + n(t), where y(t) is a known function whose transform Y(w) has a single zero at w = 0. We assume that w(t) vanishes for ] t ] > T and that n(t) is stationary white noise with
Clearly, Z(t) equals Z, for (t ] < T and is 0 otherwise. Hence, J(w) = Z,s_TT e-jut & = 2z0 'r wT.
Since m = 1 and wr = 0, (16) yields
The inverse transform i(t) of N(w) is given by
hence, for a time-domain correction, we must subtract from w(t) its average value. Thus using the fact that the area of the noise equals the area of the data, we achieve a significant reduction of the error in the estimation of X(w) in the vicinity of the origin.
Note: If Y(w) vanishes in an interval (a&), then X(w) cannot be determined in this interval. However, the preceding method can be used to improve the estimation of X(w) for w outside the interval (a&). OOlS-9448/78/0100-0128$00.75pm-1, (p a prime), with good autocorrelation properties. They also state that their method is similar to ones proposed in the past by Paley, Goethals and Seidel, and Chakrabarti and Tomlinson ( [2] , [3] , and [5] of the above paper). I wish to point out that their method is also a special case of a technique, proposed by Sidel-'nikov [l] , which produces sequences whose elements are the kth roots of unity, where k is a divisor of the sequence length pm -1. For all such sequences, the maximum magnitude of the outof-phase autocorrelation is four. For the special case k = 2, Sidel'nikov shows that when l/z(p" -1) is odd, the out-of-phase autocorrelation takes on values f2 only, and it is trivial to extend the proof to show that when l/z(pm -1) is even, the out-of-phase autocorrelation takes on values 0 and -4 only. In fact, for the special case k = 2, the only difference between the Sidel'nikov method and the Lempel-Cohn-Eastman method is that one produces the sequence a, the other the sequence -a. More seriously, the above paper 1151 omitted adequate citation of closely related work by V. N. Vapnik and A. Ya. Chervonenkis. Our own research was largely completed in 1968 [14] , although we did not submit the manuscript of [15] mathematics in our revised manuscript. Only after publication, however, did we realize that Vapnik and Chervonenkis had themselves made very similar application of their uniform convergence theorems in the context of statistical pattern classification. In particular, our paper overlaps Sections 5 and 9 of their paper [9], which is one in a long series [l] - [13] of related works published by the same authors. As early as 1964, Vapnik and Chervonenkis [3] focused on "the initial choice of the system of acceptable partitions," rather than on specification of classconditional probability distributions (see Section 3 of our paper 1151).
