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RIGID CHARACTER GROUPS, LUBIN-TATE THEORY, AND
(ϕ,Γ)-MODULES
LAURENT BERGER, PETER SCHNEIDER, AND BINGYONG XIE
Abstract. The construction of the p-adic local Langlands correspondence for GL2(Qp) uses
in an essential way Fontaine’s theory of cyclotomic (ϕ,Γ)-modules. Here cyclotomic means
that Γ = Gal(Qp(µp∞)/Qp) is the Galois group of the cyclotomic extension of Qp. In order to
generalize the p-adic local Langlands correspondence to GL2(L), where L is a finite extension
of Qp, it seems necessary to have at our disposal a theory of Lubin-Tate (ϕ,Γ)-modules. Such a
generalization has been carried out to some extent, by working over the p-adic open unit disk,
endowed with the action of the endomorphisms of a Lubin-Tate group. The main idea of our
article is to carry out a Lubin-Tate generalization of the theory of cyclotomic (ϕ,Γ)-modules in
a different fashion. Instead of the p-adic open unit disk, we work over a character variety, that
parameterizes the locally L-analytic characters on oL. We study (ϕ,Γ)-modules in this setting,
and relate some of them to what was known previously.
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2 LAURENT BERGER, PETER SCHNEIDER, AND BINGYONG XIE
Introduction
The construction of the p-adic local Langlands correspondence for GL2(Qp) (see [Bre], [Col10],
and [Ber11]) uses in an essential way Fontaine’s theory [Fon] of cyclotomic (ϕ,Γ)-modules. Here
cyclotomic means that Γ = Gal(Qp(µp∞)/Qp) is the Galois group of the cyclotomic extension
of Qp. These (ϕ,Γ)-modules are modules over various rings of power series (denoted by E , E
†,
and R) that are constructed, by localizing and completing, from the ring Qp ⊗Zp Zp[[X]] of
bounded functions on the p-adic open unit disk B. The Frobenius map ϕ and the action of Γ
on these rings come from the action of the multiplicative monoid Zp \ {0} on B. The relevance
of these objects comes from the following theorem (which combines results from [Fon], [CC],
and [Ked05]).
Theorem. There is an equivalence of categories between the category of p-adic representations
of GQp and the categories of e´tale (ϕ,Γ)-modules over either E , E
†, or R.
In order to generalize the p-adic local Langlands correspondence to GL2(L), where L is
a finite extension of Qp, it seems necessary to have at our disposal a theory of Lubin-Tate
(ϕ,Γ)-modules, where Lubin-Tate means that Γ is now the Galois group of the field generated
over L by the torsion points of a Lubin-Tate group LT attached to a uniformizer of L. Such
a generalization has been carried out to some extent (see [Fon], [KR], [FX] and [Ber15]). The
resulting (ϕ,Γ)-modules are modules over rings EL(B), E
†
L(B), and RL(B) that are constructed
from the ring of bounded analytic functions on the rigid analytic open unit disk B/L over L,
with an oL\{0}-action given by the endomorphisms of LT . IfM is a (ϕ,Γ)-module over RL(B),
the action of Γ is differentiable, and we say thatM is L-analytic if the derived action of Lie(Γ) is
L-bilinear. We can also define the notion of an L-analytic representation of GL. In this setting,
the following results are known (see [KR] for (i) and [Ber15] for (ii)).
Theorem. (i) There is an equivalence of categories between the category of L-linear continuous
representations of GL and the category of e´tale (ϕ,Γ)-modules over EL(B).
(ii) There is an equivalence of categories between the category of L-linear L-analytic repre-
sentations of GL and the category of e´tale L-analytic (ϕ,Γ)-modules over RL(B).
The main idea of our article is to carry out a Lubin-Tate generalization of the theory of
cyclotomic (ϕ,Γ)-modules in a different fashion. The open unit disk B/Qp , with its Zp \ {0}-
action, is naturally isomorphic to the space of locally Qp-analytic characters on Zp. Indeed, if K
is an extension of Qp, a point z ∈ B(K) corresponds to the character κz : a 7→ (1 + z)
a and all
K-valued continuous characters are of this form. In the Lubin-Tate setting, there exists ([ST01])
a rigid analytic group variety X over L, whose closed points in an extension K/L parameterize
locally L-analytic characters oL → K
×. The ring ObL(X) of bounded analytic functions on X is
endowed with an action of the multiplicative monoid oL \ {0}, and can also be localized and
completed. This way we get new analogs EL(X), E
†
L(X), and RL(X) of the rings on which the
cyclotomic (ϕ,Γ)-modules are defined, and a corresponding theory of (ϕ,Γ)-modules.
Note that the varieties B/L and X are quite different. For instance, the ring OL(B) of rigid
analytic functions on B/L is isomorphic to the ring of power series in one variable with coef-
ficients in L converging on B(Cp), and is hence a Bezout ring (it is the same for an ideal of
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OL(B) to be closed, finitely generated, or principal). If L 6= Qp, then in the ring OL(X) there
is a finitely generated ideal that is not principal. It is still true, however, that OL(X) is a Pru¨fer
ring (it is the same for an ideal of OL(X) to be closed, finitely generated, or invertible). The
beginning of our paper is therefore devoted to establishing geometric properties of X, and the
corresponding properties of EL(X), E
†
L(X), and RL(X).
Although the varieties B/L and X are not isomorphic, they become isomorphic over Cp. This
gives rise to an isomorphism RCp(B) = RCp(X) (and likewise for E and E
†; the subscript −Cp
denotes the extension of scalars from L toCp). In addition, there is an action ofGL on those rings
and RL(B) = RCp(X)
GL . There is also a “twisted” action of GL and RL(X) = RCp(B)
GL,∗.
These isomorphisms make it possible to compare the theories of (ϕ,Γ)-modules over RL(B) and
RL(X), by extending scalars to Cp and descending. We construct two functors M 7→ MX and
N 7→ NB from the category of (ϕ,Γ)-modules over RL(B) to the category of (ϕ,Γ)-modules
over RL(X) and vice versa.
Theorem A. The functors M 7→ MX and N 7→ NB from the category of L-analytic (ϕ,Γ)-
modules over RL(B) to the category of L-analytic (ϕ,Γ)-modules over RL(X) and vice versa,
are mutually inverse and give rise to equivalences of categories.
Theorem B. The functors M 7→ MX and N 7→ NB preserve degrees, and give equivalences
of categories between the categories of e´tale objects on both sides. There is an equivalence of
categories between the category of L-linear L-analytic representations of GL and the category of
e´tale L-analytic (ϕ,Γ)-modules over RL(X).
One way of constructing cyclotomic (ϕ,Γ)-modules over R is to start from a filtered ϕ-module
D, and to perform a modification of R ⊗Qp D according to the filtration on D (see [Ber08]).
The generalization of this construction to RL(B) has been done in [KR] and [Kis]: They attach
to every filtered ϕL-module D over L a (ϕL,ΓL)-module MB(D) over OL(B) (we can then
extend scalars to RL(B)). We carry out the corresponding construction over OL(X), and show
the following.
Theorem C. (i) The functor D 7→ MX(D) provides an equivalence of categories between the
category of filtered ϕL-modules over L and the category Mod
ϕL,ΓL,an
/X of (ϕL,ΓL)-modules M
over OL(X) defined in 3.4.11.
(ii) The functors D 7→ RL(B)⊗OL(B)MB(D) and D 7→ RL(X)⊗OL(X)MX(D) are compatible
with the equivalence of categories of Theorem A.
Notations and preliminaries. Let Qp ⊆ L ⊆ K ⊆ Cp be fields with L/Qp finite Galois and
K complete. Let d := [L : Qp], oL the ring of integers of L, and πL ∈ oL a fixed prime element.
Let q be the cardinality of kL := oL/πL and let e be the ramification index of L. We always use
the absolute value | | on Cp which is normalized by |p| = p
−1.
For any locally L-analytic manifoldM we letM0 denoteM but viewed as a locallyQp-analytic
manifold.
For any rigid analytic variety Y over L, let OK(Y) denote the ring of K-valued global
holomorphic functions on Y. Suppose that Y is reduced. Then a function f ∈ OK(Y) is called
bounded if there is a real constant C > 0 such that |f(y)| < C for any rigid point y ∈ Y(Cp).
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Remark 0.0.1. Let A be an affinoid algebra over K whose base extension ACp := A⊗̂KCp is
a reduced affinoid algebra over Cp. Then A is reduced as well, and the corresponding supre-
mum norms ‖ ‖sup,K on A and ‖ ‖sup,Cp on ACp are characterized as being the only power-
multiplicative complete algebra norms on A and ACp , respectively ([BGR] Lemma 3.8.3/3 and
Thm. 6.2.4/1). It follows that ‖ ‖sup,Cp |A= ‖ ‖sup,K .
On the subring
ObK(Y) := {f ∈ OK(Y) : f is bounded}
we have the supremum norm
‖f‖Y = sup
y∈Y(Cp)
|f(y)|.
One checks that (ObK(Y), ‖ ‖Y) is a Banach K-algebra.
1. Lubin-Tate theory and the character variety
1.1. The ring of global functions on a one dimensional smooth quasi-Stein space. Let
Y be a rigid analytic variety over K which is smooth, one dimensional, and quasi-Stein. In this
section we will establish the basic ring theoretic properties of the ring OK(Y). For simplicity
we always will assume that Y is connected in the sense that OK(Y) is an integral domain. We
recall that the quasi-Stein property means that Y has an admissible covering Y =
⋃
nYn by an
increasing sequence Y1 ⊆ . . . ⊆ Yn ⊆ . . . of affinoid subdomains such that the restriction maps
OK(Yn+1) −→ OK(Yn), for any n ≥ 1, have dense image.
An effective divisor on Y is a function ∆ : Y −→ Z≥0 such that, for any affinoid subdomain
Z ⊆ Y, the set {x ∈ Z : ∆(x) > 0} is finite. The support supp(∆) := {x ∈ Y : ∆(x) > 0} of
a divisor is always a countable subset of Y. The set of effective divisors is partially ordered by
∆ ≤ ∆′ if and only if ∆(x) ≤ ∆′(x) for any x ∈ Y.
For simplicity let O denote the structure sheaf of the rigid variety Y and Ox its stalk in a point
x ∈ Y with maximal ideal mx. Since Y is smooth and one dimensional every Ox is a discrete
valuation ring. For any element 0 6= f ∈ OK(Y) we define the function div(f) : OK(Y) −→ Z≥0
by div(f)(x) = n if and only if the germ of f in x is contained in mnx \m
n+1
x .
Lemma 1.1.1. div(f) is a divisor.
Proof. Let Sp(A) ⊆ Y be any connected affinoid subdomain. Then Sp(A) is smooth and one
dimensional. Hence the affinoid algebra A is a Dedekind domain. But in a Dedekind domain
any nonzero element is contained in at most finitely many maximal ideals. 
For any effective divisor ∆ we have the ideal I∆ := {f ∈ OK(Y) \ {0} : div(f) ≥ ∆} ∪ {0}
in OK(Y). It also follows that for any nonzero ideal I ⊆ OK(Y) we have the effective divisor
∆(I)(x) := min06=f∈I div(f)(x).
As the projective limit OK(Y) = lim←−nOK(Yn) of the Banach algebras OK(Yn) the ring
OK(Y) has a natural structure of a K-Fre´chet algebra (which is independent of the choice of
the covering (Yn)n). In fact, OK(Y) is a Fre´chet-Stein algebra in the sense of [ST03]. Any closed
ideal I ⊆ OK(Y) is the space of global sections of a unique coherent ideal sheaf I˜ ⊆ O. Let
I˜x ⊆ Ox denote the stalk of I˜ in the point x.
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Lemma 1.1.2. For any closed ideal I ⊆ OK(Y) and any point x ∈ Y the map I −→ I˜x/mxI˜x
induced by passing to the germ in x is surjective, continuous, and open, if we equip the finite
dimensional K-vector space I˜x/mxI˜x with its unique Hausdorff vector space topology.
Proof. Let Sp(A) = Yn ⊆ Y be such that it contains the point x, and let m ⊆ A be the maximal
ideal of functions vanishing in x. By [BGR] Prop. 7.3.2/3 we have AI/mAI = I˜x/mxI˜x. The
continuity of the map in question follows since the restriction map I −→ AI is continuous and
any ideal in the Banach algebra A is closed ([BGR] Prop. 6.1.1/3). Moreover, Theorem A for
the quasi-Stein space Y says that the map I −→ AI has dense image (cf. [ST03] Thm. in §3,
Cor. 3.1, and Remark 3.2) which implies the asserted surjectivity. The openness then follows
from the uniqueness of the Hausdorff topology on a finite dimensional vector space. 
Lemma 1.1.3. Let I ⊆ OK(Y) be any nonzero closed ideal and let Z ⊆ Y be any countable
subset disjoint from supp(∆(I)); then there exists a function f ∈ I such that
div(f)(x) =
{
∆(I)(x) if x ∈ supp(∆(I)),
0 if x ∈ Z.
Proof. It follows from Lemma 1.1.2 that V (x) := I \ mxI˜x, for any point x ∈ Y, is an open
subset of I. It is even dense in I: On the one hand, the complement I \V (x) of its closure, being
contained in mxI˜x, projects into the subset {0} ⊆ I˜x/mxI˜x. On the other hand, by Lemma 1.1.2,
the image of the open set I \ V (x) is open in I˜x/mxI˜x. But I being nonzero the vector space
I˜x/mxI˜x is one dimensional so that the subset {0} is not open. Hence we must have V (x) = I.
The topology of I being complete and metrizable the Baire category theorem implies that,
for any countable number of points x the intersection of the corresponding V (x) still is dense
in I and, in particular, is nonempty. Since V (x) = {f ∈ I : div(f)(x) = ∆(I)(x)} any f ∈⋂
x∈supp(∆(I))∪Z V (x) satisfies the assertion. 
Proposition 1.1.4. The map ∆ 7−→ I∆ is an order reversing bijection between the set of all
effective divisors on Y and the set of all nonzero closed ideals in OK(Y). The inverse is given
by I 7−→ ∆(I).
Proof. The map I 7−→ I˜ is a bijection between the set of all nonzero closed ideals and the
set of all nonzero coherent ideal sheaves in O. Let Yn = Sp(An). Then a coherent ideal sheaf
I is the same as a sequence (In)n≥1 where In is an ideal in An such that In+1An = In for
any n ≥ 1 the bijection being given by I 7−→ (I(Sp(An))n. On the other hand, an effective
divisor on Y is the same as a sequence (∆n)n≥1 where ∆n is an effective divisor supported on
Sp(An) such that ∆n+1|Sp(An) = ∆n for any n ≥ 1. Since I∆ = lim←−n
I∆| Sp(An) this reduces the
asserted bijection to the case of the affinoid varieties Sp(An). But each An is a Dedekind ring for
which the bijection between nonzero ideals and effective divisors is well known. The description
of the inverse bijection follows from Lemma 1.1.2 which implies that min06=f∈I div(f)(x) =
min06=f∈AnI div(f)(x) provided x ∈ Sp(An). 
Lemma 1.1.5. Any finitely generated submodule in a finitely generated free OK(Y)-module is
closed.
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Proof. (Any finitely generated free OK(Y)-module carries the product topology which is easily
seen to be independent of the choice of a basis.) Our assertion is a general fact about Fre´chet-
Stein algebras (cf. [ST03] Cor. 3.4.iv and Lemma 3.6). 
Proposition 1.1.6. An ideal I ⊆ OK(Y) is closed if and only it is finitely generated.
Proof. If I is finitely generated then it is closed by the previous Lemma 1.1.5. Suppose therefore
that I is closed. We apply Lemma 1.1.3 twice, first to obtain a function f ∈ I such that
div(f) = ∆(I)+∆1 with supp(∆(I))∩ supp(∆1) = ∅ and then to obtain another function g ∈ I
such that div(g) = ∆(I) +∆2 with
(
supp(∆(I))∪ supp(∆1)
)
∩ supp(∆2) = ∅. By the first part
of the assertion the ideal (f, g) is closed. Its divisor, by construction, must be equal to ∆(I). It
follows that I = (f, g). 
Proposition 1.1.7. A nonzero ideal I ⊆ OK(Y) is closed if and only it is invertible.
Proof. In any ring invertible ideals are finitely generated. Hence I is closed if it is invertible
by Prop. 1.1.6. Now assume that I 6= 0 is closed. Again by 1.1.6 we have I = (g1, . . . , gm) for
appropriate functions gi. Fix any nonzero function f ∈ I. Then div(f) − ∆(I) is an effective
divisor and the closed ideal J := Idiv(f)−∆(I) is defined. Then IJ =
∑
i giJ . Using once more
1.1.6 we see that J and therefore all the ideals giJ as well as
∑
i giJ are finitely generated and
hence closed. We have ∆(giJ) = div(f)−∆(I) + div(gi), and we conclude that
∆(
∑
i
giJ) = min
i
∆(giJ) = min
i
(div(f)−∆(I) + div(gi))
= div(f)−∆(I) + min
i
div(gi) = div(f)−∆(I) + ∆(I)
= div(f) .
This implies IJ = (f) and then I(f−1J) = (1) which shows that I is invertible. 
Corollary 1.1.8. OK(Y) is a Pru¨fer domain; in particular, we have:
– OK(Y) is a coherent ring;
– an OK(Y)-module is flat if and only if it is torsionfree;
– any finitely generated torsionfree OK(Y)-module is projective;
– any finitely generated projective OK(Y)-module is isomorphic to a direct sum of (finitely
generated) ideals ([CE] Prop. I.6.1).
Lemma 1.1.9. Any closed submodule of a finitely generated projective OK(Y)-module is finitely
generated projective.
Proof. Because of Lemma 1.1.5 we may assume that P is a closed submodule of some free
module OK(Y)
m. We now prove the assertion by induction with respect to m. For m = 1 this
is Prop. 1.1.6 and Cor. 1.1.8. In general we consider the exact sequence
0 −→ P ∩ OK(Y)
m−1 −→ P
prm−−−→ OK(Y) .
By the induction hypothesis the left term is finitely generated projective. On the other hand,
by [ST03] Cor. 3.4.ii and Lemma 3.6 the image of prm is closed and therefore finitely generated
projective as well (by the case m = 1). 
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In fact, OK(Y) is a Pru¨fer domain of a special kind. We recall that a Pru¨fer domain R is
called a 112 generator Pru¨fer domain if for any nonzero finitely generated ideal I of R and any
0 6= f ∈ I, there exists another element g ∈ I such that f and g generate I.
Proposition 1.1.10. The ring OK(Y) is a 1
1
2 generator Pru¨fer domain.
Proof. Let I ⊆ OK(Y) be an arbitrary nonzero finitely generated ideal and 0 6= f ∈ I be any
element. Our assertion, by definition, amounts to the claim that there exists another element
g ∈ I such that f and g generate I.
As before, let I˜ ⊆ O be the coherent ideal sheaf corresponding to I. By Thm. B we have
(O/I˜)(Y) = OK(Y)/I. According to [BGR] Prop. 9.5.3/3 the quotient sheaf O/I˜ is (the direct
image of) the structure sheaf of a (in general nonreduced) structure of a rigid analytic variety on
the analytic subset supp(∆(I)) of Y. But topologically supp(∆(I)) is a discrete set. We deduce
that
OK(Y)/I = (O/I˜)(Y) =
∏
x∈Y
Ox/m
∆(I)(x)
x .
We now repeat the corresponding observation for the principal ideal J := fOK(Y). By com-
paring the two computations we obtain
I/fOK(Y) =
∏
x∈Y
m∆(I)(x)x /m
div(f)(x)
x ⊆
∏
x∈Y
Ox/m
div(f)(x)
x = OK(Y)/fOK(Y) .
This shows that for g we may take any function in I whose germ generates m
∆(I)(x)
x /m
div(f)(x)
x
for any x ∈ OK(Y). 
Corollary 1.1.11. i. If I ⊆ OK(Y) is any nonzero finitely generated ideal, then in the
factor ring OK(Y)/I every finitely generated ideal is principal.
ii. For any two nonzero finitely generated ideals I and J in OK(Y) we have an isomorphism
of OK(Y)-modules I ⊕ J ∼= OK(Y)⊕ IJ .
Proof. i. This is immediate from the 112 generator property. ii. Because of i. this is [Kap] Thm.
2(a). 
We also recall the following facts about coherent modules on a quasi-Stein space, which will
be used, sometimes implicitly, over and over again.
Fact 1.1.12. Let M be a coherent O-module sheaf on Y and set M := M(Y); then:
i. For any open affinoid subvariety Z ⊆ Y we have M(Z) = O(Z)⊗OK(Y) M ;
ii. for any point x ∈ Y the stalk of M in x is Mx = Ox ⊗OK(Y) M ;
iii. M = 0 if and only if M = 0 if and only if Mx = 0 for any point x;
iv. if M is a finitely generated projective OK(Y)-module then M(Z) = O(Z)⊗OK(Y) M for
any admissible open subvariety Z ⊆ Y.
Proof. i. By the quasi-Stein property the claim holds true for any Z = Yn (cf. [ST03] Cor. 3.1).
A general open affinoid Z is contained in some Yn, and we have
M(Z) = O(Z)⊗OK(Yn) M(Yn) = O(Z)⊗OK(Yn) (OK(Yn)⊗OK(Y) M)
= O(Z)⊗OK(Y) M
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(using [BGR] Prop. 9.4.2/1 for the first identity). ii. This follows immediately from i. by passing
to the direct limit. iii. Use [BGR] Cor. 9.4.2/7. iv. Choose admissible affinoid coverings Z =
⋃
i Zi
and Zi ∩ Zj =
⋃
ℓ Zi,j,ℓ. The sheaf axiom gives the upper exact sequence
0 //M(Z) //
∏
iM(Zi)
//
∏
i,j,ℓM(Zi,j,ℓ)
0 // O(Z)⊗OK(Y) M
OO
//
∏
i(O(Zi)⊗OK(Y) M)
∼=
OO
//
∏
i,j,ℓ(O(Zi,j,ℓ)⊗OK(Y) M).
∼=
OO
Since the tensor product by a finitely generated projective module is exact and commutes with
arbitrary direct products the lower sequence is exact as well. The middle and the right arrow
are bijective by i. So the first arrow must be bijective as well. 
Proposition 1.1.13. The global section functor M 7−→ M(Y) induces an equivalence of cate-
gories between the category of locally free coherent O-module sheaves on Y and the category of
finitely generated projective OK(Y)-modules.
Proof. This is a special case of [Gru] Thm. V.1 and subsequent Remark. 
1.2. The variety X and the ring OK(X). Let G := oL denote the additive group oL viewed
as a locally L-analytic group. The group of K-valued locally analytic characters of G is denoted
by Ĝ(K).
We have the bijection
B1(K)⊗Zp HomZp(oL,Zp)
∼
−−→ Ĝ0(K)(1)
z ⊗ β 7−→ χz⊗β(g) := z
β(g)
where B1 is the rigid Qp-analytic open disk of radius one around the point 1 ∈ Qp. The rigid
analytic group variety
X0 := B1 ⊗Zp HomZp(oL,Zp)
over Qp (noncanonically a d-dimensional open unit polydisk) satisfies X0(K) = X0/L(K) =
Ĝ0(K) and therefore “represents the character group Ĝ0”. It is shown in [ST01] §2 that, if
t1, . . . , td is a Zp-basis of oL, then the equations
(β(ti)− ti · β(1)) · log(z) = 0 for 1 ≤ i ≤ d
define a one dimensional rigid analytic subgroup X in X0/L which “represents the character
group Ĝ”.1 In particular, restriction of functions induces a surjective homomorphism of rings
OK(X0) −→ OK(X)
which further restricts to a ring homomorphism
ObK(X0) −→ O
b
K(X) .
1Even more explicitly, if we use the basis β1, . . . , βd dual to ti in order to identify X0 with B
d
1, then X identifies
with
{(z1, . . . , zd) ∈ B
d
1/L :
∑
j
βj(1) log(zj) =
1
ti
log(zi) for 1 ≤ i ≤ d}
= {(z1, . . . , zd) ∈ B
d
1/L : log(zi) =
ti
t1
log(z1) for 1 ≤ i ≤ d} .
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There is the following simple, but remarkable fact.
Lemma 1.2.1. The restriction map ObK(X0) −→ O
b
K(X) is injective.
Proof. By Fourier theory (cf. [ST01] and [Schi] App. A.6) the vector space OK(X) is the contin-
uous dual of the locally convex vector space of locally L-analytic functions Can(G,K) whereas
ObK(X0) is the continuous dual of the K-Banach space C
cont(G,K) of all continuous functions
on G. It therefore suffices to show that Can(G,K) is dense in Ccont(G,K). In fact, already
the vector space C∞(G,K) of all locally constant functions, which obviously are locally L-
analytic, is dense in Ccont(G,K). This is a well known fact about functions on compact totally
disconnected groups. Let ǫ > 0 be any positive constant and f ∈ Ccont(G,K) be any function.
By continuity of f we find for any point x ∈ G an open neighbourhood Ux ⊆ G such that
|f(y) − f(x)| ≤ ǫ for any y ∈ Ux. The covering (Ux)x of G can be refined into a finite disjoint
open covering G = V1∪˙ . . . ∪˙Vm. Pick points xi ∈ Vi and define the locally constant function
fǫ by requiring that fǫ|Vi has constant value f(xi). Then ‖f − fǫ‖ ≤ ǫ in the sup-norm of the
Banach space Ccont(G,K). 
For any r ∈ (0, 1) ∩ pQ we let B1(r), resp. B(r), denote the Qp-affinoid disk of radius r
around 1, resp. around 0, and we put X(r) := X ∩ (B1(r) ⊗Zp HomZp(oL,Zp))/L. In fact, each
X(r) is an affinoid subgroup of X. For small r its structure is rather simple. By [ST01] Lemma
2.1 we have the cartesian diagram of rigid L-analytic varieties
X
d

⊆ // B1 ⊗HomZp(oL,Zp)
log⊗ id

A1
⊆ // A1 ⊗HomZp(oL,Zp)
where d is the morphism which sends a locally analytic character χ of oL to its derivative dχ(1) =
d
dtχ(t)|t=0 and where the lower horizontal arrow is the map a 7−→
∑d
i=1 ati ⊗ βi with β1, . . . , βd
being the basis dual to t1, . . . , td. Consider any r < p
− 1
p−1 . Then the logarithm restricts to an
isomorphism B1(r)
∼=
−→ B(r) with inverse the exponential map. The above diagram restricts to
the cartesian diagram with vertical isomorphisms
X(r)
d ∼=

⊆ // B1(r)⊗HomZp(oL,Zp)
log⊗ id∼=

B(r)
⊆ // B(r)⊗HomZp(oL,Zp).
Lemma 1.2.2. For any r ∈ (0, p−
1
p−1 ) ∩ pQ the map
B(r)
∼=
−−→ X(r)
y 7−→ χy(g) := exp(gy)
is an isomorphism of L-affinoid groups.
Proof. Obviously we have χy ∈ X(r) and dχy(1) = y. Hence the map under consideration is the
inverse of the isomorphism d in the above diagram. 
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1.3. The LT-isomorphism. Let LT = LTπL be the Lubin-Tate formal oL-module over oL
corresponding to the prime element πL. If B denotes the rigid Qp-analytic open disk of radius
one around 0 ∈ Qp, then we always identify LT with B/L, which makes the rigid variety B/L
into an oL-module object and which gives us a global coordinate Z on LT . The resulting oL-
action on B/L denoted by (a, z) 7−→ [a](z) is given by formal power series [a](Z) ∈ oL[[Z]]. In
this way, in particular, the multiplicative monoid oL \ {0} acts on the rigid group variety B/L.
For any r ∈ (0, 1) ∩ pQ the L-affinoid disk B(r)/L of radius r around zero is an oL-submodule
object of B/L.
Let T be the Tate module of LT . Then T is a free oL-module of rank one, and the action of
Gal(L/L) on T is given by a continuous character χLT : Gal(L/L) −→ o
×
L . Let T
′ denote the
Tate module of the p-divisible group dual to LT , which again is a free oL-module of rank one.
The Galois action on T ′ is given by the continuous character τ := χcyc · χ
−1
LT , where χcyc is the
cyclotomic character. 2
The ring OK(B) is the ring of all formal power series in Z with coefficients in K which
converge on B(Cp). In terms of formal power series the induced oL \ {0}-action on OK(B) is
given by (a, F ) 7−→ F ◦ [a]. We define
RK(B) :=
⋃
r
OK(B \B(r))
which is the ring of all formal series F (Z) =
∑
n∈Z anZ
n, an ∈ K, which are convergent in
(B \B(r))(Cp) for some r < 1 depending on F . It follows from [ST01] Lemma 3.2 that the
oL \ {0}-action on OK(B) extends to RK(B).
By the maximum modulus principle (cf. [Schi] Thm. 42.3(i)) ObK(B) is the ring of all formal
power series F (Z) =
∑
n≥0 anZ
n, an ∈ K, such that supn≥0 |an| <∞, and the supremum norm
satisfies
‖F‖B = sup
z∈B(Cp)
|F (z)| = sup
n≥0
|an| .
The norm ‖ ‖B is known to be multiplicative (cf. [vRo] Lemma 6.40). We define
E
†
K(B) :=
⋃
r
ObK(B \B(r))
and
‖F‖1 := lim
r→1
‖F‖B\B(r)
for F ∈ E †K(B). Using the maximum modulus principle for affinoid annuli one shows that an
element in RK(B) written as a formal Laurent series F (Z) =
∑
n∈Z anZ
n lies in E †K(B) if
and only if supn∈Z |an| < ∞ and that, in this case, ‖F‖1 = supn∈Z |an| < ∞. Since ‖F‖1 =
limr→1 ‖F‖r is the limit of the multiplicative norms ‖F‖r := supn∈Z |an|r
n we see that ‖ ‖1 is
a multiplicative norm. We now let
EK(B) := completion of E
†
K(B) with respect to ‖ ‖1
2We always normalize the isomorphism of local class field theory by letting a prime element correspond to a
geometric Frobenius. Then, by [Ser] III.A4 Prop. 4, the character χLT coincides with the character
Gal(L/L)։ Gal(L/L)ab ∼= L̂
× = o×L × pi
Ẑ
L
pr
−→ o×L .
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and
E
≤1
K (B) := {F ∈ EK(B) : ‖F‖1 ≤ 1} .
Again by [ST01] Lemma 3.2 the oL \ {0}-action on O
b
K(B) extends to a ‖ ‖1-isometric action
on EK(B) which respects the subrings E
†
K(B) and E
≤1
K (B).
Lemma 1.3.1. EK(B) is the ring of formal series F (Z) =
∑
n∈Z anZ
n, an ∈ K, such that
supn∈Z |an| <∞ and limn→−∞ an = 0, and ‖F‖1 = supn∈Z |an| is a multiplicative norm.
3
Proof. This is well known. See a formal argument, for example, in the proof of [TdA] Lemma
10.4. 
By Cartier duality, T ′ is the group of homomorphisms of formal groups over oCp from LT to
the formal multiplicative group. This gives rise to a Galois equivariant and oL-invariant pairing
〈 , 〉 : T ′ ⊗oL B(Cp) −→ B1(Cp) .
We fix a generator t′0 of the oL-module T
′. Thm. 3.6 in [ST01] constructs an isomorphism
κ : B/Cp
∼=
−−→ X/Cp
of rigid group varieties over Cp which on Cp-points is given by
B(Cp)
∼=
−−→ X(Cp) = Ĝ(Cp)
z 7−→ κz(g) := 〈t
′
0, [g](z)〉 .
In fact, we need a more precise statement. We define
Rn := p
Q ∩ [p−q/e(q−1), p−1/e(q−1))1/q
en
for n ≥ 0.
Note that these sets are pairwise disjoint; any sequence (rn)n≥0 with rn ∈ Rn converges to 1.
We also put ω := p1/e(q−1)−1/(p−1),
S0 := R0ω = p
Q ∩ [p−1/e−1/(p−1), p−1/(p−1)) ⊆ pQ ∩ [p−p/(p−1), p−1/(p−1)) ,
and Sn := S
1/pn
0 for n ≥ 0. Again these latter sets are pairwise disjoint such that any sequence
(sn)n≥0 with sn ∈ Sn converges to 1. The map
Sn
≃
−−→ Rn
s 7−→ s1/p
(d−1)n
ω−1/p
dn
,
for any n ≥ 0, is an order preserving bijection.
Proposition 1.3.2. For any n ≥ 0 and any s ∈ Sn the isomorphism κ restricts to an isomor-
phism of affinoid group varieties
κ : B(s1/p
(d−1)n
ω−1/p
dn
)/Cp
∼=
−−→ X(s)/Cp .
Proof. Although formally not stated there in this generality, the proof is completely contained
in [ST01] Thm. 3.6 and App. Thm. part (c). We briefly recall the argument. We have:
– For any r ∈ R0 the map [p
n] : B(r1/q
en
) = [pn]−1(B(r)) −→ B(r) is a finite etale
affinoid map ([ST01] Lemma 3.2).
3Suppose that K is discretely valued. Then E †K(B) and EK(B) are fields. (Cf. [TdA] §§9-10 for detailed proofs.)
This is no longer the case in general.
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– For any s ∈ S0 the map p
n : X(s1/p
n
) = (pn)−1(X(s)) −→ X(s) is a finite etale affinoid
map ([ST01] Lemma 3.3).
– For any r ∈ pQ ∩ (0, p−1/e(q−1)) the map κ restricts to a rigid isomorphism
B(r)/Cp
∼=
−−→ X(rω)/Cp
([ST01] Lemma 3.4 and proof of Lemma 3.5).
Exactly as in the proof of [ST01] Thm. 3.6 it follows from these three facts that the horizontal
arrows in the commutative diagram
B(11/q
en
)/Cp
[pn]

κ // X((rω)1/p
n
)/Cp
pn

B(r)/Cp
κ // X(rω)/Cp ,
are rigid isomorphisms for any n ≥ 0 and r ∈ R0. 
Remark 1.3.3. If L/Qp is unramified then
⋃
n≥0Rn = p
Q ∩ [p−q/(q−1), 1) and
⋃
n≥0 Sn = p
Q ∩
[p−p/(p−1), 1). Hence in this case X(s)/Cp , for any radius s ∈ p
Q ∩ (0, 1), is isomorphic via κ to
an affinoid disk.
In the following we abbreviate Bn := B(p
−1/e(q−1)qen−1) and Xn := X(p
−(1+e/(p−1))/epn) for
any n ≥ 1 4; the two radii are the left boundary points of the sets Rn and Sn, respectively,
and they correspond to each other under the above bijection. From now on we treat κ as an
identification and view both OK(X) and OK(B) as subalgebras of OCp(B). The standard action
of the Galois group GK := Gal(K/K) on OCp(B) is given by (σ, F ) 7−→
σF := σ ◦ F ◦ σ−1
(in terms of power series F =
∑
n≥0 anZ
n we have σF =
∑
n≥0 σ(an)Z
n), and OK(B) is the
corresponding ring of Galois fixed elements
OK(B) = OCp(B)
GK .
The latter is a special case of the following general principle.
Remark 1.3.4. For any quasi-separated rigid analytic variety Y over K we have OK(Y) =
OCp(Y)
GK .
Proof. See [ST01] p. 463 observing that CGKp = K by the Ax-Sen-Tate theorem ([Ax] or [Tat]).

The twisted Galois action on OCp(B) is defined by (σ, F ) 7−→
σ∗F := (σF )([τ(σ−1](·)), it
commutes with the oL \ {0}-action, and according to [ST01] Cor. 3.8 we have
(2) OK(X) = OCp(B)
GK ,∗ .
Obviously we also haveObCp(X) = O
b
Cp
(B) (isometrically). The twisted Galois action onObCp(B)
is by isometries, and we have
(3) ObK(X) = O
b
Cp
(B)GK ,∗ .
4Everything which follows also works for n = 0. We avoid this case only since the symbol X0 already has a
different meaning.
RIGID CHARACTER GROUPS, LUBIN-TATE THEORY, AND (ϕ,Γ)-MODULES 13
Corollary 1.3.5. The norms ‖ ‖X on O
b
K(X) and ‖ ‖Xn on OK(Xn), for any n ≥ 1, are
multiplicative.
Proof. Because of (3) the multiplicativity of ‖ ‖B implies the multiplicativity of ‖ ‖X. In view
of Prop. 1.3.2 the argument for the ‖ ‖Xn is exactly analogous. 
Corollary 1.3.6. We have OK(X)
× = ObK(X)
×.
Proof. For any fixed f ∈ OK(X) the supremum norms ‖f‖X(r) on the affinoids X(r) form a
function in r which is monotonously increasing. If f is a unit this applies to f−1 as well. In Cor.
1.3.5 we have seen that there is a sequence r1 < . . . < rn < . . . converging to 1 such that the
norms ‖ ‖X(rn) are multiplicative. It follows that the sequence (‖f‖X(rn))n at the same time is
monotonously increasing and decreasing. Hence it is constant which shows that f and f−1 are
bounded. 
Lemma 1.3.7. For any n ≥ 1 we have OK(X \ Xn) = OCp(B \Bn)
GK ,∗ and ObK(X \ Xn) =
ObCp(B \Bn)
GK ,∗.
Proof. As a consequence of Prop. 1.3.2 the isomorphism κ restricts to isomorphisms
(B \Bn)/Cp
∼=
−−→ (X \ Xn)/Cp .
On the other hand every unit a ∈ o×L with Bn/L also preserves the admissible open subset
(B\Bn)/L. Hence the twisted Galois action on OCp(B\Bn) is well defined. The assertion now
follows in the same way as (2). 
1.4. Properties of OK(X). The rigid variety X is smooth and one dimensional by [ST01]
paragraph before Lemma 2.4. As a closed subvariety of an open polydisk X/K is quasi-Stein. By
[ST01] Cor. 3.7 the ring OK(X) is an integral domain. Therefore X/K satisfies the assumptions
of section 1.1. Hence the ring OK(X) has all the properties which we have established in section
1.1 (and which were listed, without proof, at the end of section 3 in [ST01]). We need a few
further properties specific to X.
Lemma 1.4.1. i. The ring homomorphism ϕL : OK(X) −→ OK(X) makes OK(X) a free
module over itself of rank equal to the cardinality of the residue field oL/πLoL.
ii. The ring homomorphism ϕL : OK(X) −→ OK(X) is unramified at every point of X/K .
5
iii. For any 0 6= f ∈ OK(X) and any point x ∈ X/K we have
div(ϕL(f))(x) = div(f)(π
∗
L(x)) .
Proof. i. This is most easily seen by using the Fourier isomorphism which reduces the claim to
the corresponding statement about the distribution algebra D(oL,K). But here the ring homo-
morphism ϕL visibly induces an isomorphism between D(oL,K) and the subalgebraD(πLoL,K)
of D(oL,K). Let R ⊆ oL denote a set of representatives for the cosets in oL/πLoL. Then the
Dirac distributions {δg}g∈R form a basis of D(oL,K) as a D(πLoL,K)-module.
5For a torsion point x the subsequent Lemma 1.4.3.i, which says that mx = logXOx, allows the following
elementary argument. Using assertion ii. of the same lemma we have
ϕL(mπ∗
L
(x))Ox = ϕL(logX)Ox = piL logXOx = mx .
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ii. Since a power of ϕL times an appropriate automorphism is equal to p∗ it suffices to
show that the latter homomorphism is everywhere unramified. But X is a closed subvariety of
X0 ∼= B
d
1. Hence it further suffices to observe that the endomorphism of OK(X0) induced by
the pth power map (z1, . . . , zd) 7−→ (z
p
1 , . . . , z
p
d) on B
d
1 is everywhere unramified, which is clear.
iii. This follows immediately from the second assertion. 
The Lie algebra g = L of the locally L-analytic group G = oL embeds L-linearly into the
distribution algebra D(G,K) via
g −→ D(G,K)
x 7−→ δx(f) := (−x(f))(0) .
Composing this with the Fourier isomorphism in [ST01] Thm. 2.3 we obtain the embedding
g −→ OK(X)
x 7−→ [x 7→ δx(χx) = dχx(x)]
where we denote by χx the locally L-analytic character of G corresponding to the point x (cf.
[ST01] §2).
Definition 1.4.2. logX ∈ OL(X) denotes the holomorphic function which is the image of
1 ∈ g = L under the above embedding.
Using (1) we compute dχz⊗β(1) = log(z) · β(1) = log(z
β(1)) = log(χz⊗β(1)), and we obtain
the formula
logX(x) = log(χx(1)) .
We see that the set of zeros of logX coincides with the torsion subgroup of X.
Lemma 1.4.3. i. All zeros of logX are simple.
ii. For any a ∈ oL we have a∗(logX) = a · logX.
Proof. i. By the commutative diagram after Lemma 3.4 in [ST01] the function logX corresponds
under the LT-isomorphism κ to the function Ωt′0 logLT . The simplicity of the zeros of the Lubin-
Tate logarithm logLT is well known.
ii. The locally analytic endomorphism g 7−→ ag of G = oL induces on the Lie algebra g the
multiplication by the scalar a. On the other hand, the map g −→ D(G,L) is functorial in G.
Hence we have δax = a∗(δx). 
2. The boundary of X and (ϕL,ΓL)-modules
2.1. The boundary of X. Recall that the complement of an affinoid domain in an affinoid
space is an admissible open subset (compare [Sch] §3 Prop. 3(ii)). Thus X(r)\X(r0), for any pair
of r > r0 in (0, 1)∩p
Q, is an admissible open subset of X(r). As {X(r)}r is an admissible covering
of X, a subset S of X is admissible open if and only if S∩X(r) is admissible open in X(r) for any
r. Hence X\X(r) is an admissible open subset of X and the rings ObK(X\X(r)) ⊆ OK(X\X(r))
are defined.
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The ring
RK(X) :=
⋃
r
OK(X \X(r))
is called the Robba ring for L (and K). In the case of L = Qp this definition coincides with the
usual one. Observe that every affinoid subdomain of X is contained in some X(r), so RK(X) is
isomorphic to lim−→YOK(X \Y), where Y runs through all affinoid subdomains of X.
Next we define
E
†
K(X) :=
⋃
r
ObK(X \X(r)) .
We obviously have ‖ ‖X\X(r′) ≤ ‖ ‖X\X(r), for any r
′ ≥ r in (0, 1)∩ pQ, and therefore may define
‖f‖1 := lim
r→1
‖f‖X\X(r)
for any f ∈ E †K(X). Later on, before Prop. 2.1.9, we will see that ‖ ‖1 is a multiplicative norm
on E †K(X). We finally put
EK(X) := completion of E
†
K(X) with respect to ‖ ‖1
as well as
E
≤1
K (X) := {f ∈ EK(X) : ‖f‖1 ≤ 1} .
There are a natural topology on RK(X) as well as the so called weak topology on EK(X),
which is weaker than the norm topology.
In order to discuss RK(X) we first need to collect a few facts about the rigid topology of
the varieties X0 and X. In the following all radii like r, r
′, r0, and r1 will be understood to lie
in (0, 1) ∩ pQ. Besides B1(r) we also need the open Qp-disk B
−
1 (r) of radius r around 1. We
introduce the subsets
X0(r) := B1(r)⊗Zp HomZp(oL,Zp),
X−0 (r) := B
−
1 (r)⊗Zp HomZp(oL,Zp),
X0(r, r
′) := X0(r
′) \X−0 (r) for r ≤ r
′
of X0. The first two obviously are admissible open. We also noted already that X0 \ X0(r) is
admissible open in X0. In order to understand X0(r, r
′) we list the following facts.
– If z1, . . . , zd are coordinate functions on X0 then X0(r, r
′) is the union of the d affinoid
subdomains
X
(i)
0 (r, r
′) := {x ∈ X0(r
′) : |zi(x)| ≥ r}
of X0(r
′). ([BGR] Cor. 9.1.4/4)
– In particular, X0(r, r
′) is admissible open in X0(r
′) and hence in X0.
– If Y −→ X0 \ X0(r0) is any morphism from a Qp-affinoid variety into X0 \ X0(r0)
then its image is contained in X0(r, r
′) for some r0 < r ≤ r
′. We apply the maximum
modulus principle in the following way. Let α denote the morphism in question. First by
applying the maximum modulus principle to the functions α∗(zi) we find an r
′ > r0 such
that α(Y) is contained in X0(r
′). Next we observe that X0(r
′) \ X0(r0) =
⋃d
i=1 Ui with
Ui := {x ∈ X0(r
′) : |zi(x)| > r0} is an admissible covering ([BGR] Prop. 9.1.4/5). Then
Y =
⋃d
i=1 α
−1(Ui) is an admissible covering and therefore, necessarily, can be refined
into a finite affinoid covering Y = V1 ∪ . . .∪Vm. For any 1 ≤ j ≤ m let 1 ≤ i(j) ≤ d be
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such that α(Vj) ⊆ Ui(j). By applying the maximum modulus principle to the function
z−1i(j) pulled back to Vj we obtain that
α(Vj) ⊆ X
(i(j))
0 (rj , r
′) for some r0 < rj < r
′.
We deduce that α(Y) ⊆ X0(r, r
′) with r := minj rj .
– In particular, X0 \ X0(r0) =
⋃
r0<r≤r′<1
X0(r, r
′) is an admissible covering.
With X(r) being defined already we also put
X−(r) := X ∩ X−0 (r)/L and X(r, r
′) := X ∩ X0(r, r
′)/L = X(r
′) \ X−(r) ,
and we have a corresponding list of properties:
– X(r, r′) is a finite union of affinoid subdomains and is admissible open in the L-affinoid
variety X(r′).
– If Y −→ X \ X(r0) is any morphism from an L-affinoid variety Y then its image is
contained in X(r, r′) for some r0 < r ≤ r
′. In particular,
(4) OK(X \X(r0)) = lim←−
r0<r≤r′<1
OK(X(r, r
′)) .
For simplicity we now use the fact that X and hence each X(r′) is a connected, smooth,
and one dimensional rigid variety (cf. [ST01]). Therefore ([Fie] Satz 2.1) any finite union of
affinoid subdomains in X(r′) again is an affinoid subdomain. It follows that each OK(X(r, r
′))
is a K-affinoid algebra which is a Banach algebra with respect to the supremum norm. This
together with (4) permits us to equip OK(X \X(r0)) with the structure of a K-Fre´chet algebra
by viewing it as the topological projective limit of these affinoid algebras. By construction the
restriction maps OK(X \ X(r0)) −→ OK(X \ X(r1)), for r0 ≤ r1, are continuous.
Proposition 2.1.1. For any n ≥ 1, the rigid variety X \ Xn is a quasi-Stein space (w.r.t. the
admissible covering {X(s, s′)} where p−(1+e/(p−1))/ep
n
< s ≤ s′ < 1, s ∈ Sn, and s
′ ∈
⋃
m≥n Sm).
Proof. (The sets Sn were defined in section 1.3.) We have to show that the restriction map
OK(X(s, s
′)) −→ OK(X(r, r
′)), for any p−(1+e/(p−1))/ep
n
< s ≤ r ≤ r′ ≤ s′ < 1 with r, s ∈ Sn
and r′, s′ ∈
⋃
m≥n Sm, has dense image. First of all note that affinoid algebras are Banach spaces
of countable type.
In a first step we check that we may assume thatK = Cp. Quite generally, let β : B1 −→ B2 be
a continuous linear map between K-Banach spaces such that B2 is of countable type. By [NFA]
Prop. 10.5 there is a closed vector subspace C ⊆ B2 such that B2 = im(β)⊕C topologically. It
follows that
im(id ⊗̂β) = Cp ⊗̂K im(β) ⊆ Cp ⊗̂K B2 = (Cp ⊗̂K im(β))⊕ (Cp ⊗̂K C) .
Moreover, [NFA] Cor. 17.5.iii implies that Cp ⊗̂K C is nonzero if C was. We see that β has dense
image if id ⊗̂β has.
So for the rest of the proof we let K = Cp. We first observe that, quite generally, X(r0) =⋃
r1<r0
X(r1). Due to the conditions we have imposed on the radii r, r
′, s, s′ we may apply Prop.
1.3.2 and we see that X(s, s′)/Cp is isomorphic to a one dimensional affinoid annulus in such
RIGID CHARACTER GROUPS, LUBIN-TATE THEORY, AND (ϕ,Γ)-MODULES 17
a way that X(r, r′)/Cp becomes isomorphic to a subannulus. It follows that X(r, r
′)/Cp is a
Weierstraß domain in X(s, s′)/Cp , and the density statement holds by [BGR] Prop. 7.3.4/2. 
The rigid variety X \Xn is smooth and one dimensional since it is admissible open in X. It is
quasi-Stein by the above Prop. 2.1.1. The isomorphism OCp(X\Xn)
∼= OCp(B\Bn), which is a
consequence of Prop. 1.3.2, implies that OK(X\Xn) is an integral domain. Therefore (X\Xn)/K
satisfies the assumptions of section 1.1. Hence the ring OK(X \Xn) has all the properties which
we have established in section 1.1.
Corollary 2.1.2. i. OK(X \ Xn), for any n ≥ 1, is a 1
1
2 generator Pru¨fer domain.
ii. RK(X) is a 1
1
2 generator Pru¨fer domain. In particular, the assertions of Cor. 1.1.11
analogously hold over RK(X).
Proof. i. Prop. 1.1.10. ii. This follows by a direct limit argument from i. 
We will view RK(X) as the locally convex inductive limit of the Fre´chet algebras OK(X\Xn).
We note that the multiplication in RK(X) is only separately continuous.
In order to analyze the functional analytic nature of the OK(X \Xn) and of RK(X) we need
a few preliminary facts.
Lemma 2.1.3. Let C ⊆ B be a bounded subset of a K-Banach space B; if the image ι(C) of
C under the canonical map ι : B −→ Cp ⊗̂K B is compactoid, then C is compactoid.
Proof. We fix a defining norm on B. Note ([NFA] Prop. 17.4) that the map ι is norm preserving.
As a consequence of [PGS] Thm. 3.9.6 it suffices to show that, for any t ∈ (0, 1] and any sequence
(cn)n∈Z≥0 in C which is t-orthogonal ([PGS] Def. 2.2.14), there exists a t
′ ∈ (0, 1] such that the
sequence (ι(cn))n is t
′-orthogonal in Cp⊗̂KB.
Let B0 ⊆ B be the closed subspace generated by (cn)n, and let c0(K) denote the standard
K-Banach space of all 0-sequences in K. By the boundedness of (cn)n the linear map
α : c0(K) −→ B0
(λ1, λ2, . . .) 7−→
∞∑
i=n
λncn
is well defined and continuous. The t-orthogonality then implies that α, in fact, is a homeomor-
phism (cf. the proof of [PGS] Thm. 2.3.6). Hence
id ⊗̂α : Cp ⊗̂K c0(K)
∼=
−−→ Cp ⊗̂K B0
is a homeomorphism. By [BGR] Prop. 2.1.7/8 the left hand side is equal to c0(Cp). Hence
(ι(cn))n is a basis of Cp ⊗̂K B0 in the sense of [PGS] Def. 2.3.10 and hence, by [PGS] Thm.
2.3.11, is t′-orthogonal in Cp ⊗̂K B0 for some t
′ ∈ (0, 1]. Using [NFA] Prop. 17.4.iii we finally
obtain that (ι(cn))n is t
′-orthogonal in Cp ⊗̂K B. 
For two locally convex K-vector spaces V andW we always view the tensor product V ⊗KW
as a locally convex K-vector space with respect to the projective tensor product topology (cf.
[NFA] §17), and we let V ⊗̂KW denote the completion of V ⊗K W .
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Lemma 2.1.4. Let . . . → Vn → . . . → V1 and . . . → Wn → . . . → W1 be two sequences of
locally convex K-vector spaces, V := lim←−n Vn and W := lim←−nWn their projective limits, and
αn : V → Vn and βn : W → Wn the corresponding canonical maps. We then have:
i. The projective tensor product topology on V ⊗K W is the initial topology with respect to
the maps αn ⊗ βn : V ⊗K W → Vn ⊗K Wn;
ii. the canonical map V ⊗K W −→ lim←−n Vn ⊗K Wn is a topological embedding;
iii. suppose that, for any n ≥ 1, the spaces Vn and Wn are Hausdorff and the maps αn and
βn have dense image; then V ⊗̂KW = lim←−n
Vn⊗̂KWn.
Proof. i. Because of [NFA] Cor. 17.5.ii we may assume, by replacing Vn, resp. Wn, by αn(V ),
resp. βn(W ), equipped with the subspace topology, that Vn = αn(V ) and Wn = βn(W ) for any
n ≥ 1.
Let {Ln,i}i∈I and {Mn,j}j∈J be the families of all open lattices in Vn and Wn, respectively
(cf. [NFA] §4). Then {α−1n (Ln,i)}n,i and {β
−1
n (Mn,j)}n,j are defining families of open lattices in
V and W , respectively, and {α−1n (Ln,i) ⊗o β
−1
n (Mn,j)}n,i,j is a defining family of open lattices
in V ⊗K W . We therefore have to show that α
−1
n (Ln,i) ⊗o β
−1
n (Mn,j) is open for the initial
topology of the assertion. Since, by construction, (αn ⊗ βn)
−1(Ln,i ⊗o Mn,j) is open for this
initial topology it suffices to prove that
(αn ⊗ βn)
−1(Ln,i ⊗o Mn,j) ⊆ α
−1
n (Ln,i)⊗o β
−1
n (Mn,j)
(the opposite inclusion being trivial we then, in fact, have equality). Let x ∈ V ×KW such that
(αn ⊗ βn)(x) =
r∑
ρ=1
vρ ⊗ wρ with vρ ∈ Ln,i and wρ ∈Mn,j.
By our additional assumption we find v′ρ ∈ V and w
′
ρ ∈W such that αn(v
′
ρ) = vρ and βn(w
′
ρ) =
wρ. Hence x
′ :=
∑
ρ v
′
ρ ⊗ w
′
ρ ∈ α
−1
n (Ln,i)⊗o β
−1
n (Mn,j) and
x− x′ ∈ ker(αn ⊗ βn) = ker(αn)⊗K V +W ⊗K ker(βn) .
But the right hand side (and therefore x) is contained in α−1n (Ln,i)⊗o β
−1
n (Mn,j). This follows
from the general fact that for any K-subspace V0 ⊆ V and any lattice L ⊆W we have
V0 ⊗K W = V0 ⊗o W = V0 ⊗o L .
ii. It remains to check that the map in question is injective. Let x ∈ V ⊗K W be a nonzero
element. We fix a K-basis (ej)j∈J of W and write x =
∑
j∈J0
vj ⊗ ej with an appropriate finite
subset J0 ⊆ J and nonzero elements vj ∈ V for j ∈ J0. We may choose n large enough so that
αn(vj) 6= 0 for any j ∈ J0. Then y := αn ⊗ idW (x) 6= 0. We now repeat the argument with
y and a K-basis of Vn in order to find an m ≥ n such that idVn ⊗βm(y) 6= 0. It follows that
αn ⊗ βm(x) 6= 0 and hence that αm ⊗ βm(x) 6= 0.
iii. With Vn and Wn also V and W as well as Vn ⊗K Wn (cf. [NFA] Cor. 17.5.i) and
lim←−n Vn ⊗K Wn are Hausdorff. In particular, Vn ⊗K Wn is a subspace of Vn⊗̂KWn and, con-
sequently, lim
←−n
Vn ⊗K Wn is a subspace of lim←−n
Vn⊗̂KWn. Hence, by ii., the composite map
V ⊗K W −→ lim←−
n
Vn ⊗K Wn −→ lim←−
n
Vn⊗̂KWn
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is a topological embedding. Since the right hand space is complete it suffices to check that
V ⊗K W maps to a dense subspace. But our assumption on αn and βn implies that each map
V ⊗K W
αn⊗βn
−−−−→ Vn ⊗K Wn
⊆
−−→ Vn⊗̂KWn
has dense image. 
As a special case of this lemma (together with the Mittag-Leffler theorem [B-TG] II.3.5
Thm. 1) we obtain that the functor Cp ⊗̂K . commutes with projective limits of sequences of
K-Fre´chet spaces such that the transition maps have dense image. Note ([PGS] §10.6) that the
scalar extension Cp ⊗̂K V of any locally convex K-vector space V is a locally convex Cp-vector
space.
Proposition 2.1.5. For any n ≥ 1 we have:
i. The Fre´chet space OK(X \ Xn) is nuclear; in particular, it is Montel, hence reflexive,
and in OK(X \ Xn) the class of compactoid subsets coincides with the class of bounded
subsets;
ii. OCp(X \ Xn) = Cp ⊗̂K OK(X \ Xn), and the inclusion OK(X \ Xn) ⊆ OCp(X \ Xn) is
topological.
Proof. The Fre´chet space OK(X \ Xn) is the projective limit of the affinoid K-Banach spaces
OK(X(s, s
′)) with the radii s ≤ s′ as in Prop. 2.1.1. In the proof of Prop. 2.1.1 we have seen that
the transition maps OK(X(s, s
′)) −→ OK(X(r, r
′)), for s ≤ r ≤ r′ ≤ s′, in this projective system
have dense image. For a K-affinoid variety Y we have OCp(Y) = Cp ⊗̂K OK(Y) by construction
of the base field extension (cf. [BGR] 9.3.6). Hence we may apply Lemma 2.1.4 and obtain the
equality in part ii. of the assertion. The second half of ii. then follows by direction inspection
or by using [NFA] Cor. 17.5.iii.
We now assume that the radii satisfy s < r ≤ r′ < s′ and show that then the restriction map
OK(X(s, s
′)) −→ OK(X(r, r
′)) is compactoid. Recall that this means (cf. [PGS] Thm. 8.1.3(vii))
that the unit ball in OK(X(s, s
′)) for the supremum norm is mapped to a compactoid subset
in OK(X(r, r
′)). Because of Lemma 2.1.3 we may assume that K = Cp. But then, according to
Prop. 1.3.2, X(s, s′) is isomorphic to a one dimensional affinoid annulus. This reduces us to the
following claim. Let a < b ≤ b′ < a′ be any radii in pQ and let B(a, a′) := {z ∈ Cp : a ≤ |z| ≤
a′}; then the restriction map OK(B(a, a
′)) −→ OK(B(b, b
′)) is compactoid. Let a = |u| for
some u ∈ Cp. The Mittag-Leffler decomposition (which is directly visible in terms of Laurent
series) gives the topological decomposition
OK(B(a
−1))⊕OK(B(a
′))
∼=
−−→ OK(B(a, a
′))
(F1, F2) 7−→ uZ
−1F1(Z
−1) + F2(Z) .
It further reduces us to showing that the restriction map OK(B(a
′)) −→ OK(B(b
′)) is com-
pactoid. But this is a well known fact (cf. [PGS] Thm. 11.4.2).
We have established that OK(X \ Xn) = lim←−n
Bn is the projective limit of a sequence of
K-Banach spaces Bn with compactoid transition maps. In order to show that OK(X \ Xn) is
nuclear we have to check that any continuous linear map α : OK(X \Xn) −→ V into a normed
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K-vector space B is compactoid (cf. [PGS] Def. 8.4.1(ii)). But there is an n ≥ 1 such that α
factorizes through Bn:
OK(X \Xn)
α //
 %%❑❑
❑❑
❑❑
❑❑
❑❑
V
Bn+1 // Bn
??
⑦⑦⑦⑦⑦⑦⑦⑦
Since the transition map Bn+1 → Bn is compactoid it follows that α is compactoid as well. The
remaining assertions in i. now follow by [PGS] Cor. 8.5.3 and Thm. 8.4.5. 
Next we investigate the inductive system of Fre´chet spaces
OK(X \ X1) −→ . . .→ OK(X \ Xn)→ OK(X \Xn+1)→ . . .
with locally convex inductive limit RK(X). Note that all transition maps in this system are
injective.
Proposition 2.1.6. i. RK(X) = lim−→n
OK(X \ Xn) is a regular inductive limit, i.e., for
each bounded subset B ⊆ RK(X) there exists an n ≥ 1 such that B is contained in
OK(X \ Xn) and is bounded as a subset of the Fre´chet space OK(X \ Xn).
ii. RCp(X) is complete.
iii. RK(X) is Hausdorff, nuclear, and reflexive.
Proof. i. and ii. We first reduce the assertion to the case K = Cp. For this we consider the
commutative diagram
OK(X \X1) _

// . . . // OK(X \ Xn) _

// . . . // RK(X)

OCp(X \ X1) // . . . // OCp(X \Xn) // . . . // RCp(X)
in which all maps are injective and continuous and the two left vertical maps are topological
embeddings. Let us suppose that the lower inductive limit is regular, and let B ⊆ RK(X) be
a bounded subset. Then B is bounded in RCp(X) and hence, by assumption, is bounded in
some OCp(X \ Xn). Using Remark 1.3.4 we see that B ⊆ RK(X) = RCp(X)
GK and hence
B ⊆ OCp(X \ Xn)
GK = OK(X \ Xn).
In the following we therefore assume that K = Cp. By Lemma 1.3.7 we now may replace X
and Xn by B and Bn, respectively. This time the Mittag-Leffler decomposition is of the form
OCp(B
−(rn))⊕OCp(B)
∼=
−→ OCp(B \Bn)
with B−(rn) denoting the open disk of radius rn := p
1/e(q−1)qen−1 around 0. Hence
RCp(X)
∼= RCp(B) =
(
lim−→
n
OCp(B
−(rn))
)
⊕OCp(B) .
This reduces us to showing that lim−→nOCp(B
−(rn)) is a regular inductive limit which, moreover,
is complete. But the restriction maps OCp(B
−(rn)) −→ OCp(B
−(rn+1)) go through two affinoid
disks for which the corresponding restriction maps are compactoid as recalled in the proof of
Prop. 2.1.5. Hence lim
−→n
OCp(B
−(rn)) is a compactoid inductive limit and, in particular, is
regular and complete by [PGS] Thm. 11.3.5.
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iii. This follows from i. and Prop. 2.1.5.i and [PGS] Thm. 11.2.4(ii), Thm. 8.5.7(vi), and Cor.
11.2.15. 
The reflexivity of RK(X) already implies that RK(X) is quasicomplete. To see that it, in
fact, is always complete, we need an additional argument. Since RK(X) is an inductive limit
it is not surprising that the inductive tensor product topology will play a role. For two locally
convex K-vector spaces V and W let V ⊗K,ιW denote their tensor product equipped with the
inductive tensor product topology (cf. [NFA] §17) and let V ⊗̂K,ιW denote its completion. Note
that for Fre´chet spaces V and W we have V ⊗K W = V ⊗K,ιW (cf. [NFA] Prop. 17.6).
Proposition 2.1.7. i. RCp(X) = Cp ⊗̂K,ι RK(X).
ii. RK(X) ⊆ RCp(X) is a topological inclusion.
iii. RK(X) = RCp(X)
GK is closed in RCp(X).
iv. RK(X) is complete.
Proof. i. So far we know from Prop. 2.1.5.ii and Prop. 2.1.6 that
RCp(X) = lim−→
n
OCp(X \ Xn) = lim−→
n
Cp ⊗̂K OK(X \Xn) = lim−→
n
Cp ⊗̂K,ιOK(X \Xn)
is Hausdorff and complete. The inductive tensor product commutes with locally convex inductive
limits ([Eme] Lemma 1.1.30) so that we have
lim
−→
n
Cp ⊗K,ι OK(X \ Xn) = Cp ⊗K,ι RK(X)
and hence (
lim−→
n
Cp ⊗K,ι OK(X \ Xn)
)̂
= Cp⊗̂K,ιRK(X) .
It therefore remains to check that, for any inductive system (En)n of locally convex vector
spaces such that the locally convex inductive limit lim
−→n
Ên of the completions Ên is Hausdorff
and complete, we have
lim−→
n
Ên = ̂lim−→
n
En .
By the universal properties we have a commutative diagram of natural continuous maps
lim
−→n
Ên
γ // ̂lim
−→n
En
lim
−→n
En,
α
dd❏❏❏❏❏❏❏❏❏❏
::tttttttttt
which all three have dense image. By our assumption on the upper left term the map α extends
uniquely to a continuous map β : ̂lim
−→n
En −→ lim−→n
Ên. Of course, β has dense image as well.
On the other hand it necessarily satisfies γ ◦ β = id. Since lim
−→n
Ên is assumed to be Hausdorff
this implies that β has closed image. It follows that β is bijective and therefore that β and γ
are topological isomorphisms.
ii. This is a consequence of i. and [NFA] Cor. 17.5.iii.
iii. The identity follows from Remark 1.3.4. The second part of the assertion then is immediate
from the fact that GK acts on RCp(X) by continuous (semilinear) automorphisms.
iv. This follows from ii./iii. and Prop. 2.1.6.iii. 
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Corollary 2.1.8. RE(X) = E ⊗̂K,ι RK(X) for any complete intermediate field K ⊆ E ⊆ Cp.
Proof. Now that we know from Prop. 2.1.7.iv that RE(X) is complete we may repeat the
argument in the proof of Prop. 2.1.7.i with E instead of Cp. 
We summarize the additional features of the LT-isomorphism, which we have established by
now:
—As explained in the proof of Lemma 1.3.7 the isomorphism κ induces compatible topological
identifications
OCp(X \Xn) = OCp(B \Bn) ,
which restrict to isometric identifications between the subrings of bounded functions. The
twisted Galois action is well defined on the right hand side and corresponds to the standard
Galois action on the left hand side.
— By passing to the inductive limit we obtain the twisted Galois action by topological
automorphisms on RCp(B) as well as the topological identification
RCp(X) = RCp(B) .
—By restriction from RCp(.) to E
†
Cp
(.) we obtain the twisted Galois action by ‖ ‖1-isometries
on E †Cp(B) as well as the ‖ ‖1-isometric identification
E
†
Cp
(X) = E †Cp(B) .
Both, by completion, extend to ECp(.). Since we know that ‖ ‖1 is a multiplicative norm on the
right hand side it must be a multiplicative norm on EK(X) as well.
Proposition 2.1.9. RCp(X) = Cp ⊗̂K,ι RK(B) and RK(X) = RCp(B)
GK ,∗.
Proof. This is a restatement of Prop. 2.1.7.i/iii. 
2.2. The monoid action. For any a ∈ oL the map g 7−→ ag on G is locally L-analytic.
This induces an action of the multiplicative monoid oL \ {0} on the vector spaces of locally
analytic functions Can(G,K) ⊆ Can(G0,K) given by f 7−→ a
∗(f)(g) := f(ag). Obviously, with
χ ∈ Ĝ(K), resp. ∈ Ĝ0(K), also a
∗(χ) is a character in Ĝ(K), resp. in Ĝ0(K). In this way we
obtain actions of the ring oL on these groups. It is clear that under the bijection (1) the action
on the target, which we just have defined, corresponds to the obvious oL-action on the second
factor of the tensor product in the source. This shows that the action on character groups in fact
comes from an oL-action on the rigid character varieties X0 and X which, moreover, respects
each of the affinoid subgroups X(r). Moreover, from these actions on character varieties we
obtain translation actions by the multiplicative monoid oL \ {0} on the corresponding rings of
global holomorphic functions, which will be denoted by (a, f) 7−→ a∗(f). Note also that these
actions respect the respective subrings of bounded holomorphic functions.
Each unit in o×L with X(r) also preserves the admissible open subset X \X(r). The o
×
L -action
on ObK(X) ⊆ OK(X) therefore extends to the rings RK(X), E
†
K(X), EK(X), and E
≤1
K (X) (being
isometric in the norm ‖ ‖1).
Lemma 2.2.1. The o×L -action on OK(X \ X(r0)), for any r0 ∈ [p
−1/e−1/(p−1), 1) ∩ pQ, is con-
tinuous.
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Proof. Coming from an action on the variety X\X(r0) each unit in o
×
L acts by a continuous ring
automorphism on OK(X \X(r0)). Since o
×
L is compact and OK(X \X(r0)) as a Fre´chet space is
barrelled it remains, by the nonarchimedean Banach-Steinhaus theorem (cf. [NFA] Prop. 6.15),
to show that the orbit maps
ρf : o
×
L −→ OK(X \ X(r0))
a 7−→ a∗(f) ,
for any f ∈ OK(X \X(r0)), are continuous. But in the subsequent section 2.3 we will establish,
under the above assumption on r0, the stronger fact that these orbit maps even are differentiable.

Lemma 2.2.2. For any r ∈ [p−p/(p−1), 1) ∩ pQ we have (π∗L)
−1(X \X(r)) ⊇ X \ X(r1/p).
Proof. Suppose there is an x ∈ X \ X(r1/p) such that π∗Lx ∈ X(r). Since πL as well as any unit
in o×L preserve X(r) it follows that p
∗x ∈ X(r). This contradicts Lemma 3.3 in [ST01]. 
The lemma implies that the action of πL and hence of the full multiplicative monoid oL \{0}
extends to the rings RK(X), E
†
K(X), EK(X), and E
≤1
K (X). By construction the action of πL on
EK(X) is decreasing in the norm ‖ ‖1. But the action of p, as a consequence of [ST01] Lemma
3.3, is isometric. It follows that the full monoid oL \ {0} acts isometrically on EK(X).
Lemma 2.2.3. The oL \ {0}-action on RK(X) is continuous.
Proof. Each a ∈ o×L acts continuously on OK(X\X(r0)) and therefore gives rise, in the limit, to a
continuous automorphism of RK(X). The prime element πL, by Lemma 2.2.2, maps X\X(r0) to
X \X(rp0), for any p
− 1
p−1 ≤ r0 < 1, and therefore again gives rise to a continuous endomorphism
of RK(X). The continuity of the orbit maps
ρf : o
×
L −→ RK(X)
a 7−→ a∗(f) ,
for any f ∈ RK(X), follows immediately from Lemma 2.2.1. As a locally convex inductive limit
of Fre´chet spaces RK(X) is barrelled so that the assertion now follows from the nonarchimedean
Banach-Steinhaus theorem. 
Observing that κ[a](z) = a
∗(κz) one checks that the isomorphism κ : B/Cp
∼=
−−→ X/Cp from
section 1.3 is equivariant for the oL-action on both sides. It follows that the ring isomorphisms
as summarized after Cor. 2.1.8 all are equivariant for the actions of the monoid oL \ {0}.
Traditionally one thinks of an oL\{0}-action as an action of the multiplicative group ΓL := o
×
L
together with a commuting endomorphism ϕL which represents the action of πL. We note that
ϕL is injective on EK(X) and a fortiori on OK(X).
For later purposes we need to discuss, for any n ≥ 1, the structure of the πnL-torsion subgroup
X[πnL] := ker(X
(πnL)
∗
−−−−→ X) .
Lemma 2.2.4. X[πnL](Cp)
∼= oL/π
n
LoL as oL-modules.
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Proof. As a consequence of [ST01] Lemma 2.1 the bijection (1) induces an oL-isomorphism
X[πnL](Cp)
∼= ker
[
B1(Cp)⊗Zp HomZp(oL,Zp)
id⊗πnL−−−−−→ B1(Cp)⊗Zp HomZp(oL,Zp)
]
.
The short exact sequence 0 −→ oL
πnL−−→ oL −→ oL/π
n
LoL −→ 0 gives rise to the short exact
sequence
0 −→ HomZp(oL,Zp)
πnL−−→ HomZp(oL,Zp) −→ Ext
1
Zp
(oL/π
n
LoL,Zp) −→ 0
which in turn leads to the exact sequence
0 −→ Tor
Zp
1 (B1(Cp),Ext
1
Zp
(oL/π
n
LoL,Zp)) −→
B1(Cp)⊗Zp HomZp(oL,Zp)
id⊗πnL−−−−−→ B1(Cp)⊗Zp HomZp(oL,Zp) .
We deduce that X[πnL](Cp)
∼= Tor
Zp
1 (B1(Cp),Ext
1
Zp
(oL/π
n
LoL,Zp)). Since HomZp(oL,Zp) is a
free oL-module of rank one we have Ext
1
Zp
(oL/π
n
LoL,Zp))
∼= oL/π
n
LoL as oL- and, a fortiori, as
Zp-module. On the other hand the torsion subgroup of B1(Cp) is the group of p-power roots of
unity which is isomorphic to Qp/Zp. It follows that
X[πnL](Cp)
∼= Tor
Zp
1 (B1(Cp), oL/π
n
LoL)
∼= Tor
Zp
1 (Qp/Zp, oL/π
n
LoL)
= torsion subgroup of oL/π
n
LoL
= oL/π
n
LoL .

2.3. The action of Lie(ΓL). We begin by setting up some axiomatic formalism. In the following
we view ΓL = o
×
L as a locally L-analytic group. Its Lie algebra is L. Let (B, ‖ ‖B) be a K-
Banach space which carries a ΓL-action by continuous K-linear automorphisms. We consider
the following condition:
There is an m ≥ 2 such that, in the operator norm on B, we have(5)
‖γ − 1‖ < p−
1
p−1 for any γ ∈ 1 + pmoL.
If B has the orthogonal basis (vi)i∈I then (5) follows from the existence of a constant 0 < C <
p−
1
p−1 such that ‖(γ − 1)(vi)‖B ≤ C‖vi‖B for any γ ∈ 1 + p
moL and any i ∈ I.
Lemma 2.3.1. Suppose that (5) holds; then the ΓL-action on B is locally Qp-analytic.
Proof. The main point is to show that the orbit maps
ρb : ΓL −→ B
γ 7−→ γb,
for any b ∈ B, are locally Qp-analytic. Since the multiplication in ΓL is locally L-analytic it
suffices to show that ρb|1+p
moL with m as in the assumption is locally Qp-analytic. On the one
hand we fix a basis γ1, . . . , γr of the free Zp-module 1 + p
moL of rank r := [L : Qp] and write
1+pmoL ∋ γ = γ
x1(γ)
1 ·. . . ·γ
xr(γ)
r . Then γ 7−→ (x1(γ), . . . , xr(γ)) is a global Qp-chart of 1+p
moL.
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On the other hand we consider the K-Banach algebra A of continuous linear endomorphisms of
B with the operator norm. We have the bijections
{a′ ∈ A : ‖a′‖ < p−
1
p−1}
exp
−−−→ {a ∈ A : ‖a− 1‖ < p−
1
p−1 }
log
←−−
a′ 7−→ exp(a′) =
∑
n≥0
1
n!
(a′)n
−
∑
n≥1
1
n
(1− a)n = log(1 + (a− 1)) = log(a)←− a
which are inverse to each other and which “preserve” norms (cf. [B-GAL] II§8.4 Prop. 4). By
our assumption we have in A the expansion
γ = exp(log(γ)) =
∑
n≥0
1
n!
log(γ)n =
∑
n≥0
1
n!
( r∑
i=1
xi(γ) log(γi)
)n
(6)
=
∑
(n1,...,nr)∈Zr≥0
c(n1,...,nr)
(n1 + . . .+ nr)!
∏
i=1
(log(γi))
ni
r∏
i=1
xi(γ)
ni
on 1 + pmoL, where the integers c(n1,...,cr) denote the usual polynomial coefficients. Since d :=
maxi ‖ log(γi)‖ < p
− 1
p−1 by assumption the coefficient operators
∇B,(n1,...,nr) :=
c(n1,...,nr)
(n1 + . . .+ nr)!
∏
i=1
(log(γi))
ni
satisfy
‖∇B,(n1,...,nr)‖ ≤ |(n1 + . . . nr)!|
−1dn1+...nr
= |(n1 + . . .+ nr)!|
−1|p|
n1+...+nr
p−1 (d/|p|
1
p−1 )n1+...+nr
≤ (d/|p|
1
p−1 )n1+...nr
n1+...+nr→∞−−−−−−−−−−→ 0
where the last inequality comes from |p|
n
p−1 ≤ |n!| (cf. [B-GAL] II§8.1 Lemma 1). Evaluating
(6) in b ∈ B therefore produces an expansion of ρb into a power series convergent on 1 + p
moL.
It follows in particular that the orbit maps ρb are continuous, i.e., that the ΓL-action on B is
separately continuous. But, since ΓL is compact, the nonarchimedean Banach-Steinhaus theorem
(cf. [NFA] Prop. 6.15) then implies that the action ΓL ×B → B is jointly continuous. 
The operators ∇B,(n1,...,nr) on B which we have constructed in the proof of Lemma 2.3.1 have
the following conceptual interpretation. First we observe that
∇B,(n1,...,nr) =
r∏
i=1
∇B,(...,0,ni,0,...) =
r∏
i=1
1
ni!
∇niB,i
where i := (. . . , 0, 1, 0, . . .) is the multi-index with entry one in the ith place. On the other hand
the derived action of the Lie algebra of ΓL on B is given by
xb =
d
dt
expΓL(tx)b
∣∣t=0 for x ∈ Lie(ΓL) = L and b ∈ B
where expΓL is an exponential map for ΓL (cf. [Fea] §3.1) and where t varies in a small neighbour-
hood of zero in Zp. Note that the usual exponential function exp : Lie(ΓL) = L−−− > o
×
L = ΓL
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is an exponential map for the locally L-analytic group ΓL (cf. [B-GAL] III§4.3 Ex. 2). We put
xi := log γi. Using the expansion (6) we compute
expΓL(txj)b =
∑
(n1,...,nr)∈Zr≥0
∇B,(n1,...,nr)(b)
r∏
i=1
xi(exp(txj))
ni
=
∑
(n1,...,nr)∈Zr≥0
∇B,(n1,...,nr)(b)
r∏
i=1
xi(exp(xj)
t)ni
=
∑
(n1,...,nr)∈Zr≥0
∇B,(n1,...,nr)(b)
r∏
i=1
xi(γ
t
j)
ni
=
∞∑
n=0
1
n!
∇nB,j(b)t
n
and hence
(7)
d
dt
expΓL(txj)b
∣∣t=0 = ∇B,j(b) .
This proves the following.
Corollary 2.3.2. If (5) holds, then the operator ∇B,j coincides with the derived action of
log γj ∈ L = Lie(ΓL) on B.
The commutativity of ΓL implies that the operators ∇B,(n1,...,nr) commute with each other. It
follows that the derived Lie(ΓL)-action on B is through commuting operators. In the following
we denote by ∇B , or simply by ∇, the operator corresponding to the element 1 ∈ L = Lie(ΓL).
We remark that, although ΓL is a locally L-analytic group, the action on B only is locally
Qp-analytic so that the derived action Lie(ΓL) −→ EndK(B) only is Qp-linear in general.
Next we consider the situation where B in addition is a Banach algebra such that ‖ ‖B
is submultiplicative and M is a finitely generated projective B-module. We choose generators
e1, . . . , ed of M and consider the B-module homomorphism
Bd −→M
(b1, . . . , bd) 7−→
d∑
i=1
biei .
On Bd we have the maximum norm ‖(b1, . . . , bd)‖Bd := maxi ‖bi‖B and onM the corresponding
quotient norm
‖x‖M := inf{max
i
‖bi‖B : x =
d∑
i=1
biei} .
To see that ‖ ‖M indeed is a norm we observe that the above map, by the projectivity ofM , is the
projection map onto the first summand of a suitable B-module isomorphismBd
∼=
−→M⊕M ′. This
isomorphism is continuous if we equip M and M ′ with the corresponding quotient topologies.
By the open mapping theorem it has to be a topological isomorphism. Hence the quotient
topology on M is Hausdorff and complete (cf. [NFA] Prop. 8.3). In particular, ‖ ‖M is a norm.
This construction makes M into a K-Banach space whose topology is independent of the choice
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of basis. We assume that ΓL acts continuously by K-linear automorphisms on M which are
semilinear with respect to the ΓL-action on B.
Proposition 2.3.3. If (5) holds for B, then also the ΓL-action on M satisfies (5) and, in
particular, is locally Qp-analytic.
Proof. Let the natural number m be as in the condition (5) for B in Lemma 2.3.1. By the
continuity of the Γ-action on M we find an m′ ≥ m such that ‖(γ − 1)(ei)‖M < p
−2 (and hence
‖γ(ei)‖M = ‖ei‖M = 1) for any γ ∈ 1 + p
m′oL and any 1 ≤ i ≤ d. For any such γ and any
x =
∑d
i=1 biei ∈M we then compute
‖(γ − 1)(x)‖M = ‖
∑
i
(γ − 1)(biei)‖M
= ‖
∑
i
(
(γ − 1)(bi)γ(ei) + bi(γ − 1)(ei)
)
‖M
≤ max(max
i
‖(γ − 1)‖‖bi‖B‖γ(ei)‖M ,max
i
‖bi‖B‖(γ − 1)(ei)‖M )
≤ max(‖γ − 1‖, p−2) ·max
i
‖bi‖B .
It follows that
‖(γ − 1)(x)‖M ≤ max(‖γ − 1‖, p
−2) · ‖x‖M < p
− 1
p−1‖x‖M .

In a first step we apply this formalism to the o×L -action on the open disk B. For any r0 ≤ r
in (0, 1) ∩ pQ let B(r0, r)/L denote the L-affinoid annulus of inner, resp. outer, radius r0, resp.
r, around zero. It is preserved by the o×L -action.
Proposition 2.3.4. The ΓL-actions on OK(B(r)) and on OK(B(r0, r)), induced by the Lubin-
Tate formal oL-module, verify the condition (5) and are locally L-analytic.
Proof. The other case being simpler we only treat the ΓL-action on OK(B(r0, r)). First of all we
verify the condition (5). The elements of OK(B(r0, r)) are the Laurent series in the coordinate
Z which converge on B(r0, r))(Cp). The maximum modulus principle tells us that {Z
n}n∈Z is
an orthogonal basis of the K-Banach space OK(B(r0, r)) with respect to the supremum norm
‖ ‖. It therefore suffices to find an m ≥ 2 such that
‖γ(Zn)− Zn‖ ≤ p−2‖Zn‖ for any n ∈ Z and any γ ∈ 1 + pmoL.
We have γ(Z) = [γ](Z) = γZ + . . . = Zuγ with uγ = γ + . . . ∈ oL[[Z]]
×, and we compute
γ(Zn)− Zn = Zn(unγ − 1) =
{
Zn(uγ − 1)(u
n−1
γ + . . . 1) if n > 0
Zn(uγ − 1)(−u
n
γ − . . . − u
−1
γ ) if n < 0.
It follows that ‖γ(Zn)−Zn‖ ≤ ‖uγ −1‖‖Z
n‖. By the proof of Lemma 2.1.1 in [KR] there exists
an m ≥ 2 such that ‖uγ − 1‖ = ‖
γ(Z)
Z − 1‖ ≤ p
−2. This shows that (5) holds true. Lemma 2.3.1
then tells us that the ΓL-action is locally Qp-analytic.
Next we establish that the derived Lie(ΓL)-action is L-bilinear. Since Lie(ΓL) acts by con-
tinuous derivations it suffices to check that xZ = x · 1Z holds true for any sufficiently small
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x ∈ L = Lie(ΓL) (where · on the right hand side denotes the scalar multiplication). We compute
xZ =
d
dt
[expΓL(tx)](Z)
∣∣t=0 = ddt [exp(tx)](Z)∣∣t=0
=
d
dt
expLT (logLT ([exp(tx)](Z)))
∣∣t=0 = ddt expLT (exp(tx) · logLT (Z))∣∣t=0
= x ·
d
dt
expLT (exp(t) · logLT (Z))
∣∣t=0 = x · 1Z .
The fourth identity uses the fact that the logarithm logLT of LT is “oL-linear” ([Lan] 8.6 Lemma
2).
Finally, by looking at the Taylor expansion
exp(x)b =
∞∑
n=0
1
n!
xnb =
∞∑
n=0
1
n!
xn · 1nb
we see that the orbit maps ρb are locally L-analytic. 
Lemma 2.3.5. For any r ∈ (0, p−
1
p−1 ) ∩ pQ the ΓL-action on OK(X(r)) verifies the condition
(5) and is locally L-analytic.
Proof. Lemma 1.2.2 reduces us to proving the assertion for the ΓL-action on OK(B(r)) which
is induced by the multiplication action of o×L on the disk B(r). But this is seen by an almost
trivial version of the reasoning in the proof of Prop. 2.3.4. 
According to Prop. 2.3.4 we have derived Lie(ΓL)-actions on OK(B(r)) and OK(B(r0, r))
which are L-bilinear. For r′0 ≤ r0 ≤ r ≤ r
′ the inclusions OK(B(r
′)) ⊆ OK(B(r)) and
OK(B(r
′
0, r
′)) ⊆ OK(B(r0, r)) respects these actions. By first a projective limit and then a
direct limit argument we therefore obtain compatible L-bilinear Lie(ΓL)-actions on
OK(B) ⊆ OK(B \B(r)) ⊆ RK(B) .
Next we use the LT-isomorphism in section 1.3 to obtain L-bilinear Lie(ΓL)-actions on
OK(Xn), OK(X(s, s
′)) (with s, s′ as in Prop. 2.1.1), and OK(X) ⊆ OK(X \ Xn) ⊆ RK(X) .
Recall that RK(B) and RK(X) are the locally convex inductive limits of the Fre´chet spaces
OK(B\B(r)) and OK(X\Xn), respectively. Hence all the above locally convex K-vector spaces
are barrelled ([NFA] Examples at the end of §6). The orbit maps ρb for the ΓL-action on these
spaces (with the exception of OK(Xn) and OK(X(s, s
′))) are no longer locally L-analytic but
they still are differentiable ([Fea] 3.1.2). Hence these actions still are derived in the sense that
they are given by the usual formula (x, b) 7−→ xb = ddt expΓL(tx)b
∣∣t=0. The ΓL-action on each
OK(Xn) and each OK(X(s, s
′)) satisfies the condition (5) and is locally L-analytic.
For convenience we introduce the following notion.
Definition 2.3.6. A differentiable (continuous) ΓL-action on a barrelled locally convex K-
vector space V is called L-analytic if the derived action Lie(ΓL)× V −→ V is L-bilinear.
We observe that with V the induced ΓL-action on any ΓL-invariant closed barrelled subspace
of V is L-analytic as well.
RIGID CHARACTER GROUPS, LUBIN-TATE THEORY, AND (ϕ,Γ)-MODULES 29
If F (X,Y ) denotes the formal group law of LT then ∂F∂Y (0, Z) is a unit in oL[[Z]] and we put
gLT (Z) :=
(
∂F
∂Y (0, Z)
)−1
. Then gLT (Z)dZ is, up to scalars, the unique invariant differential form
on LT ([Haz] §5.8). As before we let logLT (Z) = Z+. . . denote the unique formal power series in
L[[Z]] whose formal derivative is gLT . This logLT is the logarithm of LT and lies in OL(B) ([Lan]
8.6). In particular, gLTdZ = d logLT and OL(B)dZ = OL(B)d logLT . The invariant derivation
∂inv on OK(B) corresponding to the form d logLT is determined by
dF = ∂inv(F )d logLT = ∂inv(F )gLT dZ =
∂F
∂Z
dZ
and hence is given by
∂inv(F ) = g
−1
LT
∂F
∂Z
.
The identity
∇OK(B) = logLT ·∂inv
is shown in [KR] Lemma 2.1.4.
Since the rigid variety X is smooth of dimension one its sheaf of holomorphic differential
forms is locally free of rank one. The group structure of X forces this sheaf to even be free (cf.
[DG] II §4.3.4). Hence the OL(X)-module ΩL(X) of global holomorphic differential forms on X is
free of rank one. We claim that the differential form d logX is invariant (for the group structure
on X) and is a basis of ΩL(X). By the commutative diagram after Lemma 3.4 in [ST01] the
function logX corresponds, under the LT-isomorphism κ, to a nonzero scalar multiple of logLT .
This implies our claim over Cp and then, by a simple descent argument with respect to the
twisted Galois action, also over L. The invariant derivation ∂inv on OK(X) corresponding to the
form d logX is defined by
df = ∂inv(f)d logX .
Using the LT-isomorphism it follows that
∇OK(X) = logX ·∂inv .
2.4. (ϕL,ΓL)-modules. Let M be any finitely generated module over some topological ring R.
The canonical topology of M is defined to be the quotient topology with respect to a surjective
R-module homomorphism α : Rm −→ M . It makes M into a topological R-module. If the
multiplication in R is only separately continuous then the module multiplication R ×M −→
M is only separately continuous as well. Any R-module homomorphism between two finitely
generated R-modules is continuous for the canonical topologies. We also need a semilinear
version of this latter fact.
Remark 2.4.1. Let ψ : R −→ S be a continuous homomorphism of topological rings, let M and
N be finitely generated R- and S-modules, respectively, and let α : M −→ N be any ψ-linear
map (i.e., α(rm) = ψ(r)α(m) for any r ∈ R and m ∈M); then α is continuous for the canonical
topologies on M and N .
Proof. The map
αlin : S ⊗R,ψ M −→ N
s⊗m 7−→ sα(m)
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is S-linear. We pick free presentations λ : Rℓ ։M and µ : Sm ։ N . Then we find an S-linear
map β such that the diagram
Rℓ
λ

ψℓ // Sℓ = S ⊗R,ψ R
ℓ
id⊗λ

β // Sm
µ

M
α
88
m7→1⊗m // S ⊗R,ψ M
αlin // N
is commutative. All maps except possibly the lower left horizontal arrow are continuous. The
universal property of the quotient topology then implies that α must be continuous as well. 
Suppose now that M is finitely generated projective over R. Then the homomorphism α has
a continuous section σ : M −→ Rm. Hence M is topologically isomorphic to the submodule
σ(M) of Rm (equipped with the subspace topology). Suppose further that R is Hausdorff, resp.
complete. Then Rm is Hausdorff, resp. complete. We see that σ(M) and M are Hausdorff.
Furthermore it follows that σ(M) = ker(idM −σ ◦ α) is closed in R
m. Hence, if R is complete,
then also M is complete.
In our applications R usually is a locally convex K-algebra. If such an R is barrelled then
the canonical topology on any M is barrelled as well (cf. [NFA] Ex. 4 after Cor. 6.16).
Definition 2.4.2. A (ϕL,ΓL)-moduleM over RK(X) is a finitely generated projective RK(X)-
module M which carries a semilinear continuous (for the canonical topology) oL \ {0}-action
such that the RK(X)-linear map
ϕlinM : RK(X) ⊗RK(X),ϕL M
∼=
−−→M
f ⊗m 7−→ fϕM(m)
is bijective (writing the action of πL on M as ϕM ). Let ModL(RK(X)) denote the category of
all (ϕL,ΓL)-modules over RK(X).
The (ϕL,ΓL)-modules over RK(X) are Hausdorff and complete. They also are barrelled since
RK(X) as a locally convex inductive limit (Prop. 2.1.6.i) of Fre´chet spaces is barrelled (cf. [NFA]
Ex. 2 and 3 after Cor. 6.16).
We briefly discuss scalar extension for (ϕL,ΓL)-modules. Let K ⊆ E ⊆ Cp be another
complete intermediate field. First we make the following simple observation.
Remark 2.4.3. Let V1 and V2 be two barrelled locally convex K-vector spaces; then V1 ⊗K,ι V2
is barrelled as well.
Proof. The inductive tensor product topology on V1⊗K V2 is the finest locally convex topology
such that all linear maps
V1 −→ V1 ⊗K V2 and V2 −→ V1 ⊗K V2 for any vi ∈ Vi
v 7−→ v ⊗ v2 v 7−→ v1 ⊗ v
are continuous. It is basically by definition that any locally convex final topology with respect
to maps which originate from barrelled spaces, like the above one, is barrelled. 
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Lemma 2.4.4. For any (ϕL,ΓL)-module M over RK(X) we have:
i. RE(X)⊗RK(X) M = E ⊗̂K,ιM ;
ii. RE(X)⊗RK(X) M is a (ϕL,ΓL)-module over RE(X).
Proof. i. Obviously we have the algebraic identity (E ⊗K RK(X)) ⊗RK(X) M = E ⊗K M . We
claim that this is a topological identity (E⊗K,ιRK(X))⊗RK (X)M = E⊗K,ιM , which extends to
a topological isomorphism (E ⊗̂K,ι RK(X))⊗RK(X)M = E ⊗̂K,ιM . Note that on the left hand
sides the topology is given as follows: By viewing M as a topological direct summand of some
RK(X)
m we realize the left hand sides as topological direct summands of (E⊗K,ιRK(X))
m and
(E ⊗̂K,ι RK(X))
m, respectively. Hence our claim reduces to the case M = RK(X) where it is
obvious. It remains to recall from Cor. 2.1.8 that RE(X) = E ⊗̂K,ι RK(X).
ii. Clearly RE(X)⊗RK(X)M is finitely generated projective over RE(X). The oL \ {0}-action
extends by semilinearity to RE(X)⊗RK(X) M and satisfies
RE(X)⊗RE(X),ϕL (RE(X)⊗RK(X) M) = RE(X)⊗RK(X) (RK(X)⊗RK(X),ϕL M)
∼= RE(X)⊗RK(X) M .
It remains to establish the continuity of the oL \ {0}-action. Because of i. we may view it as
the completed E-linear extension of the oL \{0}-action on M . Hence each individual element in
oL \{0}-action certainly acts by a continuous linear endomorphism on V := E⊗K,ιM and then
also on V̂ = E ⊗̂K,ιM . We still have to check that the resulting group actions o
×
L × V −→ V
and o×L × V̂ −→ V̂ are continuous. Since M is barrelled it follows from Remark 2.4.3 that V
is barrelled. For the continuity of the action on V it therefore suffices, by the usual Banach-
Steinhaus argument, to check the continuity of the orbit maps
ρv : o
×
L −→ E ⊗K,ιM for any v ∈ E ⊗K,ιM
a 7−→ a(v) .
But this follows easily from the continuity of the o×L -action on M . Let Cc(o
×
L , V ) denote the lo-
cally convex K-vector space of all continuous V -valued maps on o×L equipped with the compact-
open topology. By [B-TG] X.3.4 Thm. 3 the continuity of the action o×L ×V −→ V is equivalent
to the continuity of the linear map
V −→ Cc(o
×
L , V )
v 7−→ ρv .
Hence all solid arrows in the diagram
V
⊆

// Cc(o
×
L , V )
⊆

V̂ //❴❴❴ Cc(o
×
L , V̂ )
are continuous linear maps. Since Cc(o
×
L , V̂ ) is Hausdorff and complete (cf. [NFA] Example
in §17) there is a unique continuous linear map V̂ −→ Cc(o
×
L , V̂ ) which makes the diagram
commutative. It corresponds to a continuous map o×L × V̂ −→ V̂ which is easily seen to be the
original o×L -action on V̂ . The latter therefore is continuous. 
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At various points we will need the following technical descent result.
Proposition 2.4.5. Let M be a (ϕL,ΓL)-modules over RK(X). Then there exist a p
−p/(p−1) ≤
r0 < 1, a finitely generated projective OK(X \ X(r0))-module M0 with a semilinear continuous
o×L -action, and a semilinear continuous homomorphism
ϕM0 :M0 −→ OK(X \X(r
1/p
0 ))⊗OK(X\X(r0)) M0
such that the induced OK(X \ X(r
1/p
0 ))-linear map
OK(X \ X(r
1/p
0 ))⊗OK(X\X(r0)),ϕL M0
∼=
−−→ OK(X \X(r
1/p
0 ))⊗OK(X\X(r0)) M0
is an isomorphism and such that
RK(X)⊗OK(X\X(r0)) M0 =M
with the o×L actions on both sides as well as ϕL ⊗ ϕM0 and ϕM corresponding to each other.
Proof. For some appropriate integer m ≥ 1 we can view M ⊆ RK(X)
m as the image of some
projector Π ∈ Mm×m(RK(X)). The matrix Π lies in Mm×m(OK(X \ X(r0))) for some r0 ≥
p−p/(p−1), and we may define finitely generated projective OK(X \ X(r))-modules M(r) :=
Π(OK(X \ X(r))
m) for any r0 ≤ r < 1. We have M = RK(X) ⊗OK(X\X(r)) M(r) and M =⋃
r0≤r<1
M(r).
Since M(r) is finitely generated we further have ϕM (M(r)) ⊆ M(r
′) for some r′ ≥ r. But
any set of generators for M(r) also is a set of generators for M(r′). It follows (cf. Lemma 2.2.2)
that ϕM (M(r
′)) ⊆M(r′1/p). The associated linear map
OK(X \ X(r
′1/p))⊗OK(X\X(r′)),ϕL M(r
′) −→M(r′1/p)
f ⊗m 7−→ fϕM (m)
has the property that its base change to RK(X) is an isomorphism. The cokernel being finitely
generated must already vanish after enlarging r′ sufficiently. Then the map is surjective and,
by the projectivity of the modules, splits. Hence the kernel is finitely generated as well and
vanishes after further enlarging r′. By enlarging the initial r0 we therefore may assume that
OK(X \X(r
1/p))⊗OK(X\X(r)),ϕL M(r)
∼=M(r1/p) for any r0 ≤ r < 1.
By Remark 2.4.1 the map ϕM :M(r) −→M(r
1/p) is continuous.
By assumption the orbit map ρm : o
×
L −→ M , for any m ∈ M , which sends a to a(m), is
continuous. Hence its image is compact and, in particular, bounded. ButM is, as a consequence
of Prop. 2.1.6.i, the regular inductive limit of theM(r). It follows that the image of ρm already is
contained in some M(r) and is bounded in the canonical topology of M(r) as an OK(X \X(r))-
module. Using Prop. 2.1.5.i we obtain that the image of ρm is compactoid in M(r). If we apply
this to finitely many generators of M(r0) then we see that, by further enlarging r0, we also
may assume that the o×L -action on M preserves M(r) for any r ≥ r0. By [PGS] Cor. 3.8.39
the continuous inclusion M(r) ⊆M restricts to a homeomorphism between the image of ρm in
M(r) and its image in M . It follows that ρm : o
×
L −→ M(r) is continuous. On the other hand,
for each individual a ∈ o×L , the map a : M(r) −→ M(r) is a∗-linear and hence continuous by
Remark 2.4.1. Together we have shown that the o×L -action on M(r) is separately continuous.
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Since o×L is compact and the Fre´chet space M(r) is barrelled it is, in fact, jointly continuous by
the nonarchimedean Banach-Steinhaus theorem. 
Proposition 2.4.6. Any continuous (for the canonical topology) semilinear ΓL-action on a
finitely generated projective module M over any of the rings OK(X \Xn), for n ≥ 1, or RK(X)
is differentiable.
Proof. First we consider M over RK(X). As seen from its proof the descent result Prop. 2.4.5
holds equally true without a ϕM . Hence, for some sufficiently big n0, we find a finitely generated
projective OK(X \ Xn0)-module Mn0 with a continuous semilinear ΓL-action such that M =
RK(X)⊗OK(X\Xn0 )Mn0 as ΓL-modules. For any n ≥ n0, the finitely generated projective module
Mn := OK(X\Xn)⊗OK(X\Xn0 )Mn0 over OK(X\Xn) carries the continuous semilinear (diagonal)
ΓL-action. The ΓL-equivariant maps Mn −→ Mn∗1 −→ M are continuous (by Remark 2.4.1),
and M =
⋃
n≥n0
Mn. This reduces the differentiability of M to the differentiability of each Mn.
So, in the following we fix an n ≥ 1 and consider M over OK(X \ Xn). We abbreviate
Y := X\Xn. According to Prop. 2.1.1 the quasi-Stein space Y has an admissible covering by an
increasing sequence of ΓL-invariant affinoid subdomains X(s1, s
′
1) ⊆ . . . ⊆ X(si, s
′
i) ⊆ . . . such
that the restriction maps OK(X(si+1, s
′
i+1)) −→ OK(X(si, s
′
i)) have dense image. We then have
the finitely generated projective modulesMi := OK(X(si, s
′
i))⊗OK(Y)M over OK(X(si, s
′
i)) with
a continuous semilinear (diagonal) ΓL-action. The covering property implies that M = lim←−i
Mi
holds true topologically for the canonical topologies (as well as ΓL-equivariantly). This reduces
the differentiability of M to the differentiability of the ΓL-action on each Mi. But, as we have
discussed before Def. 2.3.6, the ΓL-action on OK(X(si, s
′
i)) satisfies the condition (5). Hence, by
Prop. 2.3.3, the ΓL-action on Mi even is locally Qp-analytic.
Addendum: First suppose that M over RK(X) is K-analytic. Then each Mn is L-analytic
since Mn is a Lie(ΓL-invariant K-vector subspace of M . Next suppose that M over OK(X \Xn)
is L-analytic. Then each Mi is L-analytic since the natural map M −→Mi has dense image (cf.
[ST03] Thm. in §3). 
This result allows us to introduce the full subcategory ModL,an(RK(X)) of all L-analytic
(Def. 2.3.6) (ϕL,ΓL)-modules in ModL(RK(X)).
There is a useful duality functor on the category ModL(RK(X)). Let M be (ϕL,ΓL)-module
over RK(X). The dual module M
∗ := HomRK(X)(M,RK(X)) again is finitely generated projec-
tive over RK(X).
Remark 2.4.7. For any finitely generated projective ModL(RK(X))-module N the canonical
topology on HomRK (X)(N,RK(X)) coincides with the topology of pointwise convergence.
Proof. Since the formation of both topologies commutes with direct sums it suffices to consider
N = RK(X), in which case the assertion is straightforward.. 
It is a (ϕL,ΓL)-module with respect to
γ(α) := γ ◦ α ◦ γ−1 and ϕM∗(α) := ϕ
lin
L ◦ (idRK(X)⊗α) ◦ (ϕ
lin
M )
−1
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for any γ ∈ ΓL and any α ∈ HomRK(X)(M,RK(X)). Each individual such operator on M
∗ is
continuous by Remark 2.4.1. If we use ϕlinM and ϕ
lin
L to identify HomRK(X)(M,RK(X)) and
HomRK(X)(RK(X)⊗RK(X),ϕL M,RK(X)⊗RK(X),ϕL RK(X))
= HomRK(X)(M,RK(X) ⊗RK(X),ϕL RK(X))
then ϕlinM∗ becomes the map
RK(X)⊗RK(X),ϕL HomRK(X)(M,RK(X)) −→ HomRK(X)(M,RK(X)⊗RK(X),ϕL RK(X))
f ⊗ α 7−→ [m 7→ f ⊗ α(m)]
which does not involve the (ϕL,ΓL)-structure any longer. To see that the latter map is bijective
we may first reduce, since M is projective, to the case of a finitely generated free module M
and then to the case M = RK(X), in which the bijectivity is obvious. Since ΓL is compact and
M∗ is barrelled it remains, by the nonarchimedean Banach-Steinhaus theorem, to show, for the
joint continuity of the ΓL-action on M
∗, that for any α ∈ M∗ the map ΓL −→ M
∗ sending γ
to γ(α) is continuous. Because of Remark 2.4.7 it suffices to check that, for any m ∈ M , the
map ΓL −→ M sending γ to γ(α(m)) = γ(α(γ
−1(m)) is continuous. This is a straightforward
consequence of the continuity of the ΓL-action on M and on RK(X).
As an application we make the following technically helpful observation.
Remark 2.4.8. For any M in ModL(RK(X)) the (ϕL,ΓL)-module M ⊕M
∗ is free over RK(X).
Proof. As a module M is isomorphic to a direct sum of invertible ideals. Hence it suffices to
consider an invertible ideal I in RK(X). Then I ⊕ I
∗ ∼= I ⊕ I−1 ∼= RK(X) ⊕ II
−1 = RK(X) ⊕
RK(X) by Cor. 2.1.2.ii. 
Of course, everything above makes sense and is valid for B replacing X. In particular, we
have the categories ModL,an(RK(B)) ⊆ ModL(RK(B)) of all L-analytic, resp. of all, (ϕL,ΓL)-
modules over RK(B).
We also add the following fact which will be crucial for the definition of etale L-analytic
(ϕL,ΓL)-modules in section 3.3.
Proposition 2.4.9. RK(X)
× = E †K(X)
×.
Proof. Let f ∈ RK(X)
×. We have f ∈ OK(X \ Xn)
× for some sufficiently large n. It suffices to
show that f is bounded. By symmetry then f−1 is bounded as well so that f ∈ ObK(X \Xn)
× ⊆
E
†
K(X)
×. Since boundedness can be checked after scalar extension to Cp we may assume that
K = Cp. Using the LT-isomorphism this reduces us to showing that any unit in OK(B \Bn) is
bounded. But this is well known to follow from [Laz] Prop. 4.1). 
3. Construction of (ϕL,ΓL)-modules
3.1. An application of the Colmez-Sen-Tate method. In the following the Colmez-Sen-
Tate formalism as formulated in [BC08] will be of crucial technical importance. In this section
we therefore recall it, complement it somewhat, and prove an essential additional result.
Let A be an L-Banach algebra with a submultiplicative norm ‖ ‖A. For any complete inter-
mediate field Qp ⊆ K ⊆ Cp we denote by AK := K ⊗̂LA the tensor product completed with
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respect to the tensor product norm ‖ ‖AK := | | ⊗ ‖ ‖A.
6 If Qp ⊆ F ⊆ Cp is an arbitrary
intermediate field then F̂ denotes its completion.
The Galois group GL acts continuously and isometrically on Cp and hence continuously,
semilinearly, and isometrically on ACp (through the first factor). Of course, it then also acts
continuously on GLm(ACp) for any m ≥ 1.
Remark 3.1.1. (ACp)
GK = AK .
Proof. It suffices to show that (Cp ⊗̂K A)
GK ⊆ A. It is easy to see that any element of Cp ⊗̂K A
is contained in Cp ⊗̂K A0 for some Banach subspace of countable type A0 ⊆ A. Hence we may
assume that A is of countable type. The case of a finite dimensional A being trivial we then
further may assume, by [PGS] Cor. 2.3.9, that A = c0(K) (notation as in the proof of Lemma
2.1.3). In this case we have (Cp ⊗̂K c0(K))
GK = c0(Cp)
GK = c0(K). 
We put Ln := L(µpn) and L
cyc :=
⋃
n Ln and we let H
cyc
L := Gal(L/L
cyc) and ΓcycL :=
Gal(Lcyc/L). According to [BC08] Prop.s 3.1.4 and 4.1.1 the Banach algebra ACp verifies the
Colmez-Sen-Tate conditions for any constants c1, c2 > 0 and c3 >
1
p−1 . It is not necessary to
here recall the content of the Colmez-Sen-Tate conditions; for the sake of clarity we only point
out that in the notations of loc. cit. we have Λ˜ = ACp and ΛHcycL ,n
= Ln ⊗L A = ALn . What is
important is that this has the following consequences.
Proposition 3.1.2. i. For any sufficiently large n there is a GL-invariant decomposition
into ALn-submodules AL̂cyc = ALn ⊕XL,n; in particular, X
ΓcycLn
L,n = 0.
ii. Given any continuous 1-cocycle c : GL −→ GLm(ACp) there exists a finite Galois exten-
sion L′/L and an integer n ≥ 0 such that there is a continuous 1-cocycle on GL which
is cohomologous to c, has values in GLm(AL′n), and is trivial on H
cyc
L′ .
Proof. i. This is immediate from the condition (TS2) in [BC08] §3.1. ii. This is a somewhat less
precise form of [BC08] Prop. 3.2.6 (the k there is irrelevant since p is invertible in Λ˜). 
Let P be a finitely generated free ACp-module of rank r and consider any continuous semilin-
ear action of GL on P . Note that P as well as EndACp (P ) are naturally topological ACp-modules.
Corollary 3.1.3. We have:
i. PH
cyc
L is a projective A
L̂cyc
-module of rank r, and ACp ⊗AL̂cyc P
HcycL = P .
ii. PH
cyc
L contains, for any sufficiently large n, a ΓcycL -invariant ALn-submodule Qn which
satisfies:
6There is a subtle point here which one has to keep in mind. Let A be a reduced affinoid L-algebra with
supremum norm ‖ ‖sup,A. The affinoid K-algebra AK again is reduced ([Co1] Lemma 3.3.1(1)). But, in general,
the supremum norm ‖ ‖sup,AK is NOT equal to the tensor product norm ‖ ‖AK := | |⊗ ‖ ‖sup,A; the two are only
equivalent ([BGR] Thm. 6.2.4/1).
Suppose that K/L is unramified. Then gr| |(K) = kK ⊗kL gr| |(L), where kL denotes the residue class field of
L. We therefore have
gr‖ ‖AK (AK) = gr| |(K)⊗gr| |(L) gr‖ ‖sup,A(A) = kK ⊗kL gr‖ ‖sup,A(A) .
The supremum norm being power-multiplicative the algebra gr‖ ‖sup,A(A) is reduced. Since kK/kL is unramified
the above right hand algebra is reduced as well. Hence gr‖ ‖AK (AK) is reduced, which in turn implies that ‖ ‖AK
is power-multiplicative and therefore must be equal to ‖ ‖sup,AK .
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a) Qn is projective of rank r,
b) A
L̂cyc
⊗ALn Qn = P
HcycL , and
c) there is a finite extension L′/Ln such that AL′ ⊗Ln Qn is a free AL′-module.
iii. for any Qn as in ii. there is an m ≥ n such that P
GL ⊆ ALm ⊗ALn Qn; in particular,
PGL is a submodule of a finitely generated free A-module.
Proof. i. and ii. We fix a free A-module P0 of rank r such that ACp ⊗A P0 = P , and we let act
GL continuously and semilinearly on EndACp (P ) by
GL × EndACp (P ) −→ EndACp (P )
(σ, α) 7−→ (σ ⊗ idP0) ◦ α ◦ (σ
−1 ⊗ idP0) .
Then
c : GL −→ AutACp (P )
σ 7−→ σ ◦ (σ−1 ⊗ idP0)
is a continuous 1-cocycle. By Prop. 3.1.2.ii there are a finite Galois extension L′/L, a natural
number n ≥ 0, and an element β ∈ AutACp (P ) such that the cohomologous cocycle
c′(σ) = β ◦ c(σ) ◦ (σ ⊗ idP0) ◦ β
−1 ◦ (σ−1 ⊗ idP0) = β ◦ σ ◦ β
−1 ◦ (σ−1 ⊗ idP0)
on GL has values in AutAL′n
(AL′n ⊗A P0) and is trivial on H
cyc
L′ . It follows that σ = β
−1 ◦ (σ ⊗
idP0) ◦ β for any σ ∈ H
cyc
L′ and hence that
PH
cyc
L′ = β−1(PH
cyc
L′
⊗idP0=1) = β−1(A
Hcyc
L′
Cp
⊗A P0) = β
−1(A
L̂′cyc
⊗A P0) .
In particular, PH
cyc
L′ is a free A
L̂′cyc
-module of rank r and ACp ⊗A
L̂′cyc
PH
cyc
L′ = P . Moreover,
the residual action of GL/H
cyc
L′ on P
Hcyc
L′ leaves the free AL′n-submodule Q
′ := β−1(AL′n ⊗A P0)
of rank r invariant.
By the usual finite Galois descent formalism (cf. [BC08] Prop. 2.2.1 and [B-AC] II.5.3 Prop. 4)
we conclude that PH
cyc
L is a projective A
L̂cyc
-module of rank r with ACp ⊗AL̂cyc P
HcycL = P and
that the ΓcycL -action on P
HcycL leaves invariant the projective A
HcycL
L′n
-submodule Q := (Q′)H
cyc
L
of rank r. By construction we have A
L̂cyc
⊗
A
H
cyc
L
L′n
Q = PH
cyc
L . By enlarging n we achieve that
A
HcycL
L′n
= ALn .
iii. We fix a Qn as in ii. We may assume that L
′/Ln is Galois and that L
cyc ∩ L′ = Ln. By
assumption the AL′-module Q
′ := AL′ ⊗ALn Qn is free. For any sufficiently big m ≥ n we have
PH
cyc
L′ = A
L̂′cyc
⊗A
L̂cyc
PH
cyc
L = A
L̂′cyc
⊗ALn Qn = AL̂′cyc ⊗AL′ Q
′
= (AL′m ⊗AL′ Q
′)⊕ (XL′,m ⊗AL′ Q
′) ,
where the first and the last identity uses finite Galois descent and Prop. 3.1.2.i, respectively.
Suppose that we find sufficiently big integers m ≥ ℓ ≥ n such that
(8) (XL′,m ⊗AL′ Q
′)
Γcyc
L′
ℓ = 0 .
We then obtain
PGL ⊆ (AL′m ⊗AL′ Q
′)H
cyc
L = (AL′m ⊗ALn Qn)
HcycL = ALm ⊗ALn Qn
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with the last identity again using finite Galois descent.
In order to establish (8) we note that the group ΓcycL′ acts AL′-linearly on Q
′. The same
computation as in the proof of Prop. 2.3.3 shows that for a sufficiently big ℓ ≥ n we have
‖(γ − 1)(x)‖Q′ < p
−c3‖x‖Q′ for any γ ∈ Γ
cyc
L′ℓ
and x ∈ Q′.
We fix an element γ0 ∈ Γ
cyc
L′ℓ
of infinite order. The Colmez-Sen-Tate condition (TS3) in [BC08]
§3.1 says that, for m ≥ ℓ sufficiently big, we have
‖(γ0 − 1)(a)‖ACp ≥ p
−c3‖a‖ACp for any a ∈ XL′,m.
We claim that γ0 has no nonzero fixed vector in XL′,m ⊗AL′ Q
′.
Let e1, . . . , er be a basis of Q
′ over AL′ . We equip P = ACpe1 ⊕ . . . ⊕ ACper with the norm
‖
∑r
i=1 aiei‖ := maxi ‖ai‖ACp . We may assume that ‖ ‖Q′ = ‖ ‖|Q′ . For any 0 6= y =
∑
i aiei ∈
XL′,m ⊗AL′ Q
′ (with ai ∈ XL′,m) we have
‖
∑
i
(γ0 − 1)(ai) · ei‖ = max
i
‖(γ0 − 1)(ai)‖ACp ≥ p
−c3 max
i
‖ai‖ACp
and
‖
∑
i
γ0(ai)(γ0 − 1)(ei)‖ ≤ max
i
‖ai‖ACp · ‖(γ0 − 1)(ei)‖Q′ < p
−c3 max
i
‖ai‖ACp .
It follows that
(γ0 − 1)(y) = (γ0 − 1)(
∑
i
aiei) =
∑
i
(γ0 − 1)(ai) · ei +
∑
i
γ0(ai)(γ0 − 1)(ei) 6= 0 .

We fix an n together with Qn as in Cor. 3.1.3.ii and such that, for simplicity, Γ
cyc
Ln
is topolog-
ically cyclic. The group ΓcycLn is locally Qp-analytic since it is, via the cyclotomic character χcyc,
an open subgroup of Z×p . It acts ALn-linearly on Qn. The condition (5) trivially holds for the
trivial ΓcycLn -action on ALn . Therefore Prop. 2.3.3 applies so that:
Corollary 3.1.4. The ΓcycLn -action on Qn is locally Qp-analytic.
In particular, we have the linear operator ∇Sen on Qn which is given by the derived action of
∇cyc := Lie(χcyc)
−1(1) ∈ Lie(ΓcycLn ). If γ is a topological generator of Γ
cyc
Ln
then ∇Sen is explicitly
given by
∇Sen =
log(γp
j
)
logχcyc(γp
j)
for any sufficiently big j ∈ Z≥0.
The notation ∇Sen is justified by the fact that, being defined by deriving the action of Γ
cyc
L ,
these operators for various n and Qn all are compatible in an obvious sense.
Lemma 3.1.5. Suppose that ∇Sen = 0. Then P
GL is a projective A-module of rank r and
ACp ⊗A P
GL = P .
Proof. The assumption implies that γp
j
for any sufficiently big j fixes Qn. Replacing n by n+ j
and Qn by ALn+j ⊗ALn Qn we therefore may assume that Qn ⊆ P
GLn and that n satisfies Prop.
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3.1.2.i. We then compute
PGLn = (PH
cyc
L )Γ
cyc
Ln = (A
L̂cyc
⊗ALn Qn)
ΓcycLn
= ((ALn ⊕XL,n)⊗ALn Qn)
ΓcycLn
= Qn ⊕ (XL,n ⊗ALn Qn)
ΓcycLn
= Qn ⊕ (X
ΓcycLn
L,n ⊗ALn Qn)
= Qn
where the fourth identity uses the projectivity of Qn. The assertion follows from this by Galois
descent. 
Now we suppose given an L-Banach algebra B (with submultiplicative norm) on which the
group o×L acts continuously by ring automorphisms. By linearity and continuity this action
extends to a continuous o×L -action on BCp (compare the proof of Lemma 2.4.4.ii). It allows us
to introduce the twisted GL-action on BCp = Cp⊗̂LB by
σ∗(c⊗ b) := σ(c)⊗ τ(σ−1)(b) for c ∈ Cp, b ∈ B, and σ ∈ GL.
The fixed elements A := BGL,∗Cp in BCp with respect to this twisted action form an L-Banach
algebra. We assume that
(9) ACp = BCp .
We also suppose that our free ACp-module P is of the form
P = BCp ⊗B P0
for some finitely generated projective B-module P0 which carries a continuous semilinear action
of o×L . By the arguments in the proof of Lemma 2.4.4 this action extends to a continuous
semilinear action on P (and we have P = Cp ⊗̂L P0). We then have a twisted GL-action on P
as well by
σ∗(b⊗ x) := σ∗b⊗ τ(σ−1)(x) for b ∈ BCp , x ∈ P0, and σ ∈ GL.
The corresponding fixed elements PGL,∗ form an A-module. For an element in P of the form
c⊗x with c ∈ Cp and x ∈ P0 we, of course, simply have
σ∗(c⊗x) = σ(c)⊗τ(σ−1)(x). Using this
observation (and again the reasoning in the proof of Lemma 2.4.4.ii) one checks that this twisted
GL-action on P is continuous. It follows that P
GL,∗ is closed in P . Obviously the ΓL-action on
PGL,∗ then is continuous for the topology induced by the (canonical) topology of P . In our
later applications we will show that the A-module PGL,∗ is finitely generated projective. As a
consequence of the open mapping theorem there is only one complete and Hausdorff module
topology on a finitely generated module over a Banach algebra (cf. [BGR] 3.7.3 Prop. 3). Hence
in those applications we will have that the ΓL-action on P
GL,∗ is continuous for the canonical
topology as an A-module.
Our goal is the following sufficient condition for the vanishing of ∇Sen = 0.
Proposition 3.1.6. If the actions of o×L on B and P0 are locally L-analytic then ∇Sen = 0 on
Qn.
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We start with some preliminary results. First we consider any p-adic Lie group H, any L-
Banach space representation X of H, and any L-Banach space Y . Then X⊗̂LY becomes an
L-Banach space representation of H through the H-action on the first factor. We denote by XH
the Banach subspace of H-fixed vectors in X and by Xla the H-invariant subspace of locally
analytic vectors with respect to H. As in [Eme] Def. 3.5.3 and Thm. 3.5.7 we view Xla as the
locally convex inductive limit
Xla = lim−→
U
XU−an ,
where U runs over all analytic open subgroups of H, U denotes the rigid analytic group cor-
responding to U , and XU−an is the L-Banach space of U-analytic vectors in X (loc. cit. Def.
3.3.1 and Prop. 3.3.3). If Can(U,X) = O(U)⊗̂QpX denotes the L-Banach space of X-valued
rigid analytic function on U then the orbit maps x −→ ρx(h) := hx induce an isomorphism of
Banach spaces
XU−an
∼=
−−→ Can(U,X)U ,
where the right hand side is the subspace of U -fixed vectors for the continuous action (h, f) 7−→
(hf)(h′) := h(f(h−1h′)). The subspace XU−an of X is U -invariant. But the inclusion map
XU−an
⊆
−→ X only is continuous in general (and not a topological inclusion). Furthermore,XU−an
is a locally Qp-analytic representation of U (loc. cit. the paragraph after Def. 3.3.1, Cor. 3.3.6,
and Cor. 3.6.13). In particular, we have the derived action of the Lie algebra Lie(U) = Lie(H)
on XU−an. We also remark that, if XU−an = X as vector spaces, then this is, in fact, an identity
of Banach spaces (loc. cit. Thm. 3.6.3).
Lemma 3.1.7. For any analytic open subgroup U of H we have:
i. (X⊗̂LY )
U = XU ⊗̂LY ;
ii. (X⊗̂LY )U−an = XU−an ⊗̂L Y ;
iii. if XU−an = X then, with respect to the U -action
U × Can(U,X) −→ Can(U,X)
(h, f) 7−→ h(f(h−1.)) ,
we have Can(U,X)U−an = C
an(U,X).
Proof. i. This follows by considering a Banach base of Y (cf. [NFA] Prop. 10.1).
ii. Using i. we compute
(X⊗̂LY )U−an = C
an(U,X⊗̂LY )
U = (O(U)⊗̂QpX⊗̂LY )
U
= (O(U)⊗̂QpX)
U ⊗̂LY = C
an(U,X)U ⊗̂LY
= XU−an⊗̂LY .
iii. This is a consequence of [Eme] Prop. 3.3.4 and Lemma 3.6.4. 
Next we suppose given an L-Banach algebra D with a continuous action of H together with
an H-invariant Banach subalgebra C. Further, we let Z be a finitely generated projective C-
module (with its canonical Banach module structure) which carries a continuous semilinear
H-action. Then D ⊗C Z is a Banach module over D with a semilinear continuous diagonal
H-action. The dual module Z∗ := HomC(Z,C) is finitely generated projective as well. The
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natural semilinear H-action on Z∗ is continuous; this follows from Remark 2.4.1 and an analog
of Remark 2.4.7 by the same arguments as those before Remark 2.4.8. Corresponding properties
hold for Z∗D := HomD(D ⊗C Z,D).
Lemma 3.1.8. If ZU−an = Z then also (Z
∗)U−an = Z
∗.
Proof. The assumption CU−an = C implies, by Lemma 3.1.7.iii, that, with respect to the U -
action
U ×Can(U, C) −→ Can(U, C)
(h, f) 7−→ h(f(h−1.)) ,
we have Can(U, C)U−an = C
an(U, C). Let z ∈ Z and α ∈ Z∗. Applying this to the map f(h) :=
α(hz), which by assumption lies in Can(U, C), we obtain that [h 7−→ (hα)(z)] ∈ Can(U, C)
for any z ∈ Z. Let now z1, . . . , zr be C-module generators of Z. Evaluation at the zi gives a
topological inclusion of Banach modules Z∗ →֒ Cr. What we have shown is that the continuous
orbit map ρα composed with this inclusion lies in C
an(U, Cr). It then follows from [Eme] Prop.
2.1.23 that ρα must lie in C
an(U, Z∗). Hence α ∈ (Z∗)U−an. 
Lemma 3.1.9. Suppose that there is an analytic open subgroup U ⊆ H such that CU−an = C
and ZU−an = Z; then the natural map DU−an ⊗C Z
∼=
−→ (D ⊗C Z)U−an is an isomorphism of
Banach modules over C.
Proof. It follows from [Fea] 3.3.14 or [Eme] Prop. 3.3.12 that DU−an is a Banach module over
CU−an = C and that the obvious map DU−an⊗C Z −→ D⊗C Z factorizes continuously through
(D ⊗C Z)U−an. Since Z is projective the latter map is injective.
Step 1: We show that (id⊗α)((D ⊗C Z)U−an) ⊆ DU−an for any α ∈ Z
∗. The map
Z∗ −→ HomD(D ⊗C Z,D) = Z
∗
D
α 7−→ id⊗α
is a continuous map of H-representations on Banach spaces. Since (Z∗)U−an = Z
∗ we obtain
that id⊗α ∈ HomD(D⊗CZ,D)U−an. By the same references as above the obviousH-equivariant
pairing
HomD(D ⊗C Z,D)⊗D (D ⊗C Z) −→ D
induces a corresponding pairing between the spaces (.)U−an.
Step 2: We have that, for any (abstract) C-module S and any nonzero element u ∈ S ⊗C Z,
there exists an α ∈ Z∗ such that (id⊗α)(u) 6= 0 in S. This immediately reduces to the case of
a finitely generated free module Z, in which it is obvious.
We now apply Step 2 with S := D/DU−an. Because of Step 1 we must have (D⊗C Z)U−an ⊆
DU−an ⊗C Z. Hence the asserted map is a continuous bijection. The open mapping theorem
then implies that it even is a topological isomorphism. 
Consider any infinitely ramified p-adic Lie extension L∞ of L, and let Γ := Gal(L∞/L).
The completion Lˆ∞ of L∞ is an L-Banach representation of Γ. Following [BC15], we denote
by Lˆla∞ the set of elements of Lˆ∞ that are locally analytic for the action of Γ. The structure of
Lˆla∞ is studied in [BC15], where it is proved that, informally: Lˆ
la
∞ looks like a space of power
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series in dim(Γ) − 1 variables. In particular, there is ([BC15] Prop. 6.3) a nonzero element
D ∈ Cp ⊗Qp Lie(Γ) such that D = 0 on Lˆ
la
∞. This element is the pullback of the Sen operator
attached to a certain representation of Γ.
Now let L∞ be the Lubin-Tate extension of L such that Gal(L/L∞) = ker(χLT ). Then χLT :
ΓLTL := Gal(L∞/L)
∼=
−→ ΓL = o
×
L , and dχLT : Lie(Γ
LT
L )
∼=
−→ Lie(ΓL) = L. With Σ := Gal(L/Qp)
we have the L-linear isomorphism
L⊗Qp Lie(Γ
LT
L )
∼=
−−→
⊕
σ∈Σ
L(10)
a⊗ x 7−→ (aσ(dχLT (x)))σ .
For any σ ∈ Σ we let ∇σ the element in the left hand side which maps to the tuple with entry
1, resp. 0, at σ, resp. at all σ′ 6= σ (it should be considered as the “derivative in the direction
of σ”). Then
1⊗ x =
∑
σ∈Σ
σ(dχLT (x)) · ∇σ for any x ∈ Lie(Γ
LT
L ) .
Therefore, for any locally Qp-representation V of Γ
LT
L , the Taylor expansion of its orbit maps
([ST02] p. 452) has the form
γv =
∞∑
n=0
1
n!
logΓLTL
(γ)nv =
∞∑
n=0
1
n!
(
∑
σ∈Σ
σ(dχLT (logΓLTL
(γ))) · ∇σ)
nv
=
∞∑
n=0
1
n!
(
∑
σ∈Σ
σ(log(χLT (γ))) · ∇σ)
nv
= v +
∑
σ∈Σ
log(σ(χLT (γ))) · ∇σ(x) + higher terms
for any v ∈ V , and any small enough γ ∈ ΓLTL .
Let Lmax be the compositum of L∞ and L
cyc.
Lemma 3.1.10. If L∞ ∩ L
cyc is a finite extension of L, then ∇id +∇cyc = 0 on (L̂max)
la.
Proof. As a consequence of our assumption we have
Lie(Gal(Lmax/L)) = Lie(ΓLTL )⊕ Lie(Γ
cyc
L ) .
[BC15] Prop. 6.3, there exists a nonzero element D ∈ Cp⊗QpLie(Gal(L
max/L)) such that D = 0
on (L̂max)la. We claim that D is a scalar multiple of ∇id+∇cyc. For each element σ ∈ Σ \ {id},
the field (Lˆ∞)
la contains the variable xσ such that γxσ = xσ + log(σ(χLT (γ))) for any γ ∈ Γ
LT
L
([BC15] §4.2). It follows that ∇σ(xσ) = 1 and ∇σ′(xσ) = 0 if σ
′ 6= σ. By our assumption we
also have ∇cyc(xσ) = 0.
The character τ = χcycχ
−1
LT has a Hodge-Tate weight equal to zero, so that there exists z ∈ C
×
p
such that g(z) = z · τ(g) for any g ∈ GL. It is then obvious that z ∈ (L̂max)
la. Secondly this
implies that xz = dτ(x) · z = dχcyc(x) · z− dχLT (x) · z, for any x ∈ Lie(Gal(L
max/L)), and hence
∇id(z) = −z = −∇cyc(z).
Write D =
∑
σ∈Σ δσ ·∇σ+δcyc ·∇cyc. Applying D to xσ with σ ∈ Σ\{id}, we find that δσ = 0.
Applying D to z, we find that δid = δcyc. This implies the claim and hence our assertion. 
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Proof of Proposition 3.1.6. Let Hmax := Gal(Qp/L
max). Using Remark 3.1.1 we have
PH
max
= (ACp ⊗B P0)
Hmax = (ACp)
Hmax ⊗B P0 = (A⊗̂LL̂max)⊗B P0 .
We have to consider the twisted action of the p-adic Lie group Gal(Lmax/L) on the above terms.
On Qn ⊆ P
HcycL ⊆ PH
max
the group Gal(Lmax/L) acts through its quotient ΓcycL . By Cor. 3.1.4
the ΓcycL -action on Qn is locally Qp-analytic. Moreover, by assumption the Gal(L
max/L)-actions
(through the map τ−1) on B and P0 are locally Qp-analytic. We therefore find, by [Eme] Cor.
3.6.13, an analytic open subgroup U ⊆ Gal(Lmax/L) such that Qn = (Qn)U−an, B = BU−an,
and P0 = (P0)U−an. Using Lemma 3.1.7.ii and Lemma 3.1.9 we then obtain that
Qn ⊆ (P
Hmax)U−an = ((A⊗̂LL̂max)⊗B P0)U−an = (A⊗̂LL̂max)U−an ⊗B P0
= (A⊗̂L(L̂max)U−an)⊗B P0 .
Recall that the twisted GL-action on P0 is given by
g∗x = τ(g−1)(x). Since, by our assumption,
the o×L -action on P0 is locally L-analytic this twisted Gal(L
max/L)-action on P0 is locally Qp-
analytic with the corresponding derived action of L⊗Qp Lie(Gal(L
max/L)) factorizing through
the map
(11) L⊗Qp Lie(Gal(L
max/L))
id⊗ pr⊕ id⊗ pr

id⊗−dτ // L⊗Qp L
a⊗b7→ab // L = Lie(o×L )
L⊗Qp Lie(Γ
LT
L )⊕ L⊗Qp Lie(Γ
cyc
L )
(10)⊕ id⊗dχcyc

(
∑
σ∈Σ L)⊕ L
(
∑
σ aσ)+c 7→ aid−c
55❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
We now distinguish two cases, according to whether there is a finite extension M of L such
that Lcyc ⊆ M · L∞ or whether there is a finite extension M of L such that L
cyc ∩ L∞ = M .
Since ΓcycLn is an open subgroup of Z
×
p , we always are in one of these two cases.
First case: By [Ser] III.A4 Prop. 4 the character χLT corresponds, via the reciprocity isomor-
phism of local class field theory, to the projection map o×L × π
Ẑ
L
pr
−→ o×L . One deduces from this
that, in the present situation, χcyc differs from NL/Qp ◦χLT by a character of finite order. It fol-
lows that τ = χcycχ
−1
LT is equal to a finite order character times
∏
σ∈Σ,σ 6=id σ ◦χLT . We also have
Lie(Gal(Lmax/L)) = Lie(ΓLTL ) in this case. By feeding this information into the above commu-
tative diagram (11) one easily deduces that ∇id acts as zero on P0. On the other hand, by [BC15]
Cor. 4.3, we have ∇id = 0 on (L̂max)
la. This implies that ∇id = 0 on (A⊗̂L(L̂max)U−an)⊗B P0.
The natural map Lie(Gal(Lmax/L)) = Lie(ΓLTL ) → Lie(Γ
cyc
L ) sends ∇id to ∇Sen. This implies
the result.
Second case: This time the perpendicular maps in the diagram (11) are bijective. One imme-
diately deduces that ∇id+∇cyc = 0 acts as zero on P0. On the other hand we know from Lemma
3.1.10 that ∇id + ∇cyc = 0 on (L̂max)
la. Hence ∇id + ∇cyc = 0 on (A⊗̂L(L̂max)U−an) ⊗B P0.
The natural map Lie(Gal(Lmax/L)) → Lie(ΓcycL ) sends ∇id to 0 and ∇cyc to ∇Sen. This again
implies the result. 
We now can state our main technical result.
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Theorem 3.1.11. If the o×L -actions on B and P0 are locally L-analytic then P
GL,∗ is a finitely
generated projective A-module of the same rank as P and ACp ⊗A P
GL,∗ = P .
Proof. This follows from Lemma 3.1.5 and Prop. 3.1.6. 
Remark 3.1.12. All of the above remains valid if we replace τ by τ−1.
3.2. The equivalence between L-analytic (ϕL,ΓL)-modules over B and X. We now
explore the diagram
Cp ×Qp B
yytt
tt
tt
tt
t
κ
∼=
// Cp ×L X
##●
●●
●●
●●
●●
B/L X
in order to transfer modules between the two sides. As in section 1.3 we treat κ as an identifi-
cation. Recall also that κ is equivariant for the oL \ {0}-actions on both sides.
As a consequence of Remark 1.3.4 we have (cf. Lemma 1.3.7)
RL(B) = RCp(B)
GL and RL(X) = RCp(B)
GL,∗ ,
where the twisted Galois action is given by (σ, f) 7−→ σ∗f := (σf)([τ(σ−1](.)); it commutes with
the oL \ {0}-action. By extending the concept of the twisted Galois action we will construct a
functor from ModL(RK(B)) to ModL(RK(X)).
Let M be a (ϕL,ΓL)-module over RL(B). Then MCp := RCp(B) ⊗RL(B) M is a (ϕL,ΓL)-
module over RCp(B) by (the analog forB of) Lemma 2.4.4.ii. One easily checks that the twisted
GL-action on MCp given by
(σ, f ⊗m) 7−→ σ ∗ (f ⊗m) := σ∗f ⊗ τ(σ−1)(m) ,
for σ ∈ GL, f ∈ RCp(B), and m ∈ M , is well defined. Observe that this twisted Galois action
and the action of oL\{0} on MCp commute with each other. Hence the fixed elements
MX := (RCp(B)⊗RL(B) M)
GL,∗
form an RL(X)-module which is invariant under the oL \ {0}-action.
In order to analyze MX as an RL(X)-module we use the result from the previous section 3.1.
Theorem 3.2.1. i. MX is a finitely generated projective RL(X)-module.
ii. If M is L-analytic then the rank of MX is equal to the rank of M and
RCp(X)⊗RL(X) MX = RCp(B) ⊗RL(B) M .
Proof. By the analog for B of Prop. 2.4.5 we find an n ≥ 1 and an OL(X \ Xn)-submodule
Mn ⊆M such that
– Mn is finitely generated projective over OL(B \Bn), and RL(B)⊗OL(B\Bn) Mn =M ,
– Mn is o
×
L -invariant, and the induced o
×
L -action on Mn is continuous,
– ϕM restricts to a continuous homomorphism
ϕMn :Mn −→ OL(B \Bn+1)⊗OL(B\Bn) Mn
such that the induced linear map
OL(B \Bn+1)⊗OL(B\Bn),ϕL Mn
∼=
−−→ OL(B \Bn+1)⊗OL(B\Bn) Mn
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is an isomorphism.
For any m ≥ n we define Mm := OL(B \Bm)⊗OL(B\Bn) Mn. The above three properties hold
correspondingly for any m ≥ n. EachMm,Cp := OCp(B\Bm)⊗OL(B\Bm)Mm carries an obvious
twisted GL-action such that the identityMCp = RCp(B)⊗OCp (B\Bm)Mm,Cp is compatible with
the twisted GL-actions on both sides. The fixed elements M
GL,∗
m,Cp
form an OL(X \ Xm)-module
(cf. Lemma 1.3.7), and MGL,∗Cp = (
⋃
m≥nMm,Cp)
GL,∗ =
⋃
m≥nM
GL,∗
m,Cp
. We claim that it suffices
to show:
iii. MGL,∗m,Cp , for any m ≥ n, is a finitely generated projective OL(X \ Xm)-module.
iv. For any m ≥ n, the natural map
OL(X \ Xm+1)⊗OL(X\Xm) M
GL,∗
m,Cp
∼=
−−→MGL,∗m+1,Cp
is an isomorphism.
v. If M is L-analytic then OCp(X \ Xn)⊗OL(X\Xn) M
GL,∗
n,Cp
=Mn,Cp.
Suppose that iii. - v. hold true. By iv. we have MGL,∗m,Cp = OL(X \Xm)⊗OL(X\Xn) M
GL,∗
n,Cp
for any
m ≥ n. Hence
MGL,∗Cp =
⋃
m≥n
(
OL(X \ Xm)⊗OL(X\Xn) M
GL,∗
n,Cp
)
=
( ⋃
m≥n
OL(X \Xm)
)
⊗OL(X\Xn) M
GL,∗
n,Cp
= RL(X) ⊗OL(X\Xn) M
GL,∗
n,Cp
,
and iii. therefore implies i. Assuming that M is L-analytic we deduce from v. that
RCp(X)⊗RL(X) M
GL,∗
Cp
= RCp(X)⊗OL(X\Xn) M
GL,∗
n,Cp
= RCp(X)⊗OCp (X\Xn) Mn,Cp
= RCp(B)⊗OCp (B\Bn) Mn,Cp
=MCp ,
which is the second part of ii. Since all rings involved are integral domains the first part of ii. is
a consequence of the second part by [B-AC] II.5.3 Prop. 4.
In order to establish iii. - v. we fix anm ≥ n and abbreviateY := X\Xm and A := B\Bm. We
recall from Prop. 2.1.1 and its proof that we have increasing sequences Y1 ⊂ . . . ⊂ Yj ⊂ . . . ⊂ Y
and A1 ⊂ . . . ⊂ Aj ⊂ . . . ⊂ A of open affinoid subdomains (over L) which form admissible open
coverings of Y and A, respectively, and such that:
a. All restriction maps OK(Yj+1) −→ OK(Yj) and OK(Aj+1) −→ OK(Aj) are compactoid
(proof of Prop. 2.1.5.i) and have dense image. In particular, these coverings exhibit Y
and A as Stein spaces.
b. Each Aj is a subannulus of A.
c. Every Yj and every Aj is o
×
L -invariant, and the induced o
×
L -actions on OL(Yj) and
OL(Aj) satisfy the condition (5) and are locally L-analytic (Prop. 2.3.4 and discussion
before Def. 2.3.6).
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d. The LT-isomorphism κ : X/Cp
∼=
−→ B/Cp restricts, for any j ≥ 1, to an isomorphism
Yj/Cp
∼=
−→ Aj/Cp . With respect to the resulting identifications
Cp ⊗̂LOL(Yj) = OCp(Yj) = OCp(Aj) = Cp ⊗̂LOCp(Aj)
the GL-action through the coefficients Cp on the left hand side corresponds to the
twisted GL-action on the right hand side; in particular, OL(Yj) = OCp(Aj)
GL,∗.
As explained, for example, in [ST01] §3 to give a coherent sheaf S on a quasi-Stein space Z with
defining admissible affinoid covering Z1 ⊂ . . . ⊂ Zj ⊂ . . . ⊂ Z is the same as giving the finitely
generated O(Zj)-modules S(Zj) together with isomorphisms
O(Zj)⊗O(Zj+1) S(Zj+1)
∼=
−→ S(Zj) .
Then
S(Z) = lim
←−
S(Zj) and S(Zj) = O(Zj)⊗O(Z) S(Z) .
Moreover, by Prop. 1.1.13, the coherent sheaf S is a vector bundle if and only if S(Z) is a finitely
generated projective O(Z)-module.
In our situation therefore the modulesMm andMm,Cp are the global sections of vector bundles
Mm and Mm,Cp on A and A/Cp , respectively. As a consequence of property c. and Prop. 2.3.3
the continuous o×L -action on Mm extends semilinearly to compatible locally Qp-analytic o
×
L -
actions on the system (Mm(Aj) = OL(Aj)⊗OL(A)Mm)j. For later use we note right away that,
as explained in the Addendum to the proof of Prop. 2.4.6, each Mm(Aj) is L-analytic if M is
L-analytic. As explained before Prop. 3.1.6 these give rise to compatible (continuous) twisted
GL-actions on the system (Mm/Cp(Aj/Cp) = OCp(Aj)⊗OL(A)Mm = OCp(Aj)⊗OCp (A)Mm,Cp)j.
By construction the latter is a system of finitely generated projective modules (all of the same
rank, of course). But because of the property b. the rings OCp(Yj) = OCp(Aj) are principal
ideal domains. Hence we actually have a system of free modules. Each member of this system
therefore satisfies the assumptions of the previous section 3.1. The second half of Cor. 3.1.3.iii
then tells us that by passing to the fixed elements for the twisted GL-action we obtain a system
(Mm/Cp(Aj/Cp)
GL,∗)j of OL(Yj)-modulesMm/Cp(Aj/Cp)
GL,∗ which are submodules of finitely
generated free modules. The affinoid Yj being one dimensional and smooth the ring OL(Yj)
is a Dedekind domain, over which submodules of finitely generated free modules are finitely
generated projective. Hence (Mm/Cp(Aj/Cp)
GL,∗)j is a system of finitely generated projective
modules. We obviously have
lim←−
j
Mm/Cp(Aj/Cp)
GL,∗ = (lim←−
j
Mm/Cp(Aj/Cp))
GL,∗ =Mm/Cp(A/Cp)
GL,∗ =MGL,∗m/Cp .
If we show that the transition maps
(12) OL(Yj)⊗OL(Yj+1)Mm/Cp(Aj+1/Cp)
GL,∗ −→Mm/Cp(Aj/Cp)
GL,∗
are isomorphisms then the system (Mm/Cp(Aj/Cp)
GL,∗)j corresponds to a vector bundle MY
on Y with global sections MGL,∗m/Cp . This proves iii.
To see that (12), for a fixed j, is an isomorphism we use Cor. 3.1.3 again which implies
the existence of finite extensions L ⊆ L1 ⊆ L2 ⊆ Cp and of a finitely generated projective
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(GL, ∗)-invariant OL1(Yj+1)-submodule Q of Mm/Cp(Aj+1/Cp) with the properties a) - c) in
Cor. 3.1.3.ii and such that
Mm/Cp(Aj+1/Cp)
GL,∗ ⊆ OL2(Yj+1)⊗OL1(Yj+1) Q
⊆Mm/Cp(Aj+1/Cp) = OCp(Yj+1)⊗OL1 (Yj+1) Q
and hence, in particular, that
Mm/Cp(Aj+1/Cp)
GL,∗ = (OL2(Yj+1)⊗OL1 (Yj+1) Q)
GL,∗ .
We deduce that
Mm/Cp(Aj/Cp) = OCp(Yj)⊗OCp(Yj+1)Mm/Cp(Aj+1/Cp) = OCp(Yj)⊗OL1 (Yj+1) Q(13)
= OCp(Yj)⊗OL1 (Yj) (OL1(Yj)⊗OL1 (Yj+1) Q) .
We claim that for P :=Mm/Cp(Aj/Cp) we may take as input for Cor. 3.1.3.iii the submodule
OL1(Yj)⊗OL1 (Yj+1) Q. The properties a) and c) are obvious. For b) we have to check that the
inclusion
O
L̂cyc
(Yj)⊗OL1 (Yj) (OL1(Yj)⊗OL1 (Yj+1) Q) ⊆Mm/Cp(Aj/Cp)
HcycL
is an equality. Since the ring homomorphism O
L̂cyc
(Yj) −→ OCp(Yj) = Cp ⊗̂L̂cycOL̂cyc(Yj) is
faithfully flat ([Co1] Lemma 1.1.5(1)) it suffices to see that the base change to OCp(Yj) of the
above inclusion is an equality. But both sides become equal to Mm/Cp(Aj/Cp), the left hand
side by (13) and the right hand side by Cor. 3.1.3.i.
As output from Cor. 3.1.3.iii we then obtain the first identity in
Mm/Cp(Aj/Cp)
GL,∗ = (OL2(Yj)⊗OL1 (Yj+1) Q)
GL,∗
= (OL(Yj)⊗OL(Yj+1) (OL2(Yj+1)⊗OL1 (Yj+1) Q))
GL,∗ .
Since the twisted GL-actions are continuous and since the profinite group GL is topologically
finitely generated (cf. [NSW] Thm. 7.5.14) we, after picking finitely many topological generators
σ1, . . . , σr of GL, may write
Mm/Cp(Aj+1/Cp)
GL,∗ = (OL2(Yj+1)⊗OL1 (Yj+1) Q)
GL,∗
= ker
(
OL2(Yj+1)⊗OL1(Yj+1) Q
∏
1−σi
−−−−→
r∏
i=1
OL2(Yj+1)⊗OL1(Yj+1) Q
)
.
The ring homomorphism OL(Yj+1) −→ OL(Yj) is flat ([BGR] Cor. 7.3.2/6). Hence the forma-
tion of the kernel above commutes with base extension along this homomorphism. It follows
that
OL(Yj)⊗OL(Yj+1)Mm/Cp(Aj+1/Cp)
GL,∗ = OL(Yj)⊗OL(Yj+1) (OL2(Yj+1)⊗OL1 (Yj+1) Q)
GL,∗
= (OL(Yj)⊗OL(Yj+1) (OL2(Yj+1)⊗OL1 (Yj+1) Q))
GL,∗
=Mm/Cp(Aj/Cp)
GL,∗ .
This settles the isomorphism (12).
To check the isomorphism in iv. we temporarily indicate the dependance of our coverings on
m by writing Y
(m)
j and A
(m)
j . Examining again the proof of Prop. 2.1.1 one easily sees that, for
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a fixed m, these coverings can be chosen so that Y
(m+1)
j ⊆ Y
(m)
j and A
(m+1)
j ⊆ A
(m)
j for any j.
But then the exact same argument as above for (12) shows that the natural maps
OL(Y
(m+1)
j )⊗OL(Y(m)j )
Mm/Cp(A
(m)
j/Cp
)GL,∗
∼=
−−→Mm+1/Cp(A
(m+1)
j/Cp
)GL,∗ =Mm/Cp(A
(m+1)
j/Cp
)GL,∗
are isomorphisms. This means that the restriction to X \Xm+1 of the vector bundleMX\Xm on
X \Xm coincides with the vector bundleMX\Xm+1 . On global sections this is equivalent to the
isomorphism in iv.
Now we assume that M is L-analytic. Earlier in the proof we had observed already that then
each Mm(Aj) is L-analytic. In this situation Thm. 3.1.11 tells us that
(14) OCp(Yj)⊗OL(Yj )Mm/Cp(Aj/Cp)
GL,∗ =Mm/Cp(Aj/Cp) .
Being finitely generated projective, OCp(Y) ⊗OL(Y) MY(Y) must be the global sections of a
coherent sheaf on Y/Cp
∼= A/Cp . But one easily deduces from (14) that this sheaf is Mm/Cp . It
follows that
OCp(Y)⊗OL(Y) M
GL,∗
m/Cp
= OCp(Y)⊗OL(Y) MY(Y) =Mm/Cp(A/Cp) =Mm,Cp ,
which shows v. 
Lemma 3.2.2. MX, for any M in ModL(RL(B)), is an object in ModL(RL(X)).
Proof. It remains to show that:
a) The ΓL-action on MX is continuous for the canonical topology of MX as an RL(X)-
module.
b) The map
ϕlinMX : RL(X)⊗RL(X),ϕL MX −→MX
is an isomorphism.
We will use the notations in the proof of the previous Thm. 3.2.1.
Ad a): By Remark 2.4.1 each individual γ ∈ ΓL acts by a continuous automorphism. Since
MX is barrelled it therefore suffices, by the Banach-Steinhaus theorem, to check that the orbit
maps γ −→ γm, for m ∈ MX, are continuous. But MX =
⋃
m≥nM
GL,∗
m,Cp
, and the inclusion
maps MGL,∗m,Cp −→MX are continuous for the canonical topologies (again by Remark 2.4.1). This
reduces us to showing the continuity of the orbit maps for each MGL,∗m,Cp . Now we use that, by
(12), we have
MGL,∗m,Cp = lim←−
j
Mm/Cp(Aj/Cp)
GL,∗
at least algebraically and (cf. Fact 1.1.12.i)
Mm/Cp(Aj/Cp)
GL,∗ = OL(Yj)⊗OL(X\Xm) M
GL,∗
m,Cp
.
In fact, the first identity holds topologically if we equip the left hand side with the canon-
ical topology and the right hand side with the projective limit of the canonical topologies.
This is most easily seen by writing Mm/Cp(Aj/Cp)
GL,∗ as a direct summand of a finitely gen-
erated free module in which case the corresponding identity is evidently topological. This fi-
nally reduces us further to the continuity of the orbit maps of ΓL on the OL(Yj)-module
Mm/Cp(Aj/Cp)
GL,∗. Since this module is finitely generated projective over the Banach algebra
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OL(Yj) = OCp(Aj)
GL,∗ we have pointed out the required continuity already in the discussion
before Prop. 3.1.6.
Ad b): This time we choose the coverings {Y
(m)
j }j and {A
(m)
j }j of X \ Xm and B \ Bm,
respectively, in such a way that π∗LY
(m+1)
j ⊆ Y
(m)
j and π
∗
LA
(m+1)
j ⊆ A
(m)
j for any j.
In a first step we show that the map
OL(Y
(m+1)
j )⊗OL(Y(m)j ),ϕL
Mm/Cp(A
(m)
j/Cp
)GL,∗
∼=
−−→Mm+1/Cp(A
(m+1)
j/Cp
)GL,∗
f ⊗m 7−→ fϕM (m)
is an isomorphism. As listed at the beginning of the proof of Thm. 3.2.1 we have the isomor-
phisms
OL(B \Bm+1)⊗OL(B\Bm),ϕL Mm
∼=
−−→Mm+1 ,
hence
OCp(B \Bm+1)⊗OCp (B\Bm),ϕL Mm/Cp
∼=
−−→Mm+1/Cp ,
and therefore
OCp(A
(m+1)
j )⊗OCp (A
(m)
j ),ϕL
Mm/Cp(A
(m)
j/Cp
)
∼=
−−→Mm+1/Cp(A
(m+1)
j/Cp
)
induced by ϕM . Since the oL \ {0}-action commutes with the twisted GL-action the latter map
restricts to the isomorphism[
OCp(A
(m+1)
j )⊗OCp(A
(m)
j ),ϕL
Mm/Cp(A
(m)
j/Cp
)
]GL,∗ ∼=−−→Mm+1/Cp(A(m+1)j/Cp )GL,∗ .
This reduces us to showing that the obvious inclusions induce the isomorphism
OL(Y
(m+1)
j )⊗OL(Y
(m)
j ),ϕL
Mm/Cp(A
(m)
j/Cp
)GL,∗
∼=
−−→
[
OCp(Y
(m+1)
j )⊗OCp(Y
(m)
j ),ϕL
Mm/Cp(A
(m)
j/Cp
)
]GL,∗ .
For this we proceed entirely similarly as in the argument for (12) in the proof of Thm. 3.2.1.
By Cor. 3.1.3 we find finite extensions L ⊆ L1 ⊆ L2 ⊆ Cp and a finitely generated projective
(GL, ∗)-invariant OL1(Y
(m)
j )-submodule Q of X := Mm/Cp(A
(m)
j/Cp
) with the properties a) - c)
and such that
XGL,∗ ⊆ OL2(Y
(m)
j )⊗OL1 (Y
(m)
j )
Q ⊆ X = OCp(Y
(m)
j )⊗OL1 (Y
(m)
j )
Q
and hence, in particular, that
XGL,∗ = (OL2(Y
(m)
j )⊗OL1(Y
(m)
j )
Q)GL,∗ .
We deduce that
OCp(Y
(m+1)
j )⊗OCp(Y
(m)
j ),ϕL
X = OCp(Y
(m+1)
j )⊗OL1 (Y
(m)
j ),ϕL
Q
= OCp(Y
(m+1)
j )⊗OL1 (Y
(m+1)
j
(OL1(Y
(m+1)
j )⊗OL1 (Y
(m)
j ),ϕL
Q) .
RIGID CHARACTER GROUPS, LUBIN-TATE THEORY, AND (ϕ,Γ)-MODULES 49
This shows that for P := OCp(Y
(m+1)
j )⊗OCp (Y
(m)
j ),ϕL
X we may take as input for Cor. 3.1.3.iii
the submodule OL1(Y
(m+1)
j )⊗OL1(Y
(m)
j ),ϕL
Q, and as output we obtain the first identity in
[
OCp(Y
(m+1)
j )⊗OCp(Y
(m)
j ),ϕL
X
]GL,∗ = (OL2(Y(m+1)j )⊗OL1(Y(m)j ),ϕL Q)GL,∗
= (OL(Y
(m+1)
j )⊗OL(Y
(m)
j ),ϕL
(OL2(Y
(m)
j )⊗OL1 (Y
(m)
j )
Q))GL,∗ .
Choosing finitely many topological generators σ1, . . . , σr of GL we may write
XGL,∗ = (OL2(Y
(m)
j )⊗OL1(Y
(m)
j )
Q)GL,∗
= ker
(
OL2(Y
(m)
j )⊗OL1 (Y
(m)
j )
Q
∏
1−σi
−−−−→
r∏
i=1
OL2(Y
(m)
j )⊗OL1 (Y
(m)
j )
Q
)
.
As a consequence of [ST01] Lemma 3.3 the ring homomorphism ϕL : OL(Y
(m)
j )→ OL(Y
(m+1)
j )
is flat. Hence applying the functor OL(Y
(m+1)
j )⊗OL(Y(m)j ),ϕL
commutes with the formation of
this kernel, and we obtain
OL(Y
(m+1)
j )⊗OL(Y(m)j ),ϕL
XGL,∗ = (OL(Y
(m+1)
j )⊗OL(Y(m)j ),ϕL
(OL2(Y
(m)
j )⊗OL1 (Y
(m)
j )
Q))GL,∗
=
[
OCp(Y
(m+1)
j )⊗OCp (Y
(m)
j ),ϕL
X
]GL,∗ .
This finishes the first step.
Still fixing m but varying j, what we have shown amounts to the statement that ϕM induces
an isomorphism
(π∗L)
∗MX\Xm
∼=
−−→MX\Xm+1
of vector bundles on X \ Xm+1. We deduce that, on global sections, we have the isomorphism
OL(X \Xm+1)⊗OL(X\Xm),ϕL M
GL,∗
m,Cp
∼=
−−→MGL,∗m+1,Cp
By passing to the limit with respect to m we obtain the assertion. 
The above construction is entirely symmetric in B and X. Starting from a (ϕL,ΓL)-module
N over RL(X) we obtain by the “inverse” twisting the (ϕL,ΓL)-module
NB := (RCp(X)⊗RL(X) N)
GL,∗
over RL(B).
Theorem 3.2.3. The functors M 7−→MX and N 7−→ NB induce equivalences of categories
ModL,an(RL(B)) ≃ ModL,an(RL(X))
which are quasi-inverse to each other.
Proof. We have
(MX)B = (RCp(X) ⊗RL(X) MX)
GL,∗ ∼= (RCp(B)⊗RL(B) M)
GL×id
= RCp(B)
GL ⊗RL(B) M =M ,
where the second last identity uses the fact that M is free. Correspondingly we obtain (NB)X ∼=
N since we may first reduce to the case of a free N by Remark 2.4.8. 
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3.3. Etale L-analytic (ϕL,ΓL)-modules. In the previous section, we have constructed an
equivalence of categories (Thm. 3.2.3) between ModL,an(RL(B)) and ModL,an(RL(X)). In
this section, we define the slope of an L-analytic (ϕL,ΓL)-module, as well as e´tale L-analytic
(ϕL,ΓL)-modules, and prove that the above equivalence respects the slopes as well as the con-
dition of being e´tale. Before we do that, we show that our equivalence implies the following
theorem.
Theorem 3.3.1. Any L-analytic (ϕL,ΓL)-module M over RL(X) is free as an RL(X)-module.
Before proving this theorem, we need a few preliminary results. Let δ : L× → L× be a
continuous character. We define a (ϕL,ΓL)-module RK(X)(δ) of rank 1 over RK(X) as follows.
We set RK(X)(δ) = RK(X) · eδ where ϕL(eδ) = δ(πL) · eδ and γ(eδ) = δ(γ) · eδ if a ∈ ΓL. We
likewise define a (ϕL,ΓL)-module RK(B)(δ) of rank 1 over RK(B) by RK(B)(δ) = RK(B) · eδ
where ϕL(eδ) = δ(πL) · eδ and γ(eδ) = δ(γ) · eδ if γ ∈ ΓL. Note that RK(X)(δ) is L-analytic if
and only if δ is L-analytic, and likewise for RK(B)(δ).
Proposition 3.3.2. If M is a (ϕL,ΓL)-module of rank 1 over RL(B), then there exists a
character δ : L× → L× such that M ≃ RL(B)(δ).
Proof. This is [FX] Prop. 1.9. 
Lemma 3.3.3. If δ : L× → L× is a locally L-analytic character, then there exists α ∈ C×p such
that g(α) = α · δ(τ(g)) for all g ∈ GL.
Proof. Recall that since τ has a Hodge-Tate weight equal to 0, there exists β ∈ C×p such that
g(β) = β · τ(g) for all g ∈ GL. Since δ : L
× → L× is locally L-analytic, there exists s ∈ L and
an open subgroup U of o×L such that δ(a) = exp(s · log(a)) for any a ∈ U . By approximating β
multiplicatively by an element in L we find a finite extension L′ of L and a β′ ∈ C×p such that
(1) g(β′) = β′ · τ(g) for g ∈ GL′ , and
(2) s · log(β′) ∈ p · oCp .
Let α′ = exp(s·log(β′)). We then have g(α′) = α′ ·δ(τ(g)) for all g ∈ GL′ . The map g 7→
g(α′)
α′·δ(τ(g))
therefore is a 1-cocycle on GL which is trivial on GL′ . By inflation-restriction its class then
contains a 1-cocycle Gal(L′/L) → (C×p )
GL′ = L′×. Due to Hilbert 90 this class actually is
trivial, which implies the assertion. 
Proposition 3.3.4. If δ : L× → L× is a locally L-analytic character, then the equivalence in
Thm. 3.2.3 satisfies RL(B)(δ)X ∼= RL(X)(δ).
Proof. Let α ∈ C×p be the element afforded by Lemma 3.3.3. Then α ⊗ eδ ∈ (RCp(B) ⊗RL(B)
MB)
GL,∗. We now compute
RL(B)(δ)X = (RCp(B) · eδ)
GL,∗ = (RCp(B) · αeδ)
GL,∗ = RCp(B)
GL,∗ · αeδ = RL(X) · αeδ .
The oL \ {0}-action on this is given by a(f ⊗ αeδ) = a(f) ⊗ αδ(a)eδ for 0 6= a ∈ oL. Hence
MX ∼= RL(X)(δ). 
Proposition 3.3.5. If M is an L-analytic (ϕL,ΓL)-module of rank 1 over RL(X), then there
exists a locally L-analytic character δ : L× → L× such that M ∼= RL(X)(δ).
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Proof. If MB is the (ϕL,ΓL)-module of rank 1 over RL(B) that comes from applying Thm.
3.2.3 to M , then MB is an L-analytic (ϕL,ΓL)-module of rank 1 over RL(B). By Prop. 3.3.2,
there exists a character δ : L× → L× such that M ∼= RL(B)(δ). Prop. 3.3.4 now implies that
M ∼= RL(X)(δ). 
This proposition implies theorem 3.3.1 for L-analytic (ϕL,ΓL)-modules of rank 1 over RL(X).
Proof of theorem 3.3.1. Since RL(X) is an integral domain the projective module M has a well
defined rank r. We may assume that r 6= 0. We have seen in Cor. 2.1.2.ii that RL(X) is a 1
1
2
generator Pru¨fer domain. Hence M is isomorphic to a finite direct sum of invertible ideals in
RL(X) (cf. [CE] Prop. I.6.1). By induction with respect to the number of these ideals one easily
deduces from this, by using the analog of Cor. 1.1.11.ii, that
M ∼= RL(X)
r−1 ⊕ I
for some invertible ideal I ⊆ RL(X). Moreover, I is isomorphic to the exterior power
∧rM
of M (cf. [B-A] III §7). The latter (and therefore also I) inherits from M the structure of an
L-analytic (ϕL,ΓL)-module M over RL(X). This reduces the proof of our assertion to the case
that the (ϕL,ΓL)-module M is of rank 1, which follows from Prop. 3.3.5. 
We consider now a (ϕL,ΓL)-module M over RK(X) that is free of rank(M) = r. If we pick
a basis e1, . . . , er of M then the isomorphism in Def. 2.4.2 guarantees that ϕM (e1), . . . , ϕM (er)
again is a basis of M . The matrix
AM = (aij) where ϕM (ej) =
r∑
i=1
aijei
therefore is invertible over RK(X). If we change the given basis by applying an invertible matrix
B then AM gets replaced byB
−1AMϕL(B). By the above Prop. 2.4.9 we have det(AM ), det(B) ∈
E
†
K(X)
×. We compute
‖det(B−1AMϕL(B))‖1 = ‖det(B)‖
−1
1 · ‖det(AM )‖1 · ‖ϕL(det(B))‖1
= ‖det(B)‖−11 · ‖det(AM )‖1 · ‖det(B)‖1
= ‖det(AM )‖1 ,
where the first, resp. second, identity uses that the norm ‖ ‖1 is multiplicative, resp. that ϕL is
‖ ‖1-isometric. This leads to the following definitions.
Definition 3.3.6. Let M be a free (ϕL,ΓL)-module over RK(X).
(1) The degree of M is the rational number deg(M) such that
pdeg(M) = ‖det(AM )‖1 .
(2) The slope of M is µ(M) := deg(M)/rk(M).
Definition 3.3.7. An L-analytic (ϕL,ΓL)-moduleM over RL(X) is called e´tale ifM has degree
zero and if every sub-(ϕL,ΓL)-module N of M has degree ≥ 0. Let Mod
et
L,an(RL(X)) denote the
full subcategory of all e´tale (L-analytic) (ϕL,ΓL)-modules over RL(X).
Remark 3.3.8. Every sub-(ϕL,ΓL)-module N of an L-analytic (ϕL,ΓL)-moduleM is L-analytic
and hence is free by Thm. 3.3.1, so that we can define its degree.
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As before this makes equally sense for B instead of X so that we also have the category
ModetL,an(RK(B)). By the subsequent remark, the definition of e´taleness coincides with the
usual definition in the case of B.
Remark 3.3.9. i. Any finitely generated submodule of a finitely generated projective mod-
ule over RL(B) is free.
ii. Let M be an e´tale (ϕL,ΓL)-module over RL(B); then any sub-ϕL-module N of M has
degree ≥ 0.
Proof. i. It is well known to follow from Lazard’s work in [Laz] that RL(B) is a Bezout domain
(compare [TdA] Satz 10.1). But it is a general fact that finitely generated projective modules
over Bezout domains are free (cf. [Lam] Thm. 2.29). Moreover, even over a Pru¨fer domain,
finitely generated submodules of finitely generated projective modules are projective.
ii. For sake of clarity: A sub-ϕL-moduleN ofM is a finitely generated ϕL-invariant submodule
N ⊆M such that RL(B)⊗RL(B),ϕL N
∼=
−→ N . By i. any such N is free of rank ≤ rank(M).
Let now N ⊆ M be an arbitrary but fixed nonzero sub-ϕL-module. We have to show that
µ(N) ≥ 0. By [Ked08] Lemma 1.4.12 it suffices to consider the unique largest sub-ϕL-module
M1 ⊆ M of least slope. We claim that M1 is ΓL-invariant. Let g ∈ ΓL and let e1, . . . , er be a
basis of M1. Then ge1, . . . , ger is a basis of the sub-ϕL-module gM1. By the ΓL-invariance of
the norm ‖ ‖1 we obtain
‖det(AgM1)‖1 = ‖g det(AM1)‖1 = ‖det(AM1)‖1 and hence µ(gM1) = µ(M1) .
It follows that gM1 ⊆ M1. This shows that M1 is a sub-(ϕL,ΓL)-module. By the e´taleness of
M we then must have µ(M1) ≥ 0. 
Proposition 3.3.10. If M ∈ ModL,an(RL(B)), then deg(MX) = deg(M).
Proof. The degree of MX depends only on RCp(X) ⊗RL(X) MX, and we have
RCp(X)⊗RL(X) MX = RCp(B)⊗RL(B) M .

Theorem 3.3.11. The functors M 7−→MX and N 7−→ NB induce an equivalence of categories
ModetL,an(RL(B)) ≃ Mod
et
L,an(RL(X))
Proof. By Prop. 3.3.10, for every sub-(ϕL,ΓL)-module N of M , we have deg(NX) = deg(N). If
M is e´tale, then this shows that deg(MX) = 0 and that deg(NX) ≥ 0 for every sub-(ϕL,ΓL)-
module N ofM . As a consequence of Thm. 3.2.3, if N runs over all sub-(ϕL,ΓL)-modules of M ,
then NX runs over all sub-(ϕL,ΓL)-modules of MX. It follows that MX is e´tale. By symmetry,
the same holds with N and NB. Hence the equivalence in Thm. 3.2.3 restricts to the asserted
equivalence. 
Corollary 3.3.12. There is an equivalence of categories:
ModetL,an(RL(X)) ≃ {L-analytic representations of of GL}.
Proof. This follows from Thm. 3.3.11, and Thm. D of [Ber15] according to which there is an
equivalence of categories ModetL,an(RL(B)) ≃ {L-analytic representations of of GL}. 
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3.4. Crystalline (ϕL,ΓL)-modules over OL(X). In [KR] and [Kis] they attach to every fil-
tered ϕL-module D over L a (ϕL,ΓL)-module M(D) over OL(B). We carry out the corre-
sponding construction over OL(X). In the next section, we show that the two generalizations
are compatible with the equivalence of categories of Theorem A, after extending scalars to
RL(B) and RL(X). We now give the analogue over X of Kisin’s construction over B. It is pos-
sible to replace everywhere in this section X by B, and we then recover the results of [KR]. If
Y = supp(∆) is the support of an effective divisor ∆ on X of the form
∆(x) :=
{
1 if x ∈ Y ,
0 otherwise,
then we simply write IY := I∆ = {f ∈ OL(X) : f(x) = 0 for any x ∈ Y } for the corresponding
closed ideal, and let I−1Y denote its inverse fractional ideal. We introduce the OL(X)-algebra
OL(X)[Y
−1] :=
⋃
m≥1 I
−m
Y and, for any OL(X)-module M , we put
M [Y −1] := OL(X)[Y
−1]⊗OL(X) M .
Lemma 3.4.1. The ring homomorphism OL(X) −→ OL(X)[Y
−1] is flat.
Proof. The assertion is a special case of the following fact. Let I ⊆ A be an invertible ideal in
the integral domain A and consider the ring homomorphism A −→ AI :=
⋃
m≥1 I
−m. We have∑n
i=1 figi = 1 for appropriate elements fi ∈ I and gi ∈ I
−1. The fi then generate the unit ideal
in the ring AI . Hence Spec(AI) =
⋃
i Spec((AI)fi). But Afi ⊆ I implies I
−1 ⊆ Af−1i , hence
AI ⊆ Afi , and therefore (AI)fi = Afi and Spec(AI) =
⋃
i Spec(Afi). Since the localizations
A −→ Afi are flat it follows that A −→ AI is flat. 
In this section we will construct (ϕL,ΓL)-modules over RL(X) from the following kind of
data.
Definition 3.4.2. A filtered ϕL-module D is a finite dimensional L-vector space equipped with
– a linear automorphism ϕD : D −→ D
– and a descending, separated, and exhaustive Z-filtration Fil•D by vector subspaces.
In the following we let Z ⊆ X denote the subset of all torsion points different from 1, i.e.,
Z = (
⋃
n≥1X[π
n
L])\{1}. We define the function n : Z −→ Z≥0 by x ∈ X[π
n(x)+1
L ])\X[π
n(x)
L ]). We
keep the notations introduced in the previous section 1.4 (with K = L). We always equip the
field of fractions Fr(Ox) of the local ring Ox, for any point x ∈ Z, with the mx-adic filtration.
Let D be a filtered ϕL-module of dimension dD. We introduce the OL(X)-module
M(D) := {s ∈ OL(X)[Z
−1]⊗L D : (id⊗ϕ
−n(x)
D )(s) ∈ Fil
0(Fr(Ox)⊗L D) for any x ∈ Z} ,
where the Fil0 refers to the tensor product filtration on Fr(Ox) ⊗L D. Suppose that a ≤ b are
integers such that FilaD = D and Filb+1D = 0. Then
(15) I−aZ ⊗L D ⊆M(D) ⊆ I
−b
Z ⊗L D .
Lemma 3.4.3. M(D) is a finitely generated projective OL(X)-module of rank dD. If M˜(D)
denotes the corresponding coherent O-module sheaf and M˜x(D) its stalk in any point x ∈ X,
then M˜x(D) = Ox ⊗L D for any x 6∈ Z.
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Proof. The definition of M(D) shows that
M(D) = ker
(
I−bZ ⊗L D −→
∏
r
I−bZ OL(X(r))⊗L D/OL(X(r)) ⊗OL(X)M(D)
)
.
Since the above map is continuous and since over the noetherian Banach algebra OL(X(r)) any
submodule of a finitely generated module is closed it follows thatM(D) is closed in the finitely
generated projective OL(X)-module I
−b
Z ⊗LD. Hence Lemma 1.1.9 implies thatM(D) is finitely
generated projective. The second part of the assertion is an immediate consequence of (15). 
We may also compute the stalks of M˜(D) in the points in Z.
Lemma 3.4.4. For any x ∈ Z we have
M˜x(D) = Ox ⊗OL(X)M(D) = {s ∈ Fr(Ox)⊗L D : (id⊗ϕ
−n(x)
D )(s) ∈ Fil
0(Fr(Ox)⊗L D)}
∼=
−−−−−−−→
id⊗ϕ
−n(x)
D
Fil0(Fr(Ox)⊗L D)
Proof. We temporarily define
Mx(D) := {s ∈ OL(X)[Z
−1]⊗L D : (id⊗ϕ
−n(x)
D )(s) ∈ Fil
0 (Fr(Ox)⊗L D)}.
We pick a function f ∈ OL(X) whose zero set contains Z \ {x} but not x (Lemma 1.1.3). Then
M(D) ⊆Mx(D) ⊆ f
−(b−a)M(D) .
This shows that Ox ⊗OL(X)M(D) = Ox ⊗OL(X)Mx(D). Due to (15) we have the commutative
diagram
Fil−b(Fr(Ox))⊗L D
= // Fil−b(Fr(Ox))⊗L D
Ox ⊗OL(X)Mx(D)
⊆
OO
// {s ∈ Fr(Ox)⊗L D : (id⊗ϕ
−n(x)
D )(s) ∈ Fil
0(Fr(Ox)⊗L D)}
⊆
OO
Fil−a(Fr(Ox))⊗L D
⊆
OO
= // Fil−a(Fr(Ox))⊗L D
⊆
OO
In particular, the middle horizontal arrow is injective. But it also is surjective as follows easily
from the surjectivity of the map I−bZ −→ Fil
−b(Fr(Ox))/Fil
−a(Fr(Ox)) (compare the proof of
Lemma 1.1.2). 
The injective ring endomorphism ϕL of OL(X) extends, of course, to its field of fractions.
Using Lemma 1.4.1.iii one checks that ϕL(I
−1
Z ) ⊆ I
−1
Z . Hence OL(X)[Z
−1] ⊗L D carries the
injective ϕL-linear endomorphism ϕL ⊗ ϕD. We define Z0 := {x ∈ Z : n(x) = 0} = X[πL] \ {1}.
Lemma 3.4.5. ϕL ⊗ ϕD induces an injective ϕL-linear homomorphism
ϕM(D) :M(D) −→ I
a
Z0M(D) .
Proof. Let s ∈ M(D). We show that I−aZ0 (ϕL ⊗ ϕD)(s) is contained in M(D). Since I
−1
Z0
⊆ I−1Z
we certainly have I−aZ0 (ϕL ⊗ ϕD)(s) ⊆ OL(X)[Z
−1] ⊗L D. Hence we have to check the local
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condition for any x ∈ Z. First we assume that n(x) ≥ 1 or, equivalently, that x 6∈ Z0. Then
(id⊗ϕ
−n(x)
D )(I
−a
Z0
(ϕL ⊗ ϕD)(s)) = I
−a
Z0
(ϕL ⊗ id)(id⊗ϕ
−n(x)+1
D )(s)
= I−aZ0 (ϕL ⊗ id)(id⊗ϕ
−n(π∗L(x))
D )(s)
⊆ I−aZ0 (ϕL ⊗ id)(Fil
0(Fr(Oπ∗L(x))⊗L D))
⊆ I−aZ0 Fil
0(Fr(Ox)⊗L D)
= Fil0(Fr(Ox)⊗L D) .
If n(x) = 0 then, using that π∗L(x) = 1 6∈ Z, we have
I−aZ0 (ϕL ⊗ ϕD)(s) = I
−a
Z0
(ϕL ⊗ id)(id⊗ϕD)(s) ⊆ I
−a
Z0
(ϕL ⊗ id)(Oπ∗L(x) ⊗L D)
⊆ I−aZ0 Ox ⊗L D = m
−a
x ⊗L D ⊆ Fil
0(Fr(Ox)⊗L D).

Let n(1) ⊆ OL(X) denote the (closed) maximal ideal of functions vanishing in the point 1.
Lemma 3.4.6. We have IZ0 = OL(X)ϕL(n(1))n(1)
−1.
Proof. Since ϕL(n(1)) ⊆ n(1) we have OL(X)ϕL(n(1))n(1)
−1 ⊆ n(1)n(1)−1 = OL(X). Hence the
right hand side of the asserted identity is a finitely generated and therefore (Prop. 1.1.6) closed
ideal in OL(X) as is the left hand side. By Prop. 1.1.4 this reduces us to checking that both
ideals have the same divisor. But this follows immediately from Lemma 1.4.1.iii. 
In view of this Lemma 3.4.6 the Lemma 3.4.5 can be restated as saying that ϕL⊗ϕD induces
a ϕL-linear endomorphism
ϕM(D) : n(1)
−aM(D) −→ n(1)−aM(D) ,
and we therefore may define the linear map
ϕM(D) : OL(X)⊗OL(X),ϕL n(1)
−aM(D) −→ n(1)−aM(D)
f ⊗ s 7−→ fϕM(D)(s) .
Note that n(1)−aM(D) is a finitely generated projective OL(X)-module by Lemma 3.4.3 and
Cor. 1.1.8.
Remark 3.4.7. Let φ := π∗L : X −→ X; for any coherent O-module M such that M(X) is a
finitely generated projective OL(X)-module the coherent O-module φ
∗M has global sections
OL(X)⊗OL(X),ϕL M(X).
Proof. Let φr denote the restriction of φ to X(r). We compute
(φ∗M)(X) = lim
←−
(φ∗M)(X(r)) = lim
←−
(φ∗r(M|X(r)))(X(r))
= lim
←−
OL(X(r)) ⊗OL(X(r)),ϕL M(X(r))
= lim←−OL(X(r)) ⊗OL(X),ϕL M(X)
=
(
lim←−OL(X(r))
)
⊗OL(X),ϕL M(X)
= OL(X)⊗OL(X),ϕL M(X) .
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Here the fourth identity comes from Remark 1.1.12.i, and the fifth identity uses the fact that the
tensor product by a finitely generated projective module commutes with projective limits. 
Let N denote the coherent O-module with global sections N (X) = n(1)−aM(D). Using
Remarks 1.1.12 and 3.4.7 we see that ϕ˜M(D) is the map induced on global sections by a homo-
morphism Φ : φ∗N −→ N of coherent O-modules (where φ := π∗L).
Proposition 3.4.8. i. On stalks in a point x ∈ X the map Φ is an isomorphism if x 6∈ Z0
and identifies with
m−ax ⊗L D
⊆
−−→
∑
j
m−jx ⊗L Fil
j D ,
whose cokernel is Ox-isomorphic to
∑b−a
j=0Ox/m
j
x ⊗L gr
a+j D, if x ∈ Z0.
ii. The map ϕM(D) is injective and its cokernel is annihilated by I
b−a
Z0
.
Proof. i. The map under consideration between the stalks in a point x is
Ox ⊗Oπ∗
L
(x),ϕL
M˜π∗L(x)(D) −−−−−−−−−→Ox⊗(ϕM(D))x
M˜x(D)
if x 6∈ Z0 ∪ {1}, resp.
Ox ⊗O1,ϕL m
−a
1 M˜1(D) −−−−−−−−−→
Ox⊗(ϕM(D))x
M˜x(D)
if x ∈ Z0, resp.
O1 ⊗O1,ϕL m
−a
1 M˜1(D) −−−−−−−−−→
O1⊗(ϕM(D))1
m−a1 M˜1(D)
if x = 1. If x 6∈ Z then also π∗L(z) 6∈ Z, and this map identifies with the isomorphism
Ox ⊗L D
∼=
−−−−→
id⊗ϕD
Ox ⊗L D .
if x 6= 1, resp.
O1 ⊗O1,ϕL m
−a
1 ⊗L D = O1ϕL(m1)
−a ⊗L D
∼=
−−−−→
id⊗ϕD
m−a1 ⊗L D
if x = 1, where the identity comes from the flatness of ϕL (Lemma 1.4.1.i).
Next suppose that x ∈ Z \Z0 so that π
∗
L(x) ∈ Z as well. Then, by Lemma 3.4.4, we have the
commutative diagram
Ox ⊗Oπ∗
L
(x),ϕL
M˜π∗L(x)(D)
∼=id⊗ϕ
−n(x)+1
D

Ox⊗(ϕM(D))x // M˜x(D)
∼= id⊗ϕ
−n(x)
D

Ox ⊗Oπ∗
L
(x),ϕL
Fil0(Fr(Oπ∗L(x))⊗L D)
=

Fil0(Fr(Ox)⊗L D)
=

∑
j
Ox ⊗Oπ∗
L
(x),ϕL
m
−j
π∗L(x)
⊗L Fil
j D
id⊗ϕL⊗id ∼=
∑
j
(OxϕL(mπ∗L(x)))
−j ⊗L Fil
jD
= //
∑
j
m
−j
x ⊗ Fil
j D
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where the lower left vertical map is an isomorphism again by the flatness of ϕL. For x ∈ Z0 the
corresponding diagram is
Ox ⊗O1,ϕL m
−a
1 M˜1(D)
∼=

Ox⊗(ϕM(D))x// M˜x(D)
∼= id⊗ϕ
−1
D

Ox ⊗O1,ϕL m
−a
1 ⊗L D
=

Fil0(Fr(Ox)⊗L D)
=

m−ax ⊗L D
⊆ //
∑
j
m
−j
x ⊗ Fil
jD.
(Note that we have used several times implicitly that ϕL is unramified by Lemma 1.4.1.ii.)
ii. This follows from i. by passing to global sections. 
Corollary 3.4.9. i. We have IbZ0M(D) ⊆ OL(X)ϕM(D)(M(D)) ⊆ I
a
Z0
M(D).
ii. The OL(X)-linear map OL(X) ⊗OL(X),ϕL M(D) −→ I
a
Z0
M(D) induced by ϕM(D) is
injective with cokernel annihilated by Ib−aZ0 .
iii. The OL(X)[Z
−1
0 ]-linear map OL(X)[Z
−1
0 ] ⊗OL(X),ϕL M(D)
∼=
−−→ M(D)[Z−10 ] induced by
ϕM(D) is an isomorphism.
Proof. i. The right hand inclusion was shown in Lemma 3.4.5. For the left hand inclusion we
observe that Prop. 3.4.8.ii implies that
Ib−aZ0 n(1)
−aM(D) ⊆ OL(X)ϕL(n(1)
−a)ϕM(D)(M(D)) .
Using Lemma 3.4.6 we deduce that
IbZ0M(D) ⊆ (OL(X)ϕL(n(1))
aOL(X)ϕL(n(1)
−a)ϕM(D)(M(D)) .
But one easily checks that (OL(X)ϕL(n(1))
aOL(X)ϕL(n(1)
−a) = OL(X).
ii. The annihilation property of the cokernel is clear from i. To establish the injectivity we
may assume without loss of generality that a ≤ 0. We consider the commutative diagram
OL(X)⊗OL(X),ϕL n(1)
−aM(D)

ϕM(D)// n(1)−aM(D)
⊆

OL(X)⊗OL(X),ϕL M(D)
// IaZ0M(D),
and we pick a function 0 6= f ∈ n(1). Then ϕL(f
−a) 6= 0 in OL(X). Suppose that s is a nonzero
element in the kernel of the lower horizontal map. Then ϕL(f
−a)s is a nonzero element in this
kernel as well since M(D) is a projective OL(X)-module. But ϕL(f
−a)s lifts to an element in
OL(X) ⊗OL(X),ϕL n(1)
−aM(D) which necessarily lies in the kernel of ϕM(D). This contradicts
the injectivity assertion in Prop. 3.4.8.ii.
iii. This immediately follows from ii. since OL(X)[Z
−1
0 ] is flat over OL(X) by Lemma 3.4.1. 
For any c ∈ o×L the map c
∗ is an automorphism of X which respects the subset Z as well as
the function n : Z −→ Z≥0. It is straightforward to conclude from this that c∗ ⊗ id induces a
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semilinear automorphism cM(D) of M(D) such that the diagram
(16) M(D)
cM(D)

ϕM(D) // IaZ0M(D)
c∗⊗cM(D)

M(D)
ϕM(D) // IaZ0M(D)
is commutative. Clearly these constructions are functorial in D.
Recall that Vec(Fil, ϕL) denotes the exact category of filtered ϕL-modules as introduced in
Definition 3.4.2. For any D in Vec(Fil, ϕL) we have constructed a finitely generated projective
OL(X)-module M(D) together with an injective ϕL-linear map
ϕM(D) :M(D) −→M(D)[Z
−1
0 ]
(cf. Lemmas 3.4.3 and 3.4.5) such that the induced OL(X)[Z
−1
0 ]-linear map
ϕ˜M(D) : OL(X)[Z
−1
0 ]⊗OL(X),ϕL M(D)
∼=
−−→M(D)[Z−10 ]
f ⊗ s 7−→ fϕM(D)(s)
is an isomorphism (Cor. 3.4.9.iii). We also have the group ΓL acting on M(D) by semilinear
automorphisms γM(D) such that the diagrams
M(D)
γM(D)

ϕM(D) //M(D)[Z−10 ]
γ∗⊗γM(D)

M(D)
ϕM(D) //M(D)[Z−10 ]
are commutative (cf. (16)). Being a finitely generated module M(D) carries a natural Fre´chet
topology.
Lemma 3.4.10. The ΓL-action on M(D) is continuous and differentiable, and the derived
Lie(ΓL)-action is L-bilinear.
Proof. By the proof of Lemma 3.4.3 the module M(D) is a closed submodule of the finitely
generated projective module I−bZ ⊗L D for some b ≥ 0. This reduces us to showing that the
ΓL-action on I
−b
Z has all the asserted properties. Multiplication by the function (logX)
b induces
a continuous bijection I−bZ −→ n(1)
b. By the open mapping theorem it has to be a topological
isomorphism. By Lemma 1.4.3.ii the ΓL-action on I
−b
Z corresponds to the natural ΓL-action on
the closed ideal n(1)b in OL(X) twisted by the locally L-analytic character ΓL = o
×
L −→ L
×
sending γ to γ−b. By the discussion after Lemma 2.3.5 the ΓL-action on OL(X) and a fortiori
the natural action on the closed ideal n(1)b and hence the twisted action all have the wanted
properties. 
There is one additional important property. By Lemma 3.4.4 we have M˜1(D) = O1 ⊗L D.
We see that the induced ΓL-action (note that the monoid action on X fixes the point 1) on
M(D)/n(1)M(D) = M˜1(D)/m1M˜1(D) = D is trivial.
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Definition 3.4.11. We therefore introduce the category ModϕL,ΓL,an/X of finitely generated pro-
jective OL(X)-modules M equipped with an injective ϕL-linear map
ϕM :M −→M [Z
−1
0 ]
as well as a continuous (w.r.t. the natural Fre´chet topology on M) action of ΓL by semilinear
automorphisms γM such that the following properties are satisfied:
a) The induced OL(X)[Z
−1
0 ]-linear map
ϕ˜M : OL(X)[Z
−1
0 ]⊗OL(X),ϕL M
∼=
−−→M [Z−10 ]
f ⊗ s 7−→ fϕM (s)
is an isomorphism.
b) For any γ ∈ ΓL the diagram
M
γM

ϕM // M [Z−10 ]
γ∗⊗γM

M
ϕM // M [Z−10 ]
is commutative.
c) The induced ΓL-action on M/n(1)M is trivial.
Remark 3.4.12. There are integers a ≤ 0 ≤ c such that the map ϕ˜M restricts to an injective
map OL(X)⊗OL(X),ϕL M −→ I
a
Z0
M whose cokernel is annihilated by IcZ0 .
Proof. Since M is finitely generated we find an a ≤ 0 such that ϕM (M) ⊆ I
a
Z0
M . Since M is
projective we have OL(X)⊗OL(X),ϕLM ⊆ OL(X)[Z
−1
0 ]⊗OL(X),ϕLM . Hence the injectivity follows
from condition a). Tensoring the resulting map OL(X)⊗OL(X),ϕLM −→ I
a
Z0
M with OL(X)[Z
−1
0 ]
gives back the isomorphism ϕ˜M (recall that OL(X)[Z
−1
0 ] is flat over OL(X) by Lemma 3.4.1).
Hence the cokernel N of this map satisfies N [Z−10 ] = 0. For any function 0 6= f ∈ IZ0 we
have I−1Z0 ⊆ OL(X)f
−1 and consequently that the localization Nf vanishes. Since N is finitely
generated we find a c(f) ≥ 0 such that f c(f)N = 0. Finally, since IZ0 is finitely generated, we
must have a c ≥ 0 such that IcZ0N = 0. 
Lemma 3.4.13. The ΓL-action on M is differentiable.
Proof. We put Mn := OL(Xn) ⊗OL(X) M . The ΓL-action extends semilinearly to an action on
eachMn by automorphisms γMn := γ∗⊗γM . SinceMn is a finitely generated projective OL(Xn)-
module (and ΓL acts continuously on OL(Xn)) any individual γMn is a continuous automorphism
of the Banach module Mn. On the other hand, the orbit maps for Mn are the composite of the,
by assumption, continuous orbit maps for M and the continuous map M −→Mn and hence are
continuous. It therefore follows from the nonarchimedean Banach-Steinhaus theorem that the
ΓL-action on each Mn is (jointly) continuous. From the discussion after Lemma 2.3.5 we know
that the ΓL-action on OL(Xn) satisfies the condition (5). We then conclude from Prop. 2.3.3
that the ΓL-action on Mn is locally Qp-analytic. The asserted differentiability now follows from
the fact that the Fre´chet module M is the projective limit of the Banach modules Mn. 
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As we have seen above we then have the well defined functor
M : Vec(Fil, ϕL) −→ Mod
ϕL,ΓL,an
/X
D 7−→M(D) .
On the other hand, for any M in ModϕL,ΓL,an/X we have the finite dimensional L-vector space
D(M) :=M/n(1)M .
Since M/n(1)M = M [Z−10 ]/n(1)M [Z
−1
0 ] the map ϕM induces an L-linear endomorphism of
M/n(1)M denoted by ϕD(M). The condition a) implies that ϕD(M) is surjective and hence is an
automorphism.
By Lemma 3.4.13 we have available the operator ∇M on M corresponding to the derived
action of the element 1 ∈ Lie(ΓL).
In X we have the Zariski and hence admissible open subvariety X\Z, which is preserved by π∗L
and by the action of ΓL. Therefore ϕM and the action of ΓL extend semilinearly to M{Z
−1} :=
OL(X \ Z) ⊗OL(X) M . The same argument as for (17) shows that OL(X)[Z
−1] ⊆ OL(X \ Z).
Hence the condition a) implies that the map
id⊗ϕM : OL(X \ Z)⊗OL(X),ϕL M = OL(X \ Z)⊗OL(X\Z),ϕL M{Z
−1}
∼=
−−→M{Z−1}
is an isomorphism.
Proposition 3.4.14. We have OL(X\Z)⊗LM{Z
−1}ΓL =M{Z−1}. In particular, the projec-
tion map M{Z−1} −→ D(M) restricts to an isomorphism M{Z−1}ΓL
∼=
−→ D(M) such that the
diagram
M{Z−1}ΓL
ϕM

∼= // D(M)
ϕD(M)

M{Z−1}ΓL
∼= // D(M)
is commutative. In fact, we have
M [Z−1]ΓL =M{Z−1}ΓL and OL(X)[Z
−1]⊗L M [Z
−1]ΓL =M [Z−1] .
Proof. Let r ∈ (0, 1) ∩ pQ. We put
M(r) := OL(X(r)) ⊗OL(X) M and
M(r){Z−1} := OL(X(r) \ Z)⊗OL(X) M = OL(X(r) \ Z)⊗OL(X(r)) M(r) .
We semilinearly extend the ΓL-action to M(r) and M(r){Z
−1}. At first we suppose that r <
p−
1
p−1 . Using Lemma 2.3.5 the same reasoning as in the proof of Lemma 3.4.13 shows that
this ΓL-action on M(r) is locally Qp-analytic. In particular, we have the operator ∇M(r). By
possibly passing to a smaller r we may assume that M(r) is free over OL(X(r)). By Lemma
1.2.2 we may view M(r) as a finitely generated free differential module over OL(B(r)) for the
derivation y ddy . The p-adic Fuchs theorem for disks ([Ked10] Thm. 13.2.2) then implies, again
by possibly passing to a smaller r, that the L-vector space M(r)∇M(r)=0 contains a basis of the
OL(X(r))-moduleM(r) (observe that, as a consequence of the condition c), the constant matrix
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of this differential module is the zero matrix). By [Ked10] Lemma 5.1.5 (applied to the field of
fractions of OL(X(r))) we, in fact, obtain that
OL(X(r))⊗L M(r)
∇M(r)=0 =M(r) .
It follows that the projection map restricts to an isomorphism
M(r)∇M(r)=0
∼=
−−→M(r)/n(1)M(r) =M/n(1)M .
Since, on the one hand, ΓL acts trivially on M/n(1)M by condition c) and, on the other hand,
the ΓL-action commutes with ∇M(r) it further follows that M(r)
ΓL = M(r)∇M(r)=0 and hence
that
OL(X(r)) ⊗L M(r)
ΓL =M(r) and M(r)ΓL
∼=
−−→M/n(1)M .
Observe that X(r) ∩ Z = ∅ and hence M(r) =M(r){Z−1}.
We now choose a sequence r = r0 < r1 < . . . < rm < . . . < 1 in p
Q converging to 1 such that
p∗(X(rm+1)) ⊆ X(rm) for any m ≥ 0. By induction we assume that
OL(X(rm) \ Z)⊗L M(rm){Z
−1}ΓL =M(rm){Z
−1}
holds true. We temporarily denote by φ the ring endomorphism of OL(X \ Z) induced by
the morphism p∗ : X −→ X. It extends to a ring homomorphism φ : OL(X(rm) \ Z) −→
OL(X(rm+1)\Z). As a consequence of the condition a) we have theOL(X\Z)-linear isomorphism
OL(X \ Z)⊗OL(X),φ M
∼=
−−→M{Z−1}
f ⊗ s 7−→ fp(s)
which base changes to the OL(X(rm+1) \ Z)-linear isomorphism
OL(X(rm+1) \ Z)⊗L M(rm){Z
−1}ΓL = OL(X(rm+1) \ Z)⊗OL(X(rm)\Z),φ M(rm){Z
−1}
= OL(X(rm+1) \ Z)⊗OL(X),φ M
∼=
−−→M(rm+1){Z
−1},
where the first identity is our induction hypothesis, denoted by αm. By restricting to ΓL-
invariants the latter map fits into the diagram
M(rm){Z
−1}ΓL
∼=

αm // M(rm+1){Z
−1}ΓL

  res // M(rm){Z
−1}ΓL
∼=uu❦❦❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
M/n(1)M
∼=
ϕe
D(M)
// M/n(1)M
where e denotes the ramification index of L/Qp. The left square is commutative as a conse-
quence of conditions b) and c). The right upper horizontal arrow is given by restriction from
X(rm+1) to X(rm); it is injective since M is projective. The right part of the diagram is trivially
commutative. The indicated perpendicular isomorphisms hold by the induction hypothesis. It
follows that all arrows in the diagram are isomorphisms. We see that the original isomorphism
αm sends M(rm){Z
−1}ΓL isomorphically onto M(rm+1){Z
−1}ΓL which implies that
OL(X(rm+1) \ Z)⊗L M(rm+1){Z
−1}ΓL =M(rm+1){Z
−1} .
Moreover, the restriction maps induce isomorphisms M(rm+1){Z
−1}ΓL ∼= M(rm){Z
−1}ΓL as
well.
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LetM denote the coherent OX-module with global sectionsM . According to Remark 1.1.12.iv
we have M(X \ Z) = M{Z−1} and M(X(rm) \ Z) = M(rm){Z
−1}. Since the X(rm) \ Z form
an admissible covering of X \ Z we have M(X \ Z) = lim
←−m
M(X(rm) \ Z). It follows first that
M{Z−1}ΓL = lim
←−m
M(rm){Z
−1}ΓL ∼= M(rn){Z
−1}ΓL for any n, hence OL(X(rm) \ Z) ⊗L
M{Z−1}ΓL =M(rm){Z
−1}, and finally, by passing to the projective limit in the latter identity,
that OL(X \ Z)⊗L M{Z
−1}ΓL =M{Z−1}.
For any j ≥ 0 we set Zj := {x ∈ Z : n(x) ≤ j} = X[π
j+1
L ], and Z−1 := ∅. Lemma 1.4.1 implies
that
OL(X)ϕL(IZj ) = IZj+1\Z0 and OL(X)ϕL(IZ\Zj) = IZ\Zj+1 .
If e denotes the ramification index of L/Qp then we have p = π
e
Lu for some u ∈ o
×
L . We deduce
inductively that
OL(X)φ(IZ) = OL(X)ϕ
e
L(IZ) = IZ\Ze−1 .
For the more precise form of the assertion we use Remark 3.4.12 with the integers a ≤ 0 ≤ c.
Again we deduce inductively that
p(M) = ϕeM (M) ⊆ ϕM (I
a
Ze−2M) = ϕL(I
a
Ze−2)ϕM (M) ⊆ I
a
Ze−1\Z0
IaZ0M = I
a
Ze−1M
and
OL(X)p(M) = OL(X)ϕ
e
M (M) = OL(X)ϕM (OL(X)ϕ
e−1
M (M))
⊇ OL(X)ϕM (I
a+c
Ze−2
M) = Ia+cZe−1\Z0ϕM (M) ⊇ I
a+c
Ze−1\Z0
Ia+cZ0 M
= Ia+cZe−1M .
For the identity M [Z−1]ΓL = M{Z−1}ΓL it suffices to show that I−aZ ·M{Z
−1}ΓL ⊆ M which
further reduces to the claim that I−aZ ·M(rm){Z
−1}ΓL ⊆ M(rm) for any m ≥ 0. This holds
trivially true for m = 0. Any element in M(rm+1){Z
−1}ΓL can be written as αm(s) for some
s ∈ M(rm){Z
−1}ΓL . By induction we may assume that I−aZ s ⊆ M(rm). Then φ(I
−a
Z )αm(s) =
p(I−aZ s) ⊆ p(M(rm)) ⊆ I
a
Ze−1
M(rm+1) and hence
M(rm+1) ⊇ I
−a
Ze−1
φ(I−aZ )αm(s) = I
−a
Ze−1
I−aZ\Ze−1αm(s) = I
−a
Z αm(s) .
Next we consider the commutative diagram
OL(X)[Z
−1]⊗L M [Z
−1]ΓL
⊆ ⊗ =

⊆ // M [Z−1]
⊆

OL(X \ Z)⊗L M{Z
−1}ΓL
= // M{Z−1}
where the right vertical inclusion comes from the projectivity ofM . We have seen that OL(X)⊗L
M [Z−1]ΓL ⊆ IaZM . In order to recognize the upper horizontal arrow as an identity it suffices
to show that Ia+cZ M ⊆ OL(X) ⊗L M [Z
−1]ΓL . This reduces to the claim that Ia+cZ M(rm) ⊆
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OL(X(rm))⊗LM(rm)[Z
−1]ΓL for any m ≥ 0. This is clear for m = 0. By induction we compute
OL(X(rm+1))⊗L M(rm+1)[Z
−1]ΓL = OL(X(rm+1))⊗L αm(M(rm)[Z
−1]ΓL)
= OL(X(rm+1))p(OL(X(rm))⊗L M(rm)[Z
−1]ΓL)
⊇ OL(X(rm+1))p(I
a+c
Z M(rm))
= OL(X(rm+1))φ(I
a+c
Z )p(M(rm))
= OL(X(rm+1))I
a+c
Z\Ze−1
p(M(rm))
⊇ Ia+cZ\Ze−1I
a+c
Ze−1
M(rm+1) = I
a+c
Z M(rm+1) .

Remark 3.4.15. The derived Lie(ΓL)-action on any M in Mod
ϕL,ΓL,an
/X is L-bilinear.
Proof. We use the notations in the proof of Prop. 3.4.14, in particular, the radius r = r0. Since
M ⊆M(r) it suffices to prove the analogous assertion for M(r). But in that proof we had seen
that M(r) = OL(X(r)) ⊗L M(r)
ΓL which further reduces us to the case of the derived action
on OL(X(r)). This case was treated in Lemma 2.3.5. 
We now define a filtration on D(M). In fact, using the isomorphism in Prop. 3.4.14 we define
the filtration on the isomorphic M [Z−1]ΓL . We pick a point x0 ∈ Z0. Passing to the germ in x0
gives an injective homomorphism M −→ Ox0 ⊗OL(X)M . This map extends to a homomorphism
M [Z−1] −→ Fr(Ox0)⊗OL(X) M , which still is injective, leading to the commutative diagram
M

// Ox0 ⊗OL(X) M
⊆

M [Z−1]ΓL
⊆ // M [Z−1] // Fr(Ox0)⊗OL(X) M.
The mx0-adic filtration on Fr(Ox0)⊗OL(X)M induces, via the injective composition of the lower
horizontal arrows, an exhaustive and separated filtration Fil•M [Z−1]ΓL on M [Z−1]ΓL which we
transport to a filtration on D(M). Since ΓL acts transitively on Z0 this filtration is independent
of the choice of x0. In this way we obtain a functor
D : ModϕL,ΓL,an
/X
−→ Vec(Fil, ϕL)
M 7−→ D(M) .
Theorem 3.4.16. The functors M and D are quasi-inverse equivalences between the categories
Vec(Fil, ϕL) and Mod
ϕL,ΓL,an
/X .
Proof. Given any D in Vec(Fil, ϕL) we put M :=M(D). It follows from (15) and Lemma 3.4.1
that
D ⊆M(D)[Z−1]ΓL =M [Z−1]ΓL ⊆M{Z−1}ΓL ∼= D(M) .
By Lemma 3.4.3 the rank of M is equal to the dimension of D. Hence the outer terms in the
above chain have the same dimension, and so we have to have equality everywhere. Obviously,
ϕM induces ϕD. As a consequence of Lemma 3.4.4 we have
mix0 ⊗OL(X) M = m
i
x0(Ox0 ⊗OL(X) M) = m
i
x0 Fil
0(Fr(Ox0)⊗L D) = Fil
i(Fr(Ox0)⊗L D)
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for any i ∈ Z. This shows that the mix0-adic filtration on Fr(Ox0) ⊗OL(X) M coincides with the
tensor product filtration on Fr(Ox0)⊗LD and therefore induces the original filtration on D. We
conclude that the above isomorphism D ∼= D(M(D)) is a natural isomorphism in the category
Vec(Fil, ϕL).
Now consider any M in ModϕL,ΓL,an/X and D
′ := M{Z−1}ΓL = M [Z−1]ΓL in Vec(Fil, ϕL).
Using Prop. 3.4.14 we see that
M(D′) = {s ∈M [Z−1] : (id⊗ϕ
−n(x)
D′ )(s) ∈ Fil
0(Fr(Ox)⊗L D
′) for any x ∈ Z} .
The identity OL(X)[Z
−1]⊗LD
′ = OL(X)[Z
−1]⊗OL(X)M gives rise, for any x ∈ Z, to the identity
Fr(Ox)⊗L D
′ = Fr(Ox)⊗OL(X) M . We claim that
(id⊗ϕ
−n(x)
D′ )(s) ∈ Fil
0(Fr(Ox)⊗L D
′) if and only if s ∈ Ox ⊗OL(X) M .
This shows that M(D′) = M . It is straightforward to see that this identity is compatible with
the monoid actions on both sides. Hence we obtain a natural isomorphism M ∼=M(D(M)) in
the category ModϕL,ΓL,an/X . To establish this claim we first consider the case x ∈ Z0. We need
to verify that Fil0(Fr(Ox)⊗L D
′) = Ox ⊗OL(X) M . But this is a special case of the subsequent
Lemma 3.4.17. For a general x ∈ Z we put x0 := (π
∗
L)
n(x)(x) ∈ Z0. Then (id⊗ϕ
−n(x)
D′ )(s) ∈
Fil0(Fr(Ox)⊗L D
′) if and only if s lies in
(id⊗ϕ
n(x)
D′ ) Fil
0(Fr(Ox)⊗L D
′) =
∑
i
mix ⊗L ϕ
n(x)
D′ (Fil
−iD′)
=
∑
i
Oxϕ
n(x)
L (m
i
x0)⊗L ϕ
n(x)
D′ (Fil
−iD′)
= Ox(ϕL ⊗ ϕM )
n(x) Fil0(Fr(Ox0)⊗L D
′)
= Ox(ϕL ⊗ ϕM )
n(x)(Ox0 ⊗OL(X) M)
= Ox ⊗OL(X) M .
Here the second, resp. fourth, resp. last, identity uses that ϕL is unramified (Lemma 1.4.1.ii),
resp. the previous case of points in Z0, resp. an iteration of Remark 3.4.12. 
Consider any point x ∈ Z0, which is the Galois orbit of a character χ of oL. Since χ has values
in the group µp of pth roots of unity, the residue class field Lx of Ox is equal to Lx = L(µp),
and we have x = Gal(Lx/L)χ. On the other hand, by Lemma 2.2.4 we have X(πL)(Cp) ∼= kL as
oL-modules, where kL denotes the residue field of oL. We see that ΓL acts on Z0(Cp) through its
factor group k×L . The stabilizer Γx of x satisfies 1+πLoL ⊆ Γx ⊆ ΓL. Since the ΓL/1+πLoL = k
×
L -
action on Z0(Cp) is simply transitive there is a unique isomorphism σx : Γx/1 + πLoL
∼=
−→
Gal(Lx/L) such that γ
∗(χ) = σx(γ)(χ) for any γ ∈ Γx. On the other hand the ΓL-action on X
induces a Γx-action on Ox and hence on Lx. The identities
(γ∗(f))(χ) = f(γ
∗(χ)) = f(σx(γ)(χ)) = σx(γ)(f(χ)) for any f ∈ Ox and γ ∈ Γx
show that this last action is given by the homomorphism σx : Γx −→ Gal(Lx/L).
Lemma 3.4.17. Let x ∈ Z0, let V be a finite dimensional L-vector space, and equip Fr(Ox)⊗LV
with the Γx-action through the first factor. Suppose given any Γx-invariant Ox-lattice L ⊆
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Fr(Ox)⊗L V and define Fil
i V := V ∩mixL for any i ∈ Z. We then have
L =
∑
i∈Z
mix ⊗L Fil
−i V .
Proof. Let ℓx ∈ Ox denote the germ of logX. By Lemma 1.4.3 we have mx = ℓxOx and γ∗(ℓx) =
γ · ℓx for any γ ∈ Γx. We find integers n ≤ 0 ≤ m such that
ℓmx Ox ⊗L V ⊆ L ⊆ ℓ
n
xOx ⊗L V .
Let Ôx = Lx[[ℓx]] be themx-adic completion ofOx. We then have the Γx-invariant decomposition
ℓnxOx/ℓ
m
x Ox = ℓ
n
xÔx/ℓ
m
x Ôx = ℓ
n
xLx ⊕ ℓ
n+1
x Lx ⊕ . . .⊕ ℓ
m−1
x Lx .
The Γx-action on ℓ
j
xLx is given by γ∗(ℓ
j
xc) = ℓ
j
xγj ·σx(γ)(c). Since Gal(Lx/L) acts semisimply on
Lx we see that the above decomposition exhibits the left hand side as a semisimple Γx-module
with the summands on the right hand side having no simple constituents in common. The same
then holds true for the decomposition
ℓnxOx ⊗L V/ℓ
m
x Ox ⊗L V = (ℓ
n
xLx ⊗L V )⊕ . . . ⊕ (ℓ
m−1
x Lx ⊗L V ) .
It therefore follows that
L/ℓmx Ox ⊗L V = ℓ
n
x(Lx ⊗L V )−n ⊕ . . . ⊕ ℓ
m−1
x (Lx ⊗L V )−(m−1)
with Gal(Lx/L)-invariant Lx-vector subspaces (Lx ⊗L V )−j ⊆ Lx ⊗L V . By Galois descent we
have (Lx ⊗L V )−j = Lx ⊗L V−j for a unique L-vector subspace V−j ⊆ V . Hence
L/ℓmx Ox ⊗L V = (ℓ
n
xLx ⊗L V−n)⊕ . . .⊕ (ℓ
m−1
x Lx ⊗L V−(m−1)) .
Multiplying this identity by ℓx shows that V−j ⊆ V−(j+1). We deduce that
L = (ℓnxOx ⊗L V−n) + . . .+ (ℓ
m−1
x Ox ⊗L V−(m−1)) + (ℓ
m
x Ox ⊗L V ) =
∑
i∈Z
mix ⊗L V−i
with V−i := V , resp. := {0}, for i ≥ m, resp. i > n. In particular, we obtain m
i
x ⊗L V−i ⊆ L,
hence V−i ⊆ m
−i
x L, and therefore V−i ⊆ Fil
−i V . We conclude that
L ⊆
∑
i∈Z
mix ⊗L Fil
−i V .
The reverse inclusion is immediate from the definition of Fil• V . 
3.5. Crystalline (ϕL,ΓL)-modules over RL(X). We now consider the RL(X)-module
MR(D) := RL(X)⊗OL(X)M(D) .
Let r0 ∈ (0, 1)∩p
Q be such that Z0 ⊆ X(r0). Then the inclusion of coherent ideal sheaves I˜Z0 ⊆ O
is an isomorphism over X \X(r0). It follows, using Remark 1.1.12.iv, that OL(X \X(r0))⊗OL(X)
IZ0 = OL(X \X(r0)) and hence that IZ0 generates the unit ideal in OL(X \X(r0)). This implies
that OL(X)[Z
−1
0 ] ⊆ OL(X \X(r0)). Using Cor. 3.4.9.ii we deduce that the OL(X \X(r0))-linear
map
ϕ˜M(D) : OL(X \ X(r0))⊗OL(X),ϕL M(D)
∼=
−−→ OL(X \X(r0))⊗OL(X)M(D)(17)
f ⊗ s 7−→ fϕM(D)(s)
is an isomorphism.
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We now define the finitely generated projective module
MR(D) := RL(X)⊗OL(X)M(D)
over the Robba ring. Its rank is equal to the dimension dD of D. The ϕL-linear endomorphisms
ϕMR(D) := ϕL ⊗ ϕM(D) and cMR(D) := c∗ ⊗ cM(D), for c ∈ o
×
L , which by (16) commute with
ϕMR(D), together define a semilinear action of the monoid oL \{0} onMR(D) (which does not
depend on the choice of πL). As a consequence of (17) the induced RL(X)-linear map
RL(X) ⊗RL(X),ϕL MR(D)
∼=
−−−−−−−−→
id⊗ϕMR(D)
MR(D)
is an isomorphism.
Corollary 3.5.1. The module MR(D) is a (ϕL,ΓL)-module over RL(X).
In this way we have constructed a functor
D 7−→MR(D)
from the category of filtered ϕL-modules into the category ModL(RL(X)), which is exact as
can be seen from the description of the stalks in Lemmas 3.4.3 and 3.4.4. By Lemma 3.4.10,
MR(D) is L-analytic.
Those (ϕL,ΓL)-modules that come by extension of scalars from a (ϕL,ΓL)-module over OL(X)
are said to be of finite height. The above constructions show that MR(D) is of finite height,
at least when Fil0D = D. We can get further examples by allowing an action of ΓL on D that
commutes with ϕL.
The construction of the equivalence of categories
MX :=M : Vec(Fil, ϕL)
≃
−−→ ModϕL,ΓL,an/X
in Thm. 3.4.16 works literally in the same way over B producing an equivalence
MB : Vec(Fil, ϕL)
≃
−−→ ModϕL,ΓL,an/B
with the property that RL(B) ⊗OL(B) MB(D) is a (ϕL,ΓL)-module over RL(B). This case is
due to [Kis] and [KR] §2.2.
Lemma 3.5.2. Under the identification B/Cp = X/Cp via κ we have OCp(X)⊗OL(B)MX(D) =
OCp(B) ⊗OL(X)MB(D).
Proof. Let S be either X or B over L with structure sheaf OS. Let tS denote logS and recall
that logX = Ωt′0 · logB (compare the proof of Lemma 1.4.3.i). We consider the OCp(S)-module
MCp(D) :=
{s ∈ OCp(S)[t
−1
S ]⊗L D : (id⊗ϕ
−n(x)
D )(s) ∈ Fil
0(Fr(OS/Cp ,y)⊗L D) for all y ∈ Z(Cp)}.
It is, in fact, independent of the choice of S. Therefore it suffices to show that
OCp(S)⊗OL(S)MS(D) =MCp(D) .
The left hand side is obviously included in the right hand side. By redoing Lemmas 3.4.3 and
3.4.4 over X/Cp we see that MCp(D) is a finitely generated projective OCp(S)-module such
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that the stalks M˜Cp,y(D), for y ∈ S(Cp), of the corresponding coherent module sheaf on S/Cp
satisfy
M˜Cp,y(D)

= OS/Cp ,y ⊗L D if y 6∈ Z(Cp),
∼=
−−−−−−−→
id⊗ϕ
−n(y)
D
Fil0(Fr(OS/Cp ,y)⊗L D) if y ∈ Z(Cp).
On the other hand we deduce directly, by base change, from these same lemmas that the
stalks of the coherent module sheaf corresponding to the finitely projective OCp(S)-module
OCp(S)⊗OL(S)MS(D) satisfy the very same formula as above. This shows the asserted equality.

Theorem 3.5.3. The (ϕL,ΓL)-modules RL(X) ⊗OL(X) MX(D) and RL(B) ⊗OL(B) MB(D)
correspond to each other via the equivalence in Thm. 3.2.3.
Proof. Given the construction of our equivalence, it is enough to show that
RCp(X)⊗OL(X)MX(D) = RCp(B)⊗OL(B)MB(D) .
But this is immediate from Lemma 3.5.2. 
Let D be a 1-dimensional filtered ϕL-module, and let v be a basis of D. Let tH(D) denote
the unique integer i such that gri(D) 6= 0, and let tN (D) = vL(α) where ϕD(v) = αv. If D
is any filtered ϕL-module, let tH(D) = tH(detD) and tN (D) = tN (detD). We say that D is
admissible if tH(D) = tN (D) and if tH(D
′) ≤ tN (D
′) for every sub filtered ϕL-module D
′ of D.
Proposition 3.5.4. If D is a filtered ϕL-module, then deg(MR(D)) = tN (D) − tH(D). In
particular, MR(D) is e´tale if and only if D is admissible.
Proof. Given Thm. 3.5.3 and Prop. 3.3.10, this is a consequence of the analogous claim over B,
which is proved in §2.3 of [KR]. 
Let V be a crystalline L-analytic representation of GL and let D = (Bcris,L ⊗L V )
GL . The
filtered ϕL-module D is admissible (see §3.1 of [KR]; note that D is not Dcris(V ) but the two
are related by a simple recipe given in ibid.). By Prop. 3.5.4, the (ϕL,ΓL)-module MR(D) is
e´tale. This gives us a functor from the category of crystalline L-analytic representations of GL
to the category of e´tale L-analytic (ϕL,ΓL)-modules over RL(X). By Thm. 3.5.3, this functor
is compatible with the one given in Cor. 3.3.12.
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