Modeling hospitalization is complicated because the follow-up time can be censored due to death. In this paper, we propose a shared frailty joint model for survival time and hospitalization. A random effect semi-parametric proportional hazard model is assumed for the survival time and conditional on the follow-up time, hospital admissions or total length of stay is modeled by a generalized linear model with a nonparametric offset function of the follow-up time. We assume that the hospitalization and the survival time are correlated through a latent subject-specific random frailty. The proposed model can be implemented using existing software such as SAS Proc NLMIXED. We demonstrate the feasibility through simulations. We apply our methods to study hospital admissions and total length of stay in a cohort of patients on hemodialysis. We identify age, albumin, neutrophil to lymphocyte ratio (NLR) and vintage as significant risk factors for mortality, and age, gender, race, albumin, NLR, pre-dialysis systolic blood pressure (preSBP), interdialytic weight gain (IDWG) and equilibrated Kt/V (eKt/V) as significant risk factors for both hospital admissions and total length of stay. In addition, hospitalization admissions is positively associated with vintage.
Introduction
Hospitalization is a main contributor to the total cost of care and identification of the related risk factors is of interest in many health care studies. The main difficulty in modeling hospitalization data is due to the fact that the frequency of hospitalization and the total length of hospitalizations are functions of follow-up time that can be informatively censored due to death. Since both the hospitalization outcome and time-to-death are related to the underlying health, it is desirable to jointly model them as bivariate outcomes. Mixed types of multivariate outcomes are common in many fields of science and social science. Various statistical models and methods have been proposed to deal with different types of mixed outcomes [1] . For example, Fitzmaurice and Laird [2] proposed regression models for continuous and binary outcomes. They focused on marginal regression models with a set of covariates and treated the association between continuous and binary response as a nuisance characteristic of the data. Sammel, Ryan, and Legler [3] proposed latent variable models for mixed discrete and continuous outcomes. They modeled the associations among the outcomes by an unobserved latent variable which depends on a set of covariates. Catalano [4] proposed a latent variable model for continuous and ordinal outcomes, and extended it to allow for clustering of the bivariate outcomes. Dunson and Herring [5] proposed latent variable models for mixed discrete outcomes including count, binary and discrete event time. A Bayesian approach was introduced for inference where conditionally-conjugate priors were chosen to facilitate posterior computation. However, these methods can not handle censored data which is needed for joint modeling of survival time and hospitalization in health studies.
Our research is motivated by the need for improvement in care for end-stage renal disease (ESRD) patients. Hemodialysis (HD) is the most frequently used treatment modality for ESRD patients. In general, HD patients suffer from multiple comorbidities, such as diabetes and cardiovascular diseases, resulting in frequent hospitalizations and substantial mortality. In spite of improvements over the years, hospitalization and mortality rates of ESRD patients on HD remain much higher than those of the general population [6] . In this article we are interested in identifying risk factors for hospitalization and mortality. The data come from an observational study of patients on HD in Fresenius Medical Care. Covariates at baseline and outcomes including survival time, hospital admissions and total length of hospital stay at follow-up were collected. Approximately 20 % of patients Yuedong Wang is the corresponding author.
died during the follow-up period and observational times for hospitalization outcomes of these patients are censored due to death. Since both survival time and hospitalization are associated with the underlying health condition, it is likely that these outcomes from the same subject are correlated. Therefore, it is necessary to develop a joint model for survival time and hospitalization. Details of the data are given in Section 5.
In this article we propose a semi-parametric latent variable model for joint modeling of a survival time and an outcome from exponential family. The survival time is modeled by a semi-parametric proportional hazard model with a subject-specific random effect. The hospitalization related endpoint, such as the number of admissions, length of stay or whether a subject has ever been hospitalized, can be modeled by a generalized linear mixed effects model. Since the hospitalization outcome may only be observed before death, an offset function will be included in the generalized linear model to take into account the follow-up time. To allow a flexible relationship between the hospitalization endpoint and the follow-up time, we introduce a nonparametric smooth offset function that includes parametric functions, such as logarithm, as special cases. When the offset function is parametric, these models reduce to the standard generalized mixed effects models and parameters of interest may be interpreted in terms of the constant conditional means such as incident rate, mean duration and average probability. The smooth offset function allows deviation from this rigid assumption. The forms of the baseline hazard function and the offset function are usually unknown. They will be modeled non-parametrically using spline functions with non-negative and, when appropriate, monotone constraints. A latent random variable will be used to model potential correlation between survival time and hospitalization outcome from the same subject [7] .
We note that there is a large body of literature on the joint modeling of survival hazard function and hospitalization rate. See for example Lancaster and Intrator [8] , Wang, Qin, and Chiang [9] , Huang and Wolfe [10] , Liu, Wolfe, and Huang [11] , Huang, Qin, and Wang [12] , and the references therein. These studies treated hospitalizations as recurrent events and focused on modeling the intensity function of the recurrent process. In this article, our main interest is on the expected number of hospitalizations and expected total length of stays which account for a major part of the total cost of care. We also note that there have been various proposals on the joint modeling of survival time and longitudinal data [13, 14] . We are interested in identifying risk factors at the baseline for the bivariate cross-sectional outcomes of hospitalization and time-to-death in the follow-up. Therefore methods for the joint modeling of longitudinal and survival data do not apply to our situation.
The rest of this article is organized as follows. Section 2 introduces the semi-parametric latent variable model. Section 3 provides details about our estimation procedure. Section 4 and Section 5 present simulation results and applications to patients on HD. The article ends with a discussion in Section 6.
The semi-parametric latent variable model

The overall model
For subject , we denote as the death time, as the censoring time, = min{ , } as the observed time, Δ = ( < ) as the event indicator and ℎ ( ) as the hazard function. Let be another outcome variable from exponential family. For example, it could be the number of hospitalizations or the total length of hospital stays of subject . Let and be covariates associated with the outcomes and respectively. We will consider the following joint model:
where ℎ 0 is the baseline hazard, is the link function, ∼ N(0, 2 ) is a shared frailty for subject , , β and are unknown parameters, and is an offset function. The first equation in (1) is a Cox proportional hazard model for survival time while the second equation in (1) is a generalized linear model for . The shared frailty is introduced to model heterogeneity among subjects and correlation between and within a subject. For simplicity we consider a normal distribution for the shared frailty. Extensions to other distributions are straightforward. The offset term ( ) is introduced to account for the fact that is only observed prior to time .
A spline model for the baseline hazard
The form of the baseline hazard function ℎ 0 ( ) is generally unknown in practice. We will assume that ℎ 0 ( ) is a smooth function and model it using B-spline basis functions:
where ( | , ℎ ) denote the evaluation at of the -degree B-spline basis functions generated with ℎ internal knots ℎ = { ℎ1 , ℎ2 , ⋯ , ℎ ℎ }. We will use the constraints ≥ 0 to enforce the non-negativity constraint of the function ℎ 0 ( ). The function ℎ 0 ( ) is decided by coefficients as well as the number and locations of knots. The estimation of coefficients and the selection of knots will be discussed in Section 3.
A spline or monotone spline model for the o昀fset function
When represents counts such as hospital admissions, one possible assumption is that is generated from a homogeneous Poisson process. Under this assumption and canonical link for Poisson data, the offset function ( ) = log( ). However in practice may be generated from a non-homogeneous Poisson process [15] . It is therefore desirable to leave the functional form of unspecified. Again we model nonparametrically using B-spline basis functions:
where ( | , ) denote the evaluation at of the -degree B-spline basis functions generated with internal knots = { 1 , 2 , ⋯ , }. For Poisson data, it is natural to assume that the expectation of increase with the observational time . In this case we assume that ( ) is a smooth non-decreasing function. Ramsay [16] used integrated -splines to fit a monotone spline. We will adopt a similar approach using integrated B-splines. Specifically, denote integrated B-splines as ( | , ) = ∫ 0 ( | , ) for = 1, … , . Since 's are non-negative, 's provide a set of non-decreasing basis functions. We model using integrated B-spline basis functions:
where is an unknown constant and 's are coefficients with constraints ≥ 0.
Estimation
The full likelihood is
where is the total number of subject, ( | , Δ , ) is the conditional density of in the exponential family, ( ) is the density function of the latent random variable , and
Our goal is then to obtain parameter estimates by maximizing the likelihood. Since there is no closed form solution, we apply the Newton-Raphson methods to compute parameter estimates numerically. For stability, we apply the Newton-Raphson ridge optimization where a pure Newton step is used when the Hessian is positive definite and when the Newton step successfully increases the value of the likelihood, otherwise a multiple of the identity matrix is added to the Hessian matrix [17] . To calculate the gradient and Hessian matrix, we need to evaluate integrals derived from the likelihood function. The Gaussian quadrature method is used to approximate these integrals. We estimate random effects by their empirical Bayes estimatorŝthat maximize
Numerically stable implementations of these methods can be obtained from a variety of publicly available softwares [18] . In our simulation and example, we employed SAS procedure Proc NLMIXED to perform the computation. Proc NLMIXED has an appealing feature which allows a user-specified log likelihood functions with respect to the random effects. See Littell et al. [17] for details on this procedure.
The number and location of knots are fixed in the above discussion. While increasing the number of knots has the capability to model a more flexible function, having too many knots will increase the complexity of the model and result in over-fitting. A data-driven procedure for the selection of number and location of knots is desirable. We allow ℎ 0 ( ) and ( ) to have different numbers and locations of knots. In practice one may place knots evenly in a range or at equally spaced quantiles of data. We select the numbers of knots by minimizing the following AIC Akaike [19] :
Simulations
We generate simulation samples from the following model
where 's are iid random variables with ( = 0) = ( = 1) = 0. Simulation under each setting is repeated 500 times. For the estimation of parameters, we compute bias, mean squared error (MSE) and coverage probability of 95 % confidence intervals (CP). The 95 % confidence interval is constructed as the MLE plus-minus 1.96 times the standard errors obtained from the variancecovariance matrix. For the estimation of functions ℎ 0 ( ) and ( ), we compute the integrated mean square error (IMSE)
for each replicate, where is either ℎ 0 or . Table 1 : Bias, mean squared error (MSE) and coverage probability of 95 % confidence intervals (CP) based on the joint model when ℎ 0 ( ) = 1/2 and ( ) = /2. Table 3 : Bias, mean squared error (MSE) and coverage probability of 95 % confidence intervals (CP) based on the joint model when ℎ 0 ( ) = /2 and ( ) = /2. Table 4 : Bias, mean squared error (MSE) and coverage probability of 95 % confidence intervals (CP) based on the joint model when ℎ 0 ( ) = /2 and ( ) = log( ). Table 1-Table 5 summarize performances of parameter and function estimates under four simulation settings. Overall the proposed estimation procedure perform well: bias and MSE are small, and the coverages of 95 % confidence intervals are close to the nominal value except for . The coverages of 95 % confidence intervals for are below the nominal value. This is not surprising because is associated with the variance within subject and only limited information contributes to its estimations. One way to improve the coverage probability is to construct a confidence region for both and 2 since the two estimates are highly correlated. The performances improve as sample size increases.
As an illustration, Figure 1 shows the 5 ℎ, 25 ℎ, 50 ℎ, 75 ℎ and 95 ℎ best estimates ofĥ 0 ( ) and̂( ) ordered by the IMSE under the simulation setting when ℎ 0 ( ) = /2, ( ) = log( ) and = 500. Overall, the estimates are close to the true functions except for the baseline hazard with large . The poor estimation of the baseline hazard with large is likely caused by censoring. th percentiles of the IMSE when h0(t) = t/2, w(t) = log(t) and n = 500.
We have also evaluated performance of our estimation procedure in a more complicated simulation setting. The data was generated from the following model
where 1 's are iid random variables with ( 1 = 0) = ( 1 = 1) = 0.5, 2 is a continuous random variable generated from Uniform(0, 1), and ∼ N(0, 0.2). The sample size = 1000 and the true parameters are set to be ( 1 , 2 , 1 , 2 , ) = (0.5, −1, 0.5, −1, 1). We consider Weibull baseline hazard ℎ 0 ( ) = 2 and ( ) = ( ). The censoring rate is about 15 %.
We summarize bias, MSE and coverage probability of 95 % CP for the estimations of parameters in Table  6 . The 5 ℎ, 25 ℎ, 50 ℎ, 75 ℎ and 95 ℎ best estimated baseline hazard and offset function are shown in Figure 2 . Overall the proposed estimation method performs well. Table 6 : Bias, mean squared error (MSE) and coverage probability of 95 % confidence intervals (CP) based on the joint model when ℎ 0 ( ) = 2 and ( ) = log( ). 
Application
We now apply the proposed method to model mortality and hospitalization outcomes for patients on HD. Table 7 .
In previous studies, albumin and systolic blood pressure before dialysis (preSBP) have been found as significant risk factors for mortality [20] [21] [22] . Erdem, Kaya, Karatas, Dilek, and Akpolat [23] observed that HD patients with high neutrophil to lymphocyte ratio (NLR) levels have increased risk of short term mortality. Our preliminary analysis indicates that time in years since initiation of dialysis (vintage), inter-dialytic weight gain (IDWG) and a measure of dialysis capability eKt/V also have significant effect on mortality. In addition, we will include gender, race and BMI.
In modeling the hospitalization, the number of hospital admissions is usually the primary outcome which will be studied in Section 5.1 using a Poisson model. We are sometimes also interested in whether a patient has ever been hospitalized as a binary outcome. Since the probability of ever been hospitalized can be derived from the Poisson model, we omit the details of modeling the binary outcome in this paper. Given the subject has been hospitalized, a further goal is to identify the risk factors that lead to longer total length of stay which will be studied in Section 5.2 using a Gamma model. For simplicity we will consider the same set of covariates for all models.
Joint analysis of mortality and hospital admission
359 (17.96 %) patients died during the follow-up period. The number of hospital admissions in the data ranges from 0 to 37 with mean 2.53. We consider the following joint model: 
where represents the number of hospital admissions of patient and is assumed to follow a Poisson distribution, and ∼ N(0, 2 ). As in the previous section we set the interior knots for baseline hazard and offset function equally spaced within the time period. The number of knots ranges from 2 to 4. Among all the combinations, the AIC selects 2 knots for the baseline hazard and 2 knots for the offset function.
We summarize the estimation results in Table 8 . Tests are constructed based on asymptotic properties of the MLEs after selection of the knots. All covariates except BMI are significantly associated with the expected number of hospital admissions, while age, albumin, NLR, eKt/V and vintage are significantly associated with the hazard function. Overall age, NLR and vintage are positively associated with both hazard and the number of hospital admissions, while albumin and eKt/V are negatively associated with the outcomes. Furthermore, predialysis SBP and IDWG are positively associated with the number of hospital admissions, and female patients tend to have more hospital admissions.
The latent random variable is significant (̂2 = 0.6008, = 0.0057), which supports the model with random effect. Furthermorêis significantly larger than 0 ( < 0.0001). It implies that the survival time and the number of hospital admissions are positive correlated. The estimated baseline function ℎ 0 ( ) and offset function ( ) are shown in Figure 3 with 95 % point-wise confidence intervals. The confidence intervals are constructed based on asymptotic variances of the MLEs of coefficients associated with the B-spline bases. While our model allows for inhomogeneous Poison model, the logarithm function is close to the estimated offset function and well within the 95 % confidence intervals, suggesting that it is reasonable to model the offset function by the logarithm function in this case. 
Joint analysis of mortality and total length of stay
To further investigate the features of patients with hospitalizations, another interesting application is to model mortality and total length of hospital stay. We will focus on the patients who had positive length of stays (1396 patients). The total length of stay ranges from 1 to 368 with mean 26.13. We consider the following joint model: 
where represents the total length of stay of patient and is assumed to follow a Gamma distribution, and ∼ N(0, 2 ). Similar process for knots selection applies, which results in 2 knots for the baseline hazard and 2 knots for the offset function. The estimation results are summarized in Table 9 . All covariates except BMI and vintage are significantly associated with the expectation of total length of stay, while age, albumin, NLR and vintage are significantly associated with the hazard function. We note that conclusions about risk factors are consistent with those in the previous subsection except for race: the total length of hospital stays of white patients is not significantly different from that of other races while white patients have significantly larger number of hospitalizations than other races. The latent random variable is borderline significant (̂2 = 0.2108, = 0.0542). The estimated baseline function ℎ 0 ( ) and offset function ( ) are shown in Figure 4 . The estimated offset function ( ) is quite different from the logarithm function in this case. 
Discussion
In this article, we propose a semi-parametric joint model for survival time and hospitalization. In particular, we consider the number of hospital admissions and total length of stay as hospitalization outcomes. A shared random effect is introduced to account for the within subject correlation between the two outcomes. The baseline hazard and offset functions are modeled non-parametrically through B-spline or monotone B-spline bases in order to gain flexibility. With fixed number of knots, the techniques to numerically obtain maximum likelihood estimation are presented. We have also discussed the AIC method for selecting the number of knots. Standard large sample properties of maximum likelihood estimation apply when knots are fixed. Simulation results indicate that the proposed estimation method performs well. Throughout this article, we assume Normal distribution for the random effect. Our method can be easily generalized to other parametric distributions for the random effect. We used B-spline bases with non-negative coefficients to model the non-negative baseline hazard. An alternative approach is to model the logarithm of the baseline hazard using B-spline bases without constraints on coefficients. However the approach cannot be implemented using the SAS NLMIXED procedure since the likelihood involves an intractable integral. We have analyzed different aspects of the hospitalization separately. One future research is to build a joint model for survival time, hospital admission and length of stay. Our methodology may also be extended to the case of the zero-inflated Poisson model.
