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Abstract
In this paper, we study the stability of sets for a class of impulsive stochastic functional
diﬀerential equations. By employing piecewise continuous Lyapunov functions with
Razumikhin methods, some suﬃcient conditions are established to guarantee the
stability of sets of impulsive stochastic functional diﬀerential equations and we also
show that the impulses play an important role in the stability of stochastic functional
diﬀerential equations. Three examples are presented to illustrate the eﬀectiveness of
the results obtained.
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1 Introduction
During the past few decades, the stability theory of stochastic diﬀerential equations and
impulsive diﬀerential equations has been developed very quickly; see for instance [–].
A lot of stability criteria on impulsive stochastic diﬀerential equations have also been re-
ported (see [–] and the references therein). Almost all of them mainly focus on the
stability of the zero solution, but there is very little of research addressing the stability of
sets.
The concept of stability of sets of nonlinear systems, which includes as a special case
stability in the sense of Lyapunov (see Krasovskii []; Rouche et al. []), such as stability
of the trivial solution, stability of the solution, stability with respect to part of the vari-
ables and so on, has become one of the most important issues in the stability theory of
nonlinear systems [–]. The theoretical works of the stability of sets with respect to
nonlinear ordinary diﬀerential equations may be traced back to Yoshizawa [–] in the
previous century. The research to the stability of sets of impulsive diﬀerential equations
can be found in [, –]. For stochastic diﬀerential equations and impulsive stochastic
diﬀerential equations, we refer the reader to [, –] and the references therein.
In this paper, we shall extend the Razumikhinmethod developed in [, , ] to investi-
gate the stability of sets for a class of impulsive stochastic functional diﬀerential equations.
Meanwhile, our results show that the impulsive eﬀects play an important part in the sta-
bility for stochastic functional diﬀerential equations, that is, an unstable stochastic delay
system can be successfully stabilized by impulses.
© 2015 Xu and He. This article is distributed under the terms of the Creative Commons Attribution 4.0 International License
(http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in anymedium, pro-
vided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and
indicate if changes were made.
Xu and He Advances in Diﬀerence Equations  (2015) 2015:201 Page 2 of 13
The rest of this paper is organized as follows. Some preliminary notes are given in Sec-
tion . Several theorems on stability of sets of impulsive stochastic functional diﬀerential
equation are established in Section . In Section , three examples are presented to illus-
trate the applications of the results obtained.
2 Preliminaries
Throughout this paper, we use the following notations.
Let (,F , {Ft}t≥,P) be a complete probability space with a natural ﬁltration {Ft}t≥ sat-
isfying the usual conditions (i.e. it is right continuous andF contains all P-null sets), and
E[·] stand for the correspondent expectation operator with respect to the given probability
measure P. Let W (t) = (W(t), . . . ,Wm(t))T be an m-dimensional Wiener process deﬁned
on a complete probability spacewith a natural ﬁltration. Let | · | denote the Euclidean norm
in Rn.
Let τ >  and PC([–τ , ];Rn) = {φ : [–τ , ] → Rn | φ(t) is continuous everywhere ex-
cept at the points t = tk ∈ [t,∞), φ(t+k ) and φ(t–k ) exist with φ(t+k ) = φ(tk)} with the norm
‖φ‖ = sup–τ≤θ≤ |φ(θ )|, where φ(t+) and φ(t–) denote the right-hand and left-hand limits
of function φ(t) at t.
Denote PCbF ([–τ , ];R
n) by the family of all bounded, F-measurable, PC([–τ , ];Rn)-
valued random variables. For p > , denote by PCpFt ([–τ , ];R
n) the family of all Ft-mea-
surable PC([–τ , ];Rn)-valued random variables φ such that E‖φ‖p <∞.





dx(t) = f (t,xt)dt + g(t,xt)dW (t), t ≥ t, t = tk ,
x(tk) = Ik(tk ,x(t–k )), t = tk ,k ∈ Z+,
xt (s) = ξ (s), s ∈ [–τ , ],
(.)
whereZ+ is the set of all positive integers, ξ = {ξ (s) : –τ ≤ s≤ } ∈ PCbF ([–τ , ];Rn), x(t) =
[x(t),x(t), . . . ,xn(t)]T , and xt = {x(t + θ ) : –τ ≤ θ ≤ }, x(t–k ) = limh→– x(tk + h), x(tk) =
limh→+ x(tk + h), tk (k = , , . . .) are impulsive moments satisfying  ≤ t < t < · · · < tk <
tk+ < · · · with limk→+∞ tk = +∞,x(tk) = x(t+k )–x(t–k ) = x(tk)–x(t–k ) represents the jump in
the state x at tk with Ik determining the size of the jump. f : [t,∞)×PC([–τ , ];Rn)→Rn
and g : [t,∞)× PC([–τ , ];Rn)→Rn×m are Borel measurable, and Ik ∈ C(R+ ×Rn,Rn).
Deﬁnition . An Rn-valued stochastic process x(t) is called a solution of the problem
(.) corresponding to initial value σ , if
(i) x: [σ – τ ,σ + β) for some β ( < β ≤ ∞) is continuous for
t ∈ [σ – τ ,σ + β)\{tk : k = , , . . .}, x(t+k ) and x(t–k ) exist with x(t+k ) = x(tk) for
tk ∈ [σ – τ ,σ + β), and {xt}t≥t is Ft-adapted;
(ii) {f (t,xt)} ∈ L([t,∞];Rn) and {g(t,xt)} ∈ L([t,∞];Rn×m);
(iii) x(t) satisﬁes (.).
We denote the solution of the initial problem (.) by x(t;σ , ξ ), and we denote by [σ –
τ ,σ + β) the maximal right interval in which the solution x(t;σ , ξ ) is deﬁned.
LetM ⊂ [t – τ ,∞)×Rn. We introduce the following notations:
M(t) =
{




x ∈Rn : d(x,M(t)) < 
, 
 > },

































and ϕ ∈ PC([–τ , ];Rn).
We assume that the following conditions (H)-(H) are satisﬁed, so that the initial value
problem (.) has one unique solution.
(H) For all ψ ∈ PC([–τ , ];Rn) and k ∈ Z+, the limits
lim
(t,ϕ)→(t–k ,ψ)











(H) f and g satisfy the locally Lipschitz condition in φ on each compact set in PC([–τ , ];
R
n). More precisely, for every a ∈ [t,σ + β) and every compact set G ∈ PC([–τ , ];
R
n), there exists a constant L = L(a,G) such that
∣
∣f (t,ϕ) – f (t,ψ)
∣
∣ ∨ ∣∣g(t,ϕ) – g(t,ψ)∣∣ ≤ L‖ϕ –ψ‖,
whenever t ∈ [t,a) and ϕ,ψ ∈G.
(H) For any ρ >  there exists  < ρ ≤ ρ , such that
x ∈M(t,ρ) implies that x + Ik(tk ,x) ∈M(t,ρ)
for all k ∈ Z+.
(H) f (t,xt), g(t,xt) ∈ PC([t,∞),Rn) for xt ∈ PC([σ – τ ,∞),Rn).
For any t ≥ t and κ ≥ , let PCκ = {φ ∈ PC([–τ , ];Rn) : ‖φ‖ ≤ κ}.
We shall say that condition (A) is fulﬁlled if the following conditions hold:
(A) for each t ∈ [t,∞) the setM(t) is not empty;
(A) for any compact subset F of [t,∞)×Rn there exists a constant K >  depending on












∣ ≤ K ∣∣t – t′∣∣;
(A) if for solution x(t;σ , ξ ) there exists h >  satisfying
d
(
x(t;σ , ξ ),M(t,ρ)
) ≤ h <∞ for t ∈ [σ ,σ + β),
where ρ is a constant, then x(t;σ , ξ ) is deﬁned in the interval [σ ,∞).
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Deﬁnition . A function V (t,x) : [t – τ ,∞)×M(t,ρ)→R+ belongs to the class ν if
(B) V is continuous on each of the set ([t – τ , t]∪ [tk–, tk))×M(t,ρ) for all x ∈M(t,ρ)
and for k ∈ Z+, the limit lim(t,y)→(t–k ,x)V (t, y) = V (t–k ,x) exists;
(B) V is locally Lipschitz in x ∈ M(t,ρ), V (t, ) =  for (t,x) ∈ M and V (t,x) >  for
(t,x) /∈M.
Deﬁnition . For each V ∈ ν, we deﬁne the operator LV from R+ ×Rn to R by

























We shall give the deﬁnitions of stability of the setM with respect to system (.).
Deﬁnition . The setM with respect to the solution of system (.) is said to be:
(S) stable, if for any σ ≥ t, α > , and 
 > , there is a δ(σ , 
,α) >  such that ξ ∈ PCα ∩
M(σ , δ) implies that x(t,σ , ξ ) ∈M(t, 
) for t ≥ σ ;
(S) uniformly stable, if the δ in (S) is independent of σ ;
(S) asymptotically stable, if it is stable and for any σ ≥ t and α > , there exists a δ =
δ(σ ,α) such that ξ ∈ PCα ∩M(σ , δ) implies that x(t,σ , ξ )→M(t) as t → ∞;
(S) uniformly asymptotically stable, if it is uniformly stable, and for any α >  there exists
a δ(α) > , such that for any 
 >  there is a T(
,α, δ) >  such that σ ≥ t and ξ ∈
PCα ∩M(σ , δ) implies that x(t,σ , ξ ) ∈M(t, 
) for t ≥ σ + T .
In order to obtain our results, we will use the following function classes:
K =
{
u ∈ C(R+,R+) : u() = ,u(s) is strictly increasing in s};
K =
{
u ∈ C(R+,R+) : u() = ,u(s) >  for s > };
K =
{
u ∈ C(R+,R+) : u() = ,u(s) > s for s > ,u(s) is strictly increasing in s}.
3 Main results
In this section, we present and prove ourmain results on uniform stability and asymptotic
stability of the sets of system (.) by utilizing piecewise continuous Lyapunov functions
with Razumickhin methods.
Theorem . Let conditions (A) and (H)-(H) be satisﬁed and suppose that there exist
functions V ∈ ν, a,b ∈ K, c ∈ K, P ∈ K, and the following conditions are fulﬁlled:
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(i) a(d(x,M(t)))≤ EV (t,x)≤ b(d(x,M(t))) for all (t,x) ∈ [t – τ ,∞)×M(t,ρ);
(ii) ELV (t,x(t))≤ η(t)c(EV (t,x(t))), t = tk , whenever EV (t + s,x(t + s))≤ P(EV (t,x(t)))
for –τ ≤ s≤ , where x(t) is any solution of system (.), and η : [t,∞)→R+ is
locally integrable;
(iii) EV (tk ,x + Ik(tk ,x))≤ P–(EV (t–k ,x)) for each k ∈ Z+, and all x ∈M(t,ρ), where P–
is the inverse of the function P;






tk– η(s)ds >  for all μ ∈ (,∞), k ∈ Z+.
Then the set M is uniformly stable with respect to the solution of system (.).
Proof For any given 
 > , α > , without loss of generality, we assume that 
 ≤ ρ. We can
choose δ = δ(
,α) >  such that P(b(δ)) < α(
) and δ < α. From b(δ) < P(b(δ)) < α(
) < b(
)
we know that δ < 
.
For σ ≥ t, ξ ∈ PCα ∩M(σ , δ), let x(t) = x(t;σ , ξ ) be the solution of system (.), where






)) ≤ EV (t,x(t)) ≤ b(d(x(t),M(t))) ≤ b(δ)≤ P(b(δ)) < a(
). (.)
From the above inequality, we obtain d(x(t),M(t)) < 
 for σ – τ ≤ t ≤ σ .
Next, we will prove d(x(t),M(t)) < 
 for t ∈ [σ ,σ + β). Suppose, on the contrary, that
d(x(t),M(t)) > 
 for some t ∈ [σ ,σ + β). Then let tˆ = inf{σ ≤ t ≤ σ + β | d(x(t),M(t)) > 
}.
Note that d(x(σ ),M(σ )) < 
, we see that tˆ > σ , d(x(t),M(t)) ≤ 
 ≤ ρ, for t ∈ [σ – τ , tˆ) and
either d(x(tˆ),M(tˆ)) = 
 or d(x(tˆ),M(tˆ)) > 
 and tˆ = tk for some k.























it follows that in either case EV (t,x(t)) is deﬁned for t ∈ [σ – τ , tˆ].
For t ∈ [σ , tˆ] deﬁne











)) ≤ EV (t)≤ b(d(x(t),M(t))).
Let t˜ = inf{t ∈ [σ , tˆ] | EV (t) > a(
)}. Since EV (σ ) < a(
) and EV (t˜) ≥ a(
), it follows that
t˜ ∈ (σ , tˆ] and EV (t) < a(
) for t ∈ [σ – τ , t˜). We claim that EV (t˜) = a(
) and that t˜ = tk for
any k. In fact, if EV (t˜)≥ a(
), t˜ = tk for some k, by condition (iii) we have
a(
)≤ EV (t˜)≤ P–(EV (t˜–)) < EV (t˜–) ≤ a(
),
which is contradiction. Thus t˜ = tk , for any k, and that in turn implies EV (t˜) = a(
), since
EV (t) is continuous at t˜ for t˜ = tk .
Now let us ﬁrst consider the case tm– ≤ t˜ < tm. Let t¯ = sup{t ∈ [σ , t˜] | EV (t)≤ P–(a(
))}.
Since EV (σ ) < P–(a(
)), EV (t˜) = a(
) > P–(a(
)), and EV (t) is continuous on [σ , t˜], we
have t¯ ∈ (σ , t˜), EV (t¯) = P–(a(
)), and EV (t)≥ P–(a(
)) for t ∈ [t¯, t˜].
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For t ∈ [t¯, t˜] and –τ ≤ s≤ , we have
EV (t + s)≤ a(
) = P(P–(a(
))) ≤ P(EV (t)).
From condition (ii), we obtain
ELV (t)≤ η(t)c(EV (t))

























which is in contradiction with (.).














Let t¯ = sup{t ∈ [tk , t˜] | EV (t) ≤ P–(a(
))}. Then t¯ ∈ (tk , t˜), EV (t¯) = P–(a(
)), and EV (t) ≥
P–(a(
)) for t ∈ [t¯, t˜]. Therefore, for t ∈ [t¯, t˜] and –τ ≤ s≤ , we have
EV (t + s)≤ a(
) = P(P–(a(
))) ≤ P(EV (t)).
Then, by condition (ii), we have
ELV (t)≤ η(t)c(EV (t)) for all t ∈ [t¯, t˜].

























which is in contradiction with (.). So in either case, we get a contradiction, so we obtain
d
(
x(t,σ , ξ ),M(t)
)
< 
 for t ∈ [σ ,σ + β).
Xu and He Advances in Diﬀerence Equations  (2015) 2015:201 Page 7 of 13
From condition (A) we know that [σ ,σ + β) = [σ ,∞), hence x(t) ∈ M(t, 
), for all t ≥ σ ,
which implies that the set M is uniformly stable with respect to the solution of system
(.). The proof of Theorem . is complete. 
Remark. FromTheorem., we know that impulsive perturbationsmay cause uniform
stability even if the unperturbed system is unstable.
The following result on the asymptotical stability of sets will reveal that impulsive per-
turbation make stable systems asymptotically stable.
Theorem . Let conditions (A) and (H)-(H) be satisﬁed and suppose that there exist
functions V ∈ ν, a,b ∈ K, hk ∈ C(R+,R+) for k ∈ Z+, and the following conditions are
fulﬁlled:
(i) a(d(x,M(t)))≤ EV (t,x)≤ b(d(x,M(t))) for all (t,x) ∈ [t – τ ,∞)×M(t,ρ);
(ii) EV (tk ,x + Ik(tk ,x)) – EV (t–k ,x)≤ –hk(EV (t–k ,x)) for all k ∈ Z+ and x ∈M(t,ρ);
(iii) for any solution x(t) of system (.), ELV (t,x)≤ ;, and for any σ ≥ t, and r > ,
there exists {rk} such that EV (t,x)≥ r for t ≥ σ implies that hk(EV (t–k ,x))≥ rk ;
where rk ≥  with ∑∞k= rk =∞.
Then the set M with respect to the solution of system (.) is uniformly stable and asymp-
totically stable.
Proof At ﬁrst, we show that the set M is uniform stability.
For given 
 >  (
 ≤ ρ), α > , we choose a δ(
,α) >  such that b(δ) ≤ a(
) and δ < α.
For any σ ≥ t and ξ ∈ PCα ∩M(σ , δ), let x(t) = x(t;σ , ξ ) be the solution of system (.).
We will show that x(t) ∈M(t, 
) for t ∈ [σ ,σ + β).
Set EV (t) = EV (t,x(t)), where σ ∈ [tm–, tm) for some m ∈ Z+. Then condition (iii) im-
plies that ELV (t)≤  for t ∈ [σ ,σ + β)∩ ([σ , tm)∪ (⋃∞k=m[tk–, tk))), k ∈ Z+.
By condition (ii) we have EV (ti) – EV (t–i ) ≤  for all σ ≤ ti ≤ σ + β . Thus EV (t) is non-






)) ≤ EV (t)≤ EV (σ )≤ b(δ)≤ a(
)
for σ ≤ t ≤ σ +β . From condition (A) we obtain [σ ,σ +β) = [σ ,∞). Since d(x(t),M(t))≤

, for all t ≥ σ , this implies that x(t) ∈ M(t, 
) for t ≥ σ . That is, the set M is uniformly
stable with respect to the solution of system (.).
Next we shall prove that the setM is asymptotically stable.
From conditions (ii), (iii), and EV (t) ≥ , we note that EV (t) is non-increasing on the
interval [σ ,∞). So the limit limt→∞ EV (t) exists.
Assume σ ∈ [tm–, tm] for somem ∈ Z+. Set limt→∞ EV (t) = r ≥ , one can easily see that
EV (t) ≥ r for t ≥ σ . Then by condition (iii), it follows that there is a sequence {rk} with
rk ≥  for k ∈ Z+, which implies that hk(EV (t–k ,x))≥ rk with
∑∞
k= rk =∞.
By conditions (ii) and (iii) we get

















≤ EV (σ ) –
∑
σ≤tk≤t
rk → –∞ (t → ∞),
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which is a contradiction. Hence we have r = , which implies that a(d(x,M(t))) →  as
t → ∞. That is, x(t)→M(t) as t → ∞. The proof of Theorem . is complete. 
Theorem . Let conditions (A) and (H)-(H) be satisﬁed and suppose that there exist
functions V ∈ ν, a,b ∈ K, ψk , C ∈ K, and the following conditions are fulﬁlled:
(i) a(d(x,M(t)))≤ EV (t,x)≤ b(d(x,M(t))) for all (t,x) ∈ [t – τ ,∞)×M(t,ρ);
(ii) EV (tk ,x + Ik(tk ,x))≤ ψk(EV (t–k ,x)), for all K ∈ Z+, and x ∈M(t,ρ);
(iii) for any solution x(t) of system (.), ELV (t,x)≤ –θ (t)C(EV (t,x)) for t = tk , where








θ (s)ds≤ –γk ,
where γk ≥  with ∑∞k= γk =∞.
Then the set M with respect to the solution of system (.) is uniformly stable and asymp-
totically stable.
Proof Without loss of generality, for any given 
 > , α > , we can assume that 
 ≤ ρ. We
choose a β :  < β < min{a(
),μ} such that ψk(s) < a(
) for ≤ s≤ β and for all k ∈ Z+.
Set δ = δ(
,α) >  be such that b(δ) < β and δ < α. Let x(t) = x(t;σ , ξ ) be the solution of
system (.), where σ ≥ t and ξ ∈ PCα ∩M(σ , δ). At ﬁrst, we show that
x(t) ∈M(t, 
) for t ∈ [σ ,σ + β). (.)
Set EV (t) = EV (t,x(t)) and σ ∈ [tm–, tm) for somem ∈ Z+.
By condition (iii), we get ELV (t,x)≤  for σ ≤ t < tm. It follows that
EV (t)≤ EV (σ )≤ b(δ) < β < a(
)
for σ ≤ t < tm. So for σ ≤ t < tm, we have x(t) ∈ M(t, 
). Thus if (.) is not true, then
there exists a t¯ ∈ [tk , tk+) for some k ∈ Z+, k ≥m such that x(t) ∈M(t, 
) for σ ≤ t < t¯, and
x(t¯) /∈M(t¯, 
). Using conditions (ii) and (iii), we have, for i =m,m + , . . . ,k – ,


















































θ (s)ds≤ –γi+, (.)
which implies EV (ti+)≤ EV (ti) for i =m,m + , . . . ,k – . From this and (.) we have
EV (tk)≤ · · · ≤ EV (m) < a(
). (.)
But by condition (i), we have a(
) ≤ a(d(x(t¯),M(t¯))) ≤ EV (t¯) ≤ EV (tk) < a(
), which is a
contradiction. Thus (.) holds, from condition (A) it follows that (σ – τ ,σ + β) = (σ –
τ ,∞), hence x(t) ∈ M(t, 
), for all t ≥ 
. So the set M is uniformly stable with respect to
the solution of system (.).
To prove the asymptotically stability, we observe that, from the proof of (.), one ﬁnds
that EV (ti+)≤ EV (ti) holds for all i≥m. Thuswe have limt→∞ EV (ti) = α exists and α ≥ .




C(s) ≤ –γi+, i =m,m + , . . . . (.)
Let c¯ = infα≤s<a(
)C(s). From (.), we get
EV (ti+)≤ EV (ti) – c¯γi+, i =m,m + , . . . , (.)
which implies




as k → ∞. It is a contradiction and so α = .
Since EV (t) ≤ EV (tk) for tk ≤ t < tk+, it follows that limt→∞ EV (t) = , which yields
limt→∞ d(x(t,M(t))) = . The proof of Theorem . is complete. 
4 Illustrative examples
As an application, we consider the following examples.
Example . Consider the scalar impulsive stochastic delay diﬀerential equation:
{
dx(t) = (–x(t) + .x(t – τ ))dt + √x(t – τ )dW (t), t = tk ,
x(tk) = .x(t–k ), k = , , . . . ,
(.)
where τ > , t < t < t < · · · < tk → ∞ as k → ∞. Assume that the following condition is
satisﬁed:
tk – tk– < – ln.. , for k ∈ Z+, where t ≥ .
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LetM(t) = {(t, ) : t ∈ [t – τ ,∞)}, V (t,x) = V (x) = .x, P(s) = s, c(s) = s, then
EV
(
x + Ik(tk ,x)
)









and for any solution x(t) of system (.), such that
EV
(
t + s,x(t + s)
) ≤ P(EV (x(t))), –τ ≤ s≤ , t ≥ t.





= –Ex(t) + .Ex(t)x(t – τ ) + .× .Ex(t – τ )








where η(t) = . > .
We have
tk – tk– < –
ln.
.





















Thus all of the conditions in Theorem . are satisﬁed. Therefore, it follows from The-
orem . that the set M is uniformly stable with respect to the solution of the system
(.). The simulation result of system (.) is shown in Figure . The simulation of system
(.) without impulses is shown in Figure . From Figures  and , we ﬁnd that, although
stochastic delay diﬀerential equations without impulse may be unstable, adding impulses
may lead to stability. That is, impulsive perturbations play an important role in the stability
behavior of nonlinear systems.
Figure 1 State trajectory x(t) of system (4.1) in
(t,x) plane.
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Figure 2 State trajectory x(t) of system (4.1)
without impulses in (t,x) plane.
Example . Consider the scalar impulsive stochastic delay diﬀerential equation:
{
dx(t) = (mx(t) + nx(t – τ ))dt + (px(t) + qx(t – τ ))dW (t), t = tk ,
x(tk) = ux(t–k ), k = , , . . . ,
(.)
where τ > , t < t < t < · · · < tk → ∞ as k → ∞. Assume that the following condition is
satisﬁed:
 < u <  andm + |n|u– + p + |pq|u– + qu– < .
LetM(t) = {(t, ) : t ∈ [t – τ ,∞)}, V (t,x) = V (x) = x, hk(s) = ( – u)s, then
EV
(
x + Ik(tk ,x)
)































= mEx(t) + nEx(t)x(t – τ ) + p
Ex(t) + pqEx(t)x(t – τ ) + q
Ex(t – τ )
≤ mEx(t) + |n|u–Ex(t) + p




m + |n|u– + p








We check that for any σ ≥ t, and r > , there exists {rk} such that EV (t,x)≥ r for t ≥ σ
implies that hk(EV (t–k ,x)) ≥ rk ; where rk ≥  with
∑∞
k= rk = ∞. Since hk(EV (t–k ,x)) = ( –
u)EV (t–k ,x), when EV (t,x)≥ r for t ≥ σ , then we have hk(EV (t–k ,x)) = ( – u)EV (t–k ,x)≥
(–u)r.We take rk = (–u)r andwe have
∑∞
k= rk =∞. Thus all of the conditions in The-
orem . are satisﬁed. Therefore, it follows from Theorem . that the setM is uniformly
stable and asymptotically stable with respect to the solution of the system (.).
Example . Consider the scalar impulsive stochastic delay diﬀerential equation:
{
dx(t) = (ax(t) + bx(t – τ ))dt + (cx(t) + rx(t – τ ))dW (t), t = tk ,
x(tk) = hx(t–k ), k = , , . . . ,
(.)
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where τ > , t < t < t < · · · < tk → ∞ as k → ∞. Assume that the following conditions
are satisﬁed:
(i)  < h <  and a + |b|h– +  c + |cr|h– +  rh– < ;
(ii) tk – tk– > lnha+|b|h–+  c+|cr|h–+  rh–
, for k ∈ Z+, where t ≥ .
LetM(t) = {(t, ) : t ∈ [t – τ ,∞)}, V (t,x) = V (x) = x, ψk(s) = hs, C(s) = s, then
EV
(
x + Ik(tk ,x)
)










and for any solution x(t) of system (.), such that
EV
(







, –τ ≤ s≤ , t ≥ t.





= aEx(t) + bEx(t)x(t – τ ) + c
Ex(t) + crEx(t)x(t – τ ) +  r
Ex(t – τ )
≤ aEx(t) + |b|h–Ex(t) + c









where θ (t) = –(a + |b|h– +  c + |cr|h– +  rh–) > .
We have
tk – tk– >
lnh
a + |b|h– +  c + |cr|h– +  rh–















<  lnh – lnh
a + |b|h– +  c + |cr|h– +  rh–
× (–)
(
a + |b|h– + c




Letting γk = – lnh, then γk ≥  with ∑∞k= γk = ∞. Thus all of the conditions in Theo-
rem . are satisﬁed. Therefore, it follows from Theorem . that the set M is uniformly
stable and asymptotically stable with respect to the solution of the system (.).
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