[1] This study proposed a new mobile-immobile model (MIM) to describe reactive solute transport with scale-dependent dispersion in heterogeneous porous media. The model was derived from the conventional MIM but assumed the dispersivity to be a linear or exponential function of travel distance. The linear adsorption and the first-order degradation of solute were also considered in the model. The Laplace transform technique and the de Hoog numerical Laplace inversion method were applied to solve the developed model. Solute breakthrough curves (BTCs) obtained from MIM with scale-dependent and constant dispersions were compared, and a constant effective dispersivity was provided to reflect the lumped scale-dependent dispersion effect. The effective dispersivity was calculated by arithmetically averaging the distance-dependent dispersivity. With this effective dispersivity, MIM could produce similar BTC as that from MIM with scale-dependent dispersion in porous media with moderate heterogeneity. The applicability of the proposed new model was tested with concentration data from a 1,250-cm long and highly heterogeneous soil column. The simulation results indicated that MIM with constant and linear distance-dependent dispersivities were unable to adequately describe the measured BTCs in the column, while MIM with exponential distance-dependent dispersivity satisfactorily captured the evolution of BTCs. 
1. Introduction
Background
[2] The fate and transport of solute in soils and groundwater has long been a focus of experimental and theoretical research in subsurface hydrology. An important and challenging issue in studying solute transport is the wellrecognized scale-dependent dispersion problem, which has been summarized in books by Dagan [1989] and Gelhar [1993] , and in several review papers such as those by Gelhar et al. [1992] and Selim [2003a, 2003b] . The essence of scale-dependent dispersion is that the dispersivity or dispersion coefficient increases with travel distance or time when using the convection-dispersion equation (CDE) to describe solute transport process in porous media [Pickens and Grisak, 1981a; Khan and Jury, 1990; Gelhar et al., 1992; Huang et al., 1995; Schulze-Makuch, 2005; Vanderborght and Vereecken, 2007] . On the other hand, the dispersivity estimated from field observation is often about three to six orders of magnitude as large as that measured in laboratory for the same type of porous material [Pickens and Grisak, 1981a; Gelhar et al., 1992; Yang et al., 2000] . As a result of scale-dependent dispersion, it is often difficult for CDE with a constant dispersivity to describe solute transport in soil and groundwater systems.
[3] It is generally accepted that the scale-dependent dispersion is caused by heterogeneous nature of porous media at different scales [Pickens and Grisak, 1981b; Gelhar et al., 1992; Yang et al., 2000] . Most geological materials are extremely heterogeneous because of the presence of irregular stratifications, fissures and fractures, as well as lenses with high or low permeability [Huang et al., 1996] . These heterogeneities cause the hydraulic properties to vary spatially, leading to spatial fluctuations in the fluid velocity, and eventually result in the increase of dispersivity with distance or time [Huang et al., 1996] . Several other explanations were proposed to account for the dependence of dispersivity on distance or time. For example, Wheatcraft and Tyler [1988] attributed the scale-dependent dispersivity in an aquifer to the fractal geometry of the pore space. Domenico and Robbins [1984] showed that the scale-dependent dispersivity would occur whenever a lower dimensional model was calibrated or otherwise applied to describe a higher dimensional system. In addition, the scale-dependent dispersion might also be due to the attempt of representing the spreading process with a diffusive (Fickian-type) process [Huang et al., 2006] .
[4] A variety of approaches are available including stochastic methods [Dagan, 1989; Gelhar, 1993; Yang et al., 2000; Zhang, 2002] and fractional advection-dispersion equation (FADE) [Benson, 1998 ] for studying scale-dependent dispersion in porous media. If it is possible to obtain sufficient and site-specific geological measurements to formulate a statistical structure, the stochastic methods may produce acceptable results [Chen et al., 2008] . Unfortunately, this is often too costly and unlikely to be applied in realistic scales. The original idea of FADE was to remove the scaledependent dispersion using the fractional derivative of solute concentration [Benson, 1998 ]. However, Lu et al. [2002] used the three-dimensional FADE to analyze solute transport and macrodispersion at the Macrodispersion Experiment (MADE) site and found that the Levy dispersion process described in FADE was still scale-dependent. Huang et al. [2006] applied the one-dimensional FADE to analyze conservative solute transport data in 1,250 cm long homogeneous and heterogeneous soil columns from the laboratory experiments conducted by Huang et al. [1995] . They found that the dispersion coefficient of FADE increased with transport scale, but the dispersion coefficient of FADE was less scale-dependent than that of CDE. This result indicated that FADE only partially incorporated the scale-dependent issue, but did not fully resolve it. Moreover, FADE requires one to solve complex mathematical problems, and determination of transport parameters and derivative orders needs available data from site investigation.
A Brief Review of Solute Transport Models with Scale-Dependent Dispersion
[5] Because most practically applied solute transport models are developed from deterministic governing equations such as CDE, many authors tried to explicitly incorporate distance or time-dependent dispersivity or dispersion coefficient into those equations to account for scaledependent dispersion. Pickens and Grisak [1981b] summarized four types of empirical functions to characterize the relationship between dispersivity and mean travel distance of solute. These four types are linear, exponential, parabolic, and asymptotic functions. They developed a finite element model to solve CDE with above four scale-dependent dispersivities, and successfully applied the model to interpret the results of several tracer tests reported in the literature [Pickens and Grisak, 1981b] .
[6] Although the above four types of dispersivity functions proposed by Pickens and Grisak [1981b] were based on a heuristic argument and were empirical in nature, they have been verified in some laboratory and field experiments [Lallemand-Barrés and Peaudecerf, 1978; Grisak, 1981a, 1981b; Neuman, 1990; Mishra and Parker, 1990; Gelhar et al., 1992; Pang and Hunt, 2001; Vanderborght and Vereecken, 2007] . Furthermore, the choices of those functions are not without physical background. For instance, it has been theoretically shown that solute transport in a perfectly stratified aquifer will result in a linearly increasing dispersivity if solute mass in different soil layers does not exchange laterally with each other [Gelhar, 1993] . If there is lateral mass exchange, the increase of the dispersivity with transport distance will not be linear. Similarly, it has been shown that macrodispersivity in a threedimensional heterogeneous aquifer will increase linearly with distance at the beginning and eventually reach an asymptotic limit if the autocorrelation function of the hydraulic conductivity field has a finite integral and the variance of the hydraulic conductivity can be defined [Gelhar, 1993] . The relationship of such macrodispersivity versus distance is similar to an exponential function.
[7] Following the study of Pickens and Grisak [1981b] , many authors tried to analytically or numerically solve solute transport problem with scale-dependent dispersion Selim, 2003a, 2003b] . For instance, Yates [1990 Yates [ , 1992 obtained analytical solutions of one-dimensional CDE with linearly and exponentially increasing dispersivities. Su [1995 Su [ , 2007 derived the Fokker-Planck equation (FPE) of transport by introducing the scale-dependent fractal dispersivity from Wheatcraft and Tyler [1988, equation (16) ] into the CDE, and presented the analytical similarity solutions of the onedimensional FPE subjected to a Dirac delta function input. Huang et al. [1996] derived analytical solutions for onedimensional transport with linear asymptotic scale-dependent dispersion. Huang et al. [1996] assumed that the dispersivity increased linearly with distance until some travel distance after which the dispersivity reached an asymptotic value. Logan [1996] extended the studies of Yates [1992] and developed an analytical solution for the one-dimensional CDE with an exponential distance-dependent dispersion coefficient and periodic boundary conditions, incorporating the rate-limited sorption and the first-order decay. Pang and Hunt [2001] proposed analytical solutions in the form of integral expression for the one-dimensional CDE with the linear scale-dependent dispersivity as well as the linear equilibrium sorption and the first-order degradation, and tested the solution with tritium data from an 8 m long homogenous pea-gravel column. Al-Humound and Chamkha [2007] developed an implicit finite difference method to solve the one-dimensional solute transport problem with exponentially increasing dispersion coefficient and timedependent source concentration in the presence of the firstorder reaction. Chen et al. [2008] presented analytical power series solutions to the two-dimensional CDE with the linear distance-dependent longitudinal and transverse dispersivities under steady unilateral flow.
[8] There were some studies to obtain the solutions of CDE with time-dependent dispersion Selim, 2003a, 2003b] . For example, Barry and Sposito [1989] used a variable transformation approach to develop an analytical solution of CDE when both the dispersion coefficient and the advective velocity were time-dependent. Sander and Braddock [2005] presented a range of analytical solutions to the one-dimensional CDE with both scale and timedependent dispersivities under transient and unsaturated horizontal flow. Su et al. [2005] derived closed-form analytical solutions to CDE with time-and scale-dependent dispersivities for solute transport in saturated heterogeneous porous media. The similarity solutions under three types of inlet boundary conditions (instantaneous point-source input condition, constant concentration, and constant flux boundary conditions) were derived by choosing proper value of a in Su et al. [2005, equation (6) ].
Mobile-Immobile Model
[9] From above literature review, it can be found that most of the analytical studies related to scale-dependent dispersion were based on CDE. However, the use of CDE has been frequently questioned by many investigators in recent years as it cannot adequately account for anomalous transport in heterogeneous porous media, and alternative models have been proposed. The mobile-immobile model (MIM) presented by van Genuchten and Wierenga [1976] is a practical and physically based approach to describe anomalous solute transport behavior. MIM is different from CDE in that it considers the existence of stagnant region in porous media as well as solute exchange between flowing and stagnant regions, accounting for early arrival and long time tailing of solute transport. The solute transfer flux in MIM is proportional to the concentration difference between these two regions. The more detailed background and related analysis of MIM can be found in Nielsen et al. [1986] . It has been shown that MIM can better describe solute transport in both homogeneous and heterogeneous porous media than CDE [e.g., van Genuchten and Wierenga, 1977; Griffioen et al., 1998; Padilla et al., 1999; Pang and Close, 1999; Toride et al., 2003; Gao et al., 2009a Gao et al., , 2009b .
[10] The first-order mass transfer in MIM is considered to be rate-limited when the exchange timescale is of the same magnitude as or longer than the characteristic advection timescale through the medium [Harvey and Gorelick, 2000; Haggerty et al., 2004] . A few studies have shown that the rate-limited transport processes may be better suited to describe solute transport at the MADE site than the macrodispersion model [Harvey and Gorelick, 2000; Feehley et al., 2000] . Another commonly used rate-limited mass transfer model is the physical diffusion model, whereby diffusion into and out of an immobile zone is explicitly described by Fick's law [Valocchi, 1985; Haggerty and Gorelick, 1995] . However, the diffusion model is restricted to structured soils with geometrically well-defined aggregates [Nielsen et al., 1986] . Additionally, different expressions of the first-order mass transfer rate can be derived for the diffusion model with certain idealized aggregate shapes [Valocchi, 1985] .
[11] It should be noted that MIM discussed above uses a lumped single rate to describe the complex mass transfer process for the sake of simplicity. However, for natural soils or complex and heterogeneous aquifers, as a result of smallscale variations in porous media properties, the rates and types of mass transfer vary greatly [Haggerty and Gorelick, 1995; Haggerty et al., 2004] . The single-rate MIM fails to exactly describe the late tailing transport behavior caused by the multiple and simultaneous mass transfer processes [Bromly and Hinz, 2004; Gao et al., 2009b] . To account for the deficiencies of the single-rate MIM, Haggerty and Gorelick [1995] developed a multiple-rate MIM using a distribution of mass transfer coefficients coupled to the convection-dispersion solute transport model. Recently, Haggerty et al. [2000 Haggerty et al. [ , 2004 defined a continuum of rates in a "memory function," and the resulting multiple-rate MIM equations can be written as a pair of coupled deterministic partial differential equations in continuous time and space, with one time derivative term replaced by a convolution of the memory function [Benson and Meerschaert, 2009] . The single-rate MIM and the diffusion models for different geometries are all shown to be the special cases of the multiple-rate MIM [Haggerty and Gorelick, 1995; Haggerty et al., 2000; Bromly and Hinz, 2004] . The multiple-rate MIM can better describe the late-time behavior than the single-rate MIM, but it is difficult to determine independently the mass transfer rate distribution and memory function in the multirate MIM. This study focuses on the single-rate MIM. In the following, "MIM" is used to denote the single-rate MIM for the sake of simplicity.
Motivation and Objectives of This Study
[12] Although MIM can be suited to describe the asymmetric breakthrough curves (BTCs) observed in heterogeneous medium, it can only reproduce the spreading or second central moment of the BTC that increases linearly with travel distance, which is typical of a convective dispersive transport process [Valocchi, 1985; Jury and Roth, 1990] . Moreover, MIM does not lead to a scale-dependent dispersion, but many studies indicated that MIM had the similar scale-dependent dispersion as CDE, while the dispersion coefficient of MIM was less scale-dependent than that of CDE since MIM separated solute spreading into dispersion in mobile region and mobile-immobile mass transfer [Griffioen et al., 1998; Pang and Close, 1999; Gao et al., 2009a Gao et al., , 2009b . Therefore, MIM can be extended to embrace the concept of scale-dependent dispersion during solute transport in porous media. It is expected that the combination of MIM with scale-dependent dispersivity is a more efficient approach to describe some typical features of solute transport in heterogeneous porous media as a result of the merits of MIM with respect to CDE, and this extended MIM may partially overcome the weakness of the single-rate MIM. Unfortunately, to our knowledge, there are few studies for MIM with scale-dependent dispersion.
[13] Therefore, the objectives of this study are as follows. 
Mathematical Model
[14] MIM separates the liquid phase of porous medium into mobile (flowing) and immobile (stagnant) regions. It is assumed that convective-dispersive transport is restricted to the mobile liquid region, and solute exchange between these two liquid regions can be described as a first-order process. The solid phase of porous medium is also partitioned into two fractions of adsorption sites which equilibrate instantaneously with the mobile and immobile liquid regions, respectively. The solute adsorption by the solid phase is described with a linear isotherm, and solute degradation in both the liquid and solid phases is assumed to be a first-order process. To keep the model general, different degradation coefficients are considered in the mobile and immobile liquid regions, as well as in the mobile and immobile adsorbed phases. Based on the above conceptual description, MIM for reactive solute transport under unilateral steady state flow is given by [van Genuchten and Wagenet, 1989] ), respectively; x is spatial coordinate (L); t is time (T). It should be noted that b and f may be related. As an approximation, Nkedi-Kizza et al. [1984] assumed that b and f were numerically equal and they proposed four alternative approaches to determine b and f. However, for some tracer tests with different tracers in the same porous medium, one may have identical b values, but different f values because of different locations of adsorption in the soil [Vanderborght et al., 2002] . D m (x) in equation (1) is the hydrodynamic dispersion coefficient in the mobile region (L 2 T −1 ) expressed as [Bear, 1972] 
where a(x) is the dispersivity (L) and D 0 is the molecular diffusion coefficient (L 2 T −1 ).
[15] Using the following defined parameters: 
where R m and R im can be regarded as the retardation factors for the mobile and immobile regions, respectively. For MIM with constant dispersion, the dispersivity is a constant. For MIM with scale-dependent dispersion, the dispersivity is not a constant but is a function of distance. In this study, as also in previous experimental and theoretical studies [Pickens and Grisak, 1981b] , the linear and exponential distancedependent dispersivity functions were used. The linear distance-dependent dispersivity increases with distance without bounds, while the exponential distance-dependent dispersivity initially increases with distance and ultimately approaches an asymptotic value. The formula of the linear distance-dependent dispersivity is
where k represents the slope of the dispersivity-distance relationship (dimensionless). The exponential distancedependent dispersivity is expressed as
where a is the asymptotic value at infinity (L) and b is a positive constant (L −1 ).
[16] The initial solute concentrations in the mobile and immobile liquid regions are assumed to be C i for the entire domain. The concentration gradient ∂C m /∂x at infinity is assumed to be zero. Therefore, the initial condition and one boundary condition at x = ∞ are
[17] Three different types of inlet boundary conditions are considered in this study. The first is the constant concentration condition which is
where C 0 is the constant source concentration. The second is the constant flux condition:
[18] The last one is the instantaneous solute input condition:
where M is the total amount of mass added to a unit area (ML −2
); d(t) is the Dirac function with respect to t (T −1
). [19] Equations (4)- (7), together with above initial and boundary conditions, constitute the complete new MIM model with scale-dependent dispersion. We define the following abbreviations in the paper to represent our results:
[20] MIML is the MIM with the linear distance-dependent dispersivity;
[21] MIME is the MIM with the exponential distancedependent dispersivity, and
[22] MIMC is the MIM with a constant dispersivity. (4) and (5) to t, one has
where s denotes the Laplace transform parameter; C m and C im represent the Laplace transforms of C m and C im , respectively; and
[24] From equation (14), one can obtain
[25] Substituting equation (15) into equation (13) yields the following equation:
be noticed that if all the degradation coefficients are the same (e.g, m lm = m lim = m sm = m sim = m, m m is equal to mR m and m im is equal to mR im ), one will have 8 = m.
, equation (16) can be changed to the following equation:
[27] The analytical solution of MIML in the Laplace domain can be derived after substituting the linear distancedependent dispersivity into equation (17). The detailed solving procedure is given in Appendix A. The Laplace domain solution for MIME can be obtained in a similar way (see Appendix B). We also derived the solutions of MIME and MIML for two special cases including D 0 = 0 and CDE with scale-dependent dispersion (see Appendix C).
[28] It should be noted that in this study the solute is introduced at x = 0, and the initial solute concentration is uniform in the entire domain for the growing dispersivity cases. Therefore, the model can only be used as a sort of spatial Green's function. If the initial condition changes to a general C i (x), this function will have to be convolved with the derived solutions given here to obtain the general solution [Stakgold, 1979; Haggerty and Gorelick, 1995] .
Numerical Inversion of the Solutions in the Laplace Domain
[29] The above solutions are derived in the Laplace domain. To obtain the time domain solutions, the Laplace solutions must be inverted either analytically or numerically. Given the complexity of the problems discussed here, it is not likely to find a closed-form analytical solution through analytical inverse Laplace transform. Furthermore, previous studies by Yates [1990 Yates [ , 1992 and many others have shown that analytical inverse Laplace transform of the solute transport problem might end in multiple integrations that can only be calculated numerically. We have also tried to find an approximate and simpler form to the full solution in the Laplace domain using a few limited terms with a hope that such an approximate form may be inverted analytically to yield solution in the real-time domain. Unfortunately, because of the complexity of the solution, such an effort turns to be fruitless. Further research is needed for this endeavor in the future. Therefore, using numerical inverse Laplace transform to derive semianalytical solution here is as best as we can get from an analytical perspective. The semianalytical solution offers a convenient way to explore solute transport behavior, and it may provide benchmarks for the testing of more general numerical models.
[30] In this study, the numerical inverse Laplace transform method developed by de Hoog et al. [1982] was chosen because it is accurate for a wide range of functions and it also performs reasonably well in the neighborhood of discontinuity [Moench, 1991] . Moreover, the de Hoog method overcomes the oscillation and convergence problems of the algorithm developed by Stehfest [1970] . The quotient differences algorithm used by de Hoog et al. [1982] for accelerating the convergence of the Fourier series in the inversion formula is more effective than the epsilon partial sums algorithm employed by Crump [1976] . As a result, the de Hoog program has been widely applied and its accuracy has been proven in numerous flow and transport problems before [e.g., Moench, 1991; Park and Zhan, 2003; Furman and Neuman, 2003] . A Matlab subroutine based on the algorithm developed by de Hoog et al. [1982] is employed in this study to perform the Laplace inversion.
[31] As discussed above, the semianalytical solution derived in this study is exact in the Laplace domain, and the potential numerical error resulting from the numerical inverse Laplace transform by the de Hoog program is minor, which has been supported by numerous previous studies. Therefore, we are confident that the semianalytical solution derived here is sufficiently accurate and applicable. However, it is still desirable to compare the semianalytical solution with a numerical solution if possible. Unfortunately, as far as we know, the commercially available software packages such as MT3DMS [Zheng and Bennett, 2002] cannot deal with scale-dependent dispersion within a MIM framework. Thus, one has to develop a new computer program to numerically solve the problem. This task is recommended to be studied separately in the future.
Results and Discussion

Model Analysis
[32] In this section, the above derived solutions were used to illustrate the features of the developed MIM with scale-dependent dispersion. For the sake of simplicity, the adsorption and degradation of solute were not considered and the molecular diffusion was neglected. Under this simplification, the values of the parameters K d , m lm , m lim , m sm , m sim , and D 0 were all equal to 0. An initially solute-free medium system was considered (i.e., C i = 0). The flow rate q was 0.4 m/day. The porosity of the medium system ( = m + im ) was taken to be 0.4, and the mobile water fraction b (b = m /) was 0.75. The mass transfer coefficient w was 0.01/day. Such choices of parameters are consistent with the experimental studies by Griffioen et al. [1998] and correspond with a nonequilibrium condition. As examples, the analysis was restricted to the case of an instantaneous solute input at the inlet boundary with M = 100 kg/m 2 . 4.1.1. Effect of the Coefficients in the DistanceDependent Dispersivity Case
[33] For the linear distance-dependent dispersivity case, the coefficient k represents the increasing rate of dispersivity with distance. A larger k value reflects a greater scaledependent dispersion. Figure 1 shows the BTCs at 10 m described by MIML with different values of k (k = 0.05, 0.1, 0.2, and 0.5). It should be noted that the effluent concentrations are equal to the mobile concentrations if ignoring exit effects. The k values in Figure 1 lie in the physically realistic range of k (0 ≤ k ≤ 1) claimed by Huang et al. [1996] as the convective term of transport equation (A1) becomes negative, which is against our laboratory and field observations. It seems improbable that the dispersion process will grow so strongly with distance that the reverse dispersion will be greater than the forward advection and dispersion [Yates, 1990; Huang et al., 1995] . Moreover, many experimental evidences suggest that the slope of the dispersivity-distance relationship should be less than unity, and similar k values have been obtained by fitting the estimated dispersivity with travel distance [Lallemand-Barrés and Peaudecerf, 1978; Pickens and Grisak, 1981a; Pang and Hunt, 2001; Vanderborght and Vereecken, 2007] . However, as the requirement of parameter range (0 ≤ k ≤ 1) only appears in the convective term of the transformed equation (equation (A1)) but not the original equation (equation (1)) of MIML, physical reason needs further investigation. As shown in Figure 1 , the spreading of concentration distribution is greater when k is larger. This is because an increasing k enhances the effect of dispersion. In addition, the results in Figure 1 exhibit much higher concentrations at early times and earlier arrival of peak concentration with a larger k value, which is ascribed to the early breakthrough by enhanced dispersion.
[34] For the exponential distance-dependent dispersivity case, increasing a or b will make the dispersion greater. Therefore, it is expected that both a and b have similar effect on the BTCs as k in the linear distance-dependent dispersivity case. This result can be verified from Figure 2 ) and a fixed value of a (a = 2 m). These values of a and b were also used by Yates [1992] and Logan [1996] , and similar asymptotic dispersivity values at infinity (a) were commonly encountered at field scale [Gelhar et al., 1992; Schulze-Makuch, 2005] .
Comparison Between MIM and CDE With Scale-Dependent Dispersion
[35] Figure 4 shows the comparison of the BTCs at 10 m described by MIML and CDEL. The k value in the linear distance-dependent dispersivity case used in MIML and CDEL is 0.05. Figure 5 shows the comparison of the BTCs at 10 m described by MIME and CDEE. The values of a and b in the exponential distance-dependent dispersivity case used in MIME and CDEE are 1 m and 0.05 m −1 , respectively. As shown in Figures 4 and 5 , the CDEL and CDEE curves show a more or less regular and symmetric shape, whereas Figure 1 . Impact of the coefficient k on the MIML BTCs at 10 m. The expression of linear distance-dependent dispersivity used in MIML is a(x) = kx. Figure 2 . Impact of the coefficient a on the MIME BTCs at 10 m. The expression of exponential distance-dependent dispersivity used in MIME is a(x) = a(1 − e −bx ). Figure 3 . Impact of the coefficient b on the MIME BTCs at 10 m. The expression of exponential distance-dependent dispersivity used in MIME is a(x) = a(1 − e −bx ).
the curves described by MIML and MIME are much anomalous. In addition, the MIML and MIME curves demonstrate much significant early arrival and late tailing behavior with respect to the CDEL and CDEE curves. The peak concentrations and their arrival times of the MIML and MIME BTCs are significantly smaller than those of the CDEL and CDEE curves. The above results are expected as MIM separates the liquid regime into mobile and immobile regions with solute transfer between these two regions, accounting for early arrival and long tailing of solute transport [van Genuchten and Wierenga, 1976] . Therefore, with the same linear or exponential scale-dependent dispersion, MIML and MIME are more appropriate to reflect the anomalous behavior of solute transport than CDEL and CDEE.
Comparison Between MIM With ScaleDependent and Constant Dispersion
[36] To further illustrate the salient effect of scaledependent dispersion on solute transport, the BTCs generated by MIM with scale-dependent dispersion and constant dispersion were compared. Figure 6 compares the BTCs at x 0 = 10 m obtained from MIML and MIMC. The values of k in MIML are 0.05 and 0.2 in Figures 6a and 6b , respectively. Accordingly, the constant dispersivity used in MIMC are a c = 0.5 and 2 m in Figures 6a and 6b , respectively. Note that a c = kx 0 is the maximum value of the linear distancedependent dispersivity (a max ) used in MIML. As shown in Figure 6 , the spreading of the MIMC BTCs is greater than that of the MIML BTCs. Moreover, the peak concentrations and their arrival times of the MIMC BTCs are smaller than those of the MIML BTCs. This is due to the fact that the average value of dispersivity over the entire travel domain for MIML is smaller than the constant dispersivity used in MIMC (a c = a max ).
[37] In Figure 7 , the BTCs at x 0 = 10 m generated by MIME are compared with those of MIMC. The coefficients of the exponential distance-dependent dispersivity case in MIME are a = 2 m, b = 0.02 m −1 , and a = 5 m, b = 0.05 m −1 in Figures 7a and 7b , respectively. The dispersivity in MIMC adopts the maximum value of dispersivity used in MIME (a c = a max = a(1 − e −bx0 )), which is 0.36 and 1.97 m in [38] From the above analysis, it is expected that if the constant dispersivity of MIMC is taken to be a smaller value than a max , the MIMC BTCs can coincide with the MIML or MIME BTCs. Such a dispersivity value would reflect the accumulated effect of scale-dependent dispersion within the entire travel domain. We refer to this dispersivity as the effective dispersivity (a e ) of MIML and MIME in this study. Following the concept of Mishra and Parker [1990] , a e can be postulated as an integrated measure of the distancedependent dispersivity over the entire travel domain. It can be obtained by averaging variable local dispersivity over the travel domain (0 ≤ x ≤ x 0 ) as
[39] In terms of equations (18) and (6), a e for MIML can be expressed by
[40] Thea e for MIME can be determined from equations (19) and (7):
[41] For k = 0.05 and 0.2, the values of a e for MIML calculated by equation (19) , the values of a e of MIME calculated by equation (20) are 0.19 and 1.07 m in Figures 7a and 7b , respectively. The BTCs obtained from MIME and MIMC with the calculated a e are compared, as shown in Figure 7 .
[42] From Figure , respectively, there are some discrepancies between the BTCs of MIML, MIME, and MIMC, especially around peak concentration of the BTCs, as shown in Figures 6b and 7b . Above results indicate that the proposed effective dispersivity can approximately reflect the effect of scale-dependent dispersion within a large domain. This dispersivity can be viewed as the representative value. MIMC with the effective dispersivity can be used to approximately account for the effect of scale-dependent dispersion. However, with the increase of scale-dependent dispersion, the degree of agreement between MIM with scale-dependent dispersion and MIMC with the effective dispersivity becomes less satisfactory to some extent.
Model Application 4.2.1. Large Column Experiment
[43] Huang et al. [1995] conducted a laboratory tracer transport experiment in a 1,250 cm long, horizontally placed heterogeneous soil column with a cross-sectional area of 10 × 10 cm 2 during steady saturated flow to investigate the scale effect of solute transport in heterogeneous soils. To our knowledge, the heterogeneous column in this experiment is one of the longest soil columns used for investigating solute transport at laboratory scales.
[44] The heterogeneous soil column was packed with a wide range of soil materials including clay; fine-, medium-, and coarse-textured sands; gravel; and pebbles of 1 to 2 cm in diameter, as well as mixed formations of these materials with various shapes and sizes. On average, the particle size in the column decreased gradually from very coarse at the inflow end to relatively fine at the outlet. The soil column was saturated slowly with distilled water first, and then the steady state water flow condition was established by using Mariotte bottles at the inlet position and constant head level apparatus at the outlet position. After that, the sodium chloride (NaCl) solution with a concentration of C 0 = 6 g/L as the tracer was injected into the column with a step input. As a conservative solute, adsorption of the NaCl tracer in the column could be neglected since the soils involved mostly coarse-textured materials relatively free of organic matter, oxides, and clay materials [Huang et al., 1995] . The porosity for the column was estimated to be 0.37, and the flow rate (q) calculated by the observed constant drainage rate at the outlet of the column was 0.239 cm/min [Huang et al., 1995] . The electrical conductance values of soil solution during the experiment were measured with 12 electrical conductivity probes inserted laterally in the column with 100 cm intervals. The concentration of Na + and Cl − separated as Na + was exchanged with K + and Ca 2+ on the sorption complex. However, since sorbed Na + was replaced by desorbed K + and Ca 2+ , the charge equivalents did not change due to this sorption and desorption. Therefore, the electrical conductivity could be used as a proxy for the Cl − concentration, and one BTC of Cl − was obtained from each of those 12 probes after the experiment. It should be noted that the electrical conductivity of the solution, not the bulk electrical conductivity of the soil material, was measured. Therefore, it could be assumed that the measured concentration was equal to the concentration in the mobile liquid region. More detailed information about this experiment can be found from Huang et al. [1995] .
[45] From this experiment, Huang et al. [1995] found that the dispersivity value for the column increased with travel distance. The fitted dispersivities by CDE ranged between 3 and 130 cm [Huang et al., 1995] . The calculated effective porosity of the column was 0.233 which was much smaller than the estimated total porosity (0.37) [Huang et al., 1995] . This result indicated that there was a certain amount (nearly 40% fraction) of immobile water in the column [Gao et al., 2009a [Gao et al., , 2009b . Furthermore, our previous studies showed that solute transport in the column was under physically nonequilibrium condition and that MIM better described this anomalous transport behavior than CDE [Gao et al., 2009a [Gao et al., , 2009b . Therefore, the CDE was not involved in the following model comparison.
Parameter Estimation and Simulation
[46] MIMC, MIML and MIME were used to describe the transport process of the tracer NaCl. In the simulation process, the BTC at 1,200 cm was first fitted with MIMC. The constant dispersion coefficient in the mobile region (D m ), mobile water fraction (b), and mass transfer coefficient (w) in MIMC were determined by the Levenberg-Marquardt nonlinear least squares optimization approach. As the flow rate (q) and porosity of the column (n) were prescribed in the experiment, the mobile pore-water velocity (v m ) can be derived with the fitted b value (v m = q/ m = q/(nb)). With the fixed b and w values, MIML and MIME were used to fit the BTC at 1,200 cm, and the other parameters in MIML (k) and MIME (a and b) were determined. The measured concentrations in the mobile liquid region were used in this fitting process. After the fitting process, MIMC, MIML, and MIME were used to predict the BTCs at foregoing distances with the estimated parameters at 1,200 cm. To compare all the models considered, both the determination coefficient (r 2 ) and root mean square error (RMSE) were used as two criteria to reflect the goodness of simulation, which can be expressed as
where C ie and C io are the estimated and observed concentrations, respectively, C io represents the mean values of C io , and N is the number of observed concentration data at a particular observation point.
Simulation Results
[47] Figure 8 shows the measured and fitted BTCs by MIMC, MIML and MIME at the distance of 1,200 cm. The concentration data in the figure were normalized by the input constant concentration (C 0 ). The estimated parameters and associated values of r 2 and RMSE are listed in Table 1 . The estimated mass transfer coefficient (w) is 2.94 × 10 −5 min −1 , which indicates that solute transport in the column is under physical nonequilibrium condition. The dispersivity estimated by MIMC is 64.6 cm, while the effective dispersivities for MIME and MIML calculated by equations (23) and (24) are 53.7 and 49.8 cm, respectively. The effective dispersivities of MIMC, MIME, and MIML at 1,200 cm are much smaller than the dispersivity of CDE (118.4 cm) given in Huang et al. [1995] . This indicates the unsuitability of CDE for describing anomalous transport in the column as CDE lumps solute spreading caused by combined effects of dispersion and mass transfer into a larger apparent dispersivity [Gao et al., 2009a [Gao et al., , 2009b .
[48] As shown in Figure 8 , the arrival of the BTC fitted by MIML at 1,200 cm (about 650 min) is slightly later than that described by MIME and MIMC (about 600 min) as MIML Figure 8 . The measured and fitted BTCs by MIMC, MIML, and MIME at the distance of 1,200 cm in the heterogeneous soil column.
has the smallest effective dispersivity. Despite some small differences, the fitting results of MIMC, MIML, and MIME at 1,200 cm are in satisfactory agreement with the measured concentrations (Figure 8 ). This is also reflected in Table 1 which shows that MIMC, MIML, and MIME give nearly equal values of r 2 or RMSE.
[49] With the estimated values of k in equation (6) and a and b in equation (7), one can know how the dispersivities used in MIML and MIME change with travel distance in the column (Figure 9 ). It can be found from Figure 9 that the exponential distance-dependent dispersivity of MIME increases with distance until 300 cm after which the dispersivity approaches an asymptotic value (56.2 cm) which is smaller than the constant dispersivity of MIMC (64.6 cm). The linear dispersion function of MIML crosses with the exponential dispersion function of MIME at 700 cm, as shown in Figure 9 . At the distance greater than 700 cm, the dispersivity of MIML is larger than that of MIME, and the difference grows larger with distance.
[50] With the parameters obtained by fitting the BTC at 1,200 cm, predictions at foregoing distances were made by MIMC, MIML and MIME. The measured and predicted BTCs at distances of 400, 600, 800, and 1,000 cm are shown in Figure 10 . The associated values of r 2 and RMSE as the indicators of predicting performance for MIMC, MIML and MIME are shown in Table 2 . As expected, the closer the point to x = 1,200 cm, the better the prediction for MIMC, MIML, and MIME.
[51] As shown in Figure 10 , there are profound discrepancies between the measured BTCs and those predicted by MIMC and MIML, although the simulation results of MIMC are in somewhat better agreement with measured concentrations than MIML. Not only are the overall shapes of MIMC and MIML simulated BTCs not similar to the measured BTCs, but the measured concentrations are much larger than those simulated by MIMC and MIML at the early and intermediate stages of several BTCs. MIMC overestimates the dispersion of BTCs, especially at 400 cm, as it uses the fitted dispersivity at 1,200 cm. In reality, the dispersivity at 400 cm should be smaller than that at 1,200 cm as a result of scale-dependent dispersion. MIML predicts later arrival of the BTC toward the inlet of the column, especially at 400 cm (Figure 10a ), as it may underestimate dispersion at small travel distances (Figure 9 ). With respect to MIMC and MIML, the predicting performance of MIME improves substantially. The simulated concentrations of MIME are in satisfactory agreement with the measured data except for some discrepancies during the early times at 400 cm, as is evident from Figure 10 . As shown in Table 2 , MIME performs better than MIMC and MIML as indicated by its larger r 2 and smaller RMSE values.
[52] As far as the tracer experiment is concerned, it may not be enough to compare the applicability of MIME, MIMC, and MIML only through two criteria (RMSE and r 2 ), although visual comparison of the simulation results in the figures explicitly shows the performance of each model. To see how closely the models reproduce observations, there should be an analysis about the penalty for loss of parsimony. Ye et al. [2008] provided a comparative analysis on how well the information-theoretic and Bayesian model selection criteria can discriminate among different models. Common measures of fitness are directly related to the information content such as the complexity of the model. In general, the more complex the model is, the more parameters it has. Consequently, adding parameter may guarantee better fit. MIME has one more parameter than MIMC and MIML. This may explain the best performance of MIME to some degree.
Discussion
[53] The results of the above comparison indicate that MIMC and MIML cannot adequately describe solute transport in the large heterogeneous soil column. The poor performance of MIMC is expected as it does not consider scale-dependent dispersion in the heterogeneous soil column. Although MIML considers the scale-dependent dispersion, it assumes that the increase of dispersivity with distance is unlimited. However, many theoretical and experimental studies indicated that the increase of dispersivity values with distance would ultimately approach finite asymptotic values at long travel distances [Dagan and Neuman, 1997; Gelhar, 1993; Pickens and Grisak, 1981b] . Therefore, if MIML is calibrated for a small travel distance and is subsequently used to predict transport for larger distances, MIML would overestimate the dispersion at larger travel distances. On the other hand, if the model is calibrated for a large travel distance and then used to predict transport for smaller distances, then MIML would rather underestimate the dispersion for smaller travel distances.
[54] In light of the above concept, the exponential distancedependent dispersivity is better to reflect the scale-dependent dispersion in heterogeneous porous media than the linear distance-dependent dispersivity. Therefore, the proposed Figure 9 . Dispersivities of MIME, MIML, and MIMC versus travel distance in the column. 0.98 0.049 MIME can better capture the evolution of BTCs in the heterogeneous soil column than MIMC and MIML. These results indicate that assuming the dispersivity to be a function of distance can adequately account for the effect of scaledependent dispersion, but the increase of dispersivity with distance in heterogeneous porous media is limited.
[55] Although the new MIM model with scale-dependent dispersion provides new capabilities for describing solute transport at relatively large scale in heterogeneous porous media, several issues still need further investigation. First, this study only used linear and exponential functions to describe the relationship between dispersivity and travel distance. Some studies indicated that dispersivity could be described by other functions such as parabolic or asymptotic function of distance. Therefore, analytical or numerical solutions of those cases need further study, and MIM with different scale-dependent dispersion should be completely compared. Second, as discussed in the introduction, the multirate MIM usually offers better modeling capability than the single-rate MIM. Therefore, it could be argued that the multirate MIM with scale-dependent dispersion would achieve even better results provided that an appropriate Figure 10 . Parameters determined at 1,200 cm were used to predict the BTCs at foregoing distances using each of the three models (MIMC, MIML and MIME). Examples of predicting results at distances of (a) 400 cm, (b) 600 cm, (c) 800 cm, and (d) 1,000 cm are shown. memory function form can be chosen. Third, the scaledependent dispersion is caused by heterogeneities of porous media at different scales, especially the spatial distribution of hydraulic conductivity. In this regard, one essential way of accounting for scale-dependent dispersion is to establish a constitutive relationship between the evolving dispersivity and the spatial distribution of hydraulic conductivity, and to incorporate this relationship into the deterministic or stochastic transport models.
Summary and Conclusion
[56] In this study, we presented a new mobile-immobile model to account for solute transport with scale-dependent dispersion in heterogeneous porous media. In the proposed model, the dispersivity was assumed to be a function of travel distance, and the linear adsorption and the first-order degradation of solute were considered. The linear and exponential functions were chosen to describe the relationship between dispersivity and distance. The Laplace transform technique and the de Hoog numerical Laplace inversion method were applied to obtain the semianalytical solutions of MIM with scale-dependent dispersion.
[57] To illustrate the features of the new model, the impact of the coefficients in the linear and exponential distancedependent dispersivity cases on solute transport was investigated, and BTCs from MIM and CDE with scale-dependent dispersion were compared. Furthermore, the relationship between MIM with scale-dependent and constant dispersions was interpreted to study the effect of scale-dependent transport behavior. The results indicated that MIM with a constant effective dispersivity could produce nearly similar BTCs as that from MIM with scale-dependent dispersion in moderate heterogeneous media. The effective dispersivity was calculated by arithmetically averaging the distance-dependent dispersivity. However, discrepancy occurs by using the effective dispersivity to describe the accumulated effect of scale-dependent dispersion in strongly heterogeneous media.
[58] To test the applicability of the new model, MIM with scale-dependent and constant dispersions were used to describe solute transport in a 1,250 cm long and highly heterogeneous soil column. The simulation results of MIM with the constant and linear distance-dependent dispersivities were found to depart significantly from the measured solute concentrations, while MIM with the exponential distancedependent dispersivity satisfactorily described solute transport in the column. Therefore, it suggests that the proposed MIM with scale-dependent dispersion by assuming the dispersivity to be an exponential function of distance is a simple and practical approach to describe solute transport in heterogeneous porous media.
[62] One can easily prove that x g I g (lx h ) and x g K g (lx h ) are two independent special solutions of equation (A3) [Abramowitz and Stegun, 1972] , where I g (x) and K g (x) are the first and second kinds of the modified Bessel functions with the order g, respectively. Therefore, the general solution of equation (A3) is
where A 1 and B 1 are two constants which are used to satisfy the boundary conditions.
[63] Accordingly, the concentration of the mobile liquid region in the Laplace domain is
[64] In terms of the lower boundary condition given by equation (9), dC m /dx must remain finite when x → ∞, thus B 1 must remain zero based on the properties of the modi- 
fied Bessel functions [Abramowitz and Stegun, 1972] . Then, equation (A5) becomes
[65] A 1 in equation (A6) can be easily obtained with different inlet boundary conditions (see Table A1 ). With the expressions of A 1 , one can obtain the solutions of C m and C im in MIML accordingly.
Appendix B: Analytical Solution of MIME in the Laplace Domain 
[68] Equation (B2) has the form of the following Gauss hypergeometric equation [Abramowitz and Stegun, 1972] :
where Q = 0 and
[69] As 1 ≤ z < ∞, the solution of equation (B2) can be written in terms of the hypergeometric function as follows [Abramowitz and Stegun, 1972] :
where F(m, m + 1; m − n + 1; z −1 ) and F(n, n + 1; n − m + 1; z −1 ) are the Gauss hypergeometric functions, A 2 and B 2 are the integration constants depending on the boundary conditions.
[70] Therefore, the concentration of the mobile liquid region in the Laplace domain is
[71] In terms of the outlet boundary condition, dC m /dz must remain finite when z → ∞; thus, B 2 must remain zero as n < 0 [Abramowitz and Stegun, 1972] . Then, equation (B7) becomes
[72] The solution in equation (B8) is absolutely convergent for D 0 > 0 since the radius of convergence for the hypergeometric function is given by 1/z. When D 0 > 0, H > 1, then 1/z is always less than unity [Abramowitz and Stegun, 1972] . When D 0 = 0, H = 1, then z is always less than unity as x > 0. When D 0 = 0 and x = 0, the solution in equation (B8) is also convergent as m − n + 1 − (m + m + 1) = 1/abH > 0 [Wang and Guo, 2004] . Under different inlet boundary conditions, the expressions of A 2 in equation (B8) can be easily derived (see Table B1 ) and the solutions of MIME can be obtained accordingly.
where G(g) is the gamma function and G(g + 1) = gG(g), one can determine A 1 in the Laplace domain solutions of MIML when D 0 = 0 accordingly (see Table A1 ).
[75] For MIME, H is equal to 1 when D 0 = 0. In terms of the property of F(m, m + 1; m − n + 1; 1) when m − n + 1 − (m + m + 1) > 0 [Wang and Guo, 2004] :
one can determine A 2 in the Laplace domain solutions of MIME when D 0 = 0 accordingly (see Table B1 ).
C2. Case 2: Solutions of CDE With Scale-Dependent Dispersion
[76] MIM reduces to CDE when the water content of the immobile region im is equal to zero. For this special case, the mass transfer coefficient w is equal to zero, and the fraction of adsorption sites that equilibrates with the immobile liquid phase (1 − f ) is equal to zero as well. Therefore, one can obtain the solutions of CDE with scale-dependent dispersion in the Laplace domain from above derived solutions of C m by setting im and w to zeroes and f to unity. Similar to the nomenclature of MIM with scale-dependent dispersion, CDEL denotes CDE with the linear distance-dependent dispersivity, while CDEE denotes CDE with the exponential distance-dependent dispersivity in this study. 
Notation
