• Wooldridge (2005) proposed a simple solution to the initial conditions problem.
Introduction
For dynamic probit models with unobserved individual-specific effects, two principal approaches have been proposed for handling the initial conditions problem. Heckman (1981) suggested modeling the initial dependent variable jointly with the subsequent dependent variables, but this approach is not available in standard software. Wooldridge (2005) suggested conditioning on the initial dependent variable by specifying an auxiliary model for the conditional distribution of the unobserved effect given the initial dependent variable and explanatory variables. This approach leads to the standard likelihood for static random-effects probit models with the lagged and initial dependent variables among the regressors. While Wooldridge's auxiliary model includes values of the time-varying explanatory variables at each period (except the initial period), a more common specification includes the withinmeans of the time-varying explanatory variables. Reasons for using this approach are rarely given but it may be popular because it is parsimonious and does not require balanced data. However, basing the within-means on all available periods for incomplete panels has not been justified in the literature.
We show that the auxiliary model is overly constrained if it includes within-means of time-varying explanatory variables across all periods, including the initial period (e.g., Jones et al., 2007; Conti and Pudney, 2011; Michaud and Tatsiramos, 2011; Akay, 2012 , among many others). The reason is that the conditional distribution of the unobserved effect, given the explanatory variables at all periods (including the initial period), depends more directly on the initial-period explanatory variables than on the explanatory variables at the other periods -in some cases it depends only on the initial-period explanatory variables and the initial dependent variable. The coefficients of the initial-period explanatory variables should therefore not be constrained to equal the coefficients at the other periods.
Our Monte Carlo experiments show that the constrained model can lead to severe bias for short panels. Similar results for the constrained model led Akay (2012) to conclude incorrectly that ''the Wooldridge method can be used instead of Heckman's method only for moderately long panels''. However, we show that the bias for the constrained model practically disappears when the initialperiod explanatory variables are included as additional regressors or when Wooldridge's original auxiliary model is used.
The paper proceeds as follows. Section 2 introduces the model assumptions, describes different versions of the Wooldridge method, and explains why the constrained auxiliary model is poorly specified. Monte Carlo experiments are performed in Section 3 to compare the constrained model with justified alternatives.
Specifying the auxiliary model
A dynamic probit unobserved-effects model for the dependent variable y it for individual i (i = 1, . . . , N) at time period t can be written as
Following Wooldridge (2005) , it is assumed that the time-varying explanatory variables z it are strictly exogenous, conditional on the individual-specific unobserved effect c i . We assume that c i is normally distributed and sometimes that it is independent of all z it . The process starts at period s < 1 and is observed at periods t = 1, . . . , T . 1 Wooldridge (2005) addresses the initial conditions problem by modeling y it at periods t = 2, . . . , T , given the initial dependent variable y i1 and explanatory variables. He specifies the required conditional density of the unobserved effect c i via the auxiliary model
where z
′ . Here and henceforth, a i is normal with mean 0 and variance σ 2 a , given the regressors in the auxiliary model.
The constrained model (e.g., Akay, 2012)
uses within-means based on all periods including the first, Wooldridge (2005) showed that consistency requires correct specification of the conditional distribution of c i given y i1 and z +′ i , whereas the constrained model also conditions on z i1 .
We now show why the constrained model is poorly specified.
Here the required conditional distribution of y i1 is
1 This notation differs from Wooldridge's where the first observed period is t = 0.
where P(y i1 |z i1 , y i0 , c i ) follows from (1) and y i0 is the last presample dependent variable.
Notice that P(y i1 |z i , c i ) and hence f (c i |y i1 , z i ) depends directly on z i1 via P(y i1 |z i1 , y i0 , c i ), after allowing for the dependence on z i via P(y i0 |z i , c i ). In fact, f (c i |y i1 , z i ) depends only on y i1 and z i1 (and not on z it , t > 1) if c i is independent of z i and either the z it are independent over time 2 or the process starts at s = 0. In these cases, it follows from (5) and (6) that can depend strongly on z i1 and y i1 . We hypothesize that the constrained model C performs poorly because it implicitly sets the coefficients of the initial explanatory variables equal to the coefficients for the subsequent periods, which is at odds with the form of the correct distribution. Making minimal changes to C, the proposed model P relaxes the unrealistic constraint by including the initial-period explanatory variables z i1 as additional regressors:
Here z i could be replaced by the mean z
z it that does not include the initial-period explanatory variables. 4 Alternatively, we can easily relax the constraint by omitting the initial-period explanatory variables from the within-means
Such a model is sometimes used (e.g., Drakos and Konstantinou, 2013) , but it is often not clear whether the within-means are defined as z Note: Underlined estimates differ significantly from 0 using one-sample t tests at the 5% level.
Monte Carlo experiments
To confirm the poor performance of model C found by Akay (2012) and investigate whether it is due to the constraint that the coefficients of the initial explanatory variables equal the coefficients for the subsequent periods, we perform Monte Carlo experiments for models C, P, and Q. Although Wooldridge (2005) showed that consistency does not require conditioning on z i1 , we are interested in comparing P and Q because the distribution of c i given y i1 and z i depends more directly on z i1 than on z + i . If z i1 is strongly predictive of c i , including z i1 may reduce bias and/or increase efficiency. We also investigate whether the equality constraints between the coefficients of the explanatory variables at periods 2 to T should be relaxed. Relaxing these constraints for model Q gives Wooldridge's auxiliary model W in (2) and relaxing them for model P gives the augmented Wooldridge model W * that includes z i1 as additional regressors.
In all experiments, the process starts at s = −24, with y is ∼ Bernoulli(0.5). The subsequent responses follow model (1) with one time-varying explanatory variable z it . We consider both ex- 
For each of the 40 simulation conditions (exogenous versus endogenous z i , four processes for z i , and five values of T ), we simulate 500 datasets, each with new values of z i and estimate the five models using xtprobit in Stata with 20-point adaptive quadrature.
The estimated relative bias (in percent) and root mean squared error (RMSE) for ρ are given in Table 1 for models C, P, and Q. For the exogenous case and model C, the simulations are replications of those reported by Akay (2012) and the estimated bias never differs significantly from his at the 5% significance level (using twosample t tests). Our results confirm that model C produces upward biased estimates of ρ, particularly when the z it are independent over time (MCE 1 and 2). The relative bias is significant at the 5% level (using one-sample t tests) for MCE 1, 2, and 3 for panels of length up to T = 5 and substantial for panels of length T = 3 and T = 4. Model P generally produces small estimated relative bias which does not differ significantly from 0 except for two of the 40 simulation conditions. The relative bias is comparable to that found by Akay (2012) for the Heckman (1981) method in the exogenous case. However, the RMSEs are larger than for Heckman's approach, particularly for short panels, except for the Nerlove process. Model Q performs similarly to model P except for the AR(1) process with short panels where it has greater bias. As shown in Table 2 , Wooldridge's model W performs well, as was also found by Arulampalam and Stewart (2009) , with estimated relative bias and RMSE similar to model P. The augmented model W * does not appear to perform better than model W.
Conclusion
A popular constrained version of Wooldridge's (2005) simple solution to the initial conditions problem, which uses withinmeans of time-varying explanatory variables, performs poorly for short panels if the means are based on all periods, including the initial period. This problem can be avoided by either including the initial-period explanatory variables as additional regressors or by using Wooldridge's original auxiliary model. Note: Underlined estimates differ significantly from 0 using one-sample t tests at the 5% level.
