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1. INTRODUCTION AND SuMhf.4m 
In this paper we are concerned with solving the higher-order abstract Cauchy 
problem, which is an initial-value problem of the form 
Lu(t) 3 f P,(d/qN-’ u(t) = 0 (t > O), 
i=U 
(dkit)k u(t) !f=n = ““L (0 <k <IV-l), 
(1.1) 
where the data zg and the solution u(t) lie in some Banach space B, and the Pi 
are (unbounded) linear operators inB. This problem has previously been studied 
by one of us [5, 61 when the Pi are polynomials inone operator -4, which is a 
generator fa one-parameter g oup on B. We now study the case when the Pi 
are polynomials in a finite number of noncommuting operators -4, ..., A, . 
In the case that each Pi is a polynomial in a fixed operator A, so that L is a 
polynomial in two operators, 
L - P(d/&, A) = ; P,(A)(d/dt)N-‘, 
i=n 
it was shown that (1.1) is solved explicitly by the formula 
(1.2) 
where the kernels Fj(t, X) are solutions of
P(d!&, --d:dx) Fj(t, x)= 0 (t ; 0, -zG < s < co), 
(didt)~ F-,(0, s) = sj, S(s), 
(1.3) 
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and eAs is a one-parameter group with A as generator. Here the partial differential 
equation (1.3) which defines Fj(t, X) is obtained from the abstract equation (1.1) 
by simply replacing the abstract operator A with the differential operator 
-d/dx. Of course, Fj(t, X) need not exist unless P(d/dt, -d/dx) is of appropriate 
“type.” In particular, it exists and (I .2) converges if P(d/dt, -d/dx) is hyperbolic, 
or parabolic ofpositive g nus. 
In the present paper, we find a formula which generalizes (1.2) in case the 
coefficients Pi are polynomials ina finite number of operators Aj. We assume 
that the A? belong to a finite-dimensional Lie gebra of operators. Thus each 
commutator 
is a real inear combination fthe Aj . The algebra is denoted by (Ajj. 
Whereas in the case of a single operator -4 it was enough to assume that A 
generates a one-parameter g oup, now we must assume that the ulgebra (AJ 
is integrable-that is o say, every operator in <Aj) generates a one-parameter 
group. More precisely, i;Aj) is the differential of a representation of a Lie 
group 9’. This hypothesis easily verified inthe principal examples, where the 
elements of (Aj) are first- orsecond-order differential operators with constant, 
linear, or quadratic coefficients. We find that the appropriate g neralization 
of (1.2) uses a “quantization” map Q whch is given by integration over the Lie 
group. The kernelFj(t, g) is now the fundamental solution fa partial differential 
equation on the group. The abstract Cauchy problem (1.1) is thereby transformed 
to the problem of constructing a fundamental solution on the group. The 
transformation back from the Lie group 59 to the Banach space B is accomplished 
by the integral corresponding to(1.2) provided that it is convergent. We are 
able to establish t is if (1.1) is “of hyperbolic type” in a certain natural sense. 
In this case we show that the fundamental solution exists and has compact 
support, so that our formalism is rigorously justified. 
For “abstract parabolic equations” we refer the reader to the classical p per 
[lI] of Nelson and Stinespring and the recent paper [S] of Jorgenson, where 
equations of the form 
are treated in detail. 
As an application of our theory, we consider partial differential equations of 
second order with quadratic coefficients 
(1.4) 
(Note that the right-hand side degenerates at11 .T /I = 0.) Assuming that the 
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right-hand side is elliptic for(1 x11 # 0, we show how to choose an &dimensional 
Lie algebra of operators with basis Aj so that (1.4) becomes 
As an abstract operator equation, (1.5) is “of hyperbolic type.” As a consequence, 
(1.4) is included in our theory. 
It can be shown that if an equation 
has coefficients a,&)which are polynomials ofdegree higher than the second, 
then it cannot be hyperbolic nthe usual sense of the term. In fact, on some 
path going to infinity the local signal speed C(X) will be of order (1 x11s or higher, 
and this implies that along asuitable curve, for some x,, the integral 
! 1 [c(x)]-’ ds 
is finite. This integral gives the propagation time for signals togo from x = s,, 
to s = cr,, so the point &t’s has infinite domain of dependence. Consequently, 
Eq. (1.4), which has quadratic coefficients, is (modulo lower-order terms) the 
most general second-order quation with polynomial coefficients thatis hyper- 
bolic in the sense of the finite-domain-of-dependence property. 
Our work can be regarded as generalizing a umber of recent papers [lo, 13, 
14, 17, 181 in which Lie-algebraic techniques are used to solve partial differential 
equations. Inall these papers, attention isrestricted o an equation of the form 
ut = 1 a,-&u, 
where the &. generate a Lie algebra. That is, the coefficients of he equation 
remain within the Lie algebra. Inthe present work, in contrast, we pass to the 
“enveloping algebra”-the set of complex linear combinations of ordered 
products of the Ai . 
We have attempted to make this paper easily accessible to two sets of readers: 
Lie theorists interested inapplications to partial differential equations, and 
partial differential equationists interested in methods from Lie theory. Conse- 
quently, some members of the first group will find Section 2 excessively detailed; 
some readers in the second group may have the same complaint about Section 3. 
We hope to be excused if we have erred in the direction ofexcessive r adability. 
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2. THE QUANTIZATION OPERATOR 
In order to write our representation f rmula, we must first construct the 
partial differential equation on the Lie group which corresponds tothe abstract 
differential equation (1.1). To do this we go through achain of definitions a d
constructions, which are more or less tandard in Lie theory, but which we 
present carefully for the sake of readers not necessarily familiar with Lie theory. 
Once the construction is presented, itis a relatively simple matter to verify 
that it does give the solution fthe abstract problem. 
By the abstract Cauchy problem we will mean (I.]), where now each coefficient 
Pi is a sum of ordered products of operators A, ,..., A, , all densely defined 
linear operators onthe Banach space B. We assume 
(i) A,Aj - A/l, = C? hXl cfjA, for some real numbers ci”j (the nlj are 
a basis for <A,), a real Lie algebra of operators); and
(ii) this algebra of operators i integrable. 
To explain the meaning of assumption (ii), let 3 denote an abstract Lie group, 
and let n denote a representation of 3 on B (a continuous homomorphism of 5 
into the set of bounded linear operators L(B)). A ssociated to9 is its Lie algebra 
Gl?, which is just the tangent space of 9 at the identity I.a EM means that 
a = g’(O), where g(t) is some smooth curve, mapping R1 into 9, with g(0) = I. 
The differential of n at a, &(a), is defined as a linear operator on a dense subset 
ofBby 
Now, (A,), the Lie algebra of operators spanned by Aj (i = l,..., n), is said 
to be integrable ifthere xists a Lie group ‘3 and a representation r f9 on B 
such that, for all jand for all z in a dense subset of B, 
Ajz = dz+zj)z, 
where the aj are a basis for the abstract algebra 6Y. 
A convenient sufficient condition on ;Aj has been given by Simon [16] 
(see also Poulsen [12]) for the existence ofsuch 3’ and 7r. If B is reflexive, and
if each Aj generates a one-parameter g oup on B, it is sufficient for he “analytic 
vectors” of <Aj) to be dense in B. (z E B is an analytic vector for <Aj) if for 
each A E <A,>, there xist constants M,K > 0, such that for all K > 0, 11 Ak.z I/ <
KM”k! /I z11.) 
We will always let g denote an element of 3 and g(t) denote a Cc curve in 9 
with g(0) = I. If a E GY, then we define r? as a linear operator acting on complex- 
valued smooth functions on 3, F(g), by 
Wh) = $F(g(t)h) It+ , (2.2) 
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where 
$g(t) lk” = a. 
If we introduce the operator 
W(g) = F(p), 
then any other operator L is said to be right invariant if, for all hE 9, 
R;lLR,F(g) = U(g). 
It is easy to check that ri is right invariant. 
If g(s) z g(s, )..., s,) is a local coordinate system which maps a neighborhood 
of 0 in Rn onto a neighborhood of I, d has a representation as a first-order 
differential operator inthese coordinates. To get a formula for i n the coordinates 
g(s), it is convenient touse as a basis for the algebra Gpd the induced coordinate 
vectors in the tangent space, 
Then, in a neighborhood of any h E 9, using the coordinates g(s)h, one finds 
by a calculation that 
where 
Us) = 6 k’Mr)ml ‘r=o . (2.3b) 
By g-l(.) we mean the inverse of g(s). This is a map from a neighborhood f I 
in 9 onto a neighborhood f 0 in Rn, so (2.3b) is an equation for an n-tuple, 
II; = (&l,..., II;“). Since the ak are assumed to be a basis for the tangent space 02, 
it must be possible toinvert (2.3a), solving uniquely for LF/& in terms of dl, .
That is to say, the matrix Zki(s) = 8( ) s is invertible. Thus we have associated 
to each of our given operators Aj on B a first-order ifferential ‘operator Gi, 
by way of the element aj of the abstract algebra LX 
DEFINITION 2.4. C’%(n) is the set of vectors y in B such that rr(g)y is in- 
finitely differentiable s a B-valued function fg. 
It is known that Ca(,) is dense in B (see [7]). Note that he function z-(g)y 
is in the domain of our given operators Aj, and also f our differential operators 
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(zj .To discover how A,+g)y and Q(g)r are related toeach other, we use (2.2) 
and n(gh) = r(g)a(h), and find 
c?,T(h)y = $ n(gj(t)h) It=0 J' 
Recalling our hypothesis &~(a~) = Ai we conclude that 
i+(g) 5s .&r(g). (2.4) 
We conclude from (2.4) that on r(g) P(r), (A,), the Lie algebra of linear 
operators on B, is isomorphic to (Zj), the Lie algebra of right-invariant dif-
ferential operators on Cm(g), the infinitely differentiable functions on 9. In 
this isomorphism we must reverse the order of multiplication, f rusing (2.4) 
twice, 
A,A, n(h)y = A& ?T(h)y 
= djA4i 7r(h)y (2.5) 
= CTjdi n(h)y. 
The interchange oforder in passing from A,& to djdi comes about because 
we have set up our notation to correspond to right-invariant ns ead of left- 
invariant vector fields. 
We now need some function-space notation. Recall that F(3) is the space 
of infinitely smooth complex-valued functions in3, and D;(9) its dual, the 
space of distributions with compact support in 3. Cam(S) are the compactly 
supported functions in C”(‘3). Let &(g) d enote the right-invariant H ar
measure on 3. The Dirac distribution on 9, S(g), is defined by 
J - F(g) w 44) = W), 
where I is the identity in9, FE P(9). 
DEFINITION 2.7. If L is an operator on C,‘(S), then the adjoint L* of 
L is defined as an operator on COm(%) by 
[ L*Fk) (%) 44d = i F(g) LGk) 44) -B 
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for all F, G E C,=(9). If we introduce 
then the condition can be written 
“L*F, G) = ::F, LG). 
PROPOSITION 1. d* = -4 + c, where cis a constant. 
Proof. The condition that d is a right-invariant operator is 
R,%R,F(g) = clF(g). 
Because TV is right invariant asa measure, 
Combining these two formulas we see that (r* is a right-invariant operator. 
A smooth partition of unity with respect to a covering of 59 allows acalculation 
in local coordinates. U ing (2.3) shows that (2* = -6 + F, where F is multipli- 
cation by a smooth function. The first part of our argument shows that F is 
right invariant and therefore constant. 
When we discuss hyperbolic equations we will meet fundamental solutions 
that are in D;(9) (the space of distributions with compact support on 9’). 
If we observe that the operators iand d* can be extended to operators on
D;(S), then we are ready to introduce our quantization operator. This mapping 
seems to have been first introduced by Girding [4] and Schwartz [15]. 
DEFINITION 2.8. If F(g) is a distribution of compact support, FE DA, 
then Q(F), the “quantization of F,” is defined as a linear operator with domain 
Cm(n) C B by 
(2.6) 
The next proposition exhibits he most important property of Q: It transforms 
the differential operators ci, back into the original linear operators Aj. 
PROPOSITION 2. If -gi = &(a,), z E C’=(T), then 
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Proof. It will be sufficient to write out the details incase Y = 2, 
Proposition 2 permits us to transform our abstract operator equation (1.1) 
to a partial differential equation on the Lie group. Therefore we turn next to 
the study of this equation. 
3. ABSTRACT HYPERBOLIC EQUATIONS AND HYPERBOLIC 
EQUATIONS ON A LIE GROUP 
In (1.1) each coefficient Pi is a sum of ordered products of the Aj . We indicate 
this fact by writing Pi = P,(A, ,..., A,) or simply P,(A,). Then 
L = go Pi(Aj) ($yi (3.1) 
can be written also as L = P(d/dt, A,), keeping in mind, of course, that P and Pi 
are not ordinary polynomials, but sums of ordered products. Ifwe replace each 
operator Ajin P(d/dt, Aj) with a real variable tj, and replace d/dt by the symbol 
7, we do get an ordinary polynomial inn + 1 variables, P(T, 5) = ~~=, P,(&“-i. 
DEFINITION 3.1. We say (1.1) is “of hyperbolic type” if P(T, 6) is a strictly 
hyperbolic polynomial in the usual sense (see [7]). Namely, we let PN(7, 6) 
denote the “principal part” of P(T, .f) (th e sum of terms of highest order N). 
Then (1.1) is of hyperbolic type if, for all real 5 # 0, the algebraic equation 
has N distinct real roots ~~(6). 
DEFINITION 3.2. If 
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then 
We will solve (1.1) by means of a fundamental solution f
eqt, g) = 0. 
PROPOSITION 3. If (1.1) is of hyperbolic type, t is hyperbolic asa partial 
difleerential operator inlocal coordinates g( ). 
Proof. To calculate E in local coordinates, we would use Proposition 1 and 
formula (2.3) to represent each factor lzc in the ordered products whose sums 
are Pj . Each of the Pi then becomes a polynomial in the partial derivatives 
a/i& , with s-dependent coefficients. e will be a polynomial in a/at and alasi 
with s-dependent coefficients. We denote this polynomial by e = p(s; a/at, 
L?/&,), and let p,,, denote its principal part, the terms of order N. 
We obtain the correct expressions for the leading terms in Pi((iT) byformally 
multiplying the factors (-&), treating the coefficients Zlii(s) a  if they were 
independent of s. Equivalently, we could replace ach factor a,* by a factor 
(4&)) =x -Z,‘(s,) & . I 
These differential operators with “frozen coefficients” commute with each 
other. The result isthe same as if we had replaced A, in (1 .I) by Z*(Q) and then 
taken the principal part. 
In other words, 
Qs; 7, 7k) z P,v(T, E&, 7)), 
where [Js, 7) = x lki(s)77i . 
Therefore, the roots ij(s, 7)of 
cf(s; 7, 71;) = 0 
are the same as the roots ~~(4) of 
if [ = x Iki(s)rli, or in matrix notation 
5‘ = -qs)7. 
So F~(s, 7) = 0 if and only if ~j(9(s)7) = 0, TV = 0 if and only if 
T~(s, Z-‘(s)[) = 0. Clearly c~(s, 7)are real and distinct for all real 7(j = l,..., N) 
if and only if TV are real and distinct for all real 5. The proof is complete. 
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In order to solve LF = 0, we need to introduce the operation fconvolution 
of distributions. 
DEFINITION 3.3. IfF and G are in D;(9) their convolution, F z G, is defined 
as a distribution n D:(S) by 
F * G(g) = jq F(@) G(h) 444. 
The integration s an ordinary Riemann integral ifF and G are continuous; 
otherwise, itis interpreted by acting on a smooth test function v(g), exactly 
as in the case of convolution fthe familiar Schwartz distributions on R’. 
PROPOSITION 4. If (1.1) is of hyperbolic type, the Catchy problem 
LFj(t, g) = 0 for t>O 
(didt)“Fj(O, g) = sj, s(g), o<j, k<N-1, 
(3.2) 
has a unique solution. Fj(t, g) is, for each t, a distribution w thcompact support 
on %.Ifcp(g)E Cm(g), 
I Fdt, g) dg) 4-h) B 
is infinitely d@erentiable in t. 
Proof. By Proposition 3,(3.2) is a strictly h perbolic equation in local 
coordinates, with coefficients of class Cm. 
Let B, be a coordinate patch in 9, containing the identity I in its interior. 
Then g-l(B,) is a neighborhood f the origin in Rn. According to the standard 
existence theory for linear hyperbolic equations with variable coefficients in 
Euclidean space (see, e.g., [7, Theorem 9.3.2, p. 241]), there is some number 
to > 0 such that for 0 < t < to the hyperbolic equation EFj(t, g(s)) = 0 has 
a local solution, F&t, s), satisfying the initial conditions (d/dt)kFj(O, s) = 
6,6(s), and with support ing-l(B,). If q(g) is an arbitrary test function i C”(g), 
and 0 < t < t, , we define Fj(t, g) as an element in D;(9) by 
S, Fj(t, g) dg) 4-Q) = LI Fit, g) dg) 44) 
Z 
I Fj(t, s) &Z(s)) 4&(s))* s-‘wI) 
To extend Fj(t, g) for t > t, , we use the propagation formula, 
Fj(t + 7, g) = z: (-$)” Fj(t, g) * FJT, g), with 0 < 7 < to. (3.3) 
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Because D;(9) is closed with respect o convolution products and with 
respect o differentiation in the parameter t, we may use (3.3) recursively to 
extend Fj(t, g)to arbitrarily large t. The compactness of the support of Fj(t, g)
for t < to is immediate from the definition fFj . For t > to ,it follows 
immediately from formula (3.3) and Definition 3.3. 
The uniqueness and smoothness of Fj(t, g)follow directly from the local 
uniqueness and regularity theorem in Euclidean space, using once again the 
local coordinates g( ). 
Now that he kernel Fj(t, g)is in hand, we are ready to return to our original 
problem, the abstract operator equation, with data in B. 
PROPOSITION 5. If L and E are related by Dejm’tion 3.2 and z E C-(T), then 
LQ(F)z = Q(zF)z. 
Proof. By induction the terms of L, using Proposition 2. 
THEOREM 1. If the higher-order abstract Cauchy problem (1.1) is of hyperbolic 
type, and the coejkients Pi are in. the enveloping al ebra ofan integrable Lie 
algebra ofoperators, then, for zi in Ccc(~), the problem (1.1) has a solution which 
is given by the formula 
N-l 
u(t) = 1 QtFLt, g)) zj 9 (3.4) 
j=O 
where Q is the quantization operator (2.6) and FJt, g) is a fundamental so ution 
of the Lie-group Catchy problem (3.2). 
Proof. The main work has already been done, in proving Propositions 
2-5. The existence of Fj(t, g)was obtained as Proposition 4.Given Fj(t, g) 
satisfyingLFj(t, g) = 0, Proposition 5 yields 
so that u(t) defined by (3.4) satisfies Lu = 0. It remains only to check the initial 
conditions. Since Fj(t, g)is, according to Proposition 4, infinitely differentiable 
in t, 
($)” u(t) I =0 = Y Q ((&)"FAt> g)) lfzO zj 
j=O 
N-l 
according to(3.2). But according to(2.6) and the definition of Dirac’s 6 function, 
Q(sk))zk = +bk = zk I 
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since the representation rr must map the identity I in 3 onto the identity inB. 
The proof is complete. 
Remark 1. If the algebra of adjoint operators Aj*, defined on the dual 
space B*, is also integrable, then the solution constructed inTheorem 1 is 
unique. The proof, using a Holmgren-type construction, is essentially the
same as in [6]. For a single operator A or a commutative family of operators 
Aj , Donaldson [3] and Carroll [l] gave proofs of uniqueness that did not rely 
on integrability of A:. It would be interesting to investigate wh ther such 
uniqueness proofs can be given in the present noncommutative s tting. 
Remark 2. It should be observed that the condition of hyperbolicity has
been used only for the purpose of guaranteeing existence ofFj(t, g) and con- 
vergence ofthe quantization integral. If these facts could be verified for an 
equation LFi(t, g) = 0 not of hyperbolic type, it would again follow that (1 .l) 
is solved by x QFj(t, g)xj .
Remark 3. The restriction of the initial data to some dense subset of our 
Banach space B cannot be avoided in the general case. For example, if we 
choose B = C(R*), then the operators Ai= d/dx, , i = 1, 2,..., each generate 
a group of isometries. It is well known (see Courant and Hilbert [2, Vol. 2, 
p. 6741) that he solution fthe wave equation 
can develop discontinuities for finite , even if ~(0, x1 , xa) and u,(O, x1 , ~a) are 
in C(R*). Littman [9] showed that Cauchy’s problem for the wave equation is 
also incorrectly posed in L,(Rn) for all n > 1 and p # 2. Thus we cannot hope 
to obtain solutions of“hyperbolic” operator equations ingeneral Banach spaces 
for arbitrary Cauchy data. On the other hand, our results show that in the general 
case, as in the case of C(Rn) and the wave equation, there is a dense set of initial 
data for which Cauchy’s problem does have a strict solution valid for all t. 
Of course, if we specialize to Hilbert space and take our generators Aito be 
skew-adjoint or even semibounded, then we may be able to admit much more 
general initial data (see Examples 3 and 4 in the next section). An important 
class of examples is 
with /$ real and Ai skew-adjoint, Ai + A: = 0. If we define the “energy” 
E(t) bY 
E(t) = f (II ut II* + z$l II -4~ 112), 
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then differentiate and use P(d/dt, ,4)u = 0, we get 
E’(t) = (ut , f Pi&). 
i=l 
From this one obtains in a standard way, with the help of Schwarz’ inequality, 
I E’(t)l < k.W) 
for a constant k which depends only on n and pi . 
For solutions of
P (-$ ) A) u == 0, 
this gives an a priori estimate for E(t) in terms of E(0). A standard approximation 
argument hen gives existence ofa solution fCauchy’s problem provided that 
u,(O) and A+(O) are in the Hilbert space H. No conditions at all have to be 
imposed on the commutators of the Ai. 
If cross terms AiAj are present, 
the same formula which works in the familiar commutative case still serves to 
diagonalize, 
provided aij G aji , 1 < i,j < 71. If some aij f aji ,we can symmetrize the 
quadratic part of P(d/dt, A) by adding a first-order co rection term if the Ai 
generate a jhite-dimensional Lie algebra. Otherwise, the energy method breaks 
down in the case of a nonsymmetric quadratic form, even though each Aj is 
skew-adjoint. 
4. EXAMPLES AND APPLICATIONS 
To apply a result such as Theorem 1 to a concrete problem in partial dif- 
ferential equations, one must choose afinite-dimensional Lie gebra ~t-4~) such 
that the given equation can be written in the form of (1.1). We will mention 
five xamples of such algebras, and consider briefly how they could be used to 
put a variable coefficient partial differential equation into aform where formula 
(3.4) would be applicable. 
505/34/3-6 
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EXAMPLE 0. Suppose the Aj all commute with each other. Then 9 is the 
commutative group of translations on Rn, with Lebesgue measure dp(g) = dg. 
If we choose (gi ,..., g,J as Cartesian coordinates, where g . A = Cr=, giA, 
and take n(g) = eg.A, then cZi = alag, 
e = 5’ pi (- +-)($)“-i, 
i=O 
and 
O(f) == Jh. K44 eg’A 4. 
e is a constant coefficient partial differential operator, andFj(t, g), the fundamental 
solutions of
LFj(t, g) = O, 
can be obtained “explicitly” b  Fourier transformation. F rmula (3.4) becomes 
u(t) = Ni’ fx Fj(f, g) eg.Azj dg, ... dgn , 
j-0 --r 
which in the case n = 1 is the same as (1.2). This straightforward generalization 
of the case of a single operator A was already obtained in [6]. If dj = a/axj ,
then u(t) is the usual solution fa constant coefficient partial differential equation 
given by convolution fthe fundamental solution with the initial data. 
EXAMPLE 1. One of the simplest non-Abelian Lie algebras is the “Weyl- 
Heisenberg” algebra, which has as a basis the skew-adjoint operators 
Aj=&T il, B, = ix, .
. , 
Each basis operator generates a unitary group on L,(Rn), 
e’“jf(x) = f(x + tej), 
efi’f(.x) = eiff(x), 
etBff(x) ==eitzy(x), 
where ej are an orthonormal basis for R”. 
If a, b are n-tuples, and c is real, let ~(a, b, c) denote the operator 
~(a, b, c)f(x) = eaeAebeBeicf(x), 
where a . A = x ajAj ,b . B = x bjBj .
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The mapping (a, 6, c) + ~(a, b, c) of P12,11-l into the unitary operators on 
L,(P) gives aglobal set of coordinates for the Lie group. The group multiplica- 
tion is given by 
The invariant measure turns out to be Lebesgue measure, dudbdc. 
In terms of this algebra, it is obvious that any linear differential equation 
with polynomial coefficients can be written as an operator equation of the form 
(1.1). But the resulting equation may not be hyperbolic nthe sense of Definition 
3.1, whereas a less obvious choice of Lie algebra might lead to a “hyperbolic” 
operator equation (see Example 3). 
EXAMPLE 2. Let f(xi ,..., s,) be any real function whose partial derivatives 
of arbitrary order span a d-dimensional space. (The function f must then of 
course be an “exponential polynomial.“) Let the partial derivatives of f be 
spanned by the functions g,, 1 ,< k < d. Let Aj = 8/&x, 1 <i < n and let 
B, be the operation fmultiplication by igk , 1 < k < d. Then the Aj and B, 
span an integrable Lie algebra of dimension + d. By means of this algebra, 
a partial differential equation with exponential ortrigonometric coefficients can 
be written as an operator equation just as the Weyl-Heisenberg algebra can be 
used for polynomial coefficients. 
EXAMPLE 3. Consider the following equation in two independent variables 
t, s: 
u tt = -u,,,,, + x*11,, + 2x2& - A + ; . (4.1) 
This equation is certainly not hyperbolic nthe usual sense, and would not lead 
to an operator equation of hyperbolic type if we take our operators from the 
Weyl-Heisenberg algebra mentioned above. Instead, we introduce the three 
operators onL,(R), 
Since 1” = x’(d*/dS) + 2x(d/dx) + a, we see that (4.1) is just 
II tt = (X2 + Y* + .z?)u, 
which is hyperbolic nthe sense of Definition 3.1, provided we can verify that X, 
Y, Z satisfy conditions (i), (ii) of Section 2. 
It is easy to check condition (i); we find that [X, Y] = -2X, [X, Z] = 41: 
and [Y, Z] = -22. -4s to condition (ii), note first of all that X, I‘, Z are all 
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formally skew-adjoint on C,,“(R). Infact, they generate unitary groups given by 
etxf(x) = eitz’f(s), 
et yf(x) = etfif(xet), 
efzf(x) = (4~it)-~.‘~ f exp( i(.r i y)” ) f(y) dy. 
Consequently, X Y, Z have unique extensions toskew-adjoint operators onL, . 
Moreover, it is not difficult to show that the Hermite functions are analytic 
vectors for <X, Y, 2). Therefore, by Simon’s theorem (see Section 2) this 
operator algebra is integrable. (Itcan be shown that he group 9 in this case is a 
twofold covering of SL(2, R).) It follows that the Cauchy problem for (4.1) 
with initial data in CcF has a unique solution which is represented by formula (3.4). 
Since X, Y, 2 are skew-adjoint, we can define an “energy” for (4.1) by 
E(t) = f (II utII2 + II x24 II2 + II 1.u /I2 + II 224 II’) 
1 Jj 
=z p-m 
J (ut* + x4u2 + (.rux + a’ + (u.z)‘) h.
Using 
one finds that E’(t) = 0, E(t) E E(0) for any solution f(4.1). 
Consequently, by a familiar gument of approximation, (4.1) has a unique 
“generalized solution” for arbitrary Cauchy data ~(0, x) = u0 , u,(O, X) = u1 , 
such that E(0) is finite, i.e., such that u1 , u0 , .v*zJ,, , .Z du,/dx, and d*u,Jdx* are 
all in L, . 
This calculation shows another advantage of “operatorizing” a concrete 
p.d.e. such as (4.1)-namely, the right operational version suggests anappropriate 
“energy” in which to obtain apriori estimates. 
EXAMPLE 4. Finally, we consider the problem entioned in the Introduction: 
An equation, homogeneous of the second order, with homogeneous quadratic 
coefficients, hyperbolic except at x = 0, where it is necessarily degenerate. 
In order to write the partial differential operator as a sum of squares globally, 
we introduce the n2-dimensional Liealgebra spanned by operators Bj, , defined 
by 
Bjff (x1 ,..., m,) = xj g , 1 <.j, K < 12. 
I, 
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First we check that the Bjk do span a Lie algebra. One sees by a short and 
elementary computation that 
h t %A = 0 if k+l,jfm 
= Bjw if k=l,j#m 
zzz -B,, if kfl,j=m 
= Bjj - Blile if k=l,j=m. 
To show that (B& is integrable, we exhibit explicitly the group 53 of whose 
algebra it is a representation. This group is simply the multiplicative group of 
nonsingular n by 71 matrices of real numbers. If g is such a matrix, and f is a 
function in Cm(@), then the representation r is given by 
n(g) f(x) = f(g-3. 
We need only show that 
d@) = c,B,,). (4.2) 
For this purpose, let g(l) be a curve in 9, i.e., a smooth matrix-valued function 
of t with elements g,,,(t), 0 < Y, s < 71, and satisfying 
(The matrix g’(0) is all zeros, except for a 1 in the j, kth place.) It is clear that 
for 1 <j, k < n, the tangent vectors to such curves g(t) are a basis for @, the 
tangent space of 3 at the identity. Now, 
&g-l@) = -g-'(t) $$l g-‘(t) 
and 
which implies (4.2). The invariant density on B is (det g)-“. We have not 
specified the space B on which (B& operates; we can choose as B any Banach 
space of functions of Rn which is invariant under an arbitrary nonsingular 
linear transformation. In particular, we can choose B = L,(R”) or we can 
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choose B = Ck(R”), the space of k-differentiable functions for arbitrary k 2 0. 
Now we are ready to turn to 
Ott = L(x, D)u E jJ ai,j,p,~x~~j & . (4.3) 
i,j,k.l=l L 
We assume (4.3) is strictly hyperbolic for x # 0. This is true if and only if 
L(x, D) is elliptic; that is to say, for all real n-tuples x and 7, L(x, 7) = C 
aiikl.t^ixi~k~l is positive unless either x or 7 is the zero vector. 
THEOREM 2. lfu,, and u1 are in C”(Rn), Eq. (4.3) has a unique solution u(t, x) 
in Cx(Rn) satisfying ~(0, x) = u,, , u,(O, x) = uI . This solution is represented 
by the formula 
u = go Q(Fi(4d) ui 
(4.4) 
= i. s, Fdt, g) ui(g-Wdet g)-” 4, 
where 3 is the group of nonsingular n by n matrices and Fi(t, g) satisfy 
Fo(O, g)= S(g), &F, It=,, = 0, 
FdO, id = 0, -$‘I lt=o = S(g). 
Aj, 1 <j<n2, are linearly independent first-order dt~eerential operators 
A and ajkl are real numbers. 
Proof. Once we show that (4.3) (which is the same as (1.4)) can be rewritten 
in the form of (1.5), we obtain immediately, from Theorem 1 and from our 
discussion of the algebra (B& and its group 9, that (4.3) has a solution in 17 
for all k; but this implies that the unique solution is actually in Cm. Formula (4.4) 
is just (3.4) specialized to the present case. Therefore the proof of Theorem 2 
requires only that we establish the following proposition. 
PROPOSITION 6. Let L(x, D) be a homogeneous second-order d@erential 
operator on C”(p) with coeficients which are homogeneous quadratic functions 
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of x1 ,...) x, . Then there xist operators Aj(x, D) which are homogeneousfirst-order 
differential operators whose coefficients are real-valued homogeneous linear functions 
of x, and real numbers aj , pj such that 
L = i aj(Aj(.r, D))2 + /3Jj(x, D). 
i=l 
Moreover, if L is elliptic forall s # 0, then we can choose aj = 1. 
Proof. Let &, = ~~7~ .InL(x, 7) each term ~~~~7~7~ is aquadratic expression 
in the BiB ; it can be written either as &kL?j, or B,$,, . Therefore the sum 
L(x, 7) can be written (in many different ways) as a quadratic form in the nz 
expressions & . Therefore, by the standard theory of quadratic forms, there 
exist n2 real independent linear combinations ofthe &, , which we denote by 
-4(x, 7), 1 <j B n2, 
and real coefficients ai , uch that 
L(X, 7) = 1 aj(Ej(x, 7))*. 
Now suppose L(x, D) is elliptic for x # 0. This means that for x # 0 and 
7 # 0, L(x, 7) > 0. Now & = 0 for all i, k if and only if xi = 7r = 0 for all 
i, k. Therefore, L(x, D) is elliptic for x # 0 if and only if L(x, 7) is positive 
definite as a quadratic form in Bik , which in turn is true if and only if all the aj 
are positive. Now let A j = ay”*Ej , and we have 
L(sv 7) = C (Aj(x, 7))** 
It is necessary, ofcourse, to distinguish carefully between (Ej(x, D))“, which is 
the square of the differential operator 
Ej(x, D) = arl’* c cjk,xk &,
k,l 1 
and Ej’(x, 7)l,,=o , which is the second-order operator which results when 
the symbol &(x, 7) is squared and then d/dx, is substituted for 7r . The error 
or difference between (Ej(x, D))2 and Ej2(x, 7)ls=o is a real inear combination 
of commutators, 
d d d d d d 
xi - Xk --& - 2-k - xj __ = 
dxj dxz dxj [ 
x’i -&-, Jck -
k 1 
But such a commutator is again a linear combination foperators ofthe form 
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x.~(~/c&,); this ismerely arestatement of the fact hat hese operators form a Lie 
algebra. 
Now, we have chosen the uj so that L(x, D) = C &(x, v)lnzD. From the 
closure ofthe xj(d/dxk) under commutation, it follows that, for some real 
coefficients bj , 
np R? 
L(x, D) - 1 (Aj(x, II))* = c bjAj(x, ?)I,+ . 
i=l .i=l 
The proof is complete. 
Remark 4. The differential operator L(x, D) is specified by (“i-‘)* indepen- 
dent coefficients c:i .On the other hand, as a quadratic form in Bi, , L(r, 7) 
has(“y’)’ d p d t m e en en coefficients. This leaves a difference of (!J* free parameters. 
For example, the term (xrxa(d/dxa) (d/dx,)) canbe factored either as(xr(d/dxa)) 
(&Wd or as (GW4)) (~2W~3N~ Th is shows again that he Aj are highly 
underdetermined in terms of L(x, II). 
We conclude byusing energy estimates o prove the existence anduniqueness 
of generalized solutions f (4.3); h ere again, our operational representation of 
the right-hand si e of (4.3) as a sum of squares (modulo lower-order t ms) is 
helpful indefining the “energy” and estimating t “apriori.” 
For this purpose, we now consider B,, = ~,(a/&~) asoperators on L,(R”). 
An easy computation shows that 
B,*, = -B,, if kfl, 
B,*, = -B,, - 1 
so that 
& II AjU /I* = $ (A~u, Aju) = 2(~t 9A,*A~u) 
Let the “energy” now be defined as
E(t) = ; (II ut /I* + gl II 4~ II* + II uIIP) 
and suppose 
U tt = Lu = f (Ai + &AJu. 
1 
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Then 
d 
E’(t) = Cut 9%I - C l”t ,Aj2U) - $ 5 "jZdUt Y u, + (U, Ut) 
j=l j=l Z=l 
-9 ( 
Ilt P 'i jjl BjAj + i 5 ajZZ + 1) U) 
j=l 24 
and 
9 u)l + g I(“t I -4ju)l) 
i-l 
G ; (II UtII2 + II 21 /I2 + n2 II ut II2 + f II -4p iI*) 
j=l 
< kE, 
where 
C=max(~IaI,I~n,,,+ll), k=g(n*+l). 
j.1 
Consequently, E(t) < eLt E(O), and it follows by the usual density and 
approximation argument hat (4.3) has a unique “solution” with finite energy 
E(t) for any Cauchy data which give finite E(0). 
That is to say, if the initial data ~(0, X) = uO(x) and u,(O, X) = ur(x) satisfy 
E(0) = / [u12 + u: + f f xlc‘z ($$I dx < co, 
k=l Z=l 
then there xists a unique generalized solution f(4.2), which is by definition 
an equivalence lass of Cauchy sequences of strict solutions u”(t) (Cauchy 
sequences in the energy norm-i.e., for t on a compact interval, the energy of 
un - urn goes to zero as n, m + co.) 
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