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Abstract
In this paper, we introduce the following concept which generalizes
known definitions of multiplicative and additive D-stability, Schur D-
stability, H-stability, D-hyperbolicity and many others. Given a subset
D ⊂ C, a matrix class G ⊂Mn×n and a binary operation ◦ on Mn×n, an
n× n matrix A is called (D,G, ◦)-stable if σ(G ◦A) ⊂ D for any G ∈ G.
Such an approach allows us to unite several well-known matrix problems
and to consider common ways of their analysis. Here, we make a sur-
vey of existing results and open problems on different types of stability,
study basic properties of (D,G, ◦)-stable matrices and relations between
different (D,G, ◦)-stability classes.
Hurwitz stability, Schur stability, D-stability, H-stability, diagonal sta-
bility, eigenvalue clustering, Lyapunov equation.
MSC[2010] 15A48, 15A18, 15A75
Introduction
Dynamical systems theory gave rise to many classical matrix problems, basing
on Lyapunov’s idea that stability of a system of ODE can be established through
properties of the corresponding matrix. In this connection, a number of matrix
classes related to different stability types were introduced and studied, but the
further development of systems analysis, including robustness and control, leads
to more and more new matrix problems. Rapid growth in this area in the last
decades caused some separation between classical matrix stability theory and
its systems applications. Nowadays we have the following lines of research.
- Matrix line (for the review see [81], [123], for the examples of open stability
problems see [84], [87], [30]). This line mainly focuses on long-standing
open problems, connected to the classes of structured matrices, introduced
in 1950th–1970th and classical methods of matrix analysis.
- Systems and control line. Here, we most refer to the special monograph by
Kaszkurevicz and Bhaya [106] which collects the results on different types
of diagonal stability and their applications. This research line also includes
modern books in robust control theory (see [23], [17], [20], [145]), a num-
ber of books and papers describing different approaches to stability and
related problems (see [32], [74], [79], [100], [101], [114], [119], [127], [164]),
including modern and classical polynomial methods (see [92], [126], [139]).
This highly applicable research states more general problems connected
to different stability generalizations, mostly in terms of ODE systems and
polynomials, and outlines some ways of their treatment.
1
In this paper, we refresh the link between these two approaches, generalizing
the results obtained for concrete matrix classes, stating more general matrix
problems and analyzing the ways of their solutions.
Let Mn×n denote the set of all real n × n matrices, A be a matrix from
Mn×n, and σ(A) denote the spectrum of A (i.e. the set of all eigenvalues of A
defined as zeroes of its characteristic polynomial fA(λ) := det(λI −A)). Here,
a stability region is a set D ⊆ C with the property: λ ∈ D implies its complex
conjugate λ ∈ D (this property is needed since we study matrices with real
entries). We do not assume any restrictions, (eg. connectivity or convexity) on
D. Given a stability region D, an n × n matrix A is called stable with respect
to D or simply D-stable if σ(A) ⊂ D.
The following matrix classes can be considered as examples of D-stable ma-
trices for different stability regions.
1. An n × n real matrix A is called Hurwitz stable or just stable if all its
eigenvalues have negative real parts (see, for example, [24], [106], [125]).
In matrix literature, positive stability is often referred: matrix is called
positive stable or just stable if all its eigenvalues have positive real parts
(see [81], [94]).
2. An n×n real matrix A is called Schur stable if all its eigenvalues lie inside
the unit circle, i.e. the spectral radius ρ(A) < 1 (see [18], [106]). This
property is mostly referred as convergence of matrices (see [88], p. 137).
3. An n × n real matrix A is called aperiodic if all its eigenvalues are real
(see, for example, [75], p. 860 and [74], p. 92).
In the last decades, matrix and polynomial D-stability, also known as ma-
trix (respectively, polynomial) root clustering has become an attractive area for
researchers. Giving a brief overview, the theory has been developed from the
simplest and the most used partial cases to more and more sophisticated and
general stability regions (see, for example, [74], [101], [102], [103], [4], [10] -[12],
[51], [52]). For the classic examples of the stability regions D, this concept goes
back to Descartes [59] and is developed in the papers by Caushy [48], Sturm
[151], Hermite [80], Routh [141]-[144], Hurwitz [91] (D is the open left-hand
side of the complex plane) and Schur [148], Cohn [53] (D is the open unit disk).
Studying classes of matrices with real (positive) spectra (respectively, polyno-
mials all whose zeroes are real (positive)) (for the beginning, see [162]) can be
also considered a partial case of D-stability (D is the real line or its positive
direction).
Now we provide the central definition of this paper.
General definition. Given a stability region D ⊂ C, a matrix class G ⊂
Mn×n and a binary operation ◦ on Mn×n, we call an n × n matrix A left
(right) (D,G, ◦)-stable if σ(G ◦A) ⊂ D (respectively, σ(A ◦G) ⊂ D) for any
matrix G from the class G. Later on, we use the term ”(D,G, ◦)-stable” for left
(D,G, ◦)-stability.
Basic examples of stability regions are those used in the D-stability defini-
tions, given above.
1. Open left-hand (right-hand) side of the complex plane.
2. Open unit circle.
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3. Real axes or its positive (negative) direction.
To provide the examples of the class G of real n × n matrices, we focus on
the following most important and most studied cases.
1. The class S of symmetric matrices, and its subclasses. Here, we pay special
attention to the class H of symmetric positive definite matrices. Recall,
that an n × n matrix A is called positive definite (positive semidefinite)
if 〈x,Ax〉 > 0 for all nonzero x ∈ Rn (respectively, 〈x,Ax〉 ≥ 0 for all
x ∈ Rn) (for the definition and properties see, for example, [22]).
2. The class D of diagonal matrices and its subclasses.
3. Matrices of finite rank k (1 ≤ k ≤ n).
The most common examples of binary operations on Mn×n are as follows.
1. The operation ” + ” of matrix addition.
2. The operation ” · ” of matrix multiplication.
3. The operation ” ◦ ” of Hadamard (entry-wise) matrix multiplication (for
the definitions and properties see [95]).
This paper offers a detailed account of various connections between the
classes of (D,G, ◦)-stable matrices and gives an overview of the corresponding
results. Due to the broad range of the partial cases of general (D,G, ◦)-stability
definition which have appeared recently and their applications to the linear sys-
tem theory, our main goal is to develop some common methods of studying such
generalizations. In Section 1, we collect the examples of matrix classes which
appeared recently in the literature, describing the corresponding stability re-
gions D, matrix classes G and binary operations ◦. Then, we focus on different
stability regions and their properties, focusing on so-called ”Lyapunov regions”
described by generalizations of the Lyapunov theorem. We consider the most
used matrix classes G, their basic properties and inclusion relations between
them as well as the properties of binary operations on Mn×n. In Section 2, we
state and prove the basic results on (D,G, ◦)-stability, i.e. inclusion relations
among different classes and the properties of elementary operations on (D,G, ◦)-
stable matrices. We also define a generalization of the widely used concept of
Volterra–Lyapunov stability and study its relations to (D,G, ◦)-stability. Sec-
tion 3 provides the ways of the further development of (D,G, ◦)-stability theory,
outlines some open problems and analyzes the applications.
1 (D,G, ◦)-stability: from known to new matrix
classes
1.1 Examples of known (D,G, ◦)-stability classes
The definition of (D,G, ◦)-stability includes the following known matrix classes.
1. An n× n real matrix A is called (multiplicative) D-stable if DA is stable
for every positive diagonal matrix D (i.e., an n×n matrix D with positive
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entries on its principal diagonal, while the rest are zero). Later on, us-
ing the term ”D-stability”, we mostly refer to multiplicative D-stability.
Here, the stability region D is the open right-hand side of the complex
plane, G is the class of positive diagonal matrices, and ◦ is (left-side) ma-
trix multiplication. This matrix class was introduced in [9] in connection
with some problems of mathematical economics. The literature on multi-
plicative D-stability is particularly rich due to a lot of applications (see,
for example, [123], [138], [106] and references therein).
2. An n×n real matrix A is called (multiplicative) H-stable if HA is stable
for every symmetric positive definite matrix H. Here, the stability region
D and the operation ◦ are the same as for D-stability, G is the class of
symmetric positive definite matrices. This matrix class also arises in [9]
under the name of S-stability and later studied (see [45], [47], [135]) under
the name of H-stability.
3. An n × n real matrix A is called (multiplicative) D-positive if all the
eigenvalues of DA are positive for every positive diagonal matrix D. This
definition was given in [15] in connection with stability of mechanic sys-
tems. The stability region D in this case is the positive direction of the
real axes, G is the class of positive diagonal matrices and ◦ is matrix multi-
plication, as before. It is natural to define also the following matrix class:
an n × n real matrix A is called (multiplicative) D-aperiodic if all the
eigenvalues of DA are real for every diagonal matrix D. Here, we extend
the stability region D to the whole real axes and also extend the class G
to the whole class of diagonal matrices from Mn×n.
4. An n× n real matrix A is called Schur D-stable if DA is Schur stable for
every diagonal matrix D with ‖D‖ < 1 (i.e. an n × n diagonal matrix
D with |dii| < 1, i = 1, . . . , n). Here D = {z ∈ C : |z| < 1}, G is
the class of diagonal matrices with ‖D‖ < 1, and ◦ is, as before, matrix
multiplication. This matrix class was defined in [18] in connection with the
study of discrete-time systems, and studied in [39] as convergent multiples.
5. A matrix A is called vertex stable if ρ(DA) < 1 for any real diagonal
matrix D with |D| = 1, i.e. with dii = ±1, i = 1, . . . , n (note that
this matrix class contains only a finite number of matrices). This matrix
class was also defined in [18], in connection with Schur D-stability. The
paper [39] provides different proofs of the basic results on SchurD-stability
and vertex stability. Some generalization of Schur and vertex stability is
studied in [70]: given a matrix A ∈ Mn×n, and a convex polyhedron
B ⊂Mn×n, defined as the convex hull of the finite number of its extreme
matrices B1, . . . , BN . The stability of matrix set
A := {AB : B ∈ B}
is considered. In this case, the operation is matrix multiplication, and
the matrix class G we may consider as infinite (polyhedron) and finite (its
extreme points).
6. An n × n real matrix A is called D-hyperbolic if the eigenvalues of DA
have nonzero real parts for every real nonsingular n×n diagonal matrixD.
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This definition was provided in [1], see also [2], in connection with studying
Hopf bifurcation phenomena of linearized system of differential equations.
In this case, D is the complex plane without imaginary axes, G is the class
of nonsingular diagonal matrices, and ◦ is matrix multiplication.
7. An n × n real matrix A is called additive D-stable if D +A is stable for
every positive diagonal matrix D. According to this, D is the open right-
hand side of the complex plane, G is the class of positive diagonal matrices,
and ◦ is matrix addition. This class was first defined in [55] (referring to
the study of diffusion models of biological systems [76]) under the name
of strong stability.
8. Let, as usual, [n] denotes the set of indices {1, . . . , n}. Given a positive
integer p, 1 ≤ p ≤ n, the set α = (α1, . . . αp), where each αi is a nonempty
subset of [n], αi
⋂
αj = ∅ and [n] =
⋃
i αi, is called a partition of [n].
Without loss of generality, we may assume that each αi, i = 1, . . . , p,
consists of contagious indices. A block diagonal matrix H with diagonal
blocks indexed by α1, . . . αp is called an α-diagonal matrix (see [85]):
H = diag{H [α1], . . . , H [αp]},
where each H [αi] is a principal submatrix of H formed by rows and
columns with indices from αi, i = 1, . . . , p. The following concept was
provided in [85]: given a partition α = (α1, . . . αp), an n× n real matrix
A is called (multiplicative) H(α)-stable if HA is stable for every symmet-
ric positive definite α-diagonal matrix H. Here, the stability region D is
the open right hand side of the complex plane, the operation ◦ is the ma-
trix multiplication, G is the class of symmetric positive definite α-diagonal
matrices denoted by H(α). In [72], in addition, the concept of additive
H(α)-stability was introduced: given a partition α = (α1, . . . αp), an
n × n real matrix A is called additive H(α)-stable if H +A is stable for
every symmetric positive definite α-diagonal matrix H. Here, the opera-
tion ◦ is changed from the matrix multiplication to matrix addition, the
stability region D and the matrix class G are as above.
9. Given a positive integer p, 1 ≤ p ≤ n, let α = (α1, . . . αp) be a partition
of [n]. A diagonal matrixD is called an α-scalar matrix ifD[αk] is a scalar
matrix for every k = 1, . . . , p, i.e.
D = diag{d11I[α1], . . . , dppI[αp]}.
(Here, as before, D[αk] denotes a principal submatrix spanned by rows
and columns with indices from αk). D is called a positive α-scalar matrix
if, in addition, dii > 0, i = 1, . . . , p. Khalil and Kokotovic introduce
the following definition based on the given above matrix class (see [111],
[110] ). An n× n matrix A is called D(α)-stable (relative to the partition
α = (α1, . . . αp)) if DA is stable for every positive α-scalar matrix D.
(Originally, this property was called block D-stability). The stability region
D here is the open right-hand side of the complex plane, G is the class
of positive α-scalar matrices, ◦ is the matrix multiplication (but it is also
natural to use matrix addition to introduce the class of additive D(α)-
stable matrices).
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10. The following definition was provided in [117]: given a positive diagonal
matrix D = diag{d11, . . . , dnn} and a permutation θ = (θ(1), . . . , θ(n))
of the set of indices [n] := {1, . . . , n}, we call the matrix D ordered with
respect to θ, or θ-ordered, if it satisfies the inequalities
dθ(i)θ(i) ≥ dθ(i+1)θ(i+1), i = 1, . . . , n− 1.
A matrix A is called D-stable with respect to the order θ, or Dθ-stable,
if the matrix DA is positive stable for every θ-ordered positive diagonal
matrix D. Moreover, if we consider a union of k classes, defined by the
permutations θ1, . . . , θk, respectively, we denote it Gθ1,...,θk .
11. A matrix A is called D-stable with respect to the set Θ ⊂ Mn×n if DA
is stable for every matrix D ∈ Θ. This approach is used by Kosov for
studying multiplicative D-stability (see [115]). Note, that this is not a
proper decomposition of the set of all positive diagonal matrices. For
studying additive D-stability, the following set is considered (see [115],
[140]):
Θ0 =
∏
(0, dmaxii ) =
diag(dii, 0 < dii < d
max
ii < +∞, i = 1, 2, . . . n).
12. A real matrix A is called Hadamard H-stable if H ◦A is stable for every
symmetric positive definite matrix H ∈Mn×n. Here the domain D is the
open right-hand side of the complex plane, G is the class of symmetric
positive definite matrices, ◦ is the Hadamard (entry-wise) matrix multi-
plication. This definition was introduced by Johnson (see [95], p. 304)
and was called by the author Schur stability. But, since the term ”Schur
stable” is already reserved for matrices which spectral radius is less than
1, we refer to this property as to Hadamard H-stability.
13. The following matrix classes were introduced in [98] in order to ”interpo-
late” the matrix properties and the properties of sign pattern classes, in
particular, the classes of D-stable and sign-stable matrices. An n×n real
matrix A is called Bk-stable (to belong to the class Bk) if the Hadamard
product B ◦ A is positive stable for every entry-wise positive matrix
B ∈Mn×n with rank(B) ≤ k. Here, the domain D is the open right-hand
side of the complex plane, G is the class of entry-wise positive matrices of
finite rank k and ◦ is the Hadamard matrix multiplication. By varying
the class G, the authors also introduce the class of B+k -stable matrices: an
n× n real matrix A is called B+k -stable (to belong to the class B
+
k ) if the
Hadamard product B ◦A is positive stable for every matrix B ∈ Mn×n
such that
B = B1 +B2 + . . .+Bk,
where each Bi is entry-wise positive, rank(Bi) = 1, i = 1, 2, . . . , k.
14. Changing the stability region D to C \ {0}, the same kind of interpola-
tion between nonsingular and sign nonsingular matrices was introduced
in [98] (see [98], p. 368). An n × n matrix A is called Bk-nonsingular if
the Hadamard product B ◦A is nonsingular for every entry-wise positive
matrix B ∈ Mn×n with rank(B) ≤ k (in [98], this matrix class is denoted
by Ln,k). For strong forms of nonsingularity, see also [60].
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15. Given an n×n matrix A, consider its finite-rank perturbation of the form
A˜ = A+B, (1)
where B ∈ Mn×n with rank(B) ≤ k, k = 1, . . . , n. If rank(B) = 1,
Equality (1) may be written as
A˜ = A+ x⊗ y,
where x, y ∈ Rn. The following problem studied by Barkovsky (see [14],
[16]): given an n × n matrix A and two vectors x, y ∈ Rn, when all
the matrices A˜τ = A + τ(x ⊗ y) have real spectra? This problem can
be considered as establishing (D,G, ◦)-stability, where the stability region
D is the real axes, G is a parametric rank-one matrix family of the form
{τ(x ⊗ y)}τ∈R, the operation ◦ is matrix addition. For the problems of
this type, see also [65], [30].
The following generalization of D-stability for two fixed stability regions:
the open right-hand side of the complex plane and the interior of the unit disk
was defined in [40] (see [40], p. 152). By fixing the operation ◦ as matrix
multiplication and varying the class G ⊂ Mn×n, the following definitions were
obtained: an n × n real matrix A is called G-stable (G-convergent) if GA is
positive stable (respectively, convergent) for every matrix G from the selected
matrix class G. The concept of ”set product”, when a matrix class G is multiplied
by a given matrix A is further studied in [21] and [41].
1.2 Stability regions
The theory of stability in some generalized regions known as root clustering was
mainly developed in 1980th by Gutman and Jury (see [75]) and continued in
[73], [74], [101], where a lot of special classes of stability regions were analyzed.
Here, we refer to [90], [120], [129], [124] (disk regions), [7], [27], [7], [28], [29],
[131], [152] (sector regions). The methods of studying (D,G, ◦)-stability are
mainly defined by the methods of stability region description and of studying
D-stable matrices.
The approach we will use later is based on the necessary and sufficient con-
dition of matrix stability, proved by Lyapunov (see, for example, [24], [68], for
exact formulation see [67], [81], p. 164, Theorem 2.4).
Theorem 1 (Lyapynov) An n×n matrix A is (positive) stable if and only if
there exists a symmetric positive definite matrix H such that the matrix
HA+ATH
is positive definite.
Equivalently, we analyze the solvability of the Lyapunov equation
HA+ATH =W, (2)
where W is a symmetric positive definite matrix, in the class H of symmetric
positive definite matrices.
For a class of more general stability regions D, we need the following gen-
eralization of Lyapunov theorem, obtained by Hill (see [86], also [163], p. 140,
Theorem 1).
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Theorem 2 If an n× n matrix A satisfies the matrix equation
n−1∑
i,j=0
cij(A
T )iHAj =W, cij = cji (3)
with a symmetric positive definite matrix H, then
1. W is a symmetric positive definite matrix implies
f(λ) :=
n−1∑
i,j=0
cijλ
i
λj > 0;
2. W is a symmetric positive semidefinite matrix implies
f(λ) :=
n−1∑
i,j=0
cijλ
i
λj ≥ 0;
3. W = 0 implies
f(λ) :=
n−1∑
i,j=0
cijλ
i
λj = 0.
Consider the special cases of Theorem 2 describing the most used stability
regions:
1. Case I. D = {λ ∈ C : Re(λ) > 0}. Here, we deal with the classical
Lyapunov equation (2).
2. Case II. D = {λ ∈ C : Re(λ) 6= 0}. Here, instead of Lyapynov theorem,
we deal with the following theorem proved in [135, p. 76] (see [135], p.
76, Theorem 1).
Theorem 3 An n× n matrix A has no pure imaginary eigenvalues (i.e.
with zero real parts) if and only if there exists a symmetric matrix H such
that the matrix
W := HA+ATH
is positive definite. Then we have In(H) = In(A).
3. Case III. D = {λ ∈ C : |λ| < 1}. Here, an analougous statement will be
used (see [150], also [163]).
Theorem 4 (Stein) An n × n matrix A is Schur stable if and only if
there exists a symmetric positive definite matrix H such that the matrix
W := H−ATHA (4)
is positive definite.
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1.3 Matrix classes and their properties
Here, we collect and analyze the most studied cases of matrix classes G. We are
especially interested in the following basic facts.
1. The inclusion relations between the studied matrix classes.
2. For a given group operation ◦ onMn×n, if G is closed with respect to this
operation, moreover, if (G, ◦) form a subgroup.
3. Commutators of the class G and transformations that leave this class in-
variant.
Now let us consider the following matrix classes.
1. Class S of symmetric matrices from Mn×n. This matrix class, as well
as all its subclasses, is closed with respect to matrix transposition. Class
S equipped with the operation of matrix addition forms a group, non-
singular symmetric matrices form a group with respect to matrix mul-
tiplication, and matrices without zero entries form a group with respect
to Hadamard matrix multiplication. To study commutators, we need the
following lemma (see [88], p. 172).
Lemma 1 Let A, B be symmetric matrices. Then AB is also symmetric
if and only if A and B commute.
2. Class H of symmetric positive definite matrices. Here, we mention the fol-
lowing characterization (see [22], p. 2): a matrix A ∈Mn×n is symmetric
positive definite if and only if A = BTB for some matrix B ∈ Mn×n. The
class of symmetric positive definite matrices is closed under Hadamard
multiplication (first proved in [147], see also [22]) and under matrix addi-
tion. However, for A,B ∈ H, the usual matrix product AB belongs to H
if and only if A and B commute ([22]). Class H is also closed with respect
to multiplicative inverse.
3. Class Hα of symmetric α-diagonal matrices, for a given partition α =
(α1, . . . αp) of [n]. Recall, that an n×n matrix H is called an α-diagonal
matrix if its principal submatrices H[αi] (formed by rows and columns
with indices from αi, i = 1, . . . , p) are nonzero, while the rest of the
entries is zero. This class forms a group with respect to matrix addition.
4. Class D of diagonal matrices. This class form a group under operation
of matrix addition. Nonsingular diagonal matrices also form an abelian
group with respect to matrix multiplication.
5. Sign pattern classes DS . First, define a sign pattern Sign(D) of a diagonal
matrix D as follows:
Sign(D) := diag{sign(d11), . . . , sign(dnn)}.
Two diagonal matrices D1 and D2 are said to belong to the same sign
pattern class if Sign(D1) = Sign(D2). For a given sign pattern S, define
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DS as a sign pattern class of diagonal matrices. The set of all sign pat-
tern classes covers the set of all diagonal matrices. So we have a proper
decomposition
G =
⋃
S
G(S).
Sign pattern classes are studied in connection with matrix inertia proper-
ties, D-hyperbolicity and Schur D-stability.
6. Class D+ of positive diagonal matrices. This class is closed with respect
to matrix addition forms abelian group matrix multiplications.
7. Class Dα of α-scalar matrices (resp. D+α of positive α-scalar matrices).
Recall that, for a given partition α = (α1, . . . αp) of [n], 1 ≤ p ≤ n, a
diagonal matrix D is called an α-scalar matrix if D[αk] is a scalar matrix
for every k = 1, . . . , p, i.e.
D = diag{d11Iα1 , . . . , dppIαp}.
D is called a positive α-scalar matrix if, in addition, dii > 0, i = 1, . . . , p.
For studying this matrix class, see [85], [161], [111] and [1], [2]. For a
fixed α, the class Dα is closed with respect to matrix addition and forms
abelian group with respect to matrix multiplication.
8. Class Dθ of positive diagonal matrices ordered with respect to a given
permutation θ ∈ Θ[n] and a union Dθ1,...,θk of k classes, defined by the
permutations θ1, . . . , θk (Recall that a positive diagonal matrix D =
diag{d11, . . . , dnn} is called ordered with respect to a permutation θ =
(θ(1), . . . , θ(n)) of [n], or θ-ordered, if it satisfies the inequalities
dθ(i)θ(i) ≥ dθ(i+1)θ(i+1), i = 1, . . . , n− 1.
In what follows, Θ[n] denotes, as usual, the set of all the permutations of
[n]. Obviously,
D =
⋃
θ∈Θ[n]
Dθ.
This class is closed with respect to matrix addition and matrix multipli-
cation, however, does not contain multiple inverses.
9. Class DΘ of diagonal matrices satisfying the inequalities
Θ =
∏
(dminii , d
max
ii ) =
diag(dii, 0 < d
min
ii < dii < d
max
ii < +∞, i = 1, 2, . . . n);
and class DΘ0 , where
Θ0 =
∏
(0, dmaxii ) =
diag(dii, 0 < dii < d
max
ii < +∞, i = 1, 2, . . . n).
10. Class DV of vertex diagonal matrices. Recall that a real diagonal matrix
D is called vertex diagonal if |D| = 1, i.e. |dii| = 1 for any i = 1, . . . , n
([18]).
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11. Now let us consider the following characterizations of a θ-ordered matrix
D:
dmax(D) := max
i
dθ(i)θ(i)
dθ(i+1)θ(i+1)
, i = 1, . . . , n.
dmin(D) := min
i
dθ(i)θ(i)
dθ(i+1)θ(i+1)
, i = 1, . . . , n.
According to the definition, 1 ≤ dmin(D) ≤ dmax(D) for every positive
diagonal matrix D.
Here, we have the following chains of inclusions:
D+α ⊂ D
+ ⊂ Hα ⊂ H. (5)
Now let us consider the following pairwise commuting subclasses of H:
1. (H, I), where the class I consists of the only one identity matrix I.
2. (Hα,Dα) (α-scalar diagonal matrices commute with α-block symmetric
matrices).
3. (D,D) (diagonal matrices commute within themselves).
1.4 Binary operations
Basic definitions and properties Let us recall the following definitions and
properties we will use later. Consider a binary operation ◦ on a matrix class
G0 ⊆Mn×n:
◦ : G0 × G0 →M
n×n.
For the further study, it would be convenient to assume that the class G belongs
to G0 to avoid the question of spreading the binary operation ◦ to the matrices
from G. Let us mention the following operation properties (see, for example,
[56]).
1. Associativity
A ◦ (B ◦C) = (A ◦B) ◦C
for every A,B,C ∈ G0.
2. There exists an identity element L ∈ G0:
L ◦A = A ◦ L = A
for every A ∈ G0.
3. There exist inverses: for every A ∈ G0, there is A−1 ∈ G0 such that
A ◦A−1 = A−1 ◦A = L.
4. Commutativity
A ◦B = B ◦A
for every A,B ∈ G0.
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A group (G0, ◦) is a set G0 equipped with a binary operation ◦, which satisfies
Properties 1-3. If, in addition, the operation ◦ satisfies Property 4, a group
(G0, ◦) is called abelian. If G ⊂ G0 ⊆ M
n×n and is closed with respect to ◦
then (G, ◦) is a subgroup of (G0, ◦) if ◦ satisfies Properties 1-3 on G. Any matrix
property, that is preserved under operation ◦, the identity element and inverses
with respect to ◦ can form a subgroup with respect to ◦.
A group (G0, ◦) is called topological if it is a topological space and the group
operation ◦ is continuous in this topological space. For the definition and theory
of topological groups, we refer to [136], for more detailed study of the question
see [8]). In some cases, we will also assume that the class G forms a subgroup
of the topological group G0 (i.e. a subgroup, which is a closed subspace in the
topological space G0).
We may also consider more theoretical examples, which arises mostly in
control theory, i.e. Lyapunov operator (see [22]) and its generalizations, block
Hadamard product (see [89], [54]), Redheffer product (see [155]), Hurwitz prod-
uct (for the definition see, for example, [6]), the max-algebra operations (see
[36]), sub-direct sums (see [62]).
Relations to matrix addition and matrix multiplication First, let us
consider operation of matrix addition. Later, we need the following cases.
1. The operation ◦ and matrix addition + are connected with the rule of
associativity
(A ◦B) +C = A ◦ (B+C). (6)
For example, ◦ is also matrix addition.
2. The operation ◦ is distributive over +
(A+B) ◦C = (A ◦C) + (B ◦C). (7)
Here, we consider the operations of usual and Hadamard matrix multipli-
cation.
3. The operation + is distributive over ◦
A+ (B ◦C) = (A+B) ◦ (A+C). (8)
As an example, we consider the operation of entry-wise maximum.
Note, that for an arbitrary operation ◦ none of the above formulae may hold.
Scalar multiplication
1. The operation of multiplication by a scalar α ∈ R is connected to the
operation ◦ by the rules of associativity and commutativity:
α(A ◦B) = (αA) ◦B = A ◦ (αB) (9)
for every A,B ∈Mn×n.
Examples. Matrix multiplication, Hadamard matrix multiplication.
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2. The operation of scalar multiplication is connected to the operation ◦ by
the rule of distributivity:
α(A ◦B) = (αA) ◦ (αB) (10)
for every A,B ∈Mn×n.
Examples. Matrix addition, matrix maximum.
Matrix multiplication. Now let us consider the relations between ◦ and
matrix multiplication. Later, we consider one of the following cases:
1. Associativity:
A ◦ (BC) = (AB) ◦C (11)
Examples: matrix multiplication.
2. Distributivity (the operation ◦ is distributive over matrix multiplication):
A ◦ (BC) = (A ◦B)(A ◦C) (12)
3. Distributivity (matrix multiplication is distributive over ◦):
A(B ◦C) = (AB) ◦ (AC) (13)
Examples: matrix addition.
2 Elementary properties of (D, G, ◦)-stability
classes
2.1 Inclusion relations and topological properties
Here, we collect basic statements describing the class of (D, G, ◦)-stable ma-
trices.
First, let us mention a topological property, which shows if the definition of
(D, G, ◦)-stability is meaningful, i.e. if the defined class of (D, G, ◦)-stable
matrices is nonempty.
Theorem 5 Given a bounded (in absolute value) stability region D ⊆ C, a
matrix class G ⊂ Mn×n and a continuous binary operation ◦ onMn×n×Mn×n.
Then, for the class of (D,G, ◦)-stable matrices to be nonempty it is necessary
the class G be bounded in Mn×n with respect to any matrix norm.
Proof. Let the matrix class G be unbounded, i.e. there exists a sequence
{Gi}∞i=1 from G with ‖Gi‖ → ∞. Let there exist at least one (D, G, ◦)-stable
matrix A. By definition, σ(G ◦A) ⊂ D for all G ∈ G. Since D is bounded in
C, there is a positive value R such that |λ| ≤ R for all λ ∈ D. Thus the spectral
radius ρ(G◦A) ≤ R for allG ∈ G. By the continuity of the operation ◦, we have
‖Gi ◦A‖ → ∞ as ‖Gi‖ → ∞ for any fixed A, which implies ρ(Gi ◦A) → ∞
as well. Thus we came to a contradiction. 
Example. Consider any bounded stability region D ⊆ C and Mn×n
equipped with the operations of matrix addition and matrix multiplication.
Then the inequalities
‖A+G‖ ≥ ‖G‖ − ‖A‖;
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‖AG‖ ≥ ‖G‖
1
‖A−1‖
imply the boundness of the matrix class G.
The next results deal with basic inclusion relations between different classes
of (D,G, ◦)-stable matrices.
Theorem 6 Let D ⊂ C be a stability region of the complex plane, G ⊂ Mn×n
be a matrix class and ◦ be a binary operation on Mn×n. Then
1. for any subset D1 of the complex plane such that D1 ⊆ D, the class of
(D1, G, ◦)-stable matrices belongs to the class of (D, G, ◦)-stable matri-
ces.
2. for any matrix class G1 such that G1 ⊆ G, conversely, the class of (D, G, ◦)-
stable matrices belongs to the class of (D, G1, ◦)-stable matrices. In par-
ticular, if
G =
⋃
i∈I
Gi,
a matrix A is (D, G, ◦)-stable if and only if it is (D, Gi, ◦)-stable for
any i ∈ I.
Proof. The proof obviously follows from the definition of (D, G1, ◦)-stability.
Example 1. Let G be the class of positive diagonal matrices, ◦ be matrix
multiplication. The following inclusion relations between (D, G, ◦)-stability
classes are based on the inclusion relations between the corresponding stability
regions (the positive direction of the real axes belongs to the open right half
plane of the complex plane which belongs to the complex plane without the
imaginary axes):
D-positive matrices ⊂ D-stable matrices ⊂ D-hyperbolic matrices.
Example 2. The following relations are based on the inclusion chain 5
between matrix classes.
H-stable matrices ⊂ Hα-stable matrices ⊂ D-stable matrices ⊂
Dα-stable matrices ⊂ stable matrices.
The relation
H-stable matrices ⊂ D-stable matrices
is pointed out in [9].
Example 3. Let α and β be two partitions of the set [n], such that β ⊆ α.
Then
Hβ-stable matrices ⊂ Hα-stable matrices
and
Dα-stable matrices ⊂ Dβ-stable matrices.
The inclusion
additive Hβ-stable matrices ⊂ additive Hα-stable matrices
was pointed out in [72] (see [72], p. 327, Theorem 2.1).
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Example 4. The class of Schur D-stable matrices belongs to the class of
vertex D-stable matrices. In some cases (n = 3 (see [63], p. 20, Theorem 2.7),
tridiagonal matrices (see [64], p. 46, Theorem 4.2), some others) these classes
coincide.
Example 5.
Dθ-stable matrices ⊂ D-stable matrices,
for any permutation θ of the set [n]. Let us consider the decompositions of the
class of D-stable matrices. The following statement was proven in [117].
Lemma 2 A matrix A is D-stable if and only if it is Dθ-stable for any θ ∈ Θ[n].
Now we make the most common observation which may be used describing
the class of (D,G, ◦)-stable matrices.
Theorem 7 Given a stability region D ⊂ C, a matrix class G ⊂ Mn×n and
a binary operation ◦ on Mn×n, any condition on matrices which implies D-
stability and which is preserved under G ◦ (·) for any G from the class G, is
sufficient for (D,G, ◦)-stability.
The proof is obvious. This is a generalization of a simple observation, made by
Johnson for the case of multiplicative D-stability (see [94], p. 54, Observation
(i)).
However, in each special case, there may be other classes, not covered by
this reasoning.
Finally, let us consider the following result on the belonging to the class of
(D,G, ◦)-stable matrices and the connection to D-stability.
Theorem 8 Let D be an arbitrary stability region and ◦ be a group operation
on Mn×n. Then
1. If the matrix class G ⊂ Mn×n is closed with respect to the operation ◦, then
A is (D,G, ◦)-stable implies G ◦A is (D,G, ◦)-stable for any A ∈ Mn×n
and any G ∈ G.
2. If the matrix class G includes the identity element L (with respect to the
operation ◦), then every (D,G, ◦)-stable matrix is D-stable.
3. If G forms a subgroup with respect to the operation ◦, then G0 ◦ A is
(D,G, ◦)-stable for at least one matrix G0 ∈ G implies A is D-stable and
(D,G, ◦)-stable.
Proof.
1. Let A be (D,G, ◦)-stable. Consider G ◦A, for an arbitrary G ∈ G. Then,
taking an arbitrary G0 ∈ G, we obtain
G0 ◦ (G ◦A) = [associativity] = (G0 ◦G) ◦A =
= G1 ◦A,
where G1 := G0 ◦G ∈ G due to its closeness. Thus σ(G0 ◦ (G ◦A)) =
σ(G1 ◦A) ⊂ D for any G ∈ G.
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2. Let A be a (D,G, ◦)-stable matrix. Then obviously σ(A) = σ(LA) ⊂ D.
3. Let G0 ◦A be (D,G, ◦)-stable. Consider A. Then
G ◦A = G ◦ L ◦A = G ◦ (G−10 G0) ◦A =
= [associativity] = (G ◦G−10 ) ◦ (G0 ◦A) = G1 ◦ (G0 ◦A),
where G1 := G ◦G
−1
0 ∈ G. Thus σ(G ◦A) = σ(G1 ◦ (G0 ◦A)) ⊂ D.

Consider the operation of matrix addition, then the identity element is a zero
matrix O. For matrix multiplication, it is an identity matrix I, for Hadamard
multiplication, it is a matrix E with all the entries eij = 1.
Corollary 1 (See, for example, [123], p. 79.)
1. The set of (multiplicative) D-stable matrices is invariant under multipli-
cation by a positive diagonal matrix D.
2. Any D-stable matrix is stable.
2.2 Basic properties of (D, G, ◦)-stable matrices
Here, we consider some basic matrix operations, which preserve the class of
(D, G, ◦)-stable matrices for some specified stability regions D, matrix classes
G and binary operations ◦. We mostly focus on the properties of the binary
operation ◦.
Transposition First, consider AT (the transpose of A).
Theorem 9 Let D ⊂ C be an arbitrary (symmetric with respect to the real
axes) stability region, G ⊂ Mn×n be an arbitrary matrix class and ◦ be a binary
operation, satisfying the following property:
(G ◦A)T = AT ◦GT (14)
for any matrix A ∈ Mn×n and any G ∈ G. Then a matrix A is left (D, G, ◦)-
stable if and only if AT is right (D, GT , ◦)-stable. If, in addition, G is closed
with respect to the matrix transposition (i.e. G ∈ G if and only if GT ∈ G) and
the equality
σ(G ◦A) = σ(A ◦G) (15)
holds, then A is (D, G, ◦)-stable if and only if AT is (D, G, ◦)-stable.
Proof. Let A be left (D, G, ◦)-stable. Consider AT . Take arbitrary G˜ from
the class GT . Applying Property (14) to G˜ ◦AT , we obtain
AT ◦ G˜ = (G˜T ◦A)T ,
which implies
σ(AT ◦ G˜) = σ(G˜T ◦A)T = σ(G˜T ◦A)
since the spectra of real-valued matrices are symmetric with respect to the real
axes. The inclusion GT ∈ G implies σ(GT ◦A) ⊂ D.
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The second part of the lemma obviously follows from Property (15). 
Subsection 1.4 shows that the operations of matrix multiplication, matrix
addition and Hadamard matrix multiplication satisfy Property (14) and Prop-
erty (15). All the matrix classes, mentioned in Subsection 1.3, are closed with
respect to matrix transposition. Classes Bk and B
+
k are also closed with re-
spect to matrix transposition. Thus the (D, G, ◦)-stability classes mentioned
in Subsection 1.1, except, probably, Class 15, satisfy the conditions of the above
theorem. For many of them, it was pointed out before, see, for example, the
following corollaries.
Corollary 2 The following statements hold: A is multiplicative D-stable if and
only if AT is multiplicative D-stable (see [99]).
Corollary 3 A is multiplicative D-positive if and only if AT is multiplicative
D-positive (see [15]).
Corollary 4 A is Bk-stable if and only if A
T is Bk-stable (see [98]).
Inversion Now, suppose ◦ be associative and invertible and consider (◦A)−1
(the inverse of A with respect to the binary operation ◦).
Assume that there are two stability regions D, D˜ ⊂ C such that
σ(A) ⊂ D implies σ((◦A)−1) ⊂ D˜. (16)
In particular cases, we know a one-to-one mapping ϕ : C → C which connects
the spectra of A and (◦A)−1:
σ((◦A)−1) = ϕ(σ(A)).
The following statement holds.
Theorem 10 Let ◦ be an associative and invertible matrix operation, D and
D˜ ⊂ C be two stability regions connected by Property (16), and G ⊂ Mn×n be a
class of invertible with respect to ◦ matrices. Then a matrix A is left (D, G, ◦)-
stable implies (◦A)−1 is right (D˜, G−1, ◦)-stable. If, in addition, the region D˜
is also connected to the region D by Property (16), i.e.
σ((◦A)−1) ⊂ D˜ implies σ(A) ⊂ D,
matrix class G ⊂Mn×n is closed with respect to ◦-inversion and Property (15)
holds, then A is (D, G, ◦)-stable if and only if (◦A)−1 is (D, G, ◦)-stable.
Proof. For the proof of the first part, let A be (D, G, ◦)-stable. Consider
(◦A)−1. Taking arbitrary (◦G)−1 from the class G−1, by associativity and
invertibility we obtain:
(◦A)−1 ◦ (◦G)−1 = (◦(G ◦A−1))−1.
Since σ(G ◦A) ∈ D, we have σ((◦A)−1 ◦ (◦G)−1) = σ((◦(G ◦A−1))−1) ⊂ D˜.
The second part of the lemma is by applying the same reasoning and Prop-
erty (15) to (◦A)−1. 
For matrix addition and matrix multiplication, we know the concrete func-
tions ϕ·(λ) =
1
λ
and ϕ+(λ) = −λ. The regions, invariant with respect to ϕ· are
the following:
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- the circle {λ ∈ C : |λ| = 1};
- conic regions (both positive and negative directions of the real axes, the
imaginary axes, sector regions, left and right half-planes of the complex
plane, the complex plane without the imaginary axes, etc), without the
origin.
The regions, invariant with respect to ϕ+ are:
- the unit disc;
- line-containing regions (the real and imaginary axes, the complex plane
without the imaginary axes, etc).
The matrix classes G ⊂ Mn×n which are closed with respect to multiplica-
tive inverse are symmetric and symmetric positive definite matrices, α-block
diagonal matrices, diagonal matrices and any fixed sign pattern class of diago-
nal matrices, α-scalar matrices and vertex diagonal matrices. The classes which
are closed with respect to the additive inverse are: symmetric, diagonal and
vertex diagonal matrices.
Thus, the following (D, G, ◦)-stability classes satisfy the conditions of The-
orem 10: D-stable, Dα-stable, D-positive, D-hyperbolic, H-stable, Hα-stable
matrices.
For different partial cases of the general definition of (D, G, ◦)-stability, the
following observations were obtained.
Corollary 5 A is multiplicative D-stable if and only if A−1 is multiplicative
D-stable (see [99]).
Corollary 6 A is multiplicative D-positive if and only if A−1 is multiplicative
D-positive (see [15]).
Multiplication by a scalar Given a finite or infinite interval (α, α) of the
real line, we refer to the properties (9) and (10) (see Section 4) connecting
a binary operation ◦ to the operation of scalar multiplication. The following
statement holds.
Theorem 11 Let (α, α) ⊆ R be a finite or infinite interval, D ⊂ C be a stability
region satisfying αλ ∈ D for any λ ∈ D, α ∈ (α, α), G ⊂ Mn×n be an arbitrary
matrix class and ◦ be a binary operation. If one of the following cases holds
1. the operation ◦ is connected to scalar multiplication by Property (9)
2. ◦ is connected to scalar multiplication by Property (10) and the matrix
class G ⊂ Mn×n satisfies 1
α
G ∈ G for any G ∈ G and any α ∈ (α, α).
then a matrix A is (D, G, ◦)-stable implies αA is (D, G, ◦)-stable for any
α ∈ (α, α).
Proof.
1. Since G ◦ (αA) = α(G ◦A) and αD ⊆ D, we have
σ(G ◦ (αA)) = ασ(G ◦A) ⊂ D.
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2. Since G ◦ (αA) = α(( 1
α
G) ◦A) and 1
α
G ∈ G and αD ⊆ D, we have
σ(G ◦ (αA)) = ασ((
1
α
G) ◦A) ⊂ D.

Considering (α, α) = R (except, probably, zero), we obtain that the domain
D consists of lines coming through the origin. Thus if A is a D-hyperbolic
matrix, αA is also D-hyperbolic for any α ∈ R. In its turn, considering (α, α) =
(0,+∞) (except, probably, zero), we obtain that the domain D consists of half-
lines coming from the origin. As examples, we may consider positive direction
of the real axes, open and closed right (left) halfplane and so on. Thus if A
is D-positive (D-stable), αA is also D-positive (respectively, D-stable) for any
α > 0. Considering (α, α) = (−1, 1), we obtain, that the multiplication by α
maps the unit disk D = {z ∈ C : |z| < 1} into itself. Thus if A is Schur
D-stable, αA is also Schur D-stable for any α ∈ (−1, 1).
Similarity transformations Here, we consider the following question: given
a nonsingular matrix S and a (D,G, ◦)-stable matrix A, when SAS−1 is again
(D,G, ◦)-stable? I.e. we describe the class of similarity transformation that
preserve (D,G, ◦)-stability.
Theorem 12 Given a class of nonsingular matrices S ⊂ Mn×n (closed with
respect to multiplicative inversion), a stability region D ⊂ C, a matrix class
G ⊂ Mn×n and a binary matrix operation ◦. If one of the following cases holds
1. the operation ◦ is matrix multiplication and matrix class S commutes with
the matrix class G;
2. If the operation ◦ is connected to matrix multiplication by Property (13)
and the matrix class G is invariant with respect to the linear transforma-
tions from S
then a matrix SAS−1 is (D,G, ◦)-stable if and only if A is (D,G, ◦)-stable.
Proof. Case 1. Let A be multiplicative (D,G)-stable. Consider SAS−1. Since
an arbitrary G ∈ G commutes with an arbitrary S ∈ S, we have
GSAS−1 = SGAS−1 = S(GA)S−1.
Since
σ(S(GA)S−1) = σ(GA) ⊂ D
we obtain that SAS−1 is also multiplicative (D,G)-stable. For the inverse direc-
tion is enough to notice that if B := SAS−1 then A = S−1BS andG commutes
with S if and only if G commutes with S−1.
Case 2. Let A be (D,G, ◦)-stable. Consider SAS−1. Applying Property
(13), we obtain
G ◦ SAS−1 = (SS−1G) ◦ (SAS−1) = S(S−1GSS−1) ◦ (AS−1) =
= S(S−1GS ◦A)S−1 = S(G˜ ◦A)S−1,
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where G˜ = S−1GS ∈ G. Since
σ(S(G˜ ◦A)S−1) = σ(G˜ ◦A) ⊂ D,
we obtain that SAS−1 is (D,G, ◦)-stable. The proof for the inverse direction
copies the same reasoning. 
Here, let us consider several matrix classes and their commutators. As it
is known, the class G of diagonal matrices commutes with itself and with the
class of permutation matrices. Thus we obtain the following statement (see, for
example, [15], p. 68 for the case of D-positive matrices, [9], p. 450, Theorem 2
and [94], p. 54, Observation (ii), for the case of D-stable matrices).
Corollary 7 Let A belong to one of the following classes: D-stable matrices,
D-positive matrices, Schur D-stable matrices or D-hyperbolic matrices. Then
the matrices DAD−1, where D is a diagonal matrix and PAP−1, where P is a
permutation matrix, also belongs to the same class.
2.3 Generalized diagonal stability and sufficient conditions
of (D,G, ◦)-stability
Here, we consider a stability regionD, defined by generalized Lyapunov equation
(3) and provide the following definition.
Given a stability region D, defined by Equation (3) and a subclass P of the
class of symmetric positive definite matrices H, we call a matrix A Volterra–
Lyapunov (D,P)-stable, if Equation (3) admits a solution in the matrix class
P , i.e. if there exists a matrix P ∈ P such that
W :=
n−1∑
i,j=0
cij(A
T )iPAj
is positive definite.
As partial cases, we mention the following matrix classes.
1. An n×n real matrix A is called diagonally stable if there exists a positive
diagonal matrix D such that DA + ATD is positive definite. In this
case, the matrix D is called a Lyapunov scaling factor of A. The concept
of diagonal stability arises in [138], referring [9] as a characterization of
multiplicative D-stability. The property of diagonal stability is studied in
[55] as Volterra–Lyapunov stability and in [123] as dissipativity. For other
references and tittles of this property, see [123], p. 82. Here, the stability
region is the left hand side of the complex plane, described by classical
Lyapunov equation (2), the matrix class P is the class of positive diagonal
matrices.
2. An n×n real matrix A is called α-scalar diagonally stable if there exists a
positive diagonal α-scalar matrix Dα such that DαA+A
TDα is positive
definite. This matrix class was introduced in [85] under the name of
Lyapunov α-scalar stability and then studied in [72], [161]. Here, the
stability region is again the left hand side of the complex plane, the matrix
class P is the class of α-scalar positive diagonal matrices.
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3. An n× n real matrix A is called α-block diagonally stable if there exists a
block symmetric positive definite matrix Hα such that HαA +A
THα is
positive definite. This matrix class was mentioned in [111] in connection
with the study of Dα-stable matrices and studied in [1] in connection with
robust stability properties. For the applications, see also [108]. Here, the
stability region is again the left hand side of the complex plane, the matrix
class P is the class of α-block symmetric positive definite matrices.
4. An n × n real (not necessarily symmetric) matrix A is called positive
definite if its symmetric part A + AT is positive definite. This matrix
class was introduced in [93] as a generalization of positive definiteness to
non-symmetric matrices. As an equivalent characterization, it was stated
that A+AT is positive definite if and only if xTAx > 0 for every nonzero
vector x ∈ Rn. For such matrices, the term L-stability is also used (see
[72]). Here, the stability region is again the left hand side of the complex
plane, the matrix class P consists of the only one identity matrix I.
5. An n × n real matrix A is called Schur diagonally stable if there exists
a positive diagonal matrix D such that D −ATDA is positive definite.
This definition was given in [18]. Here, the stability region is the unit
disk, defined by the Stein equation (4), the matrix class P is the class of
positive diagonal matrices.
In connection with the definition of generalized Volterra–Lyapunov stability,
the following crucial question arises: given a Lyapunov stability region D, two
matrix classes P ⊂ H and G ⊂ Mn×n, and a binary operation ◦ onMn×n, how
the class of Volterra–Lyapunov (D,P)-stable matrices is connected to the class
of (D, G, ◦)-stable matrices?
Here, we consider the following most simple cases.
Theorem 13 Let D = {λ ∈ C : Re(λ) > 0}, P ,G ⊆ H be two commuting
subclasses of symmetric positive definite matrices, and ◦ be matrix multiplication
or matrix addition. Then an n× n matrix A is both multiplicative and additive
(D,G)-stable if there exist a matrix P ∈ P such that
W := PA+ATP (17)
is positive definite.
Proof. First, let us consider the case of matrix multiplication. Let W :=
PA +ATP be symmetric positive definite for some P ∈ P . Then, multiplying
Equality (17) from the both sides on arbitrary G ∈ G, we obtain
GWG := GPAG+GATPG
GWG := (GP)(AG) + (AG)T (GP)
From properties of positive definite matrices (see Subsection 1.3) we obtain
that GWG and GP are also symmetric positive definite. Thus AG is stable
by Lyapunov theorem.
Now let ◦ be the operation of matrix addition. Again, let W := PA+ATP
be symmetric positive definite for some P ∈ P . Consider W˜ := P(A +G) +
(A+G)TP. Then
W˜ := PA+PG+ATP+GP =
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W + (PG+GP).
It follows from the commutativity of positive definite classes P and G that
PG+GP is also symmetric positive definite (see properties in Subsection 1.3).
Thus W˜ is symmetric positive definite as a sum of positive definite matrices. 
Corollary 8 Diagonally stable matrices are multiplicative D-stable (see [9]).
Corollary 9 Positive definite (not necessarily symmetric) matrices are H-stable
(see [9], p. 449, Theorem 1, also [135], p. 82).
Corollary 10 α-scalar diagonally stable matrices are Hα-stable (see [85], p.
45, Theorem 4.4).
Corollary 11 α-block diagonally stable matrices are Dα-stable (see [111], also
[1]).
For the class of positive diagonal matrices, the existence of positive diagonal
solution of Lyapunov equation (2) is sufficient, but not necessary for D-stability
(see, for example, [94]). Johnson pointed the Lyapunov diagonal stability as the
oldest sufficiend condition for D-stability (referring [138]). In the case of H-
stable matrices, Ostrowski and Schneider in [135] proved the following sufficient
condition for H-stability: an n× n matrix A is H-stable if A + AT is positive
definite (see [135], p. 82). Considering also the case of positive semidefinite and
singular matrixA +AT , they provide the complete characterization ofH-stable
matrices (see [135], p. 82, Theorem 4, also p. 81 Theorem 3 forH-semistability),
which also shows the proper inclusion of the class of positive definite matrices
to the class of H-stable matrices. Analogically, Schur diagonally stable matrices
form a proper subclass in the class of Schur D-stable matrices (see [106]).
Further results on this topic are considered in [118].
3 General (D,G, ◦)-stability theory: applications
and open problems
3.1 Binary matrix operations theory
The problem of defining and studying different cases of (D,G, ◦)-stability mainly
deals with the properties of the corresponding binary operation ◦. Here, we
consider the following questions and problems, based on establishing elementary
properties of (D,G, ◦)-stable matrices (see Subsection 2.2).
Problem 1. Given a binary operation ◦ on the set Mn×n of matrices with
real entries, when the equality
σ(A ◦B) = σ(B ◦A)
holds for every A, B ∈ Mn×n?
Here, we have the following most obvious cases.
1. When the operation ◦ is commutative, we have A ◦ B = B ◦ A which
implies σ(A ◦B) = σ(B ◦A).
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2. When ◦ is matrix multiplication, defined on the set of nonsingular matri-
ces. Then AB = B−1(BA)B implies σ(AB) = σ(BA).
Problem 2. Given a binary operation ◦ on the setMn×n, when the equality
(A ◦B)T = BT ◦AT
holds for every A, B ∈ Mn×n?
The above equality obviously holds for matrix addition, matrix multiplica-
tion and Hadamard matrix multiplication.
Problem 3. Let the operation ◦ on Mn×n be associative and invertible.
Given a matrix A, we have an operation inverse (◦A)−1. Assume, we know the
localization of σ(A) inside a stability region D:
σ(A) ⊂ D.
When we can find a stability region D˜, dependent on D, such that
σ(◦A)−1 ⊂ D˜?
More strictly, when we can find a bijective mapping ϕ : C → C, which
connects σ(A) and σ(◦A)−1? Such mappings are well-known for the operations
of matrix addition and matrix multiplication.
Problem 4. Given a binary operation ◦ on the set Mn×n, can we find a
rule, connecting ◦ to the ”usual” operations of matrix multiplication and matrix
addition?
As an example, we mention mixed-product property (see [159]), which con-
nects the operations of Kronecker multiplication ⊗ and ”usual” matrix multi-
plication by the equality
(A⊗B)(C⊗D) = (AC) ⊗ (BD),
which holds for every A, B, C, D ∈ Mn×n.
3.2 Characterization of (D,G, ◦)-stability: open problems
Now we consider the main problems, connected to the class of (D,G, ◦)-stable
matrices.
Checking (D, G, ◦)-stability The following two approaches, as well as any
its combinations are often used for establishing (D, G, ◦)-stability.
1. Imposing some additional conditions on matrix A. For some important
cases, A is assumed to belong to a specific matrix class, defined by deter-
minantal inequalities.
2. Considering some more wide or more narrow stability region D or matrix
class G, to make a crossway to studying another stability type which would
be easier to characterize.
We start with the problem of major importance: given a stability region D,
a matrix class G and an operation ◦, how to verify if a given n× n matrix A is
(D,G, ◦)-stable, using just a finite number of steps? Note that we deal with the
classes G, that contains an infinite number of matrices.
Let us observe the modern state of the characterization problem for the most
important partial cases, listed in Subsection 1.1.
23
1. Multiplicative D-stable matrices. Being raised in [61] and studied in
[9], the problem of matrix D-stability characterization is of major impor-
tance, due to a lot of applications of this class to mathematical modeling
in economics, biology, etc (see, for example, [9], [123], [138]). D-stability
characterization problem is mentioned in [81] among the most important
problems of matrix stability (see [81], pp. 162-163). However, the problem
of finding simple and effective methods for establishing D-stability still re-
mains open. The property of D-stability is not easy to verify even in the
finite-dimensional case. For n = 3, Cain provided a complete description
of real D-stable matrices (see [37]). For n = 4, a verifiable criterion of D-
stability was proved by Kanovei and Logofet (see [105]), the case n = 4 is
also considered in [96] and recently in [34]. For n = 5 a huge-volume con-
ditions based on the Routh–Hurwitz criterion were obtained in [35]. For
n > 5, no necessary and sufficient characteristic of matrix D-stability is
yet known. For arbitrary n, there are some necessary for D-stability con-
ditions as well as some classes of structured matrices that are known to be
D-stable (see [94], the review papers of [81], [123], the book [106]). Among
the approaches to D-stability study, besides small-dimensions analysis, we
should mention qualitative stability analysis (see [94], [138]), different de-
terminantal conditions ([61], [94], [44], [117]), generalizations of diagonally
dominant andM -matrices ([113]), study of matrix scalings ([44]), diagonal
stability condition ([9], [94], [55]), studying Hadamard products, different
matrix subclasses and special forms ([94], [57], [46]), generalized singular
value approach ([97], [50], [121]). Verifiability of the existing conditions is
widely discussed, new criteria and approaches appear (by spectral radius
minimization in [109], structured singular value approach in [50], [121],
by Kharitonov criterion in [115]). A method of checking D-stability by
solving a number of LMI was proposed in [70].
2. Multiplicative H-stable matrices. In spite of the characterization
problem of multiplicative D-stability is still unsolved, the characterization
problem of multiplicative H-stability has been solved by characterization
(see [45], [47]).
3. D-positive and D-aperiodic matrices. Though some necessary con-
ditions as well as some classes of D-positive matrices were studied in [15],
this characterization problem is not solved and even has not been studied
in full volume.
4. Schur D-stable matrices. While the study of continuous-time linear
systems leads to the multiplicative D-stability problem the study of a
discrete-time case leads to the problem of Schur D-stability and the cor-
responding characterization problem. Although the number of the corre-
sponding literature is much less, this problem is mentioned in [18], [137],
[106] and also is not solved generally. For qualitative approach to Schur
stability, see [19], for LMI methods, see [134].
5. D-hyperbolic matrices. For this new matrix class, introduced in [2],
though some examples and applications are considered, no systematic
characterization is provided.
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6. Additive D-stable matrices. This matrix class is widely studied by
the same methods, used for multiplicative D-stablity (see [55], [146], [123],
[106], [115], [140]). Attempts to characterize additive D-stability are also
not fully successful yet.
7. Multiplicative and additive H(α)-stable matrices. Lying ”between”
H-stable and D-stable matrices, this class is not characterized yet. How-
ever, for some special partitions α, the full characterization may be pro-
vided.
8. D(α)-stable matrices. The above is true also for this class, which lies
”between” stable and D-stable matrices.
9. Hadamard H-stable matrices. Though Hadamard products are used
to characterize (multiplicative) D-stability (see [95], [94]) and Lyapunov
diagonal stability (see [116], [71]), the study of Hadamard D-stability is a
matter of further development.
10. Bk-stable and Bk-nonsingular matrices. The characterization of these
matrix classes is also an open problem. For some study, see [60].
Together with the main problem, we should mention the following connected
subproblems.
Describing new classes of (D,G, ◦)-stable matrices Such classes are sup-
posed to be characterized by some collection of easy-to-verify conditions. To
obtain a new class description for the most general case, we are particularly
interested in some easy-to-verify conditions of D-stability (for a given stability
region D). For the exception of some well-known partial cases, this is a hard
problem as is. For special cases of stability regions D, such as the left (right)-
hand side of the complex plane, unit disc and real axes, a number of such
conditions is obtained and used as a base of various (D,G, ◦)-stability criteria.
For some classes of multiplicative D-stable matrices, see, for example, [94], [57],
for Schur D-stable [18] and [137], for D-positive [15], for additive D-stable [69].
Proving (D,G, ◦)-stability of a given matrix class Using general results
(even if they are known) usually requires a huge amount of computations. That
is why finding sufficient conditions is particularly useful. The matrices we study
arise in analyzing specific mathematical models, thus they are likely to have
some specific properties (e.g. symmetric positive definite, oscillatory, stochastic,
M -matrices). The problem of proving (D,G, ◦)-stability of a naturally arisen
matrix class characterized by its determinantal properties leads to a variety of
unsolved matrix problems connected to the problems of stability of dynamical
systems. We can express them as embedding relations between the class of
stable matrices and other matrix classes. The most important are the question
of the stability of P 2-matrices, asked by Hershkowitz and Johnson in [83] and
the question of the stability of strictly GKK τ -matrices by Holtz and Schneider
(see [87]).
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3.3 Further development of (D,G, ◦)-stability theory
By analogy with already highly developed theory for partial cases (multiplica-
tive and additive D-stability, Schur D-stability), here we provide some concept
closely related to (D,G, ◦)-stability with the description of related problems.
Total (D,G, ◦)-stability Here, we recall the following definition (see [106], p.
35). A property of an n × n matrix A is called hereditary if every principal
submatrix of A shares it. The property of (D,G, ◦)-stability is not hereditary
even in the classical case of multiplicative D-stability (see [123]). Thus we intro-
duce the following class. Given a stability region D, a matrix class G ⊂ Mk×k,
k = 1, . . . , n and a binary operation ◦ defined onMk×k, k = 1, . . . , n, a matrix
A is called totally (D,G, ◦)-stable if it is (D,G, ◦)-stable and every its principal
submatrix is also (D,G, ◦)-stable. As in the case of multiplicative D-stability,
this matrix class may be used for studying properties of principal submatrices of
(D,G, ◦)-stable matrices and for establishing necessary conditions for (D,G, ◦)-
stability. Special cases of triples (D,G, ◦), for which (D,G, ◦)-stability implies
total (D,G, ◦)-stability are also of interest.
The class of (multiplicative) totally D-stable matrices was introduced in
[138] (see [138], p. 314), referring [130], where a necessary condition for total
D-stability was given. For the definition and study of this class see also [106].
This class also arises in connection with further defined robust D-stability (see,
for example, [77], p. 205).
Inertia and inertia preservers Here, we are restricted to studying specific
stability regions D with int(D) 6= ∅ and D 6= C. So we have three nonempty
sets: int(D), ∂(D) and int(Dc) = C\D. The inertia of a square matrix A (with
respect to a given domain D) is defined as a triple (i+(A), i0(A), i−(A)),
where i+(A) (i−(A)) is the number of the eigenvalues of A inside (respectively,
outside) D, i0(A) is the number of the eigenvalues on the boundary of D.
Counting the number of eigenvalues in a given domain is also a problem of great
importance in engineering. An n × n real matrix A is called (D,G, ◦)-inertia
preserving if
(i+(G ◦A), i0(G ◦A), i−(G ◦A)) = (i+(G), i0(G), i−(G))
for every matrix G ∈ G. Let us consider the partial cases.
In the case, when D = {z ∈ C : Re(z) > 0}, we consider i+(A) (i−(A))
to be the number of the eigenvalues with positive (respectively, negative) real
parts, i0(A) to be the number of the eigenvalues with zero real parts, i.e. on
the imaginary axes. The study of inertia preservers under a multiplication by
a symmetric matrix H (G to be the class of symmetric matrices and ◦ to be
matrix multiplication) was started by Sylvester and continued by Ostrowski
and Schneider [135] (see [135], p. 76, Theorem 1), where key results, connecting
inertia and stability were presented. This is used to characterize the class of
H-stable matrices. Classical results on this theme were obtained by Taussky
[153], Carlson and Schneider [47]. An overview of this topic is presented in [58],
where the inertia with respect to the unit disk is also considered. The inertia is
used for the characterization of the class of D-stable matrices (see [58], p. 582
and references therein).
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For the generalized stability region D and the same class of symmetric ma-
trices H, the characterization of inertia preservers is posed as an open problem
in [58] (p. 593, Problem 1). The tridiagonal case was considered in [43], further
generalization was provided in [49].
Robustness of (D,G, ◦)-stability Now we introduce one more concept of
great importance in system theory. Here, we again consider a specific type of
stability regions D, so-called Kharitonov regions (for the definitions and proper-
ties see, for example, [149]). A matrix A is said to be robustly (D,G, ◦)-stable if
it is (D,G, ◦)-stable and remains (D,G, ◦)-stable for sufficiently small perturba-
tions of A. In other words, A is robustly (D,G, ◦)-stable if A is (D,G, ◦)-stable
and there exists an ǫ > 0 such that for any real-valued matrix ∆ with ‖∆‖ < ǫ,
the matrix A+∆ is (D,G, ◦)-stable.
Note, that in general, (D,G, ◦)-stability is not a robust property, even in
the classical case of multiplicative D-stability (see [1] for the corresponding
examples). Thus discovering sufficient conditions which lead to the classes of
robustly (D,G, ◦)-stable matrices is of great importance.
The original definition of robust multiplicative D-stability was given in [1]
under the name of strong D-stability. However, the term ”strong stability” is
often used in literature (see, for example, [55]) for additive D-stability, thus, to
avoid confusion, we prefer the term ”robust”.
The analysis for robustness of the 13 sufficient conditions of D-stability, pre-
sented in [94], was done by Kafri [104]. In the papers [50], [121] some conditions
for robust D-stability in terms of structured singular values are proposed. For a
specific type of robust problems for D- and H-stability see [30], [65]. Persistence
of diagonal stability under perturbations is studied in [106]).
Even before the notion of robust D-stability was given, the set of D-stable
matrices was studied from the topological point of view (with respect to the
usual topology ofMn×n) (see the results in [77], where necessary and sufficient
condition for a D-stable matrix to be in the interior of this set was established,
also [38]). Geometric study of the set of D-stable matrices and their scalings
(in the case of small dimensions) was done in [156]. In [42] , it was shown that
the interior of the set of D-stable matrices coincides with the set of robustly
D-stable matrices. Note, that the set of Lyapunov diagonally stable matrices
forms a proper inclusion to the interior of the set of D-stable matrices (see
[77]). Thus every Lyapunov diagonally stable matrix is robustly D-stable, but
the inverse is not correct.
The class of robustD(α)-stable matrices was analyzed in [1] (p. 3, Definition
3), see also [3]. In the same paper [1] robustlyD-hyperbolic andD(α)-hyperbolic
classes are analyzed.
D-stability measurement and general D-stabilization problem Here,
we introduce the concept and state some problems that are connected to robust
D-stability. We start with the following question, asked by Hershkowitz (see
[81], p. 162).
Given a P -matrix A, how far is it from being stable?
He outlined two directions for giving an answer:
- in terms of the width of a wedge around the negative direction of the real
axes, which is free from eigenvalues;
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- in terms of the inertia of A (how much eigenvalues are located in the
closed left-hand side of the complex plane).
The combination of this two approaches was used in [82], [107].
Here, we state the following more general problem.
Problem 5. Given an arbitrary stability region D ⊂ C, and a matrix A
from Mn×n, how far is A from being D-stable?
The answer may use the combination of the following approaches:
- description of the new stability regionD1 such as D ⊆ D1 and σ(A) ⊂ D1;
- counting the inertia of A with respect to the stability region D.
Another problem, mentioned in [81] is multiplicative D-stabilization problem
(see [81] p. 162, then p.170): given a square real-valued matrix A, can we find
a diagonal matrix D such that DA is positive stable? Simple example with
a circulant matrix shows that it is not always possible. For the results on a
stabilization of matrices using a diagonal matrix, we refer to [13], [165], [122].
In full generality, we state this problem as follows:
Problem 6. Given a matrix A from Mn×n, an arbitrary stability region
D ⊂ C, a matrix class G ⊂ Mn×n and a binary matrix operation ◦, when it is
possible to find a matrix G0 ∈ G such that σ(G0 ◦A) ⊂ D?
A matrix A is called (D,G, ◦)-stabilizable if the answer to Problem 6 is affir-
mative. As it follows from the definition, the class of (D,G, ◦)-stable matrices
belongs to the class of (D,G, ◦)-stabilizable matrices.
(D,G, ◦) stability measurement and (D,G, ◦)-stabilization problem Here,
we ask the following more specific question.
Problem 7. Given a D-stable matrix A, a matrix class G ⊂ Mn×n and
a binary matrix operation ◦, how far A is from being (D,G, ◦)-stable? The
directions of giving the answer to this question are as follows.
- Describing subclasses G1 of the class G, such that G1 ⊆ G (or conversely)
and σ(G◦A) ⊂ D for everyG ∈ G1. Note, that every (D,G, ◦)-stabilizable
matrix can be considered as (D,G1, ◦)-stable for some nonempty class
G1 ⊆ G.
- Describing the new stability region D1 such that D ⊆ D1 and σ(G◦A) ⊂
D1 for every G ∈ G;
- counting the inertia of G ◦A with respect to the stability region D while
G is varying along the class G.
We may also use the combinations of the described above approaches.
As examples of partial multiplicative D-stability, we mention the classes of
D(α)-stable matrices and Dθ-stable matrices.
Relations between different classes of (D,G, ◦)-stable matrices Besides
of relations between different (D,G, ◦)-stability classes, described in Section 2,
based on inclusion relations between stability regions and matrix classes, rela-
tions between classes, defined by different binary operations are of interest. In
general form, the problem is stated as follows.
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Problem 8. Given two triples (D1,G1, ◦) and (D2,G2, ⋆), do the correspond-
ing classes of (D,G, ◦)-stable matrices intersect? For which classes of matrices
A do they coincide?
The relations between matrix classes, defined in Section 1 are investigated
in various ways. We do not provide any diagrams here, just refer to the follow-
ing papers. The relations between Lyapunov diagonally stable, multiplicative
and additive D-stable matrices were first studied in [55]. In [81], p. 173, the
diagram showing relations between Lyapunov diagonally stable, multiplicative
and additive D-stable matrices, is provided. For some matrix types, different
stability types, namely multiplicative and additive D-stability classes coincide
([81], p. 174). For the relations between matrix classes, we refer to [123], where
multicomponent diagrams are presented, see also [40], p. 154, Fig 1, [21], [41].
The book [106] provides a lot of information on this topic. The relations be-
tween Hadamard H-stability, Lyapunov diagonal stability and D-stability were
first considered in [95], p. 304.
Further development: from matrices to other objects Here, we briefly
mention natural generalizations of D-stability which arises during study of non-
linear systems (see [26] and references therein), theory of D-stability for poly-
nomial matrices (see [78]), recent studies of multidimensional matrices (tenzors)
and so on.
3.4 Related problems of control theory
Here, we are not going to give a deep overview of system theory problems, but
just mention the most studied and the most important of them to which the
defined above concept can be applied.
General D-stability problem, or matrix eigenvalue clustering This
problem, discussed in general and partial cases (see, for example, [74]) is of
great importance for engineering. Knowing some strategies of eigenvalue clus-
tering allows us to establish sufficient conditions for (D,G, ◦)-stability as well as
to describe new classes of (D,G, ◦)-stable matrices. As it was shown before (see
Theorem 8) if matrix class G forms a subgroup with respect to a group operation
◦, any (D,G, ◦)-stable matrix is necessarily D-stable. And, inversely, studying
(D,G, ◦)-stability leads us to discovering new classes of D-stable matrices. The
matrix eigenvalue localization problem is immediately related to the problem of
root localization of the corresponding polynomial, such as stability, hyperbolic-
ity, or, in general case, lying inside-outside a given region of a complex plane.
Collecting and studying different polynomial techniques is useful in answering
questions about the behaviour of the eigenvalues of structured matrices.
Robustness of D-stability In practice, studying dynamic systems, some
perturbations of a system matrix may occur, and, in general, the matrix entries
may be known up to some small values (for example, caused by linearization
error). One of the most important system dynamics problems (see [17]) is as
follows. Given a stability region D ⊂ C and a matrix A ∈ Mn×n, when a
perturbed matrix A˜ = A+∆ is D-stable? A number of papers are devoted to
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studying this property, called robust stability, with respect to different stability
regions D (see, for example, [4] for EMI regions).
Sometimes, special types of perturbations are considered or some information
of ∆ is provided, and we have the following description of the uncertain matrix
A˜:
A˜ = A+U∆V,
where U, V are known matrices and introduced to specify the structure of
uncertainty, ∆ is bounded by its norm. In some cases, we can easily come from
studying (D,G, ◦)-stability to studying robust D-stability problem with some
special structure of uncertainty.
Example 1. For the case of (D,G,+)-stability (i.e. the operation ◦ is
matrix addition), we have to check, if σ(A +G) ⊂ D for every matrix G ∈ G.
Thus, assuming the norm of G to be sufficiently small, we immediately obtain
robust D-stability problem with a specified structure of uncertainty (from the
class G).
Example 2. Considering multiplicative or Hadamard (D,G)-stability and
using the distributivity law, we obtain:
G ◦A = (I+ (G− I)) ◦A = A+ (G− I) ◦A.
Thus, assuming that ‖G − I‖ is sufficiently small, we obtain that every mul-
tiplicative (respectively, Hadamard) (D,G)-stable matrix is robustly D-stable
with the uncertainty structure (G− I) ◦A.
Example 3. Considering the operation of entry-wise maximum ⊕m, we
obtain the class of (D,G,⊕m)-stable matrices, that for a specific choice of G can
be considered as an interval matrix. Using the commutativity and distributivity
laws:
G⊕m A = A⊕mG = A+ (−A) + (A⊕mG) =
A+ (A−A)⊕m (G−A) = A+O⊕m (G−A).
Thus, for small values of ‖G−A‖, (D,G,⊕m)-stability problem leads to robust
D-stability problem with the uncertainty structure O⊕m (G−A).
Pole assignment by output feedback Now let us consider the following
long-standing open problem in the linear system theory (see, for example, [112],
[66], [132]).
Given a continuous system
x˙ = Ax+Bu; x, u ∈ Rn
y = Cx y ∈ Rn
with an output feedback law
u = Ky.
The problem formulation is as follows: for a given stability region D ⊂ C and
matrices A,B,C ∈ Mn×n, is it possible to find K such that A + BKC is
D-stable?
A matrix triple A,B,C is called assignable with respect to a region D ⊂ C
if there exists a matrix K such that A+BKC is D-stable. For the conditions
of assignability and detailed analysis of the problem, see, for example, [164].
30
Using the technique, given above in Example 2, we can easily come from
the study of multiplicative (D,G)-stability to the study of the assignability of a
matrix pair (A, (G− I)) for any G ∈ G.
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