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Introduction
As VLSI (Very Large Scale Integration) technologies develop, it is possible to increase the density of transistors in the same chip area. This potentially enables the design of more complex circuits. As a circuit becomes more complex, there are more elements to connect, and hence the size of the connection information, called a netlist, grows. Circuits in today's technology have netlist files sometimes being described with several hundreds of megabytes, and we anticipate that in the near future the standard format for netlists will result in files requiring several gigabytes each. Therefore, it is important to reduce the size of a netlist.
There are three approaches to compress a netlist. The first is to use a general purpose text compression algorithm like PAQ [15] . Since netlist files are usually structured texts which have some similarities with XML (eXtended Markup Language), a second approach is to directly compress a netlist with a structured text compression algorithm such as LZCS [1] , or to first convert it into an XML file and then apply various XML compression algorithms such as XML-PPM [3] . Both of these methods offer some compression with relatively low computational complexity. However, since these compression algorithms focus on compressing the structured text itself and ignore the connection information it contains, it is natural to explore alternative approaches based on compressing the labeled graph corresponding to the connection information.
Research in graph mining offers tools and techniques to discover important subgraph structures from input graph(s). There are two types of graph mining problems. One of them seeks the important subgraph structures from a set of graphs {G 1 , · · · , G n } [16] , [20] , [11] . For this case, most algorithms determine if a subgraph pattern is in G i or not, and hence, any subgraph could be counted at most n times.
Such algorithms are not adequate by themselves for compressing a single graph. The primary application of these tools is in the study of molecular physics, and the input graph sets are usually parts of some molecule. The other graph mining literature aims to uncover the important subgraph structures from a single input graph G = (N, E) [14] , [6] , [17] . For this case, a specific subgraph pattern could occur more than one time and up to |N| times for the input graph G. Although the discovered subgraph structures could be used toward graph compression, most of the literature in graph mining only focuses on improving the understanding of graph structures.
Among the graph mining tools, SUBDUE [6] and GRAPHITOUR [17] discuss graph compression. SUBDUE uses a heuristic algorithm to discover frequent subgraphs, and it applies a form of MDL (the Minimum Description Length principle) to decide in a greedy fashion what is the most effective subgraph pattern at any step for compressing the graph. However, the shortcomings of SUBDUE are that it does not offer a compression method that is decompressible [10] , it does not discover all the important subgraphs, and it requires massive computation [14] . At any iteration, GRAPHITOUR considers a single edge type which is a solution of the MCM (Maximum Cardinality Matching) problem [8] . However, since it is only considering an edge type at a time, it may not perceive larger structures, and might miss more important subgraphs for compression than SUBDUE. Even though both tools discuss compressing a graph, their focus is on compressing the structure instead of the actual byte stream needed to represent the graph, and their graph grammars may not be decompressible.
There also has been research on efficient ways to represent a graph [13] , [19] . The graph representation literature has focused on finding efficient ways to represent the adjacency list (or the adjacency matrix) of the graph. They consider graph structures such as graphs of bounded genus [7] and planar graphs [9] to obtain more tight representation bounds, but do not consider repeated structures within the graphs. The graph representation literature has various applications such as compressing web graphs [4] and compact data structure with fast queries [2] .
In this paper,
• we describe an EDIF netlist compression algorithm based on a labeled graph compression technique, • we modify the state-of-the-art graph mining tool so that it can compress the graph and the graph can be recovered from the compressed file, • we compare our results with other compression algorithms that can compress EDIF netlist files, and • we demonstrate that limiting the subgraph size helps both with the compression ratio and speed.
In Section 2, we briefly review the structure of EDIF netlist files. In Section 3, we discuss the EDIF netlist compression algorithm based on graph compression techniques. We provide experimental results in Section 4, and conclude in Section 5. 
The EDIF Netlist
There are many ways to describe a circuit netlist and several netlist description formats. In this paper, we only concentrate on EDIF (Electronic Data Interchange Format) [18] because most other formats can only be read into a specific type of CAD (Computer Aided Design) tool. EDIF was proposed back in the 1980s to transmit circuit information to various CAD tools, and it is now widely supported by most vendors of CAD tools. EDIF could be used to describe more than just circuit netlists, but we focus here only on circuit netlists.
Before describing the format of EDIF files, we explain some terms that are standard in discussing the structure of a circuit. (See Fig.1 for an example circuit.)
• Cell : A cell is a basic block for describing a circuit. Each cell has ports from which it receives or transmits an electric signal. To describe a circuit efficiently, we use a set of cells called a standard cell library. A standard cell library contains a cell list, the information on how the cells are implemented in the physical domain, and the properties of each cell such as its function, size, delay, and power consumption. In Fig.1 , the circuit consists of one cell, the OR gate which has two input ports I1, I2, and one output port O.
• Instance: An instance is an embedding of a cell in the circuit and is used to distinguish the cells that are used multiple times. In our example, we have two instances OR 1 and OR 2 using the same cell, the OR gate.
• Net: a net describes how the ports are connected within the instances. In 
Format
An EDIF file is a text file having a grammar like the programming language LISP. The basic EDIF syntax is called a construct. A construct begins with an opening parenthesis '(' and a tag; this is followed by a list of items ending with a closing parenthesis ')'. Those items may be elements consisting of data items, or they may be other constructs which build a nested structure [18] .
In an EDIF file, the construct describes the cells, instances, and nets of a circuit. Fig.2 shows part of an EDIF file which describes the EXAMPLE circuit in Fig.1 . The first block of Fig.2 defines the OR cell and its ports, the second block defines the OR 1 instance, and the last block defines the net (EXAMPLE.a, OR 1.I1). Note that we used italics to emphasis the tags of each construct in Fig.2 . 
Isomorphism
Our focus is on the compression of a netlist graph instead of on text compression or structured text compression, and the file we obtain after a compression-decompression process generally differs from the input EDIF file. We say the files are equivalent if the circuits they produce are isomorphic. In other words, our compression algorithm is lossy with respect to the original byte stream but lossless in terms of the circuit structure it contains.
The following parts of netlists can be ignored when we concentrate on circuit isomorphism.
1. Description order: It is acceptable to change the element order of cells (or their ports), instances, and nets. 2. Redundant cells: It is acceptable to ignore cell definitions for the cells that are not used in any of the instances because this is redundant information. 3. Instance names: Most of the CAD tools writing EDIF files generate a collection of instance names without a specific importance, and the end-user does not need the original instance names.
Netlist Compression Algorithm
In this section, we describe the netlist compression algorithm. The overall process is shown in Fig.3 . We start the netlist compression by extracting the connection information in a graphical structure from the netlist. We compress the graph structure by discovering frequent subgraphs. Finally, we represent the compressed graph structure in a binary stream. 6, "C"
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Netlist Conversion
The graph that we extract from a netlist file should contain all of the connection information. Moreover, the graph should have structures that correspond to the structures of the netlist; i.e., the graph should contain the cell, instance, and net information.
The nodes of the graph represent instance-ports, and the edges capture the net definition. We will use node labels to identify the cell-port for the corresponding instance-port. Finally, the graph is directed because the net connections have directions. We comment that some of the graphs we consider are cyclic.
Converting a netlist file to a graph is simple. Generate nodes for each instanceport in the circuit, and label each one according to its cell-port attributes. For each instance, connect each input port to its corresponding output port(s). Next, connect all of the nodes that are in the nets with consideration of the port property so that input signals are mapped to input ports and output signals correspond to output ports. Fig.4 shows the graph corresponding to the netlist in Fig.1 . In each node, the first number refers to the node name and the second component provides the node label. The table in Fig.4 shows what the node names and node labels actually mean from Fig.1. 
Graph Compression
After the netlist graph information is extracted, we compress the netlist graph by discovering the frequent subgraph patterns. We chose SUBDUE to discover the frequent subgraph patterns because it applies a version of the MDL principle, and this approach is useful for compression. SUBDUE does not compress a graph using a subgraph simply because it is frequent. For each discovered subgraph, it calculates the description length 1 of the graph when the subgraph is replaced by a node and chooses the one with the best description length in order to find an efficient subgraph for compression. However, as we mentioned earlier, SUBDUE does not generate a compressed graph structure which can regenerate 2 the original graph [10] . In Fig.5 , we show the decompression problem that arises with SUBDUE. When the graph in the left is input to SUBDUE, it finds a subgraph pattern x from the graph. However, the '-compress' option of SUBDUE produces a graph which is just a connection of two x nodes.
This new graph cannot be decompressed because the subgraph x has three nodes, an a node and two b nodes, and when we say there is a connection between two x nodes, it is not clear which inner-nodes of the subgraph x take part in the connection. In order to decompress the graph, we need to specify which inner-nodes of a subgraph are connected to exterior-nodes of the subgraph. As we illustrate in Fig.5 , we add edge labels 3 for this purpose. The 'x' in the edge label means the end node belongs to subgraph x and the following number directs which node of the subgraph x takes part in the connection. The number is distinct for each subgraph node whether they have the same node label or not.
Our edge label has format "(from, to)". If the graph is compressed and the tail (head) node becomes a subgraph node, then we update the from (to) part of the edge label so that it could direct the original node. For example, in Fig.6 , the edge initially labeled (b, b) became (b, s.1) because s is a subgraph having two node a and b with an edge (b, a). For s, we set b to be the 1st node, and a to be the 2nd node. If a subgraph node s takes part in as a node of a larger subgraph t, then we decompress the subgraph s and regenerate the subgraph t, and update all the incoming (outgoing) edges labels corresponding to the new subgraph as in Fig.6 . This whole procedure can be done by comparing the new graph with the original graph and the discovered subgraph structure. We iterate this subgraph discovery and compressing procedure until SUBDUE cannot identify new subgraphs that continue to improve on the description length. We modify the SUBDUE process so that it uses new edge labels for the purpose of decompression, and call the result the MODIFIED-SUBDUE process.
Graph Representation
There are various ways to represent a graph, but we choose to represent a graph using an adjacency matrix-like method because this provides us with the most compact file size when combined with a PAQ compression algorithm [15] .
For (i, j) ∈ E, let l(i, j) be the edge label of edge (i, j), l(i, j) = φ if neither node i nor node j is a subgraph, and A i,j is the (i, j)th element of matrix A. We generate an upper triangular matrix A as follows: For every edge (i, j) ∈ E,
Note that since there can be different number of edges between nodes i and j, the length of A i,j can vary. The A i,j stream can vary depending on how the edge set E is listed in the graph compression result as well.
In addition to the matrix A, we need the list of node labels and edge labels to represent the compressed graph. We write the nonempty upper-triangular part of the matrix A in diagonal order. Then we write the node label in the node order and the edge label in the order of its occurrence on the matrix stream. For efficiency, we only keep the edge label for the part directing the inner-nodes of a subgraph. In other words, if the from (or to) part was not updated by subgraph replacement, we ignore it when we write the edge label stream. After writing the graph representation in a text file, we compress it with PAQ.
Experimental Results
We tested four algorithms to compress the netlist files from the ISCAS'89 benchmark circuits [12] . We only display the results which we could obtain experimentally within an hour. CEDIF is the MODIFIED-SUBDUE process, the algorithm we described in section 3.2. We experimented with several different restrictions on the number of nodes permitted in a discovered subgraph and describe those results in Table 2 . In Table 1 we only describe our best compression result, which occurred when the subgraph patterns had either two or three nodes. We observe that this restriction on subgraph patterns also improved the runtime of the CEDIF procedure because it reduced the search space needed for graph mining. GRPHTR is our implementation of a GRAPHITOUR-like algorithm. Like GRAPHITOUR, at each iteration GRPHTR contracts an edge type which is a solution to the MCM problem. We incorporated edge labels into GRPHTR to make the algorithm decompressible. Finally, we compared our result with text compression algorithms. XML converts the EDIF file into an XML format and compresses it using XML-PPM [3] , and PAQ compresses the EDIF file using paq8o8 [15] .
The second two columns of Table 1 are the number of nodes and edges in the converted netlist graph and the other columns list the compression ratio (and the actual runtime) of each algorithm. To show the improvement over other compression algorithms, we define the compression ratio as follows:
Compressed file size of the Algorithm CEDIF Compressed file size.
As we can see the text compressors XML-PPM and PAQ ran much faster than the graph compressors, CEDIF and GRPHTR. However, since they are lossless in terms of the original byte stream, they do not compress as well as the graph compressors. The compressed file size of the state-of-the-art PAQ is, on average, about 2.59 times the size of the corresponding CEDIF result; i.e., CEDIF compressed EDIF files to about 39% of the size of the compressed PAQ file. This improvement was achieved by compressing the graph structure as well as generating an equivalent file allowing different byte streams.
We also see CEDIF outperforms GRPHTR for most cases. GRPHTR appears to generate a larger graph grammar than CEDIF because it misses larger graph substructures.
By experimenting with the limit of subgraph size for CEDIF, we found that large subgraphs are not always helpful because the MDL definition of SUBDUE does not consider the edge label required for decompression. Hence, some subgraph patterns that SUBDUE reported as efficient because they were large were not efficient given the need for decompressibility. Small subgraphs which occur frequently and with less additional overhead in terms of edge labels served us better. Table 2 illustrates the effect of changing the maximum number of nodes, M, in a discovered subgraph. Because of space limitations we group the benchmark files in two groups and show the sum of the CEDIF file size and runtime for each group. Group I was chosen to contain the three files that can be compressed in an hour, while Group II contains the remaining files. As Table 2 indicates, discovering large subgraphs is complex and slow, and it does not help with compression. 'N/A' means we did not get the result within an hour.
Conclusions and Future Research
We introduced an EDIF netlist compression algorithm based on a graph mining technique which is lossy with respect to the original byte stream but lossless in terms of the circuit structure it contains. We also introduced a way to modify the graph mining tools so that they can be used for compressing node-labeled graphs.
Our compression result is based on a graph mining tool SUBDUE which uses heuristic algorithms to find the frequent subgraph patterns from a single graph. Since SUBDUE does not guarantee that it will find all of the important structures, it might be interesting to develop a graph mining tool that finds more small subgraph patterns to try to improve both the compression ratio and the speed of the entire graph compression process. We also conclude, because of the overhead to describe the inner-nodes of a subgraph, that large subgraph patterns may not be useful for compression purposes. However, from the GRPHTR result, contracting frequent edges is not enough for attaining the best compression ratio. We see a potential for better representations of compressed graphs and leave this for future research.
