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1. INTRODUCCI ´ON
Supondremos que tenemos un conjunto de datos observados f(yi;ζTi ; ti)T gni=1 de acuer-
do al modelo
yi = ζTi β+m(ti)+ εi i = 1; : : : ;n;(1)
donde (ζTi ; ti) = ((xi1;xi2; : : : ;xip); ti) 2 A [0;1] Rp R son puntos del disen˜o fijos,β es un vector (p1) de para´metros desconocidos, m() es una funcio´n real descono-
cida definida en [0;1] (sin pe´rdida de generalidad) y fεigni=1 es una muestra de errores
ide´nticamente distribuidos.
El anterior modelo es un modelo semiparame´trico conocido como un modelo «par-
cialmente lineal». Es a la vez una generalizacio´n de un modelo de regresio´n lineal
mu´ltiple y una restriccio´n de un modelo no parame´trico puro (ambos con p+1 variables
regresoras), con lo que combinara´ la flexibilidad de los modelos no parame´tricos con
la sencillez y buena interpretacio´n de los modelos parame´tricos. Fue propuesto por
Engle y otros (1986) para tratar de explicar la relacio´n entre el tiempo y el consumo de
electricidad. A partir de aquı´, diversos estudios de distintos estimadores de β y m(:)
fueron hechos, entre los que cabe citar los trabajos de Heckman (1986) y Rice (1986)
referentes a suavizacio´n spline, ası´ como el trabajo de Speckman (1988) referente a
suavizacio´n nu´cleo. Si nos centramos en estimadores del para´metro β; destacarı´amos
el trabajo de Linton (1995) quien, basa´ndose en suavizacio´n por medio de polinomios
locales, propone un estimador de Mı´nimos Cuadrados para β: Una vez estandarizado,
obtiene aproximaciones de segundo orden para sus dos primeros momentos, las cuales
son posteriormente utilizadas para obtener la expresio´n de una ventana asinto´ticamente
o´ptima. Adema´s, propone un me´todo para estimar dicha ventana.
En todos los trabajos anteriormente citados se supone que los errores εi son i.i.d.. En
muchos casos, esta suposicio´n no es realista pues, por ejemplo, es muy posible que las
observaciones sean obtenidas secuencialmente en el tiempo. Es por tanto interesante el
disponer de estudios en los que los errores verifiquen alguna condicio´n de dependencia.
En este campo podemos citar el trabajo de Gao (1995), que presupone que los errores
provienen de un proceso lineal, ası´ como el de Schick (1996), que trabaja con un mo-
delo AR(1) en los errores. Ambos estudios se centran en estimadores de β: Aneiros y
Quintela (1998, 1999a), bajo condiciones α-mixing (Doukhan (1994)) en la estructura
de los errores, proponen y estudian estimadores para β y m() ; obteniendo propiedades
de consistencia para ambos y de normalidad asinto´tica para el estimador de β. Adema´s,
proponen un me´todo de validacio´n cruzada modificada para la eleccio´n de la venta-
na comu´n a utilizar por ambos estimadores, demostrando que da lugar a una ventana
asinto´ticamente o´ptima. Posteriormente, Aneiros y Quintela (1999b), centra´ndose en el
estimador de β y suponiendo para los errores un modelo AR(1), generalizan resultados
de Linton (1995), obteniendo la expresio´n de una ventana asinto´ticamente o´ptima para
dicho estimador.
268
El objetivo del presente trabajo es generalizar resultados de normalidad asinto´tica y
expresiones de ventanas o´ptimas existentes en estimacio´n no parame´trica pura tanto en
el caso de errores independientes (Gasser y Mu¨ller (1984)) como en el caso de errores
dependientes (Hart (1991), Quintela (1994a,b)) al caso de la estimacio´n de m() en
un modelo parcialmente lineal con errores dependientes. Concretamente, el estudio se
hara´ con errores que provengan de un modelo AR(1), si bien es generalizable a distintos
procesos lineales.
Nuestro trabajo esta´ organizado de la siguiente manera: en la seccio´n 2 presentamos el
estimador, junto con las hipo´tesis empleadas y los resultados obtenidos. En la seccio´n
3 probamos dichos resultados.
Unas palabras sobre notacio´n. C denotara´ una constante gene´rica mayor que cero, que
puede tomar diferentes valores de lı´nea a lı´nea e incluso de fo´rmula a fo´rmula. Para
u = (u1; : : : ;un)
T
2 R
n
; kuk2 significa ∑u2i . Acerca de la notacio´n o(), O(), op() y
Op(); ve´ase Fuller (1976):
2. EL ESTIMADOR Y LOS RESULTADOS
En forma matricial, el modelo (1) puede expresarse como:
y = Xβ+m+ ε;(2)
donde y = (y1;y2; : : : ;yn)T ; X = (ζ1; : : : ;ζn)T (siendo ζTi = (xi1; : : : ;xip); i = 1; : : : ;n);
m = (m(t1); : : : ;m(tn))T ; ε =(ε1; : : : ;εn)
T
: Adema´s, supondremos que existe una re-
lacio´n entre las variables regresoras del tipo:
xi j = g j(ti)+ηi j i = 1; : : : ;n j = 1; : : : ; p;(3)
con lo que a su vez tenemos que:
X = G+η;(4)
donde G = (g1; : : : ;gp) (siendo g j = (g j(t1); : : : ;g j(tn))T ; j = 1; : : : ; p) y η = (η1; : : : ;
ηn)T (donde ηi = (ηi1; : : : ;ηip)T , i= 1; : : : ;n). Relaciones como (3) junto con hipo´tesis
acerca de ηi j pueden verse en Speckman (1988), Linton (1995) o Gao (1995), entre
otros. Como hemos hecho notar en la introduccio´n, consideraremos que la matriz X es
fija, con lo que tambie´n lo sera´ la matriz η: No obstante, si consideramos que ηi j son
observaciones de variables aleatorias i.i.d. de media cero e independientes de εi, los
resultados que obtendremos seguira´n siendo va´lidos, entendiendo en este caso que las
esperanzas se consideran respecto de la distribucio´n de ε y condicionadas por η. En
este caso, las hipo´tesis en las que intervenga η deben verificarse en probabilidad con
respecto a η:
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A lo largo de este trabajo, nos basaremos en estimadores tipo nu´cleo. Si consideramos
el modelo (1) sin la componente lineal,
yi = m(ti)+ εi;(5)
un estimador tipo nu´cleo puede ser escrito de la forma:
mn;h(t) =
n
∑
i=1
wn;h(t; ti)yi;(6)
donde wn;h(; ti) es una funcio´n de ponderacio´n (que se escribe a trave´s de una funcio´n
K(); el nu´cleo), y dependiente de un para´metro de escala (el para´metro ventana h). Es
de sobras conocida la importancia que tiene la eleccio´n de dicho para´metro ventana a
la hora de obtener buenas propiedades para el estimador (ver, por ejemplo, Quintela
(1996) para una revisio´n de distintos me´todos de seleccio´n del para´metro ventana, y
una comparacio´n de los mismos bajo condiciones de dependencia).
En este trabajo, nos centraremos en el estimador de Gasser y Mu¨ller (1979), y adema´s
consideraremos que los puntos ti esta´n igualmente separados. Por tanto, trabajaremos
con pesos de la forma wn;h (t; ti) = h 1
R i=n
(i 1)=n K(
t u
h )du; siendo h > 0; ti = (i 1=2)=n
y K una funcio´n cuyo soporte es [ 1;1]. En el caso de querer obtener estimaciones
en puntos de la frontera (entie´ndase como frontera el conjunto [0;h)[ (1 h;1]), el
estimador de Gasser y Mu¨ller se vera´ afectado (su sesgo tiene orden distinto (superior)
cuando estima en puntos de la frontera que cuando estima en el interior). Esto puede
evitarse si, en estos casos, se trabaja con los llamados nu´cleos frontera. En concreto, si
t = qh 2 [0;h) o t = 1  qh 2 (1 h;1], donde h < 1=2; entonces en lugar de utilizar
K() utilizaremos un nu´cleo frontera Kq() (ver Gasser y Mu¨ller (1979, 1984)). Las
suposiciones acerca de estos nu´cleos sera´n especificadas despue´s.
Supondremos que
E(ε) = 0;Var(ε) = E[εεT ] = σ2εΨ; Ψ 6= I y definida positiva.(7)
Debido a que Ψ es definida positiva, existe una matriz n n P tal que PΨPT = I. Por
tanto, PT P = Ψ 1: P no es u´nica (Judge y otros (1985)).
Comentario 2.1
Para errores estacionarios autorregresivos de orden uno (AR(1)) (εi = ρεi 1 +ei, donde
jρj< 1 y los ei son variables aleatorias i.i.d. con E [ei] = 0 y E

e2i

= σ2e), tenemos que
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la matriz de correlaciones Ψ tiene la forma:
Ψ =
0
B
B
B
B
B
@
1 ρ ρ2 : : : ρn 1
ρ 1 ρ : : : ρn 2
ρ2 ρ 1 : : : ρn 3
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
ρn 1 ρn 2 ρn 3 : : : 1
1
C
C
C
C
C
A
;(8)
y por lo tanto, su inversa:
Ψ 1 =
1
1 ρ2
0
B
B
B
B
B
B
B
@
1  ρ 0 : : : 0
 ρ 1+ρ2  ρ . . . 0
0  ρ 1+ρ2 . . .
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
 ρ
0 0 : : :  ρ 1
1
C
C
C
C
C
C
C
A
:(9)
Elegimos (Judge y otros (1985)):
P = 1p
1 ρ2
0
B
B
B
B
B
B
B
@
p
1 ρ2 0 0 : : : 0
 ρ 1 0 . . . 0
0  ρ 1 . . .
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
0 : : : 0  ρ 1
1
C
C
C
C
C
C
C
A
:(10)
Si suponemos que Ψ es conocida y que PeX tiene rango ma´ximo, usando Mı´nimos
Cuadrados Generalizados, podemos estimar β por (Aneiros y Quintela (1999a)):
ˆβh=

eXT Ψ 1eX

 1
eXT Ψ 1ey;(11)
siendo
ey= (I W)y;
eX= (I W)X;(12)
y W una matriz de suavizacio´n con elementos fwn;h(ti; t j)g= fwi jg (hemos suprimido
la dependencia de W con n y h). Ahora, a partir de (1), (5) y (6), parece intuitivo el
proponer como estimador de m(t) :
mˆh(t) =
n
∑
i=1
wn;h(t; ti)(yi ζTi ˆβh):(13)
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Propiedades de consistencia de este estimador pueden verse en Aneiros y Quintela
(1999a). Como hemos dicho antes, lo que vamos a hacer ahora es estudiar su normali-
dad asinto´tica, ası´ como la expresio´n y estimacio´n de una ventana global asinto´ticamente
o´ptima. Para ello, algunas de las hipo´tesis que utilizaremos son:
2.1. Hipo´tesis
(K.1) a) K() es Ho¨lder continua, sime´trica en torno al cero, con soporte [ 1;1] :
b) R K(u)du = 1; R uvK(u)du 6= 0 y R uzK(u)du = 0; z = 1; : : : ;v 1:
(K.2) a) Si t = qh 2 [0;h) (t = 1 qh 2 (1 h;1]), entonces Kq() tiene soporte [ 1;q]
([ q;1]) y satisface (K.1.b) con momento de orden v uniformemente acotado en
q 2 [0;1].
b) Kq() es tal que su varianza esta´ uniformemente acotada en q 2 [0;1].
(D.1) Los puntos del disen˜o ftigni=1 son fijos y esta´n igualmente separados (ti = (i 
1=2)=n):
(E.1) Los errores fεigni=1 provienen de un proceso estacionario AR(1) dado por εi =
ρεi 1 + ei; (jρj< 1) ; donde feig es una sucesio´n de variables aleatorias i.i.d.,
absolutamente continuas, con media cero y varianza finita.
(M.1) Las funciones m();g1(); : : : ;gp() tienen v  2 derivadas continuas en [0;1].
(G.1) n 1ηT Ψ 1η !V donde V = fVi jg es una matriz definida positiva.
(G.2) jjWη jjj2 = jjWT η jjj2 = O(h 1); 1 j  p:
(G.3) n 1ηT Ψ 1 em = O(n 1=2hv):
(G.4) jjWT Ψ 1η jjj= O(ne(n)); 1  j  p; donde e(n) = c1h2v + c2(nh) 1, siendo c1
y c2 constantes positivas:
(W.1) w() es una funcio´n continua no negativa con soporte compacto [w1;w2] (0;1),
w1 < w2:
Otras hipo´tesis sera´n introducidas a medida que las vayamos necesitando.
Comentario 2.2
Las hipo´tesis (G.1)-(G.4) pueden parecer un tanto artificiales. Sin embargo, puede
verse en Aneiros y Quintela (1999a) que son verificadas bajo las dema´s hipo´tesis, si
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suponemos que las filas de η son vectores aleatorios i.i.d. con media cero y matriz de
varianzas-covarianzas finita. Hipo´tesis de este tipo pueden verse en Speckman (1988),
y en Gao (1995) tenemos otras alternativas. Las dema´s condiciones son usuales en el
conjunto de suavizacio´n tipo nu´cleo. (K.2) es suficiente para remediar efectos frontera
(ver Gasser y Mu¨ller (1979), (1984)). La existencia de tales nu´cleos modificados para
v arbitrario es establecida en Gasser y otros (1985). En cuanto a (E.1), el presente
trabajo podrı´a generalizarse a otras estructuras parame´tricas en los errores, tales como
estructuras ARMA(p,q) si bien, debido a que la matriz de correlaciones forma parte del
estimador, esto aumentarı´a considerablemente los ca´culos.
Denotemos mh(t) = ∑ni=1 wn;h(t; ti)(yi ζTi β); es decir, mh(t) serı´a el estimador de m(t)
suponiendo que conocie´semos β:
Bajo las hipo´tesis (D.1), (E.1), (K.1) y (M.1) se tiene que, si nh ! ∞ y h ! 0 cuando
n ! ∞; entonces (ver Hart (1991) para la expresio´n de la varianza y Gasser-Mu¨ller
(1984) para la del sesgo):
E(mh(t) m(t))2 =
1
nhσ
2
ε
1+ρ
1 ρ
Z
K2(u)du+ h
2vα2v
(v!)2 (m
(v)
(t))2 +o((nh) 1+h2v);
(14)
uniformemente en t 2 [h;1 h], donde αv =
R
uvK(u)du:
Por tanto, junto con las hipo´tesis (K.2), (G.1)-(G.4), si adema´s nh4v ! 0 y nh2 !∞; se
tiene que (Aneiros y Quintela (1999a)):
E(mˆh(t) m(t))2 =
1
nhσ
2
ε
1+ρ
1 ρ
Z
K2(u)du+ h
2vα2v
(v!)2 (m
(v)
(t))2 +o((nh) 1+h2v);
(15)
uniformemente en t 2 [h;1 h] :
Si consideramos como una medida global del error de estimacio´n el Error Cuadra´tico
Medio Integrado, a saber:
MISE(mˆh) = E

Z
(mˆh(t) m(t))
2w(t)dt

;
es fa´cil obtener, por medio de (15) y de la hipo´tesis (W.1), que:
MISE(mˆh) =
1
nhσ
2
ε
1+ρ
1 ρ
R
K2(u)du
R
w(u)du+ h
2vα2v
(v!)2 

R
(m(v)(u))2w(u)du+o((nh) 1+h2v):
(16)
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Por tanto, suponiendo que
Z
(m(v)(u))2w(u)du 6= 0;(17)
una ventana global asinto´ticamente o´ptima para el estimador mˆh() es
h0 =C0n 
1
2v+1
=
"
CKσ2ε
1+ρ
1 ρ
R
(m(v)(u))2w(u)du
#
1
2v+1
n 
1
2v+1
;(18)
donde CK = (v!)
2 K2(u)du w(u)du
2vα2v
: Como vemos, la expresio´n (18) coincide con la que
se obtendrı´a en el caso de conocer el valor de β; es decir, en el caso de trabajar con
un modelo no parame´trico puro, lo cual era de esperar una vez conocido el trabajo de
Aneiros y Quintela (1999a).
Supongamos ahora que adema´s se verifica la hipo´tesis:
(E.2) Existe algu´n δ > 0 tal que E
h
jεij
2+δ
i
< ∞:
Teniendo presente (14) y la normalidad asinto´tica de mh0(t) (Quintela (1994a)), se ob-
tiene que, si t 2 (0;1), entonces:
nv=(2v+1)(mh0(t) m(t))
D
! N(B;V );(19)
siendo
B = ( 1)
v
v! C
v
0αvm
(v)
(t);
V = σ2ε
1+ρ
1 ρC
 1
0
R
K2(u)du:
(20)
Quintela (1994b) demuestra que, bajo ciertas hipo´tesis, si consideramos una sucesio´n
de ventanas
n
bhn
o
verificando:
bhn
h0
P
! 1;(21)
entonces, si t 2 (0;1) y v = 2, se tiene que:
nv=(2v+1)(m
bhn(t) m(t))
D
! N(B;V ):(22)
Utilizando (19), sin ma´s que cambiar v= 2 por un v> 2 gene´rico en dicha demostracio´n
de Quintela (1994b), se obtiene que (22) se mantiene. Basa´ndonos en (19) y (22),
demostraremos el siguiente resultado:
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2.2. Resultados
Teorema 2.1
Bajo las hipo´tesis (D.1), (E.1), (E.2), (G.1)-(G.4), (K.1), (K.2), (M.1), (W.1), junto
con (17) y (21), si adema´s se verifica:
(D.2) las componentes de X esta´n uniformemente acotadas
o
(D.2) se verifica el modelo (3) con Eηi j = 0 y E

ηi j


2(2v+1)+δ0
< C < ∞ para algu´n
δ0 > 0 (1 i n;1 j  p),
se tiene que:
a) nv=(2v+1)(mˆh0(t) m(t))
D
! N(B;V ):
b) nv=(2v+1)(mˆ
bhn(t) m(t))
D
! N(B;V ):
Por tanto, si somos capaces de obtener una sucesio´n fbhng verificando (21), tendremos
una forma de construir un estimador asinto´ticamente equivalente a un estimador o´ptimo
(ambos tienen la misma distribucio´n asinto´tica).
Suponiendo que conocemos ρ, y considerando una sucesio´n de estimadores del tipo
bhn = bC0n 
1
2v+1
; todo lo que necesitamos para verificar (21) es que bC0 sea un estimador
consistente para estimar C0. Para ello basta, debido a su expresio´n, con estimar de for-
ma consistente
R
(m(v)(t))2w(t)dt y σ2ε : Para estimar la integral, parece intuitivo cons-
truir un estimador de m(v); llame´mosle bmh;b;v (siendo b un nuevo para´metro ventana),
y despue´s estimar
R
(m(v)(t))2w(t)dt por medio de
R
(bmh;b;v(t))2w(t)dt: De esta forma,
aparece un nuevo problema debido a que nuevamente deberı´amos buscar me´todos para
seleccionar sus para´metros ventana. Sin embargo, esta eleccio´n es de menor impor-
tancia, de la misma forma que ocurre en la estimacio´n de la densidad (Scott, Tapia y
Thompson (1977), Scott y Factor (1981), Sheather (1986)).
Estudiaremos ahora condiciones que nos permitan estimar C0 de forma consistente.
Sea:
bmh;b;v(t) =
1
bv+1
n
∑
i=1
Z i=n
(i 1)=n
K(v)(
t u
b )du(yi ζ
T
i
ˆβh);(23)
donde:
(K.3) K(v) es la derivada de orden v de una funcio´n v veces derivable K que verifica:
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a) soporte de K  [ 1;1]
b) R K(x)dx = 1
c) K( j)( 1) = K( j)(1) = 0; j = 0; : : : ;v 1 y K(v) esta´ acotada:
Teorema 2.2
Supongamos que se verifican (D.1), (D.2) (en cuyo caso adema´s exigimos nbv+1=2 !∞)
o (D.2) (en cuyo caso adema´s nbv+3v=(4v 1) > C > 0), (E.1), (K.1)- (K.3), (M.1),
(G.1)-(G.3), y m(v) verifica una condicio´n de Lipschitz. Entonces, si h2
h
a1n
 1=(2v+1)
;
a2n
 1=(2v+1)
i
;0 < a1 < a2 < ∞ constantes, y suponiendo que b! 0 cuando n!∞; se
tiene que:
sup
t2[w1;w2]



E [bmh;b;v(t)] m(v)(t)



!
n! ∞ 0
Teorema 2.3
Bajo las suposiciones del Teorema 2.2, si adema´s se verifica (E.2) y nb2v+1 ! ∞, se
tiene:
sup
t2[w1;w2]



bmh;b;v(t) m
(v)
(t)



P
! 0:
Comentario 2.3
En el Teorema 2.2 es posible dar un mayor margen a la eleccio´n de h, permitiendo
que h pertenezca a un intervalo del tipo
h
a1n
 1=(2v+1) γ
;a2n
 1=(2v+1)+γ
i
, siendo γ un
nu´mero real no negativo verificando ciertas condiciones. Sin embargo esto conllevara´ a
complicar las condiciones que debera´ verificar b: Es por ello que hemos preferido fijar
γ = 0 en el anterior intervalo.
Comentario 2.4
Las hipo´tesis hechas acerca del para´metro b en el Teorema 2.2 son satisfechas si con-
sideramos b = cn θ; siendo 0 < θ  (4v 1)=(2v(2v+1)) y c una constante positiva.
Por tanto podemos considerar el caso b = h. En cuanto a las del Teorema 2.3, se verifi-
can si 0 < θ < 1=(2v+1): Por tanto, en este caso, no cabe la posibilidad de considerar
para´metros iguales.
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Comentario 2.5
Del Teorema 2.3 se deduce que
R
(bmh;b;v(t))2w(t)dt es un estimador consistente de
R
(m(v)(t))2w(t)dt: En cuanto a σ2ε , puede verse en Gao (1995) un me´todo para es-
timarlo consistentemente basado en un estimador de Mı´nimos Cuadrados de β. Por
tanto, junto con el Teorema 2.1, si ρ es conocido, tenemos ya una forma de construir un
estimador de m(t) asinto´ticamente equivalente a un estimador o´ptimo (ambos tienen la
misma distribucio´n asinto´tica).
Supongamos ahora que ρ es desconocido. En este caso, puesto que nuestro estimador
mˆh(t) depende de ρ a trave´s de ˆβh, no podemos trabajar con e´l. Sea bρ un estimador de
ρ, y consideremos el estimador:
b
bmh(t) =
n
∑
i=1
wn;h(t; ti)(yi ζTi bbβh);(24)
donde
b
bβh =

eXT Ψ 1

(
bρ)eX

 1
eXT Ψ 1

(
bρ)ey;(25)
siendo
Ψ 1

( ρ) =
0
B
B
B
B
B
B
B
@
1  ρ 0 : : : 0
 ρ 1+ρ2  ρ . . . 0
0  ρ 1+ρ2 . . .
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
 ρ
0 0 : : :  ρ 1
1
C
C
C
C
C
C
C
A
:
Como puede observarse, hemos hecho una pequen˜a modificacio´n de la matriz Ψ 1 (9),
motivada por el cara´cter aleatorio que tendra´ a partir de ahora. De esta forma, nos
evitamos problemas con el denominador cuando introducimos bρ. En el caso de conocer
ρ, el estimador no varı´a.
Ahora imponemos las siguientes condiciones, que son una extensio´n de las condiciones
de regularidad de Fuller y Battese (1973). Hemos introducido subı´ndices para hacer
notar la dependencia con n.
(G.5) La sucesio´n de matrices
n
eXn
o
es tal que
lim
n!∞
1
n
eXTn Sn(ρ)eXn = H(ρ)(26)
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y
1
n
eXTn Sn(ρ)(emn +eεn) = Op(n 
1
2
);(27)
donde Sn(ρ) = ∂∂ρ Ψ 1n (ρ) y H(ρ) es una matriz cuyos elementos son funciones conti-
nuas de ρ.
(R.1) Disponemos de un estimador bρ de ρ que satisface la condicio´n:
bρ = ρ+Op(n ω), ω > 0:(28)
Teorema 2.4
Bajo las hipo´tesis del Teorema 2.1, junto con (G.5) y (R.1), se verifica:
a) nv=(2v+1)(bbmh0(t) m(t))
D
! N(B;V ):
b) nv=(2v+1)(bbm
bhn(t) m(t))
D
! N(B;V ):
Comentario 2.6
Es fa´cil ver que, bajo nuestras hipo´tesis acerca de los pesos wi j; las funciones g j y
los errores εi, si las filas de η son vectores aleatorios i.i.d. con media cero y ma-
triz de varianzas-covarianzas finita, entonces se verifica (G.5) (ver Aneiros y Quintela
(1999a)).
Comentario 2.7
Acerca de la condicio´n (R.1), puede verse en Schick (1994) un ejemplo de un estima-
dor bρ

de ρ que, bajo ciertas condiciones, verifica que n1=2(bρ

 ρ) es asinto´ticamente
normal con media cero y varianza 1 ρ2:
Puesto que ahora desconocemos ρ; no podemos utilizar bmh;b;v(t) como estimador con-
sistente de m(v)(t) para ser luego utilizado en la expresio´n de bhn: Proponemos en su
lugar el estimador
bmh;b;v(t) =
1
bv+1
n
∑
i=1
Z i=n
(i 1)=n
K(v)(
t u
b )du(yi ζ
T
i
ˆβh);(29)
siendo
ˆβh=

eXT eX

 1
eXTey:(30)
278
Es decir, a la hora de estimar el vector de para´metros β para posteriormente obtener un
estimador consistente de m(v)(t), lo hacemos basa´ndonos en residuos de estimacio´n por
Mı´nimos Cuadrados Ordinarios. Debemos introducir dos nuevas hipo´tesis:
(G.1) n 1ηT η  ! V donde V = fVi jg es una matriz definida positiva.
(G.3) n 1ηT em = O(n 1=2hv):
Comentario 2.8
Estas hipo´tesis son utilizadas por Speckman (1988). En su artı´culo puede verse un caso
en el que se verifican.
Teorema 2.5
Supongamos que se verifican (D.1), (D.2) (en cuyo caso adema´s exigimos nbv+1=2 !∞)
o (D.2) (en cuyo caso adema´s nbv+3v=(4v 1)>C> 0), (E.1), (K.1)- (K.3), (M.1),(G.1),
(G.2), (G.3), y m(v) verifica una condicio´n de Lipschitz. Entonces, si h2
h
a1n
 1=(2v+1)
;
a2n
 1=(2v+1)
i
;0 < a1 < a2 < ∞ constantes, y suponiendo que b! 0 cuando n!∞; se
tiene que:
sup
t2[w1;w2]



E

bmh;b;v(t)

 m(v)(t)



!
n! ∞ 0
Teorema 2.6
Bajo las suposiciones del Teorema 2.5, si adema´s se verifica (E.2) y nb2v+1 ! ∞, se
tiene:
sup
t2[w1;w2]



bmh;b;v(t) m
(v)
(t)



P
! 0:
Comentario 2.9
Por tanto, en el caso de no conocer ρ, tenemos tambie´n un me´todo para estimar de forma
consistente
R
(m(v)(t))2w(t)dt con lo que, como ya sabemos estimar consistentemente
σ2ε (ver el Comentario 2.5) y ρ (ver el Comentario 2.7), tenemos un me´todo para obtener
una sucesio´n de ventanas
n
bhn
o
verificando (21).
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3. DEMOSTRACIONES
A lo largo de las demostraciones, sera´ utilizado el siguiente Lema.
Lema 3.1
Sean g j : [0;1]! R funciones acotadas, j = 1; : : : ; p, y supongamos que se verifica
(D.2). Entonces:
max
i j

xi j


= op(n
1=(2(2v+1))
):
Demostracio´n
Sea Mn = n1=(2(2v+1))= logn: Utilizando (D.2) y la desigualdad de Markov, se tiene
que:
P(max
i; j

ηi j


Mn)CnM 2(2v+1) δ
0
n :
Por tanto, se verifica que max
i; j

xi j


= op(n
1=(2(2v+1))
): Ahora, utilizando la acotacio´n de
g j, j = 1; : : : ; p; junto con la relacio´n (3), se obtiene directamente la tesis de este Lema.
Tambie´n se utilizara´ que maxi#
j / wi j 6= 0
	
= O(nh), como consecuencia del tipo de
pesos utilizados y de que el nu´cleo K() tiene soporte compacto.
Demostracio´n del Teorema 2.1
Parte a)
Debido a (19), es suficiente demostrar que nv=(2v+1)(mˆh0(t) m(t)) y nv=(2v+1)(mh0(t) 
m(t)) tienen la misma distribucio´n asinto´tica, para lo cual basta con probar que la dife-
rencia de ambos tiende a cero en probabilidad.
Supongamos que se verifica (D.2). Escribamos



nv=(2v+1)(mˆh0(t) mh0(t))



=





nv=(2v+1)(
n
∑
i=1
wn;h0(t; ti)ζTi ( ˆβh0 β))





=
= Op

nv=(2v+1)nh0(nh0) 1n 1=2

= Op(n 1=(2(2v+1))):
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Si la que se verifica es (D.2), razonando como en el caso anterior y utilizando el Lema
3.1, obtendrı´amos



nv=(2v+1)(mˆh0(t) mh0(t))



= op(1):
Hemos utilizado que



ˆβh0 β



= Op(n 1=2), lo cual es consecuencia del Teorema 2.1
de Aneiros y Quintela (1999a).
Parte b)
De la misma forma, ahora como consecuencia de (22), es suficiente demostrar que
nv=(2v+1)(mˆ
bhn(t) m(t)) y n
v=(2v+1)
(m
bhn(t) m(t)) tienen la misma distribucio´n asinto´-
tica.
Escribamos:
nv=(2v+1)(mˆ
bhn(t) mbhn(t)) = n
v=(2v+1)
(
n
∑
i=1
w
n;bhn(t; ti)ζTi ( ˆβbhn β)):
Sean ε > 0 y λ > 0: Se tiene que
P
n



nv=(2v+1)(mˆ
bhn(t) mbhn(t))



 ε
o

 P





nv=(2v+1)(mˆ
bhn(t) mbhn(t))



 ε

\





bhn
h0
 1




 λ

+P





bhn
h0
 1




> λ


 P
(
sup
jzjλ





nv=(2v+1)(
n
∑
i=1
wn;h0(1+z)(t; ti)ζTi ( ˆβh0(1+z) β))





 ε
)
+P





bhn
h0
 1




> λ

Por hipo´tesis, se tiene que el segundo sumando converge a cero. En cuanto al primero,
se tiene que





nv=(2v+1)(
n
∑
i=1
wn;h0(1+z)(t; ti)ζTi ( ˆβh0(1+z) β))





=
= Op

nv=(2v+1)nh0(1+ z)(nh0(1+ z)) 1n 1=2

= Op(n 1=2(2v+1));
uniformemente en jzj  λ: Por tanto,
sup
jzjλ





nv=(2v+1)(
n
∑
i=1
wn;h0(1+z)(t; ti)ζTi ( ˆβh0(1+z) β))





= Op(n 1=2(2v+1)):
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Si la que se verifica es (D.2), razonando como en el caso anterior y utilizando el Lema
3.1, obtendrı´amos
sup
jzjλ





nv=(2v+1)(
n
∑
i=1
wn;h0(1+z)(t; ti)ζTi ( ˆβh0(1+z) β))





= op(1):
Por tanto, en cualquiera de los dos casos, tenemos que el primer sumando tambie´n
converge a cero. En los anteriores razonamientos hemos utilizado que jj ˆβh0(1+z) βjj=
Op(n 1=2) uniformemente en jzj  λ (ver Aneiros y Quintela (1999a)).
Demostracio´n del Teorema 2.2
Utilizando que m(v) verifica una condicio´n de Lipschitz y que los errores tienen media
cero, junto con (D.1), (K.3) y que b ! 0 y nbv ! ∞; se obtiene, por medio de una
demostracio´n similar a la del Teorema 2.1 de Gasser y Mu¨ller (1984), que:
sup
t2[w1;w2]



E [mb;v(t)] m(v)(t)



!
n! ∞ 0;
siendo mb;v(t) el estimador (23) cambiando ˆβh por β, es decir:
mb;v(t) =
1
bv+1
n
∑
i=1
Z i=n
(i 1)=n
K(v)(
t u
b )du(yi ζ
T
i β):
Resta por tanto demostrar que:
sup
t2[w1;w2]

E [bmh;b;v(t) mb;v(t)]


!
n! ∞ 0:(31)
Supongamos en primer lugar que se verifica (D.2). Entonces:

E [bmh;b;v(t) mb;v(t)]


=





1
bv+1
n
∑
i=1
Z i=n
(i 1)=n
K(v)(
t u
b )duζ
T
i Sesgo( ˆβh)





=
= O( 1bv+1 nbn
 1
(h2v +hv(nh) 1=2)) = O( 1bv (h
2v
+hv(nh) 1=2));
donde se ha utilizado que K(v) esta´ acotada y tiene soporte acotado, y que se verifica
que Sesgo( ˆβh) = O
 
h2v

+O(hv(nh) 1=2) (como puede verse en Aneiros y Quintela
(1999a)):
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En caso de verificarse (D.2), siguiendo el mismo razonamiento y utilizando el Lema
3.1, se obtendrı´a:

E [bmh;b;v(t) mb;v(t)]


= op(n
1=(2(2v+1)) 1
bv (h
2v
+hv(nh) 1=2)):
En cualquiera de los dos casos, como consecuencia de las hipo´tesis hechas acerca de b
y h, se obtiene (31).
Demostracio´n del Teorema 2.3
Debido al Teorema 2.2, basta demostrar que:
sup
t2[w1;w2]


bmh;b;v(t) E [bmh;b;v(t)]


P
! 0:
Se tiene que:
sup
t2[w1;w2]


bmh;b;v(t) E [bmh;b;v(t)]


 sup
t2[w1;w2]





1
bv+1
n
∑
i=1
Z i=n
(i 1)=n
K(v)(
t u
b )duεi





+
+ sup
t2[w1;w2]





1
bv+1
n
∑
i=1
Z i=n
(i 1)=n
K(v)(
t u
b )duζ
T
i (
ˆβh E( ˆβh))





:
Estudiemos cada sumando por separado.
Por (E.1), (E.2) y (K.3); aplicando la modificacio´n de la desigualdad de Whittle (1960)
hecha por Chu (1989) (expresio´n (3.6.3) de Chu) se obtiene:
E
2
4
 
n
∑
i=1
Z i=n
(i 1)=n
K(v)(
t u
b )duεi
!2
3
5
C
n
∑
i=1

Z i=n
(i 1)=n
K(v)(
t u
b )
2
=(32)
= O(nbn 2) = O(n 1b)(33)
uniformemente en t. Por tanto,
sup
t2[w1;w2]





n
∑
i=1
Z i=n
(i 1)=n
K(v)(
t u
b )duεi





= Op((n 1b)1=2)
y
sup
t2[w1;w2]





1
bv+1
n
∑
i=1
Z i=n
(i 1)=n
K(v)(
t u
b )duεi





= Op((nb2v+1) 1=2) = op(1):
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Estudiemos el segundo sumando, suponiendo en primer lugar que se verifica (D.2).
sup
t2[w1;w2]





1
bv+1
n
∑
i=1
Z i=n
(i 1)=n
Kv(
t u
b )duζ
T
i (
ˆβh E( ˆβh))





=
= Op(
1
bv+1 nbn
 1n 1=2) = Op((nb2v) 1=2):
En caso de verificarse (D.2), siguiendo el mismo razonamiento y utilizando el Lema
3.1, se obtendrı´a:
sup
t2[w1;w2]





1
bv+1
n
∑
i=1
Z i=n
(i 1)=n
Kv(
t u
b )duζ
T
i (
ˆβh E( ˆβh))





= op(n
1=(2(2v+1))
(nb2v) 1=2):
En cualquiera de los dos casos, como consecuencia de las hipo´tesis hechas acerca de b
y h, se obtiene que la anterior expresio´n converge a cero en probabilidad.
Demostracio´n del Teorema 2.4
Parte a)
Utilizando el Teorema 2.1.a, basta demostrar que nv=(2v+1)(bbmh0(t) m(t)) y nv=(2v+1)
(mˆh0(t) m(t)) tienen la misma distribucio´n asinto´tica.
Supongamos que se verifica (D.2). Escribamos



nv=(2v+1)(bbmh0(t)  mˆh0(t))



=





nv=(2v+1)(
n
∑
i=1
wn;h0(t; ti)ζTi (bbβh0  ˆβh0))





=
= Op(nv=(2v+1)nh0(nh0) 1n 1=2) = Op(n 1=(2(2v+1))):
Hemos utilizado que




b
bβh0  ˆβh0




= Op(n 1=2) (lo cual es obtenido en la demostracio´n
del Teorema 2.6 de Aneiros y Quintela (1999a)).
Si la que se verifica es (D.2), razonando como en el caso anterior y utilizando el Lema
3.1, obtendrı´amos



nv=(2v+1)(bbmh0(t)  mˆh0(t))



= op(1):
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Parte b)
Utilizando el Teorema 2.1.b, es suficiente demostrar que nv=(2v+1)(bbm
bhn(t)  mˆbhn(t))
P
!
0: El siguiente razonamiento es similar al hecho para demostrar el Teorema 2.1.b.
Sean ε > 0 y λ > 0: Se tiene que:
P
n



nv=(2v+1)(bbm
bhn(t)  mˆbhn(t))



 ε
o

 P





nv=(2v+1)(bbm
bhn(t)  mˆbhn(t))



 ε

\





bhn
h0
 1




 λ

+P





bhn
h0
 1




> λ


 P
(
sup
jzjλ





nv=(2v+1)
n
∑
i=1
wn;h0(1+z)(t; ti)ζTi ( ˆβh0(1+z) bbβh0(1+z))





 ε
)
+P





bhn
h0
 1




> λ

:
Por hipo´tesis, se tiene que el segundo sumando converge a cero.
En cuanto al primero, siguiendo el mismo razonamiento que el hecho en la demostra-
cio´n del Teorema 2.1.b, y utilizando que




ˆβh0(1+z) bbβh0(1+z)




= Op(n 1=2) uniforme-
mente en jzj  λ (lo cual es obtenido en la demostracio´n del Teorema 2.6 de Aneiros y
Quintela (1999a)), se obtiene su convergencia a cero en probabilidad.
Demostracio´n del Teorema 2.5
Como consecuencia de nuestras hipo´tesis, se puede utilizar el Lema 1 de Speckman
(1988). Por medio de dicho Lema, junto con (E.1) y (G.3) se obtiene, sin ma´s que se-
guir la demostracio´n del Teorema 2.1.a de Aneiros y Quintela (1999a), que Sesgo( ˆβh) =
O
 
h2v

+O(hv(nh) 1=2): Ahora, utilizando lo anterior, el resto de la demostracio´n es
similar a la del Teorema 2.2.
Demostracio´n del Teorema 2.6
Siguiendo la demostracio´n del Teorema 2.2.b de Speckman (1988), se tiene que ˆβh 
E( ˆβh) = Op(n 1=2): Utilizando este resultado, el resto de la demostracio´n es similar a
la del Teorema 2.3.
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1. INTRODUCTION
We consider that we have an observed data set f(yi;ζTi ; ti)Tgni=1 generated by the semi-
parametric model
yi = ζTi β+m(ti)+ εi i = 1; : : : ;n;(1)
where (ζTi ; ti) = ((xi1;xi2; : : : ;xip); ti) 2 A [0;1]  Rp R are fixed design points, β
is a (p 1)-vector of unknown parameters, m() is an unknown real-valued function
defined on [0;1] (without loss of generality) and fεigni=1 a sample of errors identically
distributed. This semiparametric model is called a “partial linear model”. In this paper
we suppose that the errors are generated by an AR(1) process, i. e., εi = ρεi 1 + ei;
where the ei are i.i.d. and jρj< 1:
If we suppose that ρ is known, we propose to estimate m() by mˆh(t) = ∑ni=1 wn;h(t; ti)
(yi ζTi ˆβh), where fwn;h(t; ti)g are the weights of Gasser and Mu¨ller (1979), ˆβh=

eXT
Ψ 1eX

 1
eXT Ψ 1ey; Ψ is the correlation matrix of the errors, ey= (I W)y; y = (y1;y2;
: : : ;yn)T ; eX= (I W)X; X = (ζT1 ; ::;ζTn ) and W =fwn;h(ti; t j)g: Under suitable condi-
tions, Aneiros and Quintela (1999) show that
h0 =C0n 
1
2v+1
=
"
CKσ2ε
1+ρ
1 ρ
R
(m(v)(u))2w(u)du
#
1
2v+1
n 
1
2v+1
is an optimal bandwidth for the estimator mˆh(), where
CK =
(v!)2
R
K2(u)du
R
w(u)du
2vα2v
; αv =
Z
uvK(u)du
and w() is a continuous function defined on [w1;w2] (0;1):
2. THE RESULTS
Under suitable conditions, we obtain:
Theorem 2.1
a) nv=(2v+1)(mˆh0(t) m(t))
D
! N(B;V ):
b) nv=(2v+1)(mˆ
bhn(t) m(t))
D
! N(B;V ):
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Here we denote B = ( 1)
v
v! C
v
0αvm
(v)
(t); V = σ2ε
1+ρ
1 ρC
 1
0
R
K2(u)du; and bhn is a con-
sistent estimator of h0: A way of constructing an asymptotically equivalent estima-
te to an optimum estimate (they have the same asymptotic distribution) is obtained
by means of this theorem. In order to achieve this, the following expression must
be used: bhn = bC0n 
1
2v+1 , being bC0 a consistent estimation of C0: Gao (1995) pro-
poses a consistent estimation of σ2ε : Furthermore, we propose to estimate m(v)() by
bmh;b;v(t) = 1bv+1 ∑ni=1
R i=n
(i 1)=n K
(v)
(
t u
b )du(yi ζTi ˆβh), and we obtain:
Theorem 2.2
sup
t2[w1;w2]



E [bmh;b;v(t)] m(v)(t)



!
n! ∞ 0
Theorem 2.3
sup
t2[w1;w2]



bmh;b;v(t) m
(v)
(t)



P
! 0:
If ρ is unknown, we propose to estimate m() by bbmh(t) = ∑ni=1 wn;h(t; ti)(yi   ζTi bbβh);
where bbβh =

eXT Ψ 1

(
bρ)eX

 1
eXT Ψ 1

(
bρ)ey, bρ is a consistent estimator of ρ and Ψ 1

(ρ) = (1 ρ2)Ψ 1( ρ) . We obtain:
Theorem 2.4
a) nv=(2v+1)(bbmh0(t) m(t))
D
! N(B;V ):
b) nv=(2v+1)(bbm
bhn(t) m(t))
D
! N(B;V ):
In this case (ρ unknown), we propose to estimate m(v)() by bmh;b;v(t) = 1bv+1 ∑ni=1
R i=n
(i 1)=n
K(v)( t ub )du(yi ζTi ˆβh), where ˆβh=

eXT eX

 1
eXTey, and we obtain:
Theorem 2.5
sup
t2[w1;w2]



E

bmh;b;v(t)

 m(v)(t)



!
n! ∞ 0
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Theorem 2.6
sup
t2[w1;w2]



bmh;b;v(t) m
(v)
(t)



P
! 0:
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