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Equivalence of the Euclidean and Wightman Field
Theories.
Yu. M. Zinoviev∗†
Steklov Mathematical Institute, Vavilov St. 42,
Moscow 117966, GSP-1, Russia
Abstract The new inversion formula for the Laplace transformation of the tempered dis-
tributions with supports in the closed positive semiaxis is obtained. The inverse Laplace
transform of the tempered distribution is defined by means of the limit of the special dis-
tribution constructed from this distribution. The weak spectral condition on the Euclidean
Green’s functions requires that some of the limits needed for the inversion formula exist for
any Euclidean Green’s function with even number of variables. We prove that the initial
Osterwalder–Schrader axioms [1] and the weak spectral condition are equivalent with the
Wightman axioms.
1 Introduction
In 1973 K.Osterwalder and R.Schrader [1] claimed to have found necessary and sufficient con-
ditions under which Euclidean Green’s functions have analytic continuations whose boundary
values define a unique set of Wightman distributions. The pricipal idea of the Osterwalder–
Schrader paper [1] was to consider the Euclidean Green’s functions to be the distributions.
Usually the Euclidean Green’s functions were considered to be the analytic functions. Later
R.Schrader [2] found the counter example for the crucial lemma of the paper [1]. In 1975
K.Osterwalder and R.Schrader proposed additional ”linear growth condition” under which
Euclidean Green’s functions, satisfying the Osterwalder–Schrader axioms [1], define the
Wightman theory. But these new extended axioms for the Euclidean Green’s functions
may be not equivalent with the Wightman axioms. It is possible to restore the equiva-
lence theorem by adding the new condition [2] that the Euclidean Green’s functions are the
Laplace transforms of the tempered distributions with supports in the positive semiaxis with
respect to the time variables. The equivalence theorem becomes trivial [2]. This new condi-
tion contradicts the principal Osterwalder–Schrader idea to consider the Euclidean Green’s
functions to be the distributions and it is not suitable for applications because it seems dif-
ficult to check it up. This paper is an attempt to understand the mathematical foundation
of the Osterwalder–Schrader results. Our aim is to find the additional reasonable condition
∗The research described in this publication was made possible in part by Grant No. 93–011–147 from the
Russian Foundation of Fundamental Researches.
†e–mail: zinoviev@qft.mian.su
1
which allows to prove that the extended Osterwalder–Schrader axioms are equivalent with
the Wightman axioms.
One of the Ostewalder–Schrader axioms is the positivity condition. If we consider the
simplest case and neglect the space variables we can write the positivity condition in the
form ∫ ∞
0
dt
∫ ∞
0
dsf(t+ s)φ(t)φ(s) ≥ 0 (1.1)
Due to [3, Lemma A] the positivity condition (1.1) for the distribution f(t) ∈ D′(R+), where
R+ is the open positive semiaxis, implies the condition in R+
∑
m,n
aman
dm+nf
dtm+n
(t) ≥ 0 (1.2)
for all finite sequences of the complex numbers am. Corollary C from [3] implies that the
distribution f(t) ∈ D′(R+), satisfying the condition (1.2) for all terminating sequences of
complex numbers am, is the restriction to the semiaxis of a function A(x + iy) analytic in
the tube R+ + iR. To explain the difficulties which this way encounters in proving the
Osterwalder–Schrader theorem we cite here an extract from the remarkable paper [3] : ”The
Euclidean Green’s functions satisfying the Osterwalder–Schrader postulates can be shown
to be restrictions of the functions analytic in the whole Wightman causal domain and to
satisfy the positivity condition there in a sence to be presently explained. The author has,
however, not been able to show the tempered growth of those analytic functions near the real
Minkowski space boundary and believes at present that this is impossible to achieve without
further assumptions on the growth properties of Schwinger functions sn with respect to the
index n. This is suggested by the fact that in order to reach the real Minkowski space by
analytic completion for a given sn an infinite number of steps are required, each of which
involves the other functions sm via the Schwartz inequality with higher and higher values
of m”. Our way of proving the equivalence theorem doesn’t use the analytic functions at
all. Due to the Osterwalder–Schrader idea we consider the Euclidean Green’s functions to
be the distributions.
S.Bernstein [4] called a function exponentially convex if it satisfies the positivity condition
(1.1). We shall prove that a tempered distribution f(t) ∈ S ′(R+) is exponentially convex iff
a tempered distribution g(t) = f(−t) ∈ S ′(R−) is absolutely monotonic, i. e.
dmg
dtm
(t) ≥ 0 (1.3)
for all m = 0, 1,... . The following counter example: f(t) = exp{t} shows that this theorem
is wrong for the distributions from D′(R+). S.Bernstein [4] studied the absolutely monotonic
functions. It is natural to have a try to generalize the Bernstein result. We shall prove that
if for a distribution f(t) ∈ D′(R+) a distribution g(t) = f(−t) ∈ D
′(R−) is absolutely
monotonic then
f(t) =
∫ ∞
0
e−tsdµ(s), (1.4)
where the positive measure µ(s) has tempered growth. The measure µ(s) explicitely depends
on the distribution f(t). It is the sum of two limits of the special distributions constructed
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from the distribution f(t). By using the generalized Bernstein theorem it is possible to obtain
the new inversion formula for the Laplace transformation of the tempered distributions with
supports in the closed positive semiaxis. Our weak spectral condition on the Euclidean
Green’s functions requires that some of the limits needed for the inversion formula exist
for any Euclidean Green’s function with even number of variables. We shall prove that the
initial Osterwalder–Schrader axioms [1] and the weak spectral condition are equivalent with
the Wightman axioms.
In the next section we study the absolutely monotonic distributions. The generalization
of the Bernstein theorem [4] is proved. The new inversion formula for the Laplace transforma-
tion of the tempered distributions with supports in the closed positive semiaxis is obtained.
The third section is devoted to study the exponentially convex tempered distributions and
the tempered distributions satisfying the Osterwalder–Schrader positivity condition which
includes the space variables. In the fourth section the revised Osterwalder–Schrader theorem
is proved.
2 Absolutely monotonic distributions
D(R+) denotes the subspace of D(R) of functions with support in the positive semiaxis
R+ = [0,∞), given the induced topology. Similarly D(R−) denotes the subspace of D(R) of
functions with support in the negative semiaxis R− = (−∞, 0], given the induced topology.
If the function φ(x) ∈ D(R−) then the function φ(−x) ∈ D(R+).
Since the topology of the space D(R+) is induced by the topology of the space D(R)
there exists a natural number N for a distribution f ∈ D′(R+) such that the estimation
|(f, φ)| ≤ C sup
x∈R+,0≤k<N
|
dkφ
dxk
| (2.1)
holds for every function φ(x) ∈ D(R) with support in the interval [0, 1]. By using the
estimation (2.1) and the identity
dk
dxk
(xN1φ(x)) = xN1−k−1[
k∏
j=1
(N1 − j + x
d
dx
)](xφ(x)) (2.2)
for a natural number k it is easy to show for any integer N1 ≥ N that the inequality
|(xN1f(x), φ(x))| ≤ C1 sup
x∈R+,0≤k<N
|(x
d
dx
)k(xφ(x))| (2.3)
holds for every function φ(x) ∈ D(R) with support in the interval [0, 1]. We denote by
N(f) the minimal integer N1 such that the distribution x
N1f(x) ∈ D′(R+) satisfies the
inequality of type (2.3) for every function φ(x) ∈ D(R) with support in the interval [0, 1].
The inequality (2.3) implies the inequality
N(f) ≥ N(x
df
dx
) (2.4)
for any distribution f(x) ∈ D′(R+).
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Lemma 2.1. For every distribution f(x) ∈ D′(R+), for any function φ(x) ∈ D(R) and for
every integer N ≥ N(f) the limit
lim
α→+0
(xNf(x), θ(x) exp{−αx−1}φ(x)) (2.5)
defines the extension [xNf ](x) ∈ D′(R) with support in the positive semiaxis R+.
Proof. Lemma 2.1 follows from the estimation (2.3) and [5, equality (14)].
The distribution f(x) ∈ D′(R−) is said to be absolutely monotonic if for all natural
numbers m = 0, 1,... the distribution d
mf
dxm
(x) is positive.
If a function φ(x) ∈ D(R) then for sufficiently large positive t the function φ(x + t) ∈
D′(R−).
Lemma 2.2. Let the distribution f(x) ∈ D′(R−) be absolutely monotonic then for any
function φ(x) ∈ D(R)
lim
t→−∞
(f(x), φ(x− t)) = L−10 [f ]
∫ ∞
−∞
φ(x)dx (2.6)
lim
t→−∞
tk(
dkf
dxk
(x), φ(x− t)) = 0, k = 1, 2, ... (2.7)
If the distribution f(x) ∈ D′(R−) is absolutely monotonic the distribution (−x)
−1f(x) ∈
D′(R−) is also absolutely monotonic, and the constant L
−1
0 [(−x)
−1f(x)] = 0.
Proof. Let the function φ(x) ∈ D(R) be positive and its support be in the interval [a, b].
The function f(t;φ) ≡ (f(x), φ(x− t)) is defined on the semiaxis (−∞,−a]. It is infinitely
differentiable. Since the distribution f(x) is absolutely monotonic the positivity of the
function φ(x) implies
dn
dtn
f(t;φ) = (
dnf
dxn
(x), φ(x− t)) ≥ 0, n = 0, 1, ... (2.8)
Hence for every n = 1, 2,... we get
dn
dtn
f(t;φ) ≤ 2|t|−1
∫ t/2
t
dn
dyn
f(y;φ)dy = (2.9)
≤ 2|t|−1
[
dn−1
dyn−1
f(y;φ) |y=t/2 −
dn−1
dtn−1
f(t;φ)
]
,
where t < 0,−a. Due to the inequlities (2.8) the function f(t;φ) is positive and non–
decreasing on the semiaxis (−∞,−a]. Therefore the limit (2.6) exists. Then it follows from
the inequality (2.9) for n = 1 that the limit (2.7) equals zero for k = 1. By using the
induction and the inequality (2.9) it is easy to prove the equalities (2.7) for k = 1, 2,... and
for any positive function φ(x) ∈ D(R).
Let a function φ(x) ∈ D(R) and the number M = supx∈R |φ(x)|. Let a positive function
h(x) ∈ D(R) be equal to one on the support of the function φ(x). The function φ(x)
is the difference of the positive functions 1/2(Mh(x) ± φ(x)). This decomposition implies
the equalities (2.7) for the function φ(x) since the equalities (2.7) are valid for the positive
functions from D(R).
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Let the integral of a positive function h(x) ∈ D(R) be equal to one. Then any function
φ(x) ∈ D(R) may be rewritten as
φ(x) = h(x)
∫ ∞
−∞
φ(y)dy +
dψ
dx
(x), (2.10)
where ψ(x) ∈ D(R). The limit (2.6) exists for any positive function from D(R). Hence the
decomposition (2.10) and the equality (2.7) for k = 1 imply the equality (2.6).
If the distribution f(x) ∈ D′(R−) is absolutely monotonic the distribution (−x)
−1f(x) ∈
D′(R−) is also absolutely monotonic. It follows from the relations (2.6) for the distributions
f(x) and (−x)−1f(x) that
lim
t→−∞
t((−x)−1f(x), φ(x− t)) = (2.11)
−L−10 [(−x)
−1f(x)]
∫ ∞
−∞
xφ(x)dx− L−10 [f ]
∫ ∞
−∞
φ(x)dx
Since the limit (2.6) for the distribution (−x)−1f(x) exists the limit (2.11) may exist when
the constant L−10 [(−x)
−1f(x)] = 0.
For a function φ(x) ∈ D(R) and k = 1, 2,... we introduce the function
φ(−k)(x) = −((k − 1)!)−1
∫ ∞
x
(x− y)k−1φ(y)dy (2.12)
and for k = 0 we define φ(0)(x) = φ(x). The infinitely differentiable function (2.12)
equals zero on the positive semiaxis for φ(x) ∈ D(R−). Our notation is reasonable since
dl
dxl
φ(−k)(x) = φ(l−k)(x) for l ≤ k.
Let a positive function h(x) ∈ D(R) have the integral equal one and its support be in the
positive semiaxis. Let us construct the infinitely differentiable function with finite support
for every T < 0
hT (x) =
∫ x−T
x
h(y)dy. (2.13)
Lemma 2.3. Let a distribution f(x) ∈ D′(R−) be absolutely monotonic. Then for any
function φ(x) ∈ D(R−) and for any integer k = 1, 2,...
lim
T→−∞
(−1)k(
dkf
dxk
(x), hT (x)φ
(−k)(x)) = (f(x), φ(x))− L−10 [f ]
∫ ∞
−∞
φ(x)dx, (2.14)
where the constant L−10 [f ] is given by the equality (2.6).
Proof. The definitions (2.12) and (2.13) imply for any integer k = 1, 2,... the following
relation
(
dkf
dxk
(x), hT (x)φ
(−k)(x)) = −(
dk−1f
dxk−1
(x), hT (x)φ
(1−k)(x))
−(
dk−1f
dxk−1
(x), (h(x− T )− h(x))φ(−k)(x)). (2.15)
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Due to the definitions the supports of the functions h(x) and φ(−k)(x) don’t intersect.
Hence the function h(x)φ(−k)(x) = 0. By using the equality (2.15) k times we get
(−1)k(
dkf
dxk
(x), hT (x)φ
(−k)(x)) = (f(x), hT (x)φ(x)) +
k−1∑
p=0
(−1)p(
dpf
dxp
(x), h(x− T )φ(−p−1)(x)). (2.16)
Since the supports of the functions h(x) and φ(x) are finite we obtain for the sufficiently
large modulus of the negative number T
h(x− T )
∫ x
−∞
(x− y)p−1φ(y)dy = 0, (2.17)
where the integer p = 1, 2,... . It follows from the relations (2.6), (2.7), (2.12) and (2.17)
that
lim
T→−∞
k−1∑
p=0
(−1)p(
dpf
dxp
(x), h(x− T )φ(−p−1)(x)) = −L−10 [f ]
∫ ∞
−∞
φ(x)dx, (2.18)
where the constant L−10 [f ] is given by the equality (2.6).
The definition (2.13) implies that the function hT (x) is equal to one on the support of
the function φ(x) ∈ D(R−) for the sufficiently large modulus of the negative number T , as
the integral of the function h(x) ∈ D(R+) is equal to one. Now the equality (2.14) is the
consequence of the equalities (2.16) and (2.18).
For a distribution f(x) ∈ D′(R−) we define a functional on the space S(R) by the
following relation
(L−1c [f ](−x;n, T ), φ(x)) = (f(x), L
−1
c [φ](−x;n, T )) =
(n!)−1((−x)n
dn+1f
dxn+1
(x), θ(−x)hT (x)φ(−nx
−1)), (2.19)
where n is a positive integer and the function hT (x) is given by the equality (2.13). It is easy
to show that the tempered distribution L−1c [f ](−x;n, T ) ∈ S
′(R) is positive and its support
is in the positive semiaxis.
Proposition 2.4. Let a distribution f(x) ∈ D′(R−) be absolutely monotonic. Then in the
topological space S ′(R) there exists the limit
lim
n→∞
lim
T→−∞
L−1c [f ](−x;n, T ) = L
−1
c [f ](−x) (2.20)
The tempered distribution L−1c [f ](−x) ∈ S
′(R) is positive and its support is in the positive
semiaxis.
Proof. Let us multiply and divide the function φ(x) in the right-hand side of the equalities
(2.19) by the same polynomial (1 + x)N
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(L−1c [f ](−x;n, T ), φ(x)) = (n!)
−1
∫
dx(−x)n+N(f)+1
dn+1f
dxn+1
(x)×
(−x)N−N(f)−1θ(−x)hT (x)(
1− nx−1
n− x
)Nφ(−nx−1), (2.21)
where N(f) is the minimal integer N1 such that the inequality (2.3) is satisfied. The relation
(2.2) for N1 = 1 implies
(−x)n+N(f)+1
dn+1f
dxn+1
(x) = (−1)n+N(f)+1(x)N(f)+1(
n∏
j=1
(x
d
dx
+ 1− j))
df
dx
(x). (2.22)
Due to the inequality (2.4) and Lemma 2.1 the positive distribution (2.22) from D′(R−)
is extended to the positive distribution from D′(R) with support in the negative semiaxis.
This extension is defined by the limit analogous to the limit (2.5).
For the sufficiently large positive integer n the function (−x)N−N(f)−1hT (x)(n − x)
−N
is infinitely differentiable for N > N(f). It is positive on the negative semiaxis. Now the
positivity of the extension of the distribution (2.22) implies the following estimation of the
integral (2.21)
|(L−1c [f ](−x;n, T ), φ(x))| ≤ Cn,T (N) sup
x≥0
(1 + x)N |φ(x)|. (2.23)
Here the constant
Cn,T (N) = (n!)
−1 lim
α→+0
∫
dx(−x)n+N(f)+1
dn+1f
dxn+1
(x)×
θ(−x) exp{αnx−1}(−x)N−N(f)−1hT (x)(n− x)
−N =
lim
α→+0
(L−1c [f ](−x;n, T ), exp{−αx}(1 + x)
−N ) (2.24)
and the integer N > N(f). We denote by | • |N the norm in the right-hand side of the
inequality (2.23). We define HN to be the Bahach space completion of the space S(R).
Due to the inequality (2.23) for N = N(f)+ 1 the tempered distribution L−1c [f ](−x;n, T ) ∈
S ′(R) is continued to the linear continuous functional L−1c [f ](−x;n, T )
c on the Banach space
HN(f)+1. Now the relation (2.24) may be rewritten as Cn,T (N) = (L
−1
c [f ](−x;n, T )
c, (1 +
x)−N ), where N > N(f).
Let us assume that for any integer N > N(f) there exists the limit
lim
n→∞
lim
T→−∞
Cn,T (N) (2.25)
This assumption and the inequality (2.23) for N = N(f)+1 imply that the linear continuous
functionals L−1c [f ](−x;n, T )
c on the Banach spaceHN(f)+1 are uniformly bounded. In view of
the relation (2.24) the existence of the limit (2.25) is equivalent to the covergence of sequence
{L−1c [f ](−x;n, T )
c} on every function (1 + x)−N ∈ HN(f)+1, where N > N(f). If the set of
these functions is dense in the Banach space HN(f)+1 then by the Banach–Steinhaus theorem
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[6, Section 3.7] the sequence of linear continuous functionals L−1c [f ](−x;n, T )
c on the Banach
space HN(f)+1 weakly converges to the linear continuous functional on HN(f)+1. Therefore
the sequence of tempered distributions L−1c [f ](−x;n, T ) ∈ S
′(R) weakly converges to the
tempered distribution from S ′(R). Hence due to [6, Section 3.7] the sequence of tempered
distributions L−1c [f ](−x;n, T ) coverges in topology of the space S
′(R). Now it is easy to
prove that the tempered distribution L−1c [f ](−x) ≡ L
−1
c [f ](−x;∞,−∞)∈ S
′(R) is positive
and its support is in the positive semiaxis.
Let us prove at first that the set of the functions (1 + x)−N(f)−k−1, k = 0, 1,... , is
dense in the Banach space HN(f)+1. For any function φ(x) ∈ S(R) the function φˆ(t) =
φ(tan2 t)(cos t)−2(N(f)+1) is continuous on the interval (−π/2, π/2). Due to a function φ(x) ∈
S(R) the function φˆ(t) may be continued on the closed interval [−π/2, π/2] by setting
φˆ(−π/2) = φˆ(π/2) = 0. Hence the Weierstrass theorem implies that the periodic con-
tinuous function φˆ(t) on the closed interval [−π/2, π/2] is approximated by the trigonomet-
ric polynomial
∑
bm exp{2mit}. Since the function φˆ(t) is even it is approximated by the
trigonometric polynomial
∑
bm cos 2mt. The function cos 2mt is the polynomial of the vari-
able cos2 t. Therefore for every positive ǫ there exists the polynomial
∑
am cos
2m t such that
the modulus of the function φˆ(t) −
∑
am cos
2m t on the closed interval [−π/2, π/2] is less
than ǫ. Due to the relation cos2m t = (1 + tan2 t)−m it implies that
sup
x≥0
(1 + x)N(f)+1|φ(x)−
∑
am(1 + x)
−N(f)−m−1| < ǫ (2.26)
Thus the set of the functions (1 + x)−N(f)−k−1, k = 0, 1,... , is dense in the Banach space
HN(f)+1, as the space S(R) is dense.
At last let us prove the existence of the limit (2.25) for every integer N > N(f). If
a function h(x) ∈ D(R+) then for sufficiently large modulus of the negative number T a
function h(x − T ) ∈ D(R−). By using the definition (2.13), the identity (2.2) and the
estimation (2.3) we can rewrite the expression (2.24) for sufficiently large modulus of the
negative number T in the following form
Cn,T (N) = Bn,T (N)− (n!)
−1
n−1∑
k=0
(−1)n−k(
dn−kf
dxn−k
(x), h(x− T )
dk
dxk
(xn+N(x− n)−N)), (2.27)
where the constant
Bn,T (N) = lim
α→+0
(
df
dx
(x), θ(−x) exp{αx−1}hT (x)χn,N(−x
−1)) (2.28)
and the function
χn,N(x) = (n!)
−1 d
n
dyn
(yn+N(y − n)−N ) |y=−x−1 . (2.29)
It follows from the identity (2.2) that
xk−n
dn
dxn
(xn+N(x− n)−N ) = [
k∏
j=1
(n + 1− j − y
d
dy
)](1 + y)−N |y=−nx−1 . (2.30)
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Now it is easy to show that the expression (2.30) is bounded on the closed negative semiaxis.
Hence the absolutely monotonicity of the distribution f(x) ∈ D′(R−) and the relations (2.7),
(2.27) imply that
lim
T→−∞
Cn,T (N) = lim
T→−∞
Bn,T (N). (2.31)
Let us prove that the numbers Bn,T (N) for N > N(f) form the Cauchy sequence when
n→∞, T → −∞. In view of the equality (2.31) it implies the existence of the limit (2.25).
If T2 ≤ T1, then for the sufficiently large modulus of the negative number T1 the positive
function hT2(x)− hT1(x) ∈ D(R−) and by the positivity of the distribution
df
dx
(x) ∈ D′(R−)
the relation (2.28) implies the following estimation
|Bn,T2(N)− Bn,T1(N)| ≤ (f(x), h(x− T1)− h(x− T2)) sup
x≥0
|χn,N(x)|. (2.32)
In virtue of relation (2.6) the first multiplier in the right–hand side of the inequality (2.32)
converges to zero when T1, T2 → −∞. Due to the positivity of the distribution
df
dx
(x) ∈
D′(R−) we find from the relation (2.28)
|Bn2,T (N)− Bn1,T (N)| ≤ (2.33)
lim
α→+0
(
df
dx
(x), θ(−x) exp{αx−1}hT (x)(1− x
−1)−N(f)−1)×
sup
x≥0
(1 + x)N(f)+1|χn2,N(x)− χn1,N(x)|.
We denote the first multiplier in the right–hand side of the inequality (2.33) by A(T ). The
numbers A(T ) form the Cauchy sequence when T → −∞ and consequently the numbers
A(T ) are uniformly bounded on the negative semiaxis. The proof of this is exactly analogous
to that of the inequality (2.32). If we prove that the functions (2.29) converge in norm
| • |N(f)+1 to the function
χ∞,N(x) = ((N − 1)!)
−1
∫ x−1
0
tN−1e−tdt (2.34)
when n→∞, the inequalities (2.32) and (2.33) provide us that the numbers Bn,T (N) form
the Cauchy sequence when n→∞, T → −∞.
By the definition (2.29) we get
χn,N(x) =
(n +N)!
n!(N − 1)!
n∑
k=0
(−1)n−k
n!
k!(n− k)!
(1 + nx)−n−N+k
n +N − k
=
(n+N)!
nNn!(N − 1)!
∫ (n−1+x)−1
0
tN−1(1− tn−1)ndt. (2.35)
The inequality tN−1e−t ≤ x−N−1t−2 holds on the interval [(n−1 + x)−1, x−1], where x, n > 0.
It implies the following estimation
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sup
1≤x<∞
(1 + x)N(f)+1
∫ x−1
(n−1+x)−1
tN−1e−tdt ≤ n−12N(f)+1. (2.36)
Here we use the inequality (1 + x)N(f)+1x−N−1 ≤ 2N(f)+1 valid on the semiaxis [1,∞) for
N ≥ N(f). The maximal value of the function tN+1e−t on the positive semiaxis is equal to
((N + 1)e−1)N+1. Hence by using the inequality (1 + x)N(f)+1 ≤ 2N(f)+1 for 0 ≤ x ≤ 1 we
obtain
sup
0≤x≤1
(1 + x)N(f)+1
∫ x−1
(n−1+x)−1
tN−1e−tdt ≤ n−12N(f)+1((N + 1)e−1)N+1. (2.37)
For any positive number x and for a natural number n > 0 the number (n−1 + x)−1 ≤ n.
Then the equalities (2.34), (2.35) and the estimation (2.37) imply that
sup
0≤x≤1
(1 + x)N(f)+1|χ∞,N(x)−
nNn!
(n+N)!
χn,N(x)| ≤
2N(f)+1((N − 1)!)−1[n−1((N + 1)e−1)N+1 + (2.38)∫ ∞
0
(1 + s2)−1ds sup
0≤t<∞
(1 + t2)tN−1|e−t − (1− tn−1)n+|],
where the function xn+ is equal to x
n for x ≥ 0 and it is equal to zero, otherwise. It follows
from the equalities (2.34), (2.35) and the estimation (2.36) for N > N(f) that
sup
1≤x<∞
(1 + x)N(f)+1|χ∞,N(x)−
nNn!
(n +N)!
χn,N(x)| ≤ (2.39)
2N(f)+1((N − 1)!)−1
[
n−1 +N−1 sup
0≤t<∞
|e−t − (1− tn−1)n+|
]
.
For a natural number n > 1 the function xn+ is differentiable everywhere. The maximal value
of the function exp{−t} − (1− tn−1)n+ on the positive semiaxis is at the point a0 satisfying
the equation exp{−a0} = (1− a0n
−1)n−1+ . This equation implies
sup
0≤t<∞
|e−t − (1− tn−1)n+| = |e
−a0 − (1− a0n
−1)n+| = n
−1a0e
−a0 ≤ (ne)−1. (2.40)
For the natural numbers k and n > 1 the maximal value of the function tk(e−t− (1− tn−1)n+)
on the positive semiaxis is at the point ak satisfying the following equation
kak−1k (e
−ak − (1− akn
−1)n+) = a
k
k(e
−ak − (1− akn
−1)n−1+ ). (2.41)
If ak ≤ k + 1 the inequality (2.40) implies the estimation
sup
0≤t<∞
tk|e−t − (1− tn−1)n+| ≤ (k + 1)
k(ne)−1. (2.42)
If ak ≥ k + 1 by using the equation (2.41) we get
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sup
0≤t<∞
tk|e−t − (1− tn−1)n+| = n
−1((1 + n−1k)ak − k)
−1ak+2k e
−ak <
n−1ak+2k e
−ak ≤ n−1((k + 2)e−1)k+2. (2.43)
In order to get the first inequality (2.43) we use the inequality (1+n−1k)ak−k > 1 valid for
ak ≥ k + 1. It follows from the estimations (2.38), (2.39), (2.40), (2.42) and (2.43) that the
functions (2.35) converge in norm | • |N(f)+1 to the function (2.34). Therefore Proposition
2.4 is proved.
By the definitions (2.19) and (2.20) the tempered distribution L−1c [f ](−x) ∈ S
′(R) is
positive and its support is in the positive semiaxis. Now Theorem 2 from [7, Chapter 2,
Section 2.2] implies that the positive tempered distribution is given by the positive measure.
This positive measure has tempered growth and its support is in the positive semiaxis.
Theorem 2.5. For any absolutely monotonic distribution f(x) ∈ D′(R−) the following
representation
(f(x), φ(x)) = L−10 [f ]
∫ ∞
−∞
φ(x)dx+
∫ ∞
−∞
L−1c [f ](−p)dp
∫ ∞
−∞
epxφ(x)dx (2.44)
is valid for any function φ(x) ∈ D(R−). Here the positive number L
−1
0 [f ] is given by the
relation (2.6), the positive measure L−1c [f ](−p) with tempered growth and support in the
positive semiaxis is defined by the relations (2.19), (2.20).
Proof. Let a distribution f(x) ∈ D′(R−) be absolutely monotonic. Then in view of Lemma
2.3 the relation (2.14) holds for any function φ(x) ∈ D(R−) and for any integer k = n + 1,
where n is a natural number. Note that
(−1)n+1(
dn+1f
dxn+1
(x), hT (x)φ
(−n−1)(x)) = (2.45)
(n!)−1((−x)n
dn+1f
dxn+1
(x), hT (x)Ln[φ](−nx
−1)),
where the function
Ln[φ](x) =
∫ 0
−nx−1
(1 + n−1xy)nφ(y)dy. (2.46)
We take into account that the function φ(x) has the support in the negative semiaxis.
Due to the inequality (2.23) for N = N(f)+1 the tempered distribution L−1c [f ](−x;n, T ),
defined by the equality (2.19), is continued to the linear continuous functional L−1c [f ](−x;n,T )
c
on the Banach HN(f)+1. Let us prove that the function (2.46) converge as n → ∞ in norm
| • |N(f)+1 to the Laplace transform of the function φ(−x). It is straightforward to show that
|
∫ 0
−∞
exyφ(y)dy − Ln[φ](x)|N(f)+1 ≤ (2.47)∫ 0
−∞
|φ(y)|dy sup
0≤x<∞
(1 + x)N(f)+1|exy − (1 + n−1xy)n+|.
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The right–hand side of the inequality (2.47) is majorized by the sum
N(f)+1∑
k=0
(N(f) + 1)!
k!(N(f) + 1− k)!
∫ 0
−∞
|y|−k|φ(y)|dy sup
0≤t<∞
tk|et − (1 + n−1t)n+|. (2.48)
Due to the estimations (2.42), (2.43) the sum (2.48) converges to zero as n→∞. Thus we
have proved that the right–hand side of the equality (2.45) converges to
(L−1c [f ](−x),
∫ 0
−∞
exyφ(y)dy). (2.49)
Now the relation (2.14) implies the equality (2.44).
For O an open set in Rn, S(O) denotes the subspace of S(Rn) of functions with support
in the closure O, given the induced topology. For example S(R−) denotes the subspace
of S(R) of functions with support in the negative semiaxis, given the induced topology.
Similarly S(R+) denotes the subspace of S(R) of functions with support in the positive
semiaxis, given the induced topology. It follows from Theorem 2.5 that every absolutely
monotonic distribution f(x) ∈ D′(R−) may be extended to the tempered distribution from
S ′(R−).
We remind that a tempered distribution g(t) ∈ S ′(R−) is called absolutely monotonic if
it satisfies the conditions (1.3) for all m = 0, 1,... .
Corollary 2.6. The tempered distribution f(x) ∈ S ′(R+) is the Laplace transform of a
tempered distribution with support in the positive semiaxis if and only if there exists the
natural number k such that
(−x)−kf(−x) = g1(x)− g2(x), (2.50)
where the tempered distribuions gj(x) ∈ S
′(R−), j = 1, 2, are absolutely monotonic.
Proof. Due to Theorem from [6, Section 3.8] a tempered distribution with support in the
positive semiaxis may be written as
g(x) =
k−1∑
m=0
dm
dxm
µm(x), (2.51)
where µm(x) are the measures with tempered growth and with supports in the positive
semiaxis.
It is easy to verify that (m!)−1( d
dx
)m+1xm+ = δ(x). Hence the relation (2.51) implies
g(x) =
dk
dxk
[
k−1∑
m=0
((k −m− 1)!)−1xk−m−1+ ∗ µm(x)], (2.52)
where ∗ denotes the convolution of two tempered distributions with supports in the positive
semiaxis. If we represent the measure in the right–hand side of the equality (2.52) as the
difference of two positive measures with tempered growth and with supports in the positive
semiaxis we get
g(x) =
dk
dxk
[ν1(x)− ν2(x)]. (2.53)
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Taking the Laplace transform of the equality (2.53) and dividing it by xk we obtain the
equality (2.50), where x is replaced by −x.
It is straightforward to show that the equality (2.50) and Theorem 2.5 imply that the
tempered distribution f(x) is the Laplace transform of a tempered distribution with support
in the positive semiaxis.
Let x denote a point in R4 with coordinates (x0, x1, x2, x3) = (x0,x). A point in R4n
will be written as x = (x1, ..., xn), xi ∈ R
4. We will use the following open set R4n+ =
{x ∈ R4n|x0j > 0, j = 1, ..., n}.
Theorem 2.7. Let the tempered distribution f(x) ∈ S ′(R4n+ ) be the Laplace transform with
respect to the time variables of a tempered distribution with support in the closure R
4n
+ . Then
there is the natural number K such that for any integers k > K, 1 ≤ j1 < · · · < jl ≤ n,
1 ≤ l ≤ n and for all test functions φj(x) ∈ S(R
4), j ∈ {j1, ...jl}; φi(x) ∈ S(R
4
+), 1 ≤ i ≤ n,
i 6= j1, ...jl, there exists the limit
∫
d4nxL−1c [(
l∏
m=1
x0jm)
−kf ]x0
j
(x)
n∏
i=1
φi(xi) =
lim
n1,...,nl→∞,ni∈Z
lim
T1,...,Tl→−∞,Ti∈R
∫
d4nx(
l∏
m=1
x0jm)
−kf(x)×
(
n∏
i=1,i 6=j1,...,jl
φi(xi))
l∏
m=1
L−1c [φjm ]x0jm
(xjm;nm, Tm), (2.54)
L−1c [φ]x0(x;n, T ) = (n!)
−1(
∂
∂x0
)n+1((x0)nθ(x0)hT (−x
0)φ(n(x0)−1,x)),
where the function hT (x
0) is given by the equality (2.13).
The limit (2.54) defines the inversion formula for the Laplace transformation:
(f(x),
n∏
i=1
φi(xi)) =
∫
d4nx((
l∏
m=1
∂
∂x0jm
)kL−1c [(
l∏
m=1
x0jm)
−kf ]x0
j
(x))×
∫ ∞
0
dy0j1...
∫ ∞
0
dy0jm exp{−
l∑
m=1
x0jmy
0
jm}(
l∏
m=1
φjm(y
0
jm,xjm))
n∏
i=1,i 6=j1,...,jl
φi(xi) (2.55)
for all functions φi(x) ∈ S(R
4
+), i = 1,..., n, and for any integer k > K.
Proof. Theorem from [6, Section 3.8] implies that a tempered distribution with support in
the closure R
4n
+ has the following form
g(x) =
∑
|m|≤K−1
(
∂
∂y
)mµm(y), (2.56)
where we use the standard multiindex notations and µm(y) are the measures with tempered
growth and supports in R
4n
+ . Similarly to the proof of Corollary 2.6 the relation (2.56) may
be written as
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g(x) = (
l∏
s=1
∂
∂y0js
)K
∑
|m|≤K−1,m0
j1
=...=m0
jl
=0
(
∂
∂y
)mνm(y), (2.57)
where νm(y) are the measures with tempered growth and supports in R
4n
+ . Let us inte-
grate the distribution (2.57) with the test function which is the product of the funtions:
exp{−x0jy
0
j}φj(yj), φj(y) ∈ S(R
3), j ∈ {j1, ..., jl}, and exp{−x
0
i y
0
i }φi(x
0
i ,yi), φi(x) ∈
S(R4+), 1 ≤ i ≤ n, i 6= j1, ..., jl. Let us divide the obtained integral by (x
0
j1
· · ·x0jl)
K .
If the distribution f(x) is the Laplace transform of the tempered distribution (2.57) with
respect to time variables we get
(
l∏
m=1
x0jm)
−K
∫
(
n∏
i=1,i 6=j1,...,jl
dx0i )d
3nxf(x)(
l∏
m=1
φjm(xjm))
n∏
i=1,i 6=j1,...,jl
φi(xi) =
∫
dν(y1, ..., yl) exp{−
l∑
m=1
x0jmym}, (2.58)
where the measure ν(y1, ..., yl) with support in (R+)
×l is defined by
∫
dν(y1, ..., yl)ψ(y1, ..., yl) =
∑
|m|≤K−1,m0
j1
=...=m0
jl
=0
∫
dνm(y)ψ(y
0
j1, ..., y
0
jl
)×
(−
∂
∂y
)m[(
l∏
m=1
φjm(yjm))(
n∏
i=1,i 6=j1,...,jl
∫
dx0i exp{−x
0
i y
0
i }φi(x
0
i ,yi))] (2.59)
The measure ν(y1, ..., yl) is the difference ν1(y1, ..., yl)−ν2(y1, ..., yl) of two positive measures
with tempered growth and supports in (R+)
×l. Then the left–hand side of the equality (2.58)
is equal to
∫
[dν1(y1, ..., yl)− dν2(y1, ..., yl)] exp{−
l∑
m=1
x0jmym}. (2.60)
The expression (2.60), considered as the function on (R−)
×l, is the difference f1(x
0
j1, ..., x
0
jl
)−
f2(x
0
j1
, ..., x0jl) of two absolutely monotonic with respect each variable distributions from
S ′((R−)
×l).
The arguments of the proof of Proposition 2.4 lead to the existence of the limit (2.54) for
any test function which is the product of the functions: ψj(x
0
j )φj(xj), where ψj(x
0) ∈ S(R),
φj(x) ∈ S(R
3), j = j1, ..., jl, and φi(xi) ∈ S(R
4
+), 1 ≤ i ≤ n, i 6= j1, ..., jl. Since the
weak convergence in S ′ implies the convergence in the topology of the space S ′ (see [6,
Section 3.7]) the limit is the polylinear functional continuous in each variable. Now the
nuclear theorem [7, Chapter 1, Section 1, Theorem 6] implies the existence of the distribution
L−1c [(
∏l
m=1 x
0
jm)
−Kf ]x0
j
(x) and the equality (2.54) for any test function which is the product
of the functions φj(xj) ∈ S(R
4), j = j1, ..., jl, and φi(xi) ∈ S(R
4
+), 1 ≤ i ≤ n, i 6= j1, ..., jl.
We use this set of the functions in order to avoid the cumbersome notations. For the special
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case l = n the notations are simple: L−1c [(
∏l
m=1 x
0
m)
−Kf ]x0(x) ∈ S
′(R4n) and its support is
in R
4n
+ . The equality (2.54) is valid in this case for any test function φ(x) ∈ S(R
4n).
For the absolutely monotonic tempered distribution g(x) ∈ S ′(R−) the tempered dis-
tribution (−x)−mg(x) ∈ S ′(R−) is absolutely monotonic for any natural number m. It is
possible therefore to divide the expression (2.60) by (x0j1 · · ·x
0
jl
)k−K and to prove the above
results for any integer k > K. For the integer k > K Lemma 2.2 implies that the limits of
type (2.6) are equal to zero. Then applying the arguments of the proof of Theorem 2.5 we
obtain the equality (2.55).
3 Exponentially convex distributions
Due to S.Bernstein [4] we call a tempered distribution f(x) ∈ S ′(R+) exponentially convex
if it satisfies the positivity condition (1.1) for any function φ(x) ∈ S(R+).
Proposition 3.1. For any exponentially convex tempered distribution f(x) ∈ S ′(R+) the
tempered distribution f(−x) ∈ S ′(R−) is absolutely monotonic.
Proof. Let us introduce the convolution function
φ ∗ φ(x) =
∫ ∞
−∞
φ(x− y)φ(y)dy. (3.1)
For φ(x) ∈ S(R+) the function φ ∗ φ(x) ∈ S(R+). The condition (1.1) may be rewritten as
(f(x), φ ∗ φ(x)) ≥ 0. Let F [φ](p) be the Fourier transform of the function φ(x) ∈ S(R+).
The definition (3.1) implies the following equality F [φ ∗ φ](p) = F [φ](−p)F [φ](p).
By FS(R+) we denote the space of all analytic in the open upper half plane and infinitely
differentiable in the closed upper half plane functions ψ(z) such that the seminorms of the
form
sup
Imz≥0
(1 + |z|)n|
dmψ
dzm
(z)| (3.2)
are finite for all positive integers m and n. The topology of FS(R+) is given by the set of
the seminorms (3.2).
Let us prove that the Fourier transformation defines an isomorphism between two topo-
logical spaces: S(R+) and FS(R+). Fourier transform F [φ](x) of a function φ(x) ∈ S(R+)
has an analytical continuation F [φ](z) into the open upper half plane. The function F [φ](z)
is infinitely differentiable in the closed upper half plane. The inequality yk exp{−yt} ≤
C(k)t−k, valid for t > 0, y ≥ 0 implies the following estimation
sup
x∈R,y≥0
|xk1yk2
dmF [φ]
dzm
(x+ iy)| ≤ (3.3)
C sup
t>0,0≤l≤k1
(1 + t2)t−k2−l|
dk1−l
dtk1−l
(tmφ(t))|.
Therefore the Fourier transformation defines the continuous mapping of the space S(R+)
into the space FS(R+). For a function ψ(z) ∈ FS(R+) its restriction ψ(x) on the real axis
belongs to the Schwartz space S(R). A straightforward application of Cauchy’s theorem
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shows that the inverse Fourier transform F−1[ψ](p) of the function ψ(x) may be rewritten
for y > 0 as
F−1[ψ](p) = (2π)−1epy
∫ ∞
−∞
exp{−ipx}ψ(x+ iy)dx. (3.4)
Since any seminorm (3.2) is finite we get F−1[ψ](p) = 0 for p < 0 by tending y in (3.4) to
infinity. Hence F−1[ψ](p) ∈ S(R+). The inverse Fourier transformation is the topological
isomorphism of the Schwartz space S(R). Any seminorm of the Schwartz space S(R) on the
subspace FS(R+) is majorized by a corresponding seminorm of the type (3.2). Thus the
inverse Fourier transformation is the mapping of the space FS(R+) into the space S(R+).
For any natural number k and for any number α > 0 we define the function
F [χα](z) = ((α+ z/i)
1/2)k exp{−α(1 + z/i)1/2}, (3.5)
(a+ z/i)1/2 = (x2 + (a + y)2)1/4 exp{−i/2 arctan[x(a + y)−1]},
holomorphic in the open upper half plane. Due to the estimation Re(1+z/i)1/2 ≥ (|z|/2)1/2,
valid in the closed upper half plane, the function (3.5) belongs to the space FS(R+). Hence
its inverse Fourier transform χα(x) belongs to the space S(R+), as the function χα(x − t)
for any positive number t. Therefore the convolution function χα ∗ χα(x− 2t) = χα(• − t) ∗
χα(• − t)(x) belongs to the space S(R+) for any t ≥ 0. Now the positivity condition (1.1)
for the exponentially convex tempered distribution f(x) ∈ S ′(R+) implies the inequality
(f(x), χα ∗ χα(x − 2t)) ≥ 0 for any t ≥ 0. By integration of this inequality with positive
function 1/2φ(2t) ∈ S(R+) we obtain
(f(x), (χα ∗ χα) ∗ φ(x)) ≥ 0. (3.6)
In view of the definition (3.5) we get F [χα](−x) = F [χα](x). Now it is easy to show that
(χα ∗ χα) ∗ φ(x) = (2π)
−1
∫ ∞
−∞
dpe−ipxF [φ](p)(F [χα](p))
2 (3.7)
When α → +0 the functions F [φ](z)(F [χα](z))
2 converge to the function (z/i)kF [φ](z) in
the topology of the space FS(R+). Then the left–hand side of the equality (3.7) converges
to the function d
kφ
dxk
(x) in the topology of the space S(R+) as α→ +0. This implies that the
inequality (3.6) converges as α→ +0 to the inequality
(−1)k(
dkf
dxk
(x), φ(x)) ≥ 0. (3.8)
It follows from the inequalities (3.8) for arbitrary natural numbers k and for arbitrary pos-
itive functions φ(x) ∈ S(R+) that the tempered distribution f(−x) ∈ S
′(R−) is absolutely
monotonic.
The distribution f(x) ∈ S ′(R4+) satisfies the Osterwalder–Schrader positivity condition,
if for any function φ(x) ∈ S(R4+)∫
d4xd4yf(x0 + y0,x− y)φ(x)φ(y) ≥ 0. (3.9)
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Therefore the Osterwalder–Schrader positivity condition (3.9) is the condition of exponen-
tially convexity with respect to the time variable and it is the condition of positively defi-
niteness with respect to the space variables. By using the proof of Proposition 3.1 and the
proof of Theorem 1 from [7, Chapter 2, Section 3.1] it is possible to show that the Fourier
transform Fx[f ](x
0,x) with respect to the space variables of the distrirution f(x) ∈ S ′(R4+),
satisfying the condition (3.9), satisfies the following condition
(−
∂
∂x0
)nFx[f ](x
0,x) ≥ 0 (3.10)
for any natural number n = 0, 1,... .
Lemma 3.2. Let tempered distribution f(x) ∈ S ′(R4+) satisfy the Osterwalder–Schrader
positivity condition (3.9) then for any function φ(x) ∈ S(R4−)
lim
t→−∞
(f(x), φ(−x0 − t,x)) =
∫
R3
L−10 [f ]x0(x)d
3x
∫ ∞
−∞
φ(x0,x)dx0, (3.11)
where the tempered distribution L−10 [f ]x0(x) ∈ S
′(R3) is positively definite, and for any
natural number k = 1, 2,...
lim
t→−∞
tk((
∂
∂x0
)kf(x), φ(−x0 − t,x)) = 0. (3.12)
If the tempered distribution f(x) ∈ S ′(R4+) satisfies the Osterwalder–Schrader positivity con-
dition (3.9) the tempered distribution (x0)−1f(x) ∈ S ′(R4+) satisfies the inequalities (3.10)
and the limits (3.11), (3.12) for this distribution are equal to zero.
Proof. Let the Fourier transform Fx[φ](x
0,x) with respect to the space variables of a func-
tion φ(x) ∈ S(R4−) be a positive function. Then by the straightforward application of the
inequalities (3.10) and by the proof of Lemma 2.2 we can prove the relations (3.12) and the
existence of the limit (3.11).
Due to the Theorem 2 from [7, Chapter 2, Section 2.2] the inequalities (3.10) imply the
following estimation for any function φ(x) ∈ S(R4−)
|((
∂
∂x0
)nf(x), φ(−x0,x))| ≤ C sup
x0≤0,x∈R3
(1 + |x|2)p|Fx[φ](x
0,x)|, (3.13)
where the numbers C and p depend on the natural number n = 0, 1, 2,... . Let α(x) be an
infinitely differentiable positive function with a compact support and let it be equal to one
into some neighbourhood of zero. For a function φ(x) ∈ S(R4−) we defineM = sup |Fx[φ](x)|.
The difference of two positive functions from S(R4−):
Fx[φ1m](x) = exp{m
−1(x0 + (x0)−1)}θ(−x0)α(m−1x)M (3.14)
Fx[φ2m](x) = exp{m
−1(x0 + (x0)−1)}θ(−x0)α(m−1x)(M − Fx[φ](x))
converges as m → ∞ to the function Fx[φ](x) ∈ S(R
4
−) in the norm (3.13). Due to the
inequality (3.13) it implies now the relations (3.12) and the existence of the limit (3.11) for
any function φ(x) ∈ S(R4−).
Let the integral of a positive function h(x0) ∈ S(R−) be equal to one. Any function
φ(x) ∈ S(R4−) may be represented as
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φ(x) = h(x0)
∫ ∞
−∞
φ(y0,x)dy0 +
∂ψ
∂x0
(x), (3.15)
where the function ψ(x) ∈ S(R4−). The existence of the limit (3.11) and the equalities (3.15)
and (3.12) for k = 1 provide the equality (3.11) for any function φ(x) ∈ S(R4−). In virtue of
the inequality (3.10) for n = 0 the tempered distribution L−10 [f ]x0(x) is positively definite.
The proof of the last part of Lemma 3.2 follows the arguments of Lemma 2.2.
For any function φ(x) ∈ S(R4−) and for any integer k = 1, 2,... , we define the function
φ
(−k)
x0 (x) = −((k − 1)!)
−1
∫ ∞
x0
(x0 − y0)k−1φ(y0,x)dy0 (3.16)
and φ
(0)
x0 (x) = φ(x). The definition (3.16) is quite similar to the definition (2.12). The
infinitely differentiable function (3.16) equals zero for x0 > 0. It is easy to see that
( ∂
∂x0
)lφ
(−k)
x0 (x) = φ
(l−k)
x0 (x) for l ≤ k. Let a positive function hT (x
0) be given by the re-
lation (2.13) for some positive function h(x0) ∈ D(R−), having the integral equal one.
Lemma 3.3. Let a tempered distribution f(x) ∈ S ′(R4+) satisfy the Osterwalder–Schrader
positivity condition (3.9). Then for any function φ(x) ∈ S(R4−) and for any integer k = 1, 2,...
lim
T→−∞
((
∂
∂x0
)kf(x), hT (−x
0)φ
(−k)
x0 (−x
0,x)) = (3.17)
(f(x), φ(−x0,x))−
∫
R3
L−10 [f ]x0(x)
∫ ∞
−∞
φ(x0,x)dx0,
where the positively definite tempered distribution L−10 [f ]x0(x)∈ S
′(R3) is defined by the
equality (3.11).
The proof of Lemma 3.3 is exactly analogous to that of Lemma 2.3 and can be omitted.
For a tempered distribution f(x) ∈ S ′(R4+) satisfying the Osterwalder–Schrader positiv-
ity condition (3.9) we define a functional on the space S(R4) by the following relation
(L−1c [f ]x0(x;n, T ), φ(x)) = (f(x), L
−1
c [φ]x0(x;n, T )) = (3.18)
(n!)−1((x0)n(−
∂
∂x0
)n+1f(x0,x), θ(x0)hT (−x
0)φ(n(x0)−1,x)),
where n is a positive integer and the function hT (x
0) is given by the equality (2.13). It is easy
to prove that the tempered distribution Fx[L
−1
c [f ]x0(•;n, T )](x) is positive and its support
is in the closure of R4+.
Proposition 3.4. Let a tempered distribution f(x) ∈ S ′(R4+) satisfy the Osterwalder–
Schrader positivity condition (3.9). Then in the topological space S ′(R4) there exists the
limit
lim
n→∞
lim
T→−∞
L−1c [f ]x0(x;n, T ) = L
−1
c [f ]x0(x) (3.19)
The tempered distribution Fx[L
−1
c [f ]x0(•)](x) ∈ S
′(R4) is positive and its support is in the
closure of R4+.
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Proof. The numberN(f) is defined by means of the estimation similar to the estimation (2.3).
The lemma analogous to Lemma 2.1 is valid for the tempered distribution f(x) ∈ S ′(R4+).
By using the inequalities (3.10) and Theorem 2 from [7, Chapter 2, Section 2.2] it is possible
to prove the estimation similar to (2.23)
|(L−1c [f ]x0(x;n, T ), φ(x))| ≤ Cn,T (N(f)+1) sup
x0≥0,x∈R3
(1+x0)N(f)+1(1+|x|)p|Fx[φ](x)|. (3.20)
The arguments analogous to those of the proof of Proposition 2.4 allow us to replace the
constant Cn,T (N(f) + 1) by the constant independent of the numbers n and T .
The inequalities (3.10) and Proposition 2.4 imply that the limit (3.19) exists on every test
function from S(R4) whose Fourier transform with respect to the space variables is a positive
function. Let α(x) ∈ D(R4) be positive and let it be equal to one into some neighbourhood
of zero. For a function φ ∈ S(R4) we define M = sup |Fx[φ](x)|. The difference of two
positive functions from S(R4)
Fx[φ1m](x) = α(m
−1x)M, (3.21)
Fx[φ2m](x) = α(m
−1x)(M − Fx[φ](x))
converges asm→∞ to the function Fx[φ](x) ∈ S(R
4) in the norm (3.20). Since the constant
Cn,T (N(f)+1) in the estimation (3.20) may be replaced by the constant independent of the
numbers n and T it implies the existence of the limit (3.19) on every test function from S(R4).
Therefore due to [6, Section 3.7] the sequence of tempered distributions L−1c [f ]x0(x;n, T )
converges in topology of the space S ′(R4). It follows now from the inequalities (3.10) and
the definition (3.18) that the tempered distribution Fx[L
−1
c [f ]x0(•)](x) ∈ S
′(R4) is positive
and its support is in the closure of R4+.
A straightforward application of the arguments of the proof of Theorem 2.5 provides the
following theorem.
Theorem 3.5. Let a tempered distribution f(x) ∈ S ′(R4+) satisfy the Osterwalder–Schrader
positivity condition (3.9). Then the following representation
(f(x), φ(x)) =
∫
R3
L−10 [f ]x0(x)d
3x
∫ ∞
−∞
φ(p0,x))dp0 + (3.22)∫
R4
L−1c [f ]x0(x)d
4x
∫ ∞
−∞
exp{−x0p0}φ(p0,x))dp0
is valid for any function φ(x) ∈ S(R4+). Here the positively definite tempered distribu-
tion L−10 [f ]x0(x)∈ S
′(R3) is defined by the equality (3.11) and the tempered distribution
L−1c [f ]x0(x)∈ S
′(R4) defined by the relations (3.18), (3.19). The distribution Fx[L
−1
c [f ]x0(•)](x)
∈ S ′(R4) is the positive measure with tempered growth and support in the closure of R4+.
4 Revised Osterwalder–Schrader theorem
We deal with the theory of one Hermitian scalar field. By using the below results and
Chapter 6 of the paper [1] it is possible to formulate the extended Osterwalder–Schrader
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axioms and to prove the revised Osterwalder–Schrader theorem for the theories of arbitrary
spinor fields.
We introduce some notation from the papers [1] and [2]. We define the following open
sets in R4n: R4n< ={x ∈ R
4n| x0j+1 > x
0
j , j = 1, ..., n− 1} and R
4n
0 ={x ∈ R
4n| xi 6= xj , 1 ≤
i < j ≤ n}. For O an open set in R4n, the space S(O) is defined above. On S(R4n) we
define two involutions
f ∗(x1, ..., xn) = f(xn, ..., x1) (4.1)
θf(x1, ..., xn) = f(θx1, ..., θxn),
where θx = (−x0,x) and f means complex conjugation. The space S(R4n< ) is invariant under
the involution f → θf ∗. Let f ∈ S(R4n), R ∈ SO4 be an element in the rotation group, a ∈
R4 and π ∈ Pn be an element in the group of all permutations of n objects (the letter Sn will
be used elsewhere). Then we define f(a,R) and f
pi by f(a,R)(x1, ..., xn) =f(Rx1+a, ..., Rxn+a)
and fpi(x1, ..., xn) =f(xpi(1), ..., xpi(n)).
We remind the Osterwalder–Schrader axioms [1] for the Schwinger functions (Euclidean
Green’s functions). The set of the Schwinger functions {sn} is a sequence of distributions
sn(x1, ..., xn) with the following properties
E0. Distributions
s0 ≡ 1, sn ∈ S
′(R4n0 ) and
(sn, f) = (sn, θf
∗) (4.2)
for all functions f ∈ S(R4n< ).
E1. Euclidean invariance
(sn, f(a,R)) = (sn, f) (4.3)
for all R ∈ SO4, a ∈ R
4 and f ∈ S(R4n0 ).
E2. Positivity
∑
n,m
(sn+m, θf
∗
n ⊗ fm) ≥ 0 (4.4)
for all finite sequences of the functions fn ∈ S(R
4n
< ∩ R
4n
+ ), where the function (f ⊗
g)(x1, ..., xn+m) = f(x1, ..., xn)g(xn+1, ..., xn+m) is defined for all functions f ∈ S(R
4n) and
g ∈ S(R4m).
E3. Symmetry
(sn, f
pi) = (sn, f) (4.5)
for all permutations π ∈ Pn and for all functions f ∈ S(R
4n
0 ).
E4. Cluster property
lim
t→∞
(sn+m, θf
∗
n ⊗ (gm)(ta,1)) = (sn, θf
∗
n)(sm, gm) (4.6)
for all fn ∈ S(R
4n
< ∩R
4n
+ ), gm ∈ S(R
4m
< ∩R
4m
+ ), a = (0, a), a ∈ R
3.
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Let us consider the restriction of the distribution sn ∈ S
′(R4n0 ) on the test functions from
the space S(R4n< ). Then the translation invariance (4.3) implies
sn(x1, ..., xn) = Sn−1(x2 − x1, ..., xn − xn−1), (4.7)
where the distribution Sn−1(x) ∈ S
′(R
4(n−1)
+ ). We note that for the function g(x1, ..., xn+1) =
f(x2−x1, ..., xn+1−xn) the definitions (4.1) imply the equality θg
∗(x1, ..., xn+1) = (θpf
∗)(x2−
x1, ..., xn+1 − xn), where the involution
θpf(x1, ..., xn) = f(−θx1, ...,−θxn) (4.8)
leaves the space S(R4n+ ) invariant.
We substitute into the inequality (4.4) the sequence consisting of single function
fm+1(x1, ..., xm+1) =
{
φ1(x1)φm(x2 − x1, ..., xm+1 − xm), m > 0
φ1(x1), m = 0,
(4.9)
where the functions φ1 ∈ S(R
4
+) and φm ∈ S(R
4m
+ ). Then by using the definitions (4.7) and
(4.8) we can rewrite the inequality (4.4) for m = 0 in the form (3.9) and for m > 0 in the
following form ∫
d4xd4yS2m+1(θpφ
∗
m, x− θy, φm)φ1(x)φ1(y) ≥ 0. (4.10)
Here we introduce the distribution
∫
d4xSn+m+1(fn, x, fm)f1(x) =
∫
d4(n+m+1)xSn+m+1(x)fn ⊗ f1 ⊗ fm(x), (4.11)
constructed from the distribution Sn+m+1(x) ∈ S
′(R
4(n+m+1)
+ ) and the test functions fn ∈
S(R4n+ ), fm ∈ S(R
4m
+ ). For n = 0 or m = 0 the distribution (4.11) is defined in an obvious
way.
The inequalities (4.10) show that the distributions S2m+1(θpφ
∗
m, x, φm) are extremely sig-
nificant. We formulate the new axiom exactly for these distributions.
E5. Weak spectral condition
Let S2m+1(x) ∈ S
′(R
4(2m+1)
+ ), m = 1, 2,... , be any distribution defined by the relation (4.7).
Then there is the natural number K such that for any integers k > K, 1 ≤ l ≤ m and for
all test functions ψi(x) ∈ S(R
4), i = 1, ..., l, ψj(x) ∈ S(R
4
+), j = l+1, ..., m+1, there exists
the limit
lim
n1,...,nl→∞,ni∈Z
lim
T1,...,Tl→−∞,Ti∈R
∫
d4(2m+1)x(
l∏
i=1
x0ix
0
2m+2−i)
−kS2m+1(x)×
[(L−1c [ψ1 ⊗ · · · ⊗ ψm]x01,...,x0l (•;n, T ))⊗ ψm+1 ⊗
θp(L
−1
c [ψ1 ⊗ · · · ⊗ ψm]x01,...,x0l (•;n, T ))
∗](x), (4.12)
where the function
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L−1c [ψ1 ⊗ · · · ⊗ ψm]x01,...,x0l (x;n, T )) = (
l∏
i=1
L−1c [ψi]x0i (xi;ni, Ti))(
m∏
i=l+1
ψi(xi)) (4.13)
and the function L−1c [ψ]x0(x;n, T ) is given by the equality (2.54).
Theorem 2.7 clarifies this weak spectral condition.
Let us remind the Wightman axioms [8] for the Wightman distributions. The set of the
Wightman distributions {wn} is a sequence of distributions with the following properties
R0. Temperedness
w0 ≡ 1, wn ∈ S
′(R4n) and
(wn, f) = (wn, f
∗) (4.14)
for all f ∈ S(R4n).
R1. Relativistic invariance
(wn, f(a,Λ)) = (wn, f) (4.15)
for all vectors a ∈ R4, for all Lorentz transformations Λ ∈ L↑+ and for all functions f ∈
S(R4n), where the function f(a,Λ)(x) = f(Λ
−1(x1 − a), ...,Λ
−1(xn − a)).
R2. Positivity
∑
n,m
(wn+m, f
∗
n ⊗ fm) ≥ 0 (4.16)
for all finite sequences of the functions fn ∈ S(R
4n).
R3. Local commutativity
For all natural numbers n > 0 and j = 1, ..., n− 1
wn(x1, ..., xj+1, xj, .., xn) = wn(x1, ..., xj , xj+1, .., xn) (4.17)
if the vector xj+1− xj ∈ R
4 is spacelike: (xj+1− xj , xj+1− xj) ≡ (x
0
j+1− x
0
j )
2−
∑3
i=1(x
i
j+1−
xij)
2< 0.
R4. Cluster property
lim
λ→∞
wn+m(x1, ..., xn, xn+1 + λa, ..., xn+m + λa) = (4.18)
wn(x1, ..., xn)wm(xn+1, ..., xn+m)
for all natural numbers n,m > 0 and for all spacelike vectors a ∈ R4.
R5. Spectral condition
For all natural numbers n > 1 there exists the tempered distribution W∼n−1 ∈ S
′(R4(n−1))
with support in V
×n
+ , where V + is the closed forward light cone, such that
wn(x) =
∫
d4(n−1)pW∼n−1(p) exp{i
n−1∑
j=1
(pj , (xj+1 − xj))}. (4.19)
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Now we are able to formulate the revised Osterwalder–Schrader theorem.
Theorem 4.1. To a given sequence of Wightman distributions satisfying R0–R5, there
corresponds a unique sequence of Schwinger functions with the properties E0–E5. To a given
sequence of Schwinger functions satisfying E0–E5, there corresponds a unique sequence of
Wightman distributions with the properties R0–R5.
Proof. We start from a relativistic field theory given by a sequence of Wightman distribu-
tions, satisfying the axioms R0–R5. Due to Theorem 3.5 from [8] the Wightman distribution
wn is the boundary value of the Wightman function wn(z1, ..., zn) = Wn−1(z2 − z1, ..., zn −
zn−1), where the function Wn−1(z1, ..., zn−1) is analytic in the tube Tn−1 = {z1, ..., zn−1|
Imzi ∈ V+, i = 1, ..., n − 1}. The Wightman function wn(z1, ..., zn) is Lorentz invariant
(Lorentz covariant for the theories of arbitrary spinor fields). The Bargmann Hall Wight-
man theorem [8, Theorem 2.11] implies that the function Wn(z1, ..., zn) allows a single
valued L+(C) invariant (L+(C) covariant for the theories of arbitrary spinor fields) an-
alytic continuation into the extended tube T ′n = ∪A∈L+(C)ATn. By using Theorem 3.6
from [8] we conclude that the function wn(z1, ..., zn) has an L+(C) invariant, single valued,
symmetric under the permutations analytic continuation into the domain IT pn ={z1, ..., zn|
(zpi(2) − zpi(1), ..., zpi(n) − zpi(n−1)) ∈ T
′
n−1 for some permutation π(1), ..., π(n) of the num-
bers 1, ..., n}. (For the theories of arbitrary spinor fields this function has an L+(C) co-
variant, single valued analytic continuation into the domain IT pn with obvious symmetry
properties under the permutations.) The set IT pn contains the set of the Euclidean points
En = {z1, ..., zn|Rez
0
k = 0, Imzk = 0, zk 6= zjfor all 1 ≤ k, j ≤ n, k 6= j}. The restriction of
the Wightman functions to Euclidean points defines the Schwinger functions
sn(x1, ..., xn) = wn((ix
0
1,x1), ..., (ix
0
n,xn)). (4.20)
The derivation of the extended Osterwalder–Schrader axioms E0–E5 from the Wightman
axioms follows the arguments of the paper [1] and of Theorem 2.7.
Let {sn} be a sequence of distributions satisfying the extended Osterwalder–Schrader
axioms E0–E5. If we substitute into the inequality (4.4) the sequence consisting of single
function (4.9) for m = 0 we get the inequality (3.9) for the distribution S1(x). Due to
Theorem 3.5 this distribution is the Laplace transform with respect to the time variable of a
tempered distribution with support in the closure R
4
+. Let us substitute into the inequality
(4.4) the sequence consisting of two functions fn+1(x) and fm+1(x) of type (4.9) with the
same function φ1(x). Then we obtain the following inequality∫
d4xd4yS{φn, φm}(x− θy)φ1(x)φ1(y) ≥ 0, (4.21)
where the distribution
S{φn, φm}(x) = S{φm, φn}(x) = S2m+1(θpφ
∗
m, x, φm) + S2n+1(θpφ
∗
n, x, φn) +
Sm+n+1(θpφ
∗
m, x, φn) + Sm+n+1(θpφ
∗
n, x, φm). (4.22)
This definition may be easily modified for the case n = 0 or m = 0
S{λ, φm}(x) = S{φm, λ}(x) = (4.23)
S2m+1(θpφ
∗
m, x, φm) + |λ|
2S1(x) + λSm+1(θpφ
∗
m, x) + λSm+1(x, φm),
23
where λ is a complex number. The equality (4.22) implies the relation S{φn, φn}(x) =
4S2n+1(θpφ
∗
n, x, φn). Hence the inequality (4.10) is the particular case of the inequality (4.21)
for m = n. It follows from the definitions (4.22), (4.23) that the distribution (4.11) is the
linear combination of the distributions (4.22) and (4.23)
Sm+n+1(φm, x, φn) = 1/2S{φn, θpφ
∗
m}(x) + i/2S{φn, iθpφ
∗
m}(x)−
(1 + i)/2S2m+1(φm, x, θpφ
∗
m)− (1 + i)/2S2n+1(θpφ
∗
n, x, φn). (4.24)
In particular for m = 0 or n = 0 and φ0 = 1 we get
Sn+1(x, φn) = 1/2S{1, φn}(x) + i/2S{i, φn}(x)−
(1 + i)/2S2n+1(θpφ
∗
n, x, φn)− (1 + i)/2S1(x), (4.25)
Sn+1(φn, x) = 1/2S{1, θpφ
∗
n}(x) + i/2S{1, iθpφ
∗
n}(x)−
(1 + i)/2S2n+1(φn, x, θpφ
∗
n)− (1 + i)/2S1(x). (4.26)
The inequalities (4.21) imply that for any function φn ∈ S(R
4
+) every of four distributions,
depending on the variable x, in the right–hand side of the equality (4.25) is proportional
to the distribution from S ′(R4+), satisfying the Osterwalder–Schrader positivity condition
(3.9). Due to Lemma 3.2 the limits (3.11) and (3.12) are equal to zero for the distribution
(x0)−kSn+1(x, φn) ∈ S
′(R4+) if the integer k > 0. It follows from Proposition 3.4 that for the
distribution Sn+1(x) ∈S
′(R
4(n+1)
+ ) there exists the limit (2.54) for the integers l = 1, j1 = 1,
K = 0. By the definition the support of the distribution L−1c [(x
0
1)
−kSn+1]x0
1
(x1, ..., xn+1)
with respect to the first variable x1 is in the closure R
4
+. Theorem 3.5 and Lemma 3.2 imply
that for all functions ψi ∈ S(R
4
+), i = 1, ..., n + 1, and for any integer k > 0 the following
relation holds
∫
d4(n+1)xSn+1(x)
n+1∏
i=1
ψi(xi) =
∫
d4(n+1)x(
∂
∂x01
)kL−1c [(x
0
1)
−kSn+1]x0
1
(x)×
∫
dy01 exp{−x
0
1y
0
1}ψ1(y
0
1,x1)
n+1∏
i=2
ψi(xi) (4.27)
In view of the equality (4.26) all above results are valid for the distribution Sn+1(φn, x) ∈
S ′(R4+), where the function φn ∈ S(R
4n
+ ).
The weak spectral condition E5 implies the existence of the limit
lim
m→∞
lim
T→−∞
∫
d4(2m+1)xS2n+1(x)(x
0
1)
−kL−1c [ψ1]x01(x1;m, T )× (4.28)
(
n+1∏
i=2
ψi(xi))θp((
n∏
i=2
ψi(x2n+2−i))(x
0
2n+1)
−kL−1c [ψ1]x02n+1(x2n+1;m, T ))
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for some positive integer k and for all functions ψ1(x) ∈ S(R
4), ψi(x) ∈ S(R
4
+), i = 2, ..., n+1.
Here the function L−1c [ψ1]x0(x;m, T ) is defined by the relation (2.54). The linear functional
(4.28) with respect to the function ψn+1(x) ∈ S(R
4
+) is the tempered distribution from the
space S ′(R4+). It satisfies the Osterwalder–Schrader positivity condition (3.9). The similar
arguments may be applied for the distributions S{1, θp(
∏n
i=1 ψi(xi))
∗}(x) and S{1, iθp(
∏n
i=1
ψi(xi))
∗}(x) in the right–hand side of the equality of type (4.26). Thus the limit (2.54)
(L−1c [(x
0
1)
−kSn+1]x0
1
(x), (
∏n+1
i=1 ψi(xi))), the existence of which is proved above, for some pos-
itive integer k and for all functions ψ1(x) ∈ S(R
4), ψi(x) ∈ S(R
4
+), i = 2, ..., n+ 1, has the
decomposition of type (4.26) into four distributions with respect to the function ψn+1(x) ∈
S(R4+). These distributions are proportional to the distributions from S
′(R4+) satisfying the
Osterwalder–Schrader positivity condition (3.9). Now Proposition 3.4 implies that for the
distribution Sn+1(x) ∈ S
′(R
4(n+1)
+ ) there exists the limit (2.54) for l = 2, j1 = 1, j2 = n + 1
and for some positive integer k. Due to the definition the supports of this limiting distri-
bution L−1c [(x
0
1x
0
n+1)
−kSn+1]x0
1
,x0n+1
(x) with respect to the first and the last variables are in
the closure R
4
+. Theorem 3.5, Lemma 3.2 and the relation (4.27) imply that for sufficiently
large positive integer k and for all functions ψi(x) ∈ S(R
4
+), i = 1, ..., n + 1, the following
relation holds
∫
d4(n+1)xSn+1(x)
n+1∏
i=1
ψi(xi) =
∫
d4(n+1)x(
∂2
∂x01∂x
0
n+1
)kL−1c [(x
0
1x
0
n+1)
−kSn+1]x0
1
,x0n+1
(x)×
∫
dy01dy
0
n+1 exp{−
∑
i=1,n+1
x0i y
0
i }(
∏
i=1,n+1
ψi(y
0
i ,xi))
n∏
i=2
ψi(xi). (4.29)
By using the weak spectral condition E5 and the equalities (4.24) it is possible to prove
step by step that there exists the limit (2.54) for the distribution Sn+1(x) ∈S
′(R
4(n+1)
+ ), for
l = n + 1 and for some positive integer k. By the definition the supports of this limiting
distribution L−1c [(
∏n+1
i=1 x
0
i )
−kSn+1]x0 (x) with respect to any variable is in the closure R
4
+.
Since the weak convergence in the space S ′ implies the convergence in the topology of
the space S ′ (see [6, Section 3.7] ) the limit (L−1c [(
∏n
i=1 x
0
i )
−kSn+1]x0 (x), (
∏n+1
i=1 ψi(xi)))
is continuous in each function ψi(x) ∈ S(R
4). Hence the nuclear theorem [7, Chapter 1,
Section 1, Theorem 6] implies that L−1c [(
∏n+1
i=1 x
0
i )
−kSn+1]x0 (x) ∈S
′(R4(n+1)). Its support is
in the closure R
4(n+1)
+ . The application step by step of Theorem 3.5 and Lemma 3.2 gives
for sufficiently large positive integer k and for all functions ψi(x) ∈ S(R
4
+), i = 1, ..., n + 1
the following relation
∫
d4(n+1)xSn+1(x)
n+1∏
i=1
ψi(xi) =
∫
d4(n+1)x(
∂n+1
∂x01 · · ·∂x
0
n+1
)kL−1c [(
n+1∏
i=1
x0i )
−kSn+1]x0(x)×
∫
dy01 · · · dy
0
n+1 exp{−
n+1∑
i=1
x0i y
0
i }(
n+1∏
i=1
ψi(y
0
i ,xi)). (4.30)
Therefore for any n = 1, 2,... the distribution Sn(x) ∈ S
′(R4n+ ) is the Laplace transform of
the tempered distribution from S ′(R4n) with support in the closure R
4n
+ .
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Now the derivation of the Wightman axioms R0–R5 from the Osterwalder–Schrader
axioms E0–E4 follows the arguments of the paper [1] .
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