Abstract. Given a matrix A P SLpN, Zq, form the semidirect product G " Z N¸A Z where the Z factor acts on Z N by A. Such a G arises naturally as the fundamental group of an N -dimensional torus bundle which fibers over the circle. In this paper we prove that if A has distinct eigenvalues not lying on the unit circle, then there exists a finite index subgroup H ď G possessing rational growth series for some generating set. In contrast, we show that if A has at least one eigenvalue not lying on the unit circle, then G is not almost convex for any generating set.
Introduction
Let G be a finitely generated group with generating set S " S´1. We equip G with the word-norm }¨} S and word-metric d S p¨,¨q coming from S. This metric is one of basic objects of modern geometric group theory, and it is well-known that many important coarse geometric invariants of G can be defined in a way which is independent of the generating set. Not as well understood are metric properties of G which depend on a particular generating set. In this paper, we will explore two such properties, rational growth and almost convexity, for fundamental groups of higher-dimensional torus bundles.
1.1. Rational Growth and Almost Convexity. Let b G,S pnq denote the number of group elements in the ball of radius n ě 0, centered on the identity in G. One way to understand the growth of G is to consider the sequence tb G,S pnqu. One defines the growth series of G with generating set S to be the formal power series:
This series always has a positive radius of convergence, and one can try to find a generating function associated to it. We say that a pair pG, Sq has rational (resp. algebraic or transcendental) growth if the above series has a generating function which is rational (resp. algebraic or transcendental) over the field Qpzq. We remark that having rational growth series is equivalent to having a finite system of linear recursion equations among the tb G,S pnqu. A related notion is almost convexity, first defined by Cannon in [9] . A pair pG, Sq is said to be almost convex if for every k ě 0 there exists a constant N pkq so that the following holds. If g, h P G satisfy }g} S " }h} S and d S pg, hq " k, then there is a path in the ball of radius n between g and h whose length is at most N pkq.
Cannon proved that when a pair pG, Sq is almost convex the group has solvable word problem, by showing that the Cayley graph can be constructed algorithmically. More precisely, the ball of radius n in the Cayley graph can be constructed from the ball of radius n´1 by applying a finite number of rules. One might expect some relationship between almost convexity and rational growth; to wit, if one can build the ball of radius n from balls of smaller radius, the size of the ball of radius n ought to depend on the sizes of smaller balls in some controlled way and vice versa.
The groups we will consider are polycyclic extensions of Z by Z N formed in the following way. Let A P SLpN, Zq be any matrix. Form the semidirect product G -Z N¸A Z where the generator of the Z factor conjugates Z N to A¨Z N . Such groups arise naturally as fundamental groups of higher-dimensional torus bundles which fiber over the circle. In connection with rational growth, we prove: Theorem 1.1. Let A P SLpN, Zq be a matrix with distinct eigenvalues not lying on the unit circle, and let G -Z N¸A Z be the extension of Z N where the Z factor acts on Z N by A. Then there exists a finite index subgroup of G with finite generating set S whose growth series is rational. Theorem 1.1 generalizes the work of Parry [17] and Putman [18] , who establish similar results when N " 2. In contrast, we also prove the following, extending the main theorem of Cannon, Floyd, Grayson and Thurston [6] to higher dimensions Theorem 1.2. Let A P SLpN, Zq be a matrix with at least one eigenvalue not lying on the unit circle and let G -Z N¸A Z be the extension of Z N where the Z factor acts on Z N by A. Then G is not almost convex with respect to any generating set.
1.2.
Background. In general, it is a difficult and subtle combinatorial problem to compute the growth series of some pair pG, Sq. There are, however, some general obstructions to a group possessing rational growth. For example, it is known that the coefficients of a Taylor series expansion of a rational function grow either polynomially or exponentially. Hence a group of intermediate growth, such as the Grigorchuk group [15] , cannot possess a rational growth series for any generating set. Moreover, having a rational growth series implies solvable word problem, so any finitely generated group with unsolvable word problem cannot have rational growth for any generating set [7] . These obstructions, though fairly general, do not seem to apply to the types of groups one usually encounters.
Although rational growth is generating set dependent [23] , it is known that for certain large classes of groups the growth series is rational with respect to some generating set. For example, an exercise in Bourbaki outlines a proof that a finitely generated Coxeter group has rational growth series with respect to a Coxeter system [4] . Cannon proved that any cocompact hyperbolic group has rational growth with respect to any generating set; his argument easily generalizes to any word-hyperbolic group [8] . In fact, in [16] Neumann and Shapiro prove that, among other things, for any geometrically finite hyperbolic group, any generating set can be extended to a generating set possessing rational growth series.
For finitely generated abelian groups, rational growth with respect to any generating set follows from a classical result of Hilbert. Benson has proven that for any virtually abelian group, rational growth is also independent of generating set [1] . In light of Bieberbach's theorem, even in the last case existence of rational growth for some generating set seems to be strongly tied to geometric properties of the group. Similar results hold for almost convexity as well; namely, Thiel has shown that almost convexity depends on the generating set [24] , but it is known that virtually abelian and word-hyperbolic groups are almost convex for every generating set [9] .
Following the work of Perelman and Thurston, another natural class of groups to consider is that of fundamental groups of compact geometric 3-manifolds (See [25] and [19] ). Existence of rational growth series and almost convex generating sets for cocompact subgroups of the geometries E 3 , S 3 , H 3 , H 2ˆR , and S 2ˆR are covered by the above theorems of Benson and Cannon. For the remaining three geometries, Nil, z P SL 2 pRq, and Sol, some partial results on rational growth are known (for Nil see [2] , [20] , [23] , and the recent paper of Duchin and Shapiro [11] , for z P SL 2 pRq see [21] ). On the other hand, for every 3-manifold geometry except Sol, almost convexity holds for some generating set [22] , while Sol groups are not almost convex for any generating set [6] .
Compact manifolds admitting Sol-geometry are precisely torus bundles over the circle with Anosov monodromy. These groups therefore have presentations as semidirect products Z 2¸Z , where the generator of the Z-factor acts on Z 2 via some matrix in A P SLp2, Zq whose trace is greater than 2. When the trace is even, Parry has computed some examples of the growth series and shown it to be rational [17] . Putman, on the other hand, has shown that every such group has a finite index subgroup whose growth series is rational [18] . The results of Parry and Putman are striking in light of the fact that Sol groups are not almost convex.
The three-dimensional Sol examples fit into a larger class of torsion-free abelian-by-cyclic groups. By a result of Bieri and Strebel, such groups are exactly of the form Z N¸A Z, where A is a non-singular matrix with Z-coefficients [3] . These groups divide naturally into polycyclic and non-polycyclic types, and are polycyclic only when A P GLpN, Zq. In the non-polycyclic case, Brazil [5] and Collins-Edjvet-Gill [10] have demonstrated rational growth for the solvable Baumslag-Solitar groups BSp1, nq with the usual generating set. In this context, the groups we consider in this paper form a large subset of all torsion-free polycyclic abelian-by-cyclic groups which contains all of the 3-dimensional Sol examples.
1.3.
Outline. The paper is divided into two parts, corresponding to the two theorems above. The structure of each part is as follows.
Part I: In Section 2, we describe the construction of higher dimensional torus bundles over the circle, and prove that we can always pass to a finite index subgroup so that the corresponding torus bundle has a particularly nice presentation. In Section 3, we review some relevant definitions and theorems from the theory of regular languages, and recall the falsification-by-fellow-traveler property (FFTP), first introduced in [18] , and inspired by a similar idea in [16] . The FFTP will allow us to deduce that certain partitions of regular languages have rational growth. We introduce the notion of types and heights in Section 4, and then describe a family of regular languages tΛ n u, each of which surject onto G. Finally, in Section 5, we prove that for n sufficiently large, Λ n has the FFTP, and deduce Theorem 1.1.
Part II: In Section 6, we review the definition of almost convexity. In Section 7 we revisit the torus bundles introduced in Section 2 by representing them as certain geometric quotients of two-step solvable Lie groups. Embedding the groups above as lattices in Lie groups allows us to exploit the asymptotic geometry of the Lie groups to prove Theorem 1.2.
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Part I: Rational Growth

Higher-dimensional torus bundles
Let N ą 1 be an integer. We consider N -dimensional torus bundles over the circle defined in the following way. Let T N be the standard square N -dimensional torus. Up to homotopy, an orientation-preserving homeomorphism of T N can be represented by a matrix A P SLpN, Zq. The linear map T A : R N Ñ R N where T A pxq " Ax takes the lattice to the lattice, and hence defines a map on the quotient T A : T N Ñ T N . We can take T A as a representative in each homotopy class.
Each A P SLpN, Zq also defines a torus bundle over the circle by taking T NˆI and identifying T Nˆt 0u with T Nˆt 1u via the homeomorphism T A . That is, for each A P SLpN, Zq we define the bundle X A as the quotient space
The fundamental group π 1 pX A ,˚q is an HNN-extension of Z N by Z. By the Seifert-van Kampen theorem
An easy consequence of Gauss' lemma is that if a matrix A P SLpN, Zq has an integral eigenvalue λ, then λ "˘1. It follows that if λ is a root of an integer, then λ is a root of unity. Our results will apply to those A with distinct eigenvalues not lying on the unit circle. Thus the matrices we consider will not have any integral eigenvectors.
2.1. Block Rational Canonical Form. Let A P SLpN, Zq be a matrix with distinct eigenvalues not lying on the unit circle, and let te 1 , . . . , e N u be the standard basis for Q N . The characteristic polynomial for A, denoted charpAq, factors into distinct irreducible polynomials over Q, none of which are linear:
Since the eigenvalues of A are assumed distinct, all the p i are distinct as well. As a Qrts-module, V " Q N decomposes as a direct sum of cyclic modules:
By a change of basis, we can put our matrix in a form which mirrors the decomposition above:
where the A i are pd iˆdi q-blocks and charpA i q " p i . Now writing
v i u are linearly independent over Q and p i pA i qv i " 0. By changing our basis to tv 1 , . . . , A
Definition 2.1. A matrix A in form described above is said to be in block rational canonical form.
2.2.
Finite index subgroups of G. Although these changes of basis in the previous section occur over Q N , they can be achieved over Z N by passing to a finite index subgroup. Form the HNN-extension G -Z N¸A Z as above. Let te 1 , . . . , e N u be the standard basis for Z N , and ttu the generator of Z in the HNN-extension. We may pass to a finite index subgroup of G by alternately:
(1) Replacing Z N by a finite index subgroup of Z N . This amounts to choosing a different basis for Q N . (2) Replacing t by t k for some k ą 1. This is equivalent to replacing A by A k .
In order to prove rational growth of a subgroup of G, we will need each of the factors p i of charpAq to satisfy a special property. First write p i pzq " ř j a ij z j . Each p i must satisfy: p˚q There exists j 0 so that |a ij 0 | ą ÿ j‰j 0 |a ij |.
It will be convenient to define two norms on the set of Laurent polynomials Zrz, z´1s.
Let f pzq " (1) is nearly complete from the discussion above. Observe that the change of basis matrix may be chosen with entries in Z. This is easily achieved by clearing denominators in the change of basis matrix over Q. Finally, note that because charpAq has all distinct roots, it is possible to find infinitely many powers A k such that charpA k q has distinct roots. This guarantees that after taking powers of A we can still obtain a block rational canonical form.
For (2), first assume that charpA n q is irreducible for all powers n. Order the roots of λ 1 , . . . , λ N of A according to their modulus:
Here we make use of the fact that no root lies on the unit circle and that the product of the roots is 1. Set l i " |λ 1¨¨¨λi |. Then l 1 ă l 2 ă¨¨¨ă l r and l r ą l r`1 ą¨¨¨ą l N .
Since charpA n q " ś i pz´λ n i q, we see that the kth coefficient c n,k of charpA n q can be written:
By choosing a sufficiently high power of A, the sum on the right can be made arbitrarily close to 1. It follows that |c k,n | is asymptotic to l n k . Since l r ą l k for all k ‰ r, for n sufficiently large c r,n can be made large enough to satisfy the conclusion of (2) .
Taking into account the fact that charpA n q may not be irreducible, consider all possible combinations of roots which multiply to give˘1. For each of these, find an integer to satisfy the conclusion of (2). Choose n max to be the product of all of these integers. This choice of n will guarantee that even if charpA n q factors, each irreducible factor must have a coefficient which satisfies condition (2) of the lemma. l 3. Weighted Sets and Regular Languages 3.1. Weighted Sets. We introduce the formal notions of weightings and weighted partitions on arbitrary sets to streamline our constructions later on.
Let X be a set. A weighting on X is a function }¨} : X Ñ Z ě0 . A partition P of X is a decomposition of X into pairwise disjoint subsets:
Denote by X{P the set of equivalence classes of X modulo P . For every x P X we denote by x the equivalence class of x determined by P . There is a natural surjective map X Ñ X{P , sending x Þ Ñ x. If X has a weighting then the quotient X{P inherits a weighting via }x} " mint}y} |y P X, y " xu.
We call X{P a weighted partition.
Definition 3.1. Let pX 1 , }¨} 1 q, pX 2 , }¨} 2 q be weighted sets. A bijection ψ : X 1 Ñ X 2 is called a near-isometry if there exists a constant c such that for each x P X 1 , }ψpxq} 2 " }x} 1`c .
Regular languages.
In this section we recall results from the theory of regular languages that will be relevant for the proof of Theorem 1.1. For more details, consult [12] , Ch. 1. We designate a finite set A as an alphabet of symbols. Each element of A is called a letter. We can form words or strings over A by concatenating letters. We denote by ǫ the empty string and by A˚the set of all strings. The length |w| of a word w P A˚is the number of letters in w.
Certain languages behave better than others. We will be interested in finding regular languages that are in bijection with elements in the group G. We can think of the language as a 'normal form' for group elements. Regular languages are those which can be recognized by a finite-state automaton: Definition 3.3. A finite-state automaton (FSA) is a 5-tuple M " pS, A, µ, F, s 0 q where ‚ S is a finite set of states. ‚ A is an alphabet. ‚ µ : SˆA Ñ S is the transition function. ‚ F Ă S is the collection of final or accept states. ‚ s 0 P S is the initial state.
We think of M as a machine which can read strings one letter at a time. If M reads the symbol a P A while in the state s P S, it proceeds to the state µps, aq and reads the next letter. We say M accepts a string if M transitions to one of the accept states upon reading the final letter in the string. Denote by L M the language of all strings accepted by M .
In the course of the proof, it will be important to encode first-order predicate relations between strings in a regular language L, e.g. |w 1 | ă |w 2 |. The best way to do this is to introduce the notion of an n-variable language.
Definition 3.5. Let A be an alphabet not containing the symbol t$u and let L Ă A˚be a language. We form a new alphabet A $ " A Y t$u and define a language L $ n Ă ś n i"1 pA $ qå s follows. Consider any n-tuple pw 1 , . . . , w n q P ś n i"1 L. Let m be the length of the longest word in this n-tuple. If some w i does not have length m, we pad w i by adjoining copies of $ on the end of it until it has length m. We thus obtain an n-tuple pw 1 , . . . , w n q $ P ś n i"1 pA $ qå nd define
n is a language when considered over the alphabet
n is regular over ś n i"1 pA $ q˚. With this definition it is possible to form first-order predicate relations among regular languages. We have the following useful result:
The set of regular languages is closed under:
(1) First order predicates: complementation, union, intersection, D, @, concatenation, and Kleene star. (2) Reversal: if L is a regular language, then the language revpLq " tw r " a n¨¨¨a1 |w " a 1¨¨¨an P Lu is regular.
We can put a weighting on A˚by starting with a function φ : A Ñ Z ě0 and extending it to a weighting on words w " a 1¨¨¨an P A˚via }w} " ř n i"1 φpa i q. Given a weighting φ and a language L Ă A˚we define the growth series of L with weighting φ to be the formal power series
Remark 3.6.1. If φ is identically 1, the weighting is just the ordinary word length as defined above.
In some cases the growth series of a language may represent the Taylor series expansion about zero of a function which is rational, algebraic, or transcendental over Q pzq. The relatively simple structure of the finite state automaton ensures that the growth series for a regular language is rational with respect to any weighting. Theorem 3.7. Let L be a regular language and φ : A Ñ Z ě0 a weighting. Then G φ pLq is a rational function.
3.3.
The Falsification-by-fellow-traveler Property. Let L be a regular language with weighting φ. Suppose P is a partition for L and let π : L Ñ L{P be the quotient map. Following Putman we define what it means for the pair pL, P q to have the falsification-byfellow-traveler property. For proofs of the results in this section, see [18] . Definition 3.8. We say that L{P has a regular cross-section if there is a regular sublanguage L 1 Ă L and a surjective map σ :
}σpAq} " mint}x} |x P Au for every A P P . Definition 3.9. A regular language R Ă LˆL is an acceptor for a partition P of L if pw, w 1 q P R ñ w " w 1 and pw 1 , wq P R.
With these two definitions in mind, we can state the falsification-by-fellow-traveler property:
Definition 3.10. The pair pL, P q with acceptor R has the falsification-by-fellow-traveler property (FFTP) if there is a constant K ą 0 and a regular sublanguage L 1 Ă L which contains at least one minimal size representative of each equivalence class in P and which satisfies the following. If w P L 1 is not a minimal representative modulo P , then there exists w 1 P L with:
‚ pw, w 1 q P R ‚ }w 1 } ă }w} ‚ For any i, let s and s 1 be the length i initial segments of w and w 1 , respectively. Then | }s}´}s 1 } | ď K. In this case, w and w 1 are said to K-fellow-travel. We also require that if w, w 1 P L 1 are two minimal size representatives for the same equivalence class then pw, w 1 q P R.
The usefulness of this property is the following theorem, proved in [18] : Theorem 3.11. p [18] , Theorem 3.1q Let L be a weighted regular language, P a partition on L. Suppose the pair pL, P q with acceptor R has the FFTP. Then P has a regular minimal cross-section. In particular, L{P has rational growth.
The Language
Types and Heights.
Thinking of G as the fundamental group of a fiber bundle, we will decompose group elements of G into their fiber and base components. The fiber component will be called the type and the base component will be called the height. This construction goes back to work of Grayson in his thesis [14] , and was adopted by subsequent papers on rational growth in cocompact subgroups of Sol ( [17] , [18] ). Using the same notation as in Section 2 we denote by A P SLpN, Zq a matrix in block rational canonical form with distinct eigenvalues not lying on the unit circle. Let charpAq " p 1¨¨¨pk be the factorization of the characteristic polynomial of A into irreducibles. We assume that the conclusion of Lemma 2.2 holds for A.
Let ta 1 , . . . , a k u be a set of generators for Z k . Since G is an HNN-extension, we have the following commutative diagram:
where F ttu is the free group on the generator ttu, and K is the kernel of the projection map onto the factor F ttu . The kernel K can easily be identified with the free product˚i PZ Z k with generating set
To see this, realize Z k˚Z as the fundamental group of T k _ T 1 , and observe that N corresponds to the cover homeomorphic to a copy of R with a k-torus T k wedged on at every integer point. Note that since Z N is abelian, the map K Ñ Z N factors through the abelianization of K, which we identify with Z "
Because F ttu is free, the top sequence splits, and we can therefore represent Z k˚F ttu as the semi-direct product K¸F ttu . This allows us to represent each element of Z k˚F ttu uniquely as a pair pv, t h q, where v is an element of K and t h is an element of F ttu . Now let w be a freely reduced word in the generators ta 1 , . . . , a k , tu, and denote by w the group element in Z k˚F ttu it represents. As an element of the above semi-direct product, we can write w " pv, t h q. Definition 4.1. The height of w is htpwq " h " π˝ρpwq P Z, and the type of w is typepwq " ι´1˝ρpvq P Z N . The unreduced type of w, denoted Ą typepwq, is the image of v in the abelianization K ab .
Remark 4.1.1. The manifold X A being the total space of a fiber bundle over the circle S 1 , we think of htpwq somewhat paradoxically as the horizontal or base component of w, and typepwq as the vertical or fiber component.
is a tuple of Laurent polynomials, which will frequently be denoted by t " pt 1 pz 1 q, . . . , t k pz k qq. The norms |¨| 8 and |¨| 1 extend naturally to tuples of Laurent polynomials. Following Putman, we define functions T ail h pf q, Center h pf q, and Head h pf q for a Laurent polynomial f pzq which depend on h as follows:
For a Laurent polynomial
and h P Z an integer we partition f into three pieces depending on h. If h ě 0,
Head h pf q :"
For h ď 0, we extend this definition symmetrically via T ail h pf q pz´1q " Head´hpf pz´1qq,
Center h pf q pz´1q :" Center´hpf pz´1qq,
Head h pf q pz´1q :" T ail´hpf pz´1qq. We also define corresponding lengths T h pf q, H h pf q as
We extend each of these functions to tuples of Laurent polynomials t " ppt 1 pz 1 q, . . . , t k pz kvia: (a) T ail h`t˘: " pT ail h pt 1 q , . . . , T ail h pt kand similarly for Center h`t˘a nd Head h`t˘. (b) T h ptq :" max tT h pt 1 q, . . . , T h pt k qu and similarly for H h ptq.
We now determine the shortest length of a word w with Ą typepwq " t and htpwq " h:
Proposition 4.2. Let h be a height and t " pt 1 pz 1 q, . . . , t k pz kbe an unreduced type. Then any shortest word with this unreduced type and height has length 2T h ptq`2H h ptq`|h|`|t| 1 .
PROOF: Note that the z j all commute. The proof is the same as in [18] , Theorem 4.2. l If w is a freely reduced word in the generators, the set of pairs p Ą typepwq, htpwqq certainly surjects onto the set of elements of G, but is not in bijection with it. Even if we restrict the set of w to those with minimal length unreduced types, there will still be more than one representative for each element of G.
In order to get a handle on the discrepancy exactly, we must introduce a variant of polynomial division for tuples of Laurent polynomials. We say that f " pf 1 , . . . , f k q divides g " pg 1 , . . . , g k q, denoted f |g, if f i |g i for all 1 ď i ď k. Denote by p " pp 1 , . . . , p k q the tuple of polynomials whose components are the irreducible factors of charpAq. We have Proposition 4.3. Let w 1 , w 2 be words in the generators for G. Then w 1 " G w 2 if and only if htpw 1 q " htpw 2 q and p " pp 1 , . . . , p k q divides Ą typepw 1 q´Ą typepw 2 q.
PROOF: Recall that our chosen module generating set in block rational canonical form consists of vectors tv 1 , . . . , v k u. First observe that if Ą typepwq " t " pt 1 , . . . , t k q then typepwq " t 1 pAq¨v 1`¨¨¨`tk pAq¨v k by our choice of basis for block rational canonical form. Since the minimal polynomial for A divides the characteristic polynomial, the two conditions are clearly sufficient. On the other hand, note that if w 1 " G w 2 then we must have htpw 1 q " htpw 2 q by projecting onto Z. Moreover, the fact that the p i are distinct and irreducible implies that the characteristic polynomial is the minimal polynomial hence the two conditions are necessary.
l Define a partition P on S " Z "
Define a weighting on S by › › pt, hq › › " 2T h ptq`2H h ptq`|h|`|t| 1`1 . Then the previous proposition implies:
Corollary 4.4. G is near-isometric to S{P with constant c " 1.
4.2.
Definition of the language. In this section we define the regular language we will use to show G has rational growth. In order to apply Theorem 3.11, we need to construct a regular language and an acceptor for the partition P defined above. Having an acceptor for the partition means being able to tell when two words belong to the same equivalence class modulo P . In light of Proposition 4.3, this implies that we must be able to simulate Laurent polynomial long division in an FSA. Because an FSA can only store a finite amount of memory at each stage of computation, we need a finite criterion which distinguishes words in different equivalence classes. To this end we will show that minimal length words have bounded coefficients, and that after polynomial long division, coefficients stay bounded. 4.2.1. Bounding Coefficients. The following lemma bounds coefficients of minimal words. Here it will be clear why the conditions guaranteed by Lemma 1 are important. Recall that charpAq " p 1¨¨¨pk where degpp i q " d i , and M i denotes the maximal coefficient of p i . Lemma 4.5. Let pt, hq P S be a word with minimal length in its equivalence class modulo P , where t " pt 1 , . . . , t k q. Then for each i " 1, . . . , k, |t i | 8 ă 2N |M i |.
PROOF:
We prove the contrapositive. Suppose an unreduced type t " pt 1 pz 1 q, . . . , t k pz khas some coefficient c ij with |c ij | ą 2N |M i |. Note that by adding or subtracting a term of the form p0, . . . , z r i p i , . . . , 0q, we do not change the type of t, since the difference is divisible by pp 1 , . . . , p k q. Choose r so that the maximal coefficient of z r i p i multiplies z j i . Then we can reduce |c ij | by 2N M i while increasing the other coefficients by a maximum of
Thus t was not minimal. l
Note that the previous lemma implies that, in particular, |t| 8 ă 2N maxt|M i |u for minimal unreduced types t. The next lemma states that if pp 1 , . . . , p k q divides the difference of two unreduced types, the coefficients of the quotient remain bounded.
Given t 1 , t 2 , suppose that
and that for each i " 1, . . . , k we can write
where r i pz i q is a polynomial of degree at most d i´1 and |q i | 8 ă B. Then |r i | 8 ă CpA, Bq.
PROOF: The coefficients of p i pz ii pz i q are bounded by Bp|p i | 1 q ă 2BM i , while the coefficients of t 1´t2 are bounded by 2A. Then |r i | 8 ă 2A`2BM i . Choosing CpA, Bq " 2BM , where M " maxtM i u proves the lemma. l Now we are ready to define the language. Let A n " t´n, . . . , nu kˆt´1 , 1, 2u be an alphabet with weighting
We define languages Λ n , Λ 1 n following Putman. Words in Λ n are exactly those of the form:
p¨, 2q¨¨¨p¨, 2qp¨,˘1q¨¨¨p¨,˘1qp¨, 2q¨¨¨p¨, 2q satisfying (1) There is at least one center p¨,˘1q term. The tripartite division of each word reflects the tail, center, head division of unreduced types, while the sign of the second coordinate in the middle terms tells the sign of the height. Λ 1 n is defined in the same way but without condition (4).
It is clear that each of these languages is regular, for each can be written as a regular expression. Finally we define a map
pp c 1i , . . . , c ki q, 2q , . . . , c ki z
We extend this to Ψ 1 : Λ n Ñ S in the following way. Let w P Λ n and let h " number of central p¨,˘1q terms in w. Then
We obtain a map Ψ : Λ n Ă Λ 1 n Ñ S by restriction. Conditions (3) and (4) imply that Ψ is injective. The partition P on S induces partitions Π 1 n , Π n on Λ 1 n , Λ n respectively, and induced maps Ψ 1 : Λ 1 n {Π 1 n Ñ S{P , Ψ : Λ n {Π n Ñ S{P . Lemma 4.5 implies that when n ě 2N maxt|M i |u, Ψ 1 and Ψ are surjective, hence Ψ is bijective. This discussion now implies:
Theorem 4.8. For n ě M " 2N maxt|M i |u, the induced map Ψ : Λ n {Π n Ñ S{P is an isometry.
4.3.
The Acceptor Automaton. Using the map Ψ 1 : Λ 1 n Ñ S we can associate to a word w P Λ 1 n the tuples of Laurent polynomials T ailpwq " T ail h`Ψ 1 pwq˘,
e also define analogues of the length functions T pwq (resp. Hpwqq to be the maximal number of p¨, 2q letters in any w i before (resp. after) the middle p¨,˘1q letters. Thus even letters of the form pp0, . . . , 0q, 2q contribute to the length of the tail or head. Note that if w P Λ 1 n zΛ n then either T pwq ‰ T h pΨ 1 pwqq or Hpwq ‰ H h pΨ 1 pwqq. As above with Λ n , we will define a sequence of padded languages indexed by n:
, .
-.
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The main result of this section is the following:
Theorem 4.9. R n,i is an acceptor for the partition Π n of Λ n .
We remark that the main work in proving the theorem will be to show that R n,i is regular. It follows by definition of the language R n,i that it is an acceptor for the partition Π n . In order to prove regularity we will need the next lemma, which defines an auxiliary language R 1 n : Lemma 4.10. Define the padded language
n , T pw 1 q " T pw 2 q, and Hpw 1 q " Hpw 2 qu. Then R 1 n is regular.
PROOF:
We will show that revpR 1 n q is regular, by Theorem 3.6 this is sufficient. The automaton we construct will read w 1 and w 2 from right to left, and simulate the division of w 1´w2 by pp 1 , . . . , p k q at each step, keeping track of the remainder. By Lemmas 4.6 and 4.7, we know that if the coefficients of the remainder ever exceed Cpn, B n q, then w 1 ‰ w 2 modulo Π n . The automaton also keeps track of the head, center and tail of w 1 and w 2 to ensure that they line up.
Let B " B n and C " Cpn, B n q as in Lemmas 4.6 and 4.7. The automaton has a fail state and the following additional states:
with c ij P Z, |c ij | ď C, ppr 1 , . . . , r k q, pq and p P tH, T , C 1 , C´1, C´1 ,1 u , .
The r i represent the remainder in the ith component, and p describes what part of word we are currently reading. The start state is pp0, . . . , 0q, Hq since we are reading from right to left. Let w 1 " Ψ 1´1 ppt 11 , . . . , t 1k q, h 1 q and w 2 " Ψ 1´1 ppt 21 , . . . , t 2k q, h 2 q We describe how the computation proceeds in each coordinate. If in the jth coordinate, after reading l letters we are in state pr j , pq then we have:
Here qpz j q is a Laurent polynomial with coefficients bounded by B, whose actual value does not matter. We examine the effect of adding the next term, which we represent in the form z N 2´l j pa 1´a2 q:
Note that z j r j`p a 1´a2 q has degree at most d j . If z j r j`p a 1´a2 q has degree d j we divide it by p j to obtain r 1 j , otherwise r 1 j " z j r j`p a 1´a2 qq. If at any stage, this division procedure yields an r 1 j whose coefficients have absolute value greater than C, we fail. In this way we can compute the remainder in each component based on the input and the previous remainder. Because the coefficients are bounded, these transitions are all determined in advance.
In the second coordinate, we begin in state H and stay in that state as long as we read p¨, 2q. If we are in state H and read p¨, 1q in both w 1 and w 2 at the same time, we transition to state C 1 . If we are in state H and read p¨,´1q in both w 1 and w 2 at the same time, we transition to state C´1 ,1 . If, while in state C´1 ,1 , if we read p¨,´1q in both w 1 and w 2 again, we transition to state C´1, otherwise we fail. This is to ensure that both w 1 and w 2 have the form required by condition (3) in the definition of Λ 1 n . Finally, if we are in either of the states C˘1 and we read p¨, 2q in both w 1 and w 2 at the same time, we transition to state T . If at any point, the second entries in both w 1 and w 2 don't match up, or proceed in an order different from 2 Ñ˘1 Ñ 2, we fail. The accept states are pp0, . . . , 0q, T q, pp0, . . . , 0q, C 1 q and pp0, . . . , 0q, C´1q. It is clear that we end in one of these states iff w 1 and w 2 are in the form required by Λ 1 n and their difference is divisible by pp 1 , . . . , p k q. l We now deduce the theorem from the lemma: PROOF of Theorem 4.9: We represent R n,i as a union of languages, each of which is regular by the previous lemma and Theorem 3.6. Let 1 ď j ď i. Set
Each of the languages in the union is constructed from a regular language by first-order predicates and concatenation, and hence is regular by Theorem 3. Since there are only a finite number of affixes Q j , we have represented R n,i as a finite union of regular languages. l
FFTP and the proof of the main theorem
This section is devoted to the proof of the FFTP for the pairs pΛ n , Π n q for n sufficiently large. Together with Theorem 5 this implies rational growth of the group G. First we need a definition which serves as a kind of Hausdorff distance for types and heights: Definition 5.1. Let f 1 " ř i c 1i z i and f 2 " ř i c 2i z i be two Laurent polynomials in z. The divergence of f 1 and f 2 is defined as
|c 1i |´|c 2i | as n ranges from´8 to 8. If t " pt 1 , . . . , t k q and s " ps 1 , . . . , s k q are two tuples of Laurent polynomials then Divpt, sq is defined to be k ÿ j"1 |divpt j , s j q|, and if w 1 , w 2 P Λ n are words then Divpw 1 , w 2 q " Divp Ą typepw 1 q, Ą typepw 2 qq.
The theorem will follow from the following key lemma.
Before we go into the proof of the lemma, we deduce the main theorem: PROOF of Theorem 1.1: By Corollary 4.4 and Theorems 3.11 and 4.8, it suffices to show that for n sufficiently large Λ n {Π n has the FFTP. Let K 1 , K 2 and K 3 be the constants from Lemma 5.2. We demonstrate the FFTP for the pair pΛ 2M N , Π 2M N q with acceptor R K 1 ,K 2 with fellowtraveling constant K 3`p kK 1`6 qK 2 .
First note that since K 1 ě 2N M , Ψ is surjective. Now consider some w 1 P Λ 2M N which is not minimal. Lemma 13 guarantees there exists w 2 P Λ K 1 satisfying the first two conditions in the definition of the FFTP. Hence all we need to show is that w 1 and w 2 are fellow-travelers with constant K 3`p kK 1`6 qK 2 .
Without loss of generality, we assume that T pw 1 q ě T pw 2 q; the proof in the reverse case is similar. The difference in length between the tail of w 1 and that of w 2 is at most K 2 , and divpw 1 , w 2 q ď K 3 . Let v 1 and v 2 denote length i-initial segments of w 1 and w 2 respectively, and consider the difference
The portion of v 1 beyond the tail of v 2 contributes at most 2K 2 to the difference, and similarly a portion of the head of v 1 or v 2 beyond that of the other contributes at most 2K 2 . Where they overlap, the contribution of the divergence is at most K 3 . Finally, the remaining portion of v 2 where the two words do not overlap has length at most K 2 and each term contributes at most kK 1`2 to the length difference. Thus we obtain:
The second part of Lemma 5.2 ensures that if w 1 and w 2 are both minimal, then pw 1 , w 2 q P R K 1 ,K 2 . This proves all the conditions in the FFTP, hence the theorem.
l We now proceed with the proof of the lemma. PROOF of Lemma 5.2: Let B " B 2M N be the constant from Lemma 4.6. We will show that the following constants satisfy the claims of the lemma:
Given a word w 1 P Λ 2M N which is not minimal modulo Π 2M N , there exists some representative w 2 P Λ 2M N , with w 1 " G w 2 and }w 1 } ą }w 2 }. Writing Ψpw i q " pt i , hq we know that by Lemma 4.6 there exists a tuple of Laurent polynomials q " pq 1 , . . . , q k q satisfying t 2 " t 1`p p 1 q 1 , . . . , p k q k q and |q| 8 ă B. For each i, 1 ď i ď k, let t 1i denote the ith component of t 1 , t 2i denote the ith component of t 2 and q i denote the ith component of q so that we have
Recall that the degree of p i is d i , and that the magnitude of largest coefficient of p i is |M i |.
The strategy of the proof is as follows. We will modify t 2 and q to produce a new word w 1 2 which is closer to w 1 but shorter. However, in order to produce such a word, we may need to allow coefficients in Ą typepw 1 2 q to be as large as K 1 . More precisely, we will modify t 2 ñ t 1 2 and q ñ q 1 so that by setting w 1 2 " Ψ´1pt 1 2 , hq we have:
Note that the first part of (1) implies that w 1 2 P Λ K 1 . The proof will proceed in 4 steps, each step guaranteeing that some collection of conditions (1)-(5) above can be achieved for the tuple of Laurent polynomials. Each step will provide a construction which may be applied to a single Laurent polynomial. After defining how the construction is carried out on each component separately, we will indicate how to extend the construction to the tuple. Because each construction only applies to a single Laurent polynomial, we will greatly simplify our exposition by allowing the following notation to respresent any given component of the Laurent polynomial:
‚ ppzq (corresponding to p i pz iwill denote an irreducible characteristic polynomial of degree d p" d i q. ‚ N , M , and B will all remain as above, even though they figure into the proof of the special case of one polynomial below.
For ease of notation, in each stage of the modification we will reset the notation above -w 1 will refer to the original word, w 2 the minimal length word, and w 1 2 the modification.
Step 1: We can alter w 2 so that (1) and (2) are satisfied. We will only demonstrate how to achieve T pw 1 2 q´T pw 1 q ď K 2 , the corresponding inequality for the heads is similar. Assume that T pt 2 q ą T pt 1 q`2M N B. In this case the lowest degree of any non-zero term of q must be smaller than that of t 1 . We will find a word with shorter tail satisfying condition (1) . Iterating this procedure will complete this part of the modification.
Let D be the smallest index for which q has a non-zero coefficient. Thus we have
Set D 1 " D`2M N B, and define
By construction we have reduced the difference between the lengths of tail of t 1 and t 2 by at least 2N M B. The discrepancy may be strictly greater in the case that c D 1 " 0, for example. Also, note that we have the following inequalities
We may have increased the length of the head t 2 by at most d´1:
2 q ě 1´d. Apply the above construction to each component i which satisfies T pt 2i q ą T pt 1i q`2M N B, and set w 1 2 " Ψ´1pt 1 2 , hq. Combining these estimates for each i we have:
Step 2: We can alter w 2 from the previous step so that (1) - (3) are satisfied. Assume that T pt 1 q ą T pt 2 q`2M N B. In this case, the lowest degree non-zero coefficient of q is at least as small as that of t 1 , but when added together, some cancellation must occur. We can modify w 2 by deleting the top of q, and thereby ensuring fewer terms in the tail of t 2 cancel out. Now let D denote the index of the lowest degree non-zero term of t 1 . Set
and define
We want to ensure that the coefficient b 1 D is non-zero. Thus we may need to add˘z D ppzq in such a way that |t 1 2 | 8 ď K 1 . By construction we have T pt 1 q´T pt
But the possible addition of˘z D ppzq means the head of t 1 2 may differ from that of t 1 by at most d´1:
These two observations imply that the requirements of conditions (2) and (3) have been met. Tracing through the modifications, we obtain the following inequalities:
As in the previous step, we apply the above construction to each component of the tuple of Laurent polynomials where T pt 1i q ą T pt 2i q`2M N B. Set w 1 2 " Ψ´1pt 1 2 , hq. Because conditions (2) and (3) are satisfied component-wise, they are satisfied for w 1 2 . Now we need only make sure that }w 1 2 } ă }w 1 } so that condition (1) is still satisfied. Combining these inequalities we obtain:
Note that in the above calculation we have ignored the contribution of all coefficients when i ă D 1 . The modification in the corresponding case for heads is similar. l Step 3: We can modify w 2 from Step 2 so that conditions (1)- (4) are all satisfied. Suppose that for some component and some minimal D P Z we have
so that in particular Divpw 1 , w 2 q ě 10M N B`4M`1. We will now produce a t 1 2 satisfying conditions (1)- (3) . By iterating this procedure we will be able to reduce the divergence to be at most 10M N B`4M`1.
The idea is simply to delete the first portion of w 2 which makes the divergence larger than 10M N B`4M`1. First define an auxiliary Laurent polynomial t 2 2 as
We obtain the following estimates:
As in the previous step, we may have deleted too much from either the head or the tail. We therefore form a new Laurent polynomial t 1 2 by adding ppzqpA 1 z D 1`A 2 z D 2 q where the A i P t0,˘1u, D i P Z and are chosen in such a way that
Lastly, observe that the divergence of t 2 2 and t 1 2 is at most 4M . We now apply this construction to each component where
Then if we set w 1 2 " Ψ´1pt 1 2 , hq we need only check that }w 1 2 } ă }w 2 }, since by repeating this process we can obtain divpt 1i , t 1 2i q ď 10M N B`4M`1. Suppose that we need to apply the construction to k 1 indices, where 1 ď k 1 ď k. From the construction and the above estimates we have that:
Since there is at least one component which we need to modify, k 1 ě 1. To obtain the second line, we used the fact that |T pw 2 q´T pw 1 q|, |Hpw 2 q´Hpw 1 q| ď 2M N B. Note that we do not consider the contribution from those indices we did not alter, since on these, w 2 and w 1 2 agree. l Step 4: We can modify w 2 from Step 3 so that conditions (1)- (5) are all satisfied. For this case we will present a general modification which will depend on how large the divergence is in each component. Assume that for some component there exists a D P Z and a positive integer n 0 so that
Choose D 0 minimal with this property. Since for any i, ||a i |´|b i || ď 2M B we have
by the minimality of D 0 . In this case we delete terms in q past D 0 and hope to show we have reduced the divergence. Define t 2 2 by
We can bound the coefficients of t 2 2 as follows:
As in Step 3, we compensate for the fact that we may have lopped off too much of t 2 by adding
where the A i P t0,˘1u, D i P Z. This adjusted Laurent polynomial we name t 1 2 . The divergence of t 2 2 and t 1 2 is at most 4M and by the minimality of D 0 the divergence of t 1 2 and t 1 is less than
In order to prove the result, we will consider several cases. The problem is that although the contribution of one component to the divergence may be very large, if we delete it, we need to make sure that we have not made the length of w 1 2 greater than w 1 . Thus we distinguish several cases where some collection of the components have large divergence, and the other components have divergence bounded by 10M N B`4M`1. Thus we define cases C n , where 0 ď n ď k´1:
For n components, divpt 1i , t 2i q ď 12M N B`4M N`1 and for k´n components, divpt 1i , t 2i q ą pn`1qp12M N B`4M N`1q.
Although these cases are not exhaustive of every possibility, their complement in pR ě0 q k is contained in the bounded region defined by the k inequalities
If the pair t 1 , t 2 falls into the case C n , apply the above construction with constant n 0 " n`1 to each of the k´n components where necessary and set w 1 2 " Ψ´1pt 1 2 , hq. The final step is to show that }w 1 2 } ă }w 1 }. Without loss of generality, we assume that we have modified the last k´n components. The other n have not changed, hence from the calculations above:
Since 1 ď k´n ă N , the last inequality is greater thań
By the above discussion, we can set
since the divergence of w 1 and w 2 is the sum of the divergences of each component. Note that K 3 ą 10M N B`4M`1 so the same constant works for both Steps 3 and 4. This completes the proof of Step 4. l Going through each step of the proof, we see that since we had to add at most 2 constant multiples of polynomials at any stage, we can choose
Steps 1 and 2 imply that we can choose
and the proof of Step 4 implies that as an upper bound on the divergence we may take
This concludes the proof of the first part of Lemma 5.2.
For the second part, if w 1 and w 2 are equal modulo Π 2M N , but we have either |T pw 1 qT pw 2 q| ą K 2 or |Hpw 1 q´Hpw 2 q| ą K 2 , then Steps 1 and 2 imply we can find w 1 2 P Λ K 1 with w 1 2 " w 1 modulo Π K 1 and }w 1 2 } ă }w 1 }. This is impossible, since w 1 was assumed minimal. l
Part II: Almost Convexity
Almost Convexity
Let G be a finitely presented group with generating set S " S´1. Equip G with the word metric d S coming from S and denote by βpnq and Σpnq the ball and sphere of radius n respectively, centered on the identity in the Cayley graph. Recall that the pair pG, Sq is called almost convexpkq (denoted ACpkq) if there exists an integer N pkq ą 0 such that for every n and for every pair of elements g 1 , g 2 P Σpnq, if d S pg 1 , g 2 q ď k, then there exists a path between g 1 and g 2 in βpnq of length less than N pkq. We say that pG, Sq is almost convex (AC) if it is ACpkq for every k, and recall that Cannon proved that ACp2q implies AC. For the proof of this fact, and of other general properties of almost convexity, we refer the reader to [9] .
2-Step Solvable non-nilpotent Lie Groups
The manifolds X A introduced in Section 2 are naturally compact quotients of certain two-step solvable Lie groups. Given an element A P GLpn, Rq, if A is in the image of the exponential map exp : gl n Ñ GLpn, Rq, we can form the Lie group Γ A " R n¸A t R where the R-factor on the right acts on R n as multiplication by A t . If A P SLpn, Zq and A lies on a one-parameter subgroup as above, then the group G A " Z n¸A Z sits naturally inside of Γ A as a cocompact lattice, namely as the subgroup of integer points in R n and R. for λ P CzR`, where I 2 is the 2ˆ2 identity matrix and if λ " a`bi, with a, b P R, then P is the 2ˆ2 matrix of the form
It is well-known that a matrix A P GLpn, Rq lies on a one-parameter subgroup if and only if in the Jordan block decomposition of A, blocks corresponding to negative eigenvalues come in pairs. Given a matrix A, define JpAq to be the absolute Jordan form of A (Cf. Then JpAq always lies on a one-parameter subgroup, and we may form the Lie group Γ JpAq " R n¸J pAq t R. For λ P R`, the one-parameter subgroup containing a Jordan block B " Bpn, λq has the following form
where q 2 ptq " t, and in general for k ą 2, q k ptq is a monic polynomial of degree k´1 which vanishes at t " 1. The corresponding one-parameter subgroup for a Jordan block B " Bp2n, λ, λq has the form 
Using the standard coordinates on R nˆR , define a left invariant metric on Γ JpAq by choosing the standard inner product at the identity. One can check that the full isometry group with respect to this metric contains a subgroup isomorphic to pZ{2Zq k where k is the number of Jordan blocks. The generator of each factor is the map S i : R n Ñ R n defined on basis elements e j by S i pe j q " "´e j , e j belongs to the ith Jordan block, e j , else
We extend these to Γ JpAq by acting as the identity on the R-factor. It is clear that S i is an involution, and for all g P Γ JpAq the derivative of S i commutes with the derivative of the left multiplication map l g´1 : Γ JpAq Ñ Γ JpAq , hence it preserves the metric everywhere. The importance of these extra elements of the isometry group is that even if A does not lie on a one-parameter subgroup, the group G A -π 1 pX A q is a lattice in IsompΓ JpAq q:
Lemma 7.1. G A -π 1 pX A q is a lattice in IsompΓ JpAq q.
PROOF:
Recall the presentation for G A as an HNN-extension:
. . , a n , t 0 | t 0 a i t´1 0 " Aa i , 1 ď i ď n; ra i , a j s, 1 ď i, j ď ny.
For some product S " S i 1¨¨¨S in we have that A " SJpAq. Let e i denote the ith standard basis vector of R n`1 . For 1 ď i ď n, set v i " l e i and define t " S¨l e n`1 . We consider the group G " xv 1 , . . . , v n , ty Ď IsompΓ JpAq q. We will show that G -G A . First we check that the same relations in hold in G that do in G A . Let p x, sq be an arbitrary element of Γ JpAq . Clearly we have pv i v j q¨p x, sq " px`e j`ei , sq " pv j v i q¨p x, sq hence all v i , v j commute. For 1 ď i ď n we also compute ptv i t´1q¨p x, sq " ptv i q¨pA´1 x, s´1q " t¨pA´1 x`e i , s´1q " pA¨A´1 x`Ae i , s´1`1q " p x`Ae i , sq " pAv i q¨p x, sq.
We can define a surjective map φ : G A Ñ G sending φ : a i Þ Ñ v i and φ : t 0 Þ Ñ t. Note that from the action of G on Γ A , it is clear that xv 1 , . . . , v n y is a free abelian subgroup of rank n, and that φ therefore maps xa 1 , . . . , a n y isomorphically onto xv 1 , . . . , v n y. It remains to show that φ is injective on all of G A . Suppose φpgq " 1 G , and write g " s 1¨¨¨sk where the s i are generators of G A . Observe that the only generator of G whose action on Γ A affects the last coordinate is t. Since φpgq takes 0 P R n`1 to 0, we must therefore have that the exponent sum of all t's appearing in φpgq is 0. This also implies that the exponent sum of t 0 's appearing in g is 0, and hence g is a product of conjugates of the a i . In particular, g is an element of xa 1 , . . . , a n y -Z n . By the remark above, this implies g " 1 G A .
We now give the proof of Theorem 1.2.
PROOF of Theorem 1.2: By Lemma 7.1, we can think of G " G A as a cocompact lattice of IsompΓ JpAq q. We will assume that A (no longer in SLpn, Zq) is a matrix in Jordan normal form. G is then identified with a discrete subgroup of Γ JpAq¸p Z{2q k and we can write each element g P G uniquely as g " dpgqspgq with dpgq P Γ JpAq and spgq P pZ{2q k . The translation component dpgq will further be identified with the element of Γ JpAq that it represents. In this way, dpgq is a vector in R n`1 , so we will speak of the coordinates of dpgq as pertaining to particular eigenspaces. The last coordinate will always denote the R-factor in the semidirect product defining Γ JpAq -R n¸J pAq t R. Let S " S´1 be some generating set for G. Let G 0 be the subgroup G X Isom 0 pΓ JpAq q. Then if s P GzG 0 then s 2 P G 0 . We observe that if s P S is a generator with maximal last coordinate, then s 2 has length 2 in the word norm and has maximal last coordinate among all length 2 words. Let t 0 be the maximal last coordinate occurring among all generators, and set t˚" 2t 0 .
Let w 0 " pa 1 , . . . , a n , t˚q be the square of some generator with maximal last coordinate. Since A has some eigenvalue not on the unit circle, it has one eigenvalue with norm greater than one, and one with norm smaller than one. Without loss of generality, we may decompose any v P R n as v " pv 1 , v 2 , v 3 q where v 1 belongs to the eigenspace V λ of a maximal-norm eigenvalue λ, v 2 belongs to the eigenspace V µ of a minimal-norm eigenvalue µ, and v 3 belongs to the complement of the first two. Since G X R nˆt 0u is a rank n lattice, we can find elements x " px 1 , x 2 , x 3 , 0q and y " py 1 , y 2 , y 3 , 0q in G and we may assume that x 1 and y 2 are both positive vectors.
For each k ą 0, consider the following elements of G:
Then X k , Y k are again elements of G X R nˆt 0u, and hence X k¨Yk " Y k¨Xk . Now for any 0 ď j ď k, we define two further elements:
By construction, σ j and τ j are both within 2j of X k¨Yk , hence within 4j of eachother. We also have:
If k, j are sufficiently large then 2j dominates the two middle terms on the right and we can instead write
where J is a constant which depends only on }x}, }y} and j. We will assume that pG, Sq is almost convex and show that for some fixed choice of j to be specified later, N p4jq cannot exist.
Observe that the last coordinate of σ j is less than 0 while the last coordinate of τ j is greater than 0. Therefore any path between them in the Cayley graph for G must pass through some group element whose last coordinate has absolute value less than or equal to t˚. In order to reach a contradiction, it suffices to show that any product of elements in Bp8k´2Jq whose last coordinate is bounded by t˚in absolute value can be made arbitrarily far from X k¨Yk by choosing k large enough. Since σ k and τ k are a bounded distance from X k¨Yk , this will prove the theorem.
In order to prove the result, we first estimate the effect of taking products of group elements on a particular Jordan subspace of dimension m. Let v 1 , . . . , v k be vectors in a Jordan subspace V λ associated to the eigenvalue λ. If λ is negative or complex we consider the subspace corresponding to λ and λ. We may assume that this subspace corresponds to the first m basis vectors te 1 , . . . , e m u (resp. 2m basis vectors te 1 , e 1 1 , . . . , e m , e 1 m u). As noted above, with respect to this basis the one parameter subgroup Bptq is upper triangular (resp. block upper triangular). We will be interested in the norm of the projection of V λ onto the subspace xe m y (resp. xe m , e 1 m y). Define π m to be this projection operator. Consider w " pv 1 ,´, t 1 q¨¨¨pv k ,´, t k q " px,´, t 1`¨¨¨`tk q, and let T j " ř j i"1 t i be the j th partial sum. Then we have l Set N " 8k´2J. We will take a product of N generators and assume that the last coordinate of the product has absolute value ď t˚:
where, again, we let T j " ř j i"1 t i denote the j th partial sum. We have two cases to consider. In the first case, T j will be at most zero for more than half of the j, and in the second, we assume the opposite holds. We will prove that, in the first case, the product of N generators has }π m pv 1 q} arbitrarily small as compared with the same component of X k Y k . In the second case, the same statement holds instead for v 2 , and the proof is analogous so we omit it.
Recall that V λ is the Jordan subspace containing v 1 . Let a˚be a vector occurring in the V λ component of some generator such that }π m pa˚q} is as large as possible. Recall that as above, t 0 " t˚{2 is the greatest value occurring in the R-component for any generator.
Suppose dimpV λ q " m. Since T j ď 0 for more than half of the j, when N is divisible by 4 the norm of v 2 is maximized when in the sequence of partial sums, each of 0,˘t 0 ,˘2t 0 , . . . ,˘N {4´1 occurs twice,˘N {4 once, and the V λ component of every factor is a˚. Gathering each of these terms and counting 1 for all negative powers of λ, by p˚q we obtain: where the last inequality was obtained by applying the binomial theorem, and C " 2 }λ} t 0´1 . On the other hand we can estimate X k¨Yk as follows: Since J ą 0, we may choose it in advance large enough so that }π m px 1 q}´C}λ} p´J{4`1{2qt˚¨} π m pa˚q} ą 0.
Then as k Ñ 8, we can make the difference arbitrarily large. l
