In this paper the set of value functions of all-possible zero-sum differential games with terminal payoff is characterized. The necessary and sufficient condition for a given function to be a value of some differential game with terminal payoff is obtained.
Introduction
The paper is devoted to the theory of two-controlled, zero sum differential games. Within the framework of this theory the control processes under uncertainty are studied. N.N. Krasovskii and A.I. Subbotin introduced the feedback formalization of differential games [1] . This formalization allows them to prove the existence of value function.
In this paper we characterize the set of value functions of all-possible zero-sum differential games with terminal payoff. The value function is minimax (or viscosity) solution of corresponding Isaacs-Bellman equation (Hamilton-Jacobi equation) [2] .
One can consider a differential game within usual constraints as a complex of two control spaces, game dynamic and terminal payoff function. The time interval and state space of game are assumed to be fixed. In this paper the following problem is considered: let the locally lipschitzian function ϕ(t, x) be given, do there exist control spaces, dynamic function and terminal payoff function such that the function ϕ(t, x) is the value of corresponding differential game?
Preliminaries
In this section we recall the main notions of the theory of zero-sum differential games. We follow the formalization of N.N. Krasovskii and A.I. Subbotin. Usually in the theory of differential games the following problem is considered [1] . Let the controlled systemẋ = f (t, x, u, v), t ∈ [t 0 , ϑ 0 ], x ∈ R n , u ∈ P, v ∈ Q
and payoff functional σ(x(ϑ 0 )) be given. Here u and v are controls of the player U and the player V respectively. The player U tries to minimize the payoff and the player V wishes to maximize the payoff. The purpose is to find the value of corresponding game. The value is a function ϕ from [t 0 , ϑ 0 ] × R n to R. Suppose that P and Q are finite-dimensional compacts. The function f satisfies the following assumption:
F1. f is continuous; F2. f is locally lipschitzian with respect to the phase variable; F3. there exists constant Λ f such that for every t ∈ [t 0 , ϑ 0 ], x ∈ R n , u ∈ P , v ∈ Q the following inequality holds:
Often the Isaacs condition is put: for any t ∈ [t 0 , ϑ 0 ], x ∈ R n , s ∈ R n the equality is valid. The function σ : R n → R satisfies the following assumption (see [2] , [3] ):
Σ1. σ is locally lipshitzian;
Σ2. there exists Λ σ such that |σ(x)| ≤ Λ σ (1 + x ).
Assumption Σ1 grantees the locally lipschitzness of value function. Assumption Σ1 is often replaced by the condition of continuity of σ. Assumption Σ2 was used by A.I. Subbotin in his theory of minimax solution. It is not traditional for other approaches.
We consider three types of control design [1] .
1. Player U chooses the control in the class of counter-stratagies, and the player V chooses the control in the class of feedback strategies.
2. Player U chooses the control in the class of feedback strategies, and the player V chooses the control in the class of counter-stratagies.
3. Isaacs condition is valid and players U and V choose the controls in the classes of feedback strategies.
N.N. Krasovskii and A.I. Subbotin proved that value functions are well-defined in these three cases. Let us denote the value function in the first case by V al f (·, ·, P, Q, f, σ), in the second case by V al s (·, ·, P, Q, f, σ), in the third case by V al(·, ·, P, Q, f, σ). It is well-known that value functions are locally lipshitzian under assumption F1-F3, Σ1, Σ2 [3] .
A.I. Subbotin proved that the value of differential game satisfies the boundary condition
and the equation
in generalized sense. Here ∇ϕ(t, x) means the vector of partial derivatives of ϕ with respect to space variables. H is called Hamiltonian of differential game. It is defined in the following way.
• In the first case H is given by
• In the second case H is given by
• If Isaacs condition is valid, then
A.I.Subbotin introduced several definitions of generalized (minimax) solution of HamiltonJacobi equation [2] . He proved that they are equivalent. Also A.I. Subbotin proved that notion of minimax solution coincides with the notion of viscosity solution (see [2] and [3] ). We use one of equivalent definitions of minimax solution. Function ϕ(t, x) is called minimax solution of Hamilton-Jacobi equation (3), if for every (t, x) ∈ (t 0 , ϑ 0 ) × R n the following conditions is fulfilled:
Here we use the notions of nonsmooth analysis [4] . Sets 
The function ϕ is locally lipshitzian, since σ is locally lipshitzian [3] . There exists a differentiability set of ϕ, denote it by J. We have J ⊂ (t 0 , ϑ 0 ) × R n . By the Rademacher's theorem [5] 
If ϕ is differentiable at position (t, x), then equality (3) is valid at the position (t, x) in the ordinary sense.
Since ϕ is locally lipshitzian, the set Aϕ(t, x) is equal to Clarke subdifferential at the position (t, x) [4] . Therefore, we have [4] 
Let us describe the properties of Hamiltonian. First, let us introduce a class of real-valued function. This class will be used extensively throughout this paper. Denote by Ω the set of all even semiadditive functions ω :
then the following conditions are valid with Υ = Λ f (see [2] ):
H2. for every bounded region A ⊂ R n there exist function ω A ∈ Ω and constant L A such that for all (t
′′ ≤ R the following inequality holds:
H3. H is positively homogeneous with respect to the third variable:
Main Result
In this section we study the class of functions which may be a values of differential game. The main result is formulated below.
Denote by COMP the set of all finite-dimensional compacts. Let P, Q ∈ COMP, denote by DYN(P, Q) the set of all functions f : [t 0 , ϑ 0 ] × R n × P × Q → R n satisfying the conditions F1-F3. Denote by DYNI(P, Q) the set of all functions f : [t 0 , ϑ 0 ] × R n × P × Q → R n satisfying Isaacs condition and conditions F1-F3. The set of functions σ : R n → R satisfying condition Σ1 and Σ2 is denoted by TP.
The set of values of differential games may be described in the following way.
• Set of values of differential games considered in the class counter-strategy/strategy is
• Set of values of differential games considered in the class strategy/counter-strategy is
∃P, Q ∈ COMP∃f ∈ DYN(P, Q)∃σ ∈ TP : ϕ = V al s (·, ·, P, Q, f, σ)}.
• Set of values of differential games considered in the class of feedback strategies is
Denote by Lip B the set of all locally lipschitzian functions ϕ : [t 0 , ϑ 0 ] × R n → R such that ϕ(ϑ 0 , ·) satisfies sublinear growth condition. The sets VALF, VALS, VALI are subset of the set Lip B . Also, VALI ⊂ VALF and VALI ⊂ VALS.
Let ϕ ∈ Lip B . Denote the differentiability set of ϕ by J. For (t, x) ∈ J set
Put the following condition.
(E1) For any position (t * , x * ) / ∈ J, and any sequences {(t
Since ϕ is locally lipschitzian, the set E 1 (t, x) is nonempty and bounded for every (t,
, then assumption (E1) yield that the following value is well defined:
Recall that for any (t,
Denote CJ
− by the rule:
.
The set E 2 (t, x) is complement of E 1 (t, x) with respect to projection of Dini subdifferential (or superdifferential) at (t, x).
{s ∈ R n : s = 1}.
Note, that the function h is defined on E 1 . The truth of inclusion ϕ ∈ VALF depends on the existence of this extension of h to E.
Theorem. Function ϕ ∈ Lip B belongs to the set VALF if and only if the condition (E1) holds and the function h defined on E 1 by formulas (7) and (8) is extendable to the set E such that conditions (E2)-(E4) are valid. (Conditions
the following inequality holds:
• If (t, x) ∈ CJ + then for any s 1 , . . .
The condition (E2) is an analog of minimax inequalities (4), (5).
• if 0 ∈ E(t, x), then h(t, x, 0) = 0;
This condition means that function h is positively homogeneous with respect to s.
Let us introduce the function
Under condition (E3) the function h ♮ is well defined.
(E4)
• Function h ♮ satisfies the sublinear growth condition: there exists Γ > 0 such that for any (t, x, s) ∈ E ♮ the following inequality is fulfilled
• For every bounded region A ⊂ R n there exist L A > 0 and function ω A ∈ Ω such that for any (t
Condition (E4) is a restriction of conditions H1 and H2 on the set E. The proof of the main theorem is given in section 7. The proof uses lemmas formulated in sections 5 and 6. Let us introduce a method of extension of function h from E 1 to the set E. Corollary 1. Let ϕ ∈ Lip B . Suppose that h defined on E 1 by formulas (7) and (8) satisfies the condition (E1). Suppose also that the extension of h on E 2 given by the following rule is well defined:
for any s 1 , . . . , s n+2 ∈ E 1 (t, x), λ 1 , . . . , λ n+2 such that
The following corollaries is devoted to the relations between sets VALF, VALS and VALI. 
Examples
First (positive) example. Let n = 2, t 0 = 0, ϑ 0 = 1. Consider the function
Let us show that ϕ 1 (·, ·, ·) ∈ VALF. Function ϕ 1 is differentiated on the set
Here sgnx means the sign of x:
. The representation of J and formulas for partial derivatives of ϕ 1 yield the following representation of E(t, x 1 , x 2 ) and h
Notice that condition (E1) for ϕ 1 is fulfilled. Let (t,
Now let us determine
Indeed, function ϕ 1 has directional derivatives at points (t, 0, x 2 ) for x 2 = 0. In addition, derivative in the direction (τ, g 1 , g 2 ) is
We have,
Similarly, for x 1 = 0 we have
Naturally, function ϕ 1 has directional derivatives at point (t, 0, 0) and
This yields that s 1 ≥ 1 and
Therefore, in this case
We have
Use the corollary 1 to extend function h 1 to the set E 2 . Let (t,
Second (negative) example. Let n = 2, t 0 = 0, ϑ 0 = 1. Let us show that
Further, if (t, x 1 , x 2 ) ∈ J, (s 1 , s 2 ) ∈ E(t, x), then (s 1 , s 2 ) = t √ 2. Thus for (t, x 1 , x 2 ) ∈ J the following equality is fulfilled
One can check directly that the condition (E1) holds in this case. Therefore we may suppose that h 2 (t, x 1 , x 2 , s 1 , s 2 ) is defined on E 1 . Here we use formula (8).
Let us introduce the set
By definition of E we have E 0 ⊂ E.
Suppose that there exists extension of the function h 2 satisfying the conditions (E2) and (E3). Hence the set
Here A is any nonempty bounded subset of the set {(x 1 , x 2 ) ∈ R n : x 1 x 2 = 0}). Hence, condition (E4) does not hold for any extension of h 2 . Thus ϕ 2 / ∈ VALF.
Extension of h to the whole space
This section is devoted to the extension of h to the space [t 0 , ϑ 0 ] × R n × R n . This result is based on McShane theorem about extension of range of function [6] .
Lemma 1. Under conditions (E1)-(E4) function h : E → R can be extended to
such that the extension satisfies the conditions H1-H3.
Proof. The extension of h is designed by two stages. First we extend function h ♮ :
. Finally we complete a definition by positive homogeneously. Let us define the function h * :
The function is designed to be a extension of h ♮ . In order to define h * we design sequence of sets
, and sequence of functions {h r } ∞ r=0 , h r : G r → R, possessing following properties.
(G4) for every natural number r the restriction of h r on G r−1 coincides with h r−1 ;
(G5) for any (t, x, s) ∈ G r the following inequalities is fulfilled:
for every r ∈ N 0 and every bounded set A ⊂ R n there exist constant L A,r and function ω A,r ∈ Ω such that for any (t
the following inequality is fulfilled:
Here N 0 N ∪ {0}.
We define function h * in the following way: for every (t, x, s)
Here l is the least number k ∈ N 0 such that (t, x, s) ∈ G k . Now let us define the sets G r . If x ∈ R n , j ∈ 1, n, then by x j denote the j-th coordinate of x. By · * denote the following norm of x:
Indeed,
Let e ∈ Z n , let a ∈ [0, ∞). (Z means the set of integer numbers.) By Π(e, a) denote ndimensional cube with center at e and length of edge which is equal to a:
Order elements e ∈ Z n , such that the following implication holds: if e i * ≤ e k * , then i ≤ k. Define the sequence {G r } ∞ r=0 by the rule:
Thus conditions (G1)-(G3) are fulfilled by definition. Now let us determine sequence of functions {h r }. Put
Notice that for r = 0 conditions (G5) and (G6) are fulfilled by (E4). Now suppose that function h k−1 is determined on G k−1 such that conditions (G5) and (G6) hold with r = k − 1. Let us determine function h k :
Denote by L k the constant L A,k−1 in the condition (G6) with A = Π(e k , 3). We may assume that
By ω k we denote the function ω A,k−1 with A = Π(e k , 3).
Let us show that the condition (G4) is fulfilled for r = k. This means that
Hence,
) be an element satisfying the inequality
Using (13) with r = k − 1 and A = Π(e k , 3), we obtain
This and formula (19) yield the following estimate:
Since ε is arbitrary we obtain that
). The opposite inequality is established above (see (18)). Therefore, if (t, x, s)
Moreover, one can prove the following implication: if (t, x, s)
). We shall say that the sequence
If h k (t, x, s) > −Γ(1 + x ), then at least one sequence realizing the value of h k (t, x, s) exists (see (17)). Now we prove that h k satisfies the condition (G5) for r = k. Obviously, we may consider only triples (t, x, s)
) realize the value of h k (t, x, s). Using inequality (16) we obtain
Consequently (see 16), the condition (G5) holds for r = k. Let us show that h k satisfies the condition (G6) for r = k. Let A be a bounded subset of R n , let (t
From the definition of h k it follows that two subcases are possible.
•
iii. One of triples (t
, and another triple doesn't belong to [ (14)). Since condition (G5) for r = k is established above, we have
The estimates (22)- (25) 
Here ω A,k is defined by the rule
Therefore the condition (G6) is fulfilled for r = k. This completes the designing of sequences {G r } ∞ r=0 and {h r } ∞ r=0 satisfying the conditions (G1)-(G6).
For every (t, x, s)
The value of h * (t, x, s) doesn't depend on number k satisfying the property (t, x, s) ∈ G k . By definition of h k (see (G5)) we have
Let us prove that for every bounded set A ⊂ R n there exist function ω A ∈ Ω and constant L A such that for all (t
Indeed, there exists number m such that
Π(e k , 1).
By definition of {G k } (see (15)) we have
, the property (G6) for r = m yields that
Thus, the inequality (27) is fulfilled. Now let us introduce the function H :
Function H is an extension of h. Naturally, let (t, x, s) ∈ E, s = 0. Then (t, x, s
If (t, x, 0) ∈ E, then by condition (E3) we have h(t, x, 0) = 0 = H(t, x, 0). 
Now let s 2 > 0.
In order to prove the last estimate in (30) we need to show that if s 1 ≥ s 2 then
Let z ∈ R n be a codirectional with s 1 , let γ be the angle between s 1 and s 2 :
Consider triangle formed by the origin and terminuses of z and s 2 . The lengths of side of triangle are z , s 2 and z − s 2 . By the cosine theorem we have
Hence, the function z −s 2 as a function of z increases on the region z ≥ s 2 cos γ. Since
the estimate (31) holds. Combining estimates (29) and (30) we get
Here Υ = 2Γ. Using the definition of H (see (28)), properties of function h * (see (27)), we obtain that function H satisfies the condition H2.
Notice that for all (t, x, s) ∈ [t 0 , ϑ 0 ] × R n × R n the following inequality holds:
This means that the function H satisfies the condition H1. Function H is positively homogeneous by definition. This completes the proof.
Construction of the Differential Games whose Value Coincides with a Given Function
In this section we prove the statements formulated in the section 3.
Proof of the Main Theorem. Necessity. Let ϕ ∈ Lip B ∩ VALF. Then by definition of VALF there exist the sets P, Q ∈ COMP, and the function f ∈ DYN(P, Q), σ ∈ TP such that ϕ = V al f (·, ·, P, Q, f, σ). Therefore (see [2] ) ϕ is a minimax solution of the equation
Consider the function h defined by formula (7) on J. Note that J means the set of differentiability of ϕ. We have h(t, x, s) = H(t, x, s), (t, x) ∈ J, s ∈ E(t, x).
Let (t, x) be a position at which function ϕ is nondifferentiable, s ∈ E 1 (t, x). Denote
Since ∂ϕ(t, x)/∂t = −H(t, x, ∇ϕ(t, x)) for (t, x) ∈ J, the continuity H yields that
Thus function h = H satisfies the condition (E1). In addition, function h(t, x, s) = H(t, x, s) is determined by (8) for (t, x) / ∈ J, s ∈ E 1 (t, x). We have that h = H on E 1 . Set the extension of h to E 2 to be equal to H. Since ϕ is minimax solution of HamiltonJacobi equation, we get that for all (t, x) ∈ [t 0 , ϑ 0 ] × R n the following inequalities hold a + H(t, x, s) ≤ 0 ∀(a, s) ∈ D − ϕ(t, x).
a + H(t, x, s) ≥ 0 ∀(a, s) ∈ D + ϕ(t, x).
If function ϕ is not differentiable at (t, x) and D − ϕ(t, x) ∪ D + ϕ(t, x) = ∅, then either (t, x) ∈ CJ − or (t, x) ∈ CJ + . Let (t, x) ∈ CJ − . Consider λ 1 , . λ k s k ≥ 0.
We get that function h = H satisfies the condition (E2). The condition (E3) holds since H is positively homogeneous. Note that h ♮ (t, x, s) = H(t, x, s) ∀(t, x, s) ∈ E ♮ . Since H satisfies the conditions H1 and H2, condition (E4) is fulfilled also. This is equivalent to the condition (4) . Similarly the truth of (5) can be proved. Thus, ϕ is minimax solution (3) with boundary condition (2) . By [2] and (37) it follows that ϕ = V al f (·, ·, P, Q, f, σ). This completes the proof.
Proof of Corollary 1. The condition (E1) is valid by the assumption. If (t, x) ∈ CJ − , s ∈ E 2 (t, x), then for any λ 1 , . . . λ n+2 ∈ [0, 1], s 1 . . . , s n+2 such that λ k = 1, λ k s k = s, the following inclusion holds:
x).
By assumption h(t, x, s) = n+2 k=1 λ k h(t, x, s k ).
Therefore the first part of condition (E2) is fulfilled. In the same way the second part of (E2) can be proved. The conditions (E3) and (E4) hold by assumption. Therefore ϕ ∈ VALF.
Proof of Corollary 2. Let ϕ ∈ VALF. There exist sets P, Q and function f ∈ DYN(P, Q), σ ∈ TP such that ϕ = V al f (·, ·, P, Q, f, σ). By lemma 3 there exist sets P ′ , Q ′ ∈ COMP and function f ′ ∈ DYN(P, Q) such that for any (t, x) ∈ [t 0 , ϑ 0 ] × R n s ∈ R n the following equality holds: max Consequently, ϕ = V al s (·, ·, P ′ , Q ′ , f ′ , σ) ∈ VALS. Thus, VALF ⊂ VALS.
The opposite inclusion is proved in the similar way.
Proof of Corollary 3. Obviously, VALI ⊂ VALF = VALS.
We shall prove that if n = 1 then VALF ⊂ VALI.
Let ϕ ∈ VALF. By definition of VALF there exist sets P, Q ∈ COMP and functions f ∈ DYN(P, Q), σ ∈ TP such that ϕ = V al f (·, ·, P, Q, f, σ).
By lemma 4 there exist sets P 1 , Q 1 ∈ COMP and function f 1 ∈ DYNI(P, Q) such that Thus ϕ = V al(·, ·, P 1 , Q 1 , f 1 , σ). Therefore, the inclusion (40) holds.
