We study the problem of satisfiability of randomly chosen clauses, each with K Boolean variables. Using the cavity method at zero temperature, we find the phase diagram for the Kϭ3 case. We show the existence of an intermediate phase in the satisfiable region, where the proliferation of metastable states is at the origin of the slowdown of search algorithms. The fundamental order parameter introduced in the cavity method, which consists of surveys of local magnetic fields in the various possible states of the system, can be computed for one given sample. These surveys can be used to invent new types of algorithms for solving hard combinatorial optimizations problems. One such algorithm is shown here for the Kϭ3 satisfiability problem, with very good performances.
I. INTRODUCTION
The K-satisfiability (K-SAT) problem deals with an ensemble of N Boolean variables, submitted to M constraints. Each constraint is in the form of an OR function of K variables in the ensemble ͑or their negations͒, and the problem is to know whether there exists one configuration of the variables ͑among the 2 N possible ones͒ which satisfies all constraints. The K-SAT problem for Kу3 is a central problem in combinatorial optimization: it was the first problem to be shown NP-complete ͓1,2͔, and an efficient algorithm for solving the K-SAT problem in its worst-case instances would immediately lead to other algorithms for solving efficiently thousands of different hard combinatorial problems.
At the core of the statistical physics of disordered systems is the spin-glass problem ͑SG͒, which also deals with Boolean variables ͑spins͒, interacting with random exchange couplings ͓3͔. Each pair of interacting spins can be seen as a constraint, and finding the state of minimal energy in a spinglass amounts to minimizing the number of violated constraints. Although the precise form of the constraints in SG and K-SAT differ, there exist deep similarities ͓4,5͔; in both cases the difficulty comes from the existence of ''frustration'' ͓3͔, which forbids to find the global optimal state by a purely local optimization procedure. Links between combinatorial optimization and statistical physics have been known for long ͓3͔. Two main categories of questions can be addressed. One type is algorithmic, for instance finding an algorithm which decides whether an instance is satisfiable or not. Another is more theoretical, and deals with large random instances, for which one wants to predict the typical behavior. Examples of use of statistical physics in each category are the simulated annealing algorithm ͓6͔ and the solution of the random assignment problem ͓7,8͔, or the direct mapping of certain graph partitioning problems to spin glasses ͓9͔. Here we address the two types of questions in the Kϭ3 satisfiability ͑3-SAT͒ problem.
The study of random K-SAT problems, where the clauses are chosen randomly, is also interesting from the viewpoint of optimization. In practice, algorithms that are used to solve real-world NP-complete problems display a huge variability of running times, ranging from linear to exponential, when the parameters ͑e.g., the number of clauses͒ are changed. A theory for the typical-case behavior of algorithms, on classes of random instances chosen from a given probability distribution, is therefore the natural complement to the worst-case analysis ͓10-15͔.
In random 3-SAT, numerical simulations have shown the existence of a phase transition when one varies the ratio ␣ ϭM /N of the number of clauses to the number of variables. For ␣Ͻ␣ c the generic problem is satisfiable ͑SAT͒, for ␣ Ͼ␣ c the generic problem is not satisfiable ͑UNSAT͒ ͓16͔. Using the cavity method, first developed in spin-glass theory, we shall show the existence of this threshold and compute ␣ c Ӎ4.267. We also find an intermediate region, the hard-SAT phase ␣ d ϭ3.921Ͻ␣Ͻ␣ c , where the generic problem is still SAT but the proliferation of metastable states makes it difficult for algorithms to find a solution. This proliferation is similar to the effect found in the theories of structural glasses using spin-glass models with multispin interactions ͓17͔, where it is known to lead to a dramatic slowdown of the relaxation. In this sense the difficulty to solve the 3-SAT problem in the intermediate region ␣ d Ͻ␣Ͻ␣ c is similar to the difficulty in equilibrating structural glasses.
This theoretical analysis is done using the cavity method, at a level equivalent to what is called one-step replica symmetry breaking in the replica language. This means that it assumes the existence of many states, but cannot handle a nontrivial correlation pattern between them. There are some arguments which point towards the correctness of this solution, although an exact proof looks somewhat remote at present.
In this cavity method with many states, the order parameter consists in the surveys of local magnetic fields acting on each spin. While for the theoretical analysis one averages over the random graph structure of the problem, it turns out that this order parameter can also be computed for one given sample, using a reasonably simple message passing proce-dure which takes into account the multiplicity of states. This procedure provides a generalization of the belief propagation used in statistical inference ͓18͔; it is shown here to converge in some difficult situation with many equilibrium states where ordinary belief propagation does not converge. The resulting surveys provide an interesting description of one given sample, where the various variables are found to play very different roles. This single sample analysis is very useful in order to find new algorithms for solving hard optimization problems. Here we show one such algorithm for the random 3-SAT problem, where the surveys are used to identify one spin and fix it. The problem is thus reduced and the surveys are computed again on the new system. This decimation procedure is shown to have very good performances, comparable to, or better than, the state of the art in this problem.
The paper presents a number of concepts and techniques, both analytical and numerical, which can be applied to a rather large class of combinatorial optimization problems. We have presented these concepts and techniques in a broad framework, in order to allow for future use on different problems. The concrete implementation is then done on the random 3-SAT problem. Some of the results discussed in this paper have been recently announced in Ref. ͓19͔ .
The paper is organized as follows: in Sec. II we present the generic structure of the optimization problems in which we are interested. These can be represented as bipartite graphs called factor graphs. Section III recalls a general message passing procedure which can be used to study optimization or inference problems defined on these factor graphs. The basic ingredients of this procedure are messages which we call cavity biases which play a crucial role in the whole paper. Section IV defines the set of random graphs which we study, which are random hypergraphs with a fixed connectivity. Section V provides some background on the decomposition of the configuration space into states. It consists of a short introduction for nonphysicists, a specific definition of zero-temperature states for the random 3-SAT problem, and the definition of the complexity which is a crucial concept for a system with many states. Section VI provides an introduction to the zero-temperature cavity method, presented in the general setting of combinatorial problems on random factor graphs. This section summarizes, and puts in a more general context, some recent work which has developed the cavity method for finite connectivity problems, first at finite temperature ͓20͔, then at zero temperature ͓21͔. It provides the whole formalism for the analytic study of the phase diagram. This formalism is applied to the random 3-SAT problem in Sec. VII, where all the results on the phase diagram are derived. We explain the survey propagation algorithm on a given sample in Sec. VIII, and the decimation algorithm for solving large random 3-SAT problems is presented in IX. Section X contains some concluding remarks. The Appendix A contains some technical details relative to the computation of the phase diagram done in Sec. VII. The Appendix B explains the computation of the free energy for one given sample.
II. FACTOR GRAPH REPRESENTATION
The models we are interested in involve Boolean variables which interact in groups, the energy being the sum of energies of all groups. We shall adopt the factor graph representation ͓22͔ familiar in computer science, but we shall keep to the representation of Boolean variables as Ising spins, more familiar to statistical physicists.
We consider a set of N Ising spins i ͕Ϯ1͖ and we suppose that we have M groups of interacting variables, which are called function nodes. Each function node a involves a set of n a spins. We denote by V a the set of all these spins. The interaction is an arbitrary function of the spins in V a , which depends on the problem one considers, and can also involve hidden variables.
The total energy of a configuration 1 , . . . , N is
and the goal in combinatorial optimization is to find a configuration of spins which minimizes E. A generalization of this problem, natural from the point of view of physics, and which connects with problems in statistical inference, consists in introducing an additional parameter ␤, an ''inverse temperature'' in the physics language, and in studying the Boltzmann probability distribution
where Z is a normalization constant. As usual in physics, we shall denote by ͗O͘ the expectation of an observable O ͑which can be any function of the i ) with respect to this measure. In the large ␤ ͑low-temperature͒ limit this measure concentrates onto the lowest energy configurations. At finite ␤ one may be interested in computing for instance the expectation value of one spin variable 1 with the Boltzmann probability. Because we work with binary spins, this average determines the full marginal probability law of 1 : this is precisely the quantity that one typically seeks in many inference problems, such as e.g., decoding procedures for error correcting codes. The general problem can be represented by a graph consisting of two types of vertices, ''variable nodes'' associated with each spin, and ''function nodes.'' A function node a is connected by edges to all the variable nodes involved in S a . Therefore, each variable node has connections towards all the function nodes in which it appears, and the graph is bipartite ͑see Fig. 1͒ . Each spin i is connected to n i function nodes, we denote this set of function nodes by V i . We call n i the connectivity of spin i, n a the connectivity of function node a. Throughout this paper, the variable nodes indices are taken in i, j,k, . . . , while the function nodes indices are taken in a,b,c, etc.
Let us give here a few standard examples. Spin glasses. All the interactions involve two spins, so all n a are equal to 2; the energy of an interaction node a involving spins i and j is given by
͑3͒
where the number J i j is called the coupling constant. Generalized spin glasses with p-spin interactions,
have also been studied a lot in statistical physics as models of structural glasses. They are the closest physical analogues of the satisfiability problems which we study here ͓23͔. K-SAT: All interactions involve K spins, and the energy of an interaction node a involving spins i 1 , . . . , i K is given by
It depends on a set of K coupling constants J a ϭ(J a 1 , . . . ,J a K ) which take values Ϯ1. This interaction node has a simple interpretation as a clause: the energy E a is zero as soon as at least one of the spins i r is opposite to the corresponding coupling J a r . If all spins are equal to their couplings, the energy is equal to 2. The more conventional description of K-SAT uses Boolean variables: let us introduce x i which is TRUE if and only if i ϭ1. The energy E a depends on the OR of the K variables y i 1 , . . . ,y i K , where y i r is the original x i r when J a r ϭϪ1 and is its negation when
clause is then said to be satisfied͒, otherwise it is equal to 2 and the clause is unsatisfied. This arbitrary factor of 2 is introduced for future convenience. One can also consider graphs involving mixtures of function nodes of different types, e.g., mixtures of Kϭ2 clauses and Kϭ3 clauses ͓5,24͔. These are some examples of constraints satisfaction problems, but of course there exist many other instances of problems, much studied in computer science, which can be represented by such factor graphs.
In general, an instance of the problem ͑also called a sample in physics language͒ is given by a graph and the set of couplings needed to define each function node. In physics ͑e.g., spin glasses͒ one is interested in the configurations of low energy. In the SAT problem, one wants to know whether there exists a configuration of zero energy ͑in which case the instance is called SAT͒, or not ͑in which case the instance is UNSAT͒.
III. THE SUM-PRODUCT ALGORITHM
A popular method for studying the inference, i.e., the probability measure ͑2͒, is a message passing procedure called the ''sum-product'' algorithm ͓22,18͔. When used at ␤→ϱ, the corresponding ''min-sum'' algorithm can also be used to get some information on the lowest energy configurations. This procedure is exact and fast on treelike graphs. In our case the sum-product algorithm amounts to sending some messages along the edges of the graph. We call cavityfield, and denote by h i→a , the message passed from a variable node i to a function node a. We call cavity-bias, and denote by u a→i , the message passed from a function node a to a variable node i.
The cavity-field h i→a is given by the sum of cavity-biases converging to i from all function nodes b distinct from a:
The operation performed by a function node to compute the cavity-biases which it will send to its neighboring variable nodes is a partial summation: it computes the marginal probability law for that variable to which it sends the message. More precisely, let us consider a function node a of connectivity K and let us suppose, for notational simplicity, that it is connected to variables 1 , . . . , K . The cavity-bias u a→1 sent from the function node a to the variable node i ϭ1 is a function of the cavity fields h j→a sent from all other variables nodes j͕2, . . . ,K͖ towards node a. One considers the function of 1 defined by ͚ 2 , . . . , K exp ͓Ϫ␤E a ( 1 , 2 , . . . , K )ϩ␤(h 2→a 2 ϩ•••ϩh K→a K )͔. As 1 ϭϮ1, this function can be written for instance as the exponential of a linear form in 1 . The cavity-bias u a→1 sent from a to 1 is defined from
Besides the cavity-bias u a→1 , this equation also defines a ''free-energy shift'' w a→1 which is not used in the sumproduct algorithm but will become very important in our generalization later on. In physics words, h i→a is the magnetic field on spin number i whenever the interaction a is turned off, and u a→i is the contribution to the magnetic field on spin number i from the interaction a. Equation ͑6͒ indicates that the probability law of spin i due to the interactions aϭ2, . . . ,K is a product of independent laws due to each interaction, while the marginalization operation ͑7͒ is a FIG. 1. An example of a factor graph with five variable nodes iϭ1, . . . ,5 and three function nodes aϭ1,2,3. In this case, each function node has connectivity 3, as in the 3-SAT problem. The connectivities of the five variable nodes are, respectively, 2,2,1,1,3. partial summation, hence the name sum-product. The algorithm is easily generalized to variables which are more complicated than Boolean.
The iteration of the above message passing algorithm, starting from a generic random initial condition, is known to converge whenever the underlying factor graph is a tree. Actually it converges in one sweep if one first computes the messages from the leaves of the tree. The resulting set of messages can be used to compute the probability distribution of one spin ͑or more generally of some subset of spins͒. One just needs to compute the local field H i on spin i :
and the probability distribution of i is
One way to prove this result, using the physics language, is to show that the message passing algorithm minimizes the Bethe free energy of the spin system ͓18͔. As the Bethe free energy is exact for treelike graphs, this provides the proof. If one is interested in the optimization problem (␤→ϱ), one can show that the configuration i ϭsgn H i is the lowest energy configuration if there is a unique such configuration. If there are several lowest energy configurations, taking the ␤→ϱ limit of ͗ i ͘ with the measure ͑9͒ gives the average of the spin i over all these configurations ͑but one needs to make this detour through the finite ␤ problem in order to get this result͒. In this work we shall mainly be interested in the optimization problem. Working directly at ␤ϭϱ then simplifies the algorithm. The cavity-fields are generated as before by sums of cavity biases. For computing a cavity-bias, one performs a partial minimization, and the formula ͑7͒ simplifies to min 2 , . . . , k
This equation defines the output messages w and u as functions of the input messages h j→a . In general, we shall write
which defines the functions ŵ J a and û J a ͓the label J a is here to explicitly remind that a given function node energy E a will in general depend on some set of couplings-see Eqs.
͑4͒ and ͑5͒-which we denote collectively as J a ].
IV. RANDOM GRAPHS AND THERMODYNAMIC LIMIT

A. Definition of random graphs
In the rest of this paper we shall consider the random K-SAT problem, which is defined on some ensemble of random graphs which we now describe. To lighten the notation, we concentrate on the Kϭ3 cases for which all the function nodes have connectivity n a ϭ3, and we generate the random graphs as follows: For each triplet iϽ jϽk of variable nodes, a function node connecting them is present with a probability 6␣/N 2 , and it is absent with probability 1Ϫ6␣/N 2 . The average number of function nodes is then M ϭ␣N. The graph model used is analogous to the G(N,p) model of random graph theory ͓see, e.g., Ref. ͓25͔͔, with pϭ6␣/N 2 . For the problem which we consider, the energy E a associated with a function node a also depends on some coupling constants J a ͓see for instance Eq. ͑5͔͒, which may be drawn randomly and independently for each function node from some probability distribution. For instance in random 3-SAT, each number J a 1 ,J a 2 ,J a 3 takes values Ϯ1 with probability 1/2. In general we shall denote by E J O the average of any quantity O over all the choices of the random graphs ͑with fixed N and M ), and over the choices of couplings. In such a probabilistic setting, one is interested for instance in computing the average ''ground state energy:'' For each sample, an optimal configuration ͑one with minimal energy͒, is called the ground state, its energy is E 0 , and one would like to compute E J E 0 .
B. Thermodynamic limit
We shall be interested in the ''thermodynamic limit'' where M and N go to ϱ, keeping the ratio ␣ϭM /N fixed. The connectivities of variable nodes become independent identically distributed ͑iid͒ random variables with a Poisson distribution f 3␣ (k) of mean 3␣, since the probability of having k edges connected to a variable node is
The structure of the random graphs generated by this process for large N is interesting. Locally such a graph is treelike: the typical size of a loop in the graph scales like ln(N) for large N. On the other hand loops are definitely present, and they can induce frustration in the sense of having competing constraints ͓it has been argued that similar random graphs with a local treelike structure provide a natural setting for discussing the ''Bethe approximation'' of frustrated systems ͓26͔͔. The structure of the graph has one important consequence: consider one given function node, connected to three variable nodes ͑spins͒. If one deletes this function node, the typical distance between any two of these three spins ͑measured as the length of the shortest path on the graph which connects them͒ is of order ln N, and thus diverges in the thermodynamic limit: the spins are far apart. This property will be crucial in understanding the type of correlations existing between the spins, and in solving the model. Notice that the limit where M ,N→ϱ is also the one that is interesting from a computational complexity point of view.
For problems defined on random graphs with given N,M , the ground state energy fluctuates from sample to sample. It is often true, but it may be difficult to show, that the distribution of the ground state ''energy density'' E 0 /N becomes more and more peaked when N increases, so that, in the thermodynamic limit, almost all samples have the same energy density, which can be computed as
For the random K-SAT problem it can be proved that the above condition holds ͓27͔.
One of our aims is to compute this limiting value ⑀ 0 for a fixed value of ␣ϭM /N. For the K-SAT problem it turns out that this value is equal to zero below a certain threshold ␣ c , and becomes Ͼ0 for ␣Ͼ␣ c . In statistical physics it is very difficult to go beyond the estimate of the energy density: if one can compute ⑀ 0 , one knows that E 0 ϳ⑀ 0 N is the leading behavior of the energy for large N, but in general one cannot control the subleading part, and in principle it could be possible for instance that also in the small ␣ phase of K-SAT where ⑀ 0 ϭ0, some finite contribution to E 0 ͑finite when N →ϱ) could make the problem typically UNSAT. Numerical simulations tend to show that this is not the case. Knowing ⑀ 0 will then allow to get the phase diagram of the problem. But one is also interested in other properties of the generic samples in the thermodynamic limit, like the decomposition of the space of accessible configurations at a given energy, to which we now turn.
V. STATES AND CLUSTERING PROPERTY
A. A simple example of pure states: The ferromagnet
One of the main aims of statistical physics is to understand the building up of correlations between distant variables, when the basic interactions between them are short range. This is precisely the type of question that we need to address here: variables interact locally ͑the only direct interactions involve spins connected to the same function node͒. But we also need to control the correlations established between two spins belonging to the same function node, due to their indirect coupling through other nodes. As we saw, the geometry is such that this indirect interaction builds up through very long "O(ln N)… paths.
Usually, in the statistical physics of systems with short range interactions, the correlation between distant variables displays a relatively simple variety of behaviors. The simplest one is when there is only one pure state in the system ͑typically a ''paramagnetic phase''͒: then there exists a finite correlation length and the connected correlation function between two distant spins i , j decays exponentially with the distance d i j at large distances
where is the correlation length (C can be a constant, or involve power law corrections in the distance͒. This is called the clustering property. On the other hand, some systems can also have phase transitions, and display a low-temperatue phase with several pure state.
The archetypical case which we briefly describe here as a pedagogical example is the ferromagnetic pϭ2 spin system with energy given by Eq. ͑4͒ with J i j ϭ1: at low temperature the spins polarize in one of two pure states, related to each other by the global symmetry changing all i to Ϫ i . Let us call a configuration one assignment of the N spins, 1 , . . . , N . The pure states are probability measures on the configuration space obtained using a slightly modified Boltzmann measure where one adds an external ''symmetry breaking'' magnetic field ͑in the present language one adds a function node of connectivity one connected to each variable node i, with energy ϪB i ). One computes lim B→0 Ϯlim N→ϱ ͗ i ͘, which defines the expectation value ͗ i ͘ Ϯ of spin i in each of the two states ϩ and Ϫ. It is a well known fact that the connected correlation functions within each state have the clustering property
͑15͒
This means that when the spins collectively polarize in the ϩ state, the correlations between distant spins vanishes. It is not true for the full Boltzmann measure: if one does not add the small symmetry breaking field B, but keeps to the Boltzmann measure ͑2͒, one gets for any observable ͗O͘ϭ1/2(͗O͘ ϩ ϩ͗O͘ Ϫ ) ͑the fact that the two states enter with equal weight 1/2 is a consequence of the global symmetry of the original problem͒, and one easily shows that the corresponding correlations do not vanish at large distances.
The lesson we learn from statistical physics is that correlations decay at large distance within each pure state. In problems more complicated than the ferromagnet it may be difficult to identify the various pure states, especially when we do not have at hand a simple breaking of a symmetry. A large part of the work on spin glasses has been devoted to this problem and we shall not try to reproduce it here ͓see Ref. ͓3͔ for a review͔, nor to give a general definition of states at finite temperature in our problems.
B. States at zero temperature
Instead we shall focus on the zero-temperature limit (␤ →ϱ) , where the situation is simpler. A state is defined in the thermodynamic limit as a cluster of configurations, all of equal energy, related to each other by single spin flip moves, and which are locally stable, in the sense that the energy cannot be decreased by any flip of a finite number of spins. In the random 3-SAT problem one can use an even simpler definition which allows to generalize the definition of states also to finite N problems: the condition of local stability can be substituted by a condition of stability with respect to any sequence of one spin flips. The reason for this simplification, specific to the K-SAT problem, is that in this case the stability with respect to sequences of single spin flips insures stability with respect to collective flips of finite sets of spins.
C. Many states: Definition of the complexity
Experience with disordered and frustrated systems like glasses shows that there can exist many states, and the number of states typically grows exponentially with the number of variables. The number of states N(E) with energy E is written as
where the quantity ⌺(␣,⑀) is called the complexity. It is a function of ␣ϭM /N and ⑀ϭE/N, and the form ͑16͒ is derived from the basic assumption that ln N(E) is extensive. In general, whenever a problem has a nonzero complexity, one may expect that simple local algorithms will have great difficulty in finding the ground state, simply because the states proliferate ͑for large N) and the algorithm will easily get trapped into one state with energy above that of the ground state. We shall see in the next sections how the cavity method can handle such a situation.
VI. A PRIMER ON THE CAVITY METHOD AT ZERO TEMPERATURE
The cavity method was originally introduced in Ref. ͓28͔ to study spin glasses, but it gives a general framework for computing statistical properties of various frustrated systems, and is ideally adapted to systems with a locally treelike structure. It is always in principle equivalent to the replica method, which is a more compact and very appealing formalism; however, it possesses two advantages. On one hand, it proceeds through a standard probabilistic analysis, and makes explicit all the hypotheses involved in it. Roughly speaking, the cavity method assumes some properties about the correlations between variables in a system with N spins, and shows that these are self-consistently reproduced for a system with Nϩ1 spin system. The problem in turning it into a rigorous methods is that these hypotheses only hold in the large N limit, not for N small. If one is able to have a good control of the correlations as a function of N, then the cavity method becomes also a choice method for rigorous probabilistic studies of frustrated systems ͓29͔. On the other hand, in the cavity method, one considers explicitly the site dependence of the order parameter, and the averaging over ''disorder'' is performed at the end ͑this is in contrast with the replica approach where the disorder average is made from the very beginning͒. As we shall see here, this aspect allows to define some algorithm, inspired from the cavity method, which computes the order parameter on each site for one given sample.
In what follows we shall be interested in the zerotemperature version of the cavity method. As discussed in detail in Ref. ͓21͔, the formalism simplifies a lot in this limit. Here we shall mainly outline for completeness the basic aspects of the method, applied to the 3-SAT model where all function nodes involve exactly three spins ͑the generalization to more general problems is totally straightforward but would make the notation more cumbersome͒. We refer the interested reader to Ref. ͓21͔ for more details. We shall first present the method in its simple replica symmetric ͑RS͒ version where it assumes the presence of a single state, and we shall then turn to the more involved case in which many states exist but are uncorrelated, a situation called one-step replica symmetry breaking ͑1RSB͒ in the replica jargon.
A. The cavity method with one single state "RS case…
Adding one spin
Consider a N spin system 1 , . . . , N and its interaction graph, and add to it a new spin 0 . Then generate the new function nodes involving this new spin as follows: for each pair 1рiϽ jрN, the function node (0,i, j) is present with probability 6␣/N 2 . Therefore, we have added k new function nodes which we label by aϭ1, . . . ,k, where k is a random variable with probability distribution f 3␣ (k). Let us consider all the new function nodes which involves, besides 0 , 2k other spins which we call a 1 and a 2 ͑see Fig. 2͒ . Generically, on the original graph ͑i.e., before adding 0 ), these spins are far apart from each other. If there exists only one state, the clustering property implies that the correlations between these spins, before adding 0 , vanish. Using the fact that a 1 and a 2 are binary variables, this decorrelation implies that the minimal energy of the original graph, for fixed values of the 2k spins a 1 and a 2 , can be written as
where the 2k local fields g a and h a are nothing but cavityfields passed from each spin to the function node a, and A is a constant ͑independent of the local fields͒. Looking at the function node a in the full graph including spin 0 , we need to minimize the function and one can thus use Eq. ͑10͒ to get the minimal energy of the new graph with Nϩ1 spins, for a given value of 0 :
is the minimal energy of the N-spin system.
Equation ͑18͒ shows that the cavity field on the new spin 0 ͑the coefficient of Ϫ 0 ) can be written as
As we shall see, its is often useful to decompose this cavity field as a sum of cavity biases
Self-consistency equation: The order parameter
Whenever one adds a new spin 0 , one picks up a value of k, and a set of 2k fields g a ,h a , which are iid variables taken from a probability distribution P(h). The cavity method assumes the existence of a thermodynamic limit N →ϱ where the energy density E/N and the distribution of local fields P(h) have well defined limits. This means that the distribution of h 0 is the same as that of the 2k fields. Calling Q(u) the probability distribution of the u variables, this stability condition of the iteration ͑20͒ implies that
where E J means an expectation value with respect to all the couplings J.
Computing the energy
One can easily compute the average shift in the ground state energy when adding one new spin. Looking at the addition process defined in Sec. VI A 1, we see that the energy of the original graph with N spins is AϪ ͚ aϭ1
Therefore, the shift in energy when adding the new spin 0 is
͑22͒
Equation ͑21͒ gives an integral equation for the order parameter which is the probability distribution P(h) ͓or alternatively Q(u)]. Let us now suppose that this equation has been solved ͑we shall see below how this can be done on each specific example͒, and show how the energy density can be deduced from this order parameter. We must compute the average of the energy shift for adding one spin ͑averaged over the choice of k and of the corresponding cavity fields͒:
͑23͒
One might believe that, as the energy grows linearly in N at large N, this average energy shift would be equal to the energy density; however, there is a correction term due to the change in the number of function nodes per variable in the iteration N→Nϩ1. Indeed in the Nϩ1 spin system we are generating function nodes with probability 6␣/N 2 in a system with Nϩ1 vertices and therefore we are slightly overgenerating function nodes. We need to cancel a fraction 1 ϪN 2 /(Nϩ1) 2 Ӎ2/N of them at random: the probability of deleting kЈ function nodes is
and the average number of deleted function nodes is 2␣. Each deleted function node contributes to the average energy change with a correction term
The ground state energy density is finally given by
B. The cavity method with many states "one-step RSB…
Iteration within one state
Let us now see how the cavity method can be used to handle a situation in which there exist many states. As far as the clustering condition holds within each state, the iterative method can still be applied to each state. The problem is that the iteration induces some crossings of the energies of the states, and one needs to take this effect into account properly. We proceed as in the previous section by adding the new spin 0 connected to the 2k spins ͕ a 1 , a 2 ͖. In each state ␣, one can reproduce the previous arguments: due to the vanishing of correlations, the energy of the state ␣, for fixed values of the 2k spins ͕ a 1 ͖ and ͕ a 2 ͖, can be written as
We now have, for each state ␣, 2k local fields. Within each state ␣, the optimization procedure on the 2k spins a 1 , a 2 proceeds as before. The minimal energy of the new graph with Nϩ1 spins, for a given value of 0 , is
͑28͒
This shows that the local field on the new spin 0 in state ␣ can be written as
and the shift in energy of this state is ͓see Eq. ͑22͔͒
͑30͒
Hypotheses on the states: u surveys
We suppose the existence of many states, with a complexity function ⌺(␣,E/N) defined as in Eq. ͑16͒ which is an increasing convex function. Let us consider all the states ␣ with a given energy density E/Nϭe. We suppose that all the local fields h j→a ␣ on a given edge j→a are iid, taken from a probability distribution P j→a e (h) called an h survey. This probability distribution fluctuates from one edge to the next, so that the full order parameter, obtained by averaging over edges, is the functional probability distributions of these h surveys. The same hypotheses hold for the distribution of the cavity biases: all the u a→0 on a given link are iid taken from a probability distribution Q a→0 e (u) called a u survey. Notice that the previous RS solution corresponds to having deterministic messages on each edge P j→a e (h)ϭ␦(hϪh j→a ) and Q a→0 e (u)ϭ␦(uϪu a→0 ). In the many state hypothesis, we have to generalize the messages, and the important quantities are the probability distributions ͑over the many states having a fixed energy density͒ of the cavity-biases going through a given link.
Iteration: level crossings and reweighting
One iteration step of the cavity procedure leads to an equation relating the probability distributions, before any averaging over the graph. In our iteration procedure, the h survey on the new site, P 0 e (h), is related to the h surveys on the other 2k spins a 1 , a 2 computed in the absence of 0 . Let us denote by P a e (g a ) the h survey incoming onto a 1 and P a e Ј(h a ) the h-survey incoming onto a 2 . The h survey P 0 e (h) is given by
where C is a normalization constant insuring that P 0 e (h) is a normalized probability distribution. This equation provides the generalization to the RSB case of the simple iteration ͑20͒ of the previous section. Two complications have appeared: the simple messages ͑cavity fields and cavity biases͒ have become h surveys, i.e., probability distributions of simple messages, and a new term has appeared which is the exponential reweighting term. In this term, the parameter y is a number equal to the derivative of the complexity with respect to the energy:
Let us now explain the origin of this new and crucial term. For a given state ␣, we add one new spin to the system and want to compute the new h survey. In this process, we have seen in Eq. ͑30͒ that there is an energy shift ⌬E ␣ which depends on the state, and is correlated to the value of the cavity-field hϭ ͚ aϭ1
. Let us call S 0 (h,⌬E) the joint probability ͑when looking at all states͒ of the cavity bias and the free-energy shift, for this function node.
When we compute P 0 e (u) at a fixed energy density e ϭE/N, we get a contribution from all states with energies before iteration equal to EϪ⌬E. Therefore,
The reweighting term in exp(Ϫy⌬E) is due to the level crossing, and the fact that the complexity ⌺(␣,⑀) is not constant, but increasing: states with a negative value of the energy shift are thus favored.
It is useful, as before, to decompose the iteration procedure ͑31͒ into two steps and introduce the u surveys. On any function node a, we merge two h surveys P a e (g a ) and P a e Ј(h a ) in order to build a u survey:
Then we can combine all the u surveys incoming onto the new spin in order to build its h survey
Note that there is some degree of arbitrariness in the way one distributes the reweighting between the two iteration steps: different choices amount to different definitions of u surveys. The above one is the most natural one, and this is what we shall adopt from now on.
Order parameter and self-consistency: Population dynamics
Equations ͑34͒ and ͑35͒ are the main result giving the way to compute the messages sent along to a new added site. The assumed existence of a thermodynamic limit allows in principle to write a self-consistency of the iteration in a way similar to Eq. ͑21͒. In the present case, this is an equation for the functional P͓ P(h)͔ giving the probability, when one picks up an edge i→a at random, to observe on this edge a h survey P i→a (h) equal to P(h). Alternatively, one can use the functional Q͓Q(u)͔ giving the probability, when one picks up an edge a→ j at random, to observe on this edge a u survey Q a→ j (u) equal to Q(u). In the following we shall rather work with the u surveys which turn out to have a simpler structure in practice, but obviously a fully equivalent description can be obtained working with h surveys.
These functional equations are the generalization to the RSB case of the Eqs. ͑21͒ for the RS case. One could write them explicitly, but they are not particularly illuminating, and we prefer to work directly with the iteration equations ͑34͒ and ͑35͒. These define a stochastic process; at each iteration, one performs the following operations.
͑1͒ Pick up at random a number of neighbors k, with the probability f 3␣ (k).
͑3͒ Compute a h survey P 1 (g) as the reweighted convolution
͑4͒ Pick up at random a number of neighbors kЈ, with the probability f 3␣ (kЈ).
͑5͒ Pick up at random kЈ surveys of u,
͑6͒ Compute a h survey P 2 (h) as the convolution
͑7͒ Pick up at random a set of couplings J characterizing a new function node, from the a priori distribution of couplings.
͑8͒ Compute a new u survey, Q 0 (u) as
where C 0 is a normalization constant insuring that Q(u) has an integral equal to one. This iteration defines a stochastic process in the space of u surveys, which in turn defines a flow for Q͓Q(u)͔, of which we would like to compute the fix point. Following Ref. ͓20͔, this is done in practice by a population dynamics algorithm: one uses a representative population of N u surveys from which the various Q ᐉ (u), ᐉ͕1, . . . ,kϩkЈ͖ used in the iteration are extracted. After Q 0 (u) has been computed, one of the u surveys in the population, chosen randomly, is erased and substituted by Q 0 (u). After some transient, this population dynamics algorithm generates sets of u surveys which are sampled with a frequency proportional to the seeked Q͓Q(u)͔.
The point of this stochastic process approach is to avoid trying to write explicitly the complicated functional equation satisfied by Q͓Q(u)͔. This is one crucial place where the cavity method turns out to be superior to the replica method: with replicas one performs the average over disorder from the beginning, and one is forced to work directly with the functional Q͓Q(u)͔ ͓30͔. As this is very difficult, people have thus been constrained to look for approximate solutions of Q͓Q(u)͔ where the functional is taken in a simple subspace, allowing for some explicit computations to be done.
Computing the energy and the complexity
Here we show how to generalize the computation of the energy of Sec. VI A 3 to the 1RSB case.
When adding one site 0, connected through k function nodes to 2k sites the energy shift in one given state is
where h ᐉ ,g ᐉ are the incoming fields onto the function node number ᐉ. Let us call P ᐉ (h ᐉ ) and P ᐉ Ј(g ᐉ ) the corresponding field distributions ͑the h surveys͒. They induce a probability distribution P 0 (␦E) of the energy change ͑39͒
͑40͒
Let us look at the corresponding change in complexity. The new system has Nϩ1 variables and M ϩk function nodes, and its number of states at energy E, exp͓(Nϩ1)⌺(͓M ϩk͔/͓Nϩ1͔,͓E/Nϩ1͔)͔ is given by
This expression depends on the precise spin which has been added through the choice of the distributions P ᐉ and P ᐉ Ј , and of couplings J ഞ , which appear in Eq. ͑39͒. As one expects ⌺(␣,⑀) to be self-averaging, one must average the logarithm of the expressions in Eq. ͑41͒ over the iteration of population dynamics algorithm. We denote this averaging by an overline. As ␦E is finite, one can expand in ␦E/N in the thermodynamic limit, to get ͑calling as always ␣ϭM /N and ⑀ ϭE/N)
where we used the fact that k ϭ3␣. As in the RS case of Eq. ͑25͒, the derivative ‫␣ץ/‪⌺‬ץ‬ can be computed by adding one function node to the system. For a generic function node a connected to the sites 1,2,3 and with interaction coupling J, the probability distribution P a (␦E) of the energy change is Let us look at the corresponding change in complexity. The new system has N variables and M ϩ1 function nodes, so that
͑44͒
After averaging over the iterations, this gives
Combining the two expressions ͑42͒ and ͑45͒, it turns out that the quantity which is computed naturally in this scheme is the Legendre transform ⌽(y), with respect to the energy density ⑀, of the complexity function ⌺(␣,⑀) ͓31,32͔. This ''zero-temperature free energy'' is defined precisely as ⌺͑␣,⑀ ͒Ϫy⑀ϭϪy⌽͑ y ͒; yϵ d⌺ d⑀ ͑46͒
and it can be computed from the population dynamics as
where P 0 and P a are given in Eqs. ͑40͒ and ͑43͒.
Technically, it turns out that ⌽ 1 (y) is more easily computed through the normalization of the u surveys. When we compute a u survey Q 0 (u) as in Eq. ͑38͒, we can memorize the corresponding normalization constant C 0 . Picking up k u surveys Q ᐉ at random in the population, and calling C ᐉ the corresponding normalizations, one gets
͑49͒
VII. THE CAVITY METHOD APPLIED TO THE RANDOM 3-SAT PROBLEM
A. Known results on the phase diagram
Considering the random 3-SAT problem where the graph is generated at random and the various couplings take values Ϯ1 with probability 1/2, numerical experiments have provided a detailed study of the probability P N (␣,K) that a given F including M ϭ␣N clauses be satisfiable. For large sizes, there appears a remarkable behavior: P seems to reach unity for ␣Ͻ␣ c (K) and vanishes for ␣Ͼ␣ c (K) ͓13͔. Such an abrupt threshold behavior, separating a SAT phase from an UNSAT one, has indeed been rigorously confirmed for 2-SAT, which is in P, with ␣ c (2)ϭ1 ͓33-35͔. For larger K у3, K-SAT is NP-complete and much less is known. The existence of a sharp transition has not been rigorously proven yet but estimates of the thresholds have been found. The present best numerical estimate for ␣ c at Kϭ3 is 4.26 ͓36͔, and the rigorous bounds are ͓37-40͔ 3.26Ͻ␣ c Ͻ4.506, while previous statistical mechanics analysis using the replica method, has found ␣ c (3)ϳ4.48 ͓41͔ and ␣ c (3)ϳ4.396 ͓42͔ in the framework of variational approximations.
The interest in random K-SAT arises from the fact that it has been observed numerically that hard random instances are generated when the problems are critically constrained, i.e., close to the SAT/UNSAT phase boundary ͓13,24͔. The study of such hard instances represent a theoretical challenge towards a concrete understanding of complexity and the analysis of algorithms ͓15͔. Moreover, hard random instances are also a testbed for the optimization of heuristic ͑incomplete͒ search procedures, which are widely used in practice.
B. The cavity analysis with one state
In the 3-SAT problem, the energy of a function node, as given by Eq. ͑5͒, is
and leads to
where the function (x) is defined as
Let us consider the cavity iteration scheme, within the hypothesis of there being a single state. We thus use the general formalism presented in Sec. VI A. In the case of 3-SAT, Eq. ͑50͒ shows that the cavity bias on a given edge u a→ j takes values either in 0,1 if the corresponding coupling is negative, otherwise it takes values in Ϫ1,0. Therefore, the cavity fields are integers. ͓This is the reason for using the unusual factor 2 for each violated clause in the definition ͑5͒ of the energy͔. Because the function û J a is an odd function of one of the couplings in J a , and these couplings are random variables taking values Ϯ1 with probability 1/2, the distribution Q(u) of cavity biases must be of the form
Plugging this expression into the self-consistency equations ͑21͒ leads to a relation between c 0 and the weight p 0 ϵP(h ϭ0)
where I 0 is the Bessel function and ͓k/2͔ is the integer part of k/2. Let us now compute c 0 . From Eq. ͑50͒ we find that a cavity-bias vanishes whenever at least one of the incoming fields (h 2 or h 3 ) is zero or has a sign opposite to the corresponding coupling. This shows that
We obtain a closed set of Eqs. ͑54͒ and ͑53͒ which is easily solved. The distribution P(h) of cavity fields is then given by P(h)ϭ ͚ r p r ␦(hϪr), where the weights p r are equal to
and the energy is computed from Eqs. ͑23͒ and ͑25͒. A nontrivial solution exists for ␣Ͼ4.667, with a ground state energy that becomes positive at ␣ϭ5.18. The prediction of this hypothesis assuming a single state is a paramagnetic SAT phase with c 0 ϭ p 0 ϭ1, and energy E 0 ϭ0 for ␣ Ͻ5.18, and a frozen UNSAT glassy phase with c 0 Ͻ1 and E 0 Ͼ0 for ␣Ͼ5.18. It is known ͓4,5͔ that this solution is wrong both quantitatively ͑the location of the transition point͒ and qualitatively ͑the structure of the order parameter͒.
The true transition is much more sophisticated, and the many state formalism corresponding to 1RSB is needed to unveil its structure.
C. The cavity analysis with many states
We introduce as before the h surveys and u surveys, and we use the population dynamics algorithm defined in Sec. VI B 4. It turns out to be more convenient to work only in terms of u surveys. The algorithm computes at each iteration a new u survey Q 0 (u) by taking kϩkЈ u surveys Q 1 (u), . . . ,Q kϩk Ј (u) in the population through
Here, k and kЈ are two iid random numbers taken from the Poisson distribution f 3␣ (k) defined in Eq. ͑12͒, and J denotes a set of three iid random numbers J 1 ,J 2 ,J 3 , each being equal to Ϯ1 with probability 1/2. The functions û and ŵ are defined in Eq. ͑50͒. A u survey always takes the simple form Q 0 (u)ϭ(1Ϫc)␦(u)ϩc␦(u ϩJ 1 ); it is thus a probability distribution which can be characterized by a single number c, and therefore the iteration of the population dynamics is easily done numerically.
D. Solution of the self-consistency equations
Apart from the RS solution with yϭ0 and Q j (u)ϭ␦(u Ϫu j ), where the u j are iid taken from a distribution Q(u), the numerical solution finds one other solution in the region ␣Ͼϳ4. Generically, the u surveys found can be of three types: 
͑57͒
The arbitrary factor e Ϫy has been introduced for convenience because numerical simulations show that the weight in uϭ Ϯ1 of the nontrivial u-surveys scale proportionally to e Ϫy at large y.
The statistical symmetry of the problem due to the fact that the couplings take values Ϯ1 with probability 1/2 implies that the probability of finding in the population a ''b ϩ '' message is equal to that of finding a ''b Ϫ '' message. We call (1Ϫt)/2 these probabilities, and t the probability of finding a type a message. Nontrivial messages are fully characterized by the distribution () of the i variables. For any y, the full solution of the problem is given by the value of t and of the function (). It can be obtained numerically by averaging over many iterations of the population dynamics. We shall now show how one can get some analytic control in the large y limit.
Existence of nontrivial u surveys
Looking at the iteration equation ͑56͒, the only way one can obtain a trivial u survey Q 0 (u)ϭ␦(u) is when either J 2 ͚ iϭ1 k u i р0 in the whole integration domain, or J 3 ͚ jϭ1 kЈ v j р0 in the whole integration domain, or both. The probability to have J 2 ͚ iϭ1 k u i р0 in the whole integration domain is
͑58͒
The first term t k corresponds to all Q i (u), i͕1, . . . ,k͖, being of type a. The second term corresponds to ͓one of the Q i (u) of type b ϩ , all the other ones of type a, and J 2 ϭ Ϫ1] or ͓one of the Q i (u) of type b Ϫ , all the other ones of type a, and J 2 ϭϩ1]. The rest of the series is easily obtained similarly.
The probability t of having a trivial u survey is thus
͑59͒
For ␣ small the only solution is the paramagnetic one t ϭ1. A solution different from tϭ1 appears above ␣ 0 ϭ1.636 94 ͑which corresponds to tϭ0.048 83). ͑In fact there appears a pair of nontrivial solutions, the relevant one is the one with lowest t, as can be seen from its behavior at large ␣, and also checked in the population dynamics algorithm͒. It is interesting to observe that this threshold coincides with the point where the so called ''unit clause literal'' ͓27͔ algorithm ceases to converge. At large values of ␣, the fraction of u surveys of type a becomes very small, e.g., t ϭ0.0051,0.0011,0.00025, at ␣ϭ4,5,6, respectively.
Expansion at large y: Location of the phase transition
Here we shall show that, at large y, the scaling in e Ϫy of the weights at uϭϮ1 for nontrivial u surveys is indeed consistent with the iteration of the population dynamics ͑56͒, and we deduce from this iteration a self-consistent equation for ().
Let us study one given iteration of Eq. ͑56͒. The probability of having k cavity biases Q 1 , . . . ,Q k , among which m are of type b ϩ , n of type b Ϫ and kϪmϪn of type a is
͑60͒
Without loss of generality, we can assume that the mϩn nontrivial u surveys are Q 1 , . . . ,Q mϩn , and the couplings are J 1 ϭJ 2 ϭJ 3 ϭ1 for this iteration. We denote by the vector of weights ϭ( 1 , . . . , mϩn ). Since û J (u 1 ϩ• 
͑61͒
and is given by
ͬͮ ϵC 0 ͕␦͑uϪ1͒A 0 e Ϫy ϩ␦͑u ͒B 0 ͖.
͑62͒
Iterating the population dynamics, one finds that () satisfies the equation
͑63͒
This is an exact self-consistent equation for the distribution (). It can be simplified at large y, and we show in Appendix A how to write a more tractable self-consistent equation in this limit. This equation is best written in terms of the probability distribution function S() of the variable ϭln(1ϩ). One finds that S() satisfies
where A(x) and B(x) are two probability distributions related to S() through its Fourier transform Ŝ (q) ϵ͐d exp(iq)S(),
Equations ͑65͒ and ͑66͒ are simple enough to be solved numerically to high accuracy. Once S() ͓and therefore ()] is known, one can deduce the value of the zero-temperature free-energy ⌽(y). To leading order at large y, we show in Appendix A that ⌽(y) ϭ⌿/y, with
In order to compute the S(),A(x),B(x)
functions, solutions of Eqs. ͑65͒ and ͑66͒, we have used the fact that these functions are probability distributions, and we have developed a population dynamics algorithm which follows a population of N variables 1 , . . . , N , for a given value of ␣. ͑1͒ Compute t, the solution of tϭ1Ϫ͓1Ϫexp͓3␣(t Ϫ1)/2͔͔ 2 . ͑2͒ Initialize the j as iid random positive variables, for instance with an exponential distribution of width 1. Initialize the ''time variable'' ϭ1.
͑3͒ Upgrade the time →ϩ1. ͑4͒ Generate an integer kу1 with the distribution ␥ k /k!1/͓exp(␥)Ϫ1͔, where ␥ϭ3␣(1Ϫt)/2. Pick up k integers i 1 , . . . ,i k at random in ͕1, . . . ,N͖, and compute the
͑5͒ Generate a random variable x Ϫ (), which will be distributed according to B(x Ϫ ), as follows: with probability exp(Ϫ␥), one takes x Ϫ ()ϭ0; with probability 1 Ϫexp(Ϫ␥), one repeats the procedure of ͑4͒ and calls the output
͑6͒ Repeat the steps ͑4͒ and ͑5͒ to generate two other variables x ϩ Ј () and x Ϫ Ј ().
͑8͒ Replace one randomly chosen variable in the population, ᐉ , by the new value 0 ().
Steps ͑3͒-͑8͒ must be repeated a large number of times, say T. One can compute the average of any function of as
͑One forgets the first T /4 iterations in order to reach a stationary regime͒. The integrals involving a variable x distributed according to B(x) can be estimated by summing functions of x Ϫ . For instance, the first term in the zerotemperature free-energy Eq. ͑67͒ is evaluated as
and the two other terms are computed similarly, using the x Ϫ ,x Ϫ Ј values from two ͑respectively three͒ successive time steps.
In practice, we used values of Nϳ10 6 and Tϳ1000N, which was enough to achieve the precision given below in the results.
For ␣Ͻ␣ d ϭ3.921, the algorithm converges towards the solution 1 ϭ•••ϭ N ϭ0. This is the paramagnetic solution where all the u surveys are trivial.
For ␣Ͼ␣ d ϭ3.921, we find a new solution with a nontrivial distribution S(). Computing the leading large y behavior of the zero-temperature free-energy function, ⌽(y) ϳ⌿/y, on this solution using Eq. ͑67͒, we find that ⌿ is negative for ␣Ͻ␣ c ϭ4.267, while it is positive for ␣Ͼ␣ c ͓Ref. ͓19͔ reported ␣ c ϭ4.256, which was 3% too low because of some correlations in the random number generator used in solving Eqs. ͑65͒,͑66͔͒.
E. Phase diagram of the random 3-SAT problem
The previous large y analysis is in agreement with the direct numerical iteration of the population dynamics of Sec. VI B 4, but it allows one to get a much more precise determination of the thresholds. The results of this section have been obtained through the combined use of the numerical and analytical methods.
For ␣Ͻ␣ d , the system is in the SAT phase, the solution is paramagnetic, it is easy to find a solution. Note that, although the t equation ͑59͒ in principle allows for the existence of nontrivial knowledge above ␣Ӎ1.64, we have not found such a solution and the only one which remains is the paramagnetic one with tϭ1.
For ␣ d Ͻ␣Ͻ␣ c , we find a monotonically increasing ⌽(y) function, which reaches its maximum ⌽→0 at y→ϱ ͑see Fig. 3͒ .
Fitting ⌽(y) by a function ͚ ᐉϭ1 p ᐉ exp(Ϫyᐉ)/y with p͕1,2,3͖ gives a good and stable fit, from which the Legendre transform ͑46͒ is easily done. This allows one to reconstruct the complexity curve ⌺(␣,⑀) ͑see Fig. 4͒ . It is found to be finite down to ⑀ϭ0. This implies that there is an exponentially large ͑in N) number of states with zero energy density.
The complexity of these ground states is plotted in Fig. 5 . We call this phase the hard-SAT phase ͑HSP͒, since in this regime the typical sample is SAT, but the proliferation of states ͑most of which have strictly positive energy͒ makes it difficult to find a solution.
For ␣ c Ͻ␣, the function ⌽(y) has a maximum at a finite value y*, and ⌽(y*)Ͼ0. The complexity curve ⌺(␣,⑀) starts at a positive energy density ⑀ 0 ϭ⌽(y*) ͑see Fig. 4͒ . This energy density ⑀ 0 is the minimal number of violated clauses per variable which will be found in almost all samples at large N. It is plotted in Fig. 5 . We are in the UNSAT phase.
This figure also shows the value of ⑀ where the complexity curve ⌺(␣,⑀) is maximum gives the energy where there exists the largest number of states. This is the ''threshold'' energy density e th where a simple zero-temperature metropolis algorithm ͑ZTMA͒ will be trapped. This implies that ZTMA should find satisfying assignments only for ␣Ͻ␣ D , in agreement with the numerical results of ͓43͔. These predictions can be tested most clearly through their generalization to single instances which we discuss in the following section. (Tϭ0), which has the advantage that we do not need to study the subtle question of the limit T→0. The reason why this limit is subtle is due to the fact that some of the local fields, at low temperatures, vanish linearly in T, and thus contribute to the local magnetization mϭtanh(␤H); we call these fields evanescent fields. The local magnetization at T ϭ0 is zero for a zero field, it is equal to 1 for a finite field, and it takes an intermediate value m]Ϫ1,1͓ for an evanescent field. The variational approach of Ref. ͓41͔ focuses onto evanescent fields, and finds a continuous phase transition at ␣ s Ӎ3.96 where the evanescent fields in different states start to cluster. However, as these are all evanescent fields, this means that the corresponding local magnetizations, in a given state, are not frozen to Ϯ1 but take some intermediate value, even in the T→0 limit. In our Tϭ0 cavity approach ͑as well as in Ref. ͓42͔͒, the HSP corresponds to a discontinuous transition at zero temperature, involving fields which are not evanescent, but are of order one ͓44͔. This means that, in a given state, a finite number of local fields are nonzero integers, giving rise to magnetizations Ϯ1, as one could expect at zero temperature. This phenomenology cannot be found by considering evanescent fields. Its study with replicas would require using a more complicated Ansatz.
Note that our approach working directly at Tϭ0 also has its limitations, for instance we are unable to determine precisely the self overlap ͑or the typical radius͒ of a state, or its internal entropy, precisely because we do not control the evanescent fields. We leave for future work the delicate study of the small T region of the phase diagram. Let us just notice here that a population dynamics study of this region with the 1RSB finite temperature Ansatz of Ref. ͓20͔ shows that the distributions of local fields tend to peak on integers when the temperature goes to zero in the HSP ͓45͔. This is a strong argument in favor of the exactness of this 1RSB solution ͑i.e., the fact that we do not need to go to higher-order RSB͒, as argued in Ref. ͓21͔.
VIII. SURVEY PROPAGATION: CONFIGURATION SPACE ANALYSIS ON A SINGLE INSTANCE
The analysis of the iterative equations for the probability distributions of messages of the previous sections was done by using a population dynamics algorithm, which performs an average over the underlying random factor graphs. At each step of the iteration, a random choice of coupling constants, as well as neighboring nodes is performed with the proper probability distribution. While such an averaging step is central if one wants to estimate typical properties, the iterative equations make perfect sense on a single specific instance. The order parameters arising from the cavity equations, namely the u surveys, are histograms of probability distributions of cavity biases. They determine the bias of each spin in all metastable states of a given energy density for a given instance of the underlying factor graph. This is a very important piece of information which can be exploited to study specific problems and to invent new algorithms.
In the large N limit, we expect that the cavity assumptions hold for locally treelike factor graphs and we may use u-survey propagation to have access to the properties of optimal states of minimum energy. Here we shall develop one such application for random 3-SAT which is a concrete world-wide benchmark for search algorithms. However, the idea of exploiting the information on optimal states carried by the functional order parameter is rather general and we expect algorithmic applications in different fields.
Whenever the factor graph representing the problem does not lead to clustering within states, in practice whenever loops are short enough, one should think to the present approach as a first step of a sequence of possible approximations.
As is well known, the so called Cluster Variation Method ͓46͔ provides a systematic scheme that can be adopted to improve the approximate results given by the cavity approach ͓47͔. The latter corresponds to the so called Bethe approximation which is the first step in the cluster variation scheme. Our present approach deals with the Bethe approximation in a frustrated case. While a great deal of work has been done concerning higher order cluster approximations for simple models, the corresponding analysis for frustrated systems such as spin-glasses or hard-combinatorial problems over nonlocally treelike graphs is largely unexplored. 
A. The survey propagation "SP… algorithm
In the ordinary sum-product algorithms ͓22͔ as described in Sec. III, the messages arriving at a node are added up and then sent to a function node. Next, the function node transforms all input signals into a new message which is sent to the descendant variable node. At each time step, on the links of the factor graph there are signals traveling, just like in a communication network. SP works with the same principle, but now the messages traveling along the links of the factor graph are u surveys of usual messages over the various possible states of the system at a given value of the energy ͑or rather, in practice, at a given value of the reweighting parameter y). Of course this higher level of description is useful only when there are many states, which will be typically the case in hard optimization problems. One a priori drawback of the approach is that the messages are complicated, being functional probability distributions: a cavity bias is already a parametrization of a probability distribution ͑which turns out to be parametrized by a single variable in our case of binary spins, but could be more complicated in general͒; Here the u surveys are probability distribution functions of these cavity biases. In cases like K-SAT at Tϭ0 in which the standard messages can take only few values ͑say r), a u survey is given by the probabilities of these values, i.e., by rϪ1 real numbers and the SP can be implemented easily. This is one big advantage of working directly at Tϭ0, but we believe that the SP method could also be used more generally at finite temperature or with continuous variables, by using well adapted parametrizations of the cavity biases.
SP is defined for one given value of the reweighting parameter y and one given instance, with N variable nodes and M function nodes. Its basic ingredients are the u surveys. Each edge a→ j from a function node to a variable node j carries a u survey Q a→ j (u). The algorithm finds these u surveys by a message passing procedure detailed below, and finds simultaneously all the h surveys P i→a (h). Once these are known, one can compute the so called local field distributions and the zero-temperature free energy for this instance. The local field distribution P i (H) on a variable node i is the distribution, over all states selected by the reweighting parameter y, of the total local field H acting on spin i ͓see Eq. ͑8͔͒. It is given by
We show in the Appendix B that the zero-temperature free-energy ⌽(y) density of this sample can be computed as a sum of contributions ⌽ a f (y) for each function node a, corrected by the contributions ⌽ i v (y) from each variable node i, weighted by a factor n i Ϫ1, where n i is the connectivity of variable node i:
where
The form ͑71͒ is the familiar one for the free energy in the Bethe approximation ͓18͔, and indeed one gets back the usual result using Eq. ͑72͒ in the y→0 limit. The generalization to yϭ " 0 given in Eq. ͑72͒ adds the effect of the reweighting terms due to level crossings. The origin of these terms is exactly the same as in Sec. VI. Let us now explain how SP works. We start with a general presentation of the algorithm, which applies to any optimization problem involving binary variables, characterized by a given factor graph. Some details of the implementation for the 3-SAT problem will be given below.
͑1͒ All the u surveys Q a→i (u) are initialized randomly. ͑2͒ Function nodes are selected sequentially at random; for each such node a, we update the u surveys as follows ͑see Fig. 6͒: ͑2.1͒ for each variable node i connected to the selected function node a, we compute the h survey P i→a (h) as a reweighted convolution, see Fig. 6 ,
͑2.2͒ successively, the u surveys on all edges a→i connected to a are updated using these h surveys:
͑3͒ The iterative process of step ͑2͒ continues until convergence is reached. If the process converges, the corre-sponding stable set of u surveys is used to compute the N local field distributions using Eq. ͑70͒, and the zerotemperature free energy ⌽(y) given in Eqs. ͑71͒ and ͑72͒.
The above procedure can be repeated for different values of the reweighting y so that the complexity ⌺(y) ϭ‫ץ‬⌽(y)/‫/1(ץ‬y) and the energy density ⑀(y) ϭ‫"ץ‬y⌽(y)…/‫ץ‬y of states can be estimated. The parametric plot of ⌺(y) versus ⑀(y), varying y, gives the complexity ⌺(⑀) of states of energy EϭN⑀.
When it converges, SP allows to get an order parameter ͑the set of all the surveys͒, a zero-temperature free-energy density ⌽(y), and a complexity curve ⌺(⑀) for one given instance. What is the meaning of these quantities in general is an open question. A given instance has a finite value of N, and therefore the notion of ''state'' is not easy to define. Roughly speaking, one can think that for large N, there might exist some effective finite N states, such that the number of spins to flip in order to reach one state from another one is large, leading to a separation of scales of the number of spins involved between the intrastate moves and the interstates moves. Such a situation would generally be difficult to handle for search algorithms, and this is where SP could be quite useful. In order to get a first understanding of these questions, we have experimented SP on single instances of the random 3-SAT problem for large values of N.
B. The case of random 3-SAT
We consider one instance of the 3-SAT problem, chosen randomly as in Sec. IV, with energy
For 3-SAT the cavity-biases on a given link a→ j takes values u a→ j ϭ0,ϪJ a→ j ; The corresponding survey is
The full set of u surveys is characterized by the 3M numbers c a→ j which are updated according to the SP algorithm described above, until convergence. The results of our numerical experiments are the following.
The paramagnetic phase
For ␣Ͻ␣ d , SP converges toward the trivial paramagnetic solution Q a→i (u)ϭ␦(u), for all a→i edges. Local field distributions are also trivial, P i (H)ϭ␦(H) ᭙ i, and no information can be gained on the fine structure of ground states. In this region, there is a single state and the statistical properties of the zero energy configurations are totally driven by its entropy. A different formulation of the cavity approach, in which the proper ␤→ϱ limit is taken and the evanescent fields are computed, could reveal some finer information for this paramagnetic phase, which however is known to be trivial from the algorithmic point of view.
The intermediate phase
For ␣ c Ͼ␣Ͼ␣ d , that is in the glassy region, the random sequential updating of the iterative process converges to a unique nontrivial solution, provided y is large enough. In practice, we start from y large, like e.g., yϭ6 ͑remember that the corrections to the y→ϱ limit are exponentially small͒, run SP, and after finding a solution for the u surveys we decrease y ͑e.g., y→yϪ0.2) and rerun SP using the previous u surveys as a starting configuration for this new y. This speeds up the convergence. Below some value of y the nontrivial solution disappears abruptly and the algorithm converges to the paramagnetic solution.
In this region of ␣, the solution space, as well as the configurations of higher energy become divided into an exponential number of states. To compute the complexity, we measure the free energy ⌽(y), see Fig. 7 , and we perform the Legendre transform numerically.
The curve of the total complexity N⌺ versus the total energy N⑀ for one sample of random 3-SAT with N ϭ10 000 and M ϭ42 000 is given in Fig. 8 . One finds N⌺(Eϭ0)ϳ34, meaning that the zero energy ͑SAT͒ states are predicted to be exponentially numerous, e 34 at the leading exponential order ͓remember that each such state itself contains a large number of spin configurations ͓4͔͔. The threshold states have an energy of approximatively 44 violated clauses and their number is predicted to be about e 216 . A cross check of such predictions is given by the behavior of ZTMA which cannot cross energetic barriers. It can be shown that for random 3-SAT zero-energy moves allow to explore configurations within each state and therefore, we expect such algorithms to get trapped in the most numerous ones ͑the threshold states͒. Indeed, extensive numerical simulations of ZTMA on many samples of different size ͑ranging from few hundreds to 10 5 ) and for different values of ␣ confirm such scenario. As a representative example, we report that for the sample whose compexity is plotted in Fig.  8 , repeated runs of ZTMA get stuck at an energy sharply peaked around 48 violated clauses, with a small residual dependence of the final energy on the simulation time ͑the final energy found by ZTMA shows a power law behavior on the total number of spin flips͒.
We have checked that the functional order parameter given by the u surveys and the local field distributions carry precise information concerning the space of solutions for one given sample. Working with N not too large, some SAT configurations can be found efficiently by good algorithms like e.g., walkSAT-35 ͓48,49͔. We have collected a large set ͑1000͒ of uncorrelated SAT configurations by running this algorithm many times with random initial conditions. In each such configuration , the spin i takes a value i , and we have computed, for each given site i, the average of the whole set of SAT configurations . Next we have compared the above results with the predictions of SP as follows.
We first have selected the states with minimal energy, by picking the value of y which maximizes F(y). Here this is yϭϱ and for practical computation it was enough to choose y sufficiently large ͑corrections are exponentially small͒. According to Eq. ͑70͒, the field H i ϭ ͚ a u a→i in each state is an integer valued variable which can be computed from the u surveys. The total weights
of P i (H) on positive ͑negative͒ integers give the fractions of zero energy states where i is fixed to 1 ͑to Ϫ1). As displayed in Fig. 9 , we find a remarkable agreement between the local magnetizations w i ϩ Ϫw i Ϫ predicted by SP and the local magnetizations measured by averaging over the ground states found by the walkSAT algorithm. In the figure we report data for Nϭ10 000 and M ϭ42 000: we have divided the local magnetization in 30 intervals and labeled spins according to the prediction of SP. Next on such a partitioning of spins we have taken the average over the configurations found by walkSAT. ͑The remarkable agreement of numerical and SP results indirectly shows that walkSAT is a good uniform sampler.͒
The weight in Hϭ0 of P i (H), w i 0 ϭ1Ϫw i ϩ Ϫw i Ϫ , measures the tendency of a variable to be under constrained: for instance, variables which belong to very few clauses have w i 0 ϭ1.
The UNSAT phase
For ␣Ͼ␣ c , SP predicts a positive ground state energy with zero complexity, whereas excited states remain exponentially numerous. Proper tuning of the reweighting, that is choosing y so that the complexity vanishes, allows to predict the ground state energy and to evaluate the probability distribution of effective fields for each variable. In this regime SP is found to converge only when the reweighting parameter is well chosen. For small values of y, SP converges to the paramagnetic solution or to the RS solution. For intermediate values of y, SP converges to the nontrivial solution whereas for larger values of y, SP stops converging. The range of y values for which SP converges to the nontrivial solution is sufficient to determine the free energy. An example is given in Fig. 7 .
For large values of ␣, we expect multiple nested clustering phenomena to appear, that is continuous replica symmetry breaking ͓50͔. This scenario could be analyzed by a fur- FIG. 7 . Extensive zero temperature free energy N⌽(y) versus reweighting y for two specific instances of size Nϭ10 000 with M ϭ42 000 and M ϭ45 000 clauses, respectively. (␣ϭ4.2 and ␣ ϭ4.5).
FIG. 8. Extensive complexity N⌺ versus the total number of violated clauses NEЈ (ϭNE/2), for the specific instance of size Nϭ10 000, M ϭ42 000 studied in Fig. 7 . The complexity is obtained as the Legendre transform of the zero-temperature free energy.
FIG. 9. The bias of the variables predicted by SP ͑with yϭ8) compared with the one measured analyzing SAT configurations from the same sample (Nϭ10 000, M ϭ42 000).
ther generalization of SP which is beyond the scope of this work.
IX. SURVEY PROPAGATION AS A SOURCE OF NEW ALGORITHMS FOR HARD OPTIMIZATION PROBLEMS
The preceding section has shown how SP can give rather precise answers on the structure of the space of configurations and the ground state energy of the random 3-SAT problem. Here we shall stay within this problem and ask the following natural question: Given a random 3-SAT formula of size N, how can we take advantage of SP in order to find optimal configurations?
If SP could predict with very high accuracy the value of the ground state ͑g.s.͒ energy of a given formula, it could also predict its satisfiability. Then one could proceed in finding a satisfying assignment just by converting the decision algorithm into a search algorithm as follows ͓2͔. A variable is selected and fixed to one value. We then use SP to evaluate the g.s. energy of the subproblem of size NϪ1 and decide whether it is still SAT or not. If the subproblem is SAT then we keep the assignment, otherwise the opposite value of the binary variable is chosen. The process is repeated untill all the variables have been exhausted ͑in at most 2N steps͒. If along this reduction process the subsystem becomes a paramagnet, then SP becomes ineffective and another search algorithm must be used on the subsystem ͑but for a paramagnet it is very easy to find the ground state͒.
The above scheme, however, suffers from finite size effects and from the imprecision in the determination of the ground state energy, a fact which is particularly important close to ␣ c . Moreover, it does not take advantage of the information provided by the u surveys.
A. Categories of variables in one specific instance
Somewhat coarse grained information contained in the u surveys, once SP has reached convergence, is that given by the total weights w i Ϯ of the local field distribution which gives the fraction of states where the spin i is positive ͑negative͒. Having computed these weights, we may distinguish three reference types of spins ͑of course all the intermediate cases will also be present͒: the paramagnetic ones with w i 0 ϳ1, the biased ones with w i ϩ ϳ1 or w i Ϫ ϳ1 and the balanced ones with w i ϩ Ӎw i Ϫ and w i 0 small. In order to characterize the differences between these various types of variables, we have performed a few numerical experiments and analyzed the effect of fixing one such spin on the structure of states of the subproblem of size N Ϫ1. As displayed in the complexity curve of Fig. 10 , the three types of spins produce different effects, consistently with the interpretation of the order parameter. Fixing a biased spin does not alter the structure of the states and the complexity changes smoothly. Fixing a paramagnetic spin has an effect only on the internal entropy of the states ͑which we cannot measure͒ but leaves the energy unaltered. Interestingly enough, balanced spin have an enormous effect: the most balanced ones produce a decrease very close to ln 2 in the complexity; indeed half of the states are eliminated by fixing one single balanced variable!
B. Survey inspired decimation "SID… algorithm
One strategy for using this information in order to produce an optimization algorithm is to fix as many variables as possible without altering the ground state energy, evaluated step by step as the size of the problem decreases. Eventually, either all variables have been fixed or ͑more likely͒ the remaining variables turn out to be paramagnetic ͓i.e., P i (H) ϭ␦(H), ᭙ i], in which case a simple search process can be run to find the complete ground state configuration.
A straightforward implementation of the above ideas provides a simple algorithm that can be used to find solutions to random 3-SAT in the hard region ␣͓␣ d ,␣ c ͔. We do not expect this implementation to be the most efficient one, in that no particular strategy has been worked out to optimize the decimation process. The scope of this first implementation consists in showing the potentiality of the novel algorithmic scheme and we leave for future work the design of optimized versions of the algorithm or applications in different contexts.
The overall idea underlying the search process is rather simple. At each time step a single variable is fixed according to the outcome of SP and the effect of such fixing is used to simplify the problem. The size of the problem reduces from N t to N t Ϫ1ϪS t , where S t is the number of variables which become fixed due to the simplification of the problem: satisfied clauses are eliminated, unsatisfied K clauses are transformed into (KϪ1) clauses. Kϭ1 clauses need to be satisfied and therefore their variables are properly fixed ͑unit clause propagation͒ leading to further spin elimination.
At the beginning of the process, randomly chosen balanced spins can be fixed in order to reduce the number of states. At each step one may compute the free energy to detect the onset of violated clauses. One may also evaluate the function ⌽(y) to have an estimate of the complexity. Successively, biased spins are fixed. Whenever a paramagnetic state is found, or at some intermediate steps, a rapid search process like simulated annealing at a fixed cooling FIG. 10 . Effect of fixing a single balanced spin on the complete complexity curve N⌺ versus the number of violated clauses ͑ i.e., one half of the extensive energy͒ of an instance of 3-SAT with N ϭ1000 and M ϭ4200. The difference in the two curves is very close to ln 2. rate or walkSAT is run on the subsystem. We may end up either by having found a solution or by having still few violated clauses. In the latter case we may simply restart. The sketch of the SID algorithm is as follows.
͑1͒ Random initial condition for the cavity biases. ͑4͒ Select and fix the most biased variable ͑the one with the largest ͉w i ϩ Ϫw i Ϫ ͉) and simplify the problem. ͑5͒ If the problem is solved completely by unit clause propagation, then output ''SAT'' and stop. If no contradiction is found then continue the decimation process on the smaller problem ͑go to 1.͒ else ͑if a contradiction is reached͒ restart ͑go to 0.͒ Extensive numerical experiments on random 3-SAT instances at ␣ϭ4.2 with size up to Nϭ10 5 have shown a remarkable efficiency of SID. While the process of fixing a single variable takes some time ͓O(N) operations͔ the number of assignments explored is very small. At ␣ϭ4.2 typically a single run of SID ͑i.e., with no restarts͒ leads to a solution. Closer to the critical ␣, few restarts might be necessary in order to find a configuration of strictly zero energy. However, at each run the typical energy found by SID is very close to zero, well below the energy at which simulated annealing gets stuck. A detailed description of the numerical experiments will be given in a forthcoming paper ͓51͔. We just mention that the largest public benchmarks of random 3-SAT ͓49͔ have been solved efficiently by SID.
In Fig. 11 we show the evolution of the complexity under SID. For a sample of size Nϭ10 000 at ␣ϭ4.2 we evaluate the complexity curve every 200 decimation steps until a paramagnetic state is reached. SID acts by eliminating clusters of solutions and hence reducing the complexity of the ground state down to the point where very few clusters remain.
X. CONCLUSION
We have derived here two main results. The first one concerns the phase diagram of the random K-SAT problem, and establishes the existence of an intermediate phase where the problem is SAT but the solution is difficult to find because of the existence of many states. We would like to point out that the cavity method which we have used here is not rigorous: it relies on some hypotheses which can be true only for large systems and are thus difficult to prove ͑although this can be done in some cases ͓29͔͒. However, the experience gained from similar problems, together with numerical results of this and previous papers, indicates that this solution is likely to be the correct one. If higher order replica symmetry breaking effects would show up, one can believe that in any case their quantitative influence on the results should be rather small. It should also be noted that the very same cavity strategy which we have used here has been tested on a variant of the K-SAT, the XORSAT problem, which can be also solved by exact methods ͓52,53͔. In this case, the existence of the intermediate phase has been confirmed and all the predictions ͑qualitative and quantitative͒ from the cavity method have been checked rigorously ͓52͔.
The second result gives a new class of message passing algorithms for solving optimization problems in the regime where the proliferation of metastable states slows down a lot all the local algorithms. One such algorithm turns out to be quite powerful on the case of random 3-SAT problems. Clearly a lot of work needs to be done in order to develop such algorithms in various contexts and test them against traditional strategies. A more direct derivation and understanding of the algorithm, and in particular of the nontrivial reweighting term, would also be welcome.
Finally, we expect that the single sample SP method at finite temperature can become a useful tool in analyzing the fine structure of order parameters in disordered systems and other complex systems.
The following step consists in introducing the joint probability distribution P (m,n) (g ϩ ,g Ϫ ,g 0 ),
where the coefficients C k,m,n are given in Eq. ͑60͒, and A,B are given in Eq. ͑62͒. The scaling of the weights of the u surveys in uϭ1, w 0 , with e
Ϫy at large y is consistent with the self-consistency equation ͑63͒. In this limit we find g ϩ ,g Ϫ ,g 0 ϳO(1), and these quantities simplify to ͑up to corrections of order e Ϫy )
Therefore, the three variables g ϩ ,g Ϫ ,g 0 become uncorrelated random variables in the large y limit, with a distribution:
The equation for ( 0 ) reads
͑A8͒
Clearly, the function ⍀ (ᐉ) (g) can be seen as the ᐉth convolution of a certain function after an appropriate change of variables. One is led to introduce the variables i and x defined by 
͑A10͒
where i ͓0, ͓ϱ͓ and x͓0,m ͓ϱ͓.
In order to simplify the self-consistency equation, we introduce the joint probability distribution
which is normalized: ͐dx ϩ dx Ϫ R(x ϩ ,x Ϫ )ϭ1. We may show that R factorizes by introducing its Fourier Transform: Using the coefficients ͑60͒, the triple series can be resummed and expressed in terms of the Fourier transform Ŝ (q) of S(x):
Rearranging the above expression and taking the inverse transformation we find for R R͑x ϩ ,x Ϫ ͒ϭA͑ x ϩ ͒B͑ x Ϫ ͒, ͑A13͒
where 
͑A14͒
We may now write the self-consistency equation in a trac- ͪ .
͑A18͒
Moreover, if we perform in the above the change of variable 1ϩzϭe , defining the distribution
we find
ͬͪ , ͑A20͒
where E() is the convolution of D with itself
The transformations which we have written from S →A,B→C→D→E→S can all be done using one dimensional integrals, Fourier transforms, and changes of variables. Hence this provides an iterative mapping from the function S() onto itself which can be handled efficiently numerically. Which form of the self-consistency equation to use is a matter of computational convenience. It turns out that, for our purpose, enough precision could be obtained from Eq. ͑A17͒ and we did not try to develop this alternative computation.
We now proceed with the computation of the energy ⌽(y) defined in Eq. ͑48͒. We shall be interested in evaluating it at large y, using the solution for the distribution of u surveys that we have just found in this limit.
We start with the piece ⌽ 1 (y). It consists of two terms
where the overline denotes the average over the population dynamics of Sec. VI B 4 and where C 0 and A 0 are given by
The term A 0 is easily written in terms of the variables g ϩ ,g Ϫ ,g 0 , Treating separately the mу1 piece, which can be resummed as in Eqs. ͑A11͒ and ͑A13͒, and the mϭ0 piece, the sum over k,m,n gives
Putting this expression back into Eq. ͑A26͒, we finally find 1 y ln A 0 ϭ 1 y ͵ dx dz B͑x ͒B͑ z ͒ln͑ e x ϩe z Ϫ1 ͒. ͑A28͒
We now turn to the second contribution, C 0 , to Eq. ͑A24͒; before averaging over the iteration of the population dynamics, we have
Without loss of generality we assume J 1 ϭJ 2 ϭ1; we use the solution ͑57͒, and denote as before by m,n,mЈ,nЈ the numbers of various u surveys appearing in Eq. ͑A29͒ k→m type b ϩ , n type b Ϫ and kϪmϪn type a, kЈ→mЈ type b ϩ , nЈ type b Ϫ and kЈ-mЈϪnЈ type a. C 0 can then be written in terms of the g variables as
Ϫy ϩg ϩ ͓g Ϫ Ј ϩg 0 Ј͔ ϩg ϩ Ј ͓g Ϫ ϩg 0 ͔ϩ͓g Ϫ Ј ϩg 0 Ј͔͓g Ϫ ϩg 0 ͔ ͒. ͑A30͒
For y large we can drop the term in exp(Ϫy); averaging over the iteration of the population, we get 
͑A31͒
Finally we now compute the ⌽ 2 (y) piece given in Eq. ͑48͒. For a generic clause with coupling J 1 ,J 2 ,J 3 , involving the h surveys P 1 (h 1 ), P 2 (h 2 ), P 3 (h 3 ), we have exp͓Ϫy⌽ 2 ͑ y ͔͒ϭ ͵ dh 1 dh 2 dh 3 P 1 ͑ h 1 ͒P 2 ͑ h 2 ͒ ϫ P 3 ͑ h 3 ͒e Ϫ2y(J 1 h 1 )(J 2 h 2 )(J 3 h 3 ).
͑A32͒
We write as before P 1 (h 1 )ϭ͐͟ ᐉϭ1 k 1 ͓du ᐉ Q l (u ᐉ )͔, and sup- Grouping together the contributions ͑A22͒,͑A28͒, ͑A31͒,͑A34͒, we find the total zero-temperature free-energy density ⌽(y)ϭ⌽ 1 (y)Ϫ2␣⌽ 2 (y) given in Eq. ͑67͒.
APPENDIX B: FREE ENERGY FOR ONE GIVEN SAMPLE
Let us explain here how to compute the zero-temperature free energy for one given sample. We start from the contribution of one given factor node a. We shall look at a somewhat large part of the graph containing a ͑see Fig. 12͒ zero-temperature free-energy ⌽(y)ϭ ͚ a ⌽ a f (y)Ϫ ͚ i (n i Ϫ1)⌽ i v (y), one is correctly counting each node once. In particular, in the limit of y→0, ⌽(y) reduces to the sum of the energy of all factor nodes, as it should. The same reasoning shows that the ''1/C'' factors in Eqs. ͑B4͒ and ͑B8͒ actually cancel, so that one can forget these normalizations for the computation of ⌽(y), as was done in the text in formulas ͑71͒ and ͑72͒.
