A method of determining surface temperatures from measurements of spectral radiance at two wavelengths by McMillin, Larry Max
Retrospective Theses and Dissertations Iowa State University Capstones, Theses andDissertations
1971
A method of determining surface temperatures
from measurements of spectral radiance at two
wavelengths
Larry Max McMillin
Iowa State University
Follow this and additional works at: https://lib.dr.iastate.edu/rtd
Part of the Environmental Sciences Commons
This Dissertation is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at Iowa State University
Digital Repository. It has been accepted for inclusion in Retrospective Theses and Dissertations by an authorized administrator of Iowa State University
Digital Repository. For more information, please contact digirep@iastate.edu.
Recommended Citation
McMillin, Larry Max, "A method of determining surface temperatures from measurements of spectral radiance at two wavelengths "
(1971). Retrospective Theses and Dissertations. 4563.
https://lib.dr.iastate.edu/rtd/4563
i 
72-12,574 
McMILLIN, Larry Max, 1941-
A METHOD OF DETERMINING SURFACE TEMPERATURES FROM 
MEASUREMENTS OF SPECTRAL RADIANCE AT TWO 
WAVELENGTHS. 
Iowa State University, Ph.D., 1971 
Environmental Sciences 
University Microfilms, A XEROX Company, Ann Arbor, Michigan | 
i 
THIS DISSERTATION HAS BEEN MICROFILMED EXACTLY AS RECEIVED. 
A method of determining surface temperatures from 
measurements of spectral radiance at two wavelengths 
A Dissertation Submitted to the 
Graduate Faculty in Partial Fulfillment of 
The Requirements for the Degree of 
DOCTOR OF PHILOSOPHY 
Major Subject: Earth Science (Meteorology) 
by 
Larry Max McMillin 
Approved ; 
a jAr Work 
For the Graduate College 
Iowa State University 
Ames, Iowa 
1971 
Signature was redacted for privacy.
Signature was redacted for privacy.
Signature was redacted for privacy.
PLEASE NOTE: 
Some pages have indistinct 
print. Filmed as received. 
UNIVERSITY MICROFILMS. 
ii 
TABLE OF CONTENTS 
Page 
LIST OF SYMBOLS vi 
CHAPTER I. INTRODUCTION 1 
CHAPTER II. LITERATURE REVIEW 6 
CHAPTER III. RADIATIVE TRANSFER 27 
CHAPTER IV. METHOD 37 
CHAPTKR V. RESULTS 
Results Using a Simple Atmospheric Model. 49 
Results over a Partly Reflecting Surface 82 
Results at Different Nadir Angles 89 
Results with Atmospheric Aerosols 91 
A Comparison with other Methods 102 
CHAPTER VI, CONCLUSIONS AND SUGGESTIONS FOR FURTHER 
RESEARCH 107 
APPENDIX 110 
REFERENCES 118 
ACKNOWLEDGMENTS 125 
iii 
LIST OF FIGURES 
Figure 1. 
Figure 2. 
Figure 3. 
Figure 4. 
Figur*=' 5. 
Figure 6. 
Figure 7. 
Figure 8. 
Figure 9. 
Figure 10. 
Figure 11. 
Figure 12. 
Figure 13. 
Figure 14, 
Page 
41 
47 
51 
52 
6 1  
Atmospheric transmissivity as a function 
of pressure 
Spectral radiance as a function of 
equivalent black body temperature at 
10.44 pm and 11.55 Mm 
Temperature profiles for five atmospheres 
Humidity profiles for five atmospheres 
Spectral radiarce versus transmissivity 
Surface temperature error as a function of 
surface temperature for three values of ï 63 
Surface temperature error as a function of 
surface temperature for atmosphere 32 67 
Temperature profiles for four atmospheres 69 
Humidity profiles for four atmospheres 70 
Surface temperature error as a function of 
surface temperature for all the atmospheres 
considered 72 
A comparison of the surface temperature 
error as a function of surface temperature 
for the ratio method and a single channel 
radiometer 73 
Nomogram for obtaining surface temperatures 
from measurements of spectral radiance at 
10.44 Mm and 11.55 ^m 75 
Diagram of an electronic analog of the 
ratio method 77 
Nomogram showing the effect of instrument 
noise on the surface temperature 
measurements 81 
iv 
Figure 15. Surface temperature error as a function of 
surface temperature for four values of 
emissivity 87 
Figure 16. Surface temperature error as a function of 
surface temperature for four different 
nadir angles 90 
Figure 17. Surface temperature error as a function 
of surface temperature for two aerosol 
models and three forward scattering ratios 95 
Figure 18. Surface temperature error as a function 
of surface temperature for three foward 
scattering ratios. The absorption 
coefficient at 11.55 wm is 1.8 times 
the absorption coefficient at 10.44 urn. 97 
Figure 19. A graph giving the surface temperatur'' as 
a function of the measured values of 
spectral radiance at two wavelengths 105 
V  
LIST OF TABLES 
Page 
Table 1. Values of average atmospheric temperature 
and transmissivity versus wavelength for 
atmosphere number 32 40 
Table 2. Atmospheric soundings 53 
Table 3. Absorptivity and Tg as a function of 
wavelength 56 
Table 4. Calculation of 57 
Ta ble 5. Values of transmissivity, at, and / for the 
five test cases 59 
Table 6 . Values of T^ and surface tempera+ure error 
at Tg equal to the shelter temperature 
(Tjs ) 68 
Ta ble 7. Aerosol scattering and absorption 
coefficients 94 
Table 8. Spectral absorption coefficients for H^O 111 
Table 9. Transmission versus W'xK(AX) for COj, 113 
Table 10. Spectral absorption coefficients for CO, . 114 
v i  
LIST OF SYMBOLS 
a{X),a(X) absorptivity 
B (T) total black body radiation given by 
Steffan-Boltzmann's law 
B(X,T) monochromatic black body raSiation given 
by Planck's law 
c the speed of light 
C a constant 
d a constant 
E (X) radiant energy at wavelength A 
F^(X) downward flux a^ the surface 
q acceleration of gravity 
h Planck's constant 
T(X) monochromatic intensity 
T (X) spectral radiance 
I (^X) incident spectral radiance at the lower 
boundary of the atmosphere 
Io(X) monochromatic intensity at the top of the 
atmosphere 
Ip(X) spectral radiance reflected by the lower 
boundary 
Tg(X) spectral radiance emitted by the lower 
boundary 
I*(X) downward spectral radiance incident on 
the lower boundary 
Ig (X) spectral radiance measured in the nadir 
direction at the lower boundary 
vii 
Ig(^j^,X2) équivalent spectral radiance at Aj with 
tht) same equivalent temppratur? as the meas­
ured spectral radiance at 
K Boltzmann's constant 
K(X) mass absorption coefficient for gases 
Kg(X) mass absorption coefficient for aerosols 
M mixing ratio for water vapor 
M* mixing ratio for COg 
N(R) number of aerosol particles with radii betwasn 
B and R+dB 
p atmospheric pressure 
Pg standard atmospheric pressure 
r, r(X), r(X) reflectivity 
n radius of aerosol particles 
Rj gas constant for dry air 
Rp, gas constant for moist air 
s path length 
S percent of scattered radiation that is scattered 
into the forward hemisphere 
Tg surface temperature 
Tg average temperature of the atmosphere as 
measured by a radiometer pointing in the nadir 
direction 
average temperature of the atmosphere as 
measured by a radiometer pointing in the 
zenith direction 
AT error due to instrument noise 
viii 
T55 shelter temperature 
T atmospheric temperature for a layer 
To standard temperature 
t, t(X)/ t W transmissivity 
(X) transmissivity of the atmosphere at the 
surface as measured from a satellite or an 
aircraft 
t.(x) transmissivity of the atmosphere at the <-op 
of the atmosphere as measured from the surface 
(X) transmissivity of the permament gases 
tjy (x) transmissivity of the variable gases 
to transmissivity value determined by t(Xi) 
and t (X2) 
W equivalent optical depth of water vapor 
or carbon dioxide 
z height 
tx. ratio of transmispivities at two wavelengths 
$ ratio of transmissivities at two wavelengths 
for the permament or variable gases 
6 a constant egual to <x/(1-<Xi) _ 
Ê» e(A) f €(X) emissivity 
e angle measured from the zenith or nadir direc­
tion 
X wavelength 
wavelength interval 
X average wavelength for a wavelength interval 
of AX 
V* a constant 
ix 
p atmospheric density 
<r Steffan-BoltzDiann• s constant 
(Tg (\) aerosol- scatterj^ng coefficient 
T(A) optical depth 
0 azimuth angle 
w solid angle 
1 
CHAPTER I. INTRODUCTION 
Knowledge of sea surface temperatures can provide data 
that is useful in the routine planning of many activities at 
sea. For instance, the information can be useful for planning 
certain naval operations, locating species of fish which seek 
certain temperatures or congregrate near the confluence of 
ocean currents, and forecasting fog formation. In addition a 
knowledge of water surface temperature can provide useful data 
for scientific studies such as mapping lake and ocean currents 
or determining the energy exchange between the air and the 
ocean surface. Recently a connection between ocean surface 
temperature patterns and weather patterns has been found 
(Allison et al. 1971) . 
Knowledge of the earth's radiative surface temperature is 
also necessary in order to infer air temperature profiles from 
measurements of spectral radiance made from a satellite. Wark 
(1970), in a discussion of the potential of satellite measure­
ments for determining atmospheric profiles, stated "Because 
the boundary contributions are only a nuisance, one must, 
either implicitly or explicitly, dispose of these. , This can 
be accomplished only by knowing the surface radiative tempera­
ture from other sources." Conrath et al. (1970) used an iter­
ative technique to determine, a temperature profile, a humidity 
profile, and a surface temperature from measurements of spec­
tral radiance at several wavelengths. However these three 
parameters are not completely independent. Conrath (1968) 
found that the humidity profiles in the lower atmosphere are 
sensitive to errors in the surface temperature. The surface 
temperature is estimated from a measurement of spectral radi­
ance near 900 cm-i, however the humidity must be known in • 
order to accurately determine the atmospheric absorption and 
emission at 900 cm-'. According to a report of the 
International Committee on Space Research (COSPAR) Working 
group 6 (1970), sea surface temperatures can be determined 
with an absolute accuracy of about IK provided that the total 
humidity is known to within 10 percent. A method of determin­
ing the sea surface temperature that is independent of the 
relative humidity and temperature profiles would be extremely 
helpful and would increase the accuracy of the temperature and 
humidity profiles in the lower levels of the atmosphere. 
The purpose of this study was to evaluate a method (which 
will be called the ratio method) to determine surface tempera­
tures. The ratio method is independent of the relative 
humidity and temperature profiles. The method uses measure­
ments at two different wavelengths to compensate for atmos­
pheric absorption and emission. The method can be programmed 
on an analog computer to provide a real time read-out of the 
actual sea surface temperature. For atmospheres which range 
from an arctic atmosphere to a desert atmosphere, and for 
surface temperatures which range from 270K to 330K, the ratio 
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method is accurate to within ±0.2K when no errors are assumed 
in the measured spectral radiances. When the errors in the 
measured radiances typical of common radiometers are consid­
ered, the error of estimated surface temperatures is about 
±1K. The proper selection of wavelengths is the key to +he 
ratio method and to the assumption that the atmospheric tem­
perature and humidity profiles need not be known in order to 
determine the surface temperature accurately. 
The purpose of this study was partly to determine the 
factors which should be considered when selecting a wavelength 
to be used with the ratio method. Methods of determining at­
mospheric transmissivity were required to generate the data 
needed for this study. Because computer time was limited, the 
atmospheric transmissivities used in this study were selected 
on the basis of computional speed as well as accuracy. The 
models are accurate enough to determine the error involved in 
the ratio method and the general region of the wavelengths to 
be used. For an evaluation of the actual wavelengths and 
spectral band passes to be used, more accurate transmissivi­
ties should be used. 
The appearance of the paper by Anding and Kauth (1970) 
changed the objectives of the project slightly. At that time 
the atmospheric transmissivities provided by Holler and 
Raschke (1964) were being used in this study. The intensities 
and transmissivities had been calculated, and work was pro­
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gressing on finding the wavelengths to be selected for use 
with the ratio method. The method of calculating atmospheric 
transmissivities provided by Holler and Raschke did not 
include the small absorption due to COg below 12.5/^m. It 
became apparent at this time that the absorption by CO^ would 
have to be considered. A report from Anding et al. (1970) 
contained a method for calculating transmissivities that did 
consider the absorption due to CO^, and the intensities and 
transmissivities were calculated again using these data. 
Anding and Kauth (1970) demonstrated that measurements of 
spectral radiance at two wavelengths could be used to elimi­
nate the effects of atmospheric absorption and emission on 
measurements of surface temperatures. They used a statistical 
approach to determine the surface temperature from measure­
ments of spectral radiance at two wavelengths. The ratio 
method was derived from the equation describing the transfer 
of radiation through the atmosphere. It was decided that the 
two approaches were basically different in nature and work 
continued. Later a transformation between the two methods was 
discovered. The transformation showed that the results of the 
two methods are almost identical. However the approach used 
in the ratio method led to a better method of selecting the 
wavelengths to be used and also led to a better understanding 
of both methods. As a result, a more convenient form of 
presenting the results was found, a correction that allowed 
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the method to be applied to extremely hot surfaces such as 
volcanoes was found, and Anding and Kauth's assumption that 
their method resulted in the spectral radiance that would be 
measured at the surface was shown to be true only when the 
surface emissivity is unity. 
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CHAPTER II. LITERATURE REVIEW 
Radiometers permit the remote measurement of surface tem­
peratures if certain conditions are met. First, the tempera­
ture and emissivity of the surface must be constant over the 
area being viewed. A uniform temperature is required because 
most radiometers have a calibration curve of spectral radiance 
that is not linear. As a result, the equivalent temperature 
corresponding to the average spectral radiance of an area with 
a non-uniform temperature will differ from the temperature 
defined by averaging the temperature over the area. The emis­
sivity must also be known as a function of wavelength over the 
spectral region viewed by the instrument. Moreover, the 
effects of atmospheric emission and absorption along the path 
between the target and the instrument must be known. The 
effects of atmospheric absorption and emission between the 
radiometer and the surface can be largely eliminated by 
reducing the distance between the instrument and the surface. 
The Barnes Engineering Company of Stamford, Connecticut 
builds an infrared thermometer that is used widely to make 
measurements of surface temperatures. The infrared thermome­
ter measures radiation in the spectral region from 8 ym to 13 
wm. The actual spectral interval varies from model to model. 
Most authors include graphs of the filter for the model used 
in their studies. The infrared thermometer is often referred 
to as the IRT. 
7 
Conaway (1966) discussed the problems encountered in 
using an IRT to measure surface temperatures. He also com­
pared measurements of the temperature of the soil, obtained 
with a radiometer, with similar measurements, obtained from a 
thermistor at a depth of one half centimeter. Some of his 
data showed errors that he could not explain. In an appendix 
to his thesis and in a later paper (Conaway and Van Bavel 
1967), it was suggested that the errors were due to concentra­
tions of atmospheric ozone in the lower levels of the atmos­
phere. However Idso and Jackson (1968) and Jackson and Idso 
(1969) discovered that the instrument used by Conaway was 
subject to errors caused by heating of the electronics. The 
temperatures at which these errors occurred could have been 
reached when the instrument was exposed to sunlight on a hot 
day. Marlatt (1967) compared IRT measurements of surface tem­
perature with measurements made by thermistors on the surface. 
He did not attempt to compensate for the emissivity of the 
surface and found a difference between the two measurements 
that was only slightly greater than the uncertainty band of 
the radiometer calibrations. 
Conaway (1966), Marlatt (1967), and Lorenz (1966) dis­
cussed the effect of emissivity on the measurements. The 
emissivity is the ratio of the radiation emitted by a surface 
to the radiation that would be emitted by a black body at the 
same temperature as the surface. Conaway compared the temper­
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atures obtained assuming an emissivity of .98 with tempera­
tures obtained assuming an emissivity of 1.0. Assuming an 
emissivity of .98 resulted in temperatures which averaged 0.7K 
higher than the temperatures obtained with an emissivity of 
1.0. Marlatt calculated the effect of emissivity upon surface 
temperatures measured by an IBT and found that a 10 percent 
error in emissivity may result in an error in the measured 
surface temperature of 6-10K. However the error should be 
reduced by reflected sky radiation which he did not consider. 
For typical values of sky radiation, and for emissivities of 
0.925, 0.950, and 0.975, Lorenz (1966) calculated the differ­
ence between the true temperature and the radiation tempera­
ture. For an emissivity of 0.925 and 9 surface temperature of 
20K he obtained errors in measured surface temperature ranging 
from 2K to 4K depending on the type of atmosphere. He ob­
tained larger errors for warmer surface temperatures. 
When the emissivity of a surface is less than one, there 
are two corrections which must be applied to the measured 
spectral radiance in order to obtain the surface temperature. 
The first correction is simply the reduction of energy leaving 
the surface of a body that is not completely black. The other 
correction consists of the radiation, emitted by the air and 
the surroundings, which is reflected from the surface. When a 
radiometer is looking downward on a horizontal surface, the 
first term is larger than the second when the sky is clear. 
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When a low overcast exists the two terms are about equal in 
magnitude and almost cancel. 
Fuchs and Tanner (1966) discussed the problems encoun­
tered when emissivities are less than one. They found that an 
assumed downward flux of 300 w and an assumed surface tem­
perature of 298K resulted in an error of 2.2K when the emis-
sivity was changed from .95 to .98. They also discussed a 
factor that is not mentioned in other papers. The emissivity 
of a surface measured by the IRT is an average over the spec­
tral range of the instrument and is given by 
where E(^) is the energy leaving the surface at wavelength A, 
and e(X) is the emissivity. For the surface E (X) is equiva­
lent to the radiation, at wavelength A, of a black body at the 
temperature of the surface. For the downward flux, the dis­
tribution of energy will not, in general, follow the curve for 
a black body. Since the value of € depends on the spectral 
distribution of energy, and since the distributions of energy 
for the downward flux and the surface are not the same, the 
value of 6 for the surface will not be the same value that 
should be used to determine r from the relationship 
where r, the reflectivity, is defined as the ratio of the 
reflected radiation to the radiation incident upon a surface. 
( 2 . 1 )  
r=l-e ( 2 . 2 )  
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For many surfaces e(X) is nearly constant over the wavelength 
interval and the error involved in assuming that the two 
values of e are equal when calculating the spectral radiance 
of a surface is also small if £(X) is close to one. Fuchs and 
Tanner (1966) showed that by pointing the radiometer at the 
surface of a block of anodized aluminum with a known tempera­
ture, and then at the surface being measured, the downward at­
mospheric flux at the time of measurement can be determined. 
They also developed a method of measuring the emissivity of 
vegetable canopies and found values of .97 for sudangrass and 
alfalfa. 
Buettner and Kern (1965) pointed out that the spectral 
distribution of energy is a function of temperature and that 
values of emissivity averaged over a wavelength interval 
change with temperature. This point was also discussed by 
Conaway (1966). Lenscow and Button (1964) had looked at the 
same effect. However they incorrectly used Stefan-Boltzmann*s 
law 
B(T)=(rT* (2.3) 
to represent the radiative flux received by the radiometer. 
The half-power points of the radiometer they used were 7.7 /um 
and 15 wm. At surface temperatures near 300K about 50 percent 
of the radiation occurs at wavelengths outside the spectral 
range of the instrument. Planck's radiation law should have 
been used as in Marlatt (1967), Conaway (1966), and Lorenz 
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(1966) . 
Buettner and Kern (1965) also measured emissivities. 
They used an emissivity box which consisted of a box with 
silvered sides. The top of the box was grooved and painted 
flat black. The top could be covered by sliding mirrors. By 
maintaining the top at a different temperature from the tem­
perature of the sample, measurements of emissivity can be ob­
tained from a measurement of the spectral radiance made with 
the mirror covering the top, and a measurement made with the 
lid removed. Fuchs and Tanner (1966) pointed out that the 
method used by Buettner and Kern to measure emissivities 
depends on the assumption that the emissivity is a constant 
over the spectral range of the instrument. Thus the emissivi­
ties obtained by Buettner and Kern for certain minerals, such 
as quartz, are likely to be incorrect because the emissivity 
for quartz is not one and varies in value over the spectral 
range of the instrument, Buettner and Kern obtained measure­
ments of emissivities for a wide variety of substances. Water 
had an emissivity of .99, while most mineral substances had an 
emissivity of .90 or less. Conaway (1966), using Buettner and 
Kern's method, found an emissivity of .98 for soil. Other 
measurements of emissivity have been reported by several 
authors. Combs et al. (1965) measured emissivities of various 
types of soils and obtained values that ranged from .95 to 
.985. Lorenz (1966) obtained emissivities of some common 
12 
surface materials which ranged from .973 for a dense lawn to 
.938 for sand. Finally Idso et al, (1969) reported emissivi-
ties of a number of plants. The values ranged from .938 to 
.995. Their emissivities were obtained from measurements of 
single leaves. They pointed out that, due to multiple 
reflections in a plant canopy, the emissivities of plant 
canopies will be higher than the values which they reported. 
To summarize, over water or surfaces covered with vegeta+ion, 
emissivities are .97 or higher and the assumption that the 
emissivity is 1.0 car often give satisfactory results for many 
uses. Over deserts and other areas where mineral surfaces arc-
likely to be exposed, the emissivities are lower and the as­
sumption that the emissivity is one is not valid. 
For a radiometer with a spectral response that is differ­
ent from the 8 um to 13 ym region covered by the TFT, the 
emissivities obtained with the IRT are inadequate. Buettner 
and Kern (1965) measured emissivities for the range from 5 ^ »m 
to 15 jum for quartz, feldspar, dunite, calcite, water, and 
ice. Since the transmissivity of soils and minerals is zero, 
measurements of the emissivity can be obtained from measure­
ments of the reflectivity. Hovis (1966) obtained 
reflectivities of fifteen soils and natural mineral surfaces 
in the spectral region 0.5-22 mm. Reflectivities for fifteen 
additional soils and minerals covering the same spectral 
region were reported by Hovis and Callahan (1966). Dunning 
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and Nicodemus (1965) presented the reflectivities of a number 
of substances, many of which were paints. The substances most 
likely to be viewed from a satellite are leaves, bark, grass. 
Sand No. 113 (Maury Silt loam, Tennessee), and Sand No. 115 
(Dublin Clay Loam, California). The data covered the range 
from 1 /jm to 1U Aim. 
Since a large portion of the earth's surface is water, it 
is important to know the reflectivity of water accurately. 
Querry et al. (1969) measured the optical constants of water 
in order to resolve some of the inconsistencies in the data 
that were available. Fresnel's equations were used to calcu­
late the reflectivity of a plane water surface. Values of the 
reflectivity for a 10° angle of incidence were shown for the 
wavelength region 2 urn to 20 jum. Additional measurements, at 
near normal incidence and at an incidence angle of 53°, were 
taken in the region from 2 /jm to 33 pm. These measurements 
and the optical constants were published by Rusk et al. 
(1971). The reflectivities discussed previously are for pure 
water. Kauth (1965) showed graphs of the reflectivity of pure 
water and of sea water for the spectral region from 2 jum to 14 
Mm. No difference could be detected from these graphs. 
Krcpotkin et al. (1966) measured the reflectivities of dis­
tilled water. Nova River water. Black Sea water and several 
salt solutions. The Black Sea water showed absorption bands 
at 5.25 jum and 7 ym that were not present in the distilled 
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water. No differences were detected in the spectral interval 
from 10 jum to 12 juin. The roughness of the s^a must also be 
considered when determining the reflectivity. Cox and Munk 
(1956) obtained measurements of the reflectivity of solar 
radiation as a function of sea state. The difference between 
various sea states decreased as the viewing angle approached 
the nadir direction. Saunders (1968) examined the effect of 
surface roughness on the reflectivity in the 8.2 wm 
spectral interval. He found no variation of reflectivity with 
sea state for viewing angles which ranged from normal inci­
dence to 45° from the normal. For angles which differ from 
the nadir by more than 45*, the roughness of the surface must 
be considered. 
When comparing measurements of sea surface temperatures 
obtained by a radiometer with sea surface temperatures ob­
tained by other methods, the difference in geometry of the 
water being measured must be considered. Most of the other 
measurements, such as bucket temperatures or thermistor meas­
urements, are an average temperature over some depth, while 
the radiometer measures the temperature of a thin layer at the 
surface. Ewing and McAlister (1960) discovered that a thin 
layer of cool water, caused by evaporation, forms on a water 
surface. They found that the temperature of this layer is 
measured by a radiometer and that this layer may be up to 0.6K 
cooler than the water underneath. Jarvis and Kagarise (1962) 
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compared measurements, obtained with a radiometer and with a 
thermistor, of the surface temperature of a water surface 
covered with a monolayer of film. In some cases they found a 
difference in measured surface temperature of almost 2K. 
Jarvis (1962) found that a monolayer of film can interfere 
with convection at the surface of the water and lead to à 
surface layer that is 0.4K cooler than the water underneath. 
The downward atmospheric flux is an important considera­
tion when calculating the reflected spectral radiance. 
Unfortunately, measurements of the downward flux with IRT in­
struments or instruments with a similar bandpass are 
relatively rare, conaway (1966) made some measurements of 
downward spectral radiance by pointing his instrument in the 
zenith direction. However, Idso and Jackson (1968) showed 
that Conaway's instrument was probably malfunctioning. Idso 
and Jackson examined the problem of variations of radiant 
emittance from a clear sky. They showed that errors in the 
measurement of surface temperatures, due to fluctuations of 
the radiant emittance of a clear sky, are functions of the 
surface temperature and the emissivity of the surface. Their 
results were given in graphical form. For an emissivity of 
.97 or greater and surface temperatures greater tnan 273K, the 
error in the measured surface temperature was less than ±2K. 
The results were based on the assumption that the average sky 
emissivity was known. Lorenz (1966) obtained a graphical 
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relationship between the vertical spectral sky radiation along 
the zenith and the total spectral sky radiation. Gorodetskiy 
and Filippov (1968) measured the emissivity of a snow surface 
and the radiation temperature of the sky as a function of 
angle. The emissivity of the snow varied little with angle, 
indicating that snow acts as a diffuse reflector. For a 
diffuse reflector the radiation temperature of the whole sky 
must be known in order to calculate the reflected radiation. 
The authors found that the spectral radiance measured at an 
angle 30° from the zenith was equal to the average spectral 
radiance of the whole sky. Saunders (1968) measured the radi­
ance of the sky as a function of angle on a clear summer day 
and a clear winter day. The measurements covered zenith 
angles ranging from 90® to 60°. The values of spectral radi­
ance were -greater near the horizon than near the zenith. The 
values for the summer day were larger than the values for the 
winter day because of the warmer atmospheric temparatures and 
because of the increased optical depth due to the larger water 
vapor content. 
When measurements of surface temperatures are made from 
an aircraft or a satellite, a new problem is encoun+ered. The 
so called "atmospheric window" at 8-13 jum is not "clean" be­
cause absorption and emission of radiation occur along the 
path between the target and the instrument. 
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Harlatt (1967), using a hand-held IRT, made measurements 
of the surface temperature from an aircraft at 12,000 feet 
over the Pawnee National Grasslands. Simultaneous measure­
ments of the surface temperature were made with a thermistor 
network on the ground. Flights were made both during the day 
and at night. Most of the time he found a reasonable 
agreement between the two temperatures. At night he found 
large errors when fog or haze was present. During the day the 
agreement between the two temperatures was within 2K for most 
cases. However, there was a trend towards larger differences 
as the surface temperature increased. Also, some of the 
errors were as large as 10K. Another set of measurements was 
made over the Amargcsa Desert with a 10,000 foot vertical 
path. The trend toward larger differences in the two measure­
ments as the surface temperature increased was even more 
apparent in this set of measurements. Both sets of measure­
ments were taken over areas where the air is normally ra+her 
dry. No measurements of relative humidity were given, but the 
results were probably better than they would have been had the 
results been obtained in other parts of the United States 
where the humidity is higher. 
Menon and Rogotzkie (1967) discussed measurements of 
surface temperature obtained from IRT measurements over Lake 
Michigan. They took measurements at 1000 foot intervals above 
the lake surface at elevations ranging from 1000 feet to 
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10,000 feet above the surface of the lake. They found that 
the radiation temperature of the target decreased with 
altitude due to atmospheric attenuation. There were also 
large variations in the decrease of radiation temperature with 
height along a twenty mile track. These variations showed 
that spatial variations in atmospheric attenuation can occur 
over relatively small distances, and corrections for atmos­
pheric attenuations based on nearby radiosonde data arp not 
always correct. They calculated corrections for atmospheric 
absorption and emission based on radiosonde data near the 
flight path. At heights of 10,000 feet, the measurements of 
surface temperatures were within ±1.0K of the measurements at 
1000 feet when corrections based on the calculated atmospheric 
emission and absorption were applied to the measurements. 
Fujita et al. (1968) used an IPT to measure surface 
radiation temperatures from an aircraft over the Mount Fuji 
and Tokyo areas. They calculated the equivalent black body 
temperature for an aircraft at various altitudes. Different 
surface temperatures were considered. The difference between 
the measured temperature and the surface temperature was shown 
to be a function of the surface temperature as well as the 
aircraft height. A method of correcting the measurements was 
developed. It was based upon a crossover tempera+ure and a 
damping factor. The crossover temperature is the temperature 
for which tho radiation absorbed by the atmosphere is equal to 
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the radiation emitted by the atmosphere. The damping factor 
can be obtained from measurments of the temperature difference 
of two areas on the surface. It is the ratio of the tempera­
ture difference measured with the radiometer at aircraft 
altitude to the temperature difference at the surface. If the 
crossover temperature and damping factor are known, the 
radiometer readings can be corrected for atmospheric effects. 
However, the crossover temperature and damping factors are 
both a function of the atmosphere and the height of the 
aircraft, and an atmospheric sounding or a measurement of at 
least three areas with known surface temperatures is needed to 
determine these two quantities. 
Gorodetskiy et al. (1967), using a SA-II A radiometer 
which measures radiation in the 8-12 wm wavelength region, 
measured surface radiation temperatures as a function of 
height. They also calculated radiation temperatures as a 
function of height and obtained average differences between 
their measured and calculated curves that were as large as 
2-3K. They attributed the difference to an insufficiently ac­
curate calculation of atmospheric absorption. However, they 
did not explain why their calculated and measured radiation 
temperatures did not agree at the lowest flight level shown, 
which from their figures appears to be less than 100 meters. 
At this level they should agree, ^ nd such a shift would have 
reduced part of the difference. Migulin (1968) made similar 
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measurements with an instrument which measured radiation in 
the 10-12 ym region. This instrument was less affected by at­
mospheric absorption and emission. In contrast to the meas­
urements reported by Gorodetskiy et al. (1967), the surface 
temperature as measured by the radiometer was almost indepen­
dent of height. However, the author also pointed out tha+ the 
measurements were taken during an atmospheric inversion when 
emission by the atmosphere would almost compensate for atmos­
pheric absorption. Measurements taken in an atmosphere with 
normal lapse rates would have provided a better test of the 
instrument and method. Gorodetskiy et al. (1970) reported 
some results made with an instrument measuring radiation in 
the 10-12 jjim region. Measurements were taken both from an 
aircraft and from a satellite. Aircraft measurements were 
also taken with an instrument which measured radiation in the 
8-14 ym spectral region. The surface radiation temperatures, 
as measured by the satellite, were 10-15K lower than the 
actual surface temperatures. The authors stated that the dif­
ference may have been due to an atmospheric aerosol near the 
tropopause. It is also possible that the discrepancy may have 
been due to absorption by atmospheric gases. The 9.6 pm band 
of ozone causes some absorption in this region. COg also has 
weak absorption band near 10.U pm. Calculations performed in 
this study indicate that a difference of 10K, between the 
actual surface temperature and the surface temperature as 
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measured by a satellite, is not unreasonable considering the 
average atmospheric transmissivity in the 10-12 wavelength 
region. 
Weiss (1971) measured the radiometric surface temperature 
as a function of height for the spectral intervals 8-14 pm and 
10-12 )j(m. He confirmed Migulin's (1968) results. Atmospheric 
absorption and emission had smaller effects on the measure­
ments obtained with the 10-12 /^m filter. Hovath et al. (1970) 
examined the change with height of the contrast between two 
targets . They pointed out that the difference in spectral 
radiance of two targets, viewed through the same atmosphere, 
must decrease with height or at the most remain constant. 
This is also generally true for a difference in measured 
equivalent black body temperature. However, the equivalent 
black body temperature is not a linear function of the spec­
tral radiance. It is theoretically possible to have a de­
crease in spectral radiance difference result in an increase 
in surface temperature difference if the average value of the 
spectral radiance decreases sufficiently. The surface temper­
ature difference usually decreases with height, but not as 
fast as the difference in spectral radiance. 
Radiometers on aircraft and satellites have been used to 
study sea surface temperatures. Clark (1967) gave a compre­
hensive discussion of the problems involved. Warnecke et al. 
(1971) described the use of Nimbus II High Resolution Infrared 
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Radiometer data to locate ocean current boundaries and provid­
ed a comprehensive bibliography. Numerous other articles com­
paring remotely sensed sea surface temperatures with other 
measurements have been written (Curtis and Rao 1969,Greaves et 
al.1966, Harris and Stavoropoulos 1967, La Violette and Chabot 
1968, Wilkerson 1967, and Allison and Kennedy 1967). A com­
plete literature survey of this topic covering the period from 
January 1962 to February 1970 has been prepared by the Scien­
tific and Technical Information Division of the National 
Aeronautics and Space Administration (1970) . 
It is generally recognized that remote measurements of 
surface temperatures can be corrected for atmospheric emission 
and absorption provided that the temperature of the atmosphere 
and its composition are known as a function of height. If the 
atmospheric temperature and composition are not known, a cor­
rection based on average atmospheric conditions can be applied 
to the measurememts to reduce the error that results from 
ignoring atmospheric effects. Of course measurements of spec­
tral radiance at a number of wavelengths can be used to deter­
mine the temperature structure and composition of the atmos­
phere, and the temperature of the surface, as was demonstrated 
by Conrath et al. (1970) . The atmospheric temperatures can 
also be obtained using other inversion techniques. Wang 
(1970) discussed the inversion techniques that had appeared at 
that time, and Smith (1970) has since improved a technique de-
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veloped by Chahine (1970). All of the techniques require 
large amounts of computer time to obtain the temperature 
profiles. For many applications the surface temperature may 
be the only parameter desired. 
Smith et al. (1970) developed a method of correcting 
measurements of sea surface temperature made by the Nimbus II 
High Resolution Infrared Radiometer for atmospheric effects. 
The correction is based on a statistical relationship between 
the measured surface temperature and the actual surface tem­
perature. Using this method, they obtained an rms error of 
1,7K for the cases studied. 
A new approach to the problem of correcting satellite 
measurements of spectral radiance for atmospheric absorption 
and emission was taken by Anding and Kauth (1970). Measure­
ments of spectral radiance were simulated for various wave­
lengths. Measurements at two wavelengths were used to deter­
mine the surface temperature. They found some pairs of wave­
lengths for which values of spectral radiance for a constant 
surface temperature and different atmospheres resulted in a 
nearly straight line when plotted with values of spectral ra­
diance at one wavelength as the abscissa and values of spec­
tral radiance at the other wavelength as the ordinate. Other 
wavelength pairs departed significantly from a straight line 
relationship. They picked the wavelength pair with the 
smallest rms deviation from a straight line fit. They ob-
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taired an rms error of ±0.15k. The statistical method used by 
Anding and Kauth did not provide any physical insight into the 
problem or give any reason why some wavelength pairs worked 
better than others. 
In order to calculate the absorption and emission of the 
atmosphere, the transmissivity of the atmosphere must be 
known. Discussions of the absorption and emission by atmos­
pheric gases and band models used for calculations of atmos­
pheric transmissivities are contained in Chapters 3, 4, and 5 
of Goody (1964), and in reports written by Plass and Yates 
(1965), and Kunde (1967). Parameters and equations for 
calculating atmospheric transmissivities in the infrared were 
given by Moller and Raschke (1964). This model was first used 
for the calculations in this report. The model includes ab­
sorption due to the 15 jjm band of CO^, but does not include 
CO2 absorption below 12.5 m®. For this study a model was 
needed that included the absorption due to COg in the water 
vapor window from 8 jam to 12 wm. The model presented in 
Anding et al. (1970) included the absorption due to COg in 
+his spectral region and was used in the latter part of this 
study. The model given in Anding's report was based upon work 
dore by Altshuler (1961), who used the measurements of absorp­
tion by atmospheric gases obtained by Howard et al. (1955). 
Additional measurements at smaller concentrations and 
pressures were published later (Burch et al. 1962). 
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McClatchey et al. (1970) revised Altshuler's method using more 
recent measurements of atmospheric absorption. Golubitskiy 
and Moskalenko (1968) obtained analytical expressions for the 
spectral transmission of atmospheric gases, based on measure­
ments they had performed. A comparison of various methods 
used to calculate atmospheric transmissions was given by 
Moskalenko and Mirumyants (1970). They found that the empiri­
cal method gave better results than methods based upon band 
models. The accuracy of the empirical method was found to be 
5 percent to 7 percent for resolutions ranging from 5 cm~* to 
20 cm-i. For more accurate results the direct, line by line 
integration technique should be used. The direct integration 
technique is discussed by Drayson (1966) and Kunde (1967). 
Recently (Andreyev and Galtsev, 1970, and Conrath et al. 
1970) it has become apparent that the absorption in the window 
regions is not well understood. Burch (1969) has measured ab­
sorption by COg in the spectral region from 780 cm-i to 900 
cm-i and by water vapor in the spectral region from 800 cm~^to 
1250 cm-i. The measurements that have been discussed were ob­
tained using absorption cells in a laboratory. 
Measurements of attenuation obtained in the atmosphere 
are useful in order to serve as a comparison for the attenua­
tion predicted by band models. Measurements in the atmosphere 
have been performed by Yates and Taylor (1960) and Streete 
(1968). McCoy et al. (1969) measured the attenuation of COg 
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lasers at 9.55 urn and 10.59 jum using an absorption cell and 
obtained expressions giving the transmittance for these wave­
lengths. 
Additional measurements of atmospheric and surface tem­
peratures have been made using the 4.3 urn COg band and the 
window region at 3.8 ym. Chahine (1970) used an inversion 
method he developed to invert for atmospheric temperatures. 
He also obtained the height of the surface of clouds in the 
field of view of the radiometer. Hi s method is computational­
ly rapid, using only three seconds of computer time on an IBM 
7094. Shaw et al. (1970) reported measurements obtained from 
a balloon flight using a grating spectrometer to obtain 
measurements in the 2160 cm—i and 2655 cm—*. Transmissivities 
in these regions were .85. They compared surface air tempera* 
tute measurements with radiometric temperatures and concluded 
that the effects of surface emissivity and atmospheric attenu­
ation were small. However, tjiey did not compare their meas­
urements with measurements of the actual surface temperatures. 
They also showed absorption by atmospheric gases in this 
region. The gases which absorb in or very near this region 
are CH*, N^O, Ng, and COg. Transmissivities in this region 
should be relatively constant, since these gases have constant 
mixing ratios in the atmosphere. 
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CHAPTER III. RADIATIVE TRANSFER 
The infrared spectral radiance emerging from an earth-
atmosphere system will consist of radiation reflected from the 
surface, radiation emitted by the surface layer, and radiation 
emitted by the atmosphere. To simplify notation, these terms 
will be discussed separately. In order to evaluate these com­
ponents at the top of the atmosphere, the change in spectral 
radiance within the atmosphere must be known. Following the 
development on page 5 of Chandrasekhar (1960), at wavelength A 
the change in intensity, due to absorption, of a beam of 
radiation traveling through a layer of atmosphere with 
thickness ds, mass absorption coefficient K(A) , and density ç 
is given by 
dI{X)=-K(A)pI(X)ds. (3.1) 
According to Goody (1964, pages 31-33) the atmosphere may be 
assumed to be in local thermodynamic eguilibrium below 50 
kilometers. Making this assumption, the change in intensity 
due to radiation emitted by an atmosphere at temperature T is 
given by 
âI(X)=K(X)^B(A,T) ds (3.2) 
where B(X,T) is the black body radiation given by Plank's law 
B(X,T) = (2hc2A-5)/(exp(hc/AKT)-1) . (3.3) 
Combining (3.1) and (3.2) gives 
dl (A)/ (K (A)()) = (B (>,T) -I (X) ) ds. (3.4) 
For a plane parallel atmosphere it is convenient to measure 
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distances along the local vertical which gives 
coseds=d2 (3.5) 
where dz is the local vertical and e is the angle between ds 
and dz. If the normal optical thickness is expressed as 
T(A)= K(A)pdz (3.6) 
7 
then (3.4) car. now be written as 
dI(X) = (B(X,T)-I(X))secBdT. (3.7) 
Multiplying (3.7) by exp(rsecG) and integrating gives 
'ts sece 
(exp (rsece) dl (>) +I (X )  exp (rsece) secedr) = 
0 
rTgSec© 
\ B (X,T) exp (Tsece) secedr. (3.8) 
J 0 
where is the optical thickness at the surface. 
This may be evaluated to give 
rTjSec 
I(A)=lL(X)exp(?ssece)-\ B (X,T) exp (rsece) secedX (3.9) 
Jo 
where Ij is the incident radiation at the lower boundary. In 
(3.9) distances are measured positive upward from the surface 
of the earth. It is more convenient to measure distance 
downward from the satellite as positive. Thus the sign of f 
is changed and (3.9) becomes 
I  ( X )  =I i  (X)  exp  ( -TgSe c e )  +  
•Ts sec© 5 B (X»T) exp (-rsece) secedX. (3.10) 0 
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For a satellite viewing in the nadir direction, the secant of 
e is one and (3.9) becomes 
I (A)=Ii (X)exp(-T^) +('^^B(>,T)exp(-T) dT. (3.11) 
JO 
However, (3.10) and (3.11) are valid only for monochro­
matic radiation. Values of spectral radiance are averages of 
intensities over a wavelength interval. Band models, such as 
the ones discussed in Chapter 4 of Goody (1964), can be used 
to calculate average transmissivities over a spectral inter­
val. In order to use band models, (3.10) and (3.11) must be 
transformed to a form with transmissivity as the variable. 
The transmissivity between the satellite and a level of the 
atmosphere with optical depth T(A) is given by 
t (A)=exp(-T(A)sec(a) ) (3.12) 
and thus 
secedT(>s) =dt (A)/exp (-T(X) sece) . (3.13) 
Using (3.12) and (3.13) to eliminate T(A) from (3.10) gives 
I(X)=Ii, (A)t5(A)+f^ B(A,T)at(%). (3.14) 
In (3.14) t^()^) and dt (A) are measured from the satellite. 
Average values of t^(X), given by band models and denoted by 
t j Q^) , can be used to calculate the average intensity over a 
spectral interval using (3.14). The integral on the right 
hand side of (3.14) is the contribution of the atmosphere to 
the spectral radiance measured at the top of the atmosphere. 
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consists of radiation reflected and emitted by the 
surface. The average emitted spectral radiance for a wave­
length interval is given by 
Il Û)=e(X) B(Â,Tg) (3.15) 
where e(X) is the average emissivity of the surface and 
b(%,Ts) is the black body spectral radiance given by Planck's 
radiation law. 
The reflected component of spectral radiance depends upon 
the surface. Most natural solid surfaces reflect diffusely. 
However, calm water reflects specularly, and a rough water 
surface is somewhere between. For specular reflection the 
reflected radiation is given by 
Ir{>)=lNl)r(X) (3.16) 
where I* ()\) is the spectral radiance measured in the zenith 
direction and r(X)is the reflectivity of the surface. For 
diffuse reflection the downward flux must be considered. The 
downward flux is defined as the rate of flow of radiant energy 
across a unit area per unit wavelength interval and the 
downward flux is the net flux across a horizontal surface in 
the downward direction. The net flux will be given by F*(X). 
One should note that in another commonly used notation, + he 
same quantity is given by7F*(%). Assuming the reflectivity 
to be Lambertian, the reflected spectral radiance will be 
Ir (T) =F(X) r (T) /T. (3.17) 
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For monochromatic radiation, and when local thermodynamic 
equilibrium exists between a radiating surface and the atmos­
phere, Kirchhoff's law states that the absorptivity of the 
surface is equal to the surface emissivity, where the absorp­
tivity is the ratio of the radiation absorbed by a surface to 
the total radiation incident upon a surface. Since the trans-
missivity of the surface is zero, the reflectivity of the 
surface is then given by 
r(A)=1-€:(A). (3.18) 
Conaway <1966) calculated the error involved in assuming that 
Kirchhoff's law is valid for the case of a wavelength of 8.0 
ym, a surface temperature of 350K, and an atmospheric tempera­
ture of 150K. This error was less than .006. However, when a 
wavelength interval is considered, the average absorptivity is 
given by 
__ r^2 
a(A)= a(X)I(A)dA/( ' I (X) dX) (3.19) 
where I(X) is the radiation incident on the surface. The av­
erage emissivity is given by 
e(A)= e(X) B(X,T^)d)i/( B(X,Ta)dX. (3.20) 
Xf Àf 
A difference between e.(X) and a (X) will occur when 
B (X,T^ ) and I(X) are different functions of X, unless e(X) and 
a(X) are constants between A| and Xg. For the same reason, 
the value of t (X) for the radiation emitted from the surface 
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may not be the same as the value of t (X) for the reflected 
radiation. For sufficiently narrow spectral intervals, the 
error in assuming that e(X) and a(X) are equal can be ignored. 
Also the reflected radiation will be 10 percent or less of 
the total measured spectral radiance, even for most minerals. 
For water and vegetation the total reflected radiation will be 
less than 3 percent of the measured spectral radiance, and the 
values of e("X) and t(X) for the reflected radiation can be 
assumed to be equal to the values for the emitted radiation. 
The measured spectral radiance can now be written as 
I (Â) =e(Â) B (Â,T5) ts (X) + (1- e(\) p: (X) t^ (X) /r  
+ r _ B(X,T)dt(X) (3.21) 
-'ts (A) 
for the case of diffuse reflectance, and 
I (A) = 6(Â)B(X,T^)ts (X) + (1-6(X))I^(Â)t_(X) 
*{ B(X,T)at(Â) (3.22) 
J (X) 
for the case of specular reflection. Since the intensity of 
the sky radiation injthe window regions increases toward the 
horizon due to the longer path through the atmosphere, the 
value of F*(X)/Twill be larger than I'*'(X) . 
For some purposes the eraissivity can be assumed to be 1.0 
and (3.21) and (3.22) become 
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I(A)=B(A,T5)t, (A)+\ __ B(A,T)dt (A) . (3,23) 
It is instructive to consider this simple case. For a 
given atmosphere the integral on the right hand side of (3.23) 
is a constant and is independent of the surface temperature. 
For a finite spectral interval t^(» is a slight function of 
temperature, but for sufficiently small temperature changes it 
can be assumed to be constant also. The ratio I (A) / (B (A,T^) ) 
is given by 
I (I) /B (Â,Tj) =ts (X) +d/B Û^T^) (3.24) 
where d is the value of the integral on the right hand side of 
(3.23). The ratio is a function of the surface temperature, 
and is not a constant for a given atmosphere as has been sug­
gested by Gorodetskiy et al. (1967) . However, (3.24) does 
agree with the results obtained by Fujita et al. (1968) . 
Fujita's crossover temperature is obtained when I (X) and 
B("ÂrTg) are equal and is given by (1-tg(A))d. Fujita's 
damping ratio is t^ (*X) • The value of d varies with different 
atmospheres. Using only one channel to measure surface 
radiation temperatures, it is impossible to obtain an estimate 
of the value of d. However the value of d can be assumed to 
be the value obtained from an average atmosphere. The result­
ing correction for atmospheric effects on radiometric surface 
temperatures is the most accurate correction that can be made 
using information from a single channel. This is essentially 
the approach used by Smith et al. (1970). 
It is also obvious from (3.23) that the difference in 
spectral radiance measured by an aircraft flying at two dif­
ferent heights will be determined by the integral on the right 
hand side of (3.23) evaluated at the two heights. The value 
of the integral is largely determined by the temperature 
structure of the atmosphere. As a result, the shape of a plot 
of measurements of surface temperature versus height will be 
largely determined by the shape of a plot of temperature 
versus height. Weiss (1971) evidently obtained some measure­
ments when the atmospheric temperature profile decreased 
smoothly with height and suggested, incorrectly, that measure­
ments of radiometric temperature at two heights could be ex­
trapolated to the surface to obtain the surface temperature. 
In order to gain some physical insight into the effect of 
atmospheric absorption and emission on remote measurements of 
surface temperatures, consider an atmosphere over a land 
surface. The surface of the land will heat during the day and 
cool at night. The lower levels of the atmosphere will also 
heat and cdol, but the primary mechanism for heating and 
cooling of the lower atmosphere is convective heat transfer 
from the lower surface. Since the heating and cooling is 
largely confined to the lower atmosphere, the change in the 
amount of radiation emitted by the atmosphere will be small 
compared to the change in radiation emitted by the ground. 
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Along the path from the surface to an instrument the amount of 
radiation absorbed by the atmosphere is usually less than the 
amount emitted. The largest atmospheric attenuation of the 
measured spectral radiances will then be associated with the 
warmest surfaces. A tendency for larger errors to be associ­
ated with the warmest surface temperatures was noted in the 
results obtained by Marlatt (1967). It is also possible for 
the error in the measured +5mperature difference between two 
areas to be larger than the error in the either of the two 
measured surface temperatures. 
Several authors (Smith 1970, Conrath 1959, and Chahine 
1970) have advocated using measurements of spectral radiance 
to determine the distribution of gases in the atmosphere, pro­
vided that the temperature distribution is known. However, 
under certain atmospheric and surface conditions it is impos­
sible to measure the amount of the absorbing gas. Consider a 
surface covered by an isothermal layer of atmosphere. If the 
layer and the surface are at the same temperature, it can be 
seen from (3.23) that no change will occur in the radiation 
traveling through the layer. In fact, the layer and the 
surface could be replaced by a new surface at the top of the 
layer and no change would occur in the emitted radiation. In 
order to measure the amount of absorbing gas in the layer, 
there must be a temperature difference between the surface and 
the layer. Since the atmosphere normally cools with height in 
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the lower levels of the atmosphere, when a temperature 
inversion occurs there will be some level above the surface 
where the air temperature is the same as the temperature of 
the underlying surface. In such cases it is impossible to 
measure the water vapor in the lower levels of the atmosphere. 
This is the reason that Conrath (1968) was unable to invert 
for water vapor using a winter polar temperature profile. 
Also measurements of water vapor from spectral radiances will 
be more accurate when the measurements are taken in the after­
noon when the surface temperature is near its maximum value, 
rather than at night when low level inversions often develop. 
It is also interesting to note that even when the surface and 
the isothermal layer are at different temperatures, only the 
total amount of absorbing gas in the layer can be determined. 
The gas can be shifted about within the layer without 
affecting the outgoing radiation. 
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CHAPTER IV. METHOD 
This section discusses a method that can be used to 
reduce the effects of emission and absorption by atmospheric 
gases upon measurements of the spectral radiance of the 
earth's surface from a satellite. The ratio method is an 
adaptation of a method commonly used to determine the solar 
constant. In the visible wavelength region, absorption by the 
atmosphere can be neglected and the attenuation of monochro­
matic intensity by the atmosphere is given by Beer's law in 
the form 
I{A)=Io(A)exp(-r(X)secô) (4.1) 
where I,, (A) and I(X) are the incident and measured monochro­
matic intensities respectively, T(X) is the optical depth, X 
is the wavelength being considered, and e is the angle that a 
line between the observer and the sun makes with the local 
zenith. Taking the natural logarithm of both sides of (4.1) 
results in 
In I(X)=ln I«, (X)-r(X) sece. (4.2) 
If T(A) remains constant during a day, measurements of 1(A) 
reflect the diurnal variation of ©. A plot of In I(X) versus 
T(X) secô will be a straight line and the value of In I (X) at 
the intercept (T(X)sece=0) will be equal to In I^ (X) . In 
order to measure the temperature of the earth from a 
satellite, measurements of infrared spectral radiance in the 
more transparent regions of the earth's atmosphere, near 4 jum 
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and between 8 jtim and 13 /jm# are used (cf. Goody 1964 and Menon 
and Ragotzkie 1967). The spectral radiance is an average in­
tensity obtained by integrating the monochromatic intensity 
over the wavelength interval and viewing angle of the instru­
ment. In these spectral regions, the scattering of radiation 
by the air molecules is small and can be ignored. The attenu­
ation of radiation is caused primarily by absorption due to 
atmospheric gases. Since these gases also emit radiation, the 
radiation emitted by the atmosphere can no longer be ignored. 
Another problem that occurs when a satellite looks at the 
surface of the earth is that the fmissivity of the surface is 
a function of the angle e, where e is now the angle between 
the local zenith and a line from a point on the earth to the 
satellite. To avoid the problem of having to determine the 
change of emissivity with 8, the optical depth will be changed 
by changing the wavelength rather than 6. The spectral radi­
ance that would be detected by a satellite viewing diffuse 
surface is given by (3.21). It is convenient to write (3.21) 
as 
The term in square brackets on the right hand side of (4.3) 
represents the spectral radiance which would be measured by a 
T (X)  = [ e (A)B(h ,T2)  +  ( 1 - £ (A)  )  (A)  ] t a (X)  
(4.3) 
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radiometer at the surface. Denoting this quantity by 
(4.3) can be written as 
Defining B{X,T!q) as the black body radiation for the atmos­
phere at some average atmospheric temperature T3 , (4.4) 
becomes 
Table 1 shows values of Tg at several wavelengths for a 
typical atmosphere. Values of Tg vary from 274K to 286K, but 
there are wavelengths with values of Tg that are about the 
same. For instance, the values of Tg at 10.44 wm and 11.50 wm 
differ by only 0.4K. The reason that the values of T^ at dif­
ferent wavelengths are the same value can be seen from 
considering (3.23) and Figure 1. In the second term on the 
right hand side of (3.23), the amount of radiation coming from 
a layer with temperature T is weighted by the factor dt (X) . 
For two wavelengths where dt (A,) and dtfAg) are related such 
that dtfAg) equals a constant times dt(A,) for every pressure 
level in the atmosphere, then the values of T^ for the two 
wavelengths will be identical. Figure 1 shows a curve of t(Â) 
versus pressure for the wavelength pair 10.44 ijro and 11.55 |im. 
The dots are obtained by multiplying the curve at 10.44 ym by 
a constant. The slopes of the curves come very near to being 
(4.4) 
I (A) =Is (A) tg (A) +B(A,Ta) (1-ts (A) ) . (4.5) 
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Table 1. Values of average atmospheric temperature and 
transmissivity versus wavelength for atmosphere 
number 32 
Wavelength (ym) 
Coji 
_Tc?nsmissivit2 
HjO Total 
Ta (OR) 
9-130 0.9837 0.7570 0.7447 284.7 
9.220 0.8750 0.7675 0.6715 279.2 
9.310 0.6399 0.7787 0.5372 276.8 
9. 335 0.6899 0.7883 0.5438 276.7 
9.398 0.7946 0.8100 0.6437 276.9 
10.29 0,7012 0.9283 0.6509 274.3 
10.44 0,8789 0.9275 0.8152 275.2 
10.55 0.7020 0.9257 0.6499 274.2 
10.90 0.9837 0.9173 0.9023 285.3 
11. 50 0.8315 0.8904 0.7404 274.8 
11.67 0.7724 0.8816 0.6809 275.8 
^Calculated from knding's unsmoothed COg transmissivitie? 
(see the Appendix) 
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related by a constant multiplier, especially in the lower 
regions of the atmosphere from which most of the atmospheric 
radia+ion is emitted. For another pair of wavelengths for 
which values of t (X) would approach 0.5, curves similar to 
those shown in Figure 1 would change curvature. If the values 
of t (X) for one of a wavelength pair is 0.5 or less, the 
slopes of the curves for two wavelengths can be related by a 
constant multiplier only if values of t(X) for the two wave­
lengths are the same. However wavelength pairs for which 
values of t (X) are the same can't be used in the ratio method. 
Assuming that the values of Tg for two wavelengths are equal, 
(4,5) can be written for the two wavelengths as 
I (Âi ) =1^ (Xi ) 15 (X, ) +B (X, ,Ta ) (1-ts(Xi)) (4.6a) 
I (Xg) =Is (%2) tg (Xg) +B (Xgf Ta) (l-t^tXg)). (4.6b) 
In order to compare !(&,) and I (X^) / they must be con­
verted to equivalent temperatures. The equivalent temperature 
is defined as the temperature of a black body which would give 
the same value of spectral radiance as the measured value. 
For monochromatic radiation, the equivalent temperature is 
found by solving (3.3) for T. when the radiation is an aver­
age over a spectral interval, calibration curves for the 
radiometer should be used in place of (3.3). However, for a 
narrow spectral interval (3.3) can be used twice to transform 
the terms of (4.6b) to values having the same equivalent tem­
perature at wavelength A,. The terms at which are 
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transformed to values at will be called equivalent values 
to distinguish them from the actual measurements at . For 
narrow spectral intervals the equivalent values of and 
are given by 
J2)=2hc2ÂrV([2hc2Â2-V(I + -1) • (%.?) 
The equivalent value of BCXgrTg) is B(Ai,Ta). The equivalent 
value of Ig ) is equal to Ig(X,) when the emissivity of the 
surface is one. Values of emissivity for vegetation and water 
are greater than 0.97, while values near 0.90, or even lower, 
are typical of minerals which are found in some desert areas. 
Assuming that the emissivity is close enough to one that the 
error in assuming the emissivity to be one can be neglected, 
then Ig (Â^) and the equivalent value of (Âg) will be the 
same. The case for a surface emissivity not equal to one will 
be examined in Chapter V. 
When the value of ) and the equivalent value of 
Ig(Ag) are the same, (4.6b) can be written in terms of equiva­
lent values as 
Ie(Xi/Â2)=Is(Ti)t5();2)+B(Âi,Ta) (l-t^Ûg)) . (4.8) 
Elimination of B(A,,Ta) in (4.8) and (4.6a) gives 
l5(Âi)=I(Âi )+[!(>,l-IefXi/Xg) ](1-t5(X^))/ 
(ts(Â^)-ts(X^)). (4.9) 
Values of ) can be determined from (4.9) and measurements 
of spectral radiances at and provided that tgd^,) and 
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are known. However, upon setting 
o< = (1-t5(>^))/(1-t5 (I^)) (4.10) 
(4.8) becomes 
Ig (Âi ) =I (1i ) +[ I (Xi ) -le (Xi fXg) (^*.11) 
and only the ratio at needs be known. 
Since IgÔÏ^) can be found when « is known, it is impor­
tant to know how ct, varies as atmospheric conditions change. 
The transmissivity of the atmosphere is determined by the ab­
sorption of gases with a constant mixing ratio (defined as the 
ratio of grams of gas to grams of air), such as COg, NgO, CO, 
CH^ and gases which have a mixing ratio which varies with time 
and space, such as HgO and 0^. In the 8 wm to 13 ym region 
the effect of aerosols is small. According to Table 5 of 
McClatchey et al. (1970), at 10.591 yra, absorption coeffi­
cients for aerosols are comparable in magnitude to the absorp­
tion coefficients for atmospheric gases only for a hazy, 
subarctic winter atmosphere and only in the lower levels of 
the atmosphere. For a clear atmosphere, or one that is more 
moist, the absorption coefficients for atmospheric gases are 
at least an order of magnitude greater than the scattering and 
absorption coefficients for aerosols. If the transmissivity 
of the aerosols is known for average conditions, it can be in­
cluded as part of the transmissivity of the permanent gasses. 
For the moment, the atmospheric aerosols will be ignored. 
Their effect upon the ratio method will be examined in Chapter 
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V. 
In regions of the atmosphere where the transmissivity is 
determined by the uniformly mixed gases and the absorption of 
the variable gases is small, changes in the transmissivity 
will be due to the effects of pressure and temperature. For 
two different wavelengths in the same absorption band, these 
effects are proportional to the absorptivity of the atmos­
phere, given by (1-t(T)), and ck is nearly constant. However, 
absorption by water vapor is important over most of the 
infrared region of the atmosphere and cannot be ignored. Let 
^•sp ÔÔ be the transmissivi+y of the permanent gases and tgy (A) 
be the transmissivity of the variable gases. The total trans­
missivity is then given by (cf. McClatchey et al. 1970) as 
+ s(Â)=t5p (X)tgy (1) . (4.12) 
One can define a constant (3 by choosing two wavelengths such 
that the conditions 
l-ti-p (T,)=P(1-+sp (I2)) (4.13a) 
1-W (Â,)=|3(1-tsv (>2)) (4.13b) 
hold. The value of «x obtained by substituting (4.13a), 
(4.13b), and (4.12) into (4.10) will then be given by 
— o(=1-(1-^[ 1-tgy(%2) ]) (1-^[1-tap (Tg) ])/ 
(Xg) ]) (1-[1-tsp (Xg) ]) . 
The smallest value of tg is 0.7 and t^p and t^y are even 
larger for the wavelengths considered. Neglecting terms such 
as (l-tgytX)) (l-tgp(X)) as being small compared to either 
U 6  
( (X) ) or (l-tgpCX)) in both the numerator and the 
denominator, (4.14) becomes 
(4.15) 
and the value of «x is independent of the amount of water vapor 
present. Under these conditions the changes in of due to the 
effects of pressure and temperature will be small compared to 
the value of «x, and a good estimate of the value of Tg(A,) is 
given by (4.11). For calculations, it is convenient tq define 
y=*/(1-a). (4.16) 
Using (4.16) to replace o( in (4.11) gives 
IsÔi^)=I (Âl) + (I(X^)-Ieâi/Xa)) . (4.17) 
A sample calculation follows. The spectral radiance pro­
duced by atmosphere number 32 for a surface temperature of 
300K is 9.206x10+7 cm-'^sr" *MM-1 at 10.44 ym. At 11.55 um, 
the spectral radiance is 8.451x10+? JLIW cni~2sr-*ym-*. Figure 2 
shows that the spectral radiance at 11.55 um corresponds to an 
equivalent temperature of 293.2K and an equivalent value of 
spectral radiance of 8.81x10+? yw cm-zsr-iwm-i at 10.44 wm. 
Using 1.812 as the value found for ^ (4.17) gives 
Is^l) = (^'206+1.812x(9.206-8.81) ) 
xlO+7 cm~2sr"~*^m-i (4,18) 
which results in a value of 9.923x10+? cm-^sr-i^m-i for 
Ig(X|). The corresponding value of the surface temperature is 
300.7K. The computer gave 299.96K as the result of (4.17) for 
the same case. Most of the 0.7K difference between the two 
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values is due to the limited accuracy of Figure 2 which was 
used to obtain the equivalent spectral radiance and tempera­
ture. 
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CHAPTER V. BESDLTS 
Results Using a Simple Atmospheric Model 
In order to evaluate the accuracy of the ratio method the 
surface emissivity was taken to be one, and values of spectral 
radiance were calculated from (3.23). The integral was re­
placed by summations over one hundred layers. A pressure, p, 
equal to 0.5 millibars, was considered to be the top of the 
atmosphere, and the layers were chosen to have equal incre­
ments of the logarithm of p. 
Considerable computer time can be saved by noting that 
the second term on the right hand side of (3.23) is constant 
for a given atmosphere. For a discreet wavelength the value 
tjO) is also a constant. Most of the computer time involved 
in calculating values of I (X) is used to calculate these 
terms, since these terms are constant for a given atmosphere, 
they were only calculated once. They were then used to calcu­
late values of I {M for a number of values of Tj. 
The height of the 0.5 mb surface is near 50 km. for a 
standard atmosphere. Radiative equilibrium can be assumed for 
heights below 50 km, and was assumed for the pressure levels 
used, since the band models were taken from Anding et al. 
(1970), and may be changed in future calculations, they are 
given in the Appendix. In order to select the wavelengths to 
be used, values of the various transmissivities and Ta were 
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calculated at the same time. The values of A considered were 
limited to the wavelength intervals 9.13 pm to 9. 398 jum, and 
10.29 /jm to 11.67 ;im. In these intervals, absorption is due 
to one uniformly mixed gas (COg) and one variable gas (H^O). 
The region near the 9.6 /jm absorption band of ozone would be 
extremely difficult to use because two wavelengths with the 
same value of § would have to be found for the permanent 
gases, water vapor, and ozone. Regions where other uniformly 
mixed gases absorb would not have caused any additional prob­
lems, but would have required calculations using another band 
model and thus would have increased the computer time. For a 
typical atmosphere. Table 1 shows values of tjjp ,tsv , and Tg 
for the wavelengths considered. The atmosphere is number 32 
of 106 model atmospheres presented in Appendix A of Wark et 
al. (1962). Five of these atmospheres, with wide variations 
of temperature and moisture, were used to select values of , 
Ag, and y. These atmospheres are shown in Figures 3 and 4. 
Additional information about these atmospheres and the others 
used in this study are given in Table 2. An additional factor 
to be considered when selecting wavelengths is that the value 
of oi must not be too close to one. If it is, Ï becomes infi­
nite and (4.17) becomes meaningless. At the same time, « must 
not be too large. The method depends on the assumption that 
energy at the two wavelengths is coming from the same region 
of the atmosphere so that the values T^ at the two wavelengths 
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Table 2. Atmospheric soundings 
NO. _Plaç^an^time_of_soundina 
Atmospheric properitifs 
Surface ^Surface Precipitable 
pressure temperature water 
(mb) (OR) (cm) 
3 Oakland, Calif. 
1009. 299.0 
4 Nantucket, Mass. 
1014. 284.0 
5 Buffalo, N. Y. 
998. 278.0 
8 Thule, Greenland 
1000.  262.0  
14 Nashville, Tenn. 
998. 275.0 
32 Kindly, Berm. Bermuda 
1000. 300.0 
43 Albuquerque, N. Mex. 
838, 311.0 
57 Isachsen, N. W. T. 
1006.  226.0 
105 Adulef, Algeria 
1000. 318.0 
106 Adulef, Algeria 
977, 321.0 
58 Eniwetok Atoll 
1000. 300.0 
87 Resolute, N. W. T. 
1006. 278.0 
1200GHT 29 September, 1958 
2.596 
1200GHT 29 September, 1958 
1.284 
1200GHT 29 September, 1958 
1.250 
1200GMT 29 September, 1958 
0.410 
1200GHT 1 April, 1958 
0.922 
1200GMT 1 August, 1958 
5.070 
OOOOGMT 11 July, 1958 
1.363 
1200GMT 21 February, 1958 
0. 148 
1200GMT 12 August, 1960 
1.344 
1200GHT 15 August, 1960 
1.515 
1200GHT 14 October, 1958 
1200GHT 31 December, 1958 
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can be assumed equal. This assumption will break down as t{A) 
approaches 0.5 due to the shape of the weighting functions at 
small values of t(A). Taking 0.6 as the lower limit of tfXz), 
the maximum value of c< will be determined by t (A, ). Thus 
t (A,) should be as large as possible. 
Table 2 shows that the largest transmissivities are 
t (10.90) =.90 and t (10. 44) =.82. Values of Tg at these two 
wavelengths are 285.3K and 275K respectively. , at \ equal 
to 9.13 nm, is 284.7K which is sufficiently close to 285.3K to 
satisfy the condition that values of Tg be the same at two 
wavelengths. However, an examination of Table 1 shows that 
there is a high correlation between the values of Tg and the 
COg transmissivity. An examination of the model used to 
compute transmissivities for COg showed large round-off errors 
in some of the data (see the Appendix). These errors largely 
determined the value of Tg when the COg transmissivity was 
close to one. It is likely that more accurate data for 00% 
transmissivities would show a pair of wavelengths near 10.90 
M m and 9.13 wm which would work. At 10.44 ^m the COg trans­
missivity is small enough that the errors in the transmissivi­
ty data for COg have a small effect on the value of Tg. Even 
though transmissivity data were smoothed (see the Appendix), 
the value of Tg at 10.90 was still dependent upon the shape 
of the smoothed curve. At 10.44 pm the transmissivity for COg 
is not as close to unity, and is therefore more reliable. 
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Also at 10.44 ixm the value of Tg is less dependent upon the 
shape of the curve of transmissivity versus amount of COg. 
For these reasons it was decided to use the wavelength of 
10.44 Jim, ever though the atmosphere is more transparent at 
10.90 ym. 
The value of Tg at 10.44 jjm is 275.2K. The value of Tg 
at 11.50 ym is 274.8K which is close enough to 275.2K that the 
Values of T3 can be assumed to be the same. Values of ^ are 
1.41 for COg and 1.51 for H^O. Calculations of values of ^ 
for the wavelength pair 10.44 /^m and 11.67 fxm gave 1.91 for 
CO^ and 1.63 for H^O. At 11.67 /jm the value of ^ for COg is 
greater than the value of ^  for HgO. At 11.50 the reverse 
is true. Somewhere between 11.50 j^ra and 11.67 ^ m the values 
of p must be the same. Linear interpolation was used to de­
termine the value of A where values of 0 for COg and H^O are 
identical. The actual calculations were performed for the 
five atmospheres shown in Figures 1 and 2. From now on these 
atmospheres will be referred to as the five test cases. Table 
3 shows the absorptivities for CO^ and H^O for the five test 
cases for wavelengths of 10.44 um, 11.50 /jm, and 11.67 /um. 
Values of Tg are also shown. The data in Table 3 were used 
for the calculations shown in Table 4. Column 3 of Table 4 
shows values of the ratio of the absorptivity for CO^ at 
the wavelength shown to the absorptivity for COg at 10.44 fjim. 
Column 4 is the same ratio for H^O. Column 5 is the ratio of 
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Tahi^ 3. Absorptivity and Tg as a function of wavelength 
Atmosphere Wavelength 
(urn) 
32 10.44 
32 11.50 
32 11.67 
43 10.44 
43 11.50 
43 11.67 
57 10.44 
57 11.50 
57 11.67 
58 10.44 
58 11.50 
58 11.67 
87 10.44 
87 11.50 
87 11.67 
_AbsorEtivit%__ Tj 
CO^ 0 
1194 .0725 275.5 
1685 . 1096 275.3 
2276 .1184 275.4 
0932 .0322 270.7 
1299 .0492 270.7 
1663 .0533 270.6 
1265 .0132 235.7 
1839 .0204 236.1 
2524 .0221 236.4 
1197 .0734 273.5 
1688 .1109 273.0 
2288 .1198 273.3 
1271 .0096 2 30.9 
1846 .0147 231.3 
2531 .0159 232.0 
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Table 4. Calculât ion of 
1. 
Atmosphere 
2. 
Wavelength 
(il m) 
3. 4. 
Ratio of 
Absor^tivitY 
CO2 Hg 0 
5. 
Ratio of 
4./3. 
6. 
Wavelength 
(wm) 
32 11.50 1.411 1.512 1.072 
1.000 11.56 
32 11.67 1.906 1.633 0.875 
43 11.50 1.394 1.528 1.096 
1.000 11.60 
43 11.67 1.784 1.655 0.857 
57 11.50 1.454 1.545 1.063 
1.000 11.55 
57 11.67 1.995 1.674 0. 839 
58 11.50 1.410 1.511 1.072 
1.000 11.56 
58 11.67 1.911 1.632 0.854 
87 11.50 1.452 1.531 1.054 
1.000 11.54 
87 11.67 1.991 1.656 0.832 
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column 3 to column 4. When the values of § for COg and HgO 
are the same, the ratio shown in column 5 will be one. Column 
6 shows the wavelength where the ratio in column 5 is equal to 
one. Linear interpolation was used. The shift in wavelength 
required for atmosphere number 43 is larger than the shift re­
quired for the other atmospheres. Since atmosphere number 43 
is a mountain atmosphere with a surface pressure of 838 milli­
bars it was discarded. The other four were averaged to deter­
mine the shift in wavelength required. The result was a wave­
length of 11.55 for the second wavelength. 
After the wavelengths were selected, the next step was to 
determine the value of c< to be used in (4.11). The first at­
tempt was to let ai. have a value given by 
a = (1-t(11.55))/(1-t(10.44)). " (5.1) 
The values are shown in Table 5. The value of 0.656 for c< re­
sulted in consistent errors in the surface temperature. In 
the derivation of (4.11), it was implicitly assumed that the 
spectral radiance is a linear function of the transmissivity. 
However the transmissivities used here are not close enough to 
the value 1.0 for the relationship to be linear. The value of 
spectral radiance corresponding to the surface temperature 
occurs at a value of t(X) that is less than one. Calling this 
value tg (5.1) becomes 
*=(t*-t(11.55))/(to-t (10.44)) . (5.2) 
Band models, used for calculating a+mospheric transmissivi-
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Table 5. Values of transmissivity, o(, and / for the five 
test cases 
At mos- Transmissivit% o< * 
phere 10.44(wm) 11.55 (nm) 
32 .8168 .7221 .6592 1.934 
43 .8776 .8159 .6649 1.984 
57 .8619 .7872 .6490 1.849 
58 .8158 .7208 .6597 1.939 
87 .8646 .7907 .6469 1.832 
Average 1.908 
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ties, are discussed in Chapter 4 of Goody (1964). The weak 
line approximation is common to all band models when absorp­
tion lines overlap. In the weak line approximation the ab­
sorption is given by Beer's law. When the absorption is given 
by Beer's law, the spectral radiance can be assumed to be a 
linear function of the transmissivity for values of transmis­
sivity that are sufficiently close to unity. Figure 5 shows a 
plot of intensity versus transmissivity. The curvature of thé 
plot has been exaggerated to show the relationships between 
tq, t ) , t (Âg) , and the error that results when the line 
connecting the values of spectral radiance at t(A,) and tfAg) 
is extended to t=1 rather than t=to. Since the values of 
t(A,) and t(A2) are functions of the amount of water vapor in 
the air and slight functions of atmospheric temperature, they 
will vary with different atmospheres and so will to. However, 
the changes in t(X) are small compared to the values of 
(1-t(X)) and the ratio of A to B (which is ot) is almost con­
stant, as can be seen in Table 5. Although values of ok based 
on (5.2) are not available, values of «s based on (5.1) are 
shown in Table 5. The largest variation of «x between any two 
atmospheres is less than 4 percent of the value of «*. 
Since the value of to cannot easily be determined, and 
thus a value for o< cannot be calculated, o< was adjusted to 
reduce the surface temperature error (defined as measured 
surface temperature minus the actual surface temperature) in 
61 
'k 
XIO 
(-A 
t ( X , )  
t ( X J  
0,6 0.7 0.8 
TRANSMISSIVITY 
0.9 
Figure 5. Spectral radiance versus transmissivity 
the five test cases. Values of I (A,) and were calcula­
ted for a range of surface temperatures for each of the atmos­
pheres selected. Figure 6 shows the surface temperature error 
as a function of the surface temperature for three values of 
for one of the five test cases, atmosphere number 32. The 
surface temperature becomes large and positive as surface tem­
peratures depart from the vicinity of 300K. 
In order to understand the shape of the curves in Figure 
6, two types of errors contained in the ratio method have to 
be considered. The first type of error can best be understood 
by examining a typical curve of equivalent temperature versus 
spectral radiance for a given wavelength. Figure 2 shows 
values of spectral radiance versus equivalent temperature for 
10.44 /um and 11.55 ym. A vertical line on Figure 2 is a line 
of constant equivalent temperature. As can be seen from 
Figure 2, a difference in spectral radiance will result in a 
larger temperature difference for warmer temperatures than for 
colder temperatures. This means that a curve of spectral ra­
diance versus equivalent temperature will be nonlinear. As a 
result, a radiometer looking at a target composed of two areas 
with different surface temperatures will measure an average 
equivalent temperature corresponding to the average spectral 
radiance. The average equivalent temperature will differ from 
the average temperature obtained by averaging over the areas. 
More important is the fact that the average spectral radiances 
0.20 
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0.10 
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Figure 6. Surface temperature error as a function of surface tempera­
ture for three values of Y 
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at two different wavelengths will differ from each other be­
cause curves of spectral radiance versus equivalent black body 
temperature differ in their degree of nonlinearity as the 
wavelength changes. This error will increase as the tempera­
ture difference between the two bodies increases. 
An analogous situation is encountered when a satellite 
views the earth with temperature Tg through an atmosphere with 
temperature Tg. In this case the temperatures are weighted by 
t (x) and ( 1 -1 (IT) ) rather than the areas, but the result is the 
same. For a given surface temperature Tg , atmospheric temper­
ature Tg, and atmospheric transmissivity tÔ\), the equivalent 
black body temperatures at 10.44 utm and 11.55 pm will agree 
only if Tg and Tg are equal because the curves of spectral ra­
diance versus equivalent black body temperatures at 10.44 pm 
and 11.55 ym do not have the same degree of curvature. The 
first type of error is a result of this difference in equiva­
lent black body temperatures. The curve in Figure 7 labelled 
"transformation error" is the surface temperature error caused 
in the ratio method by the difference in equivalent black body 
temperature at the two wavelengths. An atmospheric tempera­
ture of 275K and a value of t equal to .76 were used for 
the calculations. The difference between the equivalent tem­
peratures of the average spectral radiances at 10.44 /jm and 
11.55 iim were calculated as a function of the surface tempera­
ture. The differences in equivalent temperatures were multi­
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plied by Ï to obtain the curve labelled "transformation error" 
in Figure 7. Over most of the temperature range the differ­
ence between the two curves is less than the difference be­
tween the curve for atmosphere number 32 and the abscissa, 
particularly for very warm and very cold temperatures. The 
ratio method can be corrected for this type of error, and when 
the ratio method is used to measure temperatures of extremely 
warm or cold surfaces, such as volcanoes or ice covered lakes 
in the spring, such a correction should be applied. However, 
under most atmospheric and surface temperature conditions the 
error is less than 0.2K and can easily be ignored. 
The second type of error is caused by the fact that 
Ta(Â^) and Tg (Ag) are nearly, but not identically, egual. At 
the point where Tg is egual to Tg , the first type of error is 
zero. For values of that are less than Tg , the second 
error becomes large because this error is given by a differ­
ence in spectral radiance at temperature Tg. At temperature 
T_5 lower than Tg , the difference in spectral radiance results 
in a larger difference in equivalent temperature than at Tg. 
As a result of the nonlinear nature of the curve of meas­
ured spectral radiance versus transraissivity and the two types 
of errors, the value of given by (5.1) is not the best value 
to use. The value of oi car. be adjusted to reflect expected 
surface conditions at the time of the measurements. The 
surface temperature of the model atmospheres is actually the 
shelter temperature, which is the temperature of the air five 
feet above the surface. During the day, the temperature of 
the actual surface will usually be warmer than the shelter 
temperature while the reverse will be true at night. The 
value of and thus of îf, was chosen to minimize the error 
when the surface temperature was nearly equal to the shelter 
temperature. Figure 6 shows how the error changes as a func­
tion of Ï. Table 6 shows the error that resulted with the 
surface temperature equal to the shelter temperature for all 
the atmospheres for which values of I ) and I (Xg) were cal­
culated in this study. The largest error in absolute value is 
0.3K. This could have been reduced by selecting a value of Ï 
close to 1.825, as shown in Figure 6. However, a choice must 
be made between a minimum surface temperature error at some 
temperature and a limit of surface temperature error over a 
range of temperatures. The surface temperature error for 
equal to 1.812 is less than 0.05K over a greater range of 
surface temperatures than is the error for ^ equal to 1.825. 
Values of I(Aj) and I (Xg) were calculated for the five 
test cases plus the other atmospheres which appear in Table 6. 
Some of the additional atmospheres were selected as typical 
cases, while others were selected to cover extremes of 
moisture and temperature not covered in the five test cases. 
Figures 8 and 9 show the temperature and moisture distribu­
tions for four of these additional atmospheres. These atmos-
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Figure 7. Surface temperature error as a function of surface tempera­
ture for atmosphere 32 
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Table 6. Values of Ta and surface temperature error at 
equal to the shelter temperature (T^j) 
P. tmos-
phere 
10.44 (yra) 
Transmissivity 
10. 44(pm) 
Ta 
11.55 (wm) 
Error at 
T&s 
3 . 8333 273.1 273 .0 -0.040 
4 .8418 262.4 262.2 -0.014 
5 . 8453 260.8 260.8 -0.019 
8 .8564 248.7 249.1 -0.156 
14 . 8490 258.8 258.9 -0.076 
32 .8168 275.5 275.3 -0.035 
43 . 8776 270.7 270.6 -0.088 
57 .8619 235.7 236.5 -0.299 
58 .8158 273.5 273.1 -0.003 
87 . 8646 230.9 231.3 -0.117 
105 . 8498 280.8 281.4 +0.010 
106 .8536 279.9 281.0 +0.043 
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pheres were selected to show the range of temperature and 
moisture covered in this study. Values of the surface temper­
ature were calculated for surface temperatures which ranged 
from 25K below the shelter temperature to 30K above the 
shelter temperature. Figure 10 shows the surface temperature 
error that resulted when the ratio method was used to estimate 
the surface temperature. In the range of temperatures which 
extends from 271K to 330K, only one atmosphere produced an 
error greater than ±0.2K, This range is adequate to cover the 
range of sea surface temperatures which a radiometer on a 
satellite would measure. The one atmosphere which exceeds the 
error limit of ±0.2K is atmosphere number 106, which is a 
desert case. An atmosphere as warm and dry as 106 would 
appear over a sea surface only near some desert coasts. 
Figure 11 compares the surface temperature error which 
results from using the ratio method to the surface temperature 
error which results when the equivalent black body temperature 
of the measured spectral radiance at 10.44 jim is used to esti­
mate the surface temperature. For a one channel system the 
surface temperature error can be reduced by calculating the. 
surface temperature error for average atmospheric anri surface 
conditions. This can then be added to the measurement as a 
correction. However, the surface temperature error which 
results when surface temperatures depart from the assumed 
value is determined by the slope of the curve for the one 
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Figure 11. A comparison of the surface temperature error as 
à function of surface temperature for the ratio 
method and a single channel radiometer 
channel system. The slope is roughly proportional to the 
quantity one minus the transmissivity of the atmosphere. 
Table 1 shows that the most transparent region of the atmos­
phere occurs at A equal to 10.90 jum. At this wavelength the 
transmissivity is 0.90. Even though the slope of the curve 
for the one channel system would be about halved by using 
measurements in the most transparent regions of the atmos­
phere, the error would still be much greater for the single 
channel system. This is particularly true near ocean current 
boundaries and shore lines where air is advected from an area 
of ore surface temperature to an area with a different surface 
temperature. In these regions departures from average rela­
tions between atmospheric temperatures and surface +empera^ 
tures are large, and a one channel system would produce large 
surface temperature errors over the area on at least one side 
of the boundary. 
Figure 12 is a nomogram which can be used in place of 
(4.17). It was constructed in the following manner. Values 
çf spectral radiance for the most transparent wavelength 
(10.44 M®) of a wavelength pair (10.44 ym and 11.55 /jim) were 
plotted linearly on a scale parallel to the ordinate. ft scale 
of temperature and a scale of spectral radiance for the second 
wavelength were also plotted parallel to the ordinate. They 
were plotted so that a horizontal line corresponds to the same 
value of equivalent temperature on all three scales. The 
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Figure 12. Nomogram for obtaining surface temperatures from measure­
ments of spectral radiance at 10.44 pm and 11.55 urn 
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horizontal spacing between the three scales was determined by 
y. The scale of spectral radiance for the most transparent 
wavelength should be the middle of the three scales. The 
distance between the scales of spectral radiance at the two 
wavelengths was taken to be 1.0, and the distance between the 
temperature scale and the scale of spectral radiance at the 
most transparent wavelength was set equal to ^ , which has been 
shown to be 1.812 for the wavelength pair (10.44 (4m and 11.55 
um) for which Figure 12 was constructed. When measurements 
I(A^) and ICXg) are plotted on Figure 12 and connected with a 
straight line, the intersection of the straight line and the 
temperature scale gives the value of the surface temperature 
given by (4.17). A sample case is shown on the nomogram. It 
is the same case discussed at the end of Chapter 4 and shown 
in Figure 2. The spectral radiances for atmosphere number 32 
and a surface temperature of 300K were 9.206x10+? 
pw cm-2sr-iwm"* at 10.44 ium and 8.451 xlO*? (iw cm~2sr~*jum-i at 
11.55 (4ni. Plotting these points on the nomogram, and 
connecting them with a straight line, gave a surface tempera­
ture of 301K. The difference between 301K and the value of 
299.96K, obtained by the computer for the same case, is due to 
errors in constructing the nomogram and plotting the points. 
It is also possible to build an analog circuit which 
would duplicate the function of the nomogram shown in Figure 
12. A diagram of the circuit is shown in Figure 13. A vari-
ll.SS/itn 
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Figure 13. Diagram of an electronic analog of the ratio method 
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able gain amplifier, or curve linearizer, could be used to 
obtain an equivalent spectral radiance at 10.44 Mm from the 
measured spectral radiance at 11.55 ym. The output from this 
amplifier and the measured spectral radiance at 10.44 pm could 
then be fed into a differential amplifier with a gain equal to 
y. The output of the differential amplifier could then be 
added to the measured spectral radiance at 10.44 ^ m to obtain 
a value of spectral radiance corresponding to the surface 
temperature, A second variable gain amplifier, or curve 
linearizer, could be used to convert the resulting value of 
spectral radiance to a value of surface temperature which 
could be displayed continuously or digitized as desired. In a 
satellite system where data is stored on the satellite until 
the satellite passes over a receiving station where it is in­
terrogated, such a system would cut the required storage 
capacity in half. 
One of the factors that has been neglected so far is the 
effect of instrument noise on the surface temperature esti­
mates obtained using the ratio method. At the current state 
of the art, according to Anding and Kauth (1970), systems with 
a noise equivalent temperature of 0.4K can be built. Assuming 
tt noise equivalent temperature of 0.4K for each radiometer 
channel, an estimate of the error in the surface temperature 
can be obtained. If the errors in the measurements of the two 
channels are independent and random, half of the time they 
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will be in phase with each othf»r and half of the time they 
will be out of phase. The surface temperature error caused by 
noise- in the measured spectral radiances is shown in Figure 
14. When they are in phase, the slope of the line on Figure 
14 will be unchanged, as shown by the line labelled "errors in 
phase," and the error will be equal to the displacement of the 
line or 0.4K. When they are out of phase the slope will be 
changed, as shown by the line labelled "errors out of phase," 
and the error will be 0.4K+y(0.4K-(-0.4K) ) or (1+2*) (0.4) K. 
The errors shown in Figure 14 are larger than 0.4K so that 
they will show on the graph. Assuming that the errors are in 
phase for half of the time and out of phase for half of the 
time, the noise equivalent temperature of the surface tempera­
ture as measured by the ratio method will be given by 
AT=<0.42x0.5+0.5x{(1+2Y) 0.4) 2) 0. 5K (5.4) 
which becomes 
AI=0.4(1 + 2Y + y2)O'SK. (5.5) 
When X is 1.812, AT is 1.3K. The error of ±0.2K produced by 
the ratio method is negligible when compared to the 1.3K error 
produced by the instrument noise. One way to reduce the 1.3K 
error would be to use wavelengths with a larger ratio of at­
mospheric attenuations. would then be reduced. Two wave­
lengths with % equal to one would reduce the error to 0.9K. 
If the two radiometers are built with as many common compo­
nents as possible, it is likely that some of the errors will 
Figure 14. Nomogram showing the effect of instrument noise 
on the surface temperature measurements 
330 
320 
(/> 
310 
U) 
errors In.  phase 
errors out of  phase 
•290 
- -6  
I— o 
llJ 
•280 
w 
o 
- - 6  270 
ir> 
m 
--5 260 
•250 
240 
--3 230 
220 
210 
82 
be correlated and in phase. The error in the surface tempera­
ture would then be less than is indicated by (5.5). At the 
present time an error of ±1K is regarded as an acceptable 
level for sea surface temperature studies (Anding and Kauth 
1970) and for meteorological uses (International Committee on 
Space Research (COSPAR) Working Group 6, 1970). The ratio 
method is capable of measuring sea surface temperatures to an 
accuracy of ±1 uw cm-zsr-iwm-i with present instruments. 
Results Over a Partly Reflecting Surface 
In developing the ratio method, the emissivity was 
assumed to be equal to 1.0. When the emissivity is not equal 
to 1.0, the method must be corrected. The correction will 
depend upon the values of the emissivities of the surface at 
the particular wavelengths used. For water, the 
reflectivities averaged over a 1 um interval at 10.44 jum and 
at 11.55 wm are both 0.0085±0.0003. The effect of the 
reflected radiation can be calculated by assuming that the 
emissivities at the two wavelengths are equal. 
For a surface with specular reflection, the spectral ra­
diance at the two wavelengths has been given by (3.22). The 
spectral radiance for the two wavelengths can be written as 
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I(X,)= €(X, )B(A,,Tg) (X, ) + ( 1- e(X< ) ) la (X, ) tg (X, ) 
+ ( _ B(X,T)at(X,) (5.6a) 
JtsfAi) 
and 
I (X2) =e(>2> B(A2fTg)tg(X2)+(1-6('X2) ) la (Tg) (Xg) 
+ f B(X2»T)at (X) • (5.6b) 
J t s fX; )  
Since e(X|) and 6(%^) are equal, gfAg) can be replaced by 
6(X, ) to give 
I (Âg) =e(%) B(XgfTg) tg (Xg) + ( 1-e(Ai ) ) la (X^) ts (X2) 
+ r _ B(X;,,T)dt(X-) . (5.7) 
J t a ( X2)  
The procedure outlined in Chapter 4 will be followed. Namely 
the mean value theorem was used to obtain BfX^fTa)' 1(^2), 
B(Ag fTg), and B(Xg,Tg) were replaced by equivalent values at 
X^. Finally B(X^was eliminated from the resulting equa­
tions. Solving for 6(X{)B(T^ ,Tg) rather than B(X,,Tg) gives 
G(X,)B (7,,Tj) =I (Xi ) +[ I (X^) -I(X, ) ] (l-tg (X,))/ 
(tjCXgl-t^fX,)) 
+ ( 1-e) [ ( 1-t 5 (X2) ) (Xi ) t^ (X, ) - ( 1-t5 (X, ) ) I*" (X2) t V 
(t^(X2)-t^(X^)) . (5.8) 
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The first two terms on the right hand side of (5.8) are iden­
tical to the right hand side of (4.9). The third term repre­
sents the contribution from the reflected radiation and can be 
simplified. I* (X) is given by 
(T)=[ _ B(Â,T)dtôr) (5.9) 
Jt^(X) 
where t(X) is 1.0 at the bottom of the atmosphere and t^ (X) is 
the transmissivity at the top of the atmosphere. Using the 
mean value theorem gives 
I*("X) = (1-t^("X))B(X,Ti,) (5.10) 
where Tj, is the average temperature of the atmosphere measured 
by a radiometer looking along the zenith. This gives 
I*(X,) = (1-+t(Xi))B(Xi ,Tt) (5.11a) 
= (X2))B(X2,Tb). (5. lib) 
The values of Tj^ will not be equal to the values of Tg , but if 
the values of Tg at the two wavelengths are equal, then the 
values of Tj, at the two wavelengths will also be equal. Using 
the equivalent spectral radiance for BCX,T^) gives 
ll(X2)=(1-tt(X2))B(X,,Tb) . (5.12) 
Substituting for I^) and I^(X^) in the third term on the 
right hand side of (5.8) gives 
Cr = (1-e)[ (l-tsfXg)) (1-tt(X,))B(Xi ,Tt)ts(Xi) 
-(1-ts(X,)) (1-tt(X2))B(Xi,Tb)t(X2) ]/ 
(tg (Xg) —t 5 (X ^ ) ) . (5.13) 
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where is the correction for the reflected radiation. For a 
satellite above the atmosphere, t^ and tg are equal which 
leads to 
Cr=-(1-e)B(X, ,Tb) (l-tsâ^)) (1-ts(X,)). (5.14) 
For typical values of tg(A,) and tg (0.85 and 0.70), 
(6.4) becomes 
Cr=-(1-€) B(X, ,T^) (0.045) . (5.15) 
For water, which has an emissivity greater than .99, the abso­
lute value of Cp is less than 0.045 percent of B(7k^,T^) and 
can easily be neglected. 
It is interesting to compare the result obtained by using 
the ratio method, as given by (5.8), with the result that 
would be obtained by a single channel instrument at the sea 
surface. The spectral radiance measured by an instrument at 
the sea surface is given by 
T W = e(\)B('x,T^)+(1-eW)I* (T) (5.16) 
which can be written as 
I (X) = 6(1) B (Â,Tg ) + (1- 6(T) ) B O-tsÛ)) • (5.17) 
Solving for £(">) B ('X,Tj,) gives 
e(X)B(Â,T3)=I(X)-(1-e(>:))B(>,T^) (1-tg('x)) . (5.18) 
The second term on the right hand side is the correction for 
reflected radiation. If the wavelength in (5.18) is then 
the correction given by (5.14) is (1-t ^ g)) times the correc­
tion for (5.18). At a normal angle of incidence the 
reflectivity for water is less than 0.01 and the difference is 
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not significant. However some instruments measure infrared 
radiation at nadir angles as large as 75°. At these angles 
the reflectivity rises above 10 percent in the 8-12 spec­
tral region and the difference between the correction for 
reflectivity in (5.8) and the correction for reflectivity in 
(5.14) can be as large as one or two percent of the total 
spectral radiance of the surface. For water this is larger 
than the error produced by assuming that the emissivity is 1.0 
at normal incidence and can produce an error larger than IK in 
the measured surface temperature. 
For a diffusely reflecting surface, the result will be 
similar. In (5.8) the term 6(^,7^) will be replaced by 
HB ()s,Tjj)/ir where H arises from an integration of spectral ra­
diance over the hemisphere of the sky and is given by 
where e is the zenith angle, ^  is the azimuth angle, o) is the 
solid angle of the hemisphere of the sky, and I(A,180) is 
egual to B(A,T^). For isotropic radiation H will be equal to 
T. In the atmosphere, H will generally be greater than ir due 
to the limb brightening of the sky spectral radiance. 
Figure 15 shows the results of the calculations for at­
mosphere number 32 for cases when the emissivity was less than 
1.0. The surface temperatures were obtained from (5.8), but 
I (Â,e,0) cosedui/I (A, 180) (5.19) 
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the last term on the right hand side of the equation was ne­
glected. The neglected term is due to reflected atmospheric 
radiation. Its magnitude depends upon the atmospheric temper­
ature and water vapor profiles. For the case of a water 
surface with an emissivity of .993, the error in neglecting 
the term due to reflected radiation is less than O.OSK. When 
the emissivity was decreased to .95 the shift in the error 
curve due to the neglected term was over 0.3K, and was over 
0.6K for an emissivity of .90. The error in all cases could 
be reduced by assuming an average value for the neglected 
term. For water the error due to the neglected term is small 
when compared to the errors of ±0.2K caused by the ratio 
method and the errors of ±1.3K caused by the instrument, and 
thus can be neglected. 
Even though one of the basic assumptions of the ratio 
method is that the equivalent black body temperatures of the 
measured spectral radiances will be identical for measurements 
made at the surface, calculations were made for values of 
e(Â|)=0.95 and efXg) =0.90 and for values of =0.95 and 
6 0^^ ) =0.90. An average emissivity of 0. 925 was assumed. The 
smallest difference between the actual surface temperature and 
the result given by the ratio method was more than 3K, The 
emissivities of the surface at the two wavelengths must be 
nearly the same if the ratio method is to be used to determine 
surface temperatures. 
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Results at Dif ferent Nadir Angles 
Additional calculations were performed to determine the 
accuracy of the ratio method when the measurements of spectral 
radiance are not restricted to the nadir direction. The 
surface emissivity was assumed to be 1.0. Figure 16 shows the 
results obtained for atmosphere 32 for angles which ranged 
from 0® to 450 from the nadir direction. For angles which 
ranged up to 35® from the nadir, the surface temperature 
errors are less than 0.2K for all the surface temperatures 
shown. For larger angles the surface temperature errors 
become larger. Errors for nadir angles greater than 45° were 
not considered since, according to Saunders (1968), the emis­
sivity of the water at nadir angles larger than 15° is a func­
tion of the sea state. The value of y used in the calcula­
tions was 1.812, which was obtained for the case of an instru­
ment viewing in the nadir direction. For an instrument de­
signed to scan from side to side, a value of t could be chosen 
that would minimize the surface temperature error over the 
range of nadir angles considered and not just in the nadir di­
rection. 
In making the calculations for Figure 16 an additional 
problem was encountered. Previously (see the Appendix) the 
values for the curve used to calculate CO^ transmissivity had 
been smoothed for a sufficient range of values of transmissiv­
ity to cover the cases studied. When the nadir angle became 
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Figure 16. Surface temperature error as a function of 
surface temperature for four different nadir 
angles 
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large, values of transmissivity which exceeded the range over 
which the data had been smoothed were encountered. Additional 
smoothing was required. Due to the additional smoothing, the 
curve for 0° for atmosphere 32 in Figure 16 is slightly dif­
ferent than the curves shown in other figures in this text for 
the same case. A more accurate model for COg transmissivity 
is definitely needed. 
Results with Atmospheric Aerosols 
The effect of atmospheric aerosols on radiative transfer has 
previously been neglected in this study. The absorption and 
emission by aerosols can be treated like the same quantities 
for gases provided that the absorption coefficients for 
aerosols are known. The scattering by aerosols is more diffi­
cult to calculate because the radiation incident upon a scat­
tering particle from all directions must be known in order to 
calculate the radiation scattered toward the satellite. In 
order to simplify the problem, only single scattering will be 
considered. In addition, the intensity along any path which 
intersects the earth will be assumed to be the intensity at 
the nadir. Similarly, the intensity from any portion of the 
sky will be assumed to be the intensity at the zenith. Since 
the earth radiance will show limb darkening and the sky radi­
ance will show limb brightening in the 8 ^ m to 12 spectral 
region, the errors introduced by the two assumptions will tend 
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to cancel. Also, the earth's horizon will be taken as 90° 
from the zenith, even though this will not be exactly true for 
aerosols above the earth's surface. With these assumptions, 
the attenuation of the spectral radiance measured by the 
satellite can be determined from the ratio of the radiation 
scattered into the forward hemisphere to the radiation 
scatterd into the backward hemisphere, the intensity along the 
zenith, and the intensity along the nadir. The complex index 
of refraction has not been determined for many aerosols at 
wavelengths near 10 jum. According to data given by McClatch&y 
et al. (1970), at 1.2 jum the ratio of forward to backward 
scattering is about one to four. The forward scattering ratio 
was not given for longer wavelengths. Calculations for the 
present study were performed for cases where 50, 75, 90, and 
100 percent of the incident radiation was scattered into the 
forward hemisphere. The scattering of atmospheric radiation 
was also neglected and only radiation emitted by the earth's 
surface was scattered. With these assumptions the radiative 
transfer through an atmosphere containing aerosols is given by 
I(X)=r5(>^)t5(T)expC-(1-S)<ra (T) ]+( _ B (X, T) dt (X) (5.20) 
(X) 
where t^ is determined by the combined absorption due to both 
the aerosol and the gases, 0"^ (IT) is the aerosol scattering co­
efficient, and S is the percent of the scattered radiation 
that is scattered into the forward hemisphere. Some error was 
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introduced by this assumption since at 11.55 the atmospher­
ic radiation can be 30 percent of the total radiation. Howev­
er, the model was accurate enough to evaluate the effects of 
aerosols upon the ratio method. 
The aerosol models were taken from Table 5 of McClatchey 
et al. and are shown in Table 7. The scattering and absorp­
tion coefficients are given for a clear aerosol and a hazy 
aerosol. The pressure levels were obtained from the heights 
given by McClatchey et al. by using the ICAO Standard Atmos­
phere. The results for both the clear and hazy aerosol models 
for atmosphere number 32 are shown in Figure 17. The scatter­
ing and absorption coefficients at 10.44 are equal to the 
same coefficients at 11.55 urn for the six curves shown. The 
curve for no aerosol is also shown. When the aerosols were 
included the absolute value of the surface temperature error 
increased, reaching 0.6K for a clear aerosol and 2.2K for a 
hazy aerosol compared to an error of 0.2K for an atmosphere 
without aerosols. The increase in surface temperature error 
was found to have been caused by a difference in the values of 
Tg at the two wavelengths. It can be seen from Table 3 that a 
difference of two or three tenths of a degree in values of Tg 
is typical for the wavelength pair 10.44 and 11.55 *^m. For 
the hazy aeorsol a difference of 0.9K in the values of Tg at 
the two wavelengths occurred. The large difference is partly 
caused by the fact that the aerosol in the model used was 
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Table 7. Aerosol scattering and absorption coefficients 
Aerosol Clear Hazjr, 
Pressure Absorpt ion Scatter ing Absorpt ion Scatter im 
coeff ic ient coeff ic ient coeff ic ient coef f  ic ie: 
(  mb) (km-i)  (km-i)  (km-i)  (km-*) 
1000 5.48e-03 4.65e-0 3 2.67e-02 2.27e-02 
900 3.64e-03 3.09e-03 1.61e-02 1.37e-02 
795 1.58e-03 1.34e-03 5.90e-03 5.01e-03 
700 6. 75e-04 5.37e-04 2.16e-03 1.839-03 
615 3.18e^04 2.70e-04 7.88e-04 6.68e-04 
SUO 2. 01e-04 1.70e-04 2.88e-04 2.44e-04 
470 1.46e-04 1.24e-04 1.46e-04 1.24e-04 
408 1.18e-04 1 .OOe-04 1.18e-04 1 .OOe-04 
354 1.16e-04 9.83e-05 1.16e-04 9.83e-05 
307 1.15e-04 9.77e-05 1.15e-04 9.77e-05 
263 1.11e-04 9.45e-05 1.11e-04 9.45e-05 
227 1. 06e-04 9.04e-05 1.06e-04 9.04e-05 
207 1.06e-04 8.96e-05 1.06e-04 8.96e-05 
166 1.04e-04 8.83e-05 1.04e-04 8.83e-05 
142 9.89e-05 8.39e-05 9.89e-05 8.39e-05 
120 9.49e-05 8.05e-05 9.49e-05 8.05e-05 
104 8.97e-05 7.61e-05 8.97e-05 7.61e-05 
88 8.69e-05 7.38e-05 8.69e-05 7.38e-05 
75 8.50e-05 7.21e-05 8.50e-05 7.21e-05 
64 7.68e-05 6.51e-05 7.68e-05 6.51e-05 
55 6.04e-05 5.12e-05 6.04e-05 5.12e-05 
47 4.40e-05 3.74e-05 4.40e-05 3.74e-05 
40 3.25e-05 2.76e-05 3.25e-05 2.76e-05 
34 2.47e-05 2.09e-05 2.47e-05 2.09e-05 
29 1.92e-05 1.63e-05 1.92e-05 1.63e-05 
24. 8 • 1.57e-05 1.33e-05 1.57e-05 1.33e-05 
12. 5 7.90e-06 6.71e-05 7.90e-06 6.71e-05 
5. 7 2.23e-06 1.89e-05 2.23e-06 1.89e-05 
0. 5 0.0 0.0 0.0 0.0 
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Figure 17. Surface temperature error as a function of 
surface temperature for two aerosol models and 
three forward scattering ratios 
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concentrated in the lower levels of the atmosphere. Notice 
the difference between the clear and hazy aerosol models in 
Figure 17. The two models are identical for pressures that 
are less than 500 mb., as can be seen from Table 7. An 
aerosol with a more uniform height distribution would have 
caused a smaller difference. 
The surface temperature error was also affected by the 
ratio of forward to backward scattering. For the hazy atmos­
phere the difference in surface temperature error between all 
forward scattering and 50 percent forward scattering is 1.0K 
at 325K. For many purposes an estimate of this parameter 
would be sufficiently accurate to use to correct the ratio 
method for aerosol attenuation. For the clear aerosol a 
change from 50 percent forward scattering to all forward scat" 
tering caused a change of 0.3K in the surface temperature 
error. 
Plots of surface temperature error versus surface temper­
ature for a hazy atmosphere, but with the absorption coeffi­
cient at 11.55 ^m being 1.8 times the absorption coefficient 
at 10.44 nm are shown in Figure 18. The curve for no aerosol 
is also shown for comparison. The surface temperature error 
is much less than the same error for the case, shown in Figure 
17, where the ratio of the absorption coefficients was 1.0 
instead of 1.8* In fact the curves are almost parallel to the 
curve for no aerosol present. If the ratio of the forward to 
96 
concentrated in the lower levels of the atmosphere. Notice 
the difference between the clear and hazy aerosol models in 
Figure 17. The two models are identical for pressures that 
are less than 500 mb., as can be seen from Table 7. An 
aerosol with a more uniform height distribution would have 
caused a smaller difference. 
The surface temperature error was also affected by the 
ratio of forward to backward scattering. For the hazy atmos­
phere the difference in surface temperature error between all 
forward scattering and 50 percent forward scattering is 1.0K 
at 325K. For many purposes an estimate of this parameter 
would be sufficiently accurate to use to correct the ratio 
method for aerosol attenuation. For the clear aerosol a 
change from 50 percent forward scattering to all forward scat" 
tering caused a change of 0.3K in the surface temperature 
error. 
Plots of surface temperature error versus surface temper­
ature for a hazy atmosphere, but with the absorption coeffi­
cient at 11.55 fjm being 1.8 times the absorption coefficient 
at 10.44 ^ (m are shown in Figure 18. The curve for no aerosol 
is also shown fcr comparison. The surface temperature error 
is much less than the same error for the case, shown in Figure 
17, where the ratio of the absorption coefficients was 1.0 
instead of 1.8^ In fact the curves are almost parallel to the 
curve for no aerosol present. If the ratio of the forward to 
97 
+ 1.0 
no aerosol  0 0 
0.0 
.25 
.50, 
a. -1.0 
hazy  aerosol  
UJ 
-2.0 
3.0 
280 300 290 310 320 
TEMPERATURE (®K)  
Figure 18. Surface temperature error as a function of surface 
temperature for three forward scattering ratios. 
The absorption coefficient at 11.55 win is 1.8 
times the absorption coefficient at 10.44 um 
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backward scattering were known a slight change in the value of 
y would reduce the surface temperature error even more. If 
the ratio of the transmissivities at the two wavelengths is 
the same for the aerosols and gases, the error due to absorp­
tion by the aerosol becomes vanishingly small. Mcclatchey et 
al. (1970) showed a curve of transmittance versus wavelength 
for aerosols. The transmittance at 11.55 jwm was slightly 
greater than the transmittance at 10.44 «m. Anding et al. 
(1970) showed a curve of absorption coefficient versus wave­
length for a water aerosol. The absorption coefficient at 
11.55 um was 2.5 times the absorption coefficient at 10.55 ym. 
The ratio of the absorption coefficients at the two wave­
lengths is one aerosol parameter which must be known in order 
to determine the effects of aerosols on the surface tempera­
tures obtained by using the ratio method. 
The effect of aerosols upon the difference in measured 
spectral radiance at two wavelengths can be large enough that 
the effect of aerosols upon the measurements must be consid­
ered. However if the ratio of forward to backward scattering 
and the aerosol absorption coefficient are known, the ratio 
method can still be used to measure surface temperatures. It 
is especially important that the effects of aerosols on 
radiative transfer be considered when calculating values of Tg 
to be used to select a wavelength pair. Although it is possi­
ble to correct the ratio method for an atmospheric aerosol. 
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one must still know the characteristics of the aerosol. It 
was noted that the absorption coefficients given by McClatchey 
et al. (1970) and Anding et al. (1970) were very different. 
At the surface and for the wavelengths used, the absorption 
coefficients for the water aerosol used by Anding et al. were 
100 times smaller than the absorption coefficients given by 
McClatchey et al. and used in this study. The error in the 
surface temperature obtained from the ratio method when 
neglecting the effects of aerosols could easily be neglected 
if it were 100 times smaller than the values shown in Figure 
17. 
The ratio of forward to backward scattering and the ab­
sorption coefficients can be approximated if the vertical and 
horizontal aerosol size and number distributions, and the com­
plex indices of refraction for the aerosol are known. In 
order to determine the complex index of refraction, the compo­
sition of the aerosol must be known. For most aerosols the 
complex index of refraction is not known as a function of 
wavelength. Peterson (1968) found particles of quartz, 
feldspar, mica, and carbonate in a desert aerosol and was able 
to find the complex index of refraction only for quartz, and 
the only reason it was available for quartz is that quartz is 
widely used in optical systems. He used Hie theory to calcu­
late the absorption coefficients and also to determine the 
forward scattering. However, the use of Mie theory to calcu­
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late the optical properties of a quartz aerosol is also an ap­
proximation because Mie theory assumes a spherical particle 
and a spherical wave front for light within the particle. 
Quartz is a birefringent crystal, and the particles are seldom 
spherical. The absorption coefficient for quartz as a func­
tion of wavelength also differs from the aerosol models of 
both Anding et al. (1970) and McClatchey et al. (1970). The 
scattering and absorption coefficients are strong functions of 
the complex index of refraction and are thus strongly depen­
dent upon the composition assumed for the aerosol. Over the 
oceans large numbers of the aerosol particles have been shown 
to be salt particles ejected from the sea surface when bubbles 
burst (Chapter 4 of Byers 1965). For the temperature and 
moisture conditions existing over the ocean, many of these 
particles absorb water. An aerosol over the ocean should have 
an absorption coefficient between the values assumed by 
McClatchey et al. (1970) and Anding et al. (1970) and the 
effect of aerosols on the ratio method will be smaller than 
the effect calculated in this study. 
The composition is not the only aerosol parameter that is 
not well known. The distribution of the number of aerosols as 
a function of size also varies in the literature. A commonly 
used distribution, called the Junge distribution, is given by 
dN(E)/d(ln(R))=CR-y* (5.21) 
for particles between certain size limits. The limits vary 
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slightly but .OU ym and 10 ym are typical values. In (5.21) 
N(R) is the number of aerosol particles with a radius between 
E and R+dR, and C and V* are constants. Values commonly ob­
served for V* range from 2.50 to 3.50. Calculations of total 
optical depth were performed assuming these values and a 
spherical quartz aerosol. The value of C was determined by 
setting the total optical depth at . 5 jjm to .25, which is 
slightly larger than the value of .213 observed by Elterman 
(1963). The total optical depth at 11 jja ranged from .004, 
for V* equal to 3.50, to .04, for V* equal to 2.50. The dif­
ference between the two cases is an order of magnitude. 
To summarize, the effect of aerosols on the ratio method 
is large enough that they should be considered. Over land 
where the aerosol composition and distribution vary widely, 
the effect of the aerosols will be larger than over the ocean. 
Because of this fact, and also because of the problem of de­
termining the surface emissivi+y over land, measurements of 
surface temperature over land areas will not be as accurate as 
measurements of sea surface temperature obtained using the 
ratio method. Over the oceans the effect of aerosols is 
smaller and the composition is more uniform. It is likely 
that an average aerosol can be used to correct for the effects 
of aerosols on measured sea surface temperatures, while an in­
dependent measurement of the aerosol will be needed to correct 
for the effects of aerosols on surface temperatures over land. 
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At the present time, more work needs to done to determine the 
characteristics of aerosols. 
A Comparison with other Methods 
The two channel system for measuring surface temperatures 
has several advantages over existing systems. The increased 
accuracy over the single channel system has already been dis­
cussed, However multispectral sensors and iterative 
techniques (Conrath et al. 1970) can be used to measure 
surface temperatures and atmospheric parameters at the same 
time. In their method, two of three parameters (surface temr 
perature, temperature profile of the atmosphere, and moisture 
profile of the atmosphere) must be held constant and an itera­
tion performed to get a new guess for the third. The proce­
dure is repeated for all three parameters until some conver­
gence criterion is met. The first guess used for the surface 
temperature is the equivalent temperature given by a measure­
ment of one wavelength. Use of (U.17) would eliminate the 
surface temperature as a parameter in any iteration scheme and 
would reduce the number of iterations required. It would thus 
reduce the time required to obtain profiles of atmospheric pa­
rameters as well as values of surface temperature. 
The method described by Anding and Kauth (1970) is the 
only method that is similar to the ratio method in that it was 
designed to obtain surface temperatures from measurements of 
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spectral radiance at two wavelengths. Anding and Kauth used a 
statistical approach to determine surface temperatures from 
measurements of spectral radiance at two wavelengths. For a 
given surface temperature, they calculated values of spectral 
radiance for several atmospheres and a range of viewing 
angles. The values of spectral radiance were then plotted on 
a graph which had values of spectral radiance at one wave^ 
length as the ordinate, and values of spectral radiance at the 
other wavelength as the abscissa. The average spectral radi­
ances were calculated for a series of wavelength bands 0.1 ym 
apart using spectral intervals 0.5 jum, 1.0 ;jm, and 1.5 jum 
wide. The wavelength pair for which the points had the least 
deviation from a straight line was selected. A straight line 
was then fitted through the points. By using different values 
for the surface temperature, a series of lines was construct­
ed. Surface temperatures are given by these straight lines. 
The results of the two methods are essentially the same. 
Anding et al. gave an rms error of ±0.15K for the atmospheres 
they used. The lower error that they obtained reflects the 
fact that they used the rms error rather than the maximum 
error. In addition the atmospheres they used were more 
uniform than the ones used in the present study. 
When the ratio method was compared with the method pro­
posed by Anding and Kauth (1970), a connection between the two 
methods was discovered. A graph similar to the results given 
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by Anding and Kauth can be obtained from (4.17) as follows. 
Holding ) constant in (4.14) gives 
I(Âi ) = (Is (A, )/(1+Y))+yig (Â, ,Â2)/(1 + y) . (5.22) 
Since the first term on the right hand side is constant for a 
given value of I5 (T, ) r values of I{X^) can be obtained for a 
range of values of letAj/Xg). When the locus of lines of con­
stant are plotted on a graph with values of I(Â^) as 
the abscissa and values of lefAifAg) as the ordinate, the 
result is a straight line with a slope given by - (1 + Y)//. An 
example is shown in Figure 19. In this form the lines of con­
stant surface temperature are parallel straight lines. 
The lines of constant temperature given in Anding and 
Kauth (1970) are not parallel but have slightly different 
slopes. The exact figure shown in Anding and Kauth's paper 
can be obtained by using 
I(>^)=Is(Xi)/(1 + Jf) +yi(X2)/(1 + )r) (5.23) 
instead of (5.22). The change of slope occurs because there 
is a nonlinear relationship between Ie(A,,A^) and I{\^), 
Although the results obtained using the ratio method and 
Anding and Kauth's (1970) method should be the same for a 
given wavelength pair, there are several advantages to using 
the ratio method. First it is safer to use a method in which 
the errors involved in using the method, and the limitations 
of the method, are fully understood. For instance, the ratio 
method can easily be modified to reduce the error involved in 
I] -
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Figure 19. A graph giving the surface temperature as a func­
tion of the measured values of spectral radiance 
at two wavelengths 
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measuring the temperature of an unusually warm or cold 
surface. Also Anding and Kauth assumed that their method 
results in the equivalent black body temperature that would be 
measured by an instrument at the surface. It has been shown 
that their assumption, that use of their method results in 
thhe surface temperature that would be measured by an instru­
ment at the surface, is true only when the surface emissivity 
• 
is unity. The ratio method can be used when the surface emis­
sivity is not unity. Second the method used to select wave­
length pairs is much easier than the method used by Anding and 
Kauth. They tried pairs at random and selected the pairs with 
the lowest error. The factors to be considered in selecting a 
wavelength pair using the ratio method have been discussed in 
Chapters III and IV. Third it has been shown that an estimate 
of the effect of instrument noise on the resulting surface 
temperature can be calculated easily using the ratio method. 
Finally either the nomogram in Figure 12 or the electronic 
system shown in Figure 13 is more convenient to use to obtain 
surface temperatures than a figure similar to Figure 19. 
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CHAPTER VI. CONCLUSIONS AND SUGGESTIONS FOR FURTHER RESEARCH 
The purpose of this study has been to determine how well 
measurements of spectral radiance at two wavelengths can be 
used to determine surface temperatures. Two wavelengths were 
found which produced an error within ±0.2K over the expected 
range of sea surface temperatures when the ratio method was 
used to determine the surface temperatures. However, for an 
evaluation of the actual wavelengths and spectral intervals to 
be used, more accurate data should be used for calculating the 
transmissivities. The most accurate transmissivities are 
probably those obtained by using the line by line integration 
technique used by Drayson (1966) and Kunde (1967). Two stud­
ies should be performed using these transmissivities. The 
first should have triangular shaped spectral intervals 5 cm-* 
wide like the ones used on the early versions of the Infrared 
Interferometer Spectrometer (IRIS) or 2.8 cm-* wide if the in­
strument used on Nimbus IV is to be used. The ratio method 
could then be compared with the surface temperatures obtained 
from the IRIS data using standard inversion techniques such as 
the one discussed in Conrath et al. (1970). The ratio method 
could also be used to determine the surface temperature which 
would then be held constant. Using this surface temperature, 
the standard inversion techniques could be used to invert for 
air temperature and humidity profiles. Using the ratio method 
to determine the surface temperature would be faster and 
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reduce computer time as much as 50 percent in some cases. The 
calculations suggested would also determine if the accuracy of 
the air temperature and humidity profiles would be increased 
by using the ratio method. The accuracy of the atmospheric 
parameters would depend upon the relative accuracies of the 
surface temperatures as derived from the ratio method and from 
an inversion method. Researchers working with inversion 
methods can determine the relative accuracies. In addition 
the IBIS instrument makes a continuous scan of the wavelength 
region from 5 ym to 25 ^m. Thus data would exist for the 
wavelengths chosen. If simultaneous sea surface temperatures 
are available from other sources for the areas viewed by the 
satellite, the accuracy of the ratio method could be checked 
under actual atmospheric conditions. 
Calculations should also be performed to determine the 
optimum wavelengths and spectral intervals to be used for a 
two channel instrument. The factors to be considered are con­
tained in this study. To summarize, a spectral interval 5 
cm-i wide is too narrow to achieve both a favorable signal to 
noise ratio and an acceptable resolution at the surface. In-» 
creasing the spectral interval would increase the energy 
received by the instrument and increase the signal to noise 
ratio. However, increasing the spectral interval would de­
crease the difference in transmissivities at the two wave­
lengths. This would be particularly true when the spectral 
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intervals overlap. The spectral intervals should also avoid 
the 9.6 jum absorption band of ozone. Another consideration is 
that the errors caused by nonlinearities in the curves of 
spectral radiance versus effective temperature will be reduced 
if the wavelengths are fairly close. Of course the major con^ 
sideration, and the key to the method, is that the absorption 
be either entirely due to the gases in the atmosphere with a 
constant mixing ratio, or that the ratio of the atmospheric 
attenuations at the two wavelengths for the gases with a con­
stant mixing ratio be equal to the same ratio for water vapor. 
If neither of these conditions is met, at. will be a function 
of the amount of water vapor in the air and cannot be assumed 
constant. Finally the surface eraissivities should be close to 
one and as equal to each other as possible for maximum accura­
cy. Although the surface emissivities cannot be controlled 
and may vary for different substances, the surface emissivity 
for water might be used to choose between two wavelength pairs 
which fulfill the other considerations equally well. The 
results of this study indicate that spectral intervals on the 
order of 1 wm wide centered near 10.4 /xm and 11.6 ym should 
prove to be satisfactory. The wavelength pair of 9.1 ^m and 
11.0 /^m suggested by Anding et al. (1970) should be consid­
ered. A third region that should be considered is the atmos­
pheric window which exists in the interval 3.5 ym to 4.3 jmm. 
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APPENDIX 
Values of spectral radiance were calculated using 
transmissivites given in Appendix II of Anding et al. (1970). 
For water vapor the transmissivities were based on a band 
model used by Altshuler (1961). The model used the strong-
line approximation to the statistical model which was empiri­
cally fitted to the laboratory data of Howard et al. (1955). 
The resolution element AX varied from approximately 0.4 jjm 
near 4.0 um to approximately 1.0 wm near 15.0 um. The average 
transmission for a resolution element AX is given by 
t(AA)=exp-(W'xK(AA))0'S (A.I) 
where W is the equivalent optical depth (in centimeters ) of 
liquid water at standard temperature and pressure. Values of 
the spectral absorption coefficient K(4A) for the wavelength 
regions used for this study were taken from Table 3 of Anding 
et al. (1970) and are shown in Table 8. Values of W were 
calculated from 
where P is the atmospheric pressure (mb), g is the 
acceleration of gravity (cm s-z), T is the atmospheric temper­
ature (K), M is the mixing ratio for water vapor (gr HgO/gr 
air), Pg is the standard pressure (1013.25 mb), and T^ is the 
standard temperature (273.16K). The expression for W given 
by (A.2) was obtained from the expression for W given in 
W' = (1000./g) (A .  2 )  
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Table 8. Spectral absorption coefficients for Hg0 
Wavelength K(4A) 
(wm) (cm-i) 
9.130 2. 60e-02 
9.220 2. 35e-02 
9.310 2.10e-02 
9.335 1. 90e-02 
9.398 1.49e-02 
10.290 1.86e-03 
10.440 1.90e-03 
10.550 2.OOe-03 
10.900 2. 50e-03 
11.500 4.52e-03 
11.670 5.33e-03 
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Anding et al. (1970) as 
•s 
W»=p( M 
Jo 
(P /PJ2(T«/T)».5as (A. 3) 
0
where p is the atmospheric density (gr/cm^), s is the range 
(cm) , and M is the mixing ratio in (gr HgO/gr air) . The 
hydrostatic equation gives 
dp=-pgd2 (A.4) 
where z is the height. The relationship between dz and ds is 
given by 
ds=-dzsec (A. 5) 
which for a satellite looking in the nadir direction becomes 
ds=-dz. (A. 6) 
Using (A. 6) and (A.4) to eliminate ds from (A. 3) gives (A. 2). 
The band model used for COg was also developed by 
Altshuler (1961). The model is an empirical model based on 
the data of Howard et al. (1955). The transmission is given 
by 
t(6X)=t(W'xK(AX)) (A.7) 
where values of t(W*xK(AA)) are obtained for values of 
W'xK(AX) from Table 9, and W* is the equivalent optical depth 
of CO2 in centimeters of pure CO2 at standard temperature and 
pressure and K (AA) is the spectral absorption coefficient for 
COg. Values of K(A\) for the wavelength region considered in 
this report were taken from Table 5 of Anding et al. (1970), 
and are shown in Table 10. 
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Table 9. Transmission versus W'xK(AA) for COg 
Anàing's data Smoothed data (H'xK(AA)) 
0.3980e-03 0.000 1.000 
0.1780e-02. 0.200e-02 .980 
0.1990e-02 0.320e-02 .970 
0.6300e-02 0.525e-02 .925 
0.7070e-02 0.805e-02 .940 
0. 1000e-01 0.100e-01 .930 
0.1260e-01 0.128e-01 .920 
0. 1590e-01 0.159e-01 .910 
0.2000e-01 0.214e-01 .890 
0.2520e-01 0.253e-01 .875 
0.2820e-01 0.282e-01 .867 
0.3160e-01 0.327e-01 .850 
0.3550e-01 0.355e-01 .840 
0.3900e-01 0.391e-01 .830 
0.3980e-01 0.412e-01 .820 
0.U770e-01 0.477e-01 .810 
0.4790e-01 0.479e-01 .800 
0.5260e-01 0.530e-01 .780 
0.5660e-01 0.606e— 01 .750 
0.6310e-01 0.631e-01 .740 
0.6400e-01 0.675e-01 .725 
0.7500e-01 0.750e-01 .700 
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Table 10. Spectral absorption coefficients for COg 
Wavelength K(AX) 
(ium) (cm-i) 
9. 130 1.24e-07 
9.220 2.05e-06 
9.310 6.25e-06 
9.335 6.25e-06 
9.398 4.00e-06 
10.290 6.06e-06 
10.440 1.94e-06 
10.550 6.03e-06 
10.900 1.24e-07 
11.500 3.13e-06 
11.670 4.3 6e-06 
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The data for columns 1 and 3 of Table 9 were also taken 
from Anding et al. (1970). However when these da+a were used 
to calculate transmissivities for CO^, some of the values did 
not seem correct. To check the data, values of t(W'xK(AA)) 
versus W'xK(AX) were plotted. The values did not form a 
smooth curve and the deviations from a smooth line appeared to 
have been caused by round-off errors. According to Altshuler 
(1961) the curve should be smooth, so a smoothed curve was 
drawn through the data of Anding et al. (1970). Values from 
the smoothed curve are shown in column 2 of Figure 9. Values 
from the smoothed curve were used for the calculations in this 
study when CO^ transmissivities were greater than .84. For 
the calculations for nadir angles other than zero, and for the 
calculations including aerosols, values from the smoothed 
curve were used when CO2 transmissivities were .70 or greater. 
The equation used to calculate values of W was given in 
Anding et al. (1970) as 
where M* is the mixing ratio of COg in percent by volume. 
Conrath et al. (1970) gave 0.0314 percent by weight as 
the mixing ratio for COg. The value used in this study was 
0.0315 percent. At the beginning of the study another band 
model was used and the value of 0.0314 percent by weight was 
converted to a percent by volume and back to a percent by 
(A.8) 
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weight when transmissivity data given by Anding et al. (1970) 
was introduced. The difference between 0.0314 percent and 
0.0315 percent is due to round-off error and was not noticed 
until after the data was run. The difference is much less 
than the variation of the mixing ratio for CO^ quoted in the 
literature. Drayson (1964) used 0.0314 percent and HcClatchey 
et al. (1970) used 0.033 percent. According to Drayson (1964) 
the difference in transmissivities obtained using 0.0314 
percent and 0.033 percent is small. In order to use (A.8), it 
has to be converted to a form with pressure as the independent 
vaiable. Using (A.4) and (A.6) to eliminate dr in (A.8) gives 
W'=PM« (p/Po)2(To/T)i s(1/pg)dp. (A. 9) 
'O 
The ideal gas law gives 
(1/f)=RmT/p (A. 10) 
where Bp, is the gas constant for moist air. However since the 
gas constant for moist air is a function of the amount of 
moisture in the air, 1/p was calculated as 
(Vf)=(Hd/P)[T(1+0.61H) ] (A.11) 
where By is the gas constant for dry air and the term in 
sguare brackets is the virtual temperature. Using (A.11) to 
replace ^ in (A.9) gives 
fP 
W'=j^H»p/(p2) (To/T)i.S(RjT/g) (1+0.61M)dp. (A. 12) 
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It should be noted that values of transmissivity are 
denoted by t(AX) in this appendix. In the text values of 
transmissivity are denoted by t(%) and represent an average 
transmissivity over the spectral interval AX. 
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