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a b s t r a c t
For fixed positive integers t ≥ 3 and k, consider the class of graphs
which have at most k disjoint minors isomorphic to a t-star. We
shall see that almost all of these graphs contain k vertices such
that deleting them leaves a graph with no such minor. This holds
for both labelled and unlabelled graphs, and answers a question
of Bernardi, Noy and Welsh. We also estimate the asymptotic
proportion of graphs in the class which do not have this property.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction and statement of results
For t ≥ 3 let us call the graph consisting of t leaves joined to a centre vertex the t-star and denote
it by St . Bernardi et al. [1] recently proposed the following problem on graphs with at most k disjoint
minors St , where ‘disjoint’ means ‘pairwise vertex disjoint’.
Denote the class of graphswith nominorH by ExH . Thus Ex S3 is the class of graphswithmaximum
degree at most 2; and for each t ≥ 3, a graph is in Ex St if and only if each subtree has at most t − 1
leaves. The title of the paper could just as well have been ‘On graphs with few disjoint subgraphs
which are t-leaved trees’.
Given a classA of graphs (closed under isomorphism), letAn denote the set of graphs inA on the
vertex set V = {1, . . . , n}, and let un(A) denote the number of unlabelled n-vertex graphs inA. We
say thatA has labelled growth constant λ if (|An|/n!)1/n → λ as n →∞; andA has unlabelled growth
constant γ if un(An)1/n → γ as n →∞. Also, let kG denote the graph formed from k disjoint copies
of a graph G, and let apexkA denote the class of graphs such that by deleting at most k vertices we
may obtain a graph inA.
Fix t ≥ 3.We shall see that Ex St has both labelled and unlabelled growth constants equal to 1, and
more generally that apexkEx St has both growth constants equal to 2k for each k ≥ 0. Clearly the class
Ex (k+ 1)St of graphs which have at most k disjoint minors St satisfies
Ex (k+ 1)St ⊇ apexkEx St . (1)
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Howmuch bigger is the class on the left than that on the right? Bernardi et al. [1] showed that Ex 2St
has labelled growth constant 2, the same labelled growth constant as apex1Ex St . They asked whether
it is true for all k that Ex (k+ 1)St has labelled growth constant 2k, and hence that the two sides of the
containment (1) are ‘close’, at least to the extent that they have the same labelled growth constant.
We shall use a modified version of the approach in [10] to see that this is the case, and indeed much
more is true. First let us state the basic result.
Theorem 1. For fixed integers t ≥ 3 and k ≥ 0, the classes Ex (k + 1)St and apexkEx St each have both
labelled and unlabelled growth constants equal to 2k.
We shall obtain a more precise version of this result. Given t ≥ 3 and k ≥ 1 define the difference
classD t,k by setting
D t,k = Ex (k+ 1)St \ (apexkEx St).
We are interested in how large the classD t,k is relative to the classes Ex (k+1)St and apexkEx St from
which it is formed. We find essentially the same behaviour for labelled and unlabelled graphs, but
quite different behaviours for the cases t = 3 and t ≥ 4. The first parts of the theorem below concern
the relative size of D t,k in the two cases t = 3 and t ≥ 4, and the last part completes the story by
describing the asymptotic size of Ex (k+ 1)St .
Theorem 2.
(a) For each fixed integer k ≥ 1,
|(Ex (k+ 1)S3)n| = (1+ 2−n+O(n
1
2 )) |(apexkEx S3)n| (2)
un(Ex (k+ 1)S3) = (1+ 2−n+O(n
1
2 )) un(apexkEx S3); (3)
and (b) for fixed integers k ≥ 1 and t ≥ 4,
|(Ex (k+ 1)St)n| = (1+ 2−Θ(n
2t−5
2t−4 )) |(apexkEx St)n| (4)
un(Ex (k+ 1)St) = (1+ 2−Θ(n
2t−5
2t−4 )) un(apexkEx St). (5)
(c) For fixed integers k ≥ 0 and t ≥ 3, both |(Ex (k+ 1)St)n|/n! and
un(Ex (k+ 1)St) are asymptotically 2kn+Θ(n
2t−5
2t−4 ).
By this theorem, for a fixed integer k ≥ 1, if Rn denotes a graph sampled uniformly at random from
either the labelled or unlabelled n-vertex graphs in Ex (k+ 1)St , then the probability that Rn contains
k vertices such that deleting them leaves a graph in Ex St is 1 − 2−n+O(n
1
2 ) when t = 3, and is 1 −
2−Θ(n
2t−5
2t−4 ) when t ≥ 4. We may also obtain further results on Rn, corresponding to theorems in
[8,10,11] on random graphs with few disjoint cycles or more general excluded minors, but we do
not pursue such results here.
Observe that for t = 3 the difference class D t,k is exponentially smaller than Ex (k + 1)St and
apexkEx St , but this is not the case for t ≥ 4. This behaviour contrasts with that for labelled graphs
and cycles [10], and more generally for labelled graphs with few disjoint excluded minors [11]. Recall
that a minor-closed class is called addable if each excluded minor is 2-connected. For t ≥ 3, the fan
Ft is the graph obtained from a path with t − 1 vertices by adding a new vertex and joining it to each
vertex on the path. Since no fan contains K4 as a minor, the class Ex K4 contains all fans. In contrast,
for example, the diamond graph K4 − e obtained by removing an edge from the complete graph K4 is
also the fan F4, so Ex (K4 − e) certainly does not contain all fans.
By [11], for an addableminor-closed classA of graphs with setB of excludedminors, we have two
cases: (a) ifA does not contain all fans then, for each k, Ex (k+ 1)B consists of apexkA together with
an exponentially smaller class; and (b) ifA contains all fans then Ex (k+ 1)B is exponentially larger
than apexkA, at least for large k.
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In the case t = 3, with little extra work we can improve the estimate in part (c) of Theorem 2 for
the number of labelled graphs in Ex (k+ 1)St to an asymptotic counting formula. For each k ≥ 0,
|(Ex (k+ 1)S3)n| ∼ c · 2knn− 12 e(2n)
1
2 n! (6)
where the constant c is (2k
2+k+2πe)−
1
2 (k!)−1.
An early step in the proofs involves showing that a connected graph with many vertices of degree
at least 3 has a spanning tree withmany leaves. We give a best possible result, Lemma 4, based on and
extending elegant work of Kleitman and West [9].
2. Proof plan
We present six results which we shall prove in later sections. Recall first the following notation,
for sequences (xn) and (yn) of numbers which are non-negative for n sufficiently large. We say that
xn = O(yn) if there is a constant b such that xn ≤ byn for n sufficiently large; xn = Ω(yn) if there is
a constant a > 0 such that xn ≥ ayn for n sufficiently large; and xn = Θ(yn) if both xn = O(yn) and
xn = Ω(yn).
For each t ≥ 3, k ≥ 0 : |(apexkEx St)n|/n! = 2kn+Θ(n
2t−5
2t−4 ). (7)
For each t ≥ 3, k ≥ 0 : un(apexkEx St) = 2kn+Θ(n
2t−5
2t−4 ). (8)
For each k ≥ 1 : un(D3,k) ≤ 2(k−1)n+O(n
1
2 ). (9)
For each k ≥ 1 : |(D3,k)n|/n! ≥ 2(k−1)n+Ω(n
1
2 ). (10)
For each t ≥ 4, k ≥ 1 : un(D t,k) ≤ 2kn+O(ln n). (11)
For each t ≥ 4, k ≥ 1 : |(D t,k)n|/n! = Ω(2kn). (12)
Combined with the observation that always |An|/n! ≤ un(A), these yield Theorem 2 and thus also
Theorem 1. The asymptotic counting formula (6) for labelled graphs in Ex (k+ 1)S3 follows from the
asymptotic counting formula (21) for apexkEx S3, together with the inequality (9) which shows that
D3,k is negligibly small.
3. Trees with t leaves and vertices of degree≥ 3
Given a graph G, let D3(G) be the set of vertices of degree at least 3, and let d3(G) = |D3|. We need
upper bounds on d3(G) for connected graphs Gwith nominor St or few disjoint suchminors. To obtain
these, we first extend the following result of Kleitman and West [9]. For recent work in this area see
for example [2]. Observe that a connected graph contains a tree with at least t leaves if and only if it
contains such a spanning tree.
Lemma 3 ([9]). In each connected graph with n vertices each of degree at least 3, there is a spanning tree
with at least n/4+ 2 leaves.
From this result we deduce a natural extension.
Lemma 4. In each connected graph G with at least two vertices, there is a spanning tree with at least
d3(G)/4+ 2 leaves.
Proof. (a) We show first that the conclusion of the lemma holds for graphs with no vertex of degree
2. Consider a counterexample G to this statement with as few leaves as possible. Let G have n + 1
vertices. Then clearly n ≥ 2, and by Lemma 3 Gmust have a leaf v.
Suppose first that G has exactly one leaf, say v with neighbourw. Form the connected graph G+ on
2n vertices by taking two disjoint copies of the graph G\v obtained by deleting v, and adding an edge
e between the two copies of w. Write ℓ(H) to denote the number of leaves in a graph H . Each vertex
in G+ has degree at least 3, so by Lemma 3, in G+ there is a spanning tree T+ with ℓ(T+) ≥ n/2+ 2.
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Note that T+ contains the edge e and neither end vertex of e is a leaf of T+. One of the component
trees of T+ − e contains at least n/4+ 1 leaves of T+, and adding e we obtain a spanning tree T of G
with ℓ(T ) ≥ n/4+ 2 = d3(G)/4+ 2.
ThusGmust have at least two leaves, and soG contains distinct leaves v andw. Form the connected
graph G′ by adding two new vertices a and b, and adding all six edges within the setW = {v,w, a, b}
of vertices. Then G′ has no vertices of degree 2 and has fewer leaves than G, and d3(G′) = d3(G) + 4.
Hence by the minimality of G,G′ has a spanning tree T ′ with ℓ(T ′) ≥ d3(G′)/4 + 2 = d3(G)/4 + 3.
Now delete the vertices a and b from T ′ to obtain the graph T .
If T is connected then it is a spanning tree of G, both v andw are leaves in T , and at most three out
of v,w, a, bwere leaves in T ′; and so
ℓ(T ) ≥ ℓ(T ′)− 3+ 2 ≥ d3(G)/4+ 2.
Now suppose that T is not connected. Then T ′ contains a path between v and w within the subgraph
onW ; and T consists of exactly two components, say Tv containing v and Tw containingw. From T we
may form a spanning tree T˜ by adding a suitable edge e of G.
There are two subcases to consider. (i) Suppose that neither of Tv and Tw consists of a single vertex.
Then v and w are non-leaves in T ′ and are leaves in T ; and at most one of {a, b} is a leaf of T ′. Hence
ℓ(T ) ≥ ℓ(T ′) + 2 − 1 ≥ d3(G)/4 + 4. But adding the edge e can lose at most two leaves, and so
ℓ(T˜ ) ≥ ℓ(T )− 2 ≥ d3(G)/2+ 2. (ii) Finally, suppose that one of Tv and Tw consists of a single vertex,
say Tv wlog (and then Tw has at least two vertices). Let v′ be the neighbour of v in G. Now v is an
isolated vertex in T : the edge vv′ must be the edge e added to T to form T˜ . Then v may be a leaf of T ′
and is a leaf of T˜ ; v′ may be a leaf of T ′ and is a non-leaf of T˜ ; w is a non-leaf in T ′ and is a leaf in T˜ ;
and as before at most one of {a, b} is a leaf of T ′. Hence
ℓ(T˜ ) ≥ ℓ(T ′)− 1+ 1− 1 = ℓ(T ′)− 1 ≥ d3(G)/4+ 2.
This contradicts G being a counterexample, and so we have shown that the conclusion of the lemma
holds for graphs with no vertex of degree 2.
(b) Now consider a counterexample G to the lemma with as few edges as possible. By part (a) of
the proof, Gmust have at least one vertex v of degree 2. Let a and b be the two neighbours of v.
If a and b are not adjacent in G then we can form a simple (no parallel edges) connected graph G′
by suppressing v (that is, we delete v and the edges av and bv, and add a new edge between a and
b); but then by the minimality of G,G′ must contain a spanning tree T ′ with ℓ(T ′) ≥ d3(G′)/4+ 2 =
d3(G)/4+2, and from T ′ wemay easily form a spanning tree T of Gwith ℓ(T ) ≥ ℓ(T ′) ≥ d3(G)/4+2.
Hence a and bmust be adjacent in G.
Now suppose that either a or b has degree ≠ 3; say a has degree ≠ 3. Delete the edge av from G to
form the connected subgraph G′ with fewer edges than G but with d3(G′) = d3(G). By the minimality
of G,G′ (and hence G) must contain a spanning tree T ′ with ℓ(T ′) ≥ d3(G)/4+ 2. Hence both a and b
must have degree exactly 3 in G.
Let x be the neighbour of a other than v and b, and let y be the neighbour of b other than v and a
(where we may have x = y). Form G′ by deleting a, b, v. It is easy to check that G′ does not have just
one vertex.
Suppose first that G′ is connected. By the minimality of G,G′ contains a spanning tree T ′ with
ℓ(T ′) ≥ d3(G′)/4 + 2 ≥ d3(G)/4 + 1; and if we add the edges xa, av, ab we obtain a spanning
tree T of Gwith ℓ(T ) ≥ ℓ(T ′)− 1+ 2 ≥ d3(G)/4+ 2. Finally, suppose that G′ is not connected. Form
G′′ by adding the edge xy. Then by the minimality of G,G′′ contains a spanning tree T ′′ with ℓ(T ′′) ≥
d3(G′′)/4+ 2 ≥ d3(G)/4+ 1, and T ′′ contains the edge xy. Now we may form a spanning tree T for G
by deleting the edge xy and adding the edges xa, av, ab and by; and ℓ(T ) ≥ ℓ(T ′′)+ 1 ≥ d3(G)/4+ 2.
This contradicts G being a counterexample, and so completes the proof of the lemma. 
For G ∈ Ex St , clearly the maximum degree∆(G) is at most t − 1. Lemma 4 immediately gives the
desired bound on d3(G).
Lemma 5. If G is a connected graph in Ex St , where t ≥ 3, then d3(G) ≤ 4(t − 3).
Proof. By Lemma 4 we have d3(G)/4+ 2 ≤ t − 1. 
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Lemma 4 is best possible since Lemma 3 is, and the same examples show that Lemma 5 is best
possible too. (To see this for t ≥ 4, consider the cubic graph obtained from the even cycle C2t−4 by
replacing every second edge by K4 − e.) A weaker bound was used in [14], and indeed any constant
bound c(t) would do. Such a result was noticed before by Robertson and Seymour (unpublished;
see [4]).
We will obtain finer results later, but note that the last lemma already shows that Ex St has
unlabelled growth constant at most 1 (and hence also labelled growth constant at most 1, and thus
both constants equal to 1). For when we construct an unlabelled graph G in Ex St on [n]where n > 4t ,
we may assume that D3(G) ⊆ [4t]; and there are nO(1) ways to choose a graph on [4t] and the edges
between [4t] and {4t + 1, . . . , n} (recall that∆(G) < t), and (1+ o(1))n ways to choose a graph with
maximum degree at most 2 on {4t + 1, . . . , n}. (For the last step here, observe that the connected
unlabelled graphs in Ex S3 are just paths and cycles and so have growth constant 1, and thus this holds
also for all of Ex S3.)
Lemma 6. For each t ≥ 3 there is an a = a(t) such that each connected graph G in Ex St which is not a
cycle has at most a automorphisms.
Proof. Each graph G in question has ∆(G) ≤ t − 1, and d3(G) ≤ 4(t − 3) by the last lemma. Hence
there are a bounded number of ways to choose images for the vertices of degree at least 3 and their
neighbours, and these choices extend to at most one automorphism. 
Wewill need an upper bound on d3(G) for graphs G in Ex (k+ 1)St when there is a given bound on
the maximum degree∆(G). First we consider trees.
Lemma 7. Let t ≥ 3, k ≥ 0 and d ≥ 1 be integers. Then each tree T with ∆(T ) ≤ d and with at least
t + k(d− 1)(t − 1) leaves contains k+ 1 disjoint subtrees each with at least t leaves.
Proof. The result is clearly true for k = 0; so suppose that k ≥ 1 and the result holds for k− 1. Fix a
leaf vertex r . For each vertex v ≠ r , let ev be the last edge on the path from r to v, and let Tv and T ′v
be the two component trees arising when ev is deleted from T , where v is in Tv . Let v be a vertex at
maximum distance from r such that Tv has ≥ t leaves (and so v ≠ r). Then Tv has ≤ (d − 1)(t − 1)
leaves, and so T ′v has≥ t+ (k−1)(d−1)(t−1) leaves. Thus by the induction assumption, T ′v contains
k disjoint subtrees each with at least t leaves, and we are done. 
Lemma 8. Let t ≥ 3, k and d be positive integers. Then each connected graph G ∈ Ex (k + 1)St with
∆(G) ≤ d satisfies d3(G) ≤ 4kdt.
Proof. Let us show the tighter bound d3(G) ≤ 4(t + k(d− 1)(t − 1)− 3). If this inequality fails then,
by Lemma 4, G contains a tree with at least t + k(d− 1)(t − 1) leaves, and then the last lemma shows
that G ∉ Ex (k+ 1)St . 
We give one last lemma in this subsection. Part (b) shows that t-leaf trees have the ‘Erdős–Pósa
property’ (see for example [3]): if a graph has at most k disjoint t-leaf trees then there is a bounded-
size ‘blocking set’ B of vertices such that G \ B contains no t-leaf tree.
Lemma 9. Suppose that t ≥ 3 and k ≥ 1.
(a) Given a graph G ∈ Ex (k + 1)St , let U(G) denote the set of vertices in G with degree at least
k(t + 1)+ t: then |U(G)| ≤ k.
(b) There is a positive integer α = α(t, k) ≤ 4k(k+ 1)t(t+ 1) such that each graph G in Ex (k+ 1)St
contains a set Q of at most α vertices such that G \ Q is in Ex (St).
Proof. (a) If at least k + 1 vertices each had degree at least k(t + 1) + t then we could find k + 1
disjoint t-stars centred on these vertices by greedily picking disjoint t-stars one after another, since
at each stage before the last at most k(t + 1) vertices would have been used.
(b) Let G′ = G \ U(G). Then G′ ∈ Ex (k + 1)St and ∆(G′) ≤ k(t + 1) + t − 1. Suppose that G′ has
some components Gi which contain a minor St ; say Gi has ki ≥ 1 disjoint minors St . Then∑i ki ≤ k.
Also d3(Gi) ≤ 4kit · (k(t+1)+ t−1) by Lemma 8. The set Q consisting of U(G) together with the sets
D3(Gi) is such that G \ Q is in Ex (St), and |Q | ≤ k+ 4kt(k(t + 1)+ t − 1) ≤ 4k(k+ 1)t(t + 1). 
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Lemma 9 is a step on our way to proving themain result Theorem 2, which extends Theorem 1, but
it already yields Theorem 1.Wemay see this as in the discussion following Lemma 5 on the unlabelled
growth constant of Ex St : for when we construct a graph G ∈ Ex (k+ 1)St on [n], we may assume that
U(G) ⊆ [k] and the induced subgraph on {k + α + 1, . . . , n} is in Ex St ; and we have seen that Ex St
has unlabelled growth constant 1.
4. Counting lemmas and proofs of (7) and (8)
Let us first record a basic combinatorial fact as a lemma, as we will use it several times.
Lemma 10. For fixed integers k ≥ 1 and j ≥ 0, the number of ways of choosing k integers each at least j
to sum to n isΘ(nk−1).
Proof. Consider k fixed, and let S(n, j) be the set of k-tuples x of integers at least j which sum to n.
There is a familiar natural bijection between S(n, 0) and the (k−1)-subsets of [n+k−1]. Further, the
map x→ x+ j1 gives a bijection between S(n− kj, 0) and S(n, j). Thus |S(n, j)| =

n−(j−1)k−1
k−1

. 
Clearly the connected graphs in Ex S3 are the paths and cycles. Thus for n ≥ 3 vertices the number
of such graphs is 2 in the unlabelled case, and is 12n! + 12 (n− 1)! ∼ 12n! in the labelled case. The next
lemma is an approximate version of this result for Ex St with any fixed t ≥ 3.
Lemma 11. Suppose that t ≥ 3 and let C be the class of connected graphs in Ex St . Then both |Cn|/n! and
un(C) areΘ(n2t−6).
Proof. By Lemma 6 it suffices to consider labelled graphs. For the lower bound consider a tree T with
t − 1 leaves and t − 3 internal vertices each of degree 3, which thus has 2t − 4 vertices and 2t − 5
edges. By Lemma 10, the number of graphs on {1, . . . , n} homeomorphic to T (that is, isomorphic to
a graph obtainable by subdividing edges of T ) is n!Θ(n2t−6), and each of these graphs is in Ex St .
The upper bound needs more work. Given a multigraph Gwe let s(G) be the pair (G˜, r) defined as
follows: G˜ is the multigraph obtained from G by suppressing vertices of degree 2, and r is the vector
indexed by the edges e of G˜ where re is the number of degree-2 vertices suppressed when forming
e. (If G is a cycle then G˜ is a single vertex with a loop.) Conversely, given a pair (H, r) where H is a
multigraph and r is a vector of non-negative integers indexed by the edges e of H , we let G(H, r) be
the multigraph G such that s(G) = (H, r). (We are considering graphs as unlabelled here.)
Fix t ≥ 3. Let G be a connected graph in Ex St and suppose that s(G) = (H, r). Then∆(G) ≤ t−1,G
has at most t − 1 leaves, and by Lemma 5 G has at most 4t vertices of degree at least 3; and so
∆(H) ≤ t − 1 and H has at most 5t vertices. Thus there are a finite number of possible multigraphs H
that can appear as the first coordinate of s(G) where G is a connected graph in Ex St . Given a vector r
let r∧ 2 denote the vector with coordinates the minimum re ∧ 2 of re and 2. Then for any multigraph
H and corresponding vector r
G(H, r) ∈ Ex St ⇐⇒ G(H, r ∧ 2) ∈ Ex St . (13)
LetH be the set of all pairs s(G) = (H, r) for (simple) graphs G ∈ Ex (St). LetH0 be the set of all
pairs (H, r) inH where each re ∈ {0, 1, 2}. Given (H, r) inH0 suppose that
G(H, r) = {G(H, s) : s ∧ 2 = r}.
Then by (13) Ex (St) is partitioned into the finite collection of sets G(H, r) for (H, r) in H0. Given a
vector r, let f (r) be the number of coordinates equal to 2. For (H, r) inH0, the value of f (r) essentially
determines the growth of the number of graphs G(H, r): we claim that
|G(H, r)n| = O(nf (r)−1)n!. (14)
Once we have established this claim, sinceH0 is finite it will suffice for us to show that the maximum
value of f (r) over the pairs (H, r) inH0 is 2t − 5.
To prove (14), list the vertices ofH in a fixed order; and similarly list the edges ofH in a fixed order,
starting with the edges with r-value 1 (say there are n1 of them), followed by the f (r) edges with r-
value 2, then the remaining edges (with r-value 0).Wemay construct the graphs inG(H, r) as follows.
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List the vertices 1, . . . , n in any order. Assign the vertices (labels) in this order to the vertices ofH then
the ‘mid-points’ of the n1 edgeswith r-value 1. This leaves the list of the remainingm = n−|V (H)|−n1
vertices to be divided into an ordered list of f (r) sublists each of length at least 2, which will then be
assigned to the edgeswith r-value 2. Thus by Lemma 10 there areΘ(nf (r)−1)n! constructions, and (14)
follows.
It remains for us to show that the maximum value of f (r) over the pairs (H, r) in H0 is 2t − 5.
Suppose that (H, r) achieves this maximum, and amongst such pairs H has fewest edges. Let F be the
set of edges e in H with re = 2. Then each edge in F is a bridge of H: for if e = {u, v} ∈ F were
not a bridge then we could introduce two new vertices u′ and v′, and replace e by the two new edges
{u, u′} and {v, v′} both with corresponding r-value 2, which would contradict the choice of (H, r) for
maximising f (r).
Suppose thatH has a blockBwhich is not just an edge. Note thatB contains no edges in F . FormH ′ by
contracting B to a new vertex vB (discarding loops). Since H ′ has fewer edges than H we obtain a con-
tradiction to the choice of H , unless vB has degree 2 in H ′. But in this case the graph H ′′ obtained from
H ′ by adding a new leaf vertexw, and an edge e betweenw and vB with re = 2, yields a contradiction.
We have now seen that H is a tree. Further, each vertex degree in this tree must be 1 or 3, since no
vertices can have degree 2 and any vertex of degree >3 could be split to contradict the maximality
of f (r). Hence the tree must be as described in the initial lower bound part of the proof, and we are
done. 
The last lemma gave estimations of the numbers of connected graphs in Ex St : the next lemmawill
let us use these results to estimate the number of graphswhich are not necessarily connected. If a class
of graphs is such that G is inA if and only if each component is inA then we callA decomposable.
Lemma 12. Let A be a decomposable class of graphs, let C be the class of connected graphs inA, suppose
that c > −1 and suppose that γ > 0. If |Cn|/n! = Θ(nc)γ n then |An|/n! = eΘ(n
c+1
c+2 )γ n; and if un(C) =
Θ(nc)γ n then un(A) = eΘ(n
c+1
c+2 )γ n.
Proof. This is really four results: two upper bounds and two lower bounds. Note that in the unlabelled
case we may assume that γ ≥ 1 (since otherwise the premise for un(C) cannot hold). Note also that
[xn](1− x)−b = Θ(nb−1). Suppose that b = c + 1 > 0, that a > 0 and that D(x) = a(1− x)−b.
(a) Upper bounds. Consider first the labelled case. Let C(x) be the exponential generating function
for C, so C(x) = ∑n≥1 |Cn|xn/n!. If a is sufficiently large then for each n we have |Cn|/(γ nn!) ≤[xn]D(x), so [xn]C(x/γ ) ≤ [xn]D(x). Hence by the exponential formula (see for example Theorem II.1
of Flajolet and Sedgewick [6]),
|An|/(γ nn!) = [xn]eC(x/γ ) ≤ [xn]eD(x)
for each n. Thus it suffices to show that
[xn]eD(x) = [xn]ea(1−x)−b = eO(n
b
b+1 ).
This follows from results in [15], but we shall use a cruder method which will work also for the
unlabelled case.
Suppose that r = r(n) = 1 − n−1/(1+b). Note that 1 − x ≥ e−2x for x > 0 sufficiently small, so
rn ≥ e−2nb/(1+b) for n sufficiently large. Also D(r) = an−b/(1+b), so
eD(r)/rn ≤ e
anb/(1+b)
e−2nb/(1+b)
= e(a+2)nb/(1+b) .
Hence by a standard saddle point bound (see for example (19) in Proposition IV.1 of [6]), we have that
for n sufficiently large [xn]eD(x) ≤ e(a+2)nb/(1+b) = eO(nb/(1+b)).
Now consider the unlabelled case. Recall that if A(x) = ∑n≥0 un(A)xn and C(x) = ∑n≥0 un(C)xn
are the generating functions forA and C respectively, then
A(x) = exp
−
k≥1
C(xk)/k
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(see for example Theorem I.1 of [6]). As above, if a is sufficiently large then un(C)/γ n ≤ [xn]D(x) for
each n. Suppose that S(x) =∑nk=1 D(xk)/k, and F(x) = eS(x). Since γ ≥ 1 and each coefficient in the
power series for F(x) is non-negative, we have un(A)/γ n ≤ [xn]F(x) for each n. (We need not consider
D(xk)/k for k > n.)
Suppose that α = 1 − 1/e ≈ 0.63. We will use the inequality that, for all k ≥ 1 and 0 ≤ x ≤
1/k,
1− (1− x)k ≥ αkx. (15)
To prove this, suppose that f (x) = (1 − x)k and g(x) = 1 − αkx: then f (0) = 1 = g(0), f (1/k) =
(1− 1/k)k ≤ 1/e = g(1/k), and f is convex and g is linear on (0, 1/k), yielding (1− x)k ≤ 1− αkx,
and thus (15).
Suppose that x = x(n) = n−1/(1+b) and that r = r(n) = 1− x as above. In the sums below, k runs
from 1 to k0 = ⌊1/x⌋. Now b > 0 and so by (15)−
k≤k0
1
k
D(rk) = a
−
k≤k0
1
k
(1− (1− x)k)−b
≤ a
−
k≤k0
1
k
(αkx)−b = aα−bx−b
−
k≤k0
k−(b+1)
= O(x−b) = O(nb/(1+b)).
Further, for k ≥ k0,
D(rk) ≤ D(rk0) ≤ a(αk0x)−b ≤ aα−b(1− x)−b ≤ 2aα−b
for n sufficiently large; and then−
k0<k≤n
D(rk)/k ≤ 2aα−b
−
k0<k≤n
1/k = O(ln n).
Putting these bounds together gives S(r) = O(nb/(1+b)). Hence by a saddle point bound as above,
un(A)/γ n ≤ [xn]F(x) ≤ F(r)rn = e
O(nb/(1+b))
as required.
(b) Lower bounds. We can handle the labelled and unlabelled cases together. If a > 0 is sufficiently
small and d is sufficiently large, then, for each n, |Cn|/(γ nn!) ≥ [xn]xdD(x) and so |An|/(γ nn!) ≥
[xn]exdD(x); and similarly un(C)/γ n ≥ [xn]xdD(x) and so un(A)/γ n ≥ [xn]exdD(x). Suppose that τ > 0
and that t = ⌊τn bb+1 ⌋. Then
[xn]exdD(x) ≥ [xn]a
txdt(1− x)−bt
t! = [x
n−dt ]a
t(1− x)−bt
t! .
Since dt = o(n) it suffices to show that
[xn]a
t(1− x)−bt
t! = e
Ω(n
b
b+1 ). (16)
But (assuming bt ≥ 1)
[xn]a
t(1− x)−bt
t! =
at
t!
−bt
n

= a
t
t!
(n+ bt − 1)bt−1
Γ (bt)
≥ a
tnbt−1
t t(bt)bt−1
≥ 1
n

anb
bbtb+1
t
.
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Now let us assume that τ > 0 is sufficiently small that a
bbτb+1 ≥ e. Then, using the definition of t , by
the above inequality
[xn]a
t(1− x)−bt
t! ≥
1
n
 a
bbτ b+1
t ≥ 1
n
et
and (16) follows. 
Lemmas 11 and 12 yield immediately:
Lemma 13. For each t ≥ 3, both |(Ex St)n|/n! and un(Ex St) are eΘ(n
2t−5
2t−4 ).
When t = 3 we can easily be more precise: we have that |(Ex S3)n|/n! is e(2n)
1
2 +O(ln n) and un(Ex S3) is
e2π(n/3)
1
2 +O(ln n)—note the different coefficients of n
1
2 . Indeed, we can go further.
For the labelled case, the generating function P(x) for paths is 12 (1 − x)−1 − 12 + 12x, and the
generating function C(x) for cycles is − 12 ln(1 − x) − 12x − 14x2; and so the generating function for
Ex (S3) is
eP(x)eC(x) = (1− x)− 12 e− 12− 14 x2e 12 (1−x)−1 .
But now
|(Ex S3)n| ∼ (4πen)− 12 e(2n)
1
2 n! (17)
by Theorem 2 of Wright [15].
For the unlabelled case, recall that the number pn of partitions of n satisfies pn ∼ 14n√3eπ(2n/3)
1
2 ;
see for example Example VIII.8 in [6]. The number p˜n of partitionswhere each part is at least 3 satisfies
p˜n = pn − pn−1 − pn−2 + pn−3, by inclusion–exclusion; and from a more precise estimate of pn, for
example VIII.21 in [6], we find that p˜n ∼ π23n pn. But, letting j count the number of vertices in cycles, we
see that un(Ex S3) =∑nj=3 p˜j ·pn−j. The dominant terms are for j near n/2, and elementary calculations
yield
un(Ex S3) ∼ 2−13− 74π2n− 94 e2π(n/3)
1
2
. (18)
In the labelled case we may think of the main ‘subexponential factor’ e(2n)
1
2 in (17) as arising from
the factor e
1
2 (1−x)−1 in the generating function. Indeed, for each t ≥ 3 and for unlabelled as well as
labelled graphs,wemay think of the subexponential quantity eΘ(n
2t−5
2t−4 ) in Lemma13 as arising roughly
from a factor ea(1−x)−b in the corresponding generating function (where a, b > 0). Note that classes of
graphs like forests and series–parallel graphs behave very differently, and ‘square-root singularities’
lead to a subexponential factor an−b where b is typically 5/2 or 7/2, see [5,7]. Also, in contrast to the
case for Ex St , for any addable minor-closed class of labelled graphs (see Section 1) the exponential
generating function converges at the radius of convergence; see [13].
Now back to the main development of the proofs. Recall that (n)k denotes the k-term product
n(n− 1) · · · (n− k+ 1).
Lemma 14. Let A be any class of graphs with bounded maximum degree. Then for each k ≥ 1,
|(apexkA)n| ∼

k!2

k+1
2
−1
2kn(n)k|An−k|. (19)
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Proof. Wemayprove this as in the proof of (3) in [12]. Suppose thatV = {1, . . . , n}.Wemay construct
the graphs in apexkA on V = {1, . . . , n} by picking a set S ⊆ V of k vertices ( nk  choices), picking a
graph inA on V \S (|An−k| choices), and adding any set of edges incident to the vertices in S (2kn−

k+1
2

choices). Thus the number of constructions is as on the right hand side in (19). But for large n, almost all
the constructions give each vertex in S degree at least n/3, and then the graph constructed is unique;
and the lemma follows. 
The last lemma shows in particular that, for each t ≥ 3 and k ≥ 1,
|(apexkEx St)n| ∼

k!2

k+1
2
−1
2kn(n)k|(Ex St)n−k|.
Hence by Lemma 13, for each t ≥ 3 and k ≥ 0,
|(apexkEx St)n| = 2kn+Θ(n
2t−5
2t−4 ) (20)
and we have proved (7). A more precise result when t = 3 follows from Lemma 14 and (17): we have
|(apexkEx S3)n| ∼ c · 2knn− 12 e(2n)
1
2 n! (21)
where the constant c is (2k
2+k+2πe)−
1
2 (k!)−1.
We need a result for unlabelled graphs corresponding to (20). Lemma 13 and the following lemma
give (8).
Lemma 15. Suppose that t ≥ 3 and k ≥ 1. Then
un(apexkEx St) = 2kn+Θ(n
2t−5
2t−4 ). (22)
Proof. Let C be the set of connected graphs in Ex St . We say that a graph is 2k-coloured if we assign a
vector in {0, 1}k to each vertex. Let A˜ be the set of 2k-coloured graphs in Ex St , and let C˜ be the set of
connected graphs in A˜. We first consider A˜ and then relate apexkEx St to A˜.
Observe that un(C˜) ≤ 2knun(C). Also, by Lemma 6, each graph G in C which is not a cycle has at
most a automorphisms, and soG has at least 2kn/a distinct colourings. Thus un(C˜) ≥ (2kn/a)·(un(C)−
1). Hence
un(C˜) = Θ(2knun(C)) = Θ(2knn2t−6)
by Lemma 11. Now by Lemma 12,
un(A˜) = 2kneΘ(n
2t−5
2t−4 ). (23)
For each graph G in apexkEx St there are at least 1 and at most (n)k ways to list k vertices as
v1, . . . , vk such that G′ = G \ {v1, . . . , vk} is in Ex St . Also, given such a list we may encode the edges
between these vertices and the rest of G by a {0, 1}k-colouring of G′: we give vertex v the colour
x = (x1, . . . , xk)where xi = 1 if v and vi are adjacent and xi = 0 otherwise. Hence, since there are at
most 2

k
2

graphs with k vertices,
un−k(A˜) ≤ un(apexkEx St) ≤ (n)k2

k
2

un−k(A˜).
Now the estimate (23) of un(A˜) completes the proof. 
We have a counting formula (18) for un(Ex S3), but to refine (22) to a result corresponding to (21) for
unlabelled graphs would take much further work—see for example [8] concerning unlabelled graphs
with no (k+ 1) disjoint cycles.
We need one last preliminary lemma.
Lemma 16. Fix integers a ≥ 2 and b ≥ 1, and let A be the class of all connected graphs G with∆(G) ≤ a
and d3(G) ≤ b. Then un(A) = Θ(n(a−1)b).
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Proof. Consider the upper bound first. Suppose that G ∈ A, with 1 ≤ b′ ≤ b vertices of degree at
least 3. (The case d3(G) = 0 is trivial.) As in the proof of Lemma 11, let the multigraph G˜ be formed
from G by suppressing all vertices of degree 2. Then each vertex of G˜ has degree 1 or at least 3, each
edge of G˜ is incident to a vertex of degree at least 3, and at least b′−1 are incident to two such vertices
(since G is connected). Hence G˜ has at most ab′− (b′− 1) ≤ (a− 1)b+ 1 edges. Hence by Lemma 10,
the number of unlabelled simple graphs homeomorphic to G˜ is O(n(a−1)b). But only a finite number of
multigraphs can arise as G˜, and the upper bound follows.
Finally note that any tree consisting of b vertices of degree a together with leaves (of which there
must be (a− 2)b+ 2) has (a− 1)b+ 1 edges, and the lower bound follows. 
5. Completing the proofs
We now prove (9)–(12). We first consider the upper bounds (9) and (11), for unlabelled graphs.
Fix t ≥ 3 and k ≥ 1. By Lemma 9(b), there is a positive integer α such that each graph G in Ex
(k + 1)St contains a set Q of at most α vertices such that G \ Q is in Ex (St). We may assume that
α ≥ k. Let U(G) be the set of vertices in G with degree at least k(t + 1) + t . By Lemma 9(a), for each
graph G ∈ Ex (k+ 1)St we have |U(G)| ≤ k. For each s = 0, 1, . . . , k let G(s) denote the set of graphs
G ∈ Ex (k+ 1)St such that U(G) = {1, . . . , s}.
Now suppose that n > 2α, that 0 ≤ s ≤ k and that S = {1, . . . , s}. From the above, for each graph
G ∈ G(s)n there is a set R of α vertices in V \ S such that G \ (S ∪ R) ∈ Ex St . We may assume that R is
{s+ 1, . . . , s+ |R|}. Note that each vertex in V \ S has degree less than k(t + 1)+ t in G. LetB(s) be
the class of graphs G ∈ G(s) such that G \ S ∉ Ex St . We want to upper bound un(B(s)).
Suppose first that s ≤ k− 1. We bound un(G(s)). Consider the number of choices for (i) the size r
of the set R and the graph on R (O(1) choices), (ii) the graph on V \ (S ∪ R) (at most un(Ex St) choices),
(iii) the neighbours in V \ S of the vertices in R (nO(1) choices), and finally (iv) the neighbours of the
vertices in S (at most 2(k−1)n choices). Hence
un(B(s)) ≤ un(G(s)) ≤ nO(1) · un(Ex St) · 2(k−1)n
and using (8) we obtain
un(B(s)) ≤ 2(k−1)n+O(n
2t−5
2t−4 ). (24)
We now consider when s = k: we handle the cases t = 3 and t ≥ 4 separately.
(a) The case s = k and t = 3. Here B(s) is empty! For suppose that G ∈ B(s). Then we may pick
k+ 1 disjoint 3-stars much as in Lemma 9 by starting with a 3-star with vertex set contained in V \ S,
and greedily picking disjoint 3-stars centred on the vertices in S (andwith the leaves in V \S) one after
another. We can do this since when we have picked i < k such stars the next vertex in S is adjacent
to at least 4k + 3 − 4(i + 1) − (k − i − 1) = 3k − 3i ≥ 3 unused vertices outside S, and so we can
pick another 3-star as desired. But then G ∉ Ex (k + 1)S3, a contradiction. This result together with
(24) completes the proof of (9).
(b) The case s = k and t ≥ 4. Suppose that G ∈ B(s); let G1, . . . ,Gk′ be the 1 ≤ k′ ≤ k components
of G \ S which have a minor St ; and suppose thatW = ∪i V (Gi). We upper bound un(B(s)) by upper
bounding the numbers of graphs in the sets
B(s, j) = {G ∈ B(s) : |W | = j}.
For G ∈ B(s, j), we may assume thatW = {s+ 1, . . . , s+ j}. Some vertex in S must be adjacent to at
most (k− 1)(t + 1)+ t − 1 ≤ k(t + 1) vertices in V \ (S ∪W ), since otherwise G ∉ Ex (k+ 1)St by
Lemma 9(a). Hence the number of choices for edges between S and V \ (S ∪W ) is at most
k
k(t+1)−
i=0
n
i

· (2n−k−j)k−1 = O(nk(t+1)) · 2(n−j)(k−1).
Thus the number of choices for edges between S and V \ S is at most
2(n−j)(k−1)+O(ln n) · 2jk = 2(k−1)n+j+O(ln n).
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Now let us bound the number of choices for the graph G \ S on V \ S. By Lemma 10, there are
O(nk−1) ways to choose the sizes of the sets V (Gi) to sum to j. Hence the number of choices for
the graph induced on W is nO(1) by Lemmas 8 and 16. Suppose that W ′ = V \ (S ∪ W ), and so
|W ′| = n− k− j ≤ n− j. By Lemma 13, the number of choices for the graph onW ′ is at most
un−j(Ex St) = eΘ((n−j)
2t−5
2t−4 ).
Hence the number of choices for G \ S is at most nO(1) · eΘ((n−j)
2t−5
2t−4 ). Putting these estimates together,
un(B(s, j)) ≤ 2(k−1)n+j+O(ln n)eΘ((n−j)
2t−5
2t−4 )
= 2kn+O(ln n)eΘ((n−j)
2t−5
2t−4 )2−(n−j).
Hence
un(B(s)) =
n−k
j=1
un(B(s, j)) ≤ 2kn+O(ln n) ·
n−k
j=1
eΘ((n−j)
2t−5
2t−4 )2−(n−j).
But the last sum here is at most
∑
i≥1 eΘ(i
2t−5
2t−4 )2−i, which is finite. Hence
un(B(s)) ≤ 2kn+O(ln n),
and this result together with (24) yields (11).
It remains to establish the lower bounds (10) and (12).
For (10) consider the following constructions of graphs inD3,k. Pick a subset S of V of size k − 1;
on V \ S put a graph consisting of the disjoint union of K5 and a graph in Ex S3; and add edges between
S and V \ S such that each vertex in S has degree at least k + 3. Then G ∈ Ex (k + 1)St since at
most one three-leaf tree is contained in the K5, and every other one must contain a vertex in S. Also
G ∉ apexkEx St : for if |B| = k and G \ B ∈ Ex St then B ⊇ S (if v ∈ S \ B then v has degree at least 3 in
G \ B), and so B has at most one vertex in the K5. The number of (labelled) graphs constructed is
2(k−1)n+O(log n)|(Ex S3)n−k−4| = 2(k−1)n+Θ(n
1
2 )n!
by Lemma 13, as required for (10).
For the case t ≥ 4, letHt+2 be the tree of order t+2with t leaves obtained by startingwith adjacent
vertices u and v, and joining two new vertices to u and t − 2 new vertices to v. For j ≥ t + 3 let Hj be
the tree of order j formed from Ht+2 by subdividing the edge uvj − t − 2 times. Observe that Hj has
a minor St and no subgraph obtained by deleting a vertex has this property. The number of graphs on
V = {1, . . . , n} isomorphic to Hn isΘ(n!).
Wemay form graphs G in (D t,k)n as follows. Choose a subset S of k vertices of V , put a copy ofHn−k
on V \ S, and add edges between S and V \ S in any way such that each vertex in S has degree at least
k + t . (To see that G is not in apexkSt consider B ⊆ V with |B| = k. If v ∈ S \ B then v has degree at
least t in G \ B. Thus if G \ B ∈ Ex St then Bmust be S, but G \ S has an St minor.) The number of such
graphs isΩ(n!2kn), as required for (12).
6. Concluding remarks
Aswe noted in the first section, there are known results about labelled graphswith few disjoint cy-
cles [10]; andmore generally about labelled graphs with few disjoint excludedminors, in the addable
case (when the excludedminors are all 2-connected) [11]. In this paperwehave learned about labelled
and unlabelled graphs with few disjoint St minors, where St is the t-leaf star and t ≥ 3. Of course St is
not 2-connected. We found both similarities and differences relative to the addable case. What about
other graphs which are not 2-connected, for example the five-vertex ‘bowtie’ graph obtained from
two triangles by identifying a vertex from the first triangle and a vertex from the second one?
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