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Abstract
Suppose (N;+; ·) is a -nite (left) planar nearring. De-ne the (line) segment in N with endpoints
a and b by
a; b=
→
a; b∩
→
b; a
= [N (b− a) + a] ∩ [N (a− b) + b]:
We prove that under many circumstances we have
a; b= c; d ⇔ {a; b}= {c; d};
which is the same phenomenon as in the Euclidean plane. c© 2001 Elsevier Science B.V. All
rights reserved.
MSC: primary 05B25; secondary 12E20; 12K05; 16Y30
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1. Introduction
From the very de-nition of a nearring, it is an algebraic structure between that
of a group and a ring. However, the study of planar nearrings, one of nearrings’
important topics, requires tools ranging from group theory to -eld theory, as well as
other topics. Until now, planar nearrings are known to have the applications in the
following subjects: block designs, coding theory, and -nite geometry. One can -nd an
interesting introduction of these topics in Clay’s book [3].
It was not until the end of the 18th century that people began to explore the mystery
of complex numbers. In the 19th century, the geometrical representation of complex
numbers was accepted by mathematicians extensively. However, it is not until this
century that people notice that two planar nearrings (or a double planar nearring) play
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the important parts for the geometry in the complex plane. They give the interpretations
of circles and rays, which people learn in the classical Euclidean plane. They also
motivate some similar geometric aspects in -nite -elds.
Let (C;+; ·) be the -eld of complex numbers. Today, we know well that any nonzero
complex number 0 = z ∈C can be represented as
z = |z| · z|z| :
Roughly speaking, it is in the form of polar coordinates. That is, the structure of the
group of nonzero complex numbers is C∗=R+S1, where R+ is the set of positive real
numbers and S1 is the unit circle in the complex plane. De-ne the operation ◦ on the
complex plane (C;+; ·) by
a ◦ b=
{
0 if a= 0;
a
|a| · b otherwise:
Then (C;+; ◦) is a (left) planar nearring. One can see that the action of a nonzero a
on a nonzero b rotates b with the angle of a centered at the origin, and still keeps the
length of b. De-ne the operation ∗ on the complex plane (C;+; ·) by
a ∗ b= |a| · b:
Then (C;+; ∗) is also a (left) planar nearring. One can see that the action of a nonzero
a on a nonzero b stretches the length of b with the multiple |a|, and still keeps the
direction of b from the origin.
The above are two important examples of planar nearrings, which are related to
circles and rays in the complex plane. They motivate some ideas in the study of
geometry in -nite planar nearrings. For a; b∈C, a =0, the circle C(a; b) with radius
|a| and centered at b is C∗ ◦ a + b. For a; b∈C, a = b, the ray from a through b is
→
a; b=C ∗ (b− a) + a; the (line) segment with endpoints a and b is
a; b=
→
a; b∩
→
b; a=[C ∗ (b− a) + a] ∩ [C ∗ (a− b) + b]; (1)
the line through a and b is
↔
a; b=
→
a; b∪
→
b; a=[C ∗ (b− a) + a] ∪ [C ∗ (a− b) + b]:
Therefore, given a planar nearring, one can explore the geometric aspects motivated
by these ideas. Circles and rays in a -nite planar nearring have been studied by Clay
[1–5], Ke [6], and Modisett [7]. In this paper, we will focus on segments in some
-nite planar nearrings.
In the rest of this section, we introduce planar nearrings, near-elds, and some
important results regarding them. We assume the reader is familiar with basic
facts about semigroups, groups, rings and -elds. We -rst start from the idea of a
nearring.
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1.1. Nearrings
Denition 1.1. A nearring is an algebraic structure (N;+; ·) such that (N;+) is
a group (not necessarily abelian), (N; ·) is a semigroup (i.e., · is associative), and
· satis-es at least one distributive law with respect to +. The left distributive law
is a · (b + c) = a · b + a · c, for any a, b, and c in N . The right distributive law is
(a+ b) · c = a · c + b · c, for any a; b, and c in N .
If the left distributive law holds, we call it left nearring. Of course, the reader can
understand what a right nearring is. If both distributive laws hold, we call it distributive
nearring. If + is commutative and only one distributive law holds, it is called an abelian
nearring. If, by chance, + is commutative and both distributive laws are valid, then
(N;+; ·) is a ring.
In this article, we shall assume a nearring to be a ‘left’ nearring, when not speci-ed.
Similar assumption is made for a near-eld. The identity element of (N;+) is denoted
by 0.
We will focus on planar nearrings. For a detailed description of nearrings and their
related topics, see [3,8].
Denition 1.2. A nearring (N;+; ·) with a · 0 = 0 · a = 0 for any a∈N is said to be
zero-symmetric.
1.2. Near1elds
Denition 1.3. A left near1eld is a left nearring (F;+; ·) such that (F∗ = F\{0}; ·) is
a group; similarly, we can also de-ne a right near1eld.
Example 1.1. Let (F;+; ·) be a -nite -eld with characteristic p and |F |=p2n. De-ne
the mapping  : F → F by (x) = xpn , then
1.  is a -eld automorphism and 2 = 1F .
Let U = {a2 | a∈F∗}. Then
2. U is a subgroup of (F∗; ·) of index 2, and
3. the -eld automorphism  restricted to U is a group automorphism of the sub-
group U .
De-ne ◦ on F by
a ◦ b=
{
a · b if a∈U;
a · (b) otherwise:
Then (F;+; ◦) is a near-eld and not a division ring.
For more facts about near-elds, see WNahling’s book [10]. We summarize some
important ones in the following.
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Theorem 1.1 (Clay [3, (3:62)]). If (F;+; ·) is a near1eld with |F | =2, then it is
zero-symmetric.
Proposition 1.2 (Clay [3, (3.63)]). For a near1eld (F;+; ·), if x∈F , then x2 = 1 if
and only if x∈{1;−1}.
Theorem 1.3 (Clay [3, (3.64)]). For a near1eld (F;+; ·), if x; y∈F , then x(−y) =
(−x)y =−(xy).
Theorem 1.4 (Clay [3, (3.65)]). For a near1eld (F;+; ·), the additive group (F;+) is
abelian.
Theorem 1.5 (Clay [3, (3.66)]). If (F;+; ·) is a 1nite near1eld, then (F;+; ∗) is a
1eld for some suitable ∗, i.e., (F;+) is the additive group of some 1eld.
Denition 1.4. A near-eld (F;+; ·) is said to be planar if for any constants a, b, c∈F
with a = b, the equation
ax = bx + c
has a unique solution for x in F .
Theorem 1.6 (Clay [3, (4.26)]). Every 1nite near1eld (F;+; ·) with |F | =2 is planar.
Example 1.2 (Clay [3; (5:2)]). For the -eld (Z2;+; ·), de-ne ∗ on Z2 by a ∗ b= b for
all a, b∈Z2 = {0; 1}. Then (Z2;+; ∗) is a nonplanar near-eld.
Therefore, except for the above example, a nonplanar near-eld is in-nite. Zemmer,
in 1964, gave the construction of in-nite nonplanar near-elds [11].
1.3. Planar nearrings
The de-nition of planarity is motivated by two nonparallel lines intersecting at exact
one point in aPne planes constructed from -elds.
Denition 1.5. For a nearring (N;+; ·), de-ne an equivalence relation =m on N by
a =m b if and only if ax = bx for all x∈N . If a =m b, we say that a and b are
equivalent multipliers.
Denition 1.6. A nearring (N;+; ·) is called planar when:
1. =m has at least three equivalence classes, i.e., |N= =m |¿3,
2. for constants a; b; c∈N with a = mb, the equation
ax = bx + c;
has a unique solution for x in N .
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Proposition 1.7 (Clay [3, (4.8)]). Planar nearrings are zero-symmetric; i.e.; any
planar nearring (N;+; ·) satis1es a · 0 = 0 · a= 0 for all a∈N .
Thus, planar nearrings have this elementary property which is also valid in rings and
near-elds.
Proposition 1.8. Any planar nearring with multiplicative identity is a planar near1eld.
Therefore, for a left planar nearring which is not a ring, there are several left iden-
tities for the multiplication; however, there is no right identity.
The construction of planar nearrings is known as the Ferrero Planar Nearring
Factory. Since we will not use the construction in the sequel, the interested reader
is referred to Clay’s book [3]. However, we still need the de-nition of a Ferrero pair.
Denition 1.7. Let (N;+) be a group, and let Aut(N;+) be the set of all automor-
phisms of (N;+). If we have a nontrivial subgroup 1 =6Aut(N;+) such that
1. 1N =∈ and (x) = x implies x = 0, then  is called a regular group of
automorphisms of (N;+). Any element 1N =∈ is called a 1xed point free
automorphism. If in addition,
2. −+ 1N is surjective for any 1N =∈,
then (N;) is called a Ferrero pair.
Note that when (N;+) is -nite, condition (2) is automatically true since − + 1N
is injective for each 1N =∈.
Denition 1.8. Suppose (F;+; ·′) is a -eld and 1 =′6F∗. A planar nearring (N;+; ·)
is 1eld generated if it is generated from a Ferrero pair (N;), where (N;+)= (F;+),
and = {a | a∈′}. Note that a : F → F is de-ned by a(x) = ax.
Denition 1.9. Suppose (F;+; ·′) is a planar near-eld and 1 =′6F∗. A planar near-
ring (N;+; ·) is near1eld generated if it is generated from a Ferrero pair (N;), where
(N;+) = (F;+), and = {a | a∈′}.
Denition 1.10. Suppose (R;+; ·′) is a ring with identity and 1 =′6U(R), where
U(R) is the set of units in R. A planar nearring (N;+; ·) is ring generated if it is
generated from a Ferrero pair (N;), where (N;+) = (R;+), and  = {a | a∈′}.
Note that 1− ′⊆U(R) ∪ {0} in order that (N;) can be a Ferrero pair.
Note that  and ′ are isomorphic in the above de-nitions. Since they are so closely
related, we simply identify  with ′ in these situations.
It is easy to get Ferrero pairs from -elds or -nite near-elds. Let us have some
examples from rings.
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Example 1.3 (Clay [3; p: 49]). Consider the commutative ring (Zpn ;+; ·), where p is
an odd prime. We have |U(Zpn)| = pn−1(p − 1) and U(Zpn) ∼= Zpn−1 ⊕ Zp−1. Thus
there is a subgroup  of U(Zpn) with order p− 1. Also, it de-nes a regular group of
automorphisms of (Zpn ;+). Hence we have a Ferrero pair (Zpn ; ) from this ring.
More speci-cally, (Z65; ) is a Ferrero pair, where = 〈8〉={8; 64; 57; 1}[3, (5.41)].
Theorem 1.9 (Clay [3; (4:13)]). Let (N;) be a Ferrero pair, and let (a) =
{(a) |∈} for any a∈N . Then:
1. |(a)|= || for 0 = a∈N , where |S| denotes the cardinality of S;
2. if b∈(a), then (b) = (a);
3. the orbits (a) form a partition of N.
Theorem 1.10 (Clay [3, (4.24)]). If (N;+; ·) is a planar nearring constructed from
the Ferrero pair (N;), we have N ∗ · a= (a).
Thus, for any planar nearring (N;+; ·) generated by a Ferrero pair (N;) from a
-eld, a planar near-eld, or a ring with identity, we have
N ∗ · a= (a) = ′a= {a |∈′}
and |N ∗ · a|= ||= |′| for any 0 = a∈N .
2. Segments
When considering the possibility of de-ning (line) segments for a -nite planar
nearring (N;+; ·) from the Ferrero pair (N;), one is naturally motivated by Eq. (1).
That is,
a; b=
→
a; b∩
→
b; a
= [N (b− a) + a] ∩ [N (a− b) + b]
= [(b− a) ∪ {0}+ a] ∩ [(a− b) ∪ {0}+ b]:
However, we formulate it slightly in a diQerent way, as the reader is going to see.
In the general setting, let (V;+; ·) be a -nite algebraic structure which is
(A) a left near-eld or
(B) a -eld or
(C) a ring with identity.
The main goal in this paper is to establish Theorem 2.10, i.e., we will show that
(most often) segments in a planar nearring are determined by their endpoints.
Suppose there is a multiplicative subgroup  with
Zm\{0}*6U(V );
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where U(V ) is the set of units (or invertible elements) in V and m = char V is the
characteristic of V . One can choose ˙ in any one of the following three ways:
(a) Let ˙=  ∪ {0}.
(b) If V is a -eld or a ring with identity, and if 2i or −2i is not in  for some i,
then ˙ can be any subset of  ∪ {0} with the properties
(i) 0; 1∈ ˙, and
(ii) x∈ ˙⇒ 1− x∈ ˙.
(c) If || is odd, then one can choose any ˙⊆ ∪ {0} such that (i) and (ii) of (b)
are satis-ed.
After we have ˙, we then de-ne the segments in V .
Denition 2.1. For (b−a)∈U(V ), de-ne the (line) segment a; b with endpoints a and
b as
a; b= [(b− a)˙+ a] ∩ [(a− b)˙+ b]:
Lemma 2.1. Let S = ˙ ∩ (1− ˙); then we have S = 1− S = {x | x; 1− x∈ ˙}.
Proof. 1− S = 1− (˙ ∩ (1− ˙)) = (1− ˙) ∩ ˙= ˙ ∩ (1− ˙) = S.
Note that in the choices (b) or (c) of ˙, we have S = ˙ since ˙ = 1 − ˙ at this
time.
The following gives an equivalent de-nition for a; b.
Proposition 2.2. a; b= (b− a)S + a= {(b− a)x+ a | x; 1− x∈ ˙} for (b− a)∈U(V ).
Proof. Since
(a− b)˙+ (b− a) =−(b− a)˙+ (b− a)
= (b− a)(−˙) + (b− a) = (b− a)(−˙+ 1)
= (b− a)(1− ˙);
we have
a; b= [(b− a)˙+ a] ∩ [(a− b)˙+ b]
= ([(b− a)˙] ∩ [(a− b)˙+ (b− a)]) + a
= ([(b− a)˙] ∩ [(b− a)(1− ˙)]) + a
= (b− a)[˙ ∩ (1− ˙)] + a
= (b− a)S + a:
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Note that if (V;+; ·) is a near-eld (F;+; ·), we have applied the following in the
above proof.
1. The left distributive law and not the right distributive law.
2. Theorem 1.3: x(−y) = (−x)y =−(xy).
3. Theorem 1.4: the additive group (F;+) is abelian.
Corollary 2.3. |a; b|= |S|= |{(x; y) | x + y = 1; x; y∈ ˙}|.
Proof. The -rst equality holds since the map x → (b − a)x + a from S to a; b is a
bijection. The second equality is from
S = ˙ ∩ (1− ˙) = {x | x; y = 1− x∈ ˙}:
When x and y = 1− x are in ˙, and hence in S, we have
1. if x =y, then (x; y) =(y; x), so we have ‘two’ pairs corresponding to these ‘two’
elements in S;
2. if x = y = 1− x (so x = 2−1), then we have ‘one’ pair (x; x) corresponding to this
x in S.
Thus every segment has the same number of points.
We have the following familiar geometric phenomena.
Corollary 2.4. (1) c(a; b) = ca; cb for any c in U(V ).
(2) a; b− c = (a− c); (b− c) for any c in V.
Proof. (1) c(a; b) = c[(b− a)S + a] = (cb− ca)S + ca= ca; cb.
(2) a; b − c = [(b − a)S + a] − c = (b − a)S + (a − c) = [(b − c) − (a − c)]S +
(a− c) = (a− c); (b− c).
Corollary 2.5. 0; 1 = S = 1− S = 1; 0 = ˙ ∩ (1− ˙).
Proof. S = ˙ ∩ (1 − ˙) is the de-nition in Lemma 2.1. S = 1 − S is proved in
Lemma 2.1. From Proposition 2.2 we have 0; 1 = S and 1− S =−S + 1 = 1; 0.
Proposition 2.6. a; b= b; a= a+ b− a; b.
Proof. By de-nition we have
a; b= [(b− a)˙+ a] ∩ [(a− b)˙+ b]
and
b; a= [(a− b)˙+ b] ∩ [(b− a)˙+ a];
so they are equal. By Proposition 2.2 we have
a; b= (b− a)S + a=−(a− b)S + a
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= (a+ b)− ((a− b)S + b) = a+ b− b; a
= a+ b− a; b;
since b; a= (a− b)S + b and a; b= b; a in the above.
Now, we are going to show a; b = c; d ⇔ {a; b} = {c; d}; that means any segment
is determined by its endpoints, and that the endpoints are unique. First note that if
a; b= c; d, then
0; 1 = (b− a)−1(a; b− a) = (b− a)−1(c; d− a)
= (b− a)−1(c − a); (b− a)−1(d− a):
Therefore it is enough if we can show that there is no a; b such that 0; 1 = a; b and
{a; b} = {0; 1}. Through the end of this section, we assume
0; 1 = a; b with {a; b} = {0; 1} and (b− a)∈U(V );
which is required by de-nition. This will lead to a contradiction. So there can be no
such a; b.
Lemma 2.7. S = 0; 1 = a; b= (b− a)S + a= (b− a)−1(S − a).
Proof. 0; 1 = a; b is our assumption. a; b = (b − a)S + a is from Proposition 2.2
and therefore S = 0; 1. Consequently, S = (b − a)−1(S − a) since we have S =
(b− a)S + a.
Lemma 2.8. a+ b= 1.
Proof. Before starting the proof, we have to make some notation clear. For any x∈V
and any natural number k ∈N , xk denotes the addition of k copies of x. This expla-
nation is mainly for the case (A) when V is a (left) near-eld, in which only the left
distributive law holds. For example, x + x = x · 1 + x · 1 = x · (1 + 1) = x · 2 = x2 in a
near-eld; although we can still write ‘2x’ for this meaning, it does not coincide with
the notation for multiplication at this time. For cases (B) and (C) of V , we can write
kx instead of xk.
Proposition 2.6 says a; b= a+ b− a; b; since S = 0; 1 = a; b, we have
c∈ S ⇒ (1) 1− c∈ S and (2) a+ b− c∈ S:
Therefore a+ b− 1∈ S from (2) since 1∈ S. Suppose
(a+ b− 1)k ∈ S;
then we have
1− (a+ b− 1)k ∈ S
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by (1). Therefore,
a+ b− (1− (a+ b− 1)k) = (a+ b− 1) + (a+ b− 1)k
= (a+ b− 1)(k + 1)∈ S
by (2). Hence,
(a+ b− 1)n∈ S ⊆ ˙⊆ ∪ {0}; for all n:
Since Zm\{0}*, we have a+ b− 1 = 0. Suppose not, then we have a+ b− 1∈
since a + b − 1∈ S and a + b − 1 =0. Consequently, we obtain (a + b − 1)−1 ∈.
Multiplying (a+ b− 1)n with (a+ b− 1)−1 on the left-hand side, we get
n= (a+ b− 1)−1[(a+ b− 1)n]∈ ∪ {0}; for any n∈N:
Therefore n∈ for any 0 = n∈Zm, a contradiction!
Theorem 2.9. Any segment is determined by its endpoints; that is;
a; b= c; d ⇔ {a; b}= {c; d}:
Proof. Following by the previous lemma, it suPces to show that
S = 0; 1 = a; (1− a) with a ∈ {0; 1};
is impossible. First note that {a; 1 − a}⊆ S\{0}⊆6U(V ) since a =0; 1; also 1 −
a2= (1− a)− a=(b− a)∈U(V ) is required. Lemma 2.7 says S =(b− a)−1(S − a)=
(1− a2)−1(S − a); since, 0; 1∈ S, we have
(1− a2)−1(−a); (1− a2)−1(1− a)∈ S ⊆ ˙⊆ ∪ {0}:
More explicitly, we obtain
(1− a2)−1(−a); (1− a2)−1(1− a)∈:
Since 1 − a∈, we get (1 − a2)−1, and hence 1 − a2, is in . Therefore −a, and
hence −1, is in  since a∈. This concludes the proof for choice (c) of ˙, since if
|| is odd and 2 =0 (by Zm \ {0}*), then −1 ∈ .
Now we have −1, 1− a2, a2− 1, a, −a are all in . We have the other two cases
for the choice of ˙.
Case 1: For choice (a) of ˙, we have ˙\{0}=, which is a multiplicative subgroup
of U(V ). Consider
S = 0; 1 = ˙ ∩ (1− ˙) = ˙ ∩ (1 + ˙);
S = a; (1− a) = [(1− a2)˙+ a] ∩ [(a2− 1)˙+ (1− a)]
= [˙+ a] ∩ [˙+ (1− a)]
and
0; a= a˙ ∩ (−a˙+ a) = ˙ ∩ (˙+ a);
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since we have
˙=−˙= (1− a2)˙= (a2− 1)˙= a˙=−a˙;
by properties of a group .
Since S ⊆ ˙ and S ⊆ ˙+a; we have S ⊆ 0; a. Corollary 2.3 tells us that |0; 1|= |S|=
|0; a|; therefore, we have 0; 1 = S = 0; a. This contradicts Lemma 2.8 since a =1.
Case 2: In the choice (b) of ˙ we require that
2i(or − 2i) ∈  for some i:
Since a∈ S, we have
(1− 2a)a+ a= 2(1− a)a∈ S ⊆ ˙⊆ ∪ {0}
by Lemma 2.7. Therefore 2∈ since a and 1−a are in  and 2 =0. We have already
shown that −1∈. Consequently, 2i and −2i are all in  for every integer i. This
contradicts with our requirement.
Hence we conclude that any segment is determined by its endpoints.
Remark 1. When V is a ‘right’ near-eld, a -eld, or a ring with identity, we can
de-ne a; b as we expect in the beginning. That is, for (b−a)∈U(V ), de-ne the (line)
segment a; b with endpoints a and b as
a; b= [(b− a) ∪ {0}+ a] ∩ [(a− b) ∪ {0}+ b]
= [˙(b− a) + a] ∩ [˙(a− b) + b]:
After suitable modi-cation of the above discussion, we can still conclude that any
segment is determined by its endpoints. For example, Corollary 2.4(1) becomes
(a; b)c = ac; bc
for any c in U(V ).
Now, we have a more general de-nition for segments. Since we want this mainly
for -nite planar nearrings, combining similar results from the above remark, we state
the following consequences.
Theorem 2.10. Suppose (N;+; ·) is a 1nite (left) planar nearring from a Ferrero pair
(N = V;) such that
1. it is 1eld generated or
2. it is near1eld generated; say from (V = F;); and  / F∗ or
3. it is ring generated
and Zm \ {0}*6U(V ); where m=char V . In each case; we can de1ne segments in
(N;+; ·) by
a; b=
→
a; b∩
→
b; a
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= [N (b− a) + a] ∩ [N (a− b) + b]
= [(b− a) ∪ {0}+ a] ∩ [(a− b) ∪ {0}+ b];
for (b − a)∈U(V ). If ·′ denotes the multiplication in V; then according to the cor-
responding part; a; b is
[(b− a) ·′  ∪ {0}+ a] ∩ [(a− b) ·′  ∪ {0}+ b]
for (1); (2) and is
[ ·′ (b− a) ∪ {0}+ a] ∩ [ ·′ (a− b) ∪ {0}+ b]
for (1)–(3).
Finally, to end this paper, we have some remarks, which need further investigation.
Remark 2. The requirement Zm\{0}*, where m= char V , is unnecessary in many
situations. We explain some in the following:
1. If m is not a prime, then the condition is redundant, since any element in  has to
be invertible.
2. If V is a -nite -eld F with char F = p and |F | = pn, then Z∗p6 if and only if
p − 1 divides ||. Therefore if p − 1 does not divide ||, the condition is also
redundant. If g is a primitive element of F∗, then those subgroups that contain Z∗p
will contain the element g(p
n−1)=(p−1), which is a primitive element of Z∗p. Thus for
= 〈gi〉 with gcd(i; pn− 1) - (pn− 1)=(p− 1), the condition is unnecessary, since
we have
∃x such that (gi)x = gix = g(pn−1)=(p−1)
⇔ ∃x such that ix ≡ p
n − 1
p− 1 (modp
n − 1)
⇔ gcd(i; pn − 1) | p
n − 1
p− 1 ;
where gcd(a; b) denotes the greatest common divisor of a and b.
Remark 3. Suppose V is a -nite -eld F =GF(p). If we consider the second choice
(b) of ˙, then when 2 (or any number of the form ±2i for some i) is a primitive
root in Z∗p, we can use any proper subgroup ¡F
∗ which does not contain Z∗p, i.e.,
(p− 1) - ||. This would yield a lot of choices of ˙. However, it is still unknown if
2 can be a primitive root of in-nitely many -elds.
Remark 4. Circles, rays, and segments in -nite planar nearrings are rich sources for
producing block designs. By similar ideas, lines in a planar nearring are also de-ned.
The interested readers are referred to Sun’s thesis [9] for these results.
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