With the availability of high frequency financial data, nonparametric estimation of volatility of an asset return process becomes feasible. A major problem is how to estimate the volatility consistently and efficiently, when the observed asset returns contain error or noise, for example, in the form of microstructure noise. The former (consistency) has been addressed heavily in the recent literature, however, the resulting estimator is not quite efficient. In Zhang, Mykland, and Aït-Sahalia (2003), the best estimator converges to the true volatility only at the rate of n −1/6 . In this paper, we propose an efficient estimator which converges to the true at the rate of n −1/4 , which is the best attainable. The estimator remains valid when the observation noise is dependent.
Introduction
This paper is about how to estimate volatility nonparametrically and efficiently.
With the availability of high frequency financial data, nonparametric estimation of volatility of an asset return process becomes feasible. A major problem is how to estimate the volatility consistently and efficiently, when the observed asset returns are noisy. The former (consistency) has been addressed heavily in the recent literature, however, the resulting estimator is not quite efficient. In Zhang, Mykland, and Aït-Sahalia (2003) , the best estimator converges to the true volatility only at the rate of n −1/6 . In this paper, we propose an efficient estimator which converges to the true quantity at the rate of n −1/4 , which is the best attainable. The new estimator remains valid when the observation noise is dependent.
To fix the idea, consider {Y } as the observed log returns, and the observations take place at the grid of time points G n = {t i , i = 0, 1, 2, · · · n} that span the time interval [0, T ].
Suppose that {Y t i } are noisy, the true (latent) log returns are {X}. In other words, X is the de-noised version of Y , their relation can be modeled as,
where t i ∈ G n . The noise ǫ ′ t i s are independent of X. And the noise process itself can be a white noise or a dependent process. Also, if one is more familiar with the terminology of the price process {P t } of an asset, the true log returns {X t } is just a log transformation of true price process {P t }, i.e. X t = log(P t ).
The model in (1) is quite realistic, as evidenced by the existence of microstructure noise in the price process (early papers include Brown (1990) , Zhou (1996) , Corsi, Zumbach, Muller, and Dacorogna (2001) ).
Suppose that the true log returns {X} satisfies the following equation:
where B t is a standard Brownian motion. Typically, the drift coefficient µ t and the diffusion coefficient σ t are stochastic in the sense of
Through out this paper, we use the notations in (2) to denote (3). By the model in (3), we mean that {X} follows an Itô process. A special case would be that {X} is Markov, where µ t = µ(t, X t ), and σ t = σ(t, X t ). In financial literature, σ t is often refered as the volatility of X.
Our goal is to estimate T 0 σ 2 t dt, where T can be a day, a month, or other time horizon(s). For simplicity, we call T 0 σ 2 t dt the integrated volatility, and denote it by
The general question is, how to nonparametrically estimate T 0 σ 2 t dt, if one can only observe the noisy data Y t i at discrete times t i ∈ G n .
To our best knowledge, there are two types of nonparametric estimators for T 0 σ 2 t dt in the current literature.
The first type, the simpler one, is to use the sum of the squared returns
this estimator is generally called realized volatility or realized variance. However, it has been reported that realized volatility using high-frequency data is not desirable (see, for example, Brown (1990) , Zhou (1996) , Corsi, Zumbach, Muller, and Dacorogna (2001) ). The reason is that it is not consistent, even if the noisy observations Y are available continuously. Under discrete observations, the bias and the variance of the realized volatility are both of order n (sample size).
A slight modification of (4) would be to use the sum square of the "sparsely selected" returns, namely
where G H n is a strict subset of G n , for example, if one starts with observation # 2 and then picks every subsequent 10'th data point, G H n = {t 2 , t 12 , t 22 , · · · } ⊂ [0, T ], s 0 = t 2 , s 1 = t 12 , s 2 = t 22 , · · · . The idea is to reduce the bias and the variance of the conventional realized volatility by using less data. This approach has been quite popular in the empirical finance literature. However, this "sparse" estimator is still not consistent in nature, and which data to subsample and which to discard is arbitrary.
A second type of estimator for T 0 σ 2 t dt is based on two sampling scales. For example, the estimator in Zhang, Mykland, and Aït-Sahalia (2003) has the form of
where
with K being a positive integer. One can see that
T .
Thus the estimator in (6) averages the square increment in returns from sampling every data point (
T ) and the one from sampling every K-th data point ([Y, Y ] (K) T ). Particularly, < X, X >
(2) T is unbiased for any sample size n, and its asymptotic property was derived when K → ∞ as n → ∞.
Also, the estimator in Zhou (1996) and Hansen and Lunde (2004) has the form of
which is also on basis of two time scales.
The estimators based on two different time scales is unbiased and consistent, and asymptotically normal. However, the rate of convergence is not satisfactory. For an instance, the best estimator in Zhang, Mykland, and Aït-Sahalia (2003) converges to T 0 σ 2 t dt at the rate of n −1/6 .
In this paper, we propose a new class of estimators, which converges to T 0 σ 2 t dt at the rate of n −1/4 . This new estimator has the form,
where M is a positive integer greater than 2. Comparing to < X, X >
(2) T which uses two time scales (1 and K), X, X combines M different time scales. The weights a i are selected so that X, X is unbiased and has optimal convergence rate. The rationale is that by combining more than two time scales, we can improve the efficiency of the estimator. Interestingly, the n −1/4 rate of convergence in our new etimator is the same as the one in parametric estimation for volatility, when the true process is Markov (see Gloter and Jacod (2001) ), thus this rate is the best attainable. Earlier related results in the same direction can be found in Stein (1987 Stein ( , 1990 Stein ( , 1993 and Ying (1991 Ying ( , 1993 . See also Aït-Sahalia, .
We emphasize that our estimator is nonparametric, and the true process follows a more general Ito process, where the volatility could depend on the entire history of the X process plus additional randomness. Our proposed estimator remains valid even if the noise follows a dependent process.
The paper is organized as following. In section 2, we motivate the idea of averaing over M different time scales. As we shall see, our estimator is unbiased, and its asymptotic variance comes from the noise (ζ) as well as from the discreteness of the sampling times (Υ). In Section 3, we derive the weights a i 's which are optimal for minimizing the variance that comes from noise. We then elaborate on the discretization error in Section 4 and 5. Section 6 deals with the overall error under more general weights, Further discussions on optimal weights and optimal variance are in Section 7-8. In Section 9, we comment on the case where the noise is dependent.
Motivation: The Averaging of Uncorrelated Observations of X, X
In Zhang, Mykland, and Aït-Sahalia (2003) , we have observed that by combining the square increments of the returns from two time scales, the resulting two-scale estimator < X, X > T
(2) in (6) improves upon the realized volatility, which uses only one time scale, as in (4)-(5). The improvement is about reducing both the bias and the variance.
If the two-scale estimator is better than the one-scale estimator, a natural question would be how about the estimator combining more than 2 time scales. This question motivates the present paper.
To proceed, denote the estimator on the K-th scale to be
with K being a positive integer. From now on, we work under model (1) with ǫ being white noise process. The case of dependent noise is discussed at the end (Section 9).
It is easy to see that
and V n,K = 2[X, ǫ] (K i ) .
We shall see in the next Section and in the Appendix that the cross term V n,K is ignorable for our proposed estimator. For now, we keep it in the equation tentatively.
We are interested in a pooled estimator over M different time scales,
where a i 's are the weights to be determined. From (8),
It is thus natural to require that the a i 's satisfy the following conditions:
Condition 1. a i = 1,
Condition 1 assures that the first term in (11) will be asymptotically unbiased for X, X , and Condition 2 removes the bias term due to ǫ 2 i . Finally, for i = l, the U n,K i and U n,K l are uncorrelated, and since they are also the end points of zero-mean martingales, they are asymptotically independent as n → ∞.
If one presupposes Condition 2, and that the V s are ignorable, it is as if we observe
Under the ideal world of continuous observations (that is, if we take [X, X] (K i ) to stand in for X, X ), Condition 2 makes it possible that we get M (almost) independent measurements of X, X .
Our aim is to use Conditions 1-2 to construct optimal weights a i . We proceed to investigate what happens if we just take [X, X] (K i ) ≈ X, X in Section 3. From Section 4 on, we consider the more exact calculation that follows from [X, X] (K i ) = X, X + O p ((n/K i ) −1/2 ).
Minimizing the Size of the Noise Term
Consider the noise term
Since U n,K i and U n,K l are uncorrelated zero-mean martingales, under Conditions 1-2,
Also, as shown in the Appendix (equation 42), the cross term
thus ignorable in comparison with the first order term in V ar(ζ), as long as M/n → 0 and γ 2 → 0 as n → ∞.
We minimize γ 2 , subject to the constraints in Conditions 1-2. This is established by setting
One can determine λ's by solving
It leads to
The optimal a i is thus given by
And γ 2 is minimized at
.
In a special case where K i = i, i = 1, · · · , M ,K = (M + 1)/2 and V ar(K) = (M 2 − 1)/12, and the minimum variance γ * 2 = 48 M (M 2 −1) .
Overall, therefore, in the case where
Since the U n,K are martingales, we obtain more precisely the following:
Theorem 1. Suppose that Eǫ 4 < ∞, and that M = M n = o(n) as n → ∞. Let the a i be given optimally as above for 1 ≤ i ≤ M . Then V ar(ζ n ) −1/2 ζ n → N (0, 1) in law.
Note that when all i = 1, ..., M are used, and for K i = i,
The latter approximation can be used without affecting the unbiasedness and optimality properties of the weights.
We now have obtained the optimal weights as far as reducing the noise is concerned. However, as in (11), there is another type of error, the error due to the fact that the observations only take place at discrete time points. We study the discretization error M i=1 a i [X, X] (i) − X, X in the next two sections.
Tradeoff with The Discretization
Set
Unlike the noise components U n,K , the [X, X] (i) are asymptotically highly correlated. Unless a i goes to zero fast, X, X − X, X has the same order as the worst possibility, [X, X] (M ) − X, X , which is O p ((n/M ) −1/2 ). Since ζ is independent of X, under Conditions 1-2, (11)- (14) give us the overall error
The optimal M is therefore of the form
By the variance-variance tradeoff, the rate of convergence for our optimal estimator is then
This is an improvement on the two scales estimator, for which the corresponding rate is O p (n −1/6 ).
We spend the following sections elaborating on this result.
Form of the Discretization Error
We first need assumptions on our latent process. Suppose that X is an Itô process of the form (2), with drift coefficient µ t and diffusion coefficient σ t , both continuous almost surely. Also suppose that |µ t | and σ t are bounded above by a constant, and that σ t is bounded away from zero. Assume that the sampling points are nonrandom, and that
Note that in view of Girsanov's Theorem (see, for example, p. 190-201 of Karatzas and Shreve (1991) ), under these assumptions, we can proceed as if µ = 0.
To deal with the discretization error, first note that
Thus, from Proposition 1 in Mykland and Zhang (2002) ,
By the same methods, (X, X) (J) and (X, X) (K) are joint asymptotically mixed normal, with random covariance
and H(t) is the asymptotic quadratic variation of time, cf. Mykland and Zhang (2002) . Note that σ t is allowed to be random, so is η 2 . The convergence is in the sense of stable convergence; for discussions of how to present limit statements formally, please refer to Mykland and Zhang (2002) and Zhang, Mykland, and Aït-Sahalia (2003) .
It is easily seen from this that for the weights a i 's discussed in Section 3, the discretization error is indeed of the order O p ((n/M ) −1/2 ) given in Section 4. We now turn to a more general class of estimators.
Joint Noise and Discretization Asymptotics
We consider estimators of the form
for continuous g. We emphasize that while M = M n , g is assumed to be independent of n. This covers the approximate form given for the noise-optimal weights in (17) at the end of Section 3, where in that case g takes the form
We use the subscript "ζ" to refer to the fact that this g is only shown to be optimal for the noise.
Conditions that parallell Conditions 1-2 can be imposed on g as follows.
Condition 3. x dx = 0.
It is easy to see that these conditions leave the problem asymptotically unchanged. The variance of the noise is given through (13) and
In view of Section 5, the similar expression for the discretization variance is
The overall asymptotic variance of X, X − X, X is, therefore,
It is clear from the above that the optimal choice of M is of the order O(n 1/2 ), and that V = O(n −1/2 ) with this choice. Specifically, if
then
where v(g) = c −3 4(Eǫ 2 ) 
Optimal Weights
We here give the equations that the overall optimal choice of g must satisfy. Set g(x) = xh(x), we then get
with the conditions 3-4 becoming To optimize, let
1 0 r i (x)r j (x)dx = 0 for i = j, and the first few are r 0 (x) = 1, r 1 (x) = 2x − 1, r 2 (x) = 6x 2 − 6x + 1, r 3 (x) = 20x 3 − 30x 2 + 12x − 1. Our condition for optimality becomes A[h, r i ] = 0 for i = 1, 2, ....
Overall Variance for the Weights from Section 3.
To calculate the value of the asymptotic variance, note that if h(x) = 6(2x − 1), we obtain 
Hence
Dependent noise
The above argument is based on the assumption that the ǫ i are independent. However, if the noise is mdependent, and one does not use [Y, Y ] (K) for K = 1, ..., m, the noise does not affect our results. In particular, if one redefines a i = 0 for i ≤ m, and by (26) for i > m, the asymptotic expressions are the same. m can even become large at a slow rate as n → ∞ without changing the asymptotic values.
Appendix:
We here show the approximation in (8).
Easy to see that (1) , and for the cross term,
if i = n − K + 1, · · · , n It is easy to see that E [X, ǫ]
T |X process = 0, since ǫ has mean zero. Also, because ǫ is white noise proces, V ar [X, ǫ] (K)
Note that
where the first term has order O p (K), the second term (sum of martingle increments) is of order O p ( K √ n ).
Hence, V ar [X, ǫ]
(K)
Also one can write
where b j,i is the same as defined above, where the the second subscript i indicates replacing K by K i in the orginal definition for b j 's.
Similar argument would yield that
