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Michelle Lynn Hall
We describe the utility of Density Functional Theory (DFT) to explain phenomena of practical
interest in Part I and embark upon further development of this powerful method in Part II. Specifi-
cally, we show that DFT can be used to predict enantioselectivities and regioselectivities (Chapters
3 and 5) and the effect of mutation on catalysis of enzymes (Chapter 4). We then extend upon a
previously developed DFT functional, making it applicable to both the treatment of barrier heights
and transition states (Chapter 7) and then proceed to make it continuous and capable of treating
an entire reaction coordinate (Chapter 8).
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CHAPTER 1. INTRODUCTION 1
Chapter 1
Introduction
The field of chemistry has historically been dominated by so-called “bench work”, wherein chemists
spend numerous hours in the laboratory. Through this work, much progress has been made toward
understanding the laws that govern molecules and atoms and harnessing these laws for desired effect.
Fundamental barriers to this goal remain, however, including the inability to “see” molecules and
atoms, isolate reactive intermediates, and predict reactivity.
The rise of the modern computer has seen the advent of a new field of chemistry, computational
chemistry, that is complementary to the more traditional branches. In computational chemistry,
the principles of computer science are harnessed to explore various problems of chemical impor-
tance and this growing multidisciplinary field has applicability to numerous problems, including
those of biological, chemical, and physical relevance. Computational chemistry continues to gain
momentum with the parallel emergence of ever more powerful computers in addition to the contin-
ued development of more sophisticated algorithms. As the field continues to advance, it is possible
to treat increasingly larger systems with increasingly higher accuracy. Practically, this means that
even calculations involving entire proteins or large polymers are possible with good accuracy. Fur-
ther, using computational chemistry, it is also possible to “see” atoms and molecules and probe
the nature of reactive intermediates, overcoming problems that continue to plague experimental
chemistry.
There are a staggering number of methods in computational chemistry, including statistical
models on one end of the spectrum and quantum mechanics on the other. These methods all vary
in their accuracy and the amount of time they require to execute a single computation (from a few
seconds to a few weeks, for example). The plethora of methods available in the field are governed
CHAPTER 1. INTRODUCTION 2
Figure 1.1: “Conservation of annoyance.” Various computational methods and a rough depiction
of their speeds (computational cost) and accuracy.
by a well-known phenomenon playfully termed “conservation of annoyance”. Simply put, methods
which execute relatively quickly (statistical methods, for example) are typically also relatively
inaccurate, while those methods which are relatively accurate (quantum mechanics, for example)
are also relatively slow. For example, a few well-known methods are shown schematically in Figure
1.1 along with their relative speeds and accuracies.
Interestingly, inspection of Figure 1.1 shows that one method, Density Functional Theory
(DFT), does not strictly obey “conservation of annoyance” and gives relatively high accuracy
compared to its computational cost. For this reason, DFT has risen in the recent past to become
one of the favored methods in many computational chemists’ arsenal.
1.1 Elementary Wave Mechanics
We will first begin with a brief summary of elementary wave mechanics, using this as a foundation
upon which to explain DFT. The time-independent Schrodinger equation for an isolated N -electron
system governed by the Born-Oppenheimer approximation is given by
HˆΨ = EΨ (1.1)
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Vext(ri) is the external potential acting on electron i due to interaction with nucleus α of charge







The terms on the right-hand side of eq 1.2 may be attributed to kinetic energy, electron-nuclei
attraction and electron-electron interaction, respectively, such that eq 1.2 may be written more
succinctly as
Hˆ = Tˆ + Vˆne + Vˆee (1.4)
In this formulation, we have neglected the nucleus-nucleus repulsion energy which may be written,







The total energy, W , is then written as
W = E + Vnn (1.6)
where E is given by eq 1.1.
Certain restrictions on Ψ apply including:
1. Ψ must be well-behaved and differentiable everywhere
2. Ψ must decay to zero at infinity for an atom or molecule
3. Ψ must obey appropriate boundary conditions for a regular infinite solid
4. Ψ must be antisymmetric with respect to interchange of either spatial or spin coordinates of
any two electrons owing to electrons being fermions
Finally, |Ψ|2 is a probability distribution function such that |Ψ(rN , sN )|2drN gives the probability
of finding the system with position coordinates between rN and rN +drN and spin coordinates sN ,
where rN stands for the set r1, r2, . . . , rN , and s
N stands for the set s1, s2, . . . , sN .
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The energies thus obtained are governed by the variational principle such that
E[Ψ] ≥ Eo (1.8)
and minimization of E[Ψ] will ultimately give good approximations of the ground-state wave func-
tion, Ψo, and energy, Eo. Such minimization may be achieved through the use of Lagrange multi-




∣∣∣Hˆ∣∣∣Ψ〉− E 〈Ψ|Ψ〉] = 0 (1.9)
Therefore, convergence of the electronic energy E from above is a conventional method to achieve
reasonable approximations to Eo and Ψo. Equation 1.9 may be used on an N -electron system of
given nuclear potential Vext(r) to obtain the ground-state wave function Ψ and hence the ground-
state energy E and other properties of interest.
1.2 Hartree-Fock Approximation
The wavefunction Ψ may be approximated as the antisymmetrized product of N orthonormal spin
orbitals ψi(x), each having a spatial and spin component: φk(r) and σ(s) = α(s) or β(s). This is





ψ1(x1) ψ2(x1) · · · ψN (x1)









det[ψ1ψ2 · · ·ψN ] (1.10)
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Jij and Kij are two-electron terms which treat the electron-electron Coulombic repulsion and

















Importantly, Jii = Kii. such that the right-most term in eq 1.11 goes to zero when i = j, reducing
this equation down to its one-electron form. This can interpreted to state that a single electron
does not experience a Coulombic repulsion with itself (Jii) nor does it exchange with itself (Kii).
I.e., the self-interaction is zero.








52 +Vext + jˆ − kˆ (1.16)
From eq 1.15, we may determine the orbital energies i.
i ≡ ii =
〈
ψi
∣∣∣Fˆ ∣∣∣ψi〉 = Hi + N∑
j=1
(Jij −Kij) (1.17)










The total molecular, not just electronic, energy is then given from eq 1.6 as
WHF = EHF + Vnn (1.19)
Therefore, we have a method of arriving a set of orbitals ψi and at the electronic and molecular
energies, EHF and W , respectively. However, Fˆ is explicitly dependent upon ψi through the two-
electron terms for electron-electron Coulombic repulsion and exchange, jˆ and kˆ, respectively. As
such, these equations must be solved iteratively. I.e., trial wavefunctions ψi are used in eq 1.15
to generate a new set of wavefunctions ψ′i, which are then used as input for the next iteration to
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generate a set of wavefunctions ψ′′i and so forth until convergence of EHF and W from above is
achieved. For this reason, the Hartree-Fock approximation is said to be a “self-consistent field”
method.
Hartree-Fock notably omits electron correlation. This is particularly problematic where one
wishes to study a system in which numbers of bonds and types change. Specifically, omission of elec-
tron correlation can result in errors up to thousands of kilocalories per mole. To achieve higher accu-
racy above single-determinantal Hartree-Fock, “multiconfiguration” descriptions or “post-Hartree-
Fock” methods employing multiple determinants are used. Møller-Plesset Perturbation Theory and
Coupled Cluster are examples of two such methods. Here, the Hartree-Fock variational principle
calculated energy (EHF ) is augmented in various forms to better capture the correlation energy
(EHFcorr), defined according to
EHFcorr = E − EHF (1.20)
where E is the exact non-relativistic Born-Oppenheimer approximated energy. Many of these
methods capture the correlation energy very well, consistently providing results of high accuracy.
However, in accordance with “conservation of annoyance” (Figure 1.1), these methods also come
with a high computational cost, making their use on larger systems intractable.
1.3 Density Functional Theory
1.3.1 Introduction






|Ψ(x1,x2, . . . ,xN )|2ds1dx2 . . . dxN (1.21)
such that it integrates to the total number of electrons.∫
ρ(r)d(r) = N (1.22)
A major breakthrough for electronic structure theory came in 1964 when Hohenberg and Kohn
showed that the external potential Vext(r) is determined, within a trivial additive constant, by the
electron density ρ(r). From eqs 1.21-1.22, we see that ρ(r) also determines the number of electrons,
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N , and hence the ground-state wavefunction, Ψ, and all other electronic properties of the system.
Contrast this to Hartree-Fock theory, wherein the full N-electron wavefunction, not just the electron
density, must be considered.
The proof of the Hohenberg-Kohn theorem is a simple proof by contradiction. Consider two
external potentials Vext and V
′
ext giving the same electron density for the ground-state, ρ(r). This
would neccesitate two ground-state hamiltonians, H and H ′ also with the same ground-state den-
sities, ρ(r), but with differing normalized wave functions, Ψ and Ψ′ and ground-state energies, Eo




∣∣∣Hˆ∣∣∣Ψ′〉 = 〈Ψ′ ∣∣∣Hˆ ′∣∣∣Ψ′〉+ 〈Ψ′ ∣∣∣Hˆ − Hˆ ′∣∣∣Ψ′〉 = E′o + ∫ ρ(r)[Vext(r)−V ′ext(r)]dr (1.23)




∣∣∣Hˆ ′∣∣∣Ψ〉 = 〈Ψ ∣∣∣Hˆ∣∣∣Ψ〉+ 〈Ψ ∣∣∣Hˆ ′ − Hˆ∣∣∣Ψ〉 = Eo − ∫ ρ(r)[Vext(r)−V ′ext(r)]dr (1.24)
Combining eqs 1.23-1.24, we obtain Eo + E
′
o < Eo + E
′
o, a contradiction which proves that there
cannot be two different external potentials, Vext and V
′
ext, corresponding to the same ground-state
electron density, ρ(r).
According to the Born-Oppenheimer approximation used in many electronic-structure theory
calculations, the nuclei are assumed to be fixed (or their motions sufficiently sluggish compared
to that of electrons) that the N electrons are thought to be moving in a static external potential
(Vext(r)) given by these nuclei. According to the work by Hohenberg and Kohn, the total electronic
energy of these N electrons may be calculated from the overall electron density according to
E [ρ(r)] =
∫
Vext(r)ρ(r)dr + F [ρ(r)] (1.25)
where Vext(r)ρ(r) is the electron-nuclei interaction and F [ρ(r)] describes the electron-electron in-
teraction and kinetic energy of the system. From eq 1.25, we see that the energy is a unique
“functional” of ρ(r), i.e., it maps the density function ρ(r) to a number, where ρ(r) is the electron
density. From this it is clear why this method is termed Density Functional Theory.
The second Hohenberg and Kohn theorem shows how the energy is variationial, i.e., for a trial
density ρ˜(r) ≥ 0 and ∫ ρ˜(r)dr = N ,
Eo ≤ E [ρ˜(r)] (1.26)
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where Eo is the exact ground-state energy.
Taking this trial ρ˜(r) with its corresponding Ψ˜ and applying it to the problem of interest with
hamiltonian Hˆ and external potential Vext yields〈
Ψ˜
∣∣∣Hˆ∣∣∣ Ψ˜〉 = ∫ ρ˜(r)Vext(r)dr + F [ρ˜(r)] = E[ρ˜(r)] ≥ E[ρ(r)] (1.27)
Equipped with the knowledge that the energy is variational, we may minimize E[ρ(r)] subject
















From the above equation, we see how eq 1.28 could be used to determine an exact ground-state
ρ(r). Unfortunately, however, this is hindered in practice due to the fact that the exact form of
F [ρ(r)] remains unknown.
1.3.2 Kohn-Sham Density Functional Theory
The next breakthrough for DFT came when Kohn and Sham [1] suggested that F [ρ(r)] be written
as
F [ρ(r)] = EKE [ρ(r)] + EH [ρ(r)] + EXC [ρ(r)] (1.30)
where EKE [ρ(r)] and EH [ρ(r)] are the kinetic energy and Hartree electrostatic energy, respectively,
and EXC [ρ(r)] contains contributions from the exchange-correlation energy. Note that none of the
components of eq 1.30 contain contributions from the external potential, Vext, making F [ρ(r)] a
universal functional of ρ(r).
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This is the same as the exact ground-state kinetic energy in the special case where natural spin
orbitals ψ1, ψ2 · · ·ψN have occupation of 1 and ψN+1 · · ·ψ∞ natural spin orbitals have occupation
of 0. I.e., this is applicable to the determinantal wave function for a system of non-interacting
electrons. It can be shown that for ρ(r), a unique decomposition of orbitals ψi will give a unique
value of EKE within a non-interacting reference frame where the ground-state density is exactly
ρ(r).






|r1 − r2| dr1dr2 (1.33)























Eq 1.34 then serves to define EXC [ρ(r)], which contains the difference between the true ki-
netic energy and that of the non-interacting system described by eq 1.31, as well as non-classical
components of electron-electron interaction.
Combining eqs 1.29 and 1.30 gives















′ + VXC (1.36)





For a given Veff (r), ρ(r) that satisfies eq 1.35 can be obtained from obeying the constraint given






ψi = iψi (1.38)








Note that Veff (r) is itself a functional of ρ(r) through eq 1.37, requiring that eqs 1.36, 1.38,
and 1.39 be solved self-consistently. A trial ρ(r) is used to construct Veff (r) according to eq 1.36.
A new ρ(r) is then obtained from eqs 1.38 and 1.39. This new rho(r) is then used to obtain a new
Veff (r) and the process is repeated until convergence of the energy is obtained. The energy is given
by eq 1.34.
1.3.3 Exchange-correlation energy
The exchange-correlation functional is given by eq 1.37. The key to the success of DFT lies
heavily on the formulation of VXC(r) as suggested by eqs 1.25-1.30 and eq 1.34. However, the
best formulation of VXC(r) as a functional of ρ(r) remains elusive. Various formulations of this
functional are discussed below.
1.3.3.1 Local density approximation
The simplest approximation of this term is given by the local density approximation (LDA).1 The





Here it is assumed that the exchange-correlation functional, VXC(r), and exchange-correlation
energy per electron, εXC(ρ(r)), at any point r with electron density ρ(r) take on the same value in
the system of interest as in the uniform electron gas. This approximation has the advantage that
εXC(ρ(r)) for a uniform electron gas is known with high accuracy. This approximation is often
employed in the study of solid-state systems along with plane-wave basis sets, as the electron gas is
a good approximation of the delocalization of electrons through such systems. However, the LDA
has limited applicability to molecular systems where the electronic distribution is not uniform, but
is instead inhomogeneous. For this reason, alternative approaches to estimating the EXC [ρ(r)] have
been developed as described below.
1LDA is also referred to as LSDA, for local spin density approximation.
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Gradient-corrected, or non-local, functionals constitute one alternative family of exchange-
correlation functionals. These functionals depend not only on the value of ρ(r) at each point
r, but also on its gradient. The exchange and correlation components of these functionals are
often formulated separately and take on numerous forms. For example, some popular exchange
functionals include Slater, Becke 1988, Gill 1996, Handy-Cohen, Perdew-Wang 1991, and Perdew-
Burke-Ernzerhof exchange. The list of popular correlation functionals is also long and includes
Vosko-Wilk-Nusair, Perdew-Zener 1981, Perdew 1986, Lee-Yang-Parr, Perdew-Wang 1991, Perdew-
Burke-Ernzerhof and one-parameter progressive correlation. One particularly popular combination
is the standard LDA exchange with Becke gradient-corrected exchange (B) and Lee-Yang-Parr
(LYP) correlation, commonly abbreviated BLYP.
Although Hartree-Fock fails to properly account for electron correlation, it does offer the distinct
advantage of providing an essentially exact means of treating the energetic contribution due to
exchange. Therefore, a simple approach lies in simply combining a fraction of exact or Hartree-
Fock exchange (EexactX ) with the DFT exchange-correlation. For example, Becke proposed that the





X − ELSDAX ) + ax∆EGCX + aC∆EGCC (1.41)
where EexactX is the exact exchange energy, E
LSDA
X is the exchange energy under the local spin
density approximation, ∆EGCX is the gradient correction for the exchange and ∆E
GC
C is the gradient
correction for correlation. a0, aX and aC are empirically-derived coefficients fit to experimental
data.
Note that eq 1.41 requires a gradient-corrected exchange and correlation energy and, as previ-
ously discussed, there are many gradient-corrected exchange and correlation functionals to choose
from. For example, Lee-Yang-Parr (LYP) and Vosko, Wilk and Nusair (VWN) correlation may be






X − ELSDAX ) + ax∆EB88X + EVWNC + aC(ELY PC − EVWNC ) (1.42)
Eq 1.42 then describes the popular “B3LYP” functional, where the “3” originates in the use of
the three empirically-derived coefficients: a0, aX and aC . This functional in particular has grown
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Chapter 2
Introduction
As discussed in Chapter 1, computational chemistry is a powerful tool that can be used to compli-
ment more traditional branches of chemistry. While Molecular Mechanics methods may be used for
their speed, to examine bond breaking (i.e., transition states and reactions), quantum mechanics
must be used. 1 Post-Hartree-Fock quantum mechanical methods such as Coupled Cluster and
Configuration Interaction give highly accurate results in general, though high computational cost
limits their applicability to relatively small systems only.2 Within the context of quantum mechan-
ical methods, Density Functional Theory (DFT) emerges as a particularly valuable method due
to its excellent balance of speed and accuracy, facilitating the exploration of problems of practical
interest on systems of reasonable size. In this section, we demonstrate the broad applicability of
DFT by studying a variety of problems in various areas. Specifically, we show DFT’s applicability
to organic chemistry (Chapter 3), biology (Chapter 4) and inorganic chemistry (Chapter 5).
1Notably, however, the development of reactive force fields is an active area of research that would allow for the
examination of reactivity at the Molecular Mechanics level as well. See, for example, reference [2].
2Decreasing the computational cost of these calculations is also an active area of research, however. See reference
[3], for example.
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Chapter 3
Quantitative DFT Modeling of the
Enantiomeric Excess for
Dioxirane-Catalyzed Epoxidations
We report the first fully quantum mechanical study of enantioselectivity for a large data set and
show that transition state modeling at the UB3LYP-DFT/6-31G* level of theory can accurately
model enantioselectivity for various dioxirane-catalyzed asymmetric epoxidations. All the synthet-
ically useful high selectivities are successfully predicted by this method. Our results hint at the
utility of this method to further model other asymmetric reactions and facilitate the discovery pro-
cess for the experimental organic chemist. Our work suggests the possibility of using computational
methods not simply to explain organic phenomena, but also to predict them quantitatively.
3.1 Introduction
The development of enantioselective reactions is a goal that continues to engage experimental
chemists. Thus, developing computational methods to predict enantioselectivity of reactions is
a highly attractive goal. However, developing such methods presents a formidable challenge to
computationalists, where a difference of just 1.8 kcal/mol in the energies of transition states leading
to two different enantiomers gives a product ratio as high as 96:4.
Computational methods have often been employed qualitatively to understand the mechanism of
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Figure 3.1: Dioxiranes of the test set
reactions, including the origin of stereoselectivity. We extend upon this work by testing the ability of
the popular DFT-B3LYP functional to predict the enantioselectivity for a large dataset of dioxirane-
catalyzed asymmetric epoxidations quantitatively. These reactions and their enantioselectivity are
governed by the general scheme
alkene + dioxirane→ epoxide + ketone (3.1)
The test set included 46 unique combinations of the alkenes and dioxiranes shown in Figures
3.1-3.2 . The test set is notable for its diversity and broad range of stereoselectivities.
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Figure 3.2: Alkenes of the test set
3.2 Physical Model and Computational Methods





where kfavored and kdisfavored are the rate constants leading to the transition states for the favored
and disfavored enantiomer, respectively. The rate constants k is then given by
k = A(T )e−∆G
‡/RT (3.3)
where A(T ) is the pre-exponential factor, assumed to be identical for both enantiomeric pathways,
∆G‡ is the Gibbs free energy of activation, R is the gas constant, and T is the temperature.





where δ∆G‡ is given by
δ∆G‡ = ∆G‡favored −∆G‡disfavored (3.5)
As the starting materials leading to the two different enantiomers are identical, and therefore also
have identical free energy, we can write the difference in Gibbs free activation energy, δ∆G‡, just
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as the difference in transition state free energies, ∆GTS .
δ∆G‡ = ∆GTS = GTSfavored −GTSdisfavored (3.6)







The energies of GTS were ascertained by DFT calculations on an ensemble of transition states
that lead to either the favored or disfavored enantiomers. These calculations were performed with
a variety of DFT functionals, bases, and solvation treatments including:
(a) B3LYP/6-31G* optimizations in vacuum
(b) B3LYP/6-31G* single points in continuum solvent on the optimized geometries found using
method (a)
(c) B3LYP/6-31G* optimizations in continuum solvent
(d) B3LYP/6-311+G** single points in continuum solvent on the optimized geometries found in
method (c)
(e) M06-2X/6-31G* optimizations in continuum solvent
Methods (a)-(c) were compared to ascertain the importance of solvation treatment. Method (d)
was employed to test the basis-set dependence and (e) was used in an effort to treat dispersion
effects more accurately, as this is a well-known deficiency of the B3LYP functional employed in
methods (a)-(d). [4–6]
3.3 Results and Discussion
A comparison between the computed and experimental percent enantiomeric excesses (ee) are shown
in Figure 3.3. The ee is separated into three distinct categories, colored in blue in Figure 3.3: low
(0-50%), medium (50-85%) and high (>85%) ee. From Figure 3.3, it is clear that our computa-
tions are readily capable of predicting which enantiomer will dominate. I.e., both the computed
and experimental ee’s have the same sign in most cases. Further, we see that the computations
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Figure 3.3: Experimental versus computed percent enantiomeric excess (ee) for solution phase
transition states at the B3LYP/6-31G*(solution) level (method (c) above). Shaded areas represent
regions where computation and experiment fall within the same category of percent enantiomeric
excess, i.e., low (0-50%), medium (50-85%), and high (>85%). A linear least-squares fit through
all the points gives a coefficient of determination R2 = 0.66.
accurately describe which of the systems will have low, medium or high stereoselectivities in the
majority of cases. Out of the dataset of 46 reactions, there are only five reactions with errors versus
experiment of greater than 1.5 kcal/mol. These are discussed below.
In this work, we also found that method (b) referenced above was clearly inferior to method (c).
Specifically, a comparison of the experimental and computed ∆GTS gives a correlation coefficient
of R2=0.46 and 0.66 for methods (b) and (c), respectively. This is unsurprising upon reflection,
given that all of the reactions in the test set were performed in aqueous solution. However, many
studies employ method (b), where it is assumed that a single-point calculation in continuum solvent
on a vacuum-optimized geometry is sufficient to capture solvation effects. Our work highlights the
dubious nature of this common assumption.
In spite of the improvements method (c) offers, five outliers persist. Interestingly, these all
share one motif, pi − pi stacking of oxygen or chloride over a benzene ring, in the lowest energy
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Table 3.1: Performance of the Methods Employed in the Current Study
method MUE1 maximum error2 R23
(b) 0.85 3.0 0.46
(c) 0.65 2.9 0.64
(d) 0.73 3.1 0.36
(e)4 1.76 5.2 0.12
transition state leading to the disfavored enantiomer. Because the B3LYP functional is known to
perform poorly for dispersion, treating it as purely repulsive, [4–6] GTSdisfavored and, hence, ∆G
TS
are artificially inflated.
In an attempt to ameliorate this error, all calculations were rerun using the M06-2X functional
(method (e) above). The M06-2X functional has been shown to give good performance for dis-
persion, [4–6] in contrast to that reported for the B3LYP functional. In accordance, the error for
three of the five outliers decreases by about 1 kcal/mol when employing this functional. Yet, for
one outlier, the error increases by 1.6 kcal/mol, while some of the transition state calculations for
the fifth outlier cannot be converged. Interestingly, the performance of this functional on the entire
dataset yields clearly worse results compared to B3LYP, where methods (c) and (e) have mean
unsigned errors (MUEs) of 0.65 and 1.76 kcal/mol, respectively. (See Table 3.1.) Many factors
could contribute to the poor performance of M06-2X versus B3LYP in this case. These include the
solvation model employed, insufficient sampling, or possible overfitting of the M06-2X functional.
Note that four out of the five outliers are a special subclass of dioxirane-catalyzed epoxidations
known as the Shi epoxidation. [7] These epoxidations employ a sugar-derived dioxirane notable for
its conformational flexibility. [7–10] This flexibility may be responsible for the larger errors when
treating this system. Further, these systems are known to exhibit enhanced hydrogen bonding to
solvent in the transition states [8–10], an effect not captured by the continuum solvent employed
1Mean unsigned error (kcal/mol) from experimental ∆GTS
2Maximum absolute deviation (kcal/mol) from experimental ∆GTS
3Correlation coefficient for a linear least-squares fit to a plot of computed versus experimental ∆GTS .
4Due to problems in converging some of the transition state geometries are not included in the M06-2X data set.
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Figure 3.4: Spiro (a) and planar (b) transition states of dimethyldioxirane (DMDO) and ethylene.
here.
Lastly, our study affords the opportunity to examine the structural motifs present in this class
of reactions on a large ensemble. There has been much debate in the literature on whether the
transition states adopt a planar or spiro geometry as shown in Figure 3.4. Note that in the spiro
transition state, the dihedral angle given by O2-O3-C4-C5, θ, is 90◦, while in the planar transition
state, θ = 180◦. Our results show that the spiro geometry dominates in transition states leading
to the favored enantiomer (average θ = 100◦), while a transition state which is best characterized
as intermediate between the strictly spiro or planar transition states (i.e., hybrid spiro-planar,
average θ = 117◦) dominates in transition states leading to the disfavored enantiomer. The latter
appears to occur to minimize unfavorable steric interactions of the spiro transition state between
the substituents of the dioxirane and alkene. No purely planar transition states were observed.
3.4 Conclusions
In conclusion, we present the first fully quantum mechanical study of quantitative computational
modeling of enantioselectivity for a large data set. Our results show that the B3LYP functional,
while suffering from well-known dispersion related deficiencies, is capable of “predicting” which
epoxidations will display low, medium and high stereoselectivities. This then suggests the util-
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ity of quantum mechanical methods as a predictive tool for the experimental chemist interested
in developing highly enantioselective catalysts. We highlight the importance of proper solvation
treatment where high accuracy is desired. Our calculations also show that the preferred transition
state adopts the so-called spiro geometry, where a more planar geometry is only adopted to avoid
steric clashes. Lastly, we show the superiority of B3LYP versus M06-2X on this large dataset in
spite of the five dispersion-dominated outliers described.
This work was published in the Journal of the American Chemical Society in 2009. [11]
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Chapter 4
Studies on the Effect of Mutation on
the Rate of DNA Repair in AlkB
1
We report a combined experimental and computational study on the DNA-repair enzyme AlkB.
The importance of the Thr208 residue in the active site is demonstrated by comparing experimental
DNA-repair rates of the wildtype to the Thr208Ala mutant, where the latter is shown to have
substantially reduced activity. While the rate of DNA-turnover is highly sensitive to mutation, we
also demonstrate that the affinity of the enzyme for DNA and the 2OG cofactor is largely unaffected
by the mutation. We explore the catalysis of the wildtype and Thr208Ala mutant enzyme with
quantum mechanical cluster models to understand the origin of these phenomena. Our models show
that Thr208 acts as a hydrogen bonding switch which can be turned on or off to alter the geometry
and electronics of the active site. We have paid particular attention to the proposed rate-limiting
step of hydrogen-atom abstraction and show that the calculated activation energies for this step
agree well with experimental kinetics for both the wildtype and mutant enzyme reported herein.
Lastly, we show that Thr208 is particularly important for the stabilization of the transition state,
accounting for the decreased activity of the Thr208Ala mutant versus wildtype.
1In collaboration with Prof. John Hunt, Department of Biology, Columbia University. Note that the experimental
work summarized herein was not performed by M.L.Hall, but is reported here nonetheless, as it forms the foundation
for the computational studies undertaken.
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4.1 AlkB, DNA repair and oncology
DNA repair systems remain the so-called “double-edged sword” of oncology. Their function is vital
to the maintenance and integrity of healthy cells as they reverse damage done by mutagens that
might otherwise lead to cancers or cell death. However, DNA repair mechanisms simultaneously
reverse the effects of DNA-damaging chemotherapeutic agents. Several chemotherapeutic agents
currently available on the market include procarbazine, dacarbazine, temozolomide, streptozotocin,
and temozolomide, all of which (further) damage DNA through alkylation. [12] Naturally, these
DNA-alkylation agents damage all DNA, including that in healthy cells. The efficacy of these
chemotherapies lies in the faster progression through the cell cycle observed in cancerous versus
healthy cells, which leads to cell death in a greater proportion of the cancerous cells after DNA
damage by the chemotherapeutic agents. However, DNA-repair mechanisms may counter this effect,
by repairing the chemotherapy-induced lesions before the critical checkpoints in the cell cycle are
reached. For example, overexpression of the DNA-repair enzymes hABH2 and hABH3 has been
observed in pediatric brain tumors and may play a role in chemotherapy resistance. [13] Therefore,
the inhibition of DNA-repair systems is an attractive option for increasing the potencies of extant
cancer therapies.
A complete understanding of the mechanistic details of the catalytic cycles of DNA repair
enzymes is integral to this goal in addition to its fundamental importance to biochemistry. As
such, we have undertaken theoretical studies on the catalytic cycle of the DNA-repair enzyme
AlkB. [14,15] AlkB is a bacterial enzyme that catalyzes the direct damage repair of alkylated single-
stranded DNA and RNA as shown in Figure 4.1. It repairs many different alkylated bases including
1-methyladenine, 3-methylcytosine, 1-methylguanosine, 3-methylthymine, 1-N6-ethenoadenine, 3-
ethylcytosine and 1-hydroxypropyladenine. [15] This broad substrate recognition is facilitated by
the so-called “nucleotide recognition lid”, a domain comprised of beta strands that are able to
change conformation to accommodate the different substrates as this domain closes down over
them, sequestering them into the active site. [15]
Like all members of the Fe(II)/2-oxoglutarate dioxygenase superfamily, AlkB has a 2-His/1-Asp
triad coordinating a central iron atom in the active site as shown in Figure 4.2. Figure 4.2(a) can
be seen as the precatalytic complex, where substitution of the iron-bound water with molecular
oxygen initiates the catalytic cycle according to the proposed catalytic cycle shown in Appendix
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Figure 4.1: Direct damage repair of DNA by AlkB. AlkB consumes one equivalent of oxoglutarate
(also known as α-ketoglutarate) and molecular oxygen per catalytic cycle, converting them to
carbon dioxide and succinate. The alkyl group on the DNA base is oxidized and released as an
aldehyde. Only the base of the alkylated DNA substrate is shown. While the substrate shown is
1-methyladenine, note that AlkB repairs many different DNA alkylation lesions.
I. Recall from Figure 4.1 that one equivalent of 2-oxoglutarate (2OG) is consumed per catalytic
cycle and converted to succinate. Therefore, Figure 4.2(b) can be viewed as a homolog to the
intermediate structures in the catalytic cycle.
Inspection of Figure 4.2(a)-(b) shows that 2OG coordinates iron only at the equatorial positions,
while succinate coordinates iron at both the axial and equatorial positions. In Figure 4.2(b), we
see that the water ligand is located directly adjacent to the DNA substrate. Therefore, simply
replacing the iron-bound water with oxygen in Figure 4.2(b) provides an excellent model for the
intermediates that perform oxidative repair of the DNA substrate. (See the mechanism provided
in Appendix J.) Conversely, in Figure 4.2(a), substituting the iron-bound water with oxygen would
give a structure with oxygen too distal from the DNA substrate to affect oxidative repair. This
suggests that molecular oxygen binds to iron in the axial position, displacing iron-bound water in
Figure 4.2(a), but that during the catalytic cycle, either 2OG or succinate must switch coordination
modes to give a structure that resembles Figure 4.2(b).
This begs the question of why 2OG binds in the mode shown in Figure 4.2(a) at all, since it
necessitates subsequent rearrangement of the active site. In fact, 2OG adopts an alternate confor-
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mation than that shown in Figure 4.2(a) in another Fe(II)/2OG dependent dioxgenase, clavaminate
synthase (CAS). [16] Specifically, the coordination sites of water and the carboxylate of 2OG are
switched in CAS. In this respect, the coordination of 2OG in CAS more closely resembles the
coordination of succinate in Figure 4.2(b) and consequently 2OG or succinate would not need to
undergo a coordination rearrangement during the catalytic cycle as suggested above for AlkB.
Other residues of importance are also shown in Figures 4.2(a)-(b) including one residue in
particular, threonine 208. This residue is also seen in crystal structures of the human homologues
of AlkB, ABH2 and ABH3. [17,18] In CAS [16], this residue is replaced instead with serine and the
hydrogen bonding network shown in 4.2 is preserved. This suggests that the presence of threonine,
or another residue capable of acting as a hydrogen bond donor, is central to catalysis. Therefore,
we have explored how this residue in particular affects catalysis in AlkB, both experimentally and
computationally.
Note that in the crystal structure of AlkB shown in Figure 4.2(b), the labeled succinate-iron
axial bond length is 2.8A˚. This is notably longer than the other iron-oxygen crystalline bond lengths
of ∼= 2.0A˚. Thus, the succinate appears to be forming a very weak axial bond to iron, making it
neither strictly monodentate nor bidentate. This implies that the ensemble captured by the crystal
structure consists of structures in which both (i) the succinate is bidentate to give a five-coordinate
trigonal bipyramid and (ii) the succinate is monodentate to give a six-coordinate octahedron. This
further suggests flexibility of the axial-iron succinate interaction, where it may take on either form.
The electronics of the iron center and reactivity of AlkB are certainly sensitive to the nature
of iron bonding with succinate and quantum mechanical methods are the ideal tool to probe the
delicate electronic nature of the iron succinate interaction. Specifically, they allow visualization of
the various iron-succinate interactions possible and analysis of the consequent electronic changes.
Therefore, we have employed quantum mechanical methods to probe the nature of the succinate-
iron interaction in addition to studying the role of T208 in catalysis as mentioned above.
The questions of how succinate interacts with the iron and how T208 affects catalysis also present
unique opportunities to test state-of-the-art quantum mechanical methods. Accurate treatment of
transition-metal containing systems represents a particular challenge for any electronic structure
method and is an active area of research at the forefront of quantum chemistry. [19] Density Func-
tional Theory (DFT) is a commonly employed quantum mechanical method, favored for its excellent
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Figure 4.2: Stereoviews of the active site of AlkB from crystal structures previously reported by
Yu et al. [14] Structures are shown bound to 2OG or succinate. Recall that one equivalent of 2OG
is converted to succinate per catalytic cycle. (See Figure 4.1.)
(a) Fe(II) is shown in green along with 2-oxoglutarate (“2OG”) and 1-methyladenine
(“DNA”). (PDB accession code: 2FD8)
(b) Fe(II) is shown in green along with succinate (“suc”) and 1-methyladenine (“DNA”).
The axial iron-succinate bond length is given in A˚. (PDB accession code: 2FDG)
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Figure 4.3: The “rebound mechanism” within the catalytic cycle of AlkB. The central iron atom
is shown octahedrally coordinated, where the identities of the three coordinating amino acids are
only shown in structure 1 for clarity. At this stage in the catalytic cycle, 2OG has been oxidized
to succinate, shown in the figure as RCO−2 . The methylated DNA base is shown as CH3NR2. The
ferryl intermediate (labeled 1) abstracts hydrogen from the methylated DNA, giving the methylene
radical and hydroxy ferric species shown in 2. The resultant hydroxy ligand then joins with the
methylene radical to give the hydroxylated base shown in 3. The final step in the mechanism
(not shown) is spontaneous elimination of the hydroxymethylene as formaldehyde, regenerating the
base. The entire proposed catalytic cycle can be found in Appendix J.
balance of speed and accuracy. [20] The question of whether DFT can accurately capture the subtle
energetic differences between the two coordination modes of iron and their concomitant changes in
electronic structure is an interesting one in its own right. Further, while many studies have assessed
the accuracy of DFT for the treatment of organic and bioorganic systems [21–23], broad prescrip-
tions for the treatment of transition-metal containing systems with DFT are relatively sparse and
sometimes inconclusive, where the accuracy each density functional seemingly needs to be evaluated
on a case-by-case basis [24–26]. Therefore, before we may begin a truly rigorous study of this or
any other transition-metal containing system, an evaluation of the ability of extant DFT methods
to accurately treat it is necessary. Further, studying this transition-metal-containing enzyme pro-
vides an excellent opportunity to test DFT on the rather challenging problem of capturing small
perturbations in energy that result from changing iron’s coordination mode or mutating T208 as
described above.
The full catalytic cycle of AlkB proposed by Yu et al. is shown in Appendix J, while key steps
are outlined in Figure 4.3. [14] An important step in this pathway is formation of the iron-oxo
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species Fe(IV)=O, referred to as the “oxyferryl intermediate” or “ferryl intermediate”. The crystal
structure shown in Figure 4.2(b) can be seen as a mimic of the ferryl intermediate as argued above,
where substitution of the iron-coordinated water by an oxo ligand gives the same structure shown
schematically as 1 in Figure 4.3. The ferryl intermediate has been observed in another Fe(II)/2-
oxoglutarate-dependent dioxygenase, taurine/oxoglutarate dioxygenase (TauD) [27], and is also the
implicated oxidant in Cytochrome P450 (CYP), where it is known as “Compound I”. [28] In CYPs,
TauD and AlkB, the ferryl intermediate participates in the familiar “rebound mechanism” shown
in Figure 4.3, so called because the hydrogen atom “rebounds”, first leaving the alkyl group as
hydrogen atom and then returning again as hydroxy.
In AlkB, the reaction shown in Figure 4.3, is immediately preceded by so-called “ferryl migra-
tion”, in which the oxo ligand must migrate coordination sites. (See Appendix J.) Specifically,
the oxo first occupies the axial coordination site (populated by water in Figure 4.2(a)) and then
migrates to the equatorial coordination site (populated by water in Figure 4.2(b)). This second
coordination mode is that shown for 1 in Figure 4.3. As stated above, by occupying the equatorial
position, the oxo ligand is then optimally situated next to the DNA substrate to facilitate oxidative
repair as shown in Figure 4.3.
In TauD and CYPs, hydrogen-atom abstraction, the first step in the “rebound mechanism”,
is the proposed rate-limiting step. [27, 28] This led other authors to argue that hydrogen-atom
abstraction is rate-limiting for AlkB as well. [29, 30] Using this assumption, excellent agreement
between experimental and calculated activation energies was obtained [29], lending evidence to this
claim.
In the computational work undertaken in this study, we focused exclusively on the proposed
rate-determining step of hydrogen-atom abstraction. By doing so we were able to directly validate
our computational model against quantitative experimental data. Specifically, the experimentally-
determined rates of DNA-substrate repair are directly related to the activation energies predicted
computationally according to the Arrhenius equation. Therefore, in this study we obtained quan-
titative kinetic data on the rate of DNA-turnover for AlkB, both the wildtype and T208A mutant.
By doing so, we were first able to validate our preliminary hypothesis that this residue is impor-
tant to catalysis in AlkB. Simultaneously, computational models of the rate-determining step were
developed incorporating this important residue and the results were compared to experiment to
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validate our computational model. This was undertaken as a requisite first step in the elucidation
of the entire catalytic cycle of AlkB with the computational model developed herein. Otherwise
stated, once equipped with a computational model capable of accurately and quantitatively repro-
ducing this experimental phenomenon, the ability to accurately probe the entire catalytic cycle
computationally is within reason.
4.2 Computational studies of enzyme catalysis and AlkB
There are several theoretical methods commonly employed for the study of enzymatic pathways
and available for the study of the activation energies/kinetics discussed above. These methods
include full Quantum Mechanics (QM) calculations on a truncated model, also known as a cluster
model, of the protein; linear-scaling QM calculations on the entire protein; and hybrid Quantum
Mechanics / Molecular Mechanics (QM/MM) calculations on the entire protein. [31] In this study,
we have chosen to employ a QM cluster model to explore the catalytic cycle of AlkB. In these
calculations, the bulk enzyme has been omitted and may be represented instead by continuum
solvent. Only the active site remains explicitly defined, thereby reducing the system to a tractable
size and facilitating treatment at the QM level. Restraints are also applied to atoms such that the
local environment imposed by the protein structure is reasonably well preserved. For example, the
amino acids may be included, with their backbone atoms frozen.
A noteworthy disadvantage of cluster models is that the bulk enzyme outside of the active site
can only be treated implicitly. The integrity of the obtained results is largely enzyme-dependent,
where the enzyme bulk effects are sometimes too important to allow implicit treatment. Further-
more, defining an appropriate cluster to describe the desired phenomenon is often non-trivial. A
DFT study on the last stages of the catalytic cycle of AlkB was recently published by Cisneros. [30]
A very small cluster was built and treated with the BP86 density functional [32,33] in the gas phase.
Unfortunately, the calculated activation energy (26.7 kcal/mol) did not agree with the experimen-
tally obtained value (about 21 kcal/mol). However, a different DFT study was recently published
by Liu et al. for the entire catalytic cycle of AlkB. [29] In contrast to the aforementioned cluster
model study, a larger cluster was built and treated with the B3LYP density functional [34] in im-
plicit solvent. Using this combination, good agreement was obtained between the quintet activation
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energy (20.9 kcal/mol) and that obtained by Yu et al. for the wildtype (about 21 kcal/mol). [15]
These two studies highlight the sensitivity of the obtained results to the choice of cluster model
built, density functional used and solvation versus gas phase, especially where high accuracy is
desired.
Note that neither aforementioned cluster model study included residue 208. Therefore, the effect
of this residue on the electronic structure of AlkB remains unknown. Based upon the encouraging
results obtained by Liu et al., we feel confident in our ability to employ a similar cluster model,
now including residue 208, to probe the effect of T208 on catalysis in AlkB. We have extended
upon their work in our own cluster model study, with key differences between their approach and
ours outlined in Section 4.3 and Appendix I.
4.3 Methods
The cluster model employed in this study is shown in Figure 4.4. We used a similar cluster model
to that employed by Liu et al. [29] with a few noteworthy exceptions outlined in detail in Appendix
I.
We have frozen no more than one atom per residue, the atom closest to the backbone of the
protein, as shown in Figure 4.4. This allows for flexibility and reactivity of the atoms, while
maintaining the structural arrangement of the crystal structure for these atoms. However, this
technique can only be successfully applied where the protein backbone (at least surrounding the
active site) remains relatively rigid throughout the reaction cycle. Nevertheless, as stated in Section
4.2, we feel confident in the ability of a cluster model to accurately describe the rate-determining
step within AlkB based upon the promising results obtained by Liu et al.
We have also truncated each residue as appropriate. Specifically, aspartate, arginine, succinate,
histidine, theronine/alanine, and 1-methyladenine are modeled as acetate, guanidinium, acetate,
imidazole, 2-propanol/ethane and 3-methyl-4-amino pyridine, respectively. The carbonyl of the
protein backbone for residues Ser129 and Phe185 are also included, modeled as formaldehyde.
All optimizations were performed at the unrestricted B3LYP/lacvp* level using Jaguar v7.6. [35]
The optimized geometries were then used to perform single point calculations at the unrestricted
B3LYP/lacv3p+** level of theory to give the final reported energies. A continuum solvent of  =
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Figure 4.4: Stereoview of the cluster model employed in this study. The structure shown corre-
sponds to wildtype 1 as shown in Figure 4.3. Note the similarity between this structure and the
crystal structure shown in Figure 4.2(b), where the iron-coordinated water has been replaced by
an oxo ligand in silico. Although only wildtype 1 is shown here, the other structures of the rate-
determining step shown in Figure 4.5 were also located including the T208A mutant structures.
The labels “DNA” and “suc” denote the molecules used to model the DNA base (1-methyladenine)
and succinate, respectively. The heavy atoms marked with * are those which were frozen during
all optimizations.
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4 was used to model the bulk effect of the protein implicitly in both single point and optimization
calculations. Mulliken spin density population analysis for all structures was also performed.
The triplet and quintet spin surfaces were characterized for all species shown in Figure 4.5. Note
that it is also possible to locate septet structures for those species shown in Figure 4.5. However,
the subsequent formation of septet 3 is impossible. (See Figure 4.3.) Therefore, septet 2 would
have to undergo very slow spin-crossover to form either triplet or quintet 3, and as such, the septet
pathway is speculated to have minimal contribution to the rate-determining step. For this reason,
only the triplet and quintet surfaces were studied herein.
The wildtype structures obtained were used to isolate the mutant structures, where the threonine/2-
propanol was replaced with alanine/ethane. The alanine residue only displays dispersion interac-
tions with the remaining atoms of the cluster model, whereas threonine was capable of hydrogen
bonding. Hybrid density functionals, including B3LYP, are known to perform poorly for dispersion-
bound complexes. [36] As such, structural instabilities resulted when running optimizations of the
cluster model with the alanine residue, where the interaction of this residue with all others residues
displayed solely repulsive and non-physical behavior. Therefore, our own experimentation suggested
that meaningful results could be obtained by using the wildtype structure as input, performing the
T208A mutation in silico, and optimizing the resultant mutant cluster model allowing only the mu-
tated residue and hydrogen atoms to move. This was also done to isolate the energetic difference
due to the mutation exclusively, leaving out energetic differences that might otherwise originate in
noise.
4.4 Summary of Experimental Results and Discussion
Crystallographic data as well as 2OG and DNA binding assays indicate that the ten-fold impaired
activity of the T208A mutant neither results from the structural changes nor reduced affinity for the
ligands but possibly from the chemical reaction steps affected by the alterations in the electronic
state of the active site. [37]2
2In collaboration with Prof. John Hunt, Department of Biology, Columbia University. Note that the M.L.Hall
has performed no experimental work, but reports the results here nonetheless, as they form the foundation for the
computational studies undertaken.
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Table 4.1: Summary of Experimentally Determined Results
property wildtype T208A mutant
kcat (min
−1) 4.115 ± 0.2473 0.4624 ± 0.04456
Km (µM) 0.3380 ± 0.06826 0.1048 ± 0.05181
Kd of 2OG (µM) 0.09740 ± 0.01227 0.7012 ± 0.06349
Kd of DNA (µM) 0.4476 ± 0.03368 0.20 ± 0.01225
Ea (kcal/mol) 20.5 21.9








where R is the universal gas constant, T is temperature in Kelvin, and A is the frequency factor.
An accurate value for A is necessary to obtain an accurate value of Ea according to this equation.
As discussed in Section 4.1, the proposed rate-determining step in the catalytic cycle of AlkB bears
much resemblance to that of Cytochrome P450 (CYP). Therefore, we have used the value for A
obtained from kinetic data on CYPs as an approximate value of A for the rate-determining step
in AlkB. Averaging the two values of A given by Newcomb et al. for CYPs, [38] gave a value of
A = 1.995 ∗ 1013s−1. Using this value of A and the Arrhenius equation, the values shown in Table
4.1 were obtained for the activation energies.
As discussed in Section 4.4, we see that the protein structure is well conserved even when T208
is mutated to alanine. Further, we assert that the binding affinity for the 2OG cofactor and DNA
substrate is roughly equivalent in the wildtype and T208A mutant. Therefore, we speculate that
the diminished rate of DNA-turnover shown in Table 4.1 is dominated by an alteration of the
electronics of the active site upon mutation, and not structural changes or diminished binding of
substrate or cofactor. This makes the question of how T208 affects catalysis ideally suited for study
by quantum mechanical methods. Further, this question also provides an excellent opportunity to
test the ability of DFT to capture the subtle electronic changes that occur with mutation of this
residue. Therefore we have employed DFT to study this phenomenon with results described in
Section 4.5.
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4.5 Computational Results and Discussion
4.5.1 Overview
DFT methods for transition-metal-containing systems yield variable results with regard to accuracy,
depending upon the metal involved, type of property being calculated, and nature of the overall
chemical system. The present active site is in many ways qualitatively similar to the diiron protein
methane monooxgygenase (MMO), which we have studied in detail for more than a decade. [39–50]
For MMO, calculated activation barriers using the same DFT functional and basis sets employed
in this study have yielded results within 2-3 kcal/mole of the experimental values. [39, 42, 44, 46]
Inspection of Table 4.1 shows that the ten-fold decrease in experimental rates of DNA turnover
in the mutant versus wildtype enzyme only corresponds to a difference in activation energy of 1.3
kcal/mol. In contrast to the aforementioned studies on MMO, one can expect some cancellation
of error when comparing the activation energies of the wildtype and mutant in AlkB, as is done in
this study. Therefore, the precision should be higher and is likely sufficient to facilitate meaningful
comparisons between experimental and calculated activation energies. We are also interested in
the relative energies of structures with various coordination numbers as discussed in Section 4.1,
where it is unclear whether succinate binds iron in a monodentate or bidentate fashion, giving
a five- or six-coordinate structure, respectively. This small structural modification (five- versus
six-coordinate) should produce similarly small variations in the error and here we can also expect
our calculations to benefit from cancellation of error. Therefore, this small difference in activation
energies (1.3 kcal/mol), being sufficiently similar to the accuracy threshold for DFT-B3LYP treat-
ment of transition metals, provides a convenient metric against which to calibrate the accuracy of
our computational model as the basis for future studies. Simply put, the ability to reproduce this
small difference in activation energies is an excellent test of whether DFT-B3LYP can treat this
system accurately. Accordingly, we have undertaken a detailed study of this particular phenomenon
not only to obtain a detailed understanding of AlkB’s mechanism, but also to probe the ability of
DFT-B3LYP cluster models to accurately describe catalysis in this enzyme.
The proposed rate-determining step modeled in this study is shown in Figure 4.5. The relative
energies obtained for each structure are shown in Tables 4.2 and 4.3. The bond distances and
Mulliken spin densities are also shown for the bonds colored blue and atoms colored red in Figure
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4.5, respectively.
Mulliken spin density analysis [51] was used to probe the oxidation state of iron by comparing
the relative values of ρFe shown in Table 4.2 and 4.3. Other authors have noted the general trend
that ρFe ∼= 3.0 and 4.0 indicate Fe(IV) and Fe(III), respectively. [29] According to this prescription,
the structures 51 and 52 for both the wildtype and mutant are readily written as Fe(IV) and
Fe(III), consistent with the experimentally-predicted mechanism. For the triplet structures, we
see an analogous increase in ρFe going from structure
31 to 32 for both the wildtype and mutant,
consistent with increasing electron density accumulation on the iron center as it changes from
Fe(IV) to Fe(III).
Mulliken spin density analysis was also used to elucidate the nature of the unpaired spins on
atoms other than iron. Inspection of the density on carbon, ρC in Table 4.2, reveals that the spin
on carbon is antiferromagnetically coupled to the iron in 2 and in the transition state leading to 2,
TS, for both the wildtype and mutant. We also isolated structures with ferromagnetic coupling,
i.e. where ρC and ρFe have the same sign, for 2 and TS for both the wildtype and mutant, and
found these to be higher in energy by 4 kcal/mol on average. The lower energy of the higher spin,
antiferromagnetically coupled structure, is arguably due to enhanced exchange-stabilization on the
d5 iron center. [27]
Recall from Table 4.1 that the T208A mutation causes a small increase in the activation energy in
the wildtype versus mutant. Table 4.4 shows the activation energies obtained for both the wildtype
and mutant clusters. For both the wildtype and mutant, we see that the quintet activation energy
agrees best with experiment and the triplet pathway, being higher in energy, does not contribute
appreciably. This is shown graphically in Figure 4.6. Therefore, the reaction proceeds preferentially
through the quintet pathway in both enzymes. Greater stability of 51 versus 31 is consistent
with experimental studies on a related enzyme, TauD, showing that the ferryl intermediate is
high spin. [52] The greater stability of the quintet for the entirety of the rate-determining step
is in agreement with computational studies of other members of this enzyme superfamily [27, 29].
Therefore, both the aforementioned studies and the results reported herein indicate that the triplet
pathway does not contribute substantially to the mechanism. As such, the discussion that follows
is largely restricted to the quintet spin state.
In agreement with the experiments reported herein, we see an increase in the calculated quintet
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Figure 4.5: The proposed rate-determining step within the catalytic cycle of AlkB. This is the first
step of the “rebound mechanism” shown in Figure 4.3. The central iron atom is shown octahedrally
coordinated, where the identities of the three coordinating amino acids are only shown on 1 for
clarity. At this stage in the catalytic cycle, 2OG has been oxidized to succinate, shown in the
figure as RCO−2 . The methylated DNA base is shown as CH3NR2. Ferryl intermediate 1 and
hydroxylated base 2 correspond to the structures shown in Figure 4.3, while TS is the transition
state connecting 1 and 2. The atoms whose Mulliken spin densities are reported in Table 4.2 are
shown in red, while the bond lengths reported in the same tables are shown in blue. Note that while
only the transition state (TS) is shown colored, the same distances and Mulliken spin densities are
reported for 1 and 2, as well.
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Table 4.2: Cluster Model Results for Wildtype Enzyme. Structures correspond to those shown
in Figure 4.5, where superscripts of 3 and 5 are used to indicate the triplet and quintet spin
state, respectively. The subscript “wt” is also added to indicate that these are wildtype structures.
Relative energies (kcal/mol), relevant distances (A˚) and Mulliken spin densities (e−) are also shown.
structure relative energy rFe−O rC−H rO−H ρFe ρO ρC
31wt 10.0 1.62 1.09 3.33 1.2 0.8 0.0
3TSwt 32.2 1.72 1.26 1.29 2.9 -0.3 -0.4
32wt 10.0 1.78 3.05 0.98 2.9 0.0 -0.9
51wt 4.3 1.62 1.09 3.21 3.1 0.7 0.0
5TSwt 24.5 1.73 1.27 1.28 4.0 0.1 -0.3
52wt 0.0 1.83 3.33 0.98 4.2 0.4 -0.9
Table 4.3: Cluster Model Results for the T208A Mutant Enzyme. Structures correspond to those
shown in Figure 4.5, where superscripts of 3 and 5 are used to indicate the triplet and quintet spin
state, respectively. The subscript “mut” is also added to indicate that these are mutant structures.
Relative energies (kcal/mol), relevant distances (A˚) and Mulliken spin densities (e−) are also shown.
structure relative energy rFe−O rC−H rO−H ρFe ρO ρC
31mut 9.1 1.62 1.09 3.32 1.2 0.8 0.0
3TSmut 35.8 1.72 1.26 1.29 2.9 -0.4 -0.4
32mut 10.9 1.78 3.05 0.98 2.9 0.0 -0.9
51mut 4.5 1.62 1.09 3.21 3.1 0.7 0.0
5TSmut 26.0 1.73 1.27 1.28 4.0 0.1 -0.3
52mut 0.0 1.83 3.33 0.98 4.2 0.4 -0.9
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Table 4.4: Activation Energies, Ea (kcal/mol)
method spin wildtype T208A mutant
calculated triplet 22.2 26.8
quintet 20.3 21.5
experiment n/a 20.5 21.9
Figure 4.6: Energetic profile of the rate-determining step. The quintet (blue) and triplet (red) spin
states are shown. The labels 1, TS and 2 correspond to those structures shown in Figure 4.5.
Energies reflect those reported in Table 4.2 and 4.3.
(a) wildtype (b) T208A mutant
activation energy going from wildtype (20.3 kcal/mol) to mutant (21.5 kcal/mol). The errors in
calculated activation energy with respect to experiment are 0.2 and 0.4 kcal/mol, for the wildtype
and mutant quintets, respectively. Thus, our mean unsigned error is only 0.3 kcal/mol, a value
well within reason for calculations of transition-metal containing systems with B3LYP. [53] The
calculated difference in activation energies between the wildtype and mutant is 1.3 kcal/mol. This
is in excellent agreement with the reported difference of 1.3 kcal/mol. (See Table 4.1.) These
facts combine to give us confidence that our computational model is accurately describing the
rate-determining step of DNA repair in the mutant and wildtype enzyme.
Although Liu et al. omitted residue 208 entirely from their cluster model, they obtained a
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quintet activation energy of 20.9 kcal/mol, a value that is also in excellent agreement with the ex-
perimental wildtype and mutant activation energies reported in Table 4.1. [29] That their activation
energies agree with experiment so well in spite of the exclusion of residue 208 suggests that residue
208 does not participate directly in catalysis, but modulates it. Interestingly, inspection of Tables
4.2 and 4.3 shows that even though the calculated activation energies differ between the wildtype
and mutant, the bond lengths and Mulliken spin densities that make up the reaction coordinate do
not differ substantially. These facts combine to suggest that the contribution of T208 to catalysis in
AlkB is subtle. This is consistent with the small activation energy difference between the wildtype
and T208A mutant given by experiment (see Table 4.1) and the results reported in Section ??
showing that affinity of DNA and 2OG is roughly equivalent in the wildtype and mutant.
An understanding of how T208 modulates the reaction coordinate and the activation energy
therefore requires careful consideration. Note that T208 does not directly coordinate the iron. (See
Figure 4.4.) Presumably then, the difference in activation energies (see Table 4.1) is attributable
to a second sphere influence, where T208 is altering the binding of a ligand that does directly
coordinate the iron. A detailed analysis of the structures of the rate-determining step follows,
where we show that this is indeed the case.
4.5.2 Ferryl Intermediate, 1
Figure 4.7 shows structures 51 for both the wildtype and mutant. In 51wt (Figure 4.7(a)), the
axial iron-succinate bond is weak (rFe−suc = 3.2A˚) and succinate is forming a hydrogen bond to
T208. By forming the T208-succinate bond, the succinate is pulled away from the iron center,
making it a monodentate ligand and giving a five-coordinate complex. An alternate five-coordinate
51wt was located in which T208 has rotated to hydrogen bond with R210 exclusively, leaving the
mondentate succinate without a hydrogen-bonding partner. This alternate 51wt was found to be
2.9 kcal/mol higher in energy than the 51wt shown, consistent with the energy required to break the
hydrogen bond. Therefore, it appears that T208 acts to stabilize the five-coordinate geometry by
hydrogen bonding to succinate. A third structure for 51wt was isolated. In contrast to the previous
structures, the succinate is bidentate in this structure, giving a six-coordinate geometry. In order
to form this six-coordinate structure, the iron-succinate axial bond is shortened (rFe−suc = 1.9A˚),
causing the succinate to pull away from T208, making the formation of a T208-succinate hydrogen
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Figure 4.7: Structure 51 obtained with cluster model for the wildtype and T208A mutant. The
acetate used to model succinate is labeled “suc”. Distances are given in A˚ and relative energies are
given in kcal/mol with respect to the lowest energy 52 structure.
(a) 51wt, E=4.3 (b)
51mut, E=4.5
bond infeasible. This structure was found to be 5.5 kcal/mol higher energy than the structure
shown in Figure 4.7(a). These three structures and their energies suggest that in 51wt there is an
energetic penalty of a few kcal/mol to breaking the hydrogen bond and another penalty of a few
kcal/mol to isomerization from five- to six-coordinate. Further, it appears that formation of the
T208-succinate hydrogen bond promotes this isomerization from six- to five-coordinate.
As with 51wt,
51mut also prefers to adopt a five-coordinate geometry. (Figure 4.7(b)) Specifically,
an alternate six-coordinate 51mut was isolated and found to be 1.2 kcal/mol higher in energy.
Stabilization of the five-coordinate geometry is less feasible in 51mut versus
51wt. In particular,
hydrogen bonding between succinate and residue 208 is now impossible, as T208 has been mutated
to A208. Presumably, succinate can hydrogen bond to R210. This is suggested by the structure
found by Liu et al. where residue 208 was omitted entirely and a very weak R210-succinate hydrogen
bond was found (rR210−suc = 2.4 − 2.5A˚). However, the distance between R210 and succinate in
51mut shown is slightly longer (rR210−suc = 2.5 − 2.9A˚) and likely has little effect on succinate.
Therefore, the five-coordinate geometry is not stabilized in 51mut to the same extent as in
51wt.
As such, we expect that 51 is slightly destabilized upon mutation of T208 to A208, as hydrogen-
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bonding between residue 208 and succinate is lost. We may estimate this destabilization to be
about 3 kcal/mol in light of the result described above for breaking the T208-succinate hydrogen
bond in 51wt. A direct comparison of the energies of
51wt and
51mut is impossible, however we can
see that the relative energy of 51mut is only slightly larger than that of
51wt.
Conversely, 31 shows a preference for a six-coordinate geometry in both the wildtype and
mutant by 6.6-9.2 kcal/mol. Consequently, the T208-succinate hydrogen bond is broken in 31wt.
This directly contrasts the results for 51 discussed above, where a five-coordinate geometry is
preferentially adopted.
The above analysis suggests that in 1wt, hydrogen bonding between T208 and succinate is turned
on and off depending upon the specified spin state. In particular, this bond is preferentially formed
in the quintet, giving a five-coordinate structure (51wt, Figure 4.7(a)), and preferentially broken in
the triplet, giving a six-coordinate structure. The mutant enzyme displays the same preference for
a five-coordinate quintet (51mut, Figure 4.7(b)) and a six-coordinate triplet, but does not benefit
from stabilization of the five-coordinate structure due to hydrogen bonding between succinate and
T208 as seen in 1wt. This proposed switching between five-coordinate and six-coordinate modes of
iron is consistent with the flexibility of succinate suggested by the crystal structure as discussed in
Section 4.1. In fact, the axial iron-oxygen bond lengths for 1 vary between 3.2A˚ in 51 (Figure 4.7)
and 2.0A˚ in 31, consistent with the bond length of 2.8A˚ observed in the crystal structure (Figure
4.2(b)). The preference for a six-coordinate structure and no hydrogen bonding to succinate in 31
suggests that mutation of T208 to A208 will have little effect on the stability of 31. Conversely,
the preference for the five-coordinate structure with hydrogen bonding to succinate in 51, suggests
that the T208A mutation is destabilizing for 51.
4.5.3 Hydroxyferric Intermediate, 2
The hydrogen bond between T208 and succinate is not formed in 52wt, as shown in Figure 4.8(a).
This causes succinate to act as a bidentate ligand, forming a relatively strong axial iron-succinate
bond and giving a six-coordinate geometry. An alternate structure was isolated in which the T208-
succinate hydrogen bond is formed, causing the succinate to become monodentate and giving a
five-coordinate geometry. This structure was found to 1.6 kcal/mol higher in energy than the
structure shown. As with 52wt, the six-coordinate geometry is favored over the five-coordinate in
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Figure 4.8: Structure 52 obtained with cluster model for both the wildtype and mutant. The
acetate used to model succinate is labeled “suc”. Distances are given in A˚ and relative energies are
given in kcal/mol with respect to the lowest energy 52 structure.
(a) 52wt, E=0.0 (b)
52mut, E=0.0
52mut, in this case by 2.5 kcal/mol. Therefore, in
52, we see that the six-coordinate geometry is
favored to the five-coordinate by 1.6-2.5 kcal/mol. Because the T208-succinate hydrogen bond is
disfavored in 52wt, we can expect the stability of
52mut to be comparable.
Notably, Liu et al. only report a five-coordinate structure for 52. This might contribute to
why we predict 51 → 52 to be exothermic (∆Hrxn = -4.3 to -4.5 kcal/mol) whereas they predict
the reaction to be endothermic (∆Hrxn = 1.0 kcal/mol), as we have located a substantially lower
energy six-coordinate structure for 52.
Conversely, 32wt preferentially forms the T208-succinate hydrogen bond, giving a five-coordinate
geometry. The alternative six-coordinate structure with the T208-succinate hydrogen bond broken
is 8.1 kcal/mol higher in energy. Likewise, 32mut also adopts the five-coordinate geometry, although
this geometry is not stabilized by hydrogen bonding between T208 and succinate as in 32wt. The six-
coordinate structure here is only found to be 0.5 kcal/mol higher in energy. The general preference
for a five-coordinate 32 directly contrasts the results for a six-coordinate 52 presented above.
The above analysis for 2wt suggests that the T208-succinate hydrogen bond is turned on and
off preferentially depending upon the spin state in 2wt, just as with 1wt. Specifically, it is formed in
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32wt giving a five-coordinate geometry and broken in
52wt giving a six-coordinate geometry (Figure
4.8(a)). 2mut displays this same preference for a five-coordinate triplet and six-coordinate quintet.
This is consistent with the crystal structure of AlkB with succinate bound (Figure 4.2(b)), where
the iron-succinate bond is 2.8A˚, a value intermediate to those reported here of 2.2A˚ and 3.3A˚ in
52 (Figure 4.8) and 32, respectively.
Table 4.5 summarizes the state of hydrogen bonding to succinate and the geometries of each
structure discussed thus far. Note that in both 51wt and
32wt, the T208-succinate bond is formed
giving a five-coordinate structure, while the T208-succinate bond is broken in 31wt and
52wt giving
a six-coordinate structure. This correlation between six-coordinate structures and no hydrogen
bonding seems to result from the fact that in these structures, the distance between succinate and
T208 is too long to allow for any appreciable interaction between them. Because the formation
of a hydrogen bond is stabilizing in itself, one might expect the formation of the T208-succinate
bond to always be favored, giving five-coordinate structures exclusively, in contrast to what is
shown. The energetic destabilization of breaking this bond is presumably offset by the energetic
stabilization of isomerization from five- to six-coordinate in 31wt and
52wt. This isomerization
alters the ordering and stabilities of the iron-centered valence orbitals, presumably stabilizing the
electrons in them. (A detailed analysis of the electronic structures of the species presented herein
will be necessary to further probe this phenomenon. However, this is beyond the scope of this
work.) Simply put, our data suggest that the wildtype active site employs T208 as a switch,
hydrogen bonding at times to succinate to promote a five-coordinate geometry and not bonding
at others to promote a six-coordinate geometry. Notably, we observe five-coordinate geometries in
the wildtype enzyme without T208-succinate hydrogen bonding, but they are higher in energy than
the analogous five-coordinate structures with hydrogen bonding. Therefore, the T208-succinate
hydrogen bond switching to facilitate the formation of five- or six-coordinate geometries can be
seen as a mechanism to fine tune the energetic stabilization of hydrogen bond formation against the
energetic stabilization of isomerization and the consequent reordering of the iron-centered valence
electrons and orbitals. The mutant structures also display the same isomerization between five-
and six-coordinate structures in direct parallel to what is seen in the wildtype. (See Table 4.5.)
However, the five-coordinate structure in the mutant is not stabilized by a hydrogen bond to
succinate. Therefore, those wildtype structures which prefer to have the T208-succinate hydrogen
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Table 4.5: Geometries of Structures 1 and 2





mode in wildtype and
mutant structures







51 formed five-coordinate 5.5 1.2
31 broken six-coordinate 6.6 9.2
52 broken six-coordinate 1.6 2.5
32 formed five-coordinate 8.1 0.5
bond formed (51 and 32) are expected to be destabilized in the mutant versus wildtype enzyme.
A direct comparison of the energies of 51wt versus
51mut and
32 is impossible, but inspection of
Tables 4.2 and 4.3 shows that their relative energies are quite close.
Interestingly, inspection of Table 4.5 shows that for the five-coordinate structures (51 and
32), ∆Eisom,wt > ∆Eisom,mut. This reflects the fact that in the wildtype structures, ∆Eisom,wt is
capturing two unfavorable events: first alteration of the electronic structure around iron and second
breaking the hydrogen bond. In the mutant, ∆Eisom,mut is only capturing the first unfavorable
event, and hence is lower in magnitude. In the six-coordinate structures (31 and 52) we observe the
opposite trend. Namely, here ∆Eisom,wt < ∆Eisom,mut. This reflects the fact that in the wildtype,
isomerization is again capturing two events (first alteration of the electronic structure around the
iron and second forming the hydrogen bond). However, while the first event is unfavorable, the
second event in contrast is favorable, causing the magnitude of ∆Eisom,wt to be relatively small.
By comparison, in the mutant structures, only the unfavorable alteration of electronic structure
occurs, without a compensating favorable formation of the hydrogen bond, causing ∆Eisom,mut to
be larger in magnitude.
In 1wt and 1mut the triplet-quintet gap, ∆E5→3, is about 5 kcal/mol. (See Table 4.6.) In 2wt
and 2mut, ∆E5→3 increases to about 10 kcal/mol. Other authors have argued that in 52, where
there are five unpaired electrons on the iron center, exchange stabilization dictates the preference
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Table 4.6: Quintet-triplet gap, ∆E5→3 (kcal/mol), along the rate-determining step




Figure 4.9: Structure 5TS obtained with cluster model for both the wildtype and T208A mutant.
The acetate used to model succinate is labeled “suc”. Distances are given in A˚ and energies are
given in kcal/mol relative to lowest energy 52.
(a) 5TSwt , E=24.5 (b)
5TSmut , E=26.0
for 52 versus 32. [54] Inspection of Table 4.6 shows that the magnitude of ∆E5→3 increases steadily
as we progress along the reaction coordinate, where the preference for the quintet over the triplet,
is greatest for 2 and least for 1, consistent with the buildup of exchange stabilization. This is also
consistent with the results obtained by Liu et al. [29]
4.5.4 Oxyferric Transition State, TS
Ye et al. have envisioned the quintet hydrogen-atom abstraction transition state in TauD as the
combination of two stages. [54] First the Fe-O bond is stretched, transforming the ferryl (Fe(IV)=O)
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to an oxyl-ferric (Fe(III)-O·) with one-electron transfer from a lone pair on the oxo to the iron.
Second, this oxyl-ferric performs the hydrogen abstraction, with one electron from the σCH bond
transferring onto the oxyl, while the other remains localized on the carbon. They suggest that
the electronics of 5TS is best described as high spin d5 Fe(III) anti-ferromagnetically coupled to a
three-center C-H-O radical. Inspection of Tables 4.2 and 4.3 shows that the spin density on iron
is very similar in 5TS and 52 for both the wildtype and mutant. This suggests that both 5TS
are in fact Fe(III). Moreover, the iron-oxo bond length has stretched substantially, from 1.62A˚
in wildtype and mutant 51 to 1.73A˚ in wildtype and mutant 5TS. Both of these are consistent
with the findings of Ye et al. However, the proposed existence of an antiferromagnetically coupled
three-center C-H-O radical is not corroborated by our own results, where the values of ρO and ρC
in 5TS take on different signs in both the wildtype and mutant. This suggests that the radical
resides predominantly on the methylene of the DNA substrate and is not three-centered.
Recall that in 51wt, the T208-succinate hydrogen bond is preferentially formed giving a five-
coordinate structure, whereas in 52wt, the T208-succinate hydrogen bond is preferentially broken
giving a six-coordinate structure. (See Table 4.5.) From Figure 4.9(a), we see that in 5TSwt, the
bond is formed, making it five-coordinate, mimicking the behavior seen in 51wt. This is consistent
with the Hammond Postulate [55], where the transition state is predicted to resemble the higher
energy structure (here, 51wt) more so than the lower energy structure (here,
52wt). Following the
same line of reasoning, 5TSmut also adopts a five-coordinate geometry (Figure 4.9(b)), consistent
with the higher energy structure 51mut.
Notably, hydrogen bonding between succinate and T208 seems to be more critical in 5TSwt than
in 51wt, where the hydrogen bond takes on lengths of 1.8A˚ and 1.9A˚, respectively. This suggests
that the stabilization due to hydrogen bond formation in 5TSwt is greater than
51wt. Figure 4.10
supports this claim, where the well depths for the hydrogen bond of 51wt and
5TSwt take on values
of -4.6 and -5.6 kcal/mol, respectively. Therefore, the hydrogen bond of 5TSwt is more stable
than that of 51wt by 1 kcal/mol. Because transition states have greater electron delocalization
in general, the greater strength of the hydrogen bond in 5TSwt versus
51wt can be qualitatively
understood as a consequence of this electron delocalization, where this effect also extends to the
T208-succinate interaction. This suggests that the destabilization upon mutation of T208 to A208
will be about 1 kcal/mol larger in 5TS than in 51, consistent with the experimentally observed 1.3
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Figure 4.10: Strength of the interaction between residue 208 and succinate in 51 and 5TS as
a function of bond length. Equilibrium bond lengths, req, vary by structure and are labeled in
Figures 4.7 and 4.9. Specifically, for 51wt,
5TSwt,
51mut and
5TSmut, req takes on values of 1.9, 1.8,
3.4 and 2.9A˚, respectively. The T208-succinate hydrogen bonds of 51wt and
5TSwt are shown in
red and green, respectively. These energies are given with respect to the dissociation limit, taken
as the energy at 4.0 A˚. The A208-succinate dispersion interactions of 51mut and
5TSmut are shown
in blue and fuchsia, respectively. These energies are reported relative to the energy at req+1A˚.
kcal/mol increase in activation energy for the mutant. While a direct comparison of the energies of
5TSwt and
5TSmut is impossible, we can compare their relative energies. Inspection of Tables 4.2
and 4.3 shows the relative energy of 5TSwt is lower than
5TSmut by 1.4 kcal/mol, consistent with
the experimentally observed increase in activation energy of 1.3 kcal/mol. (See Table 4.1.) As a
necessary control, in Figure 4.10 we also show the A208-succinate interaction is relatively constant
with respect to bond length, in contrast to the results for the T208-succinate interaction. Notably,
this potential surface displays a repulsive component at small bond lengths like the potential for
the T208-succinate hydrogen bond, but lacks the attractive component seen for the hydrogen bond,
causing the energy to drift slowly to lower energies at increasing bond lengths. This originates in
the poor description of dispersion by hybrid DFT methods, and B3LYP in particular. [36] This
should therefore be regarded solely as an artifact of the calculation and should not be interpreted
physically.
Ye et al. argue that the optimal angle for attack on the substrate by the quintet oxyl-ferric
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species is achieved when the iron, oxo and hydrogen are colinear, i.e. θFe−O−H = 180◦. [54] 5TSwt
and 5TSmut have θFe−O−H = 141◦. This is consistent with the structure reported by Liu et al. with
θFe−O−H = 136◦. Achieving θFe−O−H = 180◦ would require substantial translation of the DNA base
in the active site with concomitant rearrangement, and hence is not observed. This deviation from
the ideal angle of attack might contribute to the relatively high activation energy observed in AlkB
in general.
In summary, we observe formation of the T208-succinate hydrogen bond and a five-coordinate
geometry in 5TSwt. This is also observed in
3TSwt (not shown). Further, we see that the T208-
succinate hydrogen bond is stronger in 5TSwt and
3TSwt than in any 1wt or 2wt structure examined,
suggesting that hydrogen bonding to succinate is more critical to the stability of the transition state.
TSmut cannot achieve the same stabilization via hydrogen bonding. This results in a destabilization
of TSmut relative to TSwt, contributing to the slightly higher activation energy in the mutant versus
wildtype enzyme.
4.5.5 On the T208-Succinate Interaction
As discussed in Section 4.1, the crystal structure shown in Figure 4.2(b) can be seen as a mimic of
1wt, where only ligands and the oxidation states of iron differ. Specifically, the crystal structure
contains Fe(II) and a water ligand where 1wt contains Fe(IV) and an oxo ligand. The cluster model
structures obtained in this study superimpose well with this crystal structure. Recall that in our
structures, T208 bonding with succinate is turned on and off in a structure-dependent fashion
for optimal stability. As in 31wt and
52wt, the crystal structure does not show T208-succinate
hydrogen bonding. This does not, however, preclude the possibility of T208-succinate bonding
in other structures. In fact, a simple molecular mechanics minimization with all backbone atoms
frozen shows how T208-succinate bonding in this structure is feasible with only a small adjustment
of the waters that occupy the active site. Furthermore, the electronics of the crystal structure
(with Fe(II) and a water ligand) are significantly different than those of 1 (with Fe(IV) and an oxo
ligand) and our calculations show how small changes in the electronic structure result in different
behavior of the T208-succinate switch. Presumably, the electronics of the crystal structure is more
similar to that of 31 than of 51, for example, accounting for why T208-succinate bonding was not
observed in the crystal. Nevertheless, calculations at the QM/MM level will be necessary to assess
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the feasibility of the proposed phenomenon within the complete protein environment.
Lastly, it has been speculated that perhaps succinate is not present during the latter stages of the
catalytic cycle, including the rate-determining step, and that water might be present to coordinate
the iron instead. [30] While we cannot exclude that possibility, our study shows how bonding
between iron and succinate could be tuned throughout the rate-determining step to stabilize the
electronics of the system. Nevertheless, it is certainly possible that bonding between water and
iron could be modulated by hydrogen bonding between water and T208 in an analogous fashion.
4.6 Conclusions and Future Work
We have demonstrated the importance of T208 throughout the catalytic cycle of AlkB, both exper-
imentally and computationally. Specifically, we have shown that its mutation to A208 diminishes
experimentally-observed catalytic activity in AlkB ten-fold. Interestingly, while the rate of DNA
turnover is quite affected by this mutation, the affinity of the enzyme toward DNA substrate and
the 2OG cofactor remain relatively unaffected upon mutation. This suggests that the effect of
T208 on catalysis is not dominated by structural changes, but is instead subtle, and originates in
modification of the electronics of the active site.
We have probed the effect of T208 on the catalytic cycle using quantum mechanical cluster
models in an effort to capture these subtle electronic changes. These calculations show that T208
serves as a switch, binding at times to the succinate cofactor thereby promoting conformational
changes in the active site that stabilize the various spin states and electronic configurations. We
have used the analysis to show how the T208A mutation subtly results in an increase in activation
energy and predict an increase in activation energy for the mutant enzyme, in agreement with
experimental kinetics.
Accurately describing catalysis in mutant and wildtype AlkB is an excellent example of DFT’s
utility towards describing phenomena of practical biochemical interest. The problem studied herein
is both subtle and challenging, encompassing small energetic differences and geometric rearrange-
ments in addition to treatment of a transition metal. In spite of this, we have shown how DFT
can be used to accurately describe this phenomenon, validating our computational model of this
enzyme. This validated computational model will serve as the basis for future works. Specifically,
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QM/MM calculations will be pursued to probe this effect in the complete protein environment.
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Chapter 5
Using a Two-Step Hydride Transfer
to Achieve 1,4-Reduction in the
Catalytic Hydrogenation of an Acyl
Pyridinium Cation
1
The stoichiometric reduction of the acyl pyridinium ion 1 by various Ruthenium hydride com-
plexes 3-6 gives mixtures of 1,2 and 1,4-dihydropyridines. The stoichiometric reduction of 1 by
Ru hydride complex 6 gives only the 1,4-dihydropyridine. In the stoichiometric reductions, the
ratio of 1,4 to 1,2 product increases as the Ru hydrides become better one-electron reductants,
suggesting that the 1,4 product arises from a two-step (e-/H·) hydride transfer. Calculations at the
UB3LYP/6-311++G(3df,3pd)//UB3LYP/6-31G* level support this hypothesis, indicating that the
spin density in the N-carbophenoxypyridinium radical (7) resides primarily at C4 (the carbon para
to nitrogen), while the positive charge in 1 resides primarily at C2 and C6 (the carbons ortho to
nitrogen). The isomeric dihydropyridines thus result from the operation of different mechanisms:
1In collaboration with Prof. Jack Norton, Department of Chemistry, Columbia University. Note that the exper-
imental work summarized herein was not performed by M.L.Hall, but is reported here nonetheless as it forms the
foundation for the computational studies undertaken.
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Figure 5.1: Reduction of acyl pyridinium cation 1 to give either the 1,2-dihydropyridine 2a or
1,4-dihydropyridine 2b.
the 1,2 product from a single-step H- transfer and the 1,4 product from a two-step (e-/H·) transfer.
5.1 Introduction
The reduction of acyl pyridinium cation 1 can give both 1,2 and 1,4-dihyropyridines, as shown in
Figure 5.1. This reduction can be performed with a variety of metal/metalloid reducing agents,
including NaBH4 and Li(
tBuO)3AlH. [56] In general, 1,4-dihydropyridines are more stable than
1,2-dihydropyridines by a few kcal/mol, suggesting that the formation of 1,2-dihydropyridines is
the product of kinetic control.
Two plausible mechanisms have been proposed for the reduction shown in Figure 5.1: (a) a
single-step ionic mechanism, wherein hydride (H−) is transferred from the metal hydride to the
pyridinium directly, and (b) a two-step process involving first single-electron transfer from the
metal hydride to the pyridinium followed by hydrogen atom transfer (e-/H·). The two mechanisms
are shown in Figure 5.2.
Guan et al. have previously shown that Ru hydrides catalyze the reduction of iminium and
aziridinium cations such as those shown in Figure 5.3. [57, 58] This established the foundation for
the work summarized here investigating the reduction of acyl pyridinium cations such as 1 in Figure
5.1, also with Ru hydrides.
Shaw et al. investigated the reactivity of four Ru hydrides of the general formula Ru(P2)RH,
where R was one of two aromatic anions [cyclopentadienyl anion (Cp) or pentamethylcyclopentadi-
enyl anion (Cp*)] and P2 was one of two bisphosphines [1,2-bis-(diphenylphophino)ethane (dppe)
or 1,1’-bis(diphenylphosphino)ferrocene (dppf)].
The ratio of 1,2 versus 1,4-dihydropyridine obtained was highly dependent on the Ru hydride
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Figure 5.2: Reduction of acyl pyridinium cation 1 to give either the 1,2-dihydropyridine 2a or
1,4-dihydropyridine 2b via either an ionic mechanism (left) or two-step e-/H· mechanism (right).
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Figure 5.3: Reduction of iminium (top) and aziridinium (bottom) cations.
Table 5.1: Ru hydrides of the formula Ru(P2)RH, where R was one of two aromatic anions (cy-
clopentadienyl anion (Cp) or pentamethylcyclopentadienyl anion (Cp*)) and P2 was one of two
bisphosphines (1,2-bis(diphenylphophino)ethane (dppe) or 1,1’-bis(diphenylphosphino)ferrocene
(dppf)) and their selectivities towards reduction of 1 to give either 2a or 2b.
entry P2 R 2a 2b
3 Cp dppe 23-55% 48-77%
4 Cp dppf 15-30% 70-85%
5 Cp* dppe 2-4% 96-98%
6 Cp* dppf 0 100%
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used, where notably, the 1,4-dihydropyridine (2b) was usually favored over the 1,2-dihydropyridine
(2a). The product ratios remained constant and were thus the product of kinetic control, as
thermodynamic control would favor the 1,4-dihydropyridine (2b) exclusively. Interesting, the Ru
hydride complex RuCp*dppfH (6) gave exclusively 1,4-dihydropyridine while all others (3-5) gave
mixtures. The reduction of 1 by 6 is the first catalytic reduction of acyl pyridinium cation to give
only the 1,4 product.
5.2 Probing the Mechanism of Reduction
Recall that all Ru hydrides investigated but 6 gave mixtures of 1,2 and 1,4 hydrogenation products.
While the reduction of iminium and aziridinium cations by Ru hydrides (Figure 5.3) is known
to proceed through the ionic mechanism shown in Figure 5.2 (left side), the mechanism for the
reduction of acyl pyridinium ions remains unknown. Interesting, all Ru hydrides investigated but
6 also hydrogenated iminium and aziridinium ions, suggesting that these Ru hydrides operate via
the ionic mechanism (left side of Figure 5.2), while 6 operates through the e-/H· mechanism (right
side of Figure 5.2).
Cyclic voltammetry was performed to measure the reduction potentials of Ru hydrides 3-6 and
it was found that these potentials decreased in the order of 3 > 4 > 5 > 6. Stated simply, 3 is the
most likely to be reduced while 6 is the most likely to be oxidized. This ordering is also consistent
with the selectivity for 1,2 versus 1,4 reduction shown in Table 5.1. Further, it was also found that
1 is much more likely to be reduced than the aziridinium cation shown in Figure 5.3. These results
combine to suggest that the reduction of 1 by 6 proceeds via the e-/H· mechanism shown on the
right of Figure 5.2. This further suggests that 1,4 reduction results from e-/H· while 1,2 reduction
results from the ionic mechanism shown on the left of Figure 5.2 in general.
5.3 Computational Methods
Both the radical (7) and the pyridinium cation (1) were subjected to conformational searching
using MacroModel 6.0 [59] and the OPLS 2001 force field. [60] The lowest energy structures were
subsequently minimized at the DFT-UB3LYP/6-31G* level [61–63] in both vacuum and implicit
solvent (dichloromethane) using Jaguar 7.0. [35] Single-point calculations were also performed at
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Figure 5.4: Mulliken charges and spin densities on the acyl pyridinium cation 1 and radical 7.
the UB3LYP/6-311++G(3df,3pd)//UB3LYP/6-31G* level. Spin densities and atomic charges were
determined by Mulliken population analysis. [64]
5.4 Computational Results
To probe the possibility that two different mechanisms (H- transfer versus e-/H· transfer) are
responsible for the differing selectivities of the Ru hydrides, optimizations of the electrophilic species
involved in both possible mechanisms were performed. The e-/H·mechanism would involve addition
of H· to the short-lived intermediate 7 shown in Figure 5.2 directly following single electron transfer.
Conversely, the direct H- transfer mechanism involves only 1. Mulliken population analysis [64]
provides a means of assessing radical character as well as charge at any atomic center. In the case
of radical character, the atomic spin density (S) is given by the difference in α and β electron
density (Dα and Dβ) at the atomic center of interest. By definition, α-electrons are assigned one
spin (±12) and β-electrons are assigned the opposite spin, such that the atomic spin density at a
particular atomic center is given by
S = Dα −Dβ (5.1)
One unpaired electron on an atomic center is ideally given by S=1, while a closed shell atom is
ideally given by S=0. However, atomic spin densities are often noninteger and deviate from these
ideal numbers, making relative trends in S more illuminating than its absolute values.
For the radical 7, different resonance structures place the unpaired electron on C4 (the carbon
para to the nitrogen) or on C2 or C6 (the carbons ortho to the nitrogen). Mulliken population
analysis at the UB3LYP/6-311++G(3df,3pd)//UB3LYP/6-31G* level shows that the radical re-
sides primarily para to nitrogen, at C4. See Figure 5.4. In contrast, the positive charge in the
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pyridinium cation 1 resides primarily at C2 and C6, i.e., ortho to the nitrogen. Our results vary
little across basis sets and regardless of whether implicit solvation is included. Our results are
consistent with calculations performed as early as 1970 in which Huckel theory and SCF quantum
calculations were used to show that the electron density of the 7-(pi-electron) pyridine anion resides
primarily at the 4 position. [65] Semiempirical methods AM1 and MNDO have also been used to
show that the kinetic regioselectivity for nucleophilic attack on the pyridinium ring is governed by
the electron density at each carbon. [66]
5.5 Conclusions
The regioselectivities obtained for the transfer of H− from Ru hydrides to 1 arise entirely from
kinetic control. Our results suggest that, at least with Ru hydrides, the 1,2 and 1,4 products (i.e.,
ortho and para products, respectively) arise from the operation of different mechanisms. Mulliken
population analysis confirms that the positive charge in the cation 1 resides predominantly at C2
and C6 (ortho to the nitrogen), whereas the spin density in the radical 7 resides predominantly
at C4 (para to the nitrogen). The electron transfer at the beginning of a multistep mechanism
will favor H· transfer to C4 (para) (Figure 5.4). As the Ru hydrides become better one-electron
reductants, they give greater percentages of the 1,4 reduction product, until 6 gives only the 1,4
product.
This work was published in the Journal of Organic Chemistry in 2008 in collaboration with Prof.
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Chapter 6
Introduction
As stated in Chapter 1, DFT has experienced a rapid growth in popularity in the last few decades
due to its excellent balance of accuracy and computational cost. Nonetheless, improvements in
speed and accuracy are always possible and DFT development continues to be an active area of
research to this end. For example, decreased computational costs for DFT have been realized with
pseudospectral methods, giving scaling as low as Nlog(N). [67] More recently, electronic structure
calculations have been implemented on graphical processing units (GPUs), thereby substantially
decreasing the computational cost as well. [68–72]
Much effort has also focused on improving the accuracy of DFT through the exchange-correlation
functional, VXC(r), as discussed in Chapter 1. These efforts have largely focused on developing
wholly new forms to describe this important term. Approaches taken include incorporation of
terms based on the kinetic energy density into the exchange-correlation functional [73, 74]; use of
higher order gradients of the electron density in the functional [75,76]; inclusion of self-interaction
corrections [77]; derivation of new functional forms and parameters based on first principles rea-
soning (i.e., without fitting to experimental atomization or other data) [78]; admixture of MP2
components into the energy [79]; and development of new methods starting from the use of full
Hartree-Fock exchange [80, 81]. Interestingly, in spite of the wealth of research in this field, it has
proven extremely difficult to develop a functional which consistently outperforms the B3LYP func-
tional for a wide variety of chemistries. More recently, the M06-2X functional has gained attention
for its performance, which is arguably competitive with B3LYP. [82] The accuracy of this functional
is compared to B3LYP in Chapter 8.
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We have taken a different approach to improving the accuracy of DFT. Instead of developing
a wholly new functional, we seek to improve upon extant functionals. Specifically, DFT suffers
from a few well-known sources of error. Therefore, it is possible to directly address these and apply
corrections on top of the extant functional to improve its performance. These well-known sources
of error include dispersion, branching and system size. For example, the popular B3LYP functional
fails to bind benzene dimer, treating this interaction as strictly repulsive. Proper treatment of
dispersion by DFT is a highly active area of research being pursued by numerous researchers.
[23, 36, 83] Increasing error for DFT predictions is also seen with increasing system size. For
example, the error in enthalpy of formation for linear alkanes increases from approximately 0
kcal/mol in the case of methane (CH4) steadily toward approximately -30 kcal/mol in the case of
hexadecane (C16H34). [84] The error in DFT also appears to accumulate with increasing substitution
or branching. This is exemplified by the increasing error in the B3LYP-computed enthalpy of
formation for a series of chloromethanes, where the error increases according to CHCl3 < CH2Cl2
< CHCl3 < CCl4 from approximately -1 to -13 kcal/mol. [85]
These last two source of error (branching and system size) suggest that the errors accumulate
with each additional bond, atom, or substitution, becoming appreciable as the direct result of this
summation of errors. This in turn suggests the feasibility of a simple correction scheme, wherein
the error endemic to each bond, atom, or substitution is identified and a correction factor applied







ni × Ci (6.1)
where the total correction for a system x is given by corr(x) as the sum of various corr(x)i. Here
i runs over various valence bond characteristics (e.g., branching, atom type, etc.) prespecified and
known to contribute to error, n is the number of occurrences of each characteristic and C is the
optimal parameter value to minimize this error, determined by linear least squares analysis to best
fit
E“accurate′′(x)− EDFT(x) = corr(x) (6.2)
The corrected DFT energy for a system x would then be given by the simple addition of the
uncorrected DFT energy and this correction term according to EDFT+corr(x) = EDFT (x)+corr(x).
Such a correction scheme is realized through so-called “localized orbital corrections” (LOCs) as
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discussed in Chapter 7, which are then later extended to “continuous localized orbital correction”
(CLOCs) in 8. The advantage of such a method lies in its simplicity and negligible computational
cost over standard DFT calculations. Further, we show in Chapters 7-8 this method’s ability to
achieve remarkable improvement in accuracy over standard DFT calculations.
Hybrid DFT methods, including the popular B3LYP functional, have been shown to perform
well for a wide variety of thermochemical properties. Further, the error of B3LYP, as discussed
above, is quite systematic and hence rectifiable. For this reason, we focus implementation of our
LOC scheme on this functional in particular in the chapters that follow. Note that other functionals
have also been combined with our approach, yet none give as high of accuracy as does B3LYP. [86]
Lastly, our approach, although empirical, originates in physically-founded phenomena as de-
scribed in detail in Chapters 7-8. Thus, while the empirically-derived corrections improve the
accuracy of DFT, they also provide insights into the short-comings and successes of DFT, and the
B3LYP functional in particular.
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Chapter 7
Localized orbital corrections for the
barrier heights in density functional
theory
This chapter describes the extension of a previously reported empirical localized orbital correction
model for density functional theory for atomization energies, ionization potentials, electron affini-
ties, and reaction enthalpies to the correction of barrier heights. Various chemical reactions’ bar-
rier heights are corrected, including cycloadditions, cycloreversions, dipolar cycloadditions, SN2’s,
carbon and hydrogen radical reactions, sigmatropic shifts, and electrocyclizations. The B3LYP
localized orbital correction version of the model reduces the number of outliers and overall mean
unsigned error versus experiment or ab initio values from 3.2 to 1.3 kcal/mole for barrier heights
and from 5.1 to 1.1 kcal/mole for reaction enthalpies versus B3LYP. Furthermore, the new model
has essentially zero additional computational cost beyond standard DFT calculations. Although
the model is heuristic and is based on multiple linear regression to experimental or ab initio data,
each of the parameters is justified on chemical grounds and provides insight into the fundamental
limitations of DFT, most importantly the failure of current DFT methods to accurately account
for nondynamical electron correlation.
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7.1 Introduction
In a series of previous publications, we have developed an approach to improving density functional
theory (DFT) methods [87] based on empirical localized orbital corrections (DFT-LOC). [85, 86,
88, 89] When used in conjunction with the B3LYP functional [63, 90] (B3LYP-LOC, which will
be the focus of the present publication), these corrections provide a remarkable improvement in
atomization energies, [85] ionization potentials [88] and electron affinities, [88] and heats of reaction
for molecules composed of atoms in the first two rows of the periodic table, [86] as detailed in
Sections 7.2.1, 7.2.2, and 7.2.4, respectively. Recently we have also demonstrated improvements for
thermochemistry of small transition-metal species as summarized in Section 7.2.3. [89]
Our aforementioned correction scheme is based upon assignment of parameters using the equi-
librium geometries (i.e., reactant and product) only. A general theory must enable calculation of
the energy of the molecule as a function of the atomic coordinates for an arbitrary arrangement
of the atoms. This in turn requires that the corrections be formulated as a continuous function,
rather than discrete parameters.
Such a function can be easily constructed and optimized, utilizing a molecular mechanics-like
formulation, with the addition of empirical terms to rectify errors endemic to B3LYP. These pa-
rameters can eventually even be deployed to treat dispersion, an area in which B3LYP is known
to perform poorly. Still, optimization of such a function cannot proceed without an understanding
of how the parameters change as bonds are made and broken. We have developed parameters for
errors manifested in reactants and products, allowing more accurate calculation of enthalpies, in
previous publications as summarized in Section 7.2. Note that we do not attempt to correct for
errors found in energies of dissociated atoms themselves but instead correct for the errors found
in differences of energies exclusively. For example, we studied reaction enthalpies [86] where we
considered the differences in energies of the well-defined reactants and products only. By consid-
ering these well-behaved species instead of attempting to tackle dissociated atoms, we focus our
efforts on areas where DFT has already been shown to produce reasonable results and, therefore,
can produce remarkable results upon application of corrections schemes, such as those we continue
to develop. [85, 86, 88, 89] In the intermediate region connecting reactant to product, parameter-
ization of the model is necessary, particularly at the transition state where unusual geometries
and effective hybridization states of central atoms are routinely observed. With transition-state
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correction parameters in place, the remainder of the potential surface can be approximated via
interpolation between the key stationary points (equilibrium geometry, transition state, and sepa-
rated reactants and products). Ideally the interpolating function would be modeled after accurate
ab initio quantum chemical behavior in the bond-breaking region. In practice, unrestricted DFT
actually performs reasonably well (although not perfectly) in this regime, and highly precise results
for the bond-breaking region are not critical for the vast majority of practical chemical applications.
Consequently, we focus in this work on the task of developing accurate and robust parameters for
B3LYP-LOC for correcting the barrier height at the transition state, fitting to experimental and
high-quality ab initio data for more than 100 chemical reactions taken from the literature.
We have assembled a wide range of reactions [91–96] of various types, encompassing radical
reactions, additions, cyclizations and reactions containing neutral, cationic, and anionic species.
The size and diversity of the training set is, thus, larger and more varied than has been used in
previous tests of DFT functionals or in efforts to optimize these functionals. [96–98] In our view,
the use of large and diverse data sets is critical to avoid over-fitting, to overcome noise in the data
set (inevitable as one moves away from the highly filtered experimental data sets employed by e.g.,
Pople and coworkers in testing and optimizing G3 theory), [99, 100] and to present to the model
a variety of qualitatively different transition-state motifs which may require new parameters. The
present data set, while still far from completely extensive, does represent progress as compared to
alternatives in the literature. [96–98]
In many cases, data is available for both forward and backward reactions, with the barriers
related (as mandated by detailed balance) by the enthalpy of reaction. This implies that one
cannot obtain good results for both directions, regardless of the parameterization of the transition-
state model, unless the enthalpies of reaction are accurate. As a result, we have carefully examined
the enthalpies of reaction for all of our test cases, with regard to both performance of B3LYP-LOC,
and in terms of possible errors in the literature estimates (experimental or derived from high-level
ab initio calculations) of these values. For example, Truhlar and coworkers have assembled a series
of radical reactions, which have formed a key component of their DFT test and training sets for
many years. [101] They incorporate many sophisticated terms into their estimations of experimental
barrier heights (e.g., tunneling corrections), which undoubtedly have improved the precision of the
data set. Nevertheless, there are cases (noted in the text) where the experimental enthalpies of
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reaction they use are in significant conflict with, for example, results obtained by the Pople group
for the same quantity (as derived from the Pople results for atomization energies, [102–105] which
can be combined to yield enthalpies of reaction). In these cases, we have had to make decisions
concerning which data to employ, and the choices are described below. The main point is that
the construction of true benchmark data sets for testing barrier height calculations, with well
defined error bars, is still a work in progress, and this impinges upon what one can expect in any
set of theory/experiment comparisons in these areas. In contrast, for small-molecule atomization
energies, the ability to converge high-level CCSD(T) calculations with basis set extrapolations,
relativistic corrections, etc., provides a means to resolve most disputes concerning interpretation
of experimental data around equilibrium geometries. True benchmarks have been available for
some time, at least for small molecules, as they predominantly populate the G2 data set. [99, 100]
For transition states and geometries far from equilibrium, more sophisticated approaches than
CCSD(T) might be required, such as methods based on multireference wavefunctions.
In addition to facilitating the development of new transition-state parameters, the present set of
reactions provides an opportunity to test the B3LYP-LOC performance for enthalpies of reaction
on a new data set, which has not been included in the training set. A subset of the reactions
we study here can be constructed from the Pople G3 data base, [102–105] which we did use as
a training set for B3LYP-LOC. Yet, if these reactions are removed, there remains a substantial
number of cases to which B3LYP-LOC has never been exposed. The results, reported below,
obtained with no parameter adjustment for the equilibrium geometry parameter set, demonstrate
that the performance for this test set (which contains some rather complex and unusual molecules)
is comparable to that of the training set, further validating the B3LYP-LOC parameterization as
robust and applicable outside the domain of its training set with no falloff in the quality of the
results. The overall average error for enthalpies of reaction, 1.2 kcal/mole, is comparable to that
expected for high-level ab initio methods, such as G3 theory, and is likely within the error bars of
the experimental and high-level computational data.
The transition-state parameterization itself requires a total of 8 new parameters unique to
transition states; hence, a total of 36 parameters, including 22 for neutral equilibrium species [85]
and an additional 6 for the charged species, [88] were utilized in this work. While this number might
seem large, it is comparable to the number of parameters exploited by modern DFT functionals,
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such as M06-2X. [82] Some of these parameters address new hybridization states that are created
by attacks on various types of central atoms, and these parameters are generally consistent with
those already optimized for enthalpies of reaction. [85] Similarly there are a few new parameters
for stretched or half bonds, which again are consistent with the equilibrium results [85] (despite the
lack of constraints used in the parameter optimization). Overall, the ratio of the number of new
adjustable parameters (8) to that of training set cases (105) appears reasonable, and the parameters
can all be physically rationalized in light of previous results.
Charged molecules present a special challenge for the B3LYP-LOC method in that corrections
for charging and discharging must be performed via a separate set of parameters, developed in
ref [88]. We have used the parameters from that reference without adjustment, achieving reasonable
results for both anions and cations. Specialized parameters for unusual groups, such as azides, would
in fact improve the results, but we have avoided this because we do not believe there is sufficient
or diverse enough data to avoid the danger of over-fitting for such cases. Nevertheless, such a path
could readily be pursued in the future, if additional data were to be generated [e.g., via converged
CCSD(T) calculations].
This chapter is organized as follows. In Section 7.2, we provide a brief summary of the B3LYP-
LOC approach, referring to previous papers for detailed discussion of parameterization and val-
idation. Section 7.3 presents the development of the B3LYP-LOC model for transition states,
introducing the eight new parameters required for these calculations. Section 7.4 describes the
results obtained for the 105 reactions in the training set, for both reaction enthalpies and barrier
heights, and discusses the distribution of errors, including possible explanations for the small num-
ber of outliers that are observed. Finally, in Section 7.5, the Conclusion, we summarize our results
and briefly discuss future directions.
7.2 Overview of the B3LYP-LOC Methodology
In this section, we simply review the work on the B3LYP-LOC methodology that has already been
published, as this forms the foundation for the work presented herein. Note that no additions or
modifications are made to any of the methods presented in our previous works.
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7.2.1 Atomization Energies
The original B3LYP-LOC work [85] utilized 22 empirically determined, but chemically justified,
parameters to reduce the mean absolute deviation for atomization energies on the G3 dataset of 222
molecules from 4.8 to 0.8 kcal/mole, for uncorrected B3LYP and B3LYP-LOC, respectively. This
value is comparable to that obtained using G3 theory, 1.1 kcal/mole, but G3 theory incorporates
coupled cluster methods, thus, making it intractable for larger molecules. Almost all outliers were
eliminated with essentially zero additional computational cost beyond standard DFT calculations,
as the corrections are applied a posteriori in an additive fashion. All corrections are based upon
valence bond assignments and are divisible into four major categories: corrections of atoms, indi-
vidual bonds, neighboring bonds of a given bond, and radical environmental corrections. These
parameters also provide valuable insight into the fundamental limitations of DFT, specifically, the
difficulties exhibited by DFT methods in accurately modeling variations in nondynamical electron
correlation across different types of chemical bonds, lone pairs, hybridization states, and singly vs
doubly occupied orbitals. [106–110]
To better understand these limitations, first consider the simple case of diatomic hydrogen,
H2. As this molecule is stretched to increasing bond lengths, the exact [Hartree-Fock (HF)] ex-
change hole remains delocalized over both atoms, even though the true exchange correlation hole
is localized over mostly just one atomic center. Combining this exact HF exchange with localized
correlation produces a delocalized exchange-correlation hole, which is qualitatively incorrect in na-
ture, producing large errors in DFT calculations that employ a full exact exchange model. This is
substantially improved by combining the exact exchange with Becke exchange and the generalized
gradient approximation, producing a more localized exchange hole. The qualitatively correct be-
havior of the exchange-correlation hole enabled significant progress to be made in reducing errors
for gradient-corrected DFT functionals, such as BP86, [111,112] BLYP, [61,90] and PBE. [78,113]
Dynamical electron correlation (taken on the length scale of an atom) is well modeled by gradient
corrections in the exchange and correlation components of modern functionals; on the other hand,
nondynamical electron correlation (taken on the length scale of a bond) is more problematic. [109,
110] Within each localized electron pair (in a bond or lone pair), there is a self-interaction error
given by the difference in the self-Coulomb and exchange terms. Although this self-interaction is
necessarily zero for unpaired electrons, i.e., the Coulomb and exchange terms cancel, DFT assigns
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a non-zero value in this case, resulting in detrimental errors, especially at increasing bond lengths,
where the self-interaction becomes very large and negative. In the case of doubly occupied orbitals,
we posit that the self-interaction error embodied in DFT is actually used to quantitatively model
the nondynamical electron correlation present within a localized bond. [106–109] The addition of a
component of HF exchange, as is done in B3LYP and other hybrid functionals, can then be thought
of as adjusting the size of the self-interaction term in the DFT exchange functional; since the HF
exchange term has no self-interaction, increasing the fraction of HF exchange lowers the remaining
self-interaction in the functional. Fitting the fraction of HF exchange to experimental atomization
energies then allows a more accurate matching between the self-interaction energy for an electron
pair and between what is required to represent nondynamical correlation for that pair. The success
of B3LYP in reducing the average error in atomization energies for the G2 data set, as compared
to the great majority of gradient corrected functionals, is evidence that this approach is successful
in realizing its objective. [102–105]
However, the addition of HF exchange is effective at treating only the “average” nondynamical
correlation of an electron pair in a localized bond, whereas differences in the local environment
of various bonds and in their effects on the nondynamical correlation are not modeled easily by a
localized gradient expansion. [109, 110] Notably, while so-called global hybrid functionals, such as
B3LYP, employ constant fractional admixtures of exact exchange, local hybrid functionals [114–118]
employ position-dependent exact-exchange admixtures, allowing for deviations in the nondynamical
correlation to be better modeled, at least in principle. This presents a unique and interesting way
to address the issue of capturing nondynamical correlation that differs from our own approach but
is not explored further here. Instead, the DFT-LOC methodology rests upon the assumption that
the localized nuclear framework supporting an electron pair is a principal factor controlling the
deviations in value of the nondynamical correlation from the average value within global hybrid
functionals. Therefore, empirical corrections are applied based upon these localized frameworks.
Consider, for example, the corrections applied to single bonds between heavy atoms of various
lengths1: short (-1.36 kcal/mole), medium (-1.90 kcal/mole), and long (-2.57 kcal/mole). These
values become appreciably more negative with increasing bond length. This reflects the notion
that as bond length increases, nondynamical correlation becomes more negative (as the electrons
1using the 6-311++G(3df,3pd) basis
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have more room to avoid each other), and DFT systematically underestimates this effect with
increasing severity. In the extreme case, where there is a charge transfer leading to predominantly
ionic bonding (e.g., in NaCl), implying substantial localization of the electron pair of the bond
near one atom, the B3LYP results are most severely underbound (by 4.5 kcal/mole for NaCl); this
parameter is consistent with the others listed above and, when used to correct all bonds of this
type, leads to enormous improvement in B3LYP-LOC predictions for molecules in the G3 data set
containing one or more bonds with substantial charge transfer character.
A further problem that can be observed with B3LYP calculations, and other functionals, is that
the average error (as judged by the mean unsigned error) increases systematically with the size
of the molecule under investigation. [119] For example, the MUE for B3LYP atomization energies
for the G2, [99, 100] extended G2, [99, 100] and G3 datasets are 2.43, 3.08, and 4.81 kcal/mole,
respectively, consistent with the increasing average molecular weight of the components of each of
these three data sets. This systematic increase in error with molecule size is effectively addressed
by the empirical corrections in the LOC scheme. Indeed, the errors in B3LYP are not random
but are attributable to the specific localized chemical bonds in each molecule as well as the local
environments of those bonds. It is important to emphasize that other functionals we tested (BLYP,
B3PW91, SVWN, BP86, BPW91, B3P86, and later M05-2X and M06-2X) display greater average
errors than B3LYP-LOC upon application of LOC corrections and, thus, apparently have errors
that are less systematic in the LOC framework than B3LYP. Notably, the LOC-corrected versions
of these other methods, including other hybrid functionals, GGAs and even the LDA, displayed
non-trivial improvements when coupled with LOCs but are still not comparable to the remarkable
improvement displayed by B3LYP-LOC itself. For example, the average error in BLYP for the
G3 set is reduced from 7.3 kcal/mole to 2.1 kcal/mole, not as good an end point as for B3LYP
whose errors were reduced from 3.1 kcal/mole to 0.6 kcal/mole but still an impressive improvement
nonetheless. Effectively, the LOC scheme removes the systematic errors for each bond type, thereby
qualitatively diminishing the accumulation of such errors with increasing molecular size to the point
where the errors for the G3 data set, which contains much larger molecules, is only a few tenths of
a kcal/mole larger than that of the G2 or extended G2 sets. Furthermore, problems with properly
modeling cyclic, branched, and linear molecules (for which B3LYP exhibits quite different error
patterns) are ameliorated via a simple correction based on nearest-neighbors of a given bond,
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noting that underbinding is present when the atoms comprising the bond make additional bonds
that would enable an electron from the initial bond (e.g., long single bonds) to make excursions.
The validity of this method is verified by the successful application of the LOC parameters to the
G3 dataset in which the mean unsigned error is reduced from 4.8 to 0.8 kcal/mole, a value not only
competitive with that of G3 theory but also demanding orders of magnitude less computational cost.
Further, after the application of the LOC scheme, the number of B3LYP outliers is substantially
reduced. Thus, this DFT-based method consistently achieves near-chemical accuracy. Results for
atomization energies and enthalpies of reaction can be found in previous works [85, 86] while the
parameters and their definitions can be found in Appendix E.
7.2.2 Ionization Potentials and Electron Affinities
In a subsequent work, [88] the B3LYP-LOC methodology was extended from atomization energies
to ionization potentials (IP) and electron affinities (EA). In this manner, B3LYP-LOC can now
be extended to ionic, in addition to neutral, molecules with 37 parameters developed specifically
for charged species. (Be that as it may, only six of these parameters were employed here, as they
cover the most common chemistries, such as those studied in this work.) Further, systems with
multiple unpaired electrons are also addressed. These new features are requisite for an approach
that is aimed at applicability across a wide range of chemical phenomena. The methodology is
applied to the G2 dataset of 134 molecules (IPs and EAs) with a resultant decrease in MUE (vs
experiment) of 0.137 to 0.039 eV. This error is more than three times smaller than the original
B3LYP error and is comparable to the errors obtained with G2 theory, a high-level ab initio method.
Further, the number of outliers is also substantially reduced to levels below that achieved with G2
wave-function-based theory.
As with the B3LYP-LOC application to atomization energies, the corrections are applied a
posteriori in an additive fashion and, therefore, account for only a trivial increase in computational
cost over uncorrected B3LYP. The 22 empirical parameters from the original work [85] are employed
in addition to parameters exclusive to ions developed in this specific work. Again, these parameters
are physically justifiable and provide insight into the fundamental nature of DFT. Unsurprisingly,
DFT’s failure to accurately model nondynamical electron correlation and self-interaction error
contributes substantially to errors in IPs and EAs, just as with atomization energies.
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The original B3LYP-LOC work noted the striking similarity in the atomization energy errors
as a function of valence bond structures, using this as the basis for the development of the LOC
methodology. An investigation of the errors in EA and IP evidences another set of striking patterns,
enabling a facile extension of the previous LOC methodology to these charged species.
For a complete discussion of all the parameters available for IP and EA calculations, the reader
is referred to the relevant work, [88] while those IP and EA parameters employed in this work are
discussed below. These include corrections for delocalization of positive charge and for the removal
or addition of an electron from an atomic or molecular orbital. The specific implementation of these
parameters is discussed in Section 7.2.4.2 for enthalpies of ionic reactions and in Sections 7.3.2-
7.3.3 for barrier heights of ionic reactions. For cationic reactions, corrections for delocalization
of positive charge included IP D A A-H and IP D A A-B. These correct for the delocalization of
positive charge on an atom (A) through neighboring electron density from adjacent A-H and A-B
bonds, respectively. Cationic reactions also necessitated corrections for the removal of an electron
from an atomic orbital. These included IP P3p A/M and IP P2p M for the removal of an electron
from a paired 3p or hybrid 3p orbital in a free atom or molecule and from a paired 2p-hybridized
orbital in a molecule, respectively. Lastly, anionic reactions required corrections for the addition
of an electron to an unpaired 2p orbital on an atom (EA AO U2p) or to the molecular orbital of a
first-row atom with a localized radical and no adjacent multiple bonds (EA R1 noMB).
The parameters from the IP/EA model [88] are used in the present work without any mod-
ification. As is noted below, there are a few special cases (such as azides) where defining new
parameters would likely reduce errors. In spite of this, we do not believe that the current data
set is sufficiently large or diverse to justify such development at this time. As more data becomes
available (via either experiments or calculations), increases in the number of parameters can be
considered.
7.2.3 Transition Metals
The B3LYP-LOC methodology has also been successfully extended to transition-metal containing
systems [89] in which a data set of 36 experimental atomic energies and 71 bond dissociation
energies were employed. Sets of 10 and 21 parameters were built to correct for atomic energy and
bond dissociation energy errors, respectively, resulting in a MUE decrease from 7.7 to 0.4 kcal/mole
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for atomic data and 5.3 to 1.7 kcal/mole for bond dissociation data. This initial model is based
upon a wide range of excitation energies, IPs, and bond energies gathered from experimental gas-
phase measurements. Coupled cluster calculations on transition-metal species can be problematic;
nonetheless, we provided benchmark coupled cluster calculations that agreed reasonably well with
experiment for various metal diatomic species. Further, this work shows that the dominant sources
of error are qualitatively analogous to those identified in the previous B3LYP-LOC publications
[85,86,88] and corrects for them accordingly, employing phenomenologically similar reasoning.
While the results contained within this work on transition metals are highly encouraging, they
do not represent a complete treatment of transition metals containing systems. As most gas-phase
bond energy data exist primarily for metals in their neutral state or as singly charged cations and
metals with low coordination numbers, the dataset was limited to these types of systems. Obviously,
a more complete treatment should include transition metals with higher coordination numbers and
oxidation states, these being highly common in various biological systems. However, we reserve
this endeavor for a subsequent works. The present work does not consider any transition-metal-
containing reactions, although such systems will be examined in future efforts.
7.2.4 Enthalpies of Reaction
The subsequent B3LYP-LOC work [86] demonstrates that this methodology is robust across dif-
ferent basis sets [6-31G*, 6-311++G(3df,3pd), cc-pVTZ, and aug-cc-pVTZ] and reaction types
(atomization reactions and molecular reactions). This work further demonstrates a reduction in
the MUE from 4.7 to 0.8 kcal/mole over B3LYP for a test set of 70 molecular reactions [at the
B3LYP-LOC/6-311++G(3df,3pd) level]. The complete series of works [85,86,88,89] show that the
systematic errors native to B3LYP make it particularly well suited to the LOC scheme. Impor-
tantly, some modern functionals perform noticeably better than B3LYP. Even so, their errors, still
being non-negligible, are more random and, hence, are harder to treat by such trivially defined pa-
rameterizations. Several well-known functionals (SVWN, BLYP, BPW91, etc.) were investigated
in this regard. Furthermore, the modern M05-2X [120] and M06-2X [82] functionals were also
combined with the LOC scheme. While uncorrected B3LYP is outperformed by M05-2X, which
is, in turn, outperformed by M06-2X, neither of these new functionals integrates as favorably with
the LOC methodology as B3LYP for calculation of reaction enthalpies. While non-trivial improve-
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ments in performance are seen for M05-2X-LOC and M06-2X-LOC (where the LOC parameters
are optimized for each functional individually) over uncorrected M05-2X and M06-2X, they are
both consistently outperformed by B3LYP-LOC, which makes it the best method of the three for
computing reaction enthalpies. This is not to imply that B3LYP is an inherently better functional
than M05-2X or M06-2X when all are in their uncorrected forms. Nor does it imply that other
functionals we have not yet tested might not produce better results than B3LYP when combined
with our LOC methodology. This is a point we intend to examine in future publications. Further,
we have provided a complete prescription in this publication, and the others, [85, 86, 88, 89] for
application of our LOC scheme such that other researchers may investigate our LOC scheme with
other functionals, if they so desire.
On that note, we have not yet explored the possibility of coupling our LOC scheme with various
screened hybrids such as the HeydScuseriaErnzerhof (HSC) functional [121] for the treatment of
large molecules. Nonetheless, this presents a promising approach to further treating systematic
errors found in DFT, as screened hybrids attenuate those errors found at relatively long length
scales (> 5 A˚), and our LOC approach corrects for those at shorter length scales. We reserve this
endeavor for future publications.
In order for a method to be physically viable, optimal results should emerge as the basis set
is converged. This convergence is observed for the B3LYP-LOC approach; the MUE is, in fact,
decreased as the basis set size is increased. This represents substantive evidence for the chemical
validity of the LOC methodology and interpretation.
Importantly, this work is the first instance in which an automated protocol is employed to assign
the LOC parameters and corrections, in contrast to the hand assignments performed in previous
works. Specifically, for any reaction given in SMILES format, the total correction to its reaction
enthalpy is computed automatically according to the valence bond structure given. This is an
important step forward in the process of making the methodology automated and accessible to a
wider audience.
7.2.4.1 Enthalpy of Reaction for Neutral Reactions
The LOC-corrected enthalpy of reaction can be calculated in a straightforward fashion using the
standard B3LYP-LOC parameters and is done just as in ref [86]. The sum of the corrections for the
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reactant(s) is subtracted from the sum of corrections for the product(s), and this total correction
is then added directly to the B3LYP enthalpy of reaction to yield the B3LYP-LOC enthalpy of
reaction.
7.2.4.2 Enthalpy of Reaction for Ionic Reactions
Imagine an anionic SN2 reaction:
Nu− + R− LG→ LG− + R−Nu
where Nu−, R-LG, and LG− represent the nucleophile, electrophile, and leaving group, respectively.
This may equivalently be written as a series of reactions:
Nu− → Nu· + e− (a)
R− LG→ R· + LG· (b)
R· + Nu· → R−Nu (c)
LG· + e− → LG− (d)
Reaction a and d are described by the EA of Nu· and LG·, respectively. EA is defined as
EA(X·) = energy(X·)− energy(X−) (7.1)
for the reaction
X· + e− → X− (7.2)
Note that this thermodynamic property is defined as energy(reactants) - energy(products), opposite
from other thermodynamic properties, which are defined as energy(product) - energy(reactant).
Each of these sub-reactions will have associated with it a certain correction due to adding or
removing an electron. Specifically:
corr(Nu·)− corr(Nu−) + corr(EA,Nu·), for reaction a
corr(R·) + corr(LG·)− corr(R− LG), for reaction b
corr(R−Nu)− corr(R·)− corr(Nu·), for reaction c
corr(LG−)− corr(LG·)− corr(EA,LG·), for reaction d
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For reaction a, the EA correction is added to the other terms. While reaction a does not
match eq 7.2 in form, its reaction enthalpy does match that of eq 7.1, therefore, the EA correction
should be added to the other terms. Conversely, the enthalpy for reaction d is defined opposite
that of eq 7.1, and therefore, the EA term is subtracted from the others. Note that reactions b-c
contain only neutral species and are, therefore, completely described by the original suite of LOC
parameters. [85]
Combining all the corrections for reactions a-d gives a total correction of
corr(anionic,SN2) =corr(R-Nu) + corr(LG
−)− corr(Nu−) (7.3)
− corr(R-LG) + corr(EA,Nu·)− corr(EA,LG·)
Obviously, this is not limited in application to just anionic SN2 reactions but can be applied to
all anionic reactions. Also, cationic reactions are treated by the following formula using the same
logic.
corr(cationic,SN2) =corr(R-Nu
+) + corr(LG:)− corr(Nu:) (7.4)
− corr(R-LG+) + corr(IP,Nu:)− corr(IP,LG:)
7.3 Development of a B3LYP-LOC Model for Barrier Heights
7.3.1 Overview
The B3LYP-LOC methodology has been well described for ground states, [85, 86, 88, 89] but it
has yet to be applied to transition states. As a first approximation, we assume, for purposes of
estimating the valence bond states needed to assign correction parameters, that all transition states
lie exactly mid-way along the reaction coordinate connecting product and reactant. Specifically,
if a bond has an order of 1 (single bond) in the reactant and 2 (double bond) in the product, it
is assigned a bond order of 1.5 in the transition state. Similarly, an atom with hybridization sp3
in the reactant and sp2 in the product is assigned a hybridization of sp2.5 in the transition state.
Obviously, this assumption is crude and is likely to lead to less than optimal results in many cases.
Therefore, it is desirable to develop a continuous functional form of the B3LYP-LOC correction
such that the entire reaction coordinate may be mapped, better accommodating asynchronous
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transition states. Yet, we reserve this for a subsequent publication and use the approximation here
to show the validity, applicability, and power of the model, even in its crudest form.
Where possible, the previously developed B3LYP-LOC parameters are assigned to the transition
state. For example, a carbon-carbon bond that maintains its bond order in the reactant and
transition state will be assigned the standard parameter, MSBC (medium single-bond correction),
in both. After assigning these parameters, parameters specific to transition states must be assigned.
These new parameters are given in Table 7.1.
Table 7.1: B3LYP-LOC Parameters for Transition States
parameter description value (kcal/mol)
N/P sp1.5 applied for every N or P atom with hybridization that
can be considered partly sp and partly sp2
4.47
N/P sp2.5 applied for every N or P atom with hybridization that
can be considered partly sp2 and partly sp3
4.03
O sp2.5 applied for every O atom with hybridization that can
be considered partly sp2 and partly sp3
2.02
MSBC/LSBC 0.5 applied for every bond of approximate order 0.5 be-
tween any atom pairs falling within the description
of MSBC and LSBC. Specifically, C· · ·C, C· · ·Cl,
N· · ·N, O· · ·O, N· · ·O, F· · ·F, O· · ·Cl, Na· · ·Na,
Si· · ·C, S· · ·C, S· · ·O, S· · ·N, any pair of second-row
atoms other than NaCl
-1.82
AA 1.5 applied for every bond with approximate bond order
1.5
-0.36
AA 2.5 applied for every bond with approximate bond order
2.5
-0.91
HH 0.5 applied for every HH bond with approximate bond
order 0.5
0.55
Continued on Next Page. . .
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Table 7.1 – Continued
parameter description value (kcal/mol)
H dival applied for every transition state in which a hydrogen
atom is partly bonded to two atoms, at least one of
which is neither carbon nor hydrogen
3.79
ESBC2 applied for every bond A-B (of order 0.5, 1, or 1.5;
where neither A nor B are fluorine or hydrogen, and
the bond is not part of a three- or four-membered
ring) with neighboring single bond A’-A (where nei-
ther A nor A’ is fluorine or hydrogen); likewise, 0.5
ESBC is applied for every neighboring bond A’-A
(where neither A nor A’ is fluorine or hydrogen) with
bond order 0.5 or 1.5, with the same restrictions on
A-B stated above
-0.503, -0.514
OCT EXP2 defined previously for Cl, P, or S atoms that have
a valence shell expansion beyond the usual octet;
also applied to any transition state in which an atom
(other than hydrogen) experiences an increase in co-
ordination number beyond its octet; this includes the
pseudo-penta coordinate transition state of SN2 reac-
tions, for example
4.923, 3.544
Continued on Next Page. . .
2This parameter was first defined in ref [85], and here its definition is simply extended to include transition states.
3As defined in ref [85] for the 6-311++G(3df,3pd) basis.
4As defined in ref [85] for the cc-pVTZ++ basis.
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Table 7.1 – Continued
parameter description value (kcal/mol)
RH2 defined previously to apply to every atom on which
the localized singly occupied orbital is bonded to a
hydrogen atom; extended here to also apply to any
atoms of the transition state with partial radical char-
acter; applied additively for each unpaired electron
and each hydrogen
0.553,0.344
RA2 previously assigned for every atom (of the first or sec-
ond row) with a localized radical and a single or dou-
ble bond to another atom; extended here to include
all atoms of the transition state with partial radical
character; applied additively for each unpaired elec-
tron and each bonded first- or second-row atom
1.623,1.714
The environmental single-bond correction (ESBC) was previously described. [85, 86] Yet, it is
included in Table 7.1, as its definition has been modified, so that it can be applied in an automated
fashion to the transition states as well. As previously defined, ESBC is applied additively for every
single bond A-B (where neither A nor B is fluorine or hydrogen nor is the single bond part of a three-
or four-membered ring) with a neighboring single bond, A’-A-B (A’ not fluorine or hydrogen). In
this most recent implementation, for every A-B bond with approximate bond order n + 0.5 (n = 0,
1), with neighboring bond A’-A, 1 ESBC is applied if A’-A is a single bond. Likewise, only 0.5 ESBC
is applied for A’-A having approximate bond order n + 0.5 (n = 0, 1). The original restriction
applies in that A-B, regardless of bond order, cannot be a bond in a three- or four-membered ring.
This is presumably because the bond angles in these three- or four-membered rings are too small to
appreciably allow for electronic excursions that ESBC was designed to treat. Therefore, transition
states which also display this same characteristic small bond angle (< 94.0◦) do not receive ESBCs
either. Specifically, consider four atoms connected by single bonds, A-B-C-D. If bond angle ABC
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is < 94.0◦, neither bond AB nor bond BC may count as a base orbital for ESBCs. Yet, bond CD
is still treated in the normal fashion – receiving 1 ESBC for its neighboring BC bond. Via this
rational, the bonds of the bridge in the transition states for reactions 1 and 2 in addition to all
bonds of the partial three- or four-membered rings in the transition states for reactions 8, 10, 101,
and 102 were not assigned ESBCs. (See Figure 8.1.)
After assigning all the corrections to the reactant and transition states, the difference in these
corrections may then be applied directly to the B3LYP barrier height to obtain the B3LYP-LOC
barrier height in an additive fashion. This is straightforward for neutral reactions. Anionic and
cationic reactions require one additional correction each and are discussed in the following sections.
The original B3LYP-LOC scheme [85] provides corrections for various hybridization states of
atoms, including N/P sp, N/P sp2, etc. The transition-state parameters unsurprisingly take on
similar values to the previously defined ones. For example, N/P sp1.5 has a value of 4.47 kcal/mole,
which is similar in value to that of N/P sp2 at 4.31 kcal/mole (for the 6-311++G(3df,3pd) basis set,
for example). N/P sp2.5 (4.03 kcal/mole) is intermediate in value between N/P sp2 and N/P sp3
with values of 4.31 and 3.00 kcal/mole, respectively. It is not necessarily true that the parameter
N/P spn.5 must be intermediate in value between that of N/P spn and N/P spn+1 for it to be
physically viable; the formation of a transition state is a complex change in electronic structure in
which various competing factors will play a role in determining the error in the original B3LYP
calculation, and the empirical corrections absorb all of these effects simultaneously. The original
DFT-LOC paper emphasized the transformation of the lone pair in atomic nitrogen from the more
localized 2s orbital to a significantly more extended sp-, sp2-, or sp3-hybridized orbital, as a qualita-
tive rationalization of the overbinding associated with achieving the standard hybridization states
for nitrogen. Yet, when a transition state is formed, the first shell of neighboring atoms and their
distance distribution differs from any ground state, and the effects so introduced can modify the
observed DFT error, in a direction that is not easy to infer from the structural transformation.
Finally, the original B3LYP-LOC work treats nitrogen and phosphorus equally, finding no appre-
ciable degradation in performance upon combining the two. This is easily justified by the similarity
of phosphorus and nitrogen in electronic structure. Accordingly, we have chosen to combine the
corresponding nitrogen and phosphorus corrections into N/P spn.5. Although there are no cases of
phosphorus atoms that fit into the N/P sp1.5 category and only one transition state with phospho-
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rus that fits into the N/P sp2.5 category, we assert this is a likely categorization for any possible
future occurrences based upon the precedence set in the previous work. [85]
Like the transition-state parameters for nitrogen of intermediate hybridization, O sp2.5 (2.02
kcal/mole) is similar in value to the previously defined parameters, O sp2 and O sp3, which have
values of 0.95 and 1.67 kcal/mole, respectively.
MSBC/LSBC 0.5 (-1.82 kcal/mole) also has a value similar to those originally defined for MSBC
and LSBC, -1.92 and -2.49 kcal/mole, respectively. The original B3LYP-LOC work [85] shows a
clear correlation between the ratio of orbital size to bond length and the corresponding correc-
tion for each bond. Specifically, the corrections for heavy atom pair short single bonds (SSBC),
medium single bonds (MSBC), and long single bonds (LSBC) are -1.26, -1.92, and -2.49 kcal/mole,
respectively. The longer bond length relative to the orbital size bestows a greater nondynamical cor-
relation energy onto the electron pair in the longer bond than would be if the bond were shorter,
necessitating a correction of greater magnitude. We see that the value for MSBC/LSBC 0.5 is
smaller than both MSBC and LSBC in magnitude, despite the fact that the bond length is clearly
larger. Yet, while the bond length is larger for such “half bonds”, the orbital size also experiences a
concomitant increase in size (with respect to “full” single bonds). Consider for example the reaction
H2C=CH2 + CH
·
3 → H2C·-CH2-CH3. While the half bond between the ethene and methyl in the
transition state is longer than the corresponding single bond, its orbital size is also larger. Whereas
the corresponding C-C bond is comprised of two sp3 orbitals, this “half” bond is comprised of two
orbitals intermediate in hybridization between pure p orbitals (as in the reactants) and sp3 orbitals
(as in the products), making it comparatively larger. Accordingly, the ratio of orbital size to bond
length does not vary greatly between the “full” medium and long single bonds and the medium
and long single “half” bonds.
A second argument (not contradictory to the discussion above – the final parameter value
reflects both chemical effects in combination) is that, as any bond is driven to infinite separation,
the correction parameter for the bond must go to zero. When atom B is infinitely far from atom
A, excursions of the now unpaired electrons on atom A toward atom B (and vice versa) no longer
deviate from those seen in an atom; thus, the estimate of the two particle correlation function
by the DFT functional cannot be presumed to have the systematic error inferred for C-C, C-
Cl, etc., bonds. At what point the correction term peaks cannot be rigorously determined without
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performing accurate high level ab initio computations of the full bond-breaking curve and comparing
the DFT results, but it seems reasonable to propose that the maximum in fact occurs close to the
equilibrium bond length and prior to the length associated with the transition-state structure (at
least in a typical transition state; early transition states might exhibit a systematically different
trend, a subject we leave to future investigation). The fact that we are able to combine the MSBC
and LSBC parameters here (no transition-state bond would be characterized as “short”) and that
the value obtained is smaller than the MSBC equilibrium value provides strong evidence that this
hypothesis is correct. This transition-state bond correction parameter is employed in virtually every
molecule in the training set, and there is often more than one bond per test case; thus, the value of
the parameter has a major effect on the average error. The successful use of a single parameter for
all single bonds between heavy atoms in the transition state and the low average error and number
of outliers obtained by doing so provides confidence that this parameter is not overfit, as does its
chemically consistent, readily interpretable value (per the two arguments made above).
The parameter AA 1.5 is applied for all bonds of approximate bond order 1.5. Its value (-
0.36 kcal/mole) is similar to the value for double bonds (-0.53 kcal/mole), reflecting the fact that
correlation between multiple orbitals in a bond exerts a substantial effect on the correction term
(in a fashion that is more difficult to dissect than the corresponding effects for single bonds). This
value most likely corresponds to the reorganization of electrons from the localized p orbitals of
the double bond to the localized spn bonds. The precise value obtained, while more difficult to
interpret than the transition-state single bond value, is at least reasonable. More test cases will
be required to investigate whether the fitted parameter obtained here is unduly influenced by the
specific set of bonds with bond order 1.5 found in transition states for the current data set.
Similarly, AA 2.5, with a value of -0.91 kcal/mole, is employed for all bonds with approximate
bond order 2.5. The original B3LYP-LOC work gives optimized values of -0.53, -1.31, and 1.51
kcal/mole for double bonds (DBC), nonpolar triple bonds (TBNPOL), and polar triple bonds
(TBPOL), respectively. As in the case of AA 1.5, an obvious rationale for this parameter’s exact
value is lacking. Notably, this correction is employed many times for the dipolar cycloaddition
reactions with azides. In fact, this parameter is employed exclusively for the treatment of dipolar
cycloaddition transition states with the lone exception of the transition state for reaction 55 and 56,
carbon radical reactions. (See Figure 7.1) Accordingly, this parameter may in actuality be capturing
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effects unique to the azides employed in the dipolar cycloadditions (which present a challenge for
localized treatments due to their nonlocal nature) rather than a characteristic of bonds with an
approximate order of 2.5. Further investigation will be necessary to determine just how general this
parameter is and whether additional parametrization is necessary for other chemistries containing
transition-state bonds intermediate between double- and triple-bond character. In contrast, we
have much more confidence in the MSBC/LSBC 0.5 bond parameter, which covers many different
chemistries, as discussed above.
All hydrogen-hydrogen bonds of approximate bond order 0.5 are assigned the parameter HH 0.5
(0.55 kcal/mole). The previous B3LYP-LOC work [85] defined a special parameter for diatomic
hydrogen with a value of 0.25 kcal/mole. The value for HH 0.5 is larger despite the fact that
it will necessarily vanish as the bond order approaches zero. The reason for this is clear if one
considers the relevant transition states, such as that of the reaction H· + H2 → H2 + H·, for
example. [122] These transition states are highly analogous to the well-described H+2 molecule. [123]
In such cases, approximately one electron is shared between the two hydrogen atoms. Here the
self-interaction term does not serve to model nondynamical correlation but instead engenders a
clear source of systematic error. [63,90] Further, the magnitude of this error becomes larger as the
bond is stretched. It is for this reason that the value of the HH 0.5 parameter is larger than that
of the value assigned for diatomic hydrogen alone.
The importance of environmental correction terms has already been noted. For example, in a
doubly occupied localized orbital, one electron might make excursions into the area of other local-
ized orbitals in order to avoid the second electron of the same orbital. Accordingly, the availability
of neighboring bonds to accommodate such excursions is included in the B3LYP-LOC scheme via
introduction of the environmental single-bond correction, ESBC. While not as prevalent, such ex-
cursions are also possible in the partial bonds of transition states. Accordingly, excursions into
partial bonds of approximate bond order 0.5 and 1.5 are treated with 0.5 ESBC corrections. Of
course, the coefficient of 0.5 for the ESBC correction reflects the assumption that the transition
state lies exactly midway along the reaction coordinate and can be fine-tuned to reflect exact
transition-state location in the continuous implementation of the correction scheme, reserved for
future work. Environmental bond corrections are not applied for double or triple bonds. Accord-
ingly, partial environmental corrections for partial bond transition states are only applied for bonds
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of approximate order 0.5 and 1.5.
The original B3LYP-LOC work defined a parameter for any hypervalent atom, OCT EXP, such
as seen in ClF3. The large value of this parameter compensates for a very substantial overesti-
mation of nondynamical correlation in these highly electron dense systems. Notably, this same
parameter accurately describes the pseudo-pentacoordinate transition state of the SN2 reaction.
Here a hypervalent carbon atom is coordinated to five different atoms with a concomitant increase
in electron density and overestimation of nondynamical correlation analogous to that of the ClF3
case, for example. Accordingly, all transition states with hypervalent non-hydrogen atoms (only
SN2 reactions on carbon centers in this work) are assigned this parameter.
While hypervalent heavy atoms of the transition state receive the OCT EXP parameter, hyper-
valent hydrogen atoms receive the H dival parameter. Interestingly, both OCT EXP and H dival
are similar, taking on values of 3.54 to 4.64 kcal/mole (depending upon basis set) and 3.79 kcal/mole
(independent of basis set), respectively. This similarity is not fortuitous, as these parameters arise
from the same phenomenon: overestimation of nondynamical electron correlation due to localized
high electron density. Accordingly, the H dival parameter is only assigned when the hydrogen
atom is flanked by at least one atom that is neither hydrogen nor carbon. This leads to a clear
improvement in performance and can be justified based upon consideration of the virtual orbitals.
Transition states in which the hydrogen atom is flanked by only carbon and/or hydrogen atoms, such
as CH3 · · ·H· · ·CH3, are well described without consideration of virtual orbitals. In molecules such
as CH4 and H2, where the HOMO-LUMO gaps are larger [11.7 eV for methane at the B3LYP/cc-
pVQZ(-G) level for example], the virtual orbitals do not contribute substantially to a complete
description of the electronic state. Accordingly, B3LYP does not produce substantial errors in
describing such systems. Nevertheless, transition states in which a hydrogen atom is sandwiched
between at least one atom other than hydrogen or carbon, such as HO· · ·H· · ·CH3, have a much
larger error. Because the HOMO-LUMO gap in these heavy atoms (O, P, N, S, etc.) is smaller
[8.9 and 8.0 eV for water and ammonia at the B3LYP/cc-pVQZ(-G) level, respectively], excita-
tions of electrons in the heteroatom lone pairs into these virtual orbitals make a more significant
contribution to the electronic state. The octet expansion parameter (OCT EXP) is interpreted
similarly; B3LYP does not accurately capture the effect of virtual orbitals for hypervalent atoms,
leading to the large errors seen in these cases. In essence, hypervalent compounds cannot place
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all of their valence electrons into the standard valence shell orbitals and accessing virtual lone-pair
orbitals in the first shell of atoms around the central atom (or in the central atom itself) is the
most economical means of distributing electrons in structures of this type. The low-energy gaps of
such states then appear to cause problems for B3LYP, leading to overbinding of the corresponding
structures.
7.3.2 Barrier Height Corrections for Anionic Transition States
Consider the anionic SN2 reaction
Nu− + R− LG→ LG− + R−Nu
where again Nu−, R-LG, and LG− represent the nucleophile, electrophile, and leaving group,
respectively. Here, the corrections to the transition state are applied in the usual fashion. Yet,
another parameter is added to the calculated barrier height to account for the negative charges.
corr(BH) = 0.5[corr(EA,Nu·) + corr(EA,LG·)]
The coefficient of 0.5 is added to reflect the assumption that the negative charge in the transition
state is equally distributed between the Nu and the LG. The above equations follow readily from
equation 7.3. Obviously the parameter of 0.5 can be tuned to reflect the location of the transition
state along the reaction coordinate; earlier transition states weighing the term corr(EA, LG·)
more heavily and later transition states weighing corr(EA, Nu·) more heavily. This is reserved
for subsequent publication in which a continuous functional form is developed.
7.3.3 Barrier Height Corrections for Cationic Transition States
Analogously, imagine a cationic SN2 reaction
Nu: + R-LG+ → R-Nu+ + LG:
where again, Nu, RLG, and LG refer to the nucleophile, electrophile, and leaving group, respectively.
Here, the barrier height also receives an additional correction derived from equation 7.4 where the
assumption is made that half of the positive charge resides on the Nu, while the other half resides
on the LG in the transition state.
corr(BH) = 0.5[corr(IP,Nu:) + corr(IP,LG:)]
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Just as with anionic transition states, the coefficient of 0.5 can be tuned once a continuous
functional is developed.
7.3.4 Computational Methods
All stationary points (reactants, products, and transition states) were optimized at the UB3LYP/6-
31G* level using the Jaguar ab initio quantum chemistry code. [124] Vibrational frequencies were
also calculated and scaled by 0.9806 (as suggested by Scott and Radom [125]) to obtain the zero-
point energy (ZPE) and enthalpy of each species. Single-point calculations were then performed
at the 6-311++G(3df,3pd) level for neutral and cationic reactions and at cc-pVTZ++ level for
anionic reactions. The total enthalpy of each species x (Hx) was then taken as the sum of the SCF
energy computed in the higher basis [6-311++(3df,3pd) or cc-pVTZ++] and the enthalpy and ZPE
computed in the 6-31G* basis. The uncorrected B3LYP reaction enthalpy is then given by
∆Hrxn,B3LYP = ∆Hproduct −∆Hreactant
The uncorrected B3LYP barrier height is also given by
∆H‡B3LYP = ∆Htransition state −∆Hreactant
(Note that, in many publications, barrier height is used interchangeably with Arrhenius acti-
vation energy. It is important to recognize that these two quantities differ by a factor of nRT .
Barrier height is used exclusively here.)
From these, the B3LYP-LOC reaction enthalpy and barrier height are readily obtained by a
simple correction term.
∆Hrxn,B3LYP−LOC = (∆Hproduct + corrproduct)− (∆Hreactant + corrreactant)
= ∆Hrxn,B3LYP + corrproduct − corrreactant
∆H‡B3LYP−LOC = (∆Htransition state + corrtransition state)− (∆Hreactant + corrreactant)
= ∆H‡B3LYP + corrtransition state − corrreactant
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Lastly, each of the corrx terms is obtained simply from the sum of all corrections for species
x, as assigned from its valence bond structure and as given by the full suite of LOC parameters.
[85, 86,88,89]
7.4 Results and Discussion
The B3LYP-LOC methodology as described in Section 7.3 was applied to a large dataset of 105
unique barrier heights and 69 enthalpies of reaction for which ab initio or experimental data were
available. This dataset, shown in Figure 7.1, is notable for the many different reaction types,
including cycloadditions, electrocyclizations, dipolar cycloadditions, SN2, carbon radical, and hy-
drogen radical reactions. After applying the original B3LYP-LOC parameters, as previously devel-
oped, [85] the new parameters were assigned, and their values (shown in Table 7.1) were determined
in a linear-least-squares fashion.
Table 7.2 summarizes the results of applying the B3LYP-LOC methodology to this large dataset
and compares uncorrected B3LYP to B3LYP-LOC. The B3LYP-LOC method performs significantly
better than the uncorrected B3LYP, with essentially zero additional computational cost. The error
in the MUE of the entire dataset is reduced to near-chemical accuracy for both reaction enthalpies
and barrier heights. Further, Table 7.2 shows that the MUE is reduced across nearly all categories
for both the reaction enthalpy and barrier height, again often achieving chemical accuracy. This is
also shown visually in Figures 7.2 and 7.3.
For reaction enthalpies, the MUE is reduced nearly 20-fold for cycloadditions, 6-fold for dipolar
cycloadditions, and 4-fold for both carbon radical and electrocyclic reactions. The same trend holds
for barrier heights in which B3LYP-LOC displays up to a 7-fold improvement in MUE over B3LYP.
A few exceptions exist in which B3LYP-LOC displays greater error than B3LYP. These include
the enthalpy of SN2 reactions and the barrier heights for electrocyclizations and sigmatropic shifts.
While B3LYP-LOC performs less favorably than B3LYP for the SN2 reactions, this degradation is
relatively small in magnitude, especially when compared to the remarkable improvement displayed
by the other reactions subcategories when employing B3LYP-LOC. It is also true that B3LYP
5Enthalpy of reaction date unavailable.
6Enthlapy of reaction is necessarily zero, as the reactant and product are identical.
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Figure 7.1: Reactions of the test set.
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Table 7.2: Mean Unsigned Error (kcal/mole) of ∆Hrxn and ∆H




reaction type B3LYP B3LYP-LOC B3LYP B3LYP-LOC
cycloaddition 14.6 0.8 7.1 0.9
electrocyclic 3.6 0.7 0.6 1.7
dipolar cycloaddition 8.9 1.3 3.8 1.0
SN2 1.5 2.0 1.5 1.4
carbon radical 4.3 0.9 1.9 0.8
hydrogen radical 2.3 1.0 4.3 1.3
cycloreversion5 n/a n/a 4.6 2.0
sigmatropic shift6 n/a n/a 0.8 1.2
all reaction types 6.1 1.1 3.3 1.1
Figure 7.2: Mean unsigned error (MUE) for enthalpy of reaction (∆Hrxn) for various reaction
types. B3LYP-LOC is shown in gray, while uncorrected B3LYP is shown in blue.
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Figure 7.3: Mean unsigned error (MUE) for barrier heights (∆H‡) for various reaction types.
B3LYP-LOC is shown in gray, while uncorrected B3LYP is shown in blue.
outperforms B3LYP-LOC when calculating barrier heights for both electrocyclizations and sigma-
tropic shifts. Yet, because of the limited availability of benchmark data, both of these reaction
subcategories only contain three reactions each. Further, B3LYP, perhaps fortuitously, performs
anomalously well for these small datasets. Therefore, additional reactions within these subcate-
gories should be investigated once benchmark data becomes available to truly gauge B3LYP-LOC’s
performance for these reaction types.
One particular type of chemistry requires some explicit comments. Our dataset contains several
azides: hydrazoic acid (N3H), methylazide (N3CH3), formylazide (N3CHO), phenylazide (N3C6H5),
and methane sulfonylazide (N3SO2CH3). Each of these possesses, at least two unique resonance
forms shown in Figure 7.4. Therefore, we must decide upon one resonance structure for each in
order to successfully apply the LOC scheme.
Ab initio or experimental enthalpies of formation can be located for only hydrazoic acid and
methylazide. [126] Comparing the ab initio numbers to those computed with B3LYP-LOC shows
clearly superior performance when resonance structure (a), as opposed to (b), of Figure 7.4 is
utilized. As argued elsewhere, [85] B3LYP-LOC analysis can be viewed in difficult cases like this
one as implying the dominance of a particular resonance structure.
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Figure 7.4: Resonance structures for a general azide.
Figure 7.5: Methane sulfonyl azide.
With this in mind, all azides were assumed to have the resonance structure (a) of Figure 7.4. Yet,
other resonance structures need to be considered for some other azides. Specifically, in accordance
with previous B3LYP-LOC work, [85] methane sulfonylazide is taken as shown in Figure 7.5.
Lastly, formylazide requires even further analysis. We propose that it deviates from resonance
structure (a) of Figure 7.4 and instead adopts the form shown in Figure 7.6. We make this assertion
given that the reaction enthalpy MUE of the formylazide-containing reactions drops from 2.6 or 3.5
kcal/mole to 1.2 kcal/mole using this structure. One can also argue that this is the best resonance
structure, as the negative charge is localized on the most electronegative element. It should also
be noted that this molecule was assigned a charge transfer (CT) parameter.
In conclusion, we recommend that resonance structure (a) of Figure 7.4 be employed for all
azides N3R unless the negative charge may be delocalized through the R group to a more elec-
tronegative element than nitrogen when employing structure (b). Note that phenylazide was treated
successfully with resonance structure (a) despite the fact that (b) would allow for delocalization
of charge through the phenyl ring. Arguably, such a charge delocalization is not the dominant
resonance structure, and a phenyl group does not play the same role as the aldehyde.
Unfortunately, while Mulliken charge analysis was employed to probe for dominant resonance
structures for all of these azides, the results were highly inconclusive as they depended highly on
basis set and did not seem to converge with higher levels of theory. This dependence is entirely
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consistent with the observations of other researchers. [127] Accordingly, no conclusions were drawn
from this data.
In general, any successful parameterization method must guard against over-fitting. We put
forward that the large data set employed (>100 barrier heights) and comparatively small number
of parameters developed (8) makes the possibility of over-fitting small. Nonetheless, to confirm this
hypothesis, we have divided the data set into roughly equal halves, using each half independently
as a training set. The parameter values obtained from these two different sets were then applied to
the other half of the data to give MUEs of 1.1 to 1.4 kcal/mole. This value should be compared to
the MUE derived using the whole dataset as a training set, 1.1 kcal/mole. This provides significant
evidence that overfitting is not a major problem, at least as judged by the present data set. As
noted above, there may be specific cases where additional parameters will be required as new types
of structures are investigated. Lack of transferability, a problem that is fundamentally different
from overfitting, can be fully addressed only by using substantially larger and more diverse data
sets.
The results for reaction enthalpies presented in Table 7.2 require the use of no additional ad-
justable parameters and, hence, can be regarded as a true test set for the B3LYP-LOC methodology
developed previously. (All reaction enthalpies and barrier heights are given in Appendices F and G,
respectively.) Some of the reactions can be derived from the atomization reactions of the G2/G3
database and, hence, cannot be used for this objective. If we consider only reactions that can-
not be derived from the G2/G3 atomization reactions (52 in all), the average MUE for B3LYP
and B3LYP-LOC enthalpies of reaction are 7.4 and 1.1 kcal/mole, respectively. Note that this
B3LYP-LOC reaction enthalpy MUE is identical to the MUE for all reactions (1.1 kcal/mole) and
also to the average error for the training set, [85] on the order of 1.0 kcal/mole. Independent of
the validity of the transition-state parameters we have derived here, these results suggest that, for
reaction thermochemistry, B3LYP-LOC will perform at the level of near-chemical accuracy within
its current domain of applicability (molecules composed of first- and second-row atoms). Further-
more, the largest absolute error in reaction energy is 3.3 kcal/mole, whereas the largest absolute
B3LYP error is on the order of 19 kcal/mole (and there is a significant number of reactions with
errors of this order of magnitude). The consistency of the methodology, across a wide range of
chemical phenomena and without further parameter adjustment, continues to be a strong aspect
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Figure 7.6: Formylazide.
of the approach.
For barrier heights, there is only one reaction with error greater than 3.5 kcal/mole. Entry 99 of
Figure 7.1, CH4 + O (triplet)→ CH·3 + ·OH, has a signed error of 6.3 kcal/mole. Interestingly, the
B3LYP error for this reaction barrier is 10.6 kcal/mole, the largest such error in the entire data set
and roughly 35 kcal/mole higher than that of comparable radical reactions in the database. This
observation suggests at least the possibility that there is a problem with the reference data; if the
B3LYP error were more in line with other reactions, then the B3LYP-LOC error would be much
smaller. We plan to follow up on this point in future work. It is of course also possible that at
least some of the residual errors are a result of inaccuracies in the reference data as well; unlike the
G2/G3 set of atomization energies, it is not possible to put rigorous error bars on the reference data
for many of the reactions included here. Nevertheless, the level of agreement, for an initial effort, is
quite satisfactory and encourages us to continue the development of the B3LYP-LOC model along
the lines discussed in the introduction.
7.5 Conclusions
The results discussed above confirm that the core B3LYP-LOC approach provides high-accuracy
results for enthalpies of reaction and introduce, for the first time, a viable model for obtaining
barrier heights with this methodology. The barrier height results are comparable in accuracy to
what is obtained for enthalpies of reaction, and they display little fluctuation in performance across a
diverse set of transition-state structures and reaction chemistry. The ratio of adjustable parameters
(8) to new data points (105) is reasonable, and the parameters obtained from fitting are physically
consistent with previously developed B3LYP-LOC parameters for ground-state thermochemistry.
As indicated above, our next objective is to construct a B3LYP-LOC methodology that is a
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continuous function of the coordinates. Now that we have parameters for the key stationary points,
this should be straightforward. We also intend to assemble a substantially larger data set and to
carry out comparisons using this data set with methods such as M06-2X and screened hybrids (in
both the original and LOC-corrected forms), which have also shown great promise with regard to
reducing DFT errors. Head to head comparisons on large and diverse data sets will enable the
strengths and weaknesses of each approach to be examined in detail. Ultimately, adjustment of
both additive empirical valence bond-type corrections, such as those used here, and intrinsic DFT
functional parameters, as has been carried out quite effectively by the Truhlar group, is likely to
yield the most accurate and reliable methodology. An effort of this type will require a significant
amount of additional work but does appear to represent a promising path forward for the long run.
Further, it should ultimately be possible to extend this methodology to excited states.
This work was published in the Journal of Chemical Theory and Computation in 2009. [128]
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Chapter 8
Continuous Localized Orbital
Corrections to Density Functional
Theory: B3LYP-CLOC
Our previous works have demonstrated the ability of our localized orbital correction (LOC) method-
ology to greatly improve the accuracy of various thermochemical properties at the stationary points
of the density functional theory (DFT) reaction coordinate (RC). Herein, we extend this method-
ology from stationary points to the entire RC connecting any stationary points by developing con-
tinuous localized orbital corrections (CLOCs). We show that the resultant method, DFT-CLOC,
is capable of producing RCs with far greater accuracy than uncorrected DFT and yet requires
negligible computational cost beyond the uncorrected DFT calculations. Various post-HartreeFock
(post-HF) reaction coordinate profiles were used, including a sigmatropic shift, DielsAlder reaction,
electrocyclization, carbon radical, and three hydrogen radical reactions to show that this method
is robust across multiple reaction types of general interest.
8.1 Introduction
Density functional theory (DFT) [87] has proven a very useful theoretical tool for computing atomic
and molecular electronic structures. In comparison to post-HartreeFock methods, DFT methods
are capable of calculating relatively large systems and transition-metal-containing systems and,
CHAPTER 8. CONTINUOUS LOCALIZED ORBITAL CORRECTIONS TO DENSITY
FUNCTIONAL THEORY: B3LYP-CLOC 96
therefore, are widely used in quantum chemistry and condensed matter physics. The accuracy
of DFT methods is essentially dependent on the density functional used, which is always an ap-
proximation of the hypothetical exact density functional. During past decades, many attempts to
construct a more accurate functional have been undertaken, starting from either first principles
or empirical fitting, or both. [129] However, the approximate nature of extant density functionals
inevitably weakens the robustness of DFT performance in predicting, in particular, thermodynamic
properties. [130–132]
Two distinct methods can be envisioned to tackle some of the problems that still continue to
plague DFT: (a) Many researchers have had remarkable success by developing wholly new density
functionals. [97, 133, 134] (b) Alternatively, one can envision creating a new functional by simply
taking an existing functional and adding terms on top of it. These terms can be used to target
systematic errors endemic to each functional.
In previous publications, we have shown that the accuracy of DFT can be greatly improved for
various thermochemical properties with the use of localized orbital corrections, or LOCs. [85, 86,
88, 89, 128] These LOCs have been developed to treat stationary points (i.e., reactants, products,
and transition states) and are based on a chemically intuitive dissection of each stationary points
electronic structure into valence bond terms. Further, because the LOCs are applied a posteriori
using a simple noniterative computational algorithm, they require negligible computational cost
beyond standard DFT calculations. With the application of LOCs, atomization energies, ionization
potentials, electron affinities, enthalpies of reaction, and barrier heights can all be obtained with
very good accuracy for stationary points.
In this work, we extend our methodology beyond the treatment of discrete stationary points
with the goal of providing energetics for the entire reaction coordinate (RC) of a chemical reaction.
As we already have developed LOCs to treat the reactant, transition state, and product for an
arbitrary reaction, an obvious next step is to interpolate these LOCs for all intermediate points
and develop what we shall refer to as continuous localized orbital corrections, CLOCs. This is
depicted schematically in Figure 8.1, where the B3LYP-LOC stationary point energies are shown
(red points), connected with the B3LYP-CLOC energy curve (also red). While previous publications
defined B3LYP-LOC energies only at the stationary points (red points), B3LYP-CLOC energies
are defined all along the reaction coordinate (red curve). The latter is the subject of the present
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Figure 8.1: Reaction coordinate for an arbitrary reaction, where B3LYP (green), B3LYP-LOC (red
dots), and B3LYP-CLOC (red line) are compared to an accurate benchmark (pink)
work.
A naming convention implicit from the previous discussion is that we use LOC to describe
the discrete corrections, those at the stationary points, exclusively. CLOC is used to describe the
continuous corrections, for all points that are not stationary points. This is represented schemati-
cally in Figure 8.1, where the B3LYP-LOC energies are defined at the stationary points (red dots),
whereas the B3LYP-CLOC energies are defined all along the reaction coordinate (red line).
In order for our model to be consistent, any CLOC computed at a stationary point must agree
with the LOC for that same stationary point. Importantly, it is not possible to compute a LOC
for a point other than a stationary point because LOC parameters have been developed for the
stationary points only. To treat points other than stationary points, interpolation is necessary in a
continuous fashion, hence the necessity of the CLOC method.
It should be emphasized that LOCs are simple numerical corrections that should improve the
accuracy of the DFT-predicted electronic energy. LOCs are added to the DFT energy a posteriori
and therefore cannot be used to improve DFT-predicted geometries of molecular systems. In order
to perform geometry optimizations, and hence have our corrections affect the geometry (at least
in theory) and not just the energy, we must be able to calculate gradients of these corrections. In
order to be able to perform geometry optimizations, with CLOCs having an effect on the changes
in geometry, their first derivatives with respect to nuclear displacements must be computed. This
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necessitates the extension of these discrete LOCs into a continuous form that connects the var-
ious stationary points. The innovations described in this work extend LOCs to not only treat
nonstationary points but also to contribute to the optimization of molecular geometries.
Herein, we present the results of our CLOC development and show that it can be applied to
seven reaction coordinate profiles with greatly improved results compared to uncorrected B3LYP.
We also provide comparison with the M06-2X [82] functional, which has a substantially improved
performance for reaction energetics as compared to B3LYP. Note that while we have examined
points along the reaction profile exclusively in this paper, this is not a necessary condition for the
application of CLOCs. Points off the reaction coordinate can also be treated, as described in more
detail in section .
In this work, as in others, we have focused our efforts on corrections to the well-established
B3LYP functional. At the same time, we have previously tested our LOC methodology in com-
bination with other important functionals including the M05-2X and M06-2X [82] functionals of
Truhlar and co-workers. [86] We find that no functional tested to date combines with the LOC
method as favorably as B3LYP. Nevertheless, it is still possible for other functionals not yet tested
to produce more accurate results in combination with LOCs than B3LYP-LOC itself.
8.2 Overview of the B3LYP-LOC Methodology
The B3LYP-LOC model has been successfully employed to reduce errors endemic to DFT across a
wide range of thermodynamic properties including atomization energies, [85] ionization potentials
and electron affinities, [88] enthalpies of reaction, [86, 128] and barrier heights, [128] as shown in
Table 8.1 and Figure 2 below.
We have previously asserted that this impressive reduction in error upon application of LOCs
is not fortuitous but rather reflects the systematic nature of the errors that are intrinsic to DFT in
general and specialized to the specific errors characteristic of B3LYP. The LOCs dramatically reduce
1The number of new parameters developed in each work is shown in parentheses. Specifically, the same 22
parameters developed initially for atomization energies are used for all other calculations: ionization potentials and
electron affinities, enthalpies of reactions, and barrier heights. An additional 23, 0, and 8 parameters are developed
specifically for these calculations, respectively. Some of the 23 parameters developed uniquely for ionization potentials
and electron affinities were applied to enthalpies of reaction and barrier heights of ionic reactions.
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atomization energies 4.8 0.8 22 (22) 222 [85]
ionization potentials
and electron affinities
3.2 0.9 45 (23) 134 [88]
enthalpy of reactions 4.9 0.9 28 (0) 139 [86,128]
barrier heights 3.2 1.2 36 (8) 105 [128]
Figure 8.2: Performance of B3LYP (green) vs B3LYP-LOC (red) for various thermochemical prop-
erties including atomization energies (AE), ionization potentials and electron affinities (IP/EA),
enthalpies of reaction (∆Hrxn), and barrier heights (∆H
‡). Data shown are taken from publications
referenced in Table 8.1.
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such errors by assigning fitting parameters dependent upon the local environment of an electron
pair or single electron. These parameters are then assumed to be transferable across molecular
species. As is discussed in detail elsewhere [85, 86, 88, 89, 128], the dominant error in B3LYP can
be identified as a difficulty in accurately modeling variations in nondynamical electron correlation
across different types of chemical bonds, lone pairs, hybridization states, chemical environments,
and singly vs doubly occupied orbitals. [106–110] The LOCs yield a more accurate representation
of this variation as a function of local chemical environment.
Assigning LOCs to a particular molecular system is often straightforward. On the basis of
the atomic coordinates of the molecule, a valence bond structure can be proposed. Some of the
characteristics of valence bond structures have been identified as contributing to DFTs systematic
errors. Accordingly, each of these particular characteristics is assigned a LOC to mitigate its error.
In previous publications, all LOC values, Ck, were determined using linear regression such that they
minimize the deviation between B3LYP and the reference value for many different thermochemical
properties computed with several large data sets, as summarized in Table 8.1. [85,86,88,89,128] (A
complete list of all of the LOCs and their values, Ck, is provided in the Supporting Information.)
The total LOC(x) for any system x is then given simply by the sum of all individual LOCs optimally
determined values, Ck, multiplied by their number of occurrences, Nk, i.e., the number of times





These LOCs are then used in a straightforward manner to correct the enthalpy of reaction, for



















∆HB3LY P−LOCrxn = ∆H
B3LY P
rxn + ∆LOCrxn (8.4)
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Figure 8.3: Reaction between Methyl Radical and Ethene to Give Propyl Radical
where ∆LOCrxn is defined as the difference between LOC(products) and LOC(reactants). For
example, consider the reaction in Figure 8.3. Each species involved is assigned characteristics
summarized in Table 2.
The B3LYP-LOC reaction enthalpy may be written as
∆HB3LY P−LOCrxn (CH3 + CH2 = CH2 → CH3 − CH2 − CH2) = (8.5)
∆HB3LY Prxn (CH3 + CH2 = CH2 → CH3 − CH2 − CH2)
+LOC(CH3 − CH2 − CH2)− LOC(CH3)− LOC(CH2 = CH2)
where the LOC(x) terms on the right-hand side of equation 8.5 are those given in the last row
of Table 8.2.
Similar formulas can be derived for atomization energies, ionization potentials, electron affini-
ties, and barrier heights, although the last of these involves treating a rather more complex situation.
This most recent work [128] forms the basis for the method described here. Specifically, the accu-
racy of B3LYPs barrier height prediction was improved with simple numerical corrections to the
reactant, product, and transition state energies. [128] The success of this effort suggests that we
can develop a robust description of a potential energy surface by interpolating these corrections
between the various stationary points (reactant, transition state, and product) to arrive at correc-
tions for points intermediate between stationary points. This is described in detail in the section
that follows.
2carbon-carbon bond with approximate bond order 1.5
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8.3 Development of Continuous Localized Orbital Corrections
8.3.1 An Overview of CLOCs
In this section and throughout the rest of the text, various new terms will be introduced. Therefore,
we have defined these terms for convenience in addition to others that will be defined later, in Table
8.3. In order to develop corrections for the entire B3LYP reaction coordinate profile, it is necessary
to first evaluate the accuracy of B3LYP with respect to high-level post-HF benchmarks along
the entirety of the reaction coordinate. While a fairly large amount of benchmark data exists
for thermochemical properties such as enthalpies of reaction and barrier heights in the literature
(wherein only stationary points are required), there is a relative paucity of published data on
complete reaction coordinates for systems larger than a few atoms. To address this problem, we
produced our own curves computed with coupled cluster with single, double, and iterative triple
excitations [CCSD(T)] for reactions a-f in Figure 8.4. Specifically, single-point calculations along
the reaction path were performed at the RCCSD(T)/cc-pVTZ//B3LYP/6-31+G** level. CCSD(T)
energies and B3LYP geometries were obtained with MolPro 2006.1 [135] and Jaguar 7.6, [124]
respectively. The data for reaction g were available in the literature. [136] The reactions were
chosen from our latest DFT-LOC publication [128] and represent a broad range of chemistries: (a)
cycloaddition, (b) electrocyclization, (c) sigmatropic shift, (d) carbon radical, and (e-g) hydrogen
radical reactions. Although hardly exhaustive, we argue that this set represents an acceptable
starting point sufficient to evaluate the accuracy of our method as it applies to systems of general
interest.
A subsequent examination of the B3LYP and post-HF profiles for each reaction gives a qual-
itative picture of what functional form the CLOC corrections should take. Specifically, the ideal
CLOC is one that minimizes the error along the B3LYP-CLOC reaction profile in comparison with
the post-HF profile for each arbitrary point x and hence is given by the following equation:
Epost−HF (x) = EB3LY P−CLOC(x) = EB3LY P (x) + CLOC(x) (8.6)
When x is a stationary point, LOC(x) necessarily equals CLOC(x). Note that this equality only
holds for stationary points, as LOC(x) is undefined for nonstationary point structures.
EB3LY P−CLOC(x) = EB3LY P−LOC(x) = EB3LY P (x) + CLOC(x) = EB3LY P (x) + LOC(x) (8.7)
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Table 8.3: New Terms and Definitions
term definition
active atom an atom that belongs to at least one active bond
active bond a bond with an order that changes throughout the reaction coordinate, for
example, from a singe bond in the reactant to a double bond in the product
cutoff the distance at which a bond is considered to have zero bond order according
to the distances given in Table 8.4
inactive atom an atom that belongs to no active bonds




description given to any bond which is intermediate in length between the
transition state and product bonds
product-side
structure
description given to any structure where the majority of the bonds are as-
signed as product-side bonds
reactant-side
bond
description given to any bond which is intermediate in length between the
transition state and reactant lengths
reactant-side
structure
description given to any structure where the majority of the bonds are as-
signed as reactant-side bonds
CHAPTER 8. CONTINUOUS LOCALIZED ORBITAL CORRECTIONS TO DENSITY
FUNCTIONAL THEORY: B3LYP-CLOC 105
Figure 8.4: Reactions employed in this study: (a) Diels-Alder cycloaddition, (b) electrocyclization,
(c) sigmatropic shift, (d) carbon radical, and (e-g) hydrogen transfer
if and only if x is a stationary point. However, everywhere where x is not a stationary point, one
must define CLOC(x).
A simple examination of the extant LOCs shows that they may be divided into those aimed
at treating bonds, hybridization, radicals, hypervalency, environment, and charge transfer of any
system x.
LOC(x) =LOC(x)bond + LOC(x)hyb + LOC(x)radical+ (8.8)
LOC(x)hyperval + LOC(x)environ + LOC(x)CT
The continuous implementation necessarily takes the same form:
CLOC(x) =CLOC(x)bond + CLOC(x)hyb + CLOC(x)radical+ (8.9)
CLOC(x)hyperval + CLOC(x)environ + CLOC(x)CT
Each term of eq 8.9 will be discussed in its own subsection directly following this one.
To begin the calculation of CLOC(x) for an arbitrary molecule x, we first require the availability
of all relevant stationary points (reactant, transition state, and product) for reference. Specifically,
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the Cartesian coordinates of all of these structures obtained with the same level of theory as the
arbitrary point (here, B3LYP/6-31+G**) must be provided.
In order to perform the interpolation between the stationary points, we must know where along
the reaction coordinate profile the arbitrary structure lies with respect to the input structures. To
this end, the arbitrary structure is analyzed against these input structures to determine whether it is
reactant-side or product-side (i.e., whether it lies along the reaction coordinate connecting reactant
to transition state, or transition state to product, respectively). Because of this, the quality of the
user-provided stationary points is critical. Each bond of the structure x is analyzed individually
with respect to its bond length lx and receives its own assignment: either reactant- or product-side.
A reactant-side bond is intermediate in length between the reactant and transition state lengths,
i.e., lr ≤ lx < lts or lr ≥ lx > lts. Similarly, a product-side bond is intermediate in length between
the product and transition state lengths, i.e., lp ≤ lx < lts or lp ≥ lx > lts. A structure that
lies strictly along the reaction coordinate will have all bonds fall into the same category; however,
this is not necessary for our algorithm to function, as each bond is interpolated independently. In
spite of the ability to treat points that do not lie strictly along the reaction coordinate, in this
work we have restricted ourselves to the study of structures that lie along the reaction coordinate
exclusively. While we have high confidence in the ability of our method to treat these points,
treatment of points that do not lie exactly along the reaction coordinate is feasible where these
points lie at least close to the reaction coordinate. Because the integrity of the method outlined
is dependent upon the choice of reaction coordinate, meaningful results may not be obtained for
cases where the choice of most appropriate reaction coordinate is not straightforward. However,
we leave an assessment of the accuracy of the model for such structures to a future publication.
Once a bond in x is determined to be either product-side or reactant-side, we use its bond length,
lx, to determine quantitatively where along that half of the reaction coordinate it lies. Each lx
is compared to the nearest equilibrium bond lengths, leq (reactant if it is a reactant-side bond,
product if it is a product-side bond), and the transition-state bond length, lts, to obtain δx.
δx =
lx − leq
lts − leq (8.10)
From eq 8.10, δx approaches zero for bond lengths close to the equilibrium lengths (reactant or
product) and approaches one for bond lengths similar to the transition state lengths. Equation
8.10 is undefined, however, where leq is infinitely long, i.e., when the bond is completely broken,
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Table 8.4: Cutoff Lengths for leq
bond type cutoff length (A˚)
H-X (X=H,O,Cl,C) 2.2
C-C 4.0
all other bonds 1.8lts
in either the reactant or product structure. This difficulty is encountered in all intermolecular
reactions. To circumvent this problem, we have defined an effective cutoff length, such that any
bond with a length exceeding the cutoff is instead assigned the cutoff value. At this length, the
bond is assigned a bond order of zero, and hence no bond corrections, CLOC(x)bond or LOC(x)bond,
are assigned to it, as bond corrections are only assigned for bonds with nonzero bond orders. For
the reactions depicted in Figure 8.4, we have arrived empirically at the cutoff lengths given in
Table 8.4. However, an inspection of Figure 8.4 shows that only a limited number of bond types
are studied: HX, where X = H, O, Cl, and C, and CC. Therefore, we are forced to define cutoff
lengths for bonds heretofore not studied. To do so, we note that the cutoff lengths given in Table
8.4 for any bond i correspond to roughly twice the transition state bond length for that same bond,
2 ∗ lts. Specifically, the average transition state bond length, lavgts , for all HX bonds (X = H, O,
Cl, C) studied herein, is lavgts = 1.2 A˚, and the empirically determined cutoff of 2.2 A˚= 1.9l
avg
ts .
Likewise, the average transition state bond length for all CC bonds studied herein is lavgts = 2.3A˚,
and therefore the cutoff of 4.0A˚ = 1.7lavgts . Therefore, all cutoff lengths for systems heretofore
not studied are taken as 1.8 times the length of the bond in the transition state, 1.8lts, assuming
transferability of the empirically determined cutoff length trend. We are not barring the possibility
of refinement of these cutoff values when more reaction profiles are explored in the future.
Equipped with our estimate of how far along the reaction coordinate the arbitrary structure
lies with respect to each bond length (δx), we only need the equilibrium LOCs, to proceed with the
interpolations between LOC(reactant), LOC(ts), and LOC(product). These are determined using
an automated script that gives the corrections already described in previous publications [86, 128]
with one minor exception described in section. The obtained equilibrium LOCs are then used to
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calculate each component i of CLOC(x) (see eq 8.9) according to the equation
CLOC(δx)i = LOC(eq)i + f(δx)i ∗∆LOCi (8.11)
where
∆LOCi = LOC(ts)i − LOC(eq)i (8.12)
and LOC(eq)i is set to be LOC(reactant)i for a reactant-side interpolation or LOC(product)i for
a product-side interpolation. Therefore, we are only left with the task of choosing the appropriate
f(δx)i for each component i of eq 8.9, where i can be bond, hyb, etc.
In eq 8.11, the i subscript is used to emphasize that we have chosen to interpolate each CLOC
term individually, each term receiving its own unique f(δx)i. Hypothetically, the interpolations
could be performed instead on the basis of just one value of f(δx) that reflects where along the
reaction coordinate the structure lies in its entirely. However, in spite of its simplistic appeal, to
obtain meaningful results with this method, all bond lengths and hybridization states etc. must
fall at the same place along the reaction coordinate. By using the formulation presented in eq
8.11, where each term is interpolated individually, no such restriction is applied. Therefore, we
have chosen to interpolate on a term-by-term basis to allow for increased flexibility and accuracy.
Clearly, the ability to assign LOCs to stationary points, and hence interpolate CLOCs for all
intermediate structures, is dependent upon the ability to accurately assign Lewis structures to the
former. All assignments of Lewis structures in this work were performed using an automated script
(also used in other works described above [86,128]). When this automatic assignment fails, human
intervention might be necessary to provide information about the formal charges and/or spins in the
same input file with the input structures, thereby preventing misassignment of more complicated
systems. It is possible that the CLOC approach will be inapplicable to some systems with a poorly
understood or badly defined Lewis structure. For the vast majority of systems of practical interest,
no difficulty is encountered in this respect whatsoever. Specifically, large systems, such as those
of interest to organic chemists and biochemists, are regularly studied using DFT for its excellent
balance of performance and accuracy. [137, 138] These same systems generally have well-defined
Lewis structures and can therefore be treated easily with our CLOC methodology, as shown by the
successful treatment of various organic chemistry reactions in our latest work. [128]
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8.3.2 CLOCs for Bonds, CLOC(x)bond
As is discussed in detail in our other works, [85, 86, 88, 89, 128] the DFT-LOC model provides im-
provements to the estimation of nondynamical electron correlation by a specific DFT functional
for localized electron pairs. The DFT-LOC bond corrections, or LOC(x)bond, rest upon the as-
sumption that the localized nuclear framework supporting an electron pair is a principal factor
controlling the deviations in value of the nondynamical correlation from the average value within
global hybrid functionals. Therefore, empirical corrections are applied on the basis of these local-
ized frameworks. Consider, for example, the corrections applied to single bonds between heavy
atoms of various lengths, when the 6-311++G(3df,3pd) basis set is used: short (1.36 kcal/mol),
medium (1.90 kcal/mol), and long (2.57 kcal/mol). These values become appreciably more nega-
tive with increasing bond length. This reflects the physically intuitive notion that as bond length
increases, nondynamical correlation becomes more negative (as the electrons have more room to
avoid each other), and B3LYP systematically underestimates this two-particle correlation effect
with increasing severity.





where i runs over the 14 LOCs unique to bonds. The rationale for each correction is described in
previous works [85,86,88,89,128], while the optimized value for each correction is given in Appendix
E.





where i again runs over the 14 LOCs unique to bonds.
All LOCs for bonds, LOC(x)bonds, are designed to treat bonds of order 0.5, 1, 1.5, 2, 2.5,
and 3. Yet we desire the ability to treat all bond orders and, thereby, transform LOC(x)bond to
CLOC(δx)bond. As stated previously, CLOC(δx)i is given by eq 8.11, which is modified such that
it is specific to CLOC(δx)bond (i = bond) and is written as
CLOC(δx)bond = LOC(eq)bond + f(δx)bond ∗∆LOCbond (8.15)
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where
∆LOCbond = LOC(ts)bond − LOC(eq)bond (8.16)
Therefore, we are only left with the task of choosing a proper form for f(δx)bond such that it satisfies
the appropriate boundary conditions:
f(δx)bond =
0, if δx = 0;1, if δx = 1 (8.17)
Inspection shows that these boundary conditions are designed to ensure that CLOC(δx)bond =
LOC(eq)bond at δx = 0 (i.e., at the reactant or product) and that CLOC(δx)bond = LOC(ts)bond at
δx = 1 (i.e., at the transition state). Put simply, we are ensuring agreement between the previously
developed LOCs and the continuous version, CLOCs, in the reactant, product, and transition state;
i.e., LOC(x) = CLOC(x) where x is a stationary state.
It is reasonable to define f(δx)bond as either a linear, Gaussian, or power function to satisfy
these boundary conditions:
f(δx)bond = δx (8.18)
f(δx)bond = e
−γ(1−δx)2 (8.19)
f(δx)bond = 1− (1− δx)n (8.20)
One can envision using other functions as well to perform the interpolations. For example, f(δx) =
sin(δx ∗ pi/2) could also be employed. We are not barring the possibility of adopting this or other
interpolating functions in the future.
While eqs 8.18-8.20 all satisfy the necessary boundary conditions, it is also necessary that any
f(δx) be everywhere differentiable such that its gradients can be defined. It is easy to see how
linear interpolations based upon eq 8.18 would lead to nondifferentiable cusps at the transition
state (δx = 1), where the reactant-side and product-side linear interpolations intersect, giving a
curve with a shape similar to a triangle wave. For this reason, linear interpolations were discarded in
spite of their simplicity. Among the power functions described by eq 8.20, we found cubic functions
to best mimic the qualitative shape of the B3LYP error (for at least the shorter-bond-length half of
the reaction coordinate) and therefore to give the best results. Unfortunately, testing has revealed
that for the application of the CLOC method, cubic functions do not decay quickly enough to zero
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Figure 8.5: g(δx) vs δx as defined by eq 8.21.






where β is an adjustable coefficient which controls the rate of decay, here chosen to be 200, and δx
is defined by eq 8.10.
Inspection of Figure 8.5 shows that g(δx) decays rapidly as δx → 0. Therefore, multiplication
of the cubic function given in eq 8.20 with g(δx) gives a new function that decays to zero with
the proper rate as δx → 0. This function now has a desirable analytical behavior and can be
used to interpolate between our limiting stationary point LOCs according to eq 8.11 for all bonds.
Further, Gaussian functions, given by eq 8.19, can also be used, without modification, to the same
end. Interestingly, we have found that a combination of the two functions, modified cubic and
Gaussian, serves as an even better match for the DFT B3LYP error as a function of intrinsic
reaction coordinate. To understand how the two functions are combined, first consider how an
active bond changes along the reaction coordinate. The characteristics of a bond in a transition
state structure along the reaction coordinate change from bond order sr with length lr in the
reactant to bond order sp with length lp in the product. For such a bond, we assume that the
bond order in the transition state is an average of these two bond orders, sts = (sr + sp)/2, with
corresponding length lts.
If lr > lp, any bond in the arbitrary structure with bond order sx and bond length lx has an
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, if lr > lx ≥ lts;
1−(1−δx)3
1+e−βδx , if lts > lx ≥ lp
(8.22)




1+e−βδx , if lr > lx ≥ lts;
e−γ(1−δx)2 , if lts > lx ≥ lp
(8.23)
In both eqs 8.22 and 8.29, γ is an adjustable parameter to modulate the width of the Gaussian
curve, set here to 5. β is used as in eq 8.21, and δx is defined by eq 8.10.
Although empirically derived, this differential treatment, i.e., cubic interpolations for the shorter-
bond-length half of the reaction coordinate (i.e., lr < lx < lts or lts > lx > lp) and Gaussian
interpolations for the longer, is founded upon the dependence of the reaction coordinate on bond
length. Consider the reaction H1-H2 + H3 → H1 + H2-H3, where each hydrogen has been marked
with a unique superscript for the purpose of the argument. Inspection of Figure 8.6 shows that the
H1-H2 bond length changes insignificantly with reaction coordinate on the reactant side, from 0.74
A˚ in the reactant to 0.93 A˚ in the transition state. Conversely, the H1-H2 bond length changes
considerably with reaction coordinate on the product side, from 0.93 A˚ in the transition state to
essentially infinite bond length in the product. Therefore, a Gaussian is employed on the product
side for H1-H2 interpolations to ensure that the CLOC decays rapidly along the reaction coordi-
nate, whereas a cubic function is used on the reactant side for H1-H2 interpolations for the opposite
reason.
8.3.3 CLOCs for Hybridization, CLOC(x)hyb
In previous publications, we have also defined LOCs to describe various hybridization states,
LOC(x)hyb. While it is true that DFT in general benefits from significant cancellation of intra-
atomic error as one goes from atoms to a molecule, i.e., as bonds are formed and atomic electronic
structure is changed, these parameters were developed to address errors that remain in spite of
this cancellation. These LOC(x)hyb parameters address the relatively large changes in orbital sizes,
shapes, and occupancies that accompany bond formation and hence cause variations in nondynam-
ical electron correlation for an electron pair contained in an orbital with a particular hybridization.
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Figure 8.6: Bond lengths vs intrinsic reaction coordinate (IRC) for H1-H2 + H3 → H1 + H2-H3.
H1-H2 bond lengths are shown in red, while H2-H3 bond lengths are shown in green. Note that
H1-H2 bond length changes rapidly for IRC > 0, yet slowly for IRC < 0. The opposite is true for
H2-H3 according to symmetry.
Each of these LOCs has its own unique purpose. For example, LOC(x)N/P sp2 and LOC(x)N/P sp3
are assigned for each nitrogen or phosphorus atom with sp2 or sp3 hybridization, respectively. Ex-
tensive definitions and optimized values (Ck) for all hybridization LOCs [LOC(x)hyb] can be found
in our previous publications [85,86,88,89,128] or Appendix E.
If we wish to treat hybridization states other than sp, sp1.5, sp2, sp2.5, and sp3, we must trans-
form our LOC(x)hyb to the continuous CLOC(x)hyb. To simplify the calculation of CLOC(x)hyb,
we have split each of the CLOC(x)hyb terms into active and inactive terms so that CLOC(x)hyb is














where i runs over the nine LOCs unique to hybridization.
Accordingly, a given reaction profile (with reactant, transition state, and product structures)
is processed to classify all of the bonds as either active or inactive, i.e., as bonds with changed
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or unchanged bond orders along the reaction coordinate, respectively. Similarly, atoms are also
classified as either inactive or active. Inactive atoms are those attached exclusively to inactive
bonds, whereas active atoms are those attached to one or more active bonds. For example, in the
reaction between methanol and the hydrogen atom, H3C-O-H + H·→ H3C-O· + H-H, the OH
bond and the HH bond are both active, whereas the CO and CH bonds are inactive. Further, the
carbon atom and hydrogens attached to it are inactive atoms, while all others are active.





where the index k runs over all inactive atoms, assigning LOCs in the same way as if these atoms
were part of an equilibrium structure. Because inactive atoms experience no change in hybridization
throughout the entirety of the reaction coordinate (as ascertained upon analysis of the reactant,
product, and transition state structures input), we treat them as if they were still in their equilib-
rium states. Instead, we concern ourselves with treating only the active components of the reaction
coordinate for hybridization in a dynamic fashion, CLOC(x)activehyb . Specifically, CLOC(x)
active
hyb
is taken as an interpolated value between LOC(eq)hyb and LOC(ts)hyb, where LOC(eq)hyb is
LOC(r)hyb for a reactant-side interpolation or LOC(p)hyb for a product-side interpolation. Adapt-
ing eq 8.11 to the active hybridization term gives
CLOC(x)activehyb = LOC(eq)
active




hyb − LOC(eq)activehyb (8.28)
In order to properly specify CLOC(x)activehyb , we must first arrive at a proper definition of hybridiza-
tion itself. While a bond is defined simply by two atomic centers and the distance between them, l,
hybridization of an atom is a more complex characteristic which depends on all atoms surrounding
the given atom, as well as the respective bond lengths, l1, l2, ..., ln. Therefore, eqs 8.22 and 8.29,
which depend only upon one bond length, are not sufficient to define hybridization, and similarly
to the situation above, we define an interpolating f(δx)hyb for eq 8.27 such that it satisfies the
appropriate boundary conditions.
f(δx)hyb =
0, for stationary state;1, for transition state (8.29)
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As in section for CLOC(x)bonds, a simple examination reveals that these boundary conditions
ensure that LOC(ts)activehyb = CLOC(x)
active
hyb where f(δx)hyb = 1, i.e., at the transition state, and
that LOC(eq)activehyb = CLOC(x)
active
hyb where f(δx)hyb = 0, i.e., for the reactant or product. Again,
we are simply ensuring that LOC(x)activehyb = CLOC(x)
active
hyb when x is a stationary state.
To take into account the multiatom dependence of hybridization, we have defined f(δx)hyb for








where i is an index that runs over all active bonds. It is easy to see that as the bonds connected to
any particular atom become more transition-state-like, as f(δx)bond → 1, on average, the interpo-
lated hybridization also becomes more transition-state-like, that is, f(δx)hyb → 1. This also holds in
the reverse direction, i.e., as bonds become more reactant- or product-like. In this manner, the inter-
polated value of CLOC(x)activehyb according to eq 8.27 is tuned to reflect how reactant-, product-, or
transition-state-like the hybridization of an active atom is as a function of how reactant-, product-,
or transition-state-like the bonds connected to it are on average.
8.3.4 CLOCs for Radicals, CLOC(x)radical
As argued extensively in our previous publications, [85, 86, 88, 89, 128] the self-interaction term
in DFT is used to quantitatively model the nondynamical electron correlation of an electron pair.
However, this self-interaction term becomes problematic for unpaired electrons. We have previously
developed corrections to specifically treat atoms with radicals localized on them, LOC(x)radical, to
remedy systematic overbinding: LOC(x)RH , LOC(x)RA, and LOC(x)RT , to treat atomic centers
with localized radicals that have neighboring bonds to hydrogen, single or double bonds to heavy
atoms, or triple bonds to heavy atoms, respectively.
The number of unpaired electrons and formal charge on each atomic center are ascertained by
assuming a set number of valence electrons, χ, for each atom type, as specified in Table 8.5. The
formal charge (q) and number of unpaired electrons (u) is then a function of the elements group
number on the periodic table (g) and the bond order of all bonds connected to it (si) according to
g − q + u+
n∑
i=1
si = χ (8.31)
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Table 8.5: Valency for Each Atom Type
atom type χ example
H, He 2 H2
Al, B 6 BH3
Cl, P, or S with
∑
i si > 8− g 10 PCl5
all other first and second row atoms 8 CH4
Given the number of unpaired electrons, u, we can compute the radical CLOCs: CLOC(x)RH ,
CLOC(x)RA, and CLOC(x)RT . [For a complete list of all CLOCs and their definitions and values,
including the radical CLOCs, CLOC(x)radical, the reader is referred to our previous publications
[85,86,88,89,128] or Appendix E.]
According to eq 8.1, the contribution due to radical LOCs to the total LOC for an equilibrium








where, here, i runs over the three LOCs unique to radicals [LOC(x)RH , LOC(x)RA, and LOC(x)RT ]













where ui is the number of unpaired electrons, [ηRH ]i is the number of single bonds to hydrogen
atoms, [ηRA]i is the number of single or double bonds to non-hydrogen atoms, and [ηRT ]i is the
number of triple bonds, all corresponding to center i.
In order to adapt our equilibrium LOC(x)radical contribution to the continuous representation,
CLOC(x)radical, we must allow for noninteger values of ηRH , ηRA, and ηRT . To accomplish this,
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ui[fRT (sRT )]i (8.38)
where sRH , sRA, and sRT are the bond orders between the atomic center of interest i and its
neighboring hydrogen atom (RH) or neighboring non-hydrogen atom (RA or RT ).
Again, we desire f(s) functions that both are differentiable and satisfy the appropriate bound-
ary conditions. LOC(x)RH is applied to any radical-containing atom i with bonds to hydrogen.
Therefore, the boundary conditions dictate that there be no LOC(x)RH when atom center i is not
bonded to a hydrogen atom. Conversely, there must be one LOC(x)RH applied for each (single)
bond to hydrogen from atom center i. The boundary condition for fRH(sRH) in eq 8.36 is hence
given by
fRH(sRH) =
0, for sRH = 0 or sRH = 2;1, for sRH = 1 (8.39)
where sRH is the bond order of the bond between atom center i and the neighboring hydrogen
atom.
Likewise, LOC(x)RA is applied to any radical-containing atom i with single or double bonds to
non-hydrogen atoms. Thus, we desire one LOC(x)RA for each atom center i with a single or double
bond to another non-hydrogen atom and no LOC(x)RA for each atom center i with no bond or
a triple bond to another non-hydrogen atom. The boundary condition for fRA(sRA) in eq 8.37 is
hence given by
fRA(sRA) =
0, for sRA = 0 or sRH = 3;1, for sRH = 1 or sRA = 2 (8.40)
where sRA is the bond order between the radical-containing atom i and the neighboring non-
hydrogen atom.
Lastly, LOC(x)RT is applied to any radical-containing atom i with a triple bond to a non-
hydrogen atom. Thus, we desire one LOC(x)RT for each atom center i with a triple bond to
another non-hydrogen atom and no LOC(x)RT for each atom center i with no triple bond to
another non-hydrogen atom. The boundary condition for fRT (sRT ) in eq 8.38 is hence given by
fRT (sRT ) =
0, for sRT = 2 or sRT = 4;1, for sRH = 3 (8.41)
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where sRT is the bond order between the radical-containing atom i and the neighboring non-
hydrogen atom.
As discussed above, we can readily employ Gaussian functions to both meet the differentiability





e−ν(sRA−1)2 , if sRA ≤ 1;
1, if 1 < sRA ≤ 2;
e−ν(sRA−2)2 , if sRA > 2
(8.43)
fRT (sRT ) = e
−ν(sRT−3)2 (8.44)
where ν is set to 5 to ensure a proper rate of growth and decay for our functions.
Therefore, the CLOC(x)radical term is written as
CLOC(x)radical = CLOC(x)RH + CLOC(x)RA + CLOC(x)RT (8.45)
= NRHCRH +NRACRA +NRTCRT
where NRH , NRA and NRT are defined by eqs 8.36-8.38 and 8.42-8.44.
8.3.5 CLOCs for Hypervalency, CLOC(x)hyperval
We also define LOCs for atoms with more than eight valence electrons or two valence electrons, for
hydrogen and helium atoms: LOC(x)hyperval. These LOCs are designated LOC(x)OCT EXP and
LOC(x)H dival, respectively. The total LOC(x)hyperval is thus given by the sum of these two terms:
LOC(x)hyperval = LOC(x)OCT EXP + LOC(x)H dival (8.46)
Analogously, we write the continuous version, CLOC(x)hyperval, as
CLOC(x)hyperval = CLOC(x)OCT EXP + CLOC(x)H dival (8.47)
Both of these terms will be discussed in the subsections that follow.
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8.3.5.1 CLOCs for Hydrogen Hypervalency, CLOC(x)H dival
In the work by Hall et al. [128], 105 transition states and barrier heights were analyzed at the B3LYP
level. A thorough analysis of the errors in these B3LYP barrier heights reveals that transition states
in which the central hydrogen atom is flanked by at least one non-hydrogen/noncarbon atom (as
shown in the transition states of examples i-iii below) all display systematic errors. Presumably,
this originates in overestimation of nondynamical electron correlation due to localized high electron
density.
In this same study, [128] we also found that the transition state in which the central hydro-
gen atom is flanked by two hydrogen atoms (as in example iv below) displays approximately the
same error in barrier height. This transition state is highly analogous to the well-described H+2
molecule [123] where the self-interaction term described earlier does not serve to model nondynami-
cal electron correlation but instead engenders a clear source of systematic error. [63,90] Accordingly,
LOC(x)H dival is assigned to cases where the central hydrogen atom is flanked by two hydrogens
to remedy this error as well.
In summary, LOC(x)H dival is applied to transition states in which the central hydrogen atom
is flanked by at least one noncarbon/nonhydrogen atom (nA ≥ 1, in eq 8.50) or where the central
hydrogen atom is flanked by two additional hydrogen atoms (nH = 2 in eq 8.50).
We may rewrite the above discussion in terms of equations as follows. In the discrete version
of the approach, the H dival correction for any system x, LOC(x)H dival, is written as
LOC(x)H dival = NH dival ∗ CH dival (8.48)






where i is an index that runs over all hydrogen atoms and η is defined by the number of bonds to
each hydrogen atom according to
η =
0, if nA < 1;1, if nA ≥ 1 or nH = 2 (8.50)
Here, nA is the number of bonds between hydrogen atom i and noncarbon/non-hydrogen atoms,
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whereas nH is the number of bonds between hydrogen atom i and other hydrogens. For example,
the transition states of the following reactions each merit η = NH dival = 1:
i. H2O + NH
·
2 → HO· + NH3 via [HO· · ·H· · ·NH2]·‡
ii. CH4 + OH
· → CH·3 + OH2 via [CH3 · · ·H· · ·OH]·‡
iii. H2 + Cl
· → H· + HCl via [H· · ·H· · ·Cl]·‡
iv. H2 + H
· → H· + H2 via [H· · ·H· · ·H]·‡
In each of these transition states, the central hydrogen atom is flanked by either two hydrogen
atoms or at least one non-hydrogen/noncarbon atom. Alternatively, the transition states of the
following reactions have η = NH dival = 0:
v. CH4 + CH
·
3 → CH·3 + CH4 via [CH3 · · ·H· · ·CH3]·‡
vi. CH·3+H2 → CH4 + H· via [CH3 · · ·H· · ·H]·‡
In these transition states, the central hydrogen atom is flanked by either two carbon atoms or
one carbon atom and one hydrogen atom. Notice that the case where the central hydrogen atom
is flanked by two hydrogen atoms (example iv) still merits η = NH dival = 1 as described in the
discussion above.
We assume integer bond orders in reactants and products and integer bond orders in addition
to bond orders 0.5, 1.5, and 2.5 in transition states. In eq 8.50, any of these would be considered
bonds and hence contribute to n as illustrated in the examples above.
To adopt LOC(x)H dival to the continuous case and hence specify the functional form for
CLOC(x)H dival, we redefine η as a function of δx. Specifically, eq 8.50 may be written as ηX−H−Y ,
where the subscripts X and Y indicate the type of atoms flanking the central hydrogen atom. As




δX−H ∗ δY−H , forX = A1 and Y = A2,
orX = A and Y = C,
orX = A and Y = H,
orX = H1 and Y = H2;
0 forX = C1 and Y = C2,
orX = C and Y = H
(8.51)
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In eq 8.51, δX−H is dependent upon the length between atom X and the central hydrogen atom,
lX−H , according to eq 8.10. δY−H is defined similarly. Note that ηX−H−Y is defined for examples
(i)-(iv) above, but is always zero for examples (v)-(vi). This is consistent with the prescriptions
detailed at the beginning of this section.
An inspection of eq 8.51 shows that as both bond lengths, lX−H and lY−H , approach their
transition state lengths, δX−H , δY−H and ηX−H−Y → 1 and hence CLOC(x)H dival is applied.
Likewise, as both bond lengths approach the equilibrium lengths, δX−H , δY−H and ηX−H−Y → 0
and hence CLOC(x)H dival is not applied. This is consistent with our understanding of hydro-
gen abstraction reactions, wherein the hydrogen being abstracted is divalent in the transition
state, where CLOC(x)H dival is applied, but only monovalent in the reactant and product, where
CLOC(x)H dival is not applied.
In eq 8.51 a product of δX−H and δY−H is employed to ensure that ηX−H−Y is a function of
both bond lengths lX−H and lY−H , and that it decays quickly to zero when at least one of the bond
lengths is greater than the transition state bond length, i.e., as δX−H or δY−H → 0. This reflects
the fact that hypervalency on hydrogen is a function of two bond lengths. For example, if only
lX−H is near the transition state bond length, giving δX−H ∼= 1, but lY−H is near the equilibrium
length, giving δY−H ∼= 0, in fact the central hydrogen is not hypervalent via chemical intuition.
Accordingly, we desire ηX−H−Y ∼= 0 such that CLOC(x)H dival is effectively not applied. This is
indeed realized with the functional form of eq 8.51.
Alternatively, had we defined ηX−H−Y as simply the average of δX−H and δY−H , i.e., ηX−H−Y =
(δX−H+δY−H)/2 the proper behavior would not be observed in the illustrative example given above.
Specifically, for δX−H ∼= 1 and δY−H ∼= 0, ηX−H−Y = (δX−H+δY−H)/2 ∼= 1/2 and CLOC(x)H dival
would be non-zero and hence imply partial hypervalency on the central hydrogen atom, in spite of
the fact that we know from chemical intuition that hypervalent character of this central hydrogen
atom is negligible.
The necessity for the square root over the product in eq 8.51 becomes clear upon consideration of
an additional illustrative example. Imagine a central hydrogen atom that is only half-hypervalent,
i.e., half-way along the reaction coordinate between the reactant or product and transition state in a
standard hydrogen abstraction reaction. Here, δX−H = δY−H = 1/2 and we desire ηX−H−Y = 1/2
to reflect this half-hypervalency. Defining ηX−H−Y as a simple product, i.e., ηX−H−Y = δX−H ∗
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δY−H , would yield ηX−H−Y = 1/4 in this case, and hence this system would not be described as
half-hypervalent as we desire, but instead as only quarter-hypervalent. Instead we define ηX−H−Y
as the square of the product to effect the proper behavior, in this case ηX−H−Y = 1/2, consistent
with our understanding that this system is half-hypervalent.
Combining eq 8.49 with eq 8.51 allows us to define CLOC(x)H dival as
CLOC(x)H dival = NH divalCH dival (8.52)
8.3.5.2 CLOCs for Heavy-Atom Hypervalency, CLOC(x)OCT EXP
The motivation driving the definition of this term is analogous to that described for CLOC(x)H dival
in Section 8.3.5.1 above. Specifically, we assume that there is overestimation of the non-dynamical
electron correlation for environments with overall higher electron density from neighboring orbitals.
These systems are exemplified by the systems ClF3 and PCl5 where the central atom has a valence
shell expansion beyond the usual octet. This term is also applied to transition states exemplified
by the SN2 reaction F
− + CH3Cl → Cl− + CH3F. Here the carbon of the transition state also
experiences a increase in electron density that also leads to an overestimation of non-dynamical
electron correlation. The overbinding of hypervalent structures is manifested in both atomization
energies of hypervalent species and in transition states with hypervalent character, as is shown in
detail in previous works such as references 5a and 5e.
This LOC, LOC(x)OCT EXP , is defined as
LOC(x)OCT EXP = NOCT EXPCOCT EXP (8.53)





Here i is an index that runs over all non-hydrogen atoms and ηi is given by
ηi =
0, if n ≤ 8− g;1, if n ≥ (8− g) + 1 (8.55)
In this formula n is the number of bonds around an atom center i, g is the element’s group number
on the periodic table, and bonds are defined as for eq 8.50 above. This equation ensures that atoms
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bonded to a number of elements that violates their octets are assigned NOCT EXP = 1, whereas
the opposite is true for atoms with a number of bonds that is within their octet.
For example, consider how chlorine is treated in HCl vs. ClF3. Chlorine’s group number in the
periodic table, g, is 7. In HCl, the number of bonds, n, to chlorine is one, and from the equation
above we have η = 0, and therefore NOCT EXP = LOC(x)OCT EXP = 0, i.e., LOC(x)OCT EXP is
not assigned for HCl. In ClF3, however, we have n = 3 and from the equation above, η = 1, and
therefore NOCT EXP = LOC(x)OCT EXP = 1, i.e., LOC(x)OCT EXP is assigned for the chlorine of
ClF3. We use these equilibrium values of NOCT EXP given by the equations above to determine
CLOCOCT EXP . Specifically, CLOCOCT EXP takes on the same general form as LOCOCT EXP in
eq 8.53, except that ζ, which is continuous, is now used in place of NOCT EXP , which is discrete.





[f(N eqOCT EXP , N
ts
OCT EXP )]i (8.57)
and i is an index that runs over all non-hydrogen atoms, i.e., those atoms which are eligible to
receive CLOC(x)OCT EXP . We define f(N
eq
OCT EXP , N
ts
OCT EXP ) as a function of the equilibrium
and transition state NOCT EXP values, N
eq
OCT EXP and N
ts
OCT EXP , respectively. In this manner,
the interpolated value of CLOC(x)OCT EXP for any intermediate structure x is a function of the
stationary states’ LOCs, LOC(eq)OCT EXP and LOC(ts)OCT EXP . The equilibrium structure is
taken as the reactant for a reactant-side arbitrary structure, or product for a product-side arbitrary
structure.
f(N eqOCT EXP , N
ts
OCT EXP ) =

0, forN eqOCT EXP = N
ts
OCT EXP = 0;
1, forN eqOCT EXP = N
ts
OCT EXP = 1;
f(δx)hyb, forN
eq
OCT EXP = 0 andN
ts
OCT EXP = 1;
1− f(δx)hyb, forN eqOCT EXP = 1 andN tsOCT EXP = 0
(8.58)
where f(δx)hyb is as defined in eq 8.30. As discussed earlier, f(δx)hyb takes into account the multiple-
bond length dependency of hybridization. Because CLOC(x)OCT EXP also depends upon multiple
bond lengths, f(x)hyb is employed here.
Inspection of this equation shows that where both the equilibrium structure (reactant for a
reactant-side interpolation, or product for a product-side interpolation) and transition state do
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not receive an OCT EXP correction, N eqOCT EXP = N
ts
OCT EXP = 0, neither does the interpolated
structure, f(N eqOCT EXP , N
ts
OCT EXP ) = 0. This would apply to the reaction CH
·
3 + CH2CH2 →
CH3CH2CH
·
2 depicted in Figure 8.4, for example. The same holds for the opposite case. Namely,
where both the equilibrium structure and transition state structure do receive LOC(x)OCT EXP , so
does the interpolated structure. This would apply to the reaction SO2−4 + H3O
+ → HSO−4 + H2O,
for example, where the sulfur atom merits LOC(x)OCT EXP throughout the reaction. For a reaction
where the equilibrium structures does not merit LOC(x)OCT EXP , yet the transition state does,
the amount of CLOC(x)OCT EXP the interpolated structure receives is proportional to f(δx)hyb.
Therefore the amount of CLOC(x)OCT EXP increases smoothly toward the transition-state value
as the structure itself becomes more transition-state-like, as quantified by f(δx)hyb, defined by eq
8.30 above. This applies to the reaction FCH3 + Cl
− F− + CH3Cl, for example, where neither
equilibrium structure (reactant or product) merit LOC(x)OCT EXP , yet the transition state does.
Lastly, where the equilibrium structure does merit LOC(x)OCT EXP but the transition state does
not, the amount of CLOC(x)OCT EXP decreases smoothly toward the transition-state value, again
as a function of f(δx)hyb.
None of the reactions in Figure 8.4 merit the CLOCOCT EXP correction and hence this specific
term has not yet been tested. However, we anticipate that this correction will work well judging
from the behavior of all the other similar terms.
8.3.6 CLOCs for Environment, CLOC(x)environ
We have also argued that the presence of neighboring bonds connected to a particular base bond
contributes to systematic error in the quantification of non-dynamical correlation of that base bond
(see [85,86,88,89,128]) and we introduce the LOC(x)environ term, LOC(x)ESBC , to capture these
effects. This term arises from the fact that an electron in the base bond can make an excursion to
a neighboring bond, increasing its non- dynamical correlation energy, particularly if it a long bond,
vs. a single bond to hydrogen for example.
We have stated in Section 8.3.1 that it is necessary that CLOC(x) agree with LOC(x) where x
is a stationary point (reactant, product, or transition state). To meet this requirement, we found it
necessary to slightly modify the way the previously defined LOC(x)ESBC parameter was extended
to transition states in the latest LOC publication.5e Let us begin with a detailed explanation of
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how LOC(x)ESBC was assigned to transition states in the previous work5e to understand why a
modification was necessary.
While the definition of LOC(x)ESBC for reactants and products is straightforward, formulating
an implementation for transition states is less obvious. For example, consider the Diels-Alder
reaction between butadiene and ethene [reaction (a) in Figure 8.4]. The reactant and product
are readily assigned NESBC = 0 and 8, respectively. Yet the LOC(x)ESBC assignment for the
transition state is not immediately obvious.
Because LOC(x)ESBC is applied only for neighboring single bonds, the bond order si for each
bond is transformed into a value to describe its percent single bond character, f(si), on a scale
from 0-1; 1 being a pure single bond and 0 being no bond or a pure double bond.
f(si) = e
−γ(si−1)2 (8.59)
Here, γ here is chosen to be 3 such that f(si) ∼= 0.5 for si = 0.5.











Using the above formulas, we find that the reactant and transition state of rxn (a) in Figure 8.4
have NESBC = 0 and 6, respectively. In Figure 8.7, we show the results of using the formulations
given in eqs 8.59-8.61 to interpolate points intermediate between the reactant and transition state
for this reaction in red. Importantly, we see that NESBC → 2 as the reaction coordinate → 0.
Recall that for the reactant, NESBC = 0, and therefore, CLOC(x) does not agree with LOC(x) as
we approach the reactant. Yet, we stated in Section 8.3.1 that CLOC(x) must agree with LOC(x)
where x is a stationary point.
To force agreement between CLOC(x) and LOC(x) at the reactant and product, we have
changed the formulation of LOC(x)ESBC for transition states from that described by eqns 8.59-
8.61. In the previous publication,5e it was only the neighboring bonds and their bond orders,
sj , which determined NESBC for the bond under consideration, but not the bond order of that
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bond itself, si. (See eq 8.60.) In the latest implementation, both bond order si of the bond
under consideration and that of its neighboring bond, sj , are considered when determining NESBC .
Specifically, both f(si) and f(sj), defined in eq 8.59, are multiplied to give a number that reflects
cumulative percent single bond character for the pair, piij .
piij = f(si) ∗ f(sj) (8.62)
In this manner, two neighboring single bonds receive the maximum value (piij = 1), while a neigh-
boring single bond and half bond will receive a lesser value (piij = 1/2), and two neighboring half
bonds will receive a lesser value still (piij = 1/4), for example. This reflects the fact that the more
single-bond-like neighboring bonds are, the more excursions are possible from a base bond into these
neighboring bonds and hence the more correction is necessary to account for these excursions.
For each bond i, the sum of all piij values is taken across all neighboring bonds j which produces





The increase in piij with increasing single-bond-character is thus utilized here to also assign larger
NESBC(piij) for systems with more neighboring bonds with high single-bond-character.





The results of the new definition of NESBC , as given in eqs 8.59 and 8.62-8.64, are shown in
Figure 8.7. Notice that while the previous definition of NESBC (shown in red in Figure 8.7) did
not have the proper behavior, i.e. NESBC 9 0 as the reaction coordinate → 0, this definition of
NESBC (shown in green in Figure 8.7) does indeed have the proper behavior, i.e. NESBC → 0 as
the reaction coordinate → 0. Therefore, we have satisfied the requirement that CLOC(x) agree
with LOC(x) where x is a stationary point, at least for x being the reactant or product.
Inspection of Figure 8.7 also shows that NESBC for the transition state of this reaction has
changed, from NESBC = 6 in the old definition, to NESBC = 3 in the new definition. As with
any parameterization, we are free to change the definition of how parameters are applied (Nk
in eq 8.1) so long as we reoptimize the values of the parameters (Ck in eq 8.1) in accordance
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Figure 8.7: NESBC vs. intrinsic reaction coordinate (IRC) for reactant to transition state of rxn
(a) in Figure 8.4. NESBC as defined in eqs 8.59-8.61 is shown in red, while NESBC as defined by
eqs 8.59 and 8.62-8.64 is shown in green.
with their new definitions. Therefore, the newly defined application of NESBC to transition states
necessitated reoptimizing the values of the transition-state specific parameters, Ck, to optimally
reduce the B3LYP error in barrier heights. The updated values, which are only slightly different
than those previously published, and all LOC parameter values and definitions, can be found in
Appendix E. Note that while the individual B3LYP-LOC barrier heights have changed slightly,
overall performance of B3LYP-LOC remains unchanged. That is, the LOCs still produce dramatic
reduction in the B3LYP barrier heights errors and predict barrier heights within or near chemical
accuracy (traditionally taken as ≤ 1 kcal/mol) across a broad spectrum of reactions.
8.3.7 CLOCs for Charge Transfer, CLOC(x)CT
In Section 8.3.2 we argue that as bond length increases, non-dynamical correlation becomes more
negative (as the electrons have more room to avoid each other), and DFT systematically under-
estimates this effect with increasing severity. An extreme example of this is manifest in systems
such as carbon monoxide, −C≡O+, or sodium chloride, Na+Cl−, which have zero overall formal
charge, but non-zero formal charge on individual atoms. In these systems, the localized orbitals
are highly ionic in character and hence compactly organized around one of the two atoms, and
the bonds are also relatively long in comparison to the size of the orbitals in which the electron
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pairs are localized. Because this is a severe example of underbinding, this situation when it arises
receives its own special parameter, LOC(x)CT , according to
LOC(x)CT = NCT ∗ CCT (8.65)





f(qi) ∗ f(qj). (8.66)
Here i and j are indices that run over all neighboring atom pairs and f(q) is a function of the
formal charge q on an atom (as defined in eq 8.31) given by
f(q) =
0, for q = 0;1, for |q| ≥ 1 (8.67)
An inspection of this equation shows that NCT and LOC(x)CT , by extension, are non-zero only
where two neighboring atoms both have non-zero charge.
The continuous version of LOC(x)CT , CLOC(x)CT , may be written analogously as
CLOC(x)CT = NCT ∗ CCT (8.68)
where NCT is given still by eq 8.66 and only the definition of f(q) is modified to allow for continuous
representation of partial formal charges.
f(q) =

0, for q = 0;
e−γ(|q|−1)2 , for 0 < |q| < 1;
1, for |q| ≥ 1
(8.69)
where γ, as before, is chosen to be 3.0 such that f(|q|) ∼= 0.5 for |q| = 0.5. This continuous definition
of f(q) is identical to the former discrete version with the exception that it allows for non-integer
charges on atoms. Inspection of this equation further shows that as the absolute values of charges
on any two neighboring atoms approach one, |q| → 1, f(q) → 1 and thus NCT → 1, its maximal
value. Therefore, we are equipped to treat non-integer partial charges in a smooth and continuous
fashion, and give only the maximal value of NCT to systems with integer values of formal charge
on neighboring atoms.
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Because none of the reactions in Figure 8.4 merit the CLOCCT correction, this specific term
has not yet been tested. However, we anticipate its correct behavior on account of the behavior of
all the other similar terms.
8.3.8 Total CLOC(x)
As stated in Section 8.3.1, the total CLOC(x) is given by the sum of its constituents,
CLOC(x) =CLOC(x)bond + CLOC(x)hyb + CLOC(x)radical (8.70)
+ CLOC(x)hyperval + CLOC(x)environ + CLOC(x)CT .
Therefore, to arrive at the total CLOC(x) for any arbitrary x, the individual components of this
expression are calculated according to the prescriptions given in Sections 8.3.2-8.3.7, and summed
over. This CLOC(x) may then be used directly to obtain more accurate relative energies, as
described in Section 8.3.1.
Once CLOC(x) is known for any arbitrary x, we may define gradients of the B3LYP-CLOC
functional. They are given according to the formula
OEB3LY P−CLOC(x) = O[EB3LY P (x) + CLOC(x)] = OEB3LY P (x) + OCLOC(x). (8.71)
8.3.9 Computational Methods
All intrinsic reaction coordinate (IRC) scans were performed at the B3LYP/6-31+G** level using
the computational package Jaguar 7.6.93 These geometries were then used to perform single-point
energy calculations at the B3LYP/6-311++G(3df,3pd) and M06-2X/6-311++G(3df,3pd) levels,
also within Jaguar; at the RCCSD(T)/cc-pVTZ level using program MolPro 2006.1 8; and at
the BW2 post- HF level using the code provided by Hans Joachim-Werner for reaction (g). [139]
Following Joachim-Werner’s precedent for this reaction, a mixed basis was used in which chlorine
was treated with the aug-cc-pV5Z[8s7p5d4f3g] basis and hydrogens were treated with the aug-cc-
pVQZ[5s4p3d2f] basis.
3In previous LOC works,5 all geometry optimizations and transition state searches were performed at the
B3LYP/6-31G* level. However, we found that using this slightly larger basis greatly improved the ease with which
stationary points could be located, without substantially increasing computational cost.
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The potential energy curves obtained with the post-HF, B3LYP, M06-2X and B3LYP-CLOC
methods were aligned by relative energy. Specifically, the energy of the product(s) was subtracted
from the energy at every point along the curve such that the energy of the product(s) for all four
curves was strictly zero and all other energies were given with respect to the product(s) energy.
The B3LYP-CLOC curves were generated directly from the B3LYP curves with the simple ad-
dition of the numerical CLOC. For example, to compute the B3LYP-CLOC energy for an arbitrary
point x on the reaction profile, EB3LY P−CLOC(x), the CLOC at point x, CLOC(x), had to be
initially obtained. The B3LYP-CLOC energy at point x is then the sum of the B3LYP energy and
CLOC.
EB3LY P (x) + CLOC(x) = EB3LY P−CLOC(x) (8.72)
Since all reaction profile curves have to be scaled by the subtraction of the product(s) energy,
we must know the B3LYP-CLOC energy of the product(s). This is computed similarly to the
description given above.
EB3LY P (product) + CLOC(product) = EB3LY P−CLOC(product). (8.73)
Finally, the energies along the B3LYP-CLOC curves are given by the difference in EB3LY P−CLOC(x)
and EB3LY P−CLOC(product).
ErelativeB3LY P−CLOC(x) = EB3LY P−CLOC(x)− EB3LY P−CLOC(product) (8.74)
These are the final points given in all the graphs and tables in this work.
All numerical CLOCs can be computed with a simple script. 15 As input, a reaction coordinate
(defined by reactant, transition state and product structures) and an arbitrary structure along that
coordinate are required, and CLOC for all four structures are produced in the output.
8.4 Results and Discussion
To assess the effectiveness of the CLOC approach, we surveyed reaction profiles for the seven
reactions shown in Figure 8.4. Three functionals B3LYP, M06-2X and B3LYP-CLOC developed
herein were tested against post-HF level calculations with the resulting plots shown in Figure 8.8.
Table 8.6 and Figure 7 show the mean unsigned errors (MUEs) along each reaction profile for all
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Table 8.6: Mean Unsigned Errors (MUEs) in kcal/mol along the entire reaction profile for all three
functionals tested
functional
reaction reaction type B3LYP M06-2X B3LYP-CLOC
a Diels-Alder 5.69 1.27 1.39
b electrocyclic 2.30 0.62 1.31
c sigmatropic shift 1.33 1.35 0.57
d carbon radical 0.36 0.78 0.56
e H2+H
4 2.66 1.43 0.55
f H2+OH 2.12 0.89 0.34
g H2+Cl 2.34 0.93 2.28 (1.41
5)
MMUE(overall)6 (kcal/mol) 2.40 1.04 1.00 (0.885)
reactions and functionals studied. These numbers reflect the disagreement between post-HF and
DFT at every point along the reaction profile. The mean value of all these MUEs, MMUE(overall),
is also given.
4Computed using only data along the range -1.4 ≤ IRC ≤ 1.4 because M06-2X data points outside this range
could not be obtained due to convergence difficulties.
5Computed using the shifted B3LYP-CLOC data for the reaction H2+Cl.
6The deviation between post-HF and DFT energies at every point along the reaction coordinate was computed.
The absolute value of these deviations were then averaged to give the mean unsigned error, MUE, along the entire
curve. MMUE is the mean of MUEs for reactions (a)-(g), i.e the values given in the rows directly above. The latter
reflects the deviation vs. post-HF standard for every point along the reaction profiles as shown in Figure 8.8.
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Figure 8.8: Reaction profile plots for the reactions of Figure 8.4. All plots show relative SCF
energies with respect to intrinsic reaction coordinate (IRC), where the points on the coordinate are
labeled R, TS and P for reactant, transition state and product, respectively. The curves plotted
are B3LYP (green), B3LYP-CLOC (red), post-HF (magenta) and M06-2X (blue). For reaction
(g), B3LYP-CLOC with a shifted IRC for the transition state is also plotted in teal. Note that in
this plot the B3LYP-optimized transition state occurs at IRC = 0.0, while the post-HF transition
state occurs at IRC = 0.4. Post-HF plots for reactions (a)-(f) are at the RCCSD(T) level while the
post-HF plot for reaction (g) is at the BW2 level. Supplemental data for these plots is provided in
Appendix C.
(a) Diels-Alder (b) electrocyclic
(c) sigmatropic shift (d) carbon radical reaction
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(e) H2+H (f) H2+OH
(g) H2+Cl
While MMUE(overall) reflects the performance across the entire reaction coordinate, the per-
formance at the stationary points for most practical applications is more critical than performance
at intermediate points. Therefore, the differences in relative SCF energies at the stationary points,
∆Escf , are compared to the values at the post-HF level in Table 7. Specifically, the differences
in transition state and equilibrium SCF energies, ∆Escf (eq → ts), where the equilibrium struc-
ture may be either reactant or product, were tabulated in addition to the differences in reac-
tant and product SCF energies, ∆Escf (r → p). The mean unsigned errors in these two values,
∆Escf (eq → ts) and ∆Escf (r → p), across all seven reactions were then tabulated for each DFT
method to give the final values shown in Table 7, MUE[∆Escf (eq → ts)] and MUE[∆Escf (r → p)].
7Mean unsigned error of ∆Escf (eq → ts), where eq may be either equilibrium structure, reactant(s) or product(s),
for reactions (a)-(g). Individual errors for ∆Escf (eq → ts) given in Appendix D. All ∆Escf (eq → ts) were computed
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Table 8.7: Mean Unsigned Errors (MUEs) in kcal/mol for ∆Escf (eq → ts) and ∆Escf (r → p)
functional
property B3LYP M06-2X B3LYP-CLOC
MUE[∆Escf (eq → ts)]7 4.1 1.3 1.5
MUE[∆Escf (r → p)]8 3.4 0.7 0.3
Figure 8.8: Mean unsigned error (MUE) vs reaction type for all reactions and functionals tested in
this study as shown in Table 8.6. Functionals include B3LYP (green), M06-2X (blue), and B3LYP-
CLOC (red). Reactions include (a) DielsAlder, (b) electrocyclic, (c) sigmatropic shift, (d) carbon
radical, (e) H2 + H, (f) H2 + OH, and (g) H2 + Cl.
An inspection of the plots in Figure 8.8 not surprisingly shows that while the B3LYP curves
have the qualitatively correct shape compared to the post-HF standard in many cases, there still
remain large quantitative errors at many points along the reaction coordinate. This is also reflected
by the relatively large values of MUE[∆Escf (eq → ts)] and MUE[∆Escf (r → p)] given in Table 8.7.
Perhaps fortuitously, there are some reactions for which the B3LYP and post-HF curves are nearly
convergent, at least for part of the reaction profile, i.e., reaction d, CH3· + CH2CH2. However,
there are other curves where serious quantitative disagreement between B3LYP and the post-HF
method is observed, i.e., reaction g, H2+Cl.
using B3LYP geometries and as the difference in SCF energies.
8Mean unsigned error of ∆Escf (r → p) for reactions (a)-(g). Individual errors for ∆Escf (r → p) given in Appendix
D. All ∆Escf (r → p) were computed using B3LYP geometries and as the difference between SCF energies.
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Further inspection of Figures 8.8 and 8.8 and Tables 8.6 and 8.7 shows that, on average, M06-2X
outperforms B3LYP across all stationary and intermediate structures. This is reflected by lower
values of MUE[∆Escf (eq → ts)] and MUE[∆Escf (r → p)] in Table 8.7 and MMUE(overall) in Table
8.6 for M06-2X vs B3LYP. Yet, we see that B3LYP performs as well as, or better than, M06-2X for
both the sigmatropic shift (reaction c) and carbon radical reaction (reaction d) in Table 8.6 when
we consider the MUE along the entire reaction coordinate.
Similarly to M06-2X, B3LYP-CLOC performs better than B3LYP along the whole reaction
coordinate for many different reaction types. The same trend holds for both ∆Escf (eq → ts) and
∆Escf (r → p). (Notably, however, all functionals tested have difficulty with reaction g, H2 + Cl.
This will be discussed further below.) While M06-2X is outperformed by B3LYP for both reactions
c and d, B3LYP-CLOC is only outperformed by B3LYP in the case of reaction d. Arguably, this is
a case in which B3LYP performs anomalously well. An inspection of Table 8.6 shows that B3LYPs
performance for reaction d is far better than for all the other reactions studied. Additionally,
examination of Tables 8.6 and 8.7 and Figure 8.8 reveals that the performance of B3LYP-CLOC
rivals that of M06-2X with respect to MUE for the individual cases as well as all cases combined.
This is also true for the MUE[∆Escf (eq → ts)] and MUE[∆Escf (r → p)], as shown in Table 8.7.
Overall, the performance of B3LYP-CLOC rivals that of M06-2X. Both methods exhibit similar
accuracy over the entire test set, but M06-2X performs appreciably better than B3LYP-CLOC for
reactions b and g, whereas B3LYP-CLOC performs appreciably better than M06-2X for reactions
c, e, and f. More reactions in addition to those examined in this work will have to be studied before
a broad conclusion about the relative performance of these two functionals may be drawn.
Reaction g, as stated previously, is particularly problematic. This exception may be explained at
least in part by the fact that the B3LYP and post-HF transition states’ geometries differ markedly
from one another, as shown in Table 8.8. In fact, an inspection of the reaction profile in Figure 8.8g
shows that the post-HF transition state actually occurs at IRC = 0.4, where the geometry more
closely matches that found by the post-HF transition state search. Interestingly, the same shift of
transition state along the reaction coordinate is observed for M06-2X, where the transition state
occurs at IRC = 0.3. We observe that all three tested DFT methods–B3LYP, B3LYP-CLOC, and
M06-2X–have difficulty in accurately predicting the transition state geometry for this complicated
case, where notably M06-2X performs better than B3LYP and B3LYP-CLOC.
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Since our algorithm requires reactant, product, and transition state structures as input to handle
all intermediate points along the reaction coordinate, and we know that the “true” transition state
geometry resembles that at IRC = 0.4, we can instead provide this alternate geometry as the input
transition state geometry to our algorithm and therefore shift the location of the transition state
on the reaction coordinate accordingly. This is indeed what we have done to produce the teal curve
in Figure 8.8g. Note that all points along the reaction profile now better approximate the post-HF
curve. A complete solution to this problem would not require prior knowledge of the post-HF
geometry. Specifically, we ultimately seek a method whereby we can produce energy curves as
accurate as post-HF methods without prior knowledge of the energy curves or geometries produced
by these methods whatsoever.
Disagreement between B3LYP and “true” transition-state geometries is not without precedent.
This same behavior is observed for the highly analogous reaction H2 + F, where transition states
predicted by B3LYP and post-HF methods differ substantially in bond lengths and angles. [140]
The above analysis suggests that the inability of DFT to treat both these problematic cases
stems partly from defective reproduction of geometries predicted with high-level post-HF methods.
One possible solution is the alteration of DFT functionals in such a way that they produce geome-
tries more closely matching the post-HF ones, presumably also leading to more accurate energies.
This can be achieved via alteration of the DFT gradients, OEDFT . As stated in section 8.3.8,
gradients for the B3LYP-CLOC functional are given according to
OEB3LY P−CLOC(x) = O[EB3LY P (x) + CLOC(x)] = OEB3LY P (x) + OCLOC(x) (8.75)
In this regard, it is important to consider the relative magnitudes of the two terms on the right-
9Taken as the geometry at IRC=0.4 in Figure 8.8g
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hand side of eq 8.75. Specifically, OEB3LY P (x) is often much larger than OCLOC(x), which is only
ever a few killocalories per mole, such that OEB3LY P−CLOC(x) ∼= OEB3LY P (x). In fact, we see no
change whatsoever in the transition state geometries, as OEB3LY P (x) = OEB3LY P−CLOC(x). This
is clear upon inspection of Table 8.8, where we see that the geometry of the H2 + Cl transition state
is identical for both B3LYP and B3LYP-CLOC. For non-transition-state structures, we expect only
very small changes in the B3LYP-CLOC geometries vs B3LYP.
Therefore, the power of the B3LYP-CLOC method does not lie in its ability to produce more
accurate geometries, but rather in its ability to produce more accurate energies. This is most useful
for reactions where B3LYP already produces reasonably accurate geometries. Fortunately, most
reactions of practical interest fall into this category. For example, note that the larger systems
employed in this study, such as reactions ad in Figure 8.4, do not suffer from the difficulties
encountered with H2 + Cl and H2 + F. A particularly attractive characteristic of our method is
therefore its ability to deliver highly accurate, yet computationally inexpensive energies for larger
systems.
8.5 Conclusions
In this work, we have shown how simple empirical localized orbital corrections (LOCs) can be
generalized to formulate a continuous implementation (CLOC) that is defined throughout a reaction
profile. These corrections were applied specifically to the B3LYP functional, as this functional has
shown itself most amenable to this correction scheme. The resultant method, B3LYP-CLOC, gives
more accurate energetics in comparison to B3LYP, and its accuracy rivals that of M06-2X for
the test cases examined. Furthermore, negligible additional computational cost is required over
standard B3LYP calculations, and convergence of geometry optimizations is facile. The accuracy
is best where B3LYP already produces reasonable geometries and assignment of Lewis structures
is straightforward.
Future work will focus on extending this implementation to the treatment of ionic reactions in
addition to the neutral reactions studied herein. More reaction profiles should be studied to test
the robustness of this method.
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Chapter 9
Conclusions
In this two-part thesis, we first show the broad applicability of DFT (Part I) and then work towards
developing a new DFT functional with improved accuracy over those which are currently available
(Part II).
9.1 Part I: Density Functional Theory Applications
In Part I, we apply various DFT methods to the study of multiple problems of interest to many
different fields, including organic chemistry, biology and inorganic chemistry.
In Chapter 3, we show that the popular B3LYP functional is capable of predicting enantioselec-
tivities quantitatively for a large dataset of dioxirane-catalyzed asymmetric epoxidations. In spite
of the well-known deficiency of DFT, and e.g., the B3LYP functional, to describe dispersion-bound
complexes, good agreement with experimental results is obtained. The promising new M06-2X
functional, although known to outperform B3LYP for dispersion-bound complexes, is still outper-
formed by B3LYP overall in our study. Through the work described in Chapter 3, broad insights
into the nature of transition states for these dioxirane-catalyzed asymmetric epoxidations are ob-
tained, as transition-state stabilization forms the crux of enantioselectivity. Our work suggests the
utility of quantum mechanical methods as a predictive tool for the experimental chemist interested
in developing highly enantioselective catalysts.
We have also shown how DFT (and the B3LYP functional in particular) can explain very subtle
differences in enzyme catalysis in Chapter 4. In particular, we show that the mutation of one residue
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on the periphery of the active site results in a ten-fold decrease in the rate of catalysis. This is
reproduced by a cluster model of the active site. Our model shows that this residue acts as a switch,
changing the coordination state of the active site by hydrogen bonding with a first-shell residue
around the central iron atom. The mutation of this periphery residue therefore results in a subtle
electronic change of the active site that is captured by our method. Importantly, stabilization of
the transition state is a key factor in the differing reactivity of the mutant and wildtype enzymes.
Lastly, we have shown how DFT can be used to supplement experimental hypotheses regarding
differing mechanistic pathways in Chapter 5. The use of electronic structure methods (here, DFT)
affords one the opportunity to “see” the “location” of electrons. By studying the electronic structure
of various reactive species in the reduction of acyl pyridinium cation, we were able to show that
the radical is localized on one location, while the positive charge is localized on another, providing
a rationale for the experimentally-observed differing regioselectivities, via either a radical or ionic
mechanism.
In the three examples describe above, the ability to “see” reactive intermediates (i.e., transition
states in Chapter 3 and 4) or the “location” of electrons (in Chapter 5) was essential. Recall from
Chapter 1 that the inability to visualize reactive intermediates and localization of electrons is a
major hurdle to more traditional experimental work. Therefore, these three examples highlight the
synergy that is possible between experimental and computational work, and the utility of DFT and
the B3LYP functional in particular toward that goal.
9.2 Part II: Density Functional Theory Development
As stated in Chapter 1, DFT has risen to tremendous popularity due to its excellent balance of speed
and accuracy. Nevertheless, improvements on both aspects of its performance are still possible. In
Part II, we have embarked upon the further improvement of DFT’s accuracy by systematically
tackling some well-known sources of its error. We have focused our efforts on the well-known
B3LYP functional and extended upon our previously developed “localized orbital correction” (LOC)
scheme. This “B3LYP-LOC” method was originally developed to treat equilibrium structures
(both neutral and ionic) exclusively, but in Chapter 7, we extend this method to the treatment of
transition states as well. The utility of this method is shown in B3LYP-LOC’s ability to achieve
CHAPTER 9. CONCLUSIONS 141
near-chemical accuracy and outperform B3LYP substantially on a large and diverse dataset of
barrier heights.
As previously stated, the work described in Chapter 7, allows for the treatment of not just
equilibrium structures, but of stationary states (e.g., transition states) as well at the B3LYP-LOC
level. This then forms the foundation for the work described in Chapter 8 in which the energies
at these various stationary states are interpolated to give a continuous functional form. This
necessitated the development of so-called “continuous localized orbital corrections” (CLOCs) and
the new functional described in Chapter 8 is termed “B3LYP-CLOC” accordingly. This functional
was tested on potential energy surfaces of seven different reactions and shown to give superior
performance to B3LYP and competitive performance to the popular new M06-2X functional.
The developments described in Chapters 7 and 8 constitute but a fraction of the work that
has gone into development of this new functional, aimed at improving the energetics not just
of organic systems (described herein), but also of dispersion-bound complexes [83] and transition
metals [89,142]. Further development of this new functional is ongoing and focuses on incorporating
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Appendix A
Literature references for the dataset
shown in Figure 7.1
The following references were used to assemble the dataset shown in Figure 7.1 according to the
assignments given in Table A.1.
I. Guner, V.; Khoung, K; Leach, A. G.; Lee, P. S.; Bartberger, M. D.; Houk, K. N. J. Phys.
Chem. A. 2003, 107, 11445.
II. Ess, D. H.; Houk, K. N.; J. Phys. Chem. A. 2005, 109, 9542.
III. Ess, D. H.; Hayden, A. E.; Klarner, F.G.; Houk, K. N. J. Org. Chem. 2008, 73, 7586.
IV. Gunaydin, H.; Acevado, O.; Jorgenson, W. L.; Houk, K. N. J. Chem. Theory Comput. 2007,
3, 10281035.
V. Ren, Y.; Yamataka, H. Chem. Eur. J. 2007, 13, 677682.
VI. Sabbe, M. K.; Reyniers, M.F.; Van Speybroeck, V.; Waroquier, M.; Marin, G. B. ChemPhysChem
2008, 9, 124140.
VII. Kang, J. K.; Musgrave, C. B. JChemPhys 2001, 115, 11040
VIII. Zhao, Y.; GonzalezGarcia, N.; Truhlar, D. G. J. Phys. Chem. A 2005, 109, 20122018
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1 I II 19 II II 37 V V 55 VI VI 73 VII VII 91 VIII VIII
2 I II 20 II II 38 V V 56 VI VI 74 VII VII 92 VIII VIII
3 I II 21 II II 39 V V 57 VI VI 75 VII VII 93 VIII VIII
4 III III 22 II II 40 V V 58 VI VI 76 VII VII 94 VIII VIII
5 III III 23 II II 41 V V 59 VI VI 77 VII VII 95 VIII VIII
6 III III 24 II II 42 V V 60 VI VI 78 VII VII 96 VIII VIII
7 III III 25 II II 43 VI VI 61 VI VI 79 VII VII 97 VIII VIII
8 I II 26 II II 44 VI VI 62 VI VI 80 VII VII 98 VIII VIII
9 I II 27 II II 45 VI VI 63 VI VI 81 VII VII 99 VIII VIII
10 I II 28 II II 46 VI VI 64 VI VI 82 VII VII 100 VIII VIII
11 II II 29 II II 47 VI VI 65 VI VI 83 VII VII 101 I II
12 II II 30 II II 48 VI VI 66 VI VI 84 VII VII 102 I II
13 II II 31 II II 49 VI VI 67 VI VI 85 VII VII 103 I II
14 II II 32 II II 50 VI VI 68 VI VI 86 VII VII 104 I II
15 II II 33 II II 51 VI VI 69 VI VI 87 VIII VIII 105 I II
16 II II 34 II II 52 VI VI 70 VI VI 88 VIII VIII
17 II II 35 IV IV 53 VI VI 71 VII VII 89 VIII VIII
18 II II 36 IV IV 54 VI VI 72 VII VII 90 VIII VIII
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Appendix B
Tests for overfitting of the eight new
parameters developed in Chapter 7
To test for overfitting, the dataset of Figure 7.1 was divided into two roughly equivalent subsets, A
and B. Subset A consisted of entries 1, 6-8, 15-21, 26, 28, 30-33, 35-38, 43-46, 51-54, 59-62, 67-85,
and 102-104. Subset B consisted of all reactions excluded from subset A. These were both used as
training sets and test sets to obtain the results shown in Table B.1.






t A 1.07 1.30
B 1.26 1.07
A+B 1.16 1.21 1.12
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Appendix C
Supplemental Data for Figure 8.8
Data points for the plots shown in Figure 8.8 are given in Tables C.1-C.7.
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Table C.1: Relative energies (kcal/mol) vs. intrinsic reaction coordinate (IRC) for reaction (a) of
Figure 8.4
IRC B3LYP CCSD(T) M06-2X B3LYP-CLOC
product -34.5 -45.8 -46.5 -45.1
-4 -21 -31.1 -32.4 -31.3
-3 -5.6 -13.8 -15.3 -15.2
-2 11.2 5.1 3.4 2.2
-1 22.9 19 16.9 16
0 26 22.5 20.3 20.6
1 22.8 18.3 17.2 17.1
2 18.1 13 12.1 13.5
3 14.1 9 7.8 10.5
4 11 6.2 5 8.4
reactants 0 0 0 0
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Table C.2: Relative energies (kcal/mol) vs. intrinsic reaction coordinate (IRC) for reaction (b) of
Figure 8.4
IRC B3LYP CCSD(T) M06-2X B3LYP-CLOC
product -11.3 -16.8 -17.3 -16.6
-6 -9.2 -14 -14.6 -14.5
-5 -8.1 -13 -13.7 -13.5
-4 -5 -9.7 -10.4 -10.3
-3 3.5 -0.3 -1.1 -1.5
-2 16.6 14.1 13.3 11.4
-1 27.5 27 25.9 23.1
0 31.2 31.5 30.4 29
1 27.5 27.2 26.7 23.8
2 21.8 20.5 20.2 19.1
3 16.8 15.2 14.8 15.4
4 13.5 11.8 11.3 12.6
5 11.5 10 9.5 10.9
6 10.6 9.5 9 10.3
reactant 0 0 0 0
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Table C.3: Relative energies (kcal/mol) vs. intrinsic reaction coordinate (IRC) for reaction (c) of
Figure 8.4
IRC B3LYP CCSD(T) M06-2X B3LYP-CLOC
product 0 0 0 0
-3.5 0 0 0 0
-3 0.2 0.2 0.2 0.1
-2.5 1 1 1 1
-2 2.8 2.9 2.7 2.6
-1.5 7.2 7.5 6.9 6.5
-1 14.9 15.5 14.2 13.9
-0.5 23.2 24.5 21.9 23.2
0 27.1 28.7 25.2 27.8
0.5 23.2 24.5 21.9 23.2
1 14.9 15.5 14.2 13.9
1.5 7.2 7.5 6.9 6.5
2 2.8 2.9 2.7 2.6
2.5 1 1 1 0.8
3 0.2 0.2 0.2 0.1
3.5 0 0 0 0
reactant 0 0 0 0
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Table C.4: Relative energies (kcal/mol) vs. intrinsic reaction coordinate (IRC) for reaction (d) of
Figure 8.4
IRC B3LYP CCSD(T) M06-2X B3LYP-CLOC
product -23.7 -27.1 -28.5 -27
-4 -23.1 -26.2 -27.8 -26.3
-3 -17.3 -19.4 -21.1 -19.7
-2 -5 -5.8 -7.4 -6.9
-1 5.6 5.5 4.1 3.8
0 7.3 6.8 5.6 5.5
1 5.2 4.2 2.7 3.4
2 3.4 2.2 0.6 1.9
3 2.3 1 -0.4 1.1
4 1.5 0.4 -0.9 0.7
reactant 0 0 0 0
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Table C.5: Relative energies (kcal/mol) vs. intrinsic reaction coordinate (IRC) for reaction (e) of
Figure 8.4
IRC B3LYP CCSD(T) M06-2X B3LYP-CLOC
product 0 0 0 0
-2 0.2 0.4 n/a 0.3
-1.9 0.2 0.5 n/a 0.3
-1.8 0.3 0.6 n/a 0.4
-1.7 0.4 0.7 n/a 0.5
-1.6 0.5 0.9 n/a 0.7
-1.5 0.6 1.1 n/a 0.8
-1.4 0.7 1.4 2.7 1.1
-1.3 0.9 1.7 3.1 1.3
-1.2 1.1 2 3.5 1.6
-1.1 1.3 2.4 4 2
-1 1.5 2.9 4.5 2.4
-0.9 1.8 3.5 5.1 3
-0.8 2.1 4.1 5.6 3.6
-0.7 2.4 4.8 6.3 4.3
-0.6 2.8 5.6 7 5
-0.5 3.1 6.4 7.7 5.8
-0.4 3.4 7.3 8.5 6.7
-0.3 3.7 8.1 9.4 7.5
-0.2 4 9 10.3 8.2
-0.1 4.2 9.6 11.1 8.8
0 4.2 9.8 11.6 8.9
0.1 4.2 9.6 11.1 8.8
0.2 4 9 10.3 8.2
0.3 3.7 8.1 9.4 7.5
0.4 3.4 7.3 8.5 6.7
0.5 3.1 6.4 7.7 5.8
0.6 2.8 5.6 7 5
0.7 2.4 4.8 6.3 4.3
0.8 2.1 4.1 5.6 3.6
0.9 1.8 3.5 5.1 3
1 1.5 2.9 4.5 2.4
1.1 1.3 2.4 4 2
1.2 1.1 2 3.5 1.6
1.3 0.9 1.7 3.1 1.3
1.4 0.7 1.4 2.7 1.1
1.5 0.6 1.1 n/a 0.8
1.6 0.5 0.9 n/a 0.7
1.7 0.4 0.7 n/a 0.5
1.8 0.3 0.6 n/a 0.4
1.9 0.2 0.5 n/a 0.3
2 0.2 0.4 n/a 0.3
reactants 0 0 0 0
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Table C.6: Relative energies (kcal/mol) vs. intrinsic reaction coordinate (IRC) for reaction (f) of
Figure 8.4
IRC B3LYP CCSD(T) M06-2X B3LYP-CLOC
product -12.9 -14.6 -16.3 -14
-2.2 -13 -14.4 -14.6 -14
-2.1 -12.9 -14.3 -14.7 -14
-2 -12.9 -14.2 -14.6 -13.9
-1.9 -12.8 -14 -14.5 -13.8
-1.8 -12.7 -13.8 -14 -13.6
-1.7 -12.6 -13.6 -14 -13.4
-1.6 -12.4 -13.3 -13.7 -13.2
-1.5 -12.2 -12.9 -13.4 -12.9
-1.4 -11.9 -12.5 -12.9 -12.5
-1.3 -11.6 -12 -12.4 -12.1
-1.2 -11.3 -11.4 -11.8 -11.5
-1.1 -10.8 -10.6 -11 -10.8
-1 -10.3 -9.8 -10.2 -10
-0.9 -9.6 -8.7 -9.3 -9.1
-0.8 -8.7 -7.3 -8.1 -7.7
-0.7 -7.4 -5.1 -6.1 -5.3
-0.6 -5.5 -1.8 -3.3 -2.3
-0.5 -3.4 1.5 -0.3 0.6
-0.4 -1.6 4 2.2 2.8
-0.3 -0.4 5.7 3.8 4.4
-0.2 0.3 6.5 4.7 5.3
-0.1 0.7 6.5 5 5.7
0 0.9 6.2 5 5.9
0.1 0.9 5.7 4.7 5.8
0.2 0.9 5.1 4.2 5.6
0.3 0.8 4.6 3.7 5.2
0.4 0.7 4 3.1 4.6
0.5 0.6 3.5 2.5 4
0.6 0.5 3 1.9 3.4
0.7 0.4 2.5 1.5 2.8
0.8 0.3 2.1 1 2.2
0.9 0.2 1.7 0.6 1.8
1 0.1 1.3 0.3 1.4
1.1 0 1 0 1
1.2 -0.1 0.8 -0.2 0.7
1.3 -0.1 0.6 -0.4 0.5
1.4 -0.2 0.4 -0.6 0.3
1.5 -0.2 0.3 -0.7 0.2
1.6 -0.2 0.1 -0.7 0.1
reactants 0 0 0 0
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Table C.7: Relative energies (kcal/mol) vs. intrinsic reaction coordinate (IRC) for reaction (g) of
Figure 8.4
B3LYP-CLOC
B3LYP BW2 M06-2X TS@IRC=0.0 TS@IRC=0.4
product 4.5 2.6 2 3.1 3.1
-0.9 4.2 2.8 3.6 4.8 3.6
-0.8 4.2 3 3.7 5.1 3.8
-0.7 4.2 3.2 3.9 5.7 4.1
-0.6 4.3 3.4 4.1 6.1 4.3
-0.5 4.3 3.7 4.4 6.8 4.8
-0.4 4.4 3.9 4.6 7.3 5.1
-0.3 4.5 4.3 5 8 5.7
-0.2 4.6 4.7 5.3 8.4 6.2
-0.1 4.7 5.2 5.7 8.9 6.8
0 4.8 5.8 6.1 9 7.5
0.1 4.8 6.5 6.5 9.1 8.1
0.2 4.7 7.2 6.9 9 8.6
0.3 4.5 7.7 7 8.5 8.7
0.4 3.9 7.8 6.9 7.7 8.2
0.5 3.1 7.5 6.1 6.4 7.3
0.6 2.2 6.9 5.1 4.9 6
0.7 1.8 6.3 4.5 3.8 4.9
0.8 1.4 5.9 4.1 3.1 4.1
0.9 1.1 5.4 3.8 2.5 3.4
1 0.8 5 3.5 2 2.8
1.1 0.6 4.5 3.2 1.6 2.3
1.2 0.5 4.1 2.9 1.3 1.8
1.3 0.3 3.7 2.6 1 1.5
1.4 0.2 3.4 2.3 0.8 1.1
1.5 0.2 3 2 0.6 0.9
1.6 0.1 2.7 1.6 0.4 0.7
1.7 0 2.4 1.3 0.3 0.5
1.8 0 2.1 1 0.2 0.3
1.9 0 1.8 0.7 0.1 0.2
2 -0.1 1.6 0.5 0.1 0.2
reactants 0 0 0 0 0
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Appendix D
Supplemental Data for Table 8.7
Supplemental data to that given in Table 8.7 is given in Table D.1. Note that all values given in
Table D.1 are computed strictly from the difference in SCF energies. I.e., all zero point energies,
enthalpies, etc. were neglected. Therefore these numbers should not be regarded as benchmarks,
but are simply for comparison purposes.
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Table D.1: Supplemental Data for Table 8.7: ∆Escf (kcal/mol) for reactions (a)-(g) of Figure 8.4.
Numbers in parenthesis were computed with TS@IRC=0.4.
CCSD(T) or BW2 M06-2X B3LYP B3LYP-CLOC
(a) Diels-Alder
∆Escf (r → ts) 68.28 66.70 60.44 65.75
∆Escf (p→ ts) 22.51 20.25 25.98 20.64
∆Escf (r → p) -45.77 -46.45 -34.46 -45.11
(b) electrocyclic
∆Escf (r → ts) 48.35 47.66 42.46 45.60
∆Escf (p→ ts) 31.54 30.35 31.16 28.98
∆Escf (r → p) -16.81 -17.31 -11.30 -16.62
(c) sigmatropic shift
∆Escf (r/p→ ts) 28.70 25.22 27.08 27.78
∆Escf (r → p) 0 0 0 0
(d) carbon radical
∆Escf (r → ts) 33.87 34.09 30.96 32.51
∆Escf (p→ ts) 6.80 5.55 7.28 5.51
∆Escf (r → p) -27.07 -28.54 -23.68 -27.00
(e) H2+H
∆Escf (r/p→ ts) 9.84 11.57 4.22 8.93
∆Escf (r → p) 0 0 0 0
(f) H2+OH
∆Escf (r → ts) 21.09 21.24 13.79 19.90
∆Escf (p→ ts) 6.53 4.99 0.94 5.87
∆Escf (r → p) -14.56 -16.25 -12.85 -14.03
(g) H2+Cl
∆Escf (r → ts) 5.26 5.07 0.30 5.92 (5.52)
∆Escf (p→ ts) 7.84 7.04 4.79 9.06 (8.66)
∆Escf (r → p) 2.58 1.97 4.49 3.14 (3.14)
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Appendix E
Complete suite of B3LYP-LOC
parameters
The complete suite of B3LYP-LOC parameters is given in Tables E.1-E.4. In Chapter 8, some
parameter values and definitions were modified from those in J. Chem. Theory Comput. 2009, 5,
2996 and Chapter 7. These changes are noted in Tables E.1-E.4.
Table E.1: LOCs for neutral species in kcal/mol for the 6-31++G(3df,3pd) and aug-cc-pVTZ bases
a. bond corrections, LOC(x)bond aug-cc-pVTZ 6-311++G(3df, 3pd)
1 NPOLH All A-H bonds other than
those assigned to POLH (F-H,
O-H, Cl-H) and IPOLH (S-H)
0.28 0.25
2 POLH F-H, O-H, Cl-H -0.81 -1.07
3 NPOLF F attached to any double
bonded group such as C=O,
C=C
-0.27 0.07
4 POLF Li-F, B-F, C-F, O-F, Cl-F, S-F -1.86 -0.78
Continued on Next Page. . .
APPENDIX E. COMPLETE SUITE OF B3LYP-LOC PARAMETERS 157
Table E.1 – Continued
5 SSBC Li-Li, B-Cl, C-N, C-O, any
single bond in a three-
membered-ring, any single
bond in a valence bond rep-
resentation of an aromatic
ring
-1.81 -1.26
6 MSBC C-C, C-Cl, N-N, O-O, N-O, F-
F, O-Cl, Na2
-2.52 -1.92
7 LSBC Si-C, S-C, S-O, S-N, any pair
of second row atoms other
than NaCl
-4.21 -2.49
8 DBC All double bonds -1.34 -0.53
9 TBNPOL Nonpolar triple bonds: C≡C,
N≡N, P≡P
-1.82 -1.31
10 TBPOL Polar triple bonds: C≡N 0.91 1.51
11 MSBC/LSBC 0.5 Applied for every bond
of approximate order 0.5
between any atom pairs
falling within the descrip-
tion of MSBC and LSBC.
Specifically, C· · ·C, C· · ·Cl,
N· · ·N, O· · ·O, N· · ·O, F· · ·F,
O· · ·Cl, Na· · ·Na, Si· · ·C,
S· · ·C, S· · ·O, S· · ·N, any pair
of second row atoms other
than NaCl
-2.051 -2.051
Continued on Next Page. . .
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Table E.1 – Continued
12 AA 1.5 Applied for every bond with
approximate bond order 1.5
-0.881 -0.881
13 AA 2.5 Applied for every bond with
approximate bond order 2.5
-0.771 -0.771
14 HH 0.5 Applied for every hydrogen-
hydrogen bond with approxi-
mate bond order 0.5
0.531 0.531
b. hybridization corrections, LOC(x)hyb aug-cc-pVTZ 6-311++G(3df,3pd)
15 Be sp sp hybridized Be 7.21 7.51
16 N/P sp2 sp2 hybridzed N or P 4.01 4.31
17 N/P sp3 sp3 hybridized N or P 3.1 3
18 N/P quart quaternary hybridized N or P 8.58 6.9
19 O sp2 sp2 hybridized O 0.42 0.95
20 O sp3 sp3 hybridized O 0.58 1.67
21 N/P sp1.5 Applied for every N or P atom
with hybridization that can
be considered partially sp and
partially sp2
4.271 4.271
22 N/P sp2.5 Applied for every N or P atom
with hybridization that can be
considered partially sp2 and
partially sp3
3.961 3.961
23 O sp2.5 Applied for every O with hy-
bridization that can be consid-
ered partially sp2 and partially
sp3
1.921 1.921
c. radical corrections, LOC(x)radical aug-cc-pVTZ 6-311++G(3df,3pd)
Continued on Next Page. . .
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Table E.1 – Continued
24 RH Applied if the atom on which
the localized singly occupied
orbital is localized is bonded
to a hydrogen. Applied addi-
tively for each radical and each
bonded hydrogen.
0.34 0.55
25 RA Applied if the atom on which
the localized singly occupied
orbital is localized is bonded to
another atom other than hy-
drogen. Applied additively for
each radical and each bonded
atom.
1.71 1.62
26 RT Applied if the radical resides
on an atom that is part of a
triple bond.
-2.43 -3.23
d. hypervalency corrections, LOC(x)hyperval aug-cc-pVTZ 6-311++G(3df,3pd)
Continued on Next Page. . .
APPENDIX E. COMPLETE SUITE OF B3LYP-LOC PARAMETERS 160
Table E.1 – Continued
27 OCT EXP Defined previously for Cl, P,
or S atoms that have a va-
lence shell expansion beyond
the usual octet. Also ap-
plied to any transition state
in which an atom (other than
hydrogen) experiences an in-
crease in coordination number
beyond its octet. This in-
cludes the pseudo-penta coor-
dinate transition state of SN2
reactions for example.
3.54 4.64
28 H dival Applied for every transition
state in which a hydrogen
atom is partially bonded to
two atoms, at least one of
which is neither carbon nor hy-
drogen
3.91 3.91
e. environmental correction, LOC(x)environ aug-cc-pVTZ 6-311++G(3df,3pd)
Continued on Next Page. . .
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Table E.1 – Continued
29 ESBC Consider a bond A-B with
neighboring bond A-A’. These
bonds may have bond orders
0.5, 1, and 1.5; i.e. BO =
0.5, 1, 1.5. Each bond is then
transformed into its percent
single bond character, PSBC.
For BO = 0.5, 1, and 1.5;
PSBC = 0.5, 1, and 0.5, re-
spectively. The PSBC for both
bonds A-B and A’-A are mul-
tiplied to arrive at the final
number of ESBCs assigned to
that bond pair. This is then
repeated for all bond pairs
throughout the system and the
sum of all these is taken as
the final ESBC for the system.
Note that neither A, B, nor A’
may be hydrogen or flourine.
Further, bond A-B may not be
a member of a three- or four-
membered ring.1
-0.51 -0.51
f. charge transfer correction, LOC(x)CT aug-cc-pVTZ 6-311++G(3df,3pd)
Continued on Next Page. . .
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Table E.1 – Continued
30 CT Na-Cl, Al-F, Si-F, P-F, any
valence bond formally charged
localized pair including those
where the + and - formal
charges are separated by mul-
tiple atoms (Li-F and other
short bond ionics count as nor-
mal single bonds.)
-6.44 -4
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Table E.2: LOCs for ionization potentials/cations in kcal/mol for the 6-31++G(3df,3pd) basis
a. intrinsic correction for the removal of e-
from the following atomic orbital:
6-311++G(3df,3pd)
31 IP U2p A Unpaired 2p in free atom -10.15
32 IP P2p A Paired 2p in free atom -5.77
33 IP U3p A/M Unpaired 3p or hybrid 3p in free atom
or molecule
0
34 IP P3p A/M Paired 3p or hybrid 3p in free atom or
molecule
0
35 IP U2p M Unpaired 2p hybridized in molecule -1.61
36 IP P2p M Paired 2p hybridized in molecule -4.38
b. intrinsic correction for the removal of e-
from the following bond:
6-311++G(3df,3pd)
37 IP B A-B A-B bond (single), where A and B are
first or second row atoms but not H or
F
1.84
38 IP B M short Short multiple bond such as C≡C,
C=C, C≡N, C=N, C=O, N≡N
2.31
39 IP B M long Long multiple bond such as P≡P,
C=S, Si≡Si, C-C in aromatic rings
4.38
c. correction for the delocalization of positive
charge
6-311++G(3df,3pd)
40 IP D SB A-H In a single bond through neighboring
e- density from A-H bonds
0.46
41 IP D SB A-F In a single bond through neighboring
e- density from A-F bonds
2.31
Continued on Next Page. . .
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Table E.2 – Continued
42 IP D SB A-B In a single bond through neighboring
e- density from A-B bonds
2.54
43 IP D A A-B On an atom through neighboring e-
density from A-B bonds
1.84
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Table E.3: LOCs for electron affinities/anions in kcal/mol for the aug-cc-pVTZ basis
a. intrinsic correction for the addition of an e-
to the following atomic orbital
aug-cc-pVTZ
44 EA AO U2p Unpaired 2p orbital in an atom -2.54
45 EA AO E2p Empty 2p orbital in an atom -4.61
46 EA AO U3p Unpaired 3p orbital in an atom -2.31
b. intrinsic correction for the addition of an e-
to the following molecular orbital
aug-cc-pVTZ
47 EA A1 close Closed first shell atom -6.69
48 EA Ep Empty p or p-hybridized shell in an
atom
-1.15
49 EA R MB First and second row atom with a lo-
calized radical AND is a member of a
multiple bond
-1.38
c. negative charge delocalization aug-cc-pVTZ
50 EA RD(-) Resonance delocalization of negative
charge in anion
2.54
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Table E.4: LOCs shared among ionization potentials/cations and electron affinities/anions in
kcal/mol for the 6-31++G(3df,3pd) and aug-cc-pVTZ bases
a. correction for interacting unpaired parallel
spins from
aug-cc-pVTZ, 6-311++G(3df,3pd)
51 SS 2p 2p and hybridized orbitals on atom in
cation or neutral
-2.77
52 SS 3p 3p and hybridized orbitals on atom in
cation, neutral, or anion
-1.61
53 SS 2p(-) 2p and 2p hybridized orbitals on atom
in anion
-1.61
1modified from original value/definition
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Appendix F
Reaction enthalpies computed with
B3LYP and B3LYP-LOC
Reaction enthalpies for all reactions given in Figure 7.1 are given in Table F.1.





















































1 -39.6 -30.1 -9.5 -40.8 1.2
2 -23.2 -13.3 -9.9 -25 1.8
3 -19.7 -4.4 -15.3 -18.2 -1.5
4 -30.4 -11.7 -18.7 -30.6 0.2
5 30.4 11.7 18.7 30.6 -0.2
6 -29.7 -10.3 -19.4 -29.2 -0.5
7 29.7 10.3 19.4 29.2 0.5
8 -10.6 -15.7 5.1 -12.4 1.8
9 -15.3 -10.2 -5.1 -15.6 0.3
Continued on Next Page. . .
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10 -10.5 -11.1 0.6 -10.4 -0.1
11 -18.3 -7 -11.3 -16.4 -1.9
12 -15.2 -5.7 -9.5 -15.1 -0.1
13 -23.2 -13.8 -9.4 -23.2 0
14 -21 -10.6 -10.4 -20 -1
15 -20 -11.8 -8.2 -21.2 1.2
16 -17.4 -10.7 -6.7 -20.1 2.7
17 -20.8 -11.4 -9.4 -20.8 0
18 -19.7 -8 -11.7 -17.4 -2.3
19 -15.6 -5.8 -9.8 -15.2 -0.4
20 -23.7 -13.6 -10.1 -23 -0.7
21 -22.5 -10.9 -11.6 -20.3 -2.2
22 -23.8 -11.9 -11.9 -21.3 -2.5
23 -19.9 -8.6 -11.3 -18 -1.9
24 -23.8 -14.1 -9.7 -23.5 -0.3
25 -57.7 -51.3 -6.4 -54.5 -3.3
26 -22 -15.7 -6.3 -23.1 1.1
27 -63.7 -58.3 -5.4 -62.4 -1.4
28 -21.5 -14.5 -7 -22.8 1.3
29 -60.7 -53.4 -7.3 -59.5 -1.2
30 -24.9 -16.1 -8.8 -26.4 1.5
31 -69 -62.4 -6.6 -68.5 -0.5
32 -25.6 -17 -8.6 -27.3 1.7
Continued on Next Page. . .
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33 -66 -58.4 -7.6 -64.5 -1.5
34 -24.1 -15.5 -8.6 -25.8 1.7
35 -14.1 -11 -3.1 -16.5 2.4
36 14.1 11 3.1 16.5 -2.4
37 -20.4 -22.1 1.7 -23.1 2.7
38 20.4 22.1 -1.7 23.1 -2.7
39 -16 -15.1 -0.9 -13.8 -2.2
40 16 15.1 0.9 13.8 2.2
41 -12.7 -12.4 -0.3 -11.1 -1.6
42 12.7 12.4 0.3 11.1 1.6
43 -23.2 -21.4 -1.8 -24.7 1.5
44 23.2 21.4 1.8 24.7 -1.5
45 -23.4 -20.4 -3 -23.6 0.2
46 23.4 20.4 3 23.6 -0.2
47 -23 -20.4 -2.6 -23.6 0.6
48 23 20.4 2.6 23.6 -0.6
49 -23.1 -19.6 -3.5 -22.8 -0.3
50 23.1 19.6 3.5 22.8 0.3
51 -22.9 -19.2 -3.7 -22.4 -0.5
52 22.9 19.2 3.7 22.4 0.5
53 -48.1 -42.5 -5.6 -46.5 -1.6
54 48.1 42.5 5.6 46.5 1.6
55 -26.2 -25.3 -0.9 -25.9 -0.3
Continued on Next Page. . .
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56 26.2 25.3 0.9 25.9 0.3
57 -22.2 -18.1 -4.1 -23.5 1.3
58 22.2 18.1 4.1 23.5 -1.3
59 -21.5 -15.1 -6.4 -22.5 1
60 21.5 15.1 6.4 22.5 -1
61 -20.7 -11.4 -9.3 -20.9 0.2
62 20.7 11.4 9.3 20.9 -0.2
63 -7.5 -3.2 -4.3 -8.6 1.1
64 7.5 3.2 4.3 8.6 -1.1
65 -11.3 -5.3 -6 -10.7 -0.6
66 11.3 5.3 6 10.7 0.6
67 -33.2 -31.4 -1.8 -35.2 2
68 33.2 31.4 1.8 35.2 -2
69 -39 -32.2 -6.8 -38.1 -0.9
70 39 32.2 6.8 38.1 0.9
71 0.82 -0.2 1 1.5 -0.7
72 -0.82 0.2 -1 -1.5 0.7
73 152 13.1 1.9 14.3 0.8
74 -152 -13.1 -1.9 -14.3 -0.8
75 2.62 4.9 -2.3 2.2 0.4
76 -2.62 -4.9 2.3 -2.2 -0.4
77 -14.32 -13.3 -1 -12.8 -1.5
78 n/a2 n/a n/a n/a
Continued on Next Page. . .
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79 -112 -11.4 0.4 -10.1 -0.9
80 n/a2 n/a n/a n/a n/a
81 -2.23 -4.5 2.3 -1.8 -0.4
82 2.53 0.4 2.1 0 1.9
83 4.52 1.6 2.9 4 0.5
84 6.52 2.2 4.3 4.8 1.7
85 12.92 9.1 3.8 12.1 0.8
86 -74 -6.6 -0.4 -6.3 -0.7
87 74 6.6 0.4 -6.3 -0.7
88 n/a4 n/a n/a n/a n/a
89 -13.84 -13.7 -0.1 -12.9 -0.9
90 13.84 13.7 0.1 12.9 0.9
91 -20.14 -22.2 2.1 -19.8 -0.3
92 20.14 22.2 -2.1 19.8 0.3
93 -6.24 -2.1 -4.1 -2.4 -3.8
94 6.24 2.1 4.1 2.4 -3.8
95 -10.84 -4.6 -6.2 -8.6 -2.2
96 10.84 4.6 6.2 8.6 2.2
97 -3.34 -2 -1.3 -2.8 -0.5
98 3.34 2 1.3 2.8 0.5
99 5.64 0.3 5.3 2.1 3.5
100 -5.64 -0.3 -5.3 -2.1 -3.5
101 n/a n/a n/a n/a n/a
Continued on Next Page. . .
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102 n/a n/a n/a n/a n/a
103 n/a n/a n/a n/a n/a
104 n/a n/a n/a n/a n/a
105 n/a n/a n/a n/a n/a
1see Figure 7.1
2from Kang, J. K.; Musgrave, C. B. JChemPhys 2001, 115, 11040
3calculated using Hesss Law from G2 or experimental enthalpies of reaction given in Kang, J.K.; Musgrave, C. B.
JChemPhys 2011, 115, 11040.
4from Zhao, Y.; Gonzalez-Garcia, N.; Truhlar, D. G. J. Phys. Chem. A 2005, 109, 2012-2018.
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Appendix G
Barrier heights computed with
B3LYP and B3LYP-LOC
Barrier heights for all reactions given in Figure 7.1 are given in Table G.1. Note that the ∆H‡B3LYP−CLOC
numbers were first computed in Chapter 7 and then necessarily recomputed in Chapter 8. Values
which changed by greater than 0.1 kcal/mole are noted.
Table G.1: Barrier heights, ∆H‡, in kcal/mol









1 25 26.9 -1.9 21.31 3.81
2 21.6 23.7 -2.1 19.11 2.51
3 15.9 23.8 -7.9 16.11 -0.21
4 21.8 32.1 -10.3 23.41 -1.61
5 52.2 43.8 8.4 541 -1.71
6 23.4 33.6 -10.2 24.91 -1.51
7 53.1 43.9 9.2 54.11 -0.91
8 31.9 31.3 0.6 32.91 -11
9 30.2 30.3 -0.1 27.71 2.51
10 28.1 26.9 1.2 25.81 2.31
Continued on Next Page. . .
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Table G.1 – Continued









11 20.5 26.2 -5.7 22.1 -1.6
12 20.3 24.7 -4.4 20.6 -0.3
13 19.4 23.8 -4.4 19.7 -0.3
14 19.3 24.8 -5.5 20.7 -1.4
15 21.8 26 -4.2 21.9 -0.1
16 20.9 25.5 -4.6 21.4 -0.5
17 21.4 26.1 -4.7 22 -0.6
18 19.6 24.9 -5.3 20.8 -1.2
19 20.8 25.9 -5.1 21.8 -1
20 19.1 22.9 -3.8 18.8 0.3
21 18.7 25.1 -6.4 21 -2.3
22 19.9 22.1 -2.2 18 1.9
23 16.8 17.5 -0.7 13.4 3.4
24 20.7 25.3 -4.6 21.2 -0.5
25 20.1 22 -1.9 20.31 -0.21
26 19.3 20.9 -1.6 17.81 1.51
27 19 21.6 -2.6 18.61 0.41
28 19 21.5 -2.5 17.11 1.91
29 17.3 20.6 -3.3 16.51 0.81
30 16.4 19.7 -3.3 14.2 2.2
31 17.3 20.7 -3.4 16.61 0.71
32 16.9 21.7 -4.8 16.2 0.7
33 17.3 20.7 -3.4 16.61 0.71
34 16.7 20.3 -3.6 14.8 1.9
35 7.9 8.3 -0.4 8.31 -0.41
36 22 19.3 2.7 24.71 -2.71
Continued on Next Page. . .
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Table G.1 – Continued









37 -1.3 -5.1 3.8 -5.11 3.81
38 19 17 2 181 11
39 -3.4 -3.8 0.4 -0.51 -2.91
40 12.6 11.3 1.3 13.21 -0.61
41 -4.6 -5.2 0.6 -1.91 -2.71
42 8 7.2 0.8 9.11 -1.11
43 6.1 6.2 -0.1 4.61 1.51
44 29.3 27.6 1.7 29.31 01
45 5.8 7.3 -1.5 6.31 -0.51
46 29.3 27.6 1.7 29.81 -0.61
47 5.8 7.5 -1.7 6.51 -0.71
48 28.8 27.9 0.9 30.11 -1.31
49 5.7 7.6 -1.9 6.61 -0.91
50 28.8 27.2 1.6 29.41 -0.61
51 5.4 7.1 -1.7 6.7 -1.2
52 28.4 26.3 2.1 29 -0.7
53 8.2 11 -2.8 8.41 -0.21
54 56.3 53.5 2.8 54.91 1.41
55 7.5 8.2 -0.7 7.21 0.31
56 33.7 33.5 0.2 33.21 0.51
57 5.4 6.8 -1.4 4.71 0.71
58 27.6 24.9 2.7 28.21 -0.61
59 4.1 7.4 -3.3 4.8 -0.7
60 25.7 22.5 3.2 27.4 -1.7
61 2.5 7.6 -5.1 4.51 -21
62 23.2 19 4.2 25.41 -2.21
Continued on Next Page. . .
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Table G.1 – Continued









63 12 14.3 -2.3 12.21 -0.21
64 19.6 17.5 2.1 20.81 -1.21
65 9.7 11.8 -2.1 9.71 01
66 21.1 17.1 4 20.41 0.81
67 2 3.1 -1.1 1.51 0.51
68 35.3 34.6 0.7 36.81 -1.51
69 -0.5 2 -2.5 -0.11 -0.41
70 38.6 34.1 4.5 37.91 0.71
71 10.92 8.7 2.2 10.6 0.3
72 10.82 8.9 1.9 9.2 1.6
73 18.52 12 6.5 18.3 0.2
74 3.92 -1.1 5 4.1 -0.2
75 11.52 10.3 1.2 10.6 0.9
76 7.32 5.5 1.8 8.5 -1.2
77 4.72 -2 6.7 4.3 0.4
78 8.62 0.4 8.2 7.1 1.5
79 1.42 -4.8 6.2 1.9 -0.5
80 14.82 14.1 0.7 15.5 -0.7
81 92 6.3 2.7 9.3 -0.3
82 8.82 3.2 5.6 7.4 1.4
83 11.42 7.5 3.9 13.7 -2.3
84 8.12 1.1 7 6.8 1.3
85 18.72 14.1 4.6 20.1 -1.4
86 10.44 7 3.4 13 -2.6
87 17.44 13.6 3.8 19.3 -1.9
88 9.64 3.8 5.8 8.51 1.11
Continued on Next Page. . .
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Table G.1 – Continued









89 3.54 0.8 2.7 5.8 -2.3
90 17.34 14.5 2.8 18.7 -1.4
91 3.14 0.8 2.3 3.1 0
92 23.24 22.8 0.4 22.7 0.5
93 n/a4 n/a n/a n/a n/a
94 n/a4 n/a n/a n/a n/a
95 7.54 6.3 1.2 9.4 -1.9
96 18.34 10.9 7.4 181 0.31
97 14.54 9.8 4.7 14.8 -0.3
98 17.84 11.8 6 17.5 0.3
99 13.74 3.1 10.6 8.41 5.31
100 8.14 2.8 5.3 6.3 1.8
101 24.3 20.2 4.1 25.91 -1.61
102 51.6 46.6 5 50.1 1.5
103 36.8 35.8 1 36.21 0.61
104 23.7 24.9 -1.2 25.31 -1.61
105 34.5 34.4 0.1 34.11 0.41
1value changed by more than 0.1 kcal/mol between Chapter 7 and 8
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Appendix H
Detailed LOC assignments
The LOCs assigned to the reactions of Figure 7.1 are shown in Table H.1.
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Appendix I
Differences between the cluster model
employed by Liu et al. and ours
We have chosen to exclude W69 included in the model of Liu et al. This residue serves to
flank the DNA base in the active site, forming a pi−pi stacking interaction. However, hybrid
DFT’s poor description of dispersion is well documented. [143] Therefore, we have chosen to
omit this residue, as we believe its inclusion will only introduce noise into the method.
We have neutralized the charge on the DNA base, whereas Liu et al. treated this base
as cationic. See Supplementary Figure I.1. Inspection of the hydrogen bonding network
of the entire protein strongly suggests that this base is in fact neutral. Leaving this base
protonated, would lead to the formation of a net +1 charge in the active site if a standard
protonation protocol for all amino acid residues is adopted. Furthermore, we know that AlkB
repairs many different lesions, including those on 1-methylguanosine, 3-methylthymidine and
1,N6-ethenoadenine. However, these substrates are neutral and therefore it seems reasonable
that 1-methyladenine, when docked into AlkB, is also neutral.
Because we have neutralized the DNA base in our model (whereas Liu et al. treated
it as cationic) we have also omitted Glu136, which serves to form a salt bridge to cationic
1-methyladenine in Liu’s model. To have a cluster model which is overall neutral, we have
omitted this residue.
We have included residue 208, where this residue is threonine in the wildtype and alanine
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Figure I.1: 1-methyladenine, the model substrate used in this work, in both its cationic and neutral
forms. While the cationic form was used in the work of Liu et al., we have employed the neutral
form in the computational studies reported herein. Only the base has been shown, while the rest
of the DNA is implied.
in the T208A mutant. As discussed extensively in the manuscript, we believe this residue is
altering the electronics of the catalytic cycle and have therefore included this residue in our
model to probe this effect.
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Appendix J
Catalytic Cycle of AlkB
The catalytic cycle proposed previously by Yu et al. is shown in Supplementary Figure
J.1. [14, 15] The reaction modeled in this work is shown immediately following “oxyferryl
migration”.
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Figure J.1: Proposed mechanism of AlkB’s DNA repair activity. Note that while 1-methyladenine
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