of some singular distributions (with support 0; 1]), which contain oscillatory terms. They suspect, that this is a general feature of singular distributions and that this behavior provides a striking contrast with what happens for absolutely continuous distributions. In the present note, however, we give examples of singular and absolutely continuous measures with very similiar asymptotic behavior of their moments. Finally, we give a short proof of the fact that the drop-o rate of the moments is exactly the local measure dimension about 1 (if it exists).
Introduction
Suppose we are given a measure on the real line. It is uniquely determined by the distribution (x) = ((?1; x)) for x and since e n(t?1) t n ;
we obtain 0 e n(t?1) ? t n 4e ?2
2 n e n(1? )(t?1) : From this estimate (3) follows immediately by integration.2 Obviously, the sequence (c n ) is closely related to the exponential generating function of (c n ): With
we havẽ c n = f(n)e ?n : For the simple type of self-similiar distributions studied here, we obtain explicit expressions for f(x) or ln f(x) as (very special) in nite sums. Their asymptotic behavior is given by Lemma 2 Let G 2 C 
Proof: This is just the usual formula of partial integration, which is valid in the case of a Stieltjes integral, too (since the integrand t n is a monotone and continuous function): Now we apply to the sum our lemma 2 with a = 2 and G(x) = 2(x The coe cient C 0 can be calculated by (4), and we obtain (since the Frullani integral Z 1 0 e ? 3 2 x ? e ?2x
x dx is known to be ln But (3) showsc n ? c n = O 1 n 2 , and this proves our theorem.2 After we have shown that there are absolutely continuous distributions with strange asymptotics for the moments, we add an example of a singular distribution with very regular asymptotics for its moments. The idea is to use (9) to enclose a singular distribution between two very near and regular distributions with known moments. Indeed, if we have three distributions 0 (t); 1 (t) and (t) with 0 (t) (t) 1 (t) and 0 (1) = (1) = 1 (1) , from (9) immediately follows c n ( 1 ) c n ( ) c n ( 0 ). This simple fact together with the following gure 6 -0 (t) = t 1 (t) = t + e Consequently, lim n!1 t n = 1, and (t) is well-de ned for any t 2 0; 1). Of course, we set (1) = lim n!1 (t n ) = lim n!1 t n+2 = 1: Thus, we have 0 (t) Since > 0 was arbitrary, we are done. 2
