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REFLECTION PRINCIPLES, GCH AND THE UNIFORMIZATION
PROPERTIES
JING ZHANG
Abstract. Reflection principles (or dually speaking, compactness principles)
often give rise to combinatorial guessing principles. Uniformization properties,
on the other hand, are examples of anti-guessing principles. We discuss the
tension and the compatibility between reflection principles and uniformization
properties at the level of the second uncountable cardinal.
1. Introduction, backgrounds and preliminaries
Reflection principles usually entail certain combinatorial guessing principles. For
example, at the level of inaccessible cardinals, κ being a measurable cardinal (or
just a subtle cardinal) implies ♦(κ) holds, due to Jensen-Kunen [JK69]. If κ is
supercompact, then there exists a function from κ to Vκ that exhibits very strong
guessing properties, due to Laver [Lav78]. See [Ham02] for a finer analysis at
smaller large cardinals. There are also studies on the compatibility of compactness
principles and the failure of guessing principles at inaccessible cardinals, see for
example [Cum], [BN19], [BNGH19], [DH06], [Gol16],
At the level of successor cardinals, there are also analogous phenomena. How-
ever, to avoid trivialities, we must be careful at the questions asked. Recall by a
celebrated result of Shelah [She10], for any uncountable cardinal κ, 2κ = κ+ implies
♦(S) holds for any stationary S ⊂ {α < κ+ : cf(α) 6= cf(κ)}. In the presence of
GCH, it still makes sense to ask the validity of diamond at the critical cofinality,
namely ♦(Eκ
+
cf(κ)). The study now is naturally divided into two cases: successors of
a regular uncountable cardinal, or successors of a singular cardinal. For more infor-
mation regarding the case on the successors of a singular cardinal, see for example
[Zem10], [GR12], [Rin10], [Rin11].
We will focus on successors of a regular uncountable cardinal in this paper. For
simplicity, we will deal with the second uncountable cardinal ω2 and the general-
ization to any other successor of a regular uncountable cardinal is straightforward.
It is a theorem of Shelah [SK80] that it is consistent with GCH that ♦(Eω2ω1 ) fails.
In fact, he obtained a stronger conclusion. To state the result, we need some defi-
nitions. Let S20 denote E
ω2
ω and S
2
1 denote E
ω2
ω1
for the rest of this article.
Definition 1.1. A sequence of functions η¯ = 〈ηδ : δ ∈ S21〉 is called a ladder system
on S21 if for each δ ∈ S
2
1 , ηδ is an unbounded subset of δ of order type ω1. A ladder
coloring on η¯ is a sequence of functions c¯ = 〈cδ ∈ ηδ2 : δ ∈ S21〉. A ladder coloring
c¯ is constant if each cδ is a constant function.
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Definition 1.2. Given a ladder system η¯ on S21 , we say the 2-uniformization prop-
erty holds for η¯ (abbreviated as Unif2(η¯)), if for any ladder coloring c¯ on η¯, there
exists a uniformizing function h : ω2 → 2 for c¯, namely h satisfies that for any
δ ∈ S21 , there exists γ < δ such that h(γ
′) = cδ(γ
′) for all γ′ ∈ ηδ − γ.
Remark 1.3. For any cardinal λ and any ladder system η¯ on S21 , we can define the
λ-uniformization property or Unifλ(η¯) analogously.
It is not hard to see that ♦(S21) implies Unif2(η¯) fails for any ladder system η¯
on S21 . In the model of Shelah [SK80], GCH holds and there exists a ladder system
η¯ on S21 such that Unif2(η¯) holds. Even better, the ladder system in that model
witnessing the uniformization property is somewhat “large”.
Definition 1.4. Given ladder systems η¯ and ν¯ on S21 , we say
(1) η¯ is club if each ηδ is a closed unbounded subset of δ;
(2) η¯ is stationary if each ηδ is a stationary subset of δ;
(3) η¯ is indexed by T (where T ⊂ ω1) with respect to ν¯ if for each δ ∈ S21 ,
ηδ = νδ[T ], where {νδ(i) : i < ω1} is the increasing enumeration of νδ and
νδ[T ] = {νδ(i) : i ∈ T }. We write η¯ = ν¯ ↾ T ;
(4) η¯ is indexed by T if there exists a club ladder system ν¯ such that η¯ is indexed
by T with respect to ν¯.
The ladder system η¯ in Shelah’s model witnessing that Unif2(η¯) holds is indexed
by a stationary co-stationary subset of ω1. This in some sense is that best we can
do, since by another theorem of Shelah [She98], ZFC proves that ¬Unif2(η¯) for any
club ladder system η¯ on S21 .
It is well-known that unlike ω1, there are many compactness principles that can
consistently hold at ω2. Hence, though GCH is consistent with ¬♦(S21), it may
change once we add various assumptions asserting that ω2 is “compact”.
Definition 1.5. We let
(1) Refl(S20 ) abbreviate the assertion that every stationary subset S ⊂ S
2
0 re-
flects, namely there exists δ ∈ S21 such that S ∩ δ is stationary in δ;
(2) Refl∗(S
2
0) abbreviate the assertion that every stationary subset S ⊂ S
2
0
reflects to a club, namely there exists δ ∈ S21 such that S∩δ contains a club
subset of δ.
(3) ReflT (S
2
0) (where T ⊂ ω1 is stationary) abbreviate the assertion that every
stationary subset S ⊂ S20 reflects with pattern T , namely: for any club
ladder system 〈νδ : δ ∈ S21〉 and any stationary S ⊂ S
2
0 , there exists δ ∈ S
2
1
such that S ∩ νδ[T ] is stationary in δ.
Note that
• Refl∗(S20)⇒ ReflT (S
2
0) for all stationary T ⊂ ω1 and
• for stationary sets T ⊂ T ′ ⊂ ω1, ReflT (S20)⇒ ReflT ′(S
2
0) and
• Refl(S20 )⇔ Reflω1(S
2
0).
Suppose Refl∗(S
2
0) holds and 2
ω1 = ω2, then ♦(S21) must also hold (see [FMS88]).
For generalizations and variations, see [FMR20], [Tod82]. The following local ver-
sion of a theorem due to Shelah [She84] gives another scenario certifying that ω2 is
“compact enough” to imply ♦(S21).
Definition 1.6. Let I be a countably complete ideal on ω1. We say that
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(1) I is precipitious if whenever U is a generic V -ultrafilter added after forcing
P (ω1)/I over V , Ult(V, U) is well-founded,
(2) I is saturated if P (ω1)/I is ω2-c.c and
(3) I is pre-saturated if P (ω1)/I is precipitious and P (ω1)/I preserves ω
V
2 as
a cardinal.
Theorem 1.1 (Shelah). Suppose 2ω1 = ω2. Suppose further that there exists a
stationary set T ⊂ ω1 such that ReflT (S20 ) and NSω1 ↾ T is saturated. Then ♦(S
2
1)
holds.
Proof. By [She10], 2ω1 = ω2 implies ♦(S20) holds. We will show ♦
−(S21) holds,
which is well-known to be equivalent to ♦(S21) by a result of Kunen. Let 〈Sα :
α ∈ S20〉 be a ♦(S
2
0)-sequence. Fix a club ladder system ν¯ = 〈νδ ⊂ S
2
0 : δ ∈ S
2
1〉.
Fix δ ∈ S21 . Consider Aδ =def {T
′ ⊂ T : T ′ is stationary and for any ξ < ξ′ ∈
T ′, Sνδ(ξ) ⊑ Sνδ(ξ′)}. For each T
′ ∈ Aδ, let BδT ′ =
⋃
ξ∈T ′ Sνδ(ξ). Let A
′
δ be a
maximal subset of Aδ satisfying that for any C,D ∈ A′δ, C ∩ D is non-stationary.
As NSω1 ↾ T is saturated, |A
′
δ| ≤ ℵ1. Let Cδ = {B
δ
T ′ : T
′ ∈ A′δ}. We claim
〈Cδ : δ ∈ S21〉 is a ♦
−(S21)-sequence.
Suppose X ⊂ ω2 is given. There exists a stationary S ⊂ S20 such that for all
α ∈ S, X ∩ α = Sα. Find δ ∈ S21 such that S ∩ νδ[T ] is stationary. Therefore,
there is a stationary T ′ ⊂ T such that νδ[T ′] = S ∩ νδ[T ] and T ′ ∈ Aδ. By the
maximality of A′δ, there exists T
∗ ∈ A′δ such that T
∗∩T ′ is stationary. This implies
BδT∗ = B
δ
T ′ = X ∩ δ ∈ Cδ. 
It is now a natural question whether we can weaken the hypothesis, specifically
regarding the degree of “compactness” of ω2, in Theorem 1.1. Our main result
(Theorem 1.2) describes a consistent scenario (relative to the existence of large
cardinals) that GCH holds, ω2 is “compact” in a sense yet ♦(S21) fails. This serves
as an evidence that Theorem 1.1 is optimal in a sense. In particular, it is not
possible to replace the (local) saturation of NSω1 in the hypothesis of Theorem 1.1
with the pre-saturation of NSω1 .
Definition 1.7. ω2 is generically supercompact via some countably closed forcing
if for any λ, there exists a countably closed forcing P , such that whenever G ⊂ P
is generic over V , in V [G], there exists an elementary embedding j : V → M with
critical point ω2 such that j(ω2) > λ and j
′′λ ∈M .
Remark 1.8. The fact that ω2 is generically supercompact via some countably closed
forcing is a strong reflection principle. A game-theoretic equivalent formulation
of this principle, called the Game Reflection Principle, was studied in [K0¨7]. In
particular, it implies that ReflT (S
2
0) holds for all stationary T ⊂ ω1 and NSω1 is
presaturated. See Section 4.1 for more information.
Theorem 1.2. Relative to the existence of a supercompact cardinal, it is consistent
that
(1) GCH holds,
(2) ω2 is generically supercompact via some countably closed forcing and
(3) there exists a ladder system η¯ on S21 such that Unif2(η¯) holds.
Remark 1.9. One may wonder if CH plays a role here. Indeed, if there exists a
ladder system η¯ on S21 such that Unif2(η¯) holds, then CH must hold. To see this,
note:
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• Unif2ω(η¯) must hold. Given c¯ = 〈cδ : ηδ → 2ω〉, let c¯n be a ladder coloring
on η¯ such that cnδ (γ) = cδ(γ)(n). Apply Unif2(η¯) to get fn : ω2 → 2
uniformizing c¯n for each n ∈ ω. It is easy to check that f : ω2 → 2ω defined
as f(α) = 〈fn(α) : n ∈ ω〉 uniformizes c¯.
• Unifω2(η¯) must fail. This is witnessed by the ladder coloring c¯ such that
for any δ ∈ S21 , cδ ≡ δ, namely cδ is the constant function δ on ηδ.
However, there are still related and meaningful questions in the absence of CH.
See Section 6 for more information.
The paper is organized as follows:
• Section 2 describes a ladder system on S21 and the uniformization forcing
with respect to that ladder system;
• Section 3 gives the details of the proof of Theorem 1.2;
• Section 4 presents two variations of the model in Section 3. In the first vari-
ation, the reflection principle is weakened and the uniformization property
is strengthened. In the second variation, we deal with the monochromatic
uniformization property on a club ladder system;
• Section 5 describes a model obtained from the existence of a weakly compact
cardinal;
• Section 6 concludes with some questions and remarks.
2. Nice ladder systems and the uniformization forcing
We assume the ground model satisfies GCH and κ is a Mahlo cardinal.
2.1. Nice ladder systems. In this subsection, we will define in V Coll(ω1,<κ) a club
ladder system ν¯ = 〈νδ : δ ∈ κ∩ cof(ω1)〉. The ladder system on which we will force
the uniformization property will be indexed by some T ⊂ ω1 with respect to ν¯.
Work in V , define a function f on the strongly inaccessible cardinals below κ
such that whenever such γ is given, f(γ) is a (Coll(ω1, < γ) × Coll(ω1, γ+++))-
name satisfying the following: whenever g ∗ h ⊂ Coll(ω1, < γ)× Coll(ω1, γ+++) is
generic over V , in V [g ∗ h], fix a bijection F = ω1 → (γ+)V and also a surjection
l =
⋃
h : ω1 → (γ+++)V . Define a ⊂-increasing continuous sequence 〈Nξ : ξ < ω1〉
such that
(1) (H(γ+++))V [g] ∈ N0,
(2) Nξ ∈ V [g] and Nξ ≺ (H(γ+4),∈,≺∗)V [g] where ≺∗ is a well-ordering of
(H(γ+4))V [g],
(3) Nξ ∩ γ ∈ γ and Nξ is of size ℵ1,
(4) Nξ+1 is countably closed,
(5) F ↾ ξ + 1, l ↾ ξ + 1, 〈Nζ : ζ ≤ ξ〉 ∈ Nξ+1.
For each ξ < ω1, let δξ = Nξ ∩ γ and let νγ = {δξ : ξ < ω1}. Back in V , let
f(γ) = ν˙γ where ν˙γ is a (Coll(ω1, < γ) × Coll(ω1, γ+++))-name for the object νγ
defined above.
Now if G ⊂ Coll(ω1, < κ) is generic over V , then let S ⊂ κ consist of ordinals
that are strongly inaccessible cardinals in V . Since Coll(ω1, < κ) is κ-c.c, both S
and Sc ∩ cofV (> ω) remain stationary. It is also well-known that ♦(Sc ∩ cof(ω1))
holds in V [G]. Fix a ♦(Sc ∩ cof(ω1))-sequence 〈sα : α ∈ Sc ∩ cof(ω1)〉. Define 〈νγ :
γ ∈ κ ∩ cof(ω1)〉 such that if γ ∈ S, νγ = (ν˙γ)
G↾γ×G(γ+++) and if γ ∈ Sc ∩ cof(ω1),
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then if sγ is a club subset of γ, then νγ ⊂ sγ is a club subset of order type ω1 with
nacc(νδ) ⊂ nacc(sδ). Otherwise, νγ is any club subset of γ of order type ω1.
Remark 2.1. The ladder system ν¯ defined above is nice, in the sense that it satisfies
the following strong club guessing property: for any club D ⊂ ω2, there exists
stationarily many γ ∈ S21 such that νγ ⊂ D ∩ γ and nacc(νγ) ⊂ nacc(D ∩ γ). This
is guaranteed already by ♦(Sc ∩ cof(ω1)). The part of the ladder defined on S will
be useful in the consistency proof in Section 3.
2.2. Forcing the uniformization property. Work in V [G], whereG ⊂ Coll(ω1, <
κ) is generic over V . Let T ⊂ ω1 be an uncountable co-stationary set. Our goal is
to force the 2-uniformization property on η¯ = ν¯ ↾ T .
Suppose we are given a ladder coloring c¯ = 〈cδ ∈ηδ 2 : δ ∈ ω2 ∩ cof(ω1)〉, the
uniformization forcing Pc¯ consists of f : α → 2 where α < ω2 such that for any
δ ≤ α and δ ∈ cof(ω1), f ↾ ηδ =∗ cδ. The order relation is extension. Note that Pc¯
satisfies that any countable decreasing sequence has a greatest lower bound.
The final forcing is a < κ-support iteration of 2-uniformization forcings of length
κ+, namely 〈Pγ , Q˙β : γ ≤ κ
+, β < κ+〉 such that Pγ Q˙γ = P ˙¯c for some ladder
coloring ˙¯c on η¯.
Definition 2.2. Let α ≤ κ+ be given. We say r ∈ Pα is flat if there exists β < κ,
for any γ ∈ support(r), there is f ∈ V ∩ 2β, such that r ↾ γ Pα r(α) = fˇ .
Notation 2.3. Let α′ ≤ α ≤ κ+ be given. Suppose p ∈ Pα and q ∈ Pα′ are such
that q ≤Pα′ p ↾ α
′, then q ∨ p denote the condition t ∈ Pα where
t(γ) =
{
q(γ), γ < α′
p(γ), otherwise
.
The following facts due to Shelah will be crucial to conclude that the iteration
forces Unif2(η¯):
Theorem 2.1 (Shelah, [SK80]). Suppose T ⊂ ω1 is an uncountable co-stationary
set and ♦(T c) holds and suppose η¯ = ν¯ ↾ T , where ν¯ is a nice club ladder system
on S21 . Let κ = ω2 and 〈Pγ , Q˙β : γ ≤ κ
+, β < κ+〉 be a < κ-support iteration of
2-uniformization forcings with respect to η¯. Then the following hold:
(1) {r ∈ Pκ+ : r is flat} is a dense subset of Pκ+ ,
(2) Pκ+ is ω1-distributive.
In particular, under the hypothesis of Theorem 2.1, Pκ+ preserves all cardinals.
Furthermore, the fact that Pκ+ is κ
+-c.c, which is a consequence of (2), makes it
possible (with the standard book-keeping methods) that all ladder colorings which
appear in the final model are considered in some intermediate model. Therefore,
Pκ+ forces Unif2(η¯).
To give the reader a sense of how Theorem 2.1 is proved, we include here a proof
sketch for a special case, i.e. the 2-step iteration. The proof presented here is not
the simplest one can find for this special case, but it contains the key ideas to prove
the general case, which will also be used in the proof of Theorem 1.2.
Proof sketch of Theorem 2.1. Fix a nice club ladder system ν¯, an uncountable co-
stationary subset T ⊂ ω1 and η¯ = ν¯ ↾ T . Let c¯0 be a ladder coloring on η¯ and ˙¯c1 be
a Pc¯0-name for a ladder coloring on η¯. The forcing we are dealing with is Pc¯0 ∗P ˙¯c1 .
First, we show that Pc¯0 is ω1-distributive. Let f˙ : ω1 → Ord be a Pc¯0-name and
6 JING ZHANG
p ∈ Pc¯0 . Find an ⊆-increasing continuous sequence 〈Nξ : ξ < ω1〉 such that for
some sufficiently large regular θ,
• Nξ ≺ (H(θ),∈, ⊳) where ⊳ is a well ordering of H(θ),
• 〈Nζ : ζ ≤ ξ〉 ∈ Nξ+1 and
• |Nξ| = ℵ1 and Nξ+1 is countably closed.
Let δξ = Nξ ∩ ω2. Let δ = supξ<ω1 δξ. We then recursively define 〈pξ : ξ < ω1〉
such that
• p0 = p,
• pξ+1 decides f˙ ↾ ξ,
• pξ+1 ∈ Nξ+1 and
• pξ obeys c0δ , in the sense that pξ ⊃ c
0
δ ↾ δξ.
At limit stages, we just take the inverse limit. Suppose we have defined pξ where
ξ < ω1. By the hypothesis, we know that dom(pξ) ≤ δξ. Therefore, c
0
δ ↾ [δξ, δξ+1)∩
ηδ ∈ Nξ+1 by the fact that Nξ+1 is countably closed and ηδ has order type ω1. In
Nξ+1, we can first extend pξ to obey c
0
δ ↾ [δξ, δξ + 1), and then extend again to
decide f˙ ↾ ξ.
Let p∞ =
⋃
ξ<ω1
pξ. It is immediate from the construction that p∞ ∈ Pc¯0 which
forces f˙ to be in V .
Notice that the construction above works even when η¯ is a club ladder system
on S21 . Recall a theorem of Shelah saying Unif2(η¯) must fail for any club ladder
system η¯. We must make use of the fact that η¯ = ν¯ ↾ T and ♦(T c) to deal with
iterations.
To deal with Pc¯0 ∗P ˙¯c1 , it is no longer the case we know what ˙¯c
1 is in the ground
model, since it very much depends on the generic for Pc¯0 . The key point now is
instead of building a linear sequence (namely, 〈pξ : ξ < ω1〉) as in the previous
case, we need to build a tree anticipating all possibilities of ˙¯c1. During the process,
♦(T c) is used to guess the “correct” branch.
Let f˙ : ω1 → Ord be a given Pc¯0 ∗P ˙¯c1-name and (p, q˙) ∈ Pc¯0 ∗P ˙¯c1 . We will show
there exists (p′, q˙′) ≤ (p, q˙) forcing f˙ = gˇ for some g. Note that it is immediate
from the ω1-distributivity of Pc¯0 that the collection of flat conditions in Pc¯0 ∗ P ˙¯c1
is dense.
Making use of the nice-ness of ν¯, we are able to find 〈Nξ : ξ < ω1〉 such that for
some sufficiently large regular θ,
• f˙ , (p, q˙) ∈ N0,
• Nξ ≺ (H(θ),∈, ⊳) where ⊳ is a well ordering of H(θ),
• 〈Nζ : ζ ≤ ξ〉 ∈ Nξ+1,
• |Nξ| = ℵ1 and Nξ+1 is countably closed and
• letting δξ = Nξ ∩ω2 for each ξ < ω1 and δ = supξ<ω1 δξ, we have νδ = {δξ :
ξ < ω1}.
As a result, ηδ = {νδ(ξ) : ξ ∈ T } = {δξ : ξ ∈ T }. For each ξ < ω1, let Tξ consist
of all possible t : ηδ ∩ δξ → 2 and notice that Tξ ∈ Nξ+1 by the countable closure
of Nξ+1. By copying a ♦(T c)-sequence to the club νδ, we may assume there exists
〈tξ ∈ Tξ : ξ ∈ T c〉 such that for any s : ηδ → 2, there exists stationarily many
ξ ∈ T c such that s ↾ ηδ ∩ δξ = tξ.
Notice that Tξ ∈ Nξ+1 for ξ ∈ ω1. Define {q
ξ
t : ξ ∈ ω1, t ∈ Tξ} such that:
• qξt ≤ (p, q˙),
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• 〈qξt : t ∈ Tξ〉 ∈ Nξ+1,
• dom(qξt (0)) ≤ δξ and Pc¯0 dom(q
ξ
t (1)) ≤ δξ,
• qξt (0) obeys c
0
δ,
• qξt obeys t, namely Pc¯0 q
ξ
t (1) ⊃ t,
• for t, t′ ∈ Tξ, q
ξ
t (0) = q
ξ
t′(0),
• for any ξ < ξ′, t ∈ Tξ and t′ ∈ Tξ′ , if t ⊏ t′, then q
ξ′
t′ ≤ q
ξ
t ,
• if ξ ∈ T c, qξ+1tξ decides f˙ ↾ ξ (note that if ξ ∈ T
c, Tξ = Tξ+1 so tξ ∈ Tξ+1).
Suppose for a moment that this construction is successful. We let p∗ =
⋃
t∈Tξ
qξt (0).
Define a Pc¯0 -name q˙
∗ such that p∗ P
c¯0
q˙∗ =
⋃
t∈Tξ,t⊂c
1
δ
qξt (1). Extend p
∗ further
to p′ such that p′ decides c˙1δ to be d and q˙
∗ to be q′, as Pc¯0 is ω1-distributive. As
〈tξ : ξ < ω1〉 satisfies the guessing property, we know there are stationarily many
ξ ∈ T c such that tξ = d ↾ ηδ ∩ δξ. Hence, for any such ξ, (p′, q′) ≤ q
ξ+1
tξ
. Therefore,
(p′, q′) decides f˙ .
Finally, we demonstrate how to construct such {qξt : t ∈ Tξ} by recursion on
ξ < ω1. If ξ ∈ acc(ω1), then q
ξ
t is defined to be the greatest lower bound of
〈qζt↾δζ : ζ < ξ〉. If ξ ∈ T , then q
ξ+1
t is defined to be the canonical extension
of qξt↾δξ obeying t. More precisely, we let a be the ⊳-least extension of q
ξ
t↾δξ
(0)
obeying c0δ. The reason why this is possible is because by the induction hypothesis,
dom(qξt↾δξ(0)) ≤ δξ and q
ξ
t↾δξ
(0) obeys c0δ ↾ δξ. Similarly, we can find the ⊳-least
Pc¯0-name b˙ such that Pc¯0 b˙ ⊃ q
ξ
t↾δξ
(1), t ↾ δξ+1. Define q
ξ+1
t to be (a, b˙). Notice
that qξ+1t ∈ Nξ+1.
If ξ ∈ T c, which implies Tξ+1 = Tξ, then we extend q
ξ
tξ
to q′ =def q
ξ+1
tξ
in Nξ+1
such that q′ decides f˙ ↾ ξ. For each t′ ∈ Tξ+1 − {tξ}, define q
ξ+1
t′ = (q
′(0), qξt′(1)).
Note that qξ+1t′ ≤ q
ξ
t′ since by the induction hypothesis, q
ξ
t′(0) = q
ξ
tξ
(0).
It is now clear that {qξt : ξ ∈ ω1, t ∈ Tξ} constructed above satisfies the require-
ments.

3. A proof of Theorem 1.2
We start with the ground model V satisfying GCH and ♦(ω1). Let κ be a
supercompact cardinal. Let P = Coll(ω1, < κ) and in V
P, we find a nice club
ladder system ν¯ as in Section 2. Let T = nacc(ω1) and η¯ = ν¯ ↾ T . Then in V
P, we
can define 〈Pγ , Q˙β : γ ≤ κ+, β < κ+〉 to force Unif2(η¯).
Let Q = P ∗ Pκ+ . We show that the following hold in V
Q:
(1) GCH,
(2) Unif2(η¯),
(3) ω2 is generically supercompact via some countably closed forcing.
The last item is the only thing to verify. Given (p, q˙) ∈ P ∗ Pκ+ and θ > 2
2κ
+
,
we will find a generic filter G ∗H containing (p, q˙) such that in a further countably
closed forcing extension, there exists an elementary embedding j : V [G ∗H ] → M
with critical point κ = (ω2)
V [G∗H], j(κ) > θ and j′′θ ∈M . The proof will build on
the ideas from [SK80] and [Mag82].
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Fix some j : V → M witnessing that κ is θ-supercompact in V . Let G ⊂ P be
generic over V containing p. Let G∗ ⊂ Coll(ω1, [κ,< j(κ))) be generic over V [G].
Then we can lift j to j∗ : V [G] → M [G ∗ G∗]. Our goal is to build an H ⊂ Pκ+
in V [G ∗ G∗] containing q =def (q˙)G which is generic over V [G], and in V [G ∗H ],
Coll(ω1, [κ,< j(κ)))/H is countably closed. Furthermore, we need to make sure
there exists a master condition l ∈ j∗(Pκ+) extending j
∗′′H . Suppose this can
be done, then we can finish the proof as follows: force below l to get a generic
h ⊂ j∗(Pκ+) over V [G ∗G
∗] (notice that j∗(Pκ+) is countably closed in V [G ∗G
∗]).
Then we can further lift j∗ to j+ : V [G ∗ H ] → M [G ∗ G∗ ∗ h]. Hence, by going
to a countably closed forcing extension over V [G ∗H ], we can find an elementary
embedding j+ with domain V [G∗H ] into some transitive class N with critical point
κ = (ω2)
V [G∗H], j+(κ) > θ and j+
′′
θ ∈ N . We are done.
For the rest of the proof, we will demonstrate how to find such H in V [G ∗G∗]
satisfying the aforementioned requirements.
By the definition of ν¯, we know that j∗(ν¯)(κ) is defined as follows: there exists a
surjection h =
⋃
G∗(κ+++) : ω1 → (κ+++)V [G] and a bijection F : ω1 ↔ (κ+)V [G].
In addition, there exists a ⊂-increasing continuous sequence N¯ = 〈Nξ : ξ < ω1〉
such that
(1) (H(κ+++))V [G] ∈ N0,
(2) Nξ ∈ V [G] and Nξ ≺ (H(κ+4),∈,≺∗)V [G] where ≺∗ is a well-ordering of
(H(κ+4))V [G],
(3) Nξ ∩ κ ∈ κ and Nξ is of size ℵ1,
(4) Nξ+1 is countably closed,
(5) h ↾ ξ + 1, F ↾ ξ + 1, 〈Nζ : ζ ≤ ξ〉 ∈ Nξ+1.
Let δξ =def Nξ ∩ κ for each ξ < ω1. We have j∗(ν¯)(κ) = {δξ : ξ < ω1}, in
particular, supξ<ω1 δξ = κ.
3.1. Constructing the tree of generics. Let d : (κ++)V [G] ↔ Pκ+ ∪{D ⊂ Pκ+ :
D is dense open} be a bijection living in (H(κ+++))V [G]. By the definition of N¯ ,
we know a tail of the models must contain d and Pκ+ . Let Υ = {δξ+1 : ξ < ω1} and
note that Υ =∗ j∗(η¯)(κ). To simplify the presentation, we may assume N0 contains
d and Pκ+ hence Υ = j
∗(η¯)(κ).
Let F1 : ω1 → Pκ+ ∪ {D ⊂ Pκ+ : D is dense open} be defined such that F1(ξ) =
d(ζ) whenever h(ξ) = ζ for ζ < (κ++)V [G] and 1P
κ+
otherwise.
Define Tξ for ξ < ω1 as follows:
Tξ = {t : dom(t) = F
′′ξ, ∀ζ < ξ, t(F (ζ)) : Υ ∩ (δζ , δξ)→ 2}.
Notice that Tξ ∈ Nξ+1 hence Tξ ⊂ Nξ+1. Intuitively speaking, Tξ collects all
possible countable initial segments of the ladder colorings at the “κ-th coordinate”
in j∗(Pκ+).
For each t ∈ Tξ, we note that there are two ways of taking restrictions. One way is
the usual function restriction denoted as t ↾ β for β ∈ (κ+)V [G]. The other way is the
restriction to the previously defined tree. More precisely, given ξ′ < ξ < ω1, t ↓ ξ′
is a function in Tξ′ such that for each ζ < ξ
′, (t ↓ ξ′)(F (ζ)) = t(F (ζ)) ↾ (δζ , δξ′)∩Υ.
We recursively define Qξ = {qξt : t ∈ Tξ} satisfying the following:
(1) Qξ ∈ Nξ+1,
(2) each qξt is of height ≤ δξ, namely, for each β < (κ
+)V [G], Pβ dom(q
ξ
t (β)) ≤
δξ,
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(3) qξt obeys t, namely for any β ∈ dom(t), Pβ q
ξ
t (β) ⊃ t(β),
(4) for any t0, t1 ∈ Tξ, if t0 ↾ β = t1 ↾ β, then q
ξ
t1
↾ β = qξt0 ↾ β,
(5) for any ξ0 < ξ1, t0 ∈ Tξ0 and t1 ∈ Tξ1 , if t0 ⊂ t1, then q
ξ1
t1
≤ qξ0t0 ,
(6) for each limit ordinal ξ < ω1, for each t ∈ Tξ+1, q
ξ+1
t belongs to⋂
γ≤ξ,F1(γ) is a dense open subset of Pκ+
F1(γ).
Furthermore, if F1(ξ) ∈ Pκ+ and extends q
ξ
t , then q
ξ+1
t extends F1(ξ).
It is a fact that any ♦(ω1)-sequence remains a ♦(ω1)-sequence in any countably
closed forcing extension. By copying a ♦(ω1)-sequence in V [G] to the club {δξ :
ξ < ω1}, we may assume there exists a sequence in V [G ∗ G∗], 〈tξ : ξ < ω1〉 with
tξ ∈ Tξ, such that in V [G ∗ G∗], for any function t with domain (κ+)V = F ′′ω1,
satisfying that for any ξ < ω1, t(F (ξ)) : Υ ∩ (δξ, κ) → 2, there exist stationarily
many ξ < ω1 such that t ↓ ξ = tξ.
We now proceed to the recursive construction. Let q0∅ = q. At stage β < ω1
when β is a limit ordinal, for t ∈ Tβ , define q
β
t to be the greatest lower bound
of 〈qβ
′
t↓β′ : β
′ < β〉. At successor stage β + 1, if β is a successor ordinal, then for
a given t ∈ Tβ+1, we define q
β+1
t to be the ≺
∗-least extension of qβt↓β obeying t.
More specifically, for each α ∈ dom(t), let σα = σtα be the ≺
∗-least Pα-name such
that Pα q
β
t↓β(α), t(α) ⊂ σα. The reason why such an element exists is that by
the construction, Pα dom(q
β
t↓β(α)) ≤ δβ and q
β
t↓β(α) extends t(α) ↾ δβ. We define
qβ+1t such that q
β+1
t (α
′) =
{
qβt↓β(α
′) if α′ 6∈ dom(t)
σα′ if α
′ ∈ dom(t)
. Notice that the construction
above happens in Nβ+1. To see that the inductive requirements are maintained,
note the following:
• the construction happens in Nβ+1, hence q
β+1
t is of height ≤ δβ+1,
• qβ+1t obeys t by design,
• for any t0, t1 ∈ Tβ+1, if t0 ↾ ν = t1 ↾ ν, then by the inductive requirement
at β, we know qβt0↓β ↾ ν = q
β
t1↓β
↾ ν. If α ∈ ν ∩ dom(t0) = ν ∩ dom(t1), then
the definition σt0α only depends on q
β
t0↓β
(α) = qβt1↓β(α) and t0(α) = t1(α),
hence σt0α equals σ
t1
α .
At stage β + 1 where β < ω1 is a limit, let p0 = F1(β) if F1(β) ∈ Pκ+ and
p0 = 1P
κ+
otherwise. Notice that Tβ+1 = Tβ, since δβ 6∈ Υ. For any t ∈ Tβ+1, let
rβt be p0 ↾ γt ∨ p
β
t , where γt = sup{γ
′ : p0 ↾ γ
′ ≤ pβt ↾ γ
′}. In particular, if p0 ≤ p
β
t ,
then rβt = p0.
Claim 3.1. For t, t′ ∈ Tβ+1, if t ↾ ν = t′ ↾ ν, then r
β
t ↾ ν = r
β
t ↾ ν.
Proof of the claim. First of all, by the inductive hypothesis, we know pβt ↾ ν = p
β
t′ ↾
ν. It is immediate from the definition that either both γt, γt′ ≥ ν or γt = γt′ < ν.
In the first case, rβt ↾ ν = p0 ↾ ν = r
β
t′ ↾ ν, and in the second case, r
β
t ↾ ν = p0 ↾
γt ∨ p
β
t ↾ ν = p0 ↾ γt′ ∨ p
β
t′ ↾ ν = r
β
t′ ↾ ν. 
Next we need to extend rβt further to meet the genericity requirement. Let
tβ ∈ Tβ be the sequence given by the diamond sequence. We extend r
β
tβ
further
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to some flat condition qβ+1tβ ∈
⋂
γ≤β,F1(γ) is a dense open subset of Pκ+
F1(γ). For any
t0, t1 ∈ Tβ, let ∆(t0, t1) = sup{γ
′ : t0 ↾ γ
′ = t1 ↾ γ
′}. Given t′ ∈ Tβ+1, define
qβ+1t′ = q
β+1
tβ
↾ ∆(t′, tβ) ∨ r
β
t′ . This is a legitimate condition extending r
β
t′ since
qβ+1tβ ↾ ∆(t
′, tβ) ≤ r
β
tβ
↾ ∆(t′, tβ) = r
β
t′ ↾ ∆(t
′, tβ), where the last equality is by
Claim 3.1. Analogous to the argument in Claim 3.1, it is not hard to see that our
definition ensures that for t0, t1 ∈ Tβ+1, if t0 ↾ ν = t1 ↾ ν, then q
β+1
t0
↾ ν = qβ+1t1 ↾ ν.
3.2. Building a master condition. Recall that j∗ : V [G] → M [G ∗ G∗] is the
lift of j : V → M . By elementarity, in M [G ∗ G∗], j∗(Pκ+) is an iteration of
uniformization forcing with respect to some ladder colorings 〈d¯δ : δ < j(κ+)〉 on
the ladder j∗(η¯). More precisely, d¯δ is a j∗(Pκ+) ↾ δ-name for a ladder coloring on
j∗(η¯).
Convention 3.2. For ξ < ω1, t ∈ Tξ and d¯ = 〈d
δ
κ : δ ∈ j
′′A〉 where each dδκ is a
(partial) function from κ to 2 and A ⊂ (κ+)V [G], we say t is compatible with d¯ if
for each β ∈ dom(t) ∩ A, t(β) ∪ d
j(β)
κ is a (partial) function.
In the following, to simplify notation, κ+ will always mean (κ+)V [G] = (κ+)V .
We define a condition r ∈ j∗(Pκ+) supported on j
′′κ+ recursively such that it
satisfies the following construction invariant : for any γ ∈ j∗(κ+), r ↾ γ  “j∗(qξt ) ↾
γ ∈ G˙j∗(Pκ+ )↾γ for any t ∈ Tξ compatible with {d
δ
κ : δ ∈ j
′′κ+ ∩ γ}”.
Suppose r ↾ j(β) is already defined satisfying the construction invariant, we
define the j(β)-th component by looking inside the further generic extension by
j∗(Pκ+) ↾ j(β) containing r ↾ j(β), say h
∗ is the generic filter. In M [G∗G∗ ∗h∗], we
can read off the ladder colorings 〈d¯γ : γ ≤ j(β)〉. Consider e¯ = 〈dδκ : δ ∈ j
′′(β+1)〉.
Since j∗(Pκ+) ↾ j(β) is ω1-distributive in M [G ∗G
∗] by Theorem 2.1, e¯ belongs to
M [G ∗G∗]. Now at j(β)-th coordinate, we take⋃
t∈Tξ,t is compatible with e¯,q
ξ
t is flat,j
∗(qξt ↾β)∈h
∗
qξt (β).
The definition makes sense since the tree we are building is coherent by requirement
(4) in the definition of {Qξ : ξ < ω1}. There is a slight abuse of notation here since
technically speaking, qξt (β) is a Pβ-name instead of a j
∗(Pβ)-name. However, the
fact that qξt is flat says that essentially q
ξ
t (β) is a function from some initial segment
of κ to 2 living in V [G]. Hence we can identify qξt (β) with a canonical j
∗(Pβ)-name.
Claim 3.3. r is a condition in j∗(Pκ+) satisfying the construction invariant.
Proof. First of all, as κ+ is of cardinality ω1 in M [G ∗ G∗], we know the support
of r has the right size. We argue by induction that r ∈ j∗(Pκ+) and r satisfies the
construction invariant.
At successor stage with β < κ+ given, suppose r ↾ j(β) ∈ j∗(Pκ+) ↾ j(β) is
defined satisfying the construction invariant. We first argue that r ↾ j(β)  r(j(β))
is a condition in j∗(Q˙β). Let ˙¯c
β be the ladder coloring on which Q˙β is defined.
Let g ⊂ j∗(Pβ) be generic over V [G ∗ G∗] containing r ↾ j(β). In V [G ∗ G∗ ∗ g],
let h = {qξt ↾ β : t ∈
⋃
ξ<ω1
Tξ, t is compatible with {dδκ : δ ∈ j
′′β}}. By the
construction invariant, we know that j∗′′h ⊂ g. Furthermore, it is the case that
h ⊂ Pβ is generic over V . The reason is that by ♦(ω1), there exist stationarily
many ξ < ω1 such that tξ ↾ β is compatible with {d
δ
κ : δ ∈ j
′′β}. Hence, by the
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definition of the tree {Qξ : ξ < ω1} (see Subsection 3.1), any dense open subset of
Pβ is met by h.
We can then lift j∗ further to j+ : V [G ∗ h] → M [G ∗ G∗ ∗ g]. Let ( ˙¯cβ)h = c¯β.
By the elementarity, we know j+(c¯β) = d¯j(β). Since crit(j+) = κ, we know that
〈d
j(β)
i : i ∈ κ ∩ cof
M [G∗G∗∗g](ω1)〉 = c¯β . Suppose q
ξ+1
tξ
is given such that tξ is
compatible with 〈dδκ : δ ∈ j
′′(β+1)〉, then we know that qξ+1tξ is flat, j
∗(qξ+1tξ ↾ β) ∈ h
and qξ+1tξ (β) is indeed a condition in (j
∗(Q˙β))
g. Note that there are stationarily
many ξ < ω1 satisfying the above. Hence, by the definition of r, we know that
r ↾ j(β)  r(j(β)) ∈ j∗(Qβ). It is also clear from the definition of r that r ↾ j(β)+1
satisfies the construction invariant.
At limit stages, suppose we are given some limit ordinal γ ∈ j(κ+) so that for any
ζ < γ, r ↾ ζ ∈ j∗(Pκ+) ↾ ζ and satisfies the construction invariant. It is clear that
r ↾ γ ∈ j∗(Pκ+) ↾ γ. Let r
′ ≤ r ↾ γ decide d¯′ = {dδκ : δ ∈ j
′′κ+ ∩ γ} in M [G ∗G∗] by
the ω1-distributivity of j
∗(Pκ+) ↾ γ in M [G∗G
∗]. For any t ∈ Tξ that is compatible
with d¯′, we observe that r′ ≤ j∗(qξt ) ↾ γ by the construction invariant up to γ and
the fact that j∗(Pκ+) is separative. As a result, r ↾ γ  “j
∗(qξt ) ↾ γ ∈ G˙j∗(Pκ+ )↾γ
for any t ∈
⋃
ξ<ω1
Tξ that is compatible with {dδκ : δ ∈ j
′′κ+ ∩ γ}”.

Let r′ ≤ r in j∗(Pκ+) such that r
′ decides d¯ = 〈dδκ : δ ∈ j
′′κ+〉 to be an element
in M [G ∗G∗] by the ω1-distributivity of j∗(Pκ+) in M [G ∗G
∗]. Let H = 〈qξt : t ∈
Tξ, t is compatible with d¯〉. Similar to the argument in Claim 3.3, we show:
Claim 3.4. r′ is a lower bound for j∗′′H, and that H meets all dense open subsets
of Pκ+ lying in V [G].
Proof. Given qξt ∈ H , we show by induction on β < j(κ
+) that r′ ↾ β ≤ j∗(qξt ) ↾ β.
If β 6∈ j′′κ+ or β is a limit ordinal, then this is immediate. If β = j(β′), we
show this for β + 1. By the definition of r, and the fact that r′ ↾ β decides
d¯∗ = 〈dδκ : δ ∈ j
′′(β′ + 1)〉, we know that r′ ↾ β forces r′(β) extends qξt (β
′). To
see this, by ♦(ω1), there exist stationarily many ζ < ω1 such that tζ is compatible
with d¯∗. In particular, there exists a limit ζ > ξ such that tζ is compatible with
d¯∗. As a result, qζ+1tζ ↾ β
′ + 1 ≤ qξt ↾ β
′ + 1. We know qζ+1tζ is flat and by
the induction hypothesis r′ ↾ β ≤ j∗(qζ+1tζ ↾ β
′). Hence by the definition of r,
r′ ↾ β  r′(β) ≤ qζ+1tζ (β
′). Therefore, r′ ↾ β +1 ≤ j∗(qζ+1tζ ) ↾ β +1 ≤ j
∗(qξt ) ↾ β + 1.
Given a dense open set D ⊂ Pκ+ , we know that there exists some γ < ω1 such
that F1(γ) = D. By ♦(ω1), we know that there exists stationarily many ζ < ω1
such that tζ is compatible with d¯. Pick some limit ζ > γ such that tζ is compatible
with d¯. At stage ζ + 1 of the construction, we make sure that qζ+1tζ ∈ D ∩H . 
The following claim will finish the proof. In V [G], let R = Coll(ω1, [κ,< j(κ)))
and H˙ be a R-name for the H defined above.
Claim 3.5. R/H =def {l ∈ R : ∀p ∈ Pκ+ , l  p ∈ H˙ → p ∈ H, l  p 6∈ H˙ → p 6∈
H} has a dense subset that is countably closed in V [G ∗H ].
Proof. Recall d : κ++ ↔ Pκ+ ∪ {D ⊂ Pκ+ : D is dense open} is a bijection lying in
V [G]. Let R′ be a dense subset of R consisting of conditions l, such that µ =def
(κ+++)V ∈ dom(l) and l decides F ↾ dom(l(µ)), 〈Nξ : ξ < dom(l(µ))〉 and H ↾
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dom(l(µ)). We claim that R′/H is countably closed in V [G ∗ H ]. Suppose not,
then let t ∈ H and a decreasing sequence 〈pi ∈ R′/H : i < ω〉 be such that
t  〈pi ∈ R′/H : i < ω〉, p =
⋃
i∈ω pi 6∈ R
′/H . Extending t if necessary, there must
be p′ ∈ Pκ+ such that t forces p  p
′ 6∈ H˙ but p′ ∈ H˙ or p  p′ ∈ H˙ but p′ 6∈ H˙ . In
either case, we can extend t further if necessary, such that p  t 6∈ H˙ .
Let η = dom(p(µ)) ∈ acc(ω1) and let p∗ = p ∪ {(µ, η, d−1(t))}. Since p decides
F ↾ η, 〈Nξ : ξ < η〉 and H ↾ η, we already have sufficient data to define {q
ξ
s : s ∈
Tξ, ξ < η}, and H ↾ η is a branch through the tree. Let s∗ ∈ Tη be such that q
η
s∗ is
the greatest lower bound of H ↾ η.
By the construction of the tree at stage η + 1, p∗ forces that F1(η) = t. As t
already forces H ↾ η ⊂ H˙ , we know that t must extend qηs∗ . By the construction
of the tree, qη+1s∗ extends t. Therefore, p
∗ must force that t ∈ H˙ , which is a
contradiction.

4. Some variations
4.1. Variation I: stationary ladder systems. In the model from Section 3,
the ladder system η¯ witnessing Unif2(η¯) is not stationary. It is a natural ques-
tion whether we can find a “larger” ladder system witnessing the 2-uniformization
property.
Definition 4.1. Let T ⊂ ω1. We say a forcing R is T -closed if for all countable
N ≺ H(λ), where λ is a sufficiently large regular cardinal, containing R such that
N ∩ ω1 ∈ T , for any N -generic decreasing sequence 〈rn ∈ R ∩ N : n ∈ ω〉, there
exists a lower bound r∞ ≤ rn for all n ∈ ω.
Note that if a forcing R is T -closed and T ′ ⊂ T ⊂ ω1, then R is T ′-closed.
Theorem 4.1. Relative to the existence of a supercompact cardinal, it is consistent
that the following hold:
(1) GCH,
(2) there exists a stationary co-stationary T ⊂ ω1 such that
• ω2 is generically supercompact via some T -closed forcing and
• there exists a ladder system η¯ indexed by T c such that Unif2(η¯) holds.
Proof. Since the proof is similar to that in Section 3, we only indicate the places
requiring modifications. Fix some stationary co-stationary T ⊂ acc(ω1) and assume
♦(T ) holds in the ground model (force ♦(T ) if we need to). We will keep the same
notations as in Section 3.
Recall the universe we work in is V [G] where G ⊂ Coll(ω1, < κ) is generic over
V . Let ν¯ be the nice club ladder system as defined in Section 2. The ladder system
to force the 2-uniformization property on will be η¯ = ν¯ ↾ T c. Hence, we can define
Pκ+ as before with respect to η¯.
In the first stage to construct the tree of generics, the modifications come from
relativizing the definition and the construction of {Qξ : ξ < ω1} to T . More
precisely, at (6), “for each limit ordinal ξ < ω1 · · · ” is changed to “for each limit
ordinal ξ ∈ T · · · ”. Accordingly, instead of copying a ♦(ω1)-sequence, we copy a
♦(T )-sequence. During the construction of {Qξ : ξ < ω1}, we do the following:
• at limit stages, we take the inverse limit like before;
REFLECTION PRINCIPLES, GCH AND THE UNIFORMIZATION PROPERTIES 13
• at successor stage β+1, where β ∈ T c, we do exactly what we did in Section
3 in the case of successor of successor ordinals;
• at successor stage β+1, where β ∈ T , we do exactly what we did in Section
3 in the case of successor of limit ordinals.
The rest of the proof carries over.
In the second stage to build a master condition, we need to show:
Claim 4.2. R/H =def {l ∈ R : ∀p ∈ P, l  p ∈ H˙ → p ∈ H, l  p 6∈ H˙ → p 6∈ H}
has a dense subset that is T -closed in V [G ∗H ].
Proof. Recall d : κ++ ↔ Pκ+ ∪ {D ⊂ Pκ+ : D is dense open} is a bijection lying in
V [G]. Let R′ be a dense subset of R consisting of conditions l, such that µ =def
(κ+++)V ∈ dom(l) and l decides F ↾ dom(l(µ)), 〈Nξ : ξ < dom(l(µ))〉 and H ↾
dom(l(µ)). We claim that R′/H is T -closed in V [G ∗H ].
Suppose not, then let t ∈ H and a decreasing sequence 〈pi ∈ R′/H : i < ω〉 be
such that t  “〈pi ∈ R
′/H : i < ω〉 is a generic sequence for some N ≺ H(θ) with
N ∩ ω1 ∈ T and p =
⋃
i∈ω pi 6∈ R
′/H”. Note that dom(p(µ)) ∈ T . Extending t
further if necessary, we may assume p  t 6∈ H˙ .
By the genericity of 〈pi : i ∈ ω〉 over N , we know that η =def dom(p(µ)) ∈ T .
Let p∗ = p ∪ {(µ, η, d−1(t))}. Exactly arguing as in Claim 3.5, we know that p∗
must force that t ∈ H˙, which is a contradiction.

The rest of the proof is the same as in Section 3. 
We briefly discuss the strength of the fact that ω2 is generically supercompact
via some T -closed forcing for some stationary T ⊂ ω1. Many of the following are
well-known and we include some proofs for completeness.
Lemma 4.3. If ω2 is generically supercompact via some T -closed forcing where
T ⊂ acc(ω1) is stationary, then for any regular cardinal λ ≥ ω2, any stationary
subset of λ ∩ cof(ω) reflects to an ordinal of cofinality ω1 with pattern T .
Proof. Let a club ladder system ν¯ = 〈νδ : δ ∈ λ ∩ cof(ω1)〉 and a stationary
S ⊂ λ ∩ cof(ω) be given. Let P be a T -closed forcing such that in V [G] where
G ⊂ P is generic over V , there exists an elementary embedding j : V → M
with critical point κ = ωV2 , j(κ) > λ and j
′′λ ∈ M . Let η = sup j′′λ. Then
M |= cf(η) = cf(λ) = ω1. Let d = j(ν¯)(η). Note that d′′T is a stationary subset
of η. We will argue that in M , for any club e ⊂ η, j′′S ∩ e ∩ d′′T 6= ∅. With this
granted, we can finish the proof as follows: in M , j′′S ∩ d′′T is a stationary subset
of η, which implies j(S) ∩ d′′T ⊃ j′′S ∩ d′′T is a stationary subset of η. Apply the
elementarity of j to get the desired conclusion. Let the respective P -names for the
objects defined above be j˙, d˙, e˙.
Given p ∈ P , find N ≺ H(θ) for some sufficiently large regular θ such that
N contains j, e˙, d˙, P, S, c¯ such that δ = N ∩ ω1 ∈ T and γ = supN ∩ λ ∈ S.
Let p¯ = 〈pi : i ∈ ω〉 be a decreasing generic sequence for N with p0 = p. We
observe that: for any γ′ < γ, there exists δ′ < δ, γ′′ ∈ (γ′, γ) and i ∈ ω such
that pi  “d˙(δ
′) > j(γ′) ∧ j(γ′′) > min e˙ − d˙(δ′)”. Let p∗ be a lower bound for
〈pi : i ∈ ω〉, then p
∗  “d˙(δ) = supδ′<δ d˙(δ
′) = supγ′′<γ j(γ
′′) = j(γ) ∈ e˙”, noting
that j is forced to be continuous at ordinals of countable cofinality and d˙ is forced
to be continuous. Therefore, p∗  j(γ) ∈ j′′S ∩ e˙ ∩ d˙′′T .
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
Definition 4.4. For any cardinal λ ≥ ω2, we say the Weak Reflection Principle
holds at λ, or WRP(λ) holds, if any stationary subset S ⊂ [λ]ω reflects, namely,
there exists W ∈ [λ]ℵ1 containing ω1 such that S ∩ [W ]
ω is stationary in [W ]ω.
Given a stationary S ⊂ [λ]ω , we use WRP(S) to abbreviate the assertion that any
stationary subset of S reflects.
The following are well-known and proofs can be found in [FMS88]. Let T ⊂ ω1
be a stationary set.
Theorem 4.2 ([FMS88]). If ω2 is generically supercompact via some T -closed
forcing, then for any cardinal λ ≥ ω2, WRP({x ∈ [λ]ω : x ∩ ω1 ∈ T }) holds. In
particular, NSω1 ↾ T is presaturated.
To summarize, relative to the existence of large cardinals, it is consistent with
GCH that there exists a stationary co-stationary set T ⊂ ω1 such that ReflT (S20),
NSω1 ↾ T is presaturated, and there exists a ladder system η¯ indexed by T
c such
that Unif2(η¯) holds, which implies ¬♦(S21). This provides a contrast to Theorem
1.1.
4.2. Variation II: constant ladder colorings. As we remarked before, a theo-
rem of Shelah [She98] asserts it is impossible to get the 2-uniformization property
on a club ladder system. However, if we only restrict to constant colorings, then it
is indeed possible.
Definition 4.5. Given a ladder system η¯ on S21 , we say the m-uniformization
property holds for η¯ (abbreviated as Unifm(η¯)), if for any constant ladder coloring
c¯ on η¯, there exists a uniformizing function for c¯.
The “m” above stands for “monochromatic”. Note that if there exists some
ladder η¯ on S21 such that Unifm(η¯) holds, then ¬♦(S
2
1).
Almost the same proof as that from Theorem 2.1 will give (the modifications
can also be read off from the proof of Theorem 4.4):
Theorem 4.3 (Shelah). Suppose η¯ is a nice club ladder system and ♦(ω1) holds.
Let 〈Pγ , Q˙β : γ ≤ κ+, β < κ+〉 be a < κ-support iteration of m-uniformization
forcings with respect to η¯. Then the following hold:
(1) the set of flat conditions is dense in Pκ+ and
(2) Pκ+ is ω1-distributive.
Theorem 4.4. Relative to the existence of a supercompact cardinal, it is consistent
that the following hold:
(1) GCH,
(2) ω2 is generically supercompact via some countably closed forcing and
(3) Unifm(η¯) holds for some club ladder system η¯ on S
2
1 .
Proof. Since the proof is similar to that in Section 3, we only indicate the places
requiring modifications. We keep in the same notations as in Section 3. The ladder
system we will force the m-uniformization property on is η¯ = ν¯. We may assume
♦(ω1) holds in the ground model.
In the first stage to construct the tree of generics, the first modification comes
from the definition of Tξ. Here Tξ only consists of those t such that for any β ∈
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dom(t), t(β) is constant on its domain. The second modification comes from the
construction at the successor of limit stages. At stage β + 1 where β is a limit
ordinal, let p0 = F1(β) if F1(β) ∈ Pκ+ and p0 = 1Pκ+ otherwise. Given t ∈ Tβ+1,
we need to define qβ+1t . Note that it is no longer the case that Tβ = Tβ+1. However,
the key point is that any element l ∈ Tβ has a unique extension l+ into Tβ+1. The
reason is that suppose b ∈ Tβ+1 satisfies that b ↓ β = l, for any ζ < β, b(F (ζ))(δβ) is
completely determined by b(F (ζ)) ↾ δβ = l(F (ζ)), since we only deal with constant
colorings.
Let t′ = t ↓ β. We first define rβt . We first extend q
β
t′ to a
β
t canonically obeying t
insideNβ+1, then we define r
β
t to be p0 ↾ γt∨a
β
t where γt = sup{γ : p0 ↾ γ ≤ a
β
t ↾ γ}.
Exactly as before, we can show:
Claim 4.6. For t, t′ ∈ Tβ+1, if t ↾ ν = t
′ ↾ ν, then rβt ↾ ν = r
β
t′ ↾ ν.
The way to define qβ+1t from r
β
t is the same as that in Section 3.1.
In the second stage to build a master condition, we need to show:
Claim 4.7. R/H =def {l ∈ R : ∀p ∈ P, l  p ∈ H˙ → p ∈ H, l  p 6∈ H˙ → p 6∈ H}
has a dense subset that is countably closed in V [G ∗H ].
Proof. Recall d : κ++ ↔ Pκ+ ∪ {D ⊂ Pκ+ : D is dense open} is a bijection lying in
V [G]. Let R′ be a dense subset of R consisting of conditions l, such that µ =def
(κ+++)V ∈ dom(l) and l decides F ↾ dom(l(µ)), 〈Nξ : ξ < dom(l(µ))〉 and H ↾
dom(l(µ)). We claim that R′/H is countably closed in V [G ∗ H ]. Suppose not,
then let t ∈ H and 〈pi ∈ R′/H : i < ω〉 be such that t  〈pi ∈ R′/H : i < ω〉, p =⋃
i∈ω pi 6∈ R
′/H . Extending t in H if necessary, we may assume p  t 6∈ H˙ .
Let η = dom(p(µ)) ∈ lim(ω1). Since p decides F ↾ η, 〈Nξ : ξ < η〉 and H ↾ η,
we already have sufficient data to define {qξs : s ∈ Tξ, ξ < η}, and also H ↾ η is a
branch through the tree. Let qηs∗ be the greatest lower bound for H ↾ η for some
s∗ ∈ Tη. As t already forces H ↾ η ⊂ H˙ , we know that t extends q
η
s∗ . Let s
+ be the
unique extension of s∗ into Tη+1. Since t 6= q
η
s∗ as p  q
η
s∗ ∈ H˙ and t ∈ H , t must
obey s+.
Let p∗ = p ∪ {(µ, η, d−1(t))}. We know that p∗ forces that F1(η) = t. By the
construction of the tree at stage η+1, any node above qηs∗ will extend t. Therefore,
p∗ must force that t ∈ H˙ , which is a contradiction.

The rest of the proof is the same as in Section 3.

5. From a cheaper assumption
If our goal is mainly GCH, ¬♦(S21 ) and some degree of stationary reflection at
ω2, without worrying about the saturation properties of NSω1 , then we can get the
model from a much cheaper assumption.
Theorem 5.1. Relative to the existence of a weakly compact cardinal, it is consis-
tent that
(1) GCH holds,
(2) WRP(ω2) and
(3) there exists a ladder system η¯ on S21 such that Unif2(η¯) holds.
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We need the following characterization of weakly compact cardinals due to
Hauser.
Theorem 5.2 (Hauser [Hau92]). The following are equivalent for an inaccessible
cardinal κ:
(1) κ is weakly compact,
(2) for any transitive set M of size κ with <κM ⊂M and κ ∈M , there exists
an elementary embedding j : M → N where N is transitive of size κ,
<κN ⊂ N , crit(j) = κ and j,M ∈ N .
Proof of Theorem 5.1. Let κ be a weakly compact cardinal. We may assume the
ground model satisfies ♦(ω1) since if not, we can always force it. The forcing will
be the same as the forcing used in the proof of Theorem 1.2 (see Section 3). In
particular, the ladder system to force the 2-uniformization property on is also the
same as the one in Section 3. The proof is similar so we will only sketch some main
points. We will keep the same notations as in Section 3.
Suppose for the sake of contradiction that there exists (p, q˙) ∈ Coll(ω1, < κ)∗Pκ+
such that (p, q˙)  “ there exists a stationary S ⊂ [ω2]
ω that does not reflect”. Let
S˙ be a Coll(ω1, < κ) ∗ Pκ+ -name for the set S above. Without loss of generality,
we may assume that S˙ ∈ H(κ+). The reason is that Coll(ω1, < κ) ∗ Pκ+ ⊂ H(κ
+)
and Coll(ω1, < κ) ∗ Pκ+ is κ
+-c.c.
Back in V , find X ≺ H(θ′), where θ′ is a sufficiently large regular cardinal,
containing Coll(ω1, < κ) ∗ Pκ+ , S˙, (p, q˙), and
<κX ⊂ X of size κ. Let M be the
transitive collapse of X . Note that S˙ and (p, q˙) are fixed by the transitive collapse.
Let Coll(ω1, < κ)∗P¯ be the image of Coll(ω1, < κ)∗Pκ+ under the transitive collapse
ofX . Let δ = X∩κ+. It is not hard to see that Coll(ω1, < κ)∗P¯ = Coll(ω1, < κ)∗Pδ.
Apply Theorem 5.2 to get elementary j : M → N such that N is transitive of size
κ, <κN ⊂ N , crit(j) = κ and j,M ∈ N .
Notice that
• M |= (p, q˙) Coll(ω1,<κ)∗Pδ S˙ is non-reflecting. This just follows from the
elementarity of X and the fact that the transitive collapse map from X to
M fixes (p, q˙) and S˙.
• N |= (p, q˙) Coll(ω1,<κ)∗Pδ S˙ is stationary. Otherwise, there exists
(p′, q˙′) ≤Coll(ω1,<κ)∗Pδ (p, q˙)
forcing over N that S˙ is not stationary. Take W ⊂ Coll(ω1, < κ) ∗ Pκ+
generic over V containing (p′, q˙′), then in N [W ], (S˙)W is not stationary.
But in V [W ] ⊃ N [W ], (S˙)W is stationary by the assumption, which is
impossible.
Let G ⊂ Coll(ω1, < κ) containing p be generic over V and G∗ ⊂ Coll(ω1, [κ,<
j(κ))) be generic over V [G] (the forcing is equivalent to Coll(ω1, κ) from the per-
spective of V [G]), we can lift j to j∗ : M [G] → N [G ∗ G∗]. Our goal is to build
in N [G ∗ G∗] a generic H ⊂ Pδ containing q = (q˙)G over N [G], such that in
N [G ∗H ], Coll(ω1, [κ,< j(κ)))/H is countably closed and j
∗′′H has a lower bound
r in j∗(Pδ). Suppose this can be accomplished. Let h ⊂ j∗(Pδ) containing r be
generic overN [G∗G∗]. Then we can lift j∗ further to j+ :M [G∗H ]→ N [G∗G∗∗h].
Let S = (S˙)G∗H . Then S ∈M [G∗H ] ⊂ N [G∗H ]. Furthermore, we know that S is
stationary in N [G∗H ]. Since the forcing Coll(ω1, [κ,< j(κ)))/H is countably closed
in N [G ∗H ], S remains stationary in N [G ∗G∗]. Since j∗(Pδ) is countably closed
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in N [G ∗G∗], S remains stationary in N [G ∗G∗ ∗ h]. Therefore, j+(S) ∩ [κ]ω ⊇ S
is stationary in N [G ∗ G∗ ∗ h]. By the elementarity of j+, we conclude that S
reflects in M [G∗H ], which contradicts with our assumption that S is nonreflecting
in M [G ∗H ].
To build such an H satisfying the requirements as above, we basically follow the
same argument from Section 3 in N [G ∗G∗]. We will not repeat the argument but
the salient points are:
• N |= ♦(ω1),
• j(κ) is a strongly inaccessible cardinal in N [G],
• Pδ has size κ in N [G] since M ∈ N , which implies the number of dense
open subsets of Pδ in N [G] is < j(κ) and
• j′′δ ∈ N

Remark 5.1. By adapting the forcing variations in Section 4 to the level of a weakly
compact cardinal, we can get: relative to the existence of a weakly compact cardinal,
(1) it is consistent that there exists a stationary co-stationary T ⊂ ω1 such
that
(a) GCH holds,
(b) WRP({x ∈ [ω2]ω : x ∩ ω1 ∈ T }) and
(c) there exists a ladder system η¯ indexed by T c such that Unif2(η¯) holds.
(2) it is consistent that the following hold:
(a) GCH,
(b) WRP(ω2) and
(c) Unifm(η¯) holds for some club ladder system η¯ on S
2
1 .
Remark 5.2. In the model constructed in the proof of Theorem 5.1, we have GCH,
Refl(S20), ¬♦(S
2
1) and there does not exist a (ω2, ω1)-sequence 〈Cα : α < ω2〉 such
that {α ∈ S20 : |Cα| ≤ ℵ0} is stationary. The last item can be seen to hold in that
model by a similar argument to the one given showing that WRP(ω2) holds. It is
also well-known that WRP(ω2) implies Refl(S
2
0 ).
Any model satisfying GCH and the ℵ2-Suslin hypothesis (namely, there is no
ℵ2-Suslin tree) will need to satisfy the configuration above, see for example [Jen72],
[Rin19], [Gre76], [Rin17].
6. Some questions and remarks
Question 6.1. Is it possible to produce a model satisfying
(1) GCH,
(2) Refl(S20 ) and
(3) there exists a ladder system η¯ on S21 such that Unif2(η¯) holds
from the existence of a Mahlo cardinal?
A rough idea will be to mix the iterations to kill non-reflecting stationary subsets
with the iterations to add witnesses to the uniformization property. The difference
is that the first forcing is ω1-descendingly complete, in the sense that any ω1-length
decreasing sequence of conditions will have a lower bound. But it is in general not
countably closed. While the situation for the second forcing is the other way round.
The next question arises from the technicality in the proof of Theorem 4.1, where
one fixes a stationary co-stationary set first, managing the generic large cardinal
18 JING ZHANG
property on the set and the uniformization property on its complement. One may
wonder if there is a ZFC reason.
Question 6.2. Is the following jointly consistent (relative to appropriate large car-
dinal assumptions):
(1) GCH,
(2) ω2 is generically supercompact via some countably closed forcing and
(3) there exists a ladder system η¯ on S21 indexed by some stationary subset
T ⊂ ω1 such that Unif2(η¯) holds.
There are many other compactness principles at ω2 whose relationship with
♦(S21) under 2
ω1 = ω2 can be investigated. For example, we observe the following
(improving [Tod82]):
Lemma 6.3. If 2ω1 = ω2 and there does not exist a weak Kurepa tree, namely a
ℵ1-sized tree of height ω1 with > ℵ1 many branches, then ♦∗(S21) holds.
Proof. Fix a ♦(S20)-sequence 〈Sα : α ∈ S
2
0〉 by 2
ω1 = ω2 and [She10]. We will define
a ♦∗(S21 )-sequence 〈Cδ : δ ∈ S
2
1〉. For each δ ∈ S
2
1 , define a tree Tδ on δ ∩ cof(ω)
such that α <Tδ β iff α < β and Sα ⊏ Sβ . In particular, |Tδ| = ℵ1. We define Eδ
to contain all branches through Tδ of order type δ (it would be empty if there is
not any). Note that |Eδ| ≤ ℵ1. Since otherwise, let 〈δi : i < ω1〉 be an increasing
cofinal sequence in δ, then T ′ = {t ∈ Tδ : htTδ (t) = δi, i < ω1} will be a subtree
of Tδ of height ω1 with > ℵ1 many branches, contradicting with our hypothesis.
Define Cδ = {
⋃
α∈b Sα : b ∈ Eδ}.
To verify that 〈Cδ : δ ∈ S21〉 is a ♦
∗(S21)-sequence, given X ⊂ ω2, we know
S =def {α ∈ S20 : X ∩ α = Sα} is stationary. Consider the club D =def {δ < ω2 :
type(S ∩ δ) = δ}. Let δ ∈ D ∩ S21 , then S ∩ δ is a branch through Tδ of order type
δ, so
⋃
α∈S∩δ Sα = X ∩ δ ∈ Cδ.

The hypothesis of Lemma 6.3 necessarily implies the failure of CH. Known mod-
els of the hypothesis include any model of PFA and the Mitchell model for the tree
property at ℵ2 from [Mit73]. But it is also known that the tree property at ℵ2 is
consistent with the existence of a Kurepa tree [Cum18].
Recall Remark 1.9 that if there exists a ladder system η¯ on S21 such that Unif2(η¯)
holds, then CH holds. On the other hand, ¬♦(S21) is compatible with the continuum
being arbitrarily large, since no c.c.c forcing can add a ♦(S21)-sequence over a model
of ¬♦(S21).
Question 6.4. Is it consistent that the tree property holds at ℵ2, 2ω1 = ω2 and
¬♦(S21)?
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