This paper studies the minimum distance estimation problem for panel data model. We propose the minimum distance estimators of regression parameters of the panel data model and investigate their asymptotic distributions. This paper contains two main contributions. First, the domain of application of the minimum distance estimation method is extended to the panel data model. Second, the proposed estimators are more efficient than other existing ones. Simulation studies compare performance of the proposed estimators with performance of others and demonstrate some superiority of our estimators.
Introduction
Panel data refers to a data set which includes multiple observations of entities (or cross-section units) over time. A classical assumption on the linear regression model with panel data -called panel regression model hereafter -is that errors in the model can be decomposed into two components: time-invariant individual effect and remainder-disturbance which varies with time and entities. These two components are assumed to be independent. The errors in the panel regression model are dependent for the same entity over time while the errors of different entities are independent regardless of time. When observations are expressed in vector form, the panel regression model resembles the regression model with independent errors -refer to (2.2) -even though it is not. Treating the panel regression model as if the errors in the model are completely independent and applying the ordinary least squares (OLS) method to obtain regression parameters will yield estimators with higher variances. To redress this issue, various well-celebrated estimators -e.g. within estimator and random effector estimator -have been proposed; see Wooldridge (2007) for the detail. Kim (2016) applied the minimum distance (MD) estimation method to the panel regression and compared the MD estimators with the above-mentioned estimators; he demonstrated superiority of the MD estimators to other estimators. Even though the MD estimation method seems desirable, it has a weakness which makes it difficult to implement and hence has been subject to criticism. Common criticism placed on the MD estimation method is that the MD estimation method does not provide a closed-form solution; only numerical solution to the MD estimator is available. In addition, computation of the numerical solution is also slow due to the complexity of the objective function -which is called distance -used in the MD estimation method. Kim (2017) proposed a fast algorithm for the MD estimation method and published R-package with which a practitioner can easily compute the MD estimator. He showed computation time is extremely reduced when his algorithm is employed for the MD estimation problem. However, the MD estimation method is still computationally expensive compared with other methods such as the OLS. In this paper, the author proposes a variant of the MD estimation method which provides a closed-form solution to the estimator. As shown later, the proposed MD method resembles OLS method to some extent; the proposed estimator will inherit advantages of the MD and the OLS estimator. In other words, it will retain the efficiency of the MD estimator and be as fast as the OLS estimator in terms of computation. This paper is organized as follows. Section 2 introduces the panel data model of the interest; the distance -employed in the MD estimation method -is also defined. In Section 3, the asymptotic distribution of the proposed estimator is investigated. In Section 4,simulation studies compare the proposed estimator with other estimators.
The distance function
Consider the panel regression model
where
is the parameter vector of interest, and ε it are errors. As a classical assumption, the error term is decomposed into time-invariant γ i and ν it which varies with time and cross-section. Define
. Note that the model (2.1) can be expressed as
in vector and matrix forms, respectively. The errors in the model are assumed to be dependent for the same cross-section but independent over cross-sections, i.e., for all 1 ≤ s, t ≤ T , E(ε it ε js ) = 0 only if i = j. Let E i and Ω denote the covariance matrices of ε i and ε, respectively. Then, we have
Next, we define an integrating measure which will be used in the distance function. Let g : 
where H is as in (2.4). Subsequently, define the MD estimator β as
which is an analogue of the distance function in Koul (2002) .
Asymptotic distribution of β
In this section we derive the asymptotic distribution of β under the current setup. To begin with, define a T × p real matrix D i the (t, k)th entry of which is d itk in (2.5) with 1 ≤ i ≤ n, 1 ≤ t ≤ T and 1 ≤ k ≤ p, i.e.,
Next, stack all D i 's and obtain a nT ×p real matrix which is denoted by D. To proceed further, the following assumptions are required.
are independent and identically distributed with E ε 1 < ∞.
Note that
and hence
Therefore,
Let X denote a p × p matrix whose kth row vector is
Then we have
and hence, β can be written in matrix form:
and hence, β is reduced to the OLS estimator.
Remark 3.2. Let Σ β denote the covariance matrix of β. Note that
and hence, β is unbiased. Consequently,
Since Ω is a positive-definite symmetric matrix, it can be written as
where Λ is a diagonal matrix whose diagonal entries are eigenvalues of Ω and Q is a orthonormal matrix whose columns are eigenvectors of Ω. Let c i and q i for 1 ≤ i ≤ n denote its ith eigenvalue and eigenvector, respectively. Let d j for 1 ≤ j ≤ p denote jth column vector of D and
Then D ′ ΩD = I p×p and hence
Now we are ready to state the main result.
Theorem 3.1. Assume Σ β is positive definite. In addition, assume that
where tr(·) is a trace function. Then
where I p×p is the p × p identity matrix.
Proof. To prove (3.2), it suffices to show that for any λ ∈ R p ,
.., ζ n } is a sequence of independent random variables. Also,
Observe that with λ = 1
where the first equality follows from the definition of the Frobenius norm, the second equality follows from the multiplicative property of the trace function, and last inequality follows from (3.1). Therefore,
Observe that (A.1) and the dominance convergence theorem imply for all ǫ > 0
where C 1 , C 2 < ∞. Consequently, (3.2) follows after the direct application of Lindeberg central limit theorem.
4 Simulation Studies
Other panel data estimators
In this section, we briefly introduce other estimators of panel regression parameters commonly used in the literature of econometrics. For more details of these estimators, see Hsiao (2003) and Wooldridge (2007) ; this section has roots in their work. Consider within model
.., n; t = 1, 2, ..., T,
The within estimator is the ordinary least squares (OLS) estimator obtained from the within model. Note that the time-invariant individual effect γ i does not exist in the within model after the average of the error is subtracted from the original error. Another well celebrated panel data estimator is random effect estimator. The random effect estimator is a variant of the feasible generalized least squares estimator; it can be obtained by applying the OLS estimation to the following model
where ρ is consistent for ρ := 1 − σ 2 ν / σ 2 ν + T σ 2 γ . Note that the OLS and within estimator are special cases of the random effect estimators corresponding to ρ = 0 and ρ = 1, respectively. In order to obtain the MD estimators in the next section, we apply the MD method to the within model so that the individual effect can be removed.
Comparison with other estimators
In this section we present simulation studies corresponding to sixteen pairs of symmetric individual effects and remainder disturbances. Both individual effects (γ i ) and remainder disturbances (ν it ) are generated from normal, Laplace, logistic, and mixture of two normal (MTN) distributions. The random variable has Laplace or logistic distribution if its density function is
respectively. When we generate γ i or ν it from either Laplace or logistic distribution, we set µ 1 = µ 2 = 0 and σ 1 = σ 2 = 5. For normal γ i or ν it , we use N (0, 5 2 ); for MTN, we obtain them from 0.9N (0, 2 2 ) + 0.1N (0, 5 2 ).
For each 1 ≤ t ≤ T , 1 ≤ i ≤ n, and 1 ≤ j ≤ p, we obtain x j it in (2.1) from the uniform distribution on (0,30); we set β = (−2, 1.2, 3.3)
′ . Finally, we generate {y it : 1 ≤ i ≤ n, 1 ≤ t ≤ T } by using the model (2.1).
Dhar (1991, 1992 ) demonstrated the existence of the MD estimators and discussed an algorithm to obtain them in the linear regression model with independent errors. However, his algorithm employs brute-force search method which is computationally expensive. Kim (2017) proposed a fast algorithm with R-package KoulMde which enables practitioners to easily compute the MD estimators; it is available from Comprehensive R Archive Network (CRAN) at https://cran.r-project.org/web/packages/KoulMde/index.html. To obtain the MD estimators in this simulation study, we use KoulMde. The bias, standard error (SE), and means squared error (MSE) of the MD and other estimators -which are introduced in the previous sectionof β are reported below; for easy comparison purpose, we analyze the findings and evaluate the performance of estimators in terms of MSE since those with the least MSE also approximately display the least bias or SE or both. Table 1 -(a) reports findings corresponding to the normal individual effect with normal, Laplace, logistic, and MTN remainder disturbances when n = 10 and T = 5. As reported in the table, the within estimators outperform other estimators regardless of remainder disturbances; the random effect estimators display almost the same performance as the within estimators. The MD estimators follows the within and the random effect estimators, and, not surprisingly, the OLS estimators are the worst. Table 1 -(b), 1-(c), and 1-(d) report the findings corresponding to non-Gaussian individual effects: logistic, Laplace, and MTN. Similar to cases of independent non-Gaussian errors of the linear regression model which are illustrated in Koul (2002) , the MD estimators display the least SE -as a result, the least MSEregardless of the remainder disturbances. It is, however, hard to discuss the merits and demerits in terms of bias. For the normal and Laplace disturbances, the within estimators generally show the least bias regardless of individual effects; in the case of logistic and MTN disturbances, the MD estimators generally display the least bias. None of estimators shows dominance over others in terms of bias. One notable fact is that the superiority of the MD estimators to others is prominent especially in the case of MTN individual effect. Observe that MSE's of the MD estimators corresponding to normal and MTN remainder disturbances are approximately 50% of those of the within and RE estimators. When n and T are increased, we obtain the similar results to the case of n = 10 and T = 5, and hence, we do not report here. Table 1 : Bias, SE, and MSE of estimators when n = 10 and T = 5.
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