We study an inhomogeneous generalization of the classical corner growth in which the weights are exponentially distributed with random parameters. Our interest is in the large deviation properties of the last passage times. We obtain tractable variational representations of the right tail large deviation rate functions in both the quenched and annealed settings and estimates for left tail large deviations. We also compute expansions of the right tail rate functions near the shape function, which are consistent with the expectation of KPZ type fluctuations in an appropriate regime.
previous exactly solvable corner growth models: the presence of linear segments of the shape function. This is of some interest because different fluctuation exponents are expected in these different regions if the weights are weakly correlated. For a particle system perspective on this phenomenon in the case where a is almost surely constant and b is i.i.d. and bounded, see [27] .
The present paper is devoted to the question of large deviations corresponding (1.4) . In the quenched setting, we are able to prove a large deviation principle with rate n and a rate function given by the solution to a reasonably tractable variational problem. With certain choices of the weights and in certain directions, we provide some explicit formulas for these rate functions.
In the annealed setting, we have a variational expression for the right tail rate function which is similar to the variational expression in the quenched setting, though we no longer have any non-trivial explicitly computable examples. Deviations to the right of the shape function in the annealed model are connected to deviations in the quenched model through a variational problem involving relative entropy. Heuristically, these deviations should arise from perturbations of pa, bq combined with deviations in the quenched model with these perturbed parameters. There are rate n annealed large deviations to the left of the shape function. This is in contrast to the i.i.d. models, where the rate is n 2 [14, 22] . We show that this occurs by using the fact that it is possible to see a finite entropy deviation of the (order n many)
parameters ta i u t ns u i"1 and tb j u t nt u j"1 which affect the distribution of Gpt ns u, t nt uq and makes the shape function smaller.
We identify the expansions of both the quenched and annealed rate functions near the shape function. In the quenched model, for directions in which the shape function is strictly concave, these expansions are heuristically consistent with the expectation of Tracy-Widom To prove the variational formulas for the right tail rate functions, we follow an approach introduced in [24] and applied in [9, 13, 22] . The key technical condition making this scheme tractable is an analogue of Burke's theorem from queueing theory, which in this setting corresponds to the existence of a stationary version of the model, as discussed in Proposition 2.1.
We expect that the techniques employed in this paper could be used to obtain similar results in inhomogeneous versions of other models with the Burke property, such as the log gamma polymer [26] , the strict-weak polymer [6] and the corner growth model with geometric weights [8] .
The principal contributions of this paper are as follows. To the best of our knowledge, this is the first inhomogeneous model in the KPZ class for which exact large deviation rate functions have been computed. The rate functions we obtain in both the quenched and annealed settings are tractable. For general choices of the distributions of the sequences pa, bq, we identify the asymptotic rate that the right tail rate function tends to zero near the shape function, suggesting KPZ type fluctuations for the quenched model in appropriate directions. In particular, our results suggest a partial answer to the problem of what type of fluctuations to expect at the interface of the linear and concave regions. We further connect our quenched and annealed rate functions through a natural variational problem involving relative entropy.
The paper is organized as follows. In Section 2, we define the model precisely and state our results. The remaining sections are devoted to proofs. In Section 3, we discuss the stationary model and compute the Lyapunov exponents of the last passage times. In Section 4, we study the extremizers of the variational problems for the rate functions and Lyapunov exponents. We then estimate the probability of left tail large deviations in Section 5. In Section 6 we show that the Legendre-Fenchel transform of the right tail rate function is given by the previously computed Lyapunov exponents. These results are combined to prove the large deviation principle for the quenched model. In Section 7, we note that the extremizers for the annealed model are connected to the extremizers for a quenched model with different parameters, which gives a variational connection between the quenched and annealed rate functions. Understanding of the extremizers also allows us to prove the scaling estimates in Section 8. We include the standard subadditivity arguments showing existence and regularity of the Lyapunov exponents and right tail rate functions in Appendix A.
Notation. For real numbers a, b, we denote maxpa, bq " a _ b and minpa, bq " a^b. We take the convention that N " tn P Z : n ą 0u and R`" tx P R : x ą 0u. For D Ă R, we denote by M 1 pDq the collection of probability measures on D. For η P M 1 pDq, we use the notation η " ess-inftηu andη " ess-suptηu.
Given ν, µ P M 1 pDq, the relative entropy is defined by Hpν|µq " E ν log dν dµ if ν is absolutely continuous with respect to µ and 8 otherwise. See for example the discussions in [7] and [19] for basic properties of the relative entropy. We denote absolute continuity of ν with respect to µ by ν ! µ. For probability measures ν, µ with ν ! µ, we write dν dµ pxq » f pxq if νpdxq " r ş f pxqµpdxqs´1f pxqµpdxq. For a probability measure µ on R`, define
and note that for each µ, M µ is a convex set by convexity of Hpν|µq.
For f : R Ñ p´8, 8s, f ‹ pξq " sup xPR txξ´f pxqu defines the Legendre-Fenchel transform.
We refer the reader to [20] for basic properties of this transform.
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Model and results

Model
Denote by W pi, jq the projection R N 2 Ñ R`onto the coordinate pi, jq for i, j P N. For any sequences a " pa 1 , a 2 , . . . q, b " pb 1 , b 2 , . . . q taking values in R`, we define P a,b to be the product measure on R N 2 satisfying P a,b pW pi, jq ě xq " e´p ai`bj qx for i, j P N and x ě 0.
We will draw the sequences pa, bq randomly from a distribution µ on R ǸˆRǸ . For k P Z`, let τ k denote the shift pc n q nPN Þ Ñ pc n`k q nPN . In all of the results that follow, we make the following assumptions on pa, bq. We assume that a and b are stationary sequences under µ. We assume further that µ is separately ergodic with respect to τ kˆτl for k, l P N. This means that if k, l P N and B Ă R ǸˆRǸ is a Borel set with pτ kˆτl q´1pBq " B then µpBq P t0, 1u.
The annealed distribution P is given by PpBq " E rP a,b pBqs for any Borel set B Ă R
where E is the expectation under µ. Let E a,b and E denote the expectations under P a,b and P, respectively. We denote by α and β the distributions of a 1 and b 1 and take the convention that a and b are random variables with distributions α and β respectively. In all of the following results, we will assume that Era`bs ă 8 andᾱ`β ą 0. Finally, all large deviation results under P are limited to the case in which a and b are independent i.i.d. sequences.
We will also consider a 'stationary' model defined on the extended sample space R 
For sequences a and b in p0, 8q and z P p´ᾱ,βq, define the product measure P We show in Proposition A.2 of the appendix that for s, t, λ ą 0, we may define the quenched and annealed Lyapunov exponents by
Our first result is an exact computation of these exponents.
Having proven Theorem 2.2, a proof similar to the proof of Theorem 2.2 allows us to compute the Lyapunov exponents in the stationary version of the model. Theorem 2.3. For z P p´ᾱ,βq, almost surely for all s, t ą 0 and λ P p0, pᾱ`zq^pβ´zqq
Similarly, we show in Proposition A.1 that for s, t ą 0 and r P R, we may define right tail rate functions by lim nÑ8´1 n log P a,b pGpt ns u, t nt uq ě nrq " J s,t prq µ-a.s.,
Using Theorem 2.2, we show that
The preceding result also describes left tail large deviations for a tagged particle in an inhomogeneous TASEP with step initial condition. This TASEP can be obtained from the corner growth by defining the position of particle i P N at time t ě 0 as in (1.3) . By monotonicity of G, the particles remain ordered i.e. σpi, tq ą σpi`1, tq for i P N and t ě 0. Initially, σpi, 0q "´i for i P N and particles move on Z over time according to the following rule. If particle i is at site´i`j´1, as soon as site´i`j is vacant, particle i moves to site´i`j after W pi, jq amount of time. Since tσpi, tq ą ju " tGpi, i`jq ă tu as events, Theorem 2.4 implies the next corollary.
Corollary 2.5. For x, y, t ą 0, lim nÑ8´1 n log P a,b pσpt nx u, ntq ą t ny uq " J x,x`y ptq a.s. lim nÑ8´1 n log Ppσpt nx u, ntq ą t ny uq " J x,x`y ptq.
As with the shape function, we will at times consider the maps pα, βq Þ Ñ J s,t prq " J α,β s,t prq and pα, βq Þ Ñ J s,t prq " J α,β s,t prq.
Note that the Lyapunov exponents and the right tail rate functions depend on µ only through the marginal distributions α and β. The variational problem in (2.7) can be solved exactly for certain choices of α, β, s and t. We note that if r ě gps, tq and there exists λ ‹ P p0,ᾱ`βq and
Example 2.6. If α " β " δ c{2 for c ą 0, then for r ě gps, tq " c´1p ? s`?tq 2 , Example 2.7. If α " β " pδ c`q δ d for p, q, c, d ą 0 with p`q " 1 and s " t, then for r ě gps, sq " 2s`pc´1`qd´1˘,
More complicated exact formulas in this model are available in all directions ps, tq.
Example 2.8. If α and β are uniform on rc{2, c{2`ls for c, l ą 0 and s " t, then Left tail large deviations in the quenched model have rate strictly larger than n. We expect that under mild hypotheses the correct rate should be n 2 , as is the case in the homogeneous model where α " β " δ c 2 [14, 22] .
Lemma 2.9. lim nÑ8´1 n log P a,b pGptnsu, tntuq ď nrq " 8 for s, t ą 0 and r ă gps, tq µ-a.s. As before, we will at times use the notation pα, βq Þ Ñ I s,t prq " I α,β s,t prq.
Theorem 2.10. µ-a.s, for any s, t ą 0, the distribution of n´1Gpt ns u, t nt uq under P a,b satisfies a large deviation principle with rate n and convex, good rate function I s,t .
Although our proof of the large deviation principle goes through the Lyapunov exponents, we do not apply the Gärtner-Ellis theorem. The steepness condition in this model is Erpa´ᾱq´1s "
Erpb´βq´1s " 8, which would rule out having linear segments of the shape function and so is too restrictive.
In contrast to the quenched case, there are non-trivial annealed large deviations at rate n.
The following bound gives a mechanism for these deviations. The other bound needed to show that n is the correct rate for certain left tail large deviations follows from essentially the same argument used to show that the quenched rate is strictly larger than n. This is discussed briefly after the proof of Lemma 2.9. To show that there are rate n annealed left tail large deviations it suffices to show that there exist ν 1 P M α and ν 2 P M β with g ν1,ν2 ps, tq ă g α,β ps, tq. We give a simple proof that under mild conditions this is the case in Lemma 5.2. We expect that this mechanism is not sharp.
Example 2.12. Suppose that α " 1 2 δ 1`1 2 δ 2 and β " δ 1 , and recall that M α " tpδ 1`p 1´pqδ 2 :
t5.3u Y p5.5, 8s. The reason for the discontinuity in this example is that if p ą 0, then the functional in (2.3) is minimized on the set p´1, 1q, but if p " 0, the minimization occurs on p´2, 1q. We have chosen s " 1, t " 9 so that the minimizer for the p " 0 case occurs in p´2,´1q. The bound one obtains from Lemma 2.11 in this example is infinite when applied to the interval p5.4, 5.5q. The finite relative entropy perturbation of the a i parameters switching the distribution to δ 2 turns this into a right tail large deviation.
The next theorem connects quenched rate function and annealed right tail rate function through a variational problem. We expect that this result means that large deviations above the shape function in the annealed model with marginals α and β can be viewed as a large deviation in the parameters ta i u 
where z ‹ and λ ‹ are the unique z ‹ , λ ‹ with λ ‹ P r0,ᾱ`βs, z ‹ P r´ᾱ,β´λ ‹ s satisfying
It is natural to conjecture that this variational connection describes all rate n annealed large deviations, rather than just annealed right tail large deviations. We have been unable to prove this result.
The next result concerns the regularity of our rate functions. Our rate functions are convex and differentiable to the right of gps, tq, but we note that for certain choices of α and β they can have linear segments; see Lemma 4.5 and the comments preceding it.
Theorem 2.14. For any s, t ą 0, both J s,t and J s,t are continuously differentiable on rgps, tq,`8q.
Finally, we describe the leading order asymptotics of J s,t prq and J s,t prq as r Ó gps, tq and comment on the implications for the fluctuations of the last-passage times. Let ζ denote the unique minimizer of (2.3).
Theorem 2.15. For any s, t ą 0, as Ó 0,
and Erpa´ᾱq´3s ă 8
and Erpb´βq´3s ă 8
We do not have an intuitive explanation for the presence of an extra factor of 
and assume that our asymptotic result in the concave region hold for finite n. Then for ps, tq P S and large r, we expect to see
which agrees the leading order large r asymptotics of the Tracy-Widom GUE distribution [1,
Note that the choice of normalizing constant C in this argument is not arbitrary.
Taking C " In the latter case, this was shown to be the constant arising from the KPZ scaling theory in [29] . We also remark that the centering in this argument is likely not correct. As in [12, Theorem 3] , we expect that the correct centering should be n times the shape function with α and β given by the empirical distribution of the parameters ta i u t ns u i"1 and tb j u t nt u j"1 rather than ngps, tq. This new shape function is not random with respect to P a,b and converges to gps, tq for almost every realization of the environment. Continuity of the rate function then explains why this difference does not appear at the level of right tail large deviations. The same heuristic suggests that when Erpa´ᾱq´3s ă 8 or Erpb´βq´3s ă 8, we should expect KPZ type fluctuations in the critical directions s{t " c 1 or s{t " c 2 , though we do not conjecture the precise limiting distribution in these cases. We also do not address the cases when Erpa´ᾱq´2s ă 8 but Erpa´ᾱq´3s " 8 or Erpb´βq´2s ă 8 but Erpb´βq´3s " 8, though these are interesting questions.
Theorem 2.16. Suppose that α and β are not both degenerate. For any s, t ą 0, as Ó 0,
We do not have any explicitly computable examples for which the regions s{t ď c 1 and s{t ě c 2 are non-trivial, but we illustrate the results of the last two theorems with a numerical example.
Example 2.17. Choose α " 4pa´1q 3 1 r1,2s paqda and β " δ 1 . We note thatᾱ "β " 1. Explicit In Figure 3 , we plot numerical approximations of the rate functions against the small asymptotics in Theorems 2.15 and 2.16. For example, frame (e) plots J 1,1 pgp1, 1q` q against Figure 3 : Plot of J s,t pgps, tq` q and J s,t pgps, tq` q (solid) and their Ó 0 asymptotics (dashed) with s " 1.
Variational formulas for the Lyapunov exponents
Note from (2.2) that the probabilities under P z a,b and P z of events generated by tW pi, 0q : i P Nu make sense for any z ą´ᾱ. Therefore, we permit ourselves to use notation P z a,b and P z (and the corresponding expectations) for z ěβ and, similarly, for z ď´ᾱ when we work only with tW pi, 0q : i P Nu and tW p0, jq : j P Nu, respectively.
, and z ăβ in (3.2) and (3.4)
below.
(a) µ-a.s., for any t ą 0,
Proof. Using (2.2), we compute
(3.5) If λ ăᾱ`z then the first equality in (3.5) holds for all n P N µ-a.s and we have
Hence, by the ergodicity of a,
Moreover, it follows from (3.5) that
Next, consider the case λ "ᾱ`z. If (3.6) is in force, then both (3.7) and (3.8) still hold.
Suppose now that (3.6) fails. By monotonicity, lim inf
Finally, consider the case λ ąᾱ`z. Then, by the ergodicity of a, there exists i P N such that λ ě a i`z and the second equality in (3.5) holds for large enough n P N µ-a.s. Hence, (3.9).
We have verified (3.1) and (3.3). The proofs of (3.2) and (3.4) are similar.
Recall the basic properties of the Lyapunov exponents stated in Proposition A.2. For s, t ą 0 and λ P R, define
where the limits exist by monotonicity. Define L s,0 pλq and L 0,t pλq similarly. Also, for k, l P Z`, let θ k,l denote the shift given by ωpi, jq Þ Ñ ωpi`k, j`lq for i, j P N and ω P R . We next obtain a variational formula involving the Lyapunov exponents.
Lemma 3.2. Let z P p´ᾱ,βq and λ P p0,β´zs. Then
Proof of (3.10). We may assume that the left-hand side of (3.10) is finite. (This assumption fails only when λ "β´z and E logpb´βq "´8 in which case (3.10) clearly holds).
It follows from (1.2) and (2.1) that
which leads to
Also, note the identity
‰ "
ı for λ ą 0 and z ą´ᾱ. Using the independence of weights under P z a,b , Proposition 2.1, (3.12) and (3.13), we obtain
 ,
(3.14)
Set k " r np1´tq s`1 for some t P p0, 1q, apply logarithms to both sides and divide through by n in (3.14). It follows from Proposition A.2 that
as n Ñ 8 along suitable subsequences because pa, bq is stationary and L is deterministic. Hence, also using Lemma 3.1, we obtain
In particular, L is finite. By continuity, (3.15) holds with t " 0 and t " 1 as well.
For the opposite inequality, introduce L P N and let n ą L such that rpl`1qn{L s ą r ln{L s for 0 ď l ă L. Then, by (3.12) and nonnegativity of the weights,
Jpn, jq ď max 1ďlăL tmaxtGptpL´lqn{L u, nq˝θ r ln{L s,0´ÿ
rpl`1qn{L săiďn
Taking logarithms leads to
Dividing through by n and letting n Ñ 8 along a suitable subsequential limit yield
Proof of (3.11) . Some details will be skipped. We may assume that the left-hand side of (3 .11) is finite.
Using independence, we can rewrite (3.14) as
The factors on the right-hand side are independent. Applying E yields
where we rearranged terms using that tW pi, 0q : i P Nu and tW p0, jq : j P Nu are both i.i.d.
under P z`λ and P z . Then, (3.18) leads to ě half of (3.11) via Proposition A.2 and Lemma 3.1.
For the ď half of (3.11), suppose that λ ăβ´z for the moment. Note the inequalities
It follows from these and (3.16) that
The point of (3.19) is that the terms on the right-hand side are products of independent factors, which is not the case in (3.16). Applying log E, we obtain
Divide through by n and let n Ñ 8. If we then send L Ñ 8, the result is
for all λ ăβ´z. The case λ "β´z also follows because the right-hand side is nondecreasing in λ and the left-hand side, due to monotone convergence, is continuous in λ on p0,β´zs.
Proof. Let ą 0. On the event b 1 ďβ` , which has positive µ-probability, we have for n ě 1{
 .
Then, by Lemma 3.1,
. By monotone convergence, letting Ó 0 yields
.
To complete the proof of (3.21), we need
for λ P p0,ᾱ`βs. When λ "ᾱ`β, we may assume that the right-hand side is finite. Then, a i ąᾱ for i P N a.s. and the argument in the paragraph of inequality (3.14) goes through with z "´ᾱ as well. Hence,
for t P r0, 1s, z P r´ᾱ,βq and λ P p0,β´zs, which simplifies to
Setting t " 0 and z "β´λ in (3.26) gives (3.24). The remaining cases are treated similarly.
L s,t pᾱ`βq " s log E " a`β a´ᾱ
Proof. By concavity and homogeneity,
When the right-hand side is finite, the opposite inequality comes from (3.25). L s,t pᾱ`βq is computed similarly.
We will use the next lemma to recover the Lyapunov exponents from the variational formulas in Lemma 3.2. corresponds to Proposition 4.4 there, and Apxq " Erpa`xq´1s and Bpxq " Erpb´xq´1s for
Proof of Theorem 2.2. It follows from Lemma 3.3 that L s,t pλq " 8 for λ ąᾱ`β. Fix λ P p0,ᾱ`βq and define
Apzq " E " logˆa`z`λ a`z˙ for z ą´ᾱ, Bpzq " E " logˆb´z b´z´λ˙ for z ăβ´λ.
Lemma 3.2 states that
Apzq`Bpzq " sup 0ďtď1 tmaxtL t,1 pλq`p1´tqApzq, L 1,t pλq`p1´tqBpzquu for z P p´ᾱ,β´λq.
Note that A and B are continuous, A is decreasing and B is increasing. Moreover, by Lemma inf´ᾱ ăzăβ´λ tsApzq`tBpzqu. The endpoints can be included in the infimum, by monotone convergence. The proof of (2.6) is similar.
We close this section with a proof of Theorem 2.3, which is similar to the arguments above.
Proof of Theorem 2.3. We begin with the couplinĝ
Gpt ns u, t nt uq " max 1ďkďt ns u ! Gpt ns u´k`1, t nt uq˝θ k´1,0`Ĝ pk, 0q
Arguing with lim sup and lim inf and coarse graining as above, this leads to the variational
Substituting in the variational expression for L s,t pλq, this leads to
Applying a minimax theorem (for example [28] ), we obtain
Write pa`z´λqpa`θ`λq " pa`zqpa`θq`λpz´θ´λq to see that the inner maximum of the first term occurs at r " s if z´λ ď θ and r " 0 if z´λ ě θ. Similarly, θ Þ Ñ p1´λpb´θq´1q is a decreasing function, so the inner maximum of the second term occurs at u " t for θ ď z and at u " 0 for θ ě z. Breaking the first minimum over r´ᾱ,β´λs into a minimum over r´ᾱ, z´λs and a minimum over rz´λ,βs and the second into a minimum over r´ᾱ, zs and a minimum over rz,β´λs, we obtain min θPr´ᾱ,β´λs
and similarly, for the remaining term we have min θPr´ᾱ,β´λs
is strictly convex with a unique minimizer.
Note that the first terms in each of these minima are the values of this function evaluated at θ " z´λ and θ " z. The result follows from strict convexity by considering whether the minimizer lies in r´ᾱ, zs, rz, z´λs, or rz´λ,β´λs.
Extremizers of the variational problems
In this section, we derive some regularity properties of L, L, J and J by studying the extremizers of their variational representations. The next two lemmas describe the minimizers of (2.5) and (2.6). See Figure 4 for an illustration.
Lemma 4.1. Fix s, t ą 0 and define F " F pz, λq for 0 ă λ ăᾱ`β and´ᾱ ď z ďβ´λ by
For each λ P p0,ᾱ`βq, there exists a unique z ‹ " z ‹ pλq P r´ᾱ,β´λs such that L s,t pλq " F pz ‹ , λq.
We have z ‹ "´ᾱ if and only if
and z ‹ "β´λ if and only if
Define λ 1 " inftλ P p0,ᾱ`βq : (4.2) holds.u^pᾱ`βq and λ 2 " inftλ P p0,ᾱ`βq : (4.3) holds.upᾱ`β q. Then z ‹ "´ᾱ if and only if λ ě λ 1 , and z ‹ "β´λ if and only if λ ě λ 2 . For 0 ă λ ă λ 0 " λ 1^λ2 , we have B z F pz ‹ , λq " 0. Moreover, z ‹ is continuous on p0,ᾱ`βq and continuously differentiable on p0,ᾱ`βq tλ 0 u. We have´1 ă z ‹ 1 ă 0 for 0 ă λ ă λ 0 , lim λÓ0 z ‹ " ζps, tq and lim λÒᾱ`β z ‹ "´ᾱ.
Lemma 4.2. Lemma 4.1 holds verbatim if L s,t , (4.1), (4.2) and (4.3) are replaced with
respectively. Here, the left-hand sides of (4.5) and (4.6) are interpreted as´8 and 8 when Erpa´ᾱq´1s " 8 and Erpb´βq´1s " 8, respectively.
Proof of Lemma 4.1. Since B 2 z F ą 0, the existence and the uniqueness of z ‹ follows. Also, z ‹ "´ᾱ if and only if B z F p´ᾱ, λq ě 0, which is (4.2). We note that B z F p´ᾱ, λq "´8 if Erpa´ᾱq´1s " 8 and, otherwise, λ´1B z F p´ᾱ, λq is a continuous, increasing function of λ P p0,ᾱ`βq. Therefore, z ‹ "´ᾱ if and only if λ ě λ 1 . We similarly observe (4.3) and the equivalence of z ‹ "β´λ and λ ě λ 2 . (Because B z F is increasing in z, we cannot have λ 1 and λ 2 both less thanᾱ`β).
When λ ă λ 0 , the minimizer is the unique z ‹ P p´ᾱ,β´λq satisfying
By the implicit function theorem, z ‹ is continuously differentiable for 0 ă λ ă λ 0 with derivative Observing that
we conclude that´1 ă z ‹ 1 pλq ă 0. In particular, z ‹ is monotone and has limits as λ Ó 0 and λ Ò λ 0 . We also have continuous differentiability of z ‹ for λ ą λ 0 . Now, supposing λ 0 P p0,ᾱ`βq, we show that z ‹ is continuous at λ 0 . Letting λ Ò λ 0 in (4.7), we obtain
Since the minimizer occurs at the boundary when λ " λ 0 , we deduce from (4.9) that lim λÒλ1 z ‹ pλq "ᾱ and lim λÒλ2 z ‹ pλq "β´λ 2 when λ 0 " λ 1 and λ 0 " λ 2 , respectively.
Since z ‹ pλq P r´ᾱ,β´λs, we have lim λÒᾱ`β z ‹ pλq "´ᾱ. Set z ‹ p0q " lim λÓ0 z ‹ pλq. To calculate this limit, we consider several cases. If λ 0 ą 0 then we can let λ Ó 0 in (4.7) and obtain
" B z g z‹p0q ps, tq, which implies z ‹ p0q " ζ. If λ 1 " 0 then B z F p´ᾱ, 0q " B z g´ᾱps, tq ě 0 and if λ 2 " 0 then B z F pβ, 0q " B z gβps, tq ď 0. Hence, we get ζ "´ᾱ " z ‹ p0q and ζ "β " z ‹ p0q, respectively.
We omit the proof of Lemma 4.2 which is similar to that of Lemma 4.1. Proof. Let us write L for L s,t and F " F pz, λq be given by (4.4) . Using Lemma 4.1, we compute
for 0 ă λ ă λ 0 . Differentiating again, we obtain
where the inequality comes from
Also, for λ ą λ 2 ,
We have verified that L is continuously differentiable on p0,ᾱ`βq tλ 0 u and L 1 is increasing.
We next note that L is also continuously differentiable at λ 0 when λ 0 P p0,ᾱ`βq, for which it suffices to check that the left and right limits of L 1 at λ 0 match. First, we consider the case λ 1 P p0,ᾱ`βq. Then, as λ Ò λ 1 , (4.10) tends to s Erpa´ᾱ`λ 1 q´1s`t Erpb´ᾱ´λ 1 q´1s, which equals the λ Ó λ 1 limit of (4.11). Now, suppose that λ 2 P p0,ᾱ`βq. Then, as λ Ò λ 2 , (4.10)
tends to s Erpa`βq´1s`t Erpb´βq´1s, which is the same as
, the λ Ó λ 2 limit of (4.13).
We next calculate L 1 p0q " lim λÓ0 L 1 pλq. If λ 0 ą 0 then λ Ó 0 limit of (4.10) gives
In the cases λ 1 " 0 and λ 2 then ζ "´ᾱ and ζ "β, respectively. Hence, letting λ Ó 0 in (4.11) and (4.13), respectively, we still obtain L 1 p0q " gps, tq.
The asserted properties of L are proved similarly. 
The next lemma establishes continuous differentiability of J s,t prq and J s,t prq and shows that these functions are linear in r for r ą L 
The same statements hold if we replace J s,t and L s,t with J s,t and L s,t , respectively.
Proof. We have Jprq " sup 0ăλăᾱ`β tλr´Lpλqu, where pL, Jq pair refers to either pL s,t , J s,t q or pL s,t , J s,t q. The λ-derivative of the function inside the supremum is r´L
is continuous and increasing from gps, tq to the limit L 1 pᾱ`βq on p0,ᾱ`βq. It follows that the unique maximizer λ ‹ is atᾱ`β if r ě L 1 pᾱ`βq and at pL 1 q´1prq, otherwise. In addition, λ ‹ is increasing and continuous on rgps, tq,`8q. Since L 1 is differentiable and has nonzero derivative
Then continuity of λ ‹ implies that J is continuously differentiable for all r ě gps, tq including L 1 pλ 0 q when λ 0 P p0,ᾱ`βq.
Proof of Theorem 2.14. This theorem is included in the preceding lemma.
Left tail estimates
We now estimate the left tail in both the quenched and annealed settings. The first result shows that in the quenched case, the rate n large deviation rate function will be trivial for deviations to the left of the shape function gps, tq. This proof is based on the proof of [22, Theorem 4.1], which was adapted from an argument in [16] .
Proof of Lemma 2.9. First, fix s, t, ą 0 and rational. Take m P N large enough that m´1E Gptmsu, tmtuq ě gps, tq´ 2 . We coarse grain the lattice into pairwise disjoint translates of the set t1, . . . , tmsuuˆt1, . . . , tmtuu. Toward this end, define
Take n large and let L " t n m´t ? nu´2u. For each such k ď t ? nu, define a diagonal by
We observe that the passage time from the bottom left corner of B j i to the top-right corner of B j i , G i,j " Gptmsu, tmtuq˝τ pi`jqtmsu,jtmtu , has the same distribution as G 0,0
i2 " H and consequently tG i,j u i,jě0 forms an independent family under P a,b . Denote by Π k the collection of paths from p1, 1q to ptnsu, tntuq passing through the bottomleft and top-right vertices of B j k for each j. See Figure 5 . We have
It follows that
Now, fix λ ą 0 sufficiently small that C " λm 2´λ
The ergodic theorem then implies that the following limit holds µ almost surely:
. By the exponential Markov inequality and independence under P a,b , we have
Recalling that L´1n Ñ m as n Ñ 8, and our assumption that E G 0,0 ą mpgps, tq´ 2 q, it follows that lim sup LÑ8 L´1 log P a,b´ř
surely. Therefore, for each k there exists a random N k so that for n ě N k P a,b˜L
For any fixed K and n ě max kďK N k , we see that P almost surely we havé 1 n log P a,b`n´1 Gptnsu, tntuq ď pgps, tq´ q˘ě
Sending n Ñ 8 and then K Ñ 8 gives the result for fixed s, t, ą 0. For the general result, we work on the µ almost sure set where the result holds simultaneously for all rational s, t, ą 0.
Take s, t, ą 0 and s 1 ă s and t 1 ă t rational with the property that ´gps, tq`gps 1 , t 1 q ą 1 ą 0 for rational 1 . This is possible by continuity of g. The result follows from observing that
Corollary 5.1. µ a.s. for s, t, λ ą 0, lim nÑ8 n´1 log E a,b rexp t´λGptnsu, tntuqus "´λgps, tq.
Essentially the same argument as in Lemma 2.9 restricted to a single diagonal D 0 (so that the last passage times on B j 0 are i.i.d. under P) shows that for r P p0, gps, tqq, we have lim inf nÑ8´n´1 log P`n´1Gpt ns u, t nt uq ď r˘ą 0.
To show that n is the correct rate for certain left tail large deviations, we need to show that the corresponding limsup is finite for some r P p0, gps, tqq. We begin by considering the natural mechanism for these deviations, which we stated previously in Section 2 as Lemma 2.11.
Proof of Lemma 2.11. We may assume without loss of generality that
g ν1,ν2 ps, tq P px, yqu ‰ H since the right hand side is infinite otherwise. Fix a pair ν 1 , ν 2 from this set and introduce the notation A n " tn´1Gpt ns u, t nt uq P px, yqu, dν 1 dα paq " ϕpaq, dν 2 dβ pbq " ψpbq.
Since A n is measurable with respect to σ pW pi, jq : 1 ď i ď t ns u, 1 ď j ď t nt uq, we see that
ff .
Taking logs and applying Jensen's inequality shows that 1 n log P α,β pA n q ď´1 n log E ν1,ν2
log ψpb j q¸ff´1 n log P ν1,ν2 pA n q.
Note that for any measures ν 1 , ν 2 , we have g ν1,ν2 ps, tq ą 0, so we have not divided by zero above.
The last term tends to zero because P ν1,ν2 pA n q Ñ 1 as n Ñ 8. For the remaining term, we note that
But x log x ě´1 e and P a,b pA c n q P r0, 1s so the last term is bounded above by a constant. Dividing by n and taking lim sup nÑ8 , then optimizing over ν 1 , ν 2 gives the result.
To show that the annealed model has non-trivial rate n large deviations to the left of the shape function, it suffices to show that there exists ν 1 P M α with g ν1,β ps, tq ă g α,β ps, tq. The next lemma gives mild conditions under which this is the case.
Lemma 5.2. Suppose that α is not degenerate and E α ra log as ă 8. Then there exists ν 1 with Hpν 1 |αq ă 8 and g ν1,β ps, tq ă g α,β ps, tq.
Proof. Define ν 1 by dν1 dα paq » a. Note that Hpν 1 |αq ă 8 by hypothesis. Let ζ P r´ᾱ,βs be such that g α,β ps, tq " s E " pa`ζq´1
Because α ‰ δ c for any c, the Cauchy-Schwarz
We expect that the moment condition in the previous lemma is unnecessary.
Large deviation principle
We prove Theorem 2.4 by working with Legendre-Fenchel transforms and appealing to convex duality.
Lemma 6.1. For all s, t ą 0,
Proof. We give the proof of the result under P a,b . The proof under P is similar. Recall the regularity properties of J s,t p¨q proven in Proposition A.1 in the appendix. The result for λ ă 0 follows from the observation that J s,t prq " 0 for r ď gps, tq. For all λ ą 0, by the exponential Markov inequality we have
" e λGptnsu,tntuq ı´λ r.
Sending n Ñ 8 gives λr´J s,t prq ď L s,t pλq and taking sup rPR implies J ‹ s,t pλq ď L s,t pλq. For the reverse inequality, we next consider the case λ P p0,ᾱ`βq. Fix M ą 0 and let tx i u K i"0 be a partition of r0, M s. We observe that
Consequently, we see that
Take lim sup nÑ8 then K Ñ 8. Using continuity of r Þ Ñ J s,t prq, we see that
Let p, q ą 1 be such that p´1`q´1 " 1 and pλ ăᾱ`β. Then
From this, we see that there exist deterministic constants C 1 , C 2 such that lim sup
Recall that λr ď L s,t pλq`J s,t prq, so that as M Ñ 8, J s,t pM q Ñ 8. Since max rďM tλrJ s,t prqu ď J ‹ s,t pλq, it follows that we have L s,t pλq ď J ‹ s,t pλq. Next, we turn to the case λ "ᾱ`β. We observe that as λ Òᾱ`β, L s,t pλq Ò L s,t pᾱ`βq.
Suppose that L s,t prq ă 8. Fix ą 0 and take λ ăᾱ`β such that sup rPR tλr´J s,t prqu " L s,t pλq ě L s,t pᾱ`βq´2 . Then there exists r ą 0 so that λr´J s,t prq ě L s,t pᾱ`βq´ . Since pᾱ`βqr ą λr, it follows that J ‹ s,t pᾱ`βq ě L s,t pᾱ`βq´ . The case L s,t pᾱ`βq " 8 is similar. Finally, we consider the case λ ąᾱ`β, where L s,t pλq " 8. For each pi, jq, we eventually have Gpt ns u, t nt uq ě W pi, jq. This implies that for all pi, jq, J s,t prq ď pa i`bj qr1 trě0u and therefore µ almost surely, J s,t prq ď pᾱ`βqr1 trě0u . Taking Legendre-Fenchel transforms of this inequality shows that J log P a,b`n´1 Gptnsu, tntuq P O˘" 0 " inf rPO I s,t prq 3. If O X pgps, tq, 8q ‰ H, then O X pgps, tq, 8q contains an interval pr 0 , r 1 q. Note that P a,b`n´1 Gptnsu, tntuq P O˘ě P a,b pGptnsu, tntuq P pr 0 , r 1" P a,b pGptnsu, tntuq ě r 0 q´P a,b pGptnsu, tntuq ě r 1 q Lemma 4.5 shows that J s,t prq is strictly increasing for r ą gps, tq, which implies that lim sup nÑ8´n´1 log P a,b`n´1 Gptnsu, tntuq P O˘ď J s,t pr 0 q.
Let r n P O X pgps, tq, 8q be a sequence with r n Ó r 8 " inftx : x P O X pgps, tq, 8qu. Then because J s,t prq is continuous and non-decreasing, we see that lim sup nÑ8´n´1 log P a,b`n´1 Gptnsu, tntuq P O˘ď J s,t pr 8 q " inf rPOXpgps,tq,8q
The upper bound follows from the regularity of J s,t , Theorem 2.4 and Lemma 2.9.
Relative entropy and the rate functions
We now turn to the proof of Theorem 2.13. Our argument proving this result is purely convex analytic and does not show the probabilistic interpretation mentioned before the statement of the theorem. We begin with a technical lemma.
Lemma 7.1. For r ą 0, the map pα, βq Þ Ñ I α,β s,t prq is convex on M 1 pR`q 2 .
Proof. Using (2.3), one can check that pα, βq Þ Ñ g α,β ps, tq is concave on MpR`q 2 . Thus, tpα, βq :
Fix α 1 , α 2 , β 1 , β 2 P M 1 pR`q and δ P p0, 1q. Denote by α δ " δα 1`p 1´δqα 2 and by β δ " Also, by Corollary 3.4, z ‹ pᾱ`βq "´ᾱ). Note that λ ‹ " 0 is impossible because J α,β s,t prq ą 0 by Lemma 4.5. If λ ‹ P p0,ᾱ`βq and z ‹ P p´ᾱ,β´λ ‹ q, then ν 1 P M α and ν 2 P M β because their densities with respect to α and β are bounded. Taking derivatives in (2.12), we see that z ‹ and
These are precisely the first order conditions implying that s,t prq, the result follows. The necessary and sufficient conditions in Lemmas 4.1 and 4.2 show that ν 1 and ν 2 are well defined and that this equality continues to hold if λ ‹ ăᾱ`β and z ‹ "´ᾱ or z ‹ "β´λ ‹ . The only remaining case is λ ‹ "ᾱ`β and z ‹ "´ᾱ. 
Scaling estimates
In this section, we prove the scaling estimates for the quenched and the annealed rate functions.
See the discussion Section 4 for the notation below. If c 1 ă s{t ă c 2 we have B z g ζ ps, tq " 0 and, therefore,
The case s{t ě c 2 is analyzed similarly.
A Right tail rate functions and Lyapunov exponents
Proposition A.1. (a) µ-a.s., for s, t ą 0 and r P R, there exists (nonrandom) J s,t prq P r0, 8q
such that lim nÑ8´1 n log P a,b pGpt ns u, t nt uq ě nrq " J s,t prq.
(A.1)
(b) For all s, t ą 0 and r P R, there exists J s,t prq P r0, 8q such that lim nÑ8´1 n log PpGpt ns u, t nt uq ě nrq " J s,t prq. (A.2) (c) J and J are convex and homogeneous in ps, t, rq, nonincreasing in ps, tq and nondecreasing in r.
Proof. Fix r P R and s, t P N. For integers 0 ď m ă n, define X m,n "´log P τmspaq,τmtpbq pGppn´mqs, pn´mqtq ě pn´mqrq.
We verify that tX m,n u satisfy the hypotheses of the subadditive ergodic theorem in [17] . For subadditiviy, note that X 0,n "´log P a,b pGpns, ntq ě nrq ď´log P a,b pGpms, mtq ě mrq´log P a,b pGppn´mqs, pn´mqtq˝θ ms,mt ě pn´mqrq " X 0,m`Xm,n .
For k P N, by the ergodicity assumptions on µ, the sequence pX k,k`n q nPN has the same distribution as pX 0,n q nPN and the sequence pX pn´1qk,nk q nPN is ergodic. Moreover, X 0,n ě 0 and E X 0,n ď E r´log P a,b pW p1, 1q ě nrqs " n maxtr, 0u Era`bs ă 8. We record some properties of J s,t prq for s, t P N and r P R. It is clear from (A.4) that J s,t prq is nonincreasing in ps, tq and nondecreasing in r. In addition, J s,t prq " 0 for r ď 0 as G is nonnegative, and J cs,ct pcrq " c J s,t prq for c P N. By (A.3), J s,t prq ď r Era`bs ă 8 for r ě 0.
Also, for s 1 , s 2 , t 1 , t 2 P N and r 1 , r 2 P R, we have E log P a,b pGpnps 1`s2 q, npt 1`t2ě npr 1`r2ě E log P a,b pGpns 1 , nt 1 q ě nr 1 q E log P a,b pGpns 2 , nt 2 q ě nr 2 q for n P N, which gives J s1`s2,t1`t2 pr 1`r2 q ě J s1,t1 pr 1 q`J s2,t2 pr 2 q. Then, for 0 ď r ď r 1 ď r`1 n , J s,t pr 1 q´J s,t prq ď J s,t pr`1{nq´J s,t prq " 1 n`1 J pn`1qs,pn`1qt pnr`r`1`1{nq´J s,t prq ď J ns,nt pnrq n`1´J s,t prq`J s,t pr`2q n`1 " J s,t pr`2q´J s,t prq n`1 ď 2r`2 n Era`bs, (A.5)
which shows continuity of J s,t prq in r.
There exists a µ-a.s. event E on which (A.1) holds for all s, t P N and r P Q. It follows from the monotonicity of log P a,b pGpns, ntq ě nrq in r and continuity of J s,t that (A.1) holds for all s, t P N and r P R on E. From now on, let us work with pa, bq P E.
For c ą 0, δ P p0, 1q and large enough n P N, we havé log P a,b pGpt ncs u, t nct uq ě nrq ď´log P a,b pGpt cn u s, t cn u tq ě t cn u rp1`δqq log P a,b pGpt ncs u, t nct uq ě nrq ě´log P a,b pGpr cn s s, r cn s tq ě r cn s rp1´δqq.
(A.6)
It follows from these inequalities and continuity of J s,t that (A.1) holds on E with J cs,ct pcrq " c J s,t prq. In particular, J s,t prq exists for rational s, t ą 0. Moreover, by homogeneity, the properties of J s,t prq noted in preceding paragraph hold for rational s, t ą 0 as well.
For s, t, δ ą 0, choose rational s 1 , t 1 such that 1`δ ă t ď t 1 . Theń log P a,b pGpt ns u, t nt uq ě nrq ě´log P a,b pGpt ns 1 u, t nt 1 uq ě nrq log P a,b pGpt ns u, t nt uq ě nrq ď´log P a,b pGpt ns 1 {p1`δq u, t nt 1 {p1`δq uq ě nrq.
(A.7)
It follows that lim inf nÑ8´1 n log P a,b pGpt ns u, t nt uq ě nrq ě J s 1 ,t 1 prq lim sup nÑ8´1 n log P a,b pGpt ns u, t nt uq ě nrq ď J s 1 {p1`δq,t 1 {p1`δq prq " J s 1 ,t 1 pp1`δqrq{p1`δq.
Using (A.5), we obtain J s 1 ,t 1 pp1`δqrq 1`δ´J s 1 ,t 1 prq ď J s 1 ,t 1 pp1`δqrq´J s 1 ,t 1 prq ď 2r`2 rprδq´1 s Era`bs.
As δ Ó 0, we have s 1 Ó s and t 1 Ó t. Hence, we conclude that J s,t prq exists and equals the limit of J s 1 ,t 1 prq, and also enjoys the properties of mentioned above. Finally, it follows from subadditivity and homogeneity that J is convex.
Proposition A.2.
(a) µ-a.s., for any s, t ą 0 and λ P R, there exists L s,t pλq P r´8, 8s such that, lim nÑ8 1 n log E a,b re λGpt ns u,t nt uq s " L s,t pλq (A.8)
(b) For any s, t ą 0 and λ P R, lim nÑ8 1 n log Ere λGpt ns u,t nt uq s " L s,t pλq (A.9) (c) L s,t pλq and L s,t pλq are nondecreasing and convex in λ.
(d) λ L s,t pλq and λ L s,t pλq are nondecreasing, homogeneous and concave in ps, tq.
Proof. Fix λ P R and s, t P N. Define X m,n "´λ log E τmspaq,τmtpbq " e λGppn´mqs,pn´mqtq ı for integers 0 ď m ă n. Then tX m,n : 0 ď m ă nu are nonpositive and subadditive, and the conditions of the subadditive ergodic theorem are in place to claim the existence of L s,t pλq P r´8, 8s such that (A.8) holds µ-a.s. For λ P R, s, t P N and c ą 0, we havé λ log E a,b ı .
Using these inequalities as in the preceding proof, we obtain (A.8) for all s, t ą 0 µ-a.s. and the claimed properties of the function ps, tq Þ Ñ λ L s,t pλq.
Now fix s, t ą 0. Note that L s,t pλq is nondecreasing in λ. Let λ 0 " sup λPR tL s,t pλq ă 8u.
For λ 1 , λ 2 P R and c 1 , c 2 P p0, 1q with c 1`c2 " 1, by Hölder's inequality, log E a,b
" e pc1λ1`c2λ2qGpt ns u,t nt uq ı ď c 1 log E a,b
" e λ1Gpt ns u,t nt uq ı`c 2 log E a,b
" e λ2Gpt ns u,t nt uq ı , which implies that L s,t pc 1 λ 1`c2 λ 2 q ď c 1 L s,t pλ 1 q`c 2 L s,t pλ 2 q. Hence, L s,t pλq is continuous in λ on p´8, λ 0 q. Using this and the monotonicity of last-passage times, we deduce that (A.8) holds for all s, t ą 0 and λ P R µ-a.s.
