In longitudinal studies, continuous, binary, categorical, and survival outcomes are often jointly collected, possibly with some observations missing. However, when it comes to modeling responses, the ordinal ones have received less attention in the literature. In a longitudinal or hierarchical context, the univariate proportional odds mixed model (POMM) can be regarded as an instance of the generalized linear mixed model (GLMM). When the response of the joint multivariate model encompass ordinal responses, the complexity further increases. An additional problem of model fitting is the size of the collected data. Pseudo-likelihood based methods for pairwise fitting, for partitioned samples and, as introduced in this paper, pairwise fitting within partitioned samples allow joint modeling of even larger numbers of responses. We show that that pseudo-likelihood methodology allows for highly efficient and fast inferences in highdimensional large datasets.
Introduction
Many statistical models have been developed for analyzing longitudinal data. Most of them are limited to the analysis of a single outcome, measured repeatedly over time. The random-effect approach has been very popular for several decades. The introduction of linear mixed models (LMM) for continuous data by Laird and Ware 1 was extended to generalized linear mixed models (GLMM) for non-continuous data by Breslow and Clayton, 2 Wolfinger and O'Connell, 3 and Engel and Keen. 4 Multinomial (nominal and ordinal) data can be regarded as a special case of non-continuous data. Some examples of models for the latter data type can be found in the literatures, [5] [6] [7] such as the proportional odds mixed model (POMM) described by Agresti and Lang. 5 Very often the collected outcomes are considered not as separate endpoints, but as components in a joint one. For example, in a diabetes study, one can model the body mass index and cholesterol level collected repeatedly from the same patient. Joint modeling will be the preferable technique because every outcome may have its own covariate structure as random effect, and at the same time the association between the outcomes can be captured in terms of the correlation between random effects.
Another feature of longitudional studies is the diversity in data type: continuous, binary, ordinal, survival data could be jointly collected and chosen to be jointly modelled. In the literature, a wide variety of joint modeling techniques can be found. For example, Morrell et al. 8 considered three continuous responses for screening prostate data, and further used the outcome for classification purposes. Gueorguieva 9 considered the joint modeling of continuous-binary measures in a toxicity study of pregnant/non-pregnant mice. Iddi and Molenberghs 10 considered the joint modeling of a continuous visual activity outcome and a binary vision-loss outcome in an age-related macular degeneration study. These authors also considered two binary longitudinal outcomes: the number of positive HCV and HIV cases in serological data. There also exist many approaches for the joint modeling of longitudinal and survival data (e.g. Rizopoulos 11 ). For an excellent relatively early review, we refer to the work of Tsiatis and Davidian. 12 Molenberghs and Verbeke 13 discuss a number of techniques that jointly model outcomes of different types. But the advent of larger data storage facilities led to an additional complication: high-dimensional data, calling for a solution for large and/or complex data.
To address the problem of computational complexity when jointly modeling random effects in the highdimensional case, Fieuws and Verbeke 14 suggested a bivariate pairwise approach using pseudo-likelihood. The method was illustrated in a joint analysis of 22 longitudinally measured outcomes. Since then, the technique has been applied to binary data 15 and to a combination of continuous and binary data. 16 This method is also reviewed by Molenberghs and Verbeke 13 (chap. 24). Molenberghs et al. 17 went on to propose a method to solve the problem of large data by partitioning into subsamples that are analyzed separately and by combining the obtained inferences into a single one. Two different scenarios were considered: independent and dependent partitioning. It was shown that, to achieve high relative efficiency for small samples, the data should be divided into subsamples such that the size of subsamples is much larger than the number of subsamples. In general, the number of subsamples for splitting depends on the pertinent setting of the modeling such as length of the sequence of longitudinal data and the complexity of the model such as the number of fixed effects on the one hand and the dimensionality of the random effects on the other hand.
In Vasdekis et al., 18 a weighted pairwise likelihood estimation method was proposed based on estimates obtained from separate maximizations of marginal pairwise likelihoods. The weighted estimator is found to be more efficient than the one that assumes all weights to be equal.
In this work, we investigate the performance of both pairwise-and partition fitting on ordinal data. In addition, we develop a new approach in multivariate joint modeling based on pseudo-likelihood: we introduce the pairwise fitting within independent subsamples and combine the obtained inferences. The proposed method is based on the asymptotic inference of the parameter estimates and can be applied to every type of data. When modeling hierarchical ordinal responses, the complexity increases dramatically. Hence, the value of our method becomes even more significant.
We will compare all three methods with the full likelihood approach. The main emphasis of this paper is to illustrate that appropriate partitioning of data and models, in combination with pseudo-likelihood methodology, makes fitting complex models to large data sets feasible, which otherwise would not be feasible.
The paper is organized as follows. The motivating data are introduced in Section 2 and their analysis discussed in Section 6. The theoretical concepts behind the proportional odds mixed model (POMM) and short overview of the classical approach for joint modeling are given in Sections 3 and 4, respectively. In Section 5, the existing pseudo-likelihood methodology will be reviewed and the new combined method introduced. Concluding remarks are given in Section 7.
Motivating case study
In Belgium, the diabetes project was conducted from January 2005 until December 2006, with the aim to study the effect of implementing a structured model for chronic diabetes care based on the patients' clinical outcomes. General practitioners (GP's) were offered assistance and could redirect patients to the diabetes care team, consisting of a nurse educator, a dietician, an ophthalmologist, and an internal medicine doctor. A total of 120 GP's and 2495 patients took part in the study.
During the project, several outcomes useful to evaluate how well diabetes is controlled were measured, at the moment the program was initiated (time T 0 ) and one year later (T 1 ). The most important outcomes were LDLcholesterol (low-density lipoprotein cholesterol, mg/dl), HbA1c (glycosylated hemoglobin, %) and SBP (systolic blood pressure, mmHg). Furthermore, experts specified cut-off values to divide every outcome into more than two target groups (multiple targets). These clinical targets are of major scientific interest. For example, the values of HbA1C were divided into three groups: (1) <7%, (2) >7% and <8%, and (3) !8%. Hence, when the patient moves to a lower HBA1C group, as a result of the treatment, then this can be regarded as an improvement of his/ her physical condition. The target groups for LDL-cholesterol and SBP were defined in a similar way. If one is interested in verifying whether a new care program simultaneousely improves the targets of HbA1C, LDLcholestrol and SBP, then the multiple targets of each response can no longer be regarded as separate outcomes, but as part of a joint trial endpoint. The data are discussed in detail in Borgermans et al. 19 In this paper, we will study modeling of the joint trial endpoint, in order to be able to study the association between separate components, and how it evolves over time, as well as to explore some demographical and disease-related characterictics of the patient. More details about the modeling will be discussed in the methodology section. Because of missing values in one or more of the covariates in the model, the data were reduced to 2259 patients.
Time-point-specific descriptions of multiple targets for LDL-cholesterol, HbA1C, and SBP are listed in Table 1 . Table 2 shows the number of patients having 0, 1, 2, or 3 components of the joint trial endpoint for the two timepoints. From this we observe that 1659 patients have measurements for all three components for both time-points. Among the incompleters, three patients had only SBP measurements and no measurements of LDL-Cholesterol and Hb1Ac.
Generalized linear mixed models
The principle of linear mixed models, introduced by Laird and Ware, 1 was reformulated to non-continuous data (generelized linear mixed models, GLMM) by Breslow and Clayton, 2 Wolfinger and O'Connell, 3 and Engel and Keen. 4 A nice overview of the existing GLMM with a lot of applications can be found in the book of Molenberghs and Verbeke. 13 Assume that a longitudinal non-normal outcome can be appropriately modelled using a mixed model. For this outcome, let Y ij denote the jth measurement for subject i ¼ 1, . . . , N, j ¼ 1, . . . , n i . The n i measurements are 0  0  0  1  2  3  T 0  1  2  2  5  12  21  2  45  2  39  195  280  3  179  16  101  1659  1955  Total  226  19  146  1868  2259 grouped into a vector Y i . The GLMM assumes that conditionally on the random effects b i , with zero mean and covariance matrix D, the elements Y ij of Y i are independent, with densities belonging to the exponential family, i.e. of the form
in which x ij and z ij are k-dimensional and q-dimensional vectors with known covariate values, n a k-dimensional vector of unknown fixed regression coefficients, and a scale parameter. In general, inference is based on the marginal model for Y i , which is obtained by integrating out the random effects
In contrast to linear mixed models, the integral in (1) cannot be calculated analytically for most generalized linear mixed models, while existing analytical expressions tend to be cumbersome. 20, 21 Hence, numerical approximations are needed (see Molenberghs and Verbeke 13 ) .
A special case of GLMM, of particular interest to this work, is the proportional odds mixed model (POMM) for ordinal outcomes. Let Y ij be ordinal with values r ¼ 1, . . . , R. We first define R indicator variables as
Evidently, the R dummies are jointly redundant but any R À 1 subset is not. Group the dummies into vectors W ij for a specific subject i and occasion j, and further into W i for all dummies across all occasions for subject i. We assume a multinomial distribution W ij $ multinomial ð ij Þ, with ij ¼ ð 1,ij , . . . , r,ij , . . . , R,ij Þ. The multinomial distribution at a given occasion is determined by the modeling choice made for the ordinal outcome. The probabilities can be written as
where, assuming proportional odds
Here, 01 . . . 0ðRÀ1Þ are intercepts, n fixed regression coefficients, b i a vector of normally distributed random effects, and x ij (z ij ) the design vector for the fixed (random) effects at occasion j.
Joint models for multiple outcomes: classical approach
Consider L longitudinal outcomes, all of ordinal type. For each outcome, a POMM, as described in Section 3, can be specified. All L outcomes can be modelled jointly by defining a joint distribution of random effects. Now, b i represents the vector with all random effects of all POMMs. Further, we will call this model multivariate joint POMM. Assuming subjects to be independent, then it immediately follows from the independence of Y 1,i , Y 2,i ; . . . ; Y L,i conditional on b i , that the log-likelihood contribution for subject i to the full joint mixed model is given by
with h Ã the vector of all parameters (fixed effects as well as covariance parameters). Except for special cases (e.g. with linear models), the integral in (2) cannot be calculated analytically and numerical approaches are needed. In this paper, we will use numerical integration, more specifically adaptive Gaussian quadrature, which has been implemented in the SAS procedure NLMIXED. 13, 22, 23 The potentially high dimension of the random effects in b i rapidly leads to an increase in computation time because of the joint maximization of a large number of terms that need to be numerically evaluated.
5 Pseudo-likelihood methodology 5.1 Introduction
As mentioned in Section 4, in general, fitting joint GLMMs by maximizing likelihood becomes cumbersome and for large numbers of outcomes even infeasible. Instead, an alternative approach based on pseudo-likelihood methodology can be used, the principal idea of which is to replace the joint likelihood function by a function that is easier to maximize. This methodology makes use of estimating functions, 24 like many other methods (generalized estimating equations, partial likelihood, etc.). An important difference with, for example, partial likelihood is that pseudo-likelihood retains a fully parametric specification. Taking into account suitable regularity conditions, it can be shown that pseudo-likelihood maximization yields a consistent, asymptotically normally distributed estimator for the parameter vector. 25, 26 In the book of Molenberghs and Verbeke 13 (chaps 9, 12, 21, 22, 24 and 25), the formal definition of pseudo-likelihood is given, its asymptotic properties and pseudolikelihood inference considered, and a broad range of applications discussed in the case of marginal, conditional and subject-specific models, as well as joint modeling.
In the present paper, we will apply three different fitting techniques based on pseudo-likelihood: pairwise modeling, independent partitions modeling and, finally, the combined case: pairwise modeling of independent partitions. For each modeling case, a pseudo-likelihood function will be formulated and the method for estimating the parameters and the covariance matrix discussed.
Pairwise modeling
Applying the methodology of Fieuws and Verbeke, 14 we fit a bivariate joint POMM to each possible pair of longitudinal outcomes. Hence, for L longitudinal sequences LðL À 1Þ=2 bivariate models will be fitted. Of course, in the pairwise approach, most of the parameters (but not all of them) will be estimated L À 1 times: for example, consider the fixed effects in the model for the first longitudinal outcome, because the first outcome will be paired with the second, then with the third, and so on, up to the Lth outcome. In order to obtain a single estimate for the parameters in h Ã , an average overall different bivariate POMMs is taken.
The first formal step of this procedure is to maximize the log-likelihood of each bivariate model separately l rs ðh r,s jy r , y s Þ ¼ X N i¼1 l rsi ðh r,s jy ri , y si Þ,
where r ¼ 1, . . . , L À 1, and s ¼ r þ 1, . . . L, and N the number of subjects. As result, we obtain an estimate for h r,s , the vector of all parameters in a specific pair (r, s). Let h be the vector contaning the parameters of all LðL À 1Þ=2 bivariate models. The pseudo-likelihood then takes the following form pl ðhÞ ¼ l 12 ðh 1,2 jy 1 , y 2 Þ þ l 13 ðh 1,3 jy 1 , y 3 Þ þ Á Á Á þ l ðLÀ1ÞL ðh LÀ1,L jy LÀ1 , y L Þ:
Then, within the pseudo-likelihood framework, as was shown for the vector-valued parameter case by Arnold and Strauss 25 and by Geys et al., 26 an asymptotic multivariate distribution forĥ can be derived as follows ffiffiffiffi N p ðĥ À hÞ $ Nð0, J À1 KJ À1 Þ where J À1 KJ À1 is a 'sandwich-type' robust variance estimator (see Appendix 1) . Letĥ Ã be our vector of interest, the vector of the average over all available estimates. Then, to pass from the distribution ofĥ toĥ Ã , Fieuws and Verbeke 14 used an appropriate linear combination matrix A. Then,ĥ Ã ¼ A 0ĥ and the pseudo-likelihood inferences for the elements ofĥ Ã will be based on the following assymptotic distribution ffiffiffiffi N
Partitioned samples
The idea of Fieuws and Verbeke, 14 reviewed in Section 5.2, was adopted by Molenberghs et al. 17 and applied to the case where partitioning of large data is appropriate for model fitting.
Consider a large sample, broken into m ¼ 1, . . . , M independent subsamples, each of size n. Then, N ¼ M Á n. (The extension to different subsample sizes is straightforward, then N ¼ P M m¼1 n m ). In this case, the fist step is to maximize the log-likelihood for each subsample separately
The estimation of the parameters will be done by maximizing the following pseudo-likelihood function
Note that all h m are equal to h Ã and the parameter vector h from Section 5.2 takes the form ðh Ã , h Ã , . . . , h Ã Þ. Then, the average estimator over all subsamples can be defined as followŝ
Due to the fact that modeling was performed on independent subsamples, the mutual information between the subsamples will be zero. Hence, blocks J m and K m are identical up to the sign: J m ¼ ÀK m (see Appendix 2). Using these results, the approximated distribution in (3) can be simplified to
with I the identity matrix with linear dimensions equal to the length of vector h Ã . An alternative way to estimate the covariance matrix ofĥ Ã is by using the observed information matrices that contain the second derivatives of the pseudo-likelihood
It is important to note that this method is fully efficient in the sense that the Crame´r-Rao lower bound is reached. This is due to the fact that, for every partition, a genuine likelihood was used for model fitting. This is true even though the obtained vector of estimates may differ from the one obtained when analyzing the outcomes in full. Molenberghs et al. 17 also investigated the case of model fitting given dependent subsamples. Then, the asymptotic distribution of the vectorĥ Ã will be derived using the general case, as in equation (3), with A as in equation (6). The reason behind it is that the off-diagonal blocks of K, the information matrix with the products of the first derivatives, are generally non-zero.
Pairwise modeling of independent subsamples
In this paper, we will introduce a combined method: pairwise modeling of independent subsamples. Therefore, formally, we have to take the following steps: (1) divide the data into M independent subsamples, each of size n (or, in general, n m ), (2) apply pairwise fitting on each subsample separately, and (3) combine the results from the two previous steps in a single inference for vectorĥ Ã . Clearly, model fitting is in this case is based on the pseudolikelihood function of the form
where l m,rs ðh m,rs jy m,r , y m,s Þ ¼ X n i¼1 l m,rsi ðh m,rs jy m,ri , y m,si Þ, and r ¼ 1, . . . , L À 1, and s ¼ r þ 1, . . . L, y m,ri and y m,si are subvectors of outcomes r and s for subject i, the subject that is included in subsample m. Note that the independent subsamples contain different subjects. For each of m independent subsamples (because of pairwise modeling), most parameters will be estimated L À 1 times. Hence, in this case, matrix A will contain the weights over all partitions and all pairs. The asymptotic distribution of the vector of estimatorsĥ Ã ¼ A 0ĥ , averaged over all pairs and partitions, will be a generalization of (3) and (5) ffiffiffiffi N
with J a block diagonal matrix with diagonal blocks equal to
K is also a block-diagonal matrix but with larger blocks K m, . Each K m, block corresponds to the pairwise modeling within a partition. It implies that K m, is a symmetric matrix containing blocks
For pairwise modeling of independent subsamples, the pieces consisted of pairs constructed within every subsample. They are analyzed separately and the fitting results combined into a single point and precision estimator using the appropriate pseudo-likelihood rules. We illustrate this with an example. Assume the data were divided into M ¼ 2 independent subsamples, and then for each partition, we obtainĥ Ã m and its covariance by using equation (3) with N replaced by n. Denote the results of the first step byĥ Ã 1 ,ĥ Ã 2 with the corresponding covariance matrices P ðĥ Ã 1 Þ, P ðĥ Ã 2 Þ. Then, by applying equation (4), the overall estimator of the parameters equalŝ
Finally, the assymptotic covariance ofĥ Ã can be constructed similar to equation (7)
6 Analysis of diabetes study
As an illustration, we analyze the diabetes data introduced in Section 2. In this analysis, the experts defined multiple targets for HbA1C, LDL-cholestrol and SBD which are regarded as a joint trial endpoint. Denote the components of this joint endpoint as Y 1ij , Y 2ij , and Y 3ij with the subscripts i and j indicating a measurement for subject i (i ¼ 1, . . . , 2259) at occasion j (j ¼ 1, 2). Since every component was defined on an ordinal scale, we can specify for every one of them a univariate POMM. For simplicity and without loss of generality, we will use the same covariate structure. More specifically, for the lth outcome (l ¼ 1, 2, 3) with R categories on an ordinal scale, we assume the following model
where r ¼ 1, . . . , ðR À 1Þ, t ij is the time point at which the outcome is measured, i.e. t ij ¼ 0 or 1. For the corresponding conditional models, in order to capture the association between the measurements within the same subject for a certain response, three random intercepts will be included: b 1i , b 2i , and b 3i .
In order to capture the correlation between three responses, an assumption about the distribution of the vector of random effects b i ¼ ðb 1i , b 2i , b 3i Þ 0 should be made. For example, to apply the model, the following assumption can be specified
where D is a covariance matrix of random effects with elements d uv (u,v ¼ 1,2,3). Four analyses are performed: (1) the classical fitting of joint models by maximizing the full joint likelihood (ML) and then the three alternative pseudo-likelihood methods, (2) pairwise modeling (PL p) , (3) modeling using partitioned independent subsamples (PL s) , and (4) pairwise modeling of independent subsamples (PL ps) .
Parameter estimates of this model can be obtained by maximizing the full likelihood, based on subject specific contributions from equation (2), after integrating out the random effects by using approximate methods (e.g. possibly adaptive, Gaussian quadrature). Because of the low number of responses (here, only three), this method is computationally intensive but still feasible. It was implemented with the SAS procedure NLMIXED, where for illustration's sake, we took Q ¼ 3 quadrature points in the approximation. The results for the estimates and the standard errors are listed in Table 3 under ML. It should be noted that, as the full likelihood is maximized, the asymptotic covariance of the parameter estimators are derived from the inverse of the Fisher's information matrix I À1 . It implies that the variance reaches the lower Crame´r-Rao bound and, hence, the obtained estimator is a Crame´r-Rao efficient estimator. The three alternative methods are based on the maximization of the pseudo-likelihood function. The theory behind these methods is decribed in Section 5. First, we will apply pairwise fitting (PL p in Table 3 ). For our case study, the information from three bivariate POMM models should be combined. For PL s, our second pseudolikelihood method, we split the data into M independent subsamples, with M ¼ 5 (see PL s in Table 4 ). Finally, we have our new, combined method of pairwise modeling of independent subsamples (PL ps in Table 4 ). As before, M ¼ 5 partitions were used. For PL s and PL ps , we have chosen to divide the data using a completely randomized design at subject level. While this is not strictly necessary, it can be sensible in many applications.
Note that there are four patients in the data with only SBP values and no values for LDL-Cholesterol and HbA1C. For these patients, for PL p and PL ps methods, the subjects-specific information for the LDL-cholestrol and HbA1C target pair will be set equal to zero in K and J. Also, to integrate out the random effects in each submodel of the three pseudo-likelihood methods, we will use Q ¼ 3 as in the full model. All analyses have been performed with SAS procedures NLMIXED and IML (version 9.3).
Several observations can be made. First, as the subsamples in PL s and PL ps are not all of equal size, the data were divided into roughly equal portions. For these two methods, the weights in matrix A of all subsamples are made equal. This is not fully optimal, but as observed by Molenberghs et al., 17 this approximation does not affect the validity of the patitioned method and can only slightly affect the efficiency. In general, the estimation methods of the parameters, based on the earlier defined pseudo-likelihood, should be assessed as valid ones. Except for a few cases (e.g. for some intercepts of HbA1C targets and also some non-repeated measured covariates), where estimates for ML method slightly differ from those of PL s and PL ps methods, all pseudo-likelihood methods yield approximations that are very similar to those of the ML method. The standard errors of the PL methods are also approximately equal to those of the ML method, with the largest difference for the estimates of the covariances between the random intercepts, i.e. d 12 , d 13 , d 23 . Those of the PL ps method deviate the most, and in addition also the standard error of 1,03 , a category-specific intercept. To quantify these differences, we use the Asymptotic Relative Efficiency (ARE): the ratio of the variance obtained with the maximum likelihood method and the one obtained with one of the pseudo-likelihood methods. We summarize these ARE's for all estimates in Appendix 3, Table 7 . From this table, we conclude that the majority of the parameters have an ARE larger than 95%, but for some cases it shrinks to 85-87% for the PL ps method. In summary, when fitting the model with one of the alternative pseudo-likelihood methods, we have almost no loss in efficiency for the main effects except for some intercepts or some covariance parameters where a very small loss is observed.
As an additional aim of our analysis, we estimate the strength of the association between three outcomes. Table 5 presents the correlations obtained from the fitted covariance matrix defined in equation (8) . PL s and PL ps methods estimate the correlations closer to the those of the full likelihood method than PL p method. This is a quite logical result because for PL p the correlations were estimated only once: one for each pair.
In practice, once the model is fitted, it is used for hypothesis testing. Because of the close connection between pseudo-likelihood and likelihood, inferences such as the Wald test, pseudo-score test and pseudo-likelihood test have been developed (see Molenberghs and Verbeke 13 chap. 9 and Geys et al. 26 ). Suppose one is interested in testing whether there is a significant joint evolution over time for all outcomes. In this case, the asymptotic Wald test can be applied. For the ML method, this test returns a value of 408.53 for the chi-square statistic. Using the alternative distribution based on pseudo-likelihood, the same test can be performed also for the PL methods: for PL p, PL s and PL ps , the chi-square statistics are equal to 409.53, 407.86, and 406.60, respectively. Obviously, the values of the Wald statistic for the PL methods are very close to that of the ML method and they all correspond to p < 0.0001. Hence, we reach the same conclusion for the ML and the three PL methods: there is a significant joint evolution for all outcomes.
The most important advantage of replacing the full likelihood method by an alternative pseudo-likelihood method is the gain in computation time. As all methods (ML, PL p, PL s, and PL ps) were applied using the same computer platform, a similar way of programming, and the same starting values, we can fairly compare the computation times. The results are summarized in Table 6 . The algorithm for the full likelihood method, ML, converged in 7 min 13 s. As with the pseudo-likelihood methods, the submodeling processes can be regarded as independent from one another and they can run in parallel on different computers. For example, for PL p, the computation time decreases to 1 min 23 s, i.e. the longest computation time among all parallel processes. A quite similar finding is obtained for PL s : 1 min 21 s. But for PL ps , we only need 20 s, a spectacular gain in speed. This clearly illustrates that the main advantage of the pairwise model fitting of partitioned data sets is that it allows fitting complex models to large data sets, which in some cases would not be feasible with standard model fitting procedures by maximum likelihood.
In addition, to investigate the validity of the classical ML method as well as that of the alternative PL methods, a series of simulations were performed. The selected scenario was similar to the diabetes study where in the univariate POMM model, for every response, only time and covariate gender were included. The simulations were performed for 1000 subjects measured longitudinally on two time-points with three outcomes and 1000 random samples; these were generated from the joint population of three ordinal variables with the covariance structure as discussed above. The correlations were set to the following magnitudes: 0.2, 0.4, and 0.4. For numerical integration, Q ¼ 3 was used. For PL s and PL ps, the data were split into M ¼ 5 and M ¼ 10 independent subsamples. Further, the precision of each parameter for the ML and PL methods was assessed using mean square error (MSE) and interval coverage. Finally, all results are summarized in Tables 13-15 (see Appendix 5) . When comparing outcomes of all methods, we observe that MSE is slightly higher for some category-specific intercepts, for the non-repeated measured covariate, and for some components of the covariance matrix. Almost for all methods, the interval coverage is high for all fixed effects, and also for the covariances of the random effects, but slightly lower for the standard deviations of the random effects. The exception is with the PL s method with M ¼ 10: here, the magnitude of the interval coverage is overall lower compared to other methods. The low coverage was due to the small sample size of only 100 subjects when the asymptotic distribution of parameter estimates could not be reached. Also, from the 1000 generated random samples, for PL s given M ¼ 10, 77 fitted models and for PL ps given M ¼ 10, 28 fitted models did not converge and an additional number of random samples was simulated to reach the required number of 1000. Because the simulations were performed on HPC, in order to estimate the computation time required by the originally used computational platform, we re-ran several of them on that platform. The results are shown in Table 16 of Appendix 5. Again, the PL ps method turns out to be the fastest. To investigate in depth the said problem with interval coverage, a limited set of simulations in the same settings as before but now with a much larger number of subjects (10,000) was performed using HPC. For this case, only 200 random samples were generated. The results for all methods are listed in Tables 17-22 (see Appendix 5) . For PL s, M ¼ 10 ( Table 20 , second column) we observe that the interval coverage is in general higher for the fixed effects when the subsamples include a larger number of subjects. However, for all methods, the interval coverage of the standard deviation of some random effects is dramatically low. When increasing the number of time-points over which the subject was measured, the interval coverage increased to a reasonably high value. Hence, in order to reach the asymptotic distribution of the estimates of all components of the covariance matrix, a larger number of time-points for the subject measurements are required.
Concluding remarks
Pairwise and partition pseudo-likelihood fitting were applied to multivariate joint proportional odds mixed models. In addition, a new combined method of pairwise modeling of subsamples was introduced. Partitioning here was done into independent subsamples, where each subsample consists of an independent set of patients. The attraction of the methods is that various forms of partitioning can be done at the same time: (a) rearranging a large set of simultaneously measured longitudinal sequences into pairs (b) into independent subsets of subjects, (c) splitting the potentially long longitudinal sequences into shorter subsequences. Clearly, both (a) and (c) lead to dependent subsamples, for which general pseudo-likelihood inference can be used. Further, as investigated by Molenberghs et al., 17 the splitting of long longitudinal sequences in (c) into shorter ones strongly depends on what is practically and numerically feasible. And longer subsequences lead to smaller losses in efficiency. After comparing the three pseudo-likelihood methods with the one based on full likelihood on the diabetes data, the following observations were made. First, even for low numbers of quadrature points (Q ¼ 3), the alternative PL methods yield valid estimates with high efficiency. The efficiency of the alternative methods was slightly lower for some estimates of the covariance between the random intercepts, in particular for the combined method. This was also the case for some category-specific intercepts.
The big advantage of the alternative methods is their gain in computation time over the full likelihood method. Even if it would be feasible to apply the full model on all response components, one could still prefer to proceed with one of the pseudo-likelihood methods. Indeed, as our example shows for only three components, we can achieve a significant reduction in computation time: from 7 min 13 s to only 20 s using the combined approach. This was due to the fact that the submodels could run in parallel. When confronted with time restrictions, it is therefore recommended to consider pairwise fitting of independent partitions. Currently, as large data sets are often collected and stored, the number of response outcomes increases rapidly. When fitting the full model becomes unrealistic, pseudo-likelihood methods could offer a solution. Also, as the subprocesses could run in a parallel, the required computation time becomes feasible. When modeling, the main interest is with the estimation and inference for the fixed effects, properly accounting for dependencies in the data. At the same time, the association parameters may be of, perhaps secondary, interest as well. The pairwise setting is the minimal one that allows identification of all the parameters. Evidently, one could consider tripels or higher tupels as well, but this will arguably lead to minimal increase of efficiency, while drastically increase computational burden.
If we increase the number of quadrature points to achieve a better approximation, it is not unexpected that the computation time will increase as well. For example, for Q ¼ 15, the implementation of the full likelihood model for the diabetes example will take more than 10 h, whereas the combined method needs only 4 min (see Appendix 4, Table 11 ). Hence, the gain in computation time becomes even more relevant. When inspecting Tables 8 and 9 for Q ¼ 15, we observe a small loss in quality for a few estimates, similar to Q ¼ 3. From Table 10 , we can conclude that the estimates of the correlations are lower for Q=15 than for Q=3, but for the PLs and PLps methods they are still closer to the full likelihood method than for the PLp method.
The SAS code developed for the combined method is available from the authors' website. From the simulation study, we can conclude that all PL methods yield quite a high precision for the fixed effects, when taking into account that the data are not split into small subsamples for the PL s and PL ps methods. To reach asymptotic normality for the parameter estimates of all components of the covariance matrix, a larger number of time-points for the subject measurements are required.
The longitudinal and hierarchical settings are similar to those of the meta-analysis. Hence, the developed methodology can be easily and effectively applied in meta-analysis. 
