The Hodge filtration of the module of derivations on the orbit space of a finite real reflection group acting on an ℓ-dimensional Euclidean space was introduced and studied by K. Saito [2] . The filtration is equivalent data to the Frobenius manifold structure. We will show that the Hodge filtration coincides with the filtration by the order of contacts to the reflecting hyperplanes. Moreover, a standard basis for the Hodge filtration is explicitly given. Mathematics Subject Classification (2000) 
Notation
V : an ℓ-dimensional Euclidean vector space with inner product I W : a finite irreducible orthogonal reflection group acting on V (a Coxeter group) V * : the dual vector space of V with the inner product I * S : the symmetric algebra of V * over R S W : the invariant subring of S under W S W := V //W : the quotient variety of V by W ∆ : an anti-invariant m 1 , . . . , m ℓ : the exponents of W with m 1 ≤ · · · ≤ m ℓ h := m ℓ + 1 : the Coxeter number Der S : the S-module of R-derivations of S Der SW : the S W -module of R-derivations of S 
where
Let ∇ be the Levi-Civita connection on S W of the metric I.
, which was introduced by K. Saito [2] .
Remark 2.6. Theorem 2.5 (2) can be interpreted as the assertion that the Hodge filtration coincides with the filtration by the order of zeros (contacts) of derivations.
We will prove Theorems 2.4 and 2.5 in the next section.
3 Proofs
Proof. [4, Lemma 3.2, Lemma 3.4].
Remark 3.2. If P 1 , . . . , P ℓ are chosen so that they satisfy the equality
Define two ℓ × ℓ-matrices
Proof. (1): By definition. (2): By the compatibility of the Levi-Civita connection, one has
It is enough to prove the (contravariant) compatibility (A) and the torsionfreeness (B) :
t , because of the uniqueness of the Levi-Civita connection. We can verify (A) and (B) as follows : (A): 
which is symmetric with respect to i and k. Thus t g kt S ij t = t g it S kj t . (4) is easy, e. g., [3, (2.17) (2.18) ].
Proof of Theorem 2.4. First we have
This shows (2) for k = 1. Next we will show (1) by induction on k. One can easily check
This shows (1) for k = 1. One can similarly verify (1) for k > 1 by using the induction assumption. The assertion (2) for k > 1 follows from (1) and (2) for k = 1.
Proof of Theorem 2.5.
one has 
