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Abstract
An explicit expression for the numbers A(n, r;3) describing the refined 3-enumeration of alter-
nating sign matrices is given. The derivation is based on the recent results of Stroganov for the
corresponding generating function. As a result, A(n, r;3)’s are represented as 1-fold sums which
can also be written in terms of terminating 4F3 series of argument 1/4.
 2005 Elsevier Inc. All rights reserved.
1. Introduction
An alternating sign matrix (ASM) is a matrix of 1’s, 0’s and −1’s such that in each row
and in each column the first and the last nonzero entry is 1, and all nonzero entries alternate
in sign. There are many nice results concerning ASMs (for a review, see [1]). The most cel-
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Mills and Rumsey [2,3] and subsequently proved by Zeilberger [4] and Kuperberg [5] that
A(n) =
n∏
k=1
(3k − 2)!(k − 1)!
(2k − 1)!(2k − 2)! =
n∏
k=1
(3k − 2)!
(2n − k)! . (1.1)
Yet another formula was conjectured in [2,3], and proved in [6], concerning the refined
enumeration of ASMs, namely, that the number of n×n ASMs with their sole 1 of the first
(or last) column (or row) at the r th entry, denoted as A(n, r), is
A(n, r) =
(
n+r−2
n−1
)(2n−1−r
n−1
)
(3n−2
n−1
) A(n). (1.2)
One more conjecture of Robbins, Mills and Rumsey, proved by Kuperberg [5], gives the
number of 3-enumerated ASMs. In general, x-enumeration counts ASMs with a weight xk ,
where k is the total number of −1’s in each matrix (the number x here should not be
confused with the variable x below). The total number of 3-enumerated ASMs is denoted
as A(n;3) and the result reads
A(2m + 1;3) = 3m(m+1)
m∏
k=1
[
(3k − 1)!
(m + k)!
]2
,
A(2m + 2;3) = 3m (3m + 2)!m![
(2m + 1)!]2 A(2m + 1;3). (1.3)
In the present paper we study the problem of the refined 3-enumeration of ASMs, i.e.,
we derive the numbers A(n, r;3). The main result can be summarized as follows.
Theorem (Main result). The refined 3-enumeration of ASMs, A(n, r;3), is given by
A(2m + 2, r;3) = b(m, r − 1) + b(m, r − 2)
2
A(2m + 2;3),
A(2m + 3, r;3) = 2b(m, r − 1) + 5b(m, r − 2) + 2b(m, r − 3)
9
A(2m + 3;3), (1.4)
where the quantities b(m,α), obeying b(m,α) = b(m,2m − α), are given by
b(m,α) = (2m + 1)!m!
3m(3m + 2)!
[α/2]∑
=max(0,α−m)
(2m + 2 − α + 2)
(
3m+ 3
α − 2
)
×
(
2m +  − α + 1
m + 1
)(
m +  + 1
m + 1
)
2α−2 (1.5)for α = 0,1, . . . ,2m, while they are assumed to be zero for all other values of α.
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not to be writable as a single hypergeometric term, i.e., not to be ‘round’ (or ‘smooth’),
contrarily to the expressions for A(n), A(n, r) and A(n;3). For instance, direct inspection
of the results of computer experiments for A(n, r;3) shows the appearance of large prime
factors in their prime factorizations, strongly suggesting that no answer for A(n, r;3) can
be given in the form of a single hypergeometric term. This explains why no conjecture
concerning A(n, r;3) was given previously, and it might moreover imply that any closed
expression for A(n, r;3) could be at best a sum of several ‘round’ terms. In view of this,
the expression in formulae (1.4) and (1.5), even if not as elegant and neat as other results in
the context of ASM enumerations, is probably the best that can be achieved: a 1-fold sum
of ‘round’ terms.
Our proof of the theorem is based on a certain representation for the generating function
for the numbers A(n, r;3), recently obtained by Stroganov [7]. In the next section we
recall the relevant formulae of paper [7] and shortly review their backgrounds. In Section 3
we apply standard relations for Gauss hypergeometric function to simplify significantly
Stroganov’s expression for the generating function of 3-enumerated ASMs. In Section 4,
from this simplified expression we obtain explicit formulae for A(n, r;3), thus proving the
theorem.
2. Preliminaries
In studying the refined 3-enumeration of n × n ASMs it is convenient to define the
generating function
H(3)n (t) =
1
A(n;3)
n∑
r=1
A(n, r;3)tr−1, H (3)n (1) = 1. (2.1)
A simple property of the generating function is H(3)n (t) = tn−1H(3)n (t−1), which follows
from the relation A(n, r;3) = A(n,n − r + 1;3) expressing left–right (top–bottom) sym-
metry within the set of n × n ASMs.
In paper [7] the following defining properties of the generating function have been
established. The generating functions H(3)n (t) for n even, n = 2m + 2, and for n odd,
n = 2m+ 3, are related by the formulae
H
(3)
2m+2(t) =
(t + 1)
2
B2m(t), H
(3)
2m+3(t) =
(2t + 1)(t + 2)
9
B2m(t), (2.2)
where B2m(t) is some polynomial of degree 2m. It is convenient to define Em(t) :=
t−mB2m(t) so that Em(t) = Em(t−1). The function Em(t) can be related to another func-
tion Vm(x), obeying, in turn, the relation Vm(x) = Vm(x−1), by means of the transforma-
tion
Vm(x) x − q
Em(t) =
(x − 1 + x−1)m , t = −qx − 1 , (2.3)
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Vm(x) = 3
mEm(t)
(t + 1 + t−1)m , x =
t + q
tq + 1 , (2.4)
where (and everywhere below) the following shorthand notation is used
q := exp(iπ/3). (2.5)
The function
hm(x) :=
(
x − x−1)2m+1(x + 2 + x−1)Vm(x) (2.6)
is found to be
hm(x) = cm
(
gm(x) + 3m + 23m + 1fm(x)
)
, (2.7)
where the functions fm(x) and gm(x) are given by
gm(x) :=
m∑
k=0
(
m + 2/3
k
)(
m − 2/3
m − k
)(
x3m+2−6k − x−3m−2+6k), (2.8)
fm(x) :=
m∑
k=0
(
m + 1/3
k
)(
m − 1/3
m − k
)(
x3m+1−6k − x−3m−1+6k), (2.9)
and cm is some constant such that Vm(1) = Em(1) = 1. For the reader’s convenience we
note that the variable x here and the variable u of Ref. [7] are related by e2iu = −x−1.
The result just described for the generating function of 3-enumerated ASMs was ob-
tained by analyzing Izergin’s determinant formula [8] for the partition function of the
six-vertex model with domain wall boundary conditions (also known as ‘square ice’). The
one-to-one correspondence of square ice states with ASMs was pointed out in [9] (see
also [10]) and fruitfully applied by Kuperberg in [5]. The approach proposed in [11] for
1-enumerated ASMs and extended to 3-enumerated ASMs in [7], uses a certain functional
equation for the square ice partition function. This functional equation is nothing but the
Baxter’s T-Q equation for the ground state of XXZ Heisenberg spin-1/2 chain at ∆ = −1/2
and with odd number of sites N = 2m + 1, studied previously in [12].
In particular, expression (2.7) for hm(x) arises as the solution of the functional equation
y(x) + y(q2x)+ y(q−2x)= 0 (2.10)
which is supplemented by the condition that its solution y(x) = hm(x) must have the
structure (2.6) where the function Vm(x) is supposed to be such that Vm(eiϕ) is an even
trigonometric polynomial of degree m in the variable ϕ. This condition allows one to re-
duce the functional equation to a finite set of linear algebraic equations. These equations
can be solved explicitly thus leading to the formula for hm(x).
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they have the structure
fm(x) =
(
x − x−1)2m+1Qm(x), gm(x) = (x − x−1)2m+1Pm+1(x), (2.11)
where Qm(x) and Pm+1(x) are such that Qm(eiϕ) and Pm+1(eiϕ) are even trigonometric
polynomials of degrees m and m + 1, respectively. These two functions are two indepen-
dent solutions of T-Q equation. Note that as the second independent solution (i.e., that solu-
tion which is of higher degree) one can also regard the function Pm+1(x)+ 3m+23m+1Qm(x) as
well as any function of the form Pm+1(x)+αQm(x), see [13]. Thus, (2.7) just implies that
3-enumerated ASMs are described by the second independent solution of T-Q equation.
The first solution, Qm(x), was shown in [11] to be related to 1-enumerated ASMs.
Namely, in the case of 1-enumerated ASMs it was shown that
H(1)n (t) = const ×
Qn−1(x)
(qx − q−1x−1)n−1 , t =
qx−1 − q−1x
qx − q−1x−1 , (2.12)
where the generating function H(1)n (t) is defined similarly to (2.1) by
H(1)n (t) :=
1
A(n)
n∑
r=1
A(n, r)tr−1, H (1)n (1) = 1. (2.13)
To reproduce formulae (1.1) and (1.2) from (2.12) it was proposed to use the differential
equation satisfied by fm(x), which reads
[
∂2ϕ − 6m cot 3ϕ∂ϕ − (3m + 1)(3m − 1)
]
fm
(
eiϕ
)= 0. (2.14)
Fortunately, the corresponding equation on the generating function appears to be a hyper-
geometric equation
[
(t − 1)t∂2t + 2(t + n − 1)∂t − n(n − 1)
]
H(1)n (t) = 0 (2.15)
and its polynomial solution gives
H(1)n (t) =
(2n − 1)!(2n − 2)!
(3n − 2)!(n − 1)! 2F1
(−n + 1, n
−2n+ 2
∣∣∣∣t
)
. (2.16)
Here the proper normalization, see (2.13), follows from the Chu–Vandermonde identity
2F1
(−m,b
c
∣∣∣∣1
)
= (c − b)m
(c)m
, (a)m := a(a + 1) · · · (a + m − 1). (2.17)
Since A(n,1) = A(n − 1), Eq. (2.16) results in an elementary recursion
A(n − 1) (1) (2n − 1)!(2n − 2)!
A(n)
= Hn (0) = (3n − 2)!(n − 1)! (2.18)
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RHS of (2.16) in power series in t and multiplying these coefficients by A(n), one repro-
duces, in turn, formula (1.2).
Unfortunately, a similar procedure cannot be applied in the case of 3-enumerated ASMs.
It can be verified directly that the function hm(x) solves the equation
{
∂2ϕ − 3
[
(2m + 1) cot 3ϕ − 1
sin 3ϕ
]
∂ϕ − (3m + 1)(3m + 2)
}
hm
(
eiϕ
)= 0. (2.19)
This equation leads to a rather bulky nonhypergeometric equation for the generating func-
tion H(3)n (t), which can hardly be solved by standard means. Moreover, even though the
function Qm(x) can easily be deduced from the equation for fm(x) above, the differential
equation for gm(x) (for this equation, see [12]) does not allow one to find the function
Pm+1(x) in a similar way. As a matter of fact, only an implicit answer for H(3)n (t) in terms
of two recurrences, generated by three-terms recurrences for fm(x) and gm(x), was given
in paper [7]. Here we would like just to mention that from differential equation (2.19) it can
easily be seen that the operator (sin 3ϕ)−1∂ϕ plays the role of a ‘lowering’ operator in the
set of trigonometric polynomials {hm(eiϕ)}. It is thus straightforward to rewrite Eq. (2.19)
as a three term recurrence for hm(x) and, hence, to obtain a single recurrence for H(3)n (t).
However this point of view will not be developed further, since it amounts merely to a
reformulation of the problem. Instead, in the next section we show how to overcome the
difficulty and find the function H(3)n (t) explicitly.
As a last comment here we would like to mention that, although the previous results on
the refined 3-enumeration of ASMs run over papers [7,11,12], the present research have
originated from our study of the square ice boundary correlators obtained in [14]. Within
our study the refined enumerations of ASMs arise as solutions of some differential equa-
tions rather than functional ones, in particular, the expression for hm(x) arises as a solution
of (2.19). The illustration of this approach is out of the scope of the present paper and will
be given elsewhere [15]; here we restrict ourselves to obtaining the numbers A(n, r;3)
from the known hm(x).
3. The generating function
We begin with noticing that the functions fm(x) and gm(x) can be also written as fol-
lows
gm(x) = (m + 1/3)
m!(1/3)
[
x3m+22F1
(−m,−m − 2/3
1/3
∣∣∣∣x−6
)
− x−3m−22F1
(−m,−m − 2/3
1/3
∣∣∣∣x6
)]
, (3.1)
fm(x) = (m + 4/3)
m!(4/3)
[
x−3m+12F1
(−m,−m + 1/3
4/3
∣∣∣∣x6
)
3m−1
(−m,−m + 1/3 ∣∣∣ −6)]− x 2F1 4/3 ∣x . (3.2)
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integers one can expect that gm(x) and fm(x) are connected by some three-term relations
via Gauss relations (see, e.g., Section 2.8 of [16]). Indeed, using Gauss relations it can be
shown that
2F1
(−m,−m − 2/3
1/3
∣∣∣∣z
)
= 3m + 4
2 2
F1
(−m − 1,−m − 2/3
4/3
∣∣∣∣z
)
− 3m + 2
2
(1 + z)2F1
(−m,−m + 1/3
4/3
∣∣∣∣z
)
(3.3)
and therefore we have the following relation
gm(x) = 3m + 22(3m + 1)
(
x3 + x−3)fm(x) − 3(m + 1)2(3m + 1)fm+1(x). (3.4)
Substituting (3.4) into (2.7) we obtain
hm(x) = cm 3m + 22(3m + 1)
[(
x3 + 2 + x−3)fm(x) − 3m + 33m + 2fm+1(x)
]
. (3.5)
Comparing Eqs. (3.4) and (3.5) with Eqs. (2.6) and (2.11) we find that
Pm+1(x) = 3m + 22(3m + 1)
(
x3 + x−3)Qm(x) − 3(m + 1)2(3m + 1)
(
x − x−1)2Qm+1(x) (3.6)
and
Vm(x) = cm 3m + 22(3m + 1)
[(
x − 1 + x−1)2Qm(x)
− 3m + 3
3m + 2
(
x − 2 + x−1)Qm+1(x)
]
. (3.7)
Hence all functions in question are expressed in terms of Qm(x)’s.
The advantage of this approach is based on the fact that for the function Qm(x) the
following explicit formula can be found
Qm(x) = (2m)!3m(m!)2
(
qx−1 − q−1x
q − q−1
)m
2F1
(−m,m + 1
−2m
∣∣∣∣qx − q
−1x−1
qx−1 − q−1x
)
. (3.8)
As already mentioned in our preliminary comments, the function Qm(x) can be de-
duced from the differential equation for fm(x) above (the proper normalization, for in-
stance, can be found using the three-term relation for fm(x)’s). Here we give a proof
of (3.8) by a straightforward transformation of the function fm(x) to the form fm(x) =
(x − x−1)2m+1Qm(x).
The key identity which is to be used here is the so-called cubic transformation of Gauss
hypergeometric function [16] which in its most symmetric form reads:
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(2/3) 2
F1
(
a + 1/3, a
2/3
∣∣∣∣z3
)
− ω−1z(a + 2/3)
(4/3) 2
F1
(
a + 1/3, a + 2/3
4/3
∣∣∣∣z3
)
= 3−3a+1
(
1 − z
1 − ω
)−3a
(3a)
(2a + 2/3) 2F1
(
a + 1/3,3a
2a + 2/3
∣∣∣∣ωz − ω1 − z
)
. (3.9)
Here ω is a primitive cubic root of unity, ω = exp(±2iπ/3), and a is arbitrary parameter.
To show that indeed the cubic transformation is relevant to our case, let us rewrite (3.2) in
the form consistent with LHS of (3.9). Taking into account that
2F1
(−m,−m+ 1/3
4/3
∣∣∣∣z
)
= (1/3)(4/3)
(−m + 1/3)(m + 4/3) (−z)
m
2F1
(−m,−m − 1/3
2/3
∣∣∣∣z−1
)
(3.10)
and
(1/3)
(m + 4/3) = (−1)
m+1 (−m − 1/3)
(2/3)
,
(m + 4/3)
(−m + 1/3) = (−1)
m (3m + 1)!
33m+1 m! (3.11)
it is easy to see that (3.2) can be rewritten in the form
fm(x) = (−1)
m+1(3m + 1)!
33m+1(m!)2 x
3m+1
[
(−m − 1/3)
(2/3) 2
F1
(−m,−m − 1/3
2/3
∣∣∣∣x−6
)
+ x−2 (−m + 1/3)
(4/3) 2
F1
(−m,−m+ 1/3
4/3
∣∣∣∣x−6
)]
. (3.12)
Clearly, both terms in the brackets are the same as in LHS of (3.9) provided the parameter
a is specialized to the value a = −m − 1/3.
To apply the cubic transformation to (3.12) we first define
W(a; z) := (a)
(2/3) 2
F1
(
a + 1/3, a
2/3
∣∣∣∣z3
)
+ z(a + 2/3)
(4/3) 2
F1
(
a + 1/3, a + 2/3
4/3
∣∣∣∣z3
)
(3.13)
so that
(−1)m+1(3m + 1)! 3m+1 ( −2)fm(x) = 33m+1(m!)2 x W −m − 1/3;x . (3.14)
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X + Y = q
q − q−1
(
X − q−2Y )− q−1
q − q−1
(
X − q2Y ) (3.15)
and if q = exp(iπ/3), which is exactly the case, one can set ω = q2 for the first pair of terms
and ω = q−2 for the second one. This recipe allows one to apply the cubic transformation,
that gives
W(a; z) = 3
−3a+1(3a)
(2a + 2/3)
(1 − z)−3a
q(1 − q2)−3a+1
[
2F1
(
a + 1/3,3a
2a + 2/3
∣∣∣∣q2 z − q
2
1 − z
)
+ q3a+12F1
(
a + 1/3,3a
2a + 2/3
∣∣∣∣q−2 z − q
−2
1 − z
)]
. (3.16)
To obtain a new formula for fm(x) via (3.14) we have to evaluate now the limit a →
−m− 1/3 of (3.16). The limit of the pre-factor can be easily found due to
lim
a→−m−1/3
(3a)
(2a + 2/3) =
2
3
(−1)m+1(2m)!
(3m + 1)! . (3.17)
To find the limit of the expression in the brackets in (3.16) we note that
q2
z − q2
1 − z =: s, q
−2 z − q−2
1 − z = 1 − s (3.18)
and hence the following formula can be used
lim
a→−m−1/3
[
2F1
(
a + 1/3,3a
2a + 2/3
∣∣∣∣s
)
+ q3a+12F1
(
a + 1/3,3a
2a + 2/3
∣∣∣∣1 − s
)]
= 3
2 2
F1
(−m,−3m − 1
−2m
∣∣∣∣s
)
. (3.19)
Formula (3.19) can be proved, for instance, by virtue of standard analytic continuation
formulae for the hypergeometric function (see, e.g., Eqs. (1) and (2) in §2.10 of [16]).
Collecting formulae we arrive to the expression
W(−m − 1/3; z) = −3
2m+1(2m)!
(3m + 1)!
(1 − z)3m+1
(q − q−1)m 2F1
(−m,−3m − 1
−2m
∣∣∣∣q2 z − q
2
1 − z
)
. (3.20)
Finally, substituting this expression into (3.14) and using the identity
2F1
(
a, b
∣∣∣∣z
)
= (1 − z)−a2F1
(
a, c − b ∣∣∣∣ z
)
(3.21)c c z − 1
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fm(x) = (2m)!3m(m!)2
(
x − x−1)2m+1
(
qx−1 − q−1x
q − q−1
)m
2F1
(−m,m + 1
−2m
∣∣∣∣qx − q
−1x−1
qx−1 − q−1x
)
.
(3.22)
Obviously, this expression leads directly to (3.8) which is thus proved.
Hence, we have just shown that a particular solution of Eq. (2.10), the function fm(x),
Eq. (2.9), is connected to the ‘first’ solution of the Baxter T-Q equation, Qm(x), Eq. (3.8),
via the cubic transformation. Formulae (3.4) and (3.5) mean that the same transformation
is responsible for relationship of gm(x) and hm(x) with the second independent solu-
tion of T-Q equation, which can be chosen either as Pm+1(x), in the case of gm(x), or
as Pm+1(x) + 3m+23m+1Qm(x) = (x + 2 + x−1)Vm(x), in the case of hm(x).
To write down the resulting expressions for functions Pm+1(x) and Vm(x), and for the
purpose of subsequent transformation of these expressions, we define
Φ(k)m (x) :=
(
qx−1 − q−1x
q − q−1
)m
2F1
(−m,k + 1
−m − k
∣∣∣∣qx − q
−1x−1
qx−1 − q−1x
)
. (3.23)
Note that for positive integer m, function Φ(k)m (x) possesses the property Φ(k)m (x) =
Φ
(k)
m (x
−1) and thus, obviously, Φ(k)m (x) is a polynomial of degree m in the variable
u := x + x−1.
In particular, Eq. (3.8) now reads
Qm(x) = (2m)!3m(m!)2 Φ
(m)
m (x). (3.24)
Formulae (3.6) and (3.7) give
Pm+1(x) = 3m+ 22(3m + 1)
(2m)!
3m(m!)2
[(
x3 + x−3)Φ(m)m (x)
− 2(2m + 1)
3m + 2
(
x − x−1)2Φ(m+1)m+1 (x)
]
, (3.25)
Vm(x) = (2m)!(2m + 1)!
m!(3m + 1)!
[(
x − 1 + x−1)2Φ(m)m (x)
− 2(2m + 1)
3m + 2
(
x − 2 + x−1)Φ(m+1)m+1 (x)
]
. (3.26)
Here the expression for Vm(x) is written according to the proper normalization of this
function, Vm(1) = 1. The normalization can be verified by virtue of Chu–Vandermonde
identity (2.17) and it corresponds to the choice
3m+1m!(2m + 2)!
cm = (3m + 1)
(3m + 3)! . (3.27)
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sions for them yet since they can be notably simplified. Indeed, again using Gauss relations
one can prove, for instance, the following relations for the functions (3.23)
Φ
(k)
m+1(x) =
(
x + x−1)Φ(k)m (x) − m(m + 2k + 1)3(m + k + 1)(m + k)
(
x2 + 1 + x−2)Φ(k)m−1(x), (3.28)
Φ(k+1)m (x) =
m + 2k + 2
2(m + k + 1)Φ
(k)
m (x) +
m
2(m + k + 1)
(
x + x−1)Φ(k+1)m−1 (x). (3.29)
These two relations can be regarded as basic relations; many other tree-term relations con-
necting Φ(k)m (x)’s can be derived from (3.28) and (3.29). Using these three-term relations
we find that for the function Pm+1(x), in particular, the following formula is valid
Pm+1(x) = (2m)!3mm!(m + 1)!
[
(3m + 2)Φ(m−1)m+1 (x) − (2m + 1)Φ(m)m+1(x)
]
. (3.30)
Similarly, for the function Vm(x) we obtain
Vm(x) = (2m)!(2m + 2)!
(m + 1)!(3m + 2)!
[
(2m + 1)Φ(m+1)m (x) − m
(
x − 1 + x−1)Φ(m+1)m−1 (x)]. (3.31)
This formula for Vm(x) can be further simplified, due to (3.29), to be written solely in
terms of Φm(k)’s, but (3.31) is more convenient for the purpose of obtaining the function
Em(t), which is of primary interest for 3-enumerated ASMs. Applying (2.4) we obtain
Em(t) = (2m)!(2m + 2)!3m(m + 1)!(3m + 2)!
[
(2m + 1)(t + 2)m2F1
(−m,m + 2
−2m − 1
∣∣∣∣ 1 + 2tt (t + 2)
)
− 3m(t + 2)m−12F1
(−m + 1,m+ 2
−2m
∣∣∣∣ 1 + 2tt (t + 2)
)]
. (3.32)
Formulae (3.30), (3.31) and, especially, (3.32) are the main results of this section.
4. The numbers A(n, r;3)
Let us begin with showing how Eq. (1.3) for A(n;3) is recovered from the just obtained
expression for the generating function. Here the property A(n,1;3) = A(n− 1;3) is to be
used. It implies
A(2m + 1;3)
A(2m + 2;3) = H
(3)
2m+2(0) =
1
2
B2m(0),
A(2m + 2;3) = H(3) (0) = 2B2m(0). (4.1)
A(2m + 3;3) 2m+3 9
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A(2m + 3;3) = 9[
B2m(0)
]2 A(2m + 1;3), A(1;3) = 1, (4.2)
A(2m + 2;3) = 9
B2m(0)B2m−2(0)
A(2m;3), A(2;3) = 2. (4.3)
Recall that B2m(t) = tmEm(t) in (2.2). From (3.32) one finds
B2m(0) = (2m + 1)!(2m + 2)!3m(m + 1)!(3m + 2)! . (4.4)
Substituting (4.4) into (4.2) and (4.3), and solving the recurrences one obtains (1.3).
Let us now turn to our main target, A(n, r;3), which describes the refined 3-enu-
meration of ASMs. Formulae (2.2) imply that
A(2m + 2, r;3) = b(m, r − 1) + b(m, r − 2)
2
A(2m + 2;3),
A(2m + 3, r;3) = 2b(m, r − 1) + 5b(m, r − 2) + 2b(m, r − 3)
9
A(2m + 3;3), (4.5)
where b(m,α) are defined as
B2m(t) = tmEm(t) =:
2m∑
α=0
b(m,α)tα (4.6)
and are assumed to be zero if α is out of the range of values 0,1, . . . ,2m. To find these
coefficients we expand (3.32) in power series in t , thus expressing B2m(t) as a triple sum.
Chu–Vandermonde summation formula can now be applied to the sum with respect to the
index defining the hypergeometric series in (3.32), thus expressing B2m(t) as a double
sum. These two summations can be rearranged in such a way that one of them becomes
with respect to α while the other one defines the coefficients of power expansion in t . We
obtain
b(m,α) = (2m + 1)!m!
3m(3m + 2)!
[α/2]∑
=max(0,α−m)
(2m + 2 − α + 2)
(
3m+ 3
α − 2
)
×
(
2m +  − α + 1
m + 1
)(
m +  + 1
m + 1
)
2α−2. (4.7)
Here [α/2] denotes integer part of α/2. Formulae (4.5) and (4.7) complete the proof of
the theorem, which constitutes the main result of the present paper. Here we would like
to mention that in terms of terminating hypergeometric series the last formula may be
rewritten, for instance, as follows
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α
(3m+3
α
)(2m+1−α
m+1
)
3m
(3m+2
m+1
)
[
24F3
( −(α − 1)/2,−α/2,m + 2,2m + 2 − α
(3m + 4 − α)/2, (3m + 5 − α)/2,m − α + 1
∣∣∣∣14
)
− α
m + 1 4F3
( −(α − 1)/2,−α/2 + 1,m+ 2,2m + 2 − α
(3m + 4 − α)/2, (3m + 5 − α)/2,m − α + 1
∣∣∣∣14
)]
. (4.8)
This formula is valid for α = 0,1, . . . ,m (a similar expression for α = m + 1,m +
2, . . . ,2m can be simply obtained through the replacement α → 2m − α in RHS of (4.8)).
The two 4F3 in (4.8) can be further combined into a single 5F4. Analogous formulae for
b(m,α) in terms of terminating hypergeometric series of argument 4 may be written down
as well. Analyzing these expressions we were anyway unable to perform the sum in (4.7)
in a closed form, even if very suggestive similarities can be found with known summation
formulae, see §§7.5 and 7.6, especially §7.6.4, of Ref. [17]. We therefore regard Eqs. (4.5)
and (4.7) as the most compact formulae for the numbers A(n, r;3) available at the present
moment.
To conclude, let us comment the just obtained result in application to the square ice. The
quantity of interest here is nA(n, r;3)/A(n;3) which plays the role of spatial derivative of
the boundary polarization of the square ice with a particular choice of the vertex weights.
It is interesting to study the behavior of this quantity in the large n and the large r limits,
with the ratio ξ = r/n kept fixed, 0 < ξ < 1. In the context of the square ice this scaling
limit corresponds to the continuous limit, with 1/n playing the role of a lattice spacing.
For the square ice in the disordered regime (which corresponds to x-enumerations with
0 < x < 4) a Heaviside step-function behavior θ(ξ − 1/2) of the boundary polarization is
expected [14]. In ASM enumeration language this corresponds to
lim
n,r→∞
r/n=ξ
n
A(n, r;x)
A(n;x) = δ(ξ − 1/2) for 0 < x < 4. (4.9)
For instance, in the case of 1-enumeration of ASMs (i.e., for x = 1) the validity of this
formula can be verified directly from (1.2) by virtue of Stirling formula. This result
is also valid for the simple case of 2-enumerated ASMs whose refined enumeration is
just A(n, r;2)/A(n;2) = (n−1
r−1
)
/2n−1; for the result for the whole free-fermion line see
[14]. Formulae (4.5) and (4.7) allows one to study the scaling limit of the expression
nA(n, r;3)/A(n;3) as well. In this limit the sum in (4.7) turns into an integral and standard
saddle point method can be applied. In this way we find
lim
n,r→∞
r/n=ξ
n
A(n, r;3)
A(n;3) = δ(ξ − 1/2). (4.10)
This confirms (4.9) also in the x = 3 case.
Acknowledgments
We would like to thank the referee for constructive comments. We acknowledge finan-
cial support from MIUR COFIN programme and from INFN (Iniziativa Specifica FI11).
F. Colomo, A.G. Pronko / Advances in Applied Mathematics 34 (2005) 798–811 811One of us (A.G. Pronko) was also supported in part by Russian Foundation for Basic Re-
search, under RFFI grant No. 04-01-00825, and by the programme “Mathematical Methods
in Nonlinear Dynamics” of Russian Academy of Sciences. This work was been partially
done within the European Community network EUCLID (HPRN-CT-2002-00325).
References
[1] D.M. Bressoud, Proofs and Confirmations: The Story of the Alternating Sign Matrix Conjecture, Cambridge
University Press, Cambridge, 1999.
[2] W.H. Mills, D.P. Robbins, H. Rumsey, Proof of the Macdonald conjecture, Invent. Math. 66 (1982) 73–87.
[3] W.H. Mills, D.P. Robbins, H. Rumsey, Alternating-sign matrices and descending plane partitions, J. Combin.
Theory Ser. A 34 (1983) 340–359.
[4] D. Zeilberger, Proof of the alternating sign matrix conjecture, Electron. J. Combin. 3 (2) (1996) R13.
[5] G. Kuperberg, Another proof of the alternative-sign matrix conjecture, Internat. Math. Res. Notices 1996
(1996) 139–150.
[6] D. Zeilberger, Proof of the refined alternating sign matrix conjecture, New York J. Math. 2 (1996) 59–68.
[7] Yu.G. Stroganov, 3-enumerated alternating sign matrices, Preprint, math-ph/0304004.
[8] A.G. Izergin, Partition function of the six-vertex model in the finite volume, Sov. Phys. Dokl. 32 (1987)
878–879.
[9] N. Elkies, G. Kuperberg, M. Larsen, J. Propp, Alternating-sign matrices and domino tilings, J. Algebraic
Combin. 1 (1992) 111–132; 219–234.
[10] D.P. Robbins, H. Rumsey, Determinants and alternating-sign matrices, Adv. Math. 62 (1986) 169–184.
[11] Yu.G. Stroganov, A new way to deal with Izergin–Korepin determinant at root of unity, Preprint, math-ph/
0204042.
[12] Yu.G. Stroganov, The importance of being odd, J. Phys. A: Math. Gen. 34 (2001) L179–L185.
[13] G.P. Pronko, Yu.G. Stroganov, Bethe equations ‘on the wrong side of equator’, J. Phys. A: Math. Gen. 32
(1999) 2333–2340.
[14] N.M. Bogoliubov, A.G. Pronko, M.B. Zvonarev, Boundary correlation functions of the six-vertex model,
J. Phys. A: Math. Gen. 35 (2002) 5525–5541.
[15] F. Colomo, A.G. Pronko, Square ice, alternating sign matrices and classical orthogonal polynomials, in
preparation.
[16] A. Erdélyi, Higher Transcendental Functions, vol. 1, Krieger, Malabar, FL, 1981.
[17] A.P. Prudnikov, Y.A. Brychkov, O.I. Marichev, Integrals and Series, vol. 3: More Special Functions, Gordon& Breach, New York, 1990.
