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Abstract
In the context of the lattice regularization of the four-dimensional N = 1
supersymmetric Yang–Mills theory (4D N = 1 SYM), we formulate a gen-
eralized BRS transformation that treats the gauge, supersymmetry (SUSY),
translation and axial U(1) (U(1)A) transformations in a unified way. A re-
sultant Slavnov–Taylor identity or the Zinn-Justin equation gives rise to a
strong constraint on the quantum continuum limit of symmetry breaking
terms with the lattice regularization. By analyzing the implications of the
constraint on operator-mixing coefficients in the SUSY and the U(1)A Ward–
Takahashi (WT) identities, we prove to all orders of perturbation theory in
the continuum limit that, (i) the chiral symmetric limit implies the super-
symmetric limit and, (ii) a three-fermion operator that might potentially give
rise to an exotic breaking of the SUSY WT identity does not emerge. In pre-
vious literature, only a naive or incomplete treatment on these points can be
found. Our results provide a solid theoretical basis for lattice formulations
of the 4D N = 1 SYM.
Keywords: Supersymmetry, Chiral symmetry, Lattice gauge theory
1. Introduction
Ever since the feasibility of non-perturbative studies of 4D N = 1 SYM—
the simplest but still quite non-trivial 4D supersymmetric gauge theory—
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based on the lattice regularization was pointed out [1],1 there has been con-
siderable research based on the proposed scenario of the SUSY restoration.
Classified by the method for simulating the gaugino or gluino, a fermionic
superpartner of the gauge boson, Refs. [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13,
14, 15, 16, 17, 18, 19, 20, 21, 22] use the Wilson fermion [23] (see Ref. [24]
for a very readable review), Refs. [25, 26, 27, 28] employ the domain-wall
fermion [29, 30] and, most recently, Ref. [31] uses the overlap fermion [32, 33].
Some related works are Refs. [34, 35, 36, 37, 38].2
The central issue in the scenario [1] is the restoration of SUSY and the
axial U(1) symmetry, U(1)A, in the quantum continuum limit; the lattice
regularization generally breaks these symmetries that define 4D N = 1 SYM.
The basic physical picture of Ref. [1] is very simple (see also Ref. [2]): In terms
of the effective field theory, a unique relevant operator that breaks SUSY is
the gluino mass term. If one can have a U(1)A symmetry (either by the fine-
tuning of the bare gluino mass [40, 41, 42] or by use of the Ginsparg–Wilson
relation [43]; see below), the U(1)A would forbid the gluino mass term and
one would end up with a supersymmetric theory in the continuum limit. In
this way, SUSY might emerge as an accidental symmetry accompanied by
the chiral symmetry. The situation is a little bit more complicated because
the U(1)A suffers from the axial anomaly. Still, one could use a remaining
Z2Nc ⊂ U(1)A symmetry
3 to forbid the gluino mass term. Thus one expects
that, in the continuum limit, the restoration of SUSY and that of the chiral
symmetry occur simultaneously.
The best characterization of a symmetry property of a quantum field
theory is given by the WT identity. Although the basic physical picture of
the above scenario is simple, to show the validity of the scenario in terms of
WT identities is not so simple.4 For example, the analysis of Ref. [1] considers
a lattice “identity”, such as (Eq. (14) of Ref. [1] with Ω = Aρ(y)λ¯(z), in our
1See also Ref. [2] for an earlier consideration.
2Ref. [39] is discussing a possible implication of the lattice BRS invariance (in the
non-perturbative level) in supersymmetric gauge theories.
3Throughout this paper, we assume that the gauge group is SU(Nc).
4For a lattice formulation [44, 45] of the two-dimensional N = (2, 2) SYM, the restora-
tion of the SUSY WT identity without fine-tuning can be argued perturbatively [46] and
has been confirmed non-perturbatively [47].
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notation)〈
∂∗µSµ(x)A
a
ν(y)ψ¯
b(z)
〉
?
=
〈
[Mχ(x) +XS(x)]A
a
ν(y)ψ¯
b(z)
〉
−
〈
1
a4
∂
∂ξ¯(x)
δξ
[
Aaν(y)ψ¯
b(z)
]〉
, (1.1)
where Sµ(x) is the supercurrent on the lattice, XS(x) is an explicit SUSY
breaking term in the lattice action, Aaν(y) is the gauge potential and ψ¯
b(z) is
the gluino field. δξ in the last term is the SUSY transformation on the lattice.
This relation, however, does not hold even in the tree level approximation of
the perturbation theory.5 The point is that the inserted operator Aaν(y)ψ¯
b(z)
is neither gauge invariant nor covariant thus the contribution of the gauge-
fixing term (and the ghost action for higher orders) cannot be neglected.
Moreover, as found in Ref. [37] through an explicit one-loop calculation,
XS(x) mixes even with gauge non-invariant operators, a situation that was
not presumed in Ref. [1]. In these aspects, the WT identity associated with
SUSY is much more complicated than that for the chiral symmetry [41, 42]
as noted sometime ago [15]. It is certainly unlikely that those gauge non-
invariant elements affect a physical question. Nevertheless, it is not quite
obvious whether or not these complications modify the conclusion of Ref. [1]
that both the U(1)A WT identity (with the axial anomaly) and the SUSY
WT identity are restored by a single fine-tuning of the bare gluino mass.
Since the axial U(1) current and the supercurrent belong to a single SUSY
multiplet (at least in the classical theory) [48], it is quite conceivable that one
can relate the U(1)A WT identity and the SUSY WT identity by considering
an algebra involving both SUSY and the R-symmetry, U(1)A. It is not
a priori clear how to carry out this program, however, especially with the
lattice regularization that generally breaks both symmetries explicitly.
The original motivation of the present work was to obtain a transparent
understanding on the above issue. In the course of the analysis, however, we
encountered another difficulty that has not been noted in previous literature.
That is that, generally, one might have a mixing of XS(x) with a gauge
invariant three-fermion operator. Since this three-fermion operator has the
same mass-dimension as XS(x) and same transformation properties as XS(x)
under lattice symmetries, a dimensional counting and a simple symmetry
argument alone cannot exclude the possibility of such a mixing. But then,
5I would like to thank Yusuke Taniguchi for noticing this observation.
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one would have an exotic breaking of the SUSY WT identity even in the
continuum limit (and even with the fine-tuning of the gluino mass elucidated
above). See Eq. (4.20). According to the supposed scenario of the SUSY
restoration, we should not have such an exotic breaking.
Considering recent increases in computing power that would enable a true
realization of 4D N = 1 SYM and a fundamental role that the SUSY WT
identity should play there, it must be important to clarify the above issues;
this is the objective of the present paper. We will find that the adoption of
the generalized BRS transformation [49, 50, 51] in the lattice framework, that
treats the gauge, SUSY, translation and U(1)A transformations in a unified
way, does the required job.
This paper is organized as follows. In Sec. 2, we summarize basic as-
sumptions we make on the lattice formulation. They are physically natural
and very mild; actually all the lattice formulations of 4D N = 1 SYM con-
sidered so far are covered by our analysis. Sections. 3 and 4 are mostly a
review of well-known facts concerning the operator mixing in the U(1)A WT
identity [41, 42] and the SUSY WT identity [1, 37, 15]; however, we tried
not to make any ad hoc assumption on the possible operator-mixing struc-
ture. Eqs. (4.22) and (4.23) summarize our main assertions in this paper.
After these rather long preparations, in Sec. 5, we introduce the general-
ized BRS transformation on lattice variables. There, some complications
inherent in the present supersymmetric system in the Wess–Zumino (WZ)
gauge are explained. After identifying O(a) breaking terms attributed to
the lattice regularization, we obtain a Wess–Zumino (WZ)-like consistency
condition [52] by using the algebraic property of the generalized BRS trans-
formation. In Sec. 6, finally, combining the consistency condition and the
general structure of the operator mixing explored in Secs. 3 and 4, we prove
the main assertions, Eqs. (4.22) and (4.23). Sec. 7 concludes the paper.
Appendices contain some useful information required in the main text.
2. Basic lattice framework
Our arguments below are quite general and rather independent of a par-
ticular lattice formulation we adopt.6 Our lattice action consists of the sum
of a gauge boson (gluon) action Sgluon, the kinetic term of the gluino Sgluino
6We basically follow the notation of Ref. [37] except the points that x, y, z, . . . denote
lattice sites, vector indices µ, ν, . . . , run over 0, 1, 2, 3 and the lattice spacing a is explicitly
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and the mass term of the gluino, S
(0)
mass. A minimal requirement for the lattice
actions is that they have the correct classical continuum limit such that
Sgluon
a→0
−−→ S˘gluon ≡
∫
d4x
1
2
tr [Fµν(x)Fµν(x)] , (2.4)
where Fµν(x) is the field strength Fµν(x) ≡ ∂µAν(x)−∂νAµ(x)+ig[Aµ(x), Aν(x)],
Sgluino ≡ a
4
∑
x
tr
[
ψ¯(x)Dψ(x)
] a→0
−−→ S˘gluino ≡
∫
d4x tr
[
ψ¯(x) /Dψ(x)
]
,
(2.5)
where D is a lattice Dirac operator and /D ≡ γµDµ and Dµ ≡ ∂µ+ ig[Aµ(x), ]
is the covariant derivative with respect to the adjoint representation, and
S(0)mass ≡ a
4
∑
x
M tr
[
ψ¯(x)ψ(x)
] a→0
−−→ S˘(0)mass ≡
∫
d4xM tr
[
ψ¯(x)ψ(x)
]
, (2.6)
where M is the bare gluino mass. The gluino field ψ(x) on the Euclidean
lattice (and in the Euclidean continuum theory as well) is subject to the
constraint
ψ¯(x) = ψT (x)(−C−1), (2.7)
written. The gauge potentials Aµ(x) are defined from the link variables by
U(x, µ) = eiagAµ(x), (2.1)
where g is the bare gauge coupling constant. All gamma matrices are hermitian and
obey {γµ, γν} = 2δµν ; γ5 ≡ −γ0γ1γ2γ3 and σµν ≡ [γµ, γν ]/2. The charge conjugation
matrix C satisfies, C−1γµC = −γTµ , C
−1σµνC = −σTµν , C
−1γ5C = γ
T
5 and C
T = −C.
ǫµνρσ denotes the totally antisymmetric tensor and ǫ0123 = −1. The generators of the
gauge group SU(Nc), T
a, are normalized as tr(T aT b) = (1/2)δab. Φa(x) denotes the
gauge component of a generic field Φ(x), Φ(x) ≡ Φa(x)T a. Throughout this article, the
symbol tr denotes the trace over gauge indices. The forward and backward difference
operators respectively are defined by
∂µf(x) ≡
1
a
[f(x+ aµˆ)− f(x)] , ∂∗µf(x) ≡
1
a
[f(x)− f(x− aµˆ)] . (2.2)
The symbol of the functional derivative with respect to a lattice variable implies
δ
δΦa(x)
≡
1
a4
∂
∂Φa(x)
, (2.3)
for Φa(x), for example.
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to express the degrees of freedom of the Majorana fermion in the Minkowski
space. Consequently, the lattice Dirac operator should satisfy (C−1D)T =
−C−1D. We further assume that the lattice actions are invariant under the
hypercubic transformations, the parity transformation P,
U0(x0, ~x)
P
−→ U0(x0,−~x), Uk(x0, ~x)
P
−→ U †k(x0,−~x− akˆ),
ψ(x0, ~x)
P
−→ iγ0ψ(x0,−~x), ψ¯(x0, ~x)
P
−→ −iψ¯(x0,−~x)γ0, (2.8)
and the time reversal transformation T ,
U0(x0, ~x)
T
−→ U †0(−x0 − a, ~x), Uk(x0, ~x)
T
−→ Uk(−x0, ~x),
ψ(x0, ~x)
T
−→ iγ0γ5ψ(−x0, ~x), ψ¯(x0, ~x)
T
−→ −iψ¯(−x0, ~x)γ5γ0. (2.9)
The simplest lattice formulation which fulfills the above requirements is
the sum of the Wilson plaquette action,
Sgluon =
∑
x
∑
µ,ν
(
−
1
g2
)
Re tr
[
Uµ(x)Uν(x+ aµˆ)U
†
µ(x+ aνˆ)U
†
ν(x)
]
, (2.10)
and the Wilson fermion action,
Sgluino = a
4
∑
x
tr
(
ψ¯(x)
{
1
2
∑
µ
[
γµ(∇µ +∇
∗
µ)− ra∇
∗
µ∇µ
]}
ψ(x)
)
,
S(0)mass = a
4
∑
x
M tr
[
ψ¯(x)ψ(x)
]
, (2.11)
where lattice covariant differences in the adjoint representation are defined
by
∇µψ(x) ≡
1
a
[
Uµ(x)ψ(x+ aµˆ)U
†
µ(x)− ψ(x)
]
,
∇∗µψ(x) ≡
1
a
[
ψ(x)− U †µ(x− aµˆ)ψ(x− aµˆ)Uµ(x− aµˆ)
]
. (2.12)
In what follows, we often consider correlation functions containing ele-
mentary fields that are not gauge invariant. To define such correlation func-
tions, we have to introduce the gauge-fixing term and the Faddeev–Popov
(FP) ghost and anti-ghost fields. We thus define
S
(0)
GF+FP ≡ −s0a
4
∑
x
2 tr
{
c¯(x)
[
∂∗µAµ(x) +
α
2
B(x)
]}
, (2.13)
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where c¯(x) and B(x) are the anti-ghost and auxiliary fields, respectively and
α is the gauge parameter. The nilpotent BRS transformation s0 for lattice
variables is defined by (see, for example, Ref. [53]),
s0Aµ(x) ≡ [Dµc]
L (x),
s0ψ(x) ≡ −ig{c(x), ψ(x)}, s0ψ¯(x) = −ig{c(x), ψ¯(x)},
s0c(x) ≡ −igc(x)
2,
s0c¯(x) ≡ B(x),
s0B(x) ≡ 0, (2.14)
where
[Dµc]
L (x) ≡
iag∆Aµ(x)
1− exp
[
−iag∆Aµ(x)
]∂µc(x) + ig∆Aµ(x)c(x), (2.15)
and ∆X is the adjoint action, ∆XY ≡ [X, Y ]. We set
ϕ(x0, ~x)
P
−→ ϕ(x0,−~x), ϕ(x0, ~x)
T
−→ ϕ(−x0, ~x), (2.16)
for all ϕ(x) ≡ c(x), c¯(x) and B(x). Then one can verify that [Dµc]
L(x)
in Eq. (2.15) behaves in an identical way as Aµ(x) under P and T and, con-
sequently, s0 preserves transformation properties under P and T . This shows
that (since the combination ∂∗µAµ(x) behaves as Eq. (2.16)) S
(0)
GF+FP (2.13) is
invariant under P and T . Our total lattice action is thus given by
S(0) ≡ Sgluon + Sgluino + S
(0)
mass + S
(0)
GF+FP, (2.17)
and the corresponding classical continuum limit is
S˘(0) ≡ S˘gluon + S˘gluino + S˘
(0)
mass + S˘
(0)
GF+FP, (2.18)
where S˘
(0)
GF+FP is the classical continuum limit of S
(0)
GF+FP (2.13).
3. U(1)A WT identity on the lattice
3.1. Derivation of the U(1)A WT identity
Let us begin our discussion with a WT identity associated with the U(1)A
transformation. We define a localized version of the U(1)A transformation
on lattice variables by
δθψ(x) = iθ(x)γ5ψ(x), δθψ¯(x) = iθ(x)ψ¯(x)γ5, (3.1)
7
and δθ = 0 on other variables. Then, from a variation of the lattice action
(note that S
(0)
GF+FP (2.13) does not contain the gluino field),
δθS
(0) ≡ a4
∑
x
iθ(x)
[
−∂∗µj5µ(x) + 2MP (x) +XA(x)
]
, (3.2)
we obtain the divergence of the axial-vector current j5µ(x) whose classical
continuum limit is given by7
j5µ(x)
a→0
−−→ ˘5µ(x) ≡ tr
[
ψ¯(x)γµγ5ψ(x)
]
, (3.3)
the pseudo-scalar density P (x), which arises from the variation of the gluino
mass term S
(0)
mass (2.11),
P (x) ≡ tr
[
ψ¯(x)γ5ψ(x)
]
, (3.4)
and XA(x), a U(1)A symmetry breaking term associated with the lattice
regularization (e.g., the Wilson term, for the case of Eq. (2.11)). In Eq. (3.2),
the separation between −∂∗µj5µ(x) and XA(x) is not unique and there remains
O(a) ambiguity in the definition of XA(x) even with requirement (3.3). We
partially fix this ambiguity by requiring that the breaking XA(x) is a gauge-
invariant local combination of lattice fields that behaves in an identical way
as P (x) (3.4) under lattice discrete transformations. In particular, we assume
that
XA(x0, ~x)
P
−→ −XA(x0,−~x), XA(x0, ~x)
T
−→ −XA(−x0, ~x). (3.5)
Then by considering the variation of the lattice action (3.2) in the functional
integral, we find the identity〈
∂∗µj5µ(x)O(y, z, . . . )
〉
= 〈[2MP (x) +XA(x)]O(y, z, . . . )〉+ i
〈
1
a4
∂
∂θ(x)
δθO(y, z, . . . )
〉
, (3.6)
where O(y, z, . . . ) is any multi-local operator. This is an identity that exactly
holds on the lattice.
7A possible form for j5µ(x) is j5µ(x) = tr[ψ¯(x)γµγ5Uµ(x)ψ(x + aµˆ)U
†
µ(x)] [37].
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3.2. XA(x) in the continuum limit
We next consider, on the basis of the perturbation theory, how the U(1)A
breaking term XA(x) in Eq. (3.6) behaves in the quantum continuum limit.
Since XA(x) is a dimension 4 operator that is proportional to the lattice
spacing a (because it arises from lattice artifacts), we set
XA(x) ≡ aO5(x), (3.7)
where O5(x) is a dimension 5 operator. Then, from dimension counting and
the covariance under lattice symmetries (3.5), subtractions which are required
to define a renormalized composite operator OR5 (x) in the continuum limit
are given by [41] (see also Ref. [42]),
OR5 (x) = Z5
{
O5(x) +
1
a
(ZA − 1)∂µ˘5µ(x) +
1
a
ZF F˜ ǫµνρσ tr [Fµν(x)Fρσ(x)]
+
1
a2
ZP P˘ (x) +
1
a
(dim. 4 BRS non-invariant operators)
}
+
∑
j
Z(j)5 O
(j)R
5 (x), (3.8)
where the explicit form of power-subtraction operators is written only for
BRS invariant ones.8 As indicated in Eq. (3.8), generally, one might have a
mixing with BRS non-invariant operators depending on the insertion opera-
tor O(y, z, . . . ) in Eq. (3.6). The last line of Eq. (3.8) represents a possible
mixing with other (renormalized) dimension 5 operators. We have used the
continuum theory language in the above expression (P˘ (x) is the classical
continuum limit of P (x) (3.4)), because the present considerations are mean-
ingful only in the continuum limit.
8One sees that there is no dimension 4 (or less) BRS invariant operator that contains
c(x), c¯(x) or B(x) and complies with property (3.5).
9
Eqs. (3.7) and (3.8) show that
XA(x) = (1− ZA)∂µ˘5µ(x) (3.9a)
−ZF F˜ ǫµνρσ tr [Fµν(x)Fρσ(x)] (3.9b)
−
1
a
ZP P˘ (x) (3.9c)
+ (dim. 4 BRS non-invariant operators) (3.9d)
+ aZ−15
[
OR5 (x)−
∑
j
Z(j)5 O
(j)R
5 (x)
]
, (3.9e)
and the lattice identity (3.6) then reads
ZA 〈∂µ˘5µ(x)O(y, z, . . . )〉 (3.10a)
= −ZF F˜ 〈ǫµνρσ tr [Fµν(x)Fρσ(x)]O(y, z, . . . )〉 (3.10b)
+ 2
(
M −
1
2a
ZP
)〈
P˘ (x)O(y, z, . . . )
〉
(3.10c)
+ 〈(dim. 4 BRS non-invariant operators)O(y, z, . . . )〉 (3.10d)
+
〈
aZ−15
[
OR5 (x)−
∑
j
Z(j)5 O
(j)R
5 (x)
]
O(y, z, . . . )
〉
(3.10e)
+ i
〈
1
a4
∂
∂θ(x)
δθO(y, z, . . . )
〉
. (3.10f)
Now, for simplicity, we assume temporarily that the inserted operatorO(y, z, . . . )
is gauge (or BRS) invariant and renormalizable without subtracting power-
divergent terms. That is,
OR(y, z, . . . ) = ZOO(y, z, . . . ) +
∑
j
Z(j)O(j)R(y, z, . . . ), (3.11)
where all renormalization constants are at most logarithmically divergent.
We further assume that all the points x, y, z, . . . , in Eq. (3.10) differ from
each other. In this situation, the contact term (3.10f) vanishes. The contri-
bution of the dimension 5 operators (3.10e) also vanishes in the continuum
limit because of the overall factor of a (when all the points x, y, z, . . . , differ,
no O(1/a) ultraviolet divergence arises that can cancel the overall factor a).
There is no mixing of XA(x) with BRS non-invariant operators because the
10
inserted operator O(y, z, . . . ) is BRS invariant. Therefore, in this assumed
situation, we have
ZA 〈∂µ˘5µ(x)O(y, z, . . . )〉 = −ZF F˜ 〈ǫµνρσ tr [Fµν(x)Fρσ(x)]O(y, z, . . . )〉
+ 2
(
M −
1
2a
ZP
)〈
P˘ (x)O(y, z, . . . )
〉
.
(3.12)
From this (anomalous) conservation law of the axial U(1) current, one might
infer that for an infinitesimal lattice spacing the U(1)A symmetry broken by
the lattice regularization is restored by tuning the bare mass parameter M
such that
M −
1
2a
ZP → 0. (3.13)
We call this a chiral symmetric limit [40, 41, 1].
Incidentally, as for the domain-wall fermion [29, 30] and for the over-
lap fermion [32, 33], if the lattice Dirac operator D satisfies the GW rela-
tion γ5D+Dγ5 = aDγ5D [43], it is possible to define j5µ(x) in Eq. (3.2) such
that XA(x) = aO5(x) = a tr[ψ¯(x)Dγ5Dψ(x)]. Suppose that M = 0. Then,
in the correlation function (3.6), contractions of gluino fields in this O5(x)
and gluino fields in the inserted operator O(y, z, . . . ) produce a term be-
ing proportional to δx,yδx,z, . . . , which does not contribute to the divergence
of the operator O5(x). On the other hand, the contraction of gluino fields
within O5(x) produces the combination
O5(x)→
1
a
1
a4
1
2
trD [γˆ5
aa(x, x)] , (3.14)
where trD is the trace over Dirac indices. The modified chiral matrix in this
expression is defined by [54, 55]
γˆ5
ab(x, y) ≡ γ52 tr
[
T a (1− aD)T b
]
δx,y. (3.15)
From the GW relation, one has the identity
∑
z,c γˆ5
ac(x, z)γˆ5
cb(z, y) = δabδx,y
and, from this [54], ∑
x
1
2
trD [δγˆ5
aa(x, x)] = 0, (3.16)
where δ denotes an arbitrary infinitesimal local variation of the gauge field.
This relation implies that the vertices that result from the composite oper-
ator (3.14) identically vanish when the momentum being conjugate to the
11
position x vanishes. In possible subtractions (3.8), this property is shared by
operators ∂µ˘5µ(x) and ǫµνρσ tr [Fµν(x)Fρσ(x)], but not by P˘ (x). This shows
that ZP = 0 when M = 0.9 That is, when D satisfies the GW relation, we
generally have10
ZP ∝ aM. (3.17)
This ensures Eq. (3.13) for M → 0.
4. SUSY WT identity on the lattice
4.1. Derivation of the SUSY WT identity
A lattice WT identity associated with the SUSY transformation can also
be derived in a similar way as the above U(1)A WT identity. The localized
version of the SUSY transformation in the continuum is given by
δξAµ(x) = ξ¯(x)γµψ(x),
δξψ(x) = −
1
2
σµνξ(x)Fµν(x), δξψ¯(x) =
1
2
ξ¯(x)σµνFµν(x), (4.1)
where the Grassmann-odd parameters ξ(x) obey ξ¯(x) = ξT (x)(−C−1). Cor-
responding to this, we may adopt the following localized lattice SUSY trans-
formation,
δξUµ(x) = iag
1
2
[
ξ¯(x)γµψ(x)Uµ(x) + ξ¯(x+ aµˆ)γµUµ(x)ψ(x+ aµˆ)
]
,
δξU
†
µ(x) = −iag
1
2
[
ξ¯(x)γµU
†
µ(x)ψ(x) + ξ¯(x+ aµˆ)γµψ(x+ aµˆ)U
†
µ(x)
]
,
δξψ(x) = −
1
2
σµνξ(x)Pµν(x), δξψ¯(x) =
1
2
ξ¯(x)σµνPµν(x), (4.2)
where Pµν(x) is the clover plaquette, defined by
Pµν(x) =
1
4
4∑
i=1
1
2ia2g
[
Uiµν(x)− U
†
iµν(x)
]
, (4.3)
9On the other hand, ZFF˜ reproduces the correct axial anomaly [56, 57, 58, 59, 60].
10I am grateful to Yoshio Kikukawa for a clarifying discussion on this point.
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and
U1µν(x) ≡ Uµ(x)Uν(x+ aµˆ)U
†
µ(x+ aνˆ)U
†
ν(x),
U2µν(x) ≡ Uν(x)U
†
µ(x− aµˆ+ aνˆ)U
†
ν(x− aµˆ)Uµ(x− aµˆ),
U3µν(x) ≡ U
†
µ(x− aµˆ)U
†
ν(x− aµˆ− aνˆ)Uµ(x− aµˆ− aνˆ)Uν(x− aνˆ),
U4µν(x) ≡ U
†
ν(x− aνˆ)Uµ(x− aνˆ)Uν(x+ aµˆ− aνˆ)U
†
µ(x). (4.4)
This definition of δξ [37] is advantageous because Pµν(x) possesses the same
transformation properties as the continuum Fµν(x) under P and T . That is,
P0k(x)
P
−→ −P0k(x0,−~x), Pkl(x)
P
−→ Pkl(x0,−~x), (4.5)
and
P0k(x)
T
−→ −P0k(−x0, ~x), Pkl(x)
T
−→ Pkl(−x0, ~x). (4.6)
We define that the ghost, anti-ghost and auxiliary fields as singlets under
the above (localized) SUSY transformation δξ. Then one sees that the BRS
transformation s0 (2.14) and δξ anti-commute with each other, and as the
consequence, the SUSY variation of the gauge fixing and ghost actions is
BRS exact:
δξS
(0)
GF+FP = −s0a
4
∑
x
2 tr
[
c¯(x)∂∗µδξAµ(x)
]
. (4.7)
The explicit form of δξAµ(x), a transformation of the gauge potential induced
by lattice SUSY transformation (4.2), is
δξAµ(x) =
1
2
{
ξ¯(x)γµ
iag∆Aµ(x)
exp
[
iag∆Aµ(x)
]
− 1
ψ(x)
+ ξ¯(x+ aµˆ)γµ
iag∆Aµ(x)
1− exp
[
−iag∆Aµ(x)
]ψ(x+ aµˆ)}. (4.8)
Now, we consider the variation of the lattice action (2.17) under Eq. (4.2).
As the general structure of the variation (noting Eq. (4.7)), we have
δξS
(0) ≡ a4
∑
x
ξ¯(x)
{
− ∂∗µSµ(x) +Mχ(x)
− s0
∑
y
2 tr
[
c¯(y)∂∗yµ
∂
∂ξ¯(x)
δξAµ(y)
]
+XS(x)
}
. (4.9)
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Here, χ(x) is a gauge invariant fermionic field, which arises from the variation
of the gluino mass term S
(0)
mass,
χ(x) ≡ σµν tr [ψ(x)Pµν(x)]
a→0
−−→ χ˘(x) ≡ σµν tr [ψ(x)Fµν(x)] . (4.10)
In Eq. (4.9), we defined a lattice supercurrent Sµ(x), whose classical contin-
uum limit is
Sµ(x)
a→0
−−→ S˘µ(x) ≡ −σρσγµ tr [ψ(x)Fρσ(x)] . (4.11)
However, in Eq. (4.9), the separation between −∂∗µSµ(x) and XS(x), a SUSY
breaking associated with the lattice regularization, is not unique even under
condition (4.11); there remains an O(a) ambiguity in the definition of XS(x).
We thus require that the breaking XS(x) is a gauge-invariant local combina-
tion of lattice fields which behaves in an identical way as χ(x) (4.10) under
lattice discrete transformations. In particular, we require that
XS(x0, ~x)
P
−→ iγ0XS(x0,−~x), XS(x0, ~x)
T
−→ iγ0γ5XS(−x0, ~x). (4.12)
Then, for any multi-local operator O(y, z, . . . ), we have an exact identity on
the lattice,〈
∂∗µSµ(x)O(y, z, . . . )
〉
= 〈[Mχ(x) +XS(x)]O(y, z, . . . )〉
−
〈
s0
∑
w
2 tr
[
c¯(w)∂∗wµ
∂
∂ξ¯(x)
δξAµ(w)
]
O(y, z, . . . )
〉
−
〈
1
a4
∂
∂ξ¯(x)
δξO(y, z, . . . )
〉
. (4.13)
4.2. XS(x) in the continuum limit
We next investigate, within perturbation theory, how the SUSY breaking
term XS(x) in Eq. (4.13) behaves in the continuum limit. XS(x) is a dimen-
sion 9/2 operator that is proportional to the lattice spacing a (because it
results from the lattice regularization). Thus we set
XS(x) = aO11/2(x), (4.14)
where O11/2(x) is a dimension 11/2 operator. To define a renormalized finite
operator OR11/2(x) in the continuum limit, we generally need the subtraction
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of operators of mass-dimension 9/2 or less with power-diverging coefficients.
Those operators must, by our assumption, behave identically to χ(x) (4.10)
under lattice discrete transformations (as Eq. (4.12)). A gauge (or BRS)
invariant class of such operators, without containing the ghost, anti-ghost
and auxiliary fields, are enumerated in Appendix B of Ref. [15]. Utilizing
this result, we have11
OR11/2(x)
= Z11/2
{
O11/2(x) +
1
a
(ZS − 1)∂µS˘µ(x) +
1
a
ZT∂µT˘µ(x)
+
1
a2
Zχχ˘(x)
+
1
a
Z3F tr
[
ψ(x)ψ¯(x)ψ(x)
]
+
1
a
ZEOM {γµ tr [ψ(x)DνFµν(x)]− s0γµ tr [ψ(x)∂µc¯(x)]}
+
1
a
(dim. 9/2 BRS invariant operators containing c, c¯ or B)
+
1
a
(dim. 9/2 BRS non-invariant operators)
}
+
∑
j
Z(j)11/2O
(j)R
11/2(x), (4.15)
where
T˘µ(x) ≡ 2γν tr [ψ(x)Fµν(x)] . (4.16)
In the above expression, the last line represents possible mixing with other
(renormalized) dimension 11/2 operators. From this and Eq. (4.14), we have
11Here, we have noted the Bianchi identity, ǫµνρσDνFρσ(x) = 0.
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XS(x) = (1− ZS)∂µS˘µ(x) (4.17a)
− ZT∂µT˘µ(x) (4.17b)
−
1
a
Zχχ˘(x) (4.17c)
− Z3F tr
[
ψ(x)ψ¯(x)ψ(x)
]
(4.17d)
− ZEOM {γµ tr [ψ(x)DνFµν(x)]− s0γµ tr [ψ(x)∂µc¯(x)]} (4.17e)
+ (dim. 9/2 BRS invariant operators containing c, c¯ or B)
(4.17f)
+ (dim. 9/2 BRS non-invariant operators) (4.17g)
+ aZ−111/2
[
OR11/2(x)−
∑
j
Z(j)11/2O
(j)R
11/2(x)
]
, (4.17h)
and thus, combined with Eq. (4.13),〈[
ZS∂µS˘µ(x) + ZT∂µT˘µ(x)
]
O(y, z, . . . )
〉
(4.18a)
=
(
M −
1
a
Zχ
)
〈χ˘(x)O(y, z, . . . )〉 (4.18b)
− Z3F
〈
tr
[
ψ(x)ψ¯(x)ψ(x)
]
O(y, z, . . . )
〉
(4.18c)
− ZEOM
〈
1
2
γµψ
a(x)
δS˘
(0)
tot
δAaµ(x)
O(y, z, . . . )
〉
(4.18d)
+ 〈(dim. 9/2 BRS inv. op. containing c, c¯ or B)O(y, z, . . . )〉 (4.18e)
+ 〈(dim. 9/2 BRS non-inv. op.)O(y, z, . . . )〉 (4.18f)
+ aZ−111/2
〈[
OR11/2(x)−
∑
j
Z(j)11/2O
(j)R
11/2(x)
]
O(y, z, . . . )
〉
(4.18g)
−
〈
1
a4
∂
∂ξ¯(x)
δξO(y, z, . . . )
〉
, (4.18h)
where we have expressed operator (4.17e) in terms of the variations of the
total action of the continuum theory, S˘
(0)
tot (2.18),
12 and absorbed the s0-exact
12Although in Eq. (4.18d) one has another term, −igγµ tr[ψ(x)ψ¯(x)γµψ(x)], this com-
bination identically vanishes as shown in Appendix A.
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term in Eq. (4.13) into Eq. (4.18e). As shown in Eqs. (4.17g) and (4.18f),
generally, we might have mixing with BRS non-invariant operators depending
on the insertion operator O(y, z, . . . ); this mixing has actually been observed
in a one-loop calculation [37].
In Eq. (4.15), and consequently in Eqs. (4.17d) and (4.18c), we have an
operator
OS(x) ≡ tr
[
ψ(x)ψ¯(x)ψ(x)
]
, (4.19)
that is cubic in the fermion field. In Refs. [1, 15], on the other hand, one does
not encounter such a mixing with a three-fermion operator. In Ref. [1], this
operator was not noticed at all, while in Ref. [15], it seems that only the case
of the gauge group SU(2) is considered for which this three-fermion operator
identically vanishes OS(x) ≡ 0. The fact is that, as we analyse in detail
in Appendix A, OS does not generally vanish, and since OS(x) and χ(x)
transform in a completely identical manner under lattice symmetries,13 we
cannot exclude OS(x) from the operator renormalization by a simple sym-
metry argument alone.
For simplicity, as we did in Eq. (3.12), let us temporarily assume that the
inserted operator O(y, z, . . . ) in Eq. (4.18) is BRS invariant and renormal-
izable without subtracting power-divergent terms as Eq. (3.11); we assume
also that all the points x, y, z, . . . , differ. Then, by a similar argument used
to obtain Eq. (3.12), we have in the continuum limit〈[
ZS∂µS˘µ(x) + ZT∂µT˘µ(x)
]
O(y, z, . . . )
〉
=
(
M −
1
a
Zχ
)
〈χ˘(x)O(y, z, . . . )〉
− Z3F
〈
tr
[
ψ(x)ψ¯(x)ψ(x)
]
O(y, z, . . . )
〉
, (4.20)
where we neglected contribution (4.18e), because any BRS invariant operator
with the dimension 9/2 or less that contains c(x), c¯(x) or B(x) is always BRS
exact; the proof is given in Appendix B.
After the redefinition of the supercurrent, ZSS˘µ+ZT T˘µ ∝ S˘newµ ,
14 Eq. (4.20)
takes the form of the conservation law of a supercurrent. Then the breaking
13Since they rotate in opposite angles under U(1)A, if the U(1)A symmetry were ex-
actly preserved, one could get rid of the possibility of OS(x). The lattice regularization
inevitably breaks the U(1)A, however, to reproduce the axial anomaly.
14After this redefinition, S˘newµ suffers from the superconformal (or gamma-trace)
anomaly [61, 62, 63, 64, 65, 66, 67, 68, 69], because γµT˘µ(x) 6= 0 while γµS˘µ(x) ≡ 0.
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of SUSY due to the lattice regularization is characterized by the combination
M − (1/a)Zχ. One may remove this unphysical SUSY breaking by tuning
the bare mass parameter M so that this combination vanishes:
M −
1
a
Zχ → 0. (4.21)
We call this a supersymmetric limit [1] (a non-perturbative method to impose
this condition has been proposed in Ref. [36]). It is considered that the chiral
symmetric limit (3.13) coincides with this supersymmetric limit and thus
condition (3.13) defines a unique supersymmetric theory [1]. For this, we
must have
Zχ =
1
2
ZP . (4.22)
Eq. (4.20) shows that, however, the conservation law of the supercurrent
suffers from an exotic breaking if Z3F 6= 0. If this breaking cannot be re-
moved by a local counter term, this would imply an exotic SUSY anomaly
which certainly what we do not expect in the present system. Even if this
anomaly could be removed by a local counter term, its presence implies that,
as Eq. (4.20) shows, tuning the mass parameter (4.21) alone will not lead to
a supersymmetric theory, contradicting with what is believed. Thus we have
to ensure that
Z3F = 0. (4.23)
As noted above, however, it is not possible to conclude Z3F = 0 by a simple
symmetry argument alone. It appears that one needs some powerful machin-
ery such as the WZ consistency condition [52]. The rest of this paper will
be entirely devoted to the construction of the required consistency condition
and its application to the proof of Eqs. (4.22) and (4.23).
5. Generalized BRS transformation in the lattice theory
5.1. General framework
We want to formulate a certain WZ consistency condition that constrains
the quantum continuum limit of symmetry breaking terms attributed to the
lattice regularization. Because of several reasons, unfortunately, this is a
somewhat complicated task.
First, the algebraic structure of symmetry transformations is rather in-
volved even in the continuum target theory. In 4D N = 1 SYM in the WZ
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gauge, the algebra of SUSY transformations contains field-dependent gauge
transformations. Moreover, the algebra closes only under the equation of
motion of the (massless) gluino (i.e., on-shell closure). Thus, to construct a
BRS-like nilpotent operation that contains SUSY (which will be a building
block in the WZ consistency condition), one has to treat the SUSY, trans-
lation and gauge transformations on an equal footing. For this, we adopt
the generalized BRS transformation developed in the continuum 4D N = 1
SYM in the WZ gauge. See Refs. [49, 50, 51] and references therein. The on-
shell closure can also be incorporated into this framework by introducing a
term that is quadratic in the “anti-field” of the gluino, Kψ (see, for example,
Refs. [70, 50]).
Second, we have a bare-mass term of the gluino that is inevitable for
the tuning in lattice formulations; this term however explicitly breaks SUSY
and the U(1)A symmetry. If one wants to constrain the structure of radia-
tive corrections by using the Slavnov–Taylor (ST) identity or the Zinn-Justin
equation, those relations should not contain tree-level symmetry-breakings
such as the gluino mass term. To circumvent this point, we introduce gen-
eralized BRS doublet fields (spurions) (uV , vV ) and (uA, vA) which make the
mass term “formally” BRS invariant [71, 51].
Finally, of course, SUSY and the infinitesimal translation transformations
are not properly realized on lattice variables and, as the consequence, the
nilpotency of the generalized BRS transformation on some of lattice variables
is broken by O(a). Then we have to carefully separate those O(a) breakings
from the main part of the ST identity or the Zinn-Justin equation.
We thus define a generalized BRS transformation s in our lattice system
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by
sAµ(x) ≡ [Dµc]
L (x) +
[
ξ¯γµψ
]L
(x)− itν∂
S
ν Aµ(x),
sψ(x) ≡ −ig{c(x), ψ(x)} −
1
2
σµνξPµν(x)− itµ∂
S
µψ(x) + iθγ5ψ(x),
sψ¯(x) = −ig{c(x), ψ¯(x)}+
1
2
ξ¯σµνPµν(x)− itµ∂
S
µ ψ¯(x) + iθψ¯(x)γ5,
sc(x) ≡ −igc(x)2 + ξ¯γµξ
1
2
[Aµ(x) + Aµ(x− aµˆ)]− itµ∂
S
µ c(x),
sc¯(x) ≡ B(x)− itµ∂
S
µ c¯(x),
sB(x) ≡ ξ¯γµξ∂
S
µ c¯(x)− itµ∂
S
µB(x),
sξ ≡ iθγ5ξ, sξ¯ = iθξ¯γ5,
stµ ≡ −iξ¯γµξ,
sθ ≡ 0, (5.1)
where ∂Sµ denotes the symmetric difference operator
∂Sµ ≡
1
2
(
∂µ + ∂
∗
µ
)
. (5.2)
In the above expressions, the gauge-ghost c(x), anti-ghost c¯(x) and the aux-
iliary field B(x) are common to the conventional lattice BRS transforma-
tion s0 (2.14), while ξ, tµ and θ are newly-introduced constant ghosts associ-
ated with the SUSY, translation and U(1)A transformations, respectively.
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These constant ghosts possess opposite Grassmann parity to the original
transformation parameters; thus, ξ is Grassmann-even, and tµ and θ are
Grassmann-odd. The constant Grassmann-even ghost ξ is subject to the
Majorana constraint,16
ξ¯ = ξT (−C−1). (5.3)
15For these ghost variables, we use the same symbols as the corresponding classical
transformation parameters; we think that no confusion will arise.
16It may seem strange that the generalized BRS transformation s (5.1) transforms c(x)
and B(x) with the SUSY ghost ξ, though we assumed in Sec. 4 that these fields are
singlets under the SUSY transformation. There is no contradiction, however, because the
combination ξ¯γµξ identically vanishes when ξ is Grassmann-odd as the original SUSY
parameter is. On the other hand, with such a combination with a Grassmann-even ξ, s in
the continuum limit becomes nilpotent (up to the equation of motion of the gluino).
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Some useful identities that hold for such a Grassmann-even spinor are sum-
marized in Appendix C. In the first relation of Eq. (5.1), [Dµc]
L (x) is given
in Eq. (2.15) and [ξ¯γµψ]
L(x) is defined by
[
ξ¯γµψ
]L
(x)
≡
1
2
ξ¯γµ
{
iag∆Aµ(x)
exp
[
iag∆Aµ(x)
]
− 1
ψ(x) +
iag∆Aµ(x)
1− exp
[
−iag∆Aµ(x)
]ψ(x+ aµˆ)
}
.
(5.4)
If there were only the gauge-ghost c(x) and the U(1)A ghost θ in Eq. (5.1),
we would simply have s2 = 0 on all lattice variables, because algebras of the
gauge and of the U(1)A close on lattice variables. However, since the SUSY
algebra (that contains the infinitesimal translation) is not properly realized
on lattice variables, the nilpotency of s is broken by lattice artifacts. That
is, on lattice variables, we have
s2Aµ(x) = O(a), (5.5a)
s2ψ(x) = −ξ¯γµξDµψ(x) + σµνξξ¯γµDνψ(x) +O(a)
= γ5ξξ¯γ5 /Dψ(x) +O(a)
= γ5ξξ¯γ5Dψ(x) +O(a), (5.5b)
s2c(x) = O(a), (5.5c)
s2c¯(x) = s2B(x) = s2ξ = s2tµ = s
2θ = 0. (5.5d)
Moreover, as the right-hand side of Eq. (5.5b) shows, s2 = 0 on the gluino
field ψ(x) holds only under the equation of motion of the massless gluino,
even in the continuum theory [49, 50, 51]. (From the first line to the second
line in Eq. (5.5b), we used the Fierz theorem in Eq. (A.1).)
We define the gauge-fixing term and the ghost-anti-ghost action with
respect to the generalized BRS transformation s by
SGF+FP ≡ −sa
4
∑
x
2 tr
{
c¯(x)
[
∂∗µAµ(x) +
α
2
B(x)
]}
. (5.6)
Note that this SGF+FP reduces to our previous one S
(0)
GF+FP (2.13), when all
new ghost variables, ξ, tµ and θ, vanish.
This is not the end of the story, however. To incorporate the mass term of
the gluino that explicitly breaks SUSY and U(1)A, we must further introduce
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s-doublet fields (uV , vV ) and (uA, vA) following the procedure of Refs. [71, 51]:
suV (x) ≡ vV (x) +M − itµ∂
S
µuV (x)− 2iθuA(x),
svV (x) ≡ ξ¯γµξ∂
S
µuV (x)− itµ∂
S
µ vV (x)− 2iθvA(x),
suA(x) ≡ vA(x)− itµ∂
S
µuA(x)− 2iθuV (x),
svA(x) ≡ ξ¯γµξ∂
S
µuA(x)− itµ∂
S
µ vA(x)− 2iθ [vV (x) +M ] , (5.7)
where uV (x) and uA(x) are Grassmann-odd, while vV (x) and vA(x) are
Grassmann-even. On these variables, we have an exact nilpotency of s:
s2uV (x) = s
2uA(x) = s
2vV (x) = s
2vA(x) = 0. (5.8)
Using these fields, we define a “generalized” mass term by
Smass = −sa
4
∑
x
tr
{
ψ¯(x) [uV (x) + uA(x)γ5]ψ(x)
}
= a4
∑
x
M tr
[
ψ¯(x)ψ(x)
]
+ a4
∑
x
tr
{
ψ¯(x) [vV (x) + vA(x)γ5]ψ(x)
}
− a4
∑
x
tr
{
ξ¯σµνPµν(x) [uV (x) + uA(x)γ5]ψ(x)
}
− a4
∑
x
(−i)tµ∂˜
S
µ tr
{
ψ¯(x) [uV (x) + uA(x)γ5]ψ(x)
}
, (5.9)
where ∂˜Sµ is defined by the Leibniz rule,
∂˜Sµ (X1 . . .Xn) ≡ (∂
S
µX1) . . .Xn + · · ·+X1 . . .Xn−1(∂
S
µXn). (5.10)
Again, Smass reduces to our original mass term S
(0)
mass (2.6) when the newly-
introduced fields, (uV , vV ) and (uA, vA), vanish.
We also introduce source terms for lattice dynamical variables
Ssource1 ≡ a
4
∑
x
[
JaAµ(x)A
a
µ(x) + J¯
a
ψ(x)ψ
a(x) + Jac (x)c
a(x)
+ Jac¯ (x)c¯
a(x) + JaB(x)B
a(x)
]
(5.11)
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(we may define Jaψ(x) by J¯
a
ψ(x) ≡ J
Ta
ψ (x)(−C
−1)) and, following the standard
procedure (see, for example, Ref. [72]), source terms associated with the
generalized BRS transformation s,
Ssource2 ≡ a
4
∑
x
[
KaAµ(x)sA
a
µ(x) + K¯
a
ψ(x)sψ
a(x) +Kac (x)sc
a(x)
]
− a4
∑
x
1
2
K¯aψ(x)γ5ξK¯
a
ψ(x)γ5ξ. (5.12)
(Again we may define Kaψ(x) by K¯
a
ψ(x) ≡ K
Ta
ψ (x)(−C
−1).) For the massive
theory, it turns out that we need one more term,
S∆ ≡ a
4
∑
x
K¯aψ(x)γ5ξψ¯
a(x) [uV (x) + uA(x)γ5] γ5ξ
− a4
∑
x
1
2
ψ¯a(x) [uV (x) + uA(x)γ5] γ5ξψ¯
a(x) [uV (x) + uA(x)γ5] γ5ξ.
(5.13)
The last term of Eq. (5.12), which is quadratic in the source Kψ(x), and S∆
are required to make the following ST identity or the Zinn-Justin equation
hold off-shell up to O(a) lattice artifacts.
Thus, our generalized total lattice action is
Stot ≡ Sgluon + Sgluino + SGF+FP + Smass + Ssource1 + Ssource2 + S∆. (5.14)
Using this, we define the generating functional for the connected diagramW ,
e−W [J,K,ξ,t,θ,u,v] ≡
∫
dµ e−Stot, (5.15)
where dµ denotes the integration measure for dynamical variables, U(x, µ),
ψ(x), c(x), c¯(x) and B(x). An important point to recognize here is that those
newly-introduced variables, ξ, tµ, θ, uV (x), uA(x), vV (x) and vA(x), are all
non-dynamical, as the argument of the above W indicates. One can always
set those external variables zero and then the system reduces to our original
lattice theory in Sec. 2. In this way, the dynamics of the original system can
always be reproduced; yet, those new variables are quite useful to organize
the underlying symmetry structure.
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For P and T transformation properties of new variables, we can set
ξ
P
−→ iγ0ξ, ξ¯
P
−→ −iξ¯γ0, t0
P
−→ t0, tk
P
−→ −tk, θ
P
−→ −θ,
uV (x0, ~x)
P
−→ uV (x0,−~x), vV (x0, ~x)
P
−→ vV (x0,−~x),
uA(x0, ~x)
P
−→ −uA(x0,−~x), vA(x0, ~x)
P
−→ −vA(x0,−~x), (5.16)
and
ξ
T
−→ iγ0γ5ξ, ξ¯
T
−→ −iξ¯γ5γ0, t0
T
−→ −t0, tk
T
−→ tk, θ
T
−→ −θ,
uV (x0, ~x)
T
−→ uV (−x0, ~x), vV (x0, ~x)
T
−→ vV (−x0, ~x),
uA(x0, ~x)
T
−→ −uA(−x0, ~x), vA(x0, ~x)
T
−→ −vA(−x0, ~x), (5.17)
so that s in Eqs. (5.1) and (5.7) preserves transformation properties under P
and T ; for example, one sees that [ξ¯γµψ]L(x) transforms in an identical way
as Aµ(x). Then, it is easy to find appropriate P and T transformations of
source fields J and K such that the total action Stot (5.14) is invariant under
P and T .
Now, a crucial property of the above total action Stot, that can be ob-
tained by a careful calculation using relations in Appendix C, is
sStot − a
4
∑
x
K¯ ′aψ (x)γ5ξξ¯γ5
δ
δψ¯a(x)
Stot
= a4
∑
x
{
JaAµ(x)sA
a
µ(x)− J¯
a
ψ(x)
[
sψa(x)− γ5ξK¯
′a
ψ (x)γ5ξ
]
− Jac (x)sc
a(x)− Jac¯ (x)sc¯
a(x) + JaB(x)sB
a(x)
}
+ a4
∑
x
[
ξ¯XS(x) + θXA(x)
]
+ c¯ · Bc¯ +K
′ · BK ′ + t · Bt, (5.18)
where
K¯ ′ψ(x) ≡ K¯ψ(x)− ψ¯(x) [uV (x) + uA(x)γ5] . (5.19)
In deriving Eq. (5.18), we parametrized the breaking of the super, U(1)A and
translation symmetries in our original lattice action as
s (Sgluon + Sgluino) ≡ a
4
∑
x
[
ξ¯XS(x) + iθXA(x) + tµXtµ(x)
]
. (5.20)
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This XS is thus identical to our previous definition in Eq. (4.9) and XA is
also identical to XA in Eq. (3.2); this correspondence will be the key to our
analysis below. Since the continuum action without the gluon mass term
possesses the super, U(1)A and translation symmetries, all these breakings,
XS(x), XA(x) and Xtµ(x), are of O(a).
Explicit forms of the last three combinations in Eq. (5.18) are given by
c¯ · Bc¯ ≡ −a
4
∑
x
c¯a(x)∂∗µs
2Aaµ(x), (5.21)
K ′ · BK ′ ≡ a
4
∑
x
{
−KaAµ(x)s
2Aaµ(x) + K¯
′a
ψ (x)
[
s2ψa(x)− γ5ξξ¯γ5Dψ
a(x)
]
+Kac (x)s
2ca(x)
}
, (5.22)
and
t · Bt
≡ a4
∑
x
tµXtµ(x)
− a4
∑
x
(−i)tµK¯
′a
ψ (x)γ5ξ
(
∂Sµ K¯
a
ψ(x)
− ∂˜Sµ
{
ψ¯a(x) [uV (x) + uA(x)γ5]
})
γ5ξ
− a4
∑
x
(−i)tµK¯
′a
ψ (x)γ5ξ
(
∂Sµ − ∂˜
S
µ
){
ψ¯a(x) [uV (x) + uA(x)γ5] γ5ξ
}
.
(5.23)
It is obvious that these three combinations are of O(a), especially in view
of Eq. (5.5). Another crucial property of Stot to note is
δ
δK¯aψ(x)
Stot = sψ
a(x)− γ5ξK¯
′a
ψ (x)γ5ξ. (5.24)
5.2. Generalized ST identity or Zinn-Justin equation and an associated WZ
consistency condition
Now, the combination in the left-hand side of relation (5.18) prompts us
to consider the following infinitesimal change of variables for the functional
integral (5.15). Letting ε be a Grassmann-odd parameter,
Φ(x)→ Φ(x) + δΦ(x), δΦ(x) = εsΦ(x), (5.25)
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for all variables Φ including external ones, ξ, tµ, θ, uV (x) , uA(x) , vV (x)
and vA(x), except the gluino field ψ(x), for which,
ψ(x)→ ψ(x) + δψ(x), δψ(x) = ε
[
sψ(x)− γ5ξK¯
′
ψ(x)γ5ξ
]
. (5.26)
Although the last term depends on ψ(x) itself through the definition ofK ′ψ(x) (5.19),
the Jacobian J associated with this infinitesimal change of variable is unity,
because
ln J = ε
∑
x
ξ¯ [uV (x) + uA(x)γ5] ξ = 0, (5.27)
with the lattice regularization (note Eq. (C.1)).
From the above change of variables, using Eq. (5.18), we have the identity{
sξ
∂
∂ξ
+ stµ
∂
∂tµ
+ sθ
∂
∂θ
+ a4
∑
x
[
suV (x)
δ
δuV (x)
+ suA(x)
δ
δuA(x)
+ svV (x)
δ
δvV (x)
+ svA(x)
δ
δvA(x)
]}
W [J,K, ξ, t, θ, u, v]
=
〈
a4
∑
x
{
JaAµ(x)sA
a
µ(x)− J¯
a
ψ(x)
[
sψa(x)− γ5ξK¯
′a
ψ (x)γ5ξ
]
− Jac (x)sc
a(x)− Jac¯ (x)sc¯
a(x) + JaB(x)sB
a(x)
}
+ a4
∑
x
[
ξ¯XS(x) + iθXA(x)
]
+ c¯ · Bc¯ +K
′ · BK ′ + t · Bt
〉
J,K,ξ,t,θ,u,v
.
(5.28)
As usual, we define the 1PI effective action Γ by the Legendre transform
of W only with respect to the source J :
Γ [Aµ, ψ, c, c¯, B;K, ξ, t, θ, u, v]
≡W [J,K, ξ, t, θ, u, v]
− a4
∑
x
[
JaAµ(x)A
a
µ(x) + J¯
a
ψ(x)ψ
a(x) + Jac (x)c
a(x)
+ Jac¯ (x)c¯
a(x) + JaB(x)B
a(x)
]
. (5.29)
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Here and in what follows, we use the same symbols for the integration vari-
ables and the expectation values for notational simplicity; for example, Aaµ(x)
in the argument of the effective action Γ actually means 〈Aaµ(x)〉J,K,ξ,t,θ,u,v.
Then noting relations such as,
∂
∂ξ
W =
∂Γ
∂ξ
, (5.30)
Jaµ(x) = −
δΓ
δAaµ(x)
, (5.31)
〈
sψa(x)− γ5ξK¯
′a
ψ (x)γ5ξ
〉
J,K,ξ,t,θ,u,v
=
δΓ
δK¯aψ(x)
(5.32)
(the last one follows from Eq. (5.24)) etc., we can express identity (5.28) in
terms of the effective action Γ . This gives rise to the following identity (the
ST identity or the Zinn-Justin equation in the present context):
S(Γ ) =
〈
a4
∑
x
[
ξ¯XS(x) + iθXA(x)
]
+ c¯ · Bc¯ +K
′ · BK ′ + t · Bt
〉
J,K,ξ,t,θ,u,v
,
(5.33)
where the combination S(F ) is defined for an arbitrary functional F by,
S(F ) ≡ a4
∑
x
[
δF
δKaAµ(x)
δF
δAaµ(x)
+
δF
δK¯aψ(x)
δF
δψa(x)
+
δF
δKac (x)
δF
δca(x)
]
+ a4
∑
x
[
sc¯a(x)
δF
δc¯a(x)
+ sBa(x)
δF
δBa(x)
]
+ sξ
∂F
∂ξ
+ stµ
∂F
∂tµ
+ sθ
∂F
∂θ
+ a4
∑
x
[
suV (x)
δF
δuV (x)
+ suA(x)
δF
δuA(x)
+ svV (x)
δF
δvV (x)
+ svA(x)
δF
δvA(x)
]
. (5.34)
27
Corresponding to this combination, we introduce an operation D(F ) by
D(F ) ≡ a4
∑
x
[
δF
δAaµ(x)
δ
δKaAµ(x)
+
δF
δKaAµ(x)
δ
δAaµ(x)
+
δF
δK¯aψ(x)
δ
δψa(x)
+
δF
δψa(x)
δ
δK¯aψ(x)
+
δF
δKac (x)
δ
δca(x)
+
δF
δca(x)
δ
δKac (x)
]
+ a4
∑
x
[
sc¯a(x)
δ
δc¯a(x)
+ sBa(x)
δ
δBa(x)
]
+ sξ
∂
∂ξ
+ stµ
∂
∂tµ
+ sθ
∂
∂θ
+ a4
∑
x
[
suV (x)
δ
δuV (x)
+ suA(x)
δ
δuA(x)
+ svV (x)
δ
δvV (x)
+ svA(x)
δ
δvA(x)
]
. (5.35)
Then, for an arbitrary (Grassmann-even) functional F , we have
D(F )S(F ) = 0. (5.36)
As one can verify straightforwardly, this relation follows solely from the nilpo-
tency s2 = 0 on the variables, c¯(x), B(x), ξ, tµ, θ, uV (x), uA(x), vV (x)
and vA(x); recall Eqs. (5.5d) and (5.8). Although the nilpotency of s on the
variables, Aµ(x), ψ(x) and c(x), is broken by the lattice regularization, the
nilpotency on these variables is not necessary to derive Eq. (5.36); this is a
crucial observation.
Since Eq. (5.36) holds for arbitrary F , it holds of course for Γ . Then,
combined with Eq. (5.33), Eq. (5.36) provides a strong constraint on the
possible form of the breaking terms, the right-hand side of Eq. (5.33). That
is, we have
D(Γ )
〈
a4
∑
x
[
ξ¯XS(x) + iθXA(x)
]
+ c¯ · Bc¯ +K
′ · BK ′ + t · Bt
〉
J,K,ξ,t,θ,u,v
= 0.
(5.37)
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We now expand the effective action Γ in the powers of the loop-counting
parameter ~ as Γ = Γ0 + Γ1 + Γ2 + · · · , where Γ0 is the tree level action,
Γ0 = Stot. (5.38)
In the continuum limit, the expectation value in Eq. (5.37) is O(~) or higher
because the O(a) breakings attributed to the lattice regularization can sur-
vive only through radiative corrections. Thus, taking the O(~n) (n ≥ 1) term
of Eq. (5.37), where n is the lowest order of the loop expansion in which the
expectation value does not vanish, we have
D(Stot)
〈
a4
∑
x
[
ξ¯XS(x) + iθXA(x)
]
+ c¯ · Bc¯ +K
′ · BK ′ + t · Bt
〉O(~n)
J,K,ξ,t,θ,u,v
= 0. (5.39)
This is the WZ consistency condition that we were seeking.
6. Simplified consistency condition and its application
6.1. Simplified consistency condition
To simplify the analysis, we consider the consistency condition (5.39) for
a special configuration of expectation values and external variables. First, we
assume that expectation values, Aµ(x), ψ(x) and c(x), satisfy the equations of
motion of the total action Stot. This removes the functional derivative with
respect to K from the expression for D(Stot) (see Eq. (5.35)) and D(Stot)
simply becomes the s transformation. We further set
c¯(x) = B(x) = 0, (6.1)
KAµ(x) = Kψ(x) = Kc(x) = tµ = uV (x) = uA(x) = vV (x) = vA(x) = 0.
(6.2)
We can now relate Eqs. (3.9) and (4.17) to Eq. (5.39). Since we assumed
in Eq. (6.2) that all K vanish, expectation values in Eq. (5.39) are computed
without the source term for the composite operators, Ssource2 (5.12); we have
only the source term for the elementary fields, Ssource1 (5.11). In the language
of Eqs. (3.6) and (4.13), this situation corresponds to the situation that the
inserted operator O(y, z, . . . ) is a collection of elementary fields. In this situ-
ation, then, we can neglect the O(a) terms in Eqs. (3.9e) and (4.17h), because
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no O(1/a) divergence can arise in correlation functions of a renormalized op-
erator and elementary fields. Moreover, since O(~n) is the lowest non-trivial
order of the loop expansion in which the expectation value becomes non-zero,
we can set, for example, 〈ZT∂µT˘µ(x)〉O(~
n) = ZO(~
n)
T 〈∂µT˘µ(x)〉
O(~0). The ex-
pectation values of operators in Eqs. (3.9) and (4.17) are thus evaluated in
the tree level approximation and expressions in Eqs. (3.9) and (4.17) can be
regarded as the expectation values themselves.
In this way, in the continuum limit, consistency condition (5.39) is sim-
plified to ∫
d4x
[
iθξ¯γ5XS(x)
O(~n) + ξ¯rXS(x)
O(~n) − iθrXA(x)
O(~n)
]
+
∫
d4xM
〈
ψ¯a(x)
[
s2ψa(x)− γ5ξξ¯γ5Dψ
a(x)
]〉O(~n)
+
∫
d4x (−i)ξ¯γµξ
〈
Xtµ(x)
〉O(~n)
= 0, (6.3)
in terms of expressions in Eqs. (3.9) and (4.17) (here we should not include
the O(a) terms, Eqs. (3.9e) and (4.17h)), where
rAµ(x) ≡ Dµc(x) + ξ¯γµψ(x),
rψ(x) ≡ −ig{c(x), ψ(x)} −
1
2
σµνξFµν(x) + iθγ5ψ(x),
rψ¯(x) ≡ −ig{c(x), ψ¯(x)}+
1
2
ξ¯σµνFµν(x) + iθψ¯(x)γ5,
rc(x) ≡ −igc(x)2 + ξ¯γµξAµ(x),
rξ ≡ iθγ5ξ, rξ¯ = iθξ¯γ5,
rtµ ≡ −iξ¯γµξ,
ruV (x) ≡M,
rvA(x) ≡ −2iθM, (6.4)
and r ≡ 0 on other variables. Note that the s2ψa-term in Eq. (6.3) is
quadratic in ξ, i.e., O(ξ2).
6.2. O(θ1, ξ0) term
Relation (6.3) must hold order by order in θ and ξ. Let us first consider
the O(θ1, ξ0) term. This gives∫
d4x
[
rXA(x)
O(~n)
]
O(θ0,ξ0)
= 0. (6.5)
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When θ = ξ = 0, r is nothing but the conventional gauge BRS transformation
in the continuum theory. Thus, Eq. (6.5) simply tells that XA(x) must
be (gauge) BRS invariant up to a total divergence.17 This is trivially true
for Eqs. (3.9a)–(3.9c), but it constrains the possible structure of the BRS
non-invariant piece, Eq. (3.9d).
6.3. O(θ0, ξ1) term
Similarly, we have from the O(θ0, ξ1) term of Eq. (6.3),∫
d4x
[
rXS(x)
O(~n)
]
O(θ0,ξ0)
= 0. (6.6)
As an application of this relation, let us ask whether a BRS non-invariant
combination
γµ tr [ψ(x) {Aν(x), Fµν(x)}] , (6.7)
can appear in Eq. (4.17g) or not. For this operator, we have
[rγµ tr [ψ(x) {Aν(x), Fµν(x)}]]O(θ0,ξ0)
= −γµ tr [ψ(x) {∂νc(x), Fµν(x)}] , (6.8)
which is proportional to the totally-symmetric tensor
dabc ≡ tr
(
T a{T b, T c}
)
. (6.9)
Then the question is that whether Eq. (6.8) can be made into a total-
divergence by adding the r-transformation of some operator other than minus
Eq. (6.7). We see that this is impossible as follows.
Note first that except the term ∂µc(x) in rAµ(x) of Eq. (6.4), c(x) in
the r-operation appears in the adjoint action. Since the adjoint action is
proportional to the antisymmetric structure constant, the adjoint action with
the ghost c(x) cannot produce the totally-symmetric tensor dabc. The only
way to form dabc is to use the ∂µc(x) in rAµ(x). Thus the generic operator
17Thus, XA(x) (and XS(x) too) is an element of the local (gauge) BRS cohomology (see,
for example, Ref. [73]). If one had a complete classification of the cohomology on the
basis of lattice symmetries alone (e.g., the hypercubic symmetry instead of the Lorentz
symmetry), it would greatly simplify the following discussion.
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to be added to Eq. (6.8) must have the following structure,18
− [rγµ{Cµνρσ tr [ψ(x) {Aν(x), Fρσ(x)}]
+Dµνρσ tr [ψ(x) {Aν(x), ∂ρAσ(x)}]}]O(θ0,ξ0)
= γµ{Cµνρσ tr [ψ(x) {∂νc(x), Fρσ(x)}]
+Dµνρσ tr [ψ(x) {∂νc(x), ∂ρAσ(x)}]
+Dµνρσ tr [ψ(x) {Aν(x), ∂ρ∂σc(x)}]}. (6.10)
For the sum of this and Eq. (6.8) to become a total divergence, terms propor-
tional to tr[ψ(x){∂νc(x)[Aρ(x), Aσ(x)]}] should cancel out (because it cannot
be a total divergence). This requires Cµνρσ = δµρδνσ. However, then the first
term in Eq. (6.10) is just the r-transformation of minus Eq. (6.7). This shows
that Eq. (6.7) cannot appear in the BRS non-invariant piece inXS(x) (4.17g);
this fact has an important implication below.
6.4. O(θ1, ξ1) terms
At long last, we are now ready to attack one of our main problems. For
this, we take the O(θ1, ξ1) terms of Eq. (6.3):∫
d4x
{
iθξ¯γ5XS(x)
O(~n)
O(θ0,ξ0) + ξ¯
[
rXS(x)
O(~n)
]
O(θ1,ξ0)
− iθ
[
rXA(x)
O(~n)
]
O(θ0,ξ1)
}
= 0. (6.11)
Then, substituting Eqs. (3.9a)–(3.9c) and Eqs. (4.17a)–(4.17e) in Eq. (6.11),
we have
ZO(~
n)
χ −
1
2
ZO(~
n)
P = 0, (6.12)
as the coefficient of the combination
−
1
a
∫
d4x 2iθξ¯γ5σµν tr[ψ(x)Fµν(x)]. (6.13)
It is easy to see that the terms containing c(x), c¯(x) or B(x), Eq. (4.17f),
cannot contribute to Eq. (6.13). We can see also that BRS non-invariant
terms in Eqs. (3.9d) and (4.17g) do not contribute to Eq. (6.13) as follows.
18There exists another possible combination −rγµEµνρσ tr[∂ρψ(x){Aν(x), Aσ(x)}], but
this is reduced to other combinations in Eq. (6.10) up to a total divergence.
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First, since the O(θ) term in Eq. (6.4) does not change the gauge index
structure and Eq. (6.13) is proportional to δab = 2 tr(T aT b), the possible
contribution from Eq. (4.17g) to Eq. (6.13) comes from
−
1
a
2ξ¯
[
r
{
2Fµνρσσµν tr [ψ(x)∂ρAσ(x)]
+Gµνρσσµν tr [ψ(x)ig [Aρ(x), Aσ(x)]]
}]
O(θ1,ξ0)
. (6.14)
However, for (the integral of) this to coincide with Eq. (6.13) up to a to-
tal divergence, we have to have Gµνρσ = cδµρδνσ, because the combination
tr[ψ(x)[Aρ(x), Aσ(x)]] does not contain any derivative. Once this becomes
the case, then, we have to moreover have Fµνρσ = cδµρδνσ. Then the combi-
nation in the curly brackets of Eq. (6.14) is cσµν tr[ψ(x)Fµν(x)], the opera-
tor (1/a)cχ˘(x) in Eq. (4.17c) that should not be contained in Eq. (4.17g). On
the other hand, concerning Eq. (3.9d), the possible combination that could
contribute to Eq. (6.13) is
−iθ
[
r
{
1
a
Hµρσ tr [Aµ(x)Fρσ(x)] +
1
a
Iµρσ2 tr [Aµ(x)∂ρAσ(x)]
}]
O(θ0,ξ1)
.
(6.15)
However, this cannot contribute to Eq. (6.13), because rAµ(x) (6.4) produces
ξ¯γµψ(x), but this combination is linearly independent of ξ¯γ5σµνψ(x) (the
coefficient of Eq. (6.13)).19 By this way, we see that Eqs. (3.9d) and (4.17g)
do not contribute to combination (6.13).
Besides these, in the present case, we have to take into consideration also
the possible modification of Eqs. (3.9) and (4.17) by the presence of newly-
introduced external variables. From Eqs. (6.4), we see that if there exist
mixings such that
XS(x) ∼ −
1
a
uV (x)
M
2iθγ5σµν tr [ψ(x)Fµν(x)] ,
XS(x) ∼
1
a
vA(x)
M
γ5σµν tr [ψ(x)Fµν(x)] ,
XA(x) ∼
1
a
uV (x)
M
2ξ¯γ5σµν tr [ψ(x)Fµν(x)] , (6.16)
19This is because the former changes the sign under ξ → γ5ξ and ψ(x) → γ5ψ(x), but
the latter does not.
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then these produce combination (6.13) under r. These possibilities are ex-
cluded, however, because in our new total action Stot, M , vV (x) and vA(x)
appear always in the particular combination, M + vV (x) + vA(x)γ5. In this
way, we establishes relation (6.12).
In Eq. (6.12), the integer n ≥ 1 was the lowest-order of the loop ex-
pansion in which ZO(~
n)
χ 6= 0 and Z
O(~n)
P 6= 0. However, once Eq. (6.12) is
fulfilled, then the consistency condition (6.11) applies to the next leading
order O(~n+1). Thus, repeating the above argument, we have
Zχ =
1
2
ZP , (6.17)
to all orders of the loop expansion. This proves one of our assertions,
Eq. (4.22).
6.5. O(θ0, ξ2) terms
Finally, we consider the O(θ0, ξ2) terms in Eq. (6.3). This yields,∫
d4x ξ¯
[
rXS(x)
O(~n)
]
O(θ0,ξ1)
+
∫
d4xM
〈
ψ¯a(x)
[
s2ψa(x)− γ5ξξ¯γ5Dψ
a(x)
]〉O(~n)
O(θ0,ξ2)
+
∫
d4x (−i)ξ¯γµξ
〈
Xtµ(x)
〉O(~n)
O(θ0,ξ0)
= 0. (6.18)
Then, if we substitute Eqs. (4.17a)–(4.17e) in the first term, we have
ZO(~
n)
3F = 0, (6.19)
as the coefficient of the combination20
1
4
∫
d4x
{
ξ¯σµνξ tr
[
Fµν(x)ψ¯(x)ψ(x)
]
− ξ¯γ5σµνξ tr
[
Fµν(x)ψ¯(x)γ5ψ(x)
]}
.
(6.20)
In fact, it is easy to see without any calculation that among Eqs. (4.17a)–
(4.17e) only the three-fermion operator (4.17d) contributes to Eq. (6.20):
20We have noted that the coefficient ξ¯σµνξ is linearly independent of ξ¯γµξ (the coefficient
of the last term of Eq. (6.18)) because under ξ → γ5ξ, the former does not change the sign
but the latter does.
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Eq. (4.17d) is proportional to the totally-symmetric tensor (6.9), while others
are proportional to δab = 2 tr(T aT b).
Again, it is easy to see that the terms containing c(x), c¯(x) or B(x),
Eq. (4.17f), do not contribute to Eq. (6.20).
Concerning the possible contribution of the BRS non-invariant terms (4.17g)
to Eq. (6.20), the unique possibility is
ξ¯
[
r
1
2
Jµνρσγµ tr [ψ(x) {Aν(x), Fρσ(x)}]
]
O(θ0,ξ1)
. (6.21)
One sees that when Jµνρσ = dδµρδνσ, (the integral of) this is proportional
to Eq. (6.20) by using the Fierz theorem (A.1). However, we have shown
in Eq. (6.7) that Eq. (6.21) with Jµνρσ = dδµρδνσ cannot appear in the mix-
ing of XS(x) (4.17g). Thus, BRS non-invariant operators (4.17g) do not
contribute to Eq. (6.20).
For the modification of Eqs. (4.17) in the presence of new external vari-
ables, what could contribute to Eq. (6.20) is the combination
XS(x)
∼
uV (x)
M
1
4
{
σµνξ tr
[
Fµν(x)ψ¯(x)ψ(x)
]
− γ5σµνξ tr
[
Fµν(x)ψ¯(x)γ5ψ(x)
]}
.
(6.22)
This possibility is again excluded, because uV (x) should appear only in the
combination M + uV (x). In this way, we establish Eq. (6.19), and repeating
the argument for higher n, we have
Z3F = 0. (6.23)
That is, we establish Eq. (4.23).
7. Conclusion
In this paper, in the context of the lattice regularization of 4D N = 1
SYM, we formulated a generalized BRS transformation that treats the gauge,
SUSY, translation and U(1)A transformations in a unified way. On the basis
of this (almost-nilpotent) transformation on lattice variables, we obtained a
generalized WZ consistency condition for the symmetry breaking effects in
the lattice formulation. Utilizing this powerful machinery, we then proved
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that Zχ = (1/2)ZP which implies the coincidence of the chiral symmetric
limit (3.13) and the supersymmetric limit (4.21), and that Z3F = 0 which
implies that there is no exotic breaking of the SUSY WT identity by the
three-fermion operator (4.19). Our these results provide a solid theoretical
basis for lattice formulations of 4DN = 1 SYM. It is interesting to investigate
further consequences of the consistency condition (5.39) or (6.3).
In the continuum theory, the generalized BRS symmetry has been formu-
lated also for 4D N = 4 SYM [74] and for 4D N = 2 SYM [75, 76]; in the
former, such a framework is crucially important because no off-shell multiplet
is known. Adopting this framework to the lattice formulation might be useful
to systematically classify the necessary fine-tuning in such formulations.21
Acknowledgements
I am indebted to Yusuke Taniguchi for helpful discussions at various
stages of the present work and to Michael G. Endres for a careful read-
ing of the manuscript and useful comments. This work was initiated during
the CERN Theory Institute, “Future directions in lattice gauge theory—
LGT10”. I would like to thank the workshop organizers, especially, Poul
H. Damgaard and Martin Lu¨scher, for their kind hospitality. My thanks also
goes to Ting-Wai Chiu for the hospitality extended to me at the Center for
Theoretical Sciences, Taipei, Taiwan, R.O.C., where the latter part of this
work was carried out. This work is supported in part by a Grant-in-Aid for
Scientific Research, 22340069 and 23540330.
Note added in the proof
The operator mixing coefficients ZP and Zχ are dimensionless combina-
tions of the bare gauge coupling constant g and the bare gluino mass M ,22
ZP = ZP (g, aM), Zχ = Zχ(g, aM). (7.1)
In the perturbation theory in the present paper, the mass M (not aM) is
treated as a fixed parameter and the combination aM is hence regarded
21This problem has been studied for 4D N = 4 SYM in a recent paper [77].
22These power-divergence subtraction coefficients are independent of the renormaliza-
tion point µ [42].
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as a higher-order quantity in the lattice spacing. What we have proven
in Eq. (6.17) is thus the equality
Zχ(g, 0) =
1
2
ZP (g, 0), (7.2)
to all orders in the power series of g.
On the other hand, in actual numerical simulations with a small but
fixed lattice spacing a, the chiral limit would be specified by the tuning,
M → M chiralcr (g), where M
chiral
cr (g) is the solution of [41]
aM chiralcr (g)−
1
2
ZP (g, aM
chiral
cr (g)) = 0. (7.3)
Similarly, the supersymmetric limit would be specified by, M → MSUSYcr (g),
where [36]
aMSUSYcr (g)− Zχ(g, aM
SUSY
cr (g)) = 0. (7.4)
Then the question is whether from Eq. (7.2) one can draw any conclusion
concerning the relation between M chiralcr (g) and M
SUSY
cr (g) which are defined
by Eqs. (7.3) and (7.4), respectively. The answer is affirmative as follows:
The point is that the mixing coefficients ZP and Zχ are of O(g2), thus for
a fixed aM , ZP (g, aM) and Zχ(g, aM) become arbitrarily small as g → 0.
This shows that, irrespective of how ZP and Zχ depend on aM , we have
lim
g→0
aM chiralcr (g) = lim
g→0
aM chiralcr (g) = 0. (7.5)
In particular, aM chiralcr (g) and aM
SUSY
cr (g) vanish in the quantum continuum
limit in which g → 0. This allows us to approximate Eqs. (7.3) and (7.4) by
aM chiralcr (g)−
1
2
ZP (g, 0) = 0,
aMSUSYcr (g)− Zχ(g, 0) = 0, (7.6)
as we approach to the continuum limit. Then Eq. (7.2) implies thatM chiralcr (g)
and MSUSYcr (g) coincide in the continuum limit.
Appendix A. Three-fermion spinorial operators
In this appendix, we explore the relations between various gauge-invariant
three-fermion operators and show that the operator OS (4.19) generally does
not vanish.
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For any 4× 4 matrices Λ1 and Λ2, we have the Fierz theorem
Λ1ψa
(
ψ¯bΛ2ψc
)
= ∓
1
4
∑
λA
λAψ
c
(
ψ¯bΛ2λAΛ
1ψa
)
=
1
4
∑
λA
λAψ
c
(
ψTaΛ1TλTAΛ
2TC−1ψb
)
, (A.1)
where the upper sign holds when both ψa and ψb are Grassmann-odd and
the lower holds otherwise; λA is the complete basis for 4× 4 matrices:
λA ≡ {1, γ5, γα, iγ5γα, iσαβ} . (A.2)
In the last line of Eq. (A.1), we have used the constraint ψ¯b = ψTb(−C−1)
and CT = −C. Since
λTA ≡ cAC
−1λAC, (A.3)
where
cA = {1, 1,−1, 1,−1} , (A.4)
when Λ1 = Λ2 = Λ ∈ λA, we have
Λψa
(
ψ¯bΛψc
)
= −
1
4
∑
A
cAλAψ
c
(
ψ¯aΛλAΛψ
b
)
. (A.5)
Multiplying by tr
(
T aT bT c
)
and summing over a, b, and c, we have
Λ tr
[
ψ
(
ψ¯Λψ
)]
= −
1
4
∑
A
cAλA tr
[
ψ
(
ψ¯ΛλAΛψ
)]
. (A.6)
Applying this relation to
OS ≡ tr
[
ψ
(
ψ¯ψ
)]
,
OP ≡ γ5 tr
[
ψ
(
ψ¯γ5ψ
)]
,
OV ≡
∑
µ
γµ tr
[
ψ
(
ψ¯γµψ
)]
,
OA ≡
∑
µ
iγ5γµ tr
[
ψ
(
ψ¯iγ5γµψ
)]
,
OT ≡
∑
µ<ν
iσµν tr
[
ψ
(
ψ¯iσµνψ
)]
, (A.7)
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and using
1λA1 ≡ sAλA, sA = {1, 1, 1, 1, 1} ,
γ5λAγ5 ≡ pAλA, pA = {1, 1,−1,−1, 1} ,∑
µ
γµλAγµ ≡ vAλA, vA = {4,−4,−2, 2, 0} ,
∑
µ
iγ5γµλAiγ5γµ ≡ aAλA, aA = {4,−4, 2,−2, 0} ,
∑
µ<ν
iσµνλAiσµν ≡ tAλA, tA = {6, 6, 0, 0,−2} , (A.8)
we have
OS = −
1
4
∑
A
cAsAλA tr
[
ψ
(
ψ¯λAψ
)]
,
OP = −
1
4
∑
A
cApAλA tr
[
ψ
(
ψ¯λAψ
)]
,
OV = −
1
4
∑
A
cAvAλA tr
[
ψ
(
ψ¯λAψ
)]
,
OA = −
1
4
∑
A
cAaAλA tr
[
ψ
(
ψ¯λAψ
)]
,
OT = −
1
4
∑
A
cAtAλA tr
[
ψ
(
ψ¯λAψ
)]
, (A.9)
or, equivalently,
− 4


OS
OP
OV
OA
OT

 =


1 1 −1 1 −1
1 1 1 −1 −1
4 −4 2 2 0
4 −4 −2 −2 0
6 6 0 0 2




OS
OP
OV
OA
OT

 . (A.10)
By solving this (singular) simultaneous equation, we find
OV = OT = 0, OP = −OS , OA = −4OS, (A.11)
and OS is undetermined.
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With a help of a Mathematica package [78], we verified that the combi-
nation OS is in fact non-zero for the gauge group SU(3), by explicitly ex-
pressing it in terms of Grassmann-odd variables ψaα. (When the gauge group
is SU(2), one immediately sees that OS = 0 and hence OP = OA = 0.) Thus
the combinations, OS, OP and OA, can generally be non-vanishing.
Appendix B. Triviality of dimension 9/2 s0-invariant operators
that contain c, c¯ or B
In this appendix, we show the following23
Lemma 1. Suppose O(x) is an s0-invariant operator with zero ghost-number
that contains a gauge ghost c, an anti-ghost c¯ or an auxiliary field B. If its
mass-dimension is 9/2 or less and if it behaves in the same way as χ(x) (4.10)
under lattice discrete symmetries, O(x) is s0-exact.
Proof. To comply with the behavior under the hypercubic transformation,
O(x) must contain at least one ψ(x) whose mass-dimension is 3/2. From
this and the fact that O(x) is of zero ghost-number, it immediately follows
that O(x) is linear in c¯(x) or in B(x). Thus, the most general form of O(x)
is given by
O(x) = c¯a(x)∆a1(x)−B
a(x)∆a0(x)+∂µc¯
a(x)∆a1µ(x)−∂µB
a(x)∆a0µ(x), (B.1)
where ∆’s are independent of c¯. The s0-invariance s0O(x) = 0 of course
implies s0O(x)|c¯=0 = 0 and, from this, we have ∆
a
1(x) = s0∆
a
0(x) and
∆a1µ(x) = s0∆
a
0µ(x). Hence,
O(x) = −s0
[
c¯a(x)∆a0(x) + ∂µc¯
a(x)∆a0µ(x)
]
. (B.2)
Appendix C. Useful identities
For a Grassmann-even spinor that obeys constraint (5.3), the following
relations hold:
ξ¯ξ = ξ¯γ5ξ = ξ¯γ5γµξ = 0, (C.1)
23A corresponding statement (without a proof) can be found in Ref. [1] (just be-
low Eq. (17)).
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and
ξ¯γ5σµνξ = −ǫµνρσ ξ¯σρσξ,
ξ¯γµγνγρξ = ξ¯ (δνργµ − δµργν + δµνγρ) ξ,
ξ¯γ5γµγνγρξ = 2ǫµνρσ ξ¯γσξ,
ξ¯γµγνγργσξ = ξ¯ (δµνσρσ − δµρσνσ + δµσσνρ + δνρσµσ − δνσσµρ + δρσσµν) ξ.
(C.2)
On the other hand, for a Grassmann-odd spinor that obeys constraint (2.7),
we have
Sabψ¯aγµψ
b = Sabψ¯aσµνψ
b = Sabψ¯aγ5σµνψ
b = 0, (C.3)
for a symmetric coefficient Sba = Sab, and
Aabψ¯aψb = Aabψ¯aγ5ψ
b = Aabψ¯aγ5γµψ
b = 0, (C.4)
for an antisymmetric coefficient Aba = −Aab.
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