Testing for the presence of a unit root has become a problem of great concern to economists. The unit root test was originated by Dickey, Fuller (1979) , who came up with the ADF test which the data generation process was autoregressive process of order . Subsequently, Fuller et al. (1981) , Said and Dickey (1984) and Phillips (1987) have permitted the development and applications of formal tests of unit root. In the recent literature on integrated processes increasing attention has been paid to the impact of structural changes on both size and power of unit root tests. Perron (1989) showed that the presence of a shift in the deterministic trend can reduce the power of unit root tests dramatically. Hamori and Tokihisa (1997) examined the effects of shifts in variance on the unit root tests and showed that the limiting distribution of the standard unit root test is not invariant to changes in variances. Giuseppe Cavaliere (2004) provided a general framework for investigating the effects of permanent changes in the variance of the errors of an autoregressive process on unit root tests. Furthermore, we should nevertheless bear in mind that some variables do not exist just one change. For example, Lumsdaine and Papell (1997) have considered the presence of two breaks in trend variables; Clemente et al. (1998) extended the Perron and Vogelsang (1992) statistics to the case of two changes in the mean. Leybourne and Newbold (2000a, b) proposed that unit root tests are seriously affected by the presence of relatively early breaks in the slope of the deterministic trend. For more details about this issue, we refer the reader to Joakim Westerlund(2014), Larsson and Lyhagen (2015) and Ryota Yabe (2017) among others.
All these above studies concentrated on the case where the variances of time series are finite. Many types of data from economics and finance have the same character: a heavier tail than the normal variants and it is more precise to model these heavy-tailed data with some κ-stable processes, where the index κ can reflect the heaviness of the data. Chan and Tran (1989) proposed for a first order autoregressive process where the innovations are i.i.d which belongs to the domain of attraction of a stable law and the limiting distribution was established as a functional of a Levy process. Agnieszka Jach (2003) reported that the subsampling methodology can be used to develop unit root tests when the noise sequence is heavy-tailed with infinite variance. Horvath and Kokoszka (2003) analogously developed a residual bootstrap approximation to the distribution of a least-squares estimator of the autoregressive 883 parameter when this parameter is equal to unity. Guodong Li et al. (2014) proposed a hybrid bootstrap method that approximates the enhanced Dickey-Fuller test by disturbing the residual sequence and the minimum value of the objective function and this method is efficient in handling heavy tailed sequence. When the innovations have heavy tail and dependent on the unit root test, Stelios Arvanitis (2017) proved a function limit theorem which has complex rates and limits that depend on levy process. However, the literatures suppose that the scale volatility of heavy tailed errors is constant. Therefore, the purpose of this paper is to examine the effects of a break in scale volatility on conventional unit root under heavy tailed sequences.
The paper is organized as follows. In section 2 introduces data generating process (DGP) and some crucial assumptions. The limit distribution of statistic is also derived. The finite size and power properties of the unit root test are investigated by Monte Carlo simulations in Section 3. Section 4 provided the concluding remarks.
Main Result:-
Suppose the observations follow the model with sample size
(1) where 
If the null hypothesis holds, then ∑ we get
Here, since
Simulation:-
In this section, we use Monte Carlo simulation method to examine effects of scale volatilities on the size and power. We applied it to the simulated sequence of process (1) . However, as the ratio of scale increases, the size distortion becomes serious. When , and and the scale volatility increases from 2 to 8, and then rejection rate increases, from 6.00 to 11.15. As the sample size increases, substantial over-sizing comes up. Such as, when , and , and the sample size increases from 100 to 200, and then rejection rate increases, from 13.35 to 14.80.
It is interesting that the size percentage of depends on the position of the breakpoint . The size distortion is present except for . For example, when , and , the rejection rate is 5.50. With the increase of heavy tail index, the size distortion is severe. Take for example, when , and and the tail index increases from 1.1 to 1.4 and 1.7, and then rejection rate increases, from 7.80 to 9.05 and 9.80. Now, the consequences for the empirical power are collected in Table 2 -3. It is not surprised that the reject power enhances as is far away from 1. Second, the larger ratio of scales does induce the smaller reject percentage. For instance, when , , and , the rejection rate is 82.50 to 74.50 and 74.05 for . Third, the reject rate decrease as the location of breakpoint closes to the endpoint. Such as, when , , and , the breakpoint position increases from 0.1 to 0.5 and 0.9, then power decreases from 83.05 to 75.65and 64.05. Forth, the reject power increase with samples size approach to infinite. Finally, the rejection frequency is still sensitive to the heavy tail index. For example, when , and , and the tail index increases from 1.1 to 1.4 and 1.9, then rejection rate drops, from 90.05 to 84.95 and 76.45.
Conclusion:-
This paper examines the unit root test for heavy tailed series with single change point in scale volatility. The asymptotic distribution of conventional test statistic was proved and the simulations on finite samples report that non-constant scales volatility can inflate the rejection frequency of the test. Thus, standard unit root test is invariant to structural changes in scales volatility. The size distortion becomes large as the time of scale shift moves backwards.
