Abstract. We prove that, for any type III 1 free product factor, its continuous core is full if and only if its τ -invariant is the usual topology on the real line. This trivially implies, as a particular case, the same result for free Araki-Woods factors. Moreover, our method shows the same result for full (generalized) Bernoulli crossed product factors of type III 1 .
Introduction
Let M 1 , M 2 be two non-trivial von Neumann algebras with separable preduals and ϕ 1 , ϕ 2 be faithful normal states on them, respectively. Let (M, ϕ) = (M 1 , ϕ 1 ) ⋆ (M 2 , ϕ 2 ) be their free product (see e.g. [ . Then M c is a full factor of type II 1 (if both ϕ i are tracial), III λ with 0 < λ < 1 (if the modular actions σ ϕi have a common (positive) period and the smallest one is 2π/| log λ|), or III 1 (otherwise); hence we call M c a free product factor in what follows. Moreover, Connes's τ -invariant τ (M c ) (see [4] ) coincides with the weakest topology on R making the mapping t ∈ R → σ ϕ t ∈ Aut(M ) (equipped with the so-called u-topology, see e.g. [4, §III] ) continuous. See [22, Theorem 4.1] , [23, Theorem 3 .1] for these facts. In this way, almost all the basic invariants have been made clear for M (and M c ), but it still remains an open question when the continuous core of M c becomes a full factor (if M c is of type III 1 ). Here, for a given type III von Neumann algebra we call the 'carrier algebra' of its so-called associated covariant system (see [17, Definition XII.1.3 and XII.1.5]) its continuous core. In this note, we would like to report the following simple solution to the question: Theorem 1. Assume that M c is of type III 1 . Then the following conditions are equivalent:
(1) The continuous core M c := M c ⋊ σ ϕc R with ϕ c := ϕ ↾ Mc is full.
(2) The τ -invariant τ (M c ), i.e., the weakest topology on R making the mapping t ∈ R → σ ϕ t ∈ Aut(M ) continuous in this particular case, is the usual topology on R.
as n → ∞ implies t n −→ 0 in the usual topology on R as n → ∞.
The above theorem completes the project to compute all the basic invariants for arbitrary free product von Neumann algebras. (Here we would like to mention that the triviality of the asymptotic bicentralizer of any type III 1 free product factor was confirmed by the secondnamed author using only [6 One of the important features of Theorem 1 is that the consequence is formulated in terms of modular automorphisms associated with given states rather than the τ -invariant itself; hence it is suitable for practical use. Moreover, the next corollary is obtained as a particular case of the theorem; see Remark 9.
′′ be a free Araki-Woods factor of type III 1 ( [13] ). Then the continuous core of Γ(H R , U t )
′′ is full if and only if the weakest topology on R making t → U t (with respect to the strong operator topology) be the usual one. [12, Proposition 7] with N 0 = M there). However, any kind of characterization such as the above corollary has never been known so far.
Another important class of full factors of type III 1 whose τ -invariants are already computed consists of so-called Bernoulli crossed products. In fact, Vaes and Verraedt [27, § §2.5] recently proved that any Bernoulli crossed product of non-amenable group must be a full factor, and moreover computed its τ -invariant in terms of given data, generalizing Connes's original work [4] . In the appendix, we will explain that our method of proving Theorem 1 works well even for (generalized) Bernoulli crossed products; see Theorem 11 for the precise assertion.
This note uses the same standard notation as in [22] , [23] (except the appendix, where the notation follows [27, § §2.5]). We will freely use (Ocneanu) ultraproducts and asymptotic centralizers (denoted by N ω ⊇ N ω , respectively, for given von Neumann algebras N ), for which we refer to [22, § §2.2] as a brief summary and to [1] as a detailed reference. Our discussion below is fairly simple, though it depends upon some previous works [24] , [25 
Preliminary Facts
Let us start with a general lemma on group actions on factors. Our intuition about it came from quite a recent result [10, Theorem 7.7] . Lemma 3. Let α : Γ N be an action of a countable discrete abelian group on a factor with separable predual. Let α ω : Γ N ω be the action on the asymptotic centralizer N ω arising from α. Then, for every p ∈ Ker(α ω ) ⊥ (in the dual Γ) there exists a unitary u ∈ N ω such that α ω,γ (u) = γ, p u holds for all γ ∈ Γ, where · , · is the dual pairing between Γ and Γ and
Proof. By [5, Proposition 2.1.2], the action α ω induces a properly outer action of Γ/ Ker(α ω ) on N ω . Note that the dual of Γ/ Ker(α ω ) is naturally identified with Ker(
⊥ be arbitrarily chosen. We apply the so-called 1-cohomology vanishing theorem [11, §7.2] to the (rather simple) cocycle γ → γ, p 1 ∈ N ω with the above properly outer action, and get the desired unitary u ∈ N ω .
Since
we can choose a representing sequence u n of u in such a way that it consists of unitaries. Let ψ be a faithful normal state on N , and set ψ := ψ • E N with the canonical conditional expectation
as n → ω. Therefore, α p = lim n→ω Ad u n in Aut(N ⋊ α Γ), because the y ψ form a dense subset of the predual.
For a given type III λ factor, we call the canonical type II ∞ factor N 0 in [17, Theorem XII.2.1] the discrete core of the type III λ factor. The discrete core is indeed uniquely determined from the given type III λ factor. Moreover, it can explicitly be constructed based on the Takesaki duality; see the proof of [17, Theorem XII.
2.1]).
Proposition 4. Let λ ∈ (0, 1) and set T := 2π/| log λ|. Let Q be a type III λ factor with separable predual. Then Q is full if and only if so is its discrete core Q := Q ⋊ σ χ (R/T Z) with a periodic state χ (i.e., a faithful normal state with σ
Proof. (The 'if' part.) Assume that Q is full. It is known that Q is stably isomorphic to Q χ . Hence Q χ is also full. By [4, Proposition 2.3 (2)] Q must be full.
(The 'only if' part.) Assume next that Q is full. Let us denote by θ : Z Q the dual action of σ χ : R/T Z Q. Suppose that θ ω is a non-trivial action. By Lemma 3 there exists ζ ∈ T \ {1} so that the dual action θ ζ falls in the closure of Int( Q ⋊ θ Z). Since Q ⋊ θ Z ∼ = Q is full, we conclude that θ ζ must be inner. However, θ is the bi-dual action of σ χ : [0, T ) = R/T Z = T Q, and therefore, by [17, Theorem X.2.3 (iv)] σ χ t is inner for some 0 < t < T , a contradiction. Hence we have shown that θ ω is indeed the trivial action.
Let v ∈ Q ω be an arbitrary unitary. Since θ ω is trivial, we observe that x = vxv * inside ( Q ⋊ θ Z) ω for every x ∈ Q ⋊ θ Z. The same argument as that for getting α p = lim n→ω Ad u n in the proof of Lemma 
The proof of Proposition 4 (especially, its 'only if' part) actually works well, without any essential change, for showing the next proposition. Note that the discrete decomposition is well-defined for any full type III 1 factor as long as it is possible; see [4] (and also [25, § §2.2] for its explicit construction based on the Takesaki duality).
Proposition 5. The discrete core of any full type III 1 factor must be full (if it exists).
Our question is about the fullness of certain continuous crossed product factors of type II ∞ , but the next lemma says that it is equivalent to that of certain discrete crossed product factors of type III λ .
Lemma 6. Let P be a type III 1 factor with separable predual and χ be a faithful normal state on it. Let λ ∈ (0, 1) be arbitrarily chosen and set T := 2π/| log λ|. Then the continuous core P is full if and only if so is the type III λ factor Q := P ⋊ σ χ T
Z.
Proof. By [18, Lemma XVIII.4.17 (i)] and its proof we have known that Q is indeed a type III λ factor and that its discrete core Q is identified with the continuous core P . Thus the desired assertion immediately follows from Proposition 4.
Proof of Theorem 1
Our main concern is to prove (2) (2) of Theorem 1. We need two technical lemmas.
Lemma 7. With the conditional expectation
Proof. We first treat case (a). It is easy to see that (M 1 ) ϕ1 is diffuse; see the proof of [ Z) ψ•Eϕ in such a way that u n e 0 = e 1 u n , u n e 1 = e 2 u n , . . . , u n e n−1 = e 0 u n .
Proof. Similarly to [19, Theorem 5 .1] we have
naturally, to which [24, Proposition 3.5] is applicable thanks to Lemma 7. Since M 2 is nontrivial, one can choose an invertible y ∈ Ker(ϕ 2 ) so that E ϕ2 (y * y) = ϕ 2 (y * y)1 = 0. Therefore, [24, Proposition 3.5] 
)y, and the free independence of (M 1 ⋊ σ
ω , from which the desired assertion immediately follows.
We are ready to prove the desired assertion.
Proof of Theorem 1 (2) ⇒ (1): We prove its contraposition. Namely, assume that M is not full. Lemma 6 together with [17, Theorem XIV.3.8, Theorem XIV. 4.7] 
Claim: There exists a sequence k l in Z \ {0} such that σ 
Z)
ω so that we can approximate each x n in the σ-strong topology by a bounded net consisting of finite linear combinations of the form m c m u m with scalars c m (see the proof of Lemma 7 for the symbol 'u'). We have
for every n. Taking the limit of this inequality as n → ω we get
Hence we have proved the claim.
Since |k l T | ≥ T > 0 for all l, the sequence k l T in the claim does never converge to 0 in the usual topology on R. Nevertheless, σ ϕ k l T −→ Id M in Aut(M ) as l → ∞. These clearly contradict condition (2). Hence we are done.
Here are quick proofs of Theorem 1 (1) ⇒ (2) and (2) ⇔ (3) for the sake of completeness. Remark that the former can also be derived as a consequence of a more general fact [15, Corollary 3.4] .
Proof of Theorem 1 (1) ⇒ (2): Suppose, on the contrary, that there exists a sequence t n of real numbers so that σ ϕc tn −→ Id Mc in Aut(M c ) as n → ∞ but t n does not converge to 0 in the usual topology as n → ∞. Let λ ϕc : R → M c = M c ⋊ σ ϕc R be the canonical unitary representation. Passing to a subsequence, we may assume that there is a positive constant ε > 0 so that |t n | ≥ 3ε for all n. Then the regular representation λ : 
Firstly, the linear span of the identity 1 and all alternating words in Ker(ϕ k ), k = 1, 2, forms a dense subspace of the standard form L 2 (M ) which can be understood as the completion of M with respect to the norm − ϕ . Secondly, the free independence of M 1 , M 2 with respect to ϕ together with the formula σ ϕ t = σ ϕ1 t ⋆ σ ϕ2 t (see [2] , [7] ) enables us to see that σ In closing of this section we give a simple remark explaining Corollary 2.
Remark 9. The corollary is indeed a particular case of Theorem 1, since any free ArakiWoods factor Γ(H R , U t )
′′ with its distinguished state ϕ U can be written as a free product of two non-trivial von Neumann algebras (see the proof of [26, Theorem 2.7] for a related claim). This should be known by experts, but we do give an explanation about this for the reader's convenience.
Let 
′′ becomes a free product of two free Araki-Woods factors (see [13, Theorem 2.11] ). In this way, almost all general results on free Araki-Woods factors follow, as particular cases, from the corresponding ones on free product von Neumann algebras; see [22, 23, 25] . Only two non-trivial facts [13, Theorem 5.4] , [14, Theorem 4.8] , both of which heavily depend upon 'matricial models', have not been re-proved in the general framework of free product von Neumann algebras. These lacks seem to be related to the question [22, §5.4 ].
Appendix: Bernoulli crossed products
Throughout this section, we follow the notation rule, etc. in [27, § §2.5], differently from the other sections. Let Λ be a countable group acting on a countable set I such that Λ I has no invariant mean, and (P, φ) be a non-trivial von Neumann algebra equipped with a faithful normal state φ. Let (P, φ) I ⋊ Λ (or P I ⋊ Λ for short) be the (generalized) Bernoulli crossed product, see e.g. [27, § §2.5]. Set ϕ := φ I • E P I with the canonical conditional expectation E P I : P I ⋊ Λ → P I .
Lemma 10. For every countable subgroup G of R, any central sequence (see [18, Definition XIV.3.2] ) in (P I ⋊Λ)⋊ σ ϕ G is equivalent to an (operator norm-)bounded one in (C1⋊Λ)⋊ σ ϕ G = C1⊗ L(Λ × G).
Proof. The idea used in the proof of [27, Lemma 2.7] works for proving this lemma. Let x n be a central sequence in (P I ⋊ Λ) ⋊ σ ϕ G . Consider those x n as vectors in the standard Hilbert space
Remark that this Hilbert space decomposition is given by the conditional expectation from (P I ⋊ Λ) ⋊ σ ϕ G onto
