The Kardar-Parisi-Zhang (KPZ) fixed point [5, 8] is a Markov process (h(·, t) , t ≥ 0) that describes the limit fluctuations of the height function associated to the totally asymmetric simple exclusion process (TASEP), and it is conjectured to be at the centre of the KPZ universality class. Our main result is that the incremental process ∆h(·, t) := h(·, t) − h(0, t) converges weakly to its invariant measure, given by a two-sided Brownian motion with zero drift and diffusion coefficient 2. The heart of the proof is the coupling method that allows us to compare the TASEP height function with its invariant process, which under the KPZ scaling turns into uniform estimates for the KPZ fixed point.
Introduction
The Kardar-Parisi-Zhang (KPZ) fixed point (h(·, t) , t ≥ 0) is a Markov process introduced by Matetski, Quastel, Remenik [8] , and initially described in [5] , that represents the limit fluctuations of the height function associated to the totally asymmetric simple exclusion process (TASEP). Its evolution takes place on the space of upper semicontinuous (UC) functions h : R → [−∞, ∞), with the topology of local convergence. For fixed time, the distribution of h(·, t) can be expresses in terms of a Fredholm determinant formula with respect to a trace class operator:
, where h(·) = h(·, 0) and g is lower semicontinuous function. For a description of the operator K epi(g) t in terms of a Brownian motion hitting the epigraph of g from below, the author address the reader to [6, 8] . The operator K hypo(h) t has a similar description involving a Brownian motion hitting the hypograph of semicontinuous function h from above.
The importance of this process resides on the strong KPZ universality conjecture. It states that the KPZ fixed point is the universal limit, under the KPZ scaling, for a wide class of growth models characterized by satisfying a local slope dependent growth rate and a smoothing mechanism, combined with space-time random forcing with rapid decay of correlations. The KPZ equation ∂ t h(x, t) = 1 2 (∂ x h(x, t)) 2 + ∂ 2 x h(x, t) + ξ(x, t) ,
with ξ space-time white noise, is a canonical example of such a growth model [7] , providing its name to the universality conjecture.
Denote ∆h(x, t) := h(x, t) − h(0, t) for x ∈ R , and let b(·) be a two sided Brownian motion with zero drift and diffusion coefficient 2. For this initial profile we introduce a special notation: b(·, t) := h(·, t) for h(·, 0) = b(·). Choosing initial product Bernoulli data with density 1/2, that is invariant for the TASEP, one obtains by approximation that [8] ∆b(·, t)
dist.
= b(·) , for all t ≥ 0 .
The aim of this article is to prove ergodicity of ∆h(·, t): for an arbitrary initial profile h(·), lim t→∞ ∆h(·, t)
= b(·) .
The technique we will use is based on the coupling method for exponential last-passage percolation (LPP), and it will indeed provide a stronger result in the following sense: for each t ≥ 0, there exists a coupling of ∆h(·, t) and ∆b(·, t) in such way that the uniform distance between them goes to zero, in probability, as t → ∞.
The joint realization (h(·, t), b(·, t)) we will construct is related to conjectured variational formulas for the KPZ fixed point. These formulas are expressed in terms of a space-time field (A t (·, ·) , t ≥ 0) called the Airy sheet [8] , and it can be seen as a basic coupling between the KPZ fixed point processes started with different initial data. The conjectured formulas are
and
Although our method provides existence of such joint realization, it seems that distributional uniqueness of (A t (·, ·) , t ≥ 0) is still an open issue.
The TASEP and LPP Growth Processes
The totally asymmetric simple exclusion process (TASEP) is a Markov process (η t , t ≥ 0 ) with state space {0, 1} Z . When η t (x) = 1, we say that site x is occupied by a particle at time t, and it is empty if η t (x) = 0. Particles jump to the neighboring right site with rate 1 provided that the site is empty (the exclusion rule). Let N t denote the total number of particles which jumped from site 0 to site 1 during the time interval [0, t]. The TASEP growth model is represented by a height function process (h(·, t) , t ≥ 0) with state space Z Z defined for each t ≥ 0 as
The time evolution of h(·, t), induced by the TASEP dynamics, is that local minima become local maxima at rate 1:
if h(z ± 1, t) = h(z, t) + 1 then h(z, t) → h(z, t) + 2 at rate 1.
For the "standardized" height function
where x denotes the integer part of x ∈ R, Matetski, Quastel and Remenik [8] proved that if
where h(·, 0) = h(·).
The TASEP growth process has a equivalent formulation in terms of a last-passage percolation model. In this model, we star with an initial profile h = (h(k)) k∈Z ∈ (Z 2 ) Z , that is a down-right nearest-neighbor path in Z 2 , constructed from the particle configuration η 0 as follows:
The path h splits Z 2 into two regions and we denote Γ 0 the one that includes h and the negative axes. We will also assume that η 0 has a positive density of particles to the left of the origin, and a positive density of holes to the right of the origin. The corner growth model (Γ t ) t≥0 is described by the set Γ t of occupied vertices at time t, and each site (x, y) ∈ Γ c t becomes occupied at rate 1, once the sites (x − 1, y) and (x, y − 1) are both occupied. Thus, if h t denotes the boundary of Γ t , it is not hard to see that h t and the TASEP height function h(·, t) have similar evolution rules (up to a 45 o rotation).
The quantities L h (k, l) satisfies a recurrence relation:
where ω k,l : ∈ Z 2 is a collection of i.i.d. random variables with exponential distribution of parameter 1.
The recurrence relation (1.3) for occupation times allows us to define the corner growth process in terms of last-passage percolation models (LPP) as follows. For x, y ∈ Z 2 with x ≤ y (coordinatewise), we say that a sequence π = (x 0 , x 1 , · · · , x n ) is an up-right path from x to y, if x m+1 − x m ∈ {(1, 0), (0, 1)}, x 0 = x and x n = y. We denote Π(x, y) the set compose of all up-right paths from x to y. The random environment in our setting is given by a collection ω ≡ ω k,l : ∈ Z 2 of i.i.d. random variables (passage times) with exponential distribution of parameter 1. The (point-topoint) last-passage time is defined as
To establish the connection with the corner growth model we need to define point-to-curve last-passage times. In order to do so, we say that x ∈ Z is a concave corner of h if x − (1, 1) = h(k) for some k ∈ Z and h(k) = h(k − 1) + (0, −1) and h(k + 1) = h(k) + (1, 0) .
We denote C h the set of all concave corners of h. Thus, (1.3) implies that
If we construct h(·, 0) and h using the same initial particle configuration η 0 , and match the transition rates, the TASEP and LPP growth models are related as follows: for all t ≥ 0 and
Since the LPP growth model is mapped to the TASEP growth model with (1.4), the KPZ fixed point (1.2) can be obtained as the limit of "standardized" last-passage times.
Scaling Exponential Last-Passage Percolation
For real numbers x ∈ [−n, n] and t ≥ 0, we denote
For n, t ≥ 0 and define the processes
By (1.2) and (1.4),
The same holds for the incremental process,
We will prove that, under (1.1), the collection ∆ h n (·, t) : n ≥ 1 is relatively compact in the space of real functions that are right-continuous and have left-hand limits, endowed with the Skorohod topology on compact sets, and that any weak limit has continuous sample paths. Furthermore, ∆ h (·, t) converges weakly, as t → ∞, to a standard two-sided Brownian motion. In view of (1.6), this implies that ∆h(·, t) converges weakly, as t → ∞, to a two-sided Brownian motion with diffusion coefficient 2.
The method of proof is base on a coupling between the LPP growth model with initial boundary h and its invariant version, that we introduce now. given by exponential random variables of parameter ρ. At x = (0, 0) we set ω ρ x = 0. We denote ω ρ this new environment, and L ρ the last-passage time with respect to ω ρ , with the superscript to indicate the dependence on the parameter ρ > 0. In terms of the TASEP, this corresponds to consider an initial particle configuration given by a collection of i.i.d. Bernoulli random variables of parameter ρ, which is an invariant measure for this Markov process. Since both last passage times are constructed using the same environment ω, this defines a basic coupling between the collections {L h (x) : x ≥ (0, 0)} and {L ρ (x) : x ≥ (0, 0)}. We introduce now the rescaled incremental process for L ρ , defined as
The key idea of the method of proof is to show that ∆ h n (·, t) and ∆
1/2
n (·, t) should be close to each other, and to deduce the same behavior for the respective scaling limits.
Another fundamental property that we will use is that the increments of last-passage times L ρ along the anti-diagonal are i.i.d. with a well known distribution. Precisely, define
Then ζ ρ k : k = −n, . . . , n − 1 is a collection of independent random variables with
where Exp 1 (1 − ρ) and Exp 2 (ρ) are independent random variables with exponential distribution of parameter ρ and 1 − ρ, respectively [1] .
Let C denote the space of continuous real functions endowed with the uniform metric on compact
and let D denote the space of real functions that are right-continuous and have left-hand limits, endowed with the Skorohod topology on compact sets. In both cases the σ-algebra is generated by the respective open sets.
n (·, t) is generated by a sum of i.i.d. random variables with mean 0 and standard deviation 2 3/2 , as a corollary of the functional central limit theorem,
for all t ≥ 0, in the Skorohod topology of cadlag functions on compact sets, ∆ 1/2 (·, t) ∈ C almost surely, and ∆ 1/2 (·, t) is distributed as a standard two-sided Brownian motion. We denote
where the last-passage times L h and L 1/2 are constructed using the basic coupling.
Theorem 1 Under (1.1) we have:
• The collection of probability measures on D × D induced by ∆ h,1/2 is relatively compact, and any weak limit has sample paths in C × C almost surely;
In particular, ∆ h (·, t) converges weakly in C, as t → ∞, to a two-sided Brownian motion.
Relative compactness of ∆ h,1/2 follows by showing tightness of each marginal process [2] , and for ∆ h (·, t), this follows from Theorem 1 in [9] . The asymptotic behavior (1.10) is a consequence of the upper bound below.
Theorem 2 Let a > 0 and set δ t := at −2/3 for t ≥ a 3/2 . Denote K a = [−a, a] and fix α ∈ (0, 1/2). There exist constants c 1 , c 2 > 0 and a function f h ≥ 0 such that
where
The function f h only depend on the scaling properties of the initial profile, and not on the values of a or α. As a consequence of Theorem 2, one can let the domain K a of ∆ h (·, t) grow with time for a ∼ t 2/3− , and we still have convergence to equilibrium, after appropriate scaling.
Proof In view of Theorem 2,
and, by assumption, lim t→∞ δ t = 0. 2
KPZ Localization of Geodesics
In terms of the boundary profile, condition (1.1) imposes that it has a limit shape under the scaling in which a window around the origin, of size of order n 2/3 in the anti-diagonal direction and of size of order n 1/3 in the diagonal direction, becomes of unit order. This limit shape is described by a upper-semi-continuous function h :
Below we give some relevant examples:
Narrow Wedge Profile. It corresponds to the point-to-point last-passage time:
In this case (notice that there is a minus sign in front of h)
where A 2,t is a time rescaled Airy 2 process.
Flat Profile. The flat profile (point-to-line last-passage time) is defined as h(0) = (0, 0) and h(k + 1) = h(k) + (1, 0) for |k| even h(k) + (0, −1) for |k| odd .
The limit boundary is given by h(x, 0) := 0 and
where A 1,t is a time rescaled Airy 1 process.
Stationary Profile. The stationary profile corresponds to take a take a symmetric random walk:
where {η 0 (k) : k ∈ Z} is a collection of i.i.d. Bernoulli random variable of parameter 1/2. The limit boundary is a Brownian motion and
where A 0,t is a time rescaled Airy 0 process. Mixed Profiles. Mixed initial profiles can be obtained by placing one of the three conditions above on each half of h (k < 0 and k > 0). The limit boundary corresponds to combine the limit boundaries in the obvious way, resulting in three different types of (time rescaled) mixed Airy processes.
The processes that arise in the KPZ fixed point setting are expected to be expressed marginally in terms of a variational formula involving the Airy 2 processes [4] :
The quadratic term forces the location of the maxima to be in a neighborhood of x and, in terms of last-passage times, this corresponds to maximal paths (geodesics) to have fluctuations of order n 2/3 (KPZ localization). The geodesic from h to x is the a.s. unique up-right path π h (x), starting at some corner in C h end ending at x such that
n ∈ Z be the index in h = (h(k)) k∈Z of the location of the maxima, defined to satisfy
Proposition 1 For i ∈ {−1, 1} and r ≥ 0 define The function f h that appears in Theorem 2 will be somehow related to g h,i . In the stationary model with ρ = 1/2 a version of Theorem 1 was proved by Balázs, Cator and Seppäläinen [1] , and we will combine it with Proposition 1 to prove Theorem 2.
The proof of Proposition 1 will use that, with high probability, the maximization problem defined by L h can be restricted to corners of h within a distance of order n 2/3 from the origin, and the method parallels the ideas developed in [4] to show variational formulas for the limit distribution of a geometrical last-passage percolation model. The KPZ localization for particle configurations also appears in Lemma 3.2 [8] in the TASEP context.
Some Elementary Properties of the LPP Model
Throughout this section, b := {ω
will be a collection of non-negative real numbers representing the profile of passage times along the boundary Z + × {0} ∪ {0} × Z + . We will always assume that ω b (0,0) = 0. We construct the passage times ω b = ω b
x : x ∈ Z 2 + by taking the same i.i.d. environment ω as before, given by exponential random variables of parameter 1, and setting
We will formulate the next lemmas in this context and we should always keep in mind the example
given in section 1.2. Another important example is constructed from the last-passage times L h : let b h be the collection defined as
Given a profile b we define
for z > 0 ,
The last-passage time to x = (k, l) ≥ (0, 0), with profile b, is defined as
In this LPP model the geodesic (maximizer) might be not unique. For instance, if one sets b ≡ 0, then the geodesic to (1, 1) can either do (0, 0) → (1, 0) → (1, 1) or (0, 0) → (0, 1) → (1, 1), since the weights along the boundary are the same. We denote π b (x) the right most geodesic for the environment ω b and define the exit point
, it is not hard to see that, for fixed n ≥ 1,
Given boundary profiles b 1 , . . . , b k , the basic coupling is a joint realization L b 1 , . . . , L b k of the last-passage times that is defined by constructing the passage times ω b 1 , . . . , ω b k with the same ω.
In the next lemmas we will assume that all the joint realizations are given by the basic coupling.
Proof This lemma is similar to Lemma 2.1 in [9] , and the proof follows the same lines. Let π(x, y), for x ≤ y, denote the path which attains the last-passage time:
π(x, y) = arg max
. Such a crossing always exists because i ≤ j and z 1 ≤ z 2 , by assumption. We remark that, by superaddivity,
We use this, and that (since
in the following inequality:
If z 1 ≤ z 2 then it follows from Lemma 3.1 (we do not need to use the assumption). If
while, by assumption,
Proof It follows from Lemma 3.2 since the first inequality is equivalent to
for i ≤ j, while the second one is equivalent to
and i ≤ 0 implies that
4 Controlling Exit Points
Proof of Proposition 1 Given a boundary profile h and r > 0, we define the cutoff boundary by setting C hr to be the set of concave corners x ∈ C h such that x = h(k) − (1, 1) for some k ∈ [−rn 2/3 , rn 2/3 ]. We define last-passage times L hr and L h c r with respect to C hr and C \ C hr , respectively, in such way that
We denote H hr n (·, t) and H h c r n (·, t) the respective "standardize" processes. Proof This can be proved by using the same mesoscopic and macroscopic type of argument used in [4] (see (98) and (99) there). 2
and, by Lemma 4.1, lim
Since x > 0 is arbitrary, lim
Recall that we have constructed a last-passage percolation model with profile b h , from the point-to-curve last-passage percolation model L h , such that L b h = L h . We denote Z h the exit point for the last-passage percolation model with profile b h .
Lemma 4.2 For
Then, under (1.1), lim r→∞ f h,i (r) = 0 . Proof Let R = R(n, L) ⊆ R 2 be a rectangle centered at the origin and of size of Ln 2/3 in the anti-diagonal direction and of size Ln 1/3 in the diagonal direction (see Figure 1) . By combining Proposition 1 with (1.1), one gets that for any > 0 there exists L > 0 such that
Denote z ≡ [in 2/3 ] n (see Figure 1) . The point-to-curve geodesic π h (z) starts at some corner of h and, if this corner is not (1, 1), it make sense to talk about an intersection between π h (z) and the non-negative coordinate axis. In this case, the intersection is given by (
(See Proposition 3.2 and Proposition 5.1 in [3] for a similar property in the context of Busemann functions.) Thus, to conclude the proof of Lemma 4.2, we only need to prove that for all point p ∈ R, that is a corner of h differently from (1, 1), the first intersection (following the up-right orientation) between the point-to-point geodesic π(p, z) and the non-negative coordinate axis is at distance of order n 2/3 from the origin. Now, let x and y be as it is indicated in Figure 1 . Notice that both x and y are at a distance of order n 2/3 from the origin, and that every geodesic starting at some point lying in R and ending at z is above π(y, z) and below π(x, z). Therefore, the insertion of π(p, z) with the non-negative coordinate axis lyes in between the respective intersections of π(y, z) and π(x, z). To prove that these intersections are at a distance of order n 2/3 from the origin one only needs to use upper bounds for fluctuations of point-to-point geodesics (see Theorem 2.
[1]). 2
To control the fluctuations of exit points in the stationary regime one has to look at the so called characteristic of the system, given by the direction (d ρ , 1), where
The exit point Z ρ (n, n) fluctuates around (1 − d ρ )n in the n 2/3 scale [1] . Thus, if ρ ∼ 1/2 ± rn −13 then Z ρ (n, n) will fluctuate around (1 − d ρ )n ∼ ±rn 2/3 . This allow us to tune ρ in such way that with high probability Z ρ − (n, n) ≤ −crn 2/3 ≤ crn 2/3 ≤ Z ρ + (n, n) for some c > 0. 
and lim sup
Proof The proof of this lemma follows mutatis mutandis the proof of Lemma 2.3 [9] , that is based on the fluctuations results for exit-points provided by [1] . 2 Lemma 4.2) and let
Then, with c 1 , c 2 > 0 given by Lemma 4.3,
Proof Recall that δ t := at −2/3 , so an 2/3 = δ t (tn) 2/3 and δ t ≤ 1 for t ≥ a 3/2 . Thus,
Together with (3.2), this shows that
and hence, P E h (n, t) c is bounded from above by
To deal with the first term in (4.2), we note that
and by Lemma 4.3, lim sup
A similar argument produces the upper bound f h,− (c 1 δ −α t ) + c 2 δ −3α for the second term in (4.2). 2
Proof of Theorem 2
Recall that δ t := at −2/3 and that
for α ∈ (0, 1/2) fixed. Given a profile b 1/2 define b ± by setting
For simple notation, we use the superscript ± for quantities that are related to b ± (and ρ ± n,t ), and we define the last-passages times L 1/2 , L + , L − and L h = L b h using the basic coupling. By (5.1) and Lemma 3.2, for u ≥ 0,
and thus ∆
while for u ≤ 0,
and thus ∆
Recall the definition (4.1) of the event E h (n, t) and pick ω ∈ E h (n, t). 
Therefore, ∆ In the second inequality we use Lemma 3.3 to bound it by the differences at a and −a. This shows that, for ω ∈ E h (n, t), Notice that I n (a, t) ≥ 0 (by Lemma 3.2), and therefore,
n (·, t)|| Ka > η ≤ P E h (n, t) c + P (I n (a, t) > η)
≤ P E h (n, t) c + E (I n (a, t)) η . . Thus, if ∆ h (·, t), ∆ 1/2 (·, t) is a sub-sequential weak limit of ∆ h,1/2 , then P ||∆ h (·, t) − ∆ 1/2 (·, t)|| Ka > η ≤ lim sup 
