Abstract. This is a review of several results related to distribution of powers and combinations of powers modulo 1. We include a proof that given any sequence of real numbers n , it is possible to get an (given 6 = 0), or a (given > 1) such that n is close to n modulo 1. We also prove that in a number eld, if a combination of powers 1 n 1 + + m n m has bounded v-adic absolute value (where v is any non-Archimedean place) for n n 0 , then the i 's are v-adic algebraic integers. Finally we present several open problems and topics for further research.
Introduction
The study of the behaviour of sequences of the form n modulo 1 has some interesting connections with subjects such as Waring's problem. Let g be the function: g(k) = min f s 2 N : a = n k 1 + + n k s for all a 2 N g (1.1) and kxk = distance from x to the nearest integer. Then it is well known that for k 5, if k(3=2) k k > (3=4) k (1.2) then g(k) = 2 k + (3=2) k ] ? 2 (1.3) so that the rate to which (3=2) k (mod 1) accumulates near 0 determines the value of g(k).
In a slightly more general setting, the study of sequences of the form n also has interesting applications. As an example, it is known ( 5] , theorem 8.1) that a number is normal to the base b, i.e., all its nite sequences of k digits to base b occur with the same relative frequency 1=b k , if and only if the sequence b n is u.d. mod 1 (uniformly distributed modulo 1, see de nition 3.2 below), so that techniques from the theory of distribution modulo 1 apply to this problem.
The study of slowly growing sequences such as fn!g 1 n=1 is not hard, but when the sequence grows very rapidly, as with x n = n for > 1, the fractional part of x n becomes almost negligible compared to its integer part. So, special techniques have had to be developed to tackle the problem in that case.
Several results related to distribution of powers modulo 1 are presented below.
Overview of results
A natural question is if a sequence of the form n , or more generally, of the form n for some xed 6 = 0, is u.d. mod 1. Koksma's metric theorem 3.4 shows that in fact, n is u.d. mod 1 for almost every > 1, i.e., the exceptional set of 's for which n is not u.d. mod 1 has Lebesge measure zero. It is surprising, however, that there is no known concrete example of a real number > 1 for which n is u.d. mod 1; only members of the exceptional set are known. For instance, the following classes of numbers are known to be in the exceptional set:
(1) Integers (> 1), since n = 0 (mod 1) for every 2 Z.
(2) Pisot-Vijayaraghavan (or P.V., or Thue) numbers. A P.V. number is a real algebraic integer > 1 whose conjugates lie inside the open unit disc f z 2 C : jzj < 1 g (the rational integers greater than 1 are P.V. numbers).
If is a P.V number then lim n!1 n = 0 (mod 1) geometrically ( 12] , p. 3; 1], theorem 5.3.1).
(3) Salem numbers. A Salem number is a real algebraic integer > 1 whose conjugates lie all in the closed unit disc f z 2 C : jzj 1 g, and at least one of them is in the border of the disc (actually it can be readily seen that all of them except one will be in the border). If is a Salem number, then f n g 1 n=1 is dense modulo 1, i.e., the fractional parts of n are dense in the interval 0; 1), but it is not u. The integer a 0 is the nearest integer to ( ) for all 2 S.
Since S is uncountable, it will contain transcendental numbers. On the other hand, (2.1) shows that n will be in a small interval around zero modulo 1, so it cannot be u.d. mod 1.
The idea behind the proof of theorem 2.1 is to get a sequence of positive integers a n that will play the role of nearest integers to n . Then and will be obtained as the following limits: = lim n!1 a n+1 a n and = lim n!1 a n ?n (2.2)
Here, a 0 is given in the hypothesis of the theorem, a 1 will be any integer such that a 0 A + (A ? 1) ?1 < a 1 < a 0 B ? (A ? 1) ?1 (2.3) and for n 1: a n+1 = a 2 n =a n?1 ] + f(n) (2.4) where x] is the integer part of x, and f 2 J = the set of functions Z + ! f0; 1g. Since J is uncountable, and each function f 2 J gives a di erent , the set of 's that can be found this way is uncountable. Furthermore, it can be proved that ja n ? n j (A ? 1) ?1 ( ? 1) ?1 for n = 0; 1; : : : (2.5) which gives (2.1) and ensures that a n is, in fact, the nearest integer to n .
However, this result does not say anything about = 1 or any xed value of 6 = 0.
The answer to the question is actually positive, as shown in theorem 3.5. Given > 0, and given any sequence n , we can get an such that n is close to n mod 1. The idea is to start with an "initial" value 1 > A > 2 (A large) such that 1 = 1 (mod 1). Next, slightly perturb the value of 1 , i.e., nd a slightly greater 2 1 , such that now 2 = 2 . After doing so, we will not have 2 = 1 (mod 1) any more, but the di erence k 2 ? 1 k can be made less than 1= 1 < A ?1 just by taking 0 2 ? 1 1 1 . The process can be repeated making n n = n (mod 1) by perturbing the value of n?1 less than ?1 1?n n?1 < ?1 A 1?n , in such a way that the sequence n will converge to a limit such that
for n = 1; 2; : : : (actually, a little trick at the end of the proof allows us to halve the bound).
From here, the existence of uncountably many real numbers, so uncountably many transcendental numbers, whose powers are not u.d. mod 1, follows easily (corollary 3.6).
In Pisot's thesis ( 8] for n n 0 (").
The next question that arises is if the sequence h n i = fractional part of n uniquely determines . This can be stated as if n ? n 2 Z for every n n 0 , for some n 0 , implies that = . The answer is yes, except in the trivial case when and are both integers.
The techniques used to solve this problem are easy to generalize to the study of combinations S n = n + n (with ; ; ; 6 = 0 and 6 = ) such that S n 2 Zfor every n n 0 for some n 0 . The result now is that and are rational integers or conjugate algebraic integers of degree two. Furthermore, 2 Q( ) and 2 Q( ).
In general we do not have that Q( ) = Q( ) and Q( ) = Q( ). Of course, if is a quadratic integer and = denotes its conjugate, then n + n 2 Z, whilst = 1 does not generate Q( ). However, the equality does hold whenever 6 = . Pisot's thesis ( 8] ) also contains similar results, applicable to sequences of the form S n = 1 (n) n 1 + 2 (n) n 2 + + m (n) n m (2.9) where i 2 C and the coe cients are polynomials with complex coe cients.
A generalization of those results to local elds is given in theorem 4.2. Note that S n 2 Zcan be expressed as S n 2 Q and jS n j v 1 for every non-Archimedean place v in Q. The generalization given in theorem 4.2 allows us to study what happens at each individual non-Archimedean place v. In that theorem, Q is replaced by some sub eld k 0 of a nite extension of a local eld k v , where k v = completion of a number eld k at a non-Archimedean place v, the i 's and the coe cients of the i 's are in an arbitrary extension of k 0 , and for n n 0 , S n is assumed to be in k 0 and to have bounded v-adic absolute value. Under those hypothesis, the main conclusion is that i 2 k 0 and j i j v 1 for every i, which is the local version of being algebraic integers. The proof runs along the following lines:
Since jS n j v is bounded for n n 0 , it is possible to multiply it by some b 2 k 0 so that c n = b S n veri es that jc n j v 1, i.e., In the next sections we give details about the above results.
Distribution of powers modulo 1
De nition 3.1. For any real number x, we de ne:
(1) Integer part of x: x] = max f n 2 Z : n x g. Proof.
(1) There is no loss of generality in assuming that > 0. Otherwise, make 0 = ? and 0 n = ? n , and use that k ? xk = kxk.
Construct an increasing sequence A = 0 1 2 : : : , by the following recursive rule (n 0): n+1 = ?1=(n+1) ( n+1 n + h n+1 ? n+1 n i) 1=(n+1) = ?1=(n+1) ( n+1 ? n+1 ? n+1 n ]) 1=(n+1) (3.8) where x] = integer part of x, and hxi = x ? x]. Since h n+1 ? n+1 n i 0 we have that n+1 n , so the sequence is non decreasing. Also, by construction h n n i = h n i for every n 1. To get the desired result, apply the previous result to the sequence 0 n = n ? 
which is (3.5).
(2) There is no loss of generality in assuming that L > 0. Otherwise, make L 0 = ?L, 0 = ? and 0 n = ? n , and use that k ? xk = kxk.
Construct an increasing sequence L = 0 Since h n+1 ? n n+1 i 0, we have that n+1 n (n 0), so the sequence is actually increasing. Also, by construction h n n i = h n i for every n 1. Furthermore, since h n+1 ? n n+1 i < 1: We have that C n+1 = R C n . Since the recurrence relation is of order M, C n is non singular. On the other hand, R = C n+1 C ?1 n . Since the elements of C n are in k 0 for n n 0 , the entries of R, and those of R ?1 , will be in k 0 . Since C n?1 = R ?1 C n , we get that the entries of C n will be in k 0 also for n < n 0 .
(ii) For each t n 0 de ne the formal power series This can be checked by multiplying F t (X) by q t (X) and using the recurrence relation, which gives F t (X) q(X) = p t (X) (see 10] and 11]). Now we will prove that p t (X) and q(X) are relatively prime. To do so, we will see that they cannot have any common root (in k 0 ). In fact, assume that is a common root of p t 0 (X) and q(X) for some t 0 n 0 , i.e.: p t 0 ( ) = q( ) = 0. Since q(0) = 1, then 6 = 0. Now we have: X F t 0 +1 (X) = F t 0 (X) ? c t 0 (4.8) so: (4.9) X p t 0 +1 (X) = X q(X) F t 0 +1 (X)
= q(X) (F t 0 (X) ? c t 0 ) = p t 0 (X) ? c t 0 q(X)
Hence p t 0 +1 ( ) = 0, which means that is also a root of p t 0 +1 (X). By induction we get that p t ( ) = 0 for every t t 0 . Grouping the terms of p t (X) with respect to c t ; c t+1 ; : : : ; c t+M?1 , we get: are not all zero, and (4.12) means that the columns of the matrix C t 0 are linearly dependent, so det C t 0 = 0, which contradicts the fact that C t 0 is non singular. Hence, the hypothesis that p t (X) and q(X) have a common root has to be false. This proves that p t (X) and q(X) are relatively prime.
By (generalized Fatou's) lemma 4.3, and taking into account that O k 0 ;v is a Dedekind ring (see, for instance, 7], chap. 5), we get that there exist two relatively prime polynomials P t (X) and Q t (X) in O k 0 ;v X] such that F t (X) = P t (X)=Q t (X) and Q t (0) = 1. Hence: p t (X) Q t (X) = q(X) P t (X). By unique factorization of polynomials in k 0 X], there is a u 2 k 0 such that P t (X) = u p t (X) and Q t (X) = u q t (X). Since Q t (0) = q(0) = 1, we get that u = 1, so P t (X) = p t (X) and The e ect of on det(A 0 ij ) is similar, but now S will be in the j-th column of block A (i) . Hence, (det(A 0 ij ))= (det(A)) = a (i);j , i.e., (a ij ) = a (i);j , which proves the result.
(iv) From (ii) we have that k 0 ( i ) k 0 ( i ), so we will prove the other containment.
If 1 (X); : : : ; m (X) are distinct non zero polynomials, then for some n 2 Z the numbers 1 (n); : : : ; m (n) are distinct and non zero. For j 2 Z, consider the following sums:
It is easy to see that for every j 2 Z, T j 2 k 0 . In fact, take any automorphism 2 Gal(k 0 ( 1 ; : : : ; m )=k 0 ) such that ( i ) = (i) for i = 1; 2; : : : ; m, where is some permutation of f1; 2; : : : ; mg. Then:
So, T j is invariant for . This implies that T j 2 k 0 . Now, consider each i as a polynomial of degree zero. Reasoning as in the proof of (ii) with the roles of i and i interchanged, we get that k 0 ( i ) k 0 ( i (n)).
Since i (n) 2 k 0 ( i ), we get the desired result. where "(X) = P 1 n=0 " n X n ; " n = u n ? n 2 ?1=2; 1=2). Since " n ! 0, we get that the meromorphic function "(z) has no pole on the close unit disk jzj 1, so Q(z) has a single zero in the close unit disk. From here it is easy to see that is a P.V. number ( 1] (1) The eld Q is dense in A I .
(2) Q I is a discrete subring of A I , and the quotient A I =Q I is locally compact. Let F I be the set: (ii) Let be an invertable element of A I . Then the sequence f n g 1 n=1 is uniformly distributed modulo Q I for almost all 2 A I with j j p > 1 for every p 2 I. Theorem 5.4. Given any 2 F 1 Z 1 , the sequence f n g 1 n=1 is uniformly distributed modulo Z for almost all 2 F 1 (in the sense of a Haar measure).
Conclusions and future research
Most of the results presented here have been known for several decades, although I found theorems 3.5 and 4.2 independently. Theorem 3.5 can be considered as a direct consequence of very general results in Pisot's thesis ( 8] ). On the other hand, the proof presented here gives more details for the speci c case of a sequence of the form n . Expression (3.8) gives a recursive rule that could be used to design an algorithm that approximates the desired value of . In Pisot's thesis there are also global versions of theorem 4.2. So far, however, I have not found in any of the papers and works I have read the kind of local version given here.
Several topics that deserve further study are the following:
(1) Find a concrete (computable?) real number > 1 such that n is u.d. mod 1.
To this end, an answer to the following question might be helpful.
(2) In section 3 we saw a method to get a number such that n is close modulo 1 to a given sequence n . If the sequence n is u.d. mod 1, does that imply that n is u.d. mod 1? 
