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0. Introduction
Property C for metric spaces was introduced by Haver in 1973 [12], who proved that every locally contractible metric
space which can be represented as a union of countably many compacta with property C is an ANR-space. A topological
deﬁnition of C-spaces was proposed by Addis and Gresham in 1978 [1]. Recall their deﬁnition.
1. Deﬁnition. A topological space X is said to be a C-space (notation: X ∈ C ) if for every sequence (ui), i ∈N, of open covers
of X there exists a sequence (vi) of disjoint families of open subsets of X such that each family vi is a reﬁnement of ui ,
and the collection of families vi is a cover of X .
It has become clear that C-spaces play an important role in the theory of cell-like maps [2], in the study of selections of
multivalued maps [11,14,15], and in other areas of topology.
The nerves N(vi) of disjoint families vi from Deﬁnition 1 are zero-dimensional simplicial complexes. One can consider
an arbitrary class G of simplicial complexes instead of the class of zero-dimensional complexes. In such a manner in [9]
there were introduced classes of G-C-spaces, S-G-C-spaces (Deﬁnition 2.8), and classes m-G-C-spaces, and S-m-G-C-spaces
(Deﬁnition 2.11). In Section 2 we recall some properties of these classes of spaces from [9].
In Section 3 we study the classes (m,n)-C ≡ S-m-G(n − 1)-C , where G(k) is the class of all ﬁnite simplicial complexes
G with dimG  k. Theorem 3.1 states that (m,n)-C ⊂ (km,kn)-C for positive integers k,m,n with nm. Theorem 3.2 con-
tains an “opposite” inclusion: (mk,kn)-C ⊂ (m,n)-C . Main result of Section 3 is Theorem 3.3 which asserts that the classes
(n+ 1,n)-C coincide with the class S-wid of all weakly inﬁnite-dimensional spaces in the sense of Smirnov. As a corollary,
we get
(m,n)-C = S-wid
for every m with n+ 1m 2n. It allows us to construct a matrix of inﬁnite-dimensionality in Section 4.
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normal T1. The symbol |A| stands for the cardinality of a set A. If A is a subset of a space X , then [A] ≡ [A]X denotes the
closure of A in X . By
⊔
we denote a union of disjoint sets.
1. Preliminaries
By cov(X) we denote the set of all open covers of a space X . The set of all ﬁnite open covers of X is denoted by cov∞(X)
and covm(X) stands for the set of all open covers of X consisting of m members.
Let u and v be families of subsets of a set X . They say that v reﬁnes u (v is a reﬁnement of u) if each V ∈ v is contained
in some U ∈ u. A family v combinatorially reﬁnes u (v is a combinatorial reﬁnement of u) if there exists an injection i : v → u
such that V ⊂ i(V ) for each V ∈ v .
For a simplicial complex G by v(G) we denote the set of all its vertices. By Fin S we denote the set of all non-empty
ﬁnite subsets of a set S . Let u be a family of arbitrary sets and let u0 = {U ∈ u: U = ∅}. The nerve N(u) of the family u
is a simplicial complex such that v(N(u)) = {aU : U ∈ u0} and a set  ∈ Fin v(N(u)) is a simplex of N(u) if and only if⋂{U : aU ∈ } = ∅.
By the order of a family u of sets we mean the largest n such that u contains n sets with a non-empty intersection. If no
such integer exists, we say that u has order ∞. The order of u is denoted by ordu. Clearly,
ordu  n ⇔ dimN(u) n− 1; (1.1)
ordu  1 ⇔ u is a disjoint family. (1.2)
1.1. Proposition. Let u ∈ cov∞(X) and let ordu = n. Then there exist families vi , i = 1, . . . ,n, consisting of open subsets of X such
that vi combinatorially reﬁne u,
⋃{vi: 1, . . . ,n} ∈ cov(X), and ord vi  1.
1.2. Deﬁnition. Let u = {U1, . . . ,Un} ∈ cov(X) and let a family v reﬁne u. Deﬁne a new family v1 in the following way:
V 1i =
⋃
{V ∈ v: V ⊂ Ui, j < i ⇒ V ⊂ U j}; v1 =
{
V 11 , . . . , V
1
n
}
.
The family v1 is called an integration of v with respect to u.
1.3. Proposition. If v1 is an integration of v with respect to u, then
v1 combinatorially reﬁnes u;
ord v1  ord v;⋃
v1 =⋃ v, in particular, v ∈ cov(X) ⇒ v1 ∈ cov(X).
Recall that a space X is said to be weakly inﬁnite-dimensional in the sense of Smirnov (notation: X ∈ S-wid) if for every
sequence Φi = {F i1, F i2}, i ∈N, of pairs of disjoint closed subsets of X there exist partitions Pi between F i1 and F i2 and n ∈N
such that
⋂n
i=1 Pi = ∅.
By wid we denote the class of all weakly inﬁnite-dimensional spaces in the sense of Alexandroff (notation: X ∈ wid). One
can get its deﬁnition if the requirement
⋂n
i=1 Pi = ∅ from the deﬁnition of S-wid-spaces replace by the requirement⋂∞
i=1 Pi = ∅. For compact (and even countably compact) spaces the classes S-wid and wid coincide.
1.4. Theorem. ([7,13]) For an arbitrary space X we have
X ∈ S-wid ⇔ βX ∈wid.
For topological spaces X1, . . . , Xn , let B(X1, . . . , Xn) be a subset of
∏n
i=1 cone Xi which is deﬁned as follows
B(X1, . . . , Xn) ≡ B = B1 ∪ · · · ∪ Bn,
where
Bi = Xi ×
∏
j =i
cone X j .
1.5. Deﬁnition. ([8]) Let R be a class of ANR-compacta and let
f i : X → cone Ri, Ri ∈R, i = 1, . . . ,n,
be maps. The family { f1, . . . , fn} is said to be R-inessential if the map
f = f1 · · · fn| f −1B(R1,...,Rn) : f −1B(R1, . . . , Rn) → B(R1, . . . , Rn)
extends over X .
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for every sequence
f i : X → cone(Ri), Ri ∈R, i ∈N,
of maps there exists n ∈ N such that the family { f1, . . . , fn} is R-inessential. If R consists of one space R , then we write
R-wid= R-wid.
If R = {0,1} is the two-point set, then by Levshenko’s theorem [13] we have R-wid = S-wid. In [8] it was proved that
S-wid⊂R-wid for an arbitrary class R. Recall another two statements.
1.7. Theorem. ([10]) Let a class R contain an ANR-compactum R such that R-wid= S-wid. Then R-wid= S-wid.
1.8. Theorem. ([10]) If Sn is an n-dimensional sphere, then Sn-wid= S-wid for any n 0.
1.9. Lemma. Let f0, f1 : X → R be maps to an AR-compactum such that f0|F = f1|F for some closed set F ⊂ X. Then there exists a
homotopy ft : X → R, 1 t  1, such that ft |F = f0|F for any t ∈ I .
1.10. Proposition. ([10]) Let Ri ∈ R, i = 1, . . . ,n, be metric ANR-compacta and let fi : X → cone Ri , i = 1, . . . ,n, be maps. Assume
that there exist maps gi : X → cone Ri and homotopies f ti : X → cone Ri such that
f 0i = f i, f 1i = gi; (1.3)(
f ti
)−1
Ri ⊃ Fi ≡ f −1i Ri; (1.4)
g(X) ⊂
n∏
i=1
cone Ri \
{
(a1, . . . ,an)
}
, (1.5)
where g = g1 · · ·gn and ai is the vertex of the cone Ri .
Then the family { f1, . . . , fn} is R-inessential.
1.11. Proposition. Let R be some class of metric ANR-compacta and let
f i : X → cone Ri, Ri ∈R, i ∈N,
be a sequence of maps. Let w = {W1, . . . ,Wp} be a cover of X and let gi : X → cone Ri be maps such that
(1) gi(Wi) /∈ ai , where ai is the vertex of cone Ri ;
(2) gi|Fi = f i |Fi , where Fi = f −1i Ri .
Then the family { f1, . . . , fn} is R-inessential.
Proof. Let g ≡ g1 · · ·gp : X →∏pi=1 cone Ri . Then
g(X) ⊂
p∏
i=1
cone(Ri) \
{
(a1, . . . ,ap)
}
according to condition (1). By Lemma 1.9 equality (2) can be extended to a homotopy f ti between f i and gi . This homotopy
satisﬁes automatically conditions (1.3) and (1.4). Then applying Proposition 1.10 we complete the proof. 
2. Deﬁnition of G-C -spaces and some their properties
In what follows complexes stand for non-empty ﬁnite-dimensional simplicial complexes. Symbols G, H, G1 and so on
denote non-empty classes complexes.
2.1. Deﬁnition. Let u ∈ cov(X) and let G be a complex. A set P ⊂ X is said to be a G-partition of u (notation: P ∈ Part(u,G))
if there exists a family v of open subsets of X such that:
(1) v combinatorially reﬁnes u;
(2) N(v) ⊂ G;
(3) P = X \ ∪v .
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Part(u,G) =
⋃{
Part(u,G): G ∈ G}.
2.2. Proposition. Let G1 , G2 be complexes such that G1 ⊂ G2 . Then Part(u,G1) ⊂ Part(u,G2) for arbitrary u ∈ cov(X).
2.3. Deﬁnition. Let G and H be classes of complexes. We say that G is smaller than H (notation: GH) if for every G ∈ G
there exists an H ∈H such than G ⊂ H .
Clearly, we have
G⊂H ⇒ GH. (2.1)
Proposition 2.2 yields
2.4. Proposition. If G1  G2 , then Part(u,G1) ⊂ Part(u,G2).
2.5. Deﬁnition. A family σ ⊂ cov(X) is called G-inessential if for every u ∈ σ there exists a partition Pu ∈ Part(u,G) such
that
⋂{Pu: u ∈ σ } = ∅.
2.6. Proposition. Let σ1, σ2 ⊂ cov(X) and let for each u1 ∈ σ1 there exists u2 ∈ σ2 such that u1 combinatorially reﬁnes u2 . If σ1 is
G-inessential, then σ2 is G-inessential.
Proposition 2.6 yields
2.7. Proposition. Let σ1 ⊂ σ2 ⊂ cov(X). If σ1 is G-inessential, then σ2 is G-inessential.
2.8. Deﬁnition. Let G be a class of simplicial complexes. A space X is said to be a G-C-space (notation: X ∈ G-C) if every
inﬁnite family σ ⊂ cov(X) is G-inessential. If every inﬁnite family σ ⊂ cov(X) contains a ﬁnite G-inessential subfamily, then
X is called an S-G-C-space (notation: X ∈ S-G-C ). If the class G contains only one complex G we write G = G . In this
manner we get classes of spaces G-C and S-G-C .
The class of all complexes G with dimG  n we denote by G(n).
2.9. Proposition. ([9]) The class G(0)-C coincides with the class C of all C-spaces.
2.10. Remark. Proposition 2.9 is not completely trivial. The matter is that Deﬁnition 1 is based on an inﬁnite sequence of
covers which are not necessarily distinct, while in Deﬁnition 2.8 we are dealing with inﬁnite sets of covers. In what follows
we don’t distinguish between deﬁnitions by means of sequences and deﬁnitions by means of inﬁnite sets.
2.11. Deﬁnition. Let either m be an integer  2 or m = ∞. A space X is called an m-G-C-space (notation: X ∈ m-G-C )
(respectively S-m-G-C-space (notation: X ∈ S-m-G-C )) if every inﬁnite family σ ⊂ covm(X) is G-inessential (respectively:
σ contains a ﬁnite G-inessential subfamily).
2.12. Remark. The class S-∞-G(0)-C coincides with the class of ﬁnite C-spaces introduced by Borst [3]. The classes m-G(0)-C
and S-m-G(0)-C where introduced in [7] under the names m-C and S-m-C respectively. Consequently, we have
2-G(0)-C =wid; S-2-G(0)-C = S-wid.
Proposition 2.4 implies
2.13. Proposition. If G1  G2 , then:
(1) G1-C ⊂ G2-C ;
(2) S-G1-C ⊂ S-G2-C ;
(3) m-G1-C ⊂m-G2-C ;
(4) S-m-G1-C ⊂ S-m-G2-C .
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G-C ⊂ ∞-G-C ⊂ (m + 1)-G-C ⊂m-G-C, (2.2)
S-G-C ⊂ S-∞-G-C ⊂ S-(m + 1)-G-C ⊂ S-m-G-C, (2.3)
S-G-C ⊂ G-C, S-m-G-C ⊂m-G-C . (2.4)
2.14. Proposition. If X is a ﬁnite set, then X ∈ S-G-C for an arbitrary class G.
2.15. Proposition. LetP stand for any of the following symbols: G, m-G, S-G, S-m-G. If X ∈ P-C , then Y ∈ P-C for every closed Y ⊂ X.
2.16. Theorem. ([9]) For an arbitrary class G we have X ∈ S-m-G-C ⇔ βX ∈m-G-C .
Let P be some topological property. The class of all compact spaces with the property P we denote by P-Comp. Clearly,
S-G-C-Comp= G-C-Comp= ∞-G-C-Comp.
For a class G, let G f be the class of all ﬁnite subcomplexes of complexes from G.
2.17. Proposition. For an arbitrary class G we have
G-C-Comp= G f -C-Comp.
In what follows we consider only classes G of ﬁnite simplicial complexes.
Recall that a space X is said to be scattered if every its non-empty subspace Y has an isolated point. The class of all
scattered spaces we denote by Scatt.
We say that a class G is n-dimensional (notation: dimG n) if dimG  n for each G ∈ G. A class G is said to be inﬁnite-
dimensional (notation: dimG= ∞) if for any n ∈N there exists a complex Gn ∈ G such that dimGn  n.
The next theorem gives us a complete characterization of compact G-C-spaces.
2.18. Theorem. ([9]) Let G be a class of simplicial complexes. Then:
(i) G is ﬁnite ⇔ G-C-Comp= Scatt-Comp;
(ii) G is inﬁnite and dimG n for some n ∈N⇔ G-C-Comp= C-Comp;
(iii) dimG= ∞ ⇔ G-C-Comp= Comp.
3. Main results
Denote by G(n) f the class of all ﬁnite simplicial complexes G with dimG  n. Put
(m,n)-C = S-m-G(n − 1) f -C, nm.
Formally, one can consider classes (m,n)-C for n >m, but clearly
nm ⇒ (m,n)-C = (m,m)-C =Norm, (3.1)
where Norm is the class of all normal spaces.
From Remark 2.12 we get
(2,1)-C = S-wid. (3.2)
Condition (2.3) yields
(m+ 1,n)-C ⊂ (m,n)-C . (3.3)
Proposition 2.13 implies
(m,n)-C ⊂ (m,n + 1)-C . (3.4)
3.1. Theorem. Let k,m,n ∈N, nm. Then
(m,n)-C ⊂ (km,kn)-C .
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ui =
{
U i1, . . . ,U
i
km
} ∈ covkm(X), i ∈N,
be an arbitrary sequence. Set vi = {V i1, . . . , V im}, where
V ij =
⋃{
U il : k( j − 1) + 1 l kj
}
, j = 1, . . . ,m. (3.5)
Obviously, vi ∈ covm(X). Since X ∈ (m,n)-C , there exist p ∈N and open families
wi =
{
W i1, . . . ,W
i
m
}
, i = 1, . . . , p,
such that
W ij ⊂ V ij; (3.6)
ordwi  n; (3.7)
p⋃
i=1
m⋃
j=1
W ij = X . (3.8)
Put
Hik( j−1)+r = W ij ∩ U ik( j−1)+r, r = 1, . . . ,k;
hi =
{
Hi1, . . . , H
i
km
}
, i = 1, . . . , p. (3.9)
Conditions (3.5), (3.6), (3.8), and (3.9) yield
p⋃
i=1
hi ∈ cov(X). (3.10)
Deﬁnition (3.9) implies that
hi combinatorially reﬁnes ui . (3.11)
Farther, from (3.5), (3.6), and (4.3) we get that each W ij is the union of k members of hi , namely,
W ij =
⋃{
Hil : k( j − 1) + 1 l kj
}
.
So, in view of (3.7) we have
ordhi  kn. (3.12)
Conditions (3.10)–(3.12) yield X ∈ (km,kn)-C . 
3.2. Theorem. Let k,m,n ∈N, nm. Then(
mk,kn
)
-C ⊂ (m,n)-C .
Proof. Let X ∈ (mk,kn)-C and let{
ui =
{
U i1, . . . ,U
i
m
} ∈ covm(X): i ∈N}
be an arbitrary sequence. Let
Ul =
{
ui: (l − 1)k + 1 i  lk
}
, l ∈N.
Each family Ul consists of k covers. For every l, there exists a cover ul ∈ covmk (X) reﬁning every member of Ul . In fact, one
can take a family ul consisting of all intersections⋂{
U iji : (l − 1)k + 1 i  lk, 1 ji m
}
.
Since X ∈ (mk,kn)-C , there exist r ∈N and families wl , l ∈N, consisting of functionally open sets of X such that
wl combinatorially reﬁnes u
l; (3.13)
ordwl  kn; (3.14)⋃
{wl: l = 1, . . . , r} ∈ cov(X). (3.15)
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consequently, normal. In view of (3.14) and Proposition 1.1 there exist open disjoint families vlj , j = 1, . . . ,kn, such that
vlj reﬁnes wl, l = 1, . . . , r; (3.16)⋃
j
vlj ∈ cov(Wl). (3.17)
Let
v(l−1)k+p =
⋃{
vlj: (p − 1)n+ 1 j  pn
}
, p = 1, . . . ,k. (3.18)
Hence every family vlj is disjoint, we have
ord vi  n. (3.19)
From (3.13) and (3.16) we get that v(l−1)k+p reﬁnes ul and, consequently,
v(l−1)k+p reﬁnes every ui, (l − 1)k + 1 i  lk.
In particular,
vi reﬁnes ui . (3.20)
Let v1i is an integration of vi with respect ui . Then v
1
i combinatorially reﬁnes ui , ord v
1
i  n, and⋃
{vi: 1 i  kr} ∈ cov(X)
according to (3.15), (3.17), (3.19), (3.20) and Proposition 1.3. Hence
X ∈ (m,n)-C . 
3.3. Theorem. For any n ∈N we have
(n + 1,n)-C = S-wid.
To prove Theorem 3.3 we need some auxiliary statements.
3.4. Lemma. Let Sn−1 be the boundary of n-ball Bn and let f0 : F → Sn−1 be a map of a functionally closed subset F of a space X.
Then there exists a map f : X → Bn such that f |F = f0 and f −1(Sn−1) = F .
Let n be an n-dimensional simplex with vertices a1, . . . ,an+1. For A ⊂ {1, . . . ,n+1}, let (A) be the face of  generated
by vertices a j , j ∈ A. By Oa j we denote the open star of a j in n .
3.5. Proposition. Let f : X → n be a map and let w = {W1, . . . ,Wn+1} be a family of functionally open subsets of X such that:
(1) W j ⊂ f −1Oa j ;
(2) ordw  n;
(3) A ⊂ {1, . . . ,n+ 1}, |A| n ⇒ f −1(A) ⊂⋃ j∈A W j .
Then there exists a map g : X → n such that:
(4) g|E = f |E , where E = f −1Sn−1;
(5) a /∈⋃n+1j=1 g(W j), where a is the barycentre of n.
Proof. Let F = X \⋃n+1j=1 W j and, for a decomposition {1, . . . ,n+ 1} = A unionsq B , let
F A = X \
⋃
k∈B
Wk. (3.21)
The sets F A are functionally closed in X and
A1 ⊂ A2 ⇒ F A1 ⊂ F A2 . (3.22)
V.V. Fedorchuk / Topology and its Applications 157 (2010) 2622–2634 2629For m = 0,1, . . . ,n + 1, set
Fm =
⋃{
F A: |A|m
}∪ E. (3.23)
We claim that
Fn = X . (3.24)
In fact, assume that the set X \ Fn contains some point x. Then, in view of (3.22),
x ∈
⋂{
X \ F A: |A| = n
}
.
But, according (3.21), X \ F A = Wk , where A ∪ {k} = {1, . . . ,n + 1}. Consequently, x ∈⋂n+1k=1 Wk , what contradicts to the
property (2). The equality (3.24) is proved.
Regard the simplex n as the cone over its boundary Sn−1 with the barycentre a as the vertex. Let n,m be the m-
dimensional skeleton of this cone. Set
Zm = n,m ∪ Sn−1. (3.25)
Now by induction on m we construct maps gm : Fm → Zm such that
gm|E = f |E; (3.26)
gk|Fm = gm for km; (3.27)
g−1k (Zm) = Fm for km; (3.28)
g−1m (a) = F ; (3.29)
|A|m ⇒ g−1m (a, A) = F A, (3.30)
where (a, A) is the simplex from n,m generated by vertices a and a j ∈ (A).
If maps gm satisfying conditions (3.26)–(3.29) are constructed, then g = gn will be the required map, because
of (3.24).
It follows from (3.21) and (3.23) that F0 = F ∪ E . So the map g0 is uniquely deﬁned by conditions (3.26) and (3.29). In this
case the property (3.30) is fulﬁlled automatically. Suppose that maps gm satisfying conditions (3.26)–(3.30) are constructed
for all m l < n. To construct gl+1 it suﬃces, according to (3.23), (3.25), and (3.30), to construct maps gAl+1 : F A → (a, A)
for all A with |A| = l + 1. If A = {i1, . . . , il+1}, then
∂(a, A) = (A) ∪
(
l+1⋃
q=1
(a, Aq)
)
, (3.31)
where Aq = {i1, . . . , iˆq, . . . , il+1}. By inductive assumption from (3.26), (3.30), and (3.31) we get
g−1l
(
∂(a, A)
)= f −1((A))∪
(
l+1⋃
q=1
F Aq
)
. (3.32)
On the other hand, (A) ∩ Oak = ∅ for every k /∈ A. Consequently, conditions (1) and (3) imply that f −1((A)) ⊂ F A .
Further, from (3.22) we get F Aq ⊂ F A . Hence it follows from (3.32) that
g−1l
(
∂(a, A)
)⊂ F A .
The set g−1l (∂(a, A)) is functionally closed in X as the union of functionally closed sets f
−1((A)) and F Aq . Thus
g−1l (∂(a, A)) is functionally closed in F A . Consequently, by Lemma 3.4, the map
gl|g−1l (∂(a,A)) : g
−1
l
(
∂(a, A)
)→ ∂(a, A)
can be extended to a map
gAl+1 : F A → (a, A) (3.33)
such that(
gA
)−1(
∂(a, A)
)= g−1(∂(a, A)). (3.34)l+1 l
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A′
l+1 coincide on F A ∩ F A′ for each A, A′ with |A| = |A′| = l + 1. Hence the family (3.33) deﬁnes a map
g j+1 : Fl+1 → Zl+1.
Properties (3.27) and (3.28) are fulﬁlled, because of (3.34). Properties (3.29) and (3.30) are satisﬁed by the construction.
So the maps gm are constructed. It completes the proof. 
Proof of Theorem 3.3.
S-wid= (3.2) = (2,1)-C ⊂ (Theorem 3.1) ⊂ (2n,n)-C ⊂ (3.3) ⊂ (n + 1,n)-C .
It remains to check the inverse inclusion
(n + 1,n)-C ⊂ S-wid.
But S-wid= Sn−1-wid by Theorem 1.8. Hence we have to show that
(n + 1,n)-C ⊂ Sn−1-wid. (3.35)
According to Theorems 1.4 and 2.16, to prove (3.35) it suﬃces to check that
(n + 1,n)-C-Comp⊂ Sn−1-wid-Comp.
So let X ∈ (n + 1,n)-C-Comp and let
f i : X → cone
(
Sn−1i
)
, i ∈N,
be an arbitrary sequence from Deﬁnition 1.6 of the class Sn−1-wid. We consider the sphere Sn−1 = Sn−1i as the combinatorial
boundary ∂n of an n-dimensional simplex n with vertices a1, . . . ,an+1. An arbitrary point z ∈ n is deﬁned by barycentric
coordinates μ1(z), . . . ,μn+1(z). Put
Dn−1j =
{
z ∈ n: μ j(z) = 0
}
, j = 1, . . . ,n + 1. (3.36)
Clearly,
Sn−1 = Dn−11 ∪ · · · ∪ Dn−1n+1. (3.37)
The main star Oa j of a vertex a j is deﬁned by the condition
Oa j = n \ Dn−1j =
{
z ∈ n: μ j(z) > 0
}
. (3.38)
Identifying cone(Sn−1) with n we can consider f i as maps to n . Set
U ij = f −1i (Oa j), ui =
{
U i1, . . . ,U
i
n+1
}
. (3.39)
Since X ∈ (n + 1,n)-C , there exist p ∈N and open families vi = {V i1, . . . , V in+1}, i = 1, . . . , p, such that
ord vi  n; (3.40)
V ij ⊂ U ij; (3.41)
p⋃
i=1
n+1⋃
j=1
V ij = X . (3.42)
Shrinking the open cover (3.42) to a closed one can ﬁnd closed sets F ij such that
F ij ⊂ V ij; (3.43)
p⋃
i=1
n+1⋃
j=1
F ij = X . (3.44)
In accordance with (3.39), (3.41), and (3.43) we have f i(F ij) ⊂ Oa j . Hence (3.38) yields
f i
(
F ij
)∩ Dn−1j = ∅. (3.45)
Put
Φ i = Sn−1 ∩ f i
(
F i
)
, ϕi =
{
Φ i , . . . ,Φ i
}
. (3.46)j j 1 n+1
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closed. Consequently, there exist closed sets Γ ij such that
Φ ij ⊂ Γ ij ⊂ Sn−1 ∩ Oa j; (3.47)
Γ i1 ∪ · · · ∪ Γ in+1 = Sn−1. (3.48)
Set
Eij = F ij ∪ f −1i
(
Γ ij
)
, ei =
{
Ei1, . . . , E
i
n+1
}
. (3.49)
Then
ord ei  n. (3.50)
Indeed, the family ei| f −1i (Sn−1) is similar to the family { f
−1
i (Γ
i
1), . . . , f
−1
i (Γ
i
n+1)} which has order  n in view of (3.47). As
for the restriction of ei to X \ f −1i (Sn−1), it coincides with the family{
F i1 \ f −1i
(
Sn−1
)
, . . . , F in+1 \ f −1i
(
Sn−1
)}
which has order  n according to (3.40) and (3.43). So condition (3.50) is checked.
Since Γ ij ⊂ Oa j , conditions (3.39), (3.41), (3.43), and (3.49) imply that
Eij ⊂ f −1i (Oa j). (3.51)
According to (3.50) and (3.51) there exists a family wi = {W i1, . . . ,W in+1} consisting of functionally open subsets of X such
that
Eij ⊂ W ij ⊂ f −1i (Oa j); (3.52)
ordwi  n. (3.53)
Now we are going to show that
A ⊂ {1, . . . ,n + 1}, |A| n ⇒ (A) ⊂
⋃
j∈A
Γ ij . (3.54)
Let z ∈ (A). Then μk(z) = 0 for any k /∈ A. Hence z /∈ Γ ik for k /∈ A, because of (3.47). Consequently, (3.48) implies that
x ∈⋃ j∈A Γ ji . So property (3.54) is checked.
Further, W ij ⊃ f −1i (Γ ij ) in accordance with (3.49) and (3.51). Hence (3.54) yields⋃
j∈A
W ij ⊃ f −1i (A). (3.55)
Properties (3.52), (3.53), and (3.55) correspond to properties (1), (2), (3) from Proposition 3.5 for f = f i . Hence there
exist maps gi : X → n such that
gi| f −1i Sn−1 = f i| f −1i Sn−1;
a /∈
n+1⋃
j=1
gi
(
W ij
)
.
Then the family { f1, . . . , f p} is Sn−1-inessential by Proposition 1.11. So X ∈ Sn−1-wid, because the family w = {W1, . . . ,Wp},
where Wi =⋃n+1j=1 W ij , is a cover of X in view of (3.44), (3.49), and (3.52). 
Theorems 3.1 and 3.3, and condition (3.3) yield
3.6. Theorem. Let n+ 1m 2n. Then
(m,n)-C = S-wid.
3.7. Proposition. If m n, then (m,n-C) ⊂ (m+ 1,n + 1)-C .
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ui =
{
U i1, . . . ,U
i
m+1
} ∈ covm+1(X), i ∈N
be an arbitrary sequence. Put
1U ij = U ij if j m− 1, 1U im = U im ∪ U im+1, and u1i =
{1U i1, . . . , 1U im}.
Since X ∈ (m,n)-C there exist p ∈N and families v1i = {1V i1, . . . , 1V im} of open subsets of X such that
1V ij ⊂ 1U ij, j = 1, . . . ,m; (3.56)
ord v1i  n; (3.57)
v11 ∪ · · · ∪ v1p ∈ cov(X). (3.58)
Let V ij = 1V ij for j m− 1, V im = 1V im ∩ U im , V im+1 = 1V im ∩ U im+1, and vi = {V i1, . . . , V im+1}. Then vi combinatorially reﬁnes
ui according to (3.56). Moreover, ord vi  n + 1 in view of (3.57). Finally, (3.58) yields v1 ∪ · · · ∪ vp ∈ cov(X). Thus X ∈
(m+ 1,n + 1)-C . 
4. Matrix
Let
(ω,n)-C =
∞⋂
m=n+1
(m,n)-C . (4.1)
Denote the class (ω,1)-C by ω-C .
4.1. Proposition. For every n ∈N we have
ω-C = (ω,n)-C .
Proof. We start with the inclusion ⊂. Let X ∈ ω-C = (ω,1)-C . Our goal is to show that
X ∈ (m,n)-C for arbitrarym n. (4.2)
Since X ∈ (ω,1)-C , we have X ∈ (m,1)-C according to (4.1). But (m,1)-C ⊂ (m,n)-C by Proposition 2.13. So condition (4.2)
is veriﬁed.
Now we check the inclusion ⊃. Let X ∈ (ω,n)-C . Our goal is to show that
X ∈ (m,1)-C for arbitrarym ∈N. (4.3)
We have
(ω,n)-C ⊂ (4.1) ⊂ (mn,n)-C ⊂ (by Theorem 3.2)⊂ (m,1)-C .
Thus condition (4.3) is veriﬁed. 
4.2. Remark. Theorems 3.1, 3.2, 3.6, and Propositions 3.7 and 4.1 allow to construct a matrix of inﬁnite-dimensionality (look
at Fig. 1, where classes (m,n)-C are denoted by (m,n) and C stands for (∞,1)-C ).
4.3. Remark. This triangular matrix can be completed to the square one by adding equalities under the diagonal. All arrows
from Fig. 1 are inclusions. The arrows (n + 1,n) → (n,n) and (n + 1,n) → (n + 1,n + 1) are strict inclusions of type
S-wid⊂Norm.
As for other arrows the following particular questions arise.
1. Question. Does the equality
(m,n)-C = S-wid
hold for all m ∈N such that m > 2n?
For compact metrizable spaces and n = 1 Question 1 was formulated in [6, Question 2].
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ω-C ω-C ω-C ω-C ω-C ω-C
(10,1) (10,2) (10,3) (10,4) (10,5) (10,6)
(9,1) (9,2) (9,3) (9,4) (9,5) (9,6)
(8,1) (8,2) (8,3) (8,4) (8,5) (8,6)
(7,1) (7,2) (7,3) (7,4) (7,5) (7,6)
(6,1) (6,2) (6,3) (6,4) (6,5) (6,6)
(5,1) (5,2) (5,3) (5,4) (5,5)
(4,1) (4,2) (4,3) (4,4)
(3,1) (3,2) (3,3)
(2,1)S-wid = (2,2)
(1,1)Norm=
Fig. 1.
2. Question. Is it true that C-Comp = ω-C-Comp?
For compact metrizable spaces Question 2 was formulated in [6, Question 3].
4.4. Remark. Borst [4] claimed that there exists a metrizable wid-compactum E which is not a C-space. So one of the
Questions 1 and 2 has a negative answer.
4.5. Remark. Every ﬁnite simplicial complex is a metric ANR-compactum. So, for a class G of ﬁnite simplicial complexes, we
can consider the class G-wid of G-wid-spaces in the sense of Deﬁnition 1.6. It has to be noted that the “natural” inclusion
G-C ⊂ G-wid
does not generally hold. As an example one can take the class G of n-spheres Sn , n  0. Then G-wid = S-wid by Theo-
rems 1.7 and 1.8. On the other hand, G-C-Comp = Comp according to Theorem 2.18.
4.6. Remark. Using arguments of the proofs of Theorems 3.1 and 3.2 we get the following equality
(∞,n)-C = (∞,1)-C
for every positive integer n.
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