We study the problem of finding the minimum-length curvature constrained algorithm is shown to perform no worse than the best existing DTSPN algorithm and is 8 shown to perform significantly better when the regions overlap. We report on the application 9 of this algorithm to route an Unmanned Aerial Vehicle (UAV) equipped with a radio to 10 collect data from sparsely deployed ground sensors in a field demonstration of autonomous 11 detection, localization, and verification of multiple acoustic events. 
The kinematics of the UAV can be approximated by the Dubins 
where ν is the forward speed of the vehicle, ρ is the minimum turning radius, and u ∈ [−1, 1] is the 82 bounded control input. Let L ρ : SE(2)×SE(2) → R + associate the length L ρ (X 1 , X 2 ) of the minimum 83 length path from an initial pose X 1 of the Dubins vehicle to a final pose X 2 , subject to the kinematic 84 constraints in (1) . Notice that this length depends implicitly on the forward speed of the vehicle and the 85 minimum turning radius through the kinematic constraints in (1) . This length, which we will refer to as 86 the Dubins distance from X 1 to X 2 , can be computed in constant time [5] .
87
Let R = {R 1 , R 2 , ..., R n } be set of n compact regions in a compact region Q ⊂ R 2 , and let Σ =
88
(σ 1 , σ 2 , . . . , σ n ) be an ordered permutation of {1, . . . , n}. Define a projection from SE(2) to R 2 as 89 P : SE(2) → R 2 , i.e. P(X) = [x y] T , and let P i be an element of SE(2) whose projection lies in 90 R i . We denote the vector created by stacking a vehicle configuration P i for each of the n regions as 91 P ∈ SE(2) n .
The DTSPN involves finding the minimum length tour in which the Dubins vehicle visits each 93 region in R while obeying the kinematic constraints of (1) . This is an optimization over all possible 94 permutations Σ and configurations P . Stated more formally: 95 Problem 2.1 (DTSPN).
L ρ (P σ i , P σ i+1 ) subject to P(P i ) ∈ R i , i = 1, . . . , n.
The problem presented in Problem 2.1 is combinatorial in Σ, the sequence of regions to visit and infinite dimensional in P , the poses of the vehicle. We present an algorithm to convert this problem to a finite dimensional combinatorial optimization on a graph by first generating a set of m ≥ n sample configurations S i ∈ SE(2), S := {S 1 , . . . , S m } such that
and ∀i ∃k s.t. P(S k ) ∈ R i . The algorithm then approximates Problem 2.1 by finding the best sample 96 configurations P ⊆ S and the order Σ in which to visit them.
97
Problem 2.2 (Sampled DTSPN).
DTSPN Intersecting Regions Algorithm

98
Problem 2.2 can now be formulated as a Generalized Traveling Salesman Problem (GTSP) with 99 intersecting nodesets in the following manner. The GTSP can be described with a directed graph connecting node S i to node S j represents the length of the minimum length path for a Dubins vehicle
contains all samples whose projection lies in R k , V k := {S i | P(S i ) ∈ R k } for i ∈ {1, 2, . . . , m} and 105 k ∈ {1, 2, . . . , n}. The objective of the GTSP is to find a minimum cost cycle passing through each 106 nodeset exactly one time. An example instance of Problem 2.2 can be seen in Figure 1 (a).
107
Next, the GTSP can be converted to an Asymmetric TSP through a series of graph transformations 108 due to Noon and Bean [17] . What follows is a brief summary of the Noon-Bean transformation from [17] 109 as it is used in this work. The transformation is best described in three stages. The first stage converts the Figure 1 . Example DTSPN with the corresponding "GTSP with intersecting nodesets".
(a) Example instance of DTSPN with three circular regions R 1 , R 2 , and R 3 and samples S 1 , S 2 , . . . , S 8 . The circuit through samples S 2 , and , S 8 is the optimal tour. We begin by restating the problem above in a compact manor to facilitate the discussion. Problem 
remove the arc (i, j) from set A 1 , see Figure 2 (a).
124
Next, a constant is added to the cost of each arc entering a new nodeset. Problem (P 2) is a GTSP defined by the graph
Notice that all arc costs are nonnegative. We now define a finite, positive constant α as,
For every arc (i, j) ∈ A 1 , set the cost of the arc (i, j) ∈ A 2 in the following manner,
Here |Z|, represents the cardinality of the set Z. Notice that (4) adds to the original arc cost an additional 125 cost of α for each new nodeset entered by arc (i, j). An example of Problem (P2) can be seen in Figure   126 2(b), whereĉ i,j represents c 2 i,j .
127
Next, any nodes that belong to more than one nodeset are duplicated and placed in different nodesets 128 so as to allow each node to have membership in only one nodeset. Problem (P 3) is a GTSP over the summarizes the relationships between problems (P 0), (P 1), (P 2), and (P 3). 
Wednesday, October 24, 12
(a) Problem (P1): Any arcs that do not enter at least one new nodeset {(3, 5) and (6, 8)} have been removed from the graph in Problem (P0). (a) Problem (P3): Nodes S 2 and S 3 from (P2) lie in multiple nodesets. These nodes are duplicated and the spawned nodes S 2 and S 3 are placed in nodeset V 2 . Zero cost arcs (dashed arrows) are added connecting S 2 to S 2 and S 3 to S 3 . . Given a GTSP in the form of (P 0), we can transform the problem 142 to a problem of the form of (P 3). Given an optimal solution to (P 3) with cost less than (m+1)α, we can 143 construct an optimal solution to (P 0). If an optimal solution to (P 3) has a cost greater than or equal to 144 (m + 1)α, the problem (P 0) is infeasible. 1.
156
If the shortest path has finite cost, add the arc (i, j) to the arcset A 4 , and set the corresponding arc cost 157 c 4 i,j equal to the shortest path cost. If no feasible path exists, then the arc (i, j) will not be part of A 4 .
158
The problem defined on G 4 is now in the GTSP canonical form with mutually exclusive nodesets and . Given an optimal solution, y * , to (P 4), we can construct the 162 optimal solution, x * , to (P 3). 
and for each of these intracluster arcs assign a zero cost, i.e., c 
where
An example can be seen in Figure 4 (b), wherec i,j depicts c 6 i,j . The optimal tour is shown in red.
177
The following theorem from [17] establishes the correctness of the transformation in Stage 3.
178
Theorem 3.3 (Noon and Bean [17] ). Given a canonical GTSP in the form of (P 4) with n nodesets, we 179 can transform the problem into a standard TSP in the form of (P 6). Given an optimal solution y * to
180
(P 6) with c 6 y * < (n + 1)β, we can construct an optimal solution x * to (P 4). IRA then uses this additional information in the optimization.
191
Theorem 3.4 (IRA Performance). Given ρ > 0, the set of n ≥ 2 possibly intersecting regions, R, and the set of m sample configurations, S, let T IRA and T RCM denote the tours produced by IRA and the RCM [15], respectively. Then the length of T IRA is no greater than that of T RCM ,
Proof. [Proof of Theorem 3.4] Let T = {S 1 , S 2 , . . . , S n } be a feasible tour, and note that both IRA and will be longer than a tour that visits a subset of the samples. The optimal tour T IRA cannot be longer sample configurations IRA will produce a tour that is no longer than RCM. 
Complexity of Intersecting Regions Algorithm
211
We have provided an algorithm that takes advantage of sample configurations that lie in overlapping 212 regions, and we have shown that this algorithm produces a tour that is no longer than the previous best 
Numerical Results
219
In Theorem 3.4 we have shown that for the same sample set, IRA will perform no worse than the 
230
For the first test, we ran 100 trials where 10 regions were randomly placed in the bounding box and [17] for intersecting nodesets to transform the problem to an ATSP. We show that for the same set of 283 samples this method will produce a tour that is no longer than that of [15] and presented numerical 284 results that show performance improvement when there is overlap in the regions of interest.
285
There are many directions in which this work may be extended. Although we have focused on the 286 Dubins model for a fixed wing UAV, the IRA could be applied to any nonholonomic vehicle whose node 287 to node cost is well defined. Also, it is of interest to understand if a deterministic way to sample the 288 configurations would be of benefit in possibly reducing the number samples needed to achieve a certain 
