We complete the picture of sharp eigenvalue estimates for the p-Laplacian on a compact manifold by providing sharp estimates on the first nonzero eigenvalue of the nonlinear operator ∆ p when the Ricci curvature is bounded from below by a negative constant. We assume that the boundary of the manifold is convex, and put Neumann boundary conditions on it. The proof is based on a refined gradient comparison technique and a careful analysis of the underlying model spaces.
Introduction
Let M be an n-dimensional compact Riemannian manifold. For a function u ∈ W 1,p (M), its p-Laplacian is defined by
where the equality is in the weak W 1,p (M) sense. Following standard convention, we will denote the first positive eigenvalue of this operator as λ 1,p , assuming Neumann boundary conditions if ∂M ∅. The number λ 1,p may be characterized variationally in terms of a Poincaré inequality as the minimizer
In particular, using standard variational techniques we see that λ 1,p is the smallest positive real number such that there exists a nonzero u ∈ W 1,p (M) satisfying in the weak sense
(1.2)
In this work we prove the sharp estimate on λ 1,p assuming that the Ricci curvature of the manifold is bounded below by (n − 1)k < 0. This completes the picture of the sharp estimates for λ 1,p . Indeed, for k > 0, the generalized Obata's theorem has been obtained in [Mat00] , while for k = 0 the sharp estimate with characterization of equality has been proved in [Val12] . In the linear case, i.e., assuming p = 2, the sharp estimate on λ 1,2 has been proved in [Krö92] using a technique based on a refined gradient comparison theorem for an eigenfunction u of the Laplacian. Later, this technique was adapted by D. Bakry and Z. Qian in [BQ00] to obtain eigenvalue estimates for weighted linear Laplace operators with assumptions on the Bakry-Emery Ricci curvature. A variational formula for λ 1,2 has been derived in [CW97] for a weighted Laplacian by using a coupling method, which also implies the sharp comparison theorem presented later in [BQ00] , see also [CW94] for some earlier results proved with the same argument.
A gradient comparison theorem in the spirit of [Krö92] was first introduced for p-Laplace operators in [Val12] under the assumption of nonnegative Ricci curvature, and here we introduce such a gradient comparison formula in Section 5 for k < 0. In each case one constructs an invertible one-dimensional function w : [a, b] ⊂ R → R satisfying a particular ODE. If u(M) ⊂ w [a, b] , then it is possible to estimate |∇u| (x) ≤ẇ w −1 (u(x)) .
(1.
3)
The proof involves a careful use of a maximum principle. In order to generalize to the nonlinear case the maximum principles needed for (1.3), we will use the linearized p-Laplace operator and a generalized p-Bochner formula (see Section 3 for the details).
After deriving an estimate of the form (1.3) in Section 5, the primary technical work of this paper is then to study the properties of the one dimensional models w(t) and their relations to the properties on the eigenfunction u. In particular, to derive sharp estimates it is necessary to find a model w such that u(M) = w [a, b] . In order to prove that this is always possible, we use a volume comparison argument described in Section 7.
The study of the one-dimensional model will be carried out using a version of the Prüfer transformation introduced in Section 4, a technique which will allow us to deal comfortably with the nonlinearity of the model equations (if p 2). In particular, in Section 8 we will use this tool and the convexity properties of our model equations to derive a lower bound on the diameters of the various model functions, defined as the distance between two consecutive zeros ofẇ.
Using a standard geodesic argument, an easy consequence of the gradient comparison theorem is a comparison between the diameter d of the manifold M and the diameter δ of the model function w. As we will see, δ depends monotonically on λ, thus the sharp estimate can be obtained by inverting the estimate on d (see Section 9).
It is worth mentioning that some nonsharp lower bounds for λ 1,p have already been proved assuming negative lower bounds on the Ricci curvature. In [Mat00] , the author obtains lower and upper bounds on λ 1,p as a function of Cheeger's isoperimetric constant (see in particular [Mat00, Theorems 4.1, 4.2 and 4.3]). Among others, the explicit (non sharp) lower bound
has been proved by W. Lin-Feng in [LF09] . It is also worth mentioning that in the Euclidean setting, using a completely different approach based on variational techniques, a sharp estimate on the p-Poincaré constant is obtained in [ENT13] , see also [FNT] for the weighted case.
To state the main theorem let us first state the relevant one dimensional models that will be used as a comparison tool. 
Remark 1.2. We will prove that this is equivalent to finding the unique value ofλ such that the solution of 
Unlike the k ≥ 0 case, the sharp lower boundλ(n, k, d) is never attained. To see sharpness of this result we build a sequence of Riemannian manifolds M i with Ric ≥ (n − 1)k and diam
). The smooth Riemannian manifolds M i are all warped products with smooth boundary, and as i → ∞ we see that Vol(M i ) → 0 with the M i collapsing geometrically to the one dimensional interval
Remark 1.5. As mentioned in the introduction, the sharp lower bound for the case k > 0 and d = π/ √ k has been obtained in [Mat00] . In particular, the author proves that, under these assumptions, λ 1,p is bounded below by the first eigenvalue of the n-dimensional sphere of diameter d.
It is easy to adapt the techniques used in this paper to give an alternative proof of this result. In particular, 
Notation
Throughout the article, we use the following notation. We have that M denotes a compact Riemannian manifold of dimension n whose Ricci curvature satisfies the lower bound
where k < 0. We denote the diameter of M by
In the case that the boundary ∂M is nonempty, we always assume it is (nonstrictly) convex. For any p ∈ (1, ∞), we use the standard convention
We denote the Hessian of a function u : M → R by H u and set
where ∇u 0. We denote by u a nonconstant solution of:
with Neumann boundary conditions if necessary. We also define
Recall that for some α > 0 we have that u ∈ C 1,α (M) ∩ W 1,p (M), and elliptic regularity ensures that u is a smooth function where ∇u 0 and u 0. If ∇u(x) 0 and u(x) = 0, then u ∈ C 3,α (U) if p > 2 and u ∈ C 2,α (U) for 1 < p < 2, where U is a suitably small neighborhood of x. The standard reference for these results is [Tol84] , where the problem is studied in local coordinates.
Regarding regularity issues, it is worth mentioning the very recent article [RTU12] , which obtains studies the behaviour of the exponent α at points where ∇u = 0.
By an easy application of the divergence theorem, it is easy to see that
Thus, without loss of generality, we rescale u in such a way that
Linearized p-Laplacian and p-Bochner formula
In this section, we briefly recall some properties of the linearized p-Laplacian and a generalized version of the Bochner formula.
We start with the definition of the linearized p-Laplace operator. Quite common in recent literature, this operator has been used, for example, in [KN03, Zha07, Val12] .
Definition 3.1. Given two functions u, η we define:
If u is an eigenfunction of the p-Laplacian, this operator is defined pointwise only where the gradient of u is non zero (and so u is smooth in a neighborhood of the point) and it is easily proved that at these points it is strictly elliptic. For convenience, denote by P II u the second order part of P u , which is
We cite from [Val12] the following version of the Bochner formula.
Proposition 3.2 (p-Bochner formula)
. Given x ∈ M, a domain U containing x, and a function u ∈ C 3 (U), if ∇u 0 on U we have
In particular this equality holds if u is an eigenfunction of the p-Laplacian and ∇u| x 0 and u(x) 0. If p ≥ 2, this results holds also where u(x) = 0.
In order to estimate P II u (|∇u| p ) from below, we also recall the following generalization of the curvature dimension inequality available for the Hessian of a smooth function (again, see [Val12] for the details).
Corollary 3.3. For every n ≤ n ′ ∈ R, and for every point where ∇u 0 and u ∈ C 2 , we have
One Dimensional Model
In this section we introduce the one dimensional model functions that will be used in subsequent sections as a comparison for the eigenfunctions u of the p-Laplacian.
For n, k < 0 fixed define for i = 1, 2, 3 the nonnegative functions τ i on I i ⊂ R by:
and let µ i = τ n−1 i . For each τ i and each 0 < ǫ ≤ 1 we can consider the Riemannian manifold defined by the warped product
where the metric is given by
], x ∈ S n−1 denote the product coordinates. By some relatively standard computations 1 , M is a manifold whose Ricci curvature satisfies
with µ i measuring the volume of the radial slices. Indeed
is nonother than the geodesic ball of radius d in the hyperbolic space. Now let
, that is:
Note that all functions T i satisfyṪ
Now we are ready to introduce our one dimensional model functions.
to be the solution to the initial value problem on I i :
where a ∈ I i . Equivalently, w
are the solutions to:
Remark 4.2. When some of the parameters λ, p, k, n, i, a are fixed and there is no risk of confusion, we may often omit them. Now we prove existence, uniqueness and continuous dependence with respect to the parameters for the solutions of the IVP (4.6). In order to do so, we introduce a version of the so-called Prüfer transformation (similar transformations are well-studied in nonlinear ODE theory, see for example [DŘ05, Section 1.1.3]). In a sense, we put p-polar coordinates on the phase plane (w,ẇ) of the function w.
Here we briefly recall the definition of the functions sin p and cos p (for more detailed references, see for example [DŘ05, Section 1. 
and is periodic on R. Set also by definition cos p (x) = d dt sin p (t). The usual fundamental trigonometric identity can be generalized by:
and so it is easily seen that cos p (p−1) (t) ∈ C 1 (R).
and fix some w = w k,n,i,a . Define the functions e = e k,n,i,a ≥ 0 and φ = φ k,n,i,a by:
or equivalently:
Note that the variable φ is well-defined up to π p translations.
Let w satisfy (4.6). Differentiating, substituting and using equation (4.6) we get that φ and e satisfy the following first order IVPs:
e(a) = α The same argument work verbatim if T = T 1 as long as a > 0, while the boundary case deserves some more attention. However, using standard ODE techniques, also in this case it is possible to prove existence, uniqueness and continuous dependence for the solution of (4.6). Although with a different model function T , a similar argument is carried out for example in [Wal98, Section 3]. Thus we have the following Proposition. Also if a = 0, the solution is unique and belongs to C 1 [0, ∞). Moreover, the solution depends continuously on the parameters a ≥ 0, λ > 0, n ≥ 1 and k < 0 in the sense of local uniform convergence of w andẇ in (0, ∞).
Gradient Comparison
With the definitions given in the previous sections, we are ready to state and prove the gradient comparison theorem for the eigenfunction u. Although more technically involved, because we are in a nonlinear setting and need the use of the linearized p-Laplace operator, the proof of this result is similar to the proof of [Krö92, Theorem 1].
Theorem 5.1 (Gradient comparison Theorem). Let M be a compact n-dimensional Riemannian manifold with Ricci curvature bounded from below by (n − 1)k < 0, and possibly with C 2 convex boundary. Let u be a solution to
rescaled in such a way that −1 = min{u} < 0 < max{u} ≤ 1. Let w be a solution of the one dimensional initial value problem:
Proof. Suppose for the moment that ∂M is empty; the modification needed for the general case will be discussed in Remark 5.2. In order to avoid problems at the boundary of [a, b], we assume that
so that we have to study our one dimensional model only on compact subintervals of (a, b), whereẇ is bounded below by a positive constant. Since min{u} = −1, max{u} > 0, we can obtain this by multiplying u by a positive constant ξ < 1. If we let ξ → 1, then the original statement is proved. Using the notation introduced in Section 4, we define the family of functions on M:
for c ≥ 1 2 and K < 0. Since w K,n,i,a depends continuously in the C 1 sense on K, these functions are well-defined and continuous on M if K is sufficiently close to k.
In the following, we consider i, a, λ and n to be fixed parameters, while we will need to let K vary in a neighborhood of k.
Using a contradiction argument, we prove that for every ǫ > 0 sufficiently small, Hereafter, we will assume that u is a C 3 function in a neighborhood ofx, so that F will be a C 2 function in a neighborhood of this point. This is certainly the case if u(x) 0, or if p ≥ 2. If 1 < p < 2 and u(x) = 0, then u has only C 2,α regularity aroundx. However, this regularity issue is easily solved, as we will see in Remak 5.5.
Since we are assuming ∂M = ∅,x is internal maximum point, and thus
Simple algebraic manipulations on equation (5.5) yield to the following relations valid atx:
Using Proposition 3.2 and Corollary 3.3 to estimate the left hand side of inequality (5.6), we get that, atx:
, thus we obtain that, att = (cw) −1 (u(x)):
By direct calculation, using the ODE (4.6) satisfied bycw, this inequality is equivalent to:
which is a contradiction.
Remark 5.2. Analyzing the case with boundary, the only difference in the proof of the gradient comparison is that the pointx may lie in the boundary of M, and so it is not immediate to obtain equation (5.5). However, once this equation is proved, it is evident that P II u F|x ≤ 0 and the rest of proof proceeds as before. In order to prove thatx is actually a stationary point for F, the (nonstrict) convexity of the boundary is crucial. Using a technique similar to the proof of [BQ00, Theorem 8], we prove the following Lemma. Proof. Letn be the outward normal derivative of ∂M.
Sincex is a point of maximum for F k−ǫ,c , we know that all the derivatives of F along the boundary vanish, and that the normal derivative of F is nonnegative ∇F|n ≥ 0 .
Neumann boundary conditions on
By direct calculation we have
Using the definition of second fundamental form II(·, ·) and the convexity of ∂M, we can conclude that
Remark 5.4. Note that Corollary 3.3 is valid for all real n ′ ≥ n, and so also the gradient comparison remains valid if we use model equations with "dimension" n ′ , i.e., if we assumeṪ =
Remark 5.5. As mentioned before, in case 1 < p < 2 and u(x) = 0, we have a regularity issue to address in the proof of the gradient comparison theorem. Indeed, in this case F is only a C 1,α function and Equation (5.6) is not well-defined since there are two diverging terms in this equation. As it can be seen from (5.7), these terms are
However, since ∇u(x) 0, there exists an open neighborhood U ofx such that U \ {u = 0} is open and dense in U. On this set, it is easy to see that these two terms exactly cancel each other, and all the other terms in P II u (F) are well-defined and continuous on U. Thus Equation (5.6) is valid even in this low-regularity context.
It is not difficult to adapt the proof of the previous Theorem in order to compare different functions w k,n,i,a . In particular, we can state the following: Theorem 5.6. For j = 1, 2 let w j = w k,n,i j ,a j be solutions to the one dimensional IVP (4.6) and let b j < ∞ be the first point b j > a j such thatẇ j (b j ) = 0. If
then we have the following comparison for the derivatives:
Proof. This Theorem can be proved directly using a method similar to the one described in the proof of Theorem 5.1. Another method is to define on M = [a 1 , b 1 ] × τ i S n−1 the function u(t, x) = w 1 (t), and use directly Theorem 5.1 to get the conclusion. Note that M might have nonconvex boundary in this case, but since u(t, x) depends only on t, it is easy to find a replacement for Remark 5.2.
Fine properties of the one dimensional model
In this section we study some fine properties of our one dimensional model. In particular, we study the oscillatory behaviour of the functions w depending on λ, i and a. Throughout this section, n and k are fixed, and as usual we set α =
To begin with, it is easy to see that in the model i = 3 there always exists an odd solution w 3,−ā which has maximum and minimum equal to 1 in absolute value. Proof. We use the Prüfer transformation to prove this theorem. For the sake of simplicity, here we write φ for φ i,a . Consider the IVP:
Recall that T 3 (0) = 0, T 3 is odd and it is negative on (0, ∞). By uniqueness of the solution, also φ is an odd function. Moreover, it is easily seen that as long as φ ∈ [−π p /2, π p /2],φ ≥ α. This implies that there exists a −ā ∈ [−π p /(2α), 0] such that φ(−ā) = −π p /2. It is also easy to see that the corresponding solution e(t) to equation (4.11) is even, regardless of the value of e(0). Thus we have proved all the properties we were seeking for w 3,−ā .
This proposition proves that we can always use the gradient comparison Theorem with w 3,−ā as a model function. However, as we will see in the following section, to get a sharp estimate on the eigenvalue we will need a model function w such that min{w} = min{u} = −1 and max{w} = max{u} = u ⋆ .
In order to prove that such a model function always exists, we need to study more properties of the one dimensional model. We begin with some definitions.
Definition 6.2. Given the model function w i,a , we define b(i, a) to be the first value b > a such thatẇ i,a (b) = 0, and set b(a) = ∞ if such a value doesn't exist. Equivalently, b(i, a) is the first value b > a such that
φ i,a (b) = π p
. Define also the diameter of the model function as
and the maximum of the model function a (b(i, a) ) . a) ). In this case, we will see that m(i, a) = 0. An immediate consequence of Proposition 6.1 is that there always exists someā > 0 such that b(3, −ā) < ∞.
In the following, we study the function δ(i, a), in particular its limit as a goes to infinity. As we will see, the finiteness of this limit is related to the oscillatory behaviour of the differential equation. We will find a limiting valueᾱ =ᾱ(k, n) such that for α >ᾱ, δ(i, a) is finite for all i, a; while for α <ᾱ, δ(i, a) = ∞ for i = 1, 2 and lim a→∞ δ(i, a) = ∞. We begin by studying the translation invariant model T = T 2 .
Proposition 6.4. Consider the model T 2 , then there existsᾱ(k, n) for which when α >ᾱ the solution to:
and in particular δ(2, 0) < ∞. While for α ≤ᾱ: Proof. This problem is a sort of damped p-harmonic oscillator. The valueᾱ is the critical value for the damping effect. The proof can be carried out in detail following the techniques used in the next Proposition, whereᾱ is found explicitly in (6.14).
According to whether α >ᾱ or not, the behaviour of the solutions to the models T 1 and T 3 change in a similar fashion. We first describe what happens to the symmetric model, i.e., the model T 3 . Proposition 6.5. There exists a limiting valueᾱ > 0 such that for α >ᾱ the solution w 3,a has an oscillatory behaviour and δ(3, a) < ∞ for every a ∈ R.
For α <ᾱ, instead, we have:
for every a ∈ R. Equivalently, for a sufficiently large
φ 3,a (t) < 0 (6.9) and δ(3, a) = ∞. For α =ᾱ, we have:
Proof. We study the IVP:
We will only prove the claims on δ(3, a), and restrict ourselves to the case a ≥ −ā. The other claims can be proved using a similar argument. Note that if there exists somet such that φ(t) = 0, then necessarilyt ≥ 0 and, for s
Thus b(3, a) (or equivalently δ(3, a)) can be infinite only if φ < 0 indefinitely. Note that eitherφ > 0 always, orφ < 0 for all t large. In fact, at those points whereφ = 0 we have:
(6.12) SinceṪ 3 < 0, and T 3 (t) < 0 for all t > 0, onceφ is negative it can never turn positive again. So φ has always a limit at infinity, finite or otherwise. By simple considerations on the ODE, if b(3, a) = ∞, lim t→∞ φ(t) can only be a solution ψ of:
Since α > 0, it is evident that this equation does not have solutions in [0, π p /2]. Studying the function cos p (p−1) (ψ) sin p (ψ) on −π p /2, 0 , we notice that this function is negative and has a single minimum −l on this interval. Now setᾱ
, (6.14)
so that for α >ᾱ, F(ψ) has a positive minimum, for α =ᾱ, its minimum is zero, and for 0 < α <ᾱ, its minimum is negative.
Case 1: α =ᾱ Before turning to the model T 3 , in this case we briefly discuss what happens in the model T 2 3 , in particular we study the function:
(6.15)
Since α =ᾱ, it is easy to see thatφ 2 ≥ 0 everywhere. Let ψ ∈ −π p /2, 0 be the only solution of F(ψ) = 0. Since ψ satisfies the differential equationψ = F(ψ), by uniqueness we have that φ 2 ≤ ψ everywhere, and thus the function φ 2 is strictly increasing and has a finite limit at infinity:
With this information in mind, we turn our attention back to the model T 3 . In some sense, the bigger a is, the closer the function T 3 (a + t) is to the constant function T 2 . Consider in fact the solution φ 3,a (t), and for convenience translate the independent variable by t → t − a. The function τφ 3,a (t) = φ 3,a (t + a) solves: Case 2: if 0 < α <ᾱ, there are two solutions −π p /2 < ψ 1 < ψ 2 < 0 to equation (6.13). Take ǫ > 0 small enough such that ψ 2 − ǫ > ψ 1 . Thus there exists ǫ ′ > 0 such that
Choose a > A, and consider that, as long as φ 3,a (t) < 0:
Then, by a standard comparison theorem for ODE, φ 3,a ≤ ψ 2 − ǫ always. In particular, lim t→∞ φ 3,a (t) = ψ 1 , and using equation (4.11) we also have It is also evident that, if a > A, δ(3, a) = ∞.
3 recall that this model is translation invariant, so we only need to study the solution φ 2,0 = φ 2 Case 3 If α >ᾱ, then there exists a positive ǫ such thatφ i,a ≥ ǫ for i = 2, 3 and all a ∈ R. Thus with a simple estimate we obtain for i = 2, 3:
Moreover, as in case 1, it is easy to see that φ 3,a (t − a) converges locally uniformly in C 1 to φ 2,0 , and so, in particular:
As for the model T 1 , an analogous argument leads to the following Proposition:
Proposition 6.6. Consider the model T 1 . If α >ᾱ, then the solutions have an oscillatory behavior with φ 1,a (∞) = ∞ and δ(1, a) < ∞ for all a ∈ [0, ∞). If α ≤ᾱ, then φ 1,a has a finite limit at infinity and
Now we turn our attention to the maximum m(i, a) of the model functions w i,a . Our objective is to show that for every possible 0 < u ⋆ ≤ 1, there exists a model such that m(i, a) = u ⋆ . This is immediately seen to be true if α ≤ᾱ. Indeed, in this case we have:
Proof. Proposition 6.1 shows that this is true for u ⋆ = 1. For the other values, we know that if α ≤ᾱ:
(6.25) By equation (6.22) (or a similar argument for α =ᾱ) and using the continuity with respect to the parameters of the solution of our ODE, it is easy to see that:
where a ⋆ is the first value for which δ(3, a ⋆ ) = ∞ (which may be infinite if α =ᾱ). (6.28)
Proof. This proposition is an easy consequence of the convergence property described in the proof of Proposition 6.5. Since m(3, a) is continuous, well defined on the whole real line and invertible, it has to be decreasing.
We have just proved that, for a → ∞, m(3, a) decreases to m 2 . With a similar technique, we can show that, for a → ∞, m 1,a increases to m 2 . In the next section we address the following question: is it possible that u ⋆ < m(1, 0)? Using a volume comparison theorem, we will see that the answer is no. Thus there always exists a model function w i,a that fits perfectly the eigenfunction u.
Maxima of eigenfunctions and volume comparison
In order to prove that (if α >ᾱ) u ⋆ ≥ m(1, 0), we adapt a volume comparison technique which was introduced in [BQ00, Section 6]. For the sake of completeness, in this section we carry out all the proofs in details, however the theorems proved here are very similar to the ones proved in [Val12, Section 6] . We start with the definition of the metric dm obtained as the pull-back of the Riemannian volume. 
Proof. This is a simple application of the gradient comparison Theorem 5.1. Let x 0 be a minimum point of u, i.e. u(x 0 ) = −1, and letx be another point in the manifold. Let γ : [0, l] → M be a unit speed minimizing geodesic from x 0 tox, and define f (t) ≡ u(γ(t)). It is easy to see that
we have that a ≤ w −1 ( f (t)) ≤ a + t, and sinceẇ is increasing in a neighborhood of a, we can deduce thaṫ
By the absolute continuity of u and γ, we can conclude that
| a+s ds = (w(a + t) + 1) .
This means that if
And now we are ready to prove the comparison theorem. Proof. For simplicity, fix k, n, i = 1 and a = 0, and denote w = w k,n,1,0 , m = m(k, n, 1, 0). Define also the measure dν by dν(t) = µ 1 (t)dt. For k ≤ −1/2 p−1 , applying Theorem 7.3 we can estimate
If we set k = −1 + ǫ for ǫ small enough, it follows from Lemma 7.4 that there exist positive constants C and C ′ such that
As an immediate corollary, we get the following proposition, which answers to the question raised at the end of the previous section. Proposition 7.6. Let u : M → R be an eigenfunction of the p-Laplacian, and suppose that α >ᾱ. Then
Proof. Suppose by contradiction that max{u} < m(k, n, i, 0) . Then, by the continuous dependence of solutions of ODE (4.6) on the parameters, there exists n ′ > n (n ′ ∈ R) such that max{u} ≤ m(k, n ′ , i, 0). Note that, since Corollary 3.3 is valid for all n ′ ≥ n, we can still apply the gradient comparison theorem to get
where w = w k,n ′ ,1,0 . Thus also the volume comparison remains valid, but this implies for small ǫ (which means for r ǫ small) Vol(B(x 0 , r ǫ )) ≤ cr n ′ ǫ , which contradicts the assumption that M is n dimensional. Note that the argument applies even in the case where M has a C 2 boundary.
Finally, as a corollary of this Proposition and Proposition 6.11, we get the following. 
(7.2)
Diameter comparison
In this section we study the diameter δ(i, a) = b(i, a) − a as a function of i and a, having fixed n, k and λ. In particular, we are interested in characterizing the minimum possible value for the diameter.
Definition 8.1. For fixed n, k and λ, defineδ by:
By an application of Jensen's inequality, we obtain a simple lower bound on δ(i, a) for i = 1, 2. Proof. We can rephrase the estimate in the following way: consider the solution φ(i, a) of the initial value problem
We start by studying the translation invariant model T 2 . In this case, using separation of variables, we can find the solution φ(2, 0) in an implicit form. Indeed, if α ≤ᾱ, then we have already shown in Proposition 6.5 that δ(i, a) = ∞. If α >ᾱ, we haveφ > 0 and:
,
p−1 is a nonzero constant. Since cos p p−1 (ψ) sin p (ψ) is an odd function, by Jensen's inequality we can estimate
Note that, since T 2 0, this inequality is strict. If i = 1 and α ≤ᾱ, we still have δ(1, a) = ∞ ∀a ≥ 0. On the other hand, if α >ᾱ we can use the fact thaṫ T 1 > 0 to compare the solution φ(1, a) with a function easier to study. Let t 0 be the only value of time for which φ(1, a)(t 0 ) = 0. Then it is easily seen that:
p−1 . Using a standard comparison theorem for ODE, we know that, for t > a
where ψ is the solution to the IVP
If we define c(a) to be the first value of time c > a such that ψ(c) = π p /2, then we have b(2, a) ≥ c(a). Using separation of variables and Jensen's inequality as above, it is easy to conclude that:
Remark 8.3. For the odd solution φ 3,−ā , it is easy to see thatφ ≥ α on [−ā,ā] with strict inequality on (−ā, 0) ∪ (0,ā). For this reason:
and soδ is attained for i = 3.
In the following proposition we prove thatδ = δ(3, −ā), and for all a ā the strict inequality δ(3, a) >δ holds.
Proposition 8.4. For all a ∈ I 3 = R:
with strict inequality if a −ā.
Proof. The proof is based on the symmetries and the convexity properties of the function T 3 . Fix any a > −ā (with an analogue argument it is possible to deal with the case a < −ā), and set ψ + (t) = φ 3,a (t) , ϕ(t) = φ 3,−ā (t) , ψ − (t) = −ψ + (−t) .
We study these functions only when their range is in [−π p /2, π p /2], and since we can assume that b(3, a) < ∞, we know thatψ ± > 0 on this set (see the proof of Proposition 6.5). Using the symmetries of the IVP (4.10), it is easily seen that the function ϕ is an odd function and that ψ − is still a solution to (4.10). In particular:
ψ − (t) = φ 3,−b(3,a) (t) .
Note that by comparison, we always have ψ − (t) > ϕ(t) > ψ + (t). Since all functions have positive derivative, we can study their inverses: By symmetry, we restrict our study to the set φ ≥ 0, or equivalently m ≥ 0. Note that m satisfies the following ODE:
.
Fix some α, β ∈ R + and consider the function:
. (8.8)
Sharp estimate
Now we are ready to state and prove the main Theorem on the spectral gap. where S n−1 is the standard n-dimensional Riemannian sphere of radius 1. It is easy to see that the diameter of this manifold satisfies
and so it converges to d as i converges to infinity. Moreover, using standard computations it is easy to see that the Ricci curvature of M i is bounded below by (n − 1)k and that the boundary ∂M i = {a, b} × S n−1 of the manifold is geodesically convex (for a detailed computation, see for example [Mil11, Section 5]). As mentioned in Remark 4.3, the function u(t, x) = w 3,d/2 (t) is a Neumann eigenfunction of the p-Laplace operator relative to the eigenvalueλ. Since evidently the functionλ(n, k, d) is continuous with respect to d, sharpness follows easily.
