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Matheus, Kelfânio, Ĺıgia, Diego, Saul e Ianne, pessoas que também tiveram um papel
fundamental na minha graduação e que passaram a fazer parte desta famı́lia estat́ıstica
ao longo do tempo.
Aos professores do CNEC, por terem me dado uma boa base, em especial ao professor
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Resumo
A análise de regressão é uma das técnicas estat́ısticas mais utilizadas para investigar
o comportamento de uma variável resposta quando o mesmo é influenciado por um con-
junto de outras variáveis. Modelos de regressão beta são adequados para os casos em que
a variável resposta está restrita ao intervalo (0, 1), a exemplo de taxas e proporções. O
modelo de regressão beta com dispersão variável, que é o foco deste trabalho, é um tanto
geral e contêm duas estruturas de regressão, a saber: para a média e dispersão/precisão.
Estas estruturas de regressão contêm covariáveis, parâmetros desconhecidos e funções de
ligação que permitem a modelagem dos parâmetros de interesse. Neste trabalho aborda-
mos tanto a aplicação prática quanto teórica do modelo de regressão beta com dispersão
variável. Em relação a abordagem prática, um dos nossos primeiros objetivos foi de ava-
liar e explicar a proporção de crianças obesas beneficiadas pelo Programa Bolsa Famı́lia
nas regiões do Brasil através de variáveis relacionadas as condições sociais, econômicas,
demográficas e nutricionais dos beneficiários do Bolsa Famı́lia nos munićıpios brasileiros.
O principal resultado encontrado foi que em duas das cinco regiões do Brasil, a variável
gasto per capita com o Bolsa Famı́lia foi significativa e apresentou influência positiva na
obesidade, ou seja, nos munićıpios destas duas regiões que mais receberam benef́ıcios do
Bolsa Famı́lia houve uma tendência a apresentar uma maior proporção de crianças obe-
sas, resultado este bastante preocupante e que exige atenção. Ainda abordando o tema
obesidade, um segundo objetivo nosso foi de avaliar a proporção de adultos obesos nos
Estados Unidos. Para isto, consideramos algumas variáveis relacionadas as condições so-
ciais e nutricionais da população de 50 estados daquele páıs. Os resultados revelaram que
os estados com maiores porcentagens de inatividade f́ısica tenderam a apresentar uma
maior proporção de indiv́ıduos obesos, enquanto que os estados com maior escore de bem-
estar tenderam a ter uma menor proporção. Adicionalmente, estimamos o impacto da
inatividade f́ısica sobre a proporção média de adultos obesos e os resultados revelaram
que o efeito deste impacto apresenta forma positiva para todos os posśıveis valores de
inatividade f́ısica. Por fim, um dos nossos últimos objetivos, agora abordando o enfoque
teórico, foi de avaliar os efeitos de erros de especificação nas inferências do modelo de re-
gressão beta com dispersão variável. Para a avaliação destes erros realizamos um estudo
de simulação considerando diferentes cenários. Os resultados destas simulações revelaram
que os erros de especificação envolvendo a estrutura de regressão do parâmetro de pre-
cisão apresentaram uma influência considerável nas inferências do modelo, indicando uma
necessidade de maior atenção na modelagem desta estrutura.




Regression analysis is one of the statistical techniques widely used to investigate the
behavior of a response variable when it is influenced by a set of other variables. Beta
regression models are suitable for cases where the response variable is restricted to the
interval (0, 1), such as rates and proportions. The beta regression model with varying dis-
persion, which is the focus of this work, is somewhat general and contains two regression
structures, namely: for the mean and dispersion/precision. These regression structures
contain covariates, unknown parameters and link functions that allow the modeling of
the parameters of interest. In this work we approach both the practical and theoretical
application of the beta regression model with varying dispersion. Regarding the practi-
cal approach, one of our first objectives was to evaluate and explain the proportion of
obese children benefited by the Bolsa Famı́lia Program in the regions of Brazil through
variables related to the social, economic, demographic and nutritional conditions of Bolsa
Famı́lia recipients in the municipalities of Brazil. The main result was that in two of the
five regions of Brazil, the variable per capita spending with Bolsa Famı́lia was significant
and had a positive influence on obesity, that is, in the municipalities of the two regions
that received the most Bolsa Famı́lia benefits, there was a tendency to present a higher
proportion of obese children, a result that is very worrying and requires attention. Still
addressing the obesity topic, a second objective was to evaluate the proportion of obese
adults in the United States. For this, we consider some variables related to the social and
nutritional conditions of the population of 50 states in that country. The results showed
that the states with the highest percentages of physical inactivity tended to present a
higher proportion of obese individuals, whereas states with higher values of well-being
score tended to have a lower proportion. Additionally, we estimated the impact of physi-
cal inactivity on the average proportion of obese adults and the results showed that the
effect of this impact is positive for all possible values of physical inactivity. Finally, one of
our last objectives, now considering the theoretical approach, was to evaluate the effects of
specification errors on the inferences of the beta regression model with varying dispersion.
For the evaluation of these errors we performed a simulation study considering different
scenarios. The results of these simulations showed that the specification errors involving
the regression structure of the precision parameter had a considerable influence on the
model inferences, indicating a need for more attention in the modeling of this structure.
Keywords: Beta regression model; obesity; misspecification, varying dispersion.
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A análise de regressão é uma técnica estat́ıstica adequada para avaliar a relação de
dependência de uma variável, denominada variável dependente ou resposta, em relação a
uma ou mais variáveis, denominadas variáveis independentes ou explicativas. Esta técnica
permite estimar e/ou prever o valor médio da variável resposta em termos de valores co-
nhecidos ou fixados das variáveis explicativas, sendo posśıvel a realização de inferências a
respeito do fenômeno em estudo. Caso o modelo escolhido não seja adequado, inferências
imprecisas, e consequentemente conclusões equivocadas, podem vir a ocorrer.
Um dos modelos mais utilizados em diversas análises é o modelo de regressão normal
linear, porém o mesmo torna-se inapropriado quando a variável resposta está restrita ao
intervalo unitário (0, 1), a exemplo de taxas e proporções cont́ınuas. Dados desta natu-
reza não se distribuem sobre todos os reais, que é o domı́nio da distribuição normal, e
geralmente apresentam assimetria, fazendo com que inferências baseadas na suposição de
normalidade possam estar incorretas. Além disso, o uso desta técnica de regressão para
modelar taxas e proporções pode fazer com que o modelo ajustado gere valores preditos
para a variável resposta que excedam os limites de seu intervalo. Baseado nisso, uma
das práticas mais utilizadas é a transformação da variável dependente para que a mesma
possa assumir valores na reta real, e posterior modelagem de sua média através do modelo
normal linear. Porém, essa solução apresenta alguns intervenientes, como o fato de que
os parâmetros do modelo podem não ser facilmente interpretados em termos da variável
original, e que algumas suposições ainda podem estar sendo violadas.
Kieschnick e McCullough (2003) analisaram a aplicação de sete diferentes tipos de
modelos de regressão que usualmente são utilizados para analisar taxas e proporções. Os
modelos considerados no estudo foram o modelo normal linear, o modelo normal não-
linear, o modelo normal censurado (modelo Tobit), o modelo logito e os modelos que
usam a distribuição beta, simplex e de quasi-verossimilhança. O objetivo principal do
estudo foi de analisar o comportamento de duas bases de dados, cuja variável resposta
estava restrita ao intervalo (0, 1), ao efeito da violação das suposições de cada modelo,
além comparar as estimativas e inferências obtidas para então se determinar qual dos
modelos melhor descreveria os dados considerados. Os autores chegaram a conclusão de
que modelos baseados na distribuição beta e de quasi-verossimilhança se mostraram supe-
riores nas análises realizadas, com a ressalva de que os modelos baseados na distribuição
beta seriam mais recomendados caso o tamanho amostral não justificasse a aproximação
por quasi-verossimilhança.
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Smithson e Verkuilen (2006) fizeram comparações entre modelos baseados na distri-
buição beta e técnicas alternativas (como o uso de modelos baseados na distribuição
normal) para se modelar variáveis que se distribuem em um intervalo limitado na reta.
Segundo os autores, modelar variáveis limitadas é particularmente dif́ıcil, principalmente
quando os valores da variável estão concentrados próximos a um dos limites do intervalo.
Além disto, muitos pesquisadores acreditam que as suposições do modelo normal linear
são robustas a violações, visão esta que pode levar a conclusões equivocadas à respeito do
fenômeno em estudo. Os autores ainda afirmam que a abordagem considerando a distri-
buição beta é uma alternativa eficaz a distribuição normal, particularmente para variáveis
que são limitadas acima e abaixo. De acordo com Cribari-Neto e Zeleis (2010), a principal
motivação para o uso de modelos de regressão baseados na distribuição beta para modelar
variáveis limitadas está na flexibilidade da distribuição. A densidade beta pode assumir
diferentes formas, dependendo apenas da combinação dos valores dos parâmetros que a
indexam.
Baseado nestes fatos, o modelo de regressão beta proposto por Ferrari e Cribari-Neto
(2004) é uma abordagem eficaz para se modelar variáveis que se distribuem no intervalo
unitário (0, 1). Este modelo de regressão assume que a variável resposta possui distri-
buição beta e que sua média é relacionada a um preditor linear por meio de uma função
de ligação, preditor este que contém covariáveis e parâmetros de regressão desconhecidos.
Este modelo também é indexado por um parâmetro de dispersão, que pode variar ao longo
das observações, podendo também ser modelado em termos de covariáveis, parâmetros
desconhecidos e uma função de ligação (SIMAS et al., 2010). Uma das principais van-
tagens do uso deste modelo de regressão é justamente a possibilidade de se modelar a
variabilidade da variável resposta de maneira natural e expĺıcita, sendo um artif́ıcio útil
na identificação de fontes de variação do fenômeno em estudo.
Neste contexto, este trabalho apresenta como objetivo principal a apresentação de
resultados práticos e teóricos no modelo de regressão beta com dispersão variável. Em
relação ao enfoque prático direcionamos nosso objetivo a duas bases de dados. Na pri-
meira, o nosso interesse consistiu em avaliar os fatores que influenciaram na situação
nutricional de crianças beneficiárias do Programa Bolsa Famı́lia nas regiões do Brasil, já
que alguns estudos revelaram que a maior parte do benef́ıcio recebido mensalmente pelas
famı́lias beneficiárias era gasto com alimentação e que uma das principais mudanças ocor-
ridas nos hábitos alimentares destas famı́lias foi o aumento no consumo de alimentos com
maior densidade calórica e menor valor nutritivo, influenciando diretamente na situação
nutricional das crianças pertencentes as mesmas. Em relação ao segundo enfoque prático,
ainda abordando o tema obesidade, avaliamos os fatores que influenciaram na obesidade
adulta nos Estados Unidos, uma vez que esse páıs está entre as nações desenvolvidas que
mais sofrem com os problemas relacionados a este tema. No que diz respeito ao enfoque
teórico, avaliamos através de um estudo de simulação os efeitos de diferentes erros de
especificação nas inferências do modelo de regressão beta com dispersão variável, pois
ao se realizar qualquer análise de regressão esperamos que o modelo ajustado represente
adequadamente a realidade do fenômeno em estudo, porém caso a especificação do modelo
escolhido esteja incorreta, inferências imprecisas podem vir a ocorrer.
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O presente trabalho encontra-se organizado em cinco caṕıtulos. Os Caṕıtulos 2, 3, e
4 são auto-suficientes, ou seja, cada caṕıtulo pode ser lido separadamente, em qualquer
ordem. Desta forma, algumas notações e resultados são apresentados mais de uma vez.
No Caṕıtulo 2, avaliamos e explicamos a proporção de crianças obesas, entre 0 e 5 anos
de idade, beneficiadas pelo Programa Bolsa Famı́lia no ano de 2014, e identificamos para
cada uma das 5 regiões do Brasil os fatores que influenciaram na obesidade desses in-
div́ıduos através de variáveis relacionadas as condições sociais, econômicas, demográficas
e nutricionais dos beneficiários do Programa Bolsa Famı́lia nos munićıpios brasileiros.
No Caṕıtulo 3 modelamos a proporção de adultos obesos nos Estados Unidos, para o
ano de 2014, considerando indiv́ıduos que apresentaram IMC (́Indice de Massa Corporal)
maior ou igual a 30.0 kg/m2. Para isto, consideramos algumas covariáveis, tais como por-
centagem de adultos fisicamente inativos, porcentagem de adultos que consumiam vegetais
menos de uma vez ao dia, porcentagem de fumantes de cigarro, porcentagem de residentes
desempregados ou empregados em tempo parcial, taxa de insegurança alimentar, escore
de bem-estar e porcentagem de residentes que não tinham cobertura do seguro de saúde.
Vale salientar que toda a análise estat́ıstica foi baseada em 50 observações referentes aos
estados dos Estados Unidos. Adicionalmente, estimamos o impacto da inatividade f́ısica
sobre a proporção média de adultos obesos.
No Caṕıtulo 4, avaliamos os efeitos de alguns erros de especificação nas inferências
do modelo de regressão beta com dispersão variável. Para isto, um estudo de simulação
foi realizado. Neste estudo, a variável resposta foi gerada com distribuição beta assu-
mindo covariáveis e funções de ligação conhecidas, em sequência o modelo foi ajustado
sob a especificação correta e incorreta considerando seis tipos de erros de especificação.
Avaliamos os efeitos destes erros através de taxas de rejeição e taxas de cobertura em
relação a um dos parâmetros do submodelo da média e, além disso, avaliamos também o
viés relativo e o erro quadrático médio em relação às estimativas das respostas médias.
Realizamos ainda uma aplicação a dados reais com o objetivo de verificar na prática os
efeitos de diferentes formas de especificação nas inferências do modelo de regressão beta
com dispersão variável.
Por fim, no último caṕıtulo apresentamos as conclusões, considerações finais e posśıveis
direcionamentos para trabalhos futuros. Vale salientar que todas as análises aqui realiza-
das foram feitas utilizando o software estat́ıstico R (R DEVELOPMENT CORE TEAM,




Avaliação da proporção de crianças obesas benefi-
ciadas pelo Programa Bolsa Famı́lia nas regiões do
Brasil
2.1 Introdução
A obesidade é um dos problemas de saúde publica cada vez mais comuns nos dias
atuais e que afeta toda a população independente de sexo, faixa etária ou classe social.
O Ministério da Saúde define a obesidade como sendo uma doença crônica caracterizada
pelo excesso de gordura corporal, que causa prejúızos à saúde do indiv́ıduo. Este pro-
blema pode estar relacionado principalmente com a alimentação, falta de exerćıcios f́ısicos
ou fatores genéticos e que pode desencadear outras doenças mais graves como diabetes e
doenças cardiovasculares (BRASIL, 2015).
Essa questão têm se tornado ainda mais preocupante por atingir crianças e adoles-
centes em grande escala. Segundo a Organização Mundial de Saúde (OMS), a obesidade
infantil é um problema global que está atingindo muitos páıses de baixa e média renda,
sendo que em 2013, o número de crianças com excesso de peso com idade inferior a cinco
anos estava estimado em mais de 42 milhões, sendo que 31 milhões vivendo em páıses em
desenvolvimento (WORLD HEALTH ORGANIZATION, 2015).
No Brasil, segundo dados divulgados pela Secretaria de Direitos Humanos da Pre-
sidência da República em um estudo sobre a alimentação adequada de crianças e ado-
lescentes, apenas 1.9% das crianças com menos de 5 anos de idade apresentaram baixo
peso. Em contrapartida, constatou-se 7.3% das crianças nessa faixa etária com excesso
de peso, resultados esses referentes ao ano de 2006. Além do mais, segundo esse mesmo
estudo, o estado nutricional na primeira infância repercute na vida adulta, e a incidência
de obesidade em adultos têm crescido nos últimos anos em todas as regiões brasileiras
(BRASIL, 2015).
Nesse contexto, diversos estudos buscaram um maior aprofundamento no tema da
obesidade infantil. Abrantes et al. (2002) realizaram um estudo sobre a prevalência
de sobrepeso e obesidade em crianças e adolescentes das Regiões Nordeste e Sudeste, e
conclúıram que a prevalência de obesidade foi maior em crianças do que em adolescen-
tes. Além do mais, a Região Sudeste apresentou uma maior prevalência de crianças obesas
comparada à Região Nordeste. Moreira et al. (2012) objetivaram identificar a prevalência
de excesso de peso e sua associação com fatores econômicos, biológicos e maternos em me-
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nores de 5 anos da região semiárida do estado de Alagoas. Contudo, não foi evidenciada
associação significativa entre o excesso de peso e as variáveis socioeconômicas estudadas.
Oliveira et al. (2011) afirmaram que o governo brasileiro vem implantando progra-
mas de transferência de renda, como o Programa Bolsa Famı́lia, partindo do fato de que
um incremento na renda familiar pode promover uma melhora no estado nutricional das
crianças que nelas vivem. Segundo Segall-Corrêa et al. (2008), as poĺıticas de trans-
ferência de renda podem exercer um papel fundamental na melhoria das condições sociais
da população, principalmente entre aquelas pessoas que se encontram em situação de ex-
trema pobreza.
Neste cenário, um dos principais programas de transferência de renda é o Programa
Bolsa Famı́lia. Criado em 2003 no governo do então presidente Lula, o Bolsa Famı́lia
beneficia famı́lias em situação de pobreza e extrema pobreza em todo o páıs e integra o
Plano Brasil sem Miséria, que tem como foco de atuação os milhões de brasileiros com
renda familiar per capita inferior a R$ 77.00 mensais e está baseado na garantia de renda,
inclusão produtiva e no acesso aos serviços públicos (BRASIL, 2015). O Programa Bolsa
Famı́lia é reconhecido internacionalmente como o maior programa de transferência de
renda do mundo.
Segundo uma pesquisa realizada em 2008 pelo Instituto Brasileiro de Análises Sociais
e Econômicas, IBASE, com titulares do Cartão Bolsa Famı́lia, a maior parte do beneficio
recebido mensalmente era gasto principalmente com alimentação, e que uma das princi-
pais mudanças ocorridas nos hábitos alimentares após o recebimento deste aux́ılio foi o
aumento no consumo de açúcares, 78% dos titulares disseram que passaram a comprar
mais desse grupo alimentar. A pesquisa também concluiu que no geral, o que prevalece
na decisão de consumo da dieta das famı́lias são os alimentos de maior densidade calórica
e menor valor nutritivo, contribuindo para o aumento da prevalência de excesso de peso
e obesidade (IBASE, 2008).
Diversos autores buscaram associar o Programa Bolsa Famı́lia à situação nutricional
dos beneficiários. Lima et al. (2011) apresentaram como objetivo em seu estudo a veri-
ficação do estado nutricional da população adulta beneficiária do Programa Bolsa Famı́lia
no munićıpio de Curitiba, no estado do Paraná, e observaram uma prevalência de sobre-
peso e obesidade em 56% dessa população. Cabral et al. (2013) estudaram beneficiários
desse mesmo programa em Maceió, no estado de Alagoas, e encontraram alta prevalência
de desnutrição em crianças e adolescentes, mas excesso de peso em adultos. Acreditou-se
no estudo que o excesso de peso tenha sido influenciado pelo aumento no consumo de
alimentos com alta densidade energética, devido a renda extra proveniente do benef́ıcio.
Saldiva et al. (2010) avaliaram as condições de saúde e nutrição de crianças menores
de cinco anos e associaram a qualidade do consumo alimentar aos beneficiários do Bolsa
Famı́lia de um munićıpio do semiárido brasileiro. Um aspecto relevante identificado no
estudo foi o consumo excessivo de guloseimas associado positivamente com crianças que
pertenciam às famı́lias beneficiárias. Baseado neste resultado, foi formulada a hipótese
de que com o aumento da renda mensal, as famı́lias passaram a consumir mais alimentos
com baixo valor nutricional. Cotta e Machado (2013), Monteiro et al. (2014), Silva (2011)
e Wolf e Filho (2014) também apresentaram como objetivo em seus estudos a avaliação
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da situação nutricional de beneficiários do Programa Bolsa Famı́lia.
Baseado nestes fatos, o nosso objetivo neste caṕıtulo é avaliar e explicar a proporção
de crianças obesas, entre 0 e 5 anos de idade, beneficiadas pelo Programa Bolsa Famı́lia
no ano de 2014, e identificar para cada uma das cinco regiões do Brasil os fatores que
influenciam na obesidade desses indiv́ıduos através de variáveis relacionadas às condições
sociais, econômicas, demográficas e nutricionais dos beneficiários do Bolsa Famı́lia nos
munićıpios brasileiros. Como a variável de interesse é uma proporção, é necessário o uso
de modelos apropriados para essas situações. Para isso, utilizamos o modelo de regressão
beta proposto por Ferrari e Cribari-Neto (2004). A classe de modelos de regressão beta
tem como objetivo permitir a modelagem de respostas que pertencem ao intervalo (0, 1),
por meio de uma estrutura de regressão que contém uma função de ligação, covariáveis e
parâmetros desconhecidos.
O presente caṕıtulo encontra-se dividido em cinco seções. A Seção 2 apresenta o mo-
delo de regressão beta. Uma breve descrição dos dados encontra-se na Seção 3. Na Seção
4 são apresentados os modelos de regressão beta ajustados considerando as cinco regiões
brasileiras. Por último, na Seção 5 encontram-se as conclusões e considerações finais do
caṕıtulo.
2.2 Modelo de regressão beta
A classe de modelos de regressão beta é comumente utilizada em modelagens de
variáveis que assumem valores no intervalo unitário (0, 1). Ferrari e Cribari-Neto (2004),
Kieschnick e McCullough (2003), Ospina et al. (2006) e Paolino (2001) utilizaram modelos
de regressão para situações em que a variável resposta segue distribuição beta. Em tais
modelos, assume-se que a resposta média é relacionada com um preditor linear por meio
de uma função de ligação. O preditor linear envolve covariáveis e parâmetros de regressão
desconhecidos. Estes modelos também são indexados por um parâmetro de dispersão, que
em certas situações pode variar ao longo das observações (ALMEIDA JUNIOR; SOUZA,
2015; CRIBARI-NETO; SOUZA, 2012, 2013; ESPINHEIRA et al., 2008a, 2008b; SILVA;
SOUZA, 2014; SIMAS et al., 2010; SMITHSON; VERKUILEN, 2006).
Ferrari e Cribari-Neto (2004) propuseram uma parametrização alternativa para a den-
sidade beta que permite a modelagem da média da resposta através de uma estrutura de
regressão e que envolve também um parâmetro de precisão. A função de densidade beta




yµφ−1(1− y)(1−µ)φ−1, 0 < y < 1, (2.1)
em que 0 < µ < 1 e φ > 0. Aqui, E(y) = µ e var(y) = V (µ)
1+φ
, sendo V (µ) = µ(1 − µ),
a “função variância”, µ é a média da variável resposta e φ pode ser interpretado como o
parâmetro de precisão.
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Sejam y1, ..., yn variáveis aleatórias independentes, em que cada yt, t = 1, ..., n, segue
a densidade apresentada em (2.1) com média µt e parâmetro de precisão φt sendo desco-
nhecidos, o modelo de regressão beta (FERRARI; CRIBARI-NETO, 2004) assume que a




xtiβi = ηt, (2.2)
em que β = (β1, ..., βk)
> é um vetor de parâmetros de regressão desconhecidos (β ∈ Rk),
xt1, ..., xtk são observações de k covariáveis, ηt é o preditor linear e g(·) é uma função
estritamente monótona e duas vezes diferenciável, com domı́nio em (0, 1) e imagem em
R, denominada função de ligação. Portanto µt = g−1(ηt) e var(yt) = µt(1 − µt)/(1 + φ).
Além disso, podemos considerar ainda que o parâmetro de precisão φt varia ao longo
das observações (SIMAS et al., 2010). Deste modo, podemos admitir que a estrutura de




ztjγj = ϑj, (2.3)
em que γ = (γ1, ..., γq)
> é um vetor de parâmetros desconhecidos, zt1, ..., ztq são ob-
servações de q covariáveis (k + q<n) assumidas fixas e conhecidas e h(·) é uma função
estritamente monótona e duas vezes diferenciável que mapeia os pontos positivos da reta.
Há várias posśıveis escolhas para as funções de ligação g(·) e h(·). Entre elas podemos






ou a função probit
g(µ) = Φ−1(µ), (2.5)
em que Φ(·) é a função acumulada da distribuição normal padrão, entre outras. Para
maiores detalhes sobre as funções de ligação ver McCullagh e Nelder (1989).






`t(µt, φt) = log Γ(φt)− log Γ(µtφt)− log Γ((1− µt)φt) + (µtφt − 1) log yt (2.7)
+ {(1− µt)φt − 1} log(1− yt).
Como os estimadores de máxima verossimilhança de β e γ não possuem forma fechada,
eles precisam ser obtidos numericamente maximizando a função de log-verossimilhança
através de um algoritmo de maximização não-linear. Usualmente, utiliza-se o método
quasi-Newton BFGS (PRESS et al., 1992). Para maiores detalhes inferenciais e expressões
matriciais do vetor escore e da matriz de informação de Fisher, ver Simas et al. (2010).
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Sob certas condições de regularidade, temos que, para tamanhos de amostras grandes,












aproximadamente, sendo β̂ e γ̂ os estimadores de máxima verossimilhança de β e γ, res-
pectivamente, e K−1 é a inversa da matriz de informação de Fisher.
2.3 Descrição dos dados
A descrição das variáveis utilizadas nesse estudo está apresentada na Tabela 2.1. As
fontes de dados consultadas foram o Atlas do Desenvolvimento Humano no Brasil, o Mi-
nistério do Desenvolvimento Social e Combate à Fome (MDS), o Sistema de Vigilância
Alimentar e Nutricional (SISVAN), o Departamento de Informática do Sistema Único de
Saúde (DATASUS) e o Instituto Brasileiro de Geografia e Estat́ıstica (IBGE). Vale sali-
entar que através de uma extensa pesquisa bibliográfica, selecionamos para esse estudo
algumas das variáveis dispońıveis nestas fontes de dados que poderiam ter relação com a
variável resposta e com o contexto proposto.
Tabela 2.1: Descrição das variáveis utilizadas.
Variáveis Definição
OB2014 Proporção de crianças beneficiadas pelo Programa Bolsa
Famı́lia entre 0 e 5 anos de idade com obesidade em 2014
OB2010 Proporção de crianças beneficiadas pelo Programa Bolsa
Famı́lia entre 0 e 5 anos de idade com obesidade em 2010
SB2010 Proporção de crianças beneficiadas pelo Programa Bolsa
Famı́lia entre 0 e 5 anos de idade com sobrepeso em 2010
GPER Gasto com assistencialismo per capita em 2014 (Programa
Bolsa Famı́lia)
RENDA Renda per capita em 2010
POBRES Percentual de pobres em 2010
IDH Índice de Desenvolvimento Humano em 2010
TDES Taxa de desemprego em 2010
GINI Índice de Gini em 2010
MI Taxa de Mortalidade Infantil em 2010
ANBT Taxa de Analfabetismo entre pessoas acima de 15 anos de
idade em 2010
PIB Produto Interno Bruto per capita em 2011
POP População estimada do munićıpio em 2014
DU Variável dummy : 1 se POP > 50000 habitantes, 0 caso
contrário
Na Tabela 2.2, encontram-se algumas estat́ısticas descritivas como mı́nimo, primeiro
quartil (Q1/4), mediana, média, terceiro quartil (Q3/4), máximo e coeficiente de variação
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(CV) das variáveis. Essas estat́ısticas são baseadas em 4957 observações referentes a uma
amostra dos 5571 munićıpios brasileiros. Com base nas suas análises algumas conclusões
podem ser feitas a respeito das variáveis. Em relação a variável obesidade no ano de
2014, o valor máximo encontrado foi de 0.9074, ou seja, no munićıpio correspondente a
esse valor cerca de 91% das crianças que receberam o benef́ıcio do Programa Bolsa Famı́lia
apresentaram obesidade, enquanto que 75% dos munićıpios obtiveram valores para essa
mesma variável inferiores ou iguais a 0.1111. Já considerando o ano de 2010, 25% dos
munićıpios obtiveram um percentual de obesos menor ou igual a 5.36%. Em relação ao
sobrepeso, o valor máximo encontrado foi de 0.4462. Vale destacar que estas variáveis são
referentes as informações das crianças acompanhadas pelo Sistema de Gestão do Bolsa
Famı́lia.
Tabela 2.2: Estat́ısticas descritivas das variáveis utilizadas.
Variáveis Mı́nimo Q1/4 Mediana Média Q3/4 Máximo CV(%)
OB2014 0.0045 0.0588 0.0818 0.0919 0.1111 0.9074 61.64
OB2010 0.0039 0.0536 0.0779 0.0897 0.1087 0.8994 66.99
SB2010 0.0041 0.0629 0.0806 0.0853 0.1013 0.4462 42.17
GPER 2.30 65.75 132.30 155.80 234.70 2839.00 70.69
RENDA 96.25 274.20 441.94 476.24 630.12 2043.74 49.18
POBRES 0.42 7.82 20.57 24.43 39.62 78.59 73.23
IDH 0.4200 0.6000 0.6600 0.6550 0.7100 0.8600 10.93
TDES 0.10 4.10 6.05 6.59 8.34 39.15 55.06
GINI 0.32 0.46 0.50 0.49 0.54 0.80 12.76
MI 8.49 14.10 17.40 19.65 24.30 46.80 36.48
ANBT 1.04 8.49 13.98 16.68 24.80 44.40 58.80
PIB 2462.00 5594.00 10208.00 13765.00 16622.00 387137.00 116.43
POP 1000 6207 12702 36773 26640 6453682 401.46
A variável gasto per capita com o Programa Bolsa Famı́lia no ano de 2014 foi obtida
dividindo-se os gastos, em reais, com o referido programa assistencialista pela população
estimada dos munićıpios no ano considerado. Com isso, temos que 50% dos munićıpios
apresentaram um gasto per capita com o referido programa assistencialista menor ou igual
a R$132.30, enquanto que o valor máximo encontrado foi de R$2839.00. Considerando o
percentual de pobres, temos que os valores de mı́nimo e máximo foram 0.42% e 78.59%,
respectivamente.
O Índice de Desenvolvimento Humano (IDH) médio encontrado foi de 0.6550, en-
quanto que o coeficiente de variação foi igual a 10.93%, indicando uma baixa dispersão
da variável. No caso do Índice de Gini (GINI), que de acordo com a fonte consultada
(http://atlasbrasil.org.br/2013/pt/) mede o grau de desigualdade na distribuição
de indiv́ıduos segundo a renda domiciliar per capita, o valor médio encontrado foi de 0.49,
sendo que o valor 0 corresponde a quando não há desigualdade (a renda domiciliar per
capita de todos os indiv́ıduos tem o mesmo valor) e o ı́ndice tende a 1 a medida que essa
desigualdade aumenta. Já em relação a taxa de desemprego, o valor médio encontrado
foi de 6.59 com coeficiente de variação igual a 55.06%, indicando uma alta dispersão da
variável. Para a variável mortalidade infantil, que considera o número de crianças que
não deverão sobreviver ao primeiro ano de vida em cada 1000 crianças nascidas vivas,
temos que 75% dos munićıpios apresentaram um valor menor ou igual a 24.30, ou seja,
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a cada 1000 crianças nascidas vivas, cerca de 25 não irão sobreviver ao primeiro ano de
vida. O valor mı́nimo para o Produto Interno Bruto per capita corresponde a R$2462.00.
Enquanto que 75% das observações apresentaram uma taxa de analfabetismo menor ou
igual a 24.80.
Considerando a variável população, temos que o valor médio foi de 36773 habitantes.
Com o objetivo de complementar a análise sobre a influência do número de habitantes no
estudo, foi criada a variável dummy, DU , que classifica os munićıpios como urbanos ou
rurais. Neste estudo, assim como em Souza e Cribari-Neto (2013), o munićıpio é classi-
ficado como urbano se sua população estimada no ano de 2014 exceder 50000 habitantes
(DU = 1), e é classificado como rural caso contrário (DU = 0). Dos 4957 munićıpios
considerados, 624 foram classificados como urbanos, representado um percentual de apro-
ximadamente 12.59% do total de munićıpios.
Destacamos que a maior proporção de crianças obesas no ano de 2014 foi encontrada
no Estado do Maranhão, no munićıpio de Paulo Ramos, enquanto que em Tumiritinga
(Minas Gerais) foi encontrada a menor proporção. Já em relação ao sobrepeso infantil,
a cidade de Calçado (Pernambuco) apresentou o maior valor. Para a variável gasto per
capita, Campo dos Goytacazes e Carapebus, ambos no Estado do Rio de Janeiro, tiveram
o maior e o menor gasto per capita com o Programa Bolsa Famı́lia, respectivamente.
O munićıpio de Fernando Prestes (São Paulo) registrou o menor percentual de pobres
para o ano de 2010, enquanto que Uiramutã, em Roraima, registrou o maior percentual
para essa mesma variável. Santa Terezinha, no Estado de Santa Catarina, e Campo Ale-
gre do Fidalgo, no Piaúı, registraram os valores de mı́nimo e máximo para a variável taxa
de desemprego, respectivamente. O menor Produto Interno Bruto per capita encontrado,
no ano de 2011, corresponde a cidade de Curralinho (Pará), enquanto que a maior taxa
de analfabetismo para 2010, corresponde a Alagoinha do Piaúı (Piaúı).
2.4 Especificação dos modelos
Nesta seção apresentamos as modelagens referentes à proporção de crianças obesas
beneficiadas pelo Programa Bolsa Famı́lia para o ano de 2014 nas cinco regiões do Brasil.
Aqui o interesse consiste em explicar a proporção de crianças obesas por região e, para
isso, utilizamos o modelo de regressão beta proposto por Ferrari e Cribari-Neto (2004) que
é adequado para os casos em que a variável resposta é uma proporção, ou seja, restrita
ao intervalo (0, 1). O procedimento computacional foi desenvolvido utilizando o pacote
betareg (CRIBARI-NETO; ZELEIS, 2010) do software estat́ıstico R (KLEIBER; ZE-
LEIS, 2008; R DEVELOPMENT CORE TEAM, 2014).
Na seleção de covariáveis utilizadas para explicar a obesidade em crianças nas cinco
regiões brasileiras, utilizamos os critérios de seleção de modelos AIC (AKAIKE, 1974) e
BIC (SCHWARZ, 1978). Vale salientar que para as Regiões Centro-Oeste, Sudeste e Sul,
utilizamos o critério de seleção de modelos AIC, enquanto que para as Regiões Norte e
Nordeste, utilizamos o critério BIC. Isso se deve ao fato de que para essas duas regiões o
melhor ajuste foi obtido a partir deste último critério.
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Inicialmente, ao usar o modelo de regressão beta, estamos interessados em determinar
se a precisão é fixa, ou seja, se há ou não estrutura de regressão para o parâmetro de
precisão. Para tanto, empregamos o teste score (ESPINHEIRA, 2007) em que a hipótese
nula é H0 : φ1 = ... = φn = φ, ou seja, testamos a hipótese de que a precisão é constante,
e conclúımos que a mesma é variável para todos os cenários estudados, isto é, para cada
uma das cinco regiões do Brasil há o ajuste considerando os parâmetros da média e da
precisão. Para essas modelagens consideramos diferentes funções de ligação para as duas
estruturas de regressão, e selecionamos os ajustes mais adequados para cada região.
Nas Tabelas 2.3 a 2.7, encontram-se os ajustes referentes às Regiões Sudeste, Sul,
Centro-Oeste, Norte e Nordeste, respectivamente, com seus coeficientes estimados, erros-
padrão e p-valores. Vale salientar que as funções de ligação utilizadas na estrutura de
regressão da média foram cloglog para as Regiões Norte e Centro-Oeste e loglog para
Nordeste, Sul e Sudeste, enquanto que para a estrutura de regressão da precisão verifica-
mos que a função de ligação log foi mais adequada para os cinco ajustes.
Para os cinco modelos de regressão beta aplicamos o teste de especificação RESET
(LIMA, 2007; RAMSEY, 1969). Esse teste considera como hipótese nula que o modelo
selecionado está bem especificado versus a hipótese alternativa de que ele está mal especi-
ficado. O teste RESET realizado considerou o preditor linear estimado elevado a terceira
potência como variável de teste. Para os cinco modelos considerados concluiu-se que a
especificação correta dos mesmos não foi rejeitada aos ńıveis usuais de significância.
Em relação ao modelo de regressão beta selecionado para explicar a proporção de
crianças obesas nos munićıpios da Região Sudeste (ver Tabela 2.3), temos que as co-
variáveis SB2010, TDES e GPER tiveram influência positiva na variável resposta, isto
é, munićıpios que apresentaram uma maior proporção de crianças com sobrepeso, uma
taxa de desemprego elevada e um maior gasto com assistencialismo per capita, tenderam
a ter uma maior incidência de indiv́ıduos com obesidade para o ano de 2014. Além dessas
Tabela 2.3: Estimativas dos parâmetros, erros-padrão e p-valores do modelo de regressão
beta com dispersão variável para os dados referentes a Região Sudeste.
Modelo para µ
Variáveis Estimativa Erro-padrão p-valor
INTERCEPTO −1.002 2.567× 10−2 < 0.001
SB2010 8.703× 10−1 1.498× 10−1 < 0.001
ANBT −3.544× 10−3 9.671× 10−4 < 0.001
TDES 6.046× 10−3 2.818× 10−3 0.031
GPER 4.321× 10−4 2.153× 10−4 0.044
INT1 −4.686× 10−5 2.130× 10−5 0.027
Modelo para φ
Variáveis Estimativa Erro-padrão p-valor
INTERCEPTO 2.396 0.397 < 0.001
GPER 0.001 4× 10−4 0.011
DU 0.292 0.106 0.006
GINI 4.268 0.690 < 0.001
MI −0.051 0.015 < 0.001
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covariáveis, ANBT e INT1, iteração entre TDES e GPER, também foram seleciona-
das, sendo que a taxa de analfabetismo teve influência negativa na variável resposta, ou
seja, munićıpios com maiores valores para esta variável tenderam a apresentar uma me-
nor incidência de crianças obesas. O fato do gasto com assistencialismo per capita ter
influenciado positivamente na obesidade pode indicar que com uma maior renda extra, as
famı́lias passaram a consumir mais alimentos e isso pode ter influenciado diretamente no
estado nutricional dos indiv́ıduos que as compõe.
Considerando o modelo para o parâmetro de precisão, apenas a covariável MI apre-
sentou influência negativa na precisão das respostas, enquanto que GPER, DU e GINI
apresentaram influência positiva, ou seja, o gasto com assistencialismo per capita, o fato
de um munićıpio ter sido classificado como urbano e apresentado um Índice de Gini mais
elevado fez com que a precisão das respostas fosse maior, isto é, as respostas tenderam a
ser menos dispersas.
Com o objetivo de verificar posśıveis afastamentos das suposições feitas para o modelo,
a Figura 2.1 apresenta os gráficos de reśıduos ponderados versus ı́ndices de observações
e o gráfico de probabilidade normal com envelopes simulados. O modelo de regressão
beta selecionado para explicar a proporção de crianças obesas nos munićıpios da Região
Sudeste parece estar bem ajustado, visto que no gráfico de reśıduos ponderados versus
ı́ndices de observações, os reśıduos permanecem dentro do intervalo (−2, 2), e em geral,
permanecem dentro das bandas de confiança no gráfico de probabilidade normal com
envelopes simulados, ou seja, não há ind́ıcios de afastamento da suposição de que o modelo
de regressão beta selecionado fornece uma boa representação para os dados.





















































Figura 2.1: Gráfico dos reśıduos quantis aleatorizados versus os ı́ndices de observações e
gráfico de probabilidade normal com envelopes simulados - Região Sudeste.
Analisando os coeficientes estimados referentes ao ajuste da Região Sul apresentados
na Tabela 2.4, é posśıvel observar que as covariáveis OB2010, RENDA e IDH foram se-
lecionadas para compor a estrutura de regressão para a média, sendo que OB2010 e IDH
influenciaram positivamente na proporção de obesos em 2014, isto é, munićıpios com uma
maior quantidade de crianças obesas em 2010 e um maior IDH tenderam a apresentar
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uma maior incidência de crianças obesas em 2014, enquanto munićıpios com uma maior
renda per capita tenderam a apresentar uma menor proporção. Este último resultado
pode estar relacionado ao fato de que nesta região, nos munićıpios que apresentaram uma
maior renda per capita, seus habitantes tenderam a se alimentar de maneira mais ade-
quada e consumir alimentos mais saudáveis, devido ao rendimento maior, reduzindo assim
a incidência de obesos. Além das covariáveis citadas acima, algumas iterações também
foram selecionadas, sendo que INT1, iteração entre as variáveis OB2010 e RENDA, e
INT2, iteração entre OB2010 e IDH.
Tabela 2.4: Estimativas dos parâmetros, erros-padrão e p-valores do modelo de regressão
beta com dispersão variável para os dados referentes a Região Sul.
Modelo para µ
Variáveis Estimativa Erro-padrão p-valor
INTERCEPTO −2.065 2.910× 10−1 < 0.001
OB2010 1.010× 10 2.607 < 0.001
RENDA −5.256× 10−4 1.071× 10−4 < 0.001
IDH 2.054 4.875× 10−1 < 0.001
INT1 5.030× 10−3 1.053× 10−3 < 0.001
INT2 −1.747× 10 4, 425 < 0.001
Modelo para φ
Variáveis Estimativa Erro-padrão p-valor
INTERCEPTO 8.537 1.587 < 0.001
DU 1.148 0.161 < 0.001
TDES 0.095 0.023 < 0.001
IDH −8.716 2.067 < 0.001
GINI 3.874 1.046 < 0.001
MI −0.068 0.025 0.007
POBRES −0.035 0.013 0.005
Em relação à estrutura de regressão para o parâmetro de precisão, as covariáveis DU ,
TDES e GINI influenciaram positivamente na precisão das respostas, ou seja, o fato de
um munićıpio ter sido classificado como urbano, apresentado uma maior taxa de desem-
prego e um maior Índice de Gini fez com que ele apresentasse respostas mais precisas,
ou seja, menos dispersas. Por outro lado, o IDH do munićıpio, a taxa de mortalidade
infantil e o percentual de pobres, todos para o ano de 2010, exerceram efeito negativo
na precisão, isto é, conforme um determinado munićıpio apresentou maiores valores para
essas variáveis, a precisão das respostas diminuiu.
De acordo com a Figura 2.2, o modelo de regressão beta selecionado para explicar a
obesidade em crianças na Região Sul parece estar bem ajustado, visto que os reśıduos
permanecem dentro do intervalo (−2, 2) e, em geral, permanecem dentro das bandas de
confiança dos envelopes simulados, isto é, não há ind́ıcios de afastamento da suposição de
que o modelo de regressão beta selecionado fornece boa representação para os dados.
Considerando o ajuste selecionado para explicar a obesidade em crianças referente à
Região Centro-Oeste (ver Tabela 2.5), é posśıvel observar que as covariáveis OB2010 e
GINI foram selecionadas e tiveram influência positiva na proporção de obesos em 2014,
14

























































Figura 2.2: Gráfico dos reśıduos quantis aleatorizados versus os ı́ndices de observações e
gráfico de probabilidade normal com envelopes simulados - Região Sul.
enquanto que RENDA influenciou negativamente, ou seja, nos munićıpios desta região
que apresentaram uma maior proporção de indiv́ıduos obesos em 2010 e um maior Índice
de Gini, houve uma tendência de aumento na obesidade em crianças no ano de 2014,
enquanto que, nos munićıpios com maior renda per capita, a tendência apresentada foi
de diminuição na incidência de obesidade. Também foram selecionadas duas iterações, a
primeira entre OB2010 e GINI e a segunda entre OB2010 e RENDA.
Tabela 2.5: Estimativas dos parâmetros, erros-padrão e p-valores do modelo de regressão
beta com dispersão variável para os dados referentes a Região Centro-Oeste.
Modelo para µ
Variáveis Estimativa Erro-Padrão p-valor
INTERCEPTO −2.967 3.972× 10−1 < 0.001
OB2010 1.123× 10 3.070 < 0.001
GINI 1.571 7.690× 10−1 0.041
RENDA −6.128× 10−4 2.481× 10−4 0.013
INT1 −2.310× 10 5.954 < 0.001
INT2 5.305× 10−3 2.149× 10−3 0.013
Modelo para φ
Variáveis Estimativa Erro-Padrão p-valor
INTERCEPTO 2.485 0.596 < 0.001
SB2010 −4.488 1.779 0.011
DU 0.719 0.229 0.001
GINI 2.486 1.163 0.032
Já em relação ao ajuste para o parâmetro de precisão, as variáveis SB2010, DU
e GINI foram selecionadas, sendo que SB2010 influenciou negativamente na precisão
das respostas, ou seja, o fato de um munićıpio ter apresentado uma maior proporção de
indiv́ıduos com sobrepeso no ano de 2010, fez com que as respostas fossem menos precisas.
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Em contrapartida, o fato de um munićıpio ter apresentado uma população urbana e um
elevado Índice de Gini, fez com que houvesse uma maior precisão nas respostas.























































Figura 2.3: Gráfico dos reśıduos quantis aleatorizados versus os ı́ndices de observações e
gráfico de probabilidade normal com envelopes simulados - Região Centro-Oeste.
O modelo de regressão beta selecionado para explicar a proporção de crianças obesas
na Região Centro-Oeste parece estar bem ajustado, visto que os reśıduos permanecem
dentro do intervalo (−2, 2) e se encontram, em sua maioria, dentro das bandas de con-
fiança dos envelopes simulados (ver Figura 2.3).
Analisando o modelo de regressão beta selecionado referente à Região Norte (Tabela
2.6), pode-se concluir que as variáveis OB2010, DU , GPER e POP exerceram efeito
positivo na variável resposta, ou seja, quanto maiores os valores destas variáveis nos mu-
Tabela 2.6: Estimativas dos parâmetros, erros-padrão e p-valores do modelo de regressão
beta com dispersão variável para os dados referentes a Região Norte.
Modelo para µ
Variáveis Estimativa Erro-Padrão p-valor
INTERCEPTO −2.931 1.219× 10−1 < 0.001
OB2010 5.596 1.159 < 0.001
DU 1.837× 10−1 7.528× 10−2 0.014
POBRES −8.490× 10−3 2.110× 10−3 < 0.001
GPER 2.456× 10−3 5.987× 10−4 < 0.001
POP 7.089× 10−6 1.935× 10−6 < 0.001
INT1 −1.679× 10−2 5.126× 10−3 0.001
INT2 −7.378× 10−6 1.956× 10−6 < 0.001
Modelo para φ
Variáveis Estimativa Erro-Padrão p-valor
INTERCEPTO 3.657 0.338 < 0.001
TDES −0.035 0.017 0.045
MI 0.030 0.014 0.029
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nićıpios desta região, maior a tendência de aumento na obesidade em crianças no ano de
2014. Por outro lado, a variável POBRES apresentou influência negativa na variável
resposta. Foram selecionadas duas iterações, sendo a INT1 iteração entre OB2010 e
GPER, e INT2 iteração entre DU e POP .
Em relação à estrutura de regressão para a precisão, as variáveis TDES e MI foram
selecionadas, sendo que TDES exerceu efeito negativo, enquanto que MI influenciou
positivamente, ou seja, munićıpios que apresentaram uma taxa de desemprego maior ten-
deram a apresentar respostas menos precisas, enquanto que os que apresentaram uma taxa
de mortalidade mais elevada tenderam a ter mais precisão nas respostas, isto é, nesses
munićıpios as respostas tenderam a ser menos dispersas.
A Figura 2.4 apresenta os gráficos de reśıduos ponderados versus ı́ndices de observações
e o gráfico de probabilidade normal com envelopes simulados. O modelo de regressão
beta selecionado para a Região Norte parece estar bem ajustado, visto que os reśıduos
permanecem dentro do intervalo (−2, 2) e, em geral, dentro das bandas de confiança dos
envelopes simulados.

























































Figura 2.4: Gráfico dos reśıduos quantis aleatorizados versus os ı́ndices de observações e
gráfico de probabilidade normal com envelopes simulados - Região Norte.
As covariáveis selecionadas para explicar a proporção de crianças obesas em 2014 refe-
rentes ao ajuste da Região Nordeste se encontram apresentadas na Tabela 2.7. Através de
sua análise, verifica-se que POBRES e TDES influenciaram positivamente na variável
resposta, isto é, munićıpios com um maior percentual de pobres e uma maior taxa de
desemprego, tenderam a apresentar uma maior incidência de indiv́ıduos obesos. Este re-
sultado pode estar relacionado ao fato de que famı́lias com menos renda ou que possuem
indiv́ıduos desempregados tendem a se alimentar de maneira inadequada, consumindo
alimentos com alto teor calórico e influenciando diretamente na alimentação das crianças.
Já as covariáveis OB2010, GINI e MI influenciaram negativamente na proporção de
crianças obesas em 2014. Além disso, três iterações foram selecionadas, sendo INT1
iteração entre as covariáveis OB2010 e MI, INT2 iteração entre POBRES e TDES, e
INT3 iteração entre OB2010 e GINI.
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Tabela 2.7: Estimativas dos parâmetros, erros-padrão e p-valores do modelo de regressão
beta com dispersão variável para os dados referentes a Região Nordeste.
Modelo para µ
Variáveis Estimativa Erro-Padrão p-valor
INTERCEPTO −6.422× 10−1 9.928× 10−2 < 0.001
OB2010 −3.146 8.057× 10−1 < 0.001
POBRES 2.898× 10−3 9.288× 10−4 0.001
GINI −5.281× 10−1 1.660× 10−1 0.001
TDES 1.935× 10−2 3.781× 10−3 < 0.001
MI −7.135× 10−3 1.490× 10−3 < 0.001
INT1 7.051× 10−2 1.179× 10−2 < 0.001
INT2 −3.936× 10−4 8.687× 10−5 < 0.001
INT3 4.692 1.383 < 0.001
Modelo para φ
Variáveis Estimativa Erro-Padrão p-valor
INTERCEPTO 2.753 3.751× 10−1 < 0.001
GINI 2.104 7.081× 10−1 0.002
PIB 1.315× 10−5 5.185× 10−6 0.011
DU −3.692× 10−1 1.125× 10−1 0.001
Considerando a modelagem para o parâmetro de precisão, as variáveis GINI e PIB
foram selecionadas e exerceram efeito positivo na precisão, enquanto que a variável DU ,
também selecionada, influenciou negativamente, ou seja, munićıpios que apresentaram um
Índice de Gini e PIB elevados tenderam a ter mais precisão nas respostas, enquanto que
o fato do munićıpio ter sido classificado como urbano, no ano de 2014, fez com que a
precisão diminúısse, ou seja, as respostas tendessem a ser mais dispersas.
Através da análise dos gráficos apresentados na Figura 2.5, conclui-se que o modelo
de regressão beta selecionado para a Região Nordeste parece estar bem ajustado, visto
que os reśıduos permanecem dentro do intervalo (−2, 2). Porém, há reśıduos que se en-
contram fora das bandas de confiança dos envelopes simulados, mas não há fortes ind́ıcios
de afastamento da suposição de que o modelo de regressão beta selecionado é adequado
para os dados.
Os modelos de regressão beta ajustados para as cinco regiões do Brasil conduzem a
algumas conclusões relevantes. Nos munićıpios das Regiões Sul e Centro-Oeste a renda
per capita influenciou negativamente na variável resposta, enquanto que a proporção de
obesos para o ano de 2010 apresentou influência positiva. Na Região Sudeste o sobrepeso
infantil influenciou positivamente a proporção de obesos em 2014. Nos munićıpios desta
mesma região com uma taxa de desemprego mais elevada, houve uma tendência a apre-
sentar uma maior incidência de crianças obesas, resultado este semelhante ao encontrado
na Região Nordeste. Além disso, em duas das cinco regiões do Brasil, o gasto com assis-
tencialismo per capita apresentou influência positiva na obesidade de crianças. No que
se referem as diferenças encontradas entre os modelos de regressão, ainda considerando
18























































Figura 2.5: Gráfico dos reśıduos quantis aleatorizados versus os ı́ndices de observações e
gráfico de probabilidade normal com envelopes simulados - Região Nordeste.
a estrutura de regressão para a média, podemos destacar o fato de que o percentual de
pobres dos munićıpios apresentou diferentes influências entre as Regiões Norte e Nordeste.
Nos munićıpios da Região Norte esta variável apresentou influência negativa na variável
resposta, enquanto que na Região Nordeste, houve uma influência positiva nesta mesma
variável.
Em relação a estrutura de regressão para o parâmetro de precisão, nos munićıpios das
Regiões Sudeste, Sul e Centro-Oeste classificados como urbanos, houve uma tendência
a apresentar uma maior precisão nas respostas, ao contrário do resultado encontrado na
Região Nordeste. Vale destacar também, que para as Regiões Sudeste e Sul a taxa de mor-
talidade infantil influenciou negativamente na precisão das respostas, ou seja, conforme
um determinado munićıpio apresentou um maior valor para essa variável, a precisão das
respostas tendeu a diminuir.
2.5 Conclusões
Neste caṕıtulo avaliamos e explicamos a proporção de crianças obesas, entre 0 e 5
anos de idade, beneficiadas pelo Programa Bolsa Famı́lia no ano de 2014 e identifica-
mos os fatores que influenciaram na obesidade desses indiv́ıduos em cada uma das cinco
regiões brasileiras. Para isso, utilizamos o modelo de regressão beta que é apropriado
para situações em que a variável resposta é uma proporção, ou seja, restrita ao intervalo
(0, 1). Para cada uma das cinco regiões brasileiras, há modelagens considerando a estru-
tura de regressão da média e precisão do modelo de regressão beta com dispersão variável.
Verificamos que para os munićıpios da Região Sudeste, variáveis como o sobrepeso e
taxa de desemprego tiveram influência positiva na obesidade. Vale destacar que nesta
região a variável gasto per capita com assistencialismo foi significativa, e influenciou posi-
tivamente na variável resposta, ou seja, munićıpios com maiores gastos per capita com o
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Programa Bolsa Famı́lia tenderam a apresentar uma maior incidência de crianças obesas.
Nos munićıpios da Região Sul, a obesidade no ano de 2010 e o Índice de Desenvolvimento
Humano apresentaram influência positiva, enquanto que nestes munićıpios, a renda per
capita apresentou influência negativa na proporção de indiv́ıduos obesos. Para a Região
Centro-Oeste, as variáveis obesidade em 2010 e renda per capita dos munićıpios também
foram selecionadas, sendo que a obesidade no ano de 2010 influenciou positivamente e a
renda per capita negativamente, resultados semelhantes aos encontrados na Região Sul.
Adicionalmente, na Região Centro-Oeste o Índice de Gini apresentou influência positiva
na proporção de obesos.
O modelo de regressão ajustado para a Região Norte revelou que variáveis como a
obesidade em 2010, o fato do munićıpio ter sido classificado como urbano e sua população
influenciaram positivamente na variável resposta. Neste ajuste a variável gasto per ca-
pita com assistencialismo foi selecionada e apresentou influência positiva na obesidade de
crianças, ou seja, assim como na Região Sudeste, munićıpios com maiores gastos com o
Programa Bolsa Famı́lia tenderam a apresentar uma maior incidência de crianças obesas.
Já em relação ao ajuste referente a Região Nordeste, o percentual de pobres e a taxa
de desemprego tiveram influência positiva. Em contrapartida, nesta mesma região, os
munićıpios com maiores taxas de mortalidade infantil tenderam a apresentar uma menor
incidência de obesidade em crianças.
Observamos que, para os modelos de regressão beta de duas das cinco regiões brasilei-
ras, a variável gasto per capita com o Programa Bolsa Famı́lia foi selecionada e apresentou
influência positiva na obesidade. Este resultado exige atenção, pois o rendimento extra
proveniente do benef́ıcio nestas duas regiões pode ter feito com que as famı́lias participan-
tes do programa tenham aumentado o consumo de produtos industrializados e com alta
densidade calórica, influenciando assim no estado nutricional das crianças pertencentes
as mesmas. Como forma de tentar reverter este cenário, algumas intervenções por parte
do governo poderiam ser realizadas, com enfoque na implementação de programas direci-
onados a educação alimentar dos beneficiários, a intensificação de poĺıticas de assistência
social com o objetivo de melhorar as condições de saúde e educação das famı́lias, e o
reforço a programas de segurança alimentar de modo a facilitar o acesso dos beneficiários
a alimentos nutricionalmente adequados, como frutas, legumes e verduras.
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Caṕıtulo 3
Modelagem da proporção de obesos nos Estados Uni-
dos utilizando o modelo de regressão beta com dis-
persão variável
3.1 Introdução
A obesidade é uma doença de abrangência mundial podendo afetar tanto páıses de-
senvolvidos quanto subdesenvolvidos. Segundo a Organização Mundial de Saúde (OMS),
a obesidade é definida como a excessiva concentração de gordura que pode prejudicar a
saúde do indiv́ıduo, sendo a falta de atividade f́ısica e o consumo exagerado de alimen-
tos altamente energéticos dois dos principais fatores para o surgimento dessa morbidade.
Além disso, ela pode estar associada a outras doenças, a exemplo dos problemas respi-
ratórios, problemas circulatórios, diabetes ou até mesmo o surgimento do câncer (WORLD
HEALTH ORGANIZATION, 2015).
Cabrera e Filho (2001) apresentaram três medidas antropométricas distintas para ava-
liar a concentração e o volume de gordura no indiv́ıduo, a saber: o IMC (́Indice de Massa
Corporal), o RCQ (Razão Cintura-Quadril) e o CA (Circunferência Abdominal). O IMC
é definido como a razão entre o peso do indiv́ıduo dado em quilogramas (kg) e sua altura
ao quadrado (m2). Dessa forma, Stol et al. (2011) apresentaram três classificações para
a obesidade com base nessa medida: grau I com 30.0 ≤ IMC ≤ 34.9 kg/m2, grau II com
35.0 ≤ IMC ≤ 39.9 kg/m2 e grau III com IMC ≥ 40.0 kg/m2. O RCQ é uma medida
utilizada para verificar o risco do indiv́ıduo apresentar doenças cardiovasculares, definida
como a razão entre a circunferência da cintura e a circunferência do quadril. Assim, ho-
mens que apresentarem RCQ ≥ 0.9 e mulheres que apresentarem RCQ ≥ 0.85 estão mais
sujeitas a tais riscos (GABRIELE, 2011). O CA é também uma medida de risco para
doenças cardiovasculares, de modo que homens e mulheres que apresentarem CA > 0.94
cm e CA > 0.80 cm, respectivamente, apresentam maiores riscos de adquirirem doenças
card́ıacas (RESENDE et al., 2006).
Segundo estimativas da OMS, cerca de 13% da população mundial adulta, 11% dos
homens e 15% das mulheres, eram obesos em 2014. Em 2008 verificou-se que a maior
prevalência de pessoas com sobrepeso ou obesas encontravam-se na América, com cerca
de 62% de pessoas com sobrepeso e 26% obesas, e a menor no Sudeste da Ásia, com cerca
de 14% com excesso de peso e 3% obesas. Além disso, é verificado que a obesidade é
responsável por cerca de 2.8 milhões de mortes no mundo devido às suas complicações
(WORLD HEALTH ORGANIZATION, 2015). O consumo de refrigerantes tem um papel
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fundamental para explicar o grande aumento da proporção de obesos ao redor do mundo.
Basu et al. (2013), por exemplo, mostraram através de um modelo de regressão que a
variável consumo de refrigerantes está relacionada de forma significativa com o aumento
do sobrepeso, obesidade e diabetes no mundo. Mostrando assim, que os cuidados com a
alimentação são de fundamental importância para prevenir essas e outras doenças.
Os Estados Unidos é um dos páıses desenvolvidos que mais sofrem com os problemas
relacionados a obesidade. De 2011 à 2012 cerca de um terço da população adulta era obesa,
sendo encontrada uma maior prevalência entre negros não-hispânicos (47.8%), hispânicos
(42.5%), brancos não-hispânicos (32.6%) do que entre os asiáticos não-hispânicos (10.8%),
contudo não encontrou-se diferenças entre as prevalências de obesidade de homens e mu-
lheres (OGDEN et al., 2014). A obesidade é uma doença que pode ser prevenida ou tra-
tada. O tratamento dessa doença e dos problemas relacionados a ela causam um grande
impacto nos cofres públicos, que poderiam ser evitados se existissem poĺıticas públicas
no setor de saúde que conscientizassem as pessoas sobre os cuidados com a saúde, a
importância de uma boa alimentação ou as vantagens de se praticar atividades f́ısicas.
Segundo dados de Arterburn et al. (2005), os gastos no setor de saúde pública relaci-
onados a obesidade adulta nos Estados Unidos custaram cerca de 11 bilhões de dólares
no ano de 2000. Ou seja, o simples cuidado com a saúde poderia significar uma redução
nos custos relacionados a medicamentos, internações hospitalares, atendimentos médicos,
redução de doenças associadas e uma melhor qualidade de vida.
Danaei et al. (2009) apontaram que as mortes nos Estados Unidos no ano de 2005
relacionados a inatividade f́ısica, obesidade/sobrepeso e glicemia elevada mataram de 24%
a 27% dos estadunidenses, já o tabagismo foi responsável por cerca de 16.7% a 20% das
mortes adultas. Pietiläinen et al. (2008) apresentaram em seu estudo que a inatividade
f́ısica na adolescência se mostra como um fator de risco para a obesidade e a obesidade
abdominal em adultos com 25 anos, ou seja, a falta de atividade f́ısica aumentava os ris-
cos dessas condições em 3.9 e 4.8 vezes, respectivamente, constituindo um dos principais
fatores para o aumento dessa morbidade ao longo dos anos.
Neste cenário, o nosso objetivo com o presente caṕıtulo é avaliar a proporção de adultos
obesos nos Estados Unidos, uma vez que esse páıs está entre as nações desenvolvidas que
mais sofrem com os problemas relacionados à obesidade. Para isso, utilizamos o modelo de
regressão beta com dispersão variável (FERRARI; CRIBARI-NETO, 2004; SIMAS et al.
2010). A classe de modelos de regressão beta tem como objetivo permitir a modelagem de
respostas restritas ao intervalo (0, 1), por meio de uma estrutura de regressão que contém
funções de ligação para modelar a média e a precisão, além de covariáveis e parâmetros de
regressão desconhecidos. Os dados utilizados nesse caṕıtulo foram extráıdos a partir de
algumas fontes de informações públicas. O procedimento computacional foi desenvolvido
utilizando o pacote betareg (CRIBARI-NETO; ZELEIS, 2010) do software estat́ıstico R
(KLEIBER; ZELEIS, 2008; R DEVELOPMENT CORE TEAM, 2014).
O caṕıtulo encontra-se dividido em cinco seções. A Seção 2 apresenta o modelo de
regressão beta com dispersão variável. Uma breve descrição dos dados encontra-se na
Seção 3. Na Seção 4 são apresentados os resultados obtidos a partir do ajuste do modelo
selecionado. Por último, na Seção 5 são apresentadas as conclusões e considerações finais.
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3.2 Modelo de regressão beta
A classe de modelos de regressão beta é comumente utilizada em modelagens de
variáveis que assumem valores no intervalo unitário (0, 1), a exemplo de taxas e pro-
porções. Estes modelos são baseados na suposição de que a variável dependente tem
distribuição beta e que a sua média é relacionada a um preditor linear por meio de uma
função de ligação. O preditor linear envolve covariáveis e parâmetros de regressão desco-
nhecidos. O modelo também inclui um parâmetro de dispersão, que em certas situações
podem variar ao longo das observações (ALMEIDA JUNIOR; SOUZA, 2015; CRIBARI-
NETO; SOUZA, 2012; ESPINHEIRA et al., 2008a, 2008b; SILVA; SOUZA, 2014; SIMAS
et al., 2010; SMITHSON; VERKUILEN, 2006; SOUZA; CRIBARI-NETO, 2015).
Ferrari e Cribari-Neto (2004) propuseram uma reparametrização para a densidade beta
que permite a modelagem da média da resposta através de uma estrutura de regressão
e que envolve também um parâmetro de precisão. A função de densidade beta nessa





em que 0 < y < 1, 0 < µ < 1, φ > 0 e Γ(·) é a função gama. Aqui, E(y) = µ e var(y) =
V (µ)
1+φ
, sendo V (µ) = µ(1− µ), a “função de variância”, µ é a média da variável resposta e
φ pode ser interpretado como o parâmetro de precisão.
Sejam y1, . . . , yn variáveis aleatórias independentes, em que cada yt, t = 1, . . . , n,
segue a densidade da Equação (3.1) com média µt e parâmetro de precisão φt sendo
desconhecidos. O modelo proposto por Ferrari e Cribari-Neto (2004) é obtido assumindo




xtiβi = ηt, (3.2)
em que β = (β1, . . . , βk)
> é um vetor de parâmetros de regressão desconhecidos (β ∈ Rk),
xt1, . . . , xtk são observações de k covariáveis e ηt é o preditor linear. Por fim, g(·) a função
de ligação, g : (0, 1)→ R, é estritamente monótona e duas vezes diferenciável. Portanto,
µt = g
−1(ηt) e var(yt) = µt(1− µt)/(1 + φ).
O modelo de regressão beta proposto por Ferrari e Cribari-Neto (2004) considera o
parâmetro de precisão constante ao longo das observações. Contudo, admitimos como em
Simas et al. (2010) que o parâmetro de precisão é variável, sendo modelado em termos de
covariáveis, parâmetros desconhecidos e de uma função de ligação, sendo essa estrutura




ztjγj = ϑt, (3.3)
em que γ = (γ1, . . . , γq)
> é um vetor de parâmetros desconhecidos, zt1, . . . , ztq são ob-
servações de q covariáveis (k+ q<n), assumidas fixas e conhecidas, ϑt é o preditor linear,
e h(·) é uma função estritamente monótona e duas vezes diferenciável que mapeia os
pontos positivos da reta, h : (0,∞) → R. Portanto, φt = h−1(ϑt). Há várias posśıveis
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escolhas para as funções de ligação g(·) e h(·). Para g(·) pode-se utilizar a função de
ligação logit, g(µ) = log{µ/(1 − µ)}, ou cloglog, g(µ) = log{− log(1 − µ)}, entre outras.
Já para h(·), pode-se utilizar a função log, h(φ) = log(φ), ou sqrt, h(φ) =
√
φ, entre
outras. Para maiores detalhes sobre as funções de ligação ver McCullagh e Nelder (1989).






`t(µt, φt) = log Γ(φt)− log Γ(µtφt)− log Γ((1− µt)φt) + (µtφt − 1) log yt (3.5)
+ {(1− µt)φt − 1} log(1− yt).
Como os estimadores de máxima verossimilhança de β e γ não possuem forma fechada,
eles precisam ser obtidos numericamente maximizando a função de log-verossimilhança
através de um algoritmo de maximização não-linear. Usualmente, utiliza-se o método
quasi-Newton BFGS (PRESS et al., 1992). Para maiores detalhes inferenciais e expressões
matriciais do vetor escore e da matriz de informação de Fisher, ver Simas et al. (2010).
Sob certas condições de regularidade, para tamanhos de amostras grandes, a distri-












em que β̂ e γ̂ são os estimadores de máxima verossimilhança de β e γ, respectivamente,
e K−1 é a inversa da matriz de informação de Fisher.
3.3 Descrição dos dados
A Tabela 3.1 apresenta a descrição das variáveis utilizadas neste estudo. As fontes de
dados consultadas foram as páginas da web: http://stateofobesity.org, http://health-
stats.azurewebsites.net/, http://www.gallup.com e http://map.feedingamerica.org.
A Tabela 3.2 apresenta algumas estat́ısticas descritivas, como mı́nimo, primeiro quar-
til (Q1/4), mediana, média, terceiro quartil (Q3/4), máximo e coeficiente de variação (CV)
das variáveis utilizadas. Essas estat́ısticas são baseadas em 50 observações referentes aos
estados dos Estados Unidos. Algumas conclusões podem ser feitas através de sua análise.
Para a variável proporção de adultos obesos, o valor máximo encontrado foi de 0.36, ou
seja, para o estado correspondente a este valor, cerca de 36% dos adultos apresentaram
obesidade no ano de 2014, enquanto que o valor mı́nimo encontrado para essa mesma
variável foi de 0.21.
Para a variável porcentagem de adultos considerados inativos f́ısicos, temos que 75%
dos estados norte-americanos apresentaram uma porcentagem menor do que 25.23%. Con-
siderando a porcentagem de indiv́ıduos que consumiam vegetais menos de uma vez ao dia,
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Tabela 3.1: Descrição das variáveis utilizadas.
Variáveis Definição
OB2014 Proporção de adultos obesos em 2014
INAT Porcentagem de inatividade f́ısica entre adultos em 2014
V EGET Porcentagem de adultos que consumiam vegetais menos de
uma vez por dia em 2011
FUM Porcentagem de fumantes de cigarro em 2012
DESEMP Porcentagem de residentes desempregados ou empregados em
tempo parcial em 2014
INSEG Taxa de insegurança alimentar em 2013
BST Escore de bem-estar em 2014
DESCOB Porcentagem de residentes que não tinham cobertura de se-
guro de saúde em 2014
50% dos estados apresentaram um valor menor do que 22.90%. Para a variável FUM ,
que representa a porcentagem de adultos que fumavam cigarro no ano de 2012, o menor
valor encontrado foi de 10.60%, enquanto que o coeficiente de variação foi igual a 18.27%,
o que indica uma média dispersão da variável.
Em relação ao percentual de indiv́ıduos desempregados ou empregados em tempo par-
cial, 25% dos estados apresentaram um valor menor que 13.35%. Já para a variável taxa de
insegurança alimentar, que segundo a fonte consultada (http://map.feedingamerica.org)
representa uma medida à falta de acesso a alimentos suficientes para uma vida ativa e
saudável e à um acesso limitado ou incerto a alimentos nutricionalmente adequados, te-
mos que 75% dos estados norte-americanos apresentaram um valor menor do que 16.98%.
A variável escore de bem-estar, que de acordo com a fonte consultada (http://www.gal-
lup.com) é constitúıda por cinco elementos de bem-estar que são os principais componen-
tes para uma vida melhor (proposital, social, financeiro, comunitário e f́ısico) apresentou
os valores de mı́nimo e máximo de 59.00 e 64.70, respectivamente. Em relação a variável
que refere-se a porcentagem de residentes do estado que não tinham cobertura de seguro
de saúde no ano de 2014, 75% dos estados apresentaram um valor menor que 15.30%.
Destacamos que a maior proporção de adultos obesos no ano de 2014 foi registrada
no estado do Arkansas, enquanto que a menor proporção foi encontrada no estado do
Tabela 3.2: Estat́ısticas descritivas das variáveis utilizadas.
Variáveis Mı́nimo Q1/4 Mediana Média Q3/4 Máximo CV(%)
OB2014 0.21 0.27 0.29 0.29 0.31 0.36 11.15
INAT 16.40 20.30 22.90 23.02 25.23 31.60 15.84
V EGET 15.30 20.70 22.90 23.21 25.85 32.50 15.42
FUM 10.60 17.32 19.55 19.84 22.38 28.30 18.27
DESEMP 9.00 13.35 15.20 15.07 16.88 20.70 17.46
INSEG 7.80 13.30 14.60 14.97 16.98 22.70 17.55
BST 59.00 61.10 61.90 61.86 62.62 64.70 1.98
DESCOB 4.60 10.15 12.75 12.73 15.30 24.40 30.72
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Colorado. Para a variável inatividade f́ısica, os valores de mı́nimo e máximo foram en-
contrados em Colorado e Mississipi, respectivamente. Enquanto que Oregon apresentou
a menor proporção de indiv́ıduos que consumiam vegetais menos de uma vez por dia. Já
o estado de Kentucky apresentou o maior percentual de adultos fumantes de cigarro no
ano de 2012.
Ao analisarmos a porcentagem de residentes desempregados ou empregados em tempo
parcial, verificamos que Nevada apresentou o maior percentual para esta variável, en-
quanto que North Dakota apresentou a maior taxa de insegurança alimentar no ano de
2013. O valor máximo para a variável escore de bem-estar foi encontrado no estado do
Alaska, enquanto que o menor percentual de residentes que não tinham cobertura de se-
guro de saúde no ano de 2014 foi registrado em Massachussets.
A Figura 3.1 apresenta o histograma e o Box-plot, respectivamente, da variável pro-
porção de adultos obesos nos Estados Unidos. Dessa forma, é posśıvel visualizar a distri-
buição dos dados e uma certa assimetria à esquerda, uma vez que a mediana está mais
próxima do terceiro quartil. No Box-plot é posśıvel destacar uma observação discrepante
que excede seus limites, referente ao estado do Colorado. Portanto a utilização do modelo
de regressão beta se faz necessário, visto que a variável resposta é uma proporção e foi
verificada uma certa assimetria em sua distribuição.
















Figura 3.1: Histograma e Box-plot da variável proporção de adultos obesos nos Estados
Unidos em 2014.
3.4 Especificação do modelo
Inicialmente, ao ajustarmos o modelo de regressão beta, estamos interessados em testar
a hipótese nula que a dispersão dos dados é fixa versus a hipótese alternativa de que a
dispersão dos dados é variável. Para tanto, utilizamos o teste da razão de verossimilhanças
(NEYMAN; PEARSON, 1928; SILVA; SOUZA, 2014) e obtivemos um p-valor < 0.001
(valor obtido a partir dos dados amostrais e reflete a probabilidade de rejeitar a hipótese
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nula dado que ela é verdadeira), ou seja, ao ńıvel de significância de 5% rejeitamos a
hipótese nula de que a dispersão é fixa, portanto se faz necessário um ajuste para modelar
a dispersão dos dados, aqui representada pelo parâmetro de precisão φt. O modelo de
regressão beta com dispersão variável selecionado foi:
cloglog(µt) = β0 + β1INATt + β2V EGETt+ β3FUMt + β4DESEMPt (3.7)
+ β5INSEGt + β6BSTt + β7INT1t,
log(φt) = γ0 + γ1INSEGt + γ2DESCOBt + γ3V EGETt,
com t = 1, . . . , 50.
A análise de diagnóstico é uma etapa da regressão que permite verificar algumas su-
posições do modelo, tais como: aleatoriedade dos reśıduos, adequação da distribuição de
probabilidade suposta para a variável resposta e a identificação de posśıveis pontos de
influência e de alavanca. Neste estudo utilizamos os reśıduos ponderados padronizados
(ESPINHEIRA et al., 2008a). Para verificarmos a qualidade do ajuste do modelo foi uti-
lizado o coeficiente de determinação ajustado (pseudo-R2), o teste RESET (RAMSEY,
1969) e o gráfico de probabilidade normal com envelopes simulados.
O pseudo-R2 é uma medida global da variação explicada e é análogo ao coeficiente de
determinação, utilizado em modelos lineares de regressão. Ferrari e Cribari-Neto (2004)
propuseram um pseudo-R2 para os modelos de regressão beta, definido como o quadrado
do coeficiente de correlação entre η̂ e g(y). Dessa forma com um pseudo-R2=0.75 cons-
tatamos que as variáveis independentes foram capazes de explicar cerca de 75% da va-
riabilidade total da proporção de adultos obesos. Para testar a correta especificação do
modelo, utilizamos o teste RESET para modelos de regressão beta (LIMA, 2007). A
hipótese nula deste teste sugere que o modelo proposto está bem especificado contra a
hipótese alternativa de que o modelo está mal especificado. O teste realizado consistiu em
adicionar como variável de teste o preditor linear estimado elevado a segunda potência
(η̂2) ao submodelo da média. Desta forma, obtivemos um p-valor=0.208, ou seja, como
a variável de teste não mostrou-se significativa, podemos concluir que o modelo proposto
não apresentou nenhum erro de especificação ao ńıvel de significância de 5%.
A Figura 3.2 apresenta os gráficos dos reśıduos ponderados padronizados versus os
ı́ndices das observações e o gráfico de probabilidade normal com envelopes simulados. No
primeiro gráfico é posśıvel visualizar que os reśıduos estão distribúıdos de forma aleatória
entre os limites (−2, 2) com apenas as observações 2, 6 e 11 ultrapassando esse inter-
valo, correspondendo aos estados do Alaska, Colorado e Hawaii. Portanto, temos que a
suposição de que os reśıduos são uma sequência aleatória não foi violada. Já o gráfico
de probabilidade normal com envelopes simulados é uma técnica gráfica que permite
identificar posśıveis observações discrepantes, bem como a adequação da distribuição de
probabilidade que foi suposta para o modelo. Na gráfico notamos que as observações
encontram-se distribúıdas de forma aleatória dentro do envelope e próximo a linha cen-
tral, não sendo posśıvel detectar observações discrepantes. Portanto, não temos evidências
de que o modelo especificado não está adequado.
A distância de Cook (COOK, 1977) é uma medida de influência utilizada para quantifi-
















































































































































Figura 3.2: Gráfico dos reśıduos ponderados padronizados versus os ı́ndices de observações
e gráfico de probabilidade normal com envelopes simulados.
et al. (2008b) propuseram uma medida similar a distância de Cook e medidas de influência
local para modelos de regressão beta. Por outro lado, a alavancagem generalizada pro-
posta por Wei et al. (1998) é definida em modelos de regressão como uma medida da
importância individual das observações. Ferrari et al. (2011) propuseram a alavancagem
generalizada para modelos de regressão beta com dispersão variável.
A Figura 3.3 apresenta o gráfico das distâncias de Cook versus os valores preditos e
da alavancagem generalizada versus os valores preditos. Essas técnicas gráficas permitem
identificar observações que interferem nas estimativas dos parâmetros produzindo resul-
































































































































Figura 3.3: Gráfico da distância de Cook e de alavancagem generalizada.
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ponto de influência. Entretanto algumas observações apresentam valores de Cook dife-
renciados, a saber, as observações 2, 24 e 43 referentes, respectivamente, aos estados do
Alaska, Mississippi e Texas. No gráfico da alavancagem generalizada é posśıvel identificar
três pontos de alavanca referentes aos estados da Louisiana, North Dakota e South Dakota.
A Tabela 3.3 apresenta os resultados obtidos a partir do ajuste do modelo de regressão
beta com dispersão variável. Esse modelo utiliza as funções de ligação cloglog e log para
modelar a média e a precisão, respectivamente, uma vez que estas forneceram um me-
lhor ajuste. Através do teste de Wald (WALD, 1943; CRIBARI-NETO; ZELEIS, 2010)
verificamos que as variáveis relevantes para explicar a proporção de adultos obesos na
modelagem da média foram: INAT , V EGET , FUM , DESEMP , INSEG, BST e a
interação entre as variáveis taxas de fumantes e de insegurança alimentar, denotada por
INT1, pois apresentaram p-valores menores que o ńıvel de significância de 5%, rejeitando
assim a hipótese nula de que βj = 0. Em relação a modelagem da precisão verificamos
que as variáveis INSEG, DESCOB e V EGET foram significativas, pois apresentaram
p-valores menores que o ńıvel de significância de 5%.
Através da análise dos coeficientes do modelo proposto, é posśıvel verificar que as
variáveis INAT , V EGET , FUM e INSEG apresentaram efeito positivo na variável res-
posta, ou seja, os estados que apresentaram maiores valores para estas variáveis tenderam
a apresentar uma maior incidência de adultos obesos, por outro lado, os estados com
maiores porcentagens de desempregados ou empregados em tempo parcial (DESEMP )
e maiores escores de bem estar (BST ) tenderam a apresentar uma menor incidência de
obesidade em adultos. Considerando a estrutura de regressão para o parâmetro de pre-
cisão, temos que à medida que a covariável INSEG aumenta a precisão diminui, ou seja,
os estados que apresentaram maiores valores de insegurança alimentar tenderam a apre-
Tabela 3.3: Estimativas dos coeficientes, erros-padrão e p-valores do modelo de regressão
beta com dispersão variável para os dados da obesidade adulta nos Estados Unidos.
Modelo para µ
Variáveis Estimativa Erro-Padrão p-valor
INTERCEPTO −1.473 0.485 0.002
INAT 0.012 0.004 0.002
V EGET 0.011 0.002 < 0.001
FUM 0.055 0.016 < 0.001
DESEMP −0.014 0.002 < 0.001
INSEG 0.069 0.025 0.005
BST −0.018 0.006 0.003
INT1 −0.003 0.001 0.004
Modelo para φ
Variáveis Estimativa Erro-Padrão p-valor
INTERCEPTO 3.679 1.556 0.018
INSEG −0.509 0.094 < 0.001
DESCOB 0.196 0.061 0.001
V EGET 0.370 0.058 < 0.001
Pseudo-R2 0.75
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sentar respostas menos precisas. Por outro lado, à medida que as covariáveis DESCOB e
V EGET aumentaram, a precisão também aumentou, ou seja, os estados com maiores va-
lores de descobertos e consumo de vegetais tenderam a apresentar respostas mais precisas.
Os resultados obtidos na análise inicial da regressão beta concordam com alguns resul-
tados encontrados na literatura. Primeiro, no estudo de Cavalcanti et al. (2010) por meio
da regressão loǵıstica mostrou-se que a prática de atividade f́ısica é um fator de proteção
para a obesidade abdominal em adolescentes de 14 a 19 anos de idade, independente da
presença do excesso de peso. Segundo, no estudo de Castanho et al. (2013) por meio
da regressão loǵıstica verificou-se também que o consumo de frutas de maneira adequada
reduz as chances de se adquirir obesidade abdominal. Ainda a ingestão de frutas, verdu-
ras e legumes apresentou um efeito significativo reduzindo o risco de se adquirir doenças
cardiovasculares. Terceiro, no estudo de Flegal (2007) concluiu-se que grandes mudanças
na prevalência de tabagismo causavam um pequeno efeito na prevalência da obesidade,
ocasionando um aumento muitas vezes menor do que um ponto percentual na prevalência
de obesos. Quarto, no estudo de Zhang et al. (2014) verificou-se uma associação entre as
taxas de desemprego e o peso dos indiv́ıduos nos estados e cidades. Concluindo a partir
da regressão loǵıstica que as taxas de desemprego nos estados estão associadas negativa-
mente com o IMC individual ao longo dos anos.
Quinto, Dharod et al. (2013) por meio de um estudo transversal analisaram a asso-
ciação entre insegurança alimentar, consumo alimentar e ı́ndice de massa corporal entre
mulheres refugiadas Somalis que viviam nos Estados Unidos no peŕıodo de outubro de
2006 até dezembro de 2007. Verificou-se que a insegurança alimentar estava associada
positivamente ao sobrepeso e a obesidade, ou seja, ela apresentava-se como um fator de
risco aumentando as chances do indiv́ıduo vir a ser obeso. Sexto, Jagielski et al. (2014)
exploraram a associação entre adiposidade, qualidade de vida e bem-estar mental entre
indiv́ıduos obesos que entraram em um serviço de gestão de peso. Verificando-se que a
adiposidade está relacionada negativamente com o bem-estar e a qualidade de vida, sendo
identificada uma alta prevalência de comorbidades psicológicas e uma redução da quali-
dade de vida dos indiv́ıduos obesos. Segundo Holben (2010) a insegurança alimentar é
uma ameaça a saúde que pode ser evitada. Além disso, ela está relacionada a diabetes,
a incidência e o risco de doenças crônicas, ao excesso de peso e a obesidade. Entretanto
é necessário maiores estudos para direcionar a relação entre a insegurança alimentar e o
excesso de peso ou obesidade nos adultos.
Dando continuidade a análise de regressão do modelo ajustado, com o objetivo de
verificarmos o impacto que as observações de alta alavancagem podem causar na esti-
mativa dos parâmetros, decidimos por exclúı-las individualmente e conjuntamente, sendo
assim as variações percentuais das estimativas devido as observações 18, 34 e 41 podendo
ser visualizadas na Tabela 3.4. A partir da análise descritiva das variáveis relevantes ao
modelo foi posśıvel verificar que o estado da Louisiana, observação 18, se destacou por
apresentar a maior taxa de V EGET e uma das menores taxas de BST . Ao excluirmos a
observação 18, temos que a variação percentual de β̂2 é 25.10%. Em relação ao submodelo
da precisão, temos que o maior impacto ocorreu no intercepto, γ̂0, com uma redução de
−37.49%, diminuindo a precisão das respostas.
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Tabela 3.4: Variações percentuais nas estimativas dos parâmetros ao se retirar observações
influentes. Proporção de adultos obesos nos Estados Unidos.
Casos 18 34 41 18,34,41
β̂0 8.09 16.73 −11.64 10.44
β̂1 9.65 9.73 1.60 15.61
β̂2 25.10 −16.97 0.38 −13.45
β̂3 −12.34 −34.98 2.49 −24.07
β̂4 −11.21 −13.38 5.70 −8.53
β̂5 −13.95 −31.48 −0.98 −0.98
β̂6 −13.31 −51.17 12.71 −29.42
β̂7 −14.56 −39.64 −1.70 −25.64
γ̂0 −37.49 −76.35 −0.86 −61.67
γ̂1 −23.60 −52.55 −11.53 −74.77
γ̂2 −20.95 −10.12 −10.86 −35.03
γ̂3 1.35 −6.94 −6.94 −30.24
λ̂ −63.28 −91.79 −56.18 −98.91
O estado North Dakota, observação 34, apresentou a menor taxa de DESEMP e
INSEG, sendo que a exclusão dessa observação diminui de forma considerável as esti-
mativas de β̂6 e β̂7 em respectivamente −51.17% e −39.64%. Em relação ao submodelo
da precisão, a exclusão da observação 34 diminui as estimativas de γ̂0 e γ̂1 em respecti-
vamente −76.35% e −52.55%, influenciando negativamente a precisão. O estado South
Dakota, observação 41, se destacou por apresentar uma das menores taxas de INAT ,
além das maiores taxas de DESEMP e DESCOB. A exclusão da observação 41 não
causou grandes variações nas estimativas dos parâmetros. O maior impacto ocorreu na
estimativa de β̂6, aumentando seu valor em 12.71%.
Por fim, a exclusão das três observações causam um maior impacto nas estimativas
dos parâmetros referentes ao submodelo da precisão, a saber, γ̂0, γ̂1, γ̂2 e γ̂3, reduzindo em
respectivamente −61.67%, −74.77%, −35.03% e −30.24% a estimativa dos parâmetros.
Portanto, o estado North Dakota, observação 34, foi o que mais contribui com a variação
percentual das estimativas dos parâmetros nos submodelos da média e da precisão. Temos
ainda a variação do λ, que representa o grau de heterogeneidade da precisão dos dados,
sendo definido como a razão max(φt)/min(φt). Nas suas estimativas para os diferentes
casos, ocorre redução de seus valores, refletindo assim a intensidade de não-constância da
precisão.
Um dos objetivos desse estudo é estimar o impacto exercido pela inatividade f́ısica na
proporção de adultos obesos nos diferentes estados. Como apresentado em Cribari-Neto










−1(β0 + β1INATt + β2V EGETt+ β3FUMt + β4DESEMPt (3.9)
+ β5INSEGt + β6BSTt + β7INT1t).
com t = 1, . . . , 50. Considerando que a função de ligação para a média é cloglog, o impacto
pode ser expresso como:
∂E(yt)
∂INATt
= exp[− exp(β0 + β1INATt + β2V EGETt + β3FUMt (3.10)
+ β4DESEMPt + β5INSEGt + β6BSTt + β7INT1t)]
× exp(β0 + β1INATt + β2V EGETt + β3FUMt + β4DESEMPt
+ β5INSEGt + β6BSTt + β7INT1t)× β1.
para t = 1, . . . , 50. Dessa forma, considerou-se o cenário em que as variáveis V EGET ,
FUM , DESEMP , INSEG, BST e INT1 estão fixadas no primeiro, segundo e ter-
ceiro quartis. A Figura 3.4 apresenta o impacto exercido pela inatividade f́ısica sobre a
proporção de adultos obesos nos diferentes estados. Neste cenário é posśıvel notar que
o impacto da variável INAT é positivo e assume forma acelerada para valores menores
que 0.85. Para valores de INAT > 0.85 o efeito continua sendo positivo, contudo apre-
sentando um crescimento mais lento. Notamos também que as curvas de impacto para
o segundo e terceiro quartis não apresentam grandes diferenças, contudo quando as co-
variáveis estão fixadas no primeiro quartil a proporção de obesos é relativamente menor
que nos demais quartis.




























Figura 3.4: Impacto da porcentagem de adultos fisicamente inativos sobre a proporção de
adultos obesos fixando-se a demais variáveis no primeiro, segundo e terceiro quartis.
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3.5 Conclusões
Neste caṕıtulo, através do modelo de regressão beta com dispersão variável, modelamos
a proporção de adultos obesos e verificamos através do teste de Wald que as covariáveis
inatividade f́ısica, consumo de vegetais menos de uma vez por dia, o hábito de fumar
e a taxa de insegurança alimentar estavam relacionadas de forma positiva com a pro-
porção média de adultos obesos. Já as taxas de desempregados e o escore de bem-estar
mostraram-se relacionados negativamente com a resposta média. A modelagem do sub-
modelo da precisão permitiu constatar que os estados que apresentavam maiores taxas
de descobertos quanto ao seguro de saúde e maiores taxas de consumo de vegetais, apre-
sentavam respostas mais precisas, ou seja, menos dispersas. Estimamos ainda o impacto
exercido pela taxa de inatividade f́ısica sobre a proporção média de adultos obesos nos
Estados Unidos. Os resultados revelaram que o efeito desse impacto é positivo e apresenta
uma forma acelerada para valores de inatividade f́ısica menores do que 0.85, considerando
que as demais variáveis foram fixadas em um determinado quartil.
De modo geral, conclúımos que o ajuste obtido por meio do modelo de regressão beta
com dispersão variável se mostrou uma ferramenta bastante útil para avaliar a proporção
de adultos obesos nos Estados Unidos. Verificamos que os resultados encontrados se
mostraram coerentes aos obtidos por outros autores em seus estudos, o que mostra a
adequabilidade deste modelo de regressão para analisar dados do tipo proporção. Adici-
onalmente, o mesmo permitiu modelar a variabilidade dos dados, que é um artif́ıcio que
permite melhorar os resultados inferenciais. Por fim, foi posśıvel ainda analisar o impacto
individual de uma determinada variável, que se mostrou relevante durante o estudo, na
variável resposta, permitindo assim ampliar as conclusões a respeito do tema.
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Caṕıtulo 4
Erros de especificação no modelo de regressão beta
com dispersão variável
4.1 Introdução
A análise de regressão é uma das técnicas estat́ısticas mais utilizadas sendo útil para
investigar o comportamento de uma variável aleatória de interesse (variável dependente)
quando o mesmo é influenciado por um conjunto de outras variáveis (variáveis indepen-
dentes). Um dos modelos mais utilizados em análises emṕıricas é o modelo de regressão
normal linear. Porém, o mesmo torna-se inapropriado quando a variável resposta as-
sume valores pertencentes a um intervalo limitado na reta, tais como taxas e proporções
cont́ınuas. Dados desta natureza usualmente se distribuem assimetricamente, não sendo
adequado o uso do modelo de regressão normal linear (CRIBARI-NETO; ZELEIS, 2010;
KIESCHNICK; MCCULLOUCH, 2003).
Ferrari e Cribari–Neto (2004) propuseram um modelo de regressão que é de ampla
utilidade para modelar variáveis pertencentes ao intervalo cont́ınuo (0, 1). O modelo de
regressão beta proposto por estes autores assume que a variável resposta possui distri-
buição beta e que sua média é relacionada a um preditor linear por meio de uma função
de ligação, preditor este que envolve covariáveis e parâmetros de regressão desconhecidos.
Este modelo também é indexado por um parâmetro de dispersão, que neste caso, é cons-
tante ao longo das observações. Contudo, Simas et al. (2010) apresentaram uma extensão
do modelo proposto por Ferrari e Cribari–Neto (2004), denominado modelo de regressão
beta com dispersão variável. Nesta abordagem, o parâmetro de dispersão varia ao longo
das observações, sendo modelado também por uma estrutura de regressão que contém
covariáveis, parâmetros desconhecidos e uma função de ligação. Segundo Espinheira et
al. (2008b), a classe de modelos de regressão beta é similar em muitos aspectos à classe
dos modelos lineares generalizados (MCCULLACH; NELDER, 1989).
Diversas aplicações do modelo de regressão beta podem ser encontradas na literatura.
Oliveira e Souza (2016), por exemplo, utilizaram este modelo para investigar a proporção
de crianças obesas beneficiadas pelo Programa Bolsa Famı́lia nas regiões do Brasil. Al-
meida Junior e Souza (2015) avaliaram o impacto exercido pelo Programa Bolsa Famı́lia
nas eleições presidenciais do ano de 2010, enquanto que Silva e Souza (2014) tiveram por
finalidade modelar a taxa de analfabetismo nos munićıpios do estado da Paráıba neste
mesmo ano. Sant’Anna e Caten (2010) modelaram a fração ou proporção de itens não
conformes às especificações de um processo industrial com enfoque no modelo de regressão
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beta e no modelo linear generalizado, por outro lado, Pinto et al. (2011) fizeram uso des-
tes mesmos modelos de regressão para um estudo relacionado à infartos em pacientes.
Outros exemplos de aplicações podem ser encontradas em Souza e Cribari–Neto (2015) e
Cribari–Neto e Pereira (2013).
Ao se realizar qualquer análise de regressão não é posśıvel saber de fato se o modelo
estimado retrata adequadamente a realidade do fenômeno em estudo. Segundo Pereira e
Cribari–Neto (2014), caso a especificação do modelo escolhido esteja incorreta, inferências
imprecisas podem vir a ocorrer. No modelo de regressão beta com dispersão variável a
escolha das funções de ligação e das variáveis independentes são processos tipicamente
necessários no ajuste de um determinado modelo, e que podem ser auxiliados por con-
clusões de estudos anteriores. Porém, em termos práticos, é comum se cometer erros de
especificação neste processo.
Neste contexto, alguns autores estudaram diferentes formas de especificações na classe
de modelos de regressão beta. Bayer e Cribari–Neto (2017) exploraram o tema de seleção
das covariáveis importantes nas estruturas de regressão dos submodelos da média e da dis-
persão. Andrade (2007) realizou um extenso estudo de simulação com o objetivo de avaliar
o impacto da especificação incorreta da função de ligação da média e comparou, através
de uma aplicação prática, os resultados obtidos através do uso de diferentes funções de
ligação. Lima (2007) propôs um teste de erro de especificação para modelos de regressão
beta baseado no teste RESET (RAMSEY, 1969), e concluiu através de simulações que
o mesmo é útil para detecção do uso de função de ligação incorreta bem como de não-
linearidades no preditor linear. Canterle et al. (2015) abordaram o problema da má
especificação na função de ligação do submodelo da dispersão e verificaram que a incor-
reta especificação desta função de ligação tem uma influência considerável nas inferências
do modelo, incluindo implicações diretas na eficiência dos estimadores dos parâmetros da
média.
Loose et al. (2014) abordaram o desempenho dos estimadores pontuais e intervalares
no modelo de regressão beta com dispersão variável e, através de simulações de Monte
Carlo, confirmaram a consistência destes estimadores. Contudo, observaram que os es-
timadores que modelam a precisão (inverso da dispersão) são consideravelmente mais
viesados do que os que modelam a média, indicando uma necessidade de maior atenção
na modelagem da estrutura de regressão deste parâmetro. Considerando a dificuldade em
se modelar esta estrutura e que na prática é comum se cometer erros de especificação,
Cribari–Neto e Souza (2012) propuseram uma nova abordagem em modelos de regressão
beta como forma de solucionar estes problemas. Esta abordagem é baseada em estima-
dores do tipo sandúıche para casos em que a estrutura de regressão para o parâmetro
de dispersão é negligenciada. Os autores conclúıram que as inferências considerando esta
metodologia são precisas mesmo sob dispersão variável, o que indica uma posśıvel solução
para os erros de especificação que usualmente são cometidos nesta estrutura.
Neste contexto de erros de especificação, o nosso objetivo é avaliar o efeito dos mes-
mos nas inferências do modelo de regressão beta com dispersão variável. Um estudo de
simulação considerando diferentes cenários foi realizado com este propósito. Nestas si-
mulações, a variável resposta foi gerada com distribuição beta assumindo covariáveis e
funções de ligação conhecidas, o modelo foi então ajustado considerando a especificação
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correta e incorreta. Em particular, seis tipos de erros de especificação foram avaliados,
englobando tanto erros nos preditores quanto nas funções de ligação das duas estruturas
de regressão. Para avaliar o efeito destes erros, consideramos as taxas de rejeição e as
taxas de cobertura em relação a um dos parâmetros do submodelo da média (µ). Com-
putamos ainda algumas medidas considerando as estimativas para as respostas médias, a
saber: o viés relativo médio e o erro quadrático médio. Por fim, realizamos uma aplicação
a dados reais.
O presente caṕıtulo encontra-se dividido em cinco seções. A Seção 2 apresenta o mo-
delo de regressão beta com dispersão variável. Os resultados numéricos e as discussões
são apresentados na Seção 3. Na Seção 4 uma aplicação a dados reais é realizada. Por
último, na Seção 5 são apresentadas as conclusões e considerações finais.
4.2 Modelo de regressão beta
O modelo de regressão beta, introduzido por Ferrari e Cribari–Neto (2004), é comu-
mente utilizado para modelar variáveis que assumem valores no intervalo (0, 1), a exemplo
de taxas e proporções. Almeida Junior e Souza (2015), Oliveira e Souza (2016), Smithson
e Verkuilen (2006) e Souza e Cribari–Neto (2015) utilizaram modelos de regressão para a
situação em que a variável resposta segue distribuição beta. Em tais modelos assume-se
que a resposta média é relacionada a um preditor linear através de uma função de ligação,
preditor este que envolve covariáveis e parâmetros de regressão desconhecidos. Estes mo-
delos também são indexados por um parâmetro de dispersão que em certas ocasiões podem
variar ao longo das observações (CRIBARI–NETO; SOUZA, 2012, 2013; ESPINHEIRA
et al., 2008a, 2008b; SILVA; SOUZA, 2014; SIMAS et al., 2010).
Para a definição do modelo de regressão beta, Ferrari e Cribari–Neto (2004) sugerem
uma parametrização da distribuição beta em termos de sua média e um parâmetro de





yµφ−1(1− y)(1−µ)φ−1, 0 < y < 1, (4.1)
em que 0 < µ < 1 e φ > 0. Aqui, E(y) = µ e var(y) = V (µ)
1+φ
, sendo V (µ) = µ(1 − µ),
a “função variância”, µ é a média da variável resposta e φ pode ser interpretado como o
parâmetro de precisão no sentido que, para um valor fixo de µ, quanto maior o valor de
φ, menor a variância de y. O parâmetro de dispersão é obtido considerando φ−1.
Sejam y1, . . . , yn variáveis aleatórias independentes, em que cada yt, t = 1, . . . , n,
segue a densidade apresentada em (4.1) com média µt e parâmetro de precisão φt sendo
desconhecidos. O modelo de regressão beta assume que uma função da média µt pode ser




xtiβi = ηt, (4.2)
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em que β = (β1, . . . , βk)
> é um vetor de parâmetros de regressão desconhecidos (β ∈ Rk),
xt1, . . . , xtk são observações de k covariáveis e g(·) é denominada função de ligação. Por-
tanto, µt = g
−1(ηt) e var(yt) = µt(1− µt)/(1 + φ), para t = 1, . . . , n.
O modelo de regressão beta proposto por Ferrari e Cribari–Neto (2004) considera o
parâmetro de precisão constante ao longo das observações. Porém, admitimos como em
Simas et al. (2010) que o parâmetro de precisão é variável, sendo modelado através de uma
estrutura de regressão que contém covariáveis, parâmetros de regressão desconhecidos e




ztjγj = ϑt, (4.3)
em que γ = (γ1, . . . , γq)
> é um vetor de parâmetros desconhecidos, zt1, . . . , ztq são ob-
servações de q covariáveis (k + q<n) assumidas fixas e conhecidas, ϑt é o preditor linear
e h(·) é uma função de ligação. Aqui, φt = h−1(ϑt), em que t = 1, . . . , n.
As estimativas dos parâmetros são obtidas maximizando numericamente a função de
log-verossimilhança através de um algoritmo de maximização não-linear. Usualmente,
utiliza-se o método quasi-Newton BFGS (PRESS et al., 1992). A distribuição dos esti-
madores de máxima verossimilhança de β e γ, ditos β̂ e γ̂, é aproximadamente normal
em grandes amostras. Esta aproximação pode ser usada na construção de intervalos de
confiança e testes de hipóteses. Para maiores detalhes inferenciais e matriciais do vetor
escore e da matriz de informação de Fisher, ver Simas et al. (2010).
4.2.1 Teste de Hipóteses e Intervalos de Confiança
De acordo com Ferrari e Cribari–Neto (2004) inferências em grandes amostras no
modelo de regressão beta podem ser realizadas utilizando o teste de Wald (WALD, 1943).
A estat́ıstica de teste para testar a hipótese nula H0 : β1 = β(0)1 é dada por:
ω = (β̂1 − β(0)1 )>(K̂
ββ
11 )
−1(β̂1 − β(0)1 ), (4.4)
em que K̂ββ11 é igual K
ββ
11 (matriz m × m obtida da inversa da matriz de informação de
Fisher K−1) avaliado no estimador de máxima verossimilhança irrestrito, e β̂1 é o esti-
mador de máxima verosimilhança de β1. Sob fracas condições de regularidade e sob H0,
ω
D−→ χ2m. Em particular, para testar a significância do i-ésimo parâmetro de regressão
(βi), i = 1, . . . , k, pode-se utilizar a raiz quadrada da estat́ıstica de Wald (teste z), isto
é, β̂i/ep(β̂i), onde ep(β̂i) é o erro padrão assintótico do estimador de máxima verossimi-
lhança de β̂i obtido da inversa da matriz de informação de Fisher avaliada nas estimativas
de máxima verossimilhança. A distribuição nula restrita da estat́ıstica de teste é normal
padrão.
Um intervalo de confiança (1 − α) × 100% para os parâmetros dos modelos, sendo
θ = (β>, γ>)> o vetor de parâmetros, é dado por:
θ̂i ± Φ−1(1− α/2)ep(θ̂i), (4.5)
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em que Φ−1 é a função de distribuição acumulada de uma variável aleatória normal padrão,
ep(θ̂i) é o erro padrão para θ̂i e α é o ńıvel nominal do intervalo de confiança.
4.2.2 Funções de Ligação
As funções g(·) e h(·) são conhecidas como funções de ligação e existem muitas possi-
bilidades para suas escolhas. Considerando o parâmetro da média temos que, g(µt) = ηt,
t = 1, . . . , n, em que g(·) é estritamente monótona e duas vezes diferenciável, com domı́nio
em (0, 1) e imagem em R. Portanto, µt = g−1(ηt). Alguns exemplos destas funções de
ligação são:




• probit: g(µt) = Φ−1(µt); em que Φ−1(·) é a função de distribuição acumulada de
uma variável normal padrão; µt = Φ(ηt);
• cloglog: g(µt) = log{− log(1− µt)}; µt = 1− exp{− exp(ηt)};
• loglog: g(µt) = − log{− log(µt)}; µt = exp{− exp(−ηt)}.
em que t = 1, . . . , n. A Figura 4.1 apresenta o comportamento de η como função de µ para
as funções de ligação citadas acima. É posśıvel perceber, por exemplo, que as funções logit
e probit tem comportamento parecido, que a função cloglog tem comportamento similar
à logit para valores de µ próximos de 0 e a função de ligação loglog tem comportamento
similar à logit para valores de µ próximos de 1.

















Figura 4.1: Gráfico de funções de ligação para a média.
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Para o parâmetro de precisão temos que, h(φt) = ϑt, em que h(·) é uma função
estritamente monótona e duas vezes diferenciável que mapeia os pontos positivos da reta.
Portanto, φt = h
−1(ϑt). Alguns exemplos destas funções são:
• log: h(φt) = log(φt); φt = exp{ϑt};
• sqrt: h(φt) =
√
φt; φt = ϑ
2
t ;
• identity: h(φt) = φt; φt = ϑt.
em que t = 1, . . . , n. Para maiores detalhes sobre as funções de ligação ver McCullagh e
Nelder (1989).
4.3 Avaliação numérica
Através de simulações de Monte Carlo nós avaliamos, em amostras de tamanho fi-
nito, o efeito de diferentes erros de especificação no modelo de regressão beta com dis-
persão variável. Os erros de especificação cometidos estão apresentados na Tabela 4.1 e
exemplificam alguns erros que usualmente são cometidos em modelagens práticas, como
a escolha incorreta de funções de ligação ou de covariáveis para compor as estruturas
de regressão da média e/ou precisão. Estes erros de especificação foram avaliados em
diferentes cenários, considerando tamanhos amostrais e intervalos de médias distintos.
A implementação computacional foi desenvolvida no software estat́ıstico R (KLEIBER;
ZELEIS, 2008; R DEVELOPMENT CORE TEAM, 2014;) utilizando o pacote betareg
(CRIBARI–NETO; ZELEIS, 2010).
O número de réplicas de Monte Carlo foi fixado em 10000. Para cada réplica de Monte
Carlo foram geradas amostras aleatórias da variável aleatória yt, t = 1, . . . , n, com função
de densidade dada em (4.1), parâmetro de média definido por µt = g
−1(ηt) e parâmetro
de precisão definido por φt = h
−1(ϑt), em que:
ηt = β0 + β1x1t + β2x2t, (4.6)
ϑt = γ0 + γ1z1t,
para t = 1, . . . , n. As variáveis independentes foram geradas a partir da distribuição
uniforme (0, 1). Na geração dos dados, consideramos o modelo corretamente especificado
(MCE) definido pela estrutura apresentada acima, e consideramos ainda g(·) a função de
ligação logit e h(·) a função de ligação sqrt. Medimos a não-constância da precisão dos
dados através da quantidade λ = max(φt)
min(φt)
, para t = 1, . . . , n. Note que λ = 1 indica que a
precisão é constante para todas as observações. No nosso estudo λ ≈ 13.
Com o objetivo de avaliar os efeitos dos erros de especificação em diferentes cenários,
consideramos três intervalos para as médias na geração dos dados. No primeiro cenário,
utilizamos β0 = −1.9, β1 = 1.5 e β2 = 0.0 como verdadeiros valores dos parâmetros, que
conduziram a valores de médias próximos à 0, mais precisamente µt ∈ [0.1374; 0.3764].
No segundo cenário, os valores para os parâmetros foram β0 = −0.5, β1 = 1.2 e β2 = 0.0,
que conduziram a µt ∈ [0.3894; 0.6493], isto é, médias próximas à 0.5. No terceiro cenário,
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Erro no preditor linear da
média e nas funções de
ligação da média e precisão -
E1
cloglog(µt) = β0 + β1x1t + β2x
2
2t log(φt) = γ0 + γ1z1t
Erro no preditor linear da
precisão e na função de
ligação da precisão - E2
logit(µt) = β0 + β1x1t + β2x2t log(φt) = γ0 + γ1z2t
Erros nos preditores lineares
da média e da precisão e nas
funções de ligação da média e
precisão - E3
cloglog(µt) = β0 + β1x1t + β2x
2
2t log(φt) = γ0 + γ1z2t
Erro no preditor linear da
precisão e na função de
ligação da média - E4
cloglog(µt) = β0 + β1x1t + β2x2t sqrt(φt) = γ0 + γ1z2t
Erros nos preditores lineares
da média e da precisão - E5
logit(µt) = β0 + β1x1t + β2x
2
2t sqrt(φt) = γ0 + γ1z2t
Precisão fixa - E6 logit(µt) = β0 + β1x1t + β2x2t sqrt(φt) = γ0
utilizamos β0 = 2.3, β1 = −1.8 e β2 = 0.0, que neste caso conduziu a µt ∈ [0.6515; 0.9024],
ou seja, valores de médias próximas à 1. No caso da precisão, os verdadeiros valores para
os parâmetros foram γ0 = 1.0 e γ1 = 7.9, que produziram valores de φt no intervalo
[5.8420; 76.6020], o que corresponde a um cenário de baixa precisão, ou ainda, de alta
dispersão.
Consideramos ainda três diferentes tamanhos amostrais, n = 25, 50, 100, sendo que
são geradas 25 observações das variáveis x1, x2, z1 e z2, que são replicadas duas e qua-
tro vezes, respectivamente, para os tamanhos amostrais n = 50, 100. Este procedimento
de replicação de valores assegura que o grau de heterogeneidade na precisão dos dados
mantenha-se constante à medida em que se aumenta o tamanho amostral.
Na avaliação dos efeitos dos erros de especificação nas inferências do modelo de re-
gressão beta foram computadas as taxas de rejeição sob a hipótese nula H0 : β2 = 0 e os
intervalos de confiança com ńıvel nominal de confiança de 95% para o parâmetro β2. A
partir de 10000 intervalos de confiança foram obtidas as taxas de cobertura para β2. A
taxa de cobertura representa a proporção de vezes em que o intervalo de confiança conteve
o parâmetro, sendo esperada uma taxa em torno de 95%. Em relação as estimativas das
médias µt, foram avaliados os vieses relativos médios (VRm) e o erro quadrático médio















E[(µ̂t − µt)2], (4.8)
em que t = 1, . . . , n, µ̂t é a estimativa para as médias considerando as n observações e
E denota a operação de valor esperado sob a quantidade (µ̂t − µt)2. Para essas medidas
espera-se valores próximos de zero com o aumento do tamanho amostral.
Primeiramente, nosso interesse consiste em avaliar as taxas de rejeição (tamanho dos
testes z) sob a hipótese nula H0 : β2 = 0 versus H1 : β2 6= 0 considerando seis tipos de
erros de especificação (ver Tabela 4.1). Na Tabela 4.2 são apresentados os resultados das
taxas de rejeição aos ńıveis nominais de 10%, 5% e 1% considerando diferentes intervalos
para as médias µt. As principais conclusões serão resumidas a seguir. Em primeiro lugar,
considerando o modelo corretamente especificado, é posśıvel observar que as taxas de re-
jeição estão acima dos ńıveis nominais considerados para os três intervalos das médias e
para os diferentes tamanhos amostrais. Vale salientar que as mesmas foram ainda mais
distantes dos ńıveis nominais para valores de médias próximas de 0. Como ilustração, con-
siderando o cenário em que as médias estão variando no intervalo [0.1374; 0.3764], n = 50
e α = 10%, a taxa de rejeição é de 13.07%. No cenário 2, de médias entre [0.3894; 0.6493],
essa mesma taxa é de 12.26%. Já para o cenário 3, cujo intervalo de médias é entre
[0.6515; 0.9024] a taxa é de 12.65%.
Segundo, as taxas de rejeição tendem a ser maiores quando há erro no preditor da
precisão (E2, E3, E4 e E5) comparado ao ajuste em que não há esse erro (E1) ou quando
o modelo é estimado com precisão fixa (E6). Exemplificando, considere o cenário 2, com
médias variando próximas à 0.5, n = 50 e α = 5%, a taxa de rejeição do modelo em que
há erros nas funções de ligação da média e da precisão e no preditor da média (E1) é
de 6.71%, enquanto que no modelo em que há esses mesmos erros acrescido ao erro no
preditor da precisão (E3), essa taxa é de 10.24%. Considerando o ajuste estimado com
precisão fixa (E6), a taxa de rejeição associada é de 7.74%.
Terceiro, no caso em que o modelo foi estimado cometendo erros no preditor da pre-
cisão e em uma das funções de ligação, nossos resultados mostraram que no geral, é mais
grave se cometer erros no preditor da precisão e na função de ligação da média do que no
preditor e na função de ligação do parâmetro de precisão, considerando valores de médias
variando próximos de 0 e de 0.5 (cenários 1 e 2). Já para valores de médias próximos
de 1 (cenário 3), os resultados se inverteram, as taxas maiores se associaram ao erro no
preditor e na função de ligação do parâmetro de precisão. Como exemplo considere o
cenário 1, n = 100 e α = 5%, a taxa de rejeição para o modelo em que se cometem erros
no preditor e na função de ligação da precisão (E2) é de 9.07%, enquanto que para o
modelo estimado com erros no preditor da precisão e na função de ligação da média (E4),
essa mesma taxa é de 9.73%. No cenário 3, considerando o mesmo tamanho amostral e
ńıvel de significância, essas taxas foram de 9.13% e 8.12%, respectivamente.
Quarto, considerando os erros de especificação cometidos, o modelo estimado que no
geral apresentou taxas mais distantes dos ńıveis nominais, para os cenários 1 e 2, foi o
modelo com erros nas funções de ligação e nos preditores dos parâmetros da média e da
precisão (E3). Por exemplo, para valores de médias próximos de 0.5, n = 50 e α = 5%,































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































acima rejeita a hipótese nula 10.24% das vezes, o que vale ressaltar que é mais do que o
dobro do ńıvel nominal considerado. Em contrapartida, para o cenário 3, o modelo com
erros nos preditores da média e da precisão (E5) apresentou as maiores taxas de rejeição
comparadas aos demais modelos estimados.
Quinto, as taxas de rejeição do modelo estimado com precisão fixa (E6), considerando
os tamanhos amostrais n = 50 e n = 100, tenderam a serem maiores do que as taxas
do modelo estimado com erros nas funções de ligação da média e da precisão e no pre-
ditor linear da média (E1). Isso significa que, para tamanhos amostrais maiores omitir
a estrutura de regressão do parâmetro de precisão pode ser mais grave do que errar na
especificação da média e na função de ligação do parâmetro de precisão, resultado este que
não se verifica para amostras pequenas (n = 25). Para ilustrar essa conclusão considere
médias variando próximas de 1 e α = 10%, as taxas de rejeição do modelo estimado com
precisão fixa considerando os três tamanhos amostrais foram de 16.47%, 15.21% e 13.66%,
enquanto que no modelo com erros nas funções de ligação e no preditor da média, essas
taxas foram de 17.10%, 13.05% e 11.76%, respectivamente.
Na Tabela 4.3 encontram-se os resultados numéricos da avaliação das taxas de cober-
tura para o parâmetro β2. Nota-se que os resultados estão dentro do esperado, pois as
taxas se aproximam de 95% com o aumento do tamanho amostral, considerando os erros
Tabela 4.3: Resultados das taxas de cobertura para β2
Cenário 1
µt ∈ [0.1374; 0.3764]
n = 25 n = 50 n = 100
Modelo corretamente especificado - MCE 90.30 92.46 93.83
Erro no pred. linear da média e nas funções de lig. - E1 89.42 92.69 93.81
Erro no pred. linear e na função de lig. da precisão - E2 86.50 89.90 90.93
Erros nos pred. lineares e nas funções de lig. - E3 85.17 88.99 89.60
Erro no pred. linear da precisão e na função de lig. da média - E4 86.32 89.58 90.27
Erros nos pred. lineares da média e da precisão - E5 85.82 89.31 90.01
Precisão Fixa - E6 90.00 91.47 92.07
Cenário 2
µt ∈ [0.3894; 0.6493]
n = 25 n = 50 n = 100
Modelo corretamente especificado - MCE 90.44 93.27 93.68
Erro no pred. linear da média e nas funções de lig. - E1 89.91 92.29 93.62
Erro no pred. linear e na função de lig. da precisão - E2 86.10 90.81 91.84
Erros nos pred. lineares e nas funções de lig. - E3 85.69 89.76 91.02
Erro no pred. linear da precisão e na função de lig. da média - E4 86.28 90.61 91.59
Erros nos pred. lineares da média e da precisão - E5 86.49 90.33 91.38
Precisão Fixa - E6 89.99 92.26 92.26
Cenário 3
µt ∈ [0.6515; 0.9024]
n = 25 n = 50 n = 100
Modelo corretamente especificado - MCE 90.64 92.87 94.13
Erro no pred. linear da média e nas funções de lig. - E1 89.38 92.34 93.97
Erro no pred. linear e na função de lig. da precisão - E2 86.63 89.38 90.87
Erros nos pred. lineares e nas funções de lig. - E3 86.74 90.04 91.55
Erro no pred. linear da precisão e na função de lig. da média - E4 87.30 90.08 91.88
Erros nos pred. lineares da média e da precisão - E5 85.71 88.34 90.31
Precisão Fixa - E6 89.94 91.07 92.09
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de especificação cometidos e os diferentes intervalos para as médias. Com base nesses
resultados, temos que o modelo estimado com mais erros de especificação (E3) apresentou
as taxas de cobertura mais distantes de 95% para os cenários 1 e 2, enquanto que para
o cenário 3, o modelo estimado com erros nos preditores da média e da precisão (E5)
apresentou as menores taxas de cobertura comparado aos demais modelos.
Assim como ocorreram com as taxas de rejeição, nos modelos em que há o erro no
preditor da precisão (E2, E3, E4 e E5) há uma tendência a apresentar resultados mais dis-
tantes do esperado comparado ao caso em que não há esse erro (E1) ou quando o modelo
é estimado desconsiderando a estrutura de regressão para o parâmetro de precisão (E6).
Exemplificando, considere valores de médias próximos de 0 e n = 50, a taxa de cobertura
para o parâmetro β2 no modelo com erros nas funções de ligação e no preditor da média
(E1) é de 92.69%, enquanto que no modelo estimado com esses mesmos erros acrecido ao
erro no preditor da precisão (E3), a taxa é de 88.99%. Já para o modelo estimado com
precisão fixa (E6), a mesma foi de 91.47%.
As taxas de cobertura para o modelo estimado com erros no preditor da precisão e
na função de ligação da média (E4) tenderam a serem mais distantes do valor esperado
do que no modelo estimado com erros no preditor e na função de ligação do parâmetro
precisão (E2) considerando os cenários 1 e 2. Resultado que reforça o fato de que, errar no
preditor da precisão e na função de ligação da média é mais grave do que errar apenas na
especificação do parâmetro de precisão (função de ligação e preditor linear) considerando
valores de médias variando até próximos de 0.65.
Confrontando os resultados obtidos em relação apenas aos diferentes intervalos de
médias considerados, temos que em geral, as taxas de cobertura tenderam a serem mai-
ores para os cenários com médias variando próximos de 0.5 e de 1. Para ilustrar este
resultado, considere o tamanho amostral n = 100 e caso em que se cometem erros nos
preditores lineares e nas funções de ligação dos parâmetros da média e da precisão (E3),
as taxas de cobertura considerando os cenários 1, 2 e 3, foram 89.60%, 91.02% e 91.55%,
respectivamente.
A Tabela 4.4 apresenta os vieses relativos médios e o erro quadrático médio das estima-
tivas das médias. Através de sua análise, pode-se observar que em todos os casos, como já
era esperado devido a propriedade de consistência dos estimadores de máxima verossimi-
lhança, com o aumento do tamanho amostral os valores tenderam a zero. Além do mais, o
modelo estimado corretamente no geral apresentou os menores valores para essas medidas.
Dos intervalos para as médias utilizados na geração dos dados, o cenário 3, de médias
próximas de 1, apresentou menores valores comparado aos outros dois cenários. Mais uma
vez, modelos estimados com erro no preditor linear do parâmetro da precisão apresenta-
ram resultados mais distantes do esperado. Vale destacar, que no caso do viés relativo
médio e do erro quadrático médio, o modelo estimado desconsiderando a estrutura de re-
gressão do parâmetro de precisão apresentou em alguns casos, os resultados mais distantes
de zero comparado aos demais modelos aqui estudados. Exemplificando este último re-
sultado, considere n = 50 e médias variando próximas de 0, o viés relativo médio e o erro
quadrático médio do modelo estimado com precisão fixa (E6) foram de 0.0750 e 0.0113




































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































e nas funções de ligação da média e da precisão (E1), por exemplo, estes valores foram de
0.0597 e 0.0091, respectivamente.
Deste modo, através dos resultados das simulações verificamos que os erros de especi-
ficação que envolviam o preditor linear da estrutura de regressão do parâmetro de precisão
tiveram uma influência considerável nas inferências do modelo de regressão beta com dis-
persão variável. De acordo com Bayer e Cribari–Neto (2017), a modelagem do parâmetro
de dispersão (rećıproco da precisão) pode ser de interesse na identificação de fontes de va-
riabilidade no fenômeno em estudo. Além disso, Canterle et al. (2015) também concluem
que a correta modelagem deste parâmetro por meio da seleção de covariáveis e funções
de ligação têm influência direta na eficiência dos estimadores dos parâmetros de regressão
da média. Estes fatos demonstram a real importância de se modelar corretamente esta
estrutura de regressão. Porém, Souza et al. (2016) afirmam que modelar a variabilidade
é um processo tipicamente mais complicado do que modelar a média da variável resposta,
e como consequência disso, torna-se mais fácil se cometer erros de especificação nesta
estrutura. Baseado nisso, Cribari–Neto e Souza (2012) propuseram estimadores do tipo
sandúıche para o modelo de regressão beta, sendo esta uma alternativa para se reali-
zar inferências precisas no submodelo da média sem necessariamente ter que se modelar
a dispersão. As inferências obtidas utilizando esta abordagem são precisas mesmo sob
dispersão variável. Uma outra alternativa para se evitar erros de especificação caso seja
importante para o estudo modelar a variabilidade, é a aplicação do teste RESET adaptado
para a classe de modelos de regressão beta (LIMA, 2007; OLIVEIRA, 2013). Segundo os
autores, este teste é útil na identificação de diversos tipos de erros de especificação que
usualmente são cometidos.
4.4 Aplicação
Nesta seção apresentamos uma aplicação do modelo de regressão beta com dispersão
variável aos dados da obesidade adulta nos Estados Unidos no ano de 2014. Estes dados
são referentes ao estudo realizado por Souza et al. (2016). Aqui, nosso interesse consiste
em comparar os resultados inferenciais obtidos através do uso de diferentes funções de
ligação. Para esses dados temos que a variável resposta, OB2014, é a proporção de adultos
obesos nos estados e totalizam 50 observações. As variáveis independentes utilizadas
para explicar a obesidade nos estados foram: a porcentagem de residentes desempregados
ou empregados em tempo parcial em 2014 (DESEMP), a porcentagem de adultos que
consumiam vegetais menos de uma vez por dia em 2011 (VEGET), a porcentagem de
residentes que não tinham cobertura de seguro de saúde em 2014 (DESCOB), o escore
de bem-estar em 2014 (BST), a porcentagem de fumantes de cigarro em 2012 (FUM) e a
taxa de insegurança alimentar em 2013 (INSEG). Neste estudo, a especificação do modelo
de regressão beta com dispersão variável pode ser definida da seguinte maneira:
g(µt) = β0 + β1DESEMPt + β2V EGETt + β3DESCOBt + β4BSTt + β5FUMt,
h(φt) = γ0 + γ1INSEGt + γ2DESCOBt + γ3V EGETt, (4.9)
com t = 1, . . . , 50. Além disso, temos que g(·) e h(·) são as funções de ligação utilizadas
para modelar a média e precisão, respectivamente. Vale salientar que foram feitas tentati-
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vas com as funções de ligação loglog, cloglog e logit para a estrutura da média e log e sqrt
para a precisão, porém apresentamos apenas os ajustes com as funções de ligação cujos
resultados inferenciais mostraram-se mais diferenciados, que aqui denominamos de ajuste
1 e ajuste 2 (ver Tabela 4.5). Aplicamos o teste da razão de verossimilhanças (NEYMAN;
PEARSON, 1928; SOUZA et al., 2016) para testar a hipótese nula de que a dispersão dos
dados é fixa versus a hipótese alternativa de que a mesma é variável, concluindo ao ńıvel
de significância de 5% a necessidade de uma estrutura para modelar a dispersão dos dados.
Tabela 4.5: Estimativas dos parâmetros (Est.), erros-padrão (E.P.) e p-valores dos modelos
considerando as funções de ligação loglog para a estrutura da média e log e sqrt para a
estrutura da precisão.
Ajuste 1 2
Especificação loglog(µt) e log(φt) loglog(µt) e sqrt(φt)
Modelo para µ
Variáveis Est. E.P. p-valor Est. E.P. p-valor
INTERCEPTO 0.546 0.267 0.041 0.853 0.446 0.056
DESEMP −0.005 0.001 < 0.001 −0.006 0.003 0.012
V EGET 0.010 0.002 < 0.001 0.009 0.002 < 0.001
DESCOB 0.004 0.001 0.004 0.005 0.002 < 0.001
BST −0.018 0.004 < 0.001 −0.023 0.006 < 0.001
FUM 0.008 0.002 < 0.001 0.008 0.002 < 0.001
Modelo para φ
Variáveis Est. E.P. p-valor Est. E.P. p-valor
INTERCEPTO 3.110 1.557 0.046 −17.409 18.094 0.336
INSEG −0.370 0.094 < 0.001 − − −
DESCOB 0.138 0.062 0.025 − − −
V EGET 0.332 0.059 < 0.001 2.146 0.835 0.010
λ 1349.416 11.509
Pseudo-R2 0.7731 0.7834
A Tabela 4.5 apresenta as estimativas, erros-padrão e p-valores obtidos após a mo-
delagem dos dados considerando a função de ligação loglog para o submodelo da média,
log para o submodelo da precisão no ajuste 1 e sqrt para o submodelo da precisão no
ajuste 2. Nesta tabela são apresentados apenas os resultados inferenciais para aquelas
variáveis cujo o parâmetro apresentou um p-valor do teste significativo. Desta forma,
pôde-se verificar que para o ajuste 2, as variáveis INSEG e DESCOB não foram signifi-
cativas no submodelo da precisão, sendo o mesmo reajustado sem essas variáveis. Para
cada modelo foi avaliado a razão entre os valores de máximo e mı́nimo da precisão (λ),
que pode ser interpretado como uma medida de não-constância da precisão dos dados.
Verificamos que a mudança na estrutura de regressão do parâmetro de precisão ocasionou
uma grande variabilidade nesta medida, sendo que para o ajuste 1 o valor encontrado
foi de 1349.416, enquanto que para o ajuste 2 este mesmo valor foi de 11.509, resultando
em uma mudança considerável no grau de precisão. Além disso, avaliamos o teste RE-
SET (LIMA, 2007; OLIVEIRA, 2013), o gráfico de probabilidade normal com envelopes
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simulados, o pseudo-R2 e as medidas de influência para que fosse posśıvel comparar as
mudanças inferenciais ocorridas quando se utilizam diferentes formas de especificação na
modelagem dos dados. Por fim, aplicamos o teste J (CRIBARI-NETO; LUCENA, 2015)
para chegarmos ao modelo melhor especificado.
Ferrari e Cribari–Neto (2004) propuseram uma medida similar ao coeficiente de deter-
minação para modelos de regressão beta, denominado pseudo-R2. Esta medida permite
avaliar a qualidade do ajuste dos modelos e apresenta valores contidos no intervalo (0, 1),
sendo que, quanto mais próximo de 1 melhor a capacidade explicativa do modelo proposto.
Desta forma, para os ajustes 1 e 2 obtivemos respectivamente os valores de 0.7721 e 0.7834.
Portanto, a mudança na estrutura de regressão do parâmetro de precisão ocasionou uma
variação da capacidade explicativa dos modelos, sendo o ajuste 2 o que apresentou a maior
capacidade explicativa.
Nós utilizamos o teste RESET adaptado para modelos de regressão beta (LIMA, 2007;
OLIVEIRA, 2013) com o objetivo de testar a correta especificação dos modelos propos-
tos. A hipótese nula sugere que o modelo testado está bem especificado versus a hipótese
alternativa de que o mesmo está mal especificado. Para a realização do teste, conside-
ramos o preditor linear estimado elevado a segunda potência (η̂2) como variável de teste
inclúıda no submodelo da média. Desta forma, obtivemos os p-valores de 0.1141 e 0.1522
referentes aos ajustes 1 e 2, respectivamente. Portanto, podemos concluir que tais mode-
los não apresentam erros na omissão de variáveis ou forma funcional incorreta aos ńıveis
usuais de significância. Vale destacar aqui, que quando consideradas as funções de ligação
cloglog e log para modelar as estruturas da média e da precisão, respectivamente, o teste
RESET sugere a incorreta especificação do modelo ao ńıvel de significância de 5% (p-valor
= 0.0444), podendo o mesmo apresentar algum tipo de erro de especificação.
A Figura 4.2 apresenta os gráficos de probabilidade normal com envelopes simulados
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(b) loglog e sqrt
Figura 4.2: Gráficos de probabilidade normal com envelopes simulados.
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utilizando os reśıduos ponderados (ESPINHEIRA et al., 2008a). A partir destes gráficos
é posśıvel concluir que os ajustes avaliados apresentam os reśıduos, em sua maioria, den-
tro das bandas de confiança dos envelopes simulados, mostrando a adequabilidade dos
modelos independente da especificação utilizada. Valendo aqui ressaltar que os reśıduos
do ajuste 1 apresentaram menores desvios comparado aos do ajuste 2.
A partir da análise de influência para modelos de regressão beta (ESPINHEIRA et
al., 2008b) foi posśıvel avaliar algumas medidas como distância de Cook e alavancagem
generalizada. A distância de Cook foi introduzida por Cook (1977) como uma medida
capaz de quantificar o impacto de cada observação nas estimativas dos parâmetros. A
Figura 4.3 apresenta os gráficos da distância de Cook versus os valores preditos, sendo
posśıvel visualizar que houveram diferenças na classificação das observações de acordo
com a especificação utilizada. Para o ajuste 1 apenas a observação 43, referente ao estado
do Texas, encontrou-se destacada frente as demais, sendo este estado o que apresentou
uma das maiores porcentagens de residentes que não tinham cobertura de seguro de saúde
(DESCOB). Por outro lado, para o ajuste 2 não foram identificamos pontos de influência.
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(b) loglog e sqrt
Figura 4.3: Gráficos das distâncias de Cook.
A alavancagem generalizada foi proposta por Wei et al. (1998) como uma medida
da importância individual de cada observação. A Figura 4.4 apresenta os gráficos da
alavancagem generalizada versus os valores preditos, e a partir dela, é posśıvel visualizar
que a alteração na estrutura de regressão da precisão ocasionou mudanças nestes gráficos.
Para o ajuste 1 temos que as observações 18, 34 e 41, referentes aos estados de Louisiana,
North Dakota e South Dakota, respectivamente, foram consideradas pontos de alavanca,
enquanto que para o ajuste 2 apenas a observação 24, referente ao estado do Mississipi,
encontrou-se destacada frente as demais. Vale salientar que o estado de Louisiana apre-
sentou a maior porcentagem de adultos que consumiam vegetais menos de uma vez ao dia
(VEGET), enquanto que North Dakota apresentou a menor porcentagem de residentes
desempregados ou empregados em tempo parcial (DESEMP) e a menor taxa de insegu-
rança alimentar (INSEG). O estado de South Dakota apresentou um dos maiores escores
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de bem-estar (BST), enquanto que o Mississipi apresentou a maior taxa de insegurança
alimentar (INSEG) e uma das maiores porcentagens de adultos que consumiam vegetais
menos de uma vez ao dia (VEGET).
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(b) loglog e sqrt
Figura 4.4: Gráficos de alavancagem generalizada.
Por fim, a Figura 4.5 apresenta o gráfico dos valores observados versus os valores es-
timados, permitindo assim a comparação entre as respostas médias estimadas obtidas a
partir de cada modelo proposto. Como resultado, verificamos que as estimativas médias
de OB2014 se diferenciaram dependendo da especificação utilizada no modelo, contudo
não se foi posśıvel indicar um melhor modelo considerando esta medida, visto que as esti-
mativas foram bem próximas dos valores reais em ambos os ajustes. Valendo ressaltar que
o melhor ajuste seria aquele que apresentasse os menores desvios, denotados por µt − µ̂t,
com t = 1, . . . , 50, ou seja, apresentando observações mais próximas posśıvel da reta.
Uma das maneiras de se decidir entre dois modelos de regressão beta não-encaixados
qual que apresenta-se melhor especificado é utilizar o teste J adaptado para este tipo de
modelo apresentado por Cribari–Neto e Lucena (2015). A aplicação deste teste é reali-
zada de forma sequencial para cada modelo. Primeiramente, para testar a especificação
do ajuste 1, inclúımos no mesmo a estimativa do preditor linear do ajuste 2 como variável
de teste, em seguida, testamos a significância do modelo por meio do teste da razão de ve-
rossimilhanças, obtendo assim um p-valor 0.0440. Em sequência, testamos a especificação
do ajuste 2 incluindo a estimativa do preditor linear do ajuste 1 como variável de teste,
obtendo um p-valor de 0.2350. Desta forma, conclúımos aos ńıveis usuais de significância
que o ajuste 2 apresentou uma melhor especificação, ou seja, a partir do teste J temos que
o modelo melhor especificado é aquele com funções de ligação loglog e sqrt para modelar
as estruturas de regressão da média e da precisão, respectivamente.
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Figura 4.5: Gráfico dos valores observados versus os valores estimados da variável obesi-
dade adulta nos Estados Unidos em 2014, considerando os ajustes com diferentes funções
de ligação.
4.5 Conclusões
Neste caṕıtulo avaliamos o efeito de erros de especificação nas inferências do modelo
de regressão beta com dispersão variável. Para isto, um estudo de simulação foi realizado
considerando diferentes cenários. Neste estudo, o modelo de regressão beta foi ajustado
sob a especificação correta e incorreta. Em particular, seis tipos de erros de especificação
foram avaliados, englobando tanto erros nos preditores quanto nas funções de ligação dos
submodelos da média e da precisão, incluindo o caso em que a estrutura de regressão para
o parâmetro de precisão é negligenciada erroneamente.
Verificamos através das taxas de rejeição que os modelos estimados com erro no pre-
ditor da precisão tenderam a apresentar valores mais distantes dos ńıveis nominais, com-
parados aos demais modelos. Além do mais, o modelo estimado com mais erros de espe-
cificação (erros nas funções de ligação e nos preditores) apresentou as maiores taxas de
rejeição, considerando médias localizadas próximas a 0 e a 0.5. Em contrapartida, para
valores de médias próximas a 1, errar nos preditores das duas estruturas de regressão
(média e precisão) se mostrou um erro mais grave. Adicionalmente, negligenciar a es-
trutura de regressão do parâmetro de precisão, por exemplo, se mostrou mais grave do
que errar no preditor linear da média e nas funções de ligação dos dois submodelos. Em
relação a análise dos resultados referentes as taxas de cobertura do parâmetro β2, houve a
confirmação de algumas das conclusões citadas acima. Por exemplo, nos modelos estima-
dos com erro no preditor da precisão os resultados tenderam a ser mais distantes do valor
esperado (95%) e o modelo estimado com erros nas funções de ligação e nos preditores dos
dois submodelos de regressão, no geral, apresentou os piores resultados comparados aos
demais. Em relação as medidas utilizadas para avaliar as estimativas para as respostas
médias, o modelo estimado com precisão fixa apresentou, em alguns casos, os resultados
mais distantes do valor esperado. Por fim, uma aplicação a dados reais foi realizada com o
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objetivo de verificar na prática os efeitos de diferentes formas de especificação no modelo
de regressão beta com dispersão variável.
Observamos que, os erros de especificação que envolviam o preditor linear da estrutura
de regressão do parâmetro de precisão tiveram uma influência considerável nas inferências
do modelo de regressão beta. Este resultado confirma o que é encontrado na literatura.
Uma das posśıveis soluções para contornar este problema, caso seja de interesse no estudo
a identificação de fontes de variabilidade, é o uso do teste RESET adaptado para a classe
de modelos de regressão beta. Este teste é adequado para identificar posśıveis erros de
especificação que usualmente são cometidos. Uma outra solução, caso não se tenha tanto
interesse em modelar a variabilidade, é o uso dos estimadores do tipo sandúıche propostos
por Cribari–Neto e Souza (2012). Estes estimadores são adequados para os casos em que a
estrutura de regressão que modela a variabilidade é negligenciada. Segundo os autores, as






Ao longo dos caṕıtulos ilustramos a aplicabilidade prática e teórica do modelo de re-
gressão beta com dispersão variável. As principais conclusões deste trabalho encontram-se
resumidas a seguir:
1. No Caṕıtulo 2, avaliamos e explicamos a proporção de crianças obesas, entre 0
e 5 anos de idade, beneficiadas pelo Programa Bolsa Famı́lia no ano de 2014 e
identificamos para cada região do Brasil os fatores que influenciaram a obesidade
destes indiv́ıduos. Utilizamos o modelo de regressão beta proposto por Ferrari e
Cribari-Neto (2004) com a finalidade de explicar a obesidade infantil por região.
Os resultados mostraram que para as Regiões Norte e Sudeste o gasto per capita
com o Programa Bolsa Famı́lia apresentou influência positiva na obesidade, ou seja,
quanto mais se gastou com o referido programa assistencial, maior foi a incidência
de crianças obesas. Este resultado exige atenção, pois nestas duas regiões o rendi-
mento extra proveniente do benef́ıcio pode ter influenciado nos hábitos alimentares
das famı́lias beneficiárias e consequentemente na situação nutricional das crianças
pertencentes às mesmas. Nos munićıpios das Regiões Sul e Centro-Oeste, a renda
per capita influenciou negativamente na obesidade infantil, ou seja, nos munićıpios
que apresentaram uma maior renda per capita, houve uma tendência a apresen-
tar uma menor incidência de crianças obesas. Na Região Nordeste, nos munićıpios
com uma maior taxa de desemprego e um maior percentual de pobres, houve uma
tendência a apresentar uma maior incidência de obesidade em crianças, sendo que
este resultado pode indicar que nesta região, famı́lias menos favorecidas economica-
mente tenderam a se alimentar de maneira inadequada, influenciando diretamente
na situação nutricional das crianças pertencentes às mesmas.
2. No Caṕıtulo 3, modelamos a proporção de adultos obesos nos Estados Unidos para
o ano de 2014. Para isto, utilizamos o modelo de regressão beta com dispersão
variável, uma vez que os dados apresentaram assimetria e estavam restritos ao in-
tervalo (0, 1). Os resultados mostraram que a falta de atividade f́ısica, o pouco
consumo de vegetais por dia, o hábito de fumar e as taxas de insegurança alimen-
tar nos estados, apresentam um efeito positivo no aumento da proporção média de
adultos obesos. Por outro lado, as taxas de desemprego e o escore de bem-estar
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exibiram uma relação negativa com o desfecho. Estimamos o impacto da inativi-
dade f́ısica sobre a proporção média de adultos obesos e os resultados revelaram
que o efeito desse impacto tem forma positiva para todos os posśıveis valores de
inatividade f́ısica.
3. No Caṕıtulo 4, avaliamos os efeitos de alguns erros de especificação nas inferências
do modelo de regressão beta com dispersão variável. Em particular, seis tipos de er-
ros de especificação foram considerados. Para a avaliação de seus efeitos, um estudo
de simulação foi realizado considerando diferentes cenários. Verificamos, através dos
resultados obtidos por estas simulações, que os erros de especificação que envolviam
o preditor linear da estrutura de regressão do parâmetro de precisão apresenta-
ram uma influência considerável nas inferências do modelo, demonstrando a real
importância de se modelar corretamente esta estrutura. Para contornar este pro-
blema de erros de especificação, algumas abordagens são recomendadas, como o uso
do teste RESET ou de estimadores do tipo sandúıche (CRIBARI-NETO; SOUZA,
2012). Além destas análises, realizamos ainda uma aplicação a dados reais com o
objetivo de verificar os efeitos de diferentes formas de especificação no modelo de
regressão beta com dispersão variável.
5.2 Trabalhos futuros
Algumas linhas de pesquisa ainda podem ser desenvolvidas. Por exemplo, podem ser
foco de futuras pesquisas:
1. Inclusão de outras variáveis sociais, econômicas e demográficas relacionadas ao tema
Obesidade e Bolsa Famı́lia;
2. Comparação do desempenho dos estimadores do tipo sandúıche e dos estimadores
usuais da matriz de covariâncias sob erros de especificação no modelo de regressão
beta com dispersão variável, considerando a parâmetrização da densidade beta em
termos dos parâmetros de média e de precisão.
5.3 Publicações
O presente trabalho é uma compilação dos seguintes artigos publicados/submetidos:
1. Caṕıtulo 2:
OLIVEIRA, A.A.; SOUZA, T.C. Avaliação da proporção de crianças obesas benefi-
ciadas pelo Programa Bolsa Famı́lia nas regiões do Brasil. Revista Ciências Exatas
e Naturais, 18(1), p.55–80, 2016.
2. Caṕıtulo 3:
SOUZA, S.A.; OLIVEIRA, A.A.; SOUZA, T.C.; LIMA, C.M.B.L. Modelagem da
proporção de obesos nos Estados Unidos utilizando modelo de regressão beta com
dispersão variável. Ciência e Natura, 38(3), p.1146–1156, 2016.
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3. Caṕıtulo 4:
O artigo referente ao Caṕıtulo 4, intitulado de “Erros de especificação no modelo de
regressão beta com dispersão variável” foi submetido para a Revista Brasileira de
Biometria, que é uma publicação do Departamento de Estat́ıstica da Universidade
Federal de Lavras-UFLA, e encontra-se sob avaliação.
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Apêndice
Neste apêndice apresentamos os scripts do R utilizados nas aplicações e nas simulações
de Monte Carlo (dispońıveis pelo e-mail: andreoliveira53@hotmail.com).
#=============================================================================














#Excluir linhas com NA
dados = na.omit(dadosEUA)
dados















#Histograma da variável resposta
#postscript("hist.ps")
hist(OB2014P, xlab="Proporç~ao de adultos obesos", ylab="Frequência",main="")
lines(density(OB2014P))
#dev.off()





X = cbind(OB2014P, InFISICA2014, DIABETES2014, POP2014, GDP2014, MRENDA2014,
DESEMP2014, BEMESTAR2014, DESC2014, HIPER2013, FRUITS2011, VEGETABLES2011,
FARMERS2012, InALIMENTAR2013, FUMO2012, NUTRI2009)
X
#Correlaç~ao entre as variáveis explicativas
cor(X)







































































#AJUSTANDO O MODELO DE REGRESS~AO BETA









#Ajuste do modelo com precis~ao fixa
ajuste8 = betareg(OB2014P ~ InFISICA2014+VEGETABLES2011+FUMO2012+DESEMP2014
+InALIMENTAR2013+BEMESTAR2014+FUMO2012:InALIMENTAR2013,link="cloglog")
summary(ajuste8)
#Ajuste do modelo com precis~ao variável (funç~oes cloglog|log)




#Teste da Raz~ao de Verossimilhanças (Precis~ao Fixa vs. Precis~ao Variável)
lrtest(ajuste8,ajuste8.a)
#Teste RESET (preditor linear elevado a segunda potência)
lrtest(ajuste8.a, . ~ . + I(predict(ajuste8.a, type = "link")^2))
#-----------------------------------------------------------------------------
#GRÁFICOS - Resı́duos Ponderados Padronizados
#Resı́duos vs. Número de Observaç~oes
#postscript("GraficoResNumObs.eps" ,width = 5.5, height = 5.5)
plot(ajuste8.a, which = 1:1, type="sweighted", sub.caption = "",
caption = "", main = "", ylim = c(-3,3), ann = 0)
title(xlab = "Índice da Observaç~oes", ylab = "Resı́duos Ponderados Padronizados")








#postscript("GraficoEnvelope.eps" ,width = 5.5, height = 5.5)
plot(ajuste8.a, which = 5:5, type="sweighted", sub.caption = "", caption = "",
main = "", ann = 0)





























#NOVO AJUSTE SEM OS PONTOS DE ALAVANCA
x1 = c(18)
ajusteEUA1 = update(ajuste8.a, subset = -x1)
summary(ajusteEUA1)
x2 = c(34)
ajusteEUA2 = update(ajuste8.a, subset = -x2)
summary(ajusteEUA2)
x3 = c(41)
ajusteEUA3 = update(ajuste8.a, subset = -x3)
summary(ajusteEUA3)
x4 = c(18,34,41)
ajusteEUA4 = update(ajuste8.a, subset = -x4)
summary(ajusteEUA4)
#-----------------------------------------------------------------------------
#LAMBDA (Grau de Precis~ao do modelo)
phihat = predict(ajuste8.a, type = "precision")
lambdacomp = max(phihat)/min(phihat)
#-----------------------------------------------------------------------------
#RETIRANDO OS PONTOS DE ALAVANCA - MUDANÇA PERCENTUAL (%)




MudancaSEMobs18B0 = ((-1.592987/-1.473664) - 1)*100
MudancaSEMobs18B1 = ((0.013895/0.012672) - 1)*100
MudancaSEMobs18B2 = ((0.014604/0.011673) - 1)*100
MudancaSEMobs18B3 = ((0.048719/0.055583) - 1)*100
MudancaSEMobs18B4 = ((-0.012758/-0.014370) - 1)*100
MudancaSEMobs18B5 = ((0.059994/0.069723) - 1)*100
MudancaSEMobs18B6 = ((-0.015615/-0.018014) - 1)*100
MudancaSEMobs18B7 = ((-0.002752/-0.003221) - 1)*100
#PRECIS~AO
MudancaSEMobs18G0 = ((2.29971/3.67941) - 1)*100
MudancaSEMobs18G1 = ((-0.38942/-0.50974) - 1)*100
66
MudancaSEMobs18G2 = ((0.15537/0.19656) - 1)*100
MudancaSEMobs18G3 = ((0.37538/0.37035) - 1)*100
#LAMBDA








MudancaSEMobs34B0 = ((-1.720321/-1.473664) - 1)*100
MudancaSEMobs34B1 = ((0.013905/0.012672) - 1)*100
MudancaSEMobs34B2 = ((0.009691/0.011673) - 1)*100
MudancaSEMobs34B3 = ((0.036140/0.055583) - 1)*100
MudancaSEMobs34B4 = ((-0.012447/-0.014370) - 1)*100
MudancaSEMobs34B5 = ((0.047769/0.069723) - 1)*100
MudancaSEMobs34B6 = ((-0.008796/-0.018014) - 1)*100
MudancaSEMobs34B7 = ((-0.001944/-0.003221) - 1)*100
#PRECIS~AO
MudancaSEMobs34G0 = ((0.86989/3.67941) - 1)*100
MudancaSEMobs34G1 = ((-0.24186/-0.50974) - 1)*100
MudancaSEMobs34G2 = ((0.17665/0.19656) - 1)*100
MudancaSEMobs34G3 = ((0.33078/0.37035) - 1)*100
#LAMBDA








MudancaSEMobs41B0 = ((-1.301983/-1.473664) - 1)*100
MudancaSEMobs41B1 = ((0.012875/0.012672) - 1)*100
MudancaSEMobs41B2 = ((0.011628/0.011673) - 1)*100
MudancaSEMobs41B3 = ((0.054196/0.055583) - 1)*100
MudancaSEMobs41B4 = ((-0.015190/-0.014370) - 1)*100
MudancaSEMobs41B5 = ((0.069034/0.069723) - 1)*100
MudancaSEMobs41B6 = ((-0.020304/-0.018014) - 1)*100
MudancaSEMobs41B7 = ((-0.003166/-0.003221) - 1)*100
#PRECIS~AO
MudancaSEMobs41G0 = ((3.64765/3.67941) - 1)*100
MudancaSEMobs41G1 = ((-0.45095/-0.50974) - 1)*100
MudancaSEMobs41G2 = ((0.17521/0.19656) - 1)*100
MudancaSEMobs41G3 = ((0.34462/0.37035) - 1)*100
#LAMBDA









MudancaSEM3obsB0 = ((-1.627612/-1.473664) - 1)*100
MudancaSEM3obsB1 = ((0.014651/0.012672) - 1)*100
MudancaSEM3obsB2 = ((0.010102/0.011673) - 1)*100
MudancaSEM3obsB3 = ((0.042204/0.055583) - 1)*100
MudancaSEM3obsB4 = ((-0.013144/-0.014370) - 1)*100
MudancaSEM3obsB5 = ((0.057551/0.069723) - 1)*100
MudancaSEM3obsB6 = ((-0.012714/-0.018014) - 1)*100
MudancaSEM3obsB7 = ((-0.002395/-0.003221) - 1)*100
#PRECIS~AO
MudancaSEM3obsG0 = ((1.40997/3.67941) - 1)*100
MudancaSEM3obsG1 = ((-0.12858/-0.50974) - 1)*100
MudancaSEM3obsG2 = ((0.12769/0.19656) - 1)*100
MudancaSEM3obsG3 = ((0.25833/0.37035) - 1)*100
#LAMBDA





#CURVAS DE IMPACTO - FUNÇ~AO DE LIGAÇ~AO CLOGLOG









#Gerando sequência de 0 a 100 - Variável InFISICA2014
xx1= seq(0, 100, length=100)


































plot(xx1, impacto_25, type="l", ylab="Impacto estimado",
xlab="Inatividade fı́sica", lwd=2)
lines(xx1, impacto_50,lty=2, type="l", lwd=2)
lines(xx1, impacto_75,lty=3, type="l", lwd=2)
legend("topleft", c("Primeiro Quartil","Mediana","Terceiro Quartil"),
lty = c(1,2,3), bty="n", lwd=2)
#=============================================================================
#=============================================================================










#Réplicas de Monte Carlo
R = 10000
#-----------------------------------------------------------------------------









#Números gerados aleatoriamente a partir da distribuiç~ao uniforme (0,1)
x1=runif(n)
x2=runif(n)













#Matriz de regressores da média (mu) - (valores das variáveis explicativas)
X=cbind(x0,x1,x2)
X








































#Funç~ao de Ligaç~ao SQRT
phi = (eta2^2)
summary(phi)




#Obtendo os valores de p e de q
p = mu*phi
q = (1-mu)*phi





#SUBSTITUIR A PARTIR DAQUI - LOOP 1 OU LOOP 2!
#Scrip acima igual para ambos os loop’s!!
#Script abaixo especı́fico para cálculo de taxas de rejeiç~ao e taxas de cobertura!
#(Fazer programas separados para cada Loop!)
#=============================================================================
#LOOP 1-----------------------------------------------------------------------


















#Teste antes do Loop - Gerando y (verificando os limites da variável resposta)








#>>>>>>>>>>>>>>>TAXAS DE REJEIÇ~AO E TAXAS DE COBERTURA<<<<<<<<<<<<<<<<<<<<<<<<
#=============================================================================
#Loop de Monte Carlo----------------------------------------------------------
for(i in 1:R){
y = rbeta(len, p, q)
#Modelo corretamente especificado (geraç~ao = estimaç~ao)
fit1 <- betareg(y~x1+x2|z2, link="logit", link.phi="sqrt")
#Erros (preditor da média (x3 = x2^2); func. de lig.(mu e phi))
fit2 <- betareg(y~x1+x3|z2, link="cloglog", link.phi="log")
#Erros (preditor da precis~ao (z1 = runif); func. de lig. da precis~ao)
fit3 <- betareg(y~x1+x2|z1, link="logit", link.phi="log")
#Erros (preditores (mu e phi)(x3 = x2^2, z1 = runif); func. de lig. (mu e phi))
fit4 <- betareg(y~x1+x3|z1, link="cloglog", link.phi="log")
#Erros (preditor da precis~ao (z1 = runif); func. de lig. média)
fit5 <- betareg(y~x1+x2|z1, link="cloglog", link.phi="sqrt")
#Erros nos preditores (mu e phi) (x3 = x2^2, z1 = runif)
fit6 <- betareg(y~x1+x3|z1, link="logit", link.phi="sqrt")
#Precis~ao Fixa
fit7 <- betareg(y~x1+x2, link="logit", link.phi="sqrt")
#-----------------------------------------------------------------------------






ICinfbeta2 = coefC - VC5*epC





ICinfbeta2I2 = coefI2 - VC5*epI2





ICinfbeta2I3 = coefI3 - VC5*epI3





ICinfbeta2I4 = coefI4 - VC5*epI4





ICinfbeta2I5 = coefI5 - VC5*epI5





ICinfbeta2I6 = coefI6 - VC5*epI6
ICsupbeta2I6 = coefI6 + VC5*epI6




ICinfbeta2I7 = coefI7 - VC5*epI7
ICsupbeta2I7 = coefI7 + VC5*epI7






taxa10 = ifelse( (abs(testC) > VC10),1,0)
taxa5 = ifelse( (abs(testC) > VC5),1,0)
taxa1 = ifelse( (abs(testC) > VC1),1,0)
taxa10I2 = ifelse( (abs(testI2) > VC10),1,0)
taxa5I2 = ifelse( (abs(testI2) > VC5),1,0)
taxa1I2 = ifelse( (abs(testI2) > VC1),1,0)
taxa10I3 = ifelse( (abs(testI3) > VC10),1,0)
taxa5I3 = ifelse( (abs(testI3) > VC5),1,0)
taxa1I3 = ifelse( (abs(testI3) > VC1),1,0)
taxa10I4 = ifelse( (abs(testI4) > VC10),1,0)
taxa5I4 = ifelse( (abs(testI4) > VC5),1,0)
taxa1I4 = ifelse( (abs(testI4) > VC1),1,0)
taxa10I5 = ifelse( (abs(testI5) > VC10),1,0)
taxa5I5 = ifelse( (abs(testI5) > VC5),1,0)
taxa1I5 = ifelse( (abs(testI5) > VC1),1,0)
taxa10I6 = ifelse( (abs(testI6) > VC10),1,0)
taxa5I6 = ifelse( (abs(testI6) > VC5),1,0)
taxa1I6 = ifelse( (abs(testI6) > VC1),1,0)
taxa10I7 = ifelse( (abs(testI7) > VC10),1,0)
taxa5I7 = ifelse( (abs(testI7) > VC5),1,0)
taxa1I7 = ifelse( (abs(testI7) > VC1),1,0)
#-----------------------------------------------------------------------------































































#SUBSTITUIR A PARTIR DAQUI - LOOP 2!
#Script abaixo especı́fico para cálculo de vı́es relativo e EQM!



















#Teste antes do Loop - Gerando y (verificando os limites da variável resposta)








#>>>>>>>>>>>>>>>>LOOP PARA CALCULAR VÍES E ERRO QUADRÁTICO MÉDIO<<<<<<<<<<<<<<
#=============================================================================
#Loop de Monte Carlo ---------------------------------------------------------
for(i in 1:R){
y = rbeta(len, p, q)
#-----------------------------------------------------------------------------
#VIÉS RELATIVO E ERRO QUADRÁTICO MÉDIO----------------------------------------
#-----------------------------------------------------------------------------
#FIT1 - Modelo corretamente especificado
fit1 <- betareg(y ~x1+x2|z2, link="logit", link.phi="sqrt")




#FIT2 - Erros (preditor da média (x3 = x2^2); func. de lig.(mu e phi))
fit2 <- betareg(y ~x1+x3|z2, link="cloglog", link.phi="log")





#FIT3 - Erros (preditor da precis~ao (z1 = runif); func. de lig. da precis~ao)
fit3 <- betareg(y ~x1+x2|z1, link="logit", link.phi="log")




#FIT4 - Erros (preditores (mu e phi)(x3 = x2^2, z1 = runif);
#func. de lig. (mu e phi))
fit4 <- betareg(y ~x1+x3|z1, link="cloglog", link.phi="log")




#FIT5 - Erros (preditor da precis~ao (z1 = runif); func. de lig. média)
fit5 <- betareg(y ~x1+x2|z1, link="cloglog", link.phi="sqrt")




#FIT 6 - Erros nos preditores (mu e phi) (x3 = x2^2, z1 = runif)
fit6 <- betareg(y ~x1+x3|z1, link="logit", link.phi="sqrt")




#FIT 7 - Precis~ao Fixa
fit7 <- betareg(y ~x1+x2, link="logit", link.phi="sqrt")
muLogitF7 = predict(fit7, type="response")
VRmuF7[i] = (sum(abs((muLogitF7-mu)/mu)))/length(muLogitF7)
varF7[i] = var(muLogitF7)
}
#-----------------------------------------------------------------------------
#>>>>>>>>>>!!!FIM DO LOOP!!!<<<<<<<<<<<<<=====================================
#-----------------------------------------------------------------------------
#VIÉS RELATIVO MÉDIO
(sum(VRmu)/R)
(sum(VRmuF2)/R)
(sum(VRmuF3)/R)
(sum(VRmuF4)/R)
(sum(VRmuF5)/R)
(sum(VRmuF6)/R)
(sum(VRmuF7)/R)
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#ERRO QUADRÁTICO MÉDIO
vF1 = (sum(varF1))/R
vF2 = (sum(varF2))/R
vF3 = (sum(varF3))/R
vF4 = (sum(varF4))/R
vF5 = (sum(varF5))/R
vF6 = (sum(varF6))/R
vF7 = (sum(varF7))/R
viesF1 = (sum(VRmu)/R)
viesF2 = (sum(VRmuF2)/R)
viesF3 = (sum(VRmuF3)/R)
viesF4 = (sum(VRmuF4)/R)
viesF5 = (sum(VRmuF5)/R)
viesF6 = (sum(VRmuF6)/R)
viesF7 = (sum(VRmuF7)/R)
EQMF1 = vF1+(viesF1^2)
EQMF2 = vF2+(viesF2^2)
EQMF3 = vF3+(viesF3^2)
EQMF4 = vF4+(viesF4^2)
EQMF5 = vF5+(viesF5^2)
EQMF6 = vF6+(viesF6^2)
EQMF7 = vF7+(viesF7^2)
EQMF1
EQMF2
EQMF3
EQMF4
EQMF5
EQMF6
EQMF7
#=============================================================================
