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As evidenced by various recent and significant papers within the
frequentist literature, along with numerous applications in macroeco-
nomics, genomics, and neuroscience, there continues to be substantial
interest to understand the theoretical estimation properties of high-
dimensional vector autoregression (VAR) models. To date, however,
while Bayesian VAR (BVAR) models have been developed and stud-
ied empirically (primarily in the econometrics literature) there exist
very few theoretical investigations of the repeated sampling proper-
ties for BVAR models in the literature. In this direction, we con-
struct methodology via the ε-admissible subsets (EAS) approach for
posterior-like inference based on a generalized fiducial distribution
of relative model probabilities over all sets of active/inactive compo-
nents (graphs) of the VAR transition matrix. We provide a mathe-
matical proof of pairwise and strong graphical selection consistency
for the EAS approach for stable VAR(1) models which is robust to
model misspecification, and demonstrate numerically that it is an
effective strategy in high-dimensional settings.
1. Introduction. Despite the lack of theoretical investigations of the
repeated sampling properties for BVAR models, Bayesian methodology can
surely offer important contributions to the high-dimensional VAR model lit-
erature, beyond what could be developed in a frequentist framework. One
notable such contribution is the construction of posterior distributions over
the set of all relative model probabilities. This framework of posterior infer-
ence has been widely exploited over the last decade in the high-dimensional
linear regression literature, and we anticipate it will see comparable success
for high-dimensional VAR models in the near future.
Our constructed EAS methodology allows for such posterior-like inference
of relative model probabilities for all graphs, and additionally we provide an
algorithm which is self-tuning (i.e., no cross-validation is needed for cali-
bration to data sets). Such Bayesian model selection approaches are very
useful for learning important relationships among the various components
Keywords and phrases: empirical Bayes, generalized fiducial inference, graph selection,
high-dimensional model selection, selection consistency, vector autoregression
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2 J. WILLIAMS
(univariate time-series) in the VAR model. The EAS methodology is an en-
tirely new perspective on model selection which was originally developed to
effectively account for linear dependencies among subsets of covariates in the
high-dimensional linear regression setting in Williams and Hannig (2019).
To the best of our knowledge, our established pairwise and strong model
selection consistency results are the first of their kind in the BVAR literature.
This type of result is sure to be followed by similar results in the high-
dimensional BVAR literature, analogous to the emergence of model selection
strong consistency results in the high-dimensional Bayesian linear regression
literature such as Johnson and Rossell (2012); Narisetty and He (2014);
Williams and Hannig (2019).
Further, we demonstrate how to construct an alternative framework for
posterior-like inference in the VAR(1) model setting which eliminates prior
choice and specification. We avoid the necessity of prior distributions al-
together by implementing a generalized fiducial inference (GFI) approach
(see Hannig et al. 2016). And while our model selection consistency results
derive from a Gaussian assumption on the VAR(1) model errors, they are
actually the first ever results about a fiducial distribution under model mis-
specification. This is due to the fact that all of the supporting theorems
and lemmas we contribute are non-asymptotic, and rely on a collection of
explicit fourth moment bounds given in Section 3.3. Consequently, as long
as the VAR(1) model errors are independent within and across time and
there exist bounded fourth moments, our generalized fiducial consistency
results (which assume Gaussian data) still hold even if the true data is not
Gaussian.
We validate our methods empirically in low and high-dimensional settings
on both synthetic and real data, and provide Python code for implementing
our algorithm. This code, and the workflow for reproducing all numerical
results can be found at https://jonathanpw.github.io/research.
Fiducial inference has a long history, but in the last decade there has been
a renewed interest in the topic with a large number of authors contributing
fundamental insights (Edlefsen, Liu and Dempster, 2009; Berger, Bernardo
and Sun, 2009; Xie and Singh, 2013; Taraldsen and Lindqvist, 2013; Veronese
and Melilli, 2015; Martin and Liu, 2015; Schweder and Hjort, 2016; Fraser,
2019). A gentle introduction to technical aspects of GFI is provided in Sec-
tion 2.
Recent theoretical work on VAR models is largely comprised of considera-
tions of regularized estimation procedures, most notably Basu et al. (2015).
The Bayesian literature has not yet caught up. There do exist numerous
papers on BVAR methodology, especially in the econometric literature, but
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on predominantly empirical investigations, see for example Ban´bura, Gian-
none and Reichlin (2010); Korobilis (2013); Giannone, Lenza and Primiceri
(2015); Ahelegbey, Billio and Casarin (2016). The primary tool of the BVAR
literature has been implementations of the Minnesota (shrinkage) prior and
its variants (Litterman, 1986).
It has been found that BVAR with shrinkage priors is effective for large
VAR models of economic time-series, but little has been provided in the
way of theoretical guarantees (a notable exception is Ghosh, Khare and
Michailidis 2018) or even uncertainty quantification of competing model
choices (a notable exception is Korobilis 2013). To the best of our knowledge,
Ghosh, Khare and Michailidis (2018) is the first in the literature to establish
posterior parameter estimation consistency in the “large p large n” BVAR
setting with p = o(n), where p is the dimension of the VAR model and n
is the number of observed time instances. While their consistency results
are about the posterior behavior of the transition matrix coefficients under
various prior specifications, our consistency results are about the posterior-
like behavior of all relative model probabilities (akin to Bayes factors) under
the prior-free GFI framework.
We loosely adopt notation for multivariate time-series from Lu¨tkepohl
(2005). The time-series X(1), . . . , X(n) ∈ Rp is taken to denote data from a
VAR(1) model with no serial correlation, and so is generated as
(1) Y = AX + Σ 12U ,
where Y := (X(1) ··· X(n) ) and X := (X(0) ··· X(n−1) ) are p × n matrices,
U := ( U(1) ··· U(n) ) is a p×n matrix with U (t) iid∼ Np(0, Ip) for t ∈ {1, . . . , n},
A is a p× p matrix of coefficients, and Σ := diag{σ21, . . . , σ2p}. Assume X(0)
is the p-dimensional zero vector. Further, let G ⊆ {1, . . . , p2} be a set of
indices denoting a graph of active components of A, and take Ag to be the
p × p matrix A with active components corresponding to the graph G (all
other components are zero).
We extend the high-dimensional linear regression EAS methodology de-
veloped in Williams and Hannig (2019) to this VAR(1) setting. The idea
behind the EAS procedure is to efficiently make inference on the set of 2p
2
graphs, G, by discriminating on graphs which contain redundant active com-
ponents. Our notion of redundancy is defined rigorously by the ‘h-function’
given later in (4).
However, the basic intuition is to assign negligible posterior-like proba-
bility to all Ag that can be closely approximated, predictively, by a graph
containing fewer active components. This can occur for a variety of reasons,
namely, correlated time-series in the VAR system of equations, and too small
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signal-to-noise coefficient magnitudes. For example, suppose G = {1, 2, 3, 4}
with Ag =
(
a11 a12
a21 a22
)
. Then the coefficient matrix Ag is not ε-admissible if,
for instance, for some well-calibrated precision, ε > 0,∥∥( a11 a12
a21 a22
)X − ( a11 0a21 a22 )X∥∥ < ε,
where ‖ · ‖ is some measure of distance. In this case, predictions from the
graph {1, 2, 4} approximate that of Ag within ε precision, and so Ag is said
to contain redundant information.
Note that in finite samples, and particularly high-dimensional, settings
with highly-correlated data the EAS framework has the intuition that the or-
acle graph itself may not be ε-admissible. In these settings, the EAS method-
ology re-defines the notion of the ‘true’ graph to be some non-redundant sub-
graph of the oracle graph, at least non-asymptotically. This idea is important
because it suggests that to develop inherently scalable methodology the key
may be to re-define the notion of what one should hope to recover from a
‘true’ data generating model in high-dimensional settings. Additional intu-
ition for the EAS methodology is provided in Williams and Hannig (2019)
in the context of linear regression.
The remainder of the paper is organized as follows. Section 2 defines the
notion of ε-admissibility as well as constructs the generalized fiducial distri-
bution for the EAS approach, and describes the Markov chain Monte Carlo
(MCMC)-based computations. The main theoretical results are presented
in Section 3, and numerical results are provided in Sections 4 and 5. The
majority of the proofs are moved to the supplementary materials.
2. Methodology. To adapt ideas more smoothly from the linear regres-
sion setting of Williams and Hannig (2019), re-express the VAR(1) model
in (1) in the form
(2) Y = ZGoα0Go + (W0)
1
2 vec(U),
where Y := vec(Y), Z := X ′ ⊗ Ip, W0 := In ⊗ Σ0, α := vec(A), and Go (as
well as go seen later) denotes the oracle graph. Here and throughout, the
superscript-zero notation denotes the true fixed values of the corresponding
quantities. The subscript notation, ZGo (or αGo), refers to the sub-matrix
(or sub-vector) with columns (or components) corresponding to the active
components given by the index set Go. The vec(·) operator transforms an
n× p matrix into an np× 1 vector by stacking columns in descending order,
from left to right. For example, vec(Y) = (X(1)′ ··· X(n)′ )′. This linear model
representation is also more convenient for expressing the likelihood function,
(3) f
(
Y |αGo , {σj}
)
=
1
(2pi)
np
2
(
σ21 · · ·σ2p
)n
2
e−
1
2
(Y−ZGoαGo )′W−1(Y−ZGoαGo ),
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which will be needed later on. For conciseness, the notation {σj} is used as
shorthand for {σ1, . . . , σp}.
Additional notation used for the remainder of the paper includes the fol-
lowing. For a scalar-valued argument | · | represents the absolute value, but
for a set-valued argument it represents the cardinality. The norms ‖ · ‖ and
‖ · ‖0 denote the vector L2 and L0 norms, respectively, while for a matrix A,
‖A‖2 :=
√
λmax(A′A) and ‖A‖F :=
√
tr(A′A) represent the matrix spectral
and Frobenius norms, respectively. Additionally, the quantities λmin(A) and
λmax(A) denote the minimum and maximum eigenvalues of a given matrix,
A, respectively. The notation P (·) and E(·) refer, respectively, to the proba-
bility measure and expectation with respect to the joint generalized fiducial
distribution of Ag and Σ. Conversely, the notation Px(·) and Ex(·) refer,
respectively, to the probability measure and expectation associated with the
uncertainty from the VAR(1) process, rather than the probability measure
for the generalized fiducial distribution of the unknown parameters.
The centerpiece of the EAS model selection approach is a definition of
model redundancy, as made rigorous by our notion of ε-admissibility and
the h-function, presented next. As described in Section 1, the main intu-
ition is that αG is considered non-redundant, or ε-admissible, if and only if
there does not exist a close fitting graph with strictly fewer active compo-
nents. However, there are also two additional constraints embedded in the
h-function for ε-admissibility.
Definition 2.1. Assume ε, d > 0 and c ∈ (0, 1). A given coefficient
matrix Ag, equivalently αG, for some graph G is said to be ε-admissible if
and only if h
(
αG, {σj}
)
= 1, where
(4)
h
(
αG, {σj}
)
:= 1
{
1
2
‖Z ′GW−1ZG(αG−bmin)‖2 ≥ ε, min
1≤j≤p
{mgj} ≥ d, ‖Ag‖2 ≤ c
}
where bmin solves min
b∈R|G|
1
2
‖Z ′GW−1ZG(αG − b)‖2 subject to ‖b‖0 ≤ |G| − 1,
(5) {mg1, . . . ,mgp} = diag
{
(Y − ÂgX )(Y − ÂgX )′
}
,
and Âg := YZ ′G(ZGZ ′G)−1 is the least squares estimator for graph G.
To begin to understand the behavior of the h-function, first note that
‖Z ′GW−1ZG(αG − bmin)‖2 = ‖Z ′GW−1(ZGαG −ZGbmin)‖2,
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is analogous to a noiseless version of the Dantzig selector (Candes and Tao,
2007) where ZG is the design matrix for the linear model representation
(2). One reason to use Z ′GW−1ZG versus simply ZG is that the former is
scale-invariant to the {σj} and invariant to orthogonal transformations of
the data. Second, note that if ZG contains linearly dependent columns, then
for any coefficients αG, the linear prediction ZGαG can be exactly recovered
by ZGbmin (since ‖bmin‖0 ≤ |G| − 1). This immediately implies that since
ZG is an np × |G| matrix, for all G with |G| > np, h
(
αG, {σj}
)
= 0 by
definition. For high-dimensional settings where p > n, then by construction,
considering only ε-admissible graphs reduces the model selection problem
from 2p
2
candidate graphs to only 2np. This fact makes the EAS methodology
inherently scalable.
The quantities c, d, and ε will now be described in alphabetical order.
The component, ‖Ag‖2 ≤ c, in the h-function concentrates the distribution
of Ag to only allow for stable VAR(1) models with c ∈ (0, 1). In practice,
since ‖A0‖2 is typically not known the constraint ‖Ag‖2 ≤ c is replaced
by ‖Ag‖2 < 1. The second component in the h-function is the expression
min1≤j≤p{mgj} ≥ d, where mgj for j ∈ {1, . . . , p} is understood as the residual
sum-of-squares (RSS) for the jth component of the VAR system. The basic
idea is that the data-dependent quantity d = d(Y,X , Go) should be cali-
brated to min1≤j≤p{mgoj } which corresponds to the oracle graph, and so any
graphs which have a better fit than the oracle will be excluded from consid-
eration via the h-function. Accordingly, this device is designed to eliminate
graphs which over-fit the data, and is important for establishing our asymp-
totic consistency results. However, in practice d can be set to a small value
and left alone; more will be said about this in Section 4 with the numerical
results.
For ZG which have full column rank, the degree to which the features
associated with graph G are redundant depends on the correlations between
the p components of the VAR model, the distribution of the coefficients
αG (i.e., the transition matrix Ag), scale matrix components {σj}, and the
specified level of precision, ε. Our proposed default choice of ε, formulated
from theoretical investigations (based on the Gaussian contemporaneous
errors assumption), is for some ρ ∈ (0, 12),
(6) ε = Λg ·max
{
1, n1−ρp2
(
.5 log(log(n))|G| − |Go|
)}
.
There are predominantly two components to ε; the quantity Λg := ‖W− 12ZG‖2F
is particularly calibrated to the observed data since it originates from a
tight concentration inequality for the transition matrix Ag, and the term
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n1−ρp2 log(log(n))|G| is necessary asymptotically for managing the accumu-
lating data and rapidly growing number of candidate graphs as n, p → ∞.
The basic idea is that Λg will always contribute, and the remaining terms
will contribute for sufficiently large n or for |G| which exceeds the number
of active components in the oracle model. However, as is demonstrated in
Section 4, for observed data Λg is so well-calibrated that it suffices to set
ε = Λg, and thus also eliminating the need for a tuning parameter. More
details about Λg are given in Section 3.2, particularly its expectation in (12).
With the EAS methodology now developed a framework of statistical
inference is required for implementing it. A suitable such framework is GFI
because it will allow us to construct posterior-like inference over the 2p
2
candidate graphs without having to specify any prior distributions. The
intuition for GFI is to begin with a data generating equation such as (2) and
invert the equation on the data to solve for the unknown parameters. The
resulting quantity is defined as the generalized fiducial distribution of the
unknown parameters. Precise details for the construction of this approach
are provided in Hannig et al. (2016). The generalized fiducial probability
density function for the parameters in the VAR(1) model (2) has the form
(7)
r(αG, {σj} | Y ) =
f
(
Y | αG, {σj}
) · J(Y, (αG, {σj})) · h(αG, {σj})∫ ∫
f
(
Y | αG, {σj}
) · J(Y, (αG, {σj})) · h(αG, {σj}) dαG d{σj} ,
where the multiplication by the h-function appears as an infusion of the
EAS methodology into the GFI framework, and the Jacobian term,
J
(
Y,
(
αG, {σj}
))
:= D
(
∇(αG,{σj})V
(
u, (αG, {σj})
)∣∣∣
u=V −1
(
Y,(αG,{σj})
))
with D(A) = (detA′A)
1
2 and V denoting the data generating equation (2).
The Jacobian term results from inverting the data generating equation on
the unknown parameters. Note that the {σj} are also dependent on the the
particular graph G, but this dependence is suppressed in the notation for
conciseness.
The likelihood function in (7) is given by (3), the h-function is given by
(4), and the derivation of the Jacobian term is presented in the supplemen-
tary material. From the generalized fiducial density of αG and {σj}, the
generalized fiducial mass function for a graph G is proportional to the nor-
malizing constant in (7). In Bayesian theory, this constant of proportionality
is understood as the marginal density of the data. Evaluating the integral
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in the denominator of (7) gives,
(8) r(G | Y ) ∝
E
(
h
(
αG, {σj}
)|D˜′gD˜g| 12)∏pj=1 (mgj2 )−n−|rgj |2 Γ(n−|rgj |2 )
( n2pi )
|G|
2
∏p
j=1
∣∣∣∑nt=1X(t−1)rgj X(t−1)′rgj ∣∣∣ 12
,
where rgj is the set of active row indices of Ag for column j ∈ {1, . . . , p},
and D˜g is a data-dependent and parameter-free (np) × (|G| + p) matrix
defined in the supplementary material as part of the Jacobian term. Note
that the inner expectation is with respect to the N|G|
(
α̂g, (Z ′GW−1ZG)−1
)
distribution, conditional on {σ2j }, and for each σ2j , is taken with respect
to the inv-gamma
(
1
2(n − |rgj |), 12mgj
)
distribution. To ensure that r(G | Y )
defines a proper probability mass function, the normalizing constant in (8)
is scaled so that
∑p2
i=1
∑
G:|G|=i r(G | Y ) = 1.
Lastly, the relative model probabilities (8) can be computed via psuedo-
marginal MCMC algorithms. Traditional MCMC is not feasible because the
expected value appearing in (8) is not available in closed form. We implement
the grouped independence Metropolis-Hastings (GIMH) algorithm described
in (Andrieu and Roberts, 2009), which replaces the expected value with the
empirical mean of importance samples at each step of the MCMC algorithm.
In the case of (8), efficient importance samples are easily drawn from the
N|G|
(
α̂g, (Z ′GW−1ZG)−1
)
and inv-gamma
(
1
2(n−|rgj |), 12mgj
)
distributions for
αG and σj , respectively. The GIMH algorithm we construct is a Markov
chain on the set of graphs G ⊆ {1, . . . , p2}, and proposals are made by either
adding, removing, or replacing a component index in the current iterate of
G in the chain.
A point of caution about the GIMH algorithm is that the mixing condi-
tions are usually particularly sensitive to the number of importance samples
taken to estimate an expectation at each step of the algorithm. However,
the algorithm mixed well enough to yield very encouraging numerical results
for the high-dimensional linear regression setting in (Williams and Hannig,
2019), and Sections 4 and 5, here, serve to demonstrate that the algorithm
is not only computationally feasible but also favorable for graph selection in
the VAR(1) model setting. Further discussion of the algorithm is provided
in (Williams and Hannig, 2019), and a detailed pseudo-code description of
the algorithm is provided at https://jonathanpw.github.io/research.
3. Theoretical results. The problem of graphical selection is difficult
because the number of candidate graphs to choose among grows super-
exponentially in the dimension of the VAR(1) model, 2p
2
. Accordingly, the
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utility of the EAS procedure is its inherent ability to effectively manage a
very large number of candidate graphs by assigning negligible posterior-like
probability to redundant graphs. The meaning of this assertion is made pre-
cise in Theorem 3.12 which states that the generalized fiducial distribution
obtained from the EAS methodology exhibits pairwise graph selection con-
sistency as both n and p are taken to infinity, and as a corollary, strong
selection consistency for fixed p. The necessary mathematical conditions are
discussed next.
3.1. Conditions. The first two conditions presented are related to the
identifiability of the true data generating graph, Go. We consider only a sta-
ble VAR(1) model for our theoretical investigation, and adopt the common
notion of stability that for the true transition matrix ‖A0‖2 ≤ c for some
c ∈ (0, 1). It is assumed throughout that a valid c has been fixed a-priori.
Condition 3.1 arises in the proof of Lemma S2.4 which is a necessary result
for Theorem 3.10. It guarantees that the Jacobian term for the oracle graph
in (8) will be lower bounded away from zero in probability. The quantity δ
represents an approximation to λmin
(
Ω − Ex(Ω)
)
(via Lemma 3.15) which
manages the uncertainty resulting from the minimum eigenvalue of the Ja-
cobian matrix D˜′goD˜go , where Ω := 1n
( XX ′ XU ′
UX ′ UU ′
)
and Ex(Ω) =
(
Γn(0)
Ip
)
. It
is also assumed that a valid δ > 0 has been fixed a-priori.
Condition 3.1. The true transition matrix satisfies ‖A0‖2 ≤ c < 1,
λmax
(
Γn(0)
)
is bounded from above by a fixed constant, and
√
n
[
λmin
(
Γn(0)
Ip
)
− δ
]
> 4(1 + c2),
where δ > 0, and
Γn(0) :=
1
n
Ex(XX ′) = 1
n
n∑
t=1
t−2∑
k=0
(A0)kΣ0(A0)k
′
.
Observe that this condition also implies that λmin
(
Γn(0)
)
> δ.
Note that Lemma 3.15 guarantees λmin
(
Ω − Ex(Ω)
) Px−→ 0 as n → ∞,
assuming the p versus n relationship given by Condition 3.4. Thus, the
condition can reasonably be verified on real data by assuming δ > 0 is
arbitrarily small and comparing the value of
√
nλmin
(
1
n
XX ′
Ip
)
to 4(1+c2),
where 1nXX ′ is the obvious sample analogue to the population quantity
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considered in Condition 3.1. Since c is unknown in practice, for the purposes
of checking this condition on real data evaluate 4(1 + c2) = 8 for the worst
case with c replaced by 1. We demonstrate on synthetic data in Section 4
that this verifiable condition is indeed meaningful for practical applications.
Condition 3.2, which originates from the proof of Theorem 3.10, is also
well calibrated to real data. This condition states the maximum rate at
which ε can be allowed to grow as a function of n, p, and Λgo , whilst the
oracle model Go remains identifiable (i.e., no faster than n
1−ρp2Λgo). The
fixed quantity ρ ∈ (0, 12) represents the ‘gap’ between how fast ε must grow
(stated in Condition 3.4) to effectively manage the set of all 2p
2
candidate
graphs under consideration, and how slow it must grow to not eliminated
the oracle graph from consideration. Namely, ε ∝ n1−ρp2Λg simultaneously
satisfies Conditions 3.2 and 3.4 for any ρ ∈ (0, 12). It is assumed throughout
that a valid ρ has been fixed a-priori. The quantities on the left side of
the inequality in Condition 3.2 are expected values of the corresponding
quantities on the left side of the first constraint in the h-function (4).
Condition 3.2. The oracle graph, Go, satisfies min1≤j≤p{mgoj } ≥ d,
1
18
∥∥(Γn(0)⊗ (Σ0)−1)Go,Go(α0Go − b˜)∥∥2 ≥ εn1−ρp2Λgo ,
where ρ ∈ (0, 12), b˜ solves minb∈R|Go|
∥∥(Γn(0)⊗ (Σ0)−1)Go,Go(α0Go − b)∥∥2 sub-
ject to ‖b‖0 ≤ |Go| − 1, and ε = Λgo · ε˜ for some ε˜ not depending on Σ or
Ago.
Unless the oracle model is known, Condition 3.2 is not verifiable on real
data, but in Section 4 we are able to demonstrate the varying performance
of the EAS procedure on simulated data when this condition is and is not
satisfied. Note, that the coefficient of 118 is a constant more pertinent to
asymptotic considerations (and our proof technique), and should be under-
stood as closer to the value of 12 (which appears in the h-function).
The next condition is a component in the proof of Theorem 3.9 for guaran-
teeing that the h-function will drive the EAS procedure to assign negligible
posterior-like probability to non-ε-admissible graphs, G, via the mass func-
tion r(G | Y ) in (8).
Condition 3.3. For any G with G 6⊆ Go,
9
2
∥∥(Ex(Z ′GZG))−1Ex(Z ′GY )− b˜∥∥2 < ε
n1+
ρ
2 p3Λg
,
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where b˜ solves minb∈R|G|
∥∥(Ex(Z ′GZG))−1Ex(Z ′GY ) − b∥∥2 subject to ‖b‖0 ≤
|G| − 1, and ε = Λg · ε˜ for some ε˜ not depending on Σ or Ag.
The intuition for Condition 3.3 is that for graphs containing redundant
active components the central tendency of the least squares estimator α̂g
can be closely approximated by a vector of fewer active components. No-
tice that
(
Ex(Z ′GZG)
)−1
Ex(Z ′GY ) is an approximation to Ex(α̂g). Since the
least squares estimator is asymptotically well behaved for Gaussian VAR
models, this condition is not particularly interesting and is easily satisfied
in numerical experiments. Furthermore, it will hold trivially, for instance, if
the columns ZG are linearly dependent.
The final condition in this section is Condition 3.4, which simply states
the asymptotic rate at which ε and d from the definition of h in (4) must
increase as n, p→∞ for our main result, Theorem 3.12, to be established. In
fact, the previous three conditions were all for establishing non-asymptotic
bounds of concentration.
Condition 3.4. For some fixed ρ ∈ (0, 12), pmax
{
14
ρ
, 2
1−2ρ
}
= o(n). For
the positive constant K1 specified in (14), as n→∞ or n, p→∞, ε satisfies
ε
9Λg
−K1
(
p‖Y ‖2√
n
+ p2 log(n) +
n
q
· p2√n
)
Px−→∞,
d satisfies
d · n ρ2 p2
4λmax(XX ′/n) −
np
2
−K1
(
p‖Y ‖2√
n
+ p2 log(n) +
n
q
· p2√n
)
Px−→∞,
and n = Op(q), where q := min1≤j≤p{mj} with m1, . . . ,mp corresponding to
the full model (i.e., all components active), and ε = Λg · ε˜ for some ε˜ not
depending on Σ or Ag.
A important attribute of Condition 3.4 is the requirement that while the
dimension of the VAR(1) model, p, can be taken to infinity, it must be
exceeded polynomially by the number of observed time instances, n. This
is in contrast to the model selection consistency result established for the
high-dimensional linear regression setting in (Williams and Hannig, 2019),
where p was allowed to grow sub-exponentially in n. The primary difference
here is that we derive model selection consistency results for the multivari-
ate VAR model setting which are robust to model misspecification, namely
the assumption of Gaussian VAR model errors. Such a robust generalized
fiducial result requires (to the best of our understanding) non-asymptotic
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second moment concentration bounds. High-dimensional (p > n) consistency
results require exponential tail bounds when establishing concentration of
data-dependent quantities such as in Lemma 3.8 in the next section, and
exponential tail bounds here are intimately related to the assumption of
Gaussianity.
Note that no assumption of sparsity is made in any of the conditions.
This section concludes with a definition of various quantities that will be
referenced in the next section, and throughout the proofs.
Definition 3.5. N1 is any positive constant such that n ≥ N1 implies
1− 1− c
2n
n(1− c2) ≤ 1.
N2 is any positive constant such that n ≥ N2 implies
1 + c2 − 2c
2 − (c2)n+1
n(1− c2) ≤ 1 + c
2.
Additionally, N3 is defined as in (S3).
V1 := 16(σ
0
max)
4
[
p6n1−
3ρ
2
ξ
·
(‖Γn(0)‖22
(σ0max)
4p
+
(3 + c4)
(1− c2)3n
)
+
δ−2p2
(1− c2)3n1−2ρ +
(3 + c4)p6n
ρ
2
(1− c2)3ξ
]
,
(9)
with ξ = 2δ
2
9Λg
ε. The alternate V˜1 denotes V1 with ε replaced by c
2 · 9n1+
ρ
2 p3Λgo
2 .
(10) V2 := 4δ
−2 (σ0max)4(1 + c2)
(1− c2)3 ·
2 min{|Go|, p}2
n
.
(11) V3 :=
V2
4
+ δ−2
[
2p(σ0max)
2 min{|Go|, p}
n(1− c2) +
p(p+ 1)
n
]
.
3.2. Results. Our strategy for establishing graph selection consistency in
Theorem 3.12 is largely composed of the contents of Lemmas 3.6 and 3.8
and Theorems 3.9 and 3.10. Lemmas 3.6 and 3.8 describe, respectively, the
generalized fiducial concentration of the VAR(1) transition matrix around its
least squares estimate and the concentration of the least squares estimate
around an approximation to its expectation. The probability bounded in
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Lemma 3.6 is with respect to the joint generalized fiducial distribution of
Ag and Σ. In contrast, Lemma 3.8 is a concentration inequality with respect
to the data generating mechanism (2) which derives its distribution from the
errors U (t)
iid∼ Np(0, Ip) for t ∈ {1, . . . , n}. In what follows we chose ε = Λg · ε˜
for some ε˜ not depending on Σ or Ag.
Lemma 3.6. For any G with |G| ≤ np,
P
(
‖Z ′GW−1ZG(αG − α̂g)‖2 ≥ ε
)
≤ |G|
√
2Λg√
piε
e
− ε
2Λg ,
where α̂g :=
(Z ′GZG)−1Z ′GY , and Λg := ‖W− 12ZG‖2F .
Recall that Λg, which comes from the proof of this lemma, is a key compo-
nent of our suggested default ε in (6) and of Condition 3.4. This results from
the fact that ε must control for Λg in order to establish the well-behaved
concentration of the generalized fiducial distribution of αG which is exhib-
ited by this lemma. The W− 12 plays the role of appropriately scaling the
design matrix ZG. Observe that for the full model G = {1, . . . , p2},
Λ = ‖W− 12Z‖2F = tr(Z ′W−1Z) = tr
(
(XX ′)⊗ Σ−1) = tr(XX ′) · tr(Σ−1),
which gives
(12) Ex(Λ) = n · tr(Γn(0)) · tr(Σ−1).
Thus, for a given graph G, Λg is a combined measure of the covariance or
dependence among the p univariate time-series in the VAR model, the con-
temporaneous error precision matrix, and the number of observed instances
of the time-series. This is what makes Λg effective as apart of ε in the h-
function for determining the ε-admissibility of a given αG. Lemma 3.7 gives
a probabilistic bound on Λg as a function of n and p, given the h-function
constraint that min1≤j≤p{mgj} ≥ d.
Lemma 3.7. For any G,
P
(
Λg ≥ n1+
ρ
2 p3, min
1≤j≤p
{mgj} ≥ d
)
≤ e−
(
d·n
ρ
2 p2
4λmax(XX′/n)−
np
2
)
2−
|G|
2 ,
where Λg := ‖W− 12ZG‖2F .
Next, consider the concentration of the least squares estimate.
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Lemma 3.8. Assume Condition 3.1 holds. Then for all n ≥ max{N1, N2},
and for any G with |G| ≤ np,
Px
(
‖α̂g −
(
Ex(Z ′GZG)
)−1
Ex(Z ′GY )‖2 ≥
2ε
9n1+
ρ
2 p3Λg
)
≤ V1,
where V1 is as in (9).
Materially, the three preceding lemmas are needed in the proofs of The-
orems 3.9 and 3.10, presented next. These theorems are results about the
behavior of the EAS methodology coupled with the generalized fiducial dis-
tribution (i.e., the Jacobian term); they are analogous to studying the be-
havior of given priors for a (Bayesian) posterior distribution. Theorem 3.9
is a non-asymptotic concentration inequality which yields an upper bound
on the rate at which the expected value (w.r.t. the joint generalized fiducial
distribution of Ag and Σ) of the h-function times the Jacobian term diverges
for non-ε-admissible graphs, G.
Theorem 3.9. Take any G with G 6⊆ Go and |G| ≤ np, and assume
Conditions 3.1 and 3.3 hold. Then for all n ≥ max{N1, N2},
E
(
h
(
αG, {σj}
)|D˜′gD˜g| 12) ≤ e 12 (1−c)−2(rgmax+(1+c)2) ‖Y ‖2√n − |G|+p2
×
(
3|G|√Λg√
piε
e
− ε
9Λg + e
−
(
d·n
ρ
2 p2
4λmax(XX′/n)−
np
2
)
2−
|G|
2
+1
)
with probability exceeding 1−V1, where V1 is as in (9), rgmax := max1≤j≤p |rgj |.
Conversely, Theorem 3.10 is a non-asymptotic lower bound on the h-
function times the Jacobian term for the oracle graph, Go.
Theorem 3.10. Assume Conditions 3.1, 3.2, and 3.4 hold. Then for all
n ≥ max{N1, N2, N3}, with N3 and the fixed K3 ∈ (0, 1) defined by (S3),
Px
(
E
(
h
(
αGo , {σj}
)|D˜′goD˜go | 12) ≥ (1−K3)e |Go|+p4
)
≥ 1−V1−V˜1−2V2−2e−
np
4 −V3,
where V1 and V˜1, V2, and V3 are as in (9), (10), and (11), respectfully.
Before stating the main result of this paper one final condition, Condition
3.11, is needed. In its absence a less strong, yet still meaningful statement
of posterior-like graphical consistency holds; we formulate this alternative
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statement as Corollary 3.13. The importance of Condition 3.11 is that it
covers the gap left open in Theorem 3.9 since the theorem only bounds the
generalized fiducial probability of non-ε-admissible graphs (i.e., G 6⊆ Go).
Condition 3.11. For the positive constant K2 specified in (13),
max
G:G⊂Go
{
e
K2
(
p‖Y ‖2√
n
+p2 log(n)
) p∏
j=1
[
(mgoj )
n−|rgo
j
|
2
(mgj )
n−|rg
j
|
2
]}
Px−→ 0
as n→∞ or n, p→∞.
Recall from (5) that mgj is the univariate RSS, corresponding to graph
G, for the jth component of the VAR(1) model. Hence, this condition is
a statement that the product of the ratio of RSS components for the true
graph over that of any strict sub-graph, taken to a power on the order
of n, will vanish at a rate of exp
{p‖Y ‖2√
n
}
= Op
(
exp
{
p2
√
n
})
. This is not
unreasonable to expect since for each j ∈ {1, . . . , p}, mgj = Op(n), mgoj =
Op(n), m
go
j ≤ mgj for G ∈ {G : G ⊂ Go}, and an explicit condition about the
oracle model being sufficiently better fitting than all sub-models is typical
of model consistency results.
The main result of our paper, a statement of pairwise graphical selection
consistency for the constructed EAS methodology, is now presented. This
result demonstrates that the generalized fiducial probability of the oracle
graph will asymptotically dominate that of all other graphs. Note that there
is no assumption of sparsity.
Theorem 3.12 (pairwise selection consistency). Given Conditions 3.1-
3.11, for any G ⊆ {1, . . . , p2} \Go,
r(G | Y )
r(Go | Y )
Px−→ 0
as n→∞ or n, p→∞.
If Condition 3.11 is violated, Corollary 3.13 demonstrates that the gen-
eralized fiducial mass function r(G | Y ) will concentrate asymptotically on
the subset of graphs {G : G ⊆ Go}. In practice, for sufficiently large n, this
means that there will be a few graphs which the algorithm visits frequently,
and the largest one (in cardinality) likely contains the greatest number of
the oracle components.
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Corollary 3.13 (pairwise selection consistency). Relaxing Condition
3.11 in Theorem 3.12 gives, for any G ⊆ {1, . . . , p2} \ {G : G ⊆ Go},
r(G | Y )
r(Go | Y )
Px−→ 0
as n→∞ or n, p→∞.
The additional corollary stated next demonstrates that the EAS method-
ology will concentrate all generalized fiducial mass on the true model, asymp-
totically, for fixed p.
Corollary 3.14 (strong selection consistency, fixed p). Given Condi-
tions 3.1-3.11 and fixed p,
r(Go | Y ) Px−→ 1
as n→∞.
Note the following short remark about the meaning of the difference be-
tween pairwise and strong model selection consistency. The statement of
strong graph selection consistency is essentially a statement that the true
model will be assigned large probability and all other models will be as-
signed small probabilities. Conversely, the implication of pairwise graph
selection consistency is that the probability assigned to the true model will
be large relative to each of the other model probabilities, individually, but
that all models (including the true model) may have small probabilities.
Such a phenomenon is common for model selection paradigms in which the
set of candidate models grows very fast with dimension (i.e., like 2p
2
in the
case of a VAR(1) model).
The next subsection illustrates the additional attribute that our model
selection consistency results are robust to model misspecification, namely,
the assumption of Gaussian VAR model errors.
3.3. Standalone supporting results. This subsection provides five lem-
mas which were foundational to our proof techniques for establishing our
theory for the EAS methodology. Non-asymptotic moment bounds on prod-
ucts of X and U (in the VAR model formulation (1)), with respect to n
and p, are the building blocks for any theoretical pursuit of understanding
high-dimensional, multivariate VAR models. These results are essentially a
collection of second moment bounds of the quantities and cross-quantities in
Ω := 1n
( XX ′ XU ′
UX ′ UU ′
)
, and establish the notion that our preceding fiducial con-
sistency results will remain true under model misspecification. This is due
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to the fact that as long as the VAR(1) model errors are independent within
and across time and there exist bounded fourth moments (i.e., components
appearing in Ex(Ω
2)), the following collection of lemmas will remain true
(up to some constants of proportionality). And as a consequence, our gen-
eralized fiducial consistency results (which assume Gaussian data) will still
hold even if the true data is not Gaussian.
Lemma 3.15. Assume ‖A0‖2 ≤ c. Then for all n ≥ max{N1, N2},
Px
([
λmin
(
Ω− Ex(Ω)
)]2
> δ2
)
≤ V3,
where V3 is as in (11), Ω :=
1
n
( XX ′ XU ′
UX ′ UU ′
)
, and Ex(Ω) =
(
Γn(0)
Ip
)
.
Lemma 3.16. Assume ‖A0‖2 ≤ c. Then for all n ≥ N1,
1
n2
tr
(
Ex(XU ′UX ′)
)
≤ p(σ
0
max)
2 min{|Go|, p}
n(1− c2) .
Lemma 3.17. Assume ‖A0‖2 ≤ c. Then for all n ≥ N2,
tr
( 1
n2
Ex
(
(XX ′)2)− Γ2n(0)) ≤ δ24 V2.
Lemma 3.18. Assume ‖A0‖2 ≤ c. Then,
1
n2
tr
(
Ex(XX ′XU ′A0)
)
≤ 2(σ
0
max)
3c2 min{|Go|, p}2
(1− c2)2n .
Lemma 3.19. Assume that Condition 3.1 holds. Then for all n ≥ N2,
Px
(
λmin(XX ′/n) ≥ δ/2
)
≥ 1− V2,
where V2 is as in (10).
4. Simulation results. While the theoretical pursuits of this paper
have been focused on the conditions and supporting lemmas/theorems needed
for the EAS procedure to assign the highest probability to the oracle graph
with probability converging to 1 as n, p → ∞, we ultimately designed the
EAS approach with more practical intuitions in mind. In applications, the
true data generating model, Go, may itself contain redundant information
(i.e., unnecessary active components), and through our h-function methodol-
ogy we are able to focus on recovering only the necessary active components.
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In doing so, at least for finite samples the EAS approach re-defines what is
meant by the true graph. The purpose of our asymptotic considerations was
to illustrate the conditions needed for our re-defined notion of the true graph
to correspond precisely to the oracle graph.
In this section, we demonstrate on synthetic data that when the theoret-
ical conditions are satisfied the EAS procedure performs as our asymptotic
theory suggests, and is also able to perform as well as or better than ex-
isting methods in high-dimensional settings with respect to out-of-sample
prediction error and estimation error. In fact, we find and present evidence
to suggest that Conditions 3.1 and 3.2 are useful for high-dimensional set-
tings. Moreover, Condition 3.1 is a simple and verifiable condition for ac-
tual observed data which informs of the sample size needed for competitive
performance and is so well calibrated that we demonstrate deteriorating
performance when it is not satisfied.
Furthermore, the EAS algorithm does not require any tuning parame-
ter to achieve at or better than the out-of-sample predictive performance
of competing methods such as LASSO or elastic net. The latter, more
conventional methods, require cross-validation over a grid of tuning pa-
rameters, and the appropriateness of the grid depends on the scaling of
the data (i.e., Σ). On the contrary, via our Λg component in ε = Λg ·
max
{
1, n.51p2
(
.5 log(log(n))|G| − |Go|
)}
(see (6) with ρ = .49) the EAS
algorithm is scale invariant.
For all of our numerical results, the component d in the h-function is set at
d = min1≤j≤p{mgenetj }/10, where Genet are the active components estimated
by elastic net. And as discussed previously, the constraint ‖Ag‖2 ≤ c in the
h-function is replaced with ‖Ag‖2 < 1 since c is not available on real data.
In the following two subsections we present both low (p = 4, n = 120)
and high (p = 10, n = 20 and p = 30, n = 180) dimensional simulation
studies on synthetic data generated according to model (2). For each of 100
random data generating seeds, the transition matrix is randomly generated
according to each of the five patterns described in Han, Lu and Liu (2015).
In each instance of a transition matrix A0 the p diagonal components are
active, and for patterns with additional randomly assigned active/inactive
components the probability of each component being generated as active is
.01. Values of each diagonal component are assigned by sampling from the
N(±12, 1) distribution, while off-diagonal component values are assigned by
sampling from the N(±3, 1) distribution. As is common practice (e.g., Han,
Lu and Liu 2015), after a given A0 is randomly generated it is rescaled so
that ‖A0‖2 = .5 =: c, and as in Han, Lu and Liu (2015) the contemporaneous
error covariance matrix Σ0 := Ip.
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In all simulation designs, the performance of the EAS algorithm is com-
pared to that of LASSO and elastic net implementations, and to a recent
“direct estimation of high-dimensional stationary VAR” estimation proce-
dure proposed by Han, Lu and Liu (2015) which is formulated as a linear
program (we denote this procedure by DELP for “direct estimation linear
program”). The LASSO and elastic net routines are implemented from the
Python module scikit-learn Pedregosa et al. (2011), along with their
builtin cross-validation procedures for time-series data. For the DELP rou-
tine, the authors of Han, Lu and Liu (2015) were kind enough to provide
their R code. However, we had to supplement their provided code by writing
code to implement the cross-validation procedure they propose in Han, Lu
and Liu (2015) for selecting their tuning parameter. Note that we generate
synthetic data consistent with that described in Han, Lu and Liu (2015) so
that the scaling of the data is appropriate for their default grid of tuning
parameters for cross-validation.
The entirety of the simulation study was computed in parallel on a com-
puting cluster, and completed in approximately one day of run time. The
code/workflow for reproducing all numerical results presented in this paper
can be found at https://jonathanpw.github.io/research.
4.1. Definitions of performance metrics. A variety of metrics are con-
sidered for evaluating performance across procedures. For each random gen-
erator seed for each simulation design, 2n instances of the time-series are
generated with X(0) = 0p×1. The first n are used for estimation, and the
last n are set aside as an out-of-sample test set. As in Han, Lu and Liu
(2015), on the out-of-sample test set we compute the L2 prediction error,
1
n‖Y−ÂX‖2, and the LF prediction error, 1n‖Y−ÂX‖F , where Â represents
the estimated transition matrix on the first n, in-sample, time instances. As
in Basu et al. (2015) and Ghosh, Khare and Michailidis (2018), we also cal-
culate the estimation error, ‖Â − A0‖F /‖A0‖F . For the EAS procedure, Â
is computed analogously to Bayesian model averaging, with least squares
estimates used for every visited graph in the MCMC chain.
Additionally, we report |GMAP| as the number of nonzero (or active) com-
ponents in the estimated graph for the frequentist LASSO, elastic net, and
DELP procedures, and as the number of active components in the most
frequently visited graph (i.e., maximum a-posteriori probability or MAP)
for the MCMC-based EAS algorithm. The false positive rate (FPR) is com-
puted as the number of the p2 components in the estimated transition matrix
incorrectly set active, as a proportion of the number of truly inactive compo-
nents. Conversely, the false negative rate (FNR) is computed as the number
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of the p2 components in the estimated transition matrix incorrectly set in-
active, as a proportion of the number of truly active components. For the
EAS procedure, the FPR and FNR are computed based on the estimated
GMAP.
4.2. Low-dimensional setting. This first simulation design serves to demon-
strate that the EAS procedure performs consistently with what the theory
in Section 3 suggests for data with p2 < n. For this simulation we present
two additional performance metrics, r̂(Go | Y ) and #{GMAP = Go}. The
former is the estimated generalized fiducial probability of the oracle model,
calculated as the number of times the MCMC algorithm visited Go divided
by the number of steps of the chain. This metric is only available within
the EAS framework because relative model probabilities are computed. The
latter metric, #{GMAP = Go}, is the proportion, over all 100 generated data
sets, of instances in which the estimated GMAP corresponds precisely to Go.
Random pattern transition matrix
p = 4, n = 120
oracle eas delp lasso enet
L2 1.27 1.28 1.31 1.3 1.3
(0.11) (0.11) (0.12) (0.12) (0.12)
LF 2.01 2.02 2.03 2.03 2.03
(0.07) (0.07) (0.07) (0.07) (0.07)
est err 0.17 0.21 0.32 0.32 0.33
(0.06) (0.1) (0.11) (0.1) (0.1)
|GMAP| 4.12 4.0 7.84 7.94 8.39
(0.35) (0.32) (3.34) (2.97) (3.24)
FPR 0.01 0.32 0.33 0.36
(0.02) (0.28) (0.25) (0.27)
FNR 0.04 0.01 0.01 0.01
(0.09) (0.05) (0.05) (0.05)
r̂(Go | Y ) 0.7
(0.32)
#{GMAP = Go} 0.81 0.08 0.11 0.11
r.h.s. Condition 3.1 = 10.10 (s.e. 0.90) vs 5
prop data sets Condition 3.2 satisfied = 0.83
Table 1
See Section 4.1 for definitions of each performance metric, except for the last two which
are described in Section 4.2. All metrics are quantities averaged over 100 generated data
sets, and standard errors are in parentheses. The ‘oracle’ column displays corresponding
characteristics in the case that the oracle graph, Go, is known, and using the least
squares estimate of A0. Note that for Condition 3.1, 4(1 + c2) = 5. Recall that a new set
of active components Go are generated for each data set, which gives the variability for
|GMAP| in the ‘oracle’ column.
Observe from Table 1 that the EAS procedure performs very competi-
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tively with these existing methods; better average performance metric val-
ues across the board, but all routines are within about one standard error
of each other. Furthermore, the EAS algorithm selected a GMAP with 3-4
fewer active components, on average, with GMAP = Go for 81 of the 100 of
the data sets. This is far better graph selection than the competing methods
which consistently over-select active components. Note that based on the
proportion of data sets in which Condition 3.2 is satisfied, the oracle model
is only identifiable for the EAS algorithm in 83 percent of the data sets. In
other words, our theory would suggest that the EAS procedure should iden-
tify the true model in 83 of the 100 data sets considered, and in actuality
the EAS algorithm identified the true model in 81 of the 100 data sets.
4.3. High-dimensional setting. The tables in this section display the re-
sults of two high-dimensional simulation designs in which p2 > n, and for
all five transition matrix patterns.
Band pattern transition matrix
p = 10, n = 20 p = 30, n = 180
oracle eas delp lasso enet oracle eas delp lasso enet
L2 3.04 3.29 4.13 2.94 2.9 1.92 2.02 2.03 2.02 2.02
(0.68) (0.65) (5.9) (0.49) (0.45) (0.09) (0.09) (0.1) (0.1) (0.1)
LF 3.46 3.54 3.55 3.4 3.39 5.53 5.64 5.67 5.65 5.65
(0.22) (0.24) (0.71) (0.18) (0.18) (0.06) (0.06) (0.07) (0.07) (0.07)
est err 1.07 1.24 1.15 0.97 0.94 0.34 0.63 0.68 0.64 0.65
(0.17) (0.18) (0.77) (0.04) (0.05) (0.03) (0.06) (0.05) (0.06) (0.06)
|GMAP| 28.0 11.64 8.89 3.43 19.63 88.0 22.32 43.43 49.78 60.85
(0.0) (2.88) (23.38) (4.56) (18.44) (0.0) (2.92) (25.39) (11.55) (29.62)
FPR 0.1 0.08 0.02 0.17 0.0 0.01 0.02 0.03
(0.03) (0.24) (0.04) (0.18) (0.0) (0.03) (0.01) (0.03)
FNR 0.83 0.88 0.93 0.74 0.75 0.63 0.59 0.57
(0.06) (0.23) (0.07) (0.21) (0.03) (0.05) (0.05) (0.07)
r.h.s. Condition 3.1 = 0.7112 (s.e. 0.2384) vs 5 r.h.s. Condition 3.1 = 5.7756 (s.e. 0.4147) vs 5
prop data sets Condition 3.2 satisfied = 0 prop data sets Condition 3.2 satisfied = 0
Table 2
See caption for Table 1.
An important distinction to observe between the two designs, for all tran-
sition matrix patterns, is that for the p = 10, n = 20 case Condition 3.1 is
never satisfied, while it is always satisfied for the p = 30, n = 180 case.
This occurrence is by design to demonstrate the deteriorated performance
of the EAS algorithm when this important, well-calibrated, and verifiable
condition is not satisfied. In the p = 30, n = 180 case the EAS algorithm
performs just as well, or better than the competing methods, with respect
to all metrics.
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Cluster pattern transition matrix
p = 10, n = 20 p = 30, n = 180
oracle eas delp lasso enet oracle eas delp lasso enet
L2 2.66 3.52 10.35 3.22 3.16 1.91 1.96 2.03 2.01 2.01
(0.37) (0.85) (44.59) (0.51) (0.48) (0.1) (0.12) (0.11) (0.11) (0.11)
LF 3.28 3.6 4.05 3.51 3.48 5.5 5.55 5.63 5.61 5.61
(0.16) (0.24) (2.06) (0.18) (0.18) (0.06) (0.07) (0.07) (0.06) (0.06)
est err 0.48 1.08 1.42 0.95 0.92 0.17 0.34 0.5 0.46 0.46
(0.12) (0.16) (1.49) (0.05) (0.06) (0.03) (0.09) (0.05) (0.05) (0.05)
|GMAP| 10.39 12.16 18.51 4.33 21.05 31.24 27.64 42.28 47.76 48.14
(0.68) (2.28) (34.53) (5.52) (19.45) (1.26) (2.47) (23.75) (8.28) (8.4)
FPR 0.09 0.17 0.03 0.18 0.0 0.01 0.02 0.02
(0.03) (0.35) (0.04) (0.19) (0.0) (0.03) (0.01) (0.01)
FNR 0.63 0.68 0.8 0.55 0.14 0.04 0.04 0.04
(0.14) (0.33) (0.19) (0.29) (0.08) (0.04) (0.04) (0.04)
r.h.s. Condition 3.1 = 0.6941 (s.e. 0.2265) vs 5 r.h.s. Condition 3.1 = 6.0315 (s.e. 0.4613) vs 5
prop data sets Condition 3.2 satisfied = 0 prop data sets Condition 3.2 satisfied = 0
Table 3
See caption for Table 1. Recall that a new set of active components Go are generated for
each data set, which gives the variability for |GMAP| in the ‘oracle’ column.
Hub pattern transition matrix
p = 10, n = 20 p = 30, n = 180
oracle eas delp lasso enet oracle eas delp lasso enet
L2 3.06 3.3 6.52 3.02 2.98 1.93 2.03 2.05 2.03 2.03
(0.64) (0.66) (29.28) (0.61) (0.58) (0.09) (0.09) (0.1) (0.1) (0.1)
LF 3.44 3.54 3.68 3.41 3.4 5.53 5.63 5.66 5.64 5.65
(0.21) (0.2) (1.53) (0.2) (0.2) (0.06) (0.06) (0.06) (0.06) (0.06)
est err 1.06 1.23 1.26 0.98 0.96 0.33 0.63 0.69 0.65 0.66
(0.17) (0.17) (1.15) (0.03) (0.05) (0.03) (0.05) (0.05) (0.06) (0.05)
|GMAP| 26.0 11.95 11.9 2.89 19.74 78.0 21.97 41.24 47.64 61.35
(0.0) (2.48) (29.42) (4.84) (20.78) (0.0) (2.72) (24.41) (11.38) (32.45)
FPR 0.1 0.11 0.02 0.17 0.0 0.01 0.02 0.03
(0.03) (0.3) (0.04) (0.2) (0.0) (0.03) (0.01) (0.03)
FNR 0.82 0.86 0.94 0.73 0.73 0.6 0.57 0.54
(0.07) (0.29) (0.09) (0.25) (0.03) (0.05) (0.05) (0.07)
r.h.s. Condition 3.1 = 0.7 (s.e. 0.2323) vs 5 r.h.s. Condition 3.1 = 5.667 (s.e. 0.4128) vs 5
prop data sets Condition 3.2 satisfied = 0 prop data sets Condition 3.2 satisfied = 0
Table 4
See caption for Table 1.
Notice also that the high-dimensional numerical results presented in this
section do not list r̂(Go | Y ) nor #{GMAP = Go} as performance metrics.
For each of the estimation methods, the metric #{GMAP = Go} (and r̂(Go |
Y ) for EAS) produces zeros in almost all cases. For the EAS algorithm,
this is due to the fact that Condition 3.2 is never satisfied for these high-
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dimensional simulation designs, and so the oracle model is not identifiable
for the EAS procedure. However, we would not necessarily expect Condition
3.2 to be satisfied when p2 > n since our theory does not apply.
Random pattern transition matrix
p = 10, n = 20 p = 30, n = 180
oracle eas delp lasso enet oracle eas delp lasso enet
L2 2.6 3.36 5.21 3.06 3.03 1.91 1.99 2.03 2.01 2.01
(0.4) (0.8) (9.99) (0.49) (0.5) (0.09) (0.1) (0.1) (0.1) (0.1)
LF 3.24 3.55 3.71 3.45 3.43 5.51 5.58 5.64 5.62 5.62
(0.17) (0.26) (0.95) (0.21) (0.22) (0.05) (0.06) (0.06) (0.06) (0.06)
est err 0.49 1.07 1.2 0.95 0.92 0.2 0.44 0.55 0.51 0.51
(0.15) (0.16) (0.82) (0.06) (0.07) (0.03) (0.08) (0.05) (0.05) (0.05)
|GMAP| 10.9 12.49 14.51 3.69 19.28 38.72 25.65 45.45 50.07 50.55
(0.96) (2.68) (30.43) (4.68) (20.07) (3.13) (2.68) (30.98) (9.95) (10.89)
FPR 0.1 0.13 0.02 0.17 0.0 0.02 0.02 0.02
(0.03) (0.31) (0.03) (0.19) (0.0) (0.03) (0.01) (0.01)
FNR 0.63 0.72 0.82 0.58 0.35 0.21 0.19 0.19
(0.15) (0.31) (0.18) (0.31) (0.09) (0.07) (0.07) (0.07)
r.h.s. Condition 3.1 = 0.6961 (s.e. 0.2523) vs 5 r.h.s. Condition 3.1 = 5.7805 (s.e. 0.43) vs 5
prop data sets Condition 3.2 satisfied = 0 prop data sets Condition 3.2 satisfied = 0
Table 5
See caption for Table 1. Recall that a new set of active components Go are generated for
each data set, which gives the variability for |GMAP| in the ‘oracle’ column.
Scale–free pattern transition matrix
p = 10, n = 20 p = 30, n = 180
oracle eas delp lasso enet oracle eas delp lasso enet
L2 3.37 3.19 8.31 2.86 2.83 1.94 2.0 2.01 2.01 2.0
(0.81) (0.75) (30.93) (0.47) (0.47) (0.09) (0.1) (0.1) (0.1) (0.1)
LF 3.51 3.49 3.83 3.36 3.35 5.53 5.61 5.62 5.63 5.62
(0.22) (0.22) (1.73) (0.19) (0.18) (0.06) (0.06) (0.06) (0.07) (0.06)
est err 1.36 1.32 1.56 0.99 0.96 0.52 0.84 0.87 0.9 0.86
(0.27) (0.19) (1.76) (0.03) (0.04) (0.04) (0.04) (0.04) (0.06) (0.05)
|GMAP| 28.0 11.8 15.88 2.07 16.97 88.0 15.14 23.22 17.66 77.21
(0.0) (2.85) (34.04) (3.76) (18.88) (0.0) (2.24) (4.07) (10.06) (35.83)
FPR 0.1 0.15 0.01 0.15 0.0 0.01 0.0 0.06
(0.03) (0.34) (0.03) (0.18) (0.0) (0.0) (0.0) (0.03)
FNR 0.84 0.82 0.96 0.78 0.86 0.79 0.83 0.63
(0.07) (0.34) (0.07) (0.22) (0.03) (0.04) (0.09) (0.11)
r.h.s. Condition 3.1 = 0.6866 (s.e. 0.2609) vs 5 r.h.s. Condition 3.1 = 5.3767 (s.e. 0.4072) vs 5
prop data sets Condition 3.2 satisfied = 0 prop data sets Condition 3.2 satisfied = 0
Table 6
See caption for Table 1.
Moreover, recall that in finite samples, and particularly high-dimensional,
settings with highly-correlated data the EAS framework was developed with
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the intuition that the oracle graph itself may not be ε-admissible. In these
settings, the EAS methodology re-defines the notion of the ‘true’ graph to be
some non-redundant subgraph of the oracle graph, at least non-asymptotically.
This is validated empirically in the tables that follow by observing that when
Condition 3.1 is satisfied the EAS algorithm almost always requires fewer
active components to achieve on par or better performance than the compet-
ing methods, with respect to all metrics. Recall also that the EAS algorithm
has no tuning parameter, while the competing methods use cross-validation
to optimize out-of-sample prediction accuracy.
5. Real data application. As a final exposition of the EAS method-
ology developed for the VAR(1) model, this section presents results of im-
plementing the algorithm on real data.
Time period: 1995-2006
Walmart
Exxon
Chevron
Ford
Pfizer
Apple
Microsoft
Intel
0.10.27
0.06
0.07
0.16
0.2
0.26
0.71
0.050.07
0.06
0.27 0.08
0.06
0.14
0.31
0.17
0.14
0.4
0.12
0.06
0.05
0.52
0.09
0.06
Fig 1. Directed graph of inclusion probabilities of components of the transition matrix,
A, for monthly closing stock price of 8 companies. First differences of the data are used.
Each edge label represents the marginal generalized fiducial (or posterior-like) inclusion
probability of a particular component of A. That is, the proportion of graphs, G, (over all
MCMC-sampled graphs) in which each component (i.e., edge) of A is active. Line widths
are proportional to inclusion probabilities, and inclusion probabilities less than .05 are
omitted.
EAS FOR VAR GRAPH SELECTION 25
Time period: 2007-2018
Walmart
Exxon
Chevron 0.27
Ford
0.09
Pfizer
0.06
Apple
0.45
Microsoft
Intel
0.52
0.09
0.87
0.2
0.07
0.07
0.07
0.05
Fig 2. See description for Figure 1.
Monthly closing stock price data for eight well-known companies from
1995-2018 are downloaded from Yahoo Finance via the R package BatchGetSymbols
(Perlin, 2019). First-differences of the time-series are used for stationarity,
and the data is split into two time periods, 1995-2006 and 2007-2018. It is
verified that Condition 3.1 is satisfied for the time period 2007-2018 (9.33
versus 8 = 4(1+12)), but not for 1995-2006 (2.05 versus 8 = 4(1+12)). This
occurrence is useful for observing the performance of the EAS procedure on
real data when the condition is and is not satisfied.
The results are displayed graphically in Figures 1 and 2. Nodes repre-
sent individual company stocks, and each edge label represents the marginal
generalized fiducial (or posterior-like) inclusion probability of a particular
component of A. That is the proportion of graphs, G, (over all MCMC-
sampled graphs) in which each component (i.e., edge) of A is active. Line
widths are proportional to inclusion probabilities, and inclusion probabilities
less than .05 are omitted.
Interpretation of the findings on these data should be restricted to the
time period 2007-2018 in which Condition 3.1 is satisfied. However, the real
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data analysis conducted here is not a thorough investigation of these time-
series, but rather a “proof of concept” for how the EAS methodology can
be useful on real data. A well qualified study would require considerable
additional analysis of the data which is beyond the scope of our paper.
Nonetheless, the results do appear sensible. From Table 2, it is observed
that seemingly redundant time-series in the system such as for the two oil
companies, Chevron and Exxon, do not have simultaneous marginal inclu-
sions to a large extent, and the system is dominated by relatively few strong
links. Since many of the considered stocks correspond to consumer goods
corporations, it is reasonable that the results suggest the system has nu-
merous links to and from the massive retailer Walmart, with an especially
high link from the pharmaceutical giant Pfizer. Additionally, we see that
the somewhat surprisingly strong link in Figure 1 between what we would
suspect are unrelated corporations/stock prices, Ford and Pfizer, vanishes
in Figure 2.
Note that such a graphical representation of the results, with marginal
inclusion probabilities for all components of A, is not possible via frequen-
tist nor Bayesian point estimation based procedures. This is a major ad-
vantage of estimating relative model probabilities (i.e., r(G | Y )) versus
simply coefficients. MCMC-based approaches are computationally more ex-
pensive, but they provide more information for uncertainty quantification.
The code/workflow for obtaining the real data and reproducing these result
can be found at https://jonathanpw.github.io/research.
6. Concluding remarks. In summary, while BVAR models have been
developed and explored empirically (primarily in the econometrics litera-
ture) there exist very few theoretical investigations of the repeated sampling
properties for BVAR models in the literature. To the best of our knowledge,
our established pairwise and strong model selection consistency results are
the first of their kind in the BVAR literature. These types of results are sure
to be followed by similar results in the high-dimensional BVAR literature,
analogous to the emergence of model selection strong consistency results in
the high-dimensional Bayesian linear regression literature such as Johnson
and Rossell (2012); Narisetty and He (2014); Williams and Hannig (2019).
All things considered, while it is required for our theory that n exceeds
some polynomial of p, consistent with our survey of the literature, it is
claimed in Ghosh, Khare and Michailidis (2018) that general posterior con-
sistency results are not available for “large p small n” settings. Furthermore,
our graphical selection consistency results provide a theoretical guarantee
for model selection, which is stronger than establishing estimation consis-
EAS FOR VAR GRAPH SELECTION 27
tency of a point estimator of the VAR model parameters, and our theory is
robust to model misspecification.
Moreover, recall that in finite samples, and particularly high-dimensional,
settings with highly-correlated data the EAS framework was developed with
the intuition that the oracle graph itself may not be ε-admissible. In these
settings, the EAS methodology re-defines the notion of the ‘true’ graph to be
some non-redundant subgraph of the oracle graph, at least non-asymptotically.
Accordingly, with our EAS methodology, we hope to demonstrate the idea
that to develop inherently scalable methodology the key may be to re-think
what one should hope to recover for useful statistical inference from a data
generating model.
SUPPLEMENTARY MATERIAL
Supplement to: “The EAS approach for graphical selection con-
sistency in vector autoregression models”
(doi: 10.1214/00-AOASXXXXSUPP; .pdf). For conciseness of the manuscript,
longer derivations, additional lemmas, and proofs have been moved to these
supplementary material.
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7. Appendix. This section provides proofs of the main theorem and
its corollaries. See the supplementary material for proofs of all other results.
Proof of Theorem 3.12.Assume throughout this proof that n ≥ max{N1, N2, N3}
(see Definition 3.5). From (8),
r(G | Y )
r(Go | Y ) = (2pi)
|G|−|Go|
2 n
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(
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2
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From Jameson (2013),
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This bound, together with the simplification,
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Further, by Lemmas S2.2 and S2.5,
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with probability exceeding 1−2V2, where V2 is as in (10). Then by Theorem
3.10, for the fixed K3 ∈ (0, 1),
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with probability exceeding 1−V1− V˜1−4V2−2e−
np
4 −V3. Gathering terms,
for some positive constant K2 (not depending on n nor p),
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with probability exceeding 1 − V1 − V˜1 − 4V2 − 2e−
np
4 − V3. At this point,
E
(
h
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can be bounded as in the following two cases.
Case 1: G ⊂ Go with |G| ∈ {1, . . . , |Go| − 1}. In this case, Theorem 3.9
does not apply, so since h
(
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) ≤ 1 uniformly,
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with probability exceeding 1−V1−V˜1−4V2−2e−
np
4 −V3. Then by Condition
3.11, r(G|Y )r(Go|Y )
Px−→ 0 as n→∞ or n, p→∞.
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Case 2: G 6⊆ Go and |G| ∈ {1, . . . , p2}. By Lemma S2.6, and for some
positive constant K1 (not depending on n nor p),
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Therefore, by Theorem 3.9 and Condition 3.4,
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by Condition 3.4, r(G|Y )r(Go|Y )
Px−→ 0 as n→∞ or n, p→∞. 
Proof of Corollary 3.13. Omit case 1 in the proof of Theorem 3.12. 
Proof of Corollary 3.14. Observe that
r(Go | Y ) = r(Go | Y )∑p2
j=1
∑
G:|G|=j r(G | Y )
=
1
1 +
∑p2
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.
Since p is fixed Theorem 3.12 gives,
p2∑
j=1
∑
G6=Go:|G|=j
r(G | Y )
r(Go | Y )
Px−→ 0
as n→∞, which proves the desired result. 
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