This paper proposes a new adaptation methodology to find the control inputs for a class of nonlinear systems with time-varying bounded uncertainties. The proposed method does not require any prior knowledge of the uncertainties including their bounds. The main idea is developed under the structure of adaptive sliding mode control; an update law decreases the gain inside and increases the gain outside a vicinity of the sliding surface. The semi-global stability of the closed-loop system and the adaptation error are guaranteed by Lyapunov theory. The simulation results show that the proposed adaptation methodology can reduce the magnitude of the controller gain to the minimum possible value and smooth out the chattering.
I. INTRODUCTION
Sliding mode control [1] has been recognized as one of the effective nonlinear control methods due to its robustness to uncertainties and its guarantee of finite time convergence. However, the design procedure requires the knowledge of the bound on the uncertainties, which, from a practical point of view, is usually hard to acquire. This results in an uncertainty bound that is often overestimated and hence leads to an undesirable large control gain in the discontinuous sliding term. Consequently, the system will suffer from large magnitude chattering behaviors [2] .
To reduce this kind of "zig-zag" motion, several methods have been proposed, which include the boundary layer technique [3] and the "equivalent" control method [4] . The first, proposed by Yao and Tomizuka, approximates the discontinuous signum function by a high-slope saturation function with a desired thickness of the boundary layer. The second, shown by Tseng and Chen, replaces the discontinuous signum function with a low-pass filter. Although we can get a continuous sliding controller from these methods, the guarantee of global asymptotic stability is sacrificed [5] . In addition, both of these approaches require prior knowledge of the bound on the uncertainties. To avoid this, we can make use of the adaptive control strategy [6] to estimate the unknown parameters. Common methods of estimation include recursive least squares and gradient descent. A more direct way is to derive the update laws from Lyapunov stability theory and analyze the convergence performance. The update laws will use the current information to modify the control input in real time. Because of the advantage of not overestimating the bound on the uncertainties, many adaptation approaches combined with sliding mode control have been developed to tune the sliding gains. The adaptation law proposed in [7] is proportional to the tracking error. It shows that the system will converge to the sliding surface within a finite time. However, the sliding gain will approach infinity since the ideal sliding mode does not exist. In [8] , neural networks model the uncertainties of the system and the resulting controller is implemented on a two-tank level control system. The results show that it can enable a lower switching gain and eliminate the chattering with a thin boundary layer. However, it requires an off-line training process and cannot guarantee stability. Another gainadaptation algorithm is proposed by using a sliding mode disturbance observer [9] , but it has the drawback of requiring the knowledge of uncertainty bounds. The objective of this paper is to provide an adaptive control methodology for a class of nonlinear systems with uncertainties. Note that the uncertainties should be bounded but the prior knowledge of the bound is unknown.
The paper is organized as follows. In Section II, we review an adaptive sliding mode control strategy proposed in [10] . Then, the new adaptive sliding mode control is introduced in Section III. The stability analysis is provided. Finally, the performance of the proposed method is demonstrated with two examples and compared with one of the existing methods.
II. PRELIMINARIES

A. Problem Statement
Consider a nonlinear system given by:
., x n (t)] T ∈ X ⊂ R n is the state vector, u(t) ∈ R is the control input and y(t) ∈ R is the system output. f (x, t) and l(x, t) are bounded and sufficiently smooth functions which describe the model of the system. Assume that both of them contain unmeasured model uncertainties which satisfy the "matching condition" for conventional sliding mode control [11] . Additionally, to guarantee the controllability, l(x, t) should be = 0 for all (x, t) ∈ X × R + . The common goal of the control problem is to guide the output y(t) along a desired trajectory, y d (t), or around the origin. To design the sliding mode control, first we define a stable sliding surface s(x, t) [1] with a relative degree equal to 1 with respect to u(t). Then, we obtain the time derivative Comparison between the standard delta function with linear saturation function sat(s/φ) and the proposed delta function s ∆ . of s(x, t) asṡ
To handle the modeling uncertainties and unknown disturbances, we rewrite the model (2) with an addictive timevarying function, ∆f (x, t):
The term of ∆f (x, t) represents the overall uncertainty of the system and satisfy the following inequality:
where µ is the unknown upperbound. The objective in this paper is to design a control law which can adapt the time-varying uncertainty, ς(x, t), in order to reduce the chattering behavior in conventional sliding mode control, but still preserve its own strength in the guarantee of robustness and stability.
B. Adaptive Sliding Mode Control Revisit
As is common for sliding mode control, the control input
is designed with a controller gain K be greater than or equal to the upperbound of the uncertainty for robustness guarantees. However, having a poor estimation on µ will lead to a large chattering in the system response. Thus, the main goal of the adaptive sliding mode control is to reduce the magnitude of the controller gain, K, to its minimum admissible value. In other words, K is not a constant anymore; instead, it can be tuned and modified with time.
The method proposed in [10] considers the adaptation law: withK > 0, ǫ > 0 and a small enough value of κ > 0 that ensures a positive value of K. According to (4), K will decrease if |s(x, t)| < ǫ and increase if |s(x, t)| > ǫ. In other words, it can be kept at the smallest level that allows a given certain amount of accuracy.
III. NEW ADAPTIVE SLIDING MODE CONTROL
A. Motivation and Design Idea
Although the adaptation algorithm proposed in [10] can reduce the controller gain, there still exist some problems to be fixed. First, a discontinuous changing rate in control u(t) will be introduced at |s(x, t)| = ǫ, which is not realistic for many actuators. Another one is that the adaptation law is a linear function of |s(x, t)|, which makes the adaptation rate (increasing and decreasing) not quite even. In other words, the adaptive rate will become unreasonably large or too small when s(x, t) is in the reaching phase or converging around zero. As a result, the common problem of the sliding mode control, chattering behaviors, will still be exhibited in the steady state. To overcome these problems, we propose another methodology incorporated with the concept of the boundary layer. Using the similar idea that the gain will increase outside and decrease inside the small region around the sliding surface, we introduce a special delta function which "roughly" denotes the distance of s from the boundary layer. The function is defined as:
where φ > 0 is a design parameter indicating the thickness of the boundary layer. It is worth noting that, in comparison with the classical delta function defined by the saturation function sat(s/φ), the new delta function has a similar shape but with nonzero values inside the boundary layer (See Fig. 1 ). There are three main advantages of using s ∆ (x, t) to derive the adaptation law. First, it provides a smooth adaptation process based on the feedback information from s ∆ (x, t). Second, unlike the chattering behavior in many adaptive sliding mode control algorithms, it can alleviate the chattering with a simple parameter tuning method. Finally, the stability proof can be done in a clean and relatively easy way.
B. New Adaptation Control Law
Consider the same problem described in Section II.A with the sliding surface s(x, t) defined in the same way as listed in (2). The following theorems describe the stability property with the adaptation law based on the new delta function (5) .
Theorem III.1: Given the system (1) implemented with the following feedback control and adaptive update laws, the closed-loop state s will approach the boundaries of the domain S = {s ∈ R, |s| ≥ η} for η = (
where ρ > 0 is the adaptation gain, k > 0 is the feedback control gain andμ 0 > 0 is the initial guess of the sliding gain.
Proof: We first calculate the time derivative of the sliding surface s and s ∆ from (1) and (6) as follows:
Consider the following Lyapunov function candidate:
We obtain the time derivative of V along the closed-loop system trajectories except s = 0 aṡ
where Ψ(s) is defined by for the sake of simplicity in later expressions. Fig. 2 shows a plot of Ψ(s) with varying thicknesses of the boundary layer. As we can see, the function Ψ(s) intersects zero at the points s = ±η. Moreover, it is positive when s ∈ S and negative outside. First, we consider the case of
By settingμ = Ψ(s)/ρ, we can eliminate the first term on the right hand side of equation (9) and get the result oḟ
Notice that the result only gives us the update law ofμ = Ψ(s)/ρ without the condition ofμ being non negative. If we substituteμ = 0 into (8),V will be indefinite. However, sinceμ ≥ 0 withμ 0 > 0 for s ∈ S,μ can never be less than zero. In summary, we now have • V (s,μ) is monotonically increasing and bounded from below.
Note that Barbalat's Lemma is not applicable since we did not make any assumption on the uniformly continuity of the uncertainty. Alternatively, we can apply LaSalle's invariance principle (Theorem 2.2) from Barkana [12] for the nonautonomous system. Based on satisfaction of assumption 1 in Section 2.3 in [12] for the boundedness of uncertainty (i.e. |∆f | ≤ µ), we can conclude that all system trajectories are bounded and contained within the domain Ω = {(s,μ) ∈ S| k|s|Ψ(s) = 0} which implies (s,μ) → (±η, R + ). 
whereV is indefinite in the domain S ′ \{0} and undefined at s = 0. Here, we cannot make any statement when s ∈ S ′ . However, based on the result in (11), we can know that s will approach |s| = η when it is in S.
C. Convergence and Stability Analysis
In Section III.B, Theorem III.1, we only prove the convergence of s to the boundary of S whenever s ∈ S. However, there is no clear stability conclusion that can be drawn with respect toμ. Since Ψ(s) is always positive in S, it is possible thatμ → ∞ if |s| never reaches the boundary within finite time. In this section, we show that s(t) will reach the boundary of S with a finiteμ in finite time. Moreover, we can guarantee the trajectories of s andμ are bounded in steady state.
Theorem III.2: Given the system (1) implemented with (6) with initial conditions (s 0 = 0,μ 0 > 0) satisfying:
there exists a finite time T such that
which is locally Lipschitz at s = 0 andμ = 0. Since V ′ (t) is not differentiable everywhere, the upper right Dini derivative, D + V ′ (t), is introduced [13] . By the assumptions of l(x, t) and f (x, t) in Section II.A, we know that the solution of equations (2) and (6) exists and is absolutely continuous. Therefore, D + V ′ (t) is defined and the upper bound can be derived as: µ . < Fig. 9 .
The changing rate of the adaptation gain,μ for the square uncertainties ∆f 2 (t).
according to the fact that Ψ(s) is always bounded within the range of [−1, 1]. Rewrite (13) 
Then, the upper bound of the solution is given by
where b is any number such that σ/k < b < V ′ 0 . Remark: As stated in Theorem III.1, s is converging to the boundary |s| = η. From (14), we can know that the sum of |s(t)| andμ(t) is uniformly ultimately bounded [14] with ultimate bound b after T . Therefore, we conclude that the s(t) will reach the boundary of S with a finiteμ in finite time. Also, choosing the initial conditions satisfying (12) with unknown upper bound, µ, is not an issue in the implementation, since Ψ(s) is always positive in S and the condition (12) will be met eventually for any initial setting of s 0 andμ 0 . Theorem III.3: Given the system (1) implemented with the adaptation control law (6) the trajectories of s are bounded within |s(x, t)| < δ after it first time reaches the domain S ′ , where δ = (2η) 2 + µ 2 m − η Fig. 10 .
The control input for the smooth uncertainties with a small feedback gain k = 0.0001 and m can be any value satisfying the following inequalities:
Proof: According to the proof of Theorem III.1 and III.2, we get the result that s will reach the boundary of S with a finiteμ in finite time. To estimate the overshoot of s after the first time it reaches the domain S ′ , without loss of generality, consider the scenario when s 0 = η + . Then, we choose an affine function to lower bound the original nonlinear adaptation lawμ = Ψ(s)/ρ between the range s = (η, η + µ/ √ m) and setμ 0 = 0, k = 0 in order to get the worst case response of s. The system dynamics becomes:
This yields
With this result, the requirements of m in (15) then are set. Because the slope of the adaptation law is equal to √ 2/ρφ at s = η, the first requirement is set to allow the affine function to lower bound the nonlinear adaptation law between the range s = (η, η + µ/ √ m). Then, the second requirement is set to ensure the validity of the dynamics (16) within the range we claim.
IV. PARAMETER TUNING AND IMPLEMENTATION ISSUES
In Section III, we have introduced three parameters φ, k, ρ for the new adaptation control strategy. Although the semi-global stability has been proven for all of them being positive, an adequate choice between each parameter is still needed for a good performance based on different scenarios.
A. On the φ-tuning
φ is a design parameter for the boundary of the domain S (i.e. ±η) where the system trajectories will evolve during the steady state. Ideally, we would set φ as small as possible to have good tracking performance. However, setting φ too Fig. 11 . The sliding variable trajectories for the smooth uncertainties with a small feedback gain k = 0.0001 small will induce a large rate of change for the adaptation gain which may cause a high frequency chattering in both state responses and the control input. We can observe that the slope of function Ψ(s) around ±η becomes steeper as φ decreases in Fig. 2 . Another problem would be a discretization issue. Since nowadays many control algorithms are implemented using digital computers, an approximated discrete-time controller is commonly required. Setting φ too small may cause instability in the adaptation gain. To avoid this, we should follow the basic rule of thumb of allowing the system to sample roughly four times inside the domain S ′ . As a result, the sampling rate will limit the parameter φ that we can choose. Therefore, we need to make a trade off between tracking performance and minimization of chattering through the choice of an adequate φ.
B. On the k-tuning
Compared with the standard sliding mode control law (3), the new one proposed in (6) has an additional feedback term ks which can help speed up the convergence and smooth out the adaptation process. Therefore, a higher value of k ideally would be desired. However, in practice it should be limited by both actuator/unmodeled dynamics and the boundary thickness of S. A high-gain control can easily excite unmodeled dynamics that could adversely affect the stability. For the second limitation from the boundary thickness, the condition of 0 ≤ k ≤ 1 η is required, since having too large of a feedback gain may lead to the system trajectories becoming confined inside an even smaller region of S. Under this condition, the adaptation process will be terminated eventually asμ goes to zero.
C. On the ρ-tuning
ρ is the adaptation gain which is tuned based on the varying speed of the unknown uncertainties. Choosing a smaller ρ allows a faster learning rate that can improve the adaptation process with high frequency uncertainties. However, we should notice that the smallest value of ρ is limited by the actuation rate in application. In conclusion, having smaller or larger values in both φ and ρ or k may be preferable, but all of them should be carefully chosen with suitable values to effectively avoid high control activity during the reaching phase and the adaptation process. Fig. 13 . The tracking performance for the new proposed method.
V. SIMULATION
Two examples will be investigated in this section. First, we apply the adaptive control law (6) to a simple first-order system for a regulation problem in order to demonstrate the properties of the new method. Then, we again apply the control law to a higher order system with both multiplicative and additive uncertainties to a tracking problem.
A. Regulation Problem
Consider the following system:
with ∆f (t) being bounded and unknown. Then, look for two different uncertainties (see in Fig. 3 ) applied to this system: one is a smooth continuous function ∆f 1 (t); the other is a sequence of square signals ∆f 2 (t).
To implement the new adaptive control law, we first define the sliding surface as s = x = 0. Then, we choose the parameters φ = 0.01, ρ = 1, k = 2,μ 0 = 0.001, x 0 = 1 for the case with ∆f 1 (t) uncertainty and φ = 0.03, ρ = 0.7, k = 9,μ 0 = 0.001, x 0 = 0.1 for the other case. Since the varying rates of the uncertainties are different, we choose a smaller ρ in order to have a faster learning rate for the case of the square uncertainties. The effect is clearly seen. Fig. 4 and Fig. 7 demonstrate the adaptation process works well under both low and high frequency uncertainties. The control input follows the external perturbation well particularly for slowly-varying uncertainties. Fig. 5 and Fig.  8 show the response of state trajectories and the adaptation gain. We can see that in steady state, the sliding variable will evolve around the boundary of S (dotted orange line) without infinitely high frequency chattering. Since there are two convergence values ±( √ 2 − 1)φ for the sliding variable, a connection between the convergence value of the sliding variable and the adaptation gain can be found in the figures. Because we restrict the adaptation gain to be always positive, the sliding variable will converge to the negative value of the boundary layer whenever the adaptation gain has the opposite sign of the current uncertainty.
The learning rates of the adaptation gain are shown in Fig.  6 and Fig. 9 . We can notice thatμ is always bounded within the region of [−1/ρ, 1/ρ] since |Ψ(s)| < 1 ∀s ∈ R. Actually, it is one of the advantages of the proposed adaptation law compared with other methods. The main difference is that the update law is not a linear feedback law with respect to the sliding variable. The learning rate is limited and can be tuned by ρ. During the reaching phase, the state will converge with the auxiliary feedback term ks instead of speeding up the increasing rate of the sliding gain. This can help us smooth out the adaptation process and eliminate the oscillation behavior. We can verify the performance from Fig. 11 and Fig. 10 for the case of smooth uncertainties. The parameter setting is the same except k = 0.0001. The results show that both the state response and the control input signal perform worse when k is small.
B. Tracking Problem
Next, consider the following nonlinear system:
with one multiplicative uncertainty, ∆x 1 (t), and one additive uncertainty, d(t), described in Fig. 12 . The control objective is to apply the robust control law such that the output, y = Fig. 16 . The adaptation performance for the method proposed in [10] .
x 1 , tracks a reference signal, y d = 3 sin(0.4πt). We first define e = y − y d and design a stable sliding surface as s =ė + λe, λ = 6.
Then, apply the adaptive control law as
Assume the initial conditions of the states are all zero, x 1 = x 2 = 0 and the parameters are set as ρ = 0.7, k = 5, µ 0 = 0.001 and φ = 0.3. Fig. 13 demonstrates the tracking performance. As we can see in the second plot in Fig. 13 , the sliding variable, s, evolves around the boundary of S after it reaches the domain S ′ . Additionally, since we have the result of s = 6e ≈ ( √ 2 − 1)φ in the steady state forė ≈ 0, we can know that the tracking error, e, will exhibit similar behavior as the sliding variable but with a scale of 1/6. Fig. 14 shows the simulation results of the adaptation gain and the control input. Although the overall uncertainty is unknown, we still can obtain a smooth adaptation process. Moreover, according to the analysis of the connection between the convergence value and the adaptation gain in the first example, we can even roughly reconstruct the overall uncertainty from the plots. The learning rate of the adaptation gain is shown in Fig. 15 . We can clearly see thatμ is smooth and always bounded within the range of [−1/0.7, 1/0.7].
VI. COMPARISON
In this section, the proposed adaptive sliding mode control is compared with the one introduced in [10] by using the regulation example with a continuous uncertainty in Section V. Although the design concepts of these two methods are similar, the new one stands out for its smooth adaptation process. We can see that an undesired chattering behavior is introduced in the closed-loop performance as shown in Fig.16-17 with the parametersK = 3000 and κ = 0.01 in (4) . For more detailed discussions, please refer to [15] .
VII. CONCLUSIONS
This paper proposed a new methodology of adaptive sliding mode control for a class of uncertain nonlinear systems. The algorithm utilizes the concept of the boundary layer. Fig. 17 . The convergence value of the sliding variables s(t) vs. the adaptation gainμ for the method proposed in [10] .
Based on the property that the system will hover inside and outside around the boundary region of S, the adaptation law is designed such that the sliding gain will decrease and increase accordingly. Numerical examples illustrated the effect of the adaptation process. The process enables the determination of an adequate gain with respect to the current uncertainty. Semi-global stability of the closed-loop system with the adaptation gain is also guaranteed. Overall, this method achieves the minimum possible value of timevarying sliding mode control input and reduces the highfrequency chattering behavior without requiring knowing any knowledge of the uncertainties.
