This paper describes a novel real-time predictive maintenance system for machine systems based upon a neural network approach. The ability of a neural network to learn non-linear mapping functions has been used for the prediction of machine system parameters using the motion current signature. This approach avoids the need for costly measurement of system parameters. Unlike many neural network based condition monitoring systems, this approach is validated in an off-line proof of concept procedure, using data from an experimental test rig providing conditions typical of those used on production machines. The experiment aims to classify five distinct motor loads using the motion current signature, irrespective of changing tuning parameters. Comparison of the predicted and actual loads shows good agreement. Generation of data covering all anticipated machine states for neural network training, using a production machine, is impractical, and the use of simulated data, generated by an experimentally validated simulation model, is effective. This paper demonstrates the underlying structure of the developed simulation model. #
Introduction
Much emphasis has been given to the research and development of high speed machine systems possessing high levels of programmability and reconfigurability. Motion cycle demands in such machines are high; motors and drives are required to perform under demanding conditions, hence the need for a preventive maintenance system. Modern machines typically use some form of direct current (DC) motor and the process described is based upon such motors.
The DC motor is one of the first machines devised to convert electrical power into mechanical power. Recent improvements in DC machines, and specifically the emergence of the brushless motor have lead to its wide usage due to its high torque and small size when compared to induction motors.
The need for new high-performance motors, with highly sophisticated capabilities, has produced an abundance of new types and sizes of DC motor. Nowadays, DC motors are widely used in many machine applications; with this there is a need for high reliability supported by an effective maintenance system. Recent studies have demonstrated that the technique of predictive maintenance approach can ensure high reliability and performance [1, [5] [6] [7] 10, 16, 20] . This paper introduces an effective, real-time, predictive maintenance system based on the motion current signature. The aim of the proposed system is to localize and detect abnormal electrical conditions in order to predict mechanical abnormalities that indicate, or may lead to the failure of the motor [12, 13] .
Conventional techniques require an accurate mathematical model in order to predict the dynamic behavior in response to a command input [2] [3] [4] 8, 9, 11, 15] . This requires that system parameters such as load, backlash and torque are accurately known. Tracking of the system parameter changes during the operation necessitates costly instrumentation, which is difficult to justify on a production machine system. The approach presented here allows deviations from the normal dynamic behavior to be predicted accurately based upon the interpretation of the motor current characteristic. The system uses a neural network which learns the non-linear mapping function between system parameters and motion current signature and avoids the need for costly measurement of system parameters. The neural network has been shown to be an effective technique for performing motor fault detection [14, [17] [18] [19] . Successful implementation of neural networks for motor fault detection and diagnosis, up to an accuracy of more than 90%, has been achieved [18] .
A fundamental requirement for the successful implementation of a neural network is the availability of relevant, information-rich training data. This application requires machine parameters to be varied to cover all anticipated machine conditions; which ensures that any parameter variation can be interpolated [21] [22] [23] . While an ideal solution would be to utilize training data from a real production system, this is impractical for a number of reasons:
1. a large number of sensors would be required to collect data relevant to all machine parameters; 2. machine faults are rare and unlikely to occur; 3. it is impractical to scan the entire range of machine operations.
This motivates an alternative approach for developing a system which generates the training data using simulation models. Simulation modelling is a valuable alternative provided that the model is fully validated against a real production machine [13] . The model can be used to generate the training data covering all anticipated machine conditions. The simulation model developed for this system is the result of a joint University and Rockwell Automation research programme. Initially, the primary objective was to develop a tool that would be used to optimize the size and selection configuration for motors, drives and systems [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] . Enhancements were added to provide a The authors anticipate that the neural network trained using the training data generated from a validated simulation model will have the same level of capability as a neural network trained using the training data from a real machine.
Proof of concept is therefore carried out with a simplified experimental setup, which is representative of a production machine axis.
Proof of concept
The experiment aimed to classify five distinct motor loads given the motion current signature. The p-gain was varied from 0.1 to 0.3, in steps of 0.01, and v-gain was varied from 5.0 to 15.0, in increments of 1.00. Five readings of motion signature were taken per configuration per p-gain per v-gain. In total, 5000 signatures were collected with a sample size of 900.
The data were divided into three groups: training data (1/2 patterns), validation data (1/6 patterns) and testing data (1/3 patterns). All the groups were normalized to zero mean and unit variance. Principal component analysis (PCA) [34] was used for feature extraction.
The eigen-values were arranged in descending order, and the plot of the eigen-value against its rank was generated ( Fig. 1 ). This plot can primarily be used to locate the number of principal components where ''large'' eigen-values cease and ''small'' eigen-values begin [36] . The aim was to identify k principal components whose inclusion returns sufficient information. Fig. 1 highlights three such points (4, 10 and 14) where there was a noticeable step in the value of eigen-value. The cumulative contribution of information by the first 4 PCs to the data was 60% and hence it was not considered against 10 with a contribution of 85% and 14 with a contribution of 96%. The analysis with 14 principal components was adopted. This reduced the dimensionality of data from 900 to 14.
A multi-layer perceptron (MLP) with a soft-max activation function, was trained using scaled conjugate gradient (SCG) optimization [34, 35] . Early stopping regularization was used to avoid over-fitting and number of hidden units was varied from 5 to 50 in steps of 1 in order to access model order. The minimum validation error (obtained by using validation data set on trained neural network) was plotted against the number of hidden units in the MLP (Fig. 2) . The plot indicated that error was a minimum for 15 hidden units.
Hence, a neural network of 14 inputs, 15 hidden units and five outputs (1-of-N coding) was used. Each output of the neural network corresponded to a class which represented a load (Table 1) .
A confusion matrix was used to evaluate the performance of the classifier [34, 35] . A matrix showing the relation between true and predicted classes was generated. Diagonal entries of the matrix indicate the correct classifications and the off diagonal entries show misclassifications. The rows of the matrix represent the true classes and the columns represent the predicted classes.
The response of the neural network to the test data was obtained and the confusion matrix was plotted ( Table 2 ). The confusion matrix showed 97.59% correct classification for the test data. The off diagonal entries showed that 40 out of 1662 samples were misclassified. A graph of correct classification percentage for a range of loads is shown, Fig. 3 . Fig. 3 shows that all the signatures of loads 2 and 4 were correctly classified. This is supported by all zero off diagonal entries in rows 2 and 4 of the confusion matrix. The probabilities of the misclassifications of loads 1, 3 and 5 were analyzed and were found to be the borderline cases between the predicted and the true loads. For example, the classifier assigns a probability to the sample for each of the five classes. The sum of all the probabilities is maintained to be 1, due to the use of the soft-max activation function in the MLP. The sample is then classified as a sample of class x, if its probability for class x is maximum. A significant difference between the highest and the second-highest value of the probability indicates a satisfactory classification [35] . For instance, one of the samples of class 4 was found to have a probability of 0.07 and 0.93 for class 3 and 4, respectively. This indicates a satisfactory classification of this sample to class 4 due to a large difference between the probabilities of class 3 (0.07) and class 4 (0.93). However, the sample of class 3, which was misclassified as class 2 (row 3 and column 2 of Table 2 ), had the probability of 0.38, 0.35 and 0.27 for class 2, 3 and 4, respectively. These values of probability clearly indicate a borderline case between class 2, 3 and 4. Similarly, the probabilities for all the misclassifications were analyzed and were found to be the borderline cases. This justifies further work to improve the process. The high value (97.59%) of correct classification indicates that the neural network based approach can use the motion current signature for predicting the machine parameters. However, the concept has been proved by classifying only inertia as a system parameter.
Future work lies in identifying other parameters to be classified using the motion current signature. Additionally, the training data requirement increases exponentially as the number of system parameters to be classified increases. This multi-fold training data requirement can be fulfilled with the use of a simulation model. Thus, the next step was to design the simulation model which can map the system parameters to the motion current signature.
The simulation model
The simulation model generates the motor current and velocity characteristics on the basis of system parameters, and is capable of modelling a fault condition which cannot be generated in an on-line environment. As such, the model will be used to provide the mapping of system parameters and the current-time characteristic for all anticipated motor conditions. The mapping will then be used to generate training data for the neural network.
Block diagram of simulation model
The simulation model is of a closed loop form as shown in Fig. 4 . It contains three connected PID loops in sequence: a position loop, a velocity loop and a current loop. The input and output of the model are the position command and the motor position, respectively.
The position loop calculates position error by subtracting motor position (obtained as feedback) from the position command. The output of the position loop is the velocity command, which is calculated using the position loop gains and the position error. The velocity command is carried forward as an input to the velocity loop.
The velocity loop calculates velocity error by subtracting the velocity feedback (obtained by differentiating the motor position) from the velocity command. The output of the velocity loop is the current command, which is calculated using the velocity loop gains and the velocity error. The current command is carried forward as input to the current loop.
The current command is filtered using a notch and a low pass filter within the current loop. The filtered cur- Table 2 Confusion matrix using test data rent command is then used by the amplifier to drive the motor.
The following section explains the algorithm used in the simulation model.
Simulation model algorithm
Initially, the motion profile is broken into smaller motion profiles called the sub-profile, of a time slice duration. The time slice is a small time interval normally equal to the encoder count. Each sub-profile is then fed into the simulation model recursively; the algorithm of the simulation model is based upon the time slice approach. Following; we describe the steps of the simulation model algorithm.
Initial calculations
The following set of calculation is required before the position command of the sub-profile can be used in the PID loops.
The total inertia (J) of the sub-profile is given by
where J M and J L denote the motor inertia and load inertia, respectively. The total inertia is then used to calculate the acceleration torque (A T ) of the sub-profile using
where x is the angular velocity, dt is the sub-profile duration equal to the time slice and dx/dt is the angular acceleration of the sub-profile. The friction torque, F, of the system can be found by
where S is a constant, and is:
1. equal to 1, when the motion is in the clockwise direction; 2. equal to À1, when the motion is in the anticlockwise direction; 3. equal to 0, when the motor shaft is stationary.
F T represents friction torque of the sub-profile and F Tm is motor friction torque. Adding acceleration torque, A T , gravitational torque, G T , and friction torque, F, we obtain
where T is the total torque of the sub-profile.
Position loop
Please note that all the calculations hereafter are in the time domain and a superscript of t is used to denote it.
The position command of the sub-profile is written in the form in which the parameter P tÀ1 cmd is the position command of the previous sub-profile, V t ff is the shaft velocity of the sub-profile and T s is the time slice. The actual position, P t A , is then subtracted from the position command, P t cmd , to calculate the position error, P t err , at time t, so that
The differential position error, P t diff , shows the rate of change of position error. Subtracting the position error of the previous sub-profile, P tÀ1 err , from the position error, P t err , gives
Similarly, the integral position error, P t int , is given by
The position loop is based upon a PID controller with velocity feed-forward gain K ffv . The velocity feedforward gain, K ffv , generates a velocity command signal proportional to the derivative of the position command, P t cmd . Using (6)- (8) to form a PID equation, the velocity command, V t cmd , takes the form
The velocity command from (9) is carried forward as an input to the velocity loop.
Velocity loop
Within the velocity loop, the actual velocity, V 
Similarly, the integral velocity error, V t errint , is calculated using
The acceleration feed-forward gain, K ffa , generates a current command, I 
The current command from (13) is passed as an input to the current loop.
Current loop
The current command, I t cmd , is scaled and filtered using a notch and a low pass filter. The filtered value of current command is used by the amplifier to drive the motor.
Finally, the motor position acts as feedback for the analysis of the next sub-profile, thereby, completing the closed loop control system.
Sample simulation to demonstrate the effectiveness of the model
The simulation model is designed to generate the torque command and simulated torque on the same plot. This facilitates visual comparison and error measurement of actual and simulated torque feedback. The model also generates the velocity feedback which is mapped against the motion profile.
A sample simulation generated using the model is shown in Fig. 5 . The simulation is generated using the motion profile shown in Fig. 6 and machine parameters shown in Table 3 . The motion profile (Fig. 6 ) and the machine parameters (Table 3) can be used to replicate the simulation process by an alternative model for verification purpose. 5 suggests that the torque feed-back obtained from the model is very similar to the torque command with an RMS error of 6%. This reinforces the argument that the simulation model is capable of mapping the motion current signature to the system parameters. However, further experiments to validate the simulation model against a real production machine are planned for future work. The validated simulation model can then be used for generating reliable training data for neural network training, validation and testing.
Conclusion
The use of neural network approach for the condition monitoring system has been validated in an offline proof of concept procedure. It has been shown that the classification of the machine system parameters, on the basis of motion current signature, using a neural network approach is possible.
Load inertia on a motor shaft has been classified into different categories on the basis of motion current signature. Overall correct classification percentage is found to be 97.59%. Furthermore, it is observed that the classification is not affected by changing tuning parameters and suggests that motion current signature is independent of tuning parameters. The independence of the classification process from the tuning parameters is a useful result since real-time changes in machine parameters are not coupled to the tuning parameter changes.
Ongoing work is now concerned with implementation of the method on a real world production machine. 
