In early generation variety trials, large numbers of new breeders' lines (varieties) may be compared, with each having little seed available. A so-called unreplicated trial has each new variety on just one plot at a site, but includes several replicated control varieties, making up around 10% and 20% of the trial. The aim of the trial is to choose some (usually around one third) good performing new varieties to go on for further testing, rather than precise estimation of their mean yields.
Introduction
The development of new breeders' lines (crop varieties) is a major industry worldwide. Extensive testing is required before a new variety is placed upon a national recommended list, and can therefore be used for production-see for example [12, 18] . In the initial early generation trials, many (sometimes thousands) new (or test) varieties may be compared, and little seed is usually available for each variety. A so-called unreplicated trial (a trial which includes unreplicated varieties) has each new variety on just one plot at a site, but includes several (around 5) replicated check or control (or standard) varieties. The total proportion of control plots (plots on which there is a control variety) is usually between 10% and 20%, with higher values preferred. The trial may be repeated at several (usually around 3) sites, perhaps chosen for different representative soil types and local climates. The aim of the trial is to choose some (usually around one third) good performing varieties to go on for further testing, rather than precise estimation of their mean yield. The number to be chosen and their choice may be affected by other aspects, such as quality, rather than just yield.
Such trials have been widely used in the past-see Kempton [11] . Although replicated trials would allow more accurate comparisons, the aims of the early trials, and the practical difficulties, mean that unreplicated trials are still used extensively. The layout of the control plots has often been systematic, using columns if plots are long and narrow, or diagonal strings of check plots [11] .
Consider here just one experimental site, with the p = p 1 p 2 plots forming a p 1 by p 2 rectangular array (p 1 rows, p 2 columns). Let c, t, be the number of control, and new varieties, respectively. Let r i > 1 be the number of replicates of control i, with replicate vector r = (r 1 , . . . , r c ) , and let r denote their harmonic mean,r = c/ r −1 i . There are r i = p − t control plots, which is cr if the r i are equal, i.e. if r =r1 c , where 1 c is a c-vector of ones.
Various methods for ranking the new varieties have been used. Kempton [11] compares some of the early methods, which adjust the yield of each new variety according to the yields of nearby controls (possibly after adjustment for variety and block effects, etc.). Methods which take into account the spatial dependencies in the yields have been investigated by [1, [3] [4] [5] 11] . Current practice in NSW Agriculture, Australia is to use a spatial model for the dependence fitted using ASREML [10] . Their spatial model includes terms for random row and column effects, a superimposed spatial dependence modelled as a separable AR1 * AR1, and an independent white noise (or measurement error). An alternative method of Federer [8] uses high-order polynomial surface terms treated as random effects.
In this paper, we give a method for inverting the very large usual C-matrix, which can dramatically reduce the computation needed; we compare different criteria for choosing designs; and we show that by using approximations to the criteria values, theoretical insights can be obtained into features of the efficient designs which arise under the various criteria.
Preliminaries
Assume the plots are ordered lexicographically. Let the response on plot (i, j ) (row i, column j, from the top left) be y i,j , and let y = (y 1,1 . . . y 1,p 2 y 2,1 . . . y p 1 ,p 2 ) be the response vector. Let v(i, j ) denote the variety on plot (i, j ), and τ v(i,j ) be its mean effect. We assume variety labels 1 to c are for the c controls, and c + 1 to c + t are for the t new lines (varieties).
We assume here that the variety effects are fixed, and that there are no other fixed effects. In particular, spatial dependence is taken into account through var(y), which may contain random row and column components, rather than through fixed row and column effects. Then E(y i,j ) = τ v (i,j ) , and E(y) = T τ , where T is the plot-variety incidence matrix, and τ = (τ 1 , . . . , τ c+t ) . Although we use this model here, it may be appropriate in some cases to treat the new variety effects as random, and the check variety effects could then be taken as either fixed or random.
Let var(y)= V σ 2 y . We assume a stationary process on the p 1 × p 2 grid for y − E(y), with the correlation at lags g 1 (row) and g 2 (column) being ρ g 1 ,g 2 = corr(y i,j , y i+g 1 ,j +g 2 ).
Assuming random row and column effects, an independent error, and a component with spatial dependence, gives the form
where σ 2 0 , σ 2 1 , σ 2 2 , σ 2 3 are the variance components for the random error, columns, rows and for the spatial terms, respectively, with all σ 2 i 0 and at least one of the σ 2 i > 0; J p = 1 p 1 p is a matrix of ones; and V s is a correlation matrix for a stationary spatial structure. If the spatial structure has correlation function ρ s,g 1 ,g 2 , then, for 0
We assume the ρ s,g 1 ,g 2 with low |g 1 | + |g 2 | are positive and dominant. The special case in [10] uses a separable AR1 * AR1 for the spatial dependence component, so that
where α 1 and α 2 are the within-column and within-row AR1 parameters, respectively, with
We consider here two special cases of (1). We concentrate in §4 on the purely spatial structure which has σ 2 0 = σ 2 1 = σ 2 2 = 0, so that ρ g 1 ,g 2 = ρ s,g 1 ,g 2 , and briefly consider in §5 the purely non-spatial structure which has σ 2 3 = 0. For design purposes, we assume that V is known, and invertible. Thus the usual Gaussian ML or REML estimation reduces to the estimation of τ using generalized least-squares. Let C denote T V −1 T . Thenτ = C −1 T V −1 y with var(τ ) = C −1 σ 2 y . In the following, we use subscripts and superscripts s and n to denote the controls (standards) and new (test) varieties, respectively, or their plots. Let C −1 be partitioned into submatrices corresponding to control and new varieties as
A design-specific reordering of the plots, as in Federer and Raghavarao [9] , is much more convenient than the fixed lexicographic ordering. For a design d, there is a permutation matrix B d which transforms the lexicographic ordering to one in which all the control plots occur first, and the plots with the t new varieties (the test plots), in the order 1 to t, appear afterwards. We also choose here to order the control plots by variety 1 to c (the plots for the r 1 replicates of control 1 first, etc.). In the following, when we refer to control plot i, we are using this ordering from 1 to p − t, and similarly for the test plots from 1 to t. 
Proof. The result follows from standard results on the inverse of a partitioned matrix applied to
Design criteria
The aim of the experiment is to select good new lines for further testing. There is no simple way of relating this to a design criterion which can easily be calculated. Consider instead some reasonable and simple design criteria, which are intended to choose designs with the minimum average variance of selected pairwise contrasts (here all scaled by σ 2 y ). The A-, A ns -, A nn -and A ss -criteria were listed in [9] . They used the A nn -criterion, while Dourleijn [6] suggested the A na -criterion be used. The criteria values are defined below.
The A-criterion, usual when all contrasts are of equal interest, minimises the A-value: the average of all pairwise contrasts. The A ns -value uses those between the controls and the new treatments. The A nn -value uses those among the new treatments, which seems more appropriate in this case. Let E t denote I t − t −1 J t . For a t × t matrix M, tr(E t ME t ) = tr(E t M) = tr(M) − t −1 1 t M1 t . Then these A-, A ns -and A nn -values can be calculated as
Although not useful here, the A ss -value uses pairwise contrasts among the controls:
We now have that if c > 1:
The A ss -value will usually be relatively small if c is not large. If t is large, then Because of the relationships between the criteria values, we consider just the A nn -and A nscriteria in the following. In practice, a criterion is used to select some efficient designs, which can then be compared on other grounds, rather than just those designs with the known or estimated minimal value. A design is said to be A nn -or A ns -efficient if it has a relatively low A nn -or A nsvalue, respectively, compared with the known or estimated minimal value. Although efficiency could be defined by comparing the criterion value with the lower bounds in Lemma 2, values less than 1 would, as can occur in the usual uncorrelated case, not always be easy to interpret.
A-
Some simulations to see how well the A nn -and A ns -values correlate with selection probabilities showed that in the cases considered both values correlate well with the selection probability, and very highly with each other [2, 17] . However, some examples show that for some V, using these criteria can lead to quite different efficient designs, with the A nn -efficient designs being relatively inefficient under the A ns -criterion [17] . When the efficient designs do differ under the two criteria, the A nn -values appear to correlate slightly better with selection probabilities, but can be less robust to changes from the assumed V. Example 2. To illustrate the possible variation in criteria values, suppose p 1 = 5, p 2 = 10 with c = 2, r 1 = r 2 = 5, with the purely spatial structure and an AR1 * AR1 having α 1 = α 2 = 0.5. For 1000 randomly chosen designs, the minimum and maximum of the values were, respectively, 1.474 and 1.621 (A nn ) (relative efficiency 0.909), and 0.841 and 1.053 (A ns ) (relative efficiency 0.798). The best and worst found using our results and algorithmic searches [16, 7] had values, respectively, 1.425 and 1.717 (A nn ) (relative efficiency 0.829), and 0.823 and 1.325 (A ns ) (relative efficiency 0.621). Similarly, for α 1 = 0.2, α 2 = 0.6, the minimum and maximum of the values were, respectively, 1.505 and 1.720 (A nn ) (relative efficiency 0.875), and 0.883 and 1.113 (A ns ) (relative efficiency 0.794). The best and worst found using our results had values, respectively, 1.462 and 1.823 (A nn ) (relative efficiency 0.802), and 0.850 and 1.406 (A ns ) (relative efficiency 0.604). The best designs found for α 1 = α 2 = 0.5 and α 1 = 0.2, α 2 = 0.6 are shown in Fig. 1 . Those for some other values of α 1 , α 2 , are shown in Figs. 6 and 7 in Martin [15] . Although there are good benefits in using A nn -efficient designs, the range of A nn -values over random designs is often not too great, and the extreme designs are not too much better or worse than the best or worst random designs. The range of A ns -values over random designs is much greater, and the A ns -worst designs known are much worse, so that using good designs and avoiding bad ones is very important. Now, consider the A nn -and A ns -values further. From Lemma 1, we have
where
Note that a 1 and a 2 only depend on the positions of the control plots. They do not depend on c, and if c > 1 they do not depend on the arrangement of the controls within the control plots. When V = I p , a 1 = ta 2 = t, a 5 = c/r, a 3 = a 4 = a 6 = 0. Usually, as p increases, with t and the r i increasing, the dominant term for both the A nn -and A ns -values is a 1 , so that then efficient designs are similar under the two criteria.
Simple lower bounds for the criteria values are given in Lemma 2, although in practice these bounds are usually not attainable.
Lemma 2
Under the condition for equality, a 3 = a 4 .
(ii) The bound follows similarly to (i) as ca 3 
Under the condition for equality, ta 5 = a 3 = a 6 .
Equality in part (i) of Lemma 2 can arise if
1 m)J t , and always holds if V = I p . Equality in part (ii) of Lemma 2 arises in the limit for large correlations -see Lemma 5. These lower bounds may be useful in algorithmic searches. If a design has 2(a 1 − a 2 )/(t − 1) or a 1 /t larger than the best A nn -or A ns -value found, respectively, there is no need to evaluate the actual criterion value for this design or, if c > 1, to consider different arrangements of the control varieties to the control plots.
It is possible for designs with c > 1 to have the same A nn -value as when all control plots have the same variety (c = 1). An example is p 2 = 1, r 1 = r 2 , p 1 = 4r 1 − 1, with an AR1, and having alternating controls in the odd-numbered plots. Conditions are given in Corollary 1. 
Proof. The difference tr[E
For some V and/or some designs, the a i can be given explicitly. Sometimes, a 1 and a 2 are easier to obtain if we let w denote the whole set of plots ordered by controls and test varieties. Let
Then, as in Martin [14] ,
. Lemma 3 shows how the constants a 1 and a 2 can then be found.
Lemma 3. If w denotes all the plots, ordered by controls and test varieties, then a
This result is especially useful if, for 
.).
Then V ss = V ss 1 ⊗ V ss 2 and V sw = V sw 1 ⊗ V sw 2 are Kronecker products of the corresponding matrices for the 1-dimensional margins (Martin, 1979) , so that traces and sums of elements of V ww and V ws V −1
V sw 2 are products of the 1-dimensional traces and sums.
For some dependence structures, such as one-dimensional autoregressions and special nonstationary two-dimensional conditional autoregressions, V −1 can be easily specified. The expressions V nn.s and V −1 ss V sn occur in spatial prediction, and so are known in some cases. Assume temporarily a zero mean process with dispersion matrix V. Then the predicted values at the test plots given the values y s at the control plots s are the elements of V ns V −1 ss y s , and their mean-square error matrix is V nn.s (e.g. [14] ). Under Normality, these are the mean and variance, respectively, of the conditional distribution of (y n |y s ), and can be obtained by pivoting (or sweeping) on the diagonal elements of V −1 corresponding to the control plots.
Exact and approximate formulae for the criteria values under the purely spatial structure

Introduction
Apart from some very small designs, and simple V, it is not easy to obtain exact formulae for the criteria values. Some possibilities are discussed in §4.2. Even when they can be obtained, it is usually not easy to interpret them. Approximate formulae for the criteria values under the purely spatial structure can be obtained which usually do give good insight into the design characteristics which affect efficiency. These approximations are obtained in two cases: low to moderate correlations, and high correlations. The correlations will usually be functions of a small number of parameters. Some special cases include reflection-symmetric correlations, ρ g 1 ,g 2 = ρ g 1 ,−g 2 ∀g 1 , g 2 ; and the separable processes such as the AR1 * AR1.
Low correlations means here that only ρ 1,0 and ρ 0,1 are not negligible; moderate correlations means here that correlations other than ρ 1,0 , ρ 2,0 , ρ 0,1 , ρ 0,2 , ρ 1,1 , ρ 1,−1 , and powers and products other than ρ 2 1,0 , ρ 2 0,1 , ρ 1,0 ρ 0,1 , are negligible; while high correlations means here that all correlations are close to 1, so that ρ h 2 , h > 0 and ε small. This latter holds for the 1-dimensional AR1 with ρ 1 = 1 − ε for small ε and g, and extends to many other dependence structures with high correlations (and small g), and, replacing J p by (1 − ρ)I p + ρJ p , includes the 1-dimensional linear variogram.
Exact formulae
Suppose p 2 = 1 and consider an AR1 dependence structure with α 1 = ρ 1,0 . It is then possible to obtain exact formulae for V −1 ss V sn and V nn.s , and hence, provided V −1 ss can be specified, for the a i . Temporarily assuming Normality and a zero-mean AR1 process, suppose the control plots separate the test plots into g groups of conditionally independent observations. Group k has d k plots,
if the control is at the end (plots 1 or p 1 ). An interior group, 1< k < g, consists of d k > 0 adjacent test plots with a control plot at each end. Then, either directly, or using known expressions for the conditional mean and variance (e.g. [13, §2.6.2]), the elements of V nn.s and V −1 ss V sn can be specified. These are given in Lemma 4. 
), and for group g it is α j −i 
) for an interior group, 1 < k < g. If control plot i is the right border of a group it is α j 1 for group g, and α
Proof. These results follow since V nn.s is block diagonal, with a component corresponding to each group. Similarly, V −1 ss V sn can be split columnwise to correspond to the g groups.
Approximations for low to moderate correlations
Now consider approximations in the case of low to moderate correlations. Theorem 1 and the special cases in Corollaries 2 to 4 are used to derive these. Their interpretation is that if the correlations assumed to be 0 are in fact non-zero but negligible compared with the others, then the expressions given will serve as good approximations to the criteria values.
For a stationary process, V can be written as
where for g 1 , g 2 0, the N g 1 ,g 2 are the lag (g 1 , g 2 ) neighbour incidence matrices, with (i, j ) element 1 if plots i and j are lag (g 1 , g 2 ) apart (g 1 rows, g 2 columns), and 0 otherwise. Using the ordering by control plots, then test plots (see §2), gives
In order to simplify the formulae for the approximations, some notation is used. Let The constants m j,u , l j,u , l j , k j,u , k j , which arise in the sums and traces, are defined in Appendix A. In there and the following, directions 1 and 2 refer to 'down columns' and 'along rows', or when appropriate (for m 3,u , l 3,u , k 10,u ) to the NW-SE diagonal and the SW-NE diagonal, respectively. Along the direction u, the m j,u involve test-test lag adjacencies, the l j,u and l j involve r 
Note that the l j,u and l j only occur in a 5 , and hence only affect the A ns -value. If like controls are at least lag 2 apart, with no diagonal adjacencies, then a 5 = cr −1 + o(ρ 3 1,0 ). Under the NN1 dependence structure, a design which has no like-control adjacencies has a 5 = cr −1 , and then the formulae in Theorem 1 (with ρ 2,0 = ρ 0,2 = ρ 1,1 = ρ 1,−1 = 0) are exact. Thus, for low correlations, the A nn -efficient designs have as many test-test adjacencies as possible, and the arrangement of the controls among the control plots does not affect the approximate A nn -value. Roughly, the A nn -efficient designs have the controls concentrated, in any order, along the edges. The A nn -efficient designs have a 2 ≈ (t + 2m 1,1 ρ 1,0 + 2m 1,2 ρ 0,1 )/t large. Interestingly, a 2 is precisely (proportional to) the variance of the efficient estimator of a constant mean when predicting from a sample (e.g. [14] ), so that it is the inefficient sampling designs which give an A nn -efficient arrangement of control plots.
The A ns -efficient designs for low correlations have the controls separated (as few row or column control-control adjacencies as possible, particularly avoiding like control-control adjacencies). Thus the A ns -efficient designs for low correlations are A nn -inefficient, and, some of the A nn -efficient designs are A ns -inefficient.
Numerical evaluations show that these approximations are reasonably accurate for low correlations. However, when the correlations are low the variation of the criteria values over all possible designs may be small, in which case the choice of design will usually not be important. Also, unless the correlations are very low, the neglected terms in Theorem 1 can be quite large, so that inferences based on Corollary 3 about efficient designs may be inaccurate. Now consider the one-dimensional case with moderate correlations. Corollary 4 gives the approximations. Unless t is small, or the correlations are small, the dominant term in the A nn -approximation for moderate one-dimensional correlations is usually tk 16,1 ρ 2 1,0 . Thus the A nn -efficient designs have the control plots well separated, and the A nn -inefficient designs have the control plots clustered together. The A ns -value can be very large if like controls are close together, so designs with this are very A ns -inefficient. Provided like controls are well separated, A ns -efficiency depends on how far apart are the control plots, with A ns -efficient designs having them well separated. Thus, for moderate one-dimensional correlations the efficiency orderings under the two criteria are fairly similar, except that close like controls give a much worse A ns -value than close unlike controls.
Finally, for moderate correlations in both directions and t not small, Theorem 1 and the subsequent discussion suggest that the main component affecting A nn -efficiency is k 16,1 ρ 2 1,0 + k 16,2 ρ 2 0,1 − 2k 6 ρ 1,0 ρ 0,1 (though k 6 is usually small), so that spreading out the controls is desirable (not adjacent if possible, then not two apart or diagonally adjacent). The A ns -approximation shows that having like controls being close together gives very poor efficiency, and that otherwise the controls should be spread out for good efficiency.
Approximations for high correlations
Now consider the case that all the correlations are close to 1, i.e. ρ g 1 ,g 2 = 1 − o(ε) for ε small. In general, for the final criteria approximations to be of order ε, it is necessary to consider terms up to ε 3 in V ss , and up to ε 2 in M 1 and 
Theorem 2. Suppose
and
Proof. See Appendix C.
If c > 1, approximations are needed for M 1 and M 2 . However, when c = 1, Lemma 5 shows that the approximations for the criteria values to o(ε 2 ) only depend on V nn.s , given in (3).
Lemma 5. If c = 1 and V
Proof. From (2),
, and
Then
, where to o(ε 2 ), V nn.s is given by (3).
The A ns -value also needs a 3 , a 5 and a 6 . Now,
Consider now the special one-dimensional case of c = 1 with p 2 = 1 and F 1 = (|i − j |) i,j , as for an AR1. The approximate criteria values are given in Lemma 6.
Proof. The results can easily be obtained by using the results for the AR1 on conditional means and variances in §3. For 1 < k < g, the kth block of
, and for the last block with
For c = 1, p 2 = 1, and . These designs will also be highly A nn -efficient.
Note that these designs, with d 1 , d g > 0, have m 1,1 = t − r 1 − 1 minimal, but k 1,1 = 2 is maximal, and l 1,1 = 0 is minimal. These results show that when c = 1 and with high correlations, the controls should be well separated for good efficiency.
If c > 1, a 3 − a 4 and ta 3 + ca 5 − 2a 6 are, in general, no longer 0. Formulae for the approximate A nn -and A ns -values can be given using the results in Theorem 2, but are considerably more complicated than those for c = 1, and may involve the F 2,ss , F 2,sn and F 3,ss matrices. Similar conclusions appear to apply to those for c = 1, except that close like controls lead to high A ns -values.
In two dimensions, the result in Theorem 2 may not in general be too easy to use. Possibilities for F 1 include using the usual distance between plots i and j,
However, the formulae in Lemma 6 do generalise easily to the case that p 1 > 1, c = 1, and Evaluations for other designs suggest that good efficiency for both criteria requires that the controls are well-separated, and that for the A ns -criterion like controls are well separated. Generalizations to other designs, V, and c > 1, are possible, but less simple. It is also possible to consider the case that the correlations are large in one direction and small in the other.
The purely non-spatial structure
The method used in Appendix B can be used for other situations. In particular, the results can immediately be used for the purely non-spatial structure, which has σ 2 3 = 0 in (1), since we can write V = I p + ρ r N r + ρ c N c , where
Note that 0 ρ r , 0 ρ c , and ρ r + ρ c < 1. The constants in Appendix A also need modifying. Let k j,1 be replaced by k j,r , k j,2 by k j,c , and k j by k j,rc , and similarly for the m j,u and l j,u . Thus, for example, k 2,r refers to the number of within-column pairwise test-control occurrences. Suppose without loss of generality that ρ r ρ c .  Replacing ρ 1,0 and ρ 0,1 by the within-column and within-row correlations ρ r , ρ c , respectively,  and N 1,0 by N r , N 0,1 by N c , and setting ρ 2,0 , ρ 0,2 , ρ 1,1 , and ρ 1 Intuitively, one might expect that efficient designs for the purely non-spatial structure would have the controls evenly spread among both the rows and the columns. However, Corollary 7 shows that for low ρ r and ρ c , the A nn -efficient designs have large numbers of pairwise test-test occurrences within rows and columns, which implies that the controls should fill rows and/or columns (depending on the ratio ρ r /ρ c ). The A ns -efficient designs for low ρ r and ρ c do have the controls spread out over rows and columns, with a minimal number of like control pairs in rows and columns.
The approximations in Lemma 8 show that for moderate ρ r and ρ c , the A nn -efficient designs have controls spread out among the rows and the columns, and A ns -efficient designs have replicates of each control spread out among the rows and the columns. However, these designs need not be optimal. For example, for p 1 = 5, p 2 = 10, c = 2, r 1 = r 2 = 5, ρ r = ρ c = 1/3, there are very slightly better designs for each of the criteria than those with one control in each row, and one of each control in each column, with relative efficiencies of 0.991 (A nn ) and 0.999 (A ns ).
Discussion
For small t and small correlations, efficient designs under the A nn -and A ns -criteria can look very different, although their relative efficiency under either criteria may still be close to 1. For larger t and/or larger correlations, both criteria mainly depend on V nn.s , and tend to give very similar efficient designs. These tend to have, along the direction of stronger correlations, a minimal number of control plots close together, and a maximal number of test-control adjacencies, so that the control plots are well separated. Although the A nn -value may correlate slightly better with selection probabilities, efficient designs under the A ns -criterion for a given V will usually be more robust to other V.
Various extensions of the results here can be considered. In particular, there is interest in models which contain trend effects, designs for multi-site experiments, and the use of other criteria. One simple extension is to the case that there is one site, but some of the new varieties are (slightly) replicated. The theory given here is easily adjusted by replacing 'control' by 'replicated', and 'test' by 'unreplicated', and changing the formulae for the criteria.
Further research areas include finding an extension of Lemma 1 for the multi-site case to allow fast numerical comparison of designs; finding good approximations to the criteria values for the medium to large correlations not covered by the present results; obtaining simple extensions of the high correlation approximations to c > 1; and obtaining simple interpretations of the coefficients arising in such approximations. 
Appendix C. Proof of Theorem 2
Since V = J p − εF 1 − ε 2 F 2 − ε 3 F 3 + o(ε 4 ), V ss = J p−t − εF 1,ss − ε 2 F 2,ss − ε 3 F 3,ss + o(ε 4 ), V sn = 1 p−t 1 t − εF 1,sn − ε 2 F 2,sn + o(ε 3 ), and V nn = J t − εF 1,nn + o(ε 2 ).
Then using the results that, for a non-zero scalar a, and non-singular matrices F and F − a −1 11 ,
and that for non-singular matrices F and F + εG, (F + εG) −1 = F −1 − εF −1 GF −1 + o(ε 2 ) for small |ε|, and simplifying gives the expression for (−ε) × V −1 ss . The remaining results then follow directly.
