Purpose: With the rapid growing volume of images in medical databases, development of efficient image retrieval systems to retrieve relevant or similar images to a query image has become an active research area. Despite many efforts to improve the performance of techniques for accurate image retrieval, its success in biomedicine thus far has been quite limited. This article presents an adaptive content-based image retrieval ͑CBIR͒ system for improving the performance of image retrieval in mammographic databases. Methods: In this work, the authors propose a new relevance feedback approach based on incremental learning with support vector machine ͑SVM͒ regression. Also, the authors present a new local perturbation method to further improve the performance of the proposed relevance feedback system. The approaches enable efficient online learning by adapting the current trained model to changes prompted by the user's relevance feedback, avoiding the burden of retraining the CBIR system. To demonstrate the proposed image retrieval system, the authors used two mammogram data sets: A set of 76 mammograms scored based on geometrical similarity and a larger set of 200 mammograms scored by expert radiologists based on pathological findings.
I. INTRODUCTION
With the growing volume of images used in medicine, given a query image, the capability to retrieve relevant or similar images from large databases is becoming increasingly important. [1] [2] [3] The key to the successful image retrieval system lies in the development of appropriate similarity metrics for ranking the relevance of images in a database to the query image. A variety of content-based image retrieval ͑CBIR͒ techniques have been proposed to overcome the difficulties encountered in textual annotation for large image databases. However, the gap between low-level image features and high-level semantic understanding in CBIR systems still remains a challenging problem. 4 Recently, many relevance feedback schemes have been developed to improve the performance of offline CBIR systems. Relevance feedback was originally developed in traditional text-retrieval systems for improving the results of a retrieval strategy. 5, 6 In the image retrieval context, relevance feedback is a postquery process to refine the retrievals by using positive or negative indications from the user's interaction. 7, 8 A fundamental difference of relevance feedback in image retrieval compared to document retrieval is that the latter is based on fixed symbolic representations, with direct mapping to human interpretations, while for images, we can only assume that there exists some sort of mapping between high-level user perception and some extractable low-level image features ͑e.g., color, texture, shape, etc.͒. Despite the progress made in the general area of image retrieval in recent years, its success in biomedicine thus far has been quite limited. 9 In our previous works, 6, 10, 11 we investigated the use of CBIR for digital mammograms, containing clustered microcalcifications ͑MCs͒ that are early signs of breast cancer development. The goal was to provide radiologists with a set of images from past cases that are relevant to the query being evaluated, along with the known pathology of these past cases. That is, we believe that a mammogram retrieval system that presents images with the known pathology that are relevant to the image being evaluated may help radiologists more accurately diagnose breast cancer patients. In this paper, we extend this work and explore new methods to incorporate relevance feedback to refine the image retrieval process by utilizing user's feedback into our proposed retrieval system. The proposed method achieved significant improvement in performance of CBIR in digital mammography over our previous works. Below, we briefly review some of the recent developments in CBIR that were reported in the literature and summarize its application in mammography. Peng 12 proposed a multiclass form of relevance feedback retrieval instead of the classical two-class approach, in which a chi-squared ͑ 2 ͒ analysis is used to determine the local relevance of each feature dimension. Zhang and Chen 13 introduced a general active learning framework for CBIR. For each object in the database, a list of probabilities is maintained, each indicating the probability of the object having one of the attributes. The list of probabilities is used as a feature vector to calculate the distance between the user query and an image in the database. The overall distance between two images is determined by a weighted sum of the semantic distance and a low-level feature distance. In Guo et al., 14 a two-stage retrieval system for natural images was proposed. This system at first employs a classifier such as support vector machine ͑SVM͒ or Adaboost that learns the boundary between relevant and irrelevant images to the given query. Then, the relevant images are ranked based on a Euclidean distance metric that uses the color coherence vector coefficients as features. In this experiment with images in Corel photo gallery, the highest precision and recall were approximately 0.41 and 0.47, respectively. A drawback of this approach is that the increased number of support vectors would make the filtering process too slow. Cheng et al. 15 proposed a unified relevance feedback framework for Web image retrieval, using both textual features and visual features. To construct an accurate and low-dimensional textual space for the resulting Web images, an effective search result clustering algorithm was employed. Four relevance feedback strategies were compared: Relevance feedback using textual feature only, relevance feedback using visual feature only, linear combination of the relevance feedback in two feature spaces, and the proposed relevance feedback fusion strategy. The average precision was 0.5481, 0.3905, 0.6705, and 0.883, respectively. Yin et al. 16 presented a new technique called the virtual feature that digests the cross-session query experiences to estimate the semantic relevance between images compared to the traditional relevance feedback methods that use only within-session query experience. Tao et al. 17 designed a novel method called asymmetric bagging random subspace SVM to solve problems arising when the classical SVM-based relevance feedback is used with a small number of labeled positive feedback samples. In this method, there is an inclination that as the number of feedback samples increases, the precision is better. Therefore, a disadvantage of this model is that many feedback samples are required to achieve satisfactory results. Li and Hsu 18 proposed a graphtheoretic approach that converts the region correspondence estimation problem into an inexact graph matching problem. The relevance feedback step is based on a maximum likelihood method to re-estimate an ideal query and a corresponding image distance measurement. In experimental results using a subset of Corel photo gallery, very low precision values were attained with highest precision of 0.37. The limitation of this work is that the local optimum by the first feedback iteration does not significantly improve the retrieval performance in later iterations. Azimi-Sadjadi et al. 19 developed an adaptable CBIR system that attempts to capture high-level semantic user concepts, where learning is implemented in two modes: Model-reference and relevance feedback. The incorporation of user concepts is carried out in an online relevance feedback mode, while the incorporation of the model-reference information is performed in a batch learning mode.
Recently, several studies were performed to develop CBIR systems for mammography. [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] This was initiated by the pioneering work of Swett et al., 23 who developed a computer-based expert system called MAMMO/ICON for automated mammographic image retrieval based on speech recognition technology using findings in the textual report or in the dictation. Mazurowski et al. 28 proposed an optimization framework for improving a case-based computer-aided decision ͑CAD͒ system that was developed for the classification of regions of interests ͑ROIs͒ in mammograms. The proposed method is based on the hypothesis that images in the knowledge database vary in their diagnostic importance. Therefore, a different weight was assigned for each stored image. Tourassi et al. 29 presented several filtering techniques as preprocessing steps for improving the performance of an information-theoretic CAD ͑IT-CAD͒ system. In this approach, a ROI database was used, which included true masses and false-positive regions from digitized mammograms and the filters were selected to complement the similarity metric in the IT-CAD system. Park et al. 30 proposed a simple strategy to remove regionally misclassified ROIs and studied its effect on improving the performance of an interactive computer-aided detection and diagnosis ͑I-CAD͒ system. Then, they tested the relationship between the size of the database and the I-CAD performance for reducing false positives in breast masses analysis. The interested reader could find a more detailed description about these methods and others in our review chapter. 32 In this paper, we propose a new unified relevance feedback system incorporating an incremental learning strategy into SVM regression with application to mammogram databases. Particularly, in order to further improve the performance of the proposed relevance feedback strategy, we introduce a new concept called local perturbation that controls neighborhood perturbation by changing certain parameter values in SVM regression of the image samples in the prox-imity of the current feedback sample. The proposed method enables adaptive online learning by human-machine interaction with objectives to improve the effectiveness of the retrieval system while maintaining high efficiency.
II. OVERVIEW OF THE PROPOSED IMAGE-RETRIEVAL FRAMEWORK
We assume that the user's notion of similarity between a pair of images is expressed as a function of the relevant features of the images. To model this notion of similarity, we then use machine learning methods for the purpose of the image retrieval system. Our goal is to find those images among the many images in the database that are most clinically similar to the query image as judged by the user. Figure  1 illustrates the proposed framework in a functional diagram. For a given query image, we first extract the key features of the image that are represented by an M-dimensional vector u and quantify them, which characterizes the image. This feature vector is then compared to the corresponding feature vector v of each image in the database by way of a nonlinear mapping function denoted as f͑u , v͒. As a result, a similarity coefficient ͑SC͒ for a pair of images ͑the query image and each image in the database͒ is produced. The images with the highest SCs that are larger than a prescribed threshold value T are then retrieved from the database.
Clearly, the key to this framework lies in the nonlinear mapping function f͑u , v͒. Ideally, this mapping should have the following properties: ͑1͒ f͑u , v͒ must closely reflect the user's notion of similarity; ͑2͒ the mapping should have reasonable computational complexity in order to be efficiently applied in a large-scale database; and ͑3͒ f͑u , v͒ should enable the user to refine the search through using relevance feedback schemes. We adopt a supervised learning approach for the determination of f͑u , v͒. For this purpose, we first collect labeled similarity scores ͑e.g., obtained from observer studies͒ for a set of sample image pairs. We then train a learning machine to capture f͑u , v͒ with these samples. Suppose that SC͑u , v͒ denotes the similarity coefficient between an image pair that is characterized by u and v. Therefore, we can model SC͑u , v͒ as
where is the modeling error. Then, the problem of learning similarity between images can be viewed as a regression problem. [33] [34] [35] Now our aim becomes to determine a regression function f͉͑ , ͉͒ that generalizes well to unseen images in the testing set. For simplicity, we view the similarity metric as a function of a single argument x = ͓u T v T ͔ T that is a concatenation of the feature vectors u and v of two images to be compared, accordingly redefining the similarity function f͑u , v͒ as f͑x͒. In this study, we consider a SVM ͑Ref. 33͒ for learning the similarity function f͑x͒ though other learning machine approaches could be used. 34 The advantage of SVM over other learning methods lies in its robustness and mathematically tractable formulation.
Although SVM was originally designed to solve a binary classification problem, it can also be applied for regression. A SVM formulation in such a case maintains many of the characteristics of the classification case. For nonlinear regression, a SVM in concept first maps the input data vector x into a higher dimensional space H through an underlying nonlinear mapping ⌽͉͑͒, and then applies a linear regression in this mapped space. That is, a nonlinear SVM regression function can be written in the following form:
,¯, l͖ denote a set of training samples, where y i is the human-observer similarity score for the image pair denoted by x i . The parameters w and b in the regression function of Eq. ͑2͒ are determined through minimization of the following structured risk:
where L ͉͑͒ is the so-called -insensitive loss function which is defined as
The function L ͉͑͒ has the property that it does not penalize errors below the parameter , as illustrated in Fig. 2 . The constant C in Eq. ͑3͒ determines the trade-off between the model complexity and the training error. The regression function f͑x͒ in Eq. ͑2͒ is also characterized by a subset of the training data known as the support vectors. It can be written as follows: 
where s i , i =1,2,¯, l s denote the support vectors; ␣ i , ␣ i ‫ء‬ are the Lagrange multipliers associated with the support vectors; and K͑x , s i ͒ = ⌽͑x͒ T ⌽͑s i ͒ which is called a kernel function. A training sample ͑x i , y i ͒ is a margin support vector when ͉f͑x i ͒ − y i ͉ = and an error support vector when
From Eq. ͑5͒, we can directly evaluate the regression function through the kernel function K͉͑ , ͉͒ without need to specifically address the underlying mapping function ⌽͉͑͒. In SVM, the two commonly used kernel types are polynomial kernels and radial basis functions ͑RBFs͒ that are known to satisfy Mercer's condition. 33 They are defined as follows:
• Polynomial kernel:
where p Ͼ 0 is a constant that defines the kernel order.
• RBF kernel:
where is a constant that defines the kernel width. In this work, the RBF kernel was used. Here, the selection of C and is important since these parameters can determine the tradeoff between the model overfitting and underfitting. 36 For instance, a large value of C would result in a high penalization of training error, increased number of support vectors, and potential lack of generalizability.
III. RELEVANCE FEEDBACK
In this section, we explore strategies to incorporate relevance feedback into our proposed learning-based retrieval approach. We consider the following scenario: For a query image q, a user selects a relevant image r among the retrieved images to confirm that the retrieved r is indeed similar to the query q; we want to incorporate this information to further refine the search, hoping that more relevant images could be found for the same query q.
Several strategies could be used to incorporate the feedback information. In one strategy, the SC function could be regarded as a weighted sum of the original query and the relevant image from the user. However, the determination of the appropriate weight would rely on trial and error. Another strategy would be to refine the training around the feedback samples by changing the regularization parameter C, for instance, again, in the case one would rely on heuristics to determine the necessary modification and the answer would be suboptimal. A more robust approach that aims to retain the solution optimality could be based on an incremental learning scenario. 37, 38 In this scenario, suppose that the online user via relevance feedback introduces a new sample, denoted by ͑x c , y c ͒. Our objective is to somehow modify the existing SVM in Eq. ͑5͒ to incorporate this newly added piece of information. A straightforward approach to achieve this would be to retrain the SVM using the old samples Z = ͕͑x i , y i ͖͒ i=1 l and the newly added sample. However, this process is excessively expensive for real-time online applications. An alternative to achieve this in SVM is by retaining only the support vectors with the new sample. However, this technique may yield only an approximate solution. 39 Cauwenberghs and Poggio 37,38 developed a recursive procedure for SVM classification applications, where the SVM solution of ͑l +1͒-sample training set is found in terms of the previous l-sample training set and the new sample. The key to this procedure is to retain the Karush-Kuhn-Tucker ͑KKT͒ conditions of the SVM solution from the previous data, while "adiabatically" ͑i.e., perturbation without loss or gain͒ adding the new sample. In this work, we extend the idea by Cauwenberghs and Poggio to SVM regression and apply it for relevance feedback in image retrieval using clinical databases.
The proposed approach consists of the following two steps: ͑1͒ Addition of a new sample. In other words, incorporate the user response ͑x c , y c ͒ into the existing SVM machine using incremental learning; and ͑2͒ Local perturbation. In other words, refine the similarity function in the vicinity of ͑x c , y c ͒. These two steps can be performed adiabatically by applying the same principles as in Ref. 37 .
III.A. Addition of a new sample
For the -SVM in Eq. ͑5͒ trained with Z = ͕͑x i , y i ͖͒ i=1 l , let S denote the set of strict support vectors ͑i.e., those samples falling precisely on the margin͒, and let M ͑or E͒ denote the samples falling inside ͑or outside͒ the margin. The KKT conditions corresponding to the SVM solution can then be expressed as
and g i ‫ء‬ = y i − f͑x i ͒ + in the upper and lower bounds of f͑x i ͒, respectively; g i ‫͒ء͑‬ ͑denoting both g i and g i ‫ء‬ ͒ is the gradient of the SVM objective function with respect to ␣ i or ␣ i ‫ء‬ ; and C is the regularization parameter controlling the trade-off between the training error and the model complexity. 33 With the newly added sample ͑x c , y c ͒, the SVM solution in Eq. ͑5͒ is likely to be perturbed ͑i.e., the membership of the sets ͕S , M , E͖ would change͒. This could be represented by differentials of the KKT conditions as in Ref. 37 ,
where ⌬␥ j = ⌬͑␣ j − ␣ j ‫ء‬ ͒ and ␣ c and ␣ c ‫ء‬ are the coefficients corresponding to ͑x c , y c ͒. Note that ⌬g i and ⌬g i ‫ء‬ are different only in sign, so it suffices to compute either one of them. Let ␥ j = ␣ j − ␣ j ‫ء‬ . Note that after the perturbation, the new support vectors satisfy the following condition:
Consequently, Eq. ͑9͒ can be rewritten in a matrix form as
where x S j denotes the jth support vector, j =1,2,¯, l s and
Let R = Q −1 and define the following so-called sensitivity coefficients
Then, Eq. ͑11͒ can be rewritten as
The differential changes can then be expressed for each sample as
where i , called the margin sensitivity, is given by
When the feedback sample ͑x c , y c ͒ or an existing sample by perturbation is added to S, the matrix R in Eq. ͑14͒ can be computed using the Woodbury's identity as in Ref. 37 ,
where
Likewise, when a support vector moves from S into M or E, the matrix R is updated as
where R ij denotes the ͑i , j͒th entry of R. The resulting incremental learning algorithm is summarized in Table I .
III.B. Local perturbation by ε parameter
After the feedback sample ͑x c , y c ͒ is incorporated, the SVM function in Eq. ͑5͒ is further modified to control the perturbation in the vicinity of ͑x c , y c ͒ in the feature space. In other words, we adapt the SVM to the response of the user by refining the learning in the vicinity of ͑x c , y c ͒ in the feature space. For this purpose, we refine the regression tolerance in the SVM function for those samples close to ͑x c , y c ͒. Let N denote a set of samples in a close neighborhood of the feedback sample x c . Here, we employ a RBF kernel K͑x i , x c ͒ to identify those samples that are close to x c . That is, x i N if K͑x i , x c ͒ Ͼ A, where A is a prescribed threshold. For each sample in the set N, we modify the regression tolerance i as follows:
where 0 is the initial tolerance value. In this case, the corresponding differentials for the new KKT conditions are expressed as
where ⌬ i = n − 0 . As in the case of adding ͑x c , y c ͒, the current SVM solution is further perturbed by gradually adjusting the tolerance ⌬ i in Eq. ͑20͒ so that in each step the migration across the sets ͕S , M , E͖ is updated, and this pro- 
• Repeat this procedure until convergence is achieved.
cedure is repeated until convergence is achieved. Also, the matrix R is updated accordingly.
III.C. Local perturbation by C parameter
Another approach is to adiabatically perturb the SVM with respect to the regularization parameter C. Following a similar approach to the algorithm presented in Table I , the C value for the feedback sample ͑instead of ͒ and its neighborhood is replaced with a new C n value. That is, for each sample in the set N, we modify the regularization parameter C i as follows:
where C 0 is the initial regularization parameter value. Similar to perturbation, the new C i of the neighborhood of the feedback sample will cause perturbation of the current SVM solution. If the set S during the migration across the sets ͕S , M , E͖ is changed, the matrix R is updated accordingly. As in the previous case, the objective is to determine the changes in the margin support vectors and the bias while preserving the KKT conditions over all the samples. Table II summarizes the C-based local perturbation procedure for relevance feedback.
IV. PERFORMANCE EVALUATION STUDY
The proposed relevance feedback framework was tested on two data sets collected in our previous development of similarity modeling for content-based mammogram retrieval using supervised machine learning. 10, 11 These two data sets consist of clinical mammogram images that contain MC lesions, which were collected by the Department of Radiology at The University of Chicago. Our goal is to automatically retrieve mammogram images that have perceptually similar lesions to that in a query image. In Fig. 3 , we show some examples of ROIs extracted from mammograms in the data sets, all of which contain MC clusters ͑MCCs͒. For modeling the perceptual similarity between a pair of lesions, humanobserver studies were used in these two data sets. Below we describe briefly these two data sets ͑referred to as A and B, respectively͒.
IV.A. Data set A
This feasibility data set consists of a total of 76 mammogram images, all containing multiple MCs, which have a spatial resolution of 0.1 mm/pixel and 10 bit grayscale. For the observer study, a panel of six human observers who have backgrounds in general medical image analysis scored a total of 435 pairs of randomly selected lesion images on a scale from 0 ͑most dissimilar͒ to 10 ͑most similar͒ based on the spatial geometric distribution pattern of the MCs in a lesion. Detailed information about this data set can be found in Ref. 35 .
IV.A.1. Description of MCC features
To characterize the geometric features of MCCs, the following set of shape descriptors were computed for each MC cluster: 35 • Compactness of the cluster: A measure of roundness of the region occupied by the cluster.
• Eccentricity of the cluster: The eccentricity of the smallest ellipse of the region ͑ratio of the distance between the foci and the major axis͒.
• The number of MCs per unit area.
• The average of the interdistance between neighboring MCs.
• The standard deviation of the interdistance between neighboring MCs. • Solidity of the cluster region: The ratio between crosssectional area and the area of the convex hull formed by the MCs.
• The moment signature of the cluster region: Computed based on the distance deviation of the boundary point from the center of the region.
• Cross-sectional area: The area occupied by the cluster.
• Invariant moment: A regional descriptor that is invariant to translation, rotation, or scaling. 40 • Normalized Fourier descriptor: A frequency-domain characterization of the smoothness of the boundary. 41 All these feature components were then normalized to have the same dynamic range ͑0,1͒. Each MCC was then labeled with a feature vector u formed by these components. Then, two feature vectors corresponding to a given pair of images are concatenated into one vector, which forms a sample together with its observer similarity score. In summary, we have the following data set: 
• Repeat this procedure until convergence is achieved. FIG. 3 . Examples of mammogram regions containing clustered microcalcifications ͑indicated by circles͒.
where x i denotes the computed feature vector for the ith MCC pair and y i is the observer similarity score of the pair. This set was used for the subsequent training and testing of the proposed framework.
IV.B. Data set B
This data set consists of 200 mammogram images from 104 patients with known pathology ͑46 malignant and 58 benign͒, all containing multiple MCs and all having a spatial resolution of 0.1 mm/pixel and 10 bit grayscale. For the observer study, ROIs containing MCCs were first extracted from all the mammograms by radiologists. Based on the MCC features, these 200 images were clustered into ten different groups using the k-means algorithm. Based on the clustering results, a total of 300 pairs were randomly selected from the same group and another set of 300 pairs were randomly selected from two different groups. These 600 image pairs were scored by a panel of six expert mammogram readers; different from the feasibility data set A described above, here the image features of individual MCs ͑in addition to their geometric distribution͒ were also taken into account by the readers as in their clinical interpretation of mammograms. To examine both intraobserver and interobserver consistencies of the observer ratings, statistical analyses were conducted. Based on these analyses, four observers ͑Nos. 2, 3, 5, and 6͒ with the highest intraobserver consistency were selected and their scores were averaged for each of the 600 image pairs. The resulting scores were then used to form training and testing samples. To summarize, in Fig. 4 we show a multidimensional scaling 42 ͑MDS͒ plot of the six observer ratings. In this plot, the original data points are mapped onto a reduced 2D space so that the mapped points indicate their interdistance relationship in their original space. For comparison, the average of all the observers is shown ͑No. 7͒, and a random observer is also shown ͑No. 8͒ for which random scores were assigned for each of the 600 image pairs. As can be seen, the six observers are more close to each other compared to the random observer; moreover, the four most consistent observers ͑Nos. 2, 3, 5, and 6͒ are also closer to each other than the other two ͑Nos. 1 and 4͒.
IV.B.1. Description of MCC features
Besides the geometric distribution features used in data set A above, the following additional features were introduced in order to characterize the image features of individual MCs: 11, 43, 44 • The number of MCs in the cluster.
• The mean effective volume ͑area times effective thickness͒ of individual MCs.
• The relative standard deviation of the effective thickness.
• The relative standard deviation of the effective volume.
• The second highest MC-shape-irregularity measure. These feature components were normalized to have the same dynamic range ͑0,1͒. Altogether, there are a total of 12 features for each cluster. The feature vectors for each pair of MCCs were then paired with their similarity score to form a sample.
IV.C. Machine training and performance evaluation
For training and testing of the learning machine, we applied the following leave-one-out cross-validation ͑LOO-CV͒ procedure. First, the images were selected in a roundrobin fashion so that during each round only a single image was chosen as the query. Thus, the data samples were divided into two sets: One set for training, which consisted of all the samples not involving the current query image, and a second set for testing, which consisted of only those samples corresponding to the current query image. Specifically, let R denote a set of all samples in our data set and Q denote a set of all samples including only an image q. In the LOO-CV for a query q, the top scored samples are selected from Q. Let Q 1 denote a top scored sample. In the relevance feedback process with Q 1 , parameters that are necessary to calculate SVM regression are updated using Q 1 and R − Q samples in the database according to the proposed incremental learning procedure described in Sec. III. Then, the updated SVM regression function is used to calculate the new similarity coefficients for the Q samples, which are retrieved accordingly. The same recursive procedure is applied in case of multiple feedback samples. Second, this process was repeated in each round for every query image in the data set. Finally, the testing results after LOO-CV were then averaged over all the different rounds to estimate the performance generalization metrics.
To evaluate the performance of the proposed retrieval framework, we used the so-called precision-recall curves. 1 The retrieval precision is defined as the proportion of the images retrieved that are truly relevant to a given query; the term recall is measured by the proportion of the images that are actually retrieved among all the relevant images to a query. Mathematically, they are given by 
͑23͒
The precision-recall curve is a plot of the retrieval precision versus the recall over a continuum of the operating threshold.
To calculate the precision and recall, we need to decide a threshold that indicates whether or not a retrieved image is relevant to a query image. As the ground truth in these calculations, we considered an image to be truly relevant to a query provided that its corresponding observer similarity score is larger than a preselected threshold T 2 . In our data sets, the degree of similarity was described using a scale from 0 ͑most dissimilar͒ to 10 ͑most similar͒. Accordingly to this scale, a value of T 2 = 7 was used as the threshold for deciding whether or not a retrieved image is relevant to a query image. This value seems to reflect a high degree of similarity on this scale and it is consistent with our previous studies.
11,35
To evaluate the efficacy of the proposed relevance feedback method, we performed the following experiments: For each query, the trained retrieval network ͑offline learning͒ was first applied to retrieve images from the database; among the images retrieved, the one with the highest SC ͑based on the pre-existing observer data͒ was chosen as the relevant feedback image. This chosen image was then paired up with the query along with their corresponding observer similarity score to form the feedback sample. The proposed relevance feedback procedure was then applied to retrieve a new set of images. The precision-recall curves were then computed based on this new set of images. In our experiments, the SVM was trained with a radial basis function of width = 1.5 and C = 100 using the observer data ͑offline learning͒ as in our previous work. 
V. RESULTS AND DISCUSSION
We tested the proposed relevance feedback method for improving performance of image retrieval systems in mammography using a feasibility data set A scored by nonexperts 35 and clinical data set B scored by expert radiologists. In each case, we used LOO-CV procedure described in Sec. IV C.
V.A. Study on demonstrative data set A
As a demonstration, we evaluated the proposed relevance feedback system using data set A that consists of 76 mammogram images. We compared the performance of the relevance feedback system with one, three, and five feedback samples, to that when no feedback sample was used ͑offline case͒. Figure 5 shows the precision-recall curves using our relevance feedback system with n = 0.5. As expected, as the number of feedback samples increased, further improvement in the performance was observed. In particular, with only one feedback sample, the performance was improved considerably compared to the offline case. However, for the three and five feedback samples, no distinctive difference was observed. These data demonstrated the feasibility of the proposed method and encouraged investigating its application on mammogram images scored by expert radiologists as discussed below.
In order to test the improvement in performance statistically, we applied a bootstrapping procedure. From data set A, we generated 20 000 bootstrap data sets using sampling with replacement, each of which consisted of 30 samples. The area under the precision-recall curve ͑AUPRC͒ was computed for each bootstrap data set for the offline SVM and relevance feedback systems. A paired t-test was performed to compare the offline SVM and our relevance feedback systems, which yielded p-value= 0.002 after Bonferroni correction for multiple comparisons in all cases.
V.B. Study on clinical data set B

V.B.1. Relevance feedback with local perturbation
To test the proposed relevance feedback system based on incremental learning with SVM regression, we performed experiments with several n and C n values for the feedback samples and their neighboring samples. Figure 6 shows precision-recall curves for the different number of feedback samples when the averaged scores of observers 2, 3, 5, and 6 were used. As can be seen, in general, as the number of feedback samples increased, better performance was attained. In particular, when C n = 1, a slightly better performance was achieved compared to C n = 150. Interestingly, for C n values greater than 150, the performance remained unchanged ͑results not shown͒. For n parameter, choosing n = 0.5 provided the best performance compared to other n and C n values. Note that when n = 2 was used, the performance degraded dramatically. It is obvious that the parameter greatly influences the performance since it directly regulates the width of the margin tube in -SVM ͑cf. Fig. 2͒ . For our relevance feedback system with C n = 1 and n = 0.5, tenfold CV was performed. Overall AUPRC after tenfold CV was less than that of LOO-CV. For example, for the relevance feedback system with five feedback samples, AUPRC was 0.73 and 0.79 after tenfold CV and LOO-CV, respectively. The same bootstrapping procedure that was used with data set A was applied using the relevance feedback system with C n = 1 and n = 0.5. From data set B, we generated 20 000 bootstrap data sets using sampling with replacement, each of which consists of 200 samples. Histograms of AUPRC for these 20 000 bootstrap data sets are shown in Fig. 8 . In comparison of the offline SVM and our relevance feedback systems, a paired t-test yielded p = 0.002 after multiple comparisons correction in all cases. Figure 7 displays the AUPRC using default parameter values for C n and n ͑in this study, C n = 1 and n = 0.5͒, and using both C n = 1 and n = 0.5. In addition, we tested our relevance feedback system with both C = 100 and =1 ͑param-eter values used for training the SVM regression͒ without local perturbation to the neighborhood of the feedback sample ͑allowing only perturbation by the feedback sample͒.
It is quite clear that with local perturbation, the performance is greatly improved. We also observed that the performance with both C n = 1 and n = 0.5 is better compared to the results obtained when C n =1 or n = 0.5 was chosen alone. It suggests that not only the selection of a good parameter value is important, but also it is worthy that we apply proper combination of parameter values. Using a two-way ANOVA test, p = 0.0186 and p Ͻ 0.0001 were obtained for the parameters and the relevance feedback systems, respectively. In terms of runtime efficiency, the incremental learning relevance feedback system was around 56 times faster than the full SVM training while achieving similar effectiveness, using MATLAB scripting version 7.5 and running under a Windows XP system on a personal computer with dual Intel CPUs of 3 GHz and 3 GB RAM. This improvement in speed while maintaining effectiveness was also demonstrated in our earlier work by learning the regression of a toy sin c function example from both sequentially and randomly selected data points. 26 All the results above were obtained by assuming that all the feedback samples were selected and used all at once for incremental learning. We also considered an alternative strategy for successive learning as follows. For each query, the top image selected by the user among the retrieved images was initially used as a feedback sample for incremental learning. Next, the updated SVM was applied to retrieve the images again for the same query. Then, the top retrieved image was used again as a feedback sample ͑if it was not already selected in the previous round, otherwise, the second top image was selected͒. This successive selection procedure was repeated for each query image in the database. In the experiments with this scenario, however, we did not yield distinctive improvement compared to the original proposed scenario. This could be attributed to the fact that the number of similar images to the query is somewhat limited in data sets we used and the performance improvement becomes saturated after the first few similar images are retrieved. Figure 9 illustrates precision-recall curves that result from experiments with n = 0.5 when each observer's scores were used instead of the averaged scores as in the previous experiments. Figure 10 shows corresponding AUPRC histograms. When the scores of observer 6 were used, the best AUPRC was achieved, while the worst AUPRC was in case of observer 2. It is interesting to note that AUPRC values of the average observer are relatively close to those of observers 3 and 5 and are relatively distant from those of observers 2 and 6, which consorts with the results of MDS in Fig. 4 . In a two-way ANOVA test, p Ͻ 0.0001 and p Ͻ 0.0001 were obtained for the observers and the relevance feedback systems, respectively. Figure 11 displays a sample case to demonstrate how well our proposed image retrieval system works. Given a query image, the top row represents the top three images retrieved after relevance feedback. In contrast, the bottom row shows results by the offline trained SVM. The numbers in brackets are the observer similarity score ͑left͒ and the machine response score ͑right͒. In the offline training, the highest similarity image with an observer score of 7.50 was ranked second. On the other hand, after relevance feedback, the image was ranked first with a closer machine score to the corresponding observer score. Also, note that overall, the retrieved images were well ranked with respect to their observer scores. Figure 12 shows the average matching fraction for the top k-retrieved images ͑k =1, 2, 3, 4, and 5͒ that actually match the disease condition of the query ͑benign versus malignant͒ after the relevance feedback with one, three, and five feedback samples, each of which was analyzed using LOO-CV evaluation. For comparison, we also displayed the matching fraction when the observer score ͑ground truth͒ and the score by the offline trained SVM were used. It is clear that overall, the average matching fraction evaluated from the image retrieval system trained by relevance feedback is higher than that by the observer score and the offline trained SVM, achieving a matching fraction as high as 82.4% that is a significantly improved result compared to 72.5% in our previous work. 11 In this case, the improvement was more pronounced for the small number of retrieved images ͑one, two, and three͒ due to the limited size of the used database. We believe that this improvement could be attributed to the fact that quantitative image features were used in the similarity model, which may actually be more consistent and descriptive of the underlying pathology; another factor could be that the learned similarity model has a smoothing effect in which it could remove some of the random variations in the observer scores. In a two-way ANOVA test, p Ͻ 0.0001 and p = 0.0058 were obtained for the number of retrieved images and the relevance feedback systems, respectively. 11. An example to show the effectiveness of relevance feedback. Given a query image, the top three images ͑top row͒ retrieved using relevance feedback and retrieval results ͑bottom row͒ by the offline trained SVM are shown.
V.B.2. Adaptation to individual observer's scores
V.B.3. Relationship to clinical pathology
V.B.4. Advantages over existing relevance feedback systems
Compared to other existing relevance feedback techniques, the proposed method has the following salient features:
͑1͒ The proposed method enables efficient online learning by adapting the current trained model to changes prompted by the user's relevance feedback, which improves the performance of the image retrieval system over time. ͑2͒ In contrast to retraining the whole system each time a feedback sample is provided, the proposed CBIR system is trained efficiently by using a new incremental learning process. ͑3͒ Our experimental results indicate that even with only one feedback sample, the proposed system can show significant improved performance due to the local perturbation scheme employed.
VI. CONCLUSION
In this paper, we have presented a novel relevance feedback scheme to improve the effectiveness of retrieval of relevant mammogram images using clinical data scored by experienced radiologists. To integrate relevance feedback into mammogram image retrieval in a practical way, incremental learning with SVM regression was proposed. The basic idea of incremental learning is to achieve performance similar to that of full retraining of the retrieval system while reducing computational time substantially. The proposed framework is computationally efficient since it trains the SVM incrementally on the relevance feedback samples. Besides explicit relevance feedback, we also introduced local perturbation by regression parameters to further improve the performance. Our experimental results demonstrated that the proposed approach can achieve higher efficiency while maintaining its effectiveness for online relevance feedback application to mammographic databases. In particular, compared to our previous work, the 10% improved matching fraction ͑from 72.5% to 82.4%͒ was achieved. For the clinical use of the proposed image retrieval system, we need to collect more mammogram images, score them by radiologists, and train the system with the proposed relevance feedback approach. We expect that the well-trained system will help radiologists more accurately diagnose breast cancer patients.
