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In memoriam Csanád Imreh (1975-2017)
The present volume is a collection of papers dedicated to the memory of Pro-
fessor Csanád Imreh, who passed away unexpectedly in 2017. These papers were
written by his friends, colleagues and former students.
Csanád Imreh was born in Szeged on 20th May in 1975. His interest in mathe-
matics emerged quite early. He started to work for the “Középiskolai Matematikai
Lapok” “Mathematical letters for secondary schools”, a special journal for mathe-
matically talented secondary school students) at the upper elementary school. He
continued to participate in different competitions when he was a secondary school
student. He attended a special class for mathematically talented youngsters in
Szeged.
At the university he studied mathematics, but he was already interested in
algorithmic problems. At our faculty he was once elected for the most excellent
student in mathematics. He also received a Pro Scientia award that is given for
the best work at a nationwide competition for university students. He was then
admitted to the Computer Science PhD program where he was among the very few
students who finished his thesis within the regular three years of the scholarship
in 2001. He received the habilitation title in 2010. Before 2010 he was assistant at
the department of computer algorithms and artificial intelligence, then in 2010 he
became Professor and the Head of the department.
His research interests were very broad: he had results among others in online
algorithms, in combinatorial optimization, in scheduling and in automata theory.
He published 56 papers in total. He applied for the title “Doctor of Sciences”
at the Hungarian Academy of Sciences in 2015, but this process could never be
completed. Professor Imreh had wide international academic connections. He was
a TEMPUS scholar in Utrecht, then he spent 6 months as a visiting scholar in Graz.
In 2001-2002 he spent a year as a postdoc fellow at the Max Planck Institute in
Saarbrücken. In 2007-2008, he was a visiting scholar at the University of Kyoto. In
2012 and 2015 he was a Humboldt fellow in Berlin. He participated in organizing
international conferences and served as a referee for well-known journals.
He was an active participant in cooperation with Hungarian researchers and in
different organizations. He received the Pro Scientia prize, the Kalmár László prize
and the Farkas Gyula prize. He was also awarded a Békési György scholarship and a
Bolyai János scholarship. He participated in different projects financed by OTKA,
NKFP and TÁMOP. He was secretary of the Computer Science Doctoral School of
our university, and member of the Informatics and Computer Science Committee
of the Hungarian Academy of Sciences. He was also editor of Acta Cybernetica,
an international journal published by the Institute of Computer Science at the
University of Szeged.
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Professor Imreh was an outstanding, internationally acknowledged personality
of our Institute. He was hard working and at the same time good-humored and
even-handed. Without doubt, he had great potential and a great future ahead of
him.
We miss you, Csanád.
Szeged, June 2018
János Csirik
Department of Computer Science
University of Szeged, Hungary
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The Metric Dimension of Two-Dimensional
Extended Meshes
Ron Adara and Leah Epsteinb
Abstract
We consider two-dimensional grids with diagonals, also called extended
meshes or meshes. Such a graph consists of vertices of the form (i, j) for
1 ≤ i ≤ m and 1 ≤ j ≤ n, for given m,n ≥ 2. Two vertices are defined
to be adjacent if the `∞ distance between their vectors is equal to 1. A
landmark set is a subset of vertices L ⊆ V , such that for any distinct pair of
vertices u, v ∈ V , there exists a vertex of L with different distances to u and
v. We analyze the metric dimension and show how to obtain a landmark set
of minimum cardinality.
Keywords: metric dimension, mesh graph, grid graph, landmark set, resolv-
ing set
1 Introduction
Consider an undirected graph G = (V,E). For u, v ∈ V , let d(u, v) denote the
edge distance between these two vertices. A vertex x ∈ V separates u and v if
d(x, u) 6= d(x, v), and in this case, x is also called a separating vertex for u and v.
A landmark set (LS) is a subset L ⊆ V such that for any pair of vertices u 6= v, L
has at least one vertex y that separates u and v. The vertices of a landmark set L
are often referred to as landmarks. In the algorithmic metric dimension problem,
the goal is to find a landmark set L of minimum cardinality. The cardinality of a
minimum cardinality landmark set of G is called the metric dimension of G. In
a variant of the metric dimension problem (called the weighted metric dimension
problem) the goal is to find a landmark set L of minimum cost, where there is a
non-negative cost function on G’s vertices.
aDepartment of Computer Science, University of Haifa, Haifa, Israel. E-mail:
radar03@csweb.haifa.ac.il
bDepartment of Mathematics, University of Haifa, Haifa, Israel. E-mail:
lea@math.haifa.ac.il
DOI: 10.14232/actacyb.23.3.2018.2
762 Ron Adar and Leah Epstein
A two-dimensional extended mesh (or just mesh) Mm,n (for integer parameters
m and n) has |V | = m · n vertices of the form (i, j), where 1 ≤ i ≤ m and
1 ≤ j ≤ n. For vertices (i1, j1), (i2, j2), let ((i1, j1), (i2, j2)) ∈ E if (and only if)
max{|i1 − i2|, |j1 − j2|} = 1. The resulting distance between two vertices is the `∞
distance between their vectors, that is, d((i1, j1), (i2, j2)) = max{|i1− i2|, |j1− j2|}.
This distance also called the chessboard distance. In accordance with the way we
have defined the edges of the graph, it is the edge distance of Mm,n.
We number the rows of the mesh from top to bottom, and the columns from
left to right. The rows are called R1, R2, . . ., Rm (Ri is also called row i), and the
columns are called C1, C2, . . ., Cm (Cj is also called column j). The jth vertex of
row i is denoted by (i, j).
A graph related to the two-dimensional mesh is the two-dimensional lattice,
Gm,n, where there is an edge between vertices (i1, j1), (i2, j2), if (and only if)
|i1 − i2|+ |j1 − j2| = 1, and the resulting distance between two vertices is the `1
distance between their vectors, that is, d((i1, j1), (i2, j2)) = |i1 − i2|+ |j1 − j2|.
This distance also called the city block distance.
Former results involving mesh graph and lattice graph (both are also called grid
graphs) can be found in [15, 14, 16, 13, 2, 1].
We survey some known results on mesh graphs. In the case m = 1 and n > 1
(or n = 1 and m > 1), Gm,n is a path, and its metric dimension is known to be 1
[14]. In the case m = n = 1, the graph has a single vertex, so the metric dimension
is zero by definition. In [15], it was shown that for a two-dimensional lattice the
metric dimension is always 2 (for n ≥ m ≥ 2), and for a two-dimensional mesh and
m = n ≥ 2, the metric dimension is 3. In our previous work on two-dimensional
lattice with a cost function on its vertices [1], we described a polynomial time
algorithm for solving the weighted metric dimension problem.
In this work, we will extend the result in [15], and calculate the metric dimension
of a two-dimensional mesh, for all values of m,n ≥ 2,m 6= n. The metric dimension
of Mm,n, denoted by MD(Mm,n) is the minimum cardinality of any LS for Mm,n.
In this work our main goal is to prove the following theorem.
Theorem 1. The metric dimension of a mesh Mm,n with n > m ≥ 2 satisfies
MD(Mm,n) = d n−1m−1e+ 1.
We will prove a tight bound of d n−1m−1e + 1 on MD(Mm,n). The lower bound
is proved via a direct analysis of all possible column landmark sets (see formal
definition on the next section), and for the upper bound we describe a specific
landmark set of Mm,n, whose cardinality is d n−1m−1e+ 1.
In the case where n−1 is divisible by m−1, the mesh contains n−1m−1 concatenated
square sub-meshes with m rows and m columns (where every two such sub-meshes
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share a single column). In this case we will show that each square sub-mesh (with m
rows and m columns) has exactly two landmark vertices in a minimum cardinality
LS. Note that substituting m = n does not give the correct metric dimension for
m = n (which is 3 as stated above, and not 2), and this is a special case. Informally,
the reason for this property is that once Mm,n is not a square (i.e., m 6= n), given
two vertices contained in a square sub-mesh of Mm,n, they can be separated by a
vertex outside this sub-mesh, in some cases.
Interestingly, as a result of Theorem 1, one of the differences between a two-
dimensional lattice and a two-dimensional mesh, is that while the metric dimension
of two-dimensional lattice is always 2, as quoted above, the metric dimension of
two-dimensional mesh (for n > m ≥ 2) grows as a function of n.
The first articles on the metric dimension problem were by Harary and Melter
[11] and by Slater [18]. The problem is NP-hard [14] and hard to approximate [4, 9]
for general graphs, and it was studied for specific graph classes [11, 18, 14, 6, 3,
17, 7, 5, 10]. Applications can be found in [4, 11, 15, 8, 14, 6], where some of these
applications are relevant for weighted graphs (see also [10]).
2 The column metric dimension and a lower bound
In this section we define an auxiliary concept, which we use in order to provide a
lower bound on MD(Mm,n).
A Column Landmark Set (CLS) is a set L ⊆ V such that for any pair of distinct
vertices on one column, (i1, j) and (i2, j) (where i1 6= i2), there exists u ∈ L such
that d(u, (i1, j)) 6= d(u, (i2, j)). The Column Metric Dimension of a graph Mm,n is
the minimum cardinality of any CLS for it, and it is denoted by CMD(Mm,n).
Since any LS is a CLS (as all vertices are separated by some vertex of LS, this
clearly holds for pairs of vertices on the same column), we have for any mesh G
that MD(Mm,n) ≥ CMD(Mm,n). In this section we would like to prove a lower
bound on MD(Mm,n), and for that we will prove the following lemma.
Lemma 1. The column metric dimension of a mesh Mm,n with m,n ≥ 2 satisfies
CMD(Mm,n) ≥ d n−1m−1e + 1. Thus, in the case n > m, we have MD(Mm,n) ≥
d n−1m−1e+ 1.
Note that the lower bound on CMD(Mm,n) is proved for any m,n ≥ 2 and
not only for the case n > m. In what follows we consider these more general
cases. Before we prove the lemma, we state and prove several simple and useful
claims. Consider specific values m,n ≥ 2, and a specific CLS L for this graph.
Let µj be the number of elements of L in column Cj (that is µj = |Cj ∩ L|),
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and let Nj =
∑j
`=1 µj be the number of landmarks in the first j columns (i.e.,
Nj = |(C1 ∪ C2 ∪ · · · ∪ Cj) ∩ L|). We let Nj = Nn for j > n.
The goal of the first claim is to provide a lower bound on the number of land-
marks in the first few columns. We will use this claim for the last j columns as
well (this follows from symmetry).
Claim 1. Consider vertices u1 = (x1, y
′) and u2 = (x2, y
′) (on column y′). Let
v = (x, y) be a vertex that separates them, that is d(v, u1) 6= d(v, u2). Then,
|y − y′| ≤ m− 2.
Proof. Assume by contradiction that |y−y′| ≥ m−1. Then, for k = 1, 2, d(v, uk) =
max{|x − xk|, |y − y′|} = |y − y′|, as |x − xk| ≤ m − 1 while |y − y′| ≥ m − 1, so
the distances to v are determined by the columns. This contradicts d(v, u1) 6=
d(v, u2).
Claim 2. The inequality Ndm2 e ≥ 1 holds for any CLS L. Moreover, if N1 = 0,
then Nm−1 ≥ 2.
Proof. If N1 > 0, the first part holds, so we assume N1 = 0 and prove both parts of
the claim. Consider two vertices on column 1, a1 = (bm2 c, 1) and a2 = (b
m
2 c+ 1, 1)
(for even values of m they are exactly in the middle of column 1, for odd values
of m they are approximately in the middle of column 1). Note that bm2 c ≥ 1 and
bm2 c+ 1 ≤ m, for m ≥ 2, so these two vertices are well defined.
Let b = (xb, yb) denote a vertex of L separating a1 and a2. We will show yb ≤
dm2 e, proving Ndm2 e ≥ 1. Assume by contradiction yb ≥ d
m
2 e+1. We will show that
the distance of b to a1 and a2 is defined by the difference between column indices
and therefore the distances are equal. We get d(a1, b) = max{|xb − bm2 c|, |yb − 1|}
and d(a2, b) = max{|xb−(bm2 c+1)|, |yb−1|}. Since 1 ≤ xb ≤ m, we get |xb−b
m
2 c| ≤
dm2 e ≤ yb − 1 and |xb − b
m
2 c − 1| ≤ d
m
2 e ≤ yb − 1, so d(a1, b) = d(a2, b) = yb − 1, a
contradiction.
Next, we analyze Nm−1 for the case N1 = 0. Since Nm−1 > 0 (as m− 1 ≥ bm2 c
for m ≥ 2), there is at least one vertex c ∈ L in this case, as we have shown.
It remains to show that there is a pair of vertices in the first m − 1 columns not
separated by c, implying |L| ≥ 2. Let c = (xc, yc) be a vertex of L such that
2 ≤ yc ≤ m − 1. Once again we consider two vertices of the first column, and
show that c does not separate them. Let a′1 = (xc, 1), i.e., the vertex of the first
column on the same row as c. If xc = 1, let a
′
2 = (xc + 1, 1) and otherwise
a′2 = (xc − 1, 1). Thus, a′2 is well defined, as it is either the vertex just above
a′1 or just below it (since m ≥ 2, at least one of these vertices exists). We have
d(a′1, c) = max{0, |yc − 1|} = yc − 1 and d(a′2, c) = max{1, |yc − 1|} = yc − 1, since
yc ≥ 2. Thus, as L contains a vertex separating a′1 and a′2, and by Claim 1 this
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vertex is on one of the first m− 1 columns (or of the n columns, if n < m− 1), we
get Nm−1 ≥ 2.
Claim 3. Let L be a CLS defined for Mm,n such that m,n ≥ 2 (where each element
of L is of the form (i, j)). If L∩Cn = ∅, then L is a CLS for Mm,n−1. If L∩Rm = ∅,
then L is a CLS for Mm−1,n.
Proof. Consider two vertices (i1, j1) and (i2, j2). Any shortest path between these
two vertices traverses only vertices on columns min{j1, j2}, . . ., max{j1, j2} and
rows min{i1, i2}, . . ., max{i1, i2}, that is, on columns and rows between the columns
of these vertices and rows between the rows of these vertices. This implies the
validity of the claim.
Proof. We now prove Lemma 1. We start this proof with several simple cases,
which will allow us to use induction for the remaining cases (on n+m).
Case 1. Consider the case m = 2. In this case we show CMD(Mm,n) ≥ n. To
prove this, we show that µj ≥ 1 for 1 ≤ j ≤ n. By Claim 1, the only vertices that
separate the two vertices (1, j) and (2, j) are on column j, that is, one of these two
vertices. Therefore, any CLS either contains at least one of (1, j) and (2, j).
Case 2. Consider the case n ≤ m (where m ≥ 3). In this case we show
CMD(Mm,n)) ≥ 2. If µ1 ≥ 1 and µn ≥ 1, we are done. Otherwise, at least
one of the columns C1 and Cn does not have a landmark. Assume without loss of
generality (by rotating the mesh by 180 degrees or by reflecting it across a vertical
line) that L ∩ C1 = ∅. By Claim 2, Nm−1 ≥ 2, so |L| ≥ 2.
We are left with the case n > m ≥ 3. We say that a gap (with respect to a
CLS L) is a sequence of m− 1 columns that do not contain elements of L, that is,
there is an index 1 ≤ k ≤ n −m + 2 such that {Ck, Ck+1, . . . , Ck+m−2} ∩ L = ∅.
The cases k = 1 and k = n −m + 2 are not possible due to Claim 2, as the first
m − 1 columns have at least one element of L, and symmetrically, the last m − 1
columns have at least one element of L. Thus, k satisfies 2 ≤ k ≤ n−m + 1, and
in particular, a gap is possible only if n ≥ m+ 1 (since all cases where n ≤ m were
already considered, a gap is defined for all remaining cases).
We use the first two cases as the induction base, and prove the remaining cases
via induction.
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Case 3. There is a gap in L. Let k (2 ≤ k ≤ n − m + 1) be such that
{Ck, Ck+1, . . . , Ck+m−2}∩L = ∅, that is, all elements of L are on columns C1, C2 . . . ,
Ck−1, Ck+m−1, . . . , Cn. Let L1 = {C1, C2, . . . , Ck} ∩ L and let L2 = {Ck+m−2,
Ck+m−1, . . . , Cn} ∩ L (so L = L1 ∪ L2 and L1 ∩ L2 = ∅ since m ≥ 3). We claim
that L1 is a CLS for the sub-mesh of k columns and m rows consisting of the first
k ≥ 2 columns. Since L is a CLS, for every pair of distinct vertices v1 and v2 on
one of the first k columns, there is a vertex of L separating them. By Claim 1, such
a vertex is not on columns k + m − 1, . . . , n. As columns k, k + 1, . . . , k + m − 2
have no elements of L, there is an element of L separating v1 and v2 on one of the
columns 1, 2, . . . , k−1, that is, it is an element of L1. Thus, L1 is a CLS for a mesh
of k columns and m rows. Analogously, it is possible to prove that L2 is a CLS for
a mesh of n −m + 3 − k ≥ 2 columns and m rows. Using induction, and as the
numbers of columns of L1 and L2 are k and n −m − k + 3, respectively (with m
rows), we find |L| = |L1|+ |L2| ≥ d k−1m−1e+1+d
(n−m+3−k)−1
m−1 e+1 ≥ 2+d
n−m+1
m−1 e =
d nm−1e+ 1 ≥ d
n−1
m−1e+ 1, which holds by properties of rounding up.
We are left with the case where there is no gap in L. For an integer c ≥ 0,
let hc = m + (m − 1)c and h′c = m − 1 + (m − 1)c = hc − 1. Note that by their
definitions it holds that m ≤ hc and m − 1 ≤ h′c for any value of c. We claim
that in this case, if hc ≤ n, we have Nhc ≥ c + 2, and additionally, if h′c ≤ n
and N1 = 0 hold, Nh′c ≥ c + 2. This is proved by induction on c. For c = 0,
if N1 = 0, by Claim 2, Nm ≥ Nm−1 ≥ 2. Otherwise, N1 ≥ 1, and since there
are no gaps, at least one of the columns C2, C3, . . . , Cm has an element of L, so
Nm ≥ 2. The inductive step is proved in a similar manner. If Nhc−1 ≥ c + 1 for
some integer c ≥ 1, as there is no gap, there is at least one element of L on columns
hc−1 +1, hc−1 +2, . . . , hc−1 +m−1. Since hc−1 = m+(m−1)(c−1) = 1+(m−1)c
we get that hc−1 + m − 1 = hc, and as a result Nhc ≥ Nhc−1 + 1 ≥ c + 2. If
Nh′c−1 ≥ c+ 1 for some c ≥ 1, as there is no gap, there is at least one element of L
on columns h′c−1 + 1, h
′
c−1 + 2, . . . , h
′
c−1 +m− 1. Since h′c−1 = hc−1− 1 = (m− 1)c
we get that h′c−1 +m−1 = hc−1−1 = h′c, and as a result Nh′c ≥ Nh′c−1 + 1 ≥ c+ 2.
Case 4. There is an element of L on the first column or on the last column (or
both). Without loss of generality (by possibly rotating the mesh by 180 degrees) we
assume L∩Cn 6= ∅, i.e., µn > 0. Let c = d n−1m−1e−2, where c ≥ 0 as n > m. Consider
columns 1, 2, . . . ,m+ (m− 1)c, where (m− 1)c+m < (m− 1) · ( n−1m−1 − 1) +m = n.
Thus, as hc ≤ n− 1, we have |L| ≥ Nhc + µn ≥ c+ 3 = d n−1m−1e+ 1.
We are left with the case where µ1 = 0 and µn = 0.
Case 5. The number of columns is sufficiently large, that is, n ≥ 2m. Let c =
b nm−1c − 2, where c ≥ 0 as n > m. Consider columns 1, 2, . . . ,m − 1 + (m − 1)c,
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where m − 1 + (m − 1)c = (m − 1)(c + 1) ≤ (m − 1) · ( nm−1 − 1) = n − m + 1.
By Claim 2, the last m − 1 columns have at least two elements of L. Thus, |L| ≥
Nh′c + 2 ≥ c+ 4 = b
n
m−1c+ 2 ≥ d
n
m−1e+ 1 ≥ d
n−1
m−1e+ 1.
We are left with the case where n satisfies 3 ≤ n ≤ 2m− 1.
Case 6. The number of columns satisfies m + 2 ≤ n ≤ 2m − 1. Since Cn has
no elements of L, using Claim 3, L is a CLS for the sub-mesh consisting of first
n− 1 ≥ m+ 1 columns and m rows, and by induction, |L| ≥ 3.
Case 7. The number of columns satisfies n = m+ 1, and at least one row out of
R1 and Rm has no element of L (i.e., at least one of the following holds: R1∩L = ∅,
Rm ∩L = ∅). In this case, using Claim 3, L is a CLS for a mesh of m− 1 rows and
n columns. Since n = (m− 1) + 2, using induction we have |L| ≥ 3.
We are left with the case where n = m + 1, |L ∩ R1| ≥ 1 and |L ∩ Rm| ≥ 1.
Notice that the case where |L| ≥ 3 satisfies the demand since |L| ≥ d mm−1e+ 1 = 3.
The last case to consider is n = m+1, |L| ≤ 2, so |L∩R1| = 1 and |L∩Rm| = 1,
and no other row has an element of L. We show that this scenario is not possible.
Case 8. Let L = {(1, y1), (m, y2)}. Since C1 and Cn have no elements of L, we
have 2 ≤ y1, y2 ≤ n − 1. By Claim 2, L has at least one element on columns
C1, C2, . . . , Cdm2 e and symmetrically at least one element on columns Cb
m
2 c+2, . . . ,
Cm+1. As dm2 e < b
m
2 c+ 2, we find that one of y1, y2 is in {1, 2, . . . , d
m
2 e}, and the
other is in {bm2 c+ 2, . . . ,m+ 1}. Without loss of generality, by possibly reflecting
the mesh across a vertical line, assume that y1 ≤ dm2 e and y2 ≥ b
m
2 c+ 2. Moreover,
by possibly rotating the mesh by 180 degrees, we assume that y1 is at least as far
from the first column as y2 is to the last column, that is, y1−1 ≥ n−y2 = m+1−y2.
Consider the vertices v1 = (y1 − 1, 1) and v2 = (y1, 1). Note that v1 is well
defined since y1 ≥ 2. If L is a CLS, these two vertices are separated by (1, y1)
or by (m, y2). We have d((1, y1), v1) = d(1, y1), v2) = y1 − 1, so (1, y1) does not
separate v1 and v2. We also have d((m, y2), v1) = max{m − y1 + 1, y2 − 1} and
d((m, y2), v1) = max{m− y1, y2 − 1}. Since y2 − 1 ≥ m− y1 + 1 > m− y1, we get
d((m, y2), v1) = d((m, y2), v2) = y2 − 1, so v1 and v2 are not separated by a vertex
of L, a contradiction.
3 An upper bound
Given Mm,n with n ≥ m ≥ 2, we define a set L ⊆ V and show that its cardinality is
according to Theorem 1 (i.e., d n−1m−1e+ 1), and that it is a landmark set (from now
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on we only consider LS not CLS like in the previous section). Let f = b n−1m−1c+ 1.
For 1 ≤ k ≤ f , if k is odd, let zk = (1, 1 + (k − 1)(m − 1)), and if k is even, let
zk = (m, 1+(k−1)(m−1)). Note that 1+(f−1)(m−1) ≤ 1+ n−1m−1 ·(m−1) = n, so
z1, z2, . . . , zf are well-defined. That is, there is an element of L every m−1 columns,
starting with the first column. The rows of these elements alternate between 1 and
m. If 1 + (f − 1)(m − 1) = n, that is, n − 1 is divisible by m − 1, vertex zf
is on column n, moreover, in this case, d n−1m−1e = b
n−1
m−1c, and we have defined L
completely. If 1 + (f − 1)(m− 1) < n, that is, n− 1 is not divisible by m− 1, we
have d n−1m−1e = b
n−1
m−1c + 1, and we define zf+1 = (1, n) if f is even (and f + 1 is
odd), and otherwise we let zf+1 = (m,n).
Let f ′ = d n−1m−1e + 1. The elements of L are z1, . . . , zf ′ (no matter whether
f ′ > f or f ′ = f). Figure 1 shows an example of the set L for a mesh with m = 5





Figure 1: An example of the set L = {(1, 1), (5, 5), (1, 9), (5, 12)} described in the
above explanation, for a mesh with 5 rows and 12 columns.
Claim 4. Consider the case n ≥ 2m − 1, and consider two vertices v1 = (x1, y1)
and v2 = (x2, y2). If neither z1 nor zf ′ separates v1 and v2, then v1 and v2 are on
the same column (that is, y1 = y2).
Proof. Assume by contradiction that y1 6= y2 and assume without loss of generality
that y1 < y2. If y2 ≥ m + 1, we have d(v2, z1) = max{x2 − 1, y2 − 1}. Since
x2 − 1 ≤ m− 1 while y2 − 1 ≥ m, we have d(v1, z1) = d(v2, z1) = y2 − 1 where the
first equality holds as z1 does not separate v1 and v2. Next, by y2−1 = d(v1, z1) and
d(v1, z1) = max{x1−1, y1−1}, and since x1−1 ≤ m−1, we get d(v1, z1) = y1−1.
Thus y1 = y2 in this case, a contradiction.
If y2 ≤ m, we get y1 ≤ m−1, and the proof is symmetric for the distances from
z2 instead of z1 (by rotating the mesh and possibly reflecting it across a horizontal
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line); the distance of v1 to z2 is at least m, and since v2 has the same distance, the
maximum value of the distance is achieved by the second term also for v2 and they
are on one column.
Claim 5. Consider two vertices u1 = (1, 1) and u2 = (m, q), such that 2 ≤ q ≤ n
and q ≤ m. Consider also two distinct vertices v1 = (x1, y) and v2 = (x2, y) (on
one column), where 1 ≤ x1 < x2 ≤ m and 1 ≤ y ≤ q. Then, at least one of u1 and
u2 separates v1 and v2.
Proof. If x1 ≥ y, we have x2 ≥ y + 1. Thus, for i = 1, 2, d(vi, u1) = max{xi −
1, y − 1} = xi − 1, and since x1 − 1 6= x2 − 1, we find that u1 separates v1 and v2.
Otherwise, x1 < y holds, and we show that u2 separates v1 and v2. So d(v1, u2) =
max{m − x1, q − y}, and since q ≤ m, −y < −x1, we find d(v1, u2) = m − x1.
On the other hand, d(v2, u2) = max{m − x2, q − y}, where m − x2 < m − x1 (as
x1 < x2) and q − y < m − x1, so d(v2, u2) = max{m − x2, q − y} < d(v1, u2), and
therefore u2 separates v1 and v2.
Corollary 1. Consider two vertices u1 = (1, 1) and u1 = (m, q), such that 2 ≤
q ≤ n and q ≥ m. Consider two distinct vertices v1 = (x, y2) and v2 = (x, y2) (on
one row), where 1 ≤ y1 < y2 ≤ q and 1 ≤ x ≤ m. Then, at least one of u1 and u2
separates v1 and v2.
The corollary holds by rotating the mesh by 90 degrees.
Claim 6. Consider two distinct vertices v1 = (x1, y) and v2 = (x2, y) (on one
column). Let zs = (xs, ys) and zs+1 = (xs+1, ys+1) be such that ys ≤ y ≤ ys+1.
Then, at least one of zs and zs+1 separates v1 and v2.
Proof. Without loss of generality it is sufficient to consider the sub-graph of the
mesh consisting of columns ys, ys +1, . . . , ys+1 and all rows. The property holds by
Claim 5, as no shortest path between two vertices in this sub-mesh traverses any
vertex outside it, and by possibly reflecting the mesh across a vertical line.
Corollary 2. In the case n ≥ 2m− 1, the set L is a landmark set.
Proof. By Claim 4, for every pair of vertices on different columns, L contains a ver-
tex separating them. By Claim 6, every pair of vertices on one column is separated
as well, by choosing an appropriate value of s, which is possible for any y since L
has an element on C1 and an element on Cn.
We are left with the case where n satisfies m+ 1 ≤ n ≤ 2m− 2 (in particular,
n ≥ 3). In this case, L = {z1 = (1, 1), z2 = (m,m), z3 = (1, n)}.
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Claim 7. Consider two distinct vertices v1 = (x1, y1) and v2 = (x2, y2), in the
case where n ∈ {m+ 1,m+ 2, . . . , 2m− 2}. At least one of the vertices z1 and z3
separates v1 and v2.
Proof. Assume that z1 does not separate v1 and v2. We have d(vi, z1) = max{xi−
1, yi − 1}.
If x1 = x2, we have y1 6= y2. By max{x1−1, y1−1} = max{x2−1, y2−1} we find
that it cannot be the case that d(vi, z1) = yi − 1 for i = 1, 2. Thus, we can assume
without loss of generality that d(v1, z1) = x1 − 1 > y1 − 1. We claim that x2 ≥ y2
holds. Indeed, d(v2, z1) = d(v1, z1) = x1 − 1 = x2 − 1, so x2 − 1 ≥ y2 − 1. Thus,
as x1 = x2 ≤ m, we have y1 < m and y2 ≤ m, and by Corollary 1, z2 = (m,m)
separates v1 and v2.
If y1 = y2, by Claim 6, one of z1, z2, and z3 separates v1 and v2.
We are left with the case x1 6= x2 and y1 6= y2. By the definition of distances,
we cannot have that d(vi, z1) = xi − 1 holds for i = 1, 2 or that d(vi, z1) = yi − 1
holds for i = 1, 2, so we have either d(v1, z1) = y1 − 1 and d(v2, z1) = x2 − 1 (and
x1 < y1, x2 > y2) or we have d(v1, z1) = x1−1 and d(v2, z1) = y2−1 (and x1 > y1,
x2 < y2). Without loss of generality (by possibly swapping the roles of v1 and v2)
we assume that d(v1, z1) = y1 − 1 and d(v2, z1) = x2 − 1 holds, so y1 = x2, and
x1 < y1, x2 > y2.
Consider the distances to z3. We find d(v1, z3) = max{x1 − 1, n − y1} and
d(v2, z3) = max{x2−1, n−y2}. Assume that d(v1, z3) = x1−1 holds. If d(v2, z3) =
x2 − 1, we are done by x1 6= x2. Otherwise d(v2, z3) = n − y2, and we have
x1 − 1 > n − y1 and x2 − 1 < n − y2. We get n − y2 > x2 − 1 = y1 − 1 > x1 − 1.
Assume that d(v1, z3) = n−y1 holds. If d(v2, z3) = n−y2, we are done by y1 6= y2.
Otherwise d(v2, z3) = x2− 1, and we have x1− 1 < n− y1 and x2− 1 > n− y2. We
get x2 − 1 > n− y2 > n− x2 = n− y1, so z3 separates v1 and v2 in all remaining
cases.
4 Conclusion
In section 2 we have proved a lower bound of d n−1m−1e + 1 on the column metric
dimension of Mm,n, for all values of m,n ≥ 2, implying the lower bound for the
metric dimension for n > m ≥ 2. In section 3 we have proved an upper bound of
d n−1m−1e+1 on the metric dimension of Mm,n, for all values of n > m ≥ 2, by defining
a suitable landmark set. As mentioned in Section 1, the case of m = n is a special
case where MD(Mm,n) = 3 [15], which was known prior to our work, and we do
not analyze this case. Our main result (Theorem 1) is proved by combining the
lower bound and upper bound. Using the last remark we get a full characterization
of the metric dimension of (two-dimensional) meshes.
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Regional Multicriteria and Multimodal Route




Nowadays, the use of computer-based route planners is popular among
private and public transportation passengers. A large range of websites and
GPS navigation devices provide such services for their users. Here, we present
an algorithm used by a route planning system which operates on a complete
public transport network of two regions from two countries, namely Hungary
and Serbia. The algorithm can handle the pedestrian traffic between stops
not too far from each other. It can take into account individual user prefer-
ences like walking distances and modes of transport. The graph representing
the transport network was very large, but with the help of some speed-up
techniques, we managed to create an effective search algorithm that is able
to handle user requirements.
Keywords: public transportation, route planning, algorithms
1 Introduction
Nowadays, the use of computer-based route planners is widespread among passen-
gers. Individual passengers have a large choice of websites and GPS navigation
devices. Generally speaking, with these kind of systems the available road network
is modeled by a graph. The vertices of the graph represent the points of contact of
the roads, while the edges represent the road sections connecting the points. If we
assign the length of the road section to the edges, we get a weighted graph. We can
use the well-known Dijkstra algorithm to calculate the shortest distance between
two points. The efficiency of the Dijkstra algorithm is quite good, but the size of the
graphs describing real-world road networks can be very large, especially in the case
of a larger geographical area like the road network of a continent. As passengers
generally expect an almost immediate response to their searches, even the Dijkstra
∗This research work was supported by the EU-funded Hungarian grant EFOP-3.6.2-16-2017-
00015.




algorithm with polynomial running time is not good enough for large graphs. Over
the last two decades, many potential speed-ups have been investigated to address
the problem. More details about this can be found in [6].
Routing services are available not only for private passengers, but for passengers
travelling by public transportation as well. In this case, usually the road network
does not need to be described by the graph. The reason for this is that the route is
pre-determined, or the journey is often not on a conventional road network but on a
bound track (e.g. rail) or in the air, or even on water. The nodes of public transport
routing graphs generally represent the vehicle stops, and the edges provide travel
possibilities between stops. The weight of the edges may represent the travel time,
but as different users may look at travel from different aspects, other models should
be considered. Public transport networks may generally be larger than those of road
networks, given that travel is time-dependent, and handling this is also required in
the model. Therefore, in this case, the opportunities for speeding-up searches are
particularly important, and they have also been widely investigated. Some of the
speed-up options available on road graphs can be used here, but not those that use
the special features of road networks. For more details on models and speed-up
options, see [4, 11].
In practice, it is usual for public transportation companies to provide route
planners for their own service area. This usually includes the services of the com-
pany or other companies closely related to that city, region or country. In most
cases, however, these services provide only route planning for one kind of journey;
for example, a route planner of a rail company can be searched for rail routes, while
route planners of bus companies can be used for bus routes. In the case of local
transport, it is common that there are search engines that cover different modes
of transport in a given city, such as buses, trams and metro, trains, but they are
usually not intended for long-distance transport. So, for instance, if a passenger
wants to get from a point in a city to a point in another city, using local and then
several long-distance modes of transport, he or she usually will not find a search
engine that offers such a travel option, not even in a country or in a region. And
the graphs of road networks can handle the same problem for larger areas such as
continents. This suggests that finding a route to public transport is a more difficult
issue than planning private trips.
In this paper, we present a route planning system and its search algorithm,
where the latter operates on a complete public transport network of two regions
from two countries, namely Hungary and Serbia. The databases on which the
model is based include long-distance trains, buses and complete local transport
of the major cities. The databases are based on timetables taken from service
providers operating in the regions. The system can also model the pedestrian
traffic between stops not too far from each other. It can take into account individual
user preferences, like walking distances, modes of transport, and properties of the
objective function. The graph representing the transport network was very large,
but with the help of some speed-up techniques, we managed to create an effective
search algorithm that is able to handle user requirements.
The algorithm was developed under the EU-funded Hungary-Serbia Interreg-
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IPA CBC Program as part of a complex route planning application. This study
presents the most common methods used in the search algorithm, as well as the
experiences and results obtained during the practical running.
2 Preliminaries and literature review
Next, we will summarize the key results of public transport route algorithms de-
scribed in the literature. We will mainly refer to the technology used by the method
we use, and in the following discuss the topic in more detail [6, 12].
The simplest modelling of public transport networks can be achieved using the
so-called Station Graph [15]. In this case, the graph’s nodes represent the stops
and edges only exist between two stops if one of the stops can be reached directly
from the other. Generally speaking, the Station Graph is a relatively small graph,
since each stop has exactly one node and there is at most one edge between any two
stops. However, this graph contains limited information as it does not represent
the time of the routes at all. Hence it is not suitable for precise route planning, and
it can only provide a poor estimate for the length of the trip or for the minimum
required transfers.
The Time-Dependent model may be regarded as an extension of the Station
Graph [5], in which the edges may have multiple weights. During a route search,
the current weight is calculated using the given time, taking into account the bus
lines departing from the stop. In this case, the size of the graph does not increase,
but the determination of the weight requires more complex calculations, which may
slow down the search. The model has often been studied on railway networks and
has been developed, for instance, for the correct modelling of transfers [13].
The most common model used is the Time-Expanded model [14]. Here, the
starting and arrival times of the vehicles are represented by special nodes. The
nodes belonging to a station can be sorted by time and the waiting can be repre-
sented by edges. Trips between the different stations can be expressed by edges
between the appropriate departure and arrival times. Therefore the model can
handle transfers, and pedestrian traffic between two specific stops can also be mod-
elled. Initially, due to the large size of the graph, searches in this model were not
sufficiently fast, but due to technological developments and improvements, we can
now consider it a competitive method [6].
While the aim of search engines is normally to find the shortest route between
departures and arrivals, this is not always the case for public transport networks.
Passengers may wiew things from different aspects; some may want to minimize
the number of passes against the earliest arrival, while others may want to keep
their travel costs as low as possible. What is more, we usually choose one mode of
transport on the route; for example, like that for a motorist or pedestrian. With
public transport, someone may want to use a variety of vehicles or does not even
have the opportunity to reach the goal otherwise; for example, he or she needs
to combine buses and railways, and has to reach the stop on foot. Hence special
models have also been developed for public transport networks. This is why besides
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the classical earliest arrival problem, [14] multiobjective optimization methods were
applied [11].
The research work of recent years has focused mainly on developing complex
multiobjective, multimodal route-planning algorithms [3, 9], which include appro-
priate speed-up techniques [8] and they can be applied in practice [1].
3 Modeling
All three types of graphs described above were used to model our transport network.
Only the Station Graph and the Time-Dependent Ggraph built on it were stored
permanently in the memory. The number of edges of the Time-Dependent Graph
was already quite large as there were seven different timetable versions in use during
that period. This meant that searches for different days and periods were subject
to different schedules. For example, the Sunday schedule was different from the
weekday one. In the Time-Dependent Graph there were different edges for the
different lines, and the departure and arrival times of the lines were stored in
separate structures. It also included possible walking routes. And the Station
graph and the Time Dependent graph did not have any direct search, but only had
roles in the preprocessing of searches. In the actual search, the Dijkstra algorithm
was implemented on a Time Expanded Graph. The current Time Expanded Graph
was not stored permanently in memory as the many different timetable versions
dynamically changed it. The generation of the current graph was always related to
the actual query.
Table 1: Sizes of the graphs
Graph type Number of nodes Number of edges
Station 12014 416163
Time Dependent 12014 6786662
Time Expanded ≈ 562000 ≈ 4616000
Table 1 lists the sizes of different graphs.
Figure 1 depicts the modelling of a line with the Station Graph.
Figure 2 shows a part of the Time Expanded Graph. The horizontally positioned
nodes are part of a stop’s timeline, and the pink nodes represent the departure
times, the green ones represent the arrival times. The orange edges are the waiting
edges of the timeline. The black edges model the lines between the stops, while the
red edges show the walking options. The departure timeline is in the upper line, the
arrival is in the lowest one. Thickly marked paths indicate the travel possibilities
chosen by the system.
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Figure 1: The Station Graph of a line
4 Search algorithm
After producing the Time Expanded Graph and weighing the edges appropriately,
with the help of the Dijsktra algorithm we can find the shortest path. In our
case, we came up against a difficulty caused by the search dependence of the Time
Expanded Graph. Its structure was influenced by the time specified in the search
and by the modes of transport that the user wanted to use, or by other parameters
such as the maximum allowed walking distance. Despite the large size of the graph,
its generation was relatively fast, but after including the search time, in some cases
we could not achieve the desired speed with this method. In addition, the structure
of the entire graph resulted in excessive memory usage during a search, which was
a real problem, because multiple clients wanted to use the services of the server
simultaneously.
To overcome the problems listed above, we performed a preprocessing step be-
fore producing the Time Expanded Graph and the search. The aim was to deter-
mine the nodes which include some of the shortest paths corresponding to the user
parameters and the objective function. The method is similar to the TRANSIT
algorithms described in the literature [1, 2, 9]. In the end, the Time Expanded
Graph contained far fewer nodes, and it led to a significant speed-up of the search.
The purpose of the preprocessing was to determine the nodes that lie on the
shortest paths from the source to the target. Here, we used the Station Graph
for the prepocessing part. Our aim was to determine all the nodes that lie on the
maximum k-length paths between the source and destination. In this case, the
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Figure 2: Part of the Time Expanded Graph
parameter k means the maximum number of transfers that can be made during
the journey. Here, we used a modified version of the depth first search algorithm
that did not take into account the nodes farther from the source than the desired
length. Given that in some cases the execution of the procedure might take longer,
the value of the parameter k and the execution time were also limited in the search.
Experience has shown that these heuristics worked well in practice so, in almost
every case, the Time Expanded Graph built on these nodes contained the shortest
path of the entire graph. For a more detailed analysis of this, see Section 6.
5 The objective function
In general, different objective functions are used for public transport route planning.
One of the most common is the earliest arrival, but it does not always fully meet the
user’s preferences. Finding different Pareto optima is also a common problem. We
used an objective function that included a weighted sum of different goals. And the
weights were determined based on information provided by the users, using preset
patterns.
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The weight of a travel edge is the following: trwr + fr, where tr is the time of
travel, wr is the actual weight of the journeys, and fr is the additive factor for the
travel cost.
The weight of a waiting edge is the following: tiwi, where ti is the waiting time,
and wi is the actual weight of the waiting.
The weight of a pedestrian edge is the following: tawa +fa, where ta is the time
of walking, wa is the actual weight of the walking, and fa is the additive factor for
pedestrian cost.
In the search, there were three options available to the users regarding the
search query. These three options are the fastest route, the minimum number of
connections and the minimum walking distance. And the parameters of the weights
for each goal are given in Table 2.
Table 2: Parameters of the weights
Options wr fr wi wa fa
Fastest 1 30 0.8 1.5 30
Less transfer 1 1000 0.8 1.5 10
Less walking 1 30 0.8 30 1000
6 Results and analysis
We investigated the proportion of the investigated instances such that the reduced
graph contained all nodes of the shortest path. This ensured that the search on
the reduced Time Expanded Graph would give an optimal solution. In the pre-
processing heuristics we modified two parameters. One was the previously men-
tioned k parameter, while the other was the search time. For the possible values of
k, we selected s+1 and s+2, where s is the shortest path between two points in the
Station Graph.
Here, we used two types of test queries. They both contained 1000 queries, one
of which concerned questions regarding local traffic (T1) and the other concerned
long-distance traffic (T2). In the table below, we summarize how efficient the pre-
processing heuristics was for the two types of test data, for different values of k.
In the table out of the 1000 questions we see how many times the reduced-size
Time Expanded Graph gave a solution that differed from the optimum, which we
calculated using the complete Time Expanded Graph.
Tables 4 and 5 contain the average and maximum search times in milliseconds
on the above-mentioned query lists for the reduced and for the complete Time
Expanded Graphs. The notations used for the columns are the following:
RB: Reduced graph build time
RS: Reduced graph search time
RC (=RB+RS): Reduced graph complete search time
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Table 3: Non-optimality statistics of the prepocessing heuristics
Input type k = s + 1 k = s + 2
T1 13 0
T2 54 11
FB: Full graph build time
FS: Full graph search time
FC (=FB+FS): Full graph complete search time
Table 4: Average running times in milliseconds
RB RS RC FB FS FC
T1, k = s + 1 308 18 327
5327 166 5493
T1, k = s + 2 1394 406 1801
T2, k = s + 1 256 55 312
5427 1137 6564
T2, k = s + 2 1186 316 1502
Table 5: Maximal running times in milliseconds
RB RS RC FB FS FC
T1, k = s + 1 1478 446 1529
5744 4130 9502
T1, k = s + 2 4959 2458 5453
T2, k = s + 1 2491 788 3279
6290 10216 15650
T2, k = s + 2 3119 3938 6469
7 Conclusions
We presented an algorithm used by a route planning system for a complete public
transport network of two regions from Hungary and Serbia. The graph representing
the transport network was very large, but with the help of some speed-up tech-
niques, we managed to create an effective search algorithm that is able to handle
user requirements.
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Integrated Vehicle Scheduling and
Vehicle Assignment
József Békésia, Balázs Dávida, and Miklós Krésza
Abstract
The vehicle scheduling problem has been extensively studied in the past
decades. Yet, most models and methods given in the literature consider only
a theoretical scenario where vehicles just have to service the timetabled trips
of the input. However, schedules created this way cannot be used in real
life, as they should also consider constraints such as refueling, parking, and
maintenance, which are all connected to the vehicle servicing the trips. In
this paper, we give a set partitioning model for the multi-depot integrated
vehicle scheduling and vehicle assignment problem. This model can also be
used as a general framework, which can integrate multiple activities based
on the rules or regulation of the different possible input scenarios. We give a
column generation-based solution method, and demonstrate its efficiency on
randomly generated test instances, which treat the refueling of vehicles with
two different fuel types as the vehicle-specific activity.
Keywords: vehicle scheduling, vehicle assignment, integrated model, alter-
native fuel, refueling, maintenance
1 Introduction
The vehicle scheduling problem (VSP) is one of the most basic optimization prob-
lems arising in public transportation. It has been fairly well researched over the
past few decades, but state-of-the-art models and methods mostly treat the prob-
lem as a mathematical one. The usual models and solution methods given for the
VSP are interesting from a theoretical point of view, but many of the solutions
cannot be applied directly in real life. They mainly focus on assigning timetabled
trips to the vehicles of the company. However, there are other constraints that need
to be considered while creating a vehicle schedule.
The vehicle schedules of a transportation company are not just virtual sets
of tasks that have to be executed in the given sequence, but they also have a real
vehicle (or at least a vehicle brand/type) assigned to the schedule as well. Knowing
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the vehicle responsible for the execution of the trips also means that there are special
needs that have to be taken into account while the vehicle is in service. For instance,
it can run out of fuel, and has to be refueled, or spends too much time in service,
and has to be sent for short maintenance during the day. While similar constraints
are important from the perspective of a real-life application, they are not widely
studied in the literature. We will refer to these requirements as vehicle-specific
activities. More application-oriented approaches for the VSP started appearing
with the rise of electric and alternative-fuel vehicles. These are both cheap and
environmentally friendly to operate. However, their major drawback is that they
can only run a limited distance, so refueling events have to be considered when
creating their schedules [19].
While refueling is an important constraint that has to be included in a VSP
model, other vehicle-specific activities should also be considered, such as parking
and maintenance [15, 7]. Constraints like these receive significantly less attention
than refueling. In this paper, we present a set partitioning model for the integrated
vehicle scheduling and assignment problem with vehicle-specific activities. If such
activities are included in a vehicle schedule, they also determine different tasks
that the vehicle has to execute besides its timetable trips. This results in a vehicle
assignment combined with scheduling. Our goal is to give a general framework
where most vehicle-specific activities can be integrated, and provide a flexible model
where many of these application-oriented constraints can be readily included. While
there may exist other models and methods that deal with these problems separately,
to our knowledge such activities have not been considered together in the same
problem before.
We give a column generation-based solution method for this model, and demon-
strate its efficiency on randomly generated test instances. To showcase the model,
we use refueling as the vehicle-specific activity for these instances, and also study
the concept of multiple fuel types, which is also rarely considered in the literature.
2 Vehicle scheduling and vehicle-specific activities
For the introduction of the VSP, we will follow our terminology from [10]. The
input of the VSP is a set V of vehicles and set T of timetabled trips. Every trip
has a departure and arrival time, a starting and ending location, and the distance
that they cover. Trips also have a set of vehicles that are able to service them. A
(t, t′) pair of trips are compatible if a vehicle can service both trips with respect to
the running time and distance between the arrival location of t and the departure
location of t′. Traveling between two locations without servicing a timetabled trip
is called a deadhead trip. Deadheads also have a starting and ending location,
distance and duration in time.
The VSP gives an assignment between the timetabled trips and the vehicles
in such a way that every trip is executed exactly once, and trips assigned to the
same vehicle are pairwise compatible. As mentioned before, trips can determine
the set of vehicles that can execute them, and this is achieved through the concept
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of depots. Vehicles may belong to depots. These are determined by the features
of the trips; namely, certain trips might be served only by vehicles that satisfy
given constraints (e.g. is the vehicle wheelchair accessible, does the vehicle have
air conditioning, or a given passenger capacity?). Such constraints are important,
and are centered around the services you want to provide to passengers taking the
given trip (e.g. people with a wheelchair should have no problem getting on any
bus along the route of this trip), or a regulation connected to the trip (e.g. every
bus covering a trip that is longer than a given distance must have air conditioning),
These depots are usually determined by a combination of two features; namely
the type of vehicle (e.g. with/without air conditioning, solo, or articulated), and its
starting location at the beginning of the day. When we talk about vehicles belonging
to the same depot in this paper, we mean vehicles sharing the same vehicle type
and having the same starting/ending geographical location at the beginning/end
of the day. If the problem has at least two depots, every trip is also assigned a
depot-compatibility vector that corresponds to the depots that can execute it.
Besides depots, vehicle characteristics will also be addressed. These also repre-
sent different attributes of the vehicles, but only those that do not have an influence
on servicing trips. For example, the fuel type of the vehicle may be such a char-
acteristic; vehicles belonging to the same depot can run on different fuels, but can
still service the same trips.
The total cost of the problem usually consists of a one-time daily cost for each
vehicle in service, and an operational cost proportional to the distance traveled by
these vehicles. Both of these costs may be different depending on the depot of the
vehicle. The result of the VSP is a daily vehicle schedule, which consists of vehicle
blocks. A vehicle block is basically a sequence of tasks that are executed by the
same vehicle.
If the problem has only one depot, it is called the single depot vehicle scheduling
problem (SDVSP), and it can be solved in polynomial time. A formulation for the
SDVSP is presented in [4]. A problem with at least two depots is referred to as a
multiple depot vehicle scheduling problem (MDVSP). The MDVSP was introduced
by Bodin et al. in [5], and its NP-hardness was shown by Bertossi et al. [3]. There
are several different models and solution methods available for the problem, and
Bunte et al. provide a good overview of these in [8].
Solution methods based on the basic concepts of the SDVSP and MDVSP can-
not be applied directly in practice, as they only deal with covering all timetabled
trips. In real life, however, vehicles have to execute several types of activities dur-
ing the day. These come from different vehicle-specific needs (parking, refueling,
maintenance, etc.), and they usually have to be executed after a vehicle has cov-
ered a certain distance (refueling, maintenance), or spent a certain amount of time
without performing any activities (parking). In all of these cases, the total length
of certain consecutive activities is limited, and vehicle-specific events have to be
scheduled after such work pieces.
In general, extensions of the VSP that have either a time or distance constraint
on the length of the vehicle blocks are called the Vehicle Scheduling Problem with
Time/Route Constraints [13, 8]. These alone cannot satisfy the constraints for
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vehicle-specific activities, as they limit the total length of the flow representing a
block, while activities only need a limit for certain parts of this flow. However,
most problems that consider the above vehicle-specific activities are special cases
of this group.
In this paper, we introduce a set partitioning-based model for the integrated
vehicle scheduling problem with vehicle-specific activities. The purpose of this
model is to provide a general framework capable of producing vehicle schedules
that can be used in practice. Most papers dealing with the VSP do not consider
vehicle-specific activities, although they are really important real-life constraints for
vehicles. One such activity that has gained increasing popularity in recent years is
the scheduling of alternative fuel (natural gas, hybrid) or electric vehicles.
Vehicle scheduling for alternative fuel vehicles (AF-VSP) is hard because of the
limited distance they can cover. Vehicles have to be refueled during their daily
blocks, and there are usually very few special refueling stations, with a limited
number of refueling pumps. Because of this, location problems for refueling sta-
tions are also important [17]. Li presented a flow network-based model for both
alternative fuel and electric vehicles in [18]. Here, a single depot VSP is consid-
ered with a single fuel type, and a single refueling station at the depot. Several
column generation-based solution techniques are presented on instances with up
to 947 trips. Adler studied the problem with multiple depots in [1, 2]. He used a
set partitioning model for alternative fuel vehicle scheduling, and also used column
generation to solve instances with up to 50 trips. Larger instances are solved by
applying heuristic methods.
Electric vehicle scheduling (E-VSP) has also been getting a lot of attention
recently. Both the above-mentioned paper by Li [18] and the dissertation of Adler
[1] present models and solution methods for the E-VSP. Their solution approaches
are similar to those that were used for the AF-VSP. They mainly deal with battery
swapping, and their solution approaches are also based on column generation. A
time-space network-based model that allows the charging of the vehicles is given in
Reuer et al. [23]. In [25], multiple models are presented for the E-VSP that consider
battery charge. The solution is once again obtained using a column generation
approach.
Another important vehicle-specific activity is the assignment of small main-
tenance tasks to vehicles during their daily blocks. According to Haghani and
Shafahi [15], they can be of three types: daily, preventive and emergency main-
tenance. Daily inspections can be built into a vehicle schedule at the beginning
or the end of the blocks, while emergency maintenance is only issued as part of a
disruption management process when something unexpected happens to a vehicle.
However, preventive maintenance has to be executed by vehicles after a set dis-
tance or time interval. Such maintenance activities were examined for rolling stock
rotations by Borndörfer et al. in [7], while Haghani et al. also gave a model for
inserting preventive maintenance into existing bus schedules in [15].
It can be seen that none of the above papers deal with multiple vehicle-specific
activities. Moreover, the vehicle-specific activities that they study usually consider
a single vehicle characteristic (e.g. vehicles will all have the same fuel type, or
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require the same type of maintenance). In this paper, we introduce the multiple
depot integrated vehicle scheduling and assignment problem with vehicle-specific
tasks. This model acts as a general framework, where multiple activities with time
or distance constraints can be included depending on the requirements of the spe-
cific problem. The model can provide feasible solutions with these constraints,
while also taking capacity constraints into account. While all the above-mentioned
papers solve the vehicle scheduling problems with a single specific vehicle activ-
ity, our goal was to provide a general model that can handle multiple activities
simultaneously.
We will define the integrated vehicle scheduling and assignment problem with
vehicle-specific activities (VSAP-VS) in the following way. Let the input of the
problem be a set T of timetabled trips, set D of depots and set V of vehicles.
These concepts here are exactly the same as those introduced for the VSP at the
beginning of this section; namely, trips have a departure and arrival time, a starting
and ending location, and the vehicles can also be assigned to depots in the same way.
Trips also determine the set of depots that are able to serve them by considering
the features of the vehicles in the given depot.
In addition to the input given for the VSP, there are n different vehicle-specific
activities represented by set R. These activities are connected to vehicle charac-
teristics rather than depots (e.g. refueling vehicles with natural gas and preventive
maintenance of hybrid vehicles), and certain activities can only be carried out by
given vehicles. Let set Rj ⊆ R denote the possible tasks belonging to activity
j. Similar to timetabled trips, task r ∈ Rj has a starting and ending time, and
departure and arrival locations (although these two are usually the same, as activ-
ities like parking or refueling are stationary). In order to model the capacities of
the particular activities, they can only carried out in fixed, discrete time intervals
instead of continuous availability. Each activity has its own set of rules and reg-
ulations, but these are usually connected to a set timespan or distance limit. For
instance, a vehicle cannot travel more than a given distance without carrying out
a refueling task, or it has to begin a parking task if it remains idle for more than
a given amount of time. Compatibility between trips and activities can also be
defined in a similar way to the VSP. Consider a pair of tasks a, a′ ∈ T ∪ R, which
are compatible if:
• the same vehicle v ∈ V is able to service both of them (the depot of v is
compatible with any trips in {a, a′}),
• they both satisfy the vehicle characteristics of v (any vehicle-specific task in
{a, a′} can be carried out by v; e.g. we cannot assign battery recharging to a
vehicle running on gas), and
• vehicle v can service a′ after finishing a with respect to the running time
and distance between the arrival location of a and the departure location
of a′ (also considering the possible deadhead trip between a and a′, where
necessary).
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The aim is to provide a feasible vehicle schedule that includes both timetabled
trips and vehicle-specific activities, and tasks in any vehicle block are pairwise
compatible. The cost of such a vehicle schedule is a linear combination of three
different terms; namely, a one-time daily cost for each vehicle covering a block, a
distance proportional cost for covering timetabled trips and deadheads, and costs
of the vehicle-specific activities included in the blocks.
In the remainder of this paper, we will first introduce a mathematical model
and solution method for the VSAP-VS, then demonstrate its efficiency by solving
randomly generated test instances of different sizes and types.
3 Modeling and solution of the problem
In this section, we introduce our model for creating vehicles schedules that also
take vehicle-specific activities into account. Then we present our solution method
for it.
3.1 A set partitioning mathematical model
For each depot d ∈ D, let Bd be the set of feasible b blocks that start from dt(d)
and also return there. A block is a sequence of compatible trips and activities that










1, if b ∈ Bd block is part of the solution
0, otherwise
Furthermore, let ade,b be the following
ade,b =
{
1, if b ∈ Bd block contains activity edge e
0, otherwise
Let T denote the set of trips for the problem, and R give the set of tasks
belonging to all vehicle-specific activities. Tasks that are connected to a single
activity of a given vehicle characteristic are given by Ri ⊆ R(1 ≤ i ≤ n), where
n is the number of all such activities. The capacity of a depot d ∈ D is denoted
by kd, and the maximum number of vehicles that can simultaneously perform a
vehicle-specific task r ∈ R is given by kr. Let cb be the cost associated with block
b ∈ Bd. Then we can formulate the problem in the following way:






















b ≤ kr,∀r ∈ R (3)
∑
b∈Bd
ydb ≤ kd,∀d ∈ D (4)
ydb ∈ {0, 1},∀d ∈ D,∀b ∈ Bd (5)
ade,b ∈ {0, 1},∀d ∈ D,∀b ∈ Bd,∀e ∈ Ed (6)
Constraint (2) ensures that every trip is covered exactly once. Blocks simul-
taneously containing certain vehicle-specific activities are given by constraint (3),
each task r ∈ R having a maximum capacity kr. Note that this constraint only
ensures the vehicle limits on each task, as we suppose that every block is feasible,
also meaning that they satisfy the distance and time constraints or any other rules
connected to the activities. Managing this feasibility will be addressed later on.
Finally, constraint (4) limits the capacities of each depot d ∈ D.
3.2 A column generation approach
Due to the huge number of possible blocks (resulting in a large amount of decision
variables), the model cannot be solved directly by a MIP solver. Moreover, gener-
ating all blocks is also problematic, as the number of possible combinations is huge.
Instead of giving all the possible blocks in the model, only the most important ones
have to be generated to achieve a good quality solution.
Column generation [11, 20] is a classical method that is usually applied to such
problems, relaxing the integer constraints of the variables. This relaxed problem
is also known as the master problem. The usual steps taken during the solution
process are the following:
1. Create an initial solution. The resulting schedule will provide the starting set
of columns.
2. Solve the relaxed problem (master problem) on the actual set of columns,
store the lower bound, and duals.
3. Solve a pricing problem in order to look for new columns that have a negative
reduced cost.
4. Add the new columns to the master problem, and erase any old columns that
are obsolete, and have a large cost.
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5. Check the termination criteria. If none apply, go to step 2.
6. Create the final schedule based on the current columns of the problem.
Creating the final vehicle schedule in step 6 can be achieved by solving the
resulting problem as an IP using a solver. A solver can also be used in step 2 for
the solution of the master problem LP. The process can terminate in step 5 if a
given iteration count is reached, or the solution has not improved significantly in
the past few iterations. The most important part of the algorithm is the solution
of the pricing problem in step 3.
3.3 Initial solution
Next, we present our heuristic for creating an initial solution for the column gen-
eration process. Its pseudo code can be seen in Algorithm 1.
The input of the algorithm is the set T of trips and set V of vehicles. The
process iterates over the input trips in ascending order of their departure times,
and assigns the current trip to an existing block with the cheapest cost. If there is
no block where the trip can be inserted, then a new block is created for the trip.
The vehicle chosen for this block is the one with the smallest cost that can execute
the trip. After each trip assignment, the current block is checked to see whether
its assigned vehicle has to undergo a task belonging to any of its vehicle-specific
activities.
The function checkActivity(A, b) checks block b to see if it could execute any
of the remaining trips without violating the rules of activity A. If any of the rules
are violated, b is sent to carry out the given activity, and is assigned the cheapest
compatible task. If the activity was connected to a resource (e.g. distance or time),
this is also replenished for the vehicle servicing the block.
As an example, we present a function for managing refueling activities in Algo-
rithm 2. Vehicles are sent for refueling tasks if their remaining distance (denoted
by remDist) does not allow them to head out for any trip, service it, and then
head back to any location. For this, we count the distance of two deadheads as
maxDeadheadTime (with the maximal possible distance), and the distance of the
trip as maxTripTime (taking the maximal remaining trip distance into account). If
refueling is needed, the vehicle is assigned to the next available possibility with the
cheapest cost. After the refueling task is completed, the remaining distance that
the vehicle can cover is again set to its maximum value.
When the initial solution is created, its blocks are used as the starting columns
of the relaxed master problem.
3.4 Pricing problem
After solving the master problem, information about its duals is used to create new
columns that can improve its current objective. Each such column corresponds to a
legal vehicle block. These blocks are created with the use of a generation network.
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Algorithm 1 Initial vehicle schedules with activities.
Funct buildSchedule(T, V )
1: Let the set of blocks be B := {}
2: Order T by ascending trip departure times
3: for (t ∈ T ) do
4: Let f := b ∈ B with the cheapest insertion cost for t
5: if f = ∅ then
6: f := v ∈ V that can serve t with the smallest cost
7: Assign t to f
8: B := B ∪ {f}
9: else
10: Assign t to f
11: end if






1: P := all available tasks in A for b
2: d := resource (time/distance) needed for b to serve any trip t
3: v := is an activity rule violated servicing any trip t?
4: if d ≥ remainingResource(b) or v = true then
5: p := cheapest compatible task from P
6: Assign p to b
7: remainingResource(b) := MAX
8: else if v = true then
9: p := cheapest compatible task from P
10: Assign p to b
11: end if
Algorithm 2 Function for checking refueling activities.
Funct checkFuel(b)
1: R := all available refueling times for b
2: d := 2 ·maxDeadheadT ime + maxTripT ime
3: if d ≥ remDist(b) then
4: r := cheapest compatible refueling possibility for b
5: Assign r to b
6: remTime(b) := MAX
7: end if
This network provides the basis of the pricing problem, and it is used to build
vehicle blocks with a negative cost that also satisfy all the above-mentioned vehicle-
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specific activities. This basically means that after a vehicle has consumed enough
of a given resource, the appropriate events for its vehicle-specific needs also have
to be scheduled. This will be done by solving a resource-constrained shortest path
problem.
We use a time-space generation network similar to the one presented by [24],
and a separate network is created and solved for every pair of depot and activity
type. Each network is given by the possible tasks that can be assigned to the
vehicles, namely timetabled trips, deadhead trips and other vehicle-specific events.
The nodes of the network correspond to the arrival and departure time of these
tasks on their given time-lines. The edges of the network can either correspond to
their respective tasks, or be waiting edges on the time-lines.
Formally, let G = (N,E) represent a general duty generation network. Such
a network is created for each combination of depot d and activity a, resulting




a). The nodes in N
d
a are the following: depot source,
depot sink, trip start, trip end, activity start, activity end. Edges in Eda connect
these nodes; trip start and trip end nodes belonging to the same trip are connected
by trip edges, activity start and activity end nodes belonging to the same activity
are connected by activity edges. Any end node is connected to the start nodes of
other tasks; deadhead edges connect those in different locations, while waiting edges
run between nodes in the same location. The only exception to this is activities.
Namely, the end node of an activity task is not connected to the start node of
the same activity type, as there is no point in executing two similar vehicle-specific
activities after each other. Block start edges connect the depot source node to every
trip start node, and every trip end node is connected to the depot sink node with
block end edges.
An example of such a network can be seen in Figure 1. Here, refueling is the
vehicle-specific activity of the network, and it is performed in 20-minute tasks.
To ensure feasibility with respect to vehicle-specific events, so-called resources
are also associated with each vehicle on the network. A single resource is allocated
for each vehicle-specific activity, which calculates the time/distance (depending
on the resource) covered by the vehicles with the help of a resource extension
function. These will filter out blocks whose total consumed resources violate any
of the vehicle-specific requirements. Tasks belonging to the activity replenish the
appropriate resource capacity of the executing vehicle.
As described in [24], negative reduced cost vehicle blocks are generated on these
networks using a dynamic programming approach presented in [12]. Blocks with the
lowest negative reduced cost are added to the master problem from each generation
network.
3.5 Creating the final schedule
After the column generation steps have terminated, the resulting master problem
only gives us a solution for the LP-relaxed scheduling problem. To obtain a final
integer solution, a second phase is usually executed. This can be done in several
ways.
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One approach is to use Lagrangian relaxation [16], as in the case of integrated
vehicle and crew scheduling problems, where the linking constraints between vehicle
and crew are an ideal candidate to be relaxed.
Another possibility is to embed the column generation process in a branch-
and-bound framework that searches for the optimal integer solution [6, 21]. This
method is also referred to as branch-and-price.
Integer solutions can also be obtained by the use of truncated column generation,
which was used for the MDVSP by Pepin et al. [22]. After the column generation
has terminated, this approach attempts to obtain an integer solution of the master
problem by performing a rounding/variable fixing heuristic that fixes the values of
fractional variables.
Our approach is similar to truncated column generation, but instead of using a
heuristic approach to round the variables of our problem, we simply re-introduce
the integrality constraint to our master problem, and solve it using an IP solver. A
similar approach to this was also applied in [14]. To control the time of the solution
process, we also set a time limit for the solver.
4 Test results
We tested our method on random input generated based on [9]. Both single and
multiple-depot test cases were created in different sizes; namely 50, 250, 500, 1000,
1500 and 2000 trips. While the model we presented can be used as a general
framework for handling different vehicle-specific activities, we chose refueling to
showcase our test instances, as this is the most widely studied vehicle activity.
However, while papers in the literature usually deal with only a single fuel type
for a problem, our test instances use two different fuel types. Moreover, we allow
vehicles belonging to the same depot to have different types of fuel, which is rarely
considered in other studies.
A total of 24 test cases were solved both for the single- and multiple depot
problems; we generated 4 instances for each problem size. The ILOG CPLEX
solver was used during the solution process, with a limit set on its running time:
i.e. the limit on the column generation phase was 7.5 hours, while the IP phase
ran for 3 hours in the single depot case, and 5 hours in the multi-depot case. This
gave a total maximum running time of 10.5 hours (37800 seconds) for single depot
problems, and 12.5 hours (45000 seconds) for multi-depot problems. These limits
have to be included if we consider the practical aspects of such a solution method,
as planners should have an estimate on the required running time if they want to
have a feasible solution.
The following types of data are presented for our results: the number of vehicle
blocks given by the initial heuristic (initial blocks), the final number of blocks given
by the resulting IP (IP blocks), the final optimality gap (%) given by CPLEX, and
the solution time of the instance.
Table 1 shows results obtained for the single depot test instances. It can be seen
that good quality solutions are achieved for all 24 problems, the optimality gap is
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16 16 0.00% 95
input 02 16 10 0.00% 80
input 03 16 11 0.00% 86
input 04 16 16 0.00% 85
input 05
250
58 71 0.01% 258
input 06 56 56 0.00% 335
input 07 58 58 0.01% 329
input 08 56 69 0.00% 257
input 09
500
99 131 0.08% 4938
input 10 107 104 0.43% 5473
input 11 103 107 0.49% 5527
input 12 96 137 0.18% 5014
input 13
1000
184 290 1.51% 11228
input 14 183 231 2.16% 19808
input 15 187 219 2.03% 19361
input 16 185 288 1.54% 11073
input 17
1500
260 611 0.01% 21028
input 18 268 529 3.56% 21629
input 19 264 612 0.01% 18488
input 20 262 595 2.05% 21612
input 21
2000
374 731 2.70% 21643
input 22 364 663 0.76% 21615
input 23 358 383 0.00% 18105
input 24 358 593 0.01% 21007
generally under 1% (with only a single instance being above 3%, and six instances
lying between 1% and 3%). The maximum runtime limit was exceeded only by
the 1500 and 2000 trip instances. One notable feature of all single depot results is
that the IP solution of the problem uses significantly more buses than the initial
heuristic. The reason for this can be found by examining the different cost factors
of the input. Most of the vehicles generated for the input instances ended up having
a relatively low daily cost, and a more significant distance proportional cost factor.
Because of this, the IP solution attempted to minimize the distance traveled by its
vehicles (which meant trying to schedule as few deadhead trips as possible). The
initial heuristic is essentially a greedy assignment of trips to vehicles, which does
not take the distance traveled into account, and only introduces new vehicles to
the schedules if it really has to.
Overall, the solutions we obtained for a single depot and two fuel types look
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favorable, even for larger instances. The maximum problem size presented by the
test results for similar problems in other papers in the literature rarely exceed
1000 trips, while we obtained good quality solutions for several instances with 1500
and 2000 trips as well, taking into account vehicles with two different refueling
constraints.











26 9 0.00% 10
input 2 25 8 0.00% 16
input 3 10 9 0.01% 26
input 4 9 9 0.00% 13
input 5
250
51 32 8.06% 19028
input 6 46 34 6.42% 19301
input 7 47 35 7.30% 19253
input 8 45 35 6.49% 18998
input 9
500
84 64 11.43% 22801
input 10 100 63 10.84% 23184
input 11 81 57 12.73% 24836
input 12 86 58 12.48% 24452
input 13
1000
181 135 15.29% 45067
input 14 164 122 23.59% 45045
input 15 177 124 21.65% 45087
input 16 182 124 23.48% 45064
input 17
1500
281 216 25.11% 45081
input 18 270 217 26.64% 45033
input 19 291 221 27.02% 45024
input 20 284 222 27.59% 45112
input 21
2000
366 320 26.35% 45113
input 22 376 329 26.10% 45160
input 23 378 336 26.19% 45119
input 24 335 313 27.60% 45061
Table 2 gives the test results for the multi-depot test cases. Here we used
vehicles belonging to two different depots, and we also considered two fuel types
(both depots had a mix of vehicles with both fuel types). This results in a more
complicated problem (multiple depots, two fuel types, instances with a large number
of trips) than those that are usually examined in the literature.
The results for small, 50-trip instances look promising, as we also found near
optimal solutions in a short time. However, these were the only cases where both
the column generation phase and the IP phase terminated well before its time limit.
Integrated Vehicle Scheduling and Vehicle Assignment 797
Even for the 250 trip instances, the IP solution process was aborted prematurely
as it ran out of time. For the 250 and 500 trip instances, the column generation
process terminated with no more columns to generate, but it also ran out of time
for the larger input.
The effect of reaching the time limit can clearly be seen in the results. While
the average gap given by the solver was 9.47% for the 250- and 500-trip instances,
where the column generation finished without any problems, the three remaining
instance sets (with 1000, 1500 and 2000 trips), where both the column generation
and IP solution phases were aborted because they exceeded the time limit, had an
average gap of 24.72%. While these results might not seem particularly promising,
the quality of the solution obtained only depends on the time allocated for the two
phases. Based on the single depot, and small multi-depot results, the model will
provide better quality solutions, but the time limit has to be increased significantly.
However, this would invalidate the very reason that we introduced the time limit
in the first place; namely, to ensure that the results are useful in practice, which
means that they have to be produced in a reasonable time.
5 Conclusions and future work
In this paper, we presented a general framework for the integrated vehicle schedul-
ing and assignment that also takes into account tasks for vehicle-specific activities.
This framework provides a daily vehicle schedule that also includes the special needs
of the vehicles executing it; activities such as refueling and parking are considered
in the resulting vehicle blocks. We presented a set partitioning-based mathemat-
ical model for the problem, where most vehicle-specific activities can easily be
integrated based on the desired constraints. This model is then solved using a col-
umn generation approach. We demonstrated the efficiency of the proposed model
on randomly generated test instances, using refueling to showcase vehicle-specific
activities.
Instances with one and two depots were both generated, and all of them had
two fuel types with different constraints (also allowing the possibility that the same
depot can contain vehicles with different fuel types). A time limit was set on both
phases of the solution process to guarantee that a feasible result could be achieved
in a reasonable time. Test runs for a single depot and two fuel types resulted in
good quality solutions, as did the smaller-sized multi-depot ones. The results for
the larger multi-depot instances had a bigger optimality gap, but this was due to
one or both of the phases terminating because of the time limit set. Based on the
results of the other test cases, these gaps should also be smaller if more time is
provided for finding the solution.
While the results are promising, there is still room for improvement of the pro-
cess. Implementing a proper branch-and-price framework could result in a better
quality solution. Because of the limited running time, a truncated column gen-
eration approach with a rounding heuristic as the second phase should also be
considered. Another way of reducing the solution time might be the parallelization
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of the column generation process. Implementing these approaches and comparing
their results should be the next phase of this work.
The model we created is a general, flexible framework that can handle multiple
vehicle activities. Although we presented problems with two different fuel types as
our test cases, we did not generate instances with two or more completely differ-
ent activity types. Our future research work will also include experimenting with
different vehicle constraints connected to these activities.
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In this paper we compare the effects of applying various state-of-the-art
word representation strategies in the task of multi-word expression (MWE)
identification. In particular, we analyze the strengths and weaknesses of the
usage of `1-regularized sparse word embeddings for identifying MWEs. Our
earlier study demonstrated the effectiveness of regularized word embeddings
in other sequence labeling tasks, i.e. part-of-speech tagging and named entity
recognition, but it has not yet been rigorously evaluated for the identification
of MWEs yet.
Keywords: sparse coding, multi-word expressions, word embeddings
1 Introduction
Multi-word expressions (MWEs) are semantically coherent linguistic constructions
including whitespace characters like “paternal leave” and “shut off ” [11, 22]. The
identification and proper treatment of such expressions is an important and chal-
lenging task which can improve the performance of various natural language pro-
cessing (NLP) applications such as the extraction of opinionated expressions [2]
and machine translation [6].
Continuous word embeddings have become prevalent in a variety of NLP tools
due to their intriguing property of being able to capture both semantic and syn-
tactic properties of word forms [15]. Such dense word representations have been
successfully applied in many NLP analyzers such as syntactic parsers and part-of-
speech taggers [8, 19, 20].
Instead of the typical approach of regarding the dense vectorial representations
of words as the discriminative features, here we investigate the utilization of `1
regularized sparse word embeddings, which has been shown to provide substantial
gains in the tasks of part-of-speech (POS) tagging and named entity recognition
(NER) [3] over multiple languages. Besides utilizing regularized word embeddings
we do not rely on any other (linguistic) resources in order to keep the proposed
approach easily applicable to new languages.




In [29], the authors use a sequence labeling framework for the detection of a special
kind of MWE, namely light verb constructions. In [23], a wider range of MWEs are
studied by applying a standard chunking representation and proposing a feature-
rich discriminative sequence tagging algorithm for the proposed problem. The
feature-rich representation of typical approaches often assume the existence of ad-
ditional linguistic resources, such as gazetteers containing highly indicative words
for certain kinds of MWEs, part-of-speech taggers and even syntactic parsers [27].
While the use of such external resources is legitimate from a linguistic perspective,
it makes these approaches less robust for utilizing them in languages where such
resources do not exist.
Word embeddings, however, are capable of representing the syntactic and/or
semantic nature of word forms and can be trained in an unsupervised manner
[15]. For this reason, sequence labeling models which rely on word embeddings can
implicitly incorporate syntactic/semantic knowledge without an explicit reliance
of NLP parsers. Word embeddings have became commonly used in many MWE-
related tasks due to their intriguing properties. For instance, word embeddings are
user in order to improve the quality of the translation of phrasal verbs in [7].
The authors of [20] contrast the effects of utilizing differently trained dense
word embeddings and Brown clustering for the application of classical uni-and
bigram-based models in MWE identification besides part-of-speech tagging, syn-
tactic chunking and named entity recognition. They found that models which had
access to word embeddings had a consistent advantage over models which classified
tokens based on unigram features. At the same time they report that there was no
word embedding approach that would have a clear advantage over the others for all
the sequence labeling tasks and that one can perform competitively with models
that rely on continuous word embeddings for certain sequence labeling tasks by
relying on Brown cluster identifiers of word forms.
Our earlier work has demonstrated that substantial improvements can be gained
in the tasks of part-of-speech tagging and named entity recognition if the discrim-
inative features that are used by the sequence classifiers are derived from the `1
regularized variants of dense word representations instead of the dense vectorial rep-
resentation of word forms [3]. In this study, we investigate and rigorously compare
the applicability of this approach for the task of MWE identification.
Unsupervised word clusters (e.g. in the form of Brown clustering [5]) have also
been frequently employed for representing words in various sequence labeling tasks
for NER [21, 9], chunking [26], POS tagging [24] and MWE identification [23].
MWEs are in the focus of multiple other research efforts. The approach pre-
sented in [4] is among the alternatives for acquiring multiword lexicons in an un-
supervised manner using n-gram lattices.
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3 Experimental settings
The experimental setting in this study extends that of [3], where we showed that
sequence models relying on features derived from the `1 regularized versions of
dense word embeddings perform competitively or even better than classical models
for part-of-speech tagging and named entity recognition. We released the code base
used in our experiments at https://github.com/begab/tacl_sparse_coding.
3.1 Applying `1 regularized word embeddings
The approach described in [3] relies on continuous word embeddings, such as
word2vec [15] and Glove [18]. Word embeddings map the symbolic elements of
the vocabulary of some language to m-dimensional real-valued vectors (x ∈ Rm)
such that syntactically and/or semantically similar word forms get assigned vectors
which point in similar directions. For a vocabulary consisting of n distinct word
forms, these word embeddings can be stacked to form a X ∈ Rm×n matrix. Such
word embeddings can be constructed with a variety of open-source tools12 and re-
quire no resources other than raw, unannotated text corpora for which reason their
usage has become ubiquitous in many NLP applications.
The `1 regularization of word embeddings takes place using dictionary learning




‖X −Dα‖2F + λ‖α‖1, (1)
in which C is the convex set of matrices of column vectors having an `2 norm of
at most one, matrix D ∈ Rm×k acts as the shared dictionary across the word
embedding signals, and the columns of the sparse matrix α ∈ Rk×n contain the
coefficients for the linear combinations of each of the n observed signals.
Dictionary learning has two parameters, namely k, which is the number of
basis vectors to be included in the dictionary matrix D, and the regularization
coefficient λ, which implicitly controls the amount of non-zero coefficients in α;
that is, the amount of basis vectors utilized in the reconstruction of input word
embeddings. Assuming that the vectorial representation of some word form x
is located in the ith column of the embedding matrix X, sparse discriminative
features are derived from those positions of the ith column of α that contain non-
zero coefficients. In the remainder of the paper, we shall refer to sequence classifiers
which assign discriminative features to word forms this way as sparse models.
In contrast to sparse models, scalars comprising the original dense vectors as-
signed to word forms can act as discriminative features as well. This means that
each token is described by m scalars, whereas in the sparse scenario tokens are
described by a fraction of indicator variables depending on the regularization pa-
rameter chosen. We shall refer to sequence classifiers that treat word forms this





The dataset that we conducted our experiments on is the Wiki50 corpus [28].
Wiki50 is a collection of 50 Wikipedia articles in which all the occurrences of 4+6
different kinds of multi-word units have been annotated manually. Proper nouns
often consist of multiple tokens, which is why the dataset contains annotations
for the 4 standard named entity (NE) categories, i.e. Organization, Person, Loca-
tion and Miscellaneous. The dataset also distinguishes the following MWEs (with
examples in parenthesis): Noun Compounds (“public transportation”), Adjectival
Compounds (“monkey styled”), Verb-Particle Constructions (“went on”), Light-
Verb Constructions (“opens fire”), Idioms (“caught the eye of”) and Other (“alter
ego”). The dataset consists of 114,284 tokens and 4366 sentences originating from
50 Wikipedia articles.
When reporting detailed results for the individual MWE classes we focus on 8
different types of MWEs, as opposed to the 10 total classes distinguished in the
Wiki50 corpus. This is due to the fact that we do not report results for the MWE
categories Idiom and Other due to their highly infrequent nature. The above–
mentioned categories have 19 and 21 occurrences over the entire Wiki50 dataset,
respectively, meaning that more than half of the Wikipedia articles do not contain a
single instance of these categories. The overall classification metrics that we report,
however, do incorporate results on these two categories as well.
4 Experimental results
We use the CRFsuite [16] package to train first-order conditional random fields
(CRF) [12] models as sequence classifiers. Unless otherwise stated, words at a
certain position within a sequence are described by the (sparse or dense) features
representing the given word and also those of its immediate neighbors. Features
also incorporate relative token positions (whether a certain feature comes from the
previous, actual or the successive token) that were taken into consideration. This
means that for the dense model each token position is described by a vector in
R3m.
The performance of the models we experiment with is evaluated using 50-fold
cross-validation. Here we train 50 models, that is for making predictions for a
Wikipedia article taken from the Wiki50 corpus we train one model based on the
labeled token sequences of all the remaining 49 Wikipedia articles from the dataset.
This way when making predictions about the tokens of a particular Wikipedia
article, we can ensure that none of the sentences from the same Wikipedia article
is used during the parameter estimation of the model making predictions for the
given document.
For evaluation purposes, we used the same script that was released as part of
the 2002 CoNLL shared task on named entity recognition [25]. Even though the
script was released for a shared task on NER, it seamlessly adapts for any set of
class labels. It provides precision, recall and F-score metrics for the individual
MWE types and also for the entire sequence labeling task.
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4.1 Comparing sparse and dense embedding-based models
In this section, we investigate the effects of deriving features from dense versus
sparse word embeddings for the sequence classification model. We experimented
with four popular continuous word embeddings, i.e. glove [18], polyglot [1], skip-
gram (sg) and continuous bag-of-words (cbow) [15]. As for the polyglot embeddings
we use the publicly available 3 64-dimensional pre-trained embeddings, which are
trained over an English Wikipedia dump also made accessible by the authors of [1].
In order to be able to objectively assess the quality of word embedding techniques
it is vital that the embeddings should be trained under as similar circumstances as
possible. For this reason we trained our own sg, cbow and glove embedding over
the same corpus that is used for training polyglot embeddings.
When deriving sparse word representations like that described in Section 3.1, we
set k, the number of basis vectors in the dictionary matrix D, to 1000 and choose
the value for λ from {0.1, 0.2, 0.3, 0.4, 0.5}. Depending on the value for λ, we found
0.5% to 5% of the coefficients in α to be non-zero, which means that the average


































































Figure 1: Overall results and a per-multi-word unit category breakdown of the
F-scores as a function of the regularization parameter λ and the pre-trained word
embedding algorithms.
Figure 1 contains results for the overall classification performance and its break-
down according to the different MWE classes (excluding Idioms and Other class,
as discussed in Section 3.2). This table tells us that the overall performance peaks
for polyglot word embeddings with a regularization coefficient of 0.3. This choice
of the regularization parameter provides not only the best overall F-scores, but it
3https://sites.google.com/site/rmyeid/projects/polyglot
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produces the best performance for multiple individual MWE types. The class of
compound adjectives behaves in the least predictable way when altering the regular-
ization coefficient λ. This is due to the fact that this MWE type is one of the least
frequent classes, for which reason the misclassification of a few instances can have
a dramatic effect overall. Increasing λ beyond a certain value (typically 0.3) has a
detrimental effect on the performance for nearly all of the MWE types. The loca-
tion NE category is a notable exception to this, as the identification performance for
this category does not seem to degrade even for the highest level of regularization
employed. Based on the entire contents of Figure 1, the regularization coefficient





















Figure 2: Overall results of models that utilize dense and sparse word embeddings-
based features.
Figure 2 indicates that for most of the embedding types the features derived
from sparse embeddings have a substantially better overall performance. The only
exception is for polyglot embeddings where the sparse versions do not provide
better results compared to the sequence classifier deriving features based on dense
vectors. Figure 2 also indicates that polyglot embeddings obtained the best results
for the task of MWE identification, hence comparative results in the remainder of
the paper will be based on them.
4.2 Alternative models
In order to compare our word embedding-based results, we provide a variety of
alternative approaches that will be presented and assessed next.
Feature-rich representation As an alternative to word embedding-based mod-
els, we evaluate a sequence classification model using a standard inventory of surface
form features derived from the word identities themselves. The pool of feature tem-
plates is inspired by those made publicly available as part of CRFsuite [16]. We
will use all the feature templates4 included in the CRFSuite library, which derive
features from word forms themselves but we do not include those features which are
based on characters and character sequences comprising a word form. We omitted
4https://github.com/chokkan/crfsuite/blob/master/example/pos.py
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character-based features as our primarily intention here is to compare the effects of
word forms-derived features on sequence classification. The set of feature templates
is listed in Table 1. Due to the high number of features induced by the templates,
we shall refer to the models relying on them as feature rich (FR) models.
Feature template
wt+j −2 ≤ j ≤ 2
wt ⊕ wt+j 1 ≤ j ≤ 9
wt ⊕ wt−j 1 ≤ j ≤ 9
⊕t+j+1i=t+jwi −2 ≤ j ≤ 1
⊕t+j+2i=t+jwi −2 ≤ j ≤ 0
⊕t+j+2i=t+j−1wi −1 ≤ j ≤ 0
⊕t+2i=t−2wi
Table 1: Feature templates applied by our feature-rich baselines for some target
word wt at position t within a sequence. ⊕ is a binary operator forming a feature
from words and their relative positions within the sequence by concatenating them.
Brown clustering Brown clustering [5] is widely used to provide useful word
representation in many NLP sequence labeling tasks [17, 9, 21, 24]. For this reason
we also train a sequence classifier for identifying MWEs which represents word
forms based on their Brown cluster identifier.
In our experiments, we used the implementation of [13] to perform Brown clus-
tering5. The same Wikipedia articles which serve as input for learning word em-
beddings are employed for determining 1024 Brown clusters over the vocabulary.
The word features that we derive from the Brown cluster identifiers of word forms
are the {4, 6, 10, 20}-long prefixes of Brown cluster identifiers of the word forms.
Long-short term memory (LSTM) networks LSTMs [10] are an exten-
sion of recurrent neural networks (RNN), which provide a remedy for the van-
ishing/exploding gradient problem during backpropagation in RNNs via gating
mechanisms. LSTMs are regarded as the state-of-the-art models for many sequence
labeling tasks in NLP.
The authors of [19] released their bidirectional LSTM implementation for part-
of-speech tagging6. We adapted their implementation for training bi-LSTM se-
quence classifiers to identify MWEs. We made two modifications to their default
settings, i.e. we used word embedding features only (whereas [19] defines character-
level embeddings as well) and we trained the model for 15 epochs (instead of 30).
The reason why we did not employ character-level embeddings in our model was
that we wanted to compare the effects of various word representations alone and




use of character-level embeddings would make the training procedure substantially
slower (especially that we performed 50-fold cross–validation).
We initialize the word embeddings of the bi-LSTM model with polyglot embed-
dings; however, they were treated as the parameters of the model, meaning that
they were updated during training. The pre-initialization step of the word em-
bedding parameters of the model is essential for good performance as the Wiki50
corpus is too small to learn reliable word embeddings based on it alone from a
randomly initialized state. We observed that evaluation metrics of the bi-LSTM















Figure 3: Overall results of the alternative models.
Figure 3 shows the overall results for the alternative models introduced previ-
ously. We observe that the feature–rich model performs the poorest mostly due
to its low recall score. Another observation is that even though bi-LSTMs are
considered as state-of-the-art approaches for sequence classification, it slightly un-
derperforms the Brown clustering-based model, i.e. the bi-LSTM has an overall
F-score of 64.22 as opposed to 64.90.
It should be mentioned that we managed to improve the scores of the bi-LSTM
model by incorporating not only word embeddings, but character-level embeddings
as well. Extending the model this way resulted in an overall F-score of 66.48 at the
expense of a much longer training time. Furthermore, when we investigated the
MWE-type specific changes in the scores, we realized that the overall improvement
was due to improvements just for the named entity categories, whereas its ability
to detect other types of non-NE MWEs either remained the same or even degraded
slightly.
4.3 Detailed comparative results of different models
In order to gain a better insight into the performance of various models using con-
ceptually different feature representations, we shall provide an MWE type-specific
breakdown of the overall results. Table 2 provides an overview of the different mod-
els we investigated in our experiments. Inspecting Table 2, we see that precision
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values tend to be higher than the recall scores with all the approaches and the
bi-LSTM model seems to be the most balanced with respect to the gap between
precision and recall scores.
method Precision Recall F-score
polyglot sparse (λ = 0.3) 67.65 60.03 63.61
bi-LSTM 64.81 63.64 64.22
Brown 68.79 60.90 64.60
polyglot dense 69.24 61.07 64.90
Table 2: Comparison of the overall performance of conceptually different models.
Figure 4 includes the MWE-type specific breakdown of the individual models,
which confirm that overall precision values tend to be higher compared to the recall
scores. The only notable exception is the performance of the bi-LSTM model on
the compound nouns, for which the precision scores are markedly lower compared































































Figure 4: A per-MWE type comparison of the best performing models.
Figure 4 also elucidates the balanced nature of the bi-LSTM model in terms of
the difference in precision and recall scores. The only exception to this balanced per-
formance is the person NE type, for which it produces the highest precision–recall
gap as the bi-LSTM model is less capable of predicting that particular category.
Looking at Figure 4 further, we can identify certain MWE categories for which
certain approaches perform much better than others. The bi-LSTM has the best
performance for named entity types apart from the person (NE PER) category, the
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Brown and dense models perform better than the other approaches for the com-
pound noun category, whereas the sparse model achieves the best scores for the iden-
tification of light verb constructions (LVC) and verb-particle constructions (VPC).
5 Conclusions
In this paper, we investigated the applicability of sparse coding derived word fea-
tures for the extraction of MWEs. Our experimental results demonstrate that
the integration of sparse word features into sequence classifiers gives a perfor-
mance competitive with state-of-the-art models, including bi-directional LSTMs.
We should mention that the models applied here did not rely on POS taggers, syn-
tactic parsers or gazetteers, implying that they can be conveniently adapted for the
identification of MWEs in multiple languages without the need for any additional
linguistic resources. Lastly, we found that sparse word representations seem to be
the most suitable for the identification of verb-particle constructions and light verb
constructions.
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Partition-Crossing Hypergraphs∗
Csilla Bujtása and Zsolt Tuzaab
Abstract
For a finite set X, we say that a set H ⊆ X crosses a partition P =
(X1, . . . , Xk) of X if H intersects min(|H|, k) partition classes. If |H| ≥ k,
this means that H meets all classes Xi, whilst for |H| ≤ k the elements of the
crossing set H belong to mutually distinct classes. A set system H crosses P,
if so does some H ∈ H. The minimum number of r-element subsets, such that
every k-partition of an n-element set X is crossed by at least one of them, is
denoted by f(n, k, r).
The problem of determining these minimum values for k = r was raised
and studied by several authors, first by Sterboul in 1973 [Proc. Colloq. Math.
Soc. J. Bolyai, Vol. 10, Keszthely 1973, North-Holland/American Elsevier,
1975, pp. 1387–1404]. The present authors determined asymptotically tight
estimates on f(n, k, k) for every fixed k as n→∞ [Graphs Combin., 25 (2009),
807–816]. Here we consider the more general problem for two parameters k
and r, and establish lower and upper bounds for f(n, k, r). For various com-
binations of the three values n, k, r we obtain asymptotically tight estimates,
and also point out close connections of the function f(n, k, r) to Turán-type
extremal problems on graphs and hypergraphs, or to balanced incomplete
block designs.
Keywords: partition, set system, crossing set, Turán-type problem, hyper-
graph, upper chromatic number
1 Introduction
Let X be a finite set. By a k-partition of X we mean a partition P = (X1, . . . , Xk)
into precisely k nonempty classes. For a natural number r ≥ 2, the family of all
r-element subsets of X — also termed r-subsets, for short (similarly, ‘r-set’ may











.We shall use the term hypergraph for the pair (X,H) — where X is
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the set of vertices and H is the set of edges or hyperedges — and also for the set
system H itself, when X is understood. The number of vertices is called the order
of H, and will usually be denoted by n.
Given a k-partition P = (X1, . . . , Xk) of X, we say that an r-set H ⊆ X crosses
P if H intersects min(r, k) partition classes. If r ≥ k, this means that all classes
Xi are intersected, whilst for r ≤ k the elements of the crossing set H belong to
mutually distinct classes. A hypergraph H is said to cross P if so does at least one
of its edges H ∈ H.
It is a very natural problem to ask for the minimum number f(n, k, r) of r-
subsets (minimum number of edges in an r-uniform hypergraph), by which every
k-partition of the n-element set X is crossed. The importance of this question
is demonstrated by the fact that its variants have been raised by several authors
independently in different contexts under various names: Sterboul in 1973 [11]
(cochromatic number, also discussed by Berge [4, pp. 151–152], Arocha et al. in
1992 [1] (heterochromatic number), and Voloshin in 1995 [14, p. 43, Open problem
11] (upper chromatic number, also recalled in the monograph [15, Chapter 2.6, p.
43, Problem 2]. What is more, the formula
f(n, 2, 2) = n− 1
is equivalent to the basic fact that every connected graph has at least n− 1 edges
and that this bound is tight for all n ≥ 2.
Further terminology and notation. For a family F of r-uniform hypergraphs
(or graphs if r = 2), and for any natural number n, we denote by ex(n,F) the
corresponding Turán number ; that is, the maximum number of edges in an r-
uniform hypergraph of order n that does not contain any subhypergraph isomorphic
to any F ∈ F. If F consists of just one hypergraph F , we simply write ex(n,F)
instead of ex(n, {F}).
An r-uniform hypergraph (X,H) is r-partite if it admits a vertex partition
X1 ∪ · · · ∪ Xr = X such that |H ∩ Xi| = 1 for all H ∈ H and all 1 ≤ i ≤ r. If
H consists of all r-sets meeting each Xi in precisely one vertex, then we call it a
complete r-partite hypergraph.
Earlier results. One can observe that a hypergraph crosses all 2-partitions of
its vertex set if and only if it is connected. For this reason, beyond the equation
f(n, 2, 2) = n− 1 mentioned above, we obtain that





because this is the minimum number of edges1 in a connected r-uniform hypergraph
of order n.
1It is well known that if (X,H) is a connected hypergraph, then
∑
H∈H (|H|−1) ≥ |X|−1. The
earliest source of this inequality that we have been able to find is Berge’s classic book [3], where
Proposition 4 on page 392 is stated more generally for a given number of connected components.
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Let us observe further that the case of r = 2 simply means graphs with at most
k − 1 connected components, therefore
f(n, k, 2) = n− k + 1.
This strong relationship with connected components, however, does not extend to
r > 2.
As far as we know, for k ≥ 3 and r ≥ 3 only the ‘diagonal case’ k = r of
f(n, k, r) has been studied up to now. Below we quote the known results, using the
simplified notation f(n, k) for f(n, k, k).





, for every n ≥ k ≥ 3 ([12]; later proved independently
in [1], and also rediscovered in [8]).
• f(n, 3) = dn(n−2)3 e, for every n ≥ 3 ([7]; proved independently in a series of
papers whose completing item is [2]; see also [13] for partial results).





− ex(n, {C3, C4}) holds2 for every n ≥ 4, where the last
term is the Turán number for graphs of girth 5 ([12]).
Although the exact value of f(n, k) is not known for any k > 3, its asymptotic
behavior has been determined for quite a wide range of k.
Theorem 1 ([5]). Assume n > k > 2.















for all n and k.





for all k = o(n1/3) as n→∞.
Structure of the paper. In Section 2, we first prove several preliminary results,
also including an inequality for non-uniform partition-crossing hypergraphs in terms
of the edge sizes. Then, we turn to uniform set systems and study the function
f(n, k, r) separately under the conditions k ≤ r and r ≤ k. We prove general
lower and upper bounds for f(n, k, r) in both cases. In Section 3, we assume that
n − k and n − r are fixed while n → ∞, and give asymptotically tight estimates
for f(n, k, r). It is worth noting that the latter problem can be reduced to Turán-
type problems if k ≤ r, while the same question leads us to the theory of balanced
incomplete block designs if r ≤ k is assumed.
2 General estimates
Most of this section deals with uniform hypergraphs; but we shall also put comments
on non-uniform ones which cross either all partitions or at least some large families
of partitions. Nevertheless the uniform systems play a central role in partition
crossing, what will turn out already in the next subsection.
2It was quoted with a misprint in the paper [5].
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2.1 Monotonicity
Proposition 2. For every three integers r, k, k′, if either
(i) 2 ≤ r ≤ k ≤ k′ ≤ n, or
(ii) 2 ≤ k′ ≤ k ≤ r ≤ n
holds, and an r-uniform hypergraph H crosses all k-partitions of the vertex set,
then H crosses all k′-partitions, as well. As a consequence, for every four integers
n, k, k′, r satisfying (i) or (ii) we have
f(n, k, r) ≥ f(n, k′, r).
Proof Assume that an r-uniform hypergraph H crosses all k-partitions of the
vertex set X. Consider a k′-partition P ′ = (X1, . . . , Xk′) of X.
(i) If r ≤ k ≤ k′, take the union of the last k′ − k + 1 partition classes of P ′.
Due to our assumption, H crosses the k-partition P = (X1, . . . , Xk−1,
⋃k′
i=kXi)
obtained. Since r ≤ k, this means that there exists an H ∈ H which contains
at most one element from each partition class of P. Hence, the same H and
consequently, H as well, crosses the k′-partition P ′.
(ii) Next, assume that k′ ≤ k ≤ r holds. Since the statement clearly holds
for k′ = k, we may suppose k′ < k ≤ n. Then, some of the k′ partition classes
of P ′ can be split into nonempty parts such that a k-partition P is obtained. By
assumption, some H ∈ H crosses P. This means that the r-element H contains at
least one element from each partition class. By the construction of P, H contains
at least one element from every partition class of P ′; that is, H crosses P ′.
Since the above arguments are valid for any k′-partition P ′, the statements
follow. 
The analogous property is valid for the other parameter of f(n, k, r) as well.
Proposition 3. For every four integers n, k, r, r′, if
(i) 2 ≤ r′ ≤ r ≤ k ≤ n, or
(ii) 2 ≤ k ≤ r ≤ r′ ≤ n holds, then
f(n, k, r) ≥ f(n, k, r′).
Proof Consider an r-uniform hypegraph (X,H) of size f(n, k, r) which crosses
all k-partitions of the n-element vertex set X.
(i) If r′ ≤ r ≤ k, then for each H ∈ H choose an r′-element subset H ′ and
define the r′-uniform set system H′ = {H ′ | H ∈ H}. Since for every k-partition P
there exists an H ∈ H which contains at most one element from each partition class,
the same is true for the corresponding H ′ ∈ H′. Hence, H′ crosses all k-partitions
and has at most f(n, k, r) elements. This proves that f(n, k, r) ≥ f(n, k, r′).
(ii) In the other case we have k ≤ r ≤ r′. Let each H ∈ H be extended to
an arbitrary r′-element H ′. We observe that the r′-uniform set system H′ = {H ′ |
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H ∈ H} has at most f(n, k, r) elements and crosses all k-partitions. Indeed, for
every k-partition P, there exists some H ∈ H intersecting each partition class of
P, and hence the same is true for the corresponding H ′ ∈ H′. This yields again
that f(n, k, r) ≥ f(n, k, r′) is valid. 
The following corollaries show the central role of the ‘symmetric’ case k = r:
Corollary 4. If an r-uniform hypergraph H crosses all r-partitions of the vertex
set X, then H crosses all partitions of X.
Numerically, we have obtained that the function fn,r(x) = f(n, x, r) (where x
is an integer in the range 2 ≤ x ≤ n) has its maximum value when x = r; and
the situation is similar if n and k are fixed and r is variable; that is, the function
fn,k(x) = f(n, k, x) attains its maximum at x = k.
Corollary 5. For every three integers n ≥ k, r ≥ 2,
f(n, k, r) ≤ f(n, k, k).
Corollary 6. For every three integers n ≥ k, r ≥ 2,
f(n, k, r) ≤ f(n, r, r).
2.2 Lower bound for non-uniform systems
For hypergraphs without very small edges, we prove the following general inequality.
Theorem 7. Let k ≥ 2 be an integer, and let (X,H) be a hypergraph of order
n, which contains no edge H ∈ H of cardinality smaller than k. If H crosses all














n− k + 2
.
Proof Since |H| ≥ k holds for every H ∈ H, a k-partition P of X is crossed by H
if, and only if, there exists an edge in H which intersects all the k partition classes
of P. For every (k − 2)-element subset Y = {x1, . . . , xk−2} of X, define
H−Y = {A | A ⊆ (X \ Y ) ∧ (A ∪ Y ) ∈ H}.
We claim that H−Y is connected on X \ Y . Assume for a contradiction that it is
not, and denote one of its components by Z. Consider the k-partition
{x1}, . . . , {xk−2}, Z, X \ (Y ∪ Z)
This is not crossed by H since a crossing set H would contain all of x1, . . . , xk−2,
moreover at least one element from each of the last two partition classes, what
contradicts to our assumption on disconnectivity.
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Therefore, H−Y must be connected on the (n− k+ 2)-element X \ Y , and hence∑
A∈H−Y
(|A| − 1) ≥ (n− k + 2)− 1.





. Moreover, for each edge
















(n− k + 1),
which is equivalent to the assertion. 
Beside the rather trivial hypergraph with vertex set X and edge set H = {X},
which crosses every partition of X, the following construction also shows that The-
orem 7 is tight.
Example 8. Let n = |X| = 2m be even. Let the edge set of H consist of one m-
subset H of X together with m mutually disjoint 2-element sets, each of which has
precisely one vertex in H and one in X \H. This hypergraph crosses all partitions
of X. Indeed, if none of the m selected 2-sets crosses a partition P, then each class
of P meets H. For this H, both sides of the inequality in Theorem 7 equal n−12 for
k = 2. (We necessarily have k = 2, due to the conditions in the theorem.)
2.3 Estimates for k ≤ r
The following lower bound follows immediately from Theorem 7.
Corollary 9. For every three integers n ≥ r ≥ k ≥ 2 the inequality







) · r − k + 2
n− k + 2
holds.
Next, we prove a general asymptotic upper bound.
Proposition 10. For every two fixed integers r ≥ k ≥ 2 the inequality











Proof If k = r, then the inequality holds also without the error term, and
as a matter of fact, an even better upper bound on f(n, r, r) is guaranteed by
Theorem 1(i). Hence, we may suppose r > k.
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Consider an n-element vertex set X = X ′ ∪ {z} and an (r − 1)-uniform hyper-
graph H′ over X ′ such that every (k − 1)-subset of X ′ is covered by at least one










Consider now the r-uniform hypergraph
H = {H ′ ∪ {z} | H ′ ∈ H′}.
For every k-partition P we can choose a k-element crossing set A with z ∈ A, by
picking any vertex from each of those classes of P which do not contain z. Since
A \ {z} ⊂ H ′ for some H ′ ∈ H′, it follows that H crosses P. 
We note that, beyond tight asymptotics, the above construction can be applied
also to derive exact results for some restricted combinations of the parameters.
Next, we establish recursive relations to get lower bounds on f(n, k, r). Al-
though they do not improve earlier bounds automatically, such inequalities may
raise the possibility to propagate better estimates for larger values of the parame-
ters when they are available for smaller ones.
Proposition 11. If n ≥ r ≥ r′ ≥ k ≥ 2, then




Proof Given an n-element vertex set X, consider an r-uniform hypergraph H
of size f(n, k, r) which crosses all k-partitions. Then, for each Hj ∈ H construct
an r′-uniform hypergraph H′j crossing all k-partitions of the set Hj . This can be
done such that |H′j | = f(r, k, r′), hence the r′-uniform R =
⋃f(n,k,r)
j=1 H′j contains
at most f(n, k, r) · f(r, k, r′) sets.
For every partition P = (X1, . . . , Xk), there exists someHj ∈ H with |Xi∩Hj | ≥
1 for every 1 ≤ i ≤ k. Moreover, for this j, the system H′j crosses also the k-
partition X1 ∩Hj , . . . , Xk ∩Hj . Consequently, there exists an R ∈ H′j ⊆ R which
intersects every class of P. Thus, R crosses all k-partitions of X, therefore
f(n, k, r) · f(r, k, r′) ≥ f(n, k, r′)
holds and the theorem follows. 
Particularly, if r′ is chosen to be equal to k, we obtain that
f(n, k, r) ≥ f(n, k)
f(r, k)
.
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Since f(k + 1, k) = k, then
f(n, k, k + 1) ≥ f(n, k)
k
.
More generally, applying Proposition 11 repeatedly, and using the fact f(i, k, i−1) =
k that is valid for all i > k (cf. Proposition 19 below), we obtain the following lower
bound.
Corollary 12. If n ≥ r ≥ k ≥ 2, then
f(n, k, r) ≥ f(n, k)∏r





2.4 Estimates for k ≥ r
Proposition 13. For every three integers n ≥ k ≥ r ≥ 2 the inequality







) · n− k + 2
r(n− r + 2)
holds.
Proof Consider an r-uniform hypergraph H on the n-element vetex set X, such
that H crosses all k-partitions. We claim that every (k − 1)-subset of X shares






intersects no H ∈ H in more than r−2 elements. Then every H ∈ H has
at least two vertices in X \ A. Now, consider the k-partition whose first partition
class is X \ A and the others are singletons. This partition is not crossed by H,
which is a contradiction.
Consequently, every (k−1)-element subset of X must contain an (r−1)-element
subset of some H ∈ H. Hence, for the ‘shadow’ system
∂r−1 =
{






the independence number must be smaller than k − 1. Taking into consideration






ex (n,K(r−1)k−1 ) of complete uniform hypergraphs, as proved in [6],







) · n− k + 2
n− r + 2
is obtained, from which the statement follows. 
For k and r fixed, the lower bound gives the right order O(nr−1), as shown by
the following construction.
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Theorem 14. Let k ≥ 3, and assume that k − 2 is divisible by r − 2. If n→∞,
then








Proof Let |X| = n, denote q = (k − 2)/(r − 2), and write n′ = d(n − 1)/qe+1.
We fix a special element z ∈ X, and partition the remaining (n − 1)-element set
X \ {z} into q nearly equal parts, the largest one having n′ − 1 vertices:





for all 1 ≤ i ≤ q.
For every set Yi ∪ {z} we take an optimal r-uniform hypergraph Hi crossing all
r-partitions. By Theorem 1, we have

















Let H = H1 ∪ · · · ∪ Hq. By the estimates above, we
have








as n→∞. To complete the proof, it suffices to show that H crosses all k-partitions
of X.
Let P be any partition into k = 1 + q(r − 2) + 1 classes. One of the classes
contains z. By the pigeonhole principle, there is an index i (1 ≤ i ≤ q) such that,
among the other k − 1 classes of P there exist at least r − 1 which have at least
one vertex in Yi. Hence we have a partition Pi induced on Yi ∪ {z}, with some
number r′ of classes, where r′ ≥ r. Since the r-uniform Hi crosses all r-partitions of
Yi ∪{z}, Corollary 4 implies that Hi crosses Pi, too. That is, an r-set Hi ∈ Hi has
all its vertices in mutually distinct classes of Pi, which are then in distinct classes
of P as well. Thus, H crosses P. 
The idea behind the construction of the above proof also yields the following
additive upper bound.
Proposition 15. Suppose that all the following conditions hold:
• n ≥ k ≥ r,
• n ≤ 1− p+
∑p
i=1 ni,
• k ≤ 2− 2p+
∑p
i=1 ki,
• ni ≥ ki ≥ r for every 1 ≤ i ≤ p.
Then
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3 Asymptotics for large k and r
In this section we prove asymptotically tight estimates for f(n, k, r), under the
assumptions that the differences s = n−k and t = n− r are fixed and n→∞. For
this purpose, we need to consider two types of complementation — one from the
viewpoint of set theory, the other one analogously to graph theory.
• Given a hypergraph (X,H), let (X,Hc) denote the hypergraph of the com-
plements of the edges. That is, Hc = {X \H | H ∈ H}.
• Given an r-uniform hypergraph (X,H), its complement H contains all the






Theorem 16. Let s and t be fixed, with s ≤ t, and n→∞. Then



















Suppose for a contradiction that there exists a constant ε > 0 and an infinite
sequence of r-uniform hypergraphs (X,H) with n vertices and m edges, edge size
r = n − t, such that H crosses all (n − s)-partitions of its n-element vertex set




− εns. We consider the t-uniform hypergraph Hc whose edges






ns ≥ Cns distinct s-tuples of X not covered by the edges of Hc. Note that C
can be chosen as a positive absolute constant, valid for all possible values of n, once
we fix the triplet s, t, ε. We let F to be the collection of s-tuples not contained in
any of the edges of Hc. Hence |F| ≥ Cns.
Consider now the complete s-partite hypergraph Fs on 2s vertices, each partite
set having just 2 vertices. That is, the vertex set of Fs is V1∪· · ·∪Vs, with |Vi| = 2
for all 1 ≤ i ≤ s, and an s-element set F is an edge in Fs if and only |F ∩ Vi| = 1
for every i. It is well known that the Turán number of Fs satisfies
ex (n,Fs) = o(ns)
for any fixed s, as n→∞. Thus, if n is chosen to be sufficiently large, F contains
a subhypergraph F ′ isomorphic to Fs.
We now consider the partition P of X into k = n − s classes in which the s
partite sets of F ′ are 2-element classes, and the other n− 2s classes are singletons.
By assumption, H crosses P. It means that there exists an edge H ∈ H that
meets each of the 2-element classes in at most one vertex. Let xi be a vertex
in Vi \ H for i = 1, . . . , s. Then {x1, . . . , xs} /∈ F , which is a contradiction to
{x1, . . . , xs} ∈ Fs ⊂ F , hence completing the proof of the lower bound.











n, consider a t-uniform hypergraph H0n on the n-element vertex set X, such that
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each s-subset of X is contained in a t-set H ∈ H0n. By Rödl’s theorem [10], if s and











Starting with such a system H0n, we consider the hypergraph Hn = (H0n)c whose
edge set is {X \H | H ∈ H0n}. By the complementation, for k = n−s and r = n−t,
each k-element subset of X contains some r-element set H ∈ Hn. Then, for any
k-partition P of X, we can pick one vertex from each partition class, and this k-
element set has to contain an edge H ∈ Hn. Hence, Hn crosses all k-partitions
of the vertex set, moreover we have |Hn| = |H0n|. This yields the claimed upper
bound on f(n, n− s, n− t). 
In particular, for s = t we have the following consequence. We formulate it
for s ≥ 2, because the case of f(n, n, n) = 1 is trivial and the exact formula of
f(n, n− 1, n− 1) = n− 1 is a particular case of Proposition 19 below.
Corollary 17. For every s ≥ 2, as n→∞






To study the other range for f(n, n − s, n − t), namely s > t, first we will
make a simple but useful observation. We say that a set T is a transversal of a
partition3 P = (X1, . . . , Xk) if |T ∩ Xi| ≥ 1 holds for every i. The complement
S = X \ T of a transversal T is called an independent set for P. This means that
|S ∩ Xi| < |Xi| holds for every partition class. Let It(P) denote the set system
containing all t-element independent sets for the partition P.
Proposition 18. Let (X,H) be an r-uniform hypergraph with |X| = n, and
assume that k ≤ r. Then, H crosses all k-partitions of the vertex set X if and only
if for every k-partition P of X we have In−r(P) 6⊆ Hc.
Proof For a given k-partition P, H is crossing if and only if it contains a transver-
sal T for P; that is, if Hc contains an (n− r)-element independent set for P. This
equivalently means thatHc does not contain all elements of In−r(P). Consequently,
H crosses all k-partitions if and only if for every k-partition P, Hc does not contain
In−r(P) as a subsystem. 
Concerning f(n, n − s, n − t) the case of t = 1 is very simple. Certainly s = 0
means that all partition classes are singletons, hence f(n, n, r) = 1 for all values of
r ≤ n, also including r = n− 1. The situation for smaller k is different.
Proposition 19. For every n > k ≥ 1, we have f(n, k, n− 1) = k.
Proof For X = {x1, . . . , xn} define H = {X \ {xi} | 1 ≤ i ≤ k}. Consider any
k-partition P. It either has a class with at least two vertices xi, xj in the range
3In fact this is the same as a transversal (also called vertex cover or hitting set) of the hyper-
graph (X, {X1, . . . , Xk}) in which the classes Xi of the partition are viewed as edges. This also
justifies the term ‘independent set’ for the complementary notion.
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1 ≤ i < j ≤ k, or a class containing both xn and some xi with 1 ≤ i ≤ k. Then we
can choose X \ {xi} ∈ H, which crosses P. Consequently, f(n, k, n− 1) ≤ k.
To see the reverse inequality f(n, k, n − 1) ≥ k, without loss of generality we
may restrict our attention to the (n − 1)-uniform hypergraph H− = {X \ {xi} |
1 ≤ i ≤ k − 1} which represents all (n − 1)-uniform ones with k − 1 edges up to
isomorphism. Then the partition
{x1}, . . . , {xk−1}, {xk, xk+1, . . . , xn}
is not crossed by any H ∈ H−, thus k − 1 edges are not enough. 
The problem becomes more complicated for t > 1. First we consider the case
of r = n − 2, and then a general estimate for k = n − s ≤ n − t = r will be given
under the assumption that s and t are fixed.
Proposition 20. For every fixed s ≥ 2,





− ex(n, {Ks+1,K2s − sK2});
(ii) f(n, n− s, n− 2) = 12s−2 n
2 + o(n2), if n→∞.
Proof Consider a graph G = (V, F ) of order n, which contains neither a complete
graph Ks+1 of order s+1, nor a complete graph minus a perfect matching K2s−sK2
on 2s vertices. By the double complementation we obtain the (n − 2)-uniform
hypergraph (V,H) = (G)c with vertex set V and edge set





∧ e /∈ F}.
We claim that H crosses all (n− s)-partitions of V .
First, consider a partition P = (X1, X2, . . . , Xn−s) with at least one partition
class |Xi| ≥ 3. We can assume without loss of generality that |X1| ≥ 3. We also
consider the partition P ′, obtained by removing all but one vertex from each of
X2, . . . , Xn−s and putting these vertices into X1. This P ′ has an (s + 1)-element
class X ′1 and further n− s− 1 singleton classes. Since the class X1 in P has more
than two vertices, every edge of H meets X1. Hence, the hypergraph H does not
cross P if and only if each of its edges is disjoint from at least one of the classes
X2, . . . , Xn−s. But then every edge is also disjoint from at least one of the singleton
classes of P ′, and so H does not cross P ′ either.
Consequently, it is sufficient to ensure that H crosses all (n− s)-partitions with
classes of cardinalities (s + 1, 1, . . . , 1) and (2, . . . , 2, 1, . . . 1), and this will imply
that P crosses all (n− s)-partitions.
An (n−2)-uniform hypergraph H crosses every partition of type (s+1, 1, . . . , 1)
if, and only if, for every (s+ 1)-element subset S of V , there exits an edge H ∈ H
with |H ∩ S| = s − 1; that is, Hc has an edge inside S, and equivalently, G = Hc
contains no complete subgraph Ks+1. For the other case, H crosses every partition
of type (2, . . . , 2, 1, . . . 1), if and only if for every s disjoint pairs of vertices there
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exists an edge H whose complement H contains two vertices from different pairs.
This exactly means that G = Hc does not contain a subgraph K2s − sK2.
Consequently, an (n− 2)-uniform H crosses all (n− s)-partitions if and only if
G is (Ks+1,K2s− sK2)-free. Applying the Erdős–Stone Theorem [9], for s ≥ 3 this
yields















In fact the asymptotic formula is valid also for s = 2 because then the exclusion of
K2,2 ∼= C4 implies that ex(n, {Ks+1,K2s − sK2}) = o(n2). 
Theorem 21. Let s and t be fixed, with s > t ≥ 2, and n→∞. Then,





for some constant c = c(s, t) > 0.
Proof Let Ht be the complete t-partite hypergraph with vertex set X1 ∪ · · · ∪Xt
such that each partite class has cardinality |Xi| = bn/tc or |Xi| = dn/te. We have
|Ht| = (1 − o(1)) (n/t)t as n → ∞, hence there exists a universal constant c =















We claim that H crosses all (n− s)-partitions whenever s > t. Indeed, let P be
any (n− s)-partition of X. Consider an s-set S obtained by deleting precisely one
vertex from each class of P. Since s > t, this S contains two vertices from the same
class of Ht, say x′, x′′ ∈ Xi. Therefore we can take a t-subset T ⊂ S containing
both x′ and x′′, consequently T /∈ Ht. Thus, X \ T ∈ H holds, and this X \ T
meets all classes of P because it contains all elements of X \ S. It follows that H
crosses every P, hence
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Approximations to the Normal Probability
Distribution Function using Operators of
Continuous-valued Logic
József Dombia and Tamás Jónásb
Abstract
In this study, novel approximation methods to the standard normal prob-
ability distribution function are introduced. The techniques presented are
founded on applications of certain operators of continuous-valued logic. It
is demonstrated here that application of the averaging Dombi conjunction
operator to two symmetric Sigmoid fuzzy membership functions results in a
function that is identical with Tocher’s approximation to the standard normal
probability distribution function. Next, an approximation connected with a
unary fuzzy modifier operator is discussed. Namely, the so-called Kappa func-
tion is applied for constructing a novel probability distribution function. It is
shown here that the asymptotic Kappa function is just the Sigmoid function
and the proposed Quasi Logistic probability distribution function can be uti-
lized to approximate the standard normal probability distribution function.
It is also explained how the new probability distribution function is connected
with the generator function of Dombi operators. The proposed approxima-
tion formula is very simple as it has only one constant parameter. It does
not include any exponential term, but has a good approximation accuracy
and fulfills certain requirements that only a few of the known approximation
formulas do.
Keywords: continuous logic, Dombi operators, sigmoid function, normal
probability distribution, approximation
1 Introduction
The normal probability distribution plays a significant role in probability theory
and mathematical statistics. Owing to the central limit theorem, it has an ex-
tremely wide range of applications in many areas of sciences. The fact that the
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cumulative distribution function of the standard normal random variable cannot
be expressed in a closed form and the practical needs for computing its values pro-
vided the motivations for researchers and practitioners over the last seven decades
to approximate the standard normal probability distribution function. These re-
search efforts resulted in an extremely wide range of approximations with many
applications.
In this paper, we will introduce approximations to the standard normal proba-
bility distribution function that are connected with the well-known Dombi operators
in continuous-valued logic. Firstly, we will utilize the averaging Dombi conjunction
operator to construct a probability density function from two Sigmoid functions.
We will show that this approximation method results in a probability distribution
function that is identical with Tocher’s approximation from 1963 [29]. Secondly,
we will introduce the Kappa function and based on this function, we will construct
the Quasi Logistic probability distribution function. We will show that the asymp-
totic Kappa function is just the Sigmoid function and using this result, we will also
show how the Quasi Logistic probability distribution function can be utilized for
approximating the standard normal probability distribution function. Here, we will
point out how the proposed probability distribution function is connected with the
generator function of Dombi operators and with the Kappa function-based uniary
operator that can be utilized as a general fuzzy modifier operator. The novelty of
our methods lies in the fact that some mathematical constructions of continuous-
valued logic can be successfully utilized to construct approximations to probability
distribution functions.
Many known approximations to the standard probability distribution function
focus mainly on the approximation accuracy, and so these methods result in highly
accurate functions, without taking some other aspects of the approximation into
account. It should be mentioned here that we require our approximations to meet
expectations that are based on certain theoretical and practical considerations.
These expectations are simplicity and accuracy, asymptotic equality of the ap-
proximator function to the standard normal distribution function to first order at
zero, symmetry of probability density function and a direct connection between the
density and distribution functions.
Finally, we propose the use of the following probability distribution function,
which is a special case of the Quasi Logistic distribution function, to approximate
the standard normal probability distribution function:
Φκ,π(x) =







)√2π , if x ∈ (−π,+π)
1, if x ≥ +π.
(1)
We call the function Φκ,π(x) the Dombi-Jónás probability distribution function.
It has only one constant parameter, which is the number π, while its maximum
absolute approximation error over the set of real numbers is 2.36 · 10−3. Note that
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there are just a few known approximations with a single constant parameter in
this accuracy range (e.g. [26], [20], [1], [13]), and all these approximations include
exponential terms, while ours does not contain any and has a very simple form. It
should also be added that the probability density function φκ,π(x) can be directly
expressed in the terms of the probability distribution function Φκ,π(x) without
differentiating it.
In many practical applications, the value of the standard normal probability
distribution function for an argument being less than -3 or greater than +3 is
considered to be zero and one, respectively, although the probability distribution
does not take these values. The proposed Φκ,π(x) approximation has the value of
zero, if x ≤ −π, and it has the value of 1, if x ≥ +π, so the function Φκ,π(x)
may be viewed as an alternative, with bounded domain, to the standard normal
probability distribution function.
The remaining part of the paper is organized as follows. In Section 2, we will re-
view some notable approximations to the standard normal probability distribution
function. Next, in Section 3, we will set our approximation criteria and introduce
novel approximation methods that are connected with the Dombi operators. Lastly,
in Section 4, we will summarize our approximation results and draw some key con-
clusions about the proposed Quasi Logistic probability distribution function.
2 Approximations to the Standard Normal
Probability Distribution Function
Now, we will give a short review of the techniques that are widely used for approxi-
mating the standard normal probability distribution function and enumerate some
notable approximations that have been constructed in the last seven decades.
We will use the common notations φ(x) and Φ(x) for the probability density
function and probability distribution function of the standard normal random vari-










The approximation methods available in the literature can be categorized into
two main approach categories [21]. One category is the group of approximations
that are based on numerical methods, while the other category contains methods
that are founded on ad-hoc approximations.
The numerical methods are typically based on numerical integration techniques,
various power series, expansions in Hermite or Chebyshev polynomials and contin-
ued fraction expansions (e.g. [6], [18], [22], [25], [7]). In general, these methods can
yield a high-level approximation accuracy, but require complex computations.
The ad-hoc approximation methods typically utilize an a priori selected para-
metric function and apply various mathematical techniques to estimate the pa-
rameters in order minimize the approximation error. Matic et al. [21], Soranzo
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and Epure [28] and Yerukala and Boiroju [32] gave comprehensive overviews of the
approximation formulas in their papers. Here, without striving for completeness,
we enumerate some notable approximation formulas and indicate their maximum
absolute errors (MAE).
1. Pólya (1949) [26]: Φ(x) ≈ 1+
√
1−e−2x2/π
2 ; MAE = 3.15 · 10
−3




x+0.8e−0.4x ; MAE = 4.30 · 10
−3







; MAE = 1.77 · 10−2
4. Zelen & Severo (1964) [34]: Φ(x) ≈ 1−
(







where t = (1 + 0.33267x)−1, a1 = 0.4361836, a2 = 0.1201676,
a3 = 0.937298; MAE = 1.15 · 10−5















where a = 1+
√
1−2π2+6π
2π , b = 2πa
2 and P0 =
√
π/2; MAE = 5.23 · 10−5
6. Page (1977) [24]: Φ(x) ≈ 12
1








MAE = 1.79 · 10−4







where y = 0.806x(1− 0.018x); MAE ≈ 6.23 · 10−4
8. Lin (1989) [19]: Φ(x) ≈ 1− 12e
−0.717x−0.416x2 ; MAE = 6.59 · 10−3
9. Norton (1989) [23]: Φ(x) ≈
{
1− 12e





2 , if x > 2.7;
MAE = 8.07 · 10−3




, where 0 ≤ x < 9; MAE = 6.69 · 10−3
11. Bagby (1995) [2]:
















MAE ≈ 3.00 · 10−5




π(0.9x+0.0418198x3+0.0004406x5) ; MAE = 4.37 · 10
−5






where a1 = 5.575192695, a2 = 12.77436324, b1 = 14.38718147,
b2 = 31.53531977; MAE = 1.87 · 10−5
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14. Shore (2005) [27]: Φ(x) ≈ 1+g(−x)+g(x)2 ,
where g(x) = e− log 2e
α/(λ/S1)((1+S1x)
(λ/S1)−1)+S2x
λ = 0.61228883, S1 = 0.11105481, S2 = 0.44334159, α = 6.37309208;
MAE ≈ 10−7







MAE = 1.97 · 10−3
16. Bowling et al. (2009) [3]: Φ(x) ≈ 1
1+e−(0.07056x
3+1.5976x) ; MAE = 1.4 · 10
−4
17. Yerukala et al. (2011) [33]:
Φ(x) ≈
{
0.5− 1.136H1 + 2.47H2 − 3.013H3, if 0 ≤ x ≤ 3.36
1, if x > 3.36,
where H1 = tanh(−0.2695x), H2 = tanh(0.5416x) and H3 = tanh(0.4134x);
MAE = 1.25 · 10−3











MAE ≈ 1.00 · 10−6









MAE = 1.93 · 10−4













MAE = 1.10 · 10−4
21. Yerukala & Boiroju (2015) [32]: Φ(x) ≈ wΦ1(x) + (1− w)Φ2(x),
where x > 0, w = 0.268, Φ1(x) is the approximation by Hart (1966)
and Φ2(x) is the approximation by Bryc (2002); MAE = 7.54 · 10−6
22. Matic et al. (2016) [21]:








where γ2 = − 13 +
1





































MAE = 5.79 · 10−6







MAE = 1.81 · 10−3
Based on the above approximation formulas, we may state that the accuracy of
approximations increases with the complexity of formulas and with the number of
parameters they possess.
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3 Novel Methods based on Operators of
Continuous-valued Logic
Fist of all, we will lay down some expectations that we require from approxima-
tions and use these criteria to evaluate our results and compare them with some
well-known ones. Next, we will introduce the Dombi operators that are familiar
in continuous-valued logic and construct novel approximation methods that are
connected with these operators.
3.1 Expectations towards Our Approximations
The most basic expectation towards an approximation is that it is sufficiently accu-
rate. In the literature, there are many approximations to the standard probability
distribution function that focus mainly on the approximation accuracy. These ef-
forts have resulted in highly accurate functions, without taking some other features
of the approximation into account. Here we set some criteria – driven by theoretical
and practical considerations – that we require our approximations to meet.
Simplicity and accuracy. The approximation functions should have a simple,
easily computable formula, and the approximation accuracy should meet the re-
quirements of practical applications.
Identity to first order at zero. Let F (x) be an approximating function to
the standard normal probability distribution function. We require F (x) to be a
probability distribution function and meet the following criteria:


















Symmetry. Since the probability density function φ(x) is an even function,
Φ(−x) = 1 − Φ(x) holds for any x ∈ R. We require the approximation F (x)
to have the same feature; that is, F (−x) = 1 − F (x) for any x ∈ R. Note that
if F (x) satisfies the F (−x) = 1− F (x) requirement, then the approximation error
function δ(x) = Φ(x)− F (x) is an odd function, and so the curve of |Φ(x)− F (x)|
is symmetric with respect to the vertical axis.
Direct connection between the density and distribution functions. In
practice, it may be useful, if the probability distribution function can be expressed
by the probability density function without integration, and vice versa, if the prob-
ability density function can be expressed by the probability distribution function
without differentiation. Hence, we prefer the approximations that result in prob-
ability density and distribution functions with a direct connection between them;
that is, one can be expressed by the other one in a closed form.
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It is worth emphasizing that only a few of the known approximations listed in
Section 2 meet all the requirements we demanded. In general, the more complex
an approximation formula is, the less of our criteria it meets. However, the approx-
imations with more complex formulas and higher number of constant parameters
result in a higher approximation precision. Note that many of the known approxi-
mations work just with positive values of variable x and let the user compute the
approximating function value by using the Φ(−x) = 1−Φ(x) equation for negative
values of x.
3.2 Dombi Operators in Continuous-valued Logic
Here, we will introduce the Dombi operator class that can be utilized for imple-
menting the conjunction and disjunction operations in continuous-valued logic [8],
[10].
Definition 1. The Dombi conjunction and disjunction operator in continuous-





















where x = (x1, x2, ..., xn), and x1, x2, ..., xn are continuous-valued logic variables.
If α > 0, then the Dombi operator is a conjunction operator; if α < 0, then it
is a disjunction operator. Here, we will use the Dombi conjunction operators with
two operands and α = 1:
c(x1, x2) = o(x1, x2)|α=1 =

0, if x1 = 0 or x2 = 0
1





c(x1, x2) = o(x1, x2)|α=1 =








) , otherwise, (6)
where x1 and x2 are two continuous-valued logic variables. We call c the averaging
Dombi conjunction operator. Note that operation c is not idempotent, while c may
be viewed as an idempotent variant of c.
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are strict operators, if f(x) is a strictly monotone function, where x =
(x1, x2, ..., xn), and x1, x2, ..., xn are continuous-valued logic variables. If we ap-
ply the function






to o(x) and o(x), then we get the operators oα(x) and oα(x), respectively. That is,
fα(x) is the generator function of Dombi conjunction and disjunction operators.
In fuzzy logic, the linguistic modifiers like ”very”, ”more or less”, ”somewhat”,
”rather” and ”quite” over fuzzy sets that have strictly monotonously increasing or
decreasing membership functions can be modeled by the following unary operator
called the Kappa function [11].










where ν, ν0 ∈ (0, 1), λ ∈ R, and x is a continuous-valued logic variable.
In Section 3.4, we will use a special form of the unary modifier operator in (9)
to construct a probability distribution function.
3.3 The Sigmoid Function and Some of Its Basic Properties
Since we will use the Sigmoid function to construct probability density and probabil-
ity distribution functions, here we will introduce it and some of its main properties.





where λσ ∈ R, λσ 6= 0, x ∈ R.
Note that the Sigmoid function is also known as the Logistic function. The main
properties, such as the range, continuity, monotonicity, limits, role of the parameter
and convexity of the Sigmoid function σ(λσ)(x) are as follows.
Range. The range of σ(λσ)(x) is the interval (0, 1).
Continuity. σ(λσ)(x) is a continuous function in R.
Monotonicity.
• If λσ > 0, then σ(λσ)(x) is strictly monotonously increasing
• If λσ < 0, then σ(λσ)(x) is strictly monotonously decreasing
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1, if λσ > 0






1, if λσ < 0
0, if λσ > 0.
(12)
Role of the parameter. The parameter λσ of σ
(λσ)(x) has a semantic meaning















That is, the λσ parameter determines the slope of σ
(λσ)(x) at x = 0.
Convexity.
• σ(λσ)(x) has a single inflection point that is at x = 0
• If λσ > 0, then σ(λσ)(x) changes from concave to convex at x = 0
• If λσ < 0, then σ(λσ)(x) changes from convex to concave at x = 0
Figure 1 shows some examples of Sigmoid function plots.



















Figure 1: Examples of Sigmoid function plots.
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3.4 Tocher’s Approximation and the Averaging Dombi
Conjunction Operator
Applying the averaging Dombi conjunction in (6) to σ(λσ)(x) and σ(−λσ)(x) yields
the following dλσ (x) function:























Figure 2 shows the averaging Dombi conjunction of two Sigmoid fuzzy member-
ship functions; that is, the intersection of two fuzzy sets that are given by Sigmoid
functions: by a decreasing and an increasing Sigmoid function with the same ab-
solute λσ parameter values.



















Figure 2: The averaging Dombi conjunction of two Sigmoid fuzzy membership
functions.






























2 = 1, (16)
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and so we define the probability density function φσ(x) as follows.






where λσ = 2
√
2/π.




























This means that the probability distribution function Φσ(x) is a Sigmoid function
that has the parameter λσ = 2
√
2/π. It is worth adding here that Φσ(x) is identical
to Tocher’s approximation result in (3) from 1963 [29]. However, we derived the
function Φσ(x) by generating the density function φσ(x) from Sigmoid functions by
utilizing the averaging Dombi conjunction operator, and this approach is different
from Tocher’s.
Approximation accuracy. It can be shown numerically that
max
x∈R
|Φ(x)− Φσ(x)| ≈ 0.0177. (20)
Figure 3 shows the curve of absolute error function |Φ(x)− Φσ(x)|.
Properties of the approximation. Here, we summarize the properties of this
approximation in the light of expectations that were prescribed in Section 3.1.
• Simplicity and accuracy. Φσ(x) has a simple formula, but its maximum
absolute approximation error has an order of magnitude of -2.
• Identity to first order at zero. Since Φσ(0) = Φ(0) and the parameter
λσ of φσ(x) was set such that φσ(0) = φ(0), Φσ(x) and Φ(x) are identical to
first order at x = 0.
• Symmetry. The probability density function φσ(x) is an even function and
so Φσ(−x) = 1− Φσ(x) holds for any x ∈ R.
• Direct connection between the density and distribution functions.
There is an interesting relation between the probability density function φσ(x)
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Figure 3: Absolute errors of approximation by Φσ(x).
and the probability distribution function Φσ(x) that is worth mentioning here.
Namely, utilizing (17) and λσ = 2
√





Φσ(x) (1− Φσ(x)) . (21)
That is, φσ(x) can be expressed in terms of Φσ(x) in a closed form.
According to Hillier and Liberman [17], the Sigmoid function that matches Φ(x)





This approximation has a maximum absolute error of 0.0095. Note that although
this approximation yields a higher accuracy than the approximation by the Φσ(x)
function, the first derivative of ΦHL(x) at x = 0 is not 1/
√
2π; that is, ΦHL(x) is
not identical with Φ(x) to first order.
Note that if we used the Dombi conjunction operator in (5) to create a proba-

















The maximum absolute error of this approximation is 0.0231 and calculation of the
approximation formula requires the computation of an exponential function and an
arcus tangent function. We can find simpler formulas with better precision values
among the known approximations enumerated in Section 2.
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3.5 An Approximation Connected with the Unary Modifier
Operator
3.5.1 The Epsilon Function
Here, we introduce the Epsilon function that we will utilize for constructing ap-
proximations to the standard normal probability distribution function.
Definition 5. The Epsilon function ε
(λ)









where λ ∈ R, λ 6= 0, d ∈ R, d > 0, x ∈ (−d,+d).
The following theorem introduces an important asymptotic property of the Ep-
silon function.
































Since x is fixed, if d→∞, then ∆ = d− x→∞ and so the previous equation can




































2 · 1λ2 = eλx.
(27)
Based on Theorem 1, we can state that the asymptotic Epsilon function is just
the exponential function. It is worth mentioning here that the Epsilon function is
the basis of the so-called Epsilon probability distribution, which can be utilized to
approximate the exponential probability distribution [12].
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3.5.2 The Kappa Function and Some of its Basic Properties
Here, we define the Kappa function that we will use to approximate the standard
normal probability distribution function.
Definition 6. The Kappa function κ
(λκ)










where λκ ∈ R, λκ > 0, d ∈ R, d > 0, x ∈ (−d,+d).
Note that we utilize the Kappa function κ
(λκ)
d (x) solely with positive λκ param-
eter values. Here, we state the most important properties of the Kappa function
κ
(λκ)
d (x); namely, range, continuity, monotonicity, limits, role of the parameters
and convexity.
Range. The range of κ
(λκ)
d (x) is the interval (0, 1].
Continuity. κ
(λκ)
d (x) is a continuous function in (−d,+d).
Monotonicity. As λκ > 0, κ
(λκ)












d (x) = 1 (30)
Note that as λκ > 0, κ
(λκ)
d (x) takes the value of 1 at d.
Role of the parameters. Both parameters λκ and d of κ
(λκ)
d (x) have a semantic
meaning related to the shape of the function curve.
• Parameter d specifies the (−d,+d) domain of κ(λκ)d (x).





















That is, parameter λκ determines the gradient of function κ
(λκ)
d (x) at x = 0.
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Convexity. It can be shown that the Kappa function κ
(λκ)
d (x) has a single inflec-
tion point at x = 0, where it changes its shape from convex to concave.
3.5.3 Connection with the Sigmoid function
The Kappa function has the following asymptotic property that allows us to use
it for approximating the Sigmoid function and through that the standard normal
probability distribution function.
Lemma 1. If σ(λσ)(x) is a Sigmoid function with the parameter λσ > 0, κ
(λκ)
d (x)










Proof. Let x have a fixed value. If the conditions of the lemma are satisfied, then
the Kappa function κ
(λκ)














)−λσ d2 = 11 + ε(−λσ)d (x) , (34)
and based on Theorem 1, ε
(−λσ)

































Proof. The corollary follows from Lemma 1.
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3.5.4 The Quasi Logistic Probability Distribution Function
Now, we will we define the Quasi Logistic probability distribution function by
utilizing the Kappa function given in (28).
Definition 7. The Quasi Logistic probability distribution function is given by
Φκ,d(x) =

0, if x ≤ −d
κ
(λκ)
d (x), if x ∈ (−d,+d)
1, if x ≥ +d,
(38)
where d ∈ R, d > 0, λκ =
√
2/πd.
It is worth mentioning here that there is an interesting relation between the
Quasi Logistic probability density function φκ,d(x) and the probability distribution
function Φκ,d(x).







(d− x) (d+ x)
, (39)
where d ∈ R, d > 0.





























(d− x) (d+ x)
.
(41)
Utilizing Lemma 2, the Quasi Logistic probability density function φκ,d(x) for












(d− x) (d+ x)
, if x ∈ (−d,+d)
0, otherwise,
(42)
where d ∈ R, d > 0.
Note that based on the properties of κ
(λκ)
d (x), it can be shown that Φκ,d(x)
is in fact a probability distribution function and φκ,d(x) is its probability density
function. Therefore, the following criteria are met:
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Corollary 2. The standard normal probability distribution function Φ(x) can be
approximated by the Quasi Logistic probability distribution function Φκ,d(x).
Proof. The corollary follows from the fact that Φ(x) can be approximated by the
Sigmoid function σ(λσ)(x) that has the parameter λσ = 2
√
2/π and from Corollary
1 and from the definition of the Quasi Logistic probability distribution function.
It is worth mentioning that φκ,d(x) can be derived from the Kappa function






, if x ∈ (−d,+d)
0, otherwise
(43)












(d− x) (d+ x)
, (44)




















Using (31), this equation leads to λκ =
√





It can be shown numerically that |Φ(x) − Φκ,d(x)| is approximately minimal, if
d = 3.1152. In this case, the maximum absolute approximation error is 2.15 · 10−3.
Considering the fact that 3.1152 is close to π, using d = π instead of d = 3.1152 does
not worsen significantly the approximation accuracy. If d = π, then the maximum
absolute approximation error is 2.36 · 10−3. Although the parameter d with value
of d = 3.1152 yields the least maximum absolute approximation error among the
Quasi Logistic probability distribution functions, we propose the use of function
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Φκ,π(x) as it has a very simple form and its maximum absolute approximation
error is just slightly greater than that of function Φκ,d(x) with d = 3.1152.
Φκ,π(x) =







)√2π , if x ∈ (−π,+π)
1, if x ≥ +π
(46)
We call the Quasi Logistic probability distribution function with d = π; that is, the
function Φκ,π(x), the Dombi-Jónás probability distribution function. The absolute
errors |Φ(x)− Φκ,d(x)| for d = 3.1152 and d = π are shown in Figure 4.










|Φ(x)−Φκ,d(x)|, d = π
|Φ(x)−Φκ,d(x)|, d = 3.1152
Figure 4: Absolute errors of approximations by using Quasi Logistic probability
distribution functions.
3.5.6 Properties of the Approximation
Here, we summarize the properties of the Φκ,π(x) approximation.
• Simplicity and accuracy. The maximum absolute error of approximation
Φκ,π(x) is 2.36 ·10−3 and at the same time function Φκ,π(x) has a very simple
form. In this accuracy range, there is no other known approximation that has
such a simple form. The known approximations that yield higher accuracy
have more complex forms, while the ones with similarly complex formulas do
not give greater accuracy.
• Identity to first order at zero. Since Φκ,π(0) = Φ(0) and the probability
density function φκ,π(x) was constructed such that φκ,π(0) = φ(0), Φκ,π(x)
and Φ(x) are identical to first order at x = 0.
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• Symmetric absolute error function. It can be shown that the probability
density function φκ,π(x) is an even function and so Φκ,π(−x) = 1 − Φκ,π(x)
holds for any x ∈ R.
• Direct connection between the density and distribution functions.
Based on Lemma 2, the density function φκ,π(x) can be directly expressed in
terms of the distribution function Φκ,π(x) in a closed form.
3.5.7 Connections with Dombi Operators
Next, we will show how the Epsilon function ε
(−λ)
d (x) and the Kappa function
κ
(λκ)
d (x) are connected with the Dombi operators.
Lemma 3. The generator function fα(x) of Dombi conjunction and disjunction
operators can be derived from the Epsilon function ε
(−λ)
d (x) by a linear function
transformation.
Proof. Let us apply the x′ = (x+ d)/(2d) linear transformation to the variable x,
where x ∈ (−d, d), d > 0. After this transformation, the domain of x′ is the interval










2dx′ − d+ d
















where α = λd/2.
Based on this result, the generator function of the Dombi operators may be
viewed as a special case of the Epsilon function.
Lemma 4. If ν = ν0 = 1/2, then the Kappa function κ
(λκ)
d (x) can be derived from
the Kappa function κ
(λ)
ν,ν0(x) in (9) by applying a linear function transformation.
Proof. The lemma can be proven by setting λ = λκ and applying the x
′ = 2dx− d
linear transformation (d > 0).
Based on this lemma, we can state that the Kappa function κ
(λκ)
d (x), which
we utilized to construct the Quasi Logistic probability distribution function, is a
special case of the general fuzzy modifier operators.
4 Conclusions and Future Work
Table 1 summarizes the maximum absolute errors of the approximations presented
earlier. From this table, we can see that the approximation by function Φκ,π(x) has
a one order of magnitude less maximum absolute error than the approximation by
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Φσ(x) 1.77 · 10−2
Φκ,π(x) 2.36 · 10−3
the function Φσ(x). Figure 5 and Figure 6 show the approximating function curves
and the absolute errors of the approximations, respectively.
Based on comparisons of these approximations with the ones given in the liter-
ature, the following findings should be emphasized.



























Figure 6: Absolute errors.
Simplicity and accuracy. The first of the approximations listed earlier, which
is the same as Tocher’s approximation [29], has a maximum absolute approximation
error of 1.77 ·10−2. Although this approximation has a simple form, its accuracy is
lower than the accuracy of some known approximations that have similar complex
formulas (e.g. [26], [20], [1], [13]). The maximum absolute error of approximation
by function Φκ,π(x) is 2.36 · 10−3. This error is one order of magnitude less than
that of the first approximation. At the same time, function Φκ,π(x) has a very sim-
ple formula with only one constant parameter which is the constant π. It should be
added here that there are only a few known approximations with a single constant
parameter in this accuracy range (e.g. [26], [20], [1], [13]), and all these approxi-
mations include exponential terms, while Φκ,π(x) does not contain any. That is, to
the best of our knowledge, in this accuracy range, there is no other known approxi-
mation that has such a simple formula as Φκ,π(x). The known approximations that
yield a higher accuracy have more complex formulas, while the ones with similar
complex formulas do not give a higher accuracy.
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Identity to first order at zero. The presented approximations of Φ(x) are
identical with Φ(x) to first order at x = 0.
Symmetric absolute error function. It is worth noting that both of the above
approximations meet the F (−x) = 1 − F (x) criterion for any x ∈ R, and so their
absolute error function curves are symmetric with respect to the vertical axis, as
can be seen in Figure 6.
Direct connection between the density and distribution functions. It is
the case both for the Sigmoid approximation Φσ(x) and the Quasi Logistic approx-
imation Φκ,d(x) that the probability density function can be directly expressed in
terms of the probability distribution function in a closed form. That is, the density
function can be derived from the distribution function without differentiating it.
This property of the of our approximations can be very useful in practice.
Connections with the possibilistic approach. The given approximators are
connected with continuous logic. Namely, the approximation Φσ(x) is derived from
Sigmoid fuzzy membership functions by applying the averaging Dombi conjunction
operator, while the Quasi Logistic approximation is a linearly transformed form of
the Kappa function that is a well-known modifier operator in fuzzy theory.
Applicability. For any x ∈ R argument, the standard normal probability distri-
bution function Φ(x) takes a value in the interval (0, 1). In other words, it associates
positive probabilities with arguments that are much less than 0, and gives proba-
bilities less than 1 for those arguments that are much greater than zero. In many
practical applications, the probabilities for arguments that are much less or much
greater than the expected value of a normally distributed random variable are con-
sidered to be zero and one, respectively, although the exact probabilities for these
arguments lie in the interval (0, 1). The probability distribution function Φκ,π(x)
takes a value from the interval (0, 1) only if its argument is greater than −π and
less than +π. Noting that Φ(−π) = 0.00084, Φ(π) = 0.99916 and
max
x∈(−π,+π)
|Φ(x)− Φκ,π(x)| ≈ 2.36 · 10−3, (48)
the Dombi-Jónás probability distribution may be viewed as an alternative, with
bounded domain, to the standard normal probability distribution.
Plans for future work. The Kappa function that we used to construct the prob-
ability distribution function Φκ,π(x) is symmetric about the point (0, 0.5). In cer-
tain economic and technological applications, asymmetric probability distributions
with bounded domains are needed for modeling and simulation purposes. As part
of our future research work, we would like to study how a generalized, asymmetric
version of the Kappa function, which is defined over the bounded domain (a, b),
can be utilized for constructing asymmetric probability distribution functions.
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The Convergence Time for Selfish Bin Packing∗
György Dósaa and Leah Epsteinb
Abstract
In classic bin packing, the objective is to partition a set of n items with
positive rational sizes in (0, 1] into a minimum number of subsets called bins,
such that the total size of the items of each bin at most 1. We study a bin
packing game where the cost of each bin is 1, and given a valid packing of
the items, each item has a cost associated with it, such that the items that
are packed into a bin share its cost equally. We find tight bounds on the
exact worst-case number of steps in processes of convergence to pure Nash
equilibria. Those are processes that are given an arbitrary packing as an
initial packing. As long as there exists an item that can reduce its cost by
moving from its bin to another bin, in each step, a controller selects such an
item and instructs it to perform such a beneficial move. The process converges
when no further beneficial moves exist. The tight function of n that we find is
in Θ(n3/2). This improves the previous bound of Ma et al. [14], who showed
an upper bound of O(n2).
1 Introduction
We study a class of bin packing games, that are based on the well-known standard
bin packing problem [17, 4, 6, 5], a basic combinatorial optimization problem. In
this problem, a set of n items I = {1, 2, . . . , n} is given, where the size of item t,
denoted by st, satisfies 0 < st ≤ 1. The goal is to partition (or pack) the items
into a minimum number of subsets or blocks. Each such block is packed into a unit
capacity bin, and the load of a bin is defined to be the total size of items packed
into it (and can never exceed 1). Here, we study bin packing from the point of view
of algorithmic game theory.
We now define the game theoretical concepts required for the definition of the
bin packing game. In a strategic game, there is a finite set of players, and a finite
and non-empty set of strategies (or actions) that players can perform. Each player
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has to choose a strategy (possibly independently from other players). Each player
has a cost for each one of the possible situations or outcomes, where an outcome
is a possible set of strategies of all players, containing one strategy for each player.
A classic form of a stable solution is a Nash equilibrium (NE) [21]. This is a
kind of solution concept of a game with at least two players, where no player can
decrease its cost by changing only its own strategy unilaterally. That is, if each
player has chosen a (pure or mixed) strategy and no player can benefit by changing
its strategy while the other players keep theirs unchanged, then the current set of
strategy choices and the corresponding costs result in an outcome or solution that
is a Nash equilibrium (NE). We are interested in pure Nash equilibria, where the
actions of players are chosen in a deterministic way, and will discuss only this kind
of NE.
Given an input for bin packing, the set of players are the items. The pure
strategy of a player is the index of the bin into which it is packed (the number of
possible bins is n, as this number of bins is always sufficient). We say that a bin
B ⊆ I is a valid bin if
∑
t∈B st ≤ 1, that is, if its load does not exceed 1. Changing
the strategy of an item means that it moves to be packed in a different (non-empty
or empty) bin. For 0 ≤ k ≤ n, we define a k-bin to be a bin that has exactly k
items, and a k+-bin is a bin that has at least k items. The cost of an item packed
into a valid k-bin (for k ≥ 1) is 1k . We let the cost of an item that is not packed
into a valid bin be infinite. The deviation of an item t packed in a k1-bin B1 (where
t is included in the number of items of B1) to a k2-bin B2 (where t is not included
in the number of items of B2) is beneficial if s(B2) + st ≤ 1 (since otherwise the
cost of the item in the alternative bin is infinite) and k2 ≥ k1 (as otherwise its cost
is not reduced by moving). The standard bin packing problem can be therefore
seen as a class of games, where every input corresponds to a game. The uniform
cost sharing rule is motivated by the well-known egalitarian or Shapley model in
game theory, which was introduced in an algorithmic game-theoretic context by
Anshelevich et al. [2]. Unlike other bin packing games, the variant with uniform
sharing is a congestion game.
In this paper, we are interested in convergence processes. Such a process receives
a set of items and a packing. The packing obviously corresponds to an outcome
of the game whose players are those items. The process stops when it reaches a
solution that is an NE. As long as it is not an NE, a step is performed. In each
step, a controller selects an item that can benefit (reduce its cost) by moving to
another bin, and instructs it to move from its current bin to a specified bin (where
its cost will be smaller). In each step a single item moves and decreases its cost,
while other items may be affected (those that were packed with the moving item
will have larger costs, and those that were packed into the bin where it moved will
have smaller costs). It is shown by Ma et al. [14] (who were the first to study the
variant with equal sharing of the bin costs) that such a process always converges
in O(n2) steps. This kind of games are in fact singleton congestion games [15, 16],
but the number of resources has an exponential size in the number of players, and
it is not given explicitly (these are all possible subsets of items that can be packed
into a bin), so the convergence and existence of NE can be deduced from previous
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work on congestion games, but the polynomial time convergence cannot be deduced
from those.
Bin packing in general, and more specifically bin packing games, have a number
of applications [3, 9, 10]. Equal sharing is the simplest form of sharing, and it
does not require prior information given by the players (who may or may not be
truthful). Bin packing games where items share the cost of the bin proportionally
(according to sizes) rather than equally was introduced by Bilò [3], who was the first
to study the bin packing problem from this kind of game-theoretic perspective. He
proved that every game in this class has an NE. He also proved that any such bin
packing game converges to an NE after a finite (but possibly exponentially long)
sequence of steps, starting from any initial configuration of the items. The time
of convergence for this type of cost sharing was also studied in [19, 20]. Multiple
papers studied the quality of NE and other types of equilibria [3, 9, 10, 7, 1].
Polynomial time algorithms that compute an NE for games with proportional cost
sharing and for equal cost sharing are given in [22, 14, 7]. Note that the term “bin
packing games” is used in the literature for a completely different type of games
[12, 13, 18], and there is recent interest in those games as well.
Our result. We show that the worst-case number of steps for convergence is
Θ(n1.5). The exact function expressing the worst-case number of steps is
i(i+ 1)(i− 1)
3





− j for 0 ≤ j ≤ i− 1 .
We prove the lower bound by defining a sequence of steps, while the upper bound is
proved using two potential functions, one of which is used in [14] and the other one
is completely different. Interestingly, combining the two potential functions allows
us to find a tight bound for any n ≥ 1.
The maximal number of steps is achieved by a process that is not completely
intuitive. The process is started with a packing where every item is packed into
its own bin, and it ends with a packing where all items are packed into one bin.
Moreover, it is obtained using items whose sizes are sufficiently small, such that all
items can indeed be packed together. Those last properties of the initial packing
and the final packing are natural as converting an arbitrary process to such a
process, by reducing the sizes and adding steps in the beginning and at the end,
obviously increases the number of steps. We show that the process of convergence
can be split into two clear parts. In the first part, items migrate until a packing
with a special structure which we call a staircase packing will be achieved. In such a
packing, any non-empty bin contains different number of items, and these numbers
(of items) are as small as possible (for example, if there are 17 items, there are
five bins, containing one, two, three, five, and six items, respectively). After the
staircase structure is built, it is destroyed again, to obtain fuller bins along time.
The steps are carefully chosen such that the process is applied exactly in this way,
and other steps are not performed. As we prove an exact bound (and not only an
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order of growth), the process is defined very carefully. An important part of the
proof of the upper bound is Lemma 6, where we consider an interesting invariant
holding until a staircase packing is created.
A preliminary version of this work appeared as [8].
2 The exact convergence time
In [14], processes of the following kind were studied. The process starts with an
arbitrary packing, and in each step one item that can reduce its cost by moving to
another bin is selected by a controller and is moved to another bin such that its
cost becomes smaller. The number of steps for convergence was shown to be O(n2)
[14]. In this section we find the exact worst case number of steps, which turns out
to be Θ(n3/2). Note that [19] showed using methods from [11] (where convergence
for scheduling problems is studied) that for the case of proportional cost sharing,
the number of steps can be exponential.
Given an integer n ≥ 1, we let
i = min{h|h(h+ 1)/2 ≥ n} and j = i(i+ 1)/2− n .
Thus, n = i(i+1)/2−j, where i ≥ 1, and 0 ≤ j ≤ i−1 (since n > i(i−1)/2 = i(i+
1)/2−i). Additionally, since n ≤ i(i+1)/2 < (i+1)2 and n > i(i−1)/2 > (i−1)2/4,
we have i >
√
n − 1 and i < 2
√
n + 1, and thus i = Θ(
√
n). We show that the





+ j − ij .
Note, that in case i ≥ 12, the next inequalities are valid: i− 1 ≥ i/2, i/6− 1 ≥









− i2 = i2(i/6− 1) ≥ i3/12 .
Thus, ∇i,j = Θ(n
3
2 ).
We start with the lower bound.
Lemma 1. For every positive integer n, there exists an input of n items, for which
there is an initial packing of these items, and a sequence of ∇i,j steps that are
performed until no additional steps can be done.
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Proof. Consider a set of n items, each of size 1n , and an initial packing where each
one of the items is packed in its own bin. Let a staircase packing be a packing
where for every 1 ≤ η ≤ i, η 6= j, there is exactly one bin with η items.
We show using induction on i that there exists a sequence of exactly ∆i,j =
i(i + 1)(i − 1)/6 − j(j − 1)/2 steps that results in a staircase packing. Note that
for i = 1, it holds that j = 0, and thus ∆1,0 = 0. Otherwise i ≥ 2, and in this
case j ≥ 0 and 0 ≤ j(j − 1) ≤ (i − 1)(i − 2) hold. Thus we get the next chain of
inequalities:
i(i+ 1)(i− 1)− 3j(j− 1) ≥ i(i+ 1)(i− 1)− 3(i− 1)(i− 2) = (i− 1)(i2− 2i+ 6) > 0
where we used the property i2 − 2i+ 6 ≥ 6. First, we show the claim for the case
j = 0 (where ∆i,0 = i(i+ 1)(i− 1)/6) by induction on i.
For i = 1, in every packing there is exactly one bin with one item, and this
packing is a staircase packing. For a given value of i, n = i(i+ 1)/2. We consider
a subset of n′ = n− i = i(i− 1)/2 items. By the induction hypothesis it is possible
to obtain a packing such that for any 1 ≤ η ≤ i − 1 there is a bin with η items.
Considering the complete set of n items, we get that for any 2 ≤ η ≤ i− 1 there is
a bin with η items, and additionally there are i + 1 bins, each with a single item.
By the induction hypothesis, this packing is obtained in i(i− 1)(i− 2)/6 steps. Let
Bη denote a specific bin with η items for 1 ≤ η ≤ i− 1, where the bin B1 is chosen
arbitrarily. The i other items packed in dedicated bins are called free items. For
k = 1, . . . , i − 1, the k-th free item is moved from its bin, to the bins B1, B2, . . .,
Bi−k, in this order. Bi−k will now contain i − k + 1 items and will not be used
again in this process. After all these steps, Bη (for 1 ≤ η ≤ i− 1) will contain η+ 1
items. The i-th free item remains packed in its own bin, so as a result, for any
1 ≤ η ≤ i there is a bin with η items. The number of additional steps for the free




(i− k) = i(i− 1)/2 ,











To show the claim for the case for j 6= 0 (and i ≥ 2), we use the claim that was
proved for j = 0. Assume that n = i(i + 1)/2 − j where 0 < j < i. In this case,
first we create a staircase packing of a subset of n′ = i(i− 1)/2 items, leaving i− j
free items. For k = 1, . . . , i − j, the k-th free item is moved from its bin, to the
bins B1, B2, . . ., Bi−k, in this order. The bin Bi−k will contain i− k + 1 items as
a result and will not be used for later steps. After this is done for i− j items, Bη
will contain η + 1 items for j ≤ η ≤ i− 1, and for 1 ≤ η ≤ j − 1, Bη still contains
η items. Thus, for every 1 ≤ η ≤ i, η 6= j, there is exactly one bin with η items
and this is exactly a staircase packing as required. The number of additional steps
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(after the bins Bη are created using the claim for j = 0) is
i−j∑
k=1
(i− k) = i(i− 1)/2− j(j − 1)/2 .
The total number of steps is
i(i+ 1)(i− 1)
6
− j(j − 1)
2
.
Once a staircase packing is achieved, we show that it is possible to reach a
packing where all items are packed in one bin together using exactly i(i + 1)(i −
1)/6 − ij + j(j + 1)/2 steps. We define a phase as follows. In the beginning of a
phase there are bins with different numbers of items. Let
J = {j1 < j2 < · · · < j|J|}
be the set of numbers of items before some phase, and let the bin Bη for η ∈ J be
the bin with η items. If |J | > 1, we repeatedly take an item from Bj1 , and move it
to Bj2 then to Bj3 and so forth until it reaches Bj|J| . A phase ends when all items
of Bj1 were moved. If j = 0, then initially J = {1, . . . , i}, there are i − 1 phases,
and the number of steps in all phases is
i−1∑
k=1
k(i− k) = i
2(i− 1)
2























− i(i− 1)(2i− 1)
6
− j(j − 1)
2








The total number of steps is therefore
i(i + 1)(i− 1)
6
− j(j − 1)
2
+









i(i + 1)(i− 1)
3
+ j− ij = ∇i,j .
Next, we prove the main result of this paper.




+ j − ij = Θ(n 32 ) ,
and there exists an input of n items where this bound can be achieved.
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Proof. The lower bound was proved in the previous lemma. For the upper bound,
consider an input I of n = i(i + 1)/2 − j items for 0 ≤ j ≤ i − 1, an initial
configuration and a sequence of moves. Let pmin denote the smallest item size in
I. Let ε = min{pmin, 1/n}, and let I ′ be the input where st = ε for 1 ≤ t ≤ n. For
the input I ′ there cannot be invalid moves, since all items can be packed into one
bin.
Lemma 2. The initial configuration and the sequence of moves of I are valid for
I ′ as well.
Proof. Since no item size was increased, all configurations of I are valid for I ′.
Since the cost of an item in a packing depends only on numbers of items in its
bin and not on their sizes, modifying the sizes may only increase sets of beneficial
deviations, that is, every move that was beneficial and possible for I remains such
for I ′ and the sequence of moves is still valid.
In what follows, we will consider only sequences of moves for I ′. In particular,
we consider only sequences with a maximum number of moves. Such a sequence
must exist since from the results of [14] every sequence of moves has a finite length.
Lemma 3. Every sequence with a maximum number of moves starts with the config-
uration where every item is packed in a separate bin, and ends with the configuration
that all items are packed in one bin.
Proof. Consider a sequence of ` moves. Assume that there is a bin B with k ≥ 2
items in the initial configuration, and let φ ∈ B. Modify the configuration such
that instead of B the starting configuration has the two bins B \ {φ} and {φ}
(other bins remain unchanged). Next, add a step in the beginning of the sequence
of moves where φ moves to join the items of B \ {φ}. This is an improving step
since φ reduces its cost from 1 to 1k . This results in a sequence of `+ 1 steps, which
contradicts maximality.
Next, assume that after the sequence of moves there are at least two non-empty
bins, containing k1 and k2 items respectively, where k1 ≤ k2. Let ψ be an item
packed in the first bin. Add a move of ψ to the second bin in the end of the sequence.







This results in a sequence of `+ 1 steps, which contradicts maximality.
Let k > 0 be an integer. We define a level k small step to be a move where an
item moves from a k-bin to another k-bin. A step is called a small step if there is
an integer k such that the step is a level k small step. Given the set of sequences of
steps of maximum length we focus on sequences where the maximum length prefix
of small steps has maximum length.
Lemma 4. Assume that after a prefix of the sequence of steps is applied there are
at least two k-bins. Then the first step in the remainder of the sequence of steps
involving a k-bin is a level k small step.
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Proof. Assume by contradiction that there is no level k small step in the remaining
part of the sequence. Since the sequence of steps terminates only when all items
are packed in one bin, there is at least one item in the union of the k-bins that
will perform a move (in fact, all the items of all the k-bins except for possibly one
such bin will do that). Consider the first step after the current configuration was
reached that involves a k-bin (either an item moving to the bin or moving out of
it).
There are two possible moves. If an item ψ moves from a k-bin into a bin with
k′ > k items, we modify the sequence as follows. First ψ moves to another k-bin,
and then it moves to the bin with k′ items. The second step is still beneficial for ψ
since in the second step it moves from a (k+ 1)-bin to a bin with k′ ≥ k+ 1 items.
This modification augments the length of the sequence by 1, which contradicts
maximality.
If an item φ moves from a bin with k̃ < k items to one of the k-bins, we modify
the sequence as follows. First choose an arbitrary item from one of the k-bins and
move it to another k-bin. Then, move φ to the bin out of which the item was just
moved (which now has k − 1 items). This last move is beneficial since k̃ ≤ k − 1.
This modification augments the length of the sequence by 1, which contradicts
maximality.
Lemma 5. Consider a maximum length prefix of small steps. After this prefix is
performed, every bin has a different number of items.
Proof. Assume by contradiction that at this time there are two k-bins. Using
Lemma 4, there will be a level k small step later in the sequence, which will be
the first move that involves k-bins. Since all items are identical, it is possible to
perform such a step immediately instead of at a later time. This does not change
the number of steps in the sequence, and it increases the length of the maximum
length prefix of small steps, which contradicts maximality of the prefix (out of
sequences of maximum length).
Lemma 6. Consider the maximum length prefix of small steps. After this prefix is
performed, there is one bin of each number of items in {1, 2, . . . , i} \ {j}, that is, a
staircase packing is created.
Proof. We prove an invariant that is kept as long as only small steps are done. Let
bk be the number of bins with k items, and recall that initially b1 = n and b` = 0
for 0 < ` ≤ n. Assume that at a given time, km is the maximum integer such that
bkm > 0. We say that a number 1 ≤ k ≤ km − 1 is bad if bk = 0, and otherwise it
is good. That is, a number k is bad if there are no k-bins, but there exists at least
one (k + 1)+-bin. If bk ≥ 2 then we say that k is very good. Two bad numbers are
called consecutive bad numbers if all numbers between them are good, that is, if k1
and k2 such that k1 < k2 < km are both bad (bk1 = 0 and bk2 = 0), and for all k
′
such that k1 < k
′ < k2, bk′ > 0.
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The invariant is as follows. For every pair of consecutive bad numbers k1, k2,
where 1 ≤ k1 < k2 < km, there exists a number k̃, where k1 < k̃ < k2, such that k̃
is very good.
Initially, km = 1, thus there are no bad numbers, and the invariant holds triv-
ially. Recall that we only analyze small steps and consider the change resulting
from a single level k small step. Every level k small step implies that before this
step there are at least two k-bins and so k is very good.
Note that k is the only number that can become bad as a result of a level k small
step. Moreover, if k = km, then the value km increases by 1. Assume first that k
remains very good. No bad numbers are created, and since no number stops beings
very good then the invariant holds (even if some number stops being bad). If k
remains good, but not very good, then still no new bad numbers are created and we
only need to consider the case that k was the only very good number between two
consecutive bad numbers. Let these two numbers be k1 < k < k2. If k2 > k+1 and
k1 < k − 1, then the numbers of k1-bins and k2-bins are unchanged (that is, these
numbers remain zero) and the numbers k1, k2 remain consecutive bad numbers
between which we need to show that a very good number exists after the step. Since
k + 1 was good, as a result of the move bk+1 ≥ 2, and since k1 < k + 1 < k2, there
is a very good number between k1 and k2, as required. If k1 = k− 1 but k2 > k+ 1
then k1 becomes good. If k1 was the minimum bad number then we are done.
Otherwise, let k3 < k1 be a bad number such that k3 and k1 were consecutive bad
numbers. We now have that k3 and k2 are consecutive bad numbers and bk+1 ≥ 2
so k+ 1 is a very good number between them. If k1 < k− 1 but k2 = k+ 1 then k2
becomes good. If k2 was the maximum bad number then we are done. Otherwise,
let k4 > k2 be a bad number such that k2 and k4 were consecutive bad numbers.
We now have that k3 and k4 are consecutive bad numbers and bk−1 ≥ 2 so k − 1
is a very good number between them. Finally, if both k1 = k − 1 and k2 = k + 1
hold, then the only case of interest is when k1 was not the minimum bad number
and k2 was not the maximum bad number. We let k3 < k1 be a bad number such
that k3 and k1 were consecutive bad numbers, and let k4 > k2 be a bad number
such that k4 and k2 were consecutive bad numbers. Now k3 and k4 are consecutive
bad numbers. There is a very good number in (k3, k1) which is now a very good
number between k3 and k4.
Finally, we consider the case where k becomes bad. If there previously was a
bad number k2 such that k2 > k, we distinguish two cases. If k2 > k + 1, then
k and k2 becomes a consecutive bad pair of numbers, and k + 1 becomes a very
good number between them. Otherwise, k2 = k + 1 becomes good. If k2 was the
maximum bad number then we are done, and otherwise, let k4 > k2 be such that k2
and k4 were consecutive bad numbers. Instead, k and k4 are now consecutive bad
numbers, and the very good number between them is the same one which was very
good between k2 and k4. The proof is symmetric for the case that there previously
was a bad number k1 such that k1 < k.
To complete the proof, consider the configuration after the (maximum length)
prefix of small steps. Since every bin has a different number of items, there are no
very good numbers, and hence, by the invariant, there is at most one bad number.
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If there exists a bin with at least i + 1 items, and there is just one bad number,
then there are at least (i+ 1)(i+ 2)/2− i = i(i+ 1)/2 + 1 > n items. If there is no
bin with at least i items, then there are at most i(i− 1)/2 < n items. Thus, there
is a bin with i items, and since there is at most one bad number, the bad number
must be j if j 6= 0, and otherwise there is no bad number. Therefore, the packing
at this time is a staircase packing.




− j(j − 1)
2
.
Proof. We use the potential function as in [14] which is the sum of squares of
number of items in the bins. In the beginning every item is in a dedicated bin, so
the potential is equal to n = i(i + 1)/2 − j. Consider a level k small step. The
potential function increases by exactly 2 in this step, since the only change is that
instead of two k-bins, there is a (k − 1)-bin a (k + 1)-bin, and the increase in the
potential is exactly
(k + 1)2 + (k − 1)2 − 2k2 = 2 .
Since a staircase packing is achieved in the (maximum length) prefix of small
steps, the value of the potential after this prefix is
i∑
k=1
k2 − j2 = i(i+ 1)(2i+ 1)
6
− j2 .
Thus, the number of steps cannot exceed half the difference between the final












− j(j − 1)
2
.
Lemma 8. The number of steps in the remainder of the sequence after the (max-
imum length) prefix of small steps is at most
i(i+ 1)(i− 1)
6
− ij + j(j + 1)
2
.
Proof. In this case we define a different potential function. Sort the bins in non-
increasing order according to numbers of items. Let the index of an item be the
index of the bin into which it is packed. The potential of a packing is sum of indices
of items.
The potential is clearly positive at all times. The final potential is n, since all
items are packed in one bin. Consider a step in which an item moves from a k1-bin
Bv to a k2-bin Bu (where k2 ≥ k1). Since all items are identical, we assume that
Bv is the k1-bin of maximum index, and Bu is the k2 bin of minimum index. This
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holds even if k1 = k2, since in this case there are at least two bins with this number
of items. Since the bins are sorted by non-increasing order according to numbers
of items we have v > u. As a result of the move, Bv now has k1 − 1 items, and Bu
now has k2 + 1 items. By definition, if u > 1 then Bu−1 has at least k2 + 1 items.
Similarly, if Bv+1 exists then it has at most k1− 1 items, so the sorted order is still
valid. The change in the potential in this step is the change in the index of the bin
of the moving item, which is v − u ≥ 1.




k(i− k + 1) = i(i+ 1)
2
2


















k(i− k + 1) +
i−1∑
k=i−j+1














(i− j)(i− j + 1)
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Taking the sum of the maximum number of steps in the prefix (till the last small
step of the maximum length prefix of small steps) with that of the remainder we
get
i(i + 1)(i− 1)
6
− j(j − 1)
2
+
i(i + 1)(i− 1)
6
−ij+ j(j + 1)
2
=
i(i + 1)(i− 1)
3
+j−ij = ∇i,j .
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Weighted Languages Recognizable by
Weighted Tree Automata∗
Zoltán Fülöpa and Zsolt Gazdaga
Abstract
Yields of recognizable weighted tree languages, yields of local weighted
tree languages, and weighted context-free languages are related. It is shown
that the following five classes of weighted languages are the same: (i) the class
of weighted languages generated by plain weighted context-free grammars, (ii)
the class of weighted languages recognized by plain weighted tree automata,
(iii) the class of weighted languages recognized by deterministic and plain top-
down weighted tree automata, (iv) the class of weighted languages recognized
by deterministic and plain bottom-up weighted tree automata, and (v) the
class of weighted languages determined by plain weighted local systems.
1 Introduction
A tree automaton recognizes a set of trees over a ranked alphabet Σ and a yield
alphabet (or frontier alphabet) X [14, 15]. Such trees are called ΣX-trees and the
elements of X may be leaves of ΣX-trees. Hence, a tree automaton also recognizes
a language over X as follows. For a ΣX-tree ξ, we define the yield yd(ξ) of ξ to be
the string in X∗ obtained by reading the leaves of ξ from left to right. Then, the
language recognized by a tree automaton is the set of all strings yd(ξ), where ξ is
a tree recognized by the automaton.
The idea of using tree automata in the theory of languages was proposed already
in papers [26], [20], [27] and [22]. Then, more results were obtained in [7], [23], [28],
and [25], of which a summary can be found in [14, 15] (also, cf. [10, 6]). Among
other things, it was proved that the following four classes of languages are the same:
(i) the class of context-free languages, (ii) the class of languages recognized by tree
automata, (iii) the class of languages recognized by deterministic top-down tree
automata, and (iv) the class of languages obtained by taking the yield of local tree
languages (cf. Thm. II.9.4, III.2.7, and III. 2.9 in [14]).
With another line of research, tree automata were generalized to weighted tree
automata (wta for short) [2, 1], in order to be able to deal with quantitative aspects
∗This research was supported by the Hungarian Scientific Research Fund (OTKA)
Grant K 108448.
aDepartment of Foundations of Computer Science, University of Szeged, Árpád tér 2, 6720
Szeged, Hungary, E-mail: {fulop,gazdag}@inf.u-szeged.hu
DOI: 10.14232/actacyb.23.3.2018.9
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of recognizable tree languages. A wta recognizes a weighted ΣX-tree language; that
is, a mapping from the set of ΣX-trees to a weight structure. Here, we consider the
case that the weight structure is a semiring K. For surveys, see [11, 13]; and note
that in these papers weighted tree languages are called tree series. Also, weighted
context-free languages were introduced under the name of algebraic power series
[5]; see [24, 19] and [21] for summary and [8] for a recent application1.
Weighted ΣX-tree languages with a yield alphabet and weighted languages over
X may be related as in the classical (unweighted) case. We can generalize the yield
function to the weighted setting such that the yield yd(Φ) of a weighted ΣX-tree
language Φ will be a weighted language over X. In fact, the weight of a string
w ∈ X∗ in yd(Φ) is the sum of the weight of all trees in Φ of which the yield is
w. We note that there may be infinitely many such trees, hence the sum may have
infinitely many terms. In this case the semiring K should be complete in the sense
defined in [9].
The fundamental relation between recognizable weighted tree languages and
weighted context-free languages is established in Thm. 8.6 and Cor. 8.7 of [11] in
the form that, roughly speaking, algebraic power series are the same as yields of
recognizable tree series. The authors use proof techniques, e.g. a theory of fixed
points, which assume that the weight semiring is continuous (hence complete) and
commutative. However, in some cases these strong assumptions are not necessary
to achieve the same result. For instance, we do not need the assumption that K is
complete to define the weight of a string in a weighted context-free grammar if, for
every w ∈ X∗, the set of derivation trees of w with nonzero weight is finite (cf. the
definition of the weighted CF grammar in [8]). The same holds for the yield of a
weighted tree language Φ: we do not need the condition that K is complete if, for
every w ∈ X∗, the set of ΣX-trees ξ with yd(ξ) = w and Φ(ξ) 6= 0 is finite.
In this paper, we extend the above mentioned result of [11] to classes of weighted
languages where the weight semiring is not commutative and not necessarily com-
plete. Moreover, using the notions in [14], we will also take into consideration
the weighted tree languages recognized by deterministic top-down wta and by de-
terministic bottom-up wta, as well as weighted languages obtained by taking the
yield of local weighted tree languages [12]. For this, we adapt the definition of a
weighted CF grammar of [8] to our semiring weighted context-free grammar and
call this weighted context-free grammar plain. Moreover, we will introduce the con-
cept of a plain wta and of a plain weighted local system, both as the counterpart of
a plain weighted context-free grammar. Then, as the main result of the paper, we
will show in Theorem 1 that the following five classes of weighted languages are the
same: (i) the class of weighted languages generated by plain weighted context-free
grammars, (ii) the class of weighted languages recognized by plain wta, (iii) the
class of weighted languages recognized by deterministic and plain top-down wta,
(iv) the class of weighted languages recognized by deterministic and plain bottom-
up wta, and (v) the class of weighted languages determined by plain weighted local
systems.
1The weight structure in [8] is a valuation monoid, which is a generalization of a semiring.
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2 Preliminaries
2.1 General concepts
First, let N be the set of positive integers and N0 be the set of nonnegative integers.
For every k ∈ N, we define [k] = {1, . . . , k}.
An alphabet is a finite set X of symbols. We denote by X∗ the set of all words
(or strings) over X and by ε the empty string. The length of a string w ∈ X∗ is
denoted by |w|. A language L (over X) is an arbitrary subset of X∗.
A ranked alphabet is a tuple (Σ, rk) where Σ is an alphabet and rk : Σ→ N0 is
the rank mapping. For every k ≥ 0, we define Σk = {σ ∈ Σ | rk(σ) = k}. Sometimes
we write σ(k) to mean that σ ∈ Σk. Moreover, let X be a set disjoint with Σ. The
set of terms (or: trees) over X, denoted by TΣ(X), is the smallest set T such that
(i) Σ0∪X ⊆ T and (ii) if k ≥ 1, σ ∈ Σk, and ξ1, . . . , ξk ∈ T , then σ(ξ1, . . . , ξk) ∈ T .
We shall abbreviate TΣ(∅) by TΣ.
We define the mapping pos : TΣ(X) → P(N∗) by recursion as follows: (i) for
each y ∈ (Σ0 ∪ X) we let pos(y) = {ε} and (ii) for every k ≥ 1, σ ∈ Σ(k), and
ξ1, . . . , ξk ∈ TΣ(X) we let pos(σ(ξ1, . . . , ξk)) = {ε} ∪ {ip | i ∈ [k], p ∈ pos(ξi)}. For
every ξ ∈ TΣ(X) we call pos(ξ) the set of positions in ξ and, for every p ∈ pos(ξ),
we define the label ξ(p) ∈ Σ of ξ at position p and the subtree ξ|p ∈ TΣ(X) of ξ
at position p in the usual way (cf. e.g. [13]). We shall call ξ(ε) the root of ξ and
denote it by rt(ξ).
A monoid (K,+, 0) is commutative if a+b = b+a and zero-sum free if a+b = 0




I → K for each finite index set I in the usual way. For each
finite family (ai | i ∈ I) of elements of K we write the sum
∑
I(ai | i ∈ I) also
in the form
∑
(ai | i ∈ I) or
∑
i∈I ai. Moreover, the monoid (K,+, 0) is complete
if it has a sum operation
∑
I : K
I → K for each countable index set I such that
this sum coincides with the extension of + when I is finite (for the axioms, see [9,
p. 124]). For countable index sets I and families (ai | i ∈ I) we will also use the
notation
∑
(ai | i ∈ I) and
∑
i∈I ai in the same sense as that for finite index sets
and families.
A semiring is an algebra (K,+, ·, 0, 1) which consists of a commutative monoid
(K,+, 0), called the additive monoid, and a monoid (K, ·, 1), called the multiplica-
tive monoid of the semiring, such that multiplication distributes (from both left
and right) over addition, and moreover, 0 6= 1 and 0 is absorbing with respect to ·
(also both from left and right). We call the semiring zero-sum free if its additive
monoid is zero-sum free and commutative if its multiplicative monoid is commu-
tative. Furthermore, the semiring is complete if its additive monoid is complete
and the generalized distributivity law holds for infinite sums (see [9, p. 124]). An
introduction to and some details about semirings can be found e.g. in [17, 18]. As
usual, we often denote a semiring by its carrier set.
In the rest of this paper Σ will denote an arbitrary ranked alphabet, X
will denote an arbitrary alphabet which is disjoint with Σ, and K will
denote an arbitrary semiring, unless specified otherwise.
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A K-weighted tree language is a mapping Φ : TΣ(X)→ K. For every ξ ∈ TΣ(X),
the element Φ(ξ) of K is called the weight of ξ (in Φ). Analogously, a K-weighted
language is a mapping λ : X∗ → K and, for every w ∈ X∗, the element λ(w) of K
is called the weight of w (in λ). Sometimes we drop K from K-weighted and thus
we speak about a weighted (tree) language.
Next, we define the yield of weighted tree languages which satisfies a certain
condition. For this, first we define the yield of a tree in TΣ(X) by the function
ydΣ : TΣ(X)→ X∗ as follows: (i) for every y ∈ (Σ0 ∪X) let ydΣ(y) = ε if y ∈ Σ0
and ydΣ(y) = y if y ∈ X, and (ii) for every ξ = σ(ξ1, . . . , ξk), where k ≥ 1, we
define ydΣ(ξ) = ydΣ(ξ1) . . . ydΣ(ξk). Hence, we have yd
−1
Σ (w) = {ξ ∈ TΣ(X) |
ydΣ(ξ) = w} for every w ∈ X∗.
Now let Φ : TΣ(X)→ K be a weighted tree language. We call Φ summable for
yield (or: summable) if the semiring K is complete or the set
TΦ(w) = {ξ ∈ yd−1Σ (w) | Φ(ξ) 6= 0}
is finite for every w ∈ X∗. If Φ is summable, then we define the yield of Φ to be





for every w ∈ X∗, where
∑
denotes the extension of the addition of K. (The fact
that Φ is summable guarantees that the above sum is well-defined.) Moreover, for
a class C(K) of summable K-weighted languages we define yd′(C(K)) = {yd(Φ) |
Φ ∈ C(K)} and we will write yd for yd′ in the rest of the paper.
2.2 Weighted context-free languages
Weighted context-free grammars over semirings were introduced in [5] (see also
[24, 19]). Recently, a Chomsky-Schützenberger theorem was proved for weighted
context-free grammars over tree valuation monoids in [8]. We follow the idea of
[8] to define the semantics of a weighted context-free grammar, but we will use
semirings as weight structures.
A K-weighted context-free grammar (or CF(K)-grammar for short) is a tuple
G = (N,X,Z, P,wt), where N and X are alphabets (nonterminals and terminals,
respectively) such that N ∩X = ∅, Z ∈ N (initial nonterminal), P is a finite set
of rules of the form A→ α, where A ∈ N and α ∈ (N ∪X)∗, and wt: P → K is a
mapping (weight assignment). Given a rule r = (A→ α), we call the nonterminal
A the left-hand side of r and denote it by lhs(r).
The semantics of a weighted context-free grammar is defined in [8] in terms of
leftmost derivations. Here, we follow an equivalent approach and use derivation
trees in the sense of [16, Sect. 3.1]. In fact, we will treat P as a ranked alphabet
by letting rk(r) = |α| for every r = (A → α) ∈ P and we will denote this ranked
alphabet by P̄ . Hence P̄k = {(A→ α) ∈ P | |α| = k} for every k ≥ 0.
We can extend the mapping wt to trees in TP̄ (X) by defining the mapping
wt′ : TP̄ (X)→ K as follows. For every ζ ∈ TP̄ (X),
Weighted Languages Recognizable by Weighted Tree Automata 871
(i) if ζ = r for some rule r ∈ P̄0, then wt′(ζ) = wt(r),
(ii) if ζ ∈ X, then wt′(ζ) = 1, and
(iii) if ζ = r(ζ1, . . . , ζk), for some k ≥ 1, r ∈ P̄k, and ζ1, . . . , ζk ∈ TP̄ (X), then
wt′(ζ) = wt′(ζ1) · . . . · wt′(ζk) · wt(r) (where · is the multiplication of K).
We note that wt′ is a K-weighted tree language, thus we may call wt′(ζ) the weight
of ζ. From now on, we write wt for wt′.
Next, we define derivation trees as certain trees in TP̄ (X). Formally, for every
w ∈ X∗, we define the set DG(w) of derivation trees of w such that, for every
ζ ∈ TP̄ (X), we have ζ ∈ DG(w), if and only if
- lhs(rt(ζ)) = Z and ydP̄ (ζ) = w,
- for every p ∈ pos(ζ) with ζ(p) = (A → α1 . . . αk) for some k ≥ 1 and
α1, . . . , αk ∈ (N ∪X), we have ζ(pi) = yi, where
yi =
{
αi if αi ∈ X
a rule ri ∈ P̄ with lhs(ri) = αi if αi ∈ N,
for every 1 ≤ i ≤ k.
The following concept was suggested by [8]. However, we will use a new name
to identify the defined class of weighted context-free grammars. We call G plain if
the semiring K is complete or the set {ζ ∈ DG(w) | wt(ζ) 6= 0} is finite for every
w ∈ X∗. In this case we define the weighted language generated by G to be the
K-weighted language λG : X





The class of weighted languages generated by plain CF(K)-grammars is denoted
by CFLp(K).
Example 1. It is known that the language L = {w ∈ {0, 1}∗ | |w|0 = |w|1} is
context-free. It can be generated, for instance, by the context-free grammar
r1 : S → SS, r2 : S → 0S1, r3 : S → 1S0, and r4 : S → ε .
This grammar is ambiguous; that is, there are words in L which have more than
one derivation tree.
Now we will consider the tropical semiring Trop = (N ∪ {∞},min,+,∞, 0).
It is well known that Trop is complete. Then we define the CF(Trop)-grammar
G = ({S}, X, S, P,wt), where X = {0, 1}, P = {r1, r2, r3, r4}, wt(r1) = wt(r2) =
wt(r3) = 0, and wt(r4) = 1. The grammar G is plain, because Trop is complete.
In Figure 1, we show two trees in TP̄ (X), where the rank of r1, r2, r3, and r4 in P̄
is 2, 3, 3, and 0, respectively. The first tree (from left to right) is not a derivation
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S → SS
S → 0S1
S → ε 0 1
1
S → 0S1
0 S → SS
S → 1S0
1 S → ε 0
S → ε
1
Figure 1: Two trees in TP̄ (X) of Example 1.
tree of any w ∈ X∗, while the second one is a derivation tree of 0101, i.e. it is in
DG(0101). The weight of the first tree is 1 and the weight of the second one is 2.
Now let w ∈ Σ∗. It is clear that for every ζ ∈ TP̄ (X), the weight of ζ is the
number of the occurrences of r4 (roughly speaking, the number of erasing rules) in
ζ. Let us denote this number by #ers(ζ). Moreover,
λG(w) = min(wt(ζ) | ζ ∈ DG(w),wt(ζ) 6=∞) = min(#ers(ζ) | ζ ∈ DG(w)).
2.3 Recognizable weighted tree languages
A K-weighted tree automaton with yield alphabet (or K-wta for short) is a tuple
A = (Q,Σ, X, δ, κ) where Q is a finite nonempty set, the set of states, Σ is the
ranked input alphabet, X is the yield alphabet, δ = (δk | k ∈ N0) is a family of
transition mappings2 such that
δk : Q
k × Σk ×Q→ K for k ≥ 1 and δ0 : (Σ0 ∪X)×Q→ K,
and κ : Q→ K is the root weight mapping.
For every k ∈ N we call an element (q1 . . . qk, σ, q) ∈ Qk × Σk ×Q a transition,
and call δk(q1 . . . qk, σ, q) ∈ K the weight of that transition. (Here and in the rest
of the paper, we abbreviate (q1, . . . , qk) by q1 . . . qk.)
Let ξ ∈ TΣ(X). A run of A on ξ is a mapping ω : pos(ξ) → Q. The set of
all runs of A on ξ is denoted by RA(ξ). For every ω ∈ RA(ξ) and p ∈ pos(ξ), the
run ω|p of A on ξ|p is defined by ω|p(p′) = ω(pp′) for every p′ ∈ pos(ξ|p). Now we
define the weight of a run ω ∈ RA(ξ) to be an element δ∗(ω) of K by induction as
follows:
2In the literature δ is also called a tree representation and δk is given as a mapping of type
Σk → SQ
k×Q.
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• if ξ = y ∈ (Σ0 ∪X), then δ∗(ω) = δ0(y, ω(ε)),
• if ξ = σ(ξ1, . . . , ξk) for some k ≥ 1, then
δ∗(ω) = δ∗(ω|1) · . . . · δ∗(ω|k) · δk(ω(1) . . . ω(k), σ, ω(ε)),
where · is the product of the semiring K. (Note that ω|i ∈ RA(ξi) because
ξi = ξ|i for every 1 ≤ i ≤ k).





for every ξ ∈ TΣ(X). An introduction to the theory of wta over semirings and some
results can be found in [4], [11], and [13].
Example 2. (Cf. [3, Example 3.3]) We consider the arctic semiring Arct = (N ∪
{−∞},max,+,−∞, 0) and construct the wta A = (Q,Σ, X, δ, κ) which recognizes
the weighted tree language height : TΣ(X)→ N, where height(ξ) = max{|w| | w ∈
pos(ξ)}. For this, let Q = {p1, p2}, Σ = {σ(2), α(0)}, X = {x1, x2}. Furthermore,
let
δ0(y, p1) = δ0(y, p2) = 0, for all y ∈ (Σ0 ∪X),
δ2(p1p2, σ, p1) = δ2(p2p1, σ, p1) = 1,
δ2(p2p2, σ, p2) = 0,
and for every other transition (q1q2, σ, q) we have δ2(q1q2, σ, q) = −∞. Lastly, let
κ(p1) = 0 and κ(p2) = −∞.
Intuitively, A works as follows. For every input tree ξ and run ω ∈ RA(ξ),
- if ω assigns p1 to each position in a path from the root to a leaf of ξ (in
particular, to the root and to that leaf of ξ) and assigns p2 to every other
position in ξ, then the weight of ω is equal to the length of that path,
- if ω assigns p2 to each position in ξ, then the weight of ω is 0, and









δ∗(ω) | ω ∈ RA(ξ), ω(ε) = p2
)
= 0,
for every ξ ∈ TΣ(X). Thus,
||A||(ξ) = max(δ∗(ω) + κ(ω(ε)) | ω ∈ RA(ξ)) =
max
(
max(δ∗(ω) + κ(p1) | ω ∈ RA(ξ), ω(ε) = p1),





height(ξ) + 0, 0 + (−∞)
)
= height(ξ).
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A K-wta A = (Q,Σ, X, δ, κ) is bottom-up deterministic (or bu-deterministic)
if for every y ∈ (Σ0 ∪ X), there is at most one q ∈ Q such that δ0(y, q) 6= 0,
and for every k ≥ 1, σ ∈ Σk, and w ∈ Qk there is at most one q ∈ Q such that
δk(w, σ, q) 6= 0. If this is the case, then for every input tree ξ ∈ TΣ(X), there is at
most one ω ∈ RA(ξ) such that δ∗(ω) 6= 0. Thus ||A||(ξ) = δ∗(ω) ·κ(ω(ε)), if ω is the
only element of RA(ξ) with δ
∗(ω) 6= 0 and ||A||(ξ) = 0 if there is no such element
in RA(ξ).
Moreover, A is top-down deterministic (or td-deterministic) if the set {q ∈ Q |
κ(q) 6= 0} is a singleton, for every y ∈ (Σ0 ∪X), there is at most one q ∈ Q such
that δ0(y, q) 6= 0, and for every k ≥ 1, σ ∈ Σk, and q ∈ Q there is at most one
w ∈ Qk such that δk(w, σ, q) 6= 0. In this case, for every q ∈ Q and ξ ∈ TΣ(X),
there is at most one ω ∈ RA(ξ) with ω(ε) = q and δ∗(ω) 6= 0. Hence the formula
for ||A||(ξ) can be simplified in the same way as for a bu-deterministic K-wta. Let
us mention that for both kinds of deterministic K-wta, the addition + of K is not
used to the compute ||A||.
A K-weighted tree language Φ : TΣ(X) → K is recognizable (bu-
deterministically recognizable, td-deterministically recognizable) if there is a K-wta
(resp. bu-deterministic K-wta, td-deterministic K-wta) A such that Φ = ||A||.
The class of all summable and recognizable K-weighted tree languages is denoted
by Recs(K). The notations bud-Recs(K) and tdd-Recs(K) are introduced in an
analogous way.
2.4 Local weighted tree languages
Local weighted tree languages were introduced in [12]. Here, we give a slightly
more general definition by using a yield alphabet X in order to be able to handle
yields of local weighted tree languages.
We introduce the family Fork(Σ, X) = (Forkk(Σ, X) | k ≥ 0) of sets, where
Forkk(Σ, X) = (Σ ∪X)k × Σk for k ≥ 1 and Fork0(Σ, X) = Σ0 ∪X.
We write the elements of Forkk(Σ, X), k ≥ 1 in the form (y1 . . . yk, σ) and call them
(Σ, X)-forks. A fork (y1 . . . yk, σ) occurs in a tree if the tree has a σ-node of which
the k children are labeled by y1, . . . , yk from the left to right.
A K-weighted local system (or K-wls for short) is a system L = (Σ, X, ϕ, ρ),
where ϕ is a family of mappings (ϕk | k ≥ 0) with
ϕk : Forkk(Σ ∪X)→ K, and ρ : (Σ ∪X)→ K
is another mapping. Intuitively, we associate a weight, i.e., an element of K with
each fork and also with each symbol in Σ ∪X. Note that this weight may be 0.
Next, we define the K-weighted tree language determined by L. For this, we
extend ϕ to the mapping ϕ′ : TΣ(X)→ K defined by induction as follows:
(i) ϕ′(y) = ϕ0(y) for every y ∈ (Σ0 ∪X),
(ii) ϕ′(σ(ξ1, . . . , ξk)) = ϕ
′(ξ1) · . . . · ϕ′(ξk) · ϕk(rt(ξ1) . . . rt(ξk), σ) for every k ≥ 1,
σ ∈ Σk, and ξ1, . . . , ξk ∈ TΣ(X).
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In the following we write ϕ for ϕ′. The K-weighted tree language ||L|| : TΣ(X)→ K
determined by L is defined by ||L||(ξ) = ϕ(ξ) · ρ(rt(ξ)) for every ξ ∈ TΣ(X). As for
deterministic K-wta, the operation + of K is not used in the definition of ||L||.
Thus, ϕ(ξ) is the (semiring) product of the weights associated with the forks
in ξ. The order of the factors is the postorder of the nodes of ξ. Also, the weight
||L||(ξ) of ξ is the product of ϕ(ξ) and the weight associated to the root of ξ.
Example 3. We consider again the ranked alphabet Σ = {σ(2), α(0)}, the set
X = {x1, x2} and the semiring Arct. We define the Arct-wls L = (Σ, X, ϕ, ρ) by
• ϕ2(yα, σ) = 1, ϕ2(yz, σ) = 0 for all y, z ∈ (Σ∪X) with z 6= α, and ϕ0(y) = 0
for all y ∈ (Σ0 ∪X), and
• ρ(y) = 0 for all y ∈ (Σ ∪X).
It should be clear that ||L||(ξ) is the number of the occurrences of the pattern
σ( , α) in ξ for every ξ ∈ TΣ(X), where ’ ’ is a placeholder which may be filled by
any element of Σ ∪X. We note that in [13, Example 3.4] a wta is given over the
semiring of natural numbers which recognizes ||L|| (with the difference being that
there X = ∅).
A K-weighted tree language Φ : TΣ(X) → K is called local if there is a K-wls
L such that Φ = ||L||.
3 The results
Now, we will introduce plain wta and plain wls and define weighted languages
recognizable by plain wta and determined by plain wls, respectively. We relate the
class of weighted languages generated by plain weighted context-free grammars, the
class of weighted languages recognizable by plain wta, and the class of weighted
languages determined by plain wls.
We say that a K-wta A = (Q,Σ, X, δ, κ) is plain if K is complete or, for every
w ∈ Σ∗, the set
UA(w) = {ξ ∈ yd−1Σ (w) | ∃(ω ∈ RA(ξ)) : δ
∗(ω) · κ(ω(ε)) 6= 0}
is finite.
Lemma 1. Let A = (Q,Σ, X, δ, κ) be a K-wta.





for every w ∈ Σ∗.
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(2) If K is zero-sum free and ||A|| is summable, then A is plain.
(3) If A is bu-deterministic and ||A|| is summable, then A is plain. The same
holds when we replace bu-deterministic by td-deterministic.
Proof. Let w ∈ Σ∗. It is obvious that
T||A||(w) =






 6= 0} ⊆
{ξ ∈ yd−1Σ (w) | ∃(ω ∈ RA(ξ)) : δ
∗(ω) · κ(ω(ε)) 6= 0} = UA(w).
Now, we will prove (1). Since A is plain, the set UA(w) is finite. Thus T||A||(w)



















where the third equality holds because for every ξ ∈ (UA(w) \ T||A||(w)) the corre-
sponding sum is 0 and the fourth one holds because summation is associative and
commutative in K.
To prove (2), we assume that K is zero-sum free and that ||A|| is summable.
Due to the fact that K is zero-sum free, ⊆ becomes an equality and therefore
T||A||(w) = UA(w). Since T||A||(w) is finite, the set UA(w) is also finite and hence A
is plain.
Statement (3) follows from the fact that, by the remarks we made on the runs
of bu-deterministic wta and td-deterministic wta, ⊆ becomes an equality and so
we have again that T||A||(w) = UA(w).
Let Recp(K) be the class of allK-weighted tree languages which are recognizable
by a plain K-wta. The notations bud-Recp(K) and tdd-Recp(K) are introduced in
an analogous way.
Let A be a plain K-wta. Then we call yd(||A||) the weighted language recognized





The next statements immediately follow from Lemma 1.
Corollary 1. (1) yd(Recp(K)) ⊆ yd(Recs(K)).
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(2) If K is zero-sum free, then yd(Recp(K)) = yd(Recs(K)).
(3) yd(bud-Recp(K)) = yd(bud-Recs(K)).
(4) yd(tdd-Recp(K)) = yd(tdd-Recs(K)).
It is an open question whether there is a semiring K such that yd(Recs(K)) \
yd(Recp(K)) 6= ∅. However, we can prove the following weaker statement.
Lemma 2. There is a semiring K and a K-wta A which is not plain such that ||A||
is summable.
Proof. We consider the semiring (Z,+, ·, 0, 1) of integers. We note that Z is not
zero-sum free. Moreover, we define the Z-wta A = (Q,Σ, X, δ, κ), where Q =
{p, q, r}, Σ = Σ1 = {γ}, X = {x}. Moreover,
• δ0(x, p) = −1, δ0(x, q) = δ0(x, r) = 1,
• δ1(p, γ, p) = δ1(q, γ, q) = 1 and δ1(s, γ, t) = 0 for every other combination
s, t ∈ Q,
• κ(p) = κ(q) = κ(r) = 1.
There are three runs ωp, ωq, and ωr on the input tree x, which are defined by
ωp(ε) = p, ωq(ε) = q, and ωr(ε) = r. For these runs, we have
δ∗(ωp) · κ(p) + δ∗(ωq) · κ(q) + δ∗(ωr) · κ(r) = (−1) · 1 + 1 · 1 + 1 · 1 = 1,
hence ||A||(x) = 1. For each n ≥ 1, there are two runs ωp,n and ωq,n with nonzero
weight on the tree γn(x). The run ωp,n associates p with each position in γ
n(x),
and the run ωq,n is defined analogously. For these runs, we have
δ∗(ωp,n) · κ(p) + δ∗(ωq,n) · κ(q) = (−1) · 1 + 1 · 1 = 0,
hence ||A||(γn(x)) = 0. This means that T||A||(x) = {x} and T||A||(w) = ∅ for every
w ∈ X∗ with w 6= x. Hence A is summable.
However, for every ξ ∈ TΣ(X), we have ydΣ(ξ) = x and there is a run ω on ξ
such that δ∗(ω) · κ(ω(ε)) 6= 0. Hence the set UA(x) is infinite and thus A is not
plain.
Now we turn to local weighted tree languages and the weighted languages de-
termined by them.
We call a K-weighted local system L = (Σ, X, ϕ, ρ) plain if K is complete or
the set {ξ ∈ yd−1Σ (w) | ϕ(ξ) · ρ(rt(ξ)) 6= 0} is finite for every w ∈ X∗. It follows
immediately from the corresponding definitions that a K-wls L is plain if and only
if ||L|| is summable. For a plain K-wls L, we call yd(||L||) the weighted language
determined by L and denote it by λL. We denote by Locp(K) the class of weighted
tree languages determined by plain K-weighted local systems.
Proposition 1. [12, Lm. 1] Locp(K) ⊆ bud-Recp(K).
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Proof. The construction used in the proof of [14, Thm. II. 9.4] (see also Lemma 1 of
[12]) can be naturally extended to the yield alphabet. Indeed, let L = (Σ, X, ϕ, ρ)
be a K-wls and construct the K-wta A = (Q,Σ, X, δ, κ) in the following way.
Let Q = {z | z ∈ (Σ ∪ X)} and, for every y ∈ (Σ0 ∪ X) and z ∈ (Σ ∪ X), let
δ0(y, z) = ϕ0(y), if z = y and let δ0(y, z) = 0, otherwise. Furthermore, for every
k ≥ 1, z1 . . . zk ∈ (Σ ∪X)k, σ ∈ Σk, and z ∈ (Σ ∪X), let
δk(z1 . . . zk, σ, z) =
{
ϕk(z1 . . . zk, σ) if z = σ
0 otherwise.
Lastly, for every σ ∈ Σ, let κ(σ) = ρ(σ).
It is easy to see that A is bu-deterministic. Now let ξ ∈ TΣ(X) and ωξ ∈ RA(ξ)
be the run defined by ωξ(p) = ξ(p), for every p ∈ pos(ξ). It can be readily seen
by induction on ξ that δ∗(ωξ) = ϕ(ξ). Moreover, for every run ω ∈ RA(ξ) with




δ∗(ω) · κ(ω(ε)) = δ∗(ωξ) · κ(ωξ(ε)) =
δ∗(ωξ) · κ(ξ(ε)) = ϕ(ξ) · ρ(rt(ξ)) = ||L||(ξ).
Now assume that L is plain. By our above remark, ||L|| is summable. Hence
||A|| is also summable. Since A is bu-deterministic, by Lemma 1(3) we obtain that
A is plain.
Now we have all the concepts available to state the main result of this paper.
Theorem 1. For each weighted language λ : TΣ(X)→ K, the following five state-
ments are equivalent:
(1) λ can be generated by a plain CF(K)-grammar,
(2) λ can be determined by a plain K-wls,
(3) λ can be recognized by a plain and bottom-up deterministic K-wta,
(4) λ can be recognized by a plain and top-down deterministic K-wta,
(5) λ can be recognized by a plain K-wta.
If K is zero-sum free, then the following can be added to the list:
(6) λ can be recognized by a K-wta A such that ||A|| is summable.
Proof. The proof of the first statement is that (1) ⇒ (2) by Lemma 3, (2) ⇒ (3)
by Proposition 1, (1) ⇒ (4) by Lemma 4, (3), (4) ⇒ (5) by definition, and finally
(5) ⇒ (1) by Lemma 6. The second statement follows from Corollary 1(2).
Lemma 3. CFLp(K) ⊆ yd(Locp(K)).
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Proof. Let G = (N,X,Z, P,wt) be a plain CF(K)-grammar. We define the K-wls
L = (P̄ ,X, ϕ, ρ), where
• P̄ is the ranked alphabet defined in Section 2.2,
• for every k ≥ 1, the mapping ϕk : Forkk(P̄ ∪ X) → K is defined by
ϕk(y1 . . . yk, r) = wt(r) if r = (A → α1 . . . αk) for some k ≥ 1 and
α1, . . . , αn ∈ (N ∪X), and
yi =
{
αi if αi ∈ X
a rule ri ∈ P with lhs(ri) = αi if αi ∈ N,
for every 1 ≤ i ≤ k; and ϕk(y1 . . . yk, r) = 0 in every other case,
• the mapping ϕ0 : Fork0(P̄ ∪ X) → K is defined by ϕ0(r) = wt(r) for every
r ∈ P̄0 and ϕ0(x) = 1 for every x ∈ X,
• the root mapping ρ : (P̄ ∪ X) → K is defined, for every y ∈ (P̄ ∪ X) by
ρ(y) = 1 if y ∈ P with lhs(y) = Z and ρ(y) = 0 in every other case.
Let w ∈ X∗. Due to the construction, DG(w) ⊆ yd−1P̄ (w) and
ϕ(ζ) · ρ(rt(ζ)) =
{
wt(ζ) if ζ ∈ DG(w)
0 otherwise
for every ζ ∈ yd−1
P̄
(w). If K is not complete, then the set {ζ ∈ DG(w) | wt(ζ) 6= 0}
is finite because G is plain. Thus the set {ζ ∈ yd−1Σ (w) | ϕ(ζ) · ρ(rt(ζ)) 6= 0} is also















where second equality follows using that DG(w) ⊆ yd−1P̄ (w) and the note made on
the values of ϕ(ζ) · ρ(rt(ζ)) for trees not in DG(w).
Lemma 4. CFLp(K) ⊆ yd(bud-Recp(K) ∩ tdd-Recp(K)).
Proof. Let G = (N,X,Z, P,wt) be a plain CF(K)-grammar. We define the K-wta
A = (Q, P̄ ,X, δ, κ), where
• Q = N ∪ {x | x ∈ X},
• P̄ is the ranked alphabet defined in Section 2.2,
• the family δ is defined as follows:
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– for every k ≥ 1, rule r = (A → α1 . . . αk) ∈ P̄k with α1, . . . , αk ∈




αi if αi ∈ N
x if αi = x ∈ X,
for 1 ≤ i ≤ k; and we let δk(q1 . . . qk, r, q) = 0 for every other choice of
q1, . . . , qk and q,
– for every r = (A → ε) ∈ P̄0 and q ∈ Q, we define δ0(r, q) = wt(r) if
q = A and δ0(r, q) = 0 otherwise,
– for every x ∈ X and q ∈ Q, we define δ0(x, q) = 1 if q = x and δ0(x, q) =
0 otherwise,
• for every q ∈ Q, κ(q) = 1 if q = Z and κ(q) = 0 otherwise.
It is obvious that A is both bu-deterministic and td-deterministic. We will show
that it is also plain and that λG = yd(||A||).
For every ζ ∈ TP̄ (X), there is a distinguished run ωζ ∈ RA(ζ) defined for each
p ∈ pos(ζ) by
ωζ(p) =
{
lhs(r) if ζ(p) = r for some r ∈ P̄ ,
x if ζ(p) = x for some x ∈ X.
The transition mappings of A are designed in such a way that, for every ζ ∈ TP̄ (X)
and ω ∈ RA(ζ), we have δ∗(ω) = 0 if ω 6= ωζ , and
δ∗(ωζ) · κ(ωζ(ε)) =
{
wt(ζ) if ζ ∈ DG(w) for some w ∈ X∗,
0 otherwise.
This, the fact that G is plain, and that DG(w) ⊆ yd−1P̄ (w) implies that if K is not
complete, then the set {ζ ∈ yd−1
P̄
(w) | δ∗(ωζ) · κ(ωζ(ε)) 6= 0} is finite for every






















where ωζ is the particular run in RA(ζ) defined above. The second equality holds
because DG(w) ⊆ yd−1P̄ (w) and the note made on δ
∗(ωζ). The third one holds
because δ∗(ω) = 0 for ω 6= ωζ .
To prove that yd(Recp(K)) ⊆ CFLp(K) we need the following preparation. A
K-wta A = (Q,Σ, X, δ, κ) has Boolean root weights (see [13, Sec. 3.2]) if κ(q) ∈
{0, 1} for every q ∈ Q. In this case we replace κ by the set F = {q ∈ Q | κ(q) = 1}
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and write A = (Q,Σ, X, δ, F ). For a ξ ∈ TΣ(X), let RFA(ξ) = {ω ∈ RA(ξ) | ω(ε) ∈













In [4, Thm. 6.1.6] it is shown that K-wta and K-wta with Boolean root weights
are equally powerful (see [13, Thm. 3.6]). We will now give another, slightly
modified proof.
Lemma 5. For each K-wta A there is a K-wta A′ with Boolean root weights such
that ||A|| = ||A′|| and UA(w) = UA′(w) for every w ∈ Σ∗.
Proof. Let A = (Q,Σ, X, δ, κ) be a K-wta. We construct a K-wta A′ with Boolean
root weights such that ||A|| = ||A′||. First, let F = {qf | q ∈ Q} be a disjoint copy
of Q and let Q′ = Q∪F . Then construct A′ = (Q′,Σ, X, δ′, F ), where δ′ is defined
as follows:
- for every y ∈ (Σ0 ∪X) and q ∈ Q, let
δ′0(y, q) = δ0(y, q) and δ
′
0(y, qf ) = δ0(y, q) · κ(q), and
- for every k ≥ 1, σ ∈ Σk, q1, . . . , qk ∈ Q′, and q ∈ Q, let
δ′k(q1 . . . qk, σ, q) =
{
δk(q1 . . . qk, σ, q) if q1, . . . , qk ∈ Q
0 otherwise
and
δ′k(q1 . . . qk, σ, qf ) =
{
δk(q1 . . . qk, σ, q) · κ(q) if q1, . . . , qk ∈ Q
0 otherwise.
Now we will explore the relation between the runs of A and of A′ on a tree ξ ∈
TΣ(X). First, we note that RA(ξ) ⊆ RA′(ξ) because Q ⊆ Q′. Actually, a run
ω ∈ RA′(ξ) is in RA(ξ) if and only if ω(p) ∈ Q for every p ∈ pos(ξ). Next, we
introduce the notation
R̂FA′(ξ) = {ω ∈ RFA′(ξ) | ω(p) ∈ Q for every p ∈ pos(ξ) with p 6= ε}.
Note that, for each ω ∈ R̂FA′(ξ), we have ω(ε) = qf for some q ∈ Q. Moreover,
there is a bijection from R̂FA′(ξ) to RA(ξ) defined by the correspondence ω 7→ ω̂,
where ω̂(ε) = q if ω(ε) = qf and ω̂(p) = ω(p) for any other p ∈ pos(ξ) with p 6= ε.
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δ∗(ω) if ω ∈ RA(ξ)
δ∗(ω̂) · κ(ω̂(ε)) if ω ∈ R̂FA′(ξ)
0 otherwise,
where ω 7→ ω̂ is the bijection defined above.










δ∗(ω) · κ(ω(ε)) = ||A||(ξ)
holds for every ξ ∈ TΣ(X). The second equality holds because δ′∗(ω) = 0 for each
ω ∈ (RFA′(ξ)\ R̂FA′(ξ)) and the third one holds by the bijection between R̂FA′(ξ) and
RA(ξ) described above. This proves that ||A′|| = ||A||.
Now, let w ∈ X∗. To see that UA(w) = UA′(w), first we note that




Due to the bijection between R̂FA′(ξ) and RA(ξ) for every ξ ∈ TΣ(X), we have
UA′(w) = UA(w).
Corollary 2. For each plain K-wta A there is a plain K-wta A′ with Boolean root
weights such that λA = λA′ .
Proof. Let A be a plain K-wta and construct A′ as in Lemma 5. Since UA(w) =
UA′(w) for every w ∈ Σ∗, it follows that A′ is also plain. Furthermore, since
||A|| = ||A||′, we have
λA = yd(||A||) = yd(||A′||) = λA′ .
Lemma 6. yd(Recp(K)) ⊆ CFLp(K).
Proof. Let A = (Q,Σ, X, δ, F ) be a plain K-wta with Boolean root weights (by
Corollary 2 without loss of generality). We construct a plain CF(K)-grammar G
such that λA = λG . Let G = (N,X,Z, P,wt), where




, where Z is a new symbol,
• P and wt are defined as follows:
– for every (q, y) ∈ F × (Σ ∪ X), the rule r = (Z → (q, y)) is in P with
wt(r) = 1,
– for every k ≥ 1, (q, σ) ∈ Q × Σk, (q1, y1), . . . , (qk, yk) ∈ Q × (Σ ∪ X),
the rule r = ((q, σ) → (q1, y1) . . . (qk, yk)) is in P with wt(r) =
δk(q1 . . . qk, σ, q),
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(Z → (p, σ))
((p, σ)→ (q̄, α)(q, δ))










Figure 2: A visualization of the bijection f given in Lemma 6.
– for every (q, σ) ∈ Q×Σ0, the rule r = ((q, σ)→ ε) is in P with wt(r) =
δ0(σ, q), and
– for every (q, x) ∈ Q×X, the rule r = ((q, x)→ x) is in P with wt(r) =
δ0(x, q).
First we show that, for every w ∈ X∗, there is a bijection f between the sets
DG(w) and {(ξ, ω) | ξ ∈ yd−1Σ (w), ω ∈ R
F
A(ξ)}
such that if f(ζ) = (ξ, ω) for ζ ∈ DG(w), then wt(ζ) = δ∗(ω). To find such a
bijection, for each tree ζ ∈ DG(w), we define ζ̂ ∈ TΣ(X) and ωζ ∈ RFA(ζ̂) as follows.
Let pos(ζ̂) = {p ∈ pos(ζ|1) | (ζ|1)(p) 6∈ X}. Moreover, for every p ∈ pos(ζ̂), let
ζ̂(p) be the second, while ωζ(p) be the first component of lhs(r), where r = (ζ|1)(p)
(see Figure 2 for example). It can be seen that the mapping f : ζ 7→ (ζ̂, ωζ) is a
bijection which satisfies the condition wt(ζ) = δ∗(ωζ).
Now, assume that K is not complete and let w ∈ X∗. Since A is plain and
thus UA(w) is finite, the set {(ξ, ω) | ξ ∈ yd−1Σ (w), ω ∈ RFA(ξ), δ∗(ω) 6= 0} is also
finite because, for every ξ ∈ yd−1Σ (w), the set RFA(ξ) is also finite. Then, due to
the bijection defined above, the set {ζ ∈ DG(w) | wt(ζ) 6= 0} is also finite, which
proves that G is plain.
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where the second equality holds due to the bijection f defined above, the third one
holds because we extend the sum with finitely many 0, and the fourth one holds
from the definition of λA and Lemma 1(1).
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DFS is Unsparsable and Lookahead Can Help in
Maximal Matching∗
Kitti Gellea and Szabolcs Ivána
Abstract
In this paper we study two problems in the context of fully dynamic graph
algorithms that is, when we have to handle updates (insertions and removals
of edges), and answer queries regarding the current graph, preferably with a
better time bound than that when running a classical algorithm from scratch
each time a query arrives. In the first part we show that there are dense
(directed) graphs having no nontrivial strong certificates for maintaining a
depth-first search tree, hence the so-called sparsification technique cannot be
applied effectively to this problem. In the second part, we show that a maxi-
mal matching can be maintained in an (undirected) graph with a deterministic
amortized update cost of O(logm) (where m is the all-time maximum number
of the edges), provided that a lookahead of length m is available, i.e. we can
“take a peek” at the next m update operations in advance.
Keywords: dynamic graphs, depth-first search, sparse strong certificate,
maximal matching, lookahead
1 Introduction and notation
In the past two decades, there has been a growing interest in developing a framework
of algorithm design for dynamic graphs, that is, graphs which are subject to updates
– in our case, additions and removals of an edge at a time. The aim of a so-called
fully dynamic algorithm (here “fully” means that both addition and removal are
permitted) is to maintain the result of the algorithm after each and every update
of the graph, in a time bound significantly better than recomputing it from scratch
each time.
While there are plenty of ad hoc algorithms for specific problems (see e.g. [1, 3,
4, 5, 7, 8]), there are also some generic methods, one of them being the sparsificition
technique developed in [6]. This technique can speed up the computation of the
query in question, achieving the same time complexity as if the query were run on
∗Work of Szabolcs Iván was supported by NKFI grant no. 108448. Work of Kitti Gelle
was supported by the ÚNKP-17-3 New National Excellence Program of the Ministry of Human
Capacities.
aUniversity of Szeged, Hungary, E-mail: {kgelle,szabivan}@inf.u-szeged.hu
DOI: 10.14232/actacyb.23.3.2018.10
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a sparse graph. In order for sparsification to be applicable, it is necessary for the
problem to have sparse strong certificates. Essentially, such a certificate for a graph
G is a sparse graph G′ on which the query should produce the same output. In [11],
several graph problems were shown not to have a sparse strong certificate, so the
technique cannot be applied to these problems (we call such properties unsparsable).
The authors of [11] left open the question whether the depth-first search problem
(that is, given a graph G and a vertex v of G, construct a depth-first search tree
of G from v as a root) has sparse strong certificates or not. One of the results of
the current paper is that this is not the case: there are dense graphs having no
nontrivial certificate at all for this property, thus sparsification cannot be used to
speed up the computation of a depth-first search tree in a dynamic graph. Although
our method is still an ad hoc construction, we do hope that it can give a better
insight on the nature of problems having sparse strong certificates (like edge and
vertex connectivity, bipartiteness and minimum spanning tree, to name but a few).
Also in [11], a systematic investigation of dynamic graph problems in the pres-
ence of a so-called lookahead was initiated: although the stream of update opera-
tions can be arbitrarily large and possibly builds up during the computation time, in
actual real-time systems it is indeed possible to have some form of lookahead avail-
able. That is, the algorithm is provided with some prefix of the update sequence
of some length (for example, in [11] an assembly planning problem is studied in
which the algorithm can access the prefix of the sequence of future operations to
be handled of length Θ(
√
m/n log n)), where m and n are the number of edges
and nodes, respectively. Similarly to the results of [11] (where the authors devised
dynamic algorithms using lookahead for the problems of strongly connectedness
and transitive closure), we will execute the tasks in batches: by looking ahead at
t = O(m) future update operations, we treat them as a single batch, preprocess our
current graph based on the information we get from the complete batch, then we
run all the updates, one at a time, on the appropriately preprocessed graph. This
way, we achieve an amortized update cost of O(logm) for maintaining a maximal
matching.
In this paper, a graph G is viewed as a set (or list) of edges, with |G| standing
for its cardinality. This way notions like G ∪H for two graphs G and H (sharing
the common set V (G) = V (H) of vertices) are well-defined.
Related work. There is an interest in computing a maximum (i.e. maximum
cardinality) or maximal (i.e. non-expandable) matching in the fully dynamic set-
ting. There is no “best-so-far” algorithm, since the settings differ: Baswana, Gupta
and Sen [2] presented a randomized algorithm for maximal matching, having an
O(log n) expected amortized time per update. (Note that algorithms for maximal
matching automatically provide 2-approximations for maximum matching and also
vertex cover.) For the deterministic variant, Ivkovic̀ and Lloyd [9] defined an algo-
rithm with an O((n + m)0.7072) amortized update time, which was improved to an
amortized O(
√
m) update cost by Neiman and Solomon [13]. For maximum match-
ing, Onak and Rubinfeld [14] developed a randomized algorithm that achieves a
c-approximation for some constant c, with an O(log2 n) expected amortized update
time. To maintain an exact maximum cardinality matching, Micali and Vazirani
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[12] gave an algorithm with a worst-case update time of O(
√
n · m). Allowing
randomization, an update cost of O(n1.495) is achievable due to Sankowski [15].
We are not aware of any results on allowing lookahead for any of the matching
problems, but the notion has been applied to several problems in this field: follow-
ing the seminal work of Khanna, Motwani and Wilson [11], where lookahead was
investigated for the problems of maintaining the transitive closure and the strongly
connectedness of a directed graph, Sankowski and Mucha [16] also considered the
transitive closure with lookahead via the dynamic matrix inverse problem, devis-
ing a randomized algorithm, and Kavitha [10] studied the dynamic matrix rank
problem.
2 Depth-first search trees
One of the main results of the current paper is that the (general) depth-first search
tree property dfs is also unsparsable. Although this is again carried out in an ad hoc
way, we hope that it might give an insight into the structure of unsparsable prop-
erties.
2.1 Notation
We use the following notions introduced in [11] in this form.
A graph property is an arbitrary function P which maps graphs to nonempty
sets of objects. For example, the depth-first search function dfs maps a given
directed graph to several possible depth-first search forests.
The so-called sparsification technique (introduced originally in [11, 6] as a tool
for studying properties of dynamic graphs) is based on the notion of certificates:
Definition 1 (Strong Certificate). For a graph property P, a strong P-certificate
of a graph G is a graph G′ on the same vertex set as G such that
P(G′ ∪H) ⊆ P(G ∪H)
holds for any graph H.
Evidently, any graph G is a certificate of itself, and the following properties of
transitivity and monotonicity hold [11, 6]:
• If G′ is a strong P-certificate for G and G′′ is a strong P-certificate for G′,
then G′′ is a strong P-certificate for G as well.
• If G′ and H ′ are strong P-certificates for G and H, respectively, then G′∪H ′
is a strong P-certificate for G ∪H.
In the state-of-the-art for dynamic graph algorithms, the sparsification technique
can be used to develop a dynamic algorithm for a specific problem if there are
sparse strong certificates for the given problem:
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Definition 2 (Sparse strong certificate). A property P has sparse strong certifi-
cates if, for every graph G having n vertices, there exists a strong P-certificate for
G with O(n) edges.
If some property P has sparse strong certificates, having c·n edges, say, and there
is a fully dynamic graph algorithm with a runtime of T (n) on sparse graphs having
n nodes and c ·n edges, moreover, there is an algorithm which can compute a sparse
strong certificate of a graph having n nodes and 2c·n edges with a runtime of T ′(n),
then (by arranging the graph into a form of a complete binary tree of its specific
subgraphs) one can construct a fully dynamic algorithm solving P for arbitrary
graphs with a runtime of O(log(n)(T (n)+T ′(n)). For example, if there were sparse
strong certificates for dfs that are computable in T ′(n) = O(n) time, then the
technique would yield a dynamic algorithm having an update cost of O(n log n)
(note that for dense graphs this cost would improve over the naïve approach, which
has an update cost of O(m)).
In particular, if one shows that for a given property P, there exist graphs for
arbitrarily large n having Ω(n2) edges having no nontrivial certificates (we call such
properties unsparsable), then, as a byproduct one gets that sparsification cannot
be applied effectively to speed up the computation of P in the dynamic setting.
In [11], a number of unsparsable properties were found: the breadth-first search
tree property, strong connectivity, the lexicographic depth-first search tree prop-
erty, transitive closure, diameter, minimum cut and maximum matching have been
shown to be unsparsable. Most of the methods developed in [11] are applicable
only to monovalued properties, i.e., when P(G) is a singleton set for every graph
G. Indeed, all these properties are monovalued but that of the breadth-first search
tree property (in which case the result is the set of all possible breadth-first trees
of the input graph) which have been shown to be unsparsable using an ad hoc
reasoning. The authors of [11] explicitly state that “we are unable to extend this to
the case of general depth-first search tree property, and that remains an interest-
ing open question”, after showing that the (monovalued) property of lexicographic
depth-first search tree property is unsparsable.
2.2 The property dfs is unsparsable
The property dfs assigns to a graph the set of all of its subgraphs that may be the
result of a depth-first search according to some arbitrary ordering of the vertices,
called on a specific vertex 1. For the sake of completeness, the algorithm is explicitly
presented below.
d f s ( v : Node ) {
for each neighbour u o f v do
i f ( parent [u]==null){
parent [u ] := v
d f s ( u )
}
}
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for each node v do
parent [ v ] := null
d f s ( 1 )
The source of ambiguity in this algorithm is that the order of the neighbours
of a node in which they are traversed is not specified. As an example, the reader is
referred to Figure 1 where a graph G and two of its possible dfs trees are depicted.
Of course if there is a total ordering defined on the nodes, and the neighbours of
each node are traversed according to this ordering, then the dfs tree is unique
and the property becomes a monovalued property called lexicographic depth-first
search tree, which, due to the results of [11], is unsparsable. Clearly, every possible
depth-first search tree corresponds to a lexicographic one, e.g. the search trees
depicted in Figure 1 correspond to the orderings 1 ≺ 2 ≺ 5 ≺ 7 ≺ 4 ≺ 6 ≺ 3 and


















(c) Another dfs tree from node 1
Figure 1: Possible depth-first search trees
Next we show that the dfs property is unsparsable as well by means of giving an
explicit family of graphs having Ω(n2) edges such that the smallest strong certificate
of any member G of the family is G itself. By “smallest”, we mean minimal:
Definition 3. A strong P-certificate G′ of a graph G is a minimal strong P-
certificate of G if no proper subgraph of G′ is a strong P-certificate of G.
Observe that a minimal strong dfs-certificate has no edges of the form (i, 1).
Indeed, since 1 is always the root of any depth-first search tree, such edges cannot
be tree edges and thus can be removed from a graph without changing the set of its
depth-first search trees. Similarly, a minimal strong dfs-certificate does not have
loop edges.
In order to show that dfs is unsparsable, we first need to prove the following
three lemmas.
Lemma 1. Assume G is a graph such that all of its vertices are reachable from the
vertex 1. Then the same holds in any strong dfs-certificate G′ of G.
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Proof. Clearly, any vertex v is a descendant of the root node 1 in any depth-first
search tree in a graph G′ if and only if v is reachable from 1 in G′. Hence, if some
vertex v is not reachable from 1 in G′, then dfs(G′) consists of trees in which
v does not occur while dfs(G) consists of trees in which all the nodes occur, so
dfs(G′) ∩ dfs(G) = ∅. In particular, dfs(G′) 6⊆ dfs(G) and G′ is not a strong
dfs-certificate of G.
The next lemma allows us to consider only subgraphs as possible certificates.
Lemma 2. Assume G′ is a minimal strong dfs-certificate of G. Then G′ ⊆ G.
Proof. Assume V (G′) = V (G) and G′ 6⊆ G is a minimal strong dfs-certificate of
G. Then (i, j) ∈ G′ −G for some nodes i, j ∈ V . By minimality, j 6= 1 and i 6= j.
There are two cases: either i = 1 or i 6= 1.
• If i = 1, then there exists a depth-first search tree of G′ in which j is a depth-
one node. (That is, any tree we get if we uncover j first.) Since (1, j) is not
an edge in G, there is no such tree in dfs(G) and thus dfs(G′) 6⊆ dfs(G),
which is a contradiction.
• If i 6= 1, then let H be the graph consisting of the single edge (1, i). It
suffices to check that dfs(G′ ∪ H) 6⊆ dfs(G ∪ H). If in G′ ∪ H we uncover
the neighbour i of 1 first; then we uncover the neighbour j of i; then we
get a depth-first search tree of G′ ∪H in which (i, j) is a tree edge. This is
clearly not possible in G ∪ H as (i, j) is not an edge in that graph. Hence
dfs(G′ ∪H) 6⊆ dfs(G∪H) and G′ is not a strong dfs-certificate of G, which
is a contradiction.
The last technical lemma of the section provides a sufficient condition for some
edges being unremovable when looking for a certificate subgraph:
Lemma 3. Assume G′ ⊆ G, and (i, j) ∈ G is an edge such that j is not reachable
from i in G′; moreover, both i and j are reachable in G from 1, and (1, j) is not
an edge in G.
Then G′ is not a strong dfs-certificate of G.
Proof. Assume G′ is a strong dfs-certificate of G. By Lemma 1 we get that both
i and j are reachable from 1 in G′ as well. Let k /∈ {1, j} be a node of a path from
1 to j in G′. Notice that k 6= i in this case, since by assumption j is not reachable
from i in G′. Also, k is thus reachable from 1 in G′.
Consider the graph H on the same set of nodes consisting of the edges (k, i),
(k, j), (1, k) and (1, i).
Then there exists a depth-first search tree of G′ ∪ H in which i and k are
depth-one nodes, and j is a child of k.
To see this, first observe that neither j nor k is reachable from i in G′ ∪H:
• By assumption, j is not reachable from i in G′.
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• Since the edges (k, i) and (1, i) are never used in a shortest i  j path, j is
not reachable in G′ ∪ {(k, i), (1, i)}.
• Adding (1, k) and (k, j) does not change the transitive closure of the graph
since k is already reachable from 1 in G′, and j is also reachable from k in
G′. Hence, j is not reachable from i in G′ ∪H.
• Since (k, j) ∈ H, j is reachable from k in G′ ∪H.
• Thus k is not reachable from i in G′ ∪H.
So, if during a depth-first search on G′ ∪ H one uncovers the node i first via the
edge (1, i) ∈ H, then traverses the node in an arbitrary manner, neither j nor k
appears as the descendant of i since these nodes are not reachable from i. Then,
after finishing traversal of i, one uncovers k via the edge (1, k) ∈ H, and then j via
(k, j) ∈ H. Finishing the procedure in an arbitrary way we get a depth-first search
tree in which i and k are both depth-one nodes and j is a child of k.
We claim that there is no such depth-first search tree of G ∪ H, proving the
above lemma. To see this, we list the possible orders in which the nodes i, j and k
are uncovered during a depth-first search of G ∪H:
• Assume i is uncovered first. Then, as (i, j) ∈ G, j becomes a descendant of i
in the tree.
• Assume j is uncovered first. Then j cannot be a child of k.
• Assume k is uncovered first. Then, since (k, i) ∈ H, we get that i also becomes
a descendant of k.
Hence, during any depth-first search of G ∪H it cannot happen that i and k are
both depth-one nodes and j is a child of k, hence dfs(G′ ∪H) 6⊆ dfs(G ∪H) and
G′ is not a strong dfs-certificate of G.
Now we are ready to show the main result of this section.
Theorem 1. The property dfs is unsparsable: there exists an infinite family of
graphs having Ω(n2) edges such that for each member G of the family, the only
minimal strong dfs-certificate is G itself.
Proof. Let n = 2k + 1 be an odd number for some integer k > 1 and Gn be the
graph on n vertices consisting of the following edges:
• The edges (1, i) for each 2 ≤ i ≤ k + 1.
• The edges (i, j) for each 2 ≤ i ≤ k + 1 and k + 2 ≤ j ≤ 2k + 1.
That is, a three-layered graph such that the first layer consists of the node 1, the
other two layers contain k nodes each, and from each node of each layer there is an
edge to every node of the next layer. (See Figure 2).
894 Kitti Gelle and Szabolcs Iván
1
2 3 . . . k k + 1
k + 2 k + 3 . . . 2k 2k + 1
Figure 2: The graph G2k+1
It is clear that all the nodes of Gn are reachable from 1. By Lemma 2, any minimal
strong dfs-certificate of Gn is a subgraph G′ of Gn. Now G′ has to contain all the
edges of the form (1, i) since removing such an edge would make node i unreachable
from 1, contradicting Lemma 1. We claim that none of the edges (i, j) with 2 ≤
i ≤ k + 1 and k + 2 ≤ j ≤ 2k + 1 can be removed. Indeed, as the removal of (i, j)
would make j unreachable from i, and there is no direct edge 1 → j in G, we see
from Lemma 3 that G′ has to contain all the edges from the middle towards the
bottom layer. Hence G′ = Gn is the only minimal strong dfs-certificate of G and
this graph has k2 + k = Θ(n2) edges.
3 Maximal matching with lookahead
In this section we present an algorithm that maintains a maximal matching in
a dynamic graph G with constant query and O(logm) update time (note that
O(logm) is also O(log n) as m = O(n2)), provided that a lookahead of length m is
available in the sequence of (update and query) operations. This is an improvement
over the currently best-known deterministic algorithm [13] that has an update cost
of O(
√
m) without lookahead, and has the same amortized update cost as the
best-known randomized algorithm [2].
In this problem, a matching of a(n undirected) graph G is a subset M ⊆ G of
edges having pairwise disjoint sets of endpoints. A matching M is maximal if there
is no matching M ′ ) M of G. Given a matching M , for each vertex v of G let
mate(v) denote the unique vertex u such that (u, v) ∈ M if such a vertex exists,
otherwise mate(v) = null.
In the fully dynamic version of the maximal matching problem, the update
operations are edge additions +(u, v), edge deletions −(u, v) and the queries have
the form mate(u).
The following is clear:
Proposition 1. Suppose G is a graph in which M is a maximal matching. Then
a maximal matching in the graph G + (u, v) is
• M ∪ {(u, v)}, if mate(u) = mate(v) = null,
• M , otherwise.
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This proposition gives the base algorithm greedy for computing a maximal
matching in a graph:
Let M be an empty l i s t o f edges ;
for ( (u, v) ∈ G ) {
i f ( mate(u) == null and mate(v) == null){
mate(u) := v ; mate(v) := u ;




Note that if one initializes the mate array in the above code so that it contains some
non-null entries, then the result of the algorithm represents a maximal matching
within the subgraph of G spanned by the vertices having null mates initially.
Also, with M represented by a linked list, the above algorithm runs in O(m) total
time using no lookahead. Hence, by calling this algorithm on each update operation
(after inserting or removing the edge in question), we get a dynamic graph algorithm
with no lookahead (hence it uses a lookahead of at most m operations), a constant
query cost (as it stores the mate array explicitly) and an O(m) update cost. Using
this algorithm A1, we build up a sequence Ak of algorithms, each having a smaller
update cost than the previous ones. (In a practical implementation there would be
a single algorithm A taking k as a parameter along with the graph G and the update
sequence, but for proving the time complexity it is more convenient to denote the
algorithms in question by A1, A2, and so on.)
In our algorithm descriptions the input is the current graph G (which is ∅ the
first time we start running the program) and a sequence (q1, . . . , qt) of operations.
Of course as the sequence can be arbitrarily long, we do not require an explicit
representation, just the access of the first m elements (that is, we have a lookahead
of length m).
Lemma 4. Assume Ak is a fully dynamic algorithm for maintaining a maximal
matching with an f(k) · m1/k amortized update cost, constant query cost using a
lookahead of length m.
Then there is a universal constant c such that there exists a fully dynamic algo-
rithm Ak+1 that also maintains a maximal matching with (f(k)+c(1+logm))m1/k+1
amortized update cost, and a constant query cost using a lookahead of length m.
Before proving the above lemma, we derive the main result of the section.
As A1 is an algorithm satisfying the conditions of this lemma with k = 1 and
f(k) = c0 for some constant c0, it implies that for each k > 1 that there is
a fully dynamic algorithm that maintains a maximal matching with an amor-
tized update cost of (c0 + kc(1 + logm))m1/k = O(k logm · m1/k). Setting k =







= O(log2 m · 2) = O(log2 m).
Hence we get:
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Theorem 2. There exists a fully dynamic algorithm for maintaining a maximal
matching with an O(log2 m) amortized update cost and constant query cost, using
a lookahead of length m.
Now we prove Lemma 4 by defining the algorithm Ak+1 below.
• The algorithm Ak+1 works in phases and returns a graph G (as an edge set)
and a matching M (as an edge list).
• The algorithm accesses the global mate array in which the current maximal
matching of the whole graph is stored. (Ak+1 might get only a subgraph of
the whole actual graph as input.)
• In one phase, Ak+1 either handles a block ~q = (q1, . . . , qt) of t = m
k
k+1
operations or a single operation.
• Let G and M respectively denote the current graph and matching we have at
the beginning of a phase.
• If |G| is smaller than our favorite constant 42, then the phase handles only the
next operation by explicitly modifying G, afterwards recomputing a maximal
matching from scratch, in O(42) (constant) time. That is,
1. We iterate through all the edges (u, v) ∈ M , and set mate[u] and
mate[v] to null (in effect, we remove the “local part” M of the global
matching);
2. We apply the next update operation on G;
3. We set M := greedy(G,mate).
Otherwise the phase handles t operations as follows:
1. Using lookahead (observe that t < m) we collect all the edges involved
in ~q (either by a +(u, v) or a −(u, v) update operation) into a graph G′.
2. We construct the graph G′′ = G−G′.
3. We iterate through all the edges (u, v) ∈ M , and set mate[u] := null,
mate[v] := null.
4. We run M := greedy(G′′,mate).
5. We call Ak(G ∩ G′, (q1, . . . , qt)). Let G∗ and M∗ be the graph and
matching returned by Ak.
6. We set G := G′′ ∪G∗ and M := M ∪M∗.
In order to give the reader a better insight, we give an example before analyzing
the time complexity. To make the example more manageable, we adjust the con-
stants as follows: we shall use the constant 1 instead of 42 (that is, if G contains at
most one edge, we do not make a recursive call but recompute the matching) and
also, the block size A2 handles in one phase will be set to 1 while A3, which we call
at the topmost level, will handle 3 operations in one phase.
















(b) G−G′ with a maximal matching.
Figure 3: Executing Steps 1− 3 of A3 on G, looking ahead the operations +(f, g),
−(a, f), +(d, c)
Example 1. Let us assume that we call the algorithm A3 on the graph G of
Figure 3 (a). As the graph contains more edges than our threshold 1, a block of
update operations of length 3 will be handled in a phase, using lookahead. (Note
that if we used our actual algorithm to compute the length of the phase, we would
get 62/3 ≈ 3.3 as the number of edges in G is m = 6 and in A3, k is 2.) Now
assume the next three update operations are +(f, g), −(a, f) and +(d, c). Thus
G′ = {(f, g), (a, f), (d, c)} is the set of edges involved, that’s for Step 1. In Steps 2
and 3, we construct the graph G′′ = G−G′ and run the greedy matching algorithm
on it, the (possible) result is shown in Figure 3 (b). (Note that since greedy does
not specify the order of the edges during the traversal, the actual results can vary.)
In the Figure, thick circles denote those vertices having a non-null mate at this
point (that is, mate[a] = b, mate[b] = a, and so on, c, d and f having a null
mate). Now, A2 is called on G∩G′ (depicted in Figure 4 (a)), and the whole block
















(b) A2 adds (f, g) directly
Figure 4: Handling the first recursive call.
Now as the input graph of A2 has only one edge, A2 just handles the next
update +(f, g); that is, it inserts the edge (f, g) into its input of Figure 4 (a) and
runs greedy on this, resulting in the graph of Figure 4 (b). Observe that at this
point mate[a] = b and mate[g] = e, so neither of these two edges is added to the
maximal matching managed by A2. (That is, the mate array is a global variable.
This is vital: this way one can ensure that the union of the matchings of different
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recursion levels is still a matching, and also ensures a constant-time query cost.)
Then, as the current graph has two edges (which is larger than the threshold),
A2 handles a complete block of operations in a phase. (Now the length of the
block happens to be 1 so this does not make that much of a difference. Actually,
as m = 2 and k = 1, the length of the block should indeed be 21/2 ≈ 1.4.) Thus,
using a lookahead of length 1, the only operation to be handled is −(a, f). So we
compute the difference graph and run greedy on it (Figure 5 (a)), compute the
intersection graph and call A1 on this along with the update sequence consisting

















(b) The graph passed to A1 along with
the single update −(a, f)
Figure 5: Handling the second update
consisting of a single edge, it gets removed (as the edge in question is not involved
in the matching, which can be seen e.g. from the mate array, the global matching
is not changed), resulting in an empty graph on which greedy gives an empty
matching as well. Then, A1 returns, as it handled the only operation it received.
Now A2 takes control. Concluding the second phase, it constructs the union of its
intersection graph and the empty graph returned by A1, so its current graph G
becomes the graph on Figure 5 (a). As now the graph has only one edge, the next
update +(d, c) is handled directly: the edge (c, d) is inserted and greedy is run

















(b) The current graph and matching
after handling all the updates.
Figure 6: Handling the last update
graph: A3 takes control and glues together its difference graph from Figure 3 (b)
and the returned graph 6 (a), resulting in the graph in Figure 6 (b) which would
be the starting graph of further updates. Note that in the actual algorithm, as
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2 < logm < 3, we would call A2 at the top level and handle a block of 61/2 ≈ 2.44;
that is, two updates, but we deliberately chose to call A3 for the sake of covering
almost all the possibilities the algorithm can have (the exception being the case
where a matched edge gets removed, which can be simply handled by setting the
endpoints’ mate values to null and removing the edge from the local matching of
the given recursion level).
Having completed this example, we will now show its correctness. That is, we
claim that each Ak maintains a maximal matching among those vertices having a
null mate when the algorithm is called. This is true for the greedy algorithm A1.
Now assuming Ak satisfies our claim, let us check Ak+1. When the graph is small,
the algorithm throws away its locally stored matching M , resetting the mate array
to its original value in the process (in fact, this is the only reason why we store the
local matching at each recursion level: the global matching state can be queried
by accessing the mate array alone). Then we handle the update and run greedy,
which is known to compute a maximal matching on the subgraph of G spanned by
the vertices having a null mate. So this case is clear.
For the second case, if a block of t operations is handled, then we split the graph
into two, namely a difference graph G′ and an intersection graph G′′. By construc-
tion, when handling the block, the edges belonging to G′ do not get touched. Hence,
at any time point, a maximal matching of G can be computed by starting from a
maximal matching of G′ and then extending the matching by a maximal matching
in the subgraph of G′′ not covered by the matching of G′. Thus, if we compute
a maximal matching M ′ in the subgraph of G′ spanned by the vertices having a
null mate, updating the mate array accordingly (that is, calling greedy on G′),
and maintaining a maximal matching M ′′ over the vertices of G′′ having a null
mate after that point (which is done by Ak, by the induction hypothesis), we get
that at any time M ′ ∪M ′′ is a maximal matching of G. Hence, the algorithm is
correct.
Now we analyse the time complexity of Ak+1. When a phase handles t oper-
ations, then Step 1 can be executed in O(t log t) = O(m logm) time (if we use a
self-balancing tree representation for storing our graphs, say an AVL tree). Then
in Step 2, we construct the difference of the two sets of size O(m) in O(m logm)
time. Step 3 requires an additional time of O(m), since the matching is of size
O(m) and it is stored as a list of edges. For Step 4, as |G′′| ≤ |G| = m, also
an O(m) time is required, and for Step 5, computing the intersection G ∩ G′ re-
quires a time of O(m logm), and Ak, being run on a dynamic graph having at most
t = m
k
k+1 edges during its whole lifecycle of t operations needs t · f(k) · t1/k =
m
k
k+1 · f(k) ·m
1
k+1 = f(k) ·m computation steps. Gluing together the graphs and
the matchings in Step 6 needs a time of O(m logm) + O(m). Hence the total cost
of Steps 1-6 handling a whole phase is O(m) + O(m logm) + O(m) + f(k) · m +
O(m logm) + O(m) = (f(k) + c(1 + logm))m for some universal constant c, and
since a phase consists of m
k
k+1 operations, the amortized cost of a single operation
becomes (f(k) + c(1 + logm))m
1
k+1 and Lemma 4 is proved.
The careful reader may observe that a major part of the time bound comes from
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the set operations. If an initialization cost of O(n2 log n) is affordable (i.e. if there
are Ω(n2 log n) operations in total), then we can do better:
• Each algorithm Ak has an adjacency matrix as well, initialized to an all-zero
matrix in the very beginning (this initialization takes the aforementioned
O(n2 log n) setup cost).
• In Step 1, edges of G′ are stored into this matrix (taking still O(m) time).
• Now the graphs G − G′ and G ∩ G′, as lists of edges, can be constructed
in O(m) time (since lookup in G′ now takes constant time instead of the
previous O(logm)).
• Since G′′ is represented as an edge list, greedy still takes O(m) time.
• After performing Step 5, we have to set the auxiliary matrix to an all-zero
matrix by looking ahead once again the very same sequence and setting each
accessed edge to 0. This takes O(m) time.
• Also, taking the unions of the graphs and matchings upon returning can be
destructive to the original lists, thus it can be done in constant time.
Hence in this case the total cost spent for a phase becomes O((f(k) + c)m) for
some universal constant c, yielding an amortized update cost of O((k+1) ·m1/k+1)
for Ak, which boils down to an amortized update cost of O(logm) by choosing
k = logm and we showed:
Theorem 3. There exists a fully dynamic algorithm for maintaining a maximal
matching with an O(n2 log n) initialization cost, O(logm) amortized update cost
and constant query cost using a lookahead of length m.
4 Conclusion
In this study we dealt with two problems arising in the context of fully dynamic
graph algorithms. First, we showed via an ad hoc method that the depth-first
search tree (or, forest) property is unsparsable; that is, there are dense graphs
for this property having no nontrivial strong certificates. Thus, the technique of
sparsification cannot be applied to this problem effectively – if it could be, it would
result in an algorithm having in an update cost of O(n log n), but it’s not. This
solves an open problem mentioned in [11].
In the second, more detailed part of the study we showed that by using a
lookahead of linear length, there is a deterministic algorithm achieving an O(logm)
amortized update cost (after a somewhat costly initialization which, if cannot be
afforded for some matter, then the update cost becomes O(log2 m)). This result
shows that lookahead can help in the dynamic setting for problems other than the
transitive closure (and the SCC) properties, studied in [11]: indeed, the best known
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It is an interesting question to study further the possibilities of using lookahead
for different problems, and maybe factor in also randomization as well.
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Analysis of Static and Dynamic Test-to-code
Traceability Information∗
Tamás Gergelya, Gergő Baloghab, Ferenc Horvátha,
Béla Vancsicsa, Árpád Beszédesac, and Tibor Gyimóthyab
Abstract
Unit test development has some widely accepted guidelines. Two of them
concern the test and code relationship, namely isolation (unit tests should
examine only a single unit) and separation (they should be placed next to
this unit). These guidelines are not always kept by the developers. They can
however be checked by investigating the relationship between tests and the
source code, which is described by test-to-code traceability links. Still, these
links perhaps cannot be inferred unambiguously from the test and production
code.
We developed a method that is based on the computation of traceability
links for different aspects and report Structural Unit Test Smells where the
traceability links for the different aspects do not match. The two aspects are
the static structure of the code that reflects the intentions of the developers
and testers and the dynamic coverage which reveals the actual behavior of
the code during test execution.
In this study, we investigated this method on real programs. We manually
checked the reported Structural Unit Test Smells to find out whether they
are real violations of the unit testing rules. Furthermore, the smells were
analyzed to determine their root causes and possible ways of correction.
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1 Introduction
Unit testing is an important element of software quality assurance, and it plays
an important role in software maintenance and evolution. For example, during
continuous integration, unit tests are constantly re-executed and further evolved
(by developers) in parallel with the system under test [13]. This is why the quality
of unit tests (including maintability) is important for software quality.
There are several guidelines, design patterns, and frameworks that help the de-
velopers to write good unit test cases [17]. Among these guidelines, there are two
that deal with the structural consistency between test and production code [17].
The first one is isolation, which means that unit tests should exercise only the
unit they were designed for, while the second one is separation, meaning that the
tests should be placed in the same logical or structural group (like packages or
namespaces) as the units they are testing. These guidelines, if kept, assist both the
traceability between the test and production code, and maintainability. However,
some practical aspects may prevent unit test designers and developers from creat-
ing tests that completely conform to these definitions (e.g. calls to utility functions
or general parts of the system [5, 21]). Also, refactorings and code reorganizations
might detrimentally affect the fulfillment of the isolation and separation guidelines
for test and production code. Places in the code where these rules are not kept can
be treated as test smells ([28, 3]): they are not bugs nor do they harm maintain-
ability by definition, but such locations should be investigated anyway.
Relations between test and production code elements may be treated as trace-
ability links, and several approaches have been proposed for their recovery (e.g.
[23, 22, 16, 19, 9, 7]). However, as different approaches use different information to
recover traceability, these might produce different results [23].
In a previous study, we proposed a method for investigating unit test and code
relationship [2]. Here, we use this method to identify so-called Structural Unit Test
Smells, a concept which we introduce to describe structural issues in the tests with
respect to the system as a whole, and not just issues in isolated pieces of code.
The method uses the idea that test-to-code traceability recovered from different
sources captures different type of relations. Namely, we compare traceability links
recovered from static sources that reflect the intention of the test designers and
from dynamic sources that reflect the actual behavior of the code during test case
execution. Differences in the two types of recovered traceability might suggest test
and code elements that violate isolation and separation guidelines.
In the first phase of our approach we compute the traceability links based on
two fundamentally different but very basic aspects, these being (1) the static re-
lationships of the tests and the tested code in the physical code structure, and
(2) the dynamic behavior of the tests based on code coverage. In particular, we
compute clusterings of tests and code for both static and dynamic relationships,
which represent coherent sets of tests and tested code. These clusters represent
sets whose elements are mutually traceable to each other, and may be beneficial
over individual traceability between units and tests, which is often hard to express
precisely. To compute the static clusters we use the packaging structure of the
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code, while for the dynamic clustering we employ community detection [6] on the
method level code coverage information.
In the next phase, these two kinds of clusterings are compared with each other.
We do this using a Cluster Similarity Graph (CSG) that represents the computed
clusters as graph nodes and connects the static and dynamic clusters that have
common elements. If both approaches produce the same clusters, then they are
said to agree, connecting only pairs of (one static and one dynamic) nodes in the
CSG, in which case we conclude that the (test and code) elements contained in the
clusters conform to the given unit testing guidelines. However, in many cases there
will be discrepancies in the results obtained represented as several interconnected
nodes in the CSG, which we report as Structural Unit Test Smells. There may
be various reasons for these SUTSs, but they are usually some combination that
violates the isolation and/or separation principles mentioned above.
To assess the practical usability of the method, in this study, we applied it on
non-trivial open source Java systems and their JUnit test suites. We manually
investigated the reported Structural Unit Test Smells by recovering and analysing
their context and finding the root cause of the detected discrepancy between the
static and dynamic traceability. We also made decisions on each SUTS as to
whether it is a ‘false positive’ (i.e. the test and code conforms to unit testing
rules) or whether it points to test and production code that should be reorganized
in some way.
The rest of the paper is organized as follows. In the next section we provide
an overview of some background information and related work, then in Section 3
we describe our traceability recovery method, with the analysis of the detected
discrepancies in Section 4. In Section 5 we discuss threats to validity of the study.
Lastly, in Section 6 we draw some conclusions and make some suggestions for future
work.
2 Background and Related Work
There are different levels of testing, one of which (the lowest level) is called unit (or
component) testing. Unit tests are closely related to the source code and they seek
to test separate code fragments. This kind of test helps one to find implementation
errors early in the coding phase, and helps to reduce the overall cost of the quality
assurance activity.
Several guidelines exist that provide hints on how to write good unit tests (e.g.
[17, 27, 20]), but there are two basic principles that are mentioned by most of
them. The first is that unit tests should be isolated (i.e. test only the elements of
the target component) and separated (i.e. physically or logically grouped, aligned
with the unit being tested). In practice, this means that unit tests should not
(even indirectly) execute production code outside the tested unit, and they should
follow a clear naming and packaging convention, which reflects both the purpose of
the test and structure of the given system. Several studies have examined various
characteristics of the source code with which the above mentioned two aspects can
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be measured and can be verified to some extent (see, for example [23]).
These two properties are necessary for the approach described in this paper.
Namely, if both are strictly followed, the two automatic traceability analysis algo-
rithms we used (one package-based and the other coverage-based), will produce the
same results. However, this is not the case for realistic systems, so our approach
relies on analyzing the differences between the two sets in order to infer things
about the final traceability links.
Several methods have been proposed to recover traceability links between soft-
ware artifacts of different types, including requirements, design documentation,
code, test artifacts, and so on [24, 10]. The approaches include static and dy-
namic code analysis, heuristic methods, information retrieval, machine-learning,
data-mining based methods.
In this study, we are concerned with a specific type of traceability, namely test-
to-code links. The purpose of recovering such links is to assign test cases to code
elements of the system under test based on the relationship that shows which code
parts are tested by which tests. This information may be vital in different activities
including development, testing and maintenance, as mentioned earlier.
We shall concentrate on unit tests, in which case the traceability information
is mostly encoded in the source code implementing the production system and the
test cases, and usually no external documentation is available for this purpose.
Traceability recovery for unit test may seem straightforward at first sight, given
that the basic purpose of a unit test is to test a single unit of code [4, 11]. However,
in reality it is not so [16, 19].
Several studies have been conducted on this subject, which examined the prob-
lem of traceability and made suggestions about it [9, 7, 23, 22]. Most of these related
studies emphasize that reliable test-to-code traceability links are difficult to obtain
from a single source of information, and a combination of (or semi-automatic)
methods are required. Here, we will utilize this finding to determine the test smells
Our study mainly focuses on test (and code) smell identification. The discrep-
ancies found in the two automatic traceability analysis results can be viewed as
some sort of smell, and this suggests potential problems in the structural organi-
zation of the tests and code. Code smells (first introduced by Fowler [15]) are an
established concept for classifying shortcomings in the software. Similar concepts
for checking software tests and test code for quality issues have also been applied.
For tests that are implemented as executable code, Van Deursen et al. introduced
the concept of test smells, which suggest poorly designed test code [12], and listed
11 test code smells with recommended refactorings. We can relate our study best
to their concept of Indirect Testing Smell. Meszaros expanded the scope of the
concept by describing test smells that act at a behavior or a project level, next to
code-level smells [20]. Results that came after this study use these ideas in prac-
tice. For example, Breugelmans and Van Rompaey [8] present TestQ, which allows
developers to visually explore test suites and quantify test smelliness. They visual-
ized the relationship between test code and production code, and with it, engineers
were able to better understand the structure and quality of the test suite of large
systems [27].
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Our study significantly differs from these approaches as we are not concerned
with code-oriented issues in the tests, but with their dynamic behavior and re-
lationship to their physical location in the system as a whole. We may identify
Structural Unit Test Smells from an analysis of the discrepancies found in the au-
tomatic traceability analyses.
3 Method
We define Structural Unit Test Smell (SUTS) as those suspicious parts of either
the test or production code which seem to violate best practices used during unit
test creation, execution and maintenance. In this respect, they are essentially
inconsistencies in the physical organization and the logical behavior of unit test
code and the tested code.
3.1 Overview
Figure 1 provides an overview of the above process, which has several sequential
phases. First, the physical organization of the production and test code into Java
packages is inferred, and the required test coverage data is produced by executing
the tests. In our setting, code coverage refers to the individual recording of all
methods executed by each test case. Physical code structure and coverage will be
used in the next phase as inputs to create two clusterings over the tests and code
elements.











manual analysis of discrepancies
Figure 1: Overview of the method
These will represent the two types of relationships between the test and code,
these being the two sets of automatically produced traceability links from two
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viewpoints, namely static and dynamic. Both clusterings produce sets of clusters
that are made up of a combination of tests (unit test cases) and code elements
(units under test). In our case, a unit test case is a Java test method (e.g. using
the @Test annotation in the JUnit framework [26]), while a unit under test is a
Java production code method.
In our approach, the elements of a cluster are mutually traceable to each other,
and no individual traceability is considered between individual test methods and
production methods. The advantage of this is that in many cases it is impossible
to uniquely assign a test case to a unit; instead groups of test cases and units may
represent a cohesive functional unit [18]. Also, minor inconsistencies, such as helper
methods that are not directly tested, are concealed in this procedure. Details about
the clustering based traceability algorithms are provided in the next section.
The automatically produced traceability links of the two analyses will be com-
pared using a helper structure called the Cluster Similarity Graph (CSG) [2]. This
is a directed bipartite graph whose nodes (disjointly) represent the clusters of the
two clusterings. Each edge of the graph connects two nodes representing one static
and one dynamic cluster, and weights on them denote the level of similarity be-
tween the two corresponding cluster nodes (based on the elements contained in the
two corresponding clusters). Weights can be calculated using a pairwise similarity
measure. In particular, we can use the Inclusion measure. Let K1 and K2 be two
clusters of different types (one static and one dynamic). The Inclusion measure
I(K1,K2) expresses to what degree the elements of K1 are included in K2. A value
of 0 means no inclusion (fully disjoint clusters), while a value of 1 means that K1
is a subset of K2. Edges with a 0 inclusion value are omitted from the CSG.
Figure 2 shows an example CSG taken from one of our subject systems, oryx.
The static clusters are represented as purple rectangles, while the dynamic clusters
are represented as green boxes. The edge weights are not shown in this example.
Both types of clusters contain test and code elements. Edges in the figure mean that
the two connected clusters have some common items (test or production methods).
For example, the elements of dynamic cluster 9 are completely contained in the
static cluster com/cloudera/oryx/common (as dynamic cluster 9 has no common
elements with other clusters), and dynamic cluster 11 shares its elements with two
static ones. Note that in the example the numbers of the dynamic clusters have
no special significance, while the static clusters are named after the package that
contains their elements.
After we had created the CSG, we looked at it closely. It is obvious that in the
ideal case static and dynamic clusterings produce the same clusters, hence the CSG
contains only connected pairs of nodes. However, in practice the CSGs are not like
this, and each pattern in the graph that consists of more than two connected nodes
can be treated as a Structural Unit Test Smell. Therefore, we manually examined
the different patterns in the CSG and tried to discover what properties of the code
and tests caused them. The results for this are presented in Section 4.
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Figure 2: A part of the CSG of the oryx program
3.2 Clustering based traceability analysis
Our approach for unit test traceability recovery includes a step in which traceability
links are identified automatically by analyzing the test and production code from
two perspectives (static and dynamic). In both cases, clusters of code and tests are
produced which jointly constitute a set of mutually traceable elements. Here, we
deal with Java systems and rely on unit tests implemented in the JUnit test au-
tomation framework. In this context, elementary features are usually implemented
in the production code as methods of classes, while the unit test cases are embodied
as test methods. A system is then composed of methods grouped into classes and
classes into packages. All of our algorithms have the method-level granularity, i.e.
clusters are composed of production and test methods. Here, we do not explicitly
take into account class information during the clusterings.
3.2.1 Static clustering
Through static clustering, our intention is to detect groups of tests and code that
are connected together by the intention of the developer or tester. The placement
of the unit tests and code elements within the package hierarchy of the system is a
natural classification according to their intended role. When tests are placed within
the package the tested code is located in, it helps other developers and testers to
understand the connection between tests and their subjects. Hence, it is essential
that the physical organization of the code and tests be reliable and reflect the
developer’s intentions.
Our package-based clustering simply means that we assign the fully qualified
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package name of the method to each production and test method, and treat meth-
ods (of both types) belonging to the same package as members of the same clus-
ter. Class information and higher level package hierarchy are not directly taken
into account. For example, package com.cloudera.oryx.common and its subpack-
ages com.cloudera.oryx.common.math and com.cloudera.oryx.common.random
are treated as unique clusters containing all the methods of all the classes directly
contained within them. Furthermore, we do not directly consider the physical direc-
tory and file structure of the source code elements (although in Java, these usually
tell us something about the package structure).
3.2.2 Dynamic clustering
In order to determine the clusters of tests and code based on the actual dynamic
behavior of the test suite, we apply community detection [6, 14] on the code coverage
relations.
Code coverage in this case means that, for each test case, we record what meth-
ods were invoked during the test case execution. This forms a binary matrix called
a coverage matrix, with test cases assigned to its rows and methods assigned to
the columns. A value of 1 in a matrix cell indicates that the particular method is
invoked at least once during the execution of the corresponding test case (regardless
of the actual statements and paths taken within the method body), and 0 indicates
that it has not been covered by the test case.
Community detection algorithms were originally defined on (possibly directed
and weighted) graphs. Thus, in order to use the selected algorithm, we construct a
graph (referred to as the coverage graph in the following) from the coverage matrix.
The nodes are the methods and tests of the system being analyzed, and there is an
edge between a method and a test node if and only if the corresponding cell in the
coverage matrix is 1. There is no edge between any two nodes of the same type.
The actual algorithm we used for community detection is the Louvain Mod-
ularity method [6]. It is a greedy optimization method based on the modularity
metric, which penaltizes edges between clusters and rewards edges inside clusters.
The algorithm works iteratively, and each pass is composed of two phases. In the
first phase it starts processing single-node clusters and continues to unify clusters
until no more unification leads to an increase of modularity. In the second phase,
a new graph is created by assigning a single node to each clusters of the previous
graph. New edges are also computed and weighted based on the edges between the
cluster elements in the previous graph. The algorithm iterates these two steps until
it reaches a graph in which no nodes can be unified in terms of modularity.
4 Analysis of traceability discrepancies
We manually analyzed all discrepancy instances found in the results produced by
the static and dynamic traceability detection approaches. In this procedure, we
considered the CSGs, the associated edge weights, and examined the corresponding
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parts of the production and test code. For the first step, each subject system was
assigned to one of the authors of the paper for initial comprehension and analysis of
the resulting patterns. The analysis required an understanding of the code structure
and to some extent the intended goal of the test cases. API documentation, feature
lists, and other public information were also examined during this phase. Next,
the researchers made suggestions on the possible recovered traceability links and
eventual code refactorings. Then, all the participants were involved in a discussion
about the final decisions. The edge weights in the CSGs obtained during the
analysis helped us to assess the importance of a specific cluster. For example,
small inclusions were often ignored because these were in many cases due to some
kind of outlier relationships that did not affect the overall structure of the clusters.
The results of the analysis were possible explanations for the reported SUTS
with concrete suggestions, as well as the corresponding general guidelines for pos-
sible refactorings.
4.1 Subject programs
Our subject systems (see Table 1) were medium-to-large-size open-source Java pro-
grams, with unit tests implemented using the JUnit test automation framework.
We chose these systems because they had a reasonable number of test cases com-
pared to the system size.
Table 1: Subject programs
Program Version LOC Methods Tests
checkstyle 6.11.1 114K 2 655 1 487
netty 4.0.29 140K 8 230 3 982
orientdb 2.0.10 229K 13 118 925
oryx 1.1.0 31K 1 562 208
We modified the build processes of the systems to produce method level cover-
age information using the Clover coverage measurement tool [1]. For storing and
manipulating the data, we used the SoDA framework [25], e.g. to process the cover-
age matrix. Then, we implemented a set of Python scripts to perform clusterings,
including a native implementation of the community detection algorithm.
4.2 Identified Structural Unit Test Smells
Now, we present 8 SUTSs that we found and analyzed manually. These were
the simplest smell patterns in the CSGs, where we suspected the nature of the
smell and could give clear refactoring options (even if we sometimes provided more
possible, contradictory options to a single smell instance). We encountered more
complex patterns during our experiment (containing tens of clusters and hundreds
of traceability links), but a deep analysis of these lay outside the scope of this
present study.
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4.2.1 com/puppycrawl/tools/checkstyle/doclets
This package belongs to our subject checkstyle and it is composed of the class
TokenTypesDoclet with all 5 of its methods and of the test class TokenTypesDo-
cletTest with its 6 test cases. The package is used to create a configuration/prop-
erty file with short descriptions of TokenTypes constants. There are 4 dynamic
clusters connected to this static cluster. They are one for option validation (1
method, 1 test case), a cluster for file name handling and file creation (2 methods,
3 test cases), one for counting options (1 method, 1 test case) and one for static
initialization (1 method, 1 test case).
Possible explanation and refactoring: The dynamic clusters describe the sub-
functionalities correctly. This SUTS is the result of the clustering and granularity
we are working with, where our units are at the package level, while we work at
the method level and this enables our method to identify smaller units. Namely,
the sub-features are tested separately, but the implemented (and tested) classes are
not separated into different packages, which is a quite reasonable decision in this
case. Hence, we treat this SUTS as a false positive, and suggest that no refactoring
should be performed.
4.2.2 io/netty/handler/codec/haproxy
HAProxy is a submodule of netty which is responsible for handling load balancing-
related protocols. It has 7 classes, 42 methods and 30 test cases arranged in a
single test class of over 1000 lines (HAProxyMessageDecoderTest). There are two
dynamic clusters connected to it, these being one for messages and protocols (39
methods, 29 test cases) and one with two helper classes and their test case (3
methods, 1 test case).
Possible explanation and refactoring: A straightforward solution would be
to split the package according to the dynamic behavior. However, we think that
one of the resulting subpackages would be too small as a single package. Instead,
the package should be divided into packages of messages, protocols and others. It
would require other refactorings as well (e.g. involve splitting of the big test class)
to produce a structure that conforms with the unit testing guidelines. However,
this refactoring cannot be directly derived from the identified clusters alone. It
requires a deeper analysis and knowledge of the code.
4.2.3 com/cloudera/oryx/als/common
This is the core package of the als-common submodule of subject oryx. It contains
comparators, custom exception classes and small utility classes, and consists of 9
classes, one interface with altogether 18 methods and 4 test classes with 17 test
cases. Four dynamic clusters are connected, these being a string-to-long map utility
(1 method, 6 test cases), the DataUtils class and related test cases (1 method, 2
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test cases), another string-to-long map utility (5 methods, 2 test cases) and a set
of comparators and utility methods (11 methods, 7 test cases).
Possible explanation and refactoring: The dynamic clusters capture the sub-
functionalities correctly, and there is room for refactoring. That is, exceptions,
comparators, and utilities could be separated into three different packages, one
for each. From the identified dynamic clusters, we seem to have a good basis for
reorganizing the code, but additional decisions and corrections are needed. This
Structural Unit Test Smell turned out to be true positive.
4.2.4 com/cloudera/oryx/common/io
The next Structural Unit Test Smell in oryx is the io package with Delimited-
DataUtils, which is adapted from SuperCSV as a fast/lightweight alternative to
its full API and IOUtils, a collection of simple utility methods related to I/O op-
erations. It is composed of these two classes with 10 methods and the related 11
test cases. The four connected dynamic cluster are: DelimitedDataUtils.encode
(3 methods, 5 test cases), IOUtils.delete (3 methods, 1 test case), Delimited-
DataUtils.decode (2 methods, 4 test cases) and IOUtils.copy (2 methods, 1 test
case).
Possible explanation and refactoring: This Structural Unit Test Smell is the
result of how we define the unit in the static case. The dynamic clusters describe
the sub-functionalities correctly at the method level, but the static cluster is too
small to suggest some reorganization of the tests and the code. Actually, it turns
out to be a false positive SUTS.
4.2.5 com/cloudera/oryx/common/stats
This static package is a common submodule of oryx which provides different statis-
tics, and it has 5 classes with 24 methods, and 4 test classes with 13 test cases
altogether. This pattern has 4 dynamic clusters: a weighted mean implementation
for floating-point weights (6 methods, 5 test cases), a similar module with inte-
ger weights (7 methods, 6 test cases), a class encapsulating a set of statistics like
mean, min and max (4 methods, 1 test case) and a bean class encapsulating some
characteristics of the JVM runtime environment (7 methods, 1 test case).
Possible explanation and refactoring: The dynamic clustering split the static
package into smaller units. Following the dynamic clusters would result in four
units, but here we suggest that just the bean class JVMEnvironment should be
separated, and the others have a similar functionality. Although the SUTS is valid,
the clusters can only be partially used to determine the refactoring and further
knowledge is required to do it correctly.
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4.2.6 com/cloudera/oryx/kmeans/common
This package is the core of the kmeans-common submodule of oryx which is re-
sponsible for providing the k-means algorithm and several evaluation strategies. It
includes 12 classes and 4 interfaces with 51 methods altogether, and 5 test classes
about 60-70 lines long, providing 20 test cases. This case includes two coverage-
based clusters (see Figure 3(a)), one for the evaluation strategies, weights, cluster
centers, validity and statistics (40 methods, 17 test cases) and one that includes
other evaluation strategies (11 methods, 3 test cases).
Possible explanation and refactoring: This package could be safely splits
into two packages according to the dynamic clusters, one being responsible for
the statistical validation and the other being responsible for the strategies. In
Figure 3(a), cluster 32 should correspond to the validation and 33 should correspond
to the strategies. This is a clear example of the situation where the Structural Unit
Test Smell is not only valid, but the clusters involved in it also clearly show how
the refactoring should be carried out.
(a) (b)
Figure 3: Examples of a clustering comparison
4.2.7 com/cloudera/oryx/kmeans/computation/covariance
Another SUTS in oryx is the package responsible for handling covariance com-
putations in k-means. It includes two classes called CoMoment and Index with 9
methods altogether, and the corresponding test classes with 3 test cases in total.
There are 2 dynamic clusters involved, one for the first class (6 methods, 2 test
cases) and one for the other class (3 methods, 1 test case).
Possible explanation and refactoring: In this SUTS, the static cluster was
divided into two dynamic clusters. These two clusters are too small to be reasonably
separated into distinct packages. Hence, the SUTS is a false positive. However, we
note that in our investigation we found that this functionality might not be tested
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properly, and it might have some indirect effect associated with the smell that was
reported.
4.2.8 An example of dynamic cluster
This SUTS belongs to the subject program called orientdb. The corresponding
part of the CSG can be seen in Figure 3(b). This pattern consists of a coverage-
based cluster (with serial number 38) and two related static clusters. By investigat-
ing the content of the dynamic cluster, we found that it is mainly responsible for
token handling/serialization in the OrientDB Server. It includes all 6 classes (with
61 methods) from the server/token package and the OBinaryToken class (with
27 methods) from package server/binary/impl. In addition, it contains 2 test
classes with 9 test cases. The former package is responsible for handling and seri-
alization of Web authentication tokens, while the latter is a bean-like class which
stores information about the user, database, protocol, driver and server. This class
has no direct tests, but it is covered by those test cases which examine the token
serializer and token handler classes.
Possible explanation and refactoring: Both static or dynamic clustering re-
sults could potentially be considered for refactoring, depending on what unit test
writing principles the project follows. One solution might be to use mocking to
eliminate the dynamic relation between the elements of the two packages. But
merging the packages (i.e. moving OBinaryToken to the token package) to provide
a single unit is also a reasonable option in this case. Thus, the reported Structural
Unit Test Smell is valid, and suggests elements that should be refactored. Fur-
thermore, the refactoring possibilities can be directly obtained from an analysis of
clusters, although choosing one requires additional information.
5 Threats to validity
This study contains some threats to validity. First, we selected the subjects after
assuming that the integrated tests using the JUnit framework are indeed unit tests,
and not other kinds of automated tests. However, during manual investigation some
tests turned out to be higher level tests, and in these cases the traceability links
had a slightly different meaning from that for unit tests. Also, in practice the
granularity and size of a unit might differ from what is expected (a Java method).
Generally speaking, it is hard to ascertain automatically whether a test is intended
or not intended to be a unit test, so we verified each identified patterns manually for
these properties as well. However, in actual scenarios this information will probably
be known beforehand.
Another aspect to consider about the manual analysis is that this study was
performed by the authors of this paper, who are experienced researchers and pro-
grammers as well. However, none of them was a developer of the given systems,
hence the decisions made about the Structural Unit Test Smells and refactorings
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would probably have been different if they had been made by a developer of the
system.
6 Conclusions
In this study, we carried out an analysis of test-to-code traceability information.
Unit test development has some widely accepted rules that support things like the
maintenance of these tests suites. Some of them concern the structural attributes
of these tests. These attributes can be described by traceability relations between
the test and code. Previous studies demonstrated that fully automatic test-to-code
traceability recovery is difficult, if not impossible in the general case [23, 16, 19].
There are several fundamental approaches proposed that have been proposed for
this task, based on, among other things, static code analysis, call-graphs, dynamic
dependency analysis, name analysis, change history and even questionnaire based
approaches (see Section 2 above). However, there seems to be general agreement
between researchers that no single method can provide accurate information about
test and code relations.
Following this line of thinking, we developed a method that is able to detect
Structural Unit Test Smells, i.e. locations in the code where unit test development
rules are violated. In particular, we compute test-to-code traceability using two
relatively straightforward automatic approaches, one based on the static physical
code structure and the other on the dynamic behavior of test cases in terms of
code coverage. Both can be viewed as objective descriptions of the relationship of
the unit tests and code units, but from different perspectives; hence, each location
where they disagree about traceability can be treated as a SUTS. Our approach is
to use clustering and hence form mutually traceable groups of elements (instead of
atomic traceability information), and this makes the method more robust because
minor inconsistencies will probably not influence the overall results.
Here, we investigated the results of this method applied on four subject pro-
grams. Our goal was to manually check the reported Structural Unit Test Smells
to see whether at least a part of these are real problems that needs to be examined.
Experience indicates that most of the reported SUTSs point to parts of the test
and code that could be reorganized to better follow unit test guidelines. However,
in some situations it might not be worth modifying the tests and the code (e.g.
for technical reasons). Overall, we found several typical reasons that could form
the basis for future study and this might lead to an automatic classification of the
Structural Unit Test Smells.
These findings have several implications. First, the method has a potential
to find Structural Unit Test Smells, but the results will probably contain a large
number of false positives. To filter out them, we need to carry out an investigation of
the given situation. Fortunately, it seems that there are similar situations that can
provide a basis for the automatic classification of the identified smells, and it may
assist the developers in their refactoring activities. However, it is also clear from
our manual analysis that automatic classification requires additional knowledge
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(i.e. simply relying on the currently used static and dynamic data is not enough).
Furthermore, we found several intricate SUTS patterns in the CSGs, for which we
could not make informed refactoring suggestions because of their complexity and
size.
Lastly, there are future possible directions for further research. One is that we
could identify and automatically recognize patterns, and then propose an appro-
priate refactoring solution for them. Another might be the investigation of some
methods that simplifies the recognition of the graph patterns, even the complex
ones, where possible. The class level hierarchy and traceability relations might also
be worth investigating to see whether they can provide relevant information that
would help us to identify Structural Unit Test Smells.
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Spanning Tree Game as Prim Would Have Played∗
András Londona and András Pluhára
Abstract
In this paper, we investigate special types of Maker-Breaker games defined
on graphs. We restrict Maker’s possible moves that resembles the way that
was introduced by Espig, Frieze, Krivelevich and Pedgen [9]. Here, we require
that the subgraph induced by Maker’s edges must be connected throughout
the game. Besides the normal play, we examine the biased and accelerated
versions of these games.
Keywords: positional games, spanning tree, biased games
1 Introduction
In a positional game two players play on a hypergraph H = (V (H), E(H)), where
E(H) is usually referred as the family of winning sets. The players take turns in
claiming vertices of V (H) that was not claimed previously. In the Maker-Maker
version a player wins by claiming every elements of some edge A ∈ E(H) first. In
the Maker-Breaker version Maker wins by claiming all elements of an edge, while
Breaker wins if he can prevent Maker’s win. Note that a Maker-Maker game may
end in a draw, while only one of the players can win a Maker-Breaker game. The
players may take more than one elements in a turn; we call it an (H, a, b)-game if
the first player takes a and the second takes b elements. If a = b > 1 then it is an
accelerated game, otherwise we call it a biased game. For a deeper introduction to
positional games, we refer to Beck [4].
In graph games the set V (H) is usually the edge set of a fixed graph G, mainly
G = Kn, and E(H) is a graph property. That is, Maker’s goal is to build a particular
structure (e.g. a spanning tree, a K3 or a Hamiltonian cycle) within his own edges,
while Breaker tries to prevent this. For some essential results in positional games,
see e.g. [2, 3, 4]. Here we start with the classical Shannon’s switching game, which
is a Maker-Breaker game on the edge set of a connected graph G, and Maker wins
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by taking the edges of a spanning tree. The outcome of this game is characterized
by Lehman’s theorem [12] stating that Maker wins (as a second player) if and only
if the graph contains two edge-disjoint spanning trees.
Since the complete graphKn contains at least two disjoint spanning trees for n ≥
4, Shannon’s switching game is trivial in this case. To make the game interesting
for Kn, Chvátal and Erdős [7] introduced the (1 : b) biased version. The outcome
is a monotone function of b in a sense that if Maker wins for a value b, and b′ < b
then Maker also wins the (1 : b′)-game. Similarly, if Breaker wins the (1 : b)-
game, and b < b′, then Breaker wins the (1 : b′)-game as well. Therefore they
gave bounds on b0, the smallest value for which Breaker wins. This turned out to
be b0 = Θ(n/ log n), which can be considered from another viewpoint. If the two
players take their selection randomly in a (a, b)-game, then the graph consisting
of Maker’s edges will be similar to an element of G(n, p), where p = a/(a + b).
However, p = log n/n = Θ(1/(1 + b)) is the threshold for connectivity, see [6].
Hence one may say the perfect and random plays result in the same outcome. This
probabilistic intuition, or Erdős paradigm gives a deep insight to a game, and turned
out to be true for several cases [3, 4, 5], while it is also informative when it fails [1].
Epsig et al. [9] brought fresh ideas to the connectivity type of games by intro-
ducing Walker-Breaker game and PathWalker-Breaker game. Walker, being located
on a vertex x, may claim an edge e = (x, y) if e has not been taken by Breaker
before. Upon doing this, his location is changed to y. PathWalker is even more
restricted; he is allowed to visit a vertex only once. For Breaker’s moves, there are
no restrictions. Walker and PathWalker wants to visit as many vertices of G as
possible. It was shown that Walker (and even PathWalker) reaches at least n − 2
vertices of Kn for large n. In the 1 : b-game the number of vertices that can be
visited by PathWalker falls into the interval [n − c1 log n, n − c2 log n], where the
values of c2 < c1 depend on only b.
In this study, motivated by the previous approach and some classic problems,
we define new versions of Shannon’s switching game. These are Maker-Breaker
games where Maker’s goal is to build a connected spanning subgraph of a graph
G such that in any moment of the game the subgraph consisting of Maker’s edges
is connected. We call this type of game the PrimMaker-Breaker game, referring
to the execution of Prim’s algorithm. Note that Prim’s algorithm [16] finds a
(minimal) spanning tree in a weighted undirected graph by keeping the subgraph
of the already selected edges connected, in contrast to Kruskal’s algorithm [11],
which does not have this property. As a first step, we give a characterization for
the (1 : 1) unbiased game ( i.e. each player takes one edge per one turn). Let Hn
be the graph that we get from Kn−2,2 by joining the two vertices in its two-element
color class, see Figure 1.
Theorem 1. Playing the PrimMaker-Breaker game on a graph G with n vertices,
PrimMaker wins as a first player if and only if G contains Hn as a subgraph.
It is interesting that in both directions of the proof of Theorem 1, the actual winner
may utilize a pairing strategy. Breaker’s strategy can be adapted to a (1 : b)-game
on Kn, and it shows that Breaker wins if b > 1, in contrast to the probabilistic in-
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tuition which predicts b0 = Ω(n/ log n). As it was observed before, the acceleration
of games has surprising effects [14], and it may restore the probabilistic intuition
destroyed by a pairing strategy in the (1 : 1)-game [1]. Here we can witness, in
magnitude, a perfect restoration of that intuition.
Theorem 2. Playing the (2 : b) PrimMaker-Breaker game on Kn, Maker wins if
b < n/(8 log n), and Breaker wins if b > n/ lnn.
2 Background
The following result is not just one of the most important results in the theory
of hypergraph games, but it can be used very effectively to decide the winner of
biased hypergraph games. The case a = b = 1 was proved by Erdős and Selfridge
in [8], and the general form was proved by Beck in [2].
Theorem 3. If ∑
A∈E(H)
(1 + b)−|A|/a < 1,
then Breaker has a winning strategy in the (H, a, b) game.
However, several times not Theorem 3 but its proof techniques and corollaries
are used.
For the sake of a better understanding and introducing some notations, we give
a sketch of the proof of case b = 1, and all elements of E(H) have the same size, a
more detailed proof can be found in [14].
The uniform case with b = 1. For any A ∈ V (H) let Ak(M) and Ak(B) be the
number of elements in A, after Maker’s kth move, selected by Maker and Breaker,
respectively. Now, for an A ∈ E(H)
wk(A) =
{
λAk(M) if Ak(B) = 0
0 otherwise,
where λ = 21/a. For any x ∈ V (H) let wk(x) =
∑
x∈A wk(A). The numbers wk(A)
and wk(x) are called the weight of A and x (in the kth step), respectively.
In the kth step Breaker chooses an unselected element yk ∈ V (H) of maximum
weight. Setting wk =
∑
A∈E(H) wk(A), called the potential, one gets wk ≥ wk+1,
k ≥ 0.
In particular, w1 ≤ (λa − 1)|E(H)| + |E(H)| ≤ 2|E(H)|. Since b = 1 and the
elements of E(H) are of the same size, the inequality
∑
A∈E(H) 2
−|A|/a < 1/2 leads
to the inequality 2|E(H)| < 2|A|/a. Let us suppose that Maker wins the game in
the kth step. This would imply that wk ≥ λ|A| = 2|A|/a, contradicting the mono-
tonicity of the potential. 
An edge A ∈ E(H) is active if Breaker has not taken any of its elements.
Conversely, A ∈ E(H) is blocked if Breaker has already taken an element of it.
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Since wk ≤ w1 ≤ 2|E(H)| for all k, we have a bound on the “fill-in” of an active
edge. Note that this bound holds for the non-uniform hypergraphs as well.
Corollary 1. [14] Playing the Maker-Breaker (H, a, 1) game, Breaker may arrange
that whenever A is active, i.e. Ak(B) = 0, then Ak(M) ≤ a+ a log2 |E(H)|.
Proof of Corollary 1. Just take the logarithm of the inequality λAk(I) = wk(A) ≤
wk ≤ w1 ≤ 2|E(H)| that holds for any active edge A ∈ E(H). 
3 Proofs
Proof of Theorem 1. First we show if a graph G on n vertices contains the
subgraph Hn, then PrimMaker wins the game as a first player. PrimMaker might
restrict his moves to the edges of Hn as follows. His first move is the edge e = (u, v),
the edge added to Kn−2,2, see Figure 1. The other edges of Hn are paired such
that f, g ∈ E(Hn) \ {e} is a pair if they are incident and their common endpoint
lies in V (Hn) \ {u, v}. PrimMaker plays according to this pairing; more precisely,
in every turn, he takes one element of a pair. This keeps his subgraph connected
and results in a spanning tree in the (n− 1)st move.
In the other direction, let us assume that G does not contain Hn, and Prim-
Maker’s first move is an edge e = (u, v). Then there must be a vertex x ∈
V (G) \ {u, v}, such that |N(x)∩{u, v}| ≤ 1. Now Breaker might also use a pairing
strategy: whenever PrimMaker connects a new vertex y to his subgraph, i.e. takes
an edge (z, y), where z had been visited earlier, Breaker takes the edge (y, x) if
(y, x) ∈ E(G), and moves arbitrarily otherwise. Obviously, PrimMaker can never
connect the vertex x to his subgraph. 
Note that we have proved a little more than was stated in Theorem 1. By
winning PrimMaker builds a subgraph of diameter not more than three, which
type of games was explored in [1].
Proof of Theorem 2. PrimMaker’s win. First, we describe the winning strat-
egy, and then show its feasibility. PrimMaker plays an equivalent auxiliary game,
called the positive minimum degree game (see Hefetz et al. [10]), with the additional
requirement that his subgraph should be connected during the game.
r r
r r r p p p r1 w n − 2
u v r r
r r r p p p r1 w n − 2
u v
Figure 1: The graph Hn and a possible Maker’s subgraph.
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PrimMaker tries to get edges incident to each vertices as quickly as possible.
More precisely, he can guarantee an edge incident to the vertex x, before Breaker
takes, say, n/4 edges incident to x. This can be achieved by an appropriate weight
function method used several times before [13, 14, 15].
In order to utilize Corollary 1, we associate an auxiliary hypergraph game with
the PrimMaker-Breaker game. For each vertex x ∈ V (Kn), let the Ax ∈ E(H) be
the set of ordered pairs 〈x, y〉, where y ∈ V (Kn)\x. That is, Ax∩Ay = ∅ for x 6= y
and |Ax| = n − 1 for all x ∈ V (Kn). When Maker takes the edge (x,w) in the
graph game, it results in taking both 〈x, y〉 and 〈y, x〉 in the hypergraph game. Of
course Breaker’s one move means taking 2b ordered pairs. Note that PrimMaker
intends to play as Breaker in this auxiliary game.
Let us assume that PrimMaker can imitate the greedy strategy of Corollary 1
in the (H, 1, 2b) game. Note that in order to do so, PrimMaker does not have to
take the pair (edge) 〈x, y〉 of the largest weight, as taking any pair from the largest
weight hyperedge has the same effect on the potential function wk.
Extending the notation of Corollary 1, we may say that a vertex x is blocked if
Ax is blocked, i.e. PrimMaker has an edge that is incident to x. We shall prove
by induction on the steps of the game that an arbitrary vertex can be blocked at
each step. The induction hypothesis holds in the first step, and assuming it holds
up to the kth step, we can use the bound of Corollary 1. This tells us that Breaker
can take at most b+ b log2 n ≤ n/4 edges that are incident to an unblocked vertex
x. Note that we can also assume that PrimMaker’s edges form a tree Ti after the
ith step, and i ≤ n/2. Indeed, in the process of blocking we never need to create
cycles, so |V (Ti)| = 2i+ 1 if the game is not already over.
Let Tk be PrimMaker’s graph and Uk be the set of unconnected (unblocked)
vertices by PrimMaker after the kth round, respectively. Assume that the blocking
strategy requires one to block (connect) the vertex x ∈ Uk in the (k+ 1)th step. If
there is an unoccupied edge e = (x, y), y ∈ Tk, then we take it. Similarly, if there
are unoccupied edges e = (x, y) and f = (y, z), z ∈ Tk then we take those, and x is
blocked.
Assume on the contrary that there is a vertex x ∈ Uk that cannot be blocked
by PrimMaker in the (k + 1)st step; that is, in the subgraph of unoccupied edges
there are no paths of length at most two from x to Tk. According to the induction
hypothesis, we know that Breaker has taken fewer than n/4 edges incident to x.
The other endpoints of these edges cannot be in Tk and actually all the edges
between these endpoints and the vertices of Tk are taken by Breaker. The number
of these edges is at least (n−1−n/4)(2k+1) < 3nk/2, since k ≤ n/2. After round
k, Breaker has claimed bk edges, therefore we should have 3nk/2 ≤ bk, which
contradicts the choice of b.
Breaker’s win. This direction could be deduced from the results of Chvátal and
Erdős, the only difference being that they examine (1 : b)-game. For the sake of
completeness, we sketch their proof. Breaker distributes his moves evenly. First,
he puts an edge incident to all vertices, which needs no more than n/(2b) rounds.
During that time PrimMaker may achieve a positive degree of at most n/b vertices;
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these are dead for Breaker, while the others are active. Let us call the sequence of
rounds a phase if Breaker gets a new incident edge to each (active) vertices. Breaker
repeats the process above, getting a second, third, etc. edge incident to the edges
that were all active at the beginning of the phase. Breaker loses the n(1−1/b)i ≥ 1
fraction of active vertices, so the ith phase is feasible if n(1 − 1/b)i ≥ 1. That is,
Breaker can reach the nth phase if b > n/ lnn. But by doing so, Breaker isolates a
vertex. 
4 Further problems
One could investigate PrimMaker-Breaker versions of any graph games, when
Maker’s present strategies involves disconnected edges. Sometimes the restriction
of Breaker’s move, introducing the notion of PrimBreaker seems to be a good idea.
Another possible way of defining a new game is to consider the game on a
random graph, first investigated by Stojaković and Szabó [17]. For example if
V (Hp) = E(G), where G ∈ G(n, p) and the winning sets are the spanning trees of
G. It was shown by Stojaković and Szabó that the probabilistic intuition applies to
many of the random games, especially when there is a pH such that if p > pH then
Maker, and if p < pH then Breaker wins almost surely. The value of pH should be
close the threshold value of the connectivity of G(n, p).
Needless to say, the PrimMaker-Breaker version of the random Shannon’s
switching game again defies random intuition. It would be interesting to see whether
the (2 : 2) PrimMaker-Breaker version restores it. The proof method of Theorem 2
gives only pH ≤ c log n/
√
n, although pH ≤ c log n/n would be desirable. However,
one might argue that (2 : 2) acceleration is not enough, and (3 : 3), or even more
is needed. Another possible line is to define the PrimMaker-PrimBreaker version
where the restriction of Breaker brings pH closer to the c log n/n bound.
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On the Advice Complexity of Coloring Bipartite
Graphs and Two-Colorable Hypergraphs∗
Judit Nagy-Györgya
Abstract
In the online coloring problem the vertices are revealed one by one to an
online algorithm, which has to color them immediately as they appear. The
advice complexity attempts to measure how much knowledge of the future
is neccessary to achieve a given competitive ratio. Here, we examine col-
oring of bipartite graphs, proper and the conflict-free coloring of k-uniform
hypergraphs and we provide lower and upper bounds for the number of bits
of advice to achieve the optimal cost. For bipartite graphs the upper bound
n − 2 is tight. For the proper coloring, n − 2k bits are necessary and n − 2
bits are sufficient, while for the conflict-free coloring case n− 2 bits of advice
are neccessary and sufficient to color optimally if k > 3.
1 Introduction
In this study we consider online vertex coloring. An online (hyper)graph is a
structure H< = (H,<), where H is a (hyper)graph and < is a linear ordering
of its vertices. We call a vertex the first, second,. . ., and ending vertex of an edge
according to the ordering <. An online (hyper)graph coloring algorithm has to color
the i-th vertex only knowing the sub(hyper)graph Hi = (Vi, Ei) where Vi contains
the first i vertices and Ei contains the edges of the (hyper)graph, which are subsets
of Vi. This means that the online algorithm receives information about the edges
only when the last vertex of the edge arrives. We will use the well-known greedy
algorithm FF (First Fit) to color the accepted vertices of the online (hyper)graphs.
FF uses the smallest color for each vertex which does not violate the rule of the
coloring. The online graph was first defined in [12], while the online hypergraph
was first defined in [1].
We evaluate the efficiency of the online algorithms by the competitive ratio (see
[5, 15]), where the online algorithm is compared to the optimal offline algorithm.
We say that an online algorithm is c-competitive if its cost is at most c times larger
than the optimal cost.
∗This study was partially supported by the ÚNKP-17-4 NEW NATIONAL EXCELLENCE
PROGRAM OF THE MINISTRY OF HUMAN CAPACITIES




Online graph coloring has been investigated in several studies, and one can find
many details on the problem in the survey paper [16]. Halldórson and Szegedy
in [13] showed that any online algorithm for graph coloring has a competitive ra-
tio of Ω(n/ log2 n). Some results are proved about algorithm FF. In [12] it is
shown that this algorithm is the best possible on trees. In [18], an online al-
gorithm is presented which colors k-colorable graphs on n vertices with at most
O(n log(2k−3) n/ log(2k−4) n) colors. The best known lower bound for the number
of online colors for k-colorable graph on n vertices Ω(logk−1 n) [21]. In [17] an
online algorithm is presented which colors k-colorable graphs on n vertices with at
most O(n1−1/k!) colors.
The term advice complexity for online algorithms was introduced by the authors
of [10]. The major question is the following: How many bits of advice are necessary
and sufficient to obtain a competitive ratio c? This includes determining the number
of bits to be optimal. The results of the following two sections are in the tape model
which was introduced in [7]. In this model, the online algorithm may read an infinite
advice tape written by the oracle and the advice complexity is simply the number
of bits read. For more information about advice complexity, see the survey paper
[6].
Mikkelsen showed in [19] that an O(n1−ε)-competitive online vertex-coloring
algorithm must read Ω(n log n) bits of advice.
Forǐsek et al showed in [11] that dn/2e − 1 bits of advice are needed to color
optimally any online paths on n vertices, and this bound is tight.
Bianchi et al proved in [4] the following theorems for bipartite graphs.
Theorem 1 ([4]). Any deterministic online algorithm needs at least n − 3 bits of
advice to color optimally every bipartite online graph on n vertices.
Theorem 2 ([4]). There exists an online algorithm which uses at most n− 2 bits
of advice to color optimally every bipartite online graph on n vertices if n > 2.
The advice complexity of 3-colorable graphs, 3-colorable chordal graphs and
maximal outerplanar graphs were investigated in [20].
In the next section, we will improve this lower bound in Theorem 1 and provide a
tight bound for the number of bits of advice for coloring bipartite graphs optimally.
In section 3, we include the results on the advice complexity of proper and conflict-
free coloring of two-colorable hypergraphs in the tape model. Then the last section,
we will discuss the models of helper mode and answerer mode suggested by [10].
2 Bipartite graphs
In this section, we shall prove that n − 2 bits of advice are neccessary to color
bipartite graphs on n vertices optimally. This result is tight because of Theorem 2.
The following observation will be useful.
Observation 3. Suppose that G< and H< are two bipartite online graphs such that
Gi = Hi = (Vi, ∅) for some i > 0 and a deterministic online algorithm A colors
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optimally both of them, and it uses advice word wG to color Gi and a different
advice word wH to color Hi. Then wG is not the prefix of wH and vice versa.
Theorem 4. Any deterministic online algorithm needs at least n− 2 bits of advice
to color every bipartite online graph on n vertices optimally.
Proof. For a contradiction, assume that there exists a deterministic online algo-
rithm A that colors optimally every bipartite graph G on at least 3 vertices using
at most |V (G)| − 3 bits of advice. Next, consider the class of G of the following
online graphs and set m > 0. For each w ∈ {0, 1}m, define G<w in the following way.
If w consists of m 1s, then the set of the vertices of Gw = G1 is V = {v1, . . . , vm+2}
and the set of the edges is E = {vivm+2 | 1 ≤ i ≤ m + 1}. Otherwise, the set of
the vertices is
V = U0 ∪ U1 ∪ {vm+2, vm+3},
where
• ui = vi+1 ∈ U0 if 1 ≤ i ≤ m and the ith bit of w is 0,
• v1 ∈ U1, and ui = vi+1 ∈ U1 if 1 ≤ i ≤ m and the ith bit of w is 1.
Observe that now U0 6= ∅ and U1 6= ∅.
The set of the edges is E = E0 ∪E1 ∪{vm+2vm+3}, where Ei = {uvm+i+2 | u ∈
Ui}.
Next, consider the set of the advice words used for the coloring of the first m+1
vertices of the elements of G by A and denote it by S. Observe that if s, s′ ∈ S
advice words used for coloring v1, . . . , vm+1 then s 6= s′, moreover s is not the prefix
of s′, and vice versa, because these vertices form an independent set in each graph
in G and A is deterministic. Also, it is easy to see that |S| have to be 2m, and the
length of each element of S is at most m and there is at least one s ∈ S, the advice
word for G1, with length less than m because of the initial assumption. But this
is a contradiction by Observation 3 and the pigeonhole principle.
3 2-colorable hypergraphs
A coloring of a hypergraph is an assignment of positive integers to the vertices of the
hypergraph such that every edge satisfy some property. We consider two different
versions of coloring. In proper hypergraph coloring each edge must contain vertices
that have different colors. In conflict free (we will use the abbreviation cf) coloring
each edge must contain a unique vertex which has a color different from the other
vertices of the edge.
The online proper coloring of hypergraphs first was studied in [14], where it
was proven that no online algorithm exists for 2-colorable k-uniform hypergraphs
which can color them with fewer than dn/(k − 1)e colors, and it was proved that
algorithm FF colors these hypergraphs with this many colors.
The online cf-coloring of hypergraph was defined in [8], where the authors ex-
amined the case where the input is a set of n points on the line, and R is the set
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of the intervals of the line. They presented an algorithm which applies at most
O(log2(n)) colors and they also proved a matching lower bound. The online cf-
coloring of intervals was further studied in [2], where several coloring models were
defined and compared. The online cf-coloring of other more general hypergraphs
were studied in [3] and [9].
Now, we will present some results on k-uniform hypergraphs where k > 2 inte-
ger.
We need the definition of ∨-repeatable problem from [19].
Definition 1 ([19]). Let P be an online minimization problem such that for every
fixed P-input, there is only a finite number of valid outputs.
Let r ∈ N. For each 1 ≤ i ≤ r, let Ii be a finite set of P-inputs such that the
followig holds: If σ1, . . . , σr are such that σi ∈ Ii for 1 ≤ i ≤ r, then σ = σ1 . . . σr,
where σ obtained by concatenating the requests of the r inputs, is a valid P-input
and let Ir = I1 × . . .× Ir = {σ1 . . . σr|σi ∈ Ii, 1 ≤ i ≤ r}.
For each 1 ≤ i ≤ r, let costi be a function which maps an output γ for an input
σ ∈ Ir to a non-negative real number costi(γ, σ). We say that costi is the ith round
cost function.
Let I be the set of all possible request sequence for P. Define P∗∨ to be the online
problem with input I∗ = {σ = (σ1 . . . σr)|r ≥ 1, σi ∈ I}. An algorithm for P∗∨ must
produce an output γ∗ = (γ1, . . . , γr) where γi = (yi, . . . , yni) is a valid sequence of
answers for the P-input σi = (x1, . . . , xni) ∈ I. The cost of the output γ∗ is cost
(γ∗, σ∗) = max{costP(γ1, σ1), . . . , costP(γr, σr)} where costP(γi, σi) is the cost of
the P-output γi with respect to the P-input σi.
The optimal offline algorithm for P∗∨ is denoted by OPT
∗
∨.
Let k ≥ 0. We say that P is strictly ∨-repetable with parameter k if there exists
a mapping g : I∗ → I with the following properties:
V1 For every σ∗ ∈ I∗, |g(σ∗)| ≤ |σ∗|+ k · r, where r is the number of rounds in
σ∗.
V2 For every deterministic P-algorithm ALG, there is a deterministic
P∗∨-algorithm ALG
∗ such that for every σ∗ ∈ I∗ ALG∗(σ∗) ≤ ALG(g(σ∗)).
V3 For every σ∗ ∈ I∗, OPT∗(σ∗) ≤ OPT(g(σ∗)).
Theorem 5 ([19]). Let P be a strictly ∨-repeatable online problem and let I =
{σ1, . . . , σm} be a finite set of P-inputs. Furthermore, let t = maxσinI OPT(σ)
and ε > 0 be a constant. Suppose that for every deterministic P-algorithm without
advice, ALG, there exists some 1 ≤ i ≤ m such that ALG(σi) ≥ k. Then, for every
randomized P-algorithm, R, reading o(n) bits of advice, there exists a P-input σ
such that E(R(σ)) ≥ (1− ε)k and such that OPT(σ) ≤ t.
It is easy to see that our two-coloring problems are strictly ∨-repeatable, there-
fore the following corollary holds.
Corollary 1. No algorithm for the online proper hypergraph coloring or the cf-
coloring with o(n) bits of advice can achieve a constant competitive ratio.
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3.1 Proper coloring
Proposition 1. There exists an online algorithm which uses at most n− 2 bits of
advice to give an optimal proper coloring of every proper two-colorable k-uniform
online hypergraph on n vertices.
Proof. Consider a proper two-coloring of a proper two-colorable k-uniform hyper-
graph H< on n vertices. It is easy to see that the algorithm which colors the first
vertex with color 1, asks for a bit of advice for each of the remaining n− 2 vertices
corresponding the parity of its color, and it colors the last vertex by FF colors H<
optimally.
Theorem 6. Any online algorithm needs at least n − 2k bits of advice to give an
optimal proper coloring of every proper two-colorable k-uniform online hypergraph
on n vertices if k > 2.
Proof. Set k > 2 and n ≥ 2k. Using proof by contradiction, let us assume that
there exists an online algorithm A which uses 2 colors and fewer than n− 2k bits
of advice for the optimal proper coloring of every proper two-colorable k-uniform
hypergraph. Next, consider the class Hn of the following online hypergraphs on n
vertices. For each w ∈ {0, 1}n−2k, define H<w ∈ Hn as the set of vertices
V = {v1} ∪ U ∪X ∪ Y,
where
• ui = vi+1 ∈ U for all 1 ≤ i ≤ n− 2k,
• xi = vn−2k+1+i ∈ X for all 1 ≤ i ≤ k,
• yi = vn−k+1+i ∈ Y for all 1 ≤ i ≤ k − 1;
moreover, the set of the edges is




X ∪ Y ∪ {v1}
k
)
− {X,Y ∪ {v1}},
• E2 = {{x1, . . . , xk−1, ui} | if the ith bit of w is 1},
• E3 = {{y1, . . . , yk−1, ui} | if the ith bit of w is 0}.
Without loss of generality, we shall assume that both A and the optimal algorithm
color v1 with color 1. It is easy to see that there is only one proper coloring the
subhypergraph induced by X ∪ Y by definition of E1: if x ∈ X then its color has
to be 2 and the color of the elements of Y have to be 1. Therefore if vi ∈ X, then
A has to color vi with 2 and if vi ∈ Y , then A has to color vi with 1; otherwise it
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cannot give a proper coloring of the subhypergraph induced by {v1}∪X ∪Y . Here
from the definition of E2 and E3, the colors of vertices in U are determined by w.
Recall that A uses fewer then n−2k bits of advice. By definition |Hn| = 2n−2k,
so by the pigeonhole principle there are at least two hypergraphs in Hn such that A
cannot distinguish them when it knows only the subhypergraph induced by Vn−2k+1
because it does not contain any edge. But if H,H ′ ∈ Hn where H 6= H ′, then the
optimal colorings of their first n−2k+1 vertices are different, therefore if the advice
words are the same for both of them, so A cannot give a proper two-coloring to
both of them.
3.2 Conflict-free coloring
First note that the problem of proper coloring and the problem of cf-coloring are
equivalent on 3-uniform hypergraphs.
Theorem 7. There exists an online algorithm which uses at most n − 2 bits of
advice to give an optimal cf-coloring of every two-cf-colorable k-uniform online
hypergraph on n ≥ 3 vertices if k > 3.
Proof. Consider a two-cf-coloring of a two-cf-colorable k-uniform hypergraph H<
on n vertices. The last vertex of an edge will be called the closing vertex of the edge.
Observe that if the currently appeared vertex is closing, then its color is obvious for
an algorithm which knows the colors of the previous vertices. So whenever there is
at most one closing vertex in the input, FF colors it optimally without any bit of
advice. Therefore the following algorithm uses at most n− 2 bits af advice and the
coloring produced by it is optimal:
• Color the first vertex by FF.
• Then ask for one bit of advice. If it is 0 then use FF to color the remainig
vertices. If it is 1 then ask for a bit of advice for every non-closing vertex and
use the color whose parity is equal to this bit.
• Color any closing vertex by FF.
Intuitively, the ith advice bit indicates the color of the (i+1)th vertex which does
not apperar as a closing vertex, if FF is not optimal.
The following observation will be useful.
Observation 8. Let k > 3 and H a two-cf-colored k-uniform hypergraph. If we
change the color of exactly one vertex in any edge, the result will not be a two-cf-
coloring.
Corollary 2. Let k > 3 and H be a two-cf-colored k-uniform hypergraph,
{u1, . . . , uk−1, uk} and {u1, . . . , uk−1, u′k} be two edges of H with k − 1 common
vertices. The colors of uk and u
′
k will be equal.
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Theorem 9. Any online algorithm needs at least n−2 bits of advice to give an opti-
mal cf-coloring of every two-cf-colorable k-uniform online hypergraph on n vertices
if k > 3.
Proof. Using proof by contradiction, let us assume that there exists an algorithm A
which uses 2 colors and fewer than |V (H)|−2 bits of advice for teh proper coloring
of every proper two-colorable k-uniform hypergraph H. Set m ≥ 2k−2 and consider
the class of Hm of the following online hypergraphs. For each w ∈ {0, 1}m, define
H<w in the following way. If w consists of m 1s, then the set of the vertices of
Hw = H1 is V = {v1, . . . , vm+2} and the set of edges is E = {vm+2 ∪ U | U ∈({v1,...,vm+1}
k−1
)
}. By Corollary 2 it is easy to see that the color of vi must be 1 if
1 ≤ i ≤ m+ 1.
If w 6= 1 the set of the vertices of Hw is
V = U0 ∪ U1 ∪ {vn−1, vn},
where
• ui = vi+1 ∈ U0 if 1 ≤ i ≤ m and the ith bit of w is 0,
• v1 ∈ U1, and ui = vi+1 ∈ U1 if 1 ≤ i ≤ m and the ith bit of w is 1.
The set of the edges is
E = E1 ∪ E2 ∪ E3 ∪ E4 ∪ E5 ∪ E6
where




































Without loss of generality, we shall assume that both A and the optimal algorithm
color v1 with color 1. The aim is to show that there is only one two-cf-coloring of
Hw. Note that if n ≥ 2k, then either E1 is not empty or E2 and E3 are not empty
because |U0|+ |U1| ≥ 2k − 1. Moreover, if |U0| > 0 and E1 6= ∅, then E4 6= ∅.
For every u ∈ U1 there are edges e1, e2 ∈ E1 ∪ E2 such that the symmetric
difference of these edges e1 M e2 = {v1, u}. Thus the color of u must be 1, by
Corollary 2.
For every u, u′ ∈ U0 there are edges e1, e2 ∈ E3 ∪ E4 such that the e1 M e2 =
{u, u′}. Therefore the colors of u and u′ must be the same, by Corollary 2.
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Therefore the colors of vn−1 and vn must be different, by the definition of E5
and E6 and Corollary 2 if n > 2k. Moreover, there are edges e1,∈ E1 ∪ E2 and
e2 ∈ E5 ∪ E6 such that e1 M e2 = {vn, u} for any u ∈ U1, so the color of vn must
be 1 by Corollary 2 and the color of vn−1 must be 2.
For every u ∈ U0 there are edges e1,∈ E3 ∪ E4 and e2 ∈ E5 ∪ E6 such that
e1 M e2 = {vn−1, u}, hence the colors of vn−1 and u must be the same. We find
that the colors of ui ∈ U1 ∪ U0 in Hw are determined by w.
Now consider the set of the advice words used for the coloring of the first m+ 1
vertices of the elements Hm by A and denote it by S. Observe that if s, s′ ∈ S
advice words are used for coloring v1, . . . , vm+1, then s 6= s′; moreover, s is not the
prefix of s′ and vice versa because these vertices form an independent set in each
hypergraph in Hm and A is deterministic. Also, it is easy to see that |S| have to
be 2m, the length of each element of S is at most m and there is at least one s ∈ S,
the advice word for H1, with length less then m because of the assumption. But
this is a contradiction by the pigeonhole principle.
4 Other models
The advice complexity was defined in [10]. The authors suggested two models,
namely the helper mode and the answerer mode. These models don’t use a tape. In
the helper mode, the online algorithm receives a number of advice bits, which could
be zero, prior to processing each request. The answerer mode is similar, except that
advice bits are only given when requested by the online algorithm in which case at
least one bit is given. In both of these models, fewer bits of advice are sufficient
than in the tape model.
Theorem 10. o(n) bits of advice is sufficient to color optimally bipartite graphs
/ proper coloring proper two-colorable hypergraphs / cf-coloring two-cf-colorable
hypergraphs on n vertices in the helper and the answerer mode.
Proof. Let Wm = {(w1, w2) | w1 ∈ {0, 1}m1 , w1 ∈ {0, 1}m2 ,m1 + m2 = m} and
W ′m = {w | w ∈ {0, 1}m·blog2(m−1)c}. There is an injective function h : W ′m →Wm
because |Wm| ≥ m log2(m− 1) and |W ′m| = m · blog2(m− 1)c.
Next, consider an optimal coloring of the input. Our algorithm is the following:
• First, the algorithm gets an advice word w1 and colors the first vertex by FF.
• After the algorithm gets an advice word w2 and then it colors the (i + 1)
vertex with a color such that the parity of it is equal to the parity of the ith
bit of h−1(w1, w2).
• The algorithm colors the remaining vertices using FF.
Intuitively, the ith bit of h−1(w1, w2) indicates the color of the (i+1)th vertex in
the optimal coloring, if FF is not optimal.
Clearly, m bits of advice are sufficient to color an input graph (hypergraph) on
m · blog2mc+ 2 vertices optimally.
On the Advice Complexity of Coloring Bipartite Graphs . . . 937
References
[1] N. Alon, U. Arad, Y. Azar, Independent Sets in Hypergraphs with Applications
to Routing Via Fixed Paths, Proc. of APPROX 99, LNCS 1671, pp 16–27, 1999
[2] A. Bar-Noy, P. Cheilaris and S. Smorodinsky, Conflict-free coloring for in-
tervals: from offline to online, Proc. 18th Annu. ACM Sympos. Parallelism
Algorithms Architectures (SPAA06), pp 128–137, 2006
[3] A. Bar-Noy, P. Cheilaris, S. Olonetsky, and S. Smorodinsky, Online conflict-free
colorings for hypergraphs, Proc. of Automata, languages and programming,
LNCS 4596, pp 219–230, 2007
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[12] A. Gyárfás, J. Lehel, On-line and first-fit colorings of graphs, Journal of Graph
Theory, 12, pp 217–227, 1988
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A crucial issue in digital topology is to ensure topology preservation for
reductions acting on binary pictures (i.e., operators that never change a white
point to black one). Some sufficient conditions for topology-preserving reduc-
tions have been proposed for pictures on the three possible regular partition-
ings of the plane (i.e., the triangular, the square, and the hexagonal grids).
In this paper, the relationships among these conditions are stated.
Keywords: digital topology, topology preservation, simple points, P -simple
sets, hereditarily simple sets, general-simple deletion rules
1 Introduction
A binary picture on a grid is a mapping that assigns a color of black or white to
each grid element called a point [15]. A regular partitioning of the 2D Euclidean
space is formed by a tessellation of regular polygons (i.e., polygons having equal
angles, and sides are all of the same length). There are exactly three polygons that
can form such regular tessellations, these being the equilateral triangle, the square,
and the regular hexagon [19] (see Figure 1). Although 2D digital pictures sampled
on the square grid are generally assumed, triangular and hexagonal grids have also
attracted significant interest [4, 15, 19, 20].
Figure 1: The three possible regular planar grids.
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A reduction transforms a binary picture only by changing some black points to
white ones, which is referred to as deletion [15]. Reductions play a key role in some
topological algorithms, e.g., thinning [5, 13, 15] and shrinking [6] algorithms.
Topology preservation is a major concern of reductions [13, 15]. In this paper,
five types of sufficient conditions for topology-preserving reductions acting on the
three possible regular planar grids are presented, and the relationships among these
conditions are revealed.
2 Basic Notions and Results
In this study, we apply the fundamental concepts of digital topology as reviewed by
Kong and Rosenfeld [15]. Despite the fact that there are other approaches based on
cellular/cubical complexes [16], here we shall consider the ‘conventional paradigm’
of digital topology.
2.1 Binary Digital Pictures
Let us denote the triangular, the square, and the hexagonal grids by T , Z2, and
H, respectively, and throughout this article, if we will use the notation V, we will
mean that V belongs to {T ,Z2,H}. The elements of the given grids (i.e., regular
polygons) are called points. Two points are 1-adjacent if they share an edge and
they are 2-adjacent if they share an edge or a vertex (see Fig. 2). Note that both
relations are reflexive and symmetric. Now let us denote the set of points being
j-adjacent to a point p in the grid V by NVj (p), and let N∗Vj (p) = NVj (p) \ {p} (j =
1, 2). It is obvious that NT1 (p) ⊂ NT2 (p), NZ
2
1 (p) ⊂ NZ
2
2 (p), and N
H




A reduction transforms a binary picture only by changing some black points to22
white ones, which is referred to as deletion [15]. Reductions play a key role in some23
topological algorithms, e.g., thinning [5, 13, 15] and shrinking [6] algorithms.24
Topology preservation is a major concern of reductions [13, 15]. In this paper,25
five types of sufficient conditions for topology-preserving reductions acting on the26
three possible regular planar grids are presented, and the relationships among these27
conditions are revealed.28
2 asic otions and esults29
In this study, we apply the fundamental concepts of digital topology as reviewed by30
Kong and Rosenfeld [15]. Despite the fact that there are other approaches based on31
cellular/cubical complexes [16], here we shall consider the ‘conventional paradigm’32
of digital topology.33
2.1 Binary Digital Pictures34
Let us denote the triangular, the square, and the hexagonal grids by T , Z2, and35
H, respectively, and throughout this article, if we will use the notation V , we will36
mean that V belongs to {T ,Z2,H}. The elements of the given grids (i.e., regular37
polygons) are called points. Two points are 1-adjacent if they share an edge and38
they are 2-adjacent if they share an edge or a vertex (s e Fig. 2). Note that both39
relations are reflexive and symmetric. Now let us denote the set of points being40
j-adjacent to a point p in the grid V by NVj (p), and let N∗Vj (p) = NVj (p) \ {p} (j =41
1, 2). It is obvious that NT1 (p) ⊂ NT2 (p), NZ
2
1 (p) ⊂ NZ
2
2 (p), and N
H




◦ • p • ◦







Figure 2: The adjacency relations studied on the three possible regular planar grids.
Points that are 1-adjacent to the central point p are marked ‘•’, while points that
are 2-adjacent but not 1-adjacent to p are denoted by ‘◦’.
A sequence of distinct points 〈p0, p1, . . . , pm〉 is called a j-path from p0 to pm43
in a non-empty set of points X if each point of the sequence is in X and pi is44
j-adjacent to pi−1 for each i = 1, 2, . . . ,m (j = 1, 2). Two points are said to be45
j-connected in a set X if there is a j-path in X between them. A set of points X46
is j-connected in the set of points Y ⊇ X if any two points in X are j-connected47
in Y . A j-component of a set of points X is a maximal (with respect to inclusion)48
j-connected subset of X .49
Let (k, k̄) be an ordered pair of adjacency relations. Throughout this article, it50
is assumed that (k, k̄) belongs to {(1, 2), (2, 1)}. A (k, k̄) binary digital picture (or,51
Figure 2: The adjacency relations studied on the three possible regular planar grids.
Points that are 1-adjacent to the central point p are marked ‘•’, while points that
are 2-adjacent but not 1-adjacent to p are denoted by ‘◦’.
A sequence of distinct points 〈p0, p1, . . . , pm〉 is called a j-path from p0 to pm
in a non-empty set of points X if each point of the sequence is in X and pi is
j-adjacent to pi−1 for each i = 1, 2, . . . ,m (j = 1, 2). Two points are said to be
j-connected in a set X if there is a j-path in X between them. A set of points X
is j-connected in the set of points Y ⊇ X if any two points in X are j-connected
in Y . A j-component of a set of points X is a maximal (with respect to inclusion)
j-connected subset of X.
Let (k, k̄) be an ordered pair of adjacency relations. Throughout this article, it
is assumed that (k, k̄) belongs to {(1, 2), (2, 1)}. A (k, k̄) binary digital picture (or,
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in short picture) is a quadruple (V, k, k̄, B) [15], where set V contains all points of
the given grid, B ⊆ V denotes the set of black points, and each point in V \ B is
said to be a white point . A black component or object is a k-component of B, while
a white component is a k̄-component of V \B.
Here it is assumed that a picture contains finitely many black points. Conse-
quently there is a unique infinite white component, which is said to be the back-
ground . A finite white component is called a cavity in a picture.
A black point p is an interior point if all points in N∗V
k̄
(p) are black. A black
point p is said to be a border point if p is k̄-adjacent to at least one white point
(i.e., N∗V
k̄
(p) \ B 6= ∅). A border-point p is called an isolated point if all points in
N∗Vk (p) are white (i.e., {p} is a singleton object).
2.2 Topology Preservation
A reduction in a 2D picture is topology-preserving if each object in the input picture
contains exactly one object in the output picture, and each white component in the
output picture contains exactly one white component in the input picture [15]. In
other words, a 2D reduction is topology-preserving if no object in the input picture
is split (into two or more) or completely deleted, no cavity in the input picture
is merged with the background or another cavity, and no cavity is created where
there was none in the input picture [13].
Figure 3 depicts a counter-example.
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Figure 3: A reduction for a (2, 1) picture on Z2 that is not topology-preserving.
Deletion of the point marked ‘a’ splits the larger object into two and the smaller
object is completely deleted by deleting the points marked ‘b’; deletion of the point
marked ‘c’ merges a cavity with the background; the remaining two cavities are
merged with each other by deleting the point ‘d’; deletion of the point marked ‘e’
creates a brand new cavity.
2.3 Simple Points72
A black point is said to be simple in a picture if its deletion is a topology-preserving73
reduction [13, 15]. In [15], Kong and Rosenfeld stated a characterization of simple74
points only on the square grid. Later Kardos and Palágyi stated a ‘formal’ and two75
kinds of ‘easily visualized’ characterizations of simple points in all the given five76
types of pictures on the regular 2D grids (i.e., two for T , two for Z2, and one for77
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object is completely deleted by deleting the points marked ‘b’; deletion of the point
marked ‘c’ merg s a cavity with the background; the remaining two cavities are
merged with each other by deleting the point ‘d’; deletion of the point marked ‘e’
creates a brand new cavity.
2. Sim le Po n s
A black point is said to be simple in a picture if its deletion is a topology-preserving
reduction [13, 15]. In [15], Kong nd Rose feld tated a characterization of simple
poin s only on he quare g id. Later Kardos and Palágyi stated a ‘formal’ and two
kinds of ‘easily visualized’ characterizations of simple points in all the given five
types of pictures on the regular 2D grids (i.e., two for T , two for Z2, and one for
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H) [9, 10, 12]. The following theorem states our ‘formal’ necessary and sufficient
condition:
Theorem 2.1. [12] Let p be a black point in a picture (V, k, k̄, B). Then p is simple
if and only if the following conditions hold:
1. p is k-adjacent to exactly one k-component of N∗V2 (p) ∩B.
2. p is k̄-adjacent to exactly one k̄-component of NV2 (p) \B.
Theorem 2.1 shows that simplicity of a point p is a local property: it can be
decided by examining the set N∗V2 (p) containing just 12, 8, and 6 points for T , Z2,
and H, respectively. As a straightforward consequence of the above theorem we
note that if a black point is an isolated or interior point then it is not simple (i.e.,
some border points may be simple). Another immediate consequence of Theorem
2.1 is the following duality theorem:
Theorem 2.2. A black point p is simple in picture (V, k, k̄, B) if and only if p is
simple in picture (V, k̄, k, (V \B) ∪ {p}).
Figure 4a classifies the set of black points in a in a (2, 1) picture on Z2 into
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Figure 4: Classifying black points in a (2, 1) picture on Z2 (a). Notations: (non-
simple) interior points are marked ‘i’; non-simple border points are marked ‘n’;
simple (border) points are depicted in gray. An example of P -simple sets in the
same picture (b). Elements in that P -simple set are depicted in gray. Note that all
possible P -simple sets are subsets of simple points.
3 Sufficient Conditions for Topology-Preservation94
The deletion of a single point in a picture preserves the topology if and only if it is95
simple in that picture. However, reductions can delete one set of black points at a96
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time. Hence we need a precise definition of what is meant by topology preservation
when a number of points are deleted simultaneously.
Definition 3.1. [13, 17] Let B be the set of black points in an arbitrary picture. A
set of n points Q ⊂ B is a simple set for B if it is possible to arrange the elements
of Q in a sequence 〈q1, . . . , qn〉 such that q1 is a simple point for B and each qi
is simple after the set of points {q1, . . . , qi−1} is deleted (i = 2, . . . , n). Such a
sequence is called a simple sequence. (And let the empty set be called simple.)
Figure 5 gives examples of simple and non-simple sets of black points in a (2, 1)















Figure 5: Examples of simple and non-simple sets in the picture
(Z2, 2, 1, {a, . . . , j}). The set of black points {a, b, c, d} is simple as all the 12
sequences (of the possible 24 ones) 〈a, b, c, d〉, 〈a, b, d, c〉, 〈a, c, b, d〉, 〈a, d, b, c〉,
〈b, a, c, d〉, 〈b, a, d, c〉, 〈b, c, a, d〉, 〈b, d, a, c〉, 〈c, a, b, d〉, 〈c, b, a, d〉, 〈d, a, b, c〉, and
〈d, b, a, c〉 are simple. The set of black points {f, i} is non-simple as both sequences
〈f, i〉 and 〈i, f〉 are non-simple. (Note that all black points are simple in this picture.
Hence all the 10 singleton sets {a}, . . . , {j} are simple sets.)
There is general agreement that the concept of a simple set trivially implies a106
sufficient condition for topology-preserving reductions:107
Criterion 3.1. [13, 17, 33] A reduction is topology-preserving if, for all possible108
pictures, it deletes only simple sets.109
3.1 P -Simple Sets110
Bertrand introduced the notion of a P -simple set , whose simultaneous deletion111
preserves the topology:112
Definition 3.2. [1] Let B be the set of black points in an arbitrary picture. A set113
of black points Q ⊂ B is a P -simple set for B if for any point q ∈ Q and any set114
of points R ⊆ Q \ {q}, q is simple for B \ R. Each element of a P -simple set is115
called a P -simple point.116
Figure 4b shows an example of P -simple sets in a (2, 1) picture on Z2.117
Theorem 3.1. [1] A reduction that deletes a subset composed solely of P -simple118
points is topology-preserving.119
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Note that Bertrand and Couprie gave a local characterization of P -simple points
in (2, 1) pictures on Z2 [3]. Kardos and Palágyi presented both ‘formal’ characteri-
zation and ‘easily visualized’ sufficient and necessary conditions of P -simple points
in all the five given types of pictures [11].
3.2 Hereditarily Simple Sets
Kong reported an alternative solution to the problem by introducing the notion
of a hereditarily simple set , whose simultaneous deletion is proved to be topology-
preserving [13].
Definition 3.3. [13] Let B be the set of black points in an arbitrary picture. A set
of points Q ⊂ B is said to be hereditarily simple for B if all subsets of Q (including
Q itself) are simple sets in that picture.
Theorem 3.2. [13] A reduction that deletes only hereditarily simple sets is topol-
ogy-preserving.
3.3 Configuration-Based Condition
Ronse [33] and later Kong [13] gave a sufficient condition for topology-preserving
reductions acting on (2, 1) pictures on Z2. This condition concerns some configu-
rations of deleted points, hence it is referred to as a configuration-based condition.
Kardos and Palágyi formulated the following unified configuration-based sufficient
condition:
Definition 3.4. [8] An object in a picture (V, 2, 1, B) is small if it is composed
of two or more mutually 2-adjacent points, and it is not formed by two 1-adjacent
points.
Theorem 3.3. [8] For any picture (V, k, k̄, B), a reduction is topology-preserving
if all of the following conditions hold.
1. Only simple points for B are deleted.
2. For any two k̄-adjacent black points p, q ∈ B that are deleted, p is simple for
B\{q}.
3. If (k, k̄) = (2, 1), no small object is deleted completely.
3.4 Point-Based Conditions
Condition 2 of Theorem 3.3 takes pairs of k̄-adjacent deleted points into considera-
tion, and Condition 3 applies to small objects. Hence this theorem just provides a
method of verifying that a formerly constructed reduction preserves the topology,
rather than a methodology for constructing topology-preserving reductions. This
is why point-based conditions were proposed that directly provide deletion rules
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of topology-preserving reductions, and allow us to construct topology-preserving
thinning algorithms [21, 22].
Kardos and Palágyi proposed the following theorem that states the deletability
of individual points:
Theorem 3.4. [9, 10, 12] A reduction acting on (k, k̄) pictures on V is topology
preserving, if for any set of black points B and for any point p ∈ B that is deleted
by that reduction, the following conditions hold:
1. Point p is simple for B.
2. For any point q ∈ N∗V
k̄
(p) ∩ B that is simple for B, point p is simple for
B \ {q}.
3. For the (k, k̄) = (2, 1) case, p is not an element of a small object.
Conditions of Theorem 3.4 may be viewed as symmetric since elements in pairs
of k̄-adjacent points (see Condition 2) and points in small objects (see Condition
3) are not distinguished.
We examined some total orderings of elements in the given three regular planar
grids. Now let us assume the addressing schemes depicted in Fig. 6, which define
every point in Z2 and H by a pair of coordinates and the lexicographical order
relation ‘≺’ between two distinct points p = (px, py) and q = (qx, qy) is defined as
follows: p ≺ q ⇔ (py < qy) ∨ ((py = qy) ∧ (px < qx)). Let Q be a finite set
of points. Then, point p ∈ Q is said to be the smallest element of Q if for any
q ∈ Q \ {p}, p ≺ q.
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Figure 6: Feasible addressing schemes for the grids Z2 and H. Each point q in
N∗Z
2
2 (p) and N
∗H
2 (p) such that p ≺ q is depicted in gray, where p is the central
point with coordinates (0, 0).
With the help of the proposed ordering, Kardos and Palágyi gave the following175
asymmetric point-based condition for topology-preserving reductions:176
Theorem 3.5. [9, 10, 31] A reduction acting on (k, k̄) pictures on V is topology177
preserving, if for any set of black points B and for any point p ∈ B that is deleted178
by that reduction the following conditions hold:179
1. Point p is simple for B.180
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With the help of the proposed ordering, Kardos and Palágyi gave the following
asymmetric point-based condition for topology-preserving reductions:
Theorem 3.5. [9, 10, 31] A reduction acting on (k, k̄) pictures on V is topology
preserving, if for any set of black points B and for any point p ∈ B that is deleted
by that reduction the following conditions hold:
1. Point p is simple for B.
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2. For any point q ∈ N∗V
k̄
(p) ∩ B that is simple for B and p ≺ q, point p is
simple for B \ {q}.
3. For the (k, k̄) = (2, 1) case, p is not the smallest element of a small object.
Note that Kardos and Palágyi marked the smaller point in the possible pairs of
k̄-adjacent points, and the smallest point in the possible small objects on T [10].
Therefore relation ‘≺’ on the triangular grid has also been defined.
Our symmetric and asymmetric point-based sufficient conditions (see theorems
3.4 and 3.5) allow us to derive the following reductions:
Definition 3.5. Let R
V,(k,k̄)
symm be the reduction acting on (k, k̄) pictures on V that
deletes all points satisfying all conditions of Theorem 3.4.
Definition 3.6. Let R
V,(k,k̄)
asymm be the reduction acting on (k, k̄) pictures on V that
deletes all points satisfying all conditions of Theorem 3.5.
Note that all the five pairs of the derived reductions are evidently topology-
preserving. Figure 7 gives an example of the pair of reductions acting on the
hexagonal grid.
Figure 7: The original picture on the hexagonal grid H (left) and the results









asymm (right). Deleted pixels are depicted in gray.
3.5 General-Simple Deletion Rules
Each sufficient condition for topology-preserving reductions reported here checks
some configurations of deleted points or individual deleted points. The author
proposed a novel condition that considers the deletion rules of reductions [23, 25, 27]
that specify the points to be deleted.
Parallel reductions can change a set of black points simultaneously, while se-
quential reductions traverse the black points of a picture, and focus on the actually
visited single point for possible deletion. These two absolutely dissimilar strategies
are illustrated in algorithms 1 and 2.
Thinning algorithms generally classify the set of black points in input pictures
into two (disjoint) subsets. That is, the deletion rule associated with a phase
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Algorithm 1: parallel reduction
Input: set of black points B,
constraint set C(B), and
deletion rule R
Output: set of black points PB
X = B \ C(B) // selecting interesting points
D = { p | p∈X and R(p,B,C(B))=true } // determining deletable points
PB = B \D // deletion
Algorithm 2: sequential reduction
Input: set of black points B,
constraint set C(B),
permutation (total ordering) Π of elements in B \ C(B)
deletion rule R
Output: set of black points SB
X = B \ C(B) // selecting interesting points
SB = B // setting initial black points
foreach p ∈ X, traversal according to Π do
if T (p, SB,C(B)) = true then
SB = SB \ {p} // deletion
of an algorithm is evaluated for the elements of its set of interesting points, and
black points in its constraint set are not taken into consideration. This is why
algorithms 1 and 2 treat a constraint set C(B) ⊂ B (as an input parameter) and
its complementary X = B \ C(B) as a set of interesting points.
An interesting point p ∈ X is deletable by the deletion rule R, if R(p, Y, C(B)) =
true, where Y denotes the set of black points in the (actual) picture, i.e., Y = SB ⊆
B in sequential reductions (see Algorithm 2), and Y = B in the parallel case (see
Algorithm 1). Therefore, in the parallel case the initial picture is considered when
the deletion rule is evaluated. In contrast, the picture is dynamically altered when
a sequential reduction is performed. We should add that elements of the constraint
set C(B) are omitted when the deletion rule R is evaluated. For practical purposes,
we will deal with finite pictures (i.e., B contains finitely many points).
The sequential approach suffers from the drawback that different visiting orders
of interesting points may yield different results. A deletion rule R is said to be order-
independent if the result of Algorithm 2 is uniquely specified by R (i.e., the result
of Algorithm 2 does not depend on the order Π in which the points are selected by
the foreach loop) [7, 23, 32].
Two reductions are called equivalent if they produce the same result for each
input picture. A deletion rule is said to be equivalent if it yields a pair of equivalent
parallel and sequential reductions.
The support of a deletion rule R applied at a point is a minimal set of points
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whose values determine whether the investigated points are deleted by R from a
picture. Note that thinning and shrinking algorithms use local supports with ‘small’
diameters. Let us denote the support of the deletion rule R with respect to a point
p by SR(p). (Generally N
∗V




2 (q) \ {p}.) It is easy to see
that R(p, Y, C(B)) = R(p, Y ∩ SR(p), C(B) ∩ SR(p)).
The author introduced two special classes of deletion rules. These are:
Definition 3.7. [25] Let R be a deletion rule, let B be a set of black points in a
picture, let p ∈ B \ C(B) be an interesting point with respect to the constraint set
C(B) ⊂ B, and let us assume that R(p,B,C(B)) = true (i.e., p can be deleted
by R). Then R is general if R(q,B,C(B)) = R(q,B \ {p}, C(B)) for any point
q ∈ B \ C(B).
In other words, a deletion rule is general if the deletability of any point does
not depend on the ‘color’ of any deletable point. It is obvious that a method of
verifying that a deletion rule R is general may ignore each point q 6∈ SR(p).
Definition 3.8. [25] A deletion rule is general-simple if it is general, and it deletes
only simple points.
The following theorems summarize the author’s most important results con-
cerning general and general-simple deletion rules:
Theorem 3.6. [25] A deletion rule R is order-independent if and only if R is
general.
Theorem 3.7. [25] A deletion rule R is equivalent if R is general.
Theorem 3.8. [25] A (sequential or parallel) reduction is topology-preserving if its
deletion rule is general-simple.
Theorem 3.8 is an exceptional, sufficient condition for topology-preserving re-
ductions. In addition, with the help of general-simple deletion rules some sequen-
tial thinning algorithms can be directly implemented for parallel computers, and
conversely, some parallel algorithms can be readily implemented on conventional
sequential computers.
In [24], the author proved that the deletion rule of the 2D fully parallel thinning
algorithm proposed by Manzanera et al. [18] is general-simple, and Palágyi, Németh,
and Kardos gave a pair of equivalent 2D sequential and parallel subiteration-
based thinning algorithms [28]. Palágyi, Németh, and Kardos proposed four pairs
of equivalent sequential and parallel subiteration-based 3D surface-thinning algo-
rithms [26], and Palágyi and Németh gave a pair of equivalent sequential and fully
parallel 3D surface-thinning algorithms [30].
4 Relationships
Next, the relationships among the given five types of sufficient conditions are pre-
sented.
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4.1 Deletion of Hereditarily Simple Sets and Deletion of P -
Simple Sets
In [14], Kong and Gau proved that the two kinds of sufficient conditions for
topology-preserving reductions based on P -simple sets (i.e., Theorem 3.1) and
hereditarily simple sets (i.e., Theorem 3.2) are equivalent. We will state this as
a theorem:
Theorem 4.1. [14] A set of black points in a picture is hereditarily simple if and
only if it is a P -simple set in that picture.
4.2 Configuration-Based and Point-Based Sufficient Condi-
tions
Let us now state the relationship between the point-based and the configuration-
based conditions:
Theorem 4.2. If a reduction satisfies a point-based condition (see theorems 3.4 or
3.5), it satisfies the configuration-based condition (see Theorem 3.3) as well.
Proof. It can readily be seen that if a parallel reduction satisfies Condition i of
Theorem 3.4 (i.e., the symmetric point-based result), Condition i of Theorem 3.3
(i.e., the configuration-based result) holds for each i ∈ {1, 2, 3}.
Similarly, it is clear that if a parallel reduction satisfies Condition i of Theorem
3.5 (i.e., the asymmetric point-based result), Condition i of Theorem 3.3 (i.e., the
configuration-based result) holds for each i ∈ {1, 2, 3}.
4.3 Configuration-Based Sufficient Conditions and Deletion
of P -Simple Sets
Palágyi and Kardos proved the following theorem:
Theorem 4.3. [31] If a reduction acting on (k, k̄) pictures on V deletes only P -
simple sets, all conditions of Theorem 3.3 (i.e., the configuration-based result) are
satisfied.
We can also prove the following theorem as well:
Theorem 4.4. [31] If a reduction acting on (k, k̄) pictures on V satisfies all con-
ditions of Theorem 3.3, it deletes only P -simple sets.
In [31], we reported the proof of Theorem 4.4 for (1, 2) pictures on Z2. Here, it
is carried out for the hexagonal case.
By Theorem 2.1, it can readily be seen that black simple points in (1, 2) = (2, 1)
pictures on H are characterized by the matching templates depicted in Fig. 8.
Since the simplicity of a point is a local property by Theorem 2.1, the following
proposition holds:
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Figure 8: The five base matching templates for characterizing a black simple point
p in (1, 2) = (2, 1) pictures on H. Note that all the rotated and reflected versions
of the base matching templates also match simple points.
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Proposition 4.1. Let Q ⊂ B be a set of points in a picture (V , k, k̄, B). A point303
q ∈ Q is a P -simple point for Q if for any set of points R ⊆ N∗V2 (q) ∩ Q, q is304
simple for B \R.305
Theorem 4.5. If a parallel reduction obeys all the conditions of Theorem 3.3 (i.e.,306
the configuration-based result), and it deletes the set of points Q ⊂ B from picture307
(H, 1, 2, B) = (H, 2, 1, B), then Q is a P -simple set.308
Proof. Let p ∈ Q. Since Condition 1 of Theorem 3.3 holds, p is simple for B.309
Without loss of generality, we will just consider the five base matching templates310
shown in Fig. 8.311
By Proposition 4.1, the following cases are to be investigated with the help of312
the configurations shown in Fig. 9:313
(a) If p is matched by the template in Fig. 8a, then consider the configuration in314
Fig. 9a. In this case, only the black point q need be examined. Since p is a315
non-simple (isolated black) point in B \ {q}, by Condition 2 of Theorem 3.3,316
q 6∈ Q.317
(b) If p is matched by the template in Fig. 8b, then consider the configuration in318
Fig. 9b. Let us investigate the two black points q and r.319
– Assume that q ∈ Q and r 6∈ Q. Since p is matched by the template in320
Fig. 8a in B \ {q}, p remains simple after the deletion of q.321
– Assume that r ∈ Q and q 6∈ Q. Since p is matched by the template in322
Fig. 8a in B \ {r}, p remains simple after the deletion of r.323
– Assume that q ∈ Q and r ∈ Q. Since q is a simple point, and it remains324
simple after the deletion of r, by Condition 2 of Theorem 2.1, all points325
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p in (1, 2) = (2, 1) pictures on H. Note that all the rotated and reflected versions
of the base matching templates also match simple points.
Proposition 4.1. Let Q ⊂ B be a set of points in a picture (V, k, k̄, B). A point
q ∈ Q is a P -simple point for Q if for any set of points R ⊆ N∗V2 (q) ∩ Q, q is
simple for B \R.
Theorem 4.5. If a parallel reduction obeys all the conditions of Theorem 3.3 (i.e.,
the configuration-based result), and it deletes the set of points Q ⊂ B from picture
(H, 1, 2, B) = (H, 2, 1, B), then Q is a P -simple set.
Proof. Let p ∈ Q. Since Condition 1 of Theorem 3.3 holds, p is simple for B.
Without loss of generality, we will just consider the five base matching templates
shown in Fig. 8.
By Proposition 4.1, th following cases are to be investigated with the help of
t r ti s shown in Fig. 9:
(a) If p is matched by the template in Fig. 8a, then consider the configuration in
Fig. 9a. In this cas , only he black point q need be examined. Since p is a
non-simple (isol ted black) point in B \ {q}, by Condition 2 of Theorem 3.3,
q 6∈ Q.
(b) If p is matched by the template in Fig. 8b, then consider the configuration in
Fig. 9b. Let us investigate the two black points q and r.
– Assume that q ∈ Q and r 6∈ Q. Since p is matched by the template in
Fig. 8a in B \ {q}, p remains simple after the deletion of q.
– Assume that r ∈ Q and q 6∈ Q. Since p is matched by the template in
Fig. 8a in B \ {r}, p remains simple after the deletion of r.
– Assume that q ∈ Q and r ∈ Q. Since q is a simple point, and it remains
simple after the deletion of r, by Condition 2 of Theorem 2.1, all points
in {c, d, e} are white. Since r is a sim le point, and it remains simple
after the deletion of q, by Condition 2 of Th orem 2.1, all points in
{a, b, c} are white. Since {p, q, r} is a small object, by Condition 3 of
Theorem 3.3, we arrive at a contradiction.
(c) If p is matched by the template in Fig. 8c, then consider the co figuration in
Fig. 9c. It can eadily be seen that p is no simple for B \ {r}. Hence, by
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Condition 2 of Theorem 3.3, r 6∈ Q. Now let us examine the remaining two
black points q and s.
– Assume that q ∈ Q and s 6∈ Q. Since p is matched by the template in
Fig. 8b in B \ {q}, p remains simple after the deletion of q.
– Assume that s ∈ Q and q 6∈ Q. Since p is matched by the template in
Fig. 8b in B \ {s}, p remains simple after the deletion of s.
– Assume that q ∈ Q and s ∈ Q. Since p is matched by the template in
Fig. 8a in B \ {q, s}, p remains simple after the deletion of {q, s}.
(d) If p is matched by the template in Fig. 8d, then consider the configuration in
Fig. 9d. It can readily be seen that p is not simple for B \ {r} and B \ {s}.
Hence, by Condition 2 of Theorem 3.3, r 6∈ Q and s 6∈ Q. Now let us examine
the remaining two black points q and t.
– Assume that q ∈ Q and t 6∈ Q. Since p is matched by the template in
Fig. 8c in B \ {q}, p remains simple after the deletion of q.
– Assume that t ∈ Q and q 6∈ Q. Since p is matched by the template in
Fig. 8c in B \ {t}, p remains simple after the deletion of t.
– Assume that q ∈ Q and t ∈ Q. Since p is matched by the template in
Fig. 8b in B \ {q, t}, p remains simple after the deletion of {q, t}.
(e) If p is matched by the template in Fig. 8e, then consider the configuration in
Fig. 9e. It can readily be seen that p is not simple for B \ {r}, B \ {s}, and
B \ {t}. Hence, by Condition 2 of Theorem 3.3, r 6∈ Q, s 6∈ Q, and t 6∈ Q.
Now let us examine the remaining two black points q and u.
– Assume that q ∈ Q and u 6∈ Q. Since p is matched by the template in
Fig. 8d in B \ {q}, p remains simple after the deletion of q.
– Assume that u ∈ Q and q 6∈ Q. Since p is matched by the template in
Fig. 8d in B \ {u}, p remains simple after the deletion of u.
– Assume that q ∈ Q and u ∈ Q. Since p is matched by the template in
Fig. 8c in B \ {q, u}, p remains simple after the deletion of {q, u}.
Since p remains simple after the deletion of each subset of Q, p is a P -simple point
for Q.
In [2], Bertrand proposed a two-step (topology-preserving) thinning scheme that
is based on P -simple points. One phase/reduction of the iterative thinning process
is performed as follows:
1. A set of points Q ⊂ B is (somehow) chosen and labeled.














(a) (b) (c) (d) (e)
Figure 9: Configurations associated with Theorem 4.5 concerning (1, 2) = (2, 1)
pictures on H.
1. A set of points Q ⊂ B is (somehow) chosen and labeled.365
2. All P -simple points in Q are deleted (simultaneously).366
Note that Step 2 concerns tricolor pictures (say: the value ‘0’ corresponds to367
white points, the value ‘1’ is assigned to (black) points in B \ Q, and value ‘2’368
corresponds to (black) points in Q). Hence this two-step scheme is both space- and369
time-consuming.370
Theorems 4.2 and 4.4 provide a single-step thinning scheme that deletes P -371
simple points as well. The deletion rule of a reduction of the iterative thinning pro-372





asymm (see Definition 3.6) with different thinning strategies (i.e., fully par-374
allel , subiteration-based , and subfield-based [5]) and various geometric constraints375
(say endpoints [5]). The generated deletion rule is a common Boolean function376
that is to be evaluated for the neighborhood of the points in question in binary377
(two-level) pictures. As this Boolean function can be stored in a pre-calculated378
look-up-table, the proposed single-step scheme can be implemented efficiently.379
4.4 Deletion of P -Simple Sets and General-Simple Deletion380
Rules381
Let us consider some important properties of P -simple sets and general-simple382
deletion rules:383
Proposition 4.2. Let B be the set of black points in an arbitrary picture, and let384
p be an arbitrary point in a P -simple set Q for B. Then p is simple for B.385
Proof. Since ∅ ⊂ Q, by Definition 3.2, p is simple for B \ ∅ = B.386
Proposition 4.3. Let B be the set of black points in an arbitrary picture, and let387
Q be a P -simple set for B. Then R is a P -simple set for B\(Q\R) for any R ⊂ Q.388
389
Figure 9: Configurations associated with Theorem 4.5 concerning (1, 2) = (2, 1)
pictures on H.
Note that Step 2 concerns tricolor pictures (say: the value ‘0’ corresponds to
white points, the value ‘1’ is assigned to (black) points in B \ Q, and value ‘2’
corresponds to (black) points in Q). Hence this two-step scheme is both space- and
time-consuming.
Theorems 4.2 and 4.4 provide a single-step thinning scheme that deletes P -
simple points as well. The deletion rule of a reduction of the iterative thinning pro-





asymm (see Definition 3.6) with different thinning strategies (i.e., fully par-
allel , subiteration-based , and subfield-based [5]) and various g ometric constraints
(say ndpoints [5]). he g nerated deletion r le is a common Boolea function
that is to be eva uated for he neighborhood of the po nts in question in binary
(two-level) pictures. As this Boolean function can be stored in a pre-calculated
look-up-table, the proposed single-step scheme can be implemented efficiently.
4.4 Deletion of P -Simple Sets and General-Simple Deletion
Rules
Let us consider some important properties of P -simple sets and general-simple
deletion rules:
Proposition 4.2. Let B be the set of black points in an arbitrary picture, and let
p be an arbitrary point in a P -simple set Q for B. Then p is simple for B.
Proof. Since ∅ ⊂ Q, by Definition 3.2, p is simple for B \ ∅ = B.
Proposition 4.3. Let B be the set of black points in an arbitrary picture, and let
Q be a P -simple set for B. Then R is a P -simple set for B\(Q\R) for any R ⊂ Q.
oof. Consider a point r ∈ R and a set of points T ⊆ R \ { }. Sinc r ∈ Q,
T∪(Q\R) ⊆ Q\{r}, and Q is a P -simple set for B, r is simple for B\(T∪(Q\R)) =
(B \ (Q \R)) \ T . Hence, R is a P -simple set for B \ (Q \R).
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Proposition 4.4. Any set of points Q ⊂ B is a P -simple set for B if and only if
all possible permutations of Q form simple sequences.
Proof. First, let Q ⊂ B be a P -simple set of n points, and consider the permu-
tation/sequence of its elements 〈q1, . . . , qn〉. Let us investigate the prefixes 〈q1〉,
〈q1, q2〉, . . . 〈q1, . . . , qn−1〉 of that sequence. By Proposition 4.2, point q1 is simple.
Since Q is a P -simple set, and {q1, . . . , qm−1} ⊆ Q \ {qm} for each m = 2, . . . , n,
point qm is simple for B \ {q1, . . . , qm−1}. Hence, 〈q1, . . . , qn〉 is a simple sequence.
Then let us assume that all possible permutations of a set Q ⊂ B form simple
sequences. Consider any point q ∈ Q and any set of n > 0 points R = {r1, . . . , rn}
such that R ⊆ Q\{q}. Since all prefixes of a simple sequence form simple sequences,
〈r1, . . . , rn, p〉 is also a simple sequence. Consequently, q is a simple point for B \R.
Thus Q is a P -simple set.
Proposition 4.5. If a deletion rule is general-simple, it is order-independent.
Proof. By Definition 3.8, each general-simple deletion rule is general. Since, by
Theorem 3.6, general deletion rules are order-independent, general-simple deletion
rules are also order-independent.
Proposition 4.6. A deletion rule is equivalent if it is general-simple.
Proof. It is actually a direct consequence of Definition 3.8 and Theorem 3.7.
Proposition 4.7. All permutations of the elements in the set of points deleted by
a (sequential or parallel) reduction with a general-simple deletion rule form simple
sequences.
Proof. Let R be a general-simple deletion rule, and consider the sequential reduc-
tion (see Algorithm 2) with R. By Theorem 3.6, Theorem 3.8, and Proposition
4.5, the sequential reduction with R is order-independent and topology-preserving.
Consequently, the result of Algorithm 2 does not depend on the order Π in which
the points in the set of interesting points X are selected in the foreach loop. Rule
R is equivalent, by Proposition 4.6, hence the parallel reduction (see Algorithm 1)
with R deletes the same set of n points D ⊆ X. Consider the arbitrary sequence of
elements in the set of n points 〈d1, d2, . . . , dn〉. Since R deletes only simple points,
d1 is simple, and dm is simple after the deletion of {d1, . . . , qm−1} (m = 2, . . . , n).
Thus 〈d1, d2, . . . , dn〉 is a simple sequence.
We can state the following theorem as an immediate consequence of propositions
4.4 and 4.7.
Theorem 4.6. Reductions with general-simple deletion rules delete P -simple sets.
Now we show that the contrary statement does not hold.
Theorem 4.7. The deletion rule of a reduction that deletes only P -simple sets
may not be general-simple.
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Now we show that the contrary statement does not hold.428
Theorem 4.7. The deletion rule of a reduction that deletes only P -simple sets429
may not be general-simple.430
Proof. Consider the plain deletion rule R that is given by two matching templates431
(see Fig. 10).432
⋆ ⋆
Figure 10: Matching templates associated with R working on (2, 1) pictures on
Z2. The new value of a black point depends on its 5× 5 neighborhood. A point is
deletable by R if at least one template matches it. Notations: the position indicated
by ‘⋆’ is the center of the template; each black element matches a black point; each
white element matches a white point; each gray element matches either a black or
a white point.
It can readily be seen that the parallel reduction with R obeys all the condi-433
tions of Theorem 3.3 (i.e., the configuration-based condition for topology-preserving434
reductions). By Theorem 4.4, this parallel reduction deletes only P -simple sets.435
It is obvious that the parallel reduction with R deletes both upper points of a436
kind of small objects (see Definition 3.4) composed of three points (and nothing437
else). In contrast, the sequential reduction with R can delete just one upper point438
that is visited first. Hence, this sequential reduction is not order-independent. Thus439
R is not general by Theorem 2.1, and it is not general-simple by Definition 3.8.440
Note that the author constructed a special deletion rule that deletes only P -441
simple points, and he proved that it is general-simple [29].442
Lastly, we state the following theorem:443
Theorem 4.8. For each P -simple set Q in a picture, there is a general-simple444
deletion rule that deletes Q from this picture.445
Proof. Let Q ⊂ B be a P -simple set for B. Consider the parallel sequential reduc-
tions (see algorithms 1 and 2) with the following deletion rule:
R(q, SB,B \Q) =
{
true if q is a P -simple point
false otherwise
,
where SB ⊆ B is the set of black points in the actual picture (that is initially equal446
to B), the constraint set C(B) is B \Q, and the set of interesting points X is Q.447
It is obvious that the parallel reduction with R deletes the P -simple set Q (and448
nothing else).449
Figure 10: Matching templates associated with R working on (2, 1) pictures on
Z2. The new value of a black point depends on its 5× 5 neighborhood. A point is
deletable by R if at least one template matches it. Notations: the position indicated
by ‘?’ is the center of the template; each black element matches a black point; each
white element matches a white point; each gray element matches either a black or
a white point.
Proof. Consider the plain deletion rule R that is given by two matching templates
(see Fig. 10).
It can readily be seen that the parallel reduction with R obeys all the condi-
tions of Theorem 3.3 (i.e., the configuration-based condition for topology-preserving
reductions). By Theorem 4.4, this parallel reduction deletes only P -simple sets.
It is obvious that the parallel reduction with R deletes both upper points of a
kind of small objects (see Definition 3.4) composed of three points (and nothing
else). In contrast, the sequential reduction with R can delete just one upper point
that is visited first. Hence, this sequential reduction is not order-independent. Thus
R is not general by Theorem 2.1, and it is not general-simple by Definition 3.8.
Note that the author constructed a special deletion rule that deletes only P -
simple points, an he proved that it is general-simple [29].
Lastly, we state the following theorem:
Theorem 4.8. For e ch P -simple set Q in a picture, there is a general-simple
deletion rule that deletes Q from this picture.
Proof. Let Q ⊂ B be a P -simple set for B. Con ider the parallel and sequential
reductions (see algorithms 1 and 2) with the following deletion rule:
R(q, SB,B \Q) =
{
true if q is a P -simple point
false otherwise
,
where SB ⊆ B is the set of black points in the actual picture (that is initially equal
to B), the constraint set C(B) is B \Q, and the set of interesting points X is Q.
It is obvious that the parallel reduction with R deletes the P -simple set Q (and
nothing else).
To prove this theorem, it is necessary to show that R is general-simple. By
Proposition 4.2, R deletes only simple points. Hence the only thing we need to
verify is that deletion rule R is general.
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Consider a set of points D ⊆ Q, and two points p, q ∈ Q \D, and let us assume
that SB = B \D. Since Q ⊂ B is a P -simple set for B, by Proposition 4.3, both
points p and q are P -simple for SB, and q are P -simple for SB\{p}. Consequently,
R(p, SB,B \ Q) = true and R(q, SB,B \ Q) = R(q, SB \ {p}, B \ Q). Thus R is
general.
4.5 Summary of Relationships
Here, we summarize the relationships among the five types of sufficient conditions
for topology-preserving reductions with the help of Fig. 11. Note that three of
them (namely: deletion of P -simple sets, deletion of hereditarily simple sets, and
general-simple deletion rules) are absolutely universal, and the relationships among














Figure 11: How the five kinds of sufficient conditions for topology-preserving re-
ductions are related.
The linkage between P -simple sets and hereditarily simple sets was established
by Kong and Gau [14], and the remaining relationships were discovered by Palágyi
and Kardos.
5 Conclusions
In this paper, five types of sufficient conditions for topology-preserving reductions
acting on the three possible regular planar grids are reported, and relationships
among these conditions were presented. These conditions are based on configu-
rations, individual deletable points, P -simple sets, hereditarily simple sets, and
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general-simple deletion rules. The given sufficient conditions are absolutely not au-
totelic, they provide methods of verifying that a reduction preserves the topology,
allow us to generate topology-preserving reductions, and they provide computa-
tionally efficient thinning algorithms.
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In their paper at the International Symposium on Multiple-Valued Logic
in 2017, C. Moraga, R. S. Stanković, M. Stanković and S. Stojković presented
a conjecture for the number of fixed points (i.e., eigenvectors with eigenvalue
1) of the Reed-Muller-Fourier transform of functions of several variables in
multiple-valued logic. We will prove this conjecture, and we will generalize
it in two directions: we will deal with other transforms as well (such as the
discrete Pascal transform and more general triangular self-inverse transforms),
and we will also consider eigenvectors corresponding to other eigenvalues.
Keywords: Reed-Muller-Fourier transform, discrete Pascal transform, eigen-
vector, eigenvalue, fixed point, multiple-valued logic, functions of several vari-
ables
1 Introduction
In multiple-valued logic, one of the main objects of study is functions of several
variables defined on a finite set of logical values. If the number of values is h,
then it is natural to represent them as elements of Zh, the ring of residue classes
of integers modulo h, so that arithmetical operations can be performed. The case
h = 2 corresponds to Boolean functions, which can be represented by polynomials
over the two-element field Z2. This Reed-Muller representation [9, 11] of Boolean
functions (also discovered earlier by Zhegalkin [19, 20]) has several generalizations
to the multiple-valued case, one of them being the Reed-Muller-Fourier transform
[13], which is also an extension of the instant Fourier transform of Gibbs [3]. We
give the definition of the Reed-Muller-Fourier transform in Section 2; and for more
information, we refer the reader to [14, 15, 16].
Aburdene and Goodman defined a seemingly unrelated transform, the so-called
discrete Pascal transform [1], which has applications in image and signal processing
∗This study was supported by the Hungarian National Research, Development and Innovation
Office (NKFIH grant no. K115518).




[1, 4, 17]. It was noticed in [6] that the above two transforms are strongly related:
the Reed-Muller-Fourier transform of one-variable functions is essentially the same
as the Pascal transform (see Section 2 for details).
A common feature of the two transforms is that they can be given by lower
triangular self-inverse matrices over Zh, i.e., they are of the form v 7→ Sv, where
v ∈ ZNh , and S ∈ Z
N×N
h is a lower triangular matrix such that S
2 = IN . This
implies that if v is an eigenvector corresponding to the eigenvalue λ, then v =
S2v =λ2v. Therefore, it is natural to consider eigenvalues λ such that λ2 = 1,
although other eigenvalues might also exist (see Example 2.1 and Table 8). The
self-inverse property means that the (permutation of ZNh induced by the) transform
consists of cycles of length 2 and 1; therefore, the number of fixed points completely
determines the cycle structure.
The eigenfunctions of the Reed-Muller transform of Boolean and multiple-valued
functions were examined in [12] and [8], respectively. For the Reed-Muller-Fourier
transform, the study of the eigenfunctions was initiated in [7], and the following
conjecture was formulated about the number of fixed points (note that it agrees
with the result of [12] for h = 2).
Conjecture 1.1 ([7]). For all natural numbers h ≥ 2 and n ≥ 1, the number of
fixed points of the Reed-Muller-Fourier transform of n-variable functions defined on
an h-element domain is hbh
n/2c if n is odd, and it is hdh
n/2e if n is even.
The main goal of this study is to prove the above conjecture, and, more generally,
determine the number of eigenvectors corresponding to eigenvalues λ with λ2 =
1. After presenting the required definitions and tools in Section 2, we will prove
in Section 3 that if h is odd and λ ∈ Zh satisfies λ2 = 1, then the number of
eigenvectors corresponding to the eigenvalue λ of an arbitrary triangular self-inverse
matrix S ∈ ZN×Nh depends only on the diagonal entries of S (Theorem 3.1). This
result already proves Conjecture 1.1 for odd h. Let us add that this case was also
settled in [18] using a different method. The results of [18] also indicate that the
space of fixed points has a basis, which is not true for arbitrary subspaces of ZNh
(see Example 2.1). The proof presented here does not provide the existence of a
basis, but it is simpler and more general than the proof in [18].
One can easily find examples showing that if h is even, then it is not sufficient
to know the diagonal entries of S in order to determine the number of eigenvec-
tors. Therefore, in sections 4 and 5 we deal with the Pascal transform and the
Reed-Muller-Fourier transform separately. The main results are Theorem 4.1 and
Theorem 5.1, which give the number of eigenvectors of these transforms correspond-
ing to eigenvalues λ such that λ2 = 1. As a corollary, we get the number of fixed
points of the Reed-Muller-Fourier transform (Corollary 5.1), which in turn proves
Conjecture 1.1.
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2 Preliminaries
We will work with vectors and matrices over Zh, the ring of integers modulo h
(with h ≥ 2); thus, our methods will be of a linear algebraic flavor. However, if
h is a composite number, then Zh is not a field, and ZNh is not a vector space,
but just a module, and some familiar facts from linear algebra do not hold in this
case. Nevertheless, we will use the more familiar linear algebraic terminology; for
instance, we will talk about subspaces instead of submodules. By a subspace of ZNh
we mean a set U ⊆ ZNh that is closed under linear combinations, i.e., α1u1 + · · ·+
αkuk ∈ U for all u1,. . . ,uk ∈ U and α1, . . . , αk ∈ Zh. Example 2.1 demonstrates
that there exist subspaces that do not have a basis. If a subspace U does have a
basis of cardinality d, then |U | = hd, since every element of U can be expressed
uniquely as a linear combination of the basis vectors. This shows that the size of
the basis (if it exists) is uniquely determined.
We shall not make any sharp distinction between an integer a ∈ Z and the
modulo h residue class a ∈ Zh containing a; we will use the same notation for
them, but the context should make it clear which one is meant. If, occasionally, we
need to use residues with respect to a modulus different from h, then we will write
congruence instead of equality, indicating the modulus explicitly. We will use the
following elementary fact without further mention: A linear equation ax = b has a
solution x ∈ Zh if and only if gcd (a, h) divides b, and then the number of solutions
is gcd (a, h). In particular, an element a ∈ Zh has a multiplicative inverse if and
only if a and h are relatively prime, and the inverse is unique. Consequently, if the
determinant of a matrix S ∈ ZN×Nh is relatively prime to h, then S has an inverse
matrix S−1 ∈ ZN×Nh . In particular, if S is a (lower or upper) triangular matrix
such that each entry on its diagonal is ±1, then S has an inverse.
We say that a nonzero vector u ∈ ZNh is an eigenvector of S ∈ Z
N×N
h correspond-
ing to the eigenvalue λ ∈ Zh, if Su = λu. (Here, and in the sequel, all vectors will
be considered as column vectors.) The set of all eigenvectors corresponding to λ to-
gether with the zero vector 0 form the eigenspace Uλ (S) =
{
u ∈ ZNh : Su = λu
}
≤
ZNh . (We will often omit the matrix S from the notation, when there is no risk of
ambiguity.)
Let PN be the matrix obtained by arranging the first N rows of the Pascal
triangle in a lower triangular matrix with every second column multiplied by −1












Note that we start the numbering of rows and columns by zero; in particular, we
refer to the top row of a matrix as “row 0 ”. The discrete Pascal transform is
simply the linear transformation ZNh → ZNh , u 7→ PNu induced by the matrix PN .
It is not hard to see that PN is a self-inverse matrix, i.e., S
2
N = IN , where IN
denotes the N ×N identity matrix.
For the definition of the Reed-Muller-Fourier transform, we need the notion of








a11B a12B · · · a1nB





am1B am2B · · · amnB
 .
The Kronecker product is associative but not commutative, it is distributive over
sums, and it satisfies the following mixed product identity (for arbitrary matrices
A,B,C,D of appropriate sizes so that both sides are defined):
(A⊗B) (C ⊗D) = (AC)⊗ (BD) . (1)
We will need the following technical lemma about eigenspaces of certain Kronecker
products.
Lemma 2.1. Let p be a prime number, and let A ∈ Zn×np be a lower triangular
matrix such that every diagonal entry of A is 1. Then for every square matrix
B ∈ Zm×mp and λ ∈ Zp, we have the following inequality between the dimensions of
the eigenspaces of B and of A⊗B:
dimUλ (A⊗B) ≤ n · dimUλ (B) .
Proof. We are working over Zp, which is a field, so we can use standard lin-
ear algebra; in particular, we can speak of the dimension of a subspace, as ev-
ery subspace has a basis. Let us denote the rank of the matrix B − λIm by
r. Note that the eigenspace Uλ (B) is the kernel (nullspace) of B − λIm, and
its dimension is called the nullity of B − λIm. The so-called rank-nullity theo-
rem asserts that the sum of the rank and the nullity of B − λIm equals m, thus
dimUλ (B) = dim ker (B − λIm) = m− r.
Since rank (B − λIm) = r, one can choose rows i1, . . . , ir and columns j1, . . . , jr
of B − λIm such that the r × r submatrix S of B − λIm that is formed by the
intersections of these rows and columns has a nonzero determinant. Let us choose
the corresponding rows of A⊗B − λInm in each “copy” of B:
i1, . . . , ir, i1 +m, . . . , ir +m, . . . , i1 + (n− 1)m, . . . , ir + (n− 1)m.
Similarly, let us choose the following columns:
j1, . . . , jr, j1 +m, . . . , jr +m, . . . , j1 + (n− 1)m, . . . , jr + (n− 1)m.
The intersections of these rows and columns of A⊗B−λInm (see the gray squares
in Figure 1) form an nr × nr submatrix S̃ that has the following structure (each
0r denotes an r × r zero matrix):
S̃ =

S 0r · · · 0r





∗ ∗ · · · S
 . (2)
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The assumption that each entry on the diagonal of A is 1 implies that A ⊗ B has
n copies of B on its diagonal, hence A⊗B − λInm has n copies of B − λIm on its
diagonal. Therefore, S̃ indeed has n copies of S on its diagonal, as shown in (2).
We see that the matrix A ⊗ B − λInm has the nr × nr submatrix S̃ with
det(S̃) = det (S)
n 6= 0, hence rank (A⊗B − λInm) ≥ nr. Using the rank-nullity
theorem for A⊗B − λInm, we see that
dimUλ (A⊗B) = dim ker (A⊗B − λInm)
= nm− rank (A⊗B − λInm)
≤ nm− nr = n (m− r) = n · dimUλ (B) .
Let Th = −Ph (see Table 2), and let T⊗nh ∈ Z
hn×hn
h be the n-fold Kronecker
product of Th with itself: T
⊗n
h = Th ⊗ · · · ⊗ Th (see tables 3, 4 and 5 for some
examples). The entries of Th are






for an explicit formula for the entries of T⊗nh , see the proof of Proposition 2.1 below.
The mixed product identity (1) shows that T⊗nh is also a self-inverse matrix.
Listing all values of an n-variable function f : Znh → Zh, we obtain a vector of
length hn, which uniquely determines f . More precisely, let us define the value
vector of f as the column vector vf ∈ Zh
n
h consisting of the values f (x) listed in
the lexicographic order of x ∈ Znh:
vf = (f (0, 0, . . . , 0) , f (0, 0, . . . , 1) , . . . , f (h− 1, h− 1, . . . , h− 1))T .
The Reed-Muller-Fourier transform of f is then defined as the unique function






Lucas’ theorem about binomial coefficients modulo a prime implies that if h is
a prime number, then the relationship between the Reed-Muller-Fourier transform
and the Pascal transform stated in [6] for n = 1 holds in fact for every n.
Proposition 2.1. If h is a prime number, then T⊗nh = (−1)
n · Phn for all natural
numbers n.
Proof. Let us consider the representation of i, j ∈ {0, 1, . . . , hn − 1} in the h-ary
number system: i = i0 + i1h+ · · ·+ in−1hn−1 and j = j0 + j1h+ · · ·+ jn−1hn−1,
where ik, jk ∈ {0, 1, . . . , h− 1} for k = 0, 1, . . . , n− 1. It follows from the definition









































By a theorem of Lucas ([5], see also [2]), if h is a prime, then the product of binomial



























= (−1)n · pij , as claimed. If h = 2, then









= (−1)n · pij .
We will study the number of eigenvectors of the Pascal and Reed-Muller-Fourier
transforms, and, more generally of self-inverse triangular matrices. If S ∈ ZN×Nh is
a self-inverse matrix and 0 6= u ∈ ZNh is an eigenvector of S corresponding to the
eigenvalue λ ∈ Zh, then u = S2u = λSu =λ2u. Now if h is a prime number, then
this implies that λ2 = 1. As the next example shows, if h is a composite number,
then there might be eigenvalues λ such that λ2 6= 1.
Example 2.1. The eigenspace U3 ≤ Z66 of the matrix T6 corresponding to the
eigenvalue λ = 3 is
U3 = {(0, a, a, b, a, c) : a, b, c ∈ {0, 3}} .
This eigenspace has 8 elements, which is not a power of h = 6, hence U3 does not
have a basis.
One can see other examples in Table 8, which lists the sizes of the eigenspaces
of Th for h ≤ 12. In contrast, we will consider only λ eigenvalues with λ2 = 1. This
certainly includes the cases λ = 1 (fixed points) and λ = −1, but in general there
might be more such eigenvalues (for example, if h = 12, then λ = 5 and λ = 7
also satisfy λ2 = 1). It was proved in [18] that if h is odd, then Zhnh has a basis
consisting of eigenvectors of T⊗nh corresponding to the eigenvalues 1 and −1. If h is
a prime (i.e., if Zh is a field), then this implies that there are no other eigenvalues.
However, as we can see in Table 8, if h is a composite number, then this is not true:
for h = 9 there exists eigenvectors corresponding to λ = 2, 4, 5, 7.
3 Triangular self-inverse transforms over domains
of odd size
If h is odd and S ∈ ZN×Nh is a triangular self-inverse matrix, then we can get
a quite general formula for the number of eigenvectors of S corresponding to an
eigenvalue λ ∈ Zh with λ2 = 1. Actually, the size of the eigenspace depends only on
the diagonal entries of S (and, of course, on h and λ as well). The key observation
is that ZNh is the direct sum of the subspaces Uλ and U−λ.
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Lemma 3.1. Assume that h is odd and S is an N ×N matrix over Zh such that
S2 = IN . If λ ∈ Zh and λ2 = 1, then ZNh is the direct sum of the eigenspaces of S
corresponding to the eigenvalues λ and −λ, i.e., ZNh = Uλ ⊕ U−λ.
Proof. For arbitrary v ∈ ZNh , let v+ = 12 (v + λSv) and v
− = 12 (v − λSv). Note
that these expressions are well defined, because h is odd, thus 2 has a multiplicative
inverse in Zh. Clearly, we have v = v+ + v−; moreover, v+ ∈ Uλ and v− ∈ U−λ




























This means that ZNh = Uλ + U−λ. It remains to be proved that Uλ ∩ U−λ = {0}.
If u ∈ Uλ ∩ U−λ, then Su = λu = −λu, hence 2λu = 0. Since λ2 ≡ 1 (modh), we
have gcd (h, λ) = 1; moreover, 2 is also relatively prime to h, as h is odd. Therefore
we may conclude that u = 0, and this completes the proof.
We still need a simple number-theoretical lemma before we can prove our main
theorem about the number of eigenvectors.
Lemma 3.2. If h is an odd natural number, and λ, s ∈ Z are such that λ2 ≡ s2 ≡
1 (modh), then gcd (h, s− λ) · gcd (h, s+ λ) = h.
Proof. Let h =
∏
peii be the prime power factorization of h, where each pi is an
odd prime and each ei is a positive exponent. Since λ
2 ≡ 1 (modh), we have
peii | (λ− 1) (λ+ 1) for every i. This implies that either p
ei
i | λ − 1 or p
ei
i | λ + 1,
as gcd (λ− 1, λ+ 1) ≤ 2 and pi is odd. Thus λ ≡ ±1 (mod peii ), and a similar
argument shows that s ≡ ±1 (mod peii ) for every i. Therefore, one of s − λ and
s + λ is congruent to ±2 and the other one is congruent to 0 modulo peii . Thus
one of gcd (h, s− λ) and gcd (h, s+ λ) is divisible by peii and the other one is not
divisible by pi. This is true for every prime divisor pi of h, and no other primes
can occur as a divisor of gcd (h, s− λ) · gcd (h, s+ λ), hence we may conclude that
gcd (h, s− λ) · gcd (h, s+ λ) =
∏
peii = h.
Theorem 3.1. Assume that h is odd and S = (sij)
N−1
i,j=0 is a lower triangular N×N
matrix over Zh such that S2 = IN . If λ ∈ Zh and λ2 = 1, then the size of the
eigenspace Uλ (S) of S corresponding to the eigenvalue λ is
|Uλ (S)| = gcd (h, s00 − λ) · . . . · gcd (h, sN−1,N−1 − λ) .
Proof. The elements of Uλ are the solutions of the system (S − λIN )x = 0 of ho-
mogeneous linear equations. The first equation (written as a modulo h congruence)
is (s00 − λ)x0 ≡ 0 (modh). This linear congruence has gcd (h, s00 − λ) many so-
lutions modulo h, thus there are gcd (h, s00 − λ) possible values for x0 ∈ Zh. The
second equation is equivalent to s10x0 + (s11 − λ)x1 ≡ 0 (modh). If we have
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already chosen the value of x0, then this can be viewed as a linear congruence
(s11 − λ)x1 ≡ −s10x0 (modh) for the unknown x1. Depending on the value of
x0, this linear congruence may or may not have a solution, but if there is a solu-
tion, then the number of solutions modulo h is gcd (h, s11 − λ). Thus the number
of choices for x1 ∈ Zh is either 0 or gcd (h, s11 − λ). Continuing in this manner,
having assigned values to x0, . . . , xi−1, we can treat the i-th equation as a linear
congruence (sii − λ)xi ≡ −si0x0 − · · · − si,i−1xi−1 (modh) for the unknown xi,
which has either 0 or gcd (h, sii − λ) many solutions in Zh. This provides an upper
estimate for the size of the eigenspace Uλ:
|Uλ| ≤ gcd (h, s00 − λ) · . . . · gcd (h, sN−1,N−1 − λ) . (3)
Let us write down the corresponding estimate for −λ, and use Lemma 3.2
(observe that S2 = IN implies that s
2
ii = 1 for every i, since S is a lower triangular
matrix):
|Uλ| · |U−λ| ≤ gcd (h, s00 − λ) gcd (h, s00 + λ) · . . .
· gcd (h, sN−1,N−1 − λ) gcd (h, sN−1,N−1 + λ) = hN .
By Lemma 3.1, every element of ZNh can be uniquely expressed as a sum of a vector
from Uλ and a vector from U−λ. This implies that |Uλ| · |U−λ| =
∣∣ZNh ∣∣ = hN , hence
the inequality above is in fact an equality, so we have equality in (3) as well.
4 The Pascal transform
Next, we will determine the number of eigenvectors of PN corresponding to eigen-
values λ ∈ Zh with λ2 = 1 (note that Theorem 4.1, the main result of this section,
overlaps with Theorem 3.1 if h is odd). Since Th = −Ph, this includes as a special
case the results of [18], where one-variable eigenfunctions of the Reed-Muller-Fourier
transform were considered with the eigenvalues ±1. An elimination procedure was
used in [18], but its correctness was not rigorously proved (although the patterns of
binomial coefficients appearing in the matrices were clear enough). Here we provide
a proof, and instead of a step-by-step procedure, we do the elimination at once, by
multiplying by a suitable invertible matrix.




h be the matrix given by the entries






As an example, the matrix A8 is shown in Table 6. We will determine the number
of solutions of (PN − λIN )x = 0 by multiplying by AN on the left. The following
combinatorial identity is required to compute the product ANPN . Such identities
can be proved automatically by a computer [10], but a “human” proof might still
be of interest.
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Proof. We give a combinatorial interpretation of the identity, and, to make the
proof more vivid, we present it in the setting of a fantasy story. Assume that there
is a group of r orcs and ` e`ves wandering together in Middle-earth. They learn
about a wizard forging magic rings, and they decide to steal some of those rings.
A set of m members of the group is to be chosen for this mission, such that all the
orcs are included (they are good fighters). Thus it suffices to choose the m−r elves






Now we count the number of possibilities once more, with the help of the
inclusion-exclusion principle, and this will result in the left hand side of (4). Let E
and O denote the set of elves and orcs (thus |E| = ` and |O| = r), and let G stand
for the set of “good” choices for the mission:
G = {M ⊆ E ∪O : |M | = m and O ⊆M} .





. For every orc o ∈ O, let
Bo denote the set of choices that are “bad”, because the orc o is not sent to the
mission:
Bo = {M ⊆ E ∪O : |M | = m and o /∈M} .



























which is indeed the left hand side of (4).
Lemma 4.2. The entries of the matrix ANPN are the following:






(i, j = 0, 1, . . . , N − 1) .































(In the last step we changed the summation variable from k to i−k, and we omitted
those terms where the first binomial coefficient is zero.) Applying Lemma 4.1 with









the lemma is proved.
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Theorem 4.1. For every natural number h and λ ∈ Zh with λ2 = 1, the eigenspace
Uλ (PN ) ≤ ZNh of the discrete Pascal transform PN has cardinality
|Uλ (PN )| =
{
hbN/2c · gcd (1− λ, h) , if N is odd;
hN/2, if N is even.
Proof. We need to determine the set of vectors x ∈ ZNh satisfying (PN − λIN )x =
0. Since the matrix AN is triangular and all of its entries on the main diagonal are 1,
we have det (AN ) = 1, hence AN has an inverse in ZN×Nh . Therefore, the solutions
of (PN − λIN )x = 0 are the same as the solutions of AN (PN − λIN )x = 0. We
will prove that we can omit (roughly) every second equation from this system of
linear equations: row i of the matrix AN (PN − λIN ) = ANPN − λAN is a scalar
multiple of row i+ 1 whenever i is even and i < N − 1.
Letting i = 2k, the j-th entries of row i and of row i+ 1 are, by Lemma 4.2 and
by the definition of the matrix AN ,
(ANPN − λAN )2k,j = (−1)















2k + 1− j
))
. (5b)
Multiplying (5b) by 1 − λ and taking into account the fact that λ2 = 1 (and also
using the usual recurrence for the Pascal triangle), we indeed get (5a):















2k + 1− j
))
= (−1)j · (1− λ) ·
((
k + 1





2k + 1− j
))





= (ANPN − λAN )2k,j .
Therefore, the (equations corresponding to the) even-numbered rows can be omitted
without changing the set of solutions. Let us distinguish two cases based on the
parity of N .
If N is even, then we keep row i for i = 1, 3, . . . , N−1. From (5b) we see that the
first nonzero entry in row 2k+1 is (ANPN − λAN )2k+1,k = (−1)
k
. Therefore, after
deleting the even-numbered rows, we get an (N/2)×N matrix with the following
form: 
1 ∗ · · · ∗ ∗ · · · ∗








0 0 · · · (−1)N/2−1 ∗ · · · ∗
 .
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This matrix is in row echelon form, hence we can see that in the corresponding
system of linear equations the last N/2 variables (namely xN/2, . . . , xN−1) are free,
and the first N/2 variables (namely x0, . . . , xN/2−1) can be uniquely determined
from the free variables. Since we have h choices for each of the free variables
xN/2, . . . , xN−1, the cardinality of Uλ is h
N/2.
Now let us assume that N is odd. In this case we cannot delete row N − 1 even
though N − 1 is even, because this is the last row in the matrix (hence it cannot
be a scalar multiple of the next row, as the next row does not exist). Thus we keep
row i for i = 1, 3, . . . , N −2, N −1, hence we get an dN/2e×N matrix. Computing
the first nonzero entry in each row with the help of (5a) and (5b), we see that our
matrix has the following form:
1 ∗ · · · ∗ ∗ ∗ · · · ∗









0 0 · · · (−1)(N−3)/2 ∗ ∗ · · · ∗
0 0 · · · 0 (−1)(N−1)/2 · (1− λ) ∗ · · · ∗
 .
By (5a), each element in the last row in the above matrix (row N−1 in the original
matrix before deleting every second row) has a factor 1− λ. Thus the last row can
be divided by 1 − λ, but then we obtain a modulo h/ gcd (1− λ, h) congruence
(instead of a modulo h congruence). Therefore, xbN/2c is determined by the free
variables xdN/2e, . . . , xN−1 only modulo gcd (1− λ, h), so there are gcd (1− λ, h)
possibilities for xbN/2c in Zh. The variables x0, . . . , xbN/2c−1 are then uniquely
determined (modulo h). We may conclude that the number of solutions is hbN/2c ·
gcd (1− λ, h).
Corollary 4.1. For all natural numbers h ≥ 2 and n ≥ 1, the number of fixed
points of the discrete Pascal transform PN on ZNh is hdN/2e.
Proof. We just need to apply Theorem 4.1 with λ = 1 and note that if N is odd,
then |U1| = hbN/2c · gcd (1− λ, h) = hbN/2c · gcd (0, h) = hbN/2c · h = hdN/2e.
5 The Reed-Muller-Fourier transform
If h is odd, then the results of Section 3 apply to the Reed-Muller-Fourier transform.
By Proposition 2.1, Section 4 also covers the Reed-Muller-Fourier transform when
h is a prime number.
From now on, we will assume that h is even, and we consider eigenvectors of
T⊗nh corresponding to an eigenvalue λ ∈ Zh such that λ2 = 1. (Note that this
implies that λ is odd and relatively prime to h.) In this case Zhnh is not the direct
sum of the eigenspaces Uλ and U−λ, but we can still determine the cardinalities of
Uλ + U−λ and Uλ ∩ U−λ (see Lemma 5.2 and Lemma 5.3).
Lemma 5.1. If h is an even natural number, then the number of vectors u ∈ Zhn2
satisfying T⊗nh u ≡ u (mod 2) is 2h
n/2.
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Proof. Let us replace each entry of Th by its residue modulo 2, and let Bh ∈ Zh×h2
denote the resulting matrix over Z2. Then T⊗nh ≡ B
⊗n
h (mod 2), and our task is




= hn/2. Since B⊗nh is a lower triangular matrix with





≤ hn−1 · dimU1 (Bh) . (6)
Note that Bh is none other than Ph taken modulo 2, hence applying Corollary 4.1
(substituting N with h and h with 2), we see that the number of fixed points of Bh is













Ihn = 0hn , since B
⊗n
h is a self-inverse matrix and the matrices are considered

































Lemma 5.2. If h is an even natural number, λ ∈ Zh and λ2 = 1, then the










Proof. We claim that






h v ≡ v (mod 2)
}
. (7)
If v = v+ + v− with v+ ∈ Uλ,v− ∈ U−λ, then T⊗nh v = λv+ − λv− ≡ v+ + v− ≡
v (mod 2), as λ is odd. Now assume that T⊗nh v ≡ v (mod 2). Then each entry of
v + λT⊗nh v is even (again, we make use of the fact that λ is odd), hence it makes
sense to write v+ = 12
(
v + λT⊗nh v
)
. Similarly, we can let v− = 12
(
v − λT⊗nh v
)
.
It is clear that v = v+ +v−, and the same argument as in the proof of Lemma 3.1
shows that v+ ∈ Uλ and v− ∈ U−λ. Therefore, v ∈ Uλ +U−λ, and this proves (7).
The above arguments show that we need to count the vectors v ∈ Zhnh for
which there exists some u ∈ Zhn2 such that T⊗nh u ≡ u (mod 2) and v ≡ u (mod 2).
By Lemma 5.1, there are 2h
n/2 possibilities for u. Once u us given, we have
(h/2)
hn
choices for v: if ui = 0, then vi ∈ {0, 2, . . . , h}, and if ui = 1, then
vi ∈ {1, 3, . . . , h− 1} for i = 1, 2, . . . , hn. We may conclude that the number
of v ∈ Zhnh with T
⊗n
h v ≡ v (mod 2) is 2h
n/2 · (h/2)h
n
, and this completes the
proof.
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Lemma 5.3. If h is an even natural number, λ ∈ Zh and λ2 = 1, then the





|Uλ ∩ U−λ| = 2h
n/2.
Proof. We claim that




h : ∃u ∈ Zh
n
2 such that v =
h
2




If v ∈ Uλ ∩ U−λ, then T⊗nh v = λv = −λv, hence 2λv = 0. Since λ is relatively
prime to h, the condition 2λv = 0 is equivalent to v ≡ 0 (modh/2), i.e., each
component of v is either 0 or h/2. Therefore, v can be written as h/2 · u, where
ui = 0 if vi = 0 and ui = 1 if vi = h/2. Now T
⊗n
h v = λv can be reformulated
as h/2 · T⊗nh u = h/2 · λu, which is equivalent to T
⊗n
h u ≡ λu ≡ u (mod 2), as
λ is odd. Next, assume that v = h/2 · u for some u ∈ Zhn2 such that T⊗nh u ≡
u (mod 2). Then we have T⊗nh v = h/2 · T
⊗n
h u; furthermore, T
⊗n
h u ≡ u (mod 2)
implies that h/2 · T⊗nh u ≡ h/2 · (±λu) (modh), since λ is odd. Thus we have
T⊗nh v ≡ h/2 · (±λu) ≡ ±λv (modh), and this proves (8).
Since v is uniquely determined by u in (8), we may conclude that |Uλ ∩ U−λ| =∣∣{u ∈ Zhn2 : T⊗nh u ≡ u (mod 2)}∣∣, and this is 2hn/2 by Lemma 5.1.
Lemmas 5.2 and 5.3 allow us to determine the product |Uλ| · |U−λ| (see the
first paragraph of the proof of Theorem 5.1). This will give the cardinalities of the
eigenspaces if we manage to prove that |Uλ| = |U−λ|. To achieve this, we use an











As an illustration, see Table 7, which shows this matrix for h = 8. Just like that
with the matrix Ah in Section 4, a combinatorial identity is required to compute
the products ChTh and ThCh. It should be mentioned that the algorithms of [10]
tell us that the sums in (9) below do not have a closed form.



























Proof. Let us visit the elves and orcs of Lemma 4.1 once more. They managed
to fetch a generous supply of magic rings; in principle, each member of the group
could wear one. However, such artefacts can be dangerous, so they should be used
with care. Therefore, when a set M of m members of the group are chosen for the
next adventure, some rules must be observed regarding the set R of ring-bearers.
First, orcs should not wear magic rings, because they do not have the mental skills
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required to handle them safely. Second, those staying at home should not wear
magic rings, since they will not need them. We will prove that both sides of (9)
give the cardinality of the following set of good assignments:
G = {(M,R) : M,R ⊆ E ∪O, |M | = m and R ⊆ E ∩M} .
We will use the inclusion-exclusion principle in two different ways to count the
elements of G. Let us spell(!) out the requirements on the pair (M,R) in detail:
(i) if e ∈ E \M , then e /∈ R;
(ii) if o ∈ O ∩M , then o /∈ R;
(iii) if o ∈ O \M , then o /∈ R.
First, let Be denote the set of assignments where conditions (ii) and (iii) are
satisfied but (i) is not, because an elf e ∈ E gets a ring, even though (s)he stays at
home:
Be = {(M,R) : M,R ⊆ E ∪O, |M | = m and e ∈ R ⊆ E} .











possibilities for M , as e1, . . . , ek /∈ M , and we can dis-
tribute the rings to the elves (other than e1, . . . , ek, who already received their





options for the set {e1, . . . , ek}, thus the
inclusion-exclusion principle gives the left hand side of (9) for |G|.
Now let Ce denote the set of assignments where the requirements (i) and (iii)
are met but (ii) is violated, because an orc o ∈ O taking part in the mission gets a
ring:
Ce = {(M,R) : M,R ⊆ E ∪O, |M | = m and o ∈ R ⊆M} .











many options to choose those members of E ∪O that will accompany
o1, . . . , ok on the mission, and we can distribute the rings to the members of M







choices for the set {o1, . . . , ok}, so the inclusion-exclusion principle
indeed gives the right hand side of (9) for |G|.
Lemma 5.5. If h is an even natural number, then ThCh = −ChTh.
Proof. Let us compute first the entries of ThCh (in the last step we omit terms
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This is the same as (−1)j times the right hand side of (9) with r = i, ` = h− 1− i




cig · tgj =
h−1∑
g=0







































With the same setting for r, ` and m as above, this becomes (−1)h−1+j times
the left hand side of (9). Therefore, Lemma 5.4 implies that (−1)j · (ThCh)ij =
(−1)h−1+j · (ChTh)ij . If h is even, then (−1)
j
and (−1)h−1+j are of opposite sign,
hence (ThCh)ij = − (ChTh)ij .
Lemma 5.5 allows us to give a bijection between Uλ and U−λ, proving that
|Uλ| = |U−λ|.
Lemma 5.6. If h is an even natural number, λ ∈ Zh and λ2 = 1, then the




h have the same size: |Uλ| = |U−λ|.
Proof. Let consider the matrix C
(n)
h = Ih ⊗ · · · ⊗ Ih ⊗ Ch = I
⊗(n−1)
h ⊗ Ch ∈ Zh
n
h .











h = (Th ⊗ · · · ⊗ Th ⊗ Th) · (Ih ⊗ · · · ⊗ Ih ⊗ Ch)
= (ThIh)⊗ · · · ⊗ (ThIh)⊗ (ThCh)
= (IhTh)⊗ · · · ⊗ (IhTh)⊗ (−ChTh)
= − (Ih ⊗ · · · ⊗ Ih ⊗ Ch) · (Th ⊗ · · · ⊗ Th ⊗ Th) = −C(n)h · T
⊗n
h .
We can use this fact to prove that if v ∈ Uλ then C(n)h v ∈ U−λ:
T⊗nh C
(n)




h v = −C
(n)
h λv = −λC
(n)
h v.
Therefore, we can define a map ϕ : Uλ → U−λ, v 7→ C(n)h v.
Since Ch is an upper triangular matrix with diagonal entries ±1, it has an
inverse C−1h ∈ Z
h×h
h . Consequently, by the mixed product identity (1), the matrix
C
(n)
h also has an inverse (namely, Ih ⊗ · · · ⊗ Ih ⊗C
−1
h ). Taking the inverse of both
























T⊗nh . Then a similar argument to the one






































v. Clearly, ϕ and ψ are
inverses of each other, so both are bijections, and this means that |Uλ| = |U−λ|.
Now we are ready to prove our main result about the eigenvectors of the Reed-
Muller-Fourier transform. It is worth noting that if h is even, then the number of
eigenvectors does not depend on the eigenvalue λ (as long as λ2 = 1).





≤ Zhnh of the Reed-Muller-Fourier transform T
⊗n
h has cardinality
∣∣Uλ (T⊗nh )∣∣ =

hbh
n/2c · gcd (h, 1 + λ) , if h is odd and n is odd;
hbh
n/2c · gcd (h, 1− λ) , if h is odd and n is even;
hh
n/2, if h is even.
Proof. Assume first that h is even. Considering Uλ and U−λ as additive subgroups
of Zhnh , one of the isomorphism theorems (there seems to be no consensus on the
numbering) yields (Uλ + U−λ) /U−λ ∼= Uλ/ (Uλ ∩ U−λ), which implies with the help
of lemmas 5.2 and 5.3 that








Then we may conclude from Lemma 5.6 that |Uλ| = |U−λ| = hh
n/2.
Now let us assume that h is odd. Then we can apply Theorem 3.1, as T⊗nh
is a triangular self-inverse matrix. Denoting the number of ones and zeros on the
diagonal of T⊗nh by m1 and m−1, respectively, we see that
|Uλ| = gcd (h, 1− λ)m1 · gcd (h,−1− λ)m−1 = gcd (h, 1− λ)m1 · gcd (h, 1 + λ)m−1 .
(10)
It is not hard to verify that the diagonal of T⊗nh is (−1, 1, . . . , 1,−1) if n is odd
and it is (1,−1, . . . ,−1, 1) if n is even (note that if h is even then the diagonal
entries of T⊗nh are still ±1, but not alternately; see tables 3 and 4). In the first
case we have m1 = bhn/2c ,m−1 = dhn/2e, while in the second case we have
m1 = dhn/2e ,m−1 = bhn/2c. Therefore, (10) gives with the help of Lemma 3.2
(note that dhn/2e = bhn/2c+ 1),
|Uλ| = gcd (h, 1− λ)bh
n/2c · gcd (h, 1 + λ)dh
n/2e
= hbh
n/2c · gcd (h, 1 + λ) if 2 - n,
|Uλ| = gcd (h, 1− λ)dh
n/2e · gcd (h, 1 + λ)bh
n/2c
= hbh
n/2c · gcd (h, 1− λ) if 2 | n.
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Now, we will conclude our study by proving Conjecture 1.1.
Corollary 5.1. For all natural numbers h ≥ 2 and n ≥ 1, the number of fixed
points of the Reed-Muller-Fourier transform on n-variable functions over Zh is
hbh
n/2c if n is odd, and it is hdh
n/2e if n is even.
Proof. We apply Theorem 5.1 with λ = 1. If h is even, then there is nothing to do;
if h is odd, then observe that |Uλ| = hbh
n/2c · gcd (h, 1 + 1) = hbhn/2c · 1 when n is
odd, and |Uλ| = hbh
n/2c · gcd (h, 1− 1) = hbhn/2c · h = hdhn/2e when n is even.
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Table 1: The matrix P8
1 0 0 0 0 0 0 0
1 −1 0 0 0 0 0 0
1 −2 1 0 0 0 0 0
1 −3 3 −1 0 0 0 0
1 −4 6 −4 1 0 0 0
1 −5 10 −10 5 −1 0 0
1 −6 15 −20 15 −6 1 0
1 −7 21 −35 35 −21 7 −1

Figure 1: The matrix A⊗B − λInm in the proof of Lemma 2.1
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Table 2: The matrix T8
−1 0 0 0 0 0 0 0
−1 1 0 0 0 0 0 0
−1 2 −1 0 0 0 0 0
−1 3 −3 1 0 0 0 0
−1 4 −6 4 −1 0 0 0
−1 5 −10 10 −5 1 0 0
−1 6 −15 20 −15 6 −1 0
−1 7 −21 35 −35 21 −7 1

Table 3: The matrix T⊗22
1 0 0 0
1 −1 0 0
1 0 −1 0
1 −1 −1 1

Table 4: The matrix T⊗32
−1 0 0 0 0 0 0 0
−1 1 0 0 0 0 0 0
−1 0 1 0 0 0 0 0
−1 1 1 −1 0 0 0 0
−1 0 0 0 1 0 0 0
−1 1 0 0 1 −1 0 0
−1 0 1 0 1 0 −1 0
−1 1 1 −1 1 −1 −1 1

Table 5: The matrix T⊗23
1 0 0 0 0 0 0 0 0
1 −1 0 0 0 0 0 0 0
1 −2 1 0 0 0 0 0 0
1 0 0 −1 0 0 0 0 0
1 −1 0 −1 1 0 0 0 0
1 −2 1 −1 2 −1 0 0 0
1 0 0 −2 0 0 1 0 0
1 −1 0 −2 2 0 1 −1 0
1 −2 1 −2 4 −2 1 −2 1

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Table 6: The matrix A8
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 −1 1 0 0 0 0 0
0 0 −1 1 0 0 0 0
0 0 1 −2 1 0 0 0
0 0 0 1 −2 1 0 0
0 0 0 −1 3 −3 1 0
0 0 0 0 −1 3 −3 1

Table 7: The matrix C8
−1 14 −84 280 −560 672 −448 128
0 1 −12 60 −160 240 −192 64
0 0 −1 10 −40 80 −80 32
0 0 0 1 −8 24 −32 16
0 0 0 0 −1 6 −12 8
0 0 0 0 0 1 −4 4
0 0 0 0 0 0 −1 2
0 0 0 0 0 0 0 1

Table 8: Sizes of eigenspaces of Th for h ≤ 12
h
2 3 4 5 6 7 8 9 10 11 12
0 1 1 1 1 1 1 1 1 1 1 1
1 2 3 24 52 2333 73 212 38 2555 115 21236
2 32 1 1 33 1 1 35 1 1 36
3 24 1 23 1 212 1 25 1 212
4 53 33 1 1 34 55 1 36
λ 5 2333 1 212 35 25 1 21236
6 74 1 1 55 1 1
7 212 34 25 1 21236
8 310 1 1 36
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