Simple system equations displaying turbulent behavior are reviewed in the light of information theory. It is argued that a physical implementation of such equations is capable of acting as an information source, bringing into the macroscopic variables information not implicit in initial conditions. The average rate of information production A is a system state function, and is given for simple cases by a "Liapunov characteristic exponent", developed by Oseledec. The transition of a system from laminar to turbulent behavior is understandable in terms of the change of A from negative to positive, corresponding to the change of the system from an information sink to a source. The new information of turbulent systems precludes predictability past a certain time; when new information accumulates to displace the initial data, the system is undetermined.
Appearing recently in fields as disparate as me teorology, physiology, ecology and mathematics have been descriptions of an odd class of m ath ematical objects, those which display so-called "chaotic" behavior.
Each of these objects specifies an iteration pro cedure; given an initial number or set of numbers, a string of new numbers can be generated. Such a scheme can model the evolution of some system * Supported by a grant from the National Science Founda tion. Reprint requests to Robert Shaw, Physics Department, University of California, Santa Cruz, California 95064. from given initial data. The remarkable fact is that despite the deterministic nature of the governing equations, the string of numbers so produced is in any practical sense unpredictable.
Included in this class are the sets of first-order equations of Lorenz [1] , Rössler [3] , and others, the simple difference equations treated by May [4] , Guckenheimer et al. [5] , and others, and mappings of the plane onto itself discussed by Henon [6] , and Stein and Ulam [7] , among others. The qualitative behavior of the solutions to these various equations is similar, notably their unpredictable nature, and their extreme sensitivity to initial conditions. Par ticularly striking is the change in behavior which several of these systems show as a parameter is 0340-4811 / 81 / 0100-0080 $ 01.00/0. -Please order a reprint rather than making your own copy.
increased. Often we see the solutions first converge from any initial condition to a static value, then display periodic motion, and then, at some critical value of this parameter, make a transition into a chaotic regime. Indeed, the physical systems of con vection and fluid flow often show just this behavior as a function of R, the dimensionless Rayleigh or Reynolds number. This similarity has inspired new hope for a mathematical description and better understanding of the elusive nature of turbulence [8] . As solid links have yet to be forged between equations of motion and "chaotic" solutions, these similarities remain in the realm of "mathematical metaphors".
Still we might ask, what is the common thread which is responsible for the same qualitative be havior in these systems ? This is the question which this paper addresses. We will attempt to answer it relying on a few simple physical notions, notably those of an uncertainty length, and information flow, to guide us past the large areas of the subject which have not yielded to attempts at mathemat ical analysis.
Classical mechanics successfully treats many sys tems ignoring completely the fact that any macro scopic system consists of an enormous number of particles, each of which has at least a limited freedom to move independently. The energy con tained in a system seems to be able to be divided into two categories: 1) that contained in the "macroscales", the rela tively few large-scale correlated motions of which we claim classically to have complete knowledge, and
2) that contained in the heat degrees of freedom, or "microscales", the vast multitude of smallscale motions of which we are completely ignorant, except for the temperature T, a single number measuring the average energy per degree of freedom.
The macroscales do participate in this thermal motion, and thus their energies are uncertain by roughly kT, but this is small compared to the amount of energy per degree of freedom they usually contain, and is successfully neglected. Even though the total energy in the microscales may be far larger than that contained in the macroscales, it has proved possible to predict essentially com pletely the future behavior of the macroscopic de grees of freedom using only the complete initial knowledge of these same scales: one does not have to know the temperature to do a classical mechanics problem.
It is the thesis of this paper, however, that there exist many nonconservative systems for which this implicit separation breaks down; instead of our complete knowledge or ignorance being confined to the macro-or microscales, there may be an active flow of information between them, one way or the other, and a more careful auditing of information is required for an understanding of their behavior. Information theory, as developed by Shannon, pro vides a framework for the quantification of this notion. We construct a parameter x, the units of which are "bits" of information per unit time, which measures the average amount of information flow ing into or out of the macroscopic scales of which we have, again classically, complete knowledge. This is an invariant quantity, essentially identical, in the simple cases we will study, to the "Liapunov char acteristic exponent" developed by Oseledec. Infor mation entering the macroscales from the heat bath is reflected in a positive value of this parameter, and this provides a basis for understanding the un predictable nature of dissipative systems such as turbulent flow.
If a system is abstractly represented by a "flow" in "phase space", this transfer of information is seen to be accomplished by parts of the flow which have definite geometrical forms, of which "strange a t tractors" are examples. We claim that the many examples of systems exhibiting "chaotic" behavior which are appearing and will no doubt continue to appear, are different guises of what are actually a limited number of basic forms. Furthermore, these forms arise naturally in a geometry where irrevers ibility is taken as a post-date, in contrast to the reversibility implicit in the usual description of sys tems in phase space. After a brief exposition on the relevance of attractors in phase space to dissipative systems, and of the application of information theory to the description of these systems, we will examine the simplest of these forms, and their relation to the parameter I mentioned above. We will conclude with a few remarks about turbulence, and a specula tion on the origin of 1// noise.
II. Relevance of Attractors to Dissipative Systems
Dynamical systems are conveniently represented in "phase space", a space with as many dimensions as the system has total degrees of freedom. Thus, the complete state of a system at any time is spe cified by a point in phase space, and the motion of a particular system as time passes generates an orbit through the space. The time evolution of the set of orbits originating from all possible initial con ditions generates a "flow" in this space, governed by a set of n first-order differential equations, dXildt = F i (X1,X 2, . . . , X n), i =
where n is the dimensionality of the space. If the functions Fi are suitably "well-behaved", the extensive mathematical formalism treating vec tor fields can be applied, and various theorems in voked, notable among them being that orbits never cross, thus the uniqueness of a given orbit arising from a given initial condition is guaranteed. Im plicit in the use of this formalism for the description of dynamical systems is the assumption of revers ibility, i.e., no information is lost as time passes.
A "system" is a conceptual boundary between some part of reality and the rest of the world, the localization implied by this boundary means that we will be interested in compact flows in the phase space. A law of Nature, such as Conservation of Energy, will reduce the dimensionality of the phase space available to a given system, in general there will be a reduction by one dimension for each con straint equation.
In an "open system", energy is allowed to cross in and out over this conceptual boundary, typically entering the macroscopic variables in the form of "work", and leaving in the form of "heat", with a net entropy increase. In these systems, orbits are not constrained to an energy surface of one less dimension. Nevertheless, we feel that a "law of Nature" is operating, we notice that although we can prepare the system in a variety of initial states, after a time only some of them are visited by the system, in contrast to the conservative situation. For instance, in a convection problem we could in principle start the system off in a checkerboard pattern of hot and cold fluid, but we know that we will not see this state subsequently. So in dissipative systems, we expect to see the set of all orbit con verge as time passes to a compact region of phase space and remain there. This is just the mathemat ical definition of an "attractor".
A simple example is the damped harmonic oscil lator : y Fig. 1 Here the set of all initial conditions form a plane, and, as the oscillator ultimately stops, all solutions tend toward a fixed point, the simplest attractor. The dimensionality of the solutions is reduced from two to zero.
Another example is the Van der Pol oscillator: y In this system all solutions tend toward a stable periodic orbit, or limit cycle, another example of an attractor. Here, the dimensionality of the solution set is reduced from two to one. This behavior is not found in classical conservative systems, where Conservation of Energy and Liouville's Theorem hold. Conservation of volume under the flow in phase space means the dimensionality of the solutions stays fixed. Any state visited by the system will be revisited in a characteristic "Poincare recurrence time". The phenomenon of irreversible contraction onto an attractor does not occur, there are no "transients" in conservative systems.
Rigorously speaking, the mathematical solutions to these examples never actually arrive at their at tractor, but only approach it exponentially. So for mally the solutions maintain their identity with respect to their individual initial conditions. How ever, in any practical sense the dimensionality is reduced in finite time, and whole sets of solutions become identified.
As soon as any two trajectories approach within some distance Ah of each other, they will become indistinguishable. In any physical implementation of the system Ah may vary depending on the ac curacy of the instrument measuring the system position, the thermal motion of the system, or many other factors. However, even with "perfect" instru ments and at absolute zero, Ah can never be reduced to zero. The Uncertainty Principle assures us that there is a minimum block size in phase space, which is a physical constant of Nature. Should two orbits arrive within such a block, they are no longer dis tinguishable, and the information represented in their separate origins is lost. Thus the dimension ality is reduced, and the seeming "rigor" of the formal solutions will have to be modified if they are to represent observed physical reality.
III. Informational Aspects of Nonconservative Flows
In this section we would like to review informa tion theory and its application to the measurement of dynamical systems, and to suggest a concept of information creation and destruction for use in de scribing the behavior of dissipative dynamical sys tems.
Information, like energy, is a profound primitive concept and as such cannot be defined as a combina tion of elemental constituants. It can, however, be defined operationally, and given a measure. A for malism for doing this was developed after World War II, largely by Shannon [9] , although its roots extend back to Boltzmann, Gibbs, and earlier.
Information occurs in the contexts of messages and measurements. In both these cases, we have an a priori knowledge of the set from which the actual message or measurement will come. We might know, for instance, that a message will consist of English words, or that an observation will be reflected in the position of a pointer somewhere on a dial. If we can assign probabilities pi to each of the possible outcomes, then we can define the information as sociated with the outcome as: H = -2 P i log2 P i.
(2) i This definition has the property that if we have a completely determined outcome, with probability unity, the information content is zero. We learn nothing new from the message, thus it contains no information. It is sometimes said that information is the measure of surprise of an occurrence, the less a priori knowledge we have, the more information it contains.
The units of information in this definition are "bits", the information contained in the outcome of an even binary experiment, such as an unbaised coin flip. Logarithms will usually be taken to the base 2 in this paper, thus the informational param eters appearing later will have these units.
It is clear that increasing the accuracy of a mea surement increases the information obtainable. Say we are measuring the position of a point on a line of some length, and that as far as we know it is equally likely to appear anywhere along the line. We might proceed by dividing the line up into n equal intervals and seeing which one contains the point. The probability that it is in a particular interval is just 1/w, so the information content of the measurement is:
H = ]> 1/w l°g n = l°g n • (3) t As we increase our resolution, we increase the information, and, classically, we can raise the infor mation to an arbitrarily high value by taking fine enough scale divisions on our ruler.
Practically, however, we soon reach a limit, in a given measurement situation the Uncertainty Principle tells us the theoretical resulotion limit which can be approached but never surpassed. The physical nature of reality limits the information we can learn about a given system to a particular number.
The notion of an information cell of a minimum size, or "logon", resulting from the Uncertainty Principle was suggested by Gabor [10] in the con text of a communication channel. One form of the Uncertainty Principle is A E A t^h . The frequency of a photon is related to its energy by E = ha>, so the minimum product of bandwidth and time which is resolvable into a particular bit, or unit of infor mation is AojAt ^ 1.
Similarly, phase space can be divided up into blocks of minimum size, AxAp ^ h, and these blocks are referred to in statistical mechanics simply as "states". Once again, the main consequence of the finite minimum block size is that a system which has access to a finite volume of phase space can be found in one of only a finite number of states.
i Fig. 3 Now let us re-examine our simple examples in this context. Say we have two observers who in dependently make measurements of the damped harmonic oscillator at two different times. The ear lier observer comes by and determines that the system is in some small volume of phase space, the block size determined by either the practical or theoretical resolution of his measuring instrument.
-y, y -x -y Later the second observer comes by and, with an identical measuring instrument, determines that the system is within the block indicated by dotted lines. However, the flow in this dissipative system has mapped the original block into a smaller volume, smaller than the resolution of wich the later ob server is capable. Now we ask: If the two observers were to com municate by mail, is there anything which one could tell the other ?
Yes, the early man could tell the late man, to better accuracy than the late man could determine, the initial state of the system. Some accessible infor mation has been destroyed by the contracting flow in phase space.
For a second example, let us have the early ob server measure the position of a Van der Pol oscillator prepared well inside its limit cycle (x < 1). x = -y, y = X + yfl(l -X2) Fig. 5 This time, the volume of phase space determined to contain the system expands as energy is fed into the system, and the later measurement more ac curately localizes the system. It is now the late man who has information to communicate to the early man, information has been created by the expanding flow. Some hitherto unobservable information, such as a random fluctuation of the heat bath, has been brought up to macroscopic expression.
These notions are easily quantified. In general the change in observable information is given by the log of the ratio of states distinguishable before and after some time interval:
For these examples, the ratio of distinguishable states is the same as the ratio of block volumes be fore and after the time interval:
The rate of information creation or destruction is :
Note that we don't have to know the minimum block size (volume in phase space per state) to de termine changes in observable information produced by the flow, but if we want to know the absolute number of bits in a measurement, we must know the number of states from which a measurement will select one. Even in the classical limit, AH and dH/dt remain well-defined.
An important parameter in the description of nonconservative flows is the divergence of the flow in a co-moving frame, the Lie derivative with respect to the volume element:
In those cases where the number of distinguishable states is simply proportional to the volume, the Lie derivative gives directly the information creation or destruction rate. For the damped simple harmonic oscillator, dH/dt = -b, a constant rate of informa tion destruction; for the Van der Pol oscillator, dH/dt = /j,(I-x2), a constant rate of information creation when the system is well inside its limit cycle (x 1). However, the number of distinguishable states Q (t) arising from some initial block volume need not be directly proportional to the volume change under the flow. In the operational approach taken here, the best resolution of some measuring instrument will define the minimum block volume, and this instrument will have some minimum uncertainty along each dimension. Thus, as illustrated below, a fixed volume block can be distorted so that it effectively occupies a larger volume: Fig. 6 This is the usual mechanism whereby uncertainty grows in a volume-preserving conservative system. A familiar example is the localized free particle:
Even a free particle, which one would think is the most predictable of systems, suffers an eventual derealization in the presence of any uncertainty.
But the number of blocks in which the particle could be found, Q(t), grows only linearly with time as the phase space is sheared by the flow, and a power law is typical for this derealization rate for "simple" conservative systems, i.e., those examples which appear in present-day mechanics textbooks. If the effective volume in phase space occupied by some given initial block grows as a power law, then d H n Q ~ f» and -7 -= -.
(8) dt t
The information creation rate dH/dt of such a sys tem approaches zero as time passes. This statement is equivalent to the statement that the system be havior is predictable for an indefinite time into the future.
The fundamental distinction between what we would call a "predictable" or "unpredictable" tra jectory seems to be whether Q(t) is a polynomial or exponential function of time. If Q (t) is a polynomial, the information obtainable from repeated observa tions of the system saturates with time, i.e., the system is "predictable". If Q(t) is an exponential, dH/dt remains positive, and the system continues to be an information source. There are, in fact, fairly simple conservative systems which, on the same energy surface, can show either behavior depending on initial conditions [11] .
The main concern of this paper, though, is nonconservative flows, where the phenomenon of at traction is possible. In both examples of attractors examined so far, fixed points and limit cycles, once the initial transient period is over and the flow has contracted a family of nearby trajectories "onto" the attractor, it becomes an informationally static object. The system either remains in a single state, or visits repetitively an ordered sequence of states. Are any more complicated flows possible ? The an swer, in two dimensions, is no (see however Appen dix 1). The Poincare-Bendixon Theorem assures us that in two dimensions the only stable attractors possible are fixed points and limit cycles.
I t has only recently become clear that in higher dimensions, much more is possible. In 1963 Edward Lorenz [1] found what was probably the first ex ample of a "strange attractor", a flow in phase space in which orbits converge to an object which is neither a fixed point nor a limit cycle, and in 1967 Stephen Smale [12] discussed strange attrac tors in the context of abstract dynamical systems.
In three and higher dimensions it is possible to have flows which in a compact region continuously expand volumes of phase space in some dimension or dimensions while contracting them in others. It is the contention of this paper that the effect of these flows is to systematically create new informa tion which was not implicit in the initial conditions on the flow. Given any finite error in the observa tion of the initial state of some orbit, and the Un certainty Principle guarantees such an error, the position of an orbit will be causally disconnected •____ 1 from its initial conditions in finite time, thus any prediction as to its position after that time is in principle impossible. This paper will attempt to make the point clear by studying the examples which are now available.
IV. Maps on the Unit Interval
Perhaps the simplest mathematical objects which display "chaotic" behavior are a class of maps of the unit interval onto itself recently reviewed in an article by May [4] . Much of the behavior of flows in three dimensions is present in a simple form in one dimensional maps. Our plan of attack will thus be to make some observations in the context of one dimensional maps, and then show how the Lorenz and other flows in three dimensions can be discussed in terms of these.
I t is useful to think of these maps in terms of a machine, perhaps an actual physical mechanism, which takes a single input xo and produces a stream of numbers as an output (see Figure 8) .
The difference equation xn+i = F (xn) amounts to a "specification" of the machine, and the "solution" x,i = / (n, xq) to the difference equation, if we could find one, would give us a prediction for all time of the machine output.
What does information theory tell us about the output of this machine ? First, if the machine is producing repetitively a single digit, or a repeating string of any period, the machine is giving us no new information after the first period has passed; we could leave the room for a while and miss nothing. If, on the other hand, it is producing a "random" string of digits, each is new to us, we must attentively observe each digit to completely describe the behavior of the machine.
The amount of information supplied in one itera tion is once again given by H = -2 P i l o g P i i where we sum over the ensemble of possible out comes for each digit. For a string of random binary digits, the information supplied is one bit per digit.
Shown below is the map for the recursive equa tion: x1l+i = Modi(2x").
If our initial value is, say, a number in binary form, and the output we take is whether each iterate falls on the left (zero) or right (one) half, the ma chine will simply read off the digits of the initial value in order. If it is rational, the string of digits will terminate, or become periodic. If it is irrational, the string will be infinite.
Let us say we can specify the initial value by setting the position of a pointer on the machine between zero and one. Then successive iterations will give us more and more information as to its position. The termination of information output in the rational case simply reflects the fact that the pointer position can be completely expressed in terms of a ratio between the two parts into which the pointer divides the dial.
If we have imperfect knowledge of the pointer position, how far into the future can we predict the output of the machine ? This question is answered by calculating the information known at some ini tial time moment, and the amount of this informa tion lost per iteration of the map.
If the pointer position is known to within an in terval Ah, this knowledge represents H = -log (Ah) bits of information. The information change per iteration is computed from the slope dFjdx of the map. In the example given above, the slope is everywhere two, thus each small interval is map ped into one twice its size. After one iteration, the pointer could be anywhere within an interval 2Ah. The change in information is:
independent of the uncertainty block Ah. There is, after each iteration, one new bit available for mea surement, correspondingly, our knowledge of the pointer position has decreased one bit. This is also clear from the fact that the map is symmetrically two onto one. After n iterations of the map, where n is given approximately by n = -log (Ah), the initial uncertainty Ah casts its shadow over the entire in terval, and all the initial data is lost.
In this particularly simple case, the mapping is ergodic, that is, all trajectories which are not on the "measure zero" set of periodic orbits approach every point arbitrarily closely over the course of time. Furthermore, the probability density P(x) for find ing the trajectory at a; is a constant. In more com plicated mappings neither need be true. In partic ular, if the slope of a map is not everywhere greater than one, there will be regions of the map which will take a given uncertainty interval into a smaller interval. If a given uncertainty interval is mapped after some number of iterations back inside of itself, the mapping will be periodic, and stable under small perturbations. The periodic orbits of the preceding example, originating from rational initial values, are not stable.
slope < 1 slope > 1 Ah Fig. 10 Examination of the above diagram will make plausable the claim that if a given iterated mapping y = F(x) has a slope everywhere greater than one, it will be ergodic, at least over some part of the unit interval. Any uncertainty interval will be amplified by a factor dy/dx, and this will happen at every point of the map. Consequently, an uncertainty in terval Ah around any point xo will eventually shadow all parts of the unit interval accessible to the action of the map. Nearby trajectories, wherever they exist, will be further separated with each it eration.
If we assume that a given iterated map is ergodic over at least some parts of the unit interval, we can write a functional equation for the probability density:
P(xi) P(y) = dy dy dx X l cLr X i
The various points x±, x<l ,... are the inverse images of the point y under the map, i.e., y = F (x l ) = F(x<2 ) . . . .
Fig. 11
As the diagram above shows, the number density of trajectories impinging on some small interval in y is equal to the densities at the inverse points of the mapping weighted by the slope at those points. Equation (11) follows by conservation of probabil ity. The absolute value is taken as only the spreading of trajectories is important to these considerations. This is like a "master equation", with a topology given by the map y -F(x).
The probability density P(x) can be computed numerically by the following procedure. First as sume some initial probability density, say P(x) = 1, and then compute the probability at points y using Eq. (11). The resulting P(y) corresponds to the original P(x) transformed by the action of the map. Successive iterations of this procedure will produce closer and closer approximations to the correct equilibrium value of P(x). If the map has a stable periodic solution, P (x) will converge to sharp spikes on the periodic points, reflecting the fact that P(x) is a series of delta functions in this case. This proc ess is discussed in somewhat greater length in Ap pendix 2.
The information change of a particular point x of some map y = F(x) is determined by the slope at that point: dy (12) Ah = log dx
The appropriate average information change over the entire interval is given by an integral weighted by the probability density P(x). This important parameter we denote by X:
If P(x) is not known, X can still be determined operationally, simply by iterating the map, keeping track of the average log of the slope:
We expect that for an ergodic map, the sum will be appropriately weighted by P(x) during the itera tion operation itself. The parameter X can be easily computed for a few very simple maps, take for example the series of "tent" maps below:
x Xi 1 -x 1 -x\ for x < x\ , for x > x \ .
Fig. 13
The maximum information output of one bit per iteration is from the symmetric map, just as the maximum information capacity binary channel is one with equal a priori outcomes.
Another easily computable example is given below:
Here the absolute value of the slope is the same everywhere, and Eq. (14) reduces to X = log m. X increases from zero to one as the map changes from one-to-one to two-onto-one.
The equilibrium probability density P(x) for the case m = 0.5 appears in Figure 15 . Each iteration of Eq. (11) adds a finite discontinuity to the dis tribution. Although the changes soon become too
The first, with xi = 0.5 is essentially identical to our early example Fig. 9 , and each of these has a con stant probability density P (x) = 1 (examine Figure  11 ). X here reduces to:
. (15) This will be recognized as the entropy function H (p ) for a binary channel with outcome probabilities p and (1-familiar from elementary information theory.
In P Fig. 15 small to be seen in the diagram, in the limit this function contains an infinite number of discontinui ties. Fortunately, P(x) is not needed to compute I in this case. A third example is provided by the mapping y = rx( 1 -x) which often appears in discussions of map pings of the unit interval onto itself.
y -r x (1 -x) r = 4 Fig. 16 For the case r = 4, illustrated above, it is known that the map is ergodic, and that the normalized probability density is:
Thus the integral to be evaluated is: (17) which equals one. I again equals one bit per itera tion. We could have saved ourselves the trouble of doing the integral by noting th at this too is a sym metric two-onto-one mapping, so one bit is pro duced per iteration.
The criterion for complete loss of some initial data is that the "new" information produced at each iteration accumulates to equal the initial data information:
where .^initial = -log(ZlA). Thus n, the number of iterations required (on the average) to erase the initial data is:
We now demonstrate this experimentally with a computer simulation of the mapping y = 4#(1 -x). We simulate an uncertainty interval by starting olf a family of 10,000 trajectories spaced 10-15 apart and following their paths as we iterate the map. As illustrated below, we define a "target" interval of width 0.01 and ask: how many of the original 10,000 have not hit the target after n iterations: start Fig. 17 target We term those that have not the "survivors", and plot the experimental results in Figure 18 .
As observed by Yorke in a similar demonstration [13] , we obtain a nice exponential Survivors ~ e~nlT. (20) where the "lifetime" r is simply given by the prob ability of hitting the interval assuming a random process. In this example, using the known P(x), Eq. (16), and choosing a target interval of 0.39 to 0.40, r ^ 1/0.01 P(x) = 100 (71 (0.4 (0.6))1/2) = 153 iterations (21) which fits the observed slope to high accuracy. Now according to Eq. (19) the initial data should persist for n = -log (10-11) «a 36 iterations. (22) Note that the data deviate from the probabilistic curve for iteration numbers smaller than n = 36. We chose an initial value (xo = 3/8) which didn't fall in the target interval right away, and this information was preserved for about 36 iterations. The map y = 4tx(\-x) does not have a slope greater than one at all points, hence there is no guarantee that there are not stable periodic orbits. Exactly what proportion of the parameter range r < 4 leads to periodic orbits and under what set of assumptions remains unclear. Digital computer ob servations are that as r is varied the orbits change in a complicated manner, with periodic orbits of various orders appearing in some parameter win dows, but with the orbits being at least "effectively" ergodic over much of the range of r greater than 3.5.
10M
100 200 300 400 500 600 700 Number of Iterations Fig. 18 Presented below are the results of a numerical experiment on the above map in the region r < 4. Plotted in Fig. 19 is I versus r, where I has been r param eter Fig. 15 computed operationally using Eq. (14) . The curve is composed of 300 points, spaced 0.002 apart, each representing 100,000 iterations on a digital com puter. The low-order attracting periodic orbits which have relatively wide parameter windows are visible as points where I is negative. Other higher period attracting trajectories are invisible, presumably be cause their parameter windows are narrower than the grid spacing of the computation, or perhaps be cause the "transient" period before the orbit settles down is longer than 100,000 iterations. In general, the curve is smoothly rising as the steepness param eter r is increased, reaching finally one bit per itera tion as the map becomes strictly two-onto-one. Figure 19 strongly resembles recent results of Sidnie Feit [14] in computer studies of the Henon map.
The relationship between the Henon map and maps of the interval will be discussed in a later section. Figure 20 shows the probability density, computed using Eq. (11) , for the value r = 3.825, which is in the effectively ergodic regime. The computed P (x ) is in good agreement with the data of Hoppensteadt and Hyman [15] for the same parameter value. They approximated P(x) by accumulating a histo gram over many thousand iterations of the map. We have seen that stable periodic orbits have a X which is negative, thus the sign of this parameter determines whether orbits are periodic or aperiodic. This is clarified by looking at the composite map F n formed by applying F to the interval n times. It follows from the chain rule th at the slope of this composite map at some point xq is equal to the pro duct of the slopes of the original map of the image points x \, X2, . . . , xn where xt = F i (zo)- (23) By taking the log of this equation, we see that Eq. (14) just computes the running average of the size of the uncertainty interval Ah. The sign of X thus answers the question: does an initial uncer tainty interval get mapped into a larger or smaller interval after some large number of iterations ?
A negative X implies a periodic orbit as the follow ing argument shows. Assume the opposite, a neg ative X but a non-periodic orbit. If no points are revisited, there must be a point or points which are approached arbitrarily closely in the passage of time. But if X is negative, then a small interval taken around such a point is being mapped to a smaller and smaller size, and will eventually fall within the original interval. The criterion for a stable periodic orbit is just that some arbitrarily small interval be mapped inside itself.
In the periodic case Eq. (14) reduces to:
where n is the order of the period. How negative X is measures the degree of stability of the periodic orbit against small perturbations. If a trajectory is initiated off of some periodic orbit, but within its basin of attraction, the initial data information is lost as the orbit damps to its stable values. The pa rameter X governs the rate at which this information is lost to the macroscopic world. X is closely related to a mathematical concept known as topological entropy, which, roughly speak ing, is the log of the number of subsets created by each iteration. An iteration of a two-onto-one map divides the interval in two, so the number of sub sets grows as 2n, and the topological entropy is log 2. However, as the example of Fig. 12 shows, this gives only an upper limit to the possible in formation production. This concept does not gen eralize to negative values.
However, X, as defined as a limit in Eq. (14), is identical in the one-dimensional case to a Liapunov characteristic exponent X defined by Oseledec [16] . This quantity is a measure of the rate of divergence of nearby trajectories, which in the low dimensional systems studied here is the same as the information production. In his 1968 paper, Oseledec shows that this quantity is invariant under coordinate trans formations. The information generated or destroyed by a given iterated map is a topological property associated with the connectivity of that map, and we would expect it to be coordinate independent. The importance of the Liapunov exponent has been stressed by Ruelle [17] , [18] *.
In the context of one-dimensional mappings y -F(x), X is invariant under transformations of the form
where / is applied to both coordinates, so long as / is not so violent as to change the topology of the mapping. As an example, apply the transformation * These recent papers of Ruelle constitute a review of what is presently rigorously known about Liapunov expo nents. Reference 17 contains a comment on these as govern ing the rate of loss of initial data. See also Ref. [45] .
/ (x) -Yx to both axes of the iterated mapping y = rx( 1 -x). The map of Fig. 16 gets transformed to the one appearing below:
Despite the changed appearance, the "spectrum" X(r) is identical to the one appearing in Figure 19 .
We are now in a position to make a few general statements about the expected behavior of an it erated map as some steepness parameter is increased.
At low values of this parameter, the average slope is much less than one, and neighboring trajectories are strongly focused toward a stable attracting tra jectory. I is negative, the informational interpreta tion being that this reflects an ability of the system to absorb information, i.e., an imposed perturba tion is not communicated far into the future. As the steepness parameter becomes larger, slopes approach unity, and Ä approaches zero. The system becomes less able to damp out perturbations, and transients persist for longer and longer periods of time. Fi nally, J reaches zero, and "transients" persist in definitely. Only at this critical value does the in formation contained in some initial conditions af fect the state of the system far into the future. The effect of maps which have a Ä greater than zero is to systematically increase the uncertainty associat ed with any physical realization of them, until the influence of any initial data is lost.
The relationship of Ä to some map parameter may be very complicated, as Fig. 19 shows. Bifurcations of periodic orbits in the stable region to the left of the figure are marked by points of tangency of the J(r) curve to zero, and to the right of the figure the map shows many "resonances" as the behavior changes from a strictly periodic to strictly aperi odic regime. The interval may even be divided into disjoint basins, trajectories initiated from different parts of the interval being attracted to sets char acterized by different values of J., as trivially illus trated below: Fig. 22 On general grounds though, if we have a parameter which controls the overall steepness of the map, we expect the correspondence: low steepness, negative I, periodic or stationary motion; and high steep ness, positive I, chaotic motion.
Y. Analogy With Phase Transitions, Overview
I t has been remarked that the transition of a flow from a laminar to turbulent state is like a phase transition, having a more or less abrupt change of behavior as some parameter reaches a critical value.
Here we seek to expand somewhat on this analogy, starting from the context of one-dimensional maps.
Phase transitions are characterized by a diver gence in a coherence length near some critical point. The corresponding quantity in a dynamical system is the correlation time, the length of time perturba tions are propagated into the future. Let us recall the two observers and have them observe some sys tem at two different times: Fig. 23 a Now have the early man at A attempt to send a message to the late man at B, using the system as a medium. If the system happens to be periodic or stationary, let him perturb the system slightly from its stable positions. If the system is nonperiodic, let him localize it in some fashion. How far downstream can any information be propagated ?
As discussed in Appendix 2 for one-dimensional maps, the loss of initial data can be described as the relaxation of an initial probability distribution to an equilibrium distribution characteristic of the sys tem. The informational parameter I governs the rate of this damping. In both the periodic and the aperiodic case the characteristic number of iterations for total loss of information is:
Hin (26) where Hin is the amount of initial data and the ab solute value of I is taken. We will soon generalize X to be an information production rate in time, d H (27) d t and the characteristic number of iterations becomes a characteristic time:
Now note the behavior of t as It approaches zero.
In the periodic case, the system is less and less able to damp out perturbations. In the turbulant case, localized probability distributions take longer and longer to relax. In both cases, the observer at A is able to have an effect farther and farther into the future. Most of our academic experience is based on the highly singular case of a divergent correlation time, this has perhaps hindered appreciation of these simple points.
The analogy is not complete, however. In the flows to be discussed later in this paper, discon tinuous and hysteretic changes of I as a function of some parameter occur often. Also, the zeros in I at bifurcations of periodic orbits do not have a coun terpart in simple phase transitions.
We have distinguished in these problems a "spec ification", which is a rule for getting from one point to the next, be it an iterated map, or a set of dif ferential equations like those to be studied in the next section, and a "solution", the actual trajec tory. The specification corresponds to the blueprint of a mechanism, it can be deterministic, and can exist in the realm of pure mathematical thought.
It should be clear by now that closed form solu tions predicting the long-time behavior of onedimensional maps and other chaotic generators are impossible. Say we had such a solution:
This would be an algorithm taking as inputs the initial position and the iteration number, and pro ducing the position of the nth iterate. However, no amount of algebraic manipulation of known infor mation can produce new information, the two sides of the equation are qualitatively different. Closed form predictions are impossible because the infor mation they would represent simply does not exist prior to the operation of the mechanism*. A more operational way of stating this is to say that the solution algorithm for the case I > 0 is not "ef ficient", i.e., the input required to determine a tra jectory position to given accuracy grows exponen tially with time [19] . Another immediate consequence of this inter pretation is that all these chaotic generators are irreversible in the ordinary sense. Imagine someone entering a room where the mechanism of Fig. 8 has been operating for some time, and attempting to recover the initial value. He will fail, even if he has complete knowledge of the mechanism, because any map which produces information, that is, has a positive I, is at least in some region not single valued. In order to reverse the mechanism he must know from which sheet of the map the trajectory came on each iteration. This amounts to changing the direction of the arrow marked "information" in Fig. 8 ; to reverse the mechanism the information flow in time must also be reversed.
Often the question is raised, in the discussion of solutions to one-dimensional maps, and particularly to digital or analog solutions to systems of differ ential equations: "But how do you know the solu tion you have computed is the exact solution?" Under our interpretation, the response is clear, an "exact" solution implies an infinite amount of in formation content. But the action of these systems is specifically to reduce the information available. While the notion of an "exact" solution may have some use in the description of information preserv ing conservative flows, the concept is completely inappropriate in the discussion of chaotic generators.
YI. Relation of One-Dimensional Maps to Dynamic Flows
We have argued that the maps discussed in Sect. IV create information, in the sense that any physical realization of them systematically brings the uncertainties, the bath of microscopic random ness in which anything physical is immersed, up to * Closed form solutions may exist in a formal sense, but have no predictive value for long times. macroscopic expression. A measurement at some instant will yield, by definition, a certain constant amount of information. Information is defined in terms of the set of possible outcomes of the measure ment, a set which is fixed in advance. In order for this "pool" of information to remain of constant size, one bit of old information must be "destroyed", or eliminated from having any effect on the state of the system, for each bit which is "created", or brought up from the microscales to macroscopic in fluence. In this way the information contained in the initial conditions is systematically replaced by information not implicit in the initial conditions until, after a finite time or number of iterations, the state of the system is undetermined.
We have seen how this is accomplished in the map y = 4a;(l -x), an average of 1 bit per iteration is added because the slope is greater than one on the average, causing nearby trajectories to diverge, and one bit of initial data is removed due to the two-onto-one nature of the map, we cannot tell from which of two points a given trajectory orig inated. These two processes are in some sense "orthogonal", the information created in an itera tion is not the same as th at destroyed, unlike the example of Appendix 1. The object of this section is to demonstrate that dynamical flows in three dimensions can be treated in much the same way as iterated one-dimensional maps. We will illustrate this by computing the informational parameter I for the Lorenz attractor.
Imagine a flow in three dimensions constructed in the following way. The flow occurs largely along one dimension, but trajectories tend to spread out in a second dimension, and tend to be crowded together in a third: Fig. 23 Such a flow is called a C-system, a discussion is given in Arnold [20] . A physical realization of this flow will act on an initial volume of trajectories to re duce it in dimension to a quasi-two-dimensional sheet of thickness Ah, the uncertainty length.
This flow has one property we seek, nearby tra jectories are separated as the sheet fans out, how ever we want to arrange that this separation can take place continually on a compact manifold. A general way of doing this is indicated in Figure 24 .
Fig. 24
A two-dimensional ribbon, after expanding to twice its width, is folded over, "sutured" together at AB, and mapped back into itself. If the two-dimensional object of Fig. 24 is given a half-twist to the right or left, the ends joined together and the resulting object imbedded in 3 space, we obtain Fig. 25 below: Fig. 25 What we have constructed in this manner bears a marked resemblance to a three-dimensional a t tractor constructed by Rössler [3] . An analog com puter simulation of his equations is exhibited in Figure 26 . If we take a cut across the attractor as indicated and construct a return map, we obtain the single humped map shown in Figure 27 . The flow has performed a "horseshoe map", similar to those discussed by Smale *, and the one-dimensional * However, the horseshoe map described in Ref. [12] does not produce an attracting set. reduction looks very much like one of the maps discussed by May.
The Rössler attractor is a three-dimensional ob ject, and what we have constructed is quasi-twodimensional, with a thickness Ah. The idealized solutions to Rössler's equations contain a "Cantor Set", which often appears in discussions of strange attractors; the information as to the origin of a particular trajectory appears as which one of an infinite number of infinitesimally spaced sheets it lies on.
However, the comoving volume contraction rate, or Lie derivative
is so large for this and most of the other examples which have appeared that only the outer leaf or outer few leaves of the Cantor set are visible in any simulation. The uncertainty present in any physical system truncates the Cantor set, whole families of trajectories become identified, and the object can be treated as the single-sheeted quasi two-dimen sional object described.
The exact point where this truncation takes place or where the "suture" in Fig. 25 is made is to some extent arbitrary, depending on Ah, the uncertainty length. But the fact of the eventual joining of tra jectories is a logical consequence of the Uncertainty Principle. The asymptotical approach of trajectories was remarked upon in Lorenz's original paper, and has been referred to in the modern mathematics literature as "locally eventually onto" [21] .
This procedure of reducing a three dimensional flow to a one dimensional map, although not rigor ously justified here or elsewhere, has become com mon. I t appears in the original paper by Lorenz, as Xn+i Fig. 27 well as more recent work by Guckenheimer, Rössler, and others. The one-dimensional map preserves much of the behavior of the full flow, including, as we shall demonstrate, the same information pro duction characteristic.
The discussion of attractors as flows along twodimensional sheets was begun by Lorenz [1] , and developed further by Williams [21] . He calls these structures "branched manifolds", and a slight re drawing of his picture of the structure of the Lorenz attractor (see Fig. 29 ) appears below:
Rössler Attractor Fig. 28 Lorenz Attractor Fig. 15 There are now two sheets, sutured together as shown. Trajectories are either mapped back onto the same sheet, or onto the opposite sheet, depending on where the trajectory hits the suture.
VII. Calculation of X for the Lorenz Attractor
The principal conclusion of Lorenz's paper "De terministic Nonperiodic Flow" is th at there exist deterministic systems in which very long range fore casting is impossible. The following quote comes from the last paragraph of that pioneering work: "There remains the very important question as to how long is 'very long range' ... the answer may be obtained by comparing pairs of numerical solutions having nearly identical initial conditions."
We now answer this question for the case of the Lorenz equations (see also Ref. [44])
x -10y -10a;, y = -y -xz + E x , R = 28,
by computing the informational parameter I for this system. With this parameter in hand, a prediction can be made as to how long the information in a given initial condition will persist. We then verify this prediction in just the manner suggested by Lorenz. First we construct a return map in the fashion done in his paper, we compute a trajectory, and record successive passes through a maximum in the z direction. The initial point used was the same as that taken by Lorenz, but the transient associated with this initial condition was allowed to die away before points on the return map were accumulated. Taking advantage of the computing power unavail able in 1962, we assemble the map with 975 points, using a standard 4 point Runge-Kutta algorithm with a dimensionless time step of h = 0.001.
The return map obtained is given in Figure 30 . The time between successive passes through the re turn map is given in Fig. 31 , note the singularity associated with the fixed point at the origin in both figures.
The use of the maximum in z corresponds to taking the return map on a cut in the flow marked "A" in Figure 29 . As the attractor is symmetric (with respect to changes in coordinates x -> -x, y-+ -y, z-»z, not mirror symmetric), the cut on one leaf will yield the same return map as a sym metrically placed cut on the other, it suffices to give only a single map, if the trajectory falls on the right half of the return map it signals a change of the trajectory from one leaf to the other. Xn Fig. 30 1.5r
.5
Fig. 31
It might be asked: Why the cut marked "A" ? Why not assemble a return map from a cut such as "B", or even "C" ? Oseledec's theorem gives the answer, any cut which is transversal to the flow may be taken, the Ä computed from any such cut will be the same. Taking a different cut amounts to a coordinate transformation on the return map, and Ä is an invariant quantity. This justifies our ad hoc procedure of using the maximum in z.
Having the return map in hand, the computation of I proceeds just as for the earlier one-dimensional maps. First, the probability density P(x) is com puted using Eq. (11). After 13 iterations, P (x ) had converged to within a percent, the resulting distri bution is shown in Figure 32 . Then, the integral of Eq. (13) is evaluated numerically. We determine the information production for the return map of Fig. 30 to be: I = 0.98 bits per iteration.
This number is about what we would expect from our earlier examples. The return map is not quite two-onto-one, and is nearly symmetrical, yielding an information production of slightly less than one bit per iteration.
In order to describe the informational character of the Lorenz and other attractors in time, it is neccessary to fold in the time taken per iteration T{x) of The equivalent of Eq. (12) now is:
where Tn is the length of time taken by the nth iterate. The information production rate in time for the Lorenz attractor was found to be: At = 1.19 bits/sec (35) if the dimensionless time units are taken to be seconds. Some pains, but not great pains, were taken with the numerical computer work. These numbers are probably good to a percent or so.
VIII. Experimental Verification
We now demonstrate that the J t calculated in the preceding section has predictive value. A given ob servation of an initial condition has a certain value in bits, and when a strange flow has generated this amount of information, the initial data is lost. We prepare a system implementing the Lorenz equa tions, in this case an analog computer, measure the information content of an initial condition, and then allow the system to run for varying lengths of time, noting the dispersion of trajectories emanating from the "same" initial condition as time passes. When the initial data is gone, we expect the trajectories to be "completely dispersed".
The analog computer used, a Systron Donner 10/20, is a highly stable device, capable of a voltage resolution at the computation speeds used of about 1-2 mv. This was measured by the method de scribed in Appendix 1. The return map of Fig. 30 spanned a range of 15 volts on the computer with the scaling used, thus the informational value of a given initial condition is:
On the average, after a time t, where t = Hin/Jt (37) we expect the initial data to be lost, t -13/1.19 ^1 1 sec. for this system. Figure 33 was constructed by initiating the analog computer off of the "same" initial condition fifty times, and then halting the computation after var ious multiples of a time 1 /If had passed. This is the time repuired for the flow to generate one new bit of information. The initial condition used was ob tained by allowing the computer to run for some time, to insure that the trajectory was indeed "on" the attractor, and then halting the calculation, as suming that the point obtained, one near the center of the flow, is a "typical" value. It is marked by the cross.
The first figure in the series shows the motion of the fifty trajectories after eight new bits have been added. The family of trajectories is still only slightly larger than the size of a recorder pen dot. As the next few bits are brought up, though, the trajec tories are sheared, split, and scattered over the body of the attractor. At the predicted value of 13 bits, corresponding to the time t = 11 sec., the trajec tories are well dispersed over the width of the flow. There still remains some localization, as the mixing only occurs transversally to the flow. In fact, due to the varying lengths of time which orbits take depending on their position on the return map, the initial position data could be partially recovered from its "coded" form in the ensemble of final posi tions. A more sophisticated informational analysis is required for a description of this. However, after only a few more seconds, trajectories are distributed essentially uniformly over the body of the attractor.
A complete verification of the computed Xt would require a statistical study of this type from many initial conditions. However, due to the exponential spreading of trajectories, our simple analysis suf fices to show an approximate agreement. The first bits of initial data lost are hardly visible, and the spreading occurs very rapidly as the last few bits are lost. As the last bit of initial data information al lows us only to distinguish the initial position as coming from one of two randomly distributed sets, this information may be of no use to us.
IX. Determinism and Reversibility in Phase Space
The description of dynamical systems in terms of orbits in phase space has proven to be an abstrac tion of great power. One problem with this ap proach, however, is that all the mathematical theorems and constructs pertaining to Hausdorff manifolds have been applied to dynamical systems theory even when they are not fully appropriate. Evidence for this lies in the recurrent appearance in the literature of such blatantly unphysical objects as Cantor sets, and such unphysical distinctions as analytic vs. non-analytic mappings, countable vs. uncountable infinities of orbits, etc., occurring in what are purportedly models for physical phenom ena.
Implicit in any flow on a Hausdorff manifold are two properties: 1) Determinism: There exists a rule governing the motion at each point. 2) Reversibility: All trajectories are distinct and remain so under the flow.
In a given dynamical system the first property follows from the simple existence of a differential equation governing the flow, and the second follows from the Existence and Uniqueness Theorem on Hausdorff manifolds [22] .
However, the Second Law of Thermodynamics, perhaps the single most profound observed fact of Nature, is in direct contradiction with property 2. A simple geometrical expression of the Second Law is that trajectories do emerge, information is lost, in the universal increase in entropy. The Second Law is particularly important in the dissipative systems which attractors model, it would thus behoove us to take this into account at the most basic level.
We therefore suggest the logical separation of the above two properties, and the abandonment of the second. Determinism need not imply reversibility. Figure 34 shows that by the simple expedient of having trajectories join one can have a flow with a perfectly well defined rule for getting from one point to the next, yet which is irreversible. At attempt to reverse the flow of Fig. 34 will lead one to point A, where the Axiom of Choice will have to be invoked to "decide" which path to take.
The identification of trajectories precludes the use of Hausdorff manifolds to describe this type of flow; the direction of the flow is not continuous in the neighborhood of point A. To render the joining of trajectories consistent with a smooth flow it is necessary to posit a "fuzzing distance" Ah, any trajectories which approach each other to within this distance are considered identified. The absence of an uncertainty length in what might be called "classical mathematics" is responsible for the in appropriate uniqueness theorem.
In flows of the strange attractor type, in which some trajectories approach each other arbitrarily closely, this quantization block may be taken to be arbitrarily small, but it is logically required to have some finite value to maintain consistency with the Second Law. The logical relationship between the Second Law and quantization in physics has been remarked upon by Fermi and Von Neumann among others during the conceptual development of quan tum mechanics, and the resolution of many para doxes of the "Maxwell's Demon" variety requires the invocation of the quantum principle in some form. Strange attractor flows contain an expression of this logical relationship in a pure geometrical form. We will argue next that these entropic flows are more appropriately modelled by a manifold which has the linked postulates of irreversibility and quantization built in.
X. Steps Toward a Classification of Strange Attractors
The study of the topology of strange attractors has been largely discussed in terms of the topology of the solutions to the differential equations govern ing the flow. This topology, studied at greatest length in the Lorenz attractor, has proven to be very complicated, with an uncountable infinity of solutions interweaving through each other, often described by a "kneading sequence", a string of binary digits of infinite length [21] . The solutions are of course highly unstable, in the sense that any small perturbation will completely alter them in finite time, as described earlier in this paper.
There is, however, a highly stable object intrinsic to a strange attractor, if "stable" is taken to mean perseverence of form through time. While a strange attractor solution, whether specified by a kneading sequence or otherwise, is undetermined and without physical meaning past a time £ = the enve lope formed by the stochastic motions of solutions is a time independent object, if the governing equa tions are autonomous (i.e., if the physical mecha nism producing the solution, the "specification", isn't changing with time).
It is this envelope which is represented in Figs. 25 and 28 of Sect. VI, by the qualitative descriptions of the flows in the papers by Lorenz and Rössler, and by the "branched manifolds" discussed by Wil liams. Each of the "uncountable infinity" of solu tions to the Lorenz equations move on a single branched manifold. Inasmuch as a physical "solu tion" to a strange attractor flow is a transitory object, existing only when some physical mecha nism is operating, and governed as we have seen by the chaotic motion of the heat bath, a classifica tion scheme might more profitably be based on the branched manifolds on which solutions move.
The considerations of the preceding section, particularly the necessity for incorporating the Second Law of Thermodynamics as a postulate in any discussion of strange attractor forms, reduce the question of classification to the following:
What topological types of branched manifolds are possible, subject to the restriction that trajectories can join but not split ?
Figures 24 and 36 illustrate how in three dimen sions this seemingly paradoxical condition can be met. A compact, ribbon-like structure can be im bedded in 3-space, in which trajectories are con tinuously separated, yet which contains no decision points, places where some outside agency has to be invoked to determine which path a given orbit will take. The Lorenz attractor, which splits families of trajectories, accomplishes this with an unstable fixed point, the singular trajectory which would arbitrarily have to "decide" which way to turn simply halts: Although unable to present a complete classi fication of strange attractors in three dimensions, we can divide the forms so far observed into the following general categories: 1) No fixed points, no boundaries. Figure 36 exhi bits a curl-like structure which has often been ob served as the solution envelope in analog computer studies of non-linear oscillators with a periodic driving force. Examples are the driven Van der Pol in a restricted parameter range [23] , a variant of the driven Van der Pol, Eqns. 38 below in a much larger parameter range, and a driven Duffing's equation studied by Holmes [24] , x = ley -j-u x(a -y2), y = -x -f A Sincot. (38) The typical situation is illustrated in Figure 37 . If an oscillator which already has a limit cycle is driven, the phase plane is extended in a third di mension which is periodic in the driving frequency. If the driving amplitude is small, the form generated by the extended limit cycle remains topologically a torus, but under the appropriate circumstances part of this tube can be taken up and folded back down onto itself, as illustrated. This means that if we order the points along the original limit cycle and then examine the order 2n later, we will find a shuffling of trajectories. The de facto three-ontoone mapping leads as before to a creation of new information.
Taking a cross-section of the flow of Eq. (38) yields Figure 38 . Three "ears" are seen to be in operation, each in a different stage of folding. The period for one complete fold in this example is 37r, not the period of the driving term [25] . This same behavior is in fact present in the ordinary driven Van der Pol equation, but because the narrow parameter range in which it occurs is far from the region usually studied (high /u) it has not been previously observed.
Note the close similarity of the curl of Fig. 36 to Thorn's "cusp" catastrophe [26] . In fact, we can crib a chapter from catastrophe theory, and claim that Fig. 36 is the only boundary-free strange a t tractor in three dimensions. Catastrophe is a static theory, categorizing the ways in which a potential function can develop discontinuities in observed equilibria as we move quasistatistically in some control space. The potential function forming the cusp goes from single-to multi-valued as a particu lar parameter is varied. If we make the identifica tion between this parameter and time, the catas trophe surface models the dynamic flow, except for the subsequent return of the flow to a single sheet as trajectories merge along the suture. The number of boundary-free strange flows in the next few higher dimensions (up to dimension 5) are similarly restricted by catastrophe theory.
2) No fixed points, but boundaries included. The flow of Fig. 24 which produces Smale's horseshoe, does contain trajectories which are on a boundary. Although no easy correspondence can be made with existing theory, as in the preceding flow, the evidence, based on analog computer examinations of an increasing number of systems, is that this is the only such flow in three dimensions. Of course, the horseshoe need not involve a symmetric dou bling, any degree of folding suffices to produce shuffling of trajectories and strange behavior.
The flow below contains two such folds in se quence [27] . An interesting point is that both the structures 1) and 2), as well as the Lorenz attractor (as noted by Ruelle) [28] , are orientable, that is, non-equivalent right-and left-handed versions exist. However, a symmetric object ("boson" ?) can be constructed by hooking together two similar forms of opposite parity.
The number of distinct branched manifolds which can be assembled in this way, although indefinitely large, is clearly countable. A classifica tion scheme perhaps already exists in combinatory theory or algebraic topology.
XI. Relation Between 3D Flows, 2D Maps, ID Maps
In this section we briefly discuss the different types of mathematical objects displaying turbulent behavior, and argue that many of them are just different aspects of the forms discussed in the pre ceding section.
The reduction of three-dimensional flows to onedimensional maps has been mentioned earlier; below we quickly recapitulate this process. A particular parameter value of Eqn. 38 is chosen, and the projection of this flow onto the x -y plane appears as below [29] : Fig. 40 This seems complicated, but the Poincare map of this flow reveals it to be made up of three ribbons, each performing a horseshoe fold of the type illus trated in Figure 24 : Fig. 41 The relation between the flow and the return map is schematically illustrated below: Fig. 42 We now turn to iterated maps of the plane onto itself, in particular, the well-studied Henon map [6] .
Fig. 43
First we note the general similarity in form be tween this map and the flow cross-section of Figure  42 . Next we see that although the form is similar, several of the outer leaves of the Cantor set are visible in this simulation. The volume contraction ratio between sections in the case of the flow is given by the integral of the Lie derivative:
The average value of Vznj Fo is .004 for the case of Eq. (38) and Figure 41 . The corresponding quan tity for an iterated map is just the Jacobian, for the usual parameters taken in the Henon map this is -. 3 . Comparing the absolute value of these two numbers makes understandable the difference in the number of visible leaves.
The flow of Fig. 40 can be reduced to a onedimensional map simply by placing coordinates along the ribbon cross-section which, to machine accuracy, is one-dimensional. As in the case of the Rössler attractor, this leads to a one-hump differ ence equation of the type reviewed by May.
The complicated outer structure of the Henon map precludes the simple reduction to a one-dimen sional map. However this map, despite formally being one-to-one, identifies trajectories in the same way that a one-dimensional map does explicitly. Figure 44 below shows the lines of identification, or "stable manifolds" for the Henon map. These have also been computed by Carles Simö, of the Univer sity of Barcelona, Spain.
Fig. 44
All the points along any of these curves continually move closer to each other along succeeding images of the curve, until they all are within an uncertainty length, and become identified. They were computed by determining the direction of maximal contrac tion at points on the plane (maximal under many iterations), and then integrating this direction field. Members of this family of curves are taken into each other by the action of the map, and the bound aries of the basin of attraction are in this family. Motion along these contracting directions does not add any new information to the initial conditions (as per the discussion of Figure 6 ). Coordinates could in principle be assigned to the lines of identifi cation, and the rule which takes them into each other would then be given by a one-dimensional map. Sidnie Feit recently computed the Liapunov exponent for the Henon map, by keeping track of the average rate of divergence of trajectories [14] . This rate is the same as the growth rate of an uncer tainty length along the maximally unstable direc tions.
The Henon map is closely related to the simple parabolic map y = rx( 1 -x). I t reduces to the parabolic map in the case 6 = 0, and can be written in terms of an expansion of the parabolic map when 6=j=0 [30] . The similarity is emphasized by the qualitative resemblance of the spectrum of the characteristic exponent as a function of the param eter a computed by Feit to the corresponding spectrum of the parabolic equation computed in this paper (Figure 19 ).
It is clear that any flow on which one can define a return map induces an iterated map. Holmes in fact is able to approximate his forced oscillator with an iterated polyomial map and reproduce the qualitative behavior [24] . However, inverting this process presents a somewhat stiffer conceptual challenge. The iterated polynomial maps of Henon [6] , of Stein and Ulam [7] , and of Yorke [13] bear what is often an amazingly detailed resemblance to the cross-section of some flow. One might ask, where is this flow ?
This question allows us to reiterate the claim that the fundamental objects in all of these exam ples are the dynamic forms discussed in the preced ing section, which represent the action of the map or flow. The specification of some iterated map in the form of a set of equations sitting on a piece of paper is a static object, but when the map is physi cally implemented its corresponding dynamic form is invoked. As an example, imagine someone pre sented with the graph of a one-dimensional differ ence equation, perhaps the parabolic equation, and asked to iterate it using only compass and straight edge. He could do so, and numbers would never enter into the proceedings. Now imagine that he performs one iteration per second, and that a glow ing light is attached to some active part of this apparatus. The graph now defines a rule for getting from one point to another in a periodic phase space, and the light will trace out the appropriate form, in the case of the parabolic equation, it would be that of Figure 24 . Even if a digital computer did the iterations, a topologically equivalent form would be manifested in the appropriate state space, with the irreversible joining of trajectories occurring where the machine ran out of significant figures.
Iterated maps of the plane onto itself are often described in terms of a series of actions to be per formed, e.g., stretch it, bend it double, etc., this is a representation of the physical action which is the basic form. Smale's original paper discussed strange attractors in these terms [12] . These prescriptions allow us to infer certain facts about the underlying dynamic forms, for instance, if the series of distor tions of a plane into itself can be carried out within a two-dimensional subspace, then the dynamic form can be represented in three-space, as in Figs. 24 and 36. But if a folding out into a third dimension is required, then the underlying form cannot be so imbedded.
The Henon map of Fig. 43 has a negative Jacobian, and thus its action cannot be represented in three-space as a single iterated fold of Figure 24 . It can, however, be represented as two folds in series, resembling Fig. 39 , if the folds are taken with op posite handedness. The resulting object is thus topo logical^ mirror symmetric. If the parameter b is taken to be negative, the Jacobian becomes positive, and the resulting map (which can be turbulent) [14] can be represented as a single fold in three dimen sions, with a definite parity.
In conclusion, we have argued that forms rep resenting the physical action of a map are the natural basis to characterize the various turbulent maps and flows. The Rössler attractor, the Henon map, Fig. 41 and the single-humped difference equations are all examples of Fig. 24 , the basic horseshoe. The cross-section of some flow may appear very complicated, with many of the outer layers of the Cantor set visible [31] but in each case the observation is that any three-dimensional flow can be reduced to some combination of the dynamic forms of Section XIII. 
XII. Strange Attractor Phenomenology
A fact that has emerged in the recent study of nonlinear equations is th at even very simple sys tems are capable of very complicated behavior. For example, Eqn. 38, a variant of the driven Van der Pol, has only three independent parameters, yet within this three dimensional parameter space there are literally hundreds of regions with quali tatively different behavior. It is clearly going to take time and the work of many people to comple tely describe even a few systems. There are, how ever, a few general features which have recurred in nearly all of the systems studied. The generaliza tions below are based on many hours of analog and digital computer observations on dozens of non linear systems. 1) Strange attractor solutions are commonplace. More often than not, in the analog simulation of nonlinear systems with three or more degrees of freedom, chaotic regimes with no observed period icity are observed in some range of parameter values. All that is required is a compact flow which repetitively deforms some volume of phase space into a Smale horseshoe or other form, as discussed in the preceding section.
It seems increasingly clear that this commonness of occurrence extends into the physical world as well. Many "open systems" which take "work" energy from the surroundings (usually expanding some volume of phase space) and then dissipate this work as heat at a later time (contracting the phase space volume), may have the capability of forming a horseshoe or other stochastic form. Take for example the system governed by the equations which appear below:
x Jr b x -\-k x = e x y , y -bl y -f-kl y = e1xi , b , b \ k , k i > 0 . (40) This system, suggested by Doug Keeley, consists of two nonlinearly coupled harmonic oscillators, one supplied with energy ("negatively damped"), and the other dissipating energy ("positively damped").
The system is general enough to be a reasonable model for a variety of physical systems. Chaotic behavior, as recognized by no observed periodicity in an analog simulation, is present in this system over a wide range of parameter values.
2) Attractors are either "strange", or "not strange". The equilibrium activity of a solution on an attrac tor is either chaotic, or it is periodic or stationary, and the divisions between these two types of be havior are usually sharp. This is understandable from the qualitative change we expect as the infor mational parameter If changes from positive to negative: either new information is being produced, or it is not.
Chaotic behavior in an analog or digital simula tion is recognized by the lack of any observed pe riodicity. It could be asked: "How do you know your chaotic solution is not a periodic solution with a very high period ?" In so-called "axiom A" flows, in which neighboring trajectories are further sep arated by every portion of the flow, it can be proved that there exist no stable periodic trajec tories. Most of the examples before us, though, are not of this class, often containing both chaotic and periodic behavior, often interspersed as some param eter is varied. One way to meet the above objection is to compute It operationally using (34) . If the limit converges to a positive value, we can be sure no periodic behavior has occurred. The period clearly cannot be any higher than the total range of the flow divided by the uncertainty length, any periodic orbit whose basin of attraction is narrower at any point than the intrinsic noise in the physical mechanism realizing the simulation will not be ob served.
Although the absence of indefinitely high period orbits has not been proven, the observational evi dence for true chaotic behavior in many non-axiom A flows is strong. High period attracting orbits, when they do clearly exist, are associated with narrow parameter ranges (see discussion in May [4] ), whereas the observed chaotic regimes are often associated with wide parameter windows. Even if an orbit will eventually be caught by a high period orbit (see section on "preturbulence" below), opera tional calculations of At show the system to be per forming its informational function in the interim.
3) " Preturbulent" and related behavior. In a recent paper Kaplan and Yorke [32] discuss a regime of the Lorenz equations in which the associated return map appears as below: Fig. 46 A portion of this map has a slope less than one, and it has a stable fixed point at the origin. Any trajec tory falling at points less than xq will be attracted to the origin. However, a trajectory initiated above xq may move chaotically for quite a while before becoming trapped in the region zero to xo. An ob server would be unable to distinguish the operation of this object from a stable strange attractor, even though it is technically a fixed point, all trajectories eventually falling to the origin. The parameter R in Eqs. (31) can be adjusted to make the trapping region from zero to xq as small as desired, resulting in arbitrarily long "half-lives". The situation here is identical to that illustrated in Fig. 18 , and an exponential decay time to the origin is likewise experimentally observed.
Kaplan and Yorke's "preturbulence" could be described as a strange attractor with a certain probability of decaying into a fixed point. This probabilistic change of behavior is in fact a gener ally occuring phenomenon, also observed are a) decays of strange attractors into limit cycles, and even b) decays of strange attractors into other strange attractors. Both of these cases occur in analog simulations of equations, and the latter case is illustrated in Figure 47 . By making very small adjustments in the parameters, the attractor of diagram A can be made the stable one, with orbits of attractor B eventually moving to it, or the reverse can be arranged. Also, as shown in diagram C, transitions may be possible in both directions, resulting in a single large attractor with two metastable states. One dimensional maps having these properties easily can be constructed [42] , 
Equations (41) above, found by Bill Burke and the writer, govern a flow containing an attracting set which is not bounded, and which has no fixed points. A solution z = const stretches to infinity along the z axis, and the action of the flow is to funnel solu tions toward this singular solution. However this solution is unstable, although the possibility exists that a trajectory will pass arbitrarily far from the origin, the probability is that it will remain in the vicinity of the origin. The analog simulation (Fig.  48 ) thus resembles the Lorenz and Rössler examples in that it appears to be a two-dimensional sheet like structure. The boundary, though, is not well defined, being set only by a probability density. Figure 48 shows a solution which has filled out a local region of this attractor which actually is noncompact, visible at the top center is a trajectory which will move farther from the origin than any preceding. Figure 49 shows a cross-section taken at the lower part of the attractor, displaying its funnellike structure. This roll is squashed back into a sheet toward the top of the attractor.
The map F(z) = |log x \ , suggested by Bill Spence, is a simple example of a one-dimensional map which has this non-local character. Solutions are overwhelmingly likely to remain at small posi tive values, but the possibility does exist that a solution will reach an arbitrarily high number. Hadamard [33] put forward three often-quoted criteria which solutions to differential equations should satisfy if they are to be physically meaning ful:
1) The solutions should exist.
2) The solutions should be uniquely determined by the initial data.
3) The solutions should be stable, in the sense that small changes in the initial data produce only small changes in the solutions.
Fluid flow is a physical system governed by a set of partial differential equations, the Navier-Stokes equations, and for low flow speeds Hadamard's criteria seem well satisfied. For this "laminar" flow, the boundary conditions are time-independent, the energy supplied to the system is time-inde pendent, and the solutions are correspondingly also time-independent. However, as the flow speed is increased, the solutions more or less abruptly be come chaotic, with the fluid writhing in turbulent motion, even though the boundary conditions remain fixed. This is a continuous symmetry break ing which makes the "spontaneous symmetry break ing" of current interest in the study of phase transi tions pale in comparison. This breakdown of Hada mard's second and third criteria has been discussed by Courant [34] , and at some length, by Birkhoff [35] . Examining this situation, we are immediately led to ask:
What is the basic nature of the instability which causes turbulence ?
Why does there seem to be a distinct change of state between laminar and turbulent flow ? R. Shaw ■ Strange Attractors, Chaotic Behavior, and Information Flow 1 0 6
Ruelle and Takens [8] have pointed out the simi larity in the behavior of turbulent flow and strange attractors, suggesting that turbulence results from a strange attractor regime in the Navier-Stokes equations. Pursuing this analogy, we ask what light the considerations of this paper shed on the above questions. We are led to a definition of turbu lence in informational terms.
An observer attempting to completely describe a given laminar flow would have a tedious but not intractable task. He could point-by-point examine the velocity field, and in principle record all this time independent data down to the resolution of his measuring instrument, and leave the room knowing that he had extracted all the information possible from the system. However, if the flow speed were increased until turbulence set in, the same observer would be faced not only with the essentially impossible task of measuring the entire velocity field at each instant, but he could never leave the room, the flow would be a continuous source of information. Ream after ream of data could be taken, with his job of com plete characterization no nearer completion.
We are faced with the same situation discussed earlier regarding strange attractors, turbulent flows are an information source. In fact, an estimate of the information production rate dH/dt of a turbu lent flow can be made.
Simple dimensional analysis arguments yield length and time scales for the smallest eddies in a turbulent flow [36] . They are: / v3U/4 i p \ 1/2 length: rj = I -j t im e : r = l -J , (42) where v is the kinematic viscosity and s is the energy dissipation rate per unit mass. Let us assume that the smallest eddies are strange attractors in some suitable function space, and further assume that turbulent eddies are all of roughly the same form, differing only in the direction of their axis of rota tion. The high viscosity on the smallest length scales makes this somewhat plausible. Then a mea surement of some particular eddy, say whether its vorticity is right-or left-handed around some chosen axis, will yield a random bit of information.
Because the information increases only as the log of the number of states distinguishable in a mea surement, our estimate won't be affected much by imagining a more precise measurement . The axis of rotation of some eddy would be expected to change at a rate governed by the time scale r. Thus the information production rate of a single smallestscale turbulent eddy will be roughly:
1/T = (e/r )i/2 bits/sec.
When the strange attractor is found in the NavierStokes equations, we can feel sure that the asso ciated Äf will be of about this magnitude. Using the approximate relation e ~ u3ß, where u and I are the velocity and length scales of the largest eddies in the flow, we can get an order of magnitude estimate for the information production rate of a turbulent fluid in a container of size I :
,11 bits/sec.
A cup of coffee stirred in the morning generates on the order of 1012 bits per second of information. This is a huge number, but it should be noted that it is much smaller than the microscopic information loss associated with the entropy increase in the same cup of coffee. This is given by the relation of Szilard [37] :
This amounts to about 1018 bits per second. The chief qualitative difference between laminar and turbulent flow is in the direction of information flow between the macroscopic and microscopic length scales. In laminar flow, motion is governed by boundary and initial conditions, no new infor mation is generated by the flow, hence the motion is in principle predictable. Turbulent motion on the other hand is governed by information generated continuously by the flow itself, this fact precludes both predictability and reversibility.
At the risk of belaboring the point, we present Figure 50 below: LAMINAR _____Energy_____ .
X hform o+ioi macroscopic length scales Entropy increases in both laminar and turbulent systems, that is, energy in both cases moves from macroscopic to microscopic degrees of freedom. But causality in a dissipative system can act either way. The precise relationship between the entropy, which governs microscopic information, and the informa tional parameter J t , which governs information on the macroscopic scales, has yet to be made clear. This point is emphasized by the fact that even con servative nonlinear systems can have a positive dH/dt, though their entropy change is formally zero [11] .
The concept of a change in the direction of in formation flow between the macro-and microscales makes clear both the nature of the transition to turbulence, and the reason why the transition is a sharp one. In fact, there has been observed what is seemingly an intermediate regime at Reynolds numbers near the transition, for instance, fluid flow past a point in a pipe may consist of alternating "slugs" of laminar and turbulent fluid. Some com ponent of the velocity field will then be an example of an "intermittent variable", schematically illus trated below [38] :
The informational interpretation of this behavior is that the appropriate informational parameter is swinging from positive to negative values, the mo tion of the flow is being governed alternately by the fixed pipe walls and the chaotic heat bath.
The fact that small causes have large effects in turbulent flow is of course well known to students of fluid mechanics. Lorenz elegently dubs this feature "the butterfly effect": even if a complete solution of the equations of atmospheric motion were known at some time, the perturbation of a single butterfly would cause the solution to diverge in finite time.
The literature often refers to turbulence as being "extremely sensitive to initial conditions".
We however feel that this way of viewing the chaotic nature of turbulence, as due somehow to sensitivity to initial conditions, obscures somewhat the essential character of turbulence, that of con tinuous information generation intrinsic to the flow itself.
XIV. 1 / / Noise, Concluding Speculations
We have argued that chaotic behavior is not only a common feature of the solutions of nonlinear equa tions, but may be completely ubiquitous in the phys ical world. We have further claimed that the main physical function of these systems is to take infor mation from microscopic length scales ("heat" degrees of freedom) and project it up to macroscopic expression. If this is the case, we might expect that the noise spectrum of a physical system containing one or more strange attractors might differ from the "white" or frequency independent noise power distribution which one would expect from a statisti cally equal distribution of the "heat" energy among all the degrees of freedom.
In fact, in many systems there is observed a mysterious noise with a characteristic 1// power spectrum. This 1// noise, also called "flicker noise" or "excess noise" (i.e., excess over white noise) has been observed in electronic components, quasistellar objects, tidal flows, and even in patterns of music and speech [39] . Any mechanism which would purport to explain such widespread phenom ena must itself occur very generally.
We suggest that strange attractors provide such a mechanism. Although in the absence of a detailed demonstration that strange attractors or ensembles of strange attractors have a 1 // power spectrum this remains very much in the realm of speculation, we present below a few arguments in support of this view.
1) ljf noise is present only in driven systems. A passive carbon resistor supplies only white Johnson noise, but a resistor with a current running through it produces 1// noise in addition. It is clear from purely thermodynamic considerations that a source of "work" energy is required for the production of the additional information represented by 1// noise. In our interpretation, the partial differential equa tions governing current and heat flow in the resistor contain strange attractor solutions, and are the mechanism for this additional information produc tion.
2) Strange attractor solutions contain low frequency components. Phillip Holmes [24] has recently mea sured the power spectrum of a nonlinear oscillator containing a strange attractor. The observed spec trum, although not exactly 1//, does show a steep rise toward the low end of the spectrum. Experi ments in this laboratory on a variant of the Lorenz equations, done on an analog computer with the basic cycling frequency of the system scaled up to 10,000 to 20,000 Hz, show substantial low frequency components at well below 100 Hz. These low fre quency components seem to be associated with fixed points and unstable periodic trajectories in the flow (see Figure 35) . Trajectories passing close to such points can be delayed by an arbitrary time before rejoining the random motion of the flow, this may be the source of the large low frequency com ponent.
The specific examples of strange attractors studied in this paper are almost entirely solutions of simple ordinary differential equations in three dimensions, the minimum dimensionality in which such behavior is possible. It is far from clear that exactly analogous behavior should occur in infinite dimensional partial differential equations, but we have used this assumption in our discussion of 1// noise, and it is implicit in the Ruelle-Takens picture of turbulence. Let us embrace this assumption, and examine the general world picture to which it leads.
A partial differential equation governing the motion of some general flow does not usually desc ribe the system at a molecular level. Only macro scopic variables enter into the equations. If we exam ine the causal links between events in the flow, we will find that the information flows in the spatial sense along definite trajectories, the "characteris tics" of the equation, these paths often will be quite different from the paths of actual fluid elements. Now what are the consequences of the existence of attractors in the flow ? If there is a stable fixed point or limit cycle in the flow, information impinging on it in the form of a "perturbation" emanating from some event will be absorbed as the attractor relaxes to its stable state. The fact that the "event" took place will have no effect on the system. If, on the other hand, there is an active strange attractor present, its chaotic motion can be the source of new information which, travelling out along the char acteristics, initiates events. Thus, areas in the flow containing a positive or negative dH/dt will be marked by positive or negative divergences of char acteristics. This general situation is diagrammed below:
Under this view, if "the world" can be regarded as a flow governed by some immense partial differ ential equation, then information moves across the face of the world along the characteristics of the system, from sources in regions of the flow where dHjdt > 0 to sinks where dH/dt < 0. Very generally, then, we should expect to find "excess noise" emanating from the sorces. "Events" initiated by this "noise" are inherently unpredictable, caused as they are by random motions of the heat bath.
A philosophical implication of this point of view is that the nineteenth century view of the world as a machine which, if all positions and momenta could be measured, is completely determined is not only wrong in the small, where quantum mechanical uncertainty limits our knowledge of the exact state of a system, but it is wrong in the large. New infor mation is continuously being injected into the macroscopic degrees of freedom of the world by every puff of wind and swirl of water.
Thus the ceaseless and tumultuous flow of events in the world reflects in a very direct way the chaotic motion of the heat bath. The constant injection of new information into the macroscales may place severe limits on our predictive ability, but it as well insures the constant variety and richness of our experience. Two solutions initiated on the left side of the figure cannot be restricted to be less than Ax apart, where Axis determined by the intrinsic noise of the system implementing the above equations. This uncertainty length is mapped into a larger distance x' on the right side. (A small nonlinearity was added to the simulation to stabilize the average trajectory position.) Random fluctuations are amplified up to a larger length scale, the ratio Ax'/Ax is given by ebnl2mi. This ratio can be brought to an arbitrarily high value by adjusting 6, and this allows an easy measurement of the intrinsic noise. This was the method used to determine the intrinsic noise in the simulation of the Lorenz equations discussed in Sects. VII and VIII.
The amount of random information observable on the right hand side of the flow is given by the Lie derivative integrated over the time it takes the trajectory to get from the left to the right side. The Lie derivative here is just the constant 6, so the new information observable per cycle is: bit Ah = -------bits per cycle.
(A3) (o \ln z This system does have an informational function, an observer on the right hand side of the flow could use the information coming up from the heat bath to assemble a table of random numbers. But the in formation so generated does not govern the suc ceeding path of the trajectory, as is the case with strange attractors.
Appendix II Evolution of Probability Densities
We have shown that flows with a positive I con tinuously add new information to a particular solution, rendering the concept of "exact solution" useless. Even in the simple classical systems de scribed in this paper, the description of trajectory positions in terms of probability densities is forced upon us. The problem of loss of initial data is thus stated as follows: Given a known initial probability distribution, how does it relax to the equilibrium probability distribution characteristic of the aver age long-time behavior of the system ?
For our "system" we once again imagine a mech anism which implements a given one-dimensional map y = F(x). An initial condition is now describable as a sharply peaked probability density Po{x). This probability density will be transformed by each iteration of the map, producing a series of distributions Po{x), P\(x), Pz(x), . . . . In Fig. A2 (next page) we illustrate this process with the spe cific map y = 4 x ( l -x). As was discussed in Sect. IV, this map has a I of 1 bit per iteration, and an equilibrium probability distribution, which we now write as P, of 1 p(x) = -0(1 -z ) ] -i/2 .
(A4) 71
After some number of iterations the initially sharply peaked distribution relaxes to this function. 500 bits 3.01 In P X 2.015 Fig. A 2 To quantify this process, we need the continuum generalization of the definition of information:
Pi is the probability of finding the system in some state i. In the context of one-dimensional maps, this is given by the Boltzmann integral: l II = JP (x ) logs P(x)dx.
(A6) 0 If we have obtained some knowledge of a trajectory position, for instance, by performing an observation, and this knowledge is expressed in the form of a probability density P{x), then Eq. (A6) gives us the informational value of that knowledge in bits. This assumes that our a priori expectation in the absence of the knowledge P(x) is that the trajectory could be anywhere in the interval with equal probability, and Eq. (A 6) goes correctly to zero when our "knowledge" is only that P(x) = 1. But what if we have some other expectations ? The map y -4 x ( l -x), for instance, has an ex pected distribution P(x) given by (A4). The correct generalization of Eq. (A6) is: l p i x) H (P, P) = jP (x ) l o g -p^-d r .
(A7) This is a well-known result in information theory [43] . H(p, p) is often referred to as the "information gain": what we gain by learning P(x) when our a priori expectation is P(x). I t can be justified by considering the coordinate transformation x' -x' (x) which will take our a priori expectation P (z) into a constant, P'(x') = 1. In these primed coordinates, Eq. (A6) will hold. The map y = 4 x ( l -x) is one of the rare cases where such a transformation can be found globally [7] . The transformation x' = 2jn sin-1 1/x takes the parabolic map into the symmetric tent map of Figure 12 . However, even for an arbitrary map, conservation of probability determines the trans formation locally at each small interval. We have: P '(x')dx' = P{x) dx.
Requiring P '(x') = 1 and transforming Eq. Only at the very end of this process does the in formation loss rate deviate from I, when size effects become important, i.e., states can be occupied from the initial conditions by more than one route. Note the conceptual parallel to quantum mechanics: we perturb the system by observing it, the system then relaxes to an equilibrium characterized by a minimum knowledge of the system state.
There are a few subtleties in this process of loss of initial data, information is only defined with respect to an a priori expectation, and this must be carefully agreed upon for calculations to make sense.
To demonstrate, we recall the two observers, and give them a copy of the specification y = 4 x ( l-x) so that they both have complete knowledge of the mechanism. The early man starts off the system with some initial probability distribution Po and subsequent iteration produces the series Po, P i, P2, P. The late man then examines the mecha nism after some number of iterations and can ob serve only the most recent Pi (we might imagine the experiment repeated many times). If he knows when the mechanism was initiated, his a priori expectation is not necessarily P. For instance, if he enters the room and checks the mechanism before it has performed any iterations, his expectation is just P(x) = 1, equal probability over the interval. As time passes, his expectations are also transformed by the action of the map, generating a sequence Po', P 1, P where Po' = 1. In this instance, the information he gains by knowing the starting time is small, application of Eq. (A7) yields H (i, P) = log2 (jr/e) = 0.2088 b its .
(A ll)
As illustrated in Fig. A3 , the flat distribution quickly relaxes to P(x). In the interim, however, the information with respect to his expectation is given b y :
H (P i , P i') = j P i lo g -5 r d z 0 Pi' (A 12) and not H (P i, P). The numbers in the two series H (P i, P i ) and H (P i, P) differ somewhat in their first few terms. The map ?/ = 4 x ( l -x) is known to be ergodic over the entire interval, that is, the image of any finite sub-interval will eventually shadow the whole interval. Thus, for this example, any initial prob ability distribution will converge to the P of (A4). It is clear that this is not the general case, an ex treme example being when an interval contains disjoint basins, as in Figure 22 . The information as to where in the interval the trajectory was initiated is propagated indefinitely far into the future. An other example is a periodic orbit, or a distribution with disjoint sections which are visited in some sequence. Here phase information is propagated into the future. In this case though, we can define a single P characteristic of minimum knowledge of the system state. The sequence of probability func tions Pi (x) will become periodic, and by averaging over this period we can remove the phase informa tion.
The fact that the series H (P i, P i) of Eq. (A 12), obtained by acting with the map on both observed and expected probability densities, must monotoni- The series will converge to a positive number in exactly those cases when the system is capable of carrying information into the indefinite future, and to zero otherwise.
The physical meaning of the information gain was recognized by Schlögl in a 1971 paper, in the context of master equations [40] . It can be proven th at a master equation, where the laws of motion are explicitly probabilistic, converges to a single timeindependent probability distribution P i , where the index i now ranges over the states described, as long as all states are connected by finite transition proba bilities [41] . Schlögl showed that the information gain: P (t) H (Pi(t), Pi) = 2 Pi(t) log (A13)
is a Liapunov function for the master equation, guaranteeing the monotonic convergence of Pi(t) to Pi. In our case, the governing equations are deterministic, if viewed from point-to-point con text, with the spreading of trajectories due to a topology, rather than explicit probability transi tions, and the equilibrium probability distribution can oscillate.
We now respond to a criticism of the nature of the function P(x). If a given one-dimensional map has a point where the slope is zero, i.e., has a smooth hump, then a denominator of Eq. (11) will have a zero. Thus any continuous probability distribution will get mapped into one with a singularity in it. A system with a positive J will usually not subse quently map this singularity back into itself, hence many spikes in P (x) of infinite height will be pro duced by repeated iterations. How do we reconcile the picture of a continuous probability distribution with all these spikes ?
Once again, the uncertainty length Ah resolves the difficulties. To any finite resolution, there is no difference between delta function spread infinitesi mal distances apart, and a continuous distribution. P (x) may not be a continuous function in the sense of present-day analysis, but it has a clear opera tional definition with respect to the procedure de scribed in Section IV. The result of that procedure for negative X is at least one isolated spike of mini mum width Ah. For positive I, it is a series of num bers spaced at distances Ah along some part of the interval, which can be fit by a curve P(x). This curve may be quite complicated in appearance (see Fig. A4 below) , but there is no problem in its com putation. 
