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i 
Abstract 
The aim of this study was to investigate low voltage microanalysis of radioactive (RA) 
materials. Field emission electron sources provide access to higher beam currents at smaller 
beam diameters down to lower accelerating voltages than tungsten sources. Surface layers 
rapidly contribute errors with decreasing accelerating voltage. Correcting for these can 
produce acceptable analyses down to ~7 kV. The high oxygen affinity of RA materials results 
in a surface oxide which also needs correcting for. Uranium has a wide range of possible 
oxide stoichiometries but substrate quantification is relatively insensitive to the oxide state. 
Modelling oxides as UO2 is sufficient. 
Accurate measurement of layer thicknesses is the dominant factor at low voltages. The 
method of measurement has an impact on quantification. The tooling factor for in-coater 
film thickness monitors (FTM) is a source of error: Sensors co-located with the sample 
provide more accurate measurements than side-located sensors. Thicknesses calculated 
from measured k-ratios give more reliable results than the FTM. 
The coating material also has an impact. Carbon can be significantly eroded by the electron 
beam but this can be mitigated by defocussing the beam to 10 µm where the sample 
geometry permits. Carbon also requires correction for interference with the uranium N6-O4 
line. High conductivity metals such as copper and silver can provide thermal protection for 
beam sensitive samples, but do incur higher absorption corrections, raising the lower limit 
for acceptable to analyses to ~10 kV. Aluminium offers low absorption of soft energy x-rays 
but the coating density was found to be lower than bulk metal and produced higher 
quantification errors compared to copper coatings. 
Bi has been proved to be an effective non-RA surrogate for uranium. 
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Chapter 1 Introduction 
1.1 Motivation 
Electron probe microanalysis (EPMA) is a technique that allows for the non-destructive1 
elemental analysis of cubic micron to sub-micron scale volumes of material (McSwiggen 
2014), with the ability to detect all elements except hydrogen and helium at concentrations 
down to 0.001% (Jercinovic et al. 2012). These capabilities have made it an invaluable tool in 
almost every area of science including, but not limited to, archaeology (Henderson et al. 
2016; Ramos et al. 2002), biological materials (Lefurgey, Bond, and Ingram 1988; Zierold and 
Hagler 1988), environmental science (Szalóki et al. 2000), geochronology (Hetherington et 
al. 2008; Ning et al. 2019), materials science (Llovet et al. 2020), and planetary and 
terrestrial mineralogy (Anderson et al. 1970; McGee and Keil 2001; Sweatman and Long 
1969). 
It has been an important materials characterisation tool for the nuclear industry since the 
births of both the industry and the analysis technique in the 1950’s.(see 1.5 EPMA of 
Radioactive Materials below) The very stringent safety controls in the nuclear industry mean 
that installing equipment is very costly and time consuming and, once installed, there is very 
little scope for any significant changes if a new technique proves not to perform or be as 
useful as expected. In addition, real estate in nuclear sites is limited and space therefore 
very valuable. Consequently, the uptake of new technologies and capabilities tends to lag 
behind more conventional facilities. Thus, whilst the improvements in spatial resolutions 
made available by the field emission gun (FEG) electron source EPMA has been widely 
investigated for conventional materials to date there has been none reported for 
radioactive (RA) materials. 
These materials pose several problems for EPMA: They tend to oxidise extremely readily, for 
example uranium grows a surface oxide film of several nm almost instantly on contact with 
air (Bowles 1978; Ranzetta and Scott 1964; Younes, Allen, and Embong 2007); being high 
atomic number, Z, elements uranium and plutonium emit large numbers of x-ray lines 
 
1 i.e. the sample is not consumed or altered by the measurement. 
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(Bearden, 1967, lists 80 lines for uranium), increasing the potential for overlaps when 
analysed in the presence of other elements (Jeffery 1967; Ranzetta and Scott 1964; Walker 
1999a); absorption corrections are large and not well constrained. These problems are 
exacerbated when analysing at lower accelerating voltages in order to investigate smaller 
and smaller features, forcing the use of lower energy x-ray lines. For example, for uranium 
or plutonium this means using the M-lines, for which the correction factors are larger and 
even less well characterised than the L-lines (Bowles 1978; Ranzetta and Scott 1964; Romig 
Jr. 1984). This issue is even more problematic for combinations of low and high Z elements – 
“The most difficult type of specimen likely to be encountered in light element microanalysis 
could be a heavy element such as uranium containing a mixture of light elements present in 
low concentrations” (Ranzetta and Scott 1964). Surface oxide layers, which may have no 
detrimental impact on sample quantification at ‘conventional’ analysis voltages (15 – 25 kV) 
become increasingly significant components of the analysis volume as the accelerating 
voltage is decreased. Kitamura, Sakane, and Shunsaku (1982) were able to analyse uranium 
take-up from seawater by absorbent materials using uranium-metal wire as a reference 
material for analyses carried out at 25 kV without any corrections for a surface oxide, but 
Ranzetta and Scott (1964) found increasingly inaccurate carbon measurements in uranium 
carbide with decreasing voltage and attributed this to a combination of the surface oxide 
and large absorption corrections. 
FEG-EPMA instruments have now been commercially available for 20 years and the 
technology is proven to be stable and durable and their uptake in the nuclear industry is 
inevitable. As described above, nuclear materials pose a unique set of issues for 
microanalysis and this is now the optimum time to investigate and characterise these issues. 
However, many of the conclusions reached are also applicable for conventional materials, in 
particular for other high Z materials and other combinations of low Z elements in high Z 
matrices. 
1.2 Approach 
No assumption is made that the reader is familiar with either radioactive materials, electron 
probe microanalysis or field emission gun electron sources so this introductory chapter 
begins with basic descriptions of these topics. The key issues relevant to, and which are the 
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justifications for this project are outlined and the approach taken to address them are 
summarised. 
Separating out the effects of the issues described above is problematic. Many of the factors, 
such as high Z, have impacts to several aspects of analysis. The approach taken in this study 
is to start with a highly simplified system and then to add degrees of complexity until a 
realistic sample configuration can be characterised.  Bi is used extensively as a non-RA 
surrogate for heavy metal RA elements such as U and Pu: It has a high Z and atomic mass; a 
freshly polished surface can be analysed oxide free but it oxidises readily enough in air that 
a 10 – 20 nm oxide surface can be grown within a few weeks; being non-radioactive it also 
does not require any of the special handling or material controls that are necessary for U 
and Pu. 
Chapters 3 and 4, which have been published as a peer-reviewed papers (Matthews, Kearns, 
and Buse 2018b, 2018a), start with the simplest possible model, a thin (5 – 20 nm) mono-
elemental coating on a mono-elemental substrate. Conductive coatings are a frequent 
requirement for EPMA for many reasons even where the phase of interest is electrically 
conductive: many mounting mediums are non-conductive; polyphase samples may contain 
non-conductive components; to match the coating on reference materials, especially those 
mounted in multi-RM blocks. This model minimises the number of variables to just 
characterising the accuracy of both the coating thickness determination and the substrate 
quantification and forms a basis for more complex models. 
Several coating materials are investigated. Carbon, almost certainly the most commonly 
used coating material for EPMA, is investigated in chapter 3. Its low atomic number, and 
therefore low number of emission lines and generally low absorptions, combined with low 
cost and easy availability, make it an attractive choice. Electron beam induced carbon 
deposition, produced by cracking of surface hydrocarbon contaminants to form ring-shaped 
C deposits around the beam impact point, has long been recognised (e.g. Buse & Kearns, 
2015; Reimer & Wachter, 1978). 
Other coating options which have been more widely used in the past, Al and Cu (Bottomley 
et al. 2000; Kitamura et al. 1982; Yakowitz 1968), are considered in chapter 5: Al has an 
even lower absorption than C for energies below about 1.5 keV and Cu has very good 
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electrical and thermal conductivities, this latter property being useful for the analysis of 
thermally sensitive samples (Kearns, Buse, and Wade 2014; Smith 1986; Yakowitz 1968). 
In order to account for the ubiquitous surface oxide present on the highly oxygen sensitive 
U and Pu metals and alloys, in chapter 5 the model complexity is increased to a 3-layer 
system of a mono-elemental coating of thickness tc on a Bi2O3 layer of thickness to on a Bi-
metal substrate. This chapter has also been published as a peer-reviewed paper (Matthews, 
Buse, and Kearns 2019). 
The modelling tools developed in chapters 3, 4 and 5 are applied to the analysis of U in 
chapter 6, comparing analysis results for coated and uncoated samples and for both U-
metal and UO2 as reference materials. In addition, the analysis of C in U is investigated. 
Blumenthal (1960) states “Carbon is the most important contaminant in uranium”. It has a 
reasonable level of solubility in U at elevated temperatures, reaching ~500 ppm compared 
to a maximum of 35 – 50 ppm for O and N. Below 600oC the solubility drops to less than 3 
ppm and UC precipitates form (Blumenthal 1960). Analysis of light elements such as C in U is 
far from trivial, with high absorption corrections and interference from overlapping lines as 
significant factors. (Ranzetta and Scott 1964). The validity of the C and U mass absorption 
coefficients is measured and compared against the existing database values. This chapter 
will be submitted for publication as a peer-reviewed paper. 
1.3 What is EPMA 
1.3.1 Basic Principles 
This section provides sufficient detail to allow for anyone not familiar with EPMA to 
understand the requirements for this study and the implications of the results presented. 
For more in-depth information readers are directed to the many textbooks which give full 
descriptions of every aspect of EPMA, for example Goldstein et al., 2003; Reed, 1975; 
Reimer, 1985. 
The instrument, shown in simple schematic form in Figure 1.1a, comprises an electron 
source, lenses, and detectors. A high voltage, typically in the region of 15 – 25 kV, is applied 
to the electron source to accelerate the electrons towards the sample. Since electrons carry 
a negative charge, electro-magnetic lenses can be used to focus the electron beam onto the 
sample surface. Whilst the accelerating voltage is measured in volts, the energy imparted to 
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the beam electrons is measured in electron volts (eV). Although the two units are distinct, 
by definition2 their numerical value is conveniently the same so a 20 kV accelerating voltage 
produces an electron beam with a 20 keV energy. 
Figure 1.1b shows a magnified cross-section of the sample at the point of impact of the 
electron beam. The figure has been generated using a method known as Monte Carlo 
modelling, which is explained in more detail below (section 1.3.5.1 Monte Carlo Modelling). 
In brief, the method considers individual electron trajectories step-by-step to produce a 
realistic simulation of electron-sample interactions. 
  
a b 
Figure 1.1 a) Schematic of the key components of an electron probe micro-analyser and b) 25 simulated electron 
trajectories at the point of entry of a 20 kV electron beam into a pure iron sample. 
The applied accelerating voltage gives the beam electrons, also termed primary electrons, 
kinetic energy and the electrons penetrate into the sample surface where they interact with 
the atoms of the sample. Depending on the type of interaction, these cause the primary 
electrons to either be deflected from their path or to lose energy. The deflections rapidly 
scatter and randomise the trajectories of the tightly focussed electron beam, whilst the 
energy losses eventually bring each of the electrons to rest. The result is that the electron 
beam has a finite interaction volume in the sample and which is wider than the impacting 
 
2 An electron-volt is “…the energy gained by an electron (a charged particle carrying unit electronic charge) 
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electron beam: The simulation in Figure 1.1b assumes a perfectly focussed (i.e. zero 
diameter) electron beam, but the scattering of the electrons in the samples produce an 
electron interaction volume typically of the order of 1 µm, hence the ‘microanalysis’ in the 
technique name. 
1.3.1.1 The Electron Source 
In reality, of course, the electron beam has a finite diameter which increases the lateral size 
of the interaction volume. Under typical analysis conditions, the beam diameter may be an 
order of magnitude smaller than the interaction volume and so can normally be neglected. 
As will be shown below, under low accelerating voltage analysis conditions (less than ~ 15 
kV) the interaction volume can be dramatically reduced, and the beam size then becomes a 
limiting factor (McSwiggen 2014). 
The size of the beam is, in large part, controlled by the electron source: The electro-
magnetic lenses form a de-magnified image of the electron source so the smaller the source 
the smaller the final image can be. 
Conventional EPMA uses a tungsten hairpin electron source. A tungsten wire is electrically 
heated to the point where electrons are thermally energetic enough to escape the wire and 
a cloud is emitted from the tip region of the hairpin. In the Field Emission Gun (FEG) 
electron source a high voltage field is applied to the tip of a tungsten crystal to extract the 
electrons out of the metal. In the ‘cold FEG’ the voltage is high enough to extract the 
electrons without any thermal assistance. The size of the extraction region is strongly 
controlled by the intense field gradient generated in the region of the tungsten crystal tip. 
The resultant source size is an order of magnitude smaller than from a tungsten hairpin 
source. In a ‘hot’ or ‘Schottky’ FEG the tip is heated to below the thermal emission 
temperature, but the electrons can then be pulled from the tip with a lower extraction 
voltage. This results in a slightly larger source than for the cold FEG, although still an order 
of magnitude better than a W-hairpin, but it can produce higher beam currents and greater 
stability than the cold FEG so is better suited for x-ray analysis. 
A second benefit of FEG sources is that the extraction voltage produces a smaller spread in 
electron energies than produced by a tungsten hairpin. As with conventional optical lenses, 
the electro-magnetic lenses in the column include a degree of chromatic aberration, which 
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limits the ultimate degree of demagnification that can be achieved. By having a smaller 
energy spread the electrons are more mono-energetic and so aberration in the lenses is 
reduced and a greater degree of demagnification is possible, further contributing to the 
improvement in resolution relative to the W-hairpin source. 
The resolution improvement in electron imaging is dramatic (see Fig. 2 in McSwiggen, 2014) 
and consequently FEG electron sources have been available on electron microscopes for 
many years. The improvement in x-ray resolution is only really significant at low accelerating 
voltages (Kimura, Nishida, and Tanuma 2006; McSwiggen 2014) and, although the potential 
benefits of FEG-sources for EPMA have been understood since the very early years of the 
technique (Castaing 1960) such instruments have only become commercially available since 
the early 2000’s, but their uptake since then has been rapid. 
1.3.1.2 Elastic Scattering and Backscattered Electrons 
The electrons can undergo two different types of interactions or scattering events, elastic 
and inelastic. Elastic scattering results in a potentially large change in direction but no loss 
of energy. Thus, this type of event randomises the directions of the electrons but, since 
there is no energy loss, they produce no secondary signals and give us limited information 
about the properties of the sample. 
We can glean some information from a sub-set of these interactions. Electrons close to the 
sample surface suffering high angle scattering can escape the sample surface. These are 
termed backscattered electrons, BSE. Figure 1.2a shows a simulation of a large number of 
electron trajectories for a 20 kV accelerated beam in a pure Fe sample. The electrons that 
come to rest in the sample are coloured blue whilst those that are backscattered and escape 
the sample surface are coloured red. 
The probability of elastic scattering of an electron of a given energy is proportional to the 
square of the atomic number, Z. The more scattering the higher the probability that the 
electron will be deflected back out of the sample surface. Thus, the proportion of primary 
electrons that get backscattered increases with the mean atomic number of the interaction 
volume. Consequently, a BSE image of a sample surface will show changes in mean atomic 
number as changes in BSE intensity, with high Z areas showing as brighter. Figure 1.2b 
shows an example BSE image of an inclusion in a U-Nb alloy sample. We can tell that there 
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are at least two phases in the inclusion which are chemically different from the host matrix, 
but we can’t determine directly from the BSE signal what compositional changes have 
produced the imaged differences in Z. 
  
a b 
Figure 1.2 a) Simulated electron trajectories for a 20kV accelerating voltage in a pure Fe sample with the backscattered 
electron tracks shown in red, and b) a backscattered electron image of a multi-phase inclusion in a U-Nb alloy 
sample. 
1.3.1.3 Inelastic Scattering and X-ray Generation 
Inelastic scattering events, where the beam electron interacts with the electrons orbiting 
the atoms of the sample, result in very small changes in direction, but incur loss of energy 
by the primary electron. Energy loss can occur through several inelastic mechanisms, but 
only three of these are of interest to this study, inner shell-ionisation, continuum or 
bremsstrahlung radiation, and secondary electron emission. The first two of these provide 
the basis of electron probe microanalysis. 
1.3.1.3.1 Inner Shell Ionisation 
Figure 1.3a shows a simple Bohr-Rutherford-style atomic model (Bohr 1913), with the 
energies of the orbital electrons represented as concentric shells around the central 
nucleus, smaller orbits having lower energies (see section 1.3.1.3.4 X-ray Notation below for 
an explanation of the energy level labelling). 
If an incoming electron (1) suffering an inelastic interaction with an inner shell electron 
transfers sufficient energy it can eject that electron (2) from its shell, leaving a vacancy. The 
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minimum energy required to eject an electron from a given energy shell is a finite amount 
and is termed the critical excitation energy, Ec. 
In order to minimise the total energy of the atom, the vacancy can be filled by an electron 
‘falling’ from an outer shell (3). In order to do this the higher energy outer shell electron 
must emit energy (4) equal to the energy difference between its current shell and the 
vacancy level. The energy difference is typically in the range of hundreds of eV up to 
hundreds of keV putting the emitted photon in the x-ray range of energies. In Figure 1.3 the 
vacancy in the K-shell is filled by an electron from the L3 shell. The energy of the x-ray is thus 
equal to the energy of the L3-shell minus the energy of the K-shell, E = EL3 - EK. Since the 
energy of the emitted x-ray is fixed by the discrete energy levels, this results in discrete 
peaks in emitted x-ray spectrum, as shown in the x-ray energy spectrum in Figure 1.3b. 
  
a b 
Figure 1.3 a) A simplistic atomic structure showing the mechanism of inner shell ionisation and b) an example resulting x-
ray spectrum showing the characteristic x-ray lines for Fe. 
Since the exact energy levels of the electron shells are a function of the size of the nucleus 
and the number and occupancy of the electron shells, each element has a characteristic 
fingerprint of x-ray peaks. Thus, by measuring the x-ray spectrum emitted by a given 
analysis volume we can determine what elements are present in that volume. The intensity 
of a given peak is a function of the number of atoms of the emitting element in that volume 
and hence can be used to derive quantitative measurements of the elemental 
concentrations. Note that the x-ray energy, which is a function of the energy gap between 
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the vacancy and donor shells, is distinct from the critical excitation energy, Ec, of the 
vacancy shell. 
1.3.1.3.2 Continuum or Bremsstrahlung Radiation 
Primary electrons can also lose energy through interactions with the charge fields of the 
sample atoms, causing the electron to decelerate (bremsstrahlung is German for ‘breaking 
radiation’). The magnitude of energy loss through these types of interactions ranges from a 
few eV to the full energy of the generating electron. Since there are no discrete energy 
levels associated with this mechanism (aside from an upper limit as discussed below) this 
results in a continuous background spectrum of x-ray emissions on which the characteristic 
peaks of inner shell ionisation events are superimposed, as shown in Figure 1.4 where the 
sharp characteristic peaks are seen overlaid on a bremsstrahlung background ‘hump’. The 
intensity axis in this figure has been plotted with a logarithmic scale to highlight the 
background signal. The same data is plotted with a linear scale in Figure 1.3 above. 
 
Figure 1.4 An example x-ray spectrum showing characteristic x-ray lines superimposed on a bremsstrahlung background 
‘hump’. Note that the intensity axis is plotted with a logarithmic scale. 
The probability of smaller energy losses is higher, both because a given electron can 
undergo a large number of small energy losses and because the smaller decelerations are 
intrinsically more likely, so the generated background intensity increases with decreasing 
energy. Very low energy x-rays are readily absorbed by the sample, so the background 
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‘humped’ profile. In the example x-ray spectral plot in Figure 1.4 the peak of this hump is at 
~1.5 – 2 keV. 
The Duane-Hunt Limit 
The higher energy end of the background spectrum decreases in intensity up to a maximum 
value of the primary beam energy, where it tails to zero intensity. This cut-off value can be 
used to measure the landing energy of the electron beam on the sample (Duane and Hunt 
1915). This cut-off, often referred to as the ‘Duane-Hunt limit’, is most readily visualised 
when the intensity axis is plotted on a logarithmic scale, as in Figure 1.4 where the 
background drops to zero at 15 keV. 
One use of the Duane-Hunt limit is to check for sample charging: The primary electron beam 
imparts a negative charge into the sample interaction volume. If the sample is electrically 
conductive this charge can dissipate to earth. If the sample is an insulator the charge cannot 
be dissipated and builds-up in the interaction volume. This produces a negative electric field 
at the sample surface, which decelerates the primary beam electrons before they enter the 
sample, reducing the effective primary beam energy. Since the Duane-Hunt limit gives the 
landing energy of the beam it can be used to check for and measure the magnitude of effect 
of sample charging. To mitigate against sample charging, insulating samples can be coated 
with a thin layer of electrically conducting material. 
1.3.1.3.3 Secondary Electron Emission 
Inelastic interactions with outer shell or valence band electrons can donate sufficient energy 
to effectively eject those electrons from the atom with sufficient kinetic energy that these 
secondary electrons can travel and interact with the sample in the same way that the 
primary beam electrons do, including the generation of further secondary electrons. Whilst 
some secondary electrons can have significant energies, the vast majority have energies of 
only a few tens of eV and consequently can travel only very short distances within the 
sample before being brought to rest. Only those generated very close to its surface can 
escape the sample. Their very shallow emission depth means that the emitted intensity is 
strongly influenced by the sample’s surface topography. Whilst they carry no useful 
chemical information about the sample, they are mentioned here as they have implications 
for the deposition and erosion of carbon on the sample surface, as is discussed in Chapter 3. 
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The intensity of emitted secondary electrons increases very strongly at the landing point of 
the primary beam, providing a signal width measured in nm. This is significantly smaller than 
the BSE emission area which, as is shown in Figure 1.2a above, is comparable in width to the 
electron interaction volume. This high spatial resolution and surface topography-sensitivity 
make secondary electrons ideal for high resolution electron imaging of sample surfaces and 
are the default signal for imaging in the scanning electron microscope. 
1.3.1.3.4 X-ray Notation 
Siegbahn and IUPAC 
There are several different notations used to describe electron configurations. In Figure 1.3 
the main energy shells are labelled K, L and M from closest to the nucleus outwards, whilst 
the sub-shells are labelled 1, 2, 3, etc… outwards from the nucleus. The number of shells an 
element has is a function of the number of electrons required to balance the charge of the 
number of protons in the element’s nucleus and each shell has a maximum electron 
capacity. Thus, heavier elements, with more nuclear protons, have more electrons and 
therefore more energy shells and sub-shells. For example, helium only has two protons and 
therefore 2 orbiting electrons (assuming it’s in a charge neutral state). The K-shell can 
accommodate 2 electrons so He only has a K-shell. U, with 92 protons and electrons has 7 
shells, from K to Q. Note that, whilst the K-shell has only one energy level, the L-shell has 3 
and the M-shell has 5. The number of sub-shells increases by two with each successive shell, 
so a fully filled P-shell will have 11 sub-shells. The number of possible sub-shell to sub-shell 
transitions therefore increases rapidly with increasing atomic number. For example, 
Bearden (1967) lists 5 x-ray lines for Al, increasing to 80 for U. As the number of x-ray lines 
increases, the potential for overlaps with lines from other elements also increases. 
The example electron transition shown in Figure 1.3a is from the L3 shell to the K shell and 
the emitted x-ray energy is equal to the energy gap between these two levels. Labelling 
what we now know to be the inner-most energy level was arbitrarily chosen  as the ‘K’ shell 
by Barkla (Barkla 1911) since he considered “…it is highly probably that series of radiations 
both more absorbable and more penetrating exist”. In the IUPAC (International Union of 
Pure and Applied Chemistry) notation, which aims to standardise such labelling, this is 
denoted as an L3-K transition. In EPMA the Siegbahn notation is used, and the x-ray peak 
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resulting from this same transition is termed a Ka. The origins of this labelling system are 
not clear. The paper sometimes quoted as the original source (Siegbahn 1916) is a letter to 
the editor in Nature, but itself quotes a thesis from the University of Lund (Malmer 1915) as 
stating that “…the K series consists of four lines, called a1, a2, b1 and b2,...” so the 
nomenclature appears to predate his letter by at least a year. Regardless, it predates any 
real understanding of the structure of the atom or electron energy levels and the sequence 
of K, L is based on decreasing energy for each set of x-ray peaks from a given element, and 
a, b… on decreasing x-ray intensity in each series. i.e. for a given element, a Ka x-ray will 
have a higher intensity than a Kb, and both will have higher energies than an La, as is shown 
for Fe and U in Table 1.1. The subscript numbers provide a further level of refinement of 
peak separations. The correlation between the two systems is not a simple one: a Siegbahn 
K-series x-ray will always involve a vacancy in the K-shell, and similarly for the L-, M- and so-
on series. However, whilst a Kb1 or Kb3 transition involves a K- and an M-shell, a Kb2 is a K- 
and N-shell transition. Fortunately, the transition involved for any given Siegbahn label is 
consistent for all elements. 
The Siegbahn system is convenient for EPMA since we normally want to use the most 
intense available x-ray for a given element to provide the best counting statistics. Having an 
understanding of the exact sub-shells involved is normally only of secondary interest, such 
as to predict whether a given element is capable of emitting a given x-ray. For example, Fe 
has only 2 electrons in the N-shell so only the N1 sub-shell is occupied and consequently, by 
reference to Table 1.1, we can see that Fe can’t emit Kb2, Lb2, Lb5, or any M-series x-rays. 
The table also demonstrates that, as the atomic number and number of electrons increase, 
both the absolute and relative energy levels of the electron shells increases. Thus, the Fe 
Ka1 x-ray has an energy of 6.4 keV whilst the same transition for U produces an x-ray of 





















L3 Ka1 K-L3 6.402 100 98.417 100 
L2 Ka2 K-L2 6.389 51 94.652 50 
M3 Kb1 K-M3 7.056 13 111.250 15 
N2,3 Kb2 K-N2,3 - - 114.460 5 
M2 Kb3 K-M2 7.056 7 110.357 15 
L3 
M5 La1 L3-M5 
0.705 
100 13.610 100 
M4 La2 L3-M4 11 13.434 11 
L2 M4 Lb1 L2-M4 0.718 57 17.218 50 
L3 N5 Lb2 L3-N5 - - 16.427 24 
L1 
M3 Lb3 L1-M3 
0.792 
5 17.453 6 
M2 Lb4 L1-M2 3 16.574 4 
L3 O4,5 Lb5 L3-O4,5 - - 17.068 4 
M5 
N7 Ma1 M5-N7 - - 3.910 100 
N6 
Ma2 M5-N6 - - 3.924 100 
M4 Mb1 M4-N6 - - 3.716 60 
Table 1.1 Comparison of Siegbahn and IUPAC notations for a selection of electron transitions, and comparisons of 
energies and intensities relative to the ‘a’ peak in each of those transitions for Fe and U (Chantler et al. 2005). 
Quantum Notation 
The Siegbahn and IUPAC notations label the x-ray shells in terms of their energy levels. In 
order to understand how many electrons can occupy a given shell and in what order the 
shells and sub-shells become filled, we use a system based on 4 quantum numbers: 
• n, the principal quantum number, describes the main electron energy shells and is 
equivalent to the Siegbahn and IUPAC series with n = 1 = K, n = 2 = L, etc… 
o n is a positive integer (1, 2, 3…). 
• l, the azimuthal quantum number, describes the angular momentum an is equivalent 
to sub-shells but is not the same as the IUPAC sub-shells L1, L2, L3 etc…). 
o l is a non-negative integer from 0 to n-1 for the given shell value of n. 
• ml, the magnetic quantum number, describes the magnetic moment. 
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o ml is an integer ranging from -l to +l for the given sub-shell. 
• ms, the spin number, describes the spin state as ‘up’ or ‘down’. 
o ms can only have a value of -1/2 or 1/2. 
The first 3 of these quantum numbers, n, l and ml, are derived directly from the Schrödinger 
wave equation (Schrodinger 1926). In quantum notation, the value of the azimuthal 
number, l, for a given sub-shell is normally replaced by a letter. The first four values, l = 0 to 
3, are labelled s, p, d, and f, whilst higher shells are then labelled alphabetically (so, l = 4= g, 
l = 5 = h etc…). These first four sub-shell labels are a carry-over from historic diffraction 
experiments where these sub-shells were first imaged, and were called ‘sharp’, ‘principal’, 
‘diffuse’, and ‘fundamental’ or ‘fine’. In quantum notation a sub-shell with n = 1 and l = 0 is 
labelled as 1s. 
The Pauli exclusion principle (Pauli, 1925; for an english translation see Scerri, 1991) states 
that no two electrons in an atom can have the same values for their four quantum numbers. 
Thus, by calculating the possible combinations of the quantum numbers we can determine 
the maximum number of electrons that can occupy a given shell. The number of possible 
values of l is defined by the value of n, and those of ml by the value of l. As n increases the 
number of possible n, l, ml combinations also increase. Therefore, the maximum number of 
permitted electrons in a shell increases as n increases. 
Table 1.2 shows the possible combinations of the four quantum numbers for n values of 1 to 
4, equivalent to the IUPAC shells K, L, M and N respectively. For the K-shell, n = 1 and both l 
and ml can only have values of 0 so there is only one permitted sub-shell, l = 0 (labelled the 
1s sub-shell) with one orbital state, ml = 0. Since the spin state can be +1/2 or -1/2, the 1s sub-
shell can only hold a maximum of 2 electrons. For the L-shell, n = 1 so l can be 0 or 1. For l = 
0, labelled the 2s sub-shell, this has the same possible ml and ms values as the 1s sub-shell 
so can also only contain up to 2 electrons. For the 2p sub-shell (n = 2, l = 1), ml has three 
possible values, -1, 0 and 1. Since each of these 3 states can hold both +1/2 and -1/2 spin 
electrons this sub-shell can hold 6 electrons. The L-shell, with both the 2s and 2p sub-shells, 
therefore, has a capacity of 2 + 6 = 8 electrons. For the M-shell, n = 3 and l can be 0, 1, or 2. 
The 3s and 3p sub-shells have the same occupancies as the 2s and 2p sub-shells. The 3d sub-
shell, l = 3, now has 5 permitted ml values and thus a capacity of 10 electrons, giving the M-
shell a total electron capacity of 18 electrons. The pattern continues, with each successive 
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shell adding a sub-shell, with each successive sub-shell increasing in capacity by 4 electrons, 
so the N-shell adds the 4f sub-shell, holding a maximum of 14 electrons, to give the N-shell a 
total maximum of 32 electrons. 
IUPAC  
shell 
Quantum number values Sub-shell 
label 
No. of electrons 
n l ml ms Sub-shell Shell 
K 1 0 0 ±1/2 1s 2 2 
L 2 
0 0 ±1/2 2s 2 
8 
1 -1, 0, 1 ±1/2 2p 6 
M 3 
0 0 ±1/2 3s 2 
18 1 -1, 0, 1 ±1/2 3p 6 
2 -2, -1, 0, 1, 2 ±1/2 3d 10 
N 4 
0 0 ±1/2 4s 2 
32 
1 -1, 0, 1 ±1/2 4p 6 
2 -2, -1, 0, 1, 2 ±1/2 4d 10 
3 -3, -2, -1, 0, 1, 2, 3 ±1/2 4f 14 
Table 1.2 Quantum number values and electron occupancies for shells and sub-shells. 
In accordance with thermodynamic laws, the lower energy sub-shells will fill first as the 
atomic number is increased. For the inner two shells, K and L, the 1s will fill first, then 2s and 
then 2p. As n increases the range of energies of the increasing number of sub-shells 
increases relative to the energy between the shell levels and the sub-shells begin to overlap 
and the sub-shells don’t fill each shell before starting to occupy the next shell. The Aufbau 
(German for ‘building up’) principal or Madelung rules (Madelung, 1936; or, for an english 
explanation see Pan Wong, 1979) state that: 
i. Sub-shells will fill in increasing n+l order. 
ii. Where two orbitals have the same n+l value they will fill in increasing n-order. 
For example, the 3p and 4s sub-shells have the same n+l value of 4 so the 3p sub-shell will 
fill first then the 4s, but the 3d sub-shell, having an n+l of 5 will fill after the 4s. This rule 
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generally holds true for the entire periodic table. The resulting sequence of sub-shell filling 
is summarised in Table 1.3. 
The filling sequence rules mean that several shells can be partially occupied, but only one 
sub-shell should be partially filled. As an example, the shell occupancy for plutonium is also 
shown in Table 1.3. Pu has 94 electrons. Following the sequence in the table, the K, L M and 
N-shells are completely filled and the 5s, 5p and 6s sub-shells have also been filled before 
the final L-series sub-shell, the 4f, is filled. After this the 5d, 6p then 7s sub-shells are each 
filled in turn, giving a running total in shells K to Q of 2 + 8 + 18 + 32 + 18 + 8 + 2 = 88 
electrons. The remaining 6 electrons begin to populate the 5f sub-shell, to give the correct 
final shell occupancy pattern of 2-8-18-32-24-8-2. The 6d and 7p sub-shells remain empty. 
 
Table 1.3 Sub-shell filling sequence in accordance with Madelung rules (Madelung, 1936; or, for an english explanation 
see Pan Wong, 1979) with the shell occupancy for plutonium shown as an example. The numbers in brackets 
give the maximum number of electrons permitted for each shell or sub-shell. 
In contrast, U, with its 92 electrons distributed 2-8-18-32-21-9-2, is one of the elements that 
doesn’t strictly follow the Aufbau sequence: With 21 electrons in the O-shell, the 5s, 5p and 
5d sub-orbitals are filled (18 electrons) and the 5f is partially filled (3 electrons). However, 
with 9 electrons in the P-shell the 6d sub-shell has started to be occupied before the 5f sub-
shell has filled. 
Correlating Quantum Sub-Shells and IUPAC Sub-Shells 
n+l
















1 1s (2) 2s (2)
2 2p (6) 3s (2)
3 3p (6) 4s (2)
4 3d (10) 4p (6) 5s (2)
5 4d (10) 5p (6) 6s (2)
6 4f (14) 5d (10) 6p (6) 7s (2)
7 5f (14) 6d (10) 7p (6)
Pu 2 8 18 32 24 8 2
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As stated above, the quantum sub-shells, designated by the azimuthal quantum number, l, 
do not tally with the IUPAC sub-shells, L1, L2, L3 etc…, even though both notations relate 
their respective sub-shells to energy levels. The IUPAC sub-shells increase by 2 with each 
successive shell, with K- having a single energy level, L- with 3, M- with 5 etc…, whilst the l-
number increases by only 1 with each shell. In order to correlate the two naming systems 
we need to introduce a 5th quantum parameter, j, which describes the total angular 
momentum and is equal to the positive sum of l and s, |l-s| ≤ j ≤ l+s. i.e. for l = 0, s can be 
+1/2 or -1/2, but j can only be the positive result so has one solution of j = 1/2. The 
combination of n, l and j produces quantum labelled sub-shells that correlate with the 
IUPAC sub-shells, as shown in Table 1.4. 
IUPAC 





K 1 0 ±1/2 1/2 1s1/2 K 
L 2 
0 ±1/2 1/2 2s1/2 L1 
1 
-1/2 1/2 2p1/2 L2 
1/2 3/2 2p3/2 L3 
M 3 
0 ±1/2 1/2 3s1/2 M1 
1 
-1/2 1/2 3p1/2 M2 
1/2 3/2 3p3/2 M3 
2 
-1/2 3/2 3d3/2 M4 
1/2 5/2 3d5/2 M5 
Table 1.4 Correlating quantum sub-shells with the IUPAC sub-shells using the total angular momentum quantum 
parameter, j. 
1.3.1.4 Interaction Volume 
The combination of energy losses from inelastic events and large angular changes in 
direction from elastic events have strong influences on the shape and size of the interaction 
volume of the primary beam electrons in the sample. Energy losses limit the total path 
length any given electron can travel in the sample before coming to rest whilst angular 
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scattering both compresses this limited path length into an even shorter depth in the 
sample and introduces significant broadening of the beam envelope. 
Cosslett and Thomas carried out a comprehensive series of measurements on scattering in 
thin foils (Cosslett and Thomas 1964a, 1964b, 1965). The probability of scattering is a 
function of Z2/E2. i.e. higher Z materials will produce more scattering and, as a given 
electron loses energy, E, it will suffer increasing scattering events. Murata, Matsukawa, & 
Shimizu (1971) confirmed that the mean distance between events, termed the ‘mean free 
path’, decreases as Z increases. 
The effects of the relationship between the mean free path length and scattering and the 
beam energy and the sample’s atomic number are demonstrated graphically in Figure 1.5, 
which shows a large number of simulated electron trajectories each in two different atomic 
number samples, Fe and U, each at two different accelerating voltages, 20 kV and 15 kV. 
The electron cloud in each forms a roughly spherical interaction volume, partially truncated 
by the sample surface. For the lower Z sample, Fe, at 20 kV (Figure 1.5a) the interaction 
volume is approximately 1.3 µm in diameter and extends to a depth of approximately 1.1 
µm. Decreasing the accelerating voltage, and thus the primary electron energy, to 15 kV 
(Figure 1.5b) the diameter and depth are reduced to about 0.9 µm and 0.7 µm respectively. 
Keeping the beam energy at 20 kV but increasing the atomic number of the sample from Fe, 
Z = 26, to U, Z = 92, (Figure 1.5c) reduces the interaction volume even more, to 
approximately 0.8 µm diameter and 0.5 µm depth. Combining both the lower voltage of 15 
kV and the higher Z uranium sample (Figure 1.5d) shrinks it to only about 0.5 µm diameter 
and 0.3 µm depth, i.e. about a third of the diameter and depth and only 4% of the volume of 
the Fe sample at 20 kV. 
The influence of the atomic number on elastic scattering also explains the relationship 
between the backscatter coefficient and Z: Lower Z materials will have longer mean free 
path lengths and a lower probability of elastic scattering than high Z materials so a given 
primary beam energy will penetrate deeper into the sample before elastic scattering can 
significantly deviate the beam. Thus, a smaller proportion of the scattered electrons will be 
able to escape the surface and the backscatter coefficient will therefore be lower for lower 
Z materials. Kulenkampff & Sprya (1954) demonstrated experimentally that not only does 
the total intensity of backscattered electrons decrease with decreasing Z but that the peak 
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of the energy spectrum of the backscattered electrons also decreases due to the greater 





Figure 1.5 5000 simulated electron trajectories for a) a 20 kV electron beam and a pure iron sample, b) a 15kV beam in 
iron, c) a 20 kV beam in uranium, and d) a 15 kV beam in uranium. 
Sample density also has an impact on the interaction volume, with the electron path length 
being proportional to 1/density. Thus, if the density is doubled the electron path length is 
halved and this has a direct effect on the size of the interaction volume. 
1.3.1.5 X-ray Generation Volume 
The electrons lose energy as they scatter in the interaction volume. In order to cause inner 
shell ionisations and therefore generate x-rays, electrons need to have higher energies than 
the critical excitation energies of the relevant inner shells. The electron energy contours in 
the interaction volume therefore have a direct impact on the size and shape of the x-ray 
generation volume. 
Figure 1.6 shows calculated energy contours for a 20 keV electron beam in C, Fe and U. As 
was shown in Figure 1.5, the depth and width of the interaction volume decreases with 
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is also low, so the beam penetrates deeper into the sample before scattering randomises 
the electron trajectories. For very low Z materials, such as the carbon sample modelled in 
Figure 1.6, this produces a pear-shaped interaction volume. Everhart, Herzog, Chung, & 
Devore (1972) carried out an elegant series of experiments using polymethylmethacrylate 
(PMMA). This very low Z plastic suffers damage under electron bombardment. Acid etching 
removes the damaged material, allowing for the electron interaction volume to be directly 
imaged. By increasing the beam residence time, the damage from progressively lower 
energy electrons could be revealed and they were able to effectively energy contour the 
electron interaction volume. The morphologies of these contours agree well with those 
calculated for C in Figure 1.6. Note that, whilst this reference is from a relatively obscure 
proceedings volume the relevant figures are reproduced as Fig 3.5 in Goldstein et al. (1992). 
   
Figure 1.6 Calculated electron energy contours for a 20 keV landing beam energy in C, Fe and U. 
For high Z materials scattering is high enough to produce a more nearly spherical interaction 
volumes, as shown for Fe and U in Figure 1.6. Note that the near-surface regions of the 
contoured energies for these are distorted due to energy losses in the form of 
backscattered electrons escaping from the surface. Without these energy losses the U 
energy contours would show near hemispherical contours. 
As described above in section 1.3.1.3.1 Inner Shell Ionisation, to produce the x-rays that are 
used for elemental analysis, an ionising electron has to have sufficient energy to eject an 
inner shell electron. i.e. the electron energy, Ee, must be greater than the critical excitation 
energy, Ec. This critical excitation energy is a function both of the element and the shell 
being ionised. Table 1.5 lists critical excitation energies and the primary associated x-ray line 
energies for C, Al, Fe, Ag and U. In all cases Ec is larger than the generated x-ray, and the 
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L3, there is no associated Al La1 x-ray energy because the M5 donor shell (see Table 1.1) is 
unoccupied in Al so the x-ray line cannot be generated even if the L3 shell is ionised. 
 
Element (Z) K Ka1 L3 La1 M5 Ma1 
C (6) 0.284 0.282 - - - - 
Al (12) 1.560 1.487 0.073 - - - 
Fe (26) 7.111 6.400 0.708 0.704 - - 
Ag (47) 25.509 22.104 3.350 2.984 - - 
Bi (83) 90.524 76.321 13.419 10.836 2.602 2.580 
U (92) 115.583 97.143 17.163 13.613 3.551 3.191 
Table 1.5 Example critical excitation energies and associated emission line energies, all in keV (Thompson et al. 2001). 
If Ee is only just greater than Ec ionisation can occur but the probability is low and therefore 
the x-ray yield for that element x-ray line will also be low. The probability increases rapidly 
as the ‘overvoltage ratio’, U = Ee/Ec, increases, reaching a maximum value for U = 2 – 3 as 
shown in Figure 1.7. Above this the probability gradually decreases again (Reed 2005). 
Consequently, Ee ideally needs to be at least twice and preferably three times Ec for the 
element and x-ray line being measured. As can be appreciated from the energy contours in 
Figure 1.6, this x-ray generation volume can be significantly smaller than the interaction 
volume. 
 
Figure 1.7 Plot of probability of ionisation of a given electron shell as a function of the overvoltage ratio (after Reed, 2005). 
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By reference to Table 1.5 we can also see that, with an L3 critical excitation energy of ~17 
keV, a 20 kV accelerating voltage can produce U La1 x-rays but efficient excitation would 
require a voltage in the range 35 – 50 kV. This is at or beyond the maximum voltage 
available from many EPMA instruments. If we reduce the accelerating voltage to improve 
spatial resolution we further restrict the energies of x-rays available for detection. 
1.3.1.6 Analysis Volume and Depth Distribution Curves 
In order to be analysed a generated x-ray has to exit the sample and be measured by an x-
ray detector. Like electrons, x-rays can be absorbed by the sample. Unlike electrons, x-rays 
will either be completely absorbed or unaffected and, consequently, will result in a 
reduction in the number of detected x-rays but no shift in their energy. Thus, whilst the 
measured x-ray peak intensity will be smaller it’s energy can still be accurately attributed to 
an element’s characteristic emission energy. 
The probability of absorption is a function of both the x-ray energy and the path length 
through the sample. Lower energy x-rays are more readily absorbed per unit path length 
than higher energy x-rays, and the longer the path length in the sample the greater the 
probability of absorption of any x-ray. Thus, x-rays generated deeper in the sample will be 
more likely to be absorbed. As Figure 1.6 above shows, the electron energy decreases with 
depth of penetration and, consequently, the efficiency of x-ray generation also decreases 
with depth. If we know or can calculate the intensity of x-ray generation as a function of 
depth in the sample, we can calculate the degree of absorption from each depth interval 
and hence derive an emitted intensity profile as a function of depth. 
Figure 1.8 shows calculated depth distribution curves for both generated and emitted x-ray 
intensities for pure C, Fe and U samples produced by a 20 kV accelerated electron beam. 
The curves show the intensity of x-rays generated or emitted from a given depth interval in 
the sample, and the area between a given curve and the x = 0 axis gives the total generated 
or emitted x-ray intensity. A related form of these curves are termed f(rz) (‘phi-rho-z’) 
curves. These plot the intensity, f, per unit of mass depth (unit of distance per unit of 
material density, (rz), removing the influence of the sample density for ease of 
quantification. Conversion from (rz) to z is simply a matter of multiplying the rz ‘depth’ 
value by the material density. 
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a b c 
Figure 1.8 Calculated generated and emitted x-ray depth distribution curves from a 20 kV accelerated electron beam for a) 
C Ka in a carbon sample, b) Fe Ka and La in an iron sample, and c) U La and Ma in a uranium sample. 
For all three materials the generated x-ray intensities increase to a maximum intensity 
below the sample surface and then decrease to the ultimate x-ray generation depth, the 
value of which decreases with Z as expected. The reason for the initial rise in intensity can 
be attributed to two linked factors: i) backscattered electrons, which are emitted from the 
near surface region, carry energy away from that region of the sample and consequently the 
energy remaining for x-ray generation in this upper region of the sample is reduced, and ii) 
the primary beam travels a finite distance into the sample before scattering significantly 
deflects the primary beam electron trajectories. In this upper region the electron 
trajectories are dominantly in the z-direction so the mean path length between interactions 
is approximately equal to the increase in depth. Below it scattering produces more 
randomised paths so more collisions occur for a given depth interval. For fully randomised 
trajectories the mean free path length will be, on average, split equally between the x, y and 
z axes so the increase in depth per unit of x-ray generation will be ~1/3rd that in the upper 
region where scattering is minimal. X-ray generation per unit depth in the fully scattered 
region will consequently be ~3 times higher. In addition, electrons scattered up from deeper 
in the sample also enhance x-ray generation. The depth at which this scattering dominates, 
as is shown by the increase in width of the energy contours in Figure 1.6, decreases with Z. 
The higher scattering correlates with more x-ray generation. Thus, the generated x-ray 
maximum in Figure 1.8 is at just over 2 µm for the C sample, it’s at ~250 nm in iron and less 
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Comparison of the calculated emitted and generated depth distribution curves shows the 
degree of absorption as a function of depth for each of the three materials and, for Fe and 
U, for two different x-ray lines. The C Ka x-ray energy is only 0.282 keV and consequently is 
strongly absorbed, with more x-rays being absorbed than are emitted. Absorption also 
increases with depth so, whilst the intensity generated and emitted at the surface is 
approximately the same, very few x-rays are emitted below ~3.5 µm. 
Figure 1.8b shows generated and emitted curves at 20 kV for both Fe Ka, with an energy of 
6.4 keV, and Fe La, which has an energy of 0.704 keV. The lower energy La x-ray suffers 
significantly more absorption such that the maximum analysis depth (i.e. the maximum 
depth from which a useable intensity of x-rays is emitted) is reduced from ~1.1 µm of the 
generated depth to about 0.8 µm. Conversely, the Ka x-rays show negligible absorption and 
the generated and emitted curves almost overlay each other. The U La and Ma curves in 
Figure 1.8c, with energies of 13.613 and 3.22 keV respectively, similarly show greater 
absorption for the lower energy x-ray line. Note that in this figure the U La maximum 
generation depth is significantly shallower than for the Ma x-ray line. This is a direct 
consequence of the magnitude of the critical excitation energy for the L3 shell (17.163 keV) 
relative to the beam energy of 20 keV, which drastically reduces the envelope of the 
electron interaction volume in which the electrons retain sufficient energy to ionise the L3 
shell. This is also apparent but less drastically demonstrated for the Fe Ka line relative to the 
Fe La line in figure b. The Ec for the Ka line generation (7.111 keV) is lower than for the U La 
line, but the line’s higher energy relative to the Fe La line (Ec = 0.708 keV) still reduces the 
available envelope of electron energies. The very low overvoltage ratio for the La x-ray (U = 
20/13.613 = 1.47) also significantly reduces the efficiency of x-ray generation for this line, as 
is reflected by the very small area ‘under’ the U La depth distribution curve. 
As shown in section 1.3.1.4 Interaction Volume above, the electron path length is inversely 
proportional to the material density. Thus, the electron interaction volume and therefore 
the x-ray generation volume are also inversely proportional to density. This is the main 
reason why the depth distribution curves are normally given in terms of mass depth rather 
than linear depth. Indeed, the product of the electron path length and the density, i.e. the 
mass of material interacted with, is effectively constant (Reed 2005). This results in the x-ray 
measurement being a function of elemental weight rather than atomic percents. 
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A secondary effect of x-ray absorption is that the absorbed energy can be re-emitted as a 
characteristic x-ray of a lower energy, from the same element or from another element in 
the interaction volume. This fluorescence results in an increased intensity of the lower 
energy x-ray line. Fluorescence is also produced by absorption of the background x-rays 
produced by the bremsstrahlung process described above, although the additional 
contribution is usually very small. 
If absorption is high the volume from which x-rays are emitted, i.e. the analysis volume, can 
be significantly shallower than the x-ray generation volume, which is itself smaller than the 
electron interaction volume. 
1.3.2 Low Voltage Analysis 
The relationship between beam energy, x-ray line and sample density and atomic number 
allows us to have some control over the volume we wish to analyse. For example, to analyse 
small inclusions in a matrix or a thin surface layer, we can reduce the beam energy to 
reduce the analysis volume to some degree. There are consequences on the efficiency of x-
ray generation and on the range of selectable x-ray lines: At 20 kV the Fe Ka line, with a 
critical excitation energy of 7.111 keV can be used, with an analysis volume in pure iron of 
approximately 0.5 µm depth and diameter. Decreasing the beam to 10 kV reduces the 
volume to approximately 200 x 200 nm but the very low overvoltage of 1.4 means that the 
x-ray intensity will be significantly reduced. Reducing the beam further, to 7 kV, the Fe Ka 
line can no longer be generated, and we would need to consider using the L-series lines. As 
will be shown in section 1.3.4 Quantification, the use of L- or even M-series lines rather than 
K-lines also has an impact on the accuracy of quantification. 
1.3.2.1 FEG Electron Source and Spatial Resolution 
As stated in section 1.3.1.1 The Electron Source above, the benefits of improved x-ray 
spatial resolution offered by a FEG electron source is most apparent at low voltages. Figure 
1.9 shows a BSE image and a qualitative RGB composite x-ray map (N in red, Nb in green and 
O in blue) of a compound inclusion in a U matrix acquired at 10 kV. Sub-micron textures in 
the BSE image are clearly reproduced in the qualitative x-ray image, including the ~100 nm 
wide separation between two Nb-rich regions at the left-hand side of the inclusion. 
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Figure 1.9 BSE image and qualitative x-ray map of a compound inclusion in a U-Nb alloy matrix with N in red, Nb and 
green and O in blue. 
1.3.2.2 Surface Coatings 
The improvement in spatial resolution afforded by low voltage analysis does have 
implications for analysis where the sample has one or more ‘thin’ surface layers or coatings, 
i.e. where the thickness is less than the analysis depth at the given instrument conditions. 
These could be surface oxides, protective coatings, or conductive coatings applied to allow 
for the analysis of non-conductive materials. 
At conventional accelerating voltages (15 – 25 kV) these layers may be thin enough that 
they account for a negligible portion of the analysis volume and their contribution can be 
largely neglected (see Chapter 3and Chapter 4). Indeed, low Z materials are normally used 
for conductive coatings for precisely this reason, their low atomic number having a high 
transparency for both the primary electrons entering the sample and for the x-rays 
emerging from it. C, almost certainly the most commonly used such conductive coating, can 
provide sufficient electrical conductivity at thicknesses of only ~5 nm (Reed 1975). 
As the accelerating voltage is reduced even these very thin surface coatings can start to 
account for significant fractions of the analysis volume. This topic is covered in more detail 
in 1.3.4.3 Analysis of Thin Films on a Substrate below and in chapters 3, 4 and 5. 
1.3.3 X-ray Measurement 
As shown in Figure 1.3 above, each element emits characteristic x-ray energies, producing 
peaks in a measured x-ray energy spectrum. In order to characterise a sample’s chemistry, 
we therefore need to be able to detect and measure the x-rays emitted from the analysis 
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volume, both in terms of their position in the emitted spectrum and their intensities. The de 
Broglie relationship links the energy, E, of a wave or particle to its frequency, n or its 
wavelength, l (De Broglie 1925): 




where c is the speed of light in a vacuum (3.0 x 108 ms-1), and 
h is Planck’s constant (6.626 x 10-34 Js). 
Inputting the values for h and c, and converting from units of Joules to electron volts (1 keV 





 for E in keV and l in nm. 
Using this simple relationship, we can therefore measure either the x-ray energy or its 
wavelength to compositionally characterise the analysis volume. 
1.3.3.1 Energy Dispersive Spectrometers (EDS) 
A simplified schematic of an EDS detector is shown in Figure 1.10. It uses a solid medium, 
usually Si, to absorb x-rays emitted from the analysis volume. Ionisation of the absorber 
(Figure 1.10a) produces positively charged ions and negatively charged electrons. By 
applying a voltage across the thickness of the absorber the positive and negative charges 
are pulled towards opposite faces. It takes a finite amount of energy to generate each 
charge pair (3.8 eV on average for Si), and therefore the number of charge pairs generated 
in the absorber is proportional to the energy of the absorbed x-ray. The charge-pairs are 
collected and converted into a voltage rise (Figure 1.10b), with the magnitude of the rise 
being proportional to the energy of the absorbed x-ray. These individual ‘counts’ are used to 
build up an x-ray bar chart, showing x-ray intensity as a function of energy, with 
characteristic x-ray peaks from the elements present in the analysis volume, superimposed 
on a bremsstrahlung background signal (Figure 1.10c). 
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a b c 
Figure 1.10 Simple schematic of an EDS detector showing a) the absorption of an x-ray, b) the conversion to voltage pulses, 
and c) the accumulation of the detected pulses into an intensity versus energy spectrum. 
The energy of charge pair generation is an average value, with a spread in actual values 
following a Gaussian distribution. The statistical spread in the number of charge pairs 
generated for ag given absorbed x-ray is the dominant factor controlling the energy 
resolution of EDS detectors (Goldstein et al. 2018). Instrumental factors such as detector 
efficiency, amplifier noise, signal integration time etc… produce further broadening of the 
distribution For more information on these factors see, for example, Reed (2005). Some of 
these factors produce greater spreading of the lower energy side of the peak. The resulting 
displayed x-ray peak will have a Gaussian-like but slightly asymmetric shape. Combined with 
noise from the detector system the resulting characteristic x-ray spectral peaks have a full 
width half max (FWHM) of about 120 eV at an energy of 5.9 keV (Mn Ka). This energy 
resolution is an order of magnitude poorer than for wavelength dispersive spectrometers 
(WDS), making the issue of peak overlaps significantly greater. However, EDS has the benefit 
of a very high x-ray collection efficiency compared to WDS (discussed below), and the x-ray 
spectrum is acquired in parallel, making it a fast acquisition tool compared to WDS. 
The description of this type of detector has been kept greatly simplified since it is not used 
for any of the analyses presented in this study, except in chapter 6 where the Duane-Hunt 
limit (see section 1.3.1.3.2 Continuum or Bremsstrahlung Radiation above) is used to check 
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1.3.3.2 Wavelength Dispersive Spectrometers (WDS) 
The wavelength dispersive spectrometer is the primary x-ray detector type for EPMA. Whilst 
the EDS combines x-ray filtering and counting into a single component the WDS separates 
these into two distinct components. 
1.3.3.2.1 Wavelength Filtering 
The WD spectrometer uses Bragg reflection to filter x-rays according to their wavelength: 
Figure 1.11 shows a simple schematic of an x-ray of wavelength, l, that can be reflected off 
two parallel surfaces separated by spacing, d. When the difference in path-length between 
the two reflection paths, shown by the solid red and the dashed blue lines, is equal to the 
wavelength of the x-ray being reflected, the two reflections will be in phase and the net 
reflected x-ray intensity is enhanced. If the path-length difference does not equal the 
wavelength the reflected components destructively interfere, and the net intensity is 
reduced. The geometric condition of constructive interference is given by the Bragg 
equation (Bragg and Bragg 1913): 
2𝑑𝑠𝑖𝑛𝜃 = 𝑛𝜆 
Equation 1.3 
where d is the layer spacing, 
 q is the incidence angle of the x-ray, 
 n is an integer, and 
 l Is the wavelength of the x-ray 
 
Figure 1.11 Geometric arrangement which satisfies Bragg condition to produce constructive interference. 
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If the layer spacing, d, and incidence angle, q, are known we can therefore determine the 
wavelength, l, of the x-rays being enhanced (Bragg 1913). 
Diffraction Crystals 
From Equation 1.2 we can see that a 10 keV x-ray will have a wavelength of 0.12396 nm and 
a 1 keV x-ray one of 1.2396 nm. Since sinq can only vary between 0 and 1, the layer spacing 
of our reflectors needs to be of a similar magnitude as the x-ray wavelength. Conveniently, 
crystalline materials have lattice spacings in this range. Whilst the Bragg condition is most 
easily visualised in terms of reflections off multiple planar surfaces, the process is more 
accurately described as diffraction by the crystal atomic lattice planes. The spectrometer 
crystals are consequently normally referred to as ‘diffraction crystals’ rather than reflection 
crystals. 
Geometric restrictions limit the available range of q to about 15o to 70o, giving a 
spectrometer range of about 0.5d to 1.9d. For a d-spacing of 0.5 nm this equates to a 
wavelength range of 0.25 – 0.95 nm and an energy range of 1.3 – 5 keV. A single d-spacing 
value is therefore insufficient to cover the full range of energies of interest and a WD 
spectrometer will commonly have a choice of more than one diffraction crystal. Table 1.6 
shows the names and properties for the three most commonly used crystals for WDS. 
Together, these provide coverage for 0.5 to 14 keV x-rays. These provide for the detection 
of Ka or La x-ray lines for all elements from O to Am. Note that, since E is proportional to 
1/wavelength, the total energy range covered decreases as the crystal d-spacing increases. 
 





Thallium Acid Phthalate 
CO2HC6H4CO2Tl 
TAP 2.59 0.5 - 2 
Pentaerythritol 
C(CH2OH)4 
PET 0.874 1.5 – 6 
Lithium fluoride 
LiF LIF 0.403 3.3 – 14 
Table 1.6 Names and properties of the three most commonly used crystals for WDS (Bertin 2013). 
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For very low energy x-rays, less than ~500 eV, the large d-spacings required cannot readily 
be met using crystalline materials. Instead pseudo-crystals are used. The first such crystals 
were made by repeated dipping of a holding substrate into ‘soap’ solutions of metal 
stearate to make Langmuir-Blodgett pseudo-crystals (Blodgett 1935; Blodgett and Langmuir 
1937): With each dipping the layers self-arrange into monomolecular layers, oriented with 
the metal atoms at the end of pairs of long C-O-H tails. As each layer is added they self-
arrange into alternating layers, metal to metal and C-O-H tail to C-O-H tail so the metal 
atoms form discrete bands between double layers of C-O-H tails (Stephens and Tuck-Lee 
1969), as shown in Figure 1.12. The metal layers provide the reflection surfaces and the C-O-
H structures the large d-spacings. 
 
Figure 1.12 Molecular arrangement of Pb-stearate to form large d-spacing Blodgett-Langmuir pseudo-crystals. After 
(Goldstein et al. 1992). 
The only stearate crystal commonly in use now is the lead stearate or ‘ODPb’. More recently 
other forms of pseudo-crystals were developed with higher x-ray reflection efficiencies and 
with a greater range and choice of d-spacings. These are made by chemical vapour 
deposition, CVD, of thin alternating layers of low and high atomic number metals or alloys. 
The thicknesses of the low atomic number layers providing the d-spacings required. These 
latter crystals tend to have commercial rather than chemically derived names and so the 
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soft x-ray crystals and their properties. In the two example name sets shown ‘PC’ stands for 
Pseudo-Crystal and ‘LDE’ for Layered Diffracting Element, but they might also be referred to 
as Layered Synthetic Microstructures, LSM. 
Layer pairs Example names 2d spacing (nm) 
Approximate 
range (eV) 
Mo / B4C PC3, LDE3 20 70 – 280 
Ni / C PC2, LDE2 10 130 – 550 
C36H70O4Pb ODPb, Lead stearate 10 130 – 550 
W / Si PC1, LDE1 6 220 - 920 
W / Si PC0, LDE45 4.5 290 – 1,220 
Table 1.7 Example pseudo-crystals used for the analysis of very low energy x-rays. Note that the energy ranges in this 
table are given in eV as opposed to the keV units used in Table 1.6. 
Crystal Geometries – Johann and Johansson Crystals 
The Bragg condition is extremely sensitive to changes in the incidence and reflection angle, 
q, in Equation 1.3. With the x-ray generation volume acting as a virtual point source, the x-
ray paths illuminating the diffraction crystal face are divergent. The sensitivity is sufficient 
that, for a flat crystal, the angular changes along the face of the crystal resulting from this 
small divergence (Figure 1.13a) are sufficient for the Bragg condition only to be satisfied 
over a very small area of the centre of the crystal face. To correct for the change in 
orientation of the lattice planes along the crystal face, the crystal is curved to a radius of 2r, 
where r is the radius of the circle joining the electron source (i.e. the sample analysis point), 
the centre of the diffraction crystal face, and the x-ray counter (which is described below), 
as shown in Figure 1.13b. This circle, which normally has a fixed value for a given 
spectrometer, is termed the Rowland circle and is used to define several properties of the 
spectrometer. This 2r-curved geometry of crystal is called a Johann crystal. 
However, whilst this corrects the orientation of the lattice planes relative to the divergent x-
rays, the face of the crystal deviates from the Rowland circle, producing a progressively 
larger positive error along the crystal centre line in the plane of the Rowland circle (Figure 
1.13b). There is also an angular error associated with divergence of the x-rays across the 
width of the crystal face (i.e. perpendicular to the plane of the Rowland circle), as shown in 
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Figure 1.13c, which produces a progressively larger negative angular error. It’s impractical to 
address this error by curving the crystal in this plane since the required radius of curvature 
in this axis is not fixed but changes as a function of q. However, since this error is negative, 
whilst the error along the Rowland plane is positive, there are positions away from the 
centre of the crystal face where the two errors cancel each other out, producing a cross-
shaped region of full focus on the crystal face, as shown in Figure 1.13d. The arms of the in-
focus cross open or close as a function of the diffraction angle, q, as indicated in Figure 
1.13d. The defocussing along the length of the Johann crystal (Figure 1.13b) can be 
corrected by grinding the face of a Johan crystal to a radius of r, as shown in Figure 1.14a. 
This geometry is known as a Johansson crystal. The error across the width of a Johansson 
crystal is still uncorrected so the area of focus forms a band along the centre line of the 
crystal face (Figure 1.14b). 
   




    d  
Figure 1.13 Geometric arrangements for a) a flat diffraction crystal, b) a Johann crystal, including the angular error along 
the length of the crystal, c) angular error across width of the crystal (after Reed, 1975), and d) resulting pattern 








Figure 1.14 a) Geometric arrangement for a Johansson crystal (after Reed, 1975), and b) pattern of focus on the face of a 
Johansson crystal. 
1.3.3.2.2 Resolution 
The effect of the angular errors discussed above is to induce broadening of the measured x-
ray peaks: When the spectrometer is at the correct angle, q, for a given x-ray wavelength, l, 
the central focussed area of the crystal correctly enhances the x-ray wavelength, l. If the 
spectrometer position is now offset by a small amount +Dq, off-centre regions of the crystal 
with an equal and opposite error, -Dq, will now be ‘in-focus’ for wavelength l so some 
Bragg reflection of l will still occur, but be assigned to position q+Dq.  
These crystal focussing errors are the dominant factor controlling the peak broadening and 
therefore the resolution of the measured x-ray peak in the WDS. The degree of broadening 
is controlled by the maximum Dq that the crystal can ‘re-focus’. The equations for the 
magnitude of the angular deviations in crystal’s x-axis (along the crystal length, in the plane 
of the Rowland circle) and the y-axis (across the width of the crystal, perpendicular to the 










where Dqx and Dqy are the angular errors in the x-axis and y-axis respectively, 
 x and y are the distances from the centre of the crystal face in each axis, and 
 r is the radius of the Rowland circle. 
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Each error component will be maximum at the edge of the crystal. For the Johansson crystal 
the x-axis error has been corrected so the only error is in the y-axis. For the Johann crystal 
the errors from both axes contribute. 
Figure 1.15 shows a plot of the calculated angular errors for a Johann and a Johansson 
crystal as functions of angle, q. A Rowland circle of radius 160 mm and crystal half-length, a, 
and half-width, b, of 16 mm and 11 mm respectively have been used. The Johann crystal 
error decreases with increasing q, whilst the Johansson crystal error is always lower than for 
the Johann crystal, and has a minimum value in the middle of the spectrometer range. To 
demonstrate the effect of the error magnitude on peak resolution we can measure the Si Ka 
peak on Johann geometry TAP and PET crystals. The different d-spacings of these two 
crystals means that this x-ray line is measured at a low q value on the TAP spectrometer 
range and a high q value on a PET. Since the error at low q is larger the resolution of the Si 
Ka peak measured on the TAP should be poorer than on the PET, and this is borne out when 
the two measured peaks are overlaid as shown in Figure 1.15b, with the lower error value 
for the high q position on the PET crystal producing a significantly narrower Si Ka peak than 
for the same x-ray line measured at the low q angle on the TAP crystal. 
Whilst the absolute resolution varies as a function of spectrometer position and crystal 
geometry, the overall resolution is an order of magnitude better than can be achieved from 
an EDS detector. 
  
    a     b 
Figure 1.15 a) Plot of Johann and Johansson maximum focussing errors as functions of angle, q, and b) comparison of peak 
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1.3.3.2.3 X-ray Intensity Measurement 
In a conventional WDS the x-ray detector uses a gas to absorb the x-rays. A schematic of a 
typical gas detector is shown in Figure 1.16a. As in the solid x-ray absorber in the EDS (see 
section 1.3.3.1 Energy Dispersive Spectrometers (EDS) above) a high voltage is applied to 
separate the charge pairs created by the x-ray induced ionisation of the gas. The gas is 
enclosed in a tube, with a fine wire running down the centreline, with the high voltage 
applied to the wire and the cylinder wall grounded to earth. A thin window in the chamber 





Figure 1.16 a) Schematic of a gas flow proportional counter, and b) plot of gas amplification factor as a function of applied 
high voltage (after Goldstein et al., 1992). 
A key benefit of using gas as an absorber medium is an effect known as ‘gas amplification’: 
Figure 1.16b shows a plot of the gas amplification factor as a function of applied potential 
between the counter wire and cylinder wall. If no voltage is applied the generated charge 
pairs rapidly recombine and no voltage pulse is measured. Increasing the potential 
encourages an increasing proportion of the charge pairs to separate and be collected, until 
all the generated pairs are collected, giving an amplification factor of 1. Increasing the 
voltage further has no effect on the collection efficiency until the kinetic energy imparted to 
the charge-pairs is sufficient for them to cause secondary ionisation and the amplification 
factor begins to increase. In this region of the curve the small signal from an x-ray being 
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absorbed can self-amplify by a factor of up to ~105. In addition, the output energy pulse is 
proportional to the energy of the absorbed x-ray. It is this region that the detector is 
operated in (hence the name ‘proportional counter’). Increasing the potential further begins 
to saturate the gas and energy proportionality is degraded. Eventually, the potential can be 
high enough that a single x-ray of any energy completely saturates the gas, labelled as the 
‘Geiger counter region’ in Figure 1.16b. 
Counter Gas 
Argon is commonly used as the counter gas: it’s chemically inert, relatively cheap, and the 
ionised gas has a high mobility compared to other gases. Pure Ar, however, is transparent to 
ultra-violet, UV, radiation, which can be generated during the gas ionisation process. UV 
radiation reaching the counter wall can cause emission of secondary electrons which greatly 
promote the onset of gas saturation, to the point where gas amplification factors of only 
~100 are possible before gas saturation starts to occur. By adding a few percent of a poly-
atomic gas, most commonly 10% of methane, CH4, (10% methane in Ar is a gas mix known 
colloquially as ‘P10 gas’), increases UV absorption in the gas, allowing for much higher 
amplification factors. 
The counter is most efficient when it absorbs all the x-rays entering the chamber. For high 
energy x-rays P10 gas at atmospheric pressure has a relatively poor absorption 
performance. This can either be improved by increasing the gas pressure, increasing its 
density and therefore its x-ray absorption, or by using a denser gas, typically xenon. 
Both Ar and Xe have steps in their absorption efficiencies. The cause of these ‘absorption 
edges’ is described more fully in section 1.3.4.1.2 X-ray Absorption on quantification below 
but relate to the critical excitation energy of an inner shell of the counter gas. Figure 1.17 
shows the absorption efficiencies for Ar and Xe at atmospheric pressure, and Ar at elevated 
pressure. The Ar absorption edge, at the position of the critical excitation energy of the Ar 
K-shell at 3.203 keV, has a change in absorption efficiency of ~60%.  In comparison, the Xe 
edge, due to the Xe L3-shell critical energy at 4.782 keV, has a significantly smaller step of 
only ~10%. The result of these edges is that there can be a significant change in collection 
efficiency, and therefore a step change in x-ray intensity measurement, either side of the 
edge. For example, the U Ma (3.171 keV) and Mb (3.337 keV) x-ray lines lie either side of 
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the Ar absorption edge, with the Ma line on the low energy, lower efficiency side. Normally 
the Ma line would be expected to have a higher intensity than the Mb line but when 
measured on a P10 counter the decrease in gas absorption efficiency reduces the Ma 
intensity to below that of the Mb line. Care must therefore be taken when measuring x-ray 
intensities in the region of these absorption edges. 
A typical EPMA may have 4 or 5 spectrometers, each with a choice of 2 – 4 diffracting 
crystals and each having either an atmospheric pressure P10 gas flow proportional counter, 
a high pressure P10 counter, or a Xe sealed gas counter. The atmospheric pressure P10 
counters are most efficient for intermediate to low energy x-rays so will normally be fitted 
with diffracting crystals with similar energy ranges, i.e. PET, TAP and the large d-spacing 
synthetic layered pseudo-crystals. The high pressure P10 and Xe gas counters are more 
efficient for higher energy x-rays so will be paired with PET and LIF crystals. 
 
Figure 1.17 Absorption profiles for Ar and Xe at atmospheric pressure and for Ar at elevated pressure, showing the positions 
and relative magnitudes of the gas absorption edges (after Reed, 1975). 
Counter Window 
The counter window needs to be strong enough to withstand the ~1 atmosphere difference 
between the counter gas and the EPMA vacuum, but thin enough to efficiently transmit x-
rays. For high energy x-rays, absorption in the counter window material is insignificant. 
Unsupported windows, even when made from very low atomic number materials such as 25 
µm beryllium or 3.75 µm MylarTM, have low transmission efficiencies at low x-ray energies. 
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For example, transmission is about 50% for x-ray energies of ~1.5 keV, decreasing to 20% or 
less by 1 keV, making the analysis of very low energy x-rays impractical. Thinner higher 
transmission materials, such as 0.1 µm formvar, have good low energy performance but 
have to be supported by a metal grid to withstand the pressure difference, reducing the 
overall area of the window. A grid-supported formvar window might typically have 75% 
transmission at all energies above ~1.5 keV, due to the support grid, but maintain 70% 
transmission at 1 keV. These very thin windows are also not completely gas tight and a P10 
counter will typically have a slow constant flow of gas through the counter (known as a ‘gas 
flow proportional counter’). Xe gas, having a much lower permeability than Ar or CH4, and 
being significantly more expensive, tends to be found in sealed counters. 
Thus, for low energy x-ray detection, a P10 gas filled counter with a grid-supported thin 
window will provide best efficiency, whilst for high energy x-rays either a high pressure P10 
or Xe gas filled counter with a thicker but unsupported window would be optimal. 
Pulse-Height Analysis 
When operated in the proportional counter region of gas gain the measured energy pulse is 
proportional to the energy of the absorbed x-ray. i.e. the gas counter can measure the 
energy of the absorbed x-ray, albeit with a resolution an order of magnitude poorer than an 
EDS detector. The prime spectral filtration is being carried out by the wavelength filter but 
energy filtration in the gas counter is still useful: The integer, n, in Equation 1.3 above shows 
that the Bragg condition is equally satisfied if the path-length difference is one wavelength, 
two wavelengths, or more. Each 2dsinq condition therefore actually enhances not one but a 
set of wavelengths which are integer multiples of each other. When n = 1, i.e. the path-
length difference is equal to one wavelength, l, this is termed the first order reflection, and 
the energy of the enhanced wave is 1.2396/l keV. For the second order reflection at the 
same 2dsinq condition, n=2, the wavelength will be exactly half that of the first order 
reflection and will therefore have twice the energy. For example, Al Ka has a wavelength of 
0.834 nm and Ag La has a wavelength of 0.415 nm, almost exactly half that of Al Ka. 
Measurement for first order Al Ka will therefore also detect the second order Ag La, 
artificially enhancing the Al Ka signal if both are present in the analysis volume. Whilst the 
wavelength filter is unable to segregate these wavelength multiples, the gas counter can 
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segregate their different energies (1.487 keV for Al Ka and 2.984 keV for Ag La). By setting 
an energy discrimination threshold between the two energies, the Ag La pulses can be 
rejected, and the Al Ka intensity measured correctly. This energy filtering is termed ‘pulse 
height analysis’. 
A second benefit of energy filtering in the counter is that very low energy pulses, produced 
by noise in the system, can also be filtered out by setting a low energy threshold. This 
significantly reduces the background intensity in the spectrum compared to the EDS, greatly 
improving the peak to background ratio of the characteristic x-ray lines and therefore 
allowing for much lower detection limits to the achieved. 
1.3.4 Quantification 
A very basic description of the quantification process is provided here, sufficient for readers 
to understand the parameters relevant to this study. More detailed descriptions can be 
found in reference texts such as (Goldstein et al. 1992; Reed 2005). Equations are only used 
where they are informative and are given in their simplest useful forms. 
The measured content of a given element in the sample analysis volume, Cx, is the 
convolution of three sets of factors which need to be accounted for: 
𝐶! = 𝐼$𝐹$𝐹%𝐹& 
Equation 1.6 
where Is is the measured x-ray intensity from the sample, 
 Fs are sample dependent factors, 
 Fi are instrumental factors, and 
 Fe are environmental factors. 
The ‘measured x-ray intensity’ is the intensity of the characteristic x-rays at the line position. 
In the emitted x-ray spectrum, the characteristic peaks are superimposed on the 
bremsstrahlung or background signal. In the WDS the x-ray intensity is measured at the 
characteristic peak position and at 1 or 2 background positions close to, and ideally either 
side of, the characteristic peak. The background component under the peak is then 
interpolated from the background positions and subtracted from the measured peak to give 
the ‘measured’ peak intensity. 
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The instrumental factors include x-ray detector efficiency, resolution etc…, whilst 
environmental factors include the temperature and pressure etc… at the time of analysis. 
The gas filled x-ray counters in WDS described above are particularly sensitive to 
temperature and pressure, both affecting the density of the counter gas and therefore it’s 
gas amplification factor. Both the instrumental and environmental factors, Fi and Fe, are 
difficult to measure but can be cancelled out by the use of reference materials3, RM, of 
known compositions. The elemental composition in the RM, CR, is a factor of the intensity 
measured from the RM, IR, the sample dependent factors for the RM, FR, and the same Fi 
and Fe as for the sample. Dividing the unknown measured intensity by the RM measurement 














Since the composition of the RM is known the respective sample-dependent correction 
factors are fixed and known. The ratio Is/IR is known as the ‘k-ratio’, k, and is the base 
measured value for all quantification procedures. Equation 1.7 can therefore be arranged 
as: 





There is some inconsistency with the definition of the k-ratio: For compound reference 
materials IR can either be the as-measured intensity or can be adjusted to be relative to an 
effective pure element RM. For example, to measure oxygen in a sample it is necessary to 
use a compound reference such as Fe2O3. The as-measured O x-ray intensity is produced 
from the 30 weight percent (wt%) O in the RM whilst the adjusted intensity would be the 
extrapolated value for 100% O. In this study all k-ratios are based on the as-measured 
reference material intensities. 
 
3 Many people use the term ‘standard’ in this context. However, the International Standards Organisation (ISO) 
defined term is ‘reference material’, whilst the term ‘standard’ is reserved for a procedural document. 
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1.3.4.1 The Sample Dependent Factors 
The Fs term in Equation 1.8 can itself be characterised as combination of three distinct 
stages: x-ray generation, x-ray absorption, and x-ray fluorescence. 
1.3.4.1.1 Efficiency of X-ray Generation 
The ability of the sample to convert electron energy into characteristic x-rays is a 
combination of the number of primary electrons entering the sample, and the number of 
ionisation events per unit path length, which are functions of the backscattering coefficient 
and the stopping power: 
Electron Backscattering 
As described in section 1.3.1.2 Elastic Scattering and Backscattered Electrons above, some 
of the electrons entering the sample escape the sample surface as a result of high angle 
elastic scattering events. Since the energy carried out of the sample by these backscattered 
electrons cannot contribute to the generation of x-rays the proportional loss of the primary 
beam needs to be accounted for. The backscatter coefficient, h, is the number of 
backscattered electrons divided by the number of primary beam electrons, nB/nP. The 
proportion of remaining electrons, R = 1 – h. 
Measurements of h in pure elemental samples (Heinrich 1966a), plotted in Figure 1.18, 
show a strong correlation between h and atomic number, Z. As can be seen in the plot, the 
backscatter correction can be significant – for Z > 70 about 50% of the beam is lost to 
backscattering. The experimental data is close to but doesn’t exactly follow a completely 
smooth curve, with small element to element deviations. It can be approximated with a 
cubic function of the form ax3-bx2+cx-d (Reuter 1972), as shown in Figure 1.18. 
The effect of the increasing backscatter coefficient with Z is to decrease the proportion of 
primary electrons available to generate x-rays. The decrease in x-ray generation is restricted 
to the near-surface region where BSE can escape the sample surface, producing the 
decrease in intensity in the generated f(rz) curves shown in Figure 1.8 above, and controls 
the generated x-ray intensity at the surface, f(0). 
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Figure 1.18 Plot of experimentally measured backscatter coefficient values (red circles) for a range of elemental samples 
(Heinrich 1966a). The dashed curve and equation show the fitted cubic function to the experimental data. 
Stopping Power 
The stopping power, S, is the energy change per unit of mass thickness, -dEm/rds, where Em 
is the mean energy of the electron over the path interval, r is the material density and s is 
the path length. The minus sign is to show that the process is an energy loss. Energy losses 
are discrete events (i.e. each inelastic interaction). However, since the majority of the 
individual losses are small, and the number of interactions in any time interval averaged 
over all the electron trajectories is very large, the energy loss can be closely approximated 
as a continuous slowing process. Bethe (1930) derived an expression from basic principles, 
relating S to the atomic number, Z, and atomic mass, A, and the average electron energy 
over the path interval, Em. As is shown in the example plot in Figure 1.19, S calculated from 
his expression for a given Em decreases relatively steadily with Z. i.e. the beam loses energy 
more quickly per unit of mass thickness at lower Z. 
The rate of x-ray generation is a function of how much mass the beam interacts with. As the 
energy loss per mass unit decreases with increasing Z, the beam is able to travel through 
more mass of the sample and thus the x-ray generation due to the stopping power increases 
with Z. This is opposite to the effect of the backscattering factor, which decreases x-ray 
production with increasing Z. The proportional decrease in S (and thus the proportional 
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increase in x-ray production) is smaller than the proportional increase in h and thus the 
backscattering effect dominates and x-ray production decreases with increasing Z. 
 
Figure 1.19 Plot of stopping power as a function of atomic number, Z, for a beam energy of 20 keV. 
1.3.4.1.2 X-ray Absorption 
Absorption of the generated x-rays is normally the biggest factor affecting the emitted 
intensity. Unfortunately, it is also probably the most complex to quantify. The parameter 
used to characterise the degree of absorption is the mass absorption coefficient (also 
sometimes termed the mass attenuation coefficient), MAC or µ, in units of cm2g-1. This gives 
the degree an x-ray line is absorbed by a given element per unit of sample density. The 
decrease in the generated x-rays as a result of absorption is given by Equation 1.9 (Reed 
2005): 
𝐼 = 𝐼(𝑒)*+!	 
Equation 1.9 
where I is the emitted intensity, 
 I0 is the generated intensity, 
 µ is the mass absorption coefficient, 
 r is the material density, and 
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Each x-ray line has an associated MAC value for each absorbing element. For example, 
Figure 1.20 shows MAC values for C Ka and U Ma x-rays absorbed by elements from Z = 1 to 
94 (H – Pu). The compound MAC value for a given x-ray line in a multi-element sample is the 
sum of the individual elemental MAC values each multiplied by the weight fraction of each 
respective element. 
The currently used MAC values are almost all based on historic experimental 
measurements, carried out predominantly in the 1950’s and 60’s and tabulated into the first 
main database of values at the end of the 60’s (Heinrich 1966b). The measurements were 
mostly carried out using the ‘tracer method’ where the emitted intensity was measured 




Figure 1.20 Plots of mass absorption coefficient values for C Ka and U Ma x-rays absorbed by elements Z = 1 – 94 (H to Pu). 
Each plot shows values from 5 databases. Note that McMaster does not include any coefficient values for 
elements below Z = 11 (Na). See Table 1.8 for sources. 
Several compilations of values are in use today, many largely based on the original Heinrich 
compilation but with some values replaced with more recent experimental values. Five sets 
of data base values are plotted in Figure 1.20. The McMaster database doesn’t include MAC 
values for emitting elements below Z = 11 (Na) so no values are available for C Ka from this 
database. Table 1.8 provides the source references for each of the five databases plotted. 
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but with the light element MAC values taken from a more recent compilation (Henke and 
Ebisu 1973). There can be significant discrepancies between different database MAC values, 
for example for C Ka absorbed by elements with Z > 45. 
Database Sources 
MAC30 Heinrich (1987) 
CITZMU Heinrich (1966); Henke & Ebisu (1973) (light element data from latter) 
FFAST Chantler et al. (2005) 
McMaster McMaster, Del Grande, Mallett, & Hubbell (1969) 
USERMAC Farthing & Walker (1990) 
Table 1.8 Database sources for the MAC values plotted in Figure 1.20. 
MAC values can vary very widely in value, for example C Ka absorbed by Cl has a MAC of over 
50,000 cm2g-1 whilst U Ma absorbed by Ar is less than 150 cm2g-1. Values generally increase 
with Z, but with large and sudden drops at intervals. These sudden changes in MAC value are 
termed ‘absorption edges’ and result where a critical excitation energy, Ec, of a major energy 
shell of the absorbing element changes from being just less than to just greater than the 
energy of the absorbed x-ray line. As an example, Table 1.9 gives the Ec values for the K, L3 
and M5 shells for elements in the region of the three main absorption edges for U Ma as 
shown in Figure 1.20b. As is shown in Table 1.5 above, ionisation of these three shells produce 
Ka1, La1 and Ma1 x-rays respectively. The Ec values are colour-coded depending on whether 
they are smaller than (in green) or larger than (in red) the energy of the U Ma x-ray line (EU 
Ma = 3.171 keV). The Cl K-shell Ec < EU Ma whilst for the next element, Ar, Ec > EU Ma. The MAC 
value changes from over 1,000 to less than 150 between these two elements, as is shown by 
the first sharp drop in Figure 1.20b. Similarly, the L3 Ec changes from less than to greater than 
EU Ma between Z = 45 and 46 (Rh and Pd respectively), and the M3 Ec between Z = 88 and 89 
(Ra and Ac respectively). Thus, the three main edges seen in Figure 1.20b relate to K-, L- and 
M-series absorption edges in sequence with increasing Z. The L- and M- series edges also have 
smaller edges superimposed on the low Z side of the main edge. These correspond to the Ec 
transition values for the other sub-shells in each series, i.e. L1 and L2 for the L-series and M1 – 
M4 for the M-series. 
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U Ma (3.171 keV) Ec (keV) MAC 
(FFAST) Element Z K L3 M5 
Cl 17 2.822 0.200 - 1281.48 
Ar 18 3.206 0.248 - 137.33 
Rh 45 23.220 3.004 0.307 1797.17 
Pd 46 24.350 3.173 0.335 404.65 
Ra 88 103.922 15.444 3.105 1449.00 
Ac 89 106.755 15.871 3.219 577.97 
Table 1.9 Elemental critical excitation energies, Ec, relative to the U Ma x-ray energy of 3.171 keV and the corresponding 
mass absorption coefficient values from the FFAST database (Chantler et al. 2005). Ec values in red are higher 
than the U Ma x-ray energy, values in green are lower. 
The same is true for the C Ka MAC values, summarised in Table 1.10. Coincidentally, the L- 
and M-series absorption edges for C Ka are in roughly the same position relative to Z as the 
K- and L-series respectively for U Ma. The positions of the sets of absorption edges migrate 
to higher Z values as the energy of the absorbed x-ray line increases. 
Note that in Table 1.10 there is a discrepancy between where the Ec value for the M3 shell 
changes to greater than EC Ka, between Z = 44 and 45, and where the MAC value drops most 
significantly, which is between Z = 43 and 44: The M3 Ec for Ru (Z = 44), at 0.280 keV, is only 
just smaller than the 0.282 keV energy of the C Ka line and consequently, whilst absorption 
is possible, it will be very inefficient and thus produces a low MAC value.  
The fourth ‘edge’ in the C Ka MAC values are due to the N-series of shells. Having a large 
number of sub-shells and being closer to the outer valency levels in the respective elements 
this produces a broad ‘hump’ rather than a clearly defined ‘saw-tooth’ edge, and there is 
disagreement in the position of the edge between the four databases plotted. The exact 
positions and magnitudes of these edges can have significant impacts on quantification and 
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C Ka (0.282 keV) Ec (keV) MAC 
(FFAST) Element Z K L3 M5 
B 8 0.188 - - 33723.39 
C 9 0.284 - - 2220.76 
Ar 18 3.206 3.004 - 5378.66 
K 19 3.608 0.248 - 5027.12 
Tc 43 21.044 0.295 0.254 15279.82 
Ru 44 22.117 2.677 0.280 7794.55 
Rh 45 23.220 2.838 0.307 4684.84 
Table 1.10 Elemental critical excitation energies, Ec, relative to the C Ka x-ray energy of 0.282 keV and the corresponding 
mass absorption coefficient values from the FFAST database (Chantler et al. 2005). Ec values in red are higher 
than the U Ma x-ray energy, values in green are lower. 
The MAC values for L-series lines tend to be less well characterised than K-series values, 
being based on a smaller number of experimental measurements, and M-lines less well than 
either L- or K-series, leading to progressively larger potential errors. Thus, where possible, 
analysis should be carried out using K-lines whenever possible, L-lines if the K-lines are not 
possible, and M-lines only if neither K- nor L-series can be used. This is sometimes 
summarised as ‘use K if you can, L if you like but M only if you must’. One of the main issues 
with reducing analysis volumes by reducing the accelerating voltage is that only lower 
energy x-rays can be generated, forcing the use of L- or even M-lines. 
As shown by Equation 1.9 above, absorption is also influenced by sample density: A low 
MAC material can have higher absorption than a high MAC material if the lower MAC 
material density is proportionally greater. Bulk elemental densities vary significantly across 
the periodic table, as is shown in Figure 1.21, and this can be reflected in the range of 
densities in multi-elemental materials. The general trend is for elemental density to increase 
with Z, but elements in the first column of the periodic table (group 1 elements) have much 
lower densities than their near neighbours, whilst elements in the middle columns (groups 8 
– 12) have significantly higher values. In Figure 1.21 the group 1 elements are marked by red 
circles and group 9 by green triangles. 
 
 
UK MoD © British Crown Owned Copyright 2020/AWE 
50 
 
Figure 1.21  Plot of elemental bulk densities (Lide 1995). The red circles show the group 1 elements and the green triangles 
group 9. 
For homogeneous samples the bulk density value will affect the individual x-ray line 
absorptions proportionally the same. Where density can have a significant impact is for 
heterogeneous samples, for example in layered samples as described in section 1.3.4.3 
Analysis of Thin Films on a Substrate below. 
1.3.4.1.3 Fluorescence 
Where an x-ray has been absorbed the energy can be re-emitted. If the absorbing element 
has critical excitation edges with lower energies than the absorbed x-ray this re-emission 
can be in the form of an x-ray. This fluorescence therefore enhances the intensity of the 
fluoresced x-ray lines, increasing the apparent concentration of the relevant element if 
fluorescence isn’t accounted for. Technically only the lowest energy x-ray generated in a 
sample is incapable of fluorescing any x-rays. For analysis we only need to account for 
enhancement of the x-ray lines we are measuring. An often quoted example where 
fluorescence can be significant is for an Fe-Ni binary alloy (e.g. Goldstein et al., 1992; Reed, 
2005). 
As is shown in Table 1.11, a Ni Ka x-ray, with an energy of 7.472 keV, can be absorbed by an 
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emission of an Fe Ka x-ray. An Fe-Ka x-ray has too low an energy to ionise the Ni K-shell (Ec 
= 8.333 keV). Thus, the Fe Ka intensity will be enhanced by fluorescence, but the Ni Ka will 
not. For this combination the fluorescence correction for Fe can be as large as 25%. If the 
alloy also contains Cr, with a K-shell Ec of 5.989 keV, this can be fluoresced by both the Fe 
and Ni Ka x-rays. 
Energies (keV) Ka Ec K-shell 
Cr 5.411 5.989 
Fe 6.400 7.112 
Ni 7.472 8.333 
Table 1.11 Ka x-ray and K-shell critical excitation energies for Cr, Fe and Ni. 
Fluorescence corrections are generally very small. A survey of 430 (mostly binary) alloys 
showed that 90% of the combinations had corrections of less than 1% and rarely exceeded 
5% (Scott and Love 1990). 
A special case where fluorescence can be more problematic and isn’t accounted for in the 
quantification procedure is in the measurement of trace element measurements in a matrix 
close to a second phase that contains large amounts of the fluoresced element: x-rays, 
having no electrical charge, can travel significantly greater distances in a sample than 
electrons before they are re-absorbed. If these x-rays travel into a different phase adjacent 
to the analysis volume elements can be fluoresced and detected that are not present in the 
phase being analysed. For example, Figure 1.22 shows a vertical grain boundary between 
pure Fe and pure Ni, with a 20 kV analysis point on the Ni 1 µm from the interface. In pure 
Ni a 20 keV electron interaction volume will be less than 1 µm radius and so will not overlap 
the Fe-Ni interface. The Ni Ka x-rays generated within that volume will be able to travel tens 
of microns before being re-absorbed. Any Ni Ka x-rays that travel into the Fe can be 
absorbed and fluoresce Fe Ka x-rays. Any detected Fe Ka x-rays will be interpreted as a level 
of Fe concentration at the point of analysis even though no Fe is present at that point. This 
form of fluorescence, termed ‘secondary fluorescence’, can produce detectable apparent 
concentrations ~50 µm from an interface (e.g. Dalton & Lane, 1996; Feenstra & Engi, 1998; 
Llovet & Galan, 2003; Maaskant & Kaper, 1991; Reed, 1965). The magnitude of fluorescence 
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will decrease with distance of analysis from the interface, and the risk is that these 
concentration profiles are misinterpreted as evidence of elemental diffusion rather than 
recognised as analysis artefacts. 
 
Figure 1.22 Schematic showing secondary fluorescence of Fe Ka x-rays at some distance from the primary beam interaction 
volume. 
1.3.4.2 Quantification Procedure 
The correction factors described above are all functions of the composition of the sample. 
This gives us a Catch 22 situation: In order to quantify the composition, we need to know 
the values of the correction factors, but to know the values of the correction factors we 
need to know the composition. Fortunately, we can iteratively calculate the compositions 
and correction factors to derive the ‘correct’ composition: The correction factors are first 
estimated based on the relative k-ratios of the elements and a first estimate of the 
composition is calculated. The correction factors are re-calculated based on this 
composition and a second composition calculated. At each iteration the change in 
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1.3.4.3 Analysis of Thin Films on a Substrate 
Quantification using Equation 1.8 above assumes that the analysis volume is 
compositionally and structurally homogeneous. Given the micron-scale size of a typical 
interaction volume this is frequently a reasonable assumption to make. For this study, one 
important situation where this assumption is incorrect is where there are thin surface films 
or coatings on the bulk sample. The term ‘thin’ is not defined by absolute thickness but 
refers to any layer or layers in which the entire analysis volume is not contained within the 
given layer. 
The analysis of both thin samples (i.e. unsupported films) and thin coatings on substrates 
has been considered since the very early days of EPMA (e.g. Andersen, 1966; Cockett & 
Davis, 1963; Hutchins, 1966; Sweeney, Seebold, & Birks, 1960). Many of these early papers 
only addressed measurement of the thickness of a layer of known composition. Kyser & 
Murata (1974) generated calibration curves for Mn:Bi compositional ratio from 
experimental measurements of a range of MnxBiy films deposited on SiO2 substrates but it 
wasn’t until Pouchou & Pichoir (1990)  and  Waldo (1988) that both the thickness and 
composition of thin surface films could be quantified. Waldo used his published method to 
create a thin film analysis software tool, GMRFilm, which is used extensively in this study. 
Quantification on layered samples requires an accurate mathematical representation of the 
emitted f(rz) curves for each of the elements of interest, in particular the near surface 
region of these curves. The region is strongly controlled by electron backscattering and, in 
particular for low energy x-rays, by absorption. Indeed, Pouchou & Pichoir (1988) use this to 
determine the effective MAC from multi-voltage measurements of samples of known 
thicknesses and compositions. This method is applied in chapter 6 to measure C, O and U 
coefficients from C-coated UO2 samples. 
Early mathematical descriptions of f(rz) curves were very simple, largely due to the 
limitations of computing power at the time but could be fine-tuned from experimental 
measurements to provide surprisingly accurate quantification of a limited range of bulk 
sample types (Borovskii, Kozlenkov, and Bolochova 1984; Salter 1968; Scott and Love 1987). 
For example, Bishop (1974) used a simple rectangle to approximate the area under the f(rz) 
curve, whilst Love, Sewell, & Scott (1984) proposed a quadrilateral function. Packwood & 
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Brown (1981) showed that a plot of rz2 versus the natural log of f(rz) produces a straight-
line relationship for the portion of the f(rz) curve deeper than the curve maximum value. 
From this they concluded that the f(rz) curve is Gaussian, centred on the sample surface, 
but with the near surface region reduced (for example by backscattering losses) by an 
exponential b-factor determined from experimental measurements. Pouchou & Pichoir 
(1990) use two parabolic functions with a smooth join at fmax to model the main and near 
surface regions of the curve. Unfortunately, it is this near surface region that is particularly 
important for the analysis of thin surface layers and so is particularly sensitive to the 
accuracy of the fit to this region. Accurate knowledge of both the MAC and the layer 
densities are therefore important factors. 
1.3.5 Modelling 
Being able to accurately simulate the electron - x-ray - sample interactions is a very useful 
and powerful tool. For example, the electron trajectories shown in blue in Figure 1.22 are a 
realistic simulation of a 20 kV beam entering a pure Ni sample and allows us to see that the 
electron interaction volume should be wholly contained within the Ni if the beam is 1 µm 
from the interface. Four different software tools have been extensively used in this study: 
The PENEPMA (Llovet and Salvat 2016) variant of the PENELOPE (Salvat 2015; Salvat and 
Fern 2003) software engine, DTSA-II (Ritchie, Davis, and Newbury 2008), Casino v2 (Drouin 
et al. 2007), and GMRFilm (Waldo 1988). GMRFilm is based on direct calculation. As the 
name implies, it is used for the modelling of thin films, using the same equations as are used 
to quantify experimentally measured k-ratios as briefly described in section 1.3.4.3 Analysis 
of Thin Films on a Substrate above. The remaining three tools use a calculation method 
known as Monte Carlo modelling. Each tool has different capabilities and limitations. 
1.3.5.1 Monte Carlo Modelling 
The highly complex nature of the electron interactions within the sample do not make their 
simulation trivial: To be able to predict exactly where and what type of collision a given 
electron will have in the sample, and then what magnitude and type of energy loss it will 
suffer and what type of radiation is or is not emitted as a result, is essentially impossible. 
Instead, a method based on random numbers and probabilities, known as Monte Carlo 
modelling, is used. The random number generator ensures that all possible events that can 
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occur are considered, whilst the probability functions ensure that each event is correctly 
represented in the total number of events. The term Monte Carlo was apparently first 
coined by the Manhattan Project scientists in the 1940’s (Salvat 2015) since the use of 
random numbers is akin to rolling dice. 
For electron-sample interactions a single electron is considered at the point of entry into the 
sample. The electron is assigned an energy and a direction of travel. After a short path 
length, a random number generator combined with the probabilities of all the possible 
interaction mechanisms, is used to change the energy and/or the direction of travel. This is 
repeated at consecutive path intervals until either the electron has either exited the sample 
volume (e.g. by being backscattered) or its energy has dropped below a given threshold and 
it can be considered to have come to rest. Secondary electrons generated from any 
interaction events can also be spawned and their energies and trajectories followed. Figure 
1.1b shows a small number of electron tracks simulated in this way. If this is repeated for a 
large number of electrons a statistically realistic prediction of an electron interaction 
volume can be modelled, for example, as shown in Figure 1.2a where the absorbed and 
backscattered electrons for a 20 keV beam entering an Fe sample have been colour-coded 
blue and red respectively. From the relative proportions of these electrons we can derive 
the backscatter coefficient for the sample. 
Similarly, for x-ray analysis, random number generation is used to determine which of any 
electron interactions that lost energy through inner shell ionisation produce an x-ray and, if 
so, what its energy and direction of travel is. This is also followed over path intervals until it 
is either absorbed or exits the sample. If it is absorbed the probability of re-emission as 
fluorescence can be simulated. If it exits the sample, depending on its exit trajectory, it is 
either lost or collected by a simulated x-ray detector. A spectrum of x-ray energies is built up 
by simulating a very large number of electron trajectories. 
1.3.5.1.1 Pros and Cons 
The nature of Monte Carlo style simulations means that the results always include a level of 
statistical variation. This can be reduced by modelling more electron trajectories. However, 
statistical noise varies as the root of the number of values, i.e. to halve the noise level the 
number of values measured has to be increased by a factor of 4. As the number of values 
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increases a greater number of additional values is required to provide progressively smaller 
decreases in statistical noise. For the x-ray data this is compounded by the fact that only a 
very small proportion of electron interactions result in a detected x-ray. Figure 1.23 shows 
the total flux of Fe La x-rays emitted from a pure Fe sample as a function of accelerating 
voltage. At 20 kV 10,000 modelled electron tracks will yield an average of 4 Fe La x-rays. At 
5 kV this decreases to only 1. To get statistically meaningful count rates, then, requires 
hundreds of thousands or millions of modelled tracks. The low cost and increasing 
capabilities of personal computers makes the method easily accessible now, although 
simulations can still take many hours to run (see section 1.3.5.1.2 Fidelity versus Speed 
below). A very early paper using Monte Carlo modelling states that 67 g-ray trajectories 
were calculated by hand, with a claimed 1s deviation of ±10% (Hayward and Hubbell 1954). 
No mention is made as to how long these calculations took but this almost certainly 
represents a herculean effort by the authors and their collaborators at the time. 
 
Figure 1.23 Total emitted Fe La intensity from a pure Fe sample calculated using PENEPMA. 
A key benefit of the Monte Carlo method is that, because it considers each track segment of 
each electron trajectory in turn, the material that an electron travels through in one 
segment doesn’t have to be the same as that of the previous segment. i.e. non-
homogeneous samples can be modelled almost as easily as homogeneous bulk samples. 
This can be a relatively low level of complexity, for example a thin surface layer on a bulk 
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imposed by the software interface, can be considerably more complex. PENEPMA (Llovet 
and Salvat 2016) uses a separate geometry file to define the size, shape and compositions of 
all the bodies in the model. Each body can be constructed from the intersection, union 
and/or difference of multiple simple geometric shapes, allowing for highly complex 
resultant forms. In contrast, Casino v2 (Drouin et al. 2007) only allows either vertical or 
horizontal interfaces, but multiple layer thicknesses and compositions can be defined for 
these two configurations. DTSA-II (Ritchie et al. 2008) adds the ability to define an inclusion 
in a bulk substrate, along with simple geometric particles (e.g. sphere, cube or cylinder) on a 
substrate, but each model type is limited to a single layer, interface or particle. 
There are some computational limitations to the Monte Carlo method: Each track segment 
needs to be in a compositionally homogeneous medium and, for realistic and statistically 
valid modelling, there should be several track intervals within each region. Thus, a 
homogeneous thin surface coating can be modelled but a diffusion zone between two 
phases can only be approximated by dividing onto thin homogeneous sub-layers. If these 
layers are very thin the modelled track lengths can become very short, imposing a 
significant increase in computing overhead. 
A major limitation of the method is that, whilst x-ray intensities can be calculated from a 
defined sample geometry, the reverse process (calculating the sample geometry and 
composition from input intensities) is not directly possible. For simple geometries ‘forward’ 
calculations can be carried out for a set of conditions and a ‘reverse’ calculation can then be 
interpolated between these pre-calculated results. This method is used extensively in this 
study. The number of variables increases exponentially with sample complexity, so this 
method rapidly becomes impractical. For example, a single mono-elemental thin surface 
coating on a fixed composition bulk substrate might require modelling at 4 different coating 
thicknesses at 5 different accelerating voltages, making a total of 20 models to be pre-
calculated. Adding a second compositionally fixed layer on top, also modelled for 4 different 
thicknesses, increases the number of models to 80. If the composition of any one of the 
bodies is not fixed the number of required models is multiplied up again. For a simple binary 
composition this might only be a factor 4 increase, but a ternary compound might increase 
it by a factor of 16. 
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1.3.5.1.2 Fidelity versus Speed 
Both Casino v2 and DTSA-II limit the range of geometries available to a predefined set, e.g. 
horizontal or vertical planar interfaces. Casino also does not calculate contributions from 
secondary fluorescence since these are normally negligible. Each set allows for 
simplifications and assumptions to be made for the path interval calculations, allowing for 
significant increases in calculation speed: A thin surface film model calculated with 
PENEPMA may take up to 10 hours, but less than a minute with Casino v2 and DTSA-II. The 
assumptions and simplifications reduce the ‘fidelity’ of the Monte Carlo method in that it is 
not a pure step-by-step statistical modelling, but do not necessarily degrade the accuracy. 
As shown in this study, for sample geometries that match the pre-defined models 
permitted, the higher fidelity PENEPMA doesn’t necessarily agree more closely with 
experimental measurements. 
PENEPMA/PENELOPE provides ‘variance reduction’ tools, which can speed up calculation by 
reducing the number of trajectories modelled to reach a required statistical uncertainty, but 
typically still not to the degree possible with Casino v2 and DTSA-II. The section on variance 
reduction does note that such methods provided are “extremely problem dependent” 
(Salvat 2015). The two main variance reduction tools are forcing and splitting. 
The large number of trajectories required for good x-ray counting statistics is caused by the 
low probabilities of the x-rays being generated and then emitted, as shown in Figure 1.23 
above. Forcing increases the probability of x-ray generation. To maintain quantitative 
fidelity, the intensity of each x-ray is decreased by the same proportion as the probability is 
increased. i.e. if the forcing factor doubles the probability, each x-ray generated will be 
counted as a half. Since the number of events per electron track is increased the statistical 
noise is decreased but the total intensity should remain the same. 
Splitting attempts to concentrate the computer time to those tracks that contribute towards 
the measured signal. A single electron is split into multiple path options at a collision event, 
with each path given fractional weighting so that the sum still equals one electron. Since 
additional paths have been generated the counting statistics are improved but, on its own, 
this process requires additional computer overhead, so the net benefit is small. To reduce 
the computing overhead, tracks that point away from the region of interest (e.g. towards 
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the sample surface for near-surface electrons) can be stopped. However, there is a finite 
probability that, if continued, the surface-bound track would be deflected back down into 
the bulk of the sample by later collision events. A random number generation multiplied by 
the probability that the electron would leave the sample therefore determines if the track is 
stopped or not. 
1.3.5.2 Direct Calculation Modelling 
GMRFilm uses a thin film implementation of the quantification method described in section 
1.3.4.3 Analysis of Thin Films on a Substrate above. This limits the tool to only horizontal 
planar layers, but up to 13 individual layers of different compositions can be modelled. The 
main benefits are that it is extremely fast (a few seconds per model per condition set), and 
that it can be run both ‘forward’ and ‘reverse’ (i.e. k-ratios can be calculated from input 
thicknesses and compositions or compositions and thicknesses can be calculated from input 
k-ratios). Since it is based on calculation rather than statistical methods used in the Monte 
Carlo tools, there is no statistical noise in the results. i.e. a given set of conditions will 
produce exactly the same calculated values every time. This has the benefit that the 
accuracy of curves interpolated through modelled sample sets can be determined to a high 
level of confidence, but it gives no direct indication of the precision of the output values. 
1.4 A Brief History of EPMA 
The electron probe micro-analyser (EPMA) was born in 1951 as an almost fully formed 
technique from the seminal PhD thesis of Raymond Castaing (Castaing, 1951; see Duwez & 
Wittry, 1955, for an English translation). Not only did Castaing produce a working 
instrument, but also the basis for the correction procedures required for quantitative 
analysis. All the instrumentation and correction procedures we use today are essentially 
developments of his results and all ultimately reference back to his thesis. 
Surprisingly, the electron microscope had already been available since the early 1930’s 
(Rudenburg and Rudenburg 2010), and the existence of elemental characteristic x-rays had 
been known since the beginning of the 20th century (Barkla 1911; Barkla and Sadler 1908). 
The basis for the crystal diffractometer, allowing for the measurement of x-ray spectra, 
followed shortly after (Bragg 1913; Bragg and Bragg 1913). However, the idea to use an 
electron beam to excite characteristic x-rays for analysis was only formally proposed by 
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Hillier in a US patent in 1947 (Hillier 1947), the year before Castaing began his doctoral 
study, but Hillier never produced any working prototype. The first commercial EPMA, the 
MS85, was launched in 1956 by Cameca in Paris (De Chambost 2011), only 5 years after the 
publication of Castaing’s thesis.  
Castaing’s prototype was based on a modified electron microscope, with a fixed 1 – 3 µm 
diameter electron beam of ~10 nA, but included a Johansson geometry quartz diffraction 
WDS, an optical microscope, and a gas flow proportional counter. The beam was quite 
unstable and when he carried out measurements across diffusion couples he wasn’t certain 
that the variation he had measured was due to chemical variation or beam drift until the 
samples were removed and he could see the analysis points under an optical microscope: 
“This was a revelation…I realised that until then I had never really believed in electron probe 
microanalysis” (Castaing 1967). Duncumb later added beam scanning capability to his 
instrument, allowing both for electron imaging of the sample area prior to analysis and for 
rudimentary elemental mapping (Duncumb 1959). 
Adoption of the new technique rapidly accelerated, “By 1964 there were about 10 electron 
probes and 25 analysists in the Washington, D.C. area.” By 1966 “…the local group contains 
between 30 and 35 analysts 14 electron probes.” (Birks, Gilfrich, and Yakowitz 1968). Even in 
these early years, applications weren’t just limited to the analysis of ‘easy’ samples: A 
meeting of the Electrochemical Society in Washington D.C. in 1964 included presentations 
on EPMA of thin films and small particles, analysis of ultra-light elements, including chemical 
bonding effects on their peak shape and position, cryogenic mitigation of carbon 
contamination, and the analysis of uranium alloys (McKinley, Heinrich, and Wittry 1966). 
This meeting also reported Heinrich’s comprehensive compilation of mass attenuation 
coefficients, which still forms the basis for many of the currently used MAC databases 
(Heinrich 1966b, 1966a). 
1.5 EPMA of Radioactive Materials 
The history of the EPMA of radioactive (RA) materials is almost as old as the technique itself. 
The first spectrum of plutonium was reported in 1961, at AWRE (now AWE) (Scott 1961) and 
analysis of uranium alloys was also being carried out in the early 60’s (Colby 1963, 1966). 
The AWRE instrument was the very first commercial EPMA off the Cambridge Instruments 
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Company Ltd. Production line and which included the beam scanning capability designed by 
Duncumb and Cosslett (Cosslett and Duncumb 1956). Scott later upgraded the instrument 
to add a stearate diffraction crystal and pulse height analysis for ultra-light element 
detection (Ranzetta and Scott 1964). Within a few years analysis standard deviations of 
better than 0.05% were being reported for Pu-Ga alloys (Hakkila, Waterbury, and Metz 
1964). 
Walker (1999b) points out that the increase in availability and use of RA materials coincided 
with the birth and development of EPMA and that “a natural symbiosis has developed 
between the two”. The high spatial resolutions and low detection limits combined with the 
ability to non-destructively detect almost the entire periodic table are certainly attractive 
for materials which are difficult and expensive to handle and can be very limited in volume. 
1.5.1 Issues 
There are several issues that arise from EPMA of RA materials, in particular for the very high 
atomic number elements such as U and Pu which are the main focus of this study. These 
issues can be compounded, or the list added to, when analysis voltages are reduced to 
achieve the high resolutions afforded by a FEG electron source. 
In this section we outline the issues that arise from the combination of the material 
properties and low voltage analysis conditions. Only one of these, the radioactivity, is 
specific to RA materials, but the combination of RA, chemical activity and high atomic 
number together pose considerable low voltage analysis challenges. 
1.5.1.1 Radioactivity 
Radioactivity is the most obvious property that has the potential to cause analysis issues. 
1.5.1.1.1 Basic Principles 
There are six main mechanisms of radioactive decay, five of which produce some form of 
ionising radiation. Figure 1.24 shows the distributions of unstable nuclei relative to the 
stable elements and the type of decay that each unstable isotope predominantly undergoes. 
The different decay mechanisms are strongly grouped in different regions of the plot of the 
number of protons, Z, versus the number of neutrons, N, in the nucleus. 
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Figure 1.24 Chart of isotopes. The black line shows the Z=N relationship. For low Z the number of neutrons and protons are 
roughly equal in the stable nuclei. As Z increases, the number of neutrons increases faster than the number of 
neutrons to maintain nuclear stability. [from https://commons.wikimedia.org/wiki/File:Table_isotopes_en.svg] 
Alpha-decay 
a-decay is the emission of a He ion, made up of two protons and two neutrons, from the 
decaying nucleus. This gives the emitted a-particle a high mass and +2 charge. The high 
charge means they interact very readily with other atoms and consequently have very short 
mean free path lengths: They only have a range of a few cm in air and are unable to 
penetrate the few layers of dead cells that make up the surface of our skin. Within these 
short path lengths, they deposit all the kinetic energy from their high mass and cause a large 
amount of localised damage. As shown in Figure 1.24 this decay mechanism is 
predominantly found in heavy isotopes. 
Since the decaying nucleus loses 2 protons this changes it to a lower Z element. For 
example, the isotope of Pu (Z=94) with 240 nucleons (94 protons + 146 neutrons), denoted 
as 240Pu, undergoes a-decay. Following emission of the a-particle the remaining nucleus has 
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92 protons and 144 neutrons. An atom with 92 protons is U and the remaining number of 
nucleons (protons + neutrons) is reduced by 4, making the isotope 236U. This is also an 
unstable isotope that undergoes a-decay to 232Th, which also a-decays to 228Ra. The decay 
series continues predominantly through a-decaying unstable isotopes until the stable 
isotope 208Pb is reached. 
Beta-decay 
b-decay comes in two opposing forms, b--decay and b+-decay. As is shown in Figure 1.24, b--
decay is restricted to isotopes with a higher number of neutrons relative to the line of stable 
isotopes, whilst b+-decay only occurs to those with a higher number of protons. 
b--decay is the emission of a high energy electron and an antineutrino from the nucleus (the 
minus sign denoting the negative charge of the emitted electron). Note that the electron is 
emitted from the nucleus, as distinct from ionisation which is the ejection of one of the 
electrons orbiting the nucleus. This nuclear electron comes from the conversion of a 
neutron into a proton. Since the number of protons in the nucleus again changes by this 
decay process, increasing by 1, the element is again changed, but the number of neutrons 
decreases by 1 so the total number of nucleons is unchanged. For example, 14C undergoes b-
-decay to 14N. The smaller -1 charge of the b--particle gives it a higher range than an a-
particle, penetrating several tens of cm in air or a few mm of Al. 
b+-decay emits the anti-matter equivalent of the electron, the positron, and a neutrino. The 
positron, with a charge of +1, is emitted from a nuclear proton after it has absorbed an 
electron and become a neutron. The result is that the nucleus changes element by one 
proton less, but again maintains the same number of nucleons, so 10C b+-decays to 10B. 
Matter and their anti-matter equivalents auto-annihilate when they meet. When an emitted 
b+-particle encounters an electron the two are consumed and a pair of high energy gamma 
waves are emitted in opposite directions, each with an energy of 511 keV. 
Neutron Emission and Nuclear Fission 
Low mass isotopes made unstable by a high relative number of neutrons can increase their 
stability by emitting a neutron. The number of protons in the nucleus, and therefore the 
element, is unchanged but the number of nucleons decreases by 1. For example, 10Li emits a 
neutron to become 9Li. Neutrons, having no electric charge, are highly penetrating. H-atoms 
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have a high relative neutron capture cross-section so H-rich materials such as Perspex, make 
more effective neutron shielding than high mass materials. The emitted neutrons can also 
be captured by stable nuclei, making them unstable, a process known as ‘neutron 
activation’. 
Heavy isotopes can also emit neutrons if they undergo fission. This is the process of the 
nucleus splitting into two more stable fragments each with roughly half the mass of the 
parent atom. Since lower Z elements need a smaller number of neutrons relative to protons 
to become stable each fission process includes the emission of 2 – 3 neutrons. These 
neutrons can be absorbed by other unstable nuclei and cause those nuclei to fission, 
creating a ‘chain-reaction’. If more neutrons are absorbed than escape the fissionable 
material the process rapidly escalates, with an increasing number of fission events 
generating an increasing number of neutrons and the process is described as being super-
critical. In a nuclear reactor a fission process is kept in a balanced, ‘critical’, state using 
neutron absorbers and reflectors around the nuclear fuel. The heat generated as a by-
product of the nuclear reactions is used to make steam to drive the electricity generating 
turbines. It’s somewhat ironic that a ‘high-tech’ nuclear power station still ultimately 
generates electricity using steam. Forcing a chain reaction into a rapid super-critical state 
forms the basis of a fission nuclear weapon. 
Proton Emission 
Unstable isotopes of almost any mass which have a very high number of protons can 
increase their stability by emitting one or more protons. This reduces both the mass and the 
atomic number so, for example, 45Fe can emit 2 protons to become 43Cr. 
Gamma Radiation 
g-radiation is energy emission from a radioactive material in the form of electromagnetic 
waves, normally as a by-product of one of the decay processes above. Having no mass and 
no charge g-rays are very highly penetrating, travelling hundreds of metres in air or several 
centimetres of even heavy Z materials like Pb. The thickness and type of shielding required 
is a function of the energy of the radiation, with higher energy (shorter wavelength) g-rays 
having higher penetration and therefore requiring thicker and/or higher Z shielding. 
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There is no hard-and-fast definition of the range of energies encompassed by g-radiation 
and it can overlap with the energy range of x-rays generated by inner shell ionisation. A 
more useful definition is according to the source of the radiation: x-rays are emitted from 
the electron cloud around the nucleus whereas g-rays are emitted from the nucleus. 
1.5.1.1.2 Half-Life and Activity 
Different isotopes decay at different rates, depending on the degree of instability of the 
nucleus. Within a given time period there will be a probability that a nucleus has decayed. 
The more unstable the isotope, the higher the probability. The time interval where the 
probability reaches 50% is termed the half-life, l, of the isotope. Values of l can range from 
very small fractions of a second to thousands of years but is a fixed property for each 
isotope. 
Note that, since the half-life is a function of the instability of the isotope, it is completely 
independent of the number of atoms of that isotope remaining in the sample. For example, 
if we have a sample containing 2048 atoms of an isotope that has a half-life of 1 s, after 1 s 
50% of the atoms will have decayed, leaving 1024 atoms. After another second a further 
50% will decay, leaving 512 and so on. By the time 11 s have elapsed it’s probable that only 
1 atom will remain. Despite the fact this this last atom has survived 11 half-life intervals, it 
still has a 50% chance of surviving the next second, and 50% of surviving the next after that. 
The ‘activity’ of the sample does change with time. In the example above, the number of 
decaying atoms halves after each half-life interval. The overall activity of a sample is 
therefore a function of the half-life value and the number of atoms of each isotope 
remaining in the sample. 
1.5.1.1.3 Units of Activity and Dose 
There are three main SI units of activity, depending on what aspect we want to measure. 
Becquerel, Bq 
The simplest unit is the Becquerel, Bq, and is the number of decays per second, regardless 
of the type of decay. The Becquerel replaces the older non-SI units of Curies, Ci, and 
Rutherfords, Rd. Curies are a measure of the number of decays relative to a gram of radium. 
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1 Ci = 3.7 x 1010 Bq. 1 Rd is the amount of a given isotope required to produce 1 million 
decays per second. 1 Rd = 1 x 106 Bq. 
Sievert, Sv 
To measure the damage potential to biological tissue, sometimes referred to as the 
equivalent or effective dose, the type of radiation and type of tissue absorbing the radiation 
need to be accounted for: g-radiation is highly penetrating but will largely travel unabsorbed 
through a body whilst a-particles are easily shielded but will deposit all of their energy in 
any material that it is absorbed by. The SI unit the Sievert, Sv, includes weighting factors for 
both the radiation type, WR, and tissue-type being irradiated, WT. For example, for g-rays, x-
rays and b--particles WR=1, but for a-particles WR = 20. WT = 0.01 for the brain and 0.12 for 
lungs. 1 Sv is the amount of radiation that will produce a 5.5% chance of cancer developing 
and is measured in units of Jkg-1. 1 Sv is an extremely large dose so effective dose is more 
commonly measured in µSv or mSv. 
The Sv replaces the non-SI unit the rem (an abbreviation of ‘roentgen equivalent man’). This 
also included tissue weighting factors, with 1 rem producing a 0.05% chance of inducing 
cancer. 
Grey, Gy 
The Grey is a measure of the amount of energy absorbed by a material, also referred to as 
the ‘absorbed dose’, and is also in units of Jkg-1. It replaces the non-SI unit the rad. 1 rad = 
0.01 Gy. 
1.5.1.1.4 Effects on EPMA 
Radioactive decay can have a direct impact on the measurement process in the EPMA 
through two main effects; enhancement of characteristic peaks, and high background 
signals. 
The first of these is caused by ionisation of the sample by the RA decay products and 
produces characteristic x-ray peaks from any of the elements present in the sample even 
when there is no electron beam illuminating the sample (Lamontagne, Blay, and Roure 
2007). The intensity of these peaks is a function of the RA activity of the sample and the 
sample chemistry but is independent of the beam current. The intensity of these peaks can 
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easily be checked by measuring the peak intensity with the beam on and off. A smaller level 
of RA-induced fluorescence is from the direct emission of x-rays from unstable atoms as the 
electron shells re-adjust following a decay process. This effect is only produced by the 
unstable isotopes in the sample and provides a smaller contribution than the RA-ionisation 
driven process. The combined effect is generally very small, and no published references 
have been identified which refer to corrections required because of this peak enhancement. 
The impact on the measured background intensity is much more significant, in particular for 
high activity RA samples such as irradiated fuel pellets. This is an indirect process since the 
vast majority of the increased background signal is caused by radiation reaching the gas 
counter in the WDS. This can increase the background signal by 2 – 3 orders of magnitude 
(Walker 1999b). Heavy metal shielding in the spectrometer and around the sample to block 
the direct line of sight between the sample and the counter can reduce this to 1 order of 
magnitude. Pulse-height filtering in the counter can suppress the remaining effect further to 
allow for measurement of the characteristic peaks (Lamontagne et al. 2007; Walker 1999b). 
 
Figure 1.25 Schematic of a shielded EPMA for analysis of high activity RA samples [from (Perrot 1995)]. 
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Heavy-metal shielding is also used to protect sensitive components of the instrument from 
physical damage from high activity samples. Figure 1.25 shows a schematic of a generic 
shielded EPMA (Perrot 1995) which uses a trademarked W-Ni-Fe-Co alloy, Denal™, as the 
heavy metal shielding in the spectrometer, around the sample block, and in a ring around 
the analysis chamber. The photomultiplier tube for the secondary electron detector is also 
bent downwards to take it out of the line-of-sight of the RA sample. 
Shielded instruments are not a recent development. Jeffery (1967) describes an instrument 
with a GEC “Heavy Alloy” shielded counter entrance, a right angle eye-piece for safer optical 
microscope viewing of the sample, and a push-fit sample holder to allow for rapid sample 
insertion. The sample size was also minimised to reduce the RA dose. A shielded version of 
the very first commercial EPMA, Cameca’s MS46, was also installed and used for many years 
at the Institute for Trans-Uranium Elements, ITU, in Karlsruhe, Germany (Walker 1999a). 
The exact amount and type of shielding is customised for each customer according to their 
sample RA activities (De Chambost 2011). The ITU instrument used up to 13 cm thicknesses 
of Denal™ shielding to allow for the analysis of sample activities of up to 75 GBq (Walker 
1999b). The spectrometer shielding included both Pb collimators and 0.5 kG (kilo-gauss) 
magnets to trap high energy b-particles. To accommodate the required thickness of 
shielding the spectrometers of customised instruments may be larger than the standard 
instrument on which it is based. The increased Rowland circle size has the benefit of 
increasing the wavelength resolution of the spectrometer (see Equation 1.4 and Equation 
1.5 above), but at the expense of lower count rates due to the longer x-ray path length to 
and smaller solid angle for the counter (Restani and Wälchli 2012). 
EDS detectors are more problematic. These require direct line-of-sight to the sample so 
can’t be shielded during use. Figure 1.26a shows x-ray spectra measured on a Pu sample 
over a 3 year period (Brierley 2019). The reduction in detector resolution is clearly evident 
after the first 9 months of use. Many of the peaks in the 1 – 3 keV region are no longer 
differentiable and after 33 months the detector is essentially damaged beyond use. Figure 
1.26b shows more comprehensive measurements of detector resolution over a 24 month 
period (Tribet et al. 2016). When not in active use this detector was retracted to increase 
the distance from the RA samples. Whilst the detector was retracted the resolution was 
found to degrade slowly but consistently but immediately after each active use there was a 
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sharp increase in damage. Some but not all of this degradation was recovered after a few 
days without use. Some EDS manufacturers now offer a heavy metal sheath and flap 
system. When the detector is retracted into the sheath the flap drops down to cover the 
front of the sensor. This protects the sensor when it is not in active use, prolonging its 
lifetime, but cannot protect the sensor from accumulating damage during active use. 
   
a b 
Figure 1.26 Plots showing degradation of EDS resolution as a result of RA damage. From a) (Brierley 2019), and b) (Tribet et 
al. 2016) 
With the exception of the EDS detector, little or no instrumental shielding is needed for low 
activity samples. There are requirements to protect the operators, both those running the 
EPMA and those involved with moving and preparing the materials for analysis. This doesn’t 
directly impact the analysis process but does impose a significant overhead on the time and 
effort required to produce any analytical results. This type of protection commonly involves 
physical separation of the RA materials from any direct human contact. For example, the 
standard metallographic steps of cutting, mounting, grinding, polishing and coating samples 
may be carried out in a glovebox and the samples transferred to the instrument via a 
transfer vessel system. It’s interesting to note that the first reported x-ray spectra acquired 
of Pu were acquired on an unshielded instrument in a conventional laboratory space with 
only simple precautions being taken to control any potential loose contamination (Scott 
1961). 
Since only the high activity sample types have any direct impact on quantification, and these 
material types are highly specific to each industrial application (and are largely restricted to 
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1.5.1.2 Correction Factors 
As noted above in section 1.3.4.1.2 X-ray Absorption some of the correction factors required 
for quantification, for example the mass absorption coefficient (MAC), are not well 
constrained. For MAC values the degree of uncertainty increases both for high atomic 
number elements and for L- and even more for M-series lines (Bowles 1978; Reed 1965; 
Walker 1999b). Indeed, studies are still being carried out to try to improve MAC values for 
these very high atomic number elements, in particular in combination with low atomic 
number elements (Pöml and Llovet 2020; Poml, Llovet, and Himbert 2019). The combination 
of high and low mass elements has long been realised to be particularly problematic for 
absorption corrections: “The most difficult type of specimen likely to be encountered in light 
element microanalysis could be a heavy element such as uranium containing a mixture of 
light elements present in low concentrations” (Ranzetta and Scott 1964). 
As the atomic number increases the energies required to excite the K-lines rapidly becomes 
too high for conventional EPMA and the L-series lines need to be used. This effect is 
compounded when the accelerating voltage is reduced, as needs to be done to achieve the 
high spatial resolutions afforded by a FEG electron source. This constrains the energies of 
possible x-ray lines further so that, for high Z elements M-series lines need to be used. As 
the x-ray line energies are reduced, absorption and fluorescence factors both also increase 
(Bowles 1978). For example, Romig attempted to use U M-lines to analyse thin foil U-alloy 
samples but reported that the absorption factors were too high for the Cliff-Lorimer 
correction method he was using (Romig Jr. 1981). The transmission electron microscope 
(TEM) that he was using allowed higher accelerating voltages than are possible with EPMA 
and he was able to mitigate the issue by using only the K- and L-lines (Romig Jr. 1984). 
1.5.1.3 Chemical Reactivity 
Both U and Pu are highly chemically reactive. Their high affinity for O in particular 
introduces difficulties with microanalysis at low accelerating voltages (Bowles 1978; Romig 
Jr. 1981). As the analysis voltage is decreased the proportional contribution of surface 
oxides increases. Results in this study (see chapter 6) confirm that U-metal immediately 
grows a 10 – 20 nm surface oxide film in air. Even compounds such as carbides, which might 
normally be expected to be highly stable in air, can oxidise: Ranzetta & Scott (1964) carried 
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out analyses at voltages ranging from 1 to 20 kV and found the measured C content in UC 
increased with decreasing voltage, reaching a maximum value of 10 wt% compared to the 
stoichiometric value of 4.8 wt%. They attributed this increasing analysis error to surface 
oxidation of the UC. 
The analysis of oxide-free Pu- or U-metals and alloys are only possible using O-free sample 
preparation routes: In a recent study, Fe-U diffusion couples were successfully prepared 
under Ar, with an acid wash to remove any remaining surface oxides prior to assembling the 
couples (Huang et al. 2012). 
1.5.1.4 Reference Materials 
Not surprisingly there is a complete lack of any commercially available certified Pu-metal or 
Pu-alloys or compounds. Instead, analysis facilities working with Pu use ‘internal’ reference 
materials (Hakkila et al. 1964; Walker 1999b). These are samples which have been 
previously analysed at the facility and are used as a constant baseline analysis value against 
which other analyses are compared. Since these are unlikely to be traceable back to any 
internationally recognised reference, comparison of results between facilities will contain a 
component of uncertainty attributable to differences in their respective internal reference 
materials. This can be mitigated by sharing aliquots from a reference sample, but the very 
strict international controls on the movement of Pu makes this very expensive and only 
feasible for specific pairs of laboratories and certainly not a general solution. 
There are commercially available certified U-compounds, although these have become 
scarce recently. For example, Berkovits et al. (2000) lists 3 NBS U3O8 reference materials 
(National Bureau of Standards, now National Institute for Science and Technology, NIST) but 
a search of the NIST website (www-s.nist.gov) shows that these are no longer available and 
the only EPMA-suitable U-bearing reference materials are glasses containing trace levels of 
U. SRM 610 has the highest U content at 461.5 ppm (0.0461 wt%) U. These reference 
materials are suitable for the analysis of minerals containing similar trace levels of U, for 
example for U-Th-Pb geochronology, but would involve very large corrections for the 
analysis of high U-content alloys. P&H Developments Ltd. (www.pandhdevelopments .com) 
list a 5% U in glass, but this is still low for analysis of U metal or high U-content alloys. 
 
 
UK MoD © British Crown Owned Copyright 2020/AWE 
72 
Ranzetta & Scott (1964) attempted to use UC, on the basis that this is electrically conductive 
over the 1 – 20 kV voltage range of their analyses to allow for it to be used uncoated. 
However, as mentioned above, a dramatic increase in the measured C content as they 
reduced the accelerating voltage and attributed this to surface oxidation of the UC. 
Kitamura, Sakane, & Shunsaku (1982) used a U-metal wire RM but restricted their analyses 
to 25 kV to minimise the effect of the surface oxide which must have been present. They 
also give no chemical provenance for the wire. Huang et al. (2012), used a variation of the 
internal reference approach in their study of U-Fe diffusion couples, analysing areas of the 
diffusion couples well away from the diffusion zones as reference analysis points. They were 
also able to prepare and acid wash their samples under Ar to minimise the growth of 
surface oxides. 
An alternative method has been proposed which removes the use of reference materials 
(Moy, Merlet, and Dugne 2015). Their approach separates the instrument and sample 
specific factors. The instrument factors are determined using a combination of peak fitting 
and measurements over a range of voltages at the analysis element line positions using 
materials which do not contain the target elements. The measured ‘blank’ intensities are 
ratioed against Monte Carlo modelled backgrounds to produce pseudo k-ratios. However, 
the authors could only produce accuracies of ±10% for Pt, Au, Pb and U bulk samples 
between 6 and 36 kV and this method is not in general use. 
1.5.1.5 X-ray Lines 
As the atomic number increases the number of orbiting electrons and therefore the number 
of both the energy levels and the possible transitions also increase. A direct consequence of 
this is the potential for overlaps between different x-lines from different elements 
increases. The region of the energy spectrum occupied by the M-series lines for the actinide 
elements (Ac – Lr), which includes both U and Pu, is particularly congested. Figure 1.27 
shows the energies and intensities for the M-series lines of just the four actinide elements U 
– Am. The intensities are relative to the Ma line intensity for each element. The Pu Ma line 
is overlapped by the U Mb line so, for the analysis of Pu-U materials the Pu Mb may be a 
better choice but this, in turn is overlapped by the U Mg2 line. Whilst this is a low intensity 
line, being only ~2% of the U Ma line intensity, this can still add 0.8% of the U concentration 
to the apparent Pu content (Walker 1999a). Similarly, the Am Ma line is overlapped by the 
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Np Mb line. Even if the peak position is not directly overlapped, the choice of background 
measurement positions have to be selected carefully. 
Note that the intensity of the U Mb line is 1.8 times that of the U Ma line. This is due to the 
position of the Ar K-shell absorption edge between these two lines, with the U Ma line 
falling just on the low energy side of the edge where the absorption and therefore detection 
efficiency is significantly lower and thus decreases the relative intensity of the Ma line. If U 
is to be measured on an Ar-containing gas counter, the low absorption of the Ma line needs 
to be considered. If no Pu is present in the sample the Mb line may be a better choice. If the 
Ma line does need to be used, the position of the high energy background measurement 
needs to be selected to lie on the low energy side of the Ar absorption edge. The Xe L3 
absorption edge has a significantly smaller change in absorption than the Ar K-edge, and 
also falls above the top end of the energy range for the M-series lines for these four 
elements making a good choice where available. 
 
Figure 1.27 Energies and relative intensities for the M-series lines of the elements U – Am. Data from Kleykamp (1982). The 
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Other elements being analysed also have an increased risk of overlaps from the large 
numbers of potential heavy element x-ray lines: Bearden (1967) lists 80 x-ray lines for U 
alone. As will be shown in chapter 6 a low energy U N-shell to O-shell transition causes 
significant overlapping issues for the analysis of C in U. 
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Chapter 2 Methods 
2.1 RA Sample Handling 
2.1.1 UK Legislation 
The storage, handling and preparation procedures used for the uranium samples in this 
study were required to comply with three main sets of regulations: Ionising Radiations 
Regulations 2017, IRR17, (HM Government 2017), the Environmental Permitting Regulations 
2016, EPR16, (HM Government 2016), and The Carriage of Dangerous Goods and Use of 
Transportable Pressure Equipment Regulations 2011 (HM Government 2011). 
IRR17 is regulated by the Health and Safety Executive (HSE) and replaces the 1999 version, 
IRR99. It imposes requirements that exposure of employees and general public to ionising 
radiation shall be As Low As Practicable (ALARP) and be within set dose limits. The limits 
used by the University of Bristol are those defined in the European Basic Safety Standards 
from 5th-Dec-2013, summarised in Table 2.1 in units of milli-Sieverts per year, mSv/yr. 
Radiation working areas are required to be access controlled, have local rules for permitted 
activities, and be equipped with monitoring facilities relevant to the energies and types of 
radiations in the area. Uranium is classed as a ‘nuclear material’ as defined by the Nuclear 
Non-Proliferation Treaty and storage and accountancy must also comply with Euratom 
Safeguard requirements, which includes annual reporting of holdings. 





Classified employees 18+ yrs 20* 20 500 
Trainees <18 yrs and non-classified employees 6 15 150 
Others 1 15 50 
Table 2.1 Annual dose limits in mSv/yr set by the European Basic Safety Standards 5th-Dec-2013. * An abdominal dose 
limit of 13 mSv/yr applies to women with child-bearing capacity. 
Classified workers are defined as employees whose ionising radiation dose is likely to 
exceed 0.3 of any of the applicable annual limits in Table 2.1. Any such employees are 
required to undergo regular dose monitoring, including medical surveillance and annual 
health checks. Currently no University of Bristol staff or students are defined as Classified 
due to their activities at the university. 
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EPR16 comes under the remit of the Environmental Protection Agency (EPA) and defines the 
requirements for storage, accumulation and disposal of RA materials and RA contaminated 
waste. The EPA sets permitted limits on waste storage quantities and durations for each 
site. High activity sealed RA materials are also required to comply with the High Activity 
Sealed Sources Regulations 2005 (HM Government 2005). The activity of all the materials 
handled in this study was low enough to not require compliance with these latter 
regulations. 
For transport, RA materials are classed as ‘dangerous goods’, and are regulated by the 
Office for Nuclear Regulation (ONR) under The Carriage of Dangerous Goods and Use of 
Transportable Pressure Equipment Regulations 2011. Transport includes any movement 
through areas where non-classified workers may be exposed, for example between 
controlled areas within a building or between buildings. 
The University of Bristol controls compliance with the required regulations through the 
appointment of a University Radiation Protection Adviser (RPA) and Radiation Protection 
Supervisors (RPS) for each school/department which includes ionising radiation activities. All 
users are required to undergo regular radiation safety training and be registered on the 
University Radiation Database. The database also acts as the central repository for RA-
related forms, guidance notes and risk assessments. 
2.1.2 Risk Assessments 
IRR17 requires that a risk assessment be carried out for any activity or procedure that may 
involve exposure to ionising radiation. These include calculations of the expected doses, 
disposal routes for waste materials, and emergency and contingency plans. The mitigated 
risks must be unlikely to result in doses greater than 6 mSv/yr whole body or 60 mSv/yr to 
the extremities, or 0.3 of any other applicable dose limit. The risk assessments generated for 
this study are given in Appendix C. 
2.1.3 Sample Preparation 
The depleted uranium metal and uranium-niobium alloy samples used in this study were all 
prepared in the University of Bristol Department of Physics Uranium Laboratory. Latex or 
nitrile gloves, plastic overshoes, lab coat and an orinasal mask were worn during all 
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preparation activities in this working area. Monitoring was carried out and recorded at the 
start and end of each preparation session. 
One or two metal tile samples, typically 10 – 15 mm square and ~1 mm thick, were each 
mounted onto a 25 mm diameter brass block using adhesive carbon tabs and/or silver paint. 
The surface of each tile was hand ground flat with 600 and 1200 grit SiC paper then polished 
with diamond suspensions from 9 µm to 1 µm on a short-napped polishing cloth. The 
samples were washed and rinsed with water and alcohol between each grinding and 
polishing stage. The polished samples were then loaded into a steel transport container and 
this was placed in a metal briefcase ready for transport to the Earth Sciences buildings. 
Waste materials were collected together and placed in the lab RA waste bin. 
A two-person rule was applied to carry the briefcase between the Physics and Earth 
Sciences buildings, one to carry the case and an escort to provide support in the event of a 
loss of containment of the transport vessel during the transfer. On arrival in the FEG-EPMA 
laboratory in Earth Sciences signs were posted to designate the area as a temporary RA 
working area. Wearing latex or nitrile gloves, the area was monitored, and filter paper 
swabs taken, bagged and labelled prior to opening of the transport container. A blank swab 
was also labelled and bagged to act as a control. On opening the container, the samples 
were immediately loaded into the FEG-EPMA sample shuttle and loaded into the instrument 
and pumped down to the instruments operating vacuum level (~10-4 Pa). The one exception 
to this was for the air exposure experiment (see section 6.5.2 Measurement of Oxide 
Thickness), where a final fine polish and clean stage was added immediately prior to loading 
the samples into the shuttle. Gloves and any other waste materials were bagged for return 
to Physics. The samples remained within the instrument for the duration of the analysis 
session. 
At the end of the analysis session gloves were again put on and the samples removed from 
the instrument and returned to the transport container. The shuttle and work area were 
again monitored, and swabs taken and labelled. The transport container, bagged waste and 
labelled swabs were then all loaded into the metal briefcase and the two-person procedure 
again used to transport back to the Physics building. 
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PPE was again donned and the briefcase unloaded at the entrance to the Physics 
Department Uranium Laboratory working area: The waste was placed in the RA bin, the 
samples placed in the laboratory safe for later return to the main Physics Department RA 
store, and the swabs monitored and the activity levels recorded. 
2.2 EPMA 
The theoretical background to EPMA as an analysis technique is given in chapter 1, and the 
specific conditions used for each set of analyses are detailed in chapters 3 – 6. Table 2.2 
gives the spectrometer configurations for the EPMA used for this study, a JEOL (JEOL UK 
Ltd., Welwyn Garden City, UK) JXA-8530F FEG-EPMA at the University of Bristol, School of 
Earth Sciences. 
Spectrometer Sp 1 Sp 2 Sp 3 Sp 4 Sp 5 
Type FCE XCE H H Large XTAL 
R (mm) 140 140 100 100 140 














Table 2.2 Spectrometer configuration of the University of Bristol, School of Earth Sciences JEOL JXA-8530F FEG-EPMA. The 
geometry for each crystal, Johann (J) or Johansson (Js) are shown in brackets. 
The instrument has three types of spectrometer: Four crystal (FCE), two crystal (XCE), and 
high intensity (H). Each is fitted with either a P10 gas flow proportional counter for lower 
energy x-rays or a sealed Xe gas counter for higher energies. The H-type spectrometer 
provides higher count rates at the expense of slightly lower wavelength resolution by using 
a smaller Rowland circle radius of 100 mm compared to the 140 mm for the FCE and XCE 
spectrometers. The smaller radius requires a different radius of curvature and grind for the 
diffracting elements and these are denoted as TAPH, PETH and LIFH. Spectrometer sp 5 
provides higher count rates without compromising wavelength resolution by using large 
area diffracting elements, PETL and LIFL, instead of a reduced Rowland circle. These larger 
crystals reduce the maximum capacity of the spectrometer from 4 to 2 diffracting elements. 
Each crystal has either a simple Johann curved geometry (J) or a curved and ground 
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Johansson geometry (Js). For descriptions of the counter and crystal types see section 
1.3.3.2 Wavelength Dispersive Spectrometers (WDS). 
The differences in the crystal mechanisms influences the absolute mechanical, and 
therefore wavelength and energy ranges of the spectrometers. Figure 2.1 shows the energy 
ranges for each of the crystal and spectrometer configurations for both JEOL and Cameca 
(Cameca, Paris, France) spectrometers. 
 
Figure 2.1 Energy ranges of the different spectrometer configurations. From www.microbeamanalysis.eu. 
2.3 Focussed Ion Beam 
FIB is a highly versatile imaging, analysis and sample preparation tool. Goldstein et al. (2018) 
provides a good overview and links to more detailed references for the technique and its 
applications to electron microscopy. 
The FIB column has many common features with SEM and EPMA in that a high voltage is 
used to accelerate the charged particles through an evacuated column in which lenses focus 
the particle beam to a small diameter on the sample surface. The much greater mass of the 
ions, typically Ga, Ar or Xe, give them sufficient kinetic energy to ablate the sample surface. 
Indeed, whilst electrons rarely cause sample erosion (the particular case of electron-beam 
induced C erosion is described in Chapter 3) ions will normally remove material from the 
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An ion column is capable of producing higher contrast and lower noise secondary electron 
images than an electron microscope at a comparable beam current. The SE yield from ions is 
higher than from electrons and does not contain a backscattered electron component. 
Whilst BSE adds a compositional component to SE images, it reduces the contrast of the 
topographic information in the electron microscope. In addition, ions are more strongly 
influenced by lattice orientation in crystalline samples and so produce a stronger 
channelling contrast in the resulting SE image. 
The strength of the FIB as a sample preparation tool is in the fine milling control that the 
focussed ion beam provides. To protect the surface during milling a protective ‘strap’, 
commonly of Pt, is first deposited on the sample surface along the line of the section to be 
cut: An organo-metallic gas is injected into the path of the ion beam which cracks the gas 
and deposits the metal component onto the sample surface. Imaging of the deposition area 
prior to injection of the precursor gas can result in damage to or removal of material from 
the surface of the sample. Electron imaging of the area does not suffer from this effect and 
the electron beam can also be used to deposit strap material, although the rate of 
deposition is slower than for the ion beam. It is commonly used to deposit an initial thin 
strap that is then bulked up with a thicker ion deposited layer. In its simplest form, a cross-
section can be cut through sub-micron features such as an inclusion, surface particle or 
surface layer, by milling an asymmetric trench, as shown in Figure 2.2. The vertical face 
shows the cross-section through the feature of interest whilst the slope face allows for the 
section face to be imaged and measured. Any vertical measurements on the section face 
need to be corrected for the foreshortening effect of the tilted viewing angle. 
 
Figure 2.2 Schematic showing geometry of FIB milling for cross-sectioning through a protective Pt strap (blue) and a thin 
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Initial milling uses a high beam current for rapid material removal. Some of the material 
ablated redeposits on the sample, producing an effect on the cut sectional face known as 
‘curtaining’ due to its draped appearance, which obscures the cross-sectional information. 
Figure 30.9b in Goldstein et al. (2018) shows this effect quite clearly (although no mention is 
made of it in the text). To remove the curtaining layer the beam current is reduced, slowing 
both the rate of removal and the local redeposition. 
Optimum flexibility is provided by dual column instruments, which combine both an 
electron and an ion column inclined relative to each other but with a common point of focus 
on the sample surface. These provide the benefits of both electron and ion imaging, as well 
as allowing for simultaneous SE imaging of an ion milling process. Such instruments can also 
include analytical tools such as energy dispersive x-ray detectors (EDS) and electron 
backscatter detectors (EBSD) to provide elemental and crystallographic analytical 
capabilities. 
 
Figure 2.3 FIB cross-section of an Al coated Bi sample showing the layers that make up the section and the tilt-corrected 
measured thicknesses of the Al layer. 
The cross-sections described in Chapter 4 were prepared using an FEI Helios NanaLab dual 
beam SEM-FIB in the School of Physics at the University of Bristol. To preserve the full 
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followed by a thicker ion-beam deposited layer. A 1 µm wide asymmetric trench was cut 
with a 30 kV, 6.5 nA ion beam and the cross-section face then cleaned with a 30 kV, 1 nA ion 
beam. Figure 2.3 shows a labelled FIB milled cross-section through an Al on Bi sample. The 
indicated thicknesses have been corrected for the 52o viewing angle. The mottled 
appearance of the Pt straps is due to incomplete break-down of the organic component of 
the Pt organo-metallic precursor gas. The electron beam is less efficient than the ion beam 
at cracking the precursor gas and the deposited strap layer contains a higher proportion of 
organics and so appears darker than the ion beam strap, as seen in Figure 2.3. 
2.4 Linear and Biplanar Fitting to Model Data 
GMRFilm (Waldo 1988) and PENEPMA (Llovet and Salvat 2016) were used to generate 
theoretical k-ratios for 2 and 3 layered models: coating on substrate and coating on oxide 
on substrate respectively. GMRFilm outputs k-ratios directly but PENEPMA outputs absolute 
intensities. To calculate k-ratios from these intensity values bulk materials were also 
modelled using PENEPMA to act as reference materials using Equation 2.1. This is exactly 
equivalent to measuring intensities on known reference materials to generate measured k-
ratios from intensities measured on the sample. For example, bulk Fe2O3 was modelled at 
the same accelerating voltages and electron fluxes as used for the oxide models, and the O 
Ka k-ratios calculated by dividing the intensity from the layered model by that from the bulk 






where km is the modelled k-ratio, 
 Il is the modelled intensity on the layered sample, and 
 Ib is the modelled intensity on the bulk sample 
Whilst this required more models to be calculated compared to GMRFilm it had the benefit 
that the reference material could easily be changed by calculating the intensities for the 
new bulk material at the required voltages. Examples of the PENEPMA geometry (.geo) and 
instrument condition (.in) files used are given in Appendix A, along with the scripts used to 
extract the required intensity data from the output files generated by PENEPMA. 
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The PENEPMA instrument configuration file includes parameters for the energy cut-off 
values for hard inelastic collisions (WCC) and bremsstrahlung emission (WCR), below which 
the electrons are considered to have come to rest. The default values for these two 
parameters in 1 keV, which is higher than the critical excitation energies for soft energy x-
rays such as C Ka (0.284 keV) or O Ka (0.532 keV). i.e. there is still the potential for 
‘stopped’ electrons in the simulation to have generated these x-rays. Decreasing the cut-off 
values can significantly increase the simulation time for each of the model runs. Testing of 
the C on UO2 and UO2 on U models with WCC = WCR = 200 eV showed no differences 
compared to the same models run with the default values at the 5 significant figure level of 
precision reported in the PENEMPA results. Consequently, all the models in this study were 
calculated using the default values of WCC = WCR = 1 keV. 
Linear and biplanar coefficient values and R2 goodness of fit values for the modelled k-ratios 
were calculated using Microsoft Excel (Microsoft Corporation, Seattle, USA). For the linear 
fits the LINEST function was used in combination with the INDEX function to extract the 
straight line gradient, m, and y-axis intercept, c, coefficients: 
m = INDEX(LINEST(y-values, x-values),1) 
c = INDEX(LINEST(y-values, x-values),2) 
The RSQ function was used for the R2 value: 
R2 = RSQ(y-values, x-values) 
For the biplanar coefficients the Excel SOLVER routine was used: For a given model at each 
accelerating voltage, for each combination of coating, tc, and oxide, to, thicknesses, the 
relevant k-ratio value, y, was calculated using the biplanar equation using starting values for 
the biplanar coefficients, a, b, c and d: 
𝑦 = 𝑎. 𝑡0 + 𝑏. 𝑡1 + 𝑐. 𝑡0𝑡1 + 𝑑 
Equation 2.2 
The differences between the model and biplanar calculated k-ratios at each tc and to were 
squared and summed to give an ‘error’ value for the fit. The SOLVER routine iteratively 
adjusted a, b, c and d until the minimum value of ‘error’ was achieved. It was found that 
whilst SOLVER always significantly reduced the error from the starting value, it didn’t always 
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fully converge on the smallest error. Re-running the routine 3 times, using the finishing 
coefficients of the previous run as the starting point for each repeat, was always sufficient 
that further repeats showed no further improvements in the error value. The default 
SOLVER settings were used but visual inspection of the differences between the linear and 
biplanar surfaces and the GMRFilm modelled data showed only the residual curvature of the 
model data, indicating the linear components had been sufficiently fitted. 
All the linear and biplanar coefficients and R2 values calculated during this study are 
compiled in Appendix A. 
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Chapter 3 Electron Beam Induced Carbon Erosion and the Impact on 
Electron Probe Microanalysis (Matthews et al. 2018a) 
3.1 Declaration 
This chapter, with the exception of formatting and segregation of references, is a verbatim 
copy of “Electron Beam Induced Carbon Erosion and the Impact on Electron Probe 
Microanalysis” (Matthews et al. 2018a), submitted to Microscopy and Microanalysis in May 
2018 and published in November 2018. As lead author I designed and carried out all the 
experimental work, processed and interpreted the acquired data, and wrote the draft 
paper. My co-authors, Kearns and Buse, reviewed, commented on and made editorial edits 
to the paper for final publication. 
3.2 Abstract 
Electron beam induced carbon contamination is a balance between simultaneous deposition 
and erosion processes. Net erosion rates for a 25 nA 3 kV beam can reduce a 5 nm C coating 
by 20% in 60 s. Measurements were made on C coated Bi substrates, with coating 
thicknesses of 5 – 20 nm, over a range of analysis conditions. Erosion showed a step-like 
increase with increasing electron flux density. Both the erosion rate and its rate of change 
increase with decreasing accelerating voltage. As the flux density decreases the rate of 
change increases more rapidly with decreasing voltage. 
Time Dependent Intensity (TDI) measurements can be used to correct for errors, in both 
coating and substrate quantifications, resulting from carbon erosion. Uncorrected analyses 
showed increasing errors in coating thickness with decreasing accelerating voltage. Whilst 
the erosion rate was found to be independent of coating thickness this produces an 
increasing absolute error with decreasing starting thickness, ranging from 1.5% for a 20 nm 
C coating on Bi at 15 kV to 14% for a 5 nm coating at 3 kV. Errors in Bi Ma measurement are 
<1% at 5 kV or above but increase rapidly below this both with decreasing voltage and 
increasing coating thickness to 20% for a 20 nm coated sample at 3 kV. 
 
 
UK MoD © British Crown Owned Copyright 2020/AWE 
86 
3.3 Introduction 
C is predominantly the coating material of choice for electron probe microanalysis: Its low 
atomic number, and consequently generally low absorption of both electrons and x-rays, 
means that it can normally be considered an insignificant component of analysis; it has one 
x-ray emission line which generally does not interfere with other elements of interest; it is 
easy to apply in thin, consistent and electrically conductive layers; it is cheap. At low 
accelerating voltages, however, even a thin C coating can become a significant component 
of the analysis volume: At 5 kV a 20 nm C coating will reduce the La emission from a Bi 
substrate by 10% (Chapter 4). 
However, regardless of the coating material used, C contamination build-up is a known issue 
in electron microanalysis, forming ring-shaped contamination deposits (e.g. Buse & Kearns, 
2015; Reimer & Wachter, 1978) several microns wider than the beam diameter (Silvis-
Cividjian et al. 2002). The lateral extent of the contamination spots produce changing 
coating thicknesses not just under the beam analysis spot but for consecutive analyses 
when small point spacings are used. Indeed, the ring-shaped topography typical of these 
contamination build-ups has a more adverse effect on subsequent closely adjacent analyses 
than on the analysis point forming the initial contamination (Buse and Kearns 2015). 
What is less commonly reported in microanalysis studies is erosion of C by the electron 
beam. Heide (1962) measured erosion rates of up to 1 nms-1, although this was at sub-
ambient temperatures. Figure 3.1a shows a backscatter electron (BSE) image of a single 
contamination spot formed by a static focussed electron beam, approximately 100 nm 
diameter, on a carbon coated Bi sample. The classic ring-shaped contamination morphology 
can clearly be seen, extending to a diameter of ~2 µm. However, the centre of the 
contamination appears brighter in this BSE image than the surrounding uncontaminated 
sample, which is confirmed by the brightness profile plot shown in Figure 3.1b. The 
increased BSE brightness may be caused by partial erosion of the C coat, locally increasing 
the mean atomic number and thereby the backscatter coefficient. Where the C is present as 
contamination erosion may be advantageous if the contamination can be removed entirely, 
but where it is not fully removed, or where the C being eroded is the conductive coating, 
this effect can be as deleterious as contamination build up since it changes the surface 
coating thickness. In this study we investigate the factors that influence when erosion 
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occurs, how it can be mitigated, measure the rates of erosion, propose what factors affect 
the rate, and characterise the potential impact on quantification of the sample beneath the 
conductive coat. 
The results reported here are for C coated Bi samples. These form part of a wider study on 
the microanalysis of nuclear materials, with Bi acting as a heavy metal non-radioactive 




Figure 3.1 a) BSE image of a contamination spot formed by a static focussed electron beam, approximately 100 nm in 
diameter, on a carbon coated Bi sample. 
b) Image brightness profile across the contamination spot as measured along the yellow region shown in a). 
3.4 Materials and Methods 
Four samples of Bi metal were mounted in conducting Bakelite, ground and polished with 




















UK MoD © British Crown Owned Copyright 2020/AWE 
88 
A combination of propanol followed by a rinse with ethanol was found to be the most 
effective way to wash off the polishing oil and leave a residue free surface. This is in 
agreement with Pinard (2016) who carried out an in-depth comparison of the carbon 
surface residues left by different solvents and measured the lowest levels for ethanol, 
methanol and petroleum benzene. The cleaned polished faces were then C coated in a Leica 
ACE600 coater (Leica Microsystems Ltd., Milton Keynes, UK), with a C-cord source, to target 
thicknesses of 5, 10, 15 and 20 nm. The deposited thicknesses, as measured using a Film 
Thickness Monitor (FTM) sensor co-located with the samples, were 5.06, 10.08, 15.10 and 
20.28 nm. For brevity the four samples will be referred to using their nominal thicknesses in 
single quotes (e.g. ‘5 nm’) unless the absolute thickness is being referenced. 
Analyses were carried out in a JEOL JXA-8530F (JEOL Ltd., Tokyo, Japan) field emission gun 
electron microprobe (FEG-EPMA) at the University of Bristol, using Probe for EPMA 
acquisition and processing software (Probe Software Inc., Eugene, USA). Table 3.1 
summarises the spectrometer configuration used for all the analyses. On each sample 3x4 
arrays of points were acquired at 3, 3.4, 5, 7, 10 and 15 kV. The C Ka and Bi Ma peak 
positions were determined on vitreous C and Bi-metal respectively. To measure changes in 
x-ray intensity during analysis the Time Dependent Intensity (TDI) mode was used. This 
method has been applied in the past to correct for beam induced changes in sample 
chemistry, for example for Na migration in glasses (Nielsen and Sigurdsson 1981) and F and 
Cl diffusion in apatites (Stormer, Pierson, and Tacker 1993). This analysis mode sub-divides 
the counting time into intervals, with the counts recorded for each. Results can then be 
output either as total measured counts (no TDI correction) or calculated by extrapolating 
the interval intensities back to zero time (TDI corrected). For this study the peak counting 
times were divided into 6 x 10 s intervals on peak, and 10 s on each of two background 
positions per element. 
 Sp1 Sp2 Sp3 Sp4 Sp5 
Counter: P10 P10 P10 Xe Xe 
Crystal: STE LDE2 PETH PETH PETL 
Element: C Ka C Ka Bi Ma Bi Ma Bi Ma 
Table 3.1 Spectrometer configurations used for analyses. 
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At each accelerating voltage analyses were acquired using combinations of beam currents of 
25 and 50 nA and with focussed and 5 µm and 10 µm defocussed beams. Faraday cup 
measurements at the start and end of each analysis are used to correct for any drift in beam 
current during the analysis. This correction assumes a linear change in current between the 
two measured values. However, the column was found to be very stable, with only minimal 
changes in beam current during any given measurement period. To avoid artefacts from 
contamination from previous analyses a point spacing of 20 µm was used for each array, 
and a new area of each sample was used for each accelerating voltage. For calibration 
uncoated Bi metal (the same batch as that used for the samples) and vitreous C, both 
mounted in conducting Bakelite, were used. To remove any surface oxide or contamination, 
the reference materials were hand polished using a 1 µm diamond in oil suspension, 
washed with propanol and rinsed with ethanol immediately prior to loading into the EPMA 
for analysis. k-ratios (counts on sample/counts on reference material) were calculated for 
each spectrometer, and the mean values from spectrometers 1 and 2, and spectrometers 3, 
4 and 5 at each point gave the final k-ratio values for C and Bi respectively. 
3.5 Results 
Figure 3.2a shows example TDI plots for the ‘5 nm’ C on Bi sample, acquired at 5 kV with a 
50 nA beam current for a focussed beam and for 5 µm and 10 µm defocussed beams. For 
each of the three data sets the mean and 1s standard deviation has been calculated from 
the 3x4 array of points for each time interval. The dashed lines are linear fits through the 
means and indicate the extrapolations back to zero time. The focussed and 5 µm 
defocussed beam data sets show very similar behaviours, with linear changes in intensity 
with time, and having similar total decreases in intensity (and therefore rate of decrease 
with time). Note that the intensities are given in counts per second per nano-amp (cps/nA) 
so have been corrected for any beam current drift. The final measured intensities in both 
cases show ~15% decrease relative to the extrapolated zero-time intensities, consistent with 
the erosion of carbon under the electron beam (see Figure 3.1). The 10 µm defocussed 
beam data also shows a linear trend, but with a significantly reduced rate of C intensity 
decrease. For comparison, Figure 3.2b shows similar plots for an uncoated Bi sample. These 
show constant C Ka signals, representing the background signal level with no accumulation 
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Figure 3.2 Plots of the means and 1s standard deviations of the C Ka TDI measured intensities for a) the ‘5 nm’ C coat on 
Bi sample and b) the uncoated Bi reference material, both analysed at 5 kV and 50 nA with a focussed beam and 
with 5 µm and 10 µm defocussed beams. The dashed lines are linear fits through the mean values. 
Smaller but correlated increases in Bi Ma intensities were also measured for all samples 
that showed C intensity decreases, as would be expected for thinning C coats. For example, 
Figure 3.3 shows the TDI data for Bi Ma measured using a 5 µm defocussed beam. 
 
Figure 3.3 Plot of the means and 1s standard deviations of the Bi Ma TDI measured intensities for the ‘5 nm’ C coat on Bi 
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3.6 Discussion 
3.6.1 Factors Affecting Carbon Deposition and Erosion 
The mechanism for contamination deposition in the electron microscope is reasonably well 
understood, largely due to advances in the field of Electron Beam Induced Deposition 
(EBID). Deposition of hydrocarbons or other molecules are controlled by the same 
processes. Utke et al. (2008) and Hren (1979) provide comprehensive reviews of the 
methods and mechanisms of both deposition and erosion processes. Secondary electrons 
have energies in the range where molecules absorbed to the sample surface (e.g. 
hydrocarbons) typically have a peak in their dissociation cross-sections, in the range 20 – 50 
V (van Dorp et al. 2005). As the SEs are emitted from the sample they can thus decompose 
hydrocarbons (or other absorbed molecules) into volatile and non-volatile components 
(Choi et al. 2006). The former are pumped away by the vacuum system and the latter are 
deposited on any nearby surface. In the EBID lithographic technique a precursor gas 
containing the required deposit is injected in the region of the beam impact point to provide 
an essentially limitless supply of the required deposit. For example, in Focussed Ion Beam 
(FIB) sample preparation a Pt-bearing precursor gas and an electron beam can be used to 
apply a ‘strap’ of Pt on the selected area of a sample (Choi et al. 2006) to preserve the 
surface during subsequent ion milling. EBID depositions, under high vacuum, for a fixed 
focussed beam typically form a sharp central peak, marginally larger than the primary beam 
diameter, surrounded by a disk which is considerably wider than the primary beam (Silvis-
Cividjian et al. 2002). Toth et al. (2007) explicitly linked the central pillar and wide disk 
components of contamination deposition to type I and type II secondary electrons (SE-I and 
SE-II) respectively. SE-I are generated directly by the primary electron beam and are emitted 
from a diameter only ~1 nm wider than that of the electron beam. Type II SE are 
predominantly generated by the much wider spread backscatter electrons (BSE) and 
consequently can be emitted significantly further from the beam impact point. This can be 
seen from the ~2 µm diameter contamination spot shown in Figure 3.1a which was formed 
by a fully focussed beam of perhaps 100 nm diameter. This proposed mechanism is 
corroborated by contamination formed under TEM-type analysis conditions, i.e. high 
accelerating voltages and thin samples. Under these conditions the primary beam 
undergoes little scattering as it passes through the sample, BSE and SE-II emission is 
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minimal, and only the central peak feature of contamination is formed (e.g. Lobo et al. 
2008; Tanaka et al. 2005; van Dorp et al. 2005; Shimojo et al. 2004). The rate of deposition 
can be increased by reducing the primary beam accelerating voltage (Kohlmann-von Platen 
and Bruenger 1996), or by increasing the electron flux density (Amman et al. 1996). 
Modelling of the surface BSE distributions as functions of accelerating voltage shows that 
the diameter of contamination should increase with increasing voltage although Amman et 
al. (1996) reported that the diameter of contamination was independent of deposition rate. 
Figure 3.4 shows the BSE intensities per unit area as functions of radial distance and 
accelerating voltage for a Bi sample coated with 20 nm of C, modelled with Casino v2.51. 
This shows that the radial extent increases with accelerating voltage. The number of 
electrons per unit area decreases very rapidly with increasing distance from the primary 
beam. Thus the radius at which there are insufficient electrons to crack the hydrocarbons 
and produce detectable contamination may well result in a much smaller change in 
contamination area with voltage. Investigation of what the intensity threshold level is falls 
outside the scope of this study. 
  
Figure 3.4 Modelled radial BSE counts per unit area as functions of radial distance from the primary beam and 
accelerating voltage for a 20 nm C film on a Bi substrate, using Casino v2.51. 
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Whilst in the past vacuum oils and greases were identified as the main sources of 
contamination (e.g. Ennos 1953; Ennos 1954), Amman et al. (1996) experimentally 
demonstrated that the primary source of hydrocarbons in a modern SEM was the sample 
surface and not the analysis chamber atmosphere: By pulsing the electron beam at different 
frequencies they were able to show that the supply of hydrocarbons becomes locally 
depleted if the duration of the pulsing is less than ~3 s, and link this to the surface diffusion 
rate of hydrocarbons. This is supported by modelling of the deposition mechanism (e.g. Choi 
et al. 2006; Utke et al. 2008), and by the effectiveness of plasma cleaning of samples prior to 
analysis for reducing the degree of contamination (e.g. Isabell et al. 1999; Mitchell 2015). 
In the EBID-related lithographic technique of Electron Beam Induce Erosion (EBIE), the gas 
injected is oxygen-bearing, for example air or H2O. This promotes volatilisation of the 
surface under the electron beam, with erosion occurring primarily directly under the 
primary electron beam. Amman et al. (1996) demonstrated that both C erosion and 
deposition can occur simultaneously. They experimentally demonstrated that, as the rate of 
erosion increases relative to the rate of deposition, the central peak reduces, then 
disappears, and finally the disk becomes a hollow ring (i.e. the form typically seen in 
electron microanalysis). They link the rate of erosion to electron flux density, temperature, 
precursor partial pressure, and dissociation cross-section. Lobo et al. (2008) modelling of 
the balance between deposition and erosion shows that, once erosion dominates in the 
central region, increasing the electron flux increases the diameter of the erosion area. It has 
been proposed that beam induced heating promotes erosion (e.g. Bastin & Heijligers 1988) 
but Toth et al. (2007) argue that the sub-micron transitions from erosion to deposition (as 
shown by the BSE profile in Figure 3.1b) are too small for even the steepest possible thermal 
gradients. Also, Heide (1962) found that erosion increased as the sample temperature was 
decreased rather than increased, measuring an erosion rate of 1 nms-1 at a sample 
temperature of -120oC.  
In order to test for correlations between the rate of C erosion and the parameters varied 
across the data sets for this study the C erosion rate was determined for each analysis point. 
This was calculated in terms of the change in measured C Ka X-ray intensity per unit time of 
beam exposure, in counts per nAs2 using the TDI data for each analysis point. Figure 3.5 
shows the mean values and one standard deviation error bars of the measured C Ka 
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intensities plotted as functions of (a) the electron flux density, (b) the beam diameter, and 
(c) deposited coating thickness. A beam diameter of 100 nm was assumed to calculate the 
flux density for the fully focussed beam analyses, based on previous measurements on this 
instrument of the change in SE intensity across sharp edged sample features. Pinard (2016) 
calculated theoretical beam diameter values as functions of accelerating voltage and probe 
current for a Schottky FEG-EPMA. Extrapolating between his plotted curves gives a range of 
approximately 50 – 100 nm over the range of analysis conditions used in this study. The 
large error bars show there is a considerable degree of scatter in most of the datasets, and a 
correlation between erosion rate and electron flux density, as found by Amman et al. 
(1996), is not obvious in Figure 3.5a. Here mean erosions rates of approximately 0.05 counts 
per nAs2 are measured at flux densities of 1 nA/µm2 or higher, whilst below 1 nA/µm2 they 
reduce to only about 0.01 counts per nAs2. Similarly, the beam diameter at a given 
accelerating voltage (Figure 3.5b) indicates a similar change behaviour, with comparable 
erosion rates for the 5 µm defocussed and the fully focussed beam and both a significantly 
lower mean erosion rate and lower degree of scatter for the 10 µm defocussed beam. There 
is no evident effect of the starting coating thickness on the C erosion rate (Figure 3.5c). It’s 
interesting to note the significantly lower degree of scatter in the measurements on the 
uncoated Bi reference sample (the zero coating thickness data points in Figure 3.5c). Since 
this sample is uncoated this scatter can be used to give an indication of the noise or 
counting error relating to the measurement of the C Ka intensities. The very large range of 
variations seen in many of the measurements of the coated samples must therefore 
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a) b) 
   
 
c)  
Figure 3.5 Changes in C Ka measured intensity on spectrometer 2 plotted as functions of a) the electron flux density, b) the 
beam diameter, and c) deposited coating thickness as measured using the FTM. The horizontal black bars and 
the vertical lines represent the mean and 1s standard deviation values for each data set. 
Figure 3.6 shows the C erosion rate plotted as a function of both the accelerating voltage 
and the beam diameter and here we see a more significant trend; the data for the 5 µm 
defocussed beam in Figure 3.6b shows an increase in erosion rate with decreasing 
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Platen & Bruenger (1996). The trend is not linear, with the rate of change also increasing as 
the accelerating voltage decreases (indicated by the curve of the dashed line which has 
been manually drawn through the data points in each plot). A similar but more extreme 
behaviour is seen in the data for the 10 µm defocussed beam (Figure 3.6c), with the 
maximum measured erosion rate initially decreasing sharply with increasing voltage but the 
rate of change rapidly reduces as the erosion rate reaches zero by 10 kV. The data for the 
fully focussed beam (Figure 3.6a) is less clear: At 7 kV and above the data is consistent with 
the trends in the two defocussed beam datasets, with the erosion rate increasing with 
decreasing voltage but with a decreasing curvature in the rate of change as the beam 
diameter decreases. However, at 5 kV and below the degree of scatter in the data increases 
dramatically. The maximum measured erosion rates fit the same trend as the 7, 10 and 15 
kV data points, but there are a significant number of data points showing much lower 
erosion rates, and even one data point showing net deposition. 
The correlation with accelerating voltage is compatible with the erosion being caused by SE-
I emissions: As the voltage is decreased the depth of the interaction volume decreases and, 
since a higher proportion of the interactions move closer to the surface, a higher proportion 
of SE’s are emitted. Figure 3.7 shows that, over the range of voltages commonly 
experienced in EPMA, the increase in SE yield with decreasing accelerating voltage for a Bi 
sample coated with 10 nm of C from 2 – 20 kV, calculated using Casino v3.3.0.4 (Demers et 
al. 2011), with 10,000 electron trajectories and a 50 eV low energy cut-off at all accelerating 
voltages. Reimer & Tollkamp (1980) measured a large range of elements and showed that all 
show similar trends. Similarly for deposition, as the voltage decreases the surface 
expression of the analysis volume decreases so the BSE’s and SE-II’s are emitted from a 
smaller area. Thus, as the accelerating voltage is decreased the emitted flux densities of 
both SE-I and SE-II increase. 
 
 










Figure 3.6 Changes in C Ka measured intensity on spectrometer 2 plotted as functions of the accelerating voltage for a) 
fully focussed, b) 5 µm defocussed, and c) 10 µm defocussed beams. The dashed lines indicate the trends of the 
maximum erosion rates as a function of accelerating voltage in each plot. The flux densities for the three plots 
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Figure 3.7 Secondary electron yield as a function of accelerating voltage for a Bi substrate with a 10 nm C coating. 
Calculated using WinCasino3_x64. 
The behaviour of the erosion rates shown in Figure 3.5 and Figure 3.6 can be explained by 
the change in balance between erosion and deposition as the accelerating voltage 
decreases. Toth et al (2007) argued that the measured erosion/deposition rate at any given 
point is the balance between competing simultaneous removal and accumulation processes. 
Both will increase as the accelerating voltage decreases but, since the deposition rate is 
ultimately limited by the surface diffusion rate of source hydrocarbons (Amman et al. 1996) 
the erosion rate will rapidly dominate. This produces the apparent step change in erosion 
rate as a function of flux density and beam diameter, as seen in Figure 3.5a and b 
respectively. The changes in both accelerating voltage and beam diameter in Figure 3.6 
show that the change in erosion rate is in fact progressive, but that the rate of change can 
be rapid for relatively small changes in accelerating voltage. 
The high degree of scatter seen for the fully focussed beam, and at low accelerating 
voltages can perhaps be attributed to beam positional stability: For a fully focussed beam 
the erosion area will be relatively small and any movement in the beam position during 
analysis will move the measurement point into the contamination halo where additional C 
has been deposited. Whilst the data shows no shifts from an eroding static beam which 
subsequently drifts onto the contamination halo, which would be marked by a step in the 
carbon Ka intensity versus time plot, continuous drift cannot be ruled out, where the beam 
is constantly eroding into the contamination halo. Several authors (e.g. Buse & Kearns 2015; 
Pinard et al. 2013) identified that rastered beam or closely spaced stepped beam can 
overlap contamination halos. This could explain the larger variation seen for the coated 
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samples relative to the uncoated sample seen in Figure 3.5c above. Buse & Kearns (2015) 
noted an increase in beam drift with poorer chamber vacuum levels. At the lower 
accelerating voltages it might also be expected that the positional stability is poorer 
compared to the higher voltages since the beam will be more sensitive to any stray 
electron-magnetic fields in the instrument and/or the lab, especially if the instrument is not 
fitted with field cancellation coils, as is the case for the EPMA used for these analyses. From 
the intensity plot in Figure 3.1b above the eroded region is sharply defined and the 
deposition rate in the surrounding ring is greater than the erosion rate in the centre. Thus, 
any drift into the deposition ring can produce a discernible change in the measured net 
erosion rate. However, it’s less clear that this mechanism can explain the dramatic increase 
in the degree of scatter measured at 5 kV and below shown in Figure 3.6a above. Another 
possible mechanism is discussed below. Regardless of the cause, the degree of scatter 
measured makes estimation of variation in the true erosion rate more difficult. It also adds 
to the uncertainty in any given analysis since, even if erosion is recognised and the true 
erosion rate is constant at the given analysis conditions, beam drift can significantly change 
the measured erosion rate or even change from net erosion to net deposition. 
The high noise level in X-ray count intensities makes it difficult to see any small or gradual 
changes in intensity during an analysis that might indicate that erosion or deposition is 
occurring. The red trace in Figure 3.8a shows C Ka measurements made at 0.5 s intervals on 
the ‘5 nm’ C coated Bi sample at 15 kV with a focussed beam for a 70 s total period. 
Although the overall decreasing trend is apparent the high noise level is also very evident, 
and 30 – 40 s of data is needed before the decreasing trend becomes reliably identifiable. 
Integrating the count intervals over 10 s (shown by the red diamonds) significantly improves 
the noise level but 20-30 s still need to be acquired before an increasing or decreasing trend 
is revealed. In contrast the absorbed current measured at 0.5 s intervals in parallel with the 
x-ray intensities (shown by the black line) shows changes within a few seconds. The 
absorbed current can be simultaneously measured during an analysis and the much lower 
noise level and can give a readily visible indication of erosion or deposition: The high atomic 
number contrast between the C coating and the Bi substrate mean that any change in the C 
coating thickness produces a change in the BSE co-efficient and hence an opposite change in 
the absorbed current. For comparison, Figure 3.8b shows a similar plot but for an uncoated 
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Bi. Both the x-ray counts and the absorbed current are essentially constant and again this is 




Figure 3.8 Comparison of change in C Ka intensity and absorbed current for a) a ‘5 nm’ C coated Bi and b) an uncoated Bi. 
The open circles are 0.5 s interval measurements of the C Ka intensity whilst the diamonds are 10 s averaged C 
Ka intensities. The black line is the 0.5 s interval measured absorbed current. 
It is potentially possible to calibrate the absorbed current as a function of the coating X-ray 
signal to take advantage of the much better signal to noise ratio. However, such a 
calibration would only be valid for a given sample at given analysis conditions at the time of 
the calibration since, even if the same sample was just moved in the sample holder, 
analysed under exactly the same instrument conditions, and assuming that the surface 
contamination hadn’t changed in the process, the electrical contact with the stage, and 
therefore the absorbed current circuit, would almost certainly be different and the x-ray 
intensity versus absorbed current calibration would no longer be valid. This does not 
detract, though, from the value of the absorbed current as a high sensitivity and easy to use 
indicator of beam induced changes in the coating and where TDI analysis may be beneficial. 
It’s apparent from the results in this study that, at a given accelerating voltage, relatively 
small changes in the flux density significantly change the balance between deposition and 
erosion under the electron beam, matching the ‘on-off type’ behaviour referred to by Toth 
et al. (2007). At higher flux densities varying the accelerating voltage can produce more 
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gradual changes in erosion. However, none of the conditions used in this study showed zero 
net erosion. A few individual analyses did show net deposition, but only at conditions where 
the majority of analyses showed net erosion so these few points are taken to result from 
higher beam drift rates rather than true net deposition conditions. Heide (1962) noted that 
“the conditions under which neither contamination nor removal of carbon takes place, are 
very difficult to realise experimentally”. Thus, for C coated samples, the assumption that the 
coating thickness is constant needs to be verified rather than assumed. 
The rapid change to high net erosion is related to the surface diffusion rate of source 
hydrocarbons limiting the maximum rate of deposition. However, it is apparent in these 
results that, at a given accelerating voltage the rate of erosion also appears to reach a limit. 
For example, at 5 kV the mean measured rate of erosion does not increase with increasing 
flux density above 1 nA/µm2. As mentioned above, in EBIE an oxygen-bearing gas, 
commonly air or H2O vapour (e.g. Kohlmann-von Platen & Bruenger 1996), is injected to 
drive erosion. This is why an air jet is an effective anti-contamination device. Bastin & 
Heijligers (1988) ingeniously used an air jet combined with a high beam current  to 
deliberately completely erode small windows through carbon coats to allow for uncoated 
point analyses of insulating materials, with the surface charge being dissipated to the 
adjacent intact conductive coating. Toth et al. (2007) also linked the maximum rate of 
erosion to the supply of O2. The rate in an SEM/EPMA then becomes a factor of the 
chamber vacuum level. The improvement seen in vacuum levels when liquid nitrogen traps 
are used in the analysis chamber (e.g. Buse et al. 2016) implies that at least the H2O is 
present in the chamber atmosphere and not just adsorbed on the sample surface. The rate 
of erosion is therefore significantly less limited than is the deposition since diffusion rates of 
O2 and H2O in the gas phase would be expected to be significantly higher than for the 
surface diffusing hydrocarbons. Bastin and Heijligers (1988) demonstrated the presence of 
oxygen in the analysis chamber by measuring detectable levels on pure Au: Since Au has no 
solubility for oxygen any measured levels must be adsorbed onto the surface from the 
chamber atmosphere. They also found that nitrides showed slow increases in oxygen during 
long period analyses and concluded that the beam was inducing in-situ oxidation. Thus, 
even without an air jet, the vacuum level in a typical EPMA or SEM is low enough that the 
remaining air/H2O, in combination with a high enough beam energy, is sufficient to drive the 
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erosion of carbon. Further experiments are required to test the variability in erosion 
between different instruments/chamber vacuum levels/laboratory humidity levels. 
The absorbed current measurement plotted in Figure 3.8a was recorded at 15 kV. At low 
accelerating voltages, however, absorbed current measurements on the C on Bi samples 
show increasingly non-linear behaviour, as shown in Figure 3.9. At 3.4 kV the absorbed 
current trace shows a prominent and rapid initial rise, which decreases over the first 10 – 15 
s, transitioning into a linear decrease. At 5 kV the initial rise is still apparent but has a 
markedly lower magnitude. By 7 kV only a very small initial kick in the trace is apparent, and 
this is within the noise level of the data. This non-linearity might be explained by 
considering the availability of hydrocarbons as a function of irradiation time: As described 
above, the steady state erosion rate is limited by the surface diffusion rate of hydrocarbons 
into the beam irradiation zone. When the beam first impacts an area, though, any 
hydrocarbons already present do not have to diffuse and so could produce a more rapid 
initial deposition rate. As this local reservoir is exhausted the deposition rate decreases until 
the surface diffusion limited rate is reached. The implication of the traces in Figure 3.9 is 
that this initial rapid deposition rate increases with decreasing accelerating voltage and 
below 7 kV is enough to dominate over the erosion rate until the local reservoir is 
exhausted. 
 
Figure 3.9 Absorbed current measurements at 7, 5 and 3.4 kV on the ‘5 nm’ C on Bi sample. Measurements were recorded 
at 0.5 s intervals for each trace. 
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This change in behaviour with accelerating voltage might contribute towards the dramatic 
increase in scatter in the measured erosion rates below 7 kV shown in Figure 3.6a: A linear 
extrapolation has been assumed for the TDI measurements but if there is an initial period of 
rapid deposition a linear fit will underestimate the true steady-state rate of erosion and 
could produce the spread to lower erosion rates at low accelerating voltages shown in 
Figure 3.6a. The C Ka measurements, though, don’t give unambiguous indication of this 
initial increase. Figure 3.10 shows 2 of the 12 sets of analyses of the absorbed current and C 
Ka peak intensities acquired at 3.4 kV on the ‘5 nm’ C on Bi sample. The absorbed current 
(black line) shows a substantial and rapid initial increase in both plots. In Figure 3.10a the 
0.5 s C Ka measurements (solid red line) shows a slight initial rise. However, this is 
proportionally a substantially smaller change than in the absorbed current, and the linear fit 
through the data (red dashed line) does not appear unreasonable. In fact, the very first 0.5 s 
x-ray intensity measurement (710 c/0.5 s) very closely agrees with the extrapolated linear 
trend (720.5 c/0.5 s). When the 10 s averaged counts (red diamonds) are plotted the dip is 
more apparent and agrees quite closely with the 10 s averaged absorbed current values 
(white diamonds). The data set in Figure 3.10b shows a smaller but still very evident initial 
increase in absorbed current, but here the x-ray data does not give any indication of non-
linear behaviour. The data set plotted in Figure 3.10a was selected as showing an initial rise 
reasonably clearly, but even here the 1s standard deviation ranges for the x-ray data 
(shown by the black bars on the red diamonds) overlap with the linear trend line. 
Comparing the position of the first 10 s averaged C Ka data point relative to the linear 
trend, only 25 of the 48 sets of measurements acquired at 3.4 kV showed this first data 
point below the linear trend. This number would be expected from random variation and 
thus the x-ray data cannot be concluded to show an initial increase. 
 
 




Figure 3.10 Comparisons of the absorbed current and C Ka measurements at 3.4 kV on the ‘5 nm’ C on Bi sample. The black 
line is the absorbed current measurement, the red solid line is the C Ka intensity, both measured at 0.5 s 
intervals. The diamonds are 10 s averaged absorbed current (white) and C Ka intensities (red), the latter with 
1s standard deviation ranges. The red dashed line is the linear fit through the 0.5 s absorbed current 
measurements. In a) the initial increase in the C Ka counts is apparent whilst in b) it is not.  
Regardless of whether or not the x-ray data does initially increase three things can be 
concluded. Firstly, the absorbed current is either responding disproportionately to a real but 
small initial contamination deposition or is responding to some other sample property in 
addition to the coating thickness; Secondly, even if there is an initial deposition, it is too 
small to be distinguished in the x-ray data and thus cannot be used to explain the increase in 
scatter seen in the sub-7 kV data in Figure 3.6; Thirdly, the assumption of a linear TDI 
extrapolation is still valid at low accelerating voltages. 
3.6.2 Impact on Quantification 
In Chapter 4 the authors demonstrated that inaccurate determination of a coating thickness 
can lead to significant errors in substrate quantification. Both attenuation of the primary 
beam energy and absorption of the generated substrate x-rays by the coating contribute to 
the reduction in the measured substrate k-ratio. Here, even if the original deposited 
thickness is assumed to be correctly measured erosion can significantly change that 
thickness during a static beam analysis. 
Using the thin film analysis software GMRFilm (Waldo 1988), the mean C Ka k-ratios were 
converted into film thicknesses at each interval for each set of analysis conditions. Figure 
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3.11 shows the results, plotted as changes in thickness from the extrapolated time-zero 
values, for the ‘5 nm’ coated sample measured using a 25 nA 5 µm defocussed beam at all 
six measured accelerating voltages. Whilst there is some spread in the traces, they all show 
roughly linear decreases in coating thickness. The calculated thickness reductions range 
from 0.3 to 1.1 nm over the 60 s analysis period, with the highest erosion rates for the 
lowest accelerating voltages. These losses represent significant proportions of the 5 nm 
initial coating thickness. 
 
Figure 3.11 Change in C coating thickness relative to the extrapolated time-zero value, calculated from the C Ka k-ratios 
using GMRFilm. 
 
Figure 3.12 Plot of C Ka as a function of film thickness. Symbols mark data points calculated using GMRFilm and the lines 
are straight line fits. 
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As is shown for Al and Cu coatings on Bi in Chapter 4, over the range of voltages and film 
thicknesses modelled, C Ka k-ratios can be closely approximated as linear function of film 
thickness at a given accelerating voltage. This close linear approximation has so far been 
found to be true for all combinations of coating and substrate materials tested. This shows 
that, over the range of accelerating voltages and conductive coating thicknesses typically 
experienced in EPMA, the k-ratios can be assumed to be linear functions of the coating 
thickness (Figure 3.12). Calculated errors in k-ratio can therefore be directly translated to 
errors in film thickness quantification. 
Table 3.2 shows the percent differences of carbon k-ratios measured without TDI correction 
from those using TDI correction for analyses with a 25 nA fully focussed beam as a function 
of starting coating thickness and accelerating voltage. The differences increase both with 
decreasing accelerating voltage and with decreasing starting thickness, from 1.5% for the 
’20 nm’ coating at 15 kV to 14% for the ‘5 nm’ coating at 3 kV. It was shown above that the 
erosion rate is independent of the starting coating thickness. However, since a 1 nm loss 
from a 5 nm coat represents a 20% decrease, but only a 5% decrease for a 20 nm coat the 
relative differences thus increase with decreasing thickness. The percent differences in the 
k-ratios can be taken as direct estimates of the analysis errors in the quantification of the 
coating. 
kV \ nm 5.06 10.08 15.10 20.28 
3 -13.92 -4.34 -3.46 -4.73 
3.4 -10.67 -3.46 -2.59 -2.81 
5 -11.47 -2.72 3.67 -0.59 
7 -11.09 -6.85 -4.53 -3.75 
10 -9.48 -5.94 -6.17 -2.34 
15 -6.63 -3.08 -1.52 -1.52 
Table 3.2 Percent difference of uncorrected C Ka k-ratios with respect to TDI-corrected k-ratios [ x= 100*(uncorrected-
corrected)/corrected]. 
To investigate the propagated effect these errors have on quantification of the substrate a 
similar treatment is used for the Bi Ma k-ratios in Table 3.3 where the percentage 
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difference of the uncorrected Bi Ma k-ratios relative to the TDI corrected values are given. 
At accelerating voltages of 5 kV or higher the errors are relatively small, less than 1%, for all 
four coating thicknesses. However, at lower voltages these errors rapidly increase from 4% 
at 3.4 kV to 14 – 20% at 3 kV. This sharp increase in error can be linked to the overvoltage 
ratio, U, which is the ratio between the accelerating voltage and the critical excitation 
energy of the x-ray being fluoresced. The values of U to excite the Bi MV shell are shown in 
the final column in Table 3.3. At low overvoltages primary electrons entering the sample can 
only be decelerated a small amount, both from energy losses to the coating (Reed 1975) 
and within the sample, before they have insufficient remaining energy to fluoresce Bi Ma x-
rays. Consequently the depth of x-ray generation becomes very shallow and the coating 
thickness becomes a more significant proportion of the analysis volume and hence the 
errors in coating thickness induce proportionally larger errors in the substrate 
quantification. This is shown graphically in the depth distribution plots in Figure 3.13. At 5 
kV Bi accounts for approximately 100 nm of the total analysis depth, relative to the 20 nm of 
the C coating. At 3.4 kV Bi accounts for only 30 nm, and at 3 kV it drops to only 10 nm, i.e. 
by this voltage the C coating accounts for 2/3 of the total analysis depth. Between 5 kV and 
3.4 kV the overvoltage ratio drops below 1.5, and this value can perhaps be used as a 
threshold value for the sensitivity of other systems to this error propagation. Over the range 
of conditions measured the accelerating voltage is the dominating factor in the magnitude 
of the error. 
kV \ nm 5.06 10.08 15.10 20.28 U 
3 13.96 16.70 17.53 20.16 1.16 
3.4 3.98 4.09 3.26 3.97 1.32 
5 0.77 0.23 -0.59 -0.06 1.94 
7 0.41 0.51 0.05 0.33 2.71 
10 0.23 0.19 0.14 0.19 3.88 
15 0.14 0.13 0.09 -0.01 5.82 
Table 3.3 Percent difference of uncorrected Bi Ma k-ratios with respect to TDI-corrected k-ratios [x = 100*(uncorrected-
corrected)/corrected], and overvoltage ratio, U, relative to the Bi MV absorption edge at 2.5795 keV (Bearden 
and Burr 1967). 
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Figure 3.13 Intensity versus depth plots as functions of accelerating voltage of C Ka and Bi Ma for a 20 nm C on Bi sample. 
Calculated using Casino v2.51. 
The errors given in Table 3.2 and Table 3.3 above are based on calibrations against uncoated 
reference materials, thus the changes in coating thickness are not balanced against any 
matching changes in the reference materials. More commonly perhaps, reference materials 
will also be C coated. If the coating thicknesses are similar, the calibration and measurement 
conditions are the same (i.e. beam diameter, probe current, counting time), and the 
accelerating voltage is at least 10 kV, then the erosion rates may be expected to be similar 
for both calibrations and measurements and the errors could largely cancel out. However, 
as the example in Table 3.4 shows, even at 10 kV the combination of two differing erosion 
rates under the same analysis conditions can produce percent-level errors. In this example 
two separate measurements on the ’15 nm’ C coated sample have been used to represent a 
coated reference material and a sample. Point #1 showed a net decrease in Bi (net C 
deposition) whilst a net Bi increase was measured for point #11 (c erosion). Using point #1 
as the calibration and point #11 as the unknown sample the calculated Bi content is 101wt% 
without TDI correction but 100wt% with TDI correction. Below 10 kV, as we have seen 
above in Figure 3.5a, the net erosion/deposition rate can vary significantly and even larger 
errors can potentially occur if TDI corrections are not used. 
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’15 nm’ C, 10 kV, 
5 µm beam 




Point #1 (‘Reference’) 222.4358 222.9726 
Point #11 (‘Sample’) 224.5011 222.8089 
Weight% Bi 100.93 100.01 
Table 3.4 Comparison of TDI corrected and uncorrected quantification using two analysis points from the same sample, 
measured under the same conditions, to demonstrate calibration against a coated reference material. Point #1, 
used as the calibrating measurement, showed a net Bi decrease during measurement whilst Point #11 showed a 
net increase. 
Whilst erosion/deposition of carbon coats were only examined on a Bi substrate in this 
study the principles of the local balance between erosion and deposition, with deposition 
being limited by surface diffusion and erosion increasing with decreasing accelerating 
voltage, will apply to all materials. There have been studies which measured contamination 
rates on different substrates (e.g. Konuma 1983; Ranzetta and Scott 1966; Ueda and 
Yoshimura 2004) but very few on erosion rates under EPMA-type conditions. The conditions 
at which erosion dominates over deposition, however, will depend on the balance between 
the SE-I and BSE/SE-II emissions. Measurements of SE yields, d, and BSE coefficients, h, 
(Reimer and Tollkamp 1980) show that above 10 kV both tend to decrease with atomic 
number but that h decreases faster. Thus, erosion will be expected to dominate at lower 
flux intensities than has been measured for Bi. Below 10 kV the relationship of d and in 
particular h against Z does not hold and prediction becomes significantly harder. 
Bi is also both thermally and electrically conductive. The erosive effect is therefore not 
caused by either local electrical or thermal fields. The presence of a negative sub-surface 
field, as would be expected in an electrically insulating sample, will distort the electron 
interaction volume closer to the surface. Thus it is expected that the net erosion/deposition 
will behave as if a lower accelerating voltage is being used. 
3.7 Conclusions 
Whilst carbon contamination in the SEM/EPMA is well recognised, with a disk of 
contamination forming over an area considerably wider than a static electron beam, the 
area directly under the beam can exhibit net deposition or erosion, depending on the 
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analysis conditions. Both erosion and deposition rates increase with electron flux density at 
the sample surface but, since the maximum deposition rate is limited by the surface 
diffusional supply of source hydrocarbons, the erosion rate rapidly dominates. This results in 
an rapid change from net deposition to net erosion with increasing flux. For a given primary 
beam electron flux the erosion rate decreases with increasing accelerating voltage since the 
emitted electron flux will decrease. For a given voltage erosion can be minimised by 
reducing the primary beam flux density below a threshold value, either by reducing the 
beam current or increasing the beam diameter. For the C coated Bi samples analysed in this 
study at 5 kV a flux density of 1 nA/nm2 corresponding to a beam diameter of 10 µm was 
sufficient to minimise erosion. Erosion rates can easily be high enough under relatively 
normal analysis conditions to significantly reduce the thickness of a Carbon coat during an 
analysis. At low voltages the issue is exacerbated since the rate of erosion and the 
proportional impact of the coating on quantification both increase. Even when both samples 
and reference materials are coated to the same thicknesses it cannot be assumed that both 
will experience the same net erosion/deposition. Below 10 kV the measured 
erosion/deposition rate also appears to become highly unpredictable. For a given sample 
analysis point and analysis conditions, though, the rate of erosion or deposition was found 
to be constant for at least the 60 – 70 s of analysis time. If uncorrected for, errors in the 
coating thickness determination can range from 1.5% for a starting coating thickness of 20 
nm analysed at 15 kV, to 14% for a 5 nm coat analysed at 3 kV, the error increasing both 
with decreasing accelerating voltage and starting coating thickness. 
The lateral transition from net erosion under the beam to deposition outside it is rapid. Any 
instability in the position of the beam during analysis can therefore significantly alter the 
measured erosion rate, making prediction of the impact on quantification difficult even if 
the erosion rate has been characterised for a given sample and set of conditions. TDI 
analysis using a linear extrapolation can be used to correct for both measured erosion or 
deposition. Absorbed current measurements provide a useful and sensitive check for 
changes in the coating thickness, and can be acquired simultaneously with the x-ray 
intensities, without allocating spectrometer time, but cannot easily be used to correct for 
any changes.  
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Fortunately, for accelerating voltages of 5 kV or higher, the impact on substrate 
quantification is small, with less than 1% errors. However, below 5 kV the propagated error 
in the Bi Ma measurement rises rapidly, both with decreasing accelerating voltage and 
increasing starting film thickness, to a 20% error for a 20 nm coating at 3 kV. The voltage at 
which the substrate error becomes significant is related to the overvoltages of the elements 
being measured, and a ratio of 1.5 appears to be a critical threshold for a rapid increase in 
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Chapter 4 The Accuracy of Al and Cu Film Thickness Determinations 
and the Implications for Electron Probe Microanalysis (Matthews 
et al. 2018b) 
4.1 Declaration 
This chapter, with the exception of formatting and segregation of references, is a verbatim 
copy of “The Accuracy of Al and Cu Film Thickness Determinations and the Implications for 
Electron Probe Microanalysis” (Matthews et al. 2018b), submitted to Microscopy and 
Microanalysis in December 2017 and published in April 2018. As lead author I designed and 
carried out all the experimental work, processed and interpreted the acquired data, and 
wrote the draft paper. My co-authors, Kearns and Buse, reviewed, commented on and 
made editorial edits to the paper for final publication. 
4.2 Abstract 
The accuracy to which Cu and Al coatings can be determined, and the effect this has on the 
quantification of the substrate, is investigated. Cu and Al coatings of nominally 5, 10, 15 and 
20 nm were sputter coated onto polished Bi using two configurations of coater: One with 
the Film Thickness Monitor (FTM) sensor co-located with the samples, and one where the 
sensor is located to one side. The FTM thicknesses are compared against those calculated 
from measured Cu La and Al Ka k-ratios using PENEPMA, GMRFilm and DTSA-II. Selected 
samples were also cross-sectioned using Focussed Ion Beam (FIB). 
Both systems produced repeatable coatings, the thickest coating being ~4 times the 
thinnest coating. The side located FTM sensor indicated thicknesses less than half those of 
the software modelled results, propagating on to 70% errors in substrate quantification at 5 
kV. The co-located FTM sensor produced errors in film thickness and substrate 
quantification of 10 – 20%. Over the range of film thicknesses and accelerating voltages 
modelled both the substrate and coating k-ratios can be approximated by linear trends as 
functions of film thickness. The Al films were found to have a reduced density of ~2 gcm-3. 
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4.3 Introduction 
EPMA at low accelerating voltages and/or low over-voltages in the reach for ever higher 
resolution means that any surface coatings on samples can no longer be treated as a 
negligible part of the analysis volume. A good body of work exists on the analysis of the 
surface films themselves stretching back to the early years of EPMA (for example Anderson 
1966; Hutchins 1966; Yakowitz & Newbury 1976; Waldo 1988; Pouchou & Pichoir 1990; 
Bastin et al. 1998; Statham 2010). 
However, a relatively small subset of these papers focus on the analysis of the substrate. A 
risk for the analyst is that, where the film isn’t the component of interest and the potential 
errors are not appreciated, the film will either not be accounted for at all or, for applied 
conductive coatings, the thickness values reported by the coater will be accepted without 
question. In this study we investigate the potential sources and magnitudes of errors that 
can be expected in substrate quantification as we move towards achieving higher resolution 
analysis at lower accelerating voltages. For example, Figure 4.1 shows plots of Bi Ma 
emitted intensities, calculated using DTSA-II software (Ritchie et al. 2008), for a pure Bi 
substrate coated with 5, 10, 15 and 20 nm of C, over a range of accelerating voltages. At 
voltages of 7 kV or greater the emitted k-ratio is largely unaffected by the C coat. However, 
at 5 kV a 20 nm coating reduces the k-ratio by about 10%. Reducing the accelerating voltage 
further, to 3 kV, this same coating reduces the measured k-ratio by 80%. Even relatively high 
energy X-rays can be significantly reduced at moderate accelerating voltages: The Ka 
intensity from an Fe substrate is supressed by ~2% by only 20 nm of C coating at 14 kV, 
increasing to 7% at 13 kV (values calculated using GMRFilm). Thus even a very low atomic 
number coating can have a significant impact on quantification. Kerrick et al. (1973) 
attributed 4% loss in emitted F Ka intensity from mineral samples analysed at 10 kV to 20 
nm differences in C coating thicknesses between sample and reference materials, as a result 
of absorption by the coat. Energy loss of the primary electrons within the coat also reduces 
the energy available to fluoresce x-rays in the sample (Leder and Suddeth 1960). This latter 
effect is particularly relevant for low over-voltage analyses. 
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Figure 4.1 Bi Ma k-ratio from a pure Bi substrate, calculated using DTSA-II, as a function of accelerating voltage for a 
range of C coating thicknesses. At low accelerating voltages, even moderate thickness C coats can cause 
significant reductions in the measured substrate intensity. 
Several studies have been carried out which at least partly involved investigating the 
accuracy of film thickness determinations using a range of techniques, such as Quartz 
Crystal Microbalance (QCM, also called a Film Thickness Monitor, FTM), Rutherford 
Backscattering (RBS), Optical Interferometry (OI), and Monte Carlo (MC). Table 4.1 shows a 
summary of the films measured, their ranges of thicknesses and the methods of 
measurements used for a non-exhaustive selection of such studies. 
Unfortunately, determining the relatively simple parameter of the thickness of a pure 
element coating can be prone to significant errors: Bastin and Heijligers reported in their 
study that “Establishing the real thicknesses of the films turned out to be a major problem” 
(Bastin and Heijligers 2000a). 
These earlier studies covered films of 100’s of nm thick, with perhaps one or two 
measurements on films in the low 10’s of nm, but it is this largely unrepresented lower end 
of the range that is of particular relevance for conductive coatings for electron 
microanalysis: Using the colour change from red to blue of a carbon coat deposited on a 
polished brass block yields a coating thickness of 20 – 25 nm (Kerrick et al. 1973); Goldstein 
et al state that C coats of only 5nm should provide sufficient electrical conductivity 










































(Blois and Rieser 1954) X X      Cu, Ag 20 - 300 
(Hartman 1965) X X      Al 25 - 200 
(Lovell and Rollinson 1968)  X   X   Al, Cu, Ag, Au 100 - 1200 
(Kerrick et al. 1973) X     X1  C 40 - 170 
(Jurek, Renner, and 
Krouský 1994) X      X C, Au 50 - 85 
(Bastin and Heijligers 
2000a)   X X    Al 10 - 320 
(Bastin and Heijligers 
2000b) X  X   
X
2  Pd 10 - 320 
(Campos et al. 2001) X  X     Al, Ti, Cr, Cu, Nb, Mo, Au 30 - 440 
(Statham, Llovet, and 
Duncumb 2012)    X    Al – Pd
** 10 - 320 
*QCM – Quartz Crystal Microbalance; OI – Optical Interferometry; RBS – Rutherford Backscattering; MC – 
Monte Carlo; Grav. – Gravimetry; Opt. – Optical (1colour change or 2cross-section); XRR – X-Ray 
Reflectometry. 
**Used Bastin & Heijligers(Bastin and Heijligers 2000a, 2000b) databases of measurements. 
Table 4.1 Compilation of the measurement methods used, coating elements and thickness ranges for studies previously 
carried out to determine the accuracies of film thickness determinations. 
RBS is reported to provide the only truly independent measure of the film thickness (Bastin 
and Heijligers 2000a). However, requiring a particle accelerator, it is not readily accessible. 
Furthermore, this method is not accurate for coatings less than about 20 nm, and cannot 
resolve near-neighbour elemental components (Limandri, Carreras, and Trincavelli 2010). 
The majority of vacuum and sputter coaters, where they provide thickness measurement, 
have film thickness monitors based on the QCM. These are frequently the only 
measurement made of the thicknesses of deposited films. Whilst these can measure 
thicknesses to Angstrom precisions, for accurate absolute measurements these must be 
calibrated against another technique (Bastin and Heijligers 2000b; Campos et al. 2001). 
Jurek et al, in their 1994 study, stated that “Unfortunately, the accurate measurement of the 
mass thickness is not trivial in spite of the fact that many evaporators are equipped by mass 
thickness monitors; they never can be placed exactly at the same place on the specimen and 
also their accurate calibration is rather problematic” (Jurek et al. 1994). Consequently, the 
accuracy of the thickness values derived is seldom known. For conventional high 
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accelerating voltage (15-20 kV) analyses this is normally not an issue, but at low voltage or 
low overvoltage conditions, an accurate knowledge of the coating thickness becomes more 
critical. 
In this study a comparison is made between FIB measurements, FTM measurements and 
calculated thicknesses derived from fitting EPMA experimental measurements to f(rz) and 
Monte Carlo calculations for Al and Cu coatings on bulk Bi samples. The effect of errors in 
coat thickness measurements on the quantification of the substrate is also investigated. 
The samples reported in this study are a subset of a wider range of coatings. Al and Cu 
proved to be the simplest to model of all the coating materials investigated. For example, C 
was found to exhibit both deposition and erosion during analysis and will be reported 
separately. Both Cu and Al have been favoured as coating materials in the past (Bottomley 
et al. 2000; Yakowitz 1968): Al has a lower mass attenuation coefficient than C at energies 
below ~1.5 keV (Love, Cox, and Scott 1974; Shiraiwa and Nobukatsu 1970), whilst Cu has 
superior electrical and thermal conductivity than either C or Al (Yakowitz 1968). 
Bi is being used by the authors as a heavy metal surrogate for actinide elements, which are 
both difficult to obtain as high purity bulk samples, and require special handling and 
preparation owing to their toxicity and radioactivity (Walker 1999b). However, the 
restrictions of low voltage analyses commonly requires the use of low energy L or M lines 
and the results presented here are therefore more generally applicable. 
4.4 Materials and Methods 
To test both the accuracy and repeatability of coatings measured with a quartz crystal 
microbalance FTM, polished samples of Bi metal were Ar plasma sputter coated with a 
range of thicknesses of Al and Cu. For each sample a fixed 5 nm target thickness was set and 
nominal thicknesses of 5, 10, 15 and 20 nm coatings deposited by applying 1, 2, 3 or 4, ‘5 
nm’ coatings. In the following text these nominal values will be denoted in single quotes to 
differentiate them from measured or calculated thicknesses. The repeatability of the FTM 
could thus be tested by checking the linearity of the increase in total thickness across the 
four samples. Using a fixed coating thickness, and therefore similar coating time for each 
interval, also minimises any differences in response of the FTM sensor due to different 
levels of heating between the different final target thicknesses. Without any prior 
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knowledge of the true coating density the bulk elemental Al and Cu values, 2.70 gcm-3 and 
8.96 gcm-3 respectively, were assumed for the FTM settings. For the Cu coatings a Leica ACE 
EM 600 coater was used. This model co-locates the FTM sensor with the samples being 
coated. An ultimate chamber vacuum of 5x10-4 Pa was reached before bleeding Ar gas in to 
a level of 8x10-1 Pa for coating. The Quorum Q150TS coater used for the Al coatings has a 
more conventional FTM sensor placement to one side of the sample platen. The ultimate 
vacuum, at 5x10-3 Pa, was slightly poorer than for the Leica coater, but the Ar pressure was 
the same for coating. The difference in distance of the FTM sensor and the sample from the 
coating source for the Q150TS was compensated for using a tooling factor of 2.0. Both 
coaters were purged with Ar, and a mechanical shutter shielded the coating source for the 
initial few seconds of sputtering to allow any surface oxide to be removed and the source to 
fully stabilise. 
k-ratios for Al Ka, Cu La and Bi Ma were measured using a JEOL JXA-8530F EPMA at 5, 7, 10 
and 15 kV, with a beam current of 25 nA, defocussed to a 10 µm diameter, and count times 
of 60 s on peak and 30 s on each of two backgrounds. Uncoated pure Al, Cu and Bi metal 
were used as reference materials. 12 analysis points were acquired for each coating 
thickness, at each accelerating voltage. Immediately prior to analysis the reference 
materials were polished to 1 µm diamond under oil, washed with isopropanol and rinsed 
with ethanol. The derived k-ratios were converted directly into modelled film thicknesses 
using GMRFilm (Waldo 1988), and indirectly using empirical film thickness versus k-ratio 
relationships derived using both DTSA-II (Ritchie et al. 2008) and the PENEPMA variant of 
PENELOPE (Llovet and Salvat 2016; Salvat 2015). Film thickness versus k-ratio correlations 
were also generated with GMRFilm to allow the results from the three software packages to 
be more directly compared to each other. k-ratio values were calculated directly by 
GMRFilm, but this is not possible using DTSA-II or PENEPMA. Instead, for these latter two, 
emitted intensities were calculated for both pure Al, Cu and Bi metal as bulk samples and 
coated Bi as layered samples, the bulk samples acting as pure reference materials. The k-
ratio was calculated by dividing the calculated layered sample intensity value by the bulk 
intensity for each film thickness, at each accelerating voltage. 
 
 






• Version: 05/1993 
• Iterations: max. 15 
• f(rz): Pouchou and Pichoir PAP, Scanning (1990) 
• mac’s: Heinrich IXCOM-11 
• Fluorescence: Yes 
DTSA- II 
• Version: Iona (08/2015) 
• f(rz): Pouchou and Pichoir XPP 
• mac’s: Heinrich IXCOM-11 
• Ionisation cross-sections: Bote/Salvat 2008 
• Probe dose: 600nAs 





• Version: 2014 
• Trajectories: 1x107 
• Fluorescence: Yes 
• Smax (film): 1/10th coating thickness 
• Variance reduction: Yes 
o Forcing: Yes 
o Splitting: No 
Table 4.2 Key values and settings used for the modelling programs DTSA-II, GMRFilm, and PENEPMA.* See Salvat 2015 
and Salvat and Llovet 2016 for descriptions of the PENELOPE/PENEPMA parameters. 
GMRFilm uses an iterative calculation algorithm, whereas both DTSA-II and PENEPMA are 
Monte Carlo routines which differ in the degree of fidelity (and consequently computer 
processing time) used to model the electron-photon interactions in the sample. For 
example, DTSA-II uses tabulated sets of correction factors, such as the Mass Attenuation 
Coefficients (MAC) and the ionisation cross-sections, whilst PENELOPE/PENEPMA uses 
calculated or modelled probabilities for each possible interaction event. All three packages 
allow for the correction of secondary fluorescence to be included. For each of the three 
software packages the key settings applied are summarised in Table 4.2. Unless otherwise 
stated the default settings were used for each package. The Al and Cu film densities used in 
all cases were 2.70 gcm-3 and 8.96 gcm-3 respectively. 
4.5 Results 
4.5.1 Cu coating on Bi 
The measured Cu La and Bi Ma k-ratio values, at each accelerating voltage, for the four Bi 
samples with ‘5’, ‘10’, ‘15’ and ‘20 nm’ Cu coating thicknesses respectively, are given in 
Table 4.3 and plotted in Figure 4.2. 
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  Cu La Bi Ma 
kV FTM (nm) Mean Std. Dev. Mean Std. Dev. 
5 
5.46 0.1155 0.0018 0.8569 0.0056 
10.96 0.2372 0.0022 0.7150 0.0055 
16.43 0.3570 0.0035 0.5556 0.0093 
21.92 0.4435 0.0043 0.4494 0.0090 
7 
5.46 0.0647 0.0008 0.9268 0.0106 
10.96 0.1348 0.0011 0.8593 0.0111 
16.43 0.2099 0.0013 0.7698 0.0122 
21.92 0.2698 0.0023 0.7028 0.0148 
10 
5.46 0.0364 0.0006 0.9709 0.0032 
10.96 0.0750 0.0009 0.9382 0.0044 
16.43 0.1174 0.0013 0.8944 0.0031 
21.92 0.1517 0.0019 0.8617 0.0034 
15 
5.46 0.0215 0.0003 0.9808 0.0025 
10.96 0.0434 0.0004 0.9632 0.0020 
16.43 0.0671 0.0007 0.9384 0.0041 
21.92 0.0865 0.0011 0.9272 0.0040 
Table 4.3 Measured k-ratios for Cu La and Bi Ma for each of the four Cu coated Bi samples at each of the four 
accelerating voltages. Mean and standard deviation values are derived from 12 analyses for each sample. 
 
Figure 4.2 Plot of Cu La k-ratio values calculated using DTSA-II (circles and solid lines), GMR-Film (triangles and dashed 
lines) and PENEPMA (squares and dotted lines), and measured by EPMA (crosses and solid lines) as functions of 
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Calculated Cu La k-ratios  for 5, 10, 15 and 20 nm coatings on Bi are summarised in Table 4.4 
and Figure 4.2. These show that the three models for calculating k-ratios are in relatively 
good agreement with each other, although the maximum difference of ~10% is not 
insignificant. This occurs where we would expect the film correction to be largest, i.e. at the 
lowest accelerating voltage and greatest coating thickness modelled, 5 kV and 20 nm. At 
these conditions DTSA-II produces a k-ratio value of 0.42 and GMRFilm one of 0.39. The 
plots also show that, over the modest range of thicknesses modelled, the calculated k-ratios 
can be closely approximated as linear functions of coating thickness at each accelerating 
voltage. The linear coefficients, m and c, and the R2 fit values are also given in Table 4.4. The 
R2 values show that the linear functions are extremely good approximations of the 
correlations. Being able to approximate the relationship using a linear function has the 
benefit that the correlation can be derived by relatively few points, and any measured k-
ratio values can be easily converted into coating thickness. It is also evident from Figure 4.2 
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Cu La k-ratio 
Coating Thickness (nm) 
Linear Coefficients 
(k-ratio=m.thickness+c) 
kV Software 5 10 15 20 m c R2 
5 
DTSA-II 0.0927 0.2046 0.2968 0.4193 0.0214 -0.0147 0.9973 
PENEPMA 0.0896 0.1934 0.3003 0.4028 0.0209 -0.0151 0.9999 
GMRFilm 0.0875 0.1878 0.2905 0.3878 0.0201 -0.0125 0.9999 
7 
DTSA-II 0.0509 0.1089 0.1683 0.2263 0.0117 -0.0079 1.000 
PENEPMA 0.0484 0.1037 0.1633 0.2297 0.0121 -0.0146 0.9983 
GMRFilm 0.0491 0.1041 0.1628 0.2231 0.0116 -0.0104 0.9996 
10 
DTSA-II 0.0279 0.0585 0.0885 0.1246 0.0064 -0.0052 0.9980 
PENEPMA 0.0261 0.0552 0.0871 0.1209 0.0063 -0.0068 0.9989 
GMRFilm 0.0283 0.0590 0.0914 0.1252 0.0065 -0.0048 0.9995 
15 
DTSA-II 0.0154 0.0305 0.0506 0.0693 0.0036 -0.0040 0.9969 
PENEPMA 0.0145 0.0306 0.0465 0.0680 0.0035 -0.0042 0.9944 
GMRFilm 0.0168 0.0344 0.0526 0.0714 0.0036 -0.0017 0.9998 
Table 4.4 Emitted Cu La k-ratio values calculated using DTSA-II, PENEPMA and GMR-Film, as functions of accelerating 
voltage and coating thickness for a Cu film on a Bi substrates, and linear coefficients and R2 fit values for the k-
ratios as functions of the film thickness at the four accelerating voltages. 
Using the derived linear correlations for DTSA-II and PENEPMA, the measured Cu La k-ratio 
values were converted into film thickness values. For GMRFilm the film thicknesses were 
calculated directly from the measured k-ratio values. The resulting thicknesses and their 
percentage differences from the FTM values are plotted in Figure 4.3. From Figure 4.3a we 
can see that each set of data produces a linear increase in thickness across the four samples. 
From Figure 4.3b we can see that all samples produced thicker values relative to the FTM, 
with relative differences ranging from +8% to +23%. All three calculated data sets show 
increased disparity to FTM with decreasing film thickness. The differences between the 
calculation methods also increases with decreasing film thickness. However, the differences 
between the calculated values is significantly less than the differences between these and 








Figure 4.3 Comparison of the calculated Cu coatings on Bi from DTSA-II, GMRFilm, and PENEPMA, and measured by FIB 
sectioning, a) relative to the FTM thicknesses, and b) as percentage differences from the FTM thicknesses. The 
calculated values are the means of the thicknesses calculated at all four accelerating voltages for each data set. 
The FIB data point is the mean of 10 measurements. Note that a small x-axis offset has been applied to allow 
the error bars to be more easily seen. 
4.5.2 Al coating on Bi 
The means and standard deviations of the 12 EPMA measured Al Ka and Bi Ma k-ratio 
values measured for each sample, at each accelerating voltage, are given in Table 4.5 and 
plotted in Figure 4.4. 
 
Figure 4.4 Plot of emitted Al Ka k-ratio values calculated using DTSA-II, GMR-Film and PENEPMA, and measured by EPMA 
as functions of accelerating voltage and coating thickness for a Al film on a Bi substrate. EPMA values are 
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  Al Ka Bi Ma 
kV FTM (nm) Mean Std. Dev. Mean Std. Dev. 
5 
4.4 0.0721 0.0071 0.8933 0.0176 
8.6 0.1517 0.0348 0.7340 0.0919 
13.1 0.2224 0.0042 0.6802 0.0199 
18.3 0.3032 0.0109 0.5335 0.0291 
7 
4.4 0.0432 0.0142 0.9376 0.0310 
8.6 0.0723 0.0029 0.9054 0.0064 
13.1 0.1192 0.0023 0.8525 0.0226 
18.3 0.1712 0.0048 0.7806 0.0182 
10 
4.4 0.0204 0.0024 0.9731 0.0099 
8.6 0.0370 0.0028 0.9641 0.0059 
13.1 0.0619 0.0023 0.9281 0.0203 
18.3 0.0877 0.0030 0.9064 0.0064 
15 
4.4 0.0108 0.0026 0.9843 0.0060 
8.6 0.0177 0.0008 0.9788 0.0037 
13.1 0.0302 0.0013 0.9578 0.0075 
18.3 0.0438 0.0026 0.9459 0.0058 
Table 4.5 Mean and standard deviation values for the 12 EPMA measured k-ratios for Al Ka and Bi Ma measured for each 
of the four coated samples at each of the four accelerating voltages. 
The calculated emitted Al Ka k-ratios are summarised in Table 4.6 and Figure 4.4. These 
show that, as for the Cu on Bi samples, the three sets of values are in relatively good 
agreement, differing by a maximum of ~9% at 5 kV and 20 nm. At these conditions 
PENEPMA produces a k-ratio of 0.136 and GMRFilm one of 0.148. Again, the R2 linear fit 
values in Table 4.6 show that, over the range of thicknesses modelled, the calculated k-









Al Ka k-ratio 
Coating Thickness (nm) 
Linear Coefficients 
(k-ratio=m.thickness+c) 
kV Software 5 10 15 20 m c R2 
5 
DTSA-II 0.0334 0.0678 0.1028 0.1388 0.0070 -0.0021 0.9999 
PENEPMA 0.0319 0.0655 0.1003 0.1359 0.0069 -0.0033 0.9998 
GMRFilm 0.0330 0.0692 0.1078 0.1478 0.0077 -0.0063 0.9995 
7 
DTSA-II 0.0171 0.0349 0.0548 0.0737 0.0038 -0.0023 0.9995 
PENEPMA 0.0162 0.0332 0.0507 0.0687 0.0035 -0.0016 0.9998 
GMRFilm 0.0170 0.0351 0.0539 0.0736 0.0038 -0.0022 0.9996 
10 
DTSA-II 0.0086 0.0167 0.0271 0.0353 0.0018 -0.0007 0.9977 
PENEPMA 0.0082 0.0166 0.0254 0.0343 0.0018 -0.0007 0.9999 
GMRFilm 0.0089 0.0181 0.0275 0.0373 0.0019 -0.0007 0.9998 
15 
DTSA-II 0.0041 0.0087 0.0124 0.0171 0.0009 -0.0001 0.9975 
PENEPMA 0.0039 0.0080 0.0122 0.0164 0.0008 -0.0003 0.9999 
GMRFilm 0.0045 0.0090 0.0137 0.0184 0.0009 -0.0002 0.9999 
Table 4.6 Emitted Al Ka k-ratio values calculated using DTSA-II, PENEPMA and GMR-Film, as functions of accelerating 
voltage and coating thickness for a Al film on a Bi substrates, and linear coefficients and R2 fit values for the k-
ratios as functions of the film thickness at the four accelerating voltages. 
Calculated film thicknesses, derived in the same way as for the Cu on Bi sample, are plotted 
in Figure 4.5a, and as percent differences from the FTM values in Figure 4.5b. The software 
calculated film thicknesses agree relatively well with each other, but differ substantially 
from the FTM values, being ~1.5x greater than the FTM values. Unlike for the Cu on Bi 
samples, where there was some agreement between the FIB and calculated thicknesses, the 
measured thicknesses from FIB cross-sections of two of the Al on Bi samples exceed both 
the software calculations and FTM measurements: The nominally 20 nm coating was 
measured at over 60 nm, more than 3x greater than the FTM indicated thickness. 
 
 




Figure 4.5 Comparison of the calculated Al coatings on Bi from DTSA-II, GMRFilm, and PENEPMA, and measured by FIB 
sectioning, a) relative to the nominal thicknesses, and b) as percentage differences from the FTM thicknesses. 
The calculated values are the means of the thicknesses calculated at all four accelerating voltages for each data 
set. The FIB data points are the means of 18 (’10 nm’ coating) and 8 (’20 nm’ coating) measurements. Note that 
a small x-axis offset has been applied to allow the error bars to be more easily seen. 
Despite the very large differences between the calculated, FIB and FTM datasets, the 
relative changes in film thicknesses between each set of four samples all show linear trends, 
indicating that at least the repeatability of the coating depositions has been good. 
4.5.3 Substrate Quantification 
When quantifying a sample which either differs from a reference material in coating 
thickness, or where either the standard or unknown is uncoated, the intensity can be 
corrected using the measured coating thickness. However, any uncertainty or error in the 
coating thickness will be propagated on to quantification of the substrate. For these 
samples the substrate is pure Bi. The analytical error for substrate quantification is 
determined from the ratio of the calculated to the measured Bi Ma k-ratios. 
The calculated Bi Ma k-ratios, like the film k-ratios, show strongly linear trends against coat 
thickness, over the range considered. Table 4.7 and Table 4.8 show both the linear 
coefficients and the R2 values at each of the four accelerating voltages for the Cu on Bi and 
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Bi Ma linear coefficients for Cu on Bi Samples 
(k-ratio=m.Cu-thickness+c) 
 PENEPMA DTSA-II GMRFilm 
kV m c R2 m c R2 m c R2 
5 -0.0242 1.0275 0.9995 -0.0252 1.0178 0.9994 -0.0241 0.9900 0.9972 
7 -0.0114 1.0127 0.9993 -0.0120 1.0159 0.9981 -0.0141 1.0107 0.9999 
10 -0.0057 1.0066 0.9958 -0.0061 1.0070 0.9856 -0.0073 1.0051 0.9997 
15 -0.0031 1.0049 0.9909 -0.0031 1.0081 0.9619 -0.0039 1.0012 0.9999 
Table 4.7 PENEPMA, DTSA-II and GMRFilm calculated linear coefficients and R2 goodness of fit values for emitted Bi Ma k-
ratio as a function of Cu coating thickness in the range 5 – 20 nm. 
Bi Ma linear coefficients for Al on Bi Samples 
(k-ratio=m.Al-thickness+c) 
 PENEPMA DTSA-II GMRFilm 
kV m c R2 m c R2 m c R2 
5 -0.0067 1.0141 0.9983 -0.0067 0.9971 0.9993 -0.0092 1.0073 0.9997 
7 -0.0028 1.0007 0.9865 -0.0030 1.0076 0.8766 -0.0044 1.0028 0.9996 
10 -0.0014 0.9999 0.9733 -0.0013 0.9911 0.7184 -0.0023 1.0008 0.9999 
15 -0.0009 1.0009 0.9173 -0.0015 1.0156 0.9756 -0.0013 1.0002 1.0000 
Table 4.8 PENEPMA, DTSA-II and GMRFilm calculated linear coefficients and R2 goodness of fit values for emitted Bi Ma k-
ratio as a function of Al coating thickness in the range 5 – 20 nm. 
Bi Ma k-ratio values, were calculated for the samples representing the extremes in coat 
thickness using the FTM, FIB and EPMA thicknesses. The values calculated from all three 
software packages are compared against the EPMA values for the Cu and Al coated samples 
in Figure 4.6 and Figure 4.7 respectively. 
 
 






Figure 4.6 Comparisons of calculated Bi Ma k-ratios for the thinnest (a and b) and thickest (c and d) Cu on Bi samples 
against the EPMA experimentally measured values in absolute values (a and c) and percent differences (b and 
d). In each plot k-ratios have been calculated using PENEPMA (green lines), DTSA-II (orange lines), and GMRFilm 
(blue lines) assuming coating thicknesses given by FTM (solid lines) and calculated by PENEPMA, DTSA-II and 
GMRFilm from the EPMA measured coating k-ratios (dashed lines).The thickest coated sample also includes k-
ratios calculated using the FIB measured film thicknesses (dotted lines). 
For the Cu on Bi samples, where the FTM thicknesses and those calculated from the EPMA 
measured Cu k-ratios agreed to within ~10 – 20%, each ‘FTM’ and ‘EPMA’ pair of calculated 
Bi Ma k-ratios differs by only ~1% at 15 kV for the thinnest coating (Figure 4.6b), increasing 
to ~4% at 5 kV for the thickest sample (Figure 4.6d). The total range of errors similarly 
increases from ~±1% to ~±10%.  At 10 kV and 15 kV the PENEPMA calculated Bi k-ratios 
using the EPMA derived thicknesses produces the closest values to the EPMA 
measurements, although DTSA-II using EPMA thicknesses and GMRFilm using the FTM 
values are also close. Below 10 kV the GMRFilm with FTM combination produces the 
smallest errors. The calculated k-ratios using the FIB measured thicknesses for the ’20 nm’ 
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from the EPMA and FTM thicknesses. Overall, the GMRFilm and FTM combination produces 





Figure 4.7 Comparisons of calculated Bi Ma k-ratios for the thinnest (a and b) and thickest (c and d) Al on Bi samples 
against the EPMA experimentally measured values in absolute values (a and c) and percent differences (b and 
d). In each plot k-ratios have been calculated using PENEPMA (green lines), DTSA-II (orange lines), and GMRFilm 
(blue lines) assuming coating thicknesses given by FTM (solid lines) and calculated by PENEPMA, DTSA-II and 
GMRFilm from the EPMA measured coating k-ratios (dashed lines). The thickest coated sample also includes k-
ratios calculated using the FIB measured film thicknesses (dotted lines). 
For the Al on Bi samples, where there is significant differences in the coating thickness 
values given by the FTM and those calculated from the EPMA coating k-ratios, the 
discrepancies between the calculated and measured Bi Ma k-ratios are more significant and 
the trends more consistent between the datasets: The EPMA-derived coating thicknesses 
provide significantly closer Bi Ma k-ratios than the FTM values at all accelerating voltages. 
The overestimations still increase with decreasing accelerating voltage: The EPMA-derived 
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4.7b), to 20 – 35% for the ’20 nm’ sample at 5 kV. The FTM based results, however, show 
very large errors, increasing to a 70 - 80% overestimation of the Bi Ma k-ratio at 5 kV from 
both GMRFilm and PENEPMA. The FIB derived k-ratios for the ’20 nm’ sample (Figure 4.7d) 
only produce the best results at 5 kV, but still have errors of ~±20%. 
4.6 Discussion 
4.6.1 Al on Bi 
It is apparent from the Al on Bi results that huge discrepancies in both the coating thickness 
determination and, as a result, substrate quantification are possible: Under the least 
favourable conditions modelled, for a thick coating at 5 kV, the experimentally measured 
coating thickness differs from the FTM value by a factor of 3, propagating to an 
overestimation of the substrate k-ratio by 70%. This would subsequently produce a 
commensurate under-measurement of the substrate composition. With these magnitudes 
of errors quantification would be largely meaningless. The differences can be attributed to 
several factors, for example the FTM tooling factor, the assumed Al density, and the 
extrapolation of the thickness versus k-ratio relationship. It is possible, although we believe 
unlikely, that despite the relatively high ultimate vacuum level and the Ar purging, the Al has 
absorbed some residual oxygen during the coating procedure. However, there was no 
discernible Al2O3 precipitation in the FIB sections and, since the oxide has a higher density 
than the metal (3.95 gcm-3 compared to 2.70 gcm-3), dissolved oxygen would be expected to 
reduce rather than increase the thickness of the coating. 
The FIB and calculated values fall well beyond the modelled thickness range so 
extrapolation errors could account for at least some of the discrepancies between these and 
the FTM values. Additional k-ratio vs Al film thickness correlations were therefore calculated 
at 30, 50, 70 and 100 nm. Figure 4.8 shows that the 5 – 20 nm calculated linear trends, 
unsurprisingly, become more inaccurate the further they are extended beyond 20 nm. 
However, the fits are still reasonable up to ~60 nm and are at least sufficient to show that 
this factor can’t account for more than a minor portion of the very large discrepancy 
between the calculated and FTM thicknesses. 
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Figure 4.8 K-ratio versus Al film thickness correlations for 5 – 20 nm (open circles) and 30 – 100 nm (closed circles) film 
thickness ranges calculated using GMRFilm. The dashed lines are the linear trends extrapolated from the 5 – 20 
nm data points. 
The ~30% difference between the FIB measured thicknesses and those calculated from the 
EPMA measured Al k-ratios (Figure 4.5b) can logically be attributed to the film density: Since 
the FIB values are direct measurements of the geometric thickness whilst the calculated 
values are mass thickness values, this difference can be corrected for by using a lower than 
bulk density for the Al. Previous studies have identified that thin films can exhibit 
significantly lower densities. For example, using the lowest Al density, ~2 gcm-3, that 
Hartman (1965) measured for his thinnest film (~25 nm) brings the software calculated 
thicknesses into closer agreement with the FIB section values, as is shown in Figure 4.9 and 
Table 4.9: The relative differences between the software calculated thicknesses and the FIB 
measured values is reduced to <10%. 
Even after recalculating for a reduce film density the FTM values still show a 60% error 
relative to FIB. It is proposed that this remaining significant component of the FTM thickness 
discrepancy is due to the requirement for a large tooling factor (2.0) to compensate for the 
FTM sensor not being co-located with the samples in the sputter chamber. This issue has 
certainly been recognised before (Jurek et al. 1994). This factor therefore constitutes a 




























Figure 4.9 Comparison of the re-calculated Al coatings on Bi from DTSA-II, GMRFilm,  PENEPMA and FTM using an Al 
density of 2.00 gcm-2, and measured by FIB sectioning, a) as absolute values, and b) as percentage differences 
from the FIB thicknesses. Note that a small x-axis offset has been applied to allow the error bars to be more 
easily seen. 
  
Coating Thickness (nm) 
FIB Thickness (nm) 
% Difference wrt FIB 
FIB Thickness (nm) 
r (gcm-3) Software (12.19) 27.06 (42.99) 61.40 (12.19) 27.06 (42.99) 61.40 
2.70 
FTM 4.4 8.6 13.1 18.3 - -68.21 - -70.20 
DTSA-II 11.75 20.82 33.64 47.59 - -22.94 - -22.49 
PENEPMA 12.27 21.67 34.90 49.31 - -19.89 - -19.68 
GMRFilm 11.44 19.85 31.21 43.27 - -26.64 - -29.53 
2.00 
FTM 5.94 11.61 17.69 24.71 - -57.10 - -59.76 
DTSA-II 15.90 28.32 45.79 64.83 - 4.67 - 5.59 
PENEPMA 16.62 29.53 47.68 67.47 - 9.15 - 9.89 
GMRFilm 15.44 26.79 42.13 58.41 - -0.97 - -4.87 
Table 4.9 Al film thicknesses calculated using bulk elemental density and for a reduced density of 2.00 gcm-3, and their 
percentage difference from the FIB section measured thicknesses. Numbers in brackets are interpolated values. 
4.6.2 Cu on Bi 
Previous studies have also found that thin Cu coatings can exhibit reduced densities. For 
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nm). However, unlike the Al on Bi samples the calculated Cu thicknesses, in particular those 
from DTSA-II and GMRFilm, agree very closely with the one FIB data point so there is no 
evidence to suggest that the 5 – 20 nm Cu coatings in this study have anything lower than 
the assumed bulk density of 8.96 gcm-2. 
Although the FTM values for these samples agree much more closely with the calculated 
and FIB values than for the Al on Bi samples, there is still a not insignificant 10 – 20% 
discrepancy at low accelerating voltages (Figure 4.3b). It appears that, although a co-located 
FTM sensor is less error prone than a side-located sensor, there is still a sensitivity to 
differences in sample heights. 
4.7 Conclusions 
Surface films, whether deliberately applied or adventitious surface oxides, provide a 
significant challenge and potential limitation for low voltage quantitative analysis. 
In-coater FTM measurements of film thickness are a major potential source of error and 
have knock-on effects for the quantification of the substrate at low accelerating voltages. 
The 70% over-estimation of the Bi Ma k-ratio when using the FTM value for the ’20 nm’ Al 
film on Bi at 5 kV renders quantification of the substrate almost meaningless. The errors can 
be reduced by calculation of the film thickness from measurement of the coating k-ratios, 
but at low accelerating voltages the errors in the film thickness and consequently 
quantification of the substrate can still be as large as 10 – 20%. 
For film thickness determination the three software packages used, GMRFilm, DTSA-II and 
PENEPMA, all provided very similar results, despite the very large differences in time and 
computing power required. However, for substrate quantification the higher fidelity DTSA-II 
and PENEPMA tend to provide more accurate results at intermediate voltages. However, at 
low accelerating voltages, this trend is not clear, with no one method consistently producing 
better results. 
Over the range of film thicknesses and accelerating voltages modelled both the substrate 
and coating k-ratios show essentially linear trends as functions of the film thicknesses. For 
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Comparison of the directly measured film thicknesses from FIB sections with the modelled 
mass thicknesses indicates that the deposited Al films have a much lower than bulk density, 
in the region of 2 gcm-3. In contrast, the Cu films appear to have the same densities as bulk 
Cu. Use of mass thickness as opposed to separate thickness and density values would 
negate any issue of unknown or uncertain densities: both electron energy loss and x-ray 
absorption calculations are based on mass thickness values and compositions.  
Regardless of the coating used the results presented here show that, to minimise the impact 
on the substrate quantification, the thinnest possible coating that still provides reliable 
electrical conduction should be used. For C evaporated coatings the very distinctive violet 
colour of a polished brass witness block when 20 nm of coating is reached makes it a useful 
and repeatable thickness to use, even though 10 or even 5 nm can provide sufficient 
conduction on a flat surface. An FTM offers the potential to maintain a reliably thin coating 
once the operator has determined what that thickness should be. 
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Chapter 5 Electron Probe Microanalysis Through Coated Oxidised 
Surfaces (Matthews et al. 2019) 
5.1 Declaration 
This chapter, with the exception of formatting and segregation of references, is a verbatim 
copy of “Electron Probe Microanalysis Through Coated Oxidised Surfaces” (Matthews et al. 
2019), submitted to Microscopy and Microanalysis in March 2019 and published in July 
2019. As lead author I designed and carried out all the experimental work, processed and 
interpreted the acquired data, and wrote the draft paper. My co-authors, Kearns and Buse, 
reviewed, commented on and made editorial edits to the paper for final publication. 
5.2 Abstract 
Low voltage electron probe microanalysis (EPMA) of metals can be complicated by the 
presence of a surface oxide. If a conductive coating is applied analysis becomes one of a 
three-layer structure. A method is presented which allows for the coating and oxide 
thicknesses and the substrate intensities to be determined: By restricting the range of 
coating and oxide thicknesses, tc and to respectively, x-ray intensities can be parameterised 
using a combination of linear functions of tc and to. tc can be determined from the coating 
element k-ratio independently of the oxide thickness. to can then be derived from the O k-
ratio and tc. From tc and to the intensity components of the k-ratios from the oxide layer and 
substrate can each be derived. Modelled results are presented for an Ag on Bi2O3 on Bi 
system, with tc and to each ranging from 5 – 20 nm, for voltages of 5 – 20 kV. The method is 
tested against experimental measurements of Ag or C coated samples of polished Bi 
samples which have been allowed to naturally oxidise. Oxide thicknesses determined both 
before and after coating with Ag or C are consistent. Predicted Bi Ma k-ratios also show 
good agreement with EPMA measured values. 
5.3 Introduction 
The commercial availability of field emission gun microprobes is encouraging the drive to 
analysis at lower accelerating voltages being more commonly used, to take advantage of the 
sub-micron capabilities that these electron sources allow. As the accelerating voltage is 
decreased the depth of penetration of the electron beam decreases, and any surface layers 
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become more significant components of the analysis volume. Electron Probe Microanalysis 
(EPMA) has been applied to the analysis of thin surface films since the 1960’s (e.g. 
Anderson, 1966; Hutchins 1966; Marshall & Hall 1968). However, it wasn’t until Pouchou 
and Pichoir (1990) used a realistic description of the x-ray depth distribution function, f(rz), 
that accuracies could match those of bulk analyses (Willich 1992). 
In many instances surface films are deliberately applied and may be the target of interest. In 
the case of metallic samples, a surface oxide layer can form by oxidation of the substrate. 
These may be undesired artefacts or a deliberate feature of the sample. For example, 
reactive elements such as Cr or Al are sometimes added to alloys to form a passivating 
surface oxide layer in order to protect the substrate from progressive corrosion (e.g. Meier 
et al. 2010; Whittle & Stringer 1980). Willich (1992) reports that errors of up to 10% can be 
expected if the surface oxides of air sensitive metals such as Mg, Al and Si, aren’t accounted 
for. In particular Willich points out that whilst samples may be freshly prepared for analysis 
the pure metal reference materials used for calibration may commonly not be re-polished 
each time. For this reason Willich and Schiffmann (1992) recommend avoiding the use of 
pure metal reference materials for calibration. Even freshly prepared metal surfaces of 
highly reactive metals can have sufficiently thick oxides to affect analyses, particularly at low 
accelerating voltages: A ‘clean’ Ta surface can almost immediately grow a 4 nm oxide layer 
which is sufficient to reduce the Ta Ma emission by nearly 2% at 4 kV (Willich and 
Schiffmann 1992). 
An additional level of complexity is added if a conductive coating is applied to the oxidised 
samples. Although metals are electrically conductive there are several reasons why a 
conductive coating may still be applied. For example, the metals are part of a compound 
sample that includes non-conductive components; the sample is mounted in a non-
conductive material, such as an epoxy resin; the surface oxide is sufficiently insulating to 
cause surface charging; the reference materials used for calibration are coated and similarly 
coating the samples minimises the impact of the coating on analysis. 
Limandri et al (2010) carried out a study on 5 – 100 nm C coatings on Mg, Si, Sc, Cr, Ni and 
Zn substrates oxidised to thicknesses of 5 – 150 nm over a wide range of accelerating 
voltages. Their data treatment involved generating parameters to describe the electron 
trajectories in the sample in terms of the fractional energy loss, the transmitted electron 
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fraction, and the average angular deflection. Whilst these are valuable for characterising the 
electron interactions they do not provide a method for quantifying either the layers or the 
substrate. 
In this study we describe a simple method for determining coating and buried oxide layer 
thicknesses and for quantifying the proportional reduction of the substrate emitted 
intensities caused by the coating and oxide layers, thereby allowing for more accurate 
quantification of the substrate. By restricting the range of layer thicknesses each to 5 – 20 
nm and accelerating voltages to 5 – 20 kV the emitted k-ratios can be closely approximated 
as linear functions of the coating and oxide layer thicknesses. 
The key benefit of this approach is that, once the linear coefficient values have been 
determined, large datasets can rapidly be processed. For example, 256x256 arrays of k-ratio 
values can be converted into coating and oxide thickness maps in seconds using a simple 
spreadsheet. A few of the available thin film analysis programs, such as the commercial 
package STRATAGem (Pouchou 1993), allow for batch processing of data points, but this 
typically does not include arrays of values. Additionally, high fidelity but computationally 
slow Monte Carlo routines, such as PENEPMA (Llovet and Salvat 2016), become non-viable 
options for these large data arrays. 
Models and experimental results are shown for an oxidised Bi substrate, coated with either 
Ag or C. Ag is a potentially useful alternative coating material to C or Au: It does not 
evaporate under the electron beam as C can do (see Chapter 3), it has a much lower density 
than Au, and it is highly effective at reducing the damaging effects of electron beam heating 
(Smith 1986). The high beam densities made available by field emission gun electron 
microprobes (FEG-EPMA) makes this last property particularly valuable. Bi was selected as 
having a sufficient oxidation rate to both grow a 10 – 20 nm layer within a few weeks of air 
exposure but still allow for an oxide-free surface if the sample is cleaned immediately prior 
to analysis. It also acts as a non-radioactive surrogate for U and Pu, both of which oxidise 
very readily, and has important implications for the analysis of nuclear materials. 
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5.4 Materials and Methods 
5.4.1 Modelling 
GMRFilm (Waldo 1988) version 05/1993 and PENEPMA version 2014 (Llovet and Salvat 
2016) were used to calculate k-ratios for a three layer model as shown in Figure 5.1. The key 
parameter settings used are summarised in Table 5.1. The coating, oxide and substrate 
combinations, coating thicknesses (tc), oxide thicknesses (to) and accelerating voltages 
calculated are summarised in Table 5.2. All the model combinations listed have been 
calculated using GMRFilm, whilst the much slower PENEPMA has been applied to a sub-set 
of these. In all cases the coating and oxide layers and the substrate are each assumed to be 
homogeneous in both density and composition. 
GMRFilm 
• Take off angle: 40o 
• Iterations: max. 15 
• f(rz): Pouchou and Pichoir PAP, Scanning (1990) 
• MAC’s: Heinrich ICXOM-11 
• Fluorescence correction: Yes 
PENEPMA* 
• Detector take off angle: 35o – 45o 
• Detector azimuth angle: 360o 
• Trajectories: 1x107 
• Fluorescence: Yes 
• Smax (film): 1/10th coating thickness 
• Variance reduction: Yes 
o Forcing: Yes 
o Splitting: No 
Table 5.1 Key values and settings used for GMRFilm and PENEPMA.* See (Llovet and Salvat 2016; Salvat 2015) for 
descriptions of the PENEPMA parameters. 
 
Figure 5.1 Three-layer coating on oxide on substrate structure modelled with GMRFilm. tc and to are the thickness of the 
applied coating and the oxide layer respectively. 
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Coating Oxide Substrate tc (nm) to (nm) Voltage (kV) 
Ag (10.97) 
Bi2O3 (8.90) Bi (9.80) 
5, 10, 15, 20 5, 10, 15, 20 
4 – 20 in 1 kV increments 
C (2.00) 3, 3.4, 5, 7, 10, 15, 20 
Al (2.00) 
5, 7, 10, 15, 20 Cu (8.96) 
Cr (7.19) 
Al (2.00) UO2 (10.97) U (19.1) 5, 7, 10, 15, 20, 25 
Table 5.2 GMRFilm models and conditions run. Values in brackets are the material densities in g/cm3 used for the models 
and for analyses. 
5.4.2 Experimental 
Two sets of four polished Bi samples were each set in 25 mm diameter thermoset 
conductive phenolic resin blocks. These were stored in a desiccator cabinet and allowed to 
naturally oxidise for periods of approximately 1 month and 2 months respectively. The two 
sets showed visible tarnishing, with the ‘2-month’ aged samples appearing darker, indicating 
a thicker surface oxide layer. These will be referred to as the ‘thin’ and ‘thick’ oxides. The 8 
oxidised samples were first analysed uncoated at 5, 7, 10 and 15 kV, with a 25 nA beam 
current. All analyses were carried out in a JEOL JXA-8530F (JEOL Ltd., Tokyo, Japan) field 
emission gun electron microprobe at the University of Bristol. The electrical conductivity of 
the uncoated oxidised Bi substrates was sufficient to allow for EPMA analysis without any 
charging being evident. To minimise C contamination a 10 µm defocussed beam was used in 
conjunction with a Peltier cooled cold trap (Buse et al. 2016) for all analyses. For each 
accelerating voltage a 4x3 array of 20 µm spaced analysis points was acquired, using count 
times of 60 s on peak and 30 s on each of two background positions for each element line. 
The x-ray lines measured, reference materials used and spectrometer configurations are 
summarised in Table 5.3. All elemental reference materials were sourced from batches with 
at least 99.9% purities. The Fe2O3 reference was supplied as a mounted and certified sample 
by Astimex (Astimex Standards Ltd, Toronto, Ontario) similarly mounted in conductive 
phenolic resin and analysed uncoated, using a 10 µm defocussed beam and the Peltier cold 
trap. The reference materials were polished on a 1 µm diamond lap under oil then cleaned 
with propanol followed by a rinse with ethanol immediately prior to loading into the EPMA 
for analysis to remove any surface oxide. 
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 Sp1 Sp2 Sp3 Sp4 Sp5 
Counter P10 gas flow counter Sealed Xe counter 
Crystal LDE1 LDE2 PETH PETH PETL 
2d (Å) 60 100 8.74 8.74 8.74 
Element O Ka C Ka Ag La Ag La Bi Ma 
RM Fe2O3 vitreous C Ag Ag Bi 
Table 5.3 Spectrometer configurations used for EPMA analyses. All reference materials (RM) were mounted in thermoset 
conductive phenolic resin and measured uncoated. 
The 8 samples were then coated with either C or Ag, to produce 2 Ag coated and 2 C coated 
‘thin’ oxide samples, and 2 Ag-coated and 2 C-coated ‘thick’ oxide samples. A Quorum 
Q150RS coater (Quorum Technologies, Laughton, UK) and film thickness monitor (FTM) 
were used to deposit a measured thickness of 9.8 nm of Ag simultaneously on all 4 Ag 
coated samples. The C coatings were similarly deposited simultaneously using an Edwards 
Auto 306 vacuum evaporator (Edwards Vacuum, Burgess Hill, UK), with the orange colour of 
a brass witness block used to measure an approximately 15 nm coating (Kerrick et al. 1973). 
The 8 coated oxidised samples were then re-analysed using the same conditions as for the 
uncoated samples above. 
Unless stated otherwise, all quoted mean ± 1s values are calculated from 12 EPMA analysis 
points measured on each sample at each stated set of conditions. 
5.4.3 Modelling 
For layered models, GMRFilm partitions the emitted signals into the contributions from the 
substrate and from each of the overlying layers, allowing the role of the different layers to 
be characterised. In order to distinguish between these component contributions and the 
total emitted signals the term ‘k-ratio’ is reserved for the total emitted signals and ‘i-ratio’ is 
used to denote the intensity ratios of components of the k-ratio for a given element. 
PENEPMA does not distinguish between component contributions so only the k-ratio values 
can be derived. 
For all the 3-layer models in this study it is assumed that the coating element is only present 
in the coating layer, and that oxygen is only present in the oxide layer. The oxide layer is 
assumed to be a homogeneous single oxide. The k-ratios and i-ratios are calculated relative 
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to the same uncoated reference material compositions as used for the EPMA analyses 
above. 
5.5 Results and Discussion 
5.5.1 Modelling 
The modelling results presented in this section were calculated using GMRFilm. The very 
high speed of this algorithm-based program, producing results for a given set of conditions 
within seconds, allows for a large matrix of conditions to be modelled. PENEPMA is a ‘high 
fidelity’ Monte Carlo program, utilising high accuracy physics models of particle interactions 
(Llovet & Salvat 2016). Each set of conditions takes several hours to run thus restricting the 
total number of configurations that can be modelled within a reasonable time. 
Consequently, it has been applied to a few key model conditions. Additionally, unlike 
PENEPMA, GMRFilm outputs the contributions from each layer, even where elements are 
present in more than one layer, allowing for the components of the k-ratios from each of 
the layers to be characterised individually. 
5.5.1.1 Coating Layer 
Figure 5.2a shows a plot of the GMRFilm calculated Ag La k-ratio emitted from the coating 
as a function of both the coating and oxide thicknesses for the Ag on Bi2O3 on Bi model at 10 
kV. From this plot it can be seen that the coating k-ratio varies strongly with coating 
thickness but, over the range of thicknesses modelled, is essentially independent of the 
oxide thickness. This was true for all the coating, oxide and substrate combinations and 
analytical conditions modelled. However, it may not hold true for combinations which 
involve large secondary fluorescence effects. Plotting the Ag La k-ratios as a function of 
coating thickness calculated for all the modelled accelerating voltages (Figure 5.2b) shows 
that, over the range of thicknesses modelled, the coating k-ratio can be closely 
approximated as a straight line function of the coating thickness. The 5 kV data points do 
show the data would be more accurately fitted with a curved function, such as a second 
order polynomial. This would introduce an x2 term, for which there will be two possible 
solutions for each parameter. A linear fit produces unique solutions and, by limiting the 
range of thicknesses modelled, the linear fit is a close approximation. Above 20 nm and 
below 5 nm the linear fit shows increasing discrepancies with the modelled values, as 
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demonstrated by the extrapolation of the 5 kV linear trend to a k-ratio of 0.05 instead of 0 
for a 0 nm coating. This near-linear relationship is consistent with previous modelled results 
for single coatings of the same thickness range on a substrate (Chapter 4). The increase in 
curvature as the accelerating voltage is decreased is a result of the x-ray f(rz) depth 
distribution curve being more compressed towards the sample surface. Thus, whilst short 
sections of this curve can be closely approximated as straight line segments at higher 
voltages, the increased curvature of the more compressed x-ray f(rz) curve at lower 
voltages makes this approximation progressively less accurate. 
This insensitivity to the oxide thickness is useful since it means that, assuming the coating 
elements are not present in the oxide or substrate, the coating thickness can be determined 
from the measured coating element k-ratios independently of any knowledge of the 




Figure 5.2 Plots of Ag La k-ratio calculated using GMRFilm for a Ag on Bi2O3 on Bi model as a function of a) both coating 
and oxide thicknesses at 10 kV, and b) of coating thickness at 5, 7, 10, 15 and 20 kV, with linear trends indicated 
by the dashed lines. The data points in plot b are the means of the k-ratio values calculated at the four oxide 
thicknesses, 5, 10, 15 and 20 nm, at each coating thickness and accelerating voltage. 1 s standard deviation 
ranges are smaller than the plot symbol used for each data point. 
The linear function of Ag La k-ratio at a single accelerating voltage is given by 
Ag on Bi2O3 on Bi
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kAg La = mctc + cc 
Equation 5.1 
where kAg La is the Ag La k-ratio, 
 tc is the coating thickness, and 
 mc and cc are the linear coefficients. 
To examine the variation in the coefficients with voltage, the coefficients mc and cc were 
calculated for different accelerating voltages (Figure 5.3). This shows that the two 
coefficients vary smoothly with voltage. Thus, the values can be interpolated with some 
confidence without the need to model all accelerating voltages. 
  
Figure 5.3 Plot of the coefficient values mc and cc for Equation 5.1 as functions of accelerating voltage assuming a linear 
trend to the calculated Ag La k-ratios for the Ag on Bi2O3 on Bi model. 
5.5.1.2 Oxide Layer 
For the oxide layer both O and the substrate element, Bi, will be present. Figure 5.4a shows 
the calculated O Ka k-ratio from the oxide layer as a function of the coating and oxide 
thicknesses for the Ag on Bi2O3 on Bi model at 10 kV. At all the modelled voltages, the k-
ratio is a function of both the coating and the oxide thickness but is more strongly 
influenced by the oxide thickness. What can also be seen in the plot is that, over the range 
of conditions modelled, although the k-ratio surface is twisted, the individual grid lines that 
define the surface each appear to be strongly linear. This is more explicitly shown in the two 
2-D plots in Figure 5.4b and c which show the modelled O Ka k-ratio as functions of coating 
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thickness and oxide thickness respectively. In each plot the dashed lines show the linear fit 
to each dataset. The surface in Figure 5.4a can be approximated by a biplanar function, 
which is a combination of two orthogonal linear functions of the form 
kO Ka = aO Ka.tc + bO Ka.to + cO Ka.tc.to + dO Ka 
Equation 5.2 
where kO Ka is the O Ka k-ratio 
 tc is the coating thickness 
 to is the oxide thickness, and 
 aO Ka, bO Ka, cO Ka and dO Ka are the biplanar coefficients for O Ka. 
The resulting biplanar surface is show in Figure 5.5a. Comparing Figure 5.4a and Figure 5.5a 
indicates a good level of agreement. This is confirmed by the plot in Figure 5.5b of the 
percentage difference of the biplanar surface from the modelled surface. This shows an 
error of less than ± 2% across almost all the coating-oxide thickness combinations modelled. 
The error range increases with decreasing accelerating voltage, in particular for the thinnest 
oxide and coating layers modelled but stays within ± 3% down to 7 kV. At 5 kV the 
difference is within ± 5% except for the 5 nm oxide combined with a 5 nm or 20 nm coating 
where the difference increases to -7.6% and 10% respectively. The increasing differences 
are due to a slight but increasing curvature in the modelled surfaces at lower voltages, as 
was found for the coating k-ratio correlations above. 
     
a b c 
Figure 5.4 Plots of a) the calculated O Ka k-ratios from the oxide layer of the Ag on Bi2O3 on Bi model as functions of the 
coating and oxide thicknesses at 10 kV, b) calculated O Ka k-ratios as functions of coating thickness, and c) 
calculated O Ka k-ratios as functions of oxide thickness. Dashed lines are linear fits through each dataset. 
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Figure 5.5 Plots of a) the biplanar fit of the form z = ax + by + cxy + d to the data in Figure 5.4a, and b) the percentage 
difference of the biplanar surface from the model data. 
Figure 5.6 plots the four biplanar coefficients of Equation 5.2, aO Ka, bO Ka, cO Ka and dO Ka, as 
functions of accelerating voltage. As for the two linear coefficients for the coating layer 
above, these four biplanar coefficients vary smoothly with accelerating voltage and so again 
can be interpolated between calculated values. 
  
Figure 5.6 Plot of the coefficient values aO Ka, bO Ka, cO Ka and dO Ka in Equation 5.2 as functions of accelerating voltage 
assuming a biplanar trend to the calculated O Ka k-ratios for the Ag on Bi2O3 on Bi model. 
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Having calculated the coating thickness, tc, from the coating element k-ratio using Equation 
5.1, we can thus calculate the oxide thickness from the measured O Ka k-ratio using 
Equation 5.2. 
 
Figure 5.7 Plots of the Bi Ma k-ratio emitted from the oxide layer for the Ag on Bi2O3 on Bi model at 10 kV. 
The emitted Bi intensity is composed of x-rays excited both in the oxide layer and the 
substrate. Here we consider the component of the k-ratio generated in the oxide layer, and 
termed the intensity ratio, iBi Ma ox. This is a function of both the coating and oxide 
thicknesses but is much more strongly influenced by the latter (Figure 5.7). The change in Bi 
absorption as a function of coating thickness is therefore significantly smaller than the 
change in Bi emission in response to oxide thickness. At 10 kV, as shown in Figure 5.7, the Bi 
Ma i-ratio increases slightly with increasing coating thickness, and this is also seen at higher 
voltages. At lower voltages the i-ratio instead decreases slightly with increasing coating 
thickness. This change in behaviour is related to the depth of the Bi Ma f(rz) curve 
maximum relative to the oxide layer. Increasing the coating thickness moves the f(rz) curve 
higher relative to the oxide layer: At sufficiently high voltages the curve maximum is below 
the oxide and moving the f(rz) curve maximum higher thus increases the Bi Ma intensity 
generated in the oxide layer. At low voltages, though, the f(rz) curve maximum is above the 
oxide layer and raising it further produces lower intensities in the oxide layer. The voltage at 
which the i-ratio changes from decreasing to increasing with increasing coating thickness 
(i.e. the f(rz) curve maximum is within the oxide layer) is a function of the coating and 
oxide densities and on the x-ray line being measured. For the Ag on Bi2O3 on Bi system this 
occurs at between 7 kV and 10 kV. 
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The intensity versus coating and oxide thickness relationships can again be closely 
approximated by a biplanar function: 
iBi Ma ox = aox.tc + box.to + cox.tc.to + dox 
Equation 5.3 
where iBi Ma ox is the Bi Ma k-ratio component from the oxide layer 
 tc is the coating thickness 
 to is the oxide thickness, and 
 aox, box, cox and dox are the biplanar coefficients for Bi Ma in the oxide layer. 
As for the O Ka biplanar coefficients the biplanar coefficients, aox, box, cox and dox, in 
Equation 5.3 vary smoothly with accelerating voltage (Figure 5.8a). The calculated biplanar 
surface agrees with the modelled i-ratio values to within ± 2.5% at 10 kV (Figure 5.8b), 
increasing to ±5 % at 5 kV. 
  
a b 
Figure 5.8 Plot of a) the coefficient values, aox, box, cox and dox in Equation 5.3 as functions of accelerating voltage, and b) 
the percentage error of the biplanar surface calculated using Equation 5.3 and the modelled Bi Ma oxide layer i-
ratios at 10 kV. 
5.5.1.3 Substrate 
Figure 5.9a shows that the component of the Bi Ma i-ratio emitted from the substrate, isubs, 
varies to a similar degree against both the oxide and coating layer thicknesses. The 
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compares closely with the MAC for Bi Ma by Ag in the coating of 861.06 cm2/g. The 
absorption per unit thickness in the two layers will thus also be similar. It should be stressed 
that here we are not considering the Bi emitted from the oxide layer, which will mitigate the 
effect of the Bi oxide layer on the Bi k-ratio (see next section). The correlations against each 
layer thickness, over the range of conditions modelled, are again close to a biplanar function 
of the form: 
isubs = as.tc + bs.to + cs.tc.to + ds 
Equation 5.4 
where isubs is the Bi Ma k-ratio component from the substrate 
 tc is the coating thickness 
 to is the oxide thickness, and 
 as, bs, cs and ds are the biplanar coefficients for Bi Ma in the substrate. 
The degree of fit between the biplanar surface and the modelled isubs is shown by the very 
small percentage errors in Figure 5.9b. As for the coating and oxide layers the biplanar 
parameters vary smoothly with accelerating voltage, as shown in Figure 5.10. 
  
a b 
Figure 5.9 Plot of a) the Bi Ma k-ratio emitted from the substrate for the Ag on Bi2O3 on Bi model at 10 kV, and b) the 
percentage difference of the biplanar surface defined by Equation 5.4 from the modelled surface in a). 
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Figure 5.10 Plot of the coefficient values as, bs, cs and ds in Equation 5.4 as functions of accelerating voltage assuming a 
biplanar trend to the calculated Bi Ma intensity ratios emitted from the substrate for the Ag on Bi2O3 on Bi 
model. 
5.5.1.4 Bi k-ratio 
GMRFilm allows us to separately model the Bi intensity ratios from the substrate and oxide 
layers. If we are interested in the substrate composition we want to know isubs. However, 
when carrying out EPMA analyses it is only possible to measure the emitted Bi k-ratio, i.e. 
the sum of the oxide layer and substrate contributions. 
Whilst the Bi Ma intensity ratio from the substrate, isubs, varies strongly against both the 
oxide and coating layer thicknesses (Figure 5.9a) the Bi Ma k-ratio for the Ag on Bi2O3 on Bi 
system is only weakly influenced by the oxide thickness, as shown in Figure 5.11a: The 
decrease in Bi Ma emission from the substrate is balanced by the increase from the oxide 
layer as the latter’s thickness increases. 
The surface can again be closely approximated as a biplanar function, with the biplanar 
coefficients varying smoothly with voltage (Figure 5.11b) and percentage errors relative to 
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kBi Ma = am.tc + bm.to + cm.tc.to + dm 
Equation 5.5 
where kBi Ma is the Bi Ma k-ratio 
 tc is the coating thickness 
 to is the oxide thickness, and 
 am, bm, cm and dm are the biplanar coefficients. 
An implication for the lack of sensitivity to the oxide layer thickness in this system is that the 
presence of the buried oxide layer may not be obvious unless O is analysed. As is shown 
above in Figure 5.9a the presence and thickness of the oxide layer has a significant impact 
on the substrate i-ratio, requiring the analyst to take the presence of an oxide layer into 
consideration when making the analysis: Changing the oxide thickness from 5 to 20 nm 
reduces the Bi Ma k-ratio by approximately 1.5% but reduces the isubs by 12%. 
For comparison, Figure 5.12 shows the same plots as in Figure 5.11, but calculated using 
PENEPMA. This, being a Monte Carlo-based method, includes statistical noise in the 
modelled data. This is visible as the ‘waviness’ in the plot in Figure 5.12a. The level of noise 
decreases as the inverse square of the number of simulated trajectories. In this example 17 
million photons were modelled at each tc, to and kV combination. The noise can be seen in 
Figure 5.12c to add appreciably to the percentage difference between the calculated 
biplanar surface and the PENEPMA modelled data, with a difference range some 5 times 
greater than for the GMRFilm calculated models. However, whilst the ‘a’, ‘b’ and ‘c’ 
coefficient values in Figure 5.11b and Figure 5.12b are similar, the PENEPMA ‘d’ coefficient 
values (which give the intercept with the ‘k-ratio’ axis at zero thickness for the coating and 
oxide layers at each accelerating voltage) are lower than for GMRFilm at low accelerating 









    a     b     c 
Figure 5.11 GMRFilm plots of a) the Bi Ma k-ratio, emitted from the substrate and oxide layer, b) the coefficient values am, 
bm, cm and dm in Equation 5.5 as functions of accelerating voltage assuming a biplanar trend for the Ag on Bi2O3 
on Bi model at 10 kV, and c) the percentage difference of the biplanar surface calculated using Equation 5.5 and 
the GMRFilm model data. 
   
    a     b     c 
Figure 5.12 PENEPMA plots of a) the Bi Ma k-ratio, emitted from the substrate and oxide layer, b) the coefficient values am, 
bm, cm and dm in Equation 5.5 as functions of accelerating voltage assuming a biplanar trend for the Ag on Bi2O3 
on Bi model at 10 kV, and c) the percentage difference of the biplanar surface calculated using Equation 5.5 and 
the PENEPMA model data. 
5.5.1.5 Generalisation of the Model Results 
Whilst the results for the Ag on Bi2O3 on Bi model are shown here several other systems 
were also modelled (Al, Cu and Cr coatings on Bi2O3 on Bi, and Al on UO2 on U). For 
example, Figure 5.13, Figure 5.14 and Figure 5.15 summarise the GMRFilm modelled k- and 
i-ratios and biplanar surface fits for the Al on UO2 on U system. 
As for the Ag on Bi2O3 on Bi system, the coating k-ratio for Al Ka varies approximately 
linearly against coating thickness but is essentially independent of the oxide thickness over 
Ag on Bi2O3 on Bi
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the range of conditions modelled (Figure 5.13a). The linearity of the coating thickness 
correlations at all five modelled accelerating voltages is graphically represented in Figure 
5.13b where the dashed lines show the linear trends fitted to the five data sets. Each data 
point is the mean of the k-ratio values calculated from the four oxide thicknesses at each 
coating thickness and voltage condition. The 1s standard deviation ranges are smaller than 
the symbols used for each data point. 
The higher density of U means that the modelled k- and i-ratios show more curvature as a 
function of oxide thickness compared to the Ag on Bi2O3 on Bi system. This is most clearly 
seen in the error plots in Figure 5.15: In the U Ma i-ratio error plots for the oxide and 
substrate (Figure 5.15b and c respectively), the magnitude of error is more strongly 
controlled by the oxide thickness than by the coating thickness. This compares to the more 
equal variations against both coating and oxide thicknesses in the Bi Ma i-ratio plots for the 
Ag on Bi2O3 on Bi system (Figure 5.8b and Figure 5.9b respectively). Conversely, the U Ma k-
ratio error plot (Figure 5.15d) varies equally against coating and oxide thicknesses, whereas 
the Bi Ma k-ratio error (Figure 5.11c) is dominated by the coating thickness. The increase in 
curvature results from the f(rz) curve becoming more compressed as a function of 
increasing density of the substrate. The density of U (19.1 g/cm3) is more than double that 
of Bi (9.8 g/cm3).  
However, the error ranges still compare closely with those for the Ag on Bi2O3 on Bi system, 
being within ± 2% over most of the modelled thickness combinations in the coating and 
oxide layers (Figure 5.15a to c). The maximum error reaches a 3% overestimation only for 
the thinnest oxide layers for U Ma in the oxide layer (Figure 5.15b). 
The GMRFilm modelled data for the U Ma k-ratio (Figure 5.14d) shows a very close fit to a 
biplanar function, as indicated but the very small maximum errors of ±0.05% in Figure 
5.15d. Unlike the Bi Ma k-ratio in the Ag on Bi2O3 on Bi system, which showed little 
sensitivity to oxide thickness at 10 kV, the U Ma k-ratio in the Al on UO2 on U system varies 
against both coating and oxide thicknesses. This difference in behaviour can be attributed to 
the higher critical excitation energy of the MV edge for U (3.552 keV compared to 2.603 keV 
for the Bi MV edge), required to produce an Ma emission. This produces a lower overvoltage 
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Figure 5.13 GMRFilm modelled Al Ka k-ratios a) as functions of coating and oxide thicknesses at 10 kV, and b) as functions 
of coating thickness and accelerating voltage for the Al on UO2 on U system. Each data point in plot b is the 
mean of the four oxide thickness values, 5, 10, 15 and 20 nm. Standard deviation ranges are smaller than the 
plot symbols. The dashed lines are the linear fits through each set of data points. 
    
a b c d 
Figure 5.14 Plots of GMRFilm modelled k-ratio and i-ratio values as functions of coating and oxide thicknesses for a) O Ka k-
ratio from the oxide layer, b) U Ma i-ratio from the oxide layer, c) U Ma i-ratio from the substrate, and d) U Ma 
k-ratio from both the oxide layer and substrate for the Al on UO2 on U system at 10 kV. 
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a b c d 
Figure 5.15 Plots of the difference between the GMRFilm modelled data in Figure 5.14 and calculated biplanar surfaces for 
a) O Ka k-ratio from the oxide layer, b) U Ma i-ratio from the oxide layer, c) U Ma i-ratio from the substrate, 
and d) U Ma k-ratio from both the oxide layer and substrate for the Al on UO2 on U system at 10 kV. 
Similarities were found for all the systems modelled. Specifically, (1) over a limited range of 
voltages and thicknesses, the coating layer thickness can be calculated independently of the 
oxide thickness using a linear function of the coating element k-ratio; (2) The oxide 
thickness can be modelled using a biplanar function and can be calculated from the coating 
thickness and the measured O Ka k-ratio; (3) The substrate element k-ratio and substrate 
and oxide layer i-ratio components can each be modelled as biplanar functions of the 
coating and oxide thicknesses. 
5.5.2 Experimental Results 
5.5.2.1 Coating Layer Thicknesses 
Ag La and C Ka k-ratios were measured for the Ag and C coated ‘thin’ (samples Thin Oxide 1 
– 4) and ‘thick’ (samples Thick Oxide 1 – 4) oxidised Bi substrates described in the Materials 
and Methods section above. The Ag and C coating thicknesses, calculated from the k-ratios 
using the GMRFilm derived linear parameters for the Ag on Bi2O3 on Bi and C on Bi2O3 on Bi 
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Figure 5.16 Coating layer thicknesses and ± 1s standard deviation ranges calculated with GMRFilm from the EPMA 
measured k-ratios for a) the Ag on Bi2O3 on Bi samples, compared against the thicknesses measured at the time 
of Ag deposition by FTM, and b) the C on Bi2O3 on Bi samples, compared against the thickness estimated from 
the colour change of a brass witness block at the time of C coating. 
The EPMA measured Ag coating thicknesses (Figure 5.16a) range from 20.7 ± 1.2 nm to 22.1 
± 1.5 nm. Although these values agree closely with each other they are over a factor of 2 
greater than the FTM thickness of 9.8 nm measured at the time of deposition. This large 
discrepancy between FTM and EPMA measured values has been shown in Chapter 4 and can 
almost certainly be attributed in this case to an incorrectly set tooling factor, used to 
account for the difference in distance between the FTM sensor and the samples from the Ag 
source in the coater. The tooling value can be adjusted, but determining the correct factor is 
not trivial and needs to be calibrated for each change in sample position and/or height 
relative to the FTM sensor (Jurek et al. 1994). In practice it is likely that very few operators 
change the tooling factor from the default setting and the errors reported here are 
therefore representative. 
The C thicknesses also agree well across the four samples, ranging from 16.8 ± 1.5 nm to 
17.4 ± 1.6 nm. These values are close to the 15 nm thickness estimated at the time of 


























Ag on Bi2O3 on Bi
Ag (EPMA)
Ag (FTM)
16.9 17.4 16.8 17.3























C on Bi2O3 on Bi
C (EPMA)
C (brass witness colour)
 
 
UK MoD © British Crown Owned Copyright 2020/AWE 
155 
5.5.2.2 Oxide Thickness 
Analysis of the oxidised Bi substrates both before and after application of the conductive 
coatings allowed for the effectiveness of the three-layer models described above to recover 
the oxide thicknesses to be tested. The mean EPMA measured coating thicknesses for each 
sample were used to calculate the post coating oxide thicknesses. 
  
a b 
Figure 5.17 Oxide thicknesses and ± 1s standard deviation ranges calculated with GMRFilm from EPMA measured k-ratios 
both before (in black) and after (in orange) coating deposition for a) the Ag on Bi2O3 on Bi and b) the C on Bi2O3 
on Bi samples. 
The pre- and post-coating oxide measurements are summarised in Figure 5.17. There is 
good agreement between all of the pairs of measurements. There is also good agreement in 
the oxide thicknesses across all of the ‘thin’ oxide samples, Thin Oxide 1 –  4, all four 
showing thicknesses of approximately 10 nm both before and after coating. For the thick 
oxide samples, Thick Oxide 1 – 4, three of the samples show a pre-coating thickness of 
approximately 20 nm but sample ‘Thick Oxide 3’, a C coated thick oxide, shows a thickness 
of about 25 nm. However, the post-coating measurement also shows this higher value. 
Sample ‘Thick Oxide 1’, an Ag coated thick oxide, shows the greatest discrepancy between 
the pre- and post-coating measurements of 21.9 ± 2.4 and 17.9 ± 3.6 nm respectively. 
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This shows that, over the range of conditions and for the two systems modelled at least, the 
biplanar parameter method can recover the same oxide thickness as was measured 
uncoated. 
5.5.2.3 Substrate Quantification 
Having measured both the coating and oxide thicknesses and using the biplanar functions in 
Equation 5.4 and Equation 5.5 we can calculate both the Bi Ma k-ratio and the Bi Ma 
intensity ratio from the substrate, isubs. Comparing the calculated k-ratio values against the 
EPMA k-ratios will give a measure of the accuracy of the modelling. The difference between 
the calculated isubs and k-ratio values gives the magnitude of correction that the model is 
predicting to correctly measure the substrate composition. 
5.5.2.3.1 Ag on Bi2O3 on Bi Samples 
Figure 5.18 and Figure 5.19, which show representative results for the four Ag coated 
samples, compare the calculated and EPMA measured Bi Ma k-ratios for Ag coated ‘thin’ 
and ‘thick’ oxidised samples respectively, both as k-ratio values (plots ‘a’ in both figures) and 
as percentage differences from the EPMA measured k-ratios (plots ‘b’). For both cases the k-
ratio values calculated using Equation 5.5 agree with the EPMA measured values to within 
1s down to 7 kV. At 5 kV the deviation is greater than the 1s range, but still only differs by 3 
% for the ‘thin’ oxide (Figure 5.18b). For the ‘thick’ oxide this increases to 9% (Figure 5.19b). 
Correcting for the coating but not for the oxide layer shows greater errors at 10 kV and 
below, increasing to 10% and 20% at 5 kV for the ‘thin’ and ‘thick’ oxide samples 
respectively. 
The calculated substrate i-ratio values for both samples show that a significant proportion of 
the measured k-ratio comes from the oxide layer. At 15 kV the contribution from the oxide 
layer accounts for 5% of the emitted signal for the ‘thin’ oxide sample, and 10 % for the 
‘thick’ oxide. This increases with decreasing accelerating voltage to 23% for the ‘thin’ oxide 
and 33% for the ‘thick’ oxide at 5 kV (Figure 5.18b and Figure 5.19b respectively). 
 
 







Figure 5.18 Comparisons of the EPMA measured Bi Ma k-ratios and the GMRFilm calculated k-ratios and substrate i-ratios, 
both with and without correction for the buried oxide layer, for an Ag coated ‘thin’ oxide as a) k-ratio values and 
b) as percent differences from the EPMA measured k-ratio values. The error bars on the EPMA measurements 






Figure 5.19 Comparisons of the EPMA measured Bi Ma k-ratios and the GMRFilm calculated k-ratios and substrate i-ratios, 
both with and without correction for the buried oxide layer, for an Ag coated ‘thick’ oxide as a) k-ratio values 
and b) as percent differences from the EPMA measured k-ratio values. The error bars on the EPMA 
measurements represent ± 1s standard deviation ranges. 
Figure 5.20 compares the Bi weight percents calculated using GMRFilm from the EPMA 
measured k-ratios for three scenarios: (1) no correction for the two surface layers; (2) 
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Bi2O3 layer for the Thin Oxide 1 and Thick Oxide 1 samples. With no correction the Bi error 
increases from an underestimation of 10% at 15 kV to 60% at 5 kV. Correcting for the 
deposited Ag coating significantly reduces the error to <1% at 15 kV and ~10% at 5 kV. 
Correcting for both the Ag coating and the buried oxide layer recovers a Bi substrate 
composition of 100 ± 0.7 wt% down to 10 kV. Below this the error increases to between 2% 
and 6% at 5 kV but is still smaller than for the uncorrected and partially corrected values. 
  
a b 
Figure 5.20 GMRFilm calculated weight percent Bi from the EPMA measured k-ratios; uncorrected for any surface layers; 
corrected only for the Ag coating; and corrected for both the Ag coating and the Bi2O3 oxide layer for samples a) 
Thin Oxide 1 and b) Thick Oxide 1. 
5.5.2.3.2 C on Bi2O3 on Bi Samples 
The results for the C coated samples, plotted in Figure 5.21 and Figure 5.22 for the ‘thin’ and 
‘thick’ oxide samples respectively (again, representative of the four C coated samples), show 
comparable magnitudes of differences between the experimental measurements and the 
calculated ‘measured’ values as for the Ag coated samples. Where the Ag sample results 
overestimated the measured values, though, the C results underestimate. Unlike the Ag 
coated samples, the k-ratios calculated without correction for the oxide layer show better 
agreement with the EPMA measured values for the ‘thin’ oxide sample. For the ‘thick’ oxide 
the magnitude of the ‘no oxide correction’ k-ratios error is comparable to that of the oxide 
corrected values but underestimates rather than overestimates the measured values. 
As for the Ag coated samples, the calculated substrate k-ratio component for the C coated 
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‘thin’ oxide sample (Figure 5.21b). For the ‘thick’ oxide sample (Figure 5.22b) the difference 
ranges from 10% at 15 kV to 48% at 5 kV. These differences again reflect the proportion of 






Figure 5.21 Comparisons of the EPMA measured Bi Ma k-ratios and the GMRFilm calculated k-ratios and substrate i-ratios, 
both with and without correction for the buried oxide layer, for a C coated ‘thin’ oxide as a) k-ratio values and b) 
as percent differences from the EPMA measured k-ratio values. The error bars on the EPMA measurements 






Figure 5.22 Comparisons of the EPMA measured Bi Ma k-ratios and the GMRFilm calculated k-ratios and substrate i-ratios, 
both with and without correction for the buried oxide layer, for a C coated ‘thick’ oxide as a) k-ratio values and 
b) as percent differences from the EPMA measured k-ratio values. The error bars on the EPMA measurements 
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Comparing the uncorrected, corrected for C coating, and corrected for C coat and oxide 
layer Bi compositions in Figure 5.23 shows smaller errors than for the Ag on Bi2O3 on Bi 
samples. A maximum error of 15% is introduced for the uncorrected values at 5 kV. Unlike 
the Ag-coated samples the compositions corrected only for the C coating show the closest 
fit to the known 100 wt% Bi composition, with errors of < 5% at 5 kV. The correction of 
compositions for both the C coating and the buried oxide result in an overcorrection of 5 – 
8% at 5 kV. 
Four factors may explain this significant over-correction: i) Differences between the 
calculated biplanar surfaces and the GMRFilm modelled values; ii)  changes in C coating 
thickness during analysis, for example from contamination build-up or electron beam 
induced erosion of the C coating during analysis (Chapter 3); iii) inaccuracies in the PAP 
model used in GMRFilm to calculate the k-ratio versus thickness relationships; or iv) the 
homogeneous-layered model used to describe the sample is inaccurate. Addressing each of 
these in turn: 
  
a b 
Figure 5.23 GMRFilm calculated weight percent Bi from the EPMA measured k-ratios, uncorrected for any surface layers, 
corrected only for the C coating, and corrected for both the C coating and the Bi2O3 oxide layer for samples a) 
Thin Oxide 3 and b) Thick Oxide 3. 
i) Differences between the biplanar and GMRFilm values  
Figure 5.24 shows the error plots for the percentage differences of the biplanar function 
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a b c 
   
d e f 
Figure 5.24 Plots of the difference between the modelled data and calculated biplanar surfaces for a C on Bi2O3 on Bi system 
at 5 kV for a) C Ka k-ratio from the coating, b) O Ka k-ratio from the oxide layer, c) Bi Ma i-ratio from the oxide 
layer, d) Bi Ma i-ratio from the substrate, e) Bi Ma k-ratio from both the oxide layer and substrate, and f) a plot 
of the summed errors from plots a to e.. The yellow and black circles mark the positions of the ‘thin’ and ‘thick’ 
oxide samples respectively on each error surface. 
On each plot the positions of the ‘thin’ and ‘thick’ oxide samples are shown by the yellow 
and black rings respectively. C Ka from the coating (Figure 5.24a) shows approximately 0% 
error for both samples. For the oxide layer O Ka (Figure 5.24b) and Bi Ma (Figure 5.24c) 
show errors of -1% and -2% respectively for the thick oxide sample, and +1% and +2% 
respectively for the thin oxide sample. Conversely, for Bi Ma in the substrate (Figure 5.24d) 
the ‘thick’ oxide has an error of +1%, but the ‘thin’ oxide error is -1%. The errors for the Bi 
Ma k-ratio (Figure 5.24e) are all below ±0.2% so are effectively negligible. The errors can be 
assumed to be cumulative, i.e. a +1% error in the O Ka k-ratio produces a +1 % error in the 
oxide layer thickness, which propagates to a +1% error in the Bi Ma k-ratio. The sum of the 
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This shows cumulative errors of +2 % and approximately -2% for the thin and thick oxide 
samples respectively. i.e. the biplanar function calculated values will overestimate the Bi 
content in the substrate by 2 % for the thin samples and underestimate it by 2% for the 
thick sample relative to the GMRFilm calculated values. The coating and oxide layer 
corrected EPMA measurements plotted in Figure 5.23, show greater errors at 5 kV than can 
be explained by the cumulative errors of the biplanar approximations. The thick oxide 
sample also shows a greater positive error than the thin oxide sample, whereas the error 
budget indicates that the error should be negative relative to the thin oxide sample. These 
indicate that the majority of the error in quantification of the substrate is not due to the 
biplanar methodology. 
ii) Changes in the carbon thickness during analysis 
In Chapter 3 we showed that electron-beam induced C erosion rates can be significantly 
reduced by defocussing the electron beam to 10 µm (as was used for the analyses in this 
study): At 25 nA and 5 kV the measured erosion rate on a C coated Bi substrate was reduced 
to ~1% of a 10 nm C coating after 60 s. As for the oxide thickness error this would propagate 
a further 1% of error to the Bi Ma k-ratio. Potential contamination build-up was also 
minimised by the use of a Peltier cooled finger above the samples for all analyses and no 
contamination spots were discernible on any of the samples in either optical or SE imaging. 
Thus, changes in the coating thickness during analysis are not considered to be able to 
account for any significant components of the measured errors. 
iii) The accuracy of GMRFilm 
To assess the accuracy of GMRFilm the C on Bi2O3 on Bi model was also calculated using the 
higher fidelity PENEPMA Monte Carlo routine. The same biplanar fitting method was used as 
described above for GMRFilm. Figure 5.25 and Figure 5.26 compare the PENEPMA 
calculated Bi Ma k-ratios with the EPMA measured values for the Thin Oxide 3 and Thick 
Oxide 3 samples respectively. In each figure plot (a) shows the absolute k-ratios and plot (b) 








Figure 5.25 Comparisons of the EPMA measured Bi Ma k-ratios and the PENEPMA calculated k-ratios, both with and 
without correction for the buried oxide layer, for a C coated ‘thin’ oxide as a) k-ratio values and b) as percent 
differences from the EPMA measured k-ratio values. The error bars on the EPMA measurements represent ± 1 s 
standard deviation ranges. 
  
a b 
Figure 5.26 Comparisons of the EPMA measured Bi Ma k-ratios and the PENEPMA calculated k-ratios, both with and 
without correction for the buried oxide layer, for a C coated ‘thick’ oxide as a) k-ratio values and b) as percent 
differences from the EPMA measured k-ratio values. The error bars on the EPMA measurements represent ± 1s 
standard deviation ranges. 
For both samples the PENEPMA results match the EPMA values very well, with differences 
of < 1% and all but one of the values falling within 1s of the experimental data. Without 
oxide correction the errors increase to 3.5% and 9% at 5 kV for the ‘thin’ and ‘thick’ oxide 
samples respectively. These error values compare with differences of up to ± 5% for the 
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Comparison of the figures also shows that whilst GMRFilm shows an increasing deviation 
from the EPMA values with decreasing voltage, the PENEPMA values maintain a good 
agreement down to 5 kV. This implies that a significant portion of the increasing deviation of 
the GMRFilm calculated Bi Ma wt% values with decreasing kV, as shown in Figure 5.23, can 
be attributed to poorer performance of the PAP model at low accelerating voltages 
compared to the PENEPMA high fidelity Monte Carlo routines. 
iv) Inaccurate sample model 
As stated in the Materials and Methods section above, the coating and oxide layers and the 
substrate have each been modelled as being chemically and physically homogeneous. In 
reality, for many oxide-substrate combinations, both the oxide layer and the upper portion 
of the substrate may have oxygen concentration gradients. The profile of these will be 
dictated by the solubility limits of oxygen in the substrate and the oxide, the number of 
possible valence states of the oxidised element(s), and by the diffusion coefficients in both 
bodies. Neither GMRFilm nor PENEPMA can directly model non-homogenous bodies, but 
concentration gradients could be approximated as sub-layers of incrementally changing 
compositions. This added level of complexity is beyond the scope of this paper, though, and 
will be investigated in a future study. For the C on Bi2O3 on Bi system the assumption of 
homogeneous layers is sufficient over the range of conditions modelled. For other systems, 
though, this may not be valid. 
5.5.2.4 Alloy Substrates 
In order to test the ability and accuracy of the modelling to measure the thickness of a 
buried oxide layer the results above have been based on a mono-elemental substrate. 
However, in practice the substrate is much more likely to be a binary, ternary or more 
complex alloy. The ratio of elements in the oxide will normally differ from the ratio in the 
parent alloy (Wagner 1952). It is not uncommon for a mono-elemental oxide to form. For 
example, SiGe alloys can form an SiO2 surface (Liou et al. 1991). Some alloy compositions 
deliberately contain elements which will preferentially oxidise and form a protective oxide 
surface, protecting the bulk alloy from progressive corrosion. For example, Cr added to Fe-
alloys forms a protective Cr2O3 ‘scale’ (Meier et al. 2010). The protective effect can be 
enhanced by the addition of trace levels of reactive elements to produce a Reactive Element 
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Effect (REE) which can improve adhesion of the Cr2O3 layer and slow it’s growth (Hou and 
Stringer 1995), providing a more enduring protection for the substrate. 
If the composition of the oxide is known or can be assumed, the modelling method above 
can be used to both determine the coating and oxide thicknesses and calculate the 
proportions of the measured intensities emitted from the oxide layer and from the 
substrate. In the example of SiGe which has grown a pure SiO2 layer, the measured Si k-ratio 
will be the sum of the contributions from the SiGe substrate and the SiO2 layer, as for the Bi 
in the models above. The measured Ge k-ratio, being absent from the oxide, will only be 
from the substrate so can be modelled as was the substrate component of the Bi above. 
Unfortunately, the assumption that the substrate remains homogeneous and retains its bulk 
composition is almost certainly too simplistic: Having ejected the non-oxidising elements 
from the surface region to form the oxide layer, unless bulk diffusion is high enough to re-
homogenise the bulk alloy, the region below the oxide will become locally enriched in the 
non-oxidised elements. This has been reported for SiGe alloys, which form a Ge-rich region 
below the SiO2 (Liou et al. 1991). Even with this being the case, though, the method 
presented here can still be used to determine the coating and oxide thicknesses, and to 
calculate the proportions of the measured intensities that can be attributed to the oxide 
layer. More complex modelling of the substrate would then need to be applied to account 
for concentration gradients below the oxide. 
5.6 Conclusions 
Two 3-layer models, Ag on Bi2O3 on Bi and C on Bi2O3 on Bi, have been tested and compared 
against experimental results in this study. By restricting the ranges of coating and oxide 
thicknesses and accelerating voltages modelled, the k-ratios from the three layers can be 
approximated as combinations of linear functions of coating and oxide thicknesses, tc and to. 
The coating thickness, tc, is effectively independent of the oxide thickness and can be fitted 
using a linear function of the coating element k-ratio: 
kcoat = mcoattc + ccoat 
Equation 5.6 
The k-ratios derived from the oxide layer and substrate can all be modelled as biplanar 
functions of both the coating and oxide thicknesses of the form: 
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kx = axtc + bxto + cxtcto + dx 
Equation 5.7 
where x denotes either O Ka or a substrate element line from the oxide layer, or a substrate 
element line from the substrate for a given coating-oxide-substrate model. The parameters 
mcoat, ccoat, ax, bx, cx and dx all vary smoothly with accelerating voltage so can be interpolated 
between modelled voltages. 
Since tc is effectively independent of the oxide thickness the coating thickness can be 
calculated directly from the measured coating k-ratio. This value can then be used in 
combination with the measured O Ka k-ratio to calculate the oxide thickness, to. Finally, 
once tc and to are known the substrate element k-ratios from both the substrate and the 
oxide layer can each be calculated. 
The calculated linear and biplanar coefficients for the coating and oxide layers were applied 
to experimentally measured Ag La, C Ka and O Ka k-ratios. Comparing to measurements 
made before and after application of the coating demonstrated that the buried oxide layer’s 
thickness can successfully be determined. 
The substrate element i-ratios from both the oxide layer and substrate are strongly 
influenced by both the coating and oxide layer thicknesses. However, the measured k-ratio, 
i.e. the sum of the two i-ratios, is strongly influenced by tc but generally more weakly by to. 
The sensitivity to to does increase as a function of decreasing overvoltage ratio. Regardless, 
the presence of the oxide layer can lead to significant errors in quantification. The potential 
error of not accounting for the oxide layer increases with decreasing kV: For the Ag on Bi2O3 
on Bi system the Bi content is underestimated by ~12 % for the thick oxide at 5 kV without 
correction for the oxide layer. This error is not completely corrected for by accounting for 
the oxide layer but is reduced to ~8%. 
For alloy substrates where one or more components do not oxidise, their measured k-ratios 
will derive only from the substrate. The calculated substrate i-ratio values in Figure 18, 19, 
21 and 22 give an indication of the degree of intensity reduction in the substrate emissions 
caused by the coating and oxide layers. Thus, the potential errors for components which do 
not oxidise can be several tens of percent at 5 kV. 
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Comparisons of the calculated Bi Ma k-ratios against measured k-ratios showed differences 
at 10 and 15 kV of less than 1% for the Ag coated model, and ~1% for the C coated model. 
Below 10 kV the errors increased with decreasing voltage, to 5 – 10% for both models at 5 
kV. The calculated results for the C on Bi2O3 on Bi system indicate limitations of the method:  
For low atomic number coatings on a high atomic number substrate at low accelerating 
voltages, significant over-correction of the substrate composition of up to ~8% at 5 kV was 
found. Of this a maximum of 3% can be attributed to the biplanar fitting method and to 
electron beam induced erosion of C coating during analysis. The bulk of the error, though, is 
attributed to inaccuracy of the PAP model used in GMRFilm under these low atomic number 
and low kV conditions. GMRFilm has been heavily used to develop the methodology 
presented in this study, the high speed of this algorithm-based software allowing for large 
numbers of models and conditions to be tested. Having demonstrated the capabilities of the 
biplanar modelling, much slower but higher fidelity programs, such as PENEPMA, can be 
used to produce more accurate film thickness and substrate compositions down to lower 
accelerating voltages. In some oxide-substrate combinations, oxygen concentration 
gradients in the oxide layer and the near surface region of the substrate may also introduce 
significant errors. In these cases, more complex modelling of the sample geometry would be 
required. 
It is expected that the biplanar modelling method presented here can form the basis of a 
correction method for the analysis of oxidised alloy substrates. However, additional 
correction may well be required to account for local segregation of non-oxidising 
components below the oxide layer. 
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Chapter 6 Low Voltage Electron Probe Microanalysis of Uranium 
6.1 Declaration 
This chapter has been submitted for peer reviewed publication under the authorship of 
Matthews, Kearns and Buse. As lead author I designed and carried out all the experimental 
work, processed and interpreted the acquired data, and wrote the draft paper. My co-
authors, Kearns and Buse, reviewed, commented on and made editorial edits to the paper 
for final submission. 
6.2 Abstract 
Electron probe microanalysis is an invaluable tool for the nuclear industry, but the analysis 
of uranium and uranium alloys poses several problems: both oxidise very readily in air; they 
require large poorly characterised correction factors; their large number of characteristic x-
ray lines increase the potential for overlap corrections. 
We show that U metal can grow 10 nm of oxide within ~20 s of air exposure, increasing to 
15 – 20 nm within a few minutes, which can produce a 30% quantification error at 5 kV. 
Measurements of the Duane-Hunt limit on the bulk UO2 reference material (RM) showed no 
evidence of surface charging but the uncoated UO2 showed poor results. A 15 nm carbon 
coating on the RM also propagated to ~30% error in quantification of an uncoated U metal 
sample at 5 kV. Correcting for both the RM coating and the sample surface oxide improved 
the analysis accuracy to better than ±1% down to 7 kV and ~2% at 5 kV. 
Analysis of C identified a U N6-O4 line overlapping with the C Ka peak. Analysing the 2nd 
order C Ka peak on an LDE2 diffracting element was chosen as the optimum balance 
between peak intensity and minimising the required overlap correction. 
The impact of the oxide stoichiometry on quantification was demonstrated to have only a 
small impact compared to the oxide and RM coating corrections. Measurement of the O Ka 
and U Ma mass absorption coefficients in U as 9528 cm2/g and 798 cm2/g respectively using 
the Pouchou and Pichoir (1990) method show good agreement both with recently published 
values (Pöml and Llovet 2020) and with the default values in GMRFilm (Waldo 1988) and 
also produce small differences compared to the coating and oxide corrections. 
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6.3 Introduction 
Electron Probe Microanalysis (EPMA) has been an invaluable tool for the nuclear industry 
since its very earliest days. The first EPMA spectra acquired on Pu were reported in 1961 
(Scott 1961) and within a few years the technique was being used to measure Fe, C and Ga 
contents in Pu (Hakkila et al. 1964; Ranzetta and Scott 1964; Scott and Ranzetta 1961), for 
the analysis of U-alloys (Colby 1963, 1966), and for inclusions in UO2 (Jeffery 1967). Walker 
(1999) points out that the technique and the industry are natural partners since both were 
born and developed together. The ability of EPMA to provide non-destructive analysis of 
almost the entire periodic table down to trace level (less than ~100 ppm) detection limits at 
micron-scale resolutions (Reed 2005) is particularly valuable to an industry where the 
materials are often only available in small quantities, are difficult to handle and prepare and 
where excess waste is extremely costly. Field emission gun (FEG) electron source EPMA 
instruments, provide 2 – 3 orders of magnitude smaller beam diameters than conventional 
W-source instruments, making higher spatial resolutions available at low accelerating 
voltages (<15 kV) (McSwiggen et al. 2011). The commercial availability of FEG-EPMA 
instruments since 2000 is fuelling a more widespread use of low voltage analyses but, to 
date, there has been no systematic investigation of the accuracy of the analysis of uranium 
and uranium alloys under these conditions. As described in Chapter 1 several factors make 
the analysis of high Z nuclear materials such as U particularly problematic to analyse. These 
include the very high affinity for oxygen, the large number of characteristic x-ray lines, and 
poorly constrained correction factors. 
Absorption is commonly a significant correction factor in quantification, in particular for 
very soft x-rays where it can dominate the total correction, making them sensitive to errors 
in the mass absorption coefficients (MACs). Unfortunately, MAC values are generally not 
well constrained for energies below ~1 keV, leading to large potential quantification errors: 
An assessment of the Heinrich (1986) MAC values, which form the basis for most currently 
used tables, reported errors of ~5% for energies above 1 keV but ranging from 10 – 200% 
below 1 keV (Merlet 1998). 
The Heinrich (1986) values are semi-empirical, being based on an empirical function 
(Equation 6.1) between absorption edges, fitted to experimental datapoints compiled by 
Saloman, Hubbell, and Scofield (1988): 
 
 










where µ/r is the mass absorption coefficient, µ, per unit density r, 
Z is the atomic number, 
A is the Avogadro Number, 
E is the energy of the absorbed photon, 
a, b and c are parameters derived from fits to experimental MACs, and 
n is an exponent between 2.5 and 3 which varies slowly with Z. 
For low energy x-rays, which Heinrich defines as having an energy below the highest N-edge 
of the absorber material, he proposes a modified version of Equation 6.1 to achieve a fit to 










where Ec is the lower cut-off value for the extrapolation, and 
 En is the energy of the highest N-line of the absorber. 
Farthing and Walker (1990) extended Heinrich’s tables to include the actinide elements, 
using line energies from Kleykamp (1981). For the low energy x-rays they changed Heinrich’s 
adjustment factor in Equation 6.2 from 1.02 to 0.727 to better fit the values from Henke et 
al. (1982). This earlier semi-empirical compilation focussed on extending and improving the 
lower energy coefficient values. 
Pöml and Llovet (2020) explicitly address the absorption of O Ka by the actinide elements 
Th, U, Np and Pu. They calculated MAC values from EPMA measurements on dioxides of 
each actinide element using a ‘P&P’ MAC calculation method proposed by Pouchou and 
Pichoir (1988) and described in section 6.4 Materials and Methods below. We apply the P&P 
method to measure O Ka and U Ma absorptions in UO2 and, from these, calculate the MAC 
values for O Ka and U Ma absorbed by U. 
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The aim of this study is to quantify the accuracy to which U can be analysed and to 
investigate the relative impacts of the factors described in Chapter 1. To minimise the 
number of variables as far as possible, the test sample in this study is reduced to the 
simplest geometry, an uncoated high purity depleted uranium metal tile. Lacking access to 
an inert sample preparation and transfer system the tile surface will oxidise. Using thin film 
analysis tools developed in chapters 3 – 5 we investigate the accuracy to which the 100% U 
composition can be recovered through the surface oxide over a range of accelerating 
voltages, 5 – 25 kV. We assess the effect on quantification of the substrate of non-
stoichiometry of the assumed UO2 surface oxide and also compare quantifications using the 
P&P method measured O Ka and U Ma in U MAC values against database values. 
Reference materials (RM) for metallic U alloys are also problematic: U-bearing glasses have 
low U content, requiring large quantification corrections; U metal and high U-alloys oxidise 
very rapidly in air making analysis of oxide-free surfaces difficult; fully dense, porosity-free 
‘bulk’ UO2 samples are not readily available; most oxides are electrically insulating so 
require conductive coating. We test the electrical conductivity of a fully dense synthetic UO2 
using energy dispersive spectrometer (EDS) spectra acquired on both coated and uncoated 
UO2 and compared against materials known to be good electrical conductors. Comparison is 
made between calibrations using the UO2 RM uncoated and with a C coating. The 
magnitude of correction required to correct for this coating is also assessed. 
6.4 Materials and Methods 
6.4.1 Software 
GMRFilm (Waldo 1988) and the 2014 PENEPMA (Llovet and Salvat 2016) variant of the 
PENELOPE (Salvat 2015) Monte Carlo protocol were used to determine coating and oxide 
thicknesses from EPMA measured k-ratios using the linear modelling methods described in 
Chapter 3, Chapter 4 and Chapter 5. Duane-Hunt cut-off values were measured from 
acquired EDS spectra imported into the DTSA-II (Ritchie 2009) Monte Carlo program. 
Casino v4.12 (Drouin et al. 2007) was used to calculated theoretical intensity values for 
Pouchou and Pichoir (1988) MAC calculation method. This inverts a normal quantification 
procedure so that instead of calculating an unknown composition using known MAC values, 
measurements on a known composition are used to determine the MACs as unknowns. 
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Initial MAC values are assumed, and a theoretical composition and x-ray intensities 
calculated and compared against experimental measurements over a range of accelerating 
voltages. The MAC values are then iteratively adjusted until the difference between the 
theoretical and experimental intensity values summed over all the voltages is minimised. 





• Version: 05/1993 
• Iterations: max. 15 
• f(rz): Pouchou and Pichoir PAP, Scanning (1990) 
• mac’s: Heinrich IXCOM-11 
• Fluorescence: Yes 
DTSA- II 
• Version: Iona (08/2015) 
• f(rz): Pouchou and Pichoir XPP 
• mac’s: Heinrich IXCOM-11 
• Ionisation cross-sections: Bote/Salvat 2008 
• Probe dose: 600nAs 





• Version: 2014 
• Trajectories: 1x107 
• Fluorescence: Yes 
• Smax (film): 1/10th coating thickness 
• Variance reduction: Yes 
o Forcing: Yes 
o Splitting: No 
Casino 
• Version: 2.5.1.0 
• Total and partial cross-sections: Mott by 
interpolation 
• Effective ionisation sections: Casnati 
• Ionisation potentials: Joy and Luo (1989) 
• Energy loss calculation: Joy and Luo (1989) 
• Fluorescence: No 
Table 6.1 Default software settings used. See the individual software manuals for descriptions of the parameters 
6.4.2 Experimental 
A 99.99% pure depleted uranium tile of ~10 x 10 mm, fixed with carbon adhesive pads and 
Ag-paste onto a 25 mm diameter brass block was hand polished flat using diamond 
suspensions down to 1 µm prior to each analysis session. All other samples and reference 
materials (RM) were mounted in 25 mm diameter conductive phenolic resin blocks and 
ground and polished to 1 µm diamond. Immediately prior to each analysis session the 
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reference materials were cleaned using a 0.05 µm Al2O3 oil-based suspension to remove any 
surface oxides or contaminants and cleaned using isopropanol then ethanol to ensure oil 
and residue-free surfaces (Pinard 2016). 
All samples were analysed on a JEOL JXA-8530F (JEOL UK Ltd., Welwyn Garden City, UK) 
FEG-EPMA in the School of Earth Sciences at the University of Bristol running Probe for 
EPMA (PfE) analysis software (Probe Software Inc., Eugene, Oregon, USA). Measurements 
were made at 5, 7, 10, 15, 20 and 25 kV using either a 50 nA beam current with peak and 
background count times of 30 s and 15 s respectively or 25 nA and count times of 60 s + 30 
s. The beam was defocussed to 10 µm which was shown in Chapter 3 to suppress beam-
induced C deposition or erosion. In addition, a Peltier cooled cold trap above the sample 
was maintained at about -26oC to further reduce any hydrocarbon cracking onto the sample 
surface (Buse et al. 2016). For each sample and accelerating voltage, a 4 x 3 grid of points 
with a point spacing of 20 µm was collected. The spectrometer conditions used are 
summarised in Table 6.2.  
Spectrometer Sp1 Sp2 Sp3 Sp4 Sp5 
Crystal LDE1 LDE2   PETL 
Counter P10 P10   Xe 
Peak O Ka C Ka2   U Ma 
BG offset +20, -10 -19.5   ±3 
BG slope Exp 8.0 1.00   - 
RM Fe2O3 Vit. C   UO2 
RM coating Uncoated Uncoated   15 nm C 
Overlap  U    
Table 6.2 Spectrometer conditions used for analysis. 
Vitreous carbon and a certified Fe2O3 (Astimex Standards Ltd., Toronto, Ontario, Canada), 
mounted in conductive phenolic resin, were used as C and O reference materials 
respectively. Fe2O3 has been identified as being sufficiently electrically conductive (Bastin 
and Heijligers 1992) for both this and the vitreous C to be used uncoated. 
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Uranium calibrations were carried out using UO2. A high pressure sintered powder UO2 was 
first tried but, as shown in Figure 6.1a, this retained a significant level of porosity and 
calibration measurements needed to be manually filtered to reject data points suspected of 
being affected by this. A few fragments of synthetic UO2 were donated for this project by 
the Natural History Museum (NHM reference number STD196), originally grown at the 
Berkeley Laboratories in California, USA, which proved to be fully dense (Figure 6.1b) and far 
more suitable as a calibration reference. The supplied fragments of synthetic UO2 were 
mounted in conductive epoxy and calibration measurements made both without a 
conductive coating and with a C-coat. The coating was applied using an Edwards Auto 306 
vacuum evaporator (Edwards Vacuum, Burgess Hill, UK) to deposit ~15 nm of carbon. The 
thickness was controlled using the orange colour-change of a polished brass witness block 
(Kerrick et al. 1973) co-located and coated simultaneously with the samples. 
  
a b 
Figure 6.1 Secondary electron images showing polished sections of a) a high pressure sintered powder UO2 reference 
material, and b) the Berkeley laboratories synthetically grown UO2 reference material. 
As described below, a correction for a uranium N-line overlap on the C Ka peak was 
required. The high purity (50 ppm C) U metal sample was used to measure the U N-line 
derived intensity at the C Ka spectrometer position and the proportional intensity of this 
relative to the U Ma intensity calculated. Measurement of the U Ma peak on the sample 
was then used to subtract the corrected proportion from the measured C Ka intensity. This 
is a standard method of overlap correction and is available in most EPMA analysis software 
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for quantification of bulk samples. For the layered samples analysed in this study the 
overlap corrections were calculated manually. 
6.5 Results 
6.5.1 Electrical Conductivity of UO2 
Secondary electron (SE) imaging of the uncoated UO2 mount did not show any obvious signs 
of surface charging (the SE image in Figure 6.1b is of the uncoated mount), indicating that it 
may be sufficiently electrically conductive to allow the material to be used uncoated. To 
quantitatively test for surface charging, measurements were made of the Duane-Hunt limit 
(Duane and Hunt 1915). Figure 6.2a shows the 9.5 – 10.5 kV region of EDS spectra acquired 
at an applied column voltage of 10 kV on the UO2 reference mount, both coated and 
uncoated, and on uncoated Bi metal and Fe2O3 samples to act as good electrically 
conductive references. There is no discernible difference in the cut-off voltages, with all the 
profiles indicating a measured column voltage of 10.1 kV. Note that the Fe2O3 profile does 
appear to cut off at a slightly lower voltage, but this is interpreted as an artefact of the 
lower signal level resulting from this lower Z material: The orange dashed line in Figure 6.2a 
is a linear fit to the Fe2O3 data between 9.5 and 10 kV and gives a cut off value very close to 
those for the UO2 and Bi metal profiles. 
Figure 6.2b shows the Duane-Hunt cut-off values calculated from the measured EDS profiles 
using DTSA-II at 5, 7, 10, 15 and 20 kV column voltages. At each voltage the coated (crosses) 
and uncoated (circles) UO2 values are compared against the mean ±1s standard deviation 
ranges for measurements on vitreous C, U metal and Fe2O3 reference mounts, all of which 
are good electrical conductors. At each voltage the coated and uncoated UO2 values closely 
agree with each other and also fall within the 1s standard deviation ranges of the other 








Figure 6.2 a) EDS plots of the Duane-Hunt limits for coated and uncoated UO2 compared to uncoated Bi metal and Fe2O3 
for a set column voltage of 10 kV. The orange dashed line shows a linear extrapolation through the Fe2O3 data 
between 9.5 and 10 kV. b) Duane-Hunt limit values for coated (crosses) and uncoated (circles) UO2 compared to 
the mean and ±1s standard deviation ranges (green boxes) of measurements on vitreous C, Fe2O3 and Bi metal 
at 5, 7, 10, 15 and 20 kV set voltages. 
6.5.2 Measurement of Oxide Thickness 
Uranium metal oxidises extremely readily in air. Growth of the first 10 nm is reported as 
following a logarithmic rate then transforming to a para-linear rate until the oxide is thick 
enough to spall (Chernia et al. 2006). 
Linear coefficients, calculated using the linear parameterisation method developed in 
Chapter 4, were used to determine the oxide thickness from the O Ka k-ratio: Figure 6.3 
shows O Ka k-ratios relative to Fe2O3 calculated using GMRFilm (Waldo 1988) for 5, 10, 15 
and 20 nm UO2 layers on U at 5, 7, 10, 15 and 20 kV. The dashed lines show the best fit 
linear trends through the four layer thicknesses at each voltage and Table 6.3 summarises 
the linear coefficient values of these fits according to the linear equation, y = mx + c. The R2 
goodness of fit values show the high degree of fit between the modelled data points and the 
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Figure 6.3 GMRFilm calculated O Ka k-ratios, relative to an Fe2O3 reference material, for 0, 5, 10, 15 and 20 nm oxide 
thicknesses on U metal at 5, 7, 10, 15, and 20 kV. The dashed lines are linear fits through each voltage dataset. 
Oxide thickness vs. O Ka 
Linear coefficients (GMRFilm) 
kV m c R2 
5 0.01004 -0.00092 0.9994 
7 0.00603 -0.00127 0.9995 
10 0.00363 -0.00042 0.9999 
15 0.00238 0.00013 0.9999 
20 0.00201 0.00032 0.9996 
Table 6.3 Linear coefficient values for oxide thickness as a function of O Ka k-ratio measured relative to Fe2O3 for a UO2 
on U model calculated using GMRFilm. The R2 values give the goodness of fit of the linear trend to the modelled 
values shown in Figure 6.3. 
Figure 6.4 and Table 6.4 show the results of a short series of air exposure experiments. The 
sample was first prepared using a final diamond polish and alcohol clean immediately 
before loading into the EPMA, with an air exposure time of ~20 s. The total air exposure 
time was then sequentially incremented between sets of repeat analyses at 5, 7, 10, 15, 20 
and 25 kV by moving the sample to the instrument airlock and venting and opening the 
airlock door for measured time intervals. At each air exposure time the oxide thickness was 
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and assuming a stoichiometry of UO2. The resulting values, averaged over the 6 voltages at 
each air exposure time, show a continuously increasing oxide thickness but with a 
decreasing rate of growth. A simple power curve of y = 6.71.x0.11 gives a reasonably good fit 
to the measured data and shows the extremely rapid initial growth, with 10 nm of oxide 
forming after only ~20 s of air exposure. 
 
Figure 6.4 Plot of measured UO2 thickness grown on a polished uranium metal tile as a function of air exposure time. The 
vertical error bars show the ±1s standard deviation ranges. Thicknesses calculated from measured O Ka k-





20 9.57 ± 0.45 
920 13.87 ± 0.43 
2400 15.46 ± 0.39 
6000 17.80 ± 0.56 
9600 19.52 ± 0.60 
Table 6.4 Measured UO2 thicknesses and ±1s standard deviation ranges at different total air exposure times of a polished 
U metal sample. 
The linear parameterisation method also allows for the U Ma k-ratio to be characterised as 
a linear function of the oxide thickness, as shown in Figure 6.5a. From these values the 
proportional change in measured U Ma k-ratio due to the surface oxide can be calculated 
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accelerating voltage (Figure 6.5b): At 20 kV a 20 nm oxide layer reduces the measured k-
ratio by less than 1% but by over 10% at 5 kV. 
  
a b 
Figure 6.5 GMRFilm calculated a) U Ma k-ratios, relative to a UO2 reference material, and b) proportional change in U Ma 
k-ratio caused by the oxide layer, for 0, 5, 10, 15 and 20 nm oxide thicknesses on U metal at 5, 7, 10, 15, and 20 
kV. The dashed lines are linear fits through each voltage dataset. 
The U Ma k-ratio is made up of two components, the contribution from the U substrate and 
that from the U in the oxide layer. GMRFilm allows for these two components to be 
calculated. To differentiate these component intensities from the k-ratio, the term ‘i-ratio’ is 
used here. Figure 6.6a and b show the resulting U Ma i-ratios from the oxide layer and 
substrate respectively. As for the O Ka and U Ma k-ratios, the U Ma oxide and substrate i-
ratio components can be closely approximated as straight line functions of the oxide 
thickness, as shown by the straight line trends fitted through each voltage dataset in Figure 
6.6a and b. 
Thus, having calculated the linear coefficient values for the UO2 model, the oxide thickness 
can be determined directly from the O Ka k-ratio and this thickness then used to determine 
the proportional change both in the U Ma k-ratio and in the contributions from the oxide 




































































Figure 6.6 GMRFilm calculated U Ma i-ratios, relative to a UO2 reference material, for 0, 5, 10, 15 and 20 nm oxide 
thicknesses on U metal at 5, 7, 10, 15, and 20 kV from a) the oxide layer, and b) the substrate. The dashed lines 
are linear fits through each voltage dataset. 
6.5.3 Oxide Valence State 
Uranium oxide can exist in a wide range of valence states, and as both stoichiometric phases 
and solid solution ranges. A 1965 International Atomic Agency Report stated “There are as 
many as 16 well-characterized uranium oxide phases, and the existence of a dozen more has 
been claimed.” (Holley 1965). A more recent study declares “…more than 20 phases existing 
as a function of temperature and pO2 from UO2 to UO3” (Skomurski et al. 2013). Figure 6.7 
shows a portion of the U-O binary phase diagram from a 2002 PhD thesis (Busker 2002) 
covering the range from UO2 to U3O8. At room temperature this portion of the phase 
diagram shows the solid solution phases UO2+x and U4O9-y and the stoichiometric phases 
U3O7, and U5O13. Air-grown oxide surfaces on uranium metal favour a close to stoichiometric 
UO2 state at room temperatures and pressures (Allen, Crofts, and Griffiths 1976; Bera et al. 
1998; McEachern and Taylor 1998; Senanayake et al. 2005). At the oxide-metal interface the 
oxide may be a sub-stoichiometric UO2-x, whilst at the oxide-air interface hyper-
stoichiometric UO2+x can continue to absorb oxygen up to a maximum of x=0.25, at which 
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Figure 6.7 Portion of the U-O binary phase diagram showing some of the possible uranium oxide compositions and 
composition ranges. From (Busker 2002). 
The sensitivity of the substrate quantification to the assumed oxide stoichiometry was 
assessed with GMRFilm, using the 5 kV EPMA data, corrected for an 11 nm RM carbon 
coating, over a wide range of O:U atomic ratios. The results are summarised in Figure 6.8. 
Increasing the proportion of O decreases the resulting U content of the substrate. The 
changes are very small, with the U content only being changed by 0.65 wt% from 100 wt% 
for UO2 to 99.35 wt% for a stoichiometrically extreme and chemically unlikely UO12. 
 
Figure 6.8 Substrate composition as a function of surface oxide stoichiometry relative to 100% for UO2. 
These results show that, even if the oxide layer is not homogeneous and stoichiometric UO2 
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6.5.4 Correction for Reference Material Coating 
Calibration measurements were carried out on the UO2 reference material both with and 
without a conductive carbon coating. As for the oxide layer on the U metal above, a C-
coating can significantly reduce the measured k-ratio from the coated material, in particular 
at low accelerating voltages. Using the same methodology as for the UO2 on U model the C 
Ka, O Ka and U Ma k-ratios and linear coefficients were calculated for a C on UO2 model 
using GMRFilm. Figure 6.9 and Table 6.5 give the resulting plots and linear coefficients 
respectively for C Ka and U Ma. The measured C Ka ratio and coefficients at a given 
accelerating voltage are used to calculate the coating thickness and this in turn to calculate 
the reduction in the U Ma k-ratio. The C-coated UO2 k-ratios are modelled relative to an 
uncoated UO2 in Figure 6.9b so the given k-ratio values are equivalent to the proportional 
change in intensity of the U Ma as a result of the C-coating on the UO2 RM. This 
proportional change can thus be used to derive corrected k-ratios for the sample analyses. 
For example, a measured C Ka k-ratio at 5 kV of 0.45 on the UO2 RM gives a calculated C 
coating thickness of 10 nm (shown by the red arrows in Figure 6.9a). This 10 nm of C 
reduces the measured U Ma k-ratio to 0.89 relative to an uncoated UO2 (shown by the red 
arrows in Figure 6.9b). The uncorrected sample k-ratio, k = sample intensity/RM intensity, is 
proportionally increased by this reduction in the RM U Ma intensity. Multiplying the sample 
k-ratio by 0.89 corrects it to being relative to an uncoated RM. 
  
a b 
Figure 6.9 GMRFilm calculated a) C Ka k-ratios relative to vitreous C, and b) U Ma k-ratios relative to uncoated UO2, for 5, 
10, 15 and 20 nm oxide thicknesses on U metal at 5, 7, 10, 15, and 20 kV. The dashed lines are linear fits 
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C on UO2 relative to UO2 
C Ka linear coefficients 
kV m c R2 
5 0.00473 -0.00260 0.99971 
7 0.00275 -0.00111 0.99982 
10 0.00167 -0.00042 0.99992 
15 0.00109 -0.00015 0.99998 
20 0.00092 -0.00007 0.99999 
25 0.00087 -0.00003 1.00000 
 
C on UO2 relative to UO2 
U Ma linear coefficients 
kV m c R2 
5 -0.01073 0.99911 0.99994 
7 -0.00442 1.00063 0.99987 
10 -0.00193 0.99938 0.99992 
15 -0.00080 0.99887 0.99997 
20 -0.00043 0.99861 0.99998 
25 -0.00026 0.99836 1.00000 
 
a b 
Table 6.5 Linear coefficients and R2 fit factors for a) C Ka, and b) U Ma for the GMRFilm calculated C on UO2 models 
shown in Figure 6.9. 
6.5.4.1 Measurement of Carbon with Uranium 
The University of Bristol JEOL FEG-EPMA offers a choice of diffraction crystals capable of 
measuring the C Ka x-ray line. The LDE2 layered diffracting element (2d = 10 nm) provides 
the highest intensity but lowest resolution, with a FWHM of 14.8 eV measured on a vitreous 
carbon RM. A peak scan on a UC inclusion appears to show a single peak shifted +40 eV 
relative to the vitreous C (Figure 6.10a) but Figure 6.10b shows that this apparently single 
peak is the superposition of two closely spaced peaks: A peak scan on a carbon-free 
uranium metal sample reveals a uranium peak with ~80 eV higher energy than the C Ka 
peak on the vitreous carbon. Subtracting this signal from that measured on the UC leaves a 
residual peak coincident with the vitreous carbon peak position. 
 
 




Figure 6.10 X-ray spectral plots in the energy range of the C Ka peak measured using an LDE2 layered diffracting element 
on a) vitreous carbon (Vit. C) and uranium carbide (UC), and b) on vit. C, UC and high purity uranium metal 
showing that the residual of the UC signal after the U-metal signal is subtracted is a peak coincident with the 
vit. C peak position. 
Neither PfE nor the JEOL software tools identified any U lines in the energy region of the C 
Ka peak4, but inspection of the Bearden (1967) x-ray tables, an extract of which is given in 
Table 6.6, shows the U N6-O4 line has an energy of 0.286 eV, which agrees with the U-metal 
peak position in Figure 6.10b. Note that the original paper lists this line as the N4-O4 line but 
a check of the absolute sub-shell energies in Bearden and Burr (1967) show this is a 
misprint. The Bearden tables also list an N6-O5 line at 0.294 eV but which is not evident in 
the scans in Figure 6.10. It is assumed the intensity of this peak is too low to be identified in 
these plots. 





Table 6.6 Energies of U-lines in the region of the C Ka peak (from Bearden, 1967). 
 















































UC - U metal
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The interference can be accounted for using an overlap correction, but the tail of the U line 
under the C Ka peak position, as shown by the U metal profile in Figure 6.10b, is roughly the 
same magnitude as the C Ka component in the UC when measured with an LDE2 diffracting 
element and thus the proportional correction would be large. 
The energy range of the LDE1 layered diffracting element (2d = 6 nm) also covers the C Ka 
peak position. As Figure 6.11 shows, it provides an improved FWHM on the vitreous C of 11 
eV but with less than a 20th of the intensity of the LDE2. The UC peak scan now indicates the 
two superimposed peaks, but the resolution is still insufficient to separate the C Ka signal 
from the U N-line. 
 
Figure 6.11 X-ray spectral plot in the energy range of the C Ka peak measured with an LDE1 diffraction crystal on vitreous 
carbon (Vit. C) and uranium carbide (UC). 
A further improvement in resolution can be achieved by utilising the 2nd order C Ka peak. 
Since this is measured at a spectrometer position equivalent to double the wavelength and 
half the energy of the first order peak this lies at the low energy end of the spectrometer 
range for the LDE2 diffracting element. The LDE diffracting elements are Johann geometry 
(Table 2.1) so resolution increases as energy decreases along the spectrometer range (see 
Figure 1.15). Figure 6.12a shows the spectral scans at this second order C Ka peak position 
on vitreous carbon, UC, U metal, and the residual of the U metal profile subtracted from the 
UC values. The truncation of the low energy tails of the peaks in this figure are caused by 
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same as for the first order peak on the LDE1, but the FWHM is significantly reduced to 4.8 
eV. The peak differentiation is marginally improved relative to the first order LDE1 spectra, 
but still insufficient to fully separate the overlap. A further small improvement in resolution 
is provided by a lead stearate, STE, diffracting element (2d = 10 nm), with a FWHM on the 
2nd order C Ka of 4.3 eV, but this marginal change doesn’t provide any tangible 
improvement in the peak separation and the intensity is reduced to ~1/10th that of the first 
order peak on the LDE1 and 1/200th of that on the LDE2 (Figure 6.12b). 
  
a b 
Figure 6.12 X-ray spectral plots in the energy range of the second order C Ka peak measured vitreous carbon (Vit. C) and 
uranium carbide (UC) using a) LDE2, and b) lead stearate diffracting crystals. 
Whilst overlap correction cannot be avoided, the magnitude of correction on the LDE2 is 
considerably reduced to only ~10% of the measured C Ka signal by the higher resolving 
power at the 2nd order peak positions whilst retaining a reasonable level of signal intensity 
and this configuration was therefore selected for all analyses. The spectrometer range limit 
also requires the background intensity to only be measured on the high energy side of the 
peak, with a slope factor used to extrapolate the intensity under the peak. 
To test the magnitude of the overlap interference, 6 analyses were carried out on a C-free U 
metal sample at 10 kV and the results quantified both with and without the U overlap 
correction applied. Analysis conditions used were those shown in Table 6.2 above. The 
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overlap correction was calculated from calibration measurements made on the same C-free 
U metal, but the uncorrected analyses show a C content of almost 1 wt% and an analysis 
total of 101.3 wt%. due to the contribution from the U N6-O4 line. 
U metal (wt %), 10 kV C U Total 
No U overlap correction 0.97 ± 0.03 100.32 ± 0.14 101.29 ± 0.16 
With U overlap correction 0.00 ± 0.02 100.00 ± 0.14 100.00 ± 0.16 
Table 6.7 Analyses measured at 10 kV on a C-free U metal sample to test the efficacy of the U overlap correction on the 
2nd order C Ka x-ray line. 
6.5.5 O Ka and U Ma Mass Absorption Coefficient Values in UO2 
The P&P MAC measurement method was applied to analyses carried out in this study for O 
Ka and U Ma absorption in UO2, using Casino (Drouin et al. 2007) and PENEPMA (Llovet and 
Salvat 2016) to calculate the theoretical intensity versus accelerating voltage values. To get 
a meaningful measure of the MAC values it is necessary for any sample artefacts or 
structures, such as a conductive coating or surface oxide, to be fully corrected for. 
Corrections for the carbon coating on the UO2 were calculated using the linear 
parameterisation method described above and applied to the measured intensities. Pöml 
and Llovet (2020) compensated for the Al coatings used in their study by applying a 
correction factor to their measured intensities equal to the theoretical decrease in intensity 
per unit of measured Al coating thickness. This is equivalent to the linear parameterisation 
method applied here. 
The resulting intensity versus voltage plots and derived MAC values for U Ma and O Ka in 
UO2 using PENEPMA are shown in Figure 6.13 and the four resulting MAC values are 
summarised in Table 6.8. The O Ka absorption, as a result of its very low energy, is an order 
of magnitude greater than for U Ma and this MAC, and any associated errors, will dominate 
the quantification correction. 
 
 




Figure 6.13 Plots of relative intensity versus accelerating voltage and calculated MAC values for a) U Ma in UO2, and b) O 
Ka in UO2. 
Compound MAC 
in UO2 (cm2/g) 
O Ka U Ma 
Casino 8214 899 
PENEPMA 8532 724 
Table 6.8 Measured compound MAC values for O Ka and U Ma in UO2 using Casino and PENEPMA. 
To calculate the elemental MACs for O Ka absorption by O and by U from the compound O 
Ka in UO2 MAC a simple lever rule is applied: 
z = ax + by 
Equation 6.3 
where z is the O Ka in UO2 compound MAC 
 x is the O Ka by U MAC 
 y is the O Ka by O MAC, and  
 a and b are the weight fractions of U and O in UO2 respectively. 
The O Ka and U Ma by O MACs are assumed to be well characterised since published values 
show relatively little variation. Using the FFAST (2005) database values of 1120 cm2/g and 
175 cm2/g respectively the O Ka by U MAC values are calculated from the measured Casino 
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6.14 and Table 6.9 compare these values against other published values. These range from 
5260 cm2/g (Henke et al 1993) to 14021 (Ruste and Gantois 1975), a factor of almost 3 
difference, demonstrating how poorly constrained this MAC value is. 
 
Figure 6.14 Comparison of MAC values for O Ka in U. Black crosses are previously published values whilst the red diamonds 
are calculated from O Ka measurements in UO2 in this study. 
MAC (cm2/g) O Ka by O O Ka by U 
Ruste and Gantois (1975) 1250 14032 
Henke et al. (1982) 1200 11100 
Farthing and Walker (1990) 1181 10838 
Henke, Gullikson, and Davis (1993) 1200 5260 
FFAST (2005) 1120 7537 
PENELOPE (2019)  9962 
Pöml and Llovet (2020) 1200 9318 
This study – Casino 11201 9168 
This study – PENEPMA 11201 9528 
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Pöml and Llovet (2020) also presented Monte Carlo derived MAC values, shown as the 
‘PENELOPE (2019)’ datapoint in Figure 6.14. These were calculated from the TABLE program, 
distributed as part of the PENELOPE Monte Carlo software package (Salvat 2015), which 
derives MAC values from the cross-sections of the three primary processes that produce 
absorption: photo-ionisation, Compton (inelastic) scattering, and Rayleigh (elastic) 
scattering. The three sets of cross-sections, and the resulting MAC values, are derived 
almost entirely from first principles and are therefore free from experimental measurement 
errors and artefacts. This produced an O Ka by U MAC of 9962 cm2/g. This is less than 10% 
higher than the values measured in this study and gives a level of confidence that these 
values are not unrealistic. 
The GMRFilm default MAC values for U Ma and O Ka absorbed by U, shown in Table 6.10, 
differ from the P&P with PENEPMA method calculated values by -10% and 12% respectively. 
To determine the magnitude of effect these differences have the UO2 on U models and 
sample quantifications were re-calculated using the P&P method derived MAC values. As 
described above, FFAST MAC values for U Ma and O Ka absorbed by O were used to derive 
the U Ma and O Ka in U MAC values from the measured U Ma and O Ka in UO2 MACs so 
the FFAST values were again used as part of the recalculation. The full set of GMRFilm and 
modified MAC values are summarised in Table 6.10. 
Line Absorber GMRFilm Modified 
U Ma 
U 720.83 797.57C 
O 183.09 174.87F 
O Ka 
U 10869.74 9528.06C 
O 1180.70 1120.43F 
Table 6.10 Default MAC values used by GMRFilm and MAC values used for recalculation of the models to incorporate the U 
Ma and O Ka by U MACs (denoted by superscript ‘C’) determined using the P&P method described in the main 
text. Values with superscript ‘F’ are taken from the FFAST (2005) database. 
Figure 6.15 shows the percentage difference in substrate compositions at 5, 7, 10, 15, 20 
and 25 kV using the P&P method derived MAC values from those calculated using the 
GMRFilm default MAC values. The change in substrate composition is small, decreasing from 
a 0.45% increase relative to the default MAC value compositions at 25 kV to no difference at 
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5 kV. The influence of the MAC decreases with accelerating voltage since the x-ray path 
lengths and therefore degree of absorption both decrease as the voltage decreases. 
 
Figure 6.15 Difference in substrate compositions calculated with GMRFilm using P&P method derived MAC values relative to 
those calculated using the GMRFilm default values. 
6.5.6 Experimental Measurements on U-metal 
Figure 6.16 and Figure 6.17 summarise both modelled and measured O Ka and U Ma k-
ratios respectively, analysed at 5, 7, 10, 15, 20 and 25 kV on a high purity U metal sample. 
1s standard deviations for the EPMA data are approximately the size of the ‘X’ symbols 
used in the plots. Using the O Ka k-ratios, calibrated relative to Fe2O3, the oxide thickness 
was calculated to be 10.0 ± 0.7 nm and 12 ± 1.2 nm using GMRFilm and PENEPMA derived 
linear coefficients respectively. In Figure 6.16 the measured k-ratios at each voltage are 
compared against both a) GMRFilm and b) PENEPMA modelled values for 0, 5, 10, 15 and 20 
nm UO2 on U. Both programs predict similar O Ka k-ratios for each set of conditions and the 
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Figure 6.16 EPMA O Ka k-ratios measured at 5, 7, 10, 15, 20 and 25 kV compared to calculated values for a 0, 5, 10, 15 and 
20 nm UO2 on U model using a) GMRFilm , and b) PENEPMA. 
Figure 6.17a and b show the GMRFilm and PENEPMA calculated U Ma k-ratios for the UO2 
on U model for 0 – 20 nm UO2 layers. In each plot the EPMA k-ratios measured relative to a 
carbon coated UO2 are overlaid. Measurements of the C Ka k-ratio on the UO2 RM in 
combination with the linear coefficients in Table 6.5 gave a coating thickness of 11 ± 1 nm 
from both GMRFilm and PENEPMA. Variation in calculated thickness was greater between 
accelerating voltages than between measurements at a given voltage, ranging from a 
minimum of 9.63 ± 0.04 nm at 10 kV to a maximum of 11.94 ± 0.72 nm at 25 kV. EPMA k-
ratios both with and without correction for the carbon coating are shown. The C-coating 
corrected values at each accelerating voltage were calculated using the measured C-coating 
thickness at that voltage. Applying the ± 1s ranges in the C-coating thicknesses changed the 
resulting U Ma k-ratio values by less than the size of the ‘X’ symbols used to plot the data in 
Figure 6.17. 
Above 15 kV neither the oxide on the sample nor the C-coating on the RM have much 
influence on the U Ma k-ratio and the EPMA data agrees reasonably well with the GMRFilm 
model data (Figure 6.17a) although the model doesn’t predict as strong a decrease in k-ratio 
with increasing  accelerating voltage as measured on the sample. The PENEPMA model, 






























































Figure 6.17 Comparisons of U Ma k-ratios, both uncorrected and corrected for the ~10 nm measured C coating on the RM, 
to calculated values for 0, 5, 10, 15 and 20 nm UO2 on U models using a) GMRFilm, and b) PENEPMA at 5, 7, 10, 
15, 20 and 25 kV. 
Decreasing the voltage below 15 kV produces progressively greater deviations of the 
uncorrected EPMA datapoints above both the GMRFilm and PENEPMA modelled data. At 5 
kV the uncorrected EPMA k-ratio of 1.38 is ~18% greater than the GMRFilm predicted k-
ratio for the 10 nm oxide indicated by the O Ka measured k-ratio, and ~11% higher than a 
completely oxide-free U metal. Applying the correction for the carbon coating on the RM 
reduces the EPMA k-ratios but not sufficiently to fully agree with the modelled data: The 
curvature of the corrected EPMA data at low kV lies between those of the 5 nm and 10 nm 
oxide model data for both models, but the absolute values for the EPMA k-ratios are still 
higher than either models. 
Whilst the EPMA measured C Ka k-ratios give a carbon coating thickness of 11 nm, the 
colour of the polished brass witness block coated simultaneously with the UO2 RM indicated 
the thickness to be ~15 nm. Applying a correction for this thicker coating value on the RM 
brings the EPMA data into better agreement with the 10 nm oxide data for the GMRFilm 
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Figure 6.18 Comparisons of U Ma k-ratios, both uncorrected and corrected for ~10 nm and for 15 nm C coatings on the RM, 
to calculated values for UO2 on U models using a) GMRFilm, and b) PENEPMA at 5, 7, 10, 15 20 and 25 kV. 
The magnitudes of influence that the oxide layer and the RM coating have on the accuracy 
of analyses can be gauged from the percentage differences between the uncorrected and 
corrected values and the predicted model values. The percentage difference can be used as 
a measure of the error in the parameter measurement. 
Figure 6.19 gives the percentage differences of the U Ma k-ratio from the GMRFilm and 
PENEPMA calculated models. The potential errors increase rapidly with decreasing 
accelerating voltage. With no corrections applied for either the carbon coating on the RM or 
the oxide layer on the sample (grey squares) the error is 11% at 5 kV. The effect of the oxide 
layer is to decrease the measured k-ratio so correcting only for the oxide thickness as 
determined from the measured O Ka k-ratios (grey circles) increases the k-ratio and thus 
further increases the error from 11% to 18% at 5 kV. The RM coating, by decreasing the 
intensity measured on the RM, increases the k-ratio on the sample. Applying the C-coating 
correction without the oxide correction results in an error of between -2% and -7% at 5 kV, 
depending on whether the EPMA measured C thickness of ~11 nm (blue squares) or 15 nm 
(orange squares) is used. The relative impact of this correction is significantly greater than 
the oxide correction: The oxide correction changes the percentage difference by 7% whilst 
the C-coating correction effect is between 13% and 18%. Combining both corrections results 
in an error range at 5 kV of -1% to 5%. The best fit is provided by the oxide correction in 

























GMRFilm            EPMA
11 nm C on RM

























PENEPMA          EPMA
11 nm C on RM
15 nm C on RM
 
 
UK MoD © British Crown Owned Copyright 2020/AWE 
195 
the brass witness block, rather than with the C coating thickness determined from the C Ka 
measured k-ratios (blue circles). 
  
a b 
Figure 6.19 Percentage differences between the EPMA measured U Ma k-ratios and a) GMRFilm, and b) PENEPMA 
modelled values showing the relative impacts of the sample oxide and RM carbon coating corrections. 
One of the purposes of determining the oxide layer thickness is to allow for the 
measurement of the true sample composition under the oxide. For this the component of 
the U Ma k-ratio derived from the substrate needs to be determined. GMRFilm outputs 
both the substrate and oxide layer i-ratio components of the U Ma k-ratio. Subtracting the 
calculated oxide i-ratio from the EPMA measured k-ratio leaves the residual substrate i-ratio 
component of the EPMA measurement. Figure 6.20a shows the percentage differences 
between the EPMA substrate i-ratio values and the directly calculated GMRFilm substrate i-
ratios with and without the oxide and RM coating corrections. At 5 kV the error range is 
±30%, with the largest errors incurred by applying only one of the two corrections: 
Correcting for the oxide but not the RM coating (grey circles) increases the error from -11% 
with no corrections (grey squares) to 29%, a change of 40%. Correcting for the RM coating 
but not the oxide (blue squares and orange squares) increases the no-correction error by 
19%, from -11% to about -30%. 
The difference in error between the 11 nm and 15 nm coating corrections for the substrate 
is smaller than for the U Ma k-ratio values shown in Figure 6.19, and the influence of the 
coating correction (19% at 5 kV) is smaller than that of the oxide layer (40% at 5 kV). The 
best fit is again provided by the oxide correction in combination with the 15 nm RM C-
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by direct thin film quantification using GMRFilm, as shown in Figure 6.20b and Table 6.11. 
Correction for the oxide layer is included in the thin film quantification algorithm so the 
curves plotted in Figure 6.20b are equivalent to the oxide corrected curves in Figure 6.20a. 
Analyses at 10 and 15 kV calibrated using an uncoated UO2 RM are also shown for 
comparison. Values shown in red in the table lie outside an arbitrarily set acceptance 
criteria of 100 ± 1%. 
  
a b 
Figure 6.20 a) Percentage differences between the calculated EPMA U Ma substrate i-ratios, and b) comparison of 
substrate compositions calculated using GMRFilm as a result of different RM coating corrections applied. 
The magnitudes of the errors agree well with the percentage differences in Figure 6.20a, 
with the 15 nm C-coating correction (orange circles) providing the best results. Without 
correction for the RM coating (grey circles), only analyses at 20 and 25 kV produce 
acceptable analyses. Attempting such analyses at 5 kV incurs errors of nearly 25%. Applying 
a correction for the ~11 nm coating thickness determined from the C Ka k-ratio (blue 
circles) reduces the error at 5 kV to ~6% but only provides acceptable analyses down to 15 
kV. The correction for a 15 nm C on the RM (orange circles) produces the most consistently 
acceptable analyses down to 7 kV, but with an over-correction of nearly 2% at 5 kV. 
The uncoated RM failed to provide acceptable analyses at either 10 or 15 kV. Indeed, the 15 
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GMRFilm Accelerating voltage (kV) 
RM correction 5 7 10 15 20 25 
None 123.9 109.0 104.2 101.6 100.4 99.6 
11 nm C  105.9 103.5 102.1 100.6 99.7 99.1 
15 nm C 98.3 100.8 100.9 100.2 99.6 99.0 
Uncoated RM   104.1 103.3   
Table 6.11 GMRFilm calculated substrate compositions for the oxidised U metal sample with and without corrections 
applied for the RM coating. Values in red fall outside an acceptance range of 100 ± 1%. 
6.6 Discussion 
Correcting for the RM coating and sample surface oxide reduces but doesn’t completely 
remove the significant analysis error at low accelerating voltages. The non-zero slope of the 
corrected curves in Figure 6.20b implies a residual systematic error. The results for the 
sample surface oxide and 15 nm C on RM corrected values produce acceptable substrate 
compositions above ~6 kV but the data shows a strong decreasing trend in values below ~7 
kV, producing an error of over -1.5% at 5 kV and implying increasingly larger errors at lower 
voltages. 
6.6.1 Reference Material Coating 
The need to correct for the RM conductive coating at low analysis voltages is clearly 
demonstrated above. The thickness derived from the C Ka k-ratio produced a value only 
~70% that of the 15 nm determined optically at the time of deposition and this made the 
difference between a 98% and 106% analysis total at 5 kV. The colour-change thickness 
determination method can be very accurate: The colour is produced by the interference 
between the light reflected from the upper and lower surfaces of the coating and is a 
function of the thickness and refractive index of the coating material. Since the latter is a 
fixed value for a given coating material the colour is therefore a direct function of the 
thickness. The main limitation is the ability of the human eye to repeatably distinguish the 
colour shade. The poorer accuracy of the C Ka k-ratio calculated thickness can perhaps be 
attributed to the need to correct the measured C Ka intensity of the U N6-O4 overlap. The 
comparison does show that accurate determination of the coating thickness has a 
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significant impact at low accelerating voltages. The results in Table 6.11 support the 
optically measured thickness as being more accurate, but the residual error could be 
attributed to this still not being accurate enough. It is also worth noting that in Figure 6.20b 
the 15 nm C data indicates an increasingly large negative error below ~7 kV, and that the 
‘correct’ thickness probably lies between 11 nm and 15 nm. 
Coating both the sample and reference material would have removed the need to correct 
the reference material intensities but would have required modelling the sample as a 3-
layer coating-on-oxide-on-substrate system. A 3-layer modelling method was demonstrated 
in Chapter 5 but the resultant errors are comparable to the method used in this chapter of 
combining 2-layer modelling of both the sample and the RM. 
The Duane-Hunt measurements indicated that UO2 is sufficiently electrically conductive to 
allow for it to be used uncoated. However, the test analyses failed to produce acceptable 
results. The Duane-Hunt limit is not an infallible measure of sample charging. In particular it 
relies on the surface charge build-up being very rapid compared to the spectrum acquisition 
time (typically 10’s of seconds). For highly insulating materials this is commonly the case but 
for poorly electrically conductive materials there may be a more gradual charge build-up. In 
this case the slowly reducing cut-off value could be obscured in the time integrated EDS 
spectrum. Progressive charge build-up could be tested for by dividing the EDS acquisition 
time into sub-intervals and checking for drift in the cut-off voltage but this time slicing 
method is limited by the very low signal level intrinsic to measuring the cut-off to zero 
counts. The low signal level also imposes a limit to the energy resolution of the method. 
From Figure 6.2b the 1s range is approximately ±10%. However, it is expected that SE 
imaging would show even a slow charge build-up and this was not seen, supporting the 
Duane-Hunt evidence that the UO2 is sufficiently electrically conductive. The reason for the 
poor performance of the uncoated UO2 is not yet understood and requires further 
investigation. 
Chapter 3 showed that electron beam induced carbon accumulation or erosion can 
significantly change the thickness of a C-coating during a 60 s analysis, and that this can 
have a measurably adverse effect on substrate quantification. However, that study also 
demonstrated that a 10 µm defocussed electron beam in combination with Peltier cooled 
cold trap (Buse et al. 2016), as was used in this study, was highly effective at suppressing 
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these processes at voltages down to 5 kV so this is not deemed to be a significant factor 
here. 
Aluminium is a potential alternative coating since it is not prone to beam induced erosion, 
doesn’t require overlap correction, and also has a lower MAC than C for soft x-rays (Bastin 
and Heijligers 1991; Love et al. 1974), thus requiring a smaller correction for a given coating 
thickness. However, as was shown in Chapter 4, the determination of and correction for Al 
coating thicknesses can be problematic. In particular, quantification errors at 5 kV of 10 – 
20% for an Al coated Bi metal substrate were reported, an order of magnitude poorer than 
the ~2% overcorrection for the C coating at 5 kV. Pöml and Llovet (2020) did not experience 
the same level of errors with their Al coating corrections, but still reported differences 
between their coating corrected and theoretical MAC values of ~4%. 
6.6.2 MAC Values 
A limitation of the P&P MAC calculation method is that it assumes that the theoretical 
changes in x-ray intensity with accelerating voltage are accurate, and that any differences 
between the calculated and measured intensities are entirely due to the MAC value. 
However, the O Ka and U Ma in U MAC values calculated above agree well with recent 
publications and the differences from the default values in GMRFilm are small enough to 
have only a small impact on the substrate quantification, as shown in Figure 6.15. This figure 
also shows that the influence of the MAC decreases with accelerating voltage: As the 
voltage is reduced the electron and x-ray path lengths in the sample decrease so the 
amount of absorption also decreases. This should not be confused with greater MAC value 
uncertainties that result from the need to use lower energy x-ray lines in order to analyse at 
lower voltages. 
6.6.3 Model Fidelity 
PENELOPE (Salvat 2015), the Monte Carlo engine on which PENEPMA (Llovet and Salvat 
2016) is based, is considered to be a ‘high fidelity’ modelling engine: The atomic interactions 
are calculated from first principles and should represent the true electron-sample 
interaction as closely as is possible from our current understanding of the physical 
processes. A consequence of this fidelity is a high computational overhead and a single thin 
film model at a given accelerating voltage can take several hours to compute. GMRFilm 
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(Waldo 1988) uses a f(rz) quantification algorithm, with look-up tables based on historic 
data for the correction factors and ionisation cross-sections etc… to iteratively calculate 
either the compositions and thicknesses from input k-ratios, or k-ratios from input 
compositions and thicknesses. A model takes only a few seconds to calculate using this 
lower fidelity program. 
The two programs do show differences, but PENEPMA doesn’t necessarily produce more 
accurate results. For example, Figure 6.19 shows that both models can reduce the errors in 
the EPMA measured U Ma k-ratios to 1 – 2% at 5 kV but whilst PENEPMA has smaller 
residual errors than GMRFilm at 25 kV they are larger at 10 kV. Model fidelity cannot, 
therefore, account for the residual systematic errors. This should not be entirely surprising. 
The equations and look-up tables that GMRFilm uses are built from a combination of theory 
and experimental values so the calculated values should predict experimental results 
reasonably well. That GMRFilm and PENEPMA produce similar but inaccurate predictions of 
the EPMA measurements indicates that it is our understanding of the process at the very 
shallow analysis depths and low energies explored in this investigation that is somewhat 
lacking. 
6.7 Summary and Conclusions 
Highly reactive metals such as U can grow several nm of oxide effectively instantaneously on 
contact with air and, without recourse to inert atmosphere sample preparation and transfer 
systems, cannot be analysed oxide-free. At 5 kV the surface oxide can cause a 30% error in 
quantification of the substrate. 
Neither SE imaging nor measurement of the Duane-Hunt limit identified any surface 
charging on the UO2 reference material used to calibrate the U Ma measurements. 
However, comparisons of analyses using the RM uncoated and carbon coated showed 
significant differences, with the uncoated results producing unacceptably high U k-ratios. 
Duane-Hunt limit measurements showed no evidence of surface charging so this cannot 
explain the poor behaviour of the uncoated material. Unfortunately, at this point, no 
alternative mechanism can be proposed. Carbon coating the RM required correction for the 
reduced U intensity, with the magnitude of correction increasing with decreasing 
accelerating voltage: At 5 kV the correction increased to ~30%. The coating thickness was 
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measured at approximately 11 nm using the C Ka intensity, considerably less than the 15 
nm indicated by the colour change of a polished brass witness block co-located with the RM 
in the coater. Correcting for an 11 nm C-coating, in combination with correction for the 
sample surface oxide, reduced the error at 5 kV to 6% but correcting for a 15 nm coating 
reduced this to better than 2%. As discussed in section 6.6.1 Reference Material Coating, at 
low accelerating voltages substrate quantification becomes very sensitive to the RM coating 
thickness. The optical (brass witness block colour-change) method appears to give a more 
reliable measure of the C coating thickness. 
Measurement of the C Ka peak identified interference from the U N6-O4 line. Utilising the 
higher resolution of the second order C Ka peak position on an LDE2 diffracting element 
reduced the overlap correction to 1% on UC at 10 kV, and this was fully compensated for 
using an overlap correction. 
After correction for U on C interference and for the thickness of the RM coating and sample 
surface oxide the U metal substrate composition could be recovered to within ±1% accuracy 
down to 7 kV and -1.7% at 5 kV and are indicated to increase rapidly below this. From this 
we can conclude that, with suitable corrections, U analyses can be carried out down to ~7 
kV but are not reliable below this. 
The analysis totals as a function of accelerating voltage show a consistent trend, indicating a 
remaining systematic error. Deviation of the oxide stoichiometry from the assumed UO2 has 
too small an influence to account for this error. Measurement of the O Ka and U Ma 
absorbed by U MAC values U as 9528 cm2/g and 798 cm2/g respectively using the P&P 
method (Pouchou and Pichoir 1990) showed good agreement with a recent study (Pöml and 
Llovet 2020) and with the default values in GMRFilm. Comparison of quantifications using 
the default GMRFilm MACs and a combination of the P&P method measured values and the 
recent FFAST database values showed a decreasing difference as the absorption path 
lengths in the sample decreased with decreasing accelerating voltage, from 0.5% at 25 kV to 
approximately zero at 5 kV and so also do not account for the residual error. 
Both GMRFilm and PENEPMA in combination with modelling of the surface layers can 
significantly reduce but not completely remove analysis errors. That both programs produce 
such similar results implies that it is the accuracy of our understanding of the electron-
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sample interactions at low voltages that is the limiting factor rather than the relative fidelity 
or method of calculation of the models. 
Whilst this investigation focusses on uranium many of the issues are also applicable both to 
other RA metals, such as Pu, and to non-RA high Z metals and alloys. These results on this 
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Chapter 7 Summary and Conclusions 
7.1 Introduction 
The aim of this study was to investigate and characterise the key issues for low voltage 
EPMA of radioactive materials: Chemical reactivity, in particular their very high affinity for 
O; poorly constrained and large corrections factors; high probability of overlapping element 
lines; reference materials. 
As explained in section 1.5.1.1 Radioactivity in chapter 1, radioactivity is not dealt with since 
the factors and controls required are highly specific to the sample types and activity levels. 
7.2 Summary 
A linear parameterisation method, linking measured k-ratios to coating thickness and 
substrate composition, was developed and tested on C, Al and Cu coatings on Bi and 
published in two peer reviewed papers (Matthews et al. 2018b, 2018a). 
Electron beam induced carbon evaporation was identified and measured using a time 
dependent intensity analysis method, revealing that a 5 nm coating can be thinned by 20% 
over a 60 s analysis period. Errors in coating thickness can exceed 10%. Fortunately, 
propagated errors in substrate quantification only begin to significantly increase below 5 kV. 
The rate of erosion was found to be predominantly controlled by flux density at the samples 
surface, with a lower cut-off value of 1 nA/nm2. Defocussing the electron beam to 10 µm 
was identified as being effective at suppressing erosion down to 5 kV. 
The location of a film thickness monitor (FTM) in a sputter coater was identified as a very 
significant potential source of error in the measured coating thickness: A Cu coating 
deposited with the FTM sensor co-located with the samples produced 10 – 20% differences 
in FTM thicknesses compared to those derived from the Cu La k-ratio measurements using 
the linear parameterisation method. A side-located FTM sensor, in contrast, indicated Al 
coating thicknesses less than half those measured using the Al Ka k-ratio. The coating 
densities were also calculated and whilst the Cu was found to be fully dense the Al density 
was measured at 2.00 g/cm3, compared to a bulk metal density of 2.70 g/cm3. The 
inaccuracy of the side located FTM sensor thicknesses propagated to a substrate 
quantification error of 70% at 5 kV. 
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The linear parameterisation method was extended to a 3-layer coating-on-oxide-on 
substrate model to accommodate the ubiquitous oxide layer found on U if it has been 
exposed to air for even only a few seconds. The resulting biplanar parameterisation method 
was tested on unoxidized and oxidised Bi samples coated with Ag or C and has been 
published as a peer reviewed paper (Matthews et al. 2019). It was shown that the coating 
thickness could be characterised as a linear function of the coating element k-ratio and the 
oxide thickness as a biplanar function of the coating thickness and the O Ka k-ratio for an 
assumed oxide stoichiometry. Finally, the substrate element k-ratio and component i-ratios 
from the oxide and substrate layers could also each be described as biplanar functions of 
the coating and oxide thicknesses.  
Measurements of oxidised samples both before and after coating showed that the oxide 
thickness under the coating could be recovered to within 1s of the pre-coating measured 
value. Substrate quantification errors ranged from 2% at 5 kV for a 10 nm oxide up to 10% 
for a 20 nm oxide. Not correcting for the buried oxide layer increased errors by 4 – 10% at 5 
kV. 
Finally, the methods developed were applied to the analysis of U metal samples and the 
results will be submitted for peer review and publication. Testing of the UO2 reference 
material showed that, whilst the Duane-Hunt measurement didn’t reveal any charging 
issues, the uncoated material did not provide acceptable calibrations. Consequently, the RM 
was analysed with a carbon coating. Correcting for both the RM coating and for the oxide on 
the U metal sample surface the substrate composition could be recovered to better than 1% 
at 7 kV and better than 2% at 5 kV. The effect of the oxide stoichiometry was also assessed 
and found to have only a small influence on substrate quantification. 
A previously unreported U N6-O4 interference with the C Ka peak was identified and 
corrected for. Using a 2nd order C Ka line on an LDE2 diffracting element was found to 
provide the optimum balance between sufficient peak intensity and minimising the required 
overlap correction. 
The Pouchou and Pichoir method for measuring mass absorption corrections using EPMA 
measured intensities (Pouchou and Pichoir 1990) was used for U Ma and O Ka in UO2. The 
calculated O Ka in U MACs of 9528 cm2/g compares well with recently published measured 
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and modelled values of 9318 cm2/g and 9962 cm2/g respectively (Pöml and Llovet 2020). 
Comparisons of EPMA measurements corrected using the default MAC values in GMRFilm 
(Waldo 1988) and the U Ma and O Ka values measured in this study showed only a 0.5% 
difference at 25 kV and no difference at 5 kV. 
7.3 Conclusions 
Low voltage analysis of high Z nuclear materials such as U and Pu does have limits and is far 
from trivial. Surface layers on the sample(s) and/or the RM(s) rapidly contribute increasingly 
large errors as the accelerating voltage is decreased. Correcting for these layers can produce 
acceptable analyses but only down to ~7 kV. Analysis at lower voltages should either be 
avoided, or larger errors need to be accepted. 
The rapid increase in corrections and errors as the accelerating voltage is decreased 
increases the sensitivity of analyses to all sources of analysis errors and uncertainties. The 
FEG electron source provides high currents and finely focussed electron beams at low 
voltages compared to more conventional W sources, providing better counting statistics 
(and therefore improved analytical precisions) and greatly improved spatial resolutions. The 
instrument at the University of Bristol used for this study proved to be very stable in terms 
of both beam current and accelerating voltage, which also serve to improve analysis 
statistics. The instrument was also able to change accelerating voltages and be stable 
enough to continue analyses within a few seconds, which has been particularly invaluable 
for the large number of analyses carried out at different accelerating voltages in this study. 
The FEG electron source EPMA is therefore recommended over more conventional 
instruments for both low-voltage and multi-voltage analyses. 
The very high affinity that high Z nuclear materials have for oxygen mean that any air 
exposure will result in a surface oxide layer which also needs to be corrected for at low 
voltages. Whilst U has a wide range of possible valence states and oxide stoichiometries, 
substrate quantification is fortunately relatively insensitive to the assumed oxide state and 
modelling these oxides as homogeneous and stoichiometric UO2 is demonstrated to be 
sufficient to fractions of a percent precisions. The corollary to this is that EPMA measured k-
ratios are not a sensitive tool for determining the oxidation state of these surface oxides. 
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The thickness of the surface layer(s) is the dominant contributing factor at low accelerating 
voltages, even for low absorption coatings such as C. The material used and the method of 
determining its thickness can have significant impact on the accuracy of the thickness 
measurement and consequently on the sample quantification. 
Quartz oscillator based film thickness monitors (FTM) are a convenient tool for both 
measuring and controlling the amount of coating deposited on the sample. The tooling 
factor required to convert the mass of material deposited on the FTM sensor into a 
thickness on the samples is a major potential source of error and requires careful calibration 
for each sample versus FTM sensor relative height and position. The FTM can either be co-
located with the samples or, much more commonly, positioned to one side of the sample 
platen. For the latter configuration the magnitude of the tooling factor, and therefore the 
potential magnitude of thickness error, is significantly larger than for systems with the FTM 
co-located with the samples and are therefore less optimal for low voltage analysis. 
Thicknesses calculated from EPMA measured k-ratios give more reliable results than the 
FTM but do not necessarily provide the best value: For the U metal analyses in Chapter 6 the 
k-ratio derived C-coating thickness on the UO2 RM produced a thickness of ~11 nm. 
Correcting for this, in combination with correcting for the oxide on the U metal sample, 
produced the correct substrate compositions to within ±1% from 25 kV down to 15 kV but 
the error increased to nearly 6% by 5 kV. Using the brass witness block colour change 
indicated thickness of 15 nm improved the quantification to ±1% from 25 kV down to 7 kV, 
increasing to 1.7% at 5 kV. However, as Figure 6.20b shows, the trend for the 15 nm C 
results below ~7 kV implies that the error will increase more rapidly than the 11 nm C data 
below 5 kV and that the ‘correct’ C coating is somewhere between 11 nm and 15 nm. 
The choice of coating material also has an impact on the limits of low voltage quantification. 
C, the most common coating choice for EPMA analyses, can be significantly eroded by the 
electron beam, in particular at low voltages and with the high electron flux densities 
achievable with the FEG electron source. This can be mitigated by defocussing the electron 
beam to 10 µm. Whilst this is not an issue for analyses of or through laterally extensive 
structures such as surface coating, it is not a viable option for the analysis of small features 
such as inclusions. C also requires correction for the interference between the C Ka line and 
the U N6-O4 line. The magnitude of the overlap correction can be reduced by measuring the 
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2nd order peak position on an LDE2 diffracting crystal, but at the expense of a lower signal 
intensity and therefore a higher uncertainty in the measurement. 
Other coating options have been more popular in the past and warrant consideration where 
a fully focussed beam is required. High conductivity metals such as Cu and Ag are not 
eroded by the beam and can provide thermal protection for beam sensitive samples, but do 
incur higher absorption corrections, raising the lower limit for acceptable to analyses to ~10 
kV. Al offers both low absorption of soft energy x-rays and robustness against electron 
induced erosion but is also not problem free: The coating density was found to be 
significantly lower than the bulk metal density and produced significantly higher 
quantification errors when compared against Cu coatings. Further investigations are needed 
to determine the cause of this poor performance. 
Bi has been used extensively in this study and has proved to be an effective non-RA 
surrogate for U. In particular, it has a high Z and will grow a surface oxide when exposed to 
air. It has the benefits of not requiring the special handling, storage and waste controls 
necessary for RA materials and which makes their analysis considerably more costly and 
time consuming than for conventional materials. It also grows its surface oxide sufficiently 
slowly that a freshly polished sample can be analysed oxide-free to allow for the oxide layer 
effects to be distinguished from other factors. In this study it has allowed for a more 
thorough investigation of the issues involved in low voltage analysis of U and is 
recommended as a surrogate for other high-Z RA materials. 
7.4 Proposal for Future Work 
The methods developed and results presented in this study form a strong basis for the next 
stage of investigation, the analysis of binary uranium alloys. It is proposed to base this work 
on U-Nb alloys since there is a reasonable body of background publications and chemically 
well characterised alloys area available from AWE. 
The oxides of binary alloys are significantly more complex than for mono-elemental 
substrates. In particular, they normally do not match the elemental ratios of the substrate 
(Wagner 1952) but instead can range from an oxide of one components (e.g. Liou, Mei, 
Gennser, & Yang, 1991) to any ratio in between. Differential segregation into the oxide layer 
can produce a sub-layer in the substrate immediately below the oxide with the opposite 
segregation profile (e.g. Liou, Mei, Gennser, & Yang, 1991). It also cannot be assumed that a 
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single oxide will form. Younes, Allen, & Embong, (2007) report that a U-6 wt% Nb will 
initially grow a UO2 oxide but as the Nb concentration increases first a NbO will form then 
NbO2 and finally Nb2O5 at the alloy interface. 
This investigation will include the application of additional supporting instrumental 
techniques. FIB preparation of ‘thin’ (i.e. electron transparent) samples will allow for ultra-
high resolution cross-sectional analysis the oxide and substrate layers, both to determine 
the layer thicknesses and to measure the segregations of O and the alloy elements within 
and between the layers. This methodology has the additional benefit of significantly 
reduced absorption (and fluorescence) corrections. Analysis will initially be carried out using 
transmission EPMA (Kubo and Hamada 2015; Kubo, Hamada, and Urano 2013) on the Earth 
Sciences instrument at the University of Bristol but also then with Transmission Electron 
Microscopy (TEM). 
These techniques will require the development of an inert sample preparation and transfer 
system. Commercial systems are available, but these are all based on transfer between one 
specific model of e.g. coater and require a specially modified airlock system on the analysis 
instrument. A simple glove bag and inert gas method will be trialled, and its effectiveness 
tested. 
It is also proposed to incorporate X-ray photo-electron spectroscopy (XPS) and Auger 
Electron Spectroscopy (AES) in combination with Secondary Ion Mass Spectrometry (SIMS) 
depth profiling to measure stoichiometry as a function of depth through the oxide, coating 
and substrate layers. Whilst substrate quantification is relatively insensitive to oxide state 
extending low voltage analyses to characterisation of the oxides themselves requires an 
understanding of the mechanisms of oxide formation in the metal and growth of the oxide 
layer itself. These tools will also be applied to investigate the causes of the material’s poor 
performance of the Al coatings identified in this study. In particular, comparisons will be 
made between Al coatings deposited in an open laboratory and in a nitrogen atmosphere 
glove box to confirm whether residual oxygen in a laboratory benchtop coater is adversely 
affecting the density and properties of the deposited coating. 
The JEOL Soft X-ray Energy Spectrometer (SXES) offers extremely high energy resolution in 
the range 50 eV to 210 eV and will provide for a more detailed investigation of the U N-line 
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spectra in the region of the C Ka peak position. The CSIRO EPMA facility in Melbourne, 
Australia, has such a detector installed on their EPMA and are able to analyse RA materials 
such as U metals. They also have inert atmosphere sample preparation and transfer 
capabilities, allowing for the analysis of oxide free U metal and alloys. 
U-Nb alloys commonly contain micron to sub-micron scale mono- and multi-phase 
inclusions, as shown in Figure 1.9. These provide the opportunity to extend the high 
resolution depth analysis developed in this study to lateral high resolution analysis, using 
both thin sample and low voltage bulk sample EPMA. These inclusions commonly contain C, 
N and O. The successful MAC measurements for O Ka in U will be extended to the 
measurement of C in U. A synthetically grown UC has already been sourced from the Idaho 
National Laboratories and this aspect of work will form the basis for a collaborative 
publication with INL. 
It is anticipated that this body of work will generate 3 – 4 external publications and will 
require 2 working-years of sponsorship. 
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Appendix A Modelled k-ratios and Calculated Coefficient Values 
Linear coefficients are calculated for the best linear fits to the modelled values for 5, 10, 15 
and 20 nm coating thickness on a semi-infinite substrate at each accelerating voltage 
according to: 
k = m.tc +c 
Equation A.1 
where k is the k-ratio or i-ratio 
  tc is the coating thickness, and 
  m and c are the linear coefficients. 
Biplanar coefficients are calculated for the best biplanar surface fit to the modelled values 
for coating thicknesses of 5, 10, 15 and 20 nm and buried oxide thicknesses of 5, 10, 15 and 
20 nm on a semi-infinite substrate at each modelled accelerating voltage using: 
k = a.tc + b.to + c.tc.to +d 
Equation A.2 
where k is the k-ratio or i-ratio, 
  tc is the coating thickness, 
  to is the buried oxide thickness, and 
  a, b, c and d are the biplanar coefficients 
k-ratio values are defined in this study as the measured intensity of the element line in the 
samples to that measured in a reference material (RM) of known composition. Where a 
multi-layer model contains a given element in more than one layer the k-ratio is the sum of 
the intensities from each of those layers. To distinguish them from the k-ratios the ratios of 
these component intensities relative to the RM are termed ‘i-ratios’ in this study. 
R2 are the goodness of fit values of the linear trends to the modelled data, calculated using 
the Microsoft Excel RSQ function. A value closer to 1 shows better agreement. 
Material densities, r, used for modelling of the layer thicknesses are given in Table A.1. 
Material r (g/cm3) Material r (g/cm3) 
Ag 10.5 C 2.00 
Al 2.70 Cr 7.19 
Au 19.3 Cu 8.96 
Bi2O3 8.90 UO2 10.97 
Table A.1 Density values used for modelling of the layered systems. 
The combinations of 2- and 3-layer models calculated and summarised in this appendix are 
given in Table A.2 and Table A.3 respectively. Models are grouped by 2-layer and 3-layer 




















Au60Ag40 X        
Bi X X X X X X X  
Cu60Zn40 X        
Fe2O3       X  
U        X 
UO2 X    X    
Table A.2 2-layer combinations modelled. 
 
 Coating 






Bi2O3 on Bi X X X X X 
Nb2O5 on Nb   X   
UO2 on  X X X   
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A.1 2-Layer Models 
A.1.1 Ag on Au60Ag40 
Ag coating on a 60wt% Au, 40wt% Ag electrum alloy substrate. Ag La k- and i-ratios are 
relative to pure Ag. Au Ma k-ratios are relative to pure Au. 
  
    a     b 
  
    c     d 
Figure A.1 GMRFilm calculated a) Ag La coating i-ratio, b) Ag La substrate i-ratios, c) Ag La k-ratios, and d) Au Ma k-ratios 
for an Ag coating on Au60Ag40 model. Dashed lines are linear fits to the modelled values. 
Ag La Coating i-ratio (GMRFilm) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
5 0.22286 0.41738 0.57212 0.69275 0.03129 0.08518 0.98896 
7 0.09994 0.21309 0.31893 0.41369 0.02094 -0.00036 0.99845 
10 0.04671 0.10021 0.15769 0.21657 0.01134 -0.01147 0.99953 
15 0.02218 0.04619 0.07174 0.09856 0.00509 -0.00400 0.99939 
20 0.01401 0.02873 0.04410 0.06005 0.00307 -0.00165 0.99968 
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Ag La Substrate i-ratio (GMRFilm) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
5 0.46699 0.37101 0.28981 0.22222 -0.01631 0.54139 0.99397 
7 0.51675 0.46181 0.40634 0.35497 -0.01082 0.57017 0.99971 
10 0.54171 0.51323 0.48300 0.45192 -0.00599 0.57237 0.99961 
15 0.55362 0.53860 0.52294 0.50675 -0.00313 0.56955 0.99972 
20 0.55622 0.54578 0.53505 0.52407 -0.00214 0.56708 0.99987 
Table A.5 Ag La substrate i-ratio values and linear coefficients for an Ag on Au60Ag40 model calculated with GMRFilm. 
 
Ag La k-ratio (GMRFilm) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
5 0.68985 0.78839 0.86193 0.91497 0.01498 0.62656 0.98184 
7 0.61669 0.67490 0.72527 0.76866 0.01013 0.56981 0.99573 
10 0.58842 0.61344 0.64069 0.66849 0.00535 0.56090 0.99942 
15 0.57580 0.58479 0.59468 0.60531 0.00197 0.56554 0.99861 
20 0.57023 0.57451 0.57915 0.58412 0.00093 0.56543 0.99889 
Table A.6 Ag La k-ratio values and linear coefficients for an Ag on Au60Ag40 model calculated with GMRFilm. 
 
Au Ma k-ratio (GMRFilm) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
5 0.34244 0.25843 0.19006 0.13556 -0.01378 0.40388 0.99091 
7 0.37432 0.32929 0.28671 0.24814 -0.00842 0.41490 0.99881 
10 0.36758 0.34869 0.32798 0.30648 -0.00408 0.38869 0.99916 
15 0.33019 0.32368 0.31648 0.30869 -0.00143 0.33769 0.99841 
20 0.29092 0.28797 0.28473 0.28122 -0.00065 0.29430 0.99850 
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A.1.2 Ag on Bi 
Ag coating on a Bi substrate. Ag La and Bi Ma k-ratios are relative to pure Ag and pure Bi 
respectively. 
  
    a     b 
  
    c     d 
Figure A.2 a) GMRFilm modelled Ag La and b) Bi Ma k-ratios, and c) PENEPMA modelled Ag La and d) Bi Ma k-ratios for 
an Ag on Bi model. The dashed lines are the linear fits to the data. 
Ag La k-ratio (GMRFilm) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
5 0.17120 0.33369 0.46894 0.58021 0.02725 0.04794 0.99298 
7 0.07328 0.15974 0.24651 0.32648 0.01693 -0.01009 0.99964 
10 0.03407 0.07285 0.11493 0.15898 0.00834 -0.00900 0.99919 
15 0.01635 0.03384 0.05231 0.07165 0.00369 -0.00256 0.99950 
20 0.01041 0.02125 0.03249 0.04409 0.00225 -0.00101 0.99977 
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Bi Ma k-ratio (GMRFilm) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
5 0.87153 0.73271 0.60953 0.50204 -0.02463 0.98687 0.99678 
7 0.93883 0.86736 0.79226 0.71919 -0.01468 1.01292 0.99992 
10 0.96899 0.93452 0.89747 0.85867 -0.00736 1.00692 0.99930 
15 0.98386 0.96677 0.94886 0.93023 -0.00358 1.00213 0.99963 
20 0.98909 0.97777 0.96610 0.95410 -0.00233 1.00093 0.99983 
Table A.9 Bi Ma k-ratio values and linear coefficients for an Ag on Bi model calculated with GMRFilm. 
 
Ag La k-ratio (PENEPMA) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
5 0.16234 0.32824 0.46981 0.59542 0.02882 0.02875 0.99607 
7 0.06839 0.15115 0.23238 0.31367 0.01634 -0.01288 0.99998 
10 0.03623 0.07416 0.11417 0.15684 0.00804 -0.00511 0.99930 
15 0.01686 0.03290 0.05173 0.07174 0.00367 -0.00255 0.99758 
20 0.00976 0.02145 0.03053 0.04234 0.00214 -0.00068 0.99749 
Table A.10 Ag La k-ratio values and linear coefficients for an Ag on Bi model calculated with PENEPMA. 
 
Bi Ma k-ratio (PENEPMA) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
5 0.89016 0.75251 0.62687 0.50058 -0.02589 1.01613 0.99952 
7 0.94921 0.88254 0.81197 0.74063 -0.01393 1.02016 0.99975 
10 0.97810 0.94278 0.90673 0.87480 -0.00692 1.01209 0.99932 
15 0.98956 0.97141 0.95462 0.94208 -0.00318 1.00422 0.99350 
20 0.98998 0.98321 0.97362 0.96583 -0.00164 0.99867 0.99609 
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A.1.3 Al on Bi 
Al Ka k-ratios relative to pure Al, Bi Ma k-ratios relative to pure Bi. 
  
    a     b 
  
    c     d 
Figure A.3 a) GMRFilm modelled Al Ka and b) Bi Ma k-ratios, and c) PENEPMA modelled Al Ka and d) Bi Ma k-ratios for an 
Al on Bi model. The dashed lines are the linear fits to the data. 
 
Al Ka k-ratio (GMRFilm) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
5 0.03296 0.06921 0.10778 0.14778 0.00766 -0.00633 0.99952 
7 0.01702 0.03505 0.05394 0.07355 0.00377 -0.00223 0.99965 
10 0.00889 0.01807 0.02753 0.03725 0.00189 -0.00070 0.99984 
15 0.00447 0.00902 0.01365 0.01835 0.00093 -0.00020 0.99995 
20 0.00286 0.00575 0.00868 0.01163 0.00058 -0.00008 0.99998 
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Bi Ma k-ratio (GMRFilm) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
5 0.96041 0.91646 0.87001 0.82260 -0.00920 1.00734 0.99971 
7 0.98011 0.95889 0.93659 0.91345 -0.00445 1.00283 0.99963 
10 0.98916 0.97798 0.96649 0.95473 -0.00230 1.00079 0.99987 
15 0.99381 0.98755 0.98121 0.97481 -0.00127 1.00018 0.99998 
20 0.99548 0.99093 0.98636 0.98177 -0.00091 1.00006 1.00000 
Table A.13 Bi Ma k-ratio values and linear coefficients for an Al on Bi model calculated with GMRFilm. 
 
Al Ka k-ratio (PENEPMA) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
5 0.03190 0.06555 0.10032 0.13590 0.00694 -0.00328 0.99985 
7 0.01619 0.03316 0.05069 0.06867 0.00350 -0.00156 0.99983 
10 0.00815 0.01664 0.02540 0.03434 0.00175 -0.00070 0.99986 
15 0.00394 0.00798 0.01217 0.01638 0.00083 -0.00026 0.99991 
20 0.00245 0.00496 0.00754 0.01011 0.00051 -0.00013 0.99997 
Table A.14 Al Ka k-ratio values and linear coefficients for an Al on Bi model calculated with PENEPMA. 
 
Bi Ma k-ratio (PENEPMA) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
5 0.97901 0.94797 0.91494 0.87770 -0.00674 1.01415 0.99827 
7 0.98552 0.97593 0.95748 0.94552 -0.00277 1.00073 0.98645 
10 0.99207 0.98539 0.98049 0.96974 -0.00144 0.99989 0.97329 
15 0.99693 0.99304 0.98557 0.98505 -0.00086 1.00093 0.91730 
20 0.99460 0.99508 0.99098 0.98256 -0.00080 1.00086 0.80330 
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A.1.4 Au on Bi 
Au Ma k-ratios relative to pure Au, Bi Ma k-ratios relative to pure Bi. 
  
    a     b 
Figure A.4 GMRFilm modelled a) Au Ma and b) Bi Ma k-ratios for an Au on Bi model. The dashed lines are the linear fits to 
the data. 
Au Ma k-ratio (GMRFilm) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
5 0.21053 0.41231 0.57445 0.70183 0.03272 0.06577 0.98976 
7 0.10651 0.23150 0.34885 0.45269 0.02312 -0.00408 0.99830 
10 0.05571 0.12018 0.18925 0.25904 0.01358 -0.01372 0.99966 
15 0.03028 0.06327 0.09841 0.13512 0.00699 -0.00564 0.99943 
20 0.02135 0.04387 0.06738 0.09171 0.00469 -0.00257 0.99970 
Table A.16 Au Ma k-ratio values and linear coefficients for an Au on Bi model calculated with GMRFilm. 
 
Bi Ma k-ratio (GMRFilm) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
5 0.75219 0.53562 0.36968 0.24564 -0.03371 0.89718 0.98513 
7 0.86173 0.71389 0.58400 0.47359 -0.02589 0.98188 0.99583 
10 0.91541 0.82609 0.73703 0.65245 -0.01756 1.00223 0.99983 
15 0.94128 0.88253 0.82441 0.76752 -0.01159 0.99879 0.99995 
20 0.95017 0.90136 0.85368 0.80727 -0.00953 0.99722 0.99987 
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A.1.5 Bi2O3 on Bi 
Bi Ma k-ratios and i-ratios relative to pure Bi, O Ka k-ratios relative to Fe2O3. 
  
    a     b 
  
    c     d 
Figure A.5 GMRFilm modelled a) O Ka k-ratio, b) Bi Ma oxide i-ratio, c) Bi Ma substrate i-ratio, and d) Bi Ma k-ratio for a 
Bi2O3 on Bi model. The dashed lines are the linear fits to the data. 
O Ka k-ratio (GMRFilm) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
5 0.03168 0.06735 0.10357 0.13771 0.00709 -0.00350 0.99985 
7 0.01886 0.03927 0.06031 0.08120 0.00416 -0.00211 0.99996 
10 0.01192 0.02424 0.03670 0.04910 0.00248 -0.00051 1.00000 
15 0.00829 0.01650 0.02458 0.03247 0.00161 0.00030 0.99992 
20 0.00727 0.01432 0.02114 0.02770 0.00136 0.00058 0.99974 
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Bi Ma Oxide i-ratio (GMRFilm) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
5 0.08517 0.18209 0.27080 0.35008 0.01767 0.00118 0.99801 
7 0.04159 0.09042 0.14290 0.19566 0.01029 -0.01103 0.99967 
10 0.02186 0.04599 0.07193 0.09924 0.00516 -0.00476 0.99924 
15 0.01188 0.02437 0.03740 0.05092 0.00260 -0.00139 0.99969 
20 0.00831 0.01687 0.02566 0.03467 0.00176 -0.00059 0.99987 
Table A.19 Bi Ma oxide i-ratio values and linear coefficients for a Bi2O3 on Bi model calculated with GMRFilm. 
 
Bi Ma Substrate i-ratio (GMRFilm) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
5 0.89951 0.78555 0.68046 0.58572 -0.02093 0.99943 0.99831 
7 0.95128 0.89438 0.83331 0.77181 -0.01199 1.01257 0.99967 
10 0.97471 0.94686 0.91695 0.88550 -0.00595 1.00539 0.99927 
15 0.98654 0.97239 0.95762 0.94230 -0.00295 1.00159 0.99969 
20 0.99076 0.98123 0.97144 0.96141 -0.00196 1.00067 0.99987 
Table A.20 Bi Ma substrate i-ratio values and linear coefficients for a Bi2O3 on Bi model calculated with GMRFilm. 
 
Bi Ma k-ratio (GMRFilm) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
5 0.98468 0.96764 0.95126 0.93580 -0.00326 1.00060 0.99953 
7 0.99287 0.98480 0.97621 0.96747 -0.00170 1.00154 0.99967 
10 0.99657 0.99285 0.98888 0.98474 -0.00079 1.00063 0.99943 
15 0.99842 0.99676 0.99502 0.99322 -0.00035 1.00019 0.99967 
20 0.99907 0.99810 0.99710 0.99608 -0.00020 1.00008 0.99987 
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A.1.6 C on Bi 
C Ka k-ratios relative to vitreous C, Bi Ma k-ratios relative to pure Bi. 
  
    a     b 
Figure A.6 GMRFilm modelled a) C Ka and b) Bi Ma k-ratios for a C on Bi model. The dashed lines are the linear fits to the 
data. 
C Ka k-ratio (GMRFilm) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
3 0.05109 0.10720 0.16606 0.22579 0.01166 -0.00820 0.99980 
3.4 0.04126 0.08627 0.13370 0.18239 0.00942 -0.00680 0.99969 
5 0.02186 0.04510 0.06949 0.09478 0.00486 -0.00298 0.99964 
7 0.01307 0.02669 0.04081 0.05537 0.00282 -0.00127 0.99978 
10 0.00811 0.01642 0.02492 0.03361 0.00170 -0.00049 0.99990 
15 0.00540 0.01087 0.01641 0.02202 0.00111 -0.00018 0.99997 
20 0.00460 0.00923 0.01390 0.01859 0.00093 -0.00008 0.99999 
Table A.22 C Ka k-ratio values and linear coefficients for a C on Bi model calculated with GMRFilm. 
Bi Ma k-ratio (GMRFilm) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
3 0.83630 0.67865 0.54034 0.41938 -0.02778 0.96594 0.99652 
3.4 0.90716 0.80475 0.70636 0.61521 -0.01948 1.00193 0.99932 
5 0.96821 0.93304 0.89564 0.85698 -0.00742 1.00624 0.99955 
7 0.98499 0.96894 0.95204 0.93442 -0.00337 1.00225 0.99957 
10 0.99279 0.98530 0.97756 0.96958 -0.00155 1.00065 0.99980 
15 0.99682 0.99356 0.99025 0.98687 -0.00066 1.00017 0.99993 
20 0.99826 0.99650 0.99471 0.99290 -0.00036 1.00006 0.99996 
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A.1.7 Cr on Bi 
Cr La k-ratios relative to pure Cr, Bi Ma k-ratios relative to pure Bi. 
  
    a     b 
Figure A.7 GMRFilm modelled a) Cr La and b) Bi Ma k-ratios for a Cr on Bi model. The dashed lines are the linear fits to the 
data. 
Cr La k-ratio (GMRFilm) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
5 0.06852 0.14601 0.22722 0.30808 0.01600 -0.01252 0.99989 
7 0.04098 0.08604 0.13389 0.18337 0.00950 -0.00769 0.99956 
10 0.02567 0.05295 0.08154 0.11116 0.00570 -0.00343 0.99966 
15 0.01729 0.03513 0.05343 0.07215 0.00366 -0.00122 0.99988 
20 0.01465 0.02954 0.04463 0.05990 0.00302 -0.00053 0.99997 
Table A.24 Cr La k-ratio values and linear coefficients for a Cr on Bi model calculated with GMRFilm. 
 
Bi Ma k-ratio (GMRFilm) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
5 0.90252 0.79244 0.68785 0.59335 -0.02064 1.00207 0.99884 
7 0.95355 0.90096 0.84488 0.78777 -0.01107 1.01015 0.99965 
10 0.97652 0.95134 0.92458 0.89660 -0.00533 1.00389 0.99945 
15 0.98776 0.97548 0.96272 0.94955 -0.00255 1.00073 0.99976 
20 0.99169 0.98373 0.97556 0.96722 -0.00163 0.99995 0.99989 
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A.1.8 Cu on Bi 
Cu La k-ratios relative to pure Cr, Bi Ma k-ratios relative to pure Bi. 
  
    a     b 
Figure A.8 GMRFilm modelled a) Cu La and b) Bi Ma k-ratios for a Cu on Bi model. The dashed lines are the linear fits to 
the data. 
Cu La k-ratio (GMRFilm) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
5 0.08746 0.18783 0.29052 0.38782 0.02008 -0.01254 0.99989 
7 0.04906 0.10411 0.16281 0.22312 0.01162 -0.01045 0.99958 
10 0.02832 0.05895 0.09141 0.12524 0.00646 -0.00483 0.99951 
15 0.01682 0.03439 0.05261 0.07140 0.00364 -0.00169 0.99978 
20 0.01273 0.02579 0.03915 0.05278 0.00267 -0.00077 0.99991 
Table A.26 Cu La k-ratio values and linear coefficients for a Cu on Bi model calculated with GMRFilm. 
 
Bi Ma k-ratio (GMRFilm) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
5 0.87643 0.74200 0.62091 0.51492 -0.02411 0.98997 0.99722 
7 0.93940 0.87069 0.79890 0.72807 -0.01412 1.01071 0.99992 
10 0.96765 0.93269 0.89588 0.85787 -0.00732 1.00506 0.99965 
15 0.98142 0.96235 0.94277 0.92275 -0.00391 1.00122 0.99988 
20 0.98623 0.97245 0.95849 0.94436 -0.00279 1.00028 0.99997 
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A.1.9 Ag on Cu60Zn40 At% Brass 
Ag La k-ratios relative to pure Ag, Cu La k-ratios relative to pure Cu and Zn La k-ratios 
relative to pure Zn. 
  
    a     b 
 
 
    c      
Figure A.9 GMRFilm calculated a) Ag La, b) Cu La, and c) Zn La k-ratios for an Ag coating on Cu60Zn40 atomic % brass 
model. Dashed lines are linear fits to the modelled values. 
Ag La k-ratio (GMRFilm) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
5 0.13758 0.27689 0.40229 0.51414 0.02510 0.01896 0.99761 
7 0.05997 0.12706 0.19747 0.26686 0.01382 -0.00993 0.99991 
10 0.02822 0.05913 0.09231 0.12732 0.00661 -0.00587 0.99923 
15 0.01337 0.02754 0.04245 0.05805 0.00298 -0.00189 0.99954 
20 0.00837 0.01707 0.02609 0.03541 0.00180 -0.00080 0.99976 
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Cu La k-ratio (GMRFilm) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
5 0.52569 0.44724 0.37060 0.30189 -0.01496 0.59837 0.99909 
7 0.54344 0.48848 0.43434 0.38231 -0.01075 0.59653 0.99985 
10 0.55112 0.50842 0.46722 0.42775 -0.00823 0.59146 0.99969 
15 0.55209 0.51585 0.48140 0.44870 -0.00689 0.58567 0.99947 
20 0.54963 0.51570 0.48359 0.45322 -0.00643 0.58087 0.99939 
Table A.29 Cu La k-ratio values and linear coefficients for an Ag on Cu60Zn40 At% brass model calculated with GMRFilm. 
 
Zn La k-ratio (GMRFilm) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
5 0.28472 0.24765 0.20895 0.17307 -0.00747 0.32201 0.99981 
7 0.25539 0.23573 0.21457 0.19281 -0.00418 0.27685 0.99948 
10 0.20659 0.19606 0.18500 0.17360 -0.00220 0.21782 0.99968 
15 0.14656 0.14076 0.13488 0.12897 -0.00117 0.15246 0.99998 
20 0.11162 0.10740 0.10321 0.09908 -0.00084 0.11578 0.99998 
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A.1.10 Cu on Fe2O3 
Cu La k-ratios relative to pure Cu, Fe La k-ratios relative to pure Fe and O Ka k-ratios 
relative to Fe2O3. 
  
    a     b 
 
 
    c     
Figure A.10 GMRFilm modelled a) Cu La, b) Fe La, and c) O Ka k-ratios for a Cu on Fe2O3 model. The dashed lines are the 
linear fits to the data. 
 
Cu La k-ratio (GMRFilm) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
5 0.06201 0.13658 0.21998 0.30784 0.01642 -0.02362 0.99866 
7 0.03396 0.07296 0.11632 0.16328 0.00863 -0.01120 0.99830 
10 0.01914 0.04007 0.06266 0.08677 0.00451 -0.00421 0.99901 
15 0.01112 0.02278 0.03496 0.04763 0.00243 -0.00130 0.99966 
20 0.00831 0.01686 0.02563 0.03461 0.00175 -0.00057 0.99988 








































































UK MoD © British Crown Owned Copyright 2020/AWE 
227 
Fe La k-ratio (GMRFilm) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
5 0.53074 0.49207 0.44648 0.39688 -0.00894 0.57834 0.99698 
7 0.50701 0.48917 0.46807 0.44422 -0.00419 0.52949 0.99589 
10 0.45370 0.44589 0.43683 0.42664 -0.00180 0.46333 0.99653 
15 0.37150 0.36802 0.36415 0.35992 -0.00077 0.37555 0.99812 
20 0.31440 0.31187 0.30917 0.30632 -0.00054 0.31718 0.99929 
Table A.32 Fe La k-ratio values and linear coefficients for a Cu on Fe2O3 model calculated with GMRFilm. 
 
O Ka k-ratio (GMRFilm) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
5 0.92996 0.84710 0.75569 0.66079 -0.01798 1.02312 0.99907 
7 0.95182 0.89957 0.84358 0.78498 -0.01113 1.00912 0.99935 
10 0.96279 0.92569 0.88749 0.84850 -0.00762 1.00139 0.99988 
15 0.96736 0.93753 0.90774 0.87806 -0.00595 0.99710 1.00000 
20 0.96757 0.93966 0.91212 0.88496 -0.00551 0.99492 0.99996 
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A.1.11 UO2 on U 
U Ma k-ratios and i-ratios relative to UO2, O Ka k-ratios relative to Fe2O3. 
  
    a     b 
  
    c    d 
Figure A.11 GMRFilm modelled a) O Ka k-ratios,  b) U Ma oxide i-ratios, c) U Ma substrate i-ratios, and d) U Ma k-ratios for 
a UO2 on U model. The dashed lines are the linear fits to the data. 
 
O Ka k-ratio (GMRFilm) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
5 0.04685 0.10004 0.15227 0.19832 0.01004 -0.00092 0.99936 
7 0.02768 0.05815 0.08941 0.11988 0.00603 -0.00127 0.99954 
10 0.01738 0.03560 0.05410 0.07245 0.00363 -0.00042 0.99986 
15 0.01203 0.02404 0.03589 0.04747 0.00238 0.00013 0.99994 
20 0.01053 0.02077 0.03068 0.04023 0.00201 0.00032 0.99963 
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U Ma Oxide i-ratio (GMRFilm) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
5 0.16814 0.32637 0.46031 0.57235 0.02874 0.01806 0.99351 
7 0.07234 0.15902 0.24419 0.32257 0.01634 -0.00377 0.99919 
10 0.03383 0.07294 0.11564 0.16032 0.00805 -0.00394 0.99712 
15 0.01677 0.03480 0.05391 0.07396 0.00370 -0.00112 0.99878 
20 0.01106 0.02260 0.03458 0.04696 0.00235 -0.00045 0.99951 
Table A.35 U Ma oxide i-ratio values and linear coefficients for a UO2 on U model calculated with GMRFilm. 
 
U Ma Substrate i-ratio (GMRFilm) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
5 1.04054 0.84661 0.67949 0.53727 -0.03549 1.22453 0.99487 
7 1.13852 1.03556 0.93386 0.83949 -0.01950 1.22944 0.99920 
10 1.17031 1.12443 1.07435 1.02190 -0.00945 1.21468 0.99715 
15 1.17412 1.15336 1.13133 1.10822 -0.00426 1.19473 0.99876 
20 1.16730 1.15426 1.14071 1.12669 -0.00266 1.18031 0.99948 
Table A.36 U Ma substrate i-ratio values and linear coefficients for a UO2 on U model calculated with GMRFilm. 
 
U Ma k-ratio (GMRFilm) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
5 1.20868 1.17298 1.13980 1.10962 -0.00676 1.24259 0.99885 
7 1.21086 1.19458 1.17805 1.16206 -0.00316 1.22567 0.99904 
10 1.20414 1.19737 1.18999 1.18222 -0.00140 1.21073 0.99730 
15 1.19089 1.18816 1.18524 1.18218 -0.00056 1.19360 0.99859 
20 1.17836 1.17686 1.17529 1.17365 -0.00031 1.17986 0.99927 
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A.1.12 Ag on UO2 
Ag La k-ratios relative to pure Ag, U Ma k-ratios relative to UO2, O Ka k-ratios relative to 
Fe2O3. 
  
    a     b 
 
 
    c  
Figure A.12 GMRFilm modelled a) Ag La k-ratios, b) O Ka k-ratios, and c) U Ma k-ratios for an Ag on UO2 model. The dashed 
lines are the linear fits to the data. 
 
Ag La k-ratio (GMRFilm) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
5 0.16841 0.32805 0.46242 0.57426 0.02704 0.04531 0.99378 
7 0.07174 0.15528 0.23940 0.31756 0.01643 -0.00940 0.99972 
10 0.03350 0.07104 0.11148 0.15376 0.00802 -0.00786 0.99930 
15 0.01615 0.03325 0.05119 0.06986 0.00358 -0.00216 0.99962 
20 0.01030 0.02095 0.03194 0.04323 0.00220 -0.00084 0.99983 
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O Ka k-ratio (GMRFilm) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
5 0.33288 0.26704 0.20914 0.16122 -0.01146 0.38579 0.99512 
7 0.28135 0.23734 0.19771 0.16289 -0.00790 0.31858 0.99730 
10 0.22389 0.19363 0.16643 0.14225 -0.00544 0.24958 0.99751 
15 0.17259 0.15084 0.13147 0.11430 -0.00388 0.19086 0.99723 
20 0.15018 0.13140 0.11479 0.10015 -0.00333 0.16581 0.99692 
Table A.39 O Ka k-ratio values and linear coefficients for an Ag on UO2 model calculated with GMRFilm. 
 
U Ma k-ratio (GMRFilm) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
5 0.82410 0.66239 0.52526 0.41050 -0.02756 0.95005 0.99423 
7 0.92643 0.84355 0.76123 0.68460 -0.01616 1.00591 0.99966 
10 0.96596 0.92921 0.88973 0.84857 -0.00783 1.00628 0.99936 
15 0.98354 0.96740 0.95044 0.93276 -0.00339 1.00086 0.99959 
20 0.98927 0.97961 0.96963 0.95933 -0.00200 0.99941 0.99979 
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A.1.13 C on UO2 
C Ka k-ratios relative to vitreous C, U Ma k-ratios relative to UO2, O Ka k-ratios relative to 
Fe2O3. 
  
    a     b 
  
    c     d 
  
    e     f 
Figure A.13 a) GMRFilm and b) PENEPMA modelled C Ka k-ratios, c) GMRFilm and d) PENEPMA modelled O Ka k-ratios, e) 
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C Ka k-ratio (GMRFilm) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
5 0.02151 0.04422 0.06793 0.09244 0.00473 -0.00260 0.99971 
7 0.01287 0.02622 0.04000 0.05417 0.00275 -0.00111 0.99982 
10 0.00799 0.01615 0.02448 0.03297 0.00167 -0.00042 0.99992 
15 0.00532 0.01070 0.01614 0.02164 0.00109 -0.00015 0.99998 
20 0.00453 0.00909 0.01367 0.01828 0.00092 -0.00007 0.99999 
 k-ratio (PENEPMA) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
5 0.01984 0.04031 0.06189 0.08433 0.00430 -0.00217 0.99957 
7 0.01120 0.02292 0.03515 0.04818 0.00246 -0.00143 0.99942 
10 0.00698 0.01436 0.02155 0.02885 0.00146 -0.00026 0.99998 
15 0.00465 0.00949 0.01399 0.01865 0.00093 0.00008 0.99980 
20 0.00381 0.00782 0.01219 0.01589 0.00081 -0.00023 0.99907 
Table A.41 C Ka k-ratio values and linear coefficients for a C on UO2 model calculated with GMRFilm and PENEPMA. 
 
O Ka k-ratio (GMRFilm) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
5 0.38996 0.37712 0.36407 0.35093 -0.00260 0.40306 0.99997 
7 0.32146 0.31410 0.30668 0.29922 -0.00148 0.32890 0.99999 
10 0.25270 0.24825 0.24380 0.23936 -0.00089 0.25715 1.00000 
15 0.19394 0.19100 0.18809 0.18519 -0.00058 0.19685 0.99999 
20 0.16886 0.16637 0.16391 0.16147 -0.00049 0.17131 0.99998 
 k-ratio (PENEPMA) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
5 0.40324 0.39469 0.38612 0.37508 -0.00186 0.41305 0.99572 
7 0.32961 0.32073 0.31753 0.31241 -0.00110 0.33377 0.95885 
10 0.25494 0.24759 0.24545 0.24185 -0.00083 0.25781 0.93725 
15 0.18777 0.18631 0.18249 0.17834 -0.00064 0.19176 0.96237 
20 0.16037 0.15434 0.15470 0.15134 -0.00053 0.16186 0.83794 
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U Ma k-ratio (GMRFilm) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
5 0.94584 0.89145 0.83752 0.78491 -0.01073 0.99911 0.99994 
7 0.97824 0.95674 0.93460 0.91196 -0.00442 1.00063 0.99987 
10 0.98963 0.98017 0.97051 0.96067 -0.00193 0.99938 0.99992 
15 0.99483 0.99086 0.98685 0.98279 -0.00080 0.99887 0.99997 
20 0.99644 0.99431 0.99215 0.98998 -0.00043 0.99861 0.99998 
 k-ratio (PENEPMA) Coefficients Fit 
kV\nm 5 10 15 20 m c R2 
5 0.94961 0.92816 0.88798 0.83380 -0.00775 0.99679 0.96544 
7 0.99564 0.97707 0.97102 0.94793 -0.00298 1.01021 0.95795 
10 0.99762 0.99023 0.97869 0.98330 -0.00109 1.00108 0.72398 
15 0.99739 0.98848 0.99169 0.99110 -0.00031 0.99608 0.29085 
20 1.00116 0.99419 0.99419 0.99674 -0.00027 0.99988 0.27125 
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A.2 3-Layer Models 
A.2.1 Ag on Bi2O3 on Bi 
Ag La k-ratios relative to pure Ag, O Ka k-ratios relative to Fe2O3, Bi Ma i-ratios and k-ratios 
relative to pure Bi. 
  
    a     b 
  
    c     d 
 
 
    e  
Figure A.14 Biplanar coefficient values for a) Ag La, b) O Ka, c) Bi Ma from the oxide layer, d) Bi Ma from the substrate, and 
d) for the total Bi Ma for an Ag on Bi2O3 on Bi model calculated with GMRFilm (G) and PENEPMA (P). Note that 
PENEPMA does not produce separate intensity values for the Bi Ma from the oxide and substrate layers so only 
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 kV a b c d 
Ag L a
 
5 0.02684 - - 0.04692 
7 0.01676 - - -0.00967 
10 0.00830 - - -0.00885 
15 0.00368 - - -0.00254 




5 0.00017 0.00717 -0.00021 0.00478 
7 0.00020 0.00434 -0.00009 -0.00058 
10 0.00006 0.00252 -0.00004 -0.00015 
15 0.00003 0.00162 -0.00003 0.00010 
20 0.00003 0.00137 -0.00003 0.00009 
Bi M
a
 oxide layer  
5 -0.00034 0.01726 -0.00037 0.02456 
7 0.00055 0.01099 -0.00012 -0.00234 
10 0.00024 0.00544 0.00002 -0.00457 
15 0.00006 0.00266 0.00002 -0.00173 




5 -0.02430 -0.02060 0.00044 0.95992 
7 -0.01530 -0.01282 0.00014 1.01576 
10 -0.00743 -0.00607 -0.00003 1.00922 
15 -0.00339 -0.00277 -0.00004 1.00085 




5 -0.02463 -0.00335 0.00007 0.98447 
7 -0.01475 -0.00183 0.00002 1.01341 
10 -0.00739 -0.00083 0.00000 1.00750 
15 -0.00358 -0.00035 0.00000 1.00228 
20 -0.00233 -0.00020 0.00000 1.00098 
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A.2.2 Al on Bi2O3 on Bi 
Al Ka k-ratios relative to pure Al, O Ka k-ratios relative to Fe2O3, Bi Ma k-ratios relative to 
pure Bi. 
  
    a     b 
  
    c     d 
 
 
    e  
Figure A.15 Biplanar coefficient values for a) Al Ka, b) O Ka, c) Bi Ma from the oxide layer, d) Bi Ma from the substrate, and 
d) for the total Bi Ma for an Al on Bi2O3 on Bi model calculated with GMRFilm (G) and PENEPMA (P). Note that 
PENEPMA does not produce separate intensity values for the Bi Ma from the oxide and substrate layers so only 
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 kV a b c d 
Al K a
 
3 0.02125 - - 0.00151 
3.4 0.01705 - - -0.00835 
5 0.00757 - - -0.00597 
7 0.00375 - - -0.00217 
10 0.00189 - - -0.00069 
15 0.00092 - - -0.00019 




3 0.00061 0.01357 -0.00019 0.02526 
3.4 0.00073 0.01198 -0.00014 0.01198 
5 0.00041 0.00719 -0.00003 -0.00299 
75 0.00015 0.00420 0.00000 -0.00208 
10 0.00007 0.00249 0.00000 -0.00057 
15 0.00006 0.00163 0.00000 0.00011 
20 0.00000 0.00136 0.00000 0.00058 
Bi M
a
 oxide layer  
3 -0.00374 0.02704 -0.00095 0.20071 
3.4 -0.00129 0.02660 -0.00055 0.10391 
5 0.00072 0.01767 -0.00015 0.00868 
7 0.00050 0.01044 -0.00002 -0.01072 
10 0.00010 0.00519 0.00001 -0.00479 
15 0.00005 0.00261 0.00000 -0.00146 




3 -0.02560 -0.03444 0.00119 0.70058 
3.4 -0.02021 -0.03318 0.00066 0.86824 
5 -0.01003 -0.02103 0.00017 0.99828 
7 -0.00496 -0.01210 0.00001 1.01467 
10 -0.00237 -0.00596 -0.00001 1.00612 
15 -0.00113 -0.00283 -0.00002 0.99974 




3 -0.02914 -0.00720 0.00022 0.89873 
3.4 -0.02154 -0.00665 0.00011 0.97333 
5 -0.00928 -0.00335 0.00001 1.00683 
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7 -0.00450 -0.00172 0.00000 1.00429 
10 -0.00220 -0.00067 -0.00001 0.99981 
15 -0.00124 -0.00029 0.00000 0.99990 
20 -0.00091 -0.00020 0.00000 1.00012 
Table A.45 Biplanar parameter values for an Al on Bi2O3 on Bi model calculated with GMRFilm. 
 kV a b c d 
Al K a
 
5 0.00688 - - -0.00315 
6 0.00476 - - -0.00215 
7 0.00349 - - -0.00152 
8 0.00268 - - -0.00107 
9 0.00214 - - -0.00088 
10 0.00174 - - -0.00063 
11 0.00145 - - -0.00050 
12 0.00124 - - -0.00041 
13 0.00107 - - -0.00036 
14 0.00094 - - -0.00029 
15 0.00083 - - -0.00026 
16 0.00051 - - -0.00013 
17 0.00036 - - -0.00007 
18 0.00688 - - -0.00315 
19 0.00476 - - -0.00215 
20 0.00349 - - -0.00152 




5 0.00028 0.00666 0.00000 -0.00067 
6 0.00018 0.00498 0.00001 -0.00139 
7 0.00013 0.00391 0.00001 -0.00149 
8 0.00011 0.00319 0.00000 -0.00133 
9 0.00009 0.00266 0.00000 -0.00092 
10 0.00008 0.00229 0.00000 -0.00080 
11 0.00012 0.00205 0.00000 -0.00113 
12 0.00006 0.00181 0.00000 -0.00039 
13 0.00005 0.00164 0.00000 -0.00010 
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14 0.00003 0.00150 0.00000 -0.00007 
15 0.00005 0.00142 0.00000 -0.00009 
16 0.00005 0.00114 0.00000 0.00008 
17 0.00008 0.00111 -0.00001 -0.00045 
18 0.00028 0.00666 0.00000 -0.00067 
19 0.00018 0.00498 0.00001 -0.00139 
20 0.00013 0.00391 0.00001 -0.00149 




5 -0.00680 -0.00333 0.00001 1.01114 
6 -0.00409 -0.00203 -0.00001 1.00642 
7 -0.00286 -0.00143 -0.00001 1.00714 
8 -0.00209 -0.00074 -0.00001 0.99907 
9 -0.00189 -0.00083 0.00001 1.00251 
10 -0.00117 -0.00037 -0.00002 0.99787 
11 -0.00115 -0.00037 -0.00001 0.99819 
12 -0.00111 -0.00044 0.00000 0.99990 
13 -0.00096 -0.00033 -0.00001 0.99929 
14 -0.00117 -0.00052 0.00002 1.00160 
15 -0.00086 -0.00006 -0.00001 0.99935 
16 -0.00087 -0.00023 0.00001 0.99993 
17 -0.00093 -0.00035 0.00002 1.00331 
18 -0.00680 -0.00333 0.00001 1.01114 
19 -0.00409 -0.00203 -0.00001 1.00642 
20 -0.00286 -0.00143 -0.00001 1.00714 
25 -0.00209 -0.00074 -0.00001 0.99907 
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A.2.3 C on Bi2O3 on Bi 
C Ka k-ratios relative to vitreous C, Bi Ma k-ratios and i-ratios relative to pure Bi and O Ka k-
ratios relative to Fe2O3. 
  
    a     b 
  
    c     d 
 
 
    e  
Figure A.16 Biplanar coefficient values for a) C Ka k-ratio, b) O Ka k-ratio, c) Bi Ma i-ratio from the oxide layer, d) Bi Ma i-
ratio from the substrate, and d) for Bi Ma k-ratio for a C on Bi2O3 on Bi model calculated with GMRFilm (G) and 
PENEPMA (P). Note that PENEPMA does not produce separate intensity values for the Bi Ma from the oxide and 
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 kV a b c d 
C K a
 
3 0.01138 - - -0.00738 
3.4 0.00923 - - -0.00626 
5 0.00482 - - -0.00288 
7 0.00281 - - -0.00125 
10 0.00170 - - -0.00049 
15 0.00111 - - -0.00017 




3 0.00056 0.01353 -0.00018 0.02260 
3.4 0.00061 0.01191 -0.00013 0.01041 
5 0.00030 0.00714 -0.00003 -0.00304 
7 0.00010 0.00418 -0.00001 -0.00202 
10 0.00003 0.00250 0.00000 -0.00058 
15 0.00002 0.00163 0.00000 0.00011 
20 0.00001 0.00137 0.00000 0.00047 
Bi M
a
 oxide layer  
3 -0.00306 0.02757 -0.00089 0.20098 
3.4 -0.00103 0.02680 -0.00050 0.10352 
5 0.00076 0.01769 -0.00013 0.00590 
7 0.00038 0.01037 -0.00001 -0.01070 
10 0.00006 0.00518 0.00001 -0.00478 
15 0.00001 0.00261 0.00000 -0.00144 




3 -0.02410 -0.03516 0.00110 0.71994 
3.4 -0.01846 -0.03366 0.00060 0.88320 
5 -0.00814 -0.02090 0.00013 0.99806 
7 -0.00380 -0.01209 0.00001 1.01442 
10 -0.00161 -0.00596 -0.00001 1.00599 
15 -0.00067 -0.00295 -0.00001 1.00171 




3 -0.02716 -0.00759 0.00021 0.92092 
3.4 -0.01950 -0.00685 0.00010 0.98671 
5 -0.00754 -0.00335 0.00001 1.00607 
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7 -0.00342 -0.00172 0.00000 1.00372 
10 -0.00155 -0.00078 0.00000 1.00120 
15 -0.00065 -0.00033 0.00000 1.00012 
20 -0.00035 -0.00019 0.00000 0.99996 
Table A.47 Biplanar parameter values for a C on Bi2O3 on Bi model calculated with GMRFilm. 
 kV a b c d 
C K a
 
5 0.00441 - - -0.00228 
7 0.00251 - - -0.00117 
10 0.00152 - - -0.00065 
15 0.00097 - - -0.00020 
20 0.00083 - - -0.00019 




5 0.00008 0.00648 0.00000 0.00039 
7 0.00014 0.00389 -0.00001 -0.00167 
10 0.00007 0.00236 -0.00001 -0.00129 
15 0.00003 0.00147 -0.00001 -0.00067 
20 0.00007 0.00119 -0.00001 -0.00033 




5 -0.00470 -0.00343 -0.00001 1.01387 
7 -0.00182 -0.00147 -0.00001 1.00514 
10 -0.00098 -0.00084 0.00002 1.00472 
15 -0.00010 -0.00009 -0.00001 0.99863 
20 -0.00002 -0.00011 0.00000 0.99779 
25 -0.00002 -0.00015 0.00000 1.00186 
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A.2.4 Cr on Bi2O3 on Bi 
Cr La k-ratios relative to pure Cr, Bi Ma k-ratios and i-ratios relative to pure Bi and O Ka -k-
ratios relative to Fe2O3. 
  
    a     b 
  
    c     d 
 
 
    e  
Figure A.17 Biplanar coefficient values for a) Cr La, b) O Ka, c) Bi Ma from the oxide layer, d) Bi Ma from the substrate, and 
d) for the total Bi Ma for a Cr on Bi2O3 on Bi model calculated with GMRFilm (G) and PENEPMA (P). Note that 
PENEPMA does not produce separate intensity values for the Bi Ma from the oxide and substrate layers so only 
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 kV a b c d 
Cr L a
 
5 0.01580 - - -0.01197 
7 0.00944 - - -0.00749 
10 0.00568 - - -0.00340 
15 0.00365 - - -0.00121 




5 0.00064 0.00752 -0.00008 -0.00001 
7 0.00028 0.00435 0.00000 -0.00170 
10 0.00011 0.00254 0.00001 -0.00050 
15 0.00007 0.00164 0.00000 0.00011 
20 0.00007 0.00140 0.00000 0.00010 
Bi M
a
 oxide layer  
5 -0.00009 0.01740 -0.00031 0.02164 
7 0.00073 0.01080 -0.00008 -0.00681 
10 0.00019 0.00532 0.00002 -0.00494 
15 0.00006 0.00263 0.00001 -0.00145 




5 -0.02038 -0.02064 0.00035 0.97576 
7 -0.01176 -0.01248 0.00008 1.01659 
10 -0.00550 -0.00609 -0.00003 1.00904 
15 -0.00249 -0.00288 -0.00002 1.00141 




5 -0.02057 -0.00331 0.00005 0.99838 
7 -0.01114 -0.00181 0.00001 1.01110 
10 -0.00534 -0.00081 0.00000 1.00450 
15 -0.00248 -0.00025 -0.00001 0.99982 
20 -0.00162 -0.00016 0.00000 0.99984 
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 kV a b c d 
Cr L a
 
5 0.01655 - - -0.01598 
7 0.00948 - - -0.01069 
10 0.00522 - - -0.00440 
15 0.00314 - - -0.00287 
20 0.00232   -0.00051 




5 0.00063 0.00719 -0.00004 0.00057 
7 0.00023 0.00412 0.00001 -0.00108 
10 0.00006 0.00227 0.00002 -0.00040 
15 0.00003 0.00141 0.00001 0.00009 
20 0.00007 0.00119 0.00000 -0.00033 




5 -0.01973 -0.00378 0.00005 1.03306 
7 -0.00861 -0.00135 -0.00002 1.01426 
10 -0.00386 -0.00093 0.00002 1.00752 
15 -0.00134 -0.00008 0.00001 0.99233 
20 -0.00072 -0.00010 -0.00001 0.99662 
25 -0.00076 -0.00018 0.00000 1.00126 
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A.2.5 Cu on Bi2O3 on Bi 
Cu La k-ratios relative to pure Cu, Bi Ma k-ratios and i-ratios relative to pure Bi and O Ka k-
ratios relative to Fe2O3. 
  
    a     b 
  
    c     d 
 
 
    e  
Figure A.18 Biplanar coefficient values for a) Cu La, b) O Ka, c) Bi Ma from the oxide layer, d) Bi Ma from the substrate, and 
d) for the total Bi Ma for a Cu on Bi2O3 on Bi model calculated with GMRFilm (G) and PENEPMA (P). Note that 
PENEPMA does not produce separate intensity values for the Bi Ma from the oxide and substrate layers so only 























Cu on Bi2O3 on Bi




























Cu on Bi2O3 on Bi



















































































































































Cu on Bi2O3 on Bi







UK MoD © British Crown Owned Copyright 2020/AWE 
248 
 kV a b c d 
Cu L a
 
3 0.03411 - - 0.07878 
3.4 0.03131 - - 0.03638 
3.9 0.02740 - - 0.00778 
5 0.01982 - - -0.01203 
6 0.01489 - - -0.01250 
7 0.01153 - - -0.01018 
8 0.00923 - - -0.00790 
9 0.00762 - - -0.00610 
10 0.00644 - - -0.00475 
11 0.00557 - - -0.00376 
12 0.00490 - - -0.00301 
13 0.00438 - - -0.00245 
14 0.00397 - - -0.00201 
15 0.00363 - - -0.00167 
16 0.00336 - - -0.00140 
17 0.00314 - - -0.00119 
18 0.00295 - - -0.00102 
19 0.00280 - - -0.00088 




5 -0.00091 0.01281 -0.00041 0.04274 
6 -0.00035 0.01159 -0.00032 0.02892 
7 0.00008 0.01017 -0.00024 0.01677 
8 0.00064 0.00768 -0.00013 0.00056 
9 0.00046 0.00574 -0.00006 -0.00125 
10 0.00031 0.00443 -0.00002 -0.00139 
11 0.00021 0.00357 -0.00001 -0.00103 
12 0.00016 0.00298 0.00000 -0.00069 
13 0.00012 0.00256 0.00000 -0.00043 
14 0.00010 0.00226 0.00000 -0.00020 
15 0.00009 0.00204 0.00000 -0.00005 
16 0.00007 0.00187 0.00000 0.00009 
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17 0.00007 0.00174 0.00000 0.00012 
18 0.00007 0.00165 0.00000 0.00011 
19 0.00007 0.00157 0.00000 0.00011 
20 0.00007 0.00151 0.00000 0.00010 
Bi M
a
 oxide layer 
5 -0.00931 0.01620 -0.00091 0.18927 
6 -0.00308 0.02326 -0.00101 0.09998 
7 -0.00135 0.02203 -0.00071 0.05873 
8 -0.00028 0.01724 -0.00036 0.02348 
9 0.00032 0.01374 -0.00021 0.00590 
10 0.00064 0.01090 -0.00012 -0.00433 
11 0.00057 0.00851 -0.00005 -0.00712 
12 0.00035 0.00666 0.00000 -0.00599 
13 0.00020 0.00537 0.00001 -0.00456 
14 0.00013 0.00447 0.00002 -0.00348 
15 0.00008 0.00381 0.00002 -0.00271 
16 0.00005 0.00332 0.00001 -0.00184 
17 0.00004 0.00293 0.00001 -0.00171 
18 0.00003 0.00263 0.00001 -0.00140 
19 0.00002 0.00239 0.00001 -0.00114 
20 0.00002 0.00219 0.00001 -0.00095 
Bi M
a
 substrate  
5 -0.02201 -0.02070 0.00116 0.39232 
6 -0.03269 -0.02909 0.00127 0.71156 
7 -0.03091 -0.02699 0.00087 0.85160 
8 -0.02378 -0.02053 0.00042 0.96280 
9 -0.01853 -0.01596 0.00023 0.99795 
10 -0.01464 -0.01255 0.00012 1.01341 
11 -0.01156 -0.00980 0.00004 1.01641 
12 -0.00919 -0.00767 0.00000 1.01344 
13 -0.00752 -0.00617 -0.00002 1.01009 
14 -0.00634 -0.00511 -0.00002 1.00760 
15 -0.00548 -0.00435 -0.00002 1.00578 
16 -0.00474 -0.00365 -0.00003 1.00275 
 
 
UK MoD © British Crown Owned Copyright 2020/AWE 
250 
17 -0.00432 -0.00332 -0.00002 1.00336 
18 -0.00390 -0.00295 -0.00002 1.00249 
19 -0.00350 -0.00259 -0.00002 1.00090 




5 -0.03132 -0.00449 0.00025 0.58158 
6 -0.03577 -0.00582 0.00026 0.81153 
7 -0.03225 -0.00496 0.00016 0.91049 
8 -0.02401 -0.00334 0.00006 0.98683 
9 -0.01834 -0.00239 0.00002 1.00638 
10 -0.01416 -0.00183 0.00001 1.01132 
11 -0.01105 -0.00138 0.00000 1.00987 
12 -0.00887 -0.00105 0.00000 1.00758 
13 -0.00733 -0.00082 0.00000 1.00565 
14 -0.00623 -0.00067 0.00000 1.00420 
15 -0.00540 -0.00055 0.00000 1.00312 
16 -0.00460 -0.00027 -0.00002 0.99985 
17 -0.00417 -0.00023 -0.00001 0.99971 
18 -0.00381 -0.00021 -0.00001 0.99973 
19 -0.00351 -0.00019 -0.00001 0.99975 
20 -0.00327 -0.00017 -0.00001 0.99977 
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 kV a b c d 
Cu L a
 
5 0.02064 - - -0.01536 
7 0.01178 - - -0.01275 
10 0.00632 - - -0.00650 
15 0.00332 - - -0.00256 
20 0.00229 - - -0.00111 




5 0.00042 0.00723 -0.00008 0.00335 
7 0.00025 0.00419 0.00000 -0.00064 
10 0.00007 0.00238 0.00001 -0.00021 
15 0.00003 0.00141 0.00001 0.00009 
20 0.00007 0.00119 0.00000 -0.00033 




5 -0.02420 -0.00383 0.00006 1.02850 
7 -0.01156 -0.00136 -0.00003 1.01561 
10 -0.00568 -0.00066 0.00000 1.00767 
15 -0.00288 -0.00007 0.00000 1.00204 
20 -0.00205 -0.00002 -0.00001 0.99892 
25 -0.00178 -0.00014 0.00000 1.00279 
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A.2.6 C on Nb2O5 on Nb 
C Ka k-ratios relative to vitreous C, Nb La i-ratios and k-ratios relative to pure Nb and O Ka 
k-ratios relative to Fe2O3. 
  
    a     b 
  
    c     d 
 
 
    e  
Figure A.19 Biplanar coefficient values for a) C Ka k-ratio, b) O Ka k-ratio, c) Nb La i-ratio from the oxide layer, d) Nb La i-
ratio from the substrate, and d) the Nb La k-ratio for a C on Nb2O5 on Nb model calculated with GMRFilm (G) 
and PENEPMA (P). Note that PENEPMA does not produce separate intensity values for the Nb La from the oxide 
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 kV a b c d 
C K a
 
5 0.00405 - - -0.00223 
7 0.00236 - - -0.00097 
10 0.00142 - - -0.00038 
15 0.00093 - - -0.00013 
20 0.00078 - - -0.00006 




5 0.00026 0.00906 -0.00001 -0.00555 
7 0.00010 0.00519 0.00000 -0.00223 
10 0.00006 0.00314 0.00000 -0.00055 
15 0.00005 0.00209 -0.00001 0.00014 
20 0.00006 0.00181 -0.00001 0.00012 
25 0.00006 0.00181 -0.00001 0.00012 
N
b L a
 oxide layer 
5 0.00028 0.00750 -0.00002 -0.00385 
7 0.00008 0.00376 0.00000 -0.00249 
10 0.00005 0.00188 0.00000 -0.00098 
15 0.00004 0.00093 0.00000 -0.00031 
20 0.00003 0.00060 0.00000 -0.00013 
25 0.00003 0.00045 0.00000 -0.00008 
N
b L a
 substrate  
5 -0.00718 -0.01235 0.00004 1.00598 
7 -0.00332 -0.00609 -0.00001 1.00341 
10 -0.00159 -0.00303 -0.00001 1.00150 
15 -0.00064 -0.00143 -0.00001 0.99986 
20 -0.00034 -0.00091 0.00000 0.99991 




5 -0.00678 -0.00474 0.00001 1.00090 
7 -0.00319 -0.00225 -0.00001 0.99964 
10 -0.00154 -0.00110 0.00000 0.99982 
15 -0.00068 -0.00051 0.00000 0.99992 
20 -0.00037 -0.00031 0.00000 0.99995 
25 -0.00023 -0.00022 0.00000 0.99997 
Table A.53 Biplanar parameter values for a C on Nb2O5 on Nb model calculated with GMRFilm. 
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 kV a b c d 
C K a
 
5 0.00404 - - -0.00196 
7 0.00229 - - -0.00099 
10 0.00138 - - -0.00066 
15 0.00090 - - -0.00046 
20 0.00072 - - 0.00006 




5 0.00018 0.00946 0.00000 -0.00506 
7 0.00008 0.00532 0.00000 -0.00258 
10 0.00013 0.00301 -0.00001 -0.00089 
15 0.00006 0.00188 -0.00001 0.00013 
20 0.00000 0.00151 0.00000 0.00010 




5 -0.00536 -0.00474 0.00002 1.12133 
7 -0.00217 -0.00216 0.00001 1.06903 
10 -0.00010 -0.00035 -0.00005 1.05800 
15 -0.00084 -0.00082 0.00004 1.10050 
20 -0.00047 -0.00008 -0.00001 1.12182 
25 -0.00007 0.00020 -0.00002 1.14085 
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A.2.7 Ag on UO2 on U 
Ag La k-ratios relative to pure Ag, U Ma k-ratios and i-ratios relative to UO2 and O Ka k-
ratios relative to Fe2O3. 
  
    a     b 
  
    c     d 
 
 
    e  
Figure A.20 Biplanar coefficient values for a) Ag La, b) O Ka, c) U Ma from the oxide layer, d) U Ma from the substrate, and 
d) for the total U Ma for an Ag on UO2 on U model calculated with GMRFilm (G) and PENEPMA (P). Note that 
PENEPMA does not produce separate intensity values for the U Ma from the oxide and substrate layers so only 
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 kV a b c d 
Ag L a
 
5 0.02706 - - 0.05073 
7 0.01717 - - -0.00989 
10 0.00849 - - -0.00945 
15 0.00375 - - -0.00271 




5 0.00008 0.00986 -0.00029 0.01123 
7 0.00031 0.00633 -0.00014 -0.00032 
10 0.00011 0.00372 -0.00006 -0.00041 
15 0.00004 0.00237 -0.00004 0.00015 




 oxide layer  
5 -0.00092 0.02066 -0.00054 0.04918 
7 0.00017 0.01375 -0.00019 0.00963 
10 0.00051 0.00745 -0.00001 -0.00724 
15 0.00009 0.00328 0.00002 -0.00269 




 substrate  
5 -0.02701 -0.02607 0.00068 0.90161 
7 -0.01667 -0.01655 0.00022 1.00079 
10 -0.00831 -0.00858 0.00000 1.01565 
15 -0.00339 -0.00375 -0.00003 1.00548 





5 -0.02793 -0.00542 0.00014 0.95077 
7 -0.01650 -0.00281 0.00003 1.01039 
10 -0.00796 -0.00130 0.00000 1.01096 
15 -0.00333 -0.00050 0.00000 1.00320 
20 -0.00185 -0.00016 -0.00001 0.99999 
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A.2.8 Al on UO2 on U 
Al Ka k-ratios relative to pure Al, U Ma k-ratios and i-ratios relative to UO2 and O Ka k-ratios 
relative to Fe2O3. 
  
    a     b 
  
    c     d 
 
 
    e  
Figure A.21 Biplanar coefficient values for a) Al Ka, b) O Ka, c) U Ma from the oxide layer, d) U Ma from the substrate, and 
d) for the total U Ma for an Al on UO2 on U model calculated with GMRFilm (G) and PENEPMA (P). Note that 
PENEPMA does not produce separate intensity values for the U Ma from the oxide and substrate layers so only 
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 kV a b c d 
Ag L a
 
5 0.00767 - - -0.00627 
7 0.00380 - - -0.00230 
10 0.00191 - - -0.00074 
15 0.00093 - - -0.00020 




5 0.00059 0.01023 -0.00005 -0.00105 
7 0.00020 0.00620 0.00000 -0.00299 
10 0.00006 0.00369 0.00000 -0.00101 
15 0.00001 0.00237 0.00000 0.00033 




 oxide layer 
5 -0.00010 0.02148 -0.00023 0.04561 
7 0.00073 0.01373 -0.00006 -0.00516 
10 0.00020 0.00703 0.00001 -0.00810 
15 0.00005 0.00321 0.00000 -0.00242 





5 -0.01196 -0.02702 0.00027 0.95815 
7 -0.00578 -0.01646 0.00006 1.01170 
10 -0.00237 -0.00824 -0.00001 1.01078 
15 -0.00104 -0.00368 -0.00001 1.00299 





5 -0.01206 -0.00555 0.00004 1.00375 
7 -0.00505 -0.00272 0.00000 1.00652 
10 -0.00220 -0.00122 -0.00001 1.00271 
15 -0.00099 -0.00042 -0.00001 0.99990 
20 -0.00065 -0.00023 0.00000 0.99994 
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 kV a b c d 
Ag L a
 
5 0.00683 - - -0.00297 
7 0.00349 - - -0.00145 
10 0.00175 - - -0.00066 
15 0.00083 - - -0.00023 
20 0.00051 - - -0.00012 




5 0.00041 0.00952 0.00000 0.00011 
7 0.00024 0.00585 0.00000 -0.00345 
10 0.00005 0.00331 0.00000 -0.00061 
15 0.00003 0.00204 0.00000 0.00014 
20 0.00009 0.00170 -0.00001 -0.00033 





5 -0.00922 -0.00500 0.00003 1.00265 
7 -0.00336 -0.00215 -0.00001 1.01049 
10 -0.00190 -0.00124 0.00003 1.01211 
15 -0.00051 -0.00009 -0.00001 0.99615 
20 -0.00064 -0.00050 0.00003 0.99991 
25 -0.00061 -0.00056 0.00002 1.00148 




UK MoD © British Crown Owned Copyright 2020/AWE 
260 
A.2.9 C on UO2 on U 
C Ka k-ratios relative to vitreous C, U Ma k-ratios relative to UO2 and O Ka k-ratios relative 
to Fe2O3. 
  
    a     b 
  
    c     d 
 
 
    e  
Figure A.22 Biplanar coefficient values for a) C Ka, b) O Ka, c) U Ma from the oxide layer, d) U Ma from the substrate, and 
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 kV a b c d 
C K a
 
5 0.00489 - - -0.00294 
7 0.00286 - - -0.00129 
10 0.00173 - - -0.00050 
15 0.00113 - - -0.00018 
20 0.00095 - - -0.00009 




5 0.00115 0.02534 -0.00015 -0.00350 
7 0.00048 0.01880 -0.00005 -0.00920 
10 0.00019 0.01432 -0.00002 -0.00405 
15 0.00011 0.01205 -0.00002 0.00077 
20 0.00002 0.01154 -0.00002 0.00467 




 oxide layer 
5 0.00011 0.02681 -0.00026 0.05421 
7 0.00091 0.01692 -0.00008 -0.00879 
10 0.00016 0.00847 0.00001 -0.00952 
15 0.00004 0.00383 0.00000 -0.00259 
20 0.00000 0.00243 0.00000 -0.00106 




 substrate  
5 -0.01265 -0.03374 0.00028 1.19894 
7 -0.00565 -0.02011 0.00006 1.23914 
10 -0.00215 -0.00995 -0.00002 1.22279 
15 -0.00079 -0.00438 -0.00001 1.19671 
20 -0.00042 -0.00270 -0.00001 1.18119 





5 -0.01255 -0.00695 0.00003 1.25295 
7 -0.00494 -0.00339 0.00000 1.23251 
10 -0.00207 -0.00156 0.00000 1.21414 
15 -0.00082 -0.00061 0.00000 1.19454 
20 -0.00044 -0.00033 0.00000 1.18022 
25 -0.00027 -0.00020 0.00000 1.16796 
Table A.58 Biplanar parameter values for a C on UO2 on U model calculated with GMRFilm.
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Appendix B PENEPMA and Shell Scripts 
B.1 PENEPMA Acquisition Scripts 
Both PENELOPE and PENEPMA require at least three input files to configure a simulation: a 
filename.geo file that describes the sample geometry; a filename.in file that defines the 
simulation conditions; and a filename.mat file for each of the different materials that make up 
the sample. Example listings are given here for the filename.in and filename.geo files for bulk, 
two-layer and three-layer models. For flexibility, generic bulk.mat, coat.mat, oxide.mat and 
subs.mat names are used for the material files. The relevant material properties are inserted 
into the generic mat files at run time for each set of model conditions. 
Descriptions of all the parameters are given in (Salvat and Fern 2003) 





C  Cylindrical bulk sample 
C 
0000000000000000000000000000000000000000000000000000000000000000 
SURFACE (   1)   Plane Z=0 
INDICES=( 0, 0, 0, 1, 0) 
0000000000000000000000000000000000000000000000000000000000000000 
SURFACE (   2)   Plane Z=-1cm 
INDICES=( 0, 0, 0, 1, 0) 
Z-SHIFT=(-1.000000000000000E+00,   0) 
0000000000000000000000000000000000000000000000000000000000000000 
SURFACE (   3)   Cylinder, 1 cm radius 
INDICES=( 1, 1, 0, 0,-1) 
X-SCALE=(+1.000000000000000E+00,   0)              (DEFAULT=1.0) 
Y-SCALE=(+1.000000000000000E+00,   0)              (DEFAULT=1.0) 
0000000000000000000000000000000000000000000000000000000000000000 
MODULE  (   1)   Substrate 
MATERIAL(   1) 
SURFACE (   1), SIDE POINTER=(-1) 
SURFACE (   2), SIDE POINTER=( 1) 
SURFACE (   3), SIDE POINTER=(-1) 
0000000000000000000000000000000000000000000000000000000000000000 
END      0000000000000000000000000000000000000000000000000000000 
 
B.1.1.2 Bulk.in 
TITLE  Cylindrical bulk material at 20e3 eV 
       . 
       >>>>>>>> Electron beam definition. 
SENERG 20e3                      [Energy of the electron beam, in eV] 
SPOSIT 0 0 1                     [Coordinates of the electron source] 
SDIREC 180 0              [Direction angles of the beam axis, in deg] 
SAPERT 0                                      [Beam aperture, in deg] 
       . 
       >>>>>>>> Material data and simulation parameters. 
                Up to 10 materials; 2 lines for each material. 
MFNAME bulk.mat                       [Material file, up to 20 chars] 
MSIMPA 2e2 2e2 2e2 0.2 0.2 1e3 1e3          [EABS(1:3),C1,C2,WCC,WCR] 
       . 
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       >>>>>>>> Geometry of the sample. 
GEOMFN Bulk.geo                  [Geometry definition file, 20 chars] 
DSMAX  1 1.0e-4             [IB, Maximum step length (cm) in body IB] 
       . 
       >>>>>>>> Interaction forcing. 
IFORCE 1 1 4 -5     0.9 1.0           [KB,KPAR,ICOL,FORCER,WLOW,WHIG] 
IFORCE 1 1 5 -250   0.9 1.0           [KB,KPAR,ICOL,FORCER,WLOW,WHIG] 
IFORCE 1 2 2  10    1e-3 1.0          [KB,KPAR,ICOL,FORCER,WLOW,WHIG] 
IFORCE 1 2 3  10    1e-3 1.0          [KB,KPAR,ICOL,FORCER,WLOW,WHIG] 
       . 
       >>>>>>>> Emerging particles. Energy and angular distributions. 
NBE    0.0 0.0 600                [E-interval and no. of energy bins] 
NBANGL 45 30              [Nos. of bins for the angles THETA and PHI] 
       . 
       >>>>>>>> Photon detectors (up to 25 different detectors). 
                IPSF=0, do not create a phase-space file. 
                IPSF=1, creates a phase-space file. 
PDANGL 45 55 0 360 0                   [Angular window, in deg, IPSF] 
PDENER 0.0 0.0 2000                  [Energy window, no. of channels] 
       . 
       >>>>>>>> Job properties 
RESUME dump1.dat               [Resume from this dump file, 20 chars] 
DUMPTO dump1.dat                  [Generate this dump file, 20 chars] 
DUMPP  3600                                  [Dumping period, in sec] 
       . 
RSEED  -10   1                 [Seeds of the random-number generator] 
REFLIN 29010300 1 1.25E-3        [IZ*1e6+S1*1e4+S2*1e2,detector,tol.] 
NSIMSH 1.0e8                    [Desired number of simulated showers] 
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B.1.2 2-Layer Models 




C  Cylindrical substrate with 20nm coating 
C 
0000000000000000000000000000000000000000000000000000000000000000 
SURFACE (   1)   Plane Z=0 
INDICES=( 0, 0, 0, 1, 0) 
0000000000000000000000000000000000000000000000000000000000000000 
SURFACE (   2)   Plane Z=-15nm 
INDICES=( 0, 0, 0, 1, 0) 
Z-SHIFT=(-2.000000000000000E-06,   0) 
0000000000000000000000000000000000000000000000000000000000000000 
SURFACE (   3)   Cylinder, 1 cm radius 
INDICES=( 1, 1, 0, 0,-1) 
X-SCALE=(+1.000000000000000E+00,   0)              (DEFAULT=1.0) 
Y-SCALE=(+1.000000000000000E+00,   0)              (DEFAULT=1.0) 
0000000000000000000000000000000000000000000000000000000000000000 
SURFACE (   4)   Plane Z=-1cm 
INDICES=( 0, 0, 0, 1, 0) 
Z-SHIFT=(-1.000000000000000E+00,   0) 
0000000000000000000000000000000000000000000000000000000000000000 
MODULE  (   1)   Coating 
MATERIAL(   1) 
SURFACE (   1), SIDE POINTER=(-1) 
SURFACE (   2), SIDE POINTER=( 1) 
SURFACE (   3), SIDE POINTER=(-1) 
0000000000000000000000000000000000000000000000000000000000000000 
MODULE  (   2)   Substrate 
MATERIAL(   2) 
SURFACE (   2), SIDE POINTER=(-1) 
SURFACE (   4), SIDE POINTER=( 1) 
SURFACE (   3), SIDE POINTER=(-1) 
0000000000000000000000000000000000000000000000000000000000000000 
END      0000000000000000000000000000000000000000000000000000000 
 
B.1.2.2 CoatSub20.in 
TITLE  Cylindrical substrate with 20nm coating at 20kV 
       . 
       >>>>>>>> Electron beam definition. 
SENERG 20e3                      [Energy of the electron beam, in eV] 
SPOSIT 0 0 1                     [Coordinates of the electron source] 
SDIREC 180 0              [Direction angles of the beam axis, in deg] 
SAPERT 0                                      [Beam aperture, in deg] 
       . 
       >>>>>>>> Material data and simulation parameters. 
                Up to 10 materials; 2 lines for each material. 
MFNAME coat.mat                       [Material file, up to 20 chars] 
MSIMPA 2e2 2e2 2e2 0.00 0.00 0.0 -10        [EABS(1:3),C1,C2,WCC,WCR] 
MFNAME subs.mat                       [Material file, up to 20 chars] 
MSIMPA 2e2 2e2 2e2 0.2 0.2 1e3 1e3          [EABS(1:3),C1,C2,WCC,WCR] 
       . 
       >>>>>>>> Geometry of the sample. 
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GEOMFN CoatSub20.geo             [Geometry definition file, 20 chars] 
DSMAX  1 2.0e-7             [IB, Maximum step length (cm) in body IB] 
DSMAX  2 1.0e-4             [IB, Maximum step length (cm) in body IB] 
       . 
       >>>>>>>> Interaction forcing. 
IFORCE 1 1 4 -5     0.9 1.0           [KB,KPAR,ICOL,FORCER,WLOW,WHIG] 
IFORCE 1 1 5 -250   0.9 1.0           [KB,KPAR,ICOL,FORCER,WLOW,WHIG] 
IFORCE 1 2 2  10    1e-3 1.0          [KB,KPAR,ICOL,FORCER,WLOW,WHIG] 
IFORCE 1 2 3  10    1e-3 1.0          [KB,KPAR,ICOL,FORCER,WLOW,WHIG] 
IFORCE 2 1 4 -5     0.9 1.0           [KB,KPAR,ICOL,FORCER,WLOW,WHIG] 
IFORCE 2 1 5 -250   0.9 1.0           [KB,KPAR,ICOL,FORCER,WLOW,WHIG] 
IFORCE 2 2 2  10    1e-3 1.0          [KB,KPAR,ICOL,FORCER,WLOW,WHIG] 
IFORCE 2 2 3  10    1e-3 1.0          [KB,KPAR,ICOL,FORCER,WLOW,WHIG] 
       . 
       >>>>>>>> Emerging particles. Energy and angular distributions. 
NBE    0.0 0.0 600                [E-interval and no. of energy bins] 
NBANGL 45 30              [Nos. of bins for the angles THETA and PHI] 
       . 
       >>>>>>>> Photon detectors (up to 25 different detectors). 
                IPSF=0, do not create a phase-space file. 
                IPSF=1, creates a phase-space file. 
PDANGL 45 55 0 360 0                   [Angular window, in deg, IPSF] 
PDENER 0.0 0.0 2000                  [Energy window, no. of channels] 
       . 
       >>>>>>>> Job properties 
RESUME dump1.dat               [Resume from this dump file, 20 chars] 
DUMPTO dump1.dat                  [Generate this dump file, 20 chars] 
DUMPP  60                                    [Dumping period, in sec] 
       . 
RSEED  -10   1                 [Seeds of the random-number generator] 
REFLIN 29010300 1 1.25E-3        [IZ*1e6+S1*1e4+S2*1e2,detector,tol.] 
NSIMSH 1.7e7                    [Desired number of simulated showers] 
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B.1.3 3-Layer Models 
Example listings for a 20 nm coating of material coat.mat on a buried 20 nm thick layer of 




C  Cylindrical substrate with a 20nm coating on a 20nm oxide 
C 
0000000000000000000000000000000000000000000000000000000000000000 
SURFACE (   1)   Plane Z=0 
INDICES=( 0, 0, 0, 1, 0) 
0000000000000000000000000000000000000000000000000000000000000000 
SURFACE (   2)   Plane Z=-20nm 
INDICES=( 0, 0, 0, 1, 0) 
Z-SHIFT=(-2.000000000000000E-06,   0) 
0000000000000000000000000000000000000000000000000000000000000000 
SURFACE (   3)   Cylinder, 1 cm radius 
INDICES=( 1, 1, 0, 0,-1) 
X-SCALE=(+1.000000000000000E+00,   0)              (DEFAULT=1.0) 
Y-SCALE=(+1.000000000000000E+00,   0)              (DEFAULT=1.0) 
0000000000000000000000000000000000000000000000000000000000000000 
SURFACE (   4)   Plane Z=-40nm 
INDICES=( 0, 0, 0, 1, 0) 
Z-SHIFT=(-4.000000000000000E-06,   0) 
0000000000000000000000000000000000000000000000000000000000000000 
SURFACE (   5)   Plane Z=-1cm 
INDICES=( 0, 0, 0, 1, 0) 
Z-SHIFT=(-1.000000000000000E+00,   0) 
0000000000000000000000000000000000000000000000000000000000000000 
MODULE  (   1)   Coating 
MATERIAL(   1) 
SURFACE (   1), SIDE POINTER=(-1) 
SURFACE (   2), SIDE POINTER=( 1) 
SURFACE (   3), SIDE POINTER=(-1) 
0000000000000000000000000000000000000000000000000000000000000000 
MODULE  (   2)   Oxide 
MATERIAL(   2) 
SURFACE (   2), SIDE POINTER=(-1) 
SURFACE (   4), SIDE POINTER=( 1) 
SURFACE (   3), SIDE POINTER=(-1) 
0000000000000000000000000000000000000000000000000000000000000000 
MODULE  (   3)   Substrate 
MATERIAL(   3) 
SURFACE (   4), SIDE POINTER=(-1) 
SURFACE (   5), SIDE POINTER=( 1) 
SURFACE (   3), SIDE POINTER=(-1) 
0000000000000000000000000000000000000000000000000000000000000000 
END      0000000000000000000000000000000000000000000000000000000 
 
B.1.3.2 CoatOxSub2020.in 
TITLE  Cylindrical substrate with 20nm oxide and 20nm coating at 20kV 
       . 
       >>>>>>>> Electron beam definition. 
SENERG 20e3                      [Energy of the electron beam, in eV] 
SPOSIT 0 0 1                     [Coordinates of the electron source] 
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SDIREC 180 0              [Direction angles of the beam axis, in deg] 
SAPERT 0                                      [Beam aperture, in deg] 
       . 
       >>>>>>>> Material data and simulation parameters. 
                Up to 10 materials; 2 lines for each material. 
MFNAME coat.mat                       [Material file, up to 20 chars] 
MSIMPA 2e2 2e2 2e2 0.00 0.00 0.0 -10        [EABS(1:3),C1,C2,WCC,WCR] 
MFNAME oxide.mat                      [Material file, up to 20 chars] 
MSIMPA 2e2 2e2 2e2 0.00 0.00 0.0 -10        [EABS(1:3),C1,C2,WCC,WCR] 
MFNAME subs.mat                       [Material file, up to 20 chars] 
MSIMPA 2e2 2e2 2e2 0.2 0.2 1e3 1e3          [EABS(1:3),C1,C2,WCC,WCR] 
       . 
       >>>>>>>> Geometry of the sample. 
GEOMFN CoatOxSub2020.geo         [Geometry definition file, 20 chars] 
DSMAX  1 2.0e-7             [IB, Maximum step length (cm) in body IB] 
DSMAX  2 2.0e-7             [IB, Maximum step length (cm) in body IB] 
DSMAX  3 1.0e-4             [IB, Maximum step length (cm) in body IB] 
       . 
       >>>>>>>> Interaction forcing. 
IFORCE 1 1 4 -5     0.9 1.0           [KB,KPAR,ICOL,FORCER,WLOW,WHIG] 
IFORCE 1 1 5 -250   0.9 1.0           [KB,KPAR,ICOL,FORCER,WLOW,WHIG] 
IFORCE 1 2 2  10    1e-3 1.0          [KB,KPAR,ICOL,FORCER,WLOW,WHIG] 
IFORCE 1 2 3  10    1e-3 1.0          [KB,KPAR,ICOL,FORCER,WLOW,WHIG] 
IFORCE 2 1 4 -5     0.9 1.0           [KB,KPAR,ICOL,FORCER,WLOW,WHIG] 
IFORCE 2 1 5 -250   0.9 1.0           [KB,KPAR,ICOL,FORCER,WLOW,WHIG] 
IFORCE 2 2 2  10    1e-3 1.0          [KB,KPAR,ICOL,FORCER,WLOW,WHIG] 
IFORCE 2 2 3  10    1e-3 1.0          [KB,KPAR,ICOL,FORCER,WLOW,WHIG] 
IFORCE 3 1 4 -5     0.9 1.0           [KB,KPAR,ICOL,FORCER,WLOW,WHIG] 
IFORCE 3 1 5 -250   0.9 1.0           [KB,KPAR,ICOL,FORCER,WLOW,WHIG] 
IFORCE 3 2 2  10    1e-3 1.0          [KB,KPAR,ICOL,FORCER,WLOW,WHIG] 
IFORCE 3 2 3  10    1e-3 1.0          [KB,KPAR,ICOL,FORCER,WLOW,WHIG] 
       . 
       >>>>>>>> Emerging particles. Energy and angular distributions. 
NBE    0.0 0.0 600                [E-interval and no. of energy bins] 
NBANGL 45 30              [Nos. of bins for the angles THETA and PHI] 
       . 
       >>>>>>>> Photon detectors (up to 25 different detectors). 
                IPSF=0, do not create a phase-space file. 
                IPSF=1, creates a phase-space file. 
PDANGL 45 55 0 360 0                   [Angular window, in deg, IPSF] 
PDENER 0.0 0.0 2000                  [Energy window, no. of channels] 
       . 
       >>>>>>>> Job properties 
RESUME dump1.dat               [Resume from this dump file, 20 chars] 
DUMPTO dump1.dat                  [Generate this dump file, 20 chars] 
DUMPP  60                                    [Dumping period, in sec] 
       . 
RSEED  -10   1                 [Seeds of the random-number generator] 
REFLIN 29010300 1 1.25E-3        [IZ*1e6+S1*1e4+S2*1e2,detector,tol.] 
NSIMSH 1.0e8                    [Desired number of simulated showers] 
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B.2 Data Processing Scripts 
UNIX-style shell scripts were created to automate compilation of the required x-ray line 
intensity data from the PENEPMA generated data files form each model. 




# Two part script. First part extracts all pe-intens-01.dat files, strips 
# off header lines, and renames according to bulk material and 
# accelerating voltage. 
# Second part extracts K, L and M alpha-1 and -2 data lines from the 
# intensity txt files generated in the first part and summarises them 
# into element-line.csv files for easy export. 
 
home= home directory 
 





cp -r ${sourcefolder} ${home} 
 
# Part one 
for num in 5e3 7e3 10e3 15e3 20e3 25e3 
do 
 cd ${workfolder}/${num} 
 tail -n +13 pe-intens-01.dat >${workfolder}/${bulkm}-${num}.txt 
 cd .. 
done 
 











echo ${header} > ${fileK} 
echo ${header} > ${fileL} 
echo ${header} > ${fileM} 
 
for volts in 5e3 7e3 10e3 15e3 20e3 25e3 
do 
 # Ka1 and Ka2 
 awk '{ 
  numb = "'${volts}'" 
  fileKa = "'${fileK}'" 
 
  if ( $2 ~/K/) { 
   if ( $3 ~/L3/) { 
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    print 
numb","$1","$2","$3","$4","$5","$6","$7","$8","$9","$10","$11","$12","$13
","$14 >> fileKa 
    } 
   else if ( $3 ~/L2/) { 
    print 
numb","$1","$2","$3","$4","$5","$6","$7","$8","$9","$10","$11","$12","$13
","$14 >> fileKa 
    } 
   } 
  }' ${bulkm}-${volts}.txt 
 
 # La1 and La2 
 awk '{ 
  numb = "'${volts}'" 
  fileLa = "'${fileL}'" 
 
  if ( $2 ~/L3/) { 
   if ( $3 ~/M5/) { 
    print 
numb","$1","$2","$3","$4","$5","$6","$7","$8","$9","$10","$11","$12","$13
","$14 >> fileLa 
    } 
   else if ( $3 ~/M4/) { 
    print 
numb","$1","$2","$3","$4","$5","$6","$7","$8","$9","$10","$11","$12","$13
","$14 >> fileLa 
    } 
   } 
  }' ${bulkm}-${volts}.txt 
 
 # Ma1 and Ma2 
 awk '{ 
  numb = "'${volts}'" 
  fileMa = "'${fileM}'" 
 
  if ( $2 ~/M5/) { 
   if ( $3 ~/N7/) { 
    print 
numb","$1","$2","$3","$4","$5","$6","$7","$8","$9","$10","$11","$12","$13
","$14 >> fileMa 
    } 
   else if ( $3 ~/N6/) { 
    print 
numb","$1","$2","$3","$4","$5","$6","$7","$8","$9","$10","$11","$12","$13
","$14 >> fileMa 
    } 
   } 
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# Two-part script. Part one extracts all pe-intens-01.dat files, strips 
# off the headers, and then renames according to coat, substrate, 
# accelerating voltage, and coating thickness. 
# Part two extracts the K, L and M alpha-1 and -2 lines from each of 






read -p 'Coating material (e.g. Al): ' coatm 





cp -r ${sourcefolder} ${home} 
 
for num in 5e3 7e3 10e3 15e3 20e3 25e3 
do 
 cd ${workfolder}/${num} 
 for coat in 05 10 15 20 
 do 
  cd ${coat}out 
  tail -n +13 pe-intens-01.dat >${workfolder}/${coatm}-
${subsm}-${num}-${coat}.txt 
  cd .. 
 done 















echo ${header} > ${fileK} 
echo ${header} > ${fileL} 
echo ${header} > ${fileM} 
 
for volts in 5e3 7e3 10e3 15e3 20e3 25e3 
do 
 for coat in 05 10 15 20 
 do 
  # Ka1 and Ka2 
  awk '{ 
   coatmb = "'${coatm}'" 
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   numb = "'${volts}'" 
   coatb = "'${coat}'" 
   fileKa = "'${fileK}'" 
 
   if ( $2 ~/K/) { 
    if ( $3 ~/L3/) { 
     print 
numb","coatb","$1","$2","$3","$4","$5","$6","$7","$8","$9","$10","$11","$
12","$13","$14 >> fileKa 
     } 
    else if ( $3 ~/L2/) { 
     print 
numb","coatb","$1","$2","$3","$4","$5","$6","$7","$8","$9","$10","$11","$
12","$13","$14 >> fileKa 
     } 
    } 
   }' ${coatm}-${subsm}-${volts}${coat}.txt 
 
  # La1 and La2 
  awk '{ 
   coatmb = "'${coatm}'" 
   numb = "'${volts}'" 
   coatb = "'${coat}'" 
   fileLa = "'${fileL}'" 
 
   if ( $2 ~/L3/) { 
    if ( $3 ~/M5/) { 
     print 
numb","coatb","$1","$2","$3","$4","$5","$6","$7","$8","$9","$10","$11","$
12","$13","$14 >> fileLa 
     } 
    else if ( $3 ~/M4/) { 
     print 
numb","coatb","$1","$2","$3","$4","$5","$6","$7","$8","$9","$10","$11","$
12","$13","$14 >> fileLa 
     } 
    } 
   }' ${coatm}-${subsm}-${volts}${coat}.txt 
 
  # Ma1 and Ma2 
  awk '{ 
   coatmb = "'${coatm}'" 
   numb = "'${volts}'" 
   coatb = "'${coat}'" 
   fileMa = "'${fileM}'" 
 
   if ( $2 ~/M5/) { 
    if ( $3 ~/N7/) { 
     print 
numb","coatb","$1","$2","$3","$4","$5","$6","$7","$8","$9","$10","$11","$
12","$13","$14 >> fileMa 
     } 
    else if ( $3 ~/N6/) { 
     print 
numb","coatb","$1","$2","$3","$4","$5","$6","$7","$8","$9","$10","$11","$
12","$13","$14 >> fileMa 
     } 
    } 
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# Two-part script. Part one extracts all pe-intens-01.dat files, strips 
# off headers, and renames according to coat, oxide, substrate, 
# accelerating voltage, and coating and oxide thicknesses. 
# part two extracts the K, L and M alpha-1 and -2 lines from these files 




# Part one 
cd ${home} 
 
read -p 'Coating material (e.g. Al): ' coatm 
read -p 'Oxide (e.g. Bi2O3): ' oxidem 





cp -r ${sourcefolder} ${home} 
 
for num in "5e3" "7e3" 10e3 15e3 20e3 25e3 
do 
 cd ${workfolder}/${num} 
 for coat in 05 10 15 20 
 do 
  for ox in 05 10 15 20 
  do 
   cd ${coat}${ox}out 
   tail -n +13 pe-intens-01.dat >${workfolder}/${coatm}-
${oxidem}-${subsm}-${num}${coat}${ox}.txt 
   cd .. 
  done 
 done 
 cd ../.. 
done 
 
# Part two 
cd ${workfolder} 
 








echo ${header} > ${fileK} 
echo ${header} > ${fileL} 
echo ${header} > ${fileM} 
 
for volts in 5e3 7e3 10e3 15e3 20e3 25e3 
do 
 for coat in 05 10 15 20 
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 do 
  for ox in 05 10 15 20 
  do 
   # Ka1 and Ka2 
   awk '{ 
    coatmb = "'${coatm}'" 
    oxideb = "'${oxidem}'" 
    subsb = "'${subsm}'" 
    numb = "'${volts}'" 
    coatb = "'${coat}'" 
    oxb = "'${ox}'" 
    fileKa = "'${fileK}'" 
 
    if ( $2 ~/K/) { 
     if ( $3 ~/L3/) { 
      print 
numb","coatb","oxb","$1","$2","$3","$4","$5","$6","$7","$8","$9","$10","$
11","$12","$13","$14 >> fileKa 
      } 
     else if ( $3 ~/L2/) { 
      print 
numb","coatb","oxb","$1","$2","$3","$4","$5","$6","$7","$8","$9","$10","$
11","$12","$13","$14 >> fileKa 
      } 
     } 
    }' ${coatm}-${oxidem}-${subsm}-
${volts}${coat}${ox}.txt 
 
   # La1 and La2 
   awk '{ 
    coatmb = "'${coatm}'" 
    oxideb = "'${oxidem}'" 
    subsb = "'${subsm}'" 
    numb = "'${volts}'" 
    coatb = "'${coat}'" 
    oxb = "'${ox}'" 
    fileLa = "'${fileL}'" 
 
    if ( $2 ~/L3/) { 
     if ( $3 ~/M5/) { 
      print 
numb","coatb","oxb","$1","$2","$3","$4","$5","$6","$7","$8","$9","$10","$
11","$12","$13","$14 >> fileLa 
      } 
     else if ( $3 ~/M4/) { 
      print 
numb","coatb","oxb","$1","$2","$3","$4","$5","$6","$7","$8","$9","$10","$
11","$12","$13","$14 >> fileLa 
      } 
     } 
    }' ${coatm}-${oxidem}-${subsm}-
${volts}${coat}${ox}.txt 
 
   # Ma1 and Ma2 
   awk '{ 
    coatmb = "'${coatm}'" 
    oxideb = "'${oxidem}'" 
    subsb = "'${subsm}'" 
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    numb = "'${volts}'" 
    coatb = "'${coat}'" 
    oxb = "'${ox}'" 
    fileMa = "'${fileM}'" 
 
    if ( $2 ~/M5/) { 
     if ( $3 ~/N7/) { 
      print 
numb","coatb","oxb","$1","$2","$3","$4","$5","$6","$7","$8","$9","$10","$
11","$12","$13","$14 >> fileMa 
      } 
     else if ( $3 ~/N6/) { 
      print 
numb","coatb","oxb","$1","$2","$3","$4","$5","$6","$7","$8","$9","$10","$
11","$12","$13","$14 >> fileMa 
      } 
     } 
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Appendix C Risk Assessments 
Four risk assessments were used for the preparation and analysis of U metal and U alloy 
samples. One of these, S/N 386 for the mechanical polishing, was a pre-existing risk 
assessment. The remaining 3 were generated for this project, one by Dr A. Keatley (S/N 540 
for sample transfers between Physics and Earth Science buildings) and two by myself (S/N 
565 and S/N 572 for transfer of samples into and out of the FEG-EPMA and coater 
respectively). 
C.1 S/N 386: B22 - Mechanically polishing depleted uranium and depleted uranium 
alloys 
Protocol 
Polishing depleted uranium coupons.  
Samples are 10 x 10 x 1 mm depleted uranium coupons.  Activity per 1 g of depleted 
uranium for isotopes U-238, U-235 and U-234 are 12,420 Bq, 160 Bq and 2,076 Bq 
respectively. Typically, the individual sample mass is between 0.5 g and 1.5 g, giving the 
maximum activity of a single sample as 0.022 MBq. 
Coupons will be polished in B22 in the School of Physics, a designated radioactive laboratory 
using the dedicated active materials Struers polisher, using SiC laps.  Appropriate safety 
clothing (lab coats, nitrile gloves and safety goggles) are required in the lab at all times. 
Prior to polishing sample storage boxes will be placed on to a clean work surface and lined 
with blue roll. Tweezers will be used to handle to samples wherever possible.  
Once mounted the sample will be consecutively ground on a range of SiC paper grades @ 
280 rev min-1 for a range of times, for each grade of paper. During polishing a continual 
supply of water will be applied to the entire polishing area, during the process in order to 
mitigate the production of any U or UO2 powder.  Water will be used to wash sample 
between polishing steps. Once the SiC paper has been used it is disposed of in the yellow 
low-level solid waste bin. 
A Struers DUR-DP pad will be used with 9 µm, 6 µm, 3 µm, 1 µm and ¼ µm diamond paste (a 
new pad is required for each paste; separate pads for samples with different localities). 
Samples are hand polished for 5 minutes for each grade of paste.  Once the polishing cloths 
have been used, they are disposed of in the yellow low-level solid waste bin. 
Following polishing, the samples are to be returned to the sample storage box.  Surfaces are 
to be wiped clean using the standard blue paper roll moistened with acetone or IPA. The 
paper is to be disposed of using the regular waste bins in B22. 
After polishing is complete, samples are returned to the locked box in B22 where they will 
remain until further use.   
Beta Dose is from 0.0003 MBq of U-235 at 10 cm is:- 
0.81 *  0.0003 mGy/h which equals 0.00024 mSv/h at 10 cm 
The Beta Skin/Extremity Dose at 10 cm would be 0.00024 mSv/h 
Gamma Dose is insignificant for U-235 
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Beta Dose is from 0.02 MBq of U-238 at 10 cm is:- 
0.81 *  0.02 mGy/h which equals 0.01620 mSv/h at 10 cm 
The Beta Skin/Extremity Dose at 10 cm would be 0.01620 mSv/h 
Gamma Dose from 0.02 MBq of U-238 at 1 m is:- 
0.15 *  0.02 * 1.9778 uGy/h which equals 0.00593 uSv/h at 1 m 
The Gamma Dose at 1 m would be 0.00593 uSv/h 
Beta Dose is from 0.0035 MBq of U-234 at 10 cm is:- 
0.81 * 0.0035 mGy/h which equals 0.00283 mSv/h at 10 cm 
The Beta Skin/Extremity Dose at 10 cm would be 0.00283 mSv/h 
Gamma Dose is insignificant for U-234 
Hazard Identification and Risk Evaluation 
Depleted Uranium: Hazards include proximity to radioactive source, radiation dose due to 
inhalation, ingestion or entry through cuts/abrasions at the surface of the skin. Kidney 
damage due to chemical toxicity if material enters the bloodstream. 
Struers Polisher: Principal risks will be from particulate U debris, due to polishing process. 
There is a low, but finite risk of ignition of powdered U or UO2.  Radioactive material 
accumulating in water bowl, or inhalation through radiation dust. 
Control Measures 
Depleted Uranium control measures: Limit the exposure time to that only necessary. Double 
gloves, lab coat, overshoes and eye protection must be worn at all times. When work is 
completed, potentially contaminated gloves and hands will be washed twice. Gloves and 
other waste that is not expected to be contaminated should be placed in sealed bags which 
are in turn to be checked for external contamination with a Geiger counter and if not 
contaminated externally disposed of in a bin within an open area that will be emptied by 
machine and not by hand. All contaminated solid waste to be disposed of in sealable plastic 
bags in the yellow bin authorised for this purpose and identified before commencing the 
activity. Liquid waste to be flushed down a designated radioactive sink with copious 
quantities of water. If solid material is significant in the wastewater, dispose of by the solid 
waste procedure.  
Monitoring equipment will include: Geiger-Muller counter; and alpha probe. Monitoring 
instrumentation is subject to examination and testing annually; this is arranged through 
Safety and Health Services. 
Any skin wounds should be covered with a water-proof plaster to reduce the risk of intake 
via a wound. 
If staff suspect they have cut themselves and that the wound is contaminated, they should 
seek the advice of the RPA. Investigations into any incidents must involve the DRPS and RPA. 
Under the Ionising Radiations Regulations 2017, Regulation 9(6), there is a dose limitation 
for pregnant woman of 1mSv over the duration of the pregnancy. It is therefore necessary 
for any radiation worker who is, suspects that they are or is trying to become pregnant, or if 
they are breast-feeding, to inform, in confidence, her DRPS who will consider, in conjunction 
with the LRPS and RPA, whether her work pattern needs to be altered in any way. 
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Struers polisher control measures: Wear double gloves. Check gloves regularly for tears or 
wearing. Wear breathing mask (located in B22), goggles, lab coat and overshoes or clogs. 
Wash water bowl after use to prevent build-up of radioactive material, monitor and record 
after use. During polishing, ensure there is a continual supply of water that is applied to the 
entire polishing area, in order to mitigate the production of any U or UO2 powder. 
General safety control measures: 
All work must be undertaken in accordance with the University of Bristol, Safety and Health 
Services codes of practice which, when complied with, will prevent injury to staff and 
damage to property, and ensure that the University is meeting the legal requirements of 
safety legislation issued under the Health and Safety at Work etc Act 1974. In particular, all 
work must be undertaken in accordance with the University of Bristol, Safety and Health 
Services code of practice ‘Work with Ionising Radiation’. All persons working on this project 
must have completed the University of Bristol Basic Radiation Protection Course [or 
equivalent] [and alpha-training session by RPA] and be registered on the University of 
Bristol Radioactive Substances Control Database.  
All work must be undertaken in accordance with the School of Physics safety handbook. 
Eating, drinking, smoking and the application of cosmetics are strictly prohibited in the 
laboratory. 
Risk assessments must be completed for all measurements to be performed. The 
appropriate PPE for individual experiments must be worn, as outlined in the risk 
assessments. Personnel working in the space may need to adapt their PPE in accordance 
with other experiments being performed in the laboratory at the same time. 
All experiments must be performed in the locations as defined in the experimental risk 
assessments. Changes to experimental procedure must be authorised and the relevant 
safety documentation should be altered accordingly. 
Appropriate signage must be displayed in the laboratory space at all times. 
Areas are not to be left unattended without appropriate signage, including the nature of the 
hazard and the name and contact details of the responsible personnel. 
Work in a clean, tidy manner. 
Alcohol and drugs do not mix safely with radiation work. If you are going to drink during the 
day or are taking drugs [even paracetamol and ibuprofen can affect susceptible persons], 
you should try and reschedule your work so that you are not affected by them at the time. 
If the fire alarm sounds, turn off and then leave the apparatus and evacuate the room, 
removing lab-wear and performing quick monitoring of hands, etc. If in immediate risk take 
the radiation monitors and perform monitoring procedures at the fire assembly point. 
Remaining Risks 
Depleted uranium samples: LOW 
Struers Polisher: There is a small, but finite risk that the water supply will cease to the 
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Period of Operation 
From 28-06-2018 To  
Indeterminate  Date of next update/validation 28-06-2020 
Details of Workers 
P. Earp (originator) 
Place(s) where radiation work will be carried out 
Dispensing 
from stock:- 4.27 
Principal Location 
for R/A work:- B22 
Radiation Generator Depleted uranium 
Radioisotope U-238 Annual Limit on Intake 0 MBq 
Maximum activity 
(stock solution) 0.0035 MBq 
Concentration 
(stock solution) 0 MBq/unit vol. 
Maximum activity 
per experiment 0.025 MBq 
Concentration 
(working solution) 0 MBq/unit vol. 
 
Nature of internal hazard External radiation hazard 
Ingestion  Beta  
Inhalation  Gamma  
Absorption through 
skin contact  Xray  
Other 0 Neutron  
“Constraint” doses due 
to Internal Hazard O yr
-1 Maximum potential dose due to External Hazard O yr
-1 
Monitoring Equipment to be Used Geiger-Muller counter and alpha probe 
Shielding Materials 
to be Used  Thickness 0 mm 
Waste Disposal 
Aqueous 0.025 MBq Gaseous 0 MBq Scint 0 MBq 
OR 0 % OR 0 % OR 0 % 
Solid – Short 
Term Decay 0 MBq VLLW 0 MBq 
Solid – Long 
Term Decay 0 MBq 
OR 0 % OR 0 % OR 0 % 
 
 
UK MoD © British Crown Owned Copyright 2020/AWE 
280 
C.2 S/N 540: Transport of uranium metal samples from Physics to Earth Sciences 
Protocol 
Natural and depleted uranium metal samples are to be transported from room 4.27/B22, 
HH Wills Physics Laboratory to room IC009a in the Earth Sciences Wills Memorial Building 
for analysis, and then will be returned to storage in Physics. The most active sample to be 
transported will be full penny of natural uranium metal weighing a maximum of 30 g, 
therefore maximum total activity is 0.75 MBq. Dose rates are shown below but these are 
without the additional shielding provided by the packaging. 
The samples will be transported in a sealed container within a metal brief case and the dose 
rate on the surface of the briefcase will be <5 µSv/h. The container within the briefcase will 
display a radioactive trefoil to provide a visible warning on opening of the package. Details 
of samples to be included inside package. 
Briefcase to be carried. Two people to be present at all times during transportation. Special 
care will be taken when crossing roads. 
Dose Calculations: 
Beta Dose is from 0.75 MBq of U-238 at 10 cm is:- 
0.81 * 0.75 mGy/h which equals 0.6075 mSv/h at 10 cm 
The Beta Skin/Extremity Dose at 10 cm would be 0.6075 mSv/h 
Gamma Dose from 0.75 MBq of U-238 at 1 m is:- 
0.15 * 0.75 * 1.9778 uGy/h which equals 0.22250 uSv/h at 1 m 
The Gamma Dose at 1 m would be 0.22250 uSv/h 
Hazard Identification and Risk Evaluation 
1- Proximity to radioactive sources. 
Radioactive; External radiation; Radiation dose. 
Ingestion may lead to radiation dose. 
Inhalation can induce radiation dose to lungs. 
Skin/eye contact or entry through cuts and abrasions may lead to continued exposure. 
Medium Risk. 
 
2-Exposure from radioactive sources to users of HH Wills Physics Laboratory and Wills 
Memorial Building. 
Radioactive; External radiation; Radiation dose. 
Ingestion may lead to radiation dose. 
Inhalation can induce radiation dose to lungs. 
Skin/eye contact or entry through cuts and abrasions may lead to continued exposure. 
Low Risk. 
 
3-Exposure from radioactive sources to members of the public. 
Radioactive; External radiation; Radiation dose. 
Ingestion may lead to radiation dose. 
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Inhalation can induce radiation dose to lungs. 
Skin/eye contact or entry through cuts and abrasions may lead to continued exposure. 
Low Risk 
Control Measures 
1-Samples are packaged suitably so that the dose rate on the exterior of the surface is <5 
µSv/h. Package to be carried as far away from the body as practicable. It is anticipated that 
the dose received will not contribute significantly to the annual dose limit of 20 mSv for 
whole body dose and 500 mSv for extremities. Package is not to be opened/tampered with 
until it is in room IC009a, Wills Memorial Building/room 4.27 in the HH Wills Physics 
Laboratory, which has a temporary supervised area/is a supervised area. 
2.Package to be transported as far away from the body as practical, whilst wearing suitable, 
sturdy footwear and taking care to avoid any potential trip hazards. Container to be suitably 
robust to withstand dropping. 
Package not to be left unattended at any time and two persons to be present at all times 
during transport. Therefore, one can raise an alarm whilst the other maintains supervision 
of package in the case of an incident. Package is not to be opened/tampered with until it is 
in room 4.27, HH Wills Physics Laboratory/room IC009a in Wills Memorial Building, which is 
classified as a supervised area/has a temporary supervised area. 
All work must be undertaken in accordance with the University of Bristol, Safety and Health 
Services codes of practice which, when complied with, will prevent injury to staff and 
damage to property, and ensure that the University is meeting the legal requirements of 
safety legislation issued under the Health and Safety at Work etc Act 1974. In particular, all 
work must be undertaken in accordance with the University of Bristol, Safety and Health 
Services code of practice ‘Work with Ionising Radiation’. All work must be undertaken in 
accordance with the School of Physics safety handbook. 
Under the Ionising Radiations Regulations Schedule 1 Part V, the average dose to the 
abdomen of a pregnant woman during the term of pregnancy must be restricted. It is 
therefore necessary for any radiation worker who is, suspects that they are or is trying to 
become pregnant, or if they are breast-feeding, to inform, in confidence, her DRPS who will 
consider, in conjunction with the LRPS and RPA, whether her work pattern needs to be 
altered in any way. 
Eating, drinking, smoking and the application of cosmetics are strictly prohibited during the 
application of the supervised area. 
Any skin wounds should be covered with a water-proof plaster to reduce the risk of intake 
via a wound. 
Risk assessments must be completed for all measurements to be performed. The 
appropriate PPE for individual experiments must be worn, as outlined in the risk 
assessments. Personnel working in the space may need to adapt their PPE in accordance 
with other experiments being performed in the laboratory at the same time. 
All experiments must be performed in the locations as defined in the experimental risk 
assessments. Changes to experimental procedure must be authorised and the relevant 
safety documentation should be altered accordingly. 
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Appropriate signage must be displayed in the laboratory space at all times. 
Areas are not to be left unattended without appropriate signage, including the nature of the 
hazard and the name and contact details of the responsible personnel. 
Alcohol and drugs do not mix safely with radiation work. If you are going to drink during the 
day or are taking drugs (even paracetamol and ibuprofen can affect susceptible persons), 
you should try and reschedule your work so that you are not affected by them at the time. 
Work in a clean, tidy manner. 
Local area safety rules to be obeyed. 
At the end of sample transfer, a careful check of clothes and equipment which may have 
been contaminated must be carried out using the smear monitor and alpha probe and any 
contamination removed. Monitoring instrumentation is subject to examination and testing 
annually. This is arranged through Safety and Health Services. 
In case of skin/eye contact or ingestion/inhalation, call a First Aider (Peter Heard ext. 11172, 
Keith Hallam ext. 11173 or Porters lodge ext. 87463. If calling from an external line the 
prefix 0117 33 should be used). If an ambulance is called, then inform the Physics Porters. 
If staff suspect they have cut themselves and that the wound is contaminated, they should 
seek the advice of the RPA. Investigations into any incidents must involve the DRPS, LRPS 
and RPA. 
EYES: Immediately flush with water for at least 15 minutes, occasionally lifting upper and 
lower eyelids. 
SKIN: Immediately remove contaminated clothing and wash affected area with soap and 
plenty of water. Wash clothing before reuse. 
INHALATION: Remove to fresh air. If breathing is difficult, administer oxygen (by 
trained/qualified person) or if unconscious, give artificial respiration (by trained/qualified 
person). 
INGESTION: Wash out mouth with water if conscious. 
In all cases call RPA. 
In the case of a minor solid spill, to avoid the possibility of resuspension of radioactive 
materials, a damp cloth will be used to clean up the material. Brushes and vacuums are not 
permitted, to minimise the risk of resuspension and subsequent inhalation. The area will 
then be cleaned and monitored for radiation. The DRPS, LRPS and RPA must be informed, 
the spill must be recorded in the laboratory logbook and personnel must monitor 
themselves carefully before leaving the area. 
In the case of a major spill, staff should clear the area of other users, maintain a ‘no-entry’ 
policy and call for the assistance of the DRPS, LRPS and/or RPA (ext. 88323). 
Investigations into any incidents must involve the DRPS, LRPS and/or RPA. 
If the fire alarm sounds then leave the experiment in a safe state (eg lids replaced on sample 
containers) and evacuate the room removing lab-wear and performing quick monitoring of 
hands, etc if no immediate sign of danger. If in immediate risk take the radiation monitors 
and perform monitoring procedures at the fire assembly point. 
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No lone or out-of-hours working is permitted. 
All persons working on this project must have completed the University of Bristol Basic 
Radiation Protection Course (or equivalent) (and alpha-training session by LRPS) and be 
registered on the University of Bristol Radioactive Substances Control Database. 




All hazards have been identified and the risks have been minimised as much as practicable. 
Period of Operation 
From 12-12-2016 To 12-12-2020 
Indeterminate  Date of next update/validation 12-12-2017 
Details of Workers 
A. Keatley (originator) 
Place(s) where radiation work will be carried out 
Dispensing 
from stock:- B22 
Principal Location 
for R/A work:- B22 
Radiation Generator Uranium metal 
Radioisotope U-238 Annual Limit on Intake 0.01 MBq 
Maximum activity 
(stock solution) 0.75 MBq 
Concentration 
(stock solution) 0 MBq/unit vol. 
Maximum activity 
per experiment 0 MBq 
Concentration 
(working solution) 0 MBq/unit vol. 
 
Nature of internal hazard External radiation hazard 
Ingestion  Beta  
Inhalation  Gamma  
Absorption through 
skin contact  Xray  
Other 0 Neutron  
“Constraint” doses due 
to Internal Hazard O yr
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Monitoring Equipment to be Used Geiger counter, alpha counter, alpha and beta smear monitor 
Shielding Materials 
to be Used  Thickness 0 mm 
Waste Disposal 
Aqueous 0 MBq Gaseous 0 MBq Scint 0 MBq 
OR 0 % OR 0 % OR 0 % 
Solid – Short 
Term Decay 0 MBq VLLW 0 MBq 
Solid – Long 
Term Decay 0 MBq 
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C.3 S/N 565: Transfer of uranium metal sample in/out of FEG-EPMA in room IC009a 
Protocol 
Uranium metal samples to be loaded/removed from FEG-EPMA in room IC009a, Wills 
memorial building for subsequent analysis. Dose calculations are for most active sample 
possible (whole natural uranium penny weighing 25 g). 
Ensure “Supervised area” signage and cordon is displayed for FEG-EPMA area. 
Place the transport container (that has been transported following appropriate risk 
assessment) onto a clean, Benchkote lined work surface (temporary table) within plastic 
tray lined with Benchkote that has been monitored and recorded to establish a background 
and open carefully. Use a “stick holder” for handling the sample stub whenever possible. 
Place samples into sample holder, vent entry lock, open and insert sample holder, close and 
pump down chamber and commence analysis. 
Following analysis, vent the entry lock, place sample holder into tray and remove samples 
from holder, return the sample to its container. Wipe the sample holder with a piece of blue 
roll moistened with acetone or IPA. Place blue roll inside sealable plastic bag and then inside 
aluminium carry case for subsequent disposal in yellow bin located in either B22 or 4.25 (HH 
Wills Physics laboratory). Monitor sample holder and tray/table with Geiger counter. Swab 
sample holder, tray/benchkote, and portable table/benchkote. Monitor swabs using alpha 
and beta smear monitor in B22. 
Record both smear monitor and Geiger counter measurements in logbook and complete 
RP14 contamination report form. 
Once readings are at background level remove “Supervised area” signage, pack away 
uncontaminated tray, benchkote and table, transport samples back to 4.27 (HH wills physics 
laboratory). 
Personal protective equipment should be worn during sample transfer into/out of the SEM 
and during decontamination, monitoring and disposal of bench space and areas. This will 
consist of laboratory coat, facemask, latex (providing no allergies) gloves and nitrile gloves. 
During analysis, when the sample is housed in the analysis chamber, PPE is not required. 
Monitoring equipment will include: Geiger-Muller counter; and alpha probe. Monitoring 
instrumentation is subject to examination and testing annually. This is arranged through 
Safety and Health Services. 
Beta Dose is from 0.625 MBq of U-238 at 10 cm is:- 
0.81 * 0.625 mGy/h which equals 0.50625 mSv/h at 10 cm 
The Beta Skin/Extremity Dose at 10 cm would be 0.50625 mSv/h 
Gamma Dose from 0.625 MBq of U-238 at 1 m is:- 
0.15 * 0.625 * 1.9778 uGy/h which equals 0.18541 uSv/h at 1 m 
The Gamma Dose at 1 m would be 0.18541 uSv/h 
Hazard Identification and Risk Evaluation 
Natural/depleted uranium - Hazards include proximity to radioactive source, radiation dose 
due to inhalation, ingestion or entry through cuts/abrasions at the surface of the skin. 
Kidney damage due to chemical toxicity if material enters the bloodstream. 
 
 




Nitrile gloves should be worn at all times during the transportation of samples.  The sample 
container is to be placed onto a clean, Benchkote lined, work surface with a plastic tray 
lined with Benchkote that has been monitored and recorded, in order to establish a 
background. Use tweezers for handling the samples wherever possible. 
Ensure “Supervised area” signage is displayed for the surrounding area. 
Mount samples into sample holder, place sample holder into entry lock close the door, 
evacuate the chamber and commence analysis. 
Following analysis, return the sample to its container and wipe the stage with blue roll 
moistened with acetone or IPA place into sealable plastic bag then inside aluminium carry 
case for subsequent disposal in yellow bin located in either B22 or 4.25 (HH Wills Physics 
laboratory). Monitor sample holder and tray/table with Geiger counter. Swab sample 
holder, tray/benchkote, and portable table/benchkote. Monitor swabs using alpha and beta 
smear monitor in B22. 
Record both smear monitor and Geiger counter measurements in logbook and complete 
RP14 contamination report form. 
Once readings are at background level remove “Supervised area” signage, pack away 
uncontaminated tray, benchkote and table, transport samples back to 4.27 (HH wills physics 
laboratory). 
Appropriate signage must be displayed in the laboratory space at all times. 
Areas are not to be left unattended without appropriate signage, including the nature of the 
hazard and the name and contact details of the responsible personnel. 
At the end of the process, anything that has been in contact with the uranium must be 
cleaned thoroughly and monitored. Monitoring equipment will include: Geiger-Muller 
counter; and alpha/beta smear monitor. At the end of each sample transfer, a careful check 
of clothes and equipment which may have been contaminated must be carried out using 
Geiger counter and any contamination removed. Monitoring instrumentation is subject to 
examination and testing annually. This is arranged through Safety and Health Services. 
Natural/depleted uranium control measures: Limit the exposure time to that only 
necessary. Double gloves will be worn. When work is completed, potentially contaminated 
gloves and hands will be washed twice. Gloves and other waste should be placed in sealed 
bags which are to be disposed of in the yellow low-level waste bin authorised for this 
purpose in B22/4.25 (HH Wills Physics laboratory). 
Any skin wounds should be covered with a water-proof plaster to reduce the risk of intake 
via a wound. 
If staff suspect they have cut themselves and that the wound is contaminated, they should 
seek the advice of the RPA. Investigations into any incidents must involve the LRPS, DRPS 
and RPA. 
Under the Ionising Radiations Regulations Schedule 1 Part V, the average dose to the 
abdomen of a pregnant woman during the term of pregnancy must be restricted. It is 
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therefore necessary for any radiation worker who is, suspects that they are or is trying to 
become pregnant, or if they are breast-feeding, to inform, in confidence, her LRPS and DRPS 
who will consider, in conjunction with the RPA, whether her work pattern needs to be 
altered in any way. 
General safety control measures: 
All work must be undertaken in accordance with the University of Bristol, Safety and Health 
Services codes of practice which, when complied with, will prevent injury to staff and 
damage to property, and ensure that the University is meeting the legal requirements of 
safety legislation issued under the Health and Safety at Work etc Act 1974. In particular, all 
work must be undertaken in accordance with the University of Bristol, Safety and Health 
Services code of practice ‘Work with Ionising Radiation’. All persons working on this project 
must have completed the University of Bristol Basic Radiation Protection Course [or 
equivalent] [and alpha-training session by RPA] and be registered on the University of 
Bristol Radioactive Substances Control Database.  
All work must be undertaken in accordance with the School of Physics safety handbook. 
Eating, drinking, smoking and the application of cosmetics are strictly prohibited within the 
laboratory. 
Risk assessments must be completed for all measurements to be performed. The 
appropriate PPE for individual experiments must be worn, as outlined in the risk 
assessments. Personnel working in the space may need to adapt their PPE in accordance 
with other experiments being performed in the laboratory at the same time. 
All experiments must be performed in the locations as defined in the experimental risk 
assessments. Changes to experimental procedure must be authorised and the relevant 
safety documentation should be altered accordingly. 
Appropriate signage must be displayed in the laboratory space at all times. 
Areas are not to be left unattended without appropriate signage, including the nature of the 
hazard and the name and contact details of the responsible personnel. 
Work in a clean, tidy manner. 
Alcohol and drugs do not mix safely with radiation work. If you are going to drink during the 
day or are taking drugs [even paracetamol and ibuprofen can affect susceptible persons], 
you should try and reschedule your work so that you are not affected by them at the time. 
If the fire alarm sounds, turn off and then leave the apparatus and evacuate the room, 
removing lab-wear and performing quick monitoring of hands, etc. If in immediate risk take 




Natural/depleted uranium samples: LOW 
Period of Operation 
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From 04-04-2107 To  
Indeterminate  Date of next update/validation 04-04-2022 
Details of Workers 
M. Matthews (originator) 






for R/A work:- 
IC009a (FEG-
EPMA) 
Radiation Generator Uranium metal 
Radioisotope U-238 Annual Limit on Intake 0.01 MBq 
Maximum activity 
(stock solution) 0.375 MBq 
Concentration 
(stock solution) 0 MBq/unit vol. 
Maximum activity 
per experiment 0 MBq 
Concentration 
(working solution) 0 MBq/unit vol. 
 
Nature of internal hazard External radiation hazard 
Ingestion  Beta  
Inhalation  Gamma  
Absorption through 
skin contact  Xray  
Other 0 Neutron  
“Constraint” doses due 
to Internal Hazard O yr
-1 Maximum potential dose due to External Hazard O yr
-1 
Monitoring Equipment to be Used Geiger-Muller counter and alpha probe 
Shielding Materials 
to be Used  Thickness 0 mm 
Waste Disposal 
Aqueous 0.025 MBq Gaseous 0 MBq Scint 0 MBq 
OR 0 % OR 0 % OR 0 % 
Solid – Short 
Term Decay 0 MBq VLLW 0 MBq 
Solid – Long 
Term Decay 0 MBq 
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C.4 S/N 572: Transfer of uranium metal sample in/out of carbon/gold coater in room 
IC009 
Protocol 
Uranium metal samples to be loaded/removed from carbon/gold coater in room IC009. 
Dose calculations are for most active sample possible (whole natural uranium penny 
weighing 25 g). 
Ensure “Supervised area” signage and cordon is displayed for coater area. 
Place the transport container (that has been transported following appropriate risk 
assessment) onto a clean, Benchkote lined work surface (temporary table) within plastic 
tray lined with Benchkote that has been monitored and recorded to establish a background 
and open carefully. Use a “stick holder” for handling the sample stub whenever possible. 
Place samples into chamber, pump down and commence coating. 
Following analysis, vent the chamber and remove samples. Wipe the sample plate with a 
piece of blue roll moistened with acetone or IPA. Place blue roll inside sealable plastic bag 
and then inside aluminium carry case for subsequent disposal in yellow bin located in either 
B22 or 4.25 (HH Wills Physics laboratory). Monitor chamber and tray/table with Geiger 
counter. Swab chamber, tray/benchkote, and portable table/benchkote. Monitor swabs 
using alpha and beta smear monitor in B22. 
Record both smear monitor and Geiger counter measurements in logbook and complete 
RP14 contamination report form. 
Once readings are at background level remove “Supervised area” signage, pack away 
uncontaminated tray, benchkote and table, transport samples back to 4.27 (HH wills physics 
laboratory). 
Personal protective equipment should be worn during sample transfer into/out of the SEM 
and during decontamination, monitoring and disposal of bench space and areas. This will 
consist of laboratory coat, facemask, latex (providing no allergies) gloves and nitrile gloves. 
During analysis, when the sample is housed in the analysis chamber, PPE is not required. 
Monitoring equipment will include: Geiger-Muller counter; and alpha probe. Monitoring 
instrumentation is subject to examination and testing annually. This is arranged through 
Safety and Health Services. 
Beta Dose is from 0.625 MBq of U-238 at 10 cm is:- 
0.81 * 0.625 mGy/h which equals 0.50625 mSv/h at 10 cm 
The Beta Skin/Extremity Dose at 10 cm would be 0.50625 mSv/h 
Gamma Dose from 0.625 MBq of U-238 at 1 m is:- 
0.15 * 0.625 * 1.9778 uGy/h which equals 0.18541 uSv/h at 1 m 
The Gamma Dose at 1 m would be 0.18541 uSv/h 
Hazard Identification and Risk Evaluation 
Natural/depleted uranium - Hazards include proximity to radioactive source, radiation dose 
due to inhalation, ingestion or entry through cuts/abrasions at the surface of the skin. 
Kidney damage due to chemical toxicity if material enters the bloodstream. 
 
 




Nitrile gloves should be worn at all times during the transportation of samples.  The sample 
container is to be placed onto a clean, Benchkote lined, work surface with a plastic tray 
lined with Benchkote that has been monitored and recorded, in order to establish a 
background. Use tweezers for handling the samples wherever possible. 
Ensure “Supervised area” signage is displayed for the surrounding area. 
Place samples into chamber, evacuate and commence coating. 
Following coating, return the sample to its container and wipe the plate with blue roll 
moistened with acetone or IPA place into sealable plastic bag then inside aluminium carry 
case for subsequent disposal in yellow bin located in either B22 or 4.25 (HH Wills Physics 
laboratory). Monitor plate and tray/table with Geiger counter. Swab plate, tray/benchkote, 
and portable table/benchkote. Monitor swabs using alpha and beta smear monitor in B22. 
Record both smear monitor and Geiger counter measurements in logbook and complete 
RP14 contamination report form. 
Once readings are at background level remove “Supervised area” signage, pack away 
uncontaminated tray, benchkote and table, transport samples back to 4.27 (HH wills physics 
laboratory). 
Appropriate signage must be displayed in the laboratory space at all times. 
Areas are not to be left unattended without appropriate signage, including the nature of the 
hazard and the name and contact details of the responsible personnel. 
At the end of the process, anything that has been in contact with the uranium must be 
cleaned thoroughly and monitored. Monitoring equipment will include: Geiger-Muller 
counter; and alpha/beta smear monitor. At the end of each sample transfer, a careful check 
of clothes and equipment which may have been contaminated must be carried out using 
Geiger counter and any contamination removed. Monitoring instrumentation is subject to 
examination and testing annually. This is arranged through Safety and Health Services. 
Natural/depleted uranium control measures: Limit the exposure time to that only 
necessary. Double gloves will be worn. When work is completed, potentially contaminated 
gloves and hands will be washed twice. Gloves and other waste should be placed in sealed 
bags which are to be disposed of in the yellow low-level waste bin authorised for this 
purpose in B22/4.25 (HH Wills Physics laboratory). 
Any skin wounds should be covered with a water-proof plaster to reduce the risk of intake 
via a wound. 
If staff suspect they have cut themselves and that the wound is contaminated, they should 
seek the advice of the RPA. Investigations into any incidents must involve the LRPS, DRPS 
and RPA. 
Under the Ionising Radiations Regulations Schedule 1 Part V, the average dose to the 
abdomen of a pregnant woman during the term of pregnancy must be restricted. It is 
therefore necessary for any radiation worker who is, suspects that they are or is trying to 
become pregnant, or if they are breast-feeding, to inform, in confidence, her LRPS and DRPS 
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who will consider, in conjunction with the RPA, whether her work pattern needs to be 
altered in any way. 
General safety control measures: 
All work must be undertaken in accordance with the University of Bristol, Safety and Health 
Services codes of practice which, when complied with, will prevent injury to staff and 
damage to property, and ensure that the University is meeting the legal requirements of 
safety legislation issued under the Health and Safety at Work etc Act 1974. In particular, all 
work must be undertaken in accordance with the University of Bristol, Safety and Health 
Services code of practice ‘Work with Ionising Radiation’. All persons working on this project 
must have completed the University of Bristol Basic Radiation Protection Course [or 
equivalent] [and alpha-training session by RPA] and be registered on the University of 
Bristol Radioactive Substances Control Database.  
All work must be undertaken in accordance with the School of Physics safety handbook. 
Eating, drinking, smoking and the application of cosmetics are strictly prohibited within the 
laboratory. 
Risk assessments must be completed for all measurements to be performed. The 
appropriate PPE for individual experiments must be worn, as outlined in the risk 
assessments. Personnel working in the space may need to adapt their PPE in accordance 
with other experiments being performed in the laboratory at the same time. 
All experiments must be performed in the locations as defined in the experimental risk 
assessments. Changes to experimental procedure must be authorised and the relevant 
safety documentation should be altered accordingly. 
Appropriate signage must be displayed in the laboratory space at all times. 
Areas are not to be left unattended without appropriate signage, including the nature of the 
hazard and the name and contact details of the responsible personnel. 
Work in a clean, tidy manner. 
Alcohol and drugs do not mix safely with radiation work. If you are going to drink during the 
day or are taking drugs [even paracetamol and ibuprofen can affect susceptible persons], 
you should try and reschedule your work so that you are not affected by them at the time. 
If the fire alarm sounds, turn off and then leave the apparatus and evacuate the room, 
removing lab-wear and performing quick monitoring of hands, etc. If in immediate risk take 




Natural/depleted uranium samples: LOW 
Period of Operation 
From 09-05-2017 To 09-05-2022 
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Indeterminate  Date of next update/validation  
Details of Workers 
M. Matthews (originator) 
Place(s) where radiation work will be carried out 
Dispensing 
from stock:- IC009 
Principal Location 
for R/A work:- IC009 
Radiation Generator Uranium metal 
Radioisotope U-238 Annual Limit on Intake 0.01 MBq 
Maximum activity 
(stock solution) 0.625 MBq 
Concentration 
(stock solution) 0 MBq/unit vol. 
Maximum activity 
per experiment 0 MBq 
Concentration 
(working solution) 0 MBq/unit vol. 
 
Nature of internal hazard External radiation hazard 
Ingestion  Beta  
Inhalation  Gamma  
Absorption through 
skin contact  Xray  
Other 0 Neutron  
“Constraint” doses due 
to Internal Hazard O yr
-1 Maximum potential dose due to External Hazard O yr
-1 
Monitoring Equipment to be Used Geiger-Muller counter, smear monitor 
Shielding Materials 
to be Used  Thickness 0 mm 
Waste Disposal 
Aqueous 0.025 MBq Gaseous 0 MBq Scint 0 MBq 
OR 0 % OR 0 % OR 0 % 
Solid – Short 
Term Decay 0 MBq VLLW 0 MBq 
Solid – Long 
Term Decay 0 MBq 
OR 0 % OR 0 % OR 0 % 
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