ABSTRACT Providing accurate information on people's activities and behaviors plays an important role in innumerable applications, such as medical, security, and entertainment. In recent years, deep learning has been applied in human activity recognition, and achieved a better performance. However, if the spatial dependency of inter-sensors is considered, it is possible to enhance the discriminative ability. In this paper, we present a novel deep learning framework for human activity recognition problems. First, on the basis of our previous work, we utilize dilated convolutional neural network to extract features of inter-sensors and intra-sensors. Since the extracted features are local and short-temporal, it is necessary to utilize RNN to model the long-temporal dependencies. However, duo to that LSTM and GRU often rely on the completely previous computations, it will result in slow inference and hard convergence. Hence, inspired by the idea of dilation operation, we present a novel recurrent model to learn the temporal dependencies at different time scales. Then, at the topmost layer, a fully-connected layer with softmax function is utilized to generate a class probability distribution, and the predicted activity is obtained. Eventually, we evaluate the proposed framework in two open human activity datasets, OPPORTUNITY and PAMAP2. Results demonstrate that the proposed framework achieves a higher classification performance than the state-of-the-art methods. Moreover, it takes the least time to recognize an activity. Besides, it also performs faster and easier to converge in the training stage.
I. INTRODUCTION
With the diversity and popularity of wearables and on-body sensing devices, unobtrusive and automatic human activity recognition (HAR) has drawn extensive attention, and plays an important role in various areas, such as humancomputer interaction (HCI) [1] , human behavior analysis [2] , mobile and ubiquitous computing [3] , [4] . In comparison with video cameras, low-energy and small form-factor sensors are arguably favorable, this is due to the following factors [5] : i) fewer limitations of environmental constraints; ii) more accurate signal measurements; iii) without interference information from other non-target subjects. Though HAR is a typical pattern recognition problem, the main ingredient might be learning fruitful representations of sensor signals, which is corresponding to feature extraction, in such a way that the characteristics of pre-defined actions are well identified by classifiers.
Plenty of efforts have been devoted to the study of HAR on multimodality time series, the existing methods can be divided into two categories: shallow learning-based HAR and deep learning-based HAR. Amongst, the former relies on handcrafted features based upon the expert's experience, a shallow machine learning algorithm, such as K-nearest neighbor (KNN) [6] , support vector machines (SVM) [7] , decision trees [8] , then, is utilized to discriminate activities. The widely used features include statistics of raw signals [9] - [11] , Fourier Transform [12] , Hilbert-Huang Transform [13] and symbolic representation [14] . However, these methods are task-dependent, involve laborious human intervention. Besides, they also ignore intra-class variability and similarity that are implicit features required to recognize complex activities [15] .
Contrarily, deep learning is capable of an excellent ability of learning feature representation, that automatically extracts features from the original data without any specialized experience. Meanwhile, it also can learn implicit features impossible via a handcraft method, and provide more discriminative power under the supervision of the output labels. Therefore, many models [5] , [16] , [17] have been used to recognize human activities, such as convolutional neural network(CNN ), recurrent neural network(RNN ). Even so, there are still some shortcomings. For example, only 1D convolution is applied along the temporal dimension of sensor signals, while sensors yield multivariate time series, or even with single 3-axis accelerometer producing 3-dimensional time series, spatial dependencies of inter-sensors and intrasensors could not be extracted. Additionally, CNN could only have local dependency along the temporal dimension, long short-term memory(LSTM) and gated recurrent unit(GRU) are always used to model long temporal dependencies, but it makes the model difficult for training to converge, and also will result in slow inference.
Although, by expanding the receptive field and pooling, high dimensional CNN can extract inter-sensor features, following up with deconvolution or upsampling is required to enlarge the feature map size. This series of reduction and expansion operation not only increase the amount of parameters and overall computational cost, but also result in important feature representations loss. Due to the fact that dilated convolutions can exponentially expand the receptive field with no loss of resolution or coverage (see Section IV-A), dilated convolutional neural networks 1 provide an opportunity to automatically extract inter-sensor features within a limited amount of parameters.
In this paper, we propose a novel deep learning model for HAR with multimodality wearable sensors. Firstly, since adding a hidden layer could significantly improve the ability of nonlinear expression [18] , we add a general convolutional layer to cast the inputs into a hidden space. Subsequently, to extract discriminative features and aggregate multi-scale context, a stack of 3 dilated CNN layers with different dilation factors is applied. Meanwhile, based on a consideration that every sensor is a 3-axis measurement, each one can be seemed as a ternary array, thus we choose a filter size of 3 × 3 for all dilated convolutional layers. Since the extracted features are local, to model their long temporal dependencies, some recurrent architectures can always be utilized, such as LSTM and GRU. But, duo to that LSTM and GRU often rely on the completely previous computations, it will result in slow inference and hard convergence. Therefore, inspired by the idea of dilation operation on CNN, we propose a novel recurrent model, dilatedSRU a stacked SRU layer with dilated skip length. It eliminates the problem of gradient vanishing and explosion, and is more efficient to train. In addition, by selecting different dilation factors, and combining a skip 1 Dilated convolutional neural network refers to a convolutional neural network that the convolution operation is using a dilated filter, and as explained in Section IV-A, its implementation does not involve construction of dilated filter connection, it also could model the temporal dependencies of different scales. Finally, through a dense layer with softmax function, a class probability distribution is yielded and the predicted class corresponding to the maximum is obtained. Then, an entropy cost function is constituted based on this probabilistic results and the true labels of training instances. During the training phase, all parameters are modulated to search the minimum cost.
In the evaluation, we test the proposed model on two open human activity datasets, OPPORTUNITY and PAMAP2. Additionally, we also perform a comparative study on the proposed and some state-of-the-art methods. Results show that our proposed model performs a very competitive efficiency of HAR. Taking dataset OPPORTUNITY for instance, it achieves the best performance that the weighted F 1 score is 92.07%, and has a very little absolute difference between peak and median performance across all experiments by 0.9%, which is also better than others. Moreover, in the training stage, the proposed model takes fewer epochs to converge to a minimum loss, which is much faster and more efficient than other state-of-the-art methods.
The contributions of this paper are as follows:
• For HAR, according to the characteristics of intersensors and intra-sensors, we propose a new method to automatically extract feature representations using dilated convolution, exponentially expands receptive fields without losing resolution or coverage and aggregates multi-scale context.
• To enhance representational power on different temporal resolutions, and to make the model more efficient to converge, we present a novel recurrent architecture, dilatedSRU a stacked SRU layer with different skip lengths on each layer.
• By combining dilated CNN and dilatedSRU, we design a novel deep framework of recognizing human activities. In addition, we evaluate that it outperforms other existing methods, including a deep scheme achieved the state-of-the-art results in previous studies. The rest of this paper is organized as follows. Section II gives a brief overview of related works on HAR, including shallow machine learning for HAR and deep learning for HAR. Then, we give a detailed description of HAR problem in Section III. In Section IV, we firstly introduce a method to extract local features of inter-sensors and intra-sensors, and present a novel recurrent model for learning multi time-scale dependencies in detail. Subsequently, we give a brief introduction of our proposed framework for HAR. In the following Section V, we briefly introduce two benchmark datasets, performance metrics, and some baselines. In addition, we also describe how to train the model and its parameter settings. According to the evaluation results, we make a comparative analysis between our proposed method and some state-ofthe-art HAR systems in Section VI. In the end, we conclude our work in this paper and present some future works in Section VII. 53382 VOLUME 6, 2018
II. RELATED WORKS FOR HAR
Majority of traditional sensor-based HAR systems manually extract a set of features from time-series sensor signals, then map these handcrafted features to various human activities. Subsequently, a shallow supervised machine learning algorithm is applied to recognize activities, and the most popular learning algorithms include decision tree [8] , [19] , KNN [6] , [20] , SVM [3] , [7] . For example, Anguita et al. [3] extracts 561 features from accelerometer and gyroscope, and apply a multi-class SVM with them to classify six different activities. The common characteristic of these systems is that the extracted features are handcrafted and empirical.
However, for sensor-based HAR, each activity always lasts a few seconds, but from the perspective of sensor signals, each activity only relate to a little part of data segment as the majority is irrelevant, like NULL activity or transition. Usually, a property in the transition among different movements will cause a significant change, unfortunately, it is intrinsic and is almost impossible to extract via a handcraft method. Therefore, a suitable method should not only be capable of extracting the nature of individual movements, moreover, it also should capture the salience between movements.
In contrast to shallow supervised machine learning algorithm, deep learning could decompose a large and complex problem into some small and simple ones, more importantly, it can provide a powerful ability of automatic feature representation, such as the specific variance of signals at different scales reflecting the salient pattern of signals. Inspired by [21] , we categorize deep learning approaches for HAR into three classes: generative deep architecture, discriminative deep architecture, and hybrid deep architecture.
By characterizing the posterior distributions of classes conditioned on visible data, discriminative deep architecture offers discriminative power to patterns, including deep fullyconnected network(DFN) and convolutional neural network. For example, Vepakomma et al. [22] first extracts handengineered features from the sensors, then those features are fed into a DFN model. Due to DFN only serve as a classification model without automatic feature extraction, it may thus, not generalize well. For applying CNN to HAR, [16] is a very early work, in which each axis of an accelerometer seems as one channel, then convolution and pooling are performed in turn. Additionally, Yang et al. [5] further propose to unify and share weights in multi-sensor by using 1D convolution.
Generative deep architecture aims to build a model by characterizing joint distributions from the visible data and their classes. The popular ones employed for HAR tasks include auto-encoder and recurrent neural network (RNN). For example, Almaslukh, et al. [23] adopts stacked auto-encoder (SAE) for HAR, and first adopts the greedy layer-wise pretraining. However, SAE depends too much on its layers and activation functions, result in hardly searching for the optimal solution. For RNN in HAR, Inoue et al. [24] investigates several model parameters and proposes a relatively good model, which can perform HAR with high throughput.
Hybrid deep architecture consists of discriminative models and generative models. The results of [25] reveal that a combination of CNN and recurrent dense layers can achieve a better performance, the reason being that CNN can capture spatial relationship while RNN models temporal relationship. Furthermore, in our previous work [35] , we design to utilize dilated CNN to learn the spatial dependencies of intra-sensors and inter-sensors. In comparison with [25] , it achieves a positive improvement on the recognition performance. However, even though LSTM and GRU can eliminate the problem of gradient vanishing and explosion, and capture, relying on the completely previous computations makes them slow inference and hard convergence. Therefore, on the basis of [35] , for modeling the temporal dependencies for final classification, we present a novel RNN framework to replace LSTM used in [35] .
III. HAR PROBLEM DESCRIPTION
Human activity recognition problem belongs to pattern recognition area, and aims to provide accurate information on people's activities. As Fig. 1 shows, a general HAR system can be classified into the following five main stages,
• Data Acquisition. Sensors are the source that we need to collect data in the HAR system, and they are attached to different locations on the body or placed in the environment. Different sensors produce different types of raw data, which are sampled in a multivariate time series depending on sensors' frequencies.
• Preprocessing. Its aim is to prepare the collected raw data for feature extraction, for example, reducing data redundancy and noise, synchronizing and removing artifacts caused by a variety of sources (e.g., physical activity or sensor malfunction). However, the preprocessing should be generic and independent on anything but the data itself.
• Segmentation. Given the preprocessed data, segmentation identifies segments which are likely to contain information about activities. In the literature, various • Feature Extraction. The purpose of this stage is to extract a set of features for discriminating different activities from each segment. These features are also referred to as feature vector. Given a set of data segments, features may be extracted automatically or derived based on expert knowledge, then passed to the classification algorithm. Generally speaking, the more clearly each activity can be separated into the feature spaces, the higher the achieved recognition performance.
• Training & Classification. In the training phase, a supervised inference method is used to train the model, and model parameters are learned to minimize the classification error. During the classification phase, with the trained model, each feature vector will be projected into a set of activities with corresponding confidence values. Then, using the calculated values, the maximum score can be computed and its corresponding class is referred to as the recognized activity.
Due to the fact that we focus on implementing a novel model for extracting a set features, capable of much more discriminative power (higher recognition performance) on HAR problem, we choose some existed techniques in the stages of preprocessing and segmentation. In the following part of this work, we can regard HAR as a problem of automatic feature extraction for discriminating different activities.
Formally, we assume that the activities a user performed belong to a predefined activity set A = {a 1 , a 2 , . . . , a m }, m represents the number of activity types. Given a sequence of preprocessed sensor readings D,
where
T denotes the preprocessed sensor readings at time i, n and t represent the number of sensors and the number of samples, respectively. Through segmentation, yielding a set of segments W that each contains a potential activity a,
here, each segment w i = (t 1 , t 2 ) denotes a piece of samples starting from t 1 to t 2 . In order to predict the user's activity, we need to build a model F to extract feature vector X i on individual segment w i , and X i can be expressed as follows,
Using a inference method L, a set of confidence scores P corresponding to each activity a i ∈ A will be computed,
where θ represents a set of trained parameters in the model F. Then, the predicted activity a * i on segment w i can be achieved by calculating the maximum score,
Given a set of predicted activities
, the purpose of HAR is to learn the model F by minimizing the discrepancy between the predicted activity A * and its corresponding ground truth activity A. Typically, the discrepancy is often computed using a positive loss function. 
IV. FRAMEWORK
To analyze multiple channels of time-series signals, traditional methods for HAR often only consider features of a single individual channel, or transform these signals into the frequency domain for extracting features. However, these approaches either ignore the relationship between different sensors or increase computational costs. As mentioned above, we focus on extracting features, we thus, present a novel deep learning framework to tackle this problem. Fig. 3 depicts the whole process of extracting features for discriminating different activities. As red marked, the whole process can be divided into two main phases:
• Extracting Local Features. Taking multimodality time-series signals as inputs, through CNN automatically learn features of inter-sensors and intra-sensors. These features are local and short-term.
• Modeling Temporal Dependencies. Given extracted local features, it is vital to model their long temporal dependencies. Here, we will extract temporal dependencies of different time scales, which will be fed into a classifier for discriminating activities.
In what follows, we will describe the method of extracting local features and modeling temporal dependencies in IV-A and IV-B, respectively. Then, on the basis of them, we present the design of our proposed architecture for HAR in detail.
A. EXTRACTING LOCAL FEATURES
Aim to extract features of inter-sensors and intra-sensors from multimodality time-series signals, a conventional way is with the high dimensional CNNs by expanding the receptive field and pooling. Even so, a deconvolution is required to enlarge the feature map size in general, this will cause information loss. Based on the fact that dilated convolutions not only could expand the receptive field exponentially without causing information loss, therefore, we choose dilated convolutional network to extract feature. In the beginning of introduction on the dilated convolutional network, for a clear understanding, it is noteworthy that the notation ''dilated convolution'' just represents convolution operation with a dilated filter. And in previous works, the dilated convolution was usually applied in the field of wavelet decomposition [26] , [27] . Due to the fact that dilated convolution operator uses the same filter at different scales with different dilation factors, its implementation, therefore, does not involve any construction of dilated filter. Not only that, the dilated convolutional network could expand receptive field size only rely on increasing dilation factor, rather than enlarging the size of the field map of the network.
The objective to describe the dilated convolution mathematically, we first define symbol F : Z 2 → R as a discrete function, and symbol k : r → R for a discrete filter whose size is (2r +1)×(2r +1). Here, we let r = [−r, r] 2 ∩Z 2 . The discrete convolution operator can be expressed as follows:
If we denote l as a dilation factor, the l-dilated convolution operator l can be generalized as (7).
Hence, the convolution is also named as the 1-dilated convolution. Now, we assume F 0 , F 1 , . . . , F n−1 : Z 2 → R are discrete functions, and k 0 , k 1 , . . . , k n−2 : 1 → R are discrete 3 × 3 filters. In addition, we apply the filters with exponentially increasing dilation factors, such as 2 0 , 2 1 , . . . , 2 n−2 . Then, the discrete function F i+1 can expressed as (8),
According to the definition of receptive field, we can see that the receptive size of each element in
, which can be obtained by using bottom-up deduction method. Hence, the receptive field is a square of exponentially increasing size. As shown in Fig. 6 , when the size of field map remains unchanged, we can obtain a 15 × 15 receptive field by successively applying dilated convolution with the dilation factors 1, 2, and 4, respectively. But, a stack of three general convolutional neural networks can only achieve a 7 × 7 receptive field. Therefore, in comparison with general CNN whose receptive field has a linear correlation with the number of CNN layer, dilated CNN exponentially expands its receptive field without any change in filter map.
As we state in the beginning of section, the implementation of a dilated convolutional network does not involve construction of dilated filter, hence, its convolution operation is similar to a general convolutional network. In the convolutional layers, the previous layer's feature maps are convolved with several convolutional kernels, namely filter maps. Then, the convolution results of individual layer added by a bias are fed into an activation function to form a feature map, these feature map by convolution operation will serve as input to the next layer. Assuming v
ij is a value at the xth row for channel d in jth feature map of the ith layer, the value v x,d ij can be obtained according to (9) , In contrast, SRU removes the dependency on the previous state computation h t −1 , majority of the computation (such as f t , r t ) at each time only rely on the input X t , and can be easily parallelized.
here, tanh(·) is a hyperbolic tangent function, namely activation function, b ij is the bias for this feature map, m indexes current feature map connected to the (i − 1)th layer, and ω p ijm represents a value at position p in convolutional kernel whose size is defined as P i .
Due to the fact that under a same computational condition, the dilated convolution can provide a greater receptive field, when a network needs larger receptive fields, but the computational ability is limited, it is possible to consider hollow convolution without increasing the size of convolutional kernels. For instance, in recent works on convolutional networks for semantic segmentation, Long et al. [28] analyzed filter dilation but chose not to use it. In contrast, motivated by its characteristics, Yu and Koltun [29] developed a new convolutional network architecture that systematically uses dilated convolutions for multi-scale context aggregation. Therefore, based on the ability of dilated convolutions, we stack dilated convolutions of increasing width to incorporate global context, and there is no important local information lost. While the dilated CNN only extract local and short-term features, in the following, we will describe how to model their temporal dependencies.
B. MODELING TEMPORAL DEPENDENCIES
While an activity is often corresponding to a long sequence of time series, an RNN should hence be utilized to model the long-term dependencies of the extracted local features. Unfortunately, even though existing recurrent architectures, such as LSTM and GRU, can alleviate vanishing and exploding gradient problems and learn information at many previous time stamps, they have to rely on and wait for the completion of previous computations, which results in slow inference and hard convergence. Therefore, to resolve these issues, we present a novel RNN architecture for extracting intrinsic long-term dependencies.
1) A SIMPLE RECURRENT UNIT
In common existing architectures, including LSTM and GRU, the computations in previous time stamps are often used in the recurrence computation. For example, as Fig. 4(a) illustrates the common architecture of LSTM, the previous output h t−1 is used to compute the forget gate vector f t = δ(W f x t + R f h t−1 + b f ). However, such dependency limit parallelization potential, resulting in slow development and even making rigorous parameter tuning intractable. Therefore, SRU [30] removes the dependencies between the current step and its previous step, and this makes SRU parallelize easily and more efficient to train.
As Fig. 4(b) depicts, similar to most recurrent models, SRU also include a single forget gate f t to control the information flow. But, the key difference is that only the current input of the recurrence is used in the gate computation, rather than combining the computation results in previous steps. This change makes the matrix multiplications involved in SRU easily parallelize.
Given an input x t at time t, we compute a linear transformationx t and the forget gate f t :
This computation depends on x t only, which enables computing it in parallel across all time steps. The forget gate is used to modulate the internal state c t , which is used on the output state h t :
where g(•) is an activation function used to produce the output state h t In order to facilitate network depth, we use highway connections, and add a reset gate r t computed similar to the forget 53386 VOLUME 6, 2018 gate f t . The reset gate is used to compute the output state h t as a combination of the internal state g(c t ) and the input x t . The complete architecture is:
2) MODELING MULTIPLE TIME-SCALE DEPENDENCIES Even though removing the dependency on the previous internal state in current computation, SRU achieves a great improvement on efficiency and training time than most recurrent architectures, such as LSTM, GRU, et al.. However, similar to the common RNNs, learning long dependency still remains questionable. This is due to the following reasons: 1) maintaining mid-and short-term memory is difficult, 2) training RNNs by using back-propagation through-time is impeded by vanishing and exploding gradients. Furthermore, they result in a poor representational power than LSTM. Faced with these questions, we apply layer stacking to strengthen the non-linearity and representational power. Meanwhile, inspired by the idea of dilated CNN described above, we realize a similar neural connection architecture under a recurrent setting. In this paper, we call this architecture as dilatedSRU. Next, we will give a detailed introduction of dilatedSRU.
Let c (l)
t represents a SRU cell in l-th layer at time t, as described above, its regular connection can be expressed as follows,
Here,
t is the input of lth layer at time t, and f (•) represents a RNN cell, but in this paper, we use SRU as RNN cell. From this equation, it is evident that the current computation c (l) t only depends on its previous computation c
Learning from the dilated convolutional operation in dilatedCNN mentioned in IV-A, we modify the regular connection with a dilated skip connection as (20) ,
here, s (l) can be regarded as the skip length of layer l. Therefore, the computation at time t only relies on its previous computation at time (t − s (l) ) rather than (t − 1). For example, as Fig. 6 illustrates an example of a single-layer dilated SRU with a skip length of 4. From it, we can intuitively observe that the output C 0 passed as input of the computation at time 4, et al.. Furthermore, this architecture is feasible for parallel computation as well as SRU does. In addition, both skip connections can allow information to travel along fewer edges.
To enhance representational power, we stack multiple dilated SRU layers to extract complex data dependencies, and we call this stacked architecture as dilatedSRU. Similar to settings that were introduced in WaveNet [31] , the skip length VOLUME 6, 2018 FIGURE 7. Illustration of our proposed architecture for HAR on OPPORTUNITY dataset. The numbers before and after ''@'' refer to the dimension of a feature map and the number of feature maps in this layer. Amongst, ''C'' and ''DC'' represent a Convolutional layer and a Dilated Convolutional layer respectively, and ''FC'' is an abbreviation of ''Fully-Connected''. Note that we successively set dilation to 1, 2, 4 in three dilated convolutional layers. Moreover, each SRU block consists of three SRU layers with dilated skip connections, we give a detailed description in section IV-B. For simplicity, ReLU, dropout and normalization layer are not mentioned in convolutional layers.
increases exponentially across layers. Thus the skip length s (l) of l-th layer can be expressed as follows,
As Fig. 6 depicts an example of dilatedSRU with L = 3 and M = 2. According to previous works [29] , [32] , exponentially increasing skip length has the following two advantages: 1) making different layers focus on different temporal resolutions. 2) ability to extract long-term dependencies and prevent vanishing and exploding gradients.
C. ARCHITECTURE
In this paper, we aim to propose an efficient learning model to automatically extract features for discriminating different human activities. According to the above introduction, we propose a novel deep learning framework for HAR using multi-modality wearable sensors. Fig. 7 depicts the proposed architecture consisting of three main module: dilated convolutional neural networks ( referred as dilatedCNN described in IV-A), dilatedSRU (described in IV-B) and a fully-connected (FC) layer. Amongst them, the dilatedCNN is used for automatically extracting discriminative features, that will be passed as the inputs of dilatedSRU to model temporal dependencies of the learned features. Given the outputs of dilatedSRU, a FC layer with softmax function is utilized to classify different activities. Next, we will give a detailed description. For the first block, each convolutional layer is constituted of (i) a convolution layer, convolves its inputs with a set of kernels to be learned in the training phase; (ii) a rectified linear unit (ReLU) layer, maps convolved results by the function relu(v) = max(v, 0); (iii) a normalization layer, normalizes values of different feature maps in the previous layer v ij = v (i−1)j (κ + α t∈G(j) v 2 (i−1)t ) −β , where κ, α, β are hyper-parameters, and G(j) is a set of feature maps involved in the normalization. Moreover, inspired by Network In Network [18] , we add a conventional convolutional layer, with a filter size of 1 × 1, as the first layer of our proposed model, such that this convolution operator could cast the inputs into a hidden space, results in a better capability of nonlinear representation. The following three layers are dilated convolutional layers with different dilated factors. On a consideration that every sensor is a 3-axis measurement, thus we choose a filter size of 3 × 3 for all dilated convolutional layers. Meanwhile, in this paper, we successively set the dilation factor to 1, 2, 4, according to the mentioned above, for the outputs of the third dilated CNN layer, the receptive field size is 15 × 15, which is enough as the optimal sliding window length is 24.
For the second block, due to different activities performed with a varied span, in order to model the temporal dependencies at different time scales, we stack two dilatedSRU. As described in IV-B, dilatedSRU exponentially increases the skip length of each SRU layer, so in the first dilated-SRU, we use three SRU layers with a skip length of 1, 2, 4, respectively. For improving overall computational efficiency, in the second dilatedSRU, we only stack two SRU layers, and their skip lengths are 2 and 4 respectively, rather than starting from 1. Meanwhile, in order to compensate missing data dependencies, as illustrated in Fig. 8 , we add extra embedding edges (red arrows) to connect nodes at odd and even timestamps. Therefore, its computational efficiency can be increased by 2 by breaking the input sequence into 2 downsampled subsequences. In addition, we add a skip connection(red arrow in Fig. 7 ) between the outputs of the dilatedSRU s, then the combined outputs will be passed as inputs of a FC layer. Hence, through stacking two dilated-SRU s, we can learn temporal dependencies of different scales for discriminating activities. The third block is a fully-connected network layer. Similar to a standard multilayer perceptron neural network, it maps the extracted features, namely the outputs of the second block, into the output classes.Through a softmax
(here, C is the number of output classes), a posterior probability of the classification results is obtained. Then, an entropy cost function is constituted based on this probabilistic results and the true labels of training instances. During the training phase, all parameters are modulated to search the minimum cost.
However, the shorthand description of this architecture can be expressed as:
Here C and DC represent the common CNN and the dilated CNN, respectively, F l denotes the number of feature maps in this layer. R is the abbreviation of RNN, namely dilatedSRU in this paper, n l represents the number of recurrent cells in each layer of dilatedSRU, it is worth noting that every layer has the same number of cells. FC is a fully-connected layer with a softmax classifier. During our training, we found the optimal setting expressed as C(1) −
DC(64) − DC(64) − DC(64) − R(24) − R(24) − FC.
In order to reduce internal covariance shifts, batch normalization is utilized to the convolutional neural networks (including three dilatedCNN s). Besides, for regularization and avoiding overfitting, we apply dropout in the inputs of two later blocks, two dilatedSRU s, and an FC layer, and in our implementation, we set the dropout probability to be 0.5.
Furthermore, a sliding window strategy is employed to segment the time series signals into a collection of short pieces of signals (referred as an instance). Especially, each instance fed into the CNN is a two-dimensional matrix containing r raw samples, each sample is with D attributes. Here, r is a fixed duration as the window length, and the step size of sliding a window is chosen to be 50% overlap between adjacent windows. Therefore, the smaller step size is, the larger the amount of instances we have incurring higher computation workloads. Additionally, the short piece of signals is usually labeled as the most-frequently label.
V. EVALUATION
We evaluate our proposed architecture on two benchmark datasets, which are OPPORTUNITY and PAMAP2. Meanwhile, we compare its performance against some other schemes for HAR. In what follows, we first introduce the two benchmark datasets. Then, in order to eliminate the influence of imbalanced class, we bring in two appropriate measures to assess the performance of complex activity recognition systems. In addition, we also present some other schemes for human activity recognition, and finally, we state the parameters of our proposed model in the training.
A. BENCHMARK DATASETS
As we know, human activities usually includes periodic (e.g., walking, bicycling) and sporadic (e.g., drinking from a cup, fetching a cup). Besides, there is a fact that these activities are always embedded in a mass of NULL classes (NULL represents a time interval without any ''interesting'' activities). However, this makes activity recognition problem more thorny, this is due to the reason that a recognition system should be capable of implicitly identifying and classifying a series of samples comprising a gesture. Therefore, a suitable benchmark should cover both human activities and Null activity. In our experiments, we choose two published datasets for activity recognition, OPPORTUNITY [33] , PAMAP2 [34] .
The OPPORTUNITY Dataset [33] consisting of a set of complex naturalistic activities, collected by four subjects in a daily living scenario deployed rich sensors. In this paper, we choose sensors that do not lose any packet for evaluation, and the samples include accelerometer recordings and complete IMU data. Therefore, this yields an input space with a dimension of 77 channels, each represents a sensor axis. As TABLE 1 lists, there are 18 mid-level gestures, e.g. Open Door, Close Door, NULL. In the preprocessing, a linear interpolation is applied to fill in missing data, TABLE 1. Activity labels of dataset OPPORTUNITY and PAMAP2 used in our evaluation. Through the sliding window processing, we list the number of all instances and the part used for training. VOLUME 6, 2018 and each sample is normalized to the interval [0, 1]. Moreover, for frame-by-frame analysis, we replicate previous work with non-overlapping sliding windows of 800ms with 50% overlap between adjacent windows. During training, we choose runs 4 and 5 from subject 2 and 3 as the testing dataset, while the remaining data (approximately 732k samples ( about 61k frames)) is used for training.
The PAMAP2 Dataset [34] consisting of 12 lifestyle activities (as TABLE 1 lists), includes both household activities and exercise activities such as Nordic walking, playing soccer, et al. These activities are recorded from 9 participants following some instructions for over 10 hours in total, and some inertial measurement units, such as accelerometer, gyroscope, magnetometer, are located on the hand, chest and ankle for collecting signals. Eventually, there are 52 channels in the dataset. In data preprocessing, for a same temporal resolution as OPPORTUNITY, we apply down-sampling technique to the recorded data. Similar to OPPORTUNITY, we replicate previous work with non-overlapping sliding windows of 800ms with 50% overlap between adjacent windows. And in the evaluation, we choose run 1 and 2 from subject 5 for validation and use runs 1 and 2 from subject 6 in the testing, thus, the remaining data is training dataset is which contains approximately 473k samples (about 29k frames).
B. PERFORMANCE METRICS
Due to the highly imbalanced datasets exist in the continuous recording, an appropriate performance metric is crucial to assess a complex activity recognition system. For example, from TABLE 1, we can easily see that the OPPORTUNITY dataset is extremely imbalanced and more than 75% of recording data represent NULL. Therefore, the overall classification accuracy could not be used to measure performance, since the majority class will achieve very high accuracy while the minority performs badly.
As TABLE 2 illustrates, a confusion matrix is typically used to evaluate the performance of machine learning algorithms, amongst, the columns represent the predicted class as the rows are the actual class. Therefore, in the confusion matrix, there are four kinds of measurement: True Negatives (TN), False Positives (FP), False Negatives (FN) and True Positives (TP). According to these notations, it is easy to understand that TN, FP, FN and TP respectively represent the amount of negatives correctly classified, the amount of negatives incorrectly classified, the amount of positives incorrectly classified and the amount of positives correctly classified. In our evaluation, we assess models using the weighted F 1 score, which takes into account the precision and recall for individual activity and performs better than accuracy, Besides, we also compute another performance metric, the mean F 1 score. It is independent of the class distribution and could be computed using the following equation, In previous works, many methods have been proposed for human activity recognition as section II introduces. Here, we mainly present a few baselines, including CNN, RNN and DeepConvLSTM. Amongst, bi-RNN and CNN have achieved the state-of-the-art results on the dataset Opportunity and PAMAP2 respectively. The first three methods are the traditional machine learning schemes, and the latter three are the recently-developed deep learning methods.
• CNN. For each CNN, it consists of at least one convolutional layers and one max-pooling layer. Above CNN, there is a fully connected layer, and at the top level, a softmax function is employed. At each convolutional layer, the width of each max-pooling is fixed to 2 and its outputs are processed using a ReLU activation function. A series of frames of movement data is fed into this framework, and stratified mini-batches and stochastic gradient descent are applied to train it for minimizing negative log likelihood.
• RNN. In this baseline, two flavors of LSTM recurrent networks are implemented, including deep forward LSTMs(LSTM-F) and bi-directional LSTMs (b-LSTM-S). The first one contains multiple layers of forward recurrent units, in contrast, the latter is consisting of two parallel recurrent layers that stretch both into the ''future'' and into the ''past'' of the current time-step. Similar to CNN, a frame of movement data at any given time t is fed into the framework. Moreover, both of them are trained to minimize the negative log-likelihood using adagrad and subject to max-in norm regularization.
• DeepConvLSTM. This is a DNN architecture combining convolutional neural network and recurrent neural network. In each CNN layer, it conducts 1D convolution operation along the temporal axis of an individual channel using same feature maps, and it uses ReLU as activation function while the hyperbolic tangent function is employed in the recurrent layer. All trainable parameters are optimized by minimizing the cross-entropy loss using mini-batch gradient descent. Moreover, in the training stage, RMSProp update rule is used to modulate these trainable parameters after each batch.
• D 2 CL [35] . This is an optimized deep learning framework for HAR. Different to DeepConvLSTM, in order to avoid information loss caused by a series of reduction and expansion operation, the 2D dilated CNN is applied to extract intra-sensor and inter-sensor features along the temporal axis. Then, by stacking two LSTM layers, it could model the long temporal dependencies of the extracted features for final prediction/classification. Note that the proposed method of this paper is based on D2CL, as we mentioned above, we replace the two LSTM layers with dilatedSRU.
D. MODEL TRAINING
In this work, we implement the proposed model using the Tensorflow [36] library. Then, we train it in a fully-supervised way and back-propagate the gradients from the softmax layer. Moreover, the Adam [37] update rule and gradient descent method are employed to optimize all trainable parameters for minimizing loss. For a higher efficiency, the collected sensor signals are segmented into mini-batches with a size of 100 during training and testing. Based this configuration, an accumulated gradient for the parameters is computed after each mini-batch. And, we use categorical cross-entropy function to computes the loss between predictions and targets, in addition, we add a L2 penalty to the loss. In our training, we set L2 penalty to 0.001, all weights and biases are randomly orthogonally initialized, and are updated using Adam update rule with an initial learning rate of 10e −4 and a decay factor of 0.9. We choose other parameters according to the rules shown in [38] , but it is still an open issue to find the optimal parameters.
VI. RESULTS AND DISCUSSION

A. CLASSIFICATION PERFORMANCE
In contrast, we summarize the quantitative comparison of two public datasets in terms of the weighted F 1 score (F w ), and the mean F 1 score (F m ). The comparative results are listed in TABLE 3, and for each performance metric, we highlight the best score in bold. From it, we could intuitively see that the peak performance of individual method varies hugely, a more than 10% F m score difference between the best and the worst on OPPORTUNITY. However, our proposed model outperforms other recognition models with 71.87% mean F1 score, and the best performance of 92.07% weighted F 1 score. As we know, for the online real-time HAR on OPPORTU-NITY, this is the first time to achieve a F w score of 92% above. Moreover, as Table 4 shows, we also compute the absolute difference between peak and median performance across all experiments on OPPORTUNITY. Results show that our proposed model is still with the least variance of 0.9%. On PAMAP2, the proposed model also achieve a competitive performance by 93.5% F m score, which is a tiny bit less than the best result that F m score is 93.7%. It is noteworthy that [39] proposed a deep learning architecture using a bidirectional recurrent network, and it achieves the best performance on Opportunity dataset by 92.7% weighted F 1 score. But, for bi-directional LSTM, at any time-step t, both the past and future context are required to interpret the input for activity recognition, it is not suitable for online analysis. Therefore, we don't make a comparative analysis between b-LSTM-S and D 2 CL in this paper.
Besides, in order to reveal the relationship between recognition performance and the magnitude of the training dataset, we also compute the weighted F1 score for each gesture class. As the dotted line plots in Fig. 9 , the imbalance problem of training data is very serious, for the training dataset, NULL activity is almost 70% while other classes are rarely more than 2% (only class 17 reaches at the proportion as few as 6.9%). This result is in accordance with above-mentioned fact that most of the signals are not corresponding to interesting activities in HAR. However, due to this imbalance problem, there is a significant difference in the weighted F1 score between these gesture classes. In Fig. 9 , as the solid line plots, the best performance is above 95%, achieved by class 1(namely, NULL activity which has the largest proportion), while the worst performance is below 40%. This is due to the reason that the more data we train, the better feature presentation our proposed model can learn, and the higher classification performance we can achieve. But surprisedly, even though the training datasets of class 3 and class 5 are very small (both under 2%), they still achieve a considerable accuracy performance by 85% above, which is far better than other classes which also have little proportion. This phenomenon proves that deep learning method for human activity recognition is feasible even without a large amount of dataset for training.
B. EFFICIENCY
As we know, the common recurrent network, especially a deeper RNN, is very hard to train to converge. In order to evaluate the proposed model has a better performance in the training stage, we make a comparative analysis from two aspects: loss (see Fig. 10(a) ) and the weighted F1 score (namely F w , see Fig. 10(b)-Fig. 10(d) ) in the training. Fig. 10 illustrates the plots of loss and F w on OPPORTU-NITY, we can intuitively observe that the proposed method converges faster than D 2 CL, and performs better than DeepConvLSTM. As Fig. 10(a) depicts the changing of loss on the training dataset, the loss of our proposed method (using the solid line) sharply decrease from 1.6 to 0.4 during the first 25 epoch, while the loss of D 2 CL (using the dotted line) is approximately 1.0. In the following 125 epochs, the solid line slowly declines by a small margin of 0.1. Then, it almost stops declining after 125th epoch. At this moment, the model can be regarded as converged. Contrarily, the dotted line persistently declines even though it has trained 600 epochs, which means the model still does not converge. Besides, we can observe that the changing of the plot of DeepConvLSTM (as the star line illustrates) is nearly in keeping with our proposed model, but its value is much closer to zero, means that the predicted activities almost equal to the supervised labels of the training data.
As Fig. 10(b) and Fig. 10(d) illustrate, they show how F w changes while train DeepConvLSTM and our proposed method, respectively. Similar to the loss, both of them sharply increase up to 95% above, and then change extremely small. Moreover, by comparing these two figures, the difference of DeepConvLSTM between the training results and the validation results is much larger than our proposed model. In combination with the loss, it reveals that DeepConvLSTM performs much more severely overfitting. Additionally, Fig. 10(c) shows that the F w of D C L increases much more slowly, and it happens overfitting that results of the training dataset is better than the validation dataset at 200th epoch. Though the line of training may still increase, the dotted line (responding to validation) climbs slowly, which means that the discriminative ability does not enhance anymore. Even the best performance is 91.5% F w score is achieved at the latter part of the training phase, it only makes the overfitting phenomenon much more severe if continue to train.
C. HYPERPARAMETERS EVALUATION
Subsequently, we will mainly characterize the influence of two key hyperparameters: sliding window length and the number of convolutional layers. In this work, sliding window length can be regarded as the number of samples of a single segment, which is corresponding to one activity class.
1) LENGTH OF SLIDING WINDOW
In the previous statement, we present that the default sliding window length is 800ms (containing 24 samples per frame). But, If those activities whose duration is much longer, it is hard to notice time dependences from this sequence of signals. If some activities are too short, there will be more than one activity in a data segment. Therefore, in order to evaluate the performance of gestures recognition with different duration, namely sliding windows time, in particular, while the gestures are significantly longer or shorter than the sequence length, besides 800ms, we carried out experiments with data sequences segments at a duration of 667ms, 1000ms, 1500ms. Fig. 11 plots the best performance on OPPORTUNITY dataset with different siding window length. See from it, we can observe that the model achieves the best F w score performance of 92.07% at a duration of 800ms. As the length increases to 1000ms and 1500ms, the F w performance FIGURE 11. The weighted F1 score performance of our proposed model on dataset OPPORTUNITY using different sliding window length. The dotted line represents the weighted F1 score for sliding window length of 667 ms, 800 ms, 1000 ms and 1500 ms.
is getting much worse, especially, in the case of 1500ms, F w score severely decrease to 90.54%. This phenomenon reveals that the sliding window length has a great impact on recognition performance of HAR method. If the length is too large, more than one short activity or gesture will be included in a data segment. Too small makes a data segment only cover part of signals of a longer activity or gesture.
Furthermore, in Fig. 12 , we display the performance (F w ) of recognizing individual gestures on OPPORTUNITY as the sliding window length varies. As illustrated in this graph, for the majority of gestures, there is no significant changes in recognition performance while we change the length from 667ms to 1500ms. But, for the shorter gestures, such as ''Open Drawer 1'', ''Close Drawer 1'', even though their duration is shorter than the sliding window length, and can be completely covered in a data sequence segment, there is still a steep change in recognition performance.
Taking ''Close Drawer 2'' for instance, when we increase the length to 1500ms, its F 1 score drops to 30% by a decrease of 20%. For some gestures that occupy more than one sequence, that only a partial view of gesture can be learned, results show that the proposed method can still obtain good performance.
2) NUMBER OF CNN
Objective to characterize how the number of convolutional layers affects the recognition performance, we construct four deep learning models with different numbers of convolutional layers and 2 recurrent layers. In this evaluation, the number of convolutional layers of other models is 2, 3, 4 and 5 respectively. We choose OPPORTUNITY as our experimental data, similar to our previous evaluation, we also choose ADL4 and ADL5 from subject 2 and 3 as our testing set, and the remaining data is used for training.
As Fig. 13 illustrates, we intuitively observe that there is an increasing trend in recognition performance while we add the number of convolutional layers. Furthermore, the performance improves by 1% when a new layer is added and it achieves the best performance when there are 4 convolutional layers.
Besides, we also conduct two additional evaluations to demonstrate the influence of hidden space and RNN layers. As These demonstrate that mapping the inputs into a hidden space has a positive effect on recognition performance. By comparing our proposed model with M 2 , and M 3 with M 1 , respectively, there is an improvement of recognition performance with RNN layers, it also clearly prove that the recurrent neural network can observe the temporal dependencies of extracted features from CNNs, and has a positive impact on improving classification performance.
VII. CONCLUSION
In this paper, we present a new deep learning framework for human activity recognition. Firstly, we apply a general convolutional layer to cast inputs to a hidden space for a better capability of nonlinear representation. Then, in order to automatically extract more features of inter-sensors and intra-sensors, a stacked of three dilated convolutional layers is applied in the hidden space, this is due to that dilated convolutions support an exponential expansion of the receptive field without loss of resolution or coverage. Subsequently, given these extracted features, for capturing the latent time dependencies among features, we also propose a novel RNN architecture, dilatedSRU a stack of SRU layers with different skip lengths, that not only can alleviate vanishing and exploding gradient problem, but also capable of fast inference and efficient convergence. In addition, through adding a skip connection, it can model temporal dependencies of different time scales. At last, on the topmost layer, we use a dense layer with softmax function for classifying human activities. We evaluate the recognition performance in two published datasets: OPPORTUNITY and PAMAP2. And results show that our proposed model achieves 92.07% weighted F 1 score which best outperforms the state-of-the-art method, DeepConvLSTM. Moreover, it also outperforms other methods in term of an absolute difference between peak and median performance. Besides, in the training stage, the proposed model takes about dozens of epochs to converge to a minimum loss, which is much faster and more efficient than other state-of-the-art methods. Meanwhile, during the training, it achieves a better configure of the model's parameters than DeepConvLSTM, which performs severely overfitting.
For training deep neural networks, massive amounts of data is a major drawback, and has a great effect on accuracy, performance, and versatility of these models. In order to acquire high-volume data, a complex and expensive process of data collection is necessary, but this often results in data imbalance, which is another huge challenge for recognizing human activities. For most learning algorithms, models achieve a good coverage in the majority examples while the minor ones are frequently misclassified.
Even though it is the prerequisite of behavior profiling to accurately recognize different activities, transitions between activities that a user performs always indicate his/her health. Unlike in the laboratory settings, there are many unexpected difficulties in activity recognition using continuous sensing, for example, no sharp transitions exist between daily activities, some transitional patterns may not be reproducible. Besides, some underlying bio-mechanical supports are different every time, and they are more and more unstable as age increases. However, it is still a huge challenge to automatically segment an activity stream into many principal and transitional states. 
