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Abstract 
In this paper we extend present Shannon’s static statistical information theory to dynamic 
processes and establish a dynamic statistical information theory, whose theme is the evolution law 
of dynamic information and dynamic information entropy and its application. Starting from the 
state variable evolution equation we derive the nonlinear evolution equations of dynamic 
information density and dynamic information entropy density, that describe respectively the 
evolution law of dynamic information and dynamic information entropy. These two equations 
show that the temporal change rate of dynamic information density originates from its drift, 
diffusion and dissipation in coordinate space and state variable space; and that the temporal 
change rate of dynamic information entropy density is caused by its drift, diffusion and production 
in coordinate space and state variable space. Furthermore we present the expressions of drift 
information flow and diffusion information flow, the formulas of information entropy production 
rate and information dissipation rate. We prove that the information dissipation rate is equal to the 
information entropy production rate in a same dynamic system, and that information diffusion and 
information dissipation occur at the same time. We obtain the dynamic mutual information and 
dynamic channel capacity reflecting the dynamic dissipation character in the transmission process, 
which change into their maximum—the present static mutual information and static channel 
capacity under the limit case when the proportion of channel length to signal transmission rate 
approaches to zero. All these derivations and results are unified and rigorous from evolution 
equations of dynamic information and dynamic information entropy without adding any extra 
assumption. As the application of these theoretical formulas, we investigate and calculate the 
information dissipation and information entropy production and their time rate for two actual 
dynamic topics: Brownion motion and molecular motor; and present the dynamic mutual 
information and dynamic information capacity of a Gaussian channel. 
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1. Introduction                                                        
Nowadays Shannon’s statistical information theory[1-3] has became an important discipline. 
The information and the information entropy, as the fundamental concept and quantity in 
information theory, is used to measure not only the amount of information, but also the degree of 
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order and disorder of a natural or social systems[4]. The concepts and methods of information 
theory have been applied widely in communication, computer, cybernetics, mathematics, physics, 
chemistry, biology, economics, sociology, etc[4-8]. Even so, up to now the perfect part of Shannon’s 
statistical information theory only is limited to static state or equilibrium state of 
time-space-independent process. However, the information and information entropy always 
change with time and space from the viewpoint of either the information transmission or the 
degree of order and disorder of dynamic systems. This is the origin of dynamic statistical 
information theory. 
In recent years although information dynamics, information flow and information diffusion 
have been applied often[9-12], they are, in the main, qualitative and lacking in systematic 
quantitative theory. Some years ago, the author[13-15] proposed a new fundamental equation of 
nonequilibrium statistical physics in place of the Liouville equation. That is the anomalous 
Langevin equation in 6N dimensional phase space or its equivalent Liouville diffusion equation of 
time-reversal asymmetry. Furthermore we first obtained a nonlinear evolution equation of 
nonequilibrium physical entropy density changing with time and space, predicted the existence of 
entropy diffusion, and derived a formula for entropy production rate. On this basis, some 
questions naturally arise: now that the information and information entropy are the fundamental 
quantity in information theory and the mathematical expression of information entropy is the same 
as that of physical entropy, how does dynamic information and dynamic information entropy 
change with time, space and the other state parameters? Do they obey any evolution equation? 
What are the forms of these equations if they exist? How to express information entropy 
production, information dissipation, information flow and information diffusion? What parameters 
they are related to? Is there any connection between them and the evolution equation? Do the 
mutual information and channel capacity in dynamic transmission processes need any 
modification? How to modify? What is the difference between dynamic mutual information, 
dynamic channel capacity and the present static ones? We shall solve all these problems and 
present their mathematical expressions from the evolution equations of the information and 
information entropy in a unified fashion, and use the theoretical formulation to some actual 
dynamic topics. This is the theme of our dynamic or nonequilibrium statistical information theory. 
The present static statistical information theory may be regarded as its a special part of 
time-space-independent process. 
 
2. Information entropy evolution equation  
Now let us derive the information entropy evolution equation. Because the information 
entropy is the generalization of physical entropy, and the foundation of physical entropy evolution 
equation is the new fundamental equation of nonequilibrium statistical physics, we can guess 
naturally that not only the information entropy evolution equation should exist but also its 
foundation should be the state variable evolution equation. Let us start from here. 
2.1  The state variable evolution equation  
Suppose that the dynamic system or nonequilibrium system is such as hydrodynamics, grain 
(crystalline grain, star, etc) growth dynamics and any information symbol change dynamics etc, its 
state can be expressed by the state variable a, such as the velocity or the temperature of fluid, and 
the size of grain and any information symbol etc. In other words, here the state variables just are 
information symbols. Let t be the evolution time of state variable, a  is the change rate of a at time 
 3
t, x  is the transmission rate of state variable in coordinate space. Because both the dynamic 
system itself and the state variable as information symbol in transmission processes in coordinate 
space are always disturbed by internal and external noises ,the evolution of state variable changing 
with time, namely the state variable evolution equation of dynamic system, should be described by 
the following Langevin equation[8] 
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Where h (a) is the drift change rate of state variable itself, which is determined by the property of 
the dynamic system and generalized force, ( ) ( ) ( )1 2t a tη µ η+  is its fluctuation change rate 
caused by addictive noise  1 (t) and multiplicative noise ( ) ( )2a tµ η , ( )aµ  is multiplicative 
factor of multiplicative noise; v is the drift transmission rate of state variable in coordinate space, 
( )tς  is its fluctuation change rate. For simplicity, we assume that ( )1 tη . ( )2 tη  and ( )tς  are 
the Gaussian white noise, that is  
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Where D1. D2 and Q are the noise strength or diffusion coefficient of addictive noise, 
multiplicative noise and space noise respectively, 
 (t-t’) is the Dirac 
  function,   is the correlation 
strength between  1 (t) and  2(t), and 0  1.Make a stochastic transformation[16], then equation 

 can be changed into  
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The noise strength is written as  
( ) ( ) ( ) 1221 1 2 22g a D D D a D aλ µ µ
fi fl
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According to the stochastic theory, the temporal evolution equation of probability density 
being equivalent to the Langevin equation (1)(1a) is expressed as the following Fokker-Planck 
equation[8]  
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This is the differential equation describing the probability density of the state variable of the 
dynamic system, where  
 
( ) ( ) ( ) ( ) ,g aA a h a g a
a
∂
= + ∂      ( ) ( )
2B a g a=                   (6) 
( , , )p a x t dadx  is the probability of finding the state variable i.e. the information symbol between 
a and a+da within coordinate space x and x+dx at time t. Obviously, ( , , )p a x t dadx  satisfies the 
normalization condition ( , , ) 1p a x t dadx =

. The physical meaning of equation (5) is that the 
temporal change rate of the state variable probability density of the dynamic system originates 
from its drift and diffusion in state variable space and coordinate space. If A (a), B (a), v  and Q  
are known, ( , , )p a x t dadx  can be solved from equation (5). Equationss (1) and (5) are the two 
equivalent evolution equations of the state variable of dynamic system or the evolution equations 
of information symbol of dynamic systems. 
2.2  Information entropy evolution equation  
   As mentioned at the beginning of this paper, although there are some researches on the 
temporal change rate of the information entropy, no information entropy evolution equation is 
available in literature. Now let us derive this equation based on the state variable evolution 
equation (5). 
   According to information theory and the correspondence with nonequilium statistical physical 
entropy, the dynamic information entropy of a dynamic system evolving at time t can be defined 
as
[2,4,13]
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Where p
 m= p m (a, x) is the probability density of maximum information entropy Sm (pm is called 
equilibrium probability density in physics) and is a equilibrium solution of the following equation 
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is information entropy density per unit coordinate space and state variable space. Since  
 (t)=S(t)--Sm is the relative entropy, Sax(t) should be called relative information entropy density 
in the strict sense. 
 Differentiating bath sides of equation (7) with respect to time t and using the state variable 
evolution equations (5) and (8), we obtain the temporal change rate of information entropy  
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We may write it in the form of the information entropy density  
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This is the balance equation of information entropy density corresponding to the balance equation 
of the mass density, momentum density, energy density and physical entropy density. In equations 
(10) and (11), the quantities are as follows  
 The information entropy flow density in the state variable space  
( )sa ax axJ AS BS
a
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The information entropy flow density in the coordinate space  
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It is obvious that the information entropy flow in both state variable space and coordinate space 
consist of drift information entropy flow and diffusion information entropy flow. 
The information entropy production density  
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Equations (10) and (11) show that the temporal change rate of information entropy in the dynamic 
system consists of two parts : the information entropy flow and the information entropy 
production  
Substituting formulas (9) (12) (14) into equation (11), we obtain the evolution equation of 
dynamic information entropy density Sax (t) as follows 
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Integrating both sides of equation (15) with respect to a and x, we obtain the evolution 
equations of dynamic information entropy density per unit coordinate space Sx (t) and dynamic 
information entropy density per unit state variable space Sa (t) as follows  
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In obtaining equations (16) and (17) we have used the boundary conditions that Sax and its 
derivatives equal to zero at a fiffffifl  and xfiffffifl 
Since the equations. (15)(16)(17) include the probability density p=p (a, x, t), they are not 
closed. Hence, using the expanding formula of the inverse function from formula (9), we obtain  
2
2
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m ax
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Substituting this approximate formula or the further approximate result p ! pm into equations 
(15)(16)(17), they become closed. 
Equations (15)(16)(17) are three evolution equations of dynamic information entropy 
densities. Among them the equation  (15) is basic, and equations (16)(17) are its derivative. They 
show: the temporary change rate of dynamic information entropy density (the term on the left 
hand side) is caused together by its drift (the first term on the right hand side), diffusion (the  
second term on the right-hand side)and production (the third and fourth terms on the right-hand 
side) in coordinate space and /or state variable space. The information entropy diffusion and 
production occur at the same time and originate from stochastic noise. Since information entropy 
measures the degree of disorder of the dynamic systems, the evolution equations (15)(16)(17) 
represent the nonlinear evolution equations of the density of degree of disorder changing with time, 
coordinate space and /or state variable space of dynamic systems. 
So long as A (a), B (a), v  and Q  are known, Sax (t). Sx (t) and Sa (t) can be solved in 
principle from the evolution equations (15)(16)(17). But since equations (15)(16)(17) are unclosed 
nonlinear partial differential equation, it is difficult to get a rigorous solution . 
It is not difficult to generalize the above results to multidimensional dynamic systems, whose 
state variables are 1 2( , , )na a a= "a and transmit in three dimensional coordinate space x=(x1, 
x2, x3). Like equation (5), its probability density ( , , )p ta x  obeys multidimensional 
Fokker-Planck equation, and satisfies the normalization condition ( , , ) 1p t d d =

a x a x . According 
to equation (15), the evolution equation of information entropy density of multidimensional 
dynamic systems should be as follows 
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Where the information entropy density  
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The information entropy production density  
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The information entropy flow density  
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Where Ai(a) is the drift change rate of state variable a, Bij(a) is its components of diffusion tensor 
B. kv is the transmission rate component kQ is its diffusion coefficient.  
Obviously, the mathematical form of the evolution equation of information entropy density in 
n dimensional dynamic systems is same as that one in 1 and 2 dimensional dynamic system. 
 
3. Information evolution equation  
At first information is applied to measure the amount of information in communication, now 
also to represent the degree of order of a system. Information density represents the density of 
degree of order in a system. The dynamic information of dynamic system always changes with 
time, space and other state variables, its evolution law should be described by a differential 
equation. 
According to information theory, the dynamic information of a dynamic system evolving t 
time can be defined as[4]  
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is the (relative) information density per unit coordinate space and state variable space. This 
expression is Kullback information[2,6] in fact. 
Equations (24)(7) and (25)(9) show that  
               ( ) ( ) mI t S t S+ =    and   ( ) ( ) 0ax axI t S t+ =                   (26) 
i.e. the sum of information (density) and information entropy (density ) in a same dynamic system 
is constant. 
Substituting formula (26) into formulas (25) and equation (15), we obtain the evolution 
equation of dynamic information density Iax(t) as follows 
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The information dissipation density  
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Integrating both sides of equation (27) with respect to a and x, we obtain the evolution 
equation of dynamic information density per unit coordinate spac Ix(t) and dynamic information 
density per unit state variable space Ia (t) as follows 
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Equations (27)(29)(30) are three evolution equations of dynamic information densities, which 
we derived. They show: the temporary change rate of dynamic information density of dynamic 
systems (the term on the left hand-side) is caused together by its drift (the first term on the right 
hand-side), diffusion (the second term on the right hand-side)and dissipation (the third and fourth 
terms on the right hand-side)in coordinate space and/or state variable space. Since information 
measures the degree of order of the dynamic systems, the evolution equations (27)(29)(30) 
represent the nonlinear equations of the density of degree of order changing with time, corrdinate 
space and/or state variable space of dynamic systems. 
It should be pointed out here, although the mathematical form of equations (29) and (30) is 
same, their physical meaning is different. Equation (30) describes that dynamic information 
density per unit state variable space changes with time and state variable, it does not depend on 
coordinate space and cannot reflect the interchange of information between the system and its 
environment. However, equation (29) describes that dynamic information density per unit 
coordinate space changes with time and space, it can reflect the interchange of information 
between the system and its environment. Equation (27) is the general expression of equations 
(29)(30), its physical meaning includes both of the two latter’s. We can also thus understand the 
difference of physical meaning among the evolution equations (15)(16)(17) of dynamic 
information entropy. 
If the system has only stochastic diffusion but no drift change in coordinate space, for example, 
the pure stochastic transmission of information symbol, the pure diffusion movement of small 
particle, then the evolution equation (29) reduces to  
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i.e. the temporal change rate of dynamic information density is only caused by its diffusion and 
dissipation in coordinate space. Here ( , )p p x t= . Since the common origin of information 
diffusion and information dissipation is stochastic change of state variable in coordinate space, 
whether both of them exist or not is simultaneous. The information dissipation always exists when 
information diffusion occurs. This is why information evolution equation (33) is different from the 
mass diffusion equation. Information evolution equation cannot be reduced to pure information 
diffusion equation[17] only with diffusion term but without dissipation term. The reason is that both 
mass and energy are conservative, however information and entropy do not. 
Obvious, the information entropy density evolution equation (16) should also reduce to the 
form corresponding to equation (33) in the above case. 
It should be also pointed out here, the information density evolution equation (27) can be also 
written as the information density balance equation corresponding to information entropy density 
equation (11). 
Corresponding to equation (20), the information density evolution equation of 
multidimensional dynamic system should be as follows  
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where the information density  
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the information dissipation density  
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Due to the existence of diffusion and dissipation or production, the information and 
information entropy evolution equations (27)(29)(30)(34) and (15)(16)(17)(20) are time reversal 
asymmetrical, which reflect the irreversibility of these evolution processes. 
It is obvious from evolution equations (27)(29)(30)(34) and (15)(16)(17)(20), if the system is 
in static state or equilibrium state, its information density and information entropy density do not 
change with time t and coordinate space x , the information (entropy) flow and information 
(entropy) dissipation (production) equal to zero. This is just the circumstance of the present static 
statistical information theory. Hence it can be concluded that the present static statistical 
information theory may be regarded as a special part of time-space-independent process of 
dynamic statistical information theory. 
If the dynamic system is isolated, it does not exchange information with its environment. 
Integrating both sides of equation (30) with respect to state variable a and time t, we obtain that 
the dynamic information after evoluting (i.e. relaxing)   time due to cumulative dissipation 
changes to 
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Where the term on the left hand-side is the information of system at time  , the first term on the 
right hand-side is the information of system at time 0t =  the second term on the right hand-side 
is the cumulative dissipation information of system evoluting from time 0t =  to t τ= .
If the dynamic system is stationary, then from equation (29) 0xI
t
∂
=
∂
, we obtain that the 
dynamic information transmitting through channel from input terminal x=0 to output terminal x=l 
due to  cumulative dissipation in the transmission process changes to 
 11 
( ) ( )
0
0
10
l
x x
x x
l
I IQI l I dx da
v x x v
  
   
 
  
	 
 	 

 
∂ ∂
= − − −∂ ∂
 
                         
2 2
log logax axst ax st ax
st st
I IB Qp I p I
p a a p x x
 
     
   
 
 
   
   
	 
 	 

   
 
 
∂ ∂∂ ∂
− + −∂ ∂ ∂ ∂          (38) 
where l is the channel length, ( , )
st stp p a x=  is probability density of stationary system. The 
term on the left hand side is the information density at output terminal x=l, the first term on the 
right hand-side is the information density at input terminal x=0, the second term on the right 
hand-side is the information density difference due to the difference of information density 
gradient at both channel terminals, the third term on the right hand-side is the cumulative 
dissipation of information density in the transmission process. 
 
4. Information flow and information diffusion  
It is easy to know from information evolution equation (27) or (29)(30) that the information 
flow in both state variable space and coordinate space consist of drift information flow and 
diffusion information flow. 
The information flow density in state variable space  
( )ax ax axa ta ax axdaJ J J AI BI
a
∂
= + = − ∂                    (39a) 
or   ( )a ta a adaJ J J AI BI
a
∂
= + = − ∂                     (39b) 
This information flow only changes the internal information density of a system and does not 
relate to exchange of information with the environment. 
The information flow density in coordinate space  
ax ax ax ax
x tx dx ax
IJ J J vI Q
x
∂
= + = −
∂
                       (40a) 
or                      xx tx dx x
IJ J J vI Q
x
∂
= + = −
∂
                        (40b)                                      
This information flow has practical meaning whether in communication process or for 
investigating the change of the degree of order in open system. This is because the information 
exchange of a system with its environment (including one system with the other, among respective 
part in biologic organism, among respective member of society etc) is accomplished by forward 
and backward transmission of information flow in coordinate space. 
The drift information flow density in coordinate space  
ax
tx axJ vI=                                 (41a) 
or                             tx xJ vI=                                  (41b) 
It equals to the product of drift change rate v  of information and information density Iax or Ix in 
coordinate space. 
As motioned above, v  is in fact the drift change rate of state variable in coordinate space. In 
communication, when man receives the information with eyes, v is light velocity; when man 
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receives the information with ears, v is sound velocity.  
The diffusion information flow density in coordinate space 
ax ax
dx
IJ Q
x
∂
= −
∂
                          (42a) 
or                          xdx
IJ Q
x
∂
= − ∂                               (42b) 
It equals to the product of diffusion coefficient Q and negative gradient of information density in 
coordinate space. In other words, information diffusion means that information always diffuse 
spontaneously from high density region to low density region. In three spaces, the diffusion 
direction may be isotropic all around, hence it is obviously different from directional transmission 
of the drift information flow. The rumour transmission is a typical information diffusion. The 
smell communication of animal is in fact a communication with information diffusion. Due to its 
importance, the information diffusion in internet has monograph[12]. Just because the information 
can diffuse spontaneously, to keep the secret of politics, military and finace have been paid 
attention to extremely by all countries. 
Owing to diffusion, the information density and information entropy density of an isolated 
system will become homogeneous. At final, the system approaches to equilibrium. 
It is easy to know from equation (34) that corresponding to formula (23) the information flow 
density of n dimensional dynamic system is  
( ) ( )
ia i ij
j j
J A I B I
a
∂   
= −  
∂

a aa a                    (43) 
Just as equation (38) pointed out that the information density will change in transmission   
process, the information flow density also decreases with the increase of transmission distance in 
space owing to cumulative dissipation. If the dynamic system is nonequilibrium, we can obtained 
the space information flow density at time t through position x from equations (40b)(31) as 
follows   
( ) ( ) ( ) ( )( )
( ) ( )
( )
( ), , , , , , , , ,
, , ln
, ,
m
m m
x
p a x t p a x t p a x t p a x t p a x
J t vp a x t Q Q da
x p a x x p a x x
∂ ∂ ∂
= − − −
∂ ∂ ∂
  	
 

 
 
 
 
  	

  (44) 
It can be seen that the information flow density is a function of time and space. Thus we can easily 
obtain the difference of information flow density between both at time t=0 through position x=0 
and at time t=  through position x=l 
( ) ( ) ( )0 0 l lJ J Pτ τ− =                          (45) 
This is the change expression of information flow density decreasing with the increase of 
transmission distance in nonequilibrium transmission process. Where ( )lP τ  is the cumulative 
dissipation of information flow density in transmission process, it can be calculated from formula 
(44). 
If the dynamic system is stationary, then from equation (29) ' 0x xI J
t t
∂ ∂
= − =
∂ ∂
 (here 
'x xJ J≠ ) and substituting into formula (40b), we obtain the change expression of information 
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flow density decreasing with the increase of trensmission distance owing to cumulative dissipation 
in trensmission process 
  
2 2
0 0
log log
x
ax ax
x st ax st st
st st
I IB QJ J dx da p I p I
p a a p x x
∞
−∞
  
∂ ∂

∂ 

∂ 
 
   
= − − + −
 
	 
 	 

   
∂ ∂ ∂ ∂
   
   
 
 
 
    xPJ −= 0                                                            (46) 
Where J0 and Jx are the information flow density through position x=0 and x=x, Px is cumulative 
dissipation. They are all independent on time because the system is stationary. 
 
5. Information entropy production and information dissipation  
Information entropy production and information dissipation are the intrinsic property of 
complex dynamic systems. Which parameters and how it change with? Can they be described by a 
quantitative formulas? This is an important problem to be solved in dynamic statistical 
information theory. Now let us present the concise formulas for information entropy production 
and information dissipation in this section. 
At first, let us define a new parameter of the dynamic system, that is the percentage departure 
from equilibrium of probability density of the dynamic system as  
log
m m
p p
p p
θ ∆= ≈                                   (47) 
It can be also called the percentage departure from equilibrium for brevity. The gradients of the 
percentage departure from equilibrium in state variable space and coordinate space are  
log
log
a a
m
x x
m
p
p
p
p
θ
θ


 

∇ = ∇
∇ = ∇
                               (48) 
Substituting formula (48) into (14), we obtain the expression for information entropy production 
rate of the dynamic systems  
( )
2 2
i
a x
d S dadx p B Q dadxdt a x
θ θσ σ  
 ff  ff
fi fl
ffi  ffi 
fi fl
 !  !
" #
∂ ∂
= + = +∂ ∂
$ $
                  
       
2 2
0B Q
a x
θ θ
% & % &
' ( ' (
) * ) *
∂ ∂
= + ≥∂ ∂
                                 (49) 
This is just a concise formula for information entropy production rate, i.e. a concise formula for 
the law of information entropy increase. Comparing with the law of physical entropy increase, the 
law of information entropy increase, also named the law of generalized entropy increase, it is 
useful for not only natural science but also social science. It shows that the information entropy of 
natural and social dynamic systems always tends to increase, that is, the systems evolve 
spontaneously to the direction of information entropy increase. Because the information entropy 
represents the degree of disorder of the dynamic systems, hence the law of information entropy 
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increases means that the degree of disorder of natural and social dynamic systems always tend to 
increase. 
Similarly substituting formula (47)(48) into (28), we obtain the expression for information 
dissipation rate of the dynamic system  
2 2 2 2
0id I p B Q dadx B Q
dt a x a x
θ θ θ θ
  
  
∂ ∂ ∂ ∂
       
 
= − + = − + ≤
 
       
∂ ∂ ∂ ∂
	 
 	 
 	 
 	 

 
 
 
 
 
       (50) 
This is just a concise formula for information dissipation rate. Corresponding to the law of 
information entropy increase, this also may be regarded as a concise formula for the law of 
information dissipation. It shows that the information of natural and social dynamic systems 
always tend to dissipate, that is, the systems evolve spontaneously to the direction of information 
dissipation. Because the information represents the degree of order, hence the law of information 
dissipation means that the degree of order of natural and social dynamic systems always tend to 
dissipate. 
It can be seen from formulas(49)(50)that both information entropy production rate and 
information dissipation rate consist of two part: one originates from the interior of dynamic 
systems(in state variable space), the other occurs in transmission processes( in coordinate space). 
Both of them are independent. 
If the dynamic systems has only stochastic change in coordinate space, then the formulas for 
information entropy production rate and information dissipation rate corresponding equation (33) 
are  
2
0id S Q
dt x
θ
 
 
	 

∂
= ≥∂                              (51) 
2
0id I Q
dt x
θ
 
 
	 

∂
= − ≤∂                             (52) 
Similarly, corresponding to equations (20)(34), the formulas for information entropy 
production rate and information dissipation rate of n dimensional dynamic systems are 
( ) ( ) ( )( ) 1 2, :i nd S p t B da da dadt θ= ∇ ∇
 
a aa a                        
( )( ): 0B θ θ= ∇ ∇ ≥a a                                  (53) 
( ) ( ) ( )( ) 1 2, :i nd I p t B da da dadt θ θ= − ∇ ∇
 
a aa a                      
( )( ): 0B θ θ= − ∇ ∇ ≤a a                            (54) 
Formulas (49)  (54) prove, both information entropy production rate and information 
dissipation rate equal to the average value of the product of diffusion coefficient or noise strength 
and the square of gradient of the percentage departure from equilibrium. They show that the 
information entropy production and information dissipation of the dynamic systems are caused by 
stochastic and inhomogeneous departure from equilibrium of probability density in state variable 
space and coordinate space. It can be seen, for nonequilibrium( 0) inhomogeneous ( 	 /  a  0, 
	 /  x  0) complex dynamic systems with stochastic diffusion (B 
 Q 
 ), the information 
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entropy always produce, the information always dissipate. Conversely for equilibrium systems 
(  
 ) or that nonequilibrium but homogeneous ( 	 /  a=0, 	 /  x=0) dynamic systems or that 
dynamic systems only with deterministic but no stochastic motion(B=0,Q=0), there are all no both 
information entropy production and information dissipation. 
It should be pointed out, although the mathematical form and physical meaning of information 
entropy evolution equations (15)(16)(17)(20) of complex dynamic systems are similarly to 
physical entropy evolution equation[13-15] of statistical thermodynamic systems: the temporary 
change rate of entropy density is caused by drift, diffusion and production. However, both of them 
have important difference: the gradient of diffusion term and production term [i.e. the expressions 
of entropy production rate (14)(22)(49)(53)] in the former can take with respect to both position 
and velocity or other parameters; the gradient in the latter only take with position, but not velocity 
or other parameters [13-15]. 
If the system is stationary, through its macro-state does not change with time, a macroscopic 
current exists within the system. The information entropy production rate of one dimensional 
stationary system can be derived from formula (49)and ( ) 0stp a J
t a
∂ ∂
= − =
∂ ∂
 as follows[15]  
( ) ( )( )
0
ln sti
st
pd S J L
dt p L
φ
  
 
 
 
= − +                           (55) 
Where J is the probability current, 
0
1( ) ( )LL h a da
B
φ = −

, L is the interval length [O, L], in 
which the J flows. pst (0) and pst (L) are the probability density at boundaries a=0 and a=L. 
Similarly, we can obtain from formulas (50)(55) the information dissipation rate of one 
dimensional stationary system  
( ) ( )( )
0
ln sti
st
pd I J L
dt p L
φ
  
 
 
 
= − − +                          (56) 
Formulas (55)(56) show that the information entropy production rate and the information 
dissipation rate in the stationary state are proportional to their probability current. When the 
system is in equilibrium state, J=0, both the information entropy production rate and the 
information dissipation rate equal to zero. This agrees with the result of formulas (49) (54). 
It can be seen from (49) (56) that in a same dynamic system, information dissipates when 
information entropy produces, information increases when information entropy decreases. Both of 
them exist simultaneously and their values are equal. In other words, the information entropy 
production (or decrease) rate is equal to the information dissipation (increase) rate. That is, the 
temporal change rate of the sum of information entropy and information within a same dynamic 
system is zero  
i id S d I
dt dt
= −    or   ( ) 0id S Idt + =                (57) 
Starting from the laws of information entropy increase and information dissipation it can be 
concluded that any natural and social systems cannot be as white as a lily and a monolithic bloc, 
within which there always are disorder subsystems. For example, there are defects in crystal, dead 
calls in good health organization, criminals in society etc. 
Owing to the inhomogeneity of percentage departure from equilibrium of information entropy 
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density and information density, it can be drawn a new inference: the change of corresponding 
microstructure within the dynamic systems during an irreversible process is inhomogeneous. For 
example, the dislocation slip always concentrate into slip bands during the plastically deformed 
process of monocrystal; the ageing and pathologic change speed of all organ are different during 
the ageing process of man, such as some one has only a serious heart disease, the other has merely 
a dangerous disease of the kidneys. 
 
6. Dynamic mutual information and dynamic channel capacity  
A fundamental question in Shannon information transmission theory is to give a formula for 
calculating the amount of information, which is transmitted through channel by transmitter from 
the input terminal and received by receiver at the output terminal. This is the present static mutual 
information[1-3]. 
( ) ( ) ( ) ( ) ( );I A B H A H A B H B H B A= − = −                   (58) 
Where A is the symbol transmitted through channel by transmitter from input terminal, B is the 
symbol received by receiver at the output terminal. H (A) is the entropy of symbol A, H (B) is the 
entropy of symbol B, H (A|B) and H (B|A) are the noise entropies caused by noise disturbance on 
the symbols. It should be pointed out here, information transmission is just that information flow 
transmits from one point to another point in time-space and is a dynamic process changing with 
time and same space. If transmitting rate of symbol is v, then the transmitting time through the 
channel length l is  =l/v. Hence we must mark a time-space coordinate of channel on the symbols, 
for example, let Ax(t) and Bx(t) be the symbols A and B at time t in the position x of channel. The 
reason why the symbols of all terms in formula (58) have no obvious time-space coordinate is that 
the present static communication model is a point model (or zero transmitting time model) in 
essence. There is no time-space process. That is, that the symbols transmit from the input terminal 
to the output terminal does not need any time. Both the terminals are appropriately located at same 
point, the noise is also concentrated on this point. Therefore, the symbols of all terms in formula 
(58) take the same time and same space coordinate. For mutual information (58), it should be 
written 0 0( ; ) ( (0); (0)) ( ( ); ( ))l lI A B I A B I A Bτ τ= = , its exact definition is: the receiver at the 
time ( 0)t τ= =  and the output terminal ( 0)x l= =  receive the amount of information 
contained in symbol 0( )( (0))lB Bτ =  about symbol 0( )( (0))lA Aτ =  transmitted by transmitter 
at a same time and same position. Now the question arise: when the transmitting time of symbols 
through channel is long enough and there is noise in transmission process, how to calculate that 
the receiver at the time t τ=  and the output terminal x l=  receive the amount of information 
contained in symbol ( )lB τ  about symbol 0 (0)A  transmitted by transmitter at the time 0t =  
and the input terminal 0x = ? This is dynamic mutual information.  
In order to obtain dynamic mutual information, we write static mutual information (58) as 
follows 
( ) ( )( ) ( )( ) ( ) ( )( ) ( )( ) ( ) ( )( )ττττττττ llllllll ABHBHBAHAHBAI −=−=;     (58a) 
Compared with (58), this formula obviously include transmitting time τ  and the output terminal 
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l, its exact definition has motioned as above. Because dynamic information exists cumulative 
dissipation in transmission process, the information H (Ao(0)) transmitted from the input terminal 
will reduce to H(Al( )) when it reaches the output terminal by information flow. Their relation is  
( )( ) ( )( ) ( )( )0 0 llH A H A H Qτ τ= −                           (59) 
where H(Ql( )) is the cumulative dissipation of information transmitting from the input terminal to 
the output terminal. Substituting formula (59) into (58a), we obtain the formula for dynamic 
mutual information 
                  
( ) ( )( ) ( )( ) ( ) ( )( )ττ ll BAHAHBAI 00;0 000 −=                  (60) 
where             ( ) ( )( ) ( )( ) ( ) ( )( )0 0 l l l lH A B H Q H A Bτ τ τ τ= +           (61)                                          
Though formula (60) comes from (58a), its physical meaning is different. This dynamic mutual 
information just is that the receiver at the time t=  and the output terminal x=l receive the amount 
of information contained in symbol ( )lB τ  about symbol 0 (0)A  transmitted by transmitter at 
the time t=0 and the input terminal x=0. Why formula (60) is called dynamic mutual information? 
The reason is that it includes dynamic information dissipation in transmission process, but 
formulas (58)(58a) do not. 
In order that formula (60) can be applied to actual calculation, we must know the cumulative 
information dissipation in transmission process. Substituting the change expression of information 
flow density in transmission process (45) or (46) into (59), it is not difficult to obtain  
( )( ) ( )( ) ( )( )
( )( ) ( )( ) ( )( )
( )
( ) ( )( )
0
0
0 0
0 0
0
0
1 0 0
0 0
l
l
l l
l
P
H Q H A
J
P J
H A H A H A
J J
τ
τ
τ τ
τ



  

 

 
 

=
= − =
             (62) 
Substituting formulas (61)(62) into (60), then dynamic mutual information reduces to  
( ) ( )( ) ( )( ) ( )( ) ( ) ( )( )ττ
τ
τ ll
l
l BAHAHJ
J
BAI −= 0
0
;0 0
0
0             (63) 
Because formulas (45) and (46) are suitable for both nonequilibrium state and stationary state 
respectively, dynamic mutual information (63) can be applicable to both nonequilibrium state and 
stationary state. 
The another important question in information transmission theory is the channel capacity, i.e. 
the largest amount of information that can be transmitted through the channel. In Shannon 
information theory, the static channel capacity is defined as[1-3]  
  );(max
)(
BAIC
ap
=                           (64) 
Where I(A;B) is the static mutual information (58), p(a) is the input probability density of symbol 
A. Along with the appearance of dynamic mutual information (60)(63), there should be also the 
dynamic channel capacity. Corresponding to formula (64), it should be defined as  
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( )
( ) ( )
0
0
0
0
0
( )
( )
max (0); ( )
( )
max (0) ( ) | ( )(0)
d l
l
l l
p a
p a
C I A B
J H A H A B
J
τ
τ
τ τ
=   
= −
 
 
            (65) 
Where 0( )p a  is probability density of symbol 0 (0)A  at the time t=0 and the input terminal x=0. 
Formula (65) just comes from formula (64) by means of dynamic mutual information (63) in place 
of static mutual information (58). 
It can be seen from formulas (60)(61)(63)(65)that the information dissipation caused by noise 
in dynamic mutual information and dynamic channel capacity consist of two parts: the first is the 
cumulative information dissipation ( )( )lH Q τ  in transmission process from the input terminal 
to the output terminal, which reduces ( )( )0 0H A  to ( )( )lH A τ ; the second is the 
instantaneous information dissipation ( )( ) | ( )l lH A Bτ τ  in formulas (58)(58a)(64) occuring at 
receiving time and the output terminal. Under what condition ( )( )lH Q τ can be neglected? It can 
be seen from formulas (62)(63) especially the following expressions (76)(84) that the cumulative 
information dissipation ( )( )lH Q τ  can be neglected only when transmitting time  =l/v 0 i.e. 
the proportion of channel length l to transmitting rate v tends to zero. Under this condition the 
information transmitting from the input terminal to the output terminal does not take place any 
change nearly, formulas (60)(63)(65) reduce to formulas (58)(58a)(64). This is just the suitable 
condition of static mutual information and static channel capacity (58)(58a)(64). Conversely, if 
channel length l is very long, or transmitting rate v is very small, or noise strength Q is very large, 
the cumulative information dissipation ( )( )lH Q τ  cannot be neglected. Under such 
circumstance, mutual information represent that the receiver at the output terminal receive the 
amount of information transmitted from the input terminal and channel capacity should be 
dynamic formulas (60)(63)(65) in place of static formulas (58)(58a)(63). For examples, the 
communication in deep ocean or between stars, in the former case the sound transmitting rate is 
smaller, in the latter case the distance is very long, and the noise is strong in both transmission 
process, so dynamic mutual information (60)(63) and dynamic channel capacity (65) have its 
practical mean. 
It can be seen that dynamic mutual information and dynamic channel capacity are in general 
smaller than static mutual information and static channel capacity, only their maximum tend to the 
latter. 
It should pointed out here, in order to correspond entirely to the present static information 
theory, dynamic information entropy (7) and dynamic information (24) of dynamic system 
evolving at time t should be defined as[1-3]  
( ) ( ) ( ) ( ), , log , , axS t p a x t p a x t dadx S t dadx= − =
 
             (7a) 
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( ) ( ) ( ) ( ) ( ), , log , ,m m m axI t S S t S p a x t p a x t dadx S I t dadx= − = + = +
 
      
(24a) 
Although formulas (7a)(24a) and (7)(24) are slightly different from each other in forms, both of 
them can be applicable. The more importance is when , ,A B v  and Q are approximately constant 
( v and Q can be regarded as constant in communication process), the evolution equations of 
information entropy density Sax (t) in (7a) and information density Iax (t) in (24a) are the same as 
equations (15) and (27) in forms. The difference is that corresponding with expressions (14) and 
(28) the information entropy production density and information dissipation density here are  
2 2
log logBp p Qp p
a x
σ
     
   
   
∂ ∂
= +∂ ∂                      (14a) 
2 2
log logBp p Qp p
a x
ρ
     
   
   
∂ ∂
= − −∂ ∂                      (28a) 
If the dynamic system is nonequilibrium, corresponding to expression (44),the information flow 
density at time t through position x here are  
( ) ( ) ( ) ( ) ( ), , , ,, , ln , ,x p a x t p a x tJ t vp a x t Q p a x t Q da
x x
 
 	

 

 
 
 

 

 
 
∂ ∂
= − −∂ ∂

         (44a) 
Compared with (14a)(28a), the superiority of expressions(14)(28) is that the information 
entropy production and information dissipation are equal to zero automatically at equilibrium state 
p=pm, it need not any additive condition. However, if we want that the information entropy 
production and information dissipation described by formulas (14a)(28a) equal to zero at 
equilibrium state, it must need 0
m mp p
p p
a x
∂ ∂
= =
∂ ∂
   
   
    . In general, the former is not reasonable. 
This is why expressions (7) and (14) are applied as the definition of dynamic information entropy 
and dynamic information in this paper. 
Nowadays some men try to derive all physical fundamental equations in a unified fashion 
from the maximum principle of Fisher information[18]. The information entropy production rate 
expressed by formula (14a) during B=0 and Q=1 just equals to Fisher information. That is to say, 
Fisher information is a special example of Shannon information entropy production rate. 
 
7. Application 
Now let us apply the above theoretical formulation in sections (2) (6) to investigate some 
actual topics. 
7.1  Brownian motion  
Suppose the state variable itself of system takes place Brownian motion and its position 
transmits with drift-diffusion in coordinate space at the same time. For example, the dynamic 
Gaussian signal transmitted through spatial Gaussian channel. In this transmission process, 
information entropy and information will change. According to equation (5), the Fokker-Planck 
equation describing this dynamic system is[19]  
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( )
2 2
2 2
p p p p
ap v D Q
t a x a x
β∂ ∂ ∂ ∂ ∂= − + +
∂ ∂ ∂ ∂ ∂
                (66) 
where    is friction constant. If the initial solution of equation (66) is  
( ) ( ) ( ) ( )
2 21 2 1 20
0
0
, , 0 exp 2 exp
a a xp a x t pi ε piϕ
ε ϕ
− −
  
 
   
   
 
−
= = − × −          (67) 
then its time-dependent solution can be obtained[19]  
( ) ( ) ( ) ( ) ( )( )
2 2
1 1
2 2
, , exp 2 4 exp
4t t
a b t x vt
p a x t Qt Qtpi ε piϕ piε ϕ
− −
  	 

	 

 
   
 
 
 
 
 
−
−
= − × + −
+
 
( ) ( ), ,p a t p x t=                                                (68) 
Where            
( )
( ) 0
2 2
0
, 2
1
t
m
t t
t m
b t b e D
e e
β
β β
ε β
ε ε ε
−
− −



= =


= + −
                              (69) 
The equilibrium solution of equation (66) is 
   ( ) ( ) ( ),m m mp a x p a p x= ,  ( ) ( )
( )
21
2 expm m
m
m
ap a
p x constant
piε
ε
−
  
  
 ff fi
fl
= −
=
           (70) 
Substituting formulas (68)(70) into (48)(49), we obtain the expression of the information 
entropy production rate of this system at time t  
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The temporal change rate of information entropy production rate at time t is  
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The information entropy production of this system at time t is  
                  ( ) ( ) ( ) ( )2 2 2 20 0
0
11 1 1
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t t t t
i
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According to formulas (50)(57)(68) (73), we can obtain the information dissipation rate, its 
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temporal change rate and the information dissipation of this dynamic system at time t  
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It is not difficult to see from expressions (71) (74) that for this dynamic system the information 
entropy production rate 0P > , its temporal change rate 0P t∂ ∂ <  and information entropy 
production 0i S∆ =  at initial state 0t = : the information dissipation rate 0iP < , its temporal 
change rate 0iP t∂ ∂ >  and information dissipation 0i I∆ =  at initial state 0t = . The 
information entropy’s 0P = , 0P t∂ ∂ =  and 0i S∆ >  at final state ft t= ; the information’s 
0iP =  0iP t∂ ∂ =  and 0i I∆ <  at final state ft t= . The information entropy’s 0P > , 
0P t∂ ∂ <  and 0i S∆ >  , the information’s 0iP < , 0iP t∂ ∂ >  and 0i I∆ <  for any other 
time ( 0 ft t< < ). 
Substituting expressions (68)(70) into (44) we obtain the space information flow density of 
this dynamic system at time t through position x as follows  
( ) ( )
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 (75) 
The difference between the information flow density 0 (0)J  at time 0t =  through position 
0x =  and the information flow density ( )lJ τ  at time t τ=  through position x l=  is  
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where 1/ 2 1/ 200/ , ( 0, 0) 2( ) , ( , ) 2( 4 )ll v p p x t p p x l t Qττ piϕ τ piϕ pi τ− −= = = = = = = = = + , ( )lP τ  
is the cumulative dissipation of information flow density of this system during in transmission 
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process. Expression(76) is just the change expression of information flow density of the special 
dynamic system described by (66) in transmission process. The change of ( )lJ τ  and ( )lP τ  
with τ  and Q will be discuss in following expression(84). 
7.2  Molecular motor 
Molecular motor plays important role in life process. It can convert chemical energy into 
mechanical energy effectively and directly. The directed motion of molecular motor performs in 
the absence of any macroscopic external force. What is the mechanism of this directed motion? It 
has stimulated interest of many biologists and physists, and many different models were proposed. 
Here we use a periodically rocked model[20, 21] of Brownian motor to calculate the information 
entropy production rate and information dissipation rate of the molecular motor. In this model, 
molecular motor are regarded as a Brownian particle, which are driven by three forces. That is: the 
spatial unsymmetrical periodical potential   the temporal periodical force and a Gaussian white 
thermal noise. The two formers originate from the motor system, the third comes from 
environment. If a denotes the state of molecular motor, then we have  
[ ]( ) ( ) ( ) ( ) ( )a U a aV t t K a t
a
η η∂= − − + = +
∂

                (77) 
We take the spatial unsymmetrical periodical potential[21] 
1 1( ) sin(2 ) sin(4 )
2 4
U a a api pi
pi
= − +
 
 
  , 
temporal periodical force ( ) sin( ),V t A tω=  and )(tη  is a Gaussian white noise. As we hope 
that the spatial average of ( )U a
a
∂
∂
as well as the time average of )(tV are zero. Because 
)(tV is time-dependent, the Fokker-Planck equation being equivalent to the Langevin equation 
(45) does not exist stationary solution. For this reason we may take 1ω << , so that 
)(tV changes with t very slowly. Thus the system exist quasi-stationary solution, and its 
probability current can be approximately expressed by [21] 
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where [ ]( , ) ( ) sin( ) /a t U a aA t Dφ ω= − , spatial period  L=1. 
The probability density of quasi-stationary state 
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       [ ] }0 exp ( ', ) 'a a t daφ− %                                          (79) 
Substituting ( )V t   ( )Lφ   J  and ( ) (0)
st stp L p= into formulas(55)(56), we obtain the 
information entropy production rate and information dissipation rate for molecular motor in 
quasi-stationary state 
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sin( )id S JLA tP
dt D
ω
= =                                   (80) 
sin( )i
i
d I JLA tP
dt D
ω
= = −                                  (81) 
Expressions (80)(81) show that the entropy production rate P  and information dissipation rate 
iP  are proportional to J/D and ( ) sin( )V t A tω= . Because J  is also changes with ( )V t  and D 
complicatedly, P
 
and iP  are a complicated nonlinear function of ( )V t  and D.  
From the information entropy production rate 0P >  and information dissipation rate 
0iP < , we can conclude that the efficiency of molecular motor is still smaller than 100% though 
it is very high. That is, the second law of thermodynamics is also universal for molecular motor. 
 
7.3  Gaussian channel  
In present Shannon static information theory, the Gaussian channel is typical example. Both 
its symbol and noise obey Gaussian distribution. Its mutual information and channel capacity 
are
[1-3]
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ff fi
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where the 2aσ
 
and 2nσ are the variances of the input symbol and noise, i.e. their average powers. 
Formula (83) just is the famous Shannon formula of channel capacity. 
Now let us give the dynamic mutual information and the dynamic information capacity of a 
Gaussian channel through which dynamic symbol is transmitted. As mentioned in expressions 
(44)(75), for dynamic Gaussian symbol transmitted through spatial Gaussian channel, the 
proportion of information flow density ( )lJ    at time t=  transmitted to output terminal x=l to 
information flow density (0)  at time t=0 transmitted from input terminal x=0 is  
( ) ( )
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     (84) 
According the expressions (84)(62), for a Gausian channel, if the information transmitted from 
time t=0 and input terminal x=0 is  
( )( ) ( )20 10 ln 22 aH A epi σ=                         (85) 
then at time t=  and output terminal x=l it reduces to  
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( )( )lH A τ δ= ( )( ) ( ) ( )2 20 10 ln 2 ln 22 2 la aH A e eδ pi σ pi σ= =       (86) 
where                    ( ) δδ σpiσ 212 2 aa el −=                                  (87) 
The expression (86) is still a Gaussian symbol, its average power reduces to   al2 from   a2. 
Substituting (86) into formulas (63)(65) and using same method for deriving formulas (82)(83), 
we obtain the dynamic mutual information and the dynamic information capacity of a Gaussian 
channel as follows  
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It can be seem from expression (84) that δ  changes with the transmitting time /l vτ = . i.e. 
the proportion of the channel length l to the transmitting rate v and the space noise strength Q. 
When /l vτ =  0. i.e. l 0 or v  fl , then 
 =1, ( ) (0)lJ =  . Under this condition, the 
cumulative information dissipation in the transmission process ( ( )) 0lH Q τ = , 2 2al aσ σ= , the 
dynamic mutual information and the dynamic channel capacity (88)(89) reduce to the static 
mutual information and the static channel capacity (82)(83). In fact, /l vτ =  0 means in 
physics that the channel length l shortens into one point, the noise of course also concentrates on 
this point. This is the present static (or zero transmitting time) communication model. When 
/l vτ = fifl     l fifl	 v  0, or Q
 , then 0δ =  ( ) 0lJ = . Under this condition , 
0( ( )) ( )(0)lH Q H Aτ = , ( ) 0( )lH A τ = , all the information of symbol 0 (0)A  transmitted from 
input terminal dissipates entirely in transmission process, it cannot receive any information again 
in output terminal. Under any other general condition, i.e. when 0 τ< < ∞  and 0 Q< < ∞ , then 
0 1δ< < , 2 2
al aσ σ< , the dynamic mutual information and the dynamic channel capacity are 
smaller respectively then the static mutual information and the static channel capacity. All these 
results just are the modification of the dynamic mutual information and the dynamic channel 
capacity on the static mutual information and static channel capacity. 
Up to now all the results in this paper is based on the dynamic information entropy (7) and the 
dynamic information (24). If we start from the dynamic information (24a), substituting expression 
(68) into (44a), we obtain the proportion of the information flow density of the Gaussian channel 
at the final state to the information flow density at the initial state as follows  
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The physical meaning of expressions (84)(84a) is same, their difference comes from rather 
different computational starting point. If we use (84a) in place of (84) to calculate the dynamic 
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mutual information and the dynamic channel capacity (88)(89), the qualitative result is same 
though the quantitative value is rather different. 
 
8 Conclusion 
Dynamic statistical information theory is an information theory, which deals with the 
evolution law of dynamic information and dynamic information entropy and its application by 
means of stochastic process method. Starting from the state variable evolution equation we have 
derived the nonlinear evolution equations of dynamic information and dynamic information 
entropy, which describe the evolution law of dynamic information and dynamic information 
entropy. These two equations are time-reversal asymmetrical. They show that the temporal change 
rate of dynamic information density originates together from its drift, diffusion and dissipation in 
coordinate space and state variable space, and the temporal change rate of dynamic information 
entropy density is caused together by its drift, diffusion and production in coordinate space and 
state variable space. The expression of information (entropy) flow, the formulas of information 
dissipation rate and information entropy production rate, and the dynamic mutual information and 
dynamic channel capacity are derived and presented all from these two evolution equations. 
The information flow consists of drift information flow and diffusion information flow. The 
drift information flow is directional. However, the diffusion information flow always diffuses 
from a high information density region to all low information density regions. The temporal 
change rates of the sum of both total and internal information and information entropy in a same 
dynamic system are equal to zero. The laws of information dissipation and information entropy 
production show that the dynamic systems always tend spontaneously to the direction of the 
decrease of the degree of order and the increase of the degree of disorder. These dissipation and 
production originate from inhomogeneous departure from equilibrium of dynamic system and the 
internal and external noises. Dynamic mutual information and dynamic channel capacity reflect 
the dynamic dissipation character in transmission process and change into their maximum the 
present static mutual information and static channel capacity under the limit case when the 
proportion of channel length to signal transmission rate approaches to zero. 
As examples of application of the above theoretical formulation, the information dissipation 
and information entropy production as well as their time rate for two actual dynamic topics are 
investigate, and the dynamic mutual information and dynamic channel capacity of a Gaussian 
channel are presented. 
Thus, dynamic statistical information theory has accomplished a unified explanation on the 
evolution law of dynamic information and dynamic information entropy and its application. The 
present static statistical information theory may be regarded as its a special part of 
time-space-independent process. 
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