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Resumo
Uma Memo´ria Associativa (AM, Associative Memory) e´ um modelo projetado para arma-
zenar pares de entrada e saı´da. Sobretudo, uma AM deve ser capaz de recordar uma saı´da
desejadamesmo apo´s a apresentac¸a˜o de uma versa˜o incompleta ou distorcida de um padra˜o
de entrada.
Essa tese de doutorado discute as Memo´rias Associativas Morfolo´gicas Nebulosas (FMAMs,
Fuzzy Morphological Associative Memories), uma classe de memo´rias associativas elabo-
radas para armazenar padro˜es nebulosos e descritas por redes neurais nebulosas cujos neu-
roˆnios realizam operac¸o˜es elementares da morfologia matema´tica, i.e., dilatac¸a˜o, erosa˜o,
anti-dilatac¸a˜o e anti-erosa˜o. E´ verificado que os principais modelos de Memo´ria Associativa
Nebulosa (FAM, Fuzzy Associative Memory) pertencem a` classe das FMAMs.
Essa tese introduz as Memo´rias Associativas Nebulosas Implicativas (IFAMs, Implicative
Fuzzy Associative Memories) e suas verso˜es duais com respeito a` negac¸a˜o e adjunc¸a˜o. Uma
IFAM e´ uma FMAM onde os pares de entrada e saı´da sa˜o armazenados usando o armazena-
mento nebuloso implicativo. No armazenamento nebuloso implicativo, os pesos sina´pticos
sa˜o determinados computando omı´nimo das implicac¸o˜es das ativac¸o˜es pre´ e po´s-sina´pticas.
Resultados sobre a fase de armazenamento das IFAMs e das IFAMs duais sa˜o apresentados.
Em particular, sa˜o demonstrados teoremas sobre a convergeˆncia, capacidade de armazena-
mento, toleraˆncia a` ruı´do e pontos fixos das IFAMs e das IFAMs duais para o caso autoasso-
ciativo. As IFAMs sa˜o comparadas com os principais modelos de FAMs por meio de exem-
plos e resultados teo´ricos. Finalmente, sa˜o apresentadas duas aplicac¸o˜es das FMAMs em
problemas de previsa˜o de se´ries temporais. O primeiro problema trata da previsa˜o da ma˜o-
de-obra requerida em indu´strias metalu´rgicas enquanto que a segunda aplicac¸a˜o refere-se a
previsa˜o da vaza˜o me´dia mensal da usina hidrele´trica de Furnas.
Palavras-chave: Memo´ria Associativa, Morfologia Matema´tica, Conjuntos Nebulosos, Re-
des Neurais.
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Abstract
Associative memories (AMs) are models that allow for the storage of pattern associations and
the retrieval of the desired output pattern upon presentation of a possibly noisy or incom-
plete version of an input pattern.
This thesis discusses fuzzy morphological associative memories (FMAMs), a general class
of AMs designed to store fuzzy patterns and described by fuzzy neural networks. Each
neuron of a FMAM model performs an elementary operation of mathematical morphology
such as dilation, erosion, anti-dilation, and anti-erosion. We show that the most widely
known models of fuzzy associative memories (FAMs) belong to the FMAM class.
This thesis introduces the implicative fuzzy associative memories (IFAMs) and their dual
versions with respect to negation and adjunction. An IFAM is a FMAM model where the
patterns are stored by means of implicative fuzzy learning. Specifically, in implicative fuzzy
learning, the synaptic weights are given by theminimum of the implication of pre- and post-
synaptic activations. We present results concerning the recall and storing phase of IFAM
and the dual IFAMmodels. In particular, we present theorems concerning the convergence,
the storage capacity, the noise tolerance, and the fixed points of the IFAM and dual IFAM
models in the auto-associative case. We compare the IFAMswith several others FAMmodels
by means of theoretical results and examples.
Finally, we present two applications of FMAMmodels in problems of time-series predic-
tion. The first problem concerns the engineering manpower requirement in steel manufac-
turing industry while the second refers to the streamflow prediction of a large hydroelectric
plant, namely Furnas.
Keywords: Associative Memory, Mathematical Morphology, Fuzzy Sets, Neural Networks.
Aos meus pais,
Antoˆnio Marcos de Mesquita Silva e
Ana Lu´cia Ribeiro do Valle Silva
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Capı´tulo 1
Introduc¸a˜o
Em termos gerais, uma memo´ria associativa e´ um modelo inspirado no ce´rebro humano e
projetado para armazenar pares de entrada e saı´da. Ale´m disso, uma memo´ria associativa
deve ser capaz de recordar uma saı´da desejada mesmo apo´s a apresentac¸a˜o de uma versa˜o
incompleta ou distorcida de um padra˜o de entrada [56, 40].
Pesquisas em memo´ria associativa iniciaram na metade do se´culo XX [118, 104] e rece-
beram mais atenc¸a˜o nos anos 1980 apo´s a publicac¸a˜o do famoso artigo de Hopfield [42, 47].
Nos anos 1990, foram apresentados va´rios modelos que estendem o modelo de Hopfield,
por exemplo, a Memo´ria Associativa de Capacidade Exponencial (ECAM, Exponential Correla-
tion Associative Memory) [16] e a Memo´ria Associativa Bidirecional (BAM, Bidirectional As-
sociative Memory) [59, 60]. Entretanto, assim como o modelo de Hopfield, a ECAM e a
BAM sa˜o modelos usados para armazenar padro˜es bina´rios. Em contraste com os mode-
los bina´rios, os modelos de memo´rias associativas baseados na morfologia matema´tica e na
teoria dos conjuntos nebulosos podem ser usados para armazenar padro˜es em tons de cinza.
Os primeiros modelos de memo´ria associativa baseados na morfologia matema´tica fo-
ram introduzidos por Ritter e Sussner e sa˜o referidos simplesmente como Memo´rias Asso-
ciativas Morfolo´gicas (MAMs, Morphological Associative Memories) [89, 90]. As memo´rias
associativas morfolo´gicas possuem va´rias propriedades interessantes [115, 117]. Por exem-
plo, pode-se armazenar quantos padro˜es forem desejados num caso particular ana´logo ao
modelo de Hopfield.
AsMemo´rias Associativas Nebulosas (FAMs, Fuzzy Associative Memories) sa˜o modelos de
memo´rias associativas descritas por redes neurais nebulosas que armazenam padro˜es nebu-
losos, i.e., padro˜es que representam conjuntos nebulosos. Os modelos de Kosko, chamadas
FAMMax-min e FAMMax-prod, representam os modelos mais conhecidos de memo´ria asso-
ciativa nebulosa [58, 62]. Variac¸o˜es e extenso˜es das FAMs de Kosko incluem o modelos de
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Junbo et al. [49], Chung e Lee [18], Liu [63] e Beˇlohla´vek [8].
Sa˜o va´rias as aplicac¸o˜es de modelos de memo´ria associativa. Por exemplo, Zhang et
al. utilizaram um modelo de memo´ria associativa para reconhecimento e classificac¸a˜o de
padro˜es [127, 128]. Ametodologia para classificac¸a˜o de padro˜es baseada emmemo´rias asso-
ciativas tambe´m foi aplicada em problemas de detecc¸a˜o de falha emmotores [67], seguranc¸a
de rede [125] e aprendizado de linguagem natural [39]. Hopfield mostrou que seu modelo
pode ser usado para resolver problemas de otimizac¸a˜o, por exemplo, o problema do caixeiro
viajante [46]. As MAMs foram aplicadas em problemas de visa˜o computacional, localizac¸a˜o
de faces, auto-localizac¸a˜o de roboˆs e ana´lise de imagens hiperespectrais [82, 35]. A FAM de
Kosko foi aplicada com sucesso em problemas de controle [58, 62], rastreamento de alvos
[74] e previsa˜o de se´ries temporais [17].
1.1 Resultados Relevantes da Tese
Uma rede neural artificial onde cada neuroˆnio efetua uma operac¸a˜o elementar da morfolo-
gia matema´tica e´ chamada Rede Neural Morfolo´gica (MNN, Morphological Neural Network)
[110]. A definic¸a˜o de MNN, introduzida por Sussner, e´ inspirada no seguinte resultado
de Banon e Barrera: “Qualquer operador entre reticulados completos pode ser expresso
em termos de combinac¸o˜es de supremos e ı´nfimos dos operadores elementares da morfo-
logia matema´tica” [7]. Lembre-se que um operador elementar da morfologia matema´tica
corresponde a` uma dilatac¸a˜o, erosa˜o, anti-dilatac¸a˜o ou anti-erosa˜o [5]. Em particular, uma
Memo´ria Associativa Morfolo´gica Nebulosa (FMAMs, Fuzzy Morphological Associative Me-
mory) e´ ummodelo dememo´ria associativas descrito por umaMNN [109]. Essa tese discute
os principais modelos de neuroˆnios empregados nas MNNs e mostra que va´rios modelos
de FAMs representam casos particulares de FMAMs [111, 112].
Sobretudo, essa tese de doutorado introduz as Memo´rias Associativas Nebulosas Impli-
cativas (IFAMs, Implicative Fuzzy Associative Memories) e suas verso˜es duais e adjuntas
[116, 121, 120]. As IFAMs, que representam FMAMs particulares, generalizam ou estendem
va´rios modelos de FAMs. Uma IFAM esta´ baseada no armazenamento nebuloso R-implicativo,
uma te´cnica tambe´m introduzida nessa tese de doutorado. Ale´m disso, essa tese de douto-
rado apresenta va´rios resultados que caracterizam a fase de armazenamento e recordac¸a˜o
das IFAMs.
Finalmente, essa tese apresenta aplicac¸o˜es das FMAMs em problemas de previsa˜o de
se´ries temporais. Especificamente, va´rios modelos de FMAMs sa˜o comparados no problema
de previsa˜o de ma˜o-de-obra discutido em [17]. Ale´m disso, uma IFAM particular, a IFAM
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de Lukasiewicz, e´ aplicada com sucesso no problema de previsa˜o da vaza˜o mensal me´dia
da usina hidrele´trica de Furnas, um problema discutido previamente em [64, 65].
Em suma, essa tese de doutorado contribui com os seguintes items:
1. Redes Neurais e Memo´rias Associativas Morfolo´gicas Nebulosas:
(a) Sa˜o discutidos treˆs modelos de neuroˆnios morfolo´gicos nebulosos. Especifica-
mente, os neuroˆnios max-C, min-D e min-I . Sendo que os u´ltimos podem ser
descritos em termos de neuroˆnios min-D;
(b) Observa-se que os modelos discutidos em [18, 49, 62, 63] esta˜o baseados em neu-
roˆnios max-T , onde T e´ uma t-norma;
(c) Observa-se tambe´m que o modelo introduzido em [8] esta´ baseado em neuroˆnios
min-I ou min-D, onde D e´ uma disjunc¸a˜o nebulosa (na˜o necessariamente uma
t-norma);
2. Memo´rias Associativas Nebulosas Implicativas;
(a) Sa˜o introduzidas as IFAMs e o armazenamento nebuloso implicativo. Uma IFAM
representa uma rede neural morfolo´gica nebulosa progressiva de camada u´nica
com neuroˆnios max-T , onde T e´ uma t-norma contı´nua. O armazenamento ne-
buloso R-implicativo esta´ baseado no produto min-IT , onde IT e´ a R-implicac¸a˜o
associada a` t-norma usada na fase de recordac¸a˜o da IFAM;
(b) Sa˜o demonstrados teoremas sobre o armazenamento de padro˜es numa IFAM. Em
particular, sa˜o demonstrados os seguintes resultados para um caso ana´logo ao
modelo de Hopfield (caso autoassociativo):
i. Convergeˆncia numa u´nica iterac¸a˜o;
ii. Pode-se armazenar quantos padro˜es forem desejados;
iii. Toleraˆncia com respeito a` padro˜es erodidos (dilatados na versa˜o dual);
iv. O padra˜o recordado e´ o supremo (ı´nfimo no modelo dual) no conjunto dos
pontos fixos de uma AFIM ;
v. O conjunto dos pontos fixos inclui todas as combinac¸o˜es dema´ximos emı´nimos
dos padro˜es apresentados na fase de armazenamento;
(c) Uma IFAMs dual e´ definida como amemo´ria associativa que corresponde a` negac¸a˜o
de uma IFAM com respeito a` negac¸a˜o usual. E´ demonstrado que uma IFAM dual
representa uma rede neural morfolo´gica nebulosa progressiva de camada u´nica
com neuroˆnios min-S, onde S e´ uma s-norma contı´nua;
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(d) Foram introduzidas as IFAMs adjuntas. Uma IFAM adjunta e´ derivada usando
a relac¸a˜o de adjunc¸a˜o da morfologia matema´tica. As IFAMs adjuntas sa˜o descri-
tas por neuroˆnios min-I ou neuroˆnios min-D, onde D e´ uma disjunc¸a˜o nebulosa
geral;
(e) Foi discutida a relac¸a˜o das IFAMs com outros modelos de memo´ria associativa
neural.
3. Aplicac¸o˜es:
(a) O desempenho de va´rios modelos de memo´ria associativa sa˜o comparados no
problema de previsa˜o da ma˜o-de-obra em industrias metalu´rgicas [17]. A IFAM
de Lukasiewicz produziu o melhor resultado;
(b) A IFAM de Lukasiewicz e´ aplicada com sucesso no problema da previsa˜o da
vaza˜o mensal me´dia da usina hidrele´trica de Furnas [64, 65].
Finalmente, como frutos dessa tese de doutorado, o autor e seu orientador publicaram
em conjunto dois artigos em revistas internacionais com a´rbitro [116, 115] e submeteram
para publicac¸a˜o o artigo [114]. Ale´m disso, eles publicaram quatro artigos em anais de
confereˆncia [113, 117, 120, 121] e foram convidados para escrever dois capı´tulos de livros
[112, 111], previstos para serem publicados em 2007.
1.2 Organizac¸a˜o da Tese
A tese de doutorado esta´ dividida em 7 capı´tulos.
O capı´tulo 2 apresenta os conceitos ba´sicos para o desenvolvimento da tese. Em termos
gerais, esse capı´tulo comec¸a com com os conceitos ba´sicos de memo´rias associativas neurais
e morfologia matema´tica. Em particular, sa˜o apresentados os operadores elementares da
morfologia matema´tica e as relac¸o˜es de dualidade com respeito a` adjunc¸a˜o e com respeito
a` negac¸a˜o. A morfologia matema´tica bina´ria e a abordagem da umbra para a morfologia
matema´tica em tons de cinza sa˜o apresentadas como exemplos. As principais operac¸o˜es
da teoria dos conjuntos nebulosos sa˜o apresentadas em seguida. Precisamente, sa˜o apre-
sentados os conceitos de conjunc¸a˜o, disjunc¸a˜o, implicac¸a˜o e negac¸a˜o nebulosa, bem como a
relac¸a˜o entre esses conceitos sob o ponto de vista da morfologia matema´tica. Nesse capı´tulo
sa˜o introduzidas as implicac¸o˜es nebulosas duais, um conceito usado posteriormente na fase
de armazenamento das IFAMs duais e nos neuroˆnios morfolo´gicos das IFAMs adjuntas. O
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capı´tulo termina apresentando medidas de inclusa˜o e intersecc¸a˜o nebulosa e uma aborda-
gem geral para a morfologia matema´tica nebulosa baseada nesses conceitos.
O capı´tulo 3 apresenta uma revisa˜o dos conceitos de redes neurais artificiais, redes neu-
rais nebulosas, MNNs e Redes Neurais Morfolo´gicas Nebulosas (FMNNs, FuzzyMorphological
Neural Networks). Os principais modelos de neuroˆnio morfolo´gico-nebuloso e os produtos
matriciais usados para descreveˆ-los sa˜o discutidos no final desse capı´tulo. Especificamente,
sa˜o apresentados os neuroˆnios max-C, min-D e min-I , os produtos max-C, min-D e min-I
e a relac¸a˜o entre eles.
O capı´tulo 4 apresenta va´riosmodelos dememo´rias associativas. Precisamente, sa˜o apre-
sentadas as FAMs Max-min eMax-prod de Kosko [62], asMemo´rias Associativas Nebulosas Ge-
neralizadas (GFAMs, Generalized Fuzzy Associative Memories) de Chung e Lee [18], a FAM
de Junbo et al. [49], a FAM max-min com limiar de Liu [63] e as Memo´rias Associativas Nebu-
losas Lo´gicas Bidirecionais (FLBAMs, Fuzzy Logical Bidirectional Associative Memories) de
Beˇlohla´vek [8]. Verifica-se que a maioria desses modelos pertence a` classe das FMAMs -
as excesso˜es sa˜o alguns modelos na˜o usuais de GFAMs baseados em t-normas que na˜o sa˜o
contı´nuas. Ale´m dos modelos nebulosos, sa˜o tambe´m apresentadas duas verso˜es da MAM
de Ritter e Sussner [89, 90, 115].
O capı´tulo 5 introduz as IFAMs e suas verso˜es duais e adjuntas. Em termos gerais, esse
capı´tulo comec¸a introduzindo as IFAMs e o armazenamento nebuloso implicativo. Depois
sa˜o apresentados va´rios resultados sobre casos particulares das IFAMs. Esses resultados
referem-se principalmente a` capacidade absoluta de armazenamento, toleraˆncia com res-
peito a` ruı´do e aos pontos fixos do modelo. As IFAMs duais e as IFAMs adjuntas sa˜o intro-
duzidas em seguida. O capı´tulo termina discutindo a relac¸a˜o das IFAMs com os modelos
apresentados no capı´tulo 4.
O capı´tulo 6 apresenta duas aplicac¸o˜es de FMAMs em problemas de se´ries temporais. O
primeiro problema trata da previsa˜o da ma˜o-de-obra requerida em indu´strias metalu´rgicas
no estado Bengal do Oeste na I´ndia [17]. Va´rios modelos sa˜o testados e comparados nessa
aplicac¸a˜o. A IFAM de Lukasiewicz e´ o modelo que apresenta a melhor previsa˜o dentre os
modelos considerados. O segundo problema refere-se a previsa˜o da vaza˜o mensal me´dia da
usina hidrele´trica de Furnas [64, 65]. E´ apresentado somente os resultados fornecidos pela
IFAM de Lukasiewicz, pois os modelos baseados nas FMAMs produziram resultados pare-
cidos. O resultado fornecido pela IFAM de Lukasiewicz e´ comparado com outros modelos
para previsa˜o de se´ries temporais.
A tese termina com a conclusa˜o no capı´tulo 7, o apeˆndice A contendo as demostrac¸o˜es
dos teoremas e o apeˆndice B com o co´digo de MATLAB usado no problema da previsa˜o da
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vaza˜o mensal me´dia da usina hidrele´trica de Furnas. Para efeitos de organizac¸a˜o, os resul-
tados novos esta˜o apresentados na forma de teoremas enquanto que resultados encontrados
na literatura esta˜o apresentados na forma de proposic¸o˜es.
Capı´tulo 2
Memo´rias Associativas,
Morfologia Matema´tica e
Teoria dos Conjuntos Nebulosos
2.1 Principais Conceitos de Memo´rias Associativas Neurais
Uma memo´ria associativa e´ um modelo projetado para armazenar pares de entrada e saı´da.
Sobretudo, umamemo´ria associativa deve ser capaz de recordar uma saı´da desejadamesmo
apo´s a apresentac¸a˜o de uma versa˜o incompleta ou distorcida de um padra˜o de entrada.
Matematicamente, tem-se a seguinte formulac¸a˜o para um problema de memo´ria associativa
[40, 41]: Dado um conjunto de pares de entrada e saı´da {(xξ,yξ) : ξ = 1, . . . , k}, determine
uma aplicac¸a˜o G tal que G(xξ) = yξ para todo ξ = 1, . . . , k. Ale´m disso, a aplicac¸a˜o G deve
possuir uma certa toleraˆncia com respeito a` ruı´do, i.e.,G(x˜ξ) = yξ para verso˜es corrompidas
ou incompletas x˜ξ de xξ.
O conjunto dos pares de entrada e saı´da, {(xξ,yξ) : ξ = 1, . . . , k}, e´ chamado conjunto
das memo´rias fundamentais e cada par (xξ,yξ) desse conjunto e´ chamado memo´ria fundamental
[40]. Diz-se que uma memo´ria associativa armazena corretamente o conjunto das memo´rias
fundamentais seG(xξ) = yξ para todo ξ = 1, . . . , k. Em particular, umamemo´ria fundamen-
tal (xξ,yξ) e´ armazenada corretamente seG(xξ) = yξ. A capacidade absoluta de armazenamento
refere-se ao nu´mero de pares de entrada e saı´da do conjunto das memo´rias fundamentais
que foram armazenados corretamente. Tem-se uma memo´ria autoassociativa quando o con-
junto das memo´rias fundamentais e´ da forma {(xξ,xξ) : ξ = 1, . . . , k}. Uma memo´ria e´ dita
heteroassociativa se yξ for diferente de xξ. Neste caso, o padra˜o de saı´da yξ pode ter uma
natureza completamente diferente do padra˜o de entrada xξ.
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Um problema muito comum na construc¸a˜o de uma memo´ria associativa e´ a criac¸a˜o de
memo´rias falsas ou espu´rias. Uma memo´ria espu´ria e´ um par de entrada e saı´da que foi
armazenado na memo´ria, mas na˜o pertence ao conjunto das memo´rias fundamentais, i.e., o
par foi armazenado involuntariamente na memo´ria associativa.
O processo usado para determinar G e´ chamado fase de armazenamento e a aplicac¸a˜o G e´
referida como aplicac¸a˜o associativa. Uma memo´ria associativa neural e´ um modelo de memo´ria
associativa onde a aplicac¸a˜o G e´ descrita por uma rede neural artificial [40, 41]. Em parti-
cular, uma Memo´ria Associativa (Neural) Morfolo´gica (MAM, Morphological Associative Me-
mory) e´ descrita por uma rede neural morfolo´gica [89, 90] e uma Memo´ria Associativa (Neu-
ral) Nebulosa (FAM, Fuzzy Associative Memory) e´ descrita por rede neural nebulosa que
armazena e recorda padro˜es nebulosos [8, 18, 62, 63, 116]. Finalmente, uma Memo´ria As-
sociativa Morfolo´gica Nebulosa (FMAM, Fuzzy Morphological Associative Memory) e´ uma
memo´ria associativa descrita por uma rede neural nebulosa morfolo´gica que armazena e
recorda padro˜es nebulosos [109].
2.2 Morfologia Matema´tica em Reticulado Completo
A Morfologia Matema´tica (MM) e´ uma teoria empregada no processamento e ana´lise de ob-
jetos (ou imagens) [44, 97, 98, 103] que utiliza operadores e func¸o˜es baseadas em conceitos
topolo´gicos e geome´tricos [37, 72]. Essa teoria foi desenvolvida por Matheron e Serra nos
anos 1960 e estava baseada nos trabalhos de Minkowski e Hadwiger [68, 69, 70, 97]. Du-
rante os anos 1980, a MM adquiriu cre´ditos em a´reas como processamento de imagens,
reconhecimento de padro˜es e visa˜o computacional. Sua aplicac¸a˜o abrange segmentac¸a˜o e
reconstruc¸a˜o de imagens [53, 119, 122], reconhecimento de caracterı´sticas [102] e decomposic¸a˜o
de sinais [12].
Os primeiros operadores damorfologiamatema´tica, desenvolvidos porMatheron e Serra,
eram voltados apenas para imagens bina´rias. Posteriormente, usando a noc¸a˜o de umbra,
Sternberg [105, 106] generalizou os principais operadores da morfologia matema´tica bina´ria
para o caso em tons de cinza. Outras abordagens usadas para a generalizac¸a˜o dos opera-
dores morfolo´gicos bina´rios para o caso em tons de cinza esta˜o baseadas no conceito de
operadores planos [44] e na teoria dos conjuntos nebulosos [25, 27, 113, 114]. Todas as abor-
dagens - bina´ria, em tons de cinza e nebulosa - possuem como base a teoria dos reticulados
completos. De fato, reticulados completos representam o contexto mais geral onde a morfo-
logia matema´tica pode ser conduzida [44, 94, 98].
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2.2.1 Principais Conceitos da Teoria dos Reticulados Completos
O primeiro estudo sobre a teoria dos reticulados foi publicado em 1897 por Dedekind [26].
Hoje, muitos pesquisadores, em particular Birkhoff, afirmam que os conceitos da teoria dos
reticulados esta˜o difundidos em toda a´lgebra moderna [9]. De fato, muitos modelos de
redes neurais artificiais esta˜o explı´cita ou implicitamente baseados na teoria dos reticulados
[79, 50, 89, 90, 99]. Ale´m disso, os reticulados completos formam a base para a morfologia
matema´tica [44, 94] e os reticulados com resı´duo formam a base para a lo´gica nebulosa
[34, 38]. Essa subsec¸a˜o apresenta somente os conceitos necessa´rios para o desenvolvimento
da tese. Uma exposic¸a˜o completa sobre a teoria dos reticulados pode ser encontrada em [9].
Um reticulado e´ um caso particular de conjunto parcialmente ordenado. Lembre-se que
um conjunto na˜o vazio X equipado com uma ordem parcial ≤ e´ referido como conjunto
parcialmente ordenado e denotado por (X,≤) [9, 44]. Uma ordem parcial e´ uma relac¸a˜o bina´ria
≤ em X que satisfaz as seguintes propriedades para todo x, y, z ∈ X :
1. Reflexidade: x ≤ x;
2. Anti-simetria: Se x ≤ y e y ≤ x enta˜o x = y;
3. Transitividade: Se x ≤ y e y ≤ z enta˜o x ≤ z.
Dado um conjunto parcialmente ordenado (X,≤) e um subconjunto Y ⊆ X , um ele-
mento x ∈ X e´ chamado limitante superior de Y se y ≤ x para todo y ∈ X . O menor limitante
superior, quando existir, e´ chamado supremo de Y. Precisamente, x ∈ X e´ o supremo de Y se
x e´ um limitante superior de Y e dado outro limitante superior z, tem-se x ≤ z. O supremo
de um subconjunto Y , quando existir, e´ u´nico e e´ denotado por
∨
Y . Denota-se o supremo
de Y por
∨
j∈J yj quando Y = {yj, j ∈ J} para algum conjunto de ı´ndices J . As noc¸o˜es de
limitante inferior e ı´nfimo sa˜o definidas de um modo ana´logo. O ı´nfimo de um subconjunto
Y e´ denotado por
∧
Y ou
∧
j∈J yj .
Definic¸a˜o 2.1 (Reticulado e Reticulado Completo [9, 44]). Um conjunto parcialmente ordenado
X e´ um reticulado se todo subconjunto finito admite um supremo e um ı´nfimo em X , i.e., para todo
Y ⊆ X finito tem-se ∨Y ∈ X e ∧Y ∈ X . Um reticulado X e´ completo se todo subconjunto,
finito ou infinito, possui um ı´nfimo e um supremo em X . Nessa tese, um reticulado completo geral e´
denotado por L ouM.
2.2.2 Operadores Elementares da Morfologia Matema´tica
No contexto geral de reticulado completo, tem-se a seguinte definic¸a˜o para os operadores
de dilatac¸a˜o e erosa˜o da morfologia matema´tica:
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Definic¸a˜o 2.2 (Dilatac¸a˜o e Erosa˜o [44, 98]). Sejam L e M reticulados completos. Um operador
δ : L → M que comuta com a operac¸a˜o de supremo e´ chamado dilatac¸a˜o. Em outras palavras, o
operador δ representa uma dilatac¸a˜o se a seguinte equac¸a˜o valer para todo subconjunto X ⊆ L.
δ
(∨
X
)
=
∨
x∈X
δ(x) . (2.1)
De um modo ana´logo, uma erosa˜o e´ um operador ε : M → L que comuta com a operac¸a˜o de
ı´nfimo. Em outras palavras, o operador ε representa uma erosa˜o se a seguinte equac¸a˜o valer para todo
subconjunto Y ⊆M.
ε
(∧
Y
)
=
∧
y∈Y
ε(y) . (2.2)
Muitos livros de a´lgebra, por exemplo [9], empregam a terminologia “join morphism” e
“meet morphism” para operadores de dilatac¸a˜o e erosa˜o, respectivamente. Ale´m dos opera-
dores de dilatac¸a˜o e erosa˜o, muitos pesquisadores tambe´m consideram os operadores de
anti-dilatac¸a˜o e anti-erosa˜o que esta˜o definidos abaixo.
Definic¸a˜o 2.3 (Anti-dilatac¸a˜o e Anti-erosa˜o [7, 98]). Sejam L e M reticulados completos. Um
operador δ¯ : L → M representa uma anti-dilatac¸a˜o se a seguinte equac¸a˜o valer para todo subcon-
junto X ⊆ L:
δ¯
(∨
X
)
=
∧
x∈X
δ¯(x) . (2.3)
De um modo ana´logo, uma anti-erosa˜o e´ um operador ε¯ : M → L que satisfaz a seguinte equac¸a˜o
para todo subconjunto Y ⊆M:
ε¯
(∧
Y
)
=
∨
y∈Y
ε¯(y) . (2.4)
Operadores de dilatac¸a˜o, erosa˜o, anti-dilatac¸a˜o e anti-erosa˜o sa˜o considerados operado-
res elementares da morfologia matema´tica, pois qualquer aplicac¸a˜o entre reticulados com-
pletos pode ser expressa em termos de combinac¸o˜es de supremos e ı´nfimos desses [6, 7].
Observe que os operadores de dilatac¸a˜o e erosa˜o sa˜o operadores crescentes. Todavia, uma
anti-dilatac¸a˜o e uma anti-erosa˜o representam operadores decrescentes.
2.2.3 Principais Relac¸o˜es de Dualidade - Adjunc¸a˜o e Negac¸a˜o
Os operadores de dilatac¸a˜o e erosa˜o esta˜o geralmente relacionados por meio de uma relac¸a˜o
de dualidade. A noc¸a˜o de dualidade difere entre pesquisadores da morfologia matema´tica.
Muitos, incluindo Bloch e Maıˆtre [10], Sinha e Dougherty [101], Nachtegael e Kerre [73],
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empregam uma dualidade baseada no conceito de negac¸a˜o. Outros, tais comoMaragos [66],
Ronse [94], Deng e Heijmans [27], defendem a dualidade baseada no conceito de adjunc¸a˜o,
um conceito que esta´ relacionado com o conceito de resı´duo de uma aplicac¸a˜o (na teoria dos
resı´duos [11]) e com o conceito de conexa˜o de Galois (na teoria de Galois [9]).
Definic¸a˜o 2.4 (Adjunc¸a˜o [44]). Sejam L eM reticulados completos. Considere operadores δ : L→
M e ε :M→ L. O par (ε, δ) representa uma adjunc¸a˜o em L eM se e somente se
δ(x) ≤ y ⇔ x ≤ ε(y), (2.5)
para todo x ∈ L e para todo y ∈M.
A seguinte proposic¸a˜o garante, entre outras coisas, que o conceito de adjunc¸a˜o repre-
senta um conceito de dualidade entre os operadores de dilatac¸a˜o e erosa˜o.
Proposic¸a˜o 2.5 (Adjunc¸a˜o, Dilatac¸a˜o e Erosa˜o [44, 98]). Sejam L e M reticulados completos e
considere os operadores δ : L→M e ε :M→ L.
1. Se (ε, δ) e´ uma adjunc¸a˜o, enta˜o δ e´ uma dilatac¸a˜o e ε e´ uma erosa˜o.
2. Para toda dilatac¸a˜o δ existe uma u´nica erosa˜o ε tal que (ε, δ) forma uma adjunc¸a˜o. A erosa˜o
adjunta e´ dada por:
ε(y) =
∨
{x ∈ L : δ(x) ≤ y} , (2.6)
para todo y ∈M.
3. Para toda erosa˜o ε existe uma u´nica dilatac¸a˜o δ tal que (ε, δ) forma uma adjunc¸a˜o. A dilatac¸a˜o
adjunta e´ dada por:
δ(x) =
∧
{y ∈M : x ≤ ε(y)} , (2.7)
para todo x ∈ L.
O segundo conceito de dualidade esta´ baseado no conceito de negac¸a˜o.
Definic¸a˜o 2.6 (Negac¸a˜o e Negac¸a˜o de um Operador Ψ [44]). Sejam L eM reticulados comple-
tos.
• Um operador ν : L→ L e´ dito uma negac¸a˜o em L se ν e´ uma bijec¸a˜o involutiva que reverte a
ordem parcial de L.
• Considere uma aplicac¸a˜o Ψ : L→ M e sejam νL e νM negac¸o˜es em L eM, respectivamente. O
operador Ψν : L→M dado por
Ψν = νM ◦Ψ ◦ νL , (2.8)
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e´ referido como negac¸a˜o de Ψ com respeito a` νL e νM , ou simplesmente como negac¸a˜o de Ψ
se as negac¸o˜es de L eM estiverem claramente definidas.
Lembre-se que um operador ν involutivo satisfaz ν(ν(x)) = x para todo x ∈ L. Con-
sequ¨entemente, se Ψ : L→ L e ν e´ uma negac¸a˜o em L, enta˜o (Ψν)ν = Ψ. Ale´m disso, tem-se
a proposic¸a˜o:
Proposic¸a˜o 2.7 (Negac¸a˜o de Dilatac¸o˜es e Eroso˜es [44] ). Sejam L e M reticulados completos
com negac¸o˜es νL e νM , respectivamente. Um operador δ : L → M e´ uma dilatac¸a˜o se e somente se
ε = δν : L→M e´ uma erosa˜o.
Note que se L e´ um reticulado completo com uma negac¸a˜o ν enta˜o
ν
(∨
X
)
=
∧
x∈X
ν (x) e ν
(∧
X
)
=
∨
x∈X
ν (x) , (2.9)
para todo X ∈ L [44]. Em outras palavras, uma negac¸a˜o representa ambos operadores de
anti-dilatac¸a˜o e anti-erosa˜o. Ale´m disso, se L e M sa˜o reticulados completos com negac¸o˜es
νL e νM , respectivamente, enta˜o pode-se representar uma anti-dilatac¸a˜o δ¯ : L→ M, ou uma
anti-erosa˜o ε¯ :M→ L, em termos de composic¸o˜es de eroso˜es, dilatac¸o˜es e negac¸o˜es.
Teorema 2.8 (Decomposic¸a˜o de Anti-dilatac¸o˜es e Anti-eroso˜es ). Sejam L e M reticulados
completos com negac¸o˜es νL e νM , respectivamente.
• Um operador δ¯ : L→M e´ uma anti-dilatac¸a˜o se e somente se
δ¯ = νM ◦ δ e δ¯ = ε ◦ νL , (2.10)
onde δ e´ a dilatac¸a˜o dada por δ = νM ◦ δ¯ e ε e´ a erosa˜o dada por ε = δ¯ ◦ νL.
• Um operador ε¯ :M→ L e´ uma anti-erosa˜o se e somente se
ε¯ = νL ◦ ε e ε¯ = δ ◦ νM (2.11)
onde ε = νL ◦ ε¯ e´ uma erosa˜o e δ = ε¯ ◦ νM e´ uma dilatac¸a˜o.
A demonstrac¸a˜o do teorema 2.8 encontra-se no apeˆndice A. Em vista desse teorema
e o fato da maioria dos reticulados completos possuı´rem uma negac¸a˜o, da´-se eˆnfase aos
operadores de dilatac¸a˜o e erosa˜o.
Resumindo, pode-se associar uma u´nica erosa˜o a uma dada dilatac¸a˜o, e vice-versa, em
termos de uma negac¸a˜o ou do conceito de adjunc¸a˜o. Finalmente, a seguinte proposic¸a˜o
estabelece uma relac¸a˜o entre os conceitos de adjunc¸a˜o e negac¸a˜o.
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Dilatac¸a˜o δ : L→M oo
Adjunc¸a˜o
//
OO
Negac¸a˜o

Erosa˜o ε :M→ LOO
Negac¸a˜o

Erosa˜o δν : L→M oo Adjunc¸a˜o // Dilatac¸a˜o εν :M→ L
Fig. 2.1: Esquema para se obter uma erosa˜o a partir de uma dilatac¸a˜o, e vice-versa, atrave´s
dos conceitos de adjunc¸a˜o ou negac¸a˜o.
Proposic¸a˜o 2.9 (Relac¸a˜o entre Adjunc¸a˜o e Negac¸a˜o [44]). Sejam L e M reticulados completos
com negac¸o˜es e considere operadores δ : L → M e ε : M → L. O par (ε, δ) forma uma adjunc¸a˜o em
L eM se e somente se o par (δν , εν) formar uma adjunc¸a˜o emM e L.
O diagrama apresentado na figura 2.1 foi construı´do com base nas proposic¸o˜es 2.5, 2.7
e 2.9. Esse diagrama pode ser usado para se obter uma erosa˜o a partir de uma dilatac¸a˜o, e
vice-versa, usando os conceitos de dualidade apresentados anteriormente.
2.3 Morfologia Matema´tica Bina´ria e em Tons de Cinza
2.3.1 Morfologia Matema´tica Bina´ria
A morfologia matema´tica foi inicialmente desenvolvida para ana´lise de imagens bina´rias.
Identifica-se uma imagem bina´ria A com um subconjunto de X, onde X denota o espac¸o
Euclidiano Rd ou o espac¸o digital Zd. O conjunto das partes de X e´ um conjunto parcial-
mente ordenado em termos da operac¸a˜o “⊆” e forma um reticulado completo. Portanto,
o contexto de reticulado completo apresentado na sec¸a˜o anterior pode ser aplicado para a
morfologia matema´tica bina´ria.
As operac¸o˜es ba´sicas da morfologia matema´tica bina´ria sa˜o a erosa˜o EB e a dilatac¸a˜o
DB. Essas operac¸o˜es esta˜o associadas a um subconjunto S ⊆ X chamado elemento estrutu-
rante. Um elemento estruturante e´ geralmente usado para extrair informac¸o˜es topolo´gicas
ou geome´tricas da imagem [97, 103].
Definic¸a˜o 2.10 (Dilatac¸a˜o Bina´ria e Erosa˜o Bina´ria [28, 92]). SejaA ⊆ X uma imagem bina´ria
e seja S ⊆ X um elemento estruturante. A erosa˜o bina´ria EB(A,S) e a dilatac¸a˜o bina´ria DB(A,S)
de uma imagemA pelo elemento estruturante S sa˜o definidas em termos de translac¸o˜es e reflexo˜es de
conjuntos como segue:
EB(A,S) = {x ∈ X : Sx ⊆ A} e DB(A,S) = {x ∈ X : S¯x ∩A 6= ∅} , (2.12)
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onde a translac¸a˜o Sx de S por x ∈ X e´ dada por Sx = {s + x : s ∈ S}, o sı´mbolo S¯ denota a
reflexa˜o de S ao redor da origem, i.e., S¯ = {−s ∈ X : s ∈ S} e S¯x representa a translac¸a˜o de S¯ por
x ∈ X.
Observac¸a˜o. A definic¸a˜o 2.10 corresponde a` abordagem de Sternberg onde a erosa˜o corres-
ponde a` subtrac¸a˜o de Minkowski e a dilatac¸a˜o corresponde a` soma de Minkowski [106].
Serra apresenta uma definic¸a˜o diferente, onde a dilatac¸a˜o de A pelo elemento estruturante
S e´ dada por {x ∈ X : Sx ∩ A 6= ∅} = DB(A, S¯) [97]. As definic¸o˜es de Sternberg e Serra
coincidem para a erosa˜o bina´ria.
A definic¸a˜o 2.10 e´ coerente com a definic¸a˜o 2.2 apresentada na sec¸a˜o anterior, pois EB(·,S)
satisfaz (2.2) eDB(·,S) satisfaz (2.1) para um elemento estruturante S fixo. Ale´m disso, pode-
se verificar que o par EB(·,S) e DB(·,S) forma uma adjunc¸a˜o satisfazendo (2.5). Note que o
complemento de uma imagem define uma negac¸a˜o em X, i.e., ν(A) = Ac e´ uma negac¸a˜o
emX. Desse modo, para todo S ⊆ X tem-se EνB(·,S) = DB(·, S¯) e DνB(·,S) = EB(·, S¯) [44].
2.3.2 Morfologia Matema´tica em Tons de Cinza - Abordagem da Umbra
As ferramentas da morfologia matema´tica bina´ria sa˜o limitadas, pois na˜o podem ser aplica-
das para imagens em tons de cinza. Serra e Sternberg desenvolveram diferentes abordagens
para estender a morfologia matema´tica bina´ria para o caso em tons de cinza [97, 105, 106].
Essa subsec¸a˜o apresenta a abordagem da umbra que foi introduzida por Sternberg e re-
presenta a abordagem mais conhecida para o caso em tons de cinza. Uma discussa˜o entre
diferentes abordagem da morfologia matema´tica em tons de cinza pode ser encontrada em
[113, 114].
Na morfologia matema´tica em tons de cinza, aplica-se os conceitos da teoria dos reticu-
lados para imagens, i.e., func¸o˜es de um conjunto de pontosX em um reticulado completoG
cujos valores correspondem aos tons de cinza da imagem. Essa subsec¸a˜o considera apenas
imagens X → G, onde G denota o conjunto dos reais estendidos R¯ = R ∪ {+∞,−∞} ou o
conjunto dos inteiros estendidos Z¯ = Z∪{+∞,−∞}. Note que G e´ um reticulado completo
com negac¸a˜o ν(x) = −x, para todo x ∈ G.
O conjunto das imagensX→ G e´ denotado por GX. Dada uma imagem a ∈ GX, define-
se a reflexa˜o a¯ de a com respeito a` origem e a translac¸a˜o ay de a por y ∈ X atrave´s das
seguintes equac¸o˜es:
a¯(x) = a(−x) e ay(x) = a(x− y) , ∀ x ∈ X . (2.13)
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Note que o conjunto GX herda de G a estrutura de reticulado completo com negac¸a˜o se
a ≤ b e ν(a) forem definidos como segue para todo a,b ∈ GX:
a ≤ b⇔ a(x) ≤ b(x), ∀x ∈ X e ν(a)(x) = −a(x), ∀x ∈ X . (2.14)
As operac¸o˜es ba´sicas da morfologia matema´tica em tons de cinza sa˜o a erosa˜o e a dilata-
c¸a˜o no reticulado completoGX. Essas operac¸o˜es esta˜o geralmente associadas a um elemento
estruturante que e´ usado para extrair informac¸o˜es relevantes sobre a forma e o tamanho dos
objetos contidos na imagem. O elemento estruturante geralmente pertence a` GX. Nesse
contexto, uma erosa˜o refere-se a um operador E : GX ×GX → GX que comuta com o ı´nfimo
no primeiro argumento. Nesse caso, diz-se que E(a, s) e´ a erosa˜o de uma imagem a ∈ GX
por um elemento estruturante s ∈ GX. Analogamente, um operador D : GX × GX → GX e´
uma dilatac¸a˜o quando comutar com o supremo no primeiro argumento e D(a, s) representa
a dilatac¸a˜o da imagem a pelo elemento estruturante s.
Por efeito de simplicidade, diz-se que o par (E ,D) representa uma adjunc¸a˜o se e somente
se (E(·, s),D(·, s)) representar uma adjunc¸a˜o para todo elemento estruturante s ∈ GX. De
ummodo similar, os E e D sa˜o ditos operadores duais com respeito a` negac¸a˜o ν se Eν(·, s) =
D(·, s¯) e Dν(·, s) = E(·, s¯) para todo s ∈ GX.
A abordagem da umbra para a morfologia matema´tica em tons de cinza esta´ baseada na
observac¸a˜o de que para toda imagem a : X → G, os pontos do gra´fico e os pontos abaixo
dele e´ um subconjunto de X × G. Portanto, pode-se aplicar os operadores da morfologia
matema´tica bina´ria. Esses subconjuntos sa˜o chamados umbra e sa˜o definidos da seguinte
forma:
Definic¸a˜o 2.11 (Umbra [44, 94]). Considere um conjunto de pontos X e um conjunto de tons de
cinza G. Um subconjunto U deX×G e´ uma umbra se, para todo x ∈ X e para todo s, t ∈ G tal que
s < t e (x, t) ∈ U , tem-se (x, s) ∈ U . O conjunto de todas as umbras contidas emX×G e´ denotado
por UX×G.
O subconjunto UX×G e´ um reticulado completo contido no conjunto das partes deX×G,
i.e., UX×G ⊆ P(X × G). Pode-se definir um endomorfismo de reticulados U : GX → UX×G
que associa uma imagem em tons de cinza a ∈ GX a sua umbra U(a), onde U(a) e´ definida
como segue [94]:
U(a) = {(x, t) ∈ X×G′ : t ≤ a(x)} . (2.15)
Aqui, G′ denota G \ {−∞,∞}.
Da definic¸a˜o de U(a), tem-se que o homomorfismo de reticulados U : GX → UX×G torna-
se um isomorfismo de reticulados se o conjunto de tons de cinza G e´ discreto, i.e., se G = Z¯.
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O inverso desse isomorfismo e´ T : UX×G → GX, onde T (U) e´ dado pela seguinte equac¸a˜o:
(T (U))(x) =
∨
{t ∈ G : (x, t) ∈ U} , ∀x ∈ X . (2.16)
O isomorfismo T (U) e´ chamado topo da umbra U . No caso em tons de cinza contı´nuos,
i.e., G = R¯, o homomorfismo U e´ injetivo mas na˜o e´ sobrejetivo. Entretanto, para ambos
os casos, discreto e contı´nuo, define-se a dilatac¸a˜o da umbra DU(a, s) e a erosa˜o da umbra
EU(a, s) como segue.
Definic¸a˜o 2.12 (Erosa˜o da Umbra e Dilatac¸a˜o da Umbra [94, 106]). Sejam a, s ∈ GX. A erosa˜o
da umbra EU(a, s) e a dilatac¸a˜o da umbra DU(a, s) da imagem a pelo elemento estruturante s sa˜o
definidas da seguinte maneira, respectivamente:
EU(a, s) = T (EB (U(a),U(s))) e DU(a, s) = T (DB (U(a),U(s))) . (2.17)
Na pra´tica, considera-se a seguinte formulac¸a˜o alternativa para EU e DU .
Proposic¸a˜o 2.13 (Formulac¸a˜o Alternativa para a Erosa˜o e Dilatac¸a˜o da Umbra [44, 94]).
Sejam a, s ∈ GX. A erosa˜o da umbra EU(a, s) e a dilatac¸a˜o da umbra DU(a, s) da imagem a pelo
elemento estruturante s sa˜o descritas pelas seguintes equac¸o˜es, respectivamete:
EU(a, s)(x) =
∧
y∈X
(a(y) +′ (−sx(y))) e DU(a, s)(x) =
∨
y∈X
(a(y) + s¯x(y)) . (2.18)
Observac¸a˜o. As operac¸o˜es “+” and “+′” coincidem com a soma usual em R exceto para∞
e −∞ onde valem as seguintes equac¸o˜es:
∞+ (−∞) = (−∞) +∞ = −∞ e ∞+′ (−∞) = (−∞) +′∞ =∞ . (2.19)
Finalmente, a seguinte proposic¸a˜o garante que o par DU e EU forma uma adjunc¸a˜o em
GX. Ale´m disso, DU e EU representam operadores duais com respeito a` negac¸a˜o ν dada em
(2.14).
Proposic¸a˜o 2.14 (Adjunc¸a˜o dos Operadores de Umbra [44]). A erosa˜o EU e a dilatac¸a˜o DU sa˜o
operadores duais com respeito a` adjunc¸a˜o e com respeito a` negac¸a˜o ν.
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2.4 Principais Conceitos da Teoria dos Conjuntos Nebulosos
A teoria dos conjuntos nebulosos estende a teoria cla´ssica dos conjuntos. Essa teoria ma-
tema´tica foi introduzida por Lotfi Zadeh como uma ferramenta para modelar a imprecisa˜o
e a ambiguidade que surge em sistemas complexos [126].
Um conjunto nebuloso e´ definido como uma func¸a˜o a de um conjuntoX para o intervalo
[0, 1]. A func¸a˜o a e´ referida como func¸a˜o de pertineˆncia e o valor a(x) representa o grau de
pertineˆncia de x no conjunto nebuloso a. A classe dos conjuntos nebulosos emX e´ denotada
por F(X) = [0, 1]X. Finalmente, identifica-se um conjunto cla´ssico A ∈ P(X) com um
conjunto nebuloso a ∈ F (X) como segue:
a(x) =
{
1 , se x ∈ A,
0 , caso contra´rio .
(2.20)
Dessemodo, um conjunto cla´ssicoA pode ser visto como um caso particular de um conjunto
nebuloso onde o valor da func¸a˜o de pertineˆncia pertence ao conjunto {0, 1} para todo x ∈ X.
Note que a teoria dos conjuntos nebulosos pode ser usada para o desenvolvimento de
operadores de imagens, pois uma imagem a : X → [0, 1] pode ser interpretada como um
conjunto nebuloso em X. De agora em diante, iremos nos referir a uma imagem a ∈ F (X)
como uma imagem nebulosa. Em particular, uma imagem nebulosa a ∈ F (X) pode ser repre-
sentada por um vetor sempre queX = {x1, . . . ,xn} for um conjunto finito com n elementos.
Nesse caso, tem-se a = [a1, . . . , an]T ∈ [0, 1]n, onde ai = a(xi), para i = 1, . . . , n.
2.4.1 Conjunc¸a˜o, Disjunc¸a˜o, Implicac¸a˜o e Negac¸a˜o Nebulosa
Essa subsec¸a˜o apresenta as definic¸o˜es de conjunc¸a˜o, disjunc¸a˜o, implicac¸a˜o e negac¸a˜o nebu-
losa. Esses conceitos, advindos da lo´gica nebulosa, sera˜o utilizados posteriormente para o
desenvolvimento de uma classe de memo´rias associativas morfolo´gicas nebulosas.
Definic¸a˜o 2.15 (Conjunc¸a˜o Nebulosa e T-norma [27, 77, 55]). Uma conjunc¸a˜o nebulosa e´ um
operador crescente C : [0, 1] × [0, 1] −→ [0, 1] que satisfaz C(0, 0) = C(0, 1) = C(1, 0) = 0 e
C(1, 1) = 1, i.e., C estende a conjunc¸a˜o cla´ssica. Em particular, uma conjunc¸a˜o nebulosa comutativa
e associativa T : [0, 1] × [0, 1] → [0, 1] que satisfaz T (x, 1) = x para todo x ∈ [0, 1] e´ chamada
norma triangular ou simplesmente t-norma.
Exemplo 1 (Mı´nimo, Produto, Conjuc¸a˜o de Lukasiewicz e Conjunc¸a˜o de Kleene e Di-
enes). O mı´nimo e o produto sa˜o exemplos de conjunc¸o˜es nebulosas. Outras conjunc¸o˜es
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nebulosas foram introduzidas por Lukasiewicz e Kleene e Dienes [27]:
CM(x, y) = x ∧ y , (2.21)
CP (x, y) = xy , (2.22)
CL(x, y) = 0 ∨ (x+ y − 1) , (2.23)
CK(x, y) =
{
0, y ≤ 1− x ,
y, y > 1− x . (2.24)
As conjunc¸o˜es nebulosas CM , CP e CL sa˜o tambe´m exemplos de t-normas.
Definic¸a˜o 2.16 (Disjunc¸a˜o Nebulosa e S-norma [73, 77]). Uma disjunc¸a˜o nebulosa e´ um
operador crescente D : [0, 1] × [0, 1] −→ [0, 1] que satisfaz D(1, 1) = D(0, 1) = D(1, 0) = 1 e
D(0, 0) = 0. Em particular, uma disjunc¸a˜o nebulosa comutativa e associativa S : [0, 1] × [0, 1] →
[0, 1] que satisfaz S(x, 0) = x para todo x ∈ [0, 1] e´ chamada co-norma triangular ou simplesmente
s-norma.
Exemplo 2 (Ma´ximo, Soma Probabilı´stica, Disjunc¸a˜o de Lukasiewicz e Disjunc¸a˜o de Kle-
ene e Dienes). O ma´ximo e a soma probabilı´stica sa˜o exemplos de disjunc¸o˜es nebulosas.
Outras disjunc¸o˜es nebulosas esta˜o apresentadas abaixo:
DM(x, y) = x ∨ y , (2.25)
DP (x, y) = x+ y − xy , (2.26)
DL(x, y) = 1 ∧ (x+ y) , (2.27)
DK(x, y) =
{
1, x ≥ 1− y ,
y, x < 1− y . (2.28)
As disjunc¸o˜es nebulosas DM , DP e DL sa˜o tambe´m exemplos de s-normas.
Embora foram apresentados os conceitos gerais de conjunc¸a˜o e disjunc¸a˜o nebulosa, em
geral, a teoria dos conjuntos nebulosos trabalha apenas com t-normas e s-normas.
Definic¸a˜o 2.17 (Implicac¸a˜o Nebulosa [27, 77]). Um operador I : [0, 1] × [0, 1] −→ [0, 1] de-
crescente no primeiro argumento e crescente no segundo argumento e´ chamado implicac¸a˜o nebulosa
se I estende a implicac¸a˜o cla´ssica usual em {0, 1} × {0, 1}, i.e., I(0, 0) = I(0, 1) = I(1, 1) = 1 e
I(1, 0) = 0.
Exemplo 3 (Implicac¸a˜o de Go¨del, Implicac¸a˜o de Goguen, Implicac¸a˜o de Lukasiewicz e
Implicac¸a˜o de Kleene e Dienes). Exemplos de implicac¸o˜es nebulosas foram introduzidos
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por Go¨del, Goguen, Lukasiewicz e Kleene e Dienes, e sa˜o dadas pelas seguintes equac¸o˜es,
respectivamente [27].
IM(x, y) =
{
1, x ≤ y
y, x > y
, (2.29)
IP (x, y) =
{
1, x ≤ y
y/x, x > y
, (2.30)
IL(x, y) = 1 ∧ (y − x+ 1) , (2.31)
IK(x, y) = (1− x) ∨ y . (2.32)
Definic¸a˜o 2.18 (Negac¸a˜o Nebulosa [27]). Uma negac¸a˜o nebulosa e´ uma negac¸a˜o em [0, 1]. Em
outras palavras, uma negac¸a˜o nebulosa N e´ uma bijec¸a˜o involutiva N : [0, 1] −→ [0, 1] decrescente.
Exemplo 4 (Negac¸o˜es NebulosasNS ,ND eNR). Os seguintes operadores representam nega-
c¸o˜es nebulosas.
NS(x) = 1− x , (2.33)
ND(x) =
1− x
1 + px
, p > −1 , (2.34)
NR(x) =
p
√
1− xp , p ∈ (0,∞) . (2.35)
A negac¸a˜o nebulosa NS e´ referida como negac¸a˜o nebulosa usual.
2.4.2 Relac¸o˜es entre osOperadores de Conjunc¸a˜o, Disjunc¸a˜o e Implicac¸a˜o
Nebulosa
Uma conjunc¸a˜o nebulosa pode estar relacionada com uma implicac¸a˜o nebulosa atrave´s de
uma relac¸a˜o de dualidade com respeito a` adjunc¸a˜o [27]. Diz-se que uma conjunc¸a˜o nebulosa
C e uma implicac¸a˜o nebulosa I formam uma adjunc¸a˜o se e somente seC(x, ·) e I(x, ·) for uma
adjunc¸a˜o para todo x ∈ [0, 1]. Nesse caso, C e I sa˜o ditos operadores adjuntos. Por exemplo,
os pares (IM , CM), (IP , CP ), (IL, CL), e (IK , CK) formam adjunc¸o˜es.
Se C e´ uma conjunc¸a˜o nebulosa e I e´ uma implicac¸a˜o nebulosa tal que C e I formam uma
adjunc¸a˜o, enta˜o, pela proposic¸a˜o 2.5, I(x, ·) e´ uma erosa˜o e C(x, ·) e´ uma dilatac¸a˜o em [0, 1]
para todo x ∈ [0, 1]. Outra consequeˆncia da proposic¸a˜o 2.5, para toda implicac¸a˜o nebulosa
I existe no ma´ximo uma conjunc¸a˜o nebulosa C, e vice-versa, tal que I e C formam uma
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adjunc¸a˜o. Se o par (I, C) formar uma adjunc¸a˜o enta˜o
I(x, y) =
∨
{z ∈ [0, 1] : C(x, z) ≤ y} , (2.36)
para todo x, y ∈ [0, 1]. A implicac¸a˜o I que satisfaz (2.36) e´ referida como a R-implicac¸a˜o
associada a conjunc¸a˜o C [77, 75]. Em particular, uma R-implicac¸a˜o sempre esta´ bem definida
se a conjunc¸a˜o nebulosa em (2.36) for uma t-norma contı´nua, pois um operador contı´nuo
representa uma dilatac¸a˜o [44]. Em outras palavras, dada uma t-norma contı´nua, obtem-se
a implicac¸a˜o adjunta atrave´s de (2.36). Denota-se por IT a R-implicac¸a˜o associada a uma
t-norma contı´nua T .
Note que existem implicac¸o˜es nebulosas que na˜o representam eroso˜es e existem conjun-
c¸o˜es nebulosas que na˜o sa˜o dilatac¸o˜es. Ale´m disso, dado um par adjunto (I˜ , C˜), I˜ na˜o e´
necessariamente uma implicac¸a˜o nebulosa e/ou C˜ na˜o e´ necessariamente uma conjunc¸a˜o
nebulosa. Exemplos desses fatos podem ser encontrados em [114].
Exemplo 5 (Implicac¸a˜o Nebulosa ICE). Considere a seguinte implicac¸a˜o nebulosa:
ICE(x, y) =
{
0, se x = 1 e y = 0,
1, caso contra´rio .
(2.37)
Note que ICE(1, ·) na˜o satisfaz (2.2) pois
ICE
(
1,
∧
n∈N
1
n
)
= ICE (1, 0) = 0 , (2.38)
enquanto que ∧
n∈N
ICE
(
1,
1
n
)
=
∧
n∈N
1 = 1 . (2.39)
Logo, ICE e´ uma implicac¸a˜o nebulosa, mas ICE(x, ·) na˜o representa uma erosa˜o.
Uma conjunc¸a˜o nebulosa tambe´m pode estar associada a uma disjunc¸a˜o nebulosa atrave´s
de uma relac¸a˜o de dualidade com respeito a` negac¸a˜o [114]. Diz-se que uma conjunc¸a˜o nebu-
losa C e uma disjunc¸a˜o nebulosa D sa˜o operadores duais com respeito a` negac¸a˜o nebulosa N se
e somente se D(x, ·) for a negac¸a˜o de C(N(x), ·), para todo x ∈ [0, 1]. Em outras palavras, os
operadores C eD sa˜o duais com respeito a` negac¸a˜o nebulosaN se e somente se as seguintes
equac¸o˜es valerem para todo x, y ∈ [0, 1] [77].
D(x, y) = N (C (N(x), N(y))) ou C(x, y) = N (D (N(x), N(y))) . (2.40)
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Conjunc¸a˜o nebulosa C oo
Adjunc¸a˜o
//
OO
Negac¸a˜oN

Implicac¸a˜o nebulosa I
OO
Negac¸a˜oN

Disjunc¸a˜o nebulosa D oo
Adjunc¸a˜o // Implicac¸a˜o nebulosa dual J
Fig. 2.2: Esquema relacionando conjunc¸a˜o, disjunc¸a˜o e implicac¸a˜o nebulosa atrave´s dos con-
ceitos de adjunc¸a˜o ou negac¸a˜o nebulosa.
Observe que se C e´ uma conjunc¸a˜o nebulosa tal que C(x, ·) e´ uma dilatac¸a˜o para todo
x ∈ [0, 1], enta˜o a disjunc¸a˜o nebulosa D dual a C com respeito a` uma dada negac¸a˜o nebu-
losa N e´ tal que D(x, ·) representa uma erosa˜o para todo x ∈ [0, 1]. Analogamente, se D
e´ uma disjunc¸a˜o nebulosa que realiza uma erosa˜o em [0, 1] no segundo argumento, enta˜o
a conjunc¸a˜o nebulosa C dual de D com respeito a` uma negac¸a˜o nebulosa N realiza uma
dilatac¸a˜o no segundo argumento.
A figura 2.2 apresenta uma adaptac¸a˜o do esquema da figura 2.1 relacionando os opera-
dores de conjunc¸a˜o, disjunc¸a˜o e implicac¸a˜o nebulosa por meio das relac¸o˜es de dualidade
com respeito a` uma negac¸a˜o nebulosa ou adjunc¸a˜o. Esse esquema supo˜e que valem todas
as relac¸o˜es de dualidade.
Note que o esquema da figura 2.2 possui um operador J chamado implicac¸a˜o nebulosa
dual, ou simplesmente implicac¸a˜o dual. O operador J e´ tal que (D, J) representa uma adjun-
c¸a˜o, i.e., os operadores D(x, ·) e J(x, ·) formam uma adjunc¸a˜o para todo x ∈ [0, 1]. Logo,
J(x, ·) representa uma dilatac¸a˜o para todo x ∈ [0, 1]. Ale´m disso, a seguinte equac¸a˜o vale
para todo x, y ∈ [0, 1] (cf. proposic¸a˜o 2.5):
J(x, y) =
∧
{z ∈ [0, 1] : D(x, z) ≥ y} . (2.41)
A equac¸a˜o (2.41) relaciona a implicac¸a˜o dual com uma disjunc¸a˜o nebulosa. Em particu-
lar, a equac¸a˜o (2.41) esta´ bem definida sempre que a disjunc¸a˜o nebulosa for uma s-norma
contı´nua. Tem-se tambe´m que a implicac¸a˜o dual J e´ o operador dual de I com respeito a`
uma negac¸a˜o nebulosa N (cf. figura 2.2). Precisamente, J(x, ·) = IN(N(x), ·), ou seja, J e´
dado pela seguinte equac¸a˜o para todo x, y ∈ [0, 1]:
J(x, y) = N (I (N(x), N(y))) . (2.42)
De (2.41) e (2.42) conclui-se que J : [0, 1] × [0, 1] → [0, 1] e´ um operador decrescente no
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primeiro argumento e crescente no segundo argumento que satisfaz J(0, 0) = J(1, 0) =
J(1, 1) = 0 e J(0, 1) = 1. Portanto, apesar do nome “implicac¸a˜o nebulosa dual”, J na˜o e´
uma implicac¸a˜o nebulosa segundo a definic¸a˜o 2.17. O operador J e´ na verdade o operador
dual de uma implicac¸a˜o nebulosa I com respeito a` uma negac¸a˜o N .
Exemplo 6 (Implicac¸a˜o Dual de Go¨del, Goguen e Lukasiewicz). Os seguintes operadores
representam as implicac¸o˜es duais de Go¨del, Goguen e Lukasiewicz, respectivamente.
JM(x, y) =
{
0, x ≥ y
y, x < y
, (2.43)
JP (x, y) =
{
0, x ≥ y
y−x
1−x , x < y
, (2.44)
JL(x, y) = 0 ∨ (y − x) , (2.45)
2.4.3 Medidas de Inclusa˜o e Intersecc¸a˜o Nebulosa
Acredita-se que a abordagem mais geral da morfologia matema´tica nebulosa esta´ baseada
nos conceitos de medida de inclusa˜o e medida de intersecc¸a˜o nebulosa.
Definic¸a˜o 2.19 (Medidas de Inclusa˜o e Intersecc¸a˜o Nebulosas [113, 114] ). Uma medida de
inclusa˜o nebulosa e´ uma aplicac¸a˜o Inc : F(X)×F(X)→ [0, 1] tal que a restric¸a˜o paraP(X)×P(X)
coincide com a inclusa˜o para conjuntos cla´ssicos. De um modo ana´logo, uma medida de intersecc¸a˜o
nebulosa e´ definida como sendo uma aplicac¸a˜o Sec : F(X)× F(X) → [0, 1] tal que a restric¸a˜o para
P(X)× P(X) coincide com a intersecc¸a˜o de conjuntos cla´ssicos.
O valor Inc(a,b) e´ interpretado como o grau de inclusa˜o do conjunto nebuloso a no con-
junto nebuloso b enquanto que Sec(a,b) representa o grau de intersecc¸a˜o dos conjuntos ne-
bulosos a e b.
Va´rios pesquisadores apresentarampropostas demedidas de inclusa˜o nebulosa. Entre as
diferentes propostas, encontra-se as medidas de inclusa˜o de Zadeh [126], Bandler e Kohout
[4], Sinha e Dougherty [100, 101] e Kitainik [54]. Pode-se verificar que essas definic¸o˜es es-
tendem a noc¸a˜o de inclusa˜o de conjuntos cla´ssicos.
Pode-se obter umamedida de inclusa˜o nebulosa ou umamedida de intersecc¸a˜o nebulosa
“fuzzificando” diretamente a inclusa˜o ou a intersecc¸a˜o de conjuntos cla´ssicos como segue.
Considere conjuntos cla´ssicosA,B ⊆ X. Sabe-se queA ⊆ B se e somente se “x ∈ A implica
x ∈ B para todo x ∈ X”, i.e.,
Incc(A,B) =
∧
x∈X
Ic (a(x), a(x)) , (2.46)
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onde Ic : {0, 1} × {0, 1} → {0, 1} representa a implicac¸a˜o cla´ssica e a e b sa˜o os conjuntos
nebulosos que correspondem aos conjuntos cla´ssicos A e B, respectivamente. Em outras
palavras, a,b ∈ F (X) sa˜o definidos atrave´s da equac¸a˜o (2.20). Pode-se mostrar tambe´m
que
Secc(A,B) =
∨
x∈X
Cc (A(x),B(x)) , (2.47)
corresponde a` intersecc¸a˜o de conjuntos cla´ssicos. Aqui, Cc : {0, 1} × {0, 1} → {0, 1} repre-
senta a conjunc¸a˜o cla´ssica. As verso˜es nebulosas de (2.46) e (2.47) fornecem as seguintes
medidas de inclusa˜o e intersecc¸a˜o nebulosa:
Definic¸a˜o 2.20 (Inclusa˜o Inf-I e Intersecc¸a˜o Sup-C [4]). Considere conjuntos nebulosos a,b ∈
F (X). Uma medida de inclusa˜o nebulosa Inc : F (X)×F (X)→ [0, 1] e´ dita uma intersecc¸a˜o Inf-I
se e somente se essa e´ descrita pela equac¸a˜o
Inc(a,b) =
∧
x∈X
I(a(x),b(x)) . (2.48)
Analogamente, diz-se que uma medida de intersecc¸a˜o nebulosa Sec : F (X)×F (X)→ [0, 1] e´ uma
intersecc¸a˜o Sup-C se e somente se Sec e´ dada pela equac¸a˜o
Sec(a,b) =
∨
x∈X
C(a(x),b(x)) . (2.49)
Uma inclusa˜o Inf-I e´ tambe´m referida como inclusa˜o nebulosa de Bandler-Kohout [4]. Note
que a restric¸a˜o de uma medida de inclusa˜o Inf-I para P(X) × P(X) coincide com a in-
clusa˜o cla´ssica, pois Ic representa a restric¸a˜o de I para {0, 1} × {0, 1}. Analogamente, uma
intersecc¸a˜o Sup-C aplicada a` conjuntos cla´ssicos coincide com a intersecc¸a˜o cla´ssica.
Finalmente, observe que diferentes implicac¸o˜es e conjunc¸o˜es nebulosas produzem dife-
rentes incluso˜es Inf-I e intersecc¸o˜es Sup-C, respectivamente. Dada uma inclusa˜o Inf-I ou
uma intersecc¸a˜o Sup-C particular, indica-se a implicac¸a˜o nebulosa ou a conjunc¸a˜o nebulosa
utilizada atrave´s de um sub-ı´ndice. Por exemplo, IncL denota a inclusa˜o Inf-I baseada na
implicac¸a˜o de Lukasiewicz.
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2.5 Morfologia Matema´tica Nebulosa Baseada em Medidas
de Inclusa˜o e Intersecc¸a˜o Nebulosa
O primeiro trabalho envolvendo morfologia matema´tica e conceitos da teoria dos conjuntos
nebulosos foi apresentado por Goetcherian em 1980 [33]. Va´rias propostas surgiram pos-
teriormente, entre elas encontra-se os trabalhos de Sinha e Dougherty [100, 101], Bloch e
Maıˆtre [10], De Baets [25], Deng e Heijmans [27] e Maragos [66]. Comparac¸o˜es e reviso˜es
das diferentes abordagens para a morfologia matema´tica nebulosa podem ser encontradas
nos artigos [73, 114].
De um modo geral, a morfologia matema´tica nebulosa consiste de todos os operado-
res morfolo´gicos cujos domı´nio e contra-domı´nio sa˜o classes de conjuntos nebulosos. Por
exemplo, uma dilatac¸a˜o nebulosa e´ uma dilatac¸a˜o δ : F (X) → F(Y), onde X e Y repre-
sentam universos de discurso quaisquer. Entretanto, Sussner e Valle observaram que as
principais abordagens da morfologia matema´tica nebulosa podem ser obtidas a partir da
morfologia matema´tica bina´ria usando os conceitos de medida de inclusa˜o nebulosa e me-
dida de intersecc¸a˜o nebulosa [114]. Nesse caso particular, a morfologiamatema´tica nebulosa
representa uma extensa˜o da morfologia matema´tica bina´ria baseada na teoria dos conjuntos
nebulosos. Essa sec¸a˜o apresenta somente a definic¸a˜o dos operadores de dilatac¸a˜o e erosa˜o
baseados em medidas de inclusa˜o e intersecc¸a˜o nebulosas.
Lembre-se que a erosa˜o bina´ria de um conjunto A por um elemento estruturante S e´
definida como sendo o conjunto de todos os pontos x ∈ X tais que o elemento estruturante
transladado Sx esta´ contido em A. Formalmente, tem-se a seguinte definic¸a˜o equivalente
para EB(A,S):
EB(A,S) = {x ∈ X : Incc(Sx,A) = 1} , (2.50)
onde Incc : P(X)× P(X)→ {0, 1} representa a inclusa˜o de conjuntos cla´ssicos, i.e., Sx ⊆ A
se e somente se Incc(Sx,A) = 1. Pode-se tambe´m definir a dilatac¸a˜o bina´ria DB(A,S) de
A por S como o conjunto de todos os pontos x ∈ X tais que a reflexa˜o de Sx atinge o
conjunto A. Essa noc¸a˜o pode ser descrita em termos da intersecc¸a˜o de conjuntos cla´ssicos
Secc : P(X)×P(X)→ {0, 1}, onde Secc(S¯x,A) = 1 se e somente seA∩ S¯x 6= ∅. Dessa forma,
tem-se
DB(A,S) = {x ∈ X : Sec(S¯x,A) = 1} . (2.51)
Com base nessas observac¸o˜es, pode-se introduzir a seguinte classe de eroso˜es e dilatac¸o˜es
nebulosas.
Definic¸a˜o 2.21 (Eroso˜es e dilatac¸o˜es nebulosas baseadas em medidas de inclusa˜o e inter-
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secc¸a˜o nebulosas [73, 116]). Seja Inc uma medida de inclusa˜o nebulosa tal que Inc(s, ·) comuta
com o ı´nfimo para todo s ∈ F (X). Dado uma imagem nebulosa a ∈ F (X) e um elemento estru-
turante nebuloso s ∈ F (X), define-se a erosa˜o nebulosa E de a por s referente a` Inc atrave´s da
seguinte equac¸a˜o:
E(a, s)(x) = Inc(sx, a) , (2.52)
onde sx e´ a translac¸a˜o de s por x ∈ X.
Analogamente, uma dilatac¸a˜o nebulosa D : F(X) × F(X) → F (X) baseada em uma certa
medida de intersecc¸a˜o nebulosa Sec e´ definida atrave´s da equac¸a˜o:
D(a, s)(x) = Sec(s¯x, a) , (2.53)
se e somente se Sec(s, ·) comuta com o supremo para todo s ∈ F (X). Aqui, s¯x(y) = s(x− y) para
todo x,y ∈ X.
Note que E eD estendem a erosa˜o bina´ria EB : P(X)×P(X)→ P(X) e a dilatac¸a˜o bina´ria
DB : P(X) × P(X) → P(X) para o caso nebuloso, respectivamente. Ale´m disso, E(·, s)
representa uma erosa˜o se e somente se a medida de inclusa˜o nebulosa Inc(s, ·) comutar com
o ı´nfimo para todo s ∈ F(X). Caso contra´rio, o operador dado por (2.52) na˜o representa
uma erosa˜o (nebulosa). Uma observac¸a˜o ana´loga pode ser feita para a dilatac¸a˜o nebulosa
e a medida de intersecc¸a˜o nebulosa. Finalmente, os operadores apresentados na definic¸a˜o
2.21 na˜o correspondem ao caso mais geral de dilatac¸a˜o e erosa˜o nebulosa. Portanto, deve-se
ter sempre em mente que os operadores definidos em (2.52) e (2.53) esta˜o baseados em uma
medida de inclusa˜o nebulosa e uma medida de intersec¸a˜o nebulosa, respectivamente.
Em analogia ao caso em tons de cinza, o par (E ,D) representa uma adjunc¸a˜o se e somente
se (E(·, s),D(·, s)) representar uma adjunc¸a˜o para todo elemento estruturante s ∈ F (X).
Ale´m disso, E e D sa˜o ditos operadores duais com respeito a` uma negac¸a˜o N se e somente
se D(·, s) = EN(·, s¯) para todo s ∈ F (X). Uma negac¸a˜o N e´ geralmente definida aplicando
uma negac¸a˜o nebulosa N : [0, 1] → [0, 1] pontualmente, i.e., N(a)(x) = N(a(x)) para todo
a ∈ F (X) e x ∈ X.
2.5.1 Erosa˜o Nebulosa Inf-I e Dilatac¸a˜o Nebulosa Sup-C
Na sec¸a˜o 2.4.3 foram apresentadas as medidas de inclusa˜o Inf-I e as medidas de intersecc¸a˜o
Sup-C. Operadores E e D da definic¸a˜o 2.21 baseados nessas medidas sa˜o chamados eroso˜es
Inf-I e dilatac¸o˜es Sup-C, respectivamente.
Definic¸a˜o 2.22 (Erosa˜o Nebulosa Inf-I e Dilatac¸a˜o Nebulosa Sup-C [114]). Sejam a, s ∈
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F (X). Dado uma implicac¸a˜o nebulosa I tal que I(s, ·) comuta com o ı´nfimo para todo s ∈ [0, 1],
define-se a erosa˜o nebulosa Inf-I de a por s atrave´s da equac¸a˜o:
E(a, s)(x) =
∧
y∈X
I(sx(y), a(y)) . (2.54)
De um modo ana´logo, dado uma conjunc¸a˜o nebulosa C tal que C(s, ·) comuta com o supremo para
todo s ∈ [0, 1], define-se a dilatac¸a˜o nebulosa Sup-C de a por s como segue:
D(a, s)(x) =
∨
y∈X
C(s¯x(y), a(y)) . (2.55)
Observac¸a˜o. Indica-se com um sub-ı´ndice na˜o caligrafado a implicac¸a˜o e a conjunc¸a˜o ne-
bulosa empregada na definic¸a˜o da erosa˜o nebulosa Inf-I e da dilatac¸a˜o nebulosa Sup-C,
respectivamente. Por exemplo, EM denota a erosa˜o nebulosa Inf-I baseada na implicac¸a˜o
de Go¨del e DM representa a dilatac¸a˜o nebulosa Sup-C baseada no mı´nimo como conjunc¸a˜o
nebulosa.
Os operadores E(·, s) : F(X) → F (X) dados por (2.52) representam uma erosa˜o se e
somente se Inc(s, ·) comuta com o ı´nfimo para todo s ∈ F (X). Pode-se mostrar que esse
fato e´ verdadeiro para incluso˜es Inf-I se e somente se que I(s, ·) e´ uma erosa˜o para todo
s ∈ [0, 1] [27]. Por esta raza˜o, a definic¸a˜o de erosa˜o nebulosa Inf-I conte´m a condic¸a˜o que
I(s, ·) representa uma erosa˜o. Por exemplo, as implicac¸o˜es IM , IP , IL e IK comutam com o
ı´nfimo no segundo argumento e portanto EM , EP , EL e EK representam eroso˜es Inf-I. Se ICE e´
a implicac¸a˜o nebulosa definida por (2.37) enta˜o pode-se mostar que E˜CE na˜o representa uma
erosa˜o Inf-I. Uma observac¸a˜o similar pode ser feita para o operador D definido em (2.55).
E´ importante observar que esses detalhes passaram despercebidos em muitos trabalhos [25,
73].
O conceito de adjunc¸a˜o possui um papel fundamental na morfologia matema´tica nebu-
losa [27, 66]. A seguinte proposic¸a˜o relaciona a adjunc¸a˜o de I e C com a respectiva erosa˜o
Inf-I e dilatac¸a˜o Sup-C.
Proposic¸a˜o 2.23 (Condic¸a˜o Necessa´ria e Suficiente para (E ,D) Ser uma Adjunc¸a˜o [27]).
Sejam I uma implicac¸a˜o nebulosa e C uma conjunc¸a˜o nebulosa. O par (I, C) forma uma adjunc¸a˜o
em [0, 1] se e somente se o par (E ,D) dado pelas equac¸o˜es (2.54) e (2.55) formar uma adjunc¸a˜o em
F (X).
Capı´tulo 3
Redes Neurais Morfolo´gicas Nebulosas
3.1 Redes Neurais Artificiais
Uma Rede Neural Artificial (ANN, Artificial Neural Network), ou simplesmente rede neu-
ral, e´ um modelo matema´tico inspirado no ce´rebro humano por sua habilidade de adquirir
e armazenar conhecimento necessa´rio para realizar uma dada tarefa. Devido a motivac¸a˜o
biolo´gica, os elementos ba´sicos de processamento de uma rede neural sa˜o chamados neuroˆnios
ou no´s.
Um neuroˆnio artificial consiste dos seguintes elementos cuja representac¸a˜o gra´fica esta´
apresentada na figura 3.1 [42]:
1. Um conjunto de pesos sina´pticos (ou conexo˜es sina´pticas), e uma operac¸a˜o bina´ria que
combina a entrada com a respectiva conexa˜o sina´ptica.
2. Uma regra de agregac¸a˜o que combina as entradas dos neuroˆnios ponderados com as
respectivas conexo˜es sina´pticas.
3. Uma func¸a˜o de ativac¸a˜o com objetivo de introduzir na˜o-linearidade no modelo ou con-
finar a saı´da do neuroˆnio num dado intervalo.
Alguns modelos de neuroˆnios tambe´m incluem um termo externo ou bias. Entretanto, na
maioria dos casos, o bias pode ser interpretado como um peso sina´ptico conectado a uma
entrada constante.
Uma rede neural artificial e´ caracterizada pelo modelo do neuroˆnio, a arquitetura ou topolo-
gia da rede e a regra de treinamento ou regra de aprendizado [42]. Os elementos ba´sicos de um
neuroˆnio artificial foram discutidos anteriormente. A regra de aprendizado corresponde ao
processo que modifica os pesos sina´pticos com a intenc¸a˜o de se atingir um dado objetivo.
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Fig. 3.1: Modelo geral de um neuroˆnio.
No contexto de memo´ria associativa, a regra de aprendizado corresponde a` fase de armaze-
namento, i.e., a regra de aprendizado e´ aplicada para determinar uma aplicac¸a˜o G tal que
G(xξ) = yξ para todo ξ = 1, . . . , k. A topologia de uma rede neural refere-se ao projeto da
rede e ao modo como os neuroˆnios sa˜o conectados. Em muitos casos, o projeto de uma rede
consiste em camadas de neuroˆnios. Geralmente, conta-se apenas as camadas de neuroˆnios
com pesos ajustaveis. Por exemplo, uma rede de camada u´nica e´ uma rede neural com apenas
uma camada de neuroˆnios com pesos ajustaveis.
Uma rede neural pode ser progressiva ou recorrente. Numa rede neural progressiva, to-
das as conexo˜es apontam para a direc¸a˜o da saı´da enquanto que uma rede neural recorrente
possui conexo˜es entre neuroˆnios da mesma camada e/ou conexo˜es apontando na direc¸a˜o
da entrada. O Perceptron de Mu´ltiplas Camadas (MLP, Multilayer Perceptron) [96, 95] e as Re-
des de Func¸a˜o de Base Radial (RBFN, Radial Basis Function Networks) [80, 81] sa˜o exemplos
de redes neurais progressivas. Por outro lado, a famosa rede de Hopfield [47, 45] representa
um modelo de rede neural recorrente. Os principais modelos de redes neurais discutidos
nessa tese sa˜o descritos por redes progressivas de camada u´nica cuja representac¸a˜o gra´fica
encontra-se na figura 3.2.
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Fig. 3.2: Representac¸a˜o gra´fica de uma rede neural progressiva de camada u´nica.
3.2 Redes Neurais Nebulosas
Uma Rede Neural Nebulosa (FNN, Fuzzy Neural Network or Neurofuzzy Network), ou sim-
plesmente rede nebulosa, e´ uma rede neural cujos padro˜es de entrada, padro˜es de saı´da e/ou
conexo˜es sina´pticas representam conjuntos nebulosos [14, 31]. A definic¸a˜o acima abrange
uma grande variedade de redes neurais baseadas na teoria dos conjuntos nebulosos que
sa˜o geralmente divididas em duas classes: redes (neurais) nebulosas regulares e redes (neurais)
nebulosas hı´bridas.
De um modo geral, uma rede nebulosa regular e´ projetada de um modo semelhante a`
uma rede neural na˜o nebulosa, mas com a habilidade de trabalhar com informac¸o˜es nebulo-
sas. Em outras palavras, uma rede nebulosa regular possui entradas e/ou pesos sina´pticos
nebulosos descritos por conjuntos ou nu´meros nebulosos. A func¸a˜o de ativac¸a˜o e todas as
demais operac¸o˜es, incluindo a soma e a multiplicac¸a˜o, sa˜o definidas em termos do princı´pio
de extensa˜o de Zadeh [31, 77]. Apesar de na˜o apresentar muitas propriedades atraentes,
tal como a habilidade de aproximar func¸o˜es contı´nuas, as redes nebulosas regulares foram
aplicadas em problemas de classificac¸a˜o e controle [48].
Por outro lado, as redes nebulosas hı´bridas combinam entradas e conexo˜es sina´pticas ne-
bulosas usando operac¸o˜es da lo´gica nebulosa, tais como conjunc¸a˜o, disjunc¸a˜o e implicac¸a˜o
nebulosa. Aplicac¸o˜es de redes nebulosas hı´bridas inclui predic¸a˜o de se´ries temporais [3, 30]
e nagevac¸a˜o autoˆnoma [19]. Em contraste com as redes nebulosas regulares, certas redes ne-
bulosas hı´bridas funcionam como aproximadores universais, i.e., elas sa˜o capazes de apro-
ximar qualquer func¸a˜o contı´nua num domı´nio compacto [13]. Ale´m disso, as redes nebu-
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losas hı´bridas podem ser usadas para implementar sistemas de regras nebulosas da forma
SE-ENTA˜O [31]. As memo´rias associativas morfolo´gicas nebulosas sa˜o exemplos de redes
nebulosas hı´bridas.
3.3 Redes Neurais Morfolo´gicas
Os primeirosmodelos deRedes NeuraisMorfolo´gicas (MNN,Morphological Neural Networks)
foram introduzidos por Ritter et al. no ı´nicio dos anos 1990 [24, 23, 85] e teˆm suas origens na
a´lgebra de imagens [89, 93]. Em termos gerais, Ritter et al. observaram que a a´lgebra de ima-
gens oferece ferramentas matema´ticas necessa´rias para descrever tanto modelos cla´ssicos de
redes neurais, tais como o Perceptron e a rede de Hopfield [88, 92], como as operac¸o˜es de
dilatac¸a˜o e erosa˜o da abordagem da umbra para a morfologia matema´tica em tons de cinza
[22, 92]. As redes neurais morfolo´gicas foram aplicadas em problemas de reconhecimento
automa´tico de alvos, detecc¸a˜o de minas terrestres, reconhecimento de caracteres escritos a
ma˜o e previsa˜o em mercados financeiros [2, 52, 32, 51].
Nessa tese, uma rede neural morfolo´gica e´ definida como uma rede neural cujos neu-
roˆnios realizam uma operac¸a˜o elementar da morfologia matema´tica, i.e., dilatac¸a˜o, erosa˜o,
anti-dilatac¸a˜o e anti-erosa˜o. A definic¸a˜o acima, apresentada por Sussner [110], tem como
inspirac¸a˜o o fato de qualquer operador entre reticulados completos poder ser expresso em
termos de combinac¸o˜es de supremos e ı´nfimos dos operadores elementares da morfologia
matema´tica [7]. Uma definic¸a˜o alternativa e´ apresentada na observac¸a˜o abaixo. Note que
essa definic¸a˜o de redes neurais morfolo´gicas inclui, em particular, os modelos de memo´rias
associativas morfolo´gicas introduzidas em [89]. Entretanto, exclui os modelos discutidos
em [78, 83, 91, 108].
Observac¸a˜o. Uma rede neural morfolo´gica tambe´m pode ser definida como uma rede neu-
ral onde os neuroˆnios realizam operac¸o˜es elementares da morfologia matema´tica antes da
aplicac¸a˜o da func¸a˜o de ativac¸a˜o, i.e., os primeiros passos de um neuroˆnio artificial (referen-
tes aos items 1 e 2) corresponde a` uma operac¸a˜o elementar da morfologia matema´tica. En-
tretanto, nessa tese de doutorado, sa˜o tratados apenas modelos de neuroˆnios morfolo´gicos
onde a func¸a˜o identidade e´ empregada como func¸a˜o de ativac¸a˜o e, nesse caso, as duas
definic¸o˜es sa˜o equivalentes. E´ importante observar que um neuroˆnio morfolo´gico efetua
uma operac¸a˜o na˜o-linear durante a regra de agregac¸a˜o. Portanto, ao contra´rio dos modelos
cla´ssicos [42], o uso da func¸a˜o identidade como func¸a˜o de ativac¸a˜o em um neuroˆnio mor-
folo´gico na˜o representa uma restric¸a˜o severa nas aplicac¸o˜es de uma rede neural morfolo´gica.
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Uma Rede Neural Morfolo´gica Nebulosa (FMNN, Fuzzy Morphological Neural Network) e´
simplesmente uma rede neural nebulosa (hı´brida) que realiza uma operac¸a˜o elementar da
morfologia matema´tica em cada no´. Em outras palavras, define-se uma rede neural mor-
folo´gica nebulosa como uma rede neural cujos padro˜es de entrada, padro˜es de saı´da e co-
nexo˜es sina´pticas representam conjuntos nebulosos (em um universo de discurso finito X)
e os neuroˆnios realizam operac¸o˜es de dilatac¸o˜es, eroso˜es, anti-dilatac¸o˜es e/ou anti-eroso˜es.
Nas pro´ximas sub-sec¸o˜es sa˜o apresentados os principais modelos de neuroˆnios que sa˜o usa-
dos nesse tipo de rede neural.
Para facilitar a apresentac¸a˜o, emprega-se a seguinte notac¸a˜o: O sı´mbolo x = [x1, . . . , xn]T
corresponde ao vetor com as entradas nebulosas e y denota a saı´da nebulosa do neuroˆnio.
Os pesos sina´pticos wi ∈ [0, 1] e mi ∈ [0, 1] sera˜o agrupados em vetores w = [w1, . . . , wn]T
e m = [m1, . . . ,mn]T , respectivamente. A letra grega θ e sua variac¸a˜o ϑ sa˜o usadas para
representar o bias.
3.4.1 Neuroˆnios Max-C e o Produto Max-C
Uma das classes mais gerais de neroˆnios nebulosos, conhecida como classe dos neuroˆnios
lo´gicos agregativos, foi introduzida por Pedrycz no inı´cio dos anos 1990 [76]. Os neuroˆnios
dessa classe recebem esse nome por realizarem uma agregac¸a˜o baseada em operadores da
lo´gica nebulosa. Em particular, um OU-neuroˆnio emprega uma s-norma como regra de
agregac¸a˜o. Matematicamente, um OU-neuroˆnio e´ descrito pela seguinte equac¸a˜o
y =
n
S
j=1
T (wj, xj) , (3.1)
onde S e´ uma s-norma e T e´ uma t-norma. OU-neuroˆnios sa˜o empregados em va´rios mode-
los de redes neurais nebulosas. Em particular, as memo´rias associativas de Kosko [62], bem
como suas generalizac¸o˜es [18], esta˜o baseadas nesse tipo de neuroˆnio.
Pode-se adptar o modelo original de Pedrycz introduzindo um bias θ e substituindo a
t-norma T por uma conjunc¸a˜o nebulosa mais geral C. Obtem-se assim um OU-neuroˆnio
generalizado, ou neuroˆnio S-C, descrito pela seguinte equac¸a˜o:
y =
[
n
S
j=1
C (wj, xj)
]
s θ . (3.2)
Na˜o faz sentido substituir a s-norma por uma disjunc¸a˜o nebulosa mais geral porque associ-
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atividade e comutatividade sa˜o necessa´rias na regra de agregac¸a˜o de um neuroˆnio artificial.
Em particular, tem-se um neuroˆnio max-C quando S e´ a operac¸a˜o de ma´ximo. Um neu-
roˆnio max-C e´ descrito pela seguinte equac¸a˜o:
y =
[
n∨
j=1
C (wj, xj)
]
∨ θ . (3.3)
Conjunc¸o˜es nebulosas particulares definem neuroˆnios max-C especı´ficos. Dado um neuroˆ-
nio max-C, indica-se a conjunc¸a˜o nebulosa empregada em (3.3) por meio de um sub-ı´ndice.
Em particular, tem-se um neuroˆnio max-T quando a conjunc¸a˜o nebulosa C em (3.3) for uma
t-norma. Uma notac¸a˜o semelhante e´ empregada para descrever os neuroˆnios min-D e os
neuroˆnios min-I introduzidos mais adiante.
Os neuroˆnios max-C sa˜o empregados em va´rios modelos de memo´rias associativas ne-
bulosas. Por exemplo, as Memo´rias Associativas Nebulosas (FAMs, Fuzzy Associative Memo-
ries) de Kosko empregam neuroˆnios max-CM ou max-CP [58, 62]. A FAM de Junbo [49] e
o modelo de Liu [63] tambe´m esta˜o baseados nos neuroˆnios max-CM . As Memo´rias Associa-
tivas Nebulosas Generalizadas (GFAMs, Generalized Fuzzy Associative Memories) de Chung
e Lee [18] e as Memo´rias Associativas Nebulosas Implicativas (IFAMs, Implicative Fuzzy Asso-
ciative Memories) [116, 121] esta˜o baseadas nos neuroˆnios max-T , onde T e´ uma t-norma.
O capı´tulo 4 conte´m uma breve revisa˜o dos principais modelos de memo´ria associativa. As
IFAMs sa˜o introduzidas no capı´tulo 5.
Um neuroˆnio max-C pode ser descrito em termos de um produto matricial. Sejam A ∈
[0, 1]m×k e B ∈ [0, 1]k×n matrizes nebulosas, o produto max-C de A por B, denotado por
C = A ◦B, e´ definido atrave´s da seguinte equac¸a˜o:
cij =
k∨
l=1
C(ail, blj) para i = 1, . . . ,m e j = 1, . . . , n . (3.4)
Desse modo, um neuroˆnio max-C tambe´m pode ser descrito pela equac¸a˜o
y = (wT ◦ x) ∨ θ , (3.5)
onde wT representa a transposta do vetor dos pesos sina´pticos w.
Note que um neuroˆnio max-C representa uma aplicac¸a˜oW : [0, 1]n → [θ, 1] caracterizada
pelo vetor w e o bias θ. Essa aplicac¸a˜o e´ dada pela seguinte equac¸a˜o para todo x ∈ [0, 1]n.
W(x) = (wT ◦ x) ∨ θ , (3.6)
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Tem-se um neuroˆnio morfolo´gico max-C se W representar uma operac¸a˜o de dilatac¸a˜o. O se-
guinte teorema revela que os neuroˆnios max-CM , max-CP , max-CL e max-CK representam
neuroˆnios morfolo´gicos max-C. A demonstrac¸a˜o do teorema 3.1 encontra-se no apeˆndice A.
Teorema 3.1 (Condic¸a˜o Necessa´ria e Suficiente para um Neuroˆnio Morfolo´gico Max-C).
Um neuroˆnio max-C descrito por (3.6) representa uma dilatac¸a˜o se e somente se C(w, ·) for uma
dilatac¸a˜o para todo w ∈ [0, 1].
3.4.2 Neuroˆnios Min-D e o Produto Min-D
Resumidamente, um neuroˆnio min-D e´ descrito pela seguinte equac¸a˜o:
y =
[
n∧
j=1
D (mj, xj)
]
∧ ϑ . (3.7)
Um neuroˆnio min-D pertence a` uma classe generalizada dos neuroˆnios lo´gicos agregativos
de Pedrycz [76]. De fato, um neuroˆnio min-D pode ser obtido a partir de um E-neuroˆnio
substituindo a s-norma por uma disjunc¸a˜o nebulosa geral, adicionando o bias e conside-
rando omı´nimo como t-norma [77]. As IFAMs duais sa˜o exemplos dememo´rias associativas
morfolo´gicas nebulosas descritas por neuroˆnios min-D [116, 121].
Um neuroˆnio min-D pode ser descrito em termos de um produto matricial. Considere
A ∈ [0, 1]m×k e B ∈ [0, 1]k×n, define-se o produto min-D, denotado por D = A • B, atrave´s da
equac¸a˜o:
dij =
k∧
l=1
D(ail, blj) para i = 1, . . . ,m e j = 1, . . . , n . (3.8)
Desse modo, um neuroˆnio min-D tambe´m pode ser descrito pela equac¸a˜o
y = (mT • x) ∧ ϑ , (3.9)
ondem = [m1, . . . ,mn]T e´ um vetor coluna.
Note que um neuroˆnio min-D representa uma aplicac¸a˜oM : [0, 1]n → [0, ϑ] caracterizada
porm e ϑ. A aplicac¸a˜oM e´ definida como segue para todo x ∈ [0, 1]n.
M(x) = (mT • x) ∧ ϑ . (3.10)
De um modo ana´logo aos neuroˆnios max-C, diz-se que um neuroˆnio descrito por (3.9) re-
presenta um neuroˆnio morfolo´gico min-D seM representar uma operac¸a˜o de erosa˜o. Pode-se
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mostrar que um neuroˆnio min-D representa uma erosa˜o se e somente se D(x, ·) for uma
erosa˜o para todo x ∈ [0, 1]. Os neuroˆnios min-DM , min-DP , min-DL e min-DK sa˜o exemplos
de neuroˆnios morfolo´gicos min-D.
3.4.3 Neuroˆnios Min-I e o Produto Min-I
Os neuroˆnios min-I esta˜o baseados no produto min-I . Sejam A ∈ [0, 1]m×k e B ∈ [0, 1]k×n,
o produto min-I de A por B, denotado por E = A ~ B, e´ definido em termos da seguinte
equac¸a˜o:
eij =
k∧
l=1
I(blj, ail) para i = 1, . . . ,m e j = 1, . . . , n . (3.11)
Observac¸a˜o. Note que os termos blj e ail em (3.11) aparecem propositalmente em posic¸o˜es
diferentes das usuais.
O produto min-I e´ tambe´m empregado no armazenamento nebuloso implicativo que
corresponde a` fase de armazenamento de uma IFAM (cf. capı´tulo 5). E´ apresentado a seguir
dois tipos de neuroˆnios baseados no produto min-I .
Um neuroˆnio min-I pela esquerda e´ definido atrave´s da equac¸a˜o
y = (xT ~w) ∧ ϑ =
[
n∧
j=1
I (wj, xj)
]
∧ ϑ . (3.12)
Neuroˆnios min-I pela esquerda sa˜o empregados, por exemplo, nas IFAMs adjuntas intro-
duzidas no capı´tulo 5. Precisamente, uma IFAM adjunta esta´ baseada em um neuroˆnio
min-IT com bias ϑ = 1, onde a implicac¸a˜o nebulosa IT forma uma adjunc¸a˜o com uma t-
norma T contı´nua. Logo, T (x, ·) realiza uma dilatac¸a˜o e IT (x, ·) realiza uma erosa˜o para
todo x ∈ [0, 1]. Como consequeˆncia, os neuroˆnios de uma IFAM adjunta realizam operac¸o˜es
de erosa˜o. De um modo geral, um neuroˆnio min-I pela esquerda realiza uma operac¸a˜o de
erosa˜o se e somente se I(x, ·) for uma erosa˜o para todo x ∈ [0, 1].
De ummodo similar, um neuroˆnio min-I pela direita e´ definido atrave´s da seguinte equac¸a˜o
para todo x ∈ [0, 1]n:
y = (mT ~ x) ∧ ϑ =
[
n∧
j=1
I (xj,mj)
]
∧ ϑ . (3.13)
Os neuroˆnios min-I pela direita sa˜o empregados, em particular, nas Memo´rias Associativas
Bidirecionais Lo´gicas Nebulosas (FLBAMs, Fuzzy Logical Bidirectional Associative Memories)
introduzidas por Beˇlohla´vek [8]. Especificamente, as FLBAMs esta˜o baseadas em neuroˆnios
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min-IT onde a implicac¸a˜o nebulosa IT forma uma adjunc¸a˜o com uma t-norma T . Entre-
tanto, esse fato na˜o implica que os neuroˆnios min-IT das FLBAMs realizam eroso˜es, pois as
componentes do padra˜o de entrada sa˜o processados no primeiro argumento da implicac¸a˜o
IT (cf. equac¸a˜o (3.13)). Na verdade, os neuroˆnios de uma FLBAM efetuam anti-dilatac¸o˜es,
como mostra o teorema 4.5. De ummodo geral, um neuroˆnio min-I pela direita realiza uma
operac¸a˜o de anti-dilatac¸a˜o se e somente se I(·, y) representar uma anti-dilatac¸a˜o para todo
y ∈ [0, 1].
O teorema 2.8 revela que uma anti-dilatac¸a˜o pode ser expressa em termos de composi-
c¸o˜es de negac¸o˜es, dilatac¸o˜es e eroso˜es. Em particular, pode-se escrever δ¯ = ε ◦ νL, onde
δ¯ e´ uma anti-dilatac¸a˜o, νL e´ uma negac¸a˜o e ε e´ uma erosa˜o. Esse fato pode ser usado para
estabelecer uma relac¸a˜o entre o produto min-I e o produto min-D. Consequ¨entemente, tem-
se uma relac¸a˜o entre os neuroˆnios min-D e os neuroˆnios min-I , tanto pela esquerda como
pela direita. A relac¸a˜o entre os produtos min-I e min-D e´ obtida a partir da seguinte relac¸a˜o
entre uma implicac¸a˜o nebulosa I e uma disjunc¸a˜o nebulosa D.
Considere uma implicac¸a˜o nebulosa I e uma negac¸a˜o nebulosa N . O operador D(x, ·)
obtido pela composic¸a˜o de I(·, x) com a negac¸a˜o nebulosa N , i.e., D(x, ·) = I(·, x) ◦ N ,
representa uma disjunc¸a˜o nebulosa para todo x ∈ [0, 1]. Em outras palavras, o operador D
definido pela seguinte equac¸a˜o representa uma disjunc¸a˜o nebulosa para todo x, y ∈ [0, 1]:
D(x, y) = I(N(y), x) ou I(x, y) = D(y,N(x)) . (3.14)
De fato, o operador D na primeira equac¸a˜o de (3.14) e´ crescente em ambos os argumentos e
satisfaz as seguintes condic¸o˜es de fronteira:
D(0, 0) = I(N(0), 0) = I(1, 0) = 0 , (3.15)
D(1, 0) = I(N(0), 1) = I(1, 1) = 1 , (3.16)
D(0, 1) = I(N(1), 0) = I(0, 0) = 1 , (3.17)
D(1, 1) = I(N(1), 1) = I(0, 1) = 1 . (3.18)
Observe que essa na˜o e´ uma relac¸a˜o de dualidade com respeito a` negac¸a˜o N (cf. equac¸a˜o
(2.8)). Entretanto, se I(·, x) e´ uma anti-dilatac¸a˜o, enta˜o D(x, ·) e´ uma erosa˜o para todo x ∈
[0, 1] (cf. teorema 2.8).
Considere A ∈ [0, 1]m×k e B ∈ [0, 1]k×n e tome E = A ~ B. Substituindo a relac¸a˜o dada
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pela segunda equac¸a˜o de (3.14) em (3.11), encontra-se:
eij =
k∧
l=1
I (blj, ail) =
k∧
l=1
D (ail, N(blj)) . (3.19)
Seja N(B) ∈ [0, 1]k×n a matriz cujos elementos correspondem a` negac¸a˜o dos elementos de
B, i.e., [N(B)]lj = N(blj) para todo l = 1, . . . , k e j = 1, . . . , n. Desse modo, tem-se
A~B = A •N(B) , (3.20)
onde os produtos min-D e min-I esta˜o baseados em uma disjunc¸a˜o nebulosa D e em uma
implicac¸a˜o nebulosa I tais que D e I satisfazem a relac¸a˜o (3.14).
Com base em (3.20), conclui-se que a resposta y de um neuroˆnio min-I pela direita pode
ser descrita pela seguinte equac¸a˜o envolvendo o produto min-D:
y =
[
n∧
j=1
D(mj, N(xj))
]
∧ ϑ = (mT •N(x)) ∧ ϑ =M(N(x)) , (3.21)
onde [N(x)]j = N(xj) para j = 1, . . . , n.
De ummodo ana´logo, um neuroˆnio min-I pela esquerda pode ser descrito pela equac¸a˜o
y =
[
n∧
j=1
D(xj, N(mj))
]
∧ ϑ = (xT •N(w)) ∧ ϑ = (xT •m) ∧ ϑ , (3.22)
onde [N(w)]j = N(wj), para todo j = 1, . . . , n, e m = N(w). Em particular, se a disjunc¸a˜o
nebulosa do produto min-D for uma s-norma, enta˜o a resposta do neuroˆnio sera´
y =
(
xT •m) ∧ ϑ = (mT • x) ∧ ϑ . (3.23)
Em vista das u´ltimas observac¸o˜es, redes neurais (morfolo´gicas) nebulosas baseadas em
neuroˆnios min-I recebera˜o menos atenc¸a˜o que as redes neurais (morfolo´gicas) nebulosas
descritas por neuroˆnios min-D.
Capı´tulo 4
Principais Modelos de Memo´rias
Associativas Nebulosas e Morfolo´gicas
Esse capı´tulo descreve os principais modelos de memo´rias associativas nebulosas sob o
ponto de vista da morfologia matema´tica. Verifica-se que a maiorida destes modelos re-
alizam operac¸o˜es elementares da morfologia matema´tica em cada neuroˆnio. Portanto, os
principais modelos de memo´rias associativas nebulosas pertencem a` classe das Memo´rias
Associativas Morfolo´gicas Nebulosas (FMAMs, Fuzzy Morphological Associative Memories).
Lembre-se que uma FMAM e´ uma memo´ria associativa neural cujos padro˜es de entrada,
saı´da e conexo˜es sina´pticas representam conjuntos nebulosos (em um universo de discurso
finitoX) e os neuroˆnios realizam operac¸o˜es de dilatac¸o˜es, eroso˜es, anti-dilatac¸o˜es e/ou anti-
eroso˜es. O capı´tulo termina apresentando as memo´rias associativas morfolo´gicas introdu-
zidas por Ritter e Sussner [89, 90, 115].
4.1 Memo´rias Associativas Nebulosas Max-Min e Max-Prod
AsMemo´rias Associativas Nebulosas (FAMs, Fuzzy AssociativeMemories) de Kosko represen-
tam uma das primeiras propostas de memo´rias associativas baseadas na teoria dos conjun-
tos nebulosos. Esses modelos foram introduzidos no inı´cio dos anos 1990 e sa˜o geralmente
referidos como FAM max-min e FAM max-prod [58, 62, 61]. As FAMs de Kosko foram aplica-
das com sucesso em problemas de controle e rastreamento de alvos [58, 62, 74].
As FAMs max-min e max-prod sa˜o ambas descritas por redes neurais progressivas de
camada u´nica cuja arquitetura esta´ apresentada na figura 3.2. A FAM max-min e´ equipada
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com neuroˆnios max-CM enquanto que a FAM max-prod e´ descrita por neuroˆnios max-CP .
Portanto, ambos os modelos pertencem a` classe das FMAMs.
A proposta original de Kosko na˜o inclui um bias. Consequ¨entemente, seW ∈ [0, 1]m×n e´
a matriz dos pesos sina´pticos de uma FAM max-min e se x ∈ [0, 1]n e´ o padra˜o de entrada,
enta˜o o padra˜o de saı´da y ∈ [0, 1]m e´ calculado atrave´s da seguinte equac¸a˜o (cf. eq. (3.4)):
y = W ◦M x . (4.1)
De um modo similar, a FAMmax-prod calcula a saı´da atrave´s da equac¸a˜o y = W ◦P x.
Considere um conjunto de memo´rias fundamentais {(xξ,yξ) : ξ = 1, . . . , k}. A estrate´gia
de armazenamento empregada numa FAM max-min e´ referida como estrate´gia de codificac¸a˜o
correlac¸a˜o-mı´nimo (correlation-minimum encoding scheme). Essa estrate´gia determina a ma-
triz dos pesos sina´pticos atrave´s da seguinte equac¸a˜o:
W = Y ◦M XT , (4.2)
onde X = [x1, . . . ,xk] ∈ [0, 1]n×k e Y = [y1, . . . ,yk] ∈ [0, 1]m×k. Similarmente, a matriz
dos pesos sina´pticos de uma FAM max-prod e´ obtida atrave´s da equac¸a˜o W = Y ◦P XT .
Nesse caso, tem-se uma estrate´gia de codificac¸a˜o correlac¸a˜o-produto (correlation-product enco-
ding scheme).
Ambas estrate´gias de armazenamento, codificac¸o˜es correlac¸a˜o-mı´nimo e correlac¸a˜o pro-
duto, esta˜o baseadas no postulado de Hebb que afirma que a variac¸a˜o de uma conexa˜o
sina´ptica depende da ativac¸a˜o da entrada e da saı´da [43]. Infelizmente, a estrate´gia de ar-
mazenamento baseada na correlac¸a˜o da ativac¸a˜o da entrada e da saı´da proporciona uma
capacidade absoluta extremamente baixa. Precisamente, tem-se a seguinte proposic¸a˜o com
respeito a` recordac¸a˜o de padro˜es pelas FAMs max-min e max-prod. A demonstrac¸a˜o dessa
proposic¸a˜o encontra-se em [62].
Proposic¸a˜o 4.1. Suponha que um u´nico par de memo´rias fundamentais (x1,y1) e´ armazenado numa
FAM max-min atrave´s da estrate´gia de codificac¸a˜o correlac¸a˜o-mı´nimo, enta˜o W ◦M x1 = y1 se e
somente se
∨n
j=1 x
1
j ≤
∨m
i=1 y
1
i . Ale´m dissoW ◦M x ≤ y1 para todo x ∈ [0, 1]n.
Analogamente, se um par (x1,y1) e´ armazenado numa FAM max-prod por meio da estrate´gia de
codificac¸a˜o correlac¸a˜o-produto, enta˜oW ◦P x1 = y1 se e somente se
∨n
j=1 x
1
j = 1. Ale´m disso, tem-se
W ◦P x ≤ y1 para todo x ∈ [0, 1]n.
Na pro´xima sec¸a˜o sa˜o apresentadas condic¸o˜es para o armazenamento perfeito de um
conjunto de memo´rias fundamentais commais de um par entrada-saı´da nas FAMsmax-min
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e max-prod (cf. proposic¸a˜o 4.2). Na sec¸a˜o 4.3 e´ apresentado uma estrate´gia de armazena-
mento que na˜o esta´ baseada na correlac¸a˜o entre a ativac¸a˜o da entrada e da saı´da.
4.2 Memo´rias Associativas Nebulosas Generalizadas
Chung e Lee generalizaram as FAMs de Kosko substituindo o produto max-min ou o pro-
duto max-prod das equac¸o˜es (4.1) e (4.2) por um produto max-T geral [18]. O modelo resul-
tante, chamado Memo´ria Associativa Nebulosa Generalizada (GFAM, Generalized Fuzzy As-
sociative Memory), pode ser descrito em termos da seguinte relac¸a˜o entre um padra˜o de
entrada x ∈ [0, 1]n e a saı´da correspondente y ∈ [0, 1]m.
y = W ◦T x onde W = Y ◦T XT . (4.3)
Aqui, o sı´mbolo ◦T representa o produto max-T , onde T e´ uma t-norma. A estrate´gia de
armazenamento empregada para gerar a matriz dos pesos sina´pticos e´ descrita pela equac¸a˜o
W = Y ◦T XT e referida como estrate´gia de codificac¸a˜o correlac¸a˜o-t (correlation-t encoding
scheme).
Note que uma GFAM realiza uma dilatac¸a˜o em cada neuroˆnio se e somente se a t-norma
empregada nos modelos neurais representar uma dilatac¸a˜o em [0, 1]. Felizmente, na˜o en-
contramos na literatura nenhum modelo de GFAM baseado numa t-norma que na˜o realiza
uma dilatac¸a˜o.
Pode-se generalizar mais a GFAM substituindo a t-norma por uma conjunc¸a˜o nebu-
losa geral. Entretanto, o modelo resultante na˜o satisfaz a proposic¸a˜o 4.2 abaixo, pois sua
demonstrac¸a˜o requer a associatividade e a condic¸a˜o de fronteira T (x, 1) = x de uma t-
norma.
Na teoria das memo´rias associativas lineares com uma estrate´gia de armazenamento
baseada no postulado de Hebb, tem-se um armazenamento perfeito das memo´rias funda-
mentais se os padro˜es x1, . . . ,xk constituirem um conjunto ortonormal [40, 42]. Chung e Lee
observaram que uma sentenc¸a similar pode ser formulada para as GFAMs, como revela a
proposic¸a˜o 4.2 abaixo cuja demonstrac¸a˜o encontra-se em [18].
Uma “fuzzificac¸a˜o” direta dos conceitos de ortogonalidade e ortonormalidade levam as
seguintes definic¸o˜es [18]. Os padro˜es nebulosos x,y ∈ [0, 1]n sa˜o ditos max-t ortogonais se e
somente se xT ◦T y = 0, i.e., T (xj, yj) = 0 para todo j = 1, . . . , n. Consequ¨entemente, um
conjunto {x1, . . . ,xk} e´ dito max-t ortonormal se e somente se xξ e xη forem max-t ortogonais
para todo ξ 6= η e xξ for um conjunto nebuloso normal para todo ξ = 1, . . . , k. Lembre-se
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que um conjunto nebulos x ∈ [0, 1]n e´ normal se e somente se ∨nj=1 xj = 1, i.e., xT ◦T x = 1.
Proposic¸a˜o 4.2 ([18]). Suponha que o conjunto das memo´rias fundamentais {(xξ,yξ) : ξ = 1, . . . , k}
seja armazenado numaGFAM atrave´s da estrate´gia de codificac¸a˜o correlac¸a˜o-t. Se o conjunto {x1, . . . ,xk}
for max-t ortonormal, enta˜oW ◦T xξ = yξ para todo ξ = 1, . . . , k.
Em particular, Chung e Lee observaram que a GFAM de Lukasiewicz, i.e., a GFAM ba-
seada na conjunc¸a˜o nebulosa de Lukasiewicz, e´ capaz de armazenar todas as memo´rias
fundamentais se os padro˜es xξ’s forem tais que 0 ∨ (xξj + xηj − 1) = 0 para todo ξ 6= η e
j = 1, . . . , n. Em outras palavras, yξ = W ◦L xξ para todo ξ = 1, . . . , k se xξj + xηj ≤ 1 para
todo ξ 6= η e j = 1, . . . , n. Note que a condic¸a˜o xξj + xηj ≤ 1 vale, em particular, para padro˜es
xξ’s que satisfazem a condic¸a˜o ordina´ria
∑k
ξ=1 x
ξ
j = 1 para todo j = 1, . . . , n.
4.3 Memo´ria Associativa Nebulosa de Junbo
A FAM de Junbo e a FAM max-min compartilham a mesma arquitetura (cf. figura 3.2) e
os mesmos neuroˆnios morfolo´gicos, i.e, os neuroˆnios max-CM [49]. Logo, a FAM de Junbo
produz a saı´da y = W ◦M x apo´s a apresentac¸a˜o do padra˜o x ∈ [0, 1]n como entrada.
A diferenc¸a entre a FAMmax-min de Kosko e a FAM de Junbo encontra-se na estrate´gia
de armazenamento. Junbo et al. introduziram uma estrate´gia de armazenamento que per-
mite o armazenamento de mu´ltiplos pares de memo´rias fundamentais. A matriz dos pesos
sina´pticos dessa estrate´gia e´ dada pela equac¸a˜o abaixo onde o sı´mbolo ~M corresponde ao
produto min-IM (cf. eq. (3.11)):
W = Y ~M XT . (4.4)
Em vista da implicac¸a˜o empregada no produto min-IM (implicac¸a˜o nebulosa de Go¨del),
denomina-se essa estrate´gia armazenamento nebuloso implicativo de Go¨del [121].
A segunda parte da proposic¸a˜o abaixo revela uma condic¸a˜o de otimalidade, em termos
dasmemo´rias fundamentais, do armazenamento nebuloso implicativo deGo¨del para a FAM
baseada nos neuroˆnios max-CM . A primeira parte apresenta condic¸o˜es para o armazena-
mento das memo´rias fundamentais na FAM de Junbo. Essa proposic¸a˜o encontra-se nos
artigos de Junbo et al., Fan et al. e Liu [49, 29, 63]
Proposic¸a˜o 4.3. Suponha que as memo´rias fundamentais (xξ,yξ), para ξ = 1, . . . , k, sejam arma-
zenadas na FAM de Junbo atrave´s do armazenamento nebuloso implicativo de Go¨del e considere os
seguintes conjuntos:
GEij = {ξ : xξj ≥ yξi } e Sij = {ξ ∈ GEij : yξi ≤ wij} . (4.5)
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Enta˜o, yξ = W ◦ xξ, para todo ξ = 1, . . . , k, se e somente se ∪nj=1Sij = {1, . . . , k}.
Ale´m disso, dado X ∈ [0, 1]n×k e Y = [0, 1]m×k. Se existe A ∈ [0, 1]m×n tal que A ◦M X = Y
enta˜oW = Y ~M XT e´ tal queW ◦M X = Y .
4.4 Memo´ria Associativa Nebulosa Max-Min com Limiar
A proposic¸a˜o 4.3 apresenta uma condic¸a˜o de otimalidade do armazenamento nebuloso im-
plicativo de Go¨del para as FAMs baseadas em neuroˆnios max-CM . Logo, so´ e´ possı´vel me-
lhorar a capacidade de armazenamento de uma FAM com neuroˆnios max-CM alterando a
arquitetura da rede. Posto que adicionar camadas ocultas na˜o traz melhoras para a memo´ria
associativa, Liu propoˆs em 1999 a FAM max-min com limiar (max-min FAM with threshold)
descrita pela seguinte equac¸a˜o [63]:
y = (W ◦M (x ∨ c)) ∨ d . (4.6)
A matriz dos pesos sina´pticos W ∈ [0, 1]m×n e´ obtida atrave´s do armazenamento nebuloso
implicativo de Go¨del e os vetores d ∈ [0, 1]m e c = [c1, . . . , cn]T ∈ [0, 1]n sa˜o dados por:
d =
k∧
ξ=1
yξ e cj =
{ ∧
i∈Dj
∧
ξ∈LEij y
ξ
i se Di 6= ∅ ,
0 se Dj = ∅ ,
para j = 1, . . . , n , (4.7)
onde LEij = {ξ : xξj ≤ yξi } e Dj = {i : LEij 6= ∅}. Note que os neuroˆnios da FAM max-min
com limiar ainda realizam operac¸o˜es de dilatac¸o˜es. Portanto, a FAM max-min com limiar
pertence a` classe das memo´rias associativas morfolo´gicas nebulosas.
A seguinte proposic¸a˜o refere-se ao armazenamento de padro˜es nas FAMs max-min com
limiar. A demonstrac¸a˜o dessa proposic¸a˜o encontra-se em [63].
Proposic¸a˜o 4.4. Suponha que W , c e d sejam a matriz de pesos sina´pticos e os vetores de limiar
da FAM max-min de Liu obtidos apo´s serem armazenadas as memo´rias fundamentais (xξ,yξ), onde
ξ = 1, . . . , k. Considere os conjuntos TGij , TEij e TSij definidos abaixo:
TGij = {ξ ∈ {1, . . . , k} : xξj ∨ (cj ∧ di) > yξi } , (4.8)
TEij = {ξ ∈ {1, . . . , k} : xξj ∨ cj ∨ di = yξi } , (4.9)
TSij = {ξ ∈ TGij ∪ TEij : yξi ≤ wij} . (4.10)
Tem-se yξ = (W ◦ (xξ ∨ c)) ∨ d para todo ξ = 1, . . . , k se e somente se ∪nj=1TSij = {1, . . . , k}.
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Ale´m disso, se existe M ∈ [0, 1]m×n tal que M ◦M xξ = yξ para todo ξ = 1, . . . , k enta˜o
yξ = (W ◦ (xξ ∨ c)) ∨ d, para todo ξ = 1, . . . , k.
Portanto, a FAM max-min com limiar pode armazenar, no pior dos casos, todos os
padro˜es armazenados na FAM de Junbo. No pro´ximo capı´tulo e´ apresentado modelos de
FAMs cuja capacidade de armazenamento e´ no mı´nimo superior ao modelo de Liu e na˜o
requer o ca´lculo de vetor de limiar c ∈ [0, 1]n.
4.5 Memo´ria Associativa Nebulosa Lo´gica Bidirecional
A Memo´ria Associativa Nebulosa Lo´gica Bidirecional (FLBAM, Fuzzy Logical Bidirectional As-
sociative Memory) [8] representa um modelo recorrente cuja arquitetura coincide com a
Memo´ria Associativa Bidirecional (BAM, Bidirectional Associative Memory) de Kosko [59, 60].
Entretanto, em contraste com a BAM, os neuroˆnios da FLBAM esta˜o baseados no produto
min-IT pela direita onde a implicac¸a˜o nebulosa IT e´ adjunta a alguma t-norma contı´nua
T . Usando a estrate´gia de codificac¸a˜o correlac¸a˜o-t, Beˇlohla´vek define a matriz dos pesos
sina´pticosW da direc¸a˜o progressiva da FLBAM como segue:
W = Y ◦T XT . (4.11)
A matriz dos pesos sina´pticos na outra direc¸a˜o e´ simplesmente W T . Desse modo, dado
um padra˜o de entrada x0 ∈ [0, 1]n, a FLBAM gera a sequeˆncia (x0,y0), (x1,y0), (x1,y1),
(x2,y1), . . . atrave´s das seguintes equac¸o˜es:
yk = W ~T xk e xk+1 = W T ~T yk para k = 0, 1, 2, . . . . (4.12)
O seguinte teoremamostra que as FLBAMs realizam operac¸o˜es de anti-dilatac¸a˜o em cada
neuroˆnio em ambas as direc¸o˜es. Consequ¨entemente, uma FLBAM tambe´m representa uma
FMAM. A demonstrac¸a˜o do teorema 4.5 encontra-se no apeˆndice A.
Teorema 4.5. Considere uma t-norma T e uma implicac¸a˜o nebulosa IT tal que (IT , T ) representa
uma adjunc¸a˜o. Um neuroˆnio min-IT descrito pela equac¸a˜o y = wT~T x efetua uma operac¸a˜o de anti-
dilatac¸a˜o da morfologia matema´tica. Aqui, w = [w1, . . . , wn]T ∈ [0, 1]n, x = [x1, . . . , xn]T ∈ [0, 1]n
e y ∈ [0, 1] representam os pesos sina´pticos, as entradas e a saı´da do neuroˆnio, respectivamente.
A seguinte proposic¸a˜o revela que a FLBAM encontra um ponto esta´vel apo´s um passo
na direc¸a˜o progressiva e um passo na direc¸a˜o oposta. A demonstrac¸a˜o dessa proposic¸a˜o
encontra-se em [8].
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Proposic¸a˜o 4.6. Para um padra˜o de entrada arbitra´rio x0 ∈ [0, 1]n, o par (x1,y0) e´ um ponto esta´vel
da FLBAM.
4.6 Memo´rias Associativas Morfolo´gicas
AsMemo´rias Associativas Morfolo´gicas (MAMs, Morphological Associative Memories) repre-
sentam um dos primeiros modelos de redes neurais morfolo´gicas para padro˜es com valores
reais [86, 90]. Nessa tese, as MAMs esta˜o divididas em duas classes chamadas MAMs aditi-
vas eMAMs multiplicativas. Embora as primeiras pesquisas conduzidas trataram das MAMs
aditivas para o caso bina´rio, as MAMs foram concebidas inicialmente como um modelo he-
teroassociativo para armazenar e recordar padro˜es com valores reais. Raducanu, Gran˜a et al.
aplicaram modelos de MAMs em problemas de reconhecimento de faces, auto-localizac¸a˜o e
ana´lise de imagens hiperespectrais [36, 35, 82].
As MAMs podem ser descritas em termos de produtos matriciais definidos na a´lgebra
minimax, uma teoria matema´tica que surgiu de problemas de pesquisa operacional e agen-
damento de ma´quinas [20, 21, 129]. Resumidamente, a a´lgebra minimax esta´ fundamentada
em estruturas alge´bricas chamadas belts e blogs (“bounded lattice ordered groups”).
O conjunto dos nu´meros reais estendidos R±∞ = R ∪ {+∞} ∪ {−∞}, representa tanto
um belt como umblog. Precisamente, (R±∞,∨,+) e (R±∞,∧,+′) representam belts enquanto
que (R±∞,∨,∧,+,+′) representa um blog. Lembre-se que as operac¸o˜es “+” e “+′” atuam
como a adic¸a˜o usual, exceto para −∞ e +∞ (cf. subsec¸a˜o 2.3.2).
O conjunto R≥0+∞ = {x ∈ R : x ≥ 0} ∪ {+∞} tambe´m representa tanto um belt como um
blog [84]. Especificamente, defina em R≥0+∞ operac¸o˜es “·” e “·′” que atuam como o produto
usual exceto em 0 e +∞ onde valem as seguintes equac¸o˜es:
0 · (+∞) = (+∞) · 0 = 0 e 0 ·′ (+∞) = (+∞) ·′ 0 = +∞ . (4.13)
Desse modo,
(
R≥0+∞,∨, ·
)
e
(
R≥0+∞,∧, ·′
)
representam belts enquanto que
(
R≥0+∞,∨,∧, ·, ·′
)
re-
presenta um blog.
As MAMs aditivas sa˜o desenvolvidas no blog (R±∞,∨,∧,+,+′) enquanto que as MAMs
multiplicativas sa˜o desenvolvidas no blog
(
R≥0+∞,∨,∧, ·, ·′
)
.
4.6.1 Memo´rias Associativas Morfolo´gicas Aditivas
Existem dois tipos de produtos matriciais no blog (R±∞,∨,∧,+,+′). Considere matrizes
A ∈ Rm×k±∞ e B ∈ Rk×n±∞ . A matriz C = A ∨ B, chamada produto ma´ximo aditivo de A por B, e
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a matriz D = A ∧ B, conhecido como produto mı´nimo aditivo de A por B, sa˜o definidas em
termos das seguintes equac¸o˜es:
cij =
k∨
l=1
(ail + blj) e dij =
k∧
l=1
(ail +
′ blj) . (4.14)
Ale´m disso, uma matriz A ∈ Rm×n±∞ corresponde a` uma matriz conjugada aditiva A∗ ∈ Rn×m±∞
onde cada componente a∗ij de A∗ e´ dada pela equac¸a˜o
a∗ij =

−aji se aji ∈ R ,
−∞ se aji = +∞ ,
+∞ se aji = −∞ .
(4.15)
Note que (A∗)∗ = A para toda matriz A ∈ Rm×n±∞ . Finalmente, pode-se mostrar que as
seguintes equac¸o˜es valem para todas as matrizes A e B de dimenso˜es apropriadas com
componentes em Rm×n±∞ :
(A ∨ B)∗ = B∗ ∧ A∗ e (A ∧ B)∗ = B∗ ∨ A∗ , (4.16)
(A ∨B)∗ = A∗ ∧B∗ e (A ∧B)∗ = A∗ ∨B∗ . (4.17)
Note que as equac¸o˜es da direita em (4.16) e (4.17) sa˜o verso˜es duais das equac¸o˜es da es-
querda. Consequ¨entemente, (4.16) e (4.17) implicam que toda sentenc¸a na a´lgebra minimax
induz uma sentenc¸a dual obtida substituindo os sı´mbolos “∨” por “∧”, “ ∨ ” por “ ∧ ” e
vice-versa, e revertendo a ordem em inequac¸o˜es.
O produto ma´ximo aditivo e o produto mı´nimo aditivo induzem dois modelos de neu-
roˆnios artificiais definidos como segue. Primeiramente, considere um conjunto de conexo˜es
sina´pticas wa1 , . . . , wan organizados num vetor wa ∈ Rn. Dado um padra˜o de entrada x ∈
Rn, define-se a resposta y ∈ R de um neuroˆnio ma´ximo aditivo atrave´s da seguinte equac¸a˜o
envolvendo o produto max:
y = (wa)T ∨ x =
n∨
j=1
(
waj + xj
)
. (4.18)
Note que o operador Wa : Rn → R definido pela equac¸a˜o Wa(x) = (wa)T ∨ x repre-
senta uma operac¸a˜o de dilatac¸a˜o da morfologia matema´tica. Finalmente, observe que uma
memo´ria associativa morfolo´gica com m neuroˆnios ma´ximo aditivo em paralelo, i.e., uma
rede neural progressiva de camada u´nica com neuroˆnios ma´ximo aditivos (cf. figura 3.2),
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pode ser descrita pela equac¸a˜o
y = W aXY ∨ x , (4.19)
onde x ∈ Rn e´ o padra˜o de entrada, y ∈ Rm e´ o padra˜o de saı´da e W aXY ∈ Rm×n e´ a matriz
dos pesos sina´pticos.
De um modo similar, um modelo de neuroˆnio artificial pode ser defindo em termos da
equac¸a˜o y = (ma)T ∧ x, onde x ∈ Rn e´ a entrada, y ∈ R e´ a saı´da ema ∈ Rn e´ o vetor com os
pesos sina´pticos do neuroˆnio. O neuroˆnio descrito por essa equac¸a˜o realiza uma operac¸a˜o
de erosa˜o da morfologia matema´tica e´ referido como neuroˆnio mı´nimo aditivo. Finalmente,
uma rede neural progressiva de camada u´nica com neuroˆnios mı´nimo aditivos pode ser
descrita pela equac¸a˜o y = MaXY ∧ x, ondeMaXY representa a matriz dos pesos sina´pticos.
As MAMs sa˜o equipadas com uma estrate´gia de armazenamento semelhante ao armaze-
namento por correlac¸a˜o das memo´rias associativas lineares [40, 42, 90]. Considere um con-
junto de memo´rias fundamentais {(xξ,yξ) : ξ = 1, . . . , k}. Denote X = [x1, . . . ,xk] ∈ Rn×k
e Y = [y1, . . . ,yk] ∈ Rm×k, as matrizes com as memo´rias fundamentais como coluna. A
primeira estrate´gia de armazenamento define uma matriz de pesos sina´pticosW aXY ∈ Rm×n
atrave´s da seguinte equac¸a˜o:
W aXY = Y ∧ X∗ . (4.20)
Em outras palavras, a componente waij deW aXY e´ dada pela equac¸a˜o
waij =
k∧
ξ=1
(yξi − xξj) . (4.21)
A segunda, correspondendo a` estrate´gia dual, define uma matriz MaXY ∈ Rm×n atrave´s da
equac¸a˜oMXY = Y ∨ X∗. Note que a identidade (WXY )∗ = MY X pode ser deduzida a partir
das equac¸o˜es (4.20) e (4.16).
Foram demonstradas va´rias propriedades das MAMs aditivas [86, 90, 115, 112]. E´ apre-
sentado a seguir os resultados mais relevantes. Note que esses resultados permanecem
va´lidos para padro˜es com valores inteiros, pois asMAMs aditivas podem ser aplicadas nesse
contexto sem erros de arredondamento.
O seguinte teorema caracteriza completamente a fase de recordac¸a˜o da MAMW aXY [117,
112]. Um resultado ana´logo pode ser obtido para a MAM MaXY atrave´s das relac¸o˜es de
dualidade apresentadas nas equac¸o˜es (4.16) e (4.17).
Proposic¸a˜o 4.7 (Caracterizac¸a˜o da Fase de Recordac¸a˜o da MAMW aXY ). ConsidereX ∈ Rn×k
e Y ∈ Rm×k e definaW aXY = Y ∧ X∗. SeO = {W aXY ∨ x : x ∈ Rn} representa o conjunto de todos
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os padro˜es que podem ser recordados pela MAM W aXY , enta˜o O consite exatamente das seguintes
expresso˜es com aξi ∈ R:
n∨
i=1
k∧
ξ=1
(aξi + y
ξ) . (4.22)
Ale´m disso, para uma entrada arbitra´ria x ∈ Rn, o padra˜o recordado W aXY ∨ x e´ a menor ex-
pressa˜o dada em (4.22) tal que
∨n
i=1
∧k
ξ=1(a
ξ
i + x
ξ) e´ o supremo de x no conjunto F que consite
exatamente das expresso˜es:
n∨
i=1
k∧
ξ=1
(aξi + x
ξ) com aξi ∈ R . (4.23)
O conjunto F representa o conjunto dos pontos fixos deW aXX = X ∧ X∗, i.e., o conjunto
de todos os padro˜es x ∈ Rn±∞ tais queWXX ∨ x = x. De fato, vale o seguinte corola´rio para
o caso autoassociativo:
Corola´rio 4.8. Seja. X ∈ Rn×k. Defina W aXX = X ∧ X∗ e F = {x ∈ Rn±∞ : W aXX ∨ x = x}. O
conjunto F consiste exatamente das expresso˜es:
n∨
i=1
k∧
ξ=1
(aξi + x
ξ) , onde aξi ∈ R . (4.24)
Ale´m disso,WXX ∨ x = xˆ para todo x ∈ Rn, onde xˆ e´ o supremo de x em F .
Ademonstrac¸a˜o do corola´rio 4.8 foi apresentada independentemente em [87, 115] e antes
da demonstrac¸a˜o da proposic¸a˜o 4.7. De fato, a demonstrac¸a˜o da proposic¸a˜o 4.7 apresentada
por Sussner e Valle em [112] esta´ baseada no corola´rio 4.8.
Note que o conjunto dos pontos fixos de W aXX conte´m as memo´rias fundamentais x
ξ,
para ξ = 1, . . . , k. Portanto, pode-se armazenar quantos padro˜es forem desejados numa
MAM no caso autoassociativo. Outra consequeˆncia importante do corola´rio 4.8 e´ que uma
MAM autoassociativa W aXX possui “convergeˆncia” numa u´nica iterac¸a˜o, i.e., o padra˜o re-
cordado pela MAM y = W aXX ∨ x e´ um ponto fixo deW aXX para todo x ∈ Rn.
4.6.2 Memo´rias Associativas Morfolo´gicas Multiplicativas
De um modo similar, existem dois produtos matriciais no blog (R±∞,∨,∧,+,+′). Especifi-
camente, para matrizes A e B de dimenso˜es apropriadas com entradas em R≥0+∞, o produto
ma´ximo multiplicativo e o produto mı´nimo multiplicativo deA porB, denotados por C = A ∨© B
4.6 Memo´rias Associativas Morfolo´gicas 47
e D = A ∧© B, respectivamente, sa˜o definidas em termos das equac¸o˜es
cij =
k∨
l=1
(ail · blj) e dij =
k∧
l=1
(ail ·′ blj) . (4.25)
para i = 1, . . . ,m e j = 1, . . . , n. Ale´m disso, toda matriz A ∈ (R≥0+∞)m×n esta´ associada a
uma matriz conjugada multiplicativa A¯ ∈ (R≥0+∞)n×m onde as componentes a¯ij sa˜o definidas
pela seguinte equac¸a˜o para i = 1, . . . , n e j = 1, . . . ,m:
a¯ij =

0 se aji = +∞ ,
+∞ se aji = 0 ,
1/aji caso contra´rio .
(4.26)
A matriz conjugada multiplicativa possui o mesmo papel da matriz conjugada aditiva. Por
exemplo, pode-se mostrar que (A ∧© B) = B¯ ∨© A¯ para matrizesA eB de dimenso˜es apropri-
adas. Portanto, existe uma relac¸a˜o de dualidade que permite reescrever uma dada sentenc¸a
primal substituindo os sı´mbolos “∨” por “∧”, “ ∨© ” por “ ∧© ” e vice-versa, e revertendo a
ordem em inequac¸o˜es.
O produto ma´ximo multiplicativo e o produto mı´nimo multiplicativo sa˜o usados para
definir os neuroˆnios ma´ximo multiplicativos e os neuroˆnios mı´nimo multiplicativos, que sa˜o des-
critos, respectivamente, pelas seguintes equac¸o˜es:
y =Wm(x) = (wm)T ∨© x e z =Mm(x) = (mm)T ∧© x , (4.27)
onde x ∈ (R≥0+∞)n e´ o padra˜o de entrada, w ∈ (R≥0+∞)n e m ∈ (R≥0+∞)n representam os ve-
tores contendo os pesos sina´pticos e y ∈ R≥0+∞ e z ∈ R≥0+∞ correspondem as saı´das dos
neuroˆnios ma´ximo multiplicativo e mı´nimo multiplicativo, respectivamente. Note que o
operador Wm : (R≥0+∞)n → R≥0+∞ definido acima representa uma dilatac¸a˜o enquanto que
Mm : (R≥0+∞)n → R≥0+∞ representa uma erosa˜o. Portanto, redes neurais com neuroˆnios
ma´ximo multiplicativos ou mı´nimo multiplicativos sa˜o redes neurais morfolo´gicas.
AsMAMsmultiplicativas sa˜o definidas de ummodo similar as MAMs aditivas. Resumi-
damente, uma MAM multiplicativa MmXY e´ uma rede neural progressiva de camada u´nica
com neuroˆnios mı´nimo multiplicativos (cf. figura 3.2). Esse modelo de memo´ria associa-
tiva e´ descrito pela equac¸a˜o y = MXY ∧© x, onde y e´ o padra˜o recordado, x e´ o padra˜o de
entrada e MmXY representa a matriz dos pesos sina´pticos. Dado um conjunto de memo´rias
fundamentais {(xξ,yξ) : ξ = 1, . . . , k}, a matriz dos pesos sina´pticos da MAMmultiplicativa
MmXY e´ obtida atrave´s da equac¸a˜o M
m
XY = Y ∨© X¯ , onde X = [x1, . . . ,xk] e Y = [y1, . . . ,yk]
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sa˜o as matrizes com as memo´rias fundamentais como coluna. Analogamente, uma MAM
multiplicativaWmXY e´ descrita pelas seguintes equac¸o˜es:
y = WmXY ∨© x onde WmXY = Y ∧© X¯ . (4.28)
Finalmente, note que a resposta de um neuroˆnio ma´ximo multiplicativo com vetor de
pesos sina´pticos w ∈ [0, 1]n coincide com a resposta do neuroˆnio max-CM com os mesmos
pesos sina´pticos e θ = 0 se a entrada x ∈ [0, 1]n. Portanto, a fase de recordac¸a˜o daMAMmul-
tiplicativa WmXY coincide com a fase de recordac¸a˜o da memo´ria associativa nebulosa max-
prod de Kosko (cf. sec¸a˜o 4.1). Observe tambe´m que a fase de recordac¸a˜o da MAM mul-
tiplicativa MmXY esta´ baseada nas operac¸o˜es “∧” e “·′”, que representam t-normas quando
restritas ao domı´nio [0, 1]. Em vista desses fatos, Wang e Lu chamam as MAMs multiplica-
tivas de memo´rias associativas morfolo´gicas nebulosas [123]. Essa nomenclatura na˜o sera´
adotada nessa tese porque as matrizes dos pesos sina´pticosWmXY eM
m
XY e os padro˜es recor-
dados pelas MAMs multiplicativas na˜o pertencem necessariamente ao domı´nio nebuloso,
mesmo quando o conjunto das memo´rias fundamentais possui apenas padro˜es nebulosos.
Em outras palavras, uma MAM multiplicativa na˜o corresponde a` uma FMAM segundo a
definic¸a˜o apresentada no capı´tulo 3.
Exemplo 7. Considere matrizes X = [0.1, 0.1]T e Y = [1, 1]T correspondendo a`s memo´rias
fundamentais e seja x = [0.5, 0.5]T o padra˜o de entrada. A matriz dos pesos sina´pticosWmXY
e o padra˜o recordado y pela MAMmultiplicativa com neuroˆnios ma´ximomultiplicativo sa˜o
dados pelas seguintes equac¸o˜es, respectivamente.
WmXY = Y ∧© X¯ =
[
10 10
10 10
]
e y = WXY ∨© x =
[
5
5
]
. (4.29)
Capı´tulo 5
Memo´rias Associativas Nebulosas
Implicativas e suas Verso˜es Duais
5.1 Memo´rias Associativas Nebulosas Implicativas
Em poucas palavras, umaMemo´ria Associativa Nebulosa Implicativa (IFAM, Implicative Fuzzy
Associative Memory) e´ um modelo de memo´ria associativa descrito por uma rede neural
nebulosa hı´brida progressiva de camada u´nica com neuroˆniosmax-T , onde T e´ uma t-norma
contı´nua. Logo, cada neuroˆnio realiza uma operac¸a˜o de dilatac¸a˜o e portanto, uma IFAM
e´ uma Memo´ria Associativa Morfolo´gica Nebulosa (FMAM, Fuzzy Morphological Associative
Memory). A topologia de uma IFAM esta´ apresentada na figura 3.2. Matematicamente, uma
IFAM comm neuroˆnios max-T e´ descrita pela equac¸a˜o
y = (W ◦T x) ∨ θ , (5.1)
onde x ∈ [0, 1]n e´ o padra˜o de entrada, W ∈ [0, 1]m×n e´ a matriz dos pesos sina´pticos, θ ∈
[0, 1]n e´ o vetor bias e y ∈ [0, 1]m e´ a resposta da IFAM. A matriz dos pesos sina´pticos e o
vetor bias de uma IFAM sa˜o obtidos atrave´s do armazenamento nebuloso implicativo.
5.1.1 Aprendizado Nebuloso Implicativo
Considere inicialmente um u´nico par de entrada e saı´da (x,y), onde x ∈ [0, 1]n e y ∈ [0, 1]m.
O postulado de Hebb afirma que a variac¸a˜o de uma conexa˜o sina´ptica depende de ambas
ativac¸o˜es pre´-sina´ptica (entrada) e po´s-sina´ptica (saı´da) [43]. Em [42], Haykin apresenta a
seguinte formulac¸a˜o matema´tica para o postulado de Hebb: O valor do peso sina´ptico wij ,
49
50 Memo´rias Associativas Nebulosas Implicativas e suas Verso˜es Duais
com ativac¸a˜o pre´-sina´ptica xj e ativac¸a˜o po´s-sina´ptica yi, e´ dado pela seguinte equac¸a˜o apo´s
o processo de armazenamento
wij = F (xj, yi) , (5.2)
onde F e´ uma func¸a˜o bina´ria. Haykin afirma que todas as formas da equac¸a˜o (5.2) podem
ser classificadas como hebbianas.
O armazenamento nebuloso implicativo considera uma implicac¸a˜o nebulosa I como
func¸a˜o das ativac¸o˜es pre´ e po´s-sina´pticas. Se xj e´ a entrada e yi e´ a saı´da, enta˜o a conexa˜o
sina´ptica wij e´ dada pela equac¸a˜o
wij = I (xj, yi) . (5.3)
O armazenamento nebuloso implicativo pode ser interpretado do seguintemodo: a variac¸a˜o
de um peso sina´ptico e´ o grau de veracidade da afirmac¸a˜o: ”Se estı´mulo, enta˜o resposta”.
A forma tradicional de uma estrate´gia de armazenamento baseada no postulado deHebb
considera o produto das ativac¸o˜es xj e yi. Como consequeˆncia, uma estrate´gia baseada na
forma tradicional do postulado de Hebb possui uma natureza correlativa. Note que o arma-
zenamento nebuloso implicativo dado por (5.3) na˜o possui uma natureza correlativa. Uma
natureza correlativa poderia ser obtida substituindo a implicac¸a˜o por uma bi-implicac¸a˜o em
(5.3). Nesse caso, terı´amos wij = T (I(xj, yi), I(yi, xj)) e o valor da conexa˜o sina´ptica repre-
sentaria o grau de veracidade da afirmac¸a˜o “Estı´mulo se e somente se resposta”. No entanto,
essa segunda proposta na˜o sera´ considerada nessa tese porque pode restringir muito o va-
lor das conexo˜es sina´pticas produzindo valores pro´ximos de zero. Ale´m disso, o teorema
5.1 na˜o valeria para as memo´rias associativas nebulosas treinadas com essa estrate´gia de
armazenamento alternativa.
A matriz de pesos sina´pticos W ∈ [0, 1]m×n de uma IFAM pode ser determinada apli-
cando diretamente (5.3) para i = 1, . . . ,m e j = 1, . . . , n. Para determinar o vetor θ ∈ [0, 1]n,
usamos (5.3) e o fato de θi poder ser interpretado como uma conexa˜o sina´ptica wi0 conectada
a` uma entrada constante x0 = 1. Consequ¨entemente, tem-se θi = wi0 = I(x0, yi) = I(1, yi),
para todo i = 1, . . . ,m. Ale´m disso, se a implicac¸a˜o nebulosa for tal que I(1, y) = y, enta˜o
θi = yi, para i = 1, . . . ,m. De agora em diante, sera˜o consideradas apenas implicac¸o˜es ne-
bulosas I que satisfazem a condic¸a˜o I(1, y) = y. Essa na˜o e´ uma condic¸a˜o muito restritiva e
e´ satisfeita, em particular, por todas as R-implicac¸o˜es.
Considere agora um conjunto dememo´rias fundamentais {(xξ,yξ) : ξ = 1, . . . , k}. Deseja-
se determinar uma matriz de pesos sina´pticos W ∈ [0, 1]m×n e um vetor θ ∈ [0, 1]m tais que
os pares (x1,y1) e (x2,y2) e . . . e (xk,yk) sejam armazenados numa IFAM descrita por (5.1).
Lembrando que a conjunc¸a˜o lo´gica “e” pode ser descrita, em particular, pela operac¸a˜o de
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mı´nimo, tem-se queW e θ sera˜o simplesmente o mı´nimo das matrizes dos pesos sina´pticos
e dos vetores bias obtidos para cada par (xξ,yξ), i.e.,
wij =
k∧
ξ=1
I
(
xξj , y
ξ
i
)
e θi =
k∧
ξ=1
yξi , (5.4)
para i = 1, . . . ,m e j = 1, . . . , n. Em outras palavras, a matriz dos pesos sina´pticos W e o
vetor θ sa˜o determinados atrave´s das seguintes equac¸o˜es:
W = Y ~XT e θ =
k∧
ξ=1
yξ , (5.5)
onde o produto min-I foi definido em (3.11). Aqui, X = [x1, . . . ,xk] ∈ [0, 1]n×k e Y =
[y1, . . . ,xk] ∈ [0, 1]m×n sa˜o as matrizes cujas colunas representam os padro˜es de entrada e
saı´da, respectivamente. Cabe observar que uma t-norma poderia ser empregada no lugar
do mı´nimo em (5.4), entretanto, o teorema 5.1 abaixo na˜o seria va´lido.
As IFAM empregam a R-implicac¸a˜o IT associada a t-norma contı´nua T domodelo neural.
Lembre-se que uma R-implicac¸a˜o IT forma uma adjunc¸a˜o com a t-norma T e pode ser obtida
atrave´s da equac¸a˜o (2.36). A estrate´gia definida em (5.5) e´ chamada armazenamento nebuloso
implicativo. Quando uma R-implicac¸a˜o e´ empregada em (5.4), tem-se um armazenamento
nebuloso R-implicativo e utiliza-se a notac¸a˜o ~T para lembrar que a R-implicac¸a˜o forma uma
adjunc¸a˜o com a t-norma T empregada em (5.1).
Amatriz dos pesos sina´pticos e o vetor bias obtidos atrave´s do armazenamento nebuloso
R-implicativo satisfazem o seguinte teorema cuja demonstrac¸a˜o encontra-se no apeˆndice A:
Teorema 5.1 (Teorema Principal do Aprendizado Nebuloso R-Implicativo ). Considere um
conjunto de memo´rias fundamentais {(xξ,yξ) : ξ = 1, . . . , k}. A matriz dos pesos sina´pticos W
e o vetor bias θ dados pelo armazenamento nebuloso R-implicativo sa˜o tais que [W,θ] representa o
supremo do conjunto
{
[A,β] ∈ [0, 1]m×(n+1) : (A ◦T xξ) ∨ β ≤ yξ, ∀ξ = 1, . . . , k
}
, (5.6)
onde [W,θ] (resp. [A,β]) e´ a matriz m × (n + 1) obtida concatenando W ∈ [0, 1]m×n e θ ∈ [0, 1]m
(resp. A e β).
O seguinte corola´rio refere-se ao armazenamento de padro˜es numa IFAM.
Corola´rio 5.2 (Otimalidade do Aprendizado Nebuloso R-Implicativo). Dado um conjunto
de memo´rias fundamentais {(xξ,yξ) : ξ = 1, . . . , k}. Se existe uma matriz de pesos sina´pticos A
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ξ Entrada: aξ Saı´da: bξ
1 [0.5, 0.5, 0.4, 0.4, 0.3]T [0.5, 0.6, 0.3]T
2 [0.1, 0.3, 0.3, 0.4, 0.4]T [0.5, 0.6, 0.4]T
3 [0.8, 0.4, 0.6, 0.7, 0.4]T [0.6, 0.8, 0.4]T
4 [0.3, 0.4, 0.4, 0.3, 0.4]T [0.5, 0.6, 0.4]T
5 [0.6, 0.4, 0.7, 0.7, 0.5]T [0.7, 0.7, 0.5]T
6 [0.1, 0.1, 0.2, 0.2, 0.1]T [0.5, 0.6, 0.3]T
7 [0.7, 0.2, 0.4, 0.3, 0.2]T [0.5, 0.7, 0.3]T
8 [0.8, 0.4, 0.3, 0.4, 0.2]T [0.5, 0.8, 0.3]T
Tab. 5.1: Padro˜es de entrada e saı´da utilizados nos exemplos 8, 10 e 12.
e um vetor bias β tais que yξ = (A ◦T xξ) ∨ β, para todo ξ = 1, . . . , k, enta˜o valem as seguintes
inequac¸o˜es
A ≤ W = Y ~T XT e β ≤ θ =
k∧
ξ=1
yξ . (5.7)
Ale´m disso, a seguinte equac¸a˜o vale para todo ξ = 1, . . . , k.
yξ = (W ◦T xξ) ∨ θ . (5.8)
Exemplo 8. Um exemplo discutido em [63] mostra que a capacidade absoluta de armazena-
mento da FAMmax-min com limiar de Liu supera a capacidade absoluta de armazenamento
da FAM de Junbo et al., da FAM de Kosko e da GFAM de Chung e Lee com a t-norma de
Lukasiewicz. O mesmo exemplo revela que a capacidade absoluta de armazenamento da
IFAM de Lukasiewicz, Go¨del e Goguen equipara-se com a capacidade absoluta de armaze-
namento da FAMmax-min com limiar.
Considere o conjunto dememo´rias fundamentais (aξ,bξ), para ξ = 1, . . . , 8, apresentadas
na tabela 5.1. Denote X = [a1, . . . , a8] ∈ [0, 1]5×8 e Y = [b1, . . . ,b8] ∈ [0, 1]3×8. Os 8 pares
de entrada e saı´da da tabela 5.1 foram armazenadas nos modelos de memo´ria associativa
apresentados no capı´tulo 4. A FAM max-min com limiar recordou corretamente todos os
padro˜es. A FAM de Junbo recordou corretamente somente os pares (a3,b3), (a5,b5), (a7,b7)
e (a8,b8). As FLBAMs de Lukasiewicz e Goguen recordaram corretamente os pares (a3,b3)
e (a5,b5). A FAM de Kosko foi capaz de recordar somente o par (a5,b5). A GFAM de
Lukasiewicz e a FLBAM de Go¨del foram incapazes de armazenar e recordar corretamente
o conjunto de memo´rias fundamentais. A MAM multiplicativa WmXX foi capaz de recordar
somente os pares (a1,b1), (a3,b3), (a5,b5) e (a8,b8). Finalmente, a MAM W aXY foi capaz de
recordar os pares (a1,b1), (a2,b2), (a3,b3), (a4,b4), (a5,b5) e (a8,b8) enquanto que a MAM
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MaXY foi capaz de recordar somente os padres (a
2,b2) e (a6,b6).
Usando (5.5), obtem-se para a IFAM de Lukasiewicz a matriz de pesos sina´pticosWL e o
vetor bias θ apresentados abaixo.
WL = Y ~L XT =
 0.7 1.0 1.0 0.9 1.01.0 1.0 1.0 1.0 1.0
0.5 1.0 0.8 0.7 1.0
 e θ = 8∨
ξ=1
bξ =
 0.50.6
0.3
 . (5.9)
A fase de recordac¸a˜o da IFAM de Lukasiewicz e´ realizada usando a t-norma de Lukasi-
ewicz na composic¸a˜o max-T , i.e., a IFAM de Lukasiewicz esta´ baseada no produto max-CL.
Verifica-se que (WL ◦L aξ) ∨ θ = bξ para ξ = 1, . . . , 8. Observa-se que o mesmo resultado
tambe´m vale para as IFAMs deGoguen eGo¨del, i.e., (WP◦P aξ)∨θ = bξ e (WM◦M aξ)∨θ = bξ
para ξ = 1, . . . , 8. As matrizes dos pesos sina´pticos das IFAMs de Goguen e Go¨del sa˜o
WP =
 0.6250 1.0000 1.0000 0.8571 1.00001.0000 1.0000 1.0000 1.0000 1.0000
0.3750 0.6000 0.6667 0.5714 1.0000
 e WM =
 0.5 1.0 1.0 0.6 1.01.0 1.0 1.0 1.0 1.0
0.3 0.3 0.3 0.3 1.0
 ,
(5.10)
respectivamente. O vetor bias da IFAM de Goguen, Go¨del e Lukasiewicz coincidem, pois
na˜o dependem da t-norma do produto max-T . O vetor bias encontra-se em (5.9). Note
que a IFAM de Goguen utiliza os produtos max-CP e min-IP e a IFAM de Go¨del utiliza os
produtos max-CM e min-IM na fase de recordac¸a˜o e armazenamento, respectivamente.
A tabela 5.2 apresenta resumidamente a capacidade absoluta de armazenamento e o con-
junto dos ı´ndices dos pares de padro˜es recordados corretamente pelos modelos apresenta-
dos nesse exemplo. Note que essa tabela inclui a capacidade absoluta de armazenamento
das chamadas IFAMs duais e das IFAMs adjuntas que sa˜o apresentadas nas sec¸o˜es 5.3 e 5.4,
respectivamente.
5.2 Memo´rias Nebulosas Implicativas Autoassociativas
Uma IFAM e´ referida como Memo´ria Nebulosa Implicativa Autoassociativa (AFIM, Autoasso-
ciative Fuzzy Implicative Memory) no caso autoassociativo. Lembre-se que no caso au-
toassociativo yξ = xξ, para ξ = 1, . . . , k. Em outras palavras, o conjunto das memo´rias
fundamentais e´ da forma {xξ : ξ = 1, . . . , k}, com xξ ∈ [0, 1]n para ξ = 1, . . . , k.
Seja X = [x1, . . . ,xk] ∈ [0, 1]n×k a matriz cujas colunas sa˜o as memo´rias fundamentais. A
matriz dos pesos sina´pticos e o vetor bias de uma AFIM sa˜o dados respectivamente pelas
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Modelo Conjunto dos ı´ndices dos pares
recordados corretamente
Capacidade absoluta
de armazenamento
FAM de Kosko {5} 1
GFAM de Lukasiewicz ∅ 0
FAM de Junbo {3, 5, 7, 8} 4
Max-min FAM com limiar {1, 2, . . . , 8} 8
FLBAM de Lukasiewicz {3, 5} 2
FLBAM de Goguen {3, 5} 2
FLBAM de Go¨del ∅ 0
MAMW aXY {1, 2, 3, 4, 5, 8} 6
MAMMaXY {2, 6} 2
MAMWmXY {1, 3, 4, 8} 4
IFAM de Lukasiewicz {1, 2, . . . , 8} 8
IFAM de Go¨del {1, 2, . . . , 8} 8
IFAM de Goguen {1, 2, . . . , 8} 8
IFAM dual de Go¨del {3, 5, 7, 8} 4
IFAM dual de Lukasiewicz {2, 6} 2
IFAM dual de Goguen {2, 6} 2
IFAM adjunta de Lukasiewicz {2, 6} 2
IFAM adjunta de Goguen {2, 6} 2
IFAM adjunta de Go¨del ∅ 0
IFAM dual adj. de Lukasiewicz {3, 5, 8} 3
IFAM dual adj. de Goguen {3, 5, 8} 3
IFAM dual adj. de Go¨del {3, 5} 2
Tab. 5.2: Capacidade absoluta de armazenamento e o conjunto dos ı´ndices dos pares recor-
dados corretamente pelos modelos de memo´ria associativa apresentados nos exemplos 8, 10
e 12.
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equac¸o˜es
W = X ~T XT e θ =
k∧
ξ=1
xξ . (5.11)
Apo´s a apresentac¸a˜o de um padra˜o de entrada x ∈ [0, 1]n, a AFIM produz o padra˜o y =
(W ◦T x) ∨ θ como saı´da.
O teorema 5.3 abaixo apresenta duas propriedades importantes da matriz dos pesos
sina´pticosW = X ~T XT . A demonstrac¸a˜o do teorema 5.3 encontra-se no apeˆndice A.
Teorema 5.3 (Reflexividade e Idempoteˆncia da Matrix W ). Seja X ∈ [0, 1]n×k. A matriz
W = X~TXT e´ reflexiva e max-T idempotente. Em outras palavras, tem-se I ≤ W eW ◦TW = W ,
onde ◦T e´ um produto max-T com a t-norm adjunta da implicac¸a˜o empregada no armazenamento R-
implicativo.
5.2.1 Versa˜o Dinaˆmica das AFIMs
Uma AFIM pode ser convertida em ummodelo dinaˆmico introduzindo a saı´da (W ◦T x)∨θ
como uma nova entrada da memo´ria associativa. Em outras palavras, pode-se construir
uma sequeˆncia de padro˜es x(0),x(1),x(2), . . . onde x(0) = x e´ o padra˜o de entrada e x(k+1)
e´ dado pela seguinte equac¸a˜o:
x(k + 1) = (W ◦T x(k)) ∨ θ para todo k = 0, 1, . . . . (5.12)
O pro´ximo teorema revela, entre outras coisas, que a sequeˆncia definida em (5.12) sempre
converge. Desse modo, define-se o limite da sequeˆncia em (5.12) como sendo o padra˜o
recordado pela AFIM dinaˆmica.
Teorema 5.4 (Convergeˆncia da AFIM Dinaˆmica). Seja X = [x1, . . . ,xk] ∈ [0, 1]n×k a matriz
com as memo´rias fundamentais e sejam W e θ obtidos pelo armazenamento nebuloso R-implicativo.
Dado um padra˜o de entrada x ∈ [0, 1]n, a sequeˆncia dada pela equac¸a˜o (5.12) converge com uma
u´nica iterac¸a˜o.
O teorema 5.4 revela que as AFIMs dinaˆmicas apresentam convergeˆncia com uma u´nica
iterac¸a˜o e, portanto, na˜o ha´ necessidade de utilizar este recurso. A demonstrac¸a˜o do teorema
5.3 encontra-se no apeˆndice A.
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5.2.2 Capacidade Absoluta de Armazenamento
O pro´ximo teorema refere-se a capacidade absoluta de armazenamento das AFIMs, i.e., o
nu´mero de padro˜es que podem ser armazenados e recordados corretamente pela memo´ria
associativa.
Teorema 5.5. Seja X = [x1, . . . ,xk] ∈ [0, 1]n×k. SeW = X ~T XT enta˜oW ◦T xξ = xξ para todo
ξ = 1, . . . , k.
Note que o teorema 5.5 na˜o impoˆe nenhuma restric¸a˜o sobre a dimensa˜o deX ∈ [0, 1]n×k.
Portanto, qualquer conjunto dememo´rias fundamentais {xξ : ξ = 1, . . . , k} pode ser armaze-
nado numa AFIM. Entretanto, a matriz dos pesos sina´pticosW obtida pelo armazenamento
nebuloso R-implicativo converge para a matriz I quando k → ∞. Logo, espera-se que a
toleraˆncia a` ruı´do decresc¸a conforme mais e mais padro˜es sa˜o armazenados numa AFIM. A
figura 5.1 apresenta o gra´fico da distaˆncia ‖W−I‖F , calculada usando a norma de Frobenius,
para matrizes W = X ~T XT ∈ [0, 1]100×100 como uma func¸a˜o da porcentagem de padro˜es
armazenados na AFIM. Esse gra´fico foi gerado calculando-se a me´dia apo´s 1000 simulac¸o˜es
onde as matrizes X ∈ [0, 1]100×k foram geradas aleatoriamente com distribuic¸a˜o uniforme.
Precisamente, as matrizes X’s foram obtidas utilizando o comando rand do MATLAB. A li-
nha marcada com ‘+’ corresponde a` matriz dos pesos sina´pticos da AFIM de Lukasiewicz.
A linha marcada com ‘M’ refere-se a matriz dos pesos sina´pticos da IFAM de Go¨del. As li-
nhas marcadas com ‘×’ e ‘◦’ representam a IFAM de Goguen e a MAMmultiplicativaWmXY ,
respectivamente. Note que ‖WP − I‖F coincide com ‖WmXX − I‖F para um conjunto grande
de memo´rias fundamentais. Aqui,WmXX eWP representam as matrizes dos pesos sina´pticos
da MAMmultiplicativa e da AFIM de Goguen, respectivamente. Uma justificativa para este
fato encontra-se na subsec¸a˜o 5.5.2.
Note que a matriz WL fornecida pelo armazenamento nebuloso implicativo baseado na
implicac¸a˜o de Lukasiewicz apresentou a convergeˆncia mais lenta para I dentre as matrizes
das quatro estrate´gias de armazenamento consideradas. Logo, pode-se esperar da AFIM
de Lukasiewicz uma toleraˆncia com respeito a` ruı´do melhor que a AFIM de Go¨del, a AFIM
de Goguen e a MAM multiplicativa. Essa observac¸a˜o sera´ confirmada em experimentos
nume´ricos e sera´ usada para justificar nossa escolha de t-norma no problema de previsa˜o
da vaza˜o me´dia da usina hidrele´trica de Furnas apresentados no capı´tulo 6. Ressaltamos,
entretanto, que ainda e´ preciso conduzir mais pesquisas sobre a escolha da melhor t-norma
para um dado problema.
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Fig. 5.1: Gra´fico de ‖W − I‖F pela porcentagem de padro˜es armazenados. A linha marcada
com ‘+’ corresponde a` AFIM de Lukasiewicz. A linha marcada com ‘M’ refere-se a AFIM de
Go¨del. As linhas marcadas com ‘×’ e ‘◦’ representam a AFIM de Goguen e a MAM WmXX ,
respectivamente.
5.2.3 Toleraˆncia com Respeito a` Padro˜es Corrompidos ou Incompletos
Essa sec¸a˜o trata da toleraˆncia das AFIMs com respeito a` padro˜es incompletos ou corrompi-
dos com ruı´do. Para uma exposic¸a˜o mais clara, considere as seguintes definic¸o˜es:
Definic¸a˜o 5.6 (Versa˜o Erodida e Versa˜o Dilatada de um Padra˜o x [90, 115]). Um padra˜o
x˜ ∈ [0, 1]n e´ uma versa˜o erodida de um padra˜o x ∈ [0, 1]n se e somente se x˜ ≤ x. Analogamente,
um padra˜o x˜ ∈ [0, 1]n e´ uma versa˜o dilatada de x ∈ [0, 1]n se e somente se x˜ ≥ x.
Definic¸a˜o 5.7 (Ponto Fixo de W). Seja W ∈ [0, 1]n×n. Um padra˜o x ∈ [0, 1]n e´ um ponto fixo de
W com respeito ao produto max-T se e somente seW ◦T x = x.
O teorema a seguir mostra que uma AFIM apresenta toleraˆncia somente com respeito a`
padro˜es erodidos. A sec¸a˜o 5.3 discute modelos que apresentam toleraˆncia com respeito a`
padro˜es dilatados. A demonstrac¸a˜o do teorema 5.8 encontra-se no apeˆndice A.
Teorema 5.8. Sejam X ∈ [0, 1]n×k, W = X ~T XT e θ ∈ [0, 1]n. Para todo padra˜o de entrada
x ∈ [0, 1]n, a saı´da (W ◦T x) ∨ θ de uma AFIM e´ o supremo de x no conjunto dos pontos fixos de
W maiores que θ. Em outras palavras, (W ◦T x) ∨ θ e´ o maior ponto fixo y de W com respeito ao
produto max-T tal que y ≥ x e y ≥ θ.
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Exemplo 9. Considere as imagens em tons de cinza aξ ∈ [0, 1]56×46, para ξ = 1, . . . , 12, apre-
sentadas na figura 5.2. Essas imagens correspondem a` verso˜es reduzidas de imagens do
banco de dados da AT&T Laboratories Cambridge [1]. Precisamente, o banco de dados da
AT&T possui imagens no formato PGM. Cada imagem possui 92×112 pixels, cada pixel com
256 tons de cinza. As imagens originais foram reduzidas atrave´s do comando imresize do
MATLAB com a opc¸a˜o padra˜o nearest e convertidas para o formato double usando o co-
mando im2double. Obtem-se assim imagens aξ ∈ [0, 1]56×46, para ξ = 1, . . . , k. Finalmente,
os padro˜es xξ ∈ [0, 1]2576 que constituem o conjunto de memo´rias fundamentais foram ob-
tidos fazendo uma leitura por linhas dos elementos das imagems reduzidas aξ. Isso foi
feito utilizando o comando reshape. Desse modo, cada padra˜o pode ser tratado como um
conjunto nebuloso.
Considere inicialmente a AFIM de Lukasiewicz. Primeiramente, verificou-se que todos
os padro˜es do conjunto das memo´rias fundamentais sa˜o pontos fixos dessa AFIM. Depois
foram apresentadas como entrada padro˜es r1, . . . , r6 correspondendo as imagens da figura
5.3. Esses padro˜es representam verso˜es corrompidas ou incompletas do padra˜o x1. Preci-
samente, r1, r2 e r3 foram obtidos excluindo uma certa quantidade de pixels da imagem,
i.e., foi introduzido na imagem um ruı´do do tipo “pepper”. As probabilidades de excluir
um pixel foram 25%, 50% e 75%, respectivamente. As demais imagens da figura 5.3, r4, r5
e r6, correspondem a` verso˜es incompletas de x1 onde foram excluı´dos 25%, 50% e 75% do
nu´mero total de pixels, respectivamente. Nesse exemplo, foi atribuı´do o valor 0 para os
pixels auseˆntes de r4, r5 e r6. Note que os padro˜es corrompidos e incompletos sa˜o todos me-
nores que o padra˜o original. As imagens na primeira linha da figura 5.4 correspondem aos
padro˜es recordados pela AFIM de Lukasiewicz. Observe que a AFIM de Lukasiewicz re-
cordou os padro˜es originais razoavelmente bem. A tabela 5.3 apresenta o erro normalizado
dos padro˜es recordados. Aqui, Er(r) e´ calculado atrave´s da equac¸a˜o
Er(r) =
‖x1 − [(W ◦T r) ∨ θ] ‖E
‖x1‖E , (5.13)
onde r representa o padra˜o corrompido ou incompleto e ‖ · ‖E corresponde a` norma Eucli-
diana.
O mesmo experimento foi conduzido depois com a AFIM de Go¨del e a AFIM de Go-
guen. Verificou-se que todos os padro˜es do conjunto das memo´rias fundamentais repre-
sentam pontos fixos do modelo. A figura 5.4 tambe´m apresenta os padro˜es recordados por
esses modelos apo´s apresentar como entrada os padro˜es r1, . . . , r6 correspondendo as ima-
gens da figura 5.3. Precisamente, as imagens da segunda linha da figura 5.4 correspondem
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Fig. 5.2: Imagens que correspondem asmemo´rias fundamentais x1,x2, . . . ,x12 dos exemplos
9 e 11.
Fig. 5.3: Verso˜es erodidas da primeira imagem da figura 5.2.
Fig. 5.4: Imagens que correspondem aos padro˜es recordados pela AFIM de Lukasiewicz
(primeira linha), Go¨del (segunda linha) e Goguen (terceira linha). Os padro˜es utilizados
como entrada correspondem as imagens da figura 5.3.
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Modelo Er(r1) Er(r2) Er(r3) Er(r4) Er(r5) Er(r6)
IFAM de Lukasiewicz 0.0248 0.0388 0.0587 0.0842 0.1051 0.1499
IFAM de Go¨del 0.1132 0.1690 0.2440 0.1878 0.2419 0.3355
IFAM de Goguen 0.0459 0.0682 0.1079 0.1241 0.1498 0.2356
FAMmax-min 0.8331 0.8309 0.8332 0.8257 0.8066 0.7555
FAMmax-prod 0.4730 0.4723 0.4706 0.4729 0.4736 0.4565
Lukasiewicz GFAM 0.5298 0.4944 0.4932 0.5061 0.6200 0.7013
FAM de Junbo 0.1132 0.1690 0.2440 0.1878 0.2419 0.3355
FAMmax-min com limiar 0.1132 0.1690 0.2440 0.1878 0.2419 0.3355
MAM Aditiva 0.0241 0.0380 0.0580 0.0804 0.0994 0.1486
MAMMultiplicativa 0.0437 0.0653 0.1056 0.1146 0.1354 0.2335
OLAM 0.2531 0.4892 0.7452 0.4258 0.6673 0.8442
Tab. 5.3: Erro normalizado dos padro˜es recordados por diferentes modelos de memo´ria
associativa quando os padro˜es r1, . . . , r6 da figura 5.3 sa˜o apresentados como entrada.
aos padro˜es (WM ◦M zk) ∨ θ recordados pela AFIM de Go¨del para k = 1, . . . , 6, respectiva-
mente. Lembre-se que WM = X ~M XT e´ a matriz obtida pelo armazenamento nebuloso
R-implicativo baseado na implicac¸a˜o IM . As imagens na terceira linha correspondem aos
padro˜es recordados pela AFIM de Goguen. Os erros normalizados dos padro˜es recordados
pelas AFIMs de Go¨del e Goguen esta˜o apresentados na tabela 5.3.
Finalmente, a tabela 5.3 tambe´m apresenta o erro normalizado de outros modelos de
memo´ria associativa. Verificou-se que a max-mim FAM, a FAM max-prod e a GFAM de
Lukasiewicz foram incapazes de recordar as memo´rias fundamentais devido a interfereˆncia
cruzada entre os padro˜es armazenados. A AFIM de Go¨del, a FAM de Junbo et al. e a FAM
max-min com limiar de Liu produziram os mesmos erros de recordac¸a˜o. Ale´m disso, a
MAM aditiva e a AFIM de Lukasiewicz produziram erros muito parecidos. De um modo
semelhante, a MAMmultiplicativa e a AFIM de Goguen produziram praticamente o mesmo
erro. Essas semelhanc¸as sera˜o justificadas na sec¸a˜o 5.5. Observe que a tabela 5.3 inclui
tambe´m o erro normalizado obtido pela Memo´ria Associativa Linear O´tima (OLAM, Optimal
Linear Associative Memory) de Kohonen [56, 57]. A OLAM representa um dos primeiros
modelos de memo´ria associativa para imagens em tons de cinza. Note que a AFIM de
Lukasiewicz e a MAM aditiva produziram os menores erros de recordac¸a˜o.
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5.2.4 Pontos Fixos
O teorema 5.8 apresentado na subsec¸a˜o anterior relaciona o padra˜o recordado com o con-
junto dos pontos fixos da AFIM. Essa subsec¸a˜o trata dos pontos fixos das AFIMs.
Primeiramente, lembre-se que um padra˜o x e´ um ponto fixo da AFIM com respeito a`
composic¸a˜o max-T se e somente se (W ◦T y) ∨ θ = y. De um modo similar, um padra˜o
x ∈ [0, 1]n e´ um ponto fixo deW com respeito ao produto max-T se e somente seW ◦T x = x.
Note que os pontos fixos da AFIM esta˜o intimamente relacionados com os pontos fixos da
matriz dos pesos sina´pticos W = X ~R XT . Por esta raza˜o, essa subsec¸a˜o comec¸a com um
teorema sobre os pontos fixos deW .
Teorema 5.9. Sejam X = [x1,x2, . . . ,xk] ∈ [0, 1]n×k e W = X ~T XT . Um padra˜o y e´ um ponto
fixo deW com respeito a` composic¸a˜o max-T se y = c para algum vetor constante c = [c, c, . . . , c]T ∈
[0, 1]n ou se y e´ da forma
y =
p∨
l=1
∧
ξ∈Ll
xξ , (5.14)
para algum Ll ⊆ {1, . . . , k} e algum p ∈ N.
A expressa˜o
∨k
l=1
∧
ξ∈Ll x
ξ, envolvendo os sı´mbolos ∨, ∧ e x1,x2, . . . ,xk, representa um
polinoˆmio reticulado em x1,x2, . . . ,xk [9]. Sendo [0, 1]n um reticulado distributivo, todo po-
linoˆmio reticulado em x1, . . . ,xk e´ da forma dada em (5.14). Ale´m disso, todo polinoˆmio
reticulado em x1, . . . ,xk e´ tambe´m um ponto fixo de W com respeito ao produto max-
T , conforme o teorema 5.9. Note que o vetor bias θ e´ o menor polinoˆmio reticulado em
x1,x2, . . . ,xk e, portanto, W ◦T θ = θ. O vetor θ exclui as memo´rias espu´rias menores que
θ. Mesmo assim, as AFIMs possuem um grande nu´mero de pontos fixos que incluem as
memo´rias fundamentais e um grande nu´mero de memo´rias espu´rias.
5.2.5 Memo´rias Implicativas Autoassociativas Bina´rias
Muitos modelos tradicionais de memo´ria associativa, tais como a rede de Hopfield, a BSB e
a ECAM, foram desenvolvidas para o caso bina´rio autoassociativo, onde X = Y ∈ {0, 1}n×k
[47, 40]. Essa subsec¸a˜o trata desse caso particular.
Primeiramente, note que no caso bina´rio, todas as t-normas e implicac¸o˜es coincidem.
Consequ¨entemente, existe uma u´nica AFIM no caso bina´rio. Sem perda de generalidade,
considere T (x, y) = x ∧ y (mı´nimo) e IT (x, y) = (1− x) ∨ y, para todo x, y ∈ {0, 1}.
Foi mostrado na subsec¸a˜o 5.2.2 que podem ser armazenados quantos padro˜es forem de-
sejados numa AFIM. No caso bina´rio, pode-se armazenar no ma´ximo 2n padro˜es, onde n e´
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a dimensa˜o dos padro˜es. Observe que a capacidade absoluta de armazenamento de uma
AFIM bina´ria excede a capacidade absoluta da rede de Hopfield que e´ assinto´ticamente
n/(4 log n) padro˜es bina´rios aleato´rios [71].
Os resultados apresentados nas subsec¸o˜es anteriores sobre a toleraˆncia a` ruı´do e os pon-
tos fixos das AFIMs tambe´m continuam va´lidos no caso bina´rio. Entretanto, existe um re-
sultado mais forte que caracteriza todos os pontos fixos no caso bina´rio.
Teorema 5.10. Sejam X = [x1,x2, . . . ,xk] ∈ {0, 1}n×k e W = X ~T XT . Um padra˜o bina´rio y e´
um ponto fixo de W com respeito ao produto max-T se e somente se y = 0 ou y = 1 ou se y e´ um
polinoˆmio reticulado em x1, . . . ,xk.
O teorema 5.10 fornece uma caracterizac¸a˜o precisa do conjunto dos pontos fixos deW =
X ~T X com respeito ao produto max-T (max-min) no caso bina´rio. Como consequeˆncia, o
vetor bias exclui apenas o ponto fixo y = 0 no caso bina´rio autoassociativo. Ale´m disso, o
teorema 5.8 e o teorema 5.10mostram que a AFIM e asMemo´rias AutoassociativasMorfolo´gicas
(AMMs, Autoassociative Morphological Memories) atuam da mesma forma no caso bina´rio
se uma condic¸a˜o fraca sobre os padro˜es armazenados e´ satisfeita [107, 108]. Na sec¸a˜o 5.5.2 e´
mostrado que estas semelhanc¸as na˜o sa˜o restritas ao caso bina´rio autoassociativo.
5.3 Memo´rias Associativas Nebulosas Implicativas Duais
com Respeito a` Negac¸a˜o Usual
Uma IFAM e´ composta por neuroˆnios max-T , onde T e´ uma t-norma contı´nua. Consequ¨en-
temente, dada uma IFAM com matriz de pesos sina´pticos W ∈ [0, 1]m×n e vetor bias θ ∈
[0, 1]m, o operadorW definido pela equac¸a˜o
W(x) = (W ◦T x) ∨ θ , (5.15)
efetua uma operac¸a˜o de dilatac¸a˜o. Um modelo dual pode ser obtido a partir da relac¸a˜o de
dualidade com respeito a` negac¸a˜o (cf. subsec¸a˜o 2.2.3). O modelo obtido e´ chamado IFAM
dual com respeito a` negac¸a˜o usual, ou simplesmente IFAM dual [116, 121], e sera´ discutido a se-
guir. O modelo obtido a partir da relac¸a˜o de dualidade com respeito a` adjunc¸a˜o e´ discutido
na pro´xima subsec¸a˜o.
Observac¸a˜o. Note que W e´ uma dilatac¸a˜o de [0, 1]n em [θ,1m], i.e., W : [0, 1]n → [θ,1m],
onde
[θ,1m] = {y ∈ [0, 1]m : θ ≤ y} . (5.16)
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Desse modo, W(0n) = θ, onde 0n e´ o vetor coluna n-dimensional [0, . . . , 0]T . Em outras
palavras, a dilatac¸a˜o do menor elemento do domı´nio deW , o reticulado completo [0, 1]n, e´
o menor elemento do contra-domı´nio deW , o reticulado completo [θ,1m].
Considere negac¸o˜es NpS : [0, 1]
p → [0, 1]p obtidas aplicando a negac¸a˜o usual NS em cada
componente do vetor de entrada, i.e., [NS(x)]i = NS(xi), para todo i = 1, . . . , p. Seja W
o operador definido em (5.15) e defina M como sendo a negac¸a˜o de W com respeito as
negac¸o˜es NnS e N
m
S . Em outras palavras, defina M atrave´s da seguinte equac¸a˜o para todo
x ∈ [0, 1]n:
M(x) = NmS (W [NnS (x)]) . (5.17)
Uma IFAM dual e´ definida como sendo o modelo de memo´ria associativa que corresponde
ao operadorM. O teorema 5.11 abaixo mostra queM e´ uma erosa˜o de [0, 1]n em [0m,ϑ] =
{y ∈ [0, 1]m : y ≤ ϑ} com ϑ ∈ [0, 1]m. Ale´m disso, o teorema 5.11 revela que uma IFAM
dual e´ descrita por neuroˆnios min-S, onde S e´ uma s-norma contı´nua. Lembre-se que um
neuroˆnio min-S com uma s-norma contı´nua realiza uma erosa˜o. Portanto, as IFAMs duais
tambe´m pertencem a` classe das FMAMs.
Observac¸a˜o. A proposta original de uma IFAM dual considera apenas a negac¸a˜o NpS in-
duzida pela negac¸a˜o nebulosa usual NS [116, 121]. Entretanto, outros modelos podem ser
obtidos a partir de negac¸o˜es nebulosas diferentes da negac¸a˜o nebulosa usual.
Teorema 5.11. Sejam W ∈ [0, 1]m×n, θ ∈ [0, 1]m e W : [0, 1]n → [θ,1m] o operador definido
em (5.15). O operador dual de W com respeito as respeito as negac¸o˜es NnS e NmS , denotado por
M : [0, 1]n → [0m,ϑ], e´ dado pela seguinte equac¸a˜o para todo x ∈ [0, 1]n
M(x) = (M •S x) ∧ ϑ , (5.18)
ondeM ∈ [0, 1]m×n e ϑ ∈ [0, 1]m sa˜o tais quemij = NS(wij) e ϑi = NS(θi), para todo i = 1, . . . ,m
e j = 1, . . . , n. O produto min-S em (5.18) esta´ baseado na s-norma contı´nua dual, com respeito a`
negac¸a˜o NS , da t-norma (contı´nua) empregada no produto max-T em (5.15).
Desse modo, dado uma matriz de pesos sina´pticos M ∈ [0, 1]m×n e um vetor bias ϑ ∈
[0, 1]m, o padra˜o y ∈ [0, 1]m recordado pela IFAM dual apo´s introduzir com entrada o padra˜o
x ∈ [0, 1]n e´ dado pela equac¸a˜o
y =M(x) = (M •S x) ∧ ϑ , (5.19)
onde o sı´mbolo •S representa o produtomin-S com uma s-norma contı´nua. A equac¸a˜o (5.19)
64 Memo´rias Associativas Nebulosas Implicativas e suas Verso˜es Duais
mostra que uma IFAM dual representa uma rede neural morfolo´gica nebulosa progressiva
de camada u´nica (cf. figura 3.2).
A matriz dos pesos sina´pticos M ∈ [0, 1]m×n e o vetor bias ϑ ∈ [0, 1]m de uma IFAM
dual sa˜o obtidos pelo armazenamento nebuloso R-implicativo dual que pode ser derivado do
armazenamento nebuloso R-implicativo como segue.
Considere um conjunto de memo´rias fundamentais {(xξ,yξ) : ξ = 1, . . . , k}. Suponha
que yξ =M(xξ) = NmS (W [NnS(x)]). Desse modo, a negac¸a˜oNmS (yξ) satisfaz as equac¸o˜es:
NmS (y
ξ) =W [NnS(x)] =
[
W ◦T NnS(xξ)
] ∨ θ , (5.20)
onde wij = NS(mij) e θi = NS(ϑi), para i = 1, . . . ,m e j = 1, . . . , n. Denotando vξ = NmS (y
ξ)
e uξ = NnS(x
ξ), para ξ = 1, . . . , k, a equac¸a˜o (5.20) torna-se
vξ = (W ◦T uξ) ∨ θ . (5.21)
Note que (5.21) descreve uma IFAM com entrada uξ e saı´da vξ, para ξ = 1, . . . , k. O
armazenamento nebuloso R-implicativo aplicado ao conjunto de memo´rias fundamentais
{(uξ,vξ) : ξ = 1, . . . , k} define
wij =
k∧
ξ=1
IT (u
ξ
j , v
ξ
i ) e θi =
k∧
ξ=1
vξi , (5.22)
como sendo os elementos da matriz dos pesos sina´pticos e do vetor bias da IFAM descrita
por (5.21). Substituindo as equac¸o˜es wij = NS(mij), θi = NS(ϑi), u
ξ
j = NS(x
ξ
j) e v
ξ
j = NS(y
ξ
j )
em (5.22) obtem-se
NS(mij) =
k∧
ξ=1
IT
(
NS(x
ξ
j), NS(y
ξ
i )
)
e NS(ϑi) =
k∧
ξ=1
NS(y
ξ
i ) . (5.23)
Logo, os elementos da matriz dos pesos sina´pticosM satisfazem as seguintes equac¸o˜es para
todo i = 1, . . . ,m e j = 1, . . . , n:
mij = NS
[
k∧
ξ=1
IT
(
NS(x
ξ
j), NS(y
ξ
i )
)]
=
k∨
ξ=1
NS
[
IT
(
NS(x
ξ
j), NS(y
ξ
i )
)]
=
k∨
ξ=1
JS
(
xξj , y
ξ
i
)
,
(5.24)
onde JS e´ a implicac¸a˜o nebulosa dual de IT com respeito a` NS . Lembre-se que JS e´ tambe´m
o operador tal que o par (JS, S) forma uma adjunc¸a˜o. Finalmente, os elementos do vetor
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bias ϑ satisfazem as seguintes equac¸o˜es para todo i = 1, . . . ,m:
ϑi = NS
[
k∧
ξ=1
NS(y
ξ
i )
]
=
k∨
ξ=1
yξi . (5.25)
Concluindo, os elementos da matriz dos pesos sina´pticos M e do vetor bias ϑ forne-
cidos pelo armazenamento nebuloso R-implicativo dual sa˜o dados pelas equac¸o˜es (5.24)
e (5.25) para todo i = 1, . . . ,m e j = 1, . . . , n. Se X = [x1,x2, . . . ,xk] ∈ [0, 1]n×k e Y =
[y1,y2, . . . ,yk] ∈ [0, 1]m×n forem as matrizes com as memo´rias fundamentais como coluna,
enta˜oM e ϑ sa˜o dados pelas equac¸o˜es
M = Y ~¯SXT e ϑ =
k∨
ξ=1
yξ , (5.26)
onde C = A~¯B ∈ [0, 1]m×n, chamado produto max-JS de A ∈ [0, 1]m×k por B ∈ [0, 1]k×n, e´
definido pela seguinte equac¸a˜o:
cij =
k∨
l=1
JS(blj, ail) para i = 1, . . . ,m e j = 1, . . . , n . (5.27)
Exemplo 10. Considere as memo´rias fundamentais (aξ,bξ), ξ = 1, . . . , 8, apresentadas na
tabela 5.1 e denote X = [a1, . . . , a8] ∈ [0, 1]5×8 e Y = [b1, . . . ,b8] ∈ [0, 1]3×8. Lembre-se que
esse conjunto de memo´rias fundamentais foi discutido em [63] e no exemplo 8.
O conjunto de memo´rias fundamentais da tabela 5.1 foi armazenado na IFAM de Go¨del
descrita por (5.19) com o produto min-CM , i.e., o sı´mbolo “•M” representando o produto
min-max. A matriz dos pesos sina´pticosMM e o vetor bias ϑ obtidos atrave´s do armazena-
mento nebuloso R-implicativo dual sa˜o dados pelas seguintes equac¸o˜es:
MM = Y ~¯MXT =
 0.7 0.7 0.5 0.5 0.70.7 0.8 0.8 0.8 0.8
0.4 0.5 0.4 0.4 0.3
 e ϑ = 8∧
ξ=1
bξ =
 0.70.8
0.5
 . (5.28)
Introduzindo como entrada os padro˜es aξ, para ξ = 1, . . . , 8, verificou-se que a equac¸a˜o
bξ = (ML •M aξ) ∧ ϑ e´ satisfeita apenas para ξ ∈ {3, 5, 7, 8}. Em outras palavras, a IFAM
dual de Go¨del foi capaz de recordar somente os pares (a3,b3), (a5,b5), (a7,b7) e (a8,b8).
De um modo similar, a matriz dos pesos sina´pticos da IFAM dual de LukasiewiczML =
Y ~¯LXT e a matriz dos pesos sina´pticos da IFAM dual de Goguen MP = Y ~¯PXT obtidas
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atrave´s do armazenamento nebuloso R-implicativo dual sa˜o dadas, respectivamente, pelas
seguintes equac¸o˜es:
ML =
 0.4 0.4 0.3 0.3 0.40.5 0.5 0.5 0.4 0.6
0.3 0.2 0.1 0.1 0.2
 e MP =
 0.4444 0.5000 0.3750 0.3750 0.44440.5556 0.6667 0.7143 0.6667 0.7500
0.3333 0.2222 0.1429 0.1429 0.2222
 .
(5.29)
Verifica-se que as IFAMs duais de Lukasiewicz e Goguen sa˜o capazes de recordar somente
os pares (a2,b2) e (a6,b6). Em outras palavras, as equac¸o˜es bξ = (ML •L aξ) ∧ ϑ e bξ =
(MP •P aξ) ∧ ϑ valem apenas para ξ = 2 e ξ = 6.
Novamente, a tabela 5.2 apresenta resumidamente a capacidade absoluta de armazena-
mento e o conjunto dos ı´ndices dos pares de padro˜es recordados corretamente pelos mode-
los apresentados nesse exemplo.
A relac¸a˜o de dualidade entre as IFAMs e as IFAMs duais, bem como a dualidade entre
o armazenamento nebuloso R-implicativo e armazenamento nebuloso R-implicativo dual,
implicam que cada resultado referente a uma IFAM possui um resultado correspondente
dual para uma IFAM dual. De um modo geral, os resultados duais sa˜o obtidos revertendo
a ordem das desigualdades e substituindo o ma´ximo pelo mı´nimo, a t-norma pela s-norma
dual e a R-implicac¸a˜o pela implicac¸a˜o dual correspondente. Por exemplo, o correspondente
dual do teorema 5.1 e´:
Teorema 5.12 (Teorema Principal do Aprendizado Nebuloso R-Implicativo Dual ). Consi-
dere um conjunto de memo´rias fundamentais {(xξ,yξ) : ξ = 1, . . . , k}. A matriz dos pesos sina´pticos
M e o vetor bias ϑ dados pelo armazenamento nebuloso R-implicativo dual sa˜o tais que [M,ϑ] repre-
senta o infimo do conjunto
{
[A,β] ∈ [0, 1]m×(n+1) : (A •S xξ) ∧ β ≥ yξ, ∀ξ = 1, . . . , k
}
, (5.30)
onde [M,ϑ] (resp. [A,β]) e´ a matriz m× (n + 1) obtida concatenandoM ∈ [0, 1]m×n e ϑ ∈ [0, 1]m
(resp. A e β).
Exemplo 11. Considere os padro˜es x1, . . . ,x12 que correspondem as imagens da figura 5.2.
Esses padro˜es foram armazenados nas AFIMs duais de Lukasiewicz, Go¨del e Goguen. Uma
AFIM dual corresponde ao caso autoassociativo de uma IFAM dual. Verificou-se que to-
dos os padro˜es x1, . . . ,x12 reprentam pontos fixos desses treˆs modelos. Essa observac¸a˜o
confirma a versa˜o dual do teorema 5.5.
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Fig. 5.5: Verso˜es dilatadas da primeira imagem da figura 5.2 (primeira linha) e imagens
referentes aos respectivos padro˜es recordados pela AFIM dual de Lukasiewicz (segunda
linha), Go¨del (terceira linha) e Goguen (quarta linha).
O teorema 5.8 revela que uma AFIM apresenta toleraˆncia com respeito a` padro˜es erodi-
dos. A versa˜o dual desse teorema diz que uma AFIM dual apresenta toleraˆncia com respeito
a` padro˜es dilatados. Para verificar esse fato, considere os padro˜es s1, . . . , s6 apresentados na
primeira linha da figura 5.5. Os padro˜es s1, s2 e s3 foram gerados introduzindo pixels com
valor 1 na imagem x1, i.e., foi introduzido na imagem um ruı´do do tipo “salt”. As proba-
bilidades de introduzir um pixel com valor 1 foram 25%, 50% e 75%, respectivamente. As
demais imagens da figura 5.3, s4, s5 e s6, correspondem a` verso˜es incompletas de x1 onde fo-
ram excluı´dos 25%, 50% e 75% do nu´mero total de pixels, respectivamente. Foram atribuı´dos
o valor 1 para os pixels auseˆntes de s4, s5 e s6. Note que sk ≥ x1 para todo k = 1, . . . , 6. A
figura 5.5 apresenta os padro˜es recordados pelas AFIMs duais de Lukasiewicz, Go¨del e Go-
guen apo´s apresentar como entrada os padro˜es sk para k = 1, . . . , 6. O erro de recordac¸a˜o
desses modelos esta´ apresentado na tabela 5.4. Note que a IFAM dual de Lukasiewicz pro-
duziu os menores erros de recordac¸a˜o enquanto que a IFAM dual de Go¨del apresentou os
piores. Esse exemplo resalta a necessidade de serem conduzidas mais pesquisas sobre “a
escolha da melhor” IFAM dual (ou IFAM) para um dado problema.
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Modelo Er(s1) Er(s2) Er(s3) Er(s4) Er(s5) Er(s6)
IFAM Dual de Lukasiewicz 0.0184 0.0267 0.0583 0.0661 0.0768 0.0846
IFAM Dual de Go¨del 0.1536 0.2396 0.3254 0.2600 0.4117 0.5456
IFAM Dual de Goguen 0.0311 0.0529 0.0932 0.1357 0.1624 0.1866
Tab. 5.4: Erro normalizado dos padro˜es recordados pelas AFIMs duais quando os padro˜es
s1, . . . , s6 da primeira linha da figura 5.5 sa˜o apresentados como entrada.
5.4 IFAMs Adjuntas e IFAMs Duais Adjuntas
Outros modelos de memo´rias associativas podem ser obtidos atrave´s do conceito de du-
alidade com respeito a` adjunc¸a˜o. O modelo que forma uma adjunc¸a˜o com uma IFAM e´
chamado IFAM adjunta e o modelo que forma uma adjunc¸a˜o com uma IFAM dual e´ referido
como IFAM dual adjunta.
Considere uma IFAM com matriz de pesos sina´pticos W ∈ [0, 1]m×n e vetor bias θ ∈
[0, 1]m. O operadorW : [0, 1]n → [θ,1m] definido em (5.15) efetua uma operac¸a˜o de dilatac¸a˜o.
Portanto, pela proposic¸a˜o 2.5, existe uma u´nica erosa˜o A : [θ,1m] → [0, 1]n tal que (A,M)
forma uma adjunc¸a˜o em [0, 1]n e [θ,1m]. A erosa˜o A e´ dada por
A(y) =
∨
{x ∈ [0, 1]n :W(x) ≤ y} . (5.31)
Define-se uma IFAM adjunta como sendo a memo´ria associativa que corresponde ao opera-
dorA. O teorema 5.13 abaixo revela que uma IFAM adjunta e´ composta por neuroˆnios mor-
folo´gicos descritos pelo produto min-I . Esses neuroˆnios morfolo´gicos realizam operac¸o˜es
de erosa˜o em [θ,1m]→ [0, 1]. Portanto, uma IFAM adjunta pertence a` classe das FMAMs.
A relac¸a˜o de dualidade com respeito a` adjunc¸a˜o tambe´m pode ser aplicada ao operador
que descreve uma IFAM dual. SejaM : [0, 1]n → [0m,ϑ] o operador que descreve uma IFAM
dual com matriz de pesos sina´pticos M ∈ [0, 1]m×n e vetor bias ϑ ∈ [0, 1]m. O operador
M representa uma erosa˜o, portanto, existe uma u´nica dilatac¸a˜o B : [0m,ϑ] → [0, 1]n tal
que (M,B) forma uma adjunc¸a˜o em [0, 1]n e [0m,ϑ]. A IFAM dual adjunta e´ a memo´ria
associativa que corresponde a` dilatac¸a˜o B. Conforme a proposic¸a˜o 2.5, essa dilatac¸a˜o e´ dada
pela seguinte equac¸a˜o:
B(y) =
∧
{x ∈ [0, 1]n :M(x) ≥ y} . (5.32)
O teorema 5.13 abaixo mostra que uma IFAM dual adjunta e´ composta por neuroˆnios mor-
folo´gicos que realizam operac¸o˜es de dilatac¸a˜o em [0m,ϑ] → [0, 1]. Consequ¨entemente, uma
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IFAM
W : [0, 1]n → [θ,1m]
W(x) = (W ◦T x) ∨ θ.
oo
Adjunc¸a˜o
//
OO
Negac¸a˜o

IFAM adjunta
A : [θ,1m]→ [0, 1]n
A(y) = yT ~T W.
OO
Negac¸a˜o

IFAM dual
M : [0, 1]n → [0m,ϑ]
M(x) = (M •T x) ∧ ϑ.
oo Adjunc¸a˜o //
IFAM dual adjunta
B : [0m,ϑ]→ [0, 1]n
B(y) = yT ~¯TM.
Fig. 5.6: Esquema relacionando as IFAMs, IFAMs duais, IFAMs adjuntas e IFAMs duais
adjuntas.
IFAM dual adjunta tambe´m pertence a` classe das FMAMs.
Teorema 5.13. Sejam Y = [y1, . . . ,yk] ∈ [0, 1]m×k e X = [x1, . . . ,xk] ∈ [0, 1]n×k as matrizes com
as memo´rias fundamentais como coluna. DefinaW = Y ~TXT ∈ [0, 1]m×n e θ =
∧k
ξ=1 y
ξ ∈ [0, 1]m.
Dado um padra˜o de entrada y ∈ [θ,1m], o padra˜o recordado pela IFAM adjunta com matriz de pesos
sina´pticosW e´ dado pela seguinte equac¸a˜o
xT = A(y) = yT ~T W . (5.33)
Analogamente, considere M = Y ~¯SXT ∈ [0, 1]m×n e ϑ =
∨k
ξ=1 ∈ [0, 1]m. O padra˜o recordado
pela IFAM dual adjunta com matriz de pesos sina´pticosM e´ dado pela equac¸a˜o
xT = B(y) = yT ~¯TM , (5.34)
onde y ∈ [0m,ϑ] representa o padra˜o de entrada.
Observac¸a˜o. Note que uma IFAM adjunta na˜o possui um vetor bias, mas deve ter como
entrada um padra˜o y ≥ θ. Uma alternativa seria definir uma IFAM adjunta atrave´s da
equac¸a˜o x = (y ∨ θ)T ~T W . O operador que corresponde a` essa nova proposta extende a
IFAM adjunta para o domı´nio [0, 1]m. De ummodo similar, uma IFAM dual adjunta tambe´m
na˜o possui um vetor bias e deve ter como entrada um padra˜o y ≤ ϑ. O operador que
corresponde a` equac¸a˜o x = (y∧θ)T ~¯TM extende B para o domı´nio [0, 1]m. Uma IFAM dual
adjunta poderia ser definida atrave´s desse novo operador.
A figura 5.6 apresenta um esquema que resume a relac¸a˜o entre as IFAMs, IFAMs duais,
IFAMs adjuntas e IFAMs adjuntas duais. Esse esquema e´ ana´logo ao esquema apresentado
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na figura 2.1.
Exemplo 12. Considere novamente o conjunto de memo´rias fundamentais apresentado na
tabela 5.1. Note que as equac¸o˜es (5.33) e (5.34), que descrevem uma IFAM adjunta e uma
IFAM dual adjunta, respectivamente, consideram como entrada um padra˜o y e tem como
saı´da um padra˜o x. Desse modo, denote Y = [a1, . . . , a8] ∈ [0, 1]5×8 e X = [b1, . . . ,b8] ∈
[0, 1]3×8 como sendo as matrizes cujas colunas correspondem aos padro˜es de entrada e saı´da,
respectivamente.
Os pares de entrada e saı´da foram armazenados primeiramente na IFAM adjunta de
Lukasiewicz. A matriz dos pesos sina´pticosW aL ∈ [0, 1]5×8 da IFAM adjunta de Lukasiewicz
e´ dada pela seguinte equac¸a˜o:
W aL = Y ~L XT =

0.6 0.5 0.7
0.6 0.5 0.8
0.7 0.5 0.9
0.7 0.6 0.9
0.6 0.4 0.8
 . (5.35)
Note que W aL dada em (5.35) e´ diferente de WL dada em (5.9), que corresponde a` matriz
dos pesos sina´pticos da IFAM de Lukasiewicz, pois as matrizes X e Y foram definidas de
um modo diferente no exemplo 8. O mesmo argumento vale para os demais modelos de
memo´ria associativa adjunta apresentadas nesse exemplo. Apresentando como entrada os
padro˜es aξ, para ξ = 1, . . . , 8, verifica-se que bξT = aξT ~LW aL somente para os pares (a2,b2)
e (a6,b6). Note que aξ ∈ [θ,15], para todo ξ = 1, . . . , 8, onde θ =
∧8
ξ=1 a
ξ.
De um modo similar, verifica-se que a IFAM adjunta de Goguen recorda somente os
pares (a2,b2) e (a6,b6) enquanto que a IFAM adjunta de Go¨del e´ incapaz de recordar corre-
tamente qualquer um dos pares (aξ,bξ), para ξ = 1, . . . , 8.
A matriz dos pesos sina´pticos da IFAM dual adjunta de Lukasiewicz MaL ∈ [0, 1]5×8 e´
dada pela seguinte equac¸a˜o:
MaL = Y ~¯LXT =

0.3 0.0 0.5
0.0 0.0 0.2
0.0 0.0 0.2
0.1 0.0 0.3
0.0 0.0 0.0
 . (5.36)
Verifica-se que aξ ∈
[
0m,
∨8
ξ=1 a
ξ
]
, para todo ξ = 1, . . . , 8. Entretanto, bξT = aξT ~¯LMaL
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somente para ξ ∈ {3, 5, 8}. Finalmente, a IFAM dual adjunta de Goguen tambe´m e´ capaz de
recordar somente os pares (a3,b3), (a5,b5) e (a8,b8) enquanto que a IFAM dua adjunta de
Go¨del foi capaz de recordar somente os pares (a3,b3) e (a5,b5).
A tabela 5.2 apresenta de forma resumida os resultados obtidos para a capacidade abso-
luta de armazenamento das IFAMs adjuntas e das IFAMs duais adjuntas discutidas nesse
exemplo.
As propriedades das IFAMs adjuntas e das IFAMs duais adjuntas na˜o sera˜o discuti-
das nessa tese. Entretanto, existe uma relac¸a˜o entre as IFAMs adjuntas e as FMAMs com
neuroˆnios morfolo´gicos min-D que incluem as IFAMs duais como caso particular. De fato,
considere uma IFAM adjunta com matriz dos pesos sina´pticos W ∈ [0, 1]m×n e padra˜o de
entrada y ∈ [θ,1m], onde θ ∈ [0, 1]m. Utilizando a equac¸a˜o (3.20), tem-se que o padra˜o
recordado pela IFAM adjunta e´ descrito pela equac¸a˜o
xT = yT ~T W = yT •N(W ) = yT •M , (5.37)
onde N e´ uma negac¸a˜o nebulosa eM = N(W ) ∈ [0, 1]m×n e´ tal que mij = N(wij) para todo
i = 1, . . . ,m e j = 1, . . . , n. A disjunc¸a˜o nebulosa empregada no produto min-D e´ definida
atrave´s da equac¸a˜o (3.14), i.e.,D(x, y) = IT (N(y), x), para todo x, y ∈ [0, 1]. Em alguns casos,
a fase de recordac¸a˜o de uma IFAM adjunta pode ser descrita em termos das equac¸o˜es que
descrevem a fase correspondente de uma IFAM dual.
Exemplo 13 (Fase de recordac¸a˜o da IFAM adjunta de Lukasiewicz). Considere a IFAM
adjunta baseada na implicac¸a˜o de Lukasiewicz IL dada pela equac¸a˜o (2.31). Suponha que
W ∈ [0, 1]m×n seja a matriz dos pesos sina´pticos e considere θ ∈ [0, 1]m. Dado um padra˜o de
entrada y = [y1, . . . , ym]T ∈ [θ,1m], o padra˜o recordado pela IFAM adjunta de Lukasiewicz
x = [x1, . . . , xn]
T ∈ [0, 1]n e´ dado pela seguinte equac¸a˜o para todo j = 1, . . . , n:
xj =
m∧
i=1
IL(wij, yi) =
m∧
i=1
[1 ∧ (yi − wij + 1)] . (5.38)
Denotandomji = 1− wij para todo i = 1, . . . ,m e j = 1, . . . , n, tem-se
xj =
m∧
i=1
[1 ∧ (yi +mji)] =
m∧
i=1
DL (mji, yi) , (5.39)
para todo j = 1, . . . , n. Em outras palavras, o padra˜o recordado pela IFAM adjunta de
Lukasiewicz e´ dado por x = M •L y. Portanto, a fase de recordac¸a˜o da IFAM adjunta de
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Lukasiewicz coincide com a fase de recordac¸a˜o da IFAM dual de Lukasiewicz.
Infelizmente, a disjunc¸a˜o nebulosa dada em (3.14) nem sempre representa uma s-norma
contı´nua. Portanto, a fase de recordac¸a˜o de uma IFAM adjunta nem sempre corresponde a`
fase de recordac¸a˜o de uma IFAM dual, como mostra o exemplo a seguir.
Exemplo 14 (Fase de recordac¸a˜o da IFAM adjunta de Go¨del). Sejam W ∈ [0, 1]m×n e θ ∈
[0, 1]m. Considere a IFAM adjunta baseada na implicac¸a˜o de Go¨del IM dada pela equac¸a˜o
(2.29). O padra˜o recordado pela IFAM adjunta de Go¨del x ∈ [0, 1]n e´ dado pela equac¸a˜o
(5.37) com a disjunc¸a˜o nebulosa D dada pela equac¸a˜o (3.14). Se a negac¸a˜o nebulosa consi-
derada for a negac¸a˜o nebulosa usualNS , enta˜o a disjunc¸a˜o nebulosa empregada no produto
min-D em (5.37) satisfaz as seguintes equac¸o˜es para todo x, y ∈ [0, 1]:
D(x, y) = IM(NS(y), x) =
{
1, y ≥ 1− x
x, y < 1− x . (5.40)
Note que a disjunc¸a˜o nebulosa na˜o representa uma s-norma, poisD na˜o e´ comutativa. Logo,
a fase de recordac¸a˜o da IFAM adjunta de Go¨del na˜o corresponde a` fase de recordac¸a˜o de
uma IFAM.
Concluindo, a fase de recordac¸a˜o de uma IFAM adjunta pode ser descrita por uma
FMAM com neuroˆnios min-D. De um modo ana´logo, espera-se que uma IFAM dual ad-
junta possa ser descrita por uma FMAM com neuroˆnios max-C. Essas observac¸o˜es servem
como estı´mulo para pesquisas em modelos de FMAMs descritas pelos produtos max-C e
min-D gerais, i.e., casos na˜o restritos a t-normas e s-normas contı´nuas.
5.5 Relac¸o˜es das IFAMs com Outros Modelos de Memo´ria
Associativa
Essa sec¸a˜o discute a relac¸a˜o das IFAMs com os modelos de memo´ria associativa apresenta-
dos no capı´tulo 4.
Primeiramente, note que as FAMs max-min e max-prod de Kosko sa˜o casos particulares
das GFAMs de Chung e Lee. Entretanto, a equac¸a˜o que descreve a fase de recordac¸a˜o de
umaGFAM comuma t-norma contı´nua e´ amesma que descreve a fase de recordac¸a˜o de uma
IFAM com vetor bias θ = 0m. Precisamente, ambos modelos sa˜o descritos pela equac¸a˜o y =
(W ◦T x)∨ θ, onde x e´ a entrada, y e´ a saı´da,W e´ a matriz dos pesos sina´pticos e θ e´ o vetor
bias (tome θ = 0m em uma GFAM). Logo, a diferenc¸a entre os dois modelos esta´ na fase
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de armazenamento: as GFAMs utilizam a estrate´gia de codificac¸a˜o correlac¸a˜o-t enquanto
que as IFAMs empregam o armazenamento nebuloso R-implicativo. Todavia, o teorema 5.1
garante que uma IFAM consegue armazenar e recordar corretamente todos os padro˜es se a
GFAM correspondente for capaz de armazenar e recordar corretamente o mesmo conjunto
de memo´rias fundamentais. Em outras palavras, a capacidade absoluta de armazenamento
de uma IFAM e´ sempre maior ou igual a capacidade absoluta de armazenamento de uma
GFAM com uma t-norma contı´nua.
Em [63], Liu mostrou que a capacidade absoluta de armazenamento da FAM max-min
com limiar e´ sempre maior ou igual a capacidade absoluta de armazenamento da FAM de
Junbo [49]. E´ mostrado a seguir que o desempenho da IFAM de Go¨del e´ no mı´nimo ta˜o bom
quanto o desempenho da FAMmax-min com limiar [116].
Considere um padra˜o de entrada x ∈ [0, 1]n. O padra˜o recordado pela FAM max-min
com limiar e´ y = [W ◦M (x∨c)]∨d, ondeW e´ a matriz dos pesos sina´pticos e c e d sa˜o vetores
de limiar. A matriz dos pesos sina´pticosW e o vetor limar d sa˜o dados pelo armazenamento
nebuloso R-implicativo de Go¨del. A diferenc¸a entre a IFAMde Go¨del e a FAMmax-min com
limiar esta´ no vetor limiar c que e´ calculado atrave´s da equac¸a˜o (4.7). Entretanto, devido a
monotonicidade do produto max-CM , valem as seguintes equac¸o˜es:
y = [W ◦M (x ∨ c)] ∨ d = [(W ◦M x) ∨ (W ◦M c)] ∨ d = (W ◦M x) ∨ f , (5.41)
onde f = (W ◦M c) ∨ d. Essas equac¸o˜es mostram que a ac¸a˜o dos vetores c e d podem
ser capturadas em um novo vetor f . Ale´m disso, o teorema 5.1 garante que se existe f tal
que todas as memo´rias fundamentais sa˜o armazenadas e recordadas corretamente em uma
FAMmax-min com limiar, enta˜o a IFAM de Go¨del tambe´m e´ capaz de armazenar e recordar
esse conjunto de memo´rias fundamentais com um vetor bias θ ≥ f . Em vista desse fato,
uma IFAM pode ser vista como uma generalizac¸a˜o da FAM max-min com limiar para um
produto max-T geral baseado em uma t-norma contı´nua.
5.5.1 Relac¸a˜o das IFAMs Duais com as FLBAMs
Considere um conjunto de memo´rias fundamentais {(xξ,yξ) : ξ = 1, . . . , k}. Denote X =
[x1, . . . ,xk] ∈ [0, 1]n×k e Y = [y1, . . . ,yk] ∈ [0, 1]m×k. Dado um padra˜o de entrada x ∈ [0, 1]n,
lembre-se que um passo na direc¸a˜o progressiva da FLBAM e´ descrita pela equac¸a˜o y =
W ~T x, onde W = Y ◦T XT e´ a matriz dos pesos sina´pticos. Aqui, o produto min-IT e o
produto max-T esta˜o baseados em operadores adjuntos (IT , T ).
Os elementos da matriz dos pesos sina´pticos W podem ser calculados atrave´s das se-
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guintes equac¸o˜es obtidas a partir das relac¸o˜es dadas pelas equac¸o˜es (2.40), (3.14) e (2.42),
respectivamente.
wij =
k∨
ξ=1
T
(
yξi , x
ξ
j
)
=
k∨
ξ=1
N
[
S
(
N(yξi ), N(x
ξ
j)
)]
=
k∨
ξ=1
N
[
I
(
xξj , N(y
ξ
i )
)]
(5.42)
=
k∨
ξ=1
J
(
N(xξj), y
ξ
i
)
=
k∨
ξ=1
J
(
uξj , y
ξ
i
)
, (5.43)
onde N : [0, 1]→ [0, 1] e´ uma negac¸a˜o nebulosa e uξj = N(xξj) para j = 1, . . . , n e ξ = 1, . . . , k.
Em outras palavras, a matriz dos pesos sina´pticos de uma FLBAM pode ser obtida atrave´s
do armazenamento implicativo dual, i.e.,W = Y ~¯UT , onde U = [u1, . . . ,uk] ∈ [0, 1]n×k.
Ale´m disso, da relac¸a˜o entre o produto min-I e o produto min-D dado pela equac¸a˜o
(3.20), tem-se que o padra˜o recordado em um passo da FLBAM satisfaz as seguintes equa-
c¸o˜es:
y = W ~T x = W •N(x) = W • u , (5.44)
onde u = [u1, . . . , un]T ∈ [0, 1]n e´ tal que uj = N(xj) para j = 1, . . . , n. Logo, o padra˜o
obtido apo´s um passo na direc¸a˜o progressiva da FLBAM corresponde ao padra˜o recordado
por uma FMAM com neuroˆnios min-D e entrada u, a negac¸a˜o de x.
Resumindo, dado um conjunto de memo´rias fundamentais {(xξ,yξ) : ξ = 1, . . . , k} e um
padra˜o de entrada x ∈ [0, 1]n, defina u = N(x) e uξ = N(xξ) para ξ = 1, . . . , k. O padra˜o y
recordado apo´s um passo da FLBAM na direc¸a˜o progressiva e´ dado pela equac¸a˜o
y = W • u onde W = Y ~¯UT . (5.45)
Infelizmente, o modelo de memo´ria associativa descrito em (5.45) na˜o corresponde a` uma
IFAM dual pelos seguintes motivos. Primeiro, a disjunc¸a˜o nebulosa D no produto min-D
na˜o e´ necessariamente uma s-norma contı´nua. Segundo, a implicac¸a˜o dual empregada no
produtomax-J em (5.45) na˜o forma necessariamente uma adjunc¸a˜o comD. Essa observac¸a˜o,
contudo, serve como estı´mulo para o desenvolvimento de uma teoria mais geral para mo-
delos de FMAMs.
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5.5.2 Relac¸a˜o das IFAMs com as Memo´rias Associativas Morfolo´gicas
Lembre-se que uma MAM aditivaW aXY representa uma rede neural progressiva de camada
u´nica descrita pela equac¸a˜o
y = W aXY ∨ x , onde W aXY = Y ∧ X∗ . (5.46)
O modelo dual e´ dado pela equac¸a˜o y = MaXY ∧ x, ondeMaXY = Y ∨ X∗ [90, 115].
O teorema 5.14 abaixo estabelece uma relac¸a˜o entre a IFAM de Lukasiewicz e sua versa˜o
dual com as MAMs aditivas. Ale´m disso, o teorema mostra que tanto a fase de armazena-
mento quanto a fase de recordac¸a˜o da IFAM de Lukasiewicz (IFAM dual de Lukasiewicz)
podem ser descritas em termos da fase correspondente daMAM aditivaW aXY (MAM aditiva
MaXY ) com um vetor bias θ (ϑ, respectivamente).
Teorema 5.14. Sejam X = [x1, . . . ,xk] ∈ [0, 1]n×k e Y = [y1, . . . ,yk] ∈ [0, 1]m×k as matrizes
contendo as memo´rias fundamentais como coluna, respectivamente. Sejam θ e ϑ os vetores bias dados
pelas equac¸o˜es θ =
∧k
ξ=1 y
ξ e ϑ =
∨p
ξ=1 y
ξ. A matriz dos pesos sina´pticos e a fase de recordac¸a˜o da
IFAM de Lukasiewicz e daMAM aditivaW aXY esta˜o relacionadas atrave´s das seguintes equac¸o˜es para
x ∈ [0, 1]n:
WL = (W
a
XY ∧ 0) + 1 e (WL ◦L x) ∨ θ = [(W aXY ∧ 0) ∨ x] ∨ θ . (5.47)
Analogamente, a matriz dos pesos sina´pticos e a fase de recordac¸a˜o da IFAM dual de Lukasiewicz e a
MAM aditivaMXY esta˜o relaciodadas atrave´s das equac¸o˜es
ML = M
a
XY ∨ 0 e (ML •L x) ∧ ϑ = [(MaXY ∨ 0) ∧ x] ∧ ϑ , (5.48)
va´lidas para todo x ∈ [0, 1]n.
Note que a IFAM de Lukasiewicz e a MAM WXY produzem a mesma saı´da se as ope-
rac¸o˜es da MAM W aXY estiverem restritas ao interior de algum hipercubo. Precisamente, o
padra˜o recordado pela IFAM de Lukasiewicz e o padra˜o recordado pela MAM aditivaW aXY
coincidem se WXY ∈ [−1, 0]m×n e o vetor bias θ for empregado na fase de recordac¸a˜o da
MAM WXY . De um modo similar, os padro˜es recordados pela IFAM dual de Lukasiewicz
e pela MAM aditiva MaXY coincidem se MXY ∈ [0, 1]m×n e o vetor bias ϑ for empregado na
fase de recordac¸a˜o da MAMMXY . Logo, dado um conjunto de memo´rias fundamentais ne-
bulosas, se a matriz dos pesos sina´pticos W aXY (M
a
XY ) esta´ contida no hipercubo [−1, 0]m×n
([0, 1]m×n), enta˜o pode-se interpretar uma IFAM (IFAM dual) como uma generalizac¸a˜o da
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MAM aditiva W aXY (M
a
XY ). A probabilidade desse evento acontecer aumenta quando mais
e mais padro˜es sa˜o armazenados. Por exemplo, os padro˜es do exemplo 8 foram armazena-
dos numa MAM aditiva W aXY com vetor bias θ =
∧k
ξ=1 y
ξ. Verificou-se que a MAM W aXY
com o vetor bias θ armazenou e recordou corretamente todos os padro˜es do conjunto das
memo´rias fundamentais. Em contraste, a MAM W aXY sem o vetor limiar recordou correta-
mente somente os pares (x1,y1), (x2,y2), (x3,y3), (x4,y4), (x5,y5) e (x8,y8).
Finalmente, existe uma relac¸a˜o entre a IFAM de Goguen e a MAM multiplicativa WmXY
[90, 123]. Lembre-se que a matriz dos pesos sina´pticos e a fase de recordac¸a˜o da MAM
multiplicativaWmXY sa˜o descritas pelas seguintes equac¸o˜es
WmXY = Y ∧© X¯ e y = WmXY ∨© x , (5.49)
onde x e´ o padra˜o de entrada e y e´ o padra˜o recordado.
A fase de recordac¸a˜o da IFAM de Goguen e a fase de recordac¸a˜o da MAMmultiplicativa
WmXY sa˜o ideˆnticas exceto pela presenc¸a do vetor limiar no primeiro modelo. A diferenc¸a
principal entre a IFAM de Goguen e a MAM multiplicativa WmXY esta´ na fase de armaze-
namento. De fato, denotando por (WP )ij e (WmXY )ij os elementos das matrizes dos pesos
sina´pticos da IFAM de Goguen e da MAMWmXY , respectivamente, conclui-se que as seguin-
tes equac¸o˜es valem para todo i = 1, . . . ,m e j = 1, . . . , n:
(WP )ij =
k∧
ξ=1
IP
(
xξj , y
ξ
i
)
=
k∧
ξ=1
[(
yξi
xξj
)
∧ 1
]
= [(WmXY )ij] ∧ 1 . (5.50)
Logo, a matriz dos pesos sina´pticosWP da IFAM de Goguen esta´ em [0, 1]m×n enquanto que
a matriz dos pesos sina´pticosWmXY da MAMmultiplicativa esta´ em (R
≥0
∞ )
m×n. A IFAM dual
de Goguen e a MAM multiplicativa MmXY diferem em ambas a fase de armazenamento e
recordac¸a˜o.
Capı´tulo 6
Aplicac¸o˜es de Memo´rias Associativas
Morfolo´gicas Nebulosas
Redes nebulosas hı´bridas, em particular as memo´rias associativas (morfolo´gicas) nebulosas,
podem representar sistemas de regras nebulosas da forma SE-ENTA˜O que, por sua vez, po-
dem ser usados para previsa˜o de se´ries temporais. Esse capı´tulo apresenta duas aplicac¸o˜es
das FMAMs em modelos de previsa˜o de se´ries temporais.
6.1 Previsa˜o da Ma˜o-de-obra em Indu´strias Metalu´rgicas
Considere o problema apresentado em [17] que consiste na previsa˜o da ma˜o-de-obra reque-
rida nas indu´strias metalu´rgicas do estado Bengal do Oeste na I´ndia. Em termos gerais, o
problema de previsa˜o e´ resolvido da seguinte forma usando uma FMAM.
Primeiro define-se um conjunto de varia´veis linguı´sticas representando conceitos nebu-
losos como “a ma˜o-de-obra requerida e´ grande”. Nesse problema particular, Choudhury
et al. empregaram 5 varia´veis linguı´sticas. Depois, com base nos valores passados, e´ defi-
nido um conjunto de regras nebulosas da forma “Se a ma˜o-de-obra requerida no ano n e´
grande, enta˜o a ma˜o-de-obra requerida no n + 1 e´ muito grande”. Desse modo, obtem-se um
conjunto de pares de entrada e saı´da, onde as entradas correspondem aos antecedentes e
as saı´das correspondem aos respectivos consequ¨entes. Os pares de entrada e saı´da usados
nesse exemplo esta˜o apresentados na tabela 6.1. Consulte [17] para maiores detalhes sobre o
processo de “fuzzificac¸a˜o” dos termos da se´rie temporal e a construc¸a˜o do sistema de regras
nebulosas a partir dos valores passados.
Finalmente, os pares de padro˜es sa˜o armazenados na FMAM. Dado um padra˜o de en-
trada, correspondendo a versa˜o nebulosa dama˜o-de-obra requerida no ano presente, a ma˜o-
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ξ xξ yξ
1 [1.0, 0.5, 0, 0, 0]T [0.5, 1.0, 0.5, 0, 0]T
2 [0.5, 1.0, 0.5, 0, 0]T [0.5, 1.0, 0.5, 0, 0]T
3 [0.5, 1.0, 0.5, 0, 0]T [0, 0.5, 1.0, 0.5, 0]T
4 [0, 0.5, 1.0, 0.5, 0]T [0.5, 1.0, 0.5, 0, 0]T
5 [0, 0.5, 1.0, 0.5, 0]T [0, 0.5, 1.0, 0.5, 0]T
6 [0, 0.5, 1.0, 0.5, 0]T [0, 0, 0.5, 1.0, 0.5]T
7 [0, 0, 0.5, 1.0, 0.5]T [0, 0, 0.5, 1.0, 0.5]T
8 [0, 0, 0.5, 1.0, 0.5]T [0, 0, 0, 0.5, 1.0]T
9 [0, 0, 0, 0.5, 1.0]T [0, 0, 0, 0.5, 1.0]T
Tab. 6.1: Conjunto de pares de entrada e saı´da usados no problema de previsa˜o da ma˜o-de-
obra.
de-obra prevista para o ano seguinte e´ obtida “defuzzificando” o padra˜o recordado pela
FMAM. Por exemplo, considere a IFAM de Lukasiewicz. A matriz dos pesos sina´pticos
WL e o vetor limiar θ obtido apo´s o processo de armazenamento sa˜o dados pelas seguintes
equac¸o˜es:
WL = Y ~L XT =

0.5 0 0 0 0
1.0 0.5 0 0 0
0.5 0.5 0.5 0 0
0 0 0 0.5 0.5
0 0 0 0.5 1.0
 e θ =
9∧
ξ=1
yξ =

0
0
0
0
0
 . (6.1)
Assim, a estimativa da ma˜o-de-obra requerida no ano n + 1 e´ obtida “defuzzificando” o
conjunto dado pela equac¸a˜o
a˜n+1 = (W ◦L an) ∨ θ , (6.2)
onde an e´ o padra˜o que corresponde a` ma˜o-de-obra requerida no ano n e ◦L representa o
produto max-CL. Nesse exemplo foi considerado o me´todo de “defuzzificac¸a˜o” da me´dia
do ma´ximo. O resultado final do previsor baseado na IFAM de Lukasiewicz produziu um
Erro Percentual Me´dio Normalizado (EPMN) de 2.29%. Todavia, Choudhury et al. encontraram
um EPMN de 2.669% para a FAM max-min [17]. O erro percentual me´dio normalizado e´
calculado atrave´s da seguinte equac¸a˜o onde sn e sˆn representam, respectivamente, o valor
real e o valor estimado para a ma˜o-de-obra do ano n e N representa o nu´mero de termos da
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Me´todo EPMN ρ Me´todo EPMN ρ
FAMmax-min 2.67 0.9263 FLBAM de Lukasiewicz 2.56 0.9359
FAMmax-prod 2.67 0.9263 FLBAM de Godel 2.56 0.9359
GFAM de Lukasiewicz 2.67 0.9263 FLBAM de Goguen 2.56 0.9359
FAM de Junbo 2.73 0.9175 Max-min FAM com limiar 2.73 0.9175
IFAM Lukasiewicz 2.29 0.9420 IFAM dual de Lukasiewicz 2.56 0.9359
IFAM de Godel 2.73 0.9175 IFAM dual de Godel 8.08 —
IFAM de Goguen 2.99 0.9099 IFAM dual de Goguen 8.08 —
IFAM adjunta de Lukasiewicz 4.74 0.9012 IFAM dual adjunta de Lukasiewicz 5.64 0.7763
IFAM adjunta de Godel 6.89 0.2666 IFAM dual adjunta de Godel 7.26 —
IFAM adjunta de Goguen 6.89 0.2666 IFAM dual adjunta de Goguen 7.26 —
Tab. 6.2: Erro percentual me´dio normalizado e coeficiente de correlac¸a˜o na previsa˜o da ma˜o-
de-obra.
se´rie. Nessa aplicac¸a˜o, tem-se N = 12.
EPMN =
100
N
×
(
N∑
n=1
|sn − sˆn|
sn
)
, (6.3)
A tabela 6.2 apresenta os EPMNs fornecidos por va´rias FMAMs [116, 121]. Essa ta-
bela tambe´m apresenta o coeficiente de correlac¸a˜o ρ que foi calculado usando o comando
corrcoef do MATLAB. O coeficiente de correlac¸a˜o mede o quanto as previso˜es esta˜o cor-
relacionadas com os valores reais da se´rie temporal. Quanto mais pro´ximo de 1 estiver ρ,
mais acurada e´ a previsa˜o. E´ importante observar que a IFAM dual de Go¨del e a IFAM dual
de Goguen produziram uma estimativa de 1500 para todos os termos da se´rie temporal.
Desse modo, na˜o foi possı´vel calcular o coeficiente de correlac¸a˜o desses modelos. O mesmo
problema ocorreu como as IFAMs duais adjuntas de Go¨del e Goguen que forneceram uma
estimativa de 1450 para todos os termos.
Note que va´riosmodelos apresentaram omesmo resultado. De fato, os valores estimados
pela FAM max-min, FAM max-prod e GFAM de Lukasiewicz sa˜o iguais. Ale´m disso, as
previso˜es fornecidas pelas IFAMs adjuntas de Go¨del e Goguen, as IFAMs duais adjuntas de
Go¨del e Goguen, as FLBAMs e a IFAM dual de Lukasiewicz, e a IFAM de Go¨del, FAM de
Junbo e FAM max-min com limiar tambe´m coincidiram. Finalmente, a figura 6.1 apresenta
a ma˜o-de-obra estimada nos anos 1984 ate´ 1995. O valor real e´ comparado com os valores
estimados por alguns dos me´todos da tabela 6.2.
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1984 1986 1988 1990 1992 1994 1996
1300
1350
1400
1450
1500
1550
1600
1650
1700
IFAM dual adjunta de Lukasiewicz
IFAM adjunta de Lukasiewicz
IFAM de Godel, FAM de Junbo e
 Max−min FAM com limiar
IFAM dual de Lukasiewicz e
 FLBAMs de Lukasiewicz, Godel e Goguen
FAMs max−min e max−prod e
 GFAM de Lukasiewicz
IFAM de Lukasiewicz
Valor Real
Fig. 6.1: Comparac¸a˜o da previsa˜o de ma˜o-de-obra estimada por diferentes modelos de
memo´ria associativa nebulosa.
Observe que a IFAM de Lukasiewicz apresentou o melhor resultado para esse problema
de previsa˜o, superando os demais modelos de FMAMs. Em vista desse fato, o pro´xima
aplicac¸a˜o estara´ baseada apenas a IFAM de Lukasiewicz. E´ importante deixar claro, entre-
tanto, que na˜o existe ainda nenhum crite´rio para a escolha de um modelo de FMAM. Esse e´
um campo de pesquisa que precisa ser explorado.
Observac¸a˜o. Esse exemplo mostra uma aplicac¸a˜o das FMAMs como sistemas de regras
nebulosas usados para previsa˜o de se´ries temporais. Entretanto, va´rios pontos sa˜o ques-
tiona´veis nessa aplicac¸a˜o. Por exemplo, as componentes das memo´rias fundamentais assu-
mem apenas 3 valores: 0, 0.5 e 1. Ale´m disso, o pro´prio conjunto de treinamento e´ usado
para teste. Todavia, o trabalho de Chourhury et al. foi publicado num perio´dico internacio-
nal com a´rbitro. Sobretudo, diferente demuitos trabalhos cientı´ficos publicados, foi possı´vel
reproduzir o experimento realizado pelos autores.
6.2 Previsa˜o da Vaza˜o Mensal de uma Usina Hidrele´trica 81
6.2 Previsa˜o da Vaza˜o Mensal de uma Usina Hidrele´trica
Essa sec¸a˜o apresenta uma aplicac¸a˜o da IFAM de Lukasiewicz no problema de previsa˜o da
vaza˜o mensal me´dia da usina hidrele´trica de Furnas, localizada na regia˜o sudeste do Brasil.
Esse problema foi discutido anteriormente em [64, 65], onde foi proposta uma te´cnica base-
ada em agrupamentos nebulosos chamada (FPM-PRP) que apresentou resultados melhores
que ome´todo estatı´stico PARMA, a rede neural Perceptron de Mu´ltiplas Camadas (MLP, Multi-
layer Perceptron) e um certomodelo de rede neural nebulosa recorrente (NFN,Neuro-Fuzzy
Network).
O previsor baseado na IFAM de Lukasiewicz na˜o apresentou resultados ta˜o bons quanto
o FPM-PRP, mas suas estimativas superaram o PARMA, a rede MLP e a NFN. De fato, a
tabela 6.3 pode ser usada para comparar os erros produzidos pela IFAM de Lukasiewicz
e va´rios outros modelos para a previsa˜o da vaza˜o me´dia mensal de 1991 a` 1998 [64, 65].
O Erro Quadra´tico Me´dio (EQM) e o Erro Absoluto Me´dio (EAM) sa˜o calculados como segue
onde sn e sˆn representam, respectivamente, os valores reais e estimados, e N corresponde
ao nu´mero de termos que foram estimados. O EPMN e´ calculado seguindo a equac¸a˜o (6.3).
Nessa aplicac¸a˜o, tem-se N = 96.
EQM =
1
N
N∑
n=1
(sn − sˆn)2 e EAM = 1
N
N∑
n=1
|sn − sˆn| . (6.4)
A figura 6.2 mostra os valores estimados pela IFAM de Lukasiewicz e os valores reais de
1991 a` 1998. E´ importante observar que foram disponibilizados dados histo´ricos de 1931
a` 1998. Os primeiros 60 anos foram usados para treinamento (para as redes MLP e NFN),
agrupamento (no me´todo FPM-PRP) ou criac¸a˜o das memo´rias fundamentais (no previsor
baseado na IFAM de Lukasiewicz). Os dados histo´rios dos 8 anos restantes foram usados
para teste. Ale´m disso, devido a sazonalidade do problema, recomenda-se o uso de 12
modelos diferentes, um para cada meˆs do ano [64]. Portanto, foram empregadas 12 IFAMs
de Lukasiewicz para a previsa˜o da se´rie temporal apresentada na figura 6.2.
Em contraste com o previsor baseado na IFAM de Lukasiewicz, uma rede MLP, uma
rede neural nebulosa (NFN) e o modelo FPM-PRP foram inicializados otimizando, para
cada meˆs, va´rios paraˆmetros referentes a` topologia da rede, nu´mero de antecedentes e/ou
variac¸o˜es das amostras da se´rie temporal [64]. Por exemplo, a rede MLP considera 4 an-
tecedentes para prever a vaza˜o me´dia do meˆs de Janeiro e 3 antecedentes para prever a
vaza˜o me´dia do meˆs de Fevereiro. Ale´m disso, o modelo FPM-PRP considera tambe´m
informac¸o˜es sobre a variac¸a˜o dos dados usados para a previsa˜o [64]. Experimentos foram
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EQM EAM EPM
Me´todo (×105) (m3/s) (%)
IFAM de Lukasiewicz 1.27 229 24
PARMA 1.85 280 28
MLP 1.82 271 30
NFN 1.73 234 20
FPM-PRP 1.20 200 18
Tab. 6.3: Erro Quadra´tico Me´dio (EQM), Erro Absoluto Me´dio (EAM) e Erro Percentual
Me´dio (EPM) produzido pelos modelos de previsa˜o.
conduzidos para determinar o nu´mero de antecedentes (incluindo a variac¸a˜o das amostras)
do modelo baseado na IFAM de Lukasiewicz. O modelo com diferentes antecedentes, in-
cluindo a variac¸a˜o das amostras para alguns meses, apresentou os seguintes valores para as
medidas do erro: EQM = 0.88× 105, EAM = 157 e EPM = 15. E´ apresentando a seguir os
detalhes dome´todo baseado na IFAMde Lukasiewicz com umnu´mero fixo de antecedentes.
6.2.1 Noc¸a˜o Geral do Previsor Baseado na IFAM de Lukasiewicz
O problema de previsa˜o pode ser formulado da seguinte forma: Conhecidas as amostras da
se´rie temporal sξ, para ξ = 1, . . . , q − 1, o objetivo e´ estimar o valor sq considerando-se um
subconjunto dos valores passados s1, s2, . . . , sq−1. E´ importante observar que os valores da
se´rie temporal foram normalizados mensalmente antes de serem processados, i.e., os dados
da vaza˜o de cada meˆs possuem me´dia 0 e variaˆncia 1.
A ideia por tra´s do modelo baseado em memo´ria associativa e´ armazenar pares de en-
trada e saı´da (xξ,yξ), onde xξ e yξ sa˜o conjuntos nebulosos que capturam informac¸o˜es sobre
os valores passados da se´rie temporal1. Desse modo, dado um conjunto nebuloso xq que
captura a informac¸a˜o da vaza˜o me´dia dos u´ltimos meses, o padra˜o yq recordado pela IFAM
representa o conjunto nebuloso que corresponde ao valor estimado para a vaza˜o. O valor
estimado sˆq pode ser obtido “defuzzificando” o padra˜o recordado yq, i.e., sˆq = defuzz(yq),
onde defuzz representa uma estrate´gia de “defuzzificac¸a˜o”. Nessa aplicac¸a˜o foi empre-
gado o me´todo do centro de massa para estimar sq. Precisamente, foi empregada a rotina
defuzz da toolbox de conjuntos nebulosos do MATLAB com a opc¸a˜o centroid.
Observac¸a˜o. A figura 6.3 apresenta o gra´fico de alguns padro˜es recordados pela IFAM de
Lukasiewicz. Esses padro˜es representam as func¸o˜es de pertineˆncia de onde foram extraı´das
1Nessa aplicac¸a˜o, os padro˜es xξ e yξ foram gerados com base nos dados histo´ricos de 1931 a 1990.
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Fig. 6.2: Previsa˜o para a vaza˜o me´dia de Furnas de 1991 a 1998. A linha contı´nua corres-
ponde aos valores reais e a linha tracejada corresponde aos valores estimados pela IFAM de
Lukasiewicz.
a estimativa para a vaza˜o dos meses de Janeiro, Fevereiro, Marc¸o, Abril, Maio e Junho de
1998. A linha vertical contı´nua (azul) e a linha vertical tracejada (vermelho) correspondem,
respectivamente, ao valor real e estimado.
E´ importante observar que outros me´todos de “defuzzificac¸a˜o” poderiam ser emprega-
dos no previsor baseado em memo´ria associativa. Por exemplo, o me´todo de “defuzzifica-
c¸a˜o” da me´dia do ma´ximo fornece os seguintes valores para as medidas do erro: EQM =
1.38 × 105, EAM = 220 e EPM = 21. Ale´m disso, ao contra´rio de um me´todo que for-
nece uma estimativa pontual, poderia ser empregada uma te´cnica de “defuzzificac¸a˜o” que
fornece uma estimativa intervalar. Entretanto, falta conduzir mais pesquisa sobre assunto.
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Fig. 6.3: Func¸a˜o de pertineˆncia de onde foram extraı´das as estimativas para a vaza˜o dos 6
primeiros meses de 1998. A linha vertical contı´nua representa o valor real e a linha tracejada
corresponde ao valor estimado (centro de massa).
6.2.2 O Previsor Baseado na IFAM de Lukasiewicz
Primeiramente, o conjunto das memo´rias fundamentais {(xξ,yξ), ξ = 1, . . . , k} e´ armaze-
nado implicitamente no previsor baseado na IFAM de Lukasiewicz. O termo “armazenar
implicitamente” refere-se ao fato de na˜o ser necessa´rio construir toda a matriz dos pesos
sina´pticos, i.e., constro´i-se apenas a parte que sera´ usada na fase de recordac¸a˜o. Precisa-
mente, se o padra˜o de entrada xq = [x1, . . . , xn]T ∈ [0, 1]n for tal que xj = 0 para j ≥ 1 e
x1 = 1, i.e., se xq = [1, 0, . . . , 0]T , enta˜o o padra˜o recordado yq = [y
q
1, . . . , y
q
m]
T ∈ [0, 1]m e´
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determinado pela seguite equac¸a˜o para i = 1, . . . ,m:
yqi = (W ◦T x)i =
n∨
j=1
T (wij, xj) = wi1 =
k∧
ξ=1
IT (x
ξ
1, y
ξ
i ) = 1 ∧
[
k∧
ξ=1
(1− xξ1 + yξi )
]
. (6.5)
Logo, nesse caso particular, na˜o e´ necessa´rio calcular a matriz dos pesos sina´pticos, pois o
padra˜o recordado e´ determinado com base somente nos valores xξ1 e nos padro˜es yξ, para
ξ = 1, . . . , k. Os pro´ximos para´grafos descrevem como definir xq = [1, 0, . . . , 0]T e como
determinar xξ1 e yξ para o problema de previsa˜o considerado.
Primeiramente, sa˜o definidos padro˜es pγ contendo apenas os termos necessa´rios para
estimar sγ . Esses padro˜es sa˜o vetores da forma
pγ = [sγ−h, . . . , sγ−1]T , (6.6)
onde h ∈ {1, 2, . . . , q−1} e γ > h e´ tal que γ = q, q−12, q−24, . . .. Note que pγ e´ formado por
h valores consecutivos da se´rie temporal. Portanto, h pode ser interpretado como o nu´mero
de termos necessa´rios para estimar sγ . Por exemplo, se h = 3 e sγ corresponder a` vaza˜o do
meˆs de Abril, enta˜o pγ e´ o vetor contendo a vaza˜o de Janeiro, Fevereiro eMarc¸o. Ale´m disso,
como γ = q, q − 12, . . . enta˜o, indiretamente, esta´ sendo informando que as vazo˜es de Maio
a Dezembro na˜o sa˜o necessa´rias para estimar a vaza˜o de Abril. Devido a sazonalidade da
vaza˜o natural, optamos intuitivamente por h = 3. Cabe observar que na˜o foi feita nenhuma
busca para os valores o´timos de h.
A incerteza contida nos dados sugere o uso de conjuntos nebulosos para modelar as
amostras da vaza˜o. Uma “fuzzificac¸a˜o” de pξ e sξ usando func¸o˜es de pertineˆncia Gaussiana
produz, respectivamente, conjuntos nebulosos xξ : U → [0, 1] e yξ : V → [0, 1], onde U e V
representam universos de discursos finitos. No problema de previsa˜o, foram considerados
conjuntos U = {u1, . . . ,un} e V = {v1, . . . , vm}, onde u1 = pq e os vi’s sa˜o pontos igualmente
espac¸ados no intervalo [−5, 5] e m = 500 (Lembre-se que os dados foram normalizados
antes de serem processados). Um conjunto V com 1000 elementos produziu um resultado
semelhante ao caso m = 500. O vetor xq = [1, 0, . . . , 0]T foi usado com padra˜o de entrada
nessa aplicac¸a˜o. Note que xq e´ o conjunto cla´ssico (“crisp”) que corresponde ao padra˜o pq.
Os conjuntos nebulosos xξ e yξ foram determinados utilizando o Subtractive Clustering
Method (SCM) que esta´ disponı´vel na toolbox de conjuntos nebulosos do MATLAB [15]. O
SCM representa uma extensa˜o do mountain clustering method desenvolvido por Yager e Fi-
lev [124] e pode ser usado para encontrar agrupamentos baseados na densidade dos da-
dos. Simplificadamente, o SCM implementado no MATLAB e´ chamado atrave´s do comando:
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[C,d] = subclust(S, r), onde S conte´m os dados (de 1931 a 1990) que sera˜o agrupados e
r ∈ [0, 1] determina o raio de influeˆncia de um centro de grupo. Valores pequenos de r geral-
mente produzem poucos agrupamentos grandes. Boas escolhas para r sa˜o geralmente va-
lores entre 0.2 e 0.5. Nessa aplicac¸a˜o, foi adotado r = 0.5, pois valores menores produziram
erros maiores. Por exemplo, r = 0.3 forneceu EQM = 1.44× 105, EAM = 236 e EPM = 25.
Cada linha da matriz S foi definida concatenando pγ e sγ , i.e., S(i, :) := [pγ, sγ], para
γ = q− 12i. Consequ¨entemente, cada linha da matriz C representa um centro. Para facilitar,
denote cξx os primeiros h elementos e cξy o u´ltimo elemento da linha ξ, i.e., [cξx, cξy] := C(ξ, :)
para ξ = 1, . . . , k. O vetor d = [d1, . . . , dh+1]T e´ usado para determinar o espalhamento das
func¸o˜es de pertineˆncia Gaussiana como segue [124]:
σ2l =
1
2dl
, para l = 1, . . . , h+ 1 . (6.7)
Finalmente, se U = {u1, . . . ,un} e V = {v1, . . . , vm} sa˜o os universos de discurso, enta˜o xξ1 e
yξ sa˜o determinados atrave´s das seguintes equac¸o˜es para todo ξ = 1, . . . , k e i = 1, . . . ,m:
xξ1 = exp
[
1
2
h∑
l=1
(
(pq)l − (cξx)l
σl
)2]
e yξi = exp
1
2
(
vi − cξy
σh+1
)2 . (6.8)
A estimativa da vaza˜o mensal sq e´ obtida “defuzzificando” o padra˜o yq = [y
q
1, . . . , y
q
m]
T , onde
yqi ’s sa˜o determinados por (6.5).
Concluindo, e´ apresentado a seguir um esquema da aplicac¸a˜o do previsor baseado na
IFAM de Lukasiewicz. O co´digo completo de MATLAB encontra-se no apeˆndice B.
1. Executar os seguintes passos para cada meˆs do ano (12 modelos diferentes):
(a) Selecionar os dados que sera˜o agrupados, i.e., definir S(i, :) := [pγ, sγ];
(b) Aplicar o algoritmo de agrupamento em S. Tem-se assim uma matriz com os
centros dos grupos C e um vetor d. A matriz C e´ usada para definir cξx e cξy. O
vetor d e´ usado para calcular o espalhamento das guassianas seguindo (6.7);
(c) Calcular as memo´rias fundamentais yξ atrave´s da segunda equac¸a˜o em (6.8). Os
valores vi, i = 1, . . . ,m, representam pontos igualmente espac¸ados no conjunto
de valores possı´veis da se´rie temporal;
(d) Para cada estimativa futura do meˆs considerado, fazer:
i. Calcular o padra˜o recordado yq usando a equac¸a˜o (6.5) com xξ1 dado por (6.8);
ii. Obter a estimativa sˆq “defuzzificando” yq.
Capı´tulo 7
Conclusa˜o
Em termos gerais, essa tese de doutorado mostra que os principais modelos deMemo´rias As-
sociativas Nebulosas (FAMs, Fuzzy Associative Memories) pertencem a` classe das Memo´rias
Associativas Morfolo´gicas Nebulosas (FMAMs, Fuzzy Morphological Associative Memories).
Sobretudo, essa tese introduz as Memo´rias Associativas Nebulosas Implicativas (IFAMs, Im-
plicative Fuzzy Associative Memories) e suas verso˜es duais e adjuntas. As IFAMs repre-
sentam uma grande subclasse das FMAMs e esta˜o baseadas numa estrate´gia de armazena-
mento simples, pore´m eficiente, chamada armazenamento nebuloso implicativo. Finalmente,
aplicac¸o˜es das FMAMs em problemas de predic¸a˜o de se´ries temporais sa˜o apresentadas no
capı´tulo 6.
Precisamente, o capı´tulo 2 apresenta os conceitos ba´sicos dessa tese. Aqui, sa˜o apresenta-
das as definic¸o˜es ba´sicas de memo´rias associativas, as definic¸o˜es dos operadores elementa-
res daMorfologia Matema´tica (MM) e os principais conceitos da teoria dos conjuntos nebulo-
sos. Em particular, os conceitos de negac¸a˜o, conjunc¸a˜o, disjunc¸a˜o e implicac¸a˜o nebulosa sa˜o
relacionados atrave´s das relac¸o˜es de dualidade com respeito a` negac¸a˜o e adjunc¸a˜o. Como
consequ¨eˆncia, um novo operador, chamado implicac¸a˜o dual, e´ introduzido. Ale´m disso, e´
apresentado o teorema 2.8, que relaciona os operadores de anti-dilatac¸a˜o e anti-erosa˜o com
os operadores de dilatac¸a˜o, erosa˜o e negac¸a˜o. Portanto, da´-se maior atenc¸a˜o aos operadores
de dilatac¸a˜o, erosa˜o e negac¸a˜o. A MM bina´ria, a abordagem da umbra para a MM em tons
de cinza e uma abordagem geral para a MM nebulosa sa˜o apresentadas como exemplos.
O capı´tulo 3 discute as Redes Neurais Morfolo´gicas Nebulosas (FMNN, Fuzzy Morpholo-
gical Neural Networks) e as FMAMs, em particular. Lembre-se que uma rede neural e´ ca-
racterizada pelo modelo do neuroˆnio, a arquitetura da rede e a regra de aprendizado (ou
estrate´gia de armazenamento num problema de memo´ria associativa). A maior parte dos
modelos estudados nessa tese representam redes neurais progressivas de camada u´nica.
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Entretanto, outras arquiteturas podem ser estudadas no futuro. Por exemplo, podem ser
estudadas arquiteturas envolvendo ambos neuroˆnios que realizam operac¸o˜es de dilatac¸a˜o
e neuroˆnios que efetuam eroso˜es. Ale´m disso, novas regras de aprendizado podem ser de-
senvolvidas para as FMNNs. No final do capı´tulo sa˜o apresentados os principais modelos
de neuroˆnios morfolo´gicos-nebulosos: os neuroˆnios max-C, min-D e min-I , sendo que os
neuroˆnios min-I podem ser descritos em termos de neuroˆnios min-D.
O capı´tulo 4 apresenta va´rios modelos de Memo´rias Associativas Nebulosas (FAMs, Fuzzy
Associative Memories). Precisamente, sa˜o discutidas as FAMs de Kosko, Chung e Lee,
Junbo et. al, Liu e Beˇlohla´vek. E´ mostrado que esses modelos pertencem a` classe das
FMAMs. Ale´m disso, sa˜o apresentadas as Memo´rias Associativas Morfolo´gicas de Sussner e
Ritter.
AsMemo´rias Associativas Nebulosas Implicativas e suas verso˜es duais e adjuntas sa˜o intro-
duzidas no capı´tulo 5. Va´rios teoremas referentes a fase de armazenamento e recordac¸a˜o
das IFAMs sa˜o enunciados. Em particular, e´ demonstrado que uma AFIM apresenta con-
vergeˆncia numa u´nica iterac¸a˜o e mais, pode-se armazenar quantos padro˜es forem desejados
nesse modelo. O conjunto dos pontos fixos, e portanto, a fase de recordac¸a˜o das IFAMs
autoassociativas, foi completamente caracterizado no caso bina´rio. Entretanto, falta ainda
caracterizar completamente a fase de recordac¸a˜o das IFAMs autoassociativas e heteroasso-
ciativas. Por exemplo, com base nos resultados desenvolvidos para as MAMs aditivas (cf.
proposic¸a˜o 4.7) e para as IFAMs, espera-se poder caracterizar completamente o conjunto
dos pontos fixos das IFAMs autoassociativas. Espera-se poder estender depois o resultado
para o caso heteroassociativo. Lembre-se que toda sentenc¸a sobre uma IFAM possui um
ana´logo para a IFAM dual obtido substituindo o ma´ximo pelo mı´nimo, a t-norma pela s-
norma dual, a implicac¸a˜o pela implicac¸a˜o dual, etc. e vice-versa. Portanto, resultados para
as IFAMs duais podem ser derivados diretamente dos resultados das IFAMs. Entretanto,
falta conduzir mais pesquisas sobre as IFAMs adjuntas e as IFAMs duais adjuntas. Final-
mente, as IFAMs sa˜o comparadas como outros modelos da literatura por meio de exemplos
e resultados teo´ricos.
O capı´tulo 6 apresenta duas aplicac¸o˜es das FMAMs em problemas de previc¸a˜o de se´ries
temporais. A primeira aplicac¸a˜o consiste em estimar a ma˜o-de-obra requerida nas indus-
trias metalu´rgicas do estado Bengal do Oeste na I´ndia, um problema discutido em [17]. A
IFAM de Lukasiewicz apresentou as melhores previso˜es. A segunda aplicac¸a˜o consiste na
previsa˜o da vaza˜o mensal me´dia da usina hidrele´trica de Furnas, um problema discutido
previamente em [64, 65]. Em vista dos resultados da primeira aplicac¸a˜o, foi considerado
apenas o previsor baseado na IFAM de Lukasiewicz. E´ importante observar, entretanto, que
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falta conduzir mais pesquisas sobre a escolha da melhor IFAM (ou FMAM) para um dado
problema. O previsor baseado na IFAM de Lukasiewicz na˜o apresentou resultados ta˜o bons
quanto o modelo FPM-PRP introduzido em [65]. Entretanto, suas estimativas superaram
o modelo estatı´stico PARMA, a rede MLP e uma certa rede neural nebulosa. Lembre-se
que o previsor baseado numa FMAM emprega um algoritmo de agrupamento: o Subtractive
Clustering Method. Outro algoritmo de agrupamento poderia ser empregado. Por exemplo,
o algoritmo Fuzzy c-Means poderia ser adotado, mas nesse caso terı´amos que informar o
nu´mero de grupos antes de cada previsa˜o. Em suma, falta conduzir mais pesquisa sobre o
processo de “fuzzificac¸a˜o” e “defuzzificac¸a˜o” empregados nas aplicac¸o˜es das FMAMs. Fi-
nalmente, outras aplicac¸o˜es podem ser desenvolvidas no futuro. Por exemplo, as FMAMs
podem ser aplicadas em problemas de classificac¸a˜o [115, 128] e controle [58].
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Apeˆndice A
Demonstrac¸o˜es dos Teoremas
A.1 Demonstrac¸a˜o dos Teoremas dos Capı´tulos 2, 3 e 4
Demonstrac¸a˜o do Teorema 2.8. Sera´ demonstrado apenas o resultado referente a primeira e-
quac¸a˜o em (2.10). As demais equac¸o˜es podem ser obtidas de um modo ana´logo.
A primeira equac¸a˜o de (2.10) pode ser deduzida das seguintes equac¸o˜es:
δ¯ = (νM ◦ νM) ◦ δ¯ = νM ◦ (ν ◦ δ¯) = νM ◦ δ . (A.1)
Falta mostrar que δ = νM ◦ δ¯ e´ uma dilatac¸a˜o se e somente se δ¯ for uma anti-dilatac¸a˜o.
Se δ¯ for uma anti-dilatac¸a˜o, enta˜o valem as seguintes equac¸o˜es para todo Y ⊆ L:
δ
(∨
Y
)
=
(
νM ◦ δ¯
) (∨
Y
)
= νM
(
δ¯
(∨
Y
))
= νM
(∧
y∈Y
δ¯(y)
)
(A.2)
=
∨
y∈Y
νM
(
δ¯(y)
)
=
∨
y∈Y
(
νM ◦ δ¯
)
(y) =
∨
y∈Y
δ(y) . (A.3)
Logo, δ e´ uma dilatac¸a˜o. Por outro lado, se δ for uma dilatac¸a˜o, enta˜o para todo Y ⊆ L
tem-se:
δ¯
(∨
Y
)
= (νM ◦ δ)
(∨
Y
)
= νM
(
δ
(∨
Y
))
= νM
(∨
y∈Y
δ (y)
)
(A.4)
=
∧
y∈Y
νM (δ (y)) =
∧
y∈Y
(νM ◦ δ) (y) =
∧
y∈Y
δ¯ (y) (A.5)
De onde conclui-se que δ¯ e´ uma anti-dilatac¸a˜o.
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Demonstrac¸a˜o do teorema 3.1. Suponha que o neuroˆniomax-C efetue uma operac¸a˜o de dilatac¸a˜o.
Dados w ∈ [0, 1] e X ⊆ [0, 1], defina w = [w, . . . , w]T e tome θ = 0. Nesse caso, tem-se
C(w,
∨
X) =
[
n∨
j=1
C(w,
∨
X)
]
∨ θ =W


∨
x∈X
...∨
x∈X

 =W
∨
x∈X

x
...
x

 (A.6)
=
∨
x∈X
W


x
...
x

 = ∨
x∈X
{[
n∨
j=1
C(w, x)
]
∨ θ
}
=
∨
x∈X
C(w, x) . (A.7)
Logo, C(w, ·) e´ uma dilatac¸a˜o.
Suponha agora que C(w, ·) e´ uma dilatac¸a˜o para todo w ∈ [0, 1]. DadoX ∈ [0, 1]n, tem-se
W
(∨
X
)
=
[
n∨
j=1
C
(
wj,
∨
x∈X
xj
)]
∨ θ =
[
n∨
j=1
{∨
x∈X
C (wj, xj)
}]
∨ θ (A.8)
=
∨
x∈X
{[
n∨
j=1
C (wj, xj)
]
∨ θ
}
=
∨
x∈X
W(x) . (A.9)
Portanto,W : [0, 1]n → [θ, 1], i.e., o neuroˆnio max-C efetua uma dilatac¸a˜o.
Demonstrac¸a˜o do teorema 4.5. Por hipo´tese, IT e T formam uma adjunc¸a˜o. Logo, IT pode ser
expressa atrave´s de (2.36) e, portanto, valem as seguintes equac¸o˜es para todo X ⊆ [0, 1] e
para todo y ∈ [0, 1]:
IT
(∨
X, y
)
=
∨{
z ∈ [0, 1] : T
(∨
X, z
)
≤ y
}
=
∨{
z ∈ [0, 1] :
∨
x∈X
T (x, z) ≤ y
}
=
∧
x∈X
[∨
{z ∈ [0, 1] : T (x, z) ≤ y}
]
=
∧
x∈X
IT (x, y) . (A.10)
Portanto, IT (·, y) representa uma anti-dilatac¸a˜o para todo y ∈ [0, 1].
Considere agoraX = X1 × . . .×Xn ⊆ [0, 1]n. Segue que
wT ~T
(∨
X
)
=
n∧
j=1
IT
(∨
Xj, wj
)
=
n∧
j=1
 ∧
xj∈Xj
IT (xj, wj)
 (A.11)
=
∧
x∈X
[
n∧
j=1
IT (xj, wj)
]
=
∧
x∈X
(
wT ~T x
)
. (A.12)
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Consequ¨entemente, um neuroˆnio min-IT descrito pela equac¸a˜o y = wT ~T x efetua uma
operac¸a˜o de anti-dilatac¸a˜o.
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Demonstrac¸a˜o do Teorema 5.1. A demonstrac¸a˜o desse teorema segue das seguintes equiva-
leˆncias obtidas utilizando, entre outras coisas, a comutatividade da t-norma T e a relac¸a˜o
de adjunc¸a˜o entre T e IT :(
A ◦T xξ
) ∨ β ≤ yξ , ∀ξ = 1 . . . , k (A.13)
⇔
[
n∨
j=1
T (aij, x
ξ
j)
]
∨ βi ≤ yξi ,∀ξ = 1, . . . , k, ∀i = 1, . . . ,m (A.14)
⇔
n∨
j=1
T (aij, x
ξ
j) ≤ yξi e βi ≤ yξi ,∀ξ = 1, . . . , k, ∀i = 1, . . . ,m (A.15)
⇔ T (aij, xξj) ≤ yξi e βi ≤ yξi ,∀ξ = 1, . . . , k, ∀i = 1, . . . ,m, ∀j = 1, . . . , n. (A.16)
⇔ aij ≤ IT (xξj , yξi ) e βi ≤ yξi ,∀ξ = 1, . . . , k, ∀i = 1, . . . ,m, ∀j = 1, . . . , n. (A.17)
⇔ aij ≤
k∧
ξ=1
IT (x
ξ
j , y
ξ
i ) e βi ≤
k∧
ξ=1
yξi , ∀i = 1, . . . ,m, ∀j = 1, . . . , n. (A.18)
Para concluir a demonstrac¸a˜o, simplesmente compare as equac¸o˜es em (5.4) com as inequa-
c¸o˜es em (A.18).
Lema A.1. Se aξ, bξ ∈ [0, 1], ξ = 1, . . . , k enta˜o a seguinte inequac¸a˜o vale para qualquer t-norma T :
k∧
ξ=1
T
(
aξ, bξ
) ≥ T ( k∧
ξ=1
aξ,
k∧
ξ=1
bξ
)
. (A.19)
Demonstrac¸a˜o do lema A.1. Considere a, b, c ∈ [0, 1] arbitra´rios. Pela monotonicidade de uma
t-norma, T (a, c) e T (b, c) representam ambos cotas superiores de T (a ∧ b, c). Logo, T (a ∧
b, c) ≤ T (a, c) ∧ T (b, c) e, portanto,
T (a∧b, c∧d) ≤ T (a, c∧d)∧T (b, c∧d) ≤ T (a, c)∧T (a, d)∧T (b, c)∧T (b, d) ≤ T (a, c)∧T (b, d) ,
(A.20)
para todo a, b, c, d ∈ [0, 1].
A demonstrac¸a˜o do lema A.1 segue por induc¸a˜o. Evidentemente, (A.19) vale para k = 1.
Suponha que (A.19) valha para p = k−1 ≥ 1. Esta hipo´tese e as inequac¸o˜es em (A.20) levam
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as seguintes concluso˜es:
k∧
ξ=1
T
(
aξ, bξ
)
=
[
k−1∧
ξ=1
T
(
aξ, bξ
)]∧T (ak, bk) ≥ T (k−1∧
ξ=1
aξ,
k−1∧
ξ=1
bξ
)
∧T (ak, bk) ≥ T ( k∧
ξ=1
aξ,
k∧
xi=1
bξ
)
.
(A.21)
Lema A.2. Seja T : [0, 1]2 → [0, 1] uma t-norma contı´nua e seja IT : [0, 1]2 → [0, 1] a R-implicac¸a˜o
adjunta de T . Para todo a, b, c ∈ [0, 1], tem-se
T (IT (a, b) , IT (b, c)) ≤ IT (a, c) . (A.22)
Demonstrac¸a˜o do lema A.2. Sejam x∗ = IT (a, b), y∗ = IT (b, c) e z∗ = IT (a, c). Considere z =
T (x∗, y∗). E´ suficiente mostrar que z ≤ z∗.
Lembre-se que IT (x, y) =
∨{z ∈ [0, 1] : T (x, z) ≤ y} (cf. proposic¸a˜o 2.5). Portanto,
T (x, IT (x, y)) ≤ y, para todo x, y ∈ [0, 1]. Assim, pela comutatividade e monotonicidade da
t-norma, tem-se
T (a, z) = T (a, T (x∗, y∗)) = T (T (a, x∗) , y∗) ≤ T (b, y∗) ≤ c . (A.23)
Logo, vale a inequac¸a˜o T (a, z) ≤ c. Como z∗ = IT (a, c) =
∨{z ∈ [0, 1] : T (a, z) ≤ c},
conclui-se que z ≤ z∗ para todo z tal que T (a, z) ≤ c. Logo, z ≤ z∗ vale, em particular, para
z = x∗ t y∗.
O lema A.2 representa uma versa˜o fraca do silogismo da lo´gica cla´ssico onde o sı´mbolo
de inequac¸a˜o e´ substituido por um sı´mbolo de igualdade. Os lemas A.1 e A.2 sa˜o usados
para demonstrar que a matriz dos pesos sina´pticos de uma AFIM e´ t-transitiva.
Lema A.3. Seja X ∈ [0, 1]n×k. A matrizW = X ~T XT e´ t-transitiva. Em outras palavras, tem-se
W ◦TW ≤ W , onde ◦T e´ o produto max-T com a t-norma contı´nua T adjunta da implicac¸a˜o nebulosa
IT empregada no armazenamento R-implicativo nebuloso.
Demonstrac¸a˜o. Primeiramente, o lema A.2 aplicado nas componentes de X ∈ [0, 1]n×k leva a`
inequac¸a˜o
T
(
IT
(
xξj , x
ξ
l
)
, IT
(
xξl , x
ξ
i
))
≤ IT
(
xξj , x
ξ
i
)
, (A.24)
para todo ξ = 1, 2, . . . , k e para todo i, j, l = 1, 2, . . . , n. Agora, aplicando o princı´pio de
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fechamento da a´lgebra minimax [20] em (A.24) tem-se:
k∧
ξ=1
T
(
IT
(
xξj , x
ξ
l
)
, IT
(
xξl , x
ξ
i
))
≤
k∧
ξ=1
IT
(
xξj , x
ξ
i
)
, (A.25)
para todo ξ = 1, . . . , k e para todo i, j, l = 1, . . . , n. Finalmente, as seguintes inequac¸o˜es
seguem da u´ltima desigualdade e do lema A.1:
wij =
k∧
ξ=1
IT
(
xξj , x
ξ
i
)
≥
k∧
ξ=1
T
(
IT
(
xξj , x
ξ
l
)
, IT
(
xξl , x
ξ
i
))
(A.26)
≥ T
(
k∧
ξ=1
IT
(
xξj , x
ξ
l
)
,
k∧
ξ=1
IT
(
xξl , x
ξ
i
))
= T (wlj, wil) , (A.27)
para todo i, j, l = 1, . . . , n . Logo, pela comutatividade da t-norma T ,
∨n
l=1 T (wil, wlj) ≤ wij
para todo i, j = 1, . . . , n. Em outras palavras,W e´ t-transitiva.
Demonstrac¸a˜o do teorema 5.3. Primeiramente, note que
wii =
k∧
ξ=1
IT
(
xξi , x
ξ
i
)
=
k∧
ξ=1
1 = 1 . (A.28)
Logo, I ≤ W = X ~T XT , i.e.,W e´ reflexiva.
E´ mostrado a seguir queW e´ max-T idempotente. De um ladoW ◦T W ≤ W pelo lema
A.3. Por outro lado, para todo i, j = 1, . . . , n tem-se
(W ◦T W )ij =
n∨
l=1
T (wil, wlj) ≥ T (wii, wij) = T (1, wij) = wij , (A.29)
pelo princı´pio de abertura [20] e a condic¸a˜o T (1, x) = x satisfeita pela t-norma T para todo
x ∈ [0, 1]. Logo,W ◦T W ≥ W . Combinando esses fatos, concluı´-se queW ◦T W = W .
Demonstrac¸a˜o do teorema 5.4. A seguintes equac¸o˜es mostram que x(k + 1) = x(k) para todo
k ≥ 1.
x(k + 1) = (W ◦ x(k)) ∨ θ = (W ◦ ((W ◦ x (k − 1)) ∨ θ)) ∨ θ (A.30)
= ((W ◦W ) ◦ x (k − 1)) ∨ (W ◦ θ) ∨ θ = (W ◦ x(k − 1)) ∨ θ = x(k).
Foi usada a associatividade e a distributividade sobre o ma´ximo do produto max-T e o fato
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de W ser reflexiva, max-T idempotente e W ◦ θ = θ. Esse u´ltimo fato e´ uma consequeˆncia
do teorema 5.9 que sera´ apresentado mais adiante.
Demonstrac¸a˜o do Teorema 5.5. A demonstrac¸a˜o desse teorema segue diretamente do corola´rio
5.2 tomando A = I (matriz identidade) e β = 0 (vetor de zeros). Note que (A ◦T xξ) ∨ β =
(I ◦T xξ) ∨ 0 = xξ, para todo ξ = 1, . . . , k.
Demonstrac¸a˜o do teorema 5.8. Considere x ∈ [0, 1]n. Por um lado, o padra˜o y = (W ◦T x) ∨ θ
representa uma cota superior de x e θ, pois y = (W ◦T x) ∨ θ ≥ (I ◦T x) ∨ θ ≥ x ∨ θ pelo
teorema 5.3 e pela monotonicidade do produto max-T . Por outro lado, segundo o teorema
5.5, o padra˜o y = (W ◦T x)∨ θ e´ um ponto fixo deW com respeito ao produto max-T . Ale´m
disso, para todo ponto fixo z ≥ x, tem-se z = (W ◦T z) ∨ θ ≥ (W ◦T x) ∨ θ = y devido
a monotonicidade das operac¸o˜es “◦T” e “∨”. Logo, y e´ tambe´m a menor cota superior no
conjunto dos pontos fixos da AFIM.
Demonstrac¸a˜o do Teorema 5.9. Seja i ∈ {1, 2, . . . , n} o conjunto de ı´ndices de x. A monoto-
nicidade das normas triangulares, a distributividade de ∨ e ∧ e o teorema 5.8 fornece as
seguintes equac¸o˜es:
(W ◦ y)i =
n∨
j=1
T (wij, yj) =
n∨
j=1
T
[
wij,
(
k∨
l=1
∧
ξ∈Ll
xξj
)]
=
n∨
j=1
[
k∨
l=1
∧
ξ∈Ll
T
(
wij, x
ξ
j
)]
(A.31)
=
k∨
l=1
∧
ξ∈Ll
[
n∨
j=1
T
(
wij, x
ξ
j
)]
=
k∨
l=1
∧
ξ∈Ll
xξi = yi . (A.32)
Sendo os elementos da diagonal deW todos iguais a 1, um padra˜o constante c = [c, c, . . . , c]T
permanece um ponto fixo para toda aplicac¸a˜o deW devido aos seguintes fatos:
(W ◦ c)i =
n∨
j=1
T (wij, c) = T
(
c,
n∨
j=1
wij
)
= c . (A.33)
A demonstrac¸a˜o do teorema 5.10 requer o lema A.4 abaixo e a seguinte notac¸a˜o: Dado
um conjunto {x1,x2, . . . ,xk} e um ı´ndice l ∈ {1, 2, . . . , n}, o sı´mbolo Ll representa o subcon-
junto de {1, 2, . . . , k} tal que xξl = 1 para todo ξ ∈ Ll. Em outras palavras, o conjunto Ll
conte´m o ı´ndice dos padro˜es cuja l-e´sima componente e´ 1.
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Lema A.4. Se el e´ a l-e´sima coluna da matriz identidade, enta˜o
W ◦T el =
∧
ξ∈Ll
xξ . (A.34)
Demonstrac¸a˜o do Teorema 5.10. Pelo teorema 5.9, os padro˜es constantes y = 0 e y = 1, e todo
polinoˆmio reticulado em x1,x2, . . . ,xk sa˜o pontos fixo de W com respeito a` composic¸a˜o
max-T .
Suponha que y seja um ponto fixo tal que y 6= 1 e y 6= 0. Evidentemente, o padra˜o
y pode ser escrito na forma y =
∨p
l=1 el, onde p e´ o nu´mero de elementos na˜o nulos de y.
Desse modo, as seguintes equac¸o˜es valem para o i-e´simo elemento de y = W ◦ y, onde
i = 1, . . . , n.
yi = (W ◦T y)i =
n∨
j=1
(wij ∧ yj) =
n∨
j=1
(
wij ∧
k∨
l=1
δlj
)
=
k∨
l=1
[
n∨
j=1
(wij ∧ δlj)
]
(A.35)
=
k∨
l=1
(W ◦T el)i =
k∨
l=1
(∧
ξ∈Ll
xξ
)
i
. (A.36)
Logo, y =
∧p
l=1
∨
ξ∈Ll x
ξ.
Demonstrac¸a˜o do teorema 5.11. A i-e´sima componente deM(x) satisfaz as seguintes equac¸o˜es
para todo i = 1, . . . ,m:
[M(x)]i = NS ([W (NnS (x))]i) = NS
([
wTi ◦T NnS (x)
] ∨ θi) (A.37)
= NS
[
wTi ◦T NnS (x)
] ∧NS (θi) = NS [ n∨
j=1
T (wij, NS(xj))
]
∧NS (θi) . (A.38)
Entretanto, aplicando a relac¸a˜o de dualidade dada pela equac¸a˜o (2.40) em (A.38) com N =
NS , C = T , D = S, tem-se
[M(x)]i =
[
n∧
j=1
NS (T (wij, NS(xj)))
]
∧NS (θi) =
[
n∧
j=1
S (NS(wij), xj)
]
∧NS (θi)(A.39)
=
[
n∧
j=1
S (mij, xj)
]
∧ ϑi =
(
mTi •S x
) ∧ ϑi , (A.40)
onde mij = NS(wij) e ϑi = NS(θi), para todo i = 1, . . . ,m e j = 1, . . . , n. Ale´m disso,
os operadores S e T sa˜o duais com respeito a` negac¸a˜o usual NS . Em outras palavras, a
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s-norma S e´ formada pela composic¸a˜o de NS e T , que sa˜o operadores contı´nuos. Logo, a
s-norma S tambe´m e´ um operador contı´nuo.
Demonstrac¸a˜o do teorema 5.13. Sejam W ∈ [0, 1]m×n, θ ∈ [0, 1]m, x ∈ [0, 1]n e y ∈ [θ,1m].
Denotando I = {1, . . . ,m} e J = {1, . . . , n}, tem-se
W(x) ≤ y⇔ (W ◦T x) ∨ θ ≤ y (A.41)
⇔ W ◦T x ≤ y e θ ≤ y (A.42)
⇔
n∨
j=1
T (wij, xj) ≤ yi e θi ≤ yi , ∀ i ∈ I (A.43)
⇔ T (wij, xj) ≤ yi e θi ≤ yi , ∀ i ∈ I j ∈ J (A.44)
⇔ xj ≤ IT (wij, yi) e θi ≤ yi , ∀ i ∈ I j ∈ J (A.45)
⇔ xj ≤
m∧
i=1
IT (wij, yi) e θ ≤ y , ∀ j ∈ J (A.46)
⇔ xT ≤ yT ~T W e θ ≤ y (A.47)
Logo,
A(y) =
∨
{x ∈ [0, 1]n :W(x) ≤ y} =
∨{
x ∈ [0, 1]n : xT ≤ yT ~T W e θ ≤ y
}
=
(
yT ~T W
)T
, (A.48)
pois y ∈ [θ,1m] implica θ ≤ y. Note que A(y) e´ um vetor coluna enquanto que (yT ~T W ) e´
um vetor linha.
A demonstrac¸a˜o da segunda parte do teorema e´ obtida de um modo similar.
Demonstrac¸a˜o do Teorema 5.14. Considere a IFAM de Lukasiewicz baseada na t-norma CL e
na implicac¸a˜o nebulosa IL definidas em (2.23) e (2.31), respectivamente. Usando esses ope-
radores, verifica-se que os elementos da matriz dos pesos sina´pticosWL = (wij) ∈ [0, 1]m×n
obtida atrave´s do armazenamento nebuloso R-implicativo satisfazem as seguintes equac¸o˜es
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para todo i = 1, . . . ,m e j = 1, . . . , n:
wij =
k∧
ξ=1
IL
(
xξj , y
ξ
i
)
=
k∧
ξ=1
[
1 ∧
(
1− xξj + yξi
)]
(A.49)
=
(
1 ∧
[
1 +
k∧
ξ=1
(
yξi − xξj
)])
− 1 + 1 =
(
(1− 1) ∧
[
k∧
ξ=1
(
yξi − xξj
)])
+ 1 (A.50)
=
([
k∧
ξ=1
(
yξi − xξj
)]
∧ 0
)
+ 1 . (A.51)
Logo, a matriz dos pesos sina´pticos da IFAM de Lukasiewicz e a MAM aditiva esta˜o relaci-
onadas atrave´s da equac¸a˜oWL = (W aXY ∧ 0) + 1, ondeWL eW aXY sa˜o as matrizes dos pesos
sina´pticos da IFAM de Lukasiewicz e da MAM aditiva, respectivamente.
Considere agora um padra˜o de entrada x ∈ [0, 1]n. O padra˜o y = [y1, . . . , ym]T ∈ [0, 1]m
recordado pela IFAM de Lukasiewicz satisfaz as seguintes equac¸o˜es para todo i = 1, . . . ,m:
yi = (WL ◦L x)i ∨ θi =
(
n∨
j=1
T (wij, xj)
)
∨ θi (A.52)
=
(
n∨
j=1
[0 ∨ (wij + xj − 1)]
)
∨ θi =
[
0 ∨
(
p∨
j=1
[(wij − 1) + xj]
)]
∨ θi (A.53)
=
(
n∨
j=1
[(
(W aXY )ij ∧ 0
)
+ xj
])
∨ θi , (A.54)
pois θ ≥ 0m. Portanto, a seguinte equac¸a˜o vale para todo x ∈ [0, 1]n:
(WL ◦ x) ∨ θ = [(W aXY ∧ 0) ∨ x] ∨ θ . (A.55)
A relac¸a˜o entre a IFAM dual de Lukasiewicz e aMAM aditivaMaXY e´ obtida de ummodo
similar. Os elementos da matriz dos pesos sina´pticos ML = (mij) ∈ [0, 1]m×n da IFAM dual
de Lukasiewicz satisfazem as seguintes equac¸o˜es para todo i = 1, . . . ,m e j = 1, . . . , n:
mij =
k∨
ξ=1
JL
(
xξj , yi
)
=
k∨
ξ=1
[
0 ∨
(
yξi − xξj
)]
= 0 ∨
[
p∨
ξ=1
(
yξi − xξj
)]
. (A.56)
Portanto,ML = MaXY ∨ 0.
Dado um padra˜o de entrada x ∈ [0, 1]n, o padra˜o y ∈ [0, 1]m recordado pela IFAM dual
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de Lukasiewicz satisfaz as seguintes equac¸o˜es, pois ϑi ≤ 1 para todo i = 1, . . . ,m:
yi = (ML •L x)i ∧ ϑi =
[
n∧
j=1
S (mij, xj)
]
∧ ϑi =
(
n∧
j=1
[1 ∧ (mij + xj)]
)
∧ ϑi (A.57)
=
[
n∧
j=1
(mij + xj)
]
∧ ϑi , (A.58)
Logo, as seguintes equac¸o˜es valem para todo x ∈ [0, 1]m:
(ML •L x) ∧ ϑ = (ML ∧ x) ∧ ϑ = [(MaY X ∨ 0) ∧ x] ∧ ϑ . (A.59)
Apeˆndice B
Co´digo de MATLAB para o Previsor
Baseado na IFAM de Lukasiewicz
clear;
nty=500;
% Ler e organizar os dados. Xr e´ usado para treinamento e Xt e´ usado para teste!
[Xr,Xt]=furnas;
ycor=reshape(Xt’,1,12*8);
% Normalizar os dados!
for mes=1:12
mu(mes)=mean(Xr(:,mes));
sigma(mes)=std(Xr(:,mes));
Xr(:,mes)=(Xr(:,mes)-mu(mes))/sigma(mes);
Xt(:,mes)=(Xt(:,mes)-mu(mes))/sigma(mes);
end
% Criar matrizes com 24 colunas para facilitar a manipulac¸a˜o dos dados:
% As 12 primeiras colunas correspondem aos dados do ano n, as demais correspondem aos dados do ano n+1;
nr=size(Xr,1); Xr=[[zeros(1,12);Xr(1:nr-1,:)],Xr];
nt=size(Xt,1); Xt=[[Xr(nr,13:24);Xt(1:nt-1,:)],Xt];
for mes=1:12
% Gerar os dados para o agrupamento - Data
clear Data;
Data=Xr(2:nr,mes+12-3:mes+12);
nD=size(Data,2)-1;
% Agrupar os dados (criac¸a˜o das regras);
clear C;
[C,S]=subclust(Data,0.5);
nc=size(C,1);
% Imprimir o nu´mero de regras de cada meˆs!
disp(sprintf(’Mes: %2d,Numero de Regras: %2d’,mes,nc));
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% Calcular o espalhamento das gaussianas;
vx=sqrt(1./2*S(1:nD));vy=sqrt(1./2*S(nD+1));
% Gerando as saı´das fundamentais;
ty=linspace(-5,5,nty);
clear Y;
for xi=1:nc
clear y;
y=gaussbf(ty,C(xi,nD+1),vy)’;
Y(:,xi)=y;
end
% Recordar os padro˜es;
for i=1:nt
clear input;
input=Xt(i,mes+12-3:mes+12-1);
clear fsIFAM;
fsIFAM=ones(nty,1);
for xi=1:nc
fsIFAM=min(fsIFAM,Y(:,xi)+1-gaussbf(input’,C(xi,1:nD)’,vx’));
end
% Defuzzificac¸a˜o
yIFAM(i,mes)=sigma(mes)*defuzz(ty,fsIFAM,’centroid’)+mu(mes);
end
end
% Calculo dos erros
yIFAM=reshape(yIFAM’,1,12*nt);
ErroIFAM=[mean((ycor-yIFAM).ˆ2),mean(abs(ycor-yIFAM)),...
100*mean(abs(ycor-yIFAM)./ycor),100*max(abs(ycor-yIFAM)./ycor)];
% Imprimendo os erros na tela
disp(sprintf(’IFAM -- EQM %2.3g, EAM %5.2f, EPM %5.2f, EPmax %5.2f.’,...
ErroIFAM(1),ErroIFAM(2),ErroIFAM(3),ErroIFAM(4)));
% Gerando o gra´fico
figure(1); clf;
x=([1:12*8]-1)/12+1991;
plot(x,ycor,’b’,x,yIFAM,’--r’,’Linewidth’,1);
legend(’Valor Real’,’Valor Estimado’);
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