Abstract-We consider the classical problem of broadcasting a large message at an optimal rate in a large scale distributed network. The main novelty of our approach is that we consider that the set of participating nodes can be split into two parts: "green" nodes that stay in the open-Internet and "red" nodes that lie behind firewalls or NATs. Two red nodes cannot communicate directly, but rather need to use a green node as a gateway for transmitting a message. In this context, we are interested in both maximizing the throughput (i.e. the rate at which nodes receive the message) and minimizing the degree at the participating nodes, i.e. the number of TCP connections they must handle simultaneously. We consider both cyclic and acyclic solutions for the flow graph. In the cyclic case, our main contributions are a closed form formula for the optimal cyclic throughput and the proof that the optimal solution may require arbitrarily large degrees. In the acyclic case, we propose an algorithm to achieve the optimal throughput with low degree. Then, we prove a worst case ratio between the optimal acyclic and cyclic throughput and show through simulations that this ratio is on average very close to 1, which makes acyclic solutions efficient both in terms of throughput and of number of connections.
I. INTRODUCTION
Disseminating large data files in parallel and distributed platforms has been the subject of a vast literature. In this paper, we are interested in broadcasting a large file to a set of nodes in the context of large scale, Internet level platforms. In the case where the Internet is the underlying network, we cannot assume that the exact topology of the network is known and can be used to design an efficient algorithm. Therefore, designing a broadcasting algorithm on a large scale distributed platform over the Internet consists in both finding an overlay network (i.e. deciding who will communicate with who) and finding a schedule for communication (when and how much will be sent on the edges of the overlay network). In the context of content distribution systems, finding a good overlay is at the core of live streaming distribution systems such as CoolStreaming [1] , PPLive [2] or SplitStream [3] . In the context of efficient data dissemination, many algorithms devoted to specific parallel architectures have been designed [4] , [5] , [6] and more recently randomized dissemination algorithms achieving optimal throughput have been proposed [7] . This paper is a follow-up of [8] , where the problem of building an overlay and designing a scheduling algorithm to achieve high throughput have been considered. The main contribution of this work is to consider a more realistic communication model. Indeed, in [8] , it is assumed that each node has the possibility to communicate with any other node, whereas we consider here the case of nodes located behind firewalls or NATs that therefore require the use of other nodes susceptible of acting as communication relays to use their outgoing bandwidth, as proposed in TURN [9] . As we will see it, considering nodes behind NATs and firewalls deeply changes the results we can achieve and the algorithms.
Even if the topology of a large scale platform cannot be determined dynamically, several embedding tools have been proposed, whose goal is to map a set of nodes into a metric space [10] , [11] (i.e. to give them coordinates) so that their distance in the metric space estimates well the metric of interest (usually the latency between two nodes or the bandwidth a communication between them can achieve). In the case of latencies, the most well known embedding tools are Vivaldi [12] , which embeds nodes into a 2D+1 metric space and relies on direct measurements to adapt dynamically node coordinates, and Sequoia [13] , which embeds the nodes as the leaves of a weighted tree and relies on the distance in the tree to estimate the latency. Both coordinate systems have been extended to estimate bandwidths in [13] , but it has been recently proved experimentally [14] on the PlanetLab dataset that the basic LastMile or bounded multiport model, where each node is associated to a incoming and an outgoing bandwidth limit, and where the achievable bandwidth between C i and C j is the minimum of the outgoing bandwidth of C i and the incoming bandwidth of C j , is more accurate than those more sophisticated models with respect to bandwidth prediction.
The bounded multiport model has already been advocated by Hong et al. [15] for independent tasks distribution on heterogeneous platforms. In this model, node C i can communicate with any number of nodes C j simultaneously, each using a bandwidth c(C i , C j ) provided that its outgoing bandwidth is not exceeded, i.e., j c(C i , C j ) ≤ b out i . Similarly, node C i can receive messages from any number of nodes C j simultaneously, each using a bandwidth c(C j , C i ), provided that its incoming bandwidth is not exceeded, i.e.,
This corresponds well to modern network infrastructure, where each communication is associated to a TCP connection.
This model strongly differs from the traditional oneport model used in scheduling literature, where connections are made in exclusive mode: each node can communicate with a single node at any time step. Nevertheless, in the context of large scale platforms, the networking heterogeneity ratio may be high, and it is unacceptable to assume that a 100MB/s server may be kept busy for 10 seconds while communicating a 1MB data file to a 100kB/s DSL node. Therefore, in our context, we will assume that all communications are directly handled at TCP level. Nevertheless, in order to keep some flavor of the one-port model, we will bound the number of connections that can be handled simultaneously at a given node. This constraint is particularly important in the context where QoS mechanisms are used to fix or bound the bandwidth associated to each communication (each TCP connection in practice). It is worth noting that at the operating system level, several QoS mechanisms enable a prescribed sharing of bandwidth [16] , [17] . In particular, it is possible to handle simultaneously several connections and to fix the bandwidth allocated to each connection. In our context, it has been proved in [18] that these mechanisms are necessary since the bandwidth allocated to the connection between C j and C i may be lower than both b out j and b in i . In order to model the limit on the number of simultaneous communications, we introduce another parameter d j in the bounded multi-port model (d = 1 corresponds to the one port model, whereas d = +∞ corresponds to the Lastmile model), that represents the maximal number of connections that can simultaneously be opened and handled with QoS mechanisms at node C j . Therefore, the model we propose encompasses the benefits of both the bounded multi-port model and the one-port model. It enables several communications to take place simultaneously, which is compulsory in the context of large scale distributed platforms, and practical implementation is achieved by using TCP QoS mechanisms and by bounding the number of connections.
Nevertheless, the bounded degree multi-port models fails to correctly model the behavior of the nodes located behind a NAT or a firewall. This issue is crucial in the context of Peer-to-Peer applications running over the Internet. For instance, in distributed applications such as Skype [19] , [20] or Bittorent [21] , NATs play a crucial role, since in certain situations where "hole punching" techniques [22] fail, it can be impossible for a pair of nodes to communicate directly. In this case, the technique consists of using a third party node that will act as a relay for the packets. At a higher level, we can classify the nodes between green and red nodes, where green-green, green-red (or red-green) connections are possible, but not red-red. As we will see, adding this constraint on node connectivity capabilities strongly modifies the algorithms and the theoretical results.
The rest of the paper is organized as follows. In Section II, we present the communication model we use with the two sets of nodes, formalize the scheduling problem we consider, and prove that the problem of finding the optimal acyclic solution is NP-complete. Then, we provide in Section III a cyclic solution that achieves maximal throughput without the limit on the number of connections a node can handle simultaneously, and we prove that in some cases, a high degree may be required to achieve optimal throughput. In Section IV, we propose a greedy algorithm that achieves optimal throughput (among acyclic solutions) at the price of a small increase in the degree of the nodes (based on resource augmentation techniques). In Section V we propose a comparison (for worst-case instances and random instances) between the optimal throughput that can be achieved using cyclic and acyclic solutions. These results indicate that the cost of considering only acyclic solutions is bounded in the worst case, and is negligible in the average case. Finally, we provide in Section VI some future works and concluding remarks.
II. PROBLEM MODELING
Let us consider a set of nodes (C 0 , C 1 . . . ) and let us partition this set into two sets: on the one hand the nodes that belong to the open-internet, i.e. nodes that can communicate with each other freely, and on the other hand nodes that can communicate only with nodes of the open-internet, i.e. nodes that are behind a firewall or behind a NAT router. In the following, we assume that the set of nodes in the openinternet is of size n+1 and the set of nodes behind a firewall or a NAT router is of size m. Let us denote by N the index set of the open-internet nodes, and by M the index set of nodes behind a firewall/NAT router. In the rest of the paper, a node in the open-internet is said to be green and a node behind a firewall/NAT router is said to be red.
W.l.o.g., let us assume that N = 1, n and M = n + 1, n + m . For any i ∈ 0, n + m , the i-th node is denoted by C i . The node C 0 is called the source.
Let us denote by b j the outgoing bandwidth of node C j and by d j the maximal number of outgoing connections that it can handle simultaneously (its degree). Moreover, let N = n i=1 b i and M = m i=n+1 b i denote respectively the overall outgoing bandwidth of green and red nodes. Moreover, let us assume that both node sets are ordered in non-increasing order of bandwidths, except the source that is always the first node:
Our aim is to broadcast a given message at rate (or throughput) T to all the nodes of the platform. Clearly, all nodes need to receive the message exactly once, so that all incoming bandwidths should be at least T . Therefore, in what follows, we assume that the incoming bandwidths of all nodes are larger than T and we concentrate only on outgoing communication capacities.
A broadcast scheme is given by a matrix {c i,j |(i, j) ∈ 0, n + m 2 } such that:
The throughput of a broadcast scheme is T = min i∈ 1,n+m {maxf low(C 0 → C i )}. For a given platform, we denote by T * the optimal throughput. The problem of computing T * is NP-complete, even for the special case where all nodes are green (m = 0) [8] . We are thus interested in this paper in approximate solutions, both in terms of throughput and resource augmentation on the degrees.
It is interesting to note that in a solution of throughput T , the bandwidth that node i can actually use is bounded
The throughput T * (I ) achievable on the instance I with bandwidth b i , and no degree constraint is an upper bound on the optimal throughput T * . A solution that achieves (a fraction of) T * (I ) by using an outdegree
The results presented in this paper are in the context of this transformation. As a consequence, we do not consider strict degree constraints, but rather analyze the outdegrees used by our solutions in terms of bi T . As a special case, we analyze more precisely acyclic solutions. A broadcast scheme is said to be acyclic if there exists an order σ on the nodes such that
This condition states that σ(i), the node at position i in the ordering σ cannot feed σ(j), the node at position j, if i > j. For a given instance and a given order σ, we denote by T * ac (σ) the optimal acyclic scheme compatible with the order σ. For a given instance, we denote by T * ac the optimal acyclic throughput:
III. CYCLIC ANALYSIS
In this section, we give a closed formula for the optimal throughput for a broadcast scheme. We then show that in an optimal broadcast scheme, a node of bandwidth T * may have to have an arbitrary large degree, which strongly differs from the case where all the nodes are green [8] .
A. Closed formula for the optimal throughput
Theorem 3.1:
, since the whole message has been sent at least once by the source. Then, the m red nodes have to receive the message at rate T * and therefore consume mT * bandwidth. Since this bandwidth must come from the source and the green nodes, then mT * ≤ b 0 + N . Finally, all n + m nodes must receive the whole message at rate T * and the bandwidth must come from the source, the green and the red nodes, so that
as a weighted sum of four types of trees (see Figure 1 ),
• T 1 (i, j) for i ∈ N and j ∈ M, where the source feeds red node j, red node j feeds all green nodes, and green node i feeds all other red nodes; • T 2 (i), for i ∈ N , where the source feeds green node i, and green node i feeds all other nodes (green and red);
where the source feeds all red nodes, and red node j feeds all green nodes; and • T 4 where the source feeds all green and red nodes. Provided that none of the outgoing bandwidths of the source, the green nodes and the red nodes are exhausted, then it is always possible to add to the solution a tree T 1 (i, j) of weight α 1 (i, j) such that the bandwidth of the source or C i or C j becomes 0. We first build the solution by adding greedily those trees and set α 1 = α 1 (i, j). This process stops when no type 1 tree can be added, i.e.
Let us consider the three associated cases:
The overall weight of this sum of trees is T = b 0 ≥ T * .
• nα 1 = M . Provided that none of the outgoing bandwidths of the source and the green nodes are exhausted, it is always possible to add to the solution a tree T 2 (i) of weight α 2 (i) such that the bandwidth of the source or C i becomes 0. Let us add greedily those trees, until no type 2 tree can be added and let us set α 2 = α 2 (i). Then,
-If the capacity of the source has been exhausted, trees is given by
Provided that none of the outgoing bandwidths of the source and the red nodes is exhausted, it is always possible to add to the solution a tree T 3 (j) of weight α 3 (j) such that the bandwidth of the source or C j becomes 0. Let us greedily add those trees until no type 3 tree can be added, and set α 3 = α 3 (j). Then, -If the capacity of the source has been exhausted,
-If the capacity of the red nodes has been exhausted, then we can add to the solution the tree T 4 with weight α 4 such that α 1 + mα 3 + (n + m)α 4 = b 0 . Then, the overall throughput of type 1, 2 and 4 trees is given by
Therefore, in all cases,
which achieves the proof of the theorem.
B. Unbounded degree is necessary to achieve optimal throughput
In [8] , which corresponds to our model without the red nodes, it has been proved that there always exists a cyclic solution of optimal throughput T * such that the number of connections that needs to be opened at a node of bandwidth b is at most b T * + 2, i.e. is almost optimal (up to an additive ratio of 2) if the bandwidth b is necessary in the optimal solution.
Unfortunately, the situation strongly differs when we consider both green and red nodes, as shown in the following example. Let us assume that there is a source node with capacity b 0 = 1, one green node with capacity b 1 = k−1 and k red nodes with capacity b 2 = 1 k . Then, using Theorem 3.1,
) = 1 and an optimal solution is depicted in Figure 2 . In this solution, the source has degree k, whereas b0 T * = 1, which strongly differs from the green-only case. In fact, this high degree at the source node is unavoidable to achieve a throughput of T * . Indeed, since b0+b1+kb2 k+1 = 1, all bandwidth must be used and since b0+b1 k = 1, all the bandwidth of the green nodes must be used to feed the red nodes. Therefore, the green node must be fed by all k red nodes at rate 1 k , and the source node must feed each red node with rate 1 k . Thus, in some cases, in order to reach the optimal acyclic throughput, the degree of a given node with bandwidth b may be arbitrarily larger than In what follows, we will prove that this property does not hold true in the acyclic case and that it is always possible to achieve the optimal acyclic throughput with degree at most b0 T * + 2. Then, we will prove a worst case ratio between the acyclic and the cyclic throughput and show through simulations that the situation is even better in practice, and that optimal acyclic and cyclic throughputs are very close.
IV. ACYCLIC ANALYSIS
In order to design broadcast schemes with reasonably low degree, we study in this section only acyclic broadcast schemes. We start by proving dominance relations in order to characterize optimal acyclic schemes, and then propose an algorithm for testing if a given value T is achievable using an acyclic scheme. This algorithm can combined to a binary search to find the optimal acyclic throughput. We also prove that the solutions computed by this algorithm have low degree. Furthermore, we analyze the worst-case ratio between optimal acyclic and cyclic solutions, to prove that our algorithm is an approximation algorithm for the original problem.
A. Dominance relations
An ordering σ is said to be increasing if its restriction to N is the identity on N , and its restriction to M is the identity on M. This means that nodes of the same color are ordered by non-increasing order on their bandwidth.
Lemma 4.1:
Due to space limitation, proof of this lemma has been
omitted. An increasing order can be naturally encoded by a binary word π with n letters (corresponding to green nodes) and m letters (corresponding to red nodes): it is sufficient to specify if σ(i) belongs to N or to M. We denote by |π| the length of the word π, and by green(π) (resp. red(π)) the number of letters (resp. ) in π. π π (resp. π π) means that π is a prefix (resp. a strict prefix) of π. At last, π[i] denotes the prefix of length i of π.
From now on, when no confusion is possible, π will be identified with its corresponding increasing order. For instance, T * ac (π) corresponds to the optimal acyclic throughput associated with the order encoded by π. A word π is said to be valid (with respect to an instance I and a throughput The idea behind this definition is to consider solutions which feed the green nodes from red nodes whenever it is possible. Indeed, the firewall constraint prevents transfer from red nodes to red nodes: transfer from green nodes is thus a valuable resource, and it is a "waste" to use it to feed green nodes when it is not necessary. This means that when creating a conservative solution incrementally (by satisfying the nodes in a given order σ), there is no choice for the type of nodes which should feed the next node to add: a red node must be fed by green nodes (because of the firewall constraint), and a green node should be fed by a red node as long as some of them have remaining outgoing capacity. Given a throughput T , and a coding word π with 0 ≤ i ≤ n letters and 0 ≤ j ≤ m letters , let C π be the set of partial conservative solutions on the partial increasing order encoded by π (that feeds nodes C 1 , . . . , C i and C n+1 , . . . , C n+j ).
All partial conservative solutions of C π have the same amount of available throughput of each type. Let us denote by G(π) (respectively R(π)) the green (respectively red) bandwidth available at the end of the partial solutions of C π . G and R satisfy the following recursive equations:
The values G and R encompass all the capacity constraints of solutions in C π . Indeed, it is easy to see that a coding word π is valid for a throughput T if and only if
Another parameter that is common to each partial conservative solution of C π is W (π), the amount of transfer going from N to N . This parameter satisfies the following recursive equations
From above, we obtain
and
B. Greedy algorithm
In this section, we present Algorithm 1 for testing if a given throughput T is feasible for an instance. It works by iteratively building a partial conservative solution π, deciding at each step how to extend the partial solution (by or by ). This decision is made greedily, by choosing whenever it is possible. The algorithm is forced to take (see line 15):
• when it is not possible to choose at the current step (G(π) < T ); • or when choosing would make it impossible to continue afterwards (G(π ) + R(π ) < T ). Of course, if all red nodes have been used (line 7), the algorithm chooses . Another special case is when only one red node is left. In that case (see lines [9] [10] [11] [12] [13] [14] , the algorithm chooses at each step the node with the largest b i (unless it is red and G(π) < T ).
In the rest of this section, we prove that this algorithm finds an optimal acyclic solution. The first lemma expresses the fact that this algorithm uses green nodes as late as possible, and is as conservative as possible.
if i = n then 6: π ← π 7:
π ← π 9:
π ← π 12:
π ← π 14: end if 15 :
π ← π 17:
π ← π 19: end if If red(π k ) < m − 1, then for every π k ending with a such that green(π k ) = k, we have:
Due to space limitation, proof of this lemma has been omitted.
We are now ready to prove the main theorem. The output of Algorithm 1 is an encoding word, an ordering in which to satisfy the nodes, together with the amounts of red or green bandwidth used for this purpose, but not the actual values of c i,j . There are several possibilities for the c i,j . However, in order to prove bounds on the degree of the nodes, we will feed each node by the earliest possible nodes with unused upload bandwidth.
Theorem 4.5: From the word π given by Algorithm 1, it is possible to build a broadcast scheme such that
• for every red node j ∈ M, outdegree d j is bounded:
• for at most one green node i,
• for the other green nodes, d i ≤ bi T + 2. Due to space limitation, proof of this theorem has been omitted.
C. Throughput associated to a given node sequence
For a given instance I and a given sequence π, it is possible to give a formula for the throughput achievable by this sequence. Let g i = green (π[i] ) and bg i = gi k=1 b k be the output bandwidth of the first g i green nodes (define r i and br i similarly).
Theorem 4.6:
Proof: Throughput T is achievable with the sequence π if and only if there exists a non-decreasing sequence (t i ) 0≤i≤n+m (which represents the transfer from N to N in the prefix of length i) such that 
Furthermore, it is easy to see that the throughput min i≥j b0+bgi+brj gi+1+rj+1 is achievable, since sequence t i = max j≤i T π g j+1 − br j is non-decreasing and satisfies both inequalities. Hence the second inequality on T * ac (π) also holds.
V. ACYCLIC VS CYCLIC
In this section, we compare the optimal acyclic throughput with the optimal (cyclic) throughput. On the one hand we show that the ratio T * ac T * can be as small as for some arbitrary large instances (by contrast, when there are only green nodes, this ratio tends to one when the number of nodes is large). On the other hand, we show that this ratio is larger than 1 2 for any instance. Then, by studying the instances that are hard for the acyclic scheme, we explain why we conjecture that 
Proof: Let us consider the following instance consisting of one source of throughput 1, one green node of throughput 
Due to space limitations, the proofs of the theorem is omitted. An instance is said to be homogeneous if all green nodes except the source have the same throughput g and all red nodes have the same throughput r. An instance is said to be tight if b 0 = b0+N +M n+m = T * (i.e. if no bandwidth can be wasted in the optimal cyclic solution). Observe that the instances given in the proofs of Theorems 5.1 and 5.2 are tight and homogeneous. Due to space limitations, the proof of the following lemma, that state that we can restrict the search of worst case to homogeneous and tight instances, and the proof of the following theorem that provides a lower bound for the worst case ratio, is omitted. 
B. Worst-case exploration
We conjecture that the bound 
C. Average case exploration
We also analyze the average ratio between acyclic and cyclic throughput on randomly generated instances. The bandwidth values of the nodes is generated with a uniform distribution between 1 and 100, and each node is independently chosen to be a "green" node with probability p (and red with probability (1 − p) ). The results are shown on Figure 5 , for different numbers of nodes and different values of p. For each set of parameters, 1000 random instances were generated, and the figure shows average values and confidence intervals at 5%.
These simulations show that random instances with a large proportion of green nodes are slightly more difficult. Nevertheless, even on instances with a large proportion of green nodes, the throughput of the acyclic solution is very close to the optimal (cyclic) throughput.
VI. CONCLUSIONS
We have considered the problem of broadcasting a large message in a large scale distributed network, in the case where some participating nodes lie behind firewalls and cannot communicate directly, but rather need to use as gateways nodes that lie in the open-Internet. The impact of the presence of nodes behind firewalls and NATs, although widely observed in P2P networks, has not been widely studied from a theoretical point of view. In this paper, we prove that when we consider the problem of maximizing the rate of the broadcast operation while minimizing the number of TCP connections opened at each node, the results strongly differ from the case of the fully open-Internet case. On the other hand, we prove that restricting the search to acyclic solutions is efficient for the design of both low degree and high throughput solutions.
