Open Information Extraction (OpenIE) methods are effective at extracting (noun phrase, relation phrase, noun phrase) triples from text, e.g., (Barack Obama, took birth in, Honolulu)
Introduction
Open Information Extraction (OpenIE) methods such as ReVerb (Fader et al., 2011) , OLLIE (Mausam et al., 2012) , BONIE (Saha et al., 2017) and CALMIE (Saha and Mausam, 2018) Even though Knowledge Graph (KG) embed-ding has been an active area of research (Bordes et al., 2013; Yang et al., 2014) , all the proposed KG embedding methods have focused on embedding Ontological KGs, such as WikiData (Vrandečić and Krötzsch, 2014) , DBpedia (Auer et al., 2007) , YAGO (Suchanek et al., 2007) , NELL (Mitchell et al., 2018) , and Freebase (Bollacker et al., 2008) . Existing KG embedding models train representation of each node and edge label based on the context of triples they are present in. Doing this is suitable for ontological KGs as they are canonicalized. However, in OpenKGs, the same latent entity may be represented in different nodes labelled with different NPs. Similarly, the same latent relation can be represented with different RPs. For example, in Figure 1 , Barack Obama the entity is represented using two NP nodes: Barack Obama and Barack. Similarly, the two RPs -took birth in and was born in -refer to the same underlying relation. Hence, the paradigm of learning embeddings for each node and edge label only from the context of the triples they appear in is ineffective for OpenKGs. A possible solution is to canonicalize the OpenKGs. This involves identifying NPs and RPs that refer to the same entity and relation, and assigning them unique IDs. Nodes in the OpenKG having the same ID are merged, leading to a clean and canonicalized graph. Recent works that automatically canonicalize OpenKGs, including (Galárraga et al., 2014) and CESI (Vashishth et al., 2018) , pose canonicalization as a clustering task of the NPs and RPs. However, due to automatic generation, the output clusters often contain some incorrectly canonicalized elements. Thus, directly merging nodes or relations with the same IDs would result in the propagation of errors in the canonicalization step to down-stream tasks.
Our premise is that the output of these automatic canonicalization models can be utilized to improve OpenKG embedding. Instead of explicitly merging nodes with common IDs, KG embedding models can be designed to judiciously account for mistakes during the canonicalization step. Towards establishing this premise, we propose a flexible OpenKG embedding approach to integrate and utilize the output of a canonicalization model in an error-conscious manner. Our contributions are as follows:
• We draw attention to an important but relatively unexplored problem of learning repre-sentations for OpenKGs.
• We propose Canonicalization-infused Representations (CaRe) for Open KGs -a novel approach to enrich OpenKG embedding models with the output of a canonicalization model. To the best of our knowledge, this is the first model of its kind.
• Through extensive experiments on real-world datasets, we establish CaRe's effectiveness in embedding OpenKGs.
CaRe source code is available at https:// github.com/malllabiisc/CaRE.
Related Work
OpenKG extraction and canonicalization: Multiple OpenIE systems have been developed over the years. These include TextRunner (Yates et al., 2007) , (Angeli et al., 2015) , ReVerb (Fader et al., 2011) , OLLIE (Mausam et al., 2012) , SR-LIE (Christensen et al., 2011) , RelNoun (Pal and Mausam, 2016) and ClauseIE (Del Corro and Gemulla, 2013) . A recent survey on the progress in OpenIE systems is presented in (Mausam, 2016) .
To perform automatic canonicalization of OpenKGs, (Galárraga et al., 2014) first cluster NPs over manually defined feature spaces. These are then passed to AMIE (Galárraga et al., 2013) for RP clustering. Whereas, CESI (Vashishth et al., 2018) jointly learns vector representations of NPs and RPs by infusing side information in KG embedding models which are then used to cluster NPs and RPs. In this work, we use CESI to generate canonicalization clusters for our datasets. KG Embedding Methods: KG embedding methods aim to learn low dimensional vector representations for the nodes and edge labels encoding the graph topology. All these methods train the embeddings by optimizing a link prediction based objective. They primarily differ in their way of mathematically modelling the likelihood of a triple being true. Translation-based hypothesis which regards relation vector for any (subject, relation, object) triple as a translation from the subject vector to the object vector is used in methods like TransE (Bordes et al., 2013) and TransH (Wang et al., 2014) . Semantic matching models, such as DistMult (Yang et al., 2014) , ComplEx (Trouillon et al., 2016) and HolE (Nickel et al., 2016) to a relational graph proposing an auto-encoder model for the link prediction task. Implicit in all these approaches is the assumption that each node in the graph is a different entity, and distinct edge labels refer to distinct relations. This assumption does not hold in OpenKGs. Existing KG embeddings are thus unsuitable for a task like link prediction on OpenKGs. CaRe addresses these limitations by infusing the output of a canonicalization model with the KG embedding models.
Background
In this section, we present a quick overview of a few basic methods which are useful for understanding the rest of the paper, especially the experiments section. We first start with the notations. Here, . denotes norm and p is either 1 or 2. For training parameters, TransE uses margin-based pairwise ranking loss with negative sampling. ConvE: ConvE (Dettmers et al., 2018) first reshapes e s and r r toē s andr r , respectively, and passes them through a 2D convolution layer to compute the score corresponding to a triple:
Here, * and w denote the convolution operator and convolution filters, f represents an activation function and W , the weights of the final linear layer. For training, ConvE uses binary cross-entropy loss with correct samples considered as positive instances while negative instances are generated through negative sampling. Graph Neural Networks (GNN): GNNs were introduced in (Gori et al., 2005) and (Scarselli et al., 2009 ) as a generalization of recursive neural networks. Later, the generalization of CNN to graphstructured data, popularly known as Graph Convolution Network (GCN), was proposed in (Bruna et al., 2014) . A first-order formulation of GCN as proposed in (Kipf and Welling, 2016) . Under GCN formulation, the representation of a node n after l th layer is defined as follows.
Here, W l , b l are layer parameters, N (n) corresponds to the immediate neighborhood of n and f denotes an activation function.
GAT: GAT uses the attention mechanism to determine the weights of a node's neighbors (Veličković et al., 2018) . Further, it uses multihead attentions and defines the representation of n th the node as follows
(2) Here, α(.) denotes attention weights and || denotes concatenation.
CaRe: Proposed Method

Overview
CaRe consists of two steps. We first give an overview of the two steps below and then provide a detailed description of each step. •
Step 2: In this step, embeddings of nodes and edges present in the augmented OpenKG obtained in Step 1 are learned. This step is outlined in Figure 3 . The system consists of three components: Base Model, Phrase Encoder Network, and Canonical Cluster Encoder Network. We describe these components in Section 4.3, Section 4.4, and Section 4.5, respectively.
CaRe architecture and its components are depicted in Figure 3 .
Step 1: Canonicalization Augmented OpenKG
As discussed in Section 1, based on the automatic clusters generated by a canonicalization model, merging NPs with a single ID can lead to the propagation of errors in the graph. Hence, we propose a soft integration scheme by adding an unlabeled and undirected edge between any two NPs which are canonical as per the canonicalization model as shown in Figure 2 . More formally, suppose n 1 , n 2 are two NPs that have been identified to be the same in the canonicalization step. We add an undirected and unlabelled edge (n 1 , n 2 ) between the nodes n 1 and n 2 , and call them canonicalization edges. If the canonicalization step produces a confidence score for n 1 and n 2 being the same, then this score can be incorporated as a weight on the canonicalization edge. If no such score is produced, then the edges are kept unweighted. We then collect all these canonicalization edges into the set C. Finally, these edges are added to the original OpenKG G to get a canonicalization augmented OpenKG, G = (N, R, T + ∪ C) 
4.4
Step 2: Phrase Encoder Network (PN)
We generate embeddings of RPs by encoding the vector representations of the words composing them. Consider an RP as a sequence of T words (w 1 , w 2 , ..., w T ) and their corresponding word vectors as (x 1 , x 2 , ..., x T ). They are passed through a Phrase Encoder Network module (Figure 3) for which we use a bidirectional GRU (Cho et al., 2014 ) model with last pooling as described below.
is concatenation of final hidden states in both the directions. This approach allows parameter sharing across RPs with word overlaps while leveraging the rich semantic information from pre-trained word embeddings.
Step 2: Canonical Cluster Encoder Network (CN)
The canonicalization information is incorporated in the NP embeddings by utilizing the canonicalization-induced edges C. Each NP n ∈ N is assigned a vector e n . As NP canonicalization is expressed as a clustering step, for each NP, its canonical NPs are a single edge away in C (see Figure 3 ). Hence, a single layer of network aggregation is sufficient. We propose a non-parametric message passing and update network which works in the following two steps: Context vector: First for each NP, n ∈ N a context vector e c n is generated by the following message passing scheme from its canonical neighbors.
Here, N (n) = {i|i ∈ N, (n, i) ∈ C}, is the canonical neighborhood of n. Updating NP embeddings: The updated embeddings for each NP is computed as below: e n = e n 2 + e c n 2 which are passed to the decoding stage. For the case of weighted canonicalization edges, the weights can be used while generating the context vector of an NP, by making the contribution of its canonical NPs proportional to the edge weights joining them. The proposed approach can be interpreted as a local embedding smoothening of canonical NPs and we call this network as Local Averaging Network (LAN). We also experimented with more sophisticated attention-based context vector generation and gating mechanism for embedding update stage, but they resulted in a performance drop. Note that, our approach to embed NPs is inspired by the auto-encoder framework used in R- GCN (Schlichtkrull et al., 2018) but with a key difference. In R-GCN, the same set of edges are utilized at both the encoding and decoding stages. Whereas in CaRe, the canonicalization edges C are used at the encoder (Canonical Cluster Encoder Network) while the decoder (Base Model) operates on the relational edges T + . CaRe nomenclature: We introduce a generic nomenclature for the possible variants of the CaRe framework based on the choice of the Base Model (B), Phrase Encoder Network (PN) and Canonical Cluster Encoder Network (CN) as CaRe(B, PN, CN). For e.g., CaRe(B=ConvE, PN=Bi-GRU, CN=LAN) corresponds to a CaRe model with ConvE as base model, Bi-GRU network with last pooling (Section 4.4) as the Phrase Encoder Network and Local Averaging Network (Section 4.5) as the Canonical Cluster Encoder Network. We define Bi-GRU and LAN as default values for the PN and CN arguments respectively. In case, values for these arguments are not explicitly mentioned, they take the default values. Thus, CaRe(B=ConvE) represents the same network as CaRe(B=ConvE, PN=Bi-GRU, CN=LAN).
Experiments
Datasets
Statistics of the two datasets used in the experiments of this paper are summarized in Table 1 . In order to build these datasets, we first obtained the three graph datasets -Base, Ambiguous and Re-Verb45K. While Base and Ambiguous datasets are created in (Galárraga et al., 2014) , ReVerb45K is introduced in (Vashishth et al., 2018) . ReVerb20K is created by combining the two smaller datasets Base and Ambiguous. All the datasets are constructed through ReVerb Open KB (Fader et al., 2011) . We refer the readers to the respective papers for the construction details.
To generate the train, validation and test triples the following procedure is adopted. First, the entire set of triples is divided in 80 : 20 ratio ensuring that each NP and RP in the triples of the smaller set is at least present once in the triples of the bigger set. This consideration is essential because of the transductive nature of existing KG embedding models. The bigger set is considered as the train dataset and the smaller set is further randomly divided in 30 : 70 to get the validation and test datasets respectively. Both datasets contain gold canonicalization clusters for the NPs extracted through the Freebase entity linking information (Gabrilovich et al., 2013) which enables automatic evaluation in the canonicalization task.
Open KG Link Prediction Evaluation
In the typical link prediction evaluation, an unseen triple (s, r, o) is taken and partial triples (s, r, ?) and (?, r, o) are shown to the model. It ranks all the entities in the graph for their likelihood to be the missing entity and the rank assigned to the true missing entity is considered.
However, while this is suitable for ontological KGs, it is not valid for our setting. In OpenKGs, instead of entities, NPs are present and several of them can refer to the same entity. This means that, even when predicting correct entity, a model will be unfairly penalized if the prediction is a different canonical form of the entity than the one present in the considered triple. We, therefore propose to rank gold NP clusters, available in the dataset, instead of ranking each NP. We do this in the following manner:
• List all the NPs in decreasing order of their likelihood to be the missing part of the triple.
• Prune this list by keeping the best ranked NPs for each gold cluster. This gives us the ranked list of gold clusters.
• Consider the rank of the cluster to which the true missing NP belongs.
We provide results using three commonly used evaluation metrics: mean rank (MR), mean reciprocal rank (MRR) and Hits@n with n = {10, 30, 50}. Filtered setting as introduced in (Bordes et al., 2013) is followed.
Experimental Setup
We run CESI on both the datasets to generate the NP canonical clusters. Note that, none of the existing automatic canonicalization models output edge weights. Hence, for all the experiments, the canonicalization-induced edges are kept unweighted. For Phrase Encoder Network, we found single layer in the Bi-GRU model works best. CaRe allows the use of any pre-trained embeddings. However, (Vashishth et al., 2018) demonstrates the effectiveness of pre-trained GloVE (Pennington et al., 2014) vectors for initializing representations for the same datasets. Hence, the word vectors are initialized with 300-dimensional pre-trained GloVE embeddings and are kept trainable. We use PyTorch Geometric library (Fey and Lenssen, 2019) for the Canonical Cluster Encoder Network module.
The choice of optimizer and regularization based hyper-parameters is directly adopted from the ones proposed in the original work of the base models. Both the NP and RP embedding size is kept fixed at 300, while the learning rate is selected through a grid search over {0.1,0.01,0.001}.
Models like ConvE introduce inverse relations. For our experiments we generate inverse phrase for an RP by adding a phrase "inverse of" to that RP. In ComplEx the embeddings have both real and imaginary parts. For this, we use two separate Phrase Encoder Network and Graph Neural Network modules for the real and imaginary parts of RP and NP embeddings respectively.
Results
In this section we evaluate the following questions: Figure 3 ). φ value for CN argument implies that Canonical Cluster Encoder Network module is not used in these experiments. PN=Bi-GRU in all these experiments. Please refer to Section 6.2.
Q1. Is CaRe effective for the link prediction task in OpenKGs? (Section 6.1) Q2. What is the quantitave and qualitative impact of parameterizing RP embeddings in CaRe? (Section 6.2 and Section 6.4) Q3. How does the local embedding smoothening approach adopted in CaRe compare against other competitive baselines? (Section 6.3)
Overall Performance
As shown in Figure 3 , any existing KG embedding model can be used as the base model in the CaRe framework. We experimented with several KG embedding models and found the CaRe achieved substantial improvements in comparison to standalone use of the KG embedding model in each case. We achieved overall best performance working with ConvE as the base model, CaRe(B=ConvE). The experimental results are presented in Table 2 . Table 1 shows that in both the datasets, on an average, the number of train triples for each NP and RP is less than 2. In contrast, FB15k (Bordes et al., 2013) , an ontological KG, has on an average 32 triples for each entity and 360 triples for each relation. This highlights the extremely sparse and fragmented nature of OpenKGs. Hence, the superior performance of CaRe supports the hypothesis that the flow of information while learning the representations of canonical NPs and RPs in OpenKGs is beneficial.
Also, a comparison of the number of unique NPs and gold NP clusters for the two datasets (Table 1) shows that the number of NPs canonical to each other is more significant in ReVerb45K than in ReVerb20K. Hence, a more prominent improvement due to CaRe in ReVerb45K as compared to ReVerb20K proves the effectiveness of CaRe in utilizing the canonicalization information.
Impact of parameterizing RP embeddings
As described in Section 4.4, a Phrase Encoder Network is used to parametrize RP embeddings, which allows parameter sharing while learning embeddings. Table 3 provides a quantitative anal- Table 3 with the performance of CaRe(B=ConvE) in Table 2 , it can be noticed that a major part of the performance boost of CaRe can be attributed to parameterization of RP embeddings.
Different ways to utilize Canonicalization edges
There can be several methods through which the canonicalization edges integrated into the graph (as described in Figure 2 ), can be utilized in the model. In Section 4.5, we described a local embedding smoothening method adopted in CaRe.
In this section, we present a comparative analysis with the following competitive baselines:
• CaRe(CN=GCN): A single layer of GCN (Kipf and Welling, 2016) for the Canonical Cluster Encoder Network. Refer to Equation 1.
• CaRe(CN=GAT): A single layer of GAT (Veličković et al., 2018) for the Canonical Cluster Encoder Network. Refer to Equation 2.
• CaRe(CN=edge): Here the canonicalization edges in G are labelled with a symmetric RP "is canonical to". This adds a new edge type in the graph and is treated by KG embedding models like any other edge type.
We show these comparisons using both TransE and ConvE as base models in Figure 4 . The GCN and GAT architectures have an adverse effect on the performance. We believe this can be attributed to the complex nature of these architectures in an already over-parameterized and noisy setting. In CaRe(CN=edge), the model is expected to learn the meaning of two NPs being canonical and encode it in the vector embedding of the new edge type. The local averaging network CaRe(CN=LAN) used in CaRe is a GNN architecture with fixed weights. The choice of weights follows from the prior belief that canonical NP embeddings should be close in the vector space, inducing a useful inductive bias. The above results indicate that this leads to better performance. Additionally, unlike the GNN based methods, CaRe(CN=edge) has a limitation in its modelling capacity as it provides no way to handle the case where canonicalization edges are weighted.
Qualitative Analysis
Figure 5 demonstrates a qualitative comparison of RP embeddings between ConvE and CaRe(B=ConvE). For this experiment, we selected seven RPs, and for each RP, through human judgement, we selected two more RPs with similar meaning. Thus, there are seven different clusters. The figure shows t-SNE (van der Maaten and Hinton, 2008) visualization of the embeddings learnt for these RPs by CaRe(B=ConvE) and ConvE. t-SNE is a non-linear transformation which tries to map points in high dimensional space to a lower dimension preserving the local relationships between the points. The figure verifies the hypothesis that due to the parameterization of RP embeddings and utilizing pre-trained word embeddings, CaRe is able to better capture the semantic similarity of the RPs in comparison to the base models. Due to the explicit integration of NP canonicalization in CaRe, we observed a similar desirable impact on the embeddings learned for NPs as well.
Conclusion
Open Information Extraction (OpenIE) provides an effective way to bootstrap Open Knowledge Graphs (OpenKGs) from text corpus. OpenKGs consist of noun phrases (NPs) as nodes and relations phrases (RPs) as edges. In spite of this advantage, OpenKGs are often sparse and non-canonicalized, i.e., the same entity could be expressed using multiple nodes in the graph (and similarly for relations). This renders existing Ontological KG embedding methods ineffective in learning embeddings of NPs and RPs in OpenKGs. In spite of this limitation, there has been no prior work which has focused on OpenKG embedding. We fill this gap in the paper and propose CaRe. CaRe infuses canonicalization information combined with the neighborhood graph structure to learn rich representations of NPs. Further, it captures the semantic similarity of RPs by utilizing the word sequence information in these relation phrases to parameterize the RP embeddings. Through extensive experiments on realworld datasets, we demonstrate the effectiveness of embeddings learned by CaRe.
As part of future work, we hope to extend CaRe to also utilize RP canonicalization information. Utilizing OpenKG embeddings in tasks beyond link prediction is another avenue of further work.
