Introduction
In everyday communication, sentences are naturally comprehended as part of a larger discourse. From a processing perspective, a mental model is constructed in which information units are kept in storage, and in which connections between information units are established in a coherent way. Different processing mechanisms are engaged in the construction and organization of this mental model: (long-term) semantic memory facilitates linking processes, whereas the organization and maintenance of the mental model exerts additional processing demands (here referred to as 'discourse memory', as it pertains to memory capacity that is directly relevant to the immediate discourse situation).
Using event-related brain potentials (ERPs), a centroparietal negativity peaking around 400 ms (N400) has been widely attested as a reflection of semantic memory in wordlevel and sentence-level processing [1] , whereas discourse processing has received relatively limited attention. Recent electrophysiological findings reveal that the processing of semantic and discourse memory is subserved by distinct neural mechanisms [2] . First, the integration with semantic memory is reflected in N400 modulations: the easier the integration with information that is already represented in the mental model is, the more reduced is the N400 amplitude. This converges with findings not only from lexical and repetition priming [1, 3] , but also from discourse processing [4] . While investigating discourse comprehension [2] , repetition of previously introduced entities elicited the strongest N400 reduction; entities that were based on a more indirect, inferential relationship with information in the mental model registered a more enhanced N400; and entities that failed to establish a connection with information in the mental model showed the most enhanced N400. Second, the establishment of new information in the mental model -which encumbers discourse memory capacity -is reflected in a positive deflection peaking around 600 ms after the onset of the critical entity (P600). In Ref. [2] , it was demonstrated that entities that do not already have a representation in the mental model evoke a P600 (see also Refs [5, 6] ).
Capitalizing on the observations that indirect, inferential relationships depend on both semantic and discourse memory processes [2] , this study investigated how varying the associative strength of an inferential relationship affects semantic and discourse memory resources. In the minidiscourse 'A student was shot. The next morning, a jogger found the pistol behind a tree,' an inferential relation is needed for the integration of the noun phrase (NP) 'the pistol', such that it is inferred that the pistol represents the instrument with which the student was shot. Readers and listeners draw these kinds of inferences effectively and effortlessly; nevertheless, these processes provide invaluable insights into the organization of the underlying memory system: first, during the processing of the entity 'the pistol' information from semantic memory must be recruited to form an indirect relationship with the shooting event, in which the pistol assumes the instrument role; second, despite this relationship, an independent discourse unit must be established for the pistol (to make it available for future referential acts) consuming discourse memory. Varying the degree of association between the licensing event in a context sentence and the critical NP in a target sentence, as illustrated in Table 1 , it was predicted that the qualitatively different inferences in 1-3 would be modulated by the N400 in analogy to findings from semantic priming [1] . A rather unexpected result nevertheless emerged, with no difference in the N400, but in the P600 signal. This surprising finding and its functional contribution to the P600 debate are addressed in the discussion section below.
Methods
Twenty right-handed, monolingual German speakers (eight men; 18-29 years old; mean age¼23.2 years) from the University of Marburg participated in the study after giving written informed consent. Three conditions of contexttarget sentence pairs were constructed analogous to the example stimuli in Table 1 . Context sentences varied in their strength of association with a subsequent critical NP, thereby making the critical NPs necessary, probable, or inducible instruments in the respective contexts (see Ref. [7] ). All target NPs were inanimate definite NPs, which functioned as instruments in the situation described in the context sentence. The predictability and fit of context and target sentence was assessed in a questionnaire study, in which 24 participants (12 men; 20-30 years of age; mean age¼24.0 years) rated whether the target sentence was a good continuation of the context on a seven-point scale. Statistical analyses revealed a significant three-way contrast, in the order necessary4probable4inducible context [F(2,69)¼54.15; Po0.001].
Critical sentences numbering 120 (40/condition) were interspersed with 120 filler items, which did not contain an instrument NP that required an inference. A sentenceverification question was created for each context-target sentence pair to probe the participants' attention. Each session started with two brief practice blocks. The experimental session contained 240 pseudorandomized trials and was conducted in six blocks of 40 trials each with short breaks in between. Stimuli were presented visually in the center of a computer screen in yellow letters against a blue background. Each trial began with the simultaneous presentation of three asterisks [300 + 200 ms interstimulus interval (ISI)] to fixate the participants' eyes on the screen. Stimuli were presented in a segmented manner (indicated by vertical bars in Table 1 ) for 400 ms (words) or 500 ms (phrases), with an ISI of 100 ms. Following the contexttarget sentence pair, asterisks appeared for 300 ms ( + 100 ms ISI) before a comprehension question was presented, which the participants were required to respond to by pressing a 'yes' or 'no' button on a response box. 'Yes' and 'no' responses were equally distributed across all items. Response times were restricted to 4000 ms. Following an intertrial interval of 1000 ms, the next trial started.
The electroencephalogram was recorded from 24 Ag/ AgCl scalp electrodes mounted in an elastic cap (EasyCap, Hersching-Breitbrunn, Germany), with the ground electrode at C2. Recordings were referenced to the left mastoid and rereferenced offline to linked mastoids. The electrooculogram was recorded by electrodes placed above and below the participant's left eye and at the outer canthus of each eye (to monitor the eye movements). Impedances were kept below 5 kO. All channels were amplified using a BrainVision Brain-Amp (Brain Products, Munich, Germany) amplifier and recorded with a digitization rate of 250 Hz. The ERP analysis was based on trials that registered a correct answer to the verification task and contained no artifacts. Average ERPs were time locked to the onset of the critical NP ('the pistol' in Table 1 ) and calculated per condition and participant, before grand averages were computed over all the participants. A 200 ms baseline before the critical NP was applied during averaging. Repeated-measures analyses of variance were performed with the factor CONTEXT (three levels) for lateral regions of interest (ROI) [with four levels: left anterior (F3/F7/FT7/FC5), right anterior (F4/F8/FT8/FC6), left posterior (C3/CP5/P3/P7), and right posterior (C4/CP6/P4/P8)]. All analyses were carried out in a hierarchical manner on the mean amplitude value per condition in the time windows from 300-500 ms (N400) and 550-700 ms (P600). Figure 1 presents the grand average ERPs for the three conditions. The repeated-measures analysis of variance with the factor CONTEXT in the window 300-500 ms after onset revealed no reliable effects The press reported that the pistol was probably from army stocks.
Results
The critical item occurs in the second sentence (bold).The critical context manipulation is underlined.
Discussion
At first, it comes as a surprise that varying the degree of an inferential relationship does not evoke N400 modulations, but rather differences in the P600 signature. The findings are discussed with respect to these two ERP signatures in turn. The absence of an N400 difference between the three conditions suggests that discourse-level processing differs qualitatively from lexical-semantic processing. Although research on lexical-semantic processing has demonstrated that the amplitude of the N400 is an inverse function of the relatedness and predictability of a word within a given context or word list [1] , the current findings indicate that the establishment of discourse relationships might be categorical rather than gradual (i.e. the N400 differs in the type of relation -such as inference vs. identity -rather than in the ease of integration). Although the behavioral pretest revealed a three-way distinction as a function of predictability, the ERP data demonstrate that the same computational effort is needed in the N400 range to form a relationship between the instrument and prior knowledge. Therefore, semantic memory supports lexical-semantic and discourse-level processes differently.
The posterior positivity for probable and inducible relations suggests that semantic-thematic cost is exerted and that new information must be encoded in the mental model. The data indicate that in the case of necessary relations (e.g. the student was shot with a pistol), the instrument role is already part of the discourse representation. In other words, it is an implicit argument and no additional discourse complexity arises when the NP, 'the pistol', is integrated. In contrast, for the other two events (the student was killed/found dead), the instrument -the pistol -does not represent an implicit argument, which results in increased cost for discourse memory. This increased cost can be either because the instrument role must be introduced as a new discourse entity (see Refs [2, 6] ) or because the information in the mental model must be reorganized (e.g. the killing event must be updated to a shooting event).
What are the implications of this finding for the functional characterization of the P600, which is still under considerable debate? P600 signatures have been widely observed in syntactic anomalies, including various agreement and inflectional mismatches, as well as in irresolvable phrasestructure violations [8] [9] [10] [11] . Syntactic anomalies per se are, however, not the only source of an enhanced positivity. Syntactically correct, but structurally ambiguous or complex, sentences also elicit P600 effects [12, 13] . In view of these findings, the positivity has been discussed as a measure of syntactic reanalysis and repair [9, 14] or of syntactic integration difficulty [12] . An exclusively syntactic function of the P600 has, nevertheless, been questioned early on, and the positivity has been interpreted as a general index of parsing effort, which is also impacted by taskrelated requirements [10, 11, 15, 16] . Along these lines, a debate arose over whether the P600 was a member of the P300 family [10, 11, 17] (i.e. of a P3b component that occurs when cognitive processing resources are allocated [18] ); however, see Ref. [19] for counterevidence. Complicating this debate even further, P600 effects for semantic-thematic violations (when an argument does not match the semantic requirements of a verb, as in 'The hearty meal was devouringy' [20, 21] ) and for semantic reversal anomalies have also been reported (e.g. 'The cat that fled from the micey' [22] ), which were interpreted as the detection of an incongruence between plausibility considerations and the actual observed interpretation. Such an account is somewhat reminiscent of a functional distinction made between a P600 and a late positivity, in which the latter indexes the assessment of well-formedness and the integration and combination of previously processed information into a fully coherent semantic representation that can bring to light conflicting information from previous processing stages [23] . Finally, P600 effects have been observed during discourse-level processing, when an increase in discourse complexity led to an enhanced positivity [2, 6] . In this study, stimuli were syntactically correct, unambiguous, and did not differ in syntactic complexity; hence, a syntactic explanation of the observed positivity must be rejected. The data also fail to support the notion that the positivity indexes semantic-thematic violations, as the instrument role can be integrated into the event structure. In contrast to the semantic reversal anomalies and semantic violations, the current data do not include semantic reversals, but require the integration of an unexpected instrument role. Therefore, interpretation must be enriched and specified in such a way that not only the killing event in example 2 but also the finding-dead event in example 3 is actually a shooting event that was carried out with a pistol. To this end, inferences are used to reach the most coherent interpretation, and the discourse structure is updated to yield a more specific event representation. This exerts demands on discourse memory. The positivity thus reflects difficulty in discourse organization, which arises from the need to establish an independent representation for the instrument role. Such an analysis is in line with the view that the positivity represents the evaluation of incoming information that leads to the updating of the mental model [16, 23] . More specifically, the positivity reflects parsing effort that targets discourse memory.
This finding provides additional support from discourse processing that the scalp positivity peaking around 600 ms, which has previously been observed in numerous studies [2, 6, [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] , reflects distinct language processes, and cannot be exclusively characterized as an index of processing cost in one particular language domain (such as syntax or semantics). Despite the different language processes that are reflected by the positivity, it is, nevertheless, still unclear whether these functionally distinct positivities are generated by a single neurocognitive processing system or whether each represents a clearly discernible mechanism.
Conclusion
The current study reveals a P600 that reflects thematically driven increases in discourse memory, and which indicates that a syntax-based account or one that is confined to verbargument structure violations [20, 21] cannot explain the observed pattern. The data suggest that the P600 is sensitive to expectancy [17] ; however, together with the findings from the establishment of new information units in the mental model [2, 6] , the functional contribution of the P600 can be further confined to increased discourse memory demands.
