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Riassunto 
Esistono diverse tecniche geofisiche che utilizzano campi elettromagnetici naturali, esse 
includono i metodi magnetotellurico e tellurico, il metodo AFMAG, nonché varianti minori. 
Queste metodologie sono in grado di descrivere variazioni laterali di resistività; in generale, 
solo la MT viene utilizzata per studiare le variazioni verticali della conduttività elettrica, per 
quanto riguarda la Tellurica, applicata tipicamente nella sua versione mono o bi-frequenza, 
difficilmente viene impiegata al fine di ricostruire, almeno tentativamente, la stratigrafia 
elettrica. Data la semplicità logistica di quest'ultimo metodo, un approccio quantitativo, che 
consenta cioè di caratterizzare le sorgenti anomale anche in funzione della loro profondità, 
risulterebbe di significativo interesse per l'industria dell'esplorazione. 
La prospezione Tellurica utilizza le componenti del campo elettrico naturale (tellurico), 
generato per induzione dal campo Elettromagnetico terrestre (EM), e misurato in superficie 
tramite dipoli elettrici, per ottenere informazioni sulla distribuzione di resistività nel 
sottosuolo. 
I dati ottenuti possono essere trattati attraverso diversi approcci in funzione del risultato 
ricercato, tuttavia è sempre necessario disporre di un segnale di riferimento per la 
determinazione dei parametri di interesse. Questo segnale di riferimento viene normalmente 
registrato ad una stazione base. 
La base metodologica della prospezione tellurica si basa sul calcolo del funzione di 
trasferimento tra il segnale alla stazione mobile (i) e a quella di riferimento (0); tale funzione, 
complessa, può essere calcolata, nel dominio delle frequenze, attraverso il rapporto dei due 
campi elettrici: 
                                        
𝐸(𝜔)ì
𝐸(𝜔)0
= √
𝜌𝑎𝑖(𝜔)
𝜌𝑎0(𝜔)
                                                     
Gli spettri di potenza e di fase della funzione di trasferimento sono cioè proporzionali al 
rapporto tra le resistività apparenti al di sotto del dipolo mobile e del dipolo stazione base; la 
potenza della funzione di trasferimento può quindi essere considerata una resistività relativa 
(adimensionale). 
I rapporti di resistività apparente osservati dipendono, oltre che dalla frequenza, anche 
dall'orientazione dei dipoli di misura rispetto alle principali strutture geologiche; il metodo 
viene di norma impiegato utilizzando orientazioni dipolari il più ortogonali possibile alle 
discontinuità geologiche (lungo cioè la direzione di massima variazione della resistività) e 
assumendo una simmetria bidimensionale del semispazio. Tale arrangiamento prende il nome 
di configurazione TM o E-perpendicolare. Dall'assunzione di bidimensionalità deriva inoltre 
che il campo magnetico ortogonale è invariante rispetto alla direzione del profilo. 
In questo lavoro di tesi è stata applicata la metodologia tellurica (TM), secondo una variante 
multi-frequenza, in cui vengono acquisiti segnali con una frequenza di campionamento ed una 
durata che hanno consentito di ottenere spettri in una banda che va 1 Hz fino a 8 kHz. 
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Le attività di tesi si sono principalmente concentrate sullo sviluppo (in ambiente MATLAB) 
di un algoritmo di analisi spettrale, e sull'analisi della sua performance in funzione di varie 
opzioni (ad esempio: segmentazione, finestratura e decimazione) e della presenza, o meno, di 
rumore. A tal fine sono state utilizzate serie temporali “sintetiche” ottenute tramite 
convoluzione di una serie tipica con un modello Cole-Cole. Questa analisi ha permesso di 
individuare la combinazione migliore di parametri del processing e di riconoscere i limiti 
applicativi in funzione dell'entità del rumore. 
È stato inoltre effettuato un profilo lungo una sezione che attraversa la Faglia di 
Boccheggiano, nelle Colline Metallifere della Toscana Meridionale (Montieri, GR). Questa è 
una struttura, di rilevanza regionale, che ospita una serie di giacimenti a pirite e a solfuri misti 
coltivati ed esplorati dall'antichità fino all'inizio degli anni Novanta.  
La scelta del sito è stata motivata dalla presenza di una serie di importanti discontinuità, sia 
orizzontali che sub-verticali, che mettono a contatto formazioni litologiche e/o 
mineralizzazioni con elevati contrasti di resistività reciproci. 
I risultati dell’elaborazione, limitati all'ottenimento delle Funzioni di Trasferimento nella 
banda sopra detta, hanno permesso di mettere in evidenza, nella pseudosezione di resistività 
relativa, una serie di discontinuità e formazioni geoelettriche che risultano coerenti con il 
quadro geologico. 
La pseudosezione della fase non sembra fornire risultati altrettanto positivi, sebbene nei test 
sintetici la differenza di fase fra i segnali sia stata recuperata efficacemente essa è risultata 
molto poco coerente nell'applicazione reale. Si ritiene che questo sia dovuto all'entità del 
rumore, in particolare quello antropico. 
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1. Introduzione  
Il metodo Tellurico sfrutta la presenza di correnti naturali, definite Telluriche, che circolano 
nel sottosuolo (Beyer, 1977a) e si generano per induzione dal campo Elettromagnetico 
terrestre (EM).  
La prospezione Tellurica si propone di ricavare informazioni quantitative o qualitative circa le 
proprietà elettriche dei terreni, a partire dalle componenti del campo Tellurico; esse si 
ricavano dalle differenze di potenziale tra punti sulla superficie terrestre. 
Le misure vengono eseguite attraverso la cosiddetta stazione mobile, costituita da un numero 
fisso di dipoli collineari ed equi-distanziati, al minimo due. 
I dati ottenuti possono essere trattati attraverso diversi approcci in funzione della 
polarizzazione del campo studiata e il risultato ricercato; tuttavia, indipendentemente dalla 
metodologia utilizzata, è necessario disporre di un segnale di riferimento per la definizione 
dei parametri di interesse.  
Nelle classiche applicazioni di Tellurica la registrazione del segnale di riferimento viene 
effettuata mediante una stazione base, costituita al massimo da due dipoli. La bibliografia 
disponibile riporta inoltre una Tellurica ad una o due frequenze (Beyer, 1977a, Slankis 1970), 
quelle aventi una consistente Potenza nello spettro del campo Elettromagnetico naturale. 
Il seguente lavoro di tesi è volto ad evidenziare ed approfondire alcuni aspetti del metodo 
quantitativo Tellurico Trasversale multifrequenza (TT), la cui base matematica, formulata nel 
dominio delle frequenze, si basa sul calcolo delle Funzioni di Trasferimento; si tratta del 
rapporto tra il campo elettrico registrato nei vari dipoli della stazione mobile, e il campo 
elettrico registrato nel dipolo di riferimento (facente parte della stessa stazione mobile), 
utilizzato come stazione base.  
Gli Spettri di Potenza e di Fase delle Funzioni di Trasferimento sono proporzionali al rapporto 
tra le resistività apparenti del substrato, nelle locazioni dei dipoli considerati (Beyer, 1977a).  
Nella seguente formulazione  m e b, corrispondono rispettivamente ad un generico dipolo 
della stazione mobile e al dipolo della stazione base: 
                                                       
𝐸(𝑓)𝑚
𝐸(𝑓)𝑏
= √
𝜌𝑎(𝑚)
𝜌𝑎(𝑏)
  
I valori di resistività apparente dipendono dalla direzione dipolare rispetto alle strutture 
maggiori; la modalità TT prevede che i dati di potenziale siano relativi alla componente 
ortogonale del campo Tellurico e che vengano acquisiti lungo la direzione di massima 
variazione laterale di resistività, secondo la polarizzazione TM (E-perpendicolare), facendo 
assunzione di intensità costante delle componenti parallele di campo Magnetico.  
La  metodologia TT multifrequenza può essere definita una tecnica speditiva, o di 
reconnaissance,  a basso costo e atta a coprire grandi aree. Essa mostra una certa efficacia nel 
delineare discontinuità laterali e verticali, lavorando in una banda larga di frequenze. 
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L’uso di una sorgente naturale rende questa metodologia molto sensibile al rumore; di tale 
situazione si deve tener conto, soprattutto nella scelta dei siti di misura, che generalmente 
devono essere collocati abbastanza lontano da centri urbanizzati e da fonti di disturbo, poiché 
sorgenti di tipo antropico possono sovrapporsi al segnale non consentendo una buona stima 
dei parametri desiderati. E’ inoltre sconsigliato effettuare le misurazioni in presenza di 
anomalie del Campo Magnetico Terrestre e di attività temporalesca, dal momento che il 
rumore impulsivo genera un quadro disturbato soprattutto alle alte frequenze. 
Questo tipo di prospezione presenta vantaggi sia rispetto al metodo Magnetotellurico (MT) e 
Audiomagnetotellurico (AMT), per i ridotti tempi di acquisizione, sia rispetto ai classici 
metodi Geoelettrici, ovvero Resistività e Polarizzazione Indotta (PI), perché non necessita di 
energizzazione del sottosuolo e quindi porta ad un beneficio logistico ed economico.  
I contesti di applicazione possono essere molteplici e legati alla presenza di contrasti di 
resistività delle litologie componenti il sottosuolo; l’impiego più immediato è in ambito 
minerario, tuttavia può rivelarsi un mezzo geofisico interessante sia per studi di strutture 
continentali che di dettaglio, ricerca di idrocarburi e sorgenti geotermiche. 
La tesi si sviluppa sostanzialmente in tre parti: 
 Nella prima, che comprende il secondo capitolo, di carattere puramente teorico, viene 
introdotta la metodologia Magnetotellurica (MT) e Tellurica, viene inoltre fornita una 
panoramica circa le tecniche di analisi dei dati;  
 Nella seconda parte, il terzo capitolo, vengono dettagliati gli step che compongono un 
algoritmo, implementato in ambiente MATLAB, per il conseguimento degli spettri di 
Potenza e di Fase decimati delle Funzioni di Trasferimento.  
In questa parte l’algoritmo viene applicato a due set di dati sintetici, uno con aggiunta 
di spike, uno di rumore Gaussiano. Esso presenta più possibilità di scelta circa 
l’applicazione della finestra temporale, in fase di pre processing (nove tipologie), e la 
tipologia di media in intervalli di frequenza, per la decimazione degli Spettri di 
Potenza delle TF (otto tipologie). Le combinazioni possibili generano, per ogni set di 
dati, settantadue procedure definite modelli, i cui risultati portano al conseguimento 
degli spettri di Potenza decimati delle TF, poi valutati per via statistica; 
 Nell’ultima parte, i due modelli ritenuti ottimali, vengono utilizzati per il 
processamento di dati grezzi, acquisiti tra il 19 e il 22 maggio 2015, nella campagna 
di misure geofisiche in prossimità di Boccheggiano (Com. di Montieri, GR). Il Test 
site viene effettuato lungo un profilo perpendicolare allo strike dell’omonima faglia 
mineralizzata e di due faglie minori. La stessa elaborazione mostra la risposta 
dell’algoritmo per dati reali.  
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2. Metodi di prospezione tramite campi naturali 
Il sottosuolo può essere caratterizzato dal punto di vista geologico, geotecnico e 
geomeccanico attraverso indagini indirette e dirette. Le prime permettono di osservare la 
variazione di determinati parametri fisici che, a loro volta, consentono di risalire alla struttura 
del sottosuolo, le seconde prevedono un rilievo diretto dello stesso. 
I metodi geofisici rientrano tra le indagini indirette e si differenziano per il tipo di campo 
studiato che può essere artificiale o naturale.  
Tra le metodologie della seconda categoria le più importanti sono la prospezione 
Gravimetrica, Magnetica, i Potenziali Spontanei, la Magnetotellurica e la Tellurica.  
Questi tipi di prospezione si propongono di individuare le discontinuità del sottosuolo, a 
partire dalla misura in superficie di un campo di forze naturale e dallo studio delle anomalie 
del campo stesso. 
In questo lavoro di tesi è stata applicata la metodologia Tellurica Trasversale (TT), la quale ha 
molteplici affinità con la metodologia Magnetotellurica, non solo per la definizione del 
medesimo parametro fisico e aspetti comuni della base matematica ma anche, e soprattutto, 
per la medesima sorgente dei due campi di forza misurati. 
2.1.  Campi Elettromagnetici naturali 
I campi elettromagnetici naturali sono presenti ovunque sulla superficie terrestre. La banda di 
frequenze che si estende da 1 mHz fino a 100 kHz viene definita banda Geomagnetica 
poiché, in questo intervallo di frequenze, si manifesta una grande varietà di fenomeni 
elettromagnetici naturali. 
La causa può essere attribuita a diverse tipologie di sorgenti, in genere i campi EM di bassa 
frequenza che coprono aree di interesse globale sono 
dovuti a fenomeni astronomici quali la radiazione 
cosmica (Palagio et al.,2006); un contributo importante è 
dato dal vento solare e la sua interazione con la 
magnetosfera: si tratta di un flusso di particelle cariche 
che viene espulso senza interruzione dal sole a velocità 
comprese tra 300 e 800 km/s [0]. 
Sorgenti di onde elettromagnetiche ad alta frequenza, da 
pochi Hz fino a 104 Hz, sono le scariche elettriche nella 
bassa atmosfera, ovvero i fulmini. 
Questi impulsi energetici sono principalmente causati 
dalle tempeste tropicali; le radiazioni prodotte si propagano intorno alla terra, nello spazio 
compreso tra terra e ionosfera, cavità che si comporta come guida d’onda (Fig.1) e produce 
Fig.1 
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ampiezze di risonanza, anche chiamate risonanze di Schumann, aventi la frequenza di 8 Hz o 
multipli (Volland, 1984). Onde elettromagnetiche di alta e bassa frequenza vengono riflesse e 
rifratte sulla superficie terrestre; dal momento che i contrasti di resistività tra l’atmosfera e la 
terra sono elevati, le componenti rifratte si propagano verticalmente indipendentemente 
dall’angolo di incidenza dell’onda, inoltre, siccome le sorgenti sono ad elevata distanza 
rispetto alla superficie terrestre, è lecito parlare di onde piane (Volland, 1984). 
2.1.1. La radiazione di Schumann 
Le Risonanze Schumann sono onde elettromagnetiche, quasi permanenti, presenti nella cavità 
Terra-Ionosfera (Price et al.,2007). Esse in realtà non sono sempre presenti, per esserlo 
devono essere eccitate dall’attività elettrica dell’atmosfera, rappresentata dai fulmini. 
I fulmini in sostanza si comportano come grosse antenne che irradiano energia 
elettromagnetica sotto forma di segnali impulsivi. 
Entrando più nel dettaglio la risonanza di Schumann è un’onda stazionaria, formata dalla 
sovrapposizione di altre onde che si muovono in senso orario e antiorario nella cavità Terra-
Ionosfera (Appleton et al.,1925); si tratta di una cavità sferica, anche definita cavità di 
risonanza,  il cui confine interno è la superficie terrestre e quello esterno la Ionosfera. 
La frequenza fondamentale della risonanza di Schumann si ricava attraverso il tempo che 
impiega la radiazione elettromagnetica ad attraversare, in tutte le direzioni, il guscio sferico; 
la lunghezza d’onda invece coincide con la lunghezza della circonferenza Terrestre. 
Le Risonanze di Schumann osservate sperimentalmente, vanno da 6 a 50 cicli al secondo (7.8, 
14, 20, 26, 33, 39 e 45 Hz), con una variazione giornaliera di circa +/- 0.5 Hz; questa 
radiazione è osservabile come picchi separati nella banda ELF (acronimo di extremely low 
frequency) dello spettro di potenza del campo elettromagnetico naturale [1]. 
La variazione della frequenza fondamentale può essere legata a diversi fattori, quali: 
- Forza e configurazione del campo magnetico terrestre; 
- Composizione e proprietà atmosferiche; 
- Ciclo di macchie solari; 
- Tempeste elettromagnetiche solari; 
- Proprietà elettromagnetiche terrestri. 
La radiazione presenta una componente stazionaria, dovuta al fatto che la frequenza media di 
ripetizione delle scariche atmosferiche è molto maggiore della frequenza di risonanza, e una 
componente impulsiva, prodotta dalle stesse scariche atmosferiche che eccitano i moti di 
risonanza (con frequenze che vanno da pochi Hz fino a 10.000 Hz).  
In Fig.2 sono rappresentati i segnali di risonanza longitudinale della cavità Terra-Ionosfera 
(risonanza Schumann), dove è possibile osservare le due componenti che caratterizzano la 
banda di frequenze; ovvero la componente non stazionaria dovuta a transienti di grande 
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potenza (>1 GW) e la componente quasi stazionaria eccitata dalle scariche elettriche 
atmosferiche (44 al s) [2]. 
 
 
Fig.2 
2.1.2. La radiazione Cosmica Primaria e Secondaria 
Nella radioattività naturale terreste si distinguono una componente di origine terrestre e una 
componente di origine extra-terrestre. La prima è dovuta ai radionuclidi, cosiddetti 
primordiali, presenti in varie quantità nei materiali inorganici della crosta terrestre (rocce, 
minerali) fin dalla sua formazione [3]. 
La seconda è costituita dalle radiazioni Cosmiche, definite primarie,  prodotte da diverse 
sorgenti extraterrestri e rese isotrope dall’azione dei campi magnetici [2], il cui contributo 
fondamentale è il vento solare. Il vento solare è principalmente composto da elettroni e 
protoni, con energie normalmente comprese tra 1.5 e 10 keV. Questo flusso mostra 
temperature e velocità variabili nel tempo, con andamenti legati al ciclo undecennale 
dell'attività solare [2].  
Le particelle del vento solare vengono intrappolate nella magnetosfera e deflesse 
perpendicolarmente alla loro 
direzione di propagazione e alle linee 
di forza del campo magnetico 
terrestre.  
L’effetto globale di questo fenomeno 
è una brusca diminuzione del campo 
magnetico terrestre, di qualche nT, in 
una limitata zona di spazio detta 
Magnetopausa, che rappresenta il 
limite esterno della Magnetosfera e la 
quale risulta essere fortemente 
influenzata dal campo magnetico 
terrestre (De La Cotardière, 2006).    Fig.3 
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La Magnetopausa tende a spostarsi avanti e dietro al variare dell’energia del vento solare. Il 
suo bordo è più schiacciato verso la terra nella direzione del vento solare, arrivando a distanze 
di 4-5 raggi terrestri, mentre tende ad allungarsi, fino a 10-20 raggi terrestri, nella direzione 
opposta (Fig.3). Questo fenomeno si accentua in occasione delle tempeste magnetiche che si 
verificano in periodi di più intensa eruzione delle macchie solari. 
Le pulsazioni della Magnetopausa generano all’interno della Ionosfera onde magneto-
idrodinamiche,  ovvero correnti elettriche indotte; In sostanza, la propagazione del vento 
Solare, e la sua interazione con la Magnetosfera, modifica il campo magnetico terrestre che 
trae origine nella Magnetopausa [3].  
L'emissione da parte di stelle ordinarie, analoga o più intensa dell'emissione solare, fornisce 
una parte dei raggi cosmici primari nell'intervallo più basso di energia, mentre una possibile 
sorgente di raggi cosmici, nell'intervallo di energia fino a 1012 eV, è stata recentemente 
individuata nelle esplosioni delle supernovae [2].  
Soffermandosi sulla componente di origine extra-terrestre, la radiazione cosmica primaria, 
che  risulta essere composta da particelle ad altissima energia (precisamente protoni, per circa 
il 90%, nuclei di elio, quasi il 10%, in piccola parte elettroni, fotoni, neutrini e antimateria, 
cioè positroni ed antiprotoni (Anderson ,1933), 
viene assorbita nello strato più alto 
dell'atmosfera e, interagendo con i nuclei delle 
molecole (di cui sono composti questi strati 
dell’atmosfera), svolge un’azione ionizzante, 
allontanando gli elettroni dall’orbita esterna 
degli atomi colpiti dalle radiazioni. 
Segue la formazione di ioni, cioè di particelle 
elettricamente cariche, e la generazione dalla 
base della ionosfera di un processo a cascata, 
con conseguente emissione di un’altra 
radiazione cosmica definita radiazione cosmica secondaria. 
Quest’ultima si propaga, a sciami, verso la Terra, raggiungendo il suolo con intensità 
fortemente attenuata (Fig.4). La radiazione cosmica secondaria è costituita da due componenti 
le quali si comportano in maniera differente in funzione del mezzo attraversato. 
La prima delle due componenti, circa il 30% della radiazione secondaria, è composta da 
elettroni, fotoni ed in minima parte da protoni, kaoni e nuclei[4]; essa presenta una bassa 
capacità di penetrazione. La seconda componente, circa il 70%, è composta principalmente da 
muoni, cioè particelle fondamentali con carica elettrica negativa, e presenta una maggiore 
capacità di penetrazione (Anderson, 1933). Il flusso della radiazione cosmica primaria non si 
mantiene costante nel tempo, ma è soggetto a variazioni, sia per quanto riguarda il numero 
delle particelle incidenti, sia per quanto riguarda il loro spettro di energia. Lo studio delle 
   Fig.4 
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variazioni temporali primarie è stato realizzato per mezzo di registrazioni al suolo delle 
componenti della radiazione cosmica secondaria [2]. 
Allo stato attuale delle conoscenze, i principali processi che danno luogo a variazioni 
temporali di intensità dei raggi cosmici primari, si fanno risalire più o meno direttamente 
all'attività solare [1] e si possono sintetizzare in: 
1) Aumenti occasionali di intensità associati ai brillamenti solari. L'entità dell'aumento, 
variabile da un evento all'altro, raggiunge talvolta valori altissimi, fino ad un fattore 50 
per l'intensità della componente secondaria, e ad un fattore di 1000 per l'intensità della 
componente primaria. Nello spettro di energia questo fenomeno si identifica con un 
aumento delle radiazioni di bassa energia rispetto allo spettro di energia della 
radiazione cosmica normale [2]. 
2) Diminuzioni di Forbush, consiste in abbassamenti bruschi d'intensità della radiazione 
cosmica primaria in associazione a perturbazioni geomagnetiche e aurorali. In questa 
categoria rientrano sia variazioni di carattere occasionale che periodico o quasi 
periodico (Iucci et al., 1979). Il calo (circa del 15%) avviene per lo più in poche ore, 
mentre il ritorno al valore normale avviene in tempi dell'ordine di giorni o di settimane 
(Mariani & Molina, 1960). L’origine della fenomenologia non è ancora del tutto 
chiara, tuttavia si suppone che l'arrivo di nuvole di plasma solare, dotate di velocità 
dell'ordine di 1000-2000 km/sec e contenenti campi magnetici congelati, produca un 
effetto di schermo sulla radiazione cosmica nelle vicinanze della Terra; 
3) Variazione legata alle macchie solari, si tratta di una fenomenologia che presenta un 
carattere periodico, esattamente con cadenza di undici anni, e si presenta in 
anticorrelazione  con l'attività solare; l'intensità media dei raggi cosmici è massima 
quando è minimo il numero delle macchie solari (numero di Wolf), e viceversa. Il 
fenomeno si interpreta come un processo di modulazione dell'intensità galattica dei 
raggi cosmici per effetto di una ciclica variazione dello stato elettromagnetico 
dell'intero spazio interplanetario, in questa visione solo in condizioni di minimo 
dell'attività solare il flusso galattico imperturbato è osservabile nelle vicinanze della 
Terra (Mariani & Molina, 1960); 
4) Variazione dovuta al periodo sinodico della rotazione solare, tale avviene con una 
ricorrenza di ventisette giorni, ovvero ogni ventisette giorni si registrano dei massimi e 
minimi di intensità di radiazione cosmica poco pronunciati; 
5) Effetto diurno, si tratta di variazioni originate dalla rotazione della Terra e della 
magnetosfera ad essa solidale (Mariani & Molina, 1960). 
Da cui deriva che i raggi cosmici secondari non giungono sulla superficie terrestre con la 
stessa quantità, la quantità di radiazione dipende infatti da una serie di altri parametri, quali:  
1) Inclinazione con cui il raggio cosmico primario incontra la Magnetosfera e latitudine 
magnetosferica; ai poli il contributo di radiazione cosmica è maggiore rispetto alle 
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zone equatoriali. Se la radiazione cosmica giunge radialmente verso i poli 
geomagnetici, avrà libero accesso nell'atmosfera anche con bassa energia, mentre, se 
incontra la Magnetosfera nel piano equatoriale, essa interagirà maggiormente con il 
campo Magnetico terrestre che presenta  linee di forza tangenziali; pertanto la 
radiazione avrà maggior difficoltà a giungere nell’atmosfera se non dispone di una 
quantità di energia maggiore [5]; 
2) Altitudine rispetto alla superficie topografica, all’aumentare della quota diminuisce lo 
spessore d’aria che fa da schermo alle radiazioni e aumenta la quantità di radiazione 
EM;  
3) Energia della radiazione cosmica primaria, se l’energia è troppo debole la sua 
traiettoria viene curvata dal campo magnetico terrestre, pertanto non raggiunge 
l'atmosfera terrestre e viene riflessa nello spazio interplanetario (Mariani & Molina, 
1960). 
2.1.3. Le correnti Telluriche  
Sulla crosta terrestre sono presenti diverse tipologie di correnti elettriche; alcune sono 
artificiali, come quelle originate dalle linee elettriche, altre sono dovute, in presenza di 
particolari circostanze geologiche, ad effetti elettrochimici locali, un esempio i giacimenti 
conduttivi che possono essere sede di attività elettrica permanente. 
Altre correnti possono essere attribuite a precipitazioni atmosferiche, piuttosto che 
evaporazione, al vento e a particolari variazioni di temperatura ecc.  
Tutti i suddetti fenomeni avvengono in aree di estensione limitata, pertanto sono 
fenomenologie locali. Esistono altri tipi 
di correnti che invece coprono aree di 
estensione globale e sono causate da 
altri tipi di fenomeni; campi  
elettromagnetici naturali, sia quelli 
eccitati nella cavità Ionosfera–Terra da 
fenomeni di elevata energia di tipo 
impulsivo (Risonanza di Schumann), 
sia quelli generati alla base della 
Ionosfera per effetto della Radiazione 
Cosmica primaria (Radiazione Cosmica 
Secondaria), inducono nella crosta 
terrestre delle correnti elettriche, 
definite correnti Telluriche (Medi, 
1948). Più nel dettaglio il campo elettromagnetico raggiunge la superficie terrestre, una parte 
   Fig.5 
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si riflette, la restante parte viene rifratta e penetra nel sottosuolo, propagandosi in profondità e 
generando, per induzione, le correnti Telluriche (Medi, 1948).  
Le correnti Telluriche descrivono larghi pattern circolari che mantengono una posizione fissa 
rispetto al sole e alla rotazione terrestre (Fig.5). 
Normalmente scorrono in piani paralleli alla superficie e, a meno di variazioni di resistività 
del semispazio, si estendono ad elevate profondità per basse frequenze (Dahlberg, 1945); esse 
inoltre sono variabili in direzione e intensità e determinano un gradiente di potenziale, sulla 
superficie terrestre, di circa 10 𝑚𝑉 𝑘𝑚−1. 
2.2. Il metodo Magnetotellurico 
La prospezione Magnetotellurica (MT) è un metodo di indagine passivo basato sul 
presupposto che, in un dato luogo, il campo elettromagnetico terrestre totale (primario e 
secondario) subisce variazioni nel tempo (Price, 1962). 
Dalla misura della variazione temporale del campo EM è possibile ricavare informazioni 
relative alle proprietà elettriche del sottosuolo; infatti il rapporto tra le intensità misurate in 
superficie delle componenti orizzontali del campo elettrico e magnetico, fornisce una 
grandezza fisica che ha le dimensioni di un’impedenza elettrica, il cui andamento è legato alla 
distribuzione della resistività del mezzo attraversato (Cagniard, 1953). 
Il campo elettromagnetico naturale è detto anche campo Magnetotellurico o, più brevemente, 
MT (Cagniard, 1953) e ha uno spettro di frequenza che va da 10-5 Hz a migliaia di Hz, le 
frequenze superiori a 10 Hz sono principalmente generate dai fulmini.  
Uno dei vantaggi del metodo Magnetotellurico è rappresentato dall’elevato contenuto in 
frequenza delle sorgenti e dai valori di resistività media delle rocce di crosta e mantello 
superiore, che permettono indagini del sottosuolo che coprono un elevato range di profondità 
in funzione dello skin depth elettromagnetico (Dahlberg, 1945), calcolabile come:  
1.                                 𝛿 = 503√
𝜌
𝑓
  
Dalla (1.) la profondità di penetrazione delle onde elettromagnetiche nel sottosuolo è 
inversamente proporzionale alla radice della loro frequenza e direttamente proporzionale alla 
radice della  resistività delle rocce attraversate. 
Tuttavia, l’utilizzo di un metodo a sorgente naturale, implica il non controllo delle stesse 
sorgenti utilizzate; di cò si deve tener conto, soprattutto nella scelta dei siti di misura, che 
devono essere abbastanza lontani da centri fortemente urbanizzati, dove sorgenti di tipo 
antropico (reti ferroviarie, linee elettriche, etc) possono sovrapporsi ed oscurare la sorgente 
MT, impedendo la corretta stima della resistività (Cagniard, 1953).  
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2.2.1. Equazioni principali 
Cagniard (1953) fu il primo ad intuire le possibilità applicative del metodo Magnetotellurico. 
Le correnti Telluriche e il campo Magnetico Terrestre, che le induce, sono legati alle leggi 
dell’elettromagnetismo; è possibile stabilire delle relazioni tra le proprietà del mezzo, in cui 
avviene la propagazione, cioè il terreno, e le grandezze elettromagnetiche (Patella & 
Mauriello, 1999). 
Per determinare il meccanismo di propagazione e attenuazione delle onde EM è necessario 
fare ricorso alle equazioni di Maxwell. 
Se la propagazione avviene in un mezzo non isotropo, non lineare e non omogeneo, le 
equazioni di Maxwell possono essere scritte come: 
1.1            ∇ ∙ D⃗⃗ = ⍴      ⟶        ∇ ∙ E⃗ =
ρ
ε
  
1.2           ∇ × D⃗⃗ = −
1
ε
∂B⃗⃗ 
∂t
    ⟶   ∇ × E⃗ = −
∂B⃗⃗ 
∂t
  
1.3            ∇ ∙ B⃗ = 0 
1.4            ∇ × B⃗ = μJ + μ
∂D⃗⃗ 
∂t
= μσE⃗ +  με 
∂E⃗⃗ 
∂t
  
Dove: 
- ?⃗? , corrisponde al campo elettrico nel vuoto; 
- ?⃗? = 𝜀0𝐸 + 𝑃,  rappresenta il campo elettrico nei materiali, anche detto induzione 
elettrica, e tiene conto della polarizzazione elettrica P;  
- ?⃗?  è il campo magnetico nel vuoto, anche detto induzione magnetica; 
-  𝐻⃗⃗  ⃗  =
B
μ0 
+  M , rappresenta il campo magnetico nei materiali, tiene conto 
della polarizzazione magnetica M; 
- 𝜌,  è la densità di carica elettrica; 
- 𝐽 = ⍴v  è il vettore densità di corrente elettrica, con v che corrisponde alla velocità di 
deriva delle cariche in moto. Tale può anche essere scritto come 𝐽 = σE; 
- 𝜀, μ  e σ sono rispettivamente la permittività elettrica, la permeabilità magnetica e la 
conducibilità elettrica.  
E’ utile ricordare che, in base al mezzo in cui avviene la propagazione, queste tre grandezze 
possono essere caratterizzate in maniera differente: 
 Per un mezzo non omogeneo ,  e sono funzioni di punto;  
 Per un mezzo anisotropo ,  e sono tensori;  
 Per un mezzo non lineare ,  e sono funzioni di ?⃗?  ed  𝐻⃗⃗  ⃗. 
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Le equazioni omogenee (1.2) e (1.3), rappresentano in forma differenziale, cioè valida 
localmente, rispettivamente la Legge di Faraday e la Legge di Gauss per il campo Magnetico. 
La prima descrive il fenomeno dell'induzione elettromagnetica che da luogo, in presenza di 
un flusso di campo magnetico attraverso una superficie delimitata, ad un campo elettrico 
variabile nel tempo. La seconda descrive l'inesistenza di cariche magnetiche isolate, 
o monopoli magnetici; entrambe valgono sia nel vuoto che in mezzi materiali. 
 Le equazioni (1.1) e (1.4), rispettivamente la Legge di Gauss per il campo elettrico e la 
Legge di Maxwell Ampere, descrivono il modo in cui la materia interagisce con i campi 
elettrici e magnetici polarizzandosi. La trattazione più generale delle Equazioni di Maxwell 
incontra, per l’applicazione alla Magnetotellurica, serie difficoltà se non si ricorre a ipotesi 
semplificatrici; alcune di queste riguardano lo spazio in cui avviene la propagazione 
dell’onda, altre riguardano caratteristiche della stessa perturbazione EM (Slankis, 1970): 
1) Lo spazio, dove avviene propagazione, viene considerato omogeneo e isotropo; 
2) Lo spazio non deve contenere sorgenti;  
3) Le correnti di spostamento possono essere trascurate considerando i range di 
frequenze utilizzate nella MT; 
4) Le onde EM vengono considerate piane, perché la sorgente è posta a distanza infinita 
dal punto di osservazione del fronte d'onda, che viene quindi assunto essere 
localmente piano;  
5) La propagazione delle onde piane avviene normalmente al suolo;  
6) Il campo Magnetotellurico viene considerato come un fenomeno armonico. Le 
variazioni tempo-dipendenti del campo, pur non presentando carattere sinusoidale, 
corrispondono alla sovrapposizione di sinusoidi con periodo diverso. Viene assunto 
che l'onda sia sinusoidale (monocromatica) e viene imposto che la soluzione sia a 
variabili separate del tipo:  
1.5                   {
   𝐸(𝑟, 𝑡) =  𝐸(𝑟)𝑒𝑖𝜔𝑡   
 𝐻(𝑟, 𝑡) =  𝐻(𝑟)𝑒𝑖𝜔𝑡 
       
Dove :  
- ω = 2𝜋𝑓, corrisponde alla pulsazione;  
- eiωt = cos(ωτ) + 𝑖sin(ωτ) , secondo la formula di Eulero.  
Con queste assunzioni le equazioni di Maxwell, per l’applicazione alla Magnetotellurica, 
possono essere riscritte come: 
1.6                  ∇ ∙ E⃗ = 0  
1.7                  ∇ ∙ B⃗ = 0  
1.8                  ∇ × E⃗ = −
∂B⃗⃗ 
∂t
  
1.9                 ∇ × B⃗ = μJ + μ
∂D⃗⃗ 
∂t
= μσE⃗ +  με 
∂E⃗⃗ 
∂t
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Considerando l’onda EM un segnale periodico allora la (1.8) e la (1.9) possono essere riscritte 
come (Slankis, 1970) : 
 2.           ∇ × E⃗ = −
∂B⃗⃗ 
∂t
= −μ
∂H⃗⃗  
∂t
= −iωμH⃗⃗    
2.1          ∇ × B⃗ = μJ + μ
∂D⃗⃗ 
∂t
  → ∇ × H⃗⃗ = J + ε 
∂E⃗⃗ 
∂t
= σE⃗ + iωεE⃗    
Le due equazioni presenti nella (1.5) vengono combinate attraverso l’equazione di Helmholtz; 
si tratta di un'equazione le cui soluzioni sono autofunzioni del Laplaciano, ovvero funzioni 
armoniche tempo-dipendenti. La forma canonica dell’equazione di Helmoltz è del tipo 
(Alimov, 2002): 
 2.2                      ∇2A(r, t) + k2A(r, t) = 0 
Dove: 
- ∇2 è l'operatore di Laplace;  
- k  corrisponde al Vettore d'onda. 
Considerando la (1.5) l’equazione di Helmholtz può essere espressa come: 
2.3                     ∇2 [
E(r, t)
H(r, t))
] + k2 [
E(r, t)
H(r, t)
] = 0 
Dove:   
2.4                 k2  = { 
𝜔2
𝑐2 
− iωμσ + 𝜀𝜇𝜔2         
    
La prima in alto nella (2.4), vale per l’equazione d’onda acustica, la seconda per l’equazione 
d’onda elettromagnetica. Si vuole ora trovare una funzione del campo elettrico e magnetico 
che risolva l’equazione di Helmholtz.  
La permettività elettrica è una grandezza fisica che dipende dalla frequenza del campo; alle 
frequenze utilizzate in Magnetotellurica la permettività elettrica del suolo può essere 
trascurata,  per cui, la costante di propagazione k2 è principalmente dettata dal termine di 
conduzione: 
2.5                      k2 = − 𝑖𝜔𝜇𝜎 
Dalla 2.5 si deduce che l’equazione di Helmholtz diventa una equazione di diffusione 
complessa. La costante di propagazione per l’aria è differente perché il coefficiente di 
conduzione si annulla e  k2 = +𝜀𝜇𝜔2; da ciò si deduce che la costante di propagazione nel 
terreno ha un valore maggiore rispetto a quello dell’aria quindi, indipendentemente 
dall'angolo di incidenza del campo di origine, il campo elettromagnetico rifratto viaggia verso 
il basso, come un'onda piana (Slankis, 1970). 
L’assunzione di onde EM piane all'interno della terra è stata criticata da Wait (1954) e Price 
(1962); essi hanno dimostrato che l’assunto è valido in presenza di un campo incidente 
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uniforme su distanze orizzontali molto più grandi rispetto alla profondità di penetrazione delle 
onde EM nel terreno. Il problema diventa rilevante alle basse frequenze, tuttavia Madden e 
Nelson (1964) hanno concluso che, per modelli reali di conduttività del terreno, l’assunzione 
di onda piana è valido per un range di frequenze compreso tra 10-4  a 10 4 Hz. 
La soluzione dell’equazione di Helmholtz, per una terreno omogeneo o stratificato 
orizzontalmente  è semplice perché, per la natura unidimensionale del problema, tutti i campi 
sono lateralmente invarianti (Slankis, 1970), ovvero vale la relazione: 
-                  
𝜕
𝜕𝑥
=
𝜕
𝜕𝑦
= 0  
Considerando ora le componenti di due campi ortogonali, rispettivamente Ex e Hy, 
l’equazione di Helmholtz diventa un’equazione scalare, da cui è possibile ottenere le due 
componenti sotto particolari assunzioni. Il risultato, inserito nelle equazioni di Maxwell, 
consente di ricavare il legame tra le due componenti (Appendice A). 
E’ necessario ora ricavare una formula per dedurre il valore di resistività del mezzo, in cui 
avviene la propagazione del campo EM, attraverso il valore delle stesse componenti di campo 
Elettrico e Magnetico. A questo scopo viene introdotto il concetto di impedenza caratteristica 
del mezzo Z, inteso come il rapporto tra il valore del campo Elettrico e Magnetico del mezzo 
interessato dalla propagazione di un campo EM esterno (Slankis, 1970), da cui si ricava il 
valore di resistività apparente come (Appendice A): 
  2.6                                 ρ𝑎 = (
1
ωμ
) ∙ |Z|2      Ὡ𝑚  
Con : 
                                          | 
E(x)0
H(y)0
 |
2
= | 
E(y)0
H(x)0
 |
2
= |Z|2  
Questa equazione rappresenta l’esistenza di una relazione tra ampiezza del Campo Magnetico, 
gradiente di tensione indotto nel terreno e resistività del mezzo in cui avviene propagazione 
dell’onda EM (Norinelli, 1982).  
La (2.6), chiamata comunemente relazione di Cagniard (1953), può anche essere riscritta 
come:  
2.7                                   ρ𝑎 = 0.2T ∙ |Z|
2  
Dove:   
- ρ𝑎 = Resistività in Ohm-metro; 
- T = Periodo in secondi; 
- Z = Impedenza caratteristica del mezzo in Ohm. 
Attraverso (2.7), misurando contemporaneamente il campo magnetico e il campo elettrico 
associato, in una determinata posizione sulla superficie terrestre, è possibile determinare la 
resistività del mezzo in cui avviene propagazione dell’onda EM; Se il terreno è omogeneo i 
valori misurati corrispondono alla resistività reale, in caso di disomogeneità si ottengono 
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delle misure di resistività apparente; tale dipende dalla stessa resistività e spessore degli strati 
orizzontali di cui si compone il terreno. Inoltre, poiché l'angolo di fase e la resistività misurata 
dipendono dalla frequenza, misurando a diverse frequenze è possibile determinare 
approssimativamente le variazioni di resistività con la profondità (Slankis, 1970). 
2.2.2.  Strumentazione utilizzata in Magnetotellurica  
La prospezione MT è impiegata per rilevare l’impedenza elettrica sulla superficie terrestre 
attraverso la misura delle tre componenti ortogonali del campo magnetico (Hx, Hy, Hz) e 
delle due componenti orizzontali del campo elettrico (Ex, Ey), in un range di frequenze più o 
meno ampio a seconda del target dell’acquisizione. 
La strumentazione è composta da un sistema di acquisizione di dati EM multicanale, 
solitamente corredato da antenne GPS, una interna al ricevitore ed una esterna utile per la 
sincronizzazione dei canali, sensori magnetometri ed elettrodi non polarizzabili. Nella pratica 
sperimentale sono utilizzate diverse disposizioni degli strumenti in funzione del numero di 
canali disponibili e della logistica. Entrando più nel dettaglio la stazione MT comprende 
solitamente: 
- Un ricevitore multicanale, ogni canale è corredato da una memoria di massa di 
capacità variabile in funzione dell’entità dei dati da memorizzare;  
- Sensori magnetici, ovvero bobine di induzione, disposti ortogonalmente, essi 
permettono la misura del campo Magnetico nelle direzioni NS ed EW;  
- Set di elettrodi non polarizzabili per la misura delle componenti del campo Elettrico, 
connessi da un cavo di lunghezza variabile;  
- Set di cavi, accumulatori e parti di ricambio. 
Sternberg & Stanfield (1977) descrivono in 
maniera dettagliata il tipo di acquisizione MT, 
mostrando una configurazione tipica dei sensori di 
campo Elettrico e Magnetico (Fig.6). I tempi di 
acquisizione sono variabili a seconda delle fonti di 
disturbo presenti e del target dell’acquisizione. 
Poiché si acquisiscono dati in un punto,  per 
ottenere una sezione, è necessario fare misure in 
più punti lungo un allineamento, con una spaziatura 
adeguata in funzione della risoluzione richiesta. 
Gamble et al. (1979) hanno dimostrato che l’errore 
nella stima dell’impedenza può essere ridotto 
attraverso l’uso di una stazione remota, in questo 
modo, i campi misurati in una stazione, vengono usati come referenza per l’altra. 
       Fig.6 
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2.2.3. Cenni sul metodo AudioMagnetoTellurico (AMT) 
Nelle prospezioni EM passive, oltre la metodologia 
MT, rientra anche il metodo AMT (acronimo di Audio 
Magnetic Telluric) e AFMAG (Audio Frequency 
Magnetotelluric). 
Il metodo AMT viene descritto dettagliatamente da 
Strangway et al. (1973); se la prospezione MT misura le 
tre componenti ortogonali del campo magnetico (Hx,y,z ) 
e le due componenti orizzontali del campo elettrico 
(Ex,y) nella banda di frequenze comprese tra 10
-4 e 10 
Hz (Tikhonov, 1950; Cagniard, 1953), la metodologia 
AMT misura le stesse componenti per un range di 
frequenze compreso tra 10 e 104 Hz (Strangway et 
al.,1973), pertanto, nella pratica, si tratta della stessa 
metodologia (Fig.7).La funzione di riferimento è 
sempre data dalla relazione di Cagniard (1953), che 
permette di ricavare la resistività apparente sfruttando 
il concetto di impedenza di un’onda piana:  
                             𝜌𝑎 = 0.2𝑇 |
𝐸𝑥
𝐻𝑦
|
2
= 0.2𝑇 |
𝐸𝑦
𝐻𝑥
|
2
  
Dove:   
- 𝜌𝑎 , Resistività apparente in Ohm-metro; 
- T , periodo della radiazione EM in sec; 
- Ex , componente nord-sud del campo elettrico; 
- Ey , componente est-ovest del campo elettrico; 
- Hx , componente nord-sud del campo magnetico; 
- Hy ,componente est-ovest del campo magnetico. 
2.3. Metodo Tellurico 
Il metodo Tellurico misura correnti elettriche naturali definite Telluriche. Come sottolineato 
nell’introduzione esistono diverse metodologie di acquisizione e trattamento di dati di 
Tellurica, da cui deriva un prodotto finale che può essere di tipo qualitativo o quantitativo. La 
base metodologica dei differenti approcci è la misura della differenza di potenziale, generata 
dalle stesse correnti naturali. 
Per il rilevamento si ricorre ad una stazione mobile, ovvero ad un certo numero di elettrodi di 
potenziale (polarizzabili o non polarizzabili in funzione delle frequenze considerate), 
            Fig.7 
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collineari, equispaziati, lungo uno stendimento, e collegati da un cavo elettrico; nel caso più 
semplice vengono utilizzati tre elettrodi. 
Alcuni metodi richiedono anche l’uso di una stazione base, possibilmente posizionata in 
un’area di campo uniforme e di geologia nota (Beyer, 1977a), in cui la resistività del 
semispazio sia la medesima in tutte le direzioni. In presenza di un terreno omogeneo: 
1) Il vettore del campo Tellurico descrive una circonferenza;  
2) Non ci sono differenze tra le risposte ottenute contemporaneamente nei vari dipoli; 
3) Tra le risposte può essere presente una piccola variazione di fase. 
In presenza di un terreno non omogeneo: 
1) Il vettore del campo tellurico descrive un ellisse; 
2)  Le correnti telluriche tendono a fluire secondo direzioni preferenziali, pertanto si 
manifestano anomalie messe in evidenza dalle misure; 
3) Le risposte possono presentare notevoli differenze di fase. 
La spaziatura tra gli elettrodi è solitamente compresa 
tra i 300 e i 600 m, nell’esplorazione petrolifera e 
geotermica, e sotto i 50 metri per l’esplorazione 
mineraria. 
Nelle prime applicazioni, negli anni 50-60, il cavo 
elettrico era integrato da un filtro passa-banda, e le 
misurazioni venivano fatte ad una, massimo due 
frequenze, in genere quelle aventi una consistente 
potenza nello spettro del campo EM naturale (Beyer, 
1977a), (Fig.8). 
Questa modalità è stata sostituita in questo lavoro di 
tesi con il rilevamento in una banda di frequenze. Nel 
caso di stazione mobile composta da due dipoli, si può 
operare spostando la stazione mobile della lunghezza di un dipolo, ovvero disponendo il 
primo elettrodo nel posto dell’elettrodo centrale (Boissonas & Leonardon, 1948); questo tipo 
di configurazione permette misure di differenze di potenziale Tellurico di dipoli consecutivi 
nella direzione della linea di acquisizione (Fig.9).  
Nel caso di stazione mobile con numero di dipoli maggiore, avviene una traslazione rigida 
rispetto al dipolo centrale. L’orientazione delle linee di acquisizione può essere differente in 
funzione della modalità di polarizzazione del campo considerata e delle componenti 
Telluriche studiate (Slankis, 1972).  
Con modalità TM, o H_polarizzazione, si realizzano linee ortogonali allo strike della struttura 
bidimensionale, ovvero lungo la direzione di massima variazione laterale di resistività (asse 
X, Fig.10), o viceversa, conduttività. In questo caso, attraverso la stazione mobile, viene 
valutata la componente tellurica perpendicolare allo strike della struttura geologica.  
              Fig.8 
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Nel caso in cui le linee di acquisizione siano orientate perpendicolarmente alla direzione di 
massima variazione laterale di resistività (asse Y, Fig.10; Slankis et al.,1972), ovvero 
parallelamente allo strike della struttura geologica, si parla di modalità TE, o 
E_polarizzazione, e viene studiata la componente parallela del campo Tellurico. Se le linee di 
acquisizione presentano un angolo arbitrario rispetto allo strike, allora devono essere 
considerate sia le componenti della polarizzazione TM che TE (Slankis et al., 1972). 
Considerando una linea di acquisizione ortogonale allo strike della struttura e una stazione 
mobile composta da due dipoli è possibile misurare le componenti di campo tellurico, 
perpendicolari e parallele, in funzione della disposizione dipolare riportata rispettivamente in 
Fig.11(a,b). 
Assumendo che il campo Tellurico sia uniforme, è possibile stimare la relazione che lega la 
differenza di potenziale, tra due punti sulla superficie (∆𝑉), al campo elettrico (E) 
combinando le equazioni che descrivono la forza elettrica 𝐹𝑒 e lavoro elettrico 𝐿𝑒 (Appendice 
B) : 
2.8                               𝐸 =
∆𝑉
𝑙
    
Con l, lunghezza dipolare. Grazie alla relazione 2.8, tenendo conto dell’assunzione fatta, è 
possibile ricavare per i vari dipoli, costituenti stazione mobile e base, i valori unitari o i vettori 
di campo elettrico, in funzione della banda di frequenze utilizzata. I risultati ottenuti possono 
ora essere trattati attraverso differenti tipi di approcci. 
   Fig.10                                                                              Fig.11(a,b) 
Fig.9 
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2.3.1. Profondità di investigazione del metodo Tellurico  
Le profondità di investigazione caratteristiche della prospezione Tellurica vanno dalle decine 
di metri fino a profondità dell'ordine dei km, sono le frequenze utilizzate a discriminare i vari 
livelli di profondità esplorati, data la proporzionalità tra la profondità di penetrazione delle 
onde e la loro lunghezza d’onda. 
Per questo le frequenze più alte si attenuano più velocemente all'interno della terra e 
contengono informazioni su strati più superficiali, mentre le basse frequenze risultano 
correlate a strati più profondi. Un criterio per individuare la massima profondità di 
investigazione in metri nel semispazio è dato da Bostick (1961) : 
2.9                                 D = 355√
𝜌
f
   
Dove : 
- D è la profondità in metri; 
- 𝜌 è la resistività del semispazio; 
- f è la frequenza in Hz. 
Un secondo criterio, già analizzato per la prospezione MT, è rappresentato dallo skin depth 
elettromagnetico (Dahlberg, 1945): 
                                         𝛿 = 503√
𝜌
𝑓
  
Dove 𝛿 fa riferimento alla profondità alla quale la densità di corrente vale 1/e, ovvero circa 
0,37 volte quella presente sulla superficie terrestre. 
2.3.2.   Metodologie per il trattamento di dati di prospezione Tellurica 
I dati ricavati da prospezione Tellurica possono essere trattati attraverso differenti approcci. 
E’ utile ricordare che in funzione della: 
1) Configurazione strumentale; 
2) E tipo di approccio scelto; 
La stazione mobile può risultare o meno fondamentale; ne deriva l’individuazione e 
valutazione di parametri differenti. 
Una metodologia quantitativa è rappresentata dalla prospezione TT, utilizzata in questo lavoro 
di tesi, che studia la polarizzazione TM, ovvero la componente ortogonale del campo 
Tellurico; questa metodologia si propone di studiare le caratteristiche elettriche del sottosuolo 
attraverso rapporti di campo elettrico in dominio delle frequenze, la trattazione di dettaglio è 
rimandata nel Capitolo.3. In questo paragrafo vengono invece discusse le metodologie che 
necessitano dello studio della polarizzazione TE e TM, ovvero delle componenti parallele e 
ortogonali del campo Tellurico e sono prevalentemente di tipo qualitativo.  
24 
 
E’ noto che sopra una struttura geologica la resistività non è la stessa in tutte le direzioni; il 
campo elettrico varia con la direzione e il vettore di campo Tellurico descrive un’ellisse, con 
asse maggiore orientato secondo la direzione di resistività minima, ovvero nella direzione del 
massimo flusso di corrente in quel punto (Slankis et al., 1972).  
L’approccio qualitativo si propone principalmente di studiare il parametro K, che è il rapporto 
tra le aree degli odografi tracciati contemporaneamente dal vettore campo elettrico della 
stazione mobile e dal vettore campo elettrico della stazione base, questo parametro viene 
utilizzato come misura del rapporto medio di intensità dei due campi (Y- Shu, 1963).  
Esistono diversi metodi per ricavare il suddetto parametro, tra i più importanti; il Metodo di 
Berdichevsky (1960), il Metodo dell’ellisse (Kunetz, 1952a), il Metodo statistico (Kunetz, 
1952b), analitico (Bondarenko, 1953) e numerico (Y- Shu, 1963).  
Un’ulteriore tipologia qualitativa si propone invece di studiare il rapporto tra il campo 
elettrico alla stazione mobile e base. Nella seguente trattazione vengono brevemente descritti 
il Metodo di Berdichevsky, il Metodo dell’ellisse e il Metodo del rapporto di campi elettrici: 
 Metodo di Berdichevsky 
La relazione tra le componenti orizzontali e ortogonali della corrente tellurica, misurati in due 
punti, può essere espressa nel seguente modo; si ipotizzi che E(x)b e E(y)b siano le 
componenti del campo elettrico misurate in corrispondenza della stazione base e siano riferite 
agli assi X e Y, mentre E(x)m
 e E(y)m 
 siano le componenti del campo elettrico della stazione 
mobile relative agli assi x e y (Fig. 12 a,b). 
      
Fig.12 (a)                                   Fig.12 (b) 
Si considerino inoltre quattro coefficienti a, b, c, d, chiamati coefficienti di corrispondenza, si 
tratta di numeri reali che dipendono solo dalle direzioni degli assi di misura e dalle proprietà 
elettriche del sottosuolo (Yungul, 1968). Il campo tellurico totale alla stazione base può 
essere calcolato come: 
3.                     E(x)b
2
+ E(y)b
2
= r 
La 3. corrisponde all’equazione di una circonferenza di raggio r.  
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Assumendo che vettore di campo tellurico alla stazione mobile sia di modulo unitario, la sua 
rotazione descrive una circonferenza. 
Tra E(x)m e E(y)m, ovvero le componenti di campo alla stazione mobile, e  E(x)b e E(y)b, le 
componenti di campo per la stazione base al tempo t0, sussistono le seguenti relazioni (Lee, 
1977):  
3.1                    {
  𝐸(𝑥)𝑚  =   𝑎𝐸(𝑥)𝑏  +  𝑏𝐸(𝑦)𝑏
  𝐸(𝑦)𝑚  =   𝑐𝐸(𝑥)𝑏  +  𝑑𝐸(𝑦)𝑏
     
      
  
Il campo tellurico non rimane costante ma varia nel tempo, pertanto E(x)m, 
E(y)m, E(x)b, E(y)b sono funzioni del tempo e si opera con componenti misurate a differenti 
t. Chiamando E(x)m
1 , E(y)m 
1  e E(x)b
1 ,  E(y)b
1  rispettivamente le componenti del campo 
elettrico per la stazione mobile e per la stazione base al tempo t1, tra le due misure sussiste la 
relazione vista per  il generico tempo t0: 
 3.2                  {
𝐸(𝑥)𝑚
1 =  𝑎𝐸(𝑥)𝑏
1  + 𝑏𝐸(𝑦)𝑏
1
𝐸(𝑦)𝑚
1  =   𝑐𝐸(𝑥)𝑏
1  +  𝑑𝐸(𝑦)𝑏
1
  
  
Considerando un discreto numero di misure per la stazione mobile, la rotazione del vettore 
tellurico non descriverà più un cerchio di raggio unitario ma un ellisse con eccentricità 
variabile, in funzione della lontananza rispetto alla stazione base (Lee, 1977). 
A questo punto è utile stimare i parametri di corrispondenza, la cui determinazione è 
necessaria per:  
- Il calcolo della Jacobiana, ovvero il parametro che permette di valutare la 
trasformazione del sistema x-y, riferito alla stazione base, al sistema X-Y, riferito alla 
stazione mobile (Y-Shu, 1963): 
3.3                                                    𝑗 = |𝑎𝑏 − 𝑐𝑑| 
- Ma soprattutto per il calcolo del parametro K secondo la formulazione di Berdichevsky  
(1960): 
3.4                                                   𝐾 = √𝑎𝑑 − 𝑏𝑐  
La determinazione dei coefficienti di corrispondenza può essere fatta attraverso le misure 
delle componenti di campo tellurico in due tempi (Appendice C), oppure considerando i 
coefficienti di corrispondenza come coordinate del centro geometrico di un fascio di rette 
(Appendice D). Il primo metodo è più speditivo e permette di ricavare i parametri come: 
3.5                                 
{
 
 
 
 
 
  𝑎 =
𝐸(𝑥)𝑚𝐸(𝑦)𝑏
1−𝐸(𝑥)𝑚
1 𝐸(𝑦)𝑏
𝐸(𝑦)𝑏
1𝐸(𝑥)𝑏−𝐸(𝑥)𝑏
1𝐸(𝑦)𝑏
𝑏 =
 𝐸(𝑥)𝑚
1 𝐸(𝑥)𝑏−𝐸(𝑥)𝑚𝐸(𝑥)𝑏
1
𝐸(𝑥)𝑏𝐸(𝑦)𝑏
1−𝐸(𝑥)𝑏
1𝐸(𝑦)𝑏
𝑐 =
𝐸(𝑦)𝑚𝐸(𝑦)𝑏
1−𝐸(𝑦)𝑚
1 𝐸(𝑦)𝑏
𝐸(𝑥)𝑏𝐸(𝑦)𝑏
1−𝐸(𝑥)𝑏
1𝐸(𝑦)𝑏
𝑑 =  
𝐸(𝑦)𝑚
1 𝐸(𝑥)𝑏−𝐸(𝑦)𝑚𝐸(𝑥)𝑏
1
𝐸(𝑥)𝑏𝐸(𝑦)𝑏
1−𝐸(𝑥)𝑏
1𝐸(𝑦)𝑏
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 Metodo di analisi dell’ellisse 
Nel metodo di analisi dell’ellisse si assume nuovamente che il vettore di campo elettrico alla 
stazione base descriva una circonferenza.  
Attraverso la 3.1 e 3.2 il vettore del campo elettrico descrive un’ellisse per i dipoli delle 
stazioni mobili; il parametro K in questo caso può essere ricavato come (Y-Shu, 1963):  
3.6                                K = √
Sm
Sb
   
Con : 
 3.7                               {
         Sm = π(a ∙ b)
 Sb = πr
2     
Dove r è il raggio della circonferenza descritta dal vettore campo elettrico registrato alla 
stazione base, mentre a e b corrispondono rispettivamente alla lunghezza del semiasse minore 
e maggiore dell’ellisse relativo alla stazione mobile, con  i quali si ricava Sm, ovvero l’area 
sottesa dalla distribuzione del vettore campo tellurico per la stazione mobile, mentre Sb l’area 
sottesa della circonferenza descritta dal campo tellurico alla stazione base (Y-Shu, 1963). 
 Metodo qualitativo del rapporto di campi elettrici 
Si consideri ora due dipoli, rispettivamente m e b, di cui il primo relativo ad un generico 
canale della stazione mobile e il secondo alla stazione base.  
Considerando costante la lunghezza dipolare, 𝐿𝑚 = 𝐿𝑏, se la differenza di fase tra i due 
segnali è piccola il grafico 𝐸𝑚 /𝐸𝑏 disegna una linea retta la cui pendenza è uguale al rapporto 
delle differenze di potenziale osservate attraverso i due dipoli (Beyer, 1977a):  
3.8                          
𝐸𝑚
𝐸𝑏
= 
(
∆𝑉𝑚
𝐿𝑚
)
(
∆𝑉𝑏
𝐿𝑏
)
= (
𝐿𝑏
𝐿𝑚
) (
∆𝑉𝑚
∆𝑉𝑏
) =  𝑡𝑔()     
Dove : 
- ∆𝑉,  differenza di potenziale; 
- L , la lunghezza del dipolo 
-  , angolo individuato dalla retta 
𝐸𝑚/𝐸𝑏 .           
Per la 3.8 il rapporto dei campi elettrici eguaglia 
la pendenza delle linea individuata sul plotter x-
y. Se il substrato è omogeneo la media del 
campo elettrico dei due dipoli è uguale, e 
l’angolo   è  prossimo a 45° , Fig.13.  
Si procede poi valutando il rapporto tra campi 
elettrici, cambiando il segnale al numeratore, Fig.13 
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ovvero quello relativo ai vari dipoli della stazione mobile. 
Nel caso in cui, in corrispondenza di un dipolo della stazione mobile, sia presente una 
struttura con maggiore resistività rispetto al dipolo della stazione base, il relativo campo 
elettrico aumenterà in maniera proporzionale.  
In una situazione del genere il risultato del rapporto, dei due vettori campo elettrico, 
descriverà un’ellisse (Beyer, 1977a), Fig.14. 
 
Fig.14 
L’asse maggiore dell’ellisse è compreso nel secondo e quarto quadrante ed è dovuto alla 
polarità invertita del segnale al numeratore, inoltre presenta semiasse minore b e semiasse 
maggiore a.  
Le caratteristiche dell’ellisse sono rispettivamente:  
1) 𝜖   = {
+ 
b
a
  per rotazione sinistra
  – 
b
a
  per la rotazione destra
       
2)      
3)  {        
𝑔 = 1 + 𝜖2
ℎ = [𝑔2 −
(𝑔2𝑡𝑔2(2)+4𝜖2
1+𝑡𝑔2(2)
]
  
4)   𝜃 = sin−1 [
2𝜖
(𝑔2−ℎ2)1/2
] , differenza di fase tra i due segnali 
5)    
𝐸2
0
𝐸1
0 = [
𝑔−ℎ
𝑔+ℎ
]
1
2
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3. Metodo Tellurico Trasversale Multifrequenza (TT) 
Nel seguente lavoro di tesi è utilizzato il Metodo Tellurico Trasversale multifrequenza (TT), 
anche noto come metodo Tellurico-Magnetotellurico; esso combina i vantaggi economici e 
logistici del metodo Tellurico a quelli quantitativi del tradizionale metodo Magnetotellurico 
(Hermance & Thayer 1975), si propone inoltre di ricavare per la stazione mobile il tensore di 
impedenza di Trasferimento, riportato in questa trattazione come Funzione di Trasferimento.  
Il tensore di impedenza di Trasferimento, formulato nel dominio delle frequenze, in 
condizioni favorevoli risulta essere direttamente proporzionale alla radice quadrata dei 
rapporti di resistività apparente degli strati rocciosi costituenti il sottosuolo.  
Questo tipo di approccio prevede misure di differenze di potenziale in una banda di frequenze, 
relative alle componenti ortogonali del campo Tellurico per la sola stazione mobile; come 
stazione base viene utilizzato un dipolo della stessa stazione mobile. 
3.1. Assunzioni di base ed equazioni  fondamentali 
La prospezione TT studia solamente la polarizzazione TM, anche definita polarizzazione H, o 
E-perpendicolare; il campo incidente per polarizzazione TM può essere scisso in due 
componenti [1], rispettivamente: 
- Il campo magnetico parallelo allo strike di una struttura geologica, H(y); 
- Il campo elettrico ortogonale allo strike della medesima struttura geologica, E(x). 
Al fine di ricavare la base metodologica, la prospezione Tellurica Trasversale (TT) necessita 
di tre assunzioni (Beyer, 1977a), quali: 
1) Il semispazio è bidimensionale; 
2) Le correnti scorrono perpendicolari allo strike di una struttura geologica e il campo 
magnetico è costante lungo l’asse y, ovvero  
𝜕𝐻(𝑦)
𝜕𝑦
= 0;  
3) La conduttività dell’atmosfera è nulla, per cui la componente normale della densità di 
corrente, per z=0, e la componente verticale del campo elettrico E(z), valgono zero. 
Si considerino ora i due dipoli della stazione mobile, b e m, di cui il primo (b) utilizzato come 
dipolo di riferimento (per il calcolo delle varie Funzioni di Trasferimento), mentre il secondo 
è un generico dipolo della stazione mobile.  
Secondo l’assunzione (2) la componente parallela del campo magnetico può considerarsi 
costante al variare di y nelle locazioni dei due dipoli ( 𝜕𝐻(𝑦)/𝜕𝑦 = 0), inoltre, sulla superficie 
terrestre, sempre in base alle assunzioni fatte, valgono le uguaglianze: 
                  {
 𝐸(𝑧)𝑚
0
= 𝐸(𝑧)𝑏
0
= 0
 
𝜕𝐻(𝑦)𝑚
0
𝜕𝑥
=
𝜕𝐻(𝑦)𝑏
0
𝜕𝑥
= 0
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Le equazioni di Maxwell possono ora essere riscritte come: 
3.9               −
𝜕𝐻(𝑦)𝑚
0
𝜕𝑧
=  𝜎𝐸(𝑥)𝑚
0       →       𝐸(𝑥)𝑚
0 = −
1
𝜎
 
𝜕𝐻(𝑦)𝑚
0
𝜕𝑧
  
4.                 −
𝜕𝐻(𝑦)𝑏
0
𝜕𝑧
=  𝜎𝐸(𝑥)𝑏
0        →          𝐸(𝑥)𝑏
0 = −
1
𝜎
𝜕𝐻(𝑦)𝑏
0
𝜕𝑧
                 
Dalla (3.9) e (4.) il campo elettrico, in m e b, dipende unicamente dalla variazione di H(y) con 
la profondità. Secondo la base metodologica della prospezione Magnetotellurica la resistività 
apparente generica del sottosuolo, sfruttando il concetto di impedenza d’onda 
elettromagnetica Z, si calcola come: 
4.1                ρa = 0.2T ∙ |Z|
2     Ὡ𝑚    
Con: 
                      {
              T =
2π
ω
  |Z|2 = | 
E(x)0
H(y)0
 |
2                                 
Se la componente ortogonale del campo elettrico e la componente parallela del campo 
magnetico sono misurate contemporaneamente in superficie (z=0) di un semispazio 
omogeneo, allora la (4.1) darà il valore della resistività vera in Ohm_metro.  
Per un mezzo stratificato verticalmente la (4.1) fornisce un valore di resistività apparente ed è 
dovuta alla combinazione di effetti di strati di varia resistività e spessore (Beyer, 1977a).  
La (4.1) è la base metodologica dell’esplorazione Magnetotellurica che viene ripresa ed 
utilizzata nella prospezione Tellurica Trasversale (TT) multifrequenza. 
Si esamini ora il concetto di impedenza d’onda EM per b e m; le resistività apparenti relative 
ai due dipoli, rispettivamente ρab per la prima e ρam  per la seconda, possono essere calcolate 
attraverso la (4.1). Dal momento che viene considerata la polarizzazione TM e componente 
parallela di campo magnetico costante,  si ottiene la relazione (Appendice E): 
4.2                             
E(x)m
0
E(x)b
0 = (
𝜌𝑎𝑚
𝜌𝑎𝑏
)
1
2
 
Dalla (4.2) il rapporto tra le componenti perpendicolari del campo Tellurico, misurate in b e in 
m, è uguale alla radice quadrata del rapporto tra le resistività apparenti (Slankis et al., 1972) 
del sottosuolo investigato dai due segnali.  
Questo rapporto prende il nome di Funzione di Trasferimento; esso viene formulato nel 
dominio delle frequenze, ne viene studiato lo spettro di Potenza e di Fase che risultano essere 
proporzionali ai suddetti rapporti di resistività apparente. 
Estendendo il calcolo della Funzione di Trasferimento a tutti i dipoli della stazione mobile si 
genera il Tensore di Trasferimento, le cui dimensioni dipendono dal numero di dipoli che 
costituiscono la stessa stazione mobile; gli step di dettaglio sono riportati nel capitolo 
‘Descrizione algoritmo (Cap.3.3)’.  
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In questa applicazione sperimentale le misure di voltaggio vengono registrate in un intervallo 
di frequenze della banda Geomagnetica, in modo da avere un quadro più completo dei 
rapporti di resistività apparente del sottosuolo e un maggiore range di investigazione, quello 
fornito dalla formulazione di Bostick (1961) e dallo skin depth EM (Dahlberg, 1945). 
Tuttavia è utile sottolineare che il calcolo del tensore di Trasferimento costituisce solo la 
prima parte dell’elaborazione dei dati di Tellurica Traversale e consente di ricavate, per una 
sola stazione mobile, due pseudosezioni dei rapporti di resistività apparente in funzione della 
frequenza, una per lo spettro di Fase e una per lo spettro di Potenza delle Funzioni di 
Trasferimento.  
La seconda parte dell’elaborazione, non trattata in questo lavoro di tesi, ha il fine di ricavare 
una sezione di resistività reale (o apparente) in funzione della profondità, per la quale è 
necessario aver calcolato il Tensore di Trasferimento per più stazioni mobili, lungo un profilo 
con sovrapposizione del 50%, seguito dalle operazioni qui riportate:  
1) Normalizzazione, viene utilizzata la media della differenza di campi elettrici 
relativi ai dipoli (2:8) e (9:15) per shiftare tutte le letture di campo tellurico 
ortogonale della stazione mobile, questa operazione viene fatta per ogni base;  
2) Merging, le basi che presentano sovrapposizione sono unite per media degli 
spettri relativi ai dipoli comuni; 
3) Interpolazione e smoothing, l’intero profilo delle Funzioni di Trasferimento 
viene ricampionato con ‘cubic splines’ (usando una spaziatura che è la metà di 
quella originale), viene poi applicato smoothing;  
4) Conversione delle Funzioni di Trasferimento, ogni Funzione di Trasferimento 
viene convertita in resistività apparente in funzione della frequenza, attribuendo 
un valore costante di resistività (scelta a priori) al semispazio sotto il primo 
dipolo ( ρab) della prima stazione mobile. Il primo dipolo della prima stazione 
mobile deve essere possibilmente posizionato in un’area di campo Tellurico 
uniforme. Il valore di resistività può provenire da dati di Magnetotellurica, o 
drill-hole; se la resistività attribuita è reale la pseudosezione mostrerà i dati di 
resistività reale, altrimenti apparente.  
5) Applicazione di filtri adattativi, la pseudosezione di resistività (apparente o 
reale) ottenuta viene filtrata con un filtro Kernel 1D (frequenza costante) la cui 
larghezza dipende dalla frequenza secondo la formulazione:  
 
 
6) Shift di frequenza minima, ogni spettro di resistività apparente è spostato 
verticalmente, lo spostamento è la differenza tra i valori di resistività alla 
frequenza minima (1Hz) e la loro media. 
7) Conversione delle frequenze alla profondità, i valori di resistività apparente sono 
proiettati alle profondità.   
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3.2.   Strumentazione e caratteristiche  
La strumentazione utilizzata nel seguente lavoro di tesi è il sistema MPR-1 (3Cgeo srl), essa 
si compone precisamente di:  
1) Scheda a 16 canali, ADC a 24 bit, risoluzione 37nV;  
2) Pc per avviare registrazione e visualizzare il dato in tempo reale;  
3) Il nucleo include un sistema GPS per l’eventuale sincronizzazione con un altro 
strumento identico;  
4) Un adattatore WLAN Ethernet Port che consente il pilotaggio da remoto;  
5) Cavi con interdistanza tra gli elettrodi di 25 m;  
6) Elettrodi. 
Dalle assunzioni fatte in Par.3.1., la stazione mobile deve essere posizionata ortogonalmente 
allo strike della struttura geologica, quindi perpendicolarmente all’ipotetica massima 
variazione di resistività laterale.  
La configurazione scelta prevede il posizionamento dell’unità di controllo al centro della 
stazione mobile, esattamente nel punto in cui viene posizionato il dipolo ortogonale (Fig.15). 
 
A destra e sinistra della stazione mobile vengono infissi nel terreno elettrodi di potenziale 
(Fig.16a). Gli elettrodi sono picchetti di acciaio, della lunghezza di circa 40 cm; il contatto 
con il suolo può essere migliorato attraverso l’uso di una soluzione salina (in questo caso 
NaCl, Fig16b), versata attorno agli elettrodi, prestando attenzione alla buona infiltrazione 
della soluzione nel terreno. 
Ogni coppia di elettrodi dista dalla successiva 25 metri. La strumentazione è costituita da 15 
dipoli di potenziale, aventi un elettrodo in comune, e collegati all’unità di controllo da due 
cavi indipendenti (Fig.17a,b) a mezzo di spinotti; rispettivamente uno per gli elettrodi a 
sinistra dell’unità di controllo, e uno per quelli a destra.  
Il sedicesimo dipolo è quello ortogonale e viene collegato al primo canale. Secondo la 
tipologia di configurazione scelta il segnale associato al secondo canale è quello di 
riferimento e corrisponde al segnale della stazione base. 
Fig.15 
    Fig.15 
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3.2.1. Parametri di acquisizione e registrazione dei dati 
Sistemata la strumentazione e definiti i parametri di acquisizione viene avviata la 
registrazione attraverso il Pc. 
I parametri di acquisizione vengono registrati in File Header (.hdr) (Fig.18), che presenta una 
struttura del tipo:  
 d0_YYYYMMDD_hhmmss.hdr  
Fig.16a                                                             Fig.16b 
 
   Fig.17a                                                              Fig.17b 
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   Fig.18(a) 
Gli stessi parametri, per una più facile visualizzazione, sono riportati in Tab.1: 
Parametri Misure 
∆t   6.2500e-05 sec 
N° camp. 2^20  
T 65.536 sec 
Fs  16  kHz 
Fn 8Hz 
∆f   0.0153 Hz 
Tab.1 
Ogni registrazione di dati di potenziale relativa alla stazione mobile, viene memorizzata in un 
File Data (.csv), di struttura:  
 d0_YYYYMMDD_hhmmss_xxxxx.csv 
Esso contiene una matrice di dati delle dimensioni 1048576*16, o maggiore se viene 
aumentata la durata della finestra di acquisizione T, corrispondente alle letture in Volt 
effettuate per ogni canale. Effettuata la registrazione, la stazione mobile viene traslata 
rigidamente rispetto la posizione del dipolo ortogonale; in questo modo si ottiene una 
copertura, lungo il profilo di interesse, con sovrapposizione del 50 %, ad esclusione della 
prima ed ultima stazione mobile lungo il profilo, Fig.18(b).  
 
Fig.18(b) 
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3.3. Descrizione dell’algoritmo 
L'intera procedura è stata implementata in ambiente MATLAB. La descrizione dell’algoritmo 
è strutturata in due parti: 
- Nella prima vengono riportati gli step, applicati ad un generico segnale della stazione 
mobile, ad esclusione del segnale del dipolo ortogonale, che portano al conseguimento 
dello Spettro di Potenza. Questa fase è articolata in Pre-Processing e Processing di un 
generico segnale della stazione mobile. 
- Secondariamente, prendendo in considerazione due singoli segnali, corrispondenti al 
segnale di riferimento e un generico segnale della stazione mobile, vengono esaminate 
le fasi per la determinazione della Funzione di Trasferimento e dei relativi Spettri di 
Fase e Potenza, poi decimati con tre tipologie di medie all’interno di intervalli di 
frequenza noti.  
La stessa procedura viene applicata ad ogni coppia composta da segnale di riferimento 
e segnali di dipoli successivi lungo la stazione mobile, ottenendo così un set di 
quattordici Funzioni di Trasferimento, noto come Tensore di Trasferimento della 
stazione mobile. 
3.3.1. Pre-Processing e Processing di un generico segnale della stazione mobile  
Si consideri un generico segnale della stazione mobile, il primo step consiste nel calcolo del 
campo elettrico ortogonale a partire dalla serie temporale di differenza di potenziale, 
dividendo ogni elemento dello stesso segnale, per la lunghezza dipolare corrispondente a 
venticinque metri, secondo la formulazione riportata in (2.8).  
Il pre-processing è poi articolato in tre fasi, rispettivamente in ordine: 
1) Detrending dell’intero segnale;   
2) Segmentazione del segnale, detrending e finestratura dei singoli segmenti ricavati;  
3) Allungamento delle singole porzioni del segnale, con aggiunta di zeri in testa e in coda, 
fino alla lunghezza di 2^20 campioni;  
Si passa poi al vero e proprio processing, nel dominio delle frequenze. Il generico segnale, 
dopo la prima fase di pre-processing, viene elaborato mediante altri tre step, quali:  
4) Analisi spettrale delle sequenze temporali, generate dalla segmentazione, tramite Fast 
Fourier Trasform (FFT);  
5) Determinazione dello Spettro di Potenza del generico segnale della stazione mobile, 
ricavato come media degli spettri di Potenza dei singoli segmenti allungati, attraverso il 
Metodo di Welch modificato. 
6) Applicazione di un Filtro a Media Mobile a tre punti sullo spettro di Potenza ottenuto. 
A seguire la spiegazione dei punti elencati. 
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1) Detrending dell’intero segnale 
Nel seguente lavoro di tesi, il detrending viene utilizzato come step di pre-processing nella 
preparazione del segnale all’analisi spettrale e consiste nella rimozione di un fit lineare. 
La determinazione dei trend e l’implementazione di operazioni di detrending è uno step 
importante nell’analisi dei dati (Barnes et al., 1989).  
Con il termine trend si intende un lento e graduale cambiamento di alcune proprietà 
dell’intera sequenza temporale sotto investigazione; più precisamente è definito come un 
cambiamento a lungo termine nella media, ma può anche riferirsi a variazioni di altre 
proprietà statistiche. Il detrending è un'operazione statistica di rimozione dei trend dalle serie 
temporali. Esistono numerosi metodi di detrending in funzione della tipologia dei dati e degli 
stessi trend; nel caso più semplice consiste nella sottrazione della media o di un fit lineare dai 
dati, trend complicati richiedono metodologie più sofisticate, come la rimozione di un fit 
cubico o di ordine maggiore.  
L’identificazione di un trend è soggettiva poiché può essere confusa con le oscillazioni a 
bassa frequenza; ciò che sembra un trend, in un una porzione di una serie temporale, può 
rivelarsi una fluttuazione di bassa frequenza sull’intera serie temporale, pertanto la 
conoscenza del sistema fisico può aiutare l’identificazione del trend (Fritts, 1976).  
Spesso risulta importante capire l'effetto di rimozione del trend sulle proprietà spettrali della 
serie temporale, in tal caso può essere valutata la risposta in frequenza della funzione di 
detrending (Chatfield, 2004); Granger e Hatanaka (1964) forniscono alcune informazioni sull’ 
interpretazione spettrale dei trend, evidenziando alcune caratteristiche che consentono di 
distinguere un trend vero dalle fluttuazioni a bassa frequenza: in un time series, di lunghezza 
N, si indica con trend tutte le componenti in frequenza inferiori a (1/2𝑁).  
Granger (1966) definisce trend medio tutte le componenti in frequenza la cui lunghezza 
d'onda supera la lunghezza temporale della serie osservata.  
 
2) Segmentazione del segnale, detrending e finestratura dei singoli segmenti  
La generica sequenza temporale viene poi divisa in quindici porzioni, ognuna delle quali 
presenta una sovrapposizione del 50%, ad esclusione del primo e ultimo segmento; sui singoli 
segmenti temporali ricavati viene nuovamente applicato il detrending lineare. 
A questo punto è necessario ridurre il fenomeno della dispersione spettrale elaborando 
opportunamente il segnale di ingresso prima di eseguire la trasformata discreta di Fourier 
(Harris, 1978); l’elaborazione consiste nel modificare il segnale nella finestra di acquisizione, 
con un’operazione che prende il nome di finestratura.  
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In questa fase di Pre-Processing la 
finestratura non viene applicata sul segnale 
intero, ma sulle singole porzioni in cui è 
diviso il generico segnale della stazione 
mobile, secondo la modalità riportata in 
Fig.19, che mostra l’applicazione di una 
finestra scalata in ampiezza sui segmenti 
temporali del generico segnale.  
E’ necessario tuttavia individuare la finestra 
ottimale per la tipologia dei dati, ovvero la 
finestra il cui spettro fornisca il 
compromesso migliore tra dispersione e 
risoluzione spettrale (Harris, 1983). 
La scelta ottimale non è semplice in quanto non esistono regole universali che forniscono 
univocamente la soluzione; per questo motivo, nel seguente lavoro di tesi, viene messo a 
confronto il funzionamento di più funzioni finestre in modo da scegliere quella che meglio 
funziona in questo contesto sperimentale. 
Le finestre utilizzate sono rispettivamente:  
1) Finestra di Hanning;  
2) Finestra di Blackman;  
3) Finestra di Parzen;  
4) Finestra di Tukey;  
5) Finestra di Bartlett;  
6) Finestra di Bohman;  
7) Finestra Triangolare;  
8) Finestra di Bartlett-Hanning; 
9) Finestra di Hamming.  
Le caratteristiche spettrali delle nove finestre elencate sono menzionate in (Appendice G). 
Dal punto di vista matematico finestrare una generica sequenza x(n) corrisponde a 
moltiplicare, nel dominio temporale, il segnale stesso per una funzione finestra win(n): 
4.3                             𝑥𝑤𝑖𝑛 (𝑛)  =  𝑥(𝑛)  ⋅  𝑤𝑖𝑛(𝑛) 
La funzione finestra, in base alla tipologia considerata, pesa in maniera differente i vari 
campioni di x(n) assumendo valore basso o nullo agli estremi e più elevato nelle porzioni 
centrali dell’intervallo di osservazione T (Harris, 1978). Con tale accorgimento, gli effetti di 
discontinuità, che si registrano per T non multiplo del periodo di x(n), vengono attenuati e di 
conseguenza, è attenuata anche la dispersione spettrale (Hewitt & Hewitt, 1979). 
Nel dominio delle frequenze questa operazione equivale ad una convoluzione tra la 
trasformata del segnale 𝑋(𝑘) e la trasformata 𝑋𝑊𝐼𝑁(𝑘)  della finestra.  
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In funzione della finestra considerata il relativo spettro di ampiezza presenta delle 
caratteristiche differenti, tuttavia è sempre presente un lobo centrale circondato numerosi lobi 
laterali; ne deriva che qualsiasi sia la finestra considerata, essa degrada lo spettro originale del 
segnale, ampliando i picchi e aggiungendo code composte da numerosi lobi laterali (Smith, 
1997). Quando il numero di punti della finestra aumenta, la larghezza del lobo principale della 
sua trasformata diminuisce. 
Per ridurre la dispersione spettrale è desiderabile che la trasformata della finestra sì riduca il 
più possibile ad un impulso, ovvero che il lobo principale sia il più stretto possibile e i lobi 
secondari siano i più bassi possibili.  
Tuttavia uno dei principali fattori di disturbo è rappresentato dalle code dello spettro della 
finestra, per cui è da ricercarsi una tipologia la cui trasformata decade a zero il più 
rapidamente possibile (Nuttall, 1981). In base a queste considerazioni tra i parametri spettrali 
di maggiore interesse è utile ricordare: 
 L’andamento dei lobi laterali, dal quale dipende in che misura le componenti spettrali 
del segnale di ingresso si disperdono lungo l’asse delle frequenze, andando a 
modificare l’ampiezza delle righe spettrali adiacenti (Nuttall, 1981). Questo 
parametro si quantifica in genere con la differenza tra la misura del modulo del picco 
del lobo secondario rispetto al modulo del picco del lobo principale. 
 La larghezza del lobo principale dello spettro della finestra che determina la 
risoluzione spettrale conseguibile per il segnale finestrato. Per mantenere separate, e 
quindi distinguibili due righe spettrali di frequenza prossima, è necessario utilizzare 
una finestra il cui lobo centrale abbia larghezza inferiore alla differenza di frequenza 
delle componenti spettrali di interesse. A mano a mano che il lobo centrale diventa 
più stretto, e aumenta la risoluzione spettrale, l’energia del segnale finestrato si 
spalma sui lobi laterali e quindi la dispersione spettrale peggiora. 
L’analisi degli altri parametri spettrali delle finestre è riportata in (Appendice F). 
3)    Allungamento delle singole sequenze temporali  
Le quindici porzioni ricavate da segmentazione del segnale, dopo l’applicazione del 
detrending e della finestratura, vengono allungate nel dominio temporale con aggiunta di zeri 
in testa e coda, fino a raggiungimento della lunghezza della sequenza temporale di partenza, 
ovvero 2^20 campioni. 
In questo modo, considerando le singole porzioni del segnale come segnali indipendenti, non 
vengono introdotti shift temporali, e i singoli segmenti mantengono la stessa posizione che 
avevano nel segnale originario pre-segmentazione.  
In proposito è utile ricordare che ogni traslazione nel tempo di un segnale, o una diversa scelta 
dell’origine dei tempi, modifica globalmente la fase della trasformata del segnale stesso nel 
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dominio delle frequenze aggiungendovi un termine lineare che cambia con la frequenza, senza 
cambiare il modulo.   
Per concludere i campioni aggiunti ad ogni singola porzione di segnale, essendo zeri, non 
portano contributo energetico, mentre il segnale allungato presenta un maggior numero di 
punti spettrali, in questo modo viene aumentata la risoluzione spettrale senza introdurre 
variazioni dello spettro di Fase, come invece succede con l’applicazione dello zero padding.  
4) Analisi Spettrale mediante Fast Fourier Transform (FFT) 
Attraverso questo step si entra nella fase di processing del generico segnale della stazione 
mobile. Il segnale originario, prima del pre-processing, è una sequenza numerica proveniente 
dal campionamento di un fenomeno non stazionario tempo-continuo, tuttavia viene fatta 
l’assunzione che il fenomeno campionato sia: 
-  Stazionario nell’intervallo di acquisizione;  
-  Periodico di periodo T, pari alla durata dell’acquisizione stessa. 
Queste premesse consentono di effettuare l’analisi spettrale mediante la DFT, acronimo di 
Trasformata Discreta di Fourier, che trasforma una sequenza di numeri reali in un’altra di 
numeri complessi, le cui componenti sono una combinazione di funzioni periodiche, seno e 
coseno (Smith, 1997).  
Nel seguente algoritmo la DFT, o più precisamente la FFT, viene applicata sulle quindici serie 
temporali allungate (fino a 2^20 campioni) generate dopo la prima fase di pre-processing in 
dominio temporale, anch’esse assunte periodiche e stazionarie di periodo T (dal momento che 
le singole porzioni presentano la stessa lunghezza del segnale di partenza). Delle quindici 
trasformate ottenute viene studiato lo Spettro di Fase e Ampiezza.  
Per quanto riguarda la formulazione matematica definendo un segnale tempo discreto x(n), di 
N lunghezza e periodicità T, la relativa trasformata X(k) mediante DFT può essere espressa 
come:  
4.4                                  𝑋(𝑘) =  ∑ 𝑥(𝑛) ∙ 𝑒
−𝑗(
2𝜋
𝑁 )𝑘𝑛
𝑁−1
𝑛=0
 
Con: 
- n = 0,1,2……N-1   lunghezza della sequenza temporale x(n); 
- 𝑒(
2𝜋
𝑁
)𝑗 = cos (
2𝜋
𝑁
) + 𝑗𝑠𝑒𝑛 (
2𝜋
𝑁
). 
Le proprietà della DTF, più volte utilizzate nell’algoritmo, sono riportate in (Appendice H).  
Questa procedura di calcolo richiede (𝑁)2 operazioni aritmetiche, per velocizzare i calcoli 
sono stati sviluppati algoritmi chiamati FFT, acronimo di Fast Fourier Transform, che 
richiedono molte meno operazioni, tipicamente N*log(N) (Elliott & Rao, 1982) e si basano 
sulla fattorizzazione di N.  
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Considerando la non stazionarietà del segnale di origine, esistono metodi alternativi noti 
come analisi tempo-frequenza, quali Short Time Fourier Transform e Trasformata Wavelet; di 
seguito una breve panoramica sulle due metodologie. 
 Short Time Fourier Transform (STFT) 
Un modo per superare le difficoltà che l’analisi di Fourier trova nel rappresentare segnali non 
stazionari, consiste nell’analizzare porzioni successive di segnale approssimabili a 
stazionarie; questa è l’idea base della Short Time Fourier Transform, anche detta STFT.  
La STFT è uno strumento di analisi che fornisce una rappresentazione tempo-frequenza e 
localizza temporalmente le componenti spettrali; viene calcolata la trasformata di Fourier di 
segmenti del segnale originario di uguale durata temporale, entro i quali si suppone che il 
segnale 𝑥(𝑛) presenti un carattere stazionario (Selesnick, 2005), attraverso la seguente 
espressione:  
4.5                       𝑋(𝑛, 𝑘) = ∑ 𝑥(𝑚) ∙ 𝑤𝑖𝑛(𝑛 − 𝑚)𝑒−𝑗(
2𝜋
𝑁 )𝑘𝑛
∞
𝑚=−∞
 
Nella (4.5), 𝑤𝑖𝑛(𝑛) è una sequenza reale di estensione finita, detta finestra di analisi, che ha 
lo scopo di limitare la porzione di segnale, troncandola in modo più o meno brusco in 
funzione del tipo di finestra scelto; m rappresenta il parametro di traslazione sull’asse dei 
tempi. Moltiplicare il segnale 𝑥(𝑚) per 𝑤𝑖𝑛(𝑛 − 𝑚) equivale a considerare una porzione 
limitata di 𝑥(𝑛).   
L’analisi tramite STFT prevede una traslazione progressiva della funzione finestra su tutto il 
dominio di 𝑥(𝑛) consentendo così un’analisi di tutto il segnale (Selesnick, 2005). Questo 
approccio ha un difetto non trascurabile; moltiplicare nel dominio del tempo il segnale con la 
funzione finestra equivale ad effettuare, nel dominio delle frequenze, una convoluzione dei 
loro spettri 𝑋(𝑘) e 𝑊𝐼𝑁(𝑘), la STFT fornisce pertanto lo spettro del segnale alterato dalla 
presenza della finestra, questo problema non è eliminabile.  
Per ridurre l'effetto di 𝑊𝐼𝑁(𝑘), occorre ridurre la risoluzione frequenziale ∆𝑓, ma ciò implica 
un aumento della durata ∆𝑡 della finestra temporale, quindi una diminuzione della precisione 
nel dominio del tempo, inoltre due eventi separati da meno di ∆𝑡 non sono discriminabili. 
Viceversa, riducendo la durata della finestra ∆𝑡 aumenta ∆𝑓 e si ha una diminuzione della 
precisione in frequenza (Selesnick, 2005). 
Le tre peculiari caratteristiche della Short Time Fourier Transform sono:  
1. Fissata la funzione finestra 𝑤𝑖𝑛(𝑛) vengono automaticamente definite le 
indeterminazioni ∆𝑡 e ∆𝑓, nel dominio del tempo e della frequenza; 
2. Due eventi distanti meno di ∆𝑡 o ∆𝑓 non sono più discriminati dalla STFT nel 
rispettivo dominio;  
3. La due indeterminazioni sono inversamente proporzionali, la risoluzione temporale 
può essere migliorata solo a discapito della risoluzione in frequenza e viceversa. 
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 Trasformata Wavelet (CWT) 
La STFT risulta essere inadeguata per l’elaborazione di segnali naturali [17], dato che non è 
possibile localizzare con la stessa precisione fenomeni che evolvono rapidamente e fenomeni 
che invece evolvono lentamente.  
Per questi segnali una possibile ottimizzazione delle risoluzioni, nel rispetto del teorema di 
Nyquist, consiste nel ricercare alle alte frequenze un’elevata risoluzione temporale ∆𝑡 e una 
sufficiente risoluzione frequenziale ∆𝑓, mentre alle basse frequenze, un’elevata risoluzione 
frequenziale ∆𝑓 e una sufficiente risoluzione temporale ∆𝑡.  
Per ottenere un’analisi a risoluzione variabile occorre far in modo che all’aumentare della 
frequenza f  la banda ∆𝑓 aumenti  in modo proporzionale. In questo contesto si colloca la 
TWC (acronimo di Trasformata Wavelet Continua) che si pone l’obiettivo di trovare la 
risoluzione temporale e quella frequenziale ottime per un dato segnale, imponendo la 
condizione di Nyquist su ciascuna sottobanda frequenziale in cui viene suddivisa la  banda del 
segnale originario (Vetterli & Rioul, 1991).  
Essendo una tecnica a risoluzione differente nelle diverse sottobande del segnale, essa viene 
inclusa nella classe delle trasformate multi-risoluzione. 
Quanto detto è possibile attraverso una funzione ψ(𝑡), detta Wavelet Madre, dalla quale si 
genera un insieme di funzioni mediante traslazione e cambiamento di scala della stessa 
(Mallat, 1999). La Wavelet Madre è una forma d’onda oscillante, di lunghezza finita che può 
assumere valori positivi e negativi, di formulazione :  
4.6                                           ψ𝑎𝑏(𝑡) =
1
√𝑎
∙ ψ (
𝑡−𝑏
𝑎
)         {
𝑎 , 𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑟𝑜 𝑑𝑖 𝑠𝑐𝑎𝑙𝑎
            𝑏, 𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑟𝑜 𝑑𝑖 𝑡𝑟𝑎𝑠𝑙𝑎𝑧𝑖𝑜𝑛𝑒 
  
L’operazione di compressione o dilatazione della Wavelet Madre corrisponde rispettivamente 
a comprimere o dilatare la trasformata di Fourier.  
La traslazione temporale, necessaria per analizzare l’intero segnale, comporta l’introduzione 
di un termine di fase, tuttavia il modulo rimane inalterato. La (4.6) viene inserita nella (4.7) 
per fornire la formulazione della Trasformata Wavelet Continua: 
4.7                                    𝐶𝑊𝑇𝑓 (𝑎, 𝑏) =  ∫ 𝑥(𝑡)
+∞
−∞
ψ𝑎𝑏(𝑡)𝑑𝑡 
Attraverso questo tipo di trasformata, il segnale viene ricostruito a partire dai coefficienti di 
scala e traslazione, a e b.  I due parametri necessitano di due considerazioni:  
1. Valori alti del parametro di scala equivalgono ad allungare le wavelet, il relativo 
supporto sull’asse dei tempi, ed a diminuirne il range frequenziale;  
2. Valori del parametro di scala bassi comportano compressione delle wavelet, il loro 
sopporto sull’asse dei tempi e conseguentemente ad aumentarne il range di frequenza.  
Le Trasformate Wavelet sono classificate in Trasformata Wavelet Continua (Continuous 
Wavelet Transform, CWT), ripotata in (4.7), e in Trasformata Wavelet Discreta (Discrete 
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Wavelet Transform, DWT). Mentre la prima opera su tutte le possibili scale e traslazioni, la 
trasformata discreta usa un sottoinsieme finito di tutti i valori possibili [17]. 
5)    Densità spettrale di Potenza con il ‘Metodo di Welch’ modificato 
Il PSD, acronimo di Power Spectral Density, è uno step molto utile in grado di fornire 
informazioni circa il rumore di fondo, le componenti periodiche e transitorie (Thomson, 
1982).  
In questo lavoro di tesi il PSD, del generico segnale della stazione mobile, viene calcolato 
come media dei Periodogrammi relativi alle quindici sequenze temporali, generate in fase di 
pre processing a partire dallo stesso segnale, mediante una procedura nota come ‘Metodo di 
Welch’. Tutti i passaggi effettuati in fase di Pre-processing sono infatti finalizzati al calcolo 
del PSD, tuttavia nel seguente algoritmo, rispetto al classico Metodo di Welch, vengono 
introdotte due modifiche, rispettivamente:  
1) Detrending delle singole porzioni in cui è suddiviso il segnale; 
2) Allungamento delle quindici porzioni di segnale, fino a 2^20 campioni, con aggiunta 
di zeri in modo che i singoli segmenti temporali mantengano la stessa posizione che 
presentano nel segnale originario. In questo modo viene aumentata la risoluzione 
spettrale senza introdurre variazioni dello spettro di Fase.  
Per quanto riguarda le formulazioni matematiche, con Densità Spettrale di Potenza o 
Periodogramma (Schuster, 1898), si definisce la trasformata di Fourier della stima polarizzata 
dell’autocorrelazione (Oppenheim & Schafer, 1983). Dato il generico segnale x(n) di 
lunghezza N e autocorrelazione 𝐶𝑥𝑥(𝑛),  la DSP 𝐶𝑋𝑋(𝑘) può essere calcolata come: 
4.8                       𝐶𝑋𝑋(𝑘) = ∑ 𝐶𝑥𝑥(𝑛) ∙ 𝑒
−𝑗(
2𝜋
𝑁 )𝑘𝑛
𝑁−1
𝑛=0
=    
1
𝑁
|𝑋(𝑘)|2 
La (4.8) è una funzione reale e positiva dalla quale è possibile dedurre come è ripartita la 
potenza, di un generico segnale x(n), sull’asse delle frequenze; trattandosi inoltre di una 
funzione pari, le informazioni associate alle frequenze negative sono le stesse fornite alle 
frequenze positive (Stearn & Ruth, 1988).  
Il Periodogramma è una stima inconsistente dello spettro di Potenza, infatti per N che tende 
ad infinito la sua varianza non va a zero (Oppenheim & Schafer, 1983), vengono introdotte 
pertanto delle modifiche al fine di ottenere una stima più consistente dello spettro. 
Un metodo generico per ridurre la varianza della stima del Periodogramma consiste nel 
realizzare una media di numerose stime indipendenti (Oppenheim & Schafer, 1983); questo si 
ottiene dividendo il segnale di lunghezza N in K segmenti di uguale lunghezza M (tale 
che N = M ∙ K), calcolando per ogni segmento il Periodogramma e facendo una media dei 
Periodogrammi ottenuti. Le metodologie che si basano su questo procedimento sono 
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differenti, le più note sono il Metodo di Bartlett e il Metodo di Welch, Metodo di Blackman- 
Tukey, Metodo Multitaper; a seguire una breve panoramica circa le prime due metodologie  
non parametriche (Appendice I). 
 Metodo di Bartlett 
Questo metodo si propone di migliorare il semplice calcolo del Periodogramma, effettuato 
sull’intera lunghezza del segnale, introducendo uno stimatore della sua media (Oppenheim & 
Schafer, 1983). Esso prevede di: 
-  Segmentare il segnale (Fig.20), dividendo la serie temporale x(n), costituita da N campioni,   
in K finestre temporali di M campioni (N = M ∙ K);  
-  Calcolare la FFT per ogni segmento di M lunghezza;  
-  Calcolare per ciascun segmento il Periodogramma 𝐶𝑋𝑋(𝑘);  
-  Fare una media dei K Periodogrammi ottenuti. 
 
 
 
 
 
 
 
I K Periodogrammi, riportati come  𝐶𝑀
𝑖 (𝑘) possono essere calcolati secondo la (4.9) come: 
4.9                         𝐶𝑀
𝑖 (𝑘) =
1
𝑀
|∑ 𝑥𝑖(𝑚)𝑒
−𝑗
2𝜋
𝑁 𝑘𝑚
𝑀−1
𝑚=0
|
2
       𝑐𝑜𝑛  {
 1 ≤ 𝑖 ≤ 𝐾
1 ≤ 𝑚 ≤ 𝑀
 
Mentre la stima dello spettro del segnale:  
5.                            𝐶𝑋𝑋(𝑘) =
1
𝐾
∑𝐶𝑀
𝑖 (𝑘)
𝐾
𝑖=1
 
Si deve tenere conto che il metodo di Bartlett prevede una finestratura implicita dei segnali, 
provenienti dalla segmentazione di x(n), mediante K finestre rettangolari di M campioni.  
Per una lunghezza fissata della serie temporale la varianza diminuisce al crescere del numero 
di Periodogrammi, ma diminuisce anche M e quindi peggiora la risoluzione dello spettro 
(Oppenheim & Schafer, 1983).  
 Metodo di Welch   
La sequenza di dati x(n) è ancora suddivisa in K segmenti di M campioni l’uno, questo 
metodo tuttavia prevede l’applicazione una finestra temporale 𝑤𝑖𝑛(𝑚) alle sottosequenze, 
prima del calcolo del Periodogramma, originando cosi un Periodogramma modificato. 
     Fig. 20 
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Usando una finestra con estremità smussate tuttavia si incorre in un problema; ci sono 
campioni che contribuiscono maggiormente alla stima del periodogramma e campioni che 
contribuiscono in misura minima, per questo, al fine di sfruttare tutta l’informazione presente 
nella sequenza dei dati, il metodo di Welch esamina la possibilità di introdurre una 
sovrapposizione tra le sottosequenze, aumentando così il numero di Periodogrammi 
modificati che non risultano più essere indipendenti (Oppenheim & Schafer,1983) (Fig.21).  
 
Fig.21 
I K Periodogrammi possono ora essere calcolati come:  
 5.1                           𝐶𝑀
𝑖 (𝑘) =
1
𝑀𝑈
|∑ 𝑥𝑖(𝑚)𝑤𝑖𝑛(𝑚)𝑒
−𝑗
2𝜋
𝑁 𝑘𝑚
𝑀−1
𝑚=0
|
2
       𝑐𝑜𝑛  {
 1 ≤ 𝑖 ≤ 𝐾
1 ≤ 𝑚 ≤ 𝑀
 
Dove U è la potenza della finestra utilizzata:  
5.2                            𝑈 =
1
𝑀
∑ 𝑤𝑖𝑛2(𝑚)
𝑀−1
𝑚=0
 
Per ottenere il Periodogramma del segnale la (5.1) deve essere inserita nella (5.); mediante il 
metodo di Welch si ottengono K Periodogrammi con cui viene realizzata l’operazione di 
media d’insieme, esattamente come per il metodo di Bartlett. 
 Applicando la finestra alle sottosequenze, prima del calcolo del Periodogramma, si ottiene il 
vantaggio di ridurre la varianza nella stima dello spettro di 1/M, e lo svantaggio di applicare 
uno smoothing che dipende dalla scelta della finestra 𝑤𝑖𝑛(𝑚).  
La stima della PSD è influenzata non solo dalla scelta della finestra ma anche dal rapporto di 
sovrapposizione tra i segmenti, definito come 𝑟 = 100(𝑁𝑝/𝑁𝑠) , dove Np rappresenta il 
numero di punti sovrapposti tra due successivi segmenti [15]. 
La migliore sovrapposizione si trova minimizzando la funzione varianza di 𝐶𝑋𝑋(𝑘); il minimo 
si raggiunge con una sovrapposizione di circa il 50% (Np = M/2).  
6)   Filtro a Media Mobile a tre punti sul PSD del segnale   
Dopo il calcolo del PSD, del generico segnale della stazione mobile attraverso il Metodo di 
Welch modificato, viene applicato sullo Spettro di Potenza finale un filtro Media Mobile a tre 
punti.  Si tratta di un tipo filtro lineare utile per ridurre il rumore random conservando gli step 
in cui si registra una risposta più sharp; in questo modo vengono ridotte le fluttuazioni da 
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punto a punto ma si mantengono quelle variazioni che avvengono in intervalli più grandi di 
quello considerato per la media, svolgendo in questo modo la funzione di filtro passa 
basso[10].  
Per quanto riguarda la formulazione matematica se 𝑥(𝑛) è il generico segnale discreto di 
input, 𝑦(𝑛) è il segnale di output ed M è il numero di punti usati per la Media Mobile, il filtro 
effettua la seguente trasformazione sulla sequenza di ingresso: 
5.3                                          𝑦(𝑛) =
1
2𝑀
∑ 𝑥(𝑛 + 𝑗)
𝑀−1
𝐽=0
 
Per utilizzare l’operazione di media mobile su un segnale discreto è necessario: 
- Utilizzare una finestra di media pari ad un numero intero di campioni che viene 
mantenuto fisso, nel seguente caso corrispondente a tre; 
-  Verificare che il segnale su cui si applica la media mobile sia reale e simmetrico 
(Smith, 1997), caratteristiche tipiche dello spettro di Potenza. 
Si procede facendo scorrere la finestra sul segnale e sostituendo, al valore del campione 
corrispondente al centro della finestra, il valore che deriva dalla media dei campioni compresi 
nella finestra. Maggiore è l'intervallo in cui viene calcolata la media, minore è la varianza tra i 
valori, inoltre, maggiore è il numero di campioni usati, minore è l'effetto di ogni singolo 
valore sulla media risultante [11]. La media mobile può essere unilaterale o bilaterale, nel 
primo caso vengono usati solo i valori che precedono il valore di indice, nel secondo vengono 
usati i valori precedenti e successivi al valore di indice, metodologia applicata in questo 
contesto.  
3.3.2. Seconda parte del Processing  
Tutte le serie temporali della stazione mobile sono elaborate mediante i medesimi step, 
riportati nel capitolo ‘Pre processing e Processing del generico segnale della stazione mobile’ 
(Par. 3.3.1.), in questo modo per ogni segnale si dispone di: 
- Quindici trasformate di porzioni temporali allungate, provenienti dalla fase di pre 
processing;  
- Uno Spettro di Potenza pre smoothing e uno post smoothing (con filtro a Media 
Mobile a tre punti), ottenuto al termine della fase di processing attraverso il Metodo di 
Welch modificato. 
Nella seconda fase non viene più preso in analisi un generico segnale della stazione mobile, 
ma si procede ricavando una serie di funzioni sempre per mezzo del segnale di riferimento 
(segnale della stazione base), corrispondente al secondo canale, e dei vari segnali in 
progressiva lungo la stazione mobile ad esclusione del segnale del dipolo ortogonale (1° 
canale). Considerando ora una generica coppia dei segnali menzionati, l’algoritmo prevede: 
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1) Stima del Cross Spettro come media dei Cross Spettri ricavati con le quindici 
trasformate di ciascuno dei due segnali e applicazione di un filtro a Media Mobile a tre 
punti sullo spettro di Ampiezza del Cross Spettro finale; 
2) Calcolo della funzione di Coerenza quadratica; 
3) Determinazione della Funzione di Trasferimento; 
4) Decimazione dello Spettro di Potenza e di Fase della Funzione di Trasferimento. Le 
Potenze vengono decimate attraverso tre possibili tipologie di medie in intervalli di 
frequenza prestabiliti, mentre le Fasi vengono decimate per media semplice nei 
medesimi intervalli. 
E’ utile ricordare che le stime degli spettri di Potenza dei singoli segnali post smoothing e 
dello spettro di Ampiezza del Cross Spettro post smoothing servono per il calcolo della 
Coerenza quadratica poi utilizzata come modalità di pesatura per la decimazione dello spettro 
di Potenza delle Funzioni di Trasferimento. A seguire la descrizione di dettaglio degli step 
effettuati.  
1)     Cross Spettro e smoothing del relativo spettro di Ampiezza  
Nel caso di processi stazionari, almeno in senso lato, è possibile sfruttare il teorema di 
Wiener-Kintchine (Falaschi, 2014), per il quale il Cross Spettro può essere stimato come 
trasformata della funzione di Cross Correlazione. 
 Se nel dominio temporale la funzione di Cross Correlazione viene utilizzata per 
caratterizzare il confronto tra due segnali come funzione di uno spostamento o traslazione 
temporale applicata ad uno di essi a sua volta, nel dominio delle frequenze, il Cross Spettro 
permette di ricavare informazioni circa le relazioni esistenti tra due processi analizzati, ovvero 
la presenza di andamenti comuni e da quali frequenze, tali andamenti, sono descritti (Falaschi, 
2014). Nel seguente algoritmo il Cross Spettro per la coppia, segnale di riferimento e generico 
segnale della stazione mobile, viene calcolato come il prodotto delle trasformate delle 
quindici serie temporali del segnale di riferimento moltiplicate per i coniugati complessi delle 
quindici trasformate relative al generico segnale della stazione mobile.  
Sfruttando la proprietà di linearità della Trasformata di Fourier (Appendice H), la stima del 
Cross Spettro finale passa poi attraverso un’operazione di media dei quindici Cross Spettri 
ricavati, esattamente come fatto per il calcolo del PSD per le singole serie temporali della 
stazione mobile. Il Cross Spettro, essendo una funzione complessa, viene poi studiata in 
termini di Spettro di Ampiezza e Spettro di Fase; di cui il primo corrispondente al prodotto dei 
moduli delle trasformate dei due segnali, il secondo alle loro differenze di Fase anche definite 
ritardi (Oppenheim & Schafer, 1983). Per la successiva determinazione della Funzione di 
Coerenza quadratica viene operato nuovamente uno smoothing sulle Ampiezze del Cross 
Spettro; si utilizza, per questo proposito, un filtro a media mobile a tre punti. 
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Dal punto di vista matematico considerando due sequenze temporali 𝑥(𝑛) e 
𝑦(𝑛), corrispondenti ad ingresso ed uscita da un sistema lineare, di trasformate 𝑋(𝑘) e 𝑌(𝑘)e 
lunghezza N, il Cross-Spettro può essere calcolato come: 
5.4                                    𝐶𝑋𝑌(𝑘) =
1
𝑁
∑𝑋𝑖(𝑘) ∙
𝑁−1
𝑖=0
𝑌𝑖
∗(𝑘) 
 Con:  
- i = 0,1,2,..N-1; 
- 𝑋(𝑘)∗ è il complesso coniugato di 𝑋(𝑘);  
Il Cross-Spettro, riportato in (5.4) come 𝐶𝑋𝑌(𝑘),  è una funzione a valori complessi e 
corrisponde al prodotto tra la trasformata del segnale di ingresso e il coniugato complesso 
della trasformata del segnale in uscita. Considerando il temine i-esimo: 
5.5                                           𝑋𝑖(𝑘) ∙ 𝑌𝑖
∗(𝑘) = |𝑋𝑖(𝑘)| ∙ |𝑌𝑖
∗(𝑘)|𝑒𝑗(∠𝑋𝑖(𝑘)−∠𝑌𝑖(𝑘)) 
2)     Coerenza quadratica  
Nel dominio delle frequenze la funzione analoga alla correlazione è la Coerenza quadratica, 
essa fornisce un indice della linearità tra due segnali in tutto il campo di frequenze di 
definizione (Thomson,1982). 
Nel seguente algoritmo la funzione di Coerenza Quadratica, viene calcolata come rapporto tra 
lo spettro di Potenza del Cross Spettro post smoothing, fratto il prodotto tra Spettro di Potenza 
post smoothing del segnale di riferimento, e lo Spettro di Potenza post-smoothing, del 
generico segnale della stazione mobile. Questo operatore verrà utilizzato come pesatura per la 
decimazione dello spettro di Potenza della Funzione di Trasferimento. 
Si considerimo due sequenze temporali, x(n) e y(n), di TDF X(k) e Y(k); la funzione di 
Coerenza 𝐶𝑜ℎ𝑋𝑌(𝑘) può essere essere calcolata come: 
 5.6                                            𝐶𝑜ℎ𝑋𝑌(𝑓) =
𝐶𝑋𝑌(𝑘)
√|𝐶𝑋𝑋(𝑘)||𝐶𝑌𝑌(𝑘)|
 
Da cui deriva la Funzione di Coerenza quadratica definita come: 
 5.7                                            𝐶𝑜ℎ2𝑋𝑌(𝑓) =
|𝐶
𝑋𝑌
(𝑘) ∙ 𝐶𝑋𝑌(𝑘)
∗|
|𝐶𝑋𝑋(𝑘)||𝐶𝑌𝑌(𝑘)|
= 
|𝐶𝑋𝑌(𝑘)|
2
|𝐶𝑋𝑋(𝑘)||𝐶𝑌𝑌(𝑘)|
 
Con:  
- 0 ≤  𝐶𝑜ℎ2𝑋𝑌(𝑘) ≤ 1 
La (5.7) corrisponde al modulo quadro del Cross-Spettro dei due segnali, fratto il rapporto tra 
lo Spettro di Potenza del segnale di ingresso x(n) e lo Spettro di Potenza del segnale di uscita 
y(n). 
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Il termine che compare al numeratore è una funzione scalare non negativa la cui ampiezza, 
valutata alla generica frequenza f(i), può assumere, nel caso di perfetta correlazione tra i 
segnali x(n) e y(n), un valore quadratico pari al denominatore e, nel caso di completa 
incorrelazione tra gli stessi, un valore nullo [16]; in generale, al diminuire del grado di 
correlazione tra i segnali x(n) e y(n), il termine al numeratore decresce. 
Valori della Coerenza quadratica inferiori all’unità possono essere dovuti ai seguenti 
fenomeni: 
1) Presenza di rumore casuale incorrelato nelle misure dei due segnali;  
2) Comportamento non lineare del sistema in esame;  
3) Errori di leakage nel calcolo delle DFT; 
4) Presenza di eccitazioni non misurate. 
Dalla (5.7) è facile dedurre che se la funzione di Coerenza quadratica viene calcolata 
utilizzando grandezze non mediate nel dominio delle frequenze, il suo valore è 
necessariamente unitario in tutto il campo delle frequenze.  
Un risultato differente si può ottenere utilizzando il Cross Spettro e Spettri di Potenza  post-
smoothing, come realizzato nel seguente lavoro di tesi.  
3) Funzione di Trasferimento (TF) 
Qualsiasi  apparato che  trasformi un segnale in un altro segnale può essere espresso 
attraverso una funzione che lega frequenza per frequenza, il valore d’uscita a quello di 
ingresso; esso prende il nome di Funzione di Trasferimento. 
La Funzione di Trasferimento descrive completamente il comportamento di un sistema fisico 
lineare, in condizione di regime periodico, alle varie frequenze (Cariolaro et al., 2003).  
Entrando più nel dettaglio in questo contesto la Funzione di Trasferimento descrive la risposta 
del terreno a passaggio della corrente Tellurica; il terreno agisce sulle correnti come una sorta 
di filtro, che concentra la sua azione amplificante o smorzante su determinati campi di 
frequenze, tuttavia la TF è in grado di fornire informazioni solo qualitative, il cui contenuto è 
strettamente legato alla conoscenza del segnale di riferimento.  
Questo operatore viene determinato, per la coppia costituita da segnale di riferimento e 
generico segnale della stazione mobile, come coniugato complesso del rapporto tra il Cross 
Spettro dei due segnali e lo Spettro di Potenza del segnale di riferimento pre smoothing 
(Fig.22).  
Viene poi valutato lo spettro di Potenza e Fase, i cui andamenti con la frequenza, secondo la 
formulazione generale della metodologia TT, sono proporzionali al rapporto delle resistività 
apparenti del sottosuolo investigato dai due segnali. 
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      Fig.22 
Questo step rappresenta il punto più importante 
dell’algoritmo. Per le formulazioni matematiche 
si considerino due sequenze temporali, x(n) e 
y(n); nota la risposta in frequenza della funzione 
di Trasferimento di un sistema, indicata 
generalmente con 𝐻𝑋𝑌(𝑘), e il contenuto 
armonico del segnale di ingresso X(k) (nel 
seguente caso corrispondente al segnale di 
riferimento), è possibile conoscere la risposta in 
frequenza del segnale d’uscita dal sistema Y(k) 
(generico segnale della stazione mobile) (Fig.23). 
Per la proprietà della trasformata di Fourier sulla 
convoluzione (Appendice H), Y(k) è ricavabile 
dal prodotto di X(k) e 𝐻𝑋𝑌(𝑘): 
5.8                                      𝑌(𝑘) = 𝐻𝑋𝑌(𝑘) ∙ 𝑋(𝑘) 
Dalla (5.8) si ricava:  
 5.9                                     𝐻𝑋𝑌(𝑘) =
𝑌(𝑘)
𝑋(𝑘)
 
Per evitare la complicazione di gestire un denominatore complesso è possibile sfruttare la 
proprietà dei complessi coniugati assumendo che una frazione complessa, come una frazione 
algebrica, non vari moltiplicando numeratore e denominatore per uno stesso numero 
complesso (Oppenheim & Schafer, 1983), ovvero il complesso coniugato del 
denominatore, 𝑋(𝑘)∗. Per questo, moltiplicando ambe le parti della (5.9) per il coniugato 
complesso della trasformata del segnale di ingresso 𝑋(𝑘)∗, si ottiene un denominatore reale 
che corrisponde allo spettro di Potenza del segnale di ingresso 𝐶𝑋𝑋(𝑘): 
6.                                       𝐻𝑋𝑌(𝑘)  =  
𝑌(𝑘) ∙ 𝑋(𝑘)∗
𝑋(𝑘) ∙ 𝑋(𝑘)∗
=
 𝐶𝑌𝑋(𝑘)
 𝐶𝑋𝑋(𝑘)
 
Con :  
{
𝐶𝑋𝑋(𝑘),   Spettro di Potenza della sequenza temporale di ingresso x(n); 
                       𝐶𝑋𝑌(𝑘) ,   Cross Spettro del segnale di uscita e ingresso, rispettivamente y(n) e x(n).
  
Fig.23 
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La (6.) è espressa più correttamente come:  
6.1                                    𝐻𝑋𝑌(𝑘)   =
1
𝑁
∑
𝐶𝑌𝑋𝑖(𝑘)
𝐶𝑋𝑋𝑖(𝑘)
𝑁−1
𝑖=0
 
La Funzione di Trasferimento può essere rappresentata in forma grafica tracciando i 
diagrammi di Modulo e Fase, anche noti rispettivamente come diagramma dei Guadagni e 
diagramma degli Sfasamenti (Bolzern et al., 1998), o più comunemente come diagrammi di 
Bode. Nel primo vengono riportate in ascissa le frequenze ed in ordinata i moduli, definiti 
appunto Guadagni; per una rappresentazione più comoda si è soliti impiegare la scala 
logaritmica sia per le ascisse che per le ordinate, realizzando così un diagramma a doppia 
scala logaritmica. Il diagramma degli Sfasamenti riporta invece gli sfasamenti tra uscita ed 
ingresso in funzione della frequenza; la scala delle ascisse, le frequenze, è sempre logaritmica 
mentre quella delle ordinate (sfasamenti) è lineare, si tratta pertanto di un diagramma 
semilogaritmico (Bolzern et al., 1998).  
4)  Decimazione dello spettro Potenza e di Fase della TF  
Sempre esaminando una singola Funzione di Trasferimento, lo step successivo consiste nel 
decimare il relativo Spettro di Potenza e Fase, per media all’interno di intervalli di frequenze 
prestabilite. Gli intervalli frequenziali presentano tre peculiari caratteristiche, quali:  
- I centri delle bande di frequenza sono spaziati logaritmicamente; 
- Aumentano di banda all’aumentare della frequenza;  
- Presentano una parziale sovrapposizione. 
Le Potenze della Funzione di Trasferimento, le cui frequenze cadono all’interno dei suddetti 
intervalli prestabiliti, possono essere decimate mediate attraverso tre differenti tipi di media :  
1) Media semplice; 
2) Media pesata con Coerenza quadratica;  
3) Media pesata con Coerenza quadratica e Funzioni Finestra.  
Secondo la terza modalità le funzioni finestra svolgono il ruolo di pesi fornendo un contributo 
differente in base alla distanza tra una generica frequenza e il centro della banda di frequenze 
in cui ricade la stessa; maggiore è la vicinanza al centro del suddetto intervallo di frequenza, 
maggiore è il contributo. 
A due Funzioni Finestra prese in considerazione in Par. 3.3.1. (precisamente Hamming e 
Hanning), si aggiungono altre che restituiscono un risultato migliore se utilizzate in quanto 
pesi, e sono rispettivamente; Finestra di Blackman-Harris (Fig.24), Blackman-Nuttal (Fig.25), 
Lanczos (Fig.26), Coseno (Fig.27). 
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Delle suddette non vengono menzionate le caratteristiche spettrali dal momento che non sono 
utilizzate per operare la finestratura del segnale, tuttavia ne viene mostrato l’andamento, 
perché l’apertura e la forma del lobo principale, determina una migliore o peggiore 
decimazione per media delle Potenze della Funzione di Trasferimento.  
La decimazione delle Fasi delle Funzioni di Trasferimento è ottenuta per media semplice delle 
fasi che ricadono nei medesimi intervalli di frequenza.        
 
 
 
 
 
 
 
 
 
 
 
     Fig.24                                                                  Fig.25                                          
              Fig.26                                                             Fig.27 
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3.4.    Applicazione ai dati sintetici  
Questo paragrafo è suddiviso in due parti; nella prima viene dettagliata la preparazione 
pregressa di segnali sintetici relativi ad una generica stazione mobile, prima dell’elaborazione 
mediate gli step descritti nel capitolo ‘Descrizione dell’algoritmo’ (Par.3.3). Nella seconda 
parte vengono valutati i risultati dei vari step di elaborazione e viene scelta la procedura 
ottimale, definita modello, per la stima degli spettri di Potenza decimati delle Funzioni di 
Trasferimento. La prima parte, ovvero la preparazione pregressa dei segnali, è articolata a sua 
volta in: 
1) Creazione di segnali sintetici per filtraggio, in dominio delle frequenze, del segnale di 
riferimento con funzioni di Trasferimento realizzate con modello Cole-Cole; questa 
fase è necessaria per verificare il funzionamento dell’algoritmo per dati di tipo TT 
multifrequenza, attraverso la valutazione e il confronto degli spettri di Fase e di 
Potenza delle Funzioni di Trasferimento ottenute, con gli spettri di Fase e di Potenza 
delle TF sintetiche del modello Cole-Cole. 
2) Aggiunta di due tipologie di noise ai dati sintetici, con formazione di due set di 
segnali, uno caratterizzato dalla presenza di rumore impulsivo e uno di rumore 
Gaussiano; questo punto è altrettanto importante per l’esigenza di riprodurre, e poter 
gestire, dati sintetici più prossimi ad una situazione reale.   
Nella seconda parte del paragrafo, poiché l’algoritmo presenta varie possibilità di scelta circa 
la finestra temporale in fase di Pre-Processing (nove time windows), e la tipologia di media 
per la decimazione degli spettri di Potenza delle TF (otto tipologie), le combinazioni possibili 
formano: 
- Settantadue (9 x 8) modelli per dati sintetici con aggiunta di rumore Impulsivo;  
- Settantadue (9 x 8) modelli per dati sintetici con aggiunta di rumore Gaussiano. 
Pertanto è utile individuare il miglior modello per ogni set di dati, ovvero la procedura che 
riproduca, in maniera più fedele, l’andamento delle Potenze delle suddette Funzioni di 
Trasferimento sintetiche realizzate con modello Cole-Cole. L’analisi, di tipo statistico, viene 
fatta solo sulle Potenze decimate delle TF poiché, nei casi reali, spesso la ricostruzione delle 
Fasi è difficile per il contributo di più tipologie di rumore, in particolare del rumore 
Gaussiano. 
3.4.1.  Creazione di segnali sintetici  
Dati di resistività complessa provenienti da SPI (Spectral Induced Polarization) possono 
essere modellizzati da un singolo o doppio modello Cole-Cole (Pelton et al. 1978); esso è 
stato teorizzato da Kenneth e Robert Cole (Cole & Cole, 1941), e apporta una sostanziale 
modifica al modello di Debye. 
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 Si tratta di un approccio empirico che consiste nel trovare il miglior fit tra i dati sperimentali 
(Spettri di Resistività e di Fase) e la funzione complessa di Cole & Cole (Cole & Cole, 1941), 
la quale è definita dalla formulazione: 
6.2                                     𝜌(𝜔) = 𝜌0 [1 − 𝑚 (1 −
1
1 + (𝑖𝜔𝜏)𝑐
)] 
La (6.2) viene risolta rispetto ai quattro parametri 𝜌0, 𝑚, 𝑐, 𝜏  (Appendice I), per ottenere la 
curva di miglior fit; esistono altre funzioni che possono essere utilizzate ma la funzione Cole-
Cole sembra offrire quella migliore con il numero minimo di parametri. 
Il modello Cole-Cole viene utilizzato, in questo contesto sperimentale al fine di ottenere un 
set di dati sintetici. 
 La preparazione dei dati prima dell’elaborazione mediante gli 
step descritti nel capitolo ‘Descrizione dell’algoritmo’ 
(Cap..3.3), è suddivisa in tre fasi, rispettivamente: 
1) Un generico segnale temporale, assunto essere il segnale 
di riferimento di una stazione mobile di TT 
multifrequenza, viene trasformato nel dominio delle 
frequenze mediante FFT;  
2) La trasformata del medesimo segnale viene moltiplicata 
per quattordici Funzioni di Trasferimento sintetiche, 
realizzate con modello Cole-Cole impiegando i 
parametri spettrali riportati in Tab.2; 
3) I quattordici spettri filtrati vengono assegnati in ordine 
ai segnali dal terzo al sedicesimo canale, infine 
antitrasformati con la Inverse Fast Fourier Trasform, 
ottenendo così quattordici sequenze temporali. 
Ne consegue che le serie temporali ottenute sono dati sintetici 
ricavati filtrando il segnale di riferimento con Funzioni di 
Trasferimento sintetiche realizzate con modello Cole-Cole.  
Per questa ragione il prodotto finale dell’elaborazione dovrebbe fornire Potenze e Fasi delle 
Funzioni di Trasferimento in grado di riprodurre fedelmente l’andamento degli spettri di 
Potenza e di Fase delle Funzioni di Trasferimento del Modello Cole-Cole. Fig.28 (a,b) riporta 
in un plot 2D, rispettivamente Spettro di fase e Potenza delle Funzioni di Trasferimento Cole-
Cole per la stazione mobile, ottenute attraverso i parametri Spettrali in Tab.2.                                       
    m 𝝉     c 
NaN NaN NaN 
NaN NaN NaN 
0 1 0.25 
0.3 1 0.25 
0.7 1 0.25 
0.7 1 0.5 
0.7 100 0.5 
0.5 100 0.5 
0.3 100 0.5 
0.3 100 0.8 
0.5 100 0.8 
0.7 100 0.8 
0.7 0.01 0.8 
0.5 0.01 0.8 
0.3 0.01 0.8 
0.01 0.01 0.8 
Tab.2   
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3.4.2. Creazione di due set di dati per aggiunta di due tipologie di rumore  
Il rumore elettromagnetico è stato ampiamente presentato da Szarka (1988); esso include 
fluttuazioni causate da sorgenti artificiali e naturali.  
Le sorgenti di campi EM artificiali sono divise in 
passive e attive; le prime dovute a costruzioni 
artificiali sotto o sopra la superficie terrestre e 
trattate come disomogeneità di resistività; le 
seconde causate dall’uso di strumenti elettrici che 
provocano squilibri di rete (Szarka, 1988).  
Le sorgenti del rumore elettromagnetico naturale 
sono  dettagliate in Cap.2.1. Fig.29(a) mostra lo 
spettro del rumore EM e le relative sorgenti. 
Le armoniche della cinquanta Hz e multiple, 
generate dalle linee elettriche, sono state studiate da 
diversi autori (Takacs, 1979a; McCollor et al., 
1983); in questo lavoro di tesi vengono utilizzate 
come parte integrante del segnale monitorato.  
In base a queste considerazioni nei dati di prospezione TT multifrequenza è possibile 
individuare: 
1) Un vero e proprio disturbo originato da campi elettromagnetici artificiali a 50 Herz e 
multiple (Fig.29(b));  
2) Rumore impulsivo di varia entità, originato dall’azione dei fulmini, ma non sempre 
presente; 
3) Possibile presenza di rumore Gaussiano e altre tipologie di rumore di origine 
antropica.  
                 Fig.28(a)                                                           Fig.28(b) 
           Fig.29(a) 
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Fig.29(b), mostra il picco dei 50 Hz e multiple 
nello Spettro di Ampiezza del segnale di 
riferimento sintetico, prima dell’aggiunta del 
rumore. Al fine di generare dati sintetici 
prossimi a quelli acquisiti in campo, ai segnali 
sintetici viene aggiunto separatamente rumore 
impulsivo e rumore Bianco Gaussiano, 
generando in questo modo due set di dati che 
vengono processati ripercorrendo gli stessi 
step.  
 
 Segnali sintetici generati per aggiunta di Spike nel medesimo campione temporale 
La registrazione dei segnali della stazione 
mobile avviene contemporaneamente in tutti i 
dipoli, per questa motivazione, nel primo set di 
dati, lo spike viene attribuito allo stesso 
campione in tutte le sequenze temporali 
sintetiche. 
Viene assegnato all’impulso un valore che 
risulta essere molto maggiore rispetto al 
massimo valore di potenziale registrato, di due 
ordini di grandezza, per simulare una 
situazione limite. Fig.30 riporta l’aggiunta 
dello spike al segnale di  riferimento. 
 Segnali sintetici con aggiunta di rumore Gaussiano 
Al secondo set di dati sintetici viene aggiunto 
rumore Gaussiano; viene assegnato un noise di 
valori prossimi alle stesse grandezze 
monitorate, poiché da prove pregresse, la 
presenza di rumore Bianco sembra aggravare 
notevolmente il quadro delineato 
dall’introduzione dello spike, soprattutto per 
quanto riguarda lo Spettro di Fase delle 
Funzioni di Trasferimento. Fig.31mostra il 
segnale di riferimento dopo l’aggiunta di 
rumore Gaussiano. 
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3.4.3. Elaborazione dei due set di dati sintetici 
In questo paragrafo vengono mostrati i vari step dell’algoritmo con cui vengono elaborati i dei 
due set di dati sintetici. Le fasi che compongono la prima parte (Pre processing e Processing 
del generico segnale della stazione mobile, Par.3.3.1.), vengono applicate, in via 
rappresentativa, al segnale di riferimento.  
Mentre per gli step della seconda parte del Processing (Par.3.3.2.) viene utilizzato il segnale 
di riferimento e il segnale associato al dodicesimo canale della stazione mobile. 
 Il detrend, applicato ai dati sintetici con 
aggiunta di spike o rumore Gaussiano, sottrae 
dai dati un fit lineare di minima entità come 
visibile in Fig.32, dove sono riportati 
rispettivamente; il segnale di riferimento pre-
detrending (in nero), lo stesso post-detrending 
(in rosso) e il trend sottratto (verde), il quale 
presenta valori estremamente piccoli, 
dell’ordine di 10^-5. 
Lo stesso detrend applicato sulle singole 
porzioni temporali, derivanti da segmentazione 
del medesimo segnale, sottrae trends di entità ancora minori e agisce in maniera più 
localizzata.  
In Fig.33 (a,b) l’applicazione del detrending lineare sulle singole porzioni del segnale di 
riferimento; questo operatore agisce maggiormente negli intervalli temporali tra 0 e 15 
secondi (a) e tra 32 e 45 secondi (b). 
 
  
 
 
Fig.34 (a,b) mostra come opera la finestratura sul segnale di riferimento, in (a) è riportato il 
segnale segmentato pre-finestratura, sopra la finestra di Hanning scalata in ampiezza 
(l’algoritmo prevede la scelta tra nove tipologie di finestre temporali); in (b) dopo la 
        Fig.33 (a)                                                      Fig.33(b) 
          Fig.32 
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finestratura di Hanning sulle singole porzioni in cui è diviso il segnale di riferimento per il set 
di dati con aggiunta di spike. 
 
 
 
 
 
 
 
 
Fig.35(a,b,c) riproduce il secondo segmento del segnale di riferimento per dati privi di spike e 
rumore Gaussiano (di Fig.34), in (a) prima di essere allungato nel dominio temporale, in (b) 
lo stesso allungato con zeri fino a 2^20 campioni, in (c) il relativo Spettro di Ampiezza. 
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Fig.35(c)           
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Dall’analisi di Fig.35(c) si nota alle basse frequenze la presenza di un artefatto originato dalla 
stessa segmentazione del segnale di partenza.   
Fig.36(a) riporta lo spettro di Potenza del medesimo segmento temporale allungato con 
iniziale aggiunta di spike, dove è ancora più evidente il disturbo alle basse frequenze, 
cerchiato in rosso; esso non risulta essere problematico perché non riguarda le frequenze di 
interesse. 
In Fig.36(b) il relativo spettro di Potenza del segnale di riferimento, ottenuto attraverso il 
Metodo di Welch modificato, mette in evidenza la 50 Hz e le rispettive multiple. 
In Fig.37(a) lo stesso Spettro di Potenza del segnale di riferimento dopo applicazione di un 
filtro a Media Mobile a tre punti, paragonando questa immagine alla Fig.36(b) visivamente 
non sussistono differenze; in realtà sono presenti con ordini intorno ad  e^-15, come visibile 
dal plot delle differenze in Fig.37(b) . 
 
  
    
Fig.38(a,b) riproduce lo spettro di Ampiezza (a) e di Fase del Cross-Spettro (b) per il segnale 
di riferimento e il segnale associato al dodicesimo canale della stazione mobile, entrambe con 
aggiunta di rumore impulsivo, ottenuto per media dei quindici Cross-Spettri.  
In Fig.39(a,b) lo spettro di Fase (a) e di Ampiezza del Cross-Spettro (b) per i medesimi 
segnali con aggiunta di rumore Gaussiano.  
                       Fig.37(a)                                                        Fig.37(b) 
            Fig.36(a)                                                          Fig.36(b) 
Fig.25(b) 
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Tra i due plot sussiste una disuguaglianza, evidente in particolar modo nello spettro di fase, 
per la presenza in Fig.39(b) di un’anomalia nella banda di frequenze compresa tra i 10^1 e i 
10^2, dovuta proprio alla presenza del rumore Gaussiano. 
 
 
 
 
 
 
 
 
 
 
 
 
In funzione delle informazioni raccolte è solo possibile affermare che l’introduzione del 
rumore Gaussiano sembra aggravare il quadro, soprattutto per quanto riguarda lo spettro di 
Fase dei singoli segnali e delle stesse porzioni in cui vengono suddivise le serie temporali; per 
una visione più completa bisognerebbe estendere la trattazione a tutti i segnali della stazione 
mobile, non necessaria per l’analisi dei risultati dei dati sintetici. 
In Fig.40(a,b) è riportata la Coerenza quadratica calcolata per il segnale di riferimento e il 
segnale del dodicesimo canale della stazione mobile, rispettivamente senza e con l’aggiunta di 
spike; dalle immagini la situazione cambia in maniera abbastanza importante, infatti la 
Coerenza quadratica, dopo l’aggiunta dello spike, subisce delle variazioni soprattutto alle alte 
frequenze, dove si abbassa notevolmente toccando il valore minimo di 0.736.  
La situazione si aggrava ulteriormente considerando la funzione di Coerenza quadratica per 
gli stessi segnali con aggiunta di rumore Gaussiano, visibile in Fig.40(c); la Coerenza 
quadratica tocca valori di 0.21. 
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   Fig.38(a)                                                           Fig.38(b) 
          Fig.39(a)                                                            Fig.39(b) 
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Queste considerazioni, circa l’introduzione di una tipologia di rumore piuttosto che l’altra, si 
riscontrano con l’analisi delle Funzioni di Trasferimento e dei relativi spettri di Potenza e 
Fase; In Fig.41(a,b) lo spettro di Potenza (a) e Fase (b) della Funzione di Trasferimento (TF) 
per il segnale di riferimento e il segnale relativo al dodicesimo canale della stazione mobile 
con aggiunta di rumore impulsivo.  
In Fig.42(a,b) lo spettro di Potenza (a) e Fase (b) per i medesimi segnali ai quali viene 
aggiunto rumore Gaussiano.  
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                           Fig.40(a)                                                           Fig.40(b) 
 
Fig.40(c)                                                              
  Fig.41(a)                                                       Fig.41(b) 
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L’introduzione dello spike, ma soprattutto del rumore Gaussiano, provocano una distorsione 
importante di entrambe gli spettri alle alte frequenze; quanto detto è ben visibile attraverso il 
confronto con Fig.43(a,b) che riproduce i medesimi in assenza di spike e rumore Gaussiano. 
Il prodotto finale dell’elaborazione, in termini di Spettro di Potenza post decimazione delle 
Funzioni di Trasferimento, stimate per tutti i segnali della stazione mobile, è raffigurato in 
Fig.44(a), che rappresenta in via rappresentativa il plot 2D degli spettri di Potenza delle 
Funzioni di Trasferimento decimati per media con pesatura attraverso la finestra Coseno e la 
Coerenza quadratica (esistono otto tipologie di decimazione). 
In Fig.44(b) lo stesso plot 2D per time series con aggiunta di rumore Gaussiano, e in Fig.44(c) 
il medesimo per segnali sintetici senza aggiunta di rumore. 
Questi grafici testimoniano l’effetto del noise sul prodotto finale dell’elaborazione; come 
prevedibile dall’analisi del Cross Spettro e della funzione di Coerenza quadratica (vedi Fig. 
40(b,c)) sono le alte frequenze a risentire di più del rumore.  
In Fig.45(a) le Fasi decimate delle quattordici Funzioni di Trasferimento relative alla stazione 
mobile, con applicazione in dominio temporale, della finestra di Hanning. Fig.45(b) riporta lo 
stesso plot 2D per time series con rumore Gaussiano, in Fig.45(c) senza nessuna tipologia di 
rumore. 
                     Fig.42(a)                                                      Fig.42(b) 
 
                    Fig.43(a)                                                        Fig.43(b) 
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Le conclusioni sono le stesse analizzate per le Potenze, l’azione dello spike si sente molto alle 
alte frequenze tuttavia l’andamento delle Fasi delle Funzioni di Trasferimento, ricavate da 
time series con spike, riproduce abbastanza fedelmente quelle ricavate da time series prive di 
spike, la situazione peggiora per le sequenze temporali con aggiunta di rumore Gaussiano, 
tuttavia lo sviluppo delle fasi è ancora riconoscibile. 
 
 
 
 
Fig.44(a)                                                            Fig.44(b) 
 
 Fig.44(c)                                                         Fig.45(a) 
10
0
10
1
10
2
10
3
10
4
-0.45
-0.4
-0.35
-0.3
-0.25
-0.2
-0.15
-0.1
-0.05
0
0.05
PHASE TRANSFER FUNCTION (TIME SERIES WITH SPIKE)
log10(f-TF)
P
h
a
s
e
T
f
 
 
TF1
TF2
TF3
TF4
TF5
TF6
TF7
TF8
TF9
TF10
TF11
TF12
TF13
TF14
         Fig.45(b)                                                          Fig.45(c)             
62 
 
3.4.4. Analisi del miglior modello per i due set di dati 
La stima del miglior modello, inteso come la procedura che consente di ottenere il miglior 
risultato in termini di spettri di Potenza decimati delle Funzioni di Trasferimento della 
stazione mobile, è la stessa per i settantadue modelli generati per ognuno dei due set di dati 
sintetici. 
In questo paragrafo viene dettagliato il criterio di valutazione prendendo in considerazione  
settantadue modelli ottenuti a partire da un generico set.  
Il primo parametro è puramente visivo; le Potenze ottenute dovrebbero riprodurre 
l’andamento delle Potenze della Funzione di Trasferimento Cole-Cole, tuttavia i modelli 
generati, proprio a causa della presenza di rumore, presentano Spettri di Potenza delle TF 
abbastanza alterati, tali da non permettere di individuare visivamente il miglior modello.  
Per questo motivo si ricorre a tecniche statistiche, quali: 
- Valutazione degli Scarti quadratici;  
- Deviazione Standard;  
- Scarto medio assoluto.  
In primo luogo vengono calcolati per ciascun modello i rispettivi Residui o Scarti; con 
Residui si fa riferimento alla differenza tra i valori teorici, rappresentati dalle Potenze 
decimate della Funzioni di Trasferimento del modello Cole-Cole, e i valori delle Potenze delle 
Funzioni di Trasferimento relative ai diversi modelli. 
Gli scarti vengono elevati alla seconda, ottenendo così gli Scarti quadratici in modo da non 
considerare i segni, essi vengono adoperati come statistica di dispersione per il calcolo della 
Deviazione Standard; mentre viene utilizzato il modulo dei Residui per la valutazione dello 
Scarto Medio Assoluto.  
La valutazione della migliore procedura procede per analisi di modelli ottenuti previa 
applicazione della medesima finestra temporale e differenti tipologie di medie delle Potenze 
delle Funzioni di Trasferimento, ricavando in questo modo nove gruppi che contengono l’uno 
otto modelli.  
Fig.46 (a,b) riporta l’andamento dei residui quadratici in un plot semilogaritmico, per modelli 
ottenuti processando dati sintetici con spike; in (a) gli scarti quadratici del modello ottenuto 
per combinazione della finestratura di Hanning e media semplice delle Potenze delle Funzioni 
di Trasferimento; in (b) i residui quadratici del miglior modello per il gruppo accomunato da 
finestratura di Hanning, in fase di Pre-Processing, e decimazione delle Potenze delle TF con 
pesatura di Hamming e Coerenza quadratica. 
In Fig.47 (a,b) l’andamento dei residui quadratici per gli stessi modelli presenti in Fig.46 (a,b) 
per  dati sintetici con rumore Gaussiano. 
Dall’analisi di Fig.46(a,b) e Fig.47(a,b) i modelli ricavati per aggiunta di noise impulsivo 
presentano residui quadratici maggiori rispetto a quelli ottenuti per aggiunta di rumore 
Gaussiano, tuttavia l’andamento degli stessi in Fig.47 è molto più irregolare e discontinuo. 
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 Calcolo della Deviazione Standard  
Considerando una generica sequenza x(i), con i=1,2..n, e una distribuzione di riferimento r(i) 
con i=1, ..,n; la deviazione standard viene calcolata come radice quadra della sommatoria 
degli scarti quadratici (𝑥(𝑖) − 𝑟(𝑖))  2 normalizzati su n [14]:  
6.3                                                           𝜎2〈𝑥(𝑖)〉 =  √
1
𝑛
∑(𝑥(𝑖) − 𝑟(𝑖)) 2
𝑛
𝑖=1
 
Applicando la (6.3) in questo contesto sperimentale, si procede facendo: 
1) La sommatoria dei residui quadratici, alle varie frequenze, fratto il numero dei residui 
coinvolti nella sommatoria. In questo modo, per ciascun modello, si generano  
quattordici valori, uno per ogni Funzione di Trasferimento della stazione mobile;      
2) Il calcolo della radice quadrata della media dei quattordici valori ottenuti. 
In questo modo, per ogni modello, viene calcolato un valore di Deviazione Standard e, per 
ogni gruppo, otto valori dello stesso parametro. 
 
 
                       Fig.46(a)                                                                                           Fig.46(b) 
 
    Fig.47(a)                                                             Fig.47(b) 
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 Scarto medio assoluto 
Una statistica più robusta è offerta dall’operatore noto come Scarto medio assoluto che 
corrisponde alla media aritmetica dei valori assoluti degli scarti. 
Considerando sempre la generica sequenza x(i), la distribuzione di riferimento r(i), è possibile 
calcolare questo operatore come [14]: 
6.4                                                  𝑠〈𝑥(𝑖)〉 =
1
𝑛
 ∑|𝑥(𝑖) − 𝑟(𝑖))| 
𝑛
𝑖=1
 
Nel  seguente lavoro lo scarto medio assoluto per ogni modello viene determinato attraverso: 
1) La sommatoria dei moduli assoluti degli scarti a diverse frequenze, fratto il numero 
degli scarti, ottenendo così, per ogni modello, un numero di valori pari al numero delle 
Funzioni di Trasferimento;  
2) La media semplice dei valori conseguiti. 
Come per il calcolo della Deviazione Standard, per ogni modello si consegue un valore di 
Scarto Medio Assoluto e otto valori per ogni gruppo. 
Acquisiti i vari parametri statistici risulta necessario individuare il valore minimo di 
Deviazione Standard e Scarto Medio Assoluto e il modello associato al suddetto valore 
minimo per ogni gruppo; teoricamente, a parità di gruppo di appartenenza, i due parametri 
dovrebbero indicare il minimo nello stesso modello, tuttavia in caso di disuguaglianza, viene 
data più importanza allo Scarto medio assoluto poiché fornisce una statistica più robusta.  
Individuati i minimi per tutti i nove gruppi viene riconosciuto il minimo assoluto. Questa 
procedura porta ad identificare rispettivamente:  
- Il modello ottimale per i due set di dati sintetici utilizzati;  
- I modelli meglio funzionanti per tutte le finestre temporali utilizzate.  
Fig.48(a,b) mostra Deviazione standard (a) e Scarto medio assoluto (b) relative alle singole 
Potenze  delle quattordici funzioni di Trasferimento del modello per finestratura di Hanning e 
decimazione delle Potenze delle TF con pesatura di Hamming e Coerenza quadratica, per 
dati sintetici con spike. Fig.49 (a,b) riporta un valore di Deviazione standard e Scarto medio 
assoluto per ogni modello del primo gruppo (Finestratura temporale di Hanning) per segnali 
con Spike e individuano il minimo nel quinto modello, cerchiato di verde, per entrambe i 
parametri statistici. 
 In Fig.50(a,b) gli stessi plot di Fig.49 (a,b) per modelli ricavati adoperando segnali con 
aggiunta di rumore Gaussiano.  
Tab.(3,4) contiene i valori di Deviazione Standard e Scarto Medio Assoluto degli otto modelli 
ritenuti ottimali, ognuno relativo ad un gruppo ricavato previa applicazione di una medesima 
finestra temporale, in (3) per segnali con Spike, in (4) per segnali con rumore Gaussiano.   
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  Set  di dati  con Spike    
Finestratura 
temporale  
Decimazione per media delle Potenze 
della Funzione di Trasferimento  
Deviazione 
Standard  
Scarto Medio 
Assoluto 
Hanning  Media con Black-Harr e Coh^2. 0.011 0.084 
Blackman Media con Black-Harr e Coh^2. 0.260 0.690 
Parzen Media con Black-Harr. e Coh^2. 0.009 0.076 
                     Fig.48(a)                                                           Fig.48(b) 
 
                      Fig.49(a)                                                    Fig.49(b) 
 
                    Fig.50(a)                                                        Fig.50(b) 
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Tukey  Media con Black-Harr. e Coh^2. 0.012 0.088 
Bartlett  Media con Black-Harr. e Coh^2. 0.010 0.082 
Bohman  Media con Black-Harr. e Coh^2. 0.009 0.079 
Triangolare Media con Black-Harr. e Coh^2. 0.010 0.082 
Bartlett-Han. Media con Black-Harr. e Coh^2. 0.010 0.083 
Hamming Media con Black-Harr. e Coh^2. 0.011 0.083 
  Tab.3 
  Set  di dati  con Rumore Gaussiano   
Finestratura 
temporale  
Decimazione per media delle Potenze 
della Funzione di Trasferimento  
Deviazione 
Standard  
Scarto Medio 
Assoluto 
Hanning Media Semplice     0.003    0.046 
Blackman Media Semplice     0.206    0.610 
Parzen Media pesata con Hamming e Coh^2    0.003    0.047 
Tukey  Media semplice    0.003    0.046 
Bartlett  Media semplice    0.003    0.046 
Bohman  Media pesata con Hamm e Coh^2    0.003    0.046 
Triangolare Media semplice    0.003    0.046 
Bartlett-Han. Media semplice    0.003    0.046 
Hamming Media semplice    0.003    0.045 
  Tab.4 
Per il set di dati con aggiunta di spike il modello ritenuto ottimale, ovvero quello che presenta 
il minimo assoluto di  Deviazione Standard e Scarto Medio Assoluto, è individuato nella 
procedura che combina: 
- Finestra di Parzen, in fase di pre-processing; 
- Decimazione per media delle Potenze della TF con applicazione della Funzione peso 
di Blackman-Harris e Coerenza Quadratica.  
In Fig.51 (a,b) il plot 2D degli spettri di Potenza (a) e Fase decimati (b) delle TF utilizzando il 
miglior modello per segnali con spike, in Fig.(c,d) le relative Pseudosezioni di Potenza e Fase. 
                 Fig.51(a)                                                             Fig.51(a) 
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Per il set di dati con aggiunta di rumore Gaussiano il miglior modello è quello realizzato per 
combinazione di:  
- Finestra di Hamming, in fase di pre-processing; 
- Decimazione per media semplice delle Potenze delle Funzioni di Trasferimento negli 
intervalli di frequenza noti. 
In Fig.52(a,b) il plot 2D delle Potenze delle Funzioni di Trasferimento del modello ritenuto 
ottimale per segnali con rumore Gaussiano, in Fig.52(c,d) le relative Pseudosezioni di 
Potenza e Fase. 
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Fig.51(c)                                                            Fig.51(d) 
                   Fig.52(a)                                                          Fig.52(b) 
         Fig.52(c)                                                          Fig.52(c) 
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Dall’analisi di Fig.51(a,b,c,d) e Fig.52(a,b,c,d) si deduce che: 
1)  Il risultato finale non è univoco; in funzione della tipologia di rumore applicato ai 
segnali sintetici della stazione mobile, la determinazione degli spettri di Potenza 
decimati ottimali delle Funzioni di Trasferimento richiede l’applicazione di:  
 Una differente tipologia di finestra temporale, in fase di Pre-Processing; 
  Una differente decimazione per media delle Potenze delle Funzioni di 
Trasferimento.  
2) La sola presenza di rumore impulsivo, sui segnali della stazione mobile, permette 
ancora la ricostruzione dello Spettro di Potenza e di Fase delle relative Funzioni di 
Trasferimento, anche quando l’impulso è di notevole entità, aggravando tuttavia la 
situazione alle alte frequenze. La presenza di rumore Gaussiano peggiora il quadro, 
anche quando lo stesso rumore risulta essere di valori inferiori rispetto agli stessi dati, 
non permettendo una buona determinazione delle Potenze e Fasi delle Funzioni di 
Trasferimento, distribuendosi inoltre in tutto il dominio delle frequenze, in maniera 
maggiore alle alte.  
3) La combinazione delle due tipologie di rumori può non permettere la ricostruzione 
degli Spettri di Fase delle Funzioni di Trasferimento.  
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4. Applicazione in un Test site in località Boccheggiano  
L’elaborazione dei dati sintetici ha fornito risultati positivi sia per quanto riguarda lo Spettro 
di Potenza che di Fase delle Funzioni di Trasferimento, è necessario ora determinare la 
risposta dell’algoritmo utilizzando dati reali. Questo capitolo è suddiviso in due parti, nella 
prima, che comprende i primi due paragrafi, vengono mostrate le caratteristiche geologiche e 
geominerarie del Test site, ne viene definita la scelta e l’obbiettivo dell’applicazione 
sperimentale. 
Nella seconda parte, i dati raccolti vengono processati mediante le due procedure ritenute 
ottimali a seguito dell’elaborazione dei due set di dati sintetici.  
Vengono poi valutati gli Spettri di Potenza e Fase decimati delle TF ottenuti, cercando di 
capire se gli stessi risultati possono essere o meno qualitativamente indicativi della geologia 
lungo il profilo di acquisizione, e possibilmente quale dei due modelli fornisce la risposta 
migliore.  
4.1. Inquadramento geologico e geominerario del Test site 
Il Test site è stato effettuato in zona Fonteverdi, presso Boccheggiano (Com. Montieri, GR), 
località ubicata nelle colline Metallifere appartenenti al distretto Minerario della Toscana 
Meridionale. 
Per la finalità del rilevamento Tellurico l’inquadramento geologico necessita di brevi cenni 
circa l’assetto strutturale, nonché alcune considerazioni circa la costituzione geologica dei 
terreni affioranti nella zona del Test site.  
Nella suddetta area è presente un complesso sistema di faglie normali, ad alto angolo, che 
interessano sia le formazioni della successione sedimentaria Toscana che le Unità Liguridi e 
Subliguridi. 
 Esse sono legate alla fase distensiva post-orogenica e tagliano in blocchi, pendenti a SO e di 
dimensioni più o meno grandi, le formazioni pre-mioceniche.  
Tuttavia la struttura geologica più rilevante, in quanto sede di un’importante manifestazione 
filoniana, è la cosiddetta faglia di Boccheggiano (filone quarzoso-cupifero di Boccheggiano), 
orientata all’incirca NW-SE con immersione N-NE di circa 40°- 45°. Questa struttura mette a 
contatto i terreni Triassici, Filladi e Calcari cavernosi, con quelli alloctoni Cretacici in facies 
di Flysch, Galestri (Scisti argillosi)  e Palombini. 
Le Filladi di Boccheggiano, costituiscono il blocco ribassato, ovvero il letto della faglia, posto 
a SO, mentre i Flysch argilloso-calcarei costituiscono il blocco rialzato posto a NE; la  messa 
in posto viene in genere attribuita ad un’età Oligo-Miocenica (Signorini, 1966) Fig.53.  
Per la descrizione delle formazioni affioranti nell’area di studio, si fa ricorso alla leggenda del 
foglio n°306 di Massa Marittima.  
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    Fig.53 
Nell’area del Test site, e più generalmente di Fonteverdi, la successione dei terreni in 
affioramento può essere schematizzata dal più antico al più recente nel seguente modo: 
1. Formazione Filladica di Boccheggiano, considerata da Trevisan (1955), Vighi (1958) 
e Signorini (1966) come la transizione graduale fra il Verrucano Clastico e la Serie 
Evaporitica sovrastante. Questa unità litostratigrafica si compone di tre litofacies 
principali (Tanelli,1977), ovvero;  
a) Filladi e Quarziti grigie e nere;  
b) Quarziti e Filladi verdi, costituisce delle lenti nella parte centrale della 
successione; 
c) Metaconglomerati, presenti come lenti nella parte alta della successione. 
Dal punto di vista strutturale le Filladi costituiscono una monoclinale, orientata NW-
SE con immersione SW, e dislocata da una serie di faglie dirette, immergenti ad E.  
2. Formazione del Calcare Cavernoso,  questa facies è costituita da calcari grigi e da una 
breccia non stratificata, con elementi calcarei o dolomitici da centimetri a decimetri e 
cemento calcareo, caratterizzati da piccole cavità di forma poligonale vuota (Calcari 
Vacuolari o Cellette), o riempite da polvere grigia dolomitica, cenerone.   
Affiora nelle aree immediatamente a S e SW della faglia 
di Boccheggiano, dove poggia sulla serie Filladica sopra 
descritta.  
3. Flysch alloctono del complesso Liguride, nell’area in 
esame si può distinguere dal punto di vista 
litostratigrafico, una formazione inferiore, calcareo-
marnosa, e una superiore, formazione dei Galestri e 
Palombini (Fig.54). 
La prima, costituita da un’alternanza di strati calcareo-marnosi, 
di Marne, Arenarie e Calcareniti, affiora nella valle del fiume 
Merse, tra Campiano e località Molino di Tigoli, la seconda 
invece presenta una maggiore estensione e continuità sugli 
affioramenti. 
Fig.54 
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Le facies di Flysch si sono formate in seguito alle spinte dell’orogenesi appenninica, sui 
terreni della serie Toscana, per questo motivo la loro giacitura è quasi sempre caotica.  
Al di sotto di questo complesso, e a tetto della faglia, è presente una formazione evaporitica 
dello stesso ordine di potenza, corrispondente stratificamente al Calcare Cavernoso con 
andamento sub-orizzontale, nota come Formazione Anidritica di Burano [12].  
Una ruolo rilevante nella comprensione delle caratteristiche del sottosuolo, nell’area del Test 
site, è fornita dagli innumerevoli studi svolti sui giacimenti minerari e dalla relativa 
coltivazione; il sito possiede infatti un’importante storia Geomineraria.  
Le attività minerarie sono dettagliatamente documentate dalle relazioni del Servizio Minerario 
a partire dal 1888, ma da fonti antiche sembra che siano iniziate molto prima, almeno a partire 
dal sec. XV (Chiocciora et al., 2002). 
L’escavazione mineraria é iniziata a sud di Boccheggiano, nella zona di Fonteverdi, dove 
sono presenti le coltivazioni più antiche, collocate principalmente sulle faglie minori; esse si 
sviluppano in sotterraneo con reticoli di gallerie che si estendono lateralmente per decine di 
km e fino ad oltre 300 m di profondità. 
L’attività mineraria nell’area di Fonteverdi, e in generale in tutte le miniere di Boccheggiano, 
è legata principalmente all’estrazione di Pirite; la faglia di Boccheggiano è infatti marcata da 
un filone quarzoso localmente mineralizzato con colonne ed ammassi di Pirite e solfuri misti 
(Chiocciora et al., 2002), anche le faglie minori sono mineralizzate. 
La paragenesi metallifera è costituita fondamentalmente da:  
- Pirite, con mineralizzazione cuprifera o massiva;  
- Calcopirite;  
- Ematite, sebbene in minor misura. 
Altri solfuri, quali Blenda e Galena, sono presenti in traccia. Il contenuto medio in 
Calcopirite, e conseguentemente quello in Rame, diminuisce progressivamente con la 
profondità (Chiocciora et al., 2002). 
 Le ipotesi genetiche ricorrenti sono sostanzialmente due:  
1) Quella classica idrotermale, secondo cui soluzioni mineralizzanti risalenti lungo le 
discontinuità hanno operato la sostituzione metasomatica delle rocce in posto; 
2) Quella esalativo-sedimentaria, che vede l’origine dei suddetti corpi a solfuri massivi 
originati da soluzioni idrotermali affioranti su fondali marini in zone particolari; le 
suddette mineralizzazioni primarie sarebbero state in seguito rimobilizzate e 
riconcentrate durante l’attività tettonica e magmatica connessa all’evento Appenninico 
[12].  
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4.2. Obbiettivo del Test site e modalità di acquisizione  
Le possibilità del metodo Tellurico (TT), come noto, sono legate a contrasti di resistività tra le 
formazioni, questo giustifica la scelta di questo sito; nell’area del Test site la faglia di 
Boccheggiano, e due faglie minori, mettono a contatto formazioni a diversa resistività, ma 
anche e soprattutto, il basamento e corpi mineralizzati conduttivi (Pirite). 
La resistività dei terreni è una complessa funzione della porosità, permeabilità, contenuto 
ionico dei fluidi di ritenzione e mineralizzazione argillosa; questa grandezza esprime 
l’attitudine del terreno all’attraversamento di una corrente elettrica e si misura in Ω metro.  
Inoltre la resistività delle rocce non rimane costante ma dipende dalla direzione della corrente 
che le attraversa. Da innumerevoli studi la resistività della Pirite è risultata suscettibile di 
cospicue variazioni, non solo in funzione della percentuale di minerale disperso nello sterile, 
ma anche della grandezza dei cristalli; essa si mantiene comunque compresa entro valori 
bassissimi (Mosetti, 1955).  
Il Calcare Cavernoso, che rappresenta una delle rocce del basamento, assume valori di 
resistività alti, mentre i Galestri (Scisti argillosi), esibiscono valori di resistività relativamente 
bassi. I valori di questo parametro fisico per alcuni litotipi è riportato in Fig.55 (Culley et al., 
1975). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Date queste premesse, al fine di considerare la polarizzazione TM del campo, il Test site è 
effettuato lungo un profilo ortogonale allo strike della faglia mineralizzata di Boccheggiano, 
che in questa zona non affiora superficialmente, e allo strike di due faglie minori, esattamente 
la faglia di Fonteverdi e la faglia di S. Amante, anch’esse mineralizzate. Si tratta di due 
dislocazioni che mettono a contatto lateralmente i Calcari Cavernosi (rosso) con gli Scisti 
argillosi (in giallo), Fig.56(a). La rispettiva sezione geologica (I) è mostrata in Fig.57(b). 
  Fig.55 
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Fig.56(a) 
 
Fig.56 (b)  
Il profilo è composto complessivamente da tre stazioni mobili, con sovrapposizione del 50%, 
per una totalità di 800 metri; tuttavia, nel seguente lavoro di tesi, viene scelta quella più 
rappresentativa e meno rumorosa, corrispondente alla stazione mobile centrale, Fig.56(c). La 
strumentazione e la modalità di acquisizione sono le stesse riportate in Par.3.3. 
 
Fig.56(c)  
La sezione in Fig.56(b) viene utilizzata come guida per la stima della bontà del risultato 
ottenuto attraverso l’elaborazione dei dati della stazione mobile scelta, riproponendo gli step 
descritti nei capitoli precedenti per i due modelli ricavati dalla valutazione statistica.  
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Il seguente Test site si prospetta pertanto di mostrare la risposta dell’algoritmo per 
l’elaborazione di dati reali di TT multifrequenza (acquisiti in un contesto geologico di queste 
precise caratteristiche), cercando di identificare, mediante l’analisi degli spettri di Potenza e 
Fase decimati delle Funzioni di Trasferimento, informazioni qualitative circa:  
 Il contatto tra il Calcare Cavernoso e gli Scisti argillosi;  
 Ma soprattutto tra il basamento e la Pirite.  
4.3.    Elaborazione dei dati grezzi  
I dati grezzi acquisiti nel Test site sono abbastanza rumorosi, tuttavia è ancora possibile 
riconoscere la forma d’onda dei segnali, come visibile in Fig.57, che riporta il campo Elettrico 
della serie temporale di riferimento nell’intervallo compreso tra 11,14 e 11,2 secondi.  
In questo segnale il disturbo più evidente si presenta circa al quarantesimo secondo, Fig.58; lo 
stesso disturbo si registra in tutti i segnali della stazione mobile, con diversa entità.  
Il detrend  lineare, applicato su tutta la lunghezza delle serie temporali, agisce in maniera 
diversa in funzione del segnale considerato.  
Fig.59(a) mostra il detrending lineare applicato sul segnale di riferimento della stazione 
mobile; questo operatore trasla rigidamente il segnale iniziale (in rosso), da valori negativi di 
campo elettrico a valori in un intorno di zero. 
Il CE relativo ai vari dipoli della stazione mobile è comunque molto variabile, e il detrend 
opera, per la maggior parte dei segnali, nella maniera opposta, ovvero da valori positivi di 
campo a valori in un intorno di zero; Fig.59(b) mostra il detrending per il segnale dell’ultimo 
canale della stazione mobile.  
Il detrending applicato sui singoli segmenti, in cui vengono divisi i segnali, lavora in maniera 
più puntuale, sottraendo da ogni porzione temporale dei trend lineari di piccola entità; 
Fig.60(a,b) riporta il detrending delle porzioni del segnale di riferimento, il quale agisce 
soprattutto negli intorni compresi tra i 3 e i 9 secondi (a) e tra i 44 e 54 secondi (b). 
 
 
 Fig.57                                                                    Fig.58    
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Vengono applicate sulle singole porzioni detrendizzate, di due set di medesimi segnali 
acquisiti nel test site, due tipologie di finestre, quelle utilizzate nei due modelli ritenuti 
ottimali dalla valutazione dei dati sintetici:  
- Finestra di Parzen, per il primo modello, Fig.61(a);  
- Finestra di Hamming, per il secondo, Fig.61(b). 
 
Fig.61(a)                   Fig.61(b) 
Queste finestre modificano i segnali, nel dominio temporale e delle frequenze, in maniera 
differente presentando andamenti nel tempo e caratteristiche spettrali diverse.  
Fig.62(a) riporta, in alto, i primi e gli ultimi tre segmenti temporali del segnale di riferimento, 
post finestratura di Parzen e allungamento nel dominio temporale fino alla lunghezza di 2^20 
campioni, in basso i relativi Spettri di Ampiezza per le sole frequenze positive. 
Fig.62(b) mostra i medesimi plot con applicazione della finestra di Hamming. 
             Fig.60(a)                                                                  Fig.60(b) 
Fig.59(a)                                                                  Fig.59(b) 
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Fig.62(b) 
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Focalizzando l’attenzione sugli Spettri di ampiezza delle singole porzioni allungate, ricavate 
dalla segmentazione del segnale di riferimento, indipendentemente dal tipo di finestra 
utilizzata, sono presenti all’incirca le medesime componenti spettrali con alcune differenze, le 
cui motivazioni sono: 
1) Gli spettri si riferiscono ad intervalli temporali differenti;  
2) Presenza di rumore casuale in tutte le porzioni del segnale;  
3) Uso di finestre temporali con differenti spettri di Ampiezza.  
Dalla sola visione degli spettri non risulta possibile individuare la finestra più opportuna per 
la tipologia di dati.  
Importanti informazioni vengono invece fornite dagli spettri di Potenza dei segnali della 
stazione mobile, calcolati attraverso il Metodo di Welch Modificato. 
Fig.63 riporta gli spettri di Potenza post-Smoothing di tutti i segnali della stazione mobile con  
finestratura di Parzen in fase di Pre-Processing. 
 
              
Fig.63 
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Attraverso l’osservazione di Fig.63 si può affermare che:  
1) Tutti gli spettri di Potenza attestano una presenza significativa del segnale antropico a 
50 Hz e multiple; 
2) Il segnale del secondo (ovvero il segnale di riferimento), del terzo e del settimo canale 
della stazione mobile presentano una forte anomalia negli Spettri di Potenza post-
smoothing, alle alte frequenze, nella banda compresa tra 10^3 e 10^4 Herz, Fig.64(a).  
La stessa anomalia è ben visibile negli Spettri di Ampiezza dei medesimi segnali, 
come mostra Fig.64(b), cerchiato in verde.  
L’anomalia può essere dovuta a: 
  Rumore EM naturale;  
 Rumore geologico, le misure dei campi elettrici possono risentire di rumori 
che dipendono dal contatto suolo-elettrodo e che risultano variabili sia tra 
differenti siti di misura, che nel singolo sito; 
 Errore strumentale.  
Facendo un confronto con lo spettro di Potenza del rumore 
EM naturale (Fig.64(c)), si nota una certa analogia tra 
l’anomalia e l’andamento delle potenze del campo EM 
naturale alle alte frequenze, questo fa pensare a rumore EM 
naturale, tuttavia dovrebbe essere registrato in tutti gli spettri 
di potenza dei vari segnali della stazione mobile, cosa che non 
accade, per questo viene considerato rumore geologico. 
Si procede analizzando degli spettri di Ampiezza post–
Smoothing dei Cross Spettri ricavati per la stazione mobile; 
quelli ottenuti per le coppie costituite dal segnale di 
riferimento e segnale del terzo canale, e dal segnale di riferimento e segnale del settimo 
canale, presentano un forte grado di correlazione alle alte frequenze (in rosso), non 
riscontrabile negli altri spettri. Per dedurne l’entità è possibile esaminare Fig.65 che riproduce 
gli Spettri di Ampiezza post smoothing e Fase dei primi nove Cross-Spettri della stazione 
mobile, utilizzando la finestra di Hanning in dominio temporale. 
          Fig.64(a)                                                   Fig.64(b) 
      Fig.64(c) 
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Il contenuto informativo degli spettri di Fase dei Cross Spettri non è altrettanto immediato. 
Queste considerazioni sono confermate dall’analisi delle Funzioni di Coerenza Quadratica, le 
quali si mantengono sopra valori di 0,4, per le coppie di segnali prima menzionate, mentre 
raggiungono valori bassissimi se non nulli per le restanti coppie, soprattutto alle alte 
frequenze. Fig.66 (a,b) mostra la Coerenza quadratica per le prime tre coppie di segnali della 
stazione mobile, in (a) utilizzando la finestratura di Parzen, in (b) le medesime funzioni 
utilizzando la finestra di Hamming.  
   Fig.65 
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Indipendentemente dal tipo di finestratura, dalla Fig.66 (a,b) si nota che:  
1)  In tutti i tre grafici si registrano alti valori di Coerenza quadratica, e quindi una buona 
correlazione per il segnale di riferimento e i segnali di interesse a basse frequenze, i 
valori decrescono all’aumentare della frequenza, tuttavia nel primo plot continuano ad 
essere relativamente alti, toccando il valore minimo di 0,4, mentre diminuiscono in 
maniera importante negli ultimi due;  
2) I tre plot mostrano valori alti di Coerenza quadratica intorno alla 50 Hz;  
3) I segnali del secondo e terzo plot risultano essere completamente incorrelati a 
frequenze comprese tra i 1500 e 4000 Herz, nella porzione in cui è localizzato il noise 
nel segnale di riferimento, toccando valori di Coerenza quadratica prossimi allo zero.  
Estendendo l’analisi alle quattordici funzioni di Coerenza quadratica della stazione mobile, 
previa applicazione delle due finestrature, una valutazione statistica permette di dare una 
prima stima sull’azione svolta dalle due finestre in fase di Pre-Processing; E’ possibile 
affermare che, nella seguente applicazione sperimentale, la finestratura di Hamming fornisce 
valori più alti di Coerenza Quadratica.   
Queste informazioni risultano utili per capire il risultato in termini di Spettro di Fase e 
Potenza delle funzioni di Trasferimento per il primo e secondo modello. 
La decimazione degli Spettri di Fase è uguale per entrambe i modelli e fondamentalmente 
porta allo stesso identico risultato; l’azione della finestratura, sugli spettri di fase dei singoli 
segmenti temporali, viene infatti sottratta in fase di pre-processing (Appendice L).  
In Fig.67(a,b) gli Spettri di Fase delle Funzioni di Trasferimento ottenute rispettivamente per 
il primo (a) e secondo modello (b).  
Fig.68(a,b) mostra in grafici 2D gli spettri di Potenza delle Funzioni di Trasferimento della 
stazione mobile per il primo (a) e secondo modello (b).  
 
Fig.66(a)                                                     Fig.66(b) 
81 
 
10
0
10
1
10
2
10
3
10
4
10
-2
10
-1
10
0
10
1
10
2
10
3
AMPLIDUTE TF (2° MODEL)
log10(frequency+)
A
m
p
lit
u
d
e
2
10
0
10
1
10
2
10
3
10
4
10
-2
10
-1
10
0
10
1
10
2
10
3
AMPLITUDE TF (1 MODEL°)
log10(frequency+)
A
m
p
lit
u
d
e
2
10
0
10
1
10
2
10
3
10
4
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
2.5
3
PHASE TF (1° MODEL)
P
h
a
s
e
log10(frequency+)
10
0
10
1
10
2
10
3
10
4
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
2.5
3
PHASE TF (2° MODEL)
P
h
a
s
e
log10(frequency+)
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
La decimazione delle Potenze delle Funzioni di Trasferimento si differenzia nei due modelli; 
tuttavia si ottengono due risposte molto simili di cui una più smooth, corrispondente a quella 
ricavata con il secondo modello, per media semplice delle Potenze all’interno degli intervalli 
di frequenza. 
 
 
 
 
 
 
 
 
 
 
 
      Fig.68(a)                                                         Fig.68(b) 
 
 
               Fig.67(a)                                                            Fig.67(b) 
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4.4.   Analisi dei risultati  
Il risultato conseguito non rappresenta il prodotto finale dell’elaborazione, ma  il punto focale 
da cui partire per riunire più basi (stazioni mobili) passando da pseudosezioni di rapporti di 
resistività apparente e di Fase in funzione della frequenza, a sezioni di resistività (apparente o 
reale) in funzione della profondità, mediante gli step riportati in Par.3.1.  
In questa fase del lavoro è necessario stabilire se i risultati ottenuti (spettri di Fase e Potenza 
decimati delle Funzioni di Trasferimento) dopo il processamento dei dati raccolti nel Test Site 
(attraverso le due procedure ritenute ottimali per l’elaborazione dei due set di dati sintetici), 
forniscono informazioni qualitative circa le variazioni laterali e verticali della resistività del 
semispazio.  
Per una migliore comprensione vengono analizzate le pseudosezioni ricavate dalle Potenze e 
Fasi decimate delle TF rispettivamente per il primo modello, Fig.70 (a,b), e per il secondo, 
Fig.71 (a,b); le stesse vengono paragonate alla sezione geologica, Fig.69, lungo il profilo di 
acquisizione.  
Da una prima analisi i vari terreni presenti nel sottosuolo dell’area di indagine, sulla base 
delle differenti caratteristiche di resistività elettrica, manifestano un diverso comportamento al 
passaggio della corrente Tellurica. 
 
Fig.69 
 
 
 
 
 
 
 
  
 Fig.70(a)                                                  Fig.70(b) 
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Iniziando dall’analisi delle pseudosezioni, ricavate dagli spettri di Potenza decimati delle  
Funzioni di Trasferimento relative alla stazione mobile, si nota che alle alte frequenze, da 
sinistra verso destra, la presenza di tre zone in cui si registrano alti rapporti di resistività 
apparente, prevedibili dall’analisi degli spettri di Potenza dei vari segnali. 
Nelle tre zone si verifica pertanto un aumento di resistività apparente rispetto a quello del 
sottosuolo investigato dal segnale della stazione base. 
Nella sezione geologica a basse profondità si osservano delle variazioni laterali di litologia; le 
due faglie di entità minore mettono a contatto il Calcare Cavernoso con gli Scisti argillosi che 
presentano, rispetto alla prima litologia, una resistività molto minore. Tuttavia, tutta l’area in 
questione, è coperta da discariche di miniera superficiali che possono causare un rumore 
geologico di notevole entità, come le tre anomalie registrate alle alte frequenze in Cap.4.3. 
Al diminuire della frequenza la situazione è più omogenea, tuttavia i rapporti di resistività 
decrescono finché raggiungono un minimo tra i 10 e 100 Hz; il minimo individuato mostra 
una certa continuità verticale, tra il centesimo e duecentesimo metro lungo il profilo di 
acquisizione, e una continuità laterale in tutta la pseudosezione, nella banda tra i 38 e i 76 Hz. 
Questa anomalia negativa potrebbe essere indicativa qualitativamente del: 
1) Contatto con la mineralizzazione; nella sezione geologica la mineralizzazione risulta 
essere sub-parallela e interposta tra le Filladi, che costituiscono la parte basale, e il 
Calcare Cavernoso; 
2) La presenza di cavità antropiche che attraversano tutta l’area in esame. Le gallerie 
infatti possono generare forti contrasti di resistività rispetto alle rocce ospitanti, poiché 
presentano altissimi valori di resistività, possono infatti comportarsi come perfetti 
isolanti.  
Cavità e mineralizzazione presentano pertanto un’anomalia opposta, nel seguente caso 
tuttavia, verificandosi una decrescita della resistività, è più immediato ricondurre la stessa alla 
mineralizzazione.  
        Fig. 71 (a)                                                     Fig.71 (b) 
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Per frequenze ancora inferiori si individuano zone in cui i contrasti di resistività si 
mantengono bassi, si verificano aumenti spostandosi lateralmente verso sinistra, tra i 170 e i 
400 metri, lungo la linea di acquisizione; nella sezione geologica a elevate profondità si 
riconosce il possibile contatto con le Anidriti, i cui valori di resistività sono molto alti.  
Analizzando ora le pseudosezioni in funzione della frequenza ottenute dagli spettri di Fase 
decimati delle Funzioni di Trasferimento, alle alte frequenze sono sempre presenti tre 
anomalie, localizzate tra i 100 e i 400 metri lungo il profilo, ma molto più puntuali, sempre 
riconducibili a rumore geologico.  
Tra i 2000 Hz e i 430 Hz è presente un’anomalia di notevole entità localizzata tra i 100 e i 250 
metri lungo la stazione mobile.  
Tra i 250 e i 64 Hz la situazione è più omogenea e continua lateralmente, per poi diventare 
discontinua lateralmente e verticalmente sotto i 64 Hz difficilmente riconducibile al contatto 
con le Anidriti. In base alle considerazioni fatte è possibile che la pseudosezione dei rapporti 
di resistività, ricavata dalle Potenze delle Funzioni di Trasferimento, dia un risultato più 
robusto rispetto a quello proposto dalla pseudosezione delle Fasi, per la rilevante presenza di 
rumore non eliminato dai dati, anche attraverso l’applicazione di filtri lineari. 
Si procedere cercando di capire quale è la procedura meglio funzionante per i dati acquisiti in 
questo contesto sperimentale, la stessa comprensione può dare uno spunto per 
l’individuazione del rumore maggiormente associato ai dati.  
Il primo e secondo modello forniscono sostanzialmente una risposta molto simile, il primo 
offre un risultato più definito e regolare, si riconoscono forme geometriche che si sviluppano 
tendenzialmente in una direzione piuttosto che un’altra, tuttavia non si è certi sull’entità di 
queste anomalie e la valutazione si riferisce al dominio delle frequenze che non presenta una 
relazione lineare con le profondità.  
Il secondo modello, quello ricavato per il set di dati sintetici con rumore Gaussiano, permette 
di ottenere una risposta più smooth, meno puntuale e di dettaglio; alcune informazioni 
vengono perse, ciò nonostante ripropone i caratteri principali individuati dal primo modello; 
risulta difficile capire quale è il modello ottimale per questi dati, a causa della buona 
compresenza di rumore Impulsivo, Gaussiano e probabilmente di altre tipologie di rumore. 
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4.5.   Conclusioni  
Al fine di verificare le possibilità della metodologia TT multifrequenza sono stati inizialmente 
creati due set di dati sintetici (attraverso il modello Cole Cole) caratterizzati dalla presenza di 
due diverse tipologie di rumore; essi sono stati elaborati mediante un algoritmo, implementato 
in ambiente MATLAB, il cui risultato finale è la determinazione degli Spettri di Fase e 
Potenza decimati delle Funzioni di Trasferimento di una stazione mobile.  
L’algoritmo presenta più possibilità di scelta circa l’applicazione della finestra temporale, in 
fase di pre processing, e la decimazione delle Potenze delle Funzioni di Trasferimento per 
media in intervalli di frequenza; le possibili combinazioni formano settantadue modelli per 
ciascuno dei due set di dati (con modello si fa riferimento ad  una procedura di elaborazione 
che porta al conseguimento degli spettri di Potenza decimati delle TF, le fasi decimate delle 
TF sono uguali per tutti i modelli).  
Viene fatta una valutazione statistica sulle Potenze delle TF ottenute attraverso le diverse 
procedure; questa stima porta ad identificare due modelli (uno per ciascun set di dati sintetici) 
che vengono utilizzati per il processamento di dati reali, relativi ad una stazione mobile, 
acquisiti in un Test Site in località Boccheggiano.  
Se l’elaborazione dei dati sintetici ha fornito risultati positivi, lo scopo del Test Site consiste 
nell’esaminare la risposta dell’algoritmo per l’elaborazione di dati reali di TT multifrequenza. 
L’analisi dei risultati mette in evidenza la possibilità di ricostruire una pseudosezione dei 
rapporti di resistività apparente del sottosuolo a partire dalle Potenze decimate delle funzioni 
di Trasferimento, qualitativamente indicativa della geologia (Fig.72); la pseudosezione delle 
Fasi delle TF non sembra fornire un quadro altrettanto significativo. 
 
Fig.72 
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I risultati ottenuti per i due modelli, sono uguali per quanto riguarda gli spettri di Fase delle 
Funzioni di Trasferimento (poiché la Fase dei singoli segnali non risente dell’azione della 
segmentazione e della finestratura in fase di pre processing), mentre differisce in minima 
entità per gli spettri di Potenza. 
Entrambe i modelli sono ritenuti validi, non è possibile pertanto discriminare l’uno o l’altro in 
funzione della risposta ottenuta e, di conseguenza, non è immediata la comprensione del 
rumore maggiormente associato alla tipologia dei dati che necessita di uno studio più 
approfondito. 
L’elaborazione pregressa, dei due set di dati sintetici, ha anzitempo evidenziato come 
l’introduzione delle due tipologie di noise, con valori di ordine inferiore o pari ai segnali 
stessi, introduca un disturbo di notevole entità negli Spettri di Potenza e di Fase delle 
Funzioni di Trasferimento soprattutto alle alte frequenze, permettendone ancora la 
ricostruzione.  
Quanto detto non vale in questo contesto sperimentale a causa della:  
1) Compresenza di più tipologie di rumore;  
2) Notevole entità del rumore, che in alcuni segmenti delle serie temporali risulta essere 
molto superiore ai segnali stessi.  
Pertanto la prospezione risulta essere molto sensibile al rumore e richiede lo sviluppo di 
adeguate metodologie di denoise al fine di produrre un risultato più compatibile con le reali 
variazioni dei rapporti di resistività apparente del sottosuolo, ma anche la ricostruzione degli 
spettri di Fase delle Funzioni di Trasferimento.  
La presenza del noise nei dati acquisiti nel Test Site, inficia anche la possibilità di utilizzare il 
segnale del dipolo ortogonale per studi di carattere qualitativo in multifrequenza, basti 
analizzare l’ellisse ricavato dal rapporto del campo elettrico del dipolo ortogonale e quello del 
segnale di riferimento, attraverso il Metodo qualitativo dell’Ellisse, Fig.73(a); il 
riconoscimento della direzione dell’anomalia è complicato dalla presenza del rumore che non 
consente la giusta ricostruzione dell’ellisse, altrimenti possibile per i dati sintetici privi di 
noise, come visibile in Fig.73(b).    
                  Fig.73 (a)                                                        Fig.73 (b) 
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5. Appendici    
Appendice A; Risoluzione dell’equazione di Helmholtz e determinazione del rapporto tra 
resistività apparenti. 
Considerando le componenti di due campi ortogonali, rispettivamente Ex e Hy, l’equazione di 
Helmholtz diventa un’equazione scalare del tipo∶ 
1. A               (
𝜕2 𝐸𝑥
𝜕𝑥2
+
𝜕2 𝐸𝑥
𝜕𝑦2
+
𝜕2 𝐸𝑥
𝜕𝑧2
) + (𝜀𝜇𝜔2 −  iωμσ )𝐸𝑥 = 0  
Inoltre se :   
  
𝜕
𝜕𝑥
=
𝜕
𝜕𝑦
= 0     𝑒     𝜀𝜇𝜔2 = 0      
1.1A                 
𝜕2 𝐸𝑥
𝜕𝑧2
− 𝑖(𝜔𝜇𝜎)𝐸𝑥 = 0   
                       (
𝜕2 𝐻𝑦
𝜕𝑥2
+
𝜕2 𝐻𝑦
𝜕𝑦2
+
𝜕2 𝐻𝑦
𝜕𝑧2
) + (𝜀𝜇𝜔2 −  iωμσ )𝐻𝑦 = 0   
1.2A                   
𝜕2 𝐻𝑦
𝜕𝑧2
− 𝑖(𝜔𝜇𝜎)𝐻𝑦 = 0  
Una soluzione  per la (1.2A) che soddisfa la condizione: 
                            lim
𝑧→∞
𝐻𝑦 = 0    
1.3A                   𝐻𝑦 = 𝐻𝑦0𝑒−(√𝑖𝜔𝜇𝜎)𝑧    
La (1.3A) rappresenta la soluzione all’equazione di Helmothtz per il campo magnetico, 𝐻𝑦0 è 
il campo Magnetico in superficie (z = 0). 
Riprendendo le equazioni di Maxwell, riportate in par. 2.1., si consideri la quarta equazione di 
Maxwell: 
                        ∇ × B⃗ = μJ + μ
∂D⃗⃗ 
∂t
  → ∇ × H⃗⃗ = J + ε 
∂E⃗⃗ 
∂t
= σE⃗ + iωεE⃗    
Alle frequenze di interesse per la Magnetotellurica, la permettività elettrica del suolo, si 
annulla allora: 
1.4A                       ∇ × H⃗⃗ = σE⃗      
E’ possibile risolvere la suddetta equazione tenendo conto delle assunzioni fatte in par 2.1.: 
                           𝑖 (−
𝜕𝐻(𝑦)
𝜕𝑧
) + 𝑗 (0) + ?⃗? (
𝜕𝐻(𝑦)
𝜕𝑥
) = 𝜎𝐸(𝑥)    
                          −
𝜕𝐻(𝑦)
𝜕𝑧
= 𝜎𝐸(𝑥)   
Da cui si ricava:   
1.5A                          𝐸(𝑥) = −(
1
𝜎
)
𝜕𝐻(𝑦)
𝜕𝑧
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Derivando la (1.5A), ovvero la soluzione all’equazione di Helmothtz per il campo magnetico, 
secondo z è possibile ottenere la relazione che lega il campo magnetico e il campo elettrico: 
                                𝐸(𝑥) = (−
1
𝜎
) (𝐻(𝑦)0𝑒−(√𝑖𝜔𝜇𝜎)𝑧)(−√𝑖𝜔𝜇𝜎)   
                                𝐸(𝑥) = (−𝐻(𝑦)0)𝑒−(√𝑖𝜔𝜇𝜎)𝑧(−√𝑖√
𝜔𝜇
𝜎
)  
1.6A                      𝐸(𝑥) = √i√
ωμ
σ
(H(y)0e−(√iωμσ)z) = √i√
ωμ
σ
H(y)     
Ripetendo la stessa procedura con il campo elettrico si trova: 
1.7A                          H(y) = √i√
ωμ
σ
(E(x)0e−(√iωμσ)z) = √i√
ωμ
σ
E(x)   
Dato che in superficie (cioè per z=0) il valore del campo elettrico è E(x) =  E(x)0 , la (1.6.A)  
diventa: 
1.8A                          E(x)0 = √i√
ωμ
σ
(H(y)0e−(√iωμσ)z) = √i√
ωμ
σ
H(y)0 
Da cui si ricava:       
1.9A                            
E(x)0
H(y)0
= √i√
ωμ
σ
  ⟶  | 
E(x)0
H(y)0
 |
2
= 
ωμ
σ
   
 Sapendo che:  
- 
1
σ
= ρ ;      
- | 
E(x)0
H(y)0
 |
2
= | 
E(y)0
H(x)0
 |
2
= |Z|2; 
La (1.9A) può essere riscritta come:    
2. A                                 ρ𝑎 = (
1
ωμ
) ∙ |Z|2     Ὡ𝑚  
Appendice B; Calcolo del campo Elettrico a partire dalla differenza di potenziale 
Partendo dall’equazione della forza elettrica 𝐹𝑒 (1.B) e lavoro elettrico 𝐿𝑒 (1.1B) e facendo 
l’assunzione che il campo Tellurico, registrato in superficie, sia uniforme, è possibile stimare 
la relazione che lega la differenza di potenziale, tra due punti posti sulla superficie, al campo 
elettrico: 
1. B                                    𝐿𝑒 = 𝐹𝑒𝑙  
1.1B                                  𝐹𝑒 = 𝑞𝐸 
Dove : 
- l , lo spostamento; 
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- q , la carica; 
- E , il campo elettrico.  
Sostituendo la 1.B  nella 1.1B si ottiene : 
                                            𝐿𝑒 = (𝑞𝐸)𝑙  
 1.2B                                  
𝐿𝑒
𝑞
= ∆𝑉 = 𝐸𝑙    →    ∆𝑉 = 𝐸𝑙   →    𝐸 =
∆𝑉
𝑙
    
 
Appendice C; Determinazione dei coefficienti di corrispondenza attraverso misure delle 
componenti di campo tellurico in due tempi 
E’ possibile determinare i parametri di corrispondenza attraverso combinazione delle 
equazioni  3.3 e 3.4  (Y-Shu, 1963); le incognite a e b si ottengono nel seguente modo: 
                      
1. C                  {
 𝑎 =
𝐸(𝑥)𝑚
𝐸(𝑥)𝑏
− 𝑏(
 𝐸(𝑦)𝑏
𝐸(𝑥)𝑏
)  
𝑏 =
𝐸(𝑥)𝑚
1
𝐸(𝑦)𝑏
1 − 𝑎(
𝐸(𝑥)𝑏
1
𝐸(𝑦)𝑏
1)
                       
 1.1C                𝑎 =
𝐸(𝑥)𝑚
𝐸(𝑥)𝑏
− [
𝐸(𝑥)𝑚
1
𝐸(𝑦)𝑏
1 − 𝑎 (
𝐸(𝑥)𝑏
1
𝐸(𝑦)𝑏
1)] (
 𝐸(𝑦)𝑏
𝐸(𝑥)𝑏
) =
𝐸(𝑥)𝑚𝐸(𝑦)𝑏
1−𝐸(𝑥)𝑚
1 𝐸(𝑦)𝑏
𝐸(𝑦)𝑏
1𝐸(𝑥)𝑏−𝐸(𝑥)𝑏
1𝐸(𝑦)𝑏
          
Con lo stesso procedimento si ricava b,c,d. I coefficienti a, b, c, d possono anche essere 
calcolati usando misure del campo Tellurico per differenti tempi, rispettivamente t1 ,t2, t3..tn; 
in questo modo la procedura applicata per il tempo 𝑡0e 𝑡1 può essere estesa a tutte le misure 
fatte fino a quella per il tempo t(n). E’ opportuno mediare i coefficienti di corrispondenza 
calcolati ai vari tempi (Y-Shu, 1963) per ottenere dati più attendibili, secondo la modalità 
seguente:  
1.2C                  
{
 
 
 
 
 
 
 
 
             
 𝑎 = (
1
𝑛
)∑𝑎𝑖
 
𝑏 = (
1
𝑛
)∑𝑏𝑖
 𝑐 = (
1
𝑛
)∑𝑐𝑖
𝑑 = (
1
𝑛
)∑𝑑𝑖
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Appendice D; Determinazione dei coefficienti di corrispondenza come coordinate del centro 
geometrico di un fascio di rette 
Si consideri l’equazione: 
 1.D                        𝑏 = (−
𝐸(𝑥)𝑏
1
𝐸(𝑦)𝑏
1) 𝑎 +
𝐸(𝑥)𝑚
1
𝐸(𝑦)𝑏
1     
Si tratta di un’equazione lineare pertanto è possibile rappresentarla su un piano cartesiano di 
assi x e y e origine O. Il termine −
E(x)b
1
E(y)b
1  corrisponde al coefficiente angolare m, ovvero la 
pendenza della retta (Y-Shu, 1963). Le intercette della retta con gli assi si ricavano 
eguagliando l’equazione a zero. In Fig.1(d) è riportata la retta passante per MN, ottenuta per 
𝑡1, si procede facendo la stessa cosa per 𝑡2, 𝑡3, 𝑡4 ect; si ottiene in questo modo una serie di 
rette tutte passanti per un punto P, definito centro geometrico, le cui coordinate (a,b) 
corrispondono ai valori dei coefficienti di corrispondenza a e b (Y-Shu, 1963), Fig.2 (d).  
                   
                     Fig. 2 (d) 
Si effettua la medesima procedura per le incognite c, d,; le rette ricavate a tempi diversi 
risultano nuovamente passare un punto comune, ovvero il centro geometrico chiamato Q, di 
coordinate (c, d). 
Appendice E; Calcolo del tensore di impedenza  
In base alle formulazioni valide per la Magnetotellurica, la resistività apparente per un dipolo 
della stazione base b, e della stazione mobile m, può essere espressa come:  
1. E                                   
{
 
 ρam = 0.2T ∙ | 
E(x)m
0
H(y)m
0 |
2
  
ρab = 0.2T ∙ | 
E(x)b
0
H(y)b
0 |
2
 
       
Esaminando il tipo di polarizzazione TM, la componente parallela del campo magnetico per 
z=0 può considerarsi invariante (Weaver, 1963), pertanto vale l’uguaglianza: 
Fig. 1 (d) 
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    H(y)m
0
= H(y)b
0
 →
{
 
 H(y)m
0
= (
0.2T
ρam
)
1
2
∙ E(x)m
0
H(y)b
0
= (
0.2T
ρab
)
1
2
∙ E(x)b
0
 →   (
0.2T
ρam
)
1
2
∙ E(x)m
0
= (
0.2T
ρab
)
1
2
∙ E(x)b
0
        
Da cui si ottiene: 
1.1E                                     
E(x)m
0
E(x)b
0 = (
𝜌𝑎𝑚
𝜌𝑎𝑏
)
1
2
  
 
Appendice F; Caratteristiche spettrali delle finestre temporali 
A seguire sono elencati i parametri spettrali che permettono di caratterizzare le finestre: 
1) Coherent gain; per tener conto delle variazioni di ampiezza imposte dalla funzione 
finestra adottata, sarebbe opportuno effettuare una compensazione scalando 
opportunamente le ampiezze del segnale finestrato con un fattore di scala, che dipende 
dalla funzione finestra e si chiama guadagno coerente della finestra o window 
coherent gain (Poularikas,1999). Questo parametro è  calcolabile come:  
1. F                                            𝐶𝐺 =  
1
𝑁
∑𝑤𝑖𝑛(𝑛)
𝑁−1
𝑛=0
 
2) Larghezza di banda di rumore equivalente (Equivalent Noise BandWidth, ENBW); 
definisce una banda efficace da cui si trae rumore, si tratta di un parametro che tiene 
conto dell’allargamento di banda prodotto dalla finestratura (Poularikas,1999): 
1.1F                                            𝐸𝑁𝐵𝑊 = 
 
1
𝑁
∑ 𝑤𝑖𝑛2(𝑛)𝑁−1𝑛=0
1
𝑁
|∑ 𝑤𝑖𝑛2(𝑛)𝑁−1𝑛=0 |
2
 
3) Decadimento asintotico dello spettro di ampiezza, noto come roll-off, 𝜌; è la pendenza 
con cui decadono i picchi dei lobi laterali, o più precisamente, l’inviluppo dello spettro 
di ampiezza della finestra. Questo parametro è espresso in dB/ottava 
(Poularikas,1999); 
4) Attenuazione del primo lobo laterale 𝛼𝑆𝐿, definita come il rapporto, espresso in 
decibel (dB), tra il modulo del picco del lobo principale |𝐺(𝑘0)| e quello del primo 
lobo laterale |𝐺(𝑘1)|, dove 𝑘1 è la frequenza alla quale si ha il massimo del primo lobo 
laterale:  
1.2F                                                  αSL = 20𝑙𝑜𝑔10
|𝐺(𝑘0)|
|𝐺(𝑘1)|
  
5)  Larghezza del lobo principale; espressa come il numero di bin a cui corrisponde un’ 
attenuazione dell’ampiezza del lobo principale di -6 dB (Harris ,1978). 
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Appendice G; Caratteristiche spettrali delle finestre utilizzate in fase di pre-processsing 
1. Finestra di Hanning 
Una delle finestre maggiormente menzionate in letteratura è quella di Hanning, anche definita 
Coseno traslato verso l’alto (Oppenheim & Schafer, 1989), la cui espressione analitica nel 
dominio temporale è: 
1. G                                     𝑤𝑖𝑛(𝑛) =
1
2
[1 − cos (
2𝜋𝑛
𝑁−1
)]     0 < 𝑛 < 𝑁 − 1    
Essa presenta un andamento di tipo cosinusoidale, la sua trasformata ha un lobo unico di 
larghezza doppia rispetto a quello della finestra rettangolare, motivo per cui la risoluzione in 
frequenza peggiora, ma viene ridotto il contributo delle frequenze spurie (Hamming R.W., 
1977).  
Questa finestra presenta un buon compromesso tra tutti i parametri, nel senso che funziona 
abbastanza bene nel 95% dei casi di interesse pratico, principalmente per la sua elevata 
velocità di caduta di 18dB/ottava (Harris, 1978). Fig.1(g)  riporta la finestra di Hanning della 
lunghezza di N=32 punti, a sinistra la rappresentazione nel tempo, a destra la risposta in 
frequenza. Le finestre elencate successivamente presentano tutte la stessa lunghezza. 
 
Fig.1(g) 
2. Finestra di Hamming 
La finestra di Hamming (Fig.2(g)) viene anche definita finestra a Coseno rialzato 
(Oppenheim & Schafer, 1989) e appartiene alla stessa famiglia della finestra di Hanning. La 
funzione analitica di riferimento è: 
1.1G                           𝑤(𝑛) = 0.54 − 0.46 cos (
2𝜋𝑛
𝑁 − 1
)       𝑐𝑜𝑛 0 ≤ 𝑛 ≤ 𝑁 − 1    
Il lobo laterale con il picco più elevato, è il terzo ed è al di sotto di circa -41dB dal livello del 
lobo principale. 
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La  velocità di caduta è di 6 dB/ottava, come per la finestra rettangolare. La larghezza del lobo 
principale è circa la stessa della finestra di Hanning e corrisponde a due volte quella della 
finestra Rettangolare (Hamming, 1977).  
 
Fig.2(g) 
 
3. Finestra di Blackman 
Le proprietà relative alle finestre Hanning e Hamming sono combinate nella finestra di 
Blackman (Fig.3 (g)) (Oppenheim & Schafer, 1999), di formulazione : 
1.2G                       𝑤𝑖𝑛(𝑛) = 𝑎0 − 𝑎1 cos (
2𝜋𝑛
𝑁−1
) + 𝑎2 (
4𝜋𝑛
𝑁−1
)       0 < 𝑛 < 𝑁 − 1            
Con:  
                                𝑎0 =
1−𝛼
2
;    𝑎1 =
1
2
;     𝑎2 =
𝛼
2
  
Per convenzione 𝛼 = 0.16, con questo valore si genera la finesta Blackman esatta [7]. Il lobo 
laterale è al disotto di -57 dB rispetto al lobo principale, la larghezza del lobo principale è il 
50% più largo delle finestre di Hanning e Hamming e tre volte maggiore della finestra 
rettangolare [8]. 
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Fig.3(g) 
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4. Finestra di Parzen 
 La finestra di Parzen (Fig.4 (g)) è ottenuta dalla convoluzione di due finestre Triangolari 
della lunghezza N/2. Altri nomi per questa finestra sono Jackson o Valle-Poussin, di 
equazione: 
1.3G                𝑤𝑖𝑛(𝑛) =
{
 
 
 
 
   
1 − 6(
|𝑛|
𝑁
2
)
2
+ 6(
|𝑛|
𝑁
2
)
3
        𝑐𝑜𝑛   0 ≤ |𝑛| ≤  
𝑁−1
4
2(1 −
|𝑛|
𝑁
2
)
3
                                𝑐𝑜𝑛   
𝑁−1
4
< |𝑛| ≤  
𝑁−1
2
    
Il livello più alto dei lobi laterali è – 53 dB rispetto al picco del lobo principale, con un rool 
off di 24 dB/ottava (Harris, 1978). 
 
Fig. 4(g) 
5. Finestra di Tukey   
La finestra Tukey (Fig.5(g)), anche nota come Tapered Cosine window è generata  dalla 
convoluzione di una finestra Coseno di larghezza α(
𝑁
2
) con una finestra Rettangolare di 
larghezza (1 −
𝛼
2
)N (Harris, 1978). La funzione analitica di riferimento è: 
1.4G                     𝑤𝑖𝑛(𝑛) =  {
1                                                          𝑐𝑜𝑛   0 ≤ |𝑛| ≤  𝛼
𝑁
2
1
2
(1 + cos [𝜋
𝑛−𝛼(
𝑁
2
)
(1−𝛼)(𝑁−2)
])         𝑐𝑜𝑛    𝛼
𝑁
2
≤ |𝑛| ≤  
𝑁
2
 
  
Con il parametro α  che può assumere i seguenti valori: 
   {
α = 0.25
α = 0.50
α = 0.75
 
Per α = 0 si genera una finestra Rettangolare, per α = 1 una finestra Hanning (Bloomfield, 
2000). 
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Fig.5(g) Calcolata per 𝛼 = 0.5 
6. Finestra di Bartlett  
La finestra di Bartlett (Fig.6 (g)) è il prodotto della convoluzione di due finestre Rettangolari 
di lunghezza 
𝑁−1
2
. 
Questa funzione finestra viene anche definita funzione Tenda ed è espressa dall’equazione:  
1.5G                      𝑤𝑖𝑛(𝑛) =  {
2𝑛
𝑁−1
           𝑐𝑜𝑛 0 ≤ 𝑛 ≤  
𝑁−1
2
2 −
2𝑛
𝑁−1
         𝑐𝑜𝑛   
𝑁−1
2
≤ 𝑛 ≤ 𝑁 − 1
  
Il lobo principale della relativa trasformata presenta una larghezza pari a due volte quello 
della trasformata della finestra rettangolare, mentre il primo lobo laterale presenta un picco a -
26 dB rispetto al picco del lobo principale e un rool-off doppio rispetto la finestra 
Rettangolare e di Hanning, corrispondente a 12 dB/ottava. 
Fig. 6 (g) 
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7. Finestra di Bohman  
La finestra Bohman (Fig.7 (g)) si genera per convoluzione di due semi-periodi di una funzione 
coseno.  
 1.6G            𝑤𝑖𝑛(𝑛) = (1 −
|𝑛|
𝑁
2
) cos (𝜋
|𝑛|
𝑁
2
)+
1
𝜋
𝑠𝑖𝑛 (𝜋
|𝑛|
𝑁
2
)      𝑐𝑜𝑛 0 ≤ |𝑛| ≤
𝑁
2
  
La regione di transizione e il lobo principale sono più ampie di quelle per la finestra 
Hamming, il più alto lobo laterale ha il picco inferiore di -46.0 dB rispetto il lobo principale e 
un rool-off di  21.4 dB/ottava. 
Fig.7(g) 
8. Finestra Triangolare 
La finestra triangolare (Fig.8(g)) si genera come convoluzione nel dominio temporale di due 
finestre rettangolari di dimensioni N/2 . La funzione di riferimento è:  
1.7G                          𝑤𝑖𝑛(𝑛) = 1 − |1 −
2𝑛
𝑁−1
|       𝑐𝑜𝑛 0 ≤ 𝑛 ≤ 𝑁 − 1  
A differenza della finestra di Bartlett, lo spettro della finestra Triangolare presenta estremità 
laterali, nel dominio temporale, con ampiezze deverse da zero e un lobo principale, in 
dominio delle frequenze, di dimensione doppia rispetto alla larghezza del lobo della finestra 
rettangolare.Il più vicino lobo laterale risulta essere a -26 dB rispetto al picco del lobo 
principale [9].  
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Fig.8 (g) 
9. Finestra di Bartlett-Hanning 
Questa finestra (Fig.9 (g)) si genera per convoluzione della finestra di Bartlett e della finestra 
di Hanning (Poularikas, 1999). Presenta inoltre una banda di transizione prossima a quella 
della finestra Triangolare. La formulazione analitica è: 
1.8G                 𝑤𝑖𝑛(𝑛) = 0.62 − 0.48 |
𝑛
𝑁 − 1
−
1
2
| − 0.38 cos |
2𝜋𝑛
𝑁 − 1
|     
 
Fig.9 (g) 
Caratteristiche relative ad altre finestre sono menzionate  in Tab.1(g) tratto da Harris (1978).  
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Tab. 1(g) 
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Appendice H; Proprietà della trasformata discreta di Fourier 
A seguire sono elencati i principali teoremi sulla Trasformata Discreta di Fourier, utili in 
problemi di carattere applicativo:         
1) Linearità, discende dalla proprietà distributiva dell'integrale che definisce la 
trasformata, la combinazione lineare (somma pesata) di due segnali temporali discreti 
di periodicità T è uguale alla combinazione lineare delle TDF dei due segnali 
(Oppenheim & Shafer, 1983); 
              {
   𝑥1(𝑛) + 𝑥2(𝑛)      ↔       𝑋1(𝑘) + 𝑋2(𝑘)
𝑘𝑥(𝑛)         ↔       𝑘𝑋(𝑘)
 
2) Simmetria, la Trasformata di Fourier di una segnale reale gode di simmetria complessa 
coniugata. La parte reale e il modulo sono simmetrici rispetto all’origine, mentre la 
parte immaginaria e la fase sono antisimmetriche rispetto all’origine [6]; 
             𝑥(𝑛)   ↔     
{
 
 
 
 
𝑋(𝑘) = 𝑋∗(−𝑘)
𝑅𝑒{𝑋(𝑘)}  =  𝑅𝑒{𝑋(−𝑘)}
𝐼𝑚{𝑋(𝑘)} =  − 𝐼𝑚{𝑋(−𝑘)}
|𝑋(𝑘)| =  |𝑋(−𝑘)|
𝑓𝑎𝑠𝑒 𝑋(𝑘)  =  − 𝑓𝑎𝑠𝑒 𝑋(−𝑘)
 
3) Convoluzione e moltiplicazione, la convoluzione tra due segnali corrisponde ad una 
moltiplicazione tra le loro trasformate e viceversa [6]; 
{
𝑥1(𝑛) ∗  𝑥2(𝑛)             ↔          𝑋1(𝑘) ∙ 𝑋2(𝑘)
 𝑥1(𝑛) ∙ 𝑥2(𝑛)              ↔            𝑋1(𝑘) ∗ 𝑋2(𝑘)  
 
4) Traslazione nelle frequenze (o modulazione), traslare in frequenza la trasformata del 
segnale equivale a moltiplicare il segnale nei tempi per un esponenziale complesso;  
           𝑥(𝑛) ∙ 𝑒−𝑗
2𝜋
𝑁 𝑘0𝑛      ↔         𝑋(𝑘 + 𝑘0) 
5) Traslazione nei tempi, la trasformata del segnale ritardato è uguale a quella del segnale 
originale moltiplicata per un esponenziale complesso. Il valore utilizzato nella 
traslazione deve necessariamente essere un intero. Dalla formulazione si nota che la 
traslazione temporale differisce da quella in frequenza perché, nel primo caso, i segni 
della traslazione e dell'esponenziale complesso sono uguali, e nel secondo, opposti; 
                         𝑥(𝑛 − 𝑛0)             ↔       𝑋(𝑓) ∙ 𝑒
−𝑗
2𝜋
𝑁
𝑘𝑛0   
Appendice H; Stime parametriche e non del PSD 
Esistono due metodologie per la stima del PSD; le prime vengono definite stime non 
parametriche, esse sono ottenute mediante trasformata di Fourier e si basano sul calcolo 
diretto del Periodogramma.  
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Le seconde vengono definite stime parametriche, con queste non viene analizzato 
direttamente il contenuto in frequenza ma vengono stimati i parametri di opportuni modelli da 
cui si ricava la PSD (Stearn & Ruth, 1988). 
Appendice I; Significato dei parametri spettrali utilizzati nel modello Cole-Cole. 
La funzione Cole-Cole, 𝜌(𝜔) , è definita come: 
1. I                                     𝜌(𝜔) = 𝜌0 [1 − 𝑚 (1 −
1
1 + (𝑖𝜔𝜏)𝑐
)] 
Nella (1.I) sono presenti quattro parametri spettrali che corrispondono a: 
1. 𝑅0 , valore di resistività in corrente continua;  
2.  𝑚 , definita Seigel’s Chargeability (Siegel, 1959), corrisponde al rapporto tra le 
tensioni rispettivamente  prima (Vs) e dopo (Vp) (Yuval & Oldenburg, 1997); 𝑚 = 
𝑉𝑠
𝑉𝑝
  
, in  [
𝑚𝑉
𝑉
]. 
Questo parametro ha un significato fisico ma non può essere misurato; rappresenta il 
grado di polarizzabilità del sistema. All’aumentare di m aumenta l’effetto di 
polarizzabilità e dispersione; nella funzione Cole-Cole questo parametro esprime come 
𝜌(𝑤) varia con la frequenza e può assumere valori compresi tra 0 e 1 (con V(s)=V(p)), 
con zero in assenza di polarizzazione;  
3. 𝜏, è la costante di tempo che caratterizza il decadimento della curva di scarica, 
assumendo che il terreno si comporti come un circuito RC classico, questo parametro 
corrisponde alla costante di tempo del circuito.  
All’interno della funzione Cole-Cole è un indicatore della velocità di variazione della 
funzione stessa; tanto più piccolo è 𝜏, tanto più velocemente varia la funzione, e le 
curve relative a spettro di Fase e Ampiezza della Funzione di Trasferimento si 
spostano verso le alte frequenze. All’aumentare di 𝜏 le curve si spostano verso le basse 
frequenze; 
4.  𝑐, noto come Frequency Dipendence (Pelton et al. 1978), è un indicatore dell’entità 
della pendenza nella zona di transizione della Funzione di Trasferimento realizzata 
con modello Cole-Cole; questo parametro può assumere valori compresi tra 0 e 1, in 
materiali geologici il valore è solitamente inferiore a 0.5. 
Appendice L; Modificare la fase di un segnale nel dominio delle frequenze  
Dal momento che sono utilizzate finestre temporali, già implementate in MATLAB, e con 
relativo spettro di fase non nullo, è necessario ripristinare lo spettro di fase dei singoli 
segmenti temporali post finestratura al fine di non introdurre artefatti nello spettro di fase 
della Funzione di Trasferimento. Questa operazione è stata possibile sfruttando le proprietà 
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della Trasformata di Fourier. Dato un generico segnale tempo-discreto x(n) di trasformata 
X(k), modulo |𝑋(𝑘)| e fase ∠𝑥, il vettore complesso X(k) può essere scritto nella forma:  
1. L                                    𝑋(𝑘) = |𝑋(𝑘)| ∙ 𝑒𝑗∠𝑥  
Sfruttando le proprietà dei numeri complessi, se è necessario variare la fase ∠𝑥 del vettore 
complesso 𝑋(𝑘), portandola alla fase ∠𝑓𝑖𝑛, si deve moltiplicare, nel dominio delle frequenze, 
la trasformata di x(n) per la trasformata di un secondo segnale di modulo unitario e fase ∠𝑦 :  
1.1L                                     ∠𝑓𝑖𝑛 =  ∠𝑥 + ∠𝑦  
Quindi dato un segnale temporale y(n) di trasformata Y(k) espressa come:  
1.2L                                    𝑌(𝑘) = 1 ∙ 𝑒𝑗∠𝑦 
Il prodotto tra le trasformate dei due segnali x(n) e y(n) fornisce un vettore complesso di 
modulo pari al prodotto dei due moduli, nel suddetto caso |𝑋(𝑘)|, e fase uguale alla somma 
delle fasi: 
                                           𝑋(𝑘) ∙ 𝑌(𝑘) = |𝑋(𝑘)| ∙ 𝑒𝑗∠𝑥 ∙ 𝑒𝑗∠𝑦 = |𝑋(𝑘)| ∙ 𝑒𝑗(∠𝑥+∙∠𝑦)                                     
1.3L                                   𝑋(𝑘) ∙ 𝑌(𝑘) =  𝑋(𝑘) ∙ 𝑒𝑖∠𝑦  
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