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ABSTRACT 
For a given polynomial in the usual power form, its associated companion matrix 
can he applied to investigate qualitative properties, such as the location of the roots of 
the polynomial relative to regions of the complex plane, or to determine the greatest 
common divisor of a set of polynomials. If the polynomial is in “generalized” form, i.e. 
expressed relative to an orthogonal basis, then an analogue to the companion matrix 
has been termed the comrade form. This followed a special case when the basis is 
Chebyshev, for which the term colleague matrix had been introduced. When a yet 
more general basis is used, the corresponding matrix has been named confederate. 
These constitute the class of cotzgeniaI matrices, which allow polynomials to be 
studied relative to an appropriate basis. Block-partitioned forms relate to polynomial 
matrices. 
NOMENCLATURE 
The title of this paper may offend some as being rather frivolous, although 
the author’s host at the meeting at which this paper was presented has set the 
standard for relieving the solemnity of matrix theory [52]. However, a few 
words of explanation are in order. The matrices to be discussed-companions, 
colleagues, comrades, and confederates- could perhaps have been described 
as “amicable,” but this term has already been appropriated both in the theory 
of numbers (“amicable pair of integers”) and for orthogonal designs and 
Hadamard matrices [31]. The expression “friendly” matrices has been used by 
the present writer [ 171, but the name now adopted is satisfyingly apt, and was 
suggested by A. G. J. MacFarlane of Cambridge University. The designation 
“congenial” was appropriately unveiled in a city to which it could also be 
justly applied. 
*Based on an invited lecture given at the Irish Mathematical Society Conference on Matrix 
Theory and its Applications, Dublin, October 1980. 
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2. COMPANION MATRIX 
With a polynomial 
a(h)=h” +a,A”“’ + . . . +u,_lh+a,, 
we can associate a companion matrix which takes one of four forms 
(2.1) 
c” 
0 1 0 
0 ;; 1 0 
.* . . 
0’ 1 
-a, --a,_, -at,_2 ... -aI 
0 ’ I 
11- 1 =I---- -an I ... -a, I1 
0 ’ --a 
A__” 
C,2CG 
i-- I I . . ) I . I n-l 1 -al 
-a1 ’ z,,-1 
c,*1 =l,C,J, = : ’ P 1 > -- -,_ - - -a,, I 0 
(2.2) 
(2.3) 
(2.4) 
(2.Ei) 
(2.6) 
where I, denotes the unit matrix of order n, and Z, the “reverse” unit matrix 
having l’s on the secondary diagonal and O’s elsewhere. The term “com- 
panion” is a translation from the German Begleitmutrir [38], and the less 
interesting expression “cyclic” is sometimes used. We shall need here only the 
form (2.2), but the alternatives (2.4)-(2.6) are on occasion more convenient. 
The following are fairly standard (see [25], [26], [3Y]): 
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PROPERTIES OF COMPANION MATRIX. 
(i) C is nonderogatory, and its characteristic polynomial is a(h). 
(ii) When the eigenvalues A,, . . . , A, of C are distinct, then C has right 
eigenvectors 
2)(X,)=[1,Ai,Xy ,..., x:-‘I’, i=l,2 ,...,n. (2.7) 
The Vandermonde matrix 
v” [v(h,),v(X,),...,v(X.)] (2.8) 
has the property that 
V p’CV=diag [ A,, A,,. . ., A,,] (2.9) 
and [34] 
(w”)-‘C(Wr)=c~. (2.10) 
(iii) When C has eigenvalues Xi with multiplicity ri, for i = 1,2,. . . , k, 
then 
(2.11) 
where 0, is an r, X r, Jordan block associated with hi, and the confluent 
Vanderrnonde matrix is [50] 
v,=[v,J“>....v,]> (2.12) 
vi= v(X),$ )..., ~- 
[ 
+2 
(t-,11)! :‘ik_ 1 Xxh,’ 1 
The similarity relation between C and C’ is [8] 
(2.13) 
(2.14) 
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K = diag [J, , I~, . . . , .I,.~] . (2.15) 
Less well known is the way in which the companion matrix can be used to 
obtain the greatest common divisor (g.c.d.) of a(h) and a second polynomial 
b(X)=b”P+hlh”‘-‘+ . ..+l7.,,, (2.16) 
where we can assume without loss of generality that m<n. Writing 
h(C) ” hoCrn +h,C”‘-‘+ . . +h,,,-,c+b,,,z,,, (2.17) 
it is easy to show that the rows r,, . . . , r,, of h(C) satisfy the relation 
ri =r,_,C, i=2,...,n, (2.18) 
and 
rl= [h,,, b,-, )...) b”,O )...) 01. (2.19) 
Denote the columns of b(C) in (2.17) by cl,. . . , c,, and let the manic g.c.d. of 
a(A) in (2.1) and b(h) in (2.16) be 
d(A)=Ak +d,)\“-’ + . . . -td,. (2.20) 
THEOREM 1 (G.c.d. of two polynomials) [5]. 
(i) det b(C)#O iffd(X)= 1. 
(ii) k=n-rank[b(C)]. 
(iii) c k+l,. . . , c, are linearly independent, and 
n 
ci =d k+l--iCk+l+ 2 ‘tici’ i=1,2 ,..., k, (2.21) 
j=kt 2 
for some xii. 
Thus det b(C) is a resultant for a( A) and b(h), and the problem of 
determining d(h) reduces to solving the set of linear equations (2.21). 
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Furthermore, this useful fact still applies to the determination of the g.c.d. of 
a set of more than two polynomials, when we have: 
COROLLARY 1 (G.c.d. of several polynomials) [7]. Let d(h) in (2.20) rww 
denote the manic g.c.d. of a set of polynomials a(A), b,(h),..., b,,(X), and 
define 
(2.22) 
The degree k is equal to the rank defect of R in (2.22), and the columns 
cl,. . . , c,, in (2.21) are rww the columns of R. 
It is interesting to note in passing that (2.18) implies 
r1 
r1c 
b(C)= r,c2 
r C”-’ 1 
On substituting (2.23) into (2.22) and performing an obvious permutation 
on the rows, it then follows that R can be replaced by 
Rl 
RlC 
R,C2 
R,C”-1 
where R, consists of the first rows of b,(C), . . . , bh(C). Thus if 
(2.23) 
(2.24) 
n-l 
hi(X)= 2 b& i=1,2 h ,..., , 
j=O 
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then from (2.19) we have 
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The matrices in (2.23) and (2.24) are known, in the language of control 
theory, as observability matrices associated with the pairs (C, rl) and (C, R,) 
respectively. Indeed, relationships with problems arising in the theory of 
linear control systems can be developed at length, but this has been dealt with 
elsewhere [9, 12, 161. 
Returning to the case of two polynomials, it is to be expected that there is 
a comlection between b(C) and the classical forms of resultant. Firstly, the 
Sylvester matrix associated with a( A) in (2.1) and b(X) in (2.16) is defined by 
S= 
1 aI 
1 
b,, 
b, 
1 . . . 
b 7,l 
b, . . 
Then it has been shown [7] that 
J,,b(C)J,,=S,-S:,S,‘S, 
= (S/S, )> 
where (S/S,) is the Schur complement of S, in S. 
. . u II 
. . h, 
(2.28) 
CONGENIAL MATRICES 283 
The second classical resultant matrix is the symmetric B&xmtian matrix 
The link in this case is [ll] 
Z=Tb(C), 
where 
T= 
a,-1 an-2 
an-2 an-3 
an-3 an-4 
a1 1 
1 0 
. . . 
a1 1 
. . . 1 0 
0 
(2.29) 
(2.30) 
(2.31) 
-in other words, T is a symmetrizer of b(C). 
One immediate application of (2.30) is a very simple proof [19] of the 
(known) property that Z -’ is orthosymmetric-i.e., elements along lines 
parallel to the secondary diagonal are equal. Of greater significance however, 
is the fact that (2.28) and (2.30) provide direct links with stability and root 
location theorems for polynomials. For example, a companion matrix version 
of the Schur-Cohn theorem is [4] that a( A) has k roots outside and n - k inside 
the unit disk ]A]<l, where k is the number of variations in sign in the 
sequence of leading principal minors of the matrix 
a,(? +a,_&Y’ + . . . +a,c+z, (2.32) 
(assuming no minor is zero). The matrix (2.32) can also be represented as the 
solution of a Liapunov matrix equation [16]. In general, classical root location 
theorems relying on Sylvester or Bezoutian type representations can be 
reformulated in companion matrix terms [6, 81. 
Other qualitative properties can also be expressed using C-for example, 
the number of distinct roots of a(A) is equal to the rank of a’(C), where 
a’( h)=da/dX [39]. Thus the companion matrix provides a unifying approach 
for investigating properties of polynomials. 
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3. COMRADE MATRIX 
As elsewhere in mathematics, the term “generalized” is overworked. We 
shall follow some authors (e.g. [27]) and use it to refer to a polynomial 
expressed relative to an orthogonal basis { pi( X )}, defined by the standard 
relations 
p,(h)=I, Pi(V=qh+PI> 
P,(h)=(aih+p,)pi~,(h)~Y,p,~~2(h), i=2,3,..., (3.1) 
with (Y, >O, yi ~0. We shall write an nth degree generalized polynomial as 
u(x)=a,p,,(X)+a,p,~,(X)+ . ..+a.,~,p,(h)+a,p,(h), (3.2) 
so that throughout this section the coefficients ui relate to the basis (3.1). It is 
known [29] that the converse of (3.1) also holds, namely that any set of 
polynomials satisfying this three-term recurrence formula is orthogonal with 
respect to some weighting function and interval. In fact, in what follows no 
actual properties of orthogonality are used, so we shall allow y, =O. In 
particular, if q = 1, /3, =yi =O, Vi, then pi( X)=x. If we write 
Pi(h)= i Pijh’, i=1,2 ,..., n, 
1=0 
then the leading coefficient of pi(h) is 
pti =a1(Y2.. ‘(Yi >o 
For convenience, and without loss of generality, assume from now 011 that 
U o = 1, and let the corresponding manic “power form” of u(X) in (3.2) be 
denoted by 
ci(h)=a(h)/(q-(Y,,) 
=X”+ti,An-‘+ . . . +cZn_,h+6,,. (3.3) 
It is easy to see that the relationship between the coefficients in (3.2) and 
(3.3) is 
( cxl(Y‘J.. .(Y,)[d.,...,(71,1l=[u,, ,..., uI,l]P,,+l, (3.4) 
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where 
1 0 
Pm Pll 0 
p . n+l = 
p’ no P,, ..*. Pm_ 
(3.5) 
The interest clearly lies in deducing properties associated with a(h) in (3.2) 
without converting to power form via (3.4). This can be done by introducing 
the comrade matrix [13]: 
A= 
-P1 1 () - - 
a1 011 
Y2 -p, _ 1 - 
a2 QL2 
Y3 G3 - - 
a3 
0 P” 
-a n . . . . . 
% 
0 
0 
1 - 
a3 
Y*-1 
an-1 
-a3 
% 
0 
-P,-, 1 
an-1 %Fl 
-a2 +y, -a, -&I 
%l %I 
When ai = 1, j3, =yi =O, Vi, then (3.6) reduces to the companion form (2.2). 
The name selected for (3.6) follows a convention initiated by I. J. Good [33], 
who coined the term colleague matrix to describe (3.6) when q = 1, pi ~0, 
yi = 1, Vi, so that pi(X) is the Chebyshev polynomial Si( h). Clearly there are 
three other possible comrade forms, obtained from A in the same way that 
(2.4), (2.5), and (2.6) are obtained from (2.2). 
The properties of (3.6) are directly analogous to those of the companion 
form: 
PROPERTIES OF COMRADE MATRIX [13, 141. 
(i) A is nonderogatory and its characteristic polynomial is the manic fom 
of (3.2), i.e., 
det(XZ-A)=a(h)/(a,cu,...(Y,). (3.7) 
286 STEPHENBARNETT 
(ii) A is similar to C associated with (3.3) viu the mutrix in (3.5), i.e. 
A = P,,CP,,- ‘. (3.8) 
(iii) When the eigenvalues h,, . . . , A,, of A are distinct, then A has right 
eigenvectors 
u(X()=[l:pl(Xr),...,Pn-_I(Xj)]l‘, i=1,2 n >..., > (3.9) 
and 
MP’AM=diag[X, ,..., A,,], (3.10) 
where M is the “generali.zed ” Vandermonde matrix 
Ma [u(A,),u(X,),...,u(h.)]. (3.11) 
The parallels between (3.9) 
obvious, and when pi( h ) = x’, 
Furthermore, 
det M=~y~l~la”- 
1 2 
and the analogue of (2.10) is 
and (2.7) and between (3.10) and (2.9) are 
M in (3.11) reduces to V in (2.8). 
(MM’)-‘A( MM’) =R 
(iv) When A has eigenvalues hi with multiplicity r,, for i = 1,. . . , k, then 
the expressions corresponding to (2.11), (2.12), (2.13) alum (2.14) are respec- 
tively [40] 
M,_‘AM,=diag[D,,..., Dk]> M, = [M,, M,,..., Mk], 
where K is defined in (2.15). 
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Some other special cases of (3.6) are worth noting. The first of these is the 
SchWarz form 
0 1 0 0 
-cr 0 10 0 
0 -c,-r 0 1 
. . . . . . 
0 .-i3; 1 
-cg -cr 
(3.12) 
which arises in stability theory [51] and network theory [22]; its relationship 
with orthogonal polynomials has been explored independently [30]. The 
Routh form 
-cl l/2 c2 0 0 
-cy 0 $2 0 0 
0 -q2 0 q2 
. . . . . . 
. 0 -& d cy 
-c,'y 0 
(3.13) 
is similar to (3.12) [50], and is useful in control theory for evaluation of 
quadratic functionals [53]. Both (3.12) and (3.13) lead to simple solutions of 
appropriate Liapunov matrix equations [51]. The Leslie matrix 
fo f, ... L-1 L 
PO 0 
0 z . . . 0 
P,-1 0 
arises in population models [55], and is a special case of ],,A],,. 
One simple application of the comrade matrix which immediately springs 
to mind is to apply Gershgorin’s theorem to (3.6), showing [14] that all the 
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roots of the generalized polynomial (3.2) lie in the union of the disks 
A+ Pn +a1 
%I 
< i I”il I Ix-azl 
fz3 “i % ’ 
with a corresponding result obtained using A’. In fact, the present writer has 
found that two other independent discoveries of comrade-type matrices have 
been made by Specht [54] and Parodi [49], both of whom derived bounds, like 
those above, on the roots of a(h). Neither of these authors, however, 
suggested a special name for the matrix (fortunately), and neither considered 
the application to the g.c.d. problem, which we now present. 
Consider a second polynomial in generalized form 
e(x)=e,p,,(h)+e,p,,l~,(A)+ . . . +e,,,dX) (3.14) 
for which we can again assume that m< n [for if m = n, replace e( X ) by 
e(X)-e&X)]. C orresponding to (2.16), we construct 
e(A) fi e,p,,(A)+e,p,,,~,(A)+ . ‘. +e,,,pdA). 
If the rows of e(A) are denoted by si,. . . , s,, then it can be shown [13] that 
sl=[e,,,e,,~,,...,e,,O,...,O], 
and 
si =si~tpi(A), i=2 a...> n. (3.15) 
Furthermore, applying (3.1) to (3.15) h s ows that the rows of e(A) can be 
constructed using the same recurrence formula as for the basis, viz., 
si =s~~~((Y,~~A+P~~~I)-~~~,s,~~, i=3,...,n. 
If 
(3.16) 
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is a g.c.d. of a(X) in (3.2) (with a, = 1) and e(X) in (3.14), then Theorem 1 
and its Corollary carry over precisely, with b(C) replaced by e(A): 
THEOREM 2 (G.c.d. of two generalized polynomials) [13, 141. 
(i) det e(A)#O ifffd(h)=l. 
(ii) k=n-ranke(A). 
(iii) The coefficients d 1,. . . , d, in (3.16) are given by the relationship 
(2.21), in which c1 ,..., c, are now the columns of e( A). 
COROLLARY 2 (G.c.d. of several generalized polynomials) [41]. Let d(X) 
in (3.16) now denote the g.c.d. of a(h), b,(A),..., b,(h), all expressed 
relative to the basis (3.1), and define 
b,(A) 
hAA) 
R,= . . 
&,(‘A) 
(3.17) 
The results of Corollary 1 apply with R in (2.22) replaced by R, in (3.17). 
We can again note that, as an offshoot of our main development, R, can 
be replaced by 
RI 
R,PM 
R,P?.(A) 
_ ,P”A(A k I_ 
(3.18) 
where R, is as defined in (2.25), except that the bii are now the coefficients 
relative to the orthogonal basis. The matrix in (3.18) has been termed a 
“generalized” observability matrix [43], but again we refer the reader 
elsewhere [17] for discussion in the context of control theory. 
A counterpart can also be developed to the result (2.28), by introducing a 
“generalized” Sylvester matrix [42] associated with a(X) in (3.2) and e(X) in 
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. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
em eIl ‘. . f’l.m+I 
eco . . . en, 
(3.19) 
where 
111 t j 
?q(h)e(h)= 2 ejk?%sLt-k, j=1,2 ,...) n-l. (3.21) 
k = 0 
On partitioning S in the same way as (2.27) it turns out that 
J,,e( A )I,, = ( g/s1 ) (3.22) 
which is the analogue of the companion matrix result (2.28). Thus (3.19) is a 
meaningful version of Sylvester’s matrix for generalized polynomials-for 
example, (3.22) implies that det s#O if and only if a( A) and e(X) are 
relatively prime. Furthermore, (2.28) and (3.22) enable extended versions of 
the matrices (2.26) and (3.19) respectively, to be defined [18], for more than 
two polynomials. The usefulness of (3.19) is limited, however, by the need to 
calculate the coefficients a ,k, eik in (3.20) and (3.21). Similarly, a generali- 
zation of the Bezoutian matrix [21, 431 is apparently not of much value 
because of the lack of an explicit formula for its elements in terms of those of 
a( A) and e(X) in generalized form. For these reasons, although attempts have 
been made [42, 44, 461 to derive theorems on root location and stability of 
generalized polynomials using the comrade matrix, directly applicable criteria 
have not been obtained. 
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4. CONFEDERATE MATRIX 
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We now consider a more general basis {x(h)} defined by 
f,(X)=l,~(h)= i (sikA+Etk).Ll(h)’ i=l,2,..., (4.1) 
k=l 
where &, >O Vi. Then a manic polynomial in the form 
(4.2) 
is the characteristic polynomial of the following lower Hessenberg matrix: 
F= 
where 
d 
1 
11 6 
0 
11 
d 
1 
d - 
21 22 s 
0 
22 
d 
31 
d 
32 d, ‘. 
1 
k-i,,-1 
* L I * 
d,,,_? dn2-p . . . d ,I” -- 6 al 
“” II” 
dn3-F 
II” ,I n 
(4.3) 
i-l 
+eii + 2 t&d,! 
k=j 
and ai =O [45]. The matrix in (4.3) reduces to the comrade form when 
f;(h)gp,(h) (i.e. aii =CQ, sii =j$, E, ,_i = -yi, all other E’S and 6’s zero) and 
so is termed the confederate matrix. It is now seen that a distinguishing 
feature of congenial matrices is their Hessenberg form. This is interesting in 
view of the importance of such matrices in eigenvalue algorithms [56], 
solution of linear matrix equations j32, 361, and elsewhere. It seems likely that 
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further properties of congenial matrices remain to be explored from this point 
of view (see [l] for a Hessenberg-form version of the Schwarz matrix (3.12) 
relating to discrete-time systems). Of course, any nonderogatory matrix is 
similar to any one of the congenial forms. 
As the reader will by now expect, the properties of (4.3) are just like those 
of the companion and comrade matrices, so we quote them in abbreviated 
form: 
PROPERTIES OF CONFEDERATE MATRIX [45]. 
(i) F is similar to A via a tm’angular transfkmatiou. 
(ii) The right eigenvectors of F are 
f(Ai) ’ [l,fi(xi),...,f,l(x,)]‘, i=1,2 ,..., n. 
When the A, are distinct, then 
and [40] 
where 
with obvious extensions to the multiple-root case. 
(iii) Theorem 1 and its Corollary hold for polynomials relative to {x(h)}, 
with 6(F) replacing b(C), where 
and the rows t,,..., t, of 6(F) satisfy 
t,= [E;,1 )..., l&o )...) 01, 
tz =tI(GIIF+qIZ)> 
i-l 
ti= IT tk(‘i-I.kF+Ei I.kZ)> i>2. 
k=l 
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5. BLOCK FORMS 
The familiar block companion matrix 
c,, = 
0 1 N 0 
0 0 I A 
. . 
0 
-A,, -A,_, -A,_, . . . 
has the property that 
det (XI,,,, -C,)-det A(X), 
where A(X) is the N X N polynomial matrix 
A(h)=I,J”+AIAn-‘+ . ..+A.,. 
If 
B(X)=B,X”-‘+BJP2+ . ..+B.__, 
0 
1, 
-A1 
293 
(5.1) 
(5.2) 
(5.3) 
is a second polynomial matrix, then when B(X) is also square, C,, can be used 
[2] to prove results on the relative primeness of det A(X) and det B(X). 
Alternatively, if B(h) is MX N, then on the assumption that A(X) and B(h) in 
(5.2) and (5.3) possess a regular greatest common right divisor, i.e., one 
having the form 
this can be obtained from a matrix which is a generalization of (2.23). 
Specifically, let 
(5.4) 
and construct a matrix R, having dimensions nMNXnN and block rows 
E, EC,, EC;, . . . , EC,““-? (5.5) 
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When iV= 1, (5.4) and (5.5) reduce respectively to (2.19) and (2.23). 
THEOREM 3 (Regular g.c.d of two polynomial matrices) [lo]. 
(i) k=n-(l/N)rank R,. 
(ii) Let Z?, be the matrix formed by the first (n-k)MN rows of R,, and 
denote its block columns by the (n-k)MNXN matrices I;,...,T,,. Then 
T ki 1,. . . , T, are linearly independent, and 
T, =Tk+lDk+l_i + i qXii, i=1,2 ,..., k. (5.6) 
The similarity between (5.6) and the expression (2.21), for two scalar 
polynomials, is clear. The corresponding results for polynomial matrices, 
relative to the bases (3.1) or (4.1), are then obtained by replacing the block 
companion matrix in Theorem 3 with the block comrade A, [41] or block 
confederate [45] respectively, these being formed in an analogous fashion to 
(5.1). It can be noted that 
A, =(Z’,@Z,)C,(@‘Z,)P1, 
where @ denotes the Kronecker product, this being the appropriate extension 
of (3.8). Unfortunately, the usefulness of these generalizations of Theorem 1 is 
limited by the present lack of a known procedure for testing a priori whether 
a pair of polynomial matrices does possess a regular g.c.d. Other methods 
which avoid this difficulty have been devised (e.g. [24]). 
An extension of the factorization (2.30) has been made recently [ZO] when 
B(X) in (5.4) is MX M. In the formula (2.29), terms a(X)b(p) are replaced by 
A(A)@B(p), b(C) in (2.17) is replaced by 
n-1 
z C,@Bi (5.7) 
i=O 
and T by T,@ ZM, where T, has the form of (2.31) but with block elements Ai. 
The matrix (5.7) had arisen earlier in relation to the relative primeness of the 
determinants of A(h) and B(h) [2], and the degrees of the g.c.d’s of their 
invariant factors [3]. A quite different block-partitioned comrade matrix is 
described in [ 151. 
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5. COMMENTS 
A brief review has been given of the companion matrix and its generali- 
zations. The emphasis has been on applications to polynomials expressed 
relative to various bases, where the use of congenial matrices provides a 
convenient unifying tool. It should be realized that other areas in which such 
matrices can be employed have been deliberately omitted. 
Some possible suggestions for future research are: 
(1) Extension of methods for evaluating the exponential of a companion 
matrix (e.g. [37]) to other congenial matrices. 
(2) Solution of linear matrix equations by specializing methods for 
Hessenberg matrices [32,36] or generalizing methods for companion matrices 
[23,47]. 
(3) Improved results on location of roots of generalized polynomials (see 
also [28]). 
(4) Study of nonnegative block-form congenial matrices (see [35] for block 
companion and block Leslie matrices). 
Thanks are due to the Irish Mathenmtical Society for their invitation and 
grant for travel expenses. 
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