Abstract-Regression level set estimation is an important yet understudied learning task. It lies somewhere between regression function estimation and traditional binary classification, and in many cases is a more appropriate setting for questions posed in these more common frameworks. This note explains how estimating the level set of a regression function from training examples can be reduced to cost-sensitive classification. We discuss the theoretical and algorithmic benefits of this learning reduction, demonstrate several desirable properties of the associated risk, and report experimental results for histograms, support vector machines, and nearest neighbor rules on synthetic and real data.
I. INTRODUCTION
Consider a function h : d ! and a fixed value 2 . The level set of h at level is the set G 3 = fx : h(x) g:
In this paper, we consider the problem of estimating G 3 from a training sample of noisy input/output pairs (Xi; Yi) 2 d 2 ; i = 1; . . . ; n.
Our only assumption on the training data is that they are realizations of (X; Y ) such that h is the regression of Y on X, that is, h(x) = E[Y j X = x].
The level set problem is relevant in a number of applications. Suppose for example that X represents demographic information of an individual and Y is income. While it may be instructive to estimate h, policy decisions often hinge on level sets such as those corresponding to the poverty line or certain tax brackets.
A second example is taken from medical decision making. Consider a cancer that is treated by either standard or aggressive chemotherapy, depending on a variable Y that characterizes the severity of the cancer. The choice of treatment is made by comparing Y to a threshold . This is the situation for osteosarcoma [1] , where Y is the percent necrosis (cell death) in the tumor after an initial round of treatment, and = 0:9 by convention. The problem is that measuring Y involves an invasive biopsy. Suppose that X is a feature vector (whose acquisition is less invasive) collected from the patient, such as gene expression levels derived from an RNA microarray. Knowledge of the regression level set would allow for accurate treatment planning without a biopsy.
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In this paper, we pose regression level sets estimation in terms of cost-sensitive classification. This approach lies somewhere between these two naïve approaches. It formulates the issue in terms of direct set estimation and thus bypasses the intermediate step of estimating h, while still accounting for response magnitudes. We argue that the cost-sensitive formulation provides a natural performance measure for the level set learning task.
Our approach can be described as a "learning reduction" from one supervised learning problem to another which is more fundamental or better understood. As discussed by Beygelzimer et al. [3] , such reductions come with both algorithmic and theoretical benefits. From an algorithmic standpoint, we can estimate regression level sets using algorithms for cost-sensitive classification. Furthermore, as discussed below, cost-sensitive classification can be further reduced to conventional binary classification. Thus, standard methods such as support vector machines, decision trees, and nearest neighbors can be brought to bear on the problem. The ability to import and adapt existing classification algorithms is a principal advantage of our framework.
From a theoretical perspective, the analysis of algorithms for regression level set estimation can be deduced from well studied results for classification. For example, if we assume the regression function and noise are bounded, concentration inequalities like Hoeffding's can be applied as they are in the analysis of conventional classification algorithms [4] , [5] . In previous work on regression level set estimation, Cavalier [6] demonstrated asymptotic minimax rates of convergence for piecewise polynomial estimators constructed with an excess mass criterion. Willett and Nowak [7] , [8] also demonstrated minimax rates (for different smoothness classes) for estimators based on recursive dyadic partitions. A difference between these works and the present work is in the performance measure used to quantify the quality of an estimate. Our performance measure is the risk given by the expected misclassification cost, and its connection to the performance measures in the above cited works is spelled out in Section IV.
The paper is structured as follows. Section II reviews cost-sensitive classification and discusses the costing algorithm of [9] . Section III formally defines regression level set estimation and formulates a solution in terms of cost-sensitive classification. Section IV demonstrates several desirable properties of the risk proposed in Section III. Section V describes support vector and nearest neighbor algorithms for regression level set estimation. Section VI illustrates the proposed ideas with experiments on synthetic and real-world data. Conclusions and future work are discussed in Section VII.
II. REVIEW OF COST-SENSITIVE CLASSIFICATION
Cost-sensitive classification problems can be grouped into two kinds: those with class-dependent costs, and those with example-dependent costs. In binary classification with class-dependent costs, for 1053-587X/$25.00 © 2007 IEEE example, false positives and false negatives incur fixed costs c0 and c1. The goal is to learn, from training data, a classifier with low expected misclassification cost (Bayes risk). This framework is appropriate when false positives and false negatives carry different penalties and was the subject of most early research on cost-sensitive classification (see [10] , [11] , [12] , and references therein).
The second variant, example-dependent cost-sensitive classification is a generalization of the class-dependent cost problem and is the relevant framework for this paper. Consider random variables (X; Y; C) 2 d 2 f0; 1g 2 , where X represents a pattern, Y a class label, and C is the cost associated with misclassifying X when the true label is Y . Cost-sensitive classification seeks to minimize the expected cost (or risk)
Here, we overload the notation G to refer to both a subset of d and the classifier G(x) = I fx2Gg . Clearly, this formulation of cost-sensitive classification is more general than simply assigning fixed costs c0 and c 1 to errors from the respective classes.
By casting level set estimation as example-dependent cost-sensitive classification, we avoid the need for function estimation and may instead rely on algorithms for direct set estimation. Fortunately, there are many algorithmic strategies for example-dependent cost-sensitive classification. In some simple settings, such as the histogram classifier discussed in Section VI, direct empirical risk minimization is possible. Many other algorithms for conventional classification can be modified (in a manner specific to the algorithm) to include example-dependent costs. Support vector and nearest neighbor methods are described concretely in Section V.
Even when direct modification is not possible, Zadrozny et al. [9] provide a general "black-box" procedure for reducing cost-sensitive classification to conventional (cost-insensitive) classification. Their approach is based on the realization that minimizing the expected cost is equivalent to minimizing the probability of error for an appropriately reweighted distribution. The idea is implemented algorithmically by a strategy termed costing. The label for a test point is based on a majority vote over a finite number (determined by the user) of classifiers. Each of these classifiers is obtained by running a conventional classification algorithm on a data set obtained by resampling the original data set. Resampling is accomplished with cost-proportionate rejection sampling. The importance of costing for the present work is that it allows a reduction of regression level set estimation to conventional classification, the most fundamental and widely studied supervised learning problem.
III. APPLICATION TO REGRESSION LEVEL SET ESTIMATION
The regression level set estimation problem is stated formally as follows. Let (X;Y ) 2 d 2 be random variables. Assume that for some (unknown) function h : d ! we have Y j X = x h(x) + , where is zero mean noise with Lebesgue density f (). Although it is not reflected in the notation, the distribution of may depend on x. Let 2 be fixed. The goal is to estimate the level set Our proposal is to estimate G 3 by reducing to a cost-sensitive classification problem as follows. DefineỸ = I fY g and C = j 0 Y j, and define the risk R(G) of a set G to be the expected cost for cost-sensitive classification based on (X;Ỹ ; C), as follows:
We can now apply cost-sensitive learning algorithms to the training data (X i ;Ỹ i ; C i ) and the outcome will be an estimate of the regression level set G 3 .
IV. PROPERTIES OF THE RISK
In this section, we give credence to the proposed reduction by demonstrating certain desirable properties of the risk and relating it to the classification risk and other metrics for the level set problem. Let 
Corollary 1: The risk R(G) is minimized by the level set G 3 = fx : h(x) g. Proposition 1 establishes that the error associated with a misidentified point is proportional to the distance from the regression function at that point to the target level. This makes sense because points for which jh(x) 0 j is large should be easier to classify, and any estimate that errs on such a point should be penalized more heavily than if it erred where jh(x)0j is small. If we think of a classification problem where the labels are obtained by thresholding a continuous response variable, then points for which jh(x)0j is small are "almost" in the other class anyway, so it is not as problematic to misclassify them.
The excess risk here is similar to the excess risk in conventional Conceptually, we may view conventional binary classification as a special regression level set estimation problem where the response variables have been "binarized" to 0 or 1. Conversely, from the discussion of the costing algorithm in Section II, we can think of regression level set estimation as a binary classification problem where the labels are obtained by thresholding the continuous responses and the probability mass of X has been reweighted in proportion to jh(x) 0 j.
Further theoretical guarantees are possible for certain cost-sensitive classification algorithms. For example, [9] relates the performance of their costing algorithm to the performance of the underlying conventional (cost-insensitive) classification algorithm. Translating their result to our setting gives the following.
Corollary 2: Let B = E[jY 0j]. Let S be a training sample drawn from (X;Y;C) and let S 0 be a sample derived from S by cost-proportionate rejection sampling as described in [9] . LetĜ be a classification algorithm based on S 0 . If the expected 1 probability of error ofĜ is no more than , then the expected 2 value of R(Ĝ) is no more than B.
Let us now consider the connection between the excess risk R(G) 0 R(G 3 ) and the performance measures studied in [6] and [7] , [8] . We consider in particular the following two questions: 1) When does convergence to zero of one performance measure imply convergence of another? and 2) How useful from a practical standpoint are the various performance measures?
The performance measures studied in [6] are i) the volume of the symmetric difference of the estimate and G 3 and ii) the Hausdorff distance between the estimate and G 3 . In general, it is not possible to answer question 1) without imposing some conditions on the underlying distribution. A complete characterization of such conditions is beyond the scope of this paper. Roughly speaking, however, let us suppose the distribution is reasonably well-behaved in the sense that a) the boundary of G 3 is not too irregular, b) the distribution of X is mutually bounded by Lebesgue measure on some compact set, and c) h does not "flatten out" near the level . By a), if the Hausdorff distance tends to zero, so does the volume of the symmetric difference. By b) and equation (2), the volume of the symmetric difference tends to zero, so does our excess risk. Conversely, by c), if the excess risk tends to zero, then the volume of the symmetric difference also tends to zero. Also by c), it can be seen that convergence of the symmetric difference to zero implies convergence of the Hausdorff distance to zero. Thus, the different performance measures are asymptotically equivalent (under the stated assumptions) in the sense that an estimator that is consistent for one is consistent for the other.
With respect to question 2), our excess risk enjoys the clear advantage that it can be minimized without access to the true level set G 3 , which is of course unknown in practice. Furthermore, R(G) can be easily estimated given sufficient data. The two performance measures of [6] , in contrast, cannot be easily estimated from data because of the dependence on G 3 . The performance measure employed in [7] and [8] is very similar to the cost-sensitive classification risk. In particular, they consider the risk (ignoring constants)
Conceptually, one may think of this risk as both penalizing errors and rewarding correct decisions in proportion to the distance to the regression function, whereas the cost-sensitive classification risk only penalizes errors. The two risks are related by
Note the last term does not depend on G. Consequently, the two risks are effectively the same. The advantage of our risk is the connection to cost-sensitive classification and the associated algorithmic benefits discussed earlier.
V. ALGORITHMS
In this section, we describe the algorithms that are later applied in Section VI. For each class of algorithms, we describe three variants: cost-insensitive classification based on binarized response values, direct cost-sensitive classification, and regression function estimation followed by thresholding.
A. Support Vector Machines
Support vector machines (SVMs) are among the most effective methods for learning classifiers from training data [13] . Conceptually, we construct the support vector classifier in a two-step process. In the first step, we transform the x i 2 d via a mapping 8 :
where H is a high (possibly infinite)-dimensional Hilbert space. The intuition is that we should be able to separate these classes more easily in H than in d . For algorithmic reasons, we choose 8 so that we can compute inner products in H through the kernel operator k(x; x 0 ) = h8(x);8(x 0 )i H .
In the second step, we determine a hyperplane in the induced feature space according to the max-margin principle, which states that, in the case where we can separate the two classes by a hyperplane, we should pick the hyperplane that maximizes the margin-the distance between the decision boundary and the closest point to the boundary. See [13] for further details.
B. Nearest Neighbors
The k nearest neighbor (k-NN) decision rule is a classic method for classification [15] . The rule assigns a label to a test point by taking a majority vote over the labels of the k training points that are closest according to a specified (usually Euclidean) metric. A cost-sensitive version is obtained by taking a "weighted" vote, where the weight assigned to a neighbor is the cost ci = jyi0j. Finally, k-NN regression assigns a response value to a test point by averaging the response values of the k closest training points. Note that for the nearest neighbor methodology, the cost-sensitive classifier is identical to the thresholded regression estimate. Also note that all methods are equivalent when k = 1.
VI. EXPERIMENTS
We consider first a simple, highly controlled simulation study using histograms, and second, experiments on real-world data using SVMs and nearest neighbor methods.
A. Simulation Study With Histograms
We compare three approaches for constructing histogram level set estimators: cost-sensitive classification, cost-insensitive classification, and regression function estimation followed by thresholding. Although histograms are very simple estimators, their simplicity does ensure a reasonably fair comparison. With more complicated models, confounding factors such as the selection of free parameters and differences in design criteria make it increasingly difficult to isolate the reasons for an algorithm's performance. Furthermore, synthetic data allows for very precise estimation of performance measures.
For this experiment, we are interested in the = 0 level set of h(x) = sin(4x + =8). The data are generated independently according to X unif[0; 1] and N (0; 1). Fig. 1 depicts a typical realization, as well as the true regression function and a level set estimate.
The three estimates are based on a fixed partition of [0; 1] into 20 equally spaced bins. Each bin is assigned a label of 1 or 0 to indicate whether the bin does or does not belong to the estimate. For the costsensitive estimate (CS), the labels are determined by minimizing the empirical risk
For the cost-insensitive estimate (CI), the labels are assigned by minimizing the empirical probability of error. For the third method (REG), the regression function is estimated by a constant on each cell using an L 1 distortion. The constant is thus the median value of the response variables on the bin. An L 2 distortion was also considered, but this in fact leads to an estimate that is identical to CS, a coincidence stemming from the simplicity of the histogram estimate. The experiment consisted of generating a training sample of size n = 200, computing the three estimates, and estimating their performance on a test set of size 10 000. The three performance measures are the cost-sensitive risk, the probability of error, and the Lebesgue measure of the symmetric difference with respect to the true level set. The results in Table I represent averages over 10 000 repetitions of the experiment and are accurate to four digits. 
B. Real-World Data
We ran our algorithms on the benchmark data sets named "pyrim," "mpg," "housing," and "triazines." The data sets are available online with documentation. 3 They contain 74, 392, 506, and 186 examples each, with dimensionalities 27, 7, 14, and 60, respectively. We randomly permuted each data set 100 times. For each permutation, we used 70% for estimating the level set and the remaining 30% for testing the estimate's performance. For the SVM methods, 40% of the data were used for training, and 30% formed a holdout set for setting free parameters. The targeted level was taken to be the average of the response Y across the data set.
On these data sets, we compare eight methods in all. The four SVM methods are the direct cost-sensitive SVM (SVM-CS-DI-RECT), the cost-sensitive SVM via costing (SVM-CS-COSTING), the cost-insensitive SVM (SVM-CI), and SVR followed by thresholding (SVM-REG). Similarly, the four nearest neighbor methods (using k = 3) are denoted 3-NN-CS-DIRECT, 3-NN-CS-COSTING, 3-NN-CI, and 3-NN-REG. Recall that 3-NN-CS-DIRECT and 3-NN-REG are equivalent. Other values of k were investigated, but they did not affect our conclusions. For costing, we vote over 25 resamples for the SVM and 100 for 3-NN.
To implement the support vector classifiers we used the SVM light package [16] , while for support vector regression we employed the LIBSVM [17] . In all of our SVM experiments, we used a radial basis function (Gaussian) kernel and searched for the bandwidth parameter over a logarithmically spaced grid of 50 points from 10 04 to 10 4 . We also searched for the regularization parameter C over a logarithmically spaced grid of 50 points from 10 03 to 10 3 . In addition, for the SVR experiments, we searched for the width of the insensitive loss tube over a logarithmically spaced grid of 50 points from 10 03 to 0:5. Table II reports the estimated cost of each algorithm on each data set, averaged over all 100 permutations, along with standard deviations.
VII. CONCLUSION AND FUTURE WORK
An interesting conclusion from the synthetic data study is that the cost-sensitive approach is superior to the naïve approaches with respect to all three metrics considered: expected misclassification cost, probability of error, and measure of the symmetric difference. Thus, for classification problems where the labels are obtained by thresholding a response variable, even if the design criterion is the probability of error, it may be advantageous to incorporate cost information.
Our experiments on real-world data suggest that costing is not an affective algorithm, at least for the sample sizes we considered. This may be partially explained by the fact that cost-proportionate rejection sampling leads to sample sizes that are only a fraction of the original sample size. Furthermore, if a few costs are substantially larger than all others, then the fraction of points rejected can be quite high, leading to even smaller sample sizes.
As for the other methods, the 3-NN methods outperform the SVM methods on the first data set, while the reverse is true on the fourth data set. Within each methodology (3-NN or SVM), the three competitive approaches (direct cost-sensitive, cost-insensitive, and regression followed by thresholding) do not differ in a statistically significant way on any of the four data sets. If we look at the average cost (normalized by standard error) across the four data sets and across methodologies (3-NN and SVM), the results are 2.33, 2.38, and 2.27. Thus, the cost-sensitive approach appears to have a slight edge over the cost-insensitive method, which is to be expected since it does not throw away information. On the other hand, the regression/thresholding method seems to perform at least as well as the cost-sensitive approach.
Although the cost-sensitive and regression-based methods have comparable performance, there can be a significant difference in terms of computation time. In particular, the cost-sensitive SVM has two free parameters while SVR has three. When conducting a grid search over parameter values and using a holdout or cross-validation error estimate, the increased computational complexity of SVR is substantial. This observation may extend to other algorithmic frameworks because regression is a harder problem and will often require the specification of more free parameters than classification.
An interesting problem for future work is to demonstrate a general algorithmic framework for estimating multiple level sets (of the same regression function) simultaneously. One approach is to reduce the problem to multiclass cost-sensitive classification, but it would be important to constrain the estimated sets to be nested [8] . 
