Abstract In this paper implicit and explicit exact difference schemes (EDS) for system x ′ = Ax of three linear differential equations with constant coefficients are constructed. Numerical simulations for stiff problem and for problems with periodic solutions on very large time interval demonstrate the efficiency and exactness of the EDS compared with high-order numerical methods. This result can be extended for constructing EDS for general systems of n linear differential equations with constant coefficients and nonstandard finite difference (NSFD) schemes preserving stability properties for quasi-linear system of equations x ′ = Ax + f (x).
Introduction
The concepts of nonstandard finite difference schemes (NSFD) and exact finite difference schemes for differential equations were introduced by R. E. Mickens in 1980 (see [10, 11, 14] ). According to this the exact finite difference schemes are those NSFD, whose solution coincides with the exact solution of the differential equations at grid points. Nonstandard finite-difference (NSFD) schemes and exact finite difference schemes have become popular in recent years (see e.g. [1, 3, 12, [15] [16] [17] [18] [19] [20] [21] [22] ) mainly because some methods are more efficient on preserving certain qualitative properties in the original differential equations or systems. A good review of NSFD methods can be found in [14] .
There are a lot of results of EDS for both ordinay and partial differential equations such as [7, 12, 13, [22] [23] [24] 26] . Among them EDS for linear differential equations or system of differential equations with constant coefficients have attracted a special interest [12, 16, 17, 24] .
Recently in 2008, Roeger [17] constructed exact difference schemes for the system of two differential equations with constant coefficients x ′ (t) = Ax(t), x(t) = x(t), y(t) T , A ∈ M 2×2 (R) (1) in the form
where θ ∈ R and φ(h) = h + O(h 2 ), h → 0. The main idea of the construction is that instead of the system x ′ = Ax with a general 2 × 2 matrix A the author considered the system u ′ = Ju, where J is a 2 × 2 Jordan canonical form. For each case of the Jordan forms J, the parameters θ and φ are determined so that (2) is an exact difference scheme for the system u ′ = Ju. Finally, due to the fact that A is similar to J the exact finite difference schemes for u ′ = Ju also are exact finite difference schemes for x ′ = Ax. The obtained results show that θ and φ depend only on the eigenvalues of A.
Before, Mickens [10, 11, 14] constructed EDS for system of two linear differential equations with constant coefficients du dt = au + bw, dw dt = cu + dw, in the form EDS proposed by Mickens and Roeger contain two parameters. However, different from the Roeger's scheme Mickens' scheme contains additional parameter ψ = 1 + O(h 2 ) in discretization of the first derivative while the right hand side is locally discretized.
It is possible to say that system of linear differential equations is simple, so if there are available eigenvalues and Jordan structure of the coefficient matrix then we have an explicit formula for solution. But it should be emphasized that for EDS we have to compute parameters once at beginning, after that compute solution recurrently, therefore the computational cost is cheaper than computing by formula of solution (including the exponential and trigonometric functions) with the guarantee of accuracy of the result.
Therefore, in this paper we extend the Roeger's idea and Mickens's idea for constructing exact finite difference schemes for the system of three equations with constant coefficients x ′ (t) = Ax(t), x(t) = x(t), y(t), z(t) T , t ∈ [0, T ], A ∈ M 3×3 (R). (3) Differently from the Roeger's approximation of the first derivative with the use of one parameter φ(h) in denominator, here we add a parameter ψ in numerator so that the number of parameters is equal to the number of differential equations in the system. Namely, instead of the difference scheme (2) we use the difference scheme of the form
where ψ(h) = 1 + O(h 2 ). Notice that the difference scheme (2) contains only two parameters φ and θ, therefore it could be exact for two-dimensional system of equations. In some special cases it may be exact for three-dimensional system of equations but in general case of three-dimensional system two parameters difference scheme (2) will not be exact. It is the reason why we introduce an additional parameter ψ into the scheme (4).
In general, a system of n linear differential equations with constant coefficients has a fundamental system of solutions including n functions, therefore an EDS must contain at least n parameters. The Roeger's exact scheme and Mickens' scheme contain two parameters, therefore, they cannot ensure exactness for system of three linear equations. The addition of the parameter ψ into the Roeger's scheme is a simple extension of ours. In general case, it is possible construct EDS for system of n equations based on Runge-Kutta methods. Namely, applying a s-stage Runge-Kutta method [2, 4, 5] T to the system x ′ = Ax we obtain the scheme
where the coefficients α m = α m (a * ij , b * i ), m = 2, s depend on A RK and b RK . In the scheme (5) replacing h by the function φ(h) = h + O(h 2 ) and adding the parameter ψ(h) = 1 + O(h 2 ) we obtain NSFD scheme for the system x ′ = Ax
This scheme (6) contains s + 1 parameters. Therefore, it is possible construct EDS for the system x ′ = Ax with the dimension n ≤ s + 1 from the scheme (6). Analogously, consider the following implicit difference schemes
(8) Depending on the dimension of the systems of equations we can choose the suitable number of parameters for the difference schemes to be exact. For example, in the case n = 2 Roeger considers the scheme (8) with ψ = 1, α m = 0, m = 2, s. In the case n = 3 under consideration we choose the scheme (4) which is a particular case of the scheme (8) with α m = 0, m = 2, s. It may be considered as a natural extension of the results of Roeger and Mickens. Besides, we choose the explicit scheme (6) with α m = 0, m = 3, s, that is, the scheme of the form
In the case of n ≥ 3 dimensions we can do in a similar way. In general, it is possible to construct EDSs based on the schemes of the form (6), (7), (8) combined with the use of Jordan forms of matrices.
In this work, we show that any three-dimensional linear system x ′ (t) = Ax(t), x(t) = x(t), y(t), z(t)
T , A ∈ M 3×3 (R), has an exact finite-difference method in the forms (4) and (9), where ψ, φ and θ can be found explicitly in terms of the step-size h and the eigenvalues λ 1,2,3 of the coefficient matrix A. In Section 2, we prove that if the parameters ψ, φ and θ are determined so that (4)/(9) is the exact difference scheme for u ′ = Ju, where J is 3 × 3 Jordan form matrix then (4)/(9) also will be exact for x ′ = Ax if A is similar to J. Based on this fact, in Section 3 and Section 4 we construct implicit and explicit exact difference schemes for the system x ′ = Jx. Next, in Section 5 we make a perturbation analysis for estimating the accuracy of EDS in the case of appearing of rounding errors due to the approximate computation of the parameters. In Section 6 we report some numerical examples for stiff problems and problems with special properties on long time interval for demonstrating the efficiency and exactness of EDS in comparison with high-order numerical methods. Some concluding remarks will be given in the last section.
2 Why consider the system with Jordan form matrix?
From Linear Algebra it is well known that any n × n matrix A is similar to a Jordan form matrix J. In the case n = 3 it is easy to list all Jordan form matrices J as stated in the following theorem (see e.g. [25, Chapter 1] , [6, Chapter 6] ). 
Theorem 1 Let A be any 3 × 3 matrix. Then, A is similar to one of the following Jordan form matrices J depending on the set of its eigenvalues and the dimension of eigenspaces associated with the eigenvalues. Here, σ(A) is the set of eigenvalues, χ A (t) and m A (t) are characteristic and minimal polynomials of A, respectively. Now, we consider the three-dimensional system of differential equations with constants coefficients (3) and NSDF schemes of the form (4). Denote by J the set of all Jordan form 3 × 3 matrices.
Theorem 2 Suppose that the difference scheme
is exact for the system u ′ = Ju, J ∈ J . Then the difference scheme (4) with the same parameters ψ, φ, θ is exact for the system
Proof Suppose that A is similar to the Jordan form matrix J ∈ J . Then there exists a invertable matrix P such that P −1 AP = J. Making the transformations u = P −1 x and u k = P −1 x k we convert the system u ′ = Ju to x ′ = Ax and the difference scheme (10) to (4), respectively. Since (10) is exact for u ′ = Ju, the difference scheme (4) is exact for x ′ = Ax.
The following theorem is a generalization of Theorem 3 and is proved in a completely similar way.
Theorem 3 Suppose that the difference scheme (6)/ (7)/ (8) is exact for the system u ′ = Ju, J ∈ J . Then the difference scheme (6)/ (7)/ (8) is exact for the system x ′ = Ax, A ∈ M n×n (R) if A is similar to J.
From the above theorems we see that it suffices to construct exact difference schemes for three-dimensional systems with Jordan form matrices.
3 Implicit exact difference schemes (IEDS) for x ′ = Jx
In this section we construct implicit EDS for the system x ′ = Ax in the form (4) . To avoid the introduction of new variables we shall use x instead of u in the system of equations with Jordan form matrix. We construct exact difference schemes for this system and it suffices to replace J by A to obtain exact difference schemes for the system with the matrix A.
The case when A has 3 distinct eigenvalues
In this case A is similar to the Jordan form matrix
First we consider the subcase λ 1 λ 2 λ 3 = 0. Then the linear system x ′ = J 1 x has the exact solution
or equivalently
Applying the difference scheme (4) for the system x ′ = Jx we obtain
(13) Identifying (13) and (12) we come to the system for finding the parameters ψ, φ, θ:
After some elementary transformations we can eliminate ψ and obtain the system
where for brevity we set
Dividing the first equation by the second one in (15) we obtain the equation containing only one unknown θ
The solution of this equation is
After θ is found, returning to (15) and (14) we obtain φ and ψ, namely
where C 1 is given by (16) . They are the parameters to be determined.
Theorem 4
The linear system (3) with the matrix of coefficients (11) has an exact difference scheme of the form (4), where the parameters ψ, φ, θ are determined by (17) and (18).
Now we consider the special subcase λ 1 λ 2 λ 3 = 0. Without generality we suppose λ 1 = 0. Then, A is similar to the Jordan form matrix
In this subcase, analogously as in the previous subcase, we find the parameters in the exact difference scheme
.
(20) This result coincides with that of Roeger for the system of two linear equations with the coefficient matrix having two distinct eigenvalues λ 1 = λ 2 and both are nonzeros.
Theorem 5
The linear system (3) with the coefficient matrix (19) has an exact difference scheme of the form (4), where the parameters ψ, φ, θ are given by (20) .
Remark that, when the matrix A has a pair of complex conjugate eigenvalues
following Theorem 4 we obtain the parameters ψ, φ, θ
Corollary 1 The linear system (3) with the coefficient matrix
has an exact difference scheme of the form (4), where the parameters ψ, φ, θ are determined by (21).
The case
In this case the matrix A is similar to one of the following Jordan form matrices
In this subcase the linear system (3) with the coefficient matrix J 2 has exact solution
Applying the difference scheme (4) for x ′ = J 2 x we obtain
(24) Identifying (24) and (23) we come to the system of conditions for determining ψ, φ, θ
The above system (25) is of two equations but contains three parameters. Therefore, it has infinite number of solutions. It is easy to find a dependence of ψ, φ on θ as follows
Theorem 6 The linear system (3) with the coefficient matrix
has an exact difference scheme of the form (4), where the parameters ψ, φ, θ satisfy the relations (26).
(ii). When A is similar to J 3 In this case the system (3) with the coefficient matrix J 3 has an exact solution
Applying the difference scheme (4) to the system x ′ = J 3 x we obtain
(29) Suppose the above system is not degenerate. It occurs if (1−φλ 1 θ)(1−φλ 2 θ) = 0. Then the system has a unique solution
Identifying (30) and (28) we come to the system of conditions for determining the parameters ψ, φ, θ:
(31) If λ 1 = 0 then from the above relations we get
Otherwise, setting φθ = T from the third equation of (31) we obtain a quadratic equation for
Subtracting 1 from the first and second equations of (31) we obtain a system of two equations for ψ − 1 and φ, where T is considered as a parameter.
Due to λ 1 = λ 2 the system has a solution
Substituting (34) into (33) we obtain a quadratic equation for T he λ1h λ
The equation (35) has the discriminant ∆ = (e λ1h − e λ2h ) 2 > 0, hence it has two distinct roots T 1 , T 2 given by
(36)
After finding T = φθ, we can calculate ψ and φ by the formulas (34), and θ = T /φ. The following proposition implies that only the value T = T 1 is consistent with the assumption of non-degeneration of the system (29) Proposition 1 For T 1 and T 2 determined by (35) and (36) we have
Proof The proposition is easily proved by the use of L'Hospital's rule for the indeterminate form of the type 0/0.
Thus, in the case of the Jordan form matrix J 3 the parameters of the difference scheme are determined as follows
Theorem 7 The linear system (3) with the coefficient matrix
has an exact difference scheme of the form (4), where the parameters ψ, φ, θ are given by (38), where T 1 is determined by (36) if λ 1 = 0 and by (32) if λ 1 = 0.
Remark 1
The system of conditions (31) is obtained from (25) by adding the third equation. Therefore, the parameters satisfying (31) also satisfies (25), i.e., the difference scheme with these parameters is exact for the linear system (3) having the matrix A similar to J 2 . Thus, in the case if A has the set of eigenvalues σ(A) = λ 1 , λ 1 , λ 2 then the exact difference scheme may be determined by Theorem 7 not depending on the similar Jordan form matrices.
3.3
The case A has eigenvalues λ 1 = λ 2 = λ 3 = λ
In this case A is similar to one of the following three Jordan form matrices
In this subcase the linear system with the coefficient matrix J 4 has the exact solution
Applying the difference scheme (4) to the system x ′ = J 4 x we obtain
(41) Identifying (41) and (40) we obtain
Remark 2 The equation (42) contains three unknowns. So, it has infinitely number of solutions, namely, the set of its solutions is a two-dimensional linear space. A simple solution of it is θ = 0, ψ = 1 and φ = e λh − 1 λ (λ = 0).
Theorem 8
The linear system (3) with the coefficient matrix
has an exact difference scheme of the form(4), where the parameters ψ, φ, θ satisfy (42).
(ii). When A is similar to J 5
In this subcase the linear system with the coefficient matrix J 5 has the exact solution
Applying the difference scheme (4) to the system x ′ = J 5 x we obtain
Identifying (44) and (43) we obtain the system of conditions for ψ, φ, θ
Remark 3 The system (45) is of two equations with three unknowns, so, it has infinitely many solutions, namely, its set of solutions is an one-dimensional linear space. A simple solution of it is θ = 0, φ(h) = he λh , ψ = (1 − λh)e λh .
Theorem 9
has an exact difference scheme of the form(4), where the parameters ψ, φ, θ satisfy (45).
(iii). When A is similar to J 6 In this subcase (4) with the coefficient matrix J 6 has the exact solution
(47) Applying the difference scheme (4) to the system x ′ = J 6 x we obtain
Under the condition φλθ = 1 we have
Identifying (48) and (47) we obtain the system of conditions for ψ, φ, θ
(49) By some elementary calculations we have found
Clearly, φλθ = 1 if h = −2/λ. Notice that when λ 1 = λ 2 = λ 3 = 0 we obtain
Theorem 10 The linear system (3) with the coefficient matrix
has an exact difference scheme of the form (4), where the parameters ψ, φ, θ are determined by (50).
Remark 4
The equation (42) for determining ψ, φ, θ in the case of J 4 is the first equation in (49), and the system (45) in the case of J 5 is the first two equations in (49) in the case of J 6 . Therefore, the parameter ψ, φ, θ found from (49) are applicable for all cases of J 4 , J 5 and J 6 . It means that in the case if A has the set of eigenvalues σ(A) = λ, λ, λ then the exact difference scheme can be determined by Theorem 10.
Summary of results
The obtained above results of exact difference schemes for the three-dimensional linear system (3) with constant coefficient matrix A can be summarized in Table 2 below Concerning the parameters ψ, φ and θ as functions of the stepsize of discretization it is easy to verify Lemma 1 For the functions ψ, φ and θ determined by theorems in Table 3 we have
Explicit exact difference schemes (EEDS) for x ′ = Ax
In this section we construct explicit EDS for the system x ′ = Ax in the form (9) . From the previous section and [17] we conclude that there exist an EDS for systems with the matrix having a same set of eigenvalues, i.e. EDS does not depend on the Jordan structure of the matrix A. Specifically, for all matrices with a same set of eigenvalues, if a difference scheme is exact for a system with matrix having higher minimal polynomial then it is also the exact scheme for a system with matrix having lower minimal polynomials. Therefore, when constructing EDS for systems with matrices having a same set of eigenvalues it suffices to consider the case of matrix having highest minimal polynomial. It is why in this section instead of 6 cases of the matrix J as in Section 3 we consider only 3 cases of the matrix J as follows.
The case when A has 3 distinct eigenvalues
In this case matrix A is similar to J 1 . Applying the difference scheme (9) for the system x ′ = J 1 x we obtain
Identifying (53) and (12) we come to the system for finding the parameters φ, ψ, θ:
Suppose that λ 1 +λ 2 = 0. Then by consecutive eliminations it is easy to obtain the solution of the system (54):
4.2 The case A has eigenvalues λ 1 = λ 2 = λ 3
In this case it suffices to consider the case when matrix A similar to J 3 . Analoguously as above we obtain a system of conditions for determining the parameters φ, ψ, θ:
If λ 1 = 0 then from the system (56) we obtain
Otherwise, if λ 1 = 0 it is easy to get the solution of the system (56)
4.3 The case A has eigenvalues λ 1 = λ 2 = λ 3 = λ
In this case it suffices to consider the case when the matrix A is similar to J 6 . Then the system of conditions for the parameters φ, ψ, θ is
If λ = 0 from (59) we obtain ψ = 1, φ = h, θ = 1 2 . Otherwise, if λ = 0 the solution of (59) is
Remark 5 From Section 3 and Section 4 we see that the system of conditions for determining the parameters φ, ψ, θ for implicit EDS is much more complicated than for explicit EDS. Specifically, the system of conditions for implicit EDS contains rational expressions while the system of conditions for explicit EDS contains polynomial expressions.
Perturbation analysis
Since the parameters of EDS contain exponential and trigonometric functions, in the process of computation rounding errors arise. Suppose that instead of the exact parameters ψ, φ, θ we obtain only their approximate valuesψ,φ,θ. Notice that the explicit EDS and implicit EDS for the system x ′ = Ax can be written in the form x k+1 = Q(ψ, φ, θ)x k := Qx k . Due to the fact that the iterative parameters are computed approximately instead of Q we only havê Q := (ψ,φ,θ). SupposeQ = Q + ǫT, T = (1) 3×3 . Therefore, we obtain only the approximationx k but not x k . It is easy to obtain the difference betweenx k and x k
From here it follows
We see that the error of computed solution mainly depends on the number of iterations and the rounding errors in computation of the parameters. When the number of iterations is large the error of EDS may be large. However, this error slightly depends on h, therefore we can overcome this phenomena as follows: instead of computing x k+1 through x k by the formula x k+1 = Q(ψ(h), φ(h), θ(h))x k with grid size h = T /N we can compute x k through x 0 with grid size h * = t k , i.e. use the formula
Equivalently, instead of solving the problem on interval [0, t k ] with h = T /N via a large number of steps we can compute x k via x 0 with the step h * = t k . Thus, after only one iteration we obtain x k . This is the advantage of EDS compared with high-order numerical methods because for ensuring the accuracy these methods must use small grid sizes. From the numerical examples in the next section it will be seen that even in the presence of rounding errors EDS are more efficient than high-order numerical methods.
Numerical simulations
In this Section we perform some numerical simulations for confirming the validity of theoretical results obtained in the previous sections. The numerical simulations for a stiff problem and problems with specific properties demonstrate the advantage of EDS over high-order numerical methods. The set of eigenvalues of A is σ(A) = {−1, ±i}. For the initial conditions x(0) = 0, y(0) = −50, z(0) = 50, the system has the exact solution
−t − 100 cos(t) − 450 sin(t),
The implicit exact difference scheme for the system are determined from Theorem 5. The exact solution of the system and the the solution of the exact difference schemes are depicted in Figures 1.
Example 2 Consider the system (3) with the coefficient matrix
The set of eigenvalues of A is σ(A) = {0, −1}. For the initial conditions x(0) = 0, y(0) = −40, z(0) = 50, the system has the exact solution
The explicit exact difference schemes for the system are determined by Subsection 4.2. The exact solution of the system and the the solution of the exact difference schemes are depicted in Figures 2. From the two above numerical examples we see that the solution of the constructed EDS almost coincide with the exact solution of the system of differential equations at grid points due to the insignificant rounding errors in computing the parameters of EDS. In the ideal case when the rounding errors are absent the solution of EDS must coincide with the solution of the system of differential equations for any grid size h. In general, many numerical methods of higher order of accuracy such as RungeKutta or Taylor methods cannot preserve invariant properties of the differential problems although their global errors tend to zero as h → 0. It means that the choice of small grid size only ensures the accuracy of the methods but not ensure the invariant properties of the problems. For the methods of higher order of accuracy including one step methods and multistep methods when solving the problems numerically it is necessary to take grid size small because all convergence theorems are stated for h → 0. Therefore, when the final time T >> 1 it is impossible to choose grid size very small because the number of steps of computation becomes extremely large and this may cause difficulty with computer memory and computation time. Moreover, when h is very small the accuracy may decrease due to rounding errors. Now we compare the accuracy of EDS with some typical higher order methods such as Runge-Kutta and Taylor methods [2, 4, 5] .
In this example λ > 0, therefore the problem is unstable and it is not necessary to use implicit A-stable or L-stable Runge-Kutta methods. Moreover, since the system is linear, implicit schemes are easily reduced to explicit ones, therefore, we shall use the classical four-stage Runge-Kutta method. Besides, we consider the Taylor method of 5 order of accuracy Suppose, we need to find the approximate value for the exact solution at the time t = T . The comparison of errors of the methods are given in Table 3 , where error = |x N − x(t N )| + |y N − y(t N )| + |z N − z(t N )| is used as a measure of accuracy of methods, x N , y N , z N are computed solution by methods with the grid size h = T /N , x(t N ), y(t N ), z(t N ) are values of the exact solution at t N = N h = T . For methods of higher order of accuracy we take small grid size for guaranteeing accuracy and convergence, but for EDS it is not needed. Hence, we use the grid size h = T for avoiding the decrease of accuracy after a large number of iterations due to rounding errors.
From Table 3 , where IEDS and EEDS stand for Implicit and Explicit Exact Difference Schemes, respectively, we see that the methods of higher order of accuracy have small errors when T and grid size h are small. But when T is large, despite small grid size h, the accuracy of these methods decreases due to the accumulation of rounding errors after a large number of iterations. This occurs because for computing the approximate value of the exact solution at the final time T it is needed to compute consecutively the approximate values of the exact solution at every time before T . For example, for the fourth order Runge-Kutta method, theoretically, in order to obtain the approximate value of the solution at T = 1 with the accuracy 10 −16 we have to choose the grid size h = 10 −4 , and perform 10.000 iterations. Nevertheless, in practice, the actual accuracy reached is only 10 −14 due to the decrease of accuracy as the result of accumulation of rounding errors. Similar situation also occurs with the Taylor methods and other methods of higher order accuracy. Meanwhile, for EDS, if taking grid size h = T = 1 then after exactly one step we obtain the approximate solution at the time t N = T with the accuracy 10 −16 . This completely agrees with the analysis in Section 5.
Besides, from Table 3 it is easily seen that for other values of T ≥ 10 the accuracy of EDS depends slightly on grid sizes h and it is best if h = T . In nature, it depends on the rounding errors of computation of the parameters of the schemes and the number of iterations. Meanwhile, from the table we also see that for large time interval the higher order methods are inefficient, even are impossible.
From the above example we can conclude that for the problems on large time intervals the exact difference schemes (implicit or explicit) are more efficient than higher order methods. The set of eigenvalues of A is σ(A) = {−1, −2, −100}. For the initial conditions x(0) = 1, y(0) = 1, z(0) = 1, the system has the exact solution x(t) = e −t , y(t) = e −2t , z(t) = e −2017t . Obviously, all the components of the solution monotonically tend to zero with the exponential rate. As is well known, for efficiently solving stiff problems it is necessary to use methods having stability properties such as A-stability or L-stability (see [2, 4, 5] . Some implicit RungeKutta methods possess these stability propoerties, while explicit Runge-Kutta methods cannot have L-stability since they have bounded stability regions. In general for stiff problems explicit methods are inefficient. In this example we compare EDS with the classical four-stage Runge-Kutta method, five-order Taylor method and five-order Radau IIA method [4, Table II.7.7] . The results of computation are reported in Table 4 , where error = max k |x(t k ) − x k | + |y(t k ) − y k | + |z(t k ) − z k | is a measure of accuracy of methods. Analogously as Example 3, from Table 4 we see that EDS are much more efficient than RK4 and Taylor methods. Although Radau IIA gives errors better than RK4 and Taylor but it is implicit method, therefore, it requires more computational cost due to the multiplication of matrix by vector for determining stages of the method. In general, the computational cost of higher order methods is much more than one of EDS.
Example 5 (Nonstandard finite difference scheme of combined type for quasinonlinear system of differential equations)
Consider the quasi-nonlinear system of equations (see Problem 22.9 [8] )
where g ∈ C [t 0 , ∞]×R n , R n and ||g(t, v)|| ≤ λ(t)||v||, where λ(t) is a nonnegative continuous function in [x 0 , ∞]. Additionally, suppose that the function λ(t) satisfies the condition ∞ λ(t)dt < ∞, λ(t) → 0 as t → ∞ and the matrix A satisfies λ < 0 for any λ ∈ σ(A). Then it is easy to prove that [8] every solution of (61) is bounded and the trivial solution is asymptotically stable.
Our objective is to construct difference scheme preserving the properties of (61) for any grid size h > 0. It should be emphasized that standard finite difference schemes cannot preserve properties of differential equations for any h > 0 [10, 11, 14] . In this example the properties of the problem are decided by the matrix A, therefore, in the simplest way we propose NSFD scheme for (61) in the form
where U (A, v k , h) is determined so that the scheme
exact for the system v ′ = Av. Then, by Theorem 5.3.1 in [9] the properties of the problem are preserved for any h > 0. Of course, for ensuring the accuracy of the scheme it is needed to choose h << 1. The scheme (63) has only first order of accuracy, nevertheless it prompts us of a way for constructing NSFD schemes of higher order of accuracy for (61) in the form
where U (A, v k , h), V (f, v k , h) is determined so that the scheme v k+1 − v k φ = U (A, v k , h) and the scheme v k+1 − v k φ = V (f, v k , h) consecutively are EDS for v ′ = Av and a scheme of higher order of accuracy for v ′ = f (t, v). In near future we will develop this idea for constructing NSFD scheme of higher order of accuracy preserving the properties of the general quasi-linear system of differential equations.
Conclusion
In this paper, based on the technique of Mickens and Roeger of exact difference schemes, we have constructed implicit and explicit exact difference schemes (EDS) for system of three linear differential equations with constant coefficients x ′ = Ax. We have done the perturbation analysis for showing the advantage of EDS over higher order methods when solving problems on large time intervals. Numerical experiments for several problems, especially, a stiff problem and a periodic problem on large time intervals confirm the advantages of constructed EDS over higher order accuracy methods. In the future we will extend the obtained results to general linear system of n equations with constant coefficients and for constructing NSFD scheme of higher order of accuracy preserving the properties of the general quasi-linear system of differential equations x ′ = Ax + f (x).
