Abstract. We revisit Sz.-Nagy's criteria for similarity of Hilbert space bounded linear operators to isometries or unitaries and present new ones. We also discuss counterparts of the Dixmier-Day theorem concerning bounded representations of amenable groups and semigroups. We highlight the role of Følner sets in similarity problems in both settings of unimodular, σ-compact, amenable groups and in discrete semigroups possessing the Strong Følner condition (SFC).
Introduction
A bounded linear operator T ∈ B(H) acting on a Hilbert space H is said to be similar to a unitary (or to an isometry) if L −1 T L is a unitary operator (or an isometry) for some invertible operator L ∈ B(H). The first criterion of similarity to a unitary operator was obtained by Béla Sz.-Nagy [13] in 1947: a Hilbert space operator T is similar to a unitary operator if and only if T is invertible and both T and its inverse T −1 are power-bounded, that is sup n∈Z T n < ∞. The simple, yet ingenious proof given by Sz.-Nagy uses a Banach limit L, i.e. a positive linear functional of norm one on ℓ ∞ (Z), invariant by translations, which extends to bounded sequences the classical limit of convergent sequences. Starting from an operator T with both T and T −1 power-bounded, one can consider a new norm
Then |x| is an equivalent norm, coming from an inner product, and the invariance by translations property of L implies that |T x| = |x|. Thus T is similar to an invertible isometry, i.e. a unitary operator. Basically the same proof shows that T ∈ B(H) is similar to an isometry if (and only if) there are two positive constants m and M such that (1.1) m x ≤ T n x ≤ M x for every n ≥ 1 and every x ∈ H.
The existence of Banach limits, first proved by Mazur and Banach, is a demonstration of the amenability of the group Z. What are now called amenable groups were introduced in 1929 by von Neumann [16] . The term "amenable" was coined by Day [7] , who also broadened consideration to encompass semigroups. We refer for instance to the book [18] for more information about amenability of (semi)groups. It was independently remarked in 1950 by Dixmier [8] and Day [6] , and in 1951 by Nakamura and Takeda [14] , that a variant of Sz.-Nagy's proof shows that uniformly bounded representations of amenable groups into B(H) are unitarizable: they are unitary representations in an equivalent Hilbertian norm.
One can also consult [20] for a survey about the converse question (Is a group amenable if all its bounded representations are unitarizable ?), which is presently still open in full generality.
The aim of this note is to revisit Sz.-Nagy's similarity results, the Dixmier-Day theorem and its analogue for "isometrizable" representations of amenable semigroups. Instead of using a Banach limit we will use a limit along a non-principal ultrafilter. A natural question to address in the case of the semigroup N is if it is true that we can replace the condition (1.1) in Sz.-Nagy's criterion by a similar boundedness condition in terms of Cesàro means, namely
for every N ≥ 1 and every x ∈ H.
It is one of the aims of this note to give a positive answer to this question. This is obtained as a consequence of the following general result. 
for every N ≥ 1 and every x ∈ H and (1.3) every eigenvalue of T , if any, has modulus one.
Then T is similar to an isometry.
Note that, conversely, if T is similar to an isometry, then (1.2) is satisfied with K = I (the identity operator) and (1.3) is readily verified. Theorem 1.1 is a generalization of a result from [21] (see also [22] ). In the above theorem, (1.3) follows for instance from the condition that for any non zero x ∈ H, the closure of the orbit {T n x : n ≥ 0} of x does not contain the zero vector. When K = I, the condition (1.3) follows from (1.2).
Considering Cesàro means as in ( 
for every s ∈ G. Here A −1 = {a −1 : a ∈ A}, As = {as : a ∈ A} and
is the symmetric difference of A and B. The existence of symmetric Følner sets has been proved by Namioka [15] for countable amenable groups and by Emerson [9] in the general case. We may note in passing that Tessera proved in [23] A continuous representation π of G will be a map π : G → B(H) from G to the C * -algebra of all bounded operators on H such that π(1) = I and π(g 1 g 2 ) = π(g 1 )π(g 2 ) of every
and that is continuous for the strong operator topology on B(H). We say that π 
for every x ∈ H, and that
for every s ∈ Q. Then π is unitarizable and there exists an invertible L ∈ B(H) with
In the case when π is a bounded representation with Proof of Theorem 2.1. Let x, y ∈ H. We have
(Cauchy-Schwarz)
(using (2.3)).
Taking the supremum after all x in the unit ball we obtain
for every y ∈ H. As G is unimodular, the Haar measure is inverse invariant. Using also the
Let U be a non-principal ultrafilter on N. Define a new norm
by taking the limit along U of the bounded sequence in (2.6) indexed by N . Using (2.2) and (2.5) we have
Thus |·| is an equivalent norm. It is also a Hilbertian norm for the inner product
Let s ∈ Q. We can write
Using (2.4) we obtain that the limit in (2.8) is zero. Thus π(s) is unitary (an invertible isometry) in the new norm for each s ∈ Q. As Q generates G, π(g) is a unitary in the new norm for every g ∈ G. Therefore π is unitarizable. The statement about the similarity constant follows from (2.7) in the same way as in the proof of the Dixmier-Day theorem. 
and that (2.4) holds for every s ∈ Q. Then π is unitarizable and there exists an invertible
Proof. As an operator and its adjoint have the same norm, (2.9) implies (2.2) and (2.3). We apply Theorem 2.1.
The following corollary concerns inner derivations. Recall that, for a group G and a unitary 
and that
for every s ∈ Q. Then D is inner.
Proof. We apply Corollary 2.2 to the representation
Then π D is unitarizable and therefore D is inner (see [19, Lemma 4.5] ).
In some cases, we do not need condition ( Proof. We apply (2.2) to obtain
for every x ∈ H. Replace x in this inequality by π(k)x, where k ∈ F N . Then
and so 1
As
Thus, using (2.13), we have
for every x ∈ H. Using now (2.5), we get π(k)x ≥ 1 C 2 √ K x for every x ∈ H and every k ∈ F N . Thus π is a uniformly bounded representation. 3.1. Right-amenable semigroups. Let S be a locally compact semigroup, that is a locally compact Hausdorff space S endowed with an associative and separately continuous multiplication law. For s ∈ S and f in the algebra CB(S) of all bounded continuous complex functions on S we define r s (f ) ∈ CB(S) by r s f (t) = f (ts). By definition, a right invariant mean on S is a state m r on CB(S) such that m r (r s f ) = m r (f ) for any f ∈ CB(S) and any s ∈ S. A locally compact semigroup S is said to be right amenable if there exists a right invariant mean on S. A continuous representation π of S will be a map π : S → B(H) from S to the C * -algebra of all bounded operators on H such that π(st) = π(s)π(t) of every s, t ∈ S and that is continuous for the strong operator topology on B(H). We say that π is an isometric representation if π(s) * π(s) = I for any s ∈ S.
We record here the (known) analogue for right-amenable semigroups of the Dixmier-Day theorem.
Theorem 3.1. Let S be a right amenable locally compact semigroup and let π : S → B(H)
be a continuous representation such that
for some positive constants m and M . Then there exists an invertible operator L ∈ B(H)
Proof. For every x and y in H, let f x,y (t) = π(t)x, π(t)y . Using the Cauchy-Schwarz inequality we obtain f x,y ∈ CB(S). Denoting by m r the right invariant mean on S, we consider the inner product given by m r (f x,y ) and the induced norm |x| 2 = m r (f x,x ). Then
and |·| is an equivalent norm. As π is a representation of S we have r s f x,y = f π(s)x,π(s)y for any s ∈ S and any x and y. In the new norm |·|, the homomorphism π is an isometric representation. Indeed, using the right invariance of m r , we s ∈ H. It is known that SFC implies right amenability [1] , which in turn implies FC [7] , but neither of these implications is reversible in general [7, 12] . However, for many semigroups (groups, right cancellative semigroups, finite semigroups, compact topological semigroups, inverse semigroups, regular semigroups, commutative semigroups and semigroups with a left, right or two-sided zero element), right amenability coincides with the strong Følner condition (SFC); see [11] and the references therein. 
for some positive constants m and M and
In the case when π is a representation satisfying (3.1), the inequality (3.2) is also readily verified, while the condition (3.3) holds true since (F N ) N ≥1 is a right Følner sequence.
Therefore Theorem 3.2 implies Theorem 3.1 for countable, discrete semigroups satisfying (SFC).
Proof. We use the same idea as in Theorem 2.2. Let U be a non-principal ultrafilter on N.
Define a new norm
by taking the limit along U of the bounded sequence in (3.4) indexed by N . Using (3.2) we obtain m x ≤ |x| ≤ M x and thus |·| is an equivalent norm. It is also a Hilbertian norm for the inner product
Let s ∈ S. We can write
As above, we have
Using (3.3) we obtain that the limit in (3.5) is zero. Thus π(s) is an isometry in the new norm for each s ∈ S.
As was the case for groups, the asymptotic condition (3.3) in Theorem 3.2 can be removed under additional conditions on Følner sets. We will see in the next section that in the case of the semigroup S = N and of the Følner sets F N = {0, 1, · · · , N − 1}, the second half of the chain of inequalities (3.2) implies (3.3). Although we have some partial results, presently we do not know a useful characterization of Følner sets with this property for general semigroups.
We plan to return to this problem in the future.
Operators similar to isometries
Proof of Theorem 1.1. For x, y ∈ H the sequence of complex numbers
is bounded. Indeed, condition (1.2) and the Cauchy-Schwarz inequality imply
Let U be a non-principal ultrafilter on N. Define an operator F on H by (4.1) F x, y = lim
Then F is a positive operator. Set D = F 1/2 , the square root of F .
Let h ∈ H. We have, using the Cauchy-Schwarz inequality and the second half of (1.2),
for every h ∈ H, that is, T is an absolutely Cesàro bounded operator in the terminology of [3] .
It follows from [3, Theorem 2.4] that
We have
and so
Hence T is an isometry in the new norm (4.3). As Dx 2 ≤ M x 2 it suffices to show that D is invertible. Indeed, in this case (4.3) will be an equivalent, Hilbertian norm, and T will be similar to an isometry.
We now undertake the proof that D is invertible. Using the lower bound from (1.2) we have
As the range R(K) of K is closed, 0 is an isolated point of σ((K * K) 1/2 )∪ {0}. The inequality Suppose that N (D) = {0} and let x ∈ N (D) \ {0}. As DT x 2 = Dx 2 we obtain T n x ∈ N (D) for every n ≥ 1. Notice that x = 0 implies T n x = 0 for every n. Indeed, T is a one-to-one operator since 0 cannot be an eigenvalue for T because of the condition (1.3).
Now we prove by induction that the set {T k x : 0 ≤ k ≤ n} is linearly independent for every n ≥ 1. Suppose that {x, T x} is linearly dependent. Then there is λ such that T x = λx and, as x = 0, we have |λ| = 1 by (1.3). Therefore, using the equality T j x = λ j x, we obtain
a contradiction. Thus {x, T x} is linearly dependent.
Suppose now that {T k x : 0 ≤ k ≤ n} is linearly independent for some n ≥ 1 and that
for some complex scalars α 0 , · · · , α n with at least one of them being non-zero. If α 0 = 0 then, using the injectivity of T , we obtain a linear dependence relation between x, T x, · · · , T n x which contradicts the fact that {T k x : 0 ≤ k ≤ n} is linearly independent. Thus α 0 = 0.
Denote by P the polynomial
and let λ be a root of P . Since α 0 = 0 we have λ = 0. Consider now the vector
It follows from the definition of y and from P (λ) = 0 that T y = y. We have y = 0 since We finally obtain N (D) = {0}. The self-adjoint operator D is injective and has closed range, so it is invertible. Thus DT D −1 is an isometry and the proof is complete. 
Then T is similar to an isometry.
Proof. Let λ be an eigenvalue of T verifying T x = λx for a unit vector x. Equation (4.6) implies
Thus any eigenvalue of T is of modulus one. We apply Theorem 1.1 with K = I.
We can give a simple proof of Theorem 1.1, not using limits along ultrafilters, for the particular case when K = I (the identity operator) and m = 1 (T is expansive) in (1.2).
Here is the proof. Let T ∈ B(H) be an operator such that T * T ≥ I and n j=0 T * j T j = O(n) as n → ∞.
Let us denote A n = 1 n+1 n j=0 T * j T j for n ≥ 1. Since T is expansive, we have I ≤ A n ≤ T * n T n and so
Hence the sequence {A n } n≥1 is increasing and, by hypothesis, bounded. Thus {A n } strongly converges to an operator A ≥ I (as A n ≥ I for n ≥ 1). In particular, A is invertible. In addition, we obtain
Then the new norm |x| 2 = A 1/2 x 2 = Ax, x is an inner product norm equivalent to the original one (since A is invertible). With respect to this norm T is an isometry (since T * AT = A).
