Abstract
I. INTRODUCTION
With the advances of dense wavelength division multiplexing (DWDM) technology [l-31, the number of wavelengths in a wa\>elength division multiplexed (WDM) network increases to hundreds or more per fiber, and each wavelength operates at IOGbps or higher [ M I . While raw bandwidth has increased by more than four order of magnitudes over the last decade or so, capacity of switches has only been up by a factor of ten [7] . Switching speed is the bottleneck at the core of the optical network infrastructure [7] . Consequently, a challenge is to design cost-effective photonic switching fabrics that can scale in size beyond a hundred of inputs and outputs. and at the same time, switch fast (e.g., tens of nanoseconds or less).
The notion of "cost-effectiveness" is difficult to capture. One can analyze and compare WDM switches both qualitatively and quantitatively.
Qualitatively, we need to know if a design is strictly nonblocking (SNB), rearrangeably nonblocking (RNB), and/or widesense nonblocking (WSNB) under different request models [8-121 and different traffic patterns (unicast [9] , multicast [131) . Presumably each new design is guided by a particular qualitative feature. For example, one might come up with an RNB design under one request model, which may or may not be SNB under another request model. One might also have an intuitively good design, and hence need to know what qualitative feature the design possesses. This question is challenging in general. We shall see later that the graph models introduced in this paper help, in several ways, answer these types of questions.
Quantitatively, comparing different designs, or asking how close to be optimal a new design is, are very important questions. This is a multi-dimensional problem, as there are many factors effecting the "cost" of a switch. Some factors such as actual cost in dollars are business matters. Other factors include: the numbers of different types of switching components, cross-talk, power consumption and attenuation, integratability and scalability, blocking probabilities, and other factors such as the multicast capacity [13] .
It should be apparent that we .:annot holx to have a cost model that fits all needs. However. one can devise cost models which give good approximated mfasures on how "complex" a construction is. The notion of complexity shsmld roughly capture as many practical parameters as possible.
In a recent paper, Ngo [14] In this paper, we continue with the aforemmtioned approach and study graphs which model one-to-many WDM switching networks. We shall give several complexily bounds and an equivalence relationship of these :graphs, some of which generalize known results in classical switching theory. This setting is referred to as the heierogeneous case [I 11, which is needed to connect subnetworks from different manufacturers. From now on, let n = f w = J'w', unless specified otherwise.
REQUEST MODELS AND NONBLOCKINGNESS
Let F = { 4, . . . , Ff } and F' = { F;, . . . , Fj,) denote the set of input and output fibers, resp:ctively. There are many different request models for multicast WDM switching networks. We introduce here the two most common request models: For each type of request models, three degree of nonblockingness can be defined rearrangeahly nonblocking (RNB) . wide-sense nonblocking (WSNB), and strictly nonblocking (SNB). The basic idea is that a RNB switching network should be able to route a set of compatible requests given in advance. In the WSNB case, requests are nonblocking provided that they are routed according to some algorithm. In the SNB case, a new request compatible with any valid network state can always be routed.
One might expect that the Complexity a switching network could be less under model 2 than model 1, since nonblocking under model 1 implies nonblocking under 2. What is interesting is that this is not always the case, as we shall see later.
Due to space limitation, we have been informal in the descriptions above. The reader familiar with switching theory [IS, I91 should not have difficulties understanding these concepts. We shall be more rigorous in our graph definitions to come. 
A GRAPH MODEL
In this section, we describe a graph model proposed by Ngo (141. which was used to study one-to-one communication is WDM switching networks. We shall then extend this model to the one-to-many communication case.
We classify optical switching components into fibers and other switching components. For any switch design, we apply the following procedure to construct a directed acyclic graph (DAG) from the design: (a) replace each fiber by a set of vertices A U A', which represents all possible wavelengths which can be carried on the fiber; (b) the edges of the DAG are defined according to the functional capability of switching components in the design. The edges connect wavelengths (i.e. vertices) on the inputs of each switching component to the outputs in accordance with the functionality of the switching component.
Due to space limitation. we shall be brief on this construction. However, the reader will undoubtedly see the basic idea.
As an example, Figure 1 shows how to tum an arrayed waveguide grating router (AWGR), a full-range wavelength converter (FWC), and a multiplexor (MUX) into edges. On the other hand, Figure 2 shows a complete construction of the DAG from the design on the left. It is easy to see that a set of compatible mutes from input wavelengths to output wavelengths correspond to a set of vertex disjoint paths from the inputs to the outputs of the DAG.
There are two main parameters of the DAG, which capture the notion of "switch complexity" discussed earlier.
The number of edges of the DAG, called the size of the DAG, is roughly proportional to the total cost of various components in the design. For example, a full-range wavelength convener (FWC) corresponds to 3w edges while a wavelength interchanger [I 11 with comesponds to wz edges; a w x w AWGR corresponds to wz edges, a wavelength interchanger (WI) also corresponds to w2 edges, while a w x w WDM crossbar corresponds to w4 edges, etc. Since WIs and WDM crossbars are more expensive than FWCs and AWGRS, this model makes sense. Other components follow the same trend. The reader. might have noticed that different components contribute different "weights" to the total cost, hence summing up the number of edges may not give the "right" cost. To answer this doubt. we make three points. Firstly, as argued earlier one cannot hope to have a perfect model which fits all needs, and part of the notion of cost is a business matter. Our first aim is at a more theoretical level. Secondly, this is the first step toward a good cost model. One certainly can envision weighted graphs as the next step. Thirdly, we certainly can and should still use more traditional cost functions such as the direct counts of the number of each components and compare them individually.
The second measure on the DAG is its depth, i.e. the length of a longest path from any input to any output. As signals passing through different components of a design, they lose some power. The depth of the DAG hence reflects power loss, and in some cases even the signal delay. Again, different components impose different power loss factors. Hence, other information need to he taken into account to estimate power loss. However, it is clear that network depth is an important measure.
Last hut not least, this DAG model provides a nice bridge between classical switching theory and WDM switching theory. As we shall see in later sections. this model helps us tremendously in answering qualitative questions about a particular construction. For example, if an wf-input wf-output DAG must have size n(fzwz) to be SNB, then we know for sure that a construction of cost (reflected by the DAG'S size) o(f2wZ) cannotbe sm.
IV. MORE RIGOROUS SETTINGS
In this section. we shall give more rigorous descriptions of the DAG models motivated from the last section. Our graphs shall capture different degrees of nonblockingness and the tradeoff between size and depth of a network. The depth of a network is the maximum length of a path from an input to an output. Note that we do not specify input fibers and their wavelengths since they are indistinguishable as far a s our request models are concerned.
(a) Request model 1
For any set X. let P ( X ) denote the power set of X. Given 1 {T : ( a , T ) E 2) and j E T ) I :< w .
(1)
In words, no output fiber is involved in more than w requests. The rest of the definitions are similar to the ones under model 1. The following observations are straightforward from definitions. 
v. ON THE EQUIVALENCE OF STRICTLY NONBLOCKING [w, /]-DISTRIBUTORS UNDER TWO REQUEST MODELS
The following theorem essentially shows that being SNB in the more relaxed request model 2 gives us no advantage as far as network cost is concerned. tree R realizing (a, T) . This is the tree we are looking for. as the leaves of the tree have to be precisely those in S.
ThwremV.l. Let
To show the existence of such a state S, let us consider two cases as follows.
Case 1: there is some mute iti R wiih more than one leaf Let X ( Y ) be the number of free inputs (outputs) in R. Then, a E X and 1 X 1 > JY 1, because the total numbers of inputs and outputs are the same. Now, let k be such that B k has some free output in R. Let x be a member of X -{a}. The request (x, k ) is compatible with R; hence, there is a route RI from x to some output in Bk for which R U { R I } is a state. Repeat this process IYI times, we will have a state R' = R U { R I , . . . ,Rlvl} in which there is no more free outputs, yet a is still free. Now, remove from R' all routes whose endpoints a e those in S, we get the desired state S.
Case 2: all routes in R are one-to-one routes. This is a much trickier case, as 1 x 1 = lY/ and a has to be involved in the "filling up" process. As in case 1, we make requests of the form (x,k), x E X. The vertex a is somewhat special, we make sure that a request (a,j(S)) was created first, for some B E S. The rest of the (x, k) requests are arbitrary as before,
For each x E X, let R, denote the Corresponding route for the request(2,1;).AsincaseI,letR'=RU{R., Ix E X ) bethe final state.
If R, ends at S . then we are lucky. Remove from R ' the routes R,, and all the R, which end at some s in S, we get the desired state S.
If we are not lucky, R, ends at some t in Bj<#), t # S. Let ii E X be an input such that R. ends at 8. Let b be any input whose corresponding route in R' is (b, u1, . . . , up9 U). where U E B, for some z # j(S). (Since f 2 2. we are sure that there is some i # j(a).) Let S' = R' -[R,, Ra, Rb}. which is a network state.
We claim that there is an ( 2 , t)-route compatible with S'.
Consider the state S' U { R a } . The request (b,j(B) ) is com- Let n = w f . Arbitrarily assign labels to the inputs in A and outputs in B so that A = {a, , , . . . , a n -, ) and B = [bo,. . . , bn-l). For each q = 0,. . . , n -1, consider the following set Clearly V, is a D A I . Hence, there exists n vertex disjoint paths joining ai to b(i+,) mod ". Consequently, N is an n-shifter of depth k. Our result now follows from Lemma VLl. 0
where e is ihe base ofrhe natural log. ProoJ The function g(k) = k(wf)'+'tk. with k 2 1, is miniLet T k ( f ) be a directed rooted tree with f leaves and depth at most k where all edges directed to the direction of the leaves. Together. (6) and (7) lead to \ E ) 2 kwfl+'/k as desired.
We get a similar result as the one in Corollary VI.3.
0
Corollary VI.6. Fork 2 2, rdl(w,f) 2 ewflnf, where e is rhe base of rhe narural log.
