for thin films of YBCO over time [1, 2, 3, 4] . The first six examples in Supplementary Fig. 1 are s-wave superconductors. Starting with Nb, panel (a) shows the J c data from Rusanov et al. [5] , and the values of λ(T ) calculated using equation (3) with κ = 1 [6] . The dashed red curve shows the weak-coupling s-wave dependence. λ(0) is found to be 47.5 nm which agrees with the observed values of 47 nm [7] , 59 nm [8] and 41 ± 4 [9] . For the λ(T ) fit we used
Supplementary Fig. 1 (b) shows the same analysis for MgB 2 using J c data from Zhuang et al. [11] and κ = 26 [12] to calculate λ(T ). The inferred value λ 0 = 91.9 nm agrees well with the range of values reported from µSR, 85 -100 nm [13, 14] . And there is a good fit to the s-wave weak-coupling model except for a small divergence in the mid-temperature range which possibly arises from two gaps coexisting on distinct bands [83] . Zhuang et al.
[11] report a second film with higher J c still. For this we find J c (0) = 84.5 MA cm −2 and λ 0 = 83.6 nm, again in excellent agreement with reported values.
Similarly, Supplementary Fig. 1(c) shows λ(T ) calculated for Ba(Fe,Co) 2 As 2 using J c data from Rall et al. [16] with κ = 90 [17] . The deduced value of λ 0 = 286 nm agrees well with the measured value of 270 nm [17] and there is a good fit to the s-wave model with the small departure probably also arising from two-gap behavior.
Data for NbN, shown in Supplementary Fig. 1(d) , is based on the J c data from Fig. 3 of Clem et al., [21] , κ = 40 [22] . The calculated λ(T ) is fitted to the dirty s-wave model (dashed red curve) which, with equation (3), is then used to calculate J c (T ) shown by the dashed black curve. The fits are excellent and the calculated λ 0 value of 194 nm agrees with reported measurements by Poole et al. [22] (200 nm) and Komiyama et al. [23] (194 nm).
Supplementary Fig. 1(e) shows the analysis for (Ba,K)BiO 3 using the critical current data of Schweinfurth et al. [27] and κ = 60 [28] . We calculate λ 0 = 270 nm which is consistent with reported values 289 nm [29] , 270 [30] and 340 nm [31] and we derive the The results for aluminium are summarized in Supplementary Fig. 1(f) . We take κ = 0.03 [22] and analyze the J c data of Romijn et al. [45] who present measurements for 6 samples. Supplementary Fig. 1(g) shows that similar results are also found for tin. J c data are from Hunt [49] and we obtain λ 0 = 63.3 nm in excellent agreement with the range 56 -68 nm reported by Peabody [50] .
The λ(T ) fit seems best when intermediate between clean and dirty s-wave.
We perform the analysis of J c data for FeSe 0.5 Te 0.5 [54] using κ = 180 [55] (not shown in the figure) . The fit is excellent with λ 0 = 490 nm in good agreement with the reported λ 0 values of 491 nm [55] and 534 nm [56] . However, the situation is complicated by the likely presence of multiple gaps of differing symmetry [84] and the data of Belingeri [54] does not extend to low enough temperature to settle the issue.
Turning now to the class of d-wave superconductors, in Supplementary Fig. 1(h) for
PrOs 4 Sb 12 we used a slightly different approach. From reported data for H c1 [58] we calculated both J c (T ) and λ(T ) from equation (4) using κ = 29.66. Each of these parameters reveals a transition to a second superconducting phase below 0.6 K which results in an additional reduction of λ(T ). With these coexisting phases we simply added d-wave superfluid densities to achieve a fit to the data. Most importantly for our central thesis, the measured J c (T ) (from remanent magnetization measurements [58] ) shows an enhancement below 0.65
K that almost exactly mirrors our calculated J c (T ).
The figure is completed by several high-T c cuprates. In Supplementary Fig. 1 (i) for YBa 2 Cu 3 O 7 (solid data points) we used our own epitaxial MOD-deposited 2G tapes with lithographically-etched conductance bridges and silver electrodes. The overall composition was (YDy 0.5 )Ba 2 Cu 3 O 7 and film thickness ≈ 0.8µm. We used κ = 95 [22] and the calculated λ 0 = 128 nm is an excellent match with the single-crystal value from µSR, λ 0 = 125 nm [63] which also concurs with polycrystalline data [65] and infrared data [65, 85] . This indicates maximum practical self-field performance of these 2G tapes. Open data points are for 1%
Ca-doped YBa 2 Cu 3 O 7 with T c = 88 K. This also shows an excellent fit with λ 0 = 144 nm, the increase being due to impurity scattering and/or overdoping where the superfluid density is known to fall [86] . The combined data shown in Supplementary Fig. 1(i) for YBCO nicely shows the canonical d-wave inflexion in the T -dependence of J c (T ) with negative curvature at low-T and positive curvature at high-T .
In Supplementary Fig. 1 [68] . It is expected to be a little high due to the suppression of superfluid density by the small fraction of Zn impurity scatterers.
In contrast Supplementary Fig. 1 Despite an onset at 110 K the rather low T c of 92 K [71] for these films would appear to support this. λ(T ) and the superfluid density are very sensitive to such intergrowth effects and this evidently plays through into the detailed behavior of J c (T ). Here we used J c data of Hänisch [71] along with κ = 170 [72] .
Finally, in Supplementary Fig. 1(ℓ) for Tl 2 Ba 2 CaCu 2 O 8 the J c data from Holstein [74] and κ = 150 [75] gives a good d-wave fit across the full T -range for both λ(T ) and J c (T )
indicating a good quality single-phase film. The calculated value λ 0 = 174 nm is in reasonable agreement with the experimental values of 139 nm [76] and 188 nm [65] .
Supplementary Note 2 | Silsbee's hypothesis demonstrated
We now show explicitly that, for b ≤ λ, the field on the flat face of a thin film conductor when J = J c (sf) is indeed the critical field as proposed by Silsbee [87] . From equation (12) of Brojeny and Clem [88] the x-component of B at y = ±b for a uniform current density is −µ 0 bJ c . Because this field is b-dependent we multiply by the factor (λ/b) to remove this dependence. Similarly, as noted in equation (11) show a good fit to the dirty s-wave model (see Supplementary Fig. 1(e) and (f) ). With the correction the calculated λ(T ) shifts towards the clean-limit behaviour. The effect is small, amounting to half the shift between the dirty-and clean-limits, and we conclude that our initial approximation of a constant κ is not unreasonable.
Supplementary Note 4 | Further comments on pinning
A key conclusion of our work is that J c (sf) is fundamentally limited by λ and not by pinning when the thickness is comparable to λ. As noted, this challenges a prevailing view [89, 90, 91] .
In addition to the literature examples discussed in the MS which support our view we note
here further examples where marked increases in pinning, and associated improvement in in-field J c , are demonstrated while there is no observed change in J c (sf). These include Haruta et al. [96] .
The remaining exceptional example is that of Dinner et al. [91] in which the introduction of nanopores in Nb raises J c (sf) by a factor of 30. But here the film thickness is of the order of the coherence length, ξ, and the nanopore spacing is just a few times ξ. The nanopores therefore represent radical modification and it is not impossible that ion milling through the Al 2 O 3 capping layer results in the formation of Nb 3 Al with consequent increase in J c (sf) due to a smaller λ value. In any case, this enhanced J c (sf) is still less than that reported by Rusanov et al. [5] at the same temperature, as presented in Supplementary Fig. 1(a) 
Supplementary Note 5 | London versus Ginzburg-Landau depairing currents
We note that equation (3) is identical to the London depairing current density J L d [97] and a criticism could arise from the fact that it is actually larger than the so-called GinzburgLandau pairbreaking current density [97] 
by a factor (3/2) 3/2 = 1.84. Were one to adopt this as the fundamental J c limit then after taking the cube root λ values calculated in Fig. 1(a) 
