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A censura intervalar ocorre quando na˜o se conhece o tempo de sobreviveˆncia
exato, sabe-se somente que ocorreu em um intervalo de tempo. De outra forma,
quando todos os indiv´ıduos sa˜o avaliados nos mesmos intervalos de tempo, ocasio-
nando muitos empates, tem-se dados grupados. Portanto, os dados de sobreviveˆncia
grupados sa˜o casos particulares da censura intervalar. Neste trabalho, foi proposto
um modelo de regressa˜o para dados de sobreviveˆncia grupados utilizando a distribui-
c¸a˜o log-beta Burr III, cuja principal caracter´ıstica e´ a possibilidade da func¸a˜o taxa de
falha assumir diferentes formas (crescente, decrescente, unimodal). Posteriormente,
foi proposto um modelo de regressa˜o para dados grupados utilizando a distribuic¸a˜o
log-Burr III, que um caso particular da distribuic¸a˜o anteriormente citada. Os paraˆme-
tros dos modelos foram estimados utilizando os me´todos de ma´xima verossimilhanc¸a
e bootstrap. Por fim, utilizou-se um conjunto de dados reais para exemplificar a apli-
cac¸a˜o dos modelos propostos.
Palavras Chave: Ana´lise de sobreviveˆncia; Censura intervalar; Dados de sobrevi-





Interval-censored data occur when the exact survival times are known only to
be in a time interval. When all individuals are evaluated in the same time intervals,
causing many ties, we have grouped data. Thus, grouped survival data are particular
cases of interval censored data. In this work, a regression model for grouped survival
data was developed using log-beta Burr III distribution, which main characteristic is
the possibility of the hazard function assuming different forms (increasing, decreasing,
unimodal). Also, a regression model for grouped data was developed using log-Burr
III distribution, which is a particular case of the aforementioned distribution. The
parameters of the models were estimated by maximum likelihood method and boots-
trap. Finally, a real data set is used to exemplify the application of the proposed
models.
key words: Survival analysis; Interval censoring; Grouped survival data; log-beta






A ana´lise de sobreviveˆncia e´ uma a´rea muito importante da estat´ıstica, e esta´
presente em va´rios campos de conhecimento, como na biologia, engenharia, economia,
epidemiologia e principalmente, na medicina. Nesse tipo de estudo, a varia´vel resposta
e´, em geral, o tempo transcorrido ate´ a ocorreˆncia do evento de interesse. Por exemplo,
em estudos da medicina, esse tempo de falha pode ser o tempo ate´ a morte de um
paciente; em estudos na engenharia, o tempo ate´ a quebra de um equipamento, entre
outros.
Ale´m disso, os dados de sobreviveˆncia caracterizam-se por apresentar censuras,
que e´ varia´vel resposta observada parcialmente. Essas observac¸o˜es podem ocorrer por
diversos motivos, por exemplo, quando o experimento termina e ainda na˜o ocorreu
o evento de interesse, quando o acompanhamento do elemento e´ interrompido por
alguma raza˜o ou, ainda, quando na˜o se sabe o tempo exato de ocorreˆncia do evento
de interesse em um determinado intervalo de tempo. Os mecanismos de censura sa˜o
conhecidos como: censura a` direita, a` esquerda e a censura intervalar.
Quando na˜o se sabe o tempo exato de ocorreˆncia do evento de interesse e sabe-
se apenas que a falha ocorreu em um intervalo de tempo, tem-se o caso da censura
intervalar. Essa ocorre, por exemplo, quando o acompanhamento de um equipamento
e´ dado por visitas perio´dicas, sabe-se que a falha ocorreu em um intervalo de tempo,
mas na˜o seu tempo exato. Por outro lado, os dados grupados ocorrem quando todas as
unidades amostrais sa˜o avaliadas nos mesmos instantes. Va´rios autores ja´ propuseram
diversas abordagens para modelar esses tipos de dados. Prentice e Gloeckler (1978)
desenvolveram um modelo de riscos proporcionais modificado para acomodar dados
de sobreviveˆncia grupados. Allison (1982) desenvolveu me´todos para ana´lise de dados
de sobreviveˆncia grupados. Hashimoto et al. (2012) realizaram um estudo sobre o
modelo de regressa˜o Log-Burr XII para dados grupados. Diante disso, neste trabalho
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sa˜o estudados dados grupados, que e´ um caso particular de censura intervalar.
Ainda, em muitos estudos de sobreviveˆncia a presenc¸a de covaria´veis podem estar
relacionadas com o tempo de sobreviveˆncia, por esse motivo deve-se incorpora´-las
na ana´lise estat´ıstica. A fim de acomodar o efeito dessas covaria´veis e´ utilizado um
modelo de regressa˜o para dados censurados.
Assim, o principal objetivo deste estudo e´ propor um modelo de regressa˜o para
dados grupados considerando que o tempo de sobreviveˆncia tem distribuic¸a˜o log-beta
Burr III, baseando-se no trabalho de Gomes et al. (2013) e utilizando a metodologia
de regressa˜o para dados grupados similar a apresentada por Hashimoto et al. (2012).
Ale´m disso, os procedimentos para obter as estimativas dos paraˆmetros do modelo
tambe´m sa˜o vistas neste trabalho. A grande vantagem desse modelo e´ a flexibilidade
de sua func¸a˜o de risco. Os demais objetivos sa˜o: realizar uma revisa˜o teo´rica das
distribuic¸o˜es Burr III, log-Burr III, beta Burr III e log-beta Burr III e aplicar a um
banco de dados o modelo proposto.
Mediante ao exposto, o presente trabalho esta´ organizado da seguinte forma: no
Cap´ıtulo 2 e´ feita uma revisa˜o bibliogra´fica de conceitos importantes na ana´lise de
sobreviveˆncia e sobre as distribuic¸o˜es de probabilidade: Burr III, log-Burr III, beta
Burr III e log-beta Burr III. No Cap´ıtulo 3 e´ proposto o modelo de regressa˜o log-beta
Burr III para dados grupados e e´ apresentada sua func¸a˜o de ma´xima verossimilhanc¸a.
No Cap´ıtulo 4 e´ feita uma ana´lise do banco de dados de suplementac¸a˜o de vitamina
A (BARRETO et al., 1994), utilizando o modelo log-beta Burr III, e o modelo log-
Burr III para dados grupados. Por fim, no Cap´ıtulo 5 sa˜o apresentadas as principais




Neste cap´ıtulo e´ apresentada uma revisa˜o sobre a ana´lise de sobreviveˆncia e algu-
mas distribuic¸o˜es de probabilidade, formando dessa forma um embasamento teo´rico
para a compreensa˜o do trabalho.
2.1 Notac¸a˜o e conceitos ba´sicos
Em ana´lise de sobreviveˆncia, a varia´vel resposta e´ considerada o tempo ate´ a
ocorreˆncia de um evento de interesse ou censura (COLOSIMO E GIOLO, 2006). O
tempo ate´ a ocorreˆncia de um evento de interesse e´ chamado tempo de falha. Uma das
maiores a´reas de atuac¸a˜o da ana´lise sobreviveˆncia refere-se a estudos me´dicos, assim,
o tempo de falha pode ser, por exemplo, o tempo ate´ a morte do paciente ou ate´ a
cura do indiv´ıduo. Em outras a´reas de estudo, como na engenharia, o tempo de falha
pode ser considerado o tempo ate´ a ocorreˆncia da falha de determinado equipamento.
A presenc¸a da censura, ou seja, de uma observac¸a˜o parcial da resposta e´ a prin-
cipal caracter´ıstica dos dados de ana´lise de sobreviveˆncia. As censuras referem-se a
situac¸o˜es em que, por algum motivo, o acompanhamento do paciente e´ interrompido.
Por exemplo, morte do indiv´ıduo por uma causa diferente da estudada ou fim do
estudo antes do paciente falhar.
Ale´m do mais, dependendo da situac¸a˜o, ha´ alguns mecanismos de censura, por
exemplo, a censura a` direita, censura a` esquerda, ou intervalar. Na censura a` direita
o tempo de ocorreˆncia do evento de interesse esta´ a` direita do tempo de registro. A`
esquerda ocorre quando o tempo registrado e´ maior que o tempo de falha e a intervalar
ocorre quando na˜o se sabe o tempo exato da falha, sabe-se somente que o evento de
interesse ocorreu em um intervalo de tempo, isto e´, T ∈ (U, V ]. Dessa forma, neste
trabalho e´ adotado o mecanismo de dados grupados, que e´ um caso particular da
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censura intervalar quando as unidades amostrais sa˜o avaliadas nos mesmos intervalos
de tempo. Por diversas vezes esse tipo de dado e´ identificado por um nu´mero excessivo
de empates (COLOSIMO E GIOLO, 2006).
Como visto, o enfoque deste trabalho e´ o estudo de modelos de regressa˜o para
dados de sobreviveˆncia grupados. Na literatura pode-se encontrar trabalhos que
propo˜em esses modelos, como em Thompson (1977), em Colosimo et al. (2000) e
Hashimoto et al. (2012).
A censura a` direita pode, ainda, ser classificada como do tipo I, do tipo II, e do
tipo aleato´rio. O primeiro mecanismo ocorre quando o estudo termina apo´s um tempo
pre´-estabelecido e registra indiv´ıduos que na˜o apresentaram o evento de interesse. A
censura tipo II ocorre quando o estudo e´ finalizado apo´s a ocorreˆncia do evento de
interesse em um nu´mero pre´-estabelecido de indiv´ıduos. E a censura do tipo aleato´ria,
que pode ocorrer quando um indiv´ıduo e´ retirado do estudo sem a ocorreˆncia da falha,
ou, se por exemplo, o individuo morrer por uma causa diferente da estudada.
Colosimo e Giolo (2006) apresentam uma representac¸a˜o do mecanismo de censura
do tipo aleato´ria, considerando duas varia´veis aleato´rias. Seja T uma varia´vel ale-
ato´ria na˜o-negativa representando o tempo de falha do indiv´ıduo e C, uma varia´vel





1 se T ≤ C,
0 se T > C.
Em que δ = 1 indica falha e δ = 0 indica censura.
2.1.1 Censura intervalar e dados grupados
Dados com censura intervalar esta˜o naturalmente presentes em estudos me´dicos e
epidemiolo´gicos. Visto que, em muitos estudos na˜o se sabe o tempo exato de falha, so´
se sabe que ocorreu em um intervalo de tempo. Por exemplo, em um estudo cl´ınico o
tempo T de falha e´ definido como sendo o tempo ate´ o aparecimento de um tumor.
Esse tempo T na˜o e´ exatamente conhecido, dado que o aparecimento do tumor so´
e´ identificado em consultas feitas periodicamente. Neste caso, o tempo de falha T
ocorreu em um intervalo (U, V ], onde U e´ a u´ltima avaliac¸a˜o com resultado negativo
e V a primeira avaliac¸a˜o com resultado positivo para o tumor.
Dessa forma, as censuras a` direita, a` esquerda e os tempos exatos de falha sa˜o
casos particulares da censura intervalar (LINDSEY E RYAN, 1998), ou seja, quando
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V =∞ tem-se o caso da censura a` direita, quando U = 0 tem-se a censura a` esquerda
e quando U = V tem-se o tempo exato de falha.
Visto que quando no estudo todas as unidades amostrais sa˜o avaliadas nos mesmos
instantes tem-se o caso de dados grupados, que sa˜o um caso particular de dados de
sobreviveˆncia intervalar. Outra caracter´ıstica desses dados e´ um nu´mero excessivo
de empates, ou seja, os tempos de vida aparecem repetidas vezes. Frequentemente,
encontram-se dados grupados em estudos de medidas repetidas longitudinais, como no
estudo envolvendo mangueiras (CHALITA, 1997). Nesse estudo, todas as mangueiras
foram avaliadas nas 12 visitas durante o experimento. Houve, enta˜o, muitos tempos
de falha no mesmo intervalo de tempo, visto que havia poucos tempos de observac¸a˜o,
caracterizando-se, assim, dados grupados.
Se ao considerar um conjunto de dados, este apresentar censuras e um nu´mero
excessivo de empates, os tempos observados t = min{T,C} sa˜o grupados em um
determinado nu´mero de intervalos, a fim de, por exemplo, eliminar os empates. O
nu´mero de intervalos no qual os tempos observados sa˜o grupados e´ impreciso. Bol-
farine et al. (1991) afirmam que a metodologia de dados grupados tem como base
me´todos de tabela de vida, e portanto, o nu´mero de intervalos e´ arbitra´rio.
Segundo Hashimoto (2008), os intervalos sa˜o constru´ıdos de tal forma que o eixo
do tempo e´ dividido em k intervalos definidos por pontos de corte a1, ..., ak, dessa
forma o j-e´simo intervalo e´ denotado pela expressa˜o Ij = [aj, aj+1), para j = 1, ...k.
Sendo assim, o enfoque deste trabalho e´ propor um modelo de regressa˜o log-beta
Burr III para dados grupados presente na Sec¸a˜o 3.2.
2.1.2 Distribuic¸o˜es do tempo de sobreviveˆncia
Seja T uma varia´vel aleato´ria na˜o-negativa, usualmente cont´ınua, representando o
tempo de falha ou de sobreviveˆncia de um indiv´ıduo. Esse tempo T pode ser descrito
por sua func¸a˜o de densidade, func¸a˜o de distribuic¸a˜o, func¸a˜o de sobreviveˆncia e func¸a˜o
de risco.
Enta˜o a func¸a˜o densidade de probabilidade (fdp), f(t), e´ definida como o limite
da probabilidade de um indiv´ıduo vir a falhar em um intervalo de tempo [t, t + ∆t)
por unidade de tempo ou de ∆ (comprimento do intervalo) e e´ dada por:
f(t) = lim
∆t→ 0
P (t ≤ T < t+ ∆t)
∆t
. (2.1)
Dessa forma, a probabilidade do indiv´ıduo experimentar o evento de interesse ate´
o tempo t e´ obtida pela func¸a˜o de distribuic¸a˜o, F (t) e e´ expressa por:
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A func¸a˜o de sobreviveˆncia e´ uma das principais func¸o˜es probabil´ısticas utilizadas
em estudos com dados de sobreviveˆncia. Essa e´ definida como sendo a probabilidade
de um indiv´ıduo sobreviver, ou seja, na˜o falhar, ate´ um certo tempo t. Ao se obter
a func¸a˜o distribuic¸a˜o pode-se utilizar a seguinte relac¸a˜o a fim de obter a func¸a˜o de
sobreviveˆncia:
F (t) = 1− S(t). (2.2)
Assim, a func¸a˜o de sobreviveˆncia, S(t) e´ representada por:




Segundo Lawless (2003), S(t) e´ uma func¸a˜o mono´tona decrescente e cont´ınua e
tem as seguintes propriedades: lim
t→ 0
S(t) = 1 e lim
t→ ∞
S(t) = 0.
Ale´m disso, em sobreviveˆncia, outra func¸a˜o muito importante e´ a func¸a˜o de risco
ou taxa de falha h(t). Ela e´ definida como o limite da probabilidade de um indiv´ıduo
experimentar o evento de interesse no intervalo [t,∆t), assumindo que esse mesmo
indiv´ıduo sobreviveu ate´ o tempo t, e´ expressa por:
h(t) = lim
∆t→ 0
P (t ≤ T < t+ ∆t|T ≥ t)
∆t
. (2.3)
Logo, a taxa de falha tambe´m pode ser expressa em func¸a˜o das func¸o˜es de densi-





Ainda, ao considerar a func¸a˜o taxa de falha definida na equac¸a˜o (2.3), pode-se
definir uma outra func¸a˜o u´til em ana´lise de sobreviveˆncia: a func¸a˜o taxa de falha





Portanto, utilizando-se a func¸a˜o taxa de falha acumulada definida na equac¸a˜o
(2.5), pode-se obter a func¸a˜o de sobreviveˆncia :
S(t) = exp(−H(t)).
Enta˜o, para se investigar o poss´ıvel comportamento da func¸a˜o de risco de deter-
minada varia´vel resposta ou banco de dados, pode-se construir o gra´fico de tempo
total em teste (curva TTT), proposto por Aarset (1987). Essa curva TTT e´ obtida









por r/n, sendo que r = 1, ..., n e Ti:n = 1, ..., n sa˜o estat´ısticas de ordem da amostra.
Diante disso, a curva TTT pode assumir as diferentes formas:
• Reta diagonal (A) =⇒ Func¸a˜o de risco e´ constante.
• Curva convexa (B) ou coˆncava (C) =⇒ Func¸a˜o de risco e´ monotonicamente
decrescente ou crescente, respectivamente.
• Curva convexa e depois coˆncava (D) =⇒ Func¸a˜o de risco tem forma de banheira
ou U.
• Curva coˆncava e depois convexa (E) =⇒ Func¸a˜o de risco e´ unimodal.
Figura 2.1 – Formas que a curva TTT pode assumir
Segundo Bergman e Klefsjo˜ (1998), a curva TTT apresentada anteriormente pode
ser interpretada em func¸a˜o da func¸a˜o de distribuic¸a˜o emp´ırica, Fn. Essa curva con-
sidera a amostra completa, ou seja, os tempos de censura e de falha. Entretanto,
se ha´ uma amostra censurada e´ natural mudar a func¸a˜o distribuic¸a˜o emp´ırica para
outro estimador, F cn, da func¸a˜o distribuic¸a˜o verdadeira. Assim e´ constru´ıdo o gra´-
fico F cn(t(i)) por G(r/n)
c para os tempos de falha na˜o censurados, t(i), e conecta-
se esses pontos. Ha´ duas possibilidades de se fazer isso, a primeira e´ utilizar o
27
PiecewiseExponentialEstimator (PEXE) desenvolvido por Kitchin (1980) e discu-
tido por Kim e Proschan (1991). A segunda possibilidade e´ utilizar o estimador de
Kaplan-Meier, esta ideia e´ indicada no trabalho de Bergman e Klefsjo˜ (1984).
2.1.3 Estimador de Kaplan-Meier
O estimador de Kaplan-Meier foi proposto por Kaplan e Meier (1958), tambe´m
chamado de estimador limite-produto e´ um estimador na˜o-parame´trico desenvolvido
para estimar a func¸a˜o de sobreviveˆncia. Na sua construc¸a˜o, esse estimador considera
a quantidade de intervalos de tempo quantos forem o nu´mero de falhas distintas. Os
tempos de falha sa˜o considerados os limites dos intervalos de tempo. Considerando-se
que:
• t1 < t2 < · · · < tk, os k tempos distintos e ordenados de falha,
• dj o nu´mero de falhas em tj, j = 1, ..., k, e
• nj o nu´mero de indiv´ıduos sob risco em tj, ou seja, que na˜o falharam e na˜o
foram censurados ate´ o tempo imediatamente anterior a tj.
















2.1.4 Func¸a˜o de verossimilhanc¸a em ana´lise de sobreviveˆncia
Em ana´lise de sobreviveˆncia, considera-se as censuras na ana´lise estat´ıstica. Dessa
forma, deve-se incorporar as censuras na func¸a˜o de verossimilhanc¸a. Seja uma amostra
aleato´ria observada (t1, δ1), (t2, δ2), ..., (tn, δn), em que ti e´ o tempo de sobreviveˆncia
ou censura e δi e´ o indicador de censura a seguir:
δi =
{
1 se ti e´ tempo de falha,
0 se ti e´ tempo de censura.
A func¸a˜o de verossimilhanc¸a considerando todos os tipos de censura a` direita e
considerando que as mesmas sa˜o na˜o informativas (na˜o carregam informac¸a˜o sobre
os paraˆmetros) pode ser expressa em termos da func¸a˜o de sobreviveˆncia S(t) e da
densidade f(t) ou da func¸a˜o de risco h(t) e da func¸a˜o de sobreviveˆncia S(t). Essas
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func¸o˜es sera˜o definidas na Sec¸a˜o 2.2. Dessa forma, a func¸a˜o de verossimilhanc¸a para










δi [S(ti, θ)] , (2.7)
em que θ e´ o vetor de paraˆmetros desconhecidos, S(ti), f(ti) e h(ti) sa˜o as func¸o˜es
de sobreviveˆncia, de densidade de probabilidade e func¸a˜o de risco, respectivamente,
para cada varia´vel aleato´ria Ti. Assim, tem-se que a contribuic¸a˜o de cada observac¸a˜o
censurada e´ sua func¸a˜o de sobreviveˆncia e de cada observac¸a˜o na˜o-censurada e´ a
func¸a˜o densidade.
2.1.5 Me´todo bootstrap
Efron (1979) propoˆs o me´todo de reamostragem bootstrap na˜o-parame´trico. Esse
me´todo e´ importante por na˜o so´ avaliar as estimativas dos paraˆmetros, como tambe´m,
obter boas estimativas dos erros padro˜es da distribuic¸a˜o gerada pelas estimativas do
paraˆmetros nas iterac¸o˜es de reamostragem (LEPAGE E BILLARD, 1992). O me´todo
de bootstrap trata uma amostra observada como se essa representasse a populac¸a˜o.
Assim, da informac¸a˜o obtida de tal amostra observada, B amostras bootstrap de
tamanho similar ao da amostra observada sa˜o geradas, da qual e´ poss´ıvel obter a
estimativa de diversas caracter´ısticas da populac¸a˜o, como por exemplo, me´dia e vari-
aˆncia.
De acordo com o me´todo bootstrap, a func¸a˜o distribuic¸a˜o F pode ser estimada
pela distribuic¸a˜o emp´ırica Fˆ . Seja T = (T1, ..., Tn) uma amostra aleato´ria observada
e Fˆ a distribuic¸a˜o emp´ırica de T. Portanto, uma amostra bootstrap T∗ e´ constru´ıda
por amostragem com reposic¸a˜o de n elementos da amostra T. Para as B amostras
bootstrap geradas, T∗1, ...,T
∗
B, a replicac¸a˜o bootstrap do paraˆmetro de interesse para
a b-e´sima amostra e´ dada por θˆ∗b = s(T
∗
b ), esse e´ o valor de θˆ para a amostra T
∗
b ,
b = 1, ..., B.
O estimador bootstrap do erro-padra˜o e´ o desvio-padra˜o dessas amostras bootstrap

















Baseando-se no trabalho de Efron e Tibshirani (1993), e´ apresentado os principais
passos para o precedimento bootstrap:
Passo 1: Construa uma distribuic¸a˜o de probabilidade emp´ırica, Fn, da amos-
tra colocando uma massa de probabilidade de 1/n para cada ponto x1, x2, ..., xn da
amostra. Essa e´ a func¸a˜o de distribuic¸a˜o emp´ırica da amostra, que e´ a estimativa de
ma´xima verossimilhanc¸a na˜o-parame´trica da distribuic¸a˜o da populac¸a˜o, F .
Passo 2: Da func¸a˜o distribuic¸a˜o emp´ırica, Fn, ”obtenha” uma amostra aleato´ria
de tamanho n com reposic¸a˜o. Essa e´ a reamostra.
Passo 3: Calcule a estat´ıstica de interesse, Tn, para essa reamostra, produzindo
T ∗n .
Passo 4: Repita os Passos 2 e 3 B vezes, em que B e´ um nu´mero grande, a fim
de criar B reamostras. O tamanho ideal de B depende dos testes a serem realizados
nos dados. Tipicamente, B e´ pelo menos igual a 1000 quando se deseja a estimativa
do intervalo de confianc¸a para Tn, e para obter uma boa estimativa do erro-padra˜o
sa˜o necessa´rias entre 25 e 200 reamostras.
Passo 5: Construa o histograma da frequeˆncia relativa dos B nu´meros de T ∗n ’s




n . A distribuic¸a˜o obtida
e´ a estimativa bootstrap da distribuic¸a˜o amostral de Tn. Essa distribuic¸a˜o pode agora
ser usada para fazer infereˆncias sobre o paraˆmetro θ, que deve ser estimado por Tn.
Na Figura 2.2 encontra-se uma ilustrac¸a˜o explicando o me´todo bootstrap, a fim
de facilitar o entendimento do me´todo.
Figura 2.2 – Ilustrac¸a˜o do me´todo bootstrap
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2.2 Func¸o˜es de distribuic¸a˜o
2.2.1 Distribuic¸a˜o Burr III
Burr (1942) propoˆs um sistema de distribuic¸o˜es flex´ıveis, que inclui, por exemplo
a distribuic¸a˜o Burr XII. Seja T uma varia´vel aleato´ria com distribuic¸a˜o Burr XII,
enta˜o, T−1 tem distribuic¸a˜o Burr III. Essa distribuic¸a˜o tem sido utilizada em va´rios
campos da cieˆncia, bem como em financ¸as, silvicultura, ana´lise de sobreviveˆncia e em
teoria da confiabilidade (ver em Sherrick et al.,1996; Lindsay et al., 1996; Al-Dayian,
1999; Shao, 2000; Hose, 2005; Mokhlis, 2005; Gove et al., 2008). Assim, a distribuic¸a˜o
Burr III (α, β, s) tem a seguinte func¸a˜o distribuic¸a˜o de probabilidade:












, t > 0, (2.9)
em que α > 0 e β > 0 sa˜o paraˆmetros de forma e s > 0 paraˆmetro de escala.
Consequentemente, a func¸a˜o densidade de probabilidade, f(t), para a varia´vel
aleato´ria tempo de falha T com distribuic¸a˜o Burr III e´ expressa por:








Como descrito na Sec¸a˜o 2.1.2, conhecendo a func¸a˜o distribuic¸a˜o de probabilidade
de uma determinada distribuic¸a˜o, pode-se encontrar a func¸a˜o de sobreviveˆncia para
essa distribuic¸a˜o. Dessa forma, a func¸a˜o de sobreviveˆncia da distribuic¸a˜o Burr III e´
definida por:








Ao considerar as func¸o˜es definidas nas equac¸o˜es (2.10) e (2.11), define-se a func¸a˜o











1− [1 + (t/s)−α]−β = αβt{[1 + (t/s)−α]β − 1} . (2.12)
Para entender o comportamento dessa distribuic¸a˜o de probabilidade, alguns gra´-
ficos da func¸a˜o de densidade e da func¸a˜o de risco foram obtidos e encontram-se nas
Figuras 2.3 e 2.4, respectivamente.
Com base na Figura 2.3 pode-se observar que esse modelo pode comportar dados
do tipo assime´trico a` direita e com caudas pesadas. Pela Figura 2.4 observa-se que
a distribuic¸a˜o Burr III tem grande flexibilidade devido a diversas formas que a sua
func¸a˜o de risco pode assumir. Por exemplo, decrescente e unimodal.
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β = 1.5, α = 4, s = 5.3
β = 6.5, α = 0.8, s = 1
β = 2.8, α = 2, s = 3.5
β = 1.1, α = 0.8, s = 6.8
β = 4, α = 0.8, s = 1
β = 1.5, α = 1.5, s = 1.5
Figura 2.3 – Gra´fico da func¸a˜o densidade da distribuic¸a˜o Burr III
















β = 3, α = 4, s = 5.3
β = 8, α = 0.9, s = 1
β = 0.5, α = 0.5, s = 0.5
β = 1.4, α = 1.1, s = 4.8
β = 3, α = 2, s = 3.8
β = 1.5, α = 1.5, s = 1.5
Figura 2.4 – Gra´fico da func¸a˜o de risco da distribuic¸a˜o Burr III
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2.2.2 Distribuic¸a˜o log-Burr III
Seja T uma varia´vel aleato´ria com distribuic¸a˜o Burr III como expressa na equac¸a˜o
(2.10), enta˜o Y= log(T ) tem distribuic¸a˜o log-Burr III. Essa distribuic¸a˜o foi apresen-
tada tambe´m no trabalho de Gomes et al. (2013). Considerando-se as seguintes
reparametrizac¸o˜es α = 1/σ e s = exp (µ), pode-se obter a func¸a˜o densidade de pro-
babilidade da distribuic¸a˜o log-Burr III pelo me´todo do jacobiano. A demonstrac¸a˜o e´
















em que −∞ < y < +∞, −∞ < µ <∞, β > 0, σ > 0.
Ale´m disso, ao conhecer func¸a˜o densidade f(y), podemos obter a func¸a˜o distribui-




































































Como visto na Sec¸a˜o 2.2 e baseando-se na equac¸a˜o (2.2), a func¸a˜o de sobreviveˆncia,















Enta˜o, sabendo-se as func¸o˜es densidade e de sobreviveˆncia da distribuic¸a˜o log-Burr
III, definidas pela equac¸o˜es (2.13) e (2.15), respectivamente, pode-se definir a func¸a˜o
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Diante disso, visando verificar o comportamento da distribuic¸a˜o log-Burr III, fo-
ram obtidos os gra´ficos da func¸a˜o densidade de probabilidade e da func¸a˜o de risco
para essa distribuic¸a˜o.


















β = 1.5, µ = 1.67, σ = 0.25
β = 6.5, µ = 0, σ = 1.25
β = 2.8, µ = 1.25, σ = 0.5
β = 1.1, µ = 1.92, σ = 1.25
β = 4, µ = 0, s = 1.25
β = 1.5, µ = 0.41, σ = 0.67
Figura 2.5 – Gra´fico da func¸a˜o densidade da distribuic¸a˜o log-Burr III
Pela Figura 2.5 pode-se observar que esse modelo com distribuic¸a˜o log-Burr III
pode comportar dados do tipo sime´trico. Em relac¸a˜o a func¸a˜o de risco, tem-se pela
Figura 2.6 que para esse modelo sua func¸a˜o de risco, a` princ´ıpio, na˜o assume um
comportamento espec´ıfico, as curvas crescem e depois estabilizam.
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β = 3, µ = 1.67, σ = 0.25
β = 8, µ = 0, σ = 1.11
β = 0.5, µ = − 0.69, σ = 2
β = 1.4, µ = 1.57, σ = 0.91
β = 3, µ = 1.33, s = 0.5
β = 0.4, µ = 1.5, σ = 0.67
Figura 2.6 – Gra´fico da func¸a˜o de risco da distribuic¸a˜o log-Burr III
2.2.3 Distribuic¸a˜o Beta Burr III
Nos u´ltimos anos, muitos estudos teˆm focado na generalizac¸a˜o de classes de
func¸o˜es de distribuic¸a˜o, como a classe generalizada beta (EUGENE et al., 2002).
Obtendo, assim, uma distribuic¸a˜o com maior flexibilidade. Se G denota a func¸a˜o
distribuic¸a˜o acumulada de uma varia´vel aleato´ria, a distribuic¸a˜o beta-G e´ definida
por:






em que a > 0 e b > 0 sa˜o paraˆmetros de forma da distribuic¸a˜oG. Tem-se queB(a, b) =




ω)b−1dω e´ a func¸a˜o beta incompleta e a func¸a˜o raza˜o beta incompleta e´ definida por:
Iq(a, b) = Bq(a, b)/B(a, b) (2.18)
Gomes et al. (2013) seguindo a mesma ideia desenvolvida por Eugene et al.
(2002), propuseram a distribuic¸a˜o beta Burr III (BBIII), a fim de acomodar uma
grande variedade de formas. Considerou-se que a func¸a˜o G(t) definida na equac¸a˜o
(2.17) e´ a func¸a˜o distribuic¸a˜o acumulada da distribuic¸a˜o Burr III definida na equac¸a˜o
(2.9).
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Seja T uma varia´vel aleato´ria com distribuic¸a˜o beta Burr III, sua func¸a˜o distri-
buic¸a˜o de probabilidade e´ expressa por:
F (t) = I[1+(t/s)−α]−β(a, b). (2.19)















em que α > 0, β > 0, a > 0, b > 0 sa˜o paraˆmetros de forma e s > 0 paraˆmetro de
escala.
Ao considerar as func¸o˜es definidas nas equac¸o˜es (2.19) e (2.20), tem-se a func¸a˜o





























β = 0.1, α = 5, s = 1.5, 2, b = 3
β = 1, α = 8, s = 1.5, a = 2, b = 1
β = 4, α = 5, s = 2, a = 6, b = 2
β = 3, α = 2.5, s = 0.5, a = 0.5, b = 2
β = 0.2, α = 5, s = 2.5, a = 2.5, b = 3
β = 0.5, α = 1, s = 0.5, a = 30, b = 3
Figura 2.7 – Gra´fico da func¸a˜o densidade da distribuic¸a˜o beta Burr III
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A func¸a˜o densidade de probabilidade BBIII expressa pela equac¸a˜o (2.20) permite
uma maior flexibilidade de suas caudas, incluindo alguns submodelos importantes.
Como, por exemplo: distribuic¸a˜o Burr III exponenciada para b = 1 e a distribuic¸a˜o
Burr III para a = b = 1. Essa flexibilidade pode ser observada no gra´fico da f(t) da
distribuic¸a˜o BBIII presente na Figura 2.7.
Tambe´m foi obtido o gra´fico da func¸a˜o de risco dessa distribuic¸a˜o a fim de obser-
var seu comportamento. Pela Figura 2.8 pode-se notar que a func¸a˜o de risco pode
acomodar, por exemplo, as formas decrescente, unimodal, e possui a forma crescente
e depois estabiliza. Caracterizando, assim, a flexibilidade desse modelo.










β = 3, α = 2, s = 1.5, a = 3, b = 2
β = 3, α = 2, s = 3, a = 5, b = 2
β = 3, α = 2, s = 1.5, a = 5, b = 2
β = 10, α = 5, s = 0.5, a = 2, b = 2
β = 1, α = 0.9, s = 2, a = 1, b = 1.4
β = 4, α = 5, s = 2, a = 1, b = 2
Figura 2.8 – Gra´fico da func¸a˜o de risco da distribuic¸a˜o beta Burr III
2.2.4 Distribuic¸a˜o Log-Beta Burr III
Nas Subsec¸o˜es 2.2.1, 2.2.2 e 2.2.3, as distribuic¸o˜es Burr III, log-Burr III e beta Burr
III sa˜o apresentadas, respectivamente. Nesta Subsec¸a˜o e´ apresentada a distribuic¸a˜o
log-beta Burr III, que e´ a distribuic¸a˜o considerada no modelo de regressa˜o para dados
grupados proposto neste trabalho.
Seja T uma varia´vel aleato´ria com func¸a˜o distribuic¸a˜o BBIII definida na equac¸a˜o
(2.20) da Sec¸a˜o 2.2.3. Considerando-se a transformac¸a˜o Y = log(T ) e as seguintes
reparametrizac¸o˜es α = 1/ σ e s = exp(µ), tem-se que Y tem distribuic¸a˜o log-beta







































Como ja´ foi visto, ao se conhecer a func¸a˜o densidade de probabilidade da LBBIII
definida na equac¸a˜o (2.22), pode-se obter sua func¸a˜o distribuic¸a˜o de probabilidade
dada por:
F (y) = I[exp((y−µ)/σ)/(1+exp((y−µ)/σ))]β(a, b). (2.23)
em que −∞ < y < ∞, −∞ < µ < ∞, σ > 0 e β > 0. Como visto, essa func¸a˜o
distribuic¸a˜o de probabilidade e´ expressa pela func¸a˜o raza˜o beta incompleta descrita
na Equac¸a˜o (2.18).
Enta˜o, de acordo com a Sec¸a˜o 2.2, conhecendo a func¸a˜o distribuic¸a˜o de probabi-
lidade expressa na Equac¸a˜o (2.23) e utilizando a relac¸a˜o S(t) = 1 − F (t), pode-se
encontrar a func¸a˜o de sobreviveˆncia. Dessa forma, a func¸a˜o de sobreviveˆncia da
distribuic¸a˜o LBBIII e´ dada por:
S(y) = 1− I[exp((y−µ)/σ)/(1+exp((y−µ)/σ))]β(a, b). (2.24)
Ao conhecer a func¸a˜o densidade de probabilidade e a func¸a˜o de sobreviveˆncia da
distribuic¸a˜o log-beta Burr III, definidas nas equac¸o˜es (2.22) e (2.24), respectivamente,
pode-se definir a func¸a˜o de risco da LBBIII. Assim, a func¸a˜o de risco h(y), que na˜o








































Com o objetivo de verificar os poss´ıveis comportamentos da func¸a˜o densidade de
probabilidade e as poss´ıveis formas da func¸a˜o de risco, sa˜o constru´ıdos os gra´ficos da
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func¸a˜o de densidade e da func¸a˜o de risco para a distribuic¸a˜o LBBIII, considerando
diversos valores para seus paraˆmetros. Os gra´ficos encontram-se nas Figuras 2.9 e
2.10, respectivamente.
















β = 0.1, µ = 0.4, σ = 0.2, a = 2, b = 3
β = 1, µ = 0.4, σ = 0.125, a = 2, b = 1
β = 4, µ = 0.2, σ = 0.69, a = 6, b = 2
β = 3, µ = − 0.69, σ = 0.4, a = 0.5, b = 2
β = 0.2, µ = 0.916, σ = 0.2, a = 2.5, b = 3
β = 0.5, µ = 0.69, σ = 1, a = 30, b = 3
Figura 2.9 – Gra´fico da func¸a˜o densidade da distribuic¸a˜o log-beta Burr III












β = 1, µ = 1, σ = 1, a = 1, b = 1
β = 0.5, µ = 3, σ = 1, a = 6, b = 2
β = 5, µ = 0.05, σ = 5, a = 0.5, b = 8
β = 50, µ = 0, σ = 0.7, a = 0.005, b = 0.09
β = 100, µ = − 5, σ = 0.6, a = 0.5, b = 0.4
β = 6, µ = − 5, σ = 0.45, a = 0.5, b = 0.4
Figura 2.10 – Gra´fico da func¸a˜o de risco da distribuic¸a˜o log-beta Burr III
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Uma caracter´ıstica da distribuic¸a˜o LBBIII e´ em relac¸a˜o a sua flexibilidade, que
pode ser observada no gra´fico de sua func¸a˜o densidade na Figura 2.9. Verifica-se
que ela acomodar dados sime´tricos, assime´tricos a` esquerda, entre outros. E pela






Visando ilustrar o modelo de regressa˜o proposto e´ utilizado um banco de dados
cedido pelo Instituto de Sau´de Coletiva da Universidade Federal da Bahia. Esses
dados foram obtidos de um estudo conduzido por Barreto et al. (1994), cujo objetivo
foi avaliar o efeito da suplementac¸a˜o de vitamina A na diarreia no nordeste do Brasil
entre dezembro de 1990 e dezembro de 1991. O banco de dados e´ composto de 1207
crianc¸as com idade entre 6 e 48 meses no in´ıcio do estudo, que receberam placebo ou
vitamina A.
O tempo de sobreviveˆncia para o estudo foi definido como sendo o tempo da
primeira dose da vitamina A ou placebo ate´ a ocorreˆncia do primeiro episo´dio de
diarreia. Um episo´dio de diarreia foi considerado como sendo uma sequeˆncia de dias
com diarreia. Em cada visita, a informac¸a˜o de ocorreˆncia de diarreia foi coletada,
essa ocorre no per´ıodo de 48 a 72 horas. Das 1207 crianc¸as observadas no estudos,
925 apresentaram um episo´dio de diarreia e 282 apresentaram tempos de censura.
Neste estudo foram consideradas algumas varia´veis associadas a cada crianc¸a, para
i = 1, ..., 1207, sa˜o elas:
• xi1: idade no in´ıcio do estudo (em meses),
• xi2: tratamento (0=placebo, 1=vitamina A);
• xi3: sexo (0=feminino, 1=masculino)
• ti e´ o tempo observado (em horas).
41
3.2 Me´todos
3.2.1 Modelo de regressa˜o log-beta Burr III para dados gru-
pados
Em ana´lise de sobreviveˆncia, muitos estudos envolvem covaria´veis que podem
estar relacionadas com o tempo de sobreviveˆncia. Por exemplo, o tipo de tratamento,
a idade e o sexo de um paciente submetido a um tratamento podem influenciar no
tempo de sobreviveˆncia. Dessa forma, essas covaria´veis devem estar presentes na
ana´lise estat´ıstica dos dados. Por isso, nesta sec¸a˜o e´ apresentada uma extensa˜o da
distribuic¸a˜o log-beta Burr III pela inclusa˜o do vetor de covaria´veis x.
Neste trabalho e´ proposto um modelo de regressa˜o de locac¸a˜o e escala para dados
grupados baseando-se na func¸a˜o densidade de probabilidade da LBBIII. Esse modelo
pode ser escrito como o modelo log-linear:
Y = µ+ σZ, (3.1)
no qual Z = (Y −µ)/σ e´ o erro aleato´rio. Com base na equac¸a˜o (2.22) e utilizando-se














em que −∞ < z <∞.
Considerando que o paraˆmetro de escala µ depende do vetor de varia´veis regres-
soras x = (x0,x1, ...,xp)
T por µ = xTγ, tem-se este modelo Y | x relaciona a varia´vel
resposta Y com as covaria´veis x e pode ser representado por:
y = xTγ + σz, (3.3)
em que (γ0, γ1, ..., γp)
T , σ > 0 e β > 0 sa˜o paraˆmetros desconhecidos e z e´ o erro
aleato´rio com func¸a˜o densidade expressa na equac¸a˜o (3.2).
Assim, tem-se que a func¸a˜o de sobreviveˆncia e´ dada por:
S(y|x) = 1− I[exp((y−xT γ)/σ)/(1+exp((y−xT γ)/σ))]β(a, b). (3.4)
E´ importante destacar que para o caso especial a = b = 1 se tem a distribuic¸a˜o
log-burr III padra˜o.
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3.2.2 Especificac¸a˜o do modelo de regressa˜o para dados gru-
pados
Ao utilizar a definic¸a˜o de dados grupados presente na Subsec¸a˜o 2.1.1 especifica-se
nesta sec¸a˜o o modelo de regressa˜o para dados grupados, bem como, o me´todo de
estimac¸a˜o dos paraˆmetros para esse modelo.
Os intervalos sa˜o constru´ıdos de tal modo que os eixos dos tempos sa˜o divididos
em k intervalos definidos por pontos de corte a1, ..., ak. Enta˜o, o j-e´simo intervalo
e´ denotado por Ij = [aj, aj+1] para j = 1, ..., k e os logaritmos dos tempos yi sa˜o
agrupados em k intervalos. A func¸a˜o de sobreviveˆncia nos pontos log(aj+1) e log(aj),
dado x sa˜o dados por:
S[log(aj+1)|x] = 1− I[exp((log(aj+1)−xTγ)/σ)/(1+exp((log(aj+1)−xTγ)/σ))]β(a, b)
e
S[log(aj)|x] = 1− I[exp((log(aj)−xTγ)/σ)/(1+exp((log(aj)−xTγ)/σ))]β(a, b). (3.5)
3.2.3 Estimador de ma´xima verossimilhanc¸a
Seja (y1,x1, ..., yn,xn) uma amostra observada de n observac¸o˜es independentes,
em que yi representa o logaritmo do tempo de falha ou o logaritmo do tempo de
censura e xi = (xi0,xi1, ...,xip)
T e´ o vetor de varia´veis explicativas associado ao i-
e´simo indiv´ıduo. Considerando que o logaritmo dos tempos yi sa˜o agrupados em
k intervalos denotados por Ij = [log(aj), log(aj+1)] para j = 1, ...k. A func¸a˜o de
verossimilhanc¸a pode ser obtida considerando as varia´veis explicativas xi de modo
que a contribuic¸a˜o do i-e´simo indiv´ıduo no j-e´simo intervalo e´ dado por:
i) Se o i-e´simo indiv´ıduo falhar no j-e´simo intervalo, sua contribuic¸a˜o para a func¸a˜o
de verossimilhanc¸a e´ dada por 1− S[log(aj+1)|x]/S[log(aj)|x].
ii) Se o i-e´simo indiv´ıduo sobreviver (ou seja, estiver sob risco) no j-e´simo intervalo,
sua contribuic¸a˜o para a func¸a˜o de verossimilhanc¸a e´ dada por S[log(aj+1)|x]/
S[log(aj)|x].
iii) Se o i-e´simo indiv´ıduo for censurado no tempo ci no j-e´simo intervalo, sua con-
tribuic¸a˜o para a func¸a˜o de verossimilhanc¸a e´ dada por S[log(ci)|x]/S[log(aj)|x],
em que log(ci) ∈ Ij.
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Assim, tem-se que a func¸a˜o de verossimilhanc¸a para o vetor de paraˆmetros θ =












[S[log(ci)|x]/S[log(aj)|x]] } , (3.6)
em que, Fj denota o conjunto de indiv´ıduos que falharam no j-e´simo intervalo, Rj
denota o nu´mero de indiv´ıduos sob risco no j-e´simo intervalo, e Ci denota os indiv´ıduos
censurados no j-e´simo intervalo. Para Thompson (1977) a equac¸a˜o (3.6) e´ complicada
de ser usada na pra´tica, pois, se os dados forem grupados em intervalos, os tempos de ci










Com isso, inserindo-se a equac¸a˜o (3.7) na equac¸a˜o (3.6) e considerando as fun-
c¸o˜es de sobreviveˆncia (3.5), o logaritmo da func¸a˜o de verossimilhanc¸a do vetor θ =















































3.2.4 Modelo de regressa˜o log-Burr III para dados grupados
Como dito na Sec¸a˜o 2.2.3 a distribuic¸a˜o log-beta Burr III tem como caso particular
a distribuic¸a˜o log-Burr III (LBIII), quando a = b = 1. Desse modo, e´ interessante
tambe´m fazer um estudo sobre o modelo de regressa˜o LBIII para dados grupados.
Analogamente um modelo de regressa˜o de locac¸a˜o e escala para dados grupados e´
escrito como:
Y = µ+ σZ, (3.9)
no qual Z = (Y −µ)/σ e´ o erro aleato´rio. Com base na equac¸a˜o (2.13) e utilizando-se




1 + exp (z)
]β
, (3.10)
em que −∞ < z <∞.
Sabendo que o paraˆmetro de escala µ depende do vetor de varia´veis regressoras x
= (x0,x1, ...,xp)
T , sendo µ = xTγ. Um modelo de regressa˜o baseado na distribuic¸a˜o
log Burr III (2.13) relacionando a varia´vel resposta Y ao vetor de varia´veis explicativas
x, assim o modelo Y |x pode ser expresso por:
y = xTγ + σzi, i = 1, ..., n, (3.11)
em que (γ1, ..., γp)
T , σ > 0 e β > 0 sa˜o paraˆmetros desconhecidos e zi e´ o erro
aleato´rio com func¸a˜o densidade expressa na equac¸a˜o 3.10. Desse modo, a func¸a˜o de















Como visto na Sec¸a˜o anterior, ao considerar dados grupados tem-se que construir
intervalos de tal modo que os eixos dos tempos sa˜o divididos em k intervalos definidos
por pontos de corte a1, ..., ak. Assim, o j-e´simo intervalo e´ definido como Ij = [aj, aj+1]
para j = 1, ..., k e os logaritmos dos tempos yi sa˜o agrupados em k intervalos.
A func¸a˜o de sobreviveˆncia nos pontos log(aj+1) e log(aj), dado x para a distribui-
c¸a˜o LBIII, em que xi = (x0,x1, ...,xp)
































Ao considerar a func¸a˜o de verossimilhanc¸a para dados grupados definida na Sec¸a˜o


















Considerando-se as func¸o˜es de sobreviveˆncia 3.13, o logaritmo da func¸a˜o de veros-































































Portanto, o estimador de ma´xima verossimilhanc¸a θˆ dos paraˆmetros do modelo
θ = ((β, σ, γT )T ) podem ser obtidos maximizando o logaritmo func¸a˜o de verossimi-





Nesta Sec¸a˜o e´ realizada uma ana´lise descritiva dos dados de vitamina A. Uma
breve ana´lise de cada covaria´vel referente aos tempos de sobreviveˆncia e´ feita, bem
como um histograma desses tempos a fim de entender o comportamento dos dados.
Para auxiliar em toda a ana´lise descritiva dados, bem como nas estimac¸o˜es dos paraˆ-
metros dos modelos de regressa˜o propostos e´ utilizado o software R.














Figura 4.1 – Histograma dos dados de vitamina A
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Dessa forma, observa-se pela Figura 4.1 uma frequeˆncia maior de observac¸o˜es no
in´ıcio do estudo e entre os tempos 125 a 150, enquanto que nos nos tempos finais ha´
uma baixa frequeˆncia.
Na Tabela 4.1 encontra-se a tabela de vida do banco de dados de vitamina A
considerando os oito intervalos apresentados. Nota-se pelos resultados dessa tabela
que ha´ uma presenc¸a considera´vel de empates. Dessa forma, a metodologia de dados
grupados e´ indicada para modelar os dados de vitamina A.
Tabela 4.1 – Tabela de vida para dados de Vitamina A.
Intervalo Nu´mero de falhas Nu´mero de censuras Nu´mero sob risco Sˆ(t)
[4, 21) 292 0 1207 1,000
[21, 38) 243 4 915 0.758
[38, 55) 138 6 668 0.556
[55, 73) 101 2 524 0.441
[73, 90) 46 3 421 0.356
[90, 108) 49 6 372 0.317
[108, 126) 46 11 317 0.275
[126, 185) 10 250 260 0.234
A primeira covaria´vel brevemente analisada e´ idade, a idade me´dia das crianc¸as
no in´ıcio do estudo e´ de aproximadamente 26 meses. Na Figura 4.2 e´ apresentado um
histograma da cova´riavel idades e nota-se que a frequeˆncia das observac¸o˜es e´ parecida














Figura 4.2 – Histograma das idades dos dados de vitamina A
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A covaria´vel tratamento refere-se ao tipo de tratamento recebido pelos indiv´ıduos:
placebo ou vitamina A. Dos 1207 indiv´ıduos, 602 receberam o placebo e 605 vitamina










Figura 4.3 – Boxplot do tempo com relac¸a˜o a varia´vel tratamento
Verifica-se que 50% dos indiv´ıduos que receberam vitamina A levaram, em me´dia,
aproximadamente 50 dias para a ocorreˆncia do primeiro episo´dio de diarreia apo´s
receberem a primeira dose do tratamento. Enquanto que 50% dos que receberam
placebo levaram, em me´dia, aproximadamente 40 para a ocorreˆncia do evento de
interesse.
Por fim, e´ feita uma breve ana´lise da covaria´vel sexo. Dos 1207 indiv´ıduos estuda-
dos, 575 sa˜o do sexo feminino e 632 do masculino. Verifica-se pelo boxplot da varia´vel
sexo apresentado na Figura 4.4, que tanto para 50% dos indiv´ıduos do sexo feminino
quanto masculino, levaram, em me´dia, aproximadamente 46 dias para apresentarem
o evento de interesse. Ou seja, em me´dia, 46 dias entre a primeira dose do tratamento










Figura 4.4 – Boxplot do tempo com relac¸a˜o a varia´vel sexo
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Como visto na Sec¸a˜o 2.2, a curva TTT e´ utilizada para identificar o poss´ıvel
comportamento da func¸a˜o de risco dos dados analisados. A curva TTT para os
dados de Vitamina A encontra-se na Figura 4.5. Esse gra´fico foi constru´ıdo com base
na Curva TTT para dados censurados, e a programac¸a˜o encontra-se no Apeˆndice
B. Observa-se que ha´ um indicativo de que a func¸a˜o de taxa de falha tem forma
unimodal, visto que a curva TTT e´ primeiro coˆncava e depois convexa. .

















Figura 4.5 – Curva TTT para dados de Vitamina A
Como neste trabalho e´ aplicado os modelos de regressa˜o LBBIII e LBIII, tambe´m
foi constru´ıdo uma curva TTT para o logaritmo do tempos como ilustra a Figura
(4.6).

















Figura 4.6 – Curva TTT para o logaritmo do tempos de Vitamina A
Dessa forma, observa-se pela Figura 4.6 que a curva TTT considerando o logaritmo
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dos tempos assume a forma coˆncava e, portanto ha´ indicativo de que sua taxa de falha
seja monotonicamente crescente.
O estimador na˜o-parame´trico de Kaplan-Meier para a func¸a˜o de sobreviveˆncia
considerando o tempo e o logaritmo dos tempos de Vitamina A foi obtido. Na Figura
4.7 encontra-se as estimativas de sobreviveˆncia para os dados em estudo considerando
o tempo e na Figura 4.8 considerando o logaritmo dos tempos.
















Figura 4.7 – Func¸a˜o de sobreviveˆncia estimada por Kaplan-Meier
















Figura 4.8 – Func¸a˜o de sobreviveˆncia estimada por Kaplan-Meier para
logaritmo do tempo
Verifica-se na Figura 4.7 que ao longo do tempo a func¸a˜o de sobreviveˆncia decresce
e ha´ uma grande presenc¸a de censuras entre os tempos 100 e 150, que pode explicar a
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alta frequeˆncia de observac¸o˜es nesses tempos. Enquanto que, pela Figura 4.8, nota-se
maior nu´mero de censuras entre os tempos 3 e 5.
A forma gra´fica do estimador de Kaplan-Meier para os tipos de tratamento rece-
bidos pelos indiv´ıduos estudados considerando o logaritmo do tempos, e para o sexo
dos indiv´ıduos sa˜o apresentadas na Figuras 4.9 e 4.10, respectivamente.


















Figura 4.9 – Estimativas de Kaplan-Meier para tratamento placebo e vita-
mina A dos dados de Vitamina A


















Figura 4.10 – Estimativas de Kaplan-Meier para sexo feminino e masculino
dos dados de Vitamina A
Considerando-se apenas a Figura 4.9 na˜o se pode concluir pela existeˆncia de di-
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ferenc¸as significativas entre o tipos de tratamento placebo e vitamina A. Entretanto,
pela Figura 4.10 verifica-se que na˜o ha´ diferenc¸a significativa entre as curvas de so-
breviveˆncia do sexo feminino e masculino. Visto que na˜o ha´ suposic¸a˜o de riscos
proporcionais, ou seja, as curvas se cruzam em determinados per´ıodos de tempo,
deve-se utilizar o teste na˜o-parame´trico de Wilcoxon para comparar as curvas de
sobreviveˆncia . Esse teste tem as seguintes hipo´teses:{
H0 : S1 = S2
H1 : S1 6= S2.
Na Tabela sa˜o apresentados os resultados dos testes Wilcoxon para comparac¸a˜o
das curvas de sobreviveˆncia considerando a covaria´vel tratamento e sexo.
Tabela 4.2 – Resultados dos testes Wilcoxon para comparac¸a˜o das curvas
de sobreviveˆncia.
Covaria´vel Estat´ıstica do teste Graus de liberdade p− valor
Tratamento 3 1 0.0819
Sexo 0 1 0.8350
Pelos resultados presentes na Tabela , conclui-se que a um n´ıvel de significaˆncia
de 5% na˜o se rejeita a hipo´tese nula, ou seja, na˜o ha´ evideˆncia de diferenc¸a entre as
curvas de sobreviveˆncia, tanto considerando a covaria´vel tratamento quanto sexo.
O pro´ximo passo e´ verificar se os ajustes dos modelos com a distribuic¸a˜o LBBIII e
seu caso particular, a distribuic¸a˜o LBIII sa˜o adequados. Na Sec¸a˜o 4.2 e´ apresentado
o ajuste do modelo log-beta Burr III para dados censurados e na Sec¸a˜o 4.3 o ajuste
do modelo log-Burr III.
4.2 Modelo log-beta Burr III para dados grupados
Com base no modelo de regressa˜o para dados grupados proposto na Sec¸a˜o 3.2 e´
realizada uma aplicac¸a˜o ao banco de dados referente a suplementac¸a˜o de Vitamina A.
Primeiramente, utilizou-se uma aplicac¸a˜o do modelo de regressa˜o LBBIII para dados
grupados, cuja func¸a˜o de verossimilhanc¸a e´ dada pela equac¸a˜o 3.6. Como visto, a
func¸a˜o de verossimilhanc¸a para dados grupados depende da func¸a˜o de sobreviveˆncia,
esta func¸a˜o encontra-se na equac¸a˜o (2.24).
Como foi dito nas sec¸o˜es anteriores, ao utilizar dados grupados deve-se cons-
truir intervalos. Na˜o existe um crite´rio para a construc¸a˜o desses intervalos, apenas
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a suposic¸a˜o de que se tenha a presenc¸a de pelo menos uma falha em cada inter-
valo. Por convenieˆncia, para o estudo em questa˜o foram constru´ıdos 8 intervalos:
{(4, 21], (21, 38], (38, 55], (55, 73], (73, 90], (90, 108], (108, 126], (126, 185]}.
Primeiramente, foi realizada uma ana´lise do modelo de regressa˜o LBBIII para
dados grupados sem considerar as covaria´veis no modelo. Com aux´ılio do software
R obteve-se as estimativas e os erros-padra˜o do vetor de paraˆmetros θ = (β, σ, µ, a, b)
que encontram-se na Tabela 4.3.
Tabela 4.3 – Estimativas de ma´xima verossimilhanc¸a para os paraˆmetros
do modelo de regressa˜o LBBIII para dados grupados (sem covaria´vel).






Observa-se que os erros-padra˜o do paraˆmetro β foi relativamente muito alto, en-
tretanto, para os demais paraˆmetros os erros-padra˜o sa˜o aceita´veis. Com o intuito
de verificar a qualidade do ajuste, construiu-se o gra´fico da func¸a˜o de sobreviveˆncia
emp´ırica (Kaplan-Meier) e da func¸a˜o de sobreviveˆncia estimada pelo ajuste do mo-
delo LBBIII para dados grupados sem covaria´veis. Esse gra´fico encontra-se na Figura
4.11.















y) Kaplan−MeierLog−Beta Burr III
Figura 4.11 – Estimativa da func¸a˜o de sobreviveˆncia para o modelo log-beta
Burr III para dados grupados e Kaplan-Meier para os dados de Vitamina A.
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Por meio da Figura 4.11 verifica-se um ajuste razoa´vel, pois a curva do mo-
delo ajustado LBBIII acompanha o gra´fico da func¸a˜o de sobreviveˆncia estimada por
Kaplan-Meier, exceto no intervalo de 0 a 3.
Posteriormente ao ajuste do modelo de regressa˜o LBBIII para dados de sobrevi-
veˆncia grupados sem considerar as covaria´veis, foi ajustado um modelo considerando
as treˆs covaria´veis do estudo: idade (xi1), tratamento (xi2) e sexo (xi3). As estimativas
dos paraˆmetros θ = (β, σ, γ0, γ1, γ2, γ3, a, b) esta˜o presentes na Tabela (4.4).
Tabela 4.4 – Estimativas ma´xima verossimilhanc¸a para os paraˆmetros do
modelo de regressa˜o LBBIII para dados grupados.
Paraˆmetros Estimativas Erro padra˜o p− valor
β 2.00865934 6.541662200 -
σ 0.46968009 0.353522206 -
γ0 2.88413174 0.890889236 0.0012
γ1 0.04199152 0.004683613 <0.0001
γ2 0.18251990 0.091146025 0.0452
γ3 0.06882961 0.089989206 0.4443
a 0.19706110 0.544553026 -
b 0.48779510 0.449038293 -
Apo´s uma breve ana´lise das covaria´veis do modelo, bem como dos resultados da
Tabela (4.4), concluiu-se que, a um n´ıvel de significaˆncia de 5%, a covaria´vel xi3: sexo
na˜o e´ significativa no modelo. Assim, considerou-se um modelo de regressa˜o LBBIII
para dados grupados com as covaria´veis idade (xi1) e tratamento (xi2).
Para se obter as estimativas e erros-padra˜o do modelo LBBIII para dados grupa-
dos foi utilizado o me´todo de reamostragem bootstrap na˜o-parame´trico apresentado
na Sec¸a˜o 3.2.5. Utilizou-se o software R para obter as estimativas e os erros-padra˜o
do vetor de paraˆmetros θ = (β, σ, γ0, γ1, γ2, a, b). Foi considerado o logaritmo da
func¸a˜o de verossimilhanc¸a expresso na equac¸a˜o (3.8) e foram realizadas 300 amostras
bootstrap. Com essa quantidade de amostras bootstrap observou-se que as estima-
tivas dos paraˆmetros estabilizaram. Na Tabela 4.5 encontram-se as estimativas e os
erros-padra˜o do vetor de paraˆmetros.
Pela Tabela 4.5 veˆ-se que os erros-padra˜o considerando o me´todo de ma´xima
verossimilhanc¸a na˜o sa˜o bons para os paraˆmetros β, a e b. Ao considerar o me´todo
de reamostragem bootstrap os erros-padra˜o sa˜o relativamente bons para todas as
covaria´veis, pore´m nota-se que para os paraˆmetros a e b os erros na˜o sa˜o ta˜o bons.
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Tabela 4.5 – Estimativas MV e bootstrap para os paraˆmetros do modelo
de regressa˜o LBBIII para dados grupados (sem γ3).
Estimativas Ma´xima Verossimilhanc¸a Estimativas Bootstrap
Paraˆmetros Estimativas Erro padra˜o p− valor Estimativas Erro padra˜o I.C. (95%)
β 1.59084678 6.286506574 - 1.75006721 0.69404194 (0.9374,2.8302)
σ 0.45407987 0.255118445 - 0.49301414 0.27236753 (0.1955,0.9832)
γ0 2.86634496 1.266948081 0.0237 2.82433059 0.26405884 (2.3643,3.1568)
γ1 0.04197961 0.004700726 <0.0001 0.04120465 0.00665836 (0.0308,0.0507)
γ2 0.18449562 0.091070733 0.0428 0.18460312 0.09385609 (0.0221,0.3203)
a 0.23742384 0.976093495 - 0.29711059 0.26507999 (0.0700,0.7337)
b 0.47033184 0.342178240 - 0.59802116 0.56502565 (0.1747,1.4861)
Nota: I.C.=Intervalo de confianc¸a
Observa-se, enta˜o, a importaˆncia do uso do me´todo bootstrap.
4.3 Modelo log-Burr III para dados grupados
Considerando o caso particular da distribuic¸a˜o LBBIII, ou seja, a distribuic¸a˜o
LBIII, primeiramente e´ ajustado um modelo de regressa˜o para dados grupados sem
covaria´veis. Para isso utiliza-se as func¸o˜es de sobreviveˆncia e de ma´xima verossi-
milhanc¸a expressas nas equac¸o˜es (3.13) e (3.15), respectivamente. Na Tabela 4.6
encontram-se as estimativas dos paraˆmetros θ = (β, σ, µ) e dos erros-padra˜o.
Tabela 4.6 – Estimativas de ma´xima verossimilhanc¸a para os paraˆmetros
do modelo de regressa˜o LBIII para dados grupados (sem covaria´vel).




Enta˜o, construiu-se o gra´fico da func¸a˜o de sobreviveˆncia emp´ırica (Kaplan-Meier) e
da func¸a˜o de sobreviveˆncia estimada pelo ajuste do modelo LBIII para dados grupados
sem covaria´veis a fim de verificar se o modelo e´ adequado. Esse gra´fico encontra-se
na Figura 4.12.
Observa-se pela Figura 4.12, que apesar dos erros-padro˜es relativamente ruins, a
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Figura 4.12 – Estimativa da func¸a˜o de sobreviveˆncia para o modelo log-Burr
III para dados grupados e Kaplan-Meier para os dados de Vitamina A.
qualidade do ajuste foi boa, visto que a curva do modelo ajustado LBIII acompanha
bem o gra´fico da func¸a˜o de sobreviveˆncia estimada por Kaplan-Meier.
Enta˜o, apo´s o ajuste de um modelo LBIII para dados grupados sem levar em
considerac¸a˜o as covaria´veis, foi realizado um ajuste considerando as covaria´veis idade
(xi1) e tratamento (xi2). Como foi dito, a covaria´vel sexo (xi3) na˜o e´ significativa
e por este motivo na˜o foi utilizada no modelo. Utilizou-se o me´todo de ma´xima
verossimilhanc¸a para obter as estimativas dos paraˆmetros θ = (β, σ, γ0, γ1, γ2) do
modelo log Burr III para dados grupados. Essas estimativas e seus respectivos erros-
padra˜o esta˜o presentes na Tabela 4.7.
Tabela 4.7 – Estimativas de ma´xima verossimilhanc¸a para os paraˆmetros
do modelo de regressa˜o LBIII para dados grupados.
Paraˆmetros Estimativas Erro padra˜o p− valor
β 0.82614806 0.297368420 -
σ 0.77717560 0.076201949 -
γ0 2.76068932 0.317056950 <0.0001
γ1 0.04250712 0.004627486 <0.0001
γ2 0.18148268 0.090947912 0.0459
Por meio dessa tabela, observa-se que todos os paraˆmetros teˆm erros-padro˜es
aceita´veis, indicando que a presenc¸a das covaria´veis e´ necessa´ria para o modelo.
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4.4 Comparac¸a˜o dos modelos LBBIII e LBIII
Na Sec¸a˜o 3.2 foram propostos os modelos de regressa˜o para dados grupados con-
siderando as distribuic¸o˜es log-beta Burr III e log-Burr III. Esses modelos foram apli-
cados ao banco de dados de Vitamina A e na Sec¸a˜o 4.2 e 4.3 foram apresentados
seus resultados. Nesta sec¸a˜o, o objetivo e´ comparar os dois modelos propostos neste
trabalho. Para isso, utilizou-se treˆs crite´rios de selec¸a˜o de modelos: AIC (crite´rio de
informac¸a˜o Akaike), AICc (crite´rio de informac¸a˜o Akaike corrigido) e BIC (crite´rio de
informac¸a˜o Bayesiano). Akaike (1974), definiu seu crite´rio de informac¸a˜o AIC como:
AIC = −2 logL(θˆ) + 2(p).
Enquanto que o AICc foi proposto por Bozdogan (1987) e e´ definido por:
AICc = −2 logL(θˆ) + 2(p) + 2 p(p+ 1)
n− p− 1 .
O BIC foi proposto por Schwarz (1978) e e´ definido por:
BIC = −2 logL(θˆ) + p log(n),
em que p e´ o nu´mero de paraˆmetros a serem estimados no modelo, n e´ o nu´mero de
observac¸o˜es da amostra e L(θˆ) e´ a func¸a˜o de verossimilhanc¸a maximizada.
Diante do exposto, na Tabela 4.8 encontra-se um quadro comparativo das estima-
tivas do modelo LBBIII pelo me´todo de reamostragem bootstrap e LBIII pelo me´todo
de verossimilhanc¸a, bem como os valores dos crite´rios AIC, AICc e BIC. Pelo fato
dos modelos LBBIII e LBIII serem modelos encaixados, pode-se realizar o Teste de
Raza˜o de Verossimilhanc¸a (TRV). Assim, na Tabela 4.9 encontram-se as estat´ısticas
de Raza˜o de Verossimilhanc¸a.
Pelo fato de os valores AIC, AICc e BIC do modelo LBIII serem menor do que o
do modelo LBBIII, conclui-se que a distribuic¸a˜o LBIII fornece uma maior evideˆncia
favora´vel a esse modelo para dados de Vitamina A considerando dados grupados.
Portanto, baseando-se em todas as ana´lises e comparac¸o˜es (ver Tabela 4.9) rea-
lizadas neste presente trabalho, tem-se que o modelo de regressa˜o log-Burr III para
dados grupados e´ o mais apropriado para o ajuste dos dados de vitamina A. Logo, as
estimativas dos paraˆmetros do modelo final sa˜o apresentadas na Tabela 4.7.
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Tabela 4.8 – Estimativas dos paraˆmetros para dados de Vitamina A, res-



















Tabela 4.9 – Estat´ıstica Raza˜o de Verossimilhanc¸a para dados de Vitamina
A.
Modelo Hipo´tese Estat´ıstica w p− valor
LBBIII vs LBIII H0 : a=b=1 vs H1 : H0 e´ falso 0.77 0.6804506
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Cap´ıtulo 5
Concluso˜es e trabalhos futuros
5.1 Concluso˜es
Dados de sobreviveˆncia grupados sa˜o adequados em situac¸o˜es em que ha´ falhas
ou ate´ mesmo censuras nas mesmas unidades de tempo, havendo assim empates.
Neste trabalho foi proposto o modelo de regressa˜o log-beta Burr III para dados
grupados, e seu caso particular, o modelo de regressa˜o log-Burr III. Aplicou-se, enta˜o,
o banco de dados de vitamina A nos modelos apresentados. Apo´s uma breve ana´lise
das covaria´veis, conclui-se que a covaria´vel sexo na˜o e´ significativa. E´ importante
destacar que considerando os modelos propostos, a covaria´vel trata−mento foi signi-
ficativa, a um n´ıvel de significaˆncia de 5%. Assim, tem-se que os indiv´ıduos do estudo
que receberam vitamina A possuem um tempo maior de sobreviveˆncia, ou seja, levam
mais tempo para apresentarem o evento de interesse.
Os paraˆmetros dos modelos foram estimados utilizando me´todo de ma´xima ve-
rossimilhanc¸a e o me´todo de reamostragem bootstrap. Para as estimac¸o˜es, utilizou-
se func¸o˜es ja´ existentes do software R e outras foram implementadas no mesmo.
Verificou-se que o processo de otimizac¸a˜o e´ sens´ıvel a` escolha dos valores iniciais utili-
zados nos algoritmos. Com relac¸a˜o ao me´todo de reamostragem bootstrap, os valores
inicias utilizados no algoritmo correspondem aos paraˆmetros estimados pelo me´todo
de ma´xima verossimilhanc¸a.
Com os estudos desenvolvidos neste trabalho, observou-se que os modelos log-
Burr III e log-beta Burr III para dados grupados foram adequados sem a presenc¸a da
covaria´vel sexo, entretanto, o modelo LBIII mostrou-se mais adequado considerando
o conjunto de dados de Vitamina A.
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5.2 Trabalhos futuros
Para trabalhos futuros pode-se considerar os seguintes temas:
1. Realizar uma ana´lise de res´ıduos, bem como de influeˆncia global e local para
os modelos de regressa˜o LBBIII e LBIII para dados grupados propostos neste
trabalho;
2. Considerar outras distribuic¸o˜es de probabilidade originando novos modelos de
regressa˜o para dados grupados.
3. Considerar um modelo de regressa˜o para dados grupados com frac¸a˜o de cura.
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Apeˆndice A - Func¸a˜o densidade de proba-
bilidade da log-Burr III
Pelo me´todo do jacobiano a func¸a˜o densidade de probabilidade da log-Burr III,

































































A fim de se verificar que f(y) e´ realmente uma func¸a˜o densidade de probabilidade
tem-se que obter: ∫ ∞
−∞
f(u)du = 1.



















Apeˆndice B - Programa no software R pa-
ra a curva TTT com dados censurados
n < −length(time)
oo < −order(time)




ttt[1] < −n ∗ sorttime[1]
for(i in 2 : n)
{
ttt[i] < −ttt[i− 1] + (n− i+ 1) ∗ (sorttime[i]− sorttime[i− 1])
}
ttt < −data.frame(time = sorttime, cens = sortcens,
rank = 1 : n, ”cumtotaltime” = ttt)
colnames(ttt) < −c(”time”, ”cens”, ”rank”, ”Cum.Total.T ime”)#, ”i/n”, ”TTT”)
TTT < −ttt[ttt$cens == 1, ]
nfail < −dim(TTT )[1]
TTT < −cbind(TTT [,−3], TTT$Cum.Total.T ime/TTT$Cum.Total.T ime[nfail],
(1 : nfail)/nfail)
colnames(TTT ) < −c(”time”, ”cens”, ”Cum.Total.T ime”, ”TTT”, ”i/n”)
plot(TTT$”i/n”, TTT$TTT, xlab = ”r/n”, ylab = ”G(r/n)”, xlim = c(0, 1),
ylim = c(0, 1), pch = 15, cex = 0.65, type = ”l”)
lines(c(0, 1), c(0, 1), lty = 2)
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