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Abstract
In this paper, an economic model predictive control algorithm is proposed which ensures satisfaction of transient average
constraints, i.e., constraints on input and state variables averaged over some finite time period. We believe that this stricter
form of average constraints (compared to previously proposed asymptotic average constraints) is of independent interest in
various applications such as the operation of a chemical reactor, where e.g. the amount of inflow or the heat flux during some
fixed period of time must not exceed a certain value. Besides guaranteeing fulfillment of transient average constraints for the
closed-loop system, we show that closed-loop average performance bounds and convergence results established in the setting
of asymptotic average constraints also hold in case of transient average constraints. Furthermore, we illustrate our results with
a chemical reactor example.
1 Introduction
Economic model predictive control (MPC) is a recently
introduced variant of MPC, where the stage cost func-
tion used within the repeatedly solved optimization
problem does not necessarily have to be positive definite
with respect to any setpoint (or trajectory), as is the case
in standard tracking MPC. A motivation for studying
this more general MPC framework comes from applica-
tions where, e.g., the economics of a process should be
optimized. In such cases, the (economic) cost function
is typically not related to, and hence also not positive
definite with respect to, any specific steady-state. In [2–
7], different economic MPC settings have been studied,
using different assumptions and/or additional (termi-
nal) constraints. Furthermore, various applications of
economic MPC were reported recently, see, e.g., [8–10].
One of the major strengths of MPC is the ability to
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explicitly incorporate constraints into the controller de-
sign. In standard tracking MPC, pointwise in time state
and input constraints are typically of interest. These are
imposed on predicted (virtual) input/state signals, and
hence are, by definition of the receding horizon control
law, also satisfied for the actual closed-loop signals. On
the other hand, besides pointwise in time constraints,
also constraints on asymptotic average values of states
and inputs become of interest in economic MPC and
were recently studied in [2, 7]. Namely, in standard track-
ing MPC with guarantee of convergence to an equilib-
rium setpoint, any asymptotic average of state and in-
put variables is determined by their value at this equi-
librium. Therefore, asymptotic average constraints are
not of further interest online (i.e., within the design of
the receding horizon controller), but have to be taken
into account oﬄine when determining the setpoint to be
stabilized. On the other hand, one of the key features of
economic MPC is that the closed-loop system may not
converge to some steady-state, but might exhibit a peri-
odic or even complex behavior, which is due to the use of
a general (non positive definite) cost function. Hence it
is natural to also consider constraints on average values
of input and state variables, which now have to be taken
into account online, i.e., within the MPC algorithm.
In this paper, we propose an economic MPC algo-
rithm which ensures satisfaction of transient average
constraints. This means that constraints are imposed
on input and state variables averaged over some finite
time period T , in contrast to asymptotic average con-
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straints [2, 7] which only have to hold asymptotically.
By the same reasoning as above, such constraints are
in particular meaningful (and have to be taken into ac-
count online) within the framework of economic MPC;
however, the same is now also true for the initial phase
(i.e., before converging) in tracking MPC. We believe
that the concept of transient average constraints is of in-
terest in various applications such as the operation of a
chemical reactor, where e.g. the amount of inflow or the
heat flux through the reactor wall during a given time
period must not exceed a certain value (such an exam-
ple is considered in Section 4). Our main contribution
(see Theorem 1 in Section 3) is to show that a suitably
defined economic MPC algorithm will ensure satisfac-
tion of transient average constraints for the closed-loop
system. This result is based on the assumption that
the transient average constraints are satisfied inside
the terminal region; if this assumption does not hold,
we show that the closed-loop system satisfies a relaxed
form of the original transient average constraints (see
Section 3.1). Furthermore, we show that closed-loop
average performance bounds and convergence results
under a dissipativity condition, which were established
in [7, 11] in a setting with asymptotic average con-
straints, can be transferred to our framework with tran-
sient average constraints (see Theorem 2 in Section 3).
We apply the concept of transient average constraints to
a chemical reactor in Section 4, and conclude the paper
in Section 5. We close this section by noting that a pre-
liminary version of parts of the results in this paper has
been presented in the conference paper [1]. The main
novelties of the present paper compared to [1] are the
consideration of relaxed transient average constraints
in Section 3.1 as well as the chemical reactor example
in Section 4.
2 Preliminaries and setup
2.1 Notation
Let I[a,b] denote the set of integers in the interval [a, b] ⊆
R, and I≥a the set of integers greater or equal than a.
For a ∈ R, bac is defined as the largest integer smaller or
equal to a. The point to set distance of a point x ∈ Rn
to a set Y ⊆ Rn is defined as |x|Y := infy∈Y |x − y|.
Given two sets A,B ⊆ Rn, the Minkowski set addition
is defined as A ⊕ B := {a + b : a ∈ A, b ∈ B}. For a
symmetric matrix S ∈ Rn×n, let λmin(S) and λmax(S)
denote its minimum, respectively maximum, eigenvalue.
As in [2], for any vector valued bounded signal v : I≥0 →
R
nv , the set of asymptotic averages is defined asAv[v] :=
{v¯ ∈ Rnv : ∃tn → +∞ s.t. limn→∞
∑tn−1
k=0 (1/tn)v(k) =
v¯}. Note that Av[v] is nonempty (as bounded sequences
in Rnv have limit points), but it need not be a singleton.
2.2 Problem setup
We consider discrete-time nonlinear systems of the form
x(t+ 1) = f(x(t), u(t)), x(0) = x0, (1)
with t ∈ I≥0, where x ∈ X ⊆ R
n and u ∈ U ⊆ Rm.
We assume that f is continuous in (x, u). The system is
subject to (possibly coupled) state and input constraints
(x, u) ∈ Z (2)
for some compact set Z ⊆ X × U. Furthermore, the
system is subject to average constraints, which are ex-
pressed in terms of an auxiliary output variable
y = h(x, u),
where y ∈ Rp and h is assumed to be continuous in
(x, u). Asymptotic average constraints, which were al-
ready considered in [2, 7], are given as
Av[y] ⊆ Y (3)
for some closed convex set Y ⊆ Rp. As discussed in the
introduction, the novel feature considered in this paper
will be transient average constraints, i.e., constraints on
input and state variables averaged over some finite time
period T . Namely, for some given time period T ≥ 1, we
require that the following is satisfied for all t ≥ 0:
t+T−1∑
k=t
h(x(k), u(k))
T
∈ Y. (4)
Note that T = 1 corresponds to standard pointwise in
time constraints, which can be absorbed into (2). Hence
in the following, we are interested in the case of T ≥ 2.
The system (1) is equipped with a continuous stage cost
` : Z → R, which can be a general, possibly economic,
cost function and need not satisfy any specific require-
ments such as convexity or positive definiteness with re-
spect to any setpoint. Let (xs, us) be the optimal steady-
state defined as
`(xs, us) = min
(x,u)∈Z,h(x,u)∈Y,x=f(x,u)
`(x, u). (5)
Note that the minimum in (5) exists as ` and h are con-
tinuous, Y is closed and Z is compact. Furthermore, for
simplicity we assume that (xs, us) is unique; if this is not
the case, in the following let (xs, us) denote any of the
steady-states satisfying (5).
For the sake of completeness and for a better compar-
ison later on, we now recall the economic MPC algo-
rithm including asymptotic average constraints from [2,
7]. Namely, at each time t, the following optimization
problem is solved:
min
u(t)
N−1∑
k=0
`(x(k|t), u(k|t)) + Vf (x(N |t)) (6)
subject to
x(k + 1|t) = f(x(k|t), u(k|t)), k ∈ I[0,N−1] (7a)
(x(k|t), u(k|t)) ∈ Z, k ∈ I[0,N−1] (7b)
x(N |t) ∈ Xf , x(0|t) = x(t) (7c)
N−1∑
k=0
h(x(k|t), u(k|t)) ∈ Yt (7d)
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where u(t) := {u(0|t), . . . , u(N − 1|t)} and x(t) :=
{x(0|t), . . . , x(N |t)} are the predicted input and corre-
sponding state sequences, N is the prediction horizon,
Vf : X → R is the terminal cost function which is as-
sumed to be continuous, and the terminal regionXf ⊆ X
is some compact set containing xs. The time-varying
output set Yt is recursively defined as
Y0 := NY⊕ Y00, (8)
Yt+1 := Yt ⊕ Y⊕ Y(t)⊕ {−h(x(t), u(t))}, (9)
for some Y(t) and some arbitrary compact set Y00 ⊆ R
p
containing h(xs, us). In [7], it was shown that if the
sets Y(t) and Xf (possibly also time-varying) are appro-
priately defined, then the optimization problem (6)–(7)
is recursively feasible and, given any admissible initial
condition, for the signals of the resulting closed-loop
system it holds that (i) both pointwise in time con-
straints (2) as well as asymptotic average constraints (3)
are satisfied and (ii) the asymptotic average perfor-
mance is at least as good as the optimal steady-state
cost `(xs, us), i.e.
Av[`(x, u)] ⊆ (−∞, `(xs, us)]. (10)
3 Economic MPC with transient average con-
straints
In this section, we consider economic MPC with tran-
sient average constraints of the form (4). As discussed
above, such transient average constraints are stricter
than asymptotic average constraints of the form (3), and
hence also have to be taken into account in a different
way within the economic MPC algorithm. In the follow-
ing, we assume that the set Y is given as
Y := {y ∈ Rp : y ≤ 0} = Rp≤0. (11)
Note that this is not a major restriction, as the output
map h can be some general nonlinear function. Further-
more, we will impose the following conditions concerning
the terminal region Xf and the terminal cost Vf .
Assumption 1 There exists an auxiliary terminal con-
trol law κf : X → U and a terminal region Xf ⊆ X con-
taining xs such that for all x ∈ Xf , the following is sat-
isfied: (i) (x, κf (x)) ∈ Z, (ii) f(x, κf (x)) ∈ Xf , and (iii)
Vf (f(x, κf (x))) − Vf (x) ≤ −`(x, κf (x)) + `(xs, us).
Assumption 2 The terminal region Xf and the auxil-
iary terminal control law κf are such that h(x, κf (x)) ∈
Y (i.e., h(x, κf (x)) ≤ 0) for all x ∈ Xf .
Remark 1 In [3], under the assumption that f and ` are
twice continuously differentiable and the linearized sys-
tem around (xs, us) is stabilizable, it was shown how Vf ,
κf and Xf can be computed in an economic MPC setting
such that Assumption 1 is satisfied. Note that this pro-
cedure is different than in the (standard) tracking MPC
context, as ` is not assumed to be positive definite with
respect to (xs, us). Furthermore, Assumption 2 is needed
later on in order to ensure recursive feasibility and satis-
faction of the transient average constraints (4). Note that
Assumption 2 is trivially satisfied if the terminal equal-
ity constraint x(N |t) = xs is used instead of a terminal
region constraint, as h(xs, us) ∈ Y by definition. In Sec-
tion 3.1, we present some extensions for the case where
this assumption is not satisfied. Finally, as discussed in
Section 1, we note that despite the use of a terminal re-
gion, the closed-loop system in economic MPC will in
general not be convergent due to the use of a general cost
function (see, e.g., [2, 3, 7] and Section 4). 2
The proposed economic MPC algorithm is now given as
follows. At each time t ∈ I≥0, solve
min
u(0|t),...,u(N−1|t)
N−1∑
k=0
`(x(k|t), u(k|t)) + Vf (x(N |t)) (12)
subject to
x(k + 1|t) = f(x(k|t),u(k|t)), k ∈ I[0,N+T−3] (13a)
(x(k|t), u(k|t)) ∈ Z, k ∈ I[0,N−1] (13b)
x(N |t) ∈ Xf , x(0|t) = x(t) (13c)
t−1∑
k=t−T+i
h(x(k), u(k)) +
i−1∑
k=0
h(x(k|t), u(k|t)) ≤ 0,
i ∈ I[max{1,T−t},T ] (13d)
j+T−1∑
k=j
h(x(k|t),u(k|t)) ≤ 0, j ∈ I[1,N−1] (13e)
u(k|t) = κf (x(k|t)) k ∈ I[N,N+T−2] (13f)
The main novel feature of this algorithm are the con-
straints (13d)–(13e). Each of these constraints consists
of a sum of T addends, and in total 1 (N + T − 1)p
such constraints are imposed via (13d)–(13e). In (13d),
the terms in the first sum 2 are the output val-
ues along the past closed-loop solution up to time
t − 1, and u(t) := {u(0|t), . . . , u(N + T − 2|t)} and
x(t) := {x(0|t), . . . , x(N + T − 2|t)} denote again pre-
dicted input and corresponding state sequences, respec-
tively. Note that while predicted inputs and states up
to k = N + T − 2 are now needed in (13e), the number
of free input variables is not increased in problem (12)–
(13), i.e., the minimization is still done over the first
N elements {u(0|t), . . . , u(N − 1|t)}. For k ≥ N , the
predicted inputs and states are fixed by (13f) together
with (13a), respectively.
Remark 2 For ensuring asymptotic average con-
straints, p additional constraints (7d) were needed in
the optimization problem at each time t. On the other
hand, in order to ensure satisfaction of transient av-
erage constraints, i.e., that (4) holds for all t ∈ I≥0,
(N + T − 1)p additional constraints (13d)–(13e) are
needed. This is due to the fact that as discussed above,
1 Recall that p is the dimension of the output map h.
2 By convention, the empty sum is zero (for i = T ).
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transient average constraints are stricter than asymp-
totic average constraints, and hence they also have to
be taken into account in a different way within the re-
spective optimization problem. Nevertheless, we again
emphasize that the number of free input variables is the
same for both problems (6)–(7) and (12)–(13). 2
Remark 3 Constraint (13e) could be replaced by
min{j+T−1,N−1}∑
k=j
h(x(k|t), u(k|t)) ≤ 0, j ∈ I[1,N−1], (14)
without changing the properties of the algorithm
which are stated below. Then, one would not have
to consider predicted input and state variables up to
k = N + T − 2, but only up to N − 1 (or N , re-
spectively) as usual, and hence (13f) could be omitted.
However, this alternative formulation is more conserva-
tive. Namely, as x(k|t) ∈ Xf and u(k|t) = κf (x(k|t))
for all k ∈ I[N,N+T−2] (which is ensured by (13c),
(13a) and (13f) together with Assumption 1(ii)), by As-
sumption 2 it follows that h(x(k|t), u(k|t)) ≤ 0 for all
k ∈ I[N,N+T−2], and hence requiring (13e) to hold is less
restrictive than (14). 2
Remark 4 As already mentioned above, T = 1 corre-
sponds to usual pointwise in time state and input con-
straints. Indeed, in this case, (13f) disappears and (13d)–
(13e) constitute some (additional) pointwise in time con-
straints (i.e., each constraint of (13d)–(13e) consists of
only one term), which can be absorbed into (13b). Fur-
thermore, we note that an alternative way to deal with
transient average constraints would be to define the ex-
tended state z(t) = [x(t)T . . . x(t− T + 1)T ]T and then
use a (standard) economic MPC algorithm for the corre-
sponding extended system including standard pointwise-
in-time constraints only. However, this alternative for-
mulation has the following drawbacks. First, the terminal
constraint for the extended system would in fact require
that x(N − T + 1|t), . . . , x(N |t) are close to the optimal
steady-state xs, while via (13c) this is only required for
x(N |t). Furthermore, the terminal cost Vf would then be
a function of x(N−T+1|t), . . . , x(N |t) instead of x(N |t)
only, which means that a different cost than the original
(economic) cost ` is used over this time horizon. Finally,
applying stability analysis results for standard economic
MPC to the extended system would in general result in
a stricter dissipativity requirement than the one used in
Theorem 2 (involving the multiplier λ¯). For these rea-
sons, we propose to define the economic MPC algorithm
for the original system and take care of the transient av-
erage constraints by means of (13d)–(13e). 2
Let u0(t) denote the minimizer 3 of problem (12)–(13)
at time t, and x0(t) the corresponding predicted state
sequence. As usual in MPC, the input to system (1) at
time t is then given by the first element of u0(t), resulting
3 If u0(t) is not unique, just assign a unique constant selec-
tion map to select one of the multiple minima.
in the closed-loop system
x(t+ 1) = f(x(t), u(0|t)). (15)
Theorem 1 Suppose that Assumptions 1–2 are satis-
fied, and that the optimization problem (12)–(13) is fea-
sible at t = 0. Then (12)–(13) is feasible for all t ∈ I≥0
and the resulting closed-loop system (15) satisfies the
pointwise in time constraints (2), the transient average
constraints (4) and the asymptotic average performance
bound (10).
Proof: The proof of recursive feasibility is as usual
by induction. Suppose that the optimization prob-
lem (12)–(13) is feasible at time t. Then, consider
at time t + 1 the candidate input sequence uˆ(t +
1) := {u0(1|t), . . . , u0(N + T − 2|t), κf (xˆ(N + T −
2|t))} with corresponding state sequence xˆ(t + 1) :=
{x0(1|t), . . . , x0(N+T−2|t), f(x0(N+T−2|t), κf(x
0(N+
T − 2|t)))}. For these candidate input and state se-
quences, constraints (13a)–(13c) and (13f) are satisfied,
which follows as in standard MPC feasibility proofs due
to Assumption 1 and the fact that they were satisfied
at time t (see, e.g., [12]). Now consider constraint (13d)
for some i ∈ I[max{1,T−t},T−1]. Evaluated for the given
candidate input and state sequences, the left-hand side
reads
t∑
k=t+1−T+i
h(x(k), u(k)) +
i−1∑
k=0
h(xˆ(k|t+ 1), uˆ(k|t+ 1))
=
t∑
k=t+1−T+i
h(x(k), u(k)) +
i−1∑
k=0
h(x0(k + 1|t), u0(k + 1|t))
=
t−1∑
k=t−T+(i+1)
h(x(k), u(k)) +
(i+1)−1∑
k=0
h(x0(k|t), u0(k|t))
But this means that the i-th constraint of (13d) at
time t + 1 corresponds to the (i + 1)-st constraint
of (13d) at time t, which was satisfied by assumption.
Hence constraint (13d) is satisfied at time t + 1 for
all i ∈ I[max{1,T−t},T−1]. Similarly, one can show that
constraint (13d) with i = T at time t+ 1 evaluated for
the candidate input and state sequences corresponds
to constraint (13e) with j = 1 at time t, and that for
each j ∈ I[1,N−2], constraint (13e) at time t + 1 evalu-
ated for the candidate input and state sequences corre-
sponds to the (j + 1)-st constraint of (13e) at time t.
Finally, when evaluated for the given candidate input
and state sequences, constraint (13e) with j = N − 1
only contains terms h(x, κf (x)) with x ∈ Xf , which
is the case due to (13f) and (13a) and the fact that
xˆ(N − 1|t+ 1) = x0(N |t) ∈ Xf . But then, by Assump-
tion 2, constraint (13e) with j = N − 1 is also satisfied
at time t + 1. Hence the candidate input and state se-
quences uˆ(t + 1) and xˆ(t + 1), respectively, satisfy the
constraints (13), which by induction implies that the op-
timization problem (12)–(13) is feasible for all t ∈ I≥0.
Satisfaction of the pointwise in time constraints (2) by
the closed-loop system (15) immediately follows by defi-
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nition of the receding horizon control law. Fulfillment of
the transient average constraints (4) for all t ∈ I≥0 fol-
lows directly from the first constraint of (13d) (i.e., with
i = 1) and the definition of the receding horizon control
law. Namely, from (13d) with i = 1 (this constraint ap-
plies for all t ≥ T − 1) and the definition of the receding
horizon control law, we obtain that along the closed-loop
system (15) the following is satisfied for all t ≥ T − 1:
t∑
k=t−T+1
h(x(k), u(k)) ≤ 0.
By an index shift and considering that T > 0, this is
equivalent to the fact that (4) is satisfied for all t ∈ I≥0.
Finally, the asymptotic average performance bound (10)
can be established as in [2, 3]. 2
Remark 5 Satisfaction of the transient average con-
straints (4) with some T ≥ 1 and Y given by (11) imme-
diately implies that also transient average constraints (4)
with period kT are satisfied, for each k ∈ I≥1. Further-
more, also the asymptotic average constraint (3) with Y
given by (11) is satisfied, as for each t ≥ 0
t∑
k=0
h(x(k), u(k))
t+ 1
=
b(t+1)/Tc−1∑
i=0
(i+1)T−1∑
k=iT
h(x(k), u(k))
t+ 1
+
t∑
k=b(t+1)/TcT
h(x(k), u(k))
t+ 1
(4)
≤
t∑
k=b(t+1)/TcT
h(x(k), u(k))
t+ 1
(16)
Hence, as the sum in (16) contains at most T − 1 terms
and furthermore h is continuous and Z compact, we ob-
tain that
lim sup
t→∞
t∑
k=0
h(x(k), u(k))
t+ 1
≤ lim sup
t→∞
t∑
k=b(t+1)/TcT
h(x(k), u(k))
t+ 1
= 0,
i.e., the asymptotic average constraint (3) is satis-
fied. 2
Considering Remark 5, we arrive at the following corol-
lary.
Corollary 1 Suppose that the conditions of Theorem 1
hold. Then for the closed-loop system (15), transient av-
erage constraints of the form (4) with period kT are sat-
isfied for each k ∈ I≥1. Furthermore, the asymptotic av-
erage constraint (3) with Y given by (11) is satisfied. 2
Having established recursive feasibility and satisfaction
of the transient average constraints, we now deal with the
question when the resulting closed-loop system (15) con-
verges to the optimal steady-state (xs, us). As discussed
in the introduction, this will in general not be the case as
the stage cost ` is some (arbitrary) cost function which is
not necessarily positive definite with respect to (xs, us).
In [2], it was shown that if a certain dissipativity condi-
tion is satisfied, then operation of a system at the opti-
mal steady-state (xs, us) is indeed optimal, i.e., no other
trajectory results in a better average performance than
if the system is at the optimal steady-state (xs, us). Fur-
thermore, in [7, 11] it was shown that under the same
dissipativity condition (strengthened to strict dissipativ-
ity), asymptotic convergence of the closed-loop result-
ing from the economic MPC algorithm (6)–(7), which
ensures satisfaction of asymptotic average constraints,
follows. We will now show that the same is true for
the proposed algorithm (12)–(13) which ensures satis-
faction of transient average constraints. To this end, for
a set W ⊆ Z, denote by WX the projection of W on X,
i.e., WX := {x ∈ X : ∃u ∈ U s.t. (x, u) ∈ W}, and con-
sider the following definition of dissipativity [13, 14]:
Definition 1 The system (1) is dissipative on a setW ⊆
Z with supply rate s : X×U→ R if there exists a bounded
storage function λ : WX → R such that the following
inequality is satisfied for all (x, u) ∈W:
λ(f(x, u))− λ(x) ≤ s(x, u). (17)
If, in addition, for some positive definite 4 ρ : WX → R
it holds that for all (x, u) ∈W
λ(f(x, u)) − λ(x) ≤ −ρ(x) + s(x, u), (18)
then system (1) is strictly dissipative on W. 2
For a further discussion on dissipativity in economic
MPC, the interested reader is referred to [11, 15]. We can
now state the following result.
Theorem 2 Suppose that the conditions of Theorem 1
hold, and that there exists a multiplier λ¯ ∈ Rp≥0 such that
system (1) is strictly dissipative on Z with supply rate
s(x, u) = `(x, u) − `(xs, us) + λ¯
Th(x, u). Then the re-
sulting closed-loop system (15) asymptotically converges
to xs, i.e., limt→∞ x(t) = xs.
Proof: The proof of Theorem 2 follows the lines of the
respective proofs in [7, 11]. There, the function V (t) =
V˜ 0N (x(t)) + w(t) was used as a Lyapunov-like function,
where V˜ 0N is the optimal value function of problem (12)–
(13), but with ` and Vf in (12) replaced by ˜` and V˜f ,
respectively, where ˜`(x, u) := `(x, u)−`(xs, us)+λ(x)−
λ(f(x, u)) and V˜f := Vf (x) − Vf (xs) + λ(x) − λ(xs).
Furthermore, w is defined as
w(t) := sup
τ∈I≥0
t+τ∑
k=t
λ¯Th(x(k), u(k)), (19)
4 A function ρ is positive definite with respect to some point
x¯ ∈ X if it is continuous, ρ(x¯) = 0 and ρ(x) > 0 for all
x ∈ X with x 6= x¯. In the following, when speaking of strict
dissipativity, we take x¯ = xs, i.e., the function ρ is assumed
to be positive definite with respect to the optimal steady-
state xs defined via (5).
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with h(x(k), u(k)) being the output along the solution of
the resulting closed-loop system (15) from time t on. The
only step in the proof which differs from [7, 11] is to show
that w(0) <∞. In our setting, using similar calculations
as in (16) together with the fact that λ¯ ∈ Rp≥0, we obtain
that for each t ∈ I≥0 and each τ ∈ I≥0
t+τ∑
k=t
λ¯Th(x(k), u(k)) ≤
t+τ∑
k=t+b(τ+1)/TcT
λ¯Th(x(k), u(k)).
Again, the sum on the right hand side consists of at most
T − 1 terms, and hence for each t ∈ I≥0 we have
w(t) ≤ (T − 1) max
(x,u)∈Z
λ¯Th(x, u) <∞,
where the last inequality follows from continuity of h
and compactness of Z. The rest of the proof then follows
as in [7, 11]. 2
Remark 6 One might suspect that with the help of
Corollary 1 (respectively, Remark 5), asymptotic con-
vergence of the closed-loop system could directly be con-
cluded from [7, 11] without any modifications of the proof,
as fulfillment of the transient average constraints (4)
with some T ≥ 1 implies satisfaction of the asymptotic
average constraints (3). However, this is not possible.
Namely, in [7, 11], one crucial step in the respective
proofs is to show boundedness of w(0), which is a slightly
stronger property than satisfaction of the asymptotic
average constraints (i.e., (3) does not necessarily imply
boundedness of w(0)). In our setting with transient av-
erage constraints, boundedness of w(t) for each t ∈ I≥0
can be established as shown above in the proof of The-
orem 2. Furthermore, we remark that in case of both
transient and asymptotic average constraints, one can
in general only establish asymptotic convergence (but
not asymptotic stability) of the closed-loop system. This
is the case as the average constraints allow the system
to initially ”spend time” in a region of the state-space
where it is not allowed on average (see [7, 11] for a more
detailed discussion on this issue). Finally, we note that
the function V in the proof of Theorem 2 is different from
the Lyapunov function used in economic MPC without
average constraints [2, 3]. Namely, in these references,
V˜ 0N (x) is used as a Lyapunov function, while here we
need the additional term w defined by (19). 2
3.1 Relaxed transient average constraints
In case that Assumption 2 is not satisfied, the above re-
sults cannot readily be applied. Namely, the shifted can-
didate input and state sequences at time t + 1 used in
the proof of Theorem 1 do not necessarily satisfy (13e),
as now there exist x ∈ Xf with h(x, κf (x)) > 0. Nev-
ertheless, we will show in the following that the pro-
posed economic MPC algorithm can be modified such
that a slightly relaxed form of the transient average con-
straints (4) can be ensured, namely that for all t ∈ I≥0∣∣∣∣∣
t+T−1∑
k=t
h(x(k), u(k))
T
∣∣∣∣∣
Y
≤ σ(t), (20)
where σ is nonincreasing and decaying to zero as t→∞.
This means that the violation of the original transient
average constraints (4) (measured in terms of the dis-
tance to the set Y) is upper-bounded by the term σ(t),
which decays to zero as t→ ∞, i.e., asymptotically the
original transient average constraints (4) are satisfied. In
order to ensure this relaxed form of average constraints,
the economic MPC algorithm (12)–(13) is modified as
follows. First, constraints (13d)–(13e) are replaced by∣∣∣∣∣
t−1∑
k=t−T+i
h(x(k), u(k)) +
i−1∑
k=0
h(x(k|t), u(k|t))
∣∣∣∣∣
Y
≤ σ(t+ i − T −N + 1), i ∈ I[max{1,T−t},T ] (21)∣∣∣∣∣∣
j+T−1∑
k=j
h(x(k|t), u(k|t))
∣∣∣∣∣∣
Y
≤ σ(t+ j −N + 1),
j ∈ I[1,N−1] (22)
where σ will be defined below. Second, the terminal con-
straint (13c) will be modified as follows. In order to
simplify notation, in the following we assume without
loss of generality that (xs, us) = (0, 0). Furthermore, we
make the following assumption concerning the terminal
region Xf and the terminal auxiliary control law κf .
Assumption 3 The terminal auxiliary control law κf
is continuous. The terminal region Xf is of the form
Xf := {x ∈ R
n : V (x) ≤ b0} for some b0 ≥ 0 and
V (x) := xTPx with P > 0. Furthermore, the following
is satisfied: V (f(x, κf (x))) − V (x) ≤ −x
TQx for some
Q > 0 and all x ∈ Xf .
Remark 7 The approach proposed in [3] results in
a terminal region Xf and a terminal auxiliary con-
trol law κf (x) satisfying both Assumptions 1 and 3.
In particular, it is also shown how the constant b0 can
be calculated such that Assumption 1 is satisfied with
Xf := {x ∈ R
n : V (x) ≤ b} for all 0 < b ≤ b0. 2
We now propose to use the following time-varying ter-
minal region Xf (t) instead of the constant terminal re-
gion Xf in (13c):
Xf (t) := {x ∈ R
n : V (x) ≤ b(t)}, b(0) = b0, (23)
where
b(t+ 1) = max
{
(1−
λmin(Q)
λmax(P )
)b(t),min{b0, bmax}
}
,
bmax = sup
h(x,κf (x))∈Y, ∀x∈{x∈Rn:V (x)≤b}
b. (24)
Such a time-varying terminal region has also been used
in the context of economic MPC with asymptotic aver-
age constraints (see [7, Section 3.2]). Note that bmax ≥ 0
as the optimal steady-state satisfies h(xs, us) ∈ Y by
definition (see (5)). If b0 ≤ bmax, then Xf (t) = Xf (0)
for all t ∈ I≥0 and Assumption 2 is satisfied, i.e., Theo-
rem 1 can be applied. Otherwise, the definition of Xf (t)
in (23)–(24) means that the time-varying terminal re-
gion is gradually tightened such that ultimately (at least
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asymptotically) Assumption 2 is satisfied. In case that
bmax > 0, there exists some finite time t
′ ∈ I≥0 such that
the terminal region is constant for all t ∈ I≥t′ and given
by Xf (t) = {x ∈ R
n : V (x) ≤ bmax}. In fact, in this
case one could also use the (constant) terminal region
Xf (t) = {x ∈ R
n : V (x) ≤ bmax} for all t ∈ I≥0. How-
ever, using the time-varying terminal regions (23)–(24)
results in a possibly larger feasible region (in case that
b0 > bmax), as the set of all fesible initial conditions x0
when using the time-varying terminal regions (23)–(24)
is equal to that of an MPC algorithm using the fixed
terminal region Xf = {x ∈ R
n : V (x) ≤ b0} (compare
Theorem 3).
Finally, we note that due to continuity of h and κf , also
|h(x, κf (x))|Y is continuous in x; hence, due to the fact
that h(xs, us) ∈ Y, there exists a function γ ∈ K such
that
|h(x, κf (x))|Y ≤ γ(V (x)) (25)
for all x ∈ Xf (0). For example, one could take γ(r) :=
maxV (x)≤r |h(x, κf (x))|Y + r. We can now state the fol-
lowing result.
Theorem 3 Suppose that Assumptions 1 and 3 are sat-
isfied, and consider the optimization problem (12)–(13)
with Xf in (13c) replaced by the time-varying terminal
region Xf (t) defined via (23)–(24), and (13d)–(13e) re-
placed by (21)–(22) with arbitrary σ(−N+1), . . . , σ(0) ∈
R≥0 and
σ(t) :=
t−2+T∑
k=t−1
γ
(
b0(1−
λmin(Q)
λmax(P )
)k
)
, t ∈ I≥1 (26)
where γ ∈ K satisfies (25). If this modified optimization
problem is feasible at time t = 0, then it is feasible for all
t ∈ I≥0 and the resulting closed-loop system (15) satis-
fies the pointwise in time constraints (2), the asymptotic
average performance bound (10) and the (relaxed) tran-
sient average constraints (20) with σ given by
σ(t) = (1/T )σ(t−N + 1). (27)
Remark 8 In order obtain the tightest results via (27),
one might want to choose small initial values σ(−N +
1), . . . , σ(0). On the other hand, they have to be large
enough such that the constraints (21)–(22) are initially
feasible. Furthermore, σ given by (27) is nonincreasing
if one chooses σ(−N + 1) ≥ · · · ≥ σ(0) ≥ σ(1), and we
have limt→∞ σ(t) = 0 as required. 2
Proof of Theorem 3: For the proof of recursive feasi-
bility, at time t + 1 consider again the candidate input
and state sequences uˆ(t + 1) and xˆ(t + 1) as specified
in the proof of Theorem 1. We have to show that both
the modified terminal constraint as well as (21)–(22) are
feasible, given that the modified optimization problem
was feasible at time t. By Assumption 3, we have that
V (xˆ(N |t+ 1)) = V (f(x0(N |t), κf (x
0(N |t)))
≤ V (x0(N |t))− x0(N |t)TQx0(N |t)
≤ (1 −
λmin(Q)
λmax(P )
)V (x0(N |t)) ≤ (1−
λmin(Q)
λmax(P )
)b(t),
(28)
where the last inequality follows from the definition
of Xf (t) and the fact that x
0(N |t) ∈ Xf (t). Hence
xˆ(N |t + 1) ∈ Xf (t + 1) as desired due to the definition
of Xf (t + 1) according to (23)–(24). Feasibility of the
constraints (21) for all i and (22) for j ∈ I[1,N−2] can
be established in the same way as in the proof of The-
orem 1. Finally, for constraint (22) with j = N − 1,
consider the following. By the same reasoning as in (28),
we conclude that for each t ∈ I≥0 and each x ∈ Xf (t),
we have that f(x, κf (x)) ∈ Xf (t + 1). Thus, due to the
fact that xˆ(N − 1|t + 1) = x0(N |t) ∈ Xf (t), by (13a)
and (13f) we conclude that xˆ(N+k|t+1) ∈ Xf (t+k+1)
for all k ∈ I[−1,T−2]. Now consider the following claim.
Claim 1: For each t ∈ I≥0, the terminal region Xf (t) is
such that either b(t) = b0(1−
λmin(Q)
λmax(P )
)t or h(x, κf (x)) ∈
Y for all x ∈ Xf (t).
The proof of this claim follows immediately from the def-
initions ofXf (t), b(t) and bmax in (23)–(24). Considering
the above, we obtain∣∣∣∣∣
N+T−2∑
k=N−1
h(xˆ(k|t+ 1), uˆ(k|t+ 1))
∣∣∣∣∣
Y
≤
N+T−2∑
k=N−1
|h(xˆ(k|t+ 1), uˆ(k|t+ 1))|Y
≤
N+T−2∑
k=N−1
γ
(
b0(1−
λmin(Q)
λmax(P )
)t+k−N+1
)
= σ(t+ 1),
where the first inequality follows due to the definition
of Y in (11), the second inequality follows from Claim 1
and (25) (by considering that Xf (t) ⊆ Xf (0) for all t ∈
I≥0 and xˆ(N+k|t+1) ∈ Xf (t+k+1) for all k ∈ I[−1,T−2]
as established above), and the last equality follows by
definition of σ in (26). This means that constraint (22)
with j = N − 1 is also satisfied at time t+ 1, and hence
recursive feasibility is established.
Fulfillment of the pointwise in time constraints (2) and
the asymptotic average performance bound (10) for the
resulting closed-loop system (15) follow as in Theorem 1.
Finally, fulfillment of the (relaxed) transient average
constraints (20) for all t ∈ I≥0 follows directly from the
first constraint of (21) (i.e., with i = 1) and the definition
of the receding horizon control law. Namely, from (21)
with i = 1 (this constraint applies for all t ≥ T − 1) and
the definition of the receding horizon control law, we ob-
tain that along the closed-loop solution the following is
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satisfied for all t ≥ T − 1:∣∣∣∣∣
t∑
k=t−T+1
h(x(k), u(k))
∣∣∣∣∣
Y
≤ σ(t− T −N + 2).
Dividing by T > 0 and applying the index shift t′ =
t−T+1, this is equivalent to the fact that (20) is satisfied
for all t ∈ I≥0 with σ(t) given by (27). 2
Remark 9 As discussed above, in case that bmax > 0,
there exists some finite time t′ ∈ I≥0 such that Xf (t) =
Xf := {x ∈ R
n : V (x) ≤ min{b0, bmax}} for all t ∈ I≥t′ ,
which by definition of bmax implies that h(x, κf (x)) ∈ Y
for all x ∈ Xf . Hence for all t ∈ I≥t′+1, one can de-
fine σ¯(t) = 0 instead of (26) and the results of Theo-
rem 3 still hold. Using (27), this means that the origi-
nal transient average constraints (4) are satisfied for all
t ∈ I≥t′+N . 2
4 Application to a CSTR
Consider a nonlinear continuous flow stirred-tank reac-
tor with parallel reactions R → P1 and R → P2, where
P1 is the desired product and P2 is the waste prod-
uct [16], which has also been considered previously in
the context of asymptotic average constraints [7]. We as-
sume that the first reaction R → P1 is of second order,
whereas the second one R → P2 is of first order. The
dimensionless heat and mass balances for this problem
are (see [16] for details)
x˙1 = 1− 10
4x21e
−1/x3 − 400x1e
−0.55/x3 − x1
x˙2 = 10
4x21e
−1/x3 − x2
x˙3 = u− x3
where x1 is the concentration of the component R, x2
is the concentration of the desired product P1 and x3
is the temperature of the mixture in the reactor. The
manipulated variable u is defined as u = c1 + c2Q for
some c1, c2 > 0, where Q is the heat flux through the
reactor wall (see [16, Appendix I]); given the above used
parameter values, u is constrained to lie between 0.049
and 0.449, while x is considered non-negative. The con-
trol objective is to maximize the amount of product P1,
which translates into a stage cost function `(x, u) =
−x2. The steady-state problem (5) has a solution xs =[
0.0832 0.0846 0.1491
]T
and us = 0.1491; as was shown
in [16], periodic solutions can outperform steady-state
operation of the system.
The system is discretized with a sample time Ts = 1/10,
and a prediction horizon of N = 50 is chosen; the sim-
ulations were implemented in Matlab using integrators
from the ACADO toolkit [17]. The terminal cost, region
and auxiliary control law were calculated such that As-
sumptions 1 and 2 are satisfied. Figure 1(a) shows sim-
ulation results for the input u and the concentration of
the desired product x2, if no average constraints are ap-
plied. Now assume that transient average constraints of
the form (4) are imposed, with h(x, u) = (u−us)
2−0.01
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(a) Without average constraints.
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0.12
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0
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0.4
u
(b) With average constraints and T = 5 (solid), T = 10
(dashed) and T = 15 (dotted).
Fig. 1. Closed-loop input and state (x2) sequences with dif-
ferent values of T .
and Y given by (11). This means that the deviation
of the heat flux Q compared to its value at the opti-
mal steady-state, averaged over T time instants, has to
be bounded by some constant. Figure 1(b) shows sim-
ulation results for different T . For smaller values of T ,
the imposed transient average constraints are stricter
(as h averaged over a smaller period has to be non-
positive) and hence result in a more restrictive solu-
tion, i.e., the resulting closed-loop sequences for x2 and
u are shifted towards smaller x2 values and less devia-
tion from us, respectively. This can also be seen when
evaluating the closed-loop performance, i.e., computing
J =
∑tend
t=0 −x2(t), where tend is the simulation end time.
We obtain J = −7.385 without average constraints,
J = −7.1515 for T = 15, J = −7.1207 for T = 10 and
J = −7.0911 for T = 5.
5 Conclusions
In this paper, we proposed an economic model predic-
tive control algorithm which ensures fulfillment of tran-
sient average constraints. We showed how the repeat-
edly solved optimization problem has to be defined such
that the resulting closed-loop system satisfies such con-
straints. Furthermore, it turns out that certain prop-
erties such as closed-loop average performance bounds
and convergence to the optimal steady-state (under a
dissipativity condition), which had previously been es-
tablished for economic MPC with asymptotic average
constraints, can be transferred to the proposed setting
with transient average constraints. In conclusion, we find
that the concept of economic MPC with transient av-
erage constraints is relevant in various application con-
texts, which we exemplarily illustrated with a chemical
reactor example.
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