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Abstract
In this paper, we study a general multidimensional nonisentropic hydrodynamical model for semiconductors. The model is self-
consistent in the sense that the electric field, which forms a forcing term in the momentum equation, is determined by the coupled
Poisson equation. For steady state, subsonic and potential flows, we discuss the zero-electron-mass limit of system by using the
method of asymptotic expansions. We show the existence and uniqueness of profiles, and justify the asymptotic expansions up to
any order.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Lately, hydrodynamical models have been used in simulating charge-carrier transport in semiconductors and plas-
mas. The aim of these models is to incorporate high-order effects, which are not included in the standard drift-diffusion
equations. These models comprise the fundamental laws of balance of particle number, momentum, and energy for the
charge carriers, and they can be derived from the moment equations of the Boltzmann transport (BTE) by suitable ap-
proximations. For more discussion on these models, see [9,17]. In this paper, we consider a general multidimensional
nonisentropic hydrodynamic model for semiconductor devices, derived by A.M. Anile and S. Pennisi in [2]. After
proper normalization, the time-dependent version of this nonisentropic hydrodynamic model in the multi-dimensional
case reads as
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nt + div(nu) = 0,
εut + ε(u · ∇)u + 1
n
∇(nT ) = ∇φ − εu
τ1
,
Tt + u · ∇T + 23T div u −
2
3n
∇ · (κ∇T ) = 2τ2 − τ1
3τ1τ2
ε|u|2 − T − TL(x)
τ2
,
λ2φ = n− b(x),
(1.1)
for x ∈ Ω , which is a bounded semiconductor domain in Rd , d = 2,3. Here n, u, T and φ denote the electron density,
the electric velocity, the carrier temperature and the electrostatic potential, respectively. The small physical parameters
are the scaled electron mass ε > 0, the relaxation times τ1, τ2 > 0, and the Debye-length λ > 0. The coefficient κ is
the thermal conductivity coefficient. In general, these physical coefficients may depend on n,T and x. The function
TL(x) is the ambient device temperature, and b(x) stands for the prescribed density of positive charge background
ions (doping profile). In this paper, we only discuss the case that κ, ε, τ1 and τ2 are positive constants. Without loss
of generality, we take κ = τ1 = τ2 = 1 and let ε be a small positive constant. When nt = ut = Tt = 0, the steady state
flow for (1.1) is prescribed as⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
div(nu) = 0,
ε(u · ∇)u + 1
n
∇(nT ) = ∇φ − εu,
u · ∇T + 2
3
T div u − 2
3n
T = 1
3
ε|u|2 − (T − TL(x)),
φ = n− b(x).
(1.2)
We consider the case of a potential flow, curl u = 0. Then by introducing the velocity potential ψ by u = −∇ψ and
using
(u · ∇)u = 1
2
∇(|u|2)− u × curl u,
Eq. (1.2)2 can be reduced to
ε
2
∇(|∇ψ |2)+ T
n
∇n+ ∇T = ∇φ + ε∇ψ.
Further, for the smooth solutions, the system (1.2) can be rewritten under the form:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
div(n∇ψ) = 0,
ε
2
∇(|∇ψ |2)+ T
n
∇n+ ∇T = ∇φ + ε∇ψ,
T + 3n
2
∇ψ · ∇T + nTψ = −εn
2
|∇ψ |2 + 3n
2
(
T − TL(x)
)
,
φ = n− b(x).
(1.3)
Applying the divergence operator to (1.3)2, and noting (1.3)4, we obtain
ε
2

(|∇ψ |2)+ div(T
n
∇n
)
+T = n− b(x)+ εψ. (1.4)
In order to eliminate the third derivative of ψ in (1.4), we calculate
1
2

(|∇ψ |2)= Q(ψ)+ d∑
i=1
ψxi (ψ)xi , (1.5)
where Q(ψ) is given by
Q(ψ) = (ψx1x1)2 + · · · + (ψxdxd )2 + 2(ψx1x2)2 + · · · + 2(ψx1xd )2 + · · · + 2(ψxd−1xd )2.
By substituting ψ = −∇n · ∇ψ (which is in Eq. (1.3)1) into (1.5), we haven
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2

(|∇ψ |2)= Q(ψ)+ 1
n2
(∇ψ · ∇n)2 − 1
n
d∑
i,j=1
ψxiψxj nxixj −
1
n
d∑
i,j=1
ψxiψxixj nxj .
Using (1.3)1 (ψ = −∇nn ∇ψ ), (1.4) can be further reduced to
div
(
T
n
∇n
)
− ε
n
d∑
i,j=1
ψxiψxj nxixj + h(x,n,∇n) = −εQ(ψ)− b(x), (1.6)
where h(n,∇n) is given by
h(x,n,∇n) = ε
n2
(∇ψ · ∇n)2 − ε
n
d∑
i,j=1
ψxiψxixj nxj + ∇n · ∇ψ
(
T + ε
n
)
− n
(
1 + 3
2
∇ψ · ∇T + ε
2
|∇ψ |2 − 3
2
(
T − TL(x)
))
.
For n > 0 it is easy to see that (n,ψ,T ,φ) is a smooth solution to the system (1.3) if and only if (n,ψ,T ) is a
smooth solution to the system (1.3)1,3 and (1.6). Moreover, for given ψ , Eq. (1.6) is elliptic if and only if the flow is
subsonic, i.e. the condition
√
ε|∇ψ | < √T holds.
Since we are going to investigate zero-electron-mass limit ε → 0 for (1.3), we can supplement the following
Dirichlet boundary value conditions⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
n|∂Ω =
m∑
k=0
εkn¯k + nm+1D,ε , ψ |∂Ω =
m∑
k=0
εkψ¯k +ψm+1D,ε ,
T |∂Ω =
m∑
k=0
εkT k + T m+1D,ε , φ|∂Ω =
m∑
k=0
εkφ¯k + φm+1D,ε ,
(1.7)
where nm+1D,ε , ψ
m+1
D,ε , T
m+1
D,ε , φ
m+1
D,ε are smooth enough and defined in ∂Ω such that n
m+1
D,ε = O(εm+1), ψm+1D,ε =
O(εm+1), T m+1D,ε = O(εm+1) and φm+1D,ε = O(εm+1) uniformly in ε.
In practical applications, such as physical experiments and numerical simulations, etc., the zero-electron-mass limit
ε → 0, the zero-relaxation-time limit τ1 = τ2 → 0 and the Debye-length limit λ → 0 have been extensively used (see
[3,19]). Mathematically, there exists a wide literature on this asymptotic analysis in various hydrodynamical models.
For example, we can refer to [4,10,11,13,16,20]. Moreover, many efforts were made for the isothermal, isentropic
and nonisentropic hydrodynamic equations of semiconductors (one carrier type), on the whole position space or
spatial bounded domain, both on the mathematical modelling and on the rigorous mathematical analysis, such as well-
posedness of steady-state solutions [5,6], and global existence of classical [1,12,14] and/or entropy weak solutions
[8,16,22], etc. The paper [18] discussed the ε → 0 for the isentropic hydrodynamic model for semiconductors. In this
paper we are going to extend this result to corresponding nonisentropic hydrodynamic model for semiconductors. That
is, we study the zero-electron-mass limit ε → 0 in the steady state, subsonic and potential flow region by the method
of asymptotic expansions, and we justify the asymptotic expansion in the space W 2,q (Ω) × C2,δ(Ω) × W 2,q (Ω) ×
W 2,q(Ω) up to any order by using the elliptic properties.
Notation. We denote Ck,α(Ω) to the Hölder space with norm
‖U‖Ck,α = ‖U‖Ck +
∑
|j |=k
[
DjU
]
Cα
, ‖U‖Ck =
∑
|j |k
sup
Ω
|U |, [U ]α = sup
x =y,x,y∈Ω
|U(x)−U(y)|
|x − y|α .
By Wk,p(Ω), k  0, 1 p ∞, we denote the Sobolev space with norm
‖U‖k,p =
∑∥∥DjU∥∥
p
,|j |k
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resents a generic constant even if it may vary from line to line, C(·) means that C depends on ·, and summation
convection is used throughout this note.
The remainder of the paper is arranged as follows. In Section 2 we begin with the asymptotic expansion of solution
to the problem for (1.3) and (1.7) by determining all its order profiles. In Section 3, we justify the asymptotic expansion
up to order m and establish error estimates of order εm+1 for each variable.
2. Asymptotic expansion
In this section, we make an asymptotic expansion of solution for (1.3) and (1.7), and establish each profile. Further,
we can construct the approximate solutions for (1.3) and (1.7). For precise presentation, we begin this section with the
following assumptions:
(H1) Ω is a bounded convex C2,δ-domain in Rd for some 0 < δ < 1, d = 2,3,
(H2) b(x), TL(x) ∈ L∞(Ω), there exist b1, b2, TL1, TL2 such that 0 < b1  b(x)  b2, 0 < TL1  TL(x)  TL2 for
∀x ∈ Ω ,
(H3) n¯k, T k ∈ W 2,q(Ω) for q > d1−δ and for 0 k m, 0 < n n¯0  n¯, 0 < T  T 0(x) T , ∀x ∈ ∂Ω ,
(H4) ψ¯k ∈ C2,δ(Ω), φ¯k ∈ W 2,q (Ω),
(H5) the sequences (ε−(m+1)nm+1D,ε )ε>0, (ε−(m+1)T m+1D,ε )ε>0, (ε−(m+1)φm+1D,ε )ε>0 are bounded in W 2,q (Ω),
(H6) the sequence (ε−(m+1)ψm+1D,ε )ε>0 is bounded in C2,δ(Ω),
(H7) 0 < |TL1 − TL2| + |TL1 − T | + |TL2 − T | + ‖ψ0‖C2,δ(Ω) < .
Let (na,ε,ψa,ε, Ta,ε, φa,ε) be defined by the following ansatz:
na,ε =
∑
k0
εknk, ψa,ε =
∑
k0
εkψk, Ta,ε =
∑
k0
εkTk, φa,ε =
∑
k0
εkφk in Ω, (2.1)
with the boundary conditions
na,ε =
∑
k0
εkn¯k, ψa,ε =
∑
k0
εkψ¯k, Ta,ε =
∑
k0
εkT k, φa,ε =
∑
k0
εkφ¯k on Γ. (2.2)
Substituting the expression (2.1) into the system (1.3), and noting
div
((∑
k0
εknk
)
∇
(∑
k0
εkψk
))
=
∑
k0
εk
k∑
i=0
div(ni∇ψk−i ),
∣∣∣∣∇(∑
k0
εkψk
)∣∣∣∣2 =∑
k0
εk
k∑
i=0
∇ψi∇ψk−i ,
∑
k0
εkTk∇ ln
∑
k0
εknk = T0∇ lnn0 +
∑
k1
εk
(
Tk∇ lnn0 + T0∇(ln′ n0nk)
)+∑
k2
εkf k−1,
∑
k0
εknk∇
∑
k0
εkψk∇
∑
k0
εkTk =
∑
k0
εk
k∑
i,j=0
ni∇ψj∇Tk−i−j ,
∑
k0
εkTk∇
∑
k0
εkψk∇
∑
k0
εknk =
∑
k0
εk
k∑
i,j=0
Ti∇ψj∇nk−i−j ,
∑
εknk
∣∣∣∣∇∑ εkψk∣∣∣∣2 =∑ εk k∑ ni∇ψj∇ψk−i−j ,
k0 k0 k0 i,j=0
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k0
εknk
(∑
k0
εkTk − TL
)
= n0(T0 − TL)+
∑
k1
εk
k∑
i=1
niTk−i ,
where f 0 = 0 and f k−1 (k  2) can be defined as
f k−1 = 1
k!
dk
dxk
(∑
k0
εkTk
)
∇ ln
(∑
k0
εknk
)∣∣∣∣
ε=0
− (Tk∇ lnn0 + T0∇(ln′ n0nk)),
we obtain the system for each (nk,ψk,Tk,φk), k  0, by identification of the order in ε. More precisely, the first order
(n0,ψ0, T0, φ0) satisfies the nonlinear problem in Ω :
div(n0∇ψ0) = 0, (2.3)
T0∇ lnn0 + ∇T0 = ∇φ0, (2.4)
T0 + 32n0∇T0∇ψ0 − T0∇n0∇ψ0 =
3
2
n0(T0 − TL), (2.5)
φ0 = n0 − b(x), (2.6)
with the following boundary conditions
n0 = n¯0, ψ0 = ψ¯0, T0 = T 0, φ0 = φ¯0 on Γ. (2.7)
For all k  1, (nk,ψk,Tk,φk) is obtained by induction on k in the following linear problem in Ω :
div(n0∇ψk) = −
k∑
i=1
div(ni∇ψk−i ), (2.8)
1
2
∇
(
k−1∑
i=0
∇ψi∇ψk−1−i
)
+ Tk∇(lnn0)+ T0∇(ln′ n0nk)+ f k−1 = ∇(φk +ψk−1 − Tk), (2.9)
Tk + 32
k∑
i,j=0
ni∇ψj∇Tk−i−j −
k∑
i,j=0
Ti∇nj∇ψk−i−j
= −1
2
k−1∑
i,j=0
ni∇ψj∇ψk−1−i−j + 32n0Tk +
3
2
nk(T0 − TL)+ 32
k−1∑
i=1
niTk−1−i , (2.10)
φk = nk, (2.11)
with the following boundary conditions
nk = n¯k, ψk = ψ¯k, Tk = T k, φk = φ¯k on Γ. (2.12)
Now we show that problems (2.3)–(2.7) and (2.8)–(2.12) have a unique solution, respectively. We start from the
problem (2.3)–(2.7).
Lemma 2.1. Let the assumptions (H1)–(H7) hold. Then the problem of (2.3)–(2.7) has a unique strong solution
(n0,ψ0, T0, φ0) ∈ W 2,q (Ω)×C2,δ(Ω)×W 2,q (Ω)×W 2,q(Ω), which satisfies
n01  n0  n02, T01  T0  T02, x ∈ Ω, (2.13)
‖n0‖W 2,q C, ‖ψ0‖C2,δ  C, ‖T0‖W 2,q  C, ‖φ0‖W 2,q C, (2.14)
where n0i , T0i (i = 1,2), and C are positive constants.
Proof. Uniqueness for (n0,ψ0, T0, φ0) can be showed as in [15], here we can omit the details. In the following we
will establish (n0,ψ0, T0, φ0). First, eliminating φ0 from (2.4) and (2.6), we obtain the following nonlinear problem
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div
(
T0
n0
∇n0
)
− 3
2
n0∇ψ0∇T0 + T0∇n0∇ψ0 + 32n0(T0 − TL) = n0 − b(x),
T0 + 32n0∇ψ0∇T0 − T0∇n0∇ψ0 −
3
2
n0(T0 − TL) = 0,
ψ0 + 1
n0
∇ψ0∇n0 = 0,
(2.15)
with
n0 = n¯0, ψ0 = ψ¯0, T0 = T 0 on Γ. (2.16)
Once we establish the solutions for (2.15) and (2.16), we can obtain φ0 from (2.6). So we only need to find the
solutions of (2.15) and (2.16). In the following we apply Schauder fixed-point theorem to obtain the solutions of (2.15)
and (2.16).
We first define a closed convex set
B = {(m, θ) ∈ C1,δ(Ω)×C1,δ(Ω): n01 m n02, T01  θ  T02, ‖m‖C1,δ  k1, ‖θ‖C1,δ  k2},
where the positive numbers n0i , T0i , ki (i = 1,2), will be defined below. Choosing (m, θ) ∈ B , we can set up a map
S : (m, θ) → (n,T ) by solving⎧⎨⎩ψ¯ +
∇m
m
∇ψ¯ = 0,
ψ¯ |∂Ω = ψ¯0,
(2.17)
for ψ¯ , then solving
T0 + 3m2 ∇ψ¯ · ∇T0 − ∇m · ∇ψ¯T0 −
3m
2τ
(
T0 − TL(x)
)= 0, (2.18)
with
T0|∂Ω = T 0, (2.19)
and
div
(
θ
m
∇n0
)
+ θ∇ψ¯ · ∇n0 − 32∇ψ¯ · ∇θn0 +
3
2
n0
(
θ − TL(x)
)= n0 − b(x), (2.20)
with
n0|∂Ω = n¯0. (2.21)
Obviously, applying the standard Hölder-estimate for the second-order linear elliptic equation to (2.17), we know that
there exists a unique ψ¯ , satisfying
‖ψ¯‖C2,δ  C(n01, n02, k1). (2.22)
Moreover, using the Lp-theory of the second-order linear elliptic equation to (2.18)–(2.19) and (2.20)–(2.21), we can
show that
S(B) = (n0, T0) ∈ W 2,q (Ω)×W 2,q (Ω).
It is easy to show that under the assumption (H3) S(B) is precompact in C1,δ(Ω)×C1,δ(Ω) by Sobolev’s imbedding
theorem. Moreover, the continuity of S, regarded as a map of a subset of C1,δ(Ω)×C1,δ(Ω) into itself, can be proved
by standard arguments based on W 2,q -estimates for solutions of linear elliptic equation and are omitted here. In order
to apply the Schauder fixed-point theorem, it remains to prove that S(B) ⊂ B .
Indeed, using (T0 −Θ)+ = max(T0 −Θ,0) (Θ = max(TL2, T )) as a test function in the weak formulation of (2.18),
we have
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∫
∇m · ∇ψ¯T0(T0 −Θ)+ dx
= −
∫ 3m
2
(
T0 − TL(x)
)
(T0 −Θ)+ dx. (2.23)
Applying Cauchy–Schwarz’s and Young’s inequalities, we can deduce
−
∫ 3m
2
∇ψ¯ · ∇(T0 −Θ)+(T0 −Θ)+ dx  C
∫ (∣∣∇(T0 −Θ)+∣∣2 + ∣∣(T0 −Θ)+∣∣2)dx,
and
−
∫
∇m · ∇ψ¯T0(T0 −Θ)+ dx =
∫
∇m · ∇ψ¯(T0 −Θ +Θ)(T0 −Θ)+ dx
 C
∫
(T −Θ)(T −Θ)+ dx +C(k1)
∫
(T −Θ)+ dx.
Moreover, for the right-hand side of (2.23), we have
−
∫ 3m
2
(
T0 − TL(x)
)
(T0 −Θ)+ dx = −
∫ 3m
2
(
T0 −Θ +Θ − TL(x)
)
(T0 −Θ)+ dx
−3n02
2
∫
(T0 −Θ)(T0 −Θ)+ dx
−
∫ 3m
2
(
Θ − TL(x)
)
(T0 −Θ)+ dx  0.
Putting above inequalities into (2.23), we find that∫ ∣∣∇(T0 −Θ)+∣∣2 dx C(meas(T0 >Θ)) 12( ∫ ∣∣(T0 −Θ)+∣∣2 dx) 12 ,
then using Poincaré’s inequality, we obtain∥∥∇(T0 −Θ)+∥∥2  C(meas(T0 >Θ)) 12 . (2.24)
It is shown from Sobolev’s imbedding theorem that, the imbedding H 10 (Ω) ↪→ Lr(Ω) is continuous for r ∈ [2,∞] if
d = 2, for r ∈ (2,6] if d = 3, and it is well known for Θ˜ > Θ and r > 2, the inequality(
meas(T0 > Θ˜)
) 1
r (Θ˜ −Θ)C∥∥(T0 −Θ)+∥∥1,2 (2.25)
holds. Therefore, we get from (2.24)–(2.25) and Poincaré’s inequality that, there exists a positive constant C such that
meas(T0 > Θ˜)
Cr
(Θ˜ −Θ)r
(
meas(T0 >Θ)
) r
2 .
Choosing r2 > 1, we can apply the Stampacchia’s lemma [21] to (2.26), and obtain
T0 Θ +C, x ∈ Ω.
So, we can take T02 = 2Θ so that
T0  T02, x ∈ Ω. (2.26)
On the other hand, taking Θ = max(TL1, T ) and using (−T0+Θ)+ as a test function in the weak formulation of (2.18),
and repeating the above procedures, we can obtain
T0  T01, x ∈ Ω, T01 = 12Θ. (2.27)
Similarly, taking N = max(n¯, b2) and using (n0 −N)+ = max(n0 −N,0) as the test function in the weak formu-
lation of (2.20), we have
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m
∣∣∇(n0 −N)+∣∣2 dx − ∫ θ∇ψ¯ · ∇(n0 −N)+(n0 −N)+ dx
+
∫
n0
(
3
2
∇ψ¯ · ∇θ − 3
2
(
θ − TL(x)
))
(n0 −N)+ dx = −
∫ (
n0 − b(x)
)
(n0 −N)+ dx. (2.28)
For the first two terms in the left-hand side of (2.28), we have∫
θ
m
∣∣∇(n0 −N)+∣∣2 dx  T01
n02
∫ ∣∣∇(n0 −N)+∣∣2 dx,
and
−
∫
θ∇ψ¯ · ∇(n0 −N)+(n0 −N)+ dx  C
( ∫ ∣∣(n0 −N)+∣∣2 dx + ∫ ∣∣∇(n0 −N)+∣∣2 dx).
Moreover, noting (H7), the third term in the left-hand side of (2.28) yields∫
n0
(
3
2
∇ψ¯ · ∇θ − 3
2
(
θ − TL(x)
))
(n0 −N)+ dx C
∫
(n0 −N)+ dx,
and the right-hand side in (2.28) leads to
−
∫ (
n− b(x))(n0 −N)+ dx = −∫ (n0 −N +N − b(x))(n0 −N)+ dx
−
∫ (
n0 −N +N − b(x)
)
(n0 −N)+ dx  0.
Insertion the above four inequalities into (2.28) yields∫ ∣∣∇(n0 −N)+∣∣2 dx  C(meas(n0 >N)) 12( ∫ ∣∣(n0 −N)+∣∣2 dx) 12 ,
which leads to∥∥∇(n0 −N)+∥∥2  C(meas(n0 >N)) 12 .
Similar to (2.26) and (2.27), we can show that
n0  n02, x ∈ Ω, n02 = 2N. (2.29)
For the lower bound, taking N = min(n, b1) and using (−n0 + N)+ as a test function in the weak formulation
of (2.20), and repeating the above procedures, we can obtain
n0  n01, x ∈ Ω, n01 = 12N. (2.30)
Finally, in terms of the standard Lp-theory as previously stated and from (2.18)–(2.19) and (2.20)–(2.21), we have
‖n‖2,q ,‖T ‖2,q  C
(‖n¯0‖2,q , n01, n02, T01, T02, k2).
Then choosing  small enough such that k1, k2  1, we have∥∥(n,T )∥∥
C1,δ  C
∥∥(n,T )∥∥2,p C(n01, n02, TL1, TL2, b1, b2, T01, T02,1) := (k1, k2).
Hence, Schauder’s theorem can guarantee the existence of (n0, T0). Next, we can compute ψ0 by solving (2.6)
replacing m with n0. So, we have established the existence of the strong solution (n0,ψ0, T0) for (2.15) and (2.16).
Further, from (2.6), one has a unique φ0 ∈ W 2,q(Ω) satisfying (2.14)4. This completes the proof. 
Now we consider the problem (2.8)–(2.12). Assume that for some k  1 we know all (nj ,ψj , Tj ,φj ) for
0 j  k − 1, solutions of the problem (2.3)–(2.7) if j = 0 or (2.8)–(2.12) in which k is replaced by j  1. Eliminat-
ing φk in (2.9) and (2.11), we obtain the following linear problem for (ψk,nk, Tk):
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ψk + 1
n0
∇n0∇ψk − ∇ψ0
(n0)2
nk + ∇ψ0
n0
∇nk = gk1,
div(T0 ln′ n0∇nk)− nk + div(T0nk∇ ln′ n0) = gk2,
Tk − ∇n0∇ψ0Tk − 32n0Tk +
3
2
n0∇ψ0∇Tk + ∇nk∇ψ0T0
+ ∇n0∇ψkT0 + 32nkT0 −
3
2
nk∇ψ0∇T0 − 32n0∇ψk∇T0 = g
k
3,
(2.31)
with (2.12), where gk1, gk2 and gk3 are defined as
gk1 = −
1
n0
k−1∑
i=1
div(ni∇ψk−i ),
gk2 = ψk−1 − div(Tk∇ lnn0)−Tk − divf k−1 −
1
2

(
k−1∑
i=0
∇ψi∇ψk−1−i
)
,
gk3 =
k−1∑
i+j=1
∇ni∇ψjTk−i−j − 32
k−1∑
i+j=1
ni∇ψj∇ψk−i−j + 32
k−1∑
i=1
niTk−i − 12
k−1∑
i+j=1
ni∇ψj∇ψk−i−j .
Lemma 2.2. Let m  1 and 1  k  m. Assume that (nj ,ψj , Tj ) ∈ W 2,q (Ω) × C2,δ(Ω) × W 2,q (Ω) for all
0 j  k − 1. Then, gk1 ∈ Cδ(Ω), gk2 ∈ Lq(Ω), gk3 ∈ W 1,q (Ω).
Proof. From the continuous injection W 2,q (Ω) ↪→ C1,δ(Ω), it is clear that gk1 ∈ Cδ(Ω) and gk3 ∈ W 1,q (Ω). In the
following we mainly take care of gk2 ∈ Lq(Ω). Since Tk,divf k−1 ∈ Lq(Ω) and
(∇ψk−1−i∇ψi) = ∇(ψk−1−i ) · ∇ψi + ∇(ψi) · ∇ψk−1−i + 2
d∑
l,j=1
∂2ψk−1−i
∂xl∂xj
∂2ψi
∂xl∂xj
,
the problem of gk2 ∈ Lq(Ω) is reduced to show that for all k  1, ψk can be expressed as a function of at most
first-order derivatives of (ni)0ik−1 and (ψi)0ik−1, and the first-order derivatives in ψk are linear.
Indeed, noting that
ψ0 = ∇n0
n0
∇ψ0,
then the assertion is true for k = 0. Assume that it is true for all 0 i  k − 1. From (2.31)1, we have
ψk = 1
n0
k∑
i=0
∇nk−i · ∇ψi + 1
n0
k−1∑
i=0
nk−i ·ψi.
This shows the assertion for k. Therefore we can deduce that gk2 ∈ Lq(Ω). 
Consequently, for all 0  k  m, the linear problem (2.31) and (2.12) has a unique solution (nk,ψk,Tk) ∈
W 2,q(Ω) × C2,δ(Ω) × W 2,q (Ω). Further, from the standard theory of the second-order elliptic PDEs, (2.11) gives a
unique φk ∈ W 2,q (Ω). In summary, we have
Theorem 2.3. Let m ∈ N and the assumptions (A1)–(A7) hold. Then there exists a unique asymptotic expansion up to
order m, i.e. for all 0  k  m, there exists a unique profile (nk,ψk,Tk,φk) ∈ W 2,q (Ω) × C2,δ(Ω) × W 2,q (Ω) ×
W 2,q(Ω), solution to the problem (2.3)–(2.7) if k = 0 or (2.8)–(2.12) if 1  k  m. Moreover, n01  n0  n02,
T01  T0  T02 for all x ∈ Ω .
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Let (nma,ε,ψma,ε, T ma,ε, φma,ε) be the approximate solution of order m defined by
nma,ε =
m∑
k=0
εknk, ψ
m
a,ε =
m∑
k=0
εkψk, T
m
a,ε =
m∑
k=0
εkTk, φ
m
a,ε =
m∑
k=0
εkφk, (3.1)
where (nk,ψk,Tk,φk)0km is the unique solution of (2.3)–(2.7) for k = 0 and (2.8)–(2.12) for 1 k m. Further,
we determine the system verified by the approximate solution (nma,ε,ψma,ε, T ma,ε, φma,ε):
div
(
nma,ε∇ψma,ε
)= εm+1Dε1, (3.2)
ε
2
∇(∣∣∇ψma,ε∣∣2)+ T ma,εnma,ε ∇nma,ε + ∇T ma,ε = ∇φma,ε + ε∇ψma,ε + εm+1Dε2, (3.3)
Tma,ε +
3nma,ε
2
∇ψma,ε∇T ma,ε − T ma,ε∇nma,ε∇ψma,ε = −
ε
2
nma,ε
∣∣∇ψma,ε∣∣2 + 32nma,ε(T ma,ε − TL)+ εm+1Dε3, (3.4)
φma,ε = nma,ε − b(x), (3.5)
with
nma,ε =
m∑
k=0
εkn¯k, ψ
m
a,ε =
m∑
k=0
εkψ¯k, T
m
a,ε =
m∑
k=0
εkT k, φ
m
a,ε =
m∑
k=0
εkφ¯k on Γ . (3.6)
Similar to Lemma 3.1 in [18], we can control the residual of the formal approximation (nma,ε,ψma,ε , T ma,ε, φma,ε) of
(3.2)–(3.5). More precisely, we have
Lemma 3.1. Assume that (ni,ψi, Ti, φi) ∈ W 2,q(Ω) × C2,δ(Ω) × W 2,q(Ω) × W 2,q(Ω) for all 0 i m. Then the
sequences (∇Dε1)ε>0 and (divDε2)ε>0 are bounded in Lq(Ω), and (Dε3)ε>0 is bounded in W 1,q (Ω).
For fixed ε, from the results in [15], we can establish the unique existence of (nε,ψε, Tε,φε), which solves⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
div(nε∇ψε) = 0,
ε
2
∇(|∇ψε|2)+ Tε
nε
∇nε + ∇Tε = ∇φε + ε∇ψε,
Tε + 3nε2 ∇ψε∇Tε − Tε∇nε∇ψε = −
ε
2
nε|∇ψε|2 + 32nε(Tε − TL),
φε = nε − b(x)
in Ω, (3.7)
and ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
nε =
m∑
k=0
εkn¯k + nm+1D,ε , ψε =
m∑
k=0
εkψ¯k +ψm+1D,ε ,
Tε =
m∑
k=0
εkT k + T m+1D,ε , φε =
m∑
k=0
εkφ¯k + φm+1D,ε
on Γ. (3.8)
Lemma 3.2. (See [15].) Under the assumptions (A1)–(A7), there exists ε1 > 0 such that for all ε ∈ [0, ε1] the problem
for (3.7) and (3.8) has a unique solution (nε,ψε, Tε,φε) ∈ W 2,q (Ω)×C2,δ(Ω)×W 2,q (Ω)×W 2,q (Ω) with nmax 
nε  nmin > 0 and Tmax  Tε  nmin > 0. Furthermore, we have
‖nε‖W 2,q (Ω)  C, ‖ψε‖C2,δ(Ω) C( + ε), ‖Tε‖W 2,q (Ω) C, ‖φε‖W 2,q (Ω)  C. (3.9)
The goal of this paper is to show the following result:
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approximate solution given by the asymptotic expansion (3.1). Let the assumptions (H1)–(H7) hold. Then there exists
ε0 > 0 such that for all ε ∈ (0, ε0], we have the following estimates:∥∥nε − nma,ε∥∥W 2,q (Ω) Cεm+1, ∥∥ψε −ψma,ε∥∥C2,δ(Ω)  Cεm+1, (3.10)∥∥Tε − T ma,ε∥∥W 2,q (Ω)  Cεm+1, ∥∥φε − φma,ε∥∥W 2,q (Ω)  Cεm+1, (3.11)
where C > 0 is a constant independent of ε.
By subtraction of the systems (3.2)–(3.5) and (3.7), we obtain
div
(
nma,ε∇ψma,ε
)− div(nε∇ψε) = εm+1Dε1, (3.12)
ε
2
∇(∣∣∇ψma,ε∣∣2 − |∇ψε|2)+ T ma,εnma,ε ∇nma,ε − Tεnε ∇nε + ∇T ma,ε − ∇Tε
= ∇φma,ε + ε∇ψma,ε − ∇φε − ε∇ψε + εm+1Dε2, (3.13)

(
T ma,ε − Tε
)+ 3nma,ε
2
∇ψma,ε∇T ma,ε −
3nε
2
∇ψε∇Tε − T ma,ε∇nma,ε∇ψma,ε + Tε∇nε∇ψε
= −ε
2
(
nma,ε
∣∣∇ψma,ε∣∣2 − nε|∇ψε|2)+ 32(nma,ε(T ma,ε − TL)− nε(Tε − TL))+ εm+1Dε3, (3.14)

(
φma,ε − φε
)= nma,ε − nε (3.15)
and corresponding boundary value conditions on Γ :
nε − nma,ε = nm+1D,ε , ψε −ψma,ε = ψm+1D,ε , Tε − T ma,ε = T m+1D,ε , φε − φma,ε = φm+1D,ε . (3.16)
Eliminating φε − φma,ε , we obtain the following system in Ω
div
(
nma,ε∇ψma,ε
)− div(nε∇ψε) = εm+1Dε1, (3.17)
ε
2

(∣∣∇ψma,ε∣∣2 − |∇ψε|2)+ div(T ma,εnma,ε ∇nma,ε − Tεnε ∇nε
)
+(T ma,ε − Tε)
= nma,ε − nε + ε
(
ψma,ε −ψε
)+ εm+1 divDε2, (3.18)

(
T ma,ε − Tε
)+ 3nma,ε
2
∇ψma,ε∇T ma,ε −
3nε
2
∇ψε∇Tε − T ma,ε∇nma,ε∇ψma,ε + Tε∇nε∇ψε
= −ε
2
(
nma,ε
∣∣∇ψma,ε∣∣2 − nε|∇ψε|2)+ 32(nma,ε(T ma,ε − TL)− nε(Tε − TL))+ εm+1Dε3. (3.19)
For the proof of Theorem 3.3, we first give an important lemma in [18] as follows.
Lemma 3.4. Let Iε = 12(|∇ψε|2 − |∇ψma,ε|2). Under the assumption (ni,ψi, Ti) ∈ W 2,q(Ω)×C2,δ(Ω)×W 2,q (Ω)for all 0 i m, there exists a constant C > 0 independent of ε such that
‖Iε‖Lq(Ω)  C
(
( + ε)∥∥nε − nma,ε∥∥W 2,q + ∥∥ψε −ψma,ε∥∥C2,δ + εm+1). (3.20)
Proof of Theorem 3.3. Let
Fε = Iε −
(
ψε −ψma,ε
)− εm divDε2.
Then Eq. (3.18) can be written as
div
(
T ma,ε∇ lnnma,ε − Tε∇ lnnε
)+(T ma,ε − Tε)= nma,ε − nε − εFε. (3.21)
By Lemmas 3.2 and 3.4, we have
‖Fε‖Lq(Ω)  C
(∥∥ψε −ψma,ε∥∥ 2,δ + ∥∥nε − nma,ε∥∥ 2,q + εm).C (Ω) W (Ω)
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condition (3.16) give∥∥lnnma,ε − lnnε∥∥W 2,q (Ω)  C(ε∥∥ψε −ψma,ε∥∥C2,δ(Ω) + ∥∥Tε − T ma,ε∥∥W 2,q (Ω)
+ ( + ε)∥∥nε − nma,ε∥∥W 2,q (Ω) + εm+1). (3.22)
On the other hand, we rewrite (3.19) as

(
T ma,ε − Tε
)+ 3nma,ε
2
∇ψma,ε∇
(
T ma,ε − Tε
)− ∇nma,ε∇ψma,ε(T ma,ε − Tε)− 32nma,ε(T ma,ε − Tε)= Gε, (3.23)
where
Gε = −
3nma,ε
2
∇Tε∇
(
ψma,ε −ψε
)− 3
2
∇Tε∇ψε
(
nma,ε − nε
)+ Tε∇nma,ε∇(ψma,ε −ψε)
+ Tε∇ψε∇
(
nma,ε − nε
)− ε
2
(
nma,ε
∣∣∇ψma,ε∣∣2 − nε|∇ψε|2)− 32 (Tε − TL)(nma,ε − nε)+ εm+1Dε3.
Similarly, under the assumption (A6), Lemmas 9.15 and 9.17 in Ref. [7] applied to Eq. (3.23) and the boundary
condition (3.16) give∥∥T ma,ε − Tε∥∥W 2,q (Ω)  C(∥∥ψε −ψma,ε∥∥C2,δ(Ω) + ( + ε)∥∥nε − nma,ε∥∥W 2,q (Ω) + εm+1). (3.24)
Noting that ln is smooth and strictly increasing, we have
C
∥∥nma,ε − nε∥∥W 2,q (Ω)  ∥∥lnnma,ε − lnnε∥∥W 2,q (Ω). (3.25)
From (3.22), (3.24) and (3.25), we conclude that for ε small enough∥∥nma,ε − nε∥∥W 2,q (Ω)  C(∥∥ψma,ε − ϕε∥∥C2,δ(Ω) + εm+1). (3.26)
Next, we rewrite Eq. (3.12) under the form

(
ψε −ψma,ε
)− nma,ε
nma,ε
∇(ψε −ψma,ε)= gε, (3.27)
where
gε = 1
nma,ε
div
((
nε − nma,ε
)∇ψε)+ εm+1
nma,ε
Dε1
nma,ε
.
From (3.27) and the continuous injection from W 2,q (Ω) to C1,δ(Ω), we have
‖gε‖C0,δ(Ω)  C
(
( + ε)∥∥nma,ε − nε∥∥W 2,q (Ω) + εm+1).
Hence, we have∥∥ψma,ε − ϕε∥∥C2,δ(Ω)  C(( + ε)∥∥nma,ε − nε∥∥C2,δ(Ω) + εm+1). (3.28)
We deduce from (3.26) and (3.28) that, for all ε small enough∥∥nma,ε − nε∥∥W 2,q (Ω)  Cεm+1, (3.29)
which yields∥∥ψma,ε − ϕε∥∥C2,δ(Ω),∥∥T ma,ε − Tε∥∥W 2,q (Ω)  Cεm+1. (3.30)
Finally, (3.15) gives∥∥φma,ε − φε∥∥W 2,q (Ω)  Cεm+1. (3.31)
This completes the proof of Theorem 3.3. 
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