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Resumo
A principal contribuic¸a˜o desta tese e´ a proposta de uma metodologia usando
a´lgebra de dio´ides e equac¸o˜es max-plus para recursivamente identificar com-
ponentes e caminhos em um sistema dinaˆmico que geram defeitos em caracte-
r´ısticas de produto. Esse problema e´ uma preocupac¸a˜o importante para va´rios
processos de manufatura e de nego´cio ao redor do mundo. Essa abordagem
ainda na˜o foi discutida na literatura de diagno´stico de falhas e apresenta um
grande ganho computacional considerando as perspectivas de diagno´stico e
isolamento de falhas. O me´todo consiste na modelagem das trajeto´rias de um
sistema dinaˆmico atraves de um grafo de eventos temporizado, um tipo parti-
cular de rede de Petri cujos disparos sa˜o identificados por equac¸o˜es max-plus.
Em seguida realiza-se a identificac¸a˜o de paraˆmetros estoca´sticos de atraso nos
lugares dessa rede artificialmente constru´ıda. Embora o modelo da rede na˜o
corresponda ao modelo do sistema estudado, a identificac¸a˜o desses atrasos per-
mite inferir taxas de defeito na planta. Finalmente, e´ proposta a identificac¸a˜o
desses paraˆmetros na rede com observac¸o˜es parciais de defeitos no sistema,
usando um procedimento baseado em programac¸a˜o linear inteira. Propo˜e-se
ainda a inserc¸a˜o dessa metodologia em te´cnicas de identificac¸a˜o de defeitos ja´
praticadas no mercado, particularmente em processos de manufatura. Exem-
plos nume´ricos sa˜o apresentados ilustrando a eficieˆncia dos me´todos propostos
em termos da acura´cia dos resultados e do esforc¸o computacional requerido.
Palavras-chave: Sistemas a eventos discretos. A´lgebra Max-plus. Melhoria de
processos. Localizac¸a˜o de falhas. Otimizac¸a˜o. Pesquisa Operacional. Controle
de qualidade.
Abstract
This thesis proposes, as main contribution, a new methodology for using di-
oid algebra and max-plus equations to recursively identify components and
paths in a dynamic system that generates defects in particular products. This
problem is a capital concern in many manufacturing processes as well as bu-
siness processes around the world. This approach has not yet been discussed
in the literature and presents a great computational gain regarding the fault
diagnosis and isolation. The method consists of modelling trajectories from
a dynamic system using a timed event graph, a particular kind of Petri net
where its daters can be modelled by max-plus linear equations. Next a pa-
rameter identification of these daters is conducted in the proposed Petri net.
Although the designed Petri net does not correspond to the studied system,
its daters can be used to infer defect rates on activities from the real system.
Finally, the identification of data using partial observations from the system is
proposed through the use of linear integer programming techniques. It is also
proposed the use of this methodology in combination of common fault iden-
tification methods in the industry, particularly in manufacturing processes.
Numerical examples are presented illustrating the efficiency of the proposed
methods in terms of accuracy and required computational burden.
Keywords: Discrete Event Systems. Max-plus algebra. Process improvement.
Fault diagnosis. Optimization. Operations Research. Quality control.
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Introduc¸a˜o Geral
A importaˆncia de estudar sistemas dinaˆmicos a eventos discretos tem crescido
enormemente nas u´ltimas de´cadas, devido principalmente ao fato de muitos processos re-
ais - como sistemas de manufatura, redes de comunicac¸a˜o, malhas log´ısticas, sistemas de
sau´de e processos de nego´cios em geral - envolverem contagem discreta de objetos e/ou
serem dependentes da ocorreˆncia de eventos (Cassandras and Lafortune, 2008). A comple-
xidade desses processos associada ao aumento na exigeˆncia dos requisitos por qualidade,
confiabilidade, custo e tempo de entrega faz do estudo do diagno´stico de falhas uma im-
portante ferramenta para gestores, analistas e tomadores de decisa˜o envolvidos (Sampath
et al., 1995). Nesse contexto, o diagno´stico tem sido estudado atrave´s de uma variedade
de me´todos, como autoˆmatos (Sampath et al., 1995), redes de Petri (Cabasino et al.,
2011) e ma´quinas de estado hiera´rquicas (Mohammadi-Idghamishi and Hashtrudi-Zad,
2004). Um levantamento mais completo das te´cnicas usadas no diagno´stico de falhas e´
feito em Zaytoon and Lafortune (2013). Recentemente trabalhos voltados ao tema tem
sido realizados no contexto alge´brico, particularmente no estudo dos tempos de ocorreˆncia
de falhas (Baniardalani and Askari, 2013).
As abordagens propostas ate´ o momento exigem um grande esforc¸o na mo-
delagem inicial do sistema e seus mecanismos de falha, limitados pela maldic¸a˜o da di-
mensionalidade (Zaytoon and Lafortune, 2013). Ale´m disso o diagno´stico estudado na
literatura, ate´ onde se foi poss´ıvel verificar, lida apenas com falhas em ma´quinas e esta-
c¸o˜es de trabalho e seus respectivos paraˆmetros e atuadores, como no caso de vazamento
de tanques (Zaytoon and Lafortune, 2013).
De acordo com a teoria de ana´lise de perturbac¸o˜es desenvolvida em Ho and
Cao (1991) e Ho (1987) e´ poss´ıvel extrair infomac¸o˜es significativas a respeito da dinaˆmica
de um sistema usando apenas sua trajeto´ria; em particular Ho (1987) resume a ana´lise de
perturbac¸o˜es como uma forma anal´ıtica de processar informac¸a˜o inerente a uma execuc¸a˜o
de um experimento. Existe portanto um grande potencial de explorar me´todos anal´ıticos
baseados no conceito de extrair informac¸o˜es na˜o-triviais de sistemas discretos atrave´s da
observac¸a˜o de uma trajeto´ria amostral qualquer, particularmente quando o interesse e´ o
diagno´stico de defeitos nesses sistemas.
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As limitac¸o˜es conceituais e a complexidade no que diz respeito a` modelagem
de problemas de qualidade motivaram a partir da de´cada de 80 o surgimento de uma
se´rie de filosofias e metodologias que lidam com o novo patamar global de exigeˆncias de
mercado a respeito dos produtos fabricados, tais como o Seis Sigma (Pyzdek and Keller,
2009) e o Lean Manufacturing (Womack et al., 2007). Estas sa˜o fortemente baseadas em
heur´ısticas no que diz respeito a` melhoria global do sistema, sem uma modelagem forma-
lizada de sistemas dinaˆmicos envolvidos, nem uma garantia de efetividade em todos os
processos; mesmo o Seis Sigma, que usa te´cnicas estat´ısticas avanc¸adas como desenho de
experimentos e simulac¸o˜es, carece de uma prova teo´rica formal a respeito de seu funciona-
mento e das limitac¸o˜es que esse paradigma oferece (assunto tambe´m tratado na literatura
de maneira mais pragma´tica).
Considerando esse cena´rio, a proposta deste trabalho visa explorar os conceitos
de diagno´stico de falhas em sistemas a eventos discretos atrave´s da formalizac¸a˜o de um
modelo generalizado usando a´lgebra de dio´ides que obtenha a rastreabilidade e isolamento
de defeitos produzidos nesses sistemas, posicionando a abordagem proposta como um
potencial substituto ou complemento formal para as te´cnicas ja´ utilizadas no mercado.
Para o modelo proposto, diferentemente do encontrado na literatura, o principal interesse
e´ identificar lugares (tais como ma´quinas ou processos de nego´cio) que ocasionam mais
defeitos em itens/pec¸as sendo roteados pelo fluxo do sistema.
A estrutura desse trabalho e´ divida como a seguir. O cap´ıtulo 1 apresenta
uam revisa˜o e principais resultados da a´lgebra de dio´ides e sua representac¸a˜o por redes de
Petri. O cap´ıtulo 2 introduz o modelo de identificac¸a˜o de falhas propriamente dito, bem
como defic¸o˜es extras necessa´rias para sua elaborac¸a˜o. O cap´ıtulo 3 apresenta resultados
da te´cnica proposta e suas variantes, ale´m de apresentar uma integrac¸a˜o com os mode-
los de melhoria e gesta˜o ja´ usados no mercado. Esses modelos esta˜o melhor descritos
nos apeˆndices desse trabalho. Finalmente, o cap´ıtulo 4 conclui a dissertac¸a˜o e oferece
perspectivas sobre novos pontos a serem explorados no modelo.
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Capı´tulo1
Sistemas Max Plus
1.1 Modelagem de Sistemas Discretos
Segundo Cabasino, Giua, Pocci and Seatzu (2011), o paradigma de modelagem
por redes de Petri tem sido recentemente aplicado ao problema de diagno´stico em sistemas
discretos, particularmente por sua vantagem quanto a` dupla possibilidade de representac¸a˜o
(gra´fica e matema´tica) bem como a` natureza intrinsecamente distribu´ıda da rede reduzem
a complexidade computacional para essa classe de problemas. Genc and Lafortune (2007)
reforc¸am ainda essas vantagens sobre a modelagem tradicional de autoˆmatos ao tambe´m
afirmar a natureza distribu´ıda do paradigma e adicionar a propriedade de acoplamento
de processos da planta atrave´s do uso de lugares comums na rede de Petri. Murata (1989)
ainda afirma que o paradigma e´ um meio poderoso de comunicac¸a˜o entre profissionais e
teo´ricos, onde o primeiro aprende a construir modelos mais meto´dicos e o segundo pode
construir modelos mais pra´ticos. E´ apresentada a seguir uma revisa˜o teo´rica da chamada
A´lgebra de Dio´ides, com foco em particular na A´lgebra Max-Plus, muito usada para
modelar tipos espec´ıficos de redes de Petri.
1.1.1 Redes de Petri
As redes de Petri (RPs) sa˜o um paradigma de modelagem proposto por Carl
Adam Petri em sua dissertac¸a˜o submetida em 1962 na Universidade Te´cnica de Darms-
tadt; elas representam uma poderosa forma de modelar sistemas discretos, sendo poss´ıvel
construir equac¸o˜es de estado, alge´bricas e outras construc¸o˜es matema´ticas para o com-
portamento desses sistemas (Murata, 1989). Sua generalidade e facilidade de construc¸a˜o
permite a aplicac¸a˜o em praticamente qualquer a´rea ou sistema que pode ser constru´ıdo
graficamente como um fluxograma e que precisa de meios para modelar paralelismos e/ou
concorreˆncias em sua estrutura: aplicac¸o˜es sa˜o encontradas em a´reas como sistemas de
software distribu´ıdos, bancos de dados distribu´ıdos, sistemas industriais de controle e ma-
nufatura flex´ıvel, sistemas discretos, redes neurais, modelos de decisa˜o e protocolos de
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comunicac¸a˜o (Murata, 1989). A formalizac¸a˜o da estrutura de uma RP encontra-se na
Definic¸a˜o 1.1.
Definic¸a˜o 1.1. Uma rede de Petri e´ definida como a qu´ıntupla (P, T,A, ω,M0) onde P
e´ um conjunto finito de lugares, T e´ um conjunto finito de transic¸o˜es, A e´ um conjunto
de arcos, A ⊆ (P × T ) ∪ (T × P ), ω e´ uma func¸a˜o de pesos, ω : A → {1, 2, 3, . . . } e
M0 : P → {0, 1, 2, . . . } e´ a marcac¸a˜o inicial de cada lugar.
Graficamente, cada lugar p ∈ P e´ representado por um c´ırculo, enquanto as
transic¸o˜es t ∈ T sa˜o representadas por barras; as marcac¸o˜es m ∈ M0 sa˜o representadas
por pontos (ou fichas) em cada lugar, na quantidade indicada por m (ou seja, um lugar
com treˆs marcac¸o˜es possui treˆs pontos). As marcac¸o˜es tambe´m podem ser representadas
algebricamente atrave´s do vetor x =
[
m1, · · · ,m|P |
]
(Baccelli et al., 1992).
A cada transic¸a˜o tj ∈ T e´ poss´ıvel associar um conjunto de lugares de entrada
I(tj) e um conjunto de lugares de sa´ida O(tj) conforme as definic¸o˜es abaixo:
Definic¸a˜o 1.2. Um lugar pi ∈ P e´ um lugar de entrada de tj, tj ∈ T se existe algum arco
de pi a tj; dessa forma I(tj) =
{
pi : (pi, tj) ∈ A
}
.
Definic¸a˜o 1.3. Um lugar pi ∈ P e´ um lugar de sa´ıda de tj, tj ∈ T se existe algum arco
de tj a pi; dessa forma O(tj) =
{
pi : (tj, pi) ∈ A
}
.
Os conjuntos de transic¸o˜es de sa´ıda O(pi) e de entrada I(pi) podem ser defini-
dos de maneira ana´loga.
Na modelagem por RP existem diversas interpretac¸o˜es para os lugares, mar-
cac¸o˜es e transic¸o˜es; pode-se por exemplo usar o conceito de eventos e condic¸o˜es para os
mesmos ocorrerem, onde os lugares e suas marcac¸o˜es iniciais representam as condic¸o˜es,
enquanto as transic¸o˜es representam eventos; outras interpretac¸o˜es consideram as fichas
como a quantidade de recursos dispon´ıveis para o sistema. Na Tabela 1 encontram-se
algumas interpretac¸o˜es comuns para as estruturas da rede. Como muitos sistemas podem
Lugares de Entrada Transic¸o˜es Lugares de Sa´ıda
Pre´-condic¸o˜es Eventos Po´s-condic¸o˜es
Dados de entrada Etapa computacional Dados de sa´ıda
Sinais de entrada Processadores de sinais Sinais de sa´ıda
Recursos necessa´rios Tarefas ou atividades Recursos liberados
Condic¸o˜es Cla´usula em lo´gica Concluso˜es
Filas Processadores Filas
Tabela 1 – Algumas interpretac¸o˜es t´ıpicas de transic¸o˜es e lugares. Adaptado de (Murata,
1989).
ser descritos em termos de estados e suas mudanc¸as, para simular o comportamento dinaˆ-
mico de um sistema, as marcac¸o˜es (consideradas estados) de uma RP sa˜o obtidas atrave´s
das regras de disparo de transic¸a˜o abaixo:
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• Uma transic¸a˜o tj ∈ T e´ dita habilitada se cada lugar pi ∈ I(tj) possui no mı´nimo
ω(pi, tj) fichas (no mı´nimo ω(pi, tj) = 1);
• Uma transic¸a˜o habilitada pode ou na˜o disparar, dependendo se o evento modelado
realmente aconteceu no sistema;
• O disparo de uma transic¸a˜o habilitada consome ω(pi, tj) fichas de cada lugar de
entrada pi ∈ I(tj) e adiciona ω(pi, tj) fichas em cada lugar de sa´ıda pk ∈ O(tj).
Uma transic¸a˜o sem nenhum lugar de entrada e´ denominada de transic¸a˜o de
entrada desse sistema, enquanto transic¸o˜es que na˜o possuem nenhum lugar de sa´ıda sa˜o
denominadas de transic¸o˜es de sa´ıda do sistema.
Exemplo 1.1. Um exemplo de rede de Petri e´ ilustrado na Figura 1a, onde I(t1) = {p1}
e O(t1) = {p2, p3}; nesse caso a marcac¸a˜o inicial da rede e´ M0 = [2, 0, 0, 1]. Assumindo
que haja um disparo da transic¸a˜o t1, que esta´ habilitada, o estado (marcac¸a˜o da rede)
passa a ser [1, 1, 1, 1] conforme ilustrado na Figura 1b.
p1
p2
p3
p4
t1
t2
t3
(a) Exemplo de rede de Petri.
p1
p2
p3
p4
t1
t2
t3
(b) RP apo´s o disparo da transic¸a˜o t1.
Figura 1 – Exemplos de funcionamento de uma rede de Petri
Duas grandes capacidades de representac¸a˜o de uma RP e´ a construc¸a˜o de es-
truturas representando sincronismo, onde um recurso deve esperar a chegada de outro
para habilitar um disparo (Figura 2b), e conflitos por recursos (Figura 2a). A teoria
original de RPs lida com a sequenciamento de eventos, na˜o sendo de interesse a modela-
gem de quando esses eventos ocorrem; no entanto, para determinados problemas, como
avaliac¸a˜o de performance em redes, e´ necessa´ria a introduc¸a˜o de uma varia´vel temporal,
para responder perguntas de qua˜o rapidamente um determinado sistema pode produzir/
enviar pacotes (Baccelli et al., 1992). Essa temporizac¸a˜o pode ser feita de duas maneiras:
associando-se o tempo a`s transic¸o˜es (tempo de disparo) ou aos lugares (tempo de espera);
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p1
t1 t2
(a) Exemplo de conflito por recursos
em uma RP.
p2p1 p2
t1
(b) Exemplo de sincronismo em uma
RP.
Figura 2 – Exemplos de conflito e sincronismo em uma RP
a primeira e´ utilizada para modelar tempos de produc¸a˜o em sistemas de manufatura,
enquanto a segunda e´ mais utilizada para representar tempos de transporte ou comunica-
c¸a˜o. Uma RP temporizada por transic¸o˜es e´ dita t-temporizada, onde define-se o tempo de
disparo como o tempo entre o in´ıcio e o fim de um disparo, enquanto aquela temporizada
por lugares e´ dita p-temporizada, onde define-se tempo de espera como o tempo que uma
ficha permanece em um lugar antes de contribuir para a habilitac¸a˜o de alguma transic¸a˜o
posterior.
1.1.2 Grafos de Eventos Temporizados
Uma subclasse das RPs temporizadas sa˜o os grafos de eventos temporizados
(GETs), onde todos os lugares possuem exatamente uma transic¸a˜o de entrada e uma
transic¸a˜o de sa´ida (∀pi ∈ P, |I(pi)| = 1, |O(pi)| = 1), conforme a Definic¸a˜o 1.4. Os GETs
em particular na˜o permitem a modelagem de conflitos no sistema (como o ilustrado na
Figura 2a), pois as fichas de qualquer lugar na RP ja´ esta˜o direcionadas a uma u´nica
transic¸a˜o; por esse motivo muitas vezes os GETs sa˜o chamados de redes de Petri livres de
decisa˜o (Baccelli et al., 1992). Na˜o ha´ restric¸o˜es em relac¸a˜o a` estruturas de sincronismo
nessa subclasse, sendo ainda poss´ıvel representa´-las. Um exemplo de um grafo de eventos
p-temporizado e´ ilustrado na Figura 3.
Definic¸a˜o 1.4. Um grafo de eventos e´ uma rede de Petri temporizada onde, para qualquer
lugar p, os conjuntos de transic¸o˜es de sa´ıda O(p) e de transic¸o˜es de entrada I(p) sa˜o
unita´rios; a mesma particularidade na˜o se estende para os conjuntos de entrada I(t) e
sa´ıda O(t) de uma transic¸a˜o t qualquer.
1.1.3 Modelagem pela A´lgebra Max-Plus
Embora os GETs parec¸am a uma primeira impressa˜o um pior paradigma que
uma RP que modela concorreˆncias, a limitac¸a˜o dessa abordagem permite a descric¸a˜o dos
estados (marcac¸o˜es) e dinaˆmica temporal da rede como um sistema de equac¸o˜es lineares
muito similar a de sistemas dinaˆmicos usuais.
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1
1
1
2
3
u1 u2
x1 x2
x3
y
Figura 3 – Exemplo de um grafo de eventos p-temporizado; os valores ao lado de cada
lugar representam os atrasos de tempo iniciais.
Se considerarmos a p-temporizac¸a˜o de um grafo de eventos, podemos associar
a cada transic¸a˜o tj ∈ T uma sequeˆncia na˜o-decrescente xj(k), k = 1, 2, . . . , cuja trajeto´ria
conte´m o k -e´simo instante de disparo de tj; essas varia´veis sa˜o denominadas datadores,
e contem portanto a informac¸a˜o dos instantes de disparo de cada trajeto´ria de um GET.
Ale´m dos datadores, e´ poss´ıvel tambe´m definir para cada transic¸a˜o tj ∈ T uma sequeˆn-
cia na˜o-decrescente xj(t), t = 1, 2, . . . , cuja trajeto´ria conte´m o nu´mero de disparos da
transic¸a˜o tj no instante t
Se observamos os casos de sincronismo pass´ıveis de ocorreˆncia em uma GET,como
por exemplo o que ocorre na transic¸a˜o x1 da Figura 3, tem-se que o instante de disparo
da transic¸a˜o x1(k) e´ influenciado pelo instante de disparo x2(k) e u1(k) + 3; pela definic¸a˜o
de sincronismo, tem-se que o instante de disparo x1(k) e´ dado pela equac¸a˜o:
x1(k) = max{u1(k) + 3; x2(k − 1)} (1.1)
Exemplo 1.2. Considerando o GET ilustrado na Figura 3, as seguintes equac¸o˜es para
datadores sa˜o verdadeiras:
x1(k) = max{u1(k) + 3; x2(k)}
x2(k) = max{u2(k) + 1; x1(k) + 1}
x3(k) = max{x3(k) + 2; x2(k) + 1; x1(k)}
y(k) = max{x3(k) + 3; x2(k)}
(1.2)
O mesmo racioc´ınio pode aplicado aos contadores x1(t), x2(t), x3(t), y(t) pore´m
considerando o operador min ao inve´s de max (uma vez que pela regra de disparos de
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transic¸o˜es tj em uma RP e´ necessa´rio ter um nu´mero comum de fichas em todos os lugares
em I(tj), sendo portanto o operador min adequado para esse ca´lculo de dinaˆmica).
Embora as equac¸o˜es de sincronismo possuam natureza na˜o-linear, e´ poss´ıvel
realizar uma transformac¸a˜o alge´brica considerando o conjunto R∪{∞}∪{−∞} e definindo
as operac¸o˜es soma ⊕ = max e produto ⊗ = + sobre esse conjunto para obter uma
linearizac¸a˜o da dinaˆmica do GET, permitindo soluc¸o˜es mais simples para os sistemas
modelados. O conjunto R∪{∞}∪{−∞} e as operac¸o˜es de soma e multiplicac¸a˜o (max,+)
formam um dio´ide conhecido como Max-plus, notado por Rmax.
Exemplo 1.3. Considerando o GET ilustrado na Figura 3, e o dio´ide Rmax, podemos
reformular as equac¸o˜es (1.2) obtendo:
x1(k) = (u1(k)⊗ 3)⊕ x2(k)
x2(k) = (u2(k)⊗ 1)⊕ (x1(k)⊗ 1)
x3(k) = (x3(k)⊗ 2)⊕ (x2(k)⊗ 1)⊕ x1(k)
y(k) = (x3(k)⊗ 3)⊕ x2(k)
(1.3)
As equac¸o˜es (1.3) podem ainda ser reescritas na forma matricial:{
Xk+1 = (A0 ⊗Xk+1)⊕ (A1 ⊗Xk)⊕ (B0 ⊗ Uk+1)⊕ (B1 ⊗ Uk)
Yk = (C0 ⊗Xk)⊕ (C1 ⊗Xk−1)
(1.4)
onde:
Xk =
 x1(k)x2(k)
x3(k)
 ; Uk =
[
u1(k)
u2(k)
]
; Yk =
[
y(k)
]
;
A0 =
 −∞ −∞ −∞1 −∞ −∞
0 1 −∞
 ; A1 =
 −∞ 0 −∞−∞ −∞ −∞
−∞ −∞ 2
 ; B0 =
 3 −∞−∞ −∞
−∞ −∞
 ;
B1 =
 −∞ −∞−∞ 1
−∞ −∞
 ; C0 = [ −∞ −∞ 3 ] ; C1 = [ −∞ 0 −∞ ] ;
1.1.4 Teoria Geral de Dio´ides
Por Rmax se tratar de um dio´ide, abaixo sera˜o apresentados conceitos dessa
teoria em conjunto com algumas ferramentas ba´sicas para ana´lise de sistemas lineares
em max-plus, ferramentas essas que sera˜o usadas para tratar a classe de plantas e suas
trajeto´rias propostas nesse trabalho. Uma conjunto de definic¸o˜es e propriedades mais
detalhadas da teoria podem ser encontradas em Baccelli et al. (1992).
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Definic¸a˜o 1.5 (Dio´ide). Um conjunto D, munido das operac¸o˜es soma ⊕ e produto ⊗ e´
um dio´ide ou semi-anel idempotente se os seguintes axiomas sa˜o verificados:
Axioma 1.1 (Associatividade).
∀a, b, c ∈ D
{
(a⊕ b)⊕ c = a⊕ (b⊕ c)
(a⊗ b)⊗ c = a⊗ (b⊗ c) (1.5)
Axioma 1.2 (Comutatividade da adic¸a˜o).
∀a, b, c ∈ D a⊕ b = b⊕ a (1.6)
Axioma 1.3 (Distributividade).
∀a, b, c ∈ D
{
(a⊕ b)⊗ c = (a⊗ b)⊕ (b⊗ c)
c⊗ (a⊕ b) = (c⊗ a)⊕ (c⊗ b) (1.7)
Axioma 1.4 (Existeˆncia do elemento neutro  da soma e do elemento neutro e do pro-
duto).
∃ ∈ D : ∀a ∈ D, a⊕  = a
∃e ∈ D : ∀a ∈ D, a⊗ e = a (1.8)
Axioma 1.5 (Absorc¸a˜o pelo elemento nulo).
∀a ∈ D, a⊗  = ⊗ a =  (1.9)
Axioma 1.6 (Idempoteˆncia da adic¸a˜o).
∀a ∈ D, a⊕ a = a (1.10)
Definic¸a˜o 1.6. Um dio´ide e´ comutativo se sua multiplicac¸a˜o for comutativa.
Definic¸a˜o 1.7 (A estrutura alge´brica Rmax). O conjunto R ∪ {∞} ∪ {−∞} munido das
operac¸o˜es soma ⊕(max) e produto ⊗(+), com a operac¸a˜o ∞⊕−∞ = −∞ e´ notado por
Rmax
Teorema 1.7. A estrutura Rmax e´ um dio´ide comutativo
Demonstrac¸a˜o. Para provar o teorema, e´ necessa´rio mostrar que Rmax atende todos os
axiomas de um dio´ide e que sua multiplicac¸a˜o e´ comutativa.
1. Associatividade:
(a⊕ b)⊕ c = max{max {a, b} , c} = max{a,max {b, c}} = a⊕ (b⊕ c)
(a⊗ b)⊗ c = (a+ b) + c = a+ (b+ c) = a⊗ (b⊗ c)
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2. Comutatividade da adic¸a˜o e multiplicac¸a˜o:
(a⊕ b) = max {a, b} = max {b, a} = (b⊕ a)
(a⊗ b) = (a+ b) = (b+ a) = (b⊗ a)
3. Distributividade:
(a⊕ b)⊗ c = max {a, b}+ c = max {a+ c, b+ c} = (a⊗ c)⊕ (b⊗ c)
c⊗ (b⊕ c) = c+ max {a, b} = max {c+ a, c+ b} = (c⊗ a)⊕ (c⊗ b)
4. Existeˆncia do elemento nulo e do elemento identidade:
Fazendo  = −∞ e e = 0, tem-se que:
a⊕  = max {a,−∞} = a
a⊗ e = a+ 0 = a
5. Absorc¸a˜o pelo elemento nulo:
a⊗  = a+ (−∞) = −∞ = 
6. Idempoteˆncia da adic¸a˜o:
a⊕ a = max {a, a} = a
Ale´m de Rmax, e´ poss´ıvel construir outros dio´ides cujas operac¸o˜es represen-
tam diferentes significados e interpretac¸o˜es em sistemas discretos, conforme ilustrado na
Tabela 2 (Cohen et al., 1999).
D ⊕ ⊗  e Aplicac¸a˜o Notac¸a˜o
R ∪ {∞} min + ∞ 0 caminho mais curto Rmin
R ∪ {∞} ∪ {−∞} min + ∞ 0 caminho mais curto Rmin
R ∪ {−∞} max + −∞ 0 caminho mais longo Rmax
R+ ∪ {−∞} max min 0 ∞ capacidade ma´xima R+max,min
[0, 1] max × 0 1
R+ max × 0 1 R+max,×
{0, 1} ∪ ∩ 0 1 lo´gica B
Tabela 2 – Exemplos de dio´ides e suas aplicac¸o˜es na modelagem de sistemas
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1.1.4.1 Relac¸o˜es de ordem em Dio´ides
Teorema 1.8 (Relac¸a˜o de Ordem). Em um dio´ıde D a seguinte equivaleˆncia pode ser
verificada:
∀a, b : a = a⊕ b⇔ ∃c : a = b⊕ c
Essa equivaleˆncia define uma relac¸a˜o de ordem parcial em D denotada por ≥
como abaixo:
a ≥ b⇔ a = a⊕ b
A ordenac¸a˜o e´ compat´ıvel com a soma e multiplicac¸a˜o (a` esquerda e a` direita) conforme
abaixo:
a ≥ b⇒

a⊕ c ≥ b⊕ c,
a⊗ c ≥ b⊗ c,
c⊗ a ≥ c⊗ b
A demonstrac¸a˜o dessas propriedades podem ser encontradas em Baccelli et al. (1992).
Lema 1.9 (Ordenac¸a˜o Total). O relac¸a˜o de ordem definida e´ total se e somente se a
expressa˜o abaixo e´ va´lida:
∀a, b ∈ D, a⊕ b = a ou b
1.1.4.2 Limitantes de um Dio´ide
Teorema 1.10 (Dio´ide Completo). Um dio´ide e´ completo se e somente se ele for fechado
para somas finitas e o xioma da distributividade se estende para somas infinitas.
Para um dio´de completo e´ poss´ıvel construir um limitante superior (notado
por ∞) dado pela soma de todos os seus elementos, satisfazendo a ⊕∞ = ∞,∀a ∈ D.
Ale´m disso e´ poss´ıvel construir uma nova operac¸a˜o interna (notada por ∧) representando
o limite inferior dos operandos. Esta operac¸a˜o e´ associativa, comutativa e idempotente,
possuindo ∞ como seu elemento neutro: ∀a,∞∧ a = a. Para o operador ∧, as seguintes
relac¸o˜es podem ser verificadas:
∀a, b ∈ D, a ∧ (a⊕ b) = a⊕ (a ∧ b)
a ≥ b⇔ a = a⊕ b⇔ b = a ∧ b
Esse operador na˜o necessariamente e´ distributivo em relac¸a˜o a ⊗. Pode-se, no
entanto, verificar as seguintes relac¸o˜es:
∀a, b, c ∈ D
{
(a ∧ b)⊗ c ≤ (a⊗ c) ∧ (b⊗ c)
(a ∧ b)⊕ c ≤ (a ∧ c)⊕ (b ∧ c)
Se C = a, b, c, . . ., x = a⊕ b⊕ c⊕ . . . , y = a⊗ b⊗ c⊗ . . . e z = a ∧ b ∧ c ∧ . . . , a seguinte
notac¸a˜o e´ utilizada:
x =
⊕
w∈C
w, y =
⊗
w∈C
w e z =
∧
w∈C
w
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1.1.4.3 Dio´ides Matriciais
E´ poss´ıvel construir dio´ides cujos elementos sa˜o matrizes e cujas operac¸o˜es
atendem a todos os axiomas previamente mencionados. Essas estruturas podem ser usa-
das, por exemplo, para identificac¸a˜o e filtragem de sistemas discretos, bem como para
obter soluc¸o˜es anal´ıticas de sistemas lineares nesse dio´ide. Definem-se o conjunto de ma-
trizes quadradas n × n cujos elementos pertencem a um dio´ide D como pertencentes ao
dio´ide Dn×n. As operac¸o˜es de soma e produto nessa estrutura sa˜o definidas como:
(soma) [A⊕B]ij = [A]ij ⊕ [B]ij (1.11)
(produto) [A⊗B]ij =
n⊗
k=1
[A]ik ⊗ [B]kj (1.12)
Ale´m disso Dn×n possui as seguintes caracter´ısticas:
• Se D e´ comutativo, Dn×n na˜o o e´ necessariamente;
• Se D e´ completo, Dn×n e´ completo.
As seguintes relac¸o˜es sa˜o va´lidas em Dn×n:
A ≥ B ⇔ aij ≥ bij ∀i, j
[A ∧B]ij = aij ∧ bij ∀i, j
1.1.4.4 Sistemas de Equac¸o˜es lineares em Rmax
Para sistemas lineares nesse dio´ide, existem duas classes de sistemas para as
quais existem soluc¸o˜es satisfato´rias (Baccelli et al., 1992):
Ax = b (1.13)
x = Ax⊕ b (1.14)
Definic¸a˜o 1.8. Uma subsoluc¸a˜o para o sistema (1.13) e´ dado por x que satisfaz: Ax ≤ b.
Definic¸a˜o 1.9 (Residuac¸a˜o). A residuac¸a˜o (a` esquerda) de b po A, notada por A◦\b, e´
definida como a maior subsoluc¸a˜o do sistema (1.13).
De forma ana´loga a residuac¸a˜o a` direita de b por A e´ notada b◦/A e definida
como a maior subsoluc¸a˜o de xA = b
Teorema 1.11. A maior subsoluc¸a˜o de (1.13), A◦\b e´ dada por:
xj =
∧
i
(
Aij◦\bi
)
,
onde Aij◦\bi representa bi − Aij na a´lgebra convencional.
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Demonstrac¸a˜o.
Ax ≤ b ⇔
{⊕
j
Aijxij ≤ bi, ∀i
}
⇔ {xj ≤ bi − Aij,∀i, j}
⇔
{
xj ≤
∧
i
(
Aij◦\bi
)
,∀j
}
E´ poss´ıvel demonstrar ainda que a operac¸a˜o de residuac¸a˜o obedece a`s seguintes
relac¸o˜es:
a(a◦\b) ≤ b
a◦\a ≥ e
a(a◦\a) = a
e◦\a = a
◦\a = ∞
(a◦\b)c ≤ a◦\(bc)
a◦\(b◦\c) = (ba)◦\c
(a◦\b)⊕ (a◦\c) ≤ a◦\(b⊕ c)
(a◦\b)⊕ (c◦\b) leq (a ∧ c)◦\b
(a◦\b) ∧ (c◦\b) = (a⊕ c)◦\b
(a◦\b) ∧ (a◦\c) = a◦\(b ∧ c)
Teorema 1.12. Se Ak →  quando k →∞, a soluc¸a˜o de x = Ax⊕ b e´ u´nica e dada por
x = A∗b, onde A∗ e´ dado por:
A∗ = A0 ⊕ A1 ⊕ A2 ⊕ · · · ⊕ An−1 ⊕ An ⊕ . . . , (1.15)
Demonstrac¸a˜o. Se x e´ uma soluc¸a˜o de x = Ax⊕ b, enta˜o x satisfaz:
x = A(Ax⊕ b)⊕ b = A2x⊕ (A1 ⊕ A0)b
x = A(A2x⊕ Ab⊕ b)⊕ b = A3x⊕ (A2 ⊕ A1 ⊕ A0)b
...
x = Akx⊕ (Ak−1 ⊕ Ak−2 ⊕ · · · ⊕ A0)b
Mas se Ak →  quando k →∞, para um k suficientemente grande tem-se A∗ = A0⊕A1⊕
A2 ⊕ · · · ⊕ Ak−1. Portanto, x = A∗ ⊗ b.
A partir das soluc¸o˜es de equac¸o˜es lineares de Rmax podemos reescrever a dinaˆ-
mica do Exemplo 1.3 de forma recursiva, conforme abaixo:
Exemplo 1.4. No Exemplo 1.3 foram obtidas as seguintes equac¸o˜es para a dinaˆmica do
sistema:{
Xk+1 = (A0 ⊗Xk+1)⊕ (A1 ⊗Xk)⊕ (B0 ⊗ Uk+1)⊕ (B1 ⊗ Uk)
Yk = (C0 ⊗Xk)⊕ (C1 ⊗Xk−1)
(1.16)
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onde:
Xk =
 x1(k)x2(k)
x3(k)
 ; Uk =
[
u1(k)
u2(k)
]
; Yk =
[
y(k)
]
;
A0 =
 −∞ −∞ −∞1 −∞ −∞
0 1 −∞
 ; A1 =
 −∞ 0 −∞−∞ −∞ −∞
−∞ −∞ 2
 ; B0 =
 3 −∞−∞ −∞
−∞ −∞
 ;
B1 =
 −∞ −∞−∞ 1
−∞ −∞
 ; C0 = [ −∞ −∞ 3 ] ; C1 = [ −∞ 0 −∞ ] ;
Definindo b = (A1⊗Xk)⊕(B0⊗Uk+1)⊕(B1⊗Uk), podemos reescrever a primeira equac¸a˜o
como:
Xk+1 = A0Xk+1 ⊕ b
cuja soluc¸a˜o e´ finalmente dada por:{
Xk+1 = (A
∗
0A1Xk)⊕ (A∗0B0Uk+1)⊕ (A∗0B1Uk)
Yk = (C0Xk)⊕ (C1Xk−1)
(1.17)
Definindo X˜k =
[
Xk | Xk−1 | Uk
]T
podemos simplificar as equac¸o˜es conforme abaixo:{
X˜k+1 = AX˜k ⊕BUk+1
Yk = CX˜k+1
onde:
A =

A∗0A1 −∞ A∗0B1
0 −∞ −∞
−∞ −∞ −∞
 ; B =

A∗0B0
−∞
0
 ; C = [ C0 C1 ]
Observa-se atrave´s do exemplo acima que e´ poss´ıvel descrever as dinaˆmicas das
transic¸o˜es de um GET por meio de equac¸o˜es recursivas lineares em Rmax. De forma mais
geral, qualquer GET pode ter sua dinaˆmica relacionada pelo sistema de equac¸oes abaixo:{
Xk = (A⊗Xk−1)⊕ (B ⊗ Uk)
Yk = C ⊗Xk
(1.18)
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Capı´tulo2
Modelo de identificac¸a˜o de falhas
2.1 Identificac¸a˜o de falhas na literatura
Zaytoon and Lafortune (2013) faz um levantamento das principais te´cnicas
existentes para o problema de diagno´stico de falhas e categoriza os principais tipos de
falhas e processos de detecc¸a˜o ate´ o momento. Sera´ feita a seguir uma breve descric¸a˜o
desses conceitos para fins de contextualizac¸a˜o da te´cnica proposta neste trabalho.
As falhas (no ingleˆs faults) descritas em Zaytoon and Lafortune (2013) tratam-
se de“causas de um desvio na˜o-desejado em um sistema ou um de seus componentes frente
a um comportamento normal ou esperado”. Ate´ o momento a te´cnicas de diagno´stico des-
sas falhas buscam treˆs tipos de tarefas: a detecc¸a˜o de falhas, seu isolamento e finalmente
seu impacto no desempenho do sistema.
• Detecc¸a˜o de falhas: te´cnica que se concentra unicamente em diferenciar se um
sistema esta´ em comportamento normal de operac¸a˜o ou se houve alguma falha. Na˜o
ha´ nenhuma detecc¸a˜o de onde a falha foi gerada, ou a sua severidade;
• Isolamento de falhas: Caso uma falha tenha ocorrido, o processo de isolamento
concentra-se somente em localizar qual componente do sistema causou essa falha;
• Impacto de falhas: Concentra-se em identificar a natureza espec´ıfica da falha,
como sua gravidade, comportamento e impacto no sistema. Normalmente essa tarefa
envolve a construc¸a˜o de um modelo tanto para o comportamento normal (esperado)
do sistema quanto um modelo que representa o impacto de cada falha considerada.
A Figura 4 ilustra a modelagem para essa tarefa.
As treˆs tarefas acima sa˜o complementares e e´ fa´cil observar que sa˜o apresenta-
das em ordem crescente de quanta informac¸a˜o e´ necessa´ria para a realizac¸a˜o do diagno´s-
tico. E´ feita ainda uma divisa˜o dos tipos de falhas que podem ocorrer e ser diagnosticadas
por cada uma dessas tarefas. Sa˜o consideradas treˆs tipos de falhas: permanentes, de tran-
sic¸a˜o e intermitentes.
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Figura 4 – Modelagem para avaliac¸a˜o de impacto das falhas em sistemas discretos. Ex-
tra´ıdo de Zaytoon and Lafortune (2013)
• Falhas Permanentes: perdas irrecupera´veis em etapas do processo. Normalmente
envolvem quebras, reac¸o˜es qu´ımicas irrevers´ıveis, etc.
• Falhas de Transic¸a˜o: Falhas que ocorrem gradualmente em uma determinada
etapa do processo. Normalmente originadas por exposic¸a˜o prolongada a efeitos
danosos ao processo.
• Falhas Intermitentes: falhas ocasionadas por atuac¸a˜o intermitente de elementos
externos, como por exemplo uma fiac¸a˜o com problema ou vibrac¸o˜es presentes no
produto/processo.
A Figura 5 abaixo ilustra os exemplos de falhas tipicamente estudadas no
aˆmbito de sistemas discretos.
Figura 5 – Tipos de falha em sistemas discretos. Extra´ıdo de Zaytoon and Lafortune
(2013)
Tipicamente a ocorreˆncia de falhas em sistemas discretos resumem-se a proble-
mas em sensores, problemas em atuadores e controladores e finalmente falhas sisteˆmicas
(que alteram a dinaˆmica da planta).
Entre as te´cnicas usadas para o diagno´stico, a mais difundida e´ o uso de autoˆ-
matos e linguagens formais para construir tanto o modelo de comportamento esperado
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da planta quanto sua versa˜o faltosa. Ale´m disso, modelos usando redes de Petri tambe´m
sa˜op muito comuns.
2.2 Objetivo da Proposta
Muitas das falhas de interesse no diagno´stico detalhado acima envolvem uma
quantidade de informac¸o˜es elevada sobre o processo para a construc¸a˜o do diagno´stico,
como por exemplo informac¸a˜o sobre o comportamento do sistema apo´s uma falha espec´ı-
fica. Ale´m disso, todas as te´cnicas propostas no aˆmbito de sistemas discretos preocupam-se
unicamente com falhas em ma´quinas/etapas do processo discreto, negligenciando poten-
ciais falhas que surgem em items, documentos e pacotes sendo transmitidos ou gerados
nesse processo.
Assim, a proposta desse trabalho e´ a construc¸a˜o de um modelo de diagno´stico
de falhas que exija pouca informac¸a˜o sobre o processo estudado, e que ainda trate pro-
blemas de qualidade, atrasos e perdas dos itens sendo transmitidos/gerados no sistema
como falhas dele pro´prio. Sera˜o consideradas nessa te´cnica apenas falhas persistentes.
Essa restric¸a˜o e´ imposta para facilitar o modelo trac¸ado e pode ser estendida de
forma simples para considerar os demais tipos de falha. Para isto, basta considerarmos os
casos de transic¸a˜o e intermitentes como permanentes a partir do componente que originou
a falha.
Devido a` necessidade de minimizar a informac¸a˜o sobre falhas a ser extra´ıda do
sistema, o modelo devera´ realizar apenas o isolamento de componentes que esta˜o gerando
as falhas nesses itens/componentes.
Finalmente, para diminuir ainda mais a necessidade de informac¸a˜o sobre o pro-
cesso e a ocorreˆncia de falhas, o me´todo proposto devera´ ser capaz de isolar os componen-
tes que mais geram falhas com medidas parciais de falhas no sistema. Um detalhamento
completo do modelo e suas implicac¸o˜es sera´ feito a seguir.
2.3 Definic¸a˜o do Modelo
Devido a` enorme abrangeˆncia e complexidade dos sistemas discretos, para a
construc¸a˜o efetiva de um modelo teo´rico de detecc¸a˜o de falhas e´ necessa´rio restringir o
foco desta abordagem atrave´s da escolha de uma classe pass´ıvel de ana´lise. Dessa forma, o
modelo proposto nesse estudo e´ detalhado a seguir. A seguinte nomenclatura sera´ utilizada
e pode ser encontrada para descrever sistemas discretos em Banks and Carpon (1986):
• Entidades: objetos que requerem a execuc¸a˜o de alguma ac¸a˜o ou servic¸o e necessi-
tam de uma representac¸a˜o expl´ıcita no modelo; possuem atributos que podem vir a
apresentar uma ou mais falhas ao longo da planta;
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• Atributos: propriedades de uma determinada entidade, sujeita a falhas quando a
entidade e´ submetida a algum processo;
• Atividades: etapas que realizam ac¸o˜es ou servic¸os solicitados por cada entidade e
seus respectivos atributos;
• Processos: grupo de atividades, seu sequenciamento e interac¸o˜es que possuem um
objetivo espec´ıfico quanto a` execuc¸a˜o de ac¸o˜es em entidades;
• Recursos: objetos que executam as atividades; sa˜o por exemplo ma´quinas em um
processo de manufatura,.
Ale´m das definic¸o˜es usuais em sistemas discretos tratadas acima, sera´ intro-
duzido o conceito de defeito/falha em uma entidade, que corresponde ao desvio de um
determinado atributo em relac¸a˜o a um padra˜o de nego´cio pre´-estabelecido a respeito de
seu comportamento (como por exemplo toleraˆncias te´cnicas durante o desenvolvimento de
um determinado produto, requisitos temporais de te´rmino de atividades ou mesmo limites
definidos a respeito de custos de fabricac¸a˜o).
Se faz importante nesse trabalho diferenciar o conceito de falha local (fault)
e sisteˆmica (falha grave e muitas vezes na˜o recupera´vel, no ingleˆs failure). Nessa caso
considera-se o conceito de falha (faults) como definido por Laprie et al. (1992),que repre-
sentam defeitos (nem sempre detecta´veis no sistema estudado). Neste trabalho na˜o ha´
nenhum tratamento especial de failures, que representam um desvio em relac¸a˜o ao com-
portamento esperado do sistema global (na˜o ha´ um modelo previsto de comportamento
ideal para o problema analisado).
Assume-se que a planta pode conter uma ou mais entradas e sa´ıdas exo´genas,
sendo seu caso mais generalizado uma planta do tipo MIMO (Multiple Inputs and Multiple
Outputs).
Definic¸a˜o 2.1 (Planta). Define-se uma planta como uma qu´ıntupla (V,E,w,M, p) onde
(V,E,w) e´ um grafo direcionado com V atividades, E ⊆ V × V e´ uma relac¸a˜o bina´ria
em V representando o relacionamento entre cada atividade e w : E → [0, 1] e´ uma func¸a˜o
que indica a probabilidade de uma entidade percorrer o caminho descrito por uma aresta
em E; M e´ o conjunto de atributos das entidades descritas na planta, p : M × V → [0, 1]
indica a probabilidade de ocorreˆncia de um defeito no atributo m ∈ M de uma entidade
ao passar por uma atividade v ∈ V
Definic¸a˜o 2.2. O conjunto O(i) =
{
j : (i, j) ∈ E} e´ definido como o conjunto de ativi-
dades de sa´ıda de i ou no´s clientes de i.
Definic¸a˜o 2.3. O conjunto I(i) =
{
j : (j, i) ∈ E} e´ definido como o conjunto de ativida-
des de entrada de i ou no´s fornecedores de i.
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Definic¸a˜o 2.4. O conjunto U(P ) =
{
i : I(i) = ∅} e´ definido como o conjunto de ativi-
dades de entrada da planta P .
Definic¸a˜o 2.5. O conjunto Y (P ) =
{
i : O(i) = ∅} e´ definido como o conjunto de ativi-
dades de sa´ıda da planta P .
Definic¸a˜o 2.6 (Planta conservativa). Uma planta e´ dita conservativa se e somente se o
nu´mero de entidades na entrada de cada atividade v ∈ V e´ igual ao nu´mero de entidades
na sa´ıda de v apo´s seu processamento. Ou seja, na˜o ha´ destruic¸a˜o ou adic¸a˜o de novas
entidades em nenhuma atividade v.
Para o modelo proposto, assume-se ainda que a planta e´ conservativa. Um
exemplo de uma planta pass´ıvel de diagno´stico de defeitos e´ ilustrada na Figura 6.
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Figura 6 – Exemplo de planta passivel de diagno´stico; cada no´ corresponde a uma ativi-
dade e cada aresta possui uma probabilidade de passagem de entidades. As
arestas em vermelho representam uma poss´ıvel passagem de um item pelo
sistema.
E´ fa´cil estender o modelo para o caso na˜o conservativo, bastando para isso
considerar dois cena´rios: a criac¸a˜o de uma nova entidade eem um componente ou sua des-
truic¸a˜o. No primeiro caso, basta assumir que esta foi roteada por um caminho qualquer
pass´ıvel na planta ate´ chegar ao componente responsa´vel por sua criac¸a˜o e na˜o apresentou
nenhuma falha. Similarmente, no caso de delec¸a˜o de entidades, assume-se que a enti-
dade destru´ıda foi roteada ate´ uma sa´ıda da planta sem apresentar defeitos, por qualquer
caminho via´vel.
Para simplificar a notac¸a˜o ao longo do cap´ıtulo sera˜o consideradas plantas com
apenas um atributo m de interesse (|M | = 1) e sera˜o utilizadas as equivaleˆncias de notac¸a˜o
p(i) ≡ pi, i ∈ V e w(i, j) = wij, (i, j) ∈ E.
Um modelo de planta tem como realizac¸o˜es um conjunto de trajeto´rias
{
xv(nv)
}
,∀v ∈
V ; nv representa o nu´mero de entidades que passaram por v. Cada xv(nv) associado a
uma atividade v ∈ V e´ definido como um contador de defeitos acumulados recebidos na
entrada de v. Ale´m disso, assume-se que os defeitos apresentados na planta sa˜o persis-
tentes, isto e´, defeitos apresentados em uma determinada atividade v sa˜o transportados
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para as suas sucessoras, acumulando-se ate´ a passagem completa da entidade defeituosa
pelo sistema. Essas caracter´ısticas nos levam a`s relac¸o˜es de ordem abaixo:
xv(nv) ≥
∑
i∈I(v)
wivxi(ni), ∀v ∈ V (2.1)
xv(nv + 1) ≥ xv(nv), ∀v ∈ V (2.2)
Similarmente definem-se as trajeto´rias
{
yv(nv)
}
,∀v ∈ V como o conjunto de
defeitos acumulados observados na sa´ıda de v, dada a passagem de nv entidades por v.
Para o modelo proposto, considera-se que a ocorreˆncia de defeitos seja descrita
por uma varia´vel aleto´ria ψv definida para cada atividade v ∈ V . Dessa forma tanto as
trajeto´rias
{
yv(nv)
}
quanto
{
xv(nv)
}
tambe´m sa˜o varia´veis aleato´rias.
Como o interesse deste trabalho e´ a identificac¸a˜o das atividades mais defeitu-
osas da planta, o modelo proposto considera apenas comportamentos me´dios das trajeto´-
rias, conforme abaixo:
E
[
yv(nv)
]
= E
[
xv(nv)
]
+ E [ψv] , ∀v ∈ V (2.3)
Onde E
[
yv(nv)
]
e E
[
xv(nv)
]
representam a esperanc¸a matema´tica das traje-
to´rias yv(nv) e xv(nv) respectivamente. Para este trabalho, assume-se que ψ segue uma
distribuic¸a˜o binomial de ocorreˆncia de defeitos (ψv ∼ B(nv, pv)). Dessa forma, podemos
substituir a esperanc¸a E [ψv] por nvpv, um resultado conhecido da distribuic¸a˜o binomial.
Temos finalmente o resultado abaixo para as trajeto´rias:
E
[
yv(nv)
]
= E
[
xv(nv)
]
+ nvpv, ∀v ∈ V (2.4)
Para simplificar a notac¸a˜o, assume-se que E
[
yv(nv)
]
= y¯v(nv) e E
[
xv(nv)
]
=
x¯v(nv). A Figura 7 exemplifica uma trajeto´ria t´ıpica de uma planta qualquer.
Para o exemplo ilustrado na Figura 6, uma poss´ıvel realizac¸a˜o da planta pode
ser vista na Figura 8; nela e´ poss´ıvel notar que a atividade 4 possui maior incideˆncia de
defeitos que as demais.
O problema apresentado consiste em, dado o conjunto de todas as trajeto´-
rias medidas
{
xv(nv)
}
da planta, obter informac¸o˜es a respeito das taxas de defeito de
cada atividade. Embora parec¸a trivial diagnosticar atividades com todas as medic¸o˜es das
trajeto´rias, sua complexidade e´ diretamente associada ao tamanho da planta e nu´mero
de conexo˜es entre essas atividades (ou seja, ligada ao nu´mero de relac¸o˜es E na seˆxtupla
apresentada). Nesse caso, a identificac¸a˜o deve ser feita com observac¸o˜es das trajeto´rias a
posteriori, isto e´, apo´s a realizac¸a˜o de cada defeito/falha.
Finalmente, o foco do estudo resume-se na identificac¸a˜o das taxas de defeito p
de cada atividade na planta. Assim, na˜o ha´ interesse em modelar a dinaˆmica de passagem
de entidades ou mesmo as deciso˜es de roteamento de cada entidade individualmente.
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Figura 7 – Exemplo de uma trajeto´ria de defeitos para uma atividade v qualquer de uma
planta.
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Figura 8 – Exemplo de todas as atividades da planta ilustrada anteriormente.
E´ importante notar que as trajeto´rias apresentadas de defeitos e entidades na
planta sa˜o na˜o-decrescentes devido ao fato de tanto xv(nv) quanto yv(nv) serem varia´veis
acumuladas ao longo da planta.
A partir dessas trajeto´rias e´ poss´ıvel construir equac¸o˜es ,para cada atividade
v ∈ V , que regem o nu´mero de defeitos a cada passagem de entidades. Dada uma atividade
v qualquer como ilustrada na Figura 9, as seguintes relac¸o˜es sa˜o verdadeiras:
nv =
∑
i∈I(v)
wivni, ∀v ∈ V (2.5)
x¯v(nv) =
∑
i∈I(v)
wiv
[
x¯i(ni) + nipi
]
, ∀v ∈ V
=
∑
i∈I(v)
wivy¯i(ni), ∀v ∈ V
(2.6)
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A equac¸a˜o (2.5) deriva da premissa de que na˜o ha´ destruic¸a˜o ou criac¸a˜o de
entidades nas atividades (planta conservativa).
A partir da conservac¸a˜o de entidades, e´ poss´ıvel trac¸ar o nu´mero me´dio de
defeitos observados na entrada de v como um somato´rio direto dos defeitos xi(ni), i ∈
I(i) ponderados por cada probabilidade de roteamento wiv, (i, v) ∈ E, de acordo com a
equac¸a˜o (2.6).
v
i+ 1i
...
i+m
j + 1j
...
j + n
Figura 9 – Uma atividade v ∈ V qualquer com mu´ltiplas entradas e mu´ltiplas sa´ıdas.
2.3.1 Transformac¸a˜o das Trajeto´rias
Devido a`s probabilidades de roteamento w, em geral tem-se que para o par de
atividades i, j ∈ V, | ni 6= nj mesmo para plantas conservativas. Assim, a medic¸a˜o direta
das sequeˆncias xv(nv),∀v ∈ V na˜o e´ o suficiente para detectar taxas de defeito na planta
sem levar em considerac¸a˜o o nu´mero de entidades que passaram por v.
Com o objetivo de evitar essa considerac¸a˜o do nu´mero de entidades a todo
momento, e´ proposta uma transformac¸a˜o das trajeto´rias xv(nv) conforme abaixo.
x¯′i(N) =
Nx¯i(ni)
ni
, ∀i ∈ V (2.7)
onde x¯′i(N) e´ a nova trajeto´ria transformada e N e´ um valor inteiro qualquer, que repre-
senta um nu´mero fict´ıcio (e constante) de entidades. A transformac¸a˜o efetivamente muda
o nu´mero de entidades da trajeto´ria para N , mas mantendo a taxa de defeitos original.
Dada uma planta qualquer, e´ poss´ıvel executar as transformac¸o˜es da equa-
c¸a˜o (2.7) para todas as trajeto´rias dispon´ıveis no sistema obtendo assim um novo modelo
com trajeto´rias definidas para N entidades. Esse conjunto de transformac¸o˜es nos leva
a` Definic¸a˜o 2.7.
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Definic¸a˜o 2.7 (Transformac¸a˜o de trajeto´rias). Dada uma planta conservativa P conforme
a Definic¸a˜o 2.1 e todas as suas trajeto´rias de defeito xi(ni), i ∈ V , a transformac¸a˜o (2.7)
obte´m um novo conjunto de trajeto´rias para todo xi(ni) na planta.
A transformac¸a˜o acima supo˜e a definic¸a˜o de um nu´mero de entidades N comum
a todas as atividades. A escolha desse valor e´ arbitra´ria, e algumas relac¸o˜es para N podem
ser vistas abaixo:
N ≥ ∑
i∈U(P )
ni =
∑
i∈Y (P )
ni
Se na˜o especificado em contra´rio, este trabalho considera por convenc¸a˜o N =
∑
i∈U(P )
ni.
A partir da transformac¸a˜o θ, podemos reescrever as equac¸o˜es (2.6) que regem
a dinaˆmica de defeitos em func¸a˜o das novas trajeto´rias x′ :
x¯′v(N) =
Nx¯v(nv)
nv
, ∀v ∈ V
=
∑
i∈I(v)
wiv
[
Nxi(ni)
nv
+
Nnipi
nv
]
, ∀v ∈ V
=
∑
i∈I(v)
wivni
nv
[
x¯′i(N) +Npi
]
, ∀v ∈ V
(2.8)
Finalmente e´ poss´ıvel reescrever tambe´m as trajeto´rias de defeitos na sa´ıda
das atividades v, y¯′v(N), como uma func¸a˜o das trajeto´rias de atividades vizinhas a v,
conforme abaixo:
x¯′j(N) =
∑
i∈I(j)
wijni
nj
[
x¯′i(N) +Npi
]
, ∀j ∈ O(v)
=
wvjnv
nj
[
x¯′v(N) +Npv
]
+
∑
i∈I(j) i 6=v
wijni
nj
[
x¯′i(N) +Npi
]
, ∀j ∈ O(v)
=
wvjnv
nj
y¯′v(N) +
∑
i∈I(j) i 6=v
wijni
nj
y¯′i(N), ∀j ∈ O(v)
⇒ y¯′v(N) = nj
wvjnv
[
x¯′j(N)−
∑
i∈I(j) i 6=v
wijni
nj
y¯′i(N)
]
, ∀j ∈ O(v)
(2.9)
As equac¸o˜es (2.9) permitem reescrever as trajeto´rias das atividades v em func¸a˜o das
trajeto´rias de atividades da sa´ıda de v, o que traduz-se em equac¸o˜es com fluxo contra´rio
ao fluxo de passagem de entidades na planta (que se da´ das atividades de entrada para a
sa´ıda).
Uma vez feita essa transformac¸a˜o, iremos agora construir um modelo essenci-
almente diferente da planta e das equac¸o˜es acima apresentadas. O novo modelo proposto
no entanto deve possuir equac¸o˜es cujos paraˆmetros possam ser identificados de tal forma
a obter informac¸o˜es sobre a planta real e suas trajeto´rias de defeito observadas. O prin-
cipal objetivo por tra´s de usar outro modelo na identificac¸a˜o de atividades defeituosas na
planta e´ a presenc¸a de um algoritmo eficiente de identificac¸a˜o, conforme sera´ mostrado
nas pro´ximas sec¸o˜es.
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Dado que as trajeto´rias transformadas x¯′v(N), ∀v ∈ V sa˜o observac¸o˜es de
defeitos de uma planta real, podemos construir novas equac¸o˜es introduzindo varia´veis
qvi, v ∈ V, i ∈ I(v) a cada trajeto´ria em i, de tal forma que o termo do somato´rio seja
satisfeito na igualdade, conforme abaixo:
x¯′v(N) = x¯′i(N)− qviN, ∀i ∈ I(v) (2.10)
E´ fa´cil observar que, dado um conjunto de observac¸o˜es x¯′v(N) e´ sempre poss´ıvel obter
qvi que satisfazem a equac¸a˜o acima. Essas varia´veis podem ser consideradas como ”fol-
gas”entre as trajeto´rias de v e i, e sera´ a partir delas que a identificac¸a˜o de atividades
defeituosas sera´ feita.
Se observarmos ainda as novas equac¸o˜es (2.10), podemos reescreveˆ-la na forma:
x¯′v(N) = max
i∈I(v)
{
x¯′1(N)− qv1N ; x¯′2(N)− qv2N ; . . . ; x¯′i(N)− qviN
}
(2.11)
Como as trajeto´rias observadas sa˜o na˜o decrescentes e positivas, podemos re-
escrever as equac¸o˜es (2.11) como max-plus lineares:
x¯′v(N) =
⊕
i∈I(v)
(
x¯′i(N)⊗ (−qviN)
)
(2.12)
Esse sistema de equac¸o˜es constitui um modelo totalmente diferente da planta,
conforme dito em para´grafos anteriores. No entanto iremos mostrar que esse novo sistema
de equac¸o˜es em q representam trajeto´rias em uma rede de Petri particular, e que a iden-
tificac¸a˜o desses paraˆmetros permite inferir sobre as taxas de defeito em cada atividade na
planta real.
Dessa forma, o objetivo desse trabalho passa a ser a identificac¸a˜o de cada par q
e posteriormente a partir desses identificar quais as atividades mais defeituosas na planta.
Uma vez identificados os qs, sera´ necessa´rio ainda eliminar a influeˆncia dos roteamentos
entre cada par de atividades, de forma similar a`s equac¸o˜es (2.8) originais. Nesse caso, a
vantagem em usar qs ao inve´s da identificac¸a˜o direta dos ps sera´ mostrada nas pro´ximas
sec¸o˜es. O conceito fundamental por detra´s dessa mudanc¸a e´ que atrave´s dos qs e´ poss´ıvel
realizar a identificac¸a˜o de atividades defeituosas com observac¸o˜es parciais de x¯′v(N).
2.3.2 Trajeto´rias transformadas e gerac¸a˜o por um GET
Uma caracter´ıstica importante de equac¸o˜es dinaˆmicas recursivas lineares na
A´lgebra Max-Plus e´ que elas podem ser representadas graficamente como um GET. Nesse
caso, as varia´veis de interesse sa˜o denominadas datadores e representam o instante de
disparo de cada transic¸a˜o.
O conjunto de trajeto´rias transformadas x¯′v(N) definida sobre cada atividade
v ∈ V podem ser interpretado como os datadores de um GET com fluxo contra´rio ao da
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planta (pois os disparos a rede va˜o da sa´ıda de v para suas entradas), conforme ilustra a
Figura 10. Embora tradicionalmente os datadores apresentem um contexto temporal claro
na rede, na˜o ha´ temporizac¸a˜o na classe de problemas P ′. Nesse caso o termo datador sera´
utilizado mais amplamente para identificar contagem de varia´veis de uma Rede de Petri
(RP) que na˜o sa˜o associadas diretamente a` contagem de fichas. A Definic¸a˜o 2.8 descreve
a construc¸a˜o do GET ana´logo a` planta analisada.
t2
t3
t4
t5t1
Figura 10 – P-GET correspondente a` planta da Figura 6
Definic¸a˜o 2.8 (P-GET). Define-se um P-GET como um GET (P, T,A, ω,M0) que relaciona-
se a uma planta (V,E,w,M, p) onde T e´ definido como o conjunto de V de atividades, P
e´ definido como o conjunto ET de rotas na planta e o conjunto A ⊆ (ET ×V )∪ (V ×ET )
e´ constru´ıdo atrave´s da relac¸a˜o (i, j) ∈ E ⇒ ∃p | (p, ti) ∈ A, (tj, p) ∈ A. A func¸a˜o ω e´
dada por ω : A→ {1} e finalmente as marcac¸o˜es iniciais M0 sa˜o da forma:
M0 : A→
{
1 , se (ti, p) ∈ A, (p, ti) ∈ A, ti ∈ T
0 , caso contra´rio
Associada a` cada transic¸a˜o ti ∈ T esta˜o os contadores de defeitos de entrada x¯′i(N)
gerados na planta P ′.
Definic¸a˜o 2.9. O conjunto Ot(i) =
{
j : (ti, p) ∈ A,
(
p, tj
) ∈ A} , ti, tj ∈ T e´ definido
como o conjunto de transic¸o˜es de sa´ıda de ti.
Definic¸a˜o 2.10. O conjunto It(i) =
{
j :
(
tj, p
) ∈ A, (p, ti) ∈ A} , ti, tj ∈ T e´ definido
como o conjunto de transic¸o˜es de entrada de ti.
As equac¸o˜es que regem a dinaˆmica dos datadores x¯′v(N) em uma P-GET
podem ser constru´ıdas observando cada transic¸a˜o tv da rede, de forma ana´loga a`s equac¸o˜es
de defeitos na planta. Por definic¸a˜o, as equac¸o˜es de dinaˆmica sa˜o dadas por:
x¯′v(N) = x¯′i(N)− qjvN, ∀tv ∈ T,∀ti ∈ It(v) (2.13)
As varia´veis qiv das equac¸o˜es (2.13) podem ser interpretadas como atrasos nos datadores
x¯′v(N), representando efetivamente uma diminuic¸a˜o na contagem da transic¸a˜o tv. Essas
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varia´veis representam a diferenc¸a na ocorreˆncia de defeitos entre cada transic¸a˜o tv (ativi-
dade v na planta). E´ fa´cil observar que as equac¸o˜es (2.13) da rede sa˜o exatamente iguais
a`s definidas em (2.10). Por isso, e´ poss´ıvel assumir que as trajeto´rias de defeito obser-
vadas na planta possam ser geradas pela P-GET equivalente. Nesse caso, as sequeˆncias
de ”tempos”de disparo das transic¸o˜es na rede sa˜o exatamente as trajeto´rias de defeitos
x¯′v(N). A dinaˆmica da rede e´ dada pelas equac¸o˜es (2.10). E´ importante observar que a
rede e seus atrasos qiv e´ totalmente dependente das observac¸o˜es na planta. Isto significa
que cada novo conjunto de observac¸o˜es x¯′v(N) leva a uma nova configurac¸a˜o de qiv e con-
sequentemente leva a uma P-GET com dinaˆmica diferenciada (maior ou menor atraso).
Assim a associac¸a˜o das trajeto´rias observadas e as geradas por uma P-GET e´ fortemente
ligada a` sequeˆncia de observac¸o˜es e nu´mero N de pec¸as da planta.
Atrave´s da identificac¸a˜o de qiv e´ poss´ıvel obter estimativas da taxa de defeito
de cada atividade v; O objetivo passa enta˜o a ser enta˜o relacionar essas varia´veis com as
probabilidades de ocorreˆncia de defeito pv da planta.
Proposic¸a˜o 2.1. Dada uma planta P , um conjunto de observac¸o˜es x¯v(N), suas transfor-
mac¸o˜es P ′ e uma representac¸a˜o P-GET que gere as trajeto´rias transformadas, e´ poss´ıvel
a partir dos atrasos qjv, ∀tv ∈ T,∀tj ∈ It(v) definidos nos lugares da P-GET identificar
as correspondentes probabilidades de defeito pv,∀v ∈ V de P ′.
Demonstrac¸a˜o. Para toda atividade v ∈ V em P ′ e sua correspondente transic¸a˜o tv ∈ T
na P-GET, temos que:
x¯′v(N) +Npv =
nj
wvjnv
x¯′j(N)− ∑
i∈I(j)
i 6=v
wijni
nj
y¯′i(N)
 ,∀j ∈ O(v)
x¯′v(N) = x¯′j(N)− qjvN ,∀tv ∈ T,∀tj ∈ It(v)
Como por definic¸a˜o o conjunto It(v) corresponde a transic¸o˜es cujas atividades encontram-
se em O(v), podemos realizar a substituic¸a˜o de x¯′j(N) na segunda equac¸a˜o pelo seu valor
na primeira, obtendo:
x¯′v(N) =
wvjnv
nj
x¯′v(N) +Npv + ∑
i∈I(j)
i 6=v
wijni
wvjnv
y¯′i(N)
− qjvN ,∀tv ∈ T,∀tj ∈ It(v)
⇓
pvN =
(
nj − wvjnv
nj
)
x¯′v(N)−
 ∑
i∈I(j)
i 6=v
wijni
nj
y¯′i(N)
− qjvN ,∀tv ∈ T,∀tj ∈ It(v)
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Como por definic¸a˜o y¯′i(N) = x¯′i(N) +Npi, podemos isolar as probabilidades p nas equa-
c¸o˜es acima:
pvN +
 ∑
i∈I(j)
i 6=v
Nwijni
nj
pi
 =
(
nj − wvjnv
nj
)
x¯′v(N)−
 ∑
i∈I(j)
i 6=v
wijni
nj
x¯′i(N)
− qjvN
⇓
pv +
 ∑
i∈I(j)
i 6=v
wijni
nj
pi
 =
(
nj − wvjnv
njN
)
x¯′v(N)−
 ∑
i∈I(j)
i 6=v
wijni
njN
x¯′i(N)
− qjv
E´ poss´ıvel ainda representar o conjunto de equac¸o˜es acima matricialmente, identificando
p resolvendo o sistema de equac¸o˜es:
FNΘ = GNX
′(N)−Q (2.14)
Nesse caso tem-se que Θ = [p1 p2 . . . pn]
T , n ∈ V e´ um vetor contendo todas as probabili-
dades de defeito na planta a serem identificadas, Q = [q11 q12 . . . q1m q21 . . . qkl]
T , tk, tj ∈ T
e´ um vetor contendo os atrasos nos lugares da P-GET, X ′(N) = [x1 x2 . . . xn]T , n ∈ V e´
um vetor contendo as trajeto´rias de defeitos x′ na planta acumuladas ate´ a passagem de
N entidades. Ja´ as matrizes F e GN sa˜o constru´ıdas conforme as equac¸o˜es obtidas para
pv,∀v ∈ V :
F
|E|×|Θ|
N :

ajv = 1, v ∈ V
aji =
wijni
nj
, j ∈ O(v), i ∈ I(j), i 6= j 6= v
ajk = 0, k ∈ V, k 6= i 6= v
G
|E|×|Θ|
N :

bjv =
nj − wvjnv
njN
, v ∈ V
bji =
wijni
njN
, j ∈ O(v), i ∈ I(j), i 6= j 6= v
bjk = 0, k ∈ V, k 6= i 6= v
Dessa forma, partindo dos atrasos q de um P-GET e´ poss´ıvel identificar as probabilidades
de ocorreˆncia de defeitos na planta P ′, como quer´ıamos demonstrar.
2.3.3 Vantagens da identificac¸a˜o de q ao inve´s de p
Como as trajeto´rias transformadas de defeito x¯′v(N) na planta analisada sa˜o
consideradas observac¸o˜es, a dinaˆmica de defeitos descrita na equac¸a˜o (2.8) pode ser usada
diretamente para estimar os paraˆmetros p. Qual a necessidade portanto de utilizar q e
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identificar p indiretamente atrave´s da introduc¸a˜o desses novos atrasos? Em princ´ıpio, caso
haja medic¸a˜ototal das trajeto´rias da planta, de fato na˜o ha´ necessidade alguma de utilizar
q e sua relac¸a˜o com uma P-GET. No entanto, caso as trajeto´rias de defeito sejam parci-
almente observa´veis na planta (isto e´, na˜o se observa todas as trajeto´rias de defeito nas
atividades), tanto x¯′m(N) quanto pm sera˜o inco´gnitas para um determinado subconjunto
de atividades m ∈ Vnobs ⊆ V . Nesse caso, a dinaˆmica das equac¸o˜es (2.8) apresentaria
uma identificac¸a˜o da soma dessas duas inco´gnitas, causando uma indeterminac¸a˜o. Essa
identificac¸a˜o de mu´ltiplos paraˆmetros torna-se portanto de pouca utilidade para fins pra´-
ticos e pode apresentar resultados arbitra´rios quanto identificac¸a˜o das atividades mais
defeituosas, sendo fortemente dependente de quais trajeto´rias sa˜o observa´veis e quais na˜o
sa˜o.
Pore´m, se utilizarmos a identificac¸a˜o dos paraˆmetros constru´ıdos q e explorar-
mos sua dinaˆmica sob a o´tica da a´lgebra max-plus, e´ poss´ıvel estimar tanto x¯′m(N) quanto
qm de forma satisfato´ria (e un´ıvoca). Isso se da´ pelo uso de um algoritmo de otimizac¸a˜o
proposto por De Schutter, Van den Boom and Verdult (2002), que sera´ mostrado nas
pro´ximas sec¸o˜es.
2.3.4 Resumo da te´cnica proposta (medic¸a˜oTotal)
A te´cnica apresentada ate´ o momento consiste em transformar as trajeto´rias
de defeito observadas na planta, identificar os paraˆmetros q de uma rede de Petri que
pode gerar as trajeto´rias observadas e finalmente identificar as taxas de defeito p a partir
das equac¸o˜es (2.14). Ao assumir que as trajeto´rias possam ser geradas em uma rede de
Petri, constroem-se novas equac¸o˜es max-plus que descrevem a dinaˆmica de defeitos dessas
trajeto´rias, e permite explorar propriedades adicionais dessa a´lgebra. Abaixo e´ ilustrado
um diagrama contendo os passos da te´cnica proposta com total medic¸a˜o.
Figura 11 – Fluxo de medic¸a˜o e identificac¸a˜o de pv segundo a te´cnica proposta.
45
2.4 Identificac¸a˜o das taxas de defeito p em P'
E´ importante observar que os termos das matrizes F e GN na equac¸a˜o (2.14)
definida para a passagem de N entidades podem resultar em um sistema inconsistente
com mu´ltiplas soluc¸o˜es. Isso se deve ao fato de haver uma linha em F e GN para cada
elemento j ∈ O(v), onde v e´ uma atividade, sendo portanto prova´vel que existam linhas
linearmente dependentes, particularmente se ∃ j1 ∈ O(v) | j1 ∈ O(v2), v2 ∈ V, v 6= v2.
Para contornar as propriedades de indeterminac¸a˜o e dependeˆncia linear, e´ pro-
posto um me´todo iterativo de identificac¸a˜o de Θ com base no nu´mero de entidades N
entrando no sistema, conforme abaixo:
Θk =
(
FTkFk
)−1
FTk
(
GkX
′(k)−Q) (2.15)
onde:
F
k|E|×|Θ|
k =

FN
FN+1
...
Fk
 ; Gk|E|×|Θ|k =

GN
GN+1
...
Gk
 ;
X′k|E|×|Θ|k =

X ′N
X ′N+1
...
X ′k
 ;
e Θk e´ a estimativa atual de Θ dada a passagem de k entidades, k = N,N + 1, . . . , N +
m. A equac¸a˜o acima representa um filtro de Mı´nimos Quadrados (MQ), onde F+k =(
FTkFk
)−1
FTk e´ denominada de pseudo-inversa a` esquerda de Fk. Tem-se portanto uma
expressa˜o para a identificac¸a˜o de Θ a cada nova entrada k de entidades ale´m do valor
inicial N . E´ poss´ıvel ainda identificar os paraˆmetros de interesse de forma recursiva,
aproveitando a estimativa corrente Θk em futuras identificac¸o˜es Θk+1 conforme abaixo:
Θk+1 = Θk +KkEk+1
Kk = Wk
(
F Tk+1WkFk+1 + Vk+1
)−1
Fk
Wk+1 = Wk −WkFk+1
(
F Tk+1WkFk+1 + Vk+1
)−1
F Tk+1Wk
Ek+1 =
(
Gk+1X
′(k + 1)−Q)− Fk+1Θk = Y (k + 1)− Fk+1Θk
(2.16)
onde
Vk+1 =

σ21(k + 1) 0 . . . 0
0 σ22(k + 1) . . . 0
...
...
. . .
...
0 0 0 σ2|Θ|(k + 1)

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e´ a matriz diagonal cujas entradas σ2i (k + 1) correspondem a` variaˆncia do erro de cada
medic¸a˜o yi ∈ Y (k + 1) dada a passagem de k + 1 entidades na planta P ′. Por Vk+1
ser diagonal, assume-se que as medic¸o˜es a cada k passagem na˜o correlacionadas e por
convenc¸a˜o assume-se que Vk+1 = σI, onde I e´ a matriz identidade. Ale´m disso Ek+1 e´ o
erro ou custo do estimador Θk em relac¸a˜o a novas medic¸o˜es Y (k + 1).
As equac¸o˜es (2.16) acima correspondem ao filtro de Mı´nimos Quadrados Re-
cursivos (MQR), e para Vk+1 definida positiva esse estimador obte´m uma soluc¸a˜o o´tima
global (u´nica soluc¸a˜o), resultando portanto em uma u´nica soluc¸a˜o para as probabilidades
de defeito na planta.
Exemplo 2.1. Para ilustrar o me´todo de identificac¸a˜o das taxas p do sistema, vamos
considerar um exemplo de DEDS ilustrado na Figura 12. As taxas de defeito para esse
sistema sa˜o p = [0.05 0.2 0.1 0.05 0.01 0.03 0.07 0.01 0.02 0].
1
2 3
4
5 6
7
8 9
10
0.2
0.8
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0.5
Figura 12 – Exemplo de planta para identificac¸a˜o das taxas de defeito.
Para o processo de identificac¸a˜o, foi constru´ıdo um programa de simulac¸a˜o
de defeitos para a planta e obtidas as realizac¸o˜es das entradas x¯′v de cada ma´quina v
considerando a entrada de 4000 itens. No processo de identificac¸a˜o, foram considerados
apenas amostras dessa trajeto´ria, conforme ilustra a Tabela 3.
Realizando a identificac¸a˜o conforme a te´cnica proposta, obtemos o resultado
ilustrado na Tabela 4, com erro quadra´tico me´dio de 1.024× 10−5.
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N x¯′1 x¯′2 x¯′3 x¯′4 x¯′5 x¯′6 x¯′7 x¯′8 x¯′9 x¯′10
501 0.00 31.88 27.17 117.94 141.53 80.82 85.24 145.75 104.81 121.00
1001 0.00 60.40 52.61 251.77 311.56 142.39 148.04 328.82 185.34 232.00
1501 0.00 80.26 76.23 352.54 394.01 218.11 226.54 424.24 287.83 345.00
2001 0.00 102.16 95.79 457.23 508.03 288.33 295.90 544.48 378.47 450.00
2501 0.00 123.51 119.15 563.67 670.31 369.66 382.73 679.28 484.06 571.00
3001 0.00 149.79 145.08 655.03 748.60 445.85 455.55 770.51 589.77 679.00
3501 0.00 173.29 171.68 823.13 864.41 525.15 531.93 923.86 690.72 801.00
4000 0.00 192.43 198.18 952.47 1027.41 604.24 614.58 1066.67 786.67 920.00
Tabela 3 – Amostragem para o exemplo ilustrado.
Real Identificac¸a˜o
0.05 0.0505
0.2 0.1955
0.1 0.1010
0.05 0.0527
0.01 0.0049
0.03 0.0288
0.07 0.0593
0.01 0.009
0.02 0.0216
0 0
Tabela 4 – Taxas de defeitos reais vs. identificadas
Exemplo 2.2. Vamos considerar agora o exemplo da Figura 13, com taxas de defeito
p = [0.01 0.05 0.02 0.1 0.01 0.02 0] Novamente foi feita uma simulac¸a˜o para a planta
1
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0.9
Figura 13 – Exemplo de planta para identificac¸a˜o das taxas de defeito.
com a passagem de 4000 itens, e amostradas partes dessa trajeto´ria para identificac¸a˜o
conforme a Tabela 5.
48
N x¯′1 x¯′2 x¯′3 x¯′4 x¯′5 x¯′6 x¯′7
501 0.000 7.061 6.974 32.153 19.718 80.001 63.695
1001 0.000 13.100 12.957 58.404 35.610 161.995 125.355
1501 0.000 18.380 17.842 85.052 51.401 233.142 180.830
2001 0.000 22.085 21.964 113.508 60.389 305.504 238.220
2501 0.000 24.424 25.255 139.072 75.513 386.538 302.825
3001 0.000 31.179 32.365 157.319 94.947 439.624 350.320
3501 0.000 37.580 39.642 181.700 114.873 521.868 414.815
4000 0.000 42.512 44.670 206.600 124.606 601.430 469.740
Tabela 5 – Amostragem para o exemplo ilustrado.
Identificando o sistema conforme as equac¸o˜es (2.15), temos o resultado da
Tabela 6, com erro quadra´tico me´dio de 1.640× 10−4.
Real Identificac¸a˜o
0.01 0.0160
0.05 0.0643
0.02 0.0274
0.1 0.0978
0.01 0.0077
0.02 0.0228
Tabela 6 – Taxas de defeitos reais vs. identificadas
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Exemplo 2.3. Vamos considerar agora o exemplo da Figura 14 (t´ıpico de uma linha de
produc¸a˜o), com taxas de defeito p = [0.05 0.2 0.05 0.5 0.01 0.0]
1 2 3 4 5 6
Figura 14 – Exemplo de planta para identificac¸a˜o das taxas de defeito.
Simulando as trajeto´rias da planta com a passagem de 4000 itens, e amos-
trando partes dessa trajeto´ria para identificac¸a˜o, temos os seguintes conjuntos de dados
mostrados na Tabela 7.
N x¯′1 x¯′2 x¯′3 x¯′4 x¯′5 x¯′6
501 0 28 117 131 386 388
1001 0 41 237 273 779 786
1501 0 68 371 428 1172 1183
2001 0 86 491 571 1568 1580
2501 0 102 610 718 1975 1991
3001 0 127 745 882 2395 2416
3501 0 155 881 1040 2786 2816
4000 0 175 1006 1186 3165 3199
Tabela 7 – Amostragem para o exemplo ilustrado.
Identificando o sistema conforme as equac¸o˜es (2.15), temos o resultado da
Tabela 8, com erro quadra´tico me´dio de 2.305× 10−5.
Real Identificac¸a˜o
0.05 0.045
0.2 0.2
0.05 0.04
0.5 0.501
0.01 0.007
0.0 0.0
Tabela 8 – Taxas de defeitos reais vs. identificadas
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Exemplo 2.4. Finalmente, a te´cnica sera´ aplicada no exemplo da Figura 15, com taxas
de defeito p = [0.05 0.02 0.1 0.05 0.01 0.03 0.07 0 0 0 0 0 0 0 0]. Este modelo de planta e´
tipicamente encontrado em operac¸o˜es de log´ıstica, denominados de processos de separac¸a˜o
de produto.
1
2 3
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9 10
11 12
13 14
15
Figura 15 – Exemplo de planta para identificac¸a˜o das taxas de defeito.
Seguindo a mesma metodologia dos exemplos anteriores, foram simuladas tra-
jeto´rias para a passagem de 4000 items e amostradas conforme a Tabela 9.
x¯′1 x¯′2 x¯′3 x¯′4 x¯′5 x¯′6 x¯′7 x¯′8 x¯′9 x¯′10 x¯′11 x¯′12 x¯′13 x¯′14 x¯′15
0 30 31 48 38 81 88 54 91 19 42 132 86 117 133
0 54 56 79 78 177 171 100 125 40 87 238 198 248 254
0 81 80 117 117 237 236 154 191 87 122 305 295 361 347
0 110 109 153 163 317 314 218 267 155 164 421 367 476 468
0 141 136 192 211 415 407 283 311 205 212 524 483 619 582
0 187 174 238 261 491 499 359 392 245 262 625 600 729 710
0 202 191 280 282 539 564 435 463 297 280 690 649 831 805
0 226 217 312 315 611 633 530 535 368 348 799 738 936 914
Tabela 9 – Amostragem de dados para o exemplo proposto.
Realizando a identificac¸a˜o dos paraˆmetros p conforme proposto neste traba-
lho, obtemos as probabilidade de defeito da Tabela 10, com um erro quadra´tico me´dio de
2.257× 10−5.
2.5 Identificac¸a˜o das taxas p com observac¸o˜es parciais
O modelo de identificac¸a˜o proposto ate´ o momento parte da premissa que as
seguintes informac¸o˜es esta˜o dispon´ıveis: a contagem de entidades para cada atividade na
planta a todo instante de amostragem; a estrutura da planta e o relacionamento entre as
atividades; e finalmente as contagens de defeitos na entrada de cada atividade.
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Real Identificac¸a˜o
0.05 0.056
0.02 0.23
0.1 0.108
0.05 0.045
0.01 0.001
0.03 0.04
0.07 0.076
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
Tabela 10 – Taxas de defeitos reais vs. identificadas
No entanto, se todas as observac¸o˜es de contagem na entrada esta˜o dispon´ıveis, o
problema de identificac¸a˜o das probabilidades p pode ser feito exaustivamente comparando-
se trajeto´rias x¯′(N) de atividades adjacentes i, j ∈ V com (i, j) ∈ E. A diferenc¸a entre
x¯′i e x¯′j para uma mesma contagem de entidades N e´ exatamente o nu´mero esperado de
defeitos para uma distribuic¸a˜o binomial, Npi. Dessa forma, a modelagem apresentada ate´
o momento embora tenha significado teo´rico significativo, representa pouco ou nenhum
significado pra´tico.
Para aumentar a utilidade do modelo significamente, propo˜e-se que a identifi-
cac¸a˜o das taxas p seja feita apenas com observac¸o˜es parciais de trajeto´rias na planta. As
premissas de medic¸a˜ototal das passagens de entidades e a estrutura da planta ainda sera˜o
mantidas, por se tratarem de varia´veis fa´ceis de se obter na pra´tica. Esse novo me´todo
de identificac¸a˜o sera´ feito explorando algumas propriedades inerentes a A´lgebra max-plus,
sendo a principal raza˜o do uso dessa te´cnica nesse trabalho e na modelagem proposta
anteriormente.
Essa nova identificac¸a˜o fara´ uso do Problema Estendido de Complementaridade
Linear (PECL), proposto por Schutter and Moor (1995) e explorado sob a o´tica max-plus
por De Schutter, Van den Boom and Verdult (2002). Esse problema e sua relac¸a˜o com o
modelo de defeitos sera´ explicado a seguir.
2.5.1 Problema Estendido de Complementaridade Linear
O PECL pode ser interpretado como uma formulac¸a˜o derivada do Problema
de Complementaridade Linear (PCL), que e´ fundamental a` programac¸a˜o matema´tica. A
formulac¸a˜o do PECL surgiu a partir do estudo de sistemas de eventos discretos, como
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sistemas de manufatura e redes de comunicac¸a˜o, e pode ser interpretado como um fra-
mework que unifica diferentes variac¸o˜es do PCL (Schutter and Moor, 1995). O problema
e´ formulado como abaixo:
Dado A ∈ Rp×n, B ∈ Rq×n, c ∈ Rp, d ∈ Rq e φ1, . . . φm ⊆ {1, . . . p} encontrar
x ∈ Rn tal que:
Ax ≥ c
Bx = d
(2.17)
m∑
j=1
∏
i∈φj
(Ax− c)i = 0 (2.18)
A condic¸a˜o em (2.18) representa a condic¸a˜o de complementaridade para as
varia´veis de excesso s+(i, x) = (Ax− c)i. Como Ax ≥ c, todas as varia´veis de excesso sa˜o
na˜o-negativas; tem-se enta˜o que
∏
i∈φj
(Ax − c)i ≥ 0 para j = 1, . . . ,m. Dessa forma cada
conjunto φj corresponde a uma se´rie de desigualdades em Ax ≥ c onde pelo menos uma
dessas deve possuir s+(i, x) = 0.
Essa condic¸a˜o espec´ıfica permite modelar equac¸o˜es envolvendo operadores max
e por isso e´ muito adequada para a modelagem de sistemas max-plus e sua identificac¸a˜o
de estados.
E´ poss´ıvel obter uma descric¸a˜o de todo o espac¸o de soluc¸o˜es para o PECL ana-
liticamente, pore´m o uso de tempo computacional e memo´ria aumenta exponencialmente
conforme o tamanho de varia´veis envolvidas. Esse aumento exponencial torna o problema
intrata´vel para sistemas de me´dio ou grande porte. Felizmente De Schutter, Heemels and
Bemporad (2002) mostraram uma te´cnica de transformac¸a˜o do PECL em um problema
de Mixed Integer Quadratic Programming (MIQP), culminando no resultado abaixo.
Teorema 2.2. Se os res´ıduos do PECL sa˜o limitados superiormente (isto e´, existe uma
matriz diagonal Dupp ∈ Rp×p tal que s+(i, x) ≤ (Dupp)ii para i = 1, . . . , p) enta˜o qualquer
soluc¸a˜o do seguinte problema de programac¸a˜o linear inteira mista abaixo resulta em uma
soluc¸a˜o do PECL e vice-versa.
δ ∈ {0, 1}p , x ∈ Rn
0 ≤ Ax− c ≤ Duppδ
Bx = d∑
i∈φj
δi ≤ |φj| − 1 j = 1, . . . ,m
(2.19)
onde |φj| denota o nu´mero de elementos no conjunto φj.
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2.5.1.1 PECL e a A´lgebra Max-Plus
Vamos supor um sistema discreto SISO (o caso MIMO pode ser facilmente
estendido) cuja dinaˆmica e´ modelada pelas seguintes equac¸o˜es max-plus :
x(k) = A⊗ x(k − 1)⊕B ⊗ u(k)
y(k) = C ⊗ x(k) (2.20)
Suponha ainda que temos as amostras de entrada e sa´ıda
{(
u(k), y(k)
)}N
k=1
, e
desejamos identificar as matrizes A, B e C desse sistema. Assume-se ainda que a sequeˆncia
entrada-sa´ıda e´ rica o suficiente para detectar a dinaˆmica do sistema. De Schutter, Van den
Boom and Verdult (2002) propoˆs um me´todo de identificac¸a˜o das matrizes a partir da
construc¸a˜o do PECL e sua correspondente formulac¸a˜o para otimizac¸a˜o conforme descrito
a seguir.
Assumindo que a estrutura interna do sistema max-plus e´ conhecida, e´ poss´ıvel
eliminar do processo de identificac¸a˜o algumas entradas de A,B e C. Nesse caso, sabe-se
quais entradas das matrizes sa˜o , quais entradas sa˜o finitas e qual a dimensa˜o das matrizes
envolvidas; esse conjunto de informac¸a˜o sobre A,B e C e´ conhecido como a − estrutura
de cada matriz. Assim, o processo de identificac¸a˜o resume-se a`s entradas na˜o  de A,B e
C.
Considere agora o modelo de estimac¸a˜o para as entradas na˜o  na forma:
xˆ(k) = Aˆ⊗ xˆ(k − 1)⊕ Bˆ ⊗ u(k)
yˆ(k) = Cˆ ⊗ xˆ(k) (2.21)
onde Aˆ, Bˆ, Cˆ, xˆ e yˆ sa˜o estimativas de A,B,C, x e y respectivamente. Adicionalmente,
pela estrutura f´ısica do sistema e´ poss´ıvel trac¸ar limitantes inferiores e superiores para a
estimac¸a˜o das matrizes, conforme abaixo:
Amin ≤ Aˆ ≤ Amax Bmin ≤ Bˆ ≤ Bmax
Cmin ≤ Cˆ ≤ Cmax xmin(0) ≤ xˆ(0) ≤ xmax(0)
(2.22)
Definindo:
xˆtot =
[
xˆ(0) . . . xˆ(N)
]T
yˆtot =
[
yˆ(0) . . . yˆ(N)
]T
ytot =
[
y(1) . . . y(N)
]T
Podemos identificar os coeficientes de A,B,C e x atrave´s da resoluc¸a˜o do problema:
min
Aˆ,Bˆ,Cˆ,xˆtot,yˆtot
‖yˆtot − ytot‖22
s.t. (2.21), k = 1, . . . , N
(2.22)
(2.23)
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Caso ainda existam medidas parciais dos estados, isto e´, xˆtot =
[
xˆobs|xˆest
]
, podemos
estender a func¸a˜o objetivo acima e obter a seguinte formulac¸a˜o:
min
Aˆ,Bˆ,Cˆ,xˆtot,yˆtot
‖yˆtot − ytot‖22 + ‖xˆobs − xobs‖22
s.t. (2.21), k = 1, . . . , N
(2.22)
(2.24)
O problema acima pode ser traduzido no PECL, bastando para isso realizar a equivaleˆncia
max(α, β) = γ ≡ α ≤ γ, β ≤ γ, (γ − α)(γ − β) = 0 para α, β, γ ∈ R. Nesse caso, para
fins pra´ticos e´ de interesse converter esse PECL em um problema de programac¸a˜o linear
conforme o Teorema 2.2. Para isso, basta mostrar que as varia´veis de excesso do MIQP
sa˜o limitadas superiormente. E´ condic¸a˜o suficiente mostrar que as varia´veis desse MIQP
equivalente sa˜o limitadas.
Como toda a dinaˆmica do sistema e´ medido apenas pelas sequeˆncias de entrada-
sa´ıda e como as entradas de um sistema max-plus sa˜o na˜o-descrescentes, e´ poss´ıvel cons-
truir os seguintes limitantes inferiores:
xˆ(k) ≥ xˆ(k − 1), xˆ(k) ≥ u(k), yˆ(k) ≥ u(k) (2.25)
Para as matrizes A,B e C ale´m das restric¸o˜es (2.22), se definirmos dmax =
max
k=1, ..., N
(
y(k)− u(k)) como o atraso ma´ximo do sistema e´ poss´ıvel construir os seguintes
limitantes:
0 ≤ aˆiAjA , bˆiBjB , cˆiCjC ≤ dmax (2.26)
para todo (iA, jA) ∈ F (A), (iB, jB) ∈ F (B), (iC , jC) ∈ F (C) ondeF (A) =
{
(i, j) | aij 6= 
}
.
Nesse caso De Schutter, Van den Boom and Verdult (2002) assume que os coeficien-
tes sa˜o na˜o negativos pela a´lgebra max-plus tratar-se normalmente de tempos de trans-
porte/processamento no sistema. Ale´m disso, como o atraso ma´ximo no sistema e´ dmax,
as seguintes relac¸o˜es sa˜o verdadeiras:
yˆ(k) ≤ u(1) + kdmax, k = 1, . . . , N (2.27)
xˆ(k) ≤ u(1) + (k + n− 1)dmax, k = 0, . . . , N (2.28)
O fator (n−1)dmax na equac¸a˜o (2.28) deriva do fato de que os estados na˜o sa˜o diretamente
medidos, e a influeˆncia de cada estado pode ser percebida na sa´ıda em no ma´ximo (n− 1)
passos.
A partir dessas restric¸o˜es, temos que Aˆ, Bˆ, Cˆ e xˆtot sa˜o limitados tanto superi-
ormente quanto inferiormente. Como as varia´veis do problema sa˜o limitadas, as varia´veis
de excesso do PECL tambe´m o sa˜o. Logo, e´ poss´ıvel reescrever o PECL em (2.23) como
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um problema de programac¸a˜o linear, conforme abaixo:
min
zˆ,δ
‖yˆtot − ytot‖22
s.t. F zˆ +Gδ ≤ h
δ ∈ {0, 1}q
(2.29)
onde zˆ e´ um vetor contendo todas as entradas na˜o- de Aˆ, Bˆ, Cˆ, xˆtot e yˆtot. A matriz F
e´ constru´ıda de tal forma a representar as restric¸o˜es (2.21), (2.22), (2.25)-(2.28). Ja´ G e´
uma matriz definida de tal forma a modelar a estrutura max-plus da dinaˆmica do sistema,
conforme a equac¸a˜o (2.21). Finalmente h e´ um vetor com valores definidos conforme os
limites inferior e superior de cada restric¸ao do problema. Dessa forma, a partir do MIQP
acima e´ poss´ıvel obter estimativas para os estados e a estrutura da dinaˆmica de um sistema
max-plus cla´ssico. Se algumas observac¸o˜es dos estados esta˜o dispon´ıveis, podemos ainda
inseri-las no me´todo de identificac¸a˜o obtendo o seguinte problema equivalente:
min
zˆ,δ
‖yˆtot − ytot‖22 + ‖xˆobs − xobs‖22
s.t. F zˆ +Gδ ≤ h
δ ∈ {0, 1}q
(2.30)
2.5.2 Identificac¸a˜o de Defeitos por um PECL
O me´todo de identificac¸a˜o de estados e da estrutura de problemas max-plus
descrito anteriormente e´ de grande utilidade para a te´cnica proposta neste trabalho. A
natureza max-plus do modelo proposto permite reestrutura´-lo como um PECL (e conse-
quentemente como um MIQP) e permite a identificac¸a˜o com observac¸o˜es parciais deseja-
das. A partir da identificac¸a˜o dos estados com medic¸a˜o parcial de defeitos, e´ poss´ıvel enta˜o
estimar a probabilidade de defeitos de cada atividade no sistema, sendo este o principal
objetivo ate´ o momento.
Para isso, reescreveremos o problema de identificac¸a˜o de defeitos proposto ate´
o momento em um MIQP, mostrando que todas as varia´veis estimadas sa˜o limitadas e,
consequentemente, uma soluc¸a˜o para essa formulac¸a˜o corresponde a uma soluc¸a˜o para
o PECL equivalente.
Nesse problema com medic¸a˜o parcial, os estados a serem identificados sa˜o
as pro´prias trajeto´rias de defeitos acumulados x¯′v(k). A dinaˆmica do sistema max-plus
analisado e´ dada pelas equac¸o˜es (2.12). Para fins de simplificac¸a˜o denota-se x¯′i(k) ≡
u¯′i(k), ∀i ∈ Y (P ) e x¯′j(k) ≡ z¯′j(k), ∀j ∈ U(P ) para uma planta P qualquer. E´ im-
portante lembrar que o modelo max-plus de defeitos e´ contra´rio ao fluxo de entidades na
planta f´ısica, de modo que defeitos na entrada do modelo representam defeitos na sa´ıda
da planta. Com essa simplificac¸a˜o podemos reescrever a dinaˆmica do sistema em forma
matricial:
X¯ ′k = Ak ⊗ X¯ ′k ⊕Bk ⊗ U¯ ′k
Z¯ ′k = Ck ⊗ X¯ ′k
(2.31)
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Para simplificar ainda mais a notac¸a˜o, assume-se que a planta observada e´ do tipo SISO
(| U(P ) |= 1 e | Y (P ) |= 1). Podemos portanto reescrever o sistema acima obtendo:
X¯ ′k = Ak ⊗ X¯ ′k ⊕Bk ⊗ u¯′(k)
z¯′(k) = Ck ⊗ X¯ ′k
(2.32)
Nota-se a semelhanc¸a com o modelo de estimac¸a˜o das equac¸o˜es em (2.20). Por definic¸a˜o,
tem-se que:
Ak = kQA, Bk = kQB, Ck = kQC
onde k e´ o nu´mero de entidades usado para transformar as trajeto´rias observadas na
planta (definido como N nas equac¸o˜es (2.7)) e QA, QB, QC sa˜o os atrasos da pget que
modela a planta, conforme proposto na equac¸a˜o (2.14), cada um referente a uma parte do
sistema e seus roteamentos (Q =
[
QA QB QC
]
T ).
Similarmente ao problema proposto por De Schutter, Van den Boom and Ver-
dult (2002), assume-se que as u´nicas trajeto´rias medidos do sistema sa˜o
{(
u(k), z(k)
)}N
k=1
e que toda a dinaˆmica de defeitos pode ser captada apenas pela sequeˆncia de entrada-sa´ıda
de defeitos (sempre acumulados). Queremos novamente estimar corretamente a trajeto´ria
de defeitos e os respectivos atrasos na P-GET que modela a planta. Para isso, definimos
o seguinte modelo de estimac¸a˜o:
Xˆ ′k = Aˆk ⊗ Xˆ ′k ⊕ Bˆk ⊗ u¯′(k)
zˆ′(k) = Cˆk ⊗ Xˆ ′k
(2.33)
Adicionalmente presume-se que a − estrutura e´ conhecida, de modo que alguns coefici-
entes das matrizes acima na˜o precisam ser estimados (assumem valor ).
Definindo:
zˆtot =
[
zˆ′(1) zˆ′(2) . . . zˆ′(N)
]T
, ztot =
[
z′(1) z′(2) . . . z′(N)
]T
, xˆtot =
[
Xˆ ′1 Xˆ ′2 . . . Xˆ ′N
]
e´ poss´ıvel realizar a identificac¸a˜o dos paraˆmetros desejados resolvendo o seguinte problema:
min
Aˆk,Bˆk,Cˆk,xˆtot,zˆtot
‖zˆtot − ztot‖22
s.t. (2.33), k = 1, . . . , N
(2.34)
Como proposto por De Schutter, iremos mostrar que o problema acima pode ser conver-
tido em um MIQP onde todas as varia´veis de otimizac¸a˜o sera˜o limitadas inferiormente e
superiormente.
A construc¸a˜o d MIQP na˜o pode ser feita atrave´s das mesmas restric¸o˜es mos-
tradas por De Schutter, principalmente pelo fato de no modelo proposto neste trabalho
as modas do sistema na˜o sa˜o totalmente medidos. Isso se deve a` transformac¸a˜o de traje-
to´rias definida pela equac¸a˜o (2.7), que pode gerar sequeˆncias na˜o medidos maiores que os
valores u¯′(k) e z¯′(k). E´ comum atividades intermedia´rias no sistema possu´ırem trajeto´rias
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de defeito transformadas maiores que seus correspondentes na sa´ida, particularmente em
plantas com muitos roteamentos. Assim, e´ preciso gerar novas restric¸o˜es para as varia´veis
de identificac¸a˜o e solucionar o problema em (2.34) de forma bem-sucedida.
Como sabe-se que as trajeto´rias sa˜o na˜o-descrescentes, e´ poss´ıvel inserir res-
tric¸o˜es na forma:
zˆ′(k + 1) ≥ zˆ′(k)
xˆi
′(k + 1) ≥ xˆi′(k), ∀xˆ′i(k) ∈ Xˆ ′k
(2.35)
para k = 1, . . . , N . Ale´m disso, como todas as entradas sa˜o na˜o-descrescentes e´ poss´ıvel
definir o atraso ma´ximo de defeitos na P-GET dmax = max
k=1,...,N
{∣∣z¯′(k)− uˆ′(k)∣∣} e construir
as restric¸o˜es:
−(n− 1)dmax ≤ kqa ≤ (n− 1)dmax, ∀qa ∈ QA
−(n− 1)dmax ≤ kqb ≤ (n− 1)dmax, ∀qb ∈ QB
−(n− 1)dmax ≤ kqc ≤ (n− 1)dmax, ∀qc ∈ QC
(2.36)
Como proposto por De Schutter, o fator (n − 1)dmax vem do fato dos estados na˜o serem
medidos e seu efeito ser percebido na sa´ıda em no ma´ximo (n − 1) passos, onde n e´ o
nu´mero de atividades no maior caminho da planta. Esse conjunto de restric¸o˜es acima
deriva das equac¸o˜es (2.36), e foi adaptado para considerar as distorc¸o˜es das trajeto´rias
transformadas.
Finalmente, sabe-se que os atrasos q na P-GET devem ser aproximadamente
iguais a`s probabilidades de defeito na planta, a menos de distorc¸o˜es existentes devido ao
roteamento na planta e a` transformac¸a˜o das trajeto´rias. Dessa forma, e´ poss´ıvel ainda
definir os limitantes:
−1 ≤ qa ≤ 1, ∀qa ∈ QA
−1 ≤ qb ≤ 1, ∀qb ∈ QB
−1 ≤ qc ≤ 1, ∀qc ∈ QC
(2.37)
Finalmente, como o modelo de defeitos para a planta e´ conhecido, temos as
seguintes restric¸o˜es:
xˆ′v(k) ≥
∑
i∈I(v)
wivni
nv
xˆ′i(k), ∀xˆ′v(k) ∈ Xˆ ′k
xˆ′v(k) ≤
∑
i∈I(v)
wivni
nv
[
xˆ′i(k) + k
]
, ∀xˆ′v(k) ∈ Xˆ ′k
(2.38)
Intuitivamente, as restric¸o˜es acima modelam caracter´ısticas inerentes a` planta. A primeira
restric¸a˜o dita que o nu´mero me´dio estimado de defeitos em v deve ser maior ou igual ao
nu´mero de defeitos nas atividades i ∈ I(v) que levam a v, se essas tivessem probabilidade
pi = 0. A segunda modela o mesmo tipo de propriedade, pore´m com pi = 1. Como se
pode observar, esses limitantes sa˜o baseados no modelo da planta definido por (2.8).
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A partir dos limitantes acima, construimos o modelo para identificac¸a˜o con-
forme abaixo:
min
Aˆk,Bˆk,Cˆk,xˆtot,zˆtot
‖zˆtot − ztot‖22
s.t. (2.33), k = 1, . . . , N
(2.35)− (2.38), k = 1, . . . , N
(2.39)
Como todas as var´ıaveis do problema sa˜o limitadas inferior e superiormente,
qualquer soluc¸a˜o da identificac¸a˜o acima e´ tambe´m soluc¸a˜o para o problema de identificac¸a˜o
de trajeto´rias max-plus, como quer´ıamos demonstrar.
Caso existam medic¸o˜es adicionais de trajeto´rias na˜o associadas a z ou u, e´
poss´ıvel inseri-las na func¸a˜o objetivo, obtendo:
min
Aˆk,Bˆk,Cˆk,xˆtot,zˆtot
‖zˆtot − ztot‖22 + λ ‖xˆtot − xtot‖22
s.t. (2.33), k = 1, . . . , N
(2.35)− (2.38), k = 1, . . . , N
(2.40)
O segundo termo refere-se a todas as medidas das trajeto´rias da planta anali-
sada (afora as de entrada e sa´ıda) que podem auxiliar o problema de identificac¸a˜o de qs.
A constante λ presente nessa func¸a˜o objetivo representa um fator de regularizac¸a˜o das
medidas internas observadas.
O problema constru´ıdo acima foi feito de tal forma a realizar a identificac¸a˜o
exata dos paraˆmetros p com medic¸a˜o total dos estados. Dessa forma, a modelagem e´
aplica´vel tanto para problemas com medic¸a˜o total quanto parcial das trajeto´rias.
No entanto, quando lidamos apenas com a medic¸a˜o das trajeto´rias de entrada e
sa´ıda na planta, as restric¸o˜es (2.36) representam o conceito de caminho cr´ıtico de defeitos
na planta. Essa representac¸a˜o encontra-se no fato de que para sistemas max-plus, cuja
representac¸a˜o da dinaˆmica e´ dada por (1.18), o caminho ma´ximo (com maior atraso) na
planta e´ dado por An−1, a matriz de paraˆmetros do sistema multiplicada em max-plus
n−1 vezes. E´ facil observar que as restric¸o˜es (2.36) nos leva a identificac¸a˜o de paraˆmetros
q ∈ An−1. Essa abordagem foi prefer´ıvel a` identificac¸a˜o exata de p ∈ A devido ao processo
de transformac¸a˜o de trajeto´rias, que pode gerar distorc¸o˜es arbitra´rias nas quantidades de
defeito e impossibilita a escolha de dmax como um limitante global para qualquer atraso q
no sistema.
Dessa forma, ao obtermos q com base no caminho cr´ıtico de defeitos, os valores
de p correspondentes apo´s o me´todo de identificac¸a˜o tambe´m refere-se a` taxa de defeitos
total do caminho cr´ıtico. Tem-se portanto que o me´todo de identificac¸a˜o parcial proposto
indica qual o caminho que apresentou maior nu´mero de defeitos na planta, mas na˜o e´
capaz de identificar com precisa˜o qual atividade no caminho e´ a mais defeituosa sem
obter observac¸o˜es de defeitos dessas atividades. Ele so´ e´ capaz de indicar que a atividade
mais defeituosa encontra-se no caminho cr´ıtico em algum ponto anterior a` atividade com
maior valor p e q identificada.
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Assim, a te´cnica proposta apresenta as seguintes caracter´ısticas dado um certo
conjunto de observac¸o˜es:
• medic¸a˜o Total: identificac¸a˜o exata tanto de q quanto das taxas de defeito p na
planta atrave´s da soluc¸a˜o do MIQP.
• medic¸a˜o de Entrada-Sa´ıda: com observac¸o˜es apenas das trajeto´rias nas ativida-
des de entrada e sa´ıda na planta, o algoritmo elaborado identifica os atrasos q ∈ An−1
e fornece estimativas sobre o caminho cr´ıtico de defeitos na planta.
• medic¸a˜o Parcial: com observac¸o˜es arbitra´rias das trajeto´rias de defeitos em ativi-
dades da planta, a soluc¸a˜o do miqp fornece estimativas exatas para as atividades com
trajeto´rias medidos e estimativas de caminho cr´ıtico para as demais na˜o medidos.
Considerando o cena´rio de medic¸a˜oe estimativas de q ∈ An−1, e´ proposto o
seguinte me´todo iterativo de identificac¸a˜o de defeitos na planta:
1 Coletar observac¸o˜es (parciais) da planta analisada e principalmente as trajeto´rias
de defeitos das atividades de entrada e sa´ıda na planta;
2 Transformar as trajeto´rias observadas usando a equac¸a˜o (2.7) para um N arbitra´rio,
obtendo x¯′obs;
3 Realizar a identificac¸a˜o dos atrasos q e das trajeto´rias de defeitos na˜o medidos xˆ′uobs
resolvendo o MIQP adequado;
4 Identificar a atividade com maior valor de p correspondente, atrave´s das equa-
c¸o˜es (2.15). Essa atividade e´ notada por v∗;
5 Realizar os passos de 1-4 novamente, considerando dessa vez apenas as atividades
do caminho cr´ıtico desde a entrada ate´ v∗ e observando as trajeto´rias de defeito x¯v∗ ,
considerando v∗ como a atividade de sa´ıda;
6 Realizar a identificac¸a˜o dos caminhos cr´ıticos ate´ encontrar uma u´nica atividade
com maior taxa de defeito (comprimento do caminho igual a zero) ou encontrar um
caminho suficiente pequeno para medic¸a˜o direta de todas as atividades envolvidas.
Dessa forma, em um nu´mero finito de passos e medic¸o˜es parciais e´ poss´ıvel
reduzir a identificac¸a˜o de atividades que mais geram defeitos a um conjunto muito pequeno
(em alguns casos ate´ mesmo unita´rio).
60
2.5.3 Resumo da te´cnica proposta (Medic¸a˜o Parcial)
A te´cnica apresentada ate´ o momento consiste em transformar as trajeto´rias
de defeito observadas na planta, resolver o MIQP, obter estimativas q e das trajeto´rias
na˜o medidos e finalmente identificar as taxas de defeito p a partir das equac¸o˜es (2.14).
A identificac¸a˜o parcial so´ e´ poss´ıvel ao adimitir que as trajeto´rias possam ser geradas em
uma rede de Petri, e portanto com dinaˆmica max-plus. Abaixo e´ ilustrado um diagrama
contendo os passos da te´cnica proposta com total medic¸a˜o das trajeto´rias.
Figura 16 – Fluxo de medic¸a˜o e identificac¸a˜o de pv segundo a te´cnica proposta.
2.6 Contribuic¸o˜es
As principais contribuic¸o˜es deste trabalhado foram apresentadas neste cap´ıtulo.
A seguir encontra-se um breve resumo das contribuic¸o˜es ate´ o momento.
Na sec¸a˜o 2.3 propos-se um modelo para plantas com entidades pass´ıveis da
ocorreˆncia de defeitos. Foram definidas as sequeˆncias de interesse desse sistema e sua
relac¸a˜o com a planta f´ısica. O problema do trabalho tambe´m foi apresentado, que consiste
em identificar taxas de defeitos em atividades de uma planta Ale´m disso foi demonstrada
a equivaleˆncia entre as trajeto´rias do modelo e um grafo de eventos temporizado, bem
como a relac¸a˜o entre os atrasos no grafo e as probabilidades de ocorreˆncia de defeito.
Mostrou-se tambe´m que as trajeto´rias de defeitos na planta correspondem a trajeto´rias
max-plus no grafo de eventos e sua representac¸a˜o em rede de Petri.
Na sec¸a˜o 2.4 propos-se o uso do algoritmo de mı´nimos quadrados como me´todo
de identificac¸a˜o das probabilidades com medic¸a˜o total das trajeto´rias da planta. Foram
elaborados alguns exemplos demonstrando a utilidade do modelo com medic¸a˜o total, que
apresentou baixa taxa de erro para poucas medic¸o˜es da planta.
Finalmente, na sec¸a˜o 2.5 a modelagem proposta por De Schutter, Van den
Boom and Verdult (2002) foi adaptada para a problema abordado neste trabalho. Construiram-
se restric¸o˜es para identificac¸a˜o de paraˆmetros e estados em sistemas max-plus adaptadas
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ao problema. Esse me´todo possui a vantagem de identificar as taxas de defeito da planta
com observac¸o˜es parciais de suas trajeto´rias, obtendo uma economia no processo de ob-
tenc¸a˜o de medic¸o˜es.
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Capı´tulo3
Resultados e Extenso˜es
3.1 Resultados
Alguns exemplos de plantas sera˜o explorados usando a te´cnica de identifica-
c¸a˜o das taxas de defeito proposta no cap´ıtulo anterior. Sera˜o mostradas as limitac¸o˜es e
premissas associadas a` resoluc¸a˜o do problema de otimizac¸a˜o proposto.
A na˜o ser explicitamente indicado em contra´rio, todos os experimentos se-
ra˜o executados com observac¸o˜es de defeitos x¯′v na entrada de cada atividade. Todos os
experimentos mostrados abaixo sa˜o fruto de 8 amostras obtidas uniformemente de uma
trajeto´ria considerando a passagem de 4000 entidades pela planta analisada (de forma
similar a trabalhadas nos exemplos do cap´ıtulo anterior).
Para a resoluc¸a˜o do foi utilizada a licenc¸a acadeˆmica do software Gurobi Op-
timization (2015). Essa biblioteca permite a resoluc¸a˜o de problemas de otimizac¸a˜o como
o proposto nesse trabalho pelo uso de algoritmos de branch and bound.
Os experimentos para cada exemplo foram divididos em 4 subproblemas: iden-
tificar as taxas de defeito sistema diretamente atrave´s das equac¸o˜es (2.14) e atrave´s da
resoluc¸a˜o do com observabilidade total dos defeitos, com observabilidade parcial de ativi-
dades internas ao processo (ale´m de entradas e sa´ıdas) e finalmente a resoluc¸a˜o contando
apenas com dados de entrada e sa´ıda so sistema. Apo´s esses identificac¸o˜es realiza-se uma
ana´lise quantitativa e qualitativa das soluc¸o˜es obtidas, verificando a efica´cia de cada uma
dessas variac¸o˜es.
Finalmente, todos os experimentos foram executados em uma ma´quina com
sistema operacional Ubuntu 14.04, com 16Gb de memo´ria RAM e processador Intel®
Core™ i7-4710MQ, 2.50GHz.
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Exemplos
Exemplo 3.1. Para ilustrar o me´todo de identificac¸a˜o das taxas p do sistema, vamos
considerar um exemplo de DEDS ilustrado na Figura 17. As taxas de defeito para esse
sistema sa˜o p = [0.0 0.2 0.1 0.05 0.01 0.03 0.07 0.01 0.02 0].
Nesse caso, as trajeto´rias amostradas x¯′v foram utilizadas para identificar to-
talmente o sistema, conforme ilustrado em exemplos anteriores. Em seguida foi feita a
identificac¸a˜o do sistema apenas com observac¸o˜es de entrada e sa´ıda. Realizou-se ainda
uma identificac¸a˜o com observac¸o˜es parciais do sistema e finalmente uma identificac¸a˜o
atrave´s do com todas as observac¸o˜es amostradas.
Quanto a` observac¸a˜o interna das trajeto´rias, optou-se por utilizar as medic¸o˜es
de defeito nas entradas das atividades 8 e 9 ilustradas. A principal raza˜o de sua escolha e´
que representam no DEDS uma junc¸a˜o de duas trajeto´rias de entidades na planta. Dessa
forma, assume-se que sua observac¸a˜o traz mais informac¸a˜o que medic¸o˜es nas demais
atividades; uma escolha equivalente seria utilizar-se das medic¸o˜es dispon´ıveis nas sa´ıdas
das atividades 2 e 3.
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Figura 17 – Exemplo de planta para identificac¸a˜o das taxas de defeito.
Os resultados de cada identificac¸a˜o esta˜o ilustrados na Tabela 11.
Para os resultados acima, o erro me´dio da estimac¸a˜o simples (com observac¸a˜o
total e sem uso do desenvolvido) e´ de 3.538× 10−5. O erro me´dio do correspondente
apenas a observac¸o˜es de entrada e sa´ıda e´ de 2.266× 10−2. Nesse caso, o algoritmo de
otimizac¸a˜o levou 465 segundos para encontrar uma soluc¸a˜o o´tima, percorrendo 505.914
no´s e atingindo uma func¸a˜o objetivo o´tima de 18107.
A otimizac¸a˜o com observac¸a˜o interna teve erro me´dio de 9.339× 10−3, sendo
executado por 75 segundos e tendo explorado 573616 no´s. A func¸a˜o objetivo atingiu o valor
o´timo de 62878. Por sua vez o algoritmo de otimizac¸a˜o com observac¸a˜o total apresentou
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Atividade Real Estimac¸a˜o Obs. Total Obs. Interna Entrada-Sa´ıda
1 0 0.000 0.000 1.800× 10−3 3.650× 10−4
2 0.2 0.200 0.018 1.037× 10−3 4.709× 10−4
3 0.1 0.096 0.078 1.778× 10−3 5.227× 10−4
4 0.05 0.045 0.031 2.443× 10−1 −1.985× 10−4
5 0.01 0.007 0.01 2.196× 10−1 2.041× 10−4
6 0.03 0.029 0.032 8.307× 10−2 −1.911× 10−4
7 0.07 0.061 0.074 1.477× 10−1 1.984× 10−4
8 0.01 0.014 0.011 −1.222× 10−15 1.572× 10−1
9 0.02 0.018 0.023 1.720× 10−2 1.570× 10−1
10 0 0.000 0.000 0.000 0.000
Tabela 11 – Resultados dos algoritmos propostos
erro me´dio de 3.104× 10−4 , com valor o´timo da func¸a˜o objetivo em 734965 e percorrendo
2295241 no´s. Seu tempo total de execuc¸a˜o foi de 275 segundos.
Pelos resultados acima, e´ poss´ıvel observar que a otimizac¸a˜o do com observa-
c¸a˜o total das trajeto´rias e´ equivalente a` resoluc¸a˜o direta do sistema de equac¸o˜es (2.14).
Ambos identificam corretamente as probabilidades de defeito em cada atividade com baixo
erro me´dio.
Ja´ para os casos de otimizac¸a˜o com observabilidade parcial e de entrada-sa´ıda,
os resultados divergem muito do esperado e apresentam um erro me´dio significativamente
alto. Em alguns casos as probabilidades estimadas sa˜o ate´ mesmo negativas, o que viola
a premissa de que os defeitos/falhas sa˜o apenas gerados no sistema, e na˜o removidos.
Pore´m podemos analisar as taxas identificadas como uma ana´lise qualitativa, indi-
cando o caminho que apresenta a atividade com maior taxa real de defeitos a partir das
observac¸o˜es.
Analisando os resultados da otimizac¸a˜o apenas com dados de entrada-sa´ıda do
sistema, vemos que as atividades com maior taxa sa˜o respectivamente 8 e 9. Como a
diferenc¸a na identificac¸a˜o de ambas e´ marginal, vamos assumir que o caminho com maior
taxa de defeitos e´ tanto da atividade 1 ate´ 8 e da atividade 1 ate´ 9. Assim, e´ poss´ıvel iniciar
novamente o algoritmo de identificac¸a˜o, quebrando-se o problema em dois: identificando
a subplanta com todos os caminhos de 1 ate´ 8 e a outra subplanta com todos os caminhos
de 1 ate´ 9. Alternativamente, e´ poss´ıvel observar a maior taxa observada dentro de cada
subcaminho. Nesse caso, para todos os subcaminhos da atividade 1 ate´ 8, a atividade 2
apresentou a maior taxa de defeitos na identificac¸a˜o. Similarmente para os caminhos de 1
ate´ 9, a atividade 3 apresentou maior taxa. Conclui-se portanto que a atividade com maior
taxa de defeito na planta encontra-se ou no subcaminho 1-2 ou em 1-3, respectivamente.
Se observarmos de fato as taxas originais de defeito na simulac¸a˜o, as atividades
2 e 3 sa˜o de fato as mais defeituosas. Assim, a identificac¸a˜o proposta com dados de
entrada-sa´ıda identificou corretamente as atividades com maiores taxas. Nesse caso, com
apenas duas observac¸o˜es de defeitos (de 1 e 10) reduziu-se o nu´mero de atividades com
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maior taxa de falhas de 10 (a quantidade inicial na planta) para apenas 3 (1,2 e 3).
Resultados similares foram obtidos para a identificac¸a˜o com observac¸a˜o interna
de trajeto´rias. Pore´m nesse caso claramente identificam-se como os caminhos mais de-
feituosos aqueles que va˜o da atividade 1 ate´ 4 e da atividade 1 ate´ 5. Assim o nu´mero de
atividades que podem apresentar maior taxa reduziu-se a 4 (atividades 1,2,4 e 5).
Conclui-se portanto que para esse exemplo a identificac¸a˜o com maior custo-
benef´ıcio (aquela que traz mais informac¸a˜o com o menor nu´mero de observac¸o˜es poss´ıvel)
e´ a resoluc¸a˜o do apenas com dados de entrada-sa´ıda, por reduzir o nu´mero de atividades
a serem observadas diretamente para 3 (atividades 1, 2 e 3).
Exemplo 3.2. Considerando a mesma planta do exemplo anterior, vamos identificar
novas taxas de defeito p = [0.0 0.02 0.1 0.05 0.01 0.03 0.07 0.01 0.02 0]. A principal di-
ferenc¸a em relac¸a˜o ao exemplo anterior e´ a troca da atividade que gera mais defeitos.
Nesse caso, essa encontra-se no caminho direito da planta, na atividade 3 (anteriormente
encontrava-se no caminho esquerdo - atividade 2). As atividades escolhidas para a obser-
vac¸a˜o interna de defeitos sa˜o as mesmas do exemplo anterior (entradas das atividades 8
e 9). Os resultados rde cada processo de identificac¸a˜o encontra-se na Tabela 12.
Atividade Real Estimac¸a˜o Obs. Total Obs. Interna Entrada-Sa´ıda
1 0 0.000 0.001 3.360× 10−4 2.640× 10−3
2 0.02 0.032 0.002 6.970× 10−4 3.000× 10−3
3 0.1 0.107 0.079 2.730× 10−4 1.320× 10−3
4 0.05 0.059 0.06 5.480× 10−2 −2.220× 10−15
5 0.01 0.005 0.007 1.100× 10−2 −2.440× 10−15
6 0.03 0.034 0.031 1.010× 10−1 −3.890× 10−16
7 0.07 0.072 0.068 1.410× 10−1 2.680× 10−1
8 0.01 0.013 0.012 −1.230× 10−15 −5.600× 10−16
9 0.02 0.023 0.023 −1.150× 10−16 −2.780× 10−16
10 0 0.000 0.000 0.000 0.000
Tabela 12 – Resultados dos algoritmos propostos
Para os resultados acima, o erro me´dio da estimac¸a˜o simples (com observac¸a˜o
total e sem uso do desenvolvido) e´ de 2.140× 10−5. O erro me´dio do correspondente
apenas a observac¸o˜es de entrada e sa´ıda e´ de 6.332× 10−3. Nesse caso, o algoritmo de
otimizac¸a˜o levou 55 segundos para encontrar uma soluc¸a˜o o´tima, percorrendo 348068 no´s
e atingindo uma func¸a˜o objetivo o´tima de 5.550× 104.
A otimizac¸a˜o com observac¸a˜o interna teve erro me´dio de 9.339× 10−3, sendo
executado por 132 segundos e tendo explorado 544005 no´s. A func¸a˜o objetivo atingiu
o valor o´timo de 2.030× 104. Por sua vez o algoritmo de otimizac¸a˜o com observac¸a˜o
total apresentou erro me´dio de 6.158× 10−4 , com valor o´timo da func¸a˜o objetivo em
1.350× 105 e percorrendo 2101964 no´s. Seu tempo total de execuc¸a˜o foi de 265 segundos.
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Pelos resultados acima, e´ poss´ıvel observar que tanto a otimizac¸a˜o do com
observac¸a˜o total das trajeto´rias quanto a resoluc¸a˜o direta do sistema de equac¸o˜es (2.14)
identificam corretamente as probabilidades de defeito em cada atividade com baixo erro
me´dio.
Como anteriormente, as taxas identificadas usando apenas observac¸o˜es de en-
trada e sa´ıda ou observac¸o˜es parciais apresentam-se distorcidas e com ala divergeˆncia
em relac¸a˜o ao seu valor real na planta. Pore´m, se efetuarmos novamente a ana´lise
qualitativa, temos as seguintes concluso˜es:
• observac¸a˜o interna:
A maior taxa de defeito identificada na observac¸a˜o interna e´ a apresentada na ati-
vidade 7. Dessa forma, e´ poss´ıvel concluir que a atividade que gera defeitos com
maior taxa na planta encontra-se em um dos subcaminhos de 1 ate´ 7. Isso inclui
somente as atividades 1,3 e 7. Uma maneira de isolar definitivamente qual des-
sas atividades gera mais defeito e´ observar os defeitos em 7 e realizar novamente o
processo de identificac¸a˜o proposto neste trabalho. Como se tratam de apenas 3 ati-
vidades, a mera observac¸a˜o das trajeto´rias de defeito na entrada de 7 ( em adic¸a˜o
as observac¸o˜es em 1) ja´ e´ suficiente para isolar a taxa de maior impacto na planta.
• Observac¸a˜o de entrada-sa´ıda:
De forma similar a ana´lise com observac¸a˜o interna, vemos que a identificac¸a˜o com
maior valor refere-se a` atividade 7. Dessa forma, e´ posso´vel concluir pela ana´lise
qualitativa que a atividade gerando mais defeitos nas entidades encontra-se no sub-
caminho da planta entre as atividades 1 ate´ 7. Conclui-se portanto que a maior taxa
na planta encontra-se nas atividades 1, 3 ou 7. E´ poss´ıvel isolar a atividade com
maior taxa da mesma forma qued no caso de observac¸a˜o interna.
Conclui-se neste caso que o me´todo de identificac¸a˜o com maior custo-benef´ıcio
ainda e´ a resoluc¸a˜o do com dados de entrada-sa´ıda. Esse me´todo reduz o nu´mero potencial
de atividades que geram mais defeitos (maior taxa) para apenas 3, o mesmo resultado
obtido para o caso de observac¸a˜o interna pore´m com menos medic¸o˜es.
Exemplo 3.3. Vamos considerar agora o exemplo da Figura 18, com taxas de defeito
p = [0.01 0.05 0.02 0.1 0.01 0.02 0]. Para este exemplo foram executadas as otimizac¸o˜es
do usando observac¸o˜es totais, parciais e de entrada-sa´ıda. Para este caso, as observac¸o˜es
parciais referem-se as medic¸o˜es de defeito nas entradas da atividade 5.
Os resultados de cada identificac¸a˜o/identificac¸a˜o esta˜o dispostos na Tabela 14.
Para os resultados acima, o erro me´dio da estimac¸a˜o simples (com observac¸a˜o
total e sem uso do desenvolvido) e´ de 1.299× 10−3. O erro me´dio do correspondente com
observac¸a˜o total e´ de 1.768× 10−3. Nesse caso, o algoritmo de otimizac¸a˜o efetuou um
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Figura 18 – Exemplo de planta para identificac¸a˜o das taxas de defeito.
Atividade Real Estimac¸a˜o Obs. Total Obs. Interna Entrada-Sa´ıda
1 0.01 0.009 0.001 3.309× 10−5 1.382× 10−4
2 0.05 0.049 0.038 −3.608× 10−16 0
3 0.02 0.017 0.002 4.176× 10−5 4.970× 10−4
4 0.1 0.109 0.069 2.096× 10−2 1.670× 10−4
5 0.01 0.014 −1.821× 10−17 −1.030× 10−18 2.350× 10−2
6 0.02 0.021 0.004 −1.388× 10−15 2.390× 10−2
7 0.0 0.000 0.000 0.000 0.000
Tabela 13 – Resultados dos algoritmos propostos
corte para encontrar uma soluc¸a˜o o´tima, atingindo uma func¸a˜o objetivo de 8.080× 105
apo´s apenas 455 iterac¸o˜es.
A otimizac¸a˜o com observac¸a˜o interna teve erro me´dio de 8.638× 10−4, sendo
executado por 5 segundos e tendo explorado 49768 no´s. A func¸a˜o objetivo atingiu o valor
o´timo de 5.060× 105. Finalmente o exemplo com observac¸a˜o de entrada-sa´ıda apresen-
tou erro me´dio de 1.011× 10−3 , com valor o´timo da func¸a˜o objetivo em 1.573× 103 e
percorrendo 1149821 no´s. Seu tempo total de execuc¸a˜o foi de 255 segundos.
Nesse caso, percebe-se que a resoluc¸a˜o direta do sistema de equac¸o˜es (2.14)
diferencia-se da otimizac¸a˜o com observac¸a˜o total. Muitos dos valores identificados di-
vergem substancialmente ou perdem sua representac¸a˜o probabil´ıstica (na˜o negativos). No
entanto, se tomarmos a ordem das atividades com maiores taxas de defeitos, vemos que
a otimizac¸a˜o manteve essa ordem relativa. Isso quer dizer que a atividade com maior
taxa de ocorreˆncia de defeitos na planta apresenta maior taxa na soluc¸a˜o do plim com
observac¸a˜o total, e assim por diante.
Analisando a identificac¸a˜o parcial, vemos que a atividade que mais gera defei-
tos nas entidades roteadas encontra-se em pelo menos um subcaminho da atividade 1 ate´ 4
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(pois 4 possui maior taxa identificada pelo me´todo proposto). Esses subcaminhos incluem
as atividades 1,2,3 e 4. Para identificarmos de forma definitiva a atividade com maior
taxa na planta, basta portanto considerar 4 como a sa´ıda de uma subplanta composta por
todos os caminhos de 1 ate´ 4 e efetuar o processo de identificac¸a˜o novamente. Para essa
subplanta, identificou-se p1 = 0.0236, p2 = 0.0056, p3 = 0.0102, p4 = 0.0242. Assim, e´
poss´ıvel concluir que a atividade 4 ou a atividade 1 apresenta maior taxa de defeito na
planta. Decidir entre essas duas atividades torna-se uma simples questa˜o de medir os
defeitos que surgem nas entidade de sa´ıda dessas.
Finalmente, para o caso da identificac¸a˜o com dados de entrada-sa´ıda, pela
ana´lise qualitativa conclui-se que a atividade com maior taxa encontra-se em pelo
menos um dos subcaminhos de 1 ate´ a atividade 5. Como a identificac¸a˜o apresentou
valores muito pro´ximos para as taxas da atividade 5 e 6, podemos incluir tambe´m todos
os subcaminhos de 1 ate´ 6 qque potencialmente contenham a atividade de maior taxa na
planta. Isso resume o processo de identificac¸a˜o as atividades 1,2,3,4,5 e 6, eliminado-se
apenas a atividade 7. Considerando 5 e 6 como sa´ıdas da subplanta correspondente e
realizando novas observac¸o˜es, identificam-se p1 = 0.0001, p2 = 0.0178, p3 = 0.0087, p4 =
0.0515, p5 = 0, p6 = 0. Novamente chega-se a conclusa˜o que a atividade com meior taxa
est’a´ no subconjunto das atividades 1,2,3 e 4. Realizando a identificac¸a˜o da subplanta
coreespondente chega-se a` conclusa˜o que 4 e´ a atividade desejada.
Nesse exemplo, o me´todo que apresentou maior custo benef´ıcio no processo de
ana´lise foi a observac¸a˜o direta de todas as atividades. Entretanto, a resoluc¸a˜o do com
observac¸a˜o interna obteve bom resultado em eliminar metade do conjunto de ma´quinas
rapidamente. A identificac¸a˜o com dados de entrada-sa´ıda teve desempenho similar, por-
te´m foi necessa´rio uma iterac¸a˜o adicional do me´todo proposto para identificar a atividade
de maior taxa na planta.
Exemplo 3.4. Vamos aplicar o me´todo proposto para a planta ilustrada na Figura 19,
com taxas de defeito p = [0.05 0.2 0.05 0.5 0.01 0.0 ]. Para este exemplo foram executadas
as otimizac¸o˜es do usando observac¸o˜es totais, parciais e de entrada-sa´ıda. Para este caso,
as observac¸o˜es parciais referem-se as medic¸o˜es de defeito na entrada da atividade 3.
1 2 3 4 5 6
Figura 19 – Exemplo de planta para identificac¸a˜o das taxas de defeito.
Para os resultados acima, o erro me´dio da estimac¸a˜o simples (com observac¸a˜o
total e sem uso do desenvolvido) e´ de 6.680× 10−6. O erro me´dio do correspondente com
observac¸a˜o total e´ de 4.185× 10−4. Nesse caso, o algoritmo de otimizac¸a˜o efetuou um
corte para encontrar uma soluc¸a˜o o´tima, atingindo uma func¸a˜o objetivo de 1.290× 105.
A otimizac¸a˜o com observac¸a˜o interna teve erro me´dio de 6.980× 10−4. A
func¸a˜o objetivo atingiu o valor o´timo de 1.029× 105. Finalmente o exemplo com observa-
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Atividade Real Estimac¸a˜o Obs. Total Obs. Interna Entrada-Sa´ıda
1 0.05 0.046 1.221× 10−15 0.199 0
2 0.2 0.203 0.1972 0.028 0
3 0.05 0.051 0.0511 0.028 0
4 0.5 0.503 0.5009 0.254 0.074
5 0.01 0.009 0.00889 0.252 0.674
6 0.000 0.000 0.000 0.000 0.000
Tabela 14 – Resultados dos algoritmos propostos
c¸a˜o de entrada-sa´ıda apresentou erro me´dio de 1.112× 10−1, com valor o´timo da func¸a˜o
objetivo em 1.460× 105.
Nesse caso o cena´rio de estimac¸a˜o a partir das equac¸o˜ess (2.14) na˜o se dife-
rencia significativamente dos valores estimados pela relosuc¸a˜o do com observac¸a˜o total
das trajeto´rias.
Quanto ao com observac¸a˜o interna ou apenas dados de entrada-sa´ıda, a iden-
tificac¸a˜o indica a atividade com maior taxa como uma dentre as atividades 1,2,3,4 ou 5.
Se realizarmos a otimizac¸a˜o iterativamente, como nos exemplos anteriores, a observac¸a˜o
interna identificara´ corretamente a atividade 5 como a de maior taxa de defeitos. No
entanto, para o caso de entrada-sa´ıda, como na˜o ha´ nenhuma medic¸a˜o adicional no ca-
minho entre 1 e 5, futuras iteac¸o˜es de identificac¸a˜o trara˜o pouca ou nenhuma informac¸a˜o
a respeito da atividade de maior taxa.
Essa dificuldade em obter estimativas u´teis se deve ao fato de na˜o haver ne-
nhuma bifurcac¸a˜o nos caminhos da planta, o que nos leva a casos com mu´ltiplas soluc¸o˜es
para o sistema de equac¸o˜es baseados em (2.14). Para esses casos de estrutura da planta
em linha, recomenda-se o uso do algoritmo com observac¸a˜o total das atividades. Caso
isso na˜o seja poss´ıvel, recomenda-se o uso do algoritmo com observac¸a˜o interna, sendo
que a trajeto´ria observada deve estar no meio do fluxo de entidades na planta. Nesse caso
o processo de otimizac¸a˜o com observac¸a˜o interna deve se assemelhar a uma busca bina´ria
ao longo dos caminhos da planta. Os passos desse algoritmo modificado seguem abaixo:
1. Escolher uma atividade vm no meio do fluxo da planta para obter observac¸o˜es de
sua trajeto´ria.
2. Realizar a otimizac¸a˜o do usando as observac¸o˜es coletadas em vm e as observac¸o˜es
apresentes nas entradas vi e sa´ıdas vo da planta.
3. Encontrar a atividade com maior taxa de defeitos de identificada ate´ o momento.
Se essa atividade encontra-se no caminho entre vm e a sa´ıda da planta, realizar os
passos 1-3 para a subplanta cuja entrada e´ vm e sa´ıda vo. Caso contra´rio repetir os
passos para a subplanta cuja entrada e´ vi e sa´ıda e´ vm.
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4. Repetir os passos 1-3 ate´ que restem apenas duas ou menos atividades em uma
subplanta.
Assim, conclui-se que para esse cena´rio o algoritmo com observac¸o˜es parciais
deve ser adaptado para um melhor fuincionamento. Ale´m disso a otimizac¸a˜o com dados de
entrada-sa´ıda traz pouca ou nenhum vantagem frente a casos com mais observac¸o˜es, por
na˜o diminuir significativamente o nu´mero de atividades potenciais a serem identificadas
em futuras iterac¸o˜es.
Exemplo 3.5. Vamos aplicar o me´todo proposto para a planta ilustrada na Figura 20,
com taxas de defeito p = [0.0 0.02 0.1 0.05 0.01 0.03 0.07 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 ].
Para este exemplo foram executadas as otimizac¸o˜es do usando observac¸o˜es totais, parciais
e de entrada-sa´ıda. Para este caso, as observac¸o˜es parciais referem-se as medic¸o˜es de
defeito nas entradas das atividade 3 e 6.
1
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Figura 20 – Exemplo de planta para identificac¸a˜o das taxas de defeito.
Os resultados de cada identificac¸a˜o/identificac¸a˜o esta˜o dispostos na Tabela 15.
Para os resultados acima, o erro me´dio da estimac¸a˜o simples (com observac¸a˜o
total e sem uso do desenvolvido) e´ de 5.660× 10−5. O erro me´dio do correspondente com
observac¸a˜o total e´ de 9.060× 10−5. Nesse caso, o algoritmo de otimizac¸a˜o efetuou um
corte para encontrar uma soluc¸a˜o o´tima, atingindo uma func¸a˜o objetivo de 1.107× 105
apo´s apenas 2623 iterac¸o˜es.
A otimizac¸a˜o com observac¸a˜o interna teve erro me´dio de 6.980× 10−4, sendo
executado por 10 segundos e tendo explorado 13157 no´s. A func¸a˜o objetivo atingiu o valor
o´timo de 3.420× 104. Finalmente o exemplo com observac¸a˜o de entrada-sa´ıda apresen-
tou erro me´dio de 1.011× 10−3 , com valor o´timo da func¸a˜o objetivo em 3.124× 103 e
percorrendo 54498 no´s. Seu tempo total de execuc¸a˜o foi de 35 segundos.
Nesse caso, percebe-se que a resoluc¸a˜o direta do sistema de equac¸o˜es (2.14)
diferencia-se da otimizac¸a˜o com observac¸a˜o total. Muitos dos valores identificados diver-
gem substancialmente ou perdem sua representac¸a˜o probabil´ıstica (na˜o negativos). Isso
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Atividade Real Estimac¸a˜o Obs. Total Obs. Interna Entrada-Sa´ıda
1 0.0 0.0 0.0 0.022 0.012
2 0.02 0.027 0.011 0.006 0.027
3 0.1 0.08 0.077 0.03 0.004
4 0.05 0.059 0.029 0.024 0.017
5 0.01 0.017 -0.005 0.000 -0.001
6 0.03 0.034 0.036 0.094 0.025
7 0.07 0.068 0.065 0.068 0.138
8 0.0 0.000 0.000 0.000 0.000
9 0.0 0.000 0.000 0.000 0.000
10 0.0 0.000 0.000 0.000 0.000
11 0.0 0.000 0.000 0.000 0.000
12 0.0 0.000 0.000 0.000 0.000
13 0.0 0.000 0.000 0.000 0.000
14 0.0 0.000 0.000 0.000 0.000
15 0.0 0.000 0.000 0.000 0.000
Tabela 15 – Resultados dos algoritmos propostos
se deve prioritariamente as restric¸o˜es do problema de otimizac¸a˜o proposto. No entanto,
se tomarmos a ordem das atividades com maiores taxas de defeitos, vemos que a otimi-
zac¸a˜o manteve essa ordem relativa. Isso quer dizer que a atividade com maior taxa de
ocorreˆncia de defeitos na planta apresenta maior taxa na soluc¸a˜o do plim com observac¸a˜o
total, e assim por diante, como mostrado em exemplos anteriores.
Ja´ para a otimizac¸a˜o com observac¸a˜o interna, efetuando-se novamente a ana´-
lise qualitativa vemos que o caminho cr´ıtico (que conte´m a atividade com maior taxa
de defeito) identificada encontra-se nos subcaminhos de 1 ate´ 6. Esse caminho resume-se
a`s atividades 1,3 e 6. Nesse caso, basta a obtenc¸a˜o de medidas adicionais na entrada de
3 (ale´m das coletadas em 1 e 6) para descobrir qual dessas atividades restantes possui a
maior taxa.
Finalmente no caso da otimizac¸a˜o apenas com dados de entrada e sa´ıda, anali-
sando sob a o´tica qualitativa temos o mesmo resultado que o apresentado com observac¸a˜o
interna, pore´m ao inve´s da atividade 6 a atividade suspeita passa a ser a 7.
Considerando todos os cena´rios de identificac¸a˜o propostos, o que apresenta
melhor custo-benef´ıcio e´ a resoluc¸a˜o do apenas com dados de entrada e sa´ıda. Isso se
deve ao fato dessa identificac¸a˜o restringir a apenas 3 ma´quinas (de 15) a atividade mais
defeitosa com um mı´nimo de medic¸o˜es.
3.2 Extenso˜es
Ate´ o momento considerou-se o uso do algoritmo de identificac¸a˜o proposto
como uma te´cnica independente, pass´ıvel de ser utilizada diretamente a partir das ob-
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servac¸o˜es coletadas. Entretanto e´ poss´ıvel utilizar o me´todo proposto como parte de um
processo de resoluc¸a˜o de problemas atrelado a`s pra´ticas ja´ existentes no mercado. Muitas
te´cnicas empresariais foram propostas para solucionar problemas de qualidade na indu´s-
tria, como o TQM e grupos de qualidade. Dentre essas destacam-se a filosofia Lean (Ohno,
1988) e a metodologia Seis Sigma (Harry and Schroeder, 2005). Ambas sa˜o comumente
utilizadas para melhorar o desempenho de empresas de variados segmentos e portes ao
redor do mundo. O apeˆndice A deste trabalho detalha as principais pra´ticas, ferramentas,
vantagens e desvantagens de ambas abordagens. A seguir faremos a integrac¸a˜o dessas
pra´ticas mais comuns do mercado com o me´todo de identificac¸a˜o constru´ıdo neste traba-
lho.
3.2.1 Lean
Por se tratar mais de um conjunto de filosofias e pensamentos do que uma
metodologia estruturada, a aplicac¸a˜o da te´cnica proposta neste trabalho pode ser feita
em diversos pontos de uso do Lean.
Particularmente, a resoluc¸a˜o do pode ser utilizada como um me´todo para
avaliar os processos que mais geram desperd´ıcio nos processos avaliados. Nesse caso o
processo de otimizac¸a˜o deve ser iniciado apo´s o mapeamento do fluxo de valor, conforme
especificado em A.2.1. A definic¸a˜o de defeito para os processos mapeados deve ser feita
de acordo com os sete desperd´ıcios definidos em Ohno (1988). Nesse caso para cada
desperd´ıcio e´ poss´ıvel definir um defeito diferente, gerando-se modelos de otimizac¸a˜o para
cada um desses. Alguns exemplos de como os desperd´ıcios podem ser tranformados em
defeito seguem abaixo:
1. Superproduc¸a˜o: definir como defeito valores de produc¸a˜o acima de um determinado
valor, para cada atividade identificada no fluxo;
2. Espera: definir como defeito a presenc¸a de espera ou na˜o em cada atividade ou
considerar tempos de espera acima de um determinado valor como defeitos;
3. Transporte: de forma similar ao desperd´ıcio de espera, e´ poss´ıvel definir a presenc¸a
ou na˜o de transportes em cada process ou definir um nu´mero ma´ximo aceita´vel de
transportes;
4. Superprocessamento: definir para cada atividade um valor ma´ximo de processa-
mento para cada entidade no sistema e considerar como defeito quantidades de pro-
cessamento acima do valor ma´ximo. Esse desperd´ıcio e´ particularmente u´til para
detectar retrabalhos e loops em processos;
5. Estoques: considerar como defeito valores de estoques acima de um valor aceita´vel ou
simplesmente a presenc¸a ou auseˆncia de estoques em cada atividade. E´ importante
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ressaltar que em alguns casos a auseˆncia de estoques pode ser considerada tambe´m
como um defeito, particularmente em processos gargalo no fluxo fabril.
6. Movimentac¸a˜o: considerar a presenc¸a ou na˜o de movimentac¸a˜o como defeito. E´
poss´ıvel ainda definir um intervalo de tempo ma´ximo de movimentac¸a˜o ou uma
quantidade ma´xima e considerar qualquer valor acima desse limite como um defeito;
7. Fabricac¸a˜o de pec¸as e produtos defeituosos: a definic¸a˜o nesse caso pode variar con-
forme as especificac¸o˜es te´cnicas de cada produto e a importaˆncia desses especifica-
c¸o˜es para o processo e o cliente final. E´ poss´ıvel definir como defeito uma especifi-
cac¸a˜o de produto fora de um limite aceita´vel.
Sugere-se ainda que o me´todo de identificac¸a˜o proposto seja usado periodica-
mente como um me´todo de avaliac¸a˜o de valor ao longo de todo o fluxo da empresa. O
fluxograma abaixo ilustra os passos para a utilizac¸a˜o do durante o uso da filosofia Lean.
Figura 21 – Integrac¸a˜o do processo de identificac¸a˜o de falhas com a filosofia Lean.
De maneira alternativa, e´ poss´ıvel avaliar os processos que mais agregam valor
no fluxo de atividades da empresa seguindo a definic¸a˜o proposta na Figura 27. Para
isso considera-se como defeito qualquer entidade no sistema que possua um n´ıvel de valor
abaixo do mnimo desejado.
Em ambas as definic¸o˜es de valor ou desperd´ıcio, supo˜e-se que apo´s o me´todo de
identificac¸a˜o proposto encontrar uma atividade com maior taxa de defeito, as demais pra´ti-
cas do Lean sera˜o aplicadas para diminuir a taxa de ocorreˆncia identificada. Recomenda-se
particularmente a organizac¸a˜o de eventos de Kaizen sobre a atividade identificada, com
o envolvimento de especialistas de diversos segmentos da emnpresa (produc¸a˜o, qualidade,
manutenc¸a˜o, etc). O foco desses eventos deve ser o de diminuir a criticidade da atividade
identificada, reduzindo portanto o nu´mero de defeitos gerados pela mesma. Apo´s a orga-
nizac¸a˜o do evento e tomadas das ac¸o˜es pertinentes, o algoritmo de identificac¸a˜o passara´
a apontar outra atividade como a mais defeituosa (pois a apontada anteriormente ja´ foi
corrigida).
Tem-se assim uma metodologia de melhoria cont´ınua para todas as atividades
em uma organizac¸a˜o que esta˜o implantando Lean, com o menor nmero de observac¸o˜es
sobre o sistema poss´ıvel (visto que e´ possvel usar as verso˜es de identificac¸a˜o apenas com
observac¸os de entrada-sa´ıda ou com observac¸o˜es parciais).
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3.2.2 Seis Sigma
De forma similiar a` integrac¸a˜o feita com o Lean, e´ poss´ıvel usar a te´cnica
proposta neste trabalho com a metodologia Seis Sigma. Nesse caso, a integrac¸a˜o se faz no
contexto de um projeto seguindo o passo-a-passo DMAIC. Particularmente a modelagem
do pode ser usada durante a fase Medir do projeto. Por sua vez a identificac¸a˜o da
atividade mais defeituosa (atrave´s da otimizac¸a˜o com observac¸a˜o interna ou apenas com
dados de entrada e sa´ıda) deve ser feita na fase de Analisar, com dados coletados de
defeitos da fase Medir.
Nesse caso, a te´cnica proposta apresenta pouca ou nenhuma alterac¸a˜o ao passo-
a-paso ja´ proposto pela metodologia. A principal diferenc¸a esta´ na modelagem adicional
do MIQP na fase Medir, as coletas de dados relativas a defeitos em cada uma das atividades
e a subsequente otimizac¸a˜o do problema com os dados observados, na fase de Analisar.
Apo´s o proceso de identificac¸a˜o da atividade com maior taxa de defeitos, a mesma pode
ser corrigida usando as te´cnicas previstas no Seis Sigma na fase de Melhorar (como o
desenho de experimentos).
Para essa integrac¸a˜o, a definic¸a˜o de defeito pode variar conforme a aplicac¸a˜o e
contexto do projeto Seis Sigma. Normalmente define-se como defeito qualquer desvio te´c-
nico de um atributo presente nas entidades do sistema, frente a alguma toleraˆncia imposta
pelo cliente. Adicionalmente, e´ poss´ıvel definir como defeito valores de n´ıvel de sigma ou
DPMO (conforme sec¸a˜o A.1) abaixo ou acima de um valor aceita´vel, respectivamente. O
fluxo abaixo ilustra os passos para a utilizac¸a˜o do durante o uso da metodologia Seis
Sigma. Os blocos coloridos representam os passos adicionais exigidos na integrac¸a˜o.
Figura 22 – Integrac¸a˜o do processo de identificac¸a˜o de falhas com a metodologia Seis
Sigma.
As etapas adicionadas e suas respectivas fases no Seis Sigma portanto sa˜o as
seguintes:
1. Modelagem do MIQP (Fase Medir): esta etapa envolve a constuc¸a˜o formal do
modelo matema´tico para identificac¸a˜o de defeitos. Idealmente deve ser feita apo´s o
mapeamento completo do processo estudado. A principal raza˜o para isso se deve ao
fato do mapeamento ja´ envolver o levantamento de atividades e rotas de entidades
no sistema. Assume-se ainda que nessa etapa a definic¸a˜o de defeito ja´ foi obtida na
fase Definir do Seis Sigma, coletando as necessidades do cliente e construindo um
crite´rio objetivo de entidades defeituosas.
2. Levantamento de defeitos nas atividades (Fase Medir): esta etapa envolve
a colete de dados propriamente dita referente a` passagem de entidades no sistema
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analisado. Conforme mostrado nas sec¸o˜es anteriores, e´ poss´ıvel coletar apenas in-
formac¸o˜es parciais sobre os estados do sistema.
3. Otimizac¸a˜o do MIQP com observac¸o˜es (Fase Analisar): A partir das ob-
servac¸o˜es coletadas na etapa anterior, e´ poss´ıvel realizar a otimizac¸a˜o resolvendo
o MIQP conforme mostrado nas sesso˜es anteriores. A quantidade de medic¸o˜es e em
quais atividades os defeitos sera˜o medidos fica completamente a cargo do executor
do projeto Seis Sigma. No entanto, recomenda-se que as atividades de entrada e
sa´ıda na planta sempre sejam medidas. Ale´m disso, caso o executor opte por reali-
zar medidas adicionais em atividades internas do sistema, e´ recomenda´vel utilizar o
seguinte crite´rio para seleciona´-las:
ri = |O(i)|+ |I(i)|, i ∈ V (3.1)
onde ri e´ um crite´rio de importaˆncia que verifica o nu´mero de atividades vizinhas
a` atividade i no sistema. Quanto maior ri, mais conecc¸o˜es i possui com as demais
atividades e portanto mais informac¸a˜o sera´ agregada ao processo de identificac¸a˜o
proposto se dados forem coletados em i.
4. Identificac¸a˜o da atividade com maior taxa de defeito (Fase Analisar):
Finalmente, e´ feita uma ana´lise qualitativa sobre qual a atividade possui maior
taxa de defeito, conforme os resultados da otimizac¸a˜o anterior. Idealmente deve-se
obter um subconjunto pequeno de atividades para seguir com a correc¸a˜o das taxas
a um nvel aceita´vel pelo cliente. Nesse caso, recomenda-se que no ma´ximo 10% das
atividades sejam escolhidas no sistema para a diminuic¸a˜o de suas taxas de ocorreˆncia
de defeitos.
5. Correc¸a˜o das atividades (Fase Melhorar): Essa u´ltima etapa refere-se a` cor-
rec¸a˜o propriamente dita das atividades selecionadas na etapa anterior de modo a
minimizar o nu´mero de defeitos gerados no processo. Essa correc¸a˜o esta´ fora do
escopo da te´cnica constru´ıda nesse trabalho, e pode envolver manutenc¸a˜o corretiva
em ma´quinas, troca de equipamentos, alterac¸o˜es no fluxo do processo e ate´ mesmo
a troca de mate´ria-prima.
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Capı´tulo4
Concluso˜es e Trabalhos Futuros
Neste trabalho desenvolveu-se um modelo para identificac¸a˜o de taxas de ocor-
reˆncia de defeito em cada atividade de um sistema discreto. A natureza do sistema, bem
como do defeito associado a entidades que sa˜o roteadas nesse, e´ suficientemente abran-
gente a ponto de abarcar diversos processos empresariais (compras, financ¸as, produc¸a˜o) e
segmentos de nego´cio (indu´strias e servic¸os em geral). Ale´m disso, e´ importante notar que
essa definic¸a˜o pode ser feita para cada atividade do sistema (ou seja, para um determinado
processo, defeito pode ser o tempo de processamento acima de um limite aceita´vel; para
outro processo a definic¸a˜o pode envolver caracter´ısticas te´cnicas da entidade fora de um
limite aceita´vel pelo cliente). Como se pode observar no cap´ıtulo 2, o modelo proposto
usa propriedades da a´lgebra max-plus para identificar as taxas desejadas.
Foi desenvolvido ainda neste trabalho um me´todo de identificac¸a˜o com uso de
informac¸o˜es parciais sobre a ocorreˆncia de defeitos em atividades, conforme mostrado na
sec¸a˜o 2.5. Essa te´cnica e´ baseada no me´todo proposto por De Schutter, Van den Boom
and Verdult (2002) e sua adaptac¸a˜o ao problema mostrou-se satisfato´ria mesmo apenas
com observac¸o˜es de defeitos em atividades de entrada e sa´ıda do sistema.
Como se pode perceber pelos exemplos apresentados no cap´ıtulo anterior, o me´-
todo possui alto grau de precisa˜o quando munido de informac¸o˜es totais sobre a ocorreˆncia
de defeitos. Para os casos de observac¸a˜o parcial, a identificac¸a˜o age como uma ana´lise de
pior caso, identificando a atividade com maior taxa de de defeitos no sistema. Mesmo nos
cena´rios com total observabilidade de defeitos no sistema, a identificac¸a˜o pode ser feita
satisfatoriamente com um pequeno nu´mero de observac¸o˜es (oito para cada atividade nos
exemplos explorados).
Finalmente apresentou-se uma forma de utilizar o me´todo de identificac¸a˜o com
sistemas de gesta˜o e melhoria de processos na indu´stria. Destacam-se aqui a integrac¸a˜o
com a filosofia Lean e com a metodologia Seis Sigma, ambas amplamente utilizadas no
aˆmbito empresarial. Os principais objetivos ao realizar essa integrac¸a˜o sa˜o:
1. Facilitar o uso da te´cnica proposta em processos industriais, evitando a barreira
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inicial de implantac¸a˜o;
2. Economizar a quantidade de dados necessa´rios para a tomada de decisa˜o nas empre-
sas. Grande parte das melhorias industriais e suas metodologias associadas envolvem
coleta de informac¸o˜es diversas. A te´cnica apresentada neste trabalho propiciona uma
tomada ra´pida de decisa˜o com poucas coletas de dados sobre o processo analisado;
3. Propiciar a ra´pida identificac¸a˜o de problemas no sistema analisado. Essa velocidade
de ana´lise resulta das poucas medidas e iterac¸o˜es de identificac¸a˜o necessa´rias para
encontrar um conjunto de atividades com potencial de problema.
Em suma, construiu-se um me´todo que identifica corretamente as taxas de de-
feito em sistemas discretos de forma econoˆmica, em alguns casos com informac¸o˜es apenas
sobre entradas e sa´ıdas do processo avaliado. A te´cnica e´ independente da natureza do
processo estudado e da definic¸a˜o de defeito avaliada, podendo ser aplicada a uma grande
variedade de processos sem alterac¸a˜o. Ale´m disso, a integrac¸a˜o com os me´todos de me-
lhoria hoje utilizados tambe´m e´ poss´ıvel e facilita a adoc¸a˜o por empresas e tomadores de
decisa˜o.
Trabalhos Futuros
Na˜o foram explorados em maior detalhe as restric¸o˜es que levam a` identificac¸a˜o
de defeitos usando o algoritmo proposto por De Schutter, Van den Boom and Verdult
(2002). Contudo, trac¸ar restric¸o˜es que nos levam a uma otimizac¸a˜o do mais eficiente
parece ser uma linha de trabalho promissora. Ale´m disso, compreender e aplicar melhor a
natureza max-plus do modelo constru´ıdo a partir do sistema, usando-a para efetuar uma
identific¸a˜o mais eficiente e´ tambe´m uma linha a ser explorada em futuros trabalhos.
Submisso˜es
Este trabalho foi submetido ao XXI Congresso Brasileiro de Automa´tica, sob
o t´ıtulo “Fault Diagnosis for Discrete Event Systems: recursive isolation of paths and
activities using Max-plus Algebra”
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ApeˆndiceA
Sistemas de Gesta˜o
A.1 A Metodologia Seis Sigma
O Seis Sigma e´ uma metodologia de melhoria de processos com foco em reduc¸a˜o
de custos cujo surgimento se deu na empresa Motorola em 1987, ocasionado na e´poca pela
visa˜o do engenheiro Mikel Harry e sua crescente disseminac¸a˜o na empresa da necessidade
de se estudar a variac¸a˜o dos processo como forma de melhora´-los; apesar de inicialmente
ser uma abordagem dedicada exclusivamente a conceitos te´cnicos e operacionais, a me-
todologia chamou a atenc¸a˜o do enta˜o presidente da Motorola Robert Galvin, que junto
com os membros de alta administrac¸a˜o cunharam o nome da mesma e o utilizaram como
uma abordagem gerencial e sisteˆmica de melhoria de processos em toda a companhia,
utilizado-o como a forma padra˜o de realizar nego´cios na Motorola (Eckes, 2002).
Por se caracterizar como uma abordagem de origem na indu´stria e com foco
gerencial, a mesma apresenta diversas definic¸o˜es formais com enfoque em diferentes as-
pectos de sua estrutura; Hahn et al. (1999) observou que o Seis Sigma na˜o possui definic¸a˜o
u´nica nem entre seus praticantes nem na academia. Harry and Schroeder (2005) definem
a metodologia como “uma iniciativa estrate´gica para aumentar a lucratividade, market
share e satisfac¸a˜o do consumidor atrave´s de ferramentas estat´ısticas que podem levar
a ganhos em qualidade”; Pyzdek and Keller (2009) por sua vez definem o Seis Sigma
como “uma implementac¸a˜o rigorosa, focada e altamente eficiente das te´cnicas e princ´ıpios
de qualidade comprovados. Incorporando elementos de trabalho de va´rios pioneiros de
qualidade, Seis Sigma visa o desempenho de nego´cios praticamente sem erros”. Blakes-
lee Jr. (1999) encara a metodologia como “uma abordagem de alta performance orientada
a dados (data-driven) para encontrar as causas ra´ızes dos problemas de nego´cio e resolveˆ-
las”. Hahn et al. (2000) ainda construiu a definic¸a˜o de “uma forma disciplinada e baseada
em abordagem estat´ıstica para melhorar a qualidade de produtos e processos”.
Observando a variedade de definic¸o˜es e sua inconclusividade quanto ao real foco
da metodologia, Schroeder et al. (2008) propuseram uma definic¸a˜o acadeˆmica da mesma
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como “uma organizada, estrutura meso-paralela de reduc¸a˜o de variac¸a˜o em processos
organizacionais atrave´s do uso de especialistas em melhoria, um me´todo estruturado e
medidas de performance para atingir objetivos estrate´gicos”.
Pode-se perceber pelas definic¸o˜es acima que uma das preocupac¸o˜es da abor-
dagem e´ obter ganhos em qualidade percebida pelo cliente, o que representa em termos
estat´ısticos a reduc¸a˜o sistema´tica em variabilidade dos processos e ra´pida detecc¸a˜o e cor-
rec¸a˜o de falhas nesses sistemas, to´pico de principal interesse nesse trabalho.
A.1.1 Medidas estat´ısticas do Seis Sigma
A principal medida de variabilidade utilizada no Seis Sigma foi trazida da es-
tat´ıstica com o intuito de desenvolver uma me´trica universal de qualidade para mensurar
o desempenho de processos, independentemente de sua complexidade (Harry and Schro-
eder, 2005). Essa medida e´ o sigma ou desvio padra˜o (σ), calculado atrave´s de dados de
um processo pela equac¸a˜o abaixo, onde N e´ o nu´mero de amostras xi obtidas.
σ =
√√√√ 1
N
N∑
i=1
(xi − µ)2, onde µ = 1
N
N∑
i=1
xi (A.1)
Como se pode inferir pelo nome da abordagem, o Seis Sigma visa avaliar siste-
maticamente os processos em relac¸a˜o a` sua variabilidade atrave´s do uso do desvio padra˜o
e melhorar seu desempenho frente ao cliente ate´ ser atingido um paadra˜o aceita´vel de
qualidade. Essa escala de desempenho e´ denominada n´ıvel de sigma, e mede qual a menor
distaˆncia entre a me´dia de um processo e os limites de especificac¸a˜o (inferior, nominal e
superior) fornecidos pelo cliente, servindo como um indicador de qualidade e nu´mero de
falhas desse processo.
As especificac¸o˜es citadas acima tratam-se de limites aceita´veis pelo cliente
em termos de caracter´ısticas te´cnicas de produto. Por exemplo, em um processo de
fabricac¸a˜o de pregos certos clientes podem exigir que cada item possua no ma´ximo 15 cm
de comprimento e no mı´nimo 14,2 cm, caracterizando os limites de especificac¸a˜o inferior
e superior respectivamente.
Dessa forma, um processo de n´ıvel 6σ possui a me´dia centralizada em sua es-
pecificac¸a˜o nominal e no mı´nimo uma distaˆncia de 6 desvios padra˜o entre a me´dia e os
limites de especificac¸a˜o inferior e superior, o que corresponde a 99,9999998% de produ-
tos conforme a especificac¸a˜o e apenas 2 defeitos por bilha˜o de unidades produzidas. Um
exemplo de tal processo e´ ilustrado na Figura 23 com a distribuic¸a˜o normal. Matemati-
camente a fo´rmula para o ca´lculo do n´ıvel de sigma (tambe´m denominado Zmin) pode ser
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contemplada abaixo. 
ZUSL =
especificac¸a˜o superior− µ
σ
ZLSL =
µ− especificac¸a˜o inferior
σ
Zmin = min (ZUSL, ZLSL)
(A.2)
Figura 23 – Exemplo de um perfeito processo 6σ, levando em considerac¸a˜o todas as pos-
s´ıveis especificac¸o˜es do cliente frente a caracter´ısticas do produto.
Pode-se observar pelo ca´lculo do n´ıvel de sigma que o desempenho do processo
na˜o precisa ser equidistante de suas respectivas especificac¸o˜es inferior e superior, ou seja,
um processo 6σ pode apresentar ZUSL = 6σ e ZLSL = 8σ, constituindo-se portanto de
uma medida de qualidade atrave´s de uma ana´lise de pior caso.
Mesmo assim, um desempenho 6σ com me´dia centrada em uma especificac¸a˜o
nominal e´ muito dif´ıcil de se obter na pra´tica. Estudos na Motorola buscando entender
as relac¸o˜es entre a qualidade de um produto e seus respectivos componentes mostraram
que existe uma variac¸a˜o de longo prazo nos processos finais avaliados quando observados
diferentes lotes e quantidades de produc¸a˜o, existindo um aumento na variac¸a˜o do processo
de ate´ 1,5σ McFadden (1993); esse conceito e´ ilustrado na Figura 24 e tem sido relatado
por outras empresas durante a aplicac¸a˜o da metodologia. Dessa forma, e´ comum encontrar
na literatura os termos n´ıvel de sigma de curto prazo (sem a presenc¸a dos deslocamentos e
responsa´vel por apenas 2 defeitos por milha˜o de unidades) e n´ıvel de sigma de longo prazo
(considerando-se no pior caso um deslocamento de 1,5σ e responsa´vel por 3,4 defeitos por
milha˜o de unidades), sendo que grande parte das empresas trabalha e avalia o processo
apenas em sua medic¸a˜o de longo prazo por ser mais realista.
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Figura 24 – Exemplo de um processo 6σ considerando-se deslocamentos de 1,5σ em qual-
quer direc¸a˜o Arnheiter and Maleyeff (2005).
E´ importante ressaltar tambe´m que cada ponto adicional nessa escala gera uma
reduc¸a˜o dra´stica no ı´ndice de defeitos, ocasionando uma menor necessidade de testes e
inspec¸o˜es, aumento da satisfac¸a˜o do cliente e reduc¸a˜o de custos e tempo de ciclo Harry
and Schroeder (2005); a Figura 25 ilustra as consequeˆncias de um aumento do n´ıvel de
sigma em processos variados.
Figura 25 – Diferenc¸as em qualidade dos processos 4σ e 6σ Werkema (2008).
O objetivo da metodologia e´ portanto sempre melhorar o processo frente a essa
escala de desempenho, que leva em conta a variabilidade e as necessidades do cliente.
A.1.1.1 O n´ıvel de sigma e outras me´tricas de qualidade
Ale´m do n´ıvel Zmin estimado para um processo qualquer, existem outras me-
didas relacionadas a` escala sigma que tambe´m demonstram o estado da qualidade de um
determinado produto ou processo. A Tabela 16 exemplifica a relac¸a˜o entre o n´ıvel de
sigma e essas medidas alternativas, descritas a seguir.
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Nı´vel de Sigma Defeitos por milha˜o (ppm) Porcentagem Custo
Conforme Qualidade (%) da Qualidade (%)
2 308.537 69,15 Na˜o se aplica
3 66.807 93,32 25 a 40
4 6.210 99,3790 15 a 25
5 233 99,97670 5 a 15
6 3,4 99,999660 <1
Tabela 16 – Exemplo da relac¸a˜o entre o n´ıvel de sigma e indicadores comuns de quali-
dade Werkema (2002).
A.1.1.1.1 Custo da Ma´ Qualidade (COPQ):
O custo da ma´ qualidade ou custo da pobre qualidade e´ definido como qualquer
custo que na˜o teria sido gasto se a qualidade do produto/processo estivesse perfeita; Isso
inclui gastos com desperd´ıcio e retrabalho, sendo um dos principais focos de reduc¸a˜o
do Seis Sigma. Segundo Campanella (1999) e Basu and Wright (2003) esses custos sa˜o
compostos pelos seguintes fatores:
• Custos com prevenc¸a˜o: custos com todas as atividades ligadas a` prevenc¸a˜o da ma´
qualidade em produtos ou servic¸os. Entre os exemplos esta˜o custos com projetos
de melhoria (incluindo o Seis Sigma), inspec¸a˜o de novos produtos, planejamento da
qualidade, avalic¸a˜o de desempenho de fornecedores e avaliac¸a˜o da capacidade dos
processos;
• Custos de avaliac¸a˜o: custos associados com a medic¸a˜o, avaliac¸a˜o ou auditorias de
processos para garantir que os mesmos atendam especificac¸o˜es previamente determi-
nadas. Inclui todos os custos com inspec¸a˜o e testes, ajustes de medic¸a˜o e validac¸a˜o
de mate´ria-prima;
• Custos de falhas internas:custos resultantes de falhas que ocorrem antes da entrega
do produto ou servic¸o ao cliente. Entre os exemplos esta˜o custos com material
excedente, retrabalhos, reinspec¸o˜es, replanejamentos;
• Custos de falhas externas:custos com falhas que ocorrem apo´s a entrega dos produ-
tos/servic¸os aos clientes. Entre os exemplos esta˜o os custos de processamento de
reclamac¸o˜es e devoluc¸o˜es de clientes (incluindo a potencial reposic¸a˜o de produto),
reivindicac¸o˜es dos servic¸os de garantia e recall de produtos.
A.1.1.1.2 Coeficientes de Capacidade:
A capacidade e´ definida no Seis Sigma como a habilidade de um processo
analisado construir e fabricar produtos dentro da especificac¸a˜o determinada pelo cliente;
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em termos estat´ısticos isso significa que a distribuic¸a˜o das caracter´ısticas estudadas no
produto esta˜o dentro dos limites de especificac¸a˜o. As medidas de capacidade sa˜o muitas
vezes baseadas no n´ıvel de sigma, pore´m conferem tambe´m viso˜es te´cnicas e de engenharia
a respeito da qualidade do produto em questa˜o; os ı´ndices alternativos mais utilizados
pelos praticantes da metodologia sa˜o o coeficiente de potencial do processo Cp, que mede
o potencial de qualidade do processo se sua me´dia encontra-se centrada entre os limites
de especificac¸a˜o, e o coeficiente de capacidade do processo Cpk, que mede a adequac¸a˜o do
processo frente a`s suas toleraˆncia e a um desepenho mı´nimo de 3σ (fator potencialmente
influenciado pela dispersa˜o t´ıpica de uma distribuic¸a˜o normal padra˜o). As equac¸o˜es de
cada ı´ndice sa˜o dadas por A.3 e A.4 respectivamente.
2
Cp =
USL− LSL
6σ
, onde
USL= limite superior de especificaca˜o
LSL=limite inferior de especificac¸a˜o
(A.3)
Cpk =
1
3
Zmin (A.4)
E´ importante ressaltar que Cp = Cpk = 2 resulta em um processo com n´ıvel
6σ; a Tabela 17 ilustra a relac¸a˜o entre o n´ıvel de sigma e as medidas de capacidade.
Nı´vel de Sigma Cp Cpk
2 0,67 0,67
3 1 1
4 1,33 1,33
5 1,67 1,67
6 2 2
Tabela 17 – Relac¸a˜o entre n´ıvel de sigma e capacidade do processo considerando uma
distribuic¸a˜o normal, com me´dia perfeitamente centralizada entre os limites
de especificac¸a˜o Werkema (2002).
A.1.1.1.3 Defeitos por milha˜o de oportunidades (DPMO):
Uma das medidas mais comuns associadas ao Seis Sigma, representa o nu´mero
de defeitos encontrados se um milha˜o de unidades forem produzidas (partes por milha˜o
ou ppm), ajustado pelo nu´mero de oportunidades daquele produto em particular falhar.
Por exemplo, se uma farma´cia medir 1000 receitas buscando falhas em 4 caracter´ısticas
cr´ıticas (tempo de entrega, dosagem, poteˆncia e fo´rmula do medicamento) e 12 delas
apresentarem falha em pelo menos uma caracter´ıstica, temos ao todo um 12.000 defeitos
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por milha˜o, pore´m apenas 3.000 DPMO Pyzdek and Keller (2009). Esse ca´lculo de falhas
leva em considerac¸a˜o portanto a complexidade do produto/processo analisado, algo que
nenhuma das outras medidas infere individualmente; a fo´rmula para o ca´lculo do DPMO
encontra-se na Equac¸a˜o A.5
DPMO =
DPU × 106
NOP
, onde
DPU = defeitos por unidade
NOP = Nu´mero total de oportunidades de defeito
(A.5)
A.1.2 A necessidade de obter o n´ıvel 6σ
Quando observa-se o percentual de partes por milha˜o obtido por um processo
de n´ıvel 6σ, de cerca de 3,4 (considerando o deslocamento do processo em relac¸a˜o aos
limites de especificac¸a˜o) e´ poss´ıvel se questionar por que o valor de seis desvios padra˜o
foi estabelecido como meta e por que n´ıveis pouco menores em qualidade na˜o seriam
suficientes. O racioc´ıcio desenvolvido pela metodologia para justificar esse valor e´ o de
que os processos e produtos gerados pelos mesmos normalmente possuem algum n´ıvel
de complexidade, ou seja, possuem mais de uma etapa/componentes com potenciais de
falha. Assim, o valor de qualidade final desse processo/produto e´ obtido multiplicando-
se a qualidade encontrada em cada etapa/componente. Por exemplo, um processo com
n´ıvel 3σ de qualidade em todas as suas n etapas tera´ como percentual de qualidade final
(0, 9332)n; para o caso de apenas 7 etapas (um processo extremamente simples frente aos
encontrados tipicamente na indu´stria) com tal n´ıvel de desempenho apresentaria apenas
61,63% de qualidade final, algo praticamente inaceita´vel para os padro˜es de concorreˆncia
e consumo atuais. A Tabela 18 ilustra a escala de sigma e sua relac¸a˜o com a complexidade
de produtos e processos.
Dessa forma, o n´ıvel 6σ foi estabelecido como um paraˆmetro aceita´vel de qua-
lidade que possa garantir alguma confianc¸a no desempenho final dos processos utilizados e
produtos fabricados. E´ importante notar que em alguns casos a necessidade por qualidade
e´ ainda maior, como processos envolvendo riscos de perdas humanas ou altas quantidades
em lote, obrigando os praticantes da metodologia a buscarem n´ıveis de sigma ainda mais
altos.
A.1.3 O passo-a-passo DMAIC
Para obter as reduc¸o˜es de variabilidade e consequentes ganhos em lucrativi-
dade e qualidade, a metodologia faz uso do me´todo cient´ıfico de repetidamente realizar
hipo´teses, testar as mesmas em experimentac¸a˜o e validar/corrigir as hipo´teses formuladas;
O uso desse me´todo foi popularizado e usado inicialmente na indu´stria de manufatura por
Walter Shewhart atrave´s do chamado Ciclo de Shewhart Shewhart and Deming (1986) e
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Complexidade:
Partes de produto
ou Processo
Rendimento
(% de Qualidade)
1 93,54 99,3 99,9 100
3 81,84 96,1 99,9 100
10 51,27 93,9 99,7 100
30 13,48 83 99,3 99,9
100 0,13 53,7 97,7 99,9
300 0 15,5 93,2 99,9
1000 0 0,2 79,2 99,6
3000 0 0 49,7 98,9
10000 0 0 9,7 96,6
30000 0 0 0,09 90,3
Nı´vel de Sigma
Escala 3 4 5 6
Tabela 18 – Relac¸a˜o entre o n´ıvel de sigma e a complexidade de um processo ou produto:
quanto maior o nu´mero de etapas e componentes, maior necessidade de um
alto n´ıvel de sigma Beppu (2007).
e´ traduzido no Seis Sigma na forma de uma sequeˆncia de passos a serem executados para
a obtenc¸a˜o de ganhos, resumidos e categorizados na palavra DMAIC (Define, Measure,
Analyze, Improve, Control).
Figura 26 – Ciclo de Shewart: o me´todo cient´ıfico de formular hipo´teses (specification)
realizar experimentos (production) e validar/corrigir as hipo´teses formuladas
(inspection) aplicados na indu´stria de manufatura como me´todo gerencial
para a melhoria de processos industrais.
O DMAIC e´ um me´todo de melhoria padronizado, que utiliza conjuntos espec´ı-
ficos de ferramentas em cada etapa (muitas das quais foram desenvolvidas por estat´ıticos e
engenheiros fora do escopo da metodologia) que trabalha muito bem atacando problemas
em variac¸a˜o de processo, tempos de ciclo, rendimentos, etc. Park and Antony (2008); ele
e´ utilizado como um roteiro do que se deve efetuar para melhorar os processos de inte-
resse, e e´ implementado nas empresas na forma de um projeto, com prazo, responsa´veis e
cronograma. E´ a execuc¸a˜o de um ou mais projetos Seis Sigma utilizando o DMAIC que
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garante um aumento significativo na qualidade das atividades de uma empresa.
As fases do DMAIC e seus objetivos sa˜o definidos abaixo:
• Definir/Define (D): Define os objetivos do projeto ale´m do escopo, equipe, deta-
lhamento do problema a ser resolvido e qual o cliente que devera´ ser atendido/satisfeito
no projeto;
• Medir/Measure (M): Medir os potenciais fatores que influenciam o problema
descrito na fase anterior ale´m de avaliar o sistema de medic¸a˜o utilizado atualmente
e o desempenho do processo em n´ıveis de sigma;
• Analisar/Analyze (A): Ana´lise dos dados levatados na fase anterior com objetivo
de priorizar os potenciais fatores de influeˆncia do problema e identificar formas de
eliminar a lacuna entre o desempenho atual e o desejado pelo cliente;
• Melhorar/Improve (I): Levantar poss´ıveis ac¸o˜es de melhoria e aplica´-las com
sucesso no processo estudado, validando se as mesmas surtiram efeito no problema
e atingiram o objetivo esperado;
• Controlar/Control (C): Controlar as mudanc¸as feitas no processo e institucionaliza´-
las atrave´s da escrita de procedimentos, gra´ficos de controle, me´tricas e relato´rios
de acompanhamento ale´m de garantir a estabilidade dessas melhorias ao longo do
tempo.
Alguns autores, como Beppu (2007), definem uma fase adicional anterior ao
DMAIC, chamada Reconhecer (Recognize/Identify) cujo objetivo principal e´ identificar e
priorizar potenciais projetos com maiores possibilidades de retorno, mais estrate´gicos ou
que mais se adequam ao racionc´ıcio do Seis Sigma.
Na fase Definir Pande et al. (2000) argumenta ainda que ale´m do cliente deve
ser definido nessa etapa o problema a ser estudado, a meta de melhoria e qual o processo
sendo investigado (escopo do projeto); normalmente essas informac¸o˜es sa˜o agregadas no
termo de abertura do projeto (Project Charter) que devera´ conter tambe´m a equipe de
melhoria escalada para o projeto (incluindo aqueles com algum grau de formac¸a˜o no
Seis Sigma, como Green Belts e Black Belts, cuja descric¸a˜o detalhada encontra-se na
subsec¸a˜o A.1.4), seu orc¸amento inicial - caso algum seja disponibilizado - bem como
potenciais patrocinadores e partes interessadas no projeto (na nomenclatura espec´ıfica
de gesta˜o de projetos, os sponsors e stakeholders respectivamente). Complementando a
primeira etapa do DMAIC, Eckes (2002) descreve ainda os treˆs esta´gios dessa fase:
1. Criac¸a˜o do Termo de Abertura
Envolve a elaborac¸a˜o da descric¸a˜o do problema e do nego´cio (business case), a
definic¸a˜o do problema, o escopo do projeto, as metas e objetivos bem como equipe
envolvida.
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2. Identificac¸a˜o dos clientes do projeto, suas necessidades e exigeˆncias
Envolve a coleta dos fatores cr´ıticos para a qualidade do processo analisado (Critical
to Quality ou CTQ), na visa˜o do cliente; para isso e´ necessa´rio identificar o(s)
cliente(s) e suas necessidades atrave´s de entrevistas individuais com cada cliente,
uso de grupos de foco, pesquisas de mercado ou ainda levantamento de dados de
reclamac¸o˜es e devoluc¸o˜es de produto.
E´ importante ressaltar que embora o foco do Seis Sigma seja no cliente final ou
externo (aquele que recebe os produtos/servic¸os finais fornecidos pela empresa), na˜o
e´ incomum projetos seguindo a metodologia buscarem atender tambe´m demandas
estrate´gicas e operacionais da gereˆncia e alta administrac¸a˜o da empresa, constituindo
esses os chamados clientes internos.
3. Criac¸a˜o de um mapa de processo em alto n´ıvel para o projeto
Representar o processo de interesse como o mesmo esta´ sendo executado no mo-
mento, incluindo quais sa˜o as fronteiras de in´ıcio e te´rmino desse processo, seus
resultados ou sa´ıdas bem como suas entradas e fornecedores, ale´m de uma descric¸a˜o
ba´sica de seu passo-a-passo.
Nesse caso, e´ poss´ıvel fazer uso de modelos de simulac¸a˜o e te´cnicas de modelagem
como redes de Petri, pore´m as mesmas apresentam um grau muito elevado de de-
talhamento para essa fase, sendo mais aconselha´veis de serem aplicadas na fase de
Medir; o modelo de identificac¸a˜o de falhas descrito nesse trabalho em sua versa˜o de
mais alto n´ıvel e´ extremamente u´til para a construc¸a˜o desse mapa, com a vantagem
adicional de poder ser estendido e datalhado em etapas futuras, conforme descrito
adiante.
Na fase Medir, cujo objetivo e´ a coleta de dados e levantamento dos potenciais
fatores que causam o problema no processo em foco, algumas ferramentas estat´ısticas e
gerenciais sa˜o utilizadas, dentre as quais podemos destacar a Validac¸a˜o do Sistema de
Medic¸a˜o (MSA), desdobramento da func¸a˜o qualidade (Quality Function Deployment ou
QFD) e gra´ficos de controle, todas descritas em maior detalhe na subsec¸a˜o A.1.5; Ale´m
disso e´ de fundamental importaˆncia usar o MSA para verificar se na˜o ha´ uma fonte de
variabilidade significativa vinda do sistema de medic¸a˜o antes de utilizar as demais te´cnicas
previstas para essa etapa. E´ comum se referir a` essa fase como a de coletas de potenciais
fatores x = {x1, x2, . . . , xn} que causam o problema ou afetam o indicador escolhido para
melhoria y;
Alguns autores como Beppu (2007) tambe´m delegam a` essa fase a responsa-
bilidade de mapear o processo mais detalhadamente atrave´s do uso de fluxogramas ou
mapeamentos espec´ıficos de qualidade - como o mapeamento do fluxo de valor (Value
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Stream Mapping ou VSM) cuja descric¸a˜o encontra-se na sec¸a˜o A.2 dedicada ao Lean -,
em busca de dados e pontos onde focar as ana´lises e coletas de dados para a etapa Analisar.
Na pro´xima etapa, de ana´lise dos dados obtidos em Medir, sa˜o usadas ferra-
mentas de ana´lise estat´ısticas, como teste de hipo´teses em geral, visualizac¸a˜o de dados,
correlac¸o˜es e regresso˜es e ate´ mesmo te´cnicas recentes de reconhecimento de padro˜es e
minerac¸a˜o de dados. O principal foco dessa abordagem e´ estabelecer relacionamentos
validados atrave´s dos dados entre a varia´vel de interesse y e suas potenciais causas x, na
forma:
y = f(x), x = {x1, x2, . . . , xn} (A.6)
Na fase Melhorar, cujo objetivo e´ a conduc¸a˜o de experimentos e implemen-
tac¸a˜o de mudanc¸as no processo que visem a melhoria do mesmo frente a`s exigeˆncias do
cliente, a principal ferramenta estat´ıstica utilizada e´ o Desenho de Experimentos (Design
of Experiments ou DOE).
Finalmente na etapa Controlar sa˜o utilizadas te´cnicas estat´ısticas como os
gra´ficos de controle, testes de confiabilidade e ferramentas gerenciais como o FMEA,
documentac¸a˜o de processos e criac¸a˜o de procedimentos e uso de procedimentos a` prova de
falhas (os chamados poka-yokes na filosofia Lean, descritos em mais detalhes na sec¸a˜o A.2).
A.1.4 Os pape´is dos profissionais no Seis Sigma
Conforme requisitado pelo projeto em sua fase Definir, e´ necessa´rio o uso de
uma equipe de melhoria para a realizac¸a˜o das ana´lises, coleta de dados e conduc¸a˜o de
experimentos e melhorias no processo; para isso, o Seis Sigma criou cargos e n´ıveis hiera´r-
quicos que variam conforme o conhecimento do profissional na metodologia e seu papel
espec´ıfico no projeto. Os cargos formais sa˜o descritos abaixo:
• Alta Direc¸a˜o: coordena a implantac¸a˜o do Seis Sigma como um programa na or-
ganizac¸a˜o, ajuda a priorizar potenciais projetos com base na estrate´gia da empresa
e disseminam a cultura da metodologia para os demais n´ıveis hiera´rquicos;
• Champion: normalmente um membro com alto cargo administrativo, o champion
e´ responsa´vel por facilitar a conduc¸a˜o de projetos Seis Sigma na organzac¸a˜o, comu-
nicando necessidades e estrate´gias de projeto com os demais cargos administrativos
e apoiando black belts e green belts ;
• Master Black Belt : maior perito das ferramentas e metodologia na empresa,
tem como papel principal o treinamento e formac¸a˜o de black belts e green belts ; atua
tambe´m como consultor de projetos na organizac¸a˜o recomendando ferramentas e
solucionando du´vidas te´cnicas;
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• Black Belt : especialistas na metodologia, possuem autonomia para coordenar e
liderar projetos de melhoria na organizac¸a˜o, normalmente focado em projetos de
mais longo prazo (ate´ 2 anos) com grande potencial de retorno financeiro e influeˆncia
estrate´gica;
• Green Belt : conhecedores da metodologia, possuem autonomia para coordenar
projetos Seis Sigma focados em ganhos ra´pidos (projetos com te´rmino em 6 meses)
e duradouros na empresa, sendo a pedra fundamental dos retornos da metodologia;
normalmente tratam de problemas mais simples e de menor impacto que os liderados
pelo black belt, muitas vezes buscando conselho sobre ferramentas e aplicac¸o˜es junto
a` esses profissionais;
• Membros do Time: profissionais atuantes na empresa com conhecimento ba´sico
na metodologia, normalmente vindo de diversas a´reas da organizac¸a˜o; tambe´m sa˜o
conhecidos como White Belts ou Yellow Belts, dependendo se ja´ possuem experieˆncia
participando de projetos Seis Sigma; normalmente no contexto do projeto seguem
a lideranc¸a dos black e green belts, auxiliando no mapeamento do processo, gerac¸a˜o
de ide´ias de melhoria e coleta de dados;
• Dono do Processo: responsa´vel administrativo pelo processo em ana´lise durante
o projeto; na˜o participa formalmente da equipe de melhoria, pore´m deve aprovar as
mudanc¸as sugeridas pela equipe de projeto em seu processo e assegurar que todos
seus subordinados estejam aptos a auxiliar a equipe de projeto sempre que poss´ıvel.
Ale´m dos pape´is descritos acima, e´ muito comum durante a conduc¸a˜o de um
projeto Seis Sigma buscar a opinia˜o e o apoio de membros de outros departamentos ou
que trabalham diretamente no processo, seja para uma construc¸a˜o mais confia´vel do mapa
do processo ou para sugesto˜es de melhoria mais u´teis para a utilizac¸a˜o no dia-a-dia.
A.1.5 As Ferramentas do Seis Sigma
O Seis Sigma faz uso de diversas ferramentas para encontrar as poss´ıveis causas
do problema analisado que afeta o cliente; nesse contexto, ha´ a separac¸a˜o em dois conjuntos
de te´cnicas: as estat´ısticas ou hard tools e as gerenciais ou soft tools, mais dependentes
de pessoas e criatividade da equipe. Abaixo uma descric¸a˜o mais detalhada das principais
ferramentas utilizadas em cada grupo.
A.1.5.1 Te´cnicas Estat´ısticas
• Validac¸a˜o do Sistema de Medida (MSA - Measurement System Analy-
sis): ferramenta utilizada para estudar e analisar o comportamento de sistemas de
medic¸a˜o onde assume-se a variaˆncia das observac¸o˜es em uma determinada coleta de
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dados σ2obs pode ser decomposta em treˆs componentes: a variaˆncia real do processo
ou caracter´ıstica de interesse σ2proc, a variabilidade de curto prazo no sistema de
medic¸a˜o σ2repe e a variabilidade de longo prazo no sistema de medic¸a˜o por mudanc¸as
em suas condic¸o˜es de medida σ2repro Ryan (2000). Esses u´ltimos dois componentes
de variac¸a˜o costumam ser respectivamente denominados de erros de repetibilidade
e reprodutibilidade. Assumindo-se que os erros da medida e do processo sa˜o inde-
pendentes, podemos escrever a variaˆncia observada σ2obs como:
σ2obs = σ
2
proc + σ
2
repe + σ
2
repro (A.7)
Os estudos direcionados a` identificac¸a˜o dos termos em (A.7) sa˜o denominados Gauge
R&R ou ainda estudos de capabilidade do medidor.
• Gra´ficos de Controle: criado pelo estat´ıstico Walter Shewhart na empresa Bell
Labs, os gra´ficos de controle visam identificar se um processo de interesse esta´ sob
condic¸o˜es de controle estat´ıstico atrave´s da ana´lise de dados passados, onde a me´-
dia e variaˆncia da medida sendo estudada esta˜o conforme as estimativas do gra´fico
de controle e da premissa usada na identificac¸a˜o da distribuic¸a˜o do processo Ryan
(2000). E´ importante ressaltar que os gra´ficos de controle na˜o produzem estabili-
dade nos processos estudados, sendo apenas usados para sinalizar a condic¸a˜o desse
processo frente a` estabilidade estat´ıstica. Essa ferramente possui muita controve´r-
sia a respeito de sua aplicabilidade ou mesmo formalismo teo´rico: Woodall (2000)
por exemplo discute as controve´rsias sobre a abordagem iterativa dos gra´ficos de
controle, onde cada novo dado amostrado da medida gera um novo diagno´stico a
respeito de sua estabilidade (os chamados gra´ficos de controle de Fase 2) se asseme-
lha a` testes de hipo´teses sucessivos ou trata-se de uma ana´lise explorato´ria dos dados
observados, ale´m de mostrar algumas contradic¸o˜es e diferenc¸as entre pesquisadores
da a´rea.
• Testes de Hipo´teses: te´cnica de infereˆncia estat´ıstica de propo´sito geral que visa
formular hipo´teses a serem testadas e usar dados coletados com uma determinada
amostragem para validar ou rejeitar a hipo´tese inicial (conhecida como hipo´tese
nula); entre os testes comuns usados no Seis Sigma encontram-se o de ana´lise de
me´dias, variaˆncia identificac¸a˜o de distribuic¸a˜o Pyzdek and Keller (2009).
• Desenho de Experimentos (DOE - Design of Experiments): ferramenta
estat´ıstica fortemente associada ao me´todo cient´ıfico de formular hipo´teses, coletar
dados relacionado a` hipo´tese e analisa´-los, o desenho de experimentos trata-se de
estruturas planejadas para estimar e explicar associac¸o˜es de uma varia´vel de res-
posta η frente a fatores potenciais de influeˆncia x = x1, x2, . . . , xn que ao mesmo
tempo possuem algumas vantagens quanto a` economia de experimentos executados
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e facilidade na descoberta de efeitos e suas interac¸o˜es Juran and Godfrey (1999). A
abordagem e´ oposta a testes do tipo OFAT (One Factor at a Time), onde alteram-se
varia´veis em x sequencialmente, o que causa confundimento de seus efeitos e sua in-
terac¸o˜es bem como nas estimativas de erro experimental Pyzdek and Keller (2009).
Abaixo um exemplo t´ıpico e explorado em Hicks (1999): a criac¸a˜o de um experi-
mento para 4 diferentes marcas de pneus usando 16 pneus aos todo (4 para cada
marca) e 4 carros para fins de teste; para evitar nesse caso que a posic¸a˜o alocada
a cada pneu de cada marca afete o experimento e confunda o efeito da marca na
durabilidade do pneu um dos poss´ıveis desenhos de experimento e´ o ilustrado na
Tabela 19.
Carro
Posic¸a˜o da Roda 1 2 3 4
Frente Esquerda A B C D
Frente Direita B A D C
Traseira Esquerda C D A B
Traseira Direita D C B A
Tabela 19 – Exemplo de um desenho de experimento para validac¸a˜o de marcas de pneu.
• Ana´lise de Regressa˜o: ferramenta estat´ıstica que tambe´m visa a ana´lise de uma
varia´vel de resposta η frente a paraˆmetros de influeˆncia x = x1, x2, . . . , xn pore´m
a diferenc¸a essa abordagem para o DOE e´ que a mesma na˜o possui planejamento
pre´vio da coleta de dados e execuc¸a˜o de experimentos formal, consistindo em uma
te´cnica de estimac¸a˜o de paraˆmetros para um modelo de estrutura conhecida a partir
de uma coleta de dados qualquer. O me´todo mais utilizado em regressa˜o e´ a te´cnica
de mı´nimos quadrados, publicada individualmente por ? e Gauss (1809), aplicada
originalmente ao problema de determinar atrave´s de observac¸o˜es astronoˆmicas as
o´rbitas de corpos celestes ao redor do Sol.
A.1.5.2 Te´cnicas Gerenciais
• Desdobramento da Func¸a˜o Qualidade (QFD - Quality Function Deploy-
ment): Criado pelos professores Shigeru Mizuno e Yoji Akao em 1978 o desdobra-
mento da qualidade e´ definido segundo Akao (1996) como o processo de “converter
as exigeˆncias dos usua´rios em caracter´ısticas substitutivas (caracter´ısticas de quali-
dade), definir a qualidade do projeto de produto acabado, desdobrar esta qualidade
em qualidade de outros itens tais como: qualidade de cada uma das pec¸as funcionais,
qualidade de cada parte e ate´ os elementos do processo, apresentando sistematica-
mente a relac¸a˜o entre os mesmos.”
Resumidamente a abordagem trata de converter necessidades de clientes em requi-
sitos te´cnicos de produto e processo, atrave´s da observac¸a˜o relac¸a˜o de causa e efeito
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entre essas atividades e sua representac¸a˜o em matrizes (conhecidas como Matrizes
de Qualidade).
• Ana´lise de Modos e Efeitos de Falha (FMEA): te´cnica surgida de estudos
na NASA Puente et al. (2002) e aplicada ao projeto Apollo que depois estendeu-se
para o aˆmbito industrial e ate´ militar Department of Defense (1980). O FMEA e´
um me´todo baseado em sesso˜es sistema´ticas de brainstorming com foco em desco-
brir falhas que podem ocorrer em um determinado produto ou processo. McDermott
(1996) afirma ainda que a ferramenta possui mu´ltiplos objetivos, como por exemplo
estabelecer ac¸o˜es corretivas e preventivas ao processo estudado aumento sua confia-
bilidade, levar o time aplicando a ferramenta a conhecer melhor o processo analisado
e ainda garantir que os recursos usados pelo processo estejam dispon´ıveis quando
necessa´rio.
Ale´m disso existem as ferramentas mais voltadas a` ana´lise do mapa do processo, como
procedimentos e fluxogramas descrevendo o passo-a-passo da execuc¸a˜o de cada etapa re-
levante; o foco do uso dessas ferramentas e´ a observac¸a˜o de gargalos, ciclos na produc¸a˜o e
caminhos cr´ıticos no processo, bem como interdependeˆncia e dinaˆmica entre suas etapas;
representa uma das etapas mais trabalhosas e minuciosas do Seis Sigma, envolvendo en-
trevistas com os profissionais trabalhando no processo, visitas a` planta, entrevistas com
gerentes e especialistas da a´rea, observac¸a˜o de casos de excec¸a˜o e coleta de dados.
Normalmente as ferramentas e ana´lises no Seis Sigma possuem uma ordem
correta de aplicac¸a˜o seguindo o passo-a-passo DMAIC. Abaixo exemplos de ferramentas
e seu local recomendado de aplicac¸a˜o durante um projeto Seis Sigma:
• Definir/Define (D): QFD, entrevistas com cliente, coleta de requisitos, gra´ficos
sequenciais, gra´ficos de Pareto, me´tricas do Seis Sigma, ana´lises econoˆmicas.
• Medir/Measure (M): MSA, estratificac¸a˜o de dados, plano de coleta de dados,
capacidade do processo, histograma, ana´lises gra´ficas, construc¸a˜o do mapa do pro-
cesso, gra´ficos de controle.
• Analisar/Analyze (A): ana´lises gra´ficas, FMEA, diagrama de causa e efeito, teste
de hipo´tese, regressa˜o, ana´lise do mapa do processo, ana´lises de variaˆncia, teste de
vida acelerado.
• Melhorar/Improve (I): DOE, te´cnicas de pesquisa operacional e otimizac¸a˜o, pes-
quisas de mercado, brainstorming.
• Controlar/Control (C): gra´ficos de controle, construc¸a˜o e documentac¸a˜o de pro-
cedimentos, poka-yokes, planos de contenc¸a˜o e ac¸a˜o preventiva.
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A.1.6 Seis Sigma como um programa de melhoria
Ale´m da abordagem tradicional de projetos DMAIC focados em alguns proble-
mas cr´ıticos de qualidade, e´ poss´ıvel usar a metodologia Seis Sigma como um programa
que visa incrementar a qualidade da organizac¸a˜o praticante atrave´s da melhoria cont´ınua
dos processos envolvidos na produc¸a˜o de um bem ou servic¸o. Nesse caso, o objetivo do
Seis Sigma e´ conseguir a exceleˆncia na competitividade atrave´s do aprimoramento cont´ı-
nuo dos processos Rotondaro (2002). O principal benef´ıcio de tratar o Seis Sigma como
um programa de melhoria, e na˜o apenas como uma metodologia pontual de aplicac¸a˜o
atrave´s do DMAIC e´ que a estruturac¸a˜o em programa promove uma mudanc¸a cultural na
organizac¸a˜o que a utiliza, alterando fundamentalmente a forma como a empresa detecta
e analisa problemas frente ao cliente. Ale´m disso, a implantac¸a˜o da metodologia e´ impor-
tante para empresas que visam inovac¸a˜o Ryan (2000). Allen and Davenport (2009) afirma
que “empresas que inicialmente implataram o Seis Sigma em pelo menos algumas de suas
a´reas de nego´cio foram bem-sucedidas em 90% do tempo ao introduzir inovac¸a˜o em sua
organizac¸a˜o”. Alguns autores definem um conjunto de atividades e sistemas necessa´rios
para a implantac¸a˜o bem-sucedida de um programa Seis Sigma. Pyzdek and Keller (2009)
mostra a necessidade de 7 fatores:
• Lideranc¸a: os l´ıderes da organizac¸a˜o devem garantir constantemente que as metas,
objetivos e progresso do programa estejam alinhadas com toda a empresa, particu-
larmente em termos de seus objetivos estrate´gicos;
• Infraestrutura: e´ necessa´ria a construc¸a˜o de uma infraestrutura de treinamento a`
profissionais atuando no DMAIC e uma infraestrutura para dar suporte aos projetos
executados na organizac¸a˜o usando a metodologia;
• Comunicac¸a˜o e conscieˆncia: ligada a` visa˜o sisteˆmica da metodologia, deve exis-
tir uma forte iniciativa para tomadas de decisa˜o em conjunto e integrac¸a˜o entre
departamento de nego´cios. A empresa deve ter foco na iniciativa de gerar mudanc¸as
no processo.
• Sistemas para feedback de stakeholders: devem ser estabelecidos sistemas que
permitam uma comunicac¸a˜o mais pro´xima dos clientes, funciona´rios e fornecedores.
Isso inclui o desenvolvimento de me´todos de levantamento de dados para cada uma
dessas partes;
• Sistemas para feedback de processos: devem ser estabelecidos sistemas de
indicadores financeiros, de nego´cio e de qualidade para monitoramento de progresso
e sucesso de implantac¸a˜o do programa, particularmente os indicadores ligados a`
orientac¸a˜o estrate´gica da empresa;
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• Selec¸a˜o do projeto: o crite´rio para selec¸a˜o de quais projetos de melhoria sera˜o
executados em detrimento de outros deve ser estabelecido e documentado, com foco
em alcanc¸ar as metas de desempenho de nego´cio ligados a resultados financeiros
mensura´veis;
• Implantac¸a˜o do projeto: a conduc¸a˜o apropriada dos projetos Seis Sigma envol-
vidos no programa por equipes lideradas ou coordenadas por um profissional Black
Belt, seguindo a metodologia DMAIC e outros padro˜es estabelecidos pela infraes-
trutura de projetos da empresa.
Park and Antony (2008) menciona 5 elementos necessa´rios para a implantac¸a˜o do pro-
grama: comprometimento da alta-gereˆncia, estruturas de treinamento, atividades de pro-
jeto em equipes, sistemas de medic¸a˜o e envolvimento de stakeholders. Muiitos autores
tambe´m afirmam que o comprometimento da alta gereˆncia e´ o principal fator para o su-
cesso da implantac¸a˜o do programa Pande et al. (2000); Harry and Schroeder (2005); Eckes
(2002).
Antony and Banuelas (2002) conduziu um estudo no Reino Unido questionando
a importaˆncia de determinados fatores para o programa numa escala de 1 a 5 (1- pouca
importaˆncia; 5- crucial); os resultados dessa pesquisa encontram-se na Tabela 20.
Fator Me´dia Desvio Padra˜o
Envolvimento da gereˆncia 4.3 0.6749
Entendimento da metodologia Seis Sigma 4.2 0.6726
Relacionar a metodologia com uma estrate´gia de nego´cio 4.1 0.8403
Relacionar a metodologia com os clientes 4.1 0.8973
Priorizac¸a˜o e Selec¸a˜o de projetos Seis Sigma 3.9 0.7906
Infraestrutura Organizacional 3.9 0.9992
Mudanc¸a Cultural 3.6 0.8842
Habilidades de gerenciamento de projetos 3.6 0.9413
Relacionar a metodologia com os fornecedores 3.5 1.1536
Treinamento 3.5 0.8012
Relacionar a metodologia aos funciona´rios (recursos humanos) 3.1 0.8853
Tabela 20 – Importaˆncia de fatores organizacionais na implementac¸a˜o da cultura Seis
Sigma. Extra´ıdo de Antony and Banuelas (2002).
As similaridades nas definic¸o˜es levam a crer que de fato essas sa˜o os processos e
requisitos necessa´rios para uma implantac¸a˜o bem-sucedida do Seis Sigma nas organizac¸o˜es.
A.1.7 Benef´ıcios da Metodologia
A aplicac¸a˜o sisteˆmica do Seis Sigma possui diversas vantagens a` empresa pra-
ticante em termos de custo, qualidade e cultura organizacional. Evans (2008) afirma que
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“um aspecto fundamental do Seis Sigma e´ a identificac¸a˜o de fatores cr´ıticos para a quali-
dade (CTQs) vitais para a satisfac¸a˜o do consumidor”. Ale´m disso Antony and Banuelas
(2002) mostra resultados so´lidos relativos a retornos financeiros em processos industri-
ais e de nego´cio (tambe´m denominados de processos transacionais) atrave´s do uso da
metodologia; a Tabela 21 mostra alguns dos resultados citados.
Empresa Per´ıodo Benef´ıcios Reportados
Motorola 1987-1994
Reduc¸a˜o do n´ıvel de defeitos por um fator de 200
Reduc¸a˜o dos custos de manufatura em US$1.4 bilho˜es
Aumento do valor das ac¸o˜es em 4 vezes
Allied Signal 1992-1996
Reduc¸a˜o do tempo de introduc¸a˜o de novos produtos em 16%
Reduc¸a˜o dos custos de manufatura em mais de US$1 bilha˜o
General Electric 1995-1998 Reduc¸a˜o de mais de US$1 bilha˜o de custos em toda a empresa
Tabela 21 – Benef´ıcios financeiros reais do programa Seis Sigma em processos industriais.
Antony (2006) afirma aida que qualquer empresas de servic¸o que adoptem a
metodologia tera˜o os seguintes benef´ıcios:
• Melhores times multifuncionais ao longo de toda a organizac¸a˜o;
• Transformac¸a˜o da cultura organizacional de “apagar incendios”a prevenc¸a˜o de pro-
blemas;
• Melhoria na moral dos funciona´rios;
• Reduc¸a˜o dos custos da ma´ qualidade (COPQ);
• Melhoria na consisteˆncia do servic¸o oferecido atrave´s da reduc¸a˜o sistema´tica de
variabilidade em processos;
• Deciso˜es gerenciais mais efetivas atrave´s da dependeˆncia de fatos e dados ao inve´s
de premissas e deciso˜es baseadas em intuic¸a˜o.
Outros benef´ıcios encontrados em projetos reais para a a´rea de servic¸os podem ser encon-
trados na Tabela 22.
Ale´m disso a visa˜o pragma´tica do Seis Sigma e seu foco em custos operacio-
nais e considerac¸a˜o dos requisitos do cliente pode ocasionar a simplicac¸a˜o dos processos
de interesse, cortando etapas custosas e desnecessa´rias a` execuc¸a˜o do nego´cio; particu-
larmente processos administrativos ou transacionais podem ter um nu´mero excessivo de
etapas (relacionados a` atividades burocra´ticas e procedimentos desatualizados), causando
variac¸o˜es em seu resultado final. Da´ı a vantagem de aplicar o Seis Sigma visando diminuir
ou eliminar a variac¸a˜o nesses processos Rotondaro (2002).
Antony (2004) mostra outros aspectos da metodologia na˜o acentuados em ou-
tros programas de qualidade, como os abaixo:
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Empresa Fonte Benef´ıcios Reportados
Citibank Group Antony (2006)
Reduc¸a˜o de callbacks internas em 80%, externas em 85%
Reduc¸a˜o do tempo de processamento de cre´dito em 50%
Reduc¸a˜o do tempo de entrega de servic¸o em 67%
JP Morgan Chase Antony (2006) Aumento de eficieˆncia e satisfac¸a˜o de clientes
Segmento de Sa´ude Thomerson (2001) Economias estimadas em US$1.2 milho˜es em radiologia
Buck (2001) Reduc¸a˜o de erros laboratoriais e de medicac¸a˜o
Telecomunicac¸o˜es Antony (2006)
Retornos de mais de US$100 milho˜es
Criac¸a˜o de processos mais efetivos e robustos
Financ¸as Antony (2006)
Economia anual de US$74.000 em custos administrativos
Economia anual de US$700.000 em custos desnecessa´rios
Utilidades Antony (2006)
Economia anual de US$1.7 milho˜es em servic¸o de entrega
Reduc¸a˜o em reclamac¸o˜es de cliente de 101 para 55 em
processos de instalac¸a˜o de cabos
Tabela 22 – Benef´ıcios financeiros reais do programa Seis Sigma em processos transacio-
nais ou de nego´cio.
• A estrate´gia do Seis Sigma possui um foco claro em atingir resultados financeiros
mensura´veis e quantifica´veis; Nenhum projeto Seis Sigma e´ aprovado a na˜o ser que
esse impacto tenha sido claramente identificado e definado;
• A forma de resoluc¸a˜o de problemas proposta pela metodologia integra tanto elemen-
tos humanos (mudanc¸a cultural, foco no consumidor, programas de treinamento)
quanto elementos de processo para melhoria (ana´lise estat´ıstica dos dados, gerenci-
amento de processos, etc.);
• A metodologia usa ferramentas e te´cnicas para resolver problemas em processos de
nego´cio de uma forma sequencial e disciplinada. Cada ferramenta usada no Seis
Sigma possui um papel espec´ıfico e o onde, quando e como essas sa˜o utilizadas e´ a
diferenc¸a entre o sucesso e o fracasso de um projeto;
• Seis Sigma utiliza o racioc´ınio estat´ıstico e encoraja a aplicac¸a˜o de me´todos com-
provados de reduc¸a˜o de defeitos atrave´s de te´cnicas de reduc¸a˜o de variabilidade em
processos (como gra´ficos de controle e desenho de experimentos);
A.1.8 Desvantagens da Metodologia
Apesar de apresentar muitas vantagens a` organizac¸o˜es tanto em termos finan-
ceiros quanto em termos de estrate´gia e inovac¸a˜o a metodologia tambe´m recebe diversas
cr´ıticas de pesquisadores e profissionais de mercado, bem como apresenta dificuldades
durante sua implementac¸a˜o. Kwak and Anbari (2006) por exemplo aponta problemas no
programa de treinamento de profissionais Green e Black Belts, o qual trata como um fator
de vital importaˆncia para a implantac¸a˜o bem-sucedida do programa, onde afirma que a
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escolha de profissionais na˜o ta˜o capazes (possuem dificuldades em acompanhar o conteu´do
altamente quantitativo do treinamento) para atividades de Black Belt esta´ associada a
dificuldades em projetos Seis Sigma. Ainda em relac¸a˜o aos treinamentos na˜o ha´ um u´nico
o´rga˜o regulador nem um crite´rio padronizado que determine quais as habilidades e conhe-
cimentos necessa´rios para a formac¸a˜o de um profissional de Seis Sigma Hoerl (2001), o que
traz se´rios empecilhos para a instituic¸a˜o da metodologia como um programa, visto que
as empresas praticantes na˜o possuem base para referenciar seus treinamentos ou sequer
reconhecer certificados obtidos em outras instituic¸o˜es como va´lidos para sua organiza-
c¸a˜o. Outra grande cr´ıtica a` metodologia e´ o conceito de que o Seis Sigma na˜o apresenta
nada novo, sendo simplesmente um encapsulamento de te´cnicas e princ´ıpios tradicionais
de qualidade Catherwood (2002). Hoerl (2001) tambe´m afirma que a eˆnfase excessiva em
testes de hipo´tese e sua consequente avaliac¸a˜o do valor probabil´ıstico (p-valor) na pra´tica
da metodologia pode esconder a influeˆncia do tamanho da amostra na hipo´tese estudada
e levar a concluso˜es precipitadas.
A implantac¸a˜o da metodologia como um programa e sua consequente mudanc¸a
cultural pode apresentar resisteˆncia dos profissionais da empresa, particularmente aquelas
nas quais funciona´rios esta˜o acostumados a esconder defeitos e erros na˜o sa˜o permitidos;
nesses casos a mudanc¸as propostas pelo programa podem ir contra a`s ide´ias de como
os profissionais da empresa acham que as coisas devem ser feitas Coronado and Antony
(2002). Dentre os fatores que podem explicar esse comportamento Eckes (2002) identifica
quatro pass´ıveis de ocorreˆncia:
1. Te´cnico: frequentemente os profissionais apresentam dificuldade em entender e usar
as te´cnicas estat´ısticas; nesse caso e´ necessa´rio treinamento e maior envolvimento
desses indiv´ıduos;
2. Pol´ıtico: a organizac¸a˜o pode enxergar as potenciais soluc¸o˜es a serem implementadas
como desperd´ıcios, sem conhecimento total do seu benef´ıcio para o processo;
3. Individual: profissionais sobrecarregados ou apresentando altos n´ıveis de stress por
problemas na˜o necessariamente relacionados a` empresa;
4. Organizacional: algumas crenc¸as por vezes sa˜o reforc¸adas pela gereˆncia da empresa,
que deve tomar cuidado ao comunica´-las aos demais membros da organizac¸a˜o.
Antony (2004) cita ainda uma se´rie de outras dificuldades relacionadas ao Seis
Sigma, como as listadas abaixo:
• O desafio de ter dados de qualidade para utilizac¸a˜o no projeto, especialmente em
processos onde na˜o existem dados coletados inicialmente;
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• A priorizac¸a˜o correta dos projetos a serem executados, cuja escolha ainda e´ muito
subjetiva nas organizac¸o˜es e poucas ferramentas poderosas existem para resolver
esse problema;
• A definic¸a˜o de defeitos e o ca´lculo da capacidade de um processo leva a crer que
todos os defeitos possuem peso igual, algo ilo´gico particularmente para processos
transacionais;
• O Seis Sigma trabalha prioritariamente para melhorar uma u´nica caracter´ıstica de
interesse ou fator cr´ıtico da qualidade (CTQ): a otimizac¸a˜o de mu´ltiplos CTQs e´
pouco explorada em projetos do tipo;
• O alto custo inicial de institucionalizar a metodologia como um programa de me-
lhoria pode desencorajar empresas de me´dio e pequeno porte a trabalhar com Seis
Sigma;
Antony (2004) ressalta tambe´m que a pro´pria definic¸a˜o do n´ıvel de sigma de um processo
e seu custo da ma´ qualidade (COPQ) na˜o e´ muito claro e requer maiores justificativas.
Ale´m disso alguns aspectos pra´ticos da metodologia, como a equivaleˆncia do n´ıvel de
sigma e o DPMO (que se baseia na premissa de que a distribuic¸a˜o da caracter´ıstica
analisada e´ normal) e a variac¸a˜o de longo prazo em processos verificada pela Morotola
de 1.5σ, carecem ana´lise mais fundamentada e generalizada. Particularmente o desvio de
longo prazo da Motorola, embora tenha sido adotado na pra´tica como medida padra˜o de
degradac¸a˜o de um processo, foi baseada apenas em processos dessa companhia: processos
transacionais ou mesmo outros segmentos de mercado deveriam analisar seus pro´prios
desvios de qualidade.
Ale´m disso existem dificuldades adicionais quando o programa e´ implantado em
processos transacionais. Park and Antony (2008) menciona algumas dificuldades encontra-
das em empresas de servic¸os usando Seis Sigma, particularmente as de setores hospitalares
e financeiros:
• Dados na˜o dispon´ıveis ou muitos dados coletados sem um me´todo claro de como
analisa´-los. A acura´cia e completude dos dados tambe´m sa˜o enormes desafios em
empresas de servic¸os;
• Na maioria da empresas transacionais os clientes sa˜o eles mesmos fornecedores, o
que significa pouco poder de barganha para a empresa. Dessa forma as organizac¸o˜es
precisam mostrar a priori quais sa˜o as vantagens de se coletar dados do processo
para envolver os clientes/fornecedores nessa atividade;
• As medidas de satisfac¸a˜o de clientes em um ambiente de servic¸os e´ mais dif´ıcil
devido aos elementos humanos que afetam a prestac¸a˜o desses servic¸os. Honestidade,
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disposic¸a˜o para ajudar ou mesmo humor dos funciona´rios sa˜o elementos humanos
que afetam essas empresas e determinam a qualidade e satisfac¸a˜o dos consumidores;
• Processos transacionais sa˜o muito mais sujeitos a ru´ıdos ou fatores incontrola´veis
que afetam a qualidade (como fatores psicolo´gicos e sociolo´gicos) comparados a
processos de manufatura tradicional;
• Mudanc¸as culturais em ambientes com foco em servic¸o sa˜o mais dif´ıceis de se ob-
ter que em empresas de manufatura devido ao alto envolvimento de fatores como
lideranc¸a, comunicac¸a˜o, trabalho em equipe, etc.;
• Processos transacionais sa˜o muito mais dependentes em fatores humanos e mudanc¸a
organizacional que os industriais. Mudar um paraˆmetro de ma´quina e´ muito dife-
rente de ajustar procedimentos de trabalho ou tarefas;
Finalmente, alguns processos transacionais possuem dificuldades ainda maio-
res, como os relacionais a setores de Tecnologia da Informac¸a˜o ou desenvolvimento soft-
ware. Nesse caso Gillies (1992) menciona algumas razo˜es de diferenciar esses processos e
os de manufatura, como:
• Software na˜o possui existeˆncia f´ısica;
• Existem diferenc¸as significativas em termos de habilidade e experieˆncia entre um
desenvolvedor e outro;
• Falta de conhecimento sobre as necessidades dos clientes e suas mudanc¸as ao longo
do projeto;
Todos os motivos acima aumentam ainda mais os obsta´culos para o Seis Sigma nesses
processos.
Como e´ poss´ıvel observar, a metodologia e suas considerac¸o˜es como um pro-
grama possuem diversos obsta´culos e deve ser levada com cuidado e considerac¸a˜o com
a natureza dos processos envolvidos na empresa, particularmente os transacionais, que
possem dificuldades ainda maiores que os processos de manufatura tradicionais.
A.2 A Filosofia Lean
A filosofia lean ou pensamento enxuto (no ingleˆs lean thinking) e´ um conjunto
de conceitos, e formas de encarar os processos das organizac¸o˜es baseados no modelo de
fabricac¸a˜o japoneˆs desenvolvido na empresa Toyota, o chamado TPS (Toyota Production
System). Womack (1996) define esse pensamento como um modo de especificar o que
e´ valor, alinhar ac¸o˜es que geram esse valor na melhor sequencia poss´ıvel, conduzir essas
ac¸o˜es ininterruptamente sempre que algue´m as solicita realizando-as de uma maneira cada
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vez mais eficiente; trata-se de um pensamento de fazer mais com menos: menos esforc¸o
humano, equipamentos, tempo e espac¸o. Conforme a definic¸a˜o abrangente de Womack
(1996), o lean thinking e´ definido como uma filosofia por na˜o haver um passo-a-passo claro
de implementac¸a˜o como o tratado na metodologia Seis Sigma, caracterizando-se mais como
um estado de pensamento a respeito dos desperd´ıcios encontrados em organizac¸o˜es.
O termo lean foi utilizado pela primeira vez no estudo conduzido com o apoio
do MIT (Massachusetts Institute of Technology) de comparac¸a˜o entre o estado atual da
indu´stria automobil´ıstica mundial e as diferenc¸as entre os me´todos de produc¸a˜o desse
segmento ao redor do mundo, cujas pesquisas e achados foram compilados no livro A
Ma´quina que mudou o mundo Womack et al. (2007): em uma tentativa de comparar o
me´todo de produc¸a˜o japoneˆs (produc¸a˜o enxuta) ao modo de produzir americano baseado
nos princ´ıpios de Ford (produc¸a˜o em massa), Womack et al. (2007) aponta a necessidade
de empresas tradicionais americanas e europe´ias usar e implantar o me´todo Toyota (TPS),
tornando-se portanto mais lean; desde enta˜o a palavra tem sido usada para caracterizar
a implantac¸a˜o do TPS por empresas na˜o-japonesas.
A.2.1 Os princ´ıpios do Lean Thinking
A.2.1.1 Especificar Valor
Um dos pontos principais para a aplicac¸a˜o do lean thinking em uma organiza-
c¸a˜o e´ especificar o que e´ valor na visa˜o de seus clientes Womack (1996). Ainda segundo Wo-
mack (1996) o valor pode ser especificado apenas em termos de um produto/servic¸o que
satisfaz as demandas do consumidor com um prec¸o e tempo especificados. Outros autores,
como Naylor et al. (1999) definem o valor associado ao cliente como uma func¸a˜o do custo,
tempo total de fabricac¸a˜o e entrega (lead time), qualidade e servic¸os associados ao consu-
midor conforme ilustrado na Figura 27. A definic¸a˜o clara do que e´ valor atrave´s do dia´logo
Figura 27 – Definic¸a˜o de valor. Adaptado de Naylor et al. (1999).
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com consumidores e clientes espec´ıficos deve ser o primeiro passo para a implantac¸a˜o do
lean thinking Womack (1996).
A.2.1.2 Fluxo de Valor
Segundo Womack (1996) o fluxo de valor e´ o conjunto de todas as ac¸o˜es neces-
sa´rias para levar um produt¸o/servic¸o por treˆs tarefas gerenciais cr´ıticas na organizac¸a˜o:
tarefa de resoluc¸a˜o de problemas (problem-solving) que cobre desde a concepc¸a˜o e desenho
do produto/servic¸o ate´ seu lanc¸amento, tarefa de gerenciamento de informac¸a˜o (informa-
tion management) que cobre a entrada de pedidos e seu planejamento ate´ sua entrega e a
tarefa de transformac¸a˜o f´ısica (physical transformation) que cobre a entrada de mate´ria-
prima e sua transformac¸a˜o ate´ a chegada nas ma˜os do cliente. Em linhas gerais, o fluxo
de valor cobre todas as atividades da empresa desde da concepc¸a˜o de seus produtos ate´
as interac¸o˜es com o cliente. A identificac¸a˜o e mapeamento desse fluxo e´ a segunda etapa
no processo de lean thinking, e sua ana´lise leva a` identificac¸a˜o de treˆs tipos de etapas
ocorrendo em um processo:
• Etapas que agregam valor ao cliente e ao servic¸o oferecido (todas as etapas de
transformac¸a˜o cr´ıtica de um produto, por exemplo);
• Etapas que na˜o agregam nenhum valor, mas na˜o podem ser eliminadas devido a` li-
mitac¸o˜es tecno´logicas ou recursos industriais (transportes de mate´ria-prima, trans-
portes do produto acabado ao cliente, perdas inevita´veis no processo por reac¸o˜es
qu´ımicas ou f´ısicas); Womack (1996) descreve essas atividades como desperd´ıcios do
Tipo I;
• Etapas que na˜o agregam valor e podem ser imediatamente eliminadas (desperd´ıcios
Tipo II); Alguns exemplos sa˜o a fabricac¸a˜o de quantidades maiores que o necessa´rio,
problemas de qualidade evita´veis e estoques excessivos;
Ohno (1988) descreve ainda sete tipos de desperd´ıcios (no japoneˆs muda) na produc¸a˜o que
devem ser constantemente observados e reduzidos (idealmente ate´ sua total eliminac¸a˜o) em
toda a organizac¸a˜o, o que a leva a agregar mais valor em suas atividades: superproduc¸a˜o,
espera, transporte, superprocessamento, estoques, movimentac¸a˜o e fabricac¸a˜o de produtos
defeituosos. Hines and Rich (1997) faz ainda uma ana´lise de cada um desses desperd´ıcios,
ressaltando quais sa˜o os que perdem mais valor na indu´stria:
1. Superproduc¸a˜o: considerado o desperd´ıcio mais grave por inibir qualidade e pro-
dutividade, ale´m de aumentar o tempo de fabricac¸a˜o (lead time) e estoques em
processo; a ferramenta padra˜o do TPS para corrigir esse desperd´ıcio e´ o sistema
kanban, discutido posteriormente;
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2. Espera: relacionado a` ma´ utilizac¸a˜o de tempo em um processo; normalmente ocorre
sempre que os produtos na˜o sa˜o movimentados ao longo do processo ou na˜o sa˜o
trabalhados; o tempo gasto observando atividades na planta (por exemplo, um ope-
rador observando a ma´quina operar) tambe´m esta´ incluso nesse desperd´ıcio;
3. Transporte: envolve transporte de produtos ao longo do processo. Em u´ltima ins-
taˆncia qualquer movimento na organizac¸a˜o pode ser visto como um desperd´ıcio,
pore´m como nem todo movimento pode ser completamente eliminado o foco das
melhorias concentra-se em minimizar as atividades de transporte;
4. Superprocessamento: ocorre em situac¸o˜es onde soluc¸o˜es extremamente complexas
sa˜o usadas para resolver problemas simples, como o uso de uma grande ma´quina
inflex´ıvel ao inve´s de uma se´rie de pequenas ma´quinas flex´ıveis; Ainda segundo Hines
and Rich (1997) esse racioc´ınio ainda gera superproduc¸a˜o de bens para compensar
os grandes investimentos feitos na implantac¸a˜o de uma soluc¸a˜o complexa;
5. Estoques: tendem a aumentar o tempo de fabricac¸a˜o (lead time), diminuem a veloci-
dade de resoluc¸a˜o de problemas e aumenta custos com armazenamento e necessidade
de espac¸o na planta;
6. Movimentac¸a˜o: relacionado a` ergonomia da produc¸a˜o onde operadores precisam
agachar-se e inclinar-se para transportar itens na planta; de maneira geral pode
associar-se o desperd´ıcio de movimentac¸a˜o a pequenos deslocamentos feitos por fun-
ciona´rios no processo;
7. Fabricac¸a˜o de pec¸as e produtos defeituosos: partindo da visa˜o de valor da Figura 27,
defeitos de qualidade tem impacto direto no cliente e um impacto financeiro para
organizac¸a˜o que precisa ser eliminado sempre que poss´ıvel;
E´ importante ressaltar que a visa˜o de fluxo e a definic¸a˜o de valor se estende ale´m dos limites
de uma organizac¸a˜o em espec´ıfico, atingindo e integrando toda a cadeia de suprimentos
nos esforc¸os de melhoria (lean enterprise) Womack (1996). Ale´m disso a eliminac¸a˜o de
muda e suas consequentes melhorias no fluxo devem ser pensadas para ganhos globais da
organizac¸a˜o e da cadeia de suprimentos, na˜o encarando as etapas de um processo como
uma atividade independente e sim parte de um todo Rother (2003).
A.2.1.3 Fluidez
Uma vez identificado todo o fluxo de valor em uma organizac¸a˜o e elimina-
dos/reduzidos todos os desperd´ıcios Tipo I e II, e´ necessa´rio fazer as etapas restantes (que
agregam valor) fluirem Womack (1996). Nesse caso o conceito de fluidez esta´ associado a`
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quebra de barreiras organizacionais e departamentais, fazendo setores de uma organiza-
c¸a˜o trabalharem em conjunto para o bem da empresa. Segundo Womack (1996) os passos
para implantar essa fluidez sa˜o:
1. Focar e analisar as atividades do objeto sendo produzido/servic¸o sendo prestado,
desconsiderando cargos e departamentos, desde seu desenho, pedido ate´ a fabricac¸a˜o
e entrega, do in´ıcio ao fim do processo;
2. Ignorar as limitac¸o˜es de cada cargo, emprego e func¸a˜o (normalmente organizada
em departamentos) e finalmente ignorar ate´ mesmo as limitac¸o˜es de func¸a˜o entre
empresas na cadeia de suprimentos para a implantac¸a˜o de um fluxo u´nico com visa˜o
do in´ıcio ao fim;
3. Repensar e planejar pra´ticas de trabalho e ferramentas para eliminar descartes do
processo, paradas de qualquer tipo e remover o ma´ximo de contra-fluxo (backflow,
atividades cujo fluxo va˜o contra a entrega do produto ao cliente - resumem-se nor-
malmente a reprocessos ou falhas de comunicac¸a˜o).
A ferramenta padra˜o do pensamento enxuto para lidar com os problemas de fluidez e´ o
conceito de just-in-time (JIT) apresentado em Ohno (1988).
A.2.1.4 Sistema Puxado
Womack (1996) define o sistema puxado como o racioc´ınio de que“nenhum pro-
cesso na planta deve realizar trabalho a na˜o ser que o processo imediatamente posterior
(processo cliente ou pro´prio cliente final) pec¸a algum produto ou servic¸o explicitamente”.
Idealmente numa empresa enxuta o cliente final do processo inicia um pedido para aten-
der sua demanda e esse pedido e´ propagado de forma retroativa a todos as etapas de
fabricac¸a˜o envolvidas. Assim, os pedidos do cliente sa˜o propagados dentro da empresa
ate´ a solicitac¸a˜o de mate´ria-prima necessa´ria para sua construc¸a˜o.
A aplicac¸a˜o constante desse princ´ıpio visa a reduc¸a˜o de estoques intermedia´rios
na planta e do desperd´ıcio de superproduc¸a˜o, que nesse caso e´ ocasionada pela incerteza
sobre as quantidades demandadas no sistema de produc¸a˜o em massa tradicional.
A.2.1.5 Perfeic¸a˜o
O u´ltimo passo para a aplicac¸a˜o do Lean Thinking e´ a constante busca pela
perfeic¸a˜o, uma vez estabelecidos a definic¸a˜o do que e´ valor, mapeando seu surgimento no
processo e fazendo toda a demanda puxar a produc¸a˜o. Para Womack (1996) o principal
pilar de sustenc¸a˜o por essa busca e´ a transpareˆncia. Nesse caso a transpareˆncia traduz-se
como visibilidade total de todos os processos entre funciona´rios, fornecedores e clientes.
Ale´m disso os autores distinguem as melhorias objetivando a perfeic¸a˜o em kaikaku e kaizen.
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O primeiro conceito refere-se a` mudanc¸a radical de um sistema de manufatura empurrado
e baseado em filas, para um sistema puxado lean focado em valor. Ja´ o segundo, conhecido
tradicionalmente por praticantes dessa filosofia, refere-se a` melhorias incrementais feitas
a todo instante no processo.
Um ponto importante da filosofia da perfeic¸a˜o e´ que atingi-la em termos lean
significa eliminar completamente toda a muda, algo imposs´ıvel nas empresas atualmente
(mesmo empresas extremamente lean como a Toyota, que aplica esses conceitos ha´ de´ca-
das, ainda possuem estoques, bem como seus fornecedores).
A busca segundo Womack (1996) deve ser realizada atrave´s da construc¸a˜o
de metas e objetivos claros para toda a organizac¸a˜o e gesta˜o envolvida. O foco desses
objetivos deve ser no esforc¸o de atingir a perfeic¸a˜o, uma vez que essa na˜o pode ser atingida.
A.2.2 O Sistema Toyota de Produc¸a˜o
A aplicac¸a˜o constante desses princ´ıpios culminou no surgirmento do TPS na
Toyota, liderado por Taichi Ohno. Ohno veio a participar da empresa Toyoda, sob co-
mando do herdeiro Eiji Toyoda. Financiados por Eiji, muitos empresa´rios da empresa
(Ohno inclusive) fizeram visitas a` fa´bricas americanas para verificar suas forc¸as e fra-
quezas (Holweg, 2007). Vendo os estoques excessivos e falta de flexibilidade dos sistema
desenvolvido por Henry Ford na Ame´rica, Ohno propoˆs alterac¸o˜es no sistema produtivo
japoneˆs dando in´ıcio ao Lean thinking na organizac¸a˜o.
Segundo Ohno (2007) o TPS pode ser resumido na frase“produzir o necessa´rio,
somente o necessa´rio, quando necessa´rio”. Hino (2009) descreve os pontos chave do TPS
conforme a seguir:
1. O sistema reduz custos de maneira ampla, pela implaca´vel eliminac¸a˜o de desperd´ıcio.
A filosofia fundamental do sistema e´ questionar como a efica´cia global pode ser
aumentada, ao inve´s de buscar efica´cias parciais;
2. Os dois pilares do sistema chamam-se just-in-time (no tempo certo) e jidoka (auto-
nomac¸a˜o, ou automac¸a˜o com um toque humano);
3. O TPS e´ um sistema de produc¸a˜o que trabalha para: (1) criar somente o que e´
necessa´rio, quando necessa´rio e na quantidade necessa´rio; (2) ter cada processo
down-stream (final da linha produtiva) “puxando” o que necessita de cada processo
upstream (comec¸o da linha produtiva); e (3) ter o mı´nimo de pessoas;
4. Produc¸a˜o Nivelada: as quantidades e as variedades de produc¸a˜o por hora sa˜o
balanceadas para todo os processos;
5. Sincronizac¸a˜o: todo o processo esta´ munido de um sistema para permitir que o
mesmo na˜o produza muito ra´pido;
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6. Autonomac¸a˜o: as linhas para parar sempre que situac¸o˜es anormais ocorram;
7. Gerenciamento Visual: tudo esta´ organizado para ser compreendido imediata-
mente (por exemplo kanban e andon);
8. (A) Os tempos de troca de in´ıcio (setup) sa˜o estabelecidos ta˜o reduzidos quanto
poss´ıvel, a fim de minimizar os tamanho dos lotes. (B) Matrizes e ferramentas sa˜o
simples e de baixo custo.
A.2.3 As Ferramentas do Lean
Associadas ao TPS esta˜o ferramentas e te´cnicas com foco em lean thinking e
que possam ser aplicadas por qualquer organizac¸a˜o. Abaixo esta˜o descritas as te´cnicas
mais difundidas e associadas ao TPS:
A.2.3.1 Kanban
O Kanban e´ um sistema de controle de produc¸a˜o voltado para o conceito just-
in-time e que utiliza completamente a capacidade dos funciona´rios (SUGIMORI et al.,
1977). Ainda segundo SUGIMORI et al. (1977), as vantagens de usar esse sistema na
produc¸a˜o sa˜o:
• Reduc¸a˜o do custo de processamento de informac¸a˜o. Normalmente e´ muito custoso
implementar um sistema que proveˆ escalonamento da produc¸a˜o para todos os pro-
cessos e fornecedores, bem como suas alterac¸o˜es e ajustes em tempo real.
• Aquisic¸a˜o de fatos de forma ra´pida e precisa. Usando o sistema Kanban supervisores
de fa´bricas podem acompanhar fatores que mudam continuamente como capacidade
de produc¸a˜o sem a ajuda de um computador.
• Limitando a capacidade de produc¸a˜o extra de processos anteriores. Na indu´stria
automotiva (onde surgiu o TPS) geralmente a demanda para um item se torna
progressivamente mais erra´tica para processos mais pro´ximos ao cliente. Assim,
processos anteriores sa˜o obrigados a ter maior capacidade de produc¸a˜o, o que e´ um
desperd´ıcio pela filosofia lean.
O funcionamento desse sistema se da´ conforme abaixo:
1. Os Kanbans nesse sistema sa˜o carto˜es de produc¸a˜o. Esses veˆm em dois tipos, sendo
um desses o Kanban de transporte, que e´ carregado de um processo a seu precedente
no fluxo de fabricac¸a˜o. O outro e´ chamado Kanban de produc¸a˜o e´ e´ usado para
sinalizar pedidos de produc¸a˜o de itens que foram retirados do processo subsequente.
Esses dois tipos de carta˜o esta˜o sempre atrelados as embalagens contendo os itens
fabricados no processo.
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2. Quanto o conteu´do de uma embalagem comec¸a a ser usado, o Kanban de trans-
porte e´ removido. Um trabalhador da linha leva esse carta˜o ate´ o estoque de pec¸as
precedente ao processo atual e anexa o carta˜o a uma nova embalagem contendo a
quantidade consumida pelo processo posterior.
3. O carta˜o de produc¸a˜o e´ enta˜o removido da embalagem utilizada e e´ usado para passar
informac¸o˜es ao processo corrente. E´ feita enta˜o a produc¸a˜o de itens na quantidade
descrita pelo carta˜o, para repor a embalagem consumida.
Esse fluxo de carto˜es e embalagens e´ ilustrado na Figura 28.
Figura 28 – Exemplo fluxo de Kanban em um processo de manufatura. Adaptado
de (Toyota, 2016)
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A equac¸a˜o para se obter o nu´mero exato de carto˜es de Kanban em um processo
de manufatura e´ dada abaixo (SUGIMORI et al., 1977).
y =
D(Tw + Tp)(1 + α)
C
onde y e´ o nu´mero de carto˜es necessa´rios para gerir o processo de manufatura, D e´ a
demanda por unidade de tempo, Tp e´ o tempo de processamento dos itens, Tw e´ o tempo de
espera de uma embalagem e C e´ a capacidade (em itens) de uma embalagem. Finalmente α
representa a incerteza de produc¸a˜o devido a` fatores externos e a` incapacidade do processo
de lidar com essas variac¸o˜es.
A.2.3.2 5S
Tambe´m conhecido pelo termo housekeeping, a te´cnica consiste na aplicac¸a˜o
de uma filosofia que carrega os valores de organizac¸a˜o, limpeza, padronizac¸a˜o e disciplina
dentro de um ambiente de trabalho. O nome e´ baseado nos acroˆnimos seiri (organizac¸a˜o),
seiton (selec¸a˜o), seisou (limpeza), seiketsu (padronizac¸a˜o) e shitsuke (disciplina) (Gapp
et al., 2008).
Uma descric¸a˜o mais detalhada de cada acroˆnimo (tambe´m chamados de Sensos
no portugueˆs) e´ descrita em BayoaˆMoriones et al. (2010): Seiri foca em eliminar itens
descenessa´rios para as operac¸o˜es de produc¸a˜o atuais. Seiton foca na construc¸a˜o e escolha
de locais de armazenamento desses itens, para que sejam de fa´cil utilizac¸a˜o e localizac¸a˜o.
Seisou traduz-se como o ha´bito de limpeza e asseio que deve ser cultivado na organizac¸a˜o
(filosoficamente falando, tambe´m trata-se de transpareˆncia nos relacionamentos profissi-
onais). Seiketsu refere-se a` pra´tica de padronizar todos os procedimentos da organizac¸a˜o
e finalmente shitsuke trata-se de tornar um ha´bito todos os demais sensos por toda a
empresa.
Os benef´ıcios da aplicac¸a˜o desse conceito sa˜o descritos abaixo (Gapp et al.,
2008):
• Organizac¸a˜o (seiri e seiton): maximizac¸a˜o de eficieˆncia reduzindo a carga de tra-
balho entre profissionais e diminuindo a incideˆncia de erros humanos atrave´s da
simplificac¸a˜o de processos.
• Limpeza (seisou e seiketsu): maximizac¸a˜o da eficieˆncia dos trabalhadores encora-
jando a transpareˆncia (conceito subjetivo de limpeza na cultura japonesa), seguranc¸a
e bem-estar no ambiente de trabalho.
• Disciplina (shitsuke): aumento de padra˜o e qualidade do trabalho e moral dos fun-
ciona´rios.
A te´cnica esta´ fortemente associada a esforc¸os de melhoria cont´ınua (kaizen) e gesta˜o
visual, partes essencias da filosofia Lean. Ainda segundo Gapp et al. (2008), o 5S possui
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forte relac¸a˜o com a autonomia de trabalho para todos na organizac¸a˜o, apresentando grande
eˆnfase (ao menos dentro da cultura do Japa˜o) no envolvimento de indiv´ıduos e grupos de
trabalho na˜o somente nos aspectos operacionais, mas tambe´m nos benef´ıcios estrate´gicos
e de longo prazo trazidos pela ferramenta.
A.2.3.3 Reduc¸a˜o de Setup
Uma ac¸a˜o necessa´ria para garantir o fluxo cont´ınuo de produc¸a˜o de acordo
com o Lean thinking e´ a reduc¸a˜o dos tempos de setup. Para isso Dillon and Shingo (1985)
desenvolveu uma te´cnica denominada SMED (Single Minute Exchange of Die). Segundo
eles o SMED e´ “um me´todo cient´ıfico de reduc¸a˜o de tempo de setup que pode ser aplicado
em qualquer ma´quina em qualquer indu´stria”. A aplic¸a˜o do SMED se faz em 4 esta´gios
conceituais (McIntosh et al., 2000):
1. Setup interno e externo na˜o diferenciados. Para os autores setup interno e´ aquele que
e´ realizado apenas com a ma´quina rodando, enquanto o externo pode ser executado
com a ma´quina em operac¸a˜o.
2. Separac¸a˜o (identificac¸a˜o) dos setups externos e internos nas ma´quinas de interesse
3. Conversa˜o de setup interno para externo
4. Reduzindo todas as operac¸o˜es de setup sistematicamente
O objetivo da busca constante por menores setups e´ viabilizar a diminuc¸a˜o dos tamanhos
de lote de produc¸a˜o. Essa diminuic¸a˜o leva consequentemente a uma menor quantidade de
estoques (um dos oito desperd´ıcios). Em sua u´ltima instaˆncia, busca-se atingir o chamado
one-piece-flow, onde o lote de produc¸a˜o e´ unita´rio.
A.2.3.4 Jidoka
O termo e´ usado na Toyota para descrever “o me´todo de fazer um equipamento
ou operac¸a˜o parar sempre que houver uma condic¸a˜o anormal ou defeituosa” (SUGIMORI
et al., 1977). Em casos extremos o mecanismo pode chegar a parar uma linha inteira de
produc¸a˜o. As razo˜es de utilizar o Jidoka sa˜o listadas abaixo (SUGIMORI et al., 1977):
• Preveninr excessos de produc¸a˜o. O mecanismo deve ser acionado sempre que a quan-
tidade de produc¸a˜o necessa´ria (relativa a pedidos de cliente) for atingida, evitando
desperd´ıcios de estoque
• O controle de anormalidades e falhas se torna simples: todo o esforc¸o de melhoria e´
direcionado ao processo que realizou a parada e ao operador que o acionou.
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A.2.3.5 Value Stream Mapping(VSM)
O VSM e´ “uma ferramenta de papel e la´pis que ajuda a visualizar e entender
o fluxo de material e informac¸a˜o como um produto sa˜o transportados pelo fluxo de va-
lor” (Rother, 2003). E´ a observac¸a˜o real do princ´ıpio de fluxo de valor do Lean thinking. O
mapa gerado pela ferramenta se torna a base para a realizac¸a˜o das mudanc¸as necessa´rias
no sistema estudado (Abdulmalek and Rajgopal, 2007). O mapeamento e´ aplicado em
etapas, onde a primeira trata-se da escolha de uma famı´lia de produtos para ser alvo de
melhorias no processo. A segunda etapa e´ efetuar um mapeamento de como o processo e
suas etapas e´ feito atualmente, com foco em observar transportes, estoques e desped´ıcios
de valor. A terceira etapa e´ a construc¸a˜o de um fluxo futuro com todas a mudanc¸as no
sistema de acordo com o Lean thinking (implementando Kanbans, reduc¸a˜o de setups, di-
minuindo estoques). Finalmente a u´ltima etapa e´ a aplicac¸a˜o do fluxo futuro no processo
real. Abaixo um exemplo da linguagem e icones utilizados no VSM, extra´ıda de Rother
(2003).
Figura 29 – Exemplo de VSM e ı´cones utilizados durante o mapeamento.
A.2.4 Vantagens do Lean
As vantagens de aplicar o Lean thinking sa˜o inu´meras, e fizeram a empresa
Toyota tornar-se uma das marcas automotivas mais valiosas do mundo Toyota (2015).
Abaixo esta˜o algumas das maiores vantagens dessa filosofia.
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A.2.4.1 Envolvimento dos trabalhadores
Segundo Krafcik (1988), que fez um comparativo entre a produc¸a˜o em massa
Fordista e o TPS, o segundo possui a caracter´ıstica de envolver os operadores em todas
as a´reas de produc¸a˜o. Ao contra´rio da produc¸a˜o tradicional, o TPS treina seus funciona´-
rios em mais de uma etapa do processo, ale´m de agregar conhecimentos de qualidade e
manutenc¸a˜o. O trabalhor no TPS e´ virtualmente multidisciplinar, e tem autonomia para
tomar deciso˜es sobre o processo fabril, realizando quaisquer alterac¸o˜es que julgue neces-
sa´rias. Ale´m disso o TPS prega a organizac¸a˜o dos funciona´rios em times, tambe´m com
total autonomia e sem uma hierarquia superior muito extensa. E´ comum uma empresa
que aplica o Lean Thinking possuir uma escala hiera´rquica extremamente achatada, com
operadores a`(e seus times) respondendo diretamente aos diretores da organizac¸a˜o.
Essa autonomia, aliada a` uma hierarquia achatada e ao treinamento ineren-
temente multidisplinar concede aos trabalhadores no contexto do TPS um envolvimento
com a empresa muito maior que em fa´bricas tradicionais.
A.2.4.2 Reduc¸a˜o dos n´ıveis de estoque
Um dos principais desperd´ıcios que o Lean visa eliminar e´ a presenc¸a de es-
toques. Essa busca constante por menos inventa´rio leva a empresa como um todo a
economizar capital e tornar-se mais eficiente em suas operac¸o˜es. Indiretamente, esse pol´ı-
tica de reduc¸a˜o ajuda tambe´m a economizar gastos com espac¸o f´ısico de armazenamento
e custos indiretos com manutenc¸a˜o e desgaste de estoque.
A.2.4.3 Mix de produtos
Segundo Krafcik (1988), existe uma penalidade na qualidade individual dos
produtos quando se aumenta o mix da empresa. No estudo, um aumento de 50% do mix
piorava a qualidade em 10%. Nesse caso, segundo seu estudo as empresas praticando Lean
sa˜o mais capazes de minimizar essa perda devido a` complexidade. Assim, empresas lean
sa˜o capazes de oferecer mais produtos (potencialmente aumento seu mercado) sem perder
sua qualidade.
A.2.4.4 Flexibilidade
Devido a` constante busca pela diminuic¸a˜o de lotes de produc¸a˜o, e a integrac¸a˜o
entre processos de produc¸a˜o grac¸as ao sistema Kanban, as empresas lean sa˜o mais flex´ı-
veis. A aplicac¸a˜o dessa filosofia permite uma ra´pida adaptac¸a˜o a mudanc¸as de mercado
vindas do cliente sem perdas significativas (de, por exemplo, obsolesceˆncia de estoques).
Associada a` caracter´ıstica anterior de oferecer um mix mais complexo, as empresas lean
possuem um grande diferencial competitivo quanto a suas verso˜es Fordistas.
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A.2.5 Desvantagens do Lean
Embora apresente grandes vantagens em termos de produtividade, qualidade
e mix (Krafcik, 1988), a aplicac¸a˜o da filosofia possui diversas desvantagens, das quais
algumas sa˜o listadas abaixo.
A.2.5.1 Fragilidade da Cadeia de Suprimentos
Devido aos poucos n´ıveis de estoque e a` aplicac¸a˜o do conceito de JIT, uma
empresa lean torna-se muito mais dependente de seus fornecedores para efetuar seus pro-
cessos de fabricac¸a˜o. Assim, caso a cadeia de suprimentos na˜o seja bem gerida, essas em-
presas podem sofrer grandes perdas financeiras e de clientes, podendo chegar a` faleˆncia.
Na pra´tica, a empresa deve ser capaz de ditar pol´ıticas de fornecimento e aplicar multas
de entrega aos fornecedores envolvidos, ou ate´ mesmo manter um percentual aciona´rio
em empresas terceiras (os chamados keiretsu japoneses), para garantir um fornecimento
confia´vel de mate´ria-prima.
A.2.5.2 Alto custo de implementac¸a˜o
A implementac¸a˜o do Lean Thinking costuma ser custosa na maior parte das
organizac¸o˜es, por envolver mudanc¸as de layout, custos com adaptac¸a˜o de ma´quinas e
treinamentos extensos aos funciona´rios para atingir sua multidisciplinaridade. Para muitas
empresas de me´dio e pequeno porte, esses custos podem ate´ mesmo inviabilizar a aplicac¸a˜o
dessa filosofia.
A.2.5.3 Sensibilidade a` variac¸a˜o de demanda
O sistema kanban, principal ferramenta para aplicac¸a˜o do fluxo puxado, exige
em grande parte que a demanda dos clientes seja constante por um per´ıodo de tempo.
Dessa forma, a empresa lean e´ mais sujeita a perder nego´cios devido a uma variac¸a˜o de
demanda inesperada, como por exemplo picos de pedidos em uma determinada semana.
Essa sensibilidade pode levar as empresas praticantes a perder nego´cios potenciais e ines-
perados para um certo per´ıodo de tempo. Essa fragilidade tambe´m se deve a um baixo
n´ıvel de estoques aplicado e pregado pela filosofia lean. E´ importante observar que a
sensibilidade frente a variac¸a˜o refere-se a um conceito diferente do de flexibilidade. A
flexibilidade no lean garante uma adaptac¸a˜o mais ra´pida a mudanc¸as permanentes de
mercado, enquanto essa sensibilidade refere-se a` alterac¸o˜es pontuais.
A.2.5.4 Retornos de longo prazo
Embora essa caracter´ıstica na˜o seja necessariamente uma desvantagem, os mai-
ores retornos da filosofia sa˜o obtidos no longo prazo. Isso se deve ao fato da te´cnica
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representar uma mudanc¸a cultural dra´stica nas organizac¸o˜es (como por exemplo a apli-
cac¸a˜o do 5S) e envolver muitos conceitos que dependem de profissionais extremamente
capacitados e com grande autonomia. Em muitos casos, e´ necessa´rio que a empresa esteja
financeiramente segura antes de embarcar numa mudanc¸a ta˜o dra´stica. Em outras pala-
vras, a filosofia exige uma certa estabilidade por parte da empresa, em termos de caixa,
rentabilidade e faturamento, antes de uma implantac¸a˜o completa.
