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We consider the problem of determining to what degree the parameters of two 
autonomous bilinear systems must agree, given that their attainable set functions 
coincide. Our results generalize some known results for the linear case. 
1. INTRODUCTION 
Consider a pair of autonomous, scalar input bilinear control systems in Rn 
i- = Ax + uCx + bu; x(0) = x0, 63 
k =Xx+ UC?F+ 6~; 5(O) = x0, 6-j 
where A, C, 2, and C are (n x n) matrices, and where b and 6 are n-vectors. 
Systems (S) and (S) have the same class of admissible controls Q; this is the set 
of all Lebesgue measurable functions U: [0, co) -+ S, where 1;2 C R is a given 
compact interval. Given u E Q, denote by x(r, x0, u) the solution of (S) corres- 
ponding to x(0) = x0. 
DEFINITION 1. Given t > 0, the attainable set F(t, x”) of(S) from x0 in time 
t is 
F(t, x”) = {x(t, x0, u): u E %Y’>. 
Solutions of system (S) emanating from x0 are denoted Z(t, x0, U) and the 
attainable set from xs in time t for system (S) is denotedP(t, x”). 
DEFINITION 2. Systems (S) and (S) are said to coincide if there exists T > 0 
such that F(t, 9) = F(t, x”) for all t E [0, 7’1. 
Given an (n x tz) matrix Q and an n-vector V, we denote 
{Q / w} = span(Q4: k = 0, l,..., n - I}. 
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In the next section the following result will be proven, 
THEOREM 1. Cons&~ systems (S) and (S) with x0 = 0. 
(i) Let f2 = [-I, 11, and assume that ((A + C) 1 6) = {(A - C) j b) = 
Rn. Then (S) and (s) coincide ;f and only if either 
6 = b, c = c, A=A 
b--b, C=-C, A = A. 
(ii) Let D = [0, I] and assume that {(A + C) 1 b} = R”. Then (S) and (5) 
coincide only ;f 
6=b and A+C=A+C. 
For the case of linear systems (i.e., when we insist that C = c = 0), Theorem 
1 is known. Hajek [l] proved this form of Theorem l(i) via a geometric argu- 
ment. Chukwu [2] used properties of set integrals to generalize the result of 
[I] to a setting wherein 52 is a subset of Rm (m > 1) with a countable number of 
extreme points, and which does not necessarily contain the origin in its interior. 
His result contains the linear forms of both Theorem 1 (i) and (ii). Hautus and 
Olsder [3] also generalized Hajek’s original result. They assumed Sz to be a 
1 B ball (p # 2) and employed a Theorem on rotations due to Banach. We remark 
here that the results in [l-3] are stated in terms of reachable sets [4] as opposed to 
attainable sets. A simple change of variable shows that the distinction is not 
relevant. In the bilinear setting, however, there is no direct analog of the 
reachable set; hence our results are in terms of attainable sets. 
The results of [l-3] were proven with linear system theoretic arguments 
which are not easily generalized to the bilinear case. Our approach in proving 
Theorem l(i) is to express (S) and (S) as integral equations and to compare 
coinciding systems when the constant controls u = 1 and u = - 1 are applied. 
Theorem 1 (ii) is proved similarly, but the conclusion is weaker. To this end see 
the example in Remark 1 below. Theorem 1 will be proved in the next section. 
In the concluding remarks a more general version will be given, in which all 
possible compact intervals Q are considered, along with general initial data. 
2. PROOF OF THEOREM 1 
For a nonzero n-vector b, let Pb denote the projection onto span(b) along 
[span(b)]‘-. Given x E R”, the b-component of x is the number /3 such that 
Pbx = fib. 
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LEMMA 1. Consider system (S) with Q = [- 1, I] and with b # 0. There 
exists 0 < i < co with the following properties. 
(i) For each t E (0, 21 the supremal b-component ofF(t, 0) is attained uniquely 
at x(t, 0, 1). 
(ii) For each t E (0, m] the injimal b-component of F(t, 0) is attained uniquely 
at x(t, 0, -1). 
Proof. We will only prove (i) here. The proof of (ii) is similar to that of (i) 
and is left to the reader. Let us first express (S) in integral equation form 
x(t, 0, u) = 1” [A + U(T) C] x(7,0, u) d7 + lt bu(T) dr. (1) 
0 
We shall assume that A and C are not both 0, for otherwise, in view of (l), (i) is 
immediate. Hence 
Let D denote a Lipschitz bound on solutions to (S) on [0, 11. Let in (0, l] be 
such that In(f) + 8 < ln(jl b II/30 11 C [I). We shall prove that 
i = min{ 1, l/M, ln((+)l/“), i} 
has the required properties. 
For any u E 02 we have 
PM, 0, 1) - 44 0941 
= Pb j-” {[A + C] +, 0, 1) - [A + ~(4 Cl x(7,0,4> dT + b it [I 
0 
Suppose that t E (0, 21 and that 
I t [l - U(T)] dT = h > 0. 0 
(2) 
U(T)] dr. 
(3) 
(4) 
In view of (3), (4) and the fact that jl Pb I] = 1, it is readily seen that the proof of 
(i) will be completed upon verification of the inequality 
/I j-’ $4 + Cl x(7,0,1) - [A + MT) Cl 47, (441 d7 11 d 2 II b H/3. (5) 
0 
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+ b j-’ [l - u(q)] do1 1 dT. (6) ” 
Upon bounding I/$, {[A + C] x(u 1 , 0, 1) - [A + 44 Cl 6 , 0,4> doI II in 
exactly the same way that jl j-i {[A + C] x(7,0, 1) - [A + U(T) C] x(7,0, u)} dT 11 
was bounded in (6), we arrive at 
11 j-’([A + c] X(7, 0, 1) - [A + u(T) c] X(7, 0, u)} dT 11 
0 
<kWC/i 
+ M 1” 11 J’ {[A + Cl 401 9 0 0 0, 1) - [A + u(q) cl x(q , 0, 1)) da, (1 dT 
+ Ml/ b II /“ST [1 - u(udld~~ d7
+ M f 11 i k + 61) Cl MJ~ , 0, 1) - 4.~~ , @@I doI 11 d7 
< Ha II C II + M j-I Dt II C II j-’ [l - u(ul)] dul dT 
0 0 
+ M/I b II j”j’ [1 - ~h)l do1 dT 0 0 
+ M2 ljl j-; WI so, 1) - +I so, 41 du1 I/d7 
~~~~II~//+~~~IlCII~~+~Il~II~~ 
+ M2 f 11 j- [+I , 0, 1) - 4~~,0,~)1 dux I/ dT. 0 0 (7) 
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Continuing in this way, we arrive at the following inequality for each integer 
n > 1: 
I/ 1” {[A + Cl x(7,0, 1) - [A + 44 Cl +>0,4> dT 11 
0 
< kDt 11 C/I i (tM>i/j! + k II b 1) i (ti’V)~,‘j! 
i=O i=l 
- x(o,-, , 0, u)] do,-, 11 da,-, +.. duI d7 dt 
< kDt I/ C I/ f (tM)j,‘j! + k 11 b jJ f (tM>i/j! + 2Dt(tM)“/n! 63) 
j=O j=l 
Since, by (2), tM < 1, (tM)n/ n. + 0 as n--+ co. It then follows, upon letting t 
n -+ co, that for each t E [0, 21 we have 
11 1” {[A + c] x(7,0, 1) - [A + U(T) c]x(7,0, u)> dT 11 
0 
< kDt 11 C II etM + k jj b 11 (etM - 1). (10) 
From (2) and the fact that 0 < t < 2, we obtain 
Dt II C II etM < II b 1113 
and 
etM - 1 < Q . 
(5) follows from (10)-(12) and this completes the proof. 
(11) 
(12) 
LEMMA 2. Let 52 be any compact interval. If(S) and (S) coincide, then 
bs2 = 6Q. (13) 
Proof. Suppose (13) does not hold. Then either there exists w E G? such that 
dist{bw, 6sz> = y > 0 and/or there exists 6 E $2 such that dist{&, bQ} = 7 > 0. 
We will refute only the first alternative, the second being similar. 
We have 
x(t, 0, co) = j-t [A + WC] X(7,0, w) dT + j” bw dT. 
0 0 
Also, for any u E 4’~ 
(14) 
(15) 
334 RONALD J. STERN 
Upon noting that bw and &2 are either aligned or lie in a single plane, it is 
easily checked that for every t > 0 we have 
Ii[ bw dT - l&(r) dT 11 > ty. (16) 
Since (S) and (S) coincide, for each sufficiently small t > 0 there exists u E % 
such that 
x(t, 0, w) = qt, 0, u). (17) 
Let D again denote a Lipschitz bound on solutions to (S) and (S) for t E [0, 11. 
From (16), (14), and (15) it follows that 
/I j-” {[A + WC] x(7,0, w> - [A + U(T) c] +, 0, u)> dT I! > yt (18) 
0 
for each u E @ satisfying (17). But for each t E [0, l] the normed quantity in (18) 
is bounded above by A?Dt2, where fl = max[max(]l A + UC 11: u E Q>, 
max(\\ A + UC 11: u E Qj]. This yields the required contradiction, upon letting 
t-0. i 
LEMMA 3. Let J2 = [- 1, l] and assume that (S) and (s) coincide. The-n either 
(i) 6 = b, x(t, 0, 1) = S(t, 0, l), and x(t, 0, -1) = f(t, 0, -1) for all 
su&kntly small t > 0 
or 
(ii) & = --b, x(t, 0, 1) = x(t, 0, -1) and x(t, 0, -1) = a(t, 0, 1) for all 
suficiently small t > 0. 
PYOOf. (13) pl im ies 6 = j& The lemma now follows easily upon applying 
Lemma 1 to (S) and (S). 1 
LEMMA 4. Let G = [0, l] and assume that (S) and (s) coincide. Then 6 = b 
and x(t, 0, 1) = f(t, 0, 1) for all t > 0 su.ciently small. 
Proof. Here (13) implies 6 = b. The rest of the lemma follows from the proof 
of Lemma l(i) applied to (S) and (S). a 
Before turning toward the proof of our main result, we require one further 
lemma. 
LEMMA 5. Let 0 < 2 < 03. Then for any (n x n) matrix Q and any n-vector v 
we have 
span U [ 11” eQ(t-% ds: t E [0, t]l] = {Q 1 v}. 
0 
(19) 
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s: 
Proof. Denote the span in expression (19) by W, and write z(t) = 
eo@-#‘al ds = fi eo% ds. Since z(t) E W for all t E [0, i], repeated differentiation 
at t = 0 then yields {Q j V} C W. The reverse inclusion follows readily from the 
Hamilton-Cayley theorem. 1 
Proof of Theorem 1. We will first focus on (i). If b = 6, then from Lemma 
3(i) we obtain 
Lqt, 0, 1) = x’(t, 0, 1) (20) 
and 
qt, 0, -1) = G(t, 0, -1) (21) 
for all t > 0 sufficiently small, say 0 < t < i. Hence, for such t we have 
(A+C)x=(fT+C)x (22) 
for all x E ~(x(t, 0, 1): t E [0, t]) and h ence, by linearity, for all x in the span 
of this set, which equals {(A + C) ( b} by Lemma 5. Similarly we obtain 
(A-C)x=(A-qx (23) 
for all x in {(A - C) 1 b}. In view of the hypotheses of Theorem l(i), (22) and 
(23) hold for all x E Rn. From this, the conclusion of Theorem l(i) for the case 
b = 6 follows directly. For b = -6, we use Lemma 3(ii). Then (20)-(23) are 
replaced by their analogs 
qt, 0, 1) = qt, 0, -1), (20)’ 
qt, 0, -1) = k(t, 0, I), (21)’ 
(A + C) x = (A - C) x, cw 
(A-C)x=(A+C)x, (23)’ 
with (22)’ and (23)’ holding for all x E R n. This completes the proof of Theorem 
l(i). To prove Theorem l(ii), note that Lemma 4 implies (20), and consequently 
(22) holds for all x E R”. 1 
Remark 1. In Theorem I, the conclusion for the case a = [-1, l] is 
stronger than for the case a = [O, 13. Th is is illustrated by the following 
example, in which n = 1. 
*=x+24, 63 
3 = 24% + u. (4 
When 52 = [- 1, I], the systems do not coincide, but when 52 = [O, I], they do. 
409/72/I-= 
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Note, however, that if Q = [0, I] and if we insist that A = A = 0 or C == 
C = 0, then the “only if” in case (ii) of Theorem 1 becomes an “if and only if”. 
3. CONCLUDING REMARKS 
The proof of Theorem 1 can be modified so as to yield the following more 
general version, in which arbitrary compact intervals Q and general initial data 
are dealt with. It is readily noted that Theorem 1 truly is a special case. 
We require the following notation. Given a E R and t! > 0, let 
Q(a) = span [U !etAtnCjt [x0 + Jo’ e-(A+aC)Sba ds]: t E [0, i]]/ . 
Q(a) is independent of 2 > 0 (similarly to the proof of Lemma 5). 
THEOREM 2. Considm systems (S) and (S) with J2 = [a, , a,]. Assume 
P*(CxO + b) # 0. (24) 
(i) Let a, = -a2 # 0 and assume that the systems (S) and (s) coincide. 
Then either 
(i)’ 6 = b and 
(A + a,C) x = (2 + a,C) x for all x E Q(a,), (25) 
(A - a,C) x = (A - a,C) x for all x E Q( -a,), (26) 
or 
(i)” 6 = -b and 
(A + a,C) x = (A - a,c) x for allx EQ(a,), (27) 
(A - a&) x = (A + a$) x for allx EQ(-a,). (28) 
In case (i)‘, Ax = Xx and Cx = Cx for all x E Q(a,) n Q( -a,), while in case (i)“, 
Ax = Ax and Cx = - Cx for all x E Q(u~) n Q( -al). 
(ii) Let a, # -a2 and assume that the systems coincide. Then b = b, (25) 
holds, and also 
(A + a&) x = (2 + a$) x for all x E Q(a,).. (29) 
Hence Ax = Ax, Cx = cx for all x eQ(a,) n Q(aZ). 
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The need for including a condition such as (24) can be seen by reconsidering 
Lemma 1, where we assumed b # 0 and x0 = 0. Intuitively, the lemma says 
that if for small t one wants to maximize (minimize) P&t), then one must 
initially maximize (minimize) the velocity component of x in the b direction; 
that is, use the constant control + 1 (- 1). 
Condition (24) implies that the same statement regarding velocity components 
can be made in case x0 # 0. One can show that (24) actually is replaceable by the 
weaker condition that there exist 6 > 0 such that 
P,(CeAtxo + b) # 0 for all t E (0, 6). (30) 
For system (S) in the example of Remark 1, A = 1, C = 0, and b = 1. 
Hence Q(0) = 0, while Q( 1) = Q( - 1) = R. Therefore Theorem 2(i) implies that 
coincidence of a system (S) with (S), when 6 = 1 and K5r = [- 1, 11, implies 
A = 1 and C = 0. Thus the specific (S) of the example cannot coincide with (S). 
On the other hand, when Gr = [0, 11, Th eorem 2(ii) says only that a system (S), 
with 6 = 1, which coincides with (S), must satisfy 2 + C = 1. 
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