Abstract. Previous work has demonstrated that propagating groups of samples, called ensembles, together through forward simulations can dramatically reduce the aggregate cost of sampling-based uncertainty propagation methods [E. Phipps, M. D'Elia, H. C. Edwards, M. Hoemmen, J. Hu, and S. Rajamanickam, SIAM J. Sci. Comput., 39 (2017), pp. C162-C193]. However, critical to the success of this approach when applied to challenging problems of scientific interest is the grouping of samples into ensembles to minimize the total computational work. For example, the total number of linear solver iterations for ensemble systems may be strongly influenced by which samples form the ensemble when applying iterative linear solvers to parameterized and stochastic linear systems.
1. Introduction. It is well known that quantifying uncertainties in computational simulations has become a foundational component of modern, predictive simulation. Accordingly, numerous uncertainty quantification (UQ) methods have been developed and studied in the literature, including random sampling [19, 29, 37, 38, 39] , stochastic collocation [1, 41, 40, 55] , and stochastic Galerkin [23, 24, 56] , with an emphasis on applying UQ methods to problems relevant to large-scale scientific computing. Frequently these problems exhibit highdimensional uncertain input spaces and localized or nonsmooth behavior, which has motivated research on reducing the number of samples needed, e.g., locally adaptive sampling methods [21, 27, 52] , multilevel methods that exploit a hierarchy of physical and temporal discretizations [5, 6, 7, 13, 25] , and methods that attempt to construct minimal or optimal uncertainty representations such as compressed sensing [16, 36] and tensor methods [1, 2, 3, 14, 20, 22, 41, 40, 48, 55] .
However, even with continued progress in this area, the fact remains that applying these methodologies to large-scale scientific computing problems is often prohibitively expensive due to the very large computational cost associated with each sample evaluation.
Therefore we have recently undertaken work that further attempts to reduce computational cost for sampling-based UQ methods by reducing the cost of the evaluation of each sample. In particular we have shown [45] that performance can be substantially improved when multiple samples are propagated through a computational simulation together, a technique we call embedded ensemble propagation. In [45] ensembles of samples were propagated through a canonical model of a stochastic isotropic diffusion equation with uncertain diffusion coefficient by replacing all sample-dependent scalars within the simulation code 1 with small arrays. It was found that the cost of assembling and solving the resulting linear equations of the ensemble system was substantially smaller compared to assembling and solving each system sequentially when implemented on a variety of contemporary and emerging computational architectures for several reasons:
• Sample independent data and calculations are reused across the ensemble, reducing the aggregate computation and memory bandwidth usage.
• Random memory accesses of sample-dependent quantities are replaced by contiguous accesses of ensemble arrays, substantially reducing the aggregate cost of these accesses.
• Arithmetic on ensemble arrays is mapped to fine-grained parallelism such as vector instructions and fine-grained threads, providing better utilization of these computing resources.
• The number of interprocessor communication steps in aggregate is reduced, reducing the overall communication cost. Furthermore it was shown that an approach based on C++ templates and operator overloading made it possible to incorporate the technique in large, complex science simulation codes.
However, for such an approach to be effective in this problem space, a critical algorithmic question is determining how samples generated from the sampling-based UQ method should be grouped into ensembles to minimize the total computational cost, which is the subject of this contribution. Any such approach is likely to be highly dependent on both the UQ method as well as the computational problem it is being applied to. Accordingly we investigate stateof-the-art local hierarchical stochastic collocation methods [26, 35] applied to representative stochastic anisotropic diffusion problems, where the diffusion coefficient is modeled by several truncated Karhunen-Loève (KL) expansions. These problems have been chosen to induce large variation of the number of preconditioned linear solver iterations from sample to sample, making the decision on how to group samples into ensembles critically important. To this end, we investigate several approaches for grouping samples based on (1) the level of anisotropy induced by the diffusion coefficient, (2) the effect of each random variable on an uncertain diffusion coefficient, and (3) the geometric location of the samples in the uncertain sample space. We find the first approach to be the most effective in minimizing the number of solver iterations of the ensemble system, providing a simple means of grouping samples provided the sampling algorithm has access to the evaluation of the diffusion coefficient. This paper is organized as follows. We review local hierarchical stochastic collocation methods applied to stochastic PDEs (SPDEs) in section 2 and the ensemble propagation technique from [45] in section 3. Then in section 4 several grouping strategies are discussed, and results of applying these strategies to anisotropic diffusion problems are presented in section 5 . Finally in section 6 we summarize our results as well as thoughts on further grouping strategies we will investigate in the future.
2. Notation and preliminaries. We follow [28] to introduce the basic concepts of SPDEs and stochastic collocation methods. In particular, we focus on anisotropic diffusion equations and on local hierarchical stochastic collocation methods.
2.1. PDEs with random input parameters. Let D ⊂ R d (d = 1, 2, 3) be a bounded domain with boundary ∂D and let (Ω, F, P) be a complete probability space. Here, Ω is a set of realizations, F is a σ-algebra of events, and P : F → [0, 1] is a probability measure. We consider the following stochastic elliptic boundary value problem. Find u : D × Ω such that almost surely we have that 2 (2.1) −∇ · (A(a(x, ω))∇u) = f, x ∈ D, ω ∈ Ω,
where f ∈ L 2 (D) is a forcing term and A(a(·, ω)) : Ω → R d×d is a diffusion tensor parameterized by a(·, ω) : Ω → R. For details regarding the functional spaces and the well-posedness of problem (2.1) we refer to [28] .
We make the following assumptions on the parameters: 1. a(x, ω) is bounded from above and below with probability 1. 2. a(x, ω) can be written as a(x, y(ω)) in D × Ω, where y(ω) = (y 1 (ω) . . . y N (ω)) ∈ R N is a random vector with uncorrelated components. 3. a(x, y(ω)) is σ-measurable with respect to y. A classical example of random parameter that satisfies 1-3 is given by a truncated KL expansion [33, 34] . Given a second-order correlated random field a(x, ω) with continuous covariance function cov(x, x ), the Mercer's theorem [34] allows us to write it as
where λ n are the eigenvalues, in decreasing order, of the covariance function, b n (x) are the corresponding eigenfunctions, and ξ n (ω) ∈ R are uncorrelated random variables. The truncated KL expansion corresponds to truncating the summation to the N th term, so that for ξ n = y n , n = 1, . . . N,
is a truncated KL approximation of the random field a(x, ω). Note that the random variables {y n } N n=1 map the sample space Ω into R N ; for Γ n = y n (Ω) ⊂ R, we define the parameter space as Γ = N n=1 Γ n . Also, we denote the probability density function of y by ρ(y) : Γ → R + with ρ ∈ L ∞ (Γ).
According to the assumptions above, we rewrite (2.1) as
Here the diffusivity tensor A(·, y) : R N → R d×d is defined as A = QΣQ T , where Q is a rotation matrix and Σ is a diagonal matrix defined as, for e.g., d = 2, Σ(x, y)= diag(a(x, y), a), with a ∈ R + . For a rotation angle θ the rotation matrix is defined as
The parameter a(x, y) > 0 is a truncated KL approximation of a random field, i.e.,
Note that instead of using the classical KL expansion, to preserve the positive-definiteness of the diffusion tensor (required for the well-posedness of problem (2.3)) we consider the expansion of the logarithm of the random field. We note that for x ∈ D and y ∈ Γ, a( x, y), a are the eigenvalues of A( x, y); their values are indicators of the pointwise anisotropy of the diffusion tensor for a specific y in the sample space.
Local hierarchical stochastic collocation methods.
For the finite-dimensional approximation of problem (2.3) we focus on stochastic collocation methods; these are nonintrusive stochastic sampling methods based on decoupled deterministic solves. We provide a brief description of global methods and then focus on local approximations.
Given a Galerkin method for spatial discretizations of (2.3), we denote by u h (·, y) the semidiscrete approximation of u(x, y) for all random vectors y ∈ Γ. The main idea of global stochastic collocation methods is to collocate u h (·, y) on a suitable set of samples {y m } M m=1 ⊂ Γ to determine M semidiscrete solutions and then use the latter to construct a global polynomial to represent the fully discrete approximation u gSC h,M (x, y), where gSC stands for global stochastic collocation. The polynomial can be either interpolatory or based on a projection onto an orthonormal basis over Γ. As an example, in the first case, given the set of points {y m } M m=1 , we introduce a set of basis functions {ψ m (y)} M m=1 ∈ P J (p) (Γ) and write the fully discrete approximation as
The space P J (p) (Γ) is a multivariate polynomial space over Γ corresponding to the set of indexes J (p) defined as
Note that the number of basis functions is not necessarily the same as the number of points. However, for the simple case of Lagrange interpolation considered in this paper we have as many basis functions as points. The coefficient functions c m (x) in (2.5) are determined by solving the system of interpolation conditions
so that c m 's are linear combinations of the M Galerkin approximations. When we consider Lagrange interpolation the basis functions satisfy the delta property ψ m (y m ) = δ mm ; this implies that the coefficients correspond to the finite element solutions, i.e., c m (x) = u h (x, y m ). Then, (2.5) can be rewritten as
Common approaches for the construction of the approximate solution with respect to y are based on the Smolyak sparse grid gSC algorithm introduced by Smolyak in [50] for quadrature and interpolation. We briefly describe a generalized version used in [3, 41, 40] that relies on tensor products of one-dimensional approximations. Generalized sparse grids. Let l ∈ N + be a one-dimensional level of approximation and
k=1 ⊂ γ ⊂ R be a sequence of one-dimensional interpolation points; m(l) defines the number of collocation points at level l, being m(0) = 0 and m(1) = 1. Given a function v ∈ C 0 (γ) we define the sequence of one-dimensional interpolation operators U m(l) :
where ψ l k ∈ P m(l)−1 (γ), k = 1, . . . m(l), are the Lagrange fundamental polynomials of degree m(l) − 1. We also define the difference operator as
In the multivariate case we let l n ∈ N + be the one-dimensional level of approximation for the random variable y n and {y n,k } ∈ Γ n be a sequence of one-dimensional interpolation points. Also, we let l = (l 1 . . . l N ) ∈ N N + be a multi-index, L ∈ N + be the total level of the sparse-grid approximation, and ∆ n be the difference operator corresponding to l n . We define the N-dimensional hierarchical surplus operator and the Lth-level generalized sparsegrid operator as
where the former is obtained by tensor product of (2.8). Here, g : N N + → N + is a mapping between the multi-index l and the level used to construct the sparse grid. 3 Then, we can write the generalized sparse-grid approximation of
note that this approximation only requires the independent evaluation of u h (x, y) at the collocation points
Remark 2.1. There are several methods for the generation of the set of points within each level. We mention, e.g., Gaussian and Clenshaw-Curtis points and we refer to [28] for further details.
As already mentioned, the great advantage of interpolatory approximation is that there is a complete decoupling of spatial and probabilistic discretizations. Also, they are very easy to implement (requiring only codes for deterministic PDEs to be used as black boxes) and embarrassingly parallelizable. On the other hand, global stochastic collocation methods perform well only when the solution u(x, y) is smooth with respect to the random parameters {y n } N n=1 and fail to approximate solutions that have an irregular dependence. Because our ultimate goal is to study the latter scenario, we resort to local stochastic collocation methods; 4 these approaches use locally supported piecewise polynomials to approximate the dependence of the solution on the random parameters and choose the basis {ψ m } M m=1 to be a piecewise hierarchical polynomial basis [26, 12] . As opposed to gSC methods that achieve higher accuracy with a higher polynomial degree, local methods rely on grid refinement in the parameter space, keeping the polynomial degree fixed.
As done for the gSC methods we introduce univariate interpolation and then extend it to the multivariate case by tensor products. For simplicity and without loss of generality we consider one-dimensional hat functions defined in [−1, 1] as
This function has local support (y l,i −h(l), y l,i +h(l)) and it is centered in y l,i ; here, l = 0, 1, . . . is the resolution level, h(l) = 2 −l+1 is the grid size of level l, and y l,i = i h(l)−1, i = 0, 1, . . . 2 l , are the grid points. Clearly, in this case m(l) = 2 l + 1. Given the space L 2 ρ (Γ) of square integrable functions with respect to the probability density function ρ, a common choice of finite-dimensional subspace is the finite element space of continuous piecewise linear polynomials defined as Z l = span{ψ l,i (y) : i = 0, 1, . . . 2 l } for l = 0, 1, . . .. For each level l, the set of nodal basis functions is defined as {ψ l,i (y)} 2 l i=0 . As an alternative, we consider a hierarchical basis. Let B l , for l = 1, 2, . . ., be hierarchical index sets defined as B l = {i ∈ N : i = 1, 3, 5, . . . 2 l − 1} and let W l be the sequence of incremental hierarchical subspaces of L 2 ρ (Γ) defined as W l = span{ψ l,i : i ∈ B l }. The hierarchical basis for Z l is then given by
For each grid level l the interpolant of a function v ∈ L 2 ρ (Γ) in terms of the nodal basis is given by
We define the incremental interpolation operator as
the paper [28] shows that ∆ l can be written in terms of the hierarchical basis functions at level l, i.e.,
We refer to c l,i as surpluses on level l; these quantities play a crucial role in the adaptive generation of the sparse-grid approximation.
For the interpolation of a multivariate function v(y) defined on [−1, 1] N we extend the one-dimensional hierarchical basis to N dimensions by tensorization. Specifically, we use tensor products to define the basis function associated with the point y l,i = (
where ψ ln,in is the one-dimensional hierarchical basis function associated with y ln,in = i n h ln −1 for h ln = 2 −ln+1 ; l is a multi-index indicating the resolution level along each dimension. Accordingly, we define the N -dimensional incremental subspace W l as
where B l is defined as
Then, we define the sequence of subspaces Z l as
where W l is an incremental subspace and α is a mapping between the multi-index l and the level of the sparse-grid approximation; see [28] for details. Common choices of α are • α(l) = max n=1,...N l n , leading to a full tensor-product space, and • α(l) = |l| = N n=1 l n , leading to a sparse polynomial space.
Using the latter, the l-level hierarchical sparse-grid interpolant of v(y) is given by
) is the N -dimensional hierarchical surplus. The corresponding set of sparse-grid points is then given by H l (Γ) = {y l,i : i ∈ B l }. Thus, the sparse grid associated with v l is given by
Choosing the hierarchical basis described above we write the fully discrete approximation of u(x, y) as
where the coefficients c l,i (x) depend on the finite element solutions corresponding to the sparsegrid points in H N L . Specifically, they are linear combinations of the spatial finite element basis {φ j (x)} J j=1 (where J is the number of degrees of freedom), i.e., c l,i (x) = J j=1 c j,l,i φ j (x). Thus, we can rewrite (2.10) as
Given the M L finite element solutions u h (x j , y l,i ), for j = 1, . . . J, |l| ≤ L, and i ∈ B l , the surpluses {c j,l,i } can be obtained solving the triangular linear system 5
Adaptivity. Note that using the properties of the hierarchical surpluses we can rewrite the approximation (2.11) in a hierarchical manner [28] :
where u h,L−1 is the sparse-grid approximation in Z L−1 and ∆u h,L is the hierarchical surplus interpolant in the subspace W L obtained by tensorization. In [12] Bungartz and Griebel show that for smooth functions the surpluses c j,l,i of the sparse-grid interpolant u h,L are such that c j,l,i → 0 as l → ∞. As a consequence, the magnitude of the surpluses can be used as an error indicator for the construction of adaptive sparse-grid interpolants; this technique is particularly powerful with irregular functions, featuring, e.g., steep slopes or discontinuities. We describe the algorithm following [35] .
In one dimension the adaptive construction of the sparse grid is straightforward. At each successive interpolation level the surpluses c j,l,i , for j = 1, . . . J, are evaluated at the points y l,i , for i ∈ B l ; if max j |c j,l,i | ≥ ε, then the grid is refined around y l,i adding the two neighbor points. Here, ε is a prescribed error tolerance.
We generalize this strategy to the N -dimensional case keeping in mind that each grid point has 2N children at each successive level. Note that the children of a parent point are associated with hierarchical basis functions on the next interpolation level; thus, we can construct the interpolant u h,L by adding only those points on level L whose parents have surpluses greater than a prescribed tolerance. We recall that at each sparse-grid point y l,i we have J surpluses; thus, on each level l we define the new set of indexes B ε l , for |l| = l, as follows:
This set only contains the indexes of the surpluses with magnitude larger than ε for all j = 1, . . . J; we refer to this strategy as classic refinement. In this way the sparse grid is locally and adaptively refined and the resulting grid is a subgrid of the isotropic (full tensor product) sparse grid. This algorithm does not necessarily result in a stable interpolant, i.e., it may fail to converge as l → ∞. Such instabilities may be caused by situations in which y l,i is associated with a large surplus, while some of its parents are not included in the point set at the previous level. For this reason, other refinement techniques (based on the classic refinement) have been considered; see [51] for a summary of alternative adaptive-refinement strategies and their implementation.
Quantity of interest. In the SPDE setting the goal of UQ is to determine statistical information about an output of interest that depends on the solution. In most of the cases the output of interest is not the solution itself but a functional G u (y). Common functionals are the spatial average of u(x, y) or its maximum value over the domain, i.e.,
respectively. Then, the statistical information may come in the form of moments of G u (y); as an example, the quantity of interest (QOI) could be the expected value of G u (y) with respect to the probability density function ρ(y), i.e.,
Note that the adaptive procedure targets a desired accuracy for the functional G u (y) and not necessarily for u itself.
3. Numerical solution via ensembles. The global and local stochastic collocation methods described above have a significant advantage in that they are fully nonintrusive, i.e., they can be applied to a simulation code that numerically solves (2.1) with little or no modification. This makes applying these ideas to a broad set of simulation codes appealing. However, in large-scale, high-performance scientific computing, the dominant cost by far in implementing the collocation method is solving the PDE system at each interpolation point. In fact, the cost of each sample evaluation can be so large that applying the stochastic collocation method to more than a handful of random variables y n is intractable. 6 Therefore it is reasonable to ask if performance of the method could be improved by "opening up the box" and exploiting further structure within each PDE evaluation.
In [45] , this idea was explored within the context of embedded ensemble propagation. Within scientific simulation in general, there is a tremendous amount of data and computation that is the same for each realization of the uncertain input data. In the context of (2.1), for example, the mesh upon which the spatial discretization of u is constructed does not depend on the random variables y. In [45] , an approach for reusing this information was investigated by propagating multiple samples at a time, which we called ensembles. It was shown that by exploiting features of modern and emerging computer architectures, substantial speed-ups could be obtained by solving the PDE at multiple sample points simultaneously compared to one point at a time. Within each level of the adaptive collocation method described above, evaluation of the PDE at each sample point is trivially parallelizable, and all of the sample points could in theory be evaluated in parallel. However, in practice this is almost never possible for the kinds of simulations of interest to large-scale scientific computing, even when implemented on the largest supercomputers available today. Evaluation of the simulation code for a single sample often uses a significant portion of the available computing resources, making it possible to parallelize only a small fraction of the needed sample evaluations, with the remaining fraction evaluated sequentially. Here the speed-up is computed as the ratio of the computational time required by the scalar solves of all samples in the same ensemble and the time required by the ensemble system. In what follows, we briefly review the ensemble formulation from [45] and summarize the main computational results.
Consider a finite element discretization of (2.1). For every sample y m , m = 1, . . . M L , we write the resulting algebraic system as follows:
where J is the number of spatial degrees of freedom. 7 Let an ensemble size S be given and consider solving (3.1) for S samples y m 1 , . . . , y m S ,
6 With the purpose of improving the performance, several methods have been designed; among others, we mention parallel implementations of stochastic collocation methods (see, e.g., [57] ).
7 While in (2.1) and onward the forcing function is assumed to be deterministic, we allow for dependence of the right-hand-side F on the sample m for generality. Furthermore, the generalization to nonlinear and time-dependent problems is straightforward and not discussed here.
which can be written more compactly through Kronecker product notation:
Here e i is the ith column of the S × S identity matrix. Furthermore, a symmetric permutation may be applied to (3.3), which results in commuting the order of the terms in each Kronecker product:
Both (3.3) and (3.4) represent precisely the same linear system, but with different orderings of degrees of freedom. In (3.3), all spatial degrees of freedom for a given sample y m i are ordered consecutively, whereas in (3.4) degrees of freedom for all samples are ordered consecutively for a given spatial degree of freedom.
In [45] it was shown that (3.4) can be solved efficiently by replacing each sample-dependent quantity used within the simulation code for evaluating L and F as well as solving for U with a length-S array. This has a number of implications that affect performance of the resulting simulation:
• Sample independent quantities, such as the spatial mesh used in evaluation L and F, as well as the (sparse) matrix graph used in solving linear systems involving L, are automatically reused. This reduces computation by computing these quantities only once per ensemble, reduces memory usage by storing them only once per ensemble, and reduces memory traffic by loading/storing them only once per ensemble.
• Even sample-dependent quantities such as preconditioners for L (or L itself in nonlinear problems) can be approximated by a single quantity once per ensemble, e.g., by evaluating the preconditioner for L at the mean of the samples within the ensemble. This further reduces computational cost in evaluating and applying these quantities, at the expense of possibly increased solver iterations. This is an algorithmic question that is not explored within this paper.
• Random memory accesses of sample-dependent quantities are replaced by contiguous accesses of ensemble arrays. This amortizes the latency costs associated with these accesses over the ensemble, since consecutive memory locations can usually be accessed with no additional latency cost. It was demonstrated in [45] that this effect, combined with reuse of the sparse matrix graph, can result in 50% reduction in the cost of matrixvector products associated with sparse iterative linear system solvers on emerging computational architectures, when applied to scalar diffusion problems such as those considered here.
• Arithmetic on ensemble arrays can be naturally mapped to fine-grained vector parallelism present in most computer architectures today, and this vector parallelism can be more easily extracted by compilers than can typically be extracted from the finite element simulation itself.
• The number of distributed memory communication steps of sample-dependent information (e.g., within sparse iterative linear system solvers or evaluation of L or F) is reduced by a factor of S, with the size of each communication message increased by a factor of S. This both reduces the latency cost associated with these messages by S as well as improves the throughput of each message since larger messages can often be communicated with higher bandwidth. It was demonstrated in [45] that this can substantially improve scalability to large processor counts when the costs associated with distributed memory communication become significant. Furthermore, it was also shown in [45] that the translation from scalar to ensemble propagation within a simulation code can be facilitated through the use of a template-based generic programming approach [43, 44] whereby the traditional floating point scalar type is replaced by a template parameter. This template code can then be instantiated on the original floating point type to recover the original simulation, as well as a new C++ ensemble scalar type that internally stores the length-S ensemble array to implement the ensemble propagation. Such a scalar type is provided by the Stokhos [46] package within Trilinos [30, 31] and has been integrated with the Kokkos [17, 18] package for portable shared-memory parallel programming as well as the Tpetra package [4] for hybrid shared-distributed linear algebra. As examples of the kinds of performance improvement that can be achieved with this ensemble propagation approach, Figure 1 displays the speed-up observed when solving (3.4) using these techniques on both CPU and GPU architectures for several choices of ensemble size S, compared to solving for each sample solution U sequentially. Here the speed-up is computed as the ratio of the computational time required by the scalar solves of all samples within the ensemble and the time required to solve the ensemble system. In these calculations the isotropic diffusion parameter is a scalar modeled by the truncated KL expansion a(x, y) = a min + a N n=1 √ λ n b n (x)y n , where λ n and b n are the eigenvalues and eigenfunctions of an exponential covariance (see section 5), and y n ∈ [−1, 1]. The resulting linear equations are solved by the conjugate gradient (CG) method preconditioned with algebraic multigrid (AMG). In this case the number of CG iterations is independent of the sample value and therefore the number of CG iterations for each ensemble is independent of the choice of which samples are grouped together in each ensemble. For more realistic problems, this is unlikely to be the case and how the samples are grouped into ensembles does have a strong effect on the resulting performance, which is discussed in the next section.
4. Grouping strategies. In this section we focus on how to group together samples within each ensemble to maximize the performance of the algorithm introduced in the previous section.
Our strategies are not based on a formal analysis, nor do they provide a general algorithm that can be universally applied to any PDE model or numerical scheme; in fact, they are tied to the solution of anisotropic diffusion problems and to AMG solvers. The reason for the lack of a rigorous analysis is that finding a mapping between the samples and the convergence behavior of the numerical solver is challenging and highly nontrivial. Such a mapping would depend on the combination and interaction of several factors such as the discretization method, the computational domain, the regularity of the problem parameters, etc. In particular, one should determine how such factors affect different components of the linear solvers and their preconditioners. For these reasons we only provide heuristic algorithms based on the knowledge of the mathematical properties of the PDE and on available rigorous analysis of the numerical solvers (see section 4.1). Even though empirical, and far from being universal, our study does provide guidelines for designing an efficient grouping strategy to be applied when the convergence properties of the numerical solvers are known.
An important observation is that in the solution of (3.1) the convergence of the linear solver (or its number of iterations) is almost always affected by the spectral properties of the matrices L m ; 8 the latter are strongly related to quantities such as the condition number or indicators of the spatial variations of the parameters, e.g., the total variation, the magnitude of the gradient, the strength of the anisotropy, etc. Different quantities affect different solvers; as an example, it is well known that the condition number strongly affects the convergence of the CG method or, as another example, stretched and irregular grids may affect the behavior of AMG solvers or preconditioners.
A second important observation is that, regardless of the rearrangement of rows and columns via Kronecker product in (3.4), the spectra of the ensemble matrices are the union of the spectra of the matrices within each ensemble. Thus, it is likely that the condition number of the ensemble matrix is bigger than that of any of the finite element matrices within the ensemble. As a consequence, the convergence of the solver for the ensemble system is always poorer (the number of iterations is always higher) than that of the solver applied to each sample individually.
In order to minimize the deterioration of the convergence it is beneficial to group together samples with similar spectral properties, i.e., requiring a similar number of iterations. For this reason we consider as a benchmark the grouping obtained by ordering the samples on the basis of increasing number of iterations required for the numerical solution of the corresponding PDE; 9 the grouping then follows from dividing the samples into ensembles of size S. Of course, this information is not known a priori, but we may use the condition number or indicators of the spatial variation of the parameters for predicting which samples feature a similar convergence behavior.
4.1. The numerical solvers. The matrix L m in (3.1), the finite element stiffness matrix corresponding to A(x, y m ), is always symmetric positive definite (SPD) by construction. Thus, the discretization problem admits a unique solution and it is perfectly suitable for an iterative solver based on the CG method. However, it is well known that the convergence of CG is determined by the condition number of the matrix, and specifically, it can be very slow when L m has a widespread spectrum. For this reason it is preferable to use a CG method with an appropriate preconditioner (PCG). Multigrid methods are often the preconditioner of choice for diffusion problems. For SPD matrices, it is known that the convergence of the multigrid cycle is independent of the PDE mesh-spacing h [53] . AMG methods are attractive from an application perspective, as the development of the coarse-level approximations is handled automatically. In practice, however, a variety of issues can hamper the effectiveness of the coarsening algorithms in AMG, even for SPD matrices: mesh stretching, irregular meshes, highly anisotropic problem coefficients, choice of discretization, etc. If these and related issues are not handled appropriately, the resulting CG preconditioned with an AMG preconditioner may no longer be h independent.
As anisotropic diffusion problems are the focus of this paper, we discuss some relevant details of the AMG coarsening process. The aggregation-based multigrid determines coarse degrees of freedom by grouping fine-level degrees of freedom (matrix rows) together into "aggregates" (interpolation weights are calculated separately through a local orthogonalization process). The goal of the coarsening process is to form aggregates containing unknowns that are strongly coupled to one another, where that coupling is deduced by comparing relative magnitudes of matrix coefficients and ignoring coupling deemed too small. The standard approach for comparing coupling strength is by using a scalar-valued threshold [54] . Another approach is to use mesh coordinates as a proxy for strength of connection. However, this tends to be effective only if the anisotropy is due to mesh stretching. Studies have shown that if the matrix has strongly varying entries (as happens for highly anisotropic problems) or if the coupling is not reflected in the discretization matrix [42] , the aggregation can be problematic, leading to a deterioration of the convergence and, as a consequence, to an increase of the number of linear solver iterations.
Proposed grouping strategies.
We propose three grouping approaches based on fundamentally different considerations. We refer to the first approach as parameter-based, meaning that it depends on the values, in space, of the diffusion tensor in correspondence of a single sample. We refer to the second as KL-based; this strategy is based on the effect that each random variable has on the uncertain parameter and it is strongly related to the choice of the KL representation. The third approach is based on the geometric location of the samples in Γ; we refer to this strategy as HSFC-based, where HSFC stands for Hilbert space-filling curve. In this approach the grouping is determined by the partition of the sample space induced by the Hilbert curve (which we define below). All these strategies provide an ordering of the samples; once ordered, the samples are then divided into ensembles of size S.
Remark 4.1. In our tests we perform an adaptive generation of the sparse grid, as described in section 2.2. Thus, we group the samples at each iteration (or level) of the adaptive refinement. Note that since the total number of samples within each level is automatically determined by the algorithm, this number is not necessarily a multiple of S. In this case the ensemble matrix corresponding to the last group of samples is completed with the matrix associated with the first sample in such group.
Parameter-based grouping. Given the poor performance of AMG methods with diffusion problems featuring pronounced anisotropy (as pointed out in section 4.1), we propose as an indicator of slow convergence for a sample y the quantity (4.1)
The ordering is based on increasing values of I; we expect smaller values of I to correspond to a smaller number of iterations.
In this approach we basically identify the intensity of the anisotropy at each point in the spatial domain with the ratio between the maximum and minimum eigenvalues of the diffusion tensor; the maximum value of this quantity over D then provides a measure of the anisotropy associated with the sample y. Note that the computation of this indicator comes at a cost. In fact, prior to assembling the ensemble matrix we need to compute for each sample the diffusion tensor and its eigenvalues. However, in our case the computation of the eigenvalues is straightforward:
KL-based grouping. This approach is strongly related to the choice of the truncated KL expansion for the approximation of the random field. The main idea is that larger values of the exponent of a(x, y) correspond to larger values of the parameter and, hence, to a higher level of anisotropy. As pointed out before, the latter implies a slower convergence. We want the KL-based indicator to provide a measure of the magnitude of a(x, y) at a point y without actually computing the parameter. Compared to the parameter-based approach, the advantage of this strategy is that it requires less computational effort and does not assume any knowledge of the parameters or of the SPDE itself.
Note that when the eigenvalues of the covariance function have a fast decay, approximation (2.4) suggests that the first components of a point y ∈ Γ will be the most influential, being associated with the largest eigenvalues. On the other hand, when the eigenvalues feature a slow decay the influence of the components of y is determined by the shape of the eigenfunctions of the covariance function. In Figure 2 we report, for d = 2, the first, second, and third eigenfunctions for a squared exponential (top) and a γ-exponential (bottom) covariance (see section 5); all other covariance functions exhibit the same behavior. Here, the covariance matrix has size (16.4·10 3 ) 2 . We note that the first basis function is either negative or positive, whereas the second and third are odd functions. 10 Based on the previous considerations, our conjecture is that if the first eigenfunction is positive, increasing values of y 1 correspond to a slower convergence since they are likely to generate a parameter with high magnitude. On the other hand, if the first eigenfunction is negative, the same behavior will be observed for decreasing values of y 1 . For the same reason, we also conjecture that increasing values of |y 2 | and |y 3 | will have the same effect. As a consequence, in case of, e.g., positive first eigenfunction, we expect higher values of y 1 , |y 2 |, and |y 3 | to correspond to a slower convergence. Thus, for N = 3, we define the indicator as I( y) = ± y 1 + | y 2 | + | y 3 |, where the sign of the first term depends on the sign of the first eigenfunction, as described above. When the dimension of the sample space is N > 3 it is not trivial to design a KL-based indicator; this happens because the eigenfunctions do not have a symmetric behavior with respect to the origin (though they still feature oscillations). Nevertheless, we define the KL-based indicator as
| y n |. 10 The sign of the first eigenfunction only depends on the solver used for its computation. In this case we compute the approximate eigenfunctions as eigenvectors of the approximate covariance matrix using the MATLAB built-in function eigs.
As for the parameter-based indicator, the ordering is based on increasing values of I and we expect smaller values of I to correspond to a smaller number of iterations.
HSFC-based grouping. Frequently the dependence of a computational simulation on the uncertain parameters may not be precisely known, in particular how values of those parameters affect computational cost. Furthermore, it may be difficult or expensive to access parameterdependent data in the simulation in order to implement a grouping strategy. Therefore it is useful to consider grouping approaches that are more "black box" and could be in principle applied to any SPDE or simulation. The most natural approach for grouping points without using any notion of the SPDE is by clustering in the sample space on the basis of the geometric location. However, clustering is not ideal when points in the grid are sparse. Thus, unless the adaptive refinement generates a grid with areas of high point density, a clustering-based strategy is likely to perform poorly. Nevertheless, we consider a grouping strategy solely based on the location of the samples. Specifically, this approach is based on the partition of the sample space given by the HSFC. The Hilbert curve provides a mapping between onedimensional and two-/three-dimensional spaces, using the fact that a partition of an interval induces a partition on a plane or in the space and vice versa. In this approach we partition the sample space using an HSFC algorithm so that each box in the partition contains a small number of samples (one in most cases); since the boxes are ordered (due to the mapping) the partition induces an ordering of the samples. When a box contains more than one sample, the way they are ordered is irrelevant.
The idea of using a space-filling curve is very natural; however, it has a drawback: once ordered, points that are close to each other are necessarily close in the sample space, but on the other hand, points that are close in the space are not necessarily close in the ordering. This suggests that this approach may not be as effective as the two introduced before.
The HSFC algorithm used in this work is implemented in Zoltan [11, 15] , a library for parallel partitioning, load balancing, and data-management services.
Numerical tests.
In this section we present the results of numerical tests for anisotropic diffusion problems in two-and three-dimensional spatial domains and multidimensional parameter spaces. Though preliminary, these results show the efficacy of our grouping strategies in terms of computational time saving and set the ground for realistic simulations.
We consider the following covariance functions: A. squared exponential (Gaussian):
B. exponential:
D. rational quadratic:
where δ is the characteristic distance of the spatial domain, i.e., the distance for which points in the spatial domain are significantly correlated.
To assess the computational savings brought by our grouping strategies we consider the quantities
where ITS k is the number of iterations required by the kth ensemble, its ki is the number of iterations required by the ith sample in the kth ensemble, K l is the number of ensembles at level l, and K is the total number of ensembles. R l represents the increase in computational work (as indicated by the number of solver iterations) induced by the ensemble propagation, and R represents the total increase in work over all levels. This increase in work is mitigated by the computational savings induced by the ensemble propagation technique described in section 3, referred to as speed-up. The achieved speed-up in practice is then reduced by a factor of R.
For testing purposes, we choose the 2 -norm of the vector of the values of the discrete solution at the spatial degrees of freedom as the output of interest, i.e., G u (y) = U(y) 2 2 , where U(y) is the discrete solution in correspondence of the sample y.
Two-dimensional test cases.
We let D = [0, 1] 2 and Γ = [−17, 17] N , with N = 3 and 6. In our simulations the finite element discretization is performed using Intrelab, the MATLAB interface of the Trilinos package Intrepid [9] ; the latter is a library of interoperable tools for compatible discretizations of PDEs and it provides a large class of finite element discretizations. In this work, for the discretization of (2.3), we use bilinear basis functions on a uniform, structured, 64×64 Cartesian mesh.
As anticipated in the previous sections, for the solution of the linear systems associated with the finite element discretization we use a PCG method where the preconditioner is an AMG solver. The software we use is ML, an AMG library in the Trilinos project. It is designed to solve large sparse linear systems of equations arising primarily from elliptic PDE discretizations. ML is used to define and build multigrid solvers and preconditioners, and it contains black-box classes to construct highly scalable smoothed aggregation preconditioners. In our simulations we use a symmetric Gauss-Seidel smoother. ML has been successfully applied to linear systems arising from diffusion, convection-diffusion, drift-diffusion, magnetohydrodynamics, and eddy current problems [10, 32, 49] . More specifically, in our tests, given the finite element matrices L m assembled with Intrelab, the ensemble matrix is explicitly formed by using the Kronecker product (3.4) and passed to ML.
For the construction of the sparse grid we use TASMANIAN [51] (toolkit for adaptive stochastic modeling and nonintrusive approximation), a set of libraries for high-dimensional Figure 3 . For N = 3 and for the squared exponential covariance, from left to right, the planes (y1, y2), (y1, y3), and (y2, y3) of the 9-level sparse grid (777 points) generated with adaptive refinement.
integration and interpolation, and parameter calibration, sponsored by the Oak Ridge National Laboratory. TASMANIAN implements a wide class of one-dimensional rules (and extends them to the multidimensional case by tensor products) based on global and local basis functions. In this work the sparse grid is obtained using piecewise linear local basis functions and classic refinement. It is common to apply the adaptive refinement to a sparse grid of level l > 1; here, we set the initial sparse-grid level to l = 4. As an example, Figure 3 shows the three-dimensional sparse grid generated using the squared exponential covariance; from left to right, we report the (y 1 , y 2 ), (y 1 , y 3 ), and (y 2 , y 3 ) planes in the sample space. The adaptive algorithm is such that the grids are not full tensor grids and are refined only where the output of interest exhibits steep gradients.
All our two-dimensional tests are performed on an Intel Xeon CPU E5-2650, v32.30 GHz, 64 G RAM.
Test 1.
In this section we consider N = 3, a = 100, δ = 0.05, σ 0 = 1, a min = 1, and a = 1. For S = 8, 16, 32 we report the results of our tests for the covariance functions A-D. The values of θ and ε are chosen in such a way that the grids have a similar number of points.
A. Squared exponential covariance. For θ = 0.1π and ε = 0.003 the adaptive algorithm generates a sparse grid with M L = 777 points.
In Figure 4 we compare our benchmark, i.e., the ordering based on the number of iterations, with the parameter-based and KL-based approaches: for each level l = 4, . . . 9 of the sparse grid, we report the number of iterations required by a single sample for the ordering based on the increasing number of iterations (red squares), on I (blue circles) and on I (green triangles). These results show that the parameter-based indicator is a good predictor of the performance of the PCG solver as it generates an ordering that is in very good agreement with the one based on the number of iterations. The KL-based indicator also performs well; however, for some sparse-grid levels, the ordering based on I is not in good agreement with the one based on the number of iterations. In Table 1 , row A, we report the values of R l , l = 4, . . . 9, and R. The strategies "par," "KL," and "NO" (no ordering) correspond to parameter-based grouping, KL-based grouping, and the grouping based on the order in which the samples are generated by TASMANIAN. These results confirm that I is the best indicator to minimize the deterioration of the convergence of the linear solver and also confirm that I does not perform well for every sparse-grid level.
In Figure 5 we report for each grid level the number of iterations of the samples ordered with the HSFC algorithm. As expected, this algorithm does not perform well as it groups together samples associated with very different numbers of iterations.
In the following paragraphs we report the results of the same experiments for the covariance functions B, C, and D; similar considerations can be inferred and are summarized in the conclusion (see section 6).
B. Exponential covariance. We report the results in Figures 6 and 7 and in Table 1 , row B. For θ = 0.05π and ε = 0.002 the adaptive algorithm generates a sparse grid with M L = 941 points.
C. γ-Exponential covariance. We report the results in Figures 8 and 9 and in Table 1 , row C. For θ = π, γ = 1.5, and ε = 0.001 the adaptive algorithm generates a sparse grid with M L = 1119 points.
D. Rational quadratic covariance. We report the results in Figures 10 and 11 and in Table  1 , row D. For θ = π, α = 3, and ε = 0.001 the adaptive algorithm generates a sparse grid with M L = 941 points.
Test 2.
In this section we consider N = 6, a = 5, δ = 0.05, σ 0 = 1, a min = 1, and a = 1. For S = 8, 16, 32 we report the results of our tests for the covariance functions Table 1 For Test 1 (N = 3) and for the covariance functions A-D, values of R l , l = 4, . . . 9, and R using different grouping strategies. A-D. We perform the same experiments as in section 5.1. Table 2 . While the indicator I still performs well, the performance of I is not as good as for N = 3. As anticipated in section 4.2 this is due to the fact that it is not straightforward to establish a relation between the eigenfunctions and the uncertain diffusion parameter. 
Three-dimensional test case.
Due to the better performance of the parameter-based approach, we consider that only strategy for computational tests in three-dimensional spatial domains, i.e., d = 3. We consider a diagonal diffusion tensor defined as A(x, y) = diag(a(x, y), a y , a z ) with a y = a z = 1, we set N = 4, and we use an exponential covariance function, i.e., of type B, in all our three-dimensional experiments. Also, we set δ = 1/4, σ 0 = √ 300, a min = 1, a = 100, and Γ = [−1, 1] N . We discretize (2.3) using trilinear finite elements and 320 3 mesh cells.
The Kokkos [17, 18] and Tpetra [4] packages within Trilinos [30, 31] are used to assemble and solve the linear systems for each sample value using hybrid shared-distributed memory parallelism via OpenMP and MPI. The equations are solved via CG implemented by the Belos package [8] with a linear solver tolerance of 10 −7 . CG is preconditioned via smoothed-aggregation AMG as provided by the MueLu package [47] . A second-order Chebyshev smoother is used at each level of the AMG hierarchy and a sparse-direct solve for the coarsest grid. The linear system assembly, CG solve, and AMG preconditioner are templated on the scalar type for the template-based generic programming approach to implement the embedded ensemble propagation as described in section 3, allowing the code to be instantiated on double for single sample evaluation and the ensemble scalar type provided by Stokhos [46] for ensembles. The calculations are implemented on 128 nodes of the Titan CPU architecture (16 core AMD Opteron processors using 2 MPI ranks and 8 OpenMP threads per MPI rank). For the adaptive grid generation we use TASMANIAN and we consider classic refinement; we set the initial sparse-grid level to l = 1, and ε = 0.003. For S = 4, 8, 16, 32 we report the results of our tests in Table 3 . The adaptive algorithm generates a sparse grids of size |Y| = 575 after achieving the prescribed error tolerance ε with seven levels of refinement. Table 3 displays the calculated R l for each level l of the adaptive grid generation and the final R for the entire sample propagation. The labels "par" and "NO" are defined as in the previous section. The table also displays the measured computational speed-up for each ensemble approach, given by the total solve time over all samples for the one-at-a-time sample evaluation divided by the total solve time over all ensembles. Table 3 Computational results for d = 3 and N = 4, displaying R l for each level l the final R, and the measured computational speed-up over one-at-a-time sample evaluation, for the parameter-based ("par") and no ordering ("NO") methods. 6. Conclusion. From the results reported in the previous section we can infer that the parameter-based indicator predicts very well the performance of the PCG solver; this is clear from Figures 4, 6, 8 , and 10, where the ordering based on the number of iterations and the one based on I are always in very good agreement. Table 1 confirms that the parameterbased strategy is the best way to maximize the performance improvement brought by the embedded ensemble propagation. The performance of I is even more pronounced for N > 3 as we can observe from the results in Table 2 ; here, for all covariance functions, the values of R l and R corresponding to the parameter-based approach are significantly smaller than those obtained with the KL-based approach. Furthermore, the performance of I relative to the other approaches appears to increase as the ensemble size S increases, which is important for practical applications of the ensemble-based approach since the speed-up generally increases with increases in S.
From Figures 4, 6 , 8, and 10 we can observe that, for N = 3, I also performs well; however, for some levels, the orderings based on the number of iterations and on I are not in good agreement. This behavior is confirmed by the results in Table 1 , where the value of R l and R are almost as good as those associated with I and significantly smaller than those obtained without performing any ordering. On the other hand, as expected, for N = 6 (see Table 2 ), the KL-based indicator does not perform well. As mentioned in section 4, the reason of this poor performance is that it is not trivial to understand how the components of the vector y affect the uncertain parameter for N > 3. However, one has to keep in mind that while the computation of I comes at no cost, computing I comes at a price, i.e., the sampling algorithm must have access to the computation of the diffusion coefficient.
With respect to the HSFC-based approach, as expected, the algorithm does not perform well, i.e., the number of iterations of samples within the same ensemble spans a large range of values, making it worthless to use with the embedded propagation algorithm.
Numerical results on three-dimensional spatial domains are consistent with those of the two-dimensional tests, where significant improvements in R are observed over no ordering, particularly for large ensemble sizes. Note, however, that even with the parameter-based grouping, R still increases as the ensemble size increases, leading to overall reduced speed-ups. These results demonstrate the importance of a good grouping approach to achieve speed-up with the ensemble approach for more difficult computational problems.
It is important to point out that our strategy, based on the properties of the uncertain parameter, is strongly tied to the specific PDE under consideration and to the AMG solvers utilized for its solution. However, anisotropic diffusion problems are the building block of mathematical models for many engineering and scientific applications and AMG solvers are widely used for the numerical solution of a diverse class of PDE models. Rigorous studies [42, 54] have identified factors that may affect the convergence properties of such methods; more specifically, it has been demonstrated that their performance can be affected by, e.g., stretched or irregular meshes or highly anisotropic coefficients and that it varies according to the discretization scheme used in the computations (see section 4.1). These studies guide the choice of effective grouping indicators for the problem at hand. Thus, even though our empirical studies do not give a universal strategy, they do provide guidelines for designing an efficient grouping strategy based on the knowledge of the entities that affect the convergence of the numerical solvers.
The indicators introduced in this work are designed to induce an ordering as close as possible to the one associated with the number of iterations for the single sample. As pointed out, this information is not known a priori; however, within the adaptive algorithm for the generation of the sparse grid it is possible to use quantities computed at the previous level to predict the number of iterations for the new samples. Our current work includes the design of surrogates for the number of iterations associated with new points in the sample space; such surrogates would be used at each step of the adaptive algorithm to order the new samples on the basis of increasing values of the predicted number of iterations. As an example, the surrogate may be a sparse-grid interpolant (of any order) updated at each level using the number of iterations of the current set of points. One of the challenges of this approach is extracting from the linear solver of the ensemble system the number of iterations associated with each sample.
Future work also includes the design of indicators based on the hierarchy of the polynomial basis. Note that points in the sparse grid can be represented in a tree structure where the parents are the points around which the grid is adaptively refined. As we expect, children of the same parent to generate similar uncertain parameters, we plan to keep track of the family history throughout the adaptive algorithm and group together samples with the same ancestors.
Finally, we recall that in this work the uncertain parameter a is a smooth function of the random vector y. However, our ultimate goal is to investigate the performance of our method when the parameters, and hence the solution, have an irregular behavior with respect to the random vector. Our current work deals with SPDEs whose uncertain parameters present discontinuities in y; preliminary results show that the parameter-based grouping strategy performs equally well. The latter and the surrogate-based grouping approach are the subject of a follow-up paper.
