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STOCHASTIC LAGRANGIAN FORMULATIONS FOR DAMPED
NAVIER-STOKES EQUATIONS AND BOUSSINESQ SYSTEM,
WITH APPLICATIONS
KAZUO YAMAZAKI*
Abstract. We obtain stochastic Lagrangian formulations of solutions to
some partial dierential equations in uid mechanics with diusion, speci-
cally damped Navier-Stokes equations, as well as the viscous and thermally
diusive Boussinesq system. As a byproduct of our discussion, we deduce sto-
chastic Lagrangian formulations for other models, namely viscous and forced
Burgers' equation, micropolar and magneto-micropolar uid systems with
zero vortex viscosity while positive and possibly distinct kinematic and angu-
lar viscosities, Benard problem, as well as Leray  magnetohydrodynamics
model. Kelvin's circulation theorem is extended for the damped Navier-
Stokes equations and the viscous and thermally diusive Boussinesq system.
The Cauchy formula for vorticity is extended from the damped Euler equa-
tions to the damped Navier-Stokes equations. The global well-posedness of
the three-dimensional Euler equations with damping is proven for small ini-
tial data in critical Besov space. Finally, the global well-posedness of the
four-dimensional Navier-Stokes equations with partial damping in only third
and fourth components of the velocity eld is also proven.
1. Introduction on Lagrangian Paths
In Eulerian coordinates, the Navier-Stokes equations (NSE) balance Newton's
second law applied to uid motion with the stress in uid that is represented by
the sum of a viscous diusion and a pressure. To be precise, let us denote by
u : 
 [t0;1) 7! RN ;  : 
 [t0;1) 7! R, where 
 = RN or TN for N 2 f2; 3; 4g,
the velocity and pressure elds, respectively. As typically done, in the former case

 = RN , we assume suciently fast decay at innity by functions such as u; .
We furthermore denote by   0 the viscosity coecient, as well as
D
Dt
, @
@t
+ (u  r)
the convective derivative, which is also known as the material derivative and rep-
resents the derivative along particle trajectories. Under such notations, the NSE
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forced by f may be written in the following form:
Du
Dt
=  r + u+ f; r  u = 0; t > t0; (1.1)
with given data u0(x) , u(x; t0). For the remainder of this manuscript, let us
denote @@t by @t,
@
@xi
= @xi for i 2 f1; : : : ; Ng and tf the nal time on the interval
of existence for a solution. We acknowledge that for simplicity we assumed in (1.1)
that density is a xed unitary constant, and hereafter we shall continue to do, as
well as stay consistent in denoting vector elds with bold font while scalar elds
otherwise. In addition, if we denote by b : 
  [t0;1) 7! RN the magnetic eld,
j , rb the current density eld, and   0 the magnetic resistivity, replace f in
(1.1) by a Lorentz force of j b, and couple it with the Maxwell's equation from
electromagnetism, then we obtain the magnetohydrodynamics (MHD) system:
Du
Dt
=  r + u+ j b; r  u = 0; t > t0; (1.2a)
Db
Dt
=  (b  r)u+ b; r  b = 0; t > t0; (1.2b)
with given data (u0;b0)(x) , (u;b)(x; t0).
Now let us denote by kkLp and kkWk;p the Lp-norm where p 2 [1;1] with an
appropriate adjustment in case p =1 and W k;p-norm for k 2 R, respectively. For
discussions in subsequent sections, it is worth noting that the case  = 0 in (1.1)
reduces the NSE to the Euler equations. Because taking L2(RN )-inner products
with u in (1.1), while assuming f  0 immediately results in
ku(t)k2L2 + 
Z t
t0
kru()k2L2d = ku(t0)k2L2
for any t 2 [t0; tf ], we understand that the NSE is a dissipative system while the
Euler equations is conservative. The characteristics of the convective derivative
D
Dt are the Lagrangian particle paths x(a; t) which represent the locations at time
t of the uid particle initially placed at a, and such paths of any uid model
with velocity eld u is the ow of dieomorphisms generated by u, dened by an
ordinary dierential equation (ODE) of
x(a; t0) = a; @tx(a; t) = u(x(a; t); t) for t > t0: (1.3)
We refer to a 2 RN as a label since it marks the initial point on the path a 7!
x(a; t).
One of the most crucial identities that may be readily deduced via such La-
grangian particle paths states that for any smooth, oriented, closed curve C, the
following transport formula holds:
@t
I
C(t)
u  dl =
I
C(t)
Du
Dt
 dl (1.4)
(see [32, (1.58) pg. 23] for proof). An immediate corollary of the transport formula
is the following celebrated Kelvin's conservation of circulation, which states that
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for a smooth solution u to the Euler equation without forcing, the circulation
around a curve C(t) moving with the uid
H
C(t)
u dl is a constant in time. Indeed,
@t
I
C(t)
u  dl =
I
C(t)
Du
Dt
 dl =  
I
C(t)
r  dl = 0 (1.5)
due to the transport formula (1.4), (1.1), and the fact that the line integrals of
a gradient is zero for closed curves [32, Proposition 1.11]. Due to the classical
Kelvin-Stokes' theorem which states thatZ
S(t)
r F  dS =
I
@S(t)
F  dl
for any surface S(t), an immediate corollary of (1.5) is the Helmholtz's conservation
of the ux of vorticity. Specically it states that if we denote the vorticity by ! ,
r u so that !0 , ru0, then for any smooth solution u to the Euler equations
without forcing, the vorticity ux
R
S(t)
!  dS through a surface S(t) moving with
the uid is a constant in time [32, Corollary 1.3 pg. 23].
Concerning the MHD system (1.2a)-(1.2b), Alfven in his pioneering work [2, 3]
showed that for a homogeneous magnetic eld in a perfectly conducting liquid,
which corresponds to the ideal MHD system  =  = 0, \the liquid is fastened to
the lines of force." Subsequently, based on the key observation that the equation
of three-dimensional (3-d) vorticity ! = r u in the inviscid case is
@t! = r (u !); (1.6)
while (1.2b) with  = 0 may also be written in the form of
@tb = r (u b);
some properties of ! have been similarly extended to the case of b in [33, 36]. In
particular in [36, pg. 153], Stern showed that u is ux preserving for b. We also
mention the Cauchy formula for vorticity, also known as the vorticity transport
formula in [32, Proposition 1.8 pg. 20] which states that the solution ! to (1.6)
may be written as
!(x; t) = (!0(a)  ra)x(a; t)ja(x;t) (1.7)
where a(x; t) is the back-to-labels map, mathematically the inverse of x(a; t), and
an analogue in the case of the MHD system is the Lundquist formula ([30]; see
[19, pg. 2]). For more recent advancements on the Lagrangian formulation for
the non-diusive uid models, we refer to [16] as well as [12, 13] for study on the
Eulerian-Lagrangian approach.
After all such important roles of the Lagrangian ow x(a; t) in verifying various
properties for the solutions to the Euler equations and the ideal MHD system just
mentioned, we now point out that such properties are known to no longer hold in
the viscous or magnetically resistive case. For example, an analogous computation
of (1.5) for the solution to the NSE leads to
@t
I
C(t)
u  dl =
I
C(t)
Du
Dt
 dl =  
I
C(t)
r   u  dl =
I
C(t)
u  dl (1.8)
due to the fact that the line integral of a gradient is zero for closed curves, so
that in general, the circulation around a curve C(t) moving with the uid is not
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conserved for the case  > 0, and similarly for the non-ideal MHD system (see
[32, pg. 23] for such a discussion). Nevertheless, it was shown by Iyer in [24] and
Constantin and Iyer in [14] that if we consider a random characteristics in the
form of
~x(a; t0) = a; d~x(a; t) = u(~x(a; t); t)dt+
p
2dW(t) for t > t0 (1.9)
where W(t) is an N -dimensional (N -d) Brownian motion (cf. (1.3), then the
solution to the 3-d vorticity formulation of the NSE may be represented in a type
of stochastic and diusive version of the Cauchy formula (1.7), specically
!(x; t) = EW[(!0(a)  ra)~x(a; t)j~a(x;t)]
where ~a(x; t) is the corresponding back-to-labels map of ~x(a; t), and EW is the
average over realizations of W(t) in the random characteristics (1.9) (see [14,
Proposition 2.7], [24, Proposition 2.4.6]). The stochastic analogue of Kelvin cir-
culation theorem for the NSE (1.1) was also obtained in [14, Proposition 2.9] and
[24, Proposition 2.4.11]. Inspired by the Weber's formula for the Euler equations
which has been generalized to the MHD system (e.g. [5, 27, 34]), Eyink in [19,
Proposition 2.1] was able to successfully extend some of the works of [14, 24] to
the MHD system as well. Let us state the result on the MHD system from [19,
Proposition 2.1] since taking b  0 reduces to the result on the NSE from [14, 24]:
Theorem 1.1. ([19, Proposition 2.1]) Suppose 
 = R3 or T3,  =  in the MHD
system (1.2a)-(1.2b), k  3;  2 (0; 1) and ~x satises (1.9) with ~a being its back-
to-labels map. Then a pair (u; b) 2 C([t0; tf ];Ck;(
)) satises the MHD system
with initial data u0; b0 2 Ck;(
) such that r  u0 = r  b0 = 0 if and only if for
all closed, rectiable loops C and for all t 2 [t0; tf ],I
C
A(x; t)  dx = EW[
I
~a(C;t)
A0(a)  da]; (1.10)I
C
u(x; t)  dx = EW[
I
~a(C;t)
[u0(a) + b0(a) ~R(a; t)]  da]; (1.11)
whereA , curl 1(b), and ~R(a; t) is the Lagrangian-history charge density (charge
per unit area) satisfying
~R(a; t0) = 0; @t ~R(a; t) =  j(~x(a; t); t)(r~x(a; t)) 1 for t > t0: (1.12)
Such probabilistic representation of solutions to a system of nonlinear partial
dierential equations has a long history actually ([21]).
In [14, 24], the authors generalized their work on the viscous NSE to the viscous
Camassa-Holm equations from [11]. Analogously Theorem 1.1 on the MHD system
may be further generalized to the following two-dimensional (2-d) Leray- MHD
model from [28, (1.6)] as an example:
@tv+ (u  r)v+ (rTu)v+r = v+ j b; r  v = 0; t > t0; (1.13a)
@tb+ (u  r)b = b+ (b  r)u; r  b = 0; t > t0; (1.13b)
v(x; t) = (1  2)u(x; t) t  t0; (1.13c)
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where  > 0 is the length scale parameter that represents the width of the lters
and
(rTu)v =
3X
j=1
vjruj :
Let us denote by P the Leray projection onto the space of divergence-free vector
elds, and state the following corollary:
Corollary 1.2. Let 
 = R2 or T2,  = ; k  3;  2 (0; 1) and suppose v0 ,
v(t0); b0 , b(t0) 2 Ck;(
) and r  v0 = r  b0 = 0. If ~x satises the random
characteristics (1.9), and ~a is its back-to-labels map, then
v(x; t) = EW[P[r~a(x; t)(u0(a) + b0(a) ~R(a; t))  ~a(x; t)]]; (1.14a)
b(x; t) = EW[(b0(a)  ra)~x(a; t)j~a(x;t)]; (1.14b)
u(x; t) = (1  2) 1v(x; t) (1.14c)
if and only if (v; b;u) solves the system (1.13a)-(1.13c).
The proof of Corollary 1.2 follows immediately from the works of [14, 19, 24];
for completeness, we sketch its main steps in the Appendix. We note that the
regularity of the initial data is chosen to be suciently smooth in order to justify
all computations in its proof. It may be improved in various ways using Sobolev
and Besov spaces; however, we choose not to pursue this direction of research here.
We also refer to [20] in which Eyink generalized the Hamilton-Maupertuis least-
action principle for the deterministic incompressible Euler equations from [35] to
the NSE. In relevance, we also refer to [23] in which Holm showed in particular
that the motion along the stochastic Stratonovich paths preserve the helicity of
the vortex eld lines in incompressible stochastic ows (see also [6]).
2. Statement of Main Results
In this section, we introduce the models of uid mechanics of our main concern.
2.1. Damped NSE and damped Euler equations. Firstly, we introduce the
damped NSE, which reduces to the damped Euler equations if  = 0:
@tu+ (u  r)u =  r   juj 1u+ u; r  u = 0; t > t0; (2.1)
where   0 and   1. The case in which  = 0 reduces to the NSE (1.1).
This system of equations has interesting properties; in particular, Cai and Jiu in
[7] considered x 2 R3 and proved the global existence of weak solutions for any
 > 0;   1 as well as strong solution for any   72 , and the uniqueness of such
a strong solution if 5    72 .
We wish to take this place to point out that it is actually a relatively straight-
forward consequence of various component reduction type results of Serrin regu-
larity criteria, which has caught much attention recently (e.g. [8] for the 3-d NSE),
that the NSE with damping only on a few components, which we shall call the
NSE with partial damping, still admits the existence of a unique smooth solution
for all time if such a damping is suciently strong. In the following statement of
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Theorem 2.2 we chose to work on the 4-d NSE with damping on only u3; u4 compo-
nents; analogous statement can be proven for the 3-d NSE with damping on only
u3 component. A formula that describes this relationship is that the components
may be reduced down to the spatial dimension minus two so that two components
in the 4-d case while one component in the 3-d case (see the discussion in [39]).
A simple reason we decided to work in the 4-d case instead of the 3-d case is that
the 3-d case may be argued to be easier than that of the 4-d, and whatever result
we state below may be improved immediately in the 3-d case; however, the author
strongly believes that it will be quite dicult to improve Theorem 2.1 which is
stated in the 4-d case. It should also be extremely dicult to obtain an analogous
result of Theorem 2.2 in case the spatial domain is of dimension strictly higher
than four (see discussion in [39]). To be precise, we consider the following 4-d NSE
with damping on only third and fourth components:
@tu+(ur)u+r u+
4X
k=3
kekjukjk 1uk = 0; ru = 0; t > t0; (2.2)
where x 2 
 = R4. Let us formally state the denition of its weak solution.
Denition 2.1. A pair (u; ) is a weak solution to (2.2) on [t0; T ] if
(1)
u 2 L1(t0; T ;L2(
)) \ L2(t0; T ; _H1(
))
and
uk 2 Lk+1(t0; T ;Lk+1(
)) for k 2 f3; 4g;
r  u = 0 for almost every (x; t) 2 
 [t0; T ],
(2) for any  that is smooth and has compact support over 
  [t0; T ] such
that (; T ) = 0,
 
Z T
t0
Z


u  @t+ (u  r)  u  ru  rdx1 : : : dx4dt
+
4X
k=3
k
Z T
t0
Z


ekjukjk 1uk  dx1 : : : dx4dt =
Z


u0  (t0)dx1 : : : dx4:
Moreover, let us call it a strong solution if
u 2 L1(t0; T ;H1(
)) \ L2(t0; T ;H2(
)) \ L1(t0; T ;Lk+1(
)):
Theorem 2.2. Let 
 = R4. Then given u0 2 Hs(
) for s > 4, (2.2) with k = 9
for k = 3; 4 admits a unique strong solution for all t > t0.
Clearly we may extend this result for k  9; for preciseness in the proof we
chose to state the case for k = 9. As we already stated, it should be a very
dicult problem to improve Theorem 2.1 by relaxing the condition of k  9,
eliminating the condition on u3 completely, or extending to any spatial dimension
strictly higher than four. To the best of the author's knowledge, such a global
well-posedness of the NSE with partial damping seems to be completely new in
the literature. We leave a proof of Theorem 2.1 in the Appendix for completeness.
STOCHASTIC LAGRANGIAN FORMULATIONS 453
We now focus on the case  > 0 and  = 1 which is in particular interesting
because the kinetic energy of its solution decays exponentially fast in time; indeed,
taking L2(RN )-inner products of (2.1) with u leads to
ku(t)k2L2 = e 2tku0k2L2 : (2.3)
Moreover, even with  = 0, this system is in fact globally well-posed if the given
initial data is suciently small relative to ; this is briey stated in the case of
Burgers' equation in [26, pg. 1651]. It is rather straight-forward to prove this
result for u0 2 Hs(R3); s > 52 . Improving this requirement of the regularity of the
initial data is non-trivial and we must rely on Besov space techniques. For Besov
space notations within the statement of the following Proposition 2.2, we refer to
the Appendix where we sketch its proof too.
Proposition 2.3. Let 
 = R3. Consider the 3-d damped Euler equations, speci-
cally (2.1) at  > 0;  = 1;  = 0 and let u0 2 _B
5
2
2;1(
). Then for this xed  > 0,
there exists a general constant C0 > 0 such that
0  ku0k
_B
5
2
2;1
 
2C0
(2.4)
implies that it has a unique solution u 2 L1([0;1); _B 522;1(R3)) for all t > t0.
Analogous result may be proven for N -d case with N  2 in general with
u0 2 _B1+
N
2
2;1 (RN ); we chose to focus on the case N = 3 for preciseness in its proof.
Again, we point out that such a small damping is sucient for the global regularity
of a unique solution starting from small initial data, even though abundance of
literature typically require diusion (e.g. [9, Theorem 2.3] and [38, Theorems 4.1,
4.2, 4.3]) which is arguably a stronger assumption than mere damping. We also
emphasize that _B
5
2
2;1(R3) is the critical homogeneous Besov space for the Euler
equations.
2.2. Boussinesq system. Secondly we introduce the Boussinesq system:
@tu+ (u  r)u =  r + u+ eN ; r  u = 0; t > t0; (2.5a)
@t + (u  r) = ; t > t0; (2.5b)
where we denoted by  : 
  [t0;1) 7! R the temperature eld and   0 the
thermal diusivity. For uid dynamics in atmosphere and oceans, the interaction
among gravity, the rotation of the earth and density variations about a reference
state plays a key role, and the Boussinesq system is one of the simplest and yet
the most important model for this purpose (see [31, pg. 1]); we also refer to [32,
pg. 186] in relation to the model of 3-d axisymmetric swirling ows.
Let us now state our main results.
Theorem 2.4. Let 
 = RN or TN for N 2 f2; 3g,  > 0;  = 1;  > 0 in the
damped NSE (2.1), k  3;  2 (0; 1) and suppose u0 , u(t0) 2 Ck;(
), ru0 = 0
and ~x satises (1.9). Then
u(x; t) = EW[P[r~a(x; t)(e (t t0)u0(a)  ~a(x; t))]] (2.6)
if and only if u solves the damped NSE (2.1).
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Remark 2.5. We note that the authors in [14, Remark 2.4] and [24, Remark 2.4.4]
actually provided a stochastic Lagrangian formulation for the NSE with determin-
istic external force f, specically
u(x; t) = EW[P[r~a(x; t)(u0(a)  ~a(x; t))]]
with u0 replaced by
(t) = u0 +
Z t
t0
(r~x)f(x(s); s)ds:
Hence, mathematically it is possible to consider damping of  u as the external
force f and use such a formula. However, it is not appealing physically as well
as mathematically to consider  u as an external force because it will somehow
dene u on the left hand side in terms of u on the right hand side.
Theorem 2.6. Let 
 = RN or TN for N 2 f2; 3g,  =  in the Boussinesq system
(2.5a)-(2.5b), k  3;  2 (0; 1) and suppose u0 , u(t0); 0 , (t0) 2 Ck;(
),
r  u0 = 0, ~x satises (1.9) and
(t) , u0 +
Z t
t0
(r~x)0eN (a; s)ds: (2.7)
Then
u(x; t) = EW[P[r~a(x; t)((t)  ~a(x; t))]]; (2.8a)
(x; t) = EW[0(a)  ~a(x; t)]; (2.8b)
if and only if (u; ) solves the Boussinesq system (2.5a)-(2.5b).
Remark 2.7. We may also deduce the following stochastic Lagrangian formulation
for the viscous Burgers' equation with deterministic forcing f which was missing
in the work of [14, 24]:
@tu+ (u  r)u = u+ f; t > t0; (2.9)
with u(x; t0) = u0(x). Specically
u(x; t) = EW[ (t)  ~a(x; t)]
where
 (t) , u0 +
Z t
t0
f(~x(s); s)ds
if and only if u solves the viscous and forced Burgers' equation (2.9). After this
manuscript was completed, the author was pointed out that this also follows from
an application of the work by Drivas and Eyink in [17].
We comment that obtaining a stochastic Lagrangian formulation for a system of
equations is non-trivial. It seems that this direction was not discussed in [14, 24]
and although Busnello, Flandoli and Romito pursued this direction in [6], they
discussed only systems that are coupled linearly and not non-linearly; thus, our
result on the Boussinesq system in Theorem 2.2 does not follow from the work of
[6]. Indeed, there remain models in uid mechanics for which our techniques do
not go through. For example, considering that the NSE cannot model uids with
microstructure, Eringen in [18] initiated the theory of micropolar uids (MPF). In
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the case 
 = R2, following [29, pg. 185], let us introduce the MPF system in the
form of
@tu+ (u  r)u+r = (+ )u+ rw; r  u = 0; t > t0; (2.10a)
@tw+ (u  r)w =  2w+ w+ r u; t > t0; (2.10b)
where we denoted by w = (0; 0; w3) : 
  [t0;1) 7! R3 the micro-rotational
velocity, ; ;   0 the kinematic, vortex and angular viscosities, respectively.
In order to study the motion of incompressible electrically conducting micropolar
uid, Ahmadi and Shahinpoor in [1] furthermore coupled the MPF system with
the Maxwell's equation and introduced the following magneto-micropolar uid
(MMPF) system:
@tu+ (u  r)u+r = (+ )u+ j b+ rw; r  u = 0; t > t0;
(2.11a)
@tw+ (u  r)w =  2w+ w+ r u; t > t0;
(2.11b)
@tb+ (u  r)b = b+ (b  r)u; r  b = 0; t > t0:
(2.11c)
Remark 2.8. We were not able to discover the stochastic Lagrangian formulations
for the MPF and the MMPF systems with  > 0. Firstly we observe that 2w in
(2.10b) and (2.11b) seems to behave similarly to the damping term in the damped
NSE (2.1). However, (2.10b) and (2.11b) are forced by ru, while (2.10a) and
(2.11a) are also forced by rw. This suggests that we make use of our previous
ndings in the case of the damped NSE and the Boussinesq system to propose
u(x; t) = EW[P[(r~a)(  ~a(x; t))]]; w(x; t) = EW[e 2(t t0)  ~a(x; t)] (2.12)
where
(t) , u0+
Z t
t0
r~x[(rw0)~x]ds;  (t) , w0+
Z t
t0
r~x[(ru0)~x]ds; (2.13)
however, going through analogous proofs of Theorem 2.4 and Theorem 2.6, it is
immediately veriable that such (u;w) does not solve the MPF system. Hence, we
only present here the stochastic Lagrangian formulations of the systems (2.10a)-
(2.10b) and (2.11a)-(2.11c) when  = 0. Although we had to compromise to
restricting our consideration to  = 0, it is a surprising and pleasant fact that we
are able to allow the two diusivity coecients  and  to be not only positive
but distinct. We recall that in Theorem 1.1 on the MHD system, Eyink needed
that  = . To the best of the author's knowledge, this seems to be the rst
stochastic Lagrangian formulation for a physically meaningful system of equations
with distinct diusive coecients.
Theorem 2.9. (1) Let 
 = R2 or T2,  = 0 in the MPF system (2.10a)-
(2.10b), k  3;  2 (0; 1) and suppose u0 , u(t0);w0 , w(t0) 2 Ck;(
),
r  u0 = 0, ~x; ~y satisfy
~x(a~x; t0) = a~x; d~x(a~x; t) = u(~x(a~x; t); t)dt+
p
2dW(t) for t > t0; (2.14)
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and
~y(a~y; t0) = a~y; d~y(a~y; t) = u(~y(a~y; t); t)dt+
p
2dB(t) for t > t0; (2.15)
respectively. Then
u(x; t) = EW[P[r~a~x(x; t)(u0(a~x)  ~a~x(x; t))]]; (2.16a)
w(x; t) = EB[w0(a~y)  ~a~y(x; t)] (2.16b)
if and only if (u;w) solves the MPF system (2.10a)-(2.10b), where we
denoted by EW and EB the mathematical expectations with respect to the
measures under which W(t) and B(t) are standard Brownian motions,
respectively.
(2) Let 
 = R2 or T2,  = ;  = 0 in the MMPF system (2.11a)-(2.11c),
k  3;  2 (0; 1) and suppose u0 , u(t0);w0 , w(t0); b0 , b(t0) 2
Ck;(
), r  u0 = r  b0 = 0, ~x; ~y satisfy (2.14) and (2.15), respectively.
Furthermore, we let ~R(a~x; t) satisfy
~R(a~x; t0) = 0; @t ~R(a~x; t) =  j(~x(a~x; t); t)(r~x(a~x; t)) 1 for t > t0: (2.17)
Then
u(x; t) = EW[P[r~a~x(x; t)((u0(a~x) + b0(a~x) ~R(a~x; t))  ~a~x(x; t))]]; (2.18a)
w(x; t) = EB[w0(a~y)  ~a~y(x; t)]; (2.18b)
b(x; t) = EW[(b0(a~x)  r)~x(a~x; t)j~a~x(x;t)] (2.18c)
if and only if (u;w; b) solves the MMPF system (2.11a)-(2.11c).
We note that analogous results in the 3-d case may be pursued as well.
Remark 2.10. We also suggest an open problem of extending Theorem 2.6 on the
Boussinesq system (2.5a)-(2.5b) by adding a Coriolis force so that in the 3-d case
it becomes
@tu+ (u  r)u+ (1

)e3  u =  r + u+ e3; r  u = 0; t > t0;
(2.19a)
@t + (u  r) = ; t > t0;
(2.19b)
(see [10, pg. 2]) where  > 0 is the Rossby number so that 1 represents the
rescaled speed of rotation. Firstly this is dierent from the damped NSE because
the Coriolis force consists of an operator e3 acting on u. Secondly, although we
could write e3  u = ( u2; u1; 0) and pursue stochastic Lagrangian formulations
for each component separately, we will face a problem similarly to the case of the
MPF and the MMPF systems with  > 0 (see also Remark 2.5).
We just discussed how the main diculty of obtaining a stochastic Lagrangian
formulation is due to the fact that the equation of u is forced by rw while that
of w is forced by ru for the full MPF system with  > 0, and that the equation
of u1 is forced by
1
u2 while that of u2 is forced by  1u1 for the Boussinesq system
with Coriolis force. Nevertheless, we are able to deduce a stochastic Lagrangian
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formulation for the following Benard problem in 
 , (0; L)  (0; 1) where L > 0
([37, Chapter III Section 3.5]):
@tu+ (u  r)u  u+rp = e2; r  u = 0; t > t0; (2.20a)
@t + (u  r)    = u2; t > t0; (2.20b)
with the boundary conditions of
jx2=0 = 0; jx2=1 = 0; ujx2=0 = 0; ujx2=1 = 0;
;u; ; @x1u; @x1 are periodic of period L in the x1   direction:
(2.21)
We briey recall that Benard problem is concerned with the motion of a hori-
zontal layer of viscous uid heated from below, and has attracted much attention
from many researchers for decades. The trick to obtain its stochastic Lagrangian
formulation is to consider the equivalent formulation that is more similar to the
Boussiensq system (2.5a)-(2.5b). Indeed, if we let T1 denote the temperature at
the top x2 = 1, T0 , T1+1 the non-dimensionalized temperature at the boundary
below x2 = 0, and set
T ,  + T0 + x2(T1   T0);
 , p  (x2 + x
2
2
2
)(T0   T1);
then it follows that the system (2.20a)-(2.20b) becomes
@tu+ (u  r)u  u+r = e2(T   T1); r  u = 0; t > t0; (2.22a)
@tT + (u  r)T   T = 0; t > t0; (2.22b)
with analogous boundary conditions (see [37, pg. 134] for details). For this system,
it is actually possible to prove the following result:
Theorem 2.11. Let 
 = (0; L)(0; 1) where L > 0,  =  in the Benard problem
(2.22a)-(2.22b), k  3;  2 (0; 1) and suppose u0 , u(t0); T (t0) 2 Ck;(
), r 
u0 = 0, ~x satises (1.9) and
(t) , u0 +
Z t
t0
(r~x)e2(T (t0)  T1)(a; s)ds: (2.23)
Then
u(x; t) = EW[P[r~a(x; t)((t)  ~a(x; t))]]; (2.24a)
T (x; t) = EW[T (t0)(a)  ~a(x; t)]; (2.24b)
if and only if (u; ) solves the Benard problem (2.22a)-(2.22b).
The proof is very similar to that of Theorem 2.6 and thus we omit it.
Using such stochastic Lagrangian formulations, various results may be pursued.
In particular, it is of interest if we could provide a proof of Proposition 2.3 using
stochastic Lagrangian formulation (2.6) and understand the eect of the damping
(see [25, 41]). We choose to leave this direction of research for possible future
projects. Fractal NSE forced by Levy noise is also studied by Zhang in [42] in
a similar manner. Instead, let us point out a corollary concerning the analogous
Kelvin's circulation theorem for the damped NSE and the Boussinesq system:
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Corollary 2.12. Let 
 = RN or TN for N 2 f2; 3g, and C be a closed curve.
(1) If  > 0;  = 1 and  > 0 in the damped NSE (2.1), and
~u(x; t) = P[r~a(x; t)(e (t t0)u0(a)  ~a(x; t))];
then under the hypothesis of Theorem 2.4, the following equality holds for
all t 2 [t0; tf ]:I
~x(C)
~u(l; t)  dl = e (t t0)
I
C
u0(l)  dl: (2.25)
(2) If  =  in the Boussinesq system (2.5a)-(2.5b) and
~u(x; t) = P[r~a(x; t)((t)  ~a(x; t))];
where (t) is dened by (2.7), then under the hypothesis of Theorem 2.6,
the following equality holds for all t 2 [t0; tf ]:I
~x(C)
~u(l; t)  dl =
I
C
(l; t)  dl: (2.26)
Analogous results concerning circulation for the solutions to the MPF and
MMPF systems under the hypothesis of Theorem 2.9 may be proven; we choose
to omit them here and focus on the damped NSE and the viscous and thermally
diusive Boussinesq system.
The Corollary 2.12 is interesting because we saw in (2.3) that the solution to
the damped Euler equations, as well as the damped NSE (2.1), experiences an
exponential decay of its kinetic energy. Moreover, let us point out that from the
computation of (1.8), it is clear that the solution to the damped Euler equations
(2.1) at  > 0;  = 1;  = 0 satisesI
C(t)
u(l; t)  dl = e (t t0)
 I
C(t)
u(l; t)  dl
!
jt=t0 (2.27)
while we would not be able to draw any conclusion in the case of the damped NSE
from
@t
I
C(t)
u  dl =  
I
C(t)
[u  u]  dl: (2.28)
Remarkably, taking expectation EW on (2.25), one can see that the circulation
also exponentially decays on average over the ensemble of loops at earlier times
for the damped NSE:I
C
u(l; t)  dl = EW[e (t t0)
I
~a(C;t)
u0(l)  dl]:
Similarly for the Boussinesq system (2.5a)-(2.5b), the circulation is not conserved
as can be seen following the direct computation of (1.8), which is very much
expected because even with  =  = 0, (2.5a)-(2.5b) is not conservative due to
eN term. Nevertheless, the equation (2.26) after taking expectation EW describes
precisely the evolution of the circulation on average over ensemble of loops at earlier
times. Indeed, replacing C by ~a(C; t) in (2.26) and taking expectation EW giveI
C
u(l; t)  dl = EW[
I
~a(C;t)
(l; t)  dl]:
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Another corollary of Theorem 2.4 is the extension of the stochastic, diusive
and damped version of the Cauchy formula (1.7) (cf. [15, (1.9), (1.12) on pg.
1571] for the vorticity transport formula of the Euler equations). Following the
classical proof (e.g. [32, Proposition 1.8, Lemma 1.4]), it may be proven that if
 > 0;  = 1 and  = 0 in the damped NSE (2.1), the vorticity !(x; t) satises
! = (!0(a)  ra)x(a; t)e (t t0); (2.29)
if the dimension is two, then this formula reduces to
! = !0(a)e
 (t t0): (2.30)
(See [40, Proposition 3.1]). Let us present its extension for the diusive case.
Corollary 2.13. Let 
 = RN or TN where N 2 f2; 3g,  > 0;  = 1,  > 0 in
the damped NSE (2.1) and ~x satisfy (1.9). Then !(x; t) satises
!(x; t) = EW[(!0(a)  ra)~x(a; t)j~a(x;t)e (t t0)]; (2.31)
if the dimension is two, then this formula reduces to
!(x; t) = EW[!0(a)j~a(x;t)e (t t0)]: (2.32)
Remark 2.14. Analogous result for the Boussinesq system using Theorem 2.6 may
be considered; we choose to pursue this direction of research in future works.
3. Proofs
3.1. Theorem 2.4. The proof of Theorem 2.4 follows that of the Feynman-Kac
formula (see [22, Theorem 5.6.1 pg. 124]); nevertheless, let us sketch it because
they will be helpful in our subsequent discussions, in particular in the Section 4.
Let us in fact obtain a more general result and show that for
@tu+ (u  r)u =  r   (t)u+ u; r  u = 0; t > t0; (3.1)
where (t) is any continuous positive function, the solution is represented by
u(x; t) , EW[P[r~a(x; t)((e 
R t
t0
(s)ds
u0)  ~a(x; t))]] (3.2)
so that Theorem 2.4 is just a special case in which (t)   > 0. It is well-known
that the damped NSE (2.1) is locally well-posed in Ck;(
), in fact globally if
N = 2 (e.g. [7, 32]); analogous result for the system (3.1) follows using the fact
that (t) is continuous and positive. Now by [14, Proposition 4.2] we know ~a
satises
dr~a(t) + [(ru  r)~a+ (u  r)r~a  r~a]dt+
p
2dW(t)  rr~a = 0 (3.3)
where we used that W is constant in x. We set
v , (e 
R t
t0
(s)ds
u0)  ~a; w , (r~a)  v; ~u , Pw = w+rq (3.4)
where we used Hodge's decomposition ([32, pg. 32]) so that by [14, Corollary 4.3],
dv+ [(u  r)v  v]dt+
p
2rv  dW =  (t)vdt (3.5)
due to (3.4). Thus, by Ito's product rule (e.g. [4, Theorem 4.4.13]), we deduce
dw = [ (u  r)w+ w rTu w  (t)w]dt 
p
2rw  dW (3.6)
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by (3.3)-(3.5). Integrating over [t0; t] and taking expectation EW lead to
EW[w(t)] =EW[w(t0)] +
Z t
t0
[ (u  r)EW[w] + EW[w]
 rTu  EW[w]  (s)EW[w]]ds:
(3.7)
Now because w = ~u rq, we see that
@tEW[~u] + (u  r)EW[~u]  EW[~u] + (t)EW[~u]
= rTu  EW[~u] r( @tq   (u  r)q + q   (t)q)
(3.8)
and nally, as u = EW[~u] by (3.2), we obtain (3.1) if we dene
 ,  @tq   (u  r)q + q   (t)q + 1
2
juj2: (3.9)
The proof of the converse just follows the argument of [19]. We dene
u , EW[P[(r~a)(e 
R t
t0
(s)ds
u0)  ~a)]]: (3.10)
Then by the proof thus far, specically (3.8), we know
@tu+ (u  r)u  u+ (t)u =  rTu  u r~ (3.11)
if
~ ,  @tq   (u  r)q + q + (t)q:
We know at least one solution is u itself; thus, it suces to prove the uniqueness
of the solution u to (3.11) so that u must be of the form (3.10) and therefore
(3.2). Hence, we let u1;u2 both solve this linear diusive equation with regularity
C([t0; tf ];C
k;(
)), and dene z , u1   u2 so that
@tz+ (u  r)z  z+ (t)z =  rTu  z: (3.12)
Thus taking L2(
)-inner products of (3.12) with z and applying Holder's inequality
give
1
2
@tkzk2L2 + krzk2L2 + (t)kzk2L2  krukL1kzk2L2
which leads to for any t 2 [t0; tf ]
kz(t)k2L2  e 2(
R t
t0
(s)ds sup2[t0;tf ]kru()kL1 (t t0))
 (kz(t0)k2L2   2
Z t
t0
e
2(
R s
t0
()d sup2[t0;tf ]kru()kL1 )(s t0)krzk2L2ds)
(3.13)
due to Gronwall's inequality type argument. This implies uniqueness of the solu-
tion.
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3.2. Theorem 2.6. Again, we point out that the viscous and thermally diusive
Boussinesq system (2.5a)-(2.5b) is locally well-posed in Ck;(
), in fact globally
if N = 2 (e.g. [32]). Let us denote by ~ , 0  ~a so that by [14, Corollary 4.3],
d~ + [(u  r)~   ~]dt+r~ 
p
2dW(t) = @t0j~a(x;t)dt = 0: (3.14)
Integrating over [t0; t] and taking expectation EW lead to
@tEW[~] + (u  r)EW[~]  EW[~] = 0 (3.15)
and hence because
(x; t) = EW[0  ~a(x; t)] = EW[~(x; t)]
by the stochastic Weber formula (2.8b), we deduce (2.5b) with  = . Next, we
let
v , (t)  ~a; w , (r~a)  v; ~u , Pw = w+rq: (3.16)
Again, by [14, Proposition 4.2] we know we may obtain (3.3). By [14, Corollary
4.3] we also know
dv+ [(u  r)v  v]dt+
p
2rv  dW = (r~x)j~a(x;t)~(x; t)eNdt: (3.17)
Thus, Ito's product rule leads to
dw = [ (u  r)w+ w rTu w+ ~(x; t)eN ]dt 
p
2dW  rw (3.18)
by (3.16), (3.17), (3.3). Integrating over [t0; t] and taking expectation EW lead to
@tEW[~u] + (u  r)EW[~u]  EW[~u]
=EW[~]eN  rTu  EW[~u] r( @tq   (u  r)q + q)
(3.19)
and therefore (2.5a) holds if we dene
 ,  @tq   (u  r)q + q + 1
2
juj2:
The converse may be proven very similarly to the case of Theorem 2.4. We
dene
u(x; t) = EW[P[r~a(x; t)((t)  ~a(x; t))]]; (x; t) = EW[0  ~a(x; t)]; (3.20)
where (t) is dened by (2.7). By (3.15), (3.19), we know
@tu+ (u  r)u  u =  rTu  u+ eN  r~; (3.21a)
@t + (u  r)    = 0 (3.21b)
if we dene
~ ,  @tq   (u  r)q + q:
If (u1; 1); (u2; 2) are two solutions with regularity of C([t0; tf ];C
k;(
)), then we
dene zu , u1   u2; z , 1   2, so that identical computations to (3.12)-(3.13)
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lead to
kzu(t)k2L2 + kz(t)k2L2
 e2(sup2[t0;tf ]kru()kL1+1)(t t0)[(kzu(t0)k2L2 + kz(t0)k2L2)
  
Z t
t0
e
 2(sup2[t0;tf ]kru()kL1+1)(s t0)(krzuk2L2 + krzk2L2)ds]
from which the uniqueness of the solution follows.
3.3. Theorem 2.9. It suce to consider the MMPF system (2.11a)-(2.11c) as
the MMPF system with b  0 reduces to the MPF system (2.10a)-(2.10b). Let
us dene
~w(x; t) , w0(a~y)  ~a~y(x; t); ~b(x; t) , (b0(a~x)  r)~x(a~x; t)j~a~x(x;t);
F1(x; t) , [u0(a~x) + b0(a~x) ~R(a~x; t)]  ~a~x(x; t); F2(x; t) , r~a~x(x; t)F1(x; t);
~u(x; t) , PF2(x; t) = F2(x; t) rq(x; t):
Firstly, by [14, Corollary 4.3],
d ~w+ [(u  r) ~w  ~w]dt+
p
2(dB  r) ~w = @tw0j~a~y(x;t)dt = 0j~a~y(x;t)dt = 0;
and thus integrating over [t0; t] and taking expectation EB lead to
@tEB[ ~w] + (u  r)EB[ ~w]  EB[ ~w] = 0; (3.22)
hence, we obtain (2.11b). Next, by [14, Proposition 4.2] we can compute the
equation of dr~a~x as in (3.3). Moreover, by Ito's formula we may deduce
dF1(x; t) =[b0(a~x) @t ~R(a~x; t)]j~a~x(x;t)dt
+ [ (u  r)F1 + F1]dt 
p
2(dW(t)  r)F1:
Now we can also compute that
r~a~x[b0(a~x) @t ~R(a~x; t)]j~a~x(x;t) = j(x; t) ~b(x; t) (3.23)
where we used (2.17), denition of ~b(x; t) and that A  B =  B  A. On the
other hand, by Ito's product rule
dF2 = [ (u  r)F2  rTuF2 + F2]dt 
p
2(dW(t)  r)F2 + j ~bdt:
This leads to
d~u =[ (u  r)~u  (rTu)~u+ ~u+ j ~b]dt 
p
2(dW  r)~u
+r[[ (u  r)q + q]dt 
p
2(dW  r)q]  drq:
Thus, integrating over [t0; t] and taking expectation EW give
@tEW[~u] + (u  r)EW[~u] +r = EW[~u] + j EW[~b] (3.24)
if we dene
 , @tq + (u  r)q   q + juj
2
2
;
and therefore we obtain (2.11a). On the other hand, we may deduce
d~b+ [(u  r)~b  ~b]dt+
p
2(dW  r)~b = ~b(x; t)  ru(x; t)
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due to [14, Corollary 4.3]. Therefore, integrating over [t0; t] and taking expectation
EW give
@tEW[~b] + (u  r)EW[~b] = EW[~b] + (EW[~b]  r)u (3.25)
which leads to (2.11c) as desired. The converse of the statement of Theorem 2.9
may be proven analogously to the proofs of Theorem 2.4 and Theorem 2.6; we
omit further details here.
3.4. Corollary 2.12. With the same notation of (3.4), by Theorem 2.4, we know
that EW[~u] = u. Now by Hodge's decomposition (see e.g. [32, pg. 32]) we obtain
~u = (r~a)(e (t t0)u0)  ~a+rq:
Using this we compute
r~xj~a(x;t)~u = (e (t t0)u0)  ~a+r~xj~a(x;t)rq: (3.26)
Therefore,
r~x(~u  ~x) = (r~x  ~a  ~x)(~u  ~x) = e (t t0)u0 +r(q  ~x) (3.27)
by (3.26) where we used that ~a  ~x is an identity. Therefore,I
~x(C)
~u  dl =
Z 1
0
(r~xjC)(~u  ~x  C)C 0dt =
I
C
e (t t0)u0  dl
by denition of parametrization, (3.27) and that the line integrals of a gradient is
zero for closed curves; this is (2.25).
The proof for the case of the the Boussinesq system is verbatim. From Theorem
2.6, we know that if we set
~u , P[(r~a)((t)  ~a)]
as in (3.16), then by Hodge's decomposition (see e.g. [32, pg. 32]), we obtain
~u = (r~a)(  ~a) +rq. Thus,
r~xj~a(x;t)~u = (t)  ~a+r~xj~a(x;t)rq: (3.28)
Hence,
r~x(~u  ~x) = (r~x  ~a  ~x)(~u  ~x) == (t) +r(q  ~x) (3.29)
by (3.28). This leads to (2.26) as in the case of the damped NSE.
3.5. Corollary 2.13. Let us denote
v , (!0(a)  ra)~x(a; t)e (t t0) and z = v  ~a
so that by [14, Corollary 4.3], we see that
dz+ [(u  r)z  z]dt+
p
2(dW  r)v = (z  r)u  z (3.30)
where we used (1.9). Integrating over time [t0; t] and taking expectation EW
show that ! solves the vorticity formulation of (2.1). By uniqueness of the strong
solution, the proof in case dimension is three is complete. The proof in case
dimension is two follows via a completely analogous fashion except that it is even
simpler. We may let v = !0(a)e
 (t t0) and z = v  ~a so that due to [14,
Corollary 4.3], we see again that (3.30) holds except that there is no (z r)u term.
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Thus integrating over [t0; t], taking expectation EW complete the proof in case
dimension is two as well.
4. Discussion
Lagrangian formulations of the non-diusive equations in uid dynamics has
continued to receive much attention from mathematicians in the recent decades
(e.g. [13, 15, 16] and references therein). However, their discussions all break down
in the diusive case and the stochastic Lagrangian formulations is the only way to
deduce appropriate extensions. In this manuscript we initiated the study of the
stochastic Lagrangian formulations for the damped NSE, Boussinesq system, and
many other models. A large amount of issues worth further investigation remain
open, e.g. eliminating the condition that the viscous and thermal diusivity had
to be identical in Theorem 2.6, and eliminating the condition that the vortex
viscosity had to be zero in Theorem 2.9.
Concerning the challenge to extend Theorem 2.6 for the Boussinesq system in
case  6= , we believe it may be a good intermediary problem before extending
Theorem 1.1 for the MHD system in case  6= . Let us elaborate on this diculty.
The author was suggested that with (2.14) at  =  and (2.15) at  = , perhaps
u(x; t) , EW[P[r~a~x(x; t)((t)  ~a~x(x; t))]];
(x; t) , EB[0(a~y)  ~a~y(x; t)];
(4.1)
with
(t) , u0 +
Z t
t0
(r~x)0eN (a~x; s)ds; (4.2)
solve the Boussinesq system (2.5a)-(2.5b). Let us describe the diculty this idea
will face. Following the proof of Theorem 2.6, we denote by ~ , 0  ~a~y so that by
[14, Corollary 4.3] we obtain
d~ + [(u  r)~   ~]dt+
p
2(dB  r)~ = @t0j~a~y(x;t)dt = 0
and thus integrating over [t0; t] and taking the expectation EB lead to
EB[~(t)]  EB[~(t0)] +
Z t
t0
(u  r)EB[~]  EB[~]ds = 0 (4.3)
and thus  dened by (4.1) indeed solves (2.5b). The problem occurs upon verifying
that EW[P[r~a~x(x; t)((t)~a~x(x; t))]] solves (2.5a). Following the proof of Theorem
2.6, let us denote by
v , (t)  ~a~x; w , (r~a~x)  v; ~u = Pw = w+rq:
By [14, Corollary 4.3] we see that
dv+ [(u  r)v  v]dt+
p
2(dW  r)v = (r~x)0(a; t)j~a~x(x;t)eNdt: (4.4)
This is where the crucial issue arises. In comparison with (3.17) of the proof of
Theorem 2.6, the right hand side here must be (r~x)j~a~x(x;t)~(x; t)eNdt; however,
~ = 0  ~a~y and it must be so in order to achieve the thermal diusivity of 
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instead of . Even if it were (r~x)j~a~x(x;t)~(x; t)eN , we will also have to take the
expectation EW even though (x; t) , EB[0(a~y)  ~a~y(x; t)].
Having seen the failure of this approach for the case of the Boussinesq sys-
tem with distinct diusivity coecients, it is not hard to see that analogously
considering (2.14)-(2.15) with  replaced by  and  replaced by ,
u(x; t) , EW[P[r~a~x(x; t)((u0(a~x) + b0(a~y) ~R(a~y; t))  ~a~x(x; t))]];
b(x; t) , EB[(b0(a~y)  r)~y(a~y; t)j~a~y(x;t)];
(4.5)
where ~R(a; t) satises
~R(a~y; t0) = 0; @t ~R(a~y; t) =  j(~x(a~x; t); t)(r~x(a~x; t)) 1 for t > t0;
unfortunately does not solve the MHD system (1.2a) - (1.2b).
5. Appendix
Before we present several proofs, let us denote by A . B if A  cB for some
constant c  0.
5.1. Proof of Corollary 1.2. The proof of Corollary 1.2 has much similarity
with that of Theorem 2.9; thus, we only sketch it. We denote
~b(x; t) , (b0(a)  ra)~x(a; t)j~a(x;t);
F1(x; t) , [u0(a) + b0(a) ~R(a; t)]  ~a(x; t);
F2(x; t) , r~a(x; t)F1(x; t);
~v(x; t) , PF2(x; t) = F2(x; t) rq(x; t):
By [14, Proposition 4.2] we deduce (3.3). Moreover, by Ito's formula we may
deduce
dF1(x; t) =[b0(a) @t ~R(a; t)]j~a(x;t)dt
+ [ (u  r)F1 + F1]dt 
p
2(dW(t)  r)F1:
Similarly to (3.23) we may compute again that
rx~a[b0(a) @t ~R(a; t)]j~a(x;t) = j(x; t) ~b(x; t)
where we used (1.12). On the other hand, by Ito's product rule
dF2 = [ (u  r)F2  rTuF2 + F2]dt 
p
2(dW(t)  r)F2 + j ~bdt:
This leads to
d~v =[ (u  r)~v  (rTu)~v+ ~v+ j ~b]dt 
p
2dW  r~v
+r[[ (u  r)q + q]dt 
p
2dW  rq] rdq
and therefore, integrating over [t0; t] and taking expectation EW and denoting by
 , @tq + (u  r)q   q lead to
@tEW[~v] + (u  r)EW[~v] + (rTu)EW[~v] +r = EW[~v] + j EW[~b] (5.1)
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as desired. On the other hand, as
d~b+ [(u  r)~b  ~b]dt+
p
2(dW  r)~b = ~b(x; t)  ru(x; t)
due to [14, Corollary 4.3], (1.9). Therefore, integrating over [t0; t] and taking
expectation EW give
@tEW[~b] + (u  r)EW[~b] = EW[~b] + (EW[~b]  r)u (5.2)
as desired. The converse of the statement of Corollary 1.2 may be proven identi-
cally to the proofs of Theorem 2.4 and Theorem 2.6 by showing the uniqueness of
the solution to (5.1)-(5.2); we omit it here.
5.2. Proof of Theorem 2.2. The proof is actually a straight-forward application
of the works in [7, 39]; let us explain. We rst need a priori estimates. If
we denote a horizontal gradient and a horizontal Laplacian in the 4d case as
r1;2 , (@x1 ; @x2 ; 0; 0) and 1;2 ,
P2
k=1 @
2
xk
, then we see that
 
4X
k=3
Z
R4
(ekjukj8uk) 1;2udx1 : : : dx4 =
4X
k=3
9
Z
R4
jukj8jr1;2ukj2dx1 : : : dx4  0;
and similarly
 
4X
k=3
Z
R4
(ekjukj8uk) udx1 : : : dx4 =
4X
k=3
9
Z
R4
jukj8jrukj2dx1 : : : dx4  0:
These terms being non-negative on the left hand side, we see that the estimates
performed on the 4-d NSE in [39] completely go through so that if u3 and u4 satisfyZ T
0
kfkrkLpk d . 1;
4
pk
+
2
rk
 1
pk
+
1
2
; 6 < pk  1;
then u 2 L1(0; T ;W 1;20; ) \ L2(0; T ;W 2;20; ) (see [39, Theorem 1.1]). This indeed
holds because we actually have pk = rk = 10 due to the identity of
sup
t2[t0;T ]
ku(t)k2L2 + 
Z T
t0
kruk2L2dt+
4X
k=3
k
Z T
t0
kukk10L10dt  ku0k2L2
which follows from an L2(R4)-inner products on (2.2) with u (see (5.4) as well).
We now apply Galerkin approximation on a bounded domain 
i  R4. We let
C10; denote the set of all C
1 functions with compact support which are divergence-
free, Lp the closure of C
1
0; endowed with L
p-norm, and W k;p0; the closure of C
1
0;
endowed with W k;p-norm. As W 1;20; is separable and C
1
0; is dense in W
1;2
0; , there
exists fwjgmj=1 which is free and total in W 1;20; . For each m, we dene an approx-
imate solution um by um ,
Pm
j=1 gjm(t)wi(x) and
(@tum;wj) + (rum;rwj)  (um  rwj ;um) +
4X
k=3
k(ekjuk;mj8uk;m;wj) = 0
(5.3)
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and u0;m ! u0 in L2 as m!1; here we denote by uk;m the k-th component of
um. Multiplying (5.3) by gjm and summing over j = 1; : : : ;m gives
sup
t2[t0;T ]
kum(t)k2L2 + 
Z T
t0
krumk2L2dt+
4X
k=3
k
Z T
t0
kuk;mk10L10dt  ku0k2L2 : (5.4)
Even though Cai and Jiu in [7] had
R T
0
kumk+1L+1dt . 1 while we only haveP4
k=3 k
R T
0
kuk;mkk+1Lk+1dt . 1, one may trace the proof of the Galerkin approxi-
mation in [7] to derive the global existence of a weak solution to (2.2).
For the proof of uniqueness, we comment that following the work of [7] will face
a diculty. This is due to the upper bound on  2 [ 72 ; 5] that Cai and Jiu in [7]
had to place on the range of . However, this issue may be overcome by following
the work of [43] as follows. Suppose u and u are both strong solutions so that
 , u  u solves
1
2
@tku  uk2L2 +
4X
k=3
k
Z
R4
ek(jukj8uk   jukj8uk)  (u  u)dx1 : : : dx4
=  kr(u  u)k2L2  
Z
R4
(u  u)  ru  (u  u)dx1 : : : dx4:
(5.5)
It is easy to handle the non-linear term in (5.5) as usual:Z
R4
(u  u)  ru  (u  u)dx1 : : : dx4  
4
kr(u  u)k2L2 + ckuk2H2ku  uk2L2
(5.6)
by Holder's inequality and the embedding of H1  L4. For the damping term in
(5.5), Cai and Jiu actually computedZ
R4
(jukj8uk   jukj8uk)(uk   uk)dx1 : : : dx4
  
Z
R4
jjukj8   jukj8jjukjjuk   ukjdx1 : : : dx4 +
Z
R4
jjukj4juk   ukjj2dx1 : : : dx4
(see [7, (3.28)]) from which we will have to compute an upper bound of
R
R4 juk  
ukjjukjjjukjk 1   jukjk 1jdx1 : : : dx4 which seems very dicult. In fact, Zhou in
[43] simply realizes thatZ
R4
(jukj8uk   jukj8uk)(uk   uk)dx1 : : : dx4

Z
R4
jukj10   jukj9jukj   jukj9jukj+ jukj10dx1 : : : dx4
=
Z
R4
(jukj9   jukj9)(jukj   jukj)dx1 : : : dx4  0:
Therefore, the proof of uniqueness is immediately complete with just the estimate
(5.6) on the non-linear term.
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5.3. Proof of Proposition 2.3. Let us consider a damped Euler equations (2.1)
at  > 0;  = 1;  = 0, on R3. We need the following minimum amount of
preliminaries. We denote by S(R3) the class of Schwartz functions and S 0(R3) its
dual. We dene
S0 , f 2 S(R3) :
Z
R3
(x)xdx1 : : : dx3 = 0; jj = 0; 1; 2; : : :g:
For j 2 Z, we dene
Aj , f 2 R3 : 2j 1 < jj < 2j+1g
and fjg  S(R3) such that supp^j  Aj , ^j() = ^0(2 j) or j(x) =
2j30(2
jx) and
1X
j= 1
^j() =
(
1 if  2 R3 n f0g;
0 if  = 0;
so that
1 =
X
j2Z
^j(); f =
X
j2Z
j  f
for any f 2 S 00(R3). Now we set _jf , jf and dene for any s 2 R; p; q 2 [1;1],
the homogeneous Besov space
_Bsp;q(R3) , ff 2 S 00(R3) : kfk _Bsp;q <1g
where kfk _Bsp;q ,
2jsk _jfkLp
lq
. For convenience we also denote
Sn+1 ,
n+1X
k= 1
_k:
We only recall
Proposition 5.1. ([38, Proposition A.2]) For p 2 [1;1] and j 2 Z,
k[u  r; _j ]vkLp . (krukL1k _jvkLp + krvkL1k _jukLp)
where [; ] is the commutator so that [u  r; _j ]v , u  r _jv  _j(u  rv).
By Proposition 5.1, specically [38, Proposition A.2], there exists a general
constant C0 > 0 independent of f such that
k[f  r; _j ]fkL2 . krfkL1k _jfkL2  C0kfk _B 522;1
k _jfkL2 (5.7)
due to Bernstein's inequality. Now for the xed  > 0 and such C0 > 0, we assume
(2.4) but also 0 < ku0k
_B
5
2
2;1
because the case ku0k
_B
5
2
2;1
= 0 is trivial. On (2.1) at
 > 0;  = 1;  = 0, we apply _j and multiply by _ju and integrate over R3 to
deduce
1
2
@tk _juk2L2 + k _juk2L2 =
Z
R3
[u  r; _j ]u  _judx1 : : : dx3; (5.8)
where we made use of the divergence-free property so thatZ
R3
(u  r) _ju  _judx1 : : : dx3 = 0;
Z
R3
_jr  _judx1 : : : dx3 = 0:
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We note that our proof is inspired by the work of [38]; in fact, our proof is sim-
pler than [38] due to our observation that the pressure term vanishes in (5.8)
by divergence-free property of u. Now we apply Holder's inequality and (5.7) to
deduce
@tk _jukL2 + k _jukL2  C0kuk _B 522;1
k _jukL2 : (5.9)
Multiplying by 2j(
5
2 ) and summing over j 2 Z lead to
@tkuk
_B
5
2
2;1
+ kuk
_B
5
2
2;1
 C0kuk2
_B
5
2
2;1
: (5.10)
A standard ODE argument leads from this to show that for all t 2 [t0; 1 ),
ku(t)k
_B
5
2
2;1

ku0k
_B
5
2
2;1
1  C0tku0k
_B
5
2
2;1
 2ku0k
_B
5
2
2;1
due to (2.4). Returning to (5.10) now, we see that for all t 2 [t0; 1 ), we have
@tkuk
_B
5
2
2;1
( + C0kuk
_B
5
2
2;1
)kuk
_B
5
2
2;1
 ( + 2C0ku0k
_B
5
2
2;1
)kuk
_B
5
2
2;1
 0 (5.11)
due to (2.4). From (5.11) we see that
ku(t)k
_B
5
2
2;1
 ku0k
_B
5
2
2;1
for all t 2 [t0; 1 ). Repeating from the new initial data deduces the global existence
of a unique smooth solution. Once we obtain such a priori estimates, it suces to
apply a standard procedure through a sequence of approximations to deduce local
existence of a unique smooth solution to conclude the proof of Proposition 2.3; we
omit further details here.
Acknowledgment. The author expresses deep gratitude to the referee for valu-
able suggestions and comments which improved this manuscript.
References
1. Ahmadi, G. and Shahinpoor, M.: Universal stability of magneto-micropolar uid motions,
Int. J. Engng. Sci. 12 (1974), 657{663.
2. Alfven, H.: On the existence of electromagnetic-hydrodynamic waves, Ark. Mat., Astron.
Fys. 29B (1942), 1{7.
3. Alfven, H.: Existence of electromagnetic-hydrodynamic waves, Nature 150 (1942), 405{406.
4. Applebaum, D.: Levy Processes and Stochastic Calculus, Second Edition, Cambridge Uni-
versity Press, New York, 2009.
5. Bekenstein, J. D. and Oron, A.: Conservation of circulation in magnetohydrodynamics, Phys.
Rev. E 62 (2000), 5594{5602.
6. Busnello, B., Flandoli, F. and Romito, M.: A probabilistic representation for the vorticity
of a three-dimensional viscous uid and for general systems of parabolic equations, Proc.
Edinb. Math. Soc. 48 (2005), 295{336.
7. Cai, X. and Jiu, Q.: Weak and strong solutions for the incompressible Navier-Stokes equa-
tions with damping, J. Math. Anal. Appl. 343 (2008), 799{809.
8. Cao, C. and Titi, E.: Regularity criteria for the three-dimensional Navier-Stokes equations,
Indiana Univ. Math. J. 57 (2008), 2643{2662.
9. Chae, D., Degond, P. and Liu, J.-G.: Wel-posedness for Hall-magnetohydrodynamics, Ann.
Inst. H. Poincare Anal. Non Lineaire 31 (2014), 555{565.
470 KAZUO YAMAZAKI*
10. Chemin, J.-Y., Desjardins, B., Gallagher I. and Grenier, E.: Mathematical Geophysics, An
Introduction to Rotating Fluids and the Navier-Stokes Equations, Clarendon Press, Oxford,
2006.
11. Chen, S., Foias, C., Holm, D. D., Olson, E., Titi, E. and Wynne, S.: Camassa-Holm equations
as a closure model for turbulent channel and pipe ow, Phys. Rev. Lett. 81 (1998), 5338{5341.
12. Constantin, P.: An Eulerian-Lagrangian approach to the Navier-Stokes equations, Comm.
Math. Phys. 216 (2001), 663{686.
13. Constantin, P.: An Eulerian-Lagrangian approach for incompressible uids: local theory, J.
Amer. Math. Soc. 14 (2001), 263{278.
14. Constantin P. and Iyer, G.: A stochastic Lagrangian representation of the three-dimensional
incompressible Navier-Stokes equations, Comm. Pure Appl. Math. LXI (2008), 330{345.
15. Constantin, P., Kukavica, I. and Vicol, V.: Contrast between Lagrangian and Eulerian
analytic regularity properties of Euler equations, Ann. Inst. H. Poincare Anal. Non Lineaire
33 (2016), 1569{1588.
16. Constantin, P., Vicol, V. and Wu, J.: Analyticity of Lagrangian trajectories for well posed
inviscid incompressible uid models, Adv. Math. 285 (2015), 352{393.
17. Drivas, T. D. and Eyink, G. L.: A Lagrangian uctuation-dissipation relation for scalar
turbulence. Part I. Flows with no bounding walls, J. Fluid Mech. 829 (2017), 153{189.
18. Eringen, A. C.: Theory of micropolar uids, J. Math. Mech. 16 (1966), 1{18.
19. Eyink, G. L.: Stochastic line motion and stochastic ux conservation for nonideal hydro-
magnetic models, J. Math. Phys. 50, 083102 (2009), 1{14.
20. Eyink, G. L.: Stochastic least-action principle for the incompressible Navier-Stokes equation,
Phys. D 239 (2010), 1236{1240.
21. Friedlin, M.: Functional Integration and Partial Dierential Equations, Annals of Mathe-
matics Studies 109, Princeton University Press, Princeton, 1985.
22. Friedman, A.: Stochastic Dierential Equations and Applications, two volumes bound as
one, Dover Publications, Inc., Mineola, New York, 2006.
23. Holm, D. D.: Variational principles for stochastic uid dynamics, Proceedings of the Royal
Society A 471 (2014), 1{19.
24. Iyer, G.: A stochastic Lagrangian formulation of the incompressible Navier-Stokes and re-
lated transport equations, Ph.D. thesis, University of Chicago, 2006.
25. Iyer, G.: A stochastic Lagrangian proof of global existence of the Navier-Stokes equations for
ows with small Reynolds number, Ann. Inst. H. Poincare Anal. Non Lineaire 26 (2009),
181{189.
26. Kim, J. U.: On the stochastic quasi-linear symmetric hyperbolic system, J. Dierential
Equations 250 (2011), 1650{1684.
27. Kuznetsov, E. A. and Ruban, V. P.: Hamiltonian dynamics of vortex and magnetic lines in
hydrodynamic type systems, Phys. Rev. E 61 (2000), 831{841.
28. Linshiz, J. S. and Titi, E. S.: Analytical study of certain magnetohydrodynamic  models,
J. Math. Phys. 48, 065504 (2007), 1{28.
29. Lukaszewicz, G.: Micropolar Fluids, Theory and Applications, Birkh mathrmauser, Boston,
1999.
30. Lundquist, S.: On the stability of magneto-hydrostatic elds, Phys. Rev. 83 (1951), 307{311.
31. Majda, A.: Introduction to PDEs and Waves for the Atmosphere and Ocean, American
Mathematical Society, Rhode Island, U.S.A., 2003.
32. Majda, A. J. and Bertozzi, A. L.: Vorticity and Incompressible Flow, Cambridge University
Press, Cambridge, 2001.
33. Newcomb, W. A.: Motion of magnetic lines of force, Ann. Physics 3 (1958), 347{385.
34. Ruban, V. P.: Motion of magnetic ux lines in magnetohydrodynamics, J. Exp. Theor. Phys.
89 (1999), 299{310.
35. Salmon, R.: Hamiltonian uid mechanics, Annu. Rev. Fluid Mech. 20 (1988), 225{256.
36. Stern, D. P.: The motion of magnetic eld lines, Space Sci. Rev. 6 (1966), 147{173.
37. Temam, R.: Innite-Dimensional Dynamical Systems in Mechanics and Physics, second
edition, Springer-Verlag, New York, Inc., 1997.
STOCHASTIC LAGRANGIAN FORMULATIONS 471
38. Wu, J.: The generalized incompressible Navier-Stokes equations in Besov spaces, Dyn. Par-
tial Dier. Equ. 1 (2004), 381{400.
39. Yamazaki, K.: Regularity criteria of the 4D Navier-Stokes equations involving two velocity
eld components, Commun. Math. Sci. 14 (2016), 2229{2252.
40. Yamazaki, K.: Two examples on the property of the noise in the system of equations of uid
mechanics, J. Comput. Appl. Math., to appear, https://doi.org/10.1016/j.cam.2018.09.025.
41. Zhang, X.: A stochastic representation for backward incompressible Navier-Stokes equations,
Probab. Theory Relat. Fields 148 (2010), 305{332.
42. Zhang, X.: Stochastic Lagrangian particle approach to fractal Navier-Stokes equations,
Comm. Math. Phys. 311 (2012), 133{155.
43. Zhou, Y.: Regularity and uniqueness for the 3D incompressible Navier-Stokes equations with
damping, Appl. Math. Lett. 25 (2012), 1822{1825.
Kazuo Yamazaki: Department of Mathematics, University of Rochester, Rochester,
New York 14627, USA
E-mail address: kyamazak@ur.rochester.edu
