In this paper we introduce a new approach for the study of the complex behavior of Minority Game using the tools of algorithmic complexity, physical entropy and information theory. We show that physical complexity and mutual information function strongly depend on memory size of the agents and yields more information about the complex features of the stream of binary outcomes of the game than volatility itself.
Introduction.
In many natural and social systems agents establish among them self a complex network of interactions. Often this structure reflects the competition for limited resources. In such systems it is the case that successful agents are those which act in ways that are distinct from their competitors.
There are many attempts to understand the general underlying dynamics of systems in which agents seek to be different. Some of them have focused on the analysis of a class of simple games which have come to be known as "minority games" [1] , [2] , [3] .
The Minority Game [1] was first introduced in the analysis of decision making by agents with bounded rationality, based on the "El Farol" bar problem [2] . It is a toy model of N interacting heterogeneous agents, which allows to address the question on how they react to public information -such as prices changes -and the feedback effects of these reactions. In some sense, The Efficient Market Hypothesis [4] capture this issue assuming that all relevant information is instantaneously "incorporated" into the prices, but as some authors argue [8] The agents randomly pick s strategies at the beginning of the game. After each turn, the agents assign one (virtual) point to each of his strategies which would have predicted the correct outcome. At each turn of the game, they use whichever is the most successful strategy among the s in his possession, i.e., he choose the one that has gained most virtual points.
As dynamical system with many elements under mutual influence, minority game is though to underlie much of the phenomena associated with complexity.
A group of measures have been defined in an attempt to understand the above mentioned feature. Particular emphasis have been devoted to the mean square deviation of the number of agents making a given choice σ , which measures in opinion of some authors [6] the efficiency of the system. Following [6] and [7] when the fluctuation are large (larger σ ) the number of agents in the majority side (the number of loser) increase. In this way, the variance measures the degree of cooperation or mutual benefits of agents.
In the financial context, the observable σ is called volatility.
A lot of work have been done looking for relation among σ , s and m . The main result which emerges from the numerical simulations [9] , [10] is that when the number of strategies per agent s is small, the volatility σ exhibits a pronounced minimum as a function of the brain size m . Around this minimum, the volatility σ is substantially smaller than the value obtained for the case where each agent make his decision by tossing a coin. In that case σ In this paper we introduce a new approach for the study of the complex behavior of Minority Game using the tools of algorithmic complexity, physical entropy and information theory [12] , [13] , [14] , [17] , [18] , [20] . Contrary to the intuition that the regularity of a string is in any way connected to its complexity, as in Kolmogorov-Chaitin theory ( [15] , [16] and references therein) we agree with [12] and [14] that a classification of a string in absence of an enviroment within which it is to be interpreted is quite meaningless.
In other words the complexity of a string We introduce first some concepts. A natural way of measure the complexity of the state of a system is the size of the smallest prescription required to specify it with some assumed accuracy.
Kolmogorov-Chaitin theory [15] , [16] provides a measure for the regularity of a symbolic string.
A string is said to be regular if the algorithm necessary to produce it on a
Turing machine is shorter than the string itself. For a string η the KolmogorovChaitin complexity is defined as the length of the shortest program π producing η when run on universal Turing machine T:
where π represent the length of π in bits, T( ) π the result of running π on Turing machine T and K( ) η the Kolmogorov-Chaitin complexity. For the details see [12] , [13] , [14] and references therein. As we have said the interpretation of a string should be done in the framework of an enviroment. Therefore, let imagine a Turing machine that takes an infinite string ε as input (represented here by the whole history of the game).
We can define the conditional complexity 12] as the length of the smallest program that computes η in a Turing machine having ε as input:
The physical complexity can be defined as the number of bits that are meaningful in η with respect to ε :
Notice that η also represent (see [14] ) the unconditional complexity of string η i.e., the value of complexity if the input would be ε = ∅ . Of course, the measure K( : ) η ε as defined in (3) has few practical application, mainly because it is impossible to know the way in which information about ε is coded in η .
However, if we are given multiple copies of a symbolic sequence, or more generally, if a statistical ensemble of string is available to us, then the determination of complexity becomes an exercise in information theory. It can be proved (see [12] or [14] for the details) that the average values C( ) η taken over an ensemble Σ of strings of length η could be approximated by:
where:
and the sum is taking over all the strings η in the ensemble Σ . In a population of N strings in enviroment ε , the quantity Therefore, as m increase the perception of the agents become less "coarsed" and and the mutual information function [17] , [18] , [19] , [20] . The correlation function is defined as the correlation between two symbols as a function of the distance between them [18] :
where: P d α β ( ) is the probability of having a symbol α followed d sites away by a symbol β and P α the density of the symbol α .
With the above definitions, mutual information function is defined as:
It can be proved [17] 
that distance, but the reverse may not be true. Therefore, mutual information function is a more sensitive measure of correlation than correlation function and hence we adopted here. 
Conclusions.
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