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ON THE TRANSLATES OF GENERAL DYADIC SYSTEMS ON R
THERESA C. ANDERSON, BINGYANG HU, LIWEI JIANG, CONNOR OLSON AND ZEYU
WEI
Abstract. Many techniques in harmonic analysis use the fact that a continu-
ous object can be written as a sum (or an intersection) of dyadic counterparts,
as long as those counterparts belong to a distinct dyadic system. Here we
generalize the notion of distinct dyadic system and explore when it occurs,
leading to some new and perhaps surprising classifications.
1. Introduction
It is well-known that the dyadic technique plays an important role in harmonic
analysis. The key idea for this technique is to allow one to understand some certain
object (for example, operator, function space, etc) via its dyadic version, which is
often much more fruitful and easier to handle.
One of the recent successful applications of such an idea is in the proof of A2
conjecture by using sparse domination (see, e.g., [2]), which states that for T an L2
bounded Caldero´n-Zygumund operator and w ∈ A2, it holds that
‖T ‖L2(w) ≤ C(n, T )[w]A2 .
A key fact used to prove the above result is called Mei’s lemma, which says there
are 2d dyadic grids Dα such that for any cube Q ⊂ Rd, there exists a cube Qα such
that Q ⊂ Qα and ℓQα ≤ 6ℓQ, where all these 2
d dyadic grids can be regarded as a
translate of the standard dyadic grid.
A natural question one can ask is: what are all the translates such that Mei’s
lemma holds?
In this paper, we give a complete answer to this question on the real line under
a much more general setting. We start with some definitions first.
Definition 1.1. Given n ∈ N, n ≥ 2, a collection G of left-closed and right-open
intervals on R is called a general dyadic grid with base n (or n-grid) if the following
conditions are satisfied:
(i). For any Q ∈ G, its sidelength ℓQ is of the form nk, k ∈ Z;
(ii). Q ∩R ∈ {Q,R, ∅} for any Q,R ∈ G;
(iii). The intervals of a fixed sidelength nk form a partition of R.
Moreover, we write Gs as the standard dyadic grid with base n. Namely,
Gs :=
{[
k
nm
,
k + 1
nm
) ∣∣∣∣k,m ∈ Z
}
.
Date: September 5, 2018.
This project was partially supported by NSF DMS 1502464, NSF DMS 1600458, an NSF RTG
in Analysis and Applications, NSF grant 1500182, and an NSF Graduate Research Fellowship (for
T. C. Anderson).
1
2 ON THE TRANSLATES OF GENERAL DYADIC SYSTEMS ON R
Note that when n = 2, we get the classical dyadic system on R. For the purpose
of simplicity, we write Σ to be the collection of pairs of integers (m, k) with either
m ≥ 0, k ∈ Z or m < 0, k 6= 0.
Definition 1.2. A real number δ is n-far if the distance from δ to each given
rational k/nm is at least some fixed multiple of 1/nm, where (m, k) ∈ Σ. That is,
if ∣∣∣∣δ − knm
∣∣∣∣ ≥ Cnm , ∀(m, k) ∈ Σ.
where C is a positive constant that may depend on δ but independent of m and k.
Finally, we denote Fn to be the collection of n-far numbers.
Remark 1.3. 1. The definition of the 2-far number in [3, Definition 1.2] is not
quite accurate: one needs to exclude the case when k = 0 when m is very
negative, otherwise it is clear that the set of far numbers is empty. This is
also the reason for us to consider the set Σ in our definition of far number,
rather than all pairs of integers;
2. An easy computation shows that when m ≥ 0, k ∈ Z, we can replace the
constant in Definition 1.2 by
d(δ) := inf
{
nm
∣∣∣∣δ − knm
∣∣∣∣
∣∣∣∣∣m ≥ 0, k ∈ Z
}
> 0,
which coincides with the original definition of 2-far numbers on the circle
in [4], and we will use this constant in computations. However, for the
purpose of dealing with the translates of Gs later (that is, certain amount
of shift on m-th generation of G, where m < 0), we consider C = Cδ as a
better choice, as it contains some information for negative m;
3. The following assertions are equivalent, by a straightforward calculation:
a. δ is n-far;
b. nkδ is n-far, where k ∈ N, k ≥ 1;
c. δ is nq-far, where q ∈ N, q ≥ 1;
4. It is also easy to see that if δ is n-far, then δ+1 is n-far, since d(δ+1) = d(δ).
Thus, we may restrict our interest to those δ ∈ [0, 1);
5. Finally, from above two remarks, we note that Fn has a self-similar struc-
ture, which implies the Hausdoff dimension of Fn is 1.
There are many applications of our results. For example, our results can be used
to expand many of the theorems in [3]. The weight classes Ap and reverse Ho¨lder
classes, as well as function classes such as bounded mean oscillation and maximal
functions are considered in [3]. We leave the details for the interested reader to
pursue.
The structure of the paper is as follows. Section 2 begins with several examples
of far numbers, leading to a complete classification of far numbers, and concludes
with some properties. Section 3 answers the question posed in the introduction by
showing precisely which translates satisfy Mei’s lemma.
2. Far numbers
We begin this section with a few illustrative examples of far numbers from the
first author’s Ph.D. thesis [1]. The proofs use elementary number theory techniques.
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Proposition 2.1. Let n be prime, and p be a prime such that n 6= p. We have
that 1/p is n-far.
Proof. We will show that ∣∣∣∣nm − kpnm
∣∣∣∣ ≥ Cp/nm
which means that
nm ≥ p(C + k) or nm ≤ p(k − C).
Now let C = 1/p. Then for all n, k, we need nm ≥ 1 + kp or nm ≤ pk − 1. Since
nm ∈ Z, the only time our requirement would not be satisfied is when nm = kp. So
for 1/p to be n-far, we need
nm 6≡ 0 (mod p)
for all n. However, we have gcd(p, n) = 1, so gcd(nm, p) = 1, which implies that
nm 6≡ 0 (mod p) for all n.

Remark 2.2. The choice of C above is actually the best possible, which can be shown
using Fermat’s Little Theorem (FLT). Indeed, we show that if C > 1/p, then the
definition of n-far fails for p and n (where gcd(p, n) = 1). So if C = 1/p+ ε for any
ε > 0, then we would need to show that
nm ≥ pk + 1 + pε or nm ≤ pk − 1− pε.
Thus we would need to prevent nm = pk+ 1 and nm = pk− 1 for all n and k. But
by FLT,
np−1 ≡ 1 mod p,
so
np−1 = pk + 1,
which is a contradiction. Thus C = 1/p is the best possible.
Remark 2.3. In a similar manner, we can also prove that 1/b is n-far where n does
not divide b. Details are left to the reader.
Proposition 2.4. We have that h
nj
+ 1
p
l
nj
is n-far for gcd(p, nl) = 1.
Proof. We must show that ∣∣∣∣ hnj + 1p lnj − knm
∣∣∣∣ ≥ C/nm
that is, ∣∣∣∣hnm−jp+ lnm−j − kpnm
∣∣∣∣ ≥ Cp/nm.
We must show that there are no integers in the range (n
m−j(l+hp)
p
−C, n
m−j(l+hp)
p
+
C). Letting C = 1/p, we can easily check that there are no integers in the range
(n
m−j(l+hp)−1
p
, n
m−j(l+hp)+1
p
) since gcd(p, nm−j(l+hp)) = 1 so (nm−j(l+hp))p−1 ≡
1 (mod p). 
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From now on, we fix some n ∈ N, n ≥ 2. In this section, we characterize all
the n-far numbers and study the set Fn. For any δ ∈ [0, 1], consider its base-n
representation, namely,
δ =
∞∑
i=1
ai
ni
,
where ai ∈ {0, 1, . . . , n − 1}, i ≥ 1 and the choice of {ai}i∈N is the finest, in the
sense that if δ =
∞∑
i=1
bi
ni
is another base-n representation, then there exists some
i0 ∈ N, such that ai = bi when i < i0 and ai > bi when i = i0. Hence, we can write
δ = (a1, . . . , ai, . . . )n.
Definition 2.5. Let δ = (a1, . . . , ai, . . . )n. If for some i2 ≥ i1 ≥ 1, we have
ai1 = ai1+1 = · · · = ai2 = 0 or n− 1,
then we say (ai1 , . . . , ai2) is a tie. Moreover, we denote
T (δ) := sup
{
i2 − i1 + 1
∣∣∣∣ (ai1 , . . . , ai2) is a tie
}
.
That is, T (δ) is the supremum of the lengths of all ties.
We are ready to present the main result in this section, which completely classifies
n-far numbers.
Theorem 2.6. δ is n-far if and only if T (δ) <∞. Moreover, if δ is n-far, then
(2.1)
1
nT (δ)+1
≤ C(δ) ≤
1
nT (δ)
.
Proof. Necessity. Expecting a contradiction, assume T (δ) = ∞, where δ is n-far,
that is, there exists some Cδ > 0, such that
(2.2)
∣∣∣∣δ − knm
∣∣∣∣ ≥ Cδnm , ∀(m, k) ∈ Σ.
Take and fix some N sufficiently large such that nNCδ > 1. Since T (δ) =∞, there
exists some k ≥ 1 and M ≥ N , such that
(2.3) ak+1 = · · · = ak+M = 0 or n− 1,
with ak 6= ak+1 and ak+M 6= ak+M+1. We consider two different cases.
Case I: ak+1 = · · · = ak+M = 0.
From (2.3), we have ak, ak+M+1 6= 0. Consider the base-n representation
(a1, . . . , ak, 0, . . . , 0, . . . )n,
which clearly can be written as l1
nk
for some l1 ∈ N, l1 < nk. Then we have
0 ≤ δ −
l1
nk
≤
1
nk+M
≤
1
nk+N
<
Cδ
nk
,
which is a contradiction.
Case II: ak+1 = · · · = ak+M = n− 1.
Again from our early assumption, ak, ak+M+1 6= n − 1, that is, ak, ak+M+1 ≤
n− 2. Consider the base-n representation
(a1, . . . , ak + 1, 0, . . . , 0, . . . )n,
ON THE TRANSLATES OF GENERAL DYADIC SYSTEMS ON R 5
which is equal to l2
nk
for some l2 ∈ N, l2 < nk. Then,
0 ≤
l2
nk
− δ ≤
1
nk+M
≤
1
nk+N
<
Cδ
nk
,
which, again, contradicts (2.2).
Sufficiency. Let T (δ) = M <∞. Without the loss of generality, we may assume
0 < δ < 1, since T (0) = ∞. We have to show that δ is n-far, namely, there exists
some C > 0, such that ∣∣∣∣δ − knm
∣∣∣∣ ≥ Cnm , ∀(m, k) ∈ Σ.
It suffices for us to consider the case when m ≥ 0 and k ∈ N, while for the case
m < 0 and k 6= 0, the result follows easily from the fact that
inf
k 6=0
lim
m→−∞
(
nm
∣∣∣∣δ − knm
∣∣∣∣
)
= 1.
Furthermore, we can assume that 0 ≤ k
nm
≤ 1, and hence we have the base-n
representation
k
nm
= (b1, . . . , bm, 0, . . . , 0, . . . )n.
Again, we consider two cases.
Case I: δ > k
nm
.
Since T (δ) = M , the length of the ties consisting of 0 after am will not surpass
M , which implies ∣∣∣∣δ − knm
∣∣∣∣ > 1nm+M+1 = 1nM+1 · 1nm .
Case II: δ < k
nm
.
Again, since T (δ) = M , the length of the ties consisting of n − 1 after am will
not surpass M , which implies∣∣∣∣δ − knm
∣∣∣∣ = knm − δ > 1nm+M+1 = 1nM+1 · 1nm .
The proof is complete if we put C = 1
nM+1
.
Finally, for the estimate (2.1), it is easy to see that the first inequality follows
from the sufficient part, while the second one follows from the proof of the necessary
part.

An interesting consequence of Theorem 2.6 is that there exists some irrational
far numbers. More precisely, we have the following corollary.
Corollary 2.7. The following assertions hold.
(a). All rationals except those of the form k
nm
, (m, k) ∈ Σ are n-far numbers;
(b). Not all irrationals are n-far numbers, meanwhile, the set of irrational n-far
numbers is not empty.
6 ON THE TRANSLATES OF GENERAL DYADIC SYSTEMS ON R
Proof. The assertion (a) is obvious, since the base-n representation behaves peri-
odically after a certain digit. For assertion (b), we give some examples. For an
irrational which is not n-far, consider the base-n representation
(1, 0, 1, 0, 0, 1, . . . , 1, 0, . . . , 0,︸ ︷︷ ︸
k copies of 0
1, . . . )n,
while for an irrational n-far number, consider
(1, 0, 1, 0, 0, . . . , 1, 0, 1, 0, . . . , 1, 0, 0,︸ ︷︷ ︸
k copies of 1, 0 and 1 copy of 1, 0, 0
. . . )n.
Clearly, these examples work due to Theorem 2.6. 
We conclude this section by exploring some properties of the set Fn, which is a
generalization of the dyadic case.
Proposition 2.8. The set Fn is dense and meager in R with Lebesgue measure
zero.
Proof. It suffices for us to consider the set Fn ∩ [0, 1) (we still denote it as Fn),
since δ is n-far if and only if δ + 1 is n-far.
• Fn is dense in [0, 1).
This is clear since the set Q\
{
k
nm
, (m, k) ∈ Σ
}
is dense in [0, 1).
• Fn has Lebesgue measure zero.
Let m∗ and m∗ be the outer measure and inner measure induced from the
Lebesgue measure on [0, 1), respectively. For each l ≥ 1, let
Al :=
{
δ ∈ [0, 1) :
∣∣∣∣δ − knm
∣∣∣∣ ≥ 1l · 1nm , ∀m ≥ 0, k ∈ Z
}
.
Hence Fn =
∞⋃
l=1
Al. The claim will follow if we can show m
∗(Fn) = 0. We prove it
by contradiction. Assuming m∗(Fn) > 0, then there exists some l > 0, such that
m∗(Al) > 0 and hence we can find a measurable set B ⊂ [0, 1) with Al ⊂ B and
|B| = m∗(Al).
Since χB is measurable, an application of Lebesgue differentiation theorem yields
that
lim
h→0
1
2h
∫ x+h
x−h
χB(y)dy =
{
1, x ∈ B;
0, x /∈ B,
a.e.
Since m∗(Al) = |B| > 0, we can take and fix some x0 ∈ Al, such that
(2.4) lim
h→0
1
2h
∫ x0+h
x0−h
|χB(y)− 1|dy = 0.
For each j ∈ N, j ≥ 10, let Ij be an interval of the form[
mj − 1
nj
,
mj + 1
nj
]
, for some mj ∈ {1, 2, . . . , n
j − 1},
which satisfies x0 ∈ Ij . Indeed, for each fixed j, there are at most two possibilities
of mj and we can pick any of them and then fix our choice (note that since x0 is
ON THE TRANSLATES OF GENERAL DYADIC SYSTEMS ON R 7
n-far, it can not take the form k
nm
, which implies we have at most two choices).
We claim that
lim
j→∞
1
|Ij |
∫
Ij
χB(y)dy = 1.
Indeed, for each j ≥ 10, we have
1
|Ij |
∫
Ij
|χB(y)− 1|dy ≤ 2 ·
1
4n−j
∫ x0+ 2
nj
x0−
2
nj
|χB(y)− 1|dy,
where by (2.4), the right hand side converges to zero as j → ∞. Hence, the claim
follows. Thus, we can pick a j0 large enough, such that
(2.5)
|B ∩ Ij0 |
2n−j0
> 1−
1
10l
.
Fix j0. Since |B| = m∗(Al)+m∗(B\Al) and |B| = m∗(Al), we have m∗(B\Al) = 0
and in particular,
m∗((B\Al) ∩ Ij0 ) = 0,
which, combining with the fact that |B ∩ Ij0 | = m
∗(Al ∩ Ij0) +m∗((B\Al) ∩ Ij0),
implies that
|B ∩ Ij0 | = m
∗(Al ∩ Ij0 ).
Hence, by (2.5), we have
(2.6)
m∗(Al ∩ Ij0 )
2n−j0
> 1−
1
10l
.
However, by the definition of Al,(
m0
nj0
−
1
lnj0
,
m0
nj0
+
1
lnj0
)
* Al,
which implies
m∗(Al ∩ Ij0)
2n−j0
≤
2
nj0
− 2
lnj0
2
nj0
= 1−
1
l
,
which contradicts (2.6).
• Fn is meager.
Since Fn =
∞⋃
l=1
Al, it suffices to show Al is a nowhere dense set for each l. Assume
it does not hold for some l ≥ 0. Then the closure of Al contains some open set I,
in particular, it contains an interval of the form
(
k−1
nm
, k+1
nm
)
for some m sufficiently
large and k ∈ {1, . . . nm − 1}. However, by the definition of Al, it does not contain
the interval
(
k
nm
− 1
lnm
, k
nm
+ 1
lnm
)
, which is a contradiction. 
3. Translates of the generalized dyadic grids and Mei’s lemma
In this section, we study the translates of the general dyadic grids and generalize
Mei’s lemma.
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3.1. Translates of Gs. Recall Gs is the standard dyadic grid with base n, which
is defined as
Gs =
{[
k
nm
,
k + 1
nm
) ∣∣∣∣k,m ∈ Z
}
.
Definition 3.1. For any δ ∈ R, the translated grid Gδs of Gs is defined as follows:
(1). For m ≥ 0, the m-th generation of Gδs is defined as
Gδs,m :=
{[
δ +
k
nm
, δ +
k + 1
nm
) ∣∣∣∣k ∈ Z
}
;
(2). For m < 0, m even, the m-th generation of Gδs is defined as
Gδs,m :=



δ + 0∑
j=m
2
+1
1
n2j
+
k
nm
, δ +
0∑
j=m
2
+1
1
n2j
+
k + 1
nm

∣∣∣∣k ∈ Z

 ;
(3). For m < 0, m odd, the m-th generation of Gδs is defined as
Gδs,m :=



δ + 0∑
j=m−1
2
+1
1
n2j
+
k
nm
, δ +
0∑
j=m−1
2
+1
1
n2j
+
k + 1
nm

∣∣∣∣k ∈ Z

 .
It is easy to see that Gδs is a general dyadic grid with base n. Also note that in
general, G0s and Gs are not the same grid.
Definition 3.2. Let G1 and G2 be two general dyadic grids with base n. We say
G1 and G2 are distinct if for each interval Q ⊂ R, there is an interval I ⊂ R, such
that
(i). Q ⊂ I;
(ii). There exists some absolute constant C > 0, such that |I| ≤ C|Q|;
(iii). I ∈ G1 or I ∈ G2.
Namely, the grids G1 and G2 satisfy a generalized version of Mei’s lemma.
Theorem 3.3. The grids Gs and Gδs are distinct if and only if δ is n-far.
Proof. Necessity. Assume δ is not n-far. Since Gs and Gδs are distinct, there exists
some N ≥ 100, such that for any interval Q ⊂ R, there exists an interval I ⊂ R,
such that
(i). Q ⊂ I;
(ii). |I| ≤ nN |Q|;
(iii). I ∈ Gs or I ∈ Gδs .
Since δ is not n-far, there exists m0 ≥ 0 and k0 ∈ Z, such that
(3.1)
∣∣∣∣δ − k0nm0
∣∣∣∣ < 1nN+1 · 1nm0 .
Choose an interval Q containing both δ and k0
nm0
with |Q| < 1
nN+1
· 1
nm0
. We claim
that there does not exists an interval I ∈ Gs or I ∈ Gδs , such that the above (i) and
(ii) hold, and hence the necessary part is proved.
Proof of the claim.
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Assume I ∈ Gδs . Then I ∈ G
δ
s,m, for some m < 0. This is because that δ is an
endpoint of the interval [
δ, δ +
1
nm
)
∈ Gδs,m, for m ≥ 0.
However,
|I| ≥
1
nm
≥ nN ·
1
nN+1
·
1
nm0
> nN |Q|,
which contradicts (ii).
On the other hand, if I ∈ Gs, then I ∈ Gs,m, where m ≤ m0 − 1. Otherwise, the
point k0
nm0
will again become an endpoint of some interval contained in Gs,m. Thus,
|I| ≥
1
nm0−1
> nN ·
1
nN+1
·
1
nm0
> nN |Q|,
which contradicts to (ii) again.
Sufficiency. Let δ be a n-far number, and without the loss of generality, we may
assume that δ > 0. Then for any interval Q ⊂ R, we need to show all the conditions
in Definition 3.2 are satisfied for the grids Gs and Gδs .
We make the following observation first: for each m < 0, write
A(m) :=
0∑
j=m
2
+1
1
n2j
=
n−m − 1
n2 − 1
, m even,
and
B(m) :=
0∑
j=m−1
2
+1
1
n2j
=
n1−m − 1
n2 − 1
, m odd.
Hence, we can find C1 = C1(n) and C2 = C2(n) with 0 < C1, C2 < 1, such that
C1n
−m ≤ A(m), B(m) ≤ C2n
−m.
Moreover, take and fix some N ≥ 0, such that for those m ≤ −N one has
(3.2) n−m > δ and
δ
n−m
≤ min
{
C1
100
,
1− C2
2
}
.
Now consider the sets of endpoints of the intervals in Gs and Gδs . Namely, for
any m ∈ Z, we consider the sets
As,m :=
{
k
nm
,
∣∣∣∣k ∈ Z
}
, m ∈ Z
and
Aδs,m :=


{
δ + k
nm
∣∣∣∣k ∈ Z
}
, m ≥ 0;
{
δ +
0∑
j=m
2
+1
1
n2j
+ k
nm
∣∣∣∣k ∈ Z
}
, m < 0, m even;
{
δ +
0∑
j=m−1
2
+1
1
n2j
+ k
nm
∣∣∣∣k ∈ Z
}
, m < 0, m odd.
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Claim: There exists a constant C = C(δ) > 0, such that for any m ∈ Z,
(3.3) |a− b| ≥
C(δ)
nm
, where a, b ∈ Aδs,m ∪ As,m, a 6= b.
Proof of the claim. We prove the claim by considering different cases.
Case I: a, b ∈ As,m or a, b ∈ Aδs,m. Clearly, we have
|a− b| ≥
1
nm
.
Case II: a ∈ Aδs,m and b ∈ As,m, m ≥ 0. Since δ is n-far, we have, for some
k ∈ Z,
|a− b| =
∣∣∣∣δ − knm
∣∣∣∣ ≥ d(δ)nm .
Case III: a ∈ Aδs,m and b ∈ As,m, m ≤ −N and m even. By the definition of
Aδs,m and As,m, we know
a− b = δ +A(m) +
k
nm
for some k ∈ Z, which, combining with (3.2), implies there exists some C′1 =
C′1(C1, C2), such that
(3.4) |a− b| ≥
C′1
nm
.
Case IV: a ∈ Aδs,m and b ∈ As,m, m ≤ −N and m odd. This case is similar
to Case III, with replacing A(m) by B(m), and hence we can still conclude the
inequality (3.2) holds for this case.
Case V: a ∈ Aδs,m and b ∈ As,m, −N < m < 0. Note that we have only finitely
many choices for m. Using the fact that δ is not an integer, we can find some
C′′1 > 0, such that
|a− b| ≥
C′′1
nm
.
Thus, the claim follows if we let C(δ) := min {1, d(δ), C′1, C
′′
1 }.
For any interval Q ⊂ R, there exists a m0 ∈ N, such that
C(δ)
nm0+1
≤ |Q| <
C(δ)
nm0
.
Then applying (3.3), we have for any a, b ∈ As,m0 ∪A
δ
s,m0
, we have
|a− b| ≥
C(δ)
nm0
> |Q|.
Therefore, there is at most one point that belongs to both Q and As,m0 ∪ A
δ
s,m0
,
that is, Q ∩ As,m0 = ∅ or Q ∩ A
δ
s,m = ∅. Thus, Q has to be contained in some
I ∈ Gs,m0 or I ∈ G
δ
s,m0
, with
|I| = n−m0 ≤
n
C(δ)
· |Q|.
The proof is complete. 
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Remark 3.4. 1. The [3, Proposition 2.2] is a part of a particular case of The-
orem 3.3 when n = 2.
2. In the proof of [3, Proposition 2.2], the authors simply chose C(δ) as d(δ),
that is, they only considered the Case II above; however, we also need to
consider the contribution of A(m) or B(m) whenm is negative, for example,
one can choose some δ > 0 such that d(δ) > C′1, which leads the estimate
|a− b| ≥
d(δ)
nm
failing for Case III and Case IV.
3.2. General translates and generalized Mei’s lemma. In this section, we
generalize Mei’s lemma to any pair of general dyadic grids with base n. The key
observation is that any translate is uniquely determined by a number δ and a
location function L.
We shall give the definition of L first. Consider an infinite sequence
a := {a0, a1, . . . , aj , . . . }
where ai ∈ {1, 2, . . . , n − 1}. The location function associated to a, which maps N
into N, is defined as
La(j) :=
j−1∑
i=0
ain
i, j ≥ 1
and La(0) = 0. Clearly, for any a, La(j) ∈
{
0, . . . , nj − 1
}
, ∀j ∈ N and moreover,
we shall see later that La(j) indeed reflects the location of the origin after trans-
lating j times. Note that in Definition 3.1, we are indeed considering the special
choice
a = {1, 0, 1, 0, . . . , 1, 0, . . .}
with the location function
La(j) =
⌊ j2⌋∑
i=0
n2i,
where ⌊·⌋ is the floor function. This observation suggests us to introduce the fol-
lowing definition.
Definition 3.5. Let δ ∈ R, a and La defined as above. Let G(δ,La) be the
collection of the following intervals:
1. For m ≥ 0, the m-th generation of G(δ,La) is defined as
G(δ,La)m :=
{[
δ +
k
nm
, δ +
k + 1
nm
) ∣∣∣∣k ∈ Z
}
;
2. For m < 0, the m-th generation of G(δ,La) is defined as
G(δ,La)m :=
{[
δ + La(−m) +
k
nm
, δ + La(−m) +
k + 1
nm
) ∣∣∣∣k ∈ Z
}
.
Or equivalently, one can also use the set of endpoints of each generation to define
G(δ,La). Namely,
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1. For m ≥ 0, the set of the endpoints of the m-th generation is defined as
A(δ,La)m :=
{
δ +
k
nm
∣∣∣∣k ∈ Z
}
;
2. For m < 0, the set of the endpoints of the m-th generation is defined as
A(δ,La)m :=
{
δ + La(−m) +
k
nm
∣∣∣∣k ∈ Z
}
.
For example, we can write the standard grid Gs as G(0,L{0,...,0,... }) and G
δ
s as
G(δ,L{1,0,...,1,0,...}).
Proposition 3.6. G(δ,La) is a general dyadic grid with base n.
Proof. It suffices for us to consider the case when δ = 0, as the grid G(δ,La) is
obtained by traslating the grid G(0,La) with δ units.
Whenm ≥ 0, it is clear that all the intervals with side length 1
nm
are uniquely de-
termined, as they are the dyadic children of the intervals [k, k+1), k ∈ Z, moreover,
these intervals are of the form[
k
nm
,
k + 1
nm
)
, m ≥ 0, k ∈ Z.
When m < 0, it is more convenient to understand the construction in Definition
3.5 inductively. Indeed, when m = −1, we see that
G(0,La)−1 =
{
[a0 + kn, a0 + (k + 1)n)
∣∣∣∣k ∈ Z
}
for some a0 ∈ {0, 1, . . . , n − 1}. Note that the n different choices of a0 has a one-
to-one correspondence to the n different ways to choose the dyadic parent of the
interval [0, 1) in (−1)-th generation, which, once is fixed, will determine the whole
(−1)-th generation. Moreover, we can view La(1) = a0 as the location of the origin
point after we translate once. Applying this process inductively, when m ≤ −2, we
can view
G(δ,La)m =
{[
La(−m− 1) + a(−m−1)n
−m−1 + kn−m,
La(−m− 1) + a(−m−1)n
m−1 + (k + 1)n−m
)∣∣∣∣k ∈ Z
}
.
Again, the n different choices of a(−m−1) corresponds to the n different ways to
choose the dyadic parent of the interval[
La(−m− 1),La(−m− 1) + n
−m−1
)
,
with the quantity La(−m) be the location of the original point after we translate
m times. From these constructions, it is easy to check that all the conditions in
Definition 1.1 are satisfied, and hence G(0,La) is a general dyadic grid with base
n; so is G(δ,La). 
A natural question can be asked then is that for what δ1, δ2, a and b, the n-
grids G(δ1,La) and G(δ2,Lb) are distinct? Motived by Theorem 3.3, we have the
following result.
Theorem 3.7. Let δ1, δ2 ∈ R and La,Lb defined as in Definition 3.5. Then
G(δ1,La) and G(δ2,Lb) are distinct if and only if
ON THE TRANSLATES OF GENERAL DYADIC SYSTEMS ON R 13
(i). δ1 − δ2 is n-far;
(ii).
(3.5) 0 < lim inf
j→+∞
∣∣∣∣La(j)− Lb(j)nj
∣∣∣∣ ≤ lim sup
j→+∞
∣∣∣∣La(j)− Lb(j)nj
∣∣∣∣ < 1.
Proof. The proof of the sufficient part and the first half of necessary part is an easy
modification of the sufficiency and the necessity of Theorem 3.3, respectively, and
hence we omit the proof here. Thus, it suffices for us to show that if G(δ1,La) and
G(δ2,Lb) are distinct, then the second condtion holds.
Since G(δ1,La) and G(δ2,Lb) are distinct, there exists some C > 0, such that
for any interval Q ⊂ R, there exists an interval I ⊂ R, such that
(a). Q ⊂ I;
(b). |I| ≤ C|Q|;
(c). I ∈ G(δ1,La) or I ∈ G(δ2,Lb).
We prove the desired result by contradiction. Assume (3.5) fails and consider two
different cases.
Case I: lim inf
j→+∞
∣∣∣La(j)−Lb(j)nj ∣∣∣ = 0. Take and fix some j0 > 0, such that∣∣∣∣δ1 − δ2nj0
∣∣∣∣ < 14C and
∣∣∣∣La(j0)− Lb(j0)nj0
∣∣∣∣ < 14C .
Consider the points
p1 := δ1 + La(j0), p2 := δ2 + Lb(j0) ∈ R.
Clearly, for any m ≥ −j0,
p1 ∈ A(δ1,La)m and p2 ∈ A(δ2,Lb)m.
Moreover, |p1 − p2| <
1
2C · n
j0 . Then we can choose an open interval Q containing
p1 and p2, with length
nj0
2C .
Since G(δ1,La) and G(δ2,Lb) are distinct, we can find some I ∈ G(δ1,La) or
G(δ2,Lb), such that the conditions (a), (b) and (c) above are satisfied. Moreover,
we have |I| ≥ nj0+1. Otherwise, I ∈ G(δ1,La)m (or I ∈ G(δ2,Lb)m, respectively)
for some m ≥ −j0, which is impossible since p1 ∈ A(δ1,La)m (or p2 ∈ A(δ2,Lb)m,
respectively). However,
|I| ≥ nj0+1 >
nj0
2
= C ·
nj0
2C
= C|Q|,
which is a contradiction.
Case II: lim sup
j→+∞
∣∣∣La(j)−Lb(j)nj ∣∣∣ = 1. We may assume that there exists some j1 > 0,
such that ∣∣∣∣La(j1)− Lb(j1)− nj1nj1
∣∣∣∣ < 14C .
Then we consider the points
q1 := δ1 + La(j1), q2 := δ2 + Lb(j1) + n
j1 ∈ R.
The rest of the proof is the same as Case I, and hence we omit it here. 
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As a consequence of Theorem 3.7, we are able to answer the following general
question: given any two n-grids G1 and G2, is there an efficient way to verify G1
and G2 are distinct or not?
We need some preparation.
Proposition 3.8. Let G be any n-grid, then there exists some δ ∈ R and a =
(a0, a1, . . . , aj, . . . ), ai ∈ {0, 1, . . . , n− 1}, such that G = G(δ,La).
Proof. Consider A0, which is the collection of endpoints of the intervals in G0. It is
clear that there exists only one point belonging to [0, 1)∩A0, and we fix and label
this point δ.
Next, from the proof of Proposition 3.6, we see that a is uniquely determined
once we fix the choice of δ, as it has an one-to-one correspondence with all the
ancestors of [δ, δ + 1), which is uniquely determined by G.
Hence, G = G(δ,La). 
Definition 3.9. Let δ ∈ R and a be defined as in Proposition 3.8. We say G(δ,La)
is a representation of G, if G = G(δ,La).
Note that the representation of a n-grid may not be unique. For example, one
can easily verify that G(0,L(1,0,...,0,... )) = G(2,L(n−1,n−1,...,n−1,... )).
We are ready to formulate the main result in this section.
Algorithm 3.10. Let G1 and G2 be any n-grids. The following algorithm can be
used to check whether G1 and G2 are distinct or not.
Step I: Take any representations of G1 and G2;
Step II: Check whether these two representations satisfy the conditions in Theorem
3.7.
If these conditions are satisfied, then G1 and G2 are distinct. Otherwise, they are
not.
Note that Algorithm 3.10 is well-defined, in the sense that the outcome is inde-
pendent of the choice of the representations of G1 and G2. This is guaranteed by
Theorem 3.7.
Finally, we study a result describing the uniformness of the representation of
the grids. We start with the following observation. Let G1 and G2 be two n-grids,
which are not distinct, and let further, G(δ1,La) be a representation of G1. Now
for any representation of G2 = G(δ2,Lb) with δ1 − δ2 is n-far, by Theorem 3.7, we
have either
lim inf
j→+∞
∣∣∣∣La(j)− Lb(j)nj
∣∣∣∣ = 0,
or
lim sup
j→+∞
∣∣∣∣La(j)− Lb(j)nj
∣∣∣∣ = 1,
which is independent of the choice of a particular representation G2. Hence, we may
ask whether there is still some uniformness for the representations of two distinct
grids. We have the following result.
Theorem 3.11. Let G1 and G2 be two distinct n-grids with representations G(δ1,La)
and G(δ2,Lb), respectively. Let
C1 := lim inf
j→+∞
∣∣∣∣La(j)− Lb(j)nj
∣∣∣∣ > 0,
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and
C2 := lim sup
j→+∞
∣∣∣∣La(j)− Lb(j)nj
∣∣∣∣ < 1.
Let further, G(δ′1,La′) and G(δ
′
2,Lb′) be some other representations of G1 and G2,
respectively. Then, either
lim inf
j→+∞
∣∣∣∣La′(j)− Lb′(j)nj
∣∣∣∣ = C1 and lim sup
j→+∞
∣∣∣∣La′(j)− Lb′(j)nj
∣∣∣∣ = C2
or
lim inf
j→+∞
∣∣∣∣La′(j)− Lb′(j)nj
∣∣∣∣ = 1− C2 and lim sup
j→+∞
∣∣∣∣La′(j)− Lb′(j)nj
∣∣∣∣ = 1− C1.
Proof. Since A(δ1,La)0 = A(δ′1,La′)0, we have δ
′
1 = δ1 + N1 for some N1 ∈ Z.
Similarly, δ′2 = δ2 +N2 for some N2 ∈ Z.
First, we consider the special case when N1, N2 ≥ 0. Since A(δ1,La)m =
A(δ′1,La′)m, we have for each j ∈ N, j > 0,
δ1 + La(j) = δ
′
1 + La′(j) + d(j)n
j ,
where d(j) is some integer depending on j. Since δ′1 = δ1 +N1, it follows that
(3.6) La(j) = La′(j) +N1 + d(j)n
j , j ∈ N, j > 0.
Claim: d(j) = 0 or −1 for j large enough.
Proof of the claim: Recall that the functions La and La′ are non-decreasing and
for each j ≥ 0, the quantities La(j) and La′(j) take the values in {0, 1, . . . , nj − 1}.
Moreover, for each j ≥ 0,
−nj < La(j)− La′(j) < n
j .
These facts suggest that for l large enough, d(j) can only be −1, 0 or 1. We consider
the following cases.
Case I: lim
j→∞
La(j) <∞ and lim
j→∞
La′(j) <∞. By (3.6), it is clear that d(j) = 0
for j large enough.
Case II: lim
j→∞
La(j) <∞ and lim
j→∞
La′(j) =∞. Write (3.6) as
La(j)− La′(j) = N1 + d(j)n
j ,
which implies that d(j) can only equal to −1 when j is large.
Case III: lim
j→∞
La(j) = ∞ and lim
j→∞
La′(j) < ∞. Again, the equation La(j) −
La′(j) = N1+ d(j)nj suggests d(j) can only take the value 1 when j is large. Then
for j large enough,
La(j)− La′(j) < n
j ≤ N1 + n
j = N1 + d(j)n
j ,
which contradicts (3.6) and Case III cannot happen.
Case IV: lim
j→∞
La(j) = lim
j→∞
La′(j) =∞. We claim 0 is the only possible choice
for d(j) for j large enough. If d(j) = 1 for j large enough, then the same argument
in Case III will lead to the desired contradiction; if d(j) = −1 for j large enough,
then (3.6) implies
La(j) + n
j = La′(j) +N1,
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which is also impossible since nj > La′(j) and La(j) > N1 for j large enough.
Applying the same argument to the grid G2, we have
(3.7) Lb(j) = Lb′(j) +N2 + e(j)n
j , j ∈ N, j > 0,
where e(j) is some integer depending on j and e(j) = 0 or −1 for j large enough.
Thus, by (3.6) and (3.7), we have
(3.8)
La′(j)− Lb′(j)
nj
=
La(j)− Lb(j)
nj
+
N2 −N1
nj
+ (e(j)− d(j))
and hence for large j, we have three cases.
Case A: e(j)− d(j) = 0. For this case, we have
La′(j)− Lb′(j)
nj
=
La(j)− Lb(j)
nj
+
N2 −N1
nj
, for j large enough.
This implies
lim inf
j→+∞
∣∣∣∣La′(j)− Lb′(j)nj
∣∣∣∣ = C1 and lim sup
j→+∞
∣∣∣∣La′(j)− Lb′(j)nj
∣∣∣∣ = C2.
Case B: e(j)− d(j) = 1. By (3.8), we have
La′(j)− Lb′(j)
nj
=
La(j)− Lb(j)
nj
+
N2 −N1
nj
+ 1, for j large enough.
We claim that for this case,
La(j)− Lb(j)
nj
< 0, for j large enough.
Otherwise, we can find some j′ > 0, such that
La(j′)− Lb(j′)
nj′
≥ C1 > 0 and
∣∣∣∣N2 −N1nj′
∣∣∣∣ < C11000 .
Then we have
La′(j′)− Lb′(j
′)
nj′
< 1 <
La(j)− Lb(j)
nj
+
N2 −N1
nj
+ 1,
which is a contradiction. Thus, for the second case, we have
lim inf
j→+∞
∣∣∣∣La′(j)− Lb′(j)nj
∣∣∣∣ = 1− C2 and lim sup
j→+∞
∣∣∣∣La′(j)− Lb′(j)nj
∣∣∣∣ = 1− C1.
Case C: e(j)− d(j) = −1. Again, by (3.8), we have
La′(j)− Lb′(j)
nj
=
La(j)− Lb(j)
nj
+
N2 −N1
nj
− 1, for j large enough.
Similarly, we have
La(j)− Lb(j)
nj
> 0, for j large enough,
and hence∣∣∣∣La′(j)− Lb′(j)nj
∣∣∣∣ = 1− La(j)− Lb(j)nj − N2 −N1nj , for j large enough.
Thus, for the third case, we still have
lim inf
j→+∞
∣∣∣∣La′(j)− Lb′(j)nj
∣∣∣∣ = 1− C2 and lim sup
j→+∞
∣∣∣∣La′(j)− Lb′(j)nj
∣∣∣∣ = 1− C1.
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Finally, we turn back to the general case when N1, N2 ∈ Z. However, this follows
in the same manner, as when comparing two representations, we can always rename
them so that we have δ′1 = δ +N1, with N1 ≥ 0 (and similarly for δ2). Then with
the possibly renamed constants C′1 and C
′
2, we can run through the same argument
and get the same conclusion

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