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§1 Introduction
For n ≥ 1, let Mn be a compact n-dimensional manifold without boundary
and F0 : M
n → Rn+1 be a smooth immersion of Mn in Rn+1 as a hypersurface.
Recall that M0 = F0(M
n) is said to be moved by its mean curvature, if there is
a family F (·, t) of smooth immersions of Mn into Rn+1 with the corresponding
hypersurfaces Mt = F (·, t)(Mn) satisfying
∂F
∂t
(p, t) = −H(p, t)ν(p, t), (p, t) ∈Mn ×R+, (1.1)
F (p, 0) = F0(p), p ∈Mn (1.2)
where H(p, t) and ν(p, t) are the mean curvature and the outward unitary vector
of the hypersurfaceMt at F (p, t), respectively. It was proved by Huisken [H1] that
there exists a 0 < T = T (Mn) ≤ ∞ such that (1.1)-(1.2) always admits a unique
smooth solution for 0 < t < T and limt↑T maxMt |H | =∞. When M0 is a convex
hypersurface, Huisken [H1] proved that Mt contracts smoothly to a point as t ↑ T .
Without the convexity assumption on M0, Huisken proved in [H2] (Theorem 3.5)
that if the singularity is of the Type I, i.e.
max
Mt
|A|2 ≤ C
2(T − t) , (1.3)
then suitable scalings of Mt near the singularity converges smoothly to an im-
mersed nonempty limiting hypersurface M˜ , which satisfies the equation
H(x) =< x, ν(x) >, (1.4)
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where x is the position vector, H is the mean curvature and ν(x) is the outward
unit normal vector field. It was also proved by [H2] (Theorem 4.1) that compact
manifolds with nonnegative mean curvature satisfying (1.4) are spheres of radius
√
n. For singularity of Type II, i.e.
lim
t↑T
(T − t)max
Mt
|A|2 =∞. (1.5)
Huisken and Sinestrari proved in [HS1] (Theorem 3.1) and [HS2] (theorem 1.1)
that if M0 is mean convex (i.e. H ≥ 0) then σk-curvature (2 ≤ k ≤ n) of Mt
satisfies, for any 0 < t < T ,
σk(Mt(p)) ≥ −ǫHk(p, t)− Cǫ,n,k (1.6)
(see below for the definition of σk). Based on this key estimate, they proved in
[HS2] (Theorem 4.1) that the so-called essential scaling of Mt near time T con-
verges to a smooth mean curvature flow {M˜t}t∈R, with M˜t convex hypersurfaces.
Moreover, either M˜t is strictly convex translating soliton or (up to rigid motion)
M˜t = R
n−k×Σkt where Σkt is a lower dimensional strictly convex soliton in Rk+1.
For n = 2, it was shown by [HS1] (Corollary 4.7) that {Σ1t}t∈R is the “grim reaper”
curve given by x = − ln cos y + t.
In contrast with the convex case, it is well known that the mean curvature
flow (1.1)-(1.2) can develop singularities before it may shrink to a point. It is a
major problem for people to study the nature of its singularity and the asymptotic
behavior near the singularity. In this note, we make some effort to try to under-
stand the structure of the singularity set at the first singular time for the initial
hypersurface M0 belonging to the class consisting of σk convex hypersurfaces for
some 1 ≤ k ≤ n. More precisely, we want to understand the limiting set MT ,
which is the support of the Radon measure µT obtained as the limit of Radon
measures µt, where µt is the area measure of Mt described as below, as t ↑ T . To
better describe our result, we first recall that, in addition to the above classical
motion by mean curvatures, Brakke [B] has introduced the motion by its mean
curvature for a family of Radon measures {νt}t∈R in Rn+1 (e.g. n-dimensional
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rectifiable varifolds), which satisfies (1.1) in the weak form
∫
φdνt ≤
∫
φdνs +
∫ t
s
∫
(−φ|H|2 +H · S⊥ ·Dφ) dνt dt, (1.7)
for all nonnegative φ ∈ C10 (Rn+1) and 0 ≤ s ≤ t. The reader can refer to Ilmanen
[I1] for the interpretation of (1.7) and related results.
Note that if {Mt}0≤t<T solve (1.1)-(1.2) and we denote µt as the area measure
of Mt for 0 ≤ t < T , then µt are integral varifolds of multiplicity 1 and satisfy
µt(φ)− µs(φ) =
∫ t
s
∫
(−H2φ+Dφ · H) dµt dt, (1.8)
for any nonnegative φ ∈ C10 (Rn+1) and 0 ≤ s ≤ t < T , where φt(φ) =
∫
φdµt and
H = −Hν. In particular, {µt}0≤t<T is a motion by mean curvature by Brakke in
the sense of (1.7). Moreover, (1.8) implies that there exists a nonnegative measure
µT in R
n+1 such that µt → µT as convergence of Radon measures in Rn+1 as
t ↑ T . Now we extend {µt}0≤t≤T to t > T such that {µt}0≤t≤∞ are a family
of Radon measures moved by its mean curvatures in the sense of (1.7), whose
existence is established by Brakke [B]. Our result is concerned with the properties
of MT = spt(µT ).
One of the most important facts to the family {µt}0≤t≤∞ is the following
monotonicity formula, which was first discovered by Huisken [H2] for (1.1) and
later obtained by Ilmanen [I2] for Brakke flows (1.7) and has played a key role in
the analysis of the singularity for (1.1) and (1.7). The formula says the follows. Let
ρ(y,s) denote the n-dimensional backward heat kernel centered at (y, s) ∈ Rn+1×R
defined by
ρ(y,s)(x, t) = (4π(s− t))−n2 exp(−|x− y|
2
4(s− t) ), x ∈ R
n+1, t < s.
Let µ = {(µt, t) : 0 ≤ t ≤ ∞} and define, for 0 < r < s,
Θ(µ, (y, s), r) =
∫
ρ(y,s)(x, s− r) dµs−r(x).
Then one has
∫ s−r1
s−r2
∫
ρ(y,s)(x, t)|H(x, t) + 1
2(s− t)S
⊥(x, t) · (x− y)|2 dµt(x) dt
≤ Θ(µ, (y, s), r2)−Θ(µ, (y, s), r1). (1.9)
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for any (y, s) ∈ Rn+1 × R+ and 0 < r1 < r2 < s, where S(x, t) = Txµt. A direct
consequence of (1.9) is that the density function
Θ(µ, (y, s)) ≡ lim
r↓0
Θ(µ, (y, s), r)
exists for any (y, s) ∈ Rn+1 × R+ and is upper semicontinuous. Using the upper
semicontinuity, it is not difficult to prove that MT is actually the Hausdorff limit
of Mt as t ↑ T (see, Lemma 2.1 below). Our first result is
Theorem A. The n-dimensional Hausdorff measure ofMT is finite, i.e. H
n(MT ) <
∞.
By exploring the upper semicontinuity of Θ(µ, ·) and extending the idea of
the Federer’s dimension reduction argument to the parabolic setting, White [W1]
(Theorem 9) has recently obtained the stratification theorem for the support
M = {(spt(νt), t) : t ≥ 0} of Brakke flows for k-dimensional integral varifolds
{νt}t≥0 in Rn+1 (1 ≤ k ≤ n), which roughly says that the points of M, for which
each tangent flow having its spine dimension (see [W1] for its definition) at most
l, is of parabolic Hausdorff dimension at most l for all 0 ≤ l ≤ k + 2. Inspired
by this stratification theorem by White [W1], we shall consider the stratification
of the extension set MT of the {µt}t≥0 described as above. First, note that the
monotonicity of Θ(µ, (y, s), ·) actually implies that Θ(µ, (y, s)) is upper semicon-
tinuous with both of its arguments (see, e.g. [W2] theorem 2). Moreover, the
uniform upper bound of Θ(µ, (y, s), ·) in terms of M0 and (y, s) ∈ spt(µ) implies
that for x ∈MT if we consider the parabolic blow-up, P(x,T ),λ(µ), defined as
P(x,T ),λ(µ)(φ) = λ
−n
∫
φ((x, T ) + (λx, λ2t)) dµt dt,∀φ ∈ C10 (Rn+1 ×R).
Then for any λ → 0 we can extract a subsequence λi → 0 and a limiting Brakke
flow µ˜ ≡ {µ˜t}t∈R, which is called a tangent flow at (x, T ), such that P(x,T ),λi(µ)→
µ˜ as convergence of Radon measures in Rn+1×R. Moreover, as shown by [I1] and
[W1] that µ˜ is backwardly self-similar, i.e., P(0,0),λ(µ˜|t≤0) = µ˜|t≤0, and
Θ(µ˜, (0, 0)) = Θ(µ, (x, T )) ≥ Θ(µ˜, z),∀z = (y, s) ∈ Rn+1 ×R.
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It was also proved by [W1] that the set V (µ˜) ≡ {x ∈ Rn+1 : Θ(µ˜, (x, 0)) =
Θ(µ˜, (0, 0))} is a vector subspace of Rn+1. Denote dim(µ˜) = dim(V (µ˜)). Then,
White’s stratification theorem yields
Proposition B ([W1]). Assume that the Brakke flow {µt}t∈R+ is given as above
(i.e. {µt}0≤t<T coincides with the smooth mean curvature flow {Mt}0≤t<T of
(1.1)-(1.2)). Then
MT = Σ0 ∪ (Σ1 \ Σ0) ∪ · · · (Σn \ Σn−1), (1.10)
where
Σi ≡ {x ∈MT : dim(µ˜) ≤ i, for any tangent flow µ˜ at (x, T )}
for 0 ≤ i ≤ n. Moreover, dimH(Σi) ≤ i, for 0 ≤ i ≤ n.
Note that the original proof of White [W1], which is in the nature of parabolic
type, can be modified to prove this proposition, we would like to give a slightly
different proof of it, which is in the Euclidean nature, in §3.
Now we turn our attention to the σk convex case of mean curvature flows.
First, we recall the definition of σk curvatures for hypersurfaces in R
n+1 (see also
[HS2]).
Definition 1.1. For a closed hypersurfaceM ⊂ Rn+1, let −∞ < λ1(x) ≤ λ2(x) ≤
· · · ≤ λn(x) <∞ be the principal curvatures of M at x ∈ M . For 1 ≤ k ≤ n, the
σk curvatures of M at x is defined by
σMk (x) =
∑
1≤i1<···<ik≤n
λi1(x) · · · λik(x).
Note that the σM1 curvature is nothing but the mean curvature of M , σ
M
2 is the
scalar curvature of M , and σMn is the Guassian curvature of M .
Definition 1.2. For 1 ≤ k ≤ n. A closed hypersurface M ⊂ Rn+1 is called
σk convex (respectively, strictly σk convex) if minx∈Mσ
M
k (x) ≥ 0 (respectively,
minx∈Mσ
M
k (x) > 0). In particular, the mean convexity of M is equivalent to the
σ1 convexity of M .
For mean curvature flows of mean curvature sets {Ft(K)}t≥0 (e.g. K0 =
F0(∂K) is a mean convex smooth hypersurface), a striking and difficult theorem
by White [W3] (theorem 1) claimed that the singular set of K = {(x, t) : x ∈
Ft(∂K), t ≥ 0}, sing(K), has parabolic Hausdorff dimension at most n−1. Here the
singular set is defined to the completment of these regular points near where K is a
smooth manifold and has its tangent plane non-horizontal. As a direct consequence
of this regularity theorem of White, one knows that the top dimensional subset
Σn \Σn−1 ⊂MT defined as in the proposition B is regular set of MT , namely near
each point in Σn \ Σn−1 MT is a smooth n-dimensional manifold.
By exploring the estimates (1.6) on σk curvatures for the mean curvature flow
of mean convex hypersurfaces (1.1)-(1.2) obtained by [HS2] and the partial regu-
larity theorem for mean convex flows of [W3] (i.e. the singular set has parabolic
Hausdorff dimension at most n− 1), we obtain the following result.
Theorem C. Assume that the Brakke flow {ut}t∈R+ is given as same as that in
Proposition B. For any 2 ≤ k ≤ n− 1, if the initial closed hypersurface M0 is σk
convex. Then
Σn−1 \ Σn−2 = · · · = Σn−k+1 \ Σn−k = ∅. (1.11)
This note is written as follows. In §2, we prove Theorem A; In §3, we give a
proof of Proposition B; In §4, we prove Theorem C.
§2 Proof of Theorem A
This section is devoted to the proof of theorem A. First, we show
Lemma 2.1. Mt converges to MT in the Hausdorff distance sense, as t ↑ T .
Proof. For any t ↑ T , we can extract a subsequence ti ↑ T and a closed subset
A ⊂ Rn+1 such that Mti converges to A in the Hausdorff distance. Now we
want to show A = MT . Suppose x0 6∈ A. Then there exists r0 > 0 such that
Br0(x0) ∩Mti = ∅ for i sufficiently large. In particular, Hn(Mti ∩ Br0(x0)) = 0.
Hence, µT (Br0(x0)) = 0 and x0 6∈ MT . This gives that MT ⊂ A. To prove
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A ⊂ MT , we argue by contradiction. Suppose that there exists x0 ∈ A \MT .
Then there exists r0 > 0 such that µT (Br0(x0)) = 0. On the other hand, there
exist xi ∈ Mti such that xi → x0. Therefore, by the upper semicontinuity of
Θ(µ, ·) and the fact that Θ(µ, (xi, ti)) = 1 (since xi ∈Mti and Mti is smooth), we
have
Θ(µ, (x0, T )) ≥ lim sup
i→∞
Θ(µ, (xi, ti)) = 1.
This implies that x0 ∈ MT (for otherwise Θ(µ, (x0, T )) = 0). We get the desired
contradiction.
Proof of Theorem A. Since for any 0 ≤ t < T and y ∈Mt, one has (Θ, (y, t)) =
1. The upper semicontinuity implies that Θ(µ, (x0, T )) ≥ 1 for any x0 ∈MT . For
any ǫ > 0, the estimate of Cheng [C] implies that there exists sufficiently large
Kǫ > 0 such that
G(x0,T )(x, T − r2) ≤ r−n, ∀x ∈ Rn+1,
≤ ǫG(x0,T+r2)(x, T − r2),∀|x− x0| ≥ Kǫr.
Therefore, we have, for any x0 ∈MT ,
1 ≤ Θ(µ, (x0, T ))
≤ Cr−nHn(MT−r2 ∩BKǫr(x0))
+ ǫ
∫
M
T−r2
G(x0,T+r2)(x, T − r2). (2.1)
The monotonicity for Θ(µ, (x0, T + r
2), ·) implies that∫
M
T−r2
G(x0,T+r2)(x, T − r2)
=
∫
M
T+r2−2r2
G(x0,T+r2)(x, T + r
2 − 2r2)
≤
∫
M
T+r2−R2
G(x0.T+r2)(x, T + r
2 −R2)
≤ CR−nHn(MT+r2−R2) ≤ CR−nHn(M0)
for any
√
2r ≤ R ≤ √T + r2. In particular, for sufficiently small r, by choosing
R2 = T2 , we have∫
M
T−r2
G(x0,T+r2)(x, T − r2) ≤ CT−
n
2Hn(M0).
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Hence, by choosing ǫ = ǫ(M0, T ) > 0 sufficiently small, we have
rn ≤ CHn(MT−r2 ∩BKǫr(x0)). (2.2)
Observe that the family F = {BKǫr(x) : x ∈ MT } covers MT so that the Vitali’s
covering Lemma implies that there exists a disjoint subfamily {BKǫr(xi) : xi ∈
MT }∞i=1 such that
MT ⊂ ∪iB5Kǫr(xi),
so that
Hn5Kǫr(MT ) ≤ (5Kǫ)n
∑
i
rn
≤ (5Kǫ)n
∑
i
Hn(MT−r2 ∩BKǫr(xi))
= (5Kǫ)
nHn(MT−r2 ∩ (∪iBKǫr(xi)))
≤ (5Kǫ)nHn(MT−r2) ≤ C(ǫ,M0) <∞.
This finishes the proof for Theorem A.
§3 Proof of Proposition B
In this section, we give a slightly different and also easier proof of Proposition
B, which is essentially due to White [W1].
For any 0 ≤ i ≤ n, it follows from the definition of Σi that for any x0 ∈ Σi and
each tangent flow µ˜ of µ at (x0, T ), which is a backwardly self-similar Brakke flow,
V (µ˜) = {x ∈ Rn+1 : Θ(µ˜, (x, 0)) = Θ(µ˜, (0, 0))} is a vector space of dimension at
most i. Moreover, it follows from the argument in [W1] (see also theorem 3 [W2])
that if we letW (µ˜) ≡ {(x, t) ∈ Rn+1×R− : Θ(µ˜, (x, t)) = Θ(µ˜, (0, 0))} then either
W (µ˜) = V (µ˜) × R− and there exists a minimal hypercone Cn−d ∈ Rn+1−d such
that
µ˜|t∈R− = (Rd × Cn−d)×R−, (3.1)
or W (µ˜) = V (µ˜) and there exists a backwardly self-similar (n − d) dimensional
Brakke flow ν = {νt}t∈R in Rn+1−d such that
µ˜|t∈R− = V (µ˜)× ν|t∈R− , (3.2)
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here d = dim(V (µ˜)). Define
ηx,ρ(y) = ρ
−1(y − x),∀y ∈ Rn+1
Now we claim
Claim 3.1. For any x0 ∈ Σi and each δ > 0 there exists an ǫ > 0 (depending on
µ, x0, δ) such that for each ρ ∈ (0, ǫ]
ηx0,ρ{x ∈ Bρ(x0) : Θ(µ, (x, T )) ≥ Θ(µ, (x0, T ))− ǫ}
⊂ the δ − neighbourhood of Lx0,ρ (3.3)
for some i-dimensional subspace Lx0,ρ of R
n+1.
Proof. If this is false, there exist δ > 0 and x0 ∈ Σi and ρk ↓ 0 and ǫk ↓ 0 such
that
{x ∈ B1(0) : Θ(P(x0,T ),ρk(µ), (x, 0)) ≥ Θ(µ, (x0, T )) − ǫk}
6⊂ δ − neighbourhood of L, (3.4)
for any i-dimensional subspace L of Rn+1. But P(x0,T ),ρk(µ) → µ˜, a tangent
flow of µ at (x0, T ), and Θ(µ˜, (0, 0)) = Θ(µ, (x0, T )). Since x0 ∈ Σi, we have
dim(V (µ˜)) ≤ i, there is a i-dimensional subspace L0 ⊂ Rn+1 such that V (µ˜) ⊂ L0.
Moreover, the uppersemicontinuity of Θ(µ˜, ·) implies that there is a α > 0 such
that
Θ(µ˜, (x, 0)) < Θ(µ˜, (0, 0)) − α,∀x ∈ B1(0)with dist(x,L0) ≥ δ. (3.5)
Then the upper semicontinuity of Θ(µ, ·) for convergence of both of its variables
implies that we must have, for k′ sufficiently large,
Θ(P(x0,T ),ρk′ (µ), (x, 0)) < Θ(µ˜, (0, 0))−α,∀x ∈ B1(0) with dist(x,L0) ≥ δ. (3.6)
This clearly contradicts with (3.4). The claim is proven.
Completion of Proof of Proposition B. We decompose Σi = ∪∞l=1Σli, where
Σli denotes the points x ∈ Σi such that the claim 3.1 holds for ǫ = l−1. Now we
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decompose Σli = ∪∞q=1Σl,qi , where Σl,qi = {x ∈ Σli : q−1i ≤ Θ(µ, x) ≤ qi }. Hence,
claim 3.1 implies that for A = Σl,qi ,
ηx,ρ(A ∩Bρ(x)) ⊂ δ − neighbourhood of Lx,ρ,∀x ∈ A, ρ < l−1. (3.7)
for some i-dimensional subspace Lx,ρ ⊂ Rn+1. The proof is completed if we apply
the following Lemma, whose proof can be found in the Lecture 2.4 of Simon [S].
Lemma 3.2. There is a β : R+ → R+ with limt↓0 β(t) = 0 such that if δ > 0 and
if A ∈ Rn+1 satisfying the property (3.7) above, then Hi+β(δ)(A) = 0.
§4 Proof of Theorem C
In this section, we outline the proof of the theorem C. But, first, we gather
together needed key estimates by [HS2] on the σk curvature under the mean cur-
vature flow (1.1)-(1.2) with the initial M0 being mean convex.
Lemma 4.1. (a). For any closed hypersurface M in Rn+1. For any 1 ≤ k ∈ n,
if M is σk convex (or σk strictly convex, respectively) then M is also σl convex
(or σl strictly convex, respectively) for all 1 ≤ l ≤ k. In particular, M is mean
convex.
(b). For any 1 ≤ k ≤ n. Assume that M0 is a σk convex closed hypersurface and
{Mt}0≤t<T is the mean curvature flow (1.1)-(1.2). Then, for any 0 < t < T , Mt
is σk strictly convex. In particular, Mt is σl strictly convex for 0 < t < T and all
1 ≤ l ≤ k.
Proof. The reader can find the details of the proof in Proposition 3.3 (i) (ii) in
[HS2].
It follows from Lemma Lemma 4.1 that for 1 ≤ k ≤ n if M0 is a σk convex
closed hypersurface then for any 0 < t < T there exists a ǫ = ǫt > 0 such that
σMtl (x) ≥ ǫH l(x, t),∀x ∈Mt, 1 ≤ l ≤ k. (4.1)
Proposition 3.4 of [HS2] then asserts that the inequality (4.1) is kept under the
mean curvature flow (1.1)-(1.2). More precisely, we have
10
Lemma 4.2. For 1 ≤ k ≤ n. Let {Mt}0≤t<T be the mean curvature flow (1.1)-
(1.2), with M0 being a σk convex closed hypersurface. Then (3.1) holds with
ǫ = ǫt > 0 for all s ∈ [t, T ) and all 1 ≤ l ≤ k.
Proof of Theorem C. Suppose that the conclusion fails. Then there exists a
2 ≤ i ≤ k such that Σn−i+1 \Σn−i 6= ∅. Pick a point x0 ∈ Σn−i+1 \Σn−i. Then it
follows from the definition that any tangent flow of µ at (x0, T ) has no more than
n− i+ 1 dimension of spatial translating invariant directions, and there exists at
least one λm ↓ 0 and a vector subspace V ⊂ Rn+1, with dim(V ) = n − i + 1,
such that either (3.1) or (3.2) holds, namely either (a): there exists a minimal
hypercone Ci−1 ⊂ Ri such that
P(x0,T ),λm(µ)|t∈R− → (V × Ci−1)×R−, (4.1)
or (b): there exists a backwardly self-similar (i − 1) dimensional Brakke flow
ν = {νt}t∈R in Ri such that
P(x0,T ),λm(µ)|t∈R− → V × ν|t∈R− . (4.2)
As a special case of the partial regularity theorem of White [W1], we know that
the singular set of both Ci−1 (in the case (a)) and M−1 = spt(V × ν−1) (in
the case (b)) has Hausdorff dimension at most i − 4, here the singular set of a
subset A ∈ Ri is the completment of regular points in A and the regular points
are points near where A is a smooth manifold. For, otherwise, the singular set
of the corresponding tangent flow has parabolic Hausdorff dimension larger than
(i − 4) + (n− i+ 1) + 2 = n− 1, which contradicts with White’s theorem. Since
case (a) can be handled similarly to case (b), we want to discuss case (b) only.
Let N ⊂ M−1 denotes the singular set. Then, for any x ∈ M−1 \ N , V × ν
is smooth in a spacetime neighbourhood U of (x,−1). Moreover, by the Brakke
(unit density) regularity theorem ([B]), we can assume that µm ≡ P(x0,T ),λm(µ)
converge smoothly to V × ν in the neighbourhood U . We now claim
Claim 4.3. The second fundamental form A of M−1 vanishes everywhere on
M−1 \N .
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Proof of Claim 4.3. Since M0 is assumed to be σk convex, it follows from part
(b) of Lemma 4.1 that without loss of generality we can assume that M0 is in fact
σk strictly convex so that Lemma 4.2 implies that there exists a ǫ > 0 such that
σMtl (x) ≥ ǫH l(x, t) > 0,∀x ∈Mt, 0 ≤ t < T, 1 ≤ l ≤ k. (4.3)
Note that (4.3), combined with scalings, implies that, for any 1 ≤ l ≤ k, t ∈
[−λ−2m T0, 0), and x ∈ spt(µm(t)) = spt(µm ∩ {t}),
σ
µm(t)
l (x) = λ
l
mσ
M
T0+λ
2
m
t
l (x0 + λmx)
≥ ǫλlmH l(x0 + λmx, T0 + λ2mt)
= ǫ(σ
µm(t)
1 (x))
l, (4.4)
H(x, t) > 0,∀x ∈ spt(µm(t)), t ∈ [λ−2m T0, 0). (4.5)
This, combined with the smooth convergence fact at M−1 \N as above, implies,
for any 1 ≤ l ≤ k
σ
M−1
l (x) ≥ ǫH l(x,−1) ≥ 0,∀x ∈M−1 \N. (4.6)
On the other hand, since M−1 = V × spt(ν−1) and dim(V ) = n− i+1, it follows
from the definition 1.1 that
σ
M−1
i (x) = · · · = σM−1k (x) = 0,∀x ∈ M−1 \N. (4.7)
(4.6) and (4.7) imply that
H(x,−1) = 0,∀x ∈ M−1 \N. (4.8)
Therefore, for any x ∈ M−1 \N ,
σ
M−1
2 (x) =
1
2
(H2(x,−1) − |A|2(x,−1))
= −1
2
|A|2(x,−1) ≤ 0.
This, combined with (4.6), implies that
σ
M−1
2 (x) = |A|(x,−1) = 0,∀x ∈ M−1 \N. (4.9)
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This finishes the proof of Claim 4.3. It follows from the Claim 4.3 that M−1 \N
is flat. Note also that V × νt|t∈R− is also a backwardly self-similar Brakke flow.
Therefore, we know that M−1 is also a minimal hypercone in Rn+1. Hence M−1
is a hyperplane in Rn+1. This clearly contradicts with the fact that 2 ≤ i ≤ k and
x0 ∈ Σn−i+1 \ Σn−i. Therefore, the proof is complete.
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