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Abstract
The Shao–Sablin index of a Λ-sequence Λ = (λi) is defined by SΛ := lim supn→∞
∑2n
i=1 1λi /
∑n
i=1 1λi . The main result of the
paper states that the Banach space CΛBV of continuous functions of bounded Λ-variation with the standard Λ-variation norm is
separable if and only if SΛ < 2. Also, ΛBV = ΛBVc if and only if SΛ < 2, where ΛBVc denotes the space of functions continuous
in Λ-variation. A number of corollaries is drawn, and one of them being that the Garsia–Sawyer class GS is a dense subset of the
Banach space HBV of functions of bounded harmonic variation.
© 2008 Elsevier Inc. All rights reserved.
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Functions of bounded Λ-variation are a natural generalization of functions of bounded variation and were intro-
duced by D. Waterman in order to extend a number of results related to Fourier series of a function, in particular, to
essentially generalize the Dirichlet–Jordan Test (see [17,18,20]).
1. Preliminaries
A sequence (λi) of positive numbers is said to be a Λ-sequence if it is nondecreasing and such that
∑ 1
λi
= ∞.
A Λ-sequence Λ = (λi) is said to be proper if limλi = +∞. Given a positive integer m, the omission of the first m
terms supplies a new Λ-sequence (λi)∞i=m+1 that will be denoted by Λ(m).
Throughout the paper we will be concerned with real-valued functions defined on [0,1]. A function is said to be
regulated if it admits discontinuities of the first kind only. We do not assume that the value of a regulated function is
always the arithmetic average of its one-sided limits. We will use the symbols f (x+), f (x−) to denote the one-sided
limits of a function f at a point x ∈ [0,1].
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is a family of nonoverlapping closed subintervals of [0,1], we agree to write ‖I‖ := sup{|I |: I ∈ I} and ‖I‖f :=
sup{|f (I)|: I ∈ I }. If, additionally, |f (Ii+1)| |f (Ii)| for all indices i, then I is said to be f -ordered.
Let Λ be a Λ-sequence or a finite set of positive numbers. Given a family I of cardinality not exceeding the
cardinality of Λ, we set
σΛ(f,I) := sup
∑
I∈I
|f (I)|
β(I)
,
where the supremum is taken over all injective mappings β : I → Λ. The purpose of using the symbol σΛ(f,I) is to
allow greater flexibility and brevity in some proofs. Definitely, the best way of thinking about σΛ(f,I) is to perceive
the family I as f -ordered I = {I1, I2, . . .} and then σΛ(f,I) becomes simply ∑ |f (Ii )|λi .
The value VΛ(f ) := supσΛ(f,I), where the supremum is taken over all families I of nonoverlapping closed
subintervals of [0,1], is called the Λ-variation of f . If VΛ(f ) is finite, we say that f is of bounded Λ-variation and
write f ∈ ΛBV . Every function of bounded Λ-variation is regulated. The class ΛBV is a Banach space under the
norm ‖f ‖Λ := |f (0)| + VΛ(f ).
If one takes the constant Λ-sequence Λ = (1)∞i=1, then Λ-variation of any function is exactly the ordinary variation.
ΛBV is then the class BV of functions of bounded variation and it is the smallest possible ΛBV class. The most
important non-trivial Λ-sequence is the sequence H := (i)∞i=1. The class HBV is much larger than the class BV , but
both conclusions of the Dirichlet–Jordan Test for convergence and uniform convergence of Fourier series hold for all
functions of the class HBV [17].
A point t ∈ (0,1) is said to be a point of constant monotonicity of a function f if f is either strictly monotone or
constant in a neighbourhood of t . An endpoint of the interval [0,1] is said to be a point of constant monotonicity of
a function f if the function is constant on a neighbourhood of the point. Points that are not of constant monotonicity
will be called points of varying monotonicity of the function f . The set of all points of varying monotonicity will be
denoted by Kf .
The concept of Λ-variation of a function has a natural extension to Λ-variation of the function on a subset of its
domain. Given a set A ⊂ [0,1], we define VΛ(f,A) := supσΛ(f,I), where the least upper bound is taken over all
families I of nonoverlapping closed subintervals of [0,1] having both endpoints in the set A. Then for any continuous
function f : [0,1] →R and any Λ-sequence Λ, one has VΛ(f ) = VΛ(f,Kf ) [10, Proposition 1.1].
Given a function f , a Λ-sequence Λ and a positive number δ > 0, we define
VΛ,δ(f ) := supσΛ(f,I),
where the supremum is taken over all families I of nonoverlapping closed subintervals with ‖I‖ δ. The value
WΛ(f ) := lim
δ→0+ VΛ,δ(f )
is called the Wiener Λ-variation of f [11]. It is finite if and only if f is of bounded Λ-variation. One has WΛ(f )
VΛ(f ) always and the inequality may be strict. In particular, given a proper Λ-sequence Λ, for every non-constant
linear function f , WΛ(f ) = 0 and VΛ(f ) > 0.
A function f is said to be continuous in Λ-variation, f ∈ ΛBVc, if limm→∞ VΛ(m)(f ) = 0. The concept was
introduced by D. Waterman in 1976 to provide a sufficient condition for (C,β)-summability of Fourier series of a
function [18]. ΛBVc is a closed subspace of (ΛBV,‖ ‖Λ). It turned out later that a number of good properties of
Fourier series can be proved for functions in this subspace. The question of the exact relationship between ΛBVc
and ΛBV has gained greater importance. The first characterization of functions continuous in Λ-variation was given
by S. Wang in [16]. If F is a class of functions, CF will denote the continuous functions in F . In [11] it was
shown that f ∈ CΛBVc if and only if WΛ(f ) = 0. Functions in CΛBVc are also said to be Λ-absolutely continuous
(see [11, Proposition 6]).
Given a function f , a Λ-sequence Λ and a positive number δ > 0, we define
V δΛ(f ) := supσΛ(f,I),
where the supremum is taken over all families I of nonoverlapping closed subintervals with ‖I‖f  δ. Further, we
define
V 0Λ(f ) := lim V δΛ(f ).
δ→0+
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the inequality may be strict. For any Λ-sequence and any regulated function, V 0Λ(f ) is finite if and only if VΛ(f ) is
finite. Proposition 5 of [11] tells us that limm→∞ VΛ(m)(f ) = V 0Λ(f ). In particular, for any regulated function f , one
has f ∈ ΛBVc if and only if V 0Λ(f ) = 0.
Two Λ-sequences Λ = (λi) and Γ = (γi) are said to be equivalent (Λ ∼ Γ ) if ΛBV = Γ BV . A characterization of
the equivalence was given by S. Perlman and D. Waterman who proved that ΛBV ⊂ Γ BV if and only if ∑ni=1 1γi =
O(
∑n
i=1 1λi ) [8, Theorem 3].
Given a real number x, we will denote the greatest integer less than or equal to x by x	 and the least integer
greater than or equal to x by 
x.
2. The Shao–Sablin index
D. Waterman conjectured in [19, p. 72] that not every function of bounded Λ-variation is continuous in Λ-variation.
Examples of (continuous) functions in ΛBV \ ΛBVc were given in [3] and [15], but only for very particular Λ-
sequences. In 1985 G. Shao proved that ΛBV = ΛBVc for all convex Λ-sequences [15, Theorem 6]. In particular,
HBV = HBVc. Shao noted as a side remark that for convex Λ-sequences one has
lim
n→∞
∑2n
i=1 1λi∑n
i=1 1λi
= 1.
A.I. Sablin showed in the same year that if lim λn
λ2n
= 1, then ΛBVc is a proper subset of ΛBV [12]. In 1987 he
announced the following completion of his earlier observation: if lim λn
λ2n
< 1, then ΛBVc = ΛBV [13, Theorem 1].
We are now going to formulate a number of conditions equivalent to the one that Sablin found sufficient for the
equality ΛBV = ΛBVc . We start with two lemmas.
Lemma 2.1. Let Λ = (λi) be a Λ-sequence and let β be a positive number. If one of the limits
lim
k→∞
∑ kβ 	
i=1
1
λi∑k
i=1 1λi
, lim
k→∞
∑k
i=1 1λi∑βk	
i=1
1
λi
exists, so does the other, and they are the same.
Proof. Suppose that the first of the two limits exists and equals to L. Given a positive number β and a positive
integer n, we can pick a positive integer k = kn such that⌊
k
β
⌋
 n
⌊
k + 1
β
⌋
. (1)
Clearly, n → ∞ implies k → ∞. One has from (1)
β
(
k
β
− 1
)
 βn k + 1
and hence
k − β	 βn	 k + 1. (2)
Since β < β	 + 1, one has k − β	 − 1 < k − β , and thus
k − β	 − 1 k − β	,
because the number on the left-hand side is an integer. Therefore, it follows from (2) that
k − β	 − 1 βn	 k + 1.
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i=1 1λi∑k+1
i=1
1
λi
·
∑ kβ 	
i=1
1
λi∑k
i=1 1λi

∑n
i=1 1λi∑βn	
i=1
1
λi

∑ k+1β 	
i=1
1
λi∑k+1
i=1
1
λi
·
∑k+1
i=1
1
λi∑k−β	−1
i=1
1
λi
. (3)
Since
lim
k→∞
∑k
i=1 1γi∑k+l
i=1
1
γi
= lim
k→∞
∑k
i=1 1γi∑k−l
i=1
1
γi
= 1
for every Λ-sequence Γ = (γi) and every positive integer l, the expression on the right side of (3) has the same limit
as that on the left, implying
lim
n→∞
∑n
i=1 1λi∑βn	
i=1
1
λi
= L.
The proof of the remaining part of the lemma is analogous and we will leave it out. 
Lemma 2.2. Let Λ = (λi) be a Λ-sequence. If
lim
n→∞
∑2n
i=n+1 1λi∑n
i=1 1λi
= 1,
then
lim
n→∞
∑(k+1)n
i=kn+1
1
λi∑n
i=1 1λi
= 1
for every positive integer k.
Proof. Clearly, the monotonicity of the sequence Λ implies that
lim sup
n→∞
∑(k+1)n
i=kn+1
1
λi∑n
i=1 1λi
 1.
Thus, it suffices to show that the lower limit of the above ratio is equal at least to 1. If∑(k+1)n
i=kn+1
1
λi∑n
i=1 1λi
< r,
then ∑2kn
i=kn+1 1λi∑kn
i=1 1λi

k
∑(k+1)n
i=kn+1
1
λi∑n
i=1 1λi + (k − 1)
∑(k+1)n
i=kn+1
1
λi
<
k
1
r
+ k − 1 .
Hence if
lim inf
n→∞
∑(k+1)n
i=kn+1
1
λi∑n
i=1 1λi
< r
for some r < 1, then
lim inf
n→∞
∑2n
i=n+1 1λi∑n
i=1 1λi
 k1
r
+ k − 1 < 1,
a contradiction. 
The following proposition presents four conditions equivalent to the Sablin’s condition (the condition (i) below).
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(i) lim
n→∞
λ2n
λn
= 1.
(ii) lim
n→∞
λβn	
λn
= 1 for all β ∈ (0,+∞).
(iii) lim
n→∞
∑αn	
i=1
1
λi∑n
i=1 1λi
= α for all α ∈ (0,1).
(iv) lim
n→∞
∑βn	
i=1
1
λi∑n
i=1 1λi
= β for all β ∈ (0,+∞).
(v) lim
n→∞
∑2n
i=1 1λi∑n
i=1 1λi
= 2.
Proof. We are going to establish the equivalence of (i) and (ii) first. Since (i) is a particular case of (ii), it suffices to
show that (i) implies (ii). Suppose that (i) holds. Then
lim
n→∞
λ4n
λn
= lim
n→∞
λ4n
λ2n
· lim
n→∞
λ2n
λn
= 1 · 1 = 1,
and, by induction,
lim
n→∞
λ2kn
λn
= 1
for every positive integer k. Now, given β > 1, we choose k ∈N such that β  2k . Then
1 λβn	
λn
 λ2kn
λn n→∞
−−−−→ 1,
and thus (ii) holds for β ∈ (1,+∞).
If β ∈ (0,1), then the inequalities
n −
⌈
1
β
⌉

⌊
1
β
β	n
⌋
 n,
valid for every positive integer n, imply that
λ
n−
 1
β
  λ 1
β
βn		  λn
for all sufficiently large n. Thus,
λ
n−
 1
β

λn
λ 1
β
βn		
λβn	
 λβn	
λn
 1
λ 1
β
βn		
λβn	
. (4)
Our assumption lim λ2n
λn
= 1 implies that limn→∞ λn+sλn = 1 for every positive integer s. Thus also limn→∞
λn−t
λn
= 1
for every t ∈N. Hence, it follows from (4) by the previously considered case (since 1
β
> 1) that
lim
n→∞
λβn	
λn
= β,
and the equivalence of (i) and (ii) has been proven.
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(v) holds, it suffices to prove that
lim
n→∞
∑n
i=1 1λi∑2n
i=n+1 1λi
= 1,
since it is clearly equivalent to (v). Because of (i), given an 
 ∈ ( 12 ,1), we can find a positive integer N
 such that
λn/λ2n  
 for all nN
 . Define
S0 :=
N
∑
i=1
1
λi
and Sk :=
2kN
∑
i=2k−1N
+1
1
λi
for k ∈N. Because of our choice of N
 ,
Sk+1 =
2kN
∑
i=2k−1N
+1
1
λ2i−1
+
2kN
∑
i=2k−1N
+1
1
λ2i
 2
2kN
∑
i=2k−1N
+1
1
λ2i
 2
2kN
∑
i=2k−1N
+1


λi
= 2
Sk
for all k, which implies that Sn  (2
)kSn−k for n − k  1. Note that Sk+1  (2
)kS1 → ∞ as k → ∞. Since∑k
n=0 Sn
Sk+1
 S0
Sk+1
+
k∑
n=1
1
(2
)n
,
we have
lim sup
k→∞
∑2kN

i=1 1λi∑2k+1N

i=2kN
+1
1
λi
= lim sup
k→∞
∑k
n=0 Sn
Sk+1
 1
2
 − 1 . (5)
Every positive integer mN
 can be written as m = 2p−1N
 + r in a unique way, where p ∈N and 0 r < 2p−1N
 .
Setting
x :=
r∑
i=1
1
λ2p−1N
+i
,
we have
m∑
i=1
1
λi
=
p−1∑
n=0
Sn + x
and
2m∑
i=m+1
1
λi
= Sp − x +
2m∑
i=2pN
+1
1
λi
 Sp − x + 2

m∑
i=2p−1N
+1
1
λi
.
Hence ∑m
i=1 1λi∑2m
i=m+1 1λi

∑p−1
n=0 Sn + x
Sp + (2
 − 1)x .
Regarding the expression on the right side of the above inequality as a function in x for 0 x  Sp , we estimate its
maximum which leads to the inequality∑m
i=1 1λi∑2m 1 max
{∑p−1
n=0 Sn
Sp
,
∑p
n=0 Sn
2
Sp
}
. (6)i=m+1 λi
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lim sup
p→∞
∑p
n=0 Sn
2
Sp
= lim sup
p→∞
1
2

(
1 +
∑p−1
n=0 Sn
Sp
)
 1
2
 − 1 ,
and hence we conclude from (5) and (6) that
lim sup
m→∞
∑m
i=1 1λi∑2m
i=m+1 1λi
 1
2
 − 1 .
Since 
 can be arbitrarily close to 1, the proof (i) ⇒ (v) is complete.
Now assume that (v) holds. Then by Stolz’s theorem [7, 44.5]
lim
n→∞
1
λ2n−1 + 1λ2n
1
λn
= 2. (7)
Since each of the two extreme limits
lim sup
n→∞
λn
λ2n
and lim sup
n→∞
λn
λ2n−1
does not exceed 1, it follows from (7) that both those upper limits are equal to 1. Thus
lim inf
n→∞
λn
λ2n
 lim inf
n→∞
(
λn
λ2n
+ λn
λ2n−1
)
− lim sup
n→∞
λn
λ2n−1
= 2 − 1 = 1.
Since lim supn→∞ λnλ2n  1, it follows that (i) holds, and the proof of the equivalence (i) ⇔ (v) is complete.
The equivalence of (iii) and (iv) follows from Lemma 2.1.
Since (v) is a particular case of (iv), it remains to be shown that (v) implies (iv). Assume that (v) holds. Given a
positive integer p, it follows from Lemma 2.2 that
lim
n→∞
∑pn
i=1
1
λi∑n
i=1 1λi
= lim
n→∞
p−1∑
k=0
∑(k+1)n
i=kn+1
1
λi∑n
i=1 1λi
= p.
Hence
lim
n→∞
∑n
i=1 1λi∑2pn
i=1 1λi
= 1
2p
,
and thus, by Lemma 2.1,
lim
n→∞
∑n/2p	
i=1
1
λi∑n
i=1 1λi
= 1
2p
.
Therefore, given positive integers k and p, one has
lim
n→∞
∑ pn2k 	
i=1
1
λi∑n
i=1 1λi
= lim
n→∞
∑ pn2k 	
i=1
1
λi∑pn
i=1
1
λi
·
∑pn
i=1
1
λi∑n
i=1 1λi
= p
2k
.
Finally, given a positive number β and a sufficiently large integer k, there is a unique positive integer p such that
p
2k
 β < p + 1
2k
.
Thus
p
2k
= lim
n→∞
∑ pn2k 	
i=1
1
λi∑n
i=1 1λi
 lim inf
n→∞
∑βn	
i=1
1
λi∑n
i=1 1λi
 lim sup
n→∞
∑βn	
i=1
1
λi∑n
i=1 1λi
 lim
n→∞
∑ (p+1)n2k 	
i=1
1
λi∑n
i=1 1λi
= p + 1
2k
.
Since k was arbitrarily large, (iv) holds. 
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sufficient condition for the equality ΛBV = ΛBVc. What we will need to consider is actually
SΛ := lim sup
n→∞
∑2n
i=1 1λi∑n
i=1 1λi
.
We will call the number the Shao–Sablin index of the Λ-sequence Λ. Clearly, it is well defined for every Λ-sequence
Λ and 1 SΛ  2 always.
Lemma 2.4. Let Λ = (λi) be a Λ-sequence. If limn→∞ λ2n/λn = α, then SΛ = 2α .
Proof. It suffices to show that the limits
lim
n→∞
∑n
i=1 1λ2i∑n
i=1 1λi
and lim
n→∞
∑n
i=1 1λ2i−1∑n
i=1 1λi
both exist and are equal to 1
α
. The first limit above is equal to limn→∞ λn/λ2n = 1α by the Stolz’s theorem. Since
n∑
i=1
1
λ2i

n∑
i=1
1
λ2i−1
 1
λ1
+
n∑
i=1
1
λ2i
,
it follows that
lim
n→∞
∑n
i=1 1λ2i−1∑n
i=1 1λi
= 1
α
as well, which completes the proof of the lemma. 
In particular, Lemma 2.4 implies that for any Λ-sequence Λ = (λi) if the limit limn→∞ λ2nλn exists, then it has to be
a number from the interval [1,2].
Proposition 2.5. For every number g ∈ [1,2] there is a proper Λ-sequence Λ = (λi) with SΛ = g.
Proof. It is easy to construct a proper Λ-sequence Λ with its Shao–Sablin index equal to 2 and hence the case will
not be considered.
Assume that g ∈ [1,2). Every positive integer n has a unique representation n = 2k + l, where k ∈ N0 and
0 l < 2k . Define
λn :=
(
2
g
)k+ l
2k
for n = 2k + l. The sequence (λn) increases to +∞ and
∞∑
n=1
1
λn
=
∞∑
k=0
2k−1∑
l=0
1
λ2k+l

∞∑
k=0
2k
λ2k+1
=
∞∑
k=0
gk+1
2
= +∞.
Thus it is a proper Λ-sequence. Since λ2m
λm
= 2
g
for all m ∈N, it follows from Lemma 2.4 that SΛ = g. 
Apparently no fact analogous to Proposition 2.3 can be formulated for SΛ. For example, given a number
γ ∈ (0,1], if Λ is a Λ-sequence such that lim supn→∞ λnλ2n  γ , then SΛ  1 + γ . Thus, the equality SΛ = 2 im-
plies lim supn→∞ λnλ2n = 1 (or, equivalently, lim infn→∞
λ2n
λn
= 1). However, the opposite implication does not hold.
Indeed, defining an increasing sequence (nk) of positive integers by n0 := 0 and ni+1 := 2ni + 2 for i ∈ N, and
defining next λk = 2i−1 for k ∈ (ni−1, ni], i ∈ N, we obtain a Λ-sequence with λni+1 = λni+1 for i ∈ N0, and with∑ni+1 1 = 2 for all i ∈N0.k=ni+1 λk
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λk
λn+k
 1
2
(8)
for every n = ni2 and every k = 1,2, . . . , n. The same inequality holds for n = ni2 and every k = 1, . . . , n − 1.
In the remaining case, that is, when n = k = ni2 for some i ∈ N, we have λk/λn+k = λni−1+1/λni = 1. Thus
lim infn→∞ λ2nλn = 1. Because of (8), we have∑2n
i=n+1 1λi∑n
i=1 1λi
 1
2
for every n = ni2 . If n = nj2 for some j ∈N, j  2, then∑2n
i=n+1 1λi∑n
i=1 1λi
=
∑n−1
i=1
1
λn+i∑n
i=1 1λi
+
1
λnj∑j−2
i=0
∑ni+1
k=ni+1
1
λk
+ 1
λnj /2
<
1
2
+ 1
2j (j − 1) + 1 .
Therefore
lim sup
n→∞
∑2n
i=1 1λi∑n
i=1 1λi
 3
2
,
which shows that SΛ < 2 despite the fact that lim supn→∞ λn/λ2n = 1.
The following lemma will be needed not only in the proof of the next proposition, but also in the proof of the main
theorem of the paper.
Lemma 2.6. If SΛ = 2, then
lim sup
n→∞
∑spn
i=(s−1)pn+1
1
λi∑pn
i=1
1
λi
= 1
for any positive integers p and s.
Proof. First observe that for any Λ-sequence Λ = (λi) and any positive integer s
lim sup
n→∞
∑2sn
i=1 1λi∑sn
i=1 1λi
= lim sup
n→∞
∑2n
i=1 1λi∑n
i=1 1λi
. (9)
Indeed, it follows immediately from the inequalities
lim sup
n→∞
∑2n
i=1 1λi∑n
i=1 1λi
 lim sup
n→∞
∑2s( n
s
	+1)
i=1
1
λi∑s n
s
	
i=1
1
λi
 lim sup
n→∞
∑2s n
s
	
i=1
1
λi
+∑2si=1 1λi∑s n
s
	
i=1
1
λi
= lim sup
m→∞
∑2sm
i=1 1λi∑sm
i=1 1λi
 lim sup
n→∞
∑2n
i=1 1λi∑n
i=1 1λi
.
Next we are going to show that if SΛ = 2, then
lim sup
n→∞
∑(s+1)n
i=sn+1
1
λi∑n
i=1 1λi
= 1 (10)
for every positive integer s. In fact, if the above upper limit were equal to a number r < 1, then the following estimate
lim sup
n→∞
∑2sn
sn+1 1λi∑sn
i=1 1λi
 lim sup
n→∞
s
∑(s+1)n
i=sn+1
1
λi∑n
i=1 1λi + (s − 1)
∑(s+1)n
i=sn+1
1
λi
= s1
r
+ s − 1 < 1
would imply, by (9), that SΛ < 2, a contradiction.
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1 = lim sup
n→∞
∑sn
i=(s−1)n+1 1λi∑n
i=1 1λi
 lim sup
n→∞
∑sp( np 	+1)
i=(s−1)p n
p
	+1
1
λi∑p np 	
i=1
1
λi
 lim sup
n→∞
∑sp np 	
i=(s−1)p n
p
	+1
1
λi
+∑spi=1 1λi∑p np 	
i=1
1
λi
= lim sup
k→∞
∑spk
i=(s−1)pk+1
1
λi∑pk
i=1
1
λi
 lim sup
m→∞
∑sm
i=(s−1)m+1 1λi∑m
i=1 1λi
= 1,
which completes the proof. 
Proposition 2.7. If Λ-sequences Λ and Γ are equivalent, then their Shao–Sablin indices are either both equal to 2
or both less than 2.
Proof. If suffices to show that if Λ ∼ Γ and SΛ < 2, then SΓ < 2.
Let Λ ∼ Γ and SΛ < 2. Since a positive constant multiple of a Λ-sequence is again a Λ-sequence and has the same
Shao–Sablin index as the initial Λ-sequence, we may assume without loss of generality that
n∑
i=1
1
γi

n∑
i=1
1
λi
(11)
for all n. Observe that for any positive integer k
lim sup
n→∞
∑2kn
i=1 1λi∑n
i=1 1λi
= lim sup
n→∞
k∏
j=1
∑2j n
i=1 1λi∑2j−1n
i=1 1λi
 SkΛ. (12)
Suppose now that SΓ = 2. Then inequalities
2k 
∑2kn
i=1 1γi∑n
i=1 1γi

2k
∑2kn
i=(2k−1)n+1
1
γi∑n
i=1 1γi
yield, by the virtue of Lemma 2.6, that
lim sup
n→∞
∑2kn
i=1 1γi∑n
i=1 1γi
= 2k (13)
for any positive integer k.
Now fix k arbitrarily and take a number γ such that SΛ < γ < 2. Because of (12), there is a positive integer N such
that
2kn∑
i=1
1
λi
 γ k
n∑
i=1
1
λi
(14)
for all nN . On the other hand, the equality (13) implies that
2kn∑
i=1
1
γi
>
(
γ + 2
2
)k n∑
i=1
1
γi
(15)
for infinitely many nN . One has for those n, by (11), (14) and (15),
∑n
i=1 1λi∑n
i=1 1γ

1
γ k
∑2kn
i=1 1λi( 2 )k∑2kn 1 
(
γ + 2
2γ
)k
.i γ+2 i=1 γi
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lim sup
n→∞
∑n
i=1 1λi∑n
i=1 1γi
= +∞,
which contradicts the equivalence Λ ∼ Γ . Thus, it must be that SΓ < 2. 
The above proposition seems to be a part of a much stronger statement. I conjecture that if Λ ∼ Γ , then SΛ = SΓ ,
but I have no proof of it. On the other hand, the inverse implication does not hold. For instance, the Λ-sequences
Λ1 := (n) and Λ2 := (n lnn) are not equivalent, despite the fact that SΛ1 = SΛ2 = 1 by Lemma 2.4.
3. The main theorem
The following result not only characterizes Λ-sequences for which the space of continuous functions of bounded
Λ-variation is separable in the Λ-variation norm, but also shows that the same condition is necessary and sufficient
for the equality ΛBV = ΛBVc, and hence it answers a question raised by D. Waterman in [19].
Theorem 3.1. For every proper Λ-sequence Λ, the following statements are equivalent:
(i) The space (CΛBV,‖ ‖Λ) is separable.
(ii) CΛBV = CΛBVc.
(iii) ΛBV = ΛBVc .
(iv) SΛ < 2.
Proof. The implication (iii) ⇒ (ii) is obvious and the implication (ii) ⇒ (i) follows from [10, Proposition 3.6].
We are now starting preparations for the proof of the implication (i) ⇒ (iv). We need some terminology and three
simple observations.
We will denote the set of points of varying monotonicity of a function f by Kf . If f is a piecewise linear function,
then the minimum of absolute values of slopes of linear pieces of f will be called the steepness of f . A function f
defined on an interval [a, b] will be called a tooth if it satisfies the following three conditions: f (a) = f (b), f is
continuous, f is linear on each of the intervals [a, a+b2 ] and [ a+b2 , b]. The number f (a+b2 ) − f (a), not necessarily
negative, will be called the height of the tooth. A function f will be said to be a saw if it is continuous and if the
interval [0,1] (that is, the domain of f ) can be divided into finitely many intervals in such a way that f is a tooth on
each of the subintervals.
Observation 1. Let f be a piecewise linear function, and let g be a saw such that every interval of constant slope of f
is a union of intervals on each of which g is a tooth. If on each interval of linearity of g the steepness of g is greater
than the steepness of f there, then
Kf+g ⊆ Kg (16)
and ∑∣∣(f + g)(Ii)∣∣=∑∣∣g(Ii)∣∣
for the family {Ii} consisting of all intervals obtained by cutting each interval, where g is a tooth, into two equal parts.
In particular, V (f + g) = V (g), where V denotes the ordinary variation of a function.
Observation 2. Let (λi) be a Λ-sequence, n be a positive integer and u be any positive number. Then the infimum
of values of sums of the form
∑n
i=1
ui
λi
, where the infimum is taken over all nonnegative and nonincreasing finite
sequences u1, . . . , un such that
∑n
i=1 ui = u, is reached when the ui ’s are equal to each other. Moreover, if λ1 < λn,
then the constant sequence (u
n
)ni=1 is the only one for which the minimum occurs.
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for all i. If
∑s
i=1 ui = d , then
s∑
i=1
ui
λi


 d
u
∑
i=1
u
λi
.
Having established the above observations, now assume that SΛ = 2. We are going to show that CΛBV is then
nonseparable.
Set n0 := 0 and select a sequence (nk)∞k=1 of positive integers such that:
sk−1
sk
 1
2k
for k = 2,3, . . . , (17)
where
sj := nj − nj−1∑nj
i=nj−1+1
1
λi
for j ∈N;
2 | n1 and 2(nk − nk−1) | (nk+1 − nk) for k ∈N; (18)∑nk−1
i=1
1
λi∑nk
i=nk−1+1
1
λi
<
1
2k
for k ∈N; (19)
nk−1+mk∑
i=nk−1+1
1
λi
< 2
nk∑
i=nk−mk+1
1
λi
for k = 2,3, . . . , (20)
where
mk := nk − nk−12k−1 .
First observe that (17) implies sk 
∑k−1
i=1 si for all k > 1, and that (18) implies 2k | nk − nk−1 for all k.
It is not obvious that a selection of such a sequence (nk) is always possible. However, the conditions (17) and (19)
require only that nk be sufficiently larger than nk−1. The other two conditions, especially (20), are more stringent, but
it is feasible to satisfy them, as we will demonstrate now.
Suppose that we have selected n1, . . . , nk according to all four requirements. Since SΛ = 2, one has SΛ(nk) = 2,
and thus, by Lemma 2.6, the inequality
nk+2kpn∑
i=nk+(2k−1)pn+1
1
λi
>
1
2
nk+pn∑
i=nk+1
1
λi
(21)
holds for infinitely many n, where p := (nk − nk−1)/2k−1. Hence we can choose one of these n’s so that
nk+1 := nk + 2(nk − nk−1)n
is big enough to satisfy (17)–(19). Then mk+1 = pn, and the inequality (21) tells us that the index nk+1 satisfies the
requirement (20) as well.
Having selected a sequence (nk) satisfying conditions (17)–(20), we are now going to define a special sequence
(fk) of continuous functions of bounded Λ-variation that are not Λ-absolutely continuous.
Given a positive integer k, we partition [0,1] into nk−nk−12 intervals of equal length and define fk to be 0 at the
endpoints of these intervals and to be a tooth of height (
∑nk
nk−1+1
1
λi
)−1 on each of these intervals. The intervals of
constant slope of fk will be denoted by I (k)i , i = 1, . . . , nk − nk−1. The function f :=
∑
k fk is continuous as the
sum of a uniformly convergent series of continuous functions by the virtue of (19). Furthermore, because of (18), the
values of f at the endpoints of intervals I (k)i depend on the functions f1, . . . , fk only, and thus our Observation 1
enables us to conclude that
nk−nk−1∑ ∣∣f (I (k)i )∣∣=
nk−nk−1∑ ∣∣fk(I (k)i )∣∣, (22)i=1 i=1
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∑k−1
i=1 fi on any interval of linearity of fk is at most∑k−1
i=1 si , which is less than sk by (17).
We will now show that the Wiener Λ-variation of f is positive, and thus, that f is not Λ-absolutely continuous.
Given a positive integer k, let {I (k)i }nk−nk−1i=1 be the f -ordered family of intervals of linearity of fk . Setting δ :=
(nk − nk−1)−1, we have
VΛ,δ(f )
nk−nk−1∑
i=1
|f (I (k)i )|
λi

nk−nk−1∑
i=1
|f (I (k)i )|
λnk−1+i
,
and hence, by (22) and Observation 2,
VΛ,δ(f )
nk−nk−1∑
i=1
|fk(I (k)i )|
λnk−1+i
= 1∑nk
i=nk−1+1
1
λi
·
nk−nk−1∑
i=1
1
λnk−1+i
= 1.
Thus, WΛ(f ) 1.
Next we will show that f is of bounded Λ-variation. Given an infinite family (Ii) of nonoverlapping closed subin-
tervals of [0,1], we set
dl :=
nl∑
i=nl−1+1
|Ii | and S(fk, l) :=
nl∑
i=nl−1+1
|fk(Ii)|
λi
.
Since |fk(I )| sknk−nk−1 for any interval I , we have
S(fk, l)
sk
nk − nk−1
nl∑
i=nl−1+1
1
λi
for l  k, and thus, by (19),
k−1∑
l=1
S(fk, l)
sk
nk − nk−1
nk−1∑
i=1
1
λi
<
1
2k
for k  2. Clearly, S(f1,1) VΛ(f1) = 1.
Now fix a positive integer k  2. Since fk is a saw built out of identical teeth, we have not only∣∣fk(Ii)∣∣ ∣∣fk(I (k)nk )∣∣ for all i = nk−1 + 1, . . . , nk ,
but also∣∣fk(Ii)∣∣ sk|Ii | for all i. (23)
Hence it follows from our Observation 3 that
S(fk, k) =
nk∑
i=nk−1+1
|fk(Ii)|
λi

nk−1+pmk∑
i=nk−1+1
|fk(I (k)i )|
λi
, (24)
where p := 
2k−1dk. Indeed, by the definition of numbers sk and mk , and by (23), we have⌈∑nk
i=nk−1+1 |fk(Ii)|
|fk(I (k)nk )|
⌉

⌈
skdk(∑nk
i=nk−1+1
1
λi
)−1
⌉

⌈
2k−1dk
⌉
mk.
It follows from (24) that
S(fk, k)
∑nk+pmk
i=nk−1+1
1
λi∑nk
i=nk−1+1
1
λi

p
∑nk+mk
i=nk−1+1
1
λi
2k−1
∑nk
i=nk−mk+1
1
λi
,
and hence, by (20),
S(fk, k) 2 · pk−1  2dk +
1
k−22 2
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nl∑
i=nl−1+1
|fk(Ii)|
λi
 sk
sl
nl∑
i=nl−1+1
sl |Ii |
λi
 sk
sl
VΛ(nl−1) (fl).
Thus, since VΛ(nl−1) (fl) = 1, it follows from (17) that
∞∑
k=1
∞∑
l=k+1
S(fk, l)
∞∑
k=1
∞∑
l=k+1
sk
sl
<
∞∑
k=1
1
2k
= 1.
Therefore,
∞∑
i=1
|f (Ii)|
λi

∞∑
k=1
∞∑
i=1
|fk(Ii)|
λi

∞∑
k=2
k−1∑
l=1
S(fk, l) +
∞∑
k=1
S(fk, k) +
∞∑
k=1
∞∑
l=k+1
S(fk, l)
1
2
+ 5 + 1,
and hence VΛ(f ) 6 12 .
We are now ready to prove nonseparability of CΛBV . LetN denote the subset of {0,1}N consisting of all sequences
containing infinitely many 1’s. Then N is uncountable. Given η = (ηi) ∈ N , let us define fη :=∑∞i=1 ηifi . Each
function fη is continuous. Since the estimates given for f are valid for fη as well, we have 1WΛ(fη) ‖fη‖Λ < 7.
In particular, fη ∈ CΛBV for all η ∈N .
Finally, take any η,μ ∈ N , η = μ and set k := min{i: ηi = μi}. Since |fl(I (k)i )| = 0 for all l > k and
i = 1, . . . , nk − nk−1, we have
‖fη − fμ‖Λ 
nk−nk−1∑
i=1
|(fη − fμ)(I (k)i )|
λi
=
nk−nk−1∑
i=1
|fk(I (k)i )|
λi

nk−nk−1∑
i=1
|fk(I (k)i )|
λnk−1+i
= 1,
which completes the proof of the implication (i) ⇒ (iv).
It remains to prove that (iv) implies (iii). Assume that SΛ < 2. The inequalities
2
n∑
i=1
1
λ2i

2n∑
i=1
1
λi
 2
n∑
i=1
1
λ2i
+ 1
λ1
and divergence of the series
∑ 1
λi
imply that
lim sup
n→∞
∑n
i=1 1λ2i∑n
i=1 1λi
= SΛ
2
,
and hence
lim inf
n→∞
∑n
i=1 1λi∑n
i=1 1λ2i
= 2
SΛ
> 1.
Fix a positive number
α < 1 (25)
and a positive integer N such that∑i
k=1 1λk∑i
k=1 1λ2k
> 1 + α for i N. (26)
Now suppose that (iii) does not hold. Then there exists a function f ∈ ΛBV \ ΛBVc so that
γ := lim
m→∞VΛ(m)(f ) = V
0
Λ(f ) > 0
by [11, Proposition 5].
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V 0Γ,A(f ) := lim
δ→0+
sup
{
σΓ (f,I): ‖I‖f < δ and A ∩ int
(⋃
I
)
= ∅
}
.
Take a positive number
η <
αγ
12
(27)
and choose δ > 0 so that
δ
λ1
<
η
2
(28)
and
δ
N∑
i=1
1
λi
<
γ
6
. (29)
Let I = (Ii) be an f -ordered finite family of nonoverlapping closed subintervals of [0,1] such that
‖I‖f < δ and σΛ(f,I) > γ − η. (30)
Without loss of generality we may assume that I consists of an even number of intervals, say, 2n. The conditions (25),
(27), (29) and (30) imply that n > N .
Denoting the set of endpoints of intervals from I by E, one has V 0Λ(2n),E(f ) = γ , and hence we can find a family J
of nonoverlapping subintervals of [0,1] such that ‖J ‖f < δ, E ∩ int⋃J = ∅ and σΛ(2n) (f,J ) > γ − η.
Denoting the collection of intervals from J that do not overlap any of the even-numbered intervals of I by J1, and
denoting the collection of intervals of J that do not overlap any of the odd-numbered intervals of I by J2, we have
σΛ(2n) (f,Ji ) >
γ − η
2
(31)
for i = 1 or i = 2, because the condition E ∩ int⋃J = ∅ implies that each interval form the family J may overlap at
most one interval from I . We will consider only the first of the two cases, since the second can be handled analogously.
If (31) holds for i = 1, then K := (I2i )ni=1 ∪ J1 is a family of nonoverlapping closed subintervals of [0,1] such that‖K‖f < δ. Furthermore, (k) over a relation indicating reference to the kth display,
σΛ(f,K) 
n∑
i=1
|f (I2i )|
λi
+ σΛ(2n) (f,J1)
=
n−1∑
i=1
[(∣∣f (I2i )∣∣− ∣∣f (I2i+2)∣∣) i∑
k=1
1
λk
]
+ ∣∣f (I2n)∣∣ n∑
k=1
1
λk
+ σΛ(2n) (f,J1)
(26)

N∑
i=1
[(∣∣f (I2i )∣∣− ∣∣f (I2i+2)∣∣) i∑
k=1
1
λ2k
]
+ (1 + α)
n−1∑
i=N
[(∣∣f (I2i )∣∣− ∣∣f (I2i+2)∣∣) i∑
k=1
1
λ2k
]
+ (1 + α)∣∣f (I2n)∣∣ n∑
k=1
1
λ2k
+ σΛ(2n) (f,J1)
=
n∑
i=1
|f (I2i )|
λ2i
+ α
(
n∑
i=N+1
|f (I2i )|
λ2i
+ ∣∣f (I2N)∣∣ N∑
k=1
1
λ2k
)
+ σΛ(2n) (f,J1)

n∑
i=1
|f (I2i )|
λ2i
+ α
(
n∑
i=1
|f (I2i )|
λ2i
−
N∑
i=1
|f (I2i )|
λ2i
)
+ σΛ(2n) (f,J1).
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n∑
i=1
|f (I2i )|
λ2i
(28)
>
|f (I1)|
λ1
+
n∑
i=1
|f (I2i )|
λ2i
− η
2
>
1
2
2n∑
i=1
|f (Ii)|
λi
− η
2
(30)
>
γ
2
− η,
it follows, by (30) and (29), that
σΛ(f,K) γ2 − η + α
(
γ
2
− η − γ
6
)
+ γ − η
2
(27)
>
γ
2
− αγ
12
+ α
(
γ
3
− αγ
12
)
+ γ
2
− αγ
24
(25)
> γ
(
1 + α
8
)
.
Since the only restriction imposed on δ was that the number is sufficiently small, it implies that
V 0Λ(f )
(
1 + α
8
)
γ > γ = V 0Λ(f ),
a contradiction. Thus, (iv) implies (iii) and the proof of Theorem 3.1 is complete. 
The most interesting corollary from our main Theorem 3.1 concerns the relationship between the Garsia–Sawyer
class GS and the Banach space HBV of functions of bounded harmonic variation. The original definition of the
Garsia–Sawyer class [5, p. 1, also Lemma 2.2] has been later extended by C. Goffman [6, p. 108] and D. Waterman
[17, pp. 109–111] to the following form. If f is a regulated function, we may complete its graph by adjoining to it each
line segment [(x,min{f (x), f (x+), f (x−)}), (x,max{f (x), f (x+), f (x−)})]. Let nf (y) be the natural extension of
the notion of Banach indicatrix that is obtained by considering the intersections of horizontal lines with the completed
graph. It is said that the function f is in the Garsia–Sawyer class (f ∈ GS) if ∫ log+ nf (y) dy < ∞. Garsia and Sawyer
showed in [5] that continuous functions in GS have uniformly convergent Fourier series. The relationship between GS
and various classes of functions of bounded generalized variation was studied to some extend in [4,14,17]. In particular
it is known that GS is a subset of HBV [17, Theorem 1(ii)].
However GS is not closed under addition, and thus GS = HBV . It was of interest whether the closure of GS in
‖ ‖H -norm is the whole space HBV [19, Problem 3]. The answer is yes, because of the fact that SH = 1, and because
of the following proposition.
Proposition 3.2. If Λ is a Λ-sequence with the Shao–Sablin index SΛ < 2, then the set of all step functions is dense
in the Banach space (ΛBV,‖ ‖Λ).
Proof. If SΛ < 2, then ΛBV = ΛBVc by Theorem 3.1. Since ΛBVc is the ‖ ‖Λ-closure of all step functions
[11, Theorem 3], the proof is complete. 
Corollary 3.3. BV is a dense subspace of (HBV,‖ ‖H ). In particular, the Garsia–Sawyer class GS is dense in HBV.
Another straightforward application of Theorem 3.1 provides an estimate of the modulus of variation. The concept
of modulus of variation was introduced by Z.A. Chanturiya in [2] and it has useful applications to some aspects of the
theory of Fourier series (see [1]). Given a positive integer n, the nth modulus of variation of a function f is defined
by
v(n,f ) := sup
n∑
i=1
∣∣f (Ii)∣∣,
where the lowest upper bound is taken over all collections of n nonoverlapping subintervals of [0,1].
Proposition 3.4. If SΛ < 2, then
v(n,f ) = o
(
n∑n
i=1 1λi
)
for every function f of bounded Λ-variation.
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valid by [15, Theorem 3]. 
One of open problems in the theory of functions of bounded Λ-variation is whether there are non-constant functions
in ΛBV with their Λ-variation VΛ(f ) equal to their Wiener Λ-variation WΛ(f ). Theorem 3.1 gives a partial answer
to the problem.
Proposition 3.5. If SΛ < 2, then the only continuous functions f ∈ ΛBV for which VΛ(f ) = WΛ(f ) are the constant
functions.
Proof. If SΛ < 2, then CΛBV = CΛBVc, by Theorem 3.1. Hence WΛ(f ) = 0 for all f ∈ CΛBV [11, Theorem 2].
Since VΛ(f ) = 0 if and only if f is constant, the proof is complete. 
We conclude the paper with a stronger version of a known theorem on the structure of regulated functions
[9, Theorem 10]. Namely, if follows from the next proposition that the set of all regulated functions is the union
of all ΛBV classes with SΛ < 2.
Proposition 3.6. For every regulated function f there is a Λ-sequence Λ with SΛ < 2 and such that f is of bounded
Λ-variation.
Proof. By Perlman’s theorem [9, Theorem 10], it suffices to show that every class ΛBV is a subclass of a Γ BV
with SΓ < 2. Thus, by the virtue of Theorem 3 of [8], given a proper Λ-sequence Λ = (λi), it suffices to construct a
Λ-sequence Γ = (γi) such that ∑ni=1 1γi ∑ni=1 1λi for all n and such that SΓ  32 .
Set γ1 := λ1 and γ2 := max{λ2,2λ1}. We construct the rest of the sequence Γ inductively. Given a positive integer
n > 1, suppose that the terms γ1, . . . , γ2n−2 have been defined already in such a way that
2n−2∑
i=1
1
γi

2n−2∑
i=1
1
λi
and
2n−2∑
i=1
1
γi
 3
2
n−1∑
i=1
1
γi
.
Let an be the smallest positive number satisfying the following three conditions:
2n−2∑
i=1
1
γi
+ 2
an

2n∑
i=1
1
λi
, (32)
γ2n−2  an, (33)
2n−2∑
i=1
1
γi
+ 2
an
 3
2
n∑
i=1
1
γi
. (34)
Then we define γ2n−1 = γ2n−2 := an. The sequence Γ = (γi) obtained in this fashion is positive and SΓ  32 , because
of (34). The condition (33) ensures that it is nondecreasing. (32) implies that ∑ki=1 1γi ∑ki=1 1λi for every even k. To
prove the inequality for odd k = 2n − 1, let us consider two possible cases. First, if an  λ2n−1, then, by validity of
the inequality for an even number of terms, we have
k∑
i=1
1
γi
=
2n−2∑
i=1
1
γi
+ 1
an

2n−2∑
i=1
1
λi
+ 1
λ2n−1
=
k∑
i=1
1
λi
.
In the remaining case, that is, when λ2n−1 > an, we have λ2n > an as well, and hence
k∑ 1
γi
=
2n−2∑ 1
γi
+ 1
an
(32)

2n∑ 1
λi
− 1
an
=
2n−1∑ 1
λi
−
(
1
an
− 1
λ2n
)
<
k∑ 1
λi
.i=1 i=1 i=1 i=1 i=1
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∑ 1
γi
diverges. Suppose it is not true, that is,
∞∑
i=1
1
γi
= G < +∞. (35)
Since, for sufficiently big n,
∑n
i=1 1λi > G, the condition (32) did not determine an for those n. Furthermore, the right
side of the inequality (34) is bigger than G for n large enough. Hence, the condition (34) could not determine an
for those n. Therefore, for n large enough, an was solely determined by (33). Since an was taken to be the smallest
number satisfying (33) (and (32), and (34)), we have an = γ2n−2 for n large enough. Hence, γi is constant from some
index on, which contradicts (35). 
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