One of the fundamental issues concerning particle systems is classifying the invariant measures I and giving properties of those measures for different processes. For the exclusion process with symmetric kernel p(x, y) = p(y, x), I has been completely studied. This paper gives results concerning I for exclusion processes where p(x, y) = p(y, x) except for finitely many x, y ∈ S and p(x, y) corresponds to a transient Markov chain on S.
Introduction
The exclusion process is a well-known interacting particle system that has been used in biology as a model for the particle motion of ribosomes (Macdonald, Gibbs, and Pipkin(1968) ), in physics as a model for a lattice gas at infinite temperature (Spitzer(1970) ), and in ecology as a model in which two opposing species swap territory (Clifford and Sudbury(1973) ). The state space for the exclusion process is X = {0, 1}
S and its generator is given by the closure of the operator Ω on D(X), the set of all functions on X depending on finitely many coordinates. Assume p(x, y) ≥ 0 and 
We will denote the semigroup of this process byS(t). Dividing all transition rates by sup z y p(z, y) gives us the process constructed in IPS.
Let ν α be the product measure on X = {0, 1} S with marginals ν α {η : η(x) = 1, x ∈ S} = α(x) (all measures in this paper are probability measures unless otherwise noted). When the transition kernel is irreducible and symmetric, p(x, y) = p(y, x), the set of extremal invariant measures for the process is given by 
where S(t) is the semigroup of the symmetric process. The above characterization of I e is carried out by studying the finite-particle exclusion process which is the dual process of the infinite-particle exclusion process. In fact, the limit of ν α S(t) is known to exist because of this duality. One should note that by the Krein-Milman theorem, characterizing I e is equivalent to characterizing I. For details on the symmetric exclusion process we refer the reader to Chapter VIII of IPS.
If the transition kernel is not symmetric then the dual is not available, and the problem of classifying I becomes exceedingly more difficult. In fact there are only a few cases for which I is totally known. We refer the reader to Jung(2003) for a synopsis of those cases.
In this paper we will consider exclusion processes which have symmetric transition kernels outside of a finite set. In particular, if p(x, y) = p(y, x) for all x, y ∈ S and p(x, y) is irreducible then suppose thatp(x, y) = p(x, y) for all (x, y) except for n ordered pairs {(x 1 , y 1 ), . . . , (x n , y n )}. At (x i , y i ) we have the perturbationp(x i , y i ) = p(x i , y i ) + ǫ i for ǫ i ≥ −p(x i , y i ). Note that the x i 's and y i 's are not necessarily distinct. We will say that transition kernelsp(x, y) satisfying the above requirement are quasi-symmetric. In order to avoid complications we will also assume hereafter thatp(x, y) is irreducible. Throughout the rest of the paper S(t) and I will denote the semigroup and invariant measures of the symmetric process andS(t) andĪ the semigroup and invariant measures of the quasi-symmetric process.
As noted earlier, an analog of the dual finite-particle exclusion process of the symmetric exclusion process in Chapter VIII of IPS does not exist for quasi-symmetric processes which are not symmetric. However, an approximation to the dual is available which makes the study of quasi-symmetric processes much more tenable than processes with no symmetry whatsoever. Also, the fact that quasi-symmetric kernels are mostly symmetric allows us to use a certain coupling technique to prove a convergence result.
Let S k be the set of all subsets of S containing k elements. Also, let Y t be a continuous-time Markov chain on S with respect top(x, y). Note that Y t is transient with respect top(x, y) if and only if the Markov chain with respect to p(x, y) is transient. 
for all k and all sequences {A n }, A n ∈ S k such that each x ∈ S is in finitely many A n , and (b) for each µ ∈ I there exists a measureμ ∈Ī satisfying (3).
Since we have a characterization of I given by (2), the measure ν ∈ I in part (a) must be unique. It would be interesting if one could somehow show that µ ∈Ī in part (b) is unique as well, for if this were so then we would have a one-to-one correspondence between I andĪ thereby giving us a characterization ofĪ.
From the point of view of practicality, Theorem 1.1 gives us as good of a characterization ofĪ as one could could hope for. The reason for this is that even if one were to show thatμ in part (b) was unique, one would not expect to be able to calculatē
explicitly for each A ∈ Y. The best one could hope for is to know the asymptotics of (4) for some sequence {A n } in S k . But Theorem 1.1 already gives this to us. Besides giving information aboutĪ, the two theorems have an interesting consequence motivated by the following question: Does a local perturbation of the dynamics of a process have global consequences on the evolution?
If we think of the quasi-symmetric exclusion process as a perturbation of the symmetric exclusion process then the answer is affirmative when S = Z and there exists a reversible measure π(x) (not necessarily a probability measure) with respect to the transition kernel (i.e. π(x)p(x, y) = π(y)p(y, x)). To see this, consider the simple case wherē p(x, y) = 1/2 for all (x, y) = (0, 1) andp(0, 1) = 1/2 + ǫ, ǫ > 0. Let ν ρ be the product measure with marginals ν ρ {η : η(x) = 1} = ρ. If we choose a sequence of times {T n } going to infinity so that
exists, then Proposition I.1.8 in IPS tells us that µ * ρ is invariant. Therefore it must be a mixture of the measures {ν
however, this clearly shows that the perturbation at the origin affects the evolution of the process globally.
On the other hand, Theorem 1.2 gives us conditions under which lim t→∞ µS(t) is not very different from µ ∈ I. Also, it can be seen from the proof of Theorem 1.1 that if
exists, thenμ is asymptotically equal to µ ∈ I. Thus we have a negative answer to the above question on local perturbations having a global effect for these cases.
Proof of Theorem 1.1
We start this section by describing the dual finite-particle system A t used in the analysis of symmetric systems. The process A t is just the normal exclusion process with the added condition that its initial state A 0 has finitely many sites where η(x) = 1. We write |A t | = n to denote the number of sites that are 1's. In particular A t is a countable state Markov chain that acts like n independent particles having transition rates p(x, y), except that when a particle tries to move to an occupied site its motion is suppressed.
In order to prove Theorem 1.1 we will need to think of the exclusion process in a different way so that we can couple η t and A t . Using a symmetric transition kernel, assign to the subset {x, y} ∈ S 2 an exponential clock with rate p(x, y). Since p(x, y) = p(y, x), this assignment is well-defined. When the exponential clock for {x, y} goes off, the values for η(x) and η(y) will switch. This motion describes the symmetric exclusion process.
We can now couple A t with η t using this new description. The process A t is equal to A 0 until the first time that an exponential clock for {x, y} with x ∈ A 0 and y / ∈ A 0 goes off. At that time A t becomes (A 0 \x) ∪ y. Let A T t be the dual process running backwards in time starting from time T so that A T t = A T −t . Since the exponential times for {x, y} are uniformly distributed on [0, T ], we can use the same clocks for both A t and A T t . We then have that
The informed reader may recognize the similarity between (5) and Theorem VIII.1.1 in IPS.
Notice that when η(x) = η(y) = 1, switching values is the same as not switching values. For the symmetric exclusion process, we can reinterpret this statement in the following way. When a particle tries to move to an occupied site, instead of its motion being suppressed, the two particles switch places. This idea gives us:
If each x ∈ S belongs to finitely many A n and the symmetric kernel p(x, y) corresponds to a transient Markov chain on S, then for each fixed
Proof. Let Z 1 (t), . . . , Z k (t) be k particles each following the motions of a Markov chain on S with transition rates p(x, y). If Z i (t) = x and Z j (t) = y then since p(x, y) = p(y, x), we can couple the two processes so that Z i (t) goes to y at the same time that
We will now describe a processĀ t which approximates the process A t . The processĀ t can be thought of as a family of S k -valued functionsĀ t (Ā 0 ,ω) indexed by time t. The two arguments of A t are the setĀ 0 ∈ S k such thatĀ 0 ∩ B = ∅ andω an element of the path space associated with the quasi-symmetric process η t . Let P ν be the measure on the path space of the quasi-symmetric process having ν as its initial distribution (likewise, let P ν be the probability measure on the path space of the symmetric process with ν as its initial distribution).
If x ∈Ā t , y / ∈Ā t ∪ B thenĀ t goes to (Ā t \x) ∪ y at rate p(x, y) according to the exponential clock of {x, y}. If x ∈Ā t , y / ∈Ā t ∪ B c and the exponential clock for {x, y} goes off thenĀ t goes to either A t \x if η t (x) = 1 or the cemetery state ∆ if η t (x) = 0. Since the values of η t (x) and η t (y) switch when the clock for {x, y} goes off, we will assume that the evaluation of η t (x) is taken before the switch.
For a fixed T > 0, the processĀ T t follows the motion described above except that it runs backwards in time from T to 0 while η s runs forward in time; when the exponential clock for {x, y} goes off, the evaluation of η s (x) takes place after the switching of η s (x) and η s (y) at time s = T − t takes place. Setting η(∆) ≡ 0, we then have following analog of (5) for the quasi-symmetric process η t :
The processes A t andĀ t are coupled so that they start from the same A ∈ S k and move together as much as possible (after the first time they are different, they move independently); likewise for the processes A Takeμ ∈Ī. Since A t =Ā t on N A we have that
Recall that S(t) is the semigroup of the symmetric process. By Theorem VIII.1.1 in IPS (or equivalently by (5))
Using Theorem I.1.8 in IPS we can choose a sequence of times {T n } going to infinity so that
S(t)dt
converges to µ ∈ I. By the fact thatμ ∈Ī and by (6), we have
for all T ≥ 0 so that (7) yields
Usingμ ∈Ī once more, we also have
Combining this with (8) gives us |μ{η(x) = 1 for all x ∈ A} − µ{η(x) = 1 for all x ∈ A}| ≤ P (N c A ).
We complete the proof of part (a) by noting that Proposition 2.1 tells us lim n→∞ P (N c A n ) = 0 for all k and all sequences {A n }, A n ∈ S k such that each x ∈ S is in finitely many A n .
The proof of part (b) is similar. Choose µ ∈ I. Again, we can choose a sequence {T m } going to infinity so that
converges to some measureμ ∈Ī. Then
= µ{η(x) = 1 for all x ∈ A} so that we again obtain (9).
The Infinitesimal Coupling
The main tool used in the proof of the Theorem 1.2 is the so called infinitesimal coupling of the process η t . In this section we will describe the infinitesimal coupling and present two lemmas concerning this coupling.
The infinitesimal coupling of the process η t follows the motion of the basic coupling (defined below) for the two processes η t and ξ s t having joint initial measureν (also defined below). The marginal process ξ s t can be thought of as an approximation of η t+s for small values of s.
Let us now define the basic coupling of two exclusion processes η t and ξ t having the same generator. Simply put, the basic coupling is the coupling which allows η t and ξ t to move together as much as possible. The generator for the basic coupling is the closure of the operatorΩ defined on D(X × X):
The initial measureν depends on the transition kernel of the process. To describeν, we will consider the following simple kernel: Start with a symmetric irreducible transition kernel p(x, y) on S. Pick some site to be the origin, 0, and label one of its neighbors 1. Choosing ǫ > 0, we can definē
In order to simplify the description ofν, we will assume throughout most of this section that our transition kernel is given by (10) . It is under this assumption that we will explicitly describeν and prove the lemmas. At the end of the section we will give an argument that extends the results to a general quasi-symmetric kernel.
We are ready to describeν under the assumption of (10). Following Andjel, Bramson, and Liggett(1988) , the basic idea is to couple a given measure µ together with µS(s) for small values of s (in particular, we impose the restriction s < 1 ǫ ). The problem is that one cannot explicitly write out the distribution of µS(s); however, it turns out that a first order approximation to µS(s) is good enough. Therefore, we think of µ s as some measure µS(s) + o(s) as s → 0. Throughout the rest of the section µ will the the marginal distribution ofν corresponding to η 0 and µ s will be the marginal distribution ofν corresponding to ξ s 0 . The measures µ s andν will be defined in such a way thatν has a small number of discrepancies (a discrepancy occurs when η(x) = ξ s (x)). This is because the idea is to let the coupled process run according to the basic coupling and analyze the behavior of the discrepancies. In fact, it is by analyzing the behavior of the discrepancies that we will be able to prove that the measure lim t→∞ µS(t) exists for all µ ∈ I. 
Note that this measure is well-defined for s < 1 ǫ . Let µ D andμ D be coupled in such a way that they agree everywhere except at 0 and 1. The coupling measureν is just the coupling of η 0 and ξ s 0 such that the two marginals agree everywhere except on a set of measure µ{D}sǫ where we use the coupling of µ D andμ D described in the previous sentence. In particular, the distribution for
is given by
As desired, up to first order in s, (ξ Proof. Let Ω be the generator for the symmetric process andΩ be the generator for the quasisymmetric process. Using (1), (10) and the fact that µ ∈ I we have
But now, using the explicit expression for the distribution of ξ s 0 , we also get for s > 0 that
By the definition of the generator
Combining the last two equations gives us
t ) be a process that runs according to the basic coupling for u = 0, 1. Its initial distribution is such that both the marginal distributions (corresponding to η 
Proof. Let
where the last equality follows from Lemma 3.1. This in turn equals
The proof is completed by the inequalities
The last inequality is due to a property given by the basic coupling: when the two discrepancies
meet, they cancel each other out to result in no discrepancies for all t ≥ T .
We now give an argument that extends the infinitesimal coupling and the two lemmas to a general quasi-symmetric kernel. The first thing is to realize that if ǫ is negative, we can obtain analogs of the two lemmas if we make the following changes to the distribution of (11) Here we impose the restriction s < − µ{η0(0)=0,η0(1)=1} µ{D}ǫ .
Next we see that if there are multiple differences between p(x, y) andp(x, y), we can superimpose the changes to the distribution ofν to get analogs of the two lemmas. For instance if p(w, y) = p(w, y) + ǫ 1 andp(w, z) = p(w, z) + ǫ 2 where ǫ i > 0, then when s < 1 ǫ1+ǫ2 , the distribution of the coupling at (w, y, z) at time 0 is identical to the marginal measures for (η 0 (w), η 0 (y), η 0 (z)) and for (ξ Recall that B = {x ∈ S :p(x, y) =p(y, x) for some y ∈ S}.
If we define (η
t ) for all u ∈ B similarly to our previous definition, then we get the following analog of Lemma 3.2: The proof of the corollary is essentially the same as that of Lemma 3.2 so we only make the following remark. It is important to note that a pair of discrepancies of opposite type 1 0 and 0 1 occur together, but any two pairs do not occur at the same time. Therefore, we still have that the only interaction between discrepancies is when two discrepancies of opposite type cancel each other out.
exists.
Suppose to the contrary that there exists some A for which (12) does not exist. Then there exists a sequence {t n } going to infinity such that the set {µS(t n ){η(x) = 1 for all x ∈ A}} has at least two different limit points. Therefore it must be that The proof of Theorem 1.1 (b) implies that (3) must hold.
