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RING-THEORETIC (IN)FINITENESS IN REDUCED PRODUCTS OF
BANACH ALGEBRAS
MATTHEW DAWS AND BENCE HORVA´TH
Abstract. We study ring-theoretic (in)finiteness properties – such as Dedekind-finiteness
and proper infiniteness – of ultraproducts (and more generally, reduced products) of
Banach algebras.
Whilst we characterise when an ultraproduct has these ring-theoretic properties in
terms of its underlying sequence of algebras, we find that, contrary to the C∗-algebraic
setting, it is not true in general that an ultraproduct has a ring-theoretic finiteness
property if and only if “ultrafilter many” of the underlying sequence of algebras have
the same property. This might appear to violate the continuous model theoretic coun-
terpart of  Los´’s Theorem; the reason it does not is that for a general Banach algebra,
the ring theoretic properties we consider cannot be verified by considering a bounded
subset of the algebra of fixed bound. For Banach algebras, we construct counter-
examples to show, for example, that each component Banach algebra can fail to be
Dedekind-finite while the ultraproduct is Dedekind-finite, and we explain why such a
counter-example is not possible for C∗-algebras. Finally the related notion of having
stable rank one is also studied for ultraproducts.
2010 Mathematics Subject Classification. 46M07, 46H99 (primary); 16B99, 43A20
(secondary)
1. Introduction
The notion of central sequences (with respect to a limit, or an ultrafilter limit) has
long been a key tool in the study and classification of von Neumann algebras (see [27,
Section 3, Chapter XIV] as a starting point). More recently, such ideas have also be-
come central to the classification of C∗-algebras, see [19] for example. The study of
ultrapowers is intimately connected to model theory, and indeed continuous model the-
ory has recently been successfully applied to the study of von Neumann and C∗-algebras,
[10, 11]. Furthermore, the analogue of the ultrapower where usual convergence is used,
the asymptotic sequence algebra, appears in the study of the set theory of C∗-algebras,
[9].
In constructing ultraproducts or the asymptotic sequence algebra, we of course only
consider bounded sequences. Many properties of C∗-algebras, such as those considered
in this paper – being Dedekind-finite, being properly infinite – can be verified for a
C∗-algebra by only looking at bounded, in fact, norm one, elements. In this paper, we
show that this is not true for general Banach algebras, and that furthermore, this has
Key words and phrases. Asymptotic sequence algebra, Banach algebra, bicyclic monoid, Cuntz
semigroup, Dedekind-finite,  Los´’s Theorem, properly infinite, stable rank one, semigroup algebra,
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implications for ultraproducts, and asymptotic sequence algebras, of Banach algebras.
For example, the property of being Dedekind-finite passes from each component Banach
algebra to the asymptotic sequence algebra, but the converse is not true. This is a
manifestation of the fact that the very language of continuous model theory involves
the use of bounded metric spaces, [1]. We remark that the asymptotic sequence algebra
appears to have not been systematically studied for Banach algebras; we think that this
is likely to prove to be a useful construction in general Banach algebra theory.
Let us now be more precise. The main objects of study in this paper are the follow-
ing. Let (An) be a sequence of Banach algebras and let ℓ
∞(An) be the Banach space
of all bounded sequences (an), where an ∈ An for each n, turned into a Banach alge-
bra with pointwise operations. Similarly, let c0(An) be the subspace of sequences (an)
with limn ‖an‖ = 0. Then c0(An) is a closed, two-sided ideal of ℓ
∞(An) and in fact,
when each An is unital, ℓ
∞(An) is the multiplier algebra of c0(An) (compare [9, Sec-
tion 13] for example). The asymptotic sequence algebra Asy(An) is the quotient algebra
ℓ∞(An)/c0(An). Let U be a non-principal ultrafilter on N and let cU (An) be the closed,
two-sided ideal of ℓ∞(An) formed of sequences (an) with limn→U ‖an‖ = 0. The quotient
ℓ∞(An)/cU (An) is the ultraproduct (An)U , see [15]. As c0(An) ⊆ cU (An) the ultraprod-
uct is “smaller” than the asymptotic sequence algebra, although for the questions we
consider here there will be little difference. If An = A for all n, we write Asy(A) and
(A)U , the latter known as the ultrapower of A.
We shall denote by a capital letter A, and so forth, an element A = (an) ∈ ℓ∞(An).
Let π : ℓ∞(An)→ Asy(An) and πU : ℓ
∞(An)→ (An)U be the quotient maps; then
‖π(A)‖ = lim sup
n→∞
‖an‖, ‖πU (A)‖ = lim
n→U
‖an‖.
In particular, given any a ∈ Asy(An) we can always find A = (an) ∈ ℓ
∞(An) with π(A) =
a and ‖A‖ = supn ‖an‖ = ‖a‖, and similarly for (An)U . As our notation indicates,
we only work with sequences of algebras (An), and not with general nets, though our
results could be formulated in a more general setting. We always assume, then, that our
ultrafilters are non-principal, which on a countable indexing set, is equivalent to being
countably-incomplete, [15, Section 1].
An approach we could have taken to our overall presentation would have been to
work with “reduced products”, compare [14, Section 2.3]. If F is merely a filter on N
(and not necessarily an ultrafilter) we may still define cF (An) to be those sequences
(an) ∈ ℓ
∞(An) such, for each ǫ > 0, that {n ∈ N : ‖an‖ < ǫ} ∈ F . Then cF (An) is a
closed, two-sided ideal, and so we may define (An)F = ℓ
∞(An)/cF (An). This definition
agrees with the previous one if F does happen to be an ultrafilter. Furthermore, if F
is the Fre´chet filter (so A ∈ F if and only if N \ A is finite) then cF (An) = c0(An) and
so (An)F = Asy(An). Consequently, we could have structured all our statements and
proofs to be about reduced products. Instead, we felt that writing statements and proofs
for Asy(An) improved the readability (as we can work with “normal” convergence, and
limits at ∞). Once the structure of an argument is understood, it is then easy to adapt
it to work for (ultra)filter products.
As motivation, and to make explicit links with continuous logic, let us consider when
Asy(An) or (An)U is unital. The first author considered the ultrapower case in [5,
Proposition 2.1], showing that (A)U is unital if and only if A is, the proof using just
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techniques from functional analysis. In Section 2 below, we consider how to use the
tools of continuous model theory to show, and improve upon, this result. From this
perspective, the bulk of the proof of [5, Proposition 2.1] is taken up with showing that
one can write a sentence ϕ in the language of Banach algebras such that a Banach
algebra A is unital if and only if the interpretation ϕA of ϕ in A is zero. This is not
entirely trivial, as in continuous logic the existential and universal quantifiers are replaced
by supremum and infimum. Once such a sentence has been found,  Los´’s Theorem for
continuous model theory shows that ϕA = 0 if and only if ϕ(A)U = 0, hence immediately
showing the result. In Section 2 below we show how to also obtain an analogous result
for ultraproducts.
An interesting aspect of continuous logic is that the language of Banach algebras
requires us to choose bounded domains for any sentence or term we use. These domains
are typically chosen so that in an interpretation of the language, they are closed balls of
varying radii. For the statement “A is unital” this seems innocuous, as units always have
norm one. However, for an abstract Banach algebra (as opposed to C∗-algebras, or most
concretely occurring Banach algebras) this is merely convention. Indeed, if we allow
Banach algebras to have units of norm greater than one, then we can find a sequence
(An) of unital Banach algebras such that (An)U is not unital, see Proposition 3.15. We
shall explore this phenomena extensively for the algebraic properties we consider below.
Once units have been studied, it is natural to look at idempotents, that is, elements
p ∈ A with p2 = p. Two idempotents p, q are equivalent, written p ∼ q, when there are
a, b ∈ A with p = ab and q = ba. This is indeed an equivalence relation, see Section 2
for this. We say that p, q are orthogonal if pq = 0 and qp = 0. When A is a C∗-
algebra, it is more natural to take account of the star-structure, and to ask that our
idempotents are self-adjoint, giving the notion of a projection. In Section 2 we give a
quick survey of the relation between idempotents and projections, showing in particular
that for C∗-algebras, for the properties we consider, one can equivalently work with
either idempotents, or projections.
A unital algebraA is properly infinite if there are orthogonal idempotents p, q ∈ A with
p ∼ 1 and q ∼ 1. A is Dedekind-finite if p ∼ 1 implies p = 1, and is otherwise Dedekind-
infinite. In this paper, we study how these notions interact with the ultraproduct, and,
especially, the asymptotic sequence algebra constructions.
In Section 3, we show that if (An) is a sequence of Dedekind-finite Banach algebras
then also Asy(An) is Dedekind-finite. The converse is not, in general, true, but we
show that it is under further conditions. The definition of p ∼ 1 entails the existence of
a, b ∈ A with p = ab, ba = 1. To write a sentence in the language of Banach algebras
expressing this requires us, amongst other things, to give a bounded domain to work in:
that is, to norm bound a, b. For technical reasons, it is easier to work with the notion
of being Dedekind-infinite, and we introduce two constants, CDI(A) and C
′
DI(A), which
measure how large ‖a‖‖b‖, or ‖p‖ where p is idempotent, need to be to show that A is
Dedekind-infinite; see Section 3.2 for precise statements.
We show in Proposition 3.4 that if (An) is a sequence of Dedekind-infinite Banach
algebras, but with unbounded CDI constants, then Asy(An) is Dedekind-finite. We then
show, by way of examples of weighted semigroup algebras, that such a sequence can
exist. By contrast, such an example cannot occur for C∗-algebras, see Corollary 3.9.
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This exploration also raises the question of renormings. For a unital Banach algebra,
we can renorm so as to ensure the unit has norm 1. We find examples which show that
CDI(A) and C
′
DI(A) need not be comparable, meaning that we can show A is Dedekind
infinite for an idempotent p of small norm, but to verify that p ∼ 1, that is, find a, b ∈ A
with p = ab, 1 = ba, we need to use a, b of large norm. We make some remarks on
whether it is possible to renorm A to make CDI(A) small, but ultimately leave this as
an open question.
In Section 4, we perform a similar analysis for being properly infinite: if Asy(An) is
properly infinite then An is properly infinite for large enough n. Again, the converse
holds when we have uniform norm control on the norms of the elements of A showing that
the idempotents p, q, involved in the definition of “properly infinite”, are equivalent to 1.
A more involved example of a weighted semigroup algebra provides a counter-example,
Theorem 4.11. We again show that it is possible to control the norms of the idempotents
without being able to control the norms of elements involved in verifying that p ∼ 1, q ∼
1, see Proposition 4.13. We also investigate renorming questions. When we do have
sufficient norm control, we completely characterise when Asy(An) is properly infinite,
Proposition 4.17. This is again achieved by introducing constants C ′PI(A) and CPI(A),
which measure how big the product of the norms ‖p‖‖q‖ are which witness proper
infiniteness, and respectively, the product of the norms of the elements implementing
the equivalence of the idempotents. Along the way, we show that there is an isometric
embedding of the inductive limit of Banach algebras (An) into Asy(An), and use this to
draw conclusions about when the inductive limit is properly infinite.
Finally, in Section 5, we consider the property of having stable rank one, which we view
as a strengthening of being Dedekind-finite. Here Asy(A) having stable rank one implies
the same for A; again the converse does not hold, which we show by way of a counter-
example. Two themes running through our consideration of all three properties are
“lifting” properties from Asy(An) to ℓ
∞(An), which we view as being interesting from
a technical viewpoint; and also the certain “norm control” considerations mentioned
above.
The organisation of the paper is as follows. In Section 2 below, we first consider
some aspects of continuous model theory, and in particular  Los´’s Theorem, before giving
some background results about idempotents, projections, and present some results about
being “close” to an idempotent. In the subsequent sections we study, respectively, being
Dedekind-finite, being properly infinite, and having stable rank one. We finish the paper
with some open problems.
2. Preliminaries
For us, a Banach algebra A will always have a contractive product ‖ab‖ ≤ ‖a‖‖b‖. If
A is unital then we assume that the unit 1 has ‖1‖ = 1. These assumptions can always be
achieved by giving A an equivalent norm (see e.g. [3, Proposition 2.1.9] and the comment
following it). As many of the results in this paper depend upon exact norm control, and
not just upon the equivalence class of the norm, we should be a little careful of renorming
arguments. The reader is pointed to Section 3.4 and Propositions 4.15 and 4.16 below
for a wider discussion.
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Let us make some remarks about continuous logic. Again, we shall motivate this
discussion by considering when A is unital. That A is unital, with unit e ∈ A, can be
expressed in first-order logic as ∃ e ∈ A,∀ a ∈ A, ae = ea = a. However, in continuous
logic, we have to use sup and inf in place of ∀ and ∃, and furthermore, we can only
quantify over bounded subsets of A. In fact, typically we define bounded domains Bn
which, when interpreted in A will be the closed ball of radius n ∈ N. Consider the
sentence
ϕ = inf
e∈B1
sup
a∈B1
max
(
‖ae− a‖, ‖ea − a‖
)
.
Arguing exactly as in the proof of [5, Proposition 2.1], we can show that a Banach
algebra A is unital if and only if ϕA = 0, that is, the interpretation of ϕ in A is zero.
 Los´’s Theorem for continuous model theory, [11, Proposition 4.3] or [1, Theorem 5.4],
shows that A will satisfy this sentence if and only if any ultrapower (A)U does. This
immediately shows [5, Proposition 2.1]. In effect,  Los´’s Theorem takes care of the “ul-
traproduct bookkeeping” for us. In fact, we can use  Los´’s Theorem to improve [5,
Proposition 2.1], as follows.
Proposition 2.1. Let (An) be a sequence of Banach algebras. Then (An)U is unital if
and only if there is U ∈ U with An unital for each n ∈ U .
Proof. Set B = (A)U and suppose that B is unital. By  Los´’s Theorem we know that
ϕB = limn→U ϕ
An . We are supposing that ϕB = 0, so for ǫ ∈ (0, 1/4) to be chosen later,
there is U ∈ U with ϕAn < ǫ for n ∈ U . Given such an n we can find e ∈ An with ‖e‖ ≤ 1
and ‖ea − a‖, ‖ae − a‖ ≤ ǫ‖a‖ for each a ∈ An. We now apply Corollary 2.7 below, to
find p ∈ An with p
2 = p and ‖e− p‖ ≤ f1(ǫ), where f1 is defined by equation 2.1 below.
Then ‖pc− c‖ ≤ ‖p−e‖‖c‖+ ǫ‖c‖ ≤ (f1(ǫ)+ ǫ)‖c‖ for each c ∈ An. If we choose ǫ > 0
small enough then f1(ǫ) + ǫ < 1. Given a ∈ An let b = a − pa so that pb = 0 because
p2 = p. If b 6= 0 then we conclude that ‖b‖ = ‖pb − b‖ < ‖b‖, a contradiction. Hence
pa = a and similarly ap = a, and so p is the unit of An, as required.
The converse is clear. 
We shall show later in Proposition 3.15 that if we allow a Banach algebra to have a
unit of norm greater than 1 then the previous proposition is false.
Let us make two remarks about this treatment of A being unital. The first remark is
that we could work with the bounded domain B1 above only because of our assumption
that if a Banach algebra is unital, then its unit has norm 1. However, this is only
ensured by a renorming argument. By contrast, for a C∗-algebra, a unit e is self-adjoint
(because units are unique) and an idempotent, and so is a projection, and hence has
norm 1 automatically.
Renorming arguments are not problematic when considering ultrapowers (or Asy(A))
but can become questionable when considering ultraproducts (or Asy(An) for a varying
sequence (An)). We shall make further remarks later, see Section 3.4 below.
The second remark is that the bulk of the argument of, for example, Proposition 2.1 is
functional analytic: showing that if ϕA is small, then in fact A is unital. The necessary
Banach algebraic techniques for the properties we consider below are only more involved,
and for this reason, we have chosen to present our results in a way which does not
explicitly use continuous model theory.
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2.1. Background results about idempotents. Let us quickly recall why ∼ is an
equivalence relation on idempotents. Only transitivity is non-trivial. Let p ∼ q and
q ∼ r, say with p = ab, q = ba and q = cd, r = dc. Then p = p2 = abab = aqb = (ac)(db)
and (db)(ac) = dqc = dcdc = r2 = r so p ∼ r.
For a C∗-algebra A, rather than considering idempotents, it is usual to consider
projections, which are by definition self-adjoint idempotents: p ∈ A with p = p∗ = p2. It
is a fun exercise to show that an idempotent in a C∗-algebra is a projection if and only
if it has norm one. Further, the natural equivalence of projections is that of Murray–von
Neumann equivalence, which says that p ≈ q if and only if p = v∗v, q = vv∗ for some
v ∈ A (which is necessarily a partial isometry). The proof in the previous paragraph
still works to show that ≈ is an equivalence relation. Finally, it is then usual to define
properly infinite and Dedekind-(in)finite using projections and Murray–von Neumann
equivalence.
We claim that it does not matter, for a C∗-algebra, if we use our definitions or the
C∗-definitions. This is folklore, but we have been unable to find a reference, so to aid
the reader, we give the argument. For the next few results, we fix a unital C∗-algebra
A.
Lemma 2.2. Let p ∈ A be an idempotent. There is a projection q ∈ A with p ∼ q. We
can arrange for pq = q, qp = p or for pq = p, qp = q.
Proof. This is [26, Exercise 3.11] or [3, Proposition 3.2.10]. Set a = 1+(p−p∗)∗(p−p∗) ≥
1 so a is invertible. Then pa = pp∗p = ap and also p∗a = ap∗. Set q = pp∗a−1 = a−1pp∗.
Then q2 = a−1pp∗pp∗a−1 = a−1app∗a−1 = q and q = q∗. Also pq = q while qp =
a−1pp∗p = a−1ap = p, hence p ∼ q. If instead we set r = p∗pa−1 = a−1p∗p then
r2 = r = r∗ while pr = p and rp = r. 
Lemma 2.3. Let p, q ∈ A be projections with p ∼ q. Then p ≈ q.
Proof. This is [3, Proposition 3.2.10]. Suppose p = ab and q = ba. Let c = qbp thus
qc = c = cp; as also c = babab we have that ac = p and ca = q, and consequently
cac = cp = c.
Suppose p 6= 0. We have that p = p∗p = c∗a∗ac ≤ ‖a‖2c∗c. Working in pAp, we
see that c∗c is invertible, so there is d ∈ pAp with d|c| = |c|d = p. Set u = cd so
u∗u = d∗|c|2d = p. Then qu = cacd = cd = u and hence uu∗ = uu∗q = cdd∗c∗ca =
cdd∗|c|2a = cdp|c|a = cd|c|a = cpa = caca = q. Thus p ≈ q.
If p = 0, q 6= 0 then swap the roles of p and q. If p = q = 0 then clearly p ≈ q. 
Proposition 2.4. A is properly infinite as a Banach algebra if and only if it is properly
infinite as a C∗-algebra.
Proof. If A is properly infinite as a Banach algebra then there are idempotents p, q
with pq = qp = 0 and p ∼ 1, q ∼ 1. By Lemma 2.2 there are projections p′, q′ with
pp′ = p′, p′p = p and qq′ = q, q′q = q′. Then 1 ∼ p ∼ p′ so p′ ≈ 1 by Lemma 2.3, and
similarly q′ ≈ 1. Also q′p′ = q′qpp′ = 0 and similarly p′q′ = 0, hence A is properly
infinite as a C∗-algebra. The converse is clear. 
Proposition 2.5. A is Dedekind-finite as a Banach algebra if and only if it is Dedekind-
finite as a C∗-algebra.
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Proof. If A is Dedekind-finite as a C∗-algebra, then let p ∈ A be an idempotent with
p ∼ 1. There is a projection q ∈ A with q ∼ p. Thus q ∼ p ∼ 1 so q ∼ 1 hence q ≈ 1,
and consequently q = 1. We can arrange that pq = q, so as q = 1, we conclude that
1 = q = pq = p. Therefore A is Dedekind-finite as a Banach algebra. The converse is
clear. 
We now return to the general case. For M > 0 define
fM : [0, 1/4) → R; fM(t) = (M + 1/2)((1 − 4t)
−1/2 − 1). (2.1)
It is clear that fM is a non-negative continuous function. Furthermore, fM ≤ fN when
N > M > 0.
The following lemma is well-known, it can be found for example in [18, Lemma 2.1]
without a proof. For completeness we provide a (functional calculus argument based)
proof. In what follows, if A is an algebra, then inv(A) denotes the group of invertible
elements of A. If a, b ∈ A, then the commutator of a and b is [a, b] := ab− ba.
Proposition 2.6. Let A be a unital Banach algebra, and let a ∈ A be such that
ν := ‖a2 − a‖ < 1/4. Then there is an idempotent p ∈ A such that ‖p− a‖ ≤ f‖a‖(ν)
holds. Moreover, if y ∈ A is such that [y, a] = 0 then [y, p] = 0.
Proof. As ν < 1/4, it follows that the series
∑∞
n=0
(
2n
n
)
νn converges in [0,∞) with sum
(1− 4ν)−1/2, consequently
s :=
∞∑
n=0
(
2n
n
)
(a− a2)n (2.2)
is absolutely convergent and therefore convergent inA. Let us define p := (a− 1/2)s + 1/2.
Clearly, if y ∈ A is such that [y, a] = 0 then [y, s] = 0, and consequently [y, p] = 0. We
show that p ∈ A is an idempotent, which is equivalent to showing that (2p − 1)2 = 1.
We first observe that by the Cauchy product formula
s2 =
∞∑
n=0
(
n∑
k=0
(
2k
k
)(
2(n− k)
n− k
))
(a− a2)n =
∞∑
n=0
4n(a− a2)n. (2.3)
Secondly, by ν < 1/4 it follows that 1− 4a+ 4a2 ∈ inv(A) with (1− 4a+ 4a2)−1 =∑∞
n=0(4(a − a
2))n by the Carl Neumann series. Thus s2 = (1− 4a+ 4a2)−1 and con-
sequently (2p − 1)2 = ((2a− 1)s)2 = (2a− 1)2s2 = (4a2 − 4a+ 1)(1 − 4a+ 4a2)−1 = 1.
Moreover, we have that
‖p− a‖ = ‖(a− 1/2)s + 1/2 − a‖ = ‖(a− 1/2)(s − 1)‖
≤ (‖a‖+ 1/2)‖s − 1‖ ≤ (‖a‖ + 1/2)
∞∑
n=1
(2n
n
)
‖a− a2‖n
= (‖a‖+ 1/2)((1 − 4ν)−1/2 − 1) = f‖a‖(ν)
by the definition of f‖a‖. 
Corollary 2.7. Let A be a Banach algebra, and let a ∈ A with ν := ‖a2−a‖ < 1/4 and
f‖a‖(ν) < 1. Then there is an idempotent p ∈ A with ‖p− a‖ ≤ f‖a‖(ν).
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Proof. IfA is not unital, consider the unitisation A♯ with adjoined unit 1. SoA♯ = A⊕C1
with norm ‖a + α1‖ = ‖a‖ + |α|. By the preceding applied to A♯ there is p = q + α1
with p2 = p and ‖p − a‖ ≤ f‖a‖(ν). Thus p
2 = q2 + 2αq + α21 so p2 = p implies that
either α = 0 or α = 1. If α = 1 then ‖p − a‖ = ‖q − a‖ + |α| ≥ 1 a contradiction. So
α = 0 and p = q is an idempotent. 
A related result is the following, which is also folklore, a stronger version of which
was proved by Zema´nek in [28, Lemma 3.1]. For the convenience of the reader we give
a self-contained elementary proof.
Lemma 2.8. Let A be a unital Banach algebra, and let p, q ∈ A be idempotents with
‖p− q‖ < 1. Then p ∼ q.
Proof. We first observe that (p− q)2 commutes with p and q. Indeed,
p(p− q)2 = p(p− pq − qp+ q) = p− pqp = (p − pq − qp+ q)p = (p− q)2p, (2.4)
and similarly for q and (p− q)2. Now since ‖p− q‖ < 1, clearly ‖(p− q)2‖ < 1 and thus
as in the proof of Proposition 2.6, the series
d :=
∞∑
n=0
(
2n
n
)
(p− q)2n
4n
(2.5)
converges (absolutely) in A, and d commutes with p and q.
Again, as in the proof of Proposition 2.6 we conclude d2 = (1− (p − q)2)−1. Another
easy calculation shows
(p+ q − 1)2 = p+ pq − p+ qp+ q − q − p− q + 1 = 1− p+ pq + qp− q = 1− (p − q)2.
(2.6)
We define c := d(p + q − 1). Since p and q commute with d, it follows that
c2 = d2(p+ q − 1)2 = d2(1− (p− q)2) = 1. (2.7)
We are now ready to show that p ∼ q. To see this, we first observe
pc = pd(p + q − 1) = dp(p+ q − 1) = d(p+ pq − p) = dpq
cq = d(p + q − 1)q = d(pq + q − q) = dpq (2.8)
and thus pc = cq. Consequently (pc)(cp) = pc2p = p and (cp)(pc) = cpc = c2q = q
follow, concluding the proof. 
Remark 2.9. From this proof, we see that p = ab and q = ba for a, b ∈ A, where
a = pc, b = cp, and c = d(p+ q − 1), where d is given by a power series which yields the
norm estimate
‖d‖ ≤
(
1− ‖(p− q)2‖
)−1/2
≤
(
1− ‖p − q‖2
)−1/2
.
Thus ‖a‖‖b‖ ≤ ‖p‖2‖p+q−1‖2(1−‖p−q‖2)−1 ≤ ‖p‖2(‖2p−1‖+‖p−q‖)2(1−‖p−q‖2)−1.
3. Dedekind-finiteness
In this section, we show that if An is Dedekind-finite for each n, then also Asy(An)
is Dedekind-finite. The converse is not true without some form of “norm control”, and
we provide a counter-example in the Banach algebra case, while also clarifying why the
converse does hold for C∗-algebras.
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3.1. When the sequence consists of Dedekind-finite algebras. In the following
proof, for clarity, given a sequence (An) of unital algebras, we write 1n for the unit of
An.
Theorem 3.1. Let (An) be a sequence of Dedekind-finite Banach algebras. Then Asy(An)
is Dedekind-finite.
Proof. Let p ∈ Asy(An) be an idempotent. Choose X = (xn) ∈ ℓ
∞(An) with π(X) = p,
so that π(X2) = π(X)2 = p2 = p = π(X), or equivalently, X − X2 ∈ c0(An). Let us
introduce νn := ‖xn − x
2
n‖ for every n ∈ N, then limn→∞ νn = 0. In particular, there
is N ∈ N such that for every n ≥ N we have νn < 1/8. In view of Proposition 2.6, for
every n ≥ N there is an idempotent p′n ∈ An with ‖xn − p
′
n‖ ≤ f‖xn‖(νn) ≤ f‖X‖(νn) ≤
f‖X‖(1/8). By continuity of f‖X‖, it follows that limn≥N f‖X‖(νn) = 0; consequently
limn≥N ‖xn − p
′
n‖ = 0. For every n ∈ N we define
pn :=
{
p′n if n ≥ N
0 otherwise.
(3.1)
Since ‖p′n‖ ≤ ‖p
′
n−xn‖+‖xn‖ ≤ f‖X‖(1/8)+‖X‖ for all n ≥ N , it follows that P := (pn)
is an idempotent in ℓ∞(An). We observe that p = π(P ) by limn≥N ‖xn − p
′
n‖ = 0.
Now suppose further that p ∼ 1, so there exist a, b ∈ Asy(An) such that 1 = ab and
p = ba. There are A = (an), B = (bn) ∈ ℓ
∞(An) such that a = π(A) and b = π(B),
consequently limn→∞ ‖1n − anbn‖ = 0 and limn→∞ ‖pn − bnan‖ = 0.
Now let δ ∈ (0, 1) be such that
‖A‖‖B‖δ/(1 − δ) + 2δ < 1. (3.2)
Let M ≥ N be such that for all n ≥ M the inequality ‖1n − anbn‖ < δ holds, then
un := anbn ∈ inv(An) with ‖1n−u
−1
n ‖ < δ/(1− δ). For every n ≥M , let qn := bnu
−1
n an,
then qn ∈ An is an idempotent with qn ∼ 1n. Since An is Dedekind-finite, it follows for
all n ≥M that qn = 1n.
We need to show that p = 1 holds, which is equivalent to showing limn→∞ ‖1n−pn‖ =
0. Since 1n−pn ∈ An is an idempotent for all n ∈ N, it is enough to show that eventually
‖1n − pn‖ < 1, compare Remark 3.3 below. Let K ≥M be such that for every n ≥ K
‖xn − bnan‖ < δ, ‖xn − p
′
n‖ < δ. (3.3)
Then for every n ≥ K we have pn = p
′
n and 1n = qn, thus
‖1n − p
′
n‖ = ‖qn − p
′
n‖
= ‖bnu
−1
n an − p
′
n‖
≤ ‖bnu
−1
n an − bnan‖+ ‖bnan − xn‖+ ‖xn − p
′
n‖
≤ ‖bn‖‖u
−1
n − 1n‖‖an‖+ ‖bnan − xn‖+ ‖xn − p
′
n‖
≤ ‖A‖‖B‖δ/(1 − δ) + 2δ
< 1. (3.4)
This concludes the proof. 
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Remark 3.2. We note that the proof above gives some extra information. Indeed, the
first paragraph of the proof of Theorem 3.1 shows precisely that idempotents from the
asymptotic sequence algebra Asy(An) can always be lifted to idempotents in ℓ
∞(An).
3.2. When the asymptotic sequence algebra is Dedekind-finite. In this section
we demonstrate that the converse of Theorem 3.1 holds for certain specific cases; but in
general it does not hold, which we show by way of a counter-example.
In order to do this, let us introduce the following auxiliary quantity. For a unital
Banach algebra A, we define
CDI(A) := inf{‖a‖‖b‖ : a, b ∈ A and ab = 1 and ba 6= 1}. (3.5)
We may also introduce the auxiliary constant
C ′DI(A) := inf{‖p‖ : p ∈ A, p
2 = p, p ∼ 1, and p 6= 1}. (3.6)
If A is Dedekind-infinite then 1 ≤ CDI(A) < +∞, otherwise (that is, if A is Dedekind-
finite) CDI(A) = +∞, and similarly for C
′
DI. Clearly C
′
DI(A) ≤ CDI(A), but otherwise
these quantities are not comparable, see Proposition 3.12. As a definition, perhaps
C ′DI(A) seems more natural, but we shall see that CDI(A) is more useful in constructions.
Remark 3.3. If p ∈ A is an idempotent, then pn = p for any n ∈ N, and so ‖p‖ ≥ 1 or
p = 0. Suppose we have a, b ∈ A with ab = 1. Then p = ba is an idempotent, and hence
so is 1 − p, hence either p = 1 or ‖1 − p‖ ≥ 1. So in the definition of CDI we also have
that ba is far away from 1.
Proposition 3.4. Let (An) be a sequence of unital Banach algebras such that CDI(An)→
+∞. Then Asy(An) is Dedekind-finite.
Proof. Let A = (an), B = (bn) ∈ ℓ
∞(An) be such that π(A)π(B) = 1. We wish to
prove that π(B)π(A) = 1. By the assumption we can take N ′ ∈ N such that CDI(An) >
2‖A‖‖B‖ + 1 whenever n ≥ N ′. Let us define un := anbn for every n ∈ N. Since
limn→∞ ‖1n − un‖ = 0, we can pick N ≥ N
′ such that ‖1n − un‖ < (2‖A‖‖B‖ + 1)
−1
for all n ≥ N . Then un ∈ inv(An) and ‖1n − u
−1
n ‖ ≤ (2‖A‖‖B‖)
−1 and ‖u−1n ‖ ≤
(2‖A‖‖B‖ + 1)(2‖A‖‖B‖)−1 for all n ≥ N .
Let us define qn := bnu
−1
n an for every n ≥ N . As an(bnu
−1
n ) = 1n it follows that
qn ∈ An is an idempotent with qn ∼ 1n. Clearly, either qn = 1n or qn 6= 1n. Assume
towards a contradiction that there is some m ≥ N with qm 6= 1m. Then
CDI(Am) ≤ ‖bmu
−1
m ‖‖am‖ ≤ ‖bm‖‖u
−1
m ‖‖am‖ ≤ (2‖A‖‖B‖ + 1)/2, (3.7)
which is impossible. Hence qn = 1n for all n ≥ N .
From π(A)π(B) = 1 it follows that π(B)π(A) ∈ Asy(An) is an idempotent, which is
equivalent to saying that limn→∞ ‖bnanbnan − bnan‖ = 0. Let M
′ ≥ N be such that
νn := ‖bnanbnan − bnan‖ < 1/8 whenever n ≥ M
′. By Proposition 2.6 there is an
idempotent p′n ∈ An such that ‖bnan − p
′
n‖ ≤ f‖A‖‖B‖(νn), whenever n ≥ M
′. Let
pn := p
′
n if n ≥M
′ and pn := 1n if n < M
′. Then P := (pn) ∈ ℓ
∞(An) is an idempotent
with π(B)π(A) = π(P ).
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Let M ≥M ′ be such that ‖bnan − pn‖ < 1/2 for all n ≥M . Thus we obtain
‖1n − pn‖ = ‖qn − pn‖ ≤ ‖qn − bnan‖+ ‖bnan − pn‖
≤ ‖bn‖‖u
−1
n − 1n‖‖an‖+ ‖bnan − pn‖
<
‖A‖‖B‖
2‖A‖‖B‖
+ 1/2
= 1 (3.8)
and hence, by Remark 3.3, 1n = pn for all n ≥M . This yields π(B)π(A) = π(P ) = π(1),
showing that Asy(An) is Dedekind-finite. 
In particular as C ′DI(A) ≤ CDI(A) and C
′
DI(A) < +∞ if and only if CDI(A) < +∞,
we immediately obtain the following.
Corollary 3.5. Let (An) be a sequence of unital Banach algebras such that C
′
DI
(An)→
+∞. Then Asy(An) is Dedekind-finite.
3.3. A counter-example. We shall now construct Banach algebras which satisfy the
hypothesises of Proposition 3.4.
Let I be a non-empty set. For a fixed s ∈ I, δs denotes the function
δs(t) :=
{
1 if t = s,
0 if t 6= s.
(3.9)
Let ν : I → (0,+∞) be a function. We define
ℓ1(I, ν) :=
{
f : I → C : ‖f‖ν :=
∑
s∈I
|f(s)|ν(s) < +∞
}
. (3.10)
We have that ℓ1(I, ν) = span{δs : s ∈ I}
‖·‖ν
, and further we can write f =
∑
s∈I f(s)δs
for each f ∈ ℓ1(I, ν) where the sum converges in the norm ‖ · ‖ν . It is easy to see that
(ℓ1(I, ν), ‖ · ‖ν) is a Banach space. In line with the general convention, we will simply
write ℓ1(I, ν) for this Banach space, and ℓ1(I) whenever ν = 1.
When I is a monoid, there is a canonical way of turning ℓ1(I, ν) into a unital Banach
algebra. Slightly more generally, let S be a semigroup. Let ω : S → (0,+∞) be a weight
on S, that is, we require ω(st) ≤ ω(s)ω(t) to hold for all s, t ∈ S. In addition, when S is
a monoid with multiplicative identity e ∈ S then we also require ω(e) = 1. We remark
that any weight is equivalent to one satisfying this normalisation condition. We define
the usual convolution product on ℓ1(S, ω) by
(f ∗ g)(r) :=
∑
st=r
f(s)g(t) (f, g ∈ ℓ1(S, ω), r ∈ S), (3.11)
then (ℓ1(S, ω), ∗) is a Banach algebra (one uses the condition on the weight to show
that the norm is submultiplicative.) When S is a monoid, (ℓ1(S, ω), ∗) becomes a unital
Banach algebra with unit δe, clearly ‖δe‖ω = 1 holds.
In what follows, we shall mostly be interested in weights ω with ω(s) ≥ 1 for all s.
Notice then that ℓ1(S, ω) becomes a (in general, not closed) subalgebra of ℓ1(S).
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Proposition 3.6. Let S be a monoid with unit e ∈ S and let ω : S → [1,+∞) be a
weight on S. Let p ∈ (ℓ1(S, ω), ∗) be a non-zero idempotent such that p 6= δe. Then
‖p‖ω ≥
1
2
inf {ω(s) : s ∈ S, s 6= e} . (3.12)
Proof. Since (ℓ1(S, ω), ∗) is a subalgebra of (ℓ1(S), ∗), we have that p ∈ (ℓ1(S), ∗). As-
sume first that p(e) 6= 0. We claim that then ‖δe − (p(e))
−1p‖ ≥ 1. Indeed otherwise
‖δe − (p(e))
−1p‖ < 1 and thus (p(e))−1p, and so p, are invertible in (ℓ1(S), ∗), which is
impossible as p is an idempotent different from δe. Consequently
|p(e)| ≤ |p(e)|
∥∥∥∥δe − 1p(e)p
∥∥∥∥ = ∑
s∈S\{e}
|p(s)|. (3.13)
If p(e) = 0 then the above inequality obviously holds. As p is an idempotent, we have
1 ≤ ‖p‖, and this yields
1 ≤ ‖p‖ = |p(e)|+
∑
s∈S\{e}
|p(s)| ≤ 2
 ∑
s∈S\{e}
|p(s)|
 . (3.14)
From this we conclude
‖p‖ω =
∑
s∈S
|p(s)|ω(s) ≥
∑
s∈S\{e}
|p(s)|ω(s)
≥ inf
s∈S\{e}
ω(s)
∑
s∈S\{e}
|p(s)| ≥
1
2
inf
s∈S\{e}
ω(s).

In what follows BC denotes the bicyclic monoid, which is the free monoid generated
by elements p, q subject to the single relation that pq = e:
BC = 〈p, q : pq = e〉. (3.15)
Fix n ∈ N. Let ωn : BC → [1,+∞) be the weight on BC defined as ωn(e) = 1 and
ωn(s) = n for s ∈ BC \ {e}.
Theorem 3.7. Let An := (ℓ
1(BC,ωn), ∗) for every n ∈ N. Then (An) is a sequence of
Dedekind-infinite Banach algebras such that Asy(An) is Dedekind-finite.
Proof. For any n ∈ N, work in An, and consider h := δq ∗ δp. Then h is an idempotent
with h ∼ δe and h 6= δe. Indeed, δp ∗ δq = δpq = δe and δq ∗ δp = δqp 6= δe. This in
particular shows that An is Dedekind-infinite.
Now let h ∈ An be an arbitrary idempotent such that h ∼ δe and h 6= δe. We observe
that Proposition 3.6 yields ‖h‖ωn ≥ n/2, and consequently C
′
DI(An) ≥ n/2. In view of
Corollary 3.5 the Banach algebra Asy(An) is Dedekind-finite. 
In particular, this shows that the converse of Theorem 3.1 does not hold in general.
As we can vary finitely many of the An without changing Asy(An), by using the con-
trapositive, we can alternatively state Theorem 3.1 as: if Asy(An) is Dedekind-infinite,
then infinitely many of the An are Dedekind-infinite. If we add in control of CDI then
we obtain a converse.
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Proposition 3.8. Let (An) be a sequence of unital Banach algebras such that there
exists K > 0 and an increasing sequence (nk) in N with CDI(Ank) ≤ K for each k ∈ N.
Then Asy(An) is Dedekind-infinite.
Proof. By assumption, for each k ∈ N we can find ank , bnk ∈ Ank with ‖ank‖‖bnk‖ ≤
K + 1, say, and ankbnk = 1nk while bnkank 6= 1nk . We can rescale and suppose that
‖ank‖ = ‖bnk‖. For n ∈ N not in the sequence, define an = bn = 1n. Then A =
(an) ∈ ℓ
∞(An), and similarly for B = (bn), and clearly π(A)π(B) = 1. By Remark 3.3,
we have that ‖bnkank − 1nk‖ ≥ 1 for each k, and so π(B)π(A) 6= 1. Thus Asy(An) is
Dedekind-infinite. 
Furthermore, under certain conditions, we do obtain a direct converse to Theorem 3.1.
Corollary 3.9. Let (An) be a sequence of unital Banach algebras such that Asy(An) is
Dedekind-finite. Moreover, suppose that one of the following two conditions hold:
(1) An = Am for every n,m ∈ N;
(2) An is a C
∗-algebra for each n ∈ N.
Then there is N ∈ N such that An is Dedekind-finite for n ≥ N .
Proof. If An = A for each n, then if A is Dedekind-infinite, then CDI(A) < ∞ and so
Proposition 3.8 shows that Asy(An) is Dedekind-infinite, a contradiction.
Consider now a C∗-algebra B. By Proposition 2.5, we know that B is Dedekind-finite
if and only if it is Dedekind-finite in the C∗-algebraic sense, that is, if u is a partial
isometry with u∗u = 1 then uu∗ = 1. It follows that CDI(B) = 1 or +∞. Thus, if each
An is a C
∗-algebra, and Asy(An) is Dedekind-finite, then Proposition 3.8 shows that
CDI(An) = +∞ for all but finitely many n. That is, eventually An is Dedekind-finite,
as claimed. 
In the proof of Proposition 3.8, it seemed important to work with CDI and not C
′
DI.
In fact this is necessary, as we now show. For the following, we need some simple
combinatorics of the monoid BC. Any element of BC can be written as a reduced
word in the generators p, q, which is necessarily of the form qαpβ with α, β ∈ N0. The
multiplication law is that
(qαpβ)(qγpδ) =
{
qαpδ+β−γ if β ≥ γ,
qα−β+γpδ if β ≤ γ.
From this, it is easy to see that the set of idempotents in BC is BCI = {q
αpα : α ≥ 0}.
The following are also easy to see:
(1) (qαpα)(qβpβ) = qγpγ where γ = max(α, β);
(2) if s ∈ BCI , t 6∈ BCI then st, ts 6∈ BCI .
By point (1) we see that BCI is a sub-semigroup of BC, and so we may consider
ℓ1(BCI), which can be identified with a closed subalgebra of ℓ
1(BC).
Lemma 3.10. Let S := {sn} be a countable semigroup consisting of idempotents such
that snsm = smax(n,m) for every n,m ∈ N. Then f ∈ ℓ
1(S) is an idempotent if and only
if f(sn) ∈ {−1, 0, 1} for all n, there is an n0 ≥ 0 so that f(sn) = 0 for n ≥ n0, and for
all m ≥ 0 we have that
∑m
n=0 f(sn) ∈ {0, 1}.
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Proof. Firstly, let f be an idempotent. To ease notation, let en := δsn and f(n) := f(sn),
so that f has the expansion f =
∑
n≥0 f(n)en. Then
f2 =
∑
n,m≥0
f(n)f(m)emax(n,m) = f =⇒
∑
max(n,m)=t
f(n)f(m) = f(t) (t ≥ 0).
Hence f(0)2 = f(0) and so f(0) ∈ {0, 1}. We now use strong induction: suppose that
f(n) ∈ {−1, 0, 1} for each n ≤ N and that
∑m
n=0 f(n) ∈ {0, 1} for each m ≤ N . Then
f(N + 1) = 2f(N + 1)
N∑
n=0
f(n) + f(N + 1)2.
Either
∑N
n=0 f(n) = 0, in which case f(N + 1) ∈ {0, 1}, and so
∑N+1
n=0 f(n) ∈ {0, 1}; or
alternatively
∑N
n=0 f(n) = 1 in which case 0 = f(N+1)+f(N+1)
2 so f(N+1) ∈ {0,−1}
and so
∑N+1
n=0 f(n) ∈ {0, 1}. Finally, as
∑∞
n=0 f(n) must converge, we must have that
f(n) = 0 eventually.
We now consider the converse. Given such an f , we have that∑
max(n,m)=t
f(n)f(m) = 2f(t)
∑
n<t
f(n) + f(t)2 (t ≥ 1).
Either
∑
n<t f(n) = 0, in which case, as
∑
n≤t f(n) ∈ {0, 1} we must have that f(t) ∈
{0, 1}, and so f(t)2 = f(t) as required; or
∑
n<t f(n) = 1, in which case, as
∑
n≤t f(n) ∈
{0, 1} we must have that f(t) ∈ {−1, 0}, and so 2f(t)
∑
n<t f(n)+f(t)
2 = f(t)(2+f(t)) =
f(t) for either f(t) = 0 or f(t) = −1, as required. 
Proposition 3.11. Let ω be a weight on BC such that ω ≥ 1 and ω(s) ≥ N for each
s 6∈ BCI . Then CDI(ℓ
1(BC,ω)) ≥ (N/86)1/3.
Proof. Let A = ℓ1(BC,ω), and suppose that K > CDI(A), so that K > 1, and we can
find f, g ∈ A such that f ∗ g = δe and g ∗ f 6= δe, and with ‖f‖ω‖g‖ω ≤ K. As ω ≥ 1 we
can regard A as a (possibly not closed) subalgebra of ℓ1(BC).
Let h := g ∗ f , then h is an idempotent. Let k ∈ ℓ1(BCI) be the restriction of h onto
BCI . Working in ℓ
1(BC), we notice that
‖h‖ω =
∑
s∈BCI
|h(s)|ω(s) +
∑
s 6∈BCI
|h(s)|ω(s) ≥ N
∑
s 6∈BCI
|h(s)| = N‖h− k‖,
by our assumption on the weight. We now observe that, because h2 = h,
‖k2 − k‖ = ‖k(k − h) + (k − h)h+ h− k‖
≤ (‖k‖+ ‖h‖ + 1)‖k − h‖ ≤
‖h‖ω
N
(2‖h‖ω + 1).
Let this quantity be ν, and suppose that ν < 1/4. Working in ℓ1(BCI), by Proposi-
tion 2.6 there is an idempotent k′ ∈ ℓ1(BCI) with
‖k − k′‖ ≤ (‖k‖+ 1/2)((1 − 4ν)−1/2 − 1).
Let this quantity be ν ′. Working in ℓ1(BC), we have that
‖h− k′‖ ≤ ‖h− k‖+ ‖k − k′‖ ≤ ν ′ +
‖h‖ω
N
.
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Let this quantity be ǫ.
Assume that ǫ < 1. By Remark 3.3, as h 6= δe, we have that ‖δe − h‖ ≥ 1, and so
k′ 6= δe.
Let en = δqnpn for all n ∈ N0 and write
k′ =
∑
n≥0
k′(n)en.
As k′ ∈ ℓ1(BCI) is an idempotent, we hence conclude, using Lemma 3.10, that there is
some t ≥ 1 with k′(t) = ±1 and so certainly |h(t)∓ 1| < ǫ.
Write
f =
∑
n≥0
f(n)en + f
′ = f ′′ + f ′
say, where f ′ is supported off BCI , and similarly for g. Then
f ∗ g =
∑
n,m≥0
f(n)g(m)emax(n,m) + f
′ ∗ g′′ + f ′′ ∗ g′ + f ′ ∗ g′.
Notice that by the points above Lemma 3.10, we have that f ′ ∗ g′′ + f ′′ ∗ g′ is supported
off BCI . Write (f
′g′)n for the coefficient of en in the expansion of f
′ ∗ g′, and similarly
for g′ ∗ f ′. That f ∗ g = δe means that∑
max(n,m)=t
f(n)g(m) + (f ′g′)t = 0 (t ≥ 1). (3.16)
Also, |h(t) ∓ 1| < ǫ and that g′ ∗ f ′′ + g′′ ∗ f ′ is supported off BCI means that∣∣∣ ∑
max(n,m)=t
f(n)g(m) + (g′f ′)t ∓ 1
∣∣∣ < ǫ (t ≥ 1).
Using also (3.16) we see that |− (f ′g′)t+(g
′f ′)t∓ 1| < ǫ. Thus |(g
′f ′)t− (f
′g′)t| > 1− ǫ,
and so ‖f ′‖‖g′‖ ≥ 12(1− ǫ). It follows that
K ≥ ‖f‖ω‖g‖ω ≥ N
2‖f ′‖‖g′‖ ≥
N2
2
(1− ǫ).
Choose ǫ0 ∈ (0, 1), and suppose that 43K
3 ≤ Nǫ0, so certainly K
2 < N/15. As
‖h‖ω ≤ K, we see that ν ≤ K(2K+1)/N ≤ 3K
2/N < 1/5, and so (1−4ν)−1/2−1 ≤ 7ν,
so that
ν ′ ≤ (K + 1/2)((1 − 4ν)−1/2 − 1) ≤ 14Kν ≤
42K3
N
.
Finally, ǫ = ν ′+‖h‖w/N ≤
42K3+K
N ≤
43K3
N ≤ ǫ0. We conclude that if 43K
3 ≤ Nǫ0 then
1
2N
2(1− ǫ0) ≤ K.
Now, K > CDI(A) is arbitrary, so take ǫ0 = 1/2, for example, to conclude that if
CDI(A) < (N/86)
1/3 , then we can choose a suitable K ≤ (Nǫ0/43)
1/3, and so conclude
that
N2
2
(1− ǫ0) =
N2
4
≤ K ≤ (N/86)1/3 =⇒ N5 ≤
64
86
,
which is a contradiction, as required. 
Proposition 3.12. For any n ∈ N we can find a unital Banach algebra An with
C ′
DI
(An) = 1 yet CDI(An) ≥ n.
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Proof. Given n, pick N with N ≥ 86n3. Define ωn on BC by ωn(e) = 1, ωn(qp) = 1,
ωn(s) = N otherwise. Let X = {e, qp} ⊆ BC. We now prove that ωn is a weight, for
which we need to show that ωn(st) ≤ ωn(s)ωn(t) for all s, t ∈ BC. This can only fail if
we can find s, t such that ωn(st) = N yet ωn(s) = ωn(t) = 1, which is impossible as X
is a sub-semigroup of BC.
Now consider An := ℓ
1(BC,ωn), and let h = δqp ∈ An. Then ‖h‖ωn = 1 and as
before, h ∼ δe, so C ′DI(An) ≤ 1, hence C
′
DI(An) = 1. However, by Proposition 3.11,
CDI(An) ≥ (N/86)
1/3 ≥ n, as required. 
Using this proposition, we thus obtain a sequence (An) of Dedekind-infinite Banach
algebras, with C ′DI(An) = 1 for each n, but with CDI(An)→∞. By Proposition 3.4 we
find that Asy(An) is Dedekind-finite. We conclude that in Proposition 3.8 we cannot
replace CDI with C
′
DI.
Remark 3.13. Notice also that in this way, we obtain a sequence (An) of Banach
algebras, and idempotents pn ∈ An such that each pn is equivalent to 1n, but the
(equivalence class of the) sequence P = (pn) is not equivalent to 1 in Asy(An).
Remark 3.14. The weights we have so far constructed have the property that ℓ1(BC,ωn)
is isomorphic (just not isometric) with ℓ1(BC), for the formal identity map. However,
we can easily construct examples which do not have this property.
Viewing BC as the set of reduced words of the form s = qαpβ we define the word length
as ℓ(s) = α+ β. It is easy to see that ℓ : BC → N0 is sub-additive: ℓ(st) ≤ ℓ(s) + ℓ(t).
As such, ωx(s) = exp(xℓ(s)) defines a weight for every x ≥ 0. Furthermore, ℓ
1(BC,ωx)
is not (naturally) isomorphic to ℓ1(BC) for any x > 0.
We now adapt the construction in the proof of Proposition 3.12. Define, for x ≥ 0,
ωx(s) =
{
1 if s = e or s = qp,
exp(xℓ(s)) otherwise.
This is a weight by the same argument as in the proof of Proposition 3.12. As before,
with Ax = ℓ
1(BC,ωx), we have C
′
DI(Ax) = 1 while CDI(Ax) ≥ (e
x/86)1/3.
3.4. Renormings. In Section 2 we mentioned that any unital Banach algebra can be
renormed so as to make the norm of the unit be 1. Let us explore this further. Firstly, we
could take a more “permissive” definition of a unital Banach algebra: a complete normed
algebra, with a contractive product, and an element e ∈ A with ea = ae = a for each
a ∈ A. That is, we do not assume that ‖e‖ = 1. Notice that if A is a Banach algebra with
a unit of norm one, then for m ≥ 1 we can define ‖a‖m = m‖a‖ for a ∈ A. Then ‖ ·‖m is
an equivalent norm on A, and as ‖ab‖m = m‖ab‖ ≤ m‖a‖‖b‖ ≤ m
2‖a‖‖b‖ = ‖a‖m‖b‖m,
we have a contractive product, but of course now ‖e‖m = m.
Proposition 3.15. With this definition of a unital Banach algebra, there exists a se-
quence (An) of unital Banach algebras such that Asy(An) is not unital.
Proof. Fix a unital Banach algebra A with a norm one unit e. For each n ∈ N let
An = (A, ‖ · ‖n) with ‖ · ‖n defined as above. Towards a contradiction, suppose that
f ∈ Asy(An) is a unit, say f = π(F ) with F = (fn) ∈ ℓ
∞(An), so that
0 = lim sup
n→∞
‖anfn − an‖n = lim sup
n→∞
n‖anfn − an‖
RING-THEORETIC (IN)FINITENESS IN REDUCED PRODUCTS OF BANACH ALGEBRAS 17
for each A = (an) ∈ ℓ
∞(An). Notice that (an) ∈ ℓ
∞(An) exactly when there is K > 0
with ‖an‖ ≤ Kn
−1 for each n. Let bn := e/n for all n ∈ N. Then ‖bn‖ = 1/n and
‖bn‖n = 1, hence B := (bn) ∈ ℓ
∞(An).
We hence see that
0 = lim sup
n→∞
n‖bnfn − bn‖ = lim sup
n→∞
‖fn − e‖.
However, as ‖fn‖ ≤ Kn
−1 for some fixed K, we see that ‖e − fn‖ ≥ ‖e‖ − ‖fn‖ ≥
1−K/n which is a contradiction. 
We thus see that it pays to be careful about “implicit renormings”, when considering
the sort of questions we are asking. We are also now lead to wonder how the constants
CDI(A) and C
′
DI(A) behave under renormings. The following is a result in this direction;
we remark that we revert to our standing assumption that unital Banach algebras have
contractive multiplications and units of norm one.
Proposition 3.16. Let A be a Dedekind-infinite Banach algebra. There is an equivalent
norm ‖ · ‖0 on A such that (A, ‖ · ‖0) is a unital Banach algebra, and C
′
DI
(A, ‖ · ‖0) = 1.
Proof. Let p ∈ A be an idempotent with p ∼ 1 and p 6= 1. The set S := {1, p} is clearly a
bounded sub-semigroup of A. Hence by [3, Proposition 2.1.9] there is a submultiplicative
norm ‖ · ‖0 equivalent to ‖ · ‖ on A such that (A, ‖ · ‖0) is Banach algebra and ‖s‖0 ≤ 1
for every s ∈ S. In particular ‖1‖0 ≤ 1 and ‖p‖0 ≤ 1, hence ‖1‖0 = 1 and ‖p‖0 = 1.
Consequently C ′DI(A, ‖ · ‖0) = 1.
For the benefit of the reader, we remark that [3, Proposition 2.1.9] is proved as follows.
Firstly we define ν(a) = sup{‖a‖, ‖sa‖ : s ∈ S} and then notice that ν is an equivalent
norm on A with bounded product, such that S is ν-bounded, and such that ν(sa) ≤ ν(a)
for a ∈ A, s ∈ S. Then let E be the unconditional unitisation of (A, ν), and finally let
‖ · ‖0 be the norm induced on A by the left-regular representation of A on E. 
Remark 3.17. For each K ≥ 1, we have examples of A where C ′DI(A) ≥ K, see the
proof of Theorem 3.7 for example. Thus, in the previous proposition, while the original
norm ‖ · ‖ and the new norm ‖ · ‖0 are equivalent, there is not some absolute constant
C > 0 (independent of A) with C−1‖ · ‖ ≤ ‖ · ‖0 ≤ C‖ · ‖.
Notice that in the above proof, we actually showed something more: given any unital
Banach algebra A with an idempotent p ∈ A such that p ∼ 1 and p 6= 1, we can find an
equivalent norm ‖ · ‖0 on A with ‖p‖0 = 1, hence p witnesses that C
′
DI(A, ‖ · ‖0) = 1.
The following shows that a similar statement does not hold for CDI.
Proposition 3.18. For each K > 0 there is a Banach algebra A and a, b ∈ A with
ab = 1, ba 6= 1, and such that, if ‖ · ‖0 is any equivalent norm on A, then ‖a‖0‖b‖0 ≥ K.
Proof. We use the same weight ωx as in Remark 3.14, and set Ax = ℓ
1(BC,ωx). Let
‖ · ‖0 be an equivalent norm on Ax, so there is m > 0 with m
−1‖f‖ωx ≤ ‖f‖0 ≤ m‖f‖ωx
for all f ∈ Ax. Let s = q
αpβ ∈ BC, with say α > β. Then
s2 = q2α−βpβ, s3 = q3α−2βpβ, · · · , sn = qnα−(n−1)βpβ.
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It follows that
m−1 exp(x(nα− (n− 2)β)) = m−1‖δsn‖ωx ≤ ‖δsn‖0 ≤ ‖δs‖
n
0
=⇒
− log(m)
n
+ x
nα− (n− 2)β
n
≤ log ‖δs‖0
=⇒ log ‖δs‖0 ≥ lim inf
n→∞
(
− log(m)
n
+ x
nα− (n− 2)β
n
)
= x(α− β).
Thus ‖δs‖0 ≥ e
x(α−β). The same argument applies in the case when α < β.
As in the proof of Proposition 3.11, set a = δp and b = δq, so that ab = 1 and ba 6= 1.
We have just shown that ‖a‖0 ≥ e
x and ‖b‖0 ≥ e
x, which completes the proof. 
We have been unable to decide if it is possible to renorm Ax so as to get CDI(Ax, ‖ ·
‖0) = 1 (or just be smaller than some absolute constant). The difficulty is that, given the
previous proposition, we need consider the possibility of some other elements c, d ∈ Ax
with cd = 1 and dc 6= 1, while also considering an arbitrary renorming.
3.5. For ultraproducts. All of these results hold for ultraproducts with suitable mod-
ifications. Let us start by indicating how to give a “bare-hands” proof.
Theorem 3.19. Let (An) be a sequence of Banach algebras, and let U be an ultrafilter
such that {n ∈ N : An is Dedekind-finite} ∈ U . Then (An)U is Dedekind-finite.
Proof. We simply adapt the proof of Theorem 3.1. Firstly, we find that there is U ∈ U
with n ∈ U =⇒ νn = ‖xn − x
2
n‖ < 1/8. This allows us to find P = (pn) so that
π(P ) = p ∈ (An)U . Then we find U
′ ⊆ U with U ′ ∈ U and u−1n existing for n ∈ U
′.
But moving to a smaller subset U ′′, we can assume that An is Dedekind-finite for each
n ∈ U ′′. We then move finally to a yet smaller subset to finish the proof. 
Proposition 3.4 and Corollary 3.5 also hold for ultraproducts. Indeed, given an ul-
trafilter U , we only need the weaker condition that for each N ∈ N we have that
{n ∈ N : CDI(An) ≥ N} ∈ U (or for C
′
DI). Hence also, with An := (ℓ
1(BC,ωn), ∗)
for every n, we have that (An)U is Dedekind-finite while each An is Dedekind-infinite.
The analogue of Proposition 3.8 is the following.
Proposition 3.20. Let (An) be a sequence of unital Banach algebras, let U be an ultra-
filter, and suppose that there exists K > 0 such that {n ∈ N : CDI(An) ≤ K} ∈ U . Then
(An)U is Dedekind-infinite.
Let us finish this section by indicating how we could have used  Los´’s Theorem instead.
We need to encode the property of being Dedekind-finite (with suitable “norm control”)
into the language of Banach algebras. In fact, it seems easier to work with Dedekind-
infinite. The idea of the following is extracted from the proofs of Theorem 3.1 and
Proposition 3.4.
Lemma 3.21. For n ∈ N, let ϕn be the sentence
inf
a∈Bn
inf
b∈Bn
max
(
‖ab− 1‖, 1 − ‖ba− 1‖
)
.
Let A be a unital Banach algebra and let ǫ ∈ (0, 1/3n2). If ϕAn < ǫ then CDI(A) ≤
n2/(1− ǫ). Moreover, ϕAn = 0 if and only if CDI(A) ≤ n
2.
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Proof. Let n ∈ N be fixed throughout the proof. Assume ϕAn < ǫ. There are a, b ∈ A
with ‖a‖, ‖b‖ ≤ n, ‖ab − 1‖ < ǫ and 1 − ‖ba − 1‖ < ǫ, so that ‖ba − 1‖ > 1 − ǫ. Let
u := ab, then by the Carl Neumann series u ∈ inv(A) with ‖1 − u−1‖ ≤ ǫ/(1 − ǫ) and
‖u−1‖ ≤ 1/(1− ǫ). Let a′ := u−1a and b′ := b, then a′b′ = 1 and b′a′ = bu−1a. We claim
that b′a′ 6= 1. For assume towards a contradiction that b′a′ = 1, so
1− ǫ < ‖ba− 1‖ ≤ ‖ba− bu−1a‖ ≤ ‖a‖‖b‖‖1 − u−1‖ ≤ n2
ǫ
1− ǫ
.
This is impossible because ǫ ∈ (0, 1/3n2), and so we conclude that b′a′ 6= 1. As ‖a′‖‖b′‖ ≤
‖a‖‖b‖(1 − ǫ)−1, we have that CDI(A) ≤ n
2/(1− ǫ).
For the second part of the statement suppose first ϕAn = 0. Clearly ϕ
A
n < ǫ, hence
CDI(A) ≤ n
2/(1 − ǫ) for each ǫ ∈ (0, 1/3n2) by the first part of the statement. Thus
CDI(A) ≤ n
2.
Conversely, suppose CDI(A) ≤ n
2. Let us fix ǫ ∈ (0, 1). We can find a, b ∈ A with ab =
1, ba 6= 1 and ‖a‖‖b‖ ≤ (n+ ǫ)2. By rescaling, we may suppose that ‖a‖ = ‖b‖ ≤ n+ ǫ.
As ba ∈ A is an idempotent not equal to 1, by Remark 3.3 we know that ‖ba− 1‖ ≥ 1.
Set a′ := n(n+ ǫ)−1a and b′ := n(n+ ǫ)−1b, so that ‖a′‖ = ‖b′‖ ≤ n. Let us observe that
‖a′b′ − 1‖ =
∣∣∣∣ n2(n+ ǫ)2 − 1
∣∣∣∣ = ǫ(2n + ǫ)(n + ǫ)2 < ǫ(2n+ ǫ),
‖b′a′ − ba‖ ≤
∣∣∣∣ n2(n+ ǫ)2 − 1
∣∣∣∣ ‖b‖‖a‖ ≤ ∣∣∣∣ n2(n+ ǫ)2 − 1
∣∣∣∣ (n+ ǫ)2 = ǫ(2n+ ǫ).
Consequently ‖b′a′ − 1‖ ≥ ‖ba − 1‖ − ‖b′a′ − ba‖ > 1 − ǫ(2n + ǫ). We conclude that
ϕAn < ǫ(2n+ ǫ), and as ǫ ∈ (0, 1) is arbitrary, we see that in fact ϕ
A
n = 0. 
With the above result we can give alternative proofs to Theorems 3.19 and 3.20.
Second proof of Theorem 3.19. We prove the contrapositive. Assume therefore (Ai)U is
Dedekind-infinite, thus there is an n ∈ N such that CDI((Ai)U ) ≤ n
2. By Lemma 3.21
this is equivalent to saying ϕ
(Ai)U
n = 0, which in turn is equivalent to limi→U ϕ
Ai
n = 0 by
 Los´’s Theorem. Thus for a fixed ǫ ∈ (0, 1/3n2) we can find U ∈ U such that ϕAin < ǫ for
each i ∈ U . Applying Lemma 3.21 again, we conclude that CDI(Ai) ≤ n
2/(1 − ǫ) and
hence Ai is Dedekind-infinite for each i ∈ U . 
A proof of Proposition 3.20 with  Los´’s Theorem. We may (and do) assume that K ∈ N
and U := {i ∈ N : CDI(Ai) ≤ K
2} ∈ U . Then by Lemma 3.21 we see that ϕAiK = 0
for each i ∈ U . Hence by  Los´’s Theorem we obtain 0 = limi→U ϕ
Ai
K = ϕ
(Ai)U
K . In view
of Lemma 3.21 again this is equivalent to CDI((Ai)U ) ≤ K
2, thus (Ai)U is Dedekind-
infinite. 
4. Proper infiniteness
Recall that a Banach algebra A is properly infinite when there exist idempotents p ∼ 1
and q ∼ 1 which are orthogonal, pq = 0 = qp.
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4.1. When the asymptotic sequence algebra is properly infinite. The idea of
the following proposition originates in [13].
Proposition 4.1. Let (An) be a sequence of unital Banach algebras, and let p, q ∈
Asy(An) be idempotents with [p, q] = 0. Then there exist idempotents P,Q ∈ ℓ
∞(An)
with p = π(P ), q = π(Q) and [P,Q] = 0.
Proof. Exactly as in the proof of Theorem 3.1, given an idempotent p ∈ Asy(An), we
can find an idempotent P = (pn) ∈ ℓ
∞(An) with π(P ) = p.
Now let Y ∈ ℓ∞(An) be such that q = π(Y ). Let Z := (1−P )Y (1−P )+PY P , then
from [p, q] = 0 we obtain
π(Z) = (1− p)q(1− p) + pqp = q − pq − qp+ pqp+ pqp = q − 2pq + 2p2q = q. (4.1)
It is clear that [P,Z] = 0, so if we write Z = (zn), then [pn, zn] = 0 for every n ∈ N.
As π(Z) = q, we see that q = q2 is equivalent to limn→∞ ‖zn − z
2
n‖ = 0. Let µn :=
‖zn − z
2
n‖ for every n ∈ N. There is M such that for every n ≥ M we have µn < 1/8.
In view of Proposition 2.6, for every n ≥ M there is an idempotent q′n ∈ An with
‖zn − q
′
n‖ ≤ f‖zn‖(µn) ≤ f‖Z‖(µn) ≤ f‖Z‖(1/8). Moreover, for every n ∈ N we have
[q′n, y] = 0 whenever y ∈ An is such that [zn, y] = 0. In particular, [q
′
n, pn] = 0 for all
n ≥M .
By continuity of f‖Z‖, it follows that limn≥N f‖Z‖(µn) = 0; consequently limn≥N ‖zn−
q′n‖ = 0. For every n ∈ N we define
qn :=
{
q′n if n ≥M,
0 otherwise.
(4.2)
Since ‖q′n‖ ≤ ‖q
′
n−zn‖+‖zn‖ ≤ f‖Z‖(1/8)+‖Z‖ for all n ≥M , it follows that Q := (qn)
is an idempotent in ℓ∞(An). We observe that q = π(Q) by limn≥M ‖zn − q
′
n‖ = 0. It is
clear from the above that [P,Q] = 0, thus concluding the proof. 
Theorem 4.2. Let (An) be a sequence of unital Banach algebras such that Asy(An) is
properly infinite. Then there is an N ∈ N such that An is properly infinite for every
n ≥ N .
Proof. Let p, q ∈ Asy(An) be mutually orthogonal idempotents with p, q ∼ 1. By
Proposition 4.1 there exist idempotents P,Q ∈ ℓ∞(An) with p = π(P ), q = π(Q)
and [P,Q] = 0. It follows from p, q ∼ 1 that there exist A = (an), B = (bn), C = (cn),
D = (dn) ∈ ℓ
∞(An) such that 1 = π(A)π(B), p = π(B)π(A), and 1 = π(C)π(D),
q = π(D)π(C). Now let us pick δ ∈ (0, 1) sufficiently small, depending on the norms of
A,B,C,D. More precisely, we require δ ∈ (0, 1) to satisfy
‖A‖‖B‖(1 − δ)−1δ + δ < 1/2, ‖C‖‖D‖(1 − δ)−1δ + δ < 1/2. (4.3)
Write P = (pn) and Q = (qn), then pq = 0 = qp is equivalent to limn→∞ ‖pnqn‖ = 0 =
limn→∞ ‖qnpn‖. So there is M ∈ N such that ‖pnqn‖, ‖qnpn‖ < δ for every n ≥M , and
since pn, qn ∈ An are commuting idempotents it follows that pnqn is an idempotent of
small norm, so pnqn = 0; similarly qnpn = 0.
The aim of the following is to show that the idempotents pn and qn are not only
eventually orthogonal, but equivalent to the unit element 1n of An, eventually.
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We observe that 1 = π(A)π(B) is equivalent to limn→∞ ‖1n − anbn‖ = 0, thus there
is M ′ ≥M such that ‖1n−anbn‖ < δ for every n ≥M
′. Consequently, by the Carl Neu-
mann series un := anbn ∈ inv(An), ‖u
−1
n ‖ < (1−δ)
−1 and ‖1n−u
−1
n ‖ < δ(1−δ)
−1 for all
n ≥M ′. Thus we can define p′n := bnu
−1
n an for all n ≥M
′ and it is immediate that p′n ∈
An is an idempotent with p
′
n ∼ 1n. We also have that supn≥M ′ ‖p
′
n‖ ≤ ‖A‖‖B‖(1 − δ)
−1.
Analogously, there is M ′′ ≥ M ′ such that vn := cndn ∈ inv(An), ‖v
−1
n ‖ < (1 − δ)
−1
and ‖1n− v
−1
n ‖ < δ(1− δ)
−1 for all n ≥M ′′. Then define q′n := dnv
−1
n cn for all n ≥M
′′,
so that q′n is an idempotent with q
′
n ∼ 1n, and supn≥M ′′ ‖q
′
n‖ ≤ ‖C‖‖D‖(1 − δ)
−1.
The equality p = π(B)π(A) is equivalent to saying that limn→∞ ‖pn− bnan‖ = 0, and
similarly q = π(D)π(C) is equivalent to limn→∞ ‖qn − dncn‖ = 0. So there is N ≥ M
′′
such that ‖pn − bnan‖ < δ and ‖qn − dncn‖ < δ whenever n ≥ N .
For every n ≥ N we have
‖p′n − pn‖ ≤ ‖bnu
−1
n an − bnan‖+ ‖bnan − pn‖
≤ ‖bn‖‖u
−1
n − 1n‖‖an‖+ ‖bnan − pn‖
≤ ‖A‖‖B‖(1 − δ)−1δ + δ
< 1/2. (4.4)
Therefore by Lemma 2.8 it follows that p′n ∼ pn, and since ∼ is an equivalence relation
on the set of idempotents of An, we have pn ∼ 1n. Similarly, we conclude qn ∼ 1n for
n ≥ N . Since pn and qn are orthogonal, the claim follows. 
Remark 4.3. We see from the first paragraph of the proof of Theorem 4.2 that pairs
of mutually orthogonal idempotents from Asy(An) can be lifted to mutually orthogonal
idempotents in ℓ∞(An). More precisely, if p, q ∈ Asy(An) are idempotents with pq =
0 = qp, then there exist idempotents P,Q =∈ ℓ∞(An) such that p = π(P ), q = π(Q),
and PQ = 0 = QP .
4.2. An application to inductive limits of unital Banach algebras. The con-
struction of inductive limits of unital Banach algebras is given in [2, Section 3.3] and
[22, Section 1.3.4], for example. For us it will be enough to use the characterisation in
terms of a universal property. Inductive limits seem to be more commonly considered
in the setting of C∗-algebras (where all connecting maps are contractions) or for locally
convex spaces. In the general Banach algebra setting there are some subtleties, which
we note below.
Let I be a directed set and let (Ai)i∈I be a family of unital Banach algebras. We
suppose that for i ≤ j there is a bounded unital homomorphism ϕj,i : Ai → Aj, called
the compatibility morphism, which satisfies that ϕi,i = idAi for each i ∈ I, ϕk,j ◦ ϕj,i =
ϕk,i for i ≤ j ≤ k, and lim supj≥i ‖ϕj,i‖ < ∞ for each i ∈ I. We remark that the
construction will still work under the weaker condition that for each i there is Ki with
lim supj≥i ‖ϕj,i(a)‖ ≤ Ki‖a‖ for a ∈ Ai. However, this is not equivalent to the stronger
condition for general directed sets I: the Uniform Boundedness Principle does not apply,
due to the use of lim sup (this is erroneously claimed in [2, 22]; the claim would hold
with I = N).
The (Banach algebra) inductive limit A = lim−→Ai is uniquely (up to isometric isomor-
phism) characterised by the universal property that:
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(1) for each i ∈ I there is a bounded unital algebra homomorphism ϕi : Ai → A
with ‖ϕi(a)‖ ≤ lim supj≥i ‖ϕj,i(a)‖ for a ∈ Ai;
(2) for i ≤ j we have that ϕi = ϕj ◦ ϕj,i;
(3) if B is another unital Banach algebra with bounded unital algebra homomor-
phisms φi : Ai → B with φi = φj ◦ ϕj,i for i ≤ j, and with ‖φi(a)‖ ≤
lim supj≥i ‖ϕj,i(a)‖ for each i ∈ I, a ∈ Ai, then there is a unique contractive
unital algebra homomorphism φ : A → B with φ ◦ ϕi = φi for each i ∈ I.
These conditions then imply that in (1) we have equality: ‖ϕi(a)‖ = lim supj≥i ‖ϕj,i(a)‖
for i ∈ I and a ∈ Ai. The universal property, (3), in particular uniqueness of φ, implies
that the union of the images of the ϕi are dense in lim−→Ai.
We remark that without the rather explicit norm condition, we do not seem to ob-
tain a universal condition, at this level of generality. If each Ai is a C
∗-algebra with
each compatibility morphism a ∗-homomorphism, then A is a C∗-algebra, and each
compatibility morphism is a contraction. Let now B be another C∗-algebra with ∗-
homomorphisms φi : Ai → B with φi = φj ◦ ϕj,i for each i ≤ j. Then for a ∈ Ai we
have ‖φi(a)‖ = ‖φj(ϕj,i(a))‖ ≤ ‖ϕj,i(a)‖ for each j ≥ i, and so the norm condition is
automatic in this situation.
Proposition 4.4. Let ((An), (ϕi,j)) be an inductive system of unital Banach algebras, in-
dexed by N. There is an isometric unital algebra homomorphism θ : lim−→An → Asy(An).
Proof. We use the universal property with B = Asy(An). Denote by π : ℓ
∞(An) → B
the natural quotient map. For each n define φn : An → B by
φn(a) = π
(
0, 0, . . . , 0︸ ︷︷ ︸
(n−1) terms
, a, ϕn+1,n(a), . . . , ϕi,n(a), . . .
)
.
It is easy to see that the family (φn) satisfies the required commutation relations. Fur-
ther, by the definition of the norm on B, we have that ‖φn(a)‖ = lim supk≥n ‖ϕk,n(a)‖ for
all n ∈ N, which implies the required norm relation. There is hence a unital contractive
homomorphism θ : lim−→An → Asy(An) with φn = θ ◦ ϕn for each n ∈ N. By our remark
about condition (1), it follows that ‖φn(a)‖ = ‖ϕn(a)‖ for each n ∈ N and a ∈ An. Thus
θ is actually isometric on the image of ϕn, and as the union of such images is dense in
lim
−→
An, it follows that θ is isometric, as claimed. 
The following lemma is straightforward.
Lemma 4.5. Let A,B be unital algebras and let ψ : A → B be an algebra homomorphism
which preserves the unit. If A is properly infinite, then so is B.
Corollary 4.6. Let (An) be an inductive system of unital Banach algebras. If lim−→
An is
properly infinite then there is N ∈ N such that An is properly infinite for every n ≥ N .
Proof. By Proposition 4.4 there is an (contractive) algebra homomorphism θ : lim−→An →
Asy(An) which preserves the unit, hence by Lemma 4.5 the asymptotic sequence algebra
Asy(An) is properly infinite. The claim now follows from Theorem 4.2. 
Remark 4.7. It is an unpublished observation of James Gabe that for C∗-algebras,
Corollary 4.6 follows from the semiprojectivity of the Cuntz algebra O∞. We would like
to thank him for communicating this result to us.
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4.3. When the sequence consists of properly infinite algebras. We first demon-
strate that the converse of Theorem 4.2 is false in general. For a unital Banach algebra
A we define
CPI(A) := inf{‖a‖‖b‖‖c‖‖d‖ : a, b, c, d ∈ A, ab = 1 = cd, ad = 0 = cb}. (4.5)
It will also be useful to define an auxiliary constant
C ′PI(A) := inf{‖p‖‖q‖ : p, q ∈ A, p
2 = p, q2 = q, p ∼ 1 ∼ q, p ⊥ q}. (4.6)
Notice that if we have a, b, c, d as in the definition of CPI(A) then setting p = ba, q = dc
then p2 = baba = ba = p and similarly q2 = q, pq = qp = 0, and p ∼ 1 ∼ q because
ab = 1 = cd. As then ‖p‖‖q‖ ≤ ‖a‖‖b‖‖c‖‖d‖ we see that C ′PI(A) ≤ CPI(A). If
A is properly infinite then 1 ≤ CPI(A) < +∞, otherwise CPI(A) = +∞. Clearly
C ′PI(A) = +∞ if and only if CPI(A) = +∞.
As when we considered an algebra being Dedekind-infinite, the constant C ′PI seems
more natural, but CPI seems more useful. However, for being properly infinite, we shall
actually obtain a complete characterisation (see Proposition 4.9 and Proposition 4.17)
using CPI. Furthermore, Proposition 4.14 shows that C
′
PI and CPI are not comparable.
Notice that if A is properly infinite, then it is Dedekind-infinite, because if p, q are
orthogonal with p ∼ 1 and q ∼ 1, we cannot have p = 1.
Lemma 4.8. Let A be properly infinite. Then CDI(A) ≤ CPI(A) and C
′
DI
(A) ≤ C ′
PI
(A).
Proof. That C ′DI(A) ≤ C
′
PI(A) is clear, given the remark before the lemma. Let K >
CPI(A) so we can find a, b, c, d ∈ A with ‖a‖‖b‖‖c‖‖d‖ ≤ K and ab = cd = 1, badc =
dcba = 0. Then ba 6= 1, and so CDI(A) ≤ ‖a‖‖b‖. As cd = 1 we have that ‖c‖‖d‖ ≥ 1
and so ‖a‖‖b‖ ≤ K, from which the result follows. 
First we prove a slight strengthening of Theorem 4.2.
Proposition 4.9. Let (An) be a sequence of unital Banach algebras such that Asy(An)
is properly infinite. Then there is a K ≥ 1 and an N ∈ N such that CPI(An) ≤ K for
all n ≥ N .
Proof. The proof is a refinement of the proof of Theorem 4.2. We shall freely use the
notation therein, and assume that all the objects have already been defined and the
argument is repeated up until and including the inequality ‖pn − p
′
n‖ < 1/2 (equation
(4.4)), and the analogous inequality ‖qn − q
′
n‖ < 1/2 for each n ≥ N .
By Remark 2.9, we can find a′n, b
′
n, c
′
n, d
′
n ∈ An such that pn = a
′
nb
′
n, p
′
n = b
′
na
′
n,
qn = c
′
nd
′
n, q
′
n = d
′
nc
′
n, and the inequalities
‖a′n‖‖b
′
n‖ ≤ (4/3)‖pn‖
2(‖2pn − 1n‖+ 1/2)
2 ≤ (4/3)‖P‖2(2‖P‖ + 3/2)2
‖c′n‖‖d
′
n‖ ≤ (4/3)‖qn‖
2(‖2qn − 1n‖+ 1/2)
2 ≤ (4/3)‖Q‖2(2‖Q‖ + 3/2)2 (4.7)
hold for each n ≥ N .
Let us define a˜n := anb
′
n, b˜n := a
′
nbnu
−1
n , and c˜n := cnd
′
n, d˜n := c
′
ndnv
−1
n for each
n ≥ N . Thus we find
a˜nb˜n = anb
′
na
′
nbnu
−1
n = anp
′
nbnu
−1
n = anbnu
−1
n anbnu
−1
n = unu
−1
n unu
−1
n = 1n,
b˜na˜n = a
′
nbnu
−1
n anb
′
n = a
′
np
′
nb
′
n = a
′
nb
′
na
′
nb
′
n = pnpn = pn, (4.8)
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and similarly c˜nd˜n = 1n, d˜nc˜n = qn for each n ≥ N . We also have the estimates
‖a˜n‖‖b˜n‖ ≤ ‖a
′
n‖‖b
′
n‖‖an‖‖bn‖‖u
−1
n ‖ ≤ 4(3− 3δ)
−1‖A‖‖B‖‖P‖2(2‖P‖ + 3/2)2,
‖c˜n‖‖d˜n‖ ≤ 4(3 − 3δ)
−1‖C‖‖D‖‖Q‖2(2‖Q‖ + 3/2)2. (4.9)
Notice finally that b˜na˜nd˜nc˜n = pnqn = 0 = qnpn = d˜nc˜nb˜na˜n, and hence a˜nd˜n = 0 =
c˜nb˜n. Recalling that δ ∈ (0, 1) depends only on the norms of A,B,C and D we conclude
supn≥N CPI(An) < +∞. 
We now aim to construct counter-examples to the converse of Theorem 4.2, for which
we continue to use semigroup algebras. However, we now need to add a “zero element”.
We say that S is a monoid with a zero element if S is a monoid with at least two
elements and there exists a ♦ ∈ S such that ♦s = ♦ = s♦ for all s ∈ S. If such a ♦ ∈ S
exists then it is necessarily unique. As we assume that S has more than one element,
we have that ♦ is different from the multiplicative identity e ∈ S.
Let ω : S → (0,+∞) be a weight on S. Let µ := ω|S\{♦}, then µ : S \{♦} → (0,+∞)
is such that µ(e) = 1. Every µ : S \ {♦} → (0,+∞) arising in this way, as a restriction
of a weight, will be referred to as a quasi-weight.
We now explain how to define a product on the Banach space ℓ1(S\{♦}, µ) (see also [4,
Section 3.2] for a similar treatment). This is accomplished by identifying ℓ1(S \ {♦}, µ)
with the quotient algebra ℓ1(S, ω)/Cδ♦. With more details, we first notice that Cδ♦ is
a closed two-sided ideal in (ℓ1(S, ω), ∗). Let π : ℓ1(S, ω) → ℓ1(S, ω)/Cδ♦ denote the
quotient map. The symbol · will stand for the product on ℓ1(S, ω)/Cδ♦ induced by ∗.
Let us consider the restriction map
ψ : ℓ1(S, ω)→ ℓ1(S \ {♦}, µ); f 7→ f |S\{♦}. (4.10)
This is a linear contractive surjection with Ker(ψ) = Cδ♦. Moreover, it also immediately
follows from the definition that ψ maps the open unit ball of ℓ1(S, ω) onto the open unit
ball of ℓ1(S \ {♦}, µ). Consequently, there is an isometric linear bijection
ϕ : ℓ1(S, ω)/Cδ♦ → ℓ
1(S \ {♦}, µ) (4.11)
which satisfies ϕ ◦π = ψ. This allows us to define a product on ℓ1(S \ {♦}, µ) by setting
f#g := ϕ(ϕ−1(f) · ϕ−1(g)) (f, g ∈ ℓ1(S \ {♦}, µ)). (4.12)
It is elementary to see that # is an algebra product on ℓ1(S \ {♦}, µ)). Furthermore,
(ℓ1(S \ {♦}, µ),#) is a Banach algebra since ‖f#g‖µ ≤ ‖f‖µ‖g‖µ holds for all f, g ∈
ℓ1(S \ {♦}, µ) as the map ϕ is an isometry.
For our purposes the most important property of ℓ1(S \ {♦}, µ) is that for every
s, t ∈ S \ {♦},
δs#δt =
{
δst if st 6= ♦
0 if st = ♦.
(4.13)
The above equality holds for the following reason. Observe that for r ∈ S \ {♦}, we
simply have δr = δr|S\{♦} = ψ(δr). Consequently whenever s, t ∈ S \ {♦} then
ϕ−1(δs#δt) = ϕ
−1(δs) · ϕ
−1(δt) = ϕ
−1(ψ(δs)) · ϕ
−1(ψ(δt)) = π(δs) · π(δt)
= π(δs ∗ δt) = π(δst) = ϕ
−1(ψ(δst)). (4.14)
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On the one hand if st = ♦ then ψ(δst) = ψ(δ♦) = 0. On the other hand if st 6= ♦ then
ψ(δst) = δst, thus proving the claim.
In particular it follows from equation (4.13) that (ℓ1(S \{♦}, µ),#) is a unital Banach
algebra with δe being the unit, and such that ‖δe‖µ = µ(e) = 1. The proof of the
following is entirely analogous to that of Proposition 3.6.
Proposition 4.10. Let S be a monoid with multiplicative identity e ∈ S and a zero
element ♦ ∈ S. Let µ : S \ {♦} → [1,+∞) be a quasi-weight on S \ {♦}. Let p ∈
(ℓ1(S \ {♦}, µ),#) be a non-zero idempotent such that p 6= δe. Then
‖p‖µ ≥
1
2
inf {µ(s) : s ∈ S, s 6= e, s 6= ♦} . (4.15)
In the following Cu2 denotes the second Cuntz semigroup
〈a1, a2, b1, b2 : a1b1 = e = a2b2, a1b2 = ♦ = a2b1〉, (4.16)
as defined in, for example, [24, Page 141, Definition 2.2]. Here e ∈ Cu2 and ♦ ∈ Cu2
denote the multiplicative identity and the zero element, respectively, rendering Cu2 a
monoid with a zero element.
Fix n ∈ N. Let µn : Cu2 \ {♦} → [1,+∞) be a quasi-weight on Cu2 \ {♦} defined as
µn(e) = 1 and µn(s) = n whenever s ∈ Cu2 \ {e,♦}. Notice that this arises from the
weight ωn : Cu2 → [1,+∞) defined by ωn(e) = ωn(♦) = 1 and ωn(s) = n otherwise.
Theorem 4.11. Let An := (ℓ
1(Cu2 \ {♦}, µn),#) for every n ∈ N. Then (An) is a
sequence of properly infinite Banach algebras such that Asy(An) is not properly infinite.
Proof. Fix n ∈ N. Let p := δb1#δa1 and q := δb2#δa2 . Then p, q ∈ An are idempotents
with p ∼ δe ∼ q and p ⊥ q plainly because of the defining properties of Cu2 and equation
(4.13). This in particular shows that An is properly infinite.
Let p, q ∈ An be arbitrary idempotents satisfying p ∼ δe ∼ q and p ⊥ q. Clearly p, q /∈
{δe, 0}, hence Proposition 4.10 yields ‖p‖µn , ‖q‖µn ≥ n/2, and consequently C
′
PI(An) ≥
n2/4. In view of Proposition 4.9 the Banach algebra Asy(An) cannot be properly infinite.

Any reduced word in Cu2 is of the form s = tbsa, where sa is a word in a1, a2 (which
are free, so generating a copy of S2 the free semigroup on two generators), and tb is
a word in b1, b2. Consider how to cancel a word of the form satb. This will be equal
to ♦ unless satb = · · · a
n3
1 a
n2
2 a
n1
1 b
n1
1 b
n2
2 b
n3
1 · · · with perhaps one of sa or tb having extra,
unbalanced, terms on the left, or right, respectively. We can express this more succinctly
as follows. Define ∗ to be the unique involution on Cu2 with a
∗
i = bi for i = 1, 2 and
e∗ = e,♦∗ = ♦. Notice that r∗brb = e for any word rb. Then satb = ♦ unless either
sa = rat
∗
b or tb = s
∗
arb, for some words ra and rb.
From this, we can see that the idempotents in Cu2 are of the form sbs
∗
b for an arbitrary
word sb ∈ S2. Let I(Cu2) be the set of idempotents, excluding ♦. One can also show
that if s ∈ I(Cu2), t 6∈ I(Cu2) then st, ts 6∈ I(Cu2). How idempotents multiply is a little
more complicated. Let s = sbs
∗
b , t = tbt
∗
b , and consider st. This will equal ♦ unless
either:
• tb = sbrb, in which case st = sbs
∗
bsbrbr
∗
bs
∗
b = sbrbr
∗
bs
∗
b = t; or
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• s∗b = rat
∗
b , that is, sb = tbrb for some rb, in which case st = tbrbr
∗
b t
∗
b tbt
∗
b =
tbrbr
∗
b t
∗
b = s.
This motivates defining sb  tb if tb = sbrb for some word rb, that is, sb is a prefix of tb.
Then st = t when sb  tb, and st = s when tb  sb, and st = ♦ otherwise.
We can consider (ℓ1(I(Cu2)),#). To ease notation, let S2(b) be the set of words in
b1, b2, with ∅ the empty word (the identity), so that a member of I(Cu2) has the form
xx∗ for some x ∈ S2(b). Let ex = δxx∗ , so (ex) is a basis for ℓ
1(I(Cu2)) and the product
is
ex#ey =

ex if y  x,
ey if x  y,
0 otherwise.
Lemma 4.12. Let A = (ℓ1(I(Cu2)),#) and let f =
∑
x f(xx
∗)ex ∈ A. Then f is an
idempotent if and only if:
(1) f(xx∗) ∈ {−1, 0, 1} for all x, and only finitely many are non-zero;
(2)
∑
y≺x f(yy
∗) ∈ {0, 1} for each x.
Proof. We have that ex#ey = ez exactly when one of x, y is equal to z, and the other is
a prefix of z. Throughout the rest of the proof we shall write f(x) instead of f(xx∗) for
the sake of readibility. Thus
f#f =
∑
x,y
f(x)f(y)(ex#ey) =
∑
z
(∑
x≺z
f(z)f(x) +
∑
x≺z
f(x)f(z) + f(z)2
)
ez .
Thus f#f = f if and only if
f(z) = f(z)2 + 2f(z)
∑
x≺z
f(x) (z ∈ S2(b)). (4.17)
If the two conditions hold, suppose
∑
x≺z f(x) = 0. Let w = zb1 (say) so y ≺ w exactly
when y = z or y ≺ z. Thus
∑
y≺w f(y) = f(z)+
∑
x≺z f(x) = f(z) so f(z) ∈ {0, 1}, and
hence (4.17) holds. If
∑
x≺z f(x) = 1 then similar reasoning shows that f(z)+1 ∈ {0, 1}
so f(z) 6= 1, and hence (4.17) holds.
Conversely, we perform induction on the length of the word in S2(b), again using that
if z is a word of length n+1 then z = ybi say, for y a word of length n, and then x ≺ z if
and only if x = y or x ≺ y. The details are the same as in the proof of Lemma 3.10. 
Proposition 4.13. Let µ be a quasi-weight on Cu2 \{♦} such that µ ≥ 1 and µ(s) ≥ N
for each s 6∈ I(Cu2). Then CPI(ℓ
1(Cu2 \ {♦}, µ),#) ≥ (N/86)
1/3
Proof. Set A = (ℓ1(Cu2 \ {♦}, µ). By Lemma 4.8 it suffices to prove that CDI(A) ≥
(N/86)1/3. To show this, we can follow almost exactly the strategy of the proof of
Proposition 3.11, given the preliminary observations made above. 
Proposition 4.14. For each n ≥ 1 there exists a quasi-weight µn on Cu2 \ {♦} so that
with A = (ℓ1(Cu2 \ {♦}, µn),#), we have C
′
PI
(A) = 1 and yet CPI(An) ≥ n.
Proof. We follow the strategy of the proof of Proposition 3.12. Choose N so that
(N/86)1/3 ≥ n. The set X = {e,♦, b1a1, b2a2} is a sub-semigroup of Cu2, and so the
map ω : Cu2 → [1,∞) defined by ω(s) = 1 for s ∈ X and ω(s) = N ∈ N otherwise,
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is a weight. Let µn be the induced quasi-weight on Cu2 \ {♦}. With p = δb1a1 and
q = δb2a2 , we see that C
′
PI(A) = 1. However, our quasi-weight satisfies the hypotheses
of Proposition 4.13, and so CPI(A) ≥ (N/86)
1/3 ≥ n. 
We can prove some similar renorming results. The following is shown in exactly the
same way as Proposition 3.16, as if we have orthogonal idemopotents p, q then {0, 1, p, q}
is a (bounded) semigroup in A.
Proposition 4.15. Let A be a properly infinite Banach algebra. There is an equivalent
norm ‖ · ‖0 on A such that (A, ‖ · ‖0) is a unital Banach algebra, and C
′
PI
(A, ‖ · ‖0) = 1.
Proposition 4.16. For each K > 0 there is a Banach algebra A and a, b, c, d ∈ A
with ab = cd = 1, cb = ad = 0, such that, if ‖ · ‖0 is any equivalent norm on A, then
‖a‖0‖b‖0‖c‖0‖d‖0 ≥ K.
Proof. We follow the strategy of the proof of Proposition 3.18. We have the word-
length ℓ on Cu2, where ℓ(♦) = 0, and again this is sub-additive. Thus, for x > 0,
the function ωx(s) = exp(xℓ(s)) is a weight. Let µ be the quasi-weight given by ω,
and set A = ((ℓ1(Cu2 \ {♦}, µn),#). Let ‖ · ‖0 be an equivalent norm on A, say with
m−1‖f‖0 ≤ ‖f‖ωx for each f ∈ A.
Set a = δa1 , b = δb1 and c = δa2 , d = δb2 . The same argument as used in the proof
of Proposition 3.18 now shows that ‖a‖0, ‖b‖0, ‖c‖0, ‖d‖0 ≥ e
x, which completes the
proof. 
Again, we leave open the question of whether it is possible to find an absolute constant
K ≥ 1 such that for every properly infinite Banach algebra A there is an equivalent norm
‖ · ‖0 on A with CPI(A, ‖ · ‖0) ≤ K.
4.4. When we have norm control. As in the Dedekind-finite case, the converse to
Theorem 4.2 holds provided we have uniform norm control. Notice that this, when
combined with Proposition 4.9, gives a complete characterisation of when Asy(An) is
properly infinite.
Proposition 4.17. Let (An) be a sequence of unital Banach algebras such that
lim supn→∞CPI(An) <∞. Then Asy(An) is properly infinite.
We remark that this hypothesis is weaker than supnCPI(An) <∞, as the hypothesis
of the proposition allows finitely many of the An to not be properly infinite.
Proof. By hypothesis, there are K > 0 and N ∈ N such that for n ≥ N we can find
an, bn, cn, dn ∈ An with ‖an‖‖bn‖‖cn‖‖dn‖ ≤ K and so that, with pn = bnan, qn = dncn,
we have that pn, qn are mutually orthogonal idempotents with pn ∼ 1 ∼ qn. Notice
that by rescaling, we may suppose that ‖an‖ = ‖bn‖ and ‖cn‖ = ‖dn‖. As anbn = 1, it
follows that ‖an‖ ≥ 1; similarly ‖cn‖ ≥ 1. Then ‖an‖
2‖cn‖
2 ≤ K and so ‖an‖
2 ≤ K and
‖cn‖
2 ≤ K.
For n < N define an = bn = cn = dn = 0. Then A = (an) ∈ ℓ
∞(An) with ‖A‖
2 ≤ K,
and similarly for B = (bn), C = (cn) and D = (dn). We now see that π(A)π(B) = 1 in
Asy(An), and similarly π(C)π(D) = 1. Furthermore, p = π(B)π(A) and q = π(D)π(C)
are idempotents with pq = qp = 0. Thus p ∼ 1 ∼ q and p, q are orthogonal, and so
Asy(An) is properly infinite, as claimed. 
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Corollary 4.18. Let (An) be a sequence of unital Banach algebras such that there is an
N ∈ N such that An is properly infinite for all n ≥ N . Moreover, suppose that one of
the following two conditions hold:
(1) An = Am for every n,m ≥ N ;
(2) An is a C
∗-algebra for each n ∈ N.
Then Asy(An) is properly infinite.
Proof. When An = Am for n,m ≥ N , this follows immediately from the preceding
result. Now suppose that each An is a C
∗-algebra. From Proposition 2.4, a C∗-algebra
B is properly infinite if and only if there are projections p, q ∈ B with pq = 0 (so also
qp = 0) and with p ≈ 1 ≈ q. In particular, CPI(B) = 1; and so the result follows again
from the previous result. 
4.5. For ultraproducts. All of these results hold for ultraproducts with suitable mod-
ifications. For example, the analogue of combining Propositions 4.9 and 4.17 is the
following.
Theorem 4.19. Let (An) be a sequence of Banach algebras, and let U be an ultrafilter.
Then (An)U is properly infinite if and only if there is K > 0 such that {n ∈ N :
CPI(An) ≤ K} ∈ U .
We remark that again  Los´’s Theorem could be used. However, here the details of the
analogue of Lemma 3.21 seem complex, and we have chosen not to give them.
5. Stable rank one
We say that a unital Banach algebra A has stable rank one if the group of invertible
elements inv(A) is dense in A. We recall, [25, Proposition 3.1], that this is equivalent
to either the left, or the right, topological stable rank of A being 1. We recall, see [17,
Lemma 2.1] for example, that having stable rank one implies being Dedekind finite. As
shown in [17, Example 2.2] the converse does not hold. We hence view having stable
rank one as a strict strengthening of being Dedekind-finite; and a strengthening which
is much studied for C∗-algebras.
Lemma 5.1. Let (An) be a sequence of unital Banach algebras. Then
inv (Asy(An)) = π
(
inv
(
ℓ∞(An)
))
. (5.1)
Proof. For the non-trivial direction, let us pick an arbitrary A = (an) ∈ ℓ
∞(An) with
π(A) ∈ inv(Asy(An)). Thus there is C = (cn) ∈ ℓ
∞(An) with π(A)π(C) = π(C)π(A) =
1, that is, with
lim
n→∞
‖cnan − 1n‖ = lim
n→∞
‖ancn − 1n‖ = 0.
Set un = cnan and vn = ancn for each n, so there is N with ‖un − 1n‖ < 1/2 and
‖vn−1n‖ < 1/2 for n ≥ N . Consequently, for n ≥ N we have that un, vn ∈ inv(An) with
‖u−1n ‖, ‖v
−1
n ‖ ≤ 2. As anun = ancnan = vnan for each n, we have that anu
−1
n = v
−1
n an
for n ≥ N . Observe that
an(cnv
−1
n ) = 1n, (cnv
−1
n )an = cnanu
−1
n = 1n,
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and so an ∈ inv(An) with a
−1
n = cnv
−1
n and hence ‖a
−1
n ‖ ≤ 2‖C‖. Define
a′n =
{
an if n ≥ N,
1n otherwise,
bn =
{
a−1n if n ≥ N,
1n otherwise.
Let A′ = (a′n), B = (bn) so that A
′, B ∈ ℓ∞(An) and A
′B = BA′ = 1, so that A′ ∈
inv(ℓ∞(An)). As π(A) = π(A
′) the claimed result follows. 
Proposition 5.2. Let A be a unital Banach algebra such that Asy(A) has stable rank
one. Then also A has stable rank one.
Proof. If not, then there is a ∈ A and ǫ > 0 with ‖a − b‖ ≥ ǫ for each b ∈ inv(A). Let
A = (a) ∈ ℓ∞(A). Since Asy(A) has stable rank one, there is c ∈ inv(Asy(A)) with
‖π(A)− c‖ < ǫ/2. By Lemma 5.1 there is C = (cn) ∈ inv(ℓ
∞(A)) with π(C) = c, so that
ǫ/2 > ‖π(A) − c‖ = ‖π(A)− π(C)‖ = lim sup
n→∞
‖a− cn‖.
Hence there is some n ∈ N with ‖a− cn‖ < ǫ, and as each cn is invertible, this gives the
required contradiction. 
We now wish to improve this result, and completely characterise when Asy(A) has
stable rank one in terms of “uniform” approximation by invertibles for A. We give
below, in Theorem 5.10, a counter-example to show that A can have stable rank one
while Asy(A) does not. For C∗-algebras, this does always hold, see Proposition 5.8.
Proposition 5.3. Let A be a unital Banach algebra. The following are equivalent:
(1) There is a function f : (0,∞) → R such that for ǫ > 0 and a ∈ A with ‖a‖ ≤ 1
there is b ∈ inv(A) with ‖a− b‖ < ǫ and ‖b−1‖ ≤ f(ǫ);
(2) ℓ∞(A) has stable rank one;
(3) Asy(A) has stable rank one.
Proof. Suppose f exists. Let A = (an) ∈ ℓ
∞(A). By homogeneity we may suppose
that ‖an‖ ≤ 1 for each n. Given ǫ > 0, for each n we can find bn ∈ inv(A) with
‖an − bn‖ < ǫ and ‖b
−1
n ‖ ≤ f(ǫ). Thus B = (bn) ∈ ℓ
∞(A) and (b−1n ) is also in ℓ
∞(A).
So B ∈ inv(ℓ∞(A)) and ‖A − B‖ ≤ ǫ. As ǫ > 0 and A were arbitrary, this shows that
ℓ∞(A) has stable rank one.
If ℓ∞(A) has stable rank one, also Asy(A) has stable rank one.
Now suppose that Asy(A) has stable rank one. For ǫ > 0 and a ∈ A with ‖a‖ ≤ 1 let
Iǫa = {b ∈ inv(A) : ‖a − b‖ < ǫ}. That f exists is equivalent to showing that for each
ǫ > 0,
sup
{
inf{‖b−1‖ : b ∈ Iǫa} : ‖a‖ ≤ 1
}
<∞.
Suppose this is not so. Then there is ǫ > 0 and a sequence (an) with ‖an‖ ≤ 1 for
each n ∈ N, and with ‖b−1‖ ≥ n for each b ∈ Iǫan . Let A := (an) ∈ ℓ
∞(A) and
a := π(A) ∈ Asy(A), so there is c ∈ inv(Asy(A)) with ‖a − c‖ < ǫ/2. Again, we can
find C = (cn) ∈ inv(ℓ
∞(A)) with c = π(C). Thus in particular, there is M > 0 with
‖c−1n ‖ ≤ M for all n ∈ N. As lim supn→∞ ‖an − cn‖ < ǫ/2, there is N ∈ N such that
‖an − cn‖ < ǫ/2 and hence cn ∈ I
ǫ
an for each n ≥ N . Then for any n > max(M,N) we
obtain ‖c−1n ‖ ≤M ≤ max(M,N) < n ≤ ‖c
−1
n ‖, a contradiction. 
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We remark that it seems somewhat harder to characterise when Asy(An) has stable
rank one, for a sequence (An) of varying Banach algebras. In the next section we develop
some results which allow us to say something about this more general situation.
5.1. Stable rank one as a “three space property”. Having stable rank one is not
a three-space property (see [25, Examples 4.13]), but in our special situation we can
say something. The following is the Banach-algebraic analogue of the ring-theoretic
lemma [17, Lemma 2.10]. We recall that if A is a unital algebra over a field K with
multiplicative identity 1A, and J E A is a two-sided ideal, then J˜ denotes the unital
subalgebra K1A + J . Moreover, inv(J˜ ) = inv(A) ∩ J˜ (see [17, Lemma 2.4]).
Proposition 5.4. Let A be a unital Banach algebra and let J E A be a closed two-sided
ideal such that both J˜ and A/J have stable rank one. Let π : A → A/J denote the
quotient map. If π(inv(A)) = inv(A/J ) then A has stable rank one.
Proof. Let a ∈ A and ǫ > 0 be arbitrary. Since A/J has stable rank one, there is
c ∈ A such that π(c) ∈ inv(A/J ) and ‖π(a) − π(c)‖ < ǫ/2. By the assumption there is
d ∈ inv(A) such that π(d) = π(c) and thus ‖π(a) − π(d)‖ < ǫ/2. Consequently there is
b ∈ J such that ‖a− d− b‖ < ǫ/2. Let us define a′ := b+ d. We observe that
π(a′d−1) = π(bd−1 + 1) = π(b)π(d−1) + π(1) = π(1), (5.2)
equivalently, 1 − a′d−1 ∈ J . This implies that a′d−1 ∈ J˜ . Now J˜ has stable rank one,
therefore we can pick f ∈ inv(J˜ ) = inv(A)∩ J˜ such that ‖a′d−1− f‖ < ǫ/2‖d‖. Clearly
fd ∈ inv(A). Also,
‖a− fd‖ ≤ ‖a− a′‖+ ‖a′ − fd‖ ≤ ‖a− a′‖+ ‖a′d−1 − f‖‖d‖ < ǫ, (5.3)
which shows that A has indeed stable rank one. 
Lemma 5.5. Let (An) be a sequence of unital Banach algebras all of which have stable
rank one. Let J = c0(An), considered as a closed, two-sided ideal in A = ℓ
∞(An). Then
J˜ has stable rank one.
Proof. This follows from [25, Theorem 5.2], but we give the argument in this special case.
Let A = (t1n+an) ∈ J˜ , so ‖an‖ → 0 and t ∈ C. We wish to approximate A by a member
of inv(J˜ ). If t = 0 then pick s ∈ C non-zero and close to t. If A′ = (s1n + an) ∈ J˜ can
approximated by a member of inv(J˜ ) then so can A, because A′ is close to A. So we
may suppose that t 6= 0. If t−1A = (1n + t
−1an) can be approximated by a member of
inv(J˜ ) then so can A.
So we may suppose that t = 1. Pick ǫ > 0 and choose N so that ‖an‖ < 1/2 for
n ≥ N . For n ≥ N let cn = −an + a
2
n − a
3
n + · · · ∈ An, hence ‖cn‖ ≤ ‖an‖(1 − ‖an‖)
−1
and cnan = ancn = −cn − an. For n < N use that An has stable rank one to find
dn ∈ inv(An) with ‖1n+an−dn‖ ≤ ǫ. Set cn = (dn)
−1−1n for n < N . Set bn = dn−1n
for n < N and bn = an for n ≥ N . Then B = (bn), C = (cn) ∈ J . Notice that
(1n + bn)(1n + cn) =
{
dnd
−1
n if n < N,
1n + an + cn + ancn if n ≥ N,
and so (1n + bn)(1n + cn) = 1n for all n. Similarly (1n + cn)(1n + bn) = 1n for all n. As
1 + B, 1 + C ∈ J˜ we see that 1 + B ∈ inv(J˜ ). Finally we consider ‖A − (1 + B)‖. For
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n < N we have that ‖(1n + an)− (1n + bn)‖ = ‖1n + an − dn‖ ≤ ǫ, while for n ≥ N we
have that (1n + an)− (1n + bn) = an − an = 0. Hence ‖A− (1 +B)‖ ≤ ǫ. 
Proposition 5.6. Let (An) be a sequence of unital Banach algebras all of which have
stable rank one. ℓ∞(An) has stable rank one if and only if Asy(An) has stable rank one.
Proof. If ℓ∞(An) has stable rank one then clearly so does Asy(An). Conversely, set
A = ℓ∞(An) and J = c0(An) so that Asy(An) = A/J . By Lemma 5.5, we see that
J˜ has stable rank one, and by Lemma 5.1 we know that inv(A/J ) = π(inv(A)). Thus
Proposition 5.4 applies to show that A has stable rank one. 
5.2. For C∗-algebras. We recall that in a C∗-algebra A an element a ∈ A has a unitary
polar decomposition if there exists a unitary u ∈ A such that a = u|a|.
Lemma 5.7. If A is a unital C∗-algebra such that every element of A has a unitary
polar decomposition then A has stable rank one.
Proof. Let a ∈ A and ǫ > 0 be fixed. By the assumption there is a unitary u ∈ A such
that a = u|a|. By the Spectral Theorem, we know that |a| + ǫ1 ∈ inv(A), hence also
b = u(|a| + ǫ1) ∈ inv(A). Then ‖a − b‖ = ‖ǫu‖ = ǫ. It follows that A has stable rank
one. 
Proposition 5.8. Let (An) be a sequence of unital C
∗-algebras having stable rank one.
Then Asy(An), and hence also ℓ
∞(An), have stable rank one.
Proof. This relies on an observation of Loring, [21, Lemma 19.2.2], which says that under
this hypothesis, every element of Asy(An) has a unitary polar decomposition. The result
now follows from Lemma 5.7 and Proposition 5.6.
For completeness, we give the short proof of [21, Lemma 19.2.2]. Let a ∈ Asy(An) be
a = π(A) for some A = (an) ∈ ℓ
∞(An). As for each n we have that inv(An) is dense
in An, we can find xn ∈ inv(An) with limn→∞ ‖an − xn‖ = 0, so that a = π(A
′) with
A′ = (xn) ∈ ℓ
∞(An). Notice that (‖x
−1
n ‖) might well be unbounded. For each n set un =
xn(x
∗
nxn)
−1/2, which is a unitary in An with un|xn| = xn. Then U = (un) ∈ ℓ
∞(An)
and X = (|xn|) ∈ ℓ
∞(An) are such that U is unitary and X = |A
′|, and A′ = UX. By
uniqueness of positive square-roots, π(X) = |a| and so π(U)|a| = a in Asy(An) is the
required unitary polar decomposition. 
Remark 5.9. This result, together with Proposition 5.3, shows that if A is a C∗-algebra
with stable rank one, then we get a form of uniform norm control on the approximating
invertible elements. It would be interesting to know if this could be proved “directly”,
in some sense.
5.3. A counter-example. We shall now present a construction which shows that Propo-
sition 5.8 does not hold for Banach algebras.
Theorem 5.10. The Banach algebra A = ℓ1(Z), equipped with the convolution product,
has stable rank one. For any non-principal ultrafilter U we have that (A)U does not have
stable rank one, and hence also Asy(A) and ℓ∞(A) do not have stable rank one.
Proof. Let (pn) be an increasing enumeration of the primes. We shall first show that
the ultraproduct (ℓ1(Z/pnZ))U does not have stable rank one. We do this by collecting
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(1) There is a contractive surjective homomorphism from (ℓ1(Z/pnZ))U to ℓ
1(G)
where G is the set-theoretic ultraproduct (Z/pnZ)U . This follows from [7, Sec-
tion 2.3.2] following [5, Section 5.4]. Notice that G is also a commutative group.
(2) The proof of [20, Theorem 7.1] shows that G is divisible and torsion-free and that
G has cardinality the continuum. It follows that there is a set I of continuum car-
dinality with G and ⊕IQ isomorphic as Q-vector spaces, so certainly isomorphic
as abelian groups. So ℓ1(G) is Banach-algebra isomorphic to ℓ1(⊕IQ).
(3) Let H = ⊕IQ and let Ĥ be the dual group, a compact abelian group. By [12,
Proposition 4.14], for example, we know that the Gel’fand tranform (identified
with the Fourier transform) gives a contractive homomorphism G : ℓ1(⊕IQ) →
C(Ĥ) which has dense range.
(4) The compact space Ĥ consists of all group homomorphisms ⊕IQ→ T, equipped
with the topology of pointwise convergence. It is easy to see that this agrees
with the compact space (Q̂)I . So C(Ĥ) is isomorphic with C((Q̂)I).
(5) There is hence a dense range homomorphism (ℓ1(Z/pnZ))U → C((Q̂)
I).
(6) The compact abelian group Q̂ is identified in [16, Section 25.4]. In particular,
it is isomorphic to the “a-adic solenoid” Σa for a suitable choice of sequence
a. These compact groups are studied in [16, Section 10], and in particular, [16,
Theorem 10.13] shows that Σa is connected (and compact Hausdorff). It follows
from the definition, and [16, Theorem 10.5], that Σa is a metrisable space.
(7) We now consider the covering dimension of a topological space, see for example
[23, Chapter 3]. In particular, it follows from [23, Proposition 1.3] that for
a Hausdorff space X, if dim(X) = 0 then X is totally disconnected. Thus
dim(Q̂) ≥ 1. We shall also consider the small inductive dimension of a topological
space, [23, Chapter 4]. For a metric space, this is the same as the covering
dimension, [23, Section 4, Chapter 5]. Finally, if X is a compact metric space
with dim(X) ≥ 1, and I an infinite set, then XI has infinite dimension. This is
shown for the small inductive dimension in [8, Example 1.5.17], and hence also
holds for the covering dimension.
(8) Rieffel’s original motivation in [25] was to generalise the covering dimension to
C∗-algebras (compare [25, Theorem 1.1] with [23, Proposition 3.3.2] for example).
In particular, [25, Proposition 1.7] shows that ifX is a compact (Hausdorff) space
then the topological stable rank of C(X) is ⌊dim(X)/2⌋ + 1.
(9) In particular, Q̂I has infinite dimension. It follows that C(Q̂I) does not have
stable rank one. Hence also (ℓ1(Z/pnZ))U does not have stable rank one.
As ℓ1(Z)→ ℓ1(Z/pnZ) is a quotient map, for each n, it follows that (A)U → (ℓ
1(Z/pnZ))U
is a quotient map, and so (A)U does not have stable rank one. As Asy(A) quotients
onto (A)U , also Asy(A) does not have stable rank one. By Lemma 5.1, also ℓ
∞(A) does
not have stable rank one.
Finally, we claim that A does have stable rank one. This follows from the more general
result [6, Corollary 1.6]. In fact, using that Ẑ = T and that C(T) obviously has a dense
set of invertibles, we can instead appeal to [6, Proposition 1.3]. 
Remark 5.11. The reader may wonder where the argument in the proof of Theorem
5.10 breaks if we attempt to apply it to group C∗-algebras instead of ℓ1 group algebras.
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More concretely, let us consider the A := C∗(Z), which is isomorphic as a C∗-algebra to
C(T). As Z and Z/pnZ are discrete and amenable, the group homomorphism Z→ Z/pnZ
induces a surjective ∗-homomorphism A → C∗(Z/pnZ). From [25, Proposition 1.7], we
see that A has stable rank one, and hence so does C∗(Z/pnZ). From Proposition 5.8 we
know that Asy(C∗(Z/pnZ)), and thus also (C
∗(Z/pnZ))U , has stable rank one.
On the other hand, when inspecting and adapting the reasoning in the proof of The-
orem 5.10, we find that there are ∗-isomorphisms between C∗(G) and C∗(⊕IQ) and
also with C(Q̂I), where G is the set-theoretic ultraproduct (Z/pnZ)U . As we have just
seen, C(Q̂I) does not have stable rank one, hence neither does C∗(G). This means that
there cannot be a continuous dense range algebra homomorphism from (C∗(Z/pnZ))U
to C∗(G), unlike for ℓ1 group algebras.
5.4. For ultraproducts. We quickly consider what happens when Asy(An) is replaced
by an ultraproduct (An)U . We first adapt Lemma 5.1.
Lemma 5.12. Let (An) be a sequence of unital Banach algebras, let U be an ultrafilter,
and denote by π the quotient map ℓ∞(An)→ (An)U . Then
inv
(
(An)U
)
= π
(
inv(ℓ∞(An))
)
.
Proof. We can follow closely the proof of Lemma 5.1. Let an, cn, un, vn be as before,
and notice now that as π(A)π(C) = π(C)π(A) = 1 there is some set X ∈ U with
‖un− 1n‖ < 1/2 and ‖vn− 1n‖ < 1/2 for n ∈ X. Then an ∈ inv(An) and ‖a
−1
n ‖ ≤ 2‖C‖
for each n ∈ X. Hence we can find A′ ∈ ℓ∞(An) with A
′ invertible and π(A) = π(A′). 
Proposition 5.2 continues to hold, so if (A)U has stable rank one, then so does A.
Similarly, a close examination of the proof of Proposition 5.3 shows that it holds also
for (A)U . In particular, we have:
Corollary 5.13. Let A be a Banach algebra. Then Asy(A) has stable rank one if and
only if (A)U has stable rank one.
Finally, obviously then Proposition 6.9 shows that if (An) is a sequence of unital C
∗-
algebras having stable rank one, then also (An)U also has stable rank one. Theorem 5.10
shows that this is not true for Banach algebras replacing C∗-algebras.
6. Open questions
We close the paper with some open questions.
• Does the analogue of Proposition 3.16 hold for CDI?
• Does the analogue of Proposition 4.15 hold for CPI?
• If Asy(An) has stable rank one, does An for large enough n?
• Can one find a counter-example as in Theorem 5.10 which uses directly the
criteria established in Proposition 5.3?
A wider “open question” is to study the constants CDI and CPI, and the criteria from
Proposition 5.3. These are “metric versions” of being Dedekind-infinite, being properly
infinite, and having stable rank one. We wonder if there are other properties of Banach
algebras which have interesting “metric versions”?
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