To demonstrate that there are specific temperature effects in the description of static and dynamic polarizabilities which arise from generalized gradient approximation exchange-correlation functionals that obey distinctive asymptotic constraints, we present calculations for a test set of small molecules, at the experimental geometry, at the optimized ground-state geometry, and at the Born-Oppenheimer molecular dynamics geometries that arise from simulating a temperature of 300 K. The results indicate that a functional with the correct asymptotic potential (CAP) provides a better description at room temperature than does a GGA functional with an exponentially decaying exchange potential such as PBE.
Introduction
The development of exchange-correlation (XC) energy functionals in the Kohn-Sham formulation of density functional theory belonging to different rungs of Jacobs' ladder is a very active area of research [1] . In particular, the generalized gradient approximation (GGA) rung has received great attention, because it is computationally less demanding than higher rung approximations, and at the same time, it is an important component of those. The X GGA energy functional can be expressed in terms of an analytical expression of the X enhancement factor F X ðsÞ as [2] 
where e LDA X ½qðrÞ ¼ Àð3=4Þð3=pÞ 1=3 ðqðrÞÞ 1=3 is the local density approximation for the exchange energy per particle, qðrÞ is the electron number density, and sðrÞ ¼ jrqðrÞj=2ð3p 2 Þ 1=3 ðqðrÞÞ 4=3 , is the exchange reduced density gradient. Non-empirical construction based on constraint satisfaction yields an analytical expression for F X ðsÞ. Almost all the available constraints apply to the small-and large-s limits, so F X ðsÞ is the result of interpolating between those limits. However, neither of those limits is associated with a unique constraint. When s ! 0, one has F X ðsÞ ! 1 þ ls 2 þ . . ., where the constant l may be fixed through several non-empirical procedures [3] [4] [5] . When s ! 1 there are different limiting behaviors, depending on the constraint imposed [2, 4, [6] [7] [8] [9] . Detailed numerical study has established that the description of thermodynamic, kinetic, and structural properties depends primarily on the behavior of the GGA X functional in the reduced density gradient interval 0 6 s 6 3. On the other hand, the description of excitation energies and response properties such as static and dynamic polarizabilities and hyperpolarizabilities has a strong dependence on the behavior of the exchange potential in the asymptotic region, which for a GGA corresponds to the case when s ! 1. In this context, we proposed the CAP (correct asymptotic potential) X energy functional [8] . On the interval 0 6 s 6 3 it has a similar enhancement factor to that of PBE and other GGAs, but behaves as [10] F X ðsÞ ! ð4p=3Þs when s ! 1, so that the functional derivative leads to an X potential that behaves as À1=r when r ! 1. Most other GGAs, including the highly popular PBE [4] , have an X potential that decays faster than À1=r when r ! 1, in most cases exponentially. The CAP X energy functional combined with PBE correlation, CAP-PBE, gives heats of formation, ionization potentials, electron affinities, proton affinities, binding energies of weakly interacting systems, barrier heights for hydrogen and non-hydrogen transfer reactions, bond distances, and harmonic frequencies on standard test sets that are competitive with results from other GGAs. However, for the static and dynamic polarizabilities and hyperpolarizabilities it was observed that the values obtained with CAP-PBE were, in general, lower than the experimental ones, while the values obtained with LDA and other GGAs, were, in general, equal to or larger than the experimental ones. Since the calculated values were determined without taking into account thermal effects and the experimental values were obtained at room temperature [11] [12] [13] [14] [15] [16] [17] , we argued that because the theoretical values would be increased by incorporation of temperature effects, CAP-PBE would lead to a better description of these properties.
Thus, the objective of the present work is to quantify the temperature effects in the calculation of static and dynamic polarizabilities and hyperpolarizabilities with time-dependent density functional theory [18, 19] .
Computational methodology
Temperature effects are very important in the description of static and dynamic polarizabilities and hyperpolarizabilities. These effects may be quantified through several procedures [20] [21] [22] . In particular, Born-Oppenheimer molecular dynamics (BOMD) simulations have been applied successfully to the description of dipole static polarizabilities [21] and to dipole-quadrupole dynamic polarizabilities [22] of clusters. Thus, in the present work we have considered a test set of twenty two molecules at 300 K, since the majority of the experimental results reported in the literature are for room temperature. In our test set, only water and benzene are in the liquid phase at that temperature. The other systems are in the gas phase.
A rather critical aspect of the calculations concerns the XC energy functional used to drive the BOMD and then the static and dynamic polarizabilities. However, regarding the choice of XC energy functionals considered here, it is relevant that in our previous work we performed calculations with diverse GGAs such as PBE [4] , BLYP [7, 23] , OLYP [23, 24] and PBE-LS [6] , in addition to LDA. The X components of these GGAs have different s ! 1 behaviors. The enhancement factor of PBE tends to a constant value of 1.804 that comes from enforcing the local Lieb-Oxford bound. The BLYP enhancement factor diverges as ðs= ln sÞ to reproduce the asymptotic behavior of the conventional (canonical) exact exchange energy density, while in OLYP the enhancement factor approaches a constant value of 2.59 (from parametrizing the OPTX analytical expression through minimizing the X-only error with respect to Hartree-Fock total energies for the neutral atoms from H to Ar). The PBE-LS enhancement factor decays to zero to fulfill the non-uniform density scaling result [25] . Despite these gross differences in enhancement factor asymptotic behaviors, all of those functionals tended to overestimate the values of static and dynamic polarizabilities and hyperpolarizabilities studied in that work. Thus, in the present work we consider temperature effects only for PBE and CAP-PBE, because it can be expected that the tendencies observed for PBE will be similar for the other GGAs.
The X enhancement factor of PBE is [4] 
where j ¼ 0:804 and l ¼ 0:2195. These parameter values were determined non-empirically from constraint satisfaction. For CAP, the enhancement factor is [8] 
where l ¼ 0:2195 (as in PBE) also was set non-empirically by constraint satisfaction. All calculations reported here were performed with the code deMon2k [26] , pre-release version 4.2.9. Geometry optimizations and BOMD simulations were done with the DZVP/GEN-A2 combination of orbital and auxiliary density basis sets. The MD trajectory for each molecule [21, 22, 27 ] was calculated at 300 K for the PBE and CAP-PBE functionals. Each trajectory had a length of 80 ps with a time step of 2 fs. The temperature in the canonical BOMD simulation was controlled by a Nose-Hoover chain thermostat. To determine the temperature dependence of the polarizabilities, the polarizability tensor was calculated along the recorded trajectories. To this end, the first 20 ps of each trajectory were discarded. The static and dynamic polarizabilities, aðxÞ, were calculated for the remaining 60 ps with a 100 fs interval between polarizability calculations. All static and dynamic polarizabilities were obtained via time-dependent auxiliary density perturbation theory (TDADPT) [28] [29] [30] [31] [32] . The orbital and auxiliary basis sets for the calculation of the temperature-dependent part of the polarizabilities were TZVP-FIP1 [33] /GEN-A2⁄ [34] respectively. The reason for this selection is based on the fact that it has been shown that basis sets for polarizabilities calculations must contain diffuse functions [35] . A strategy for constructing such basis sets is to augment valence basis sets of good quality with additional polarization functions [36] [37] [38] . The TZVP-FIP1 basis set used here [33] is built from the triple zeta valence plus polarization (TZVP) basis set optimized for local DFT calculations [39] . On the other hand, it is important to mention that some static polarizability calculations performed with the aug-cc-pVTZ [40] indicate that the basis set employed in this work yields practically the same results as those obtained with those very large basis sets. For consistency with our previous work [14] as well as with the literature generally, we evaluated the TDDFT kernel in the adiabatic local density approximation (ALDA) [41] [42] [43] [44] . That is, the LDA second functional derivatives were used rather than the PBE or CAP derivatives. As in our previous work [8] , the exchange-correlation energy, potential and kernel were integrated numerically with the so-called reference grid [45] in deMon2k. The mean static and dynamic polarizabilities were calculated from the diagonal elements of the frequency dependent polarizability tensor,
ða xx ðxÞ þ a yy ðxÞ þ a zz ðxÞÞ
The calculations reported in the next section were done at the experimental geometry, at the optimized ground state geometry, and at the Born-Oppenheimer molecular dynamic geometries that arise from simulating a temperature of 300 K. In the latter case the value of the property corresponds to the average of the values obtained at each geometry. Table 1 presents static polarizabilities of nine small molecules, together with the mean absolute deviation (MAD) and mean deviation (MD) with respect to the experimental values at room temperature. One can see that for the set of single point calculations at the experimental geometries [46] [47] [48] , PBE gives a better description than CAP with MADs of 0.43 and 0.81 au, respectively. However, when the calculations are done at the optimized geometries for each of the two functionals, one finds that CAP performs better than PBE, with a MAD of 0.50 versus 0.94 au. When the geometries of the BOMD trajectories are used, one finds that CAP provides an even better description than PBE, with MADS of 0.53 (CAP) and 1.05 au (PBE). Table 2 shows the results for the dynamic polarizabilities of nine other small molecules. All dynamic polarizabilities were determined at the wavelength of 632.8 nm, which corresponds to the experimental value. As in the case of the static polarizabilities, on the single-point calculations at the experimental geometries [47] [48] [49] PBE, with a MAD of 0.24 performs better than CAP with a MAD of 0.91. Once again, the relationship changes upon going to the optimized geometries for the two functionals. Then the MAD for PBE is 0.52 au, while for CAP it is 0.45. Finally, when one considers the 300 K BOMD trajectories, the advantage of CAP is even larger, with a MAD for PBE of 0.61 versus 0.35 for CAP geometries. a Values derived from precise interferometric measurements of the refractive index at k = 632.8 nm and 300 K [17] . b Depolarized light scattering at k = 632.8 nm [13] .
Results and discussion
In Table 3 we present a comparison between the optimized geometries obtained with the PBE and CAP functionals, and the experimental values. One can see that both functionals lead to very similar results that reproduce reasonably well the experimental geometries. Thus, it could be inferred from these results that the differences in the polarizabilities values with CAP and PBE come basically from the differences in the orbitals and eigenvalues obtained with an exponentially and a À1=r decaying potentials. See Tables 8 and 9 and Figs. 6 and 7 of Ref. [8] .
Figs. 1-4 show dynamic mean polarizabilities of H 2 O, NH 3 , CH 4 , and benzene, respectively. Again single-point polarizabilities were calculated at experimental structures [47, 49, 50] . In the case of water (Fig. 1) one can see that PBE leads to larger values than the experimental ones [14, 16] . The results that are closer to the experimental ones correspond to the single-point calculations done with the experimental geometries, while the results with the optimized geometry and those with the BOMD trajectory geometries overestimate even more the dynamic polarizabilities. For CAP the single-point calculations done with the experimental geometries give values below the experimental ones. However, the results with the optimized geometry and those with the BOMD trajectory lead to rather good agreement with experiment. A relevant aspect is related to the fact that, as shown in Fig. 1 , the dynamic polarizability results at the experimental geometry determined with a high level ab initio method like time dependent MC-SCF [16] , lead to results that lie very close to those obtained Exp. Fig. 2 . As in Fig. 1 for NH 3 .
with CAP, indicating that indeed, the latter provides a better description of this property at a temperature of 0 K than PBE, and that, as expected, thermal effects increase the values. That is, PBE at 0 K overestimates the polarizability, so that it fortuitously lies closer to the experimental geometry, but when thermal effects are included, the PBE values increase and show a larger deviation from the experimental ones. The results for ammonia and methane follow a very similar pattern, although in those cases the PBE single-point calculations at the experimental geometries lead to values that lie rather close to the experimental ones. But when the optimized geometry or the BOMD trajectory geometries are used, PBE leads to a larger overestimation, while CAP gets closer to the experimental values. Again, the dynamic polarizability results obtained with CAP at the experimental geometry are in very good agreement with time dependent MC-SCF values [16] . It is worth to mentioning that in the case of ammonia the pole polarizability for PBE seems to occur at lower frequencies than CAP and experimental polarizabilities, causing a much larger deviation. Finally, one can see in Fig. 4 that the pattern for benzene is very similar to the one obtained for water in Fig. 1 , although in this case the results with optimized geometry are slightly better than the ones corresponding to the BOMD geometries.
Conclusions
The results presented in this work indicate that the description provided by PBE worsens as one moves from the single-point calculations at the experimental geometry to calculations with the optimized geometry and with geometries from BOMD trajectories. In contrast, the description provided by CAP improves along that sequence of geometries. Thus, one may reason that correct asymptotic behavior of the exchange potential is an important factor for an adequate description of response properties, like the static and dynamic polarizabilities and, on the other hand, that thermal effects are also very important for a satisfactory description of these properties. As was mentioned before, the results shown for PBE are very similar to the ones obtained with other GGA functionals that lead to potentials that decay faster than À1=r, as may be seen in Ref. [8] .
It is important to mention a matter of context for that argument. The CAP potential has an uncommon behavior, as can be seen in the plots presented in Ref. [8] . That feature leads to a localization of the lowest unoccupied molecular orbital (LUMO) which is higher than usual, and which seems to be at least partly responsible for the improved description of response properties. The correct asymptotic behavior of CAP occurs at large distances from the molecule. Thus there is opportunity for functional development that would modify the enhancement factor given by Eq. (3), in order to yield the À1=r behavior at shorter distances than in CAP and without a peculiarly shaped potential at intermediate r.
