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Abstract
In this paper, we obtained the sufficient conditions for the existence of solutions
to the discrete boundary value problems of fractional difference equation depending
on parameters. We use Krasnosel’skii fixed point theorem to establish the existence
results.
1 Introduction
The theory of discrete fractional calculus has started to receive desirable attention in
last decade. On the other hand, the theory of continuous fractional calculus has seen
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tremendous development. However, there is huge scope for the development of discrete
fractional calculus.
Initially, Atici and Eloe [2, 3, 4] published some important results on discrete frac-
tional calculus with delta operator during last few years. Atici and Sengul [5] provided
some initial attempts at using the discrete fractional difference equations to model tumor
growth. Goodrich [8, 9, 10, 11] explores the theory of fractional difference equations in
his work. He deduced some important existence and uniqueness theorems for fractional
order discrete boundary value problems. In his research he used Krasnosel’skii fixed
point theorem to prove existence results. However, H. Chen, et. al. [15, 16] followed
this trend to provide some results about positive solutions to boundary value problems
of fractional difference equations under certain conditions. H. Chen, et. al. [6] provided
multiple solutions to fractional difference boundary value problem using Krasnosel’skii
and Schauder’s fixed point theorem. D. B. Pachpatte et. al.[17] and Jinhua Waun, et. al.
[18] established the existence results for a discrete fractional boundary value problem
using Krasnosel’skii and Schaefer fixed point theorem.
Getting inspiration by all this work, in this paper, we consider a discrete boundary
value problem of fractional difference equation of the form,
−∆vy(t) = λh(t+ v− 1) f (y(t+ v− 1)) , (1)
y(v− 2) = 0, ∆y(v− 2) = ∆y(v+ b− 1) , (2)
where, t ∈ [0,b]N0 , f : [0,∞)→ [0,∞) is continuous, h : [v− 1,v+ b]Nv−1 → [0,∞), 1 <
v≤ 2 and λ is a positive parameter. We established the existence results for this problem
using Krasnosel’skii fixed point theorem and to illustrate our main result we provide two
examples at the end of this paper.
The present paper is organized in 3 sections. In section 2, together with some im-
portant basic definitions, we will demonstrate some important lemmas and theorem in
order to prove our main result. In section 3, we establish the main results for existence
of solutions to the boundary value problem (1)–(2). We conclude the paper with some
examples illustrating the results which are proved here.
2 Preliminary results
In this section, let us first collect some basic definitions and lemmas that are very much
important to us in the sequel.
Definition 1 ([12, 4]) We define,
tv =
Γ(t+ 1)
Γ(t+ 1− v)
, (3)
for any t and v for which right hand side is defined. We also appeal to the convention
that if t+ v− 1 is a pole of the Gamma function and t+ 1 is not a pole, then tv = 0.
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Definition 2 ([12, 14]) The v-th fractional sum of a function f , for v> 0 is defined as
∆−va f (t) = ∆
−v
a f (t,a) :=
1
Γ(v)
t−v
∑
s=a
(t− s− 1)v−1 f (s), (4)
for t ∈Na+N−v. We also define the v-th fractional difference of f by ∆
v
a f (t) :=∆
N∆v−Na f (t),
where t ∈ Na+N−v and N ∈ N is chosen so that 0≤ N− 1< v≤ N.
Now we give some important lemmas.
Lemma 1 ([10, 4]) Let t and v be any numbers for which tv and tv−1 are defined. Then
∆tv = vtv−1.
Lemma 2 ([10, 4]) Let 0≤ N− 1< v≤ N. Then
∆−va ∆
v
ay(t) = y(t)+C1t
v−1+C2t
v−2+ · · ·+CNt
v−N , (5)
for some Ci ∈ R with 1≤ i≤ N.
Lemma 3 ([18]) Let h : [v− 1,v+ b]
Nv−1
→ [0,∞), be given. Then the unique solution
of discrete fractional boundary value problem
−∆v0y(t) = h(t+ v− 1) ,
y(v− 2) = 0, ∆y(v− 2) = ∆y(v+ b− 1) ,
where, t ∈ [0,b]N0 , is
y(t) =−
1
Γ(v)
b
∑
s=0
G(t,s)h(s+ v− 1), (6)
where, G : [v− 2,v+ b]
Nv−2
× [0,b]
N0
→ R is defined as
G(t,s) =


tv−1(v+b−s−2)v−2
Γ(v−1)−(v+b−1)v−2
+(t− s− 1)v−1, 0≤ s< t− v≤ b
tv−1(v+b−s−2)v−2
Γ(v−1)−(v+b−1)v−2
, 0≤ t− v< s≤ b.
(7)
Theorem 1 Let f : [0,∞)→ [0,∞) and h : [v− 1,v+ b]
Nv−1
→ [0,∞) be given. A function
y(t) is a solution of discrete fractional boundary value problem (1)–(2) iff y(t) is a fixed
point of the operator F : B →B defined as,
Fy(t) :=
λ
Γ(v)
b
∑
s=0
G(t,s)h(s+ v− 1) f (y(s+ v− 1)), (8)
where G(t,s) is given in above Lemma 3 and B is defined after Theorem 2.
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Proof: From Lemma 2, we say that a general solution to problem (1)–(2) is
y(t) =−∆−va λh(t+ v− 1) f (y(t+ v− 1))+C1t
v−1+C2t
v−2, (9)
from the boundary condition y(v− 2) = 0, we get
y(v− 2) = −∆−va λh(t+ v− 1) f (y(t+ v− 1))
∣∣
t=v−2
+C1(v− 2)
v−1
+C2(v− 2)
v−2
=−
λ
Γ(v)
t−v
∑
s=0
(t− s− 1)v−1h(s+ v− 1) f (y(s+ v− 1))
∣∣∣
t=v−2
+C2Γ(v− 1)
=C2Γ(v− 1) = 0
since, (v− 2)v−1 = 0 and (v− 2)v−2 = Γ(v− 1) . Therefore,C2 = 0. On the other hand,
using boundary condition ∆y(v− 2) = ∆y(v+ b− 1) and Lemma 2.32 in [12], for all
t ∈ [0,b]N0 , we get
∆y(t) =−
1
Γ(v− 1)
t−(v−1)
∑
s=0
(t− s− 1)v−2λh(s+ v− 1) · f (y(s+ v− 1))
+C1 (v− 1) t
v−2+ 0,
∆y(v− 2) =−
λ
Γ(v− 1)
−1
∑
s=0
(t− s− 1)v−2h(s+ v− 1)
· f (y(s+ v− 1))|t=v−2+C1 (v− 1) (v− 2)
v−2
=C1 (v− 1)Γ(v− 1)
=C1Γ(v), (10)
∆y(v+ b− 1) =−
1
Γ(v− 1)
b
∑
s=0
(v+ b− s− 2)v−2λh(s+ v− 1)
· f (y(s+ v− 1))+C1 (v− 1)(v+ b− 1)
v−2, (11)
equating equations (10) and (11) we get,
C1
(
Γ(v)− (v− 1) (v+ b− 1)v−2
)
=−
1
Γ(v− 1)
b
∑
s=0
(v+ b− s− 2)v−2
·λh(s+ v− 1) f (y(s+ v− 1)) ,
C1 =−
1
Γ(v− 1)
(
Γ(v)− (v− 1)(v+ b− 1)v−2
) b∑
s=0
(v+ b− s− 2)v−2λ
·h(s+ v− 1) f (y(s+ v− 1))
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Thus from equation (9) we have,
y(t) =−
1
Γ(v)
t−v
∑
s=0
(t− s− 1)v−1λh(s+ v− 1) f (y(s+ v− 1))
+

− 1Γ(v− 1)(Γ(v)− (v− 1) (v+ b− 1)v−2)

 · tv−1
·
b
∑
s=0
(v+ b− s− 2)v−2λh(s+ v− 1) f (y(s+ v− 1))
=−
λ
Γ(v)


t−v
∑
s=0

(t− s− 1)v−1+ (v+ b− s− 2)
v−2 · tv−1(
Γ(v− 1)− (v+ b− 1)v−2
)


+
b
∑
s=t−v+1

 (v+ b− s− 2)
v−2 · tv−1(
Γ(v− 1)− (v+ b− 1)v−2
)



 ·h(s+ v− 1) f (y(s+ v− 1))
y(t) =−
λ
Γ(v)
b
∑
s=0
G(t,s)h(s+ v− 1) f (y(s+ v− 1)),
Consequently, we observe that y(t) implies that whenever y is a solution of (1)–(2), y is
a fixed point of (8), as desired.
Lemma 4 ([18]) The function G given in Lemma 3 satisfies the following conditions:
1. 0≤ G(t,s)≤ D(v+b)
v−1
(s+v−1)v−1
G(s+ v− 1,s) ; (t,s) ∈ [v− 2,v+ b]
Nv−2
× [0,b]
N0
.
2. min
t∈[v−1,v+b]
Nv−1
G(t,s)≥ Γ(v)
(s+v−1)v−1
G(s+ v− 1,s)> 0.
Here,
D= max
s∈[0,b]
{
1+
Γ(v− 1)− (v+ b− 1)v−2
(v+ b− s− 2)v−2
}
= 1+
Γ(v− 1)− (v+ b− 1)v−2
(v+ b− 2)v−2
. (12)
Theorem 2 ([16, 18]) Let E be a Banach space, and let K ⊂ E be a cone in E. Assume
that Ω1 and Ω2 are bounded open sets contained in E such that 0 ∈ Ω1 and Ω1 ⊆ Ω2,
and let S : K ∩ (Ω2 \Ω1)→K be a completely continuous operator such that either
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1. ‖Sy‖ ≤ ‖y‖ for y ∈K ∩∂Ω1 and ‖Sy‖ ≥ ‖y‖ for y ∈K ∩∂Ω2; Or
2. ‖Sy‖ ≥ ‖y‖ for y ∈K ∩∂Ω1 and ‖Sy‖ ≤ ‖y‖ for y ∈K ∩∂Ω2
Then S has at least one fixed point in K ∩ (Ω2 \Ω1).
Let B be the collection of all functions y : [v− 2,v+ b]
Nv−2
→ R with the norm
‖y‖=max
{
|y(t)| : t ∈ [v− 2,v+ b]
Nv−2
}
.
Now we define the cone K ⊂B by
K =
{
y ∈B : min
t∈[v−1,v+b]
Nv−1
y(t)≥
Γ(v)
D(v+ b)v−1
‖y‖
}
.
Lemma 5 ([18]) Let F be the operator defined in (8) and K be the cone defined as
above, then F : K →K .
Proof: The proof of Lemma 5 is similar to Lemma 3.4 in [18], hence omitted.
3 Main Result
In the sequel, now we present the next structural assumption that can be impose on
(1)–(2) to get the existence of solution.
1. H1: lim
y→0
f (y)
y
= ∞,
2. H2: lim
y→b
f (y)
y
= 0,
3. H3: lim
y→0
f (y)
y
= l, 0< l < ∞,
4. H4: lim
y→∞
f (y)
y
= L, 0< L< ∞,
Also, we consider
σ = max
t∈[v−1,v+b]
Nv−1
1
Γ(v)
b
∑
s=0
G(t,s)h(s+ v− 1), (13)
τ = min
t∈[v−1,v+b]
Nv−1
1
Γ(v)
b
∑
s=0
G(t,s)h(s+ v− 1), (14)
Theorem 3 Assume that the function f : [v− 1,v+ b]
Nv−1
→ [0,∞) is continuous and
the conditions H1 and H2 holds. Then problem (1)–(2) has at least one solution.
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Proof: From Lemma 5, we know that F (K )⊆K . By condition H1, we can select
a number η1 > 0 sufficiently small so that both min
0≤y≤r1
f (y)> yη1 and
λ
b
∑
s=0
G(s+v−1,s)h(s+v−1)
D(v+b)v−1(s+v−1)v−1
> η1 holds for all t ∈ [v− 1,v+ b]Nv−1 and 0≤ y≤ r1 where
r1 := r1 (η1). Define Ω1 = {y ∈B : ‖y‖< r1}, we have
‖Fy‖= max
t∈[v−1,v+b]
N−1
λ
Γ(v)
b
∑
s=0
G(t,s)h(s+ v− 1) | f (y(s+ v− 1))|
≥
λ
Γ(v)
b
∑
s=0
min
t∈[v−1,v+b]
N−1
G(t,s)h(s+ v− 1) | f (y(s+ v− 1))|
from the condition 2 of Lemma 4, we get
‖Fy‖>
λ
Γ(v)
b
∑
s=0
G(s+ v− 1,s)
(s+ v− 1)v−1
h(s+ v− 1) ·
y
η1
using the definition of cone, we have
‖Fy‖ ≥
λ
Γ(v)
b
∑
s=0
G(s+ v− 1,s)
(s+ v− 1)v−1
h(s+ v− 1) ·
1
η1
·
Γ(v)
D(v+ b)v−1
‖y‖
≥ λ
b
∑
s=0
G(s+ v− 1,s)h(s+ v− 1)
D(v+ b)v−1(s+ v− 1)v−1
·
‖y‖
η1
> ‖y‖ .
It implies that ‖Fy‖> ‖y‖ for y ∈ ∂Ω1∩K .
On the other hand, from condition H2, we can select η2 > 0 sufficiently large so
that both max
b−r2≤y≤b+r2
f (y) ≤ yη2 and λ
b
∑
s=0
D(v+b)v−1G(s+v−1,s)h(s+v−1)
Γ(v)(s+v−1)v−1
< η2 holds for all
t ∈ [v− 1,v+ b]
Nv−1
and b− r2 ≤ y≤ b+ r2 where r2 := r2 (η2) and 0< r1 < b+ r2.
Let Ω2 = {y ∈B : ‖y‖< b+ r2}, Then for y ∈ ∂Ω2 ∩K , from the condition 1 of
Lemma 4, we have
‖Fy‖= max
t∈[v−1,v+b]
N−1
∣∣∣∣∣ λΓ(v)
b
∑
s=0
G(t,s)h(s+ v− 1) f (y(s+ v− 1))
∣∣∣∣∣
≤
λ
Γ(v)
b
∑
s=0
D(v+ b)v−1G(s+ v− 1,s)h(s+ v− 1)
(s+ v− 1)v−1
· | f (y(s+ v− 1))| .
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So,
‖Fy‖ ≤
λ
Γ(v)
b
∑
s=0
D(v+ b)v−1G(s+ v− 1,s)h(s+ v− 1)
(s+ v− 1)v−1
·
‖y‖
η2
< ‖y‖ .
It implies that ‖Fy‖< ‖y‖ for y ∈ ∂Ω2∩K .
Hence by Theorem 2, there exists a function y ∈ K ∩
(
Ω2/Ω1
)
such that Fy = y,
where y is solution to problem (1)–(2), which completes the proof.
Theorem 4 Suppose H3 and H4 holds. For each λ satisfying
1
τL
< λ <
1
σ l
, (15)
or
1
τl
< λ <
1
σL
, (16)
equation (1)–(2) has a solution.
Proof: Suppose λ satisfies the condition (15). Let α > 0 be such that
1
τ (L−α)
≤ λ ≤
1
σ (l+α)
.
By condition H3 there exists u1 > 0 such that f (y) ≤ (l+α)‖y‖ for 0 < ‖y‖ ≤ u1.
Hence, for y ∈K and ‖y‖= u1, we have
‖Fy‖= max
t∈[v−1,v+b]
N−1
λ
Γ(v)
b
∑
s=0
G(t,s)h(s+ v− 1) | f (y(s+ v− 1))|
≤ λ (l+α) max
t∈[v−1,v+b]
N−1
1
Γ(v)
b
∑
s=0
G(t,s)h(s+ v− 1)‖y‖
≤ λ (l+α) ·σ · ‖y‖
≤
1
σ (l+α)
(l+α) ·σ ·u1
= u1 = ‖y‖ .
Thus, ‖Fy‖ ≤ ‖y‖ for y ∈K and ‖y‖= u1.
Next, by conditionH4 there exist u2 > 0 such that f (y)≥ (L−α)‖y‖ for ‖y‖ ≥ u2.
Let u2 =max{2u1,u2} . Then for y ∈K and ‖y‖= u2, we have
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min
t∈[v−1,v+b]
N−1
Fy(t) = min
t∈[v−1,v+b]
N−1
λ
Γ(v)
b
∑
s=0
G(t,s)h(s+ v− 1) · f (y(s+ v− 1))
= λ min
t∈[v−1,v+b]N−1
1
Γ(v)
b
∑
s=0
G(t,s)h(s+ v− 1) · | f (y(s+ v− 1))|
≥ λ (L−α) · τ · ‖y‖
≥
1
τ (L−α)
(L−α) · τ ·u2
= u2 = ‖y‖ .
Thus, ‖Fy‖ ≥ ‖y‖ for y ∈K and ‖y‖= u2.
Hence, from Theorem 2, we see that equation (1)–(2) have a solution.
The other case is similarly proved.
Example 1 Consider the following fractional boundary value problem,
∆
13
10
0 y(t) =−λ
(
y2
(
t+
3
10
)
− 5y
(
t+
3
10
))
log
(
y
(
t+
3
10
))
, (17)
y
(
−
7
10
)
= 0, ∆y
(
−
7
10
)
= ∆y
(
53
10
)
, (18)
where v= 13
10
,b= 5, f (y) =
(
y2− 5y
)
logy, t ∈ [0,5]
N0
. We have
lim
y→0
f (y)
y
= lim
y→0
(
y2− 5y
)
logy
y
= ∞,
and
lim
y→5
f (y)
y
= lim
y→5
(
y2− 5y
)
logy
y
= 0.
That is, the conditions of Theorem 3 are satisfied, hence the fractional boundary value
problem (17)–(18) has at least one solution.
Example 2 Consider the following fractional boundary value problem,
∆
3
2
0 y(t) =−λy
(
t+
1
2
){
1+ e−y(t+
1
2 )
}
, (19)
y
(
−
1
2
)
= 0, ∆y
(
−
1
2
)
= ∆y
(
21
2
)
, (20)
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where v= 3
2
,b= 10, f (y) = y(1+ e−y), t ∈ [0,10]
N0
. We have
lim
y→0
f (y)
y
= lim
y→0
y(1+ e−y)
y
= 2,
and
lim
y→∞
f (y)
y
= lim
y→∞
y(1+ e−y)
y
= 1.
That is, the conditions of Theorem 4 are satisfied, hence the fractional boundary value
problem (19)–(20) has at least one solution.
Example 3 Consider the following fractional boundary value problem,
∆
5
3
0 y(t) =−λy
(
t+
2
3
){(
7− y
(
t+
2
3
))
e
1
y(t+ 23 )
}
, (21)
y
(
−
1
3
)
= 0, ∆y
(
−
1
3
)
= ∆y
(
23
3
)
, (22)
where v= 5
3
,b= 7, f (y) = (7− y)e
1
y , t ∈ [0,7]
N0
. We have
lim
y→0
f (y)
y
= lim
y→0
y(7− y)e
1
y
y
= ∞,
and
lim
y→7
f (y)
y
= lim
y→7
y(7− y)e
1
y
y
= 0.
That is, the conditions of Theorem 3 are satisfied, hence the fractional boundary value
problem (21)–(22) has at least one solution.
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