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By treating patterns as statements in a two-dimensional l nguage, 
it is possible to apply linguistic theory to pattern analysis and recog- 
nition. In this paper, line patterns are encoded into string form 
using the chain code developed by Freeman. A class of patterns, 
or pattern language, encodes to a set of strings that is examined 
using theory that exists for string languages and automata. Pattern 
languages formed on the basis of equations in two variables and 
various pattern properties are related to the hierarchy of string 
language classes. The known relationships between classes of string 
languages and classes of automata can then be applied to determine 
bounds on the time and memory required to recognize the various 
patterns. Results can be extended to other forms of pattern encoding 
provided that a suitable translator can be constructed. 
I. INTRODUCTION 
I t  is possible to consider patterns as being a form of two-dimensional 
language. A pattern language, L, can be defined to be any subset of a 
universe of patterns. Pattern languages can be classified using the 
hierarchy that exists for string language classes and automata. In  this 
manner information can be obtained as to what pattern analysis and 
recognition requirements can be fulfilled with various types of programs 
and computation facilities, and on the total number of steps that may 
be required. In some cases it is determined whether pattern recognition 
can be accomplished at all. 
This paper defines and classifies a number of pattern languages. 
Consideration is restricted to line patterns encoded in the chain code 
developed by Freeman (1961). This encoding method represents a
geometric urve by a sequence of octal digits called a chain. In  the chain- 
encoding scheme, a square mesh is superimposed on the pattern and the 
mesh nodes lying closest o the intersections between the curve and the 
superimposed mesh are determined. These mesh nodes, called curve 
points, then define a straight-line approximation to the given line pat- 
230 
LANGUAGES OF ENCODED LINE PATTERNS 
Y 
A / 
FIo. 1. Quantization Schem~ 
X 
231 
4 
X 
FIG. 2. Octal Encoding Scheme 
tern. The representation can be made as precise as desired by choosing 
a sufficiently fine mesh. The scheme is illustrated in Figure l, where a 
continuous curve is quantized in terms of the curve points a, b, e, d, e, 
and f. The series of curve points can be represented by a sequence of 
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octal digits using the convention given in Figure 2. For example, the 
curve shown in Figure 1 can be represented by the sequence 0 (a to b), 
I (b to c), 2 (c to d), 2 (d to e), and 3 (e to f), or simply as 01223. 
Each digit in such a sequence is termed an element. 
Each of the pattern languages considered in this paper is composed of 
the set of chains obtained by the chain encoding of a class of patterns. 
Since a chain is a string, these pattern languages can be treated as 
string languages. 
1.1. CLASS~,S OF STRING LANGUAGES 
A string language, L, is considered to be any subset of the universe of 
all strings that can be formed by concatenating the symbols of an al- 
phabvt, a. A method for specifying L is called a grammar of L. Although a
grammar may be any method for selecting L, of particular interest are 
the phrase structure grammars (also called constituent s ructure grammars). 
The notation and terminology used in the following is that of Chomsky 
(1959). 
A phrase structure grammar, G, is a four-tuple 
G = [Vr, VN,P,S]  
where: 
Vr is a finite nonempty set called the terminal vocabulary 
V~ is a finite nonempty set called the nontermina~ vocabulary 
P is a finite set of rewrite rules or productions of the form, ~ --* w, 
where ~ and ~ are strings of symbols eVr U VN: 
SeVN is called the sentence of G. 
The terminal vocabulary is the alphabet (6) from which the strings of 
the language are constructed. The relation "---~" is read "is rewritten 
as," and is specified by a finite set of pairs (~b, w)eP. It is customary also 
to write ~ --+ x when only a substring of ~ is rewritten i.e. ~ --~ x when 
= ~1~b~2, x = ~1~,  and (if, ~)eP. S serves as an initial symbol. The 
set of terminal strings that can be generated from S using P forms the 
language, L, specified by G. A sequence of strings (~bl .-. ~b~) (n >= 1) 
with, ~bi - X;¢~ = ~ and ~b~ --* ~ki+l (1 -< i < n) is called a x-derivation 
of-oJ, The existence of'a x-derivation ofw is denoted x ~ co. 
A number of notational conventions are adopted. Small roman letters 
are~ used for denoting strings in Vr ; capital etters for strings in V~ ; 
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Greek letters for arbitrary strings; early letters of all alphabets for 
single symbols; late letters of all alphabets for strings. 
Phrase structure grammars can be classified into five types by im- 
posing the following restrictions: 
Type 0. No restrictions. 
Type 1. (¢, ¢o)eP implies that there are A, ~1, ~ and × such that 
= ~IA~, ~ = ¢1x¢2 where x ~ null. 1 
Type 2. Only rules of the form (A, x) where × ~ null are per- 
mitted. 
Type 3. Only rules of the form (A, x) are permitted, where for all 
rules x is of the form (i) or (ii), or for all rules × is of the 
form (i) or (iii): 
(i) a 
(ii) aB 
(iii) Ba. 
Type 4. Only rules of the form (S, z) are permitted. 
For j  = 0, 1, 2, 3, 4, a language is a typej language if there is a typej  
grammar that can generate it. Type 0 grammars and languages are 
called unrestricted; type i grammars and languages are called context- 
sensitive; type 2 grammars and languages are called context-free; type 
3 grammars are called one-sided linear and the corresponding languages 
are called regular; type 4 languages are called finite. Chomsky has shown 
that for both languages and grammars type 0 _ type 1 ~ type 2 2 
type 3 2 type 4. 
1.2. CLASSES OF AUTO~LA_TA 
More complete definitions of the classes of automata that are sum- 
marized below can be found in Chomsky (1963), Rabin and Scott (1959) 
and Myhill (1960). The automata re described by making successive 
restrictions on the most powerful class of automata, the Turing machines. 
A number of forms have been proposed for these devices. The particular 
model considered here consists of a control unit with a finite number of 
states and two tapes, an input tape and a storage tape. Both tapes can 
move to the left or right as directed by the control unit. The control 
unit can read symbols of the alphabet, (~, from the input tape, and can 
I t  has been shown (Chomsky, 1959) that  the class of languages that  can be 
generated by a type 1 grammar is not changed if this restriction is weakened to 
require only that  if ~b--. ~, then l(o~) -> 1(¢~), where l denotes the length of its 
str ing argument. 
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read and write symbols of the output alphabet, ao ((~o D a),  from the 
storage tape. The automaton defines a language by accepting or re- 
jecting strings appearing on its input tape; the set of strings that is 
accepted forms the language that is recognized by the automaton. 
The linear bounded automata (LBA) are obtained by making the 
restriction that if the input occupies 1 squares of the input tape, then 
only 1 squares of the storage tape can be used for computation. 
TH]~OREM 1. A LBA has su~cient storage for the execution of a pro- 
gram if there exist integers, b, m, such that for all inputs, z, the storage of 
no more than m integers is required, and none of these integers is larger 
than b ~ -- 1. 
Proofi Consider an automaton that has an input tape plus m storage 
tapes that operates on an output alphabet, a0, containing b symbols. 
The use of no more than l(z) locations on any of the tapes is permitted. 
The m storage tapes can store m integers any of which may be as large 
as b ~(~) - 1. By means of a suitable re-encoding using a much larger 
output alphabet, (~0, it is shown that this m ~- 1 tape automaton is a 
LBA equivalent to the two tape device discussed above. 
A LBA can be viewed as a device capable of executing algorithms 
involving the addition, subtraction, multiplication, division and com- 
parison of numbers not exceeding the bounds given in Theorem 1. 
The program and all fixed storage occupy the control unit of the LBA. 
The tape of the LBA is used for the storage of quantities whose mag- 
nitude increases with increasing input length. Subroutines for the addi- 
tion, subtraction, multiplication, division and comparison of numbers of 
arbitrary size appearing on the tape are contained in the control unit 
but require the tape for use as working storage. 
A pushdown-storage automaton (PDSA) is a LBA meeting the following 
restrictions: 
(i) The input tape can move in only one direction. 
(ii) Everything to the right of the read-write head of the storage 
tape is automatically erased. 
By eliminating the storage tapes from the PDSA, the finite 
automata re obtained. A K-limited automaton is a finite automaton for 
which the state of the control unit is dependent only upon the pre- 
vious K symbols of the input that have been accepted, for some fixed K. 
The following grammars and automata re equivalent in linguistic 
power (Chomsky, 1963; Rabin and Scott, 1959; Kuroda, 1964). 
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Phrase structure grammar 
type 0 (unrestricted) 
type 1 (context-sensitive) 
type 2 (context-free) 
type 3 (one-sided linear) 
Class of automata 
Turing machines 
LBA 
PDSA 
finite automata 
For background material in linguistic pattern recognition and analysis 
the reader is referred to Feder (1966a, 1966b). 
If. PATTERN LANGUAGES BASED ON EQUATIONS IN 
TWO VARIABLES 
The  pattern languages considered in this paper are composed of sets 
of chains. The  alphabet, ~t, of such languages is the set of eight octal 
digits f rom which  chains are formed. If a bound,  M,  is assumed on the 
length of the chains that comprise a pattern language, L, then this 
language can have  at most  8 M -I- 8 M-~ + -.. -I- 81 chains. A finite list 
can be made of the chains that belong to L and a K-l imited automaton  
uith K = M - 1 can be constructed that will exhaustively check any  
input chain against this list. 
THEOREM 2. A pattern language consisting of chains, all of length less 
than or equal to some bound, M, is a finite language and can be recognized 
by a K-limited automaton with K = M - 1. 
In order to show the characteristics inherent in the various pattern 
languages considered, it is necessary that no bound be assumed on 
chain length. For the remainder of the paper this assumption is made. 
Section II considers pattern languages consisting of chains of con- 
tinuous curves that can be represented by a family of equations in two 
variables. The curves are specified by the three-tuple [f, R, Q] where: 
f(x, y) = 0 is an equation with two variables and an unspecified 
number of parameters describing a class of curves. 
R is a specification of permissible values of x and y 
for the curves described by f(x,  y) = O. 
Q is a specification of permissible values for the param- 
eters of f (x,  y). 
Consideration is limited to those If, R, Q] describing only continuous 
curves. By the use of restrictions in R, languages can be defined using 
only portions of the curves described by f(x,  y) = O. The parameter 
restrictions imposed by Q can take a number of forms. It is possible to 
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place boundaries on the parameters off(x, y), or more generally, simple 
functions of the parameters can be defined, and restrictions can be 
placed on the values of these functions. 
It is desirable to examine two separate methods for defining a pattern 
language, L, on the basis of a given If, R, Q]. 
STRICT DEFINITION. A chain, C, belongs to the pattern language 
defined by If, R, Q] if and only if there is a curve in If, R, Q] and a rela- 
tive position of the encoding rid that yield a chain identical to C. 
The superscript, s (L ~) is used to designate languages defined accord- 
ing to the strict definition. For the second type of definition, an algorithm, 
r, called the RQ-algorithm, is introduced. This algorithm assumes that a 
given chain, C, is a member of L and attempts to find parameters 
within Q, and boundaries for a portion of f(x, y) = 0 satisfying R, 
that yield a curve that is within some tolerance, T, of C. The test for 
tolerance is made by superimposing the curve and chain, with the initial 
points of curve and chain coinciding. If throughout their length the curve 
and chain are never separated by more than T squares, then it is said 
that the curve and chain conform within T. The complete language 
specification is a five-tuple, If, R, Q, r, T]. The pattern language defin- 
tion is as follows. 
WEAl4 DEFINITION. A chain, C, belongs to the pattern language 
specified by If, R, Q, r, T] if and only if the RQ-algorithm, F, can find a 
curve in If, R, Q] that conforms within T to C. 
Languages defined according to this definition are designated by the 
superscript, w, (L') .  
Given a chain, a "maze" can be constructed within which all curves 
that encode to this chain must lie (Glass, 1965). Determining whether a
given chain, C, is a member of a particular L ~ is equivalent to determining 
if there exists a curve or curves in the [f, R, Q] for L ~ that can be drawn 
entirely within the maze defined by C. In many instances it is possible 
to find algorithms to accomplish this, but such algorithms tend to be 
relatively complex and of little practical use. Such algorithms are not 
examined in this paper. Recognition algorithms for the L '~ are incor- 
porated into the language specification. By adjusting T in this specifica- 
tion, it is possible to include in the language chains with small amounts 
of pattern distortion or "noise." 
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2.1. STRAIGHT LINES 
Consider the family of curves specified by [f, R, Q]ar where 
f (x,  y) = y -  ax 
R - no restrictions 
Q-  -~  =<a_< ~-~ 
The family of curves described is the family of straight lines of arbitrary 
slope. 
The chain code does not provide information about the location of 
the encoded curves with respect o the origin. In the above, for con- 
venience, f (x,  y) has been selected such that all straight lines pass 
through the origin. Languages based on If, R, Q]ar include chains of 
straight lines at all locations in the coordinate system. If necessary, 
a chain can be preceded by a pair of coordinates giving the starting 
point of the chain. Location restrictions can then be incorporated into 
R andQ. 
Let LiT and L~r be a straight-line languages based on If, R, Q]sr, 
defined according to the strict and weak definitions, respectively. L~r 
and Lair will be related to the hierarchy of string language and automata 
classes. An RQ-algorithm for the recognition of Lair is sketched as follows. 
Let a chain, C, be denoted by 
C ~- ClC2C~ " ' '  c i  " ' "  cN  
where the c~ are the octal digits that are the elements of the chain" 
Assume the starting point of element cl to lie at the origin, (0, 0). 
Denote the coordinates of the tip of element c~ by (x~, y~). The slope 
of the straight line represented by the chain is taken to be a = y~/xN. 
The test for language membership is I xNyi - yNx~[ < NTar  for all i. 
For Tar => 1, L~r C L~r ; values of the tolerance as small as one square 
result in the acceptance of all chains that are straight lines according 
to the strict definition (as well as some other chains not satisfying this 
definition). The RQ-algorithm makes two passes over the chain. In 
the first pass, xN, y~, arid NTar  are calculated. In the second pass, a 
test I x~yi -- yNxil <= NTar  for each successive i is made. If this test is 
satisfied for all i then the chain is accepted; otherwise the chain is 
rejected. The above calculations can be carried out in a manner satisfying 
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the requirements of Theorem 1 (Feder, 1967). The results in Section 
1.2 can then be applied to obtain the following theorem. 
THEOREM 3. Ls~r is context-sensitive and can be recognized by a de- 
terministic LBA. 
The next theorem sets a lower bound for L~r and Lit in the language- 
automata hierarchy. 
THEOREM 4. LiT and LzWr are not context-free languages. 
Proof. In the proof of this theorem and a number of others a special 
form of context-free grammar, G, defined in the following lemma is used. 
LEMMA 1 (Chomsky, 1959). If L is a context-free language, then there 
exists a context-free grammar, _G, of L with the following properties: 
(i) For each A in the nonterminal vocabulary of _G there are 
infinitely many z's such that A ~ z. 
(ii) Let ~ be the length of the longest string, u, such that A -~ u 
is a rule of _G. If v e L then there is a substring, v~, of ,7 or 
less symbols of v and an A e VN of G such that A --* vl. 
Replacement of Vl by any of the infinite number of strings, 
z, such that A ~ z does not alter the language membership of
vin L. 
Proof of Lemma. Let G be a context-free grammar of L, and let A be 
an element of the nonterminal vocabulary of G that does not generate 
an infinite number of z. Then A can be eliminated from G in favor of a 
finite number of rules of the form B --~ ¢1 x ¢: whenever G contains the 
rule B ---) ¢1A¢2 and A ~ x. Carrying out this procedure for all such A 
the context-free grammar, G, is obtained satisfying property (i). There 
must be at least one nonterminal symbol, A, in the next-to-last line of 
the derivation of every terminal string, w e L. The properties tated 
in (ii) automatically follow for a context-free grammar. 
Now assume that L~r and Lsr are context-free languages. Then there 
must exist context-free grammar's, q~r and _G~r, of the form described 
in Lemma 1 for these languages. Let C~reL~r and C~TeL'~r be ~rbitrary 
chains of their respective languages. It is possible to choose C~r and 
C~ sufficiently long that the slope of the straight line represented by 
either is defined to any arbitrary degree of precision, even if any sub- 
string of length ,7 of either chain is not specified. (For Ls~r the length 
required epends on TsT.) By Lemma 1 there must exist substrings of 
or less elements in C~T and C~r that can be replaced by an infinite 
number of strings generated by a single element, A" and A ~, in G~r 
and _G~sr, espectively. These replacement s rings must themselves be 
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chains of straight-line s gments, and since there are an infinite number of 
them, some must be sufficiently long to define the slope of the straight 
line represented to any arbitrary degree of precision. It is not difficult 
to see that as original chains and replacement sections are taken longer 
and longer, their slopes must approach each other if the resultant chain 
is to be that of a straight line. Since the number of possible slopes for 
straight lines is infinite, and since there exist arbitrarily long C~r and 
Cs~r for straight lines of every slope, there must be an infinite number of 
nonterminal e ements, A,  in the grammars of both _G~r and G~r ; one A 
corresponding to each possible slope. A phrase-structure grammar, 
however, cannot have an infinite nonterminal vocabulary. Hence there 
do not exist context-free grammars of L~r or L~r. 
For Lz~r, the proof is dependent on the notion of tolerance rather than 
a particular RQ-algorithm. Placing restrictions on the slope, a, in 
defining L§r or L~ does not affect this result as long as the number 
of values of slope permitted remains imqnite. Theorems 3 and 4 establish 
the position of L~r in the language-automata hierarchy and set a lower 
limit for the language class of L~r.  
2.2. CmCLES AND CIRCULAR ARCS 
This section considers ome languages consisting of chains of circles 
and circular arcs. The family of curves is described by If, R, Q]c,, 
where 
f (x ,  y) = (x - a~) 2 -4- (y - a~) 2 - a, 2 
R - no restrictions 
2 
Q - az e 4- ay - - - -  ar2; 0 < a~ _--< aM 
The restriction that the circles pass through the origin is for con- 
venience in recognition only since the location of curves with respect to 
the origin is disregarded by the chain code. The language, Lc'r, consisting 
of chains of circles and circular ares of bounded radius (defined according 
to either the strict or weak definition) is considered first. Then the 
effects of loosening the bound on radius are considered. 
A. BOUNDED RADIUS (at <= aM) 
THEOREM 5. L~ can be recognized by a K- l imited automaton. 
Proof. Chains that trace a closed curve more than once are called 
repetitive. Chains that trace a closed curve only once or do not trace it 
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completely are called nonrepetitiVe. The length of nonrepetitive chains 
of circles with ar _-_ a~ is bounded by a bound, Mr, that is a function of 
aM (and the tolerance for languages defined according to the weak 
definition). A finite list can be made of all such nonrepetitive chains and 
a K-limited automaton with K = Mr - i can be used for their recogni- 
tion. In defining Lc'~ the bound on circle radius is retained, but the set of 
chains is extended to include repetitive as well as nonrepetitive chains. 
The number of chains in L~I is infinite. It can be seen that a chain is 
in L~z if and onIy if all sections of this chain of length Air describe circles. 
A K-limited automaton with K = Mr -~ 1 similar to that used for the 
recognition of nonrepetitive chains can be used to recognize L~±. 
The reasoning in the foregoing is not dependent on a particular geo- 
metric figure but  rather on the boundedneSs of the length of the line 
describing the figure. Hence Theorem 5 can be generalized to the fol- 
lowing: 
TH]~OnEM 6. I f  the nonrepetitive chains of a class of non self-intersecting 
closed curves are all of length <= M, then the language that consists of the 
repetitive and nonrepetitive chains of this class of curves can be recognized 
by a K-limited automaton with K = M - 1. 
B. UNBOUNDE D RADIUS (0 --< ar _--< :0 ) 
Let L~ and L~I be languages defined according to  the strict and 
weak definitions, respectively, consisting of the chains of circles and 
circular ares of unbounded radius. An RQ-algorithm for L~I is given 
in Feder (1967) and it is shown that the L~ defined using this algorithm 
is a recursive language. The following theorem sets a lower bound on the 
language class membership of L~ and L~±. The proof is dependent on 
the notion of tolerance rather than a particular RQ-algorithm. 
THEOREM 7. L~cr and L~r are not context-free languages. 
Proof. Assume that L~r and L~ are context-flee. Then there exist 
Context-free grammars, _G~7 and G~,  of the form described in Lemma 1 
for these languages. Let C --- C~, C2, . . .  Cj -. .  be a set of nonrepeti- 
tire chains, each representing a complete circle with l(C~) >= 2~ and 
the diameter of each succ@eding chain [4Tct] squares greater than that of 
the preceding chain. There are an infinite number of chains in C and 
all of these chains are in both L~ and L~.  (It is assumed that Tc~ is 
large enoughso that L~r c L~ .) Now from Lemma 1, ~ or less elements 
in any C~.eC can be replaced by an infinite number of chains all generated 
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by some A~- in the nontermin~l alphabet of G~, or _G~ without destroy- 
ing the language membership of Cs. The Aj for the various Ci must 
all be different since the C~ have different diameters. There must, there- 
fore, be an infinite number of distinct Aj.. Since ~ phrase structure 
gr~mm~r cannot have an infinite number of nonterminal symbols, it 
must be concluded that there do not exist context-free grammars of 
L~, or Lci. 
III. PATTERN LANGUAGES BASED ON PATTERN PROPERTIES 
This section is devoted to the examination of pattern languages 
formed on the basis of the properties, closure, self-intersection ~nd 
convexity. No bound is assumed on chain length for any of the pattern 
languages; in cases where such a bound exists, Theorem 2 c~n be used. 
3.1. CLOSURE 
A chain is said to be closed if its initial point and terminal point 
coincide. 
THEOREM 8. The language, LcL, consisting of those chains that are 
closed, is a context-sensitive language and can be recognized by a deter- 
ministic LBA. 
Proof. LcL can be recognized by an automaton that assumes an in- 
put chain, C, to start at the origin (0, 0) and uses two counters to keep 
track of the coordinates (xi, y,i) of c~. If (xN, yN) = (0, 0), then C is 
accepted. The: largest number that must be stored is N. By Theorem 1 
a LBA can be used for recognition. 
The author has not been able to determine ~ lower bound on the 
language class membership of LcL. 
3.2. SELF INTERSECTION 
A chain, C, is said to be self-intersecting if two or more points along 
the chain coincide. 
THEOREM 9. The language, Ls,,  consisting of those chains that are 
self intersecting, is context-sensitive and can be recognized by a deter- 
ministic LBA. 
Proof. In testing for self-intersection, the input chain is a~sumed to 
begin at the origin (0, 0). (x~, y~) are the coordinates of chain element 
c~. For e~ch i, j, 1 i- i < j _-< N, it is determined whether either of the 
following two conditions exists. 
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( i)  (x~, y~) = (xj,  Yi). 
(ii) Elements c~ and cj are diagonal and cross each other. 
If either of the above conditions is found, then C is immediately ac- 
cepted and the process is terminated. This algorithm is easily carried 
out by a LBA. 
The author has not been able to determine a lower bound for the 
language class membership of L~.  
3.3. CONVEXITY 
A chain, C, is said to be convex if i t  satisfies the following conditions. 
(i) It  is closed. 
(ii) If the first element is removed, then the resulting chain is 
not self-intersecting. 
(iii) For all i, j, 1 <= i < j < N, no point on the straight line 
defined by the points (x~, y~), (xi, Yi) is external to the 
figure described by C. 
Two theorems are given that place the language, Leo, consisting of 
those chains that are convex, in the language-automata hierarchy. 
THEOREM 10. Leo i8 context-sensitive and can be recognized by a de- 
te~ninistic LBA. 
Proof. The tests for conditions (i) and (ii) are made with deterministic 
LBA using the algorithms given in Sections 3.1 and 3.2. The test for 
condition (iii) requires the comparison for all i, j, 1 = i < j = N, of 
successive nodes of the chain segment, ci, c~1 • • • cj, with a straight 
line connecting (x~, y~) and (x~, y¢). The algorithm is easily carried out by 
a LBA. The automata for the recognition of (i), (ii) and (iii) can all be 
combined into a single LBA using a larger alphabet and control unit. 
THEOI~EM 11. Lco is not a context-free language. 
Proof. Assume that Leo is context-free. Then there exists a context- 
free grammar, _Gco, of Leo of the form described in Lemma 1. Let 
CeLco be the Chain of a circle with radius, a~ = 2~/~. By Lemma 1, 
or less symbols of C can be replaced by an infinite number of chains 
without destroying the language membership of C in Leo. Since there 
are an infinite number of replacement chains, some of the replacement 
chains must be of length greater than 2a~. Replacement chains of length 
greater than 2a~, however, cannot yield a convex figure. Therefore, 
there does not exist a context-free grammar of Leo. 
A further examination of this subject, including an analysis of pat- 
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ternlan guages formed from chains of periodic curves and from chains 
similar in various ways to an arbitrary given ehain, can be found in 
Feder (1967). 
IV. REMARKS 
There are additional ways in which linguistic theory can be applied 
to pattern languages of the type discussed here. Complex pattern lan- 
guages can be expressed in terms of relatively simple ones using the 
concepts of language complement, union and intersection. The language 
classes of these more complex languages can be found in terms of the 
language classes of their constituents using the theorems concerning 
Boolean functions of string languages (Bar-Hillel, Perles and Shamir, 
1960; Chomsky and Miller, 1958; Kuroda, 1964; Landweber, 1963). 
Often a chain can be divided into a number of smaller chains with 
each of the smaller chains being itself a member of a pattern class. For 
instance, a chain representing a straight line joined to the tip of a cir- 
cular arc or another straight line can advantageously be broken into 
parts for analysis. Theorems in the literature giving the language class 
membership of product languages in terms of the language class mem- 
bership of their constituents (Bar-Hillel, Perles and Shamir, 1960; 
Kleene, 1956) can be applied to languages composed of chains of this 
type. 
The results for classes of chain-encoded patterns can be extended to 
the same pattern classes encoded using other methods. If a finite trans- 
ducer can be found that will translate between codes, then results con- 
eerning the mappings accomplished by this device for different classes 
of languages (Chomsky, 1963; Sehtitzenberger, 1961) can be applied. 
Although the patterns considered in this paper have been relatively 
simple ones, it should be possible by means of language rules specifying 
the combination and intereonneetion f simple patterns to extend the 
approach to treat pattern classes containing much more complex pat- 
terns. A great deal of work remains to be done. The placement of pat- 
tern languages in a more complete language-automata hierarchy would 
be interesting, as would a linguistic examination of additional pattern 
classes. The effects of pattern coding on linguistic classification eed 
study. Further investigations should lead to new methods for pattern 
recognition and analysis and an increased understanding of patterns in 
general. 
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