Abstract. Orthogonal polynomials are used to construct families of C 0 and C 1 orthogonal, compactly supported spline multiwavelets. These families are indexed by an integer which represents the order of approximation. We indicate how to obtain from these multiwavelet bases for L 2 [0, 1] and present a C 2 example. 
Introduction. Wavelet bases
for L 2 (R) have the nice property that once one of the basis functions is known the rest may be obtained by dilation and integer translation of this function. In this case the basis has one generator. Multiwavelets [1] , [5] , [9] , [11] , [13] , [14] , [19] are similar to wavelets except that the basis is obtained by the dilation and integer translation of several functions instead of just one. The construction of most wavelets and multiwavelets is based on multiresolution analysis (MRA) [17] , [16] . Let φ 0 , . . . , φ r be compactly supported L 2 -functions, and suppose that V 0 = cl In order to obtain orthogonal MRAs it is useful to divide V 0 | [0, 1] into the following subspaces:
• A 0 = span{φ ∈ Φ: supp φ ⊂ [0, 1]} = {g ∈ V 0 : supp g ⊂ [0, 1]}, • C 0 = span{φ(·)χ [0, 1] : φ ∈ Φ} A 0 , • C 1 = span{φ(· − 1)χ [0, 1] : φ ∈ Φ} A 0 . Since the functions in A 0 are orthogonal to their integer translates and by GramSchmidt may be made mutually orthogonal, it is not difficult to see [5] the following. Theorem 1.1. (V p ) is orthogonal iff C 0 ⊥ C 1 . In general it is not possible to obtain an orthogonal basis for V 0 by taking finite linear combinations of the original basis functions that generate it. However, we can modify V 0 by adding appropriate functions so that C 0 ⊥ C 1 . The notion of intertwining MRAs arises from the observation that some functions can be moved from one level of an MRA to another without destroying the defining properties of an MRA. Suppose that (V p ) is an MRA as defined above and that W is an FSI subspace of V 1 with Riesz basis {φ r+1 (· − j): j ∈ Z} for some compactly supported φ r+1 . With this we can generate a new spaceṼ 0 = V 0 +W together with associated dilation spaces
is also a multiresolution analysis. Indeed, it is clear that V 0 ⊂Ṽ 0 . It is also the case thatṼ 0 ⊂ V 1 , since both V 0 and W are subspaces of V 1 . From these two inclusions and the definition of the dilated spaces, it follows that
and hence
It is easy to see how the other conditions necessary for (Ṽ p ) to be an MRA also follow from (1.3). Of course this process can be repeated if more functions are needed. Let A 1 = {φ ∈ V 1 : supp φ ⊆ [0, 1]}. If W ⊂ A 1 A 0 such that (I − P W )C 0 ⊥ (I − P W )C 1 , where P W is the orthogonal projection onto W , then the intertwining MRA will be an orthogonal MRA. In Theorem 1 of [5] the following theorem was proved. Theorem 1.2. If (V p ) is a multiresolution analysis generated by compactly supported scaling functions, then there is some pair of integers (q, n) and some orthogonal multiresolution analysis (Ṽ p ) such that
We call (Ṽ p ) an intertwining MRA and the theorem implies in particular that for those MRAs generated by splines there exist orthogonal intertwining MRAs also generated by splines. The main results of this paper give explicit constructions of orthogonal intertwining MRAs for C 0 and C 1 spline MRAs with various orders of approximation. In this paper we will use the notation
and P {f1,f2,...,f k } , f i ∈ L 2 (R), will denote the orthogonal projection onto the subspace spanned by f 1 , . . . , f k . In section 2 we make precise which MRAs we will be studying and examine the spaces A 0 , C 0 , and C 1 associated with these MRAs. It is here where orthogonal polynomials play a role since the A 0 spaces for the MRAs we will be considering will be spanned by subclasses of ultraspherical polynomials (see also [18] , [15] , and [10] ). Furthermore, we introduce the functions that will span W , which we will "borrow" in order to construct an orthogonal intertwining MRA. These functions are chosen so as to be smooth as possible and symmetric or antisymmetric with respect to x = 1 2 . In section 3 we derive various properties of these functions needed to carry out the construction. In section 4 we give a description of how to construct wavelets from scaling functions. This explicit computation of the multiwavelets functions in terms of the scaling functions allows us to preserve symmetry or antisymmetry. Also indicated in this section is how to construct multiwavelet bases for L 2 [0, 1]. In section 5 we construct families of compactly supported continuous orthogonal scaling functions having an axis of symmetry. Each family is indexed by an integer which represents the order of approximation. In section 6 families of C 1 scaling functions and wavelets are constructed. Finally, in section 7, a C 2 example is given.
Piecewise polynomial MRA.
The MRAs we will study are those associated with piecewise polynomial splines. Let S n k be the space of polynomial splines of degree n with C k knots at the integers, and set V
as above it is known that these spaces form a multiresolution analysis [1] , [5] , [11] , [19] ; however, with the exception of S n −1 , which were studied by Alpert, it is not possible to find compactly supported, orthogonal generators for these spaces. We will consider S n k when n > 2k + 1.
In order to construct orthogonal intertwining MRAs we examine the spaces A 
We begin by describing a convenient basis for A n,k 0 . Note that from the description of A n,k
and we see that the q i 's are orthogonal with respect to the measure t [20] ). From the above equation, we can choose q i (t) = p
This leads to ( [7] , [8] ) the following lemma.
where each p
is a monic ultraspherical polynomial of degree i. The ultraspherical polynomials already have been used in the construction of wavelets from fractal interpolation functions (Donovan, Geronimo, and Hardin [6] , Donovan [4] ). For later computations we define the set {φ
i−2k−2 (t) for i ≥ 2k + 2 with φ k 2k+1 = 0. Some important properties of the ultraspherical polynomials that we will use later [20] follow.
(a) The Rodriguez formula:
(b) The recurrence formula:
with a n = (n+2m)n (2n+2m+1)(2n+2m−1) , p 0 (t) = 1 and
The polynomials also have the following useful representation in term of hypergeometric functions [20] :
where formally
. Since one of the numerator parameters in the hypergeometric function in (2.2) is a negative integer, the series has finitely many nonzero terms and the result is a polynomial. From the recurrence formula is it not difficult to see that
We now consider the spaces C n,k
is k + 1 and the same is true for C n,k 1 . For computational compatibility with the ultraspherical polynomials, we scale these spaces so that they are defined on [
We shall refer to the families of r The action of the projection can be readily computed from the following inner product:
where k ≥ i and n ≥ 2k + 2 (Gradshteyn and Ryzhik [12, p. 826] 
There are several simple useful relations among the ramp functions which we now derive. The first is the obvious relation
Note that for n ≥ 2k + 2, the polynomial r n,k i+1 is uniquely determined by the order of its zeros at ±1, its orthogonality to A n,k 0 , its degree, and its leading coefficient. 
, an argument similar to that given above leads to (2.8)
Likewise,
Analogous formulas are easily obtained for l n,k i . In the multiresolution analysis given above, V n,k 1 is a spline space with knots at the half-integers. Thus, to do the intertwining step, we will borrow from the space of splines supported on [0, 1] with a knot at 1 2 . Once again, for purposes of compatibility with the φ k i , we dilate these functions so that they are supported on [−1, 1] and have a knot at 0. The dilated functions will be denoted u k n . To construct these, we first define a sequence of spline functions {ū
for odd n ≥ 2k + 1, and
for even n ≥ 2k +2. It should be noted that the parity of the functionū k n is always the opposite of the parity of n. From this sequence, we obtain new sequences by applying the projection I − P n,k :
The functions to be borrowed from V 1 (
·+1
2 ) to give an orthogonal multiresolution analysis are obtained as appropriate linear combinations of this latter class of splines. To calculate the above projections, it is necessary to find the inner products
for n, j ≥ 2k + 1, which are given in the following lemma.
Lemma 2.2. With n, j ≥ 2k + 2, if (n − j) is even, then c k,n,j = 0, and if (n − j) is odd and j > n, then
Remark. When n = 2k + 2 the 3 F 2 in the second part of (2.11) reduces to a truncated 2 F 1 .
Proof. The fact that c k,n,j = 0 for (n − j) even follows from the parity ofū k j and φ k n . From property (c) above we find the p
n+2k+2 , where p 1/2 n is the monic Legendre polynomial of degree n [20] . Therefore from the definition of φ k n we find that φ
n (t). Substitute this into the integral for c m,n,j and integrate by parts 2k + 2 times. Since j ≥ 2k + 2,ū k j has 2k + 1 continuous derivatives in (−1, 1) and
Observe that for i < k + 1, 2 ) k+1 and differentiating yields
With l = j + 2i − 2k − 2 we find, using (2.2) with m = 0, that
where Kummer's Theorem has been used in summing the 2
If n is even, l is odd and we find
The above formulas and the substitutions (j + 2i)! = 2
yield the first line of (2.10) for n even. To obtain the second line of (2.10), use the transformation formula [3, p. 85]
To arrive at the first line of (2.11) for n odd perform manipulations similar to those described above on
. The second line of (2.11) is obtained in a similar manner. The above formulas show that the hypergeometric functions have a fixed number of terms for fixed smoothness. Furthermore, the hypergeometric functions given in the second lines of (2.10) and (2.11) are a sum of positive terms. Any zero appearing in the denominator of the above formulas cancels with a zero in the numerator. 
Furthermore,
, and parity considerations now imply that for
where
.
Analogues of (2.8) and (2.9) can also be derived. To this end, note that
, where π n−2k−2 is an arbitrary polynomial of degree less than or equal to n − 2k − 2. The parity of Du k n,m now implies that
Another similar formula is (3.5)
with (3.6)
One final useful formula is
Note that the above formulas hold for k ≥ 0 and n − m ≥ 2k + 3. In order to find appropriate linear combinations of {u k n,m } that solve (2.1) we need to compute the inner products of the various functions defined above. We begin with the following lemma.
Lemma 3.1. Given r n,k i and l
Proof. Multiply (2.8) by l n,k j and integrate by parts to find
where the fact that l
using the analogue of (2.9) for l n,k j and collect terms to get
Multiply (2.7) by l n,k j and integrate to obtain
Using the above two equations to eliminate r
, and then using (2.5) gives
Iterating this formula from j + 1 to k and utilizing the fact that l
Finally, with the substitutions (n + k
(−a)j , and a ∈ {k − m, n − k − m − 2} we obtain (3.8).
An analogous argument gives (3.9)
n,m the following recurrence formula is easily obtained from (3.1) using the relation r
. To obtain the next formula we will need the following lemma.
Lemma 3.2. Formally
Proof. The proof will be based on the contiguous relations for 3 F 2 hypergeometric functions found in Wilson's paper [21] . Although the proof will be formal in practice we will apply the result when one of the numerator parameters is a negative integer, in which case the series has only a finite number of nonzero terms.
Term by term subtraction yields
and equation 8 in [21] implies that
Finally equation 7 in [21] gives
Utilizing the above formulas and simplifying yields the result. 
Proof. Although this result is true more generally we will use it only for the cases indicated, which simplifies the proof considerably. The above formula can be verified by hand for m = 0, k ∈ {0, 1, 2} and n ∈ {2k + 1, 2k + 2}. With m even set i = k in (3.10) to obtain
From (3.1) and (2.10) we find that
; 1 . . Then the hypergeometric functions associated with r
it is not difficult to show that (3.11) satisfies (3.13). To see this interchange d and e in Lemma 3.2, eliminate 3 F 2 a b+1 c+1 d+1 c+1 ; 1 and make the substitutions a = n−2m+2 2
. Now multiply by
and use (3.11) and (3.14). The result follows since (3.11) satisfies (3.12), (3.13), and the initial conditions mentioned above. The relation
shows that we need only compute the above inner products for m even. This relation can be obtained by observing thatū 
From (3.5) we find that the term on the left-hand side of the above equation can be eliminated, giving
which can be obtained from (3.1). The above two equations can be combined to give
Wavelets.
Before we begin the actual construction of spline wavelets some general results will be given that will help in the construction and also show how to modify the bases constructed to obtain wavelet bases for compact intervals. Let the multiresolution analysis (V p ) be generated by n orthonormal scaling functions . Below, we give a method for constructing the wavelet functions from the scaling functions. In the case of symmetric or antisymmetric scaling functions, this method allows the construction of symmetric or antisymmetric wavelet functions.
Using the notation given in ( 
Because these projections are orthogonal, the above equality is possible only if v ∈ Q 0 , which is not the case since v ∈ Q 1 Y .
Lemma 4.2. The number of wavelet functions not supported on [0, 1] is at least
Proof. Suppose that there are fewer than j such wavelet functions. By the above lemma, there must be at least k − m of them, whose span will be denoted by Ψ s , such that P Q1 ψ = 0 for ψ ∈ Ψ s \ {0}. In addition, there are < k − m 0 − m 1 + m others, spanning Ψ a . We assume that Ψ s has exactly k − m dimensions and P Q1 Ψ a = {0}. Since every wavelet function is orthogonal to the generators of V 0 ,
where Q 1 Y has at most k − m dimensions. Thus, by taking linear combinations if necessary, one can always arrange for this assumption to be correct. Let Ψ 1 be the span of the remaining wavelets supported on [0, 1].
We begin by defining the following five spaces: , it follows that these spaces are orthogonal to U on each of said intervals and thus are orthogonal to Z. Next, we observe that
It is easy to show that both spaces 
But Z has more dimensions than Ψ a , so there exists a nonzero z ∈ Z which is also in U . By the definition of Z, there is some u ∈ U such that (
Finally, consider the function x = u + z. Since both u and z are in U , we know that x ∈ U ⊥ T 1 . On the other hand, x ∈ U ⊂ T , and clearly supp x ⊂ [0, 1], so x ∈ T 1 . The only way for both of these to be true is to have x = 0, which yields a contradiction.
For the scaling vectors constructed in the next section, we find that m 0 = m 1 = m = 0. In this event we have the following corollary. 
and a k-dimensional subspace of span{φ
. Proceeding in this way we find that the dimension of K is n − 2k + m 0 + m 1 , which completes the proof.
Suppose Φ is a set of n scaling functions all supported on [−1, 1] and let Ψ be a set of wavelet functions constructed as above. Since the wavelet functions are all supported on [−1, 1] they satisfy the following equation:
where each D i is an n × n matrix. The above decomposition of the wavelet basis allows a description of how to obtain a basis when the multiresolution analysis is restricted to [0, 1] . To this end let Ψ s , Ψ a , and Ψ 1 be as above and set Ψ n,j = Ψ(2 n · − j). Furthermore, there exist orthogonal bases 
, w must be a spline of degree n with knots at the integers. Since we would like to construct wavelets that are symmetric or antisymmetric we shall choose w so that it is symmetric or antisymmetric and also so that the knot at zero is as smooth as possible. Since the dimension of the space of piecewise polynomial functions in A n,0
n−2 at zero is two, there exists a basis x 1 , x 2 for this space where x 1 is symmetric and x 2 is antisymmetric (one of them being a multiple of u n,0 ). Thus if we wish to find a symmetric or antisymmetric w satisfying (5.1), it will be at most C n−3 at zero. Naturally, if symmetry is not important, a smoother w may be constructed from the space spanned by x 1 and x 2 . Because of (5.3) below we see that w must be chosen having the same parity as ( −1) n+1 . Thus for symmetry and the greatest possible smoothness we are forced to choose
for n ≥ 3. From (3.8), (3.11), and (3.16) we have 
where we have used the sign structure of (5.3) and (5.5). In order to find solutions to this equation we need the following formula, for n ≥ 2 max{i, j} + 1 with i, j ∈ {0, 2}:
For the cases n > 2 max{i, j} + 1 the above formula follows by induction using (3.17) with Substituting the above formulas into (5.7) and solving for α 0 (n) yields two solutions,
either of which will suffice to give w as in (5.2). This w is then used to construct orthogonal the scaling functions. For j = 2, . . . , n, set
where P x is the orthogonal projection onto the subspace spanned by x. Theorem 5.1 (see [7] , [8] ). Proof. Since V
0 . The result now follows from the above construction.
Remark. As we have shown, the generators ofΦ are the smoothest functions derived from Φ having the support, symmetry, and orthogonality properties indicated above.
With the scaling functions above we may now construct the coefficients C 
In the examples given by Theorem 5.1, Ψ 1 is symmetrical about 1 2 , and hence it must have an orthonormal basis consisting of symmetrical and antisymmetrical functions.
An example is given in Figure 1 , where the minus sign is chosen in (5.9), and the analytic formulas associated with this example can be found in Table 1 . 0 . The matrix coefficients in the refinement equation for the scaling function may be easily calculated using the orthogonality of these functions. This also holds for the matrix coefficients in the expansion for the wavelets.
As a final remark to this section we note that because of the symmetry of the scaling functions and wavelets, these bases can easily be modified to bases for compact intervals. Using the notationφ
we find the following theorem.
6. Construction of differentiable spline wavelets. For differentiable splines, we take k = 1 and consider the space V 
n−4 (t). In this case we have r
2 ) are each two dimensional. Hence from Theorem 1.1 we see that an orthogonal intertwining MRA can be constructed if we can find two functions
In order to construct scaling functions with a symmetry axis one of these functions will be constructed symmetric and the other antisymmetric. From (3.8) we find With k = 1, (3.11) yields r n,1
Combining (6.4) with (3.7) and (3.10) and using initial condition r 
In order to simplify the computations somewhat we biorthogonalize the ramp rn,01,ln,1 l n,1 . With the help of the inner products given above, we find
2 n m!(n − m)!(n 2 + 2n − 9)(n + 3)! , and (6.8)
As in the C 0 case we can use (3.17) to compute the inner products u 1 n,2i , u 1 n,2j ; i, j = 0, 1, or 2; and n > 2 max{i, j} + 3. This computation was done using Maple and yielded
We now construct three orthogonal 4 , with the additional constraints that v 0 be orthogonal to r n,0 and r n,1 , v 2 be orthogonal to r n,1 and v 0 , and v 4 be orthogonal to v 0 and v 2 . Using the inner product formulas and a symbolic manipulation package such as Maple, we find b 0,0 (n) =
These equations allow us to compute the following inner products between the new functions with the biorthogonal ramps:
2 n (2n − 7)(2n − 5)(n + 2)n(n − 3)(3n 3 + 28n 2 − 67n + 28) , and v 4 , r n,1 = 3072q(n)(n−1)(n−4)! 2 n (2n−7)(2n−5)(n−2)(n+3)!(n 2 +11n−6)(n 2 +2n−9)(3n 3 +28n 2 −67n+28) , 
An example is given in Figure 2 . In Figure 3 explicit formulas for these functions, accurate at least to 10 digits, are given. The coefficients in the refinement equation may be calculated using inner products. The wavelets supported on [−1, 1] can be computed using Corollary 6.2. The wavelets supported in [0, 1] can be obtained by finding n − 3 orthogonal set of functions, symmetrical or antisymmetrical with respect to Then from Theorem 4.5 we have the following theorem.
. Examples of these functions for n = 6 can be found in Figure 4 . 
7.
A C 2 example. The methods of the previous sections can be used to construct C 2 multiwavelets as well, although the formulas become extremely complicated. We will therefore content ourselves with briefly describing the procedure and exhibiting an example which may be of use. We do not prove that the procedure works for arbitrary n; however, we have verified it for a number of cases. For the C 2 case k = 2, r The above equation yields six nonlinear equations and in order to ease the computation somewhat we impose that w 3 , r n,2 0 = 0. By examining (7.1) we find that w 1 must satisfy four equations, w 3 five equations, and w 2 two equations. Thus, we choose w 1 = a 1,0 u 3 and observe that, as a consequence, n must be at least 11 for these functions all to have C 2 smoothness. For n = 11, we used Maple to obtain the following solution to 60 digits of accuracy: The corresponding functions are given with 10 digits of accuracy in Figure 5 , and their graphs are shown in Figure 6 . The orthonormal wavelets can be calculated using techniques similar to those of sections 5 and 6. One final Gram-Schmidt step is necessary since two of the three functions in (I − P Q0 )Q 1 are symmetric. The same is true of (I − P Q0∪Ψ s )Z.
