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Abstract 
The  semiparametric regression model in matrix form is                 
where  X
T
 is the matrix of predictor variables for the parametric component,
  
 Z  is 
predictor variables of component nonparametric,  β = ( β0, β1, β2, . . . , βk)
T
  is the vector 
(k + 1) × 1 for the unknown parameters,  f   is an unknown function  which in this 
research using B-spline function approach and ε  is a random error vector, 
 
         ). The method of the research is literature study. This research is begun by 
explaining the semiparametric regression model, semiparametric regression in matrix 
form, estimating semiparametric regression models using likelihood maximum 
penalized method by first estimating the parametric part and the nonparametric part and 
then goes on to conclude from the results of the estimation. The estimation results of the 
regression model semiparametric  using the method of  likelihood maximum penalized 
is  
             
                                              
        
                                                                   
                       
The estimation results are divided into two parts, namely parametric and nonparametric 
components,  with estimator for the component parametrics is 
                                           
 The estimator for the nonparametric component  is 
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Analisis regresi merupakan salah satu teknik statistika yang digunakan untuk 
menjelaskan tentang hubungan antara suatu variabel bebas (independent) sebagai 
variabel prediktor (X) dengan variabel tak bebas (dependent) sebagai variabel respon 
(Y) yang dapat dinyatakan sebagai bentuk model matematis. Terdapat beberapa model 
dalam analisis regresi diantaranya yaitu model regresi parametrik dan model regresi 
nonparametrik. Regresi parametrik adalah model regresi dengan asumsi bahwa fungsi 
regresinya diketahui dan memilki parameter. Sedangkan regresi nonparametrik adalah 
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model regresi yang tidak diketahui fungsi regresinya. Hal ini memberi fleksibilitas yang 
lebih besar di dalam berbagai bentuk yang mungkin dari fungsi regresi. Untuk 
mengkonstruksi model regresi nonparametrik terlebih dahulu dipilih ruang fungsi yang 
sesuai, di mana fungsi regresi      diyakini termasuk di dalamnya. Pemilihan ruang 
fungsi ini biasanya dimotivasi oleh sifat kelicinan (smoothing) yaitu diasumsikan 
dimiliki oleh fungsi regresi.  
Estimasi fungsi regresi tersebut dapat dilakukan melalui dua pendekatan yaitu 
pendekatan parametrik dan nonparametrik. Pendekatan parametrik adalah pendekatan 
yang dilakukan jika fungsi regresinya diketahui dan bergantung pada parameter, 
sehingga mengestimasi fungsi regresinya sama dengan mengestimasi parameternya. 
Sedangkan pendekatan nonparametrik dilakukan jika fungsi regresinya tidak diketahui 
sehingga mengestimasi fungsi regresinya dilakukan dengan mengestimasi fungsi regresi 
yang tidak diketahui tersebut dengan pendekatan  estimator  kernel, spline atau yang 
lain. Model semiparametrik (model linear parsial)  merupakan model pendekatan baru 
dalam regresi di antara dua  model regresi sudah populer yaitu regresi parametrik dan 
regresi nonparametrik. Model semiparametrik (model linear parsial)  merupakan model 
gabungan yang memuat keduanya yaitu komponen parametrik dan komponen  
nonparametrik. Estimasi model semiparametrik telah dapat dilakukan dengan diberbagai 
metode yang ada misalnya metode kuadrat terkecil (least square), metode penalized 
least square, mean square error (MSE)  dan lain-lain. Namun suatu hal yang cukup 
menarik adalah bagaimana mengestimasi model linear parsial dalam hal ini 
mengestimasi parameter dan fungsinya menggunakan metode likelihood maximum 
penalized. Oleh karena itu pada penelitian ini saya akan mengkaji tentang estimasi 
model linear parsial menggunakan metode likelihood maximum penalized. 
 
2. Tinjauan  Pustaka 
2.1. Regresi Parametrik 
 Regresi parametrik merupakan metode statistik yang digunakan untuk 
mengetahui pola hubungan antara variabel prediktor dengan variabel respons, dengan 
asumsi bahwa telah diketahui bentuk fungsi regresinya. Hubungan antara variabel 
respons dan variabel prediktor dalam model dapat terjadi dengan fungsi linier maupun 
nonlinier dalam parameter (Draper dan Smith, 1996). Sedangkan Secara umum bentuk 
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model regresi linear berganda dengan k variabel prediktor diberikan oleh persamaan 
berikut: 
                         atau 
            
 
                                                        (1) 
dengan j = 1, 2, . . ., k,  xij  adalah nilai dari variabel prediktor ke-j  untuk pengamatan 
ke-i, untuk  i = 1, 2, . . ., n, atau dapat ditulis dalam bentuk matriks sebagai berikut:  
y  =  X
T 
β + ε          (2) 
Dengan, y adalah vektor dari  variabel respons berukuran n × 1, X
T
 merupakan matriks 
berukuran n × p , dengan p = k +1 dan  β  adalah vektor parameter yang akan diestimasi 
berukuran p × 1, ε adalah vektor error  random berukuran n × 1 berdistribusi normal, 
independen dengan mean nol dan varians σ
2
. Secara lengkap matriks dan vektor–vektor 










































































































Untuk baris ke-i dari matriks  X
T
 dapat dinotasikan oleh  Xi
T
  yang memuat angka 1 
diikuti oleh nilai variabel prediktor dari pengamatan ke-j, yaitu: 
  
             (Ruppert, Wand dan Carrol, 2003). 
 
2.2. Regresi Nonparametrik 
 Regresi nonparametrik digunakan apabila bentuk pola hubungan antara variabel 
respons dengan variabel prediktor tidak diketahui bentuk fungsi regresinya. Dalam 
regresi nonparametrik kurva regresi hanya diasumsikan mulus (smooth) dalam arti 
termuat dalam suatu ruang fungsi tertentu sehingga mempunyai sifat fleksibilitas yang 
tinggi. Model regresi nonparametrik secara umum adalah sebagai berikut: 
           , i = 1, 2, . . .,n           (3) 
dengan, yi  adalah variabel respons, zi  merupakan variabel prediktor,  f (zi) adalah fungsi 
regresi, dimana bentuk kurva regresinya tidak diketahui dan  εi  adalah  error random 
berdistribusi normal, dengan mean nol dan varians σ
2
. 
Jika diberikan matriks berikut : 
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maka model regresi pada Persamaan (3) dapat dituliskan dalam bentuk matriks. sebagai 
berikut: 
y  =  f (Z ) + ε              (Hardle, 1994)                   (4)        
Definisi 1.1. 
Fungsi densitas bersama dari  n  variabel random           dihitung pada           
yaitu              dikatakan sebagai suatu fungsi likelihood.  Untuk tetapan nilai  
        suatu fungsi  likelihood  adalah  suatu fungsi dari   dan sering dinyatakan 
dengan       Jika           menyatakan suatu variabel random dari        maka 
                      
Definisi 1.2. 
Diberikan                       Ω menjadi pdf bersama dari         . Untuk 
suatu himpunan yang diberikan yaitu           suatu nilai     di dalam  Ω  pada      
adalah suatu nilai maksimum yang disebut suatu estimasi  likelihood  maksimum (MLE) 
dari    Dengan       adalah suatu nilai dari     yang memenuhi                
                    
   . 
Definisi 1.3. 
Suatu himpunan variabel random          disebut sebagai normal multivariate atau 
distribusi normal k-variabel jika pdf  bersama mempunyai bentuk : 
            
 
         
     
 
 
                 
dengan                
            dan               dan           dan V 
adalah suatu matriks kofarian nonsingular  k x k. 
 
2.3. Spline 
 Spline adalah potongan polinomial, yaitu polinomial yang memiliki sifat 
tersegmen. Sifat tersegmen ini memberikan fleksibilitas lebih dari polynomial biasa, 
sehingga memungkinkan untuk menyesuaikan diri secara lebih efektif terhadap 
karakteristik dari suatu fungsi atau data (Budiantara dkk, 2006). Secara umum, fungsi 
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Spline berorde  p adalah sembarang fungsi yang dapat ditulis dalam bentuk ( Rodriguez, 
2001): 
         
  
 
   
   
 
          
 
                                          (5) 



















α  dan δ  adalah konstanta real, g (z) adalah fungsi Spline,  z adalah variabel prediktor 
dan k1, k2,. . .,kh adalah titik-titik knot. Jika orde pada persamaan (2. 14) bernilai p = 1, p 
= 2 dan p = 3 maka akan diperoleh fungsi Spline secara berturut – turut dinamakan 
fungsi Spline linear, Spline kuadratik, dan Spline kubik (Rodriguez, 2001).  
Beberapa jenis Spline yang dapat digunakan dalam regresi nonparametrik, yang 
dikenal sebagai fungsi basis, salah satunya adalah basis B-Spline. Jika fungsi regresi 
didekati dengan B-Spline maka dapat ditulis menjadi (Budiantara dkk, 2006) 
                  
   
                                                        (6) 
Dengan             adalah  basis dengan  orde  ke-(l-m)  dari titik knot  a < u1, u2, . . ., 
uK < b, dengan derajat m, dan  1,  2, . . .,      adalah parameter. Fungsi B-Spline 
dengan derajat m secara rekursif didefinisikan sebagai berikut: 
1. Jika m =1 maka : 
         
      ika         
                        lainnya
  
2. Jika untuk m > 1 maka : 
       
    
       
         
      
         
                                              (7) 
Untuk mengestimasi parameter α  pada Persamaan (7), didefinisikan matriks 
                                              B(λ) = (Bj,m(zi))                                                         (8) 
dengan i = 1, 2, . . .,n dan j = -(m-1), . . ., K, atau dapat ditulis dalam bentuk matriks 
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3. Hasil Dan Pembahasan 
3.1 Regresi Semiparametrik 
Model regresi semiparametrik merupakan gabungan antara regresi parametrik dan 
regresi nonparametrik. Diberikan bentuk model regresi semiparametrik sebagai berikut : 
                                                          (9) 
dengan i = 1, 2, . . ., n. Persamaan (9) di atas dapat ditulis dalam bentuk matriks berikut: 
                       (10) 
dimana,  y adalah vektor dari variabel respons yang berukuran n × 1, X
T
 adalah matriks 
transpose variabel prediktor untuk komponen parametrik dengan ukuran n × p dengan  p 
= ( k + 1) dan  Z  variabel prediktor  untuk komponen nonparametrik , β = ( β0, β1, β2, . . 
. , βk)
T
 merupakan vektor  (k + 1) × 1 untuk parameter yang tidak diketahui, f adalah 
vektor dari fungsi regresi yang bentuk kurvanya tidak diketahui atau merupakan fungsi 
yang mulus atau dengan kata lain  f  atau       licin (smooth) yaitu               
 
 = 
            kontinu mutlak pada [0,1] ,   = 0, , ,…,p-1,  f(P)    L[0,1]   yang disebut ruang 
Sabolev order p  dengan  L[0,1] adalah himpunan semua fungsi yang kuadratnya 
terintegral pada interval [0,1] dan  ε  adalah vektor dari error random independen 
dengan mean nol dan varians σ
2
.  
3.2  Penalized Loglikelihood   
 Penalized loglikelihood (PL) adalah cara lain untuk mendapatkan estimasi 
model regresi. Secara umum penalized loglikelihood  diberikan oleh: 
                   
 
 
                                                   (11) 
dengan fungsional           memuat tiga komponen, yaitu komponen penalized 
loglikelihood  yaitu          , roughness penalty  J(f) yakni ukuran kemulusan dan 
kekasaran kurva dalam memetakan data dan parameter penghalus λ. Jelasnya komponen 
penalized  loglikelihood  dalam hal ini  fungsi   loglikehood  yaitu : 
           
 
 
        
 
 
         
 
 
                          (12) 
dan 
               
 
 
                                                (13) 
sehingga, jika Persamaan (12) dan (13) di atas disubstitusikan dalam Persamaan (11), 
maka  persamaan untuk penalized loglikelihood  dapat dituliskan menjadi: 
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Parameter penghalus  λ  merupakan konstanta positif yang bernilai  0 < λ <  , 
yang berfungsi untuk mengontrol keseimbangan data dan kemulusan kurva, oleh karena 
itu pemilihan nilai λ merupakan suatu hal yang sangat penting.  
3.3 Roughness Penalty 
 Misalkan diberikan sebuah fungsi  f(z), dimana bentuk kurva dari fungsi tersebut 
tidak diketahui. Karena fungsinya tidak diketahui, maka dilakukan suatu pendekatan 
fungsi. Salah satu fungsi pendekatanya adalah basis  Spline yaitu B-Spline. Jadi, jika 
fungsi  regresi  f  didekati  dengan B-Spline, maka  f  dapat  ditulis dalam bentuk : 
                 
   
   .                                                                                  (14) 
 Jika terdapat  K  titik knot dengan B-Spline berderajat m, maka Persamaan (14) 











)()()()( 2211 zBzBzBzf mm,KmKmmm,mm,    
 
)()()()( )2(2),1(1 zBzBzBzf mK,Kmm,mmm      




















f (z) =                                                                                                                  (15) 
Untuk pengamatan sebanyak  i = 1, 2, . . ., n  maka 
)()()()( 11)2(21),1(11 zBzBzBzf mK,Kmm,mmm    
 
)()()()( 22)2(22),1(12 zBzBzBzf mK,Kmm,mmm      
  
)()()()( )2(2),1(1 nmK,Kmnm,mnmmn zBzBzBzf     (16) 
Dengan mendefinisikan bahwa             dan f (zi) = fi, untuk pengamatan 
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sebanyak i = 1,2, . . .,n  dan j = -(m-1), -(m-2), . . ., K maka Persamaan (16) di atas dapat 
dinyatakan sebagai:
 
f1 = α1B11 + α2B12 + . . . + αm+K B1v 
f2 = α1B21 + α2B22 + . . . + α m+K B2v 
                                                                                                               (17) 
fn = α1Bn1 + α2Bn2 + . . . + α m+K Bnv 
dengan 
Bi1 = B-(m-1),m (zi), Bi2 = B-(m-2),m (zi), . . . , Biv = BK,m (zi) 






































































maka Persamaan (17) di atas dapat dinyatakan dalam bentuk matriks: 
f  =    .                                                                                                          (18) 
 Menurut Gyorfy (2002), roughness penalty dapat dinyatakan sebagai integral 
dari kuadrat turunan kedua suatu fungsi atau dapat ditulis dengan: 
                
 
 
                                                                                                 (19)       
Dengan mensubstitusi Persamaan (15) ke (19), maka diperoleh: 
                 
 
 




                             
 
 
                                                                         (20) 
Karena hasil dari Bα adalah skalar atau matriks 1×1, maka berdasarkan sifat-sifat 






 akan menghasilkan hasil yang sama, yakni 
berupa skalar atau matriks 1×1. Akibatnya Persamaan (20) di atas dapat dituliskan 
menjadi                      
 
 
                                                
                         dengan            B            
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3.4 Estimasi Model Regresi Semiparametrik dengan Metode Likelihood Maximum 
      Penalized  
  
Suatu asumsi ideal yang telah dikenal umum dalam suatu model regresi 
semiparametrik pada Persamaan (10) berkaitan dengan randon error yaitu errornya 
berdistribusi  normal  multivariate;               dan               tidak berkorelasi, 
i ≠    sehingga cov (         . Namun dalam banyak keadaan  satu atau keduanya dari  
asumsi-asumsi di atas tidak realistik. Oleh karena itu jika  diasumsikan bahwa variansi 
error     di atas yaitu     berubah menjadi suatu matriks definit positif  V yang 
berukuran n x n maka dapat  didefinisikan fungsi densitas bersama dari variabel random 
error ;             adalah sebagai berikut :  
      
 
       
 
 
       
 
 
          
Diperoleh  fungsi likelihood  dari      adalah                            
 
     dan 
selanjutnya fungsi likelihoodnya adalah  
                   
  
 
       
 
 
          
Berdasarkan bentuk umum fungsi penalized  loglikelihood (PL) diperoleh :    
                   
 
 
                    
sehingga jika                  
 
 
      maka fungsi penalized  loglikelihood  menjadi :     
                 
 
 
              
 
 
                                                                      (22) 
Selanjutnya fungsi   loglikehood  dari               adalah :   
              
 
 
        
 
 
         
 
 
                            (23) 
Dari Persamaan (22), (23)  dan (21)  di atas diperoleh fungsi penalized  loglikelihood  
dengan roughness penalty bentuk kuadrat dalam     menjadi :      
     
 
 
        
 
 
         
 
 
                          
                                        
 
 
                     (24) 
Dari Persamaan (18) diperoleh yaitu  f =     sehingga jika Persamaan (18)  di 
substitusi kepersamaan  (24) diperoleh hasilnya menjadi : 
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Untuk mendapatkan estimator kemungkinan maksimum penalized (likelihood maximum 
penalized)  dari persamaan PL di atas maka dicari turunan pertama  untuk masing-
masing parameter dari fungsi PL di atas yang dalam hal ini yaitu    dan   dan 
kemudian menyamakan hasilnya dengan nol. Diperoleh hasilnya sebagai berikut : 
   
  




                                                      
                                       
                                 
                                         
Jadi didapat estimator     bagian parametriknya  adalah  
                                                                                     (25)  
   
  




                                      
                                      
                                 
                                                (26)  
Substitusi Persamaan  (25) ke Persamaan  (26) adalah : 
                                                                 
             
Substitusi Persamaan (25) ke Persamaan (18) yaitu : 
                                                                    
         
Jadi didapat estimator      bagian nonparametrik  adalah 
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                                                             (27) 
 Estimasi model regresi diperoleh dengan mengsubstitusi persamaan (25) dan  
(27) ke dalam persamaan berikut : 
         
                                           
                                                                      
           
Jadi diperoleh hasil estimasi model regresinya adalah  
                                             
                                                                      
         
 
4. Kesimpulan 
Hasil estimasi model regresi semiparametrik dengan menggunakan metode 
likelihood maximum penalized  adalah : 
          
                                           
                                                                  
         
Estimasi di atas terbagi menjadi 2 bagian komponen parametrik dam nonparametrik, 
estimasi komponen parameternya yaitu 
                                            
dan estimasi komponen nonparameternya yaitu 
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