Abstract: We introduce a Lagrange Multiplier (LM) test for the constant-correlation hypothesis in a multivariate GARCH model. The test examines the restrictions imposed on a model which encompasses the constant-correlation multivariate GARCH model. It requires the estimates of the constant-correlation model only and is computationally convenient. We report some Monte Carlo results on the¯nite-sample properties of the LM statistic. The LM test is compared against the Information Matrix (IM) test due to Bera and Kim (1996) . The LM test appears to have good power against the alternatives considered and is more robust to nonnormality. We apply the test to three data sets, namely, spot-futures prices, foreign exchange rates and stock market returns. The results show that the spot-futures and foreign exchange data have constant correlations, while the correlations across national stock market returns are time varying.
Introduction
The success of the autoregressive conditional heteroscedasticity (ARCH) model and the generalized ARCH (GARCH) model in capturing the time-varying variances of economic data in the univariate case has motivated many researchers to extend these models to the multivariate dimension. There are many examples in which empirical multivariate models of conditional heteroscedasticity can be used fruitfully. An illustrative list includes the following: model the changing variance structure in an exchange rate regime (Bollerslev (1990) ), calculate the optimal debt portfolio in multiple currencies (Kroner and Claessens (1991) ), evaluate the multiperiod hedge ratios of currency futures (Lien and Luo (1994) ), examine the international transmission of stock returns and volatility (Karolyi (1995) ) and estimate the optimal hedge ratio for stock index futures (Park and Switzer (1995) ).
Bollerslev, Engle and Wooldridge (1988) provided the basic framework for a multivariate GARCH model. They extended the GARCH representation in the univariate case to the vectorized conditional-variance matrix. While this so-called vech representation is very general, empirical applications would require further restrictions and more speci¯c structures. A popular member of the vech-representation family is the diagonal form. Under the diagonal form, each variance-covariance term is postulated to follow a GARCH-type equation with the lagged variance-covariance term and the product of the corresponding lagged residuals as the right-hand-side variables in the conditional-(co)variance equation. An advantage of this formulation is that the intuition of the GARCH model, which has been found to be very successful, is formally adhered to.
It is often di±cult to verify the condition that the conditional-variance matrix of an estimated multivariate GARCH model is positive de¯nite. Furthermore, such conditions are often very di±cult to impose during the optimisation of the log-likelihood function. However, if we postulate the simple assumption that the correlations are time 1 invariant, these di±culties nicely disappear. Bollerslev (1990) pointed out that under the assumption of constant correlations, the maximum likelihood estimate (MLE) of the correlation matrix is equal to the sample correlation matrix. When the correlation matrix is concentrated out of the log-likelihood function further simpli¯cation is achieved in the optimisation. As the sample correlation matrix is always positive de¯nite, the optimisation will not fail as long as the conditional variances are positive.
Recently, Engle and Kroner (1995) proposed a class of multivariate conditional heteroscedasticity models called the BEKK (named after Baba, Engle, Kraft and Kroner) model. The motivation is to ensure the condition of a positive de¯nite conditionalvariance matrix in the process of optimisation. Engle and Kroner provided some theoretical analysis of the BEKK model and related it to the vech-representation form.
Another approach examines the conditional variance as a factor model. The works by Diebold and Nerlove (1989) , Engel and Rodrigues (1989) and Engle, Ng and Rothschild (1990) were along this line. One disadvantage of the BEKK and factor models is that the parameters cannot be easily interpreted, and their net e®ects on the future variances and covariances are not readily seen. In other words, the intuitions of the e®ects of the parameters in a univariate GARCH equation are lost.
Due to its computational simplicity, the constant-correlation GARCH model is very popular among empirical researchers. Empirical research that uses this model includes: Bollerslev (1990) , Kroner and Claessens (1991) , Kroner and Sultan (1991) , Kroner and Sultan (1993) , Park and Switzer (1995) and Lien and Tse (1998) . However, the following problems often seem to be overlooked in empirical applications. First, the assumption of constant correlation is often taken for granted and seldom analysed or tested. A notable exception, however, is the work by Bera and Kim (1996) . Bera and Kim suggested an Information Matrix (IM) test for the constant-correlation hypothesis in a bivariate GARCH model and applied the test to examine the correlation across national stock markets. Second, the e®ects of the assumption on the conditional-variance estimates are rarely considered. In other words, are the estimates of the parameters in the conditionalvariance equations robust with respect to the constant-correlation assumption? In this paper we focus on the¯rst question. Our objective is to provide a convenient test (without having to estimate an encompassing model) for the constant-correlation assumption and examine the properties of the test in small samples. Bollerslev (1990) The plan of the rest of the paper is as follows. In Section 2 we derive the LM statistic.
Some Monte Carlo results on the¯nite-sample distributions of the LM and IM tests are reported in Section 3. Section 4 describes some illustrative examples using real data.
In Section 5 we examine the e®ects of nonnormality on the tests. Finally, we give some concluding remarks in Section 6.
The Test Statistic
Consider a multivariate time series of observations fy t g, t = 1; ::; T , with K elements each, so that y t = (y 1t ; :::; y Kt ) 0 . To focus on the conditional heteroscedasticity of the time series, we assume that the observations are of zero (or known) means. This assumption simpli¯es tremendously the discussions without straining the notations.
The conditional variance of y t is assumed to follow the time-varying structure given by Var(y t j © t¡1 ) = -t , where © t is the information set at time t. We denote the variance elements of -t by ¾ 2 it , for i = 1; :::; K, and the covariance elements by ¾ ijt , where 1 · i < j · K. Following Bollerslev (1990) , we consider the constant-correlation model in which the conditional variances of y it follow a GARCH process, while the correlations are constant. Denoting ¡ = f½ ij g as the correlation matrix, we have
We assume that ! i ; ® i and¯i are nonnegative, ® i +¯i < 1, for i = 1; :::; K and ¡ is positive de¯nite. Although the conditional variances in the above equations are assumed 4 to follow low-order GARCH(1, 1) processes, the test derived below can be extended to the general GARCH(p, q) models without di±culties.
As pointed out by Bollerslev (1990) , the constant-correlation model is computationally attractive. Speci¯cally, the MLE of the correlation matrix is equal to the sample correlation matrix of the standardised residuals, which is always positive de¯nite. The correlation matrix can be further concentrated out from the log-likelihood function, resulting in a reduction in the number of parameters to be optimised. Furthermore, it is relatively easy to control the parameters of the conditional-variance equations during the optimisation so that ¾ To allow for time-varying correlations, we consider the following equations for the correlations
where ± ij for 1 · i < j · K are additional parameters in the extended model. Thus, the correlations are assumed to respond to the products of previous observations. From (3) the conditional covariances are given by
Note that there are N = K 2 + 2K parameters in the extended model with time-varying correlations. The constant-correlation hypothesis can be tested by examining the hy-
It should be pointed out that (3) is speci¯ed as a convenient alternative that encompasses the constant-correlation model. To ensure that the alternative model provides well-de¯ned positive de¯nite conditional-variance matrices, further restrictions have to be imposed on the parameters ± ij . As in the case of the general vech speci¯cation, such restrictions are very di±cult to derive. Indeed, empirical research using the vech speci¯cation often leaves the issue as an empirical problem to be resolved in the optimisation stage. As our interest is in the model under the null H 0 , we shall not pursue the issue of searching for the necessary restrictions. Thus, we assume that within a neighbourhood of ± ij = 0, the optimal properties of the LM test (such as its asymptotic e±ciency against local alternatives) hold under some regularity conditions as stated in, for example, Godfrey (1988).
As correlations are standardised measures, it might be arguable to allow the correlations to depend on the products of the lagged standardised residuals instead. Thus, if we de¯ne " it = y it =¾ it as the standardised residual, an alternative model might be written as
As " it depends on other parameters of the model through ¾ it , analytic derivation of the LM statistic is intractable. If indeed (5) describes the true model, there may be some loss in power in using (3) as the alternative hypothesis. In return, however, we obtain analytical tractability. Of course, there is no apriori reason that (5) would provide a better alternative than (3). Indeed, whether using (3) as the encompassing model would provide a test with good power is an empirical question. We shall examine its performance using Monte Carlo methods. Now we shall proceed to derive the LM statistic of H 0 under the above framework.
We denote D t as the diagonal matrix with diagonal elements given by ¾ it , and ¡ t = f½ ijt g as the time-varying correlation matrix. Hence the conditional-variance matrix of y t is given by -t = D t ¡ t D t . Under the normality assumption the conditional log-likelihood of the observation at time t is given by (the constant term is ignored)
for t = 1; :::; T; and the log-likelihood function`is given by`= We now de¯ne the following derivatives of ¾ 2 it with respect to ! i , ® i and¯i for i = 1; :::; K;
To calculate these derivatives, the following recursions may be used
where the starting values are given by:
The¯rst partial derivatives of`t with respect to the model parameters are given by
where " If we denote s as the N -element score vector given by s = @`=@µ and V as the N £ N information matrix given by V = E(¡@ 2`= @µ @µ 0 ), where E(.) denotes the expectation operator, the LM statistic for H 0 is given byŝ 0V ¡1ŝ , where the hats denote evaluation at µ. In practice, V may be replaced by the (negative of the) Hessian matrix. Alternatively, we may use the sum of the cross products of the¯rst derivatives of`t. To this e®ect, we denote S as the T £ N matrix the rows of which are the partial derivatives @`t=@µ 0 , for t = 1; :::; T . Thus, the LM statistic for H 0 , denoted as LMC, can be calculated using the following formula (see, for example, Godfrey (1988))
where l is the T £ 1 column vector of ones andŜ is S evaluated atμ. Under the usual regularity conditions LMC is asymptotically distributed as a Â 2 M . Equation (9) shows that LMC can be interpreted as T times R 2 , where R 2 is the uncentered coe±cient of determination of the regression of l onŜ. It is well-known that other forms of the LM statistic are available. For example, further simpli¯cation can be obtained by making 8 use of the fact that inŜ 0 l the elements corresponding to the unrestricted parameters are zero. Equation (9), however, is a convenient form and will be used throughout this paper.
We now discuss some extensions of the above framework. First, when GARCH(p, q) models are considered we need to augment the parameters of the conditional-variance equations. Thus, we denote the coe±cients of the lagged conditional variances as ® ih , h = 1; :::; p, and the coe±cients of the lagged y 2 t terms as¯i k , k = 1; :::; q. We write the conditional-variance equations as (Note that we may allow the orders of the GARCH processes to vary with i. Thus, (p; q) should be regarded as the generic order.)
The partial derivatives @`t=@! i ; @`t=@® ih and @`t=@¯i k are required. We¯rst calculate the partial derivatives of ¾ 2 it with respect to ! i , ® ih and¯i k , which will be denoted as d it , e iht and f ikt , respectively. These partial derivatives can be calculated by recursions constructed as in (6) . Speci¯cally, we have
The¯rst partial derivatives of`t with respect to ! i , ® ih and¯i k (p + q + 1 derivatives altogether) can be calculated using (7), with e iht and f ikt replacing e it and f it , respectively.
Second, when the conditional mean of y t depends on some unknown parameters, S would have to be augmented by the partial derivatives of`t with respect to the parameters appearing in the conditional-mean equations. If the unknown means are linear in the parameters, the partial derivatives are straightforward to obtain. Indeed, in such cases the asymptotic variance matrix of the MLE are block diagonal with respect to the conditional-mean and conditional-variance parameters (see Bera and Higgins (1993) ).
Thus, under such circumstances, LMC calculated from (9) using only the conditionalvariance parameters is asymptotically valid.
Monte Carlo Results
In this section we report some Monte Carlo results on the empirical size and power of LMC in¯nite samples. In addition to the LM test, we examine the IM test suggested by Bera and Kim (1996) . The IM statistic, denoted by IMC, tests for the hypothesis of constant correlation in a bivariate GARCH model. Denoting1 as the MLE of the (constant) correlation coe±cient in the bivariate GARCH model, and" it for i = 1; 2 as the estimated standardised residuals, IMC is given by
where
Bera and Kim (1996) showed that under the null hypothesis of constant correlation and the assumption that " t are normally distributed, IMC is asymptotically distributed as a when T is 1000 or above never exceed the nominal size by more than 1.5 percent. The correlations seem to play a role in determining the rate of convergence to the nominal size. Models with low correlations are less subject to over-rejection in small samples.
On the other hand, the persistence of the conditional variance does not have much e®ect on the degree of over-rejection. The IM test appears to have very good approximate nominal sizes. There are signs of slight under-rejection in small samples. This problem, however, has largely disappeared when the sample size reaches 1000.
Panel C reports the Monte Carlo sample means of the LMC and IMC statistics. For E1 through E4, these values are expected to converge to 1. For E5 and E6, the mean of the LMC statistic is expected to converge to 3. As can be observed, the results re°ect the over-rejection of LMC and the under-rejection of IMC. In summary, for sample sizes of 1000 or above, the LM and IM tests provide reliable nominal sizes. In the case of the LM test, the reliability is enhanced when the correlations are low.
To examine the power of the LM and IM tests we conduct some experiments with data generated from models with time-varying correlations. Two types of multivariate GARCH models are considered. In the¯rst type, we assume that the data are generated from a BEKK model. This model has been applied in the literature by, among others, Baillie and Myers (1991) and Karolyi (1995) . It has been found to¯t the data satis-
factorily. An advantage of the BEKK model is that the conditional-variance matrices are always positive de¯nite. Undoubtedly, this is an important advantage in simulation studies. Following Engle and Kroner (1995) , the conditional-variance matrix -t of the model is written as
where -= f¾ ij g; B = fb ij g and C = fc ij g are K £ K parameter matrices.
In the second type of models, we assume that the conditional variances follow a GARCH process given in (1), while the conditional correlations follow the process speci¯ed in (5) . A di±culty with this model is that the simulated correlation matrix is not guaranteed to be positive de¯nite. This problem has to be controlled by setting the parameters ± 0 ij to be su±ciently small. It should be noted that it is not our intention to maintain that these two types of models represent processes that are descriptive of real data. Our objective is to examine the power of the tests under some alternatives.
We consider two bivariate BEKK models denoted by P1 and P2, and one trivariate BEKK model denoted by P3. The model parameters are summarised in Panel A of Table   2 . We consider sample sizes T of 300, 500 and 1000. Based on Monte Carlo samples of 1000 each, we estimate the power of LMC and IMC against the time-varying conditionalcorrelation models at nominal size of 5 percent. As a measure of the variability of the conditional correlation coe±cients, we calculate the range (i.e., maximum { minimum) of the conditional correlation coe±cients in each simulated sample of T observations. Panel B summarises the maximum and minimum ranges of the conditional correlation coe±cients in the Monte Carlo samples of 1000. It can be seen that P2 has larger variability in correlations than P1. The LM test is found to have high power in all experiments. It is quite remarkable that for Experiment P1, for which the range of f½ 12t g appears to be quite small, LMC has yet very good power. For example, for P1 when T = 1000, the maximum range of f½ 12t g is only 0.396 and yet the empirical power of LMC is 91.3 percent. In contrast, IMC has very weak power in all cases. Indeed, the empirical power of IMC is less than 10 percent in all cases except for P2 with T = 1000.
For alternative models of the second type we consider two bivariate models denoted by Q1 and Q2, and one trivariate model denoted by Q3. The model parameters are presented in Panel A of Table 3 . The values of ± 0 ij are set after some experimentation to generate well-de¯ned conditional-correlation matrices in all simulated samples. From
Panel B we can see that the variability of the correlation coe±cients are generally higher than that of the BEKK models. However, the power of the LM test is lower against this second type of models. For example, the maximum power achieved in the experiments is for Q2 with T = 1000, which has an estimate of only 47.1 percent. As for the IM test, the empirical power is again found to be very low. Indeed, among the cases considered the maximum empirical power achieved is only 6.7 percent.
To compare the characteristics of the time-varying correlations in the two types of models, we examine the paths of the correlation coe±cients generated. Figures 1 and   2 present the plots of two simulated paths of conditional correlation coe±cients based on P1 and Q1, respectively, for T = 300. It is obvious that the two models produce very di®erent time-varying correlation structures. Figure 2 exhibits a sample path of serially uncorrelated conditional correlation coe±cients. This is due to the fact that 
Some Illustrative Examples
We now consider the application of LMC to some real data sets. The data sets se- DS1 was used by Lien and Tse (1998) in studying the hedging e®ectiveness of the Nikkei Stock Average futures. DS2 was documented in Tse and Tsui (1997) and Tse (1998). DS3 was used by Tse and Zuo (1996) to study the volatility of the Asia-Paci¯c stock markets. The details of the description of these data sets can be found in the above references, in which some summary statistics of these data are also reported. A bivariate GARCH(1, 1) model with constant correlation is¯tted to DS1. For DS2 and DS3, both trivariate and bivariate (pairwise) models are¯tted. The results are summarised in Table 4 . We present the estimated constant-correlation models as well as the computed LMC and IMC statistics.
For DS1, the estimated correlation is 0.941, re°ecting a high degree of co-movements between the spot and futures. This is perhaps not surprising, given the arbitrage-free pricing in an e±cient market. The LMC statistic has a low value of 0.893. Thus, not only is the correlation high, the stability of the relationship is also veri¯ed (the evidence provided by IMC will be discussed below). Table 5 . Not surprisingly, we¯nd evidence against constant correlations.
The LMC statistic is 20.265, which is statistically signi¯cant at the 1 percent level.
In summary, depending on the data sets analysed, we have found evidence for and against the assumption of constant correlations based on the LMC statistic. In particular, we have found evidence against constant correlations across the selected Asia-Paci¯c stock markets. In view of this evidence it would be important to study models that admit time-varying correlations. In any case, the hypothesis of constant correlations should be tested before the empirical multivariate GARCH models can be used for inference and its economic implications are drawn.
In contrast, the results for the IMC statistic are very di®erent. The constantcorrelation assumption is vehemently rejected with very low p values. As the Monte Carlo results in Section 3 show that IMC has very low power in rejecting the constantcorrelation hypothesis, this result is rather unusual. One possible explanation for this anomaly is that the rejection of IMC for the real data sets is due to other assumptions imposed in the derivation of the IM test. As normality is imposed by Bera and Kim (1996) in deriving the moment conditions for IMC, the nonnormality of the data could well be the reason behind the rejection of the IM test. Indeed, the data used in Table   4 , as in many other¯nancial data, exhibit kurtosis higher than that of a normal distribution (see the references cited above for the details). As the derivation of the LMC statistic also depends on the normality assumption, it would be important to examine the robustness of the tests with respect to nonnormality. In the next section, we report some Monte Carlo results on this issue.
The E®ects of Nonnormality
To examine the e®ects of nonnormality on the LM and IM tests, we conduct further Monte Carlo experiments. We use the experimental setups for the bivariate models in Table 1 , namely, Experiments E1 through E4. Errors are then generated from nonnormal distributions. We consider t distributions with 8 and 12 degrees of freedom. The sample size T is taken to be 300, 500 and 1000. Based on Monte Carlo samples of 1000 runs, the empirical sizes of the LM and IM tests are reported in Table 6 .
It is obvious that the IM test over-rejects the null hypothesis to a great extent. The problem of over-rejection increases with the sample size T . Also, over-rejection appears to be more serious for E1 and E3 as compared against E2 and E4. Thus, models with higher levels of correlation are more prone to over-rejection. When the two nonnormal distributions are compared, over-rejection is less serious for t 12 as compared against t 8 .
The LM test also demonstrates over-rejection under nonnormality in small samples.
The e®ects of nonnormality, however, are much reduced. In particular, the following points can be observed. First, the problem of over-rejection diminishes as the sample size T gets bigger. This is in contrast with the e®ects of T on over-rejection for the IM test. Second, there is no signi¯cant di®erence in the degree of over-rejection for models with di®erent levels of correlation. Third, as expected, models with errors generated from t 12 are less susceptible to over-rejection than models with t 8 errors. Overall, for sample size of 1000 the LM test is quite robust against nonnormality.
Conclusions
We have introduced a LM test for the constant-correlation hypothesis in a multivariate GARCH model. The test requires only estimates of the constant-correlation model and is computationally convenient. We examine the¯nite-sample properties of the test and compare it against a recent test suggested by Bera and Kim (1996) for the bivariate case. Our Monte Carlo experiments show that the tests have the appropriate size for sample size of 1000 or above, which is often available for studies involving¯nancial data.
While the LM test has good power against the alternative models considered, the IM test is found to have very low power. In applications to real data sets, the IM test rejects the constant-correlation hypothesis with very low p values. We attribute this¯nding to the nonnormality in the real data. As our Monte Carlo results show, the IM test leads to serious over-rejection when the error distribution is nonnormal. In contrast, the LM test is quite robust against nonnormality. Though the LM test is also found to over-reject the null hypothesis in smaller samples, the problem of over-rejection appears to be diminishing with increases in the sample size. It also gives the estimated probabilities of rejecting the constant-correlation hypothesis using the LMC and IMC statistics at the asymptotic nominal size of 5 percent. The Monte Carlo sample size is 1000. Notes: The data set consists of the daily returns (1057 observations) of four AsiaPaci¯c stock markets, where A = Australia, H = Hong Kong, J = Japan and S = Singapore. The Lagrange multiplier statistic, LMC, for testing constant correlations is 20.265. The LMC, which is asymptotically distributed as a Â 
