An algorithm is presented for simultaneous estimation of variance and covariance components by restricted maximum likelihood in a two-way multivariate mixed model. In contrast to previous applications of restricted maximum likelihood the procedure accommodates environmental covariances between traits and also allows for different numbers of traits measured on different individuals.
INTRODUCTION
Reliable estimation of variance/covariance components for genetic parameters is one of the major tasks for any livestock improvement scheme. Predominantly, data are collected in the field or originate from selection experiments, and hence, are subject to systematic environmental effects and often are considerably unbalanced. Analysis of animal data involving mixed models and missing subclasses almost exclusively has relied on analysis of variance or least squares type procedures. In particular, Henderson's (3) Methods I, II, and III have been used. Developments of the field of variance component estimation and improvement of computational facilities, however, have stimulated interest in maximum likelihood (ML) or related procedures.
The best linear unbiased prediction (BLUP) method (4) has become standard procedure for assessing the genetic merit of individuals, particularly for dairy sire evaluation. With normality, BLUP breeding values are NIL predictors of the realized random effects. Algorithms for Received September 29, 1982. estimating variance and covariance components can be based on the mixed model equations (4) so that ML provides a framework facilitating simultaneously the estimation of variance components, prediction of breeding values, and adjustment for covariables and systematic effects. Furthermore, under certain selection schemes, ML accounts for selection, i.e., yields variance or covariance components unbiased by selection (e.g., 6, 9, 10) .
Large computational requirements generally restrict the use of ML for estimating variance components. Furthermore, a major drawback of ML estimation in a mixed model is that fixed effects are treated as if they were known, i.e., no account is taken of the corresponding loss of degrees of freedom. If the vector of fixed effects is long, as for instance in the usual dairy situation involving many herds or herd-year-seasons, residual components can be underestimated considerably and genetic statistics accordingly biased upward. Restricted ML (REML), described first for the univariate case by Patterson and Thompson (7) , overcomes this problem by maximizing only the part of the likelihood that is independent of fixed effects. Thompson (14) extended this approach to the multivariate situation, for, however, equal design matrices for all traits. This restriction was removed by Schaeffer et al. (11) for the special case of zero residual covariances, corresponding to the situation in which different traits are measured on different animals.
Often, however, traits are recorded on the same animal, but design matrices differ between traits. The use of a ML or related procedure in such a case is even more desirable if not all animals have records for all traits and if lack of records for a trait depends on measurements for some of the other traits. Then ML, as opposed to a standard analysis of variance, is expected to account for this selection and yield estimates free of selection bias (6) . A typical example is records for several lactations in dairy cattle; the decision at the end of each lactation on whether or not a cow remains in the herd for another lactation is based largely on her previous record(s).
Few attempts have been made to apply ML procedures to dairy data to account for bias from cow selection. Rothschild and Henderson (8) used a "full" ML algorithm to estimate heritabilities and genetic correlation for first and second lactation milk yield. They concluded, however, that estimates were biased upward by loss of degrees of freedom from estimating herd-year-season effects. Tong et al. (15) applied the REML procedure described by Schaeffer et al. (11) to records for the first three lactations. This algorithm was, however, for residual covariances as zero. With repeated records on the same cow, this was not the case; but the authors argued that "relative to error variances, error covariances are likely to be small".
Considering estimation of genetic parameters for the first three lactations in dairy cows, this paper describes a REML algorithm for a two-way mixed model allowing for missing observations while taking account of residual covariances.
The mixed model equations (MME) to [1] are then as given by (4) .
The full ML procedure would maximize the log likelihood of the data vector, L(y). The REML will replace y by Sy, linear functions of the observations with expectation zero, socalled error contrasts. The matrix S is symmetric, of order equal to the total number of observations, N, and of rank N --p* where p* is the column rank.of X and SX = 0 (7, 14) . E(Sy) = 0 and V(Sy) = SVS If S is not of full rank, the inverse of SVS required in the likelihood function does not exist, but suitable expressions are available in terms of a generalized inverse or latent roots (14) . As Thompson (14) pointed out, a suitable matrix for S arises naturally when b is absorbed in [3] :
PRINCIPLE OF RESTRICTED MAXIMUM LIKELIHOOD
Let a multivariate mixed model in the usual notation be : If b, for instance, denotes treatments, the error contrasts are deviations of the observations from their treatment means. This gives the log likelihood of Sy as:
where y, b, u, and e denote vectors of observations, fixed, random, and error effects, respectively, and X and Z corresponding design or incidence matrixes, with E(y) = Xb, E(u) = E(e) = 0 and
Cov(u,e') = 0 so that V(y) = V = ZGZ' + R Let 0 with elements 0i, i = 1 ..... k, denote the vector of variance and covariance components to be estimated so that V is linear in 0
-.5y'S (SVS)-Sy [ 5 ] Estimates are invariant to the choice of S; i.e., it makes no difference which N -p* linearly independent contrasts are Used (2) . Summing all parts of the log likelihood function independent of the data vector to an additive constant, Searle (13) showed that an equivalent expression to [5] is: L(Sy) = constant --.5 log IV l -.5 log IX*'V-lX* I -.5(y -Xb)'V-l(y -Xf,) [6] where X* denotes a submatrix of X of full column rank N -p*.
MEYER
The constant, of course, will depend on S but disappear upon differentiation• Details of the proof are not within the scope of this paper; also, they would add little to the understanding of the principle of REML. Hence, reference is to section 5.1 of (13).
Differentiating [6] and setting to zero gives:
X,'V-1 (13) and V-l~y --Xb) = Py, the REML equations to be solved become:
As P = PVP, [7] can be rewritten as:
~v) = y, ~v tr PVP~i P b-~i P y i.e., as emphasized by (14), the algorithm equates quadratic forms to their expectations. Using [2] gives a set of k equations for the k parameters to be estimated: Apart from a factor .5 B equals the information matrix for 0 (2, section 5), so that an iterative solution of [10] by successive approximations, i.e. :
/~t+l = [B(/~t)]-ld(~t )
[11]
is a special case of Fisher's method of scoring (2)• Here Ot+l denotes the estimate from the t+l TM round of estimation, B(0 t) and d(/) t) the matrix of coefficients and vector of quadratics obtained from estimates of 0 from the tth round. The algorithm is the REML analogue to the ML procedure given by Anderson (1) for V is linear in the parameter vector (2). As V and P have dimensions equal to the number of observations, [9] is of little practical value. For larger data sets, REML is only feasible if a special structure of the matrices can be exploited to evaluate traces and quadratics stepwise from matrices and their products, which can be handled computationally.
THE MODEL
Consider a two-way classification for q traits corresponding to the "usual" dairy model with herd-year-seasons (HYS), one per lactation, as [81 fixed and sires as random effects. Let T = (asi j) and E = (Owl j } denote the q × q symmetric matrices of sire (Gsij) and within sire (Owij) components of variance or covariance, respectively (with both T and E nonsingular). Then there are twice q variance and q(q -1)/2 covariance components O k to be estimated; i.e., k = q(q + 1) so that 0 has elements Os2~, Os~, S2q 2 2
• . . , O , Owl,Owl 2, . . . , Owq. Two major assumptions are required: First, both sires and dams are unrelated; i.e., all [9] relationships are ignored. Second, cows are completely nested within herds; i.e., within sire covariances between herds for cows changing herds cannot be accommodated in the algorithm• Likewise, common environmental co- [10] variances (c2-effects) are zero. Each sire has daughters for all lactations, and u is partitioned according to traits into Ul, u2, .. • , Uq. With sires unrelated this gives: G = T* I s [12] where * denotes the direct matrix product (12) and I s an identity matrix of order s, the number of sires.
Observations are ordered according to traits within individuals, and the kth individual (cow) has records on the first m k traits (lactations). The vector of residuals then can be partitioned into e' = (e'l e~ . . . ec) where C denotes the total number of cows and each e k has length m k. Define E mk = Var(ek); i.e., E mk is the submatrix of E corresponding to the first m k traits. Then for cows unrelated: C R = ~ + E mk [13] k=l where ~+ denotes the direct matrix sum (12) . Hence, R is blockdiagonal for cows and easy to invert. Define Dsi j as a symmetric matrix of dimension (qs) 2 with the submatrices corresponding to the i th and jth and jth and i th trait equal to I s and zero otherwise; and c Dwi j = ~ + Dit~k k=l with Dir~ k a symmetric matrix of order m k with 1 in the ij th and ji th position of the kth cow has a record on the ith and the jth lactation and zero otherwise. By substituting in turn, asi j and Owi j for 0k, [2] can be rewritten as:
Further fixed effects form independent groups and individuals are nested completely within these groups. This is illustrated easily for the dairy example. All year-seasons within a herd form a group as covariances between them arise from cows having lactation records in subsequent years. If cows do not change herds or records after a change of herd are ignored, herds are independent at the cow level; i.e., only connected through sires, and X is blockdiagonal for herds. With subscript h denoting the submatrix or vector for the h th herd, [3] can be written as: 
XHRH lyH
ZhShl yh h=l [15] where H denotes the total number of herds.
Absorbing fixed effects (HYS) results in the absorption matrix S being blockdiagonal for herds; i.e.:
The MME after absorption are then:
This means that herds can be processed one at a time; i.e., that the dimension of all matrix operations involving the data vector (or vector of residuals) is limited by the maximum number of records per herd rather than the total number of observations.
MEYER

THE ALGORITHM
With P and S as defined: (2, 13) where C = (Z'SZ + G -1 )-1 is the inverse of the coefficient matrix in [171. This means that the inverse of a matrix of order qs has to be determined for each round of iteration. The upper limit of the number of sires and traits to be included in any analysis, therefore, is set by the maximal size of matrix that can be inverted.
Elements of the Information Matrix
Defining U = G -1 -G-1CG -1 and using for i, j ~-1 ..... q, and then pre-and postmulriplying by T -1 (14, equation [13] ).
APPLICATION
Materials and Methods
First to third lactation records of British Friesians were obtained for daughters of young sires. Records included calvings prior to November, 1977, for 53 sires used from 1972 to 1973 to 1974 to 1975 in one testing region. Cows with later records were required to have all earlier lactations in the same herd. Consistency of calving ages, calving intervals, and lactation numbers was checked, and herds with only one cow excluded. With small herd-year-season (HYS) subclasses, data structure was improved by adding records for daughters of proven sires calving in the same herd-year-season. As the variation between proven sires is expected to be reduced by selection, these sires were treated as fixed effects; i.e., their daughters contributed information to the components within but not between sires. This was achieved by calculating quadratics and traces required for estimating sire components with only subvectors and submatrices pertaining to young sires. Choosing the six proven sires occurring in most herd-yearseasons gave the data structure shown in Table  1 .
Extending the model of analysis further by fitting six regression coefficients per lactation to correct for the systematic effects of lactation length (linear), month of calving within season (linear), and calving age (linear and quadratic) gave:
where c denotes the vector of regression coefficients and W the corresponding design matrix. The resulting loss of degrees of freedom was ignored, however, yielding a combined REML/ ML algorithm. Accounting for it would have destroyed the block-diagonality of the transformation matrix S. An indirect adjustment though possible but associated with a marked increase of computational requirements was disregarded as the resulting bias of components within sire was of the order of only 1%.
Computing Strategy
Data were ordered according to herds, cows within herds, and lactations per cow. For the first round of iteration, covariances were taken as zero while results from preliminary univariate analyses were used as starting points for variance components. With unequal numbers of records per individual and allowance for error covariances, the coefficient matrix had to be established for each round of iteration separately.
Data were read for one herd at a time, and the absorption matrix S (dropping subscripts h to denote herds for convenience) was determined which involved inversion of a symmetric matrix of order equal to the number of herdyear-season-lactation subclasses in the herd. For each herd, S (halfstored), Sy, W'S, and Z'S (nonzero rows only) were written to disk. With a small number of remaining equations for sires were calculated, B was set up, and estimates were determined according to [ 11 ] . Table 2 illustrates changes of variance and covariance components of fat yield for seven rounds of iteration. Solutions practically converged at round 4 for all traits. Standard errors given were derived from the inverse of the information matrix; i.e., are asymptotic lower bounds for no selection and, therefore, probably underrate sampling variation, in particular if, as in the present example, numbers of records are small. Table 3 gives the resulting estimates of genetic parameters. The data set considered was chosen merely to illustrate the procedure, and, hence, sampling variation is too large to allow inferences. Comparing estimates of variances from the multivariate model with corresponding estimates from univariate analyses revealed on the whole roughly equal estimates of components within sires. Estimates of sire components for later lactations, however, were higher for the multivariate case, as illustrated for fat yield in Table 4 , suggesting the removal of selection bias by the REML algorithm (6) .
Results and Discussion
Computing requirements for the algorithm are extensive both in time and storage capacity. In setting up Z'SZ, the coefficient matrix for sires after absorption of HYS, a matrix of order equal to the number of HYS-lactation subclasses has to be inverted for each herd and round of iteration. With many herds or data covering a wide time period, this may be time consuming. A major requirement for each round of iteration is inversion of Z'SZ + G -1, which is of order qs, i.e., determined by the number of sires and number of traits.
To calculate B space to accumulate q(q + 1)/2 matrices Z'SDwijSZC each of order qs is needed. If this is not available in core so that direct access disc space has to be utilized instead, page turns and, therefore, elapsed time will be high. A large part of the time required per round of iteration is used to determine the part of B corresponding to within sire x within sire components. Calculations to determine traces SDwijSDwk I [26] , and Z'SDwijSDwk 1" SZC [27], for each herd increase quadratically with the number of cows per herd. To evaluate traces z'SnwijSZC Z'SDwklSZC, the third part of [25], t(qs) 2 (= 189 s 2 for q = 3) multiplications and summations are needed. An alternative algorithm utilizing only first derivatives to estimate components within sire reduced the time per round for the present example by about 30%, converged too slowly, however, and was too sensitive to the bad data structure to be of advantage over the algorithm in this paper (5).
