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Abstract. Let S(Λ) be the cyclotomic q-Schur algebra associated to the Ariki-
Koike algebra H . We construct a certain subalgebra S0(Λ) of S(Λ), and show that
it is a standardly based algebra in the sense of Du and Rui. S0(Λ) has a natural
quotient S0(Λ), which turns out to be a cellular algebra. In the case where the
modified Ariki-Koike algebra H ♭ is defined, S0(Λ) coincides with the cyclotomic
q-Schur algebra associated to H ♭. In this paper, we discuss a relationship among
the decomposition numbers of S(Λ), S0(Λ) and S0(Λ). In particular, we show that
some important part of the decomposition matrix of S(Λ) coincides with a part of
the decomposition matrix of S0(Λ).
§0 Introduction
Let H be the Ariki-Koike algebra over an commutative integral domain R with
parameters q, q−1, Q1, . . . , Qr ∈ R, associated to the complex reflection group Wn,r =
G(r, 1, n). In [DJMa] Dipper, James and Mathas introduced the cyclotomic q-Schur
algebras S(Λ) with weight poset Λ as a tool for studying the representations of the
Ariki-Koike algebra H . It is an important problem to determine the decomposition
matrix of S(Λ). In the case where r = 1, the cyclotomic q-Schur algebra coincides with
the q-Schur algebra of [DJ]. In that case, under the condition that R = C and q is
a root of unity, Varagnolo and Vasserot proved in [VV] the decomposition conjecture
due to Leclerc and Thibon [LT], which provides us an algorithm of computing the
decomposition matrix in connection with the canonical basis of the level 1 Fock space
of type A.
It is an open problem to determine the decomposition matrix for S(Λ) in the
case where r ≥ 2. It is known by [A] (see also [DM]) that the determination of the
decomposition matrix of S(Λ) is reduced to the case where r = 1 if the parameters
satisfy the separation condition
(S) q2kQi −Qj are invertible in R for |k| < n, i 6= j.
In [U], Ugolov constructed the canonical basis of the level r Fock space of type A,
and gave an algorithm of computing them. Assume that R = C, and that Qi = qsi
with si+1 − si ≥ n for a root of unity q ∈ C. In that case, Yvonne [Y] formulated
∗The author expresses gratitude to Professor Toshiaki Shoji.
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a conjecture which makes it possible to determine the decomposition matrix of S(Λ)
by means of the algorithm of Ugolov as in the case of r = 1. He showed in [Y] that
the Jantzen sum formula for S(Λ) also holds for the Fock space side in an appropriate
sense, which supports the conjecture.
In this paper, we introduce a certain subalgebra S0(Λ) of S(Λ), motivated in
[SawS], and show that S0(Λ) of S(Λ) is a standardly based algebra in the sense of Du
and Rui [DR1]. S0(Λ) has a natural quotient S0(Λ), which turns out to be a cellular
algebra. We discuss a relationship among the representations of S(Λ), S0(Λ) and
S0(Λ). In particular we show, in the case where R is a field, that a certain important
part of the decomposition matrix of S(Λ) coincides with a part of the decomposition
matrix of S0(Λ). This reduces a computation of some decomposition numbers of S(Λ)
to that of S0(Λ) which seems to have a simpler structure than S(Λ).
The modified Ariki-Koike algebra H ♭ over R was discussed in [SawS], which has
the same parameter set as H , but under the condition that
(∗) Qi −Qj are invertible in R for any i 6= j.
Note that the condition (∗) is weaker than the separation condition (S). It is known
in [S] that H ♭ is isomorphic to H when R is a field, and the parameters satisfies the
separation condition. Let m = (m1, . . . , mr) be a tuple of non-negative integers, and
P˜n,r = P˜n,r(m) the set of all r-compositions λ = (λ(1), . . . , λ(r)) such that λ(i) ∈ Z
mi
≥0. A
representation of H ♭ on a tensor space V ⊗n was constructed in [S], where V =
⊕r
i=1 Vi
and Vi is a free R-module of rank mi satisfying the condition that
(∗∗) mi ≥ n for all i.
In [SawS] we have defined the cyclotomic q-Schur algebra S♭(m, n) with the poset
Λ = P˜n,r as the endomorphism algebra EndH ♭ V
⊗n. Moreover, we have constructed a
certain subalgebra S0(m, n)♭ of S(Λ) which has a surjective algebra homomorphism
f̂ : S0(m, n)♭ → S♭(m, n). Note that S0(m, n)♭ (resp. S♭(m, n)) coincides with the
previous S0(Λ) (resp. S0(Λ)) whenever the conditions (∗) and (∗∗) are satisfied.
By a result of [SawS], the decomposition matrix of S♭(m, n) can be described in
terms of the decomposition matrices for q-Schur algebras, which are computable by the
theorem of Varagnolo-Vasserot. Thus our results determine a part of the decomposition
matrix for S(Λ) in the case where R = C and the parameters Qi = qsi are all distinct
for a root of unity q ∈ C.
The details of the paper are as follows. In Section 1 we recall the notations
and basic results on the representation theory of the Ariki-Koike algebras and the
cyclotomic q-Schur algebras. In Section 2 we investigates the subalgebra S0(Λ) of
S(Λ). We show that S0(Λ) is a standardly based algebra in the sense of Du and
Rui [DR1], which is a natural extension of the cellular algebra. Section 3 discusses
the relationship between S0(Λ) and S(Λ), and their Weyl modules Z(λ,0) and W λ
for a multipartition (or r-partition) λ in Λ, respectively. More precisely, we show that
Z(λ,0)⊗S0(Λ)S(Λ) ≃W
λ. Even though S0(Λ) is not cellular, the Weyl module Z(λ,0) has
the radical and we can discuss almost similar to the cellular theory, i.e, we can define
irreducible modules Lλ0 of S
0(Λ) in a similar way as defining of irreducible modules
Lλ of S(Λ). In turn, in Section 4 we study the relationship between S♭(m, n) (or
S0(Λ)) and S0(Λ) and their Weyl modules. For a multipartition λ ∈ Λ, let Z
λ
be the
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Weyl module of S0(Λ). Since S0(Λ) is a cellular algebra, we can also define irreducible
modules L
λ
. Because S0(Λ) is a quotient of S0(Λ) by S00(Λ), we can regard Z
λ
and L
λ
as S0(Λ)-modules. Under this setting, we can verify that the decomposition number
[Z
λ
: L
µ
] is equal to the decomposition number [Z(λ,0) : Lµ0 ] for any multipartitions λ, µ
in Λ when R is a field. In section 5, we estimate the decomposition number [W λ : Zµ]
by working use of the induction of Z(λ,0) and the restriction of W λ. Suppose that
R is a field. Our main result asserts that [Z
λ
: L
µ
] = [Z(λ,0) : Lµ0 ] = [W
λ : Lµ] for
all multipartitions λ, µ in Λ such that λ = (λ(1), . . . , λ(r)), µ = (µ(1), . . . , µ(r)) with
|λ(i)| = |µ(i)|. Finally, we denote by [W λ
(i)
: Lµ
(i)
] (1 ≤ i ≤ r) the decomposition
number of Lµ
(i)
in W λ
(i)
. Again suppose that R is a field. Moreover, assume that
Λ = P˜n,r(m) and the previous conditions (∗), (∗∗). Then, as a corollary, we have that
[W λ : Lµ] =
∏r
i=1[W
λ(i) : Lµ
(i)
] for all multipartitions λ, µ in P˜n,r(m) as above.
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§1 Preliminaries on Ariki-Koike algebras and Cyclotomic q-Schur
algebras
1.1. Fix positive integers r and n and let Sn be the symmetric group of degree n. Let
R be an integral domain with 1 and q, Q1, . . . , Qr be elements in R, with invertible q.
The Ariki-Koike algebra associated to the complex reflection group Wn,r = G(r, 1, n),
is the associative unital algebra H = Hn,r over R with generators T1, . . . , Tn subject
to the following conditions,
(T1 −Q1) · · · (T1 −Qr) = 0,
(Ti − q)(Ti + q
−1) = 0 (i ≥ 2),
T1T2T1T2 = T2T1T2T1,
TiTj = TjTi (|i− j| ≥ 2),
TiTi+1Ti = Ti+1TiTi+1 (2 ≤ i ≤ n− 1).
It is known that H is a free R-module of rank n!rn. The subalgebra H (Sn) of
H generated by T2, . . . , Tn is isomorphic to the Iwahori-Hecke algebra Hn of the
symmetric group Sn.
For i = 2, . . . , n let si be the transposition (i − 1, i) in Sn.Then {s2, . . . , sn}
generate Sn. For w ∈ Sn, we set Tw = Ti1 · · ·Tik where w = si1 · · · sik is a reduced
expression. Then Tw is independent of the choice of a reduced expression. We also
put Lk = Tk · · ·T2T1T2 · · ·Tk for k = 1, 2, . . . , n. Note that all L1, . . . , Ln commutes.
Moreover, these elements produce a basis of H .
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Theorem 1.2 ([AK, Theorem 3.10]). The Ariki-Koike algebra H is free as an R-
module with basis {La11 · · ·L
an
n Tw | w ∈ Sn, 0 ≤ ai < r for 1 ≤ i ≤ n}.
Recall that a composition of n is sequence σ = (σ1, σ2, . . .) of non-negative integers
such that |σ| =
∑
i σi = n. σ is a partition if in addition σ1 ≥ σ2 ≥ · · · . If σi = 0 for
all i > k then we write σ = (σ1, . . . , σk).
An r-composition (or multicomposition) of n is an r-tuple λ = (λ(1), . . . , λ(r))
of compositions with λ(i) = (λ
(i)
1 , λ
(i)
2 , . . .) such that |λ
(1)| + · · · + |λ(r)| = n. An r-
composition λ is an r-partition if each λ(i) is a partition. If λ is an r-partition of
n then we write λ ⊢ n. The diagram [λ] of the r-composition λ is the set [λ] =
{(i, j, s) | 1 ≤ i ≤ λ(s)j , 1 ≤ s ≤ r}. The elements of [λ] are called nodes. The
set of r-compositions of n is partially ordered by dominance, i.e, if λ and µ are two
r-compositions then λ dominates µ, and we write λ☎ µ, if
s−1∑
c=1
|λ(c)|+
i∑
j=1
|λ(s)j | ≥
s−1∑
c=1
|µ(c)|+
i∑
j=1
|µ(s)j |
for 1 ≤ s ≤ r and for all i ≥ 1. If λ☎ µ and λ 6= µ then we write λ✄ µ.
If λ is an r-composition let Sλ = Sλ(1) × · · · ×Sλ(r) be the corresponding Young
subgroup of Sn. Set
xλ =
∑
w∈Sλ
ql(w)Tw, u
+
λ =
r∏
s=2
as∏
k=1
(Lk −Qs),
where as = |λ
(1)| + · · · + |λ(s−1)| for 2 ≤ s ≤ r. If s = 1 then we set as = 0. Set
mλ = xλu
+
λ = u
+
λ xλ and define M
λ to be the right ideal Mλ = mλH of H .
For any r-composition µ, a µ-tableau t = (t(1), . . . , t(r)) is a bijection t : [µ] →
{1, 2, . . . , n}, where t(i) is a tableau of Shape(t(i)) = µ(i). We write Shape(t) = µ if
t is a µ-tableau. A µ-tableau t is called standard (resp. row standard) if all t(i) are
standard (resp. row standard). Let Std(λ) be the set of standard λ-tableaux.
For each r-composition µ, let tµ be the µ-tableau with the numbers 1, 2, . . . , n
attached in order from left to right along its rows and from top to bottom, and from
µ(1) to µ(r). If t is any row standard µ-tableau let d(t) ∈ Sn be the unique permutation
such that t = tµd(t). Furthermore, let ∗ : H → H be the anti-isomorphism given by
T ∗i = Ti for i = 1, 2, . . . , n, and set mst = T
∗
d(s)mλTd(t).
Theorem 1.3 ([DJMa, Theorem 3.26; Murphy bases]). The Ariki-Koike algebra H
is free as an R-module with cellular basis {mst | s, t ∈ Std(λ) for some λ ⊢ n}.
Here, and below, whenever we write expressions involving a pair of tableaux (such
as mst or ϕST and so on), we implicitly assume that the two tableaux are of the same
shape.
1.4. For each r-partition λ let H λ be the R-submodule of H with basis {mub | u, b ∈
Std(µ) for some µ✄ λ}. Then H λ is a two-sided ideal of H .
Let Sλ be the Specht module (or cell module) corresponding to the r-partition
λ. Thus, Sλ = (mλ + H
λ)H , a submodule of H /H λ. For each t ∈ Std(λ) let
mt = mtλt+ H
λ. Then Sλ is free as an R-module with basis {mt | t ∈ Std(λ)}.
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Furthermore, there is an associative symmetric bilinear form on Sλ which is de-
termined by
mtλsmttλ ≡ 〈ms, mt〉mtλtλ mod H
λ
for all s, t ∈ Std(λ). The radical radSλ of this form is again an H -module, so Dλ =
Sλ/radSλ is an H -module. When R is a field, Dλ is either 0 or absolutely irreducible
and all the simple H -modules up to isomorphisms arise uniquely in this way.
We can now give a definition of the cyclotomic q-Schur algebras. A set Λ of r-
compositions of n is saturated if Λ is finite and whenever λ is an r-partition such that
λ☎ µ for some µ ∈ Λ then λ ∈ Λ. If Λ is a saturated set of r-compositions, we denote
by Λ+ be the set of r-partitions in Λ.
Definition 1.5. Suppose that Λ is a saturated set of multicompositions of n. The
cyclotomic q-Schur algebra with weight poset Λ is the endomorphism algebra
S(Λ) = EndH (M(Λ)), where M(Λ) =
⊕
λ∈Λ
Mλ.
Let λ be an r-partition and µ an r-composition. A λ-Tableau of type µ is a map
T : [λ] → {(i, s) | i ≥ 1, 1 ≤ s ≤ r} such that µ(s)i = ♯{x ∈ [λ] | T (x) = (i, s)} for all
i ≥ 1 and 1 ≤ s ≤ r. We regard T as an r-tuple T = (T (1), . . . , T (r)), where T (s) is
the λ(s)-tableau with T (s)(i, j) = T (i, j, s) for all (i, j, s) ∈ [λ]. In this way we identify
the standard tableaux above with the Tableaux of type w = ((0), . . . , (1n)). If T is a
Tableau of type µ then we write Type(T ) = µ.
Given two pairs (i, s) and (j, t) write (i, s)  (j, t) if either s < t, or s = t and
i ≤ j.
Definition 1.6. A Tableau T is (row) semistandard if, for 1 ≤ t ≤ r, the entries in
T (t) are
(i) weakly increasing along the rows with respect to ,
(ii) strictly increasing down columns,
(iii) (i, s) appears in T (t) only if s ≥ t.
Let T0(λ, µ) be the set of semistandard λ-Tableaux of type µ and let T0(λ) =
T Λ0 (λ) =
⋃
µ∈Λ T0(λ, µ).
Notice that if T0(λ, µ) is non-empty, then λ☎ µ.
Suppose that t is a standard λ-tableau and let µ be an r-composition. Let µ(t) be
the Tableau obtained from t by replacing each entry j with (i, k) if j appears in row i
of (tµ)(k). The tableau µ(t) is a λ-Tableau of type µ. It is not necessarily semistandard.
If S and T are semistandard λ-Tableaux of type µ and ν respectively, let
mST =
∑
s,t∈Std(λ)
µ(s)=S, ν(t)=T
ql(d(s))+l(d(t))mst.
For S and T as above we define a map ϕST on M(Λ) by ϕST (mαh) = δανmSTh,
for all h ∈ H and all α ∈ Λ. Here δαν is the Kronecker delta, i.e, δαν = 1 if α = ν
and it is zero otherwise. Then ϕST is well-defined, and it belongs to S(Λ). Moreover,
Theorem 1.7 ([DJMa, Theorem 6.6]). The cyclotomic q-Schur algebra S(Λ) is free
as an R-module with cellular basis C(Λ) = {ϕST | S, T ∈ T Λ0 (λ) for some λ ∈ Λ
+}.
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The basis {ϕST} is called a semistandard basis of S(Λ). Since this basis is cellular,
the map ∗ : S(Λ)→ S(Λ) which is determined by ϕ∗ST = ϕTS is an anti-automorphism
of S(Λ). This involution is closely related to the ∗-involution on H . Explicitly,
if ϕ : Mν → Mµ is an H -module homomorphism then ϕ∗ : Mµ → Mν is the
homomorphism given by ϕ∗(mµh) = (ϕ(mν))
∗h, for all h ∈ H .
For each r-partition λ ∈ Λ+, we define S∨λ = S∨(Λ)λ as the R-span of ϕST such
that S, T ∈ T Λ0 (α) with α✄λ, which is a two-sided ideal of S(Λ). We define the Weyl
module W λ by the right S(Λ)-submodule of S(Λ)/S∨(Λ)λ generated by the image
ϕλ = ϕTλTλ ∈ S(Λ) where T
λ = λ(tλ). For each T ∈ T Λ0 (λ), let ϕT be the image of
ϕTλT in W
λ. Then the Weyl module W λ is R-free with basis {ϕT | T ∈ T Λ0 (λ)}. As in
the case of Specht modules there is an inner product on W λ which is determined by
ϕTλSϕTTλ ≡ 〈ϕS, ϕT 〉ϕTλTλ mod S
∨λ.
Let radW λ = {x ∈ W λ | 〈x, y〉 = 0 for all y ∈ W λ}. The quotient module
Lλ = W λ/radW λ is absolutely irreducible and {Lλ | λ ∈ Λ+} is a complete set of
non-isomorphic irreducible S(Λ)-modules.
1.8. For an r-composition µ, we define the type α = α(µ) of µ by α = (n1, . . . , nr)
with ni = |µ(i)|, and the size of µ by n =
∑r
i=1 ni. We also define a sequence a =
a(µ) = (a1, . . . , ar). (Recall that ai =
∑i−1
k=1 |µ
(k)| =
∑i−1
k=1 nk.)
We define a partial order ≥ on the set Zr≥0 by a ≥ a
′ for a = (a1, . . . , ar), a
′ =
(a′1, . . . , a
′
r) ∈ Z
r
≥0 if ai ≥ a
′
i for any i. We write a > a
′ if a ≥ a′ and a 6= a′. It is clear
that
(1.1) If λ☎ µ, then a(λ) ≥ a(µ) for r-compositions λ, µ.
Hence if T0(λ, µ) is non-empty, then λ☎ µ, and so we have a(λ) ≥ a(µ).
For any r-partition λ and r-composition µ, we define a subset T +0 (λ, µ) of T0(λ, µ)
by
T +0 (λ, µ) = {S ∈ T0(λ, µ) | a(λ) = a(µ)}.
Note that the condition a(λ) = a(µ) is equivalent to α(λ) = α(µ). Take S ∈ T +0 (λ, µ).
Then one can check that S ∈ T +0 (λ, µ) if and only if each entry of S
(k) is of the
form (i, k) for some i. Hence in this case S(k) can be identified with a semistandard
λ(k)-Tableau of type µ(k) under the usual definition of the semistandard Tableaux for
1-partitions λ(k) and 1-compositions µ(k). It follows that we have a bijection
T +0 (λ, µ) ≃ T0(λ
(1), µ(1))× · · · × T0(λ
(r), µ(r))
via S ↔ (S(1), . . . , S(r)). Moreover, if s ∈ Std(λ) is such that µ(s) = S with S ∈
T +0 (λ, µ), then the entries of i-th component of s consist of numbers ai + 1, . . . , ai+1
for a(λ) = (a1, . . . , ar). In particular, d(s) ∈ Sα for α = α(λ).
Fix an r-tuplem = (m1, . . . , mr) of non-negative integers. Then, an r-composition
µ = (µ(1), . . . , µ(r)) with µ(i) = (µ
(i)
1 , . . . , µ
(i)
mi) ∈ Z
mi
≥0 is called an (r,m)-composition,
and (r,m)-partition is defined similarly. We denote by P˜n,r = P˜n,r(m) (resp. Pn,r =
Pn,r(m)) the set of (r,m)-compositions (resp. (r,m)-partitions) of size n. (Note
that Pn,r(m) are naturally identified with each other for any m such that mi ≥ n.
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However, P˜n,r depends on the choice of m.) Finally, let
C0(Λ) =
⋃
µ,ν∈Λ, λ∈Λ+
{ϕST ∈ C(Λ) | S ∈ T0(λ, µ), T ∈ T0(λ, ν),
a(λ) > a(µ) if α(µ) 6= α(ν)}
and we define S0(Λ) as the R-submodule of S(Λ) with basis C0(Λ).
§2 The standard basis for S0(Λ)
2.1. In [SawS], the R-submodule S0(Λ) was constructed as an R-subalgebra of S(Λ)
when Λ = P˜n,r subject to the conditions (∗), (∗∗) in Introduction. But, as a fact, S0(Λ)
becomes an R-subalgebra with no condition and it become a standardly based algebra
in the sense of [DR1] which is an extension of the cellular algebra. The standardly
based algebra has a basis, namely standard basis, corresponding to the cellular basis
in the case of the cellular algebra. The aim of this section is to prove that S0(Λ) is an
R-subalgebra of S(Λ) and C0(Λ) is a standard basis for S0(Λ).
First, we recall the definition of standardly based algebras in [DR1].
Definition 2.2 ([DR1]). Assume that R is a commutative ring with 1. Let A be an R-
algebra and (Λ,≥) a poset. A is called a standardly based algebra on Λ (or standardly
based) if the following conditions hold.
(a) For any λ ∈ Λ, there are index sets I(λ),J(λ) and subsets
A
λ = {aλi,j | (i, j) ∈ I(λ)× J(λ)}
of A such that the union A =
⋃
λ∈Λ
A λ is disjoint and forms an R-basis for A.
(b) For any a ∈ A, aλi,j ∈ A , we have
a · aλi,j ≡
∑
i′∈I(λ)
fi′,λ(a, i) a
λ
i′,j mod A(> λ)
aλi,j · a ≡
∑
j′∈J(λ)
fλ,j′(j, a) a
λ
i,j′ mod A(> λ),
where A(> λ) is the R-submodule of A spanned by A µ with µ > λ, and fi′,λ(a, i),
fλ,j′(j, a) ∈ R are independent of j and i, respectively. Such a basis A is called a
standard basis for the algebra A.
Note that the cellular algebra is a special case of the standardly based algebras.
We prepare some notation.
Let
Ω = (Λ+ × {0, 1}) \ {(λ, 1) | T0(λ, µ) = ∅ for any µ ∈ Λ such that a(λ) > a(µ)}
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and we define a partial order (λ1, ε1) ≥ (λ2, ε2) on Ω by (λ1, ε1) > (λ2, ε2) if λ1 ✄ λ2,
or λ1 = λ2 and ε1 > ε2. For a (λ, ε) ∈ Ω, we define index sets I(λ, ε), J(λ, ε) by
I(λ, ε) =

T +0 (λ) if ε = 0,⋃
µ∈Λ, a(λ)>a(µ)
T0(λ, µ) if ε = 1,
J(λ, ε) =
{
T +0 (λ) if ε = 0,
T0(λ) if ε = 1,
where T +0 (λ) =
⋃
µ∈Λ T
+
0 (λ, µ). Then I(λ, ε) and J(λ, ε) are not empty for all (λ, ε) ∈
Ω. Assume that (λ, ε) ∈ Ω. We define a subset C0(λ, ε) of S0(Λ) by
C0(λ, ε) = {ϕST | (S, T ) ∈ I(λ, ε)× J(λ, ε)}.
It is easy to see that
(2.1) the union
⋃
(λ,ε)∈Ω
C0(λ, ε) is disjoint and is equal to the set C0(Λ).
First, we need the following Lemma.
Lemma 2.3 ([M2]). Suppose that λi ∈ Λ+ and µi, νi ∈ Λ (i = 1, 2). Assume that
ϕS1T1, ϕS2T2 ∈ C(Λ) where Si ∈ T0(λi, µi), Ti ∈ T0(λi, νi). Then
ϕS1T1 · ϕS2T2 = δν1µ2 ·
∑
λ∈Λ+, λ☎λ1andλ2,
S∈T0(λ,µ1), T∈T0(λ,ν2)
rST · ϕST
where rST ∈ R, and δν1µ2 is such that δν1µ2 = 1 if ν1 = µ2 and it is zero otherwise.
Proof. This lemma was shown by Mathas [M2, (2.8)]. However, since this fact itself is
important for later discussions, we give the proof here.
It is sufficient to consider the case where ν1 = µ2. For all µ ∈ Λ, by definition
of ϕST , we may suppose that ϕS2T2(mµ) = δµν2mS2T2 = δµν2mµ2h with some h ∈ H .
Since mSiTi ∈ M
νi∗ ∩ Mµi (i = 1, 2), we have (ϕS1T1 · ϕS2T2)(mµ) = δµν2mS1T1h ∈
Mν2∗ ∩Mµ1 . By [DJMa, Proposition 6.3], we deduce that
mS1T1h =
∑
λ∈Λ+,
S∈T0(λ,µ1), T∈T0(λ,ν2)
rST ·mST
where rST ∈ R. Therefore,
ϕS1T1 · ϕS2T2 =
∑
λ∈Λ+,
S∈T0(λ,µ1), T∈T0(λ,ν2)
rST · ϕST .
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Note that the set {ϕST} is the cellular basis for S(Λ) by [DJMa, Theorem 6.6]. Then
by the property of cellular basis, the last sum is over λ ∈ Λ+ with λ☎ λ1 and λ☎ λ2,
S ∈ T0(λ, µ1) and T ∈ T0(λ, ν2). This proves the lemma. 
For all λ ∈ Λ+, µ, ν ∈ Λ with T0(λ, µ), T0(λ, ν) 6= ∅ and every S ∈ T0(λ, µ),
T ∈ T0(λ, ν), since definitions of ϕST and mST we find that
(ϕSTλϕTλT )(mµ′) = δµ′ν · ϕSTλ(mTλT ) = δµ′ν · ϕSTλ(mλ)
∑
t∈Std(λ)
ν(t)=T
Td(t)
= δµ′ν ·mSTλ
∑
t∈Std(λ)
ν(t)=T
Td(t) = δµ′ν ·mST
where µ′ ∈ Λ. Therefore,
(2.2) ϕSTλϕTλT = ϕST (for
∀S ∈ T0(λ, µ),
∀ T ∈ T0(λ, ν)).
The next lemma is a sharper version of Lemma 2.3.
Lemma 2.4. Suppose that λi ∈ Λ+ and µi, νi ∈ Λ (i = 1, 2), and let ν1 = µ2. Assume
that ϕS1T1, ϕS2T2 ∈ C
0(Λ) where Si ∈ T0(λi, µi), Ti ∈ T0(λi, νi). Then
ϕS1T1 · ϕS2T2 =

∑
ϕST∈C0(λ1,0)
rST · ϕST +
∑
λ✄λ1
∑
ϕST∈C0(λ)
rST · ϕST ,
if ϕS1T1 ∈ C
0(λ1, 0),
∑
λ☎λ1
∑
ϕST∈C0(λ,1)
rST · ϕST , if ϕS1T1 ∈ C
0(λ1, 1),∑
λ☎λ2
∑
ϕST∈C0(λ)
rST · ϕST , if ϕS2T2 ∈ C
0(λ2, 0),∑
λ☎λ2
∑
ϕST∈C0(λ,1)
rST · ϕST , if ϕS2T2 ∈ C
0(λ2, 1),
where rST ∈ R and C
0(λ) = C0(λ, 0) ∪ C0(λ, 1) and all λ, S, T occurring in the above
formulas are such that λ ∈ Λ+, and the semistandard Tableaux S, T with Type(S) = µ1
and Type(T ) = ν2, respectively.
Hence the S0(Λ) is a subalgebra of S(Λ).
Proof. By Lemma 2.3, ϕS1T1 ·ϕS2T2 is a linear combination of ϕST , where S ∈ T0(λ, µ1),
T ∈ T0(λ, ν2) with λ ∈ Λ+, λ☎ λ1 and λ2.
First assume that ϕS1T1 ∈ C
0(λ1, 0). Then for the above ϕST , we have a(λ) > a(µ)
if α(µ) 6= α(ν2) since ϕS2T2 ∈ C
0(Λ) and λ ☎ λ2 (Note that µ ☎ ν ⇒ a(µ) ≥ a(ν) for
µ, ν ∈ Λ. cf. (1.1)). So ϕST ∈ C0(Λ), hence ϕST ∈ C0(λ, 0) ∪ C0(λ, 1). Moreover, the
case ϕST ∈ C0(λ1, 1) cannot happen. In fact, if it happens, then α(λ1) 6= α(µ1) which
contradicts our assumption that ϕS1T1 ∈ C
0(λ1, 0). Therefore, the first equality holds.
The second equality is easy. In fact, assume that ϕS1T1 ∈ C
0(λ1, 1). Then ϕST ,
as in the previous case, are elements in the C0(λ, 1) since λ ☎ λ1 and a(λ1) > a(µ1).
Hence we obtain the second one.
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Next assume that ϕS2T2 ∈ C
0(λ2, 0). If α(µ1) 6= α(ν2), then the definition of
C0(λ2, 0) and our assumption µ2 = ν1 implies that α(µ1) 6= α(ν1). It follows that
a(λ1) > a(µ1) since ϕS1T1 ∈ C
0(Λ). Thus we have a(λ) > a(µ1) by λ☎ λ1. This shows
that ϕST is in C0(Λ). Therefore ϕST ∈ C0(λ, 0)∪C0(λ, 1) and the third equality holds.
Finally, suppose that ϕS2T2 ∈ C
0(λ2, 1). If α(µ1) = α(ν1) then a(λ2) > a(µ1) since
ϕS2T2 ∈ C
0(λ2, 1) and µ2 = ν1 by our assumption. Hence a(λ) > a(µ1), since λ ☎ λ2.
On the other hand, if α(µ1) 6= α(ν1) then also a(λ) > a(µ1) and ϕS1T1 ∈ C
0(Λ) and
λ☎λ1. This argument means that ϕST ∈ C0(λ, 1) and hence the fourth equality holds.
The lemma is proved. 
2.5. Let µ ∈ Λ. We define ϕµ ∈ S(Λ) as the identity map on Mµ and zero map on
Mκ with κ 6= µ. Moreover, let 1S(Λ) be the identity element of S(Λ). Then, from the
definition, we can write 1S(Λ) =
∑
µ∈Λ ϕµ. On the other hand, since ϕµ(mµ) = mµ ∈
Mµ∗ ∩Mµ, we have
ϕµ(mµ) =
∑
S,T∈T0(λ,µ)
λ∈Λ+
rS,T ·mST (rS,T ∈ R)
by [DJMa, Proposition 6.3]. This shows that
(2.3) ϕµ =
∑
S,T∈T0(λ,µ)
λ∈Λ+
rS,T · ϕST ( for any µ ∈ Λ).
Thus all the ϕST in the right hand side are contained in C0(Λ). Hence we have
(2.4) 1S(Λ) =
∑
µ∈Λ
∑
S,T∈T0(λ,µ)
λ∈Λ+
rS,T · ϕST ∈ S
0(Λ).
For any (λ, ε) ∈ Ω, we define by S∨(λ,ε)0 = S
0(Λ)(> (λ, ε)) the R-submodule of
S0(Λ) spanned by ϕUV where (U, V ) ∈ I(λ′, ε′) × J(λ′, ε′) for some (λ′, ε′) ∈ Ω with
(λ′, ε′) > (λ, ε). Note that S0(Λ)∩S∨λ = S∨(λ,1)0 for every λ ∈ Λ
+. Similarly, we define
S0(Λ)(≥ (λ, ε)) as the R-submodule spanned by ϕUV with (λ′, ε′) ≥ (λ, ε).
We can now state.
Theorem 2.6. The subalgebra S0(Λ) is standardly based on (Ω,≥) with standard basis
C0(Λ), that is,
(i) The union
⋃
(λ,ε)∈Ω
C0(λ, ε) = C0(Λ) is disjoint and forms an R-basis for S0(Λ).
(ii) For any ϕ ∈ S0(Λ), ϕST ∈ C0(λ, ε), we have
(2.5)
ϕ · ϕST ≡
∑
S′∈I(λ,ε)
fS′,(λ,ε)(ϕ, S) · ϕS′T mod S
∨(λ,ε)
0
ϕST · ϕ ≡
∑
T ′∈J(λ,ε)
f(λ,ε),T ′(T, ϕ) · ϕST ′ mod S
∨(λ,ε)
0 ,
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where ϕS′T , ϕST ′ ∈ C0(Λ) and fS′,(λ,ε)(ϕ, S), f(λ,ε),T ′(T, ϕ) ∈ R are independent of
T and S, respectively.
Proof. The first condition (i) is immediate from (2.1). We show (ii). Take ϕST ∈
C0(λ, ε) and ϕ ∈ S0(Λ). Note that ϕST is an element in C(Λ) which is the cellular
basis for S(Λ) and ϕ is an element in S(Λ). Hence, by the property of cellular basis,
ϕST · ϕ can be written as
ϕST · ϕ =
∑
T ′∈T0(λ)
rT ′ · ϕST ′ +
∑
λ′∈Λ+, λ′✄λ
U,V ∈T0(λ′)
rUV · ϕUV
with rT ′, rUV ∈ R, where rT ′ does not depend on S. Then by rewriting ϕ as a linear
combination of the basis elements in C0(Λ) and by combining the formulas in Lemma
2.4, we obtain the second equality. By a similar argument, applying the third and
fourth formulas in Lemma 2.4 instead, the first equality also holds. The theorem
follows. 
2.7. (cf. [DR1]). Let A be a standardly based algebra on Λ as given in 2.2. For
any λ ∈ Λ, let fλ : J(λ) × I(λ) → R be a function, whose value fλ(j, i′) at (j, i′) ∈
J(λ)× I(λ) is defined by
aλija
λ
i′j′ ≡ fλ(j, i
′)aλij′ mod A(> λ).
The function fλ induces a bilinear form βλ : A
λ × Aλ → R such that βλ(a
λ
ij, a
λ
i′j′) =
fλ(j
′, i), where Aλ is the free R-submodule of A spanned by aλij for all (i, j) ∈ I(λ)×
J(λ). We say A is a standardly full -based algebra if Im(βλ) = R for all λ ∈ Λ.
The following result has been proved by Du and Rui [DR2, (3.2.1), (4.2.7)].
Theorem 2.8 ([DR2]). Suppose that A is a standardly based algebra.
(i) Let R be a commutative Noetherian ring. If A is a standardly full-based algebra,
then A is a quasi-hereditary algebra over R in the sense of [CPS].
(ii) If R is a commutative local Noetherian ring, then A is split quasi-hereditary if
and only if A is a standardly full-based algebra.
2.9. We shall show that the S0(Λ) turns out to be a standardly full-based algebra
under a certain condition. For (λ, 1) ∈ Ω, put λ = (λ(1), . . . , λ(r)), λ(i) = (λ(i)1 , . . . , λ
(i)
ni )
and take the smallest positive integer l such that |λ(l)| 6= 0 (1 ≤ l ≤ r). Note that l 6= r
since (λ, 1) ∈ Ω. Then, one can define an r-partition λ† associated to λ as follows,
λ† = (λ†(1), . . . , λ†(r)),
λ†(l) = (1, 1, . . . , 1︸ ︷︷ ︸)
|λ(l)|−1 times
, λ†(l+1) = (1, 1, . . . , 1︸ ︷︷ ︸)
|λ(l+1)|+1 times
,
λ†(j) = (1, 1, . . . , 1︸ ︷︷ ︸)
|λ(j)| times
(j 6= l, l + 1).
(If |λ(j)| = 0 then λ†(j) is the empty partition.)
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We remark that λ† is defined only when (λ, 1) ∈ Ω, and it satisfies the property
(2.6) a(λ) > a(λ†).
Moreover, let T λ† be a semistandard λ-Tableau of type λ† in which the entries are
laid in increasing order from “left-upper” to right along the rows. (The “left-upper”
means that the left has priority over the upper.) For example, if λ = ((3, 2, 1), (2, 2))
then λ† = ((15), (15)) and
T λ† =
(
(1,1) (2,1) (3,1)
(4,1) (5,1)
(1,2)
,
(2,2) (3,2)
(4,2) (5,2)
)
.
Thus, if s ∈ Std(λ) and λ†(s) = T λ† then s = tλ.
Finally, let
Pn(q, Q1, . . . , Qr) =
n∏
i=1
(1 + q + · · ·+ qi−1) ·
r−1∏
j=1
∏
−n<k<n
(q2kQj −Qj+1).
We have the following result.
Proposition 2.10. Assume that R is a commutative Noetherian ring. Suppose that
Pn(q, Q1, . . . , Qr) ∈ R is invertible, and λ
† ∈ Λ+ for any (λ, 1) ∈ Ω. Then S0(Λ) is
the standardly full-based, and hence is quasi-hereditary over R.
Proof. For all (λ, ε) ∈ Ω, it is enough to show that there exists some T ∈ I(λ, ε) ∩
J(λ, ε) such that (ϕTT )
2 ≡ r · ϕTT mod S
∨(λ,ε)
0 with r ∈ R invertible. If (λ, 0) ∈ Ω
then one can take T = T λ. Since ϕTλTλ is the identity map on M
λ, this case is
immediate.
Assume that (λ, 1) ∈ Ω. First, we claim that
(2.7) mλ · (L|λ(l)| −Ql+1) ≡ (q
2kQl −Ql+1) ·mλ mod H
λ
where l is the integer attached to λ as in 2.9, and k is some integer such that |k| < n
and H λ is as in 1.4. In fact, applying James-Mathas’ result [JM, Proposition 3.7] for
t
λ and |λ(l)|, we see that mλ · L|λ(l)| ≡ q
2kQl ·mλ mod H λ and hence (2.7) holds.
Now, by (2.6) and by our assumption, one can choose the element ϕTλ†Tλ† ∈
C0(λ, 1). For any µ′ ∈ Λ, we have ϕTλ†Tλ†(mµ′) = δµ′λ† ·mtλtλ = δµ′λ† ·mλ. Hence
(2.8)
(ϕTλ†Tλ†)
2(mµ′) = δµ′λ†(ϕTλ†Tλ†)(mλ) = δµ′λ†(ϕTλ†Tλ†)(u
+
λ xλ)
= δµ′λ†(ϕTλ†Tλ†)(mλ†(L|λ(l)| −Ql+1)xλ)
= δµ′λ† ·mλ(L|λ(l)| −Ql+1)xλ
where the second and the third equality follows from the definition of mλ and mλ† ,
respectively. Note that mλxλ = P (q)mλ where P (q) is some products of Poincare´
polynomials. Therefore, by (2.7), we have
(ϕTλ†Tλ†)
2(mµ′) =
{
P (q) · (q2kQl −Ql+1)mλ + h if µ′ = λ†
0 otherwise ,
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where h ∈ H λ. Now, by definition, (ϕTλ†Tλ†)
2(mλ†) ∈ M
λ†∗ ∩Mλ
†
. So, by [DJMa,
Proposition 6.3], (ϕTλ†Tλ†)
2(mλ†) =
∑
rUVmUV where rUV ∈ R and the sum is over
U, V ∈ T0(α, λ†) for some α ∈ Λ+. Hence, by (2.8) and by a property of cellular basis,
we deduce that
P (q) · (q2kQl −Ql+1)mλ ≡ (ϕTλ†Tλ†)
2(mλ†) mod H
λ
= mλ(L|λ(l)| −Ql+1)xλ = mTλ†Tλ†(L|λ(l)| −Ql+1)xλ
=
∑
T ′∈T0(λ,λ†)
rT ′mTλ†T ′ +
∑
U ′,V ′ rU ′V ′mU ′V ′
where rT ′, rU ′V ′ ∈ R and the last sum is over U ′, V ′ ∈ T0(α, λ†) for α ∈ Λ+ such
that α ✄ λ. Comparing the coefficient of mTλ†T ′ on both sides reveals that rTλ† =
P (q) · (q2kQl − Ql+1) and rT ′ = 0 unless T ′ = T λ†. Thus, (ϕTλ†Tλ†)
2(mλ†) = P (q) ·
(q2kQl − Ql+1)(ϕTλ†Tλ†)(mλ†) +
∑
U ′,V ′ rU ′V ′ϕU ′V ′(mλ†). Consequently, (ϕTλ†Tλ†)
2 ≡
P (q) · (q2kQl −Ql+1) · ϕTλ†Tλ† mod S
∨(λ,1)
0 . By our assumption, P (q) · (q
2kQl −Ql+1)
is invertible and the proposition follows. 
§3 A relationship between S0(Λ) and S(Λ)
3.1. We shall describe a relationship between the original cyclotomic q-Schur algebra
S(Λ) and its R-subalgebra S0(Λ).
Because S(Λ) is equipped with the involution ∗, we can define subsets S0(Λ)∗,
C0(Λ)∗ of S(Λ) by
S0(Λ)∗ = {ϕ∗ | ϕ ∈ S0(Λ)}, C0(Λ)∗ = {ϕ∗ST | ϕST ∈ C
0(Λ)},
respectively. Then S0(Λ)∗ is an R-subalgebra of S(Λ). Moreover, observe that S0(Λ)∗
turns out to be a standardly based algebra on C0(Λ)∗ by applying the involution ∗ to
Theorem 2.6.
Proposition 3.2. S(Λ) = S0(Λ) · S0(Λ)∗ =
∑
λ∈Λ+ S
0(Λ)ϕTλTλS
0(Λ)∗.
Proof. For all λ ∈ Λ+, µ, ν ∈ Λ with T0(λ, µ), T0(λ, ν) 6= ∅ and for any S ∈ T0(λ, µ),
T ∈ T0(λ, ν), we certainly have ϕSTλ ∈ C
0(Λ) and hence (ϕTTλ)
∗ = ϕTλT ∈ C
0(Λ)
∗
.
Moreover, by using (2.2), we see that all the basis C(Λ) for S(Λ) is contained in
S0(Λ) · S0(Λ)∗. Hence S(Λ) = S0(Λ) · S0(Λ)∗. Finally, for any S ∈ T0(λ, µ), T ∈
T0(λ, ν), we see that ϕSTλϕTλT = ϕSTλϕTλTλϕTλT ∈ S
0(Λ)ϕTλTλS
0(Λ)∗, so the last
equality follows. 
Next we introduce the Weyl module for S0(Λ). By (2.5) in Theorem 2.6, it is
easy to see that R-modules S0(Λ)(≥ (λ, ε)) and S∨(λ,ε)0 = S
0(Λ)(> (λ, ε)) are two-
sided ideals of S0(Λ). Fix a (λ, ε) ∈ Ω. For S ∈ I(λ, ε), we define the Weyl module
Z
(λ,ε)
S for S
0(Λ) by the R-submodule of {S0(Λ)(≥ (λ, ε))}/{S0(Λ)(> (λ, ε))} with
basis {ϕST + S
∨(λ,ε)
0 | T ∈ J(λ, ε)}. Moreover, by (2.5), we see that Z
(λ,ε)
S is the right
S0(Λ)-module and the action of S0(Λ) on Z(λ,ε)S is independent of the choice of S, i.e,
Z
(λ,ε)
S1
≃ Z(λ,ε)S2 for all S1, S2 ∈ I(λ, ε). However, since T
λ is not an element in I(λ, 1)
for (λ, 1) ∈ Ω, one should pay attention that there is no “canonical”-Weyl module
for the case (λ, 1). (That is, we can not define Z
(λ,1)
Tλ
.) For the convenience sake let
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Z(λ,0) = Z
(λ,0)
Tλ
and put ϕ0T = ϕTλT +S
∨(λ,ε)
0 for any T ∈ J(λ, 0) = T
+
0 (λ). We can now
prove the following.
Theorem 3.3. Let λ ∈ Λ+. Then there exists an isomorphism of S(Λ)-modules
Z(λ,0) ⊗S0(Λ) S(Λ) ≃W
λ
which maps ϕ0
Tλ
ψ ⊗ ϕ to ϕTλψϕ.
Proof. First we note that Z(λ,0) = ϕ0
Tλ
S0(Λ). In fact, since S∨(λ,0)0 is a two-sided ideal
of S(Λ), for any T ∈ T +0 (λ, µ) with µ ∈ Λ, we have ϕ
0
Tλ
·ϕTλT = ϕ
0
T by (2.2). Now we
can write Z(λ,0)⊗S0(Λ)S(Λ) = (ϕ
0
Tλ
⊗S0(Λ)1)·S(Λ). On the other hand, we can also write
W λ = ϕTλ · S(Λ) (note that ϕTλ = ϕTλTλ +S
∨λ). Hence it is enough to find two S(Λ)-
homomorphisms f : ϕTλ · S(Λ)→ (ϕ
0
Tλ
⊗S0(Λ) 1) · S(Λ) and g : (ϕ
0
Tλ
⊗S0(Λ) 1) · S(Λ)→
ϕTλ · S(Λ) such that f(ϕTλ) = ϕ
0
Tλ
⊗S0(Λ) 1 and g(ϕ
0
Tλ
⊗S0(Λ) 1) = ϕTλ . We first
define f . Consider the S(Λ)-homomorphism f˜ : ϕTλTλ · S(Λ)→ (ϕ
0
Tλ
⊗S0(Λ) 1) · S(Λ)
satisfying f˜(ϕTλTλ) = ϕ
0
Tλ
⊗S0(Λ) 1. Note that f˜ is a well defined homomorphism. To
see this we take an element ϕ ∈ S(Λ) such that ϕTλTλϕ = 0. Write ϕ =
∑
rλ′,ST ·ϕλ
′
ST
for some rλ′,ST ∈ R where ϕλ
′
ST = ϕST with S, T ∈ T0(λ
′) and the sum is taken over
r-partitions λ′ ∈ Λ+ and semistandard tableaux S, T ∈ T0(λ′). Then, since ϕTλTλ is
the identity map on Mλ and is zero on Mκ for λ 6= κ ∈ Λ and {ϕλ
′
ST} is the basis for
S(Λ), rλ′,ST = 0 whenever S ∈ T0(λ′, λ), T ∈ T0(λ′, ν) with λ′ ∈ Λ+ and ν ∈ Λ. It
follows that ϕλ
′
STλ
′ ∈ S0(Λ) for all S ∈ T0(λ′) such that rλ′,ST 6= 0. Hence, by using
(2.2), we have
ϕ0
Tλ
⊗S0(Λ) ϕ = ϕ
0
Tλ
⊗S0(Λ) (
∑
rλ′,ST · ϕλ
′
ST )
= ϕ0
Tλ
⊗S0(Λ) (
∑
rλ′,ST · ϕλ
′
STλ
′ϕλ
′
Tλ
′
T
)
=
∑
rλ′,ST (ϕ
0
Tλ
⊗S0(Λ) ϕ
λ′
STλ
′ · ϕλ
′
Tλ
′
T
)
=
∑
rλ′,ST (ϕ
0
Tλ
· ϕλ
′
STλ
′ ⊗S0(Λ) ϕ
λ′
Tλ
′
T
)
where all sums are taken over λ′ ∈ Λ+ and S, T ∈ T0(λ′). Now we have ϕ0Tλϕ
λ′
STλ
′ = 0
unless S is the tableaux of type λ, and rλ′,ST = 0 if S is of type λ. It follows that
ϕ0
Tλ
⊗S0(Λ) ϕ = 0 and so f˜ is well-defined.
Take ϕαST ∈ S(Λ) where S, T ∈ T0(α) with α ∈ Λ
+ and suppose that 0 6=
ϕTλTλϕ
α
ST ∈ S
∨λ. Then S ∈ T0(α, λ) and so ϕαST = ϕTλTλϕ
α
ST ∈ S
∨λ since ϕTλTλ
is the identity map on Mλ. Thus, α ✄ λ. Furthermore, again by using (2.2) and
the property that ϕSTα ∈ S0(Λ), we have ϕ0Tλ ⊗S0(Λ) ϕ
α
ST = ϕ
0
Tλ
· ϕαSTα ⊗S0(Λ) ϕ
α
TαT .
Since ϕαSTα is an element in the standard basis C
0(Λ) for S0(Λ) and α ✄ λ we have
ϕ
TλTλ
ϕαSTα ∈ S
∨(λ,1)
0 . Thus, ϕ
0
Tλ
·ϕαSTα = 0 and then ϕ
0
Tλ
⊗S0(Λ)ϕ
α
ST = 0. It follows that
f˜(S∨λ ∩ ϕTλTλ · S(Λ)) = 0. So f˜ induces an S(Λ)-homomorphism f from ϕTλ · S(Λ)
to (ϕ0
Tλ
⊗S0(Λ) 1) · S(Λ) such that f(ϕTλ) = ϕ
0
Tλ
⊗S0(Λ) 1.
Next we define g. To do this we define the S0(Λ)-balanced map g˜ from the direct
product module ϕ0
Tλ
S0(Λ) × S(Λ) (for the right S0(Λ)-module ϕ0
Tλ
S0(Λ) and the
left S0(Λ)-module S(Λ)) to ϕTλS(Λ) such that g˜((ϕ
0
Tλ
ϕ′, ϕ)) = (ϕTλϕ
′)ϕ for any
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ϕ′ ∈ S0(Λ) and ϕ ∈ S(Λ). Since the first two formulas in Lemma 2.4 assert that
ϕTλTλϕ
′ ∈ S∨λ if ϕTλTλϕ
′ ∈ S∨(λ,0)0 , we see that g˜ is a well-defined S
0(Λ)-balance map.
Then by using the universality property of the tensor product, g is defined. 
The following lemma is an analogy of Lemma 6.7 (i) in [SawS].
Lemma 3.4. Suppose that λ ∈ Λ+. We regard W λ as right S0(Λ)-module via the
restriction. Then there exists an injective S0(Λ)-module homomorphism fλ : Z(λ,0) →
W λ such that fλ(ϕ
0
T ) = ϕT for T ∈ J(λ, 0) = T
+
0 (λ).
Proof. First, We can write Z(λ,0) = ϕTλTλS
0(Λ)/{ϕTλTλS
0(Λ) ∩ S∨(λ,0)0 } and W
λ =
ϕTλTλS(Λ)/{ϕTλTλS(Λ) ∩ S
∨λ} and, moreover, there exists an inclusion map
ϕTλTλS
0(Λ)/{ϕTλTλS
0(Λ) ∩ S∨λ} →֒ ϕTλTλS(Λ)/{ϕTλTλS(Λ) ∩ S
∨λ} = W λ
since S0(Λ) ⊂ S(Λ). Then we have a natural surjective S0(Λ)-module homomorphism
f : ϕTλTλS
0(Λ)/{ϕTλTλS
0(Λ) ∩ S∨(λ,0)0 } → ϕTλTλS
0(Λ)/{ϕTλTλS
0(Λ) ∩ S∨λ}
since S∨(λ,0)0 ⊂ S
∨λ. But since S0(Λ)∩S∨λ = S∨(λ,1)0 ⊂ S
∨(λ,0)
0 , we have (ϕTλTλS
0(Λ)∩
S∨λ) ⊂ S∨(λ,0)0 . Hence (ϕTλTλS
0(Λ) ∩ S∨λ) ⊂ (ϕTλTλS
0(Λ) ∩ S∨(λ,0)0 ) and, therefore,
(ϕTλTλS
0(Λ) ∩ S∨λ) = (ϕTλTλS
0(Λ) ∩ S∨(λ,0)0 ). Consequently, f is an isomorphism.
The statement for the basis now clear. 
Take a (λ, 0) ∈ Ω. Then I(λ, 0) = J(λ, 0) = T +0 (λ). Hence, by (2.5) in Theorem
2.6, we have the following.
3.5. Suppose that S, T ∈ T +0 (λ). Then there exists an element rST ∈ R such that for
any U, V ∈ T +0 (λ)
ϕUS · ϕTV ≡ rST · ϕUV mod S
∨(λ,0)
0 .
We define a bilinear form 〈 , 〉0 : Z(λ,0) × Z(λ,0) → R by 〈ϕ0S, ϕ
0
T 〉0 = rST . Hence
we have
(3.1) 〈ϕ0S, ϕ
0
T 〉0 · ϕUV ≡ ϕUS · ϕTV mod S
∨(λ,0)
0 ,
where U and V are any elements of T +0 (λ). It is easy to see that
(3.2) 〈ϕ0S, ϕ
0
T 〉0 = 〈ϕS, ϕT 〉 for every S, T ∈ T
+
0 (λ).
Let radZ(λ,0) = {x ∈ Z(λ,0) | 〈x, y〉0 = 0 for all y ∈ Z(λ,0)}.
Lemma 3.6. radZ(λ,0) is an S0(Λ)-submodule of Z(λ,0).
Proof. Take x ∈ radZ(λ,0) and y ∈ Z(λ,0), and write x =
∑
T1∈T
+
0 (λ)
r
(x)
T1
· ϕ0T1 and
y =
∑
T2∈T
+
0 (λ)
r
(y)
T2
·ϕ0T2 ∈ Z
(λ,0) with r
(x)
T1
, r
(y)
T2
∈ R. Then, for any ϕ ∈ S0(Λ), we have
〈xϕ, y〉0 =
∑
T1,T2∈T
+
0 (λ)
r
(x)
T1
r
(y)
T2
〈ϕ0T1ϕ, ϕ
0
T2
〉0. We claim that
(3.3) 〈ϕ0T1ϕ, ϕ
0
T2
〉0 · ϕS1S2 ≡ (ϕS1T1ϕ)ϕT2S2 mod S
∨(λ,0)
0
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for any S1, S2 ∈ T
+
0 (λ). In fact, since ϕS1T1 ∈ C
0(λ, 0) and ϕ ∈ S0(Λ), Theorem 2.6
implies that
ϕS1T1 · ϕ ≡
∑
T∈T +0 (λ)
f(λ,0),T (T1, ϕ) · ϕS1T mod S
∨(λ,0)
0
where f(λ,0),T (T1, ϕ) ∈ R. Hence,
(ϕS1T1 · ϕ) · ϕT2S2 ≡
∑
T∈T +0 (λ)
f(λ,0),T (T1, ϕ) · ϕS1T · ϕT2S2
≡
∑
T∈T +0 (λ)
f(λ,0),T (T1, ϕ) · 〈ϕ
0
T , ϕ
0
T2
〉0 · ϕS1S2
≡ 〈
∑
T∈T +0 (λ)
f(λ,0),T (T1, ϕ) · ϕ
0
T , ϕ
0
T2
〉0 · ϕS1S2 .
On the other hand, by the definition of ϕ0T1 and by Theorem 2.6, we have
ϕ0T1 · ϕ = (ϕTλT1 + S
∨(λ,0)
0 ) · ϕ = ϕTλT1 · ϕ+ S
∨(λ,0)
0
=
∑
T∈T +0 (λ)
f(λ,0),T (T1, ϕ) · ϕTλT + S
∨(λ,0)
0 =
∑
T∈T +0 (λ)
f(λ,0),T (T1, ϕ) · ϕ
0
T .
Note that S∨(λ,0)0 is a two-sided ideal of S
0(Λ) in the second equality. (3.3) follows
from this. By Theorem 2.6, one can write ϕ · ϕT2S2 =
∑
S∈T +0 (λ)
fS,(λ,0)(ϕ, T2)ϕSS2 .
Then by (3.3), we have, for T2, S2 ∈ T
+
0 (λ),
〈ϕ0T1ϕ, ϕ
0
T2
〉0 · ϕS1S2 ≡ (ϕS1T1 · ϕ) · ϕT2S2 = ϕS1T1 · (ϕ · ϕT2S2)
≡ ϕS1T1 · (
∑
S∈T +0 (λ)
fS,(λ,0)(ϕ, T2) · ϕSS2)
≡
∑
S∈T +0 (λ)
fS,(λ,0)(ϕ, T2) · 〈ϕ
0
T1
, ϕ0S〉0 · ϕS1S2
The last equality follows from (3.1). Since ϕS1S2 are free R-basis of S
0(Λ) and ϕS1S2 6∈
S∨(λ,0)0 , we have
〈ϕ0T1ϕ, ϕ
0
T2
〉0 =
∑
S∈T +0 (λ)
fS,(λ,0)(ϕ, T2) · 〈ϕ
0
T1
, ϕ0S〉0.
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Hence
〈xϕ, y〉0 =
∑
T1,T2∈T
+
0 (λ)
r
(x)
T1
· r(y)T2 · 〈ϕ
0
T1
ϕ, ϕ0T2〉0
=
∑
T1,T2∈T
+
0 (λ)
r
(x)
T1
r
(y)
T2
· (
∑
S∈T +0 (λ)
fS,(λ,0)(ϕ, T2) · 〈ϕ
0
T1
, ϕ0S〉0)
=
∑
T2∈T
+
0 (λ)
r
(y)
T2
· (
∑
S∈T +0 (λ)
fS,(λ,0)(ϕ, T2) · (
∑
T1∈T
+
0 (λ)
r
(x)
T1
· 〈ϕ0T1, ϕ
0
S〉0) )
=
∑
T2∈T
+
0 (λ)
r
(y)
T2
· (
∑
S∈T +0 (λ)
fS,(λ,0)(ϕ, T2) · 〈x, ϕ
0
S〉0)
= 〈x,
∑
T2∈T
+
0 (λ)
r
(y)
T2
· (
∑
S∈T +0 (λ)
fS,(λ,0)(ϕ, T2) · ϕ
0
S)〉0.
Since
∑
T2∈T
+
0 (λ)
r
(y)
T2
·(
∑
S∈T +0 (λ)
fS,(λ,0)(ϕ, T2)·ϕ0S) ∈ Z
(λ,0) and x ∈ radZ(λ,0), the last formula
is equal to 0. This shows that xϕ ∈ radZ(λ,0). It is immediate that if x1, x2 ∈ radZ(λ,0)
then x1 + x2 ∈ radZ(λ,0). Thus, the lemma follows. 
We put Lλ0 = Z
(λ,0)/radZ(λ,0). Then we have the following.
Proposition 3.7. Suppose that R is a field, and λ ∈ Λ+. Then
(i) Lλ0 6= 0 and
(ii) radZ(λ,0) is the unique maximal submodule of Z(λ,0) and Lλ0 is absolutely irre-
ducible. Moreover, the Jacobson radical of Z(λ,0) is equal to radZ(λ,0).
Proof. For any λ ∈ Λ+, we have ϕ0
Tλ
∈ Z(λ,0) and ϕ0
TλTλ
ϕ0
TλTλ
= ϕ0
TλTλ
. Hence
〈ϕ0
Tλ
, ϕ0
Tλ
〉0 = 1 6= 0. Thus, ϕ0Tλ 6∈ radZ
(λ,0), and we have Lλ0 6= 0. This proves
(i). Let x ∈ Z(λ,0) \ radZ(λ,0). Then 〈x, y〉0 6= 0 for some y ∈ Z(λ,0). We write
y =
∑
S∈T +0 (λ)
rS · ϕ0S. For each T ∈ T
+
0 (λ) set yT =
∑
S∈T +0 (λ)
rS · ϕST , an element of
S0(Λ). Moreover, write x =
∑
U∈T +0 (λ)
r′U ·ϕ
0
U . We note that ϕ
0
U ·ϕST = 〈ϕ
0
U , ϕ
0
S〉0 ·ϕ
0
T
in Z(λ,0) by (3.1). Thus we have
xyT =
∑
S,U∈T +0 (λ)
rSr
′
U · ϕ
0
UϕST =
∑
S,U∈T +0 (λ)
rSr
′
U · 〈ϕ
0
U , ϕ
0
S〉0 · ϕ
0
T
= 〈
∑
U∈T +0 (λ)
r′Uϕ
0
U ,
∑
S∈T +0 (λ)
rSϕ
0
S〉0 · ϕ
0
T = 〈x, y〉0 · ϕ
0
T .
Now R is a field and 〈x, y〉0 6= 0. Hence we have x · (1/〈x, y〉0) · yT = ϕ0T for any
T ∈ T +0 (λ). Consequently, x generates Z
(λ,0) as an S0(Λ)-module. This argument can
be applied to any element of Z(λ,0) which does not belong to the radical. It follows
that radZ(λ,0) is the unique maximal proper submodule of Z(λ,0) and Lλ0 is irreducible.
The same argument shows that Lλ0 is irreducible for any extension field of R, so L
λ
0 is
absolutely irreducible. This proves (ii). 
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§4 A relationship between S♭(m, n) and S0(Λ)
First, we recall the definition of modified Ariki-Koike algebras and their cyclotomic
q-Schur algebras ([SawS]).
4.1. From now on, throughout this paper, we consider the following condition on
parameters Q1, . . . , Qr in R whenever we consider the modified Ariki-Koike algebras
(and their cyclotomic q-Schur algebras).
(4.1) Qi −Qj are invertible in R for any i 6= j.
Let A be a square matrix of degree r whose i-j entry is given by Qi−1j for 1 ≤ i, j ≤
r. Thus A is the Vandermonde matrix, and ∆ = detA =
∏
i>j(Qi −Qj) is invertible
by (4.1). We express the inverse of A as A−1 = ∆−1B with B = (hij), and define a
polynomial Fi(X) ∈ R[X ], for 1 ≤ i ≤ r, by Fi(X) =
∑
1≤j≤r hijX
j−1.
The modified Ariki-Koike algebra H ♭ = H ♭n,r is an associative algebra over R
with generators T2, · · · , Tn and ξ1, . . . , ξn and relations
(4.2)
(Ti − q)(Ti + q
−1) = 0 (2 ≤ i ≤ n),
(ξi −Q1) · · · (ξi −Qr) = 0 (1 ≤ i ≤ n),
TiTi+1Ti = Ti+1TiTi+1 (2 ≤ i ≤ n),
TiTj = TjTi (|i− j| ≥ 2),
ξiξj = ξjξi (1 ≤ i, j ≤ n),
Tjξj = ξj−1Tj +∆
−2
∑
c1<c2
(Qc2 −Qc1)(q − q
−1)Fc1(ξj−1)Fc2(ξj),
Tjξj−1 = ξjTj −∆−2
∑
c1<c2
(Qc2 −Qc1)(q − q
−1)Fc1(ξj−1)Fc2(ξj),
Tjξk = ξjTj (k 6= j − 1, j).
It is known that if R = Q(q, Q1, . . . , Qr), the field of rational functions with
variables q, Q1, . . . , Qr, H
♭ is isomorphic to H , and it gives an alternate presentation
of H apart from 1.1.
The subalgebra H ♭(Sn) of H
♭ generated by T2, . . . , Tn is isomorphic to Hn,
hence it can be naturally identified with the corresponding subalgebra H (Sn) of H .
Moreover, it is known by [S] that the set {ξc11 · · · ξ
cn
n Tw | w ∈ Sn, 0 ≤ ci < r for 1 ≤
i ≤ n} gives rise to a basis of H ♭.
Let V =
⊕r
i=1 Vi be a free R-module, with rank Vi = mi. We put m =
∑
mi. It is
known by [SakS] that we can define a right H -module structure on V ⊗n. We denote
this representation by ρ : H → EndV ⊗n. Note that this construction works without
the condition (4.1). Also it is shown in [S] that, under the assumption (4.1), a right
action of H ♭ on V ⊗n can be defined. We denote this representation by ρ♭ : H ♭ →
EndV ⊗n. By [S, Lemma 3.5], we know that Imρ ⊂ Imρ♭.
We consider the condition
(4.3) mi ≥ n for i = 1, · · · , r.
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Lemma 4.2 ([SawS, Lemma 1.5]). Under the conditions (4.1), (4.3), there exists an R-
algebra homomorphism ρ0 : H → H ♭ such that ρ0 induces the identity on Hn. (Here
we regard Hn ⊂ H , Hn ⊂ H ♭ under the previous identifications.) If Imρ♭ = Imρ and
R is a field, then H ≃ H ♭.
From now on, throughout the paper, we fix an r-tuple m = (m1, . . . , mr) of non-
negative integers and always assume the condition (4.3) whenever we consider H ♭.
Any µ ∈ P˜n,r(m) may be regarded as an element in Pn,1 (i.e, 1-composition) of n
by arranging the entries of µ = (µ
(i)
j ) in order
µ
(1)
1 , . . . , µ
(1)
m1
, µ
(2)
1 , . . . , µ
(2)
m2
, . . . , µ
(r)
1 , . . . , µ
(r)
mr
,
which we denote by {µ}.
For α = (n1, . . . , nr) ∈ Z≥0 such that
∑
ni = n, we define c(α) by
c(α) = (r, . . . , r︸ ︷︷ ︸
n1-times
, r − 1, . . . , r − 1︸ ︷︷ ︸
n2-times
, . . . , 1, . . . , 1︸ ︷︷ ︸
nr-times
)
and let c(α) = (c1, . . . , cn). We define Fα ∈ H ♭ by Fα = ∆−nFc1(ξ1)Fc2(ξ2) · · ·Fcn(ξn).
For any µ ∈ P˜n,r, put m
♭
µ = Fα(µ) ·m{µ} where m{µ} =
∑
w∈S{µ}
ql(w)Tw (= xµ) ∈ Hn.
We define an R-linear anti-automorphism h→ h∗ on H ♭ by the condition that ∗
fixes the generators Ti (2 ≤ i ≤ n) and ξj (1 ≤ j ≤ n). As discussed in [SawS, 2.7],
this condition induces a well-defined anti-automorphism on H ♭. Moreover, by Lemma
2.9 in [SawS], we know that (m♭µ)
∗ = m♭µ. For s, t ∈ Std(λ) with λ ∈ Pn,r, we define
an element m♭
st
∈ H ♭ by m♭
st
= T ∗d(s)m
♭
µTd(t). By the above fact, we have (m
♭
st
)∗ = m♭
ts
.
Theorem 4.3 ([SawS, Theorem 2.18]). The modified Ariki-Koike algebra H ♭ is free
as an R-module with cellular basis {m♭
st
| s, t ∈ Std(λ) for some λ ∈ Pn,r}.
Put Mµ♭ = m
♭
µH
♭ for µ ∈ P˜n,r. We define a cyclotomic q-Schur algebra S♭(m, n)
as follows.
Definition 4.4. The cyclotomic q-Schur algebra for H ♭ with weight poset P˜n,r is the
endomorphism algebra
S♭(m, n) = EndH ♭(M
♭(P˜n,r)), where M
♭(P˜n,r) =
⊕
µ∈P˜n,r
Mµ♭ .
For an r-tuples α ∈ P˜n,1, let Mα♭ =
⊕
µ;α(µ)=αM
µ
♭ . Then by Proposition 5.2 (i) in
[SawS], we have S♭(m, n) ≃
⊕
α∈P˜n,1
EndH ♭ M
α
♭ as R-algebras.
Theorem 4.5 ([SawS, Theorem 5.5]). Let S♭(m, n) be the cyclotomic q-Schur algebra
associated to the modified Ariki-Koike algebra H ♭ and S(mi, ni) be the q-Schur algebra
associated to the Iwahori-Hecke algebra Hni. Then there exists an isomorphism of R-
algebras
S♭(m, n) ≃
⊕
(n1,...,nr)
n=n1+···+nr
S(m1, n1)⊗ · · · ⊗ S(mr, nr).
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Let µ, ν ∈ P˜n,r and λ ∈ Pn,r. We assume that α(µ) = α(ν) = α(λ). For S ∈
T +0 (λ, µ) and T ∈ T
+
0 (λ, ν), put
m♭ST =
∑
s,t∈Std(λ)
µ(s)=S, ν(t)=T
ql(d(s))+l(d(t))m♭
st
.
Moreover, for S ∈ T +0 (λ, µ) and T ∈ T
+
0 (λ, ν), one can define ϕ
♭
ST ∈ S
♭(m, n) by
ϕ♭ST (m
♭
αh) = δανm
♭
STh, for all h ∈ H
♭ and all α ∈ P˜n,r.
Theorem 4.6 ([SawS, Theorem 5.9]). The cyclotomic q-Schur algebra S♭(m, n) is free
as an R-module with cellular basis C♭(m, n) = {ϕ♭ST | S, T ∈ T
+
0 (λ), for some λ ∈
Pn,r}.
4.7. Let S0(Λ) be as in Section 2. We describe a relationship between the algebra
S0(Λ) and the cyclotomic q-Schur algebra S♭(m, n) in the case where Λ = P˜n,r. But
in the moment, we shall consider an arbitrary Λ as in Section 2.
First, let C00(Λ) = {ϕST | (S, T ) ∈ I(λ, 1)× J(λ, 1), λ ∈ Λ+} ⊂ C0(Λ) and S00(Λ)
be the R-span of ϕST ∈ C00(Λ), which is an R-submodule of S0(Λ). We note that,
S00(Λ) is a two-sided ideal of S0(Λ) by the second and fourth formula in Lemma
2.4. Thus one can define the quotient algebra S0(Λ) = S0(Λ)/S00(Λ). We write
x = x + S00(Λ) (x ∈ S0(Λ)). It is easy to see that S0(Λ) has a free R-basis {ϕST |
S ∈ I(λ, 0), T ∈ J(λ, 0), λ ∈ Λ+}. Note that the condition (S, T ) ∈ I(λ, 0)× J(λ, 0)
is nothing but S, T ∈ T +0 (λ). For λ ∈ Λ
+, let S0
∨λ
= S0
∨
(Λ)λ be the R-submodule of
S0(Λ) spanned by ϕST with S, T ∈ T
+
0 (α) for various α ∈ Λ
+ such that α ✄ λ. We
show the following.
Theorem 4.8. The algebra S0(Λ) has a free basis
C0(Λ) = {ϕST | S, T ∈ T
+
0 (λ), λ ∈ Λ
+}
satisfying the following properties.
(i) The R-linear map ∗ : S0(Λ) → S0(Λ) determined by ϕ∗ST = ϕTS, for all
S, T ∈ T +0 (λ) and all λ ∈ Λ
+, is an anti-automorphism of S0(Λ).
(ii) Let T ∈ T +0 (λ). Then for all ϕ ∈ S
0(Λ), and any V ∈ T +0 (λ), there exists
rV ∈ R such that
ϕST · ϕ ≡
∑
V ∈T +0 (λ)
rV ϕSV mod S
∨λ
0
for any S ∈ T +0 (λ), where rV is independent of the choice of T .
In particular, C0(Λ) is a cellular basis of S0(Λ).
Proof. To show (i) we first take a small detour. Let f : S0(Λ)→ S0(Λ) be the R-linear
map given by
f(ϕST ) =
{
ϕTS if ϕST ∈ C
0(λ, 0) for some λ ∈ Λ+,
0 otherwise.
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We claim that f is a surjective algebra anti-homomorphism. It is clear from the
definition that f is surjective. Then, to prove the claim it suffices to show the equations
(4.4) f(ϕS1T1ϕS2T2) = f(ϕS2T2) · f(ϕS1T1)
for all Si, Ti ∈ T
+
0 (λi), λi ∈ Λ
+ (i = 1, 2) and
(4.5) f(1S0(Λ)) = 1S0(Λ).
We show (4.5). By applying f to (2.4), we have
f(1S0(Λ)) =
∑
λ∈Λ+
∑
S,T∈T +0 (λ)
rT,S · ϕST = (1S0(Λ))∗ = 1S0(Λ) = 1S0(Λ)
where ∗ is the involution of S(Λ). Hence we obtain (4.5). We show (4.4). There are
three cases to consider. First, if ϕS1T1 ∈ C
0(λ, 1) with some λ ∈ Λ+ then ϕS1T1 ·ϕS2T2 ∈
S00(Λ) by Lemma 2.4 and hence f(ϕS1T1ϕS2T2) = 0 = f(ϕS1T1), so we are done in this
case. Similarly, it holds if ϕS2T2 ∈ C
0(λ, 1) with some λ ∈ Λ+. So, we only need to
check the case where ϕSiTi ∈ C
0(λi, 0) with some λi ∈ Λ+ (i = 1, 2). Let µi, νi ∈ Λ
with α(λi) = α(µi) = α(νi) and Si ∈ T0(λi, µi), Ti ∈ T0(λi, νi) (i = 1, 2). If ν1 6= µ2
then ϕS1T1 · ϕS2T2 = 0 = ϕT2S2 · ϕT1S1 . Hence we have
f(ϕS1T1 · ϕS2T2) = 0 = ϕT2S2 · ϕT1S1 = ϕT2S2 · ϕT1S1 = f(ϕS2T2) · f(ϕS1T1).
So we may assume that ν1 = µ2. It is easy to see from our assumptions that a(µ1) =
a(µ2). Hence, for λ ∈ Λ+ and S ∈ T0(λ, µ1), T ∈ T0(λ, ν2), if ϕST ∈ C0(λ, 1) then
ϕTS ∈ C
0(λ, 1). Therefore, by the first formula in Lemma 2.4, we have
(4.6) ϕS1T1 · ϕS2T2 =
∑
λ☎λ1, S,T
ϕST∈C
0(λ,0)
rST · ϕST +
∑
λ☎λ1, S,T
ϕST∈C
0(λ,1)
rST · ϕST
where rST ∈ R and both sums are taken over r-partitions λ ☎ λ1 and semistandard
Tableaux S ∈ T0(λ, µ1), T ∈ T0(λ, ν2). This gives us two formulas. First, we have
(4.7) f(ϕS1T1 · ϕS2T2) =
∑
λ☎λ1, S,T
ϕST∈C
0(λ,0)
rST · ϕTS.
Secondly, by applying the involution ∗ of S(Λ) on both sides,
(4.8) ϕT2S2 · ϕT1S1 =
∑
λ☎λ1, S,T
ϕST∈C
0(λ,0)
rST · ϕTS
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since in the second sum in (4.6), we have ϕ∗ST = ϕTS ∈ C
0(λ, 1). Comparing (4.7) and
(4.8), we have
f(ϕS1T1 · ϕS2T2) = ϕT2S2 · ϕT1S1 = ϕT2S2 · ϕT1S1 = f(ϕS2T2) · f(ϕS1T1).
This proves our claim. By definition of f , we have ker f = S00(Λ). Hence f induces
an algebra anti-automorphism on S0(Λ) = S0(Λ)/S00(Λ), which maps ϕST to ϕTS for
any S, T ∈ T +0 (λ) with λ ∈ Λ
+. Thus (i) holds. Then (ii) follows from the second
formula of (2.5) by applying the natural map S0(Λ)→ S0(Λ). 
In the case where S♭(m, n) is defined, S0(Λ) can be identified with S♭(m, n), i.e,
we have the following proposition.
Proposition 4.9. Let Λ = P˜n,r and assume that (4.1) and (4.3) holds. Then there
exists an algebra isomorphism ♭ : S0(Λ) → S♭(m, n) satisfying the following. For
ϕST ∈ C
0(Λ) such that S, T ∈ T +0 (λ) and λ ∈ Λ
+, we have (ϕST )
♭ = ϕ♭ST .
Proof. By assumption, S♭(m, n) is defined. Now [SawS, Proposition 6.4 (ii)] says that
there exists a surjective algebra homomorphism f̂ : S0(Λ)→ S♭(m, n) such that
f̂(ϕST ) =
{
ϕ♭ST if S, T ∈ T
+
0 (λ),
0 otherwise
for ϕST ∈ C
0(Λ). Then ker f̂ = S00(Λ) and so f̂ induces an algebra isomorphism
S0(Λ)→ S♭(m, n), which maps ϕST to ϕ
♭
ST for any S, T ∈ T
+
0 (λ) and λ ∈ Λ
+ = Pn,r.
We obtain the result. 
We now return to the general setting, and consider S0(Λ) for arbitrary Λ. The
above proposition says that the S0(Λ) is a natural ”cover” of the S♭(m, n).
For λ ∈ Λ+, ϕλ = ϕTλTλ is an element in S
0(Λ). Hence, by the cellular theory
[GL], one can define a Weyl module Z
λ
of S0(Λ) as the right S0(Λ)-submodule of
S0(Λ)/S0
∨λ
spanned by the image of ϕλ. We denote by ϕT the image of ϕTλT in
S0(Λ)/S0
∨λ
. Then the set {ϕT | T ∈ T
+
0 (λ)} is a free R-basis of Z
λ
. Define a bilinear
form 〈 , 〉0 on Z
λ
by requiring that
ϕTλSϕTTλ ≡ 〈ϕS, ϕT 〉0 · ϕλ mod S0
∨λ
for all S, T ∈ T +0 (λ). Let L
λ
= Z
λ
/radZ
λ
, where radZ
λ
= {x ∈ Z
λ
| 〈x, y〉0 =
0 for all y ∈ Z
λ
}. In the case where R is a field, by a general theory of cellular
algebras, the set {L
λ
| λ ∈ Λ+, L
λ
6= 0} gives a complete set of non-isomorphic
irreducible S0(Λ)-modules. Furthermore, we have the following result.
Proposition 4.10. Suppose that R is a field. Then L
λ
6= 0 for any λ ∈ Λ+. Hence,
{L
λ
| λ ∈ Λ+} is a complete set of non-isomorphic irreducible S0(Λ)-modules. There-
fore, S0(Λ) is quasi-hereditary.
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Proof. We have ϕTλTλϕTλTλ ≡ 〈ϕTλ , ϕTλ〉0 · ϕλ mod S0
∨λ
. But since ϕTλTλϕTλTλ =
ϕTλTλ , we see that 〈ϕTλ , ϕTλ〉0 = 1, and so L
λ
is non-zero. In particular, S0(Λ) is a
standardly full-based algebra (see Definition in 2.7). Hence Theorem 2.8 gives us that
S0(Λ) is quasi-hereditary. The proposition is proved. 
Lemma 4.11. Suppose that λ ∈ Λ+. Then there exists an S0(Λ)-module isomorphism
hλ : Z
(λ,0) → Z
λ
such that hλ(ϕ
0
T ) = ϕT for any T ∈ T
+
0 (λ), where Z
λ
is regarded as
an S0(Λ)-module via the canonical map π : S0(Λ)→ S0(Λ).
Proof. Let π : S0(Λ) → S0(Λ) be the natural surjection. Then π maps S∨λ0 to
S0
∨λ
, hence it induces an S0(Λ)-module surjective homomorphism π : S0(Λ)/S∨λ0 →
S0(Λ)/S0
∨λ
. Here Z(λ,0) = ϕ0
Tλ
S0(Λ) and Z
λ
= ϕλS0(Λ) = ϕλS0(Λ), and π(ϕ
0
Tλ
) = ϕλ.
Hence π induces a surjective map hλ : Z
(λ,0) → Z
λ
. Since it is easy to check that
π(ϕ0T ) = ϕT for any T ∈ T
+
0 (λ), the map hλ is an isomorphism. 
Combining Lemma 4.11 and Lemma 3.4, we have the following.
Lemma 4.12. We regard Z
λ
and W λ as right S0(Λ)-modules via the above and via
the restriction, respectively. Then the map fλ = fλ ◦ h
−1
λ : Z
λ
→ W λ, which maps ϕT
to ϕT for any T ∈ T
+
0 (λ), is an injective S
0(Λ)-module homomorphism.
We need two easy lemmas.
Lemma 4.13. Suppose that R is a field. For every λ ∈ Λ+, we regard L
λ
as right
S0(Λ)-modules via the map π. Then S0(Λ)-module L
λ
is irreducible. Furthermore,
{L
α
| α ∈ Λ+, λ ☎ α} is a complete set of pairwise inequivalent irreducible S0(Λ)-
modules occurring in the composition factors of Z(λ,0).
Proof. By Proposition 4.10, we have L
λ
6= 0. Since L
λ
is irreducible as S0(Λ)-module,
it is irreducible as S0(Λ)-module. It is clear that {L
α
| α ∈ Λ+, λ☎ α} is a complete
set of irreducible S0(Λ)-modules occurring in Z(λ,0). 
Lemma 4.14. Suppose that R is a field. Then, for all λ ∈ Λ+, we have Lλ0 ≃ L
λ
as
S0(Λ)-modules.
Proof. (The following proof is almost similar to [SawS, Lemma 6.8].) Recall the bilin-
ear form 〈 , 〉0 (resp. 〈 , 〉0) on Z
(λ,0) (resp. on Z
λ
) and the S0(Λ)-module isomor-
phism hλ in Lemma 4.11. We note that h
−1
λ : Z
λ
→ Z(λ,0) maps radZ
λ
onto radZ(λ,0).
In fact, it is easy to see that 〈ϕ0S, ϕ
0
T 〉0 = 〈ϕS, ϕT 〉0 for any S, T ∈ T
+
0 (λ). Hence
h−1λ (radZ
λ
) = radZ(λ,0), and h−1λ induces an S
0(Λ)-module isomorphism L
λ
→ Lλ0 . 
The following result connects the decomposition numbers in Z
λ
and in Z(λ,0).
Theorem 4.15. Suppose that R is a field. Then
(i) {Lα0 | α ∈ Λ
+, λ ☎ α} is a complete set of pairwise inequivalent irreducible
S0(Λ)-modules occurring in the composition factors of the S0(Λ)-module Z(λ,0).
(ii) For λ, µ ∈ Λ+, we have
[Z
λ
: L
µ
] = [Z(λ,0) : Lµ0 ].
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(iii) For λ, µ ∈ Λ+ such that α(λ) 6= α(µ), we have
[Z
λ
: L
µ
] = 0.
Proof. The first and the second statement follows from Lemma 4.13 and Lemma 4.14.
We show the third statement.
Take λ ∈ Λ+ and assume that α(λ) 6= α(µ) for µ ∈ Λ+. Let
0 = M1 $M2 $ · · · $Mk = Z
λ
be a composition series of Z
λ
and assume that Mi+1/Mi ≃ L
µ
for some integer i with
1 ≤ i ≤ k−1. Note that, as in the proof of Proposition 4.10, ϕTµ+radZ
µ
is a non-zero
element of L
µ
. Then, there exists cµ ∈Mi+1/Mi corresponding to ϕTµ + radZ
µ
. Take
a representative c˜µ ∈ Mi+1 ⊂ Z
λ
of cµ. Take ϕµ ∈ S0(Λ) (cf. (2.3)). Since Mi+1 is an
S0(Λ)-module of Z
λ
, we have c˜µ · ϕµ ∈Mi+1. Moreover, c˜µ · ϕµ corresponds to
(ϕTµ + radZ
µ
) · ϕµ = ϕTµ + radZ
µ
6= 0
Therefore, c˜µ · ϕµ 6= 0. On the other hand, for any T ∈ T
+
0 (λ), the type of T is not
equal to µ since α(λ) 6= α(µ). Hence, by the definition of ϕµ, we have ϕTλT · ϕµ = 0
for any T ∈ T +0 (λ). This implies that x · ϕµ = 0 for any x ∈ Z
λ
, a contradiction. The
theorem follows. 
§5 An estimate for decomposition numbers
We are now ready to estimate the decomposition numbers for the cyclotomic q-
Schur algebras.
5.1. We keep the notation in Section 4, and consider the general Λ. By abuse of
the notation, S0,S0,S denotes S0(Λ),S0(Λ),S(Λ) respectively, and M ⊗ S denotes
M ⊗S0 S for any right S
0-module M . Suppose that λ ∈ Λ+ and ψ ∈ S0, ϕ ∈ S. Let
gλ = g : Z
(λ,0) ⊗ S → W λ be the isomorphism given in Theorem 3.3. Then for any
T ∈ T +0 (λ), we have
ϕ0T ⊗ ϕ = ϕ
0
Tλ · ϕTλT ⊗ ϕ = ϕ
0
Tλ ⊗ ϕTλTϕ
g
7−→ ϕTλϕTλTϕ = ϕTϕ
where the second equality follows from ϕTλT ∈ S
0 since T ∈ T +0 (λ). Thus, we see that
Remark 5.2. The S-module isomorphism
gλ : Z
(λ,0) ⊗ S →W λ
in Theorem 3.3 maps ϕ0T ⊗ ϕ to ϕTϕ for any T ∈ T
+
0 (λ).
Lemma 5.3. Suppose that λ ∈ Λ. Let M1,M2 be non-zero S0-submodules of Z(λ,0)
with M1 $ M2, and let ι : M1 →֒ M2, ι1 : M1 →֒ Z(λ,0), ι2 : M2 →֒ Z(λ,0) be inclusion
maps. Then
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(i) the S-module homomorphism ι⊗ idS : M1 ⊗ S →M2 ⊗ S is a non-zero map.
(ii) (ι1 ⊗ idS)(M1 ⊗ S) is a proper S-submodule of (ι2 ⊗ idS)(M2 ⊗ S).
Proof. Put I = ι⊗idS , Ii = ιi⊗idS (i = 1, 2). Take 0 6= x ∈M1. Then, byM1 ⊂ Z(λ,0),
we may write x =
∑
T∈T +0 (λ)
rTϕ
0
T with rT ∈ R. Then we have (g ◦ I)(x ⊗ 1) =∑
T∈T +0 (λ)
rTϕT by Remark 5.2. Now suppose that I(x⊗1) = 0. Then (gλ◦I)(x⊗1) = 0
and so rT = 0 for any T ∈ T
+
0 (λ) since {ϕT | T ∈ T
+
0 (λ)} is a subset of the basis of
W λ. So x = 0, which contradicts the choice of x. Hence I is non-zero. This proves (i).
Next we show (ii). Clearly, I1(M1 ⊗ S) ⊂ I2(M2 ⊗ S) so it suffices to see that
I1(M1 ⊗ S) 6= I2(M2 ⊗ S). By our assumption, there exists a non-zero element x ∈
M2 \ M1. Consider x ⊗ 1 ∈ M2 ⊗ S and, by way of contradiction, suppose that
I2(x⊗ 1) ∈ I1(M1 ⊗ S). Hence there exists yi ∈M1 and ϕi ∈ S such that
(5.1) (gλ ◦ I2)(x⊗ 1) = (gλ ◦ I1)(
∑
i
yi ⊗ ϕi).
Since x, yi ∈ Z(λ,0), one can write x =
∑
T∈T +0 (λ)
rTϕ
0
T and yi =
∑
T∈T +0 (λ)
riTϕ
0
T with
rT , r
i
T ∈ R. By substituting them into (5.1), we have
(5.2)
∑
T∈T +0 (λ)
rTϕT =
∑
i
∑
T∈T +0 (λ)
riTϕTϕi.
Hence, by using the definition of ϕT , we have
(5.3)
∑
T∈T +0 (λ)
rTϕTλT −
∑
i
∑
T∈T +0 (λ)
riTϕTλTϕi = ψ
for some ψ ∈ S∨λ. Take ν ∈ Λ with α(ν) = α(λ), and multiply ϕν on the both side of
(5.3) from the right, we obtain
(5.4)
∑
T∈T0(λ,ν)
rTϕTλT −
∑
i
∑
T∈T +0 (λ)
riTϕTλTϕiϕν = ψϕν .
(Recall that ϕν is the identity map on M
ν and zero on Mκ with ν 6= κ ∈ Λ+ see 2.5.)
Now, by using Lemma 2.3 and (2.3), we see that ϕTλTϕiϕν is an R-linear combination
of elements of the form ϕUV where U ∈ T0(λ′, λ) and V ∈ T0(λ′, ν) with λ′ ∈ Λ+. Since
α(ν) = α(λ), this implies that ϕTλTϕiϕν ∈ S
0. In addition, clearly ϕTλT ∈ S
0 for any
T ∈ T0(λ, ν). Hence, the left side of (5.4) is contained in S0. On the other hand, since
ψ ∈ S∨λ and S∨λ is a two-sided ideal of S, ψϕν is an element in S∨λ. Comparing both
sides of (5.4), we have ψϕν ∈ S
0 ∩ S∨λ = S∨(λ,1)0 ⊂ S
∨(λ,0)
0 . Therefore, we have
(5.5)
∑
T∈T0(λ,ν)
rTϕTλT ≡
∑
i
∑
T∈T +0 (λ)
riTϕTλTϕiϕν mod S
∨(λ,0)
0
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for any ν ∈ Λ with α(ν) = α(λ). We note that ϕTλTϕiϕν = ϕTλTλ · ϕTλTϕiϕν with
ϕTλTϕiϕν ∈ S
0. Then (5.5) implies that
(5.6)
∑
T∈T0(λ,ν)
rTϕ
0
T =
∑
i
∑
T∈T +0 (λ)
riTϕ
0
Tλ · ϕTλTϕiϕν .
It follows that
(5.7)
∑
T∈T +0 (λ)
rTϕ
0
T =
∑
ν∈Λ
α(ν)=α(λ)
∑
T∈T0(λ,ν)
rTϕ
0
T =
∑
ν∈Λ
α(ν)=α(λ)
∑
i
∑
T∈T +0 (λ)
riTϕ
0
Tλ · ϕTλTϕiϕν .
Put ϕΣ =
∑
µ∈Λ, α(µ)=α(λ)
ϕµ. Then ϕTλT = ϕTλTϕΣ for all T ∈ T
+
0 (λ) and, by using
Lemma 2.3 again, ϕΣϕiϕν is an R-linear combination of elements of the form ϕUV
where U ∈ T0(λ′, µ) and V ∈ T0(λ′, ν) with α(µ) = α(λ) = α(ν) for various λ′ ∈ Λ+
and µ ∈ Λ. Therefore ϕΣϕiϕν ∈ S0. We also know that ϕTλT ∈ S
0 for T ∈ T +0 (λ).
Combining these facts we can compute
ϕ0Tλ · ϕTλTϕiϕν = ϕ
0
Tλ · ϕTλTϕΣϕiϕν = (ϕ
0
Tλ · ϕTλT ) · ϕΣϕiϕν = ϕ
0
T · ϕΣϕiϕν .
Substituting this into (5.7), we have
(5.8)
x =
∑
T∈T +0 (λ)
rTϕ
0
T =
∑
ν∈Λ
α(ν)=α(λ)
∑
i
∑
T∈T +0 (λ)
riTϕ
0
T · ϕΣϕiϕν =
∑
ν∈Λ
α(ν)=α(λ)
∑
i
yi · ϕΣϕiϕν .
Since ϕΣϕiϕν ∈ S0 and yi ∈ M1 we have yi · ϕΣϕiϕν ∈ M1. Hence x ∈ M1, a
contradiction. Therefore I2(x⊗1) 6∈ I1(M1⊗S), and this proves (ii). The Lemma is
proved. 
Lemma 5.4. Suppose that R is a field. For every λ ∈ Λ+, let ι : radZ(λ,0) → Z(λ,0)
be the inclusion map. Then there exists an S-submodule Nλ of Lλ0 ⊗S0 S such that
(5.9) (Lλ0 ⊗S0 S)/N
λ ≃ Lλ
as S-modules. Moreover, Nλ is the unique maximal submodule of Lλ0 ⊗S0 S.
Proof. By the definition of Lλ0 , for each λ ∈ Λ
+, there exists a short exact sequence of
S0-modules
0 −−−→ radZ(λ,0) −−−→ Z(λ,0) −−−→ Lλ0 −−−→ 0.
This sequence induces an exact sequence of right S-module
radZ(λ,0) ⊗ S
I
−−−→ Z(λ,0) ⊗ S −−−→ Lλ0 ⊗ S −−−→ 0,
with I = ι⊗ idS . Further, note that radW λ is the unique maximal submodule of W λ
and Lλ 6= 0 for every λ ∈ Λ+. Hence under the isomorphism in Theorem 3.3, there
exists an S-submodule M ≃ radW λ of Z(λ,0) ⊗ S such that Im(I) ⊂ M $ Z(λ,0) ⊗ S.
Then we have an isomorphism f : (Z(λ,0) ⊗ S)/Im(I)
∼
−→ Lλ0 ⊗ S. If we put N
λ =
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f(M/Im(I)), we obtain (5.9). The uniqueness of Nλ follows from the uniqueness of
radW λ and we are done. 
Lemma 5.5. Suppose that R is a field. For any λ ∈ Λ+, we regard Lλ as an S0-module
via the restriction. Then S0-module Lλ contains Lλ0 as an irreducible submodule.
Proof. This Lemma can be proved in a similar way as [SawS, Lemma 6.8]. However,
this fact itself is important for later discussions, we give here the proof.
Recall the bilinear form 〈 , 〉 (resp. 〈 , 〉0) onW
λ (resp. on Z(λ,0)) and the injective
S0-module homomorphism fλ : Z(λ,0) → W λ in Lemma 3.4. We note that fλ maps
radZ(λ,0) into radW λ. In fact, by (3.2), 〈ϕS, ϕT 〉 = 〈ϕ0S, ϕ
0
T 〉0 for any S, T ∈ T
+
0 (λ).
On the other hand, if S ∈ T +0 (λ, µ), T ∈ T0(λ, ν) \ T
+
0 (λ, ν), then α(µ) 6= α(ν), and so
µ 6= ν. It follows that ϕTλSϕTTλ = 0, and 〈ϕS, ϕT 〉 = 0. Hence fλ(radZ
(λ,0)) ⊂ radW λ.
Now fλ induces an S0-module homomorphism Lλ0 → L
λ, which is clearly non-trivial.
Since Lλ0 is an irreducible S
0-module, Lλ contains an irreducible module isomorphic
to Lλ0 . 
We can now state our main result.
Theorem 5.6. Suppose that R is a field. Then, for all λ, µ ∈ Λ+, we have
[Z
λ
: L
µ
] = [Z(λ,0) : Lµ0 ] ≤ [W
λ : Lµ].
Proof. Since the first equality was shown in Theorem 4.15, it is enough to see that
[Z(λ,0) : Lµ0 ] ≤ [W
λ : Lµ]. Let
0 = M0 &M1 & · · · &Ml−1 &Ml = Z(λ,0)
be a composition series of Z(λ,0), and for k = 0, . . . , l− 1 assume that Mk+1/Mk ≃ L
µk
0
with some µk ∈ Λ+. Let ιk :Mk →֒ Mk+1 be the inclusion map and put Ik = ιk⊗ idS :
Mk ⊗ S → Mk+1 ⊗ S. Note that Ik is an S-module homomorphism. Then we have
an exact sequence 0 → Mk → Mk+1 → L
µk
0 → 0 of S
0-modules. Then, we obtain an
S-module exact sequence
(5.10) Mk ⊗ S
Ik−−−→ Mk+1 ⊗ S −−−→ L
µk
0 ⊗ S −−−→ 0.
Let ι′k : Mk →֒ Z
(λ,0) be the inclusion map and put Mk = (ι
′
k ⊗ idS)(Mk ⊗ S). Then
by Lemma 5.3 (i), (ii), we have a filtration of S-module in W λ
0 =M0 &M1 &M2 & · · · &Ml−1 &Ml = W λ.
We shall compute Mk+1/Mk for 0 ≤ k < l. Let f :Mk+1 ⊗S → (ι′k+1 ⊗ idS)(Mk+1 ⊗
S)/(ι′k ⊗ idS)(Mk ⊗ S) ≃ Mk+1/Mk be the natural map. Clearly, f is a surjective
S-module homomorphism. Moreover, it is easy to see that ker f ⊃ Ik(Mk⊗S). Hence
f induces an S-module surjective map f˜ : (Mk+1 ⊗ S)/Ik(Mk ⊗ S) → Mk+1/Mk.
Since Mk & Mk+1, f˜ is a non-zero map. Note that (Mk+1 ⊗ S)/Ik(Mk ⊗ S) ≃
Lµk0 ⊗S by (5.10). Hence, there exists a certain S-submodule Nk of L
µk
0 ⊗S such that
(Lµk0 ⊗ S)/Nk ≃ Mk+1/Mk. However, by Lemma 5.4, there exists a unique maximal
submodule Nµk of Lµk0 ⊗S such that (L
µk
0 ⊗S)/N
µk ≃ Lµk . Since Nµk ⊃ Nk, we have
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a surjective map
Mk+1/Mk ≃ (L
µk
0 ⊗ S)/Nk → (L
µk
0 ⊗ S)/N
µk ≃ Lµk .
This proves that [Z(λ,0) : Lµ0 ] ≤ [W
λ : Lµ]. 
In the following special case, we have a more precise formula.
Theorem 5.7. Suppose that R is a field. Then, for all λ, µ ∈ Λ+ with α(λ) = α(µ),
[Z
λ
: L
µ
] = [Z(λ,0) : Lµ0 ] = [W
λ : Lµ].
Proof. Assume that α(λ) = α(µ) for λ, µ ∈ Λ+. In view of Theorem 5.6, it is enough
to show that [W λ : Lµ] ≤ [Z(λ,0) : Lµ0 ]. Take λ ∈ Λ
+ and let
0 =W0 &W1 & · · · &Wc =W λ
be a composition series of W λ and assume that Wi+1/Wi ≃ Lµi . We regard Wi,
Lµj as S0-modules, via the restriction. By Lemma 5.5, there exists a submodule
W ′i of Wi+1 containing Wi such that W
′
i/Wi ≃ L
µi
0 . Moreover, by Proposition 3.7,
Lµ0 6= 0 for all µ ∈ Λ
+. Therefore, Wi & W ′i ⊂ Wi+1. Recall the injective S
0-
module map fλ : Z
(λ,0) → W λ given in Lemma 3.4 and put Mi = fλ(Z(λ,0)) ∩ Wi,
M ′i = fλ(Z
(λ,0)) ∩W ′i . Then we obtain a filtration of S
0-modules
0 = M0 ⊂M
′
0 ⊂M1 ⊂M
′
1 ⊂ · · · ⊂Mc−1 ⊂M
′
c−1 ⊂Mc = fλ(Z
(λ,0))
of fλ(Z
(λ,0)). Since fλ is an injection from Z
(λ,0) to W λ, we can regard the above
filtration as a filtration of Z(λ,0). We claim that
(5.11) Mi 6= M
′
i if α(µi) = α(λ).
We show (5.11). Assume that α(µi) = α(λ). Note that, as in the proof of Proposition
3.7, ϕ0Tµi + radZ
(µi,0) is a non-zero element of Lµi0 . Then, there exists xµi ∈ W
′
i/Wi
corresponding to ϕ0Tµi + radZ
(µi,0). Take a representative x˜µi ∈ W
′
i \Wi of xµi . Take
ϕµi ∈ S
0 (cf. (2.3)). Since x˜µi ∈ W
′
i and W
′
i is an S
0-submodule of W λ, we have
x˜µiϕµi ∈ W
′
i . Moreover, x˜µiϕµi corresponds to
(ϕ0Tµi + radZ
(µi,0)) · ϕµi = ϕ
0
Tµi + radZ
(µi,0) 6= 0
Therefore, x˜µiϕµi ∈ W
′
i \ Wi. On the other hand, since x˜µi ∈ Wi+1 ⊂ W
λ, we
can write x˜µi =
∑
T∈T0(λ)
rTϕT (rT ∈ R) and hence x˜µiϕµi =
∑
T∈T0(λ,µi)
rTϕT since
ϕµi is an identity map on M
µi and is zero otherwise. By noticing α(µi) = α(λ),
we define an element yµi ∈ Z
(λ,0) by yµi =
∑
T∈T0(λ,µi)
rTϕ
0
T . Then we have fλ(yµi) =∑
T∈T0(λ,µi)
rTϕT = x˜µiϕµi . It follows that x˜µiϕµi ∈ {fλ(Z
(λ,0))∩W ′i}\{fλ(Z
(λ,0))∩Wi}.
Therefore, Mi 6=M ′i and (5.11) holds.
By the claim (5.11), the quotientM ′i/Mi is a non-zero S
0-submodule of Lµi0 . Hence
M ′i/Mi ≃ L
µi
0 . This proves that [W
λ : Lµ] ≤ [Z(λ,0) : Lµ0 ] for λ, µ ∈ Λ
+ such that
α(λ) = α(µ). The theorem is proved. 
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5.8. We return to the setting in 4.1. Let Λ = P˜n,r under the condition (4.1) and
(4.3). For an r-partition λ ∈ Pn,r, we denote by S∨λ♭ the R-submodule of S
♭(m, n)
spanned by ϕ♭ST such that S, T ∈ T
+
0 (α) with α ✄ λ. Moreover, for an r-partition
λ ∈ Pn,r, T
λ ∈ T +0 (λ, λ), and in fact T
λ is the unique semistandard λ-Tableau of
type λ. Moreover, t = tλ is the unique element in Std(λ) such that λ(t) = T λ. Thus,
m♭
TλTλ
= m♭
tλtλ
= m♭λ, and ϕ
♭
λ = ϕ
♭
TλTλ
is the identity map on Mλ♭ . We define the Weyl
module W λ♭ as the right S
♭(m, n)-submodule of S♭(m, n)/S∨λ♭ spanned by the image
of ϕ♭λ. For each T ∈ T
+
0 (λ, µ), we denote by ϕ
♭
T the image of ϕ
♭
TλT
in S♭(m, n)/S∨λ♭ .
Then we know that the Weyl module W λ♭ is R-free with basis {ϕ
♭
T | T ∈ T
+
0 (λ)}.
The Weyl module W λ♭ enjoys an associative symmetric bilinear form, defined by the
equation
ϕ♭TλSϕ
♭
TTλ ≡ 〈ϕ
♭
S, ϕ
♭
T 〉♭ · ϕ
♭
λ mod S
∨λ
♭
for all S, T ∈ T +0 (λ). Let L
λ
♭ = W♭/radW
λ
♭ , where radW
λ
♭ = {x ∈ W
λ
♭ | 〈x, y〉♭ =
0 for all y ∈ W λ♭ }. By [SawS, Proposition 5.11], we know that, for all r-partition
λ ∈ Pn,r, Lλ♭ is an absolutely irreducible and {L
λ
♭ | λ ∈ Pn,r} is a complete set of non-
isomorphic irreducible S♭(m, n)-modules. Furthermore, for λ, µ ∈ Pn,r, we denote by
[W λ♭ : L
µ
♭ ] the composition multiplicity of L
µ
♭ in W
λ
♭ .
Note that the above definition of the Weyl moduleW λ♭ coincides with the definition
of the Weyl module Z
λ
when S♭(m, n) is isomorphic to S0(Λ) under the isomorphism
♭ in Proposition 4.9. Consequently, under the isomorphism ♭, we have [W λ♭ : L
µ
♭ ] =
[Z
λ
: L
µ
] for every λ, µ ∈ Pn,r.
On the other hand, note that in the case where r = 1, the notation for S♭(m, n)
coincides with the standard notation for q-Schur algebras discussed as in [M1, Chapter
4]. So, we use freely such a notation. For λ, µ ∈ Pn,r, we denote by [W λ
(i)
: Lµ
(i)
] (1 ≤
i ≤ r) is defined as the composition multiplicity of Lµ
(i)
inW µ
(i)
for λ = (λ(1), . . . , λ(r))
and µ = (µ(i), . . . , µ(r)).
Proposition 5.9 ([SawS, Proposition 5.14]). Let Λ = P˜n,r. Suppose that R is a field,
and that (4.1) and (4.3) are satisfied. Let λ, µ ∈ Pn,r. Then under the isomorphism
in Theorem 4.5, we have
[W λ : Lµ] =
{∏r
i=1[W
λ(i) : Lµ
(i)
] if α(λ) = α(µ),
0 otherwise.
Then, combining Theorem 5.7 and Proposition 4.9 and Proposition 5.9, we have
the following.
Corollary 5.10. Let Λ = P˜n,r. Suppose that R is a field, and that (4.1) and (4.3) are
satisfied. Then, for all λ, µ ∈ Pn,r with α(λ) = α(µ), we have
[W λ : Lµ] =
r∏
i=1
[W λ
(i)
: Lµ
(i)
].
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