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We propose a semiparametric conditional covariance (SCC) estimator that combines the first-stage para-
metric conditional covariance (PCC) estimator with the second-stage nonparametric correction estimator
in a multiplicative way. We prove the asymptotic normality of our SCC estimator, propose a nonpara-
metric test for the correct specification of PCC models, and study its asymptotic properties. We evaluate
the finite sample performance of our test and SCC estimator and compare the latter with that of the PCC
estimator, purely nonparametric estimator, and Hafner, Dijk, and Franses’s (2006) estimator in terms of
mean squared error and Value-at-Risk losses via simulations and real data analyses.
KEY WORDS: Conditional covariance matrix; Multivariate GARCH; Portfolio; Semiparametric esti-
mator; Specification test.
1. INTRODUCTION
Since the seminal work of Engle (1982), there has devel-
oped a huge literature on modeling the time-varying volatil-
ity of economic data in univariate case. Nevertheless, for asset
allocation, risk management, hedging, and asset pricing mul-
tivariate generalized autoregressive conditional heteroscedas-
ticity (MGARCH) models are of more importance both theo-
retically and practically because they model the volatility and
covolatility of multiple financial assets jointly. Many recent
works were done in the area of MGARCH models, such as
the VECH model of Bollerslev, Engle, and Wooldridge (1988),
the BEKK model of Baba et al. (1991) and Engle and Kro-
ner (1995), the dynamic conditional correlation (DCC) model
of Engle (2002) and Engle and Sheppard (2001), the Factor
GARCH model of Engle, Ng, and Rothschild (1990), to name
just a few. However, all these existing MGARCH models share
two common features: the normality assumption on the er-
ror’s distribution and the linearity of dynamic conditional co-
variance matrix. The exceptions include the regime switching
dynamic conditional correlation model of Pelletier (2006), the
smooth transition conditional correlation (STCC) model by Sil-
vennoinen and Teräsvirta (2005), and the asymmetric dynamic
conditional correlation model by Cappiello, Engle, and Shep-
pard (2003), where parametric nonlinear conditional correla-
tion models are used with Gaussian errors, and the copula-based
MGARCH model by Lee and Long (2009), where copula was
used to construct non-Gaussian errors. The normality assump-
tion was rejected by Fama and French (1993), Richardson and
Smith (1993), Longin and Solnik (2001), Ang and Chen (2002),
and Mashal and Zeevi (2002), and so on. The linear dynamic as-
sumption excludes possible nonlinearity. Once we diverge from
linearity, there is too much freedom to specify nonlinearity.
In this article, we propose a semiparametric conditional co-
variance (SCC) model, which combines parametric and non-
parametric estimators of conditional covariance matrix in a
multiplicative way. We first model the conditional covariance
matrix parametrically, just as we do for the conventional para-
metric MGARCH models. Then we model the conditional co-
variance of the standardized residuals nonparametrically. The
estimate of the latter will serve as a nonparametric correction
factor for the parametric conditional covariance (PCC) estima-
tor. Such combined estimation was done by Olkin and Speigel-
man (1987) in density function, by Glad (1998) in conditional
mean estimation, and by Mishra, Su, and Ullah (2010) in con-
ditional variance estimation. Nevertheless, to our knowledge,
there is no such combined estimator for conditional covariance
matrix.
We provide asymptotic theory for our semiparametric esti-
mator. It possesses several advantages over both pure paramet-
ric and nonparametric estimators. First, our SCC model avoids
the common shortcomings of parametric MGARCH models on
potential misspecifications of functional form and density func-
tion. It does not rely on either the distributional assumption on
the error term or the parametric functional form of the condi-
tional covariance matrix. Second, when the parametric model is
misspecified, the parametric estimator of the conditional covari-
ance is generally inconsistent despite the fact that the finite di-
mensional parameter in the parametric model may converge to
some pseudo-true parameter (see White 1994). In contrast, our
semiparametric estimator can still be consistent with the true
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conditional covariance matrix under certain conditions. Third,
when the parametric model is correctly specified, as expected,
our semiparametric estimator is less efficient than the paramet-
ric estimator, but it can achieve the parametric convergence rate
with a fixed bandwidth.
The original contribution to the literature lies in three aspects.
First, we are among the first to consider the combined estima-
tors of conditional covariance matrix. Our SCC estimators can
be regarded as an extension of Mishra, Su, and Ullah (2010)
from the conditional variance (one-dimension) case to the con-
ditional covariance (multi-dimension) case. For notational sim-
plicity, we focus on local constant (Nadaraya–Watson) estima-
tion instead of local polynomial estimation. Our new findings
suggest that the proposed SCC estimator has the same asymp-
totic variance as the one-step nonparametric conditional covari-
ance (NCC) estimator, but different asymptotic biases. Second,
based on the estimator of the nonparametric correction factor,
we propose a formal test for the correct specification of PCC
models, which was not addressed in earlier literature on com-
bined estimation. Third, our theoretical results are validated via
Monte Carlo simulations and real data analyses.
We report a small set of Monte Carlo simulation results to
evaluate the finite sample performance of our nonparametric
test and SCC estimator and compare the latter with that of
the PCC estimator, the NCC estimator, and Hafner, Dijk, and
Franses’s (2006, HDF hereafter) semiparametric estimator. The
data generating processes (DGP’s) used in our simulations are
motivated by the nonlinear and nonnormal stylized facts widely
observed in financial data, for instance, conditional correla-
tion tends to be high during the crisis period and low during
the tranquil period. Simulations suggest that our nonparamet-
ric test for the correct specification of PCC models performs
reasonably well in finite samples. For comparison across dif-
ferent estimators, we use both mean squared error (MSE) and
1% Value-at-Risk (VaR) losses. To evaluate a portfolio’s VaR
loss, we consider two portfolio-weighting mechanisms, namely
equal weight (EW) and minimum variance weight (MVW). We
find that our semiparametric estimators tend to outperform their
parametric counterparts and the NCC and HDF’s estimators.
In empirical analysis, we carry out in-sample (IS) estimation
and out-of-sample (OoS) forecasting for the conditional covari-
ance matrix of paired market indexes in three datasets. Our non-
parametric tests reject all commonly used PCC models for all
three datasets at the 1% significance level. This is in favor of
the use of a semiparametric or nonparametric estimator for the
conditional covariance. When we fit the datasets by our SCC
model, the PCC model, the NCC model, and the HDF model,
we find that our SCC model can always reduce the IS losses of
the start-up PCC model regardless of portfolio weights, gener-
ally reduces the OoS losses over the PCC models, and tends to
perform best across different models.
The rest of the article is organized as follows. We briefly re-
view some PCC models in Section 2. In Section 3 we present
our SCC model and estimator, propose a nonparametric test for
the correct specification of PCC models, and study their asymp-
totic properties under the null hypothesis and a sequence of lo-
cal alternatives. In Section 4 we provide a small set of Monte
Carlo experiments to evaluate the finite sample performance of
our SCC estimators and nonparametric test, and apply all con-
ditional covariance models on three paired stock indices. All
proofs are relegated to the Appendix.
To proceed, we define some notation that will be used
throughout the article. Let Ik denote a k × k identity matrix.
Let z = (z1, . . . , zk)′ be a k × 1 vector and Z be a symmetric
k × k matrix with (i, j)th element zij. The Euclidean norm of z
or Z is denoted as ‖z‖ or ‖Z‖. We define the following opera-
tors: diag(Z) denotes the diagonal matrix with zi in the (i, i)th
place; Z∗ denotes a diagonal matrix with the square roots of
the diagonal elements of Z on its diagonal when Z is positive
definite; vec(Z) stacks the columns of Z into a k2 × 1 vector;
vech(Z) stacks the lower triangular part of Z (including the
diagonal elements) into a k(k + 1)/2 × 1 vector. Further, we
use Dk to denote the k2 × (k(k + 1)/2) unique duplication ma-
trix and D+k to denote its generalized inverse, which is of size
(k(k + 1)/2) × k2. That is, vec(Z) = Dk vech(Z),vech(Z) =
D+k vec(Z), D
+
k = (D′kDk)−1D′k, and D+k Dk = Ik(k+1)/2. Here
we use the fact that D′kDk is nonsingular. Let Nk ≡ DkD+k .
We will use the following properties of Nk: Nk is symmet-
ric, NkDk = Dk, NkD+′k = D+′k , and Nk(A ⊗ A) = (A ⊗ A)Nk,
where A is a k × k matrix. For more details, see Magnus and
Neudecker (1999, pp. 48–50).
2. PARAMETRIC CONDITIONAL
COVARIANCE MODELS
Suppose the return series {rt}Tt=1 of the interested financial
data follows the stochastic process:
rt|Ft−1 ∼ P(μt,Ht; θ), t = 1, . . . ,T, (2.1)
where rt ≡ (r1t, . . . , rkt)′ is an k×1 vector, Ft−1 is the informa-
tion set (σ -field) at time t −1, E(rt|Ft−1) = μt, E(rtr′t|Ft−1) =
Ht, Ht is the conditional covariance matrix, and P is the joint
cdf of rt, and θ represents the parameters in the distribution.
Like Engle (2002), for simplicity we assume the conditional
mean μt is zero. If not, necessary standardization should be ap-
plied on the data. Thus we can write the model for rt as
rt = H1/2t et, (2.2)
where et ≡ H−1/2t rt is the standardized error with E(et|Ft−1) =
0 and E(ete′t|Ft−1) = Ik. et is typically assumed to follow the
standard normal distribution: et ∼ iid N(0, Ik). We are inter-
ested in estimating the conditional covariance matrix Ht of rt
without such a distributional assumption.
The conditional covariance matrix Ht can be decomposed as
Ht = Dt(θ)Rt(θ)Dt(θ), (2.3)
where Rt(θ) is the conditional correlation matrix with the
(i, j)th element denoted as ρij,t(θ), which stands for the con-
ditional correlation between rit and rjt and can be time-varying;
Dt(θ) = diag(
√
h1,t, . . . ,
√
hk,t) is a diagonal matrix with the
square root of the conditional variances hi,t, parameterized
by the vector θ, on the diagonal. It is well known (e.g., En-
gle 2002) that the conditional correlation matrix Rt(θ) is also
the conditional covariance matrix of the standardized returns
εt ≡ (ε1t, . . . , εkt)′ = D−1t (θ)rt, i.e., E(εtε′t|Ft−1) = Rt(θ).
Now we review some popular parametric models for the con-
ditional covariance matrix Ht, which will be used in Section 4.
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These models stem from two different modeling methodolo-
gies. First, the BEKK model specifies the elements of Ht di-
rectly:
Ht = δδ′ +
p∑
i=1
AiHt−iA′i +
q∑
j=1
Bj(rt−jr′t−j)B
′
j, (2.4)
where δ is a k × k low-triangle matrix, and different matrix
properties of Ai and Bj lead to three types of BEKK models:
the matrices Ai and Bj in the full, diagonal, and scalar BEKK
models are full matrices, diagonal matrices, and scalars, respec-
tively. Second, instead of modeling the conditional covariance
matrix directly, observing Ht = DtRtDt in Equation (2.3), one
can model Ht indirectly through modeling Dt and Rt separately.
The resulting models include the CCC model by Bollerslev
(1990), the VC model by Tse and Tsui (2002), the DCC model
by Engle (2002), among others. The CCC model assumes that
Rt = R, a constant matrix, and hence the time-varying feature
of conditional covariance can only be attributed to the time-
varying conditional variances. The VC model by Tse and Tsui
(2002) specifies univariate GARCH(p,q) models for individ-
ual returns and GARCH-type dynamic evolutions for the con-
ditional correlation process {Rt}:
Rt =
(
1−
p∑
i=1
γi −
q∑
j=1
βj
)
R¯+
p∑
i=1
γiRt−i +
q∑
j=1
βjRˆt−j, (2.5)
where R¯, Rt, and Rˆt are the unconditional, conditional, and
sample correlation matrices at time t with unit diagonal ele-
ments. Similar to the CCC and VC models, the DCC model
also uses the two-stage modeling strategy. In the first stage,
one models the conditional variance processes with the usual
univariate GARCH models and then obtains the standardized
residual εˆt. In the second stage, one models the conditional co-
variance Qt of εt as
Qt =
(
1 −
p∑
i=1
γi −
q∑
j=1
βj
)
Q¯
+
p∑
i=1
γiQt−i +
q∑
j=1
βj(εˆt−jεˆ′t−j), (2.6)
where Q¯ is the sample covariance matrix for εˆt. The basic prop-
erties of the correlation matrix, such as positive-definiteness
and unit diagonal element, are ensured by using the transfor-
mation
Rt = Q∗−1t QtQ∗−1t , (2.7)
where Q∗t is a diagonal matrix with the square roots of the di-
agonal elements of Qt on its diagonal.
In all the above models, the functional form of conditional
covariance matrix is assumed to be known and the maximum
likelihood estimation is done under the assumption of normal-
ity. These assumptions will not be required for the semipara-
metric estimators introduced below.
3. AN ALTERNATIVE SEMIPARAMETRIC
CONDITIONAL COVARIANCE ESTIMATOR
In this section we first review HDF’s semiparametric estima-
tor and propose an alternative semiparametric estimator for the
conditional covariance matrix. We then study the asymptotic
properties of our SCC estimator and propose a nonparametric
test for the correct specification of PCC models.
3.1 HDF’s Semiparametric Estimator
Motivated by the idea that the conditional correlations de-
pend on exogenous factors such as the market return or volatil-
ity, HDF proposed the following semiparametric model for rt:
rt = Dt(θ)εt,
(3.1)
E(εt|Ft−1) = 0, E(εtε′t|Ft−1) = R(xt),
where Dt(θ) is as defined before [after Equation (2.3)], and xt is
observable at time t − 1 and xt ∈Ft−1. Assuming that θ can be
estimated by θˆ at the parametric
√
T-rate, they define standard-
ized residuals by ε˜t ≡ εt(θˆ ) = Dt(θˆ )−1rt. Then they regress
ε˜t˜ε
′
t on xt nonparametrically to obtain Q˜(x), the Nadaraya–
Watson kernel estimator of E(˜εt˜ε′t|xt = x). Their semiparamet-
ric conditional correlation matrix estimator is defined by
R˜(x) = (Q˜∗(x))−1Q˜(x)(Q˜∗(x))−1, (3.2)
where Q˜∗(x) is a diagonal matrix with the square roots of the
diagonal elements of Q˜(x) on its diagonal. Their semiparamet-
ric estimator of Ht can be written as follows
H˜t = Dt(θˆ )R˜(xt)Dt(θˆ ). (3.3)
Clearly, the HDF’s estimators require correct specification of
the conditional variance process in order to obtain a final con-
sistent conditional correlation or covariance estimator. This is
unsatisfactory since it is extremely hard to know a priori the
correct form of the conditional variance process. Below we pro-
pose an alternative SCC estimator that can be consistent even
if the conditional variance process may be misspecified in the
first stage and it requires similar assumption to that in Equa-
tion (3.1).
3.2 An Alternative Semiparametric Estimator
Motivated by Glad (1998) and Mishra, Su, and Ullah (2010),
we propose an alternative SCC estimator, which combines in
a multiplicative way the parametric conditional covariance es-
timator from the first stage with the nonparametric conditional
covariance estimator from the second stage. Essentially, this es-
timator nonparametrically adjusts the initial PCC estimator.
Let Ht = E(rtr′t|Ft−1) be the true time-varying conditional
covariance process:
rt = H1/2t et, E(et|Ft−1) = 0, E(ete′t|Ft−1) = Ik,
(3.4)
where H1/2t is the symmetric square root matrix of Ht. Let
{Hp,t(θ)} be a parametrically-specified time-varying condi-
tional covariance process for rt, where θ ∈  ⊂ Rp and
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Hp,t(θ) ∈ Ft−1. Analogous to Mishra, Su, and Ullah (2010),
our estimation strategy builds on the simple identity
Ht = Hp,t(θ)1/2E[et(θ)et(θ)′|Ft−1]Hp,t(θ)1/2, (3.5)
where Hp,t(θ)1/2 is the symmetric square root matrix of
Hp,t(θ), and et(θ) = Hp,t(θ)−1/2rt is the standardized error
from the parametric model. When θ = θ∗, some pseudo-true
parameter value, we write Hp,t = Hp,t(θ∗) and et = et(θ∗). It is
clear that the parametric component Hp,t(θ) in Equation (3.5)
can be any PCC model reviewed in Section 2 and estimated by
some standard parametric method. To propose a reasonable es-
timator for the nonparametric component E[et(θ)et(θ)′|Ft−1],
we follow the HDF’s idea and assume that the conditional ex-
pectation of ete′t depends on the current information set Ft−1
only through a q×1 observable vector xt = (x1t, . . . , xqt)′. That
is,
E[ete′t|Ft−1] = Gnp(xt), (3.6)
where xt ∈ Ft−1. There is a fundamental difference between
Equation (3.6) and the last expression in Equation (3.1). In or-
der for R(xt) in Equation (3.1) to be a conditional correlation
matrix, the conditional variance matrix or equivalently {Dt(θ)}
has to be specified correctly. Fortunately, there is no such a re-
quirement for our definition of Gnp(xt).
Let Gnp,t = Gnp(xt). Equation (3.5) then reduces to
Ht = H1/2p,t Gnp,tH1/2p,t . (3.7)
Based upon Equations (3.5)–(3.7), we can estimate Ht in two
stages:
Stage 1: Estimate the parameter θ by θˆ in the parametric
specification {Hp,t(θ)} for the conditional covariance process.
Define the standardized residuals by eˆt = Hˆ−1/2p,t rt, where
Hˆp,t = Hp,t(θˆ).
Stage 2: Estimate E[ete′t|Ft−1,xt = x] nonparametrically by
Gˆnp(x) =
∑T
s=1 eˆseˆ′sKh(xs − x)∑T
s=1 Kh(xs − x)
, (3.8)
where Kh(xs −x) =∏ql=1 h−1l k((xls −xl)/hl), h = (h1, . . . ,hq),
hl = hl(T), l = 1, . . . ,q, are bandwidth parameters, and k is a
kernel function. Let Gˆnp,t = Gˆnp(xt). Then our SCC estimator
of Ht is obtained as
Hˆsp,t = Hˆ1/2p,t Gˆnp,tHˆ1/2p,t . (3.9)
Correspondingly, the estimator of conditional correlation ma-
trix from our SCC model is
Rˆsp,t = (Hˆ∗sp,t)−1Hˆsp,t(Hˆ∗sp,t)−1, (3.10)
where Hˆ∗sp,t is a diagonal matrix with the square roots of the
diagonal elements of Hˆsp,t on its diagonal.
To proceed, we make a few remarks.
Remark 1. When k = 1, Hˆsp,t reduces to the semiparametric
estimator of conditional variance in the spirit of Mishra, Su, and
Ullah (2010) who used the local polynomial estimation tech-
nique instead. In the above analysis, we assume xt is observ-
able. It turns out this is not necessary. In fact, we can allow xt
to be estimated from the data at a certain rate.
Remark 2. When the parametric model Hp,t is correctly
specified, i.e., Hp,t(θ0) = Ht a.s. for some θ0 ∈  and θ0 = θ∗,
we have:
Gnp(xt) = E[ete′t|Ft−1] = Ik. (3.11)
In this case, Gˆnp,t is estimating the k × k identity matrix. On
the other hand, if the parametric model Hp,t is misspecified,
Gnp(xt) will not be an identity matrix, and Gˆnp,t will serve as
a nonparametric correction factor, which nonparametrically ad-
justs the initial PCC estimator. In Section 3.4 we will propose a
test for the correct specification of PCC models based on Equa-
tion (3.11).
Remark 3. Our SCC estimator is quite different from that of
HDF. In the special case where Hˆ1/2p,t = Dt(θˆ ), then Gˆnp,t is the
same as Q˜(xt) obtained by HDF. So
Hˆsp,t = Dt(θˆ)Q˜(xt)Dt(θˆ).
We can show that Hˆsp,t is asymptotically equivalent to H˜t =
Dt(θˆ )(Q˜∗(xt))−1Q˜(xt)(Q˜∗(xt))−1Dt(θˆ). In a general case
where Hˆ1/2p,t = Dt(θˆ), Gˆnp,t is not equal to Q˜(xt) and Hˆsp,t
and H˜t may have quite different properties in both large and
small samples. If the parametric models [Hp,t(θ) in our case
and Dt(θ) in HDF’s case] are misspecified, our estimator for
the conditional covariance matrix is still consistent under weak
conditions while that of HDF is generally inconsistent.
3.3 Asymptotic Property of Our SCC Estimator
To study the asymptotic property of our SCC estimator, we
make the following set of assumptions.
Assumptions.
A1. The strictly stationary process {rt,xt} is α-mixing with
mixing coefficients α(j) satisfying ∑∞j=1 jaα(j)δ/(δ+2) < ∞ for
some δ > 0 and a > δ/(δ + 2). Also, E(‖rt‖2(2+δ)) < ∞ and
E(‖xt‖2+δ)) < ∞.
A2. The pseudo-true parameter θ∗ ∈  ⊂ Rp governing the
PCC process {Hp,t(θ)} exists uniquely and lies in the interior of
a compact set .
A3. θˆ − θ∗ = OP(T−1/2).
A4. Hp,t ≡ Hp,t(θ∗) is symmetric, finite, and positive-
definite for each t. The process {et = H−1/2p,t rt} is strictly sta-
tionary and α-mixing with mixing coefficients α(j). xt has a q-
dimension continuous density f (x) that is bounded away from
zero at x.
A5. Let Hp,t(θ) has continuous derivatives in the neigh-
borhood of θ∗. Gnp(x) have second order continuous par-
tial derivatives in the neighborhood of x. For some  > 0,
sup{θ :‖θ−θ∗‖≤} ‖ξ t(θ)‖ ≤ Dt, where ξ t(θ) = ∂et(θ)/∂θ ′ and
E(D2t ) < ∞.
A6. Let μij =
∫
uik(u)j du. The kernel k(·) is a symmetric
bounded density function such that μ21 < ∞ and |uk(u)| → 0
as |u| → ∞.
A7. As T → ∞, hj → 0, Th! → ∞, and T‖h‖4h! → c ∈
[0,∞), where h! =∏qj=1 hj.
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Assumption A1 is a high-level assumption. When the in-
dividual return series follows a GARCH(1,1) process, HDF
shows that the α-mixing of {rt} can be satisfied under weak con-
ditions. Assumptions A2–A3 do not require the correct speci-
fication for modeling the parametric component. For example,
whether the parametric model is true or not, under some reg-
ularity conditions for the quasimaximum likelihood estimation
QMLE, the pseudo true parameter θ∗ exists uniquely (White
1994, chapter 2) and can be estimated consistently at the regular√
T rate (White 1994, chapter 6). Assumptions A4 and A5 im-
pose some regularity conditions on the {Hp,t(θ)} process. As-
sumptions A6 and A7 are standard in the nonparametric kernel
estimation literature.
The following theorem establishes the asymptotic property
of Gˆnp(x).
Theorem 3.1. Under Assumptions A1–A7,
√
Th!{vech(Gˆnp(x)) − vech(Gnp(x)) − vech(B(x))}
d→ N(0,μq02f (x)−1D+k (x)D+′k ), (3.12)
where (x) = (ωij,lm(x)) is a k2 × k2 matrix with typical ele-
ments
ωij,lm(x) = Cov(ij,t, lm,t|xt = x) with ij,t = eitejt,
B(x) = (Bij(x)) is a k × k matrix with typical elements
Bij(x) = μ212f (x)
q∑
l=1
[
2
∂f (x)
∂xl
∂Gnp,ij(x)
∂xl
+ f (x)∂
2Gnp,ij(x)
∂xl ∂xl
]
h2l ,
where eit is the ith element of et and Gnp,ij(x) is the (i, j)th
element of Gnp(x).
Remark 4. Theorem 3.1 implies that we can estimate Gnp(x)
consistently by Gˆnp(x), which has the usual asymptotic bias
and variance structure as typical local constant estimators.
Let ηt = vech(ete′t). We can get an alternative expression for
D+k (x)D
+′
k :
D+k (x)D
+′
k = Var(ηt|xt = x).
When the start-up PCC model is correctly specified, i.e., Ht =
Hp,t(θ∗), then Gnp(x) = Ik, and the asymptotic bias term in
Equation (3.12) vanishes [B(x) = 0].
The asymptotic property of our semiparametric estimator for
the conditional covariance matrix Ht is stated in the following
corollary.
Corollary 3.2. (i) For any xt such that f (xt) is bounded away
from 0, Hˆsp,t and Rˆsp,t are consistent for Ht and Rt, respec-
tively. That is,
Hˆsp,t = Hˆ1/2p,t Gˆnp,tHˆ1/2p,t p→ Ht, and
Rˆsp,t = (Hˆ∗sp,t)−1Hˆsp,t(Hˆ∗sp,t)−1 p→ Rt.
(ii) √Th!{vech(Hˆsp,t)−vech(Ht)−Bt(xt)} d→ MN(0,μq02×
f (xt)−1D+k t(xt)D+′k ), where Bt(x) = vech(H1/2p,t B(x)H1/2p,t )
and t(x) = (H1/2p,t ⊗ H1/2p,t )(x)(H1/2p,t ⊗ H1/2p,t ). That is, condi-
tional on Hp,t and xt,
√
Th!{vech(Hˆsp,t) − vech(Ht) − Bt(xt)}
is asymptotically normal with mean zero and variance μq02 ×
f (xt)−1D+k t(xt)D+′k .
Remark 5. Corollary 3.2(i) says that we can obtain a con-
sistent estimator for the conditional covariance and correlation
matrix. Corollary 3.2(ii) essentially says that Hˆsp,t is also as-
ymptotically normally distributed conditional on Hp,t and xt,
and it inherits the asymptotic bias and variance structure of
Gˆnp(xt). By the delta method, one can also show that the semi-
parametric estimator for conditional correlation matrix is also
asymptotically distributed with the nonparametric convergence
rate
√
Th!.
Remark 6. To compare our estimator with the parametric
estimator of conditional covariance, first note that when the
parametric component is correctly specified, as expected, our
estimator is less efficient than the parametric one since our es-
timator has a slower convergence rate than the parametric esti-
mator as ‖h‖ → 0. Nevertheless, when h is kept fixed, a care-
ful examination of the proof of Theorem 3.1 and Corollary 3.2
indicates that our semiparametric estimator is consistent with
the true conditional covariance with the regular parametric
√
T-
rate of convergence. In this sense, we say that our estimator is
almost as good as the parametric estimator in terms of conver-
gence rate when h is kept fixed. Next, in the case of misspecifi-
cation, the PCC estimator is usually inconsistent (even though
θˆ is consistent for some pseudo-true parameter θ∗), while our
semiparametric conditional covariance estimator is still consis-
tent. Similar remarks hold true for the estimators of conditional
correlation matrix.
Remark 7. Like Mishra, Su, and Ullah (2010), we can also
compare our semiparametric estimator of conditional covari-
ance with the one-step nonparametric kernel estimator. For the
ease of comparison, we consider the simplest case where both
Hp,t and Ht depend on the information set Ft−1 only through
xt. In this case, we can write Hp,t = Hp(xt) and Ht = H(xt),
and the one-step nonparametric kernel estimator of Ht = H(xt)
is given by
Hˆnp,t =
∑T
s=1 rsr′sKh(xs − xt)∑T
s=1 Kh(xs − xt)
.
In the sequel, we refer to Hˆnp,t as the nonparametric condi-
tional covariance (NCC) estimator. Standard nonparametric re-
gression theory reveals that
√
Th!{vech(Hˆnp,t) − vech(Ht) − vech(Bnp(xt))}
d→ MN(0,μq02f (xt)−1D+k np(xt)D+′k ),
where np(x) = (ω(np)ij,lm(x)) is a k2 × k2 matrix with typical
elements ω(np)ij,lm(x) = Cov(ritrjt, rltrmt|xt = x), and Bnp(x) =
(Bnp,ij(x)) is a k × k matrix with typical elements
Bnp,ij(x) = μ212f (x)
q∑
l=1
[
2
∂f (x)
∂xl
∂Hij(x)
∂xl
+ f (x)∂
2Hij(x)
∂xl ∂xl
]
h2l ,
(3.13)
where Hij(x) denotes the (i, j)th element of H(x), and rit is the
ith element of rt.
114 Journal of Business & Economic Statistics, January 2011
On the other hand, when both Hp,t and Ht depend on the
information set Ft−1 only through xt, it is easy to verify that
t(xt) =
(
H1/2p,t ⊗ H1/2p,t
)
(xt)
(
H1/2p,t ⊗ H1/2p,t
)
= (H1/2p,t ⊗ H1/2p,t )E(vec(ete′t)[vec(ete′t)]′|xt)
× (H1/2p,t ⊗ H1/2p,t )
= E(vec(H1/2p,t ete′tH1/2p,t )[vec(H1/2p,t ete′tH1/2p,t )]′|xt)
= E(vec(rtr′t)[vec(rtr′t)]′|xt)= np(xt),
by the fact that (A ⊗ A)vec(ete′t) = vec(Aete′tA) for any k × k
matrix A. This implies that our SCC estimator shares the same
asymptotic variance–covariance matrix as the NCC estimator.
So we are left to compare the asymptotic bias of our SCC esti-
mator with that of the NCC estimator, i.e., to compare Bt(xt) =
vech(H1/2p,t B(xt)H
1/2
p,t ) with vech(Bnp(xt)).
A typical element of Bt(xt) is given by
Bt,ij(xt) = μ212f (x)
k∑
l=1
k∑
m=1
H1/2p,il (xt)
×
q∑
s=1
[
2
∂f (xt)
∂xs
∂Gnp,lm(xt)
∂xs
+ f (x)∂
2Gnp,lm(xt)
∂xs ∂xs
]
× h2s H1/2p,mj(xt), (3.14)
where H1/2p,il (x) denotes the (i, l)th element of H
1/2
p (x) and
Gnp,lm(x) is similarly defined. Unfortunately, the above expres-
sion appears too complicated to compare with Bnp,ij(xt) de-
fined by Equation (3.13). Only in the special case where k = 1
and q = 1 and where the local constant method is replaced by
the local linear method can we follow Mishra, Su, and Ullah
(2010) and show that Bt,ij(xt) is smaller than Bnp,ij(xt) in ab-
solute value under weak conditions.
3.4 Test for the Correct Specification of PCC Models
In this section we propose a test of correct specification
of parametric conditional covariance models based on Equa-
tion (3.11). The null hypothesis is
H0 : Gnp(xt) = Ik a.s., (3.15)
and the alternative hypothesis is
H1 : Pr(Gnp(xt) = Ik) < 1. (3.16)
Let σij(x) denote the (i, j) element of Gnp(x), i, j = 1, . . . , k.
That is, σij(xt) = E[eitejt|Ft−1], where, recall, eit denotes the
ith element of et. We can rewrite the null hypothesis as
H0 : P(σij(xt) = δij) = 1 for all i, j = 1, . . . , k, (3.17)
and the alternative hypothesis as
H1 : Pr(σij(xt) = δij) < 1 for some i, j = 1, . . . , k, (3.18)
where δij is Kronecker’s delta, i.e., δij = 1 if i = j and 0 other-
wise.
Recall that f (x) denotes the density function of xt. When
the null and alternative hypotheses are written in the form of
Equations (3.17) and (3.18), we can construct consistent tests
of H0 versus H1 using various distance measures. A convenient
choice is to use the measure
 =
k−1∑
i=1
k∑
j=i
∫
(σij(x) − δij)2f 2(x)dx ≥ 0, (3.19)
and  = 0, if and only if H0 given by Equation (3.17) holds.
Note that the use of density weight in the definition of  will
help us avoid the random denominator issue. We will propose a
test statistic based upon a kernel estimator of .
To construct the sample analog of , we first obtain estima-
tors of σij(x) and f (x), which are given by
σˆij(x) = T
−1∑T
s=1 eˆiteˆjtKh(xs − x)
fˆ (x) and (3.20)
fˆ (x) = T−1
T∑
s=1
Kh(xs − x),
where eˆit is the ith element of eˆt. Note that σˆij(x) is the (i, j)
element of Gˆnp(xt). We then estimate  by the following func-
tional:
ˆ1 =
k−1∑
i=1
k∑
j=i
∫
(σˆij(x) − δij)2 fˆ 2(x)dx
= 1
T2
k−1∑
i=1
k∑
j=i
T∑
s=1
T∑
t=1
(eˆiseˆjs − δij)
× (eˆiteˆjt − δij)Kh(xs − xt), (3.21)
where Kh(u) =∏ql=1 h−1l k(ul/hl), u = (u1, . . . ,uq), and k(u) =∫
k(v)k(u − v)dv is the convolution kernel derived from k. For
example, if k(u) = exp(−u2/2)/√2π , then k(u) = exp(−u2/
4)/
√
4π , a normal density with zero mean and variance 2.
The above statistic is simple to compute and offers a natural
way to test H0 in Equation (3.17). Nevertheless, we propose a
bias-adjusted test statistic, namely,
ˆ = 1
T2
k−1∑
i=1
k∑
j=i
T∑
s=1
T∑
t =s
(eˆiseˆjs − δij)(eˆiteˆjt − δij)Kh(xs − xt).
(3.22)
In effect, ˆ removes the “diagonal” (s = t) terms from ˆ1 in
Equation (3.21), thus reducing the bias of the statistic. A similar
idea was used in Lavergne and Vuong (2000), Su and White
(2007), and Su and Ullah (2009). We will show that after being
appropriately scaled, ˆ is asymptotically normally distributed
under suitable assumptions.
To derive the asymptotic properties of the test statistic ˆ, we
add the following assumptions.
Assumptions.
A8. Let εijt ≡ eitejt − δij. For i, j = 1, . . . , k, E(|εijt|4(1+δ)) ≤
C and E|εr1ijt1 ε
r2
ijt2 · · · ε
rl
ijtl |1+δ ≤ C for some C < ∞, where
2 ≤ l ≤ 4, 0 ≤ rs ≤ 4, and ∑ls=1 rs ≤ 8.
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A9. (i) Let μij2(x) ≡ E(ε2ijt|xt = x) and μij4(x) = E(ε4ijt|xt =
x). Both μij2(x) and μij4(x) satisfy the Lipschitz condition: for
i, j = 1, . . . , k and l = 2,4, |μijl(x+x∗)−μijl(x)| ≤ dijl(x)‖x∗‖,
where ‖ · ‖ denotes the Euclidean norm and ∫ dijl(x)f (x)dx <
C < ∞. (ii) The joint density ft1,...,tl(·) of (xi1, . . . ,xil) (1 ≤ l ≤
4) exists and satisfies the Lipschitz condition: |ft1,...,tl(x(1) +
v(1), . . . ,x(l) + v(l)) − ft1,...,tl(x(1), . . . ,x(l))| ≤ Dt1,...,tl(x(1),
. . . ,x(l))‖v‖, where v′ = (v(1)′ , . . . ,v(l)′), ∫ Dt1,...,tl(v(1), . . . ,
v(l))‖v‖2(1+δ) dv ≤ C and ∫ Dt1,...,tl(v(1), . . . ,v(l))ft1,...,tl(v(1),
. . . ,v(l))dv ≤ C for some C < ∞.
Assumptions A8 and A9 are common in nonparametric esti-
mation with strong mixing data (see Gao and King 2003). They
are mainly used in the proof of Theorem 3.3 below.
Define
σ 20 ≡ 2
∫
K2(u)du
k−1∑
i1=1
k∑
j1=i1
k−1∑
i2=1
k∑
j2=i2
E
[
b2i1j1i2j2(xt)f (xt)
]
,
where bi1j1i2j2(x) = E[(ei1tej1t − δi1j1)(ei2tej2t − δi2j2)|xt = x],
and K(u) =∏ql=1 k(ul). The asymptotic null distribution of ˆ
is established in the next theorem.
Theorem 3.3. Under Assumptions A1–A9 and under H0,
T(h!)1/2ˆ d→ N(0, σ 20 ).
The proof is tedious and is relegated to the Appendix. From
the proof we know that T(h!)1/2ˆ = T(h!)1/2 + oP(1), where
 = 1
T2
k−1∑
i=1
k∑
j=i
T∑
s=1
T∑
t =s
(eisejs − δij)(eitejt − δij)Kh(xs − xt).
This means that the first stage parametric estimation of the con-
ditional covariance matrix does not affect the first order asymp-
totic properties of the test. To implement the test, we require a
consistent estimate of the variance σ 20 . Define
σˆ 2 ≡ 2T−2h!
T∑
s=1
T∑
t =s
[k−1∑
i=1
k∑
j=i
(eˆiteˆjt − δij)(eˆiseˆjs − δij)
]2
× K2h(xt − xs). (3.23)
It is easy to show that σˆ 2 is consistent for σ 20 under H0. We then
compare
Tˆ ≡ T(h!)1/2ˆ/
√
σˆ 2, (3.24)
with the one-sided critical value zα from the standard normal
distribution, and reject the null when Tˆ > zα.
To examine the asymptotic local power of our test, we con-
sider the following local alternatives:
H1(γT) :σij(x) = δij + γTij(x), i, j = 1, . . . , k, (3.25)
where ij(x) satisfies E|ij(xt)|2+δ < ∞ and γT → 0 as T →
∞. Define
0 ≡
∫ k−1∑
i=1
k∑
j=i
2ij(x)f 2(x)dx. (3.26)
The following theorem establishes the local power property
of our test.
Theorem 3.4. Under Assumptions A1–A9, suppose that
γT = T−1/2(h!)−1/4 in H1(γT). Then, the power of the test sat-
isfies P(Tˆ ≥ zα|H1( γT)) → 1 −(zα −0/σ0), where (·) is
the cumulative distribution function of standard normal.
Theorem 3.4 implies that the test has nontrivial asymptotic
power against alternatives for which 0 > 0. The power in-
creases with the magnitude of 0/σ0. Furthermore, by taking a
large bandwidth we can make the alternative magnitude against
which the test has nontrivial power, i.e., γT , arbitrarily close to
the parametric rate T−1/2.
4. SIMULATIONS AND EMPIRICAL ANALYSES
4.1 Monte Carlo Simulations
In this section, we conduct a small set of Monte Carlo simu-
lations to evaluate the finite sample performance of our test and
to compare our SCC estimators with several existing estimators
of conditional covariance in terms of MSE and VaR losses.
4.1.1 Data Generating Processes. We generate data ac-
cording to six data generating processes (DGP’s), among which
DGP’s 1 and 2 will be used for the level study of our test and
DGP’s 3–6 are for power study and for the study of finite sample
performance of various estimators of conditional covariance.
DGP 1 adopts the BEKK specification. We generate et ∼ iid
N(0, I2) and set rt ≡ H1/2t et, where Ht = δδ′ + 0.05rt−1 ×
r′t−1 + 0.9Ht−1, and
δ =
(
0.3509 0
−0.0682 0.5726
)
.
DGP 2 adopts the CCC specification. At time t, we first gen-
erate the correlation matrix Rt with the constant off-diagonal
element 0.4, and the diagonal matrix D = diag(√h1,t,√h2,t),
where
h1,t = 0.5 + 0.05r21,t−1 + 0.9h1,t−1, and
h2,t = 0.5 + 0.05r22,t−1 + 0.7h2,t−1.
Then we generate et ∼ iid N(0, I2) and set rt = H1/2t et, where
Ht = DtRtDt.
For the next two DGP’s, we consider nonlinear specification
for the time-varying conditional variance and correlation func-
tions. DGP 3 specifies a bivariate GARCH-X process:
ri,t =
√
hi,tεit, i = 1,2,
h1,t = 0.5 + 0.05r21,t−1 + 0.9h1,t−1 + 0.6x21t,
h2,t = 0.5 + 0.1r22,t−1 + 0.6h2,t−1 + 0.9x22t,
εt ≡ (ε1t, ε2t) ∼ N(0,Rt),
where xit, i = 1,2, are each iid U(0,1) and mutually indepen-
dent, and
Rt = σ 2(xt)
(
1 ρt
ρt 1
)
,
with xt = (x1t, x2t)′, σ 2(xt) = 0.25 + x21t + x22t, and ρt = 0.5 +
0.4 cos(π t/10). The nonlinear characteristics of hi,t and ρt can
be traced back to the simulation designs in Su and Ullah (2009)
and Engle (2002), respectively. DGP 4 distinguishes itself from
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DGP 3 by its specification on ρt in Rt. In DGP 4, we set ρt =
0.99−1.98/{1+exp(0.5 max(x21t, x22t))}, which is motivated by
the stylized fact in financial markets that conditional correlation
in crisis periods is higher than that in tranquil periods.
The last two DGP’s, namely DGP’s 5 and 6, consider non-
Gaussian errors. They are identical to DGP 4 except the gener-
ation of et. In DGP 5, eit, i = 1,2, are iid, uniformly distributed
(U) on [−√3,√3], and mutually independent; and in DGP 6,
e1t ∼ iid U(−
√
3,
√
3), e2t ∼ iid N(0,1), and they are mutually
independent.
4.1.2 Test Results. For the level study, the correct para-
metric MGARCH model, namely the BEKK model for DGP 1
and the CCC model for DGP 2, is applied to fit the simulated
data from DGP’s 1 and 2. For the power study, we fit the data
generated from DGP’s 3–6 with CCC model to obtain the PCC
estimator where GARCH(1,1) model is considered for condi-
tional variance. After fitting the parametric estimator Hˆpt, we
obtain the standardized residuals eˆt = Hˆ−1/2t rt and then con-
duct our nonparametric test based on the residuals and xt. We
choose xt = rt−1 in DGP’s 1 and 2, and set xt as given in the
definition of DGP’s 3–6.
To implement our test, we need to choose the kernel and
bandwidth. We choose the Gaussian kernel: k(u) = exp(−u2/
2)/
√
2π and select the bandwidth following the lead of Horo-
witz and Spokoiny (2001) and Su and Ullah (2009). Specifi-
cally, we use a geometric grid consisting of N points h(s), where
h(s) = (h(s)1 ,h(s)2 ), h(s)i = ωssihmin, i = 1,2, s = 0,1, . . . ,N − 1,
si is the sample standard deviation of {xit}Tt=1, N = [log T] + 1,
[·] is the integer part of ·, hmin = T−4/(3q), hmax = 0.5T−1/1000,
and ω = (hmax/hmin)1/(N−1). For each h(s), we calculate the test
statistic in Equation (3.24) and denote it as Tˆ(h(s)). Define
Sup T ≡ max
0≤s≤N−1
Tˆ
(
h(s)
)
. (4.1)
Even though Tˆ(h(s)) is asymptotically distributed as N(0,1) un-
der the null for each s, the distribution of Sup T is unknown.
Fortunately, we can use the wild bootstrap approximation to
obtain the critical values.
We obtain the bootstrap residuals by e∗it = eˆitvit, i = 1,2, t =
1, . . . ,T , where eˆit are the standardized residuals from the first
stage parametric estimation; {vit} are mutually independent iid
sequences with mean 0, variance 1, and a finite fourth moment;
and they are independent of the process {rt}. In our simulation,
we draw vit independently from a distribution with probability
masses p = (1+√5)/(2√5) and 1−p at the points (1−√5)/2
and (1 +√5)/2, respectively. Based upon the bootstrap resam-
pling data {e∗it, i = 1,2}Tt=1 and {xt}Tt=1, we construct the boot-
strap version Sup T∗n of the test statistic Sup Tn. We repeat this
procedure B times and obtain the sequence {Sup T∗n,b}Bb=1. We
reject the null when p∗ = B−1∑Bb=1 1(Sup Tn ≤ Sup T∗n,b) is
smaller than the given level of significance, where 1(·) is the
usual indicator function.
Table 1 reports the simulation results for DGP’s 1–6. The
number of replications M is 1000 and 500 for DGP’s 1 and
2, and DGP’s 3–6, respectively. In each case, we use B = 200
bootstrap resamples in each replication to obtain the p-value for
our test. From the table, we see that our test is undersized for
small to moderate sample sizes like T = 250 or 500. Despite
Table 1. Finite sample rejection frequency for DGP’s 1–6
T = 250 T = 500
DGP\Level 1% 5% 10% 1% 5% 10%
1 0.001 0.016 0.047 0.003 0.024 0.052
2 0.001 0.013 0.051 0.004 0.018 0.048
3 0.032 0.246 0.472 0.526 0.900 0.972
4 0.076 0.402 0.640 0.762 0.972 0.996
5 0.602 0.898 0.962 1.000 1.000 1.000
6 0.618 0.902 0.960 0.996 1.000 1.000
this, the test exhibits reasonably good power behavior. In par-
ticular, as the sample size doubles, the power increases quickly.
In addition, as expected, the rejection frequencies for DGP’s 5
and 6, which exhibit both nonlinearity and non-Gaussianity, are
much higher than those for DGP 4 with the presence of only
nonlinearity.
4.1.3 Evaluation of the SCC Estimates. To study the fi-
nite sample properties of our SCC estimates, we simulate data
according to DGP’s 3–6. For each DGP, we simulate 500 ob-
servations on rt = (r1t, r2t)′, which represents roughly two-year
daily data. The number of replications for each case is M = 200.
We consider four parametric models for estimating the condi-
tional correlation of rt, namely the CCC, VC, scalar BEKK,
and DCC models reviewed in Section 2. In each case, we ob-
tain our SCC estimators by choosing the conditioning variable
as xt. To obtain our SCC estimators, we need to choose both
the kernel and the bandwidth. It is well known that the choice
of kernel function k(·) is not important in nonparametric or
semiparametric estimation. We simply use the Gaussian kernel:
k(u) = exp(−u2/2)/√2π . For the bandwidth, we follow the
idea of grid-searching and set hi = cjσˆin−1/6, i = 1,2, where
σˆi is the sample standard deviation of rit, and the optimal cj is
chosen from 0.5,0.6, . . . ,5 by minimizing the loss function of
the corresponding semiparametric model.
We consider two loss functions for evaluation. The first is the
MSE loss (cf. Engle 2002):
MSE(ρˆt) = 1MT
M∑
m=1
T∑
t=1
(
ρˆ
(m)
t − ρ(m)t
)2
, (4.2)
where ρ(m)t and ρˆ
(m)
t are the true conditional correlation and
its estimates at time t in the mth replication, respectively, and
M is the number of replications. The second is based on the
portfolios’ VaR. The Basel Committee on Banking Supervision
uses VaR to estimate the risk exposure of financial institutes for
a 10-day holding period and 99% coverage (α = 1%). Denote
the VaR of the weighted portfolio with tail probability α from
model j within our framework as
VaRα,jt = jα
√
ω′tH
j
tωt, (4.3)
where jα is the quantile of the cumulative distribution func-
tion of a weighted portfolio at tail probability α ∈ (0,1) from
model j. Apart from adopting the quantiles of standard normal
distribution, Bauwens and Laurent (2005) used a Monte Carlo
simulation and HDF (2006) employed the quantiles of the stan-
dardized portfolio returns. We adopt the method of HDF (2006)
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Table 2. Mean square error (MSE) comparison for DGP’s 3–6
Estimate\DGP 3 4 5 6
NCC 0.128 0.012 0.012 0.013
(%) −0.157 22.981 24.528 24.699
CCC 0.128 0.016 0.016 0.017
CCC-NW 0.128 0.012 0.012 0.012
(%) −0.392 22.981 25.786 25.904
VC 0.367 0.049 0.020 0.038
VC-NW 0.232 0.023 0.014 0.016
(%) 36.802 53.455 32.338 58.005
HDF 0.128 0.012 0.012 0.012
(%) −0.392 22.981 25.786 25.904
BEKK 0.119 0.023 0.023 0.024
BEKK-NW 0.119 0.019 0.019 0.019
(%) 0.084 15.721 17.333 17.447
DCC 0.122 0.019 0.019 0.020
DCC-NW 0.122 0.015 0.015 0.015
(%) 0.082 19.474 22.460 21.538
to compute jα . The VaR loss function for model j is
Qα,j = 1
T
T∑
t=1
[α − 1(yt < VaRα,jt )](yt − VaRα,jt ), (4.4)
where α = 1%. EW and MVW take ωt = k−1ι and ωt =
H−1t ι/(ι′H−1t ι), respectively, where ι is a k-vector of ones.
Tables 2 and 3 compare the finite sample performance of var-
ious conditional covariance estimators. In addition to the ab-
solute loss values for these estimators, the relative improvement
ratios (%) are also reported. For each of our SCC estimates, the
improvement ratio of the SCC estimates (CCC-NW, VC-NW,
BEEK-NW, DCC-NW) over their PCC counterparts (CCC, VC,
BEEK, DCC) is defined as
ratio = 100{Loss(PCC) − Loss(SCC)}/Loss(PCC), (4.5)
where Loss(SCC) and Loss(PCC) are the mean square error
(MSE) or VaR loss for the SCC estimate and the start-up PCC
estimate, respectively. Since the NCC models have no start-
up parametric model, we compare them with the parametric
CCC estimate. For the HDF estimator, we take the parametric
CCC model as the start-up model. A positive value of the im-
provement ratio means better performance of SCC estimators
than their start-up PCC estimators or NCC/HDF estimators than
the parametric CCC estimators. We summarize some interest-
ing findings below. First, in terms of MSE, our SCC estimates
usually beat the start-up PCC estimates except for the CCC
estimate in DGP 3. Second, regardless of portfolio weighting
methods, our SCC estimates always demonstrate better perfor-
mance than the corresponding PCC estimates in terms of VaR
loss. Third, we observe higher VaR loss improvement ratio of
the SCC estimate over its start-up PCC estimate in the MVW
portfolio than in the EW portfolio across nearly all DGP’s. The
only exception is the improvement ratio of the VC-NW esti-
mate over the parametric VC estimate in DGP 3: the ratio for
the VaR loss of EW portfolio is 76.03%, higher than that of
MVW portfolio, 71.70%. Fourth, regarding MSE, the superior-
ity ranking of semiparametric estimators is not always the same
as that of parametric estimators. In DGP 5, for instance, the
performance of the parametric estimators in the CCC, DCC,
BEKK, and VC models deteriorates in order, while the deteri-
orating order of their semiparametric counterparts is the CCC-
NW, VC-NW, DCC-NW, and BEKK-NW models.
4.2 Empirical Analysis
We examine three sets of financial daily time series data, the
Dow Jones Industrial Average Index and Standard & Poor’s
500 Index (DJIA&SPX) from January 2, 2003 to December 31,
2007 (T = 1258 observations); Cotation Assistée en Continu 40
and Financial Times Stock Exchange 100 Index (CAC&FTSE)
from January 2, 2003 to December 31, 2007 (T = 1281 ob-
servations); and Hang Seng Index and Straits Times Index
(HSI&STI) from January 2, 2003 to December 31, 2007 (T =
1260 observations). All datasets are downloaded from Yahoo
Table 3. Value-at-Risk (VaR) loss comparison for DGP’s 3–6
EW MVW
Estimate\DGP 3 4 5 6 3 4 5 6
NCC 0.082 0.075 0.069 0.061 0.033 0.034 0.033 0.035
(%) 2.038 0.399 −0.146 6.769 29.892 27.015 23.148 24.086
HDF 0.083 0.075 0.069 0.065 0.044 0.042 0.037 0.042
(%) 0.000 −0.133 0.000 0.615 5.806 9.368 15.509 9.462
CCC 0.083 0.075 0.069 0.065 0.047 0.046 0.043 0.047
CCC-NW 0.081 0.074 0.068 0.060 0.031 0.033 0.032 0.034
(%) 2.638 1.332 0.729 8.154 33.118 29.194 25.000 27.527
VC 0.328 0.085 0.069 0.067 0.297 0.060 0.043 0.050
VC-NW 0.079 0.074 0.068 0.060 0.084 0.036 0.032 0.034
(%) 76.031 13.130 0.729 10.912 71.698 40.168 25.463 33.135
BEKK 0.083 0.076 0.069 0.066 0.047 0.046 0.043 0.047
BEKK-NW 0.081 0.074 0.069 0.060 0.031 0.033 0.032 0.034
(%) 2.521 2.243 0.291 8.092 32.976 28.913 24.651 27.350
DCC 0.083 0.075 0.068 0.065 0.046 0.046 0.043 0.046
DCC-NW 0.081 0.074 0.068 0.060 0.031 0.032 0.032 0.034
(%) 2.292 1.198 0.731 8.308 33.045 29.258 24.942 27.586
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Finance. For ease of interpretation, we compute the percent-
age returns (rt) as log returns multiplied by 100 and then de-
meaned. We split the whole samples at day R, the last day of
2006, use samples from 2003 to 2006 for in-sample (IS here-
after) estimation, and apply the “fixed scheme” to do one-day-
ahead conditional covariance matrix forecast throughout end of
year 2007. The IS standardized residuals are sorted to compute
the p-value for VaR calculation later. “Fixed scheme” means in
the whole forecasting period we keep using the same parame-
ters, whose estimation is based on information set FR. For the
out-of-sample (OoS hereafter) forecasting, the forecast length
is 251, 255, and 250 days for the three datasets, respectively.
For each series, we assume the conditional mean is zero
based on efficient market hypothesis. When implementing our
nonparametric test for the correct specification of the PCC
model based on the standardized residuals from the IS estima-
tion, we choose the kernel and bandwidth as in Section 4.1.2.
We choose the conditioning variable xt as the one-day lagged
percentage return, i.e., xt = rt−1. We conduct our nonparamet-
ric test for the three datasets and reject the null of correct spec-
ification of all the four PCC models under investigation at the
1% level. In view of this evidence we apply our SCC models to
capture the remaining information in the standardized residuals
of various PCC models.
When applying SCC models to these empirical datasets, we
choose the kernel function and bandwidth as in Section 4.1.3.
The conditioning variable is set as the one-day lagged per-
centage return, i.e., xt = rt−1. To judge the relative fitting
and predictive ability of various conditional covariance mod-
els, we modify the two types of criterion functions used in Sec-
tion 4.1.3. The MSE criterion in Equation (4.2) cannot be used
here because the true conditional covariance matrix is not ob-
servable. Zangari (1997) addressed the advantage of focusing
on the volatility hyt of the aggregate portfolio yt ≡ ω′rt instead
of the conditional covariance matrix Ht, where hyt = ω′Htω and
ω is a weight vector. When comparing the predictability of uni-
variate GARCH models, Awartani and Corradi (2005) substi-
tuted the unobservable volatility by the squared observed re-
turns because of the rank-preserving property of this substi-
tution under the MSE loss. They concluded that both squared
returns and realized volatility are good proxies of the unobserv-
able volatility for the purposes of model comparisons. Because
intra-day returns are not available, Pelletier (2006) suggested
using the cross-product of daily returns instead of the cumula-
tive cross-product of intra-day returns over the forecast horizon.
Following these authors, we compare various models by calcu-
lating the predictive measures, MSEjOoS for model j, as
MSEjOoS =
1
(T − R)
T−1∑
t=R
(ω′t+1Hˆ
j
t+1ωt+1
− ω′t+1rt+1r′t+1ωt+1)2, (4.6)
where Hˆjt+1 is the one-step-ahead forecaster of Ht+1 at time t
from model j. The second loss is modified from VaR loss in
Equation (4.3) in simulations:
Qα,jOoS =
1
(T − R)
T−1∑
t=R
[α − 1(yt+1 < VaRα,jOoS,t+1)]
× (yt+1 − VaRα,jOoS,t+1), (4.7)
where VaRα,jOoS,t+1 = jα
√
ω′t+1Hˆ
j
t+1ωt+1, 
j
α is the quantiles
of the standardized IS portfolio returns, and α = 1%. The in-
sample (IS) losses are similarly defined.
The IS and OoS performance measures of different condi-
tional covariance models over these empirical datasets are pre-
sented in Tables 4 and 5. For each pair of the parametric start-
up PCC model and the corresponding SCC model, the im-
provement ratio is reported in percentage as before. For NCC
and HDF models, we report the absolute loss values and the
Table 4. MSE loss for equal weight and minimum variance weight portfolios
EW MVW
DJIA&SPX CAC&FTSE HSI&STI DJIA&SPX CAC&FTSE HSI&STI
IS OoS IS OoS IS OoS IS OoS IS OoS IS OoS
NCC 1.44 3.05 1.65 3.77 1.48 14.60 0.66 2.45 0.86 5.09 1.14 13.78
% 15.30 −5.43 55.76 −7.51 14.71 −13.84 37.74 −7.30 73.19 −49.22 32.11 −26.25
HDF 1.31 2.87 1.85 3.41 1.41 12.60 0.63 2.27 1.12 3.36 1.07 10.31
% 23.16 0.73 50.62 2.92 18.49 1.80 39.87 0.55 65.09 1.55 35.97 5.62
CCC 1.70 2.89 3.74 3.50 1.74 12.83 1.05 2.28 3.21 3.41 1.68 10.93
CCC-NW 1.31 2.87 1.93 3.39 1.41 12.58 0.63 2.27 1.26 3.36 1.05 10.56
% 23.05 0.77 48.30 3.01 18.80 1.91 40.29 0.53 60.70 1.45 37.12 3.36
VC 1.70 2.89 3.75 3.50 1.74 12.74 1.05 2.30 3.18 3.42 1.68 10.74
VC-NW 1.31 2.87 1.85 3.39 1.41 12.52 0.62 2.28 1.13 3.36 1.05 10.18
% 23.02 0.74 50.69 2.90 18.65 1.74 41.18 0.87 64.38 1.88 37.41 5.20
BEKK 1.71 2.89 3.82 3.54 1.74 12.76 1.07 2.29 2.92 3.83 1.68 10.81
BEKK-NW 1.31 2.87 1.67 3.43 1.42 12.56 0.62 2.26 0.93 3.62 1.05 10.76
% 23.02 0.45 56.23 2.95 18.34 1.61 42.46 1.20 68.42 5.96 37.16 0.47
DCC 1.70 2.89 3.74 3.50 1.74 12.72 1.03 2.30 3.14 3.45 1.69 11.22
DCC-NW 1.31 2.86 1.67 3.40 1.42 12.46 0.60 2.28 0.93 3.35 1.06 10.02
% 23.07 0.73 55.52 2.89 18.46 2.03 41.79 0.97 70.79 2.74 37.29 10.72
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Table 5. VaR loss for equal weight and minimum variance portfolios
EW MVW
DJIA&SPX CAC&FTSE HSI&STI DJIA&SPX CAC&FTSE HSI&STI
IS OoS IS OoS IS OoS IS OoS IS OoS IS OoS
NCC 0.030 0.071 0.034 0.056 0.031 0.117 0.021 0.032 0.025 0.046 0.025 0.112
% −3.44 −25.53 −5.538 −12.85 4.012 −70.36 12.03 19.30 2.703 −4.56 20.38 −94.12
HDF 0.025 0.057 0.031 0.050 0.029 0.063 0.021 0.039 0.023 0.042 0.024 0.058
% 13.40 0.176 6.154 0.402 10.49 8.029 12.03 3.258 10.81 4.100 22.93 −1.038
CCC 0.029 0.057 0.033 0.050 0.032 0.069 0.024 0.040 0.026 0.044 0.031 0.058
CCC-NW 0.025 0.057 0.031 0.050 0.029 0.063 0.021 0.039 0.023 0.042 0.024 0.058
% 12.72 0.000 5.846 0.402 10.19 7.737 12.03 3.008 10.81 3.872 24.52 −0.519
VC 0.029 0.057 0.033 0.049 0.032 0.062 0.025 0.041 0.027 0.038 0.031 0.054
VC-NW 0.025 0.056 0.031 0.049 0.029 0.058 0.021 0.040 0.024 0.037 0.024 0.056
% 13.61 0.704 6.422 0.406 8.438 6.431 15.10 1.478 12.22 1.583 24.20 −4.664
BEKK 0.029 0.054 0.035 0.051 0.032 0.059 0.025 0.038 0.028 0.036 0.031 0.060
BEKK-NW 0.025 0.054 0.031 0.051 0.030 0.057 0.021 0.038 0.024 0.035 0.024 0.059
% 14.04 0.370 10.951 0.000 4.444 2.381 17.06 0.262 12.33 2.493 24.04 1.656
DCC 0.029 0.057 0.033 0.049 0.032 0.062 0.025 0.041 0.027 0.037 0.032 0.054
DCC-NW 0.025 0.056 0.030 0.049 0.029 0.059 0.021 0.041 0.024 0.036 0.024 0.054
% 13.36 0.885 7.034 0.000 9.091 4.693 14.23 0.735 11.28 3.784 25.32 0.924
improvement ratio relative to the CCC model. We summarize
some interesting findings below. First, for both loss functions,
our semiparametric model can always reduce the IS loss val-
ues of the start-up parametric model no matter which weight is
used. Second, in terms of MSE, the improvement ratio of our
SCC model against the start-up PCC model is always positive
for both IS and OoS evaluations, both EW and MVW portfo-
lios, and all datasets under examination. The same MSE su-
perior pattern is observed in HDF, which produces a positive
improvement ratio over CCC model across the datasets and
sample period. But this supporting evidence is not found for
the NCC model. But the relative out-of-sample gains of our
and HDF’s semiparametric estimators over the parametric es-
timators are generally much smaller than the relative in-sample
gains. We conjecture that one of the reasons for this is the use
of fixed-scheme (instead of rolling-window) forecast. Third, for
DJIA&SPX and CAC&FTSE MVW portfolios, our SCC model
can always reduce the VaR losses no matter which sample pe-
riod (IS or OoS) or which start-up parametric model we choose.
We do not observe the same phenomena for HSI&STI data,
which might be explained by their emerging market properties.
Fourth, there exists no semiparametric model that is universally
the best across different datasets, weighting schemes, or loss
functions. While the SBEKK-NW model has the smallest OoS
VaR loss across the weighting methods for DJIA&SPX port-
folio, its OoS MSE is bigger than that of the CCC-NW, VC-
NW, and DCC-NW models for the equal weight DJIA&SPX
portfolio. Last, for the same conditional covariance model, the
MVW portfolio always outperforms the EW portfolio in terms
of IS losses and generally outperforms the latter in terms of OoS
losses.
APPENDIX: PROOF OF THE MAIN RESULTS
We use C to signify a generic constant whose exact value
may vary from case to case, and a′ to denote the transpose of a.
Let fˆ (x) = T−1∑Ts=1 Kh(xs − x), and
G˜np(x) = T−1
T∑
s=1
ese
′
sKh(xs − x)/fˆ (x).
The following two lemmas are needed for the proof of Theo-
rem 3.1.
Lemma A.1. Under Assumptions A1–A7,
√
Th!{vech(G˜np(x)) − vech(Gnp(x)) − vech(B(x))}
d→ N(0,μq02f (x)−1D+k (x)D+′k ),
where h! = h1, . . . ,hq, and (x) and B(x) are defined in Theo-
rem 3.1.
Proof. Let WTijs = Kh(xs − x)eisejs and WTij = T−1 ×∑T
s=1 WTijs, where eis is the ith element of es. Define two
k(k + 1)/2-vectors:
WTs = (WT11s,WT21s, . . . ,WTk1s,WT22s, . . . ,
WTk2s, . . . ,WTkks)′,
WT = (WT11,WT21, . . . ,WTk1,WT22, . . . ,WTk2, . . . ,WTkk)′.
Clearly, WT = T−1∑Ts=1 WTs. The statistic WTij/fˆ (x) estimates
the (i, j)th element of Gnp(x) by using the pseudo-data {et,xt}.
Let ZTs = (h!/T)1/2(WTs − E(WTs)) and ZT =∑Ts=1 ZTs. Write
WT = T−1
T∑
s=1
E(WTs) + T−1
T∑
s=1
(WTs − E(WTs))
= T−1
T∑
s=1
E(WTs) + (Th!)−1/2
T∑
s=1
ZTs.
The first term contributes to the bias of G˜np(x), whereas the
second term contributes to the variance of G˜np(x). The proof
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will be completed by proving the following claims:
fˆ (x) p→ f (x), (A.1)
T−1
T∑
s=1
E(WTs) = f (x)vech(Gnp(x))
+ f (x)vech(B(x)) + oP(‖h‖2), (A.2)
and
ZT =
T∑
s=1
ZTs
d→ N(0,μq02f (x)D+k (x)D+′k ). (A.3)
Assumption (A.1) follows from standard results in the kernel
density estimation. Using standard arguments for analyzing the
bias of the Nadaraya–Watson estimator, we have
E(WTijs) = E[Kh(xs − x)eitejt]
= f (x)[Gnp,ij(x) + Bij(x)] + oP(‖h‖2),
where
Bij(x) = μ212f (x)
q∑
l=1
[
2
∂f (x)
∂xl
∂Gnp,ij(x)
∂xl
+ f (x)∂
2Gnp,ij(x)
∂xl ∂xl
]
h2l .
Thus Assumption (A.2) follows by the stationarity assump-
tion. To show Assumption (A.3), let c = (c11, c21, . . . , ck1, c22,
. . . , ck2, . . . , ckk)′ denote a k(k + 1)/2-vector of bounded con-
stants such that ‖c‖ = 1. By the Cramér–Wold device, it suffices
to show
c′ZT =
T∑
s=1
c′ZTs
d→ N(0,μq02f (x)c′D+k (x)D+′k c). (A.4)
By construction, E(ZT) = 0, and
Var(c′ZT) = T−1h!
T∑
t=1
Var(c′WTt)
+ 2T−1h!
∑∑
1≤s<t≤T
Cov(c′WTs, c′WTt)
≡ A1 + A2. (A.5)
We calculate A1 and A2 in turn.
A1 = T−1h!
T∑
t=1
Var(c′WTt)
=
∑∑
1≤j≤i≤k
∑∑
1≤m≤l≤k
cijclm
×
[
T−1h!
T∑
t=1
E[K2h(xt − x)Cov(ij,t, lm,t|xt = x)]
]
= μq02f (x)
∑∑
1≤j≤i≤k
∑∑
1≤m≤l≤k
cijclmωij,lm(x) + O(‖h‖)
= μq02f (x)c′D+k (x)D+′k c + O(‖h‖), (A.6)
where ij,t = eitejt and ωij,lm(x) = Cov(ij,t, lm,t|xt = x). To
calculate A2, write
A2 = 2T−1h!
∑∑
1≤s<t≤T
∑∑
1≤j≤i≤k
∑∑
1≤m≤l≤k
cijclm Cov(WTijs,WTlmt)
= 2h!
T∑
t=2
(
1 − j
T
)∑∑
1≤j≤i≤k
∑∑
1≤m≤l≤k
cijclm
× Cov(WTij1,WTlmt). (A.7)
Noting that even though {vt} is an mds, this does not ensure that
Cov(WTijs,WTlmt) = 0 for s = t. To bound the right-hand side of
Assumption (A.7), we split it into two terms as follows
T∑
t=2
|Cov(WTij1,WTlmt)|
=
dT∑
t=2
|Cov(WTij1,WTlmt)| +
T∑
t=dT+1
|Cov(WTij1,WTlmt)|
≡ J1 + J2, (A.8)
where dT is a sequence of positive integers such that dTh! → 0
as T → ∞. Since for any t > 1, |E(WTij1WTlmt)| = O(1),
J1 = O(dn). (A.9)
For J2, by the Davydov’s inequality (e.g., Bosq 1996, p. 19),
we have
|Cov(WTij1WTlmt)|
≤ C[α(t − 1)]δ/(2+δ) sup
i,j
(E|WTij1|2+δ)2/(2+δ)
≤ C(h!)−(2+2δ)/(2+δ)[α(t − 1)]δ/(2+δ).
So by Assumption A1,
J2 ≤ C(h!)−(2+2δ)/(2+δ)
T∑
t=dT+1
[α(t − 1)]δ/(2+δ)
≤ C(h!)−(2+2δ)/(2+δ)d−aT
∞∑
t=dT
ta[α(t)]δ/(2+δ)
= o((h!)−1), (A.10)
by choosing dT such that daT(h!)δ/(2+δ) → ∞. The last con-
dition can be simultaneously met with dTh! → 0 for a well-
chosen sequence {dT} because a > δ/(2 + δ) by Assump-
tions A1 and A7. Assumptions (A.7)–(A.10) imply that
A2 = O(dnh!) + o(1) = o(1).
Hence,
Var(c′ZT) = μq02f (x)c′D+k (x)D+′k c + o(1).
Using the standard Doob’s small-block and large-block tech-
nique, we can finish the rest of the normality proof of Assump-
tion (A.4) by following the arguments of Cai, Fan, and Yao
(2000, pp. 954–955).
Lemma A.2. Under Assumptions A1–A7,
vech(Gˆnp(x)) − vech(G˜np(x)) = oP
(
(Th!)−1/2).
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Proof. Let (x) = [vec(Gˆnp(x)) − vec (G˜np(x))]fˆ (x). Not-
ing that fˆ (x) p→ f (x) > 0 and vech(A) = D+k vec(A) for any
symmetric k × k matrix A, it suffices to show that (x) =
oP((Th!)−1/2). By the first order Taylor expansion,
eˆt = et(θˆ) = H−1/2p,t (θˆ)rt = et + ξ t(θ)(θˆ − θ∗), (A.11)
where recall that ξ t(θ) = ∂et(θ)/∂θ ′, and θ lies between θˆ and
θ∗. By Assumptions A2 and A3, θ
p→ θ∗. So
(x) = 1
T
T∑
t=1
Kh(xt − x)vec[eˆteˆ′t − ete′t]
= 1
T
T∑
t=1
Kh(xt − x)vec[ξ t(θ)(θˆ − θ∗)(θˆ − θ∗)′ξt(θ)′]
+ 2
T
T∑
t=1
Kh(xt − x)vec[et(θˆ − θ∗)′ξt(θ)′]
= 1
T
T∑
t=1
Kh(xt − x)(ξ t(θ) ⊗ ξ t(θ))
× vec[(θˆ − θ∗)(θˆ − θ∗)′]
+ 2
T
T∑
t=1
Kh(xt − x)(ξ t(θ) ⊗ et)(θˆ − θ∗)
≡ 1(x) + 22(x).
By the triangle inequality, Markov inequality, and Assump-
tions A4–A7,
‖1(x)‖ ≤ 1T
T∑
t=1
Kh(xt − x)
× ∥∥(ξ t(θ) ⊗ ξ t(θ))vec[(θˆ − θ∗)(θˆ − θ∗)′]∥∥
≤ 1
T
T∑
t=1
Kh(xt − x)‖ξ t(θ)‖2‖θˆ − θ∗‖2
≤ 1
T
T∑
t=1
Kh(xt − x)D2t ‖θˆ − θ∗‖2 = OP
(
1
Th!
)
and
‖2(x)‖ ≤ 1T
T∑
t=1
Kh(xt − x)
∥∥(ξ t(θ) ⊗ et)(θˆ − θ∗)∥∥
≤ 1
T
T∑
t=1
Kh(xt − x)‖ξ t(θ)‖‖et‖‖θˆ − θ∗‖
≤ 1
T
T∑
t=1
Kh(xt − x)Dt‖et‖‖θˆ − θ∗‖ = OP
(
T−1/2
)
.
Consequently, (x) = OP((Th!)−1 + T−1/2) = oP((Th!)−1/2).
Proof of Theorem 3.1
The result follows from Lemmas A.1–A.2.
Proof of Corollary 3.2
By Assumptions A3–A5, Hˆp,t = H1/2p,t (θˆ ) = H1/2p,t + oP(1).
By Theorem 3.1, Gˆnp,t = Gˆnp(xt) = Gnp,t + oP(1). It follows
from the Slutsky theorem that
Hˆsp,t = Hˆ1/2p,t Gˆnp,tHˆ1/2p,t = H1/2p,t Gnp,tH1/2p,t + oP(1)
= Ht + oP(1),
and Hˆ∗sp,t = H∗t + oP(1), where H∗t is a diagonal matrix with
the square roots of the diagonal elements of Ht on its diagonal.
Hence Rˆsp,t = (Hˆ∗sp,t)−1Hˆsp,t(Hˆ∗sp,t)−1 p→ (H∗t )−1Ht(H∗t )−1 =
Rt.
To show (ii), noting that by Assumptions A3–A5,
Hˆsp,t − Ht = Hˆ1/2p,t Gˆnp,tHˆ1/2p,t − H1/2p,t Gnp(xt)H1/2p,t
= H1/2p,t (Gˆnp(xt) − Gnp(xt))H1/2p,t
+ {(Hˆ1/2p,t − H1/2p,t )Gˆnp,t(Hˆ1/2p,t − H1/2p,t )
+ (Hˆ1/2p,t − H1/2p,t )Gˆnp,tH1/2p,t
+ H1/2p,t Gˆnp,t
(
Hˆ1/2p,t − H1/2p,t
)}
= H1/2p,t (Gˆnp(xt) − Gnp(xt))H1/2p,t + Op
(
T−1/2
)
,
we have
√
Th![vech(Hˆsp,t) − vech(Ht)]
= √Th!D+k [vec(Hˆsp,t) − vec(Ht)]
= √Th!D+k vec
(
H1/2p,t (Gˆnp(xt) − Gnp(xt))H1/2p,t
)+ oP(1)
= √Th!D+k
(
H1/2p,t ⊗ H1/2p,t
)
vec(Gˆnp(xt) − Gnp(xt)) + oP(1)
= √Th!D+k
(
H1/2p,t ⊗ H1/2p,t
)
Dk vech(Gˆnp(xt) − Gnp(xt))
+ oP(1).
Then by Theorem 3.1,
√
Th![vech(Hˆsp,t) − vech(Ht) − Bt(xt)]
d→ MN(0,μq02f (xt)−1t(x)),
where
Bt(x) = D+k
(
H1/2p,t ⊗ H1/2p,t
)
Dk vech(B(x))
= D+k
(
H1/2p,t ⊗ H1/2p,t
)
vec(B(x))
= D+k vec
(
H1/2p,t B(x)H
1/2
p,t
)= vech(H1/2p,t B(x)H1/2p,t ),
by the definitions of vech, vec, Dk, and D+k and the fact that
(A⊗A)vec(B(x)) = vec(AB(x)A) for any k × k matrix A, and
t(x) = D+k
(
H1/2p,t ⊗ H1/2p,t
)
DkD+k (x)D
+′
k D
′
k
× (H1/2p,t ⊗ H1/2p,t )(D+k )′
= D+k Nk
(
H1/2p,t ⊗ H1/2p,t
)
(x)
(
H1/2p,t ⊗ H1/2p,t
)
Nk(D+k )
′
= D+k
(
H1/2p,t ⊗ H1/2p,t
)
(x)
(
H1/2p,t ⊗ H1/2p,t
)
(D+k )
′
= D+k t(x)(D+k )′,
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by the fact that Nk ≡ DkD+k is symmetric, NkDk = Dk, NkD+′k =
D+′k , and Nk(A ⊗ A) = (A ⊗ A)Nk for any k × k matrix A.
Proof of Theorem 3.3
Let ιi denote a k × 1 vector that has 1 in the ith row and 0
elsewhere. Then
eˆit = ι′ieˆt = ι′iHˆ−1/2p,t rt = ι′iH−1/2p,t rt + ι′i
(
Hˆ−1/2p,t − H−1/2p,t
)
rt
= eit + νit,
where νit = ι′i(Hˆ−1/2p,t − H−1/2p,t )rt. Note that, for notational sim-
plicity, we have suppressed the dependence of νit on the sample
size T. It follows that
1
T
T∑
t=1
(eˆiteˆjt − δij)Kh(xt − x)
= 1
T
T∑
t=1
[(eit + νjt)(eit + νjt) − δij]Kh(xt − x)
=
4∑
l=1
Aij,l(x),
and
1
T2
T∑
t=1
(eˆiteˆjt − δij)2Kh(0)
= 1
T
T∑
t=1
[(eit + νit)(ejt + νjt) − δij]2Kh(0)
=
4∑
l=1
Bij,l,
where
Aij,1(x) = 1T
T∑
t=1
(eitejt − δij)Kh(xt − x),
Bij,1 = 1T
T∑
t=1
(eitejt − δij)2Kh(0),
Aij,2(x) = 1T
T∑
t=1
νitνjtKh(xt − x),
Bij,2 = 1T
T∑
t=1
ν2itν
2
jtKh(0),
Aij,3(x) = 1T
T∑
t=1
eitνjtKh(xt − x),
Bij,3 = 1T
T∑
t=1
e2itν
2
jtKh(0),
Aij,4(x) = 1T
T∑
t=1
ejtνitKh(xt − x),
Bij,4 = 1T
T∑
t=1
e2jtν
2
itKh(0).
Consequently,
ˆ =
k−1∑
i=1
k∑
j=i
∫ [ 1
T
T∑
t=1
(eˆiteˆjt − δij)Kh(xt − x)
]2
dx
− 1
T2
k−1∑
i=1
k∑
j=i
T∑
t=1
(eˆiteˆjt − δij)2Kh(0)
=
k−1∑
i=1
k∑
j=i
{[∫ 4∑
l=1
A2ij,l(x) + 2Aij,1(x)Aij,2(x)
+ 2Aij,1(x)Aij,3(x) + 2Aij,1(x)Aij,4(x) + 2Aij,2(x)Aij,3(x)
+ 2Aij,2(x)Aij,4(x) + 2Aij,3(x)Aij,4(x)
]
dx −
4∑
l=1
Bij,l
}
.
Then we can write T(h!)1/2ˆ =∑10l=1 ClT , where
ClT = T(h!)1/2
k−1∑
i=1
k∑
j=i
{∫
A2ij,l(x)dx − Bij,l
}
for l = 1,2,3,4,
ClT = T(h!)1/2
k−1∑
i=1
k∑
j=i
∫
Aij,1(x)Aij,l−3(x)dx for l = 5,6,7,
ClT = T(h!)1/2
k−1∑
i=1
k∑
j=i
∫
Aij,2(x)Aij,l−5(x)dx for l = 8,9,
and
C10T = T(h!)1/2
k−1∑
i=1
k∑
j=i
∫
Aij,3(x)Aij,4(x)dx.
The proof will be completed if we can show C1T
d→ N(0, σ 20 ),
and ClT = oP(1) for l = 2,3, . . . ,10. We only prove C1T d→
N(0, σ 20 ) and ClT = oP(1) for l = 2,3,5 since the other cases
are similar.
We first show that C1T
d→ N(0, σ 20 ). Let ς t = (x′t, e′t)′ and
φ(ς t,ς s) = (h!)1/2
∑k−1
i=1
∑k
j=i(eitejt − δij)(eisejs − δij)Kh(xt −
xs). We can write C1T = 2T−1∑1≤t<s≤T φ(ς t,ς s), which is a
second order U-statistic and is degenerate under the null. Under
Assumptions A1, A4, and A6–A9 and the null hypothesis, one
can verify the conditions of lemma B.1 in Gao and King (2003)
are satisfied so that a central limit theorem applies to C1T . The
asymptotic variance is given by limn→∞ 2E[φ(ς t,ς t)2] = σ 20 ,
where ς t is an independent copy of ς t.
To show C2T = oP(1), write
C2T = T−1(h!)1/2
k−1∑
i=1
k∑
j=i
T∑
s=1
T∑
t =s
νisνjsνitνjtKh(xt − xs).
By Assumptions (A.11) and A5, |νit| = |ι′i(eˆt − et)| = |ι′i ×
ξ t(θ)(θˆ − θ∗)| ≤ Dt‖θˆ − θ∗‖, where ξ t(θ) = ∂et(θ)/∂θ ′ and θ
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lies between θˆ and θ∗. By Assumptions A5 and A3,
|C2T | ≤ k(k + 1)2 T
−1(h!)1/2
×
T∑
s=1
T∑
t =s
D2t D
2
s Kh(xt − xs)‖θˆ − θ∗‖4
= Op
(
T(h!)1/2)Op(T−2) = oP(1),
where the second line follows from a simple application of the
Markov inequality, and the fact that for t = s
E[D2t D2s Kh(xt − xs)]
≤ {E[D4t Kh(xt − xs)]}1/2{E[D4s Kh(xt − xs)]}1/2
= O(1).
Similarly, noting that
C3T = T−1(h!)1/2
k−1∑
i=1
k∑
j=i
T∑
s=1
T∑
t =s
eitνjteisνjsKh(xt − xs),
we have,
|C3T | ≤ k(k + 1)2 T
−1(h!)1/2
×
∣∣∣∣∣
T∑
s=1
T∑
t=1
‖et‖‖es‖DtDsKh(xt − xs)
∣∣∣∣∣‖θˆ − θ∗‖2
= Op
(
T(h!)1/2)Op(T−1) = oP(1).
Noting that C5T = T−1(h!)1/2∑k−1i=1 ∑kj=i∑Ts=1∑Tt=1(eisejs −
δij)νitνjtKh(xt − xs), we can write C5T = C5T,a + C5T,b, where
C5T,a = T−1(h!)1/2
×
k−1∑
i=1
k∑
j=i
T∑
s=1
T∑
t =s
(eisejs − δij)νitνjtKh(xt − xs)
and
C5T,b = T−1(h!)1/2
k−1∑
i=1
k∑
j=i
T∑
t=1
(eitejt − δij)νitνjtKh(0).
By Assumptions A3, A5, and A8, and the Markov inequality,
|C5T,a| ≤ k(k + 1)2 T
−1(h!)1/2
×
T∑
s=1
T∑
t =s
(‖es‖2 + 1)D2t Kh(xt − xs)‖θˆ − θ∗‖2
= Op
(
T(h!)1/2)Op(T−1) = oP(1)
and
|C5T,b| ≤ k(k + 1)2 T
−1(h!)1/2
×
T∑
t=1
(‖et‖2 + 1)D2t Kh(0)‖θˆ − θ∗‖2
= Op
(
(h!)−1/2)Op(T−1) = oP(1).
Consequently, C5T = oP(1). This concludes the proof of the
theorem.
Proof of Theorem 3.4
Under H1(T−1/2(h!)−1/4), the expression T(h!)1/2ˆ =∑10
l=1 ClT obtained in the proof of Theorem 3.3 continues to
hold. In addition, one can verify that under H1(T−1/2(h!)−1/4),
ClT = oP(1) continues to hold for l = 2,3, . . . ,10. The main
change is associated with the term C1T . Let ijt = eitejt −δij. Let
Et(ijt) denote the conditional expectation of ijt givenFt−1 and
ijt = ijt − Et(ijt). Then we can write C1T = C1T,a + C1T,b +
C1T,c, where
C1T,a = T−1(h!)1/2
k−1∑
i=1
k∑
j=i
T∑
s=1
T∑
t =s
ijsijtKh(xt − xs),
C1T,b = T−1(h!)1/2
k−1∑
i=1
k∑
j=i
T∑
s=1
T∑
t =s
Es(ijs)Et(ijt)Kh(xt − xs),
and
C1T,c = 2T−1(h!)1/2
k−1∑
i=1
k∑
j=i
T∑
s=1
T∑
t =s
ijsEt(ijt)Kh(xt − xs).
C1T,a now plays the role of C1T in the proof of Theorem 3.3,
and we can show that C1T,a
d→ N(0, σ 20 ). Next, noting that
under H1(T−1/2(h!)−1/4), Et(ijt) = T−1/2(h!)−1/4ij(xt), we
have
C1T,b = T−2
k−1∑
i=1
k∑
j=i
T∑
s=1
T∑
t =s
ij(xs)ij(xt)Kh(xt − xs)
= T − 1
T
2
T(T − 1)
∑
1≤t<s≤T
ϕ(xt,xs)
≡ T − 1
T
C˜1T,b, (A.12)
where ϕ(xt,xs) =∑k−1i=1 ∑kj=i ij(xs)ij(xt)Kh(xt −xs). Notic-
ing that C˜1T,b is a second order U-statistic, a typical WLLN for
a U-statistic of strong mixing process (e.g., Borovkova, Burton,
and Dehling 1999) will require that {ϕ(xt,xs) : t, s ≥ 1, t = s}
be uniformly integrable, which is difficult to verify here. By the
H-decomposition, we can write
C˜1T,b = ϑT + 2H(1)T + H(2)T , (A.13)
where ϑT =
∫ ∫
ϕ(xt,xs)f (xt)f (xs)dxt dxs, H(1)T = (1/T) ×∑T
t=1 ϕ1(xt)−ϑT , H(2)T = 2T(T−1)
∑
1≤t<s≤T ϕ(xt,xs), ϕ1(xt) =∫
ϕ(xt,xs)f (xs)dxs, and ϕ(xt,xs) = ϕ(xt,xs) − ϕ1(xt) −
ϕ1(xs) + ϑT . By the Fubini theorem and the change of vari-
ables, we have
ϑT =
k−1∑
i=1
k∑
j=i
∫ ∫
ij(xs)ij(xt)Kh(xt − xs)
× f (xt)f (xs)dxt dxs
=
k−1∑
i=1
k∑
j=i
∫
2ij(x)f 2(x)dx + o(1). (A.14)
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Note that ϕ1(xt) is a measurable function of xt and inherits the
α-mixing property of the latter. By Assumption A1, ϕ1(xt) is
a strictly stationary α-mixing process with mixing coefficient
α(j) → 0 as j → ∞. By proposition 3.44 of White (2001), ςt is
also ergodic. Furthermore, it is easy to verify that E|ϕ1(xt)| <
∞. It follows from the Ergodic theorem (e.g., White 2001, the-
orem 3.34) that
H(1)T
p→ 0. (A.15)
Now, H(2)T is a standard second order degenerate U-statistic
with a symmetric kernel ϕ(·, ·) :ϕ(xt,xs) = ϕ(xs,xt) and Eϕ(x1,
a) = 0 for any nonrandom a ∈ Rq. Noting that
max
1<t≤T
max
{
E|ϕ(x1,xt)|2(1+δ),∫
|ϕ(x1,xt)|2(1+δ) dF(x1)dF(xt)
}
= O((h!)−(1+2δ)),
where F(·) is the distribution function of xt, it follows from
lemma C.2 of Gao and King (2003) that
E
[
H(2)T
]2 ≤ C( 2
T(T − 1)
)2
T2(h!)−(1+2δ)/(1+δ)
= O(T−2(h!)−(1+2δ)/(1+δ))= o(1).
Hence by the Chebyshev inequality
H(2)T = oP(1). (A.16)
Combining Assumptions (A.12)–(A.16) yields C1T,b p→∑k−1
i=1
∑k
j=i
∫
2ij(x)f 2(x)dx ≡ 0.
Now, write C1T,c = C1T,c1 + C1T,c2, where C1T,c1 = 2 ×
T−3/2(h!)1/4∑k−1i=1 ∑kj=i∑T1≤t<s≤T ijsij(xt)Kh(xt − xs) and
C1T,c2 = 2T−3/2(h!)1/4∑k−1i=1 ∑kj=i∑T1≤s<t≤T ijsij(xt) ×
Kh(xt − xs). By construction E(ijs|Fs−1) = 0. It follows that
E(C1T,c1) = 0 by the law of iterated expectations and the hy-
pothesis that (xt,xs) ∈Fs−1 for t < s. By Davydov’s inequality
(e.g., Bosq 1996, p. 19), we have
E(C1T,c2) = 2T−3/2(h!)1/4
×
k−1∑
i=1
k∑
j=i
T∑
1≤s<t≤T
E[ijsij(xt)Kh(xt − xs)]
= 2T−3/2(h!)1/4
k−1∑
i=1
k∑
j=i
T∑
1≤s<t≤T
∫
E[ijsKh(xs − x)
× ij(xt)Kh(xt − x)]dx
≤ CT−1/2(h!)1/4(h!)−2(1+δ)/(2+δ)
T−1∑
j=1
[α(i)]δ/(2+δ)
= o(1) for sufficiently small δ > 0.
Similarly, we can show that E(C21T,c1) = o(1) and E(C21T,c2) =
o(1). Then C1T,c = oP(1) by the Chebyshev inequality.
Consequently, P(Tˆ ≥ zα|H1(T−1/2(h!)−1/4)) → 1 − (zα −
0/σ0).
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