Abstract-Researchers have developed computer-aided decision support systems for translational medicine that aim to objectively and efficiently diagnose cancer using histopathological images. However, the performance of such systems is confounded by nonbiological experimental variations or "batch effects" that can commonly occur in histopathological data, especially when images are acquired using different imaging devices and patient samples. This is even more problematic in large-scale studies in which crosslaboratory sharing of large volumes of data is necessary. 
modeling quantitative properties of histopathological images [1] . However, when histopathological images are acquired in different experimental setups and tested on pretrained diagnostic models, the prediction performance can suffer due to batch effects, i.e., nonbiological experimental variations such as age of sample, method of slide preparation, specifications of the imaging device, and type of postprocessing software [2] . Batch effects may lead to large differences in quantitative image features. Thus, it is difficult to accurately diagnose patients using prediction models trained with a separate batch. Because of batch effects, a pathology lab that uses multiple imaging devices (e.g., microscopes with mounted digital cameras or whole-slide scanners) may need to maintain multiple diagnostic models. Moreover, data acquired using older devices or experimental setups cannot be used in training models for future data acquired with newer devices/setups. This poses a huge challenge for the cross-laboratory adoption and the standardization of pathology decision support systems.
Batch effects are also a major challenge for other biomedical data modalities. Although the causes of batch effects are different for each data modality, methods developed to remove batch effects may be applicable to multiple data modalities. For example, the sources of batch effects in microarray gene expression data include platform, laboratory, technician, and atmospheric ozone level [3] , [4] . Batch effects generally affect the mean (location) and variance (scale/spread) of the data [5] . Therefore, batch effect removal methods focus on normalization of location and scale, e.g., ratio-based methods and ComBat [4] , [5] . Luo et al. compared several batch effect removal methods for microarray data and found that ratio-based methods performed the best [4] . In a separate study, Chen et al. compared six batch effect removal methods and found that ComBat performs the best [3] .
Removal of batch effects in histopathological images is a relatively new area of research [2] . However, with the emergence of large image data repositories such as the Cancer Genome Atlas, batch effects have become an increasingly important area of research. Histopathological image analysis studies have primarily focused on single-batch data [6] [7] [8] [9] . Some studies have highlighted color batch effects in histopathological images and suggested color normalization methods [10] [11] [12] . Color batch effects, which lead to variation in stain colors across batches, affect the performance of color segmentation methods and color features. Kothari et al. studied scale batch effects in histopathological images and suggested a scale normalization method based on nuclear area [13] . To the best of our knowledge, no published work quantifies or compares batch effect removal methods for histopathological images. We compare six normalization methods including one image (scale) normalization method and five feature normalization methods: mean, rank, ratio, ComBatP, and ComBatN. Using four renal tumor histopathological datasets that are acquired using different experimental setups, we assess the impact of each batch effect removal method on image-based features and downstream prediction of renal tumor subtype and grade. Results indicate that data batch can be a larger source of variance in image features compared to biological factors such as grade and subtype. Most batch effect removal methods can reduce this variance to nearly zero. Moreover, batch effect removal methods can increase cross-batch and combined-batch prediction performance, with ComBatN performing the best.
II. MATERIALS AND METHODS

A. Data
We use digital micrographs of renal tumor biopsy samples acquired in four experimental setups. Tissues samples in all four batches RCC1, RCC2, RCC3, and RCC4 were biopsied and fixed at Emory University. The micrographs for the first three batches were acquired at Emory University, while the fourth batch was acquired at the Georgia Institute of Technology. Table I lists image acquisition details for four batches. Each image is a rectangular section manually selected from a wholeslide image by a pathologist. Batches RCC1, RCC3, and RCC4 are annotated with both grade and subtype, while batch RCC2 is annotated with only subtype. Images in these datasets represent one of three prominent renal tumor subtypes-chromophobe (CH), clear cell (CC), and papillary (PA)-and Fuhrman grade of one to four. Table II lists the number of samples per dataset for each subtype and grade. Fig. 1 illustrates 512 × 512-pixel subsections of three subtype samples in each of the four batches. These subtypes are histopathological subtypes and can be visually predicted based on morphology [14] . CC has clear cytoplasm with distinct cell membranes and round nuclei. CH has granular cytoplasm with prominent cell membranes, wrinkled nuclei, and perinuclear halos (i.e., white stain surrounding nuclei). PA has finger-like complex nuclear clusters. These properties are visually apparent in each of the four batches. However, images of each subtype appear very different between batches. In particular, RCC1 and RCC2 images appear to have different texture and scale compared to RCC3 and RCC4 images. Fig. 2 illustrates 512 × 512-pixel subsections of four Fuhrman grade samples in three batches. G1 cells have small, intensely stained nuclei with no visible nucleoli. G2 cells have finely granular chromatin, slightly textured nuclei, and inconspicuous nucleoli. G3 
B. Image Feature Extraction Methods
The literature suggests several useful image features for predicting different cancer endpoints using histopathological images. Instead of extracting features reported specifically for renal tumor prediction, we adopt a generalized comprehensive feature set capturing different image properties such as color, texture, shape, and topology [15] . In total, we represent each image using 2663 images features (see Table III ) and apply data mining approaches (discussed in Section II-D) to select optimal features and classification parameters. Since images in different batches are of different sizes (see Table I ), we normalize the features that are affected by image size such as color or intensity histograms and nuclear count. Before extracting color features, we normalize image colors using colormap normalization [10] .
Automatic feature extraction from histopathological images is complicated because of various levels of image segmentation. In our system, we use two levels of segmentation: color segmentation to separate different stains in the image, and nuclear segmentation to segment individual nuclei. Images used in this study are stained with Hematoxylin and Eosin (H&E), where nuclear, cytoplasmic, and glandular structures appear blue-purple, pink, and white, respectively. In addition, H&E-stained images may contain some intensely red structures that represent red blood cells. Pathologists easily distinguish between these structures by visual inspection. However, in the presence of color batch effects, these stains might appear very different [see Fig. 3 (a)-(d)]. Therefore, it is a challenge for a computer to accurately segment these stains based on knowledge (supervision) from one batch [10] . To overcome this challenge, we adopt a three-step segmentation method that includes 1) color normalization to a set of standard reference images, 2) supervised segmentation and vote-based labeling of pixels, and 3) segmentation refinement in the original color space [10] . We use a set of H&E-stained ovarian tumor images from The Cancer Genome Atlas [16] . The middle row of Fig. 3 includes examples of segmented stains from different batches. After color segmentation, we obtain a binary mask for nuclear stain. However, it is still difficult to isolate individual nuclei because: 1) texture in a high-grade nucleus can break it into segments [see Figs. 3(g)] and 2) adjacent nuclei can overlap, forming nuclear clusters [see Figs. 3(e) and 3(f)]. The first challenge can be addressed by merging neighboring nuclear stain structures. However, this may lead to even more complex clusters in images with large clusters, such as the papillary subtype. Thus, we only perform a merging treatment in images with a large percent of small isolated nuclear regions, i.e., images whose nuclear mask has greater than 10% percent of regions with area less than 20 pixels. For merging, we selectively grow the regions based on their area such that larger regions are grown more than smaller regions (which may represent noise). We grow regions morphologically using radial structural element with radius, r = A/100 pixels, where A is the area of a region. We limit the value of r to be 3 pixels. Based on empirical analysis, we found that this treatment works better than using a morphological closing operation on all regions. Next, we segment nuclear clusters using concavity detection and ellipse fitting [17] . The bottom row of Fig. 3 includes example images of segmented nuclei from different batches. 
C. Normalization Methods
1) Scale Normalization:
Upon visual inspection, we found that, besides color batch effects, which are handled using color normalization, these images differ in scale, i.e., images in batches RCC3 and RCC4 are at a higher scale compared to batches RCC1 and RCC2. Scale differences can be calculated using the physical size of a pixel. In digital micrographs, the physical pixel size varies with factors such as microscope magnification, CCD-pixel size, and digitizing software settings. The physical pixel size is not available for RCC1, RCC2, and RCC3 datasets. Therefore, we use a model based on nuclear area to estimate scale differences and normalize all batches [13] . Although nuclear area varies with subtype and grade in a batch, when we studied the distribution of all nuclei in a batch, we found that the distribution peaks at a specific nuclear area. Moreover, as we upscale or downscale the images, the distribution shifts right or left. Fig. 4(a) shows the distributions for nuclear area as RCC1 is scaled using the Lanczos (three-lobe) filter [13] . These distributions represent all nuclei in all images in RCC1. The scaling factor, s, affects both the x-and y-dimension and scales the nuclear area by a factor of s 2 . Therefore, the relationship between scaling factor, s, nuclear area in a scaled batch, A s , and nuclear area with no scaling, A 1 , is given by s = . We use median area of all nuclei in the batch at scale s to quantify A s . In Fig. 4(b) , we compare the empirical median nuclear area A s of the RCC1 batch (red circles) when images are scaled for s = 0.5 to 2, to the values predicted by the model using A 1 (cyan line). We can observe that values predicted by the model closely correspond to the empirical values. In Fig. 4(c) , we have plotted the nuclear area distribution for four batches with no scaling. These plots suggest that the four batches are at different scales and RCC1 is at the lowest scale. Therefore, we scale down RCC2, RCC3, and RCC4 with scaling factors of 0.88, 0.53, and 0.46 [calculated using s = A 1 (new batch)/A 1 (RCC 1 )], respectively. In Fig. 4(d) , we have plotted nuclear area distribution for four batches after scale normalization. After normalization, the distributions of the four batches are more similar. We then use scaled images to extract image features for prediction.
2 . To ensure that features are uniformly distributed in the range [0, 1] after rank normalization, we assign an average rank to images with the same feature value. For example, if there are n images with the same feature value, which is greater than the feature values of m images in a batch, we assign rank m + n/2 to all n images.
4) Ratio Normalization:
Researchers have illustrated the usefulness of ratio-based methods for normalizing microarray expression data [4] , where features are divided by the mean expression of a reference set of control samples (corresponding to each batch). In the absence of a reference set for a batch, researchers have used the mean expression of a batch in place of the control samples. However, this leads to information leakage because part of the labeled test samples is used for normalization as well. In our study, we have no reference set. Therefore, we normalize a feature f for a batch b using the median feature value for the batch M 
We normalize datasets using the R language implementation of ComBat provided by Johnson et al. [5] .
D. Feature Selection and Classification
We develop image-based prediction models for diagnosing renal tumor subtype and grade using data mining methods: feature selection and classification. Using the previously described methods, we represent images as a large set of normalized or unnormalized quantitative image features. However, only a few features among these features are informative for cancer prediction. Therefore, we select features using a supervised feature selection method, minimumredundancy, maximum-relevance-difference (mRMR-D) [19] . We experiment with feature sizes in a range of 1 to 45. For classification, we develop prediction models using multiclass support vector machines (SVM) with the LIBSVM library, which returns the maximum voted label based on binary models [20] . We choose parameters for the SVM linear and radial basis kernels from the following list of cost values: c = {{0.1, 0.2, . . . , 0.9} , {1, 2, . . . , 9} , {10, 20, . . . , 100}}. Also, for the radial basis kernel, we select gamma from:
We optimize all parameters-feature size, SVM cost, and SVM kernel-using ten iterations of three-fold cross-validation on the train set.
III. RESULTS AND DISCUSSION
A. Variance in Data Contributed by Batch Effects
Batch effects often influence quantitative image features to such an extent that they are a major source of variation in the data. Thus, they often overwhelm the natural segregation of images due to biological classes. To illustrate the batch effect in the data under study, we clustered image features without any normalization from all samples in four batches [5] . Fig. 5 shows hierarchal clusters in the data, where the heat map highlights the feature (rows) variation across samples (columns). It can be observed that the four dominant clusters correspond to four batches. We use principal variation component analysis (PVCA) to measure the variation in data contributed by the following factors: batch, grade, subtype, interaction between batch and subtype, interaction between batch and grade, and interaction between subtype and grade [3] , [21] . PVCA is a useful method for calculating the proportion of variance attributable to different factors in high dimensional data. It is a combination of two popular data analysis methods: principal component analysis and variance component analysis (VCA). Before applying PVCA, we standardize the combined data (including three batches: RCC1, RCC3, and RCC4) using the same formula as mean normalization. We have excluded RCC2 in this study because it was not annotated with grades. The first step of PVCA involves reducing the dimensionality of data from 2663 features to the top few principal components (PCs) capturing a fixed portion (here 90%) of the variation (information) in the data. The second step involves applying VCA to calculate the variation in each PC contributed by each factor. For calculating the variance, VCA assumes each factor as a random effect in a linear mixed model. Variances for each PC are weighted by Eigenvalues of the component and averaged. Fig. 6 illustrates weighted variances contributed by each factor in features with and without normalization. Variance contributed by batch is 0.365 in features without normalization, which is much higher than biological factors: grade and subtype. Variance contributed by batch is considerably reduced by all feature normalization methods: mean, rank, ratio, ComBatP, and ComBatN.
We visualize the distribution of samples in the image feature space using scatter plots of component scores for the first and second PCs [4] . Fig. 7 illustrates the scatter plots with and without normalization. The scatter plots show clear separation of samples from different batches (represented by four colors) in the data without normalization and scale normalization. In contrast, samples are randomly distributed in the plots for all other normalization methods. To further investigate the impact of batch effects on image features in scale-normalized data, we ranked image features that are predictive of batch using mRMR feature selection. Comparing the ranked list for scale normalized data to unnormalized data, we found the following: 1) texture properties, which are highly predictive of batches, are ranked high in both datasets and 2) shape-based properties such as median boundary fractal and Fourier error are informative for batch prediction in unnormalized data but not in scale normalized data. Therefore, besides scale, batches can differ in texture, which is not corrected by scale normalization. Differences in image formats associated with different compression methods, camera CCD, Fig. 8 . Cross-batch validation accuracy of renal prediction models. The performance of normalized models is highlighted based on the change in prediction accuracy compared to no normalization. Feature normalization methods, especially ComBatN, increase the prediction performance for most of the models. and magnification are possible causes for texture differences in the batches.
B. Within-Batch Prediction Establishes Baseline Performance
To verify the utility of the proposed image feature set for classifying renal grades and subtypes, we perform within-batch cross-validation of prediction models for all batches. We observe that during cross-validation within a batch, prediction models perform very well with classification accuracy greater than 88% for all cases except RCC1 grading (see Table IV ). A possible cause for the low accuracy of the grading model for RCC1 could be the small sample size, i.e., only 53 total samples are available in four classes.
C. Batch Effect Removal Methods Increase Cross-Batch Prediction Performance
We perform a cross-batch validation of grading and subtyping models with and without normalization. In total, with all combinations of train set, test set, and endpoint, we have 18 comparisons. Fig. 8 illustrates performance accuracies for all comparisons and normalization methods. Entries in the figure are highlighted in pink or blue if the performance has increased or decreased compared to no normalization. In general, the performance of prediction models is much lower compared to crossvalidation within a batch. Possible reasons for this decrease are as follows: 1) biological variance in grade or subtype is not sufficiently captured by a train batch, or 2) normalization methods are not able to completely eliminate the batch effects. However, normalization methods do improve the prediction performance of several models. When compared to prediction accuracy of features with no normalization, we observed that the ComBatN, ComBatP, mean, and rank normalization methods resulted in average performance increases of 16%, 14%, 14%, and 12%, Fig. 9 . Accuracy of renal prediction models after batch combination. The performance of normalized models is highlighted based on the change in prediction accuracy compared to no normalization. Feature normalization methods, especially ComBatN, increase the prediction performance for most models. The performance significantly increases with representation of multiple batches in the train set.
respectively. Moreover, ComBatN resulted in the largest number of cases with prediction improvement, with 83%.
D. Performance of Prediction Models After Batch Combination
In a clinical setting, a decision support system is often trained with a set of images collected in batches over time. In such a scenario, batch removal methods are essential before combining the batches. We compare the prediction performance of renal endpoints with and without normalization while combining two or more batches for training (see Fig. 9 ). Similar to cross-batch validation, all normalization methods except scale normalization significantly improve the performance compared to no normalization. We observed that the mean, ComBatN, rank, ComBatP, and ratio normalization resulted in average performance increases of 15%, 14%, 14%, 13%, and 11%, respectively. Moreover, ComBatN resulted in the largest number of cases with prediction improvement, with 90%. With these results, we can conclude that, even with the presence of data from multiple batches in the train set, feature selection cannot filter out features that are significantly affected by batch effects. As such, it is essential that the features are normalized before batch combination. Two prediction models in Fig. 9 combine all batches. Thus, we report cross-validation performance in these cases. The cross-validation performances are very high and comparable to within-batch prediction performances. Thus, representation of test set samples by including similar samples (i.e., same batch) in the train set can significantly improve the performance.
E. Effect of Normalization Methods on Image Integrity
Normalization methods can introduce another level of image processing in the decision making system. This processing can affect image properties and features. For instance, we use the Lanczos filter for down-sampling images in scale normalization, which may cause aliasing artifacts in the scaled images and affect texture features. Unlike scale normalization, feature normalization is performed after feature extraction and does not affect image integrity. This may be one reason for the poor performance of the scale normalization method.
IV. CONCLUSION
We have investigated batch effects in histopathological images and compared multiple batch effect removal methods. Although the presence of batch effects is an important challenge for computer-aided decision support systems, only a few researchers have investigated the impact of batch effect removal methods on histopathological image classification. Using four renal tumor image batches that have been annotated with cancer grade and subtype, we found that, compared to no normalization, ComBatN, ComBatP, mean, rank, and ratio normalization methods improve the performance of predicting tumor grade and subtype. In particular, ComBatN performs the best in terms of average increase in the performance and total number of prediction cases with an increase in the performance. Investigation of batch effects in histopathological images may become increasingly important as data repositories expand to contain valuable clinical knowledge from multiple institutions.
