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A TWISTED VERSION OF THE CLASSIFYING SPACE FUNCTOR
ASLI GU¨C¸LU¨KAN I˙LHAN AND O¨ZGU¨N U¨NLU¨
Abstract. It is known that there is a weak-equivalence between the geometric
realization of a simplicially enriched small category and its cofibrant replacement
[12]. In this paper, we show that when only small categories are considered there
exists a homeomorphism between these geometric realizations. We also discuss the
naturality of these homoemorphisms. The inclusion of the category of small cate-
gories to the category of simplicially enriched categories, the cofibrant replacement
of simplicially enriched categories, and the geometric realization of simplicially en-
riched categories are three composable functors. Hence one can ask if the collection
of all these homeomorphisms gives a natural transformation from the composition
of these three functors to the classifying space functor. We show that this is almost
the case and that this composition can be considered as some twisted version of the
classifying space functor.
1. Introduction
One way of constructing a topological space with a group action is to use a gluing
data which is given up to homotopy. A gluing data may be given by a homotopy
diagram which is a simplicially enriched functor from a cofibrant replacement of a
simplicially enriched category to Top, the category of topolgical spaces. In [7], this
kind of gluing data is used to construct certain loop spaces with a free group action.
To obtain the equivariant version of such a construction, one needs to work with
the geometric realization of the enriched bar construction applied on an equvariant
homotopy diagram. After forgetting the group action, one can only understand these
constructions up to homotopy and in some cases, these actions cannot be realized.
For example the symmetric group on three letters can not act freely on a sphere [11]
however it can act freely on a finite CW complex homotopy equivalent to a sphere
[15]. For this reason, it is natural to ask when we can do such constructions up to
homeomorphism. In this paper, we consider this question when the image of the
homotopy diagram is a single point.
Given a small category C, let FC (see Section 3.2) be the standard resolution
of C considering C as a simplicially enriched category. It is known that FC is a
cofibrant replacement of C in the category of simplicially enriched categories with
object set equal to the object set of C. We define two functors B and B˜ from
Cat, the category of small categories, to Top which sends the category C to |NC|,
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the geometric realization of the nerve of the category C, and to |B•(∗,FC, ∗)|, the
geometric realization of the enriched bar construction of FC, respectively. Using
a cubical version of this simplicial resolution, namely WC, (see Section 3.3) as a
middle step we prove that there is a homeomorphism from B˜C = |B•(∗,FC, ∗)| to
BC = |NC|. One can ask whether the above homeomorphism is natural in C, in other
words, is there a natural homeomorphism between B˜ and B. The following result
partially answers this question.
Theorem 1.1. There exists a natural homeomorphism between B˜ and B when they
are restricted to the wide subcategory of Cat which contains all the inclusions.
Since a group acts on a category by isomorphisms, the above result is especially
important when one wants to use these constructions in the equvariant case. However
to understand the maps and the homotopies of maps between equivariant construc-
tions, we need a result that handles other morphisms. The category Pos, which is
the full subcategory of Cat whose objects are posets considered as categories, is a
good subcategory for this in the sense that the classifying space of any category is
homeomorphic to the classifying space of a poset.
Theorem 1.2. There exists a twisted natural homeomorphism (Definition 2.1) be-
tween B˜ and B when they are restricted to Pos.
Since the twisting of the twisted natural transformation in the above theorem is
trivial on the wide subcategory in Theorem 1.1, one can also use Theorem 1.2 for the
equivariant case.
To obtain the above results, we introduce the notion of twisted natural transfor-
mation in Section 2. The key ingredient in the proof of Theorem 1.2 is Theorem 2.3,
a particular case of which is used to prove Theorem 1.1. We consider it as one of our
main results in this paper.
The paper is organized as follows: In Section 2, we introduce a natural transforma-
tion with a twist. This section can be considered as a summary of ideas behind the
proofs of our main results. Section 3 reminds the definition of simplicial sets, cubical
sets, their realizations, some binary operations on such sets, standard resolution of
a category, W-construction of a category, and finally the definition of enriched bar
construction. These are all here for completeness and the reader familiar with these
notations can skip this section. Section 4 gives the statements and the proofs of
Theorem 1.1 and Theorem 1.2. Section 5 and 6 are devoted to proofs of technical
lemmas which are used to prove our main theorems.
2. Twisted natural transformation
A natural transformation between two functors is usually defined as an assignment
that assigns a morphism in the common codomain of the two functor to a given object
in their common domain. An equivalent way to define a natural transformation can
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be given by assigning a morphism in their codomain to every morphism in their
domain. Exploiting this equivalent way of defining a natural transformation here we
define the notion of a natural transformation with a twist. Let C,M be categories,
I be a wide subcategory of C, and F,G : C →M be functors.
Definition 2.1. A pair (α, t) is called a natural transformation from F to G with a
twist on G away from I if to every morphism f : c → c′ in C, α assigns a morphism
α(f) : F (c) → G(c′) in M and t assigns a morphism t(f) : G(c) → G(c) in M such
that
i) α(hgf) = G(h)t(h)α(g)F (f) for every ternary composition hgf in C,
ii) t(f) = idc for every morphism f : c→ c
′ in I, and
iii) G(f1)t(g1) = t(g2)G(f1) for every f1, f2 ∈ I and g1, g2 ∈ C with f2g1 = g2f1.
In particular, when α(idx) is an isomorphism for every object x in C, we say that
(α, t) is a natural isomorphism with a twist on G away from I. In this case, we call
F a right twisted version of G.
Given a functor i : D → C, let (i/c) be the over category, i.e, the category whose
objects are pairs (d, σ) where d is an object in D and σ : i(d) → c is a morphism in
C and morphisms from (d1, σ1) to (d2, σ2) are morphisms f : d1 → d2 in D so that
σ1 = σ2 ◦ i(f). We denote the projection to the first component by πc : (i/c) → D.
A functor i : D → C is said to be dense if for every object c in C the colimit of iπc
is naturally isomorphic to c. We define a stronger version of being dense as follows.
Let I be a wide subcategory of C. Set (i/c)I to be the subcategory of (i/c) so that
an object (d, σ) of (i/c) is in (i/c)I if and only if σ is in I and a morphism g in (i/c)
is in (i/c)I if and only if i(g) is in I. We denote the inclusion (i/c)I in (i/c) by ic.
Definition 2.2. A functor i : D → C is called I-dense (for F : C → M) if the
following conditions are satisfied
i) The functor i : D → C is dense (for F ).
ii) For every object c in C, there exists a retract rc : (i/c)→ (i/c)I with a natural
transformation (in the usual sense) s from 1(i/c) to icrc which is identity on
(i/c)I . We write s(d, σ) = sσ and rc(d, σ) = (drc(σ), rc(σ)) for short.
iii) For every morphism f : x→ y in C, every object (d, σ) in (i/x), the morphism
ry(f∗(sσ)) in (i/y) is the identity where f∗ : (i/x) → (i/y) is the functor
induced by f .
Here the condition iii) means that dry(fσ) = dryf(rx(σ)), ry(frx(σ)) = ry(fσ)
and ry(f∗(sσ)) = 1dry(fσ). Since s is a natural transformation for any σ : i(d)→ x in
i/x andf : x→ y and g : y → z in C, the following diagram
(d, gfσ)
sgfσ
−−−→ (drz(gfσ), rz(gfσ))
g∗(sfσ)
y yrz(g∗(sfσ))=id
(dry(fσ), gry(fσ))
sgry(fσ)
−−−−→ (drz(gry(fσ)))
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commutes and hence we have i(sgfσ) = i(sgry(fσ))i(sfσ) in C.
Note that if i : D → C is full and dense for F,G : C →M then a natural transfor-
mation from F ◦ i : D →M to G ◦ i : D →M induces a natural transformation from
F to G using universal properties of colimits. Now we discuss a twisted version of
this fact.
Theorem 2.3. Let i : D → C be full and I-dense for F,G : C →M. Then a natural
transformation (α, t) from F |D to G|D with a twist on G away from I ∩ i(D) induces
a natural transformation (α¯, t¯) from F to G with a twist on G away from I such that
(α¯, t¯) restricted to i(D) is equal to (α, t).
Proof. For a morphism f : x→ y in C, we define a morphism α¯(f) from F (x) to G(y)
by defining a natural transformation A(f) from Fiπx to ∆G(y) as follows:
A(f)(d,σ) = G(ry(fσ)) ◦ α(isfσ) : Fiπx((d, σ))→ G(y)
where (d, σ) is an object in (i/x). Here ∆G(y) is a category with one object G(y)
and one morphism. Similarly we define t¯(f) from G(x) to G(x) by defining a natural
transformation T from Giπxix to ∆G(x) as follows:
T (f)(d,σ) = G(σ) ◦ t(isfσ) : Giπx(ix(d, σ))→ G(x)
where (d, σ) is an object in (i/x)I . For f ∈ I, the map isfσ is in I ∩ i(D) and hence
t¯(f) = id, i.e, t¯ satisfies the condition ii).
Let f : x→ y, g : y → z, and h : z → w be morphisms in C. For any (d, σ) object in
(i/x), we have shgfσ = shrz(gfσ) ◦sgrz(fσ) ◦sfσ. We also have G(rz(gfσ))t(ishrz(gfσ)) =
t¯(h)G(rz(gfσ)) and α¯(g)F (ry(fσ)) = G(rz(gry(fσ)))α(isgry(fσ)) by construction.
Therefore we have
A(hgf)(d,σ) = G(rw(hgfσ))α(ishgfσ)
= G(rw(hgfσ))G(ishrz(gfσ))t(ishrz(gfσ))α(isgru(fσ))F (isfσ)
= G(h)G(rz(gfσ))t(ishrz(gfσ))α(isgry(fσ))F (isfσ)
= G(h)t¯(h)G(rz(gfσ))α(isgry(fσ))F (isfσ)
= G(h)t¯(h)G(rz(gry(fσ)))α(isgry(fσ))F (isfσ)
= G(h)t¯(h)α¯(g)F (ry(fσ))F (isfσ)
= G(h)t¯(h)α¯(g)F (f)F (σ).
It yields the equality
α¯(hgf) = G(h)t¯(h)α¯(g)F (f),
that is, (α¯, t¯) satisfies the first condition.
To show that condition iii) also holds for t¯, let σ ∈ (i/x)I , f1 : x→ y, f2 : z → w be
morphisms in I and g1 : x→ z and g2 : y → w be morphisms in C with g2◦f1 = f2◦g1.
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Then, we have sg2ry(fσ)sf1σ = sf2rz(g1σ)sg1σ and sf1σ = sg1σ = id. Therefore we have
G(f1)T (g1)(d,σ) = G(f1)G(σ)t(isg1σ)
= G(ry(f1σ))G(isf1σ)t(isg1σ)
= G(ry(f1σ))t(isg2ry(f1σ))G(isf1σ)
= t¯(g2)G(ry(f1σ))G(isf1σ)
= t¯(g2)G(f1)G(σ).
This proves that (α¯, t¯) is a natural transformation from F to G with a twist on
G away from I. It remains to show that α¯i(D) = α and t¯i(D) = t. Let f : x → y in
D. Since i(D) is full (d, σ) ∈ (i/i(x)) if and only if σ ∈ i(D). Therefore the equality
i(f)σ = ry(i(f)σ)i(si(f)σ) induces
G(ry(i(f)σ)α(isi(f)σ) = α(ry(i(f)σ)i(si(f)σ)) = α(i(f)σ) = α(i(f))F (σ)
and hence ¯α(i(f)) = α(i(f)). On the other hand, the equality t¯(i(f)) = t(i(f))
directly follows from the fact that (d, σ) ∈ (i/i(x))I if and only if σ ∈ I ∩ i(D) and
the last condition for (α, t) to be a natural transformation with a twist on G away
from I ∩ i(D). 
3. Definition of B˜
3.1. Simplicial and cubical sets. The aim of this section is to introduce the nec-
essary background on cubical sets. Although the theory of simplicial sets is more
familiar, we also include the basic definitions of simplicial set theory for complete-
ness. We refer reader to [8] for more details on simplicial theory.
Let [n] denote the category with objects {0, 1, 2, . . . , n} and exactly one morphism
from i to j when i < j. Let ∆ be the finite ordinal number category, i.e., the full
subcategory of the category Cat of small categories with objects [n] for n a non-
negative integer. A simplicial object in a small category C is a functor from ∆op
to C. Simplicial objects in C form a category denoted by sC with morphisms given
by natural transformations. For K a simplicial object in a category C, we write Kn
instead of K([n]) and call it the n-simplices of K. For i in {0, 1, 2, . . . n}, we define
a functor di from [n− 1] to [n] by
di(j) =
{
j if j < i
j + 1 if j ≥ i
and define a functor si from [n + 1] to [n] by
si(j) =
{
j if j ≤ i
j − 1 if j > i.
It is know that all morphisms of ∆ can be written as compositions of the above
morphisms. For a simplicial object K, the map di : Kn → Kn−1 induced by d
i is
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called an i-th face map of K, and the map si : Kn → Kn+1 induced by s
i is called an
i-th degeneracy map.
Objects of sSet are called simplicial sets. There is a standard embedding of ∆ in
sSet which takes [n] to the standard n-simplex ∆n =: ∆(−, [n]) : ∆op → Set. Let
∆≤n be the full subcategory of the finite ordinal number category on the objects
{[0], [1], · · · , [n]}. The functor induced from the inclusion ∆≤n →֒ ∆ is called the
n-truncation functor τn : Set
∆op
≤n → sSet. This functor has a left adjoint and com-
posing two gives the n-th skeleton functor skn : sSet → sSet. Therefore, given a
simplicial set K, sknK is the subsimplicial set of K generated by K0, . . . , Kn under
the degeneracies.
The category of simplicial sets is a symmetric monoidal category with the simplicial
tensor product defined for simplicial sets K and L by
(K ⊗ L)n := Kn × Ln .
The geometric realization of a simplicial set is a functor | − | : sSet→ Top which
is defined on objects by
|K| = colim∆n→K |∆
n| =
(∐
i≥0
Kn × |∆
n|
)/
∼
where the equivalence relation has (φ∗x, t) = (x, φ∗t) for every φ : [n] → [m] in
∆ and (x, t) ∈ Km × |∆
n|. Here the induced map φ∗ : |∆
n| → |∆m| is defined by
φ∗(t0, . . . , tn) = (s0, . . . , sm), where si =
∑
j∈φ−1(i) tj . The geometric realization of a
simplicial set is a CW -complex. Moreover, if we consider the geometric realization
as a functor to the category CGHaus of compactly generated Hausdorff spaces then
it preserves products.
For i in {1, 2, . . . n} and ε in {0, 1}, define a function d(i,ε) from In−1 to In by
d(i,ε)(t1, . . . , tn−1) = (t1, . . . , ti−1, ε, ti, . . . , tn−1)
and define a function si : In → In−1 by
si(t1, . . . , tn) = (t1, . . . , ti−1, ti+1, . . . , tn)
and define a function ci from In+1 to In by
ci(t1, . . . , tn+1) = (t1, . . . , ti−1,max{ti, ti+1}, ti+2, . . . , tn+1).
Let c denote the Box category with connections, whose objects are the n-cubes
In, n ≥ 0 and the morphisms of c are generated by the functions d
(i,ε), si and ci
where n ≥ 0 and 1 ≤ i ≤ n. Let C be a category, a functor K : opc → C is called
a cubical object of C. We write Kn instead of K(I
n) and call it the n-cubes of K.
The two maps d(i,ε) : Kn−1 → Kn induced by d
(i,ε) is called an i-th face map of K,
the map si : Kn → Kn−1 induced by s
i is called an i-th degeneracy map, and the
map ci : Kn+1 → Kn induced by c
i is called an i-th connection map. The collection
of all cubical objects of a category C form a category which we denote by cC, in
other words, cC denotes the functor category from opc to C. Objects of cSet are
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called cubical sets. There is a standard embedding of c in cSet called the standard
n-cube In which is the cubical set c(−, I
n) : opc → Set. For a cubical set K, the
subcubical set of K generated by K0, . . . , Kn under the degeneracies is called the
n-th cubical skeleton of K, written skcnK. As in the simplicial sets, one could also
see the n-skeleton functor skcn : cSet → cSet as a composition of the n-truncation
functor τn on cubical sets with its left adjoint.
The geometric realization of a cubical set is also defined similarly. It is a functor
| − | : sSet→ Top which is defined on objects by
|K| = colimIn→K I
n =
(∐
i≥0
Kn × I
n
)/
∼
where the equivalence relation has (φ∗x, t) = (x, φ∗t) for every φ : [n] → [m] in ∆
and (x, t) ∈ Km × I
n.
The geometric realization does not preserves the levelwise product of cubical sets.
For this reason, we work with the cubical product defined for cubical sets K and L
by
K ⊗ L := colimIj→K, Ik→L I
j+k .
The product In ⊗ Im = In+m defines a monoidal structure on the box category and
the above product is indeed equal to the one induced from this monoidal product
by Day convolution. In [9], Jardine shows that the analogous monoidal product for
cubical sets without connections agrees with the product structure on topological
spaces. The same proof applies here. Indeed, since | − | preserves colimits, it follows
that
|K ⊗ L| ∼= colimIn→K×L I
n ∼= colimIj→K, Ik→L I
j+k
∼= colimIj→K, Ik→L I
j × Ik ∼= |K| × |L|.
Here we consider the geometric realization as a functor to the category CGHaus.
Unfortunately, the monoidal product ⊗ on cubical sets is not symmetric. However
since the monoidal category (cSet,⊗) is biclosed, the category cSet is still enriched
over itself.
There are adjoint functors
cSet⇋TS sSet
relating the cubical sets and the simplicial sets. The singular functor S associates to
every simplicial setX , a singular cubical set S(X) with n-cells S(X)n = sSet((∆
1)n, X).
The triangulation functor T is defined by TK = colimIn→K(∆
1)n. These functors
induce an equivalence of homotopy categories.
3.2. Standard resolution of a category. The standard resolution construction of
[4] and [6] (see also [14]) is a way of assigning a simplicial category to a small category.
More precisely, the free category on a small category C is the free category FC, where
obj(FC) = obj(C), and a morphism in FC from c to d is a word of composable non-
identity morphisms (fn) . . . (f1) such that the domain of f1 is c and the range of fn
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is d. Here the composition is given by the concatenation of words and the identity
morphism on c is the empty word (). For simplicity, we write Ff := (f) ∈ FC(c, d)
for a morphism f ∈ C(c, d).
Now, consider the functor F : Cat → Cat which sends every category to its free
category and which is defined on morphisms by sending a functor F : C → D to the
induced one FF : FC → FD given by Ff = F(F (f)). It has a co-monad structure
with the co-unit functor UC : FC → C which is the identity on objects and sends Ff
to f . The co-multiplication functor ∆C : FC → F
2C is defined by ∆C(Ff) = F
2f .
Clearly these functors satisfy the comonad identities. Therefore one can construct
a simplicial category (with discrete object set) F•C by letting FnC = F
n+1C. Here
the face and the degeneracy maps are identity on objects and on morphisms they are
given by
di = F
i(UFn+1−iC) : F
n+1C(c, d)→ FnC(c, d)
si = F
i(∆Fn−iC) : F
n+1C(c, d)→ Fn+2C(c, d).
In other words, for 0 ≤ i ≤ n−1, the face map di removes the parenthesis that are
contained in exactly i others while the degeneracy map si doubles these parenthesis.
When i = n, the map dn composes the innermost parenthesis and the map sn inserts
the parenthesis to each map in the innermost parenthesis.
One can also consider F•C as a simplicially enriched category by taking objects
as obj(C) and hom-sets as simplicial sets with Fn(c, d) = F
n+1(c, d). Here what we
mean by a simplicially enriched category is a category whose hom-sets are simplicial
sets and composition maps are simplicial maps. We refer reader to [10] for more
information about enriched categories. One can consider the 0-simplices as the maps
and the 1-simplices as the homotopies between maps, and the higher simplices as
the higher homotopies between homotopies. A standard example of a simplicially
enriched category is the category Top of compactly generated topological spaces
which is enriched by defining Top(X, Y ) by
Top(X, Y )n = Top(X × |∆
n|, Y )
where |∆n| is the standard n-simplex in Rn+1. Note that Top(X, Y )0 is the set of
continuous maps from X to Y .
A map between simplicially enriched categories consists of maps of n-simplices and
called simplicial functor. More precisely, a simplicial functor F : C → D is given by a
function F : obj(C)→ obj(D) together with simplicial maps C(c, c′)→ D(F (c), F (c′))
which satisfy the functoriality diagrams. We denote the category of simplicially
enriched categories and simplicial functors by S-Cat.
Now, we consider the standard resolution of the category [n]. From now on, we
denote the map from i to i+1 by fi. It is well-known that the morphisms of the free
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simplicial resolution of [n] is given as follows (See [5])
F•[n](i, j) =
{
∆[1]j−i−1, i ≤ j;
∅, otherwise.
Here, we take ∆[1]−1 = ∆[0].
Example 3.1. When n = 3, i = 0 and j = 3, we have
F0[3](0, 3) = {(f2)(f1)(f0), (f2)(f1f0), (f2f1)(f0), (f2f1f0)}
F1[3](0, 3) = {((f2))((f1))((f0)), ((f2))((f1f0)), ((f2f1))((f0)), ((f2f1f0)), ((f2)(f1)(f0)),
((f2)(f1f0)), ((f2f1)(f0)), ((f2)(f1))((f0)), ((f2))((f1)(f0))}
where the first 4 elements of F2[3](0, 3) are degenerate and others are non-degenerate.
Moreover, F•[3](0, 3) has exactly 2 non-degenerate 2-simplices σ = (((f2)(f1))((f0)))
and τ = (((f2))((f1)(f0))). The boundaries of these simplices are given as follows:
d0σ = ((f2)(f1))((f0)), d1σ = ((f2)(f1)(f0)), d2σ = ((f2f1)(f0)),
d0τ = ((f2))((f1)(f0)), d1τ = ((f2)(f1)(f0)), d2τ = ((f2)(f1f0)).
Since all the higher simplices are degenerate, F•[3](0, 3) is the following simplicial
set
(f2)(f1f0)
(f2f1f0)
(f2)(f1)(f0)
(f2f1)(f0)
((f2))((f1)(f0))
((f2)(f1))((f0))
((f2)(f1f0))
((f2f1)(f0))
((f2)(f1)(f0))
σ
τ
In general, all the simplices of F•[n](i, j) of dimension greater than (j − i− 1) are
degenerate and it has (j − i− 1)! non-degenerate (j − i− 1)-simplices faces of which
give all the non-degenerate simplices of smaller dimensions. These (j − i− 1)! many
(j − i − 1)-simplices obtained by fully parenthesizing fi, · · · , fj−1 in the following
way. The innermost parenthesis contains exactly one morphism fk of [n], that is,
dj−i−10 = d0 · · · d0︸ ︷︷ ︸
j−i−1
of the (j − i− 1)-simplices are of the form (fj−1) · · · (fi). Only one
of the the second innermost parenthesis is of the form ((fk)(fk+1)) and the others are
of the form ((fk)). This means that d
j−i−2
0 of these simplices are of the form
((fi)) · · · ((fk−1))((fk)(fk+1))((fk+2)) · · · ((fj)).
In general, dj−i−s+10 of such a (j − i− 1)-simplex is the composition of j − i− s + 2
many morphisms in Fs−2[n](a, b) and d
j−i−s
0 is obtained by putting two consecutive
such morphisms in the same parenthesis and inserting parenthesis around the other
individuals.
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Let σni,j : [j−i]→ [n] be defined by σ
n
i,j(k) = i+k. There is a one-to-one correspon-
dence between the set of non-degenerate (j − i − 1)-simplices of F•[n](i, j) and the
set Lni,j of chains l = (σ0, · · · , σj−i−1) where σj−i−1 = σ
n
i,j and σk = dlkσk+1 for some
1 ≤ lk ≤ k+1 (l0 = 1). Here, the chain l corresponds to the non-degenerate (j−i−1)-
simplex τl = (d
0τl) (since l0 = 1) where d
j−i−s
0 (τl) is obtained from d
j−i−s+1
0 (τl) by
taking the lj−i−s-th and (lj−i−s+1)-th morphisms in common parenthesis and insert-
ing parenthesis around others. In the previous example σ corresponds to the chain
lσ = (d1d2σ
3
0,3, d2σ
3
0,3, σ
3
0,3) and τ corresponds to the chain lτ = (d1d1σ
3
0,3, d1σ
3
0,3, σ
3
0,3).
A simpler way of representing (j − i − 1)-simplex σl of F•[n](i, j) is to look
at the images of σk’s in l. Since σk = dlkσk+1 means that the image of σk is
the set Im(σk+1)\{σk+1(lk)}, we can consider l as a tuple (l˜1, · · · , l˜j−i−1) where
Im(σk+1)\Im(σk) = {l˜k+1}. Therefore, we can represents σl by this tuple. Let L˜
n
i,j be
the set of (j − i − 1)-tuples (l˜1, · · · , l˜j−i−1) where i + 1 ≤ l˜k ≤ j − 1 and l˜k 6= l˜s if
k 6= s. Then there is a one-to-one correspondence between the set of non-degenerate
(j − i− 1)-simplices of F•[n](i, j) and the set L˜
n
i,j . In the previous example σ corre-
sponds to the tuple (1, 2) while τ is corresponding to the tuple (2, 1).
3.3. W -construction. In this section we introduce the cubical version of the stan-
dard resolution of a category which is due to Boardman and Vogt [3].
A cubically enriched category is a category whose hom-sets are cubical sets and
composition maps are cubical maps. One can consider the 0-cubes of the hom-sets as
the maps and the 1-simplices as the homotopies between maps, and the higher cubes
as the higher homotopies between homotopies. One standard example of a cubically
enriched category is the category Top with
TopcSet(X, Y )n = Top(X × I
n, Y ).
A map between cubically enriched categories consists of maps of n-cubes and called
a cubical functor. More precisely a cubical functor F : C → D is given by a function
F : obj(C) → obj(D) together with cubical maps C(c, c′) → D(F (c), F (d)) which
satisfy the functoriality diagrams. We denote the category of cubically enriched
categories and cubical functors by C-Cat.
Given a small category C, there is a specific way of assigning a cofibrant cubically
enriched category WC called W -construction. Although it is first introduced by
Boardman and Vogt topologically, here we give the more categorical version due to
Blanc and Markl [2]. The W -construction WC on C is a cubically enriched category
with obj(WC) = obj(C) and for every a, b objects of C, the cubical set WC(a, b)
constructed as follows:
WC(a, b) =
( ∐
σ : [n+1]→C,
σ(0)=a, σ(n+1)=b
Inσ
)/
∼
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where the equivalence relation is given by
In−1
σdn+1−i
∼ di,0(Inσ ) and I
n+1
σsn+1−i
∼
{
si(I
n
σ ) if i = 1, n+ 1
ci(I
n
σ ) otherwise.
The cubical composition
WC(c, b)⊗WC(a, c) → WC(a, b)
sends the (n−1)-cube Ii−1β ⊗I
n−i
σ to d
(i,1)Inβ·σ where (β ·σ)(j → j+1) = σ(j → j+1)
if j ≤ n − i and (β · σ)(j → j + 1) = β((j + i − n − 1) → (j + i − n)), otherwise.
For example, for C = [n], the cubical set W [n](i, j) has only one non-degenerate
(j− i−1)-cube corresponding to σni,j and other cubes are glued to it as defined above
and hence we have
W [n](i, j) =
{
Ij−i−1, i ≤ j;
∅, otherwise.
Here, the cubical composition W [n](j, k) ⊗W [n](i, j) → W [n](i, k) is given by the
cubical map dk−j,1 : I
k−j−1 × Ij−i−1 → Ik−i−1 for i ≤ k ≤ j.
Moreover for every functor f : C → D, the W-construction induces a cubical functor
Wf : WC → WD which is given on objects by f and on morphisms by sending an
n-cube Inσ to I
n
f◦σ. This makes W a functor from the category of small categories to
the category of cubically enriched categories.
For every small category C, the simplicially enriched categories TWC and F•C are
naturally equivalent (see Lemma 3.6 in [1] and Remark 2.21 in [2]). Using this equiva-
lence, one can consider |W [n](i, j)| = Ij−i−1 as a (j−i−1)-dimensional pure simplicial
complex whose facets are |∆j−i−1l | = [σ0, · · · , σj−i−1] where l = (σ0, · · · , σj−i−1) ∈
Lni,j. The cubical composition induces a map ci,j,k : |W [n](j, k)| × |W [n](i, j)| →
|W [n](i, k)| which sends (t′1, . . . , t
′
k−j−1; t1, . . . , tj−i−1) to (t
′
1, . . . , t
′
k−j−1, 1, t1, . . . , tj−i−1).
Since the geometric realization of simplicial sets preserves the product, we can con-
sider |W [n](j, k)|×|W [n](i, j)| as a pure simplicial complex whose facets are (k−j−2)-
simplices [σm1×τm′1 , . . . , σmk−i−1×τm′k−i−1 ] wherems+m
′
s = s−1, l = (σ0, · · · , σk−j−1)
in Lnj,k and l
′ = [τ0, · · · , τj−i−1] ∈ L
n
i,j. In this case, the map ci,j,k becomes a sim-
plicial map which sends the vertex σms × τm′s to the vertex σms · τm′s . Here, ci,j,k
sends the simplex [σm1 × τm′1 , . . . , σmk−i−1 × τm′k−i−1 ] to the simplex [β1, . . . , βk−j−1] of
∆k−j−1(β0,...,βk−j−1) where βs = σms · τm′s for 1 ≤ s ≤ k − j − 1.
Under the homeomorphism |W [n](i, j)| ∼= Ij−i−1, the vertex σi ∈ l is sent to
the vertex (ǫ1, · · · , ǫj−i−1) ∈ R
j−i−1 where ǫs = 1 if (s + i) ∈ Im(σi) and ǫs = 0,
otherwise. For x = (x1, . . . , xk−j−1) in I
k−j−1 and y = (y1, . . . , yj−i−1) in I
j−i−1, let
x =
∑
m
tmσm ∈ |∆
k−j−1
l | and y =
∑
m
t′mτm ∈ |∆
j−i−1
l′ | and define zs = xs if s ≤ k−j−1,
zk−j = 1 and zs = ys−k+j+1, otherwise. Then ci,j,k(x, y) =
∑
m
umβm in |∆
k−i−1
l′′ | with
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l˜′′ = (k − j + i, i2 + i, · · · , ik−j−1 + i) and us = zis+1 − zis where i1 = k − j and
1 = zi1 ≥ zi2 ≥ · · · ≥ zik−j−1 .
3.4. Enriched bar construction. We define the enriched bar construction as fol-
lows.
Definition 3.2. Let C be a simplicially (respectively cubically) enriched category
and F : C → Top be a simplicial (respectively cubical) functor. The enriched double
bar construction B•(∗, C, F ) is a simplicial topological space with n-th simplices given
as follows:
Bn(∗, C, F ) =
∐
α0, α1, . . . αn
objects of C
|C(αn−1, αn)× · · · × C(α0, α1)| × F (α0)
where the face and the degeneracy maps are defined by using composition in C, the
evaluation maps C(α0, α1)× F (α0)→ F (α1) and the insertion of C(α, α).
The notion of a two-sided double bar construction for enriched categories was
introduced by Shulman [13] and this construction can be considered as a one-sided
version of Shulman’s double bar construction. For this reason, we keep the Shulman’s
notation.
Now we are ready to define B˜ as follows:
B˜C := |B(∗,FC, ∗)|
equivalently we can define it as follows:
B˜C := |B(∗,WC, ∗)|
4. Twisted natural transformation from B˜ to B
In this section, we will use the results of Section 2 to construct a twisted natural
transformation from B˜ to B. For this we first study B˜[n] and construct a homeomor-
phism from B˜[n] to B[n]. Then we give the twisting information on B[n] for a given
morphism σ : [n] → [m]. We obtain our main results by working with appropriate
categories. We postpone the proofs of all the lemmas given in this section to Section
6 for the sake of legibility.
Recall that the morphisms of the W -construction of [n] is given as follows
W [n](i, j) =
{
Ij−i−1, i ≤ j;
∅, otherwise.
Define Bn0 = {0, 1, · · · , n} and for i > 0
Bni =
∐
r=(r0,··· ,ri)∈Rni
|W [n](ri−1, ri)| × |W [n](ri−2, ri−1)| × · · · × |W [n](r0, r1)|
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where Rni = {r = (r0, · · · , ri)| 0 ≤ r0 < r1 < · · · < ri ≤ n}. Then the geometric
realization of the double bar construction B(∗,W [n], ∗) is given by
B˜[n] =
(∐
i≥0
Bni × |∆
i|
)/
∼
where (djx, t) ∼ (x, d
jt) for every (x, t) ∈ Bni × |∆
i−1|. From now on, we write
|Cn(r)| := |W [n](ri−1, ri)| × · · · × |W [n](r0, r1)| for short.
To define a natural homeomorphism from B˜[n] to B[n], we first define a map
f˜ [n](r) : |Cn(r)| × |∆
i| → |∆n| as follows. For any A ⊆ {0, 1, · · · , n}, let bA =
(b0, b1, . . . , bn) where bj = 0 if j is not in A and bj = 1/|A| otherwise. For every
morphism α : {1, · · · , i} → {±1}, let |∆iα| ⊂ |∆
i| be the i-simplex
|∆iα| = [bα0,α0 , · · · , bαk,αk+k, · · · , bαi,αi+i]
where αk = |{s ≥ k + 1| α(s) = −1}|. Here, we take αi = 0. Let Ui denote
the set of all functions α : {1, · · · , i} → {±1}. In Section 5, we show that the set
{|∆iα| | α ∈ Ui} gives a triangulation of |∆
i|.
We also write {Ui} =
⋃
α∈Ui
{(αk, αk + k)| 0 ≤ k ≤ i} and {L
n
j,k} =
⋃
l∈Ln
j,k
{l}. Here
{l} = {σ0, · · ·σj−i−1} where l = (σ0, · · · , σj−i−1). Then we define
f [n](r) : {Lnri−1,ri} × · · · × {L
n
r0,r1} × {Ui} → P({0, 1, . . . , n})
by sending the tuple (σi, · · · , σ1, (αk, αk + k)) to the intersection of the union of
images of σj ’s and the set {rαk , rαk +1, · · · , rαk+k − 1, rαk+k}. For each (l
i, · · · , l1, α)
in Lnri−1,ri × · · · × L
n
r0,r1
× Ui, this induces a map
f˜n,r
(li,··· ,l1,α)
: |∆
ri−ri−1−1
li
| × · · · × |∆r1−r0−1l1 | × |∆
i
α| → |∆
n|
which sends the point(∑
m
timσ
i
m, · · · ,
∑
m
t1mσ
1
m,
∑
0≤k≤i
t˜kbαk ,αk+k
)
to the point ∑
timi · · · t
1
m1
t˜kbf [n](r)(σimi ,··· ,σ
1
m1
,(αk,αk+k))
where the sum is taken over all (σimi , · · · , σ
1
m1 , (αs, αs + s)) ∈ (l
i, · · · , l1, {α}).
Example 4.1. Let σ and τ in W [3](0, 3) are defined as in the Example 3.1. Let
lσ = (σ0, σ1, σ2) and lτ = τ0, τ1, τ2 be the corresponding chains in L
3
0,3. Then for
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α, β : {1} → {±1} with α(1) = 1 and β(1) = −1, we have
f˜
3,(0,3)
(lσ ,α)
( 2∑
i=0
tiσi,
1∑
i=0
t˜ib0,i
)
=
(
t˜0 +
(
t0
2
+
t1
3
+
t2
4
)
t˜1,
(
t1
3
+
t2
4
)
t˜1,
t2
4
t˜1,
(
t0
2
+
t1
3
+
t2
4
)
t˜1
)
f˜
3,(0,3)
(lτ ,α)
( 2∑
i=0
tiτi,
1∑
i=0
t˜ib0,i
)
=
(
t˜0 +
(
t0
2
+
t1
3
+
t2
4
)
t˜1,
t2
4
t˜1,
(
t1
3
+
t2
4
)
t˜1,
(
t0
2
+
t1
3
+
t2
4
)
t˜1
)
f˜
3,(0,3)
(lσ ,β)
( 2∑
i=0
tiσi,
1∑
i=0
t˜ib1−i,1
)
=
((
t0
2
+
t1
3
+
t2
4
)
t˜1,
(
t1
3
+
t2
4
)
t˜1,
t2
4
t˜1, t˜0 +
(
t0
2
+
t1
3
+
t2
4
)
t˜1
)
f˜
3,(0,3)
(lτ ,β)
( 2∑
i=0
tiτi,
1∑
i=0
t˜ib1−i,1
)
=
((
t0
2
+
t1
3
+
t2
4
)
t˜1,
t2
4
t˜1,
(
t1
3
+
t2
4
)
t˜1, t˜0 +
(
t0
2
+
t1
3
+
t2
4
)
t˜1
)
.
Since f˜n,r(li,··· ,l1,α)’s are obtained by using the vertices of the corresponding simplices,
we can glue these maps to obtain a continuous map f˜ [n](r) : |Cn(r)| × |∆
i| → |∆n|.
Lemma 4.2. For (x, t) ∈ |Cn(r)| × |∆
i−1| we have
f˜ [n](djr)(djx, t) = f˜ [n](r)(x, d
jt)
where djr = [r0, . . . , rj−1, rj+1, . . . , ri].
The above lemma says that the maps f˜ [n](r) respect the equivalence relations
discussed above and hence they form a map f˜n : B˜[n]→ ∆
n. This maps also satisfies
the following result.
Lemma 4.3. For all n > 0, the following diagram commutes
B˜[n− 1]
dj∗−−−→ B˜[n]
f˜n−1
y f˜ny
B[n− 1]
dj
−−−→ B[n],
that is, dj f˜n−1 = f˜nd
j
∗.
Let Cati denote the wide subcategory of Cat which has inclusions as morphisms.
Then the morphisms in Cati ∩ ∆ is generated by the face maps d
j : [n − 1] → [n].
Hence the above result shows that f˜n induces a natural transformation from the
functor B˜ ◦ i : Cati∩∆→ Top to the functor B ◦ i : Cati∩∆→ Top. Now we show
that this natural transformation is in fact a natural homeomorphism.
Lemma 4.4. For each n, the map f˜n is a homeomorphism.
Since the inclusion functor i : Cati ∩ ∆ → Cati is full and dense, the following
theorem immediately follows from Theorem 2.3.
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Theorem 4.5. There is a natural homeomorphism from B˜ to B restricted to Cati.
To generalize this result to category of posets, we take I to be the intersection of
Cati and Pos and D to be ∆. We also introduce a twisting on B[n] as follows. For
each morphism f : [n] → [m] in ∆, we define t(f) : ∆n → ∆n as the affine extension
of:
t(f)(bA) =
∑
i∈A
1
|f(A)||A ∩ f−1({f(i)})|
b{i}
where A is a subset of {0, 1, 2, . . . , n}. Here bA = (b0, · · · , bn) where bi = 1/|A| if
i ∈ A, bi = 0 otherwise. Then we have the following key lemma
Lemma 4.6. Let h and t be defined as above, Then (h, t) is a natural homeomorphism
from B˜|∆ to B|∆ with a twist on B|∆ away from Cati ∩∆
Using this lemma we obtain the following result
Theorem 4.7. There exists a natural homeomorphism (α¯, t¯) from B˜ to B with a
twist on B restricted to Pos away from Cati ∩Pos.
5. A triangulation of |∆n|
The aim of this section is to introduce a specific triangulation of |∆n| as mentioned
in the previous section, which is also crucial for the proofs given in the next section.
For α : {1, · · · , n} → {±1}, let |∆nα| be defined as in the previous section. Also
define the sign of α by sign(α) = (j1, · · · , jm) where {j1, · · · , jm} is the set of all
integers satisfying α(jk) 6= α(jk − 1) with the order 1 ≤ j1 < · · · < jm ≤ n.
Lemma 5.1. If α(1) = +1 then the point (x0, · · · , xn) ∈ |∆
n| belongs to the n-simplex
|∆nα| if and only if it satisfies the following inequalities
xn + · · ·+ xα0+1 ≤ x0 + · · ·+ xα0 ,
x0 + · · ·+ xαj2k+1 ≤ xn + · · ·+ x(αj2k+1+j2k+1),
xn + · · ·+ x(αj2k+j2k) ≤ x0 + · · ·+ xαj2k
for 1 ≤ 2k, 2k + 1 ≤ m. On the other hand, if α(1) = −1 then a point (x0, · · · , xn)
in the standard n-simplex belongs to |∆nα| if and only if it satisfies the following
inequalities
xn + · · ·+ xα0 ≥ x0 + · · ·+ xα0−1,
x0 + · · ·+ xαj2k+1 ≥ xn + · · ·+ x(αj2k+1+j2k+1),
xn + · · ·+ x(αj2k+j2k) ≥ x0 + · · ·+ xαj2k
for 1 ≤ 2k, 2k + 1 ≤ m.
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Proof. A point x = (x0, · · · , xn) belongs to |∆
n
α| if and only if x =
∑n
k=0 akbαk ,αk+k
for some 0 ≤ ak ≤ 1 with
∑n
i=0 ai = 1. Since the cases α(1) = 1 and α(1) = −1 are
dual, we assume that α(1) = 1. In this case, we have
xα0 = a0 +
1
2
(
a1 + · · ·+ aj1−1
)
xαj2k−1+j2k−1 =
1
2
(
aj2k−1−1 + · · ·+ aj2k−1
)
xαj2k =
1
2
(
aj2k−1 + · · ·+ aj2k+2−1
)
xu =

1
2
aαj2k+2+j2k+2−1−u, αj2k+2 < u < αj2k ;
1
2
aαj2+j2−1−u, αj2 < u < α0;
1
2
au−α0 , α0 < u < αj1 + j1;
1
2
au−j2k , αj2k−1+j2k−1 < u < αj2k+1 + j2k+1.
Then the result follows immediately. 
Let V = {bi,j| i ≤ j} and
S =
⋃
α∈Un
{ set of all subsets of {bα0,α0, · · · , bαk ,αk+k, · · · , bαn,αn+n}}
where Un = {α : {1, 2, · · · , n} → {±1}}. Then by the following lemma (V, S) gives a
triangulation of |∆n| with 2n many n-simplices.
Lemma 5.2.
⋃
α∈Un
|∆nα| = |∆
n|.
Proof. For each x = (x0, . . . , xn) ∈ |∆
n|, one can choose α for which x ∈ |∆nα| as
follows. If xn ≤ x0, let α(n) = +1, if not let α(n) = −1. Without loss of generality,
let xn ≤ x0. Then take α(j) = +1 for each n ≥ j ≥ i1 where
xn + · · ·+ xi1 ≤ x0 < xn + · · ·+ xi1−1.
Then let i2 be the largest integer for which
xn + · · ·+ xi1 ≤ x0 + · · ·+ xi2 < xn + · · ·+ xi1−1.
Then let α(j) = −1 for each i2− i1− 1 ≤ j ≤ i1− 1. By continuing this way, we can
determine α when xn ≤ x0. This proves the lemma. 
Let En be the subspace of the standard simplex |∆
n| whose points x = (x0, · · · , xn)
satisfy the relation min(xi, xj) ≤ xi+1 for all i < j. Note that En is indeed the
topological space An(0,1,··· ,n) defined in the following section. The subspace Ei can be
considered as the pure subcomplex of the barycentric subdivision of |∆n| who has
2n-many n-simplices of the barycentric subdivision of the standard simplex. More
precisely, En is the union of n-simplices with vertices {bA0, bA1 , . . . , bAn} where A0 has
one element, An = {0, 1, 2, . . . n}, Aj = Aj+1 − minAj+1 or Aj = Aj+1 − maxAj+1.
The above triangulation of |∆n| also has 2n-many n-simplex and we can define a
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homeomorphism between |∆n| and En as follows. For each α and 1 ≤ j ≤ n, let Aαj
be defined by the relations Aαn = {0, · · · , n} and
Aαj =
{
Aαj+1 −min A
α
j+1, α(j + 1) = −1;
Aαj+1 −max A
α
j+1, otherwise.
Then the map fαn defined by sending the vertex bαj ,αj+j to the vertex bAαj gives a
homeomorphism between |∆nα| and [bAα0 , . . . , bAαn ]. Since the homeomorphisms f
α
n
respect all the intersections, we can glue them together to obtain a homeomorphism
fn : |∆
n| → En as desired.
6. Proofs of Lemmata in Section 4
This section is devoted to proofs of the lemmas of Section 4. We first prove Lemma
4.2. For this, note that for 1 ≤ j ≤ i− 1, we have
dj(x) = (x
i, . . . , xj+2, crj−1,rj ,rj+1(x
j+1, xj), xj−1, . . . , x1)
where x = (xi, · · · , x1) ∈ |∆
ri−ri−1−1
li
| × · · · × |∆r1−r0−1l1 |. Here, crj−1,rj ,rj+1(xj+1, xj) is
in one of the (k-j-2)-simplices [β1, . . . , βrj+1−rj−1−2] where βs = σ
j+1
ms ·σ
j
m′s
for 1 ≤ s ≤
k− j− 1 and ms+m
′
s = s− 1. Moreover, for t =
∑
0≤k≤i−1
tkbαk ,αk+k in |∆
i−1
α | we have
djt =
∑
0≤i≤n
tid
jbαi,αi+i =
∑
0≤k≤i
t′kbα′k ∈ |∆
i
α′ |
where
α′k =
{
αk + 1, k ≤ i− 1;
0, k = i.
, and t′k =
{
tk, k ≤ i− 1;
0, k = i.
, for j = 0,
α′k =
{
αk + 1, k ≤ νj ;
αk−1, k > νj.
, and t′k =
 tk, k < νj;0, k = νj;
tk−1, k > νj.
, for 0 < j ≤ α0,
α′k =
{
αk, k ≤ ωj ;
αk−1, k > ωj.
, and t′k =
 tk, k < ωj ;0, k = ωj ;
tk−1, k > ωj .
for α0 < j ≤ i− 1
where νj is the smallest integer in {0, 1, · · · , i − 1} with ανj = j − 1 and ωj ∈
{0, 1, · · · , i− 1} is the smallest one with αωj + ωj = j.
Proof of Lemma 4.2. The cases j = 0 and j = i are clear. For 0 < j < i, let
x = (xi, . . . , x1) be in |∆
ri−ri−1−1
li | × · · · × |∆
r1−r0−1
l1 | with x
j =
∑
m
tjmσ
j
m and t =∑
0≤s≤i−1
t˜sbαs,αs+s ∈ |∆
i−1
α |. Then d
jt =
∑
0≤k≤i
t′kbα′k ∈ |∆
i
α′ | where t
′
k and α
′ are defined
as above. Moreover djx = (x˜
i−1, . . . , x˜1) where x˜k = xk+1 if k ≥ j + 1, x˜j =∑
tj+1mj+1t
j
mj
(
σj+1mj+1 · σ
j
mj
)
and x˜k = xk for k < j.
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For (αs, αs + s) ∈ {α}, let Br,αs = {rαs , rαs + 1, . . . , rαs+s}. Then we have
Br,α′s =

{rαs+1, rαs+1 + 1, . . . , rαs+s+1}, s ≤ νj , and j ≤ α0;
{rαs−1 , rαs−1 + 1, . . . , rαs−1+s}, s > νj, and j ≤ α0;
{rαs , rαs + 1, . . . , rαs+s}, s ≤ ωj , and j > α0;
{rαs−1 , rαs−1 + 1, . . . , rαs−1+s}, s > ωj, and j > α0.
and
Bdjr,αs = {(djr)αs, . . . , (djr)αs+s}
=
 {rαs , rαs + 1, . . . , rαs+s}, αs + s < j;{rαs , rαs + 1, . . . , rαs+s+1}, αs < j < αs + s;{rαs+1, rαs+1 + 1, . . . , rαs+s+1}, αs ≥ j;
=

{rαs+1, rαs+1 + 1, . . . , rαs+s+1}, s ≤ νj , and j ≤ α0;
{rαs , rαs + 1, . . . , rαs+s+1}, s > νj , and j ≤ α0;
{rαs , rαs + 1, . . . , rαs+s}, s ≤ ωj, and j > α0;
{rαs , rαs + 1, . . . , rαs+s+1}, s > ωj , and j > α0.
since s ≤ νj and j ≤ α0 if and only if αs ≥ j; s > νj and j ≤ α0 if and only if
αs < j ≤ α0 < αs+ s; s ≤ ωj and j > α0 if and only if αs+ s < j ; and finally s > ωj
and j > α0 if and only if αs + s > j < α0 > αs.
Since the image of σj+1mj+1 · σ
j
mj
equals to the union of images of σj+1mj+1 and σ
j
mj
and
the coefficients t′νj = t
′
ωj
= 0 and t′k = tk if k < νj (or k < ωj) and t
′
k = tk−1 when
k > νj (or k > ωj), the result easily follows from the above equalities. 
We now give a proof for Lemma 4.3.
Proof of Lemma 4.3. The induced map dj∗ : B˜[n − 1] → B˜[n] is explicitly given as
follows. Let (xi, · · · , x1, t) ∈ |∆
ri−ri−1−1
li
| × · · · × |∆r1−r0−1l1 | × |∆
i
α| be such that
xk =
∑
0≤m≤rk−rk−1−1
tkmσ
k
m.
Then dj∗(x
i, · · · , x1, t) = (xi, · · · , x1, t) where
xk =
∑
0≤m≤r′
k
−r′
k−1−1
t
k
mσ
k
m
with
r′k =
{
rk, j > rk,
rk + 1, otherwise,
t
k
m =
{
0, rk−1 < j ≤ rk, m = rk − rk−1,
tkm, otherwise,
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and
σkm(s) =

σkm(s), j > rk;
σkm(s), j = rk, s 6= m+ 1, m 6= rk − rk−1;
σkm(s), rk−1 < j < rk, s 6= m+ 1, m 6= rk − rk−1, σ
k
m(s) < j;
σkm(s) + 1, rk−1 < j < rk, s 6= m+ 1, m 6= rk − rk−1, σ
k
m(s) ≥ j;
rk + 1, rk−1 < j ≤ rk, s = m+ 1;
s+ rk−1, rk−1 < j ≤ rk, m = rk − rk−1;
σkm(s) + 1, j ≤ rk−1.
Using this formula, one can easily check that the map hn respects the face maps in
the sense that it makes the first diagram above commute. 
In order to show that f˜ is a homeomorphism, we first show that the image of
f˜ [n](r) is indeed the subset Anr of B[n] consisting of all a = (a0, · · · , an) satisfying
the following conditions
(1) am = 0 when m > ri or m < r0,
(2) au ≤ min(arj , arj+1) when rj < u < rj+1,
(3) min(arp, ars) ≤ arp+1 when p < s,
for each r = (r0, · · · , ri) ∈ R
n
i and 1 ≤ i ≤ n.
Recall that the barycentric subdivision of the standard n-simplex |∆n| is the
pure simplicial complex with n! many n-simplices with vertices {bA0 , bA1 , . . . , bAn}
where A0 ⊂ A1 ⊂ · · · ⊂ An = {0, 1, 2, . . . n}. Note that the facet [bA0 , · · · , bAn] of
the barycentric subdivision corresponds to the subspace of all points (x0, · · · , xn)
with xkA0 ≥ xkA1 ≥ · · · ≥ xkAn where {k
A
0 } = A0 and {k
A
j } = Aj\Aj−1 other-
wise. If we consider |∆ri−r0| as a subcomplex of |∆n| whose points are of the form
(0, . . . , xr0 , · · · , xri, 0, . . . , 0), then A
n
r can be considered as the pure subcomplex of
the barycentric subdivision of |∆ri−r0 | which is the union of facets satisfying the
conditions (2) and (3) above.
For α ∈ Ui, let A
α = (Aα0 , . . . , A
i
α) be defined as in Section 5 and for l
j ∈ Lnrj−1,rj ,
let l˜j = (l˜j1, . . . , l˜
j
rj−rj−1−1
) in L˜nrj−1,rj be defined as in Section 3.2. Then we have the
following lemma.
Lemma 6.1. The image of f˜n,r
(li,··· ,l1,α)
is the set of all points (x0, · · · , xn) of |∆
n|
satisfying the conditions (1), (2) and the following relations
(2′) xl˜j1
≥ · · · ≥ xl˜jrj−rj−1−1
for 1 ≤ j ≤ i,
(3′) xr
kA
α
0
≥ · · · ≥ xr
kA
α
i
.
Proof. The lemma follows from the fact that
f(σimi , · · · , σ
1
m1 , (αk, αk + k)) = {rαk , rαk+1, . . . , rαk+k, l˜
s+1
1 , . . . , l˜
s+1
ms+1, . . . , l˜
k
1 , . . . , l˜
k
mk
}
where lj = (σj0, · · · , σ
j
rj−rj−1). 
20 ASLI GU¨C¸LU¨KAN I˙LHAN AND O¨ZGU¨N U¨NLU¨
Note that the condition (3′) in the above lemma implies the condition (3) and the
condition (2) and (2′) tells us how to order xu’s satisfying condition (2) for fixed k.
We are now ready to prove 4.4. Let An,r(li,··· ,l1,α) be the subset of A
n,r satisfying 2′ and
3′.
Proof of Lemma 4.4. Let (b0, · · · , bn) be an point in |∆
n|. Let r = (r0, · · · , ri) where
r0 is the smallest integer for which bu 6= 0, ri is the largest integer for which bu 6= 0,
and rk is defined inductively as follows. Define rk be the unique integer such that
brk > brk−1 and brk−1 ≥ bu for all rk−1 < u < rk. This procedure terminates at t when
bu ≤ brt for all u > rt. If rt = ri, we are done. If not, define ri−k’s inductively as
the unique integer such that bri−k > bri−k+1 and bri−k+1 ≥ bu for all ri−k < u < ri−k+1.
This procedure terminates when ri−k = rt. We have br0 < br1 < · · · < brt > brt+1 >
· · · > bri. By construction r = (r0, r1, · · · , ri) is the smallest subset of {1, · · · , n} for
which (b0, · · · , bn) ∈ A
n
r . Indeed if (b0, · · · , bn) ∈ A
n
r′ where r
′ = (r′0, · · · , r
′
i′) and rk /∈
{r′0, · · · , r
′
i′} then there is p for which r
′
p < rk < r
′
p+1 and hence brk ≤ min{brp , brp+1}.
However, we have brk > bu for all u < rk if k ≤ t and brk > bu for all u > rk if k > t
by construction. So rk ∈ {r
′
0, · · · , r
′
i′}. Similarly one can show that if (b0, · · · , bn) is
in the relative interior of Anr then r is uniquely determined.
Now we define l1, . . . li, α so that (b0, . . . , bn) lies in the image of f˜
n,r
(li,··· ,l1,α). Let
brj0 ≥ · · · ≥ brji . Define α ∈ Ui by the relations αs = min{j0, · · · , js}. Similarly, we
can choose lj by looking at the ordering of au’s for rj−1 < u < rj . More precisely,
if au1 ≥ · · · ≥ aurj−rj−1−1 for rj−1 < um < rj then we define l
j by l˜jm = um. Then
(b0, . . . , bn) lies in the image of f˜
n,r
(li,··· ,l1,α)
. This means f˜n is surjective. As above, one
can show that if (b0, · · · , bn) is in the relative interior of A
n,r
(li,··· ,l1,α)
then l1, l2, . . . li, α
are uniquely defined. Note that a point in the image of f˜n,r
(li,··· ,l1,α)
is an element of
the relative interior of An,r
(li,··· ,l1,α)
if and only if its preimage lies in the interior of
|∆
ri−ri−1−1
li
| × · · · × |∆r1−r0−1l1 | × |∆
i
α|. Since each f˜
n,r
(li,··· ,l1,α)
is injective restricted to
the interior of its domain, it follows by induction that the map f˜n is injective. Notice
that the domain of f˜n is compact and its codomain is Hausdorff. Hence f˜n is open.
This means f˜n is a homeomorphism.

Proof of Lemma 4.6. It is straight forward to show that the conditions in Definition
2.1 are satisfied when we only consider the vertices of the barycentric subdivision.
On rest of the domain of this function, it is defined by affine extensions hence the
conditions in Definition 2.1 are satisfied on whole the domain. 
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