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A COMBINATORIAL FORMULA FOR KAZHDAN–LUSZTIG POLYNOMIALS OF
ρ-REMOVED UNIFORM MATROIDS
KYUNGYONG LEE, GEORGE D. NASR, AND JAMIE RADCLIFFE
Abstract. Let ρ be a non-negative integer. A ρ-removed uniform matroid is a matroid obtained from
a uniform matroid by removing a collection of ρ disjoint bases. We present a combinatorial formula for
Kazhdan–Lusztig polynomials of ρ-removed uniformmatroids, using skew Young Tableaux. Even for uniform
matroids, our formula is new, gives manifestly positive integer coefficients, and is more manageable than
known formulas.
1. Introduction
The Kazhdan–Lusztig polynomial of a matroid was introduced by Elias, Proudfoot, and Wakefield in 2016
[2], which we define here. Throughout, let M be a matroid, F be a flat of the matroid M , rk be the rank
function on M , and χM be the characteristic function for a matroid. We denote M
F (respectively MF )
for the localization (resepctively contraction) for M at F . Then, the Kazhdan-Lusztig polynomial for M ,
denoted PM (t) is given by the following conditions:
(1) If rkM = 0, then PM (t) = 1.
(2) If rkM > 0, then degPM (t) <
1
2 rkM .
(3) trkMPM (t
−1) =
∑
F : a flat
χMF (t)PMF (t).
Since their introduction, these polynomials have drawn active research efforts. Mostly, this is due to their
(conjecturally) nice properties, such as positivity and real-rootedness (see [2, 3, 4, 8, 13]). There has also been
much effort put into finding relations between these polynomials or generalizations thereof (see [1, 9, 12]).
However, these polynomials have been explicitly calculated only for very special classes of matroids (for
instance, see [7, 4, 6, 8, 10]), and yet many of the known formulas have left much room for improvement. In
particular, as of now, there is no enlightening interpretation for such coefficients. The goal of this paper is
to provide a manifestly positive integral formula for the coefficients of specific matroids by identifying them
with a combinatorial object.
In what follows, Um,d(ρ) is the matroid constructed by starting with the uniform matroid of rank d on
m+ d elements, and removing ρ disjoint bases. Our main result is as follows.
Theorem 1. Let cim,d(ρ) be the i-th coefficient for the Kazhdan-Lusztig polynomial for the matroid Um,d(ρ).
Then
cim,d(ρ) = #SkY Tρ(m+ 1, i, d− 2i+ 1),
where SkY Tρ(m+ 1, i, d− 2i+ 1) is the set of legal fillings α on the following skew Young diagram
m+ 1
i
d− 2i+ 1
with the additional restrictions that
• the top entry of the right-most column of α is 1; or
• the bottom entry of the right-most column is greater than d+ ρ; or
• the third entry (from the top) of the left-most column is less than d+ 1.
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Since Um,d(ρ) is representable, this in turn gives a combinatorial formula for the intersection cohomology
Poincare´ polynomial of the corresponding reciprocal plane over a finite field, thanks to [2].
Note that when ρ = 0, the matroid Um,d(ρ) is in fact Um,d, the uniform matroid of rank d on m+ d ele-
ments. Hence, in this case, Theorem 1 gives a new manifestly positive integral formula1 for the coefficients
corresponding to the uniform matroid, which is simply the number of all legal fillings on the diagram above.
This is because the bottom entry of the right-most column is always greater than d. In this case, we get the
following alternative of Theorem 1.
Theorem 2. Let cim,d be the ith coefficient of the Kazhdan-Lusztig Polynomial for the uniform matroid of
rank d on m+ d elements. Then
cim,d = #SkY T (m+ 1, i, d− 2i+ 1),
where #SkY T (m + 1, i, d − 2i + 1) is just the number of legal fillings of the above shape, with no other
restrictions.
When m + 1 = 2 or d − 2i + 1 = 2, this number becomes equal to a well-known number, namely the
number of polygon dissections [11]. Hence, when m+ 1 = d− 2i+ 1 = 2, it becomes a Catalan number.2
This paper is organized as follows. In section 2, we introduce the central combinatorial object to this
paper and prove useful identities about it. In section 3, we prove Theorem 2, which is a proof of Theorem 1 in
the case of ρ = 0. We then discuss a symmetry condition on the coefficients of the uniform matroid (already
mentioned in [5]) in section 4 by using our combinatorial object. Finally, we end the paper with section 5 by
rigorously defining the matroid Um,d(ρ), defining SkY Tρ(a, i, b), and providing a proof of a Theorem (called
Theorem 3), which is equivalent to Theorem 1. Note that the statements of the two theorems are in fact
equivalent, and also that the theorems imply the ρ = 0, so between Theorems 2 and 3 we actually give two
proofs for the case where ρ = 0. It is however still worth mentioning Theorem 2 as it can be proved using a
lot less work.
2. Skew Young Tableaux
Consider the following shape.
a i
b
Figure 1. The left-most column has height a, followed by i−1 columns of height 2, followed
by the right-most column of height b.
A legal filling of the above shape involves placing each number from {1, 2, . . . , a+2i+ b−2} into the squares
such that the values in the columns and rows strictly increase going down and right, respectively. Note that
this is the same restriction on the entries of a standard young tableau, but the above shape does not fit the
description of the typical young tableau. We refer to legal fillings of the above shape as skew young tableau,
and denote SkY T (a, i, b) as the set of such legal fillings. There are some exceptional values we have set
conventions for:
• If i = 0, SkY T (a, i, b) = 1.
1The first (and only known) manifestly positive integral interpretation for uniform matroids was given in [5, Remark 3.4],
which requires possibly many Young diagrams.
2This connection to polygon dissections was already mentioned in Remark 5.3 of [6], but with the discovery of our combi-
natorial object, this fact follows directly from [11].
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• If i > 0 and at least one of a or b is less than 2, SkY T (a, i, b) = 0.
Using this object we will achieve the following result.
Theorem 2. Let cim,d be the ith coefficient of the Kazhdan-Lusztig Polynomial for the uniform matroid of
rank d on m+ d elements. Then
cim,d = #SkY T (m+ 1, i, d− 2i+ 1)
The proof of this Theorem relies on determining the size of SkY T (a, i, b) explicitly. For this, we take
advantage of being able to find the number of standard young tableau explicitly, thanks to the hook length
formula. We define SY T (a, i, k) to be the set of standard young tableaux of the following shape.
a i
k
Lemma 1.
#SkY T (a, i, b) =
b−2∑
k=0
(−1)k
(
a+ 2i+ b− 2
b− k − 2
)
#SY T (a, i, k),
Proof. Observe one could build SkY T (a, i, b) by starting with a young diagram µ with b− 2 parts of size 1,
choosing the elements from [a+ b+2i− 2] to place in there in increasing order, and then from the remaining
numbers, place them in one of #SY T (a, i, 0) ways, giving a tableau λ, and then attaching µ to λ so that
the bottom of µ is adjacent to the top right of λ. See the below figure.
a i
b − 2
a i
b − 2
Figure 2. Tableaux λ and µ combine to give the shape desired skew-symmetric tableau shape.
Of course, these pieces are only compatible if the entry in the bottom entry of µ is smaller than the top
right of λ, so we need to remove the cases not giving legal fillings. By moving the bottom square of µ the
right of the top right piece of λ, we have a bijection between this case and having a pair of tableau, one
standard young tableau with b − 3 parts of size 1 and the other from SY T (a, i, 1), that we wish to remove
from the possible count. Of course, this will also remove cases where the second to last entry in µ is larger
than the last entry, which was not accounted for before since we assumed we placed the entries in µ in
increasing order, so we wish to add these cases back in. We can count this in a similar way by counting the
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number of pairs of standard young tableaux where one is b− 4 parts of size 1, and then selecting an element
from SY T (a, i, 2). Continuing this process gives the right hand side of the desired equality in the statement
of Lemma 1, and by an inclusion-exclusion argument, we have also counted the left.

3. Proof of Theorem 2
Let a = m+ 1 and b = d− 2i+ 1. We instead prove the statement with our change of coordinates, that
is, we show ca−1,b+2i−1 = #SkY T (a, i, b). Utilizing [4, Theorem 1.4], we already know that
cia−1,b+2i−1 =
1
b+ i− 1
(
b+ 2i+ a− 2
i
) a−2∑
h=0
(
b+ i+ h− 1
h+ i+ 1
)(
i− 1 + h
h
)
.
In Section 4, we prove Lemma 2 which gives the identity #SkY T (a, i, b) = #SkY T (b, i, a). Hence,
#SY T (b, i, k)
(
a+ 2i+ b− 2
a− k − 2
)
=
1
(b + i− 1)
(b+ 2i+ k)!(k + 1)
(b − 2)!i!(b+ i+ k)(i+ k + 1)!
(a+ 2i+ b− 2)!
(a− k − 2)!(2i+ k + b)!
=
1
(b + i− 1)
(k + 1)(a+ 2i+ b− 2)!
(b − 2)!i!(b+ i+ k)(i+ k + 1)!(a− k − 2)!
=
1
(b + i− 1)
(
a+ 2i+ b − 2
i
)
(k + 1)(a+ i+ b − 2)!(b+ i+ k − 1)!
(b− 2)!(b + i+ k)!(i+ k + 1)!(a− k − 2)!
=
1
(b + i− 1)
(
a+ 2i+ b − 2
i
)
(k + 1)
(
a+ i+ b− 2
b+ i+ k
)(
b+ i+ k − 1
b− 2
)
,
Hence, it suffices to show that
a−2∑
k=0
(−1)k(k + 1)
(
a+ i+ b− 2
b+ i+ k
)(
b+ i+ k − 1
b− 2
)
=
a−2∑
h=0
(
b+ i+ h− 1
h+ i+ 1
)(
i− 1 + h
h
)
.
We instead prove that
∑
a,b≥0
xayb
a−2∑
k=0
(−1)k(k + 1)
(
a+ i+ b− 2
b+ i+ k
)(
b+ i+ k − 1
b− 2
)
=
∑
a,b≥0
xayb
a−2∑
h=0
(
b+ i+ h− 1
h+ i+ 1
)(
i− 1 + h
h
)
.
We take advantage of the following two things:
(1)
∞∑
k=0
(
k + i
k
)
xk =
1
(1 − x)i+1
(2)
∑
k≥0
(−1)k(k + 1)zk =
d
dz
z
∑
k≥0
(−1)kzk =
d
dz
z
1 + z
=
1
(1 + z)2
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Now on the one hand, we have∑
a,b,k≥0
xayb(−1)k(k + 1)
(
a+ i+ b− 2
b+ i+ k
)(
b+ i+ k − 1
b − 2
)
=
∑
b,k≥0
yb(−1)k(k + 1)
(
b+ i+ k − 1
b− 2
)∑
a≥0
xa
(
a+ i+ b− 2
b+ i+ k
)
=
∑
b,k≥0
yb(−1)k(k + 1)
(
b+ i+ k − 1
b− 2
)
xk+2
∑
a≥k+2
xa−k−2
(
a+ i + b− 2
a− k − 2
)
=
x2
(1− x)i+1
∑
k≥0
(−1)k(k + 1)
(
x
1− x
)k∑
b≥0
(
b+ i+ k − 1
i+ k + 1
)(
y
1− x
)b
=
x2
(1− x)i+1
∑
k≥0
(−1)k(k + 1)
(
x
1− x
)k (
y
1− x
)2∑
b≥0
(
b+ i+ k + 1
i+ k + 1
)(
y
1− x
)b
=
x2y2
(1− x)i+3(1− y1−x )
i+2
∑
k≥0
(−1)k(k + 1)
(
x
1− x− y
)k
=
x2y2
(1− x)i+3(1− y1−x )
i+2
1
(1 + x1−x−y )
2
=
x2y2
(1− x)(1 − x− y)i(1 − y)2
.
On the other hand, we have
∑
a,b
xayb
a−2∑
h=0
(
b+ i+ h− 1
h+ i + 1
)(
i− 1 + h
h
)
=
∑
a≥0
xa
a−2∑
h=0
(
i− 1 + h
h
)∑
b≥0
yb
(
b+ i+ h− 1
h+ i+ 1
)
=
∑
a≥0
xa
a−2∑
h=0
(
i− 1 + h
h
)
y2
∑
b≥0
yb
(
b+ i+ h+ 1
h+ i+ 1
)
=
y2
(1 − y)i+2
∑
h≥0
(
i− 1 + h
h
)
1
(1− y)h
∑
a≥h+2
xa
=
x2y2
(1 − y)i+2(1 − x)
∑
h≥0
(
i− 1 + h
h
)(
x
1− y
)h
=
x2y2
(1 − y)i+2(1 − x)
1
(1− x1−y )
i
=
x2y2
(1 − y)2(1− x)(1 − y − x)i
.

4. Symmetries
This combinatorial realization does more than provide a manifestly positive and integral interpretation for
these coefficients. In [5], they define a new polynomial called the equivariant KL polynomial for the uniform
matroid, and use it to observe a surprising symmetry in the coefficients of the equivariant KL polynomial
for uniform matroid. If we let Cim,d be the ith coefficient of the equivariant KL polynomial for the uniform
matroid of rank d on m+ d elements, Cim,d = C
i
d−2i,m+2i, remarking that they see “no philosophical reason
why this symmetry should exist” [5, Remark 3.5]. They are able to use Cim,d to recover c
i
m,d, and so the same
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symmetry is true for the latter. We recover this symmetry by observing symmetry in our skew symmetric
tableaux.
Lemma 2.
#SkY T (a, i, b) = #SkY T (b, i, a)
Proof. Given α ∈ SkY T (a, i, b), define α¯ ∈ SkY T (b, i, a) in the following way. Let n be the maximum
value for the entries of the elements of SkY T (a, i, b), and hence also SkY T (b, i, a). Replace each number
i in α with n + 1 − i, and rotate the shape 180 degrees, so that the shape corresponds to the elements of
SkY T (b, i, a). This map is necessarily an involution.
This process is also well defined. Let x and y be two positions in α containing entries i, j ∈ [n] respectively.
Suppose x and y are positioned so that the entry in x is required to be smaller than the entry in y. This is
to say that x is to the right or above y (or both). This also gives us that i < j. Our above map replaces
the entries of x and y with n + 1 − i and n + 1 − j, and then rotates α giving us α¯. When we do this, if
x was above y, it is now below, and likewise with being to the right versus left. Regardless, there relative
locations now require the value of y to be less than x, which is indeed true since i < j, giving this map is
indeed well-defined. The figure below gives an example of this map. 
2
3
10
11
4
6
5
8
1
7
9
10
9
2
1
8
6
7
4
11
5
3
11
5
3
8
6
7
4
10
9
2
1
Figure 3. The left most tableau is an element of SkY T (4, 3, 3), the middle tableau replaces
each entry i of the left with 11 + 1− i, and then rotating gives us the tableau on the right,
an element of SkY T (3, 3, 4).
In light of this,we have the following corollary to Theorem 2.
Corollary 1.
cim,d = c
i
d−2i,m+2i.
5. The Kazhdan-Lusztig Polynomials for ρ-Removed Uniform Matroids
In this section, we describe a new matroid in terms of the uniform matroid, and accordingly relate the
coefficients of their Kazhdan-Lusztig polynomial, which surprisingly extends our result in Theorem 2. First,
we prove a proposition that justifies the definition of this new matroid.
Proposition 1. For 1 < k ≤ n, let B =
(
[n]
k
)
, the subsets of [n] of size k. Let D ⊆ B be a disjoint collection
of sets. Then B \ D is a basis system for a matroid, that is, it satisfies the axioms for a collection of sets to
be a basis for a matroid.
Proof. Suppose there exists sets B,B′ ∈ B \ D that fail the exchange condition for bases. That is, if we let
{b1, b2, . . . , bℓ} = B′ \B, there exists a b ∈ B \B′ so that for all bi ∈ B′ \B we have Bi := B− b+ bi /∈ B \D.
That is, Bi ∈ D. However, B − b ⊆ Bi for all i, and so provided k > 1, the fact that the Bi are members
of a disjoint family of sets implies that Bi = Bj for all i and j, which in turns implies bi = bj. Hence,
B△B′ = {b, bi}, and so B′ = Bi. That is, B′ ∈ D, a contradiction. 
Remark 1. Proposition 1 proves more than the statement says. Instead of having D be a disjoint collection,
we can instead have it be a collection of sets such that no pair of sets have a symmetric difference of size 2.
(The Bi we construct will have this property, since each contains a unique elements bi.) Of course, if D and
D′ are disjoint, then the size of their symmetric difference is |D|+ |D′| > 2 so long as k > 1. We keep the
proposition as written, as it is more directly applicable for what follows.
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Proposition 1 tells us that if we start with the Uniform Matroid Um,d, we can remove any collection
of disjoint bases, and the resulting collection of bases still satisfies the axioms to be a basis system for a
matroid. Observe that because we are removing disjoint bases, this new matroid we build will still have all
sets of size at most d− 1 being independent. This allows us to define the following matroid.
Definition 1. Let ρ ≥ 0. The ρ-removed Uniform Matroid of rank d on m+ d elements for
m ≥
{
1 ρ = 0, 1
d(ρ− 1) ρ > 1
is the matroid Um,d(ρ) achieved by starting with the uniform matroid of rank d on m + d elements and
removing ρ disjoint bases.
Remark 2.
(1) We disregard the case for m = 0 since in this case SkY T (m+ 1, i, d− 2i+ 1) in empty. For ρ > 1,
the only way to gaurentee we have enough bases to remove is if m+ d ≥ dρ.
(2) There are some special cases worth discussing. Note that Um,d(0) = Um,d, and by convention,
Um,0(ρ) = Um,0.
(3) Since the bases of Um,d are all sets of size d, and we are removing a disjoint collection of sets,
the choice of basis does not change the resulting matroid. Defining the notation [d]ℓ := {1 + ℓ, 2 +
ℓ, . . . , d+ ℓ}, we take {[d]0, [d]1, . . . , [d]ρ−1} to be the ρ bases we canonically remove to get Um,d(ρ).
Before stating the primary theorem for this section, we provide notation for a special subset of SkY T (a, i, b).
Let SkY T (a, i, b) be the subset of SkY T (a, i, b) such that
(1) 1 appears at the top of the first column.
(2) The largest entries are in the bottom a− 2 positions of the first column.
The second condition in this definition provides a natural bijection between SkY T (a, i, b) and SkY T (2, i, b) in
which we ‘forget’ the bottom a−2 entries of the first column in each element of SkY T (a, i, b), or ‘remember’
them to go the other way. See the below figure.
2
3
10
11
4
6
5
8
1
7
9
1
3
4
7
2
8
5
10
6
9
11
1
3
10
11
4
6
5
8
2
7
9 1
3
4
6
5
8
2
7
9
Figure 4. The two left most tableaux are elements of SkY T (4, 3, 3), but not SkY T (4, 3, 3),
while the third tableau from the left is, whose corresponding member of SkY T (2, 3, 3) is
shown on the right.
Because of the irrelevance of the first parameter, we sometimes omit it from the notation writing only
SkY T (i, b). As a convention, we take SkY T (0, b) = 0.
The goal for this section is to prove the following Theorem.
Theorem 3. Let cim,d(ρ) be the ith coefficient for the Kazhdan-Lusztig polynomial for Um,d(ρ). Then
cim,d(ρ) = #SkY T (m+ 1, i, d− 2i+ 1)− ρ#SkY T (i, d− 2i+ 1).
When ρ equals 0 or 1, the positivity of the coefficients is immediate. However, this positivity is always
true, and we can in fact identify the coefficients by counting some tableau-like object. We start by proving
the following Lemma.
Lemma 3. Let m ≥ 1, and A := {0, 1, . . . ,m− 1}. Then there exists an inclusion
ι : A× SkY T (2, i, b) →֒ SkY T (m+ 1, i, b).
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Proof. Let α ∈ SkY T (2, i, b). There is a natural way of viewing α as an element of SkY T (m+ 1, i, b) in a
way similar to what is described in Figure 4—attach to α a column of m − 1 squares, placing in them the
largest possible numbers (in increasing order) of the entries appearing in an element of SkY T (m + 1, i, b).
For future reference, we refer to the 1 × (m − 1) column as µ, and refer to this described image of α as α¯.
Note the following facts:
• The entry in the bottom right corner of α is the largest number in the tableau. This number is
n := 2 + 2(i− 1) + b = 2i+ b.
• n is smaller than every entry in µ, and every entry in µ is larger than every element in α. The
elements of µ are {n+ 1, n+ 2, . . . , n+m− 1}.
We define an action on the locations of the numbers in α¯ by the elements of A, which we denote i · α¯ for
i ∈ A. The element i · α¯ ∈ SkY T (m+1, i, b) is defined by starting with α¯, removing n+ i from µ and placing
it where n is, shifting all entries of µ down, and then placing n at the top of µ. The action is well-defined
by the itemized facts above.
Hence, we may define the map ι : (i, α) 7→ i · α¯. To see why this map is an inclusion, simply note that any
two distinct α, β ∈ SkY T (2, i, b) must disagree in a location other than the bottom right corner, as both
are required to have n there. This position will never change value by ι. Then it is immediate that ι sends
(i, α) and (j, β) to different elements since the outputs of both will still disagree in the position that α and
β did. 
This proves much more than we need. However, the tools used in the proof will be beneficial in showing the
given subtraction in Theorem 3 is positive. First, define a distinguished subset of SkY T (m+1, i, d− 2i+1),
which we denote SkY Tρ(m + 1, i, d − 2i + 1). Every α ∈ SkY Tρ(m + 1, i, d− 2i + 1) must satisfy at least
one of the following conditions.
• the top entry of the right-most column of α is 1; or
• the bottom entry of the right-most column is greater than d+ ρ; or
• the third entry (from the top) of the left-most column is less than d+ 1.
We then have the following proposition.
Proposition 2.
#SkY Tρ(m+ 1, i, d− 2i+ 1) = #SkY T (m+ 1, i, d− 2i+ 1)− ρ#SkY T (m+ 1, i, d− 2i+ 1).
Proof. Let α ∈ SkY T (m + 1, i, d − 2i + 1). Hence, in particular, 1 is at the top of the left column and
the largest possible elements are in the left tail (by tail, we mean the the entries starting at the third
entry from the top). Let i ∈ {0, 1, . . . , ρ − 1}. Utilizing the notation from Lemma 3, we have that i · α
has a 1 in the top left position, has d + 1 + i at the bottom of the right column, and the elements of
{d+ 1, d+ 2, . . . ,m+ d} \ {d+ 1 + i} in the left tail.
Let S = {i · α : α ∈ SkY T (m+ 1, i, d− 2i+ 1), i ∈ {0, 1, . . . , ρ− 1}}. Our work from Lemma 3 gives
#S = ρ#SkY T (m+ 1, i, d− 2i+ 1).
Hence, #SkY T (m + 1, i, d − 2i + 1) − ρ#SkY T (m + 1, i, d − 2i + 1) counts the number of elements in
SkY T (m+ 1, i, d− 2i+ 1) \ S. Such elements are exactly described by the elements in SkY Tρ(m+ 1, i, d−
2i+ 1). 
It is now equivalent to state Theorem 3 as our primary result.
Theorem 1. Let cim,d(ρ) be the ith coefficient for the Kazhdan-Lusztig polynomial for the matroid Um,d(ρ).
Then
cim,d(ρ) = #SkY Tρ(m+ 1, i, d− 2i+ 1).
Summarized, we really have the following corollary to Theorem 3.
Corollary 2.
0 ≤ cim,d(ρ) ≤ c
i
m,d(ρ− 1) ≤ · · · ≤ c
i
m,d(1) ≤ c
i
m,d.
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This corollary suggests that having less bases may lead to weakly smaller coefficients.
The proof of Theorem 3 will be proved by using the definition of Kazhdan-Lusztig polynomials directly.
This means having an understanding of the flats, localizations, contractions, and the characteristic polyno-
mials for the localizations and contractions of Um,d(ρ) is necessary. We provide these first, along with other
important identities, in the subsections that follow. The final subsection will provide the proof for Theorem
3, and hence prove Theorem 1.
5.1. Flats, Contractions, Localizations, and Characteristic Polynomials.
Throughout, let F be a flat. For a matroidM , recall that MF (respectively, MF ) denotes the localization
(respectively, contraction) of M at F . By MF , we mean the matroid with ground set F , whose independent
sets are those subsets of F that are also independent in M . By MF , we mean the matroid with ground set
M \ F , whose independent sets are those subsets whose union with a basis for F is independent in M .
When M = Um,d, the localizations and contractions are well understood:
(Um,d)
F =
{
Um,d F = [m+ d]
U0,|F | F 6= [m+ d]
,
and
(Um,d)F =
{
U0,0 F = [m+ d]
Um,d−|F | F 6= [m+ d]
.
To see this, recall that the flats of Um,d consists of the set [m+ d] along with all subsets of [m+ d] of size
at most d− 1. Also, note that localizations treat F as the ground set and contractions treat F as the rank
0 element (sometimes referred to as 0ˆ) since, in this case, every flat is also independent (that is, a basis for
itself).
The corresponding equations for Um,d(ρ) can also be described in a similar manner, though require a
bit more work to see. The flats for this matroid are almost the same as the flats for the uniform matroid.
Utilizing our notation from Remark 2, recall that [d]ℓ is not longer independent. This means all of its subsets
of size d − 1 are no longer flat. We also get that [d]ℓ is now flat of rank d − 1. (Though [d]ℓ is no longer
independent, all subsets of it is.)
Proposition 3.
(Um,d(ρ))
F =


Um,d(ρ) F = [m+ d]
U1,d−1 F = [d]ℓ, for some ℓ
U0,|F | otherwise
and
(Um,d(ρ))F =


Um,d(ρ) F = ∅
Um,d−|F |(1) ∅ * F ( [d]ℓ, for some ℓ
Um−1,1 F = [d]ℓ, for some ℓ
(Um,d)F otherwise.
Note that when ρ = 0 these formulas still apply to Um,d(0) = Um,d, as in this case there are no [d]ℓ
removed from Um,d.
Proof. For the localization, the only new case necessary to mention in comparison to the uniform case is
for F = [d]ℓ; the other cases follow from the uniform case. By the disjointness of the bases we remove, it
suffices to prove the case for F = [d]0 = [d]. The localization of this matroid at [d] treats [d] as the ground
set, with independent sets being those that are independent in Um,d(ρ). We know every proper subset of it
is independent by definition of Um,d(ρ), giving U1,d−1.
Now for the contraction. The removal of [d]ℓ does not effect which sets are independent in (Um,d(ρ))F
when F * [d]ℓ for any ℓ. For the case where F = [d], we want the subsets of S := {d+ 1, d+ 2, . . . , d+m}
such that their union with a basis for [d] is independent in Um,d(ρ). The bases for [d] are the elements of(
[d]
d−1
)
, and since bases in Um,d(ρ) not disjoint with [d] are in Um,d(ρ), this means the desired subsets of S are
the empty set and every singleton of S. This gives a matroid isomorphic to Um−1,1. We get the same result
for F = [d]ℓ for any ℓ. Finally, when F ( [d], note that F is independent, and hence a basis for itself. Thus,
the independent sets for (Um,d(ρ))F are the subsets X of T := [m+ d] \ F so that X ∪ F is independent in
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Um,d(ρ). That is, |X | ≤ d− |F |. When |X | < d− |F |, |X ∪F | < d and every subset of [m+ d] of size smaller
than d is independent. When |X | = d− |F |, X ∪ F is a basis for Um,d(ρ) if and only if X ∪ F 6= [d]. Note
that if ℓ ≥ 1, F ∩ [d]ℓ ⊆ [d] ∩ [d]ℓ = ∅. That is, we get a matroid isomorphic to Um,d−|F |(1). An equivalent
argument works for when F ( [d]ℓ for any ℓ. 
With these in mind, we can now compute the characteristic equation for all localizations and restructions
for Um,d(ρ). However, by Proposition 3, we equivalently just need to find the characteristic polynomial for
Um,d and Um,d(ρ).
First, recall that for a matroid M , the characteristic polynomial is given by
χM (t) =
∑
F∈L(M)
µL(M)(0ˆ, F )t
rkM−rkF ,
where L(M) is the lattice of flats for matroid M .
The case when M is uniform is well understood as µM is understood on the boolean lattice—if Bn is the
boolean lattice on n elements µBn(0ˆ, 1ˆ) = (−1)n. This is useful because for uniform matroids, the interval
[∅, F ] is a boolean lattice for every flat F except [m+ d], and when F = [m+ d], we know µL(M)(0ˆ, [m+ d])
is determined by the fact that χM (1) = 0. This gives
χUm,d(t) = (−1)
d
(
m+ d− 1
d− 1
)
+
d−1∑
i=0
(−1)i
(
m+ d
i
)
td−i.
We can use the same information to find χUm,d(ρ), keeping track of flats related to [d]ℓ, which are not
independent as they are in the uniform case.
Proposition 4.
χUm,d(ρ)(t) = (−1)
d
(
m+ d− 1
d− 1
)
− (−1)dρ+ t(−1)d−1
((
m+ d
d− 1
)
− ρ
)
+
d−2∑
i=0
(−1)i
(
m+ d
i
)
td−i.
Again, note that the formula works even in the case of ρ = 0.
Proof. For convenience, we omit subscripts for χ and µ, since throughout we work in Um,d(ρ). The terms
of degree at least 2 follows from the uniform case since in Um,d(ρ), every set of size at most d − 2 is still
flat, since every flat of size d − 1 is independent. The term of degree one comes from summing µ(0ˆ, F ) for
flats F of rank d − 1. Recall that these flats are given by {[d]0, [d]1, . . . , [d]ℓ} and all elements of
(
[m+d]
d−1
)
not contained in any [d]ℓ. When F is one of the latter described flats, it follows from the uniform case that
µ(0ˆ, F ) = (−1)d−1. Otherwise,
µ(0ˆ, [d]) = −
∑
0ˆ≤F<[d]
µ(0ˆ, F )
= −
d−2∑
i=0
(−1)i
(
m+ d
i
)
= (−1)d + d(−1)d−1.
Thus the coefficient linear term for χ is given by
ρ(−1)d + ρd(−1)d−1 + (−1)d−1
((
m+ d
d− 1
)
− ρ
(
d
d− 1
))
= (−1)d−1
(
m+ d
d− 1
)
− ρ(−1)d−1.
For the constant term, it is equivalent to negate the sum over µ(0ˆ, F ) for all flats F 6= [m+ d]. This gives
−
d−2∑
i=0
(−1)i
(
m+ d
i
)
− (−1)d−1
(
m+ d
d− 1
)
− ρ(−1)d = −
d−1∑
i=0
(−1)i
(
m+ d
i
)
− ρ(−1)d
= (−1)d
(
m+ d− 1
d− 1
)
− ρ(−1)d.

It will be helpful to restate this proposition in the following way for when we prove Theorem 3.
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Proposition 5. (Proposition 4 restated.)
[ti]χUm,d(ρ) =


(−1)d
(
m+d−1
d−1
)
− ρ(−1)d i = 0
(−1)d−1
(
m+d
d−1
)
− ρ(−1)d−1 i = 1
(−1)d−i
(
m+d
d−i
)
2 ≤ i ≤ d
5.2. Useful Identities.
In this section, we provide two identities—one involving #SkY T , the other involving #SkY T—whose
proofs will be similar. We first discuss the identity pertaining to #SkY T .
Lemma 4. If i ≥ 1, then
0 = (−1)d−i
(
m+ d
d− i
)
+
d−1∑
j=0
i∑
k=0
(−1)j−i+k
(
j
j − i+ k
)(
m+ d
j
)
#SkY T (m+ 1, k, d− j − 2k + 1).
In proving this Lemma, it will be first useful to have the following result, which is in a sense the dual to
Lemma 1.
Lemma 5.
#SY T (m+ 1, k, d− 2k − p− 1) =
d−2k−1∑
j=0
(−1)d−1+j
(
m+ d− p
j − p
)
#SkY T (m+ 1, k, d− j − 2k + 1).
Proof. The proof is a similar inclusion-exclusion proof to what was provided in Lemma 1. Starting with the
term for j = d− 2k − 1, consider choosing a pair of tableau. The first tableau is a row with d− 2k − p− 1
squares, with entries selected from [m+ d]. We call this tableau µ. To get the second tableau, which we call
λ choose an element of SkY T (m+ 1, k, 2), using the numbers in [m+ d] not in the entries of µ.
Our goal now is to attach the left block of µ (whose entry is denoted i) to the right of the top right block
of λ (whose entry is denoted j) in order to build an element of SY T (m + 1, k, d − 2k − p − 1). This only
works, of course, if j < i. The cases where j > i are in bijection with picking a pair of tableau similar to the
ones selected before, but now with a row with d− 2k − p− 2 entries and an element of SkY T (m+ 1, k, 3).
But here, there will be a scenario where the top right of the element of SkY T (m+ 1, k, 4) will be smaller
than the left of the row with d − 2k − p − 2 entries, but these are counted with a pair of an element from
SkY T (m+ 1, k, 3) and a row with d− 2k − p− 3 entries. Continuing this alternating sum gives the desired
result. 
We also will find the following integral useful to know:
Proposition 6. For positive integers a and b,∫ −1
0
xa(1 + x)b dx =
(−1)a+1b!
(a+ 1)(a+ 2) · · · (a+ b+ 1)
.
Proof. Apply integration by parts by differentiating (1 + x)b and antidifferentiating xa. Ignoring limits of
integration, this yields
(1 + x)bxa+1
a+ 1
−
b
a+ 1
∫
xa+1(1 + x)b−1 dx
Apply the same integration by parts again to the integral successively, until you get the final integral
(−1)b
b!
(a+ 1)(a+ 2) · · · (a+ b)
∫
xa+b dx = (−1)b
b!
(a+ 1)(a+ 2) · · · (a+ b+ 1)
xa+b+1
Every other term that appears before this has either a factor of x or (1 + x), the all these terms are
eliminated when we incorporate the limits of integration, while the last term becomes our desired result. 
Proof of Lemma 4. First, we note that(
j
j − i+ k
)(
m+ d
j
)
=
(
m+ d− i+ k
j − i+ k
)(
m+ d
i− k
)
.
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This allows us to push the summand indexed by j past one of the binomial coefficients giving an inner
sum of
d−1∑
j=0
(−1)j
(
m+ d− i+ k
j − i+ k
)
#SkY T (m+ 1, k, d− j − 2k + 1).
Note that if k > 0, terms for j > d− 2k− 1 are zero as the last input to SkY T will be less than 2, so taking
p = i− k in Lemma 5 gives that this sum over j is equal to (−1)d−1#SY T (m+ 1, k, d− k − i − 1). So we
have now reduced this double sum in the statement of Lemma 4 to
(−1)d−i−1
i∑
k=0
(−1)k
(
m+ d
i− k
)
#SY T (m+ 1, k, d− k − i− 1).
Utilizing the hook-length formula, one can verify that(
m+ d
i− k
)
#SY T (m+ 1, k, d− k − i− 1) =
(m+ d)!
(m+ d− i)(m− 1)!(d− i)!i!
d− i− k
m+ k
(
i
k
)
.
Hence, the desired result follows when we show(
m+ d
d− i
)
(m+ d− i)(m− 1)!(d− i)!i!
(m+ d)!
=
i∑
k=0
(−1)k
(
i
k
)
d− i− k
m+ k
.(1)
Consider the function
f(x, y) =
i∑
k=0
(
i
k
)
xm+k−1yd−i−k.
On the one hand, taking a derivative with respect to y, evaluating at y = 1, then anti-differentiating with
respect to x with lower integral limit 0 and upper integral limit −1, we recover the ride side of equation (1)
with f(x, y). On the other hand, we can find a closed form for f(x, y) first:
f(x, y) =
i∑
k=0
(−1)k
(
i
k
)
xm+k−1yd−i−k
= xm−1yd−i
i∑
k=0
(
i
k
)(
x
y
)k
= xm−1yd−i
(
1 +
x
y
)i
Using this explicit version of f(x, y), define g(x) by
g(x) :=
d
dy
f(x, y)|y=1 = (d− i)x
m−1(1 + x)i − xmi(1 + x)i−1.
Hence,
∫ −1
0
g(x) dx should yield the desired result a closed form for the right side of equation (1). So
long as i ≥ 1, we can apply Proposition 6 to get
(d− i)(−1)mi!
m(m+ 1) · · · (m+ i)
−
(−1)m+1i!
(m+ 1)(m+ 2) · · · (m+ i)
=
(−1)mi!(m− 1)!(d− i+m)
(m+ i)!
.
One can verify this is the left side of equation (1). 
We have an essentially equivalent identity for SkY T .
Lemma 6. Suppose i ≥ 1. Then
(−1)d−i−1i
(
d
i+ 1
)
+
d−1∑
j=0
i∑
k=1
(−1)j−i+k
(
j
j − i+ k
)(
d
j
)
#SkY T (k, d− j − 2k + 1)
=
{
0 i > 1
(−1)d−2 i = 1
.
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The proof for this is very much similar to Lemma 4, but especially due to the dependence on the value of
i, it is worth at least outlining aspects of the proof.
Here is the corresponding version of Lemma 5, which has the same proof of Lemma 5.
Lemma 7.
#SY T (2, k, d− 2k − p− 1) =
d−2k−1∑
j=0
(−1)d−1+j
(
m+ d− p
j − p
)
#SkY T (k, d− j − 2k + 1).
Proof of Lemma 6. The start of this proof works similarly to the proof of Lemma 4. First, note that(
j
j − i+ k
)(
d
j
)
=
(
d− i+ k
j − i+ k
)(
d
i− k
)
,
and so we can push the summand over j past a binomial coefficient getting an inner sum of
d−1∑
j=0
(−1)j
(
d− i+ k
j − i+ k
)
#SkY T (k, d− j − 2k + 1),
which equals (−1)d−1#SY T (2, k, d− k − i− 1) by Lemma 7. Hence our double sum from the statement of
Lemma 4 becomes
(−1)d−i−1
i∑
k=1
(−1)k
(
d
i− k
)
#SY T (2, k, d− k − i− 1).
It is worth noting this can not be recovered from the proof of Lemma 4, and so at this point, the proof of
this Lemma diverges slightly though we employ similar strategies.
We again apply the hook-length formula to get(
d
i− k
)
#SY T (2, k, d− k − i− 1) =
d!
i!(d− i+ 1)!
(d− i+ k + 1)(d− k − i)
k + 1
(
i
k
)
and hence proving the Lemma for the case where i > 1 is equivalent to showing
i
(
d
i+ 1
)
i!(d− i+ 1)!
d!
=
i∑
k=1
(−1)k+1
(d− i+ k + 1)(d− k − i)
k + 1
(
i
k
)
.(2)
This time, we define a function f(x, y, z) so that
f(x, y, z) =
i∑
k=0
(
i
k
)
xd−i+k+1yd−k−izk.
When we differentiate f and x and y and evaluate both at 1, then integrate with respect to z from 0 to −1,
and remove the term corresponding to k = 0, we recover the right of equation (2). On the other had, we can
find f explicitly:
f(x, y, z) =
i∑
k=0
(
i
k
)
xd−i+k+1yd−k−izk
= xd−i+1yd−i
i∑
k=0
(
i
k
)(
xz
y
)k
= xd−i+1yd−i
(
1 +
xz
y
)i
.
Define g(z) so that
g(z) :=
d
dx
(
d
dy
f(x, y, z)|y=1
)
|x=1 = (d− i+ 1)(d− i)(1 + z)
i − 2i(1 + z)i−1z − i(i− 1)(1 + z)i−2z2.
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(Note here that it is important we are in the case where i > 1 due to the exponent on the last term of g(z).)
We can directly apply Proposition 6 to get that∫ −1
0
g(z) dz = −(d− i+ 1)(d− i)
i!
(i+ 1)!
− 2i
(i− 1)!
(i+ 1)!
+ i(i− 1)
2(i− 2)!
(i+ 1)!
= −
i!(d− i+ 1)(d− i)
(i+ 1)!
.
This will not be the right side of equation (2), because we have to remove the k = 0 term appearing in the
sum in equation (2) first. This term is −(d− i+ 1)(d− i), so we get
i!(d− i+ 1)(d− i)i
(i+ 1)!
,
which one can verify is the left of equation (2).
The case for i = 1 can be simplified from the i > 1 case since
(−1)d−i−1
i∑
k=1
(−1)k
(
d
i− k
)
#SY T (2, k, d− k − i− 1) = (−1)d−1#SY T (2, 1, d− 3).
Hence, when i = 1, the left side of the equality in the statement of Lemma 6 becomes
(−1)d−2
(
d
2
)
+ (−1)d−1#SY T (2, 1, d− 3) = (−1)d−1
(
(d+ 1)(d− 2)− d(d− 1)
2
)
= (−1)d−2.

5.3. Proof of Theorem 3.
Proof. Let M = Um,d(ρ). Recall that the definition for the KL polynomial is that it satisfies the following
recurrence,
trkMPM (t
−1) =
∑
F a flat
χMF (t)PMF (t),
which may be rewritten as
trkMPM (t
−1)− PM (t) =
∑
F a non-empty flat
χMF (t)PMF (t).
Recall that degP (t) < 12d, and so the power of each monomial in t
dPM (t
−1) is strictly larger than 12d.
Hence, our goal is to show that for 0 ≤ i < 12d we have
−#SkY T (m+ 1, i, d− 2i+ 1) + ρ#SkY T (i, d− 2i+ 1) = [ti]
∑
F a non-empty flat
χMF (t)PMF (t).(3)
Using our work from Proposition 3, and consolidating common factors involving the various flats [d]ℓ, we
can rewrite the right of equation (3) to be
[ti]χUm,d(ρ) + ρ[t
i]χU1,d−1PUm−1,1 + ρ
∑
∅<F<[d]
[ti]χU0,|F |PUm,d−|F |(1) +
∑
∅<F<[m+d]
F*[d]ℓ ∀ℓ
[ti]χU0,|F |PUm,d−|F | ,(4)
where the first term corresponds to the case where F = [m + d], and the second where F = [d]ℓ for any ℓ.
Here, we are leveraging the fact that the members of the set {[d]0, [d]1, . . . , [d]ρ−1} are disjoint, giving rise
to the multiples of ρ appearing in (4).
By Proposition 5, we are required to break this up into three case: i = 0, i = 1, and 2 ≤ i < d/2 if
we are to write this out explicitly. Note we can write everything explicitly except PUm,d−|F |(1). Hence, we
proceed by induction on the matroid rank d, noting that d > d− |F | since for the corresponding summand
∅ ( F ( [d].
We now rewrite equation (4) for the three cases. Using the Kronecker Delta function δ(i, j) =
{
1 i = j
0 i 6= j
we can combine the cases for i = 1 and 2 ≤ i < d/2.
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i = 0:
(−1)d
(
m+ d− 1
d− 1
)
− ρ(−1)d + ρ(−1)d−1
(
d− 1
d− 2
)
+ ρ
d−2∑
j=1
(
d
j
)
(−1)j(#SkY T (m+ 1, 0, d− j + 1)−#SkY T (0, d− j + 1))
+
d−1∑
j=1
((
m+ d
j
)
− ρ
(
d
j
))
(−1)j#SkY T (m+ 1, 0, d− j + 1)
i > 0:
(−1)d−i
(
m+ d− 1
d− i
)
− ρ(−1)d−1δ(i, 1) + ρ(−1)d−1−i
(
d
d− 1− i
)
+ ρ
d−2∑
j=1
(
d
j
) i∑
k=0
(−1)j−i+k
(
j
j − i+ k
)
(#SkY T (m+ 1, k, d− j − 2k + 1)−#SkY T (k, d− j − 2k + 1))
+
d−1∑
j=1
((
m+ d
j
)
− ρ
(
d
j
)) i∑
k=0
(−1)j−i+k
(
j
j − i+ k
)
#SkY T (m+ 1, k, d− j − 2k + 1)
In both cases, the sum running from j = 1 to j = d− 2 is the summand in equation (4) over ∅ < F < [d],
since the flats contained in [d] have size at most d − 2, as [d] is not independent, making every element of(
[d]
d−1
)
not a flat. The latter sum running from j = 1 to j = d− 1 corresponds to the summand in equation
(4) over ∅ < F < [m+ d] such that F ( [d]. This justifies the binomial coefficients for both cases.
For the case for i = 0, note that our conventions simplify the formula to be
(−1)d
(
m+ d− 1
d− 1
)
− ρ(−1)d + ρ(−1)d−1
(
d− 1
d− 2
)
+ ρ
d−2∑
j=1
(
d
j
)
(−1)j +
d−1∑
j=1
((
m+ d
j
)
− ρ
(
d
j
))
(−1)j
= (−1)d
(
m+ d− 1
d− 1
)
− ρ(−1)d + ρ(−1)d−1
(
d− 1
d− 2
)
− ρ(−1)d−1
(
d
d− 1
)
+
d−1∑
j=1
(
m+ d
j
)
(−1)j
= (−1)d
(
m+ d− 1
d− 1
)
− 1 +
d−1∑
j=0
(
m+ d
j
)
(−1)j.
We have seen these terms before—as a porism to Proposition 4, this prior sum simplifies to be −1 (see the
last lines of the proof to the Proposition). We expected this—the constant term of the KL polynomial is
always 1 [2, Proposition 2.11]. Moreover, by the conventions we have taken, note that
−#SkY T (m+ 1, 0, d+ 1) + ρ#SkY T (m+ 1, 0, d+ 1) = −1,
as desired.
For the case where i > 0, we have done all the hard work in the prior subsection—now what is left is to
simply rewrite the equation to be able to utilize the identities. We first combine the parts with the
(
d
j
)
and
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#SkY T to get rewrite it as
(−1)d−i
(
m+ d− 1
d− i
)
− ρ(−1)d−1δ(i, 1) + ρ(−1)d−1−i
(
d
d− 1− i
)
− ρ
d−2∑
j=1
(
d
j
) i∑
k=0
(−1)j−i+k
(
j
j − i+ k
)
#SkY T (k, d− j − 2k + 1)
+
d−1∑
j=1
(
m+ d
j
) i∑
k=0
(−1)j−i+k
(
j
j − i+ k
)
#SkY T (m+ 1, k, d− j − 2k + 1)
− ρ
(
d
d− 1
) i∑
k=0
(−1)d−1−i+k
(
d− 1
d− 1− i+ k
)
#SkY T (m+ 1, k, 2− 2k)
For this last term, observe that #SkY T (m+ 1, k, 2 − 2k) takes on two values: 1 if k = 0, and 0 otherwise
(since k > 1 implies 2 − 2k < 2). The same casework allows us to extend the index for the summand for
#SkY T to d − 1, since in either of the cases #SkY T (k, 2 − 2k) = 0. Note further that if we extend our
sums over j so that they start at j = 0, since
(
0
0−i+k
)
= δ(i, k), the extra terms we get are #SkY T (m +
1, i, d− 2i+1) and −ρ#SkY T (m+1, i, d− 2i+1). But recall that our goal is to show the above sum equals
−#SkY T (m+1, i, d− 2i+1)+ ρ#SkY T (i, d− 2i+1), so effectively all we have done by allowing j to start
at 0 was change the problem to show the following is true:
0 =(−1)d−i
(
m+ d− 1
d− i
)
− ρ(−1)d−1δ(i, 1) + ρ(−1)d−1−i
(
d
d− 1− i
)
− ρ(−1)d−1−i
(
d
d− 1
)(
d− 1
d− 1− i
)
− ρ
d−1∑
j=0
(
d
j
) i∑
k=0
(−1)j−i+k
(
j
j − i+ k
)
#SkY T (k, d− j − 2k + 1)
+
d−1∑
j=0
(
m+ d
j
) i∑
k=0
(−1)j−i+k
(
j
j − i+ k
)
#SkY T (m+ 1, k, d− j − 2k + 1).
Note that
(
d
d−1−i
)
−
(
d
d−1
)(
d−1
d−1−i
)
= −i
(
d
i+1
)
and #SkY T (k, d − j − 2k + 1) = 0 when k = 0, and so this
equality, and hence the theorem, is true by the identities from Lemmas 4 and 6. 
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