Abstract. The paper investigates the application of the Artificial Neural Network (ANN) in modeling of double-link flexible robotic manipulator (DLFRM). The system was categorized under multi-input multi-output. In this research, the dynamic models of DLFRM were separated into single-input single-output in the modeling stage. Thus, the characteristics of DLFRM were defined separately in each model and the coupling effect was assumed to be minimized. There are four discrete SISO model of double link flexible manipulator were developed from torque input to the hub angle and from torque input to the end point accelerations of each link. An experimental work was established to collect the input-output data pairs and used in developing the system model. Since the system is highly nonlinear, NARX model was chosen as the model structure because of its simplicity. The nonlinear characteristic of the system was estimated using the ANN whereby multi-layer perceptron (MLP) and ELMAN neural network (ENN) structure were utilized. The implementation of the ANN and its' effectiveness in developing the model of DLFRM was emphasized. The performance of the MLP was compared to ENN based on the validation of the mean-squared error (MSE) and correlation tests of the developed models. The results indicated that the identification of the DLFRM system using the MLP outperformed the ENN with lower mean squared prediction error and unbiased results for all the models. Thus, the MLP provides a good approximation of the DLFRM dynamic model compared to the ENN.
Introduction
Robotic manipulators are extensively used in a wide range of industries that ranged from simple pick and place task to more complex operations such as those in the field of space exploration, automotive industry, electronic based industry, oil and gas industry and the medical field. They are cost effective and were proven to be more reliable than humans. Previously, robotic manipulator structures were generally large and heavy that resulted in rigid arm and stiff joint designs. Thus, their usage is limited to light loads and their movement is slow. Hence, the conventional design is not favorable in current industries as it is not efficient in term of speed, productivity and power consumption. Moreover, it has become a requirement for any engineering systems to have a lighter structure.
Hitherto, there are several well-established dynamic models of the system ranging from simple model such as the lumped parameters to complex models such as the assumed mode method (AMM) and the finite element method (FEM). Many papers have reported the implementation of AMM and the finite FEM toward designing an efficient controller for flexible manipulator system. They offer better accuracy as compared to lump parameters model. In [1] mentioned that studies on the dynamics modeling of flexible manipulator has been well documented in text books. Recent studies by [2, 3] utilized the Finite Element Method (FEM) when developing the model of two link flexible manipulator. The first model considered the concurrent large deflection in a system and the second model included the significant dynamics associated with the system. Apart from that, Assume Mode Method is used in [4] whereby the modeling was confirmed with the frequency domain obtained from experiments. Paper [5] exploited Assume Mode Method by incorporating sensor and payload. The drawbacks of applying these dynamic modeling is that there are assumptions that need to be taken care of to reduce the complexity of the system. In some works, linearized models were used. However, these linear models did not capture the non-linear dynamics of the flexible robot.
System identification has been used over the last two decades and had recently received a lot of attention for its ability to find an accurate model of dynamics systems. It was used extensively in many flexible structures applications such as the flexible beam modeling [6, 7] , flexible plate modeling, [8, 9] , single-flexible manipulator modeling [10] , double link flexible manipulator [4, 11] , flexible mounted pipe applications modeling [12] and many more. Therefore, there was a high motivation to use the system identification technique to develop a dynamic model that characterised the DLFRM based on the collected data from a real plant. The utilization of these methods enabled the developed models to represent the dynamic characteristic of the system and avoided the complexities associated with mathematical and physical model development. Several estimations using parametric approaches have been utilized for modeling the flexible manipulators such as the conventional RL [13] , RELS [14] and RLS and least mean square (LMS) [15] . Apart from that, parametric approaches using intelligent methods have attracted many researchers to model the system such as, Genetic Algorithm [16] particle swarm optimization (PSO) [17] , Bacteria Foraging Algorithm [18] , Differential evolutionary (DE) algorithm [19] and Cuckoo Search Algorithm [20] . A number of research works considered parametric model structure because of its simplicity. Most of the works used simulated data which are less precise than utilizing real time data.
In this study, non-parametric approaches were utilized to characterize the dynamics of the DLFRM using the experimental data. The non-linear system is preferable because it captures the real non-linear dynamics of the flexible robot and provides a good platform of control application. It is reported that ANN identification technique has been increasingly applied into many nonlinear systems since its inception. Among all the regressors, NARX has an algebraic relationship between prediction and past data only and thus, it has a predictor without feedback which makes the model less complicated. Until now, there are very limited research work on developing nonlinear modeling for the system. The attempt on using non-parametric NARMAX model in [21] showed that the work was inclined to adaptive control. Though NARMAX model structure showed good approximation, it could give over fitting estimation as the model has predictor with feedback.
There are various examples of NARX model based system identification that have successfully accomplished very complex nonlinear system, for example, the modeling of Humanoid Robot 3-DOF [22] , robot catheter manipulating system [23] , electromechanical manipulator [24] and steel surface roughness for the milling machine [25] . Apart from that, ANN is used for representing flood level water modeling [26] , solar radiation model [27] , Industrial power plat gas turbine [28] , magnetic levitation system [29] and meteorological wireless sensor network [30] . Therefore, the present study will carry out the system identification of DLFRM using Neural Network Auto Regressive model with eXogenous inputs (NNARX).
The paper presents the intelligent modeling of DLFRM using non-parametric approaches utilizing data from the experimental rig which none of previous research have carried out in the modelling of DLFRM. Since the system was categorized under MIMO system, the interaction of matrices in the model is a major challenge. The matrices must be decoupled before it can be used in control strategies. In this proposed method, the model of DLFRM were decentralized in the modeling stage. The dynamic models of DLFRM were separated into single-input single-output system. Thus, the characteristics of DLFRM were defined in each model using the collected data and the coupling effect was assumed to be minimized. The collected data was then estimated using ANN by using NARX model structure.
Design and development of DLFRM
The schematic diagram in Fig. 1(a) shows a planar double link flexible manipulator (DLFRM). A rectangular steel base was constructed to hold the overall system. The connector shaft coupling was fabricated using the aluminium block to attach the second motor with link 1 and link 2. It was designed in such a way that allowed movement of second link at ±90°. The first link (thickness: 2 mm) held the 30 mm Maxon DC motor and the second link. Meanwhile the second link (thickness: 1 mm) moved freely. A 40 mm Maxon DC motor was attached at the hub of link 1. The ESCON 50/5 servo controller was used as a motor driver for both motors. An encoder of model HEDL-5540 was utilized to measure the angular position of each of the motor. The miniature and lightweight single axis accelerometers, type 8640A50 were positioned at the end of each link. The accelerometers converted the mechanical signals produced by manipulators to electrical signal. National Instruments (NI) data acquisition card model PCI-6259 and its input output connector block SCC-68 were employed as the interface unit in this study. A personal computer (PC) with Intel core I5, 2.93 GHz was operated as a processer of the system. Meanwhile, MATLAB/Simulink was implemented as the environment for the development of the controller. The main toolbox of the Real Time Window Target was executed to interface the system. The actual view of DLFRM is shown in Fig. 1(b) . 
System identification
In general, there are several steps involved in system identification (SI). They are data acquisition, model structure selection, model estimation and model validation. In modeling the dynamic system, data acquisition provides an important role whereby numerous set of data are collected. After the model structure is determined, the main task of identification is to estimate the model parameters. The estimated model must have similar properties to that of the true one and predict future values of the output. Once a model of the system is obtained, it is required to verify the model. Model validity tests are procedures to detect the adequacy of a fitted model. This is very important to ensure the model developed is sufficient in representing the system.
Experimentation set up and data acquisition
The experimental set up must be verified before the data can be used for further analysis of SI. Two tests were carried out that is experimental test and impact test. From the tests, the results showed that the data collected from experimental set up was suitable for SI. The details of those tests can be found in [31] .
In data acquisition, the input-output data required for the modeling process were collected experimentally using the DLFRM test rig described in Section 2. Simulink program was developed as the tool for collecting the data. A different bang-bang signal with ±0.7 V amplitude and ±0.5 V amplitude were used to provide the required torque to excite the double-link simultaneously. Four outputs were collected from two encoders and two accelerometers which represent the hub angles and end point accelerations of each link respectively. The experiment was carried out for the duration of 9 s with sampling time of 0.01 s. The experimental hub-angle 1, hub-angle 2, end point acceleration 1 and end point acceleration 2 responses were captured and recorded as in Fig. 2 
Model estimation by using neural network
In this work, Neural network was used to predict the non-parametric model (model estimation). Neural networks architectures mimic biological neural networks. The networks are made up of a great number of highly interconnected identical or similar simple processing units. The important networks feature is its adaptive nature. The networks can learn the knowledge it acquired from the environment. The neural networks used for system modelling usually apply two basic processing elements that is perceptron and the basis function neuron. The perceptron is a nonlinear model of a neuron. This simple neural model consists of two basic parts: a linear combiner and a nonlinear activation function. A linear combiner computes the product of input vector, of the neuron and the parameter vector, . And a nonlinear activation function applied to the output of the linear combiner. The purpose of system identification is to identify the dynamic systems. Thus, the neural architectures are emphasised on dynamic neural networks.
Multi-layer perceptron
The research utilized back propagation for multi-layer perceptron (MLP) neural network for modeling four sets of a Single Input Single Output (SISO) DLFRM system. The MLP is the most popular of the neural network family because of its ability to provide simple model and estimate a highly complicated formula association.
The MLP consist of one layer of nodes that forms the input layer whilst a second layer forms the output of NN, with a number of intermediate or hidden layers existing between them. The layer of network forms the input layer, , the output, , with a number of neuron, , a hidden layer that has different weight of strength, . The function (. ) can be linear, threshold, sigmoid, hyperbolic tangent and radial basis. The mapping allows the network to predict the output, as close to the true output. The MLP output is presented in Eq. (1):
Levenberg-Marquardt (LM) is chosen for network training due to short convergence time although it takes substantial amount of memory than another algorithm. The LM optimizes the error by minimizing the residual, ( , ) = ( ) − ( , ) based on the criterion in Eq. (2):
where is the training data set.
ELMAN neural network
Another class of Neural Networks that is Elman neural networks (ENN). ENN is two-layer back propagation networks, with the addition of a feedback connection from the output of the hidden layer to its input. This feedback path allows Elman networks to learn, recognize, and generate temporal patterns, as well as spatial patterns. Gradient descent with momentum and adaptive learning rate back propagation is chosen for the network training function. It updates weight and bias values according to gradient descent momentum and an adaptive learning rate. Back propagation is used to calculate derivatives of performance with respect to the weight and bias variables . Each variable is adjusted according to gradient descent with momentum as presented in Eq. (3):
where ( − 1) is the former adjustment to the weight or bias.
NARX model structure
NARX model is the nonlinear generalization of the well-known ARX model, which constitute a standard tool in the linear black-box identification. For estimating the nonlinear part of the ARX structure, the neural network is utilized. The general NNARX model structure is shown in Fig. 5 . The NNARX model structure regression vector is given by Eq. (4) 
The regression vector is formed of past values of the input and output of the system. The OSA prediction of the NNARX model is given by Eq. (5):
where is the function realized by the neural network method.
Model validation
The validation phase is a must to ensure that the model being developed is adequate. The model validation is carried out by using three methods that is One Step Ahead (OSA) prediction, Mean Squared Error (MSE) and Correlation Test. The correlation functions are five as following:
where ( ) indicates the cross correlation function between ( ) and ( ), ( ) = ( + 1) ( + 1), ( ) is an impulse function. The model is developed using NARX structure that is a nonlinear system, thus all the five conditions must be fulfilled. The research used a range of 20 data to be used in the test. The 95 % confidence bands are implied which are approximately ±1.96/√ , ( data) and any significant correlation will be indicated by one or more points of the function lying outside the bands. Therefore, if the correlation functions are within the confidence intervals, the model is regarded as adequate [32].
Results and discussion
Several MATLAB programs have been created based on MLP and ELMAN NN for modeling the hub angle and end point acceleration from the voltage input to the hub-angle output utilizing the data obtained from the DLFRM test rig as described in section 2 of this study. The data set, consist of 900 data points, was split into two sets of 675 and 225 data points respectively. The first set (estimation set) was utilized for modeling phase whilst the second set (test set) was utilized for validation phase.
A heuristic method has been performed for the structure realization since there was no prior information about the appropriate delay numbers and the model structure. The input-output data were regulated during the exercise for the range of -1 and 1. There were three main factors that needed to be considered during the process and there were the number of delay signals, the size of NN structure or the number of neuron and the error. The last factor was assessed along the process of getting the best number of delay signals and the structure for each model. This was due to the stochastic behavioral of the procedure on getting the optimal model. It is worth noting that the criterion was used to select the best model based on validation MSE, modeling MSE and correlation tests.
In the earlier stage of investigation, the model was estimated by using NN with one hidden layer. However, the model estimation results were very poor. Then, additional hidden layer was added. As the layer increased to three, the estimation time became longer but there was no significant improvement as compared to the two layers. Thus, the model structure was fixed to two layers. In this research, the number of neurons start with 2 neurons in the first hidden layer, 2 neurons in the second hidden layer and one neuron in the output layer ([2 2 1] model structure). Delay number represent the input layer.
Modelling of hub angle
The modeling prediction result of hub angle 1 and 2 using MLP and ENN prediction structure were compared. Fig. 3 and 4 shows the MLP predictions of the joint angle. The validated data are indicated as a red vertical line located at point 675. It is observed from both graphs that the MLP could follow the actual data closely. The error between actual and predicted MLP output almost negligible or close to zero. Meanwhile, Fig. 5 and 6 shows the ENN prediction of joint angle 1 and joint angle 2 for the same data. From the graphs, it was noticed that ENN can trace the actual data but there was a significant discrepancy between the actual data and predicted data. The deviation was even more noticeable on the validated data section. The error was substantial and cannot be disregarded.
The correlation test for each link as depicted in Fig. 7 till Fig. 10 . For the MLP, the results fall within 95 % confidence level thus confirmed the accuracy of the model. However, the correlations of the error for both models using ENN are obviously fall far-off 95 % confidence level. 
Modelling of end point acceleration
The same pattern was found in the model of the end point acceleration for both link 1 and 2 using MLP and ENN. The MLP was superior in predicting the model compared to ENN. The error between the actual and predicted MLP output was almost negligible or close to zero where there was no significant blue line observed in the Fig. 11 and 12 . But, not in the case of ENN as the blue line can be observed clearly in Fig. 13 and 14 which indirectly portrayed the error in the prediction process. model. However, the correlations of the error for both models using ENN were obviously far-off the 95 % confidence level. Thus, it can be concluded that both models predicted by ENN were biased. 
Overall comparative assessment and discussion
The MLP and ELMAN were two NN structures that were utilized to perform a non-parametric modelling of the DLFRM hub-angle. The heuristic method was used to find the optimized model. The model realization starts by fixing the model structure to [2 2 1] . The effect of the increasing delay number on to the MSE results of the MLP was observed. It was found that, the MSE reduced until the delay number of input-output is 8 for both hub angle 1 and 2.
Thereafter, the value of the MSE increased in trend. The time taken to converge also increases. At this point, the delay numbers are fixed to 8 while the model structure is changed. There is no significant improvement of the MSE as the model structure increased. The similar method was implemented for the model realization of the end point acceleration. The same trend was observed in the first part of the modeling. The MSE reduced until the delay number of input-output for both links is 6. However, the changed in model structure did significant improvement of MSE until it reached the model structure [8 8 1] .
MLP was able to follow the actual output very well. Meanwhile, the model optimized by ENN was capable to track the actual output with the bigger error range. The summary of the best model and overall comparative performance for the hub angle and end point acceleration are tabulated in Table 1 . 
Conclusions
In this work, NNARX model is developed for DLFRM. The links are maneuvered at various angles by giving bang-bang torque to the system. The movement of the motors are collected via the encoder. The vibration of the flexible arms was captured by using the accelerometer. The entire signal was transmitted to a data acquisition card for analog-to-digital conversion of the signal. In the second stage, the data was treated to acquire the system modeling. The modeling development is performed via simulation within MATLAB/Simulink environment. The structure of NARX model was used in consideration of the nonlinear system exhibits by DLFRM. The system was mapped out to construct four sets of separate models that represent the entire system of DLFRM. The performances of MLP and ENN models were assessed based on the validation mean-squared error, modeling mean-squared error and correlation tests. It was confirmed that the MLP attained superior mean-squared error value in all modeling and validation stages. It predicted well for the system response, and thus deliver superior model than ENN. The best model of the DLFRM which was obtained from MLP will be used in the subsequent development of control approaches for hub-angle and end-point acceleration of the DLFRM. The models produced through the proposed intelligent method was utilized for the controller parameters' optimization. The models will be employed as preliminary test to explore and comprehend the control schemes reacting to the variation of control constraints or disturbances prior to the experimental study. 
