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a b s t r a c t
Certain classes Rk(µ, α); k ≥ 2, µ > −1, 0 ≤ α < 1 of analytic functions are defined
in the unit disc using convolution technique. It is shown that functions in Rk(µ, α) are
of bounded radius rotation. It is proved that Rk(µ, α) and some other newly introduced
related classes are invariant under the generalized Bernardi integral operator. The converse
case as a radius problem is also considered. Theorems proved in this paper are best possible
in some sense.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
LetA denote the class of functions f of the form
f (z) = z +
∞−
n=2
anzn, (1.1)
analytic in the unit disc E = {z : |z| < 1}. Let f and g be analytic in E with f (z) given by (1.1) and g(z) = z +∑∞n=2 bnzn.
Then the convolution (or Hadamard product) of f and g is defined by
(f ⋆ g)(z) = z +
∞−
n=2
anbnzn.
For a function f ∈ A, we define the integral operator Iγ (f ) by
Iγ (f ) = F(z) = γ + 1zγ
∫ z
0
tγ−1f (t)dt =
 ∞−
j=1
γ + 1
γ + j z
j

⋆ f , (1.2)
where γ > −1 and z ∈ E.
We note that f ∈ A implies F ∈ A. The operator Iγ , when γ ∈ N = {1, 2, 3, . . .} was introduced by Bernardi [1]. In
particular, the operator I , was studied earlier by Libera [2] and Livingston [3].
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Let
φ(a, c; z) =
∞−
n=0
(a)n
(c)n
zn+1, (c ≠ 0,−1,−2, . . .)
and we define a linear operator L(a, c) onA by
L(a, c)f (z) = φ(a, c; z) ⋆ f (z), (z ∈ E),
where
(x)n = Γ (n+ x)
Γ (x)
.
The operator L(a, c)was introduced by Carlson and Shaeffer [4]and it mapsA into itself. L(a, a) is the identity operator and
L(a, c) = L(a, b)L(b, c) = L(b, c)L(a, b), (b, c ≠ 0,−1,−2, . . .).
Thus, if a ≠ 0,−1,−2, . . . , then L(a, c) has an inverse L(c, a). Also
L(2, 1)f = zf ′, L(µ+ 1, 1)f = Dµf , (µ > −1).
Dµf is the Ruscheweyh derivative, see [5], and is defined as
Dµf = z
(1− z)µ+1 ⋆ f , (µ > −1). (1.3)
For 0 ≤ α < 1, let P(α) be the class of functions p analytic in the unit disc E with p(0) = 1 such that Re{p(z)} > α
for z ∈ E. Also C(α) and S∗(α), 0 ≤ α < 1, denote the classes of convex and starlike functions of order α respectively. A
function f given by (1.1) is starlike of order α if zf
′
f ∈ P(α) and is convex of order α if (
zf ′)′
f ′ ∈ P(α) for z ∈ E.
Let Pk(α), k ≥ 2, 0 ≤ α < 1, be the class of functions h, analytic in E, if and only if,
h(z) =

k
4
+ 1
2

p1(z)−

k
4
− 1
2

p2(z), p1, p2 ∈ P(α). (1.4)
The class Pk(0) ≡ Pk was introduced in [6] by Pinchuk. We note that h ∈ Pk(α) if and only if there exists p ∈ Pk such that
h(z) = (1− α)p(z)+ α. (1.5)
Definition 1.1. A function f , analytic in E and given by (1.1), is said to belong to the class Rk(α), k ≥ 2, 0 ≤ α < 1, if and
only if zf
′
f ∈ Pk(α) for z ∈ E.
Clearly R2(α) ≡ S∗(α) and Rk(0) ≡ Uk, the class of functions with bounded radius rotation; see [7]. Similarly an analytic
function f , given by (1.1), belongs to Vk(α) for z ∈ E if and only if (zf
′)′
f ′ ∈ Pk(α). It is obvious that
f ∈ Vk(α) if and only if zf ′ ∈ Rk(α). (1.6)
It may be noted that V2(α) ≡ C(α) and Vk(0) = Vk, the class of functions with bounded boundary rotation first discussed
by Paatero; see [7].
Also, a function f , analytic in E and given by (1.1), belongs to the class Tk(α) if and only if there exists g ∈ V2(0) ≡ C(0)
such that f
′
g ′ ∈ Pk(α) for z ∈ E.
Definition 1.2. For µ > −1, k ≥ 2, 0 ≤ α < 1, an analytic function f given by (1.1) is said to belong to the class Rk(µ, α)
if and only if L(µ+ 1, 1)f ∈ Rk(α) for z ∈ E.
We note that R2(0, α) ≡ S∗(α), R2(1, α) ≡ C(α). Also Rk(0, α) ≡ Rk(α) and Rk(1, α) ≡ Vk(α). For k = 2, α = 0 and
µ = n ∈ N0 = {0, 1, 2, . . .}, we have classes Rn which have been studied in [8] and it is known that the functions in Rn are
starlike.
We can define the class Vk(µ, α) in a similar way and note that relation (1.6) exists between the classes Rk(µ, α) and
Vk(µ, α).
Definition 1.3. For µ > −1, k ≥ 2, 0 ≤ α < 1, a function f analytic in E and given by (1.1), belongs to the class Tk(µ, α)
if and only if L(µ+ 1, 1)f ∈ Tk(α) for z ∈ E.
For µ = 0, k = 2, and α = 0, we obtain the well-known class T2(0, 0) ≡ K of close-to-convex univalent functions;
see [7].
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2. Preliminary results
Lemma 2.1 ([9]). Let u = u1+ iu2, v = v1+ iv2 and Ψ (u, v) be a complex-valued function satisfying the following conditions:
(i) Ψ (u, v) is continuous in a domain D ⊂ C2.
(ii) (1, 0) ∈ D and Ψ (1, 0) > 0.
(iii) ReΨ (iu2, v1) ≤ 0 whenever (iu2, v1) ∈ D and v1 ≤ −12 (1+ u22).
If h(z) = 1+∑∞m=1 cmzm is a function, analytic in E, such that h(z), zh′(z) ∈ D and ReΨ h(z), zh′(z) > 0 for z ∈ E,
then Re{h(z)} > 0 in E.
The following lemma is a modified form of a result in [10, p. 113].
Lemma 2.2. Let β > 0, β + δ > 0 and α ∈ [α0, 1), where
α0 = max

β − δ − 1
2β
,
−δ
β

.
If

h(z)+ zh′(z)
βh(z)+δ

∈ P(α) for z ∈ E, then h ∈ P(σ ) in E, where
σ(α, β, δ) =

(β + δ)
β

2F12β(1− α), 1, β + δ + 1; r1+r
 − δ
β

, (2.1)
where 2F1 denotes hypergeometric function. This result is sharp and the extremal function is given as
h0(z) = 1
βg(z)
− δ
β
, (2.2)
with
g(z) =
∫ 1
0

1− z
1− tz
2β(1−α)
t(β+δ−1)dt
= 2F1

2β(1− α), 1, β + δ + 1; z
z − 1

. (β + δ)−1 .
Lemma 2.3 ([11]). Let p(z) be an analytic function in E with p(0) = 1 and Re{p(z)} > 0, z ∈ E. Then, for s > 0 and λ ≠ −1
(complex),
Re

p(z)+ szp
′(z)
p(z)+ λ

> 0, for |z| < r0,
where r0 is given by
r0 = |λ+ 1|
A+ (A2 − |λ2 − 1|2) 12
, A = 2(s+ 1)2 + |λ|2 − 1. (2.3)
This result is best possible.
3. Main results
We first prove that all functions in Rk(µ, α) are of bounded radius rotation.
Theorem 3.1. For µ > −1 and z ∈ E,
Rk(µ+ 1, α) ⊂ Rk(µ, α1),
where
α1 =

(µ+ 1)
2F1

2(1− α), 1, µ+ 2; r1+r
 − µ . (3.1)
This result is sharp.
Proof. Let f ∈ Rk(µ+ 1, α). Then, for z ∈ E,
z (L(µ+ 2, 1)f )′
L(µ+ 2, 1)f ∈ Pk(α).
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Set
z (L(µ+ 1, 1)f (z))′
L(µ+ 1, 1)f (z) = H(z). (3.2)
H(z) is analytic in E and H(0) = 1. From (3.2) and the identity
z (L(µ+ 1, 1)f (z))′ = (µ+ 1)L(µ+ 2, 1)f (z)− µL(µ+ 1, 1)f (z), (3.3)
we obtain
z (L(µ+ 2, 1)f (z))′
L(µ+ 2, 1)f (z) =

H(z)+ zH
′(z)
H(z)+ µ

∈ Pk(α).
Now, using relation (1.4) and similar convolution technique given in [12], we have
H(z)+ zH
′(z)
H(z)+ µ

=

k
4
+ 1
2

h1(z)+ zh
′
1(z)
h1(z)+ µ

−

k
4
− 1
2

h2(z)+ zh
′
2(z)
h2(z)+ µ

,
where hi is analytic in E with hi(0) = 1 and

hi + zh
′
i
hi+µ

∈ P(α) for z ∈ E, i = 1, 2.
We use Lemma 2.2 with β = 1, δ = µ to have hi ∈ P(α1), i = 1, 2, where α1 is given by (3.1). The function h0 defined
by (2.2) shows that this is best possible. Hence H ∈ Pk(α1) and consequently f ∈ Rk(µ, α). 
We note that, for µ = 0, Vk(α) ⊂ Rk(α1).
Theorem 3.2. Let µ, γ > −1 and α0 = max

µ−γ
µ+1 ,
2µ−γ
2(µ+1)

≤ α < 1. If f ∈ Rk(µ, α), then F = Iγ (f ), defined by (1.2),
belongs to Rk(µ, α˜), where
α˜(µ, γ , α) = 1
µ+ 1

(γ + 1)
2F1

1, 2(µ+ 1)(1− α), γ + 2; 12
 − γ + µ . (3.4)
This result is sharp.
Proof. Let
z (L(µ+ 1, 1)F(z))′
L(µ+ 1, 1)F(z) = p(z). (3.5)
We note that p is analytic in E with p(0) = 1. From (3.3), (3.5) and the identity
z (L(µ+ 1, 1)F(z))′ = (γ + 1)L(µ+ 1, 1)f (z)− γ L(µ+ 1, 1)F(z), (3.6)
we obtain
z (L(µ+ 1, 1)f (z))′
L(µ+ 1, 1)f (z) = p(z)+
zp′(z)
(µ+ 1)p(z)+ γ − µ.
Since f ∈ Rk(µ, α), it follows that

p+ µ1zp′p+γ1

∈ Pk(α) in E, where
µ1 = 1
µ+ 1 , γ1 =
γ − µ
µ+ 1 .
Let
φµ1,γ1(z) = (1+ γ1)
z
(1− z)µ1 +
γ1
1+ γ1
z
(1− z)µ1+1 .
Then 
p ⋆ φµ1,γ1
 = p+ µ1zp′
p+ γ1
and using (1.4), we have
p+ µ1 zp
′
p+ γ1 =

k
4
+ 1
2

p1 + µ1 zp
′
1
p1 + γ1

−

k
4
− 1
2

p2 + µ1 zp
′
2
p2 + γ1

,
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where
pi + µ1 zp
′
i
pi + γ1

∈ P(α), z ∈ E.
Wenowuse Lemma2.2,withβ = µ+1, δ = γ−µ andα0 = max

µ−γ
µ+1 ,
2µ−γ
2(µ+1)

≤ α < 1. This gives us pi ∈ P(α˜), i = 1, 2,
where α˜ is given by (3.4) and consequently p ∈ Pk(α˜) for z ∈ E. This completes the proof. 
We note that Theorem 3.2 extends and improves a result proved in [12]. Using similar technique, we can prove the above
result for the class Vk(µ, α).
Special cases of Theorem 3.2
We can deduce the following sharp results as special cases of Theorem 3.2.
(i) When γ = 1 in (1.2), we obtain Libera’s integral operator I(f ) [2] and it follows that, for f ∈ Rk(µ, α), we have
I(f ) ∈ Rk(µ, α˜)with
α˜ = 1
µ+ 1

2
2F1

1, 2(µ+ 1)(1− α), 3; 12
 − 1+ µ .
(ii) For γ = 0, 12 ≤ α < 1, I0(f ) is Alexander integral operator [7] and it follows that f ∈ Rk(µ, α) implies I0(f ) ∈ Rk(µ, α˜).
This yields f ∈ Vk(µ, α˜)where
α˜(µ, 0, α) = 1
µ+ 1

1
2F1

1, 2(µ+ 1)(1− α), 2; 12
 + µ
=

1
µ+ 1
[
1− 2(µ+ 1)(1− α)
2− 22(µ+1)(1−α) + µ
]
, for α ≠ 2µ+ 1
2(µ+ 1)
1
µ+ 1
[
1
2 ln 2
+ µ
]
, for α = 2µ+ 1
2(µ+ 1) .
(iii) With µ = 0, 0 ≤ α < 1, we see that f ∈ Rk(0, α) ≡ Rk(α) implies I0(f ) ∈ Rk(0, α˜), which implies that f ∈ Vk(α˜) for
α˜ = 1
2F1

1, 2(1− α), 2; 12

=

2α − 1
2− 22(1−α) for α ≠
1
2
1
2 ln 2
, for α = 1
2
.
For k = 2, this special case reduces to a well-known result.
Theorem 3.3. Let µ, γ > −1 and
α0 = max

µ− γ + 1
µ+ 2 ,
2µ− γ + 2
2(µ+ 2)

≤ α ≤ 2µ− γ + 3
2(µ+ 2) .
Let f ∈ Tk(µ, α) with respect to g ∈ V2(µ) for z ∈ E. Then F = Iγ (f ), defined by (1.2), belongs to Tk(µ, α2) with respect to
G = Iγ (g) for z ∈ E, where α2 is given as
α2 = 2α|B(z)|
2 + Re B(z)
2|B(z)|2 + Re B(z) , (3.7)
and
B(z) = 1
1+ γ

(1+ µ) L(µ+ 2, 1)G(z)
L(µ+ 1, 1)G(z) + γ − µ

∈ P(α˜) ⊂ P (3.8)
α˜ = 1
2F1

1, 2(µ+ 1), γ + 2; 12
 .
Proof. Since g ∈ V2(µ), it follows from Theorem 3.2 that G = Iγ (g) belongs to V2(µ, α˜) ⊂ V2(µ, 0) ≡ V2(µ), z ∈ E. Let
(L(µ+ 1, 1)F(z))′
(L(µ+ 1, 1)G(z))′ = p(z).
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We note that p is analytic in E and p(0) = 1. From (3.3) and (3.6), we obtain
(L(µ+ 1, 1)f (z))′
(L(µ+ 1, 1)g(z))′ =

p(z)+ zp
′(z)
B(z)

∈ Pk(α), for z ∈ E, (3.9)
where B(z) is defined by (3.8).
Using relation (1.4) for p and (3.9), it follows that
pi(z)+ zp
′
i(z)
B(z)

∈ P(α), B ∈ P,
for z ∈ E and i = 1, 2. Writing pi(z) = (1− α2)hi(z)+ α2, we obtain for z ∈ E,
Re

(1− α2)hi(z)+ (1− α2)zh
′
i(z)
B(z)
+ (α2 − α)

> 0.
We now form the functional Ψ (u, v) by choosing u = hi(z), v = zh′i(z). Thus
Ψ (u, v) = (1− α2)u+ (α2 − α)+ (1− α2)vB(z) .
The first two conditions of Lemma 2.1 are clearly satisfied. We verify condition (iii) as follows.
Re {Ψ (iu2, v1)} = (α2 − α)+ (1− α2)v1Re 1B(z)
≤ (α2 − α)− 12 (1− α2)(1+ u
2
2)
Re B(z)
|B(z)|2
= A1 + B1u
2
2
2C
,
where
A1 =

2|B(z)|2 + Re B(z)α2 − 2α|B(z)|2 − Re B(z),
B1 = (Re B(z)) (1− α2)
C = 2|B(z)|2.
We note that ReΨ (iu2, v1) ≤ 0 if and only if A1 ≤ 0 and B1 ≤ 0. From A1 ≤ 0, we obtain α2 as given in (3.7) and B1 ≤ 0
gives us 0 < α2 < 1. This proves that pi ∈ P(α2), i = 1, 2, and hence p ∈ Pk(α2) for z ∈ E. This completes the proof. 
For k = 2, Theorem 3.3 yields a generalized and improved form of a result proved in [13]. Also, with µ = 0, γ >
−1,max

1−γ
2 ,
2−γ
4

≤ α ≤ 3−γ4 , k = 2 and f , g ∈ A, we see that f ∈ T2(0, α)with respect to g ∈ V2(0, 2α − 1) implies
that F = Iγ (f ) ∈ T2(0, α)with respect to G = Iγ (g) ∈ V2(0, 2α − 1) for z ∈ E.
Theorem 3.4. Let f ∈ Rk(µ, α). Then Iµ(f ) ∈ Rk(µ+ 1, α) where Iµ(f ) is defined by (1.2) with γ = µ.
Proof. The proof is straightforward, when we note from (1.2) and (3.3) that
L(µ+ 1, 1)f (z) = L(µ+ 2, 1)Iµ(f ). 
We now consider the converse case of Theorem 3.2 as follows.
Theorem 3.5. Let F = Iγ (f ) be given by (1.2) andµ, γ > 1, γ ≠ αµ−1. Let, for α0 ≤ α < 1, α0 = max

µ−γ
µ+1 ,
2µ−γ
2(µ+1)

, F ∈
Rk(µ, α) for z ∈ E. Then f ∈ Rk(µ, α) for |z| < r1 = r1(µ, γ , α), where
r1(µ, γ , α) = |λ+ 1|
A+ (A2 − |λ2 − 1|2) 12
, (3.10)
A = 2(s+ 1)2 + |λ|2 − 1,
and this result is exact.
Proof. Proceeding as in Theorem 3.2, we have
z (L(µ+ 1, 1)f (z))′
L(µ+ 1, 1)f (z) = p(z)+
zp′(z)
(µ+ 1)p(z)+ γ − µ,
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where
p(z) = z (L(µ+ 1, 1)F(z))
′
L(µ+ 1, 1)F(z) ∈ Pk(α), z ∈ E.
Writing p(z) = (1− α)h(z)+ α, h ∈ Pk, we have
1
1− α
[
z (L(µ+ 1, 1, )f (z))′
L(µ+ 1, 1)f (z) − α
]
= h(z)+
1
(µ+1)(1−α) zh
′(z)
h(z)+ γ−µ+α
(µ+1)(1−α)
.
Define
φa,b(z) = (1+ a) z
(1− z)b +
a
1+ a
z
(1− z)b+1 ,
with
a = γ − µ+ α
(µ+ 1)(1− α) , b =
1
(µ+ 1)(1− α) .
Now, with similar techniques as above, we have
h(z) ⋆ φa,b(z) =

k
4
+ 1
2
 
h1 ⋆ φa,b(z)
−  k
4
− 1
2
 
h2 ⋆ φa,b(z)

, hi ∈ P, i = 1, 2,
and this gives us, for z ∈ E and h1, h2 ∈ P .
h(z)+ bzh
′(z)
h(z)+ a =

k
4
+ 1
2
[
h1(z)+ bh
′
1(z)
h1(z)+ a
]
−

k
4
− 1
2
[
h2(z)+ bh
′
2(z)
h2(z)+ a
]
.
Using Lemma 2.3 with λ = a = γ−µ+α
(µ+1)(1−α) ≠ −1(γ ≠ αµ − 1) and s = b = 1(µ+1)(1−α) > 0, we see that f ∈ Rk(µ, α) for|z| < r1 = r1(µ, γ , α), which is defined by (3.10) and this radius is exact. 
As a special case, for k = 2, µ = γ = 0, α = 0, we obtain a well-known result that radius of convexity of a starlike
function is
r1 = 1
7+√48
≃ 0.268 ≃ 2−√3.
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