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Introduction
It is well known that after discovering the algebra of quaternions H = R 1 ⊕ R i ⊕ R j ⊕ R k on the 16 October 1843, the Irish physicist and mathematician William Rowan Hamilton devoted the remaining years of his life developing the new theory which he believed would have profound applications in physics. As he expected, nowadays quaternions are not only part of contemporary mathematics (algebra and analysis see, e.g. [1] [2] [3] [4] ), but also widely and heavily used in computer graphices, control theory, quantum physics, signal and color image processing, and so on (see, e.g. [5] [6] [7] ).
Throughout, we denote the real number field by R, the set of all m × n matrices over the quaternion algebra For A ∈ H n×n with k = Ind(A), the smallest positive number such that r(A k+1 ) = r(A k ), the Drazin inverse of A, denoted by A D , is defined to be the unique matrix X that satisfies (2) and the following equations:
If k = 1, then X is called the group inverse of A, and is denoted by X = A g . In 1970, Steve Robinson [8] gave an elegant proof of Cramer's rule over the complex number field: rewriting Ax = b as
where I is an identity matrix of order n, and taking determinants det(A) · det I(i → x) = det(A(i → b)).
Since det I(i → x) = x i , i = 1, . . . , n, it follows that
, i = 1, . . . , n, which is called Cramer's rule. This trick of Robinson has been used to derive a series of Cramer's rules for the matrix equations (see, e.g. [9] [10] [11] [12] ). Note that the definition of the determinant of a square matrix plays a key role in representing the solution of a system of linear equations. Unlike multiplication of real or complex numbers, multiplication of quaternions is not commutative. Many authors had tried to give the definitions of the determinants of a quaternion matrix, (see, e.g. [13] [14] [15] [16] [17] ). Unfortunately, by their definitions it is impossible for us to give an determinant representation of an inverse matrix. In 1991, Chen [18, 19] offered a new definition and obtained a determinant representation of an inverse matrix over the quaternion skew field. However this determinant also cannot be expanded by cofactors along an arbitrary row or column with the exception of the nth row. Therefore, he has not obtained the classical adjoint matrix or its analogue either. Recently, Kyrchei [20] defined the row and column determinants of a square matrix over the quaternion skew field. As applications he not only gave the determinant representation of an inverse matrix, but also derived the generalizations of Cramer's rule for the left and right systems of linear equations over the quaternion skew field.
Recall that an out inverse of a matrix A over complex field with prescribed range space T and null space S is a solution of the restricted matrix equation
and is often denoted by X = A
T ,S . Researches on the generalized inverse A
T ,S or an operator have been actively ongoing for more than 30 years (see, e.g. [21] [22] [23] [24] [25] [26] [27] [28] ). In 1998, based on the group inverse, Wei [21] gave a representation of the generalized inverse A (2) T ,S ; this was later followed by papers of Djordjević and Wei [22] 
T ,S which have some special range and null spaces, respectively. Are there any relationships between them over the quaternion skew field? So it is meaningful to extend the generalized inverse A (2) T ,S to the quaternion skew field. For an arbitrary matrix A ∈ H m×n , we have the following definitions: Definition 1.1. (1) An out inverse of a matrix A with prescribed right range space T 1 and right null space S 1 is a solution of the restricted matrix equation
and is denoted by X = A (2) r T 1 ,S 1 . (2) An out inverse of a matrix A with prescribed left range space T 2 and left null space S 2 is a solution of the restricted matrix equation
and is denoted by X = A (2)
(3) An out inverse of a matrix A with prescribed right range space T 1 , right null space S 1 , left range space T 2 and left null space S 2 is a solution of the restricted matrix equation
and is denoted by X = A
Motivated by the work mentioned above, we in this paper aim to consider the generalized Cramer rules for the unique solution of the following restricted matrix equations
where T i and S i , i = 1, 2, are some special spaces over H. The paper is organized as follows. We start with some basic concepts and results about the row and column determinants of a square matrix over the quaternion skew field in Section 2.
In Section 3 we give the determinantal representations of the generalized inverse A (2)
l T 2 ,S 2 and A
(T 1 ,T 2 ),(S 1 ,S 2 ) over the quaternion skew field, respectively. In Section 4, we derive some generalized Cramer rules for the restricted matrix Eqs. (1.1)-(1.3) . In Section 5, we show a numerical example to illustrate the main result. To conclude this paper, in Section 6 we propose some further research topics.
Preliminaries
Let H m×n be the set of all m × n matrices over the quaternion algebra. H m×n r denotes its subset of matrices of rank r.
Suppose S n is the symmetric group on the set I n = {1, . . . , n}. 
Definition 2.1 ([20]). The ith row determinant of
The index i opens the first cycle from the left and other cycles satisfy the following conditions, i k 2 < i k 3 < · · · < i k r and i k t < i k t +s for all t = 2, . . . , r and s = 1, . . . , l t .
Definition 2.2 ([20]). The jth column determinant of
The elements of the permutation τ are indices of each monomial. The right-ordered cycle notation of the permutation τ is written as follows:
The index j opens the first cycle from the right and other cycles satisfy the following conditions, j k 2 < j k 3 < · · · < j k r and j k t < j k t +s for all t = 2, . . . , r and s = 1, . . . , l t . 
Theorem 2.1 ([20]). If a matrix
Thus we define the determinant of a Hermitian matrix by putting det A = r det i A = c det i A for all i = 
Here R ij , L ij are right and left ij-th cofactors of A respectively for all i, j = 1, . . . , n.
Determinantal representations of some generalized inverses
Definition 3.1. For an arbitrary matrix A ∈ H m×n , we denote by
: xA = 0}, the left null space of A.
Recall that in the right quaternion vector space H n , the inner product of vectors was defined as
and ‖x‖ = √ ⟨x, x⟩ r is the norm of a vector x ∈ H n . In the left quaternion vector space the inner product of vectors was defined as
and ‖x‖ = √ ⟨x, x⟩ l is the norm of a vector x ∈ H 1×m . Obviously, ⟨x, y⟩ r = (⟨x 
in which case X is unique and denoted by A
and S 2 be defined as (1) and (2) . If s = t, then A has a {2}-inverse X such that
if and only if (3.3) and (3.4) are satisfied, in which case X is unique and denoted by A
. Proof. Similar to the proof of Theorem 1.3.8 in [29], we can get (1).
And note that UA is of full row rank, then x = 0. It follows that UAV is nonsingular. Then we can get
saying that X is an out inverse of A with
Uniqueness. Let X 1 and X 2 be {2} inverse of A having column right space T 2 and right null space S 2 , then A ∈ X 1 {1}, A ∈ X 2 {1}. Note that
then we can get
It follows that
In the proof of (2) 
Then we can get
is an out inverse of A with
⇐ Since X ∈ A{2}, i.e., A ∈ X {1}, AX and XA are idempotent. It is easy to verify
Moreover,
Thus (3.3) and (3.4) are satisfied. The uniqueness of A
Further, we have 
Proof. As in the proof of Theorem 2.1 in [21] , we can get (1).
(2). It is easy to verify that
By the assumption of Theorem 3.1, we have
Then Ind(GA) = 1. Setting
By direct verification, we have
and
Obviously, r(X ) ≤ dim(T 2 ). On the other hand,
(3) Combining the proofs of (1) and (2), we can get (3) easily. 
where k = Ind(A).
Proof. In Theorem 3.2(1), setting G = A * , and recall A
In Theorem 3.2(2), suppose A ∈ H n×n , then setting G = A k , where k = Ind(A), then we have
Remark 
n×m possesses the following determinantal representations: 
n×m possess the following determinantal representations: Proof. For (1), set
By the definition of A (2) r T ,S we have
r T ,S = P S,AT .
Recall (3.5) we have
Noting that R r (C Ď ) = R r (C * ) = T ⊥ and C is of full row rank then
r T ,S ) = P AT ,S + P S P S,AT = P AT ,S + P S,AT = I and 
possesses the following determinantal representations: 
Then (3.7) follows immediately. Similarly, we can get (2) and (3). 
Cramer rules for the unique solution of the restricted matrix equation
Cramer rules for representations of generalized inverses and solutions of some restricted equations have been studied by many authors, such as Cai and Chen [26] who gave a determinantal representation for the generalized inverse A In this section, we aim to consider the Cramer rules for the unique solution of the restricted matrix Eqs. (1.1)-(1.3) , respectively. Denote 
, then the restricted matrix equation
has a unique solution
and possess the following determinantal representations: 
is the row vector and c B 1
is the column vector and d i. , d .j are the ith row vector and jth column vector of A *
(2) Let A, B, C be defined as (1) .
and possess the determinantal representations forms of (4.4)-(4.5). 
and possess the determinantal representations forms of (4.4)-(4.5).
Proof. 
And note that
is a solution of Eq. (4.6) and also satisfies the restricted conditions since
For the uniqueness, if X 0 is a solution of (4.6) then,
Next, we show a Cramer rule for solving Eq. (4.6). Since X is the solution of (4.6), then we have
From the proof of Theorem 3.4, we see the coefficient matrices of (4.8) are nonsingular and
then it follows the Cramer rule of Lemma 4.1 we can get the determinantal representations form of the solution is same to (4.4)-(4.5).
Combining the proof of (1) and (2), it is easy to verify (3). G 2 B) , then the restricted matrix equation 
, then the restricted matrix equation 
respectively. Denote
If C ∈ R r (AG 1 , G 2 B) and C ∈ R l (AG 1 , G 2 B), then the restricted matrix equation 
An example
In this section, we give an example to illustrate our results. Let us consider the restricted matrix equation ] .
By setting 
Conclusion
In this paper, we have derived the determinantal representation of the generalized inverse A (T 1 ,T 2 ),(S 1 ,S 2 ) . We will show the results in another paper.
