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VERTEX OPERATOR ALGEBRAS ASSOCIATED TO
MODIFIED REGULAR REPRESENTATIONS OF AFFINE
LIE ALGEBRAS
MINXIAN ZHU
Abstract. Let G be a simple complex Lie group with Lie algebra g
and let gˆ be the affine Lie algebra. We use intertwining operators and
Knizhnik-Zamolodchikov equations to construct a family of N-graded
vertex operator algebras associated to g. They are gˆ ⊕ gˆ-modules of
dual levels k, k¯ /∈ Q in the sense that k + k¯ = −2h∨ where h∨ is the
dual Coxeter number of g. Its conformal weight 0 component is the
algebra of regular functions on G. This family of vertex operator al-
gebras were previously studied by Arkhipov-Gaitsgory and Gorbounov-
Malikov-Schechtman from different points of view. We show that the
vertex envelope of the vertex algebroid associated to G and level k is
isomorphic to the vertex operator algebra we constructed above when k
is irrational. The case of integral central charges is also discussed.
1. introduction
Let g be a simple complex Lie algebra, gˆ be the affine Lie algebra. The
aim of this paper is to study a one-parameter family of vertex operator
algebras associated to g, which have the structure of gˆ ⊕ gˆ-representations
with dual central charges as in the works of [AG], [GMS1,2] and [FS].
In [FS], it is constructed explicitly for ŝl2 using Fock space realizations
and it decomposes into summands corresponding to the dominant integral
weights of g for generic central charges. More specifically one has the fol-
lowing
V =
⊕
λ∈P+
Vλ,k ⊗ Vλ∗,k¯
for k, k¯ /∈ Q and dual in the sense that k + k¯ = −2h∨, where h∨ is the
dual Coxeter number of g. Here Vλ,k = U(gˆ) ⊗U(g⊗C[t]⊕Cc) Vλ is the so
called Weyl module induced from Vλ, the irreducible representation of g
with highest weight λ, by letting g⊗ tC[t] act by 0 and the central element
c act as multiplication by the scalar k on Vλ. The module induced from V
∗
λ
of level k¯ is denoted by Vλ∗,k¯.
V is naturally N-graded and the top level V0 = ⊕λ∈P+Vλ ⊗ V
∗
λ can be
identified with R(G), the space of regular functions on the simple com-
plex Lie group G associated with g. According to [FZ] the vacuum module
V0,k (resp. V0,k¯) carries the structure of a vertex operator algebra(VOA)
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and other modules Vλ,k (resp. Vλ∗,k¯) become its representations. In fact
the zero block V0,k ⊗ V0,k¯ is a vertex subalgebra of V and it generates the
two copies of gˆ-actions on V. For generic values of k and k¯, all the mod-
ules involved are irreducible and the space of intertwining operators of the
type
(
Vν,k
Vλ,k Vµ,k
)
(resp.
(
Vν∗,k¯
Vλ∗,k¯ Vµ∗,k¯
)
) is isomorphic to
Homg(Vλ ⊗ Vµ, Vν) (resp. Homg(V
∗
λ ⊗ V
∗
µ , V
∗
ν )). In Section 2 we construct
the vertex operators explicitly by pairing all these intertwining operators
together in an appropriate manner (cf. [St]). More specifically the struc-
tural coefficients are the same as those to describe the multiplication in
R(G) in terms of intertwining operators for the left and right g-actions. We
show the locality of vertex operators by using some knowledge of Knizhnik-
Zamolodchikov equations and therefore prove the following.
Theorem 1. Let g be a simple complex Lie algebra and κ /∈ Q. Set
k = κ − h∨, k¯ = −κ − h∨, then
V =
⊕
λ∈P+
Vλ,k ⊗ Vλ∗,k¯
is a vertex operator algebra of rank 2 dim(g).
The second half of the paper is based on the work of Gorbounov, Ma-
likov and Schechtman about the chiral algebras of differential operators (cf.
[GMS1], [GMS2]). They introduced the notion of a vertex algebroid which
basically captures the structure inherited by the top two levels of an N-
graded vertex algebra. One can assign a vertex algebroid to a vertex algebra
by truncation and conversely it is shown in [GMS1] that one can construct a
vertex algebra from a vertex algebroid and the reconstruction functor is left
adjoint to the truncation functor. In fact an N-graded conformal algebra
is obtained first from the vertex algebroid, then the vertex envelope of the
conformal algebra is constructed which already carries the structure of a
vertex algebra, and finally the quotient of the vertex envelope by a vertex
ideal gives the enveloping algebra of the vertex algebroid. An important
example in [GMS2] is the vertex algebroid Ag,k associated to the group G
and a fixed level k. Its zeroth level is the algebra of regular functions on G
and the first level is the direct sum of vector fields T and one forms Ω (as
a vector space). Applying the construction functor we get a vertex algebra
denoted by UAg,k. Besides the obvious embedding V0,k →֒ UAg,k, the ver-
tex algebra V0,k¯ of the dual level can also be imbedded into UAg,k and their
images commute in the appropriate sense (cf. [AG], [GMS2]). In particular
UAg,k is a gˆ⊕ gˆ-module of dual levels k and k¯.
In Section 3 we further analyze the structure of UAg,k and describe it
using generating fields and operator product expansions (OPE). Set A =
R(G). Let {τi} be an orthonormal basis of g with respect to the normalized
invariant bilinear form on g which act on A as left invariant vector fields
and let {ωi} be the left invariant one forms dual to {τi}. Let W be the
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vertex algebra generated by the quantum fields a(z) =
∑
a(n)z
−n−1, a ∈ A
of conformal weight 0 and τi(z) =
∑
τi(n)z
−n−1, ωi(z) =
∑
ωi(n)z
−n−1 of
conformal weight 1 with the OPE:
τi(z1)a(z2) ∼
τia(z2)
z1 − z2
τi(z1)τj(z2) ∼
Cijsτs(z2)
z1 − z2
+
kδij
(z1 − z2)2
τi(z1)ωj(z2) ∼
Cijsωs(z2)
z1 − z2
+
δij
(z1 − z2)2
a(z1)b(z2) ∼ 0 a(z1)ωj(z2) ∼ 0 ωi(z1)ωj(z2) ∼ 0
where Cijk’s are the structure coefficients of g with respect to the basis
{τi}. Let I be the vertex ∂-ideal generated by a(−1)b(−1)1 − (ab)(−1)1,
a(−2)1−
∑
i(τia)(−1)ωi(−1)1 where a, b ∈ A and ab denotes the multiplication
of functions, then W/I ∼= UAg,k. Certainly we can replace the left invariant
vector fields or one forms by the right invariant ones and make corresponding
changes of the OPE and generators of the vertex ideal I to formulate three
other descriptions. Furthermore there is a Virasoro element ̟ ∈ UAg,k2
satisfying ̟(0)̟ = ∂̟, ̟(1)̟ = 2̟, ̟(2)̟ = 0 and ̟(3)̟ = dimg, hence
UAg,k is in fact a vertex operator algebra of rank 2 dimg. We show that the
Zhu’s algebra for UAg,k is isomorphic to the algebra of differential operators
on the Lie group G. We also introduce a nondegenerate symmetric bilinear
form (, ) on UAg,k compatible with the VOA structure in the sense of [FHL].
When k is irrational, UAg,k coincides with the vertex operator algebra V
constructed in Section 2.
Theorem 2. Let g be a simple complex Lie algebra and k /∈ Q. Let Ag,k
be the associated vertex algebroid, then as a gˆ⊕ gˆ-module
UAg,k ∼=
⊕
λ∈P+
Vλ,k ⊗ Vλ∗,k¯
where k¯ = −2h∨ − k, moreover UAg,k ∼= V as vertex operator algebras.
In Section 4 we discuss the case of integral central charges. The construc-
tion of the enveloping algebra UAg,k in [GMS1, 2] works for any k (while the
Fock space realization in [FS] exists for any nonzero κ, i.e. excluding the
critical level −h∨). In particular the ”size” of the vertex operator algebra
UAg,k does not change, but as a gˆ ⊕ gˆ-representation it no longer decom-
poses nicely into summands corresponding to dominant weights, instead it
has linkings determined by the shifted action of the affine Weyl group. In
particular UAg,k is not generated from the top level A = R(G) as a gˆ⊕ gˆ-
module. We can get a glimpse of this phenomenon based on the computa-
tions done in Section 3. Let Oκ be the category of g-integrable gˆ-modules of
finite length of central charge κ−h∨ and Oq be the category of finite dimen-
sional representations of the quantum group Uq(g), where q = exp(iπ/mκ)
and m is the ratio of the length of a long and a short root of g, squared.
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D. Kazhdan and G. Lusztig proved the equivalence of tensor categories Oκ
and Oq for κ /∈ Q≥0 (cf. [KL1-4]). Meanwhile as an easy consequence of a
strong semi-infinite duality in [A], S.M.Arkhipov proved that the category
of all modules with a Weyl filtration in level k is contravariantly equivalent
to the analogous category in dual level −2h∨ − k. Under this equivalence
projective objects in positive level are transformed into tilting modules in
negative level (cf. [So]). These observations lead us to the conjecture that
the gˆ⊕ gˆ-module structure of the vertex operator algebra UAg,k with inte-
gral central charges (not critical) is the same as the bimodule structure of
the regular representation of the corresponding quantum group at roots of
unity (cf. [Z]) under equivalence of categories.
My deepest gratitude goes to my advisor Igor Frenkel for his guidance,
generosity and patience. I’d also like to thank Konstantin Styrkas for many
helpful discussions.
2. Construction from representations
Let us first recall what a vertex operator algebra is, its representations
and the intertwining operators between them. See [B, FB, FHL, FLM, K,
LL] for more details and variations in definitions.
Definition 2.1. A vertex algebra is an N-graded vector space V =
⊕∞
n=0 Vn
with a vacuum vector 1 ∈ V0, a linear operator ∂ of degree one and a linear
map
Y (·, z) : V → EndV [[z±1]]; v 7→ Y (v, z) =
∑
n∈Z
v(n)z
−n−1
such that for any u, v ∈ V ,
deg v(n) = −n− 1 + deg v for homogeneous v,
Y (1, z) = Id , Y (v, z)1 ∈ V [[z]] and lim
z→0
Y (v, z)1 = v,
[∂, Y (v, z)] = ∂zY (v, z),
and the Jacobi identity holds
z−10 δ
(z1 − z2
z0
)
Y (u, z1)Y (v, z2)− z
−1
0 δ
(z2 − z1
−z0
)
Y (v, z2)Y (u, z1)
= z−12 δ
(z1 − z0
z2
)
Y (Y (u, z0)v, z2).
Note that the Jacobi identity can be replaced by the locality condition (cf.
[FB], [LL]) that for any u, v ∈ V there exists an N(u, v) ∈ N such that
(z1 − z2)
N(u,v)[Y (u, z1), Y (v, z2)] = 0.
If in addition there exists a Virasoro element ω ∈ V2 with
Y (ω, z) =
∑
n∈Z
Lnz
−n−2
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such that
L0|Vn = n Id, L−1 = ∂,
[Lm, Ln] = (m− n)Lm+n + δm+n,0
m3 −m
12
c Id,
V is called a vertex operator algebra of rank c.
From the Jacobi identity we have Borcherds’ commutator formula and
iterate formula:
[u(m), v(n)] =
∑
k≥0
(
m
k
)
(u(k)v)(m+n−k)
(u(m)v)(n)w =
∑
i≥0
(−1)i
(
m
i
)
(u(m−i)v(n+i)w − (−1)
mv(m+n−i)u(i)w)
for any u, v, w ∈ V , m,n ∈ Z.
A vertex algebra V is called abelian if u(n)v = 0 for all u, v ∈ V , n ≥ 0.
An abelian vertex algebra is an N-graded commutative associative algebra
with unity 1 and a derivation ∂ of degree one.
Definition 2.2. Given a vertex operator algebra V of rank c, a represen-
tation of V is an N-graded vector space M =
⊕∞
n=0Mn equipped with a
linear map YM (·, z) : V → EndM [[z, z
−1]]; v 7→ YM (v, z) =
∑
n∈Z v(n)z
−n−1
such that
deg v(n) = −n− 1 + deg v for homogeneous v,
YM (1, z) = Id, YM (∂v, z) = ∂zYM (v, z),
z−10 δ
(z1 − z2
z0
)
YM (u, z1)YM (v, z2)− z
−1
0 δ
(z2 − z1
−z0
)
YM (v, z2)YM (u, z1)
= z−12 δ
(z1 − z0
z2
)
YM (Y (u, z0)v, z2)
for any u, v ∈ V and
[Lm, Ln] = (m− n)Lm+n + δm+n,0
m3 −m
12
c Id
where YM (ω, z) =
∑
n∈Z Lnz
−n−2.
Definition 2.3. Given a vertex operator algebra V and V -representations
M1,M2 and M3, an intertwining operator of type
(
M3
M1 M2
)
is a
linear map
Φ(·, z) :M1 → End(M2,M3){z}
such that
Φ(L−1v, z) = ∂zΦ(v, z),
and
z−10 δ
(z1 − z2
z0
)
YM3(u, z1)Φ(v, z2)− z
−1
0 δ
(z2 − z1
−z0
)
Φ(v, z2)YM2(u, z1)
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= z−12 δ
(z1 − z0
z2
)
Φ(YM1(u, z0)v, z2).
for any u ∈ V, v ∈ M1. We denote the vector space of all intertwining
operators of the above type by VM3M1M2 .
Let G be any simple complex Lie group with Lie algebra g. Let P+,
W , ω0, h
∨, ρ denote the dominant integral weights, Weyl group, element
of maximal length in the Weyl group, dual Coxeter number and half the
sum of all positive roots respectively. Let (, ) be the normalized invariant
symmetric bilinear form on g which equals 12h∨ (, )Killing.
Let gˆ = g ⊗ C[t, t−1] ⊕ Cc be the affine Lie algebra which is naturally
Z-graded: deg(g ⊗ tn) = −n,deg(c) = 0. Define gˆ+ = g ⊗ tC[t], gˆ− =
g⊗ t−1C[t−1], gˆ0 = g⊕ Cc and gˆ≥0 = gˆ+ ⊕ gˆ0. For x ∈ g denote x⊗ t
n by
x(n), then the commutators in gˆ are given by
[x(m), y(n)] = [x, y](m+ n) +mδm+n,0(x, y)c,
[x(n), c] = [c, c] = 0.
Let Vλ denote the (finite dimensional) irreducible representation of g with
highest weight λ ∈ P+, which can be regarded as a gˆ≥0-module by letting
gˆ+ act trivially and the central element c act by a scalar k. The induced
module
Vλ,k = Ind
gˆ
gˆ≥0
Vλ ∼= U(gˆ−)⊗ Vλ
is called the Weyl module. It is N-graded with Vλ,k[0] = Vλ.
The following is well known (cf. [FZ]).
Proposition 2.4. Let k 6= −h∨. The vacuum module V0,k ∼= U(gˆ−)1 is
a vertex operator algebra of rank k·dimg
k+h∨ with the Virasoro element given by
ω = 12(k+h∨)
∑
ui(−1)ui(−1)1, where {ui} is an orthonormal basis of g with
respect to (, ). The Weyl modules Vλ,k’s become representations of V0,k and
in particular L0|Vλ,k[n] = n+△(λ) where △(λ) =
(λ,λ+2ρ)
2(k+h∨) .
The vertex operator algebra V0,k is generated by the quantum fields:
Y (x(−1)1, z) = x(z) =
∑
n∈Z
x(n)z−n−1
with the operator product expansions (OPE):
x(z1)y(z2) ∼
[x, y](z2)
z1 − z2
+
k(x, y)
(z1 − z2)2
for x, y ∈ g.
Recall that the normally ordered product of two fields Y (u, z1) =
∑
u(n)z
−n−1
1
and Y (v, z2) =
∑
v(n)z
−n−1
2 is defined to be
: Y (u, z1)Y (v, z2) := Y−(u, z1)Y (v, z2) + Y (v, z2)Y+(u, z1)
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where Y−(u, z1) =
∑
n<0 u(n)z
−n−1
1 , Y+(u, z1) =
∑
n≥0 u(n)z
−n−1
1 . Then
Y (ω, z) =
1
2(k + h∨)
∑
i
: ui(z)ui(z) :
Ln = ω(n+1) =
1
2(k + h∨)
∑
i
∑
j∈Z
: ui(−j)ui(j + n) :
where : ui(p)ui(q) : stands for ui(p)ui(q) if p < q or ui(q)ui(p) if p ≥ q.
Lemma 2.5. For k /∈ Q, the Weyl module Vλ,k is irreducible for any λ ∈ P
+.
Proof. See Corollary 2.8.3 in [EFK] for example. 
Proposition 2.6. Let k /∈ Q and λ, µ, ν ∈ P+. For any f ∈ Homg(Vλ ⊗
Vµ, Vν), there exists a unique intertwining operator
Φf (·, z) : Vλ,k → End (Vµ,k, Vν,k){z}
such that it can be written as
Φf (v, z) =
∑
n∈Z
v(n)z
−n−1z△(ν)−△(λ)−△(µ)
where v(n)Vµ,k[m] ⊂ Vν,k[−n − 1 + deg v + m] for homogeneous v ∈ Vλ,k
and v1(−1)u1 = f(v1 ⊗ u1) for any v1 ∈ Vλ, u1 ∈ Vµ. Hence V
Vν,k
Vλ,kVµ,k
∼=
Homg(Vλ ⊗ Vµ, Vν).
Proof. See Theorem 3.1.1 in [EFK] or Theorem 1.5.3 in [FZ] for example. 
Corollary 2.7. Let k, λ, µ, ν, f,Φ be as in Proposition 2.6, then for any
v ∈ Vλ,k, v1 ∈ Vλ, x ∈ g, m ∈ Z, n ∈ N we have
[x(m),Φf (v, z)] =
∑
l≥0
(
m
l
)
Φf (x(l)v, z)zm−l
Φf (x(−n − 1)v, z) =: ∂(n)z x(z)Φ
f (v, z) :
where ∂
(n)
z =
1
n!
dn
dzn
and in particular
[x(m),Φf (v1, z)] = Φ
f (x · v1, z)z
m
[L−1,Φ
f (v, z)] = Φf (L−1v, z) = ∂zΦ
f (v, z).
Let κ = k + h∨, then
d
dz
Φf (v1, z) =
1
κ
∑
i
: ui(z)Φ
f (ui · v1, z) : .
Proof. Everything follows from the Jacobi identity except the last equation,
for which see Theorem 3.2.2 in [EFK]. 
Notation 2.8. For λ, µ, ν, γ ∈ P+, we denote Homg(Vλ ⊗ Vµ, Vν) by V
ν
λµ.
Similarly set V ν
∗
λ∗µ∗ = Homg(Vλ∗ ⊗Vµ∗ , Vν∗), V
γ
λµν = Homg(Vλ⊗Vµ⊗Vν , Vγ)
and etc. If V is a g-module, define V g = {v ∈ V : x · v = 0 ∀x ∈ g}.
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Lemma 2.9. One has V νλµ
∼= (V ∗λ ⊗ V
∗
µ ⊗ Vν)
g, V ν
∗
λ∗µ∗
∼= (Vλ ⊗ Vµ ⊗ V
∗
ν )
g,
V γλµν
∼= (V ∗λ ⊗ V
∗
µ ⊗ V
∗
ν ⊗ Vγ)
g and etc.
Proof. The isomorphisms are canonical. 
Clearly f 7→ f∗ establishes an isomorphism between Homg(Vλ ⊗ Vµ, Vν)
and Homg(V
∗
ν , V
∗
λ ⊗ V
∗
µ ). Let g ∈ V
ν∗
λ∗µ∗ , then g
∗ ∈ Homg(Vν , Vλ ⊗ Vµ). We
define a bilinear form
(, ) : V νλµ × V
ν∗
λ∗µ∗ → C
by (f, g) = tr(fg
∗)
dimVν
. In fact fg∗ = (f, g)Id on Vν since Homg(Vν , Vν) = C.
Clearly (, ) is non-degenerate and by the identification made in previous
lemma, (, ) is the same as the tensor product of natural pairings between Vλ
and V ∗λ , Vµ and V
∗
µ , Vν and V
∗
ν .
Lemma 2.10. One has
⊕
α V
γ
λα⊗V
α
µν
∼= V
γ
λµν,
⊕
β V
γ∗
λ∗β∗⊗V
β∗
µ∗ν∗
∼= V
γ∗
λ∗µ∗ν∗ .
Under these isomorphisms, the pairing between
⊕
α V
γ
λα⊗V
α
µν and
⊕
β V
γ∗
λ∗β∗⊗
V β
∗
µ∗ν∗ (0 if α 6= β) is equivalent to the pairing between V
γ
λµν and V
γ∗
λ∗µ∗ν∗.
Proof. This is an easy exercise as well. 
Let R(G) be the space of regular functions on the algebraic group G. By
the Peter-Weyl decompositionR(G) =
⊕
λ∈P+ Vλ⊗V
∗
λ consists of the matrix
coefficients of all irreducible finite dimensional representations of G. The
following proposition explains how to express the (point-wise) multiplication
of regular functions in terms of intertwining operators with respect to the
left and right g-actions.
Proposition 2.11. Write R(G) =
⊕
λ∈P+ Vλ⊗ V
∗
λ , then for any u1⊗u
′
1 ∈
Vλ ⊗ V
∗
λ and v1 ⊗ v
′
1 ∈ Vµ ⊗ V
∗
µ ,
(u1 ⊗ u
′
1) · (v1 ⊗ v
′
1) =
∑
ν∈P+
dimV ν
λµ∑
i=1
fi(u1 ⊗ v1)⊗ gi(u
′
1 ⊗ v
′
1)
where {fi} is a basis of V
ν
λµ and {gi} is the dual basis in V
ν∗
λ∗µ∗ with respect
to the bilinear form (, ) between V νλµ and V
ν∗
λ∗µ∗.
Proof. First it is clear that the right hand side does not depend on the choice
of basis. Fix a decomposition Vλ⊗Vµ = ⊕νV
⊕mν
ν wheremν = dimCV
ν
λµ. Let
{pi, i = 1, 2, . . . ,mν} be the projections of Vλ⊗ Vµ onto various copies of Vν
in it, and let {qj, j = 1, 2, . . . ,mν} be the dual injections of Vν into Vλ ⊗ Vµ
such that piqj = δij on Vν and
∑
i qipi equals the projection of Vλ⊗Vµ onto
its ν components. The ν-component in the Peter-Weyl decomposition of
(u1 ⊗ u
′
1) · (v1 ⊗ v
′
1) is
∑
i pi(u1 ⊗ v1)⊗ q
∗
i (u
′
1 ⊗ v
′
1) where q
∗
i ∈ V
ν∗
λ∗µ∗ . Note
that {pi} is a basis of V
ν
λµ and {qj} is a basis of Homg(Vν , Vλ ⊗ Vµ). Since
pi(q
∗
j )
∗ = piqj = δij , it follows that (pi, q
∗
j ) = δij which means that {q
∗
i } is
the dual basis of {pi}. The proposition follows. 
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Theorem 2.12. Let g be a simple complex Lie algebra and κ /∈ Q. Set
k = κ − h∨, k¯ = −κ − h∨, then
V =
⊕
λ∈P+
Vλ,k ⊗ Vλ∗,k¯
is a vertex operator algebra of rank 2 dim(g).
Here Vλ∗,k¯ means the induced representation of V
∗
λ of level k¯. We treat
λ∗ as −ω0λ. In fact Vλ∗,k¯ is isomorphic to the contragredient module V
c
λ,k¯
(see Definition 2.14) since it is irreducible when k¯ /∈ Q. The rest of Section
2 is devoted to the proof of the theorem.
V is obviously N-graded. Choose the vacuum vector 1 = 1⊗1 ∈ V0,k⊗V0,k¯.
We construct the vertex operators by pairing the intertwining operators
between V0,k-modules and V0,k¯-modules. Specifically for any u⊗u
′ ∈ Vλ,k ⊗
Vλ∗,k¯, v ⊗ v
′ ∈ Vµ,k ⊗ Vµ∗,k¯, define
Y (u⊗ u′, z)v ⊗ v′ =
∑
ν∈P+
dimV ν
λµ∑
i=1
Φfi(u, z)v ⊗Ψgi(u′, z)v′
where {fi} and {gi} are dual basis in V
ν
λµ and V
ν∗
λ∗µ∗ , and
Φfi(·, z) : Vλ,k ⊗ Vµ,k → Vν,k{z}
Ψgi(·, z) : Vλ∗,k¯ ⊗ Vµ∗,k¯ → Vν∗,k¯{z}
are the associated intertwining operators (see Proposition 2.6). Since ω0ρ =
−ρ, we have
△¯(−ω0λ) =
(−ω0λ,−ω0λ+ 2ρ)
2(k¯ + h∨)
=
(λ, λ+ 2ρ)
−2κ
= −△(λ),
hence the z△(ν)−△(λ)−△(µ) term in Φfi(·, z) cancels with the z△¯(ν
∗)−△¯(λ∗)−△¯(µ∗)
term in Ψgi(·, z), therefore only terms of integral powers of z remain. It is
clear that the vertex operators of homogeneous elements satisfy the degree
condition.
The representation YVλ,k(·, z) : V0,k⊗Vλ,k → Vλ,k[[z
±1]] is the intertwining
operator corresponding to 1 ∈ V λ0λ
∼= C, i.e. YVλ,k(·, z) = Φ
1(·, z); similarly
YVλ∗,k¯(·, z) = Ψ
1(·, z). Hence Y (1, z)u ⊗ u′ = YVλ,k(1, z)u ⊗ YVλ∗,k¯(1, z)u
′ =
u⊗ u′, i.e. Y (1, z) = Id and for any x, y ∈ g, we have Y (x(−1)1, z)u⊗ u′ =
x(z)u ⊗ u′ and Y (y¯(−1)1, z)u ⊗ u′ = u ⊗ y¯(z)u′ where the ’bar’ is used to
denote the gˆ-action of level k¯. Indeed the vertex operators associated to
elements in V0,k ⊗ V0,k¯ generate the left and right gˆ-actions on V.
Set
ω =
1
2κ
∑
i
ui(−1)ui(−1)1−
1
2κ
∑
i
u¯i(−1)u¯i(−1)1
where {ui} is an orthonormal basis of g with respect to the normalized
Killing form (, ) (see Proposition 2.4) and let Y (ω, z) =
∑
n∈ZLnz
−n−2,
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then Ln = Ln + L¯n where
Ln =
1
2κ
∑
i
∑
j∈Z
: ui(−j)ui(j+n) : L¯n =
1
2(−κ)
∑
i
∑
j∈Z
: u¯i(−j)u¯i(j+n) : .
Since Ln, L¯n satisfy the Virasoro commutation relations of central charges
k·dimg
κ
and k¯·dimg
−κ
respectively and they commute with each other, Ln satisfy
the Virasoro relations of central charge
k · dimg
κ
+
k¯ · dimg
−κ
=
[(κ − h∨)− (−κ − h∨)] · dimg
κ
=
2κ · dimg
κ
= 2 dimg.
By Proposition 2.4, we have L0|Vλ,k[n] = n + △(λ) and L¯0|Vλ∗,k¯ [m] =
m+ △¯(λ∗) = m−△(λ), hence L0 does act as the gradation operator on V.
It’s known that V
Vλ,k
V0,kVλ,k
∼= V
Vλ,k
Vλ,kV0,k
(cf. [FHL]). The image of YVλ,k(·, z)
under the isomorphism is Φ1(·, z) where 1 ∈ V λλ0
∼= C. More specifically
Φ1(u, z)v = ezL−1YVλ,k(v,−z)u for any v ∈ V0,k, u ∈ Vλ,k. Set v = 1, one
gets Φ1(u, z)1 = ezL−1u; similarly Ψ1(u′, z)1 = ezL¯−1u′ for any u′ ∈ Vλ∗,k¯.
Hence Y (u⊗u′, z)1 = Φ1(u, z)1⊗Ψ1(u′, z)1 = ezL−1u⊗ezL¯−1u′ = ezL−1u⊗u′,
in particular Y (u⊗ u′, z)1|z=0 = u⊗ u
′.
Define ∂ = L−1. Since [L−1,Φ
fi(u, z)] = Φfi(L−1u, z) =
d
dz
Φfi(u, z) and
[L¯−1,Ψ
gi(u′, z)] = Ψgi(L¯−1u
′, z) = d
dz
Ψgi(u′, z), it follows that
[L−1, Y (u⊗ u
′, z)] = Y (L−1(u⊗ u
′), z) =
d
dz
Y (u⊗ u′, z).
Now it remains to show that any two fields are mutually local. First note
that by Corollary 2.7, for any u1 ⊗ u
′
1 ∈ Vλ ⊗ V
∗
λ , x, y ∈ g, we have
[x(m), Y (u1 ⊗ u
′
1, z)] = z
mY (x · u1 ⊗ u
′
1, z)
[y¯(n), Y (u1 ⊗ u
′
1, z)] = z
nY (u1 ⊗ y¯ · u
′
1, z).
It implies that (z1 − z2)[x(z1), Y (u1 ⊗ u
′
1, z2)] = (z1 − z2)[y¯(z1), Y (u1 ⊗
u′1, z2)] = 0, i.e. x(z), y¯(z) are local with Y (a, z), a ∈ A.
Since Y (x1(−p1) . . . xm(−pm)u1 ⊗ y¯1(−q1) . . . y¯n(−qn)u
′
1, z) can be ex-
pressed as normally ordered products of xi(z), y¯j(z) and Y (u1 ⊗ u
′
1, z), it
suffices to prove the locality of fields associated to vectors in V0 due to the
following lemma.
Lemma 2.13. If A(z), B(z), C(z) are three mutually local fields, then the
fields : A(z)B(z) : and C(z) are also mutually local.
Proof. This is Proposition 5.5.15. in [LL] or Lemma 2.3.4. in [FB]. 
Let a, b ∈ V0. If V is a vertex algebra, by consideration of grading, it must
be true that a(i)b = 0 for any i ≥ 0, which implies that [Y (a, z1), Y (b, z2)] = 0
by Borcherds’ commutator formula. So our goal is to prove that Y (a, z1)
and Y (b, z2) commute with each other. Since
Y (a, z1)Y (b, z2)x(−m)
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= x(−m)Y (a, z1)Y (b, z2)v−z
−m
1 Y (x·a, z1)Y (b, z2)v−z
−m
2 Y (a, z1)Y (x·b, z2)v
and the parallel equalities hold for the other copy of the gˆ-action, by in-
duction on the degree of v, it suffices to prove that Y (a, z1)Y (b, z2)c =
Y (b, z2)Y (a, z1)c for any c ∈ V0.
Definition 2.14. LetM = ⊕nMn be a Z-graded gˆ-representation of central
charge k with dimMn < ∞, define the contragredient module M
c as fol-
lows: as a vector space M c = ⊕nM
∗
n; the gˆ-action is given by (x(l)v
∗, v) =
−(v∗, x(−l)v) for x ∈ g, l ∈ Z, v∗ ∈ M c, v ∈ M and the center c acts by
k Id. M c is Z-graded as well.
Let Vc = ⊕λ∈P+,n≥0(Vλ,k ⊗ Vλ∗,k¯)[n]
∗ be the restricted dual space of V.
For k, k¯ /∈ Q, we have (Vλ,k)
c ∼= Vλ∗,k and (Vλ∗,k¯)
c ∼= Vλ,k¯, hence V
c is
generated by V∗0 = ⊕λ(Vλ ⊗ V
∗
λ )
∗ as a gˆ⊕ gˆ-module. Since
(x(−m)v∗, Y (a, z1)Y (b, z2)c) = −(v
∗, x(m)Y (a, z1)Y (b, z2)c)
= −zm1 (v
∗, Y (x · a, z1)Y (b, z2)c)− z
m
2 (v
∗, Y (a, z1)Y (x · b, z2)c)
for any x ∈ g, m > 0, v∗ ∈ Vc and the parallel equalities involving the
other copy of the gˆ-action hold, again by induction on the degree of v∗, it
suffices to prove that (d∗, Y (a, z1)Y (b, z2)c) = (d
∗, Y (b, z2)Y (a, z1)c) for any
a, b, c ∈ V0, d
∗ ∈ V∗0.
Suppose a = u1⊗u
′
1 ∈ Vλ⊗V
∗
λ , b = v1⊗v
′
1 ∈ Vµ⊗V
∗
µ , c = w1⊗w
′
1 ∈ Vν⊗V
∗
ν
and d∗ = d′1 ⊗ d1 ∈ V
∗
γ ⊗ Vγ , then
(d∗, Y (a, z1)Y (b, z2)c)
=
∑
i,j,α
(d′1,Φ
rαi (u1, z1)Φ
fαj (v1, z2)w1)(d1,Ψ
sαi (u′1, z1)Ψ
gαj (v′1, z2)w
′
1)
where {fαj } and {g
α
j } are dual basis in V
α
µν and V
α∗
µ∗ν∗ while {r
α
i } and {s
α
i }
are dual basis in V γλα and V
γ∗
λ∗α∗ for various α ∈ P
+. By Lemma 2.10,
rαi ⊗ f
α
j ∈ ⊕αV
γ
λα ⊗ V
α
µν
∼= V
γ
λµν and s
α
i ⊗ g
α
j ∈ ⊕αV
γ∗
λ∗α∗ ⊗ V
α∗
µ∗ν∗
∼= V
γ∗
λ∗µ∗ν∗
are dual basis as well, i.e. (rαi ⊗ f
α
j , s
β
i′ ⊗ g
β
j′) = δαβδii′δjj′ and∑
i,j,α
(rαi ⊗ f
α
j )(u1 ⊗ v1 ⊗ w1)⊗ (s
α
i ⊗ g
α
j )(u
′
1 ⊗ v
′
1 ⊗ w
′
1) ∈ Vγ ⊗ V
∗
γ
is the γ-component of a · b · c.
Denote
Φijα = (·,Φr
α
i (·, z1)Φ
fαj (·, z2)·) ∈ V
γ
λµν{z1, z2}
Ψi
′j′β = (·,Ψs
β
i′ (·, z1)Ψ
g
β
j′ (·, z2)·) ∈ V
γ∗
λ∗µ∗ν∗{z1, z2},
then
(·γ , Y (·λ, z1)Y (·µ, z2)·ν) =
∑
i,j,α
Φijα ⊗Ψijα.
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Lemma 2.15. Φijα and Ψi
′j′β satisfy the following Knizhnik-Zamolodchikov
equations:
d
dz1
Φijα =
1
κ
Φijα(
Ω12
z1 − z2
+
Ω13
z1
)
d
dz2
Φijα =
1
κ
Φijα(
Ω12
−z1 + z2
+
Ω23
z2
)
and
d
dz1
Ψi
′j′β = −
1
κ
Ψi
′j′β(
Ω12
z1 − z2
+
Ω13
z1
)
d
dz2
Ψi
′j′β = −
1
κ
Ψi
′j′β(
Ω12
−z1 + z2
+
Ω23
z2
)
where 1/(z1− z2) and 1/(−z1+ z2) stand for the formal power series expan-
sion in z2/z1, and Ω12 acts on Vλ ⊗ Vµ ⊗ Vν by
∑
i ui ⊗ ui ⊗ 1 (here {ui}
is an orthonormal basis of g with respect to the normalized Killing form as
before) and Ω13,Ω23 act accordingly.
Proof. See Theorem 3.4.1 in [EFK]. 
The Knizhnik-Zamolodchikov equations can also be interpreted as iden-
tities of operator-valued analytic functions. In particular on the simply
connected region D = {z1, z2 ∈ C : |z1| > |z2| > 0, z1, z2 /∈ R−}, Φ
ijα (resp.
Ψi
′j′β) converge and span the space of solutions to the KZ equations on D.
Lemma 2.16. For any f ∈ V γλµν and g ∈ V
γ∗
λ∗µ∗ν∗, one has (fΩ12, g) =
(f, gΩ12), (fΩ13, g) = (f, gΩ13) and (fΩ23, g) = (f, gΩ23).
Proof. It suffices to prove one of the equalities. It can be easily checked
that Ω∗12 = Ω12, hence by definition (f, gΩ12) =
tr(f(gΩ12)∗)
dimVγ
= tr(fΩ12g
∗)
dimVγ
=
(fΩ12, g). 
Proposition 2.17. (Φijα,Ψi
′j′β) = δii′δjj′δαβ .
Proof. Since Φijα = z
△(γ)−△(λ)−△(α)
1 z
△(α)−△(µ)−△(ν)
2 (r
α
i ⊗ f
α
j + higher de-
gree terms in z2
z1
) and Ψi
′j′β = z
−△(γ)+△(λ)+△(β)
1 z
−△(β)+△(µ)+△(ν)
2 (s
β
i′ ⊗ g
β
j′+
higher degree terms in z2
z1
), (Φijα,Ψi
′j′β) ∈ C{z1, z2} is well defined. By
Lemma 2.15 and Lemma 2.16,
d
dz1
(Φijα,Ψi
′j′β) = (
d
dz1
Φijα,Ψi
′j′β) + (Φijα,
d
dz1
Ψi
′j′β)
=
1
κ
(Φijα(
Ω12
z1 − z2
+
Ω13
z1
),Ψi
′j′β)−
1
κ
(Φijα,Ψi
′j′β(
Ω12
z1 − z2
+
Ω13
z1
)) = 0
and similarly d
dz2
(Φijα,Ψi
′j′β) = 0. Hence (Φijα,Ψi
′j′β) is a constant, and
this constant is nothing else but (rαi ⊗ f
α
j , s
β
i′ ⊗ g
β
j′) = δii′δjj′δαβ. 
VOA STRUCTURE ON MODIFIED REGULAR REPRESENTATIONS 13
Think of Φijα and Ψi
′j′β as operator-valued (V γλµν and V
γ∗
λ∗µ∗ν∗-valued)
functions on D. At any point (z1, z2) ∈ D, one has (Φ
ijα(z1, z2),Ψ
i′j′β(z1, z2))
= δii′δjj′δαβ , which implies that {Φ
ijα(z1, z2)} constitute a basis of V
γ
λµν and
{Ψijα(z1, z2)} is the dual basis in V
γ∗
λ∗µ∗ν∗ . Therefore∑
i,j,α
Φijα ⊗Ψijα|(z1,z2) ≡
∑
i,j,α
(rαi ⊗ f
α
j )⊗ (s
α
i ⊗ g
α
j ),
the canonical element in V γλµν ⊗ V
γ∗
λ∗µ∗ν∗ associated with the non-degenerate
bilinear form (, ) between V γλµν and V
γ∗
λ∗µ∗ν∗ . Hence
(d∗, Y (a, z1)Y (b, z2)c) = (d
∗,
∑
i,j,α
Φijα(u1 ⊗ v1 ⊗ w1)⊗Ψ
ijα(u′1 ⊗ v
′
1 ⊗ w
′
1))
≡ (d∗,
∑
i,j,α
(rαi ⊗ f
α
j )(u1 ⊗ v1 ⊗w1)⊗ (s
α
i ⊗ g
α
j )(u
′
1 ⊗ v
′
1 ⊗w
′
1)) = (d
∗, a · b · c),
hence (d∗, Y (a, z1)Y (b, z2)c) = (d
∗, Y (b, z2)Y (a, z1)c) because a·b·c = b·a·c.
Theorem 2.12 is now proved.
3. Construction from vertex algebroid
Let us recall how Gorbounov, Malikov and Schechtman construct the
enveloping algebra of a vertex algebroid in [GMS1]. We fix the ground field
to be C and adopt their notations for the preliminary.
Definition 3.1. A vertex algebroid is a septuple A = (A,T,Ω, ∂, γ, 〈, 〉, c)
where A is a commutative algebra, T is a Lie algebra acting by derivations
on A and equipped with the structure of an A-module, Ω is an A-module
equipped with the structure of a module over the Lie algebra T , ∂ : A→ Ω is
an A-derivation and a morphism of T -modules, 〈, 〉 : (T ⊕Ω)× (T ⊕Ω)→ A
is a symmetric bilinear pairing which is zero on Ω × Ω, c : T × T → Ω is a
skew symmetric bilinear pairing and γ : A × T → Ω is a bilinear map such
that the following properties are satisfied for any a, b ∈ A, τ, τi, ν ∈ T and
ω ∈ Ω:
[τ, aν] = a[τ, ν] + τ(a)ν
(aτ)(b) = aτ(b)
〈τ, ∂a〉 = τ(a)
τ(aω) = τ(a)ω + aτ(w)
(aτ)(ω) = aτ(ω) + 〈τ, ω〉∂a
τ(〈ν, ω〉) = 〈[τ, ν], ω〉 + 〈ν, τ(ω)〉
γ(a, bτ) = γ(ab, τ)− aγ(b, τ) − τ(a)∂b− τ(b)∂a
〈aτ1, τ2〉 = a〈τ1, τ2〉+ 〈γ(a, τ1), τ2〉 − τ1τ2(a)
c(aτ1, τ2) = ac(τ1, τ2) + γ(a, [τ1, τ2])γ(τ2(a), τ1) + τ2(γ(a, τ1))
−
1
2
〈τ1, τ2〉∂a+
1
2
∂τ1τ2(a)−
1
2
∂〈τ2, γ(a, τ1)〉
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〈[τ1, τ2], τ3〉+ 〈τ2, [τ1, τ3]〉 = τ1(〈τ2, τ3〉)−
1
2
τ2(〈τ1, τ3〉)−
1
2
τ3(〈τ1, τ2〉)
+〈τ2, c(τ1, τ3)〉+ 〈τ3, c(τ1, τ2)〉
dLiec(τ1, τ2, τ3) = −
1
2
∂{〈[τ1, τ2], τ3〉+ 〈[τ1, τ3], τ2〉 − 〈[τ2, τ3], τ1〉 − τ1(〈τ2, τ3〉)
+τ2(〈τ1, τ3〉)− 2〈τ3, c(τ1, τ2)〉}
where dLiec(τ1, τ2, τ3) = τ1c(τ2, τ3)− τ2c(τ1, τ3)+ τ3c(τ1, τ2)− c([τ1, τ2], τ3)+
c([τ1, τ3], τ2)− c([τ2, τ3], τ1). (cf. [GMS1] 1.1, 1.4)
The following proposition tells that to any vertex algebra with a splitting
one can canonically associate a vertex algebroid. In fact the above axioms
come from the Jacobi identity of a vertex algebra.
Proposition 3.2. Let V be an N-graded vertex algebra over C. Set A = V0,
then A becomes a commutative algebra with the multiplication induced by the
(−1) operation on A and the vacuum vector becomes the identity. Let Ω ⊂ V1
be the C-subspace generated by elements a(−1)∂b, a, b ∈ A and let ∂ : A ∈ Ω
be the restriction of ∂ to A. Set T = V1/Ω and let π : V1 → T be the
projection. Suppose s : T → V1 is a linear map such that π ◦s = IdT . Define
a skew symmetric operation [, ] : V1 × V1 → V1 by [x, y] =
1
2(x(0)y − y(0)x)
and set
γ(a, τ) = s(aτ)− as(τ),
〈τ1 + ω1, τ2 + ω2〉 = (s(τ1) + ω1)(1)(s(τ2) + ω2),
c(τ1, τ2) = s([τ1, τ2])− [s(τ1), s(τ2)].
Then the septuple A = (A,T,Ω, ∂, γ, 〈, 〉, c) is a vertex algebroid.
Proof. This is Theorem 2.3 in [GMS1]. 
We are most interested in the following example of a vertex algebroid.
Proposition 3.3. Let A = R(G) be the space of regular functions on a
simple complex Lie group G with Lie algebra g, T ∼= A⊗g be the Lie algebra
of vector fields over G where g act on A as left invariant vector fields, Ω :=
HomA(T,A) be 1 forms, ∂ : A → Ω be the canonical differential given by
∂a(τ) = τ(a) for τ ∈ T , 〈, 〉 : T × Ω → A be the canonical pairing, (, )
be the normalized invariant form on g and k be any complex number. The
zero map A × g → Ω (resp. k(, ) : g × g → C and the zero map g ×
g → Ω) can be extended to γ : A × T → Ω (resp. 〈, 〉 : T × T → A and
c : T × T → Ω) in accordance with the axioms in Definition 3.1. Then
Ag,k = (A,T,Ω, ∂, γ, 〈, 〉, c) is a vertex algebroid.
Proof. This is Example 1.11 which follows from Theorem 1.9 (Extension of
Identities) in [GMS1]. 
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Definition 3.4. A 1-truncated vertex algebra is a septuple v = (V0, V1,1, ∂,
(−1),(0) ,(1) ) where V0, V1 are C-vector spaces, 1 ∈ V0 (the vacuum), ∂ : V0 →
V1 is a linear map and (i) : (V0 ⊕ V1) × (V0 ⊕ V1) → (V0 ⊕ V1)(i = −1, 0, 1)
are bilinear operations of degree −i − 1 such that the following axioms are
satisfied for any a, b, c ∈ V0, x, y ∈ V1:
a(−1)1 = a x(−1)1 = x x(0)1 = 0
(∂a)(0)b = 0 (∂a)(0)x = 0 (∂a)(−1)x = −a(0)x
∂(a(−1)b) = (∂a)(−1)b+ a(−1)∂b ∂(x(0)a) = x(0)∂a
a(−1)b = b(−1)a a(−1)x = x(−1)a− ∂(x(0)a)
x(0)a = −a(0)x x(0)y = −y(0)x+ ∂(y(1)x)
x(1)y = y(1)x
(a(−1)b)(−1)c = a(−1)b(−1)c
α(0)β(i)γ = (α(0)β)(i)γ + β(i)α(0)γ (α, β, γ ∈ V0 ⊕ V1)
whenever the both sides are defined and
(a(−1)x)(0)b = a(−1)x(0)b
(a(−1)b)(−1)x = a(−1)b(−1)x+ (∂a)(−1)b(0)x+ (∂b)(−1)a(0)x
(a(−1)x)(1)y = a(−1)x(1)y − x(0)y(0)a.
(cf. [GMS1] 3.1)
One can assign a 1-truncated vertex algebra (V0, V1, . . .) to any N-graded
vertex algebra V by simple truncation. In fact the above axioms for 1-
truncated vertex algebras are derived from the skew symmetry and the Ja-
cobi identity of the vertex algebras. To any (split) 1-truncated vertex algebra
one can associate a vertex algebroid by the same construction as in Proposi-
tion 3.2. Conversely as the next proposition states, a vertex algebroid yields
a 1-truncated vertex algebra.
Proposition 3.5. Let A = (A,T,Ω, . . .) be a vertex algebroid. Set V0 = A,
V1 = T ⊕ Ω and let ∂ : V0 → V1 be the composition of ∂ : A → Ω with
the obvious embedding Ω →֒ V1. Let 1 = 1 ∈ A and define the operations
(−1),(0) ,(1) as follows:
a(−1)b = ab a(−1)ω = aω a(−1)τ = aτ − γ(a, τ)
a(0)b = a(0)ω = ω(0)ω
′ = 0 τ(0)a = τ(a) τ(0)ω = τ(ω)
τ(0)τ
′ = [τ, τ ′]− c(τ, τ ′) +
1
2
∂〈τ, τ ′〉
x(1)y = 〈x, y〉
for any a, b ∈ A, τ, τ ′ ∈ T , ω, ω′ ∈ Ω and x, y ∈ T⊕Ω. Then (V0, V1,1, ∂,(−1) ,
(0),(1) ) is a 1-truncated vertex algebra.
Proof. See 3.3 in [GMS1]. 
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Forget the (−1) operation in a 1-truncated vertex algebra, one gets what
is called a 1-truncated conformal algebra.
Definition 3.6. A 1-truncated conformal algebra is a quintuple c = (C0, C1,
∂,(0) ,(1) ) where C(i) are C-vector spaces, ∂ : C(0) → C(1) is a linear map
and (i) : (C0 ⊕C1)× (C0 ⊕C1)→ C0 ⊕C1 are bilinear operations of degree
−i− 1 such that the following axioms are satisfied:
(∂a)(0) = 0 (∂a)(1) = −a(0) ∂(x(0)a) = x(0)∂a
x(0)a = −a(0)x x(0)y = −y(0)x+ ∂(y(1)x) x(1)y = y(1)x
α(0)β(i)γ = (α(0)β)(i)γ + β(i)α(0)γ
for any a ∈ C0, x, y ∈ C1, α, β, γ ∈ C0 ⊕ C1. (cf. [GMS1] 9.6)
Definition 3.7. An N-graded conformal algebra is an N-graded C-vector
space C = ⊕i≥0Ci with a linear map ∂ : C → C of degree 1 and a family of
bilinear operations
(n) : C × C → C; (a, b) 7→ a(n)b
of degree −n− 1 for n ≥ 0 such that
(∂a)(n)b = −na(n−1)b
a(n)b = (−1)
n+1
∞∑
j=0
(−1)j∂(j)(b(n+j)a)
a(m)b(n)c = b(n)a(m)c+
m∑
j=0
(
m
j
)
(a(j)b)(m+n−j)c
where ∂(j) = ∂j/j! for all a, b, c ∈ C,m, n ∈ N. (cf. [GMS1] 0.4)
The following proposition describes how to extend a 1-truncated confor-
mal algebra to an N-graded conformal algebra.
Proposition 3.8. Let c = (C0, C1, . . .) be a 1-truncated conformal algebra.
Set C = C0⊕C1⊕(⊕i≥1∂
iC1) then there is a unique structure of a conformal
algebra on C such that the restrictions of the operations (n), n ≥ 0 and ∂ to
the subspace C≤1 coincide with the ones given by the 1-truncated conformal
algebra structure of c.
Proof. This is Theorem 9.8 in [GMS1]. 
The following proposition explains how to construct the vertex envelope
of a conformal algebra, which carries the structure of a vertex algebra.
Proposition 3.9. Let C be an N-graded conformal algebra, then the op-
eration [x, y] =
∑
j≥0 ∂
(j+1)(x(j)y) defines a Lie algebra structure on C.
Moreover there is a unique structure of a vertex algebra on UC (the uni-
versal enveloping algebra of C with respect to [, ]) such that for any x ∈ C,
z ∈ TC (the tensor algebra of C),
p(xz) = i(x)(−1)p(z)
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where p : TC → UC is the canonical projection and i : C → UC is the
restriction of p to C ⊂ TC.
Proof. This is Theorem 8.3 in [GMS1]. 
Now we explain how to construct the enveloping algebra UA of a vertex
algebroid A. First by Proposition 3.5, regard A as a 1-truncated vertex
algebra. Forget the (−1) operation for a second, it is also a 1-truncated
conformal algebra. Extend it to an N-graded conformal algebra denoted by
CA and construct its vertex envelope UCA. But we are not done yet. The
vertex algebra UCA is quite big. Now the (−1) operation comes into play
and it would help us to reduce the size of the vertex algebra enormously.
This is the next proposition.
Proposition 3.10. Let A = (A,T,Ω, . . .) be a vertex algebroid. Denote by
R the left ∂-ideal of UCA generated by the following elements
(1A − 1)u, u ∈ UCA;
a · x− ax, a ∈ A, x ∈ A⊕ Ω; a · τ − aτ + γ(a, τ), τ ∈ T.
Then R is a vertex ideal in UCA. The vertex algebra UA := UCA/R is
called the enveloping algebra of A and it satisfies that UA0 = A, UA1 =
T ⊕Ω.
Proof. See 9.11, 9.12, 9.13 and 9.14 in [GMS1]. 
Remark 3.11. UCA is an associative algebra and a vertex algebra. But
the algebra multiplication is not induced by the (−1) operation of the vertex
algebra structure. Since the left ∂-ideal R with respect to the algebra struc-
ture is also a vertex ideal, the vertex algebra structure of UA = UCA/R
is inherited from that of UCA, but it usually does not inherit the algebra
structure of UCA.
From now on let us focus on the vertex algebroid Ag,k = (A = R(G), T =
A ⊗ g,Ω = HomA(T,A), ∂, γ, k(, ), c) associated to a simple complex Lie
group G with Lie algebra g and k ∈ C (see Proposition 3.3). The existence of
an embedding of vertex algebras V0,k →֒ UAg,k is obvious from the definition
of Ag,k. Moreover it is proved in [AG] and as Theorem 2.5 (B. Feigin - E.
Frenkel, D.Gaitsgory) in [GMS2] that there exists an embedding of vertex
algebras V0,k¯=−2h∨−k →֒ UAg,k and the image commutes with V0,k in the
appropriate sense. In particular UAg,k is a gˆ⊕ gˆ-module of dual levels. We
prove that for generic k, UAg,k is isomorphic to the vertex operator algebra
V constructed in Section 2.
Theorem 3.12. Let G be a simple complex Lie group with Lie algebra g and
k /∈ Q. The enveloping algebra UAg,k of the vertex algebroid Ag,k decomposes
into
⊕
λ∈P+ Vλ,k ⊗ Vλ∗,k¯ as a gˆ⊕ gˆ-representation. Moreover UAg,k
∼= V as
vertex operator algebras.
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The theorem will be proved towards the end of Section 3 after we study
the structure of UAg,k carefully by a sequence of lemmas and propositions.
First we introduce some notations.
Let {τi} be an orthonormal basis of g with respect to the normalized in-
variant symmetric bilinear form (τi is the same as ui in Section 2, but we
use τi here to agree with the notations in [GMS1,2]). Let Cijk be the struc-
ture constants determined by [τi, τj ] = Cijkτk, then Cijk = ([τi, τj ], τk) =
(τi, [τj , τk]) = (τj , [τk, τi]) = Cjki = Ckij = −Cjik and
CipqCjqp = 2h
∨δij .
There are two embeddings of the Lie algebras iL : g →֒ T, iR : g →֒ T having
left and right invariant vector fields as their images and [iL(x), iR(y)] = 0
for any x, y ∈ g. Identify g with its image under iL and denote iR(x) by x
R.
There exists aij ∈ A such that
τRi = a
ijτj
where aij(1) = −δij , i.e. (a
ij) is the invertible transformation matrix be-
tween the two A-basis of T . The following identities are derived in [GMS2]:
τi(a
jk) = −Cipka
jp, τRi (a
jk) = Cijqa
qk.
Lemma 3.13. One has aijaik = δjk, a
ikajk = δij and τi = a
jiτRj .
Proof. For any s, we have τRs (a
ijaik) = τRs (a
ij)aik+aijτRs (a
ik) = Csipa
pjaik+
Csiqa
ijaqk = 0, hence aijaik = constant = aij(1)aik(1) = (−δij)(−δik) =
δjk. Similarly τs(a
ikajk) = −Cspka
ipajk − Csqka
ikajq = 0, hence aikajk =
(−δik)(−δjk) = δij . The third identity follows. 
Let {ωi} be (left invariant) 1-forms dual to the vector fields {τi}, i.e.
〈τi, ωj〉 = δij . {ωi} form an A-basis of Ω and one has according to [GMS2]:
τi(ωj) = Cijsωs, τ
R
i (ωj) = 0.
{τi(z)} generate one copy of the gˆ-action on UAg,k (of level k) since
τi(0)τj = Cijsτs and τi(1)τj = kδij . Let
jR(τi) = τ
R
i + k¯a
ipωp,
it is shown in [GMS2] that {jR(τi)(z)} generate another copy of the gˆ-action
on UAg,k of the dual level k¯ = −2h
∨−k. We use the ’bar’ notation to denote
it, so τ¯i(−1)1 = jR(τi) = a
ij
(−1)τj(−1)1 + k¯a
ipωp = τj(−1)a
ij + k¯aipωp.
The second equality is because γ|A×g = 0 and the last equality is because
[τj(m), a
ij
(n)] = 0 for any m,n ∈ Z since τj(a
ij) = −Cjpja
ip = 0.
Fix A = Ag,k = (A,T,Ω, . . .).
Lemma 3.14. Let {ω˜i = a
ijωj} be the right invariant 1-forms dual to {τ
R
i }.
For any a, b ∈ A, ω, ω′ ∈ Ω, v ∈ UA, we have
(1) τ¯i(−1)1 = τj(−1)a
ij + k¯ω˜i
(2) τj(−1)1 = τ¯i(−1)a
ij + kωj
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(3) [a(m), b(n)] = [a(m), ω(n)] = [ω(m), ω
′
(n)] = 0
(4) [τi(m), a(n)] = (τia)(m+n) and [τ¯i(m), a(n)] = (τ
R
i a)(m+n)
(5) [τi(m), ωj (n)] = Cijsωs(m+n) +mδm+n,0δij
(6) [τ¯i(m), ω˜j (n)] = Cijsω˜s(m+n) +mδm+n,0δij
(7) [τ¯i(m), ωj (n)] = ma
ij
(m+n−1) and [τi(m), ω˜j (n)] = ma
ji
(m+n−1)
(8) τ¯i(m)v =
∑
l≥0{τj(−1− l)a
ij
(m+l)v + a
ij
(m−1−l)τj(l)v} + k¯ω˜i(m)v
(9) τj(m)v =
∑
l≥0{τ¯i(−1− l)a
ij
(m+l)v + a
ij
(m−1−l)τ¯i(l)v} + kωj(m)v
Proof. Everything follows from either the commutator or iterate formula
once the second identity is verified which is straightforward computation.
Since ∂aij = τk(a
ij)ωk = −Ckpja
ipωk, by the iterate formula we have
τ¯i(−1)a
ij = τk(−1)a
ik
(−1)a
ij+aik(−2)(τka
ij)+k¯aipωpa
ij = τk(−1)δkj+(−Clpka
ipωl)
(−Ckqja
iq)+ k¯ωpδpj = τj(−1)1+CkqjClpkδpqωl+ k¯ωj = τj(−1)1+2h
∨δjlωl+
k¯ωj = τj(−1)1 − kωj, hence τj(−1)1 = τ¯i(−1)a
ij + kωj. 
Let B′ be the subalgebra generated by A and ∂(i)Ω, i ≥ 0 in UCA. In
fact B′ = SymC(A⊕ (⊕i≥0∂
(i)Ω)). Let B be the image of B′ in UA, as we’ll
see later that it plays an important role in our proof of Theorem 3.12.
As an abelian vertex subalgebra of UA, B is the jet algebra associ-
ated to the abelian vertex algebroid (A,Ω, ∂) (cf. [GMS1] 9.3). B is a
free commutative unital A-algebra with generators {∂(j)ωi, j ≥ 0, i} (or
{∂(j)ω˜i, j ≥ 0, i}) and is N-graded with B0 = A, B1 = Ω = ⊕iAωi( or
⊕iAω˜i), B2 = (⊕iA∂ωi)⊕ (⊕i,jAωiωj) (or (⊕iA∂ω˜i)⊕ (⊕i,jAω˜iω˜j)) and etc.
Lemma 3.15. B is the vertex subalgebra of UA generated by UA0 = A.
Proof. Since aij(−2)a
il = (−Ckpja
ipωk)a
il = Ckjlωk, we deduce that ωr =
1
2h∨Crlja
ij
(−2)a
il. The lemma follows. 
Let U(gˆ, k) = U(gˆ)/(c− k).
Proposition 3.16. B is closed under the actions of gˆ≥0 and ¯ˆg≥0. As a
U(gˆ, k)-module, UA = U(gˆ, k) ⊗U(gˆ≥0,k) B; as a U(
¯ˆg, k¯)-module, UA =
U(¯ˆg, k¯) ⊗U(¯ˆg≥0,k¯) B. In particular as a vector space UA = U(gˆ−) ⊗ B =
U(¯ˆg−) ⊗ B. Furthermore B
gˆ>0 = B
¯ˆg>0 = A, UAgˆ>0 = U(¯ˆg−) ⊗ A and
UA
¯ˆg>0 = U(gˆ−)⊗A.
Proof. It follows from the commutation relations in Lemma 3.14 that B is
closed under the gˆ≥0- and ¯ˆg≥0-actions. Write the vectors in B as polynomials
in {∂(j)ωi} with coefficients in A, we say that the highest degree of b =
a∂(p1)ωi1 · · · ∂
(pl)ωil is p1 + 1 if p1 ≥ p2 ≥ · · · ≥ pl. Then τi(m),m > 0 acts
asm times differentiation with respect to the term ∂(m−1)ωi on any vector of
highest degree no more thanm. In particular τi(m) kills all vectors of highest
degree strictly less thanm. Based on this observation it is not difficult to see
that Bgˆ>0 = A. For example suppose that b2 =
∑
ai∂ωi+
∑
i≤j aijωiωj ∈ B2
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is killed by gˆ>0 where ai, aij ∈ A, then ai =
1
2τi(2)b2 = 0, therefore b2 =∑
i≤j aijωiωj, but again aii =
1
2τi(1)τi(1)b2 = 0 and aij = τi(1)τj(1)b2 = 0
for i < j, hence b2 = 0. Similarly we can show that B
¯ˆg>0 = A, but when
dealing with the ¯ˆg≥0-action on B, it’s more natural to use another set of
A-generators {∂(j)ω˜i} of B since it will prevent the appearance of structure
functions aij (see (6) (7) of Lemma 3.14). It follows from Theorem 9.16 in
[GMS1] that as a vector space UA ∼= U(gˆ<0) ⊗ B ∼= U(¯ˆg<0) ⊗ B. Roughly
speaking {τi} (or {τ
R
i }) form an A-basis of T and the function part can
always be moved to the right and absorbed into B. This implies that as
both a gˆ- and ¯ˆg-module, UA is induced from B. Since UA = U(¯ˆg−) ⊗ B
(resp. U(gˆ−) ⊗ B) and the two copies of the gˆ-actions commute with each
other, it follows from Bgˆ>0 = A (resp. B
¯ˆg>0 = A) that UAgˆ>0 = U(¯ˆg−)⊗A
(resp. UA
¯ˆg>0 = U(gˆ−)⊗A). 
Corollary 3.17. LetW be the vertex algebra generated by the quantum fields
a(z) =
∑
a(n)z
−n−1, a ∈ A of conformal weight 0 and τi(z) =
∑
τi(n)z
−n−1,
ωi(z) =
∑
ωi(n)z
−n−1 of conformal weight 1 with the OPE:
τi(z1)a(z2) ∼
τia(z2)
z1 − z2
τi(z1)τj(z2) ∼
Cijsτs(z2)
z1 − z2
+
kδij
(z1 − z2)2
τi(z1)ωj(z2) ∼
Cijsωs(z2)
z1 − z2
+
δij
(z1 − z2)2
a(z1)b(z2) ∼ 0 a(z1)ωj(z2) ∼ 0 ωi(z1)ωj(z2) ∼ 0
and let I be the vertex ∂-ideal generated by a(−1)a
′
(−1)1 − (aa
′)(−1)1 and
a(−2)1− (τia)(−1)ωi(−1)1, a, a
′ ∈ A, then W/I ∼= UA.
Proof. It follows from Lemma 3.14 and Proposition 3.16. 
Remark 3.18. We can certainly formulate other descriptions. For exam-
ple if we replace ωj(z) by ω˜j(z), then all the OPE remain the same ex-
cept the one involving τi(z1) and ωj(z2) which ought to be replaced by
τi(z1)ω˜j(z2) ∼
aji(z2)
(z1−z2)2
, and part of the generators of the ideal should be
replaced by a(−2)1 − (τ
R
j a)(−1)ω˜j(−1)1. Two other options are to use τ¯i(z)
and ωi(z) or τ¯i(z) and ω˜i(z).
Set
̟ = τj(−1)ωj +
k¯
2
ω2s ∈ UA2,
we will show that ̟ is the Virasoro element in UA (for generic k, ̟ is the
same as ω ∈ V2 in Section 2).
Lemma 3.19. One has aij(−3)a
ij = h∨ω2s and ω
2
s = ω˜t
2.
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Proof. Since aij(−2)a
ij = 0, we have 0 = ∂(aij(−2)a
ij) = 2aij(−3)a
ij+(∂aij)(∂aij).
Since (∂aij)(∂aij) = (τka
ij)(τla
ij)ωkωl = Ckpja
ipClqja
iqωkωl = −2h
∨ω2k, we
deduce that aij(−3)a
ij = h∨ω2k. The other identity is easily checked. 
Proposition 3.20. One has
̟ = τ¯i(−1)ω˜i +
k
2
ω2s .
If κ = k + h∨ 6= 0, then
̟ =
1
2κ
∑
i
τi(−1)τi(−1)1−
1
2κ
∑
j
τ¯j(−1)τ¯j(−1)1.
Proof. By (9) of Lemma 3.14, we have τj(−1)ωj = τ¯i(−1)a
ijωj+a
ij
(−2)τ¯i(0)ωj+
aij(−3)τ¯i(1)ωj + kω
2
j = τ¯i(−1)ω˜i + 0 + h
∨w2s + kω
2
j = τ¯i(−1)ω˜i + κω
2
s , hence
̟ = τ¯i(−1)ω˜i+κω
2
s −
κ+h∨
2 ω
2
s = τ¯i(−1)ω˜i+
k
2ω
2
s . Since
∑
τj(−1)τj(−1)1−∑
τ¯i(−1)τ¯i(−1)1 =
∑
j τj(−1)(τj(−1)1−
∑
i τ¯i(−1)a
ij)−
∑
i τ¯i(−1)(τ¯i(−1)1−∑
j τj(−1)a
ij) = k
∑
τj(−1)ωj−k¯
∑
τ¯i(−1)ω˜i = k(̟−
k¯
2ω
2
s)−k¯(̟−
k
2ω
2
s) =
2κ̟, the other identity follows. 
Lemma 3.21. One has the following:
(1) a(0)̟ = −∂a and a(n)̟ = 0 for any a ∈ A, n ≥ 1;
(2) τi(0)̟ = 0, τi(1)̟ = τi(−1)1 and τi(n)̟ = 0 for all n ≥ 2;
(3) τ¯i(0)̟ = 0, τ¯i(1)̟ = τ¯i(−1)1 and τ¯i(n)̟ = 0 for all n ≥ 2;
(4) ωi(0)̟ = 0, ωi(1)̟ = ωi and ωi(n)̟ = 0 for all n ≥ 2.
Proof. Straightforward computation. It follows from Lemma 3.14 and the
definition of ̟. 
Proposition 3.22. Let Y (̟, z) =
∑
n∈Z Lnz
−n−2, then for any a ∈ A, x, y ∈
g, ω ∈ Ω and m,n ∈ Z, one has the following:
(1) [Lm, a(n)] = −(m+ n+ 1)a(m+n);
(2) [Lm, x(n)] = −nx(m+ n);
(3) [Lm, y¯(n)] = −ny¯(m+ n);
(4) [Lm, ω(n)] = −nω(m+n).
Proof. It follows from Lemma 3.21 and Borcherds’ commutator formula. 
Lemma 3.23. One has ̟(0)̟ = ∂̟, ̟(1)̟ = 2̟, ̟(2)̟ = 0 and
̟(3)̟ = dimg.
Proof. Straightforward computation using Lemma 3.21 or Proposition 3.22.

Proposition 3.24. One has [Lm,Ln] = (m−n)Lm+n+
m3−m
12 δm+n,02 dimg,
L−1 = ∂ and that L0 acts as the gradation operator. Hence ̟ is a Virasoro
element and UA is a vertex operator algebra of rank 2 dimg.
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Proof. The Virasoro commutation relations follow from Lemma 3.23. The
fact that L−1 = ∂ can be first checked on the generators a ∈ A, τi and ωi,
then on the whole vertex algebra UA. The commutation relations for L0 in
Proposition 3.22 imply that L0 acts on UA as the gradation operator. 
Definition 3.25. Define a symmetric bilinear form (, ) on A as follows: for
u⊗u∗ ∈ Vλ⊗V
∗
λ and v
∗⊗v ∈ V ∗µ⊗Vµ, set (u⊗u
∗, v∗⊗v) = 1dim Vλ (u, v
∗)(u∗, v)
if λ = µ; 0 otherwise, then extend it bilinearly to A×A→ C. In particular
(1, 1) = 1.
Lemma 3.26. The bilinear form (, ) defined above satisfies the following:
(1) (, ) is non-degenerate;
(2) (a, b) = (1, ab), in particular (ab, c) = (b, ac) for any a, b, c ∈ A;
(3) (x · a, b) = −(a, x · b) and (yR · a, b) = −(a, yR · b) for any x, y ∈ g.
Proof. Non-degeneracy is obvious. It suffices to prove (2) for a = u⊗ u∗ ∈
Vλ ⊗ V
∗
λ and b = v ⊗ v
∗ ∈ Vµ ⊗ V
∗
µ . Note that V
0
λµ
∼= (V ∗λ ⊗ V
∗
µ )
g ∼=
Homg(Vλ, V
∗
µ ) = C if µ = λ
∗(= ω0λ); 0 otherwise. Hence if µ 6= λ
∗, then ab
has no 0-component, in which case (1, ab) = 0 = (a, b). If µ = λ∗, then
V 0λλ∗ = C and it is generated by the evaluation map f : w ⊗ w
∗ 7→ (w,w∗).
It’s not difficult to check that the evaluation map g ∈ V 0λ∗λ has dual g
∗ :
C→ Vλ⊗V
∗
λ ; 1 7→
∑
iwi⊗w
∗
i , where {wi} and {w
∗
i } are dual basis of Vλ and
V ∗λ . Hence fg
∗ =
∑
i(wi, w
∗
i ) = dimVλ, which means that (f, g) = dimVλ.
By Proposition 2.11 the 0-component of ab is 1dim Vλ f(u⊗ v)⊗ g(u
∗ ⊗ v∗) =
1
dim Vλ
(u, v)(u∗, v∗), therefore (1, ab) = (1, (ab)0) = (a, b). (3) is obvious. 
Remark 3.27. If we regard A as the space of representative functions on
the maximal compact Lie subgroup of G, then (a, b) is nothing else but the
integral of ab with respect to the Haar measure.
Let σ be the anti-involution of gˆ defined by x(m) 7→ −x(−m), c 7→ c.
Recall U(gˆ, k) = U(gˆ)/(c = k), then σ can be extended to an antiauto-
morphism of U(gˆ, k) which we still denote by σ. We also have the PBW
decomposition U(gˆ, k) ∼= U(gˆ−)⊗ U(g)⊗ U(gˆ+).
Let’s recall the contragredient module V c of a vertex operator algebra V
from [FHL]. As a vector space, V c = ⊕nV
∗
n is the restricted dual of V . The
V -module structure is given by (Y (v, z)u∗, u) = (u∗, Y (ezL1(−z−2)L0v, z−1)u)
for any u∗ ∈ V c, u, v ∈ V , which is equivalent to (v(2n−m−2)u
∗, u) = (−1)n
(u∗,
∑
k≥0
1
k!(L
k
1v)(m−k)u) for homogeneous vector v of degree n and any
m ∈ Z. In particular for a ∈ V0, one has (a(m)u
∗, u) = (u∗, a(−m−2)u) and
for v ∈ V1, one has (v(m)u
∗, u) = −(u∗, {v(−m) + (L1v)(−m−1)}u).
Proposition 3.28. There exists a unique non-degenerate symmetric bilin-
ear form (, ) on UA such that it satisfies the following:
(1) it is an extension of the form (, ) on A = UA0;
(2) (UAm, UAn) = 0 except for m = n ≥ 0;
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(3) (Y (v, z)v1, v2) = (v1, Y (e
zL1(−z−2)L0v, z−1)v2) for any v, v1, v2 ∈
UA, in particular a∗(n) = a(−n−2), ω
∗
(n) = −ω(−n), x(n)
∗ = −x(−n),
y¯(n)∗ = −y¯(−n) for any a ∈ A,ω ∈ Ω, x, y ∈ g.
Proof. Let’s construct the bilinear form (, ) explicitly. First we extend
the form (, ) in Definition 3.25 to B as follows: (Bm, Bn) = 0 except
when m = n = 0, in which case it coincides with the form (, ) on A.
By Proposition 3.16, UA = U(gˆ−) ⊗ B. Given any P,Q ∈ U(gˆ−) and
b, b˜ ∈ B, write σ(P )Q =
∑
iR
−
i R
0
iR
+
i for some R
−
i ∈ U(gˆ−), R
0
i ∈ U(g)
and R+i ∈ U(gˆ+), then define (Pb,Qb˜) =
∑
i(σ(R
−
i )b,R
0
iR
+
i b˜). Note that
the right hand side is well defined since both σ(R−i )b and R
0
iR
+
i b˜ are in B.
Since σ(Q)P = σ(σ(P )Q) =
∑
i σ(R
−
i R
0
iR
+
i ) =
∑
i σ(R
+
i )σ(R
0
i )σ(R
−
i ), by
definition (Qb˜, Pb) =
∑
i(R
+
i b˜, σ(R
0
i )σ(R
−
i )b). Then it follows from (3) of
Lemma 3.26 that (Pb,Qb˜) = (Qb˜, Pb), i.e. the bilinear form (, ) we defined
is in fact symmetric. (2) is obvious.
From the construction it is easy to check that x(n)∗ = −x(−n). To
show that a∗(n) = a(−n−2), i.e. (a(n)v1, v2) = (v1, a(−n−2)v2) for any v1, v2 ∈
UA, first note that it is true for any v1 = b ∈ B and v2 = b˜ ∈ B be-
cause if n = −1, it follows from (2) of Lemma 3.26; otherwise assume
n ≥ 0 without loss of generality, then a(n)b = 0 and (b, a(−n−2)b˜) = 0
since a(−n−2)b˜ ∈ ⊕n≥1Bn. Next we prove that it is true for any v1 = b ∈ B
and v2 ∈ UA. Suppose it holds for any b ∈ B and v2 of length ≤ l,
then for any x ∈ g,m > 0, we have (a(n)b, x(−m)w) = −(x(m)a(n)b, w) =
−((x · a)(m+n)b, w) − (a(n)x(m)b, w). Since x(m)b ∈ B, by induction it
equals −(b, (x·a)(−2−m−n)w)−(x(m)b, a(−n−2)w) = −(b, (x·a)(−2−m−n)w)+
(b, x(−m)a(−n−2)w) = (b, a(−n−2)x(−m)w), which means that it holds for
any b ∈ B and v2 of length ≤ l + 1. Finally by similar induction on
the length of v1, we can show that it is true for any v1, v2 ∈ UA. Since
L1x(−1)1 = 0, we actually proved (3) for v = a ∈ A and x(−1)1. Since
they generate the whole vertex operator algebra, (3) holds for any v ∈ UA.
Set v = ω or y¯(−1)1, we obtain ω∗(n) = −ω(−n) and y¯(n)
∗ = −y¯(−n) because
L1ω = L1y¯(−1)1 = 0.
Observe that (, ) is uniquely determined by (1) and (3), so it only re-
mains to prove the non-degeneracy. By (2) it suffices to prove it on each
fixed level. On the top level UA0 = A, it is true by (1) of Lemma 3.26.
Write U(gˆ−) = ⊕n≥0U(gˆ−)[n], then UA1 = U(gˆ−)[1]A ⊕ B1. It helps
to also decompose it into U(¯ˆg−)[1]A ⊕ B1. Since the two affine actions
commute, the only nontrivial pairings on UA1 are between U(gˆ−)[1]A and
B1, and between B1 and U(¯ˆg−)[1]A. Suppose v =
∑
τi(−1)ai +
∑
cj ω˜j ∈
Ker(, )|UA1 for some ai, cj ∈ A, then for any s and c ∈ A, we have 0 =
(v, cωs) = −
∑
(ai, τi(1)(cωs)) = −
∑
(ai, δisc) = −(as, c), hence as = 0
for any s. Moreover for any t and a ∈ A, we have 0 = (v, τ¯t(−1)a) =
−
∑
(τ¯t(1)(cj ω˜j), a) = −
∑
(cjδjt, a) = −(ct, a), hence ct = 0 for any t.
Therefore v = 0, i.e. Ker(, )|UA1 = 0.
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Generally, choose an ordered basis of gˆ−: X = {· · · > τ1(−n) > τ2(−n) >
· · · > τdimg(−n) > τ1(−n + 1) > τ2(−n + 1) > · · · > τdimg(−n + 1) >
· · · > τ1(−1) > τ2(−1) > · · · > τdimg(−1)}. Then Y = {x1x2 · · · xr : xi ∈
X , x1 ≥ · · · ≥ xi ≥ xi+1 ≥ · · · ≥ xr} form an encyclopedically ordered basis
of U(gˆ−). To any y ∈ Y, associate a ϑy ∈ B replacing τi(−n) by ∂
(n−1)ωi,
for example ϑ(τ1(−2)
2τ2(−2)τ1(−1)τ2(−1)
3) = (∂ω1)
2(∂ω2)ω1ω
3
2. By the
proof of Proposition 3.16, it is not difficult to see that σ(y2)ϑ(y1) = 0 if
y1 < y2 ∈ Y and σ(y1)ϑ(y1) equals a nonzero constant. For a fixed n > 0,
decompose UAn in two different ways: UAn = ⊕0≤l≤nU(gˆ−)[l] ⊗ Bn−l =
⊕0≤l≤nU(¯ˆg−)[l]⊗Bn−l. The only nontrivial pairings are between U(gˆ−)[l]⊗
Bn−l and U(¯ˆg−)[n−l]⊗Bl for various l. Suppose v =
∑
0≤l≤n
∑
1≤i≤ml
ylib
i
n−l
∈ Ker(, )|UAn where y
l
1 < y
l
2 < · · · ∈ Y ∩ U(gˆ−)[l] and b
i
l ∈ Bl, then for
a fixed l and any a ∈ A, y ∈ U(¯ˆg−)[n − l], we have 0 = (v, yaϑ(y
l
1)) =
(
∑
i y
l
ib
i
n−l, yaϑ(y
l
1)) =
∑
i(b
i
n−l, yσ(y
l
i)aϑ(y
l
1) = C(b
1
n−l, ya) = C(σ(y)b
1
n−l, a)
where C is a nonzero constant. Since a is arbitrary, we have σ(y)b1n−l = 0
(for any y ∈ U(¯ˆg−)[n − l]). By the proof of Proposition 3.16, this implies
that b1n−l = 0. Inductively we can show that b
i
n−l = 0 for all i, hence v = 0,
i.e. (, )|UAn is non-degenerate. 
Set Aλ = Vλ ⊗ V
∗
λ . If we take {∂
(j)ωi} as the (free) A-generators of B,
then each b ∈ B can be written as polynomials in these generators with
coefficients in A. Let Bλ be the collection of those with coefficients in Aλ.
Similarly let B˜λ be all the polynomials in generators ∂
(j)ω˜i with coeffi-
cients in Aλ, then as a vector space B = ⊕λBλ = ⊕λB˜λ. If we decompose
UA = ⊕λU(gˆ−) ⊗ Bλ, since Bλ is closed under the gˆ≥0-action, it is not
difficult to see that (U(gˆ−) ⊗ Bλ, U(gˆ−) ⊗ Bµ) = 0 except for µ = λ
∗, in
addition (U(gˆ−)⊗ Bλ)n now becomes finite dimensional. The same is true
for (U(gˆ−)⊗ B˜λ, U(¯ˆg−)⊗Bµ) and (U(¯ˆg−)⊗ B˜λ, U(¯ˆg−)⊗ B˜µ).
We can make the following identifications: U(gˆ, k)⊗U(gˆ≥0,k)Aλ = U(gˆ−)⊗
Aλ ∼= Vλ,k ⊗ Vλ∗ and U(¯ˆg, k¯)⊗U(¯ˆg≥0,k¯) Aλ = U(
¯ˆg−)⊗Aλ ∼= Vλ ⊗ Vλ∗,k¯.
Lemma 3.29. B can be equipped with a gˆ- (resp. ¯ˆg-)module structure
denoted by ρ (resp. ρ˜), such that ρ|Bλ
∼= (Vλ∗,k ⊗ Vλ)
c (resp. ρ˜|fBλ
∼=
(Vλ∗ ⊗ Vλ,k¯)
c).
Proof. (, ) induces a gˆ- (resp. ¯ˆg-)homomorphism φ (resp. ψ) from UA to
(⊕λVλ,k⊗Vλ∗)
c (resp. (⊕λVλ⊗Vλ∗,k¯)
c). Let J (resp. J¯) be the augmentation
ideal in U(gˆ−) (resp. U(¯ˆg−)), then UA = (J¯ ⊗ B) ⊕ B (resp. UA =
(J ⊗ B) ⊕ B) and it is obvious that φ|J¯⊗B = 0 (resp. ψ|J⊗B = 0). In
addition by the proof of Proposition 3.28, the pairing between U(gˆ−)⊗ Aλ
and Bλ∗ (resp. between U(¯ˆg−)⊗Aµ and B˜µ∗) is non-degenerate, hence the
induced maps φ|Bλ∗ : Bλ∗ → (Vλ,k ⊗ Vλ∗)
c (resp. ψ|gBµ∗
: B˜µ∗ → (Vµ ⊗
Vµ∗,k¯)
c) are isomorphisms of vector spaces (since all Bλ∗ ’s and B˜µ∗ ’s are
finite dimensional on each level). Hence φ|B : B → ⊕λ(Vλ,k ⊗ Vλ∗)
c (resp.
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ψ|B : B → ⊕µ(Vµ ⊗ Vµ∗,k¯)
c) is an isomorphism of vector spaces. Therefore
the gˆ- (resp. ¯ˆg-)module structure of the right hand side can be carried over
to the left. 
Remark 3.30. B is not a gˆ- (or ¯ˆg-)submodule of UA, but only closed
with repsect to the action of gˆ≥0 (or ¯ˆg≥0). The previous lemma means that
x(m)b ≡ ρ(x(m))b (mod J¯ ⊗ B) and y¯(n)b ≡ ρ˜(y¯(n))b (mod J ⊗ B) for any
x(m) ∈ gˆ, y¯(n) ∈ ¯ˆg and b ∈ B.
Lemma 3.31. Suppose k, k¯ /∈ Q, then
(1) for any λ ∈ P+ the pairing (, ) : (U(gˆ−)⊗Aλ)× (U(gˆ−)⊗Aλ∗)→ C
(resp. (, ) : (U(¯ˆg−)⊗Aλ)× (U(¯ˆg−)⊗Aλ∗)→ C) is nondegenerate.
(2) Vλ,k ⊗ Vλ∗,k¯ is irreducible as a gˆ⊕
¯ˆg-module.
Proof. Obvious since Vλ,k and Vλ∗,k¯ are irreducible when k, k¯ /∈ Q. 
Remark 3.32. For generic values of k and k¯, by (2) of the previous lemma,
the gˆ⊕ ¯ˆg-submodule UAs generated by A is as big as U(gˆ−)⊗ U(¯ˆg−)⊗ A.
It is not difficult to show that it is indeed the whole UA by comparison of
the characters. But here we prove it more directly for the reason that the
computations we use will be helpful later for the non-generic situation.
Lemma 3.33. Let b ∈ B, then
(1) if m ≥ 0, then τi(m)b ∈ B (resp. τ¯i(m)b ∈ B);
(2) if m > 0, then τi(−m)b =
∑
j,1≤n≤m τ¯j(−n)b
j,n + ρ(τi(−m))b for
some bj,n ∈ B (resp. τ¯i(−m)b =
∑
j,1≤n≤m τj(−n)b˜
j,n + ρ˜(τ¯i(−m))b
for some b˜j,n ∈ B);
(3) generally for any m > 0 and n ≥ 0, one has U(gˆ−)[m] ⊗ Bn ⊂∑m
i=1 U(
¯ˆg−)[i]⊗Bn+m−i+Bm+n (resp. U(¯ˆg−)[m]⊗Bn ⊂
∑m
i=1 U(gˆ−)[i]⊗
Bn+m−i +Bm+n);
(4) define a map t : U(gˆ−) ⊗ A → U(¯ˆg−) ⊗ A as follows: a 7→ a;
τi1(−m1) · · · τil(−ml)a 7→
∑
j1,··· ,jl
τ¯jl(−ml) · · · τ¯j1(−m1)(a
jlil · · · aj1i1a)
for any a ∈ A, m1, . . . ,ml > 0, then t is bijective and (·, b) = (t(·), b)
for any b ∈ B.
Proof. (1) is already proved in Proposition 3.16. (2) follows from (8) and
(9) of Lemma 3.14. In fact we have τi(−m)b =
∑
j{τ¯j(−1)(b∂
(m−1)aji) +
τ¯j(−2)(b∂
(m−2)aji) + · · · + τ¯j(−m)(ba
ji)} + ρ(τi(−m))b (resp. τ¯i(−m)b =∑
j{τj(−1)(b∂
(m−1)aij)+τj(−2)(b∂
(m−2)aij)+· · ·+τj(−m)(ba
ij)}+ρ˜(τ¯i(−m))b).
Set bj,n = b∂(m−n)aji (resp. b˜j,n = b∂(m−n)aij), then for homogeneous b,
bj,n ∈ Bm−n+degb (resp. b˜j,n ∈ Bm−n+degb). (3) can be proved by induction.
(4) follows from (3) and the fact that (U(¯ˆg−)⊗ (⊕n≥1Bn), B) = 0. 
Proof of Theorem 3.12:
To prove that UA = UAs when k, k¯ /∈ Q, it suffices to show that B ⊆
UAs. Clearly B0 = A ⊆ UA
s. Suppose Bk ⊆ UA
s for all k ≤ n, we want
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to show that Bn+1 ⊆ UA
s. For any bn+1 ∈ Bn+1, by Lemma 3.29 and 3.31,
there exists a v ∈ (U(gˆ−) ⊗ A)n+1 such that (bn+1 − v, U(gˆ−) ⊗ A) = 0,
i.e. bn+1 − v ∈ J¯ ⊗ B. By Lemma 3.33, only elements from B≤n appear
in bn+1 − v ∈ J¯ ⊗ B, hence by assumption bn+1 − v ∈ UA
s, therefore
bn+1 ∈ UA
s.
To prove that UA ∼= V as vertex operator algebras, it suffices to show that
there is only one possible VOA structure on the space ⊕λVλ,k⊗Vλ∗,k¯ (k /∈ Q)
if we require that V0,k⊗V0,k¯ yields the gˆ⊕
¯ˆg-module structure of it as a vertex
subalgebra, and the restriction of the (−1) operation to ⊕λVλ ⊗ V
∗
λ
∼= R(G)
is multiplication of regular functions. Using the nondegenerate symmetric
bilinear form on ⊕λVλ,k ⊗ Vλ∗,k¯ (k /∈ Q) determined by x(n)
∗ = −x(−n),
y¯(m)∗ = −y¯(−m) and Definition 3.25, it is not difficult to see that u(n)v is
uniquely determined by the requirements for any u, v ∈ ⊕λVλ,k ⊗ Vλ∗,k¯ and
n ∈ Z. Thus Theorem 3.12 is proved.

For the rest of Section 3 we will show that the Zhu’s algebra for UAg,k is
isomorphic to the algebra of differential operators on the Lie group G.
In [Zh], Y. Zhu defined an associative algebra A(V ) for any vertex opera-
tor algebra V and proved the one-to-one correspondence between irreducible
A(V )-modules and irreducible V -modules. As a vector space A(V ) is a quo-
tient space of V . More specifically let O(V ) be the linear span of elements
of the form Resz(Y (u, z)
(z+1)wtu
z2
v) where u, v ∈ V with u homogeneous, and
set A(V ) = V/O(V ). Define a multiplication in V as follows:
u ∗ v = Resz(Y (u, z)
(z + 1)wtu
z
v),
then it induces the (associative) multiplication on the quotient A(V ) =
V/O(V ) and the image of the vacuum 1 in A(V ) becomes the identity ele-
ment. For example, the Zhu’s algebra for the vertex operator algebra V0,k
is isomorphic to the universal enveloping algebra of g ([FZ]).
Denote by [v] ∈ A(V ) the image of v ∈ V .
Lemma 3.34. For any a ∈ V0, x ∈ V1, v ∈ V and n ≥ 0, one has
(1) [a] ∗ [v] = [a(−1)v], [x] ∗ [v] = [(x(−1)+x(0))v] and [v] ∗ [x] = [x(−1)v];
(2) a(−2−n)v, (x(−1−n) + x(−2−n))v ∈ O(V ).
Proof. (1) follows from the definition and Lemma 2.1.7 in [Zh]. (2) follows
from Lemma 2.1.5 in [Zh]. 
Lemma 3.35. For the vertex operator algebra UA = UAg,k one has
(1) U(gˆ−)⊗B≥1 ⊂ O(UA);
(2) [x1(−n1 − 1) · · · xl(−nl − 1)a] = (−1)
n1+···nl [a] ∗ [xl(−1)1] ∗ · · · ∗
[x1(−1)1] for any xi ∈ g, ni ≥ 0 and a ∈ A.
Proof. It follows from Lemma 3.15 and (2) of Lemma 3.34 that [ωr] = 0
for any r. Moreover for any n ≥ 0, v ∈ UA, by Lemma 3.34 we have
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[ωr(−n−1)v] = (−1)
n[ωr(−1)v] = (−1)
n[v] ∗ [ωr] = 0, hence [b] = 0 for any
b ∈ B≥1. Again by (2) of Lemma 3.34, we have [x1(−n1 − 1) · · · xl(−nl −
1)b] = (−1)n1 [x1(−1) · · · xl(−nl − 1)b] = (−1)
n1 [x2(−n2 − 1) · · · xl(−nl −
1)b] ∗ [x1(−1)1] = · · · = (−1)
n1+···nl [b] ∗ [xl(−1)1] ∗ · · · ∗ [x1(−1)1] for any
xi ∈ g, ni ≥ 0 and b ∈ B. The lemma now follows. 
Let v = A⊕ g be the Lie algebra where the Lie bracket is given by
[a+ x, a′ + y] = (x · a′ − y · a) + [x, y]
for any a, a′ ∈ A, x, y ∈ g. Since A is an abelian Lie subalgebra of v,
we have the decomposition U(v) = SymCA ⊗ U(g). Let I be the ideal of
U(v) generated by elements of the form a · a′ − aa′ where a · a′ denotes the
formal multiplication in SymCA while aa
′ denotes the actual multiplication
of functions. Let D = U(v)/I, then D ∼= A ⊗ U(g) as a vector space where
the isomorphism is induced by multiplication. In fact D is the algebra of
differential operators on the Lie group G.
Proposition 3.36. A(UA) ∼= D.
Proof. By Lemma 3.35, A(UA) is generated as an associative algebra by
elements of the type [a], [x(−1)1] where a ∈ A, x ∈ g. By definition [a]∗[a′] =
[a(−1)a
′] = [aa′] = [a′] ∗ [a]. Moreover by Lemma 2.1.7 in [Zh], we have
x(−1)1∗a−a∗x(−1)1 ≡ Resz(Y (x(−1)1, z)a) ≡ x(0)a ≡ x ·a mod O(UA),
i.e. [x(−1)1] ∗ [a] − [a] ∗ [x(−1)1] = [x · a]. Hence there exists a surjective
homomorphism D ։ A(UA). To see that it is also injective it suffices to
show that O(UA) is the linear span of U(gˆ−) ⊗ B≥1 and elements of the
type (x(−n − 2) + x(−n− 1))v where x ∈ g, n ≥ 0 and v ∈ UA, which can
be proved by induction. 
4. integral central charges
Finally we would like to discuss the case when k, k¯ ∈ Z. This case is
more subtle and undoubtedly more interesting (cf. [FS] 4.3). The Fock
space realization in [FS] exists for any κ 6= 0, i.e. excluding the critical
levels k = k¯ = −h∨, and the construction of the vertex envelop of the vertex
algebroid Ag,k studied in Section 3 works for any k ∈ C. When k ∈ Z,
the vertex operator algebra UA is the same size as in the generic case, but
the gˆ⊕ ¯ˆg-module structure is much more complicated. Instead of having a
nice decomposition, it has linkings determined by the shifted action of the
affine Weyl group. We have the following results based on the work done in
Section 3.
The Weyl modules with rational central charges are usually reducible. We
say that a vector v ∈ Vλ,k is singular if gˆ>0 · v = 0. The singular vectors are
closed under the g-action.
Let S = (U(gˆ−)⊗A) ∩ (U(¯ˆg−)⊗A).
Lemma 4.1. S = UAgˆ>0⊕
¯ˆg>0 = {v ∈ U(gˆ−)⊗A : t(v) = v}.
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Proof. The first equality follows from Proposition 3.16. The second one
follows from (4) of Lemma 3.33 because the map t is uniquely determined
by the pairing property. 
S is N-graded and S0 = A. If k, k¯ /∈ Q, then S = A, otherwise S is much
bigger and contains all the singular vectors.
Proposition 4.2. If X ⊂ Vλ,k is a subspace of singular vectors and X ∼= Vµ
as a g-module, then there exists a singular subspace Y ⊂ Vµ∗,k¯ such that
Y ∼= V ∗λ as a g-module and X ⊗ V
∗
λ = Vµ ⊗ Y in UA.
Proof. Suppose that X ⊂ Vλ,k is a singular subspace and X ∼= Vµ as a g-
module, then X ⊗ V ∗λ ⊂ (UA)
gˆ>0 = U(¯ˆg−) ⊗ A. It follows that X ⊗ V
∗
λ ⊂
U(¯ˆg−)⊗Aµ, hence X ⊗ V
∗
λ = Vµ ⊗ Y for some singular subspace Y ⊂ Vµ∗,k¯
and Y ∼= Vλ∗ as a g-module. 
Let λ, µ ∈ P+ be as in Proposition 4.2, then the gˆ⊕ ¯ˆg-submodules gener-
ated by Vλ ⊗ V
∗
λ and Vµ ⊗ V
∗
µ have a nontrivial intersection, therefore UA
s
(the gˆ⊕ ¯ˆg-submodule generated by A) is strictly smaller than UA.
In view of the equivalence of categories of representations of the affine
Lie algebra and representations of the quantum group (cf. [KL1-4]), and
the Arkhipov functor which transforms modules with a Weyl filtration of
level k into modules with a Weyl filtration of dual level k¯ (cf. [A], [So]), we
conjecture that under equivalence of categories, the gˆ⊕ ¯ˆg-module structure
of UA with noncritical integral central charges is the same as the bimodule
structure of the regular representation of the corresponding quantum group
at roots of unity (see [Z]). For k ≥ 0, k¯ ≤ −2h∨, we conjecture that UA
admits an increasing filtration of gˆ ⊕ ¯ˆg-submodules having Vλ,k ⊗ V
c
λ,k¯
as
successive quotients and a decreasing filtration with V cλ,k⊗Vλ,k¯ as successive
quotients, where V cλ,k is the contragredient module of Vλ,k defined by the
antiautomorphism x(n) 7→ −x(−n), c 7→ c of gˆ.
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