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This is a Library Circulatin9 Copy which may be borrowed for two weeks. For a personal retention copy, call Tech. Info. Dioision, Ext. 6781 INTRODUCTION Euler's constant y is defined by k=l Early computations of y used the Euler-Maclaurin expansion to accelerate convergence of (1): see Brent [7] and Glaisher [12] • Sweeney [16] suggested a method which avoids the need for computation of the Bernoulli numbers which appear in the Euler-Maclaurin expansion, and Bre~t [7, 8] used Sweeney's method to compute y to 20,700 decimal places. There is some interest in computing y as accurately as possible because it is not yet known whether y is rational or irrational (although.see Theorem 1 below).
In Section 3 we describe an algorithm which is about twice as fast as Sweeney's. The algorithm depends on some identities, given in Section 2, involving modified Bessel functions.
To demonst~ate the effectiveness of the algorithm we have used it to compute y to 30,100 decimal places: see Section 5. Some other algorithms for the high-precision computation of yare briefly described and compared in Section 4.
2.

SOME BESSEL FUNCTION IDENTITIES by
The modified Bessel functions I)z) and KO (z) are 'defined
It is easy to verify, by carrying out the differentiation indicated above, that (2) , where =; Thus, taking z = 2n·~ 2,in (2), we have (5) o < U(n)jV ( In the following section we describe an algorithm (B1) for computing y using (5) to (7) . It is interesting to note that the relations (2) to (4) were essentially given by Riemann [14] in 1855, but the possibility of using them to compute Euler's constant appears to have been overlooked.
THE ALGORITHM Bl
Suppose we \vish to, evaluate y to d decimal places.
If we choose
for some suitable constrmt c then, from (5),
.. 
For algorithm Bl, n is chosen according to (8),and working precision equivalent to slightly more than d(floating) decimal
n n 1S compute, e.g. y t e [9] , and AD, B O ' U o and Vo are initialized as in (9) . The iteration (10) is terminated when, to the working precision, Uk = U k _ l and
For j ~ 0 , let aj be the real positive root of (11) a.lna.
Using Stirling's approximation, we see that the number of iterations of (10) required is
In analysing the time required by algorithm Bl and other algorithms described in Section 4, we make the following simplifying assumptions.
(a)
Only the time required for the innerloop(s) is considered (The computation of In(n) is cornmon to all the algorithms considered, so the time_required for this is neglected. The final division of UK by V K takes time 0(d 2 j if done as in [9] , but the constant factor is relatively small, and 0(d 2 ) methods exist [5] .)'
(b)
Multiplication or division of a multiple-precision number (e.g. A k _ l ) by a small integer (e.g. n 2 or k) takes time d units. In the analysis (though not in the implementation of the algorithm) the possibility of reducing the working precision (e.g. for Ak and Bk when k '" K) is neglected.
Considering this possibility complicates the analysis but is unlikely to alter the ranking of the algorithms discussed below.
(c) Addition of two multiple-precision numbers takes time d units.
(The constant is assumed to be the same as for (b). Again, this is unlikely to change the ranking of the algorithms).
Using these assumptions, each iteration of (10) requires time Sd (for 3 multiple-precision additions, 2 multiplications and 3 divisions by small integers). Thus, from (12), the time required by method BI is about 2 2 2a 1 In(10)d '" 16.5d • It is important to note that we avoid keeping Hk or (H k -In(n)) as a multiple-precision number and multiplying by Bk in the inner loop.
This would lead to a method with time ~(d3) if the classical multiplication algorithm were used as in [9] . The idea of using the Bessel function identities to compute y was suggested by the second author, and the O(d 2 ) implementation was discovered by the first author.
"
If terms in the sum (15) are grouped as in [5] and the Schonhage-Strassen fast multiplication algorithm [15] , From (2), we have y + 1n(n) = and, from (3),
10 (2n) 4n (13) k -2n I k -6n -~(w/n) 2e , k=O (-1) a k (2n) + OCe -In) .
Thus, we can find y with error -~ -8n O(n' e ) if K O (2n) is approximated using (13) . If e 2n is computed using the Taylor series, and the time k required to compute (win) 2 is neglected, the time required by this method (B2) is about [(8a 3 + 3a 1 + 6)ln(10)/8]d 2 '" 16.3 d 2 not appreciably less than for the simpler method B1.
Algorithm B3
k -2n To avoid the computation of (win) 2e in (13) , we may use the 
[(2k)!] 3 with k' < 2n. Empirical evidence suggests that the relative error iri (14) -~ -4n with k' = 2n is O(n e
), but we have not been able to prove this.
Assuming this error bound, the time required with k' = 2n is about
This is less than the estimate 16.sd 2 for algorithm 81, but we preferred to use 81 because of its simplicity and the difficulty in rigorously bounding the error in (14) .
Exponential Integral Methods
where and Several algorithms are based on the identity ( 15) y + In(n) = Q(n) -R(n) ,
e-x dx = O(e-n/n) .
x Beyer and Waterman [3, 4] took n ~ 1n(10)d, worked to precision equivalent to 2d decimal places to compensate for cancellation in the sum for Q(n), and neglected R(n). The time required for this method is about 6a 1 1n(10)d 2 ~ 49.6d 2 , or three times that for method 81.
-9 -Following the suggestion of Sweeney [16] , Brent [7, 8] took n ~ ~ln(lO)d, summed the series for Q(n) using the equivalent of 3d/2 / decimal places, and approximated R(n) by its asymptotic expansion (16) -n n-2 _ e_ \' _k! -2n R (n) = n L k + 0 (e / n). k=O (-n) n Assuming ~he power series is used to compute e , the time required for this method is about i (3a 2 + a + 1) In(10)d 2 ~ 28.8d 2 4 0 about twice as much as for method Bl.
Actual running times confirm this ratio.
Using the identity n e Q(n) 00 \' = L k=O we can evaluate Q(n) by computing LHknk/k! and Lnk/k! by recurrences similar to (10). Because all the terms in the two sums are positive, there is no need to increase the working precision to much more than the equivalent of d decimal places. If n,. ~ In (10) d, and R(n) is neglected, the time required is about 7a In(10)d 2 ~ 43.8d 2 , slightly less than for Beyer , 0
and Waterman's method. If the asymptotic series (16) is used for R(n), the time required is about ~(14al + 3)ln(10)d 2 ~ 30.7d 2 , slightly greater than for Sweeney's method.
-10 -Instead of using the asymptotic expansion (16) for R(n) ,we could :use Euler's continued fraction [17, pg. 350] enR(n) = lin + III + lin + 2/1 + 2/n + 3/1 + 3/n + ••• and the forward or backward recurrence relations. This has the advantage that R(n) Can be evaluated as accurately as desired, whereas with the .
-2n asymptotic expansion (16) the error is ~(e In). The choice of the optimal n and the optimal number of terms in the continued fraction (evaluated by the backward recurrence relations) gives a method competitive with algorithm Bl, but much more complicated.
5.
Computational Results y was computed to more than 30,100 decimal places using method Bl·and a multiple-precision arithmetic package [9] on a Univac 1100/42.
Three independent computations were performed, with n = 17,332 (using base 10,000 and 7,527 digits), n = 17,357 (base 65,535 and 6,260 digits) , and n = 17,387 (base 65,536 and 6,271 digits) . All three agreed to 30,100 decimal places, and the last two agreed to 30,141 decimal places.
The computer time required for each computation was about 20 hours, much the same as for the 20,700 decimal place computation [7] using Sweeney's method on the same machine.
We also computed G = exp (y) to more than 30,100 decimal places using the exponential routine in Brent's package [9] (with base 65,536 and 6,260 digits), and verified it by computing In (G) hy the Gauss-Salamin algorithm [6] (with base 10,000 and 7,550 digits). The rounded 30,1000 values of y and G are given in [10] .
The first 29,200 partial quotients in the regular continued fractions for y and G were computed and verified as in [7, 8] . Statistics on the distributions of the first 29,000 partial quotients are given in Table 1, with notation as in [7, Table 2 ]. A chi-squared test did not show any o -11- Table 1 Distribution of firs t 29,000 partial quo'tients for y and G significant difference (at the 5% level) between the actual distributions and the distribution predicted by the Gauss-Kusmin theorem [13] . A table of the first 29,000 partial quotients for y and G is given in [11] .
From the continued fractions for y and G we can improve the Theorem of [7, Sec. 7] , where the lower bound on IQlwas 10 10 ,000
Theorem 1 I I 15 000 If y or G '" P/Q for integers P and Q, then Q >10 ' 
