Introduction
We consider two sets of variables with a joint distribution and analyze the canonical correlations between the variables in the two sets. One of the analyses used is the canonical correlation analysis, which finds linear combinations of variables in the sets that have the maximum correlation, and these linear combinations are the first coordinates in new systems. Then, a second linear combination in each set is obtained such that the linear combination is uncorrelated with the first linear combination. The procedure is continued until two new coordinate systems are specified completely. This theory was developed by Hotelling (1935 Hotelling ( , 1936 .
In this paper, we first determine the principal components of the two sets and then calculate the canonical correlation between the two principal components. Principal components analysis is a procedure used for analyzing multivariate data that transforms the original variables into new ones that are uncorrelated and account for decreasing proportions of the variance in the data. This analysis attempts to characterize or explain the variability in a vector variable by replacing it with a new variable with fewer components with large variance.
We know that the interpretation of principal components is easier than the canonical variate. Therefore, comparing canonical correlation analysis with principal component analysis, we can say that the canonical correlations of two principal components are more useful for understanding the relationships of the given data sets. This paper derives the limiting distribution of the canonical correlation of the principal components from two populations. In Section 2, we derive the canonical correlation of the principal components from two populations. In Section 3, we find the limiting distribution of the canonical correlation. Finally, we compare the results of the canonical correlation using an example, a simulation study, and bootstrapping.
Canonical correlation of the principal components from two populations

Principal component canonical correlation in the population
Suppose the random vector Z of p + q components has covariance matrix Σ, which is assumed to be positive definite. Since we are only interested in the variance and covariance in this section, we assume E(Z) = 0 without loss of generality. We partition Z into two subvectors of p and q components, X and Y , such that:
Similarly, the covariance matrix is partitioned into p and q rows and columns,
where Σ xx is p×p, Σ xy is p×q, Σ yx is q ×p, and Σ yy is q ×q. Let λ 1x ≥ · · · ≥ λ px be the ordered latent roots of Σ xx and γ 1x , . . . , γ px be the corresponding latent vectors; similarly, let λ 1y ≥ · · · ≥ λ qy be the ordered latent roots of Σ yy and γ 1y , . . . , γ qy be the corresponding latent vectors. For Σ xx and Σ yy , we may decompose this as:
where Λ x,p = diag(λ 1x , . . . , λ px ) and Λ y,q = diag(λ 1y , . . . , λ qy ) are the diagonal matrices, and the orthogonal matrix is denoted Γ x,p = (γ 1x , . . . , γ px ) and Γ y,q = (γ 1y , . . . , γ qy ). Then, we obtain the i-th principal component of X, U i = γ ix X and the j-th principal component of
where p 1 ≤ p, q 1 ≤ q, p 1 ≤ q 1 . The covariance matrix of (U , V ) is:
where we denote the matrices as
, and Λ y = diag(λ 1y , . . . , λ q 1 y ). The quantities of the canonical correlation coefficient ν 2 * 1 ≥ · · · ≥ ν 2 * p 1 ≥ 0 satisfy:
where δ ij is a Kronecker's delta. Substituting (2.6) into (2.5) gives: (2.10) and therefore
where O is the orthogonalization matrix. ρ 2 * is defined:
Then we get:
Above ρ 2 * means the total sum of the canonical correlations based on p 1 principal components of X and q 1 principal components of Y .
Estimation of the principal canonical component correlation
Let z 1 , . . . , z N be N observations from N (µ, Σ) and z ι be partitioned into two subvectors of p and q components, respectively,
Let the sample covariance matrix S be written as: 
Then, we may estimate ρ 2 * by:
Limiting distributions of estimates of the sum of canonical correlation coefficients based on principal components
From Appendix A, we have the following theorem.
Theorem 1. The limiting distribution of √ n(r 2 * − ρ 2 * ) is normal with mean 0 and variance σ 2 * :
This proof is in Appendix B.
Example
We investigate the correlations between the academic record in senior high school and the score on the common first-stage university entrance examination. From the academic records and scores for 147 students, we obtained the following correlation matrix: 
where R xx is the correlation of the common first-stage university entrance examination and R yy is the correlation of the academic records in senior high school. The variances of x and y are diag (554.1, 474.4, 536.4, 463.5, 459 .2) and diag (354.6, 328.3, 391.6, 452.0, 327.2) , respectively. Now, we apply principal component analysis to the covariance matrices S xx and S yy , respectively, and obtain the latent roots and the corresponding latent vectors as follows: 
In this example we shall use the first and second principal components in each group for explaining the scores of the common first-stage university entrance examination and the academic records in senior high school. We compute the canonical component analysis using those principal components, and obtain the following canonical correlation coefficients: In general, the sum of the all canonical correlation coefficients between x and y is equal to that between u and v. Additionally, as given in Fujikoshi (1982) , the k-th canonical correlation coefficient of selected variables is less than or equal to that of all variables. In our case, the two principal components have almost the same information about the relationships between x and y as all the variables, because the difference of the two canonical correlation coefficients is small; furthermore, it is easier to interpret the canonical variables, as they are written using the uncorrected principal components. With the score on the common first-stage university entrance examination, the first and second principal components keep 65% of the information, while 77% of the information from the academic records in senior high school is kept.
From the values of the characteristic vectors corresponding to the largest and second largest characteristic roots, we know that the first principal component is the factor with overall ability in five subjects, and the second principal component is the factor with ability in science and language.
From the canonical correlation analysis based on the first and second principal components in each group, we obtain the first canonical correlation coefficient of 0.511, and the second canonical correlation coefficient of 0.308. In this paper r 2 is the sum of 0.508 and 0.308, namely 0.815, i.e., the total sum of the canonical correlations based on the largest and second largest principal components of X and Y respectively. By contrast, the largest and second largest canonical correlations on all variables are 0.525 and 0.323, and their sum is 0.848. Since the difference between 0.848 and 0.815 is small, based on the analysis proposed here, we lose only a slight amount of information contained in the correlations.
Let two principal components be u 1 and u 2 on the common first-stage university entrance examination, and v 1 and v 2 on the academic records in senior high school. The first canonical variables given by 0.326u 1 − 1.203u 2 and 0.106v 1 − 1.045v 2 are the variables mainly concerned with the second principal components. The second canonical variables given by 1.275u 1 + 0.307u 2 and 1.653v 1 + 0.067v 2 are the variables concerned with the first principal components. This means that the second principal component is higher correlated than the first principal components. We may obtain similar results in canonical correlation analysis, however the canonical correlation analysis based on principal components gives us clear results.
Simulation study
A simulation study is examined by generating random samples from a normal distribution having the population covariance matrix obtained in Section 4. In this case, σ 2 * = 1.03713 from (3.1) by substituting the covariance matrix (4.1), its latent roots and the corresponding latent vectors. We compare the actual percentile point of √ n(r 2 * −ρ 2 * )/σ * with that of the standard normal distribution. The results of simulation studies for N = 50, 100 and 300 are listed in Table 1 by 100,000 replicates. From the results of the simulation study, we may find that actual percentile points are close to 1.64 or 1.96.
Bootstrapping
Developed by Efron in 1979, the bootstrap method can estimate measures of variability and bias. It can be used in nonparametric or parametric modes. The basic steps in the bootstrap procedure are as follows:
Step 1. Construct an empirical probability distribution, Ω, from the sample by setting a probability of 1/n for each point, z 1 , . . . , z n of the sample. This is the empirical distribution function of the sample, which is the nonparametric maximum likelihood estimate of the population distribution, ω; now, each sample element has the same probability of being drawn.
Step 2. From the empirical distribution function, Ω, draw a random sample of size n with replacement. This is a "resample".
Step 3. Calculate the statistic of interest, z, for this resample, yielding, z * .
Step 4. Repeat Steps 2 and 3 B times, where B is a large number, in order to create B resamples. The practical size of B depends on the tests to be run on the data. Typically, B is at least 1000 when an estimate of the confidence interval around Γ is required.
Step 5. Construct the relative frequency histogram from the B number of z * s by placing a probability of 1/B at each point, z * 1 , . . . , z * B . The distribution obtained is the bootstrapped estimate of the sampling distribution of z.
We investigate the correlations between the academic record in senior high school and the score on the common first-stage university entrance examination using bootstrapping. The results of the bootstrap simulation study for N = 100, 150, and 300 are listed in Table 2 for B = 1000 replicates, wherer 2 * =r 2 * 1 +r 2 * 2 is the sum of the sample canonical correlation coefficient of the sample of size N , generated from the population having the covariance matrix (4.1),r 2 * is the bootstrap mean of the sum of the sample canonical correlation coefficients, s 2 * is the plug-in estimator of σ 2 * , and From the bootstrap results, we find that the value using the correlation is close to the real value.
Conclusion
We find that the limiting distribution of the canonical correlation of the principal components from two populations is the normal distribution by expansion of the correlation. From the results of a simulation study and bootstrapping, we get a value close to the real value, and one can easily determine the meanings of the principal components for both the academic records in senior high school and the scores on the common first-stage university entrance examination. Comparing the correlation from the principal components to the canonical correlation, it is clear that the canonical correlation is larger than the correlation from the principal components, but the difference between the methods is not large. Therefore, it is worth considering to use the correlation from the principal components. The limiting distribution of the canonical correlation of the principal components becomes a complex expression. Then, the bootstrap method is used. It is understood that we can analyze reliability, even if we do not perform a complex calculation by using the bootstrap method. However, the mathematical result in the first half of the paper is a result of worthy to research the characteristic of the amount of presumption.
Appendix A: Asymptotic expansion and limiting distribution of the correlation coefficient r 2 * We consider an asymptotic expansion of latent roots and vectors. The derivation is in Siotani et al. (1985) . Let W be distributed as the (p + q) × (p + q) variate Wishart distribution with p + q degrees of freedom, W p+q (Σ, n), where
and Σ is the population covariate matrix. Then, it follows that the limiting distribution of G = (g ij ) is normal with mean zero and covariance:
The matrices Σ and S are partitioned in a similar to (2.2) and (2.14). Similarly, G is partitioned into p rows and q columns:
From the perturbation method, the latent roots and vectors of S xx and S yy are expanded as follows:
and (Σ xx − λ ix I) − and (Σ yy − λ jy I) − denote the generalized inverse matrixes of Σ xx − λ ix I and Σ yy − λ jy I, respectively. The sample correlation of the principal components from the two populations is written as:
Substituting these expansions into r 2 * , we obtain the asymptotic expansion of
where
The limiting normality of r 2 * i is assured by Theorem 2.1 of Seo et al. (1994) if (U , V ) has finite sixth moments. Thus the limiting distribtuion of r 2 * =
Appendix B: Proof of Theorem 1
We give the following Lemma before proving Theorem 1.
Lemma. The matrices G, W and Σ are defined as before. Let 
which gives the Lemma.
In order to get the parameter σ * kijk lm in Theorem 1, the following calculation is convenient:
The limiting distribution of K kij in Theorem 1 is normal because K kij is a linear function of G ij , and the limiting distribution of G is normal. The variance of √ n(r 2 * − ρ 2 * ) is given by:
where 
