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概率盒框架下多响应模型确认度量方法研究
张保强1y, 苏国强1, 展铭2, 郭勤涛2
(1. 厦门大学航空航天学院,厦门 361005;2. 南京航空航天大学机电学院,南京 210016)
摘 要: 在随机和认知混合不确定性表征的概率盒框架下,提出一种多响应模型确认度量方法. 概率盒框架下的
模型确认度量主要采用面积方法量化仿真与试验结果的一致程度, 但传统面积度量方法并不适用于多个相关响
应量的多输出确认度量问题.不确定性条件下多响应量模型确认度量问题,实质上就是量化计算模型的多个响应
量的联合概率分布与试验观测数据所服从的联合概率分布之间的差异程度. 首先引入马氏距离的概念对多响应
量模型确认度量问题进行降维，以马氏距离作为转换的统计量，将多响应量的多指标确认度量问题转化为马氏
距离的综合指标度量问题.数值仿真算例验证了方法的正确性和稳定性,并将该方法应用于“2014年圣地亚验证
与确认挑战问题”的研究. 研究表明,基于概率盒和马氏距离的确认度量方法可以有效解决多相关响应量多输出
模型确认度量问题.
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Model Validation Metrics with Multiple Correlated Responses under the
Frame of Probability Box
ZHANG Bao-qiang1y, SU Guo-qiang1, GUO Qin-tao2, ZHAN Ming2
(1. School of Aerospace Engineering, Xiamen University, Xiamen 361005,China;2. College ofMechanical and Electrical
Engineering, Nanjing University of Aeronautics & Astronautics, Nanjing 210016,China)
Abstract: A new model validation metric for multiple response is presented under the framework of probability box that
characterized by mixed aleatory and epistemic uncertainties. Area metric is mainly used to quantify the measurement of
agreement between the simulation results and experimental observations under the framework of probability box.
However, the traditional area metric is not suitable for validation activities with multiple outputs when the responses are
related with each other. Multi-response model validation metric considering uncertainty conditions, actually returns the
quantification of the difference between joint probability distribution functions of simulation results and experimental
observations. The Mahalanobis distance is introduced to convert the multi-dimensional samples into Mahalanobis
distance values. Then, cumulative probability distribution function of Mahalanobis Mahalanobis distance is defined, and
probability box of the simulation and experimental observations is obtained by double-deck Monte Carlo sampling. As a
result, the validation metric for multiple responses is converted into the calculation of area of the Mahalanobis distance.
The effectiveness and stability of the method is validated based on a simulation example and ‘the 2014 Sandia
Verification and Validation Challenge’engineering problem. The research demonstrates that the proposed validation
metric for multiple related responses based on Mahalanobis distance and probability box is feasible and effective.
Keywords: Model Validation; Validation Metrics; Multiple Responses; Probability Box; Mahalanobis Distance; Area
Metrics
0 引 言
在工程研究中, 科研人员试图利用日益成熟的
计算机技术进行建模与仿真, 通过对所建模型的计
算来代替复杂且昂贵的真实物理实验.但是,大型工
程系统运行机理复杂,参数和结构存在不确定性,且
在建模过程中受到限制而对模型进行简化, 或者受
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到建模人员的认知所限导致所建模型与实际模型有
一定的偏差. 例如, 在设备系统的故障预测过程中
就存在大量的不确定性问题[1], 计算模型的准确性
和可信度对预测结果尤为重要, 因此需要通过模型
确认方法对模型输出与真实情况之间的差异进行量
化[2-4].
模型确认度量简单地来说就是准确地定量描述
计算模型与实验数据之间的差异, 目前已经引起众
多学者的关注与研究[5-9]. 现有的模型确认度量方法
主要有四种[10]:经典假设检验法、贝叶斯因子法、频
率指标法和面积度量法. 经典假设检验法和贝叶斯
因子法的确认度量结果为接受或拒绝该模型, 并没
有给出对模型准确性的定量评估. 而频率指标法虽
然给出了模型与试验结果之间差异的定量量化, 但
是只考虑了样本均值这一特征量, 没有考虑反映不
确定情况下样本离散程度等其它特征量. 以上三种
均无法完全满足确认度量的要求,Ferson 等[11] 以模
型仿真输出的累积分布函数 (Cumulative Distribution
Function, CDF) 与试验观测数据的经验分布函数之
间所夹面积作为度量结果, 提出面积度量法以及用
于“多点”确认度量的 u-pooling方法.
面积度量方法可以客观定量地描述仿真计算与
试验观测数据之间的差异, 但只适用于单输出模型,
无法适用于实际工程系统中存在的多输出模型的模
型确认问题. 在此方法的基础上,Li 等[12] 提出了基
于概率积分转换 ( Probability Integral Transformation,
PIT)的面积度量法方法;赵亮等[13] 提出了基于概率
分布距离的多响应模型确认度量;Zhao Lufeng 等[14]
提出了基于马氏距离转换的多输出模型确认方法;
胡嘉蕊[9] 和 Li[15] 等提出基于核主成分分析的多输
出模型确认方法. 这些方法将面积度量方法扩展到
了含有多个相关输出量的模型确认度量领域.
概率盒 (probability box, p-box)在处理不确定性
问题时能有效地同时表征随机和认知不确定性, 并
有更大的工程应用潜力,近年来备受关注.在模型确
认度量方面, 概率盒的面积确认度量已经扩展至区
间值[16].然而,现有的概率盒方法针对的大多是单响
应量模型确认度量问题. 为了让概率盒方法适用于
具有多个相关响应量的模型确认度量问题, 本文将
在概率盒的区间值面积度量的基础上引入马氏距离
(Mahalanobis Distance, MD),通过求取马氏距离将多
维的随机概率分布转化为一维的马氏距离的概率分
布, 进而将多维联合概率分布的概率盒转化为一维
马氏距离的概率盒, 在获得马氏距离的概率盒之后
通过计算仿真概率盒和试验概率盒之间的面积度量
获得面积度量的区间值.
1 相关理论和方法
1.1 概率盒理论
概率盒是传统概率论与现代区间理论相结合的
一种混合概率模型, 可以通过定义上下边界的两条
累积分布函数来表示.
若 F Ix 为在实定义域 <上的累积分布函数空间,
不确定参数 X 的 p-box可定义为:
F IX = fF (X) : 8X 2 <; FX(x)  FX(x)  FX(x)g
(1)
其中 FX(x) = P (X  x)和 FX(x) = P (X  x)别
为 p-box的上下边界. FX(x)为 FX(x)和 FX(x)之
间所有可能的 CDF[17]. 概率盒的形式如图 1-d 所示,
可以看出:在给定概率值的情况下,概率盒反映的是
一个参数可能的取值区间; 而在给定确切的参数值
的情况下, 则反映的是该参数出现概率的一个区间.
p-box 除可以直观地表征混合不确定性模型外，还
可以表征确定性、随机不确定性、认知不确定性模
型[2,17-18].考虑确定性问题的概率盒为图 1-a的标量;
只考虑认知不确定性的概率盒为图 1-b中的区间;只
考虑随机不确定性的概率盒为图 1-c 中所示的一条
确定的累积分布函数.
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图 1 p-box用于表征确定性、认知不确定性、随机不确
定性和混合不确定性模型的表现形式
概率盒可以通过双层抽样方法进行求取. 大致的思
路是:将参数的认知不确定性归为外层,将参数的随
机不确定性归为内层, 先进行一次的外层抽样再进
行 N 次的内层抽样, 如此重复直到进行了 M 次外
层抽样, 最终获得 M 条累积分布函数. 图 2 给出了
p-box的双层蒙特卡罗抽样算法.
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图 2 双层蒙特卡罗抽样算法
1.2 概率盒的面积度量方法
目前主要的确认度量方法可以分为两类: 假设
检验类型和距离类型[13]. 经典假设检验法和贝叶斯
因子法[19-21] 是较常用的假设检验法, 但是这两种方
法一个是以“接受模型”,一个是以“拒绝模型”为
确认结果, 并不能给出反映模型响应与实验观测之
间差异的客观量化结果.相比之下,距离类型的度量
方法是以模型响应和实验观测数据的均值[6,22-23](或
其它统计量) 或概率分布之间的距离[11] 来反映两者
的差异, 更符合确认度量所要求的客观量化差异的
性质.
面积度量方法是一种基于概率分布距离的确认
度量方法,如图 3所示,通过计算模型响应与实验观
测的经验累积分布函数之间的面积 (图 3 中阴影部
分),可以给出对模型准确性的量化结果[11].
图 3 基于概率分布距离的面积度量方法示意图
面积度量其数学定义为
d(Fm; Se) =
Z 1
 1
jFm(x)  Se(x)jdx (2)
其中,Fm(x)为模型输出量 x的累积分布函数,Se(x)
为试验数据的经验分布函数.
在模型响应概率盒和试验观测数据概率盒比较
的情形下, 经典的面积度量定义为两个概率盒之间
所夹的最小面积[2], 如图 4 中深色阴影部分所示, 这
将严重地低估了模型形式不确定性. 文献 [24] 修改
了这一定义, 将概率盒的面积度量扩展到了区间值,
文献 [16] 对此概念的内涵进行了详细讨论, 并提出
了两种计算面积度量区间的算法。一种是基于嵌套
抽的抽样算法, 算法的具体步骤为从预测概率盒和
实验概率盒中任意分别抽取一条概率分布曲线配对，
根据前述单一值面积度量算法计算其面积度量值，
如此反复，获得的大量面积度量样本值取其上下界
就可以构成区间。另一种是基于区间运算的区间算
法,具体计算过程由式 (3)(4)给出
d(F; S) =(1/N)
NX
i=1
j([F 1L (pi); F 1R (pi)];
[S 1L (pi); S
 1
R (pi)])j (3)
d(F; S) =(1/N)
NX
i=1
j([F 1L (pi); F 1R (pi)];
[S 1L (pi); S
 1
R (pi)])j (4)
其中,d(F; S) 和 d(F; S) 分别为面积度量区间的最
小值 (下界) 和最大值 (上界),[F 1L (pi); F 1R (pi)] 和
[S 1L (pi); S
 1
R (pi)]分别为点 pi 处仿真概率盒和试验
概率盒的概率区间.和 为区间的减法运算,由式
(5)(6)给出
(A;B) = min
a2A;b2B
ja  bj (5)
(A;B) = max
a2A;b2B
ja  bj (6)
分别表示求当 a为区间 A中任意值,b为区间 B中任
意值时,ja  bj的最小值和最大值.
抽样算法可以给出更为准确的结果, 但对于仅
仅给出概率盒边界、难以抽样的情形并不适用, 且
计算量较大; 相对来说区间算法的适应面更广, 计
算量更小, 但给出的结果往往比抽样算法的结果保
守[16].本文采用区间算法求取面积度量区间.首先将
概率轴均匀划分为 N 等份, 每个小区间取中点获取
相应的预测概率盒区间 [F 1L (pi); F 1R (pi)]和试验概
盒区间 [S 1L (pi); S 1R (pi)],然后对每一对区间值变量
相减求绝对值获得对应的区间, 最后将获得的所有
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区间上下界分别平均即得到区间值面积度量的上下
界 [d(F; S); d(F; S)]. 图 4 直观地给出了该区间值上
下界的几何意义, 上界值为图中浅色阴影部分的面
积,下界值为图中深色阴影部分的面积.
图 4 概率盒面积度量示意图
1.3 概率盒框架下的多响应量确认度量
图 5-a是一个二维概率盒的实例,上下两个累积
分布函数曲面构成了一个封闭的盒状空间. 根据上
述对概率盒理论的介绍, 不难理解该空间内表示的
是无数个可能的累积分布函数. 再结合概率盒的面
积度量方法和理论, 可以对二维联合分布概率盒进
行模型确认度量. 只不过此时的度量值不再是一维
概率盒情形下的两个概率盒之间的面积差异, 而是
两个概率盒之间的体积差异.
同理,当概率盒扩展到三维、四维甚至更高维的
情形下, 仍可以通过求多重积分的方法直接求得面
积度量值.然而,此种方法求高维概率盒的确认度量
值时,所求得的度量值难以直观地理解,计算效率低
且数值算法难以实现.
x1
0
-5
0.5
Em
pi
ric
al
 C
D
F
50
1
x2
0
5
-5 0 1 2 3 4 5dM
0
0.2
0.4
0.6
0.8
1
Em
pi
ric
al
 C
D
F
图 5 多维联合分布概率盒转化为马氏距离概率盒示意图
因此, 本文引入马氏距离的概念对多响应量模
型确认问题进行降维. 马氏距离是 Mahalanobis 提
出的计算两个未知样本集相似度的方法. 与欧氏距
离相比, 马氏距离有很多优点:(1) 它不受量纲的影
响, 即两点之间的马氏距离与原始数据的测量单位
无关;(2)由标准化数据和中心化数据 (即原始数据与
均值之差)计算出的二点之间的马氏距离相同,而且
马氏距离能考虑到各种特性之间的联系, 因此可以
排除变量之间相关性的干扰[25].
不确定性条件下多响应量模型确认度量问题,
实质上就是量化计算模型的多个响应量的联合概率
分布与试验观测数据所服从的联合概率分布之间的
差异程度[21,26]. 利用上述马氏距离的特性, 可以采
用马氏距离作为转换的统计量, 将多响应量的多指
标确认度量问题转化为马氏距离的综合指标度量问
题[14].
设 X = (X1; X2;    ; Xm) 是一个 m 维的
随机变量, 其均值向量和协方差矩阵分别为  =
(1; 2;    ; m) 和 , 可以根据马氏距离的计算公
式构造统计量 DM (x)
DM (X) =
p
(X   )T 1(X   ) (7)
设 x = (x1; x2;    ; xm)为 X 的一个采样样本,则相
应的 DM (x)样本值 dM (x)为
dM (X) =
p
(x  )T 1(x  ) (8)
通过定义累积分布函数
FDM (dM ) = P (DM  dM ) (9)
将多维的联合分布函数转换为一维马氏距离的分布,
获得一条以马氏距离为统计量的累积分布函数.
因此, 可以在二维概率盒所围成的二维联合分
布空间内进行蒙特卡洛抽样, 并将每一个可能的
联合分布进行马氏距离的转化, 获得多条马氏距离
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CDF, 最后获得图 5-b 所示的马氏距离概率盒. 该方
法将二维联合分布概率盒转化为马氏距离概率盒的
形式, 可以利用马氏距离的概率盒对模型进行一个
综合的确认度量. 马氏距离转换方法相对于 PIT 方
法,可以不必获得多响应量的完整联合分布函数,该
方法只需获取响应量的多维样本值, 并将其转化为
马氏距离, 获得马氏距离的经验累积分布函数即可.
这种转换思想可以避免更多维的联合分布难以获取
的问题,大大降低了计算成本.
在概率盒框架下运用马氏距离进行确认度量的
步骤如下:
step 1:对模型进行m×n的双层抽样,获得m组
模型输出的多维样本;
step 2:对每组样本进行马氏距离的转换,获得m
组马氏距离的样本;
step 3: 对马氏距离样本值进行统计, 获得 m 条
马氏距离的经验分布函数,并提取其 p-box边界;
step 4:计算两个概率盒之间的面积度量区间。
2 算例分析
2.1 数值算例
假设数值算例的试验输出如下:8<: y
e
1 =  cos(2x1) + sinx2;
ye2 = cos(0:5x1 + 1) +  cosx2:
(10)
式中 ye1 和 ye2 表示两个具有相关性的试验输出;x1
和 x2 为两个含有混合不确定性的输入变量,x1 
N([1; 4]; 4),x2  N([ 3; 4]; 4); 为模型参数,真值为
2,表征了模型形式不确定性.另外假设了 3个备选的
计算模型列于表 1,对本文所述方法能否准确反映模
型形式误差和方法的稳定性方面进行验算.
表 1 数值算例的三组备选模型
模型 公式 模型参数
模型 1 y
m1
1 =  cos(2x1) + sin x2;
ym12 = cos(0:5x1 + 1) +  cos x2
 = 2
模型 2 y
m2
1 =  cos(2x1) + sin x2;
ym22 = cos(0:5x1 + 1) +  cos x2
 = 8
模型 3 y
m3
1 =  cos(2x1) + sin x2;
ym32 = cos(0:5x1 + 1) +  cos x2
 = 16
2.2 正确性验算
首先通过此算例验证所提方法的正确性.模型 1
与试验完全一致,是正确的模型,模型 2和模型 3与
试验的认知不确定性依次增大. 所以模型确认度量
预期结果应是模型 1优于模型 2,而模型 2优于模型
3.由于试验样本数量的多寡会影响到面积度量值的
求解, 本文同时研究了三组模型随着试验样本数量
的增加,其确认度量值的变化情况,结果如图 6所示.
2000 4000 6000 8000 10000
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图 6 三组模型度量结果随试验样本量的变化
从图 6中可以看出三组模型的度量值随着试验样本
量的增加逐渐收敛, 即计算模型与试验模型之间的
误差不再随着样本量的增加而变化, 此时的收敛值
才能真正体现各个模型的模型形式误差. 表 2 给出
了试验样本量为 5000时,三个模型的确认度量结果.
表 2 三组计算模型的确认度量结果
模型 模型 1 模型 2 模型 3
度量 [0:0000; [0:0903; [0:1020;
区间 0:0309] 0:1412] 0:1482]
结合图 6 与表 2 的结果可以看出, 模型 1 的度量区
间小于模型 2, 而模型 2 的度量区间小于模型 3, 结
论与预期定性分析相符, 证明了该指标的正确性和
有效性.此外,尽管模型 1与试验模型完全一致,其面
积度量上限值仍不为零.通过进行一步计算发现,该
上限值大小正好等于仿真 (或试验)概率盒的所围成
的面积. 这是由于概率盒理论在进行参数不确定性
传播时并没有排除参数的认知不确定性而是将其保
留,模型与试验可能仍然存在一定差异性.真正的理
想情形应当是随着计算和试验认知不确定性的缩小,
计算概率盒与试验概率盒收敛到相同的概率分布曲
线.
2.3 稳定性验算
为了验证该方法的稳定性, 由试验模型分别生
成 100 组、1000 组试验数据, 表 1 中的三组模型通
过仿真生成 1000组仿真响应数据,按照本文所述方
法进行模型确认度量区间的求解. 在试验数据样本
量分别为 100、1000 的情况下, 将程序运行 100 次,
观察度量区间上下界的离散程度, 同时观察是否会
有模型确认度量结果的优劣排序出现错误的情况.
计算这 100 次度量区间上下界的标准差和错误
率,计算结果见表 3.
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表 3 数值算例的 100、1000组实验数据与 1000组模型数据确认结果对比
实验样本量
标准差
错误率 %模型 1 模型 2 模型 3
区间
下界
区间
上界
区间
下界
区间
上界
区间
下界
区间
上界
100组 0.0000 0.0055 0.0048 0.0062 0.0053 0.0051 4
1000组 0.0000 0.0031 0.0036 0.0041 0.0039 0.0035 0
从表 3可以看出,用此方法求得的三组模型的确
认度量区间标准差都非常小.值得注意的是,试验样
本数为 100 组时的确认度量仍有一定的出错率, 由
此表明只有试验样本量足够大时, 才能保证获得准
确的模型形式不确定性.
2.4 工程算例
采用 2014年美国圣地亚国家试验室提出的模型
验证与确认挑战问题[27]来验证本方法在工程问题上
的可行性.该挑战问题以特定环境、载荷下储罐的最
大正应力和最大正应变为输出对象, 研究模型验证
与确认过程中需要解决的关键问题. 图 7 给出了储
罐的几何信息.
图 7 储罐的主视图和侧视图
将仿真计算模型视为一黑箱,可用式 (11)进行描述:
[w; ] =M(x; '; P;H; ;E; ; L;R; T;m) (11)
其中，x; '表示罐体上点的位置坐标,P 为罐内的压
力,H 为罐内液体的高度, 为液体组分,E 为材料弹
性模量, 为材料泊松比,L 为罐体长度,R 为罐体半
径,T 为罐体壁厚,m 为网格尺度,w 为最大正应变,
为最大正应力. 各个输入参数均带有一定的不确定
性, 在模型计算过程中会通过不确定性的传播表现
为所关心响应的不确定性. 根据概率盒求解的双层
蒙特卡罗抽样方法, 前期对各个参数及样本进行相
关研究,将各参数分为三类:随机不确定性、认知不
确定性以及混合不确定性, 并通过 Bootstrap 方法对
样本参数进行估计,获得各个参数的具体分布,之后
进行抽样,获得不确定性的量化结果.
本文使用储罐模型对所提出的确认度量方法
进行验证: 考虑到实际工程问题中试验样本量受
到限制, 对试验样本和仿真计算抽样次数进行了限
定. 首先, 在表 4 所给参数的条件下运行 50×20 次
的双层抽样, 作为获取试验概率盒的样本数据; 其
次, 另设三组不同的输入参数, 保持其它参数不变,
改变认知不确定性参数  的认知不确定性分别为
[0:95; 1],[0:0:75; 1] 和 [0:55; 1], 进行 50×2000 的双层
抽样, 获得仿真概率盒的样本数据; 最后, 运用本文
方法对这三组模型进行确认度量区间的求取. 通过
对比三组度量区间的大小, 判断此方法是否有反映
模型认知不确定性大小的能力.
表 4 不确定性参数的分类及其分布
参数 表征类型
 [0.95,1]
H/2R1 [0.90,0.96]
P (Psig) N(73:5; 3:38)
L(in) N(60:0; 0:36)
 N(0:27; 0:012)
E(psi) N([2:81E7; 3:0E7]; 3:6E4)
R(in) N([30:0; 31:15]; 0:81)
T (in) N([0:23; 0:25]; 5:6E   5)psi
m 4
通过运行本文提出的模型确认度量方法和步骤, 得
到每一个模型的确认度量区间,结果如表 5所示.
表 5 三组模型的确认度量结果
模型 模型 1 模型 2 模型 3
度量 [0:0010; [0:0010; [0:0000;
区间 0:4291] 0:4296] 0:4307]
从表 5中三组模型确认度量区间的变化趋势上看,模
型 1优于模型 2优于模型 3.确认度量结果可以反映
仿真计算中认知不确定性大小的变化, 这一点符合
文献 [10] 中关于确认度量性质的综述, 再次证明了
本文所述方法的正确性和可行性.
同时还可以发现, 尽管模型 1 的数据与实验数
据来自同一个模型, 确认度量区间的上界仍是一个
较大的值.并且进一步计算发现,该值略大于仿真概
率盒的面积. 结合上述试验样本本数与面积度量值
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之间关系以及文献 [2] 中关于面积确认度量方法的
论述,这表明在试验样本缺乏的情形下,面积度量方
法对模型形式不确定性偏向于保守估计, 只有试验
样本量足够多的情况下, 面积度量值才会收敛到模
型形式不确定性的真值.
3 结 语
1)将多维模型概率盒和试验概率盒转化为一维
的马氏距离概率盒, 并用概率盒的面积度量区间思
想对模型的马氏距离概率盒和试验的马氏距离概率
盒进行比较,获取面积度量区间.
2) 通过数值算例和 2014 年美国圣地亚国家试
验室发布的模型验证与确认挑战问题, 证实了该方
法的正确性和有效性, 同时通过多次运行算法程序,
证实了所提方法具有较好的稳定性.
3) 相比于基于 PIT 转换的面积度量方法, 该方
法避免了求解多输出的联合分布函数, 大大地提高
了计算效率;同时通过马氏距离转化,在降维过程中
很好地保存了多个输出量之间地相关性信息, 对于
具有高维强相关性的多输出模型确认问题, 可以大
大降低分析的复杂度.
4)此外,所提出的方法仍有一定的局限性.首先,
通过马氏距离转化进行降维, 会对原来样本所包含
的信息进行一定的压缩, 对后续的可靠性评估带来
很大的困难;其次,概率盒虽然能够简单有效地处理
混合不确定性问题, 但是通过双层抽样算法进行概
率盒的求解计算量过大,在运算效率上仍待改进.
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