Abstract-Recent advances in information and communication technologies have made multimedia-on-demand services technically and economically feasible. Important aspects of such systems are the resource sharing techniques, which allow the simultaneous service of a large number of users with considerable savings in terms of network bandwidth and server resources. In this paper, we report the results of a study which analyzes batching and buffering techniques, which involves serving all video requests issued during a short interval of time with a single stream. The mathematical model, based on queueing networks, allows the evaluation of the main system performance (average and probability distribution of the number of streams, percentage reduction of resources, and so on) as a function of load and batching interval duration. Simulation experiments confirm the analytical model in the whole range of considered conditions.
I. INTRODUCTION

M
ULTIMEDIA systems providing on-demand services, such as video-on-demand (VoD), distance learning, internet video broadcast, and so on are now fully feasible thanks to recent advances in networking and computer technologies. One of the most challenging aspects of such systems is the architecture design for providing the required service with the appropriate quality-of-service (QoS). QoS is determined by several parameters (such as I/O bandwidth, memory requirements, and so on) which behave as critical components in designing system architecture; in fact, the system must satisfy the real-time constraints for continuous delivery of video streams at a specified bandwidth.
There are many approaches toward improving the efficiency of multimedia-on-demand systems by managing critical resources [1] . These include disk scheduling and data placement algorithms, techniques for memory management, strategies for scheduling of CPU or other resources, and resource sharing techniques [2] , [3] . Several approaches for optimizing system performance, by sharing the available resources, consider the network bandwidth required to satisfy the client requests as a critical resource. The objective is to reduce the bandwidth demand, increasing the number of requests which can be served simultaneously.
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L. Mazzeo is with RSI Sistemi (Altran Group). Existing schemes for allocating network resources are broadly classified in user-centered and data-centered approaches. In a user-centered approach, for each client request, the server dedicates specific network resources to deliver the requested video stream. Efficient user-centered scheduling algorithms have been studied extensively in [4] .
In the data-centered approach, resources are dedicated to video objects rather than to users. It allows users to share a video stream through the multicast feature of modern communication networks. If more clients request the same video at about the same time, all the requests can be satisfied by one video stream, thereby reducing the demand for both network and server I/O bandwidth.
Data centered approaches have been further classified in server initiated, server initiated with prefetching; client initiated, client initiated with prefetching. The first two categories include server-push techniques; such schemes can generally guarantee a maximum service latency independent of the arrival time of the request. The second two techniques are classified as client-pull techniques.
Server-push techniques are typically designed for "hot" (i.e., frequently accessed) video objects. They employ a fixed number of multicast channels to periodically broadcast video objects to a group of subscribers. The difference between various serverpush techniques lies in the broadcast schemes used.
Among server-push techniques, a novel video delivery technique called catching is reported in [5] . This technique can utilize sever and network resources while providing near instantaneous service to clients. The technique is achieved through an integration of the server-push and client-pull video delivery programs. Further minor extensions of catching are selective catching and controlled multicast [5] .
In order to achieve higher user capacity and lower network transmission cost, distributed server architecture can be used, in which multiple local servers dynamically cache the contents streamed from the repository [6] . In [7] a number of caching schemes are studied as applied in the local servers, depending on whether the repository is able to multicast movie contents to the local servers.
An important question in providing on-demand access to large, widely shared data files is how to effectively use regional (proxy) servers that can store some of the data close to the clients. The proxy caching problem is more complex in the context of media files because of the need to consider bandwidth at the proxy server and because of the bandwidth sharing possibilities provided by recently proposed multicast delivery techniques. In [8] , new analytical models are developed for determining optimal proxy cache context in such environments. Server-push techniques have the advantage that they utilize server and network resources more efficiently. But this efficiency is achieved through increased service latency, as a client can only start receiving a video object at the beginning of the next broadcast period.
Batching of requests [1] , [9] is a client-pull technique in which the requests for the same video, emitted during a short interval of time, i.e., the batching interval, are grouped in a batch and the video display is delayed for this interval. Thus, multiple customers requiring the same video within the batching interval can be served by multicasting the same video stream, with considerable savings in server and network capacity.
In client-pull with prefetching techniques, two clients that request the same video can share a multicast stream without delaying the first client. Merging of video streams and buffering in central memory belong to this class. In merging strategies, the video streams are merged into a single one by adjusting the display rates of requests for the same object. The practical constraints and some applications of these techniques are described in [10] - [13] .
The buffering technique involves using the central memory as a buffer, holding a given number of frames behind a video stream. Subsequent requests for that video, within the batching interval, can be served by using the buffer rather than requesting another stream from the server [14] - [16] . In this technique the user request is served immediately without any delay. In Fig. 1 , an example of buffering serving users is shown, each one with its specific playback 1 point in the buffer.
Other recently proposed client-pull with prefetching techniques are periodic broadcast [17] , [18] , patching [19] , tapping [20] , and their variants [21] .
Patching techniques take advantages of the underlying network multicasting capabilities to reduce server and network resource requirements. Such a scheme relies on sophisticated user equipment which must be able to receive two or more streams simultaneously. In the simplest case of such an approach, the user request is served by an existing stream for that video object (if there is any) which is buffered by the user and simultaneously a new stream is requested from the server for the frames already transmitted [15] , [19] , [22] . Let us call the time needed to receive and display these frames. At the end of such an operation, the video display continues, taking the frames needed from the user buffer, provided that such a buffer can store all frames received in the time interval . In such a simple case the analytical model developed in the sequel is perfectly suitable for analyzing system performance.
The approaches previously mentioned are not mutually exclusive and can be exploited simultaneously. In fact, as can be easily realized, a user request can exploit patching schemes to join a previously initiated batch of requests and/or the frame rate can be suitably modified to allow the merging of the new user request into an existing batch [23] .
These functions may be implemented in a multitiered hierarchical distributed video server as depicted in Fig. 2 . Through a residential access network (RAN), clients are connected to a local switching office (LSO) storing the most popular video programs. User requests can be satisfied by the LSO or may be forwarded either to regional video servers through a metropolitan area network (MAN), or to remote servers through a backbone network [1] , [9] . Alternatively, the previous functions can be implemented in a standard internet environment [24] .
In this paper, an original model for evaluating system performance in the hypotheses of batching and buffering techniques has been proposed and analyzed. In particular, the probability distribution of the number of batches, the percentage reduction of resources, and so on, are evaluated as a function of load and batching interval duration. Discrete event simulation experiments confirm the analytical results in the whole range of conditions considered. Previous studies on this topic have developed approximate methods for analyzing some aspects of batching policies [25] , [26] . Specifically, in [25] the user requests are stored and served when resources become free following scheduling schemes such as first come first served (FCFS), round robin (RR), and maximum queue length (MQL). Further refinements are introduced in [26] where an improvement of MQL, the maximum factored queue length (MFQL), is analyzed. Some aspects of buffering have been analyzed in [16] .
The previously mentioned models only analyze specific schemes of batching and buffering. The approach followed in this paper is more general. In fact, the model developed can be applied either to batching or buffering and minor variants can be exploited for analyzing specific implementations of patching and merging. A few results related to merging technique will be reported in Section III-D. In particular, in the model presented in this paper the batching interval it is fixed a priori, which corresponds to the maximum waiting time in batching policy, while in the buffering scheme, such a quantity determines the amount of central memory needed to store a part of the stream.
The user requests are not stored waiting for available resources but the approach followed in this paper is aimed at determining the resources needed and thus oriented for designing system infrastructure (server and network bandwidth). As a consequence, the results obtained in this paper are not directly comparable with previous results. This paper is organized as follows. Section II provides a customer behavior model based on a queueing network, introducing the performance evaluation parameters used to investigate the model performance. In Section III, we study the effectiveness of the model and show the numerical results; furthermore, we simulate the system operations and discuss simulation results as a measure to validate the proposed model. Section IV presents the concluding remarks. 
II. SYSTEM MODELING
A. System Description
In this section, an analytical model for performance evaluation of a multimedia system which adopts buffering or batching techniques is described. Specifically, users connected to the multimedia system are considered. Each free user generates a new video request following an exponential distribution with parameter [requests/min]. Let and be, respectively, the request probability and the duration of video , with , where is the total number of available video programs in the system. For sake of simplicity, we suppose that the only interactive user operation is the video request, i.e., there are no VCR-like operations (e.g., pause, stop, fast-forward, rewind, etc.). Let be the maximum number of simultaneous active users, i.e., users with a video display in progress.
The analysis is conducted following two phases. In the first phase, the number of requests for each video program is evaluated developing a multiclass queueing networks model. In the second phase, based on the results of the first, iterative algorithms are developed for evaluating the main system performance parameters (probability distribution of the number of batches, percentage reduction of resources, etc.) as a function of load, batching interval, etc.
As regards the first phase, we describe the system with a closed queueing network (see Fig. 3 ) composed by two service centers and classes. The first center considers users belonging to class 0, which corresponds to the idle state. It can be modeled by an infinite servers (IS) service center, with exponential service time (average value ). The second center models users in the active state. Each user belongs to a class which corresponds to the requested video. At service completion, the user returns to the first center at class 0. Also, this second service center can be modeled as an IS service center, with a constraint on the global number of users which cannot exceed the maximum value . The service time in this second center is supposed general with average value . The hypothesis of infinite servers means that there are no upper limits in the number of permitted streams.
The rationale behind these choices can be appreciated by considering that in some implementations, e.g., buffering techniques applied to the residential access network, each active user is served with an individual video stream. Thus, each user needs specific access to the memory to fetch the requested frames and the limited memory bandwidth imposes a constraint on the simultaneous number of active users. Obviously, the maximum number of active users, , can be fixed equal to the number of connected users, , when no constraints need to be applied in the considered system. In contrast, no constraint is considered for the number of streams. This choice is determined by the consideration that this model, as reported before, has been developed as an aid to network design (rather than analysis). It should also be pointed out that it is possible to approximate traditional batching systems [4] in which there are no limits to the maximum number of users that can be supported, using a large value for and considering . After the first request, all users that make requests for the same video in the batching interval are grouped together, sharing system resources. In particular, with the buffering technique, the batch interval duration determines the amount of central memory to be allocated for buffering, temporarily, a portion of frames of the needed video stream. The allocated resources are released when the last user ends video display. Then the service time of an active class user is equal to the deterministic video duration . With the batching technique, users belonging to the same batch are served together, multicasting the same video stream. The display of the chosen video starts at the end of the batching interval. In this case, the service time is general with an average value given by the sum of the deterministic video duration and the mean waiting time before video start. Since the incoming video request represents a random point within the batching interval, the mean waiting time is [27] , then the mean service time is .
B. Distribution of Idle and Active Users
As described before, classes are present in the system and by hypothesis, the routing probabilities are (1) with and . Let and be, respectively, the number of users at the first center and at the second one; let , with , be the number of class users. To solve the queueing network, the first step is the resolution of the following homogeneous system of linear equations to find the relative arrival rate [28] (2) Thus, the relative service time at class is (3) and the relative service times at service centers are (4) In the hypotheses stated, the network admits a product form solution [29] and the state probabilities are given by (5) while the distribution of users at the two service centers assumes the following probability (6) where is the states space and is the normalization constant.
Since and the maximum value for is , we have [29] (7)
Once this constant has been found, it allows the evaluation of the marginal state probability for the number of users at each center:
with , and
with .
The marginal state probability for the number of users at each class is
Considering that each user makes an independent choice, we have [28] : (8) where , as can be easily realized exploiting renewal theory arguments, represents the probability that the video is chosen by a generic user.
C. Batch Modeling
The second phase is based on the results of the first and allows the evaluation of the probability distribution of the number of batches for each video, the distribution of the total number of batches and the related performance indices.
Let be the number of batches for the video , with . By the total probability theorem, we have (9) with and . The index starts from because the number of users must be greater or equal to the number of batches.
The following should be noted.
• . In presence of active users, the minimum value for is 1, i.e., all users require the same video in the batching interval.
• . Without active users, is certainly 0.
• . Without active users, there are no batches. For evaluating the conditional probability (with and ) let us consider batches with active class users and let be the vector of the number of users for each class batch, where is the number of users of the batch. Obviously, and . Summing over all possible states we obtain (10) Now, referring to the time diagram for request arrivals in Fig. 4 , where is the instant of the user request, the probability is given by the following product: Each of the first terms is the probability that , with , is less than or equal to with greater than . This probability (see Appendix A) is given by (12) where is the accepted request rate for video at the active state center, which will be evaluated later.
The last term of (11) is equal to 1 if (i.e., there are no other user arrivals after the instant ), otherwise it is the probability that the time between a first arrival and an one, , is less than or equal to ; which, simply by definition, is the distribution of an Erlang random variable [27] with parameters and . Thus .
Using (12) and (13), (11) becomes (14) Thus, we have
The previous expression can be evaluated, very simply and with low computational costs, using a recursive expression (see Appendix B).
To evaluate the rate , let us suppose that each idle user generates a new request, and thus transits to the active state, following an exponential distribution with parameter . The average accepted request rate at the active state center is (16) where is the mean number of accepted video requests. Since no other requests are accepted when the active center is full, the random variable assumes the values .
Its average value is (18) then (19) where is the mean number of active users. The accepted request rate at the active center, for class is (20) where is the video request probability. The distribution of total number of batches, , is (21) with . This expression can be evaluated with an efficient algorithm as reported in Appendix C.
D. Performance Indices
At this point some parameters for evaluating the performance of the analyzed multimedia system are defined. The first performance parameter is the mean number of batches in the system: (22) Another useful performance parameter is the probability of unsuccessful video request, , i.e., the probability that a user, making a video request, does not find available system resources because there are already active users. Such a parameter can be evaluated by considering the probability that the remaining users occupy all available resources [30] , i.e.,
with users in the system. The percentage reduction of resource requirement, , can be estimated by (24) where is the mean number of active users given by (25) The model allows the evaluation of other significant performance parameters. As an example, by (21) the variance of the total number of batches can be easily evaluated. Such a quantity can be exploited in designing a suitable network infrastructure for the VoD service.
III. NUMERICAL RESULTS
In this section we provide some numerical results of the analytical model and compare them with the results obtained from simulation in a simple VoD system. We consider users, available video programs, a given request probability and a video duration for each video (see Table I ). The results illustrated refer to the buffering techniques. The application to batching may be easily obtained as described in Section II by considering as the mean service time the value . , that is the percentage reduction of resource requirement when resources are shared among the users of a batch, with respect to the direct allocation of resources to users;
behavior is shown as a function of with parameter and . Moreover, we investigate the unsuccessful video request probability as a function of the arrival rate and for different values of and as a function of with as a parameter. In all the following figures, the plain lines represent analytical results, while the simulation results are reported using the symbol " ".
Generally speaking, the simulation results follow the analytical results quite well. Specifically, the mean number of active users is approximated almost exactly, while there is a slight discrepancy for the mean number of batches. This behavior can be explained by considering the fact that the analytical expression for evaluating the mean number of active users does not contain any approximation and as a consequence, it appears natural that the simulation, being based on the same hypothesis, gives results that are almost identical to the analysis. The small difference in the other results is due to the approximations introduced in the analytical model for their evaluation. Specifically, exploiting an average value of the accepted request rate for all states, represents a slight approximation that, as highlighted before, affects the obtained results only marginally.
A. Mean Number of Active Users and Batches
A comparison of the mean number of active users, , and mean number of batches, , is illustrated in Fig. 5 , where the maximum number of active users is . We note that approaches to for close to zero. This means that, for small values of , the probability of more than one request for the same video in the time interval is not relevant, then each batch has approximately one user. Note that the differences between the two curves become larger when grows. Here assumes increasing values but always keeps below . This is due to the fact that there is a higher number of active users that are grouped in batches.
Figs. 6 and 7 represent, respectively, the dependence of and of on the maximum number of active users. In these figures, we consider a batching interval of min. The difference between the two curves becomes meaningful for large values of where the system has high blocking probability. For decreasing values of each curve reaches the saturation for smaller values of . Fig. 8 shows as a function of ; we fix at 10 minutes and observe for different values of . For a fixed value of , an increase in causes an increase in even though does not change. This is due to the fact that more requests arrive to the system in the batching interval of fixed duration ; such requests, eventually for different video objects, are then grouped in different batches, thus increasing the number of batches. As far as is concerned, we observe that the curves with higher values of are always disposed above those corresponding to lower values of . This is due to the fact that if grows, for fixed and , there is a greater number of batches. Fig. 9 shows versus for different values of the parameter . For a given value of and , the mean number of batches decreases with the duration of since a higher number of requests may arrive to the system for a wider .
Figs. 10 and 11 show as a function of the batching interval. As expected, with the request rate and the maximum number of active users fixed, if increases, the mean number of batches decreases. In fact, with higher values for , we have more requests in the same batching interval and then a lower number of batches. 
B. Percentage Reduction of Resource Utilization
The percentage reduction of resource utilization, , becomes meaningful when evaluating the bandwidth reduction in the case of shared bandwidth. Moreover, does not depend on the particular video object required by each batch and has a global meaning. Fig. 12 shows the behavior of versus for several values of and min. grows for higher values of , and in any case this value strictly depends on the physical resources used to implement the system. In Fig. 13 , is reported as a function of with parameter for . increases for higher values of , which means more main memory in the case of buffering or larger response time for delivery of video objects in the case of batching. Fig. 14 shows the probability that a customer request is refused, as a function of the arrival rate for various values of . For small values of we note that keeps close to zero; gradually, for increasing values of , grows and reaches the maximum value for high values of . Such behavior is due to the fact that for small there is a small number of active users, then a new video request is likely to be accepted. When grows, the number of users in the active state rises and the blocking probability is higher. The smaller , the smaller the value of where becomes meaningful. Such a result is intuitively justified by a reduced capability of the system to satisfy customer requests. In Fig. 15 , is reported as a function of ; as expected, the block has a high probability for small values of and decreases for increasing values of .
C. Unsuccessful Video Request Probability
D. Further Applications
In this subsection we give an example on how to apply the model developed in this paper to other batching techniques. We would like to point out that, as said before in the introduction, our model can be applied to batching techniques with a fixed a priori , which corresponds to the user maximum waiting time. Nevertheless, this model is useful for network design (see next section) given that it helps in dimensioning VoD system infrastructure to guarantee the performance needed.
In particular, here we consider a simple comparison with some results obtained by Lau et al. in [10] where video requests in a batching interval are merged together adjusting the display rates.
To make a fair comparison, we refer to the same values adopted in the performance section of [10] . In particular, in the sequel we only consider one video class (i.e., and in our model) of minutes of duration. To take into account that in the system studied by Lau et al. there are an infinite number of users without limitation on the number of active users, here in our model we consider a large number of users and . As stated in Section II-A, to characterize our model in this context, it is necessary to estimate the value of the service time for the generic user, taking into account that the normal video duration is modified. In fact, videos are merged together regulating the display rate by factor . However, considering the same value of used in [10] , for a small value of , we can neglect the variation of video duration and consider , i.e., the normal video duration. It is important to note that a complete comparison requires a more detailed study and a more accurate evaluation of parameters like service time and percentage reduction of resource requirements . In fact, in this case, the parameter given by (24) only gives a good estimation of resource saving after flow merging. Fig. 16 shows results obtained with our model compared with the ones reported in literature, in terms of percentage reduction of resource requirements as a function of the mean inter-arrival time between video requests. In the evaluation, the mean interarrival time is obtained as , where is given by (16) , and . The figure shows a marked similarity between the results, confirming the validity of our general approach to different batched VoD systems.
E. Some Design Guidelines
The results obtained in the previous sections can be exploited for choosing the system parameters that guarantee the perfor- mance needed. As an example, with a fixed value of the number of users and of the video request rate, the minimum number of active users , that the system must be able to support with a given unsuccessful probability, can be derived from Figs. 14 and 15. From the knowledge of , it is possible to evaluate, for different values of , the mean number of batches from Fig. 6-11 , and the mean percentage reduction of system resources through Figs. 12 and 13. Thus, we can choose the best value of in order to obtain a given level of system performance. This last value is directly related to the dimension of infrastructure elements such as memory buffers. Alternatively, fixing the system resources in terms of mean number of batches, the maximum waiting time in batching schemes or the maximum size of memory in buffering schemes can be obtained.
In addition, a thorough analysis, not reported in this paper for brevity, can be developed exploiting the distribution of the number of batches given by (21) and (37). In fact, the knowledge of the probability distribution of the number of batches allows a statistical evaluation of the aggregate bandwidth, needed in order to guarantee a given loss probability [31] , [32] . This last probability can be considered as a suitable QoS index. Moreover, the estimation of the aggregate bandwidth required by the video system can be fruitfully exploited to dimension the network link bandwidth.
F. Simulation Environment
The simulator is an event oriented simulation program written in C language and using the libraries of the SMPL simulation language [33] . Two main events characterize system behavior, both describing the transitions of the user requests between the two service centers. Event 1 occurs when a user leaves service center 1 to reach service center 2 in the queuing network. This corresponds to a transition from the idle state to the active state. After the service, the user joins service center 1 and returns to the idle state, after which event 2 occurs. In the case of lack of resources of center 2, the request is not accepted and the user makes a new attempt after a new round of service in center 1. The system clock advances when one of these two events occurs.
Interarrival times between two video requests for the same user are generated randomly by suitable exponential distributions. Users require videos following the request probability shown in Table I . Through simulation we measure the mean number of active users in the system, the mean number of batches and the unsuccessful video request probability as follows: (26) where and are respectively the number of users in the active state and the number of batches at the time , and is the number of refused requests during the simulation, and denotes the number of attempted requests over the simulation duration, that is .
IV. CONCLUSIONS
In this paper we have developed an analytical model to study the performance of a multimedia on-demand system with resource sharing, exploiting batching and buffering techniques. The rationale behind the development of this analytical model can be understood by considering that the computational complexity of the model is surprisingly low, allowing, as a consequence, the analysis of quite realistic systems. The analytical results have been validated by a discrete event simulation model, which, as expected, produces results in a time that is orders of magnitude greater than the time employed by the analytical model.
As we can see from the results obtained, the developed model allows a good system design providing a tradeoff among contrasting needs. In fact, high values of the batching interval give high performance in terms of reduction of resource requirement, e.g., transmission bandwidth, I/O bandwidth for video servers, and so on. But this reduction causes an increase in the waiting time for each user with the batching technique or an increase of memory required to store the video frames with the buffering technique. Moreover, we have the maximum resource saving for high values of the video request rate, but, in this case, the system operates with highly unsuccessful probability. Finally, the developed model can be exploited for analyzing other data centered approaches applied hierarchically on the considered system. As an example, the gain obtained by stream merging approaches, applied after batching, can be quantitatively evaluated. In fact, the distribution of the number of batches for each video (9) , and the inter-batching time distribution (which can be evaluated quite easily, see Fig. 4 ), again allow us to apply the batch modeling of Section II-C to evaluate, in the considered VoD systems, the merging features applied on streams derived from batching of user requests.
APPENDIX A
In this Appendix, the probability with is evaluated, where are the request arrival instants. We have (27) Considering the total probability theorem and the memoryless property of exponential distribution, observing that is an Erlang random variable with parameters and , (27) becomes (28) In fact, the first term in the integral is the probability that in the time interval there are no arrivals, i.e., by exponential distribution. Thus (29) APPENDIX B
Here we show how to obtain the expression (15) . Since the minimum dimension for each batch is one (i.e., each where is still the number of users in the batch) we can observe that it is possible to rewrite (15) as (30) where . Using the expression (12) for each , we have
Using the multinomial formula (32) and since each , with the substitution , for each , (31) becomes (33) It is possible to rewrite (13) Using (33) and with the substitution , after some algebra, the sum in (34) is Thus, using (33), (34) becomes the recursive expression 
To obtain all values, it is straightforward to show (considering the range of variation of and ) that the computational cost of the method is .
APPENDIX C
Here we show how to evaluate the distribution of total number of batches, , given by (21) . Exploiting the total probability theorem and considering the vectors and , we have (37) Considering that the number of class batches depends only on the number of class users, it is easy to realize that (38)
Exploiting (5), we have (39) with Thus, considering (21), globally we obtain A brute force approach to evaluate the previous expression for realistic systems is practically impossible due to its high computational complexity. To cope with such a problem, in the sequel, a simple iterative algorithm is derived. Let (40) Obviously, we have . We can rewrite as follows:
The index starts from because, as can be easily verified, for , . We have which becomes (41) with the following initial conditions which can be easily derived from (40):
The computational complexity of this algorithm is .
