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Abstract. We study the Hopf bifurcation of C3 differential systems
in Rn showing that l limit cycles can bifurcate from one singularity
with eigenvalues ±bi and n − 2 zeros with l ∈ {0, 1, . . . , 2n−3}. As
far as we know is the first time that it is proved that the number of
limit cycles that can bifurcate in a Hopf bifurcation increases expo-
nentially with the dimension of the space. For proving this result we
use the averaging theory of first order. Additionally in dimension 4
we characterize the shape and the kind of stability of the bifurcated
limit cycles. Moreover we apply our results first to the fourth order
differential equation, and second to a simplified Marchuk model which
describes the immune response.
1. Introduction and statement of the main results
In this work we study the Hopf bifurcation of C3 differential systems in
Rn with n ≥ 3 by using the averaging theory of first order. We assume
that these systems have a singularity at the origin, whose linear part has
eigenvalues εa ± bi and εck for k = 3, . . . , n, where ε is a small parameter.
Such systems can be written into the form
(1)
x˙ = εax− by + ∑
i1+...+in=2
ai1...inx
i1yi2zi33 . . . z
in
n +A,
y˙ = bx+ εay +
∑
i1+...+in=2
bi1...inx
i1yi2zi33 . . . z
in
n + B,
z˙k = εckz +
∑
i1+...+in=2
c
(k)
i1...in
xi1yi2zi33 . . . z
in
n + Ck, k = 3, . . . , n
where ai1...in , bi1...in , c
(k)
i1...in
, a, b and ck are real parameters, ab 6= 0, and
A, B and Ck are the Lagrange expression of the error function of third order
in the expansion of the functions of the system in Taylor series.
2000 Mathematics Subject Classification. 34C23, 34C29, 37G15.
Key words and phrases. limit cycles, generalized Hopf bifurcation, averaging theory.
1
2 JAUME LLIBRE AND XIANG ZHANG
Our first result is on the number of limit cycles which can bifurcate from
the origin by using the averaging method of first order.
Theorem 1. There exist C3 systems (1) for which l ∈ {0, 1, . . . , 2n−3}
limit cycles bifurcate from the origin at ε = 0, i.e. for ε sufficiently small
the system has exactly l limit cycles in a neighborhood of the origin and
these limit cycles tend to the origin when ε↘ 0.
Theorem 1 is proved in Section 3. From the proof of Theorem 1 it follows
immediately the next result.
Corollary 2. There exist quadratic polynomial differential systems (1) (i.e.
with A = B = Ck = 0) for which l ∈ {0, 1, . . . , 2n−3} limit cycles bifurcate
from the origin at ε = 0, i.e. for ε sufficiently small the system has exactly
l limit cycles in a neighborhood of the origin and these limit cycles tend to
the origin when ε↘ 0.
The study of the limit cycles and the averaging theory has a long history
(see for instance [2, 6, 8, 13, 14, 15, 16]), but as far as we know our result is
the first one showing that the number of bifurcated limit cycles in a Hopf
bifurcation can grow exponentially with the dimension of the system.
For lower dimensional systems we have more precise results than the
ones stated in Theorem 1. See [4] for a proof of Theorem 1 in dimension
3 restricted to quadratic polynomial differential systems, and for sufficient
conditions for the existence or not of one limit cycle and its kind of stability.
In dimension 4 we write system (1) into the form
(2)
x˙ = εax− by + ∑
i+j+k+l=2
aijklx
iyjzkwl +A,
y˙ = bx+ εay +
∑
i+j+k+l=2
bijklx
iyjzkwl + B,
z˙ = εcz +
∑
i+j+k+l=2
cijklx
iyjzkwl + C,
w˙ = εdw +
∑
i+j+k+l=2
dijklx
iyjzkwl +D,
where aijkl, bijkl, cijkl, dijkl, a, b, c and d are real parameters, ab 6= 0,
and A, B, C and D are the Lagrange expression of the error function of
third order in the expansion of the functions of the system in Taylor series.
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Without loss we assume that b > 0. Set
(3)
A = KG1 − LG2,
B = 2a(N2F1 − 2N3F2) + cF 21G2 + dF1F2G1,
C = 2a(2aN3 − dF1G1),
D = 2a
(
M1F
2
1 + 2M2F1F2 +M3F
2
2
)
+ cKF1 + dLF2,
E = −a(2aM2F1 + 2aM3F2 + dL),
Λ = dF2G1 − 2aN2, z = cF2G2 + 2aN1, ∆ = Λ2 − 8aN3z,
Γ = −8a2c0002N23 + 4acF2N23 − 2ac0011N3Λ− c0002(Λ2 +∆)/2,
Φ = 2c0011CF1(2aB + CF2)− 2cBCF 21
−2c0020C2F 21 − 2c0002(2aB + CF2)2,
Ψ = 4a
(
(cF2 − 2ac0020)Λ2 + 2ac0011F2Λz− 2ac0002F 22z2
)
,
where
F1 = a1001 + b0101, F2 = a1010 + b0110,
G1 = c0200 + c2000, G2 = d0200 + d2000,
K = d0020F 21 − d0011F1F2 + d0002F 22 ,
L = c0020F 21 − c0011F1F2 + c0002F 22 ,
M1 = c0020d0011 − c0011d0020, M2 = c0002d0020 − c0020d0002,
M3 = c0011d0002 − c0002d0011,
N1 = d0020G1 − c0020G2, N2 = d0011G1 − c0011G2,
N3 = d0002G1 − c0002G2.
Using these quantities we will be able to control the number of bifurcated
limit cycles in the Hopf bifurcation of system (2) and their kind of stability.
Our basic assumptions are
F 21 + F
2
2 6= 0, G21 +G22 6= 0.
Because if F 21 + F
2
2 = 0 from the proof of our next theorem we can see
that system (2) cannot present a Hopf bifurcation, and if G21+G
2
2 = 0 then
system (2) either has no Hopf bifurcation or the averaging theory of first
order that we are using cannot decide if there is a Hopf bifurcation.
Our results on the Hopf bifurcation of system (2) are the following ones.
Theorem 3. For a C3 system (2) with G1 6= 0 the following statements
hold.
(a)(a.1) For F1 6= 0 and A 6= 0, if B2 − 4AC > 0 and (4AE − DB +
D
√
B2 − 4AC)F1 > 0 (resp. (4AE−DB−D
√
B2 − 4AC)F1 >
0), system (2) has a limit cycle Γ1ε (resp. Γ2ε ) tending to
a singular point as ε ↘ 0. Moreover for suitable choice of
the parameters system (2) can have the two limit cycles Γ1ε
and Γ2ε. In these last case both limit cycles tend to different
singular points when ε↘ 0.
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(a.2) For F1 6= 0 and A = 0, if B 6= 0 and ΦG1 > 0, system (2) has
a limit cycle Γ1ε tending to the origin as ε↘ 0.
(a.3) For F1 = 0, F2 6= 0 and N2 6= 0, if ∆ > 0 and (Γ−(2ac0011N2+
c0002Λ)
√
∆)G1 > 0 (resp. (Γ + (2ac0011N2 + c0002Λ)
√
∆)G1 >
0), system (2) has a limit cycle Γ3ε (resp. Γ4ε) tending to the
origin as ε↘ 0. Moreover for suitable choice of the parameters
system (2) can have the two limit cycles Γ3ε and Γ4ε. In these
last case both limit cycles tend to different singular points when
ε↘ 0.
(a.4) For F1 = 0, F2 6= 0 and N2 = 0, if Λ 6= 0 and ΨG1 > 0, system
(2) has a limit cycle Γ3ε tending to the origin as ε↘ 0.
(b) For ε > 0 sufficiently small the limit cycle Γ1ε, Γ2ε, Γ1ε, Γ3ε, Γ4ε
or Γ3ε of statement (a) is given respectively by the graph
r(θ) = ε
√(
4AE −DB +D√B2 − 4AC) /(F1A2) +O(ε2),
z(θ) = ε
(
B −
√
B2 − 4AC
)
/(2A) +O(ε2),
w(θ) = −ε
(
4aA+ F2(B −
√
B2 − 4AC)
)
/(2AF1) +O(ε2);
r(θ) = ε
√(
4AE −DB −D√B2 − 4AC) /(F1A2) +O(ε2),
z(θ) = ε
(
B +
√
B2 − 4AC
)
/(2A) +O(ε2),
w(θ) = −ε
(
4aA+ F2(B +
√
B2 − 4AC)
)
/(2AF1) +O(ε2);
r(θ) = ε
√
Φ/(G1B2F 21 ) +O(ε
2),
z(θ) = εC/B +O(ε2),
w(θ) = −ε (2aB + CF2)) /(BF1) +O(ε2);
r(θ) = ε
√(
Γ− (2ac0011N2 + c0002Λ)
√
∆
)
/(G1F 22N
2
2 ) +O(ε
2),
z(θ) = −ε2a/F2 +O(ε2),
w(θ) = −ε
(
Λ +
√
∆
)
/(2N2F2) +O(ε2);
r(θ) = ε
√(
Γ + (2ac0011N2 + c0002Λ)
√
∆
)
/(G1F 22N
2
2 ) +O(ε
2),
z(θ) = −ε2a/F2 +O(ε2),
w(θ) = −ε
(
Λ−
√
∆
)
/(2N2F2) +O(ε2);
or
r(θ) = ε
√
Ψ/(G1F 22Λ2) +O(ε
2),
z(θ) = −ε2a/F2 +O(ε2),
w(θ) = −ε2az/Λ +O(ε2),
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where θ ∈ S1 and the coordinates (r, z, w) and θ are defined at the
beginning of Section 4.
(c) For the results of this section we need that system (2) be at least C4.
(c.1) For F1 > 0 and A 6= 0, the limit cycle Γ1ε (resp. Γ2ε) has
at least one–dimensional stable (resp. unstable) manifold, and
consequently the limit cycle is not a global repeller (resp. attrac-
tor). For F1 < 0 and A 6= 0 the one–dimensional invariant
manifold of the limit cycle has converse stability than for F1 >
0.
(c.2) For F1 > 0, A = 0 and B 6= 0, the limit cycle Γ1ε has at
least one–dimensional stable (resp. unstable) manifold provided
that B > 0 (resp. B < 0). For F1 < 0 the one–dimensional
invariant manifold of the limit cycle has a different stability
than for F1 > 0.
(c.3) For F1 = 0, F2 > 0 and N2 6= 0 the limit cycle Γ3ε (resp. Γ4ε)
has at least one–dimensional stable (resp. unstable) manifold.
For F1 = 0, F2 < 0 and N2 6= 0, the one–dimensional invariant
manifold of the limit cycles has a different stability than for
F2 > 0.
(c.4) For F1 = 0, F2 6= 0, N2 = 0 and Λ 6= 0, the limit cycle Γ3ε
has at least one–dimensional stable (resp. unstable) manifold
provided that ∆ > 0 (resp. ∆ < 0).
Theorem 3 will be proved in Section 4.
We note that the quantities defined in (3) depend only on the following 18
parameters: a, b, c, d, a1010, a1001, b0110, b0101, c2000, c0200, c0020, c0011, c0002,
d2000, d0200, d0020, d0011, d0002 of the 44 parameters of system (2). So the
Hopf bifurcation depends only on these 18 parameters.
We remark that in (a.2) (resp. (a.4)) we assume B 6= 0 (resp. Λ 6= 0).
Otherwise as it follows from the proof of Theorem 3 the averaging theory
of first order cannot decide on the existence or not of Hopf bifurcation.
Other studies on the Hopf bifurcation using the averaging theory in a
different way than ours have been made by Chow and Mallet–Paret [8].
Their results are more general than the present ones, but ours are more
precise and provide also the stability of the bifurcated Hopf limit cycles. A
related generalized Hopf bifurcation can be found in [1].
We now consider some applications of our Theorem 3. The first one is on
the existence of periodic solutions of the fourth order differential equation
(4)
d4x
dt4
+ p
d3x
dt3
+ q
d2x
dt2
+ k
dx
dt
+ lx = f
(
x,
dx
dt
,
d2x
dt2
,
d3x
dt3
)
,
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where p, q, k, l are real parameters satisfying p = −(2a + c + d)ε, q = b2 +
(a2 + 2ac + 2ad + cd)ε2, k = −ε (b2c+ b2d+ (a2c+ a2d+ 2acd)ε2) , l =
cdε2
(
b2 + a2ε
)
, and f is a C3 function with f and its first order partial
derivatives vanishing at the origin of 4-dimensional space. We have the
following results.
Theorem 4. For 0 < ε¿ 1 system (4) has an isolated periodic solution in
a neighborhood of the trivial solution x = 0 if one of the following conditions
holds
(i) b4 6= 0, cb4 + db3 6= 0 and
Φ∗ = a(b1 + b5)
(
cd(cb4 + db3)− 2ab24(c2b10 + cdb9 + d2b8)
)
> 0;
(ii) b4 = 0, b3 6= 0, d 6= 0 and
Ψ∗ = a(b1 + b5)
(
cd2b3 − 2a(c2b23b10 − cdb3b9 − d2b8)
)
> 0,
where the bi’s are defined in Section 5.
In Section 5 we will prove Theorem 4 and we will present a more detailed
statement on the existence and shape of the periodic solution of equation
(4).
The second application is on the simplified system of immune response
without influence of damaged organ and time delay
(5)
dX
dt
= (β − γZ)X,
dY
dt
= αXZ − µ1(Y − δ),
dZ
dt
= ρY − (µ2 + ηγX)Z,
dW
dt
= σX − µ3W.
given in [7] by Marchuk.
Theorem 5. There is an open set in the parameter spaces for which system
(5) has at least one limit cycle.
A more detailed statement and a proof of Theorem 5 will be given in
Section 6, where we will present the conditions for the existence and stability
of limit cycles coming from a Hopf bifurcation.
2. First order averaging method for periodic orbits
The aim of this section is to present the first order averaging method as
it was obtained in [2]. Differentiability of the vector field is not needed. The
specific conditions for the existence of a simple isolated zero of the averaged
function are given in terms of the Brouwer degree. In fact the Brouwer
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degree theory is the key point in the proof of this theorem. We remind here
that continuity of some finite dimensional function is a sufficient condition
for the existence of its Brouwer degree (see [11] for precise definitions).
Theorem 6. We consider the following differential system
(6) x˙(t) = εf(t, x) + ε2R(t, x, ε),
where f : R × D → Rn, R : R × D × (−εf , εf ) → Rn are continuous
functions, T–periodic in the first variable, and D is an open subset of Rn.
We define f0 : D → Rn as
(7) f0(z) =
1
T
∫ T
0
f(s, z)ds,
and assume that
(i) f and R are locally Lipschitz with respect to x;
(ii) for b ∈ D with f0(b) = 0, there exists a neighborhood V of b such
that f0(z) 6= 0 for all z ∈ V \ {b} and dB(f0, V, b) 6= 0, (where
dB(f0, V, b) denotes the Brouwer degree of f0 in the neighborhood
V of b).
Then, for |ε| > 0 sufficiently small, there exists an isolated T–periodic so-
lution ϕ(·, ε) of system (6) such that ϕ(b, 0) = b.
Here we will need some facts from the proof of Theorem 6. Hypothesis
(i) assures the existence and uniqueness of the solution of each initial value
problem on the interval [0, T ]. Hence, for each z ∈ D, it is possible to
denote by x(·, z, ε) the solution of (6) with the initial value x(0, z, ε) = z.
We consider also the function ζ : D × (−εf , εf )→ Rn defined by
(8) ζ(z, ε) =
∫ T
0
[
εf(t, x(t, z, ε)) + ε2R(t, x(t, z, ε), ε)
]
dt.
From the proof of Theorem 6 we extract the following facts.
Remark 7. Under the assumptions of Theorem 6 for every z ∈ D the
following relation holds
x(T, z, ε)− x(0, z, ε) = ζ(z, ε).
Moreover the function ζ can be written in the form
ζ(z, ε) = εf0(z) +O(ε2),
where f0 is given by (7) and the symbol O(ε2) denotes a bounded function
on every compact subset of D × (−εf , εf ) multiplied by ε2. Moreover, for
|ε| sufficiently small, z = ϕ(0, ε) is an isolated zero of ζ(·, ε).
8 JAUME LLIBRE AND XIANG ZHANG
Note that from Remark 7 it follows that a zero z of the function ζ(z, ε)
provides initial conditions for a periodic orbit of the system of period T .
Consequently the zeros of f0(z) when f0(z) is not identically zero also
provides periodic orbits of period T .
For a given system there is the possibility that the function ζ is not
globally differentiable, but the function f0 is. In fact, only differentiability
in some neighborhood of a fixed isolated zero of f0 could be enough. When
this is the case, one can use the following remark in order to verify the
hypothesis (ii) of Theorem 6.
Remark 8. Let f0 : D → Rn be a C1 function, with f0(b) = 0, where D
is an open subset of Rn and b ∈ D. Whenever b is a simple zero of f0 (i.e.
the Jacobian of f0 at b is not zero), then there exists a neighborhood V of b
such that f0(z) 6= 0 for all z ∈ V \ {b}. Then dB(f0, V, b) ∈ {−1, 1}.
The following theorem is proved in [3], it provides the asymptotic stabil-
ity of the limit cycles obtained by the averaging theory only with the C1
differentiability of f and a Lipschitz assumption on R.
Theorem 9. If the function f of (6) is C1 and the function R is Lipschitz
in a neighborhood of the limit cycle ϕ(·, ε) given in Theorem 6 by the simple
zero b of f0, then for ε sufficiently small if all the eigenvalues of the Jacobian
matrix of f0 at b have negative (resp. positive) real part, then the limit cycle
ϕ(·, ε) is asymptotically stable (resp. unstable).
Of course if the function f of (6) is C2 and the function R is C1 then
we have better information on the kind of stability of the limit cycle ϕ(·, ε)
given in Theorem 6. A proof of this result can be found in [14] or in [5].
Theorem 10. If the function f of (6) is C2 and the function R is C1 in
a neighborhood of a simple zero b of f0, then for ε sufficiently small the
stability or instability of the limit cycle ϕ(·, ε) given in Theorem 6 is given
by the stability or instability of the singularity b of the averaged system z˙ =
εf0(z). In fact the singularity b has the stability behavior of the Poincare´
map associated to the limit cycle ϕ(·, ε).
3. Proof of Theorem 1
Doing the cylindrical change of coordinates
(9) x = r cos θ, y = r sin θ, zi = zi, i = 3, . . . , n,
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in the region r > 0 system (1) becomes
(10)
r˙ = εar +
∑
i1+...+in=2
(ai1...in cos θ + bi1...in sin θ)×
(r cos θ)i1(r sin θ)i2zi33 . . . z
in
n +O(3),
θ˙ =
1
r
(
br +
∑
i1+...+in=2
(bi1...in cos θ − ai1...in sin θ)×
(r cos θ)i1(r sin θ)i2zi33 . . . z
in
n +O(3)
)
,
z˙k = εckzk +
∑
i1+...+in=2
c
(k)
i1...in
(r cos θ)i1(r sin θ)i2zi33 . . . z
in
n +O(3),
for k = 3, . . . , n, where O(3) = O3(r, z3, . . . , zn).
As usual Z+ denotes the set of all non–negative integers. Taking a00eij =
b00eij = 0 where eij ∈ Zn−2+ has the sum of the entries equal to 2, it is easy to
show that in a suitable small neighborhood of (r, z3, . . . , zn) = (0, 0, . . . , 0)
we have θ˙ 6= 0. Then choosing θ as the new independent variable system
(10) in a neighborhood of (r, z3, . . . , zn) = (0, 0, . . . , 0) becomes
(11)
dr
dθ =
r
 
εar+
P
i1+...+in=2
(ai1...in cos θ+bi1...in sin θ)(r cos θ)
i1 (r sin θ)i2z
i3
3 ...z
in
n +O(3)
!
br+
P
i1+...+in=2
(bi1...in cos θ−ai1...in sin θ)(r cos θ)i1 (r sin θ)i2z
i3
3 ...z
in
n +O(3)
,
dzk
dθ =
r
 
εckzk+
P
i1+...+in=2
c
(k)
i1...in
(r cos θ)i1 (r sin θ)i2z
i3
3 ...z
in
n +O(3)
!
br+
P
i1+...+in=2
(bi1...in cos θ−ai1...in sin θ)(r cos θ)i1 (r sin θ)i2z
i3
3 ...z
in
n +O(3)
,
for k = 3, . . . , n. We note that this system is 2pi periodic in the variable θ.
For applying the averaging theory of Section 2 and proving
Theorem 1 we rescale the variables
(12) (r, z3, . . . , zn) = (ρε, η3ε, . . . , ηnε).
Then system (11) becomes
(13)
dρ
dθ
= εf1(θ, ρ, η3, . . . , ηn) + ε2g1(θ, ρ, η3, . . . , ηn, ε),
dηk
dθ
= εfk(θ, ρ, η3, . . . , ηn) + ε2gk(θ, ρ, η3, . . . , ηn, ε), k = 3, . . . , n,
where
f1 = 1b
(
aρ+
∑
i1+...+in=2
(ai1...in cos θ + bi1...in sin θ)×
(ρ cos θ)i1(ρ sin θ)i2zi33 . . . z
in
n
)
,
fk = 1b
(
cηk +
∑
i1+...+in=2
c
(k)
i1...in
(ρ cos θ)i1(ρ sin θ)i2zi33 . . . z
in
n
)
.
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We note that system (13) has the form of (6) in the averaging theorem
with x = (ρ, η3, . . . , ηn), t = θ, f(θ, ρ, η3, . . . , ηn) = (f1(θ, ρ, η3, . . . , ηn),
f3(θ, ρ, η3, . . . , ηn), . . . , fn(θ, ρ, η3, . . . , ηn)) and T = 2pi. The averaged sys-
tem of (13) is
(14) y˙ = εf0(y), y = (ρ, η3, . . . , ηn) ∈ Ω,
where Ω is a suitable neighborhood of the origin (ρ, η3, . . . , ηn)=(0, 0, . . . , 0),
and
f0(y) = (f01 (y), f
0
3 (y), . . . , f
0
n(y)),
with
f0i (y) =
1
2pi
∫ 2pi
0
fi(θ, ρ, η3, . . . , ηn)dθ, i = 1, 3, . . . , n.
After some calculations we have that
f01 =
1
2b
ρ
2a+ n∑
j=3
(a10ej + b01ej )ηj
 ,
f0k =
1
2b
2ckηk + (c(k)200n−2 + c(k)020n−2) ρ2 + 2 ∑
3≤i≤j≤n
c
(k)
00eij
ηiηj
 ,
for k = 3, . . . , n, where ej ∈ Zn−2+ is the unit vector with the jth entry equal
to 1, and eij ∈ Zn−2+ has the sum of the ith and jth entries equal to 2 and
the other equal to 0.
Now we shall apply Theorem 6 for obtaining limit cycles of system (13).
Note that these limits after the rescaling (12) will become infinitesimal limit
cycles for system (11), which will tend to origin when ε ↘ 0, consequently
they will be bifurcated limit cycles of the Hopf bifurcation of system (11)
at the origin.
Using Theorem 6 for studying the limit cycles of system (13) we only
need to compute the non–degenerate singularities of system (14). Since the
transformation from the cartesian coordinates (r, z3, . . . , zn) to the cylindri-
cal ones (ρ, η3, . . . , ηn) is not a diffeomorphism at ρ = 0, we deal with the
zeros having the coordinate ρ > 0 of the averaged function f0. So we need
to compute the roots of the algebraic equations
(15)
2a+
n∑
j=3
(a10ej + b01ej )ηj = 0,
2ckηk +
(
c
(k)
200n−2 + c
(k)
020n−2
)
ρ2 + 2
∑
3≤i≤j≤n
c
(k)
00eij
ηiηj = 0, k = 3, . . . , n.
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Since the coefficients of system (15) are independent and arbitrary. In order
to simplify the notation we write system (15) as
(16) a+
n∑
j=3
ajηj = 0, c
(k)
0 ρ
2+ckηk+
∑
3≤i≤j≤n
c
(k)
ij ηiηj = 0, k = 3, . . . , n,
where aj , c
(k)
0 , ck and c
(k)
ij are arbitrary constants.
Denote by C the set of algebraic systems of form (16). We claim that
there is a system belonging to C which has exactly 2n−3 simple roots. The
claim can be verified by the example:
a+ a3η3 = 0,(17)
c
(3)
0 ρ
2 + c3η3 +
∑
3≤i≤j≤n
c
(3)
ij ηiηj = 0,(18)
ckηk +
∑
3≤i≤j≤k
c
(k)
ij ηiηj = 0, k = 4, . . . , n,(19)
with all the coefficients non–zero. Equations (19) can be treated as qua-
dratic algebraic equations in ηk. Substituting the unique solution η30 of
η3 in (17) into (19) with k = 4, then this last equation has exactly two
different solutions η41 and η42 for η4 choosing conveniently c4. Introducing
the two solutions (η30, η4i), i = 1, 2, into (19) with k = 5 and choosing
conveniently the values of the coefficients of equation (19) with k = 5 and
(η3, η4) = (η30, η4i) we get two different solutions η5i1 and η5i2 of η5 for each
i. Moreover playing with the coefficients of the equations, the four solutions
(η30, η4i, η5ij) for i, j = 1, 2, are distinct. By induction we can prove that
for suitable choice of the coefficients equations (17) and (19) have 2n−3 dif-
ferent roots (η3, . . . , ηn). Since η3 = η30 is fixed, for any given c
(3)
ij there
exist values of c3 and c
(3)
0 such that equation (18) has a positive solution
ρ for each of the 2n−3 solutions (η3, . . . , ηn) of (17) and (19). Since the
2n−3 solutions are different, and the number of the solutions of (17)-(19) is
the maximum that the equations can have (by the Bezout Theorem, see for
instance [12]), it follows that every solution is simple, and consequently the
determinant of the Jacobian of the system evaluated at it is not zero. This
proves the claim.
Using the same arguments which allow us to prove the claim, we also can
prove that we can choose the coefficients of the previous system in order
that it has 0, 1, . . . , 2n−3 − 1 simple real solutions.
Taking the averaged system (14) with f0 having the convenient coeffi-
cients as in (17)-(19), the averaged system (14) has exactly k ∈ {0, 1, . . .,
2n−3} singularities with the components ρ > 0. Moreover the determinants
of the Jacobian matrix ∂f0/∂y at these singularities do not vanish, because
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all the singularities are simple. By Theorem 6 and Section 2 we get that
there are systems of form (1) which have k ∈ {0, 1, . . . , 2n−3} limit cycles.
This proves Theorem 1.
4. Proof of Theorem 3
Following the proof of Theorem 1 after the change of variables x = r cos θ,
y = r sin θ, z = z and w = w, and the rescaling (r, z, w) = (ρε, ξε, ηε) we
get from (2) that
dρ
dθ
= εA1(θ, ρ, ξ, η) + ε2B1(θ, ρ, ξ, η, ε),
dξ
dθ
= εA2(θ, ρ, ξ, η) + ε2B2(θ, ρ, ξ, η, ε),(20)
dρ
dθ
= εA3(θ, ρ, ξ, η) + ε2B3(θ, ρ, ξ, η, ε),
where the Ai’s can be got from the proof of Theorem 1, we do not present
them here. The averaged system associated to (20) is
(21) y˙ = εf0(y), y = (ρ, ξ, η),
where f0(y) = (f01 (y), f
0
2 (y), f
0
3 (y)) with
f01 =
1
2b
ρ (2a+ (a1010 + b0110)ξ + (a1001 + b0101)η) ,
f02 =
1
2b
(
2cξ + (c0200 + c2000)ρ2 + 2(c0020ξ2 + c0011ξη + c0002η2)
)
,
f03 =
1
2b
(
2dη + (d0200 + d2000)ρ2 + 2(d0020ξ2 + d0011ξη + d0002η2)
)
.
As we have explained in the proof of Theorem 1, we consider the singular-
ities with ρ > 0 of the averaged system (21). By some tedious calculations
we obtain that for F1 6= 0 and A 6= 0 the singularities with ρ > 0 of (21)
are S1 = (ρ1, ξ1, η1) with
ρ1 =
√
4AE −DB +D√B2 − 4AC
F1A2
, ξ1 =
B −√B2 − 4AC
2A
,
η1 = −4aA+ F2(B −
√
B2 − 4AC)
2AF1
,
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if B2−4AC > 0 and (4AE−DB+D√B2 − 4AC)F1 > 0; or S2 = (ρ2, ξ2, η2)
with
ρ2 =
√
4AE −DB −D√B2 − 4AC
F1A2
, ξ2 =
B +
√
B2 − 4AC
2A
,
η2 = −4aA+ F2(B +
√
B2 − 4AC)
2AF1
,
if B2 − 4AC > 0 and (4AE −DB −D√B2 − 4AC)F1 > 0.
We treat A,B,C,D,E as polynomials in Fi and Gi for i = 1, 2. Then AE
has the terms with degree 4, but DB and D
√
B2 − 4AC has the terms with
the lowest degree 5. So by choosing the values of F1, F2, G1 and G2 suitably
small, i.e. the values of a1001, a1010, b0110, b0101, c0200, c2000, d0200, d2000, and
the convenient choice of the other parameters we can prove that S1 and S2
can appear simultaneously.
From other tedious calculations we get that
(22)
det
(
∂f0
∂y
)∣∣∣∣
S1
= −ρ21
√
B2 − 4AC
2b3F1
and det
(
∂f0
∂y
)∣∣∣∣
S2
= ρ22
√
B2 − 4AC
2b3F1
.
Hence it follows from the assumptions of statement (a.1) of Theorem 3 and
the previous discussions that S1 and S2 can appear simultaneously and are
different, and that the determinants of the Jacobian matrix of (21) at S1
and S2 are both different from zero. By Section 2 we obtain that for ε
sufficiently small system (20) has two limit cycles that we denoted by Γiε,
i = 1, 2, and Γiε → Si, i = 1, 2, as ε↘ 0. Hence statement (a.1) of Theorem
3 is proved.
If F1 6= 0, A = 0 and B 6= 0, the averaged system (21) has the unique
singularity
S1 = (ρ1, ξ1, η1) =
(√
Φ
G1B2F 21
,
C
B
,−2aB + CF2
BF1
)
.
Recall that we have assumed G1 6= 0. The determinant of the Jacobian
matrix of (21) at S1 is
(23) det
(
∂f0
∂y
)∣∣∣∣
S1
= −ρ21
B
2b3F1
.
Therefore using Section 2 it follows statement (a.2) of Theorem 3.
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If F1 = 0, F2 6= 0 and N2 6= 0, the averaged system (21) has the singu-
larities
S3 = (ρ3, ξ3, η3) =
√Γ− (2ac0011N2 + c0002Λ)√∆
G1F 22N
2
2
,− 2a
F2
,−Λ +
√
∆
2N2F2
 ,
if (Γ− (2ac0011N2 + c0002Λ)
√
∆)G1 > 0; and
S4 = (ρ4, ξ4, η4) =
√Γ + (2ac0011N2 + c0002Λ)√∆
G1F 22N
2
2
,− 2a
F2
,−Λ−
√
∆
2N2F2
 ,
if (Γ + (2ac0011N2 + c0002Λ)
√
∆)G1 > 0. The determinants of the Jacobian
matrix of (21) at S3 and S4 are respectively
(24) det
(
∂f0
∂y
)∣∣∣∣
S3
= −ρ23
√
∆F 22
2b3F2
and det
(
∂f0
∂y
)∣∣∣∣
S4
= ρ24
√
∆F 22
2b3F2
.
Again from Section 2 it follows statement (a.3) of Theorem 3.
If F1 = 0, F2 6= 0, N2 = 0 and Λ 6= 0, the averaged system (21) has the
unique singularity
S3 := (ρ3, ξ3, η3) =
(√
Ψ
G1F 22Λ2
,− 2a
F2
,−2az
Λ
)
.
The determinant of the Jacobian matrix of (21) at S3 is
(25) det
(
∂f0
∂y
)∣∣∣∣
S3
= −ρ23
Λ
2b3
.
After a similar treating as those in the proof of the case S1 and S2, we can
finished the proof of statement (a.4) and consequently the whole proof of
statement (a).
For proving statement (b) of Theorem 3 we observe that the limit cycles
Γiε for i = 1, 2 can be written into the form {(ri(θ), zi(θ), wi(θ)); θ ∈ S1},
and that the singularities S1 and S2 in the coordinates (r, z, w) are respec-
tively(
ε
√
4AE−DB+D√B2−4AC
F1A2
, εB−
√
B2−4AC
2A , −ε 4aA+F2(B−
√
B2−4AC)
2AF1
)
,
and(
ε
√
4AE−DB−D√B2−4AC
F1A2
, εB+
√
B2−4AC
2A , −ε 4aA+F2(B+
√
B2−4AC)
2AF1
)
.
Now the proof of statement (b) of Theorem 3 for the limit cycles Γiε with
i = 1, 2 follows from Section 2.
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Doing in a similar way as for the limit cycles Γ1ε and Γ2ε we can get
the conclusion for the other limit cycles Γ1ε, Γ3ε and Γ4ε and Γ3ε. Hence
statement (b) of Theorem 3 is proved.
By Theorem 10 and the determinants (22) (resp. (23),(24) and (25)) of
the Jacobian matrix of (21) at S1 and S2 (resp. S3, S3 and S4, and S3), it
follows easily the proof of statement (c) of Theorem 3.
We remark that the characteristic equations of system (21) at Si, i =
1, 2, 3, 4, are extremely complicated in the expression. So we do not pursue
the further analysis on them for obtaining more information on the dimen-
sions of stable and unstable manifolds of the limit cycles Γiε, i = 1, 2, 3, 4.
5. Application 1: Fourth order differential equations
Now we want to apply our Theorem 3 to study the existence of periodic
solutions of higher order differential equations. We consider the following
fourth order differential equation
(26)
d4x
dt4
+ p
d3x
dt3
+ q
d2x
dt2
+ k
dx
dt
+ lx = f
(
x,
dx
dt
,
d2x
dt2
,
d3x
dt3
)
,
where p, q, k, l are real parameters, and f is a C3 function with the expansion
f
(
x, dxdt ,
d2x
dt2 ,
d3x
dt3
)
= a1x2 + a2xdxdt + a3x
d2x
dt2 + a4x
d3x
dt3 + a5
(
dx
dt
)2
+a6 dxdt
d2x
dt2 + a7
dx
dt
d3x
dt3 + a8
(
d2x
dt2
)2
+ a9 d
2x
dt2
d3x
dt3 + a10
(
d3x
dt3
)2
+O(3).
We assume
p = −(2a+ c+ d)ε, q = b2 + (a2 + 2ac+ 2ad+ cd)ε2,
k = −ε (b2c+ b2d+ (a2c+ a2d+ 2acd)ε2) , l = cdε2 (b2 + a2ε) .
Set x1 = x, x2 = x˙1, x3 = x˙2, x4 = x˙3 and the dot denotes derivative
with respect to the time t. Equation (26) can be written as the system
(27)
x˙1 = x2, x˙2 = x3, x˙3 = x4, x˙4 = −lx1−kx2−qx3−px4+f(x1, x2, x3, x4).
Taking the change of variables
(28) (x, y, z, w)T =M(x1, x2, x3, x4)T ,
with
M =

−acdε3 acε2 + adε2 + cdε2 −aε− cε− dε 1
bcdε2 −bcε− bdε b 0
−dε(b2 + a2ε2) b2 + a2ε2 + 2adε2 −2aε− dε 1
−cε(b2 + a2ε2) b2 + a2ε2 + 2acε2 −2aε− cε 1
 ,
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system (27) becomes
(29)
x˙ = εax− by + g(x, y, z, w),
y˙ = bx+ εay,
z˙ = εcz + g(x, y, z, w),
w˙ = εdw + g(x, y, z, w),
where g(x, y, z, w) = f
(
M−1(x, y, z, w)T
)
.
Write
g(x, y, z, w) = b1x2 + b2xy + b3xz + b4xw + b5y2 + b6yz
+b7yw + b8z2 + b9zw + b10w2 +O(3).
We note that the coefficients of g are functions depending on the entries
of the matrix M and on the coefficients of f , which we do not give here
explicitly. Now for system (29) the relevant quantities in (3) become
F1 = b4, F2 = b3, G1 = G2 = b1 + b5, Mi = Ni = 0, i = 1, 2, 3
A = 0, B = (cb24 + db3b4)(b1 + b5), C = −2adb4(b1 + b5),
Λ = db3(b1 + b5), z = cb3(b1 + b5),
Φ = 4ab24(b1 + b5)
2
(
cd(cb4 + db3)− 2ab24(c2b10 + cdb9 + d2b8)
)
,
Ψ = 4ab23(b1 + b5)
2
(
cd2b3 − 2a(c2b23b10 − cdb3b9 + d2b8)
)
.
Since we have A = 0 and N2 = 0, applying Theorem 3 we get the next
result.
Corollary 11. For 0 < ε¿ 1 the following statements hold
(a) System (26) has an isolated periodic solution in a neighborhood of
the trivial solution x = 0 if one of the following conditions holds:
(i) b4 6= 0, cb4 + db3 6= 0 and
Φ∗ = a(b1 + b5)
(
cd(cb4 + db3)− 2ab24(c2b10 + cdb9 + d2b8)
)
> 0;
(ii) b4 = 0, b3 6= 0, d 6= 0 and
Ψ∗ = a(b1 + b5)
(
cd2b3 − 2a(c2b23b10 − cdb3b9 + d2b8)
)
> 0.
(b) The periodic solution has the asymptotic expression
x = −2ad(c−d)(cb4+db5)(b2+(a−c)2ε2) +
2ab4(cb4+db3)(b1+b5)+cb3
(c−d)(b2+(a−d)2ε2) +O(ε),
if the condition (i) holds, or
x =
−2a
(c− d)b3(b2 + (a− c)2ε2) +
2ac
(c− d)d(b2 + (a− d)2ε2) +O(ε),
if the condition (ii) holds.
(c) The isolated periodic solution is a limit cycle.
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The proof of Corollary 11 follows from Theorem 3 and the change of
coordinates (9) and (28). The following examples show that do there exist
systems of form (26) satisfying the conditions of Corollary 11.
Example 1: The system
d4x
dt4
− 5εd
3x
dt3
+(1+9ε2)
d2x
dt2
− ε(3+ 7ε2)dx
dt
+2ε2(1+ ε)x = x
dx
dt
+
7
6
x
d3x
dt3
,
satisfies condition (i) of Corollary 11 for ε sufficiently small. Because b4 =
−1/(6ε) +O(1), cb4 + db3 = −1/(6ε) +O(ε), and Φ∗ = 45/324+O(ε2). So
it has an isolated periodic solution in a neighborhood of x = 0.
Example 2: The system
d4x
dt4
− 2εd
3x
dt3
+
d2x
dt2
+ 2ε3
dx
dt
− (1 + ε)ε2x
= −x2 + µxdx
dt
− 2xd
2x
dt2
+ µx
d3x
dt3
+ 2(
dx
dt
)2 − dx
dt
d2x
dt2
,
satisfies condition (ii) of Corollary 11 for µ and ε sufficiently small. Because
b4 = 0, b3 = −4 + O(ε) (or −4 + O(ε2) if µ = 0), d = 1 and Ψ∗ =
69/(2ε2) + O(1/ε) (or 69/(2ε2) + O(1) if µ = 0). So it has an isolated
periodic solution in a neighborhood of x = 0.
6. Application 2: The Marchuk simplified system of immune
response
The system
(30)
dV
dt
= (β − γF )V,
dC
dt
= αV (t− τ)F (t− τ)− µc(C − C),
dF
dt
= ρC − (µf + ηγV )F,
dm
dt
= σV − µmm,
was given in [7] by Marchuk for describing a simplified system of immune
response with no influence of damaged organ, where C is a constant level
of plasma cells in a healthy organism, and the biological meaning of the
coordinates and coefficients are given in [7, 10]. For practical meaning we
assume that all the coefficients do not vanish. In [7, 9] the authors studied
the stability of the equilibrium states.
We will apply our Theorem 3 to system (30) without the time delay for
studying the existence of the periodic solutions. Thus we consider system
(5). It has two singularities
P =
(
0, δ, δρµ2 , 0
)
, Q =
(
µ1(βµ2−δγρ)
β(αρ−ηγµ1) ,
αβµ2−δηγ2µ1
γ(αρ−ηγµ1) ,
β
γ ,
µ1σ(βµ2−δγρ)
βµ3(αρ−ηγµ1)
)
,
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The first one has the eigenvalues: −µ1,−µ2,−µ3, β − δγρ/µ2. Theorem
3 cannot be applied to it. We consider the possible appearance of limit
cycles of system (5) in a neighborhood of the singularity Q. We denote its
coordinates by (x∗, y∗, z∗, w∗).
In order that system (5) at Q has the form (2), we choose the parameters
as
µ3 = −dε,
µ2 =
b2β − β2µ1 − (2aβ2 + b2c+ β2c)ε+m2βε2 − a2cε3
β(β + µ1)
,
η =
α
(
b2β + βµ21 +m1ε+m2βε
2 − a2cε3) ρ
γβ(cε+ µ1)(b2 + a2ε2 + 2aµ1ε+ µ21)
,(31)
ρ =
β
(
b2µ1 − βµ21 −m1ε+m2µ1ε2 + a2cε3
)
δγµ1(β + µ1)
,
where m1 = (2aβµ1+ cβµ1− b2c), m2 = (a2+2ac), and a, b, c and d are the
coefficients of the linear part of system (2), which can be chosen arbitrarily
but with ab 6= 0. We remark that the choice of µ3 follows from the fact that
−µ3 is an eigenvalue of Q. We take the translation of coordinates
x1 = X − x∗, x2 = Y − y∗, x3 = Z − z∗, x4 =W − w∗,
and an invertible linear change of coordinates (x, y, z, w)T = M(x1, x2, x3,
x4)T , where T denotes the transpose of a matrix. Then system (5) becomes
(32)
dx
dt
= εax− by + v1G(x, y, z, w),
dy
dt
= bx+ εay + v2G(x, y, z, w),
dz
dt
= εcz + v3G(x, y, z, w),
dw
dt
= εw + v4G(x, y, z, w),
where
v1 =
1
bN
(
b2
(
β2 − aβε+ cε(aε+ µ1)
)
+(β − aε)(aε+ µ1) (aε(β − cε) + β(cε+ µ1))) ,
v2 =
1
N
(−β (b2 + (µ1 + aε)2)+ cε (b2 + (β − aε)2)) ,
v3 =
1
N (cε− β)
(
b2 − βµ1 + aε(aε− 2β)
)
,
v4 =
1
N
(
(cε− β) (b2 − 2aβε+ a2ε2)− dβµ1ε+ β2(µ1 + cε− dε)) ,
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and
G = b2cεx2 +
(
b2 + (a− c)aε2) (a− c)εy2 + cε(cε+ µ1)2z2 − (b3 + a2bε2
−bc2ε3)xy − 2bcε(cε+ µ1)xz +
(
b2 + (a2 − c2)ε2) (cε+ µ1)yz,
with
N = βδµ1(cε+ µ1)(β + µ1)2
(
b2 + (aε+ µ1)2
) (
b2 + (a− c)2²2)2 .
We remark that the expression of the matrix M = (aij) is extremely long,
we do not present it here. We got the matrix M with mathematica via the
choices of m22 = 0, and m23 = m33 = m43 = δγµ1(β + µ1)(cε + µ1)(b2 +
(aε+ µ1)2).
For system (32) all the parameters in (3) different from Λ, z, ∆, F2, G1
and G2 vanish. Moreover we have
F2 =
1
N1
(− (b2 + µ21) b2β + (b2c(b2 − β2)− 2βµ1(ab2 + cβµ1)) ε
+
(
(c2 − 2a2)b2β − µ1(2b2c2 + 2cβ2(c+ 2a) + βµ1`)
)
ε2
+
(
b2c(a2 + `)− cβ2(2a2 − `)− 2aβµ1(`− 2c2)
)
ε3
− (aβ(a3 − 5ac2 − 2c3) + 2a2c2µ1) ε4 + a2c`ε5) ,
G1 =
aε(cε− β)(b2 − βµ1 − 2aβε+ a2ε2)
βδµ1(cε+ µ1)(b2 + (a− c)2ε2)(β + µ1)2(b2 + (aε+ µ1)2) ,
Λ = dF2G1, ∆ = Λ2,
ΨG1 = −8a2Λ2 acε
2(cε− β)2(b2 − 2aβε+ a2ε2 − βµ1)2
β2δ2µ21(b2 + (a− c)2ε2)3(β + µ1)4(b2 + (aε+ µ1)2)2
,
where ` = a2 − 2ac− c2 and
N1 = βδµ1(b2 + (a− c)2ε2)2(β + µ1)2(b2 + (aε+ µ1)2).
In short we have the next result.
Corollary 12. For 0 < ε ¿ 1 if the parameters of system (5) satisfy
(31), b2 − βµ1 6= 0 and ac < 0, then it has a limit cycle in a vicinity of
the singularity Q. Moreover the limit cycle has three dimensional unstable
(resp. stable) manifolds if c > 0 and d > 0 (resp c < 0 and d < 0), or
two dimensional unstable (resp. stable) and one dimensional stable (resp.
unstable) manifolds if c > 0 and d < 0 (resp. c < 0 and d > 0).
Proof. The first statement follows from Theorem 3 and the expressions of
F2, G1, Λ and ΨG1.
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For proving the second statement, we denote the six coefficients of the
polynomial G by a1, . . . , a6. Then the averaged system (21) becomes
dρ
dθ
=
1
2b
ρ (2a+ (v1a5 + v2a6)ξ) ,
dξ
dθ
=
1
2b
(
2cξ + v3(a2 + a1)ρ2 + 2v3a3ξ2
)
,(33)
dη
dθ
=
1
2b
(
2dη + v4(a2 + a1)ρ2 + 2v4a3ξ2
)
.
It has a unique singularity with ρ > 0, denoted by S. System (33) at S has
the eigenvalues
λ1 =
d
b
, λ23 =
Eb ±
√
E2b − 4EaEc
2Ea
,
where Ea = b2a5v1 + b2a6v2, Eb = −4aba3v3 + bca5v1 + bca6v2 and Ec =
4a2a3v3 − 2aca5v1 − 2aca6v2. Direct calculations show that
EaEc =
−2ac
b2δ2µ21(β + µ1)2
+O(²), EaEb =
c
bδ2µ21(β + µ1)2
+O(²).
So the second statement of the corollary follows easily from the eigenvalues
of S via Theorem 10. This proves the corollary. ¤
Acknowledgements
The first author is partially supported by a MCYT/FEDER grant num-
ber MTM 2005-06098-C02-01 and by a CICYT grant number 2005SGR
00550. The second author is partially supported by NNSF of China grant
10671123 and NCET of China grant 050391. He thanks the Centre de
Recerca Matema`tica for the hospitality and the financial support grant
SAB2006-0098 (Ministerio de Educacio´n y Ciencia, Spain).
References
[1] L. Aguirre and P. Seibert, Types of change of stability and corresponding types
of bifurcations, Discrete Contin. Dynam. Systems 5 (1999), 741–752.
[2] A. Buica˘ and J. Llibre, Averaging methods for finding periodic orbits via Brouwer
degree, Bull. Sci. Math. 128 (2004), 7–22.
[3] A. Buica, J. Llibre and O. Makarenkov, Asymptotic stability of periodic solu-
tions for nonsmooth differential equations with application to the nonsmooth van
der Pol oscillator, preprint, 2007.
[4] C.A. Buzzi, J. Llibre and P.R. Da Silva, 3-dimensional Hopf bifurcation via
averaging theory, Discrete Contin. Dyn. Syst. 17 (2007), 529–540.
[5] J. Guckenheimer and P. Holmes, Nonlinear oscillations, dynamical systems, and
bifurcations of vector fields. Revised and corrected reprint of the 1983 original, Ap-
plied Mathematical Sciences 42, Springer–Verlag, New York, 1990.
HOPF BIFURCATION VIA THE AVERAGING METHOD 21
[6] Jibin Li, Hilbert’s 16th problem and bifurcations of planar polynomial vector fields,
Internat. J. Bifur. Chaos 13 (2003), 47–106.
[7] G. I. Marchuk, Mathematical models in immunology, Nauka, Moscow, 1980.
[8] J. E. Marsden and M. McCracken, The Hopf bifurcation and its applications,
Applied Mathematical Sci. 19, Springer, New York, 1976.
[9] V. P. Martsenyuk, On stability of immune protection model with regard for dam-
age of target organ: the degenerate Liapunov funtionals method, Cybernetics and
Systems Analysis 40 (2004), 126–136.
[10] V. P. Marzeniuk and A. G. Nakonechny, System analysis methods of medical
and biological processes, Ukrmedknyha, Ternopil, 2003.
[11] N.G. Lloyd, Degree Theory, Cambridge University Press, 1978.
[12] I.R. Shafaravich, Basic Algebraic Geometry, Springer, 1974.
[13] J.A. Sanders and F. Verhulst, Averaging Methods in Nonlinear Dynamical Sys-
tems, Applied Mathematical Sciences 59, Springer, New York, 1985.
[14] F. Verhulst, Nonlinear Differential Equations and Dynamical Systems, Universi-
text, Springer, Berlin, 1991.
[15] Ye Yanqian, Theory of Limit Cycles, Transl. Math. Monographs, Vol. 66, Amer.
Math. Soc., Providence, RI, 1986.
[16] Zhang Zhifen, Ding Tongren, Huang Wenzao and Dong Zhenxxi, Qualitative
Theory of Differential Equations, Transl. Math. Monographs, Vol. 101, Amer. Math.
Soc., Providence, RI, 1992.
1 Departament de Matema`tiques, Universitat Auto`noma de Barcelona, 08193
Bellaterra, Barcelona, Catalonia, Spain
E-mail address: jllibre@mat.uab.cat
2 Department of Mathematics, Shanghai Jiaotong University, Shanghai,
200240, P. R. China
E-mail address: xzhang@sjtu.edu.cn
