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In this paper, we examine the consequence of the random coe±cient demand function in the
estimation of the consumer surplus. It is shown that the distribution of the random coe±-
cients can be consistently estimated when the demand function is linear in coe±cients. Thus,
the consumer surpluses distribution and the average consumer surplus can be consistently
estimated even when the random coe±cient distribution is not parametrically speci¯ed.1I n t r o d u c t i o n
Assume that the ith consumer's (Marshallian) demand is governed by the demand function
fi(p;y): with price vector p and the income y, the consumer will spend fi(p; y). It is usually
assumed that fi(¢) is the same across all consumers except for the allowance of intercept
di®erences: fi(¢)=f( ¢ )+² i. Typically, a linear speci¯cation is used: fi(¢)=w 0
iµ+² i,w h e r e
w idenotes some vector-valued function of p and y. For this linear parametric speci¯cation,
the consumer surplus is a function of µ, p0,a n dp 1,s a y ,S( µ;p0;p 1). Determining S(¢;¢;¢)i n -
volves solving a partial di®erential equation, but closed form expressions for some parametric
speci¯cations are available from Hausman (1981).
The above mentionedestimationstrategyimplicitly assumesthat all consumers are homo-
geneous except for additive error terms. But this speci¯cation usually results in the rejection
of the consumer rationality hypothesis. Brown and Walker (1989) argued that the rejection
of the consumer rationality may be due to the heteroscedasticity of the disturbance term in
the demand function. They argued that the random utility hypothesis may imply the distur-
bance term may not be homoscedastic, which would cause an inferential di±culties. With
the interpretation of the disturbance term as the intercept heterogeneity of the individual
demand functions, we are naturally led to consider the heterogeneous consumer preferences,
where even the slope coe±cients of the demand functions di®er across individuals.
Heterogeneous consumer hypothesis necessitates a di®erent way of thinking about the
consumer surplus. Suppose that each consumer's (Marshallian) demand function is known
up to some ¯nite dimensional parameter, say f(p;y;µ). Also suppose that the consumer
heterogeneity is solely summarized by µ. We can then view µ as a random vector, and
consumer i's demand function given µ can be written as f(¢;¢;µ i). Let S (µ;p0;p 1)d e n o t et h e
consumer surplus change corresponding to the price change from p0 to p1 for the consumer
with µi = µ. The price change from p0 to p1 would imply a consumer surplus change
S (µi;p 0;p 1)f o rt h ei -th consumer. A social planner would in general like to know the
complete distribution of S (µi;p 0;p 1) associated with the price change from p0 to p1, although
some summary statistic su±ces in many cases: a Benthamite utilitarian social planner, whose
main concern is the total welfare, would want to know the average of the consumer surpluses
1E [S (µi;p 0;p 1)].
I ft h ev a r i a n c eo fµ iis strictly positive, estimation of the demand function under the
assumption of consumer homogeneity will not in general yield the inference needed by the
social planner. If (p;y)a n dµare independent of each other in the population, then the
econometrician would estimate f(p;y) ´ E [f(pi;yi;µ i)j(p i;yi)=( p;y)], and then report the
corresponding consumer surplus change. For example, if the demand function is linear in µi,
then the econometrician would estimate E[µi], and report S (E[µi];p 0;p 1) as the consumer
surplus change. It is easy to infer that E [S (µi;p 0;p 1)] 6= S (E[µi];p 0;p 1), the answer that a
utilitarian social planner would want.
As an illustration, consider a simple two-good economy consisting of two types of con-

















where p is the price of the ¯rst good, and y is the income (taking the price of the second good
as a numeraire). Suppose that the proportion of the ¯rst type in the economy is equal to
1
2. Because the individual demand function satis¯es the Gorman form, the average demand
function is also linear
q =3¡p+y: (3)
Now, consider a price change from p =1t op= 2, and the corresponding equivalent variations
for the two di®erent types of individuals. For the general linear demand system
q = ® +¯ ¢ p + ° ¢y;


































































































1¡e ¡ 1= 2
´
¢y+e ¡ 1 =2¢4¡1 :
It thus follows that, under the assumption that the type is statistically independent of income,















Now, suppose that we only know the average demand function (3), and used (4) mechanically
to compute the equivalent variation. We would then obtain
y ¡ e






which can be interpreted as the equivalent variation of the average consumer. Observe that
(5) and (6) are clearly di®erent from each other. A utilitarian social planner who posits
a tax policy and thus wishes to know the average deadweight loss would prefer (5) to (6).
Note, however, the tax revenue does not require any knowledge of the individual demand
functions (1) and (2). If the marginal cost of production of the ¯rst good is constant at 1,
the tax revenue can be computed from the average demand function (3) and equals y +1 .
Thus, the di®erence between (5) and (6) solely re°ects the di®erence in the deadweight loss
calculation.
A concern about the di®erence between the expectation of the nonlinear function and the
nonlinear function of the expectation is not new. For example, Brown and Mariano (1984)
was concerned about this di®erence in the prediction context. Faced with the issue that
the mean square error loss minimizing prediction does not have a closed form expression
1Hausman (1981) also calculated the compensating variation for this demand system.
3for some nonlinear systems, they argued that a simulation based prediction yields the mean
square loss minimizing prediction. They considered in particular two simulation methods.
One method makes use of the parametric distributional assumption of the error term in the
nonlinear system. They called it the Monte Carlo predictor. The other one is somewhat
nonparametric in nature. It is based on the residual distribution: because the residual
distribution is a consistent estimator of the error distribution, the resultant prediction is
also consistent. They called it the residual-based predictor.
In this paper, we consider the estimation of the consumer surplus distribution when the
demand function f(p;y;µ)i sl i n e a ri nµ :w ea s s u m et h a tf ( p; y; µi)=w 0µ i,w h e r ewis some
function of (p;y)2. Assuming that the integrability condition is satis¯ed (or imposed), the
identi¯cation of the consumer surplus distribution would be conceptually complete if the µi
distribution were identi¯ed: with the µi distribution identi¯ed, S (µi;p 0;p 1) can be identi¯ed
via simulation. The simulation would in general involve solving the partial di®erential equa-
tion for each realization of µi to obtain a corresponding S (µi;p 0;p 1). Furthermore, for some
demand function speci¯cation, analytic solutions are available from Hausman (1981), which
would substantially simplify the computation. In the linear demand example with
qi = ®i +¯i ¢ p + °i ¢ y;










where F denotes the distribution of (®i;¯ i;° i). When F is parametrically speci¯ed, this
average equivalent variation may be consistently estimated by parametric simulation. When
(¯i;° i)=( ¯;°) is a constant, intercept variation summarizes all the consumer heterogeneity
and (¯;°) can be consistently estimated. Thus, the ®i distribution can also be consistently
estimated by the residual distribution, and the residual distribution from the regression along
with the consistent slope coe±cient estimators can be used to implement the residual based
simulation. This methodology is not applicable, though, when the parameter distribution is
2We actually consider the case where some known transformation of the quantity demanded is linear in
µ, e.g., the log linear demand system.
4completely nonparametrically speci¯ed.
We consider the semiparametric estimation of the consumer surplus distribution and the
corresponding average consumer surplus assuming that the µi distribution is nonparametri-
cally speci¯ed. We show that the µi distribution can be identi¯ed and consistently estimated
utilizing the methodologies of Beran and Hall (1992) and Beran and Millar (1994). For
simplicity, we only consider the two-goods linear demand system:
q = ®i +¯i ¢p +°i ¢ y;
where, (q;p;y) can denote the logarithms of quantity demanded, price, and income. Observe
that the closed form expression for the consumer surplus exists from Hausman (1981). Beran
and Hall (1992) considered a simple linear regression model Yi = ai +biXi,w h e r ea i,b iand
Xi are independent of each other, and suggested a method for identifying the distributions
of ai and bi. Beran and Millar (1994) generalized the result of Beran and Hall (1992).
They considered a multiple linear regression model Yi = b1i +
PK
k=2 bkiXki, and suggested
a method for estimating the joint distribution of (b1i;:::;b Ki) under the assumption that
(b1i;:::;b Ki) is independent of (X2i;:::;X Ki). We will assume thattheparameters(®i;¯ i;° i)
are jointly independent of the price-income pair (pi;yi), and develop a method of identifying
the joint distribution of (®i;¯i;° i). For any demand function that is linear in the coe±cients,
the coe±cient distribution can be similarly estimated. The distribution of the consumer
surpluses is identi¯ed using the identi¯ed coe±cient distribution.
We assume away the measurement error in this paper. In the linear demand function
speci¯cation we work with, it is not clear how to separate out the measurement error of
the quantity demanded and intercept heterogeneity, although Hausman (1985) shows that
it is possible to separate them out in some nonlinear models. We also assume away the
speci¯cation problem in this paper. We assume that the econometrician knows the functional
form of the individual demand function except for the coe±cient distribution. Ideally, we
should consider some abstract \space" consisting of all the legitimate demand functions, and
be able to identify the distribution of the demand functions on this space. Unfortunately, we
were not able to develop a theory of this generality. Instead, we restrict our attention to the
\space" consisting of the demand functions with some particular parametric speci¯cation,
5and consider thenonparametric identi¯cation of thedistribution on thisspace. Thisapproach
is more restrictive in spirit than the one taken by Brown and Matzkin (1995), who consider
some \space" of demand functions which are semiparametrically speci¯ed: they consider
the utility functions consisting of a \nonparametric component" which is common across all
the economic agents, and the parametric component with the parameter possibly di®erent
across economic agents. They assume ignorance about the nonparametric component and
the distribution of the parameters. They then examine the nonparametric identi¯cation of
the \nonparametric component" and the distribution of the parameters. Even though their
approach is less restrictive than ours in spirit, their \space" of demand functions does not
contain our \space" asa proper subset. We thus regard our result ascomplementary to theirs.
Our approach also di®er from the one taken by Hausman and Newey (1995). They assume
the homogeneity of the consumers except possibly for the intercept, but assume ignorance
about the functional form of this identical demand function. They go on to estimate this
unknown demand function nonparametrically . The resultant consumer surplus estimator is
interpreted as corresponding to some particular consumer type if the error term is assumed
to be the intercept heterogeneity. The consumer surplus estimator is obviously the common
consumer surplus for every consumer if the error term is assumed to be the measurement
error. In that their \space" does not contain ours as a proper subset, we again regard our
result as complementary to theirs.
This paper is organized as follows. In Section 2, we discuss the identi¯cation of the
coe±cient distribution based on the moments. This generalizes the result of Beran and
Hall (1992). We then argue that the estimation of the coe±cient distribution based on the
estimated moments is not often practical. In Section 3, we discuss the estimation strategy
of Beran and Millar (1994). Even though the estimation of Beran and Millar (1994) is
more practical than the one based on the estimated moments as developed in Section 2, the
identi¯cation based on moments is conceptually much easier to understand. We discuss both
methods because of this trade-o® although we use Beran and Millar's (1994) methodology
in our estimation. In Section 4, we apply the technique in Section 3 to the gasoline data
used in Hausman and Newey (1995). Section 5 summarizes the results.
62 Moment Based Identi¯cation
In this section, a consistent estimator of consumer surplus distribution is suggested for the
two-good linear demand system. Even though we only discuss the linear demand system,
the generalization to any demand system that is linear in coe±cients is immediate. The
estimator utilizes Hausman's (1981) calculation and some generalization of Beran and Hall's
(1992) nonparametric estimation of the coe±cient distribution in the random coe±cient
regression model.
Let pi yi denote the price of the ¯rst good and the income taking the price of the second
good as the numeraire, respectively. Assume that the consumer i's demand of the ¯rst good
is related to (pi;yi)t h r o u g h
q i=® i+¯ ip i+° i y i: (7)
Consumer heterogeneity is summarized in the distribution of µi =( ® i;¯ i;°i), and we assume
that the µi distribution is unknown to the econometrician. For the consumer with µi = µ
and yi = y, the equivalent variation EV (p0;p 1;y;µ) due to the price change from p0 to p1 is
































Assume that the joint distribution of (µi;y i) is identi¯ed. Because the marginal distri-
bution of yi is identi¯ed as the limit of the empirical distribution of yi, this knowledge of
the joint distribution amounts to the knowledge of the conditional distribution F (¢jyi)o f
µ i given yi. The distribution of the equivalent variation EV (p0;p 1;y;µ)i se a s i l ys e e nt o
be the distribution of (8) under the product of F (¢j¢) and the marginal distribution of yi.
The average compensating variation E [CV (p0;p 1;y i;µ i)] is similarly identi¯ed. Because the
marginal distribution of yi is identi¯ed as the limit of the empirical distribution, it follows
that the identi¯cation of F (¢jyi) su±ces for the identi¯cation of the equivalent variation
distribution.
We will assume that µi is independent of (pi;y i), and use the implied conditional moments
of qi to identify the µi distribution. This assumption is similar in spirit to Brown and Matzkin
(1995), in which they assumed that observed characteristics are statistically independent of
7the unobserved ones. Notice that we can write F (¢jyi)=F( ¢ ) because the independence
assumption.
Assumption 1 (µi;p i;y i)i=1 ;2 ;::: is an i.i.d. sequence of random vectors de¯ned on a
probability space (­;B;P)such that
(i) µi are independent of (pi;y i).
(ii) The distribution of µi is determined by its joint moments.
(iii) The distribution of (pi;yi) is characterized by a density which is bounded away
from zero on some open set O.
Remark: Assumption (1.i) amounts to the assumption that the consumer preference sum-
marized by µi is independent of (pi;y i). While the assumption µi is independent of pi may be
justi¯ed by assuming that the individual consumers are price takers, it is awkward to assume
that µi is independent of yi. After all, the income is chosen by the consumer to maximize
the utility over consumption and leisure so that it is reasonable to expect some nonzero
correlation between µi and yi. Even if the income is de¯ned as the wage rate times the total
amount of time available and the leisure is regarded as a component of the consumption
bundle, it is reasonable to believe that the consumer preference and the income are both
correlated with some attributes xi o ft h ec o n s u m e r .B u ti fi ti sa s s u m e dt h a tt h ec o e ± c i e n t s
are independently distributed of (pi;y i) given xi, which may or may not be reasonable, the
conditional distribution of the compensating variation given xi and the conditional average
compensating variation E [EV (p0;p 1;yi;µ i)jx i] can be estimated using the estimator of the
conditional distribution of µi given xi. Without the independence or the conditional inde-
pendence between µi and (pi;yi), the estimator developed in this paper cannot be applicable
for the consumer surplus distribution estimation. Assumptions (1.ii)a n d( 1 . iii)a r ec r u c i a l
technical assumptions for identifying the distribution of µi.2
Rewrite the demand function as
qi = ® +¯ ¢ pi + ° ¢ yi +( ® i¡® 0)+p i¢( ¯ i¡¯ 0)+y i¢( ° i¡° 0);
8where ®0 ´ E [®i], ¯0 ´ E [¯i], °0 ´ E[°i]. Because of the independence between the
regressor and the coe±cients, the conditional expectation of
ei ´ (®i ¡ ®0)+p i¢( ¯ i¡¯ 0)+y i¢( ° i¡° 0)
given the regressor is equal to 0, so that µ0 ´ (®0;¯0;°0) can be consistently estimated
by OLS. As observed by Beran and Hall (1992), the independence between the coe±cients
and the regressors imply a particular moment structure on the error term ei.B e c a u s e ® 0 ,
¯ 0 ,a n d° 0can be consistently estimated, we may assume without loss of generality that ei
















Letting t ! 0, we can identify
E [(ui + pvi + ywi)m]=
X
k 1+ k 2+ k 3= m
m !
k 1! k 2! k 3!












ui = ®i ¡ ®0;v i = ¯ i ¡ ¯ 0 ;w i = ° i ¡ ° 0 :
For m(m +1 ) ( m+ 2) di®erent pairs of (p; y) ,w h i c hw ec a nc h o o s eb e c a u s e( p i ;y i)h a s
a positive density on O, we can obtain a system of m(m +1 ) ( m+2 )l i n e a re q u a t i o n s










k1 + k2 + k3 = m.T h u s , a l l t h e j o i n t
moments of (ui;v i;w i) are identi¯ed, and the distribution of (ui;v i;w i) is identi¯ed because
it is determined by its moments.
Theorem 1 Under Assumption 1, the distribution of µi can be identi¯ed.
Because the distribution F of µi is determined by its joint moments, we can estimate F
via some consistent estimators of the joint moments





















































Were ei observed, we can consistently estimate the joint moments ¹(r; s;t)b yr e g r e s s i n ge k
i
on a constant and ps
iyt
i,1·s+t·k .B e c a u s ee iis unobserved, we use instead ^ ei,t h eO L S
residual.
Assumption 2 The covariance matrix of ·k ´ vec [ps
iyt
i]1·s+t·k is nonsingular for every
k =2 ;3 ;:::.
The linear regression yields a consistent estimator ^ ¹(r;s; t)o f¹ ( r; s;t), r + s + t · k.
Notice that ^ ¹(r; s; t) is a strongly consistent estimator of ¹(r; s;t)f o re a c hr; s; t.L e t¢ r;s;t
denote the subset of ­ on which the convergence holds, and observe that P[¢r;s;t]=1 .T h e
convergence holds for every r; s;t on ¢ ´\ r;s;t¢r;s;t,a n dP[¢] = 1. It follows that
Theorem 2 Under Assumptions 1 and 2, there exists a subset ¢ of ­ with P [¢] = 1 such
that ^ ¹(r;s; t) ! ¹(r;s; t)a . s .for every r; s; t.
Now, let ^ Fn denote any sequence of distribution functions whose r; s;t joint centered
moments are equal to ^ ¹(r;s; t)f o rr+s+t·k ( n ), where k(n) is some function of the
sample size such that limk(n)=1 .




is determined by its joint































Then, the distribution of Un converges weakly to that of U.
Proof: The proof is a multivariate extension of Billingsley (1979, Theorem 30.2). Let ºn
and º denote the distributions of Un and U, respectively. Because E [jUnj2]c o n v e r g e s ,i t
is bounded. Chebyshev's Inequality then implies that the sequence fºng is tight. Because
10ºn is de¯ned on a Euclidean space, which is completely separable, it is relatively tight by
Prohorov's Theorem. See Billingsley (1968, Theorem 6.2), for example. Thus, given a sub-
sequence fn0g, there exists a further subsequence fn00g such that ºn00 converges to some limit
distribution, say ~ º.L e tVdenote a random vector whose distribution is given by ~ º.B e c a u s e
joint moment of all orders exist for Un00,t h es e q u e n c ef U n 00g is uniformly integrable. (e.g.
































and º is determined by its moments. Thus, it follows that ~ º = º.I tf o l l o w st h a tº nconverges
weakly to º. 2
By Theorem 2 and Proposition 3, it follows that
Theorem 4 ^ Fn converges weakly to F almost surely.3
Now, let H and ^ Hn denote the population distribution and empirical distribution of yi.
By the Glivenko-Cantelli Theorem, ^ Hn converges weakly to H almost surely. Because the
sets of the form ft : t · sg form a convergence-determining class in a ¯nite-dimensional
Euclidean space4, the convolution of ^ Hn and ^ Fn converges weakly to that of F and H.N o w ,
notice that the compensating variation is a continuous function of (µi;y i). The Continuous
Mapping Theorem then implies that
Theorem 5 The distribution of the consumer surplus EV (p0;p 1;y;µ)under the convolution
of ^ Fn and ^ Hn converges weakly to the population distribution of the consumer surpluses almost
surely.
Because the estimated consumer surplus distribution converges weakly to the population
consumer surplus distribution almost surely, it also follows that
Corollary 6 The »-quantile of the consumer surplus EV (p0;p 1;y;µ)under the convolution
of ^ Fn and ^ Hn converges almost surely to the »-quantile of the population consumer surplus
distribution.
3See Gin¶ e and Zinn (1990) for the formal de¯nition and properties of the almost sure weak convergence.
4Billingsley (1968, p. 18)
11Because the estimated consumer surplus distribution converges weakly to the population

















d^ H n(y)d^ F n(µ)
would converge to the average consumer surpluses almost surely. But because the weak
convergence is de¯ned in terms of the bounded and continuous functions5, certain regularity
condition is necessary to rule out some pathological cases. We impose the following regularity
condition.
Assumption 3 There exists a compact set C such that F(C)=1 .
Remark: Although the assumption that the coe±cient distribution is concentrated on some
compact set may be reasonable assumption to make, the assumption that we have some
knowledge of this support to be used in the estimation of the distribution is aesthetically
and logically annoying. But because the weak convergence does not imply the convergence
of expectations of potentially unbounded functions, we make this unpleasant assumption.2
From Theorem 4 and Assumption 3, it easily follows that the average consumer surplus
estimator using the estimated coe±cient distribution is strongly consistent for the average
consumer surpluses.



















So far, we have implicitly assumed that there exists a distribution ^ Fn whose moments
match the estimated ones ^ ¹(r; s;t)f o rr+s+t·k ( n ). But we are not guaranteed to have
such a distribution. In other words, we are not guaranteed that the estimated moments
would solve the moment problem. To discuss the moment problem, notice that not every
sequence of numbers can be a sequence of valid moments. For example, if the square of the
\second moment" is bigger than the \fourth moment", this sequence cannot be a sequence of
valid moments. When a sequence of numbers is a sequence of valid moments, the sequence
5Billingsley (1968, p. 7)
12is said to solve the moment problem. For the univariate case, von Mises (1964) provides a
necessary and su±cient condition for a sequence of numbers to solve the moment problem.
For the multivariate case, Cram¶ er and Wold (1936) provides a su±cient condition.
Even though the consistency of ^ ¹(r; s;t) implies that there exists a distribution with
the matching moments when the sample size is su±ciently large, for practical purpose, it
would be desirable to obtain ^ ¹(r; s; t) as a solution to the constrained least squares estimator.
Because ¹(r; s;t) satisfy the necessary inequalities and solve the moment problem, such a
constrained least squares estimator would still be strongly consistent, and we would be guar-
anteed the existence of a distribution with the matching moments. For the demand system
where ®i, ¯i,a n d° iare assumed to be independent of each other, ¯nding the distributions
with matching moments does not seem insurmountable. When ®i, ¯i,a n d° iare independent























i];¹ v ( s )=E[ v
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In the univariate case, von Mises (1964) characterizes the necessary and su±cient inequalities
for the sequence of numbers to be a valid sequence of moments. He shows that if a sequence
of m numbers satisfy some m inequalities, there exist a distribution whose ¯rst m moments
match those m numbers. Furthermore, he shows that there exists exactly one multinomial
distribution with matching moments. Imposing these inequalities in the estimation of ¹u (r),
¹v (s), and ¹w (t) would result in the sequences of estimated moments which solve themoment
problems. We can then use the algorithm described in Devroye (1986, p 686), for example,
to construct a multinomial distribution with matching moments.
The assumption that ®i, ¯i,a n d° iare independent of each other seems hard to justify
economically, though. It would thus be desirable to ¯nd a condition under which b ¹(r; s; t)
r + s + t · k (n) are valid joint moments. So far, we have not been successful in ¯nding
an operational necessary and su±cient condition to be satis¯ed by ¹(r;s; t) for this general
multidimensional case. The su±cient condition discussed in Cram¶ er and Wold (1936) in-
volves every b ¹(r; s; t) r; s;t =1 ;2 ;:::Clearly, this type of condition is hard to impose in the
13estimation of moments.
3 Minimum Distance Estimation
In this section, we discuss a more practical estimation of the coe±cient distribution of the
linear demand system6
qi = ®i + ¯i ¢ pi +°i ¢ yi:
This estimation strategy is taken from Beran and Millar (1994).
We ¯rst introducesome notations. Let F andG denote the distributions of µi =( ® i;¯ i;° i)
and (pi;y i), respectively. Let L(F;G) denote the joint distribution of (qi;p i;y i) under F and
G. De¯ne Fn, Gn,a n dL ( F n ;G n) to be some sequences of distributions of µi,( p i;yi), and
(qi;p i;y i). Finally, let d denote any metric that metrizes weak convergence, e.g., L2-norm on
characteristic functions.
To understand the intuition for the minimum distance estimation, consider the following
variation of Beran and Millar's (1994) Proposition 2.2.
Proposition 8 Suppose that Assumptions 1 and 3 holds. If
lim
n!1d(Gn;G )=0 ; lim
n!1d(L(Fn;G n);L(F;G)) = 0;
and Fn(C)=1n=1 ;2 ;::: ,t h e n
lim
n!1 d (Fn;F)=0 :
Proof: This proof is virtually the same as Beran and Millar's (1994) proof of their Proposi-
tion 2.2. Because fFng is tight, it has a subsequence converging weakly, say F¤. Assume that
the random vector µ¤ =( ® ¤;¯ ¤;°¤) has this limit distribution F¤.O b s e r v et h a tF ¤( C )=1 .
Because Gn converges weakly to G,i tf o l l o w st h a tL( F n;Gn) converges weakly to L(F¤;G ).
We thus have
L(F¤;G )=L( F;G):
6Even though we only discuss the linear demand system, the generalization to any demand system which
is linear in coe±cients is immediate.
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for every (p;y) in the support of G. Because the distribution of (¯i;° i) is concentrated in
the compact set, the left and the right sides of (9) are both analytic as functions of (p;y).
Because G has a density bounded away from zero on some open set, (9) holds for every
(s;p;y). Thus, F = F¤. Because every converging subsequence of fFng converges weakly to
F, it follows that Fn converges weakly to F.2
To de¯ne the minimum distance estimator, we introduce some additional notations. Let
b Ln and b Gn denote the empirical distributions of (qi;p i;y i)a n d( p i;y i), respectively. We de¯ne




















This minimum distance estimator is shown to be a consistent estimator of F in the following
variation of Beran and Millar's (1994) Proposition 2.3.




































































Using the previous proposition, we obtain the desired conclusion.2




















consistently estimates the µ distribution F, it would be convenient to restrict b Fn to be a
multinomial distribution. Because ^ Hn is also a multinomial distribution, a multinomial ^ Fn
reduces the computational cost of evaluating the equivalent variation distribution substan-
tially compared to the continuous ^ Fn. This is especially true when the closed form expression
for the compensating variation does not exist: with a multinomial ^ Fn, there are only a ¯nite
number of partial di®erential equation to be solved. For this purpose, let mn denote any
sequence of positive integers such that limn!1 mn = 1.L e tM ( m n )d e n o t et h es e to fa l l
multinomial distributions in C with mass at each point being m¡1
n .L e t t i n g
e F n=a r g m i n










we still have the consistency of this minimum distance estimator, which is summarized in
the following theorem due to Beran and Millar (1994, Proposition 2.4).






16Remark: The previous theorem does not give any guidance on the choice of mn.A sl o n g
as it approaches 1 as the sample sizes increases, the consistency of the minimum distance
estimator is not a®ected by the rate at which mn increases. We do not yet know which rate
provides the \optimal" behavior of the equivalent variation estimator under any sense of
optimality. But a multinomial µ distribution has some convenient economic interpretation.
The number of support points of this multinomial distribution can be interpreted as the
number of consumer \types". A multinomial distribution with three support points is inter-
preted as indicating that there are three di®erent types of consumers, for example. Thus,
the determination of mn in the ¯nite sample may be guided by both economic and statistical
intuition.2
The estimation of the minimum distance estimator requires a choice of d(¢;¢). For this
purpose, we can use the L2-norm on the characteristic functions, for example. If L2-norm
on the characteristic functions is used, we have
d(P1;P 2)=
µ Z




where Á1(t)a n dÁ 2( t ) are characteristic functions of P1 and P2,a n dQis some probability
with the support equal to the whole Euclidean space. It is often impossible to obtain an








where QN is the empirical distribution of a random sample of size N from Q.A s l o n g a s
N !1as n !1 , the corresponding simulated minimum distance estimator is would still
be consistent. The estimation of the simulated minimum distance estimator e Fn in practice









¡1s ¢ qi +
p




denote the empirical characteristic function of (qi;p i;y i).
2. Let (ak;b k;c k)k=1 ;:::;mdenote the candidate support points for e Fn. Its character-








¡1s ¢ ak +
p





The characteristic function Ä '(s;t;u)of L
³
e Fn; b Gn
´
























4. Minimize dN over (ak;b k;c k)k=1 ;:::;m.
4 Estimation
To estimate the average consumer surplus for gasoline, we use the data used by Hausman
and Newey (1995). The data set is from the U.S. Department of Energy, and contains
the monthly gasoline consumptions qi, the weighted averages of the gasoline price over a
month pi,t h ei n c o m e sy i, and other personal characteristics xi of 18,109 observations. This
personal characteristics xi consists of 20 time and region indicator variables. For more
complete description of the data set, see Hausman and Newey (1995, p. 1459). We use the
log linear individual demand speci¯cation
log qi = ®i + ¯i log pi + °ilogyi:
We assume that the personal characteristics xi c a nb eu s e dt op r e d i c tµ i=( ® i ;¯ i;°i), but










18where (ai;b i;c i) has mean equal to zero and isindependent of xi. The distribution of (ai;b i;c i)








i¯) ¢ log pi ¡ (x
0
i°) ¢ logyi
= ai +bi logpi + cilogyi:
For this speci¯cation, the identi¯cation and consistent estimation of the (ai;b i;ci) distri-
bution can be achieved bythe strategies discussed in the previous sections. Now, observe that
(®;¯;°) can be consistentlyestimated bythe OLS regression of logqi on(xi;x ilog pi;x ilogyi),
a standard linear regression model with interaction terms. Call the estimated OLS regression
coe±cient
³
^ ®; ^ ¯;^ °
´
. Letting











a n du s i n gi ti n s t e a do fl o gq ¤
i would not cause any trouble in the consistent estimation of the
(ai;b i;c i) distribution because of the consistency of
³
^ ®; ^ ¯;^ °
´
.
For the evaluation of the simulated metric dN (¢;¢), we need to choose Q andthe simulated
random sample size N:w ec h o s e Q=N (0;I 3), and N =1 ; 000. We also need to choose
m, the number of support points of e Fn: we experimented with m =4 ;:::;10. These choices
of m can be interpreted as modelling the number of types of consumers for this particular
data set. We believe that modelling the number of unobserved consumer heterogeneity to be
between 4 and 10 would result in a fairly rich consumer heterogeneity because multiplying
m = 4 to 10 unobserved characteristics with potentially 220 support points of xi will result
in a lot of di®erent consumer types.
For each choice of m, our estimation of the simulated minimum distance estimator e Fn of
the (ai;b i;c i) distribution can be thus summarized as consisting of the following six steps:
1. Regress log qi on (xi;xilogpi;xilog yi) ,an dob t ai nth eO LSr eg re s s ionc oe ± ci en t
³
^ ®; ^ ¯;^ °
´
.
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¡1t ¢ logpi +
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5. Let QN denote the empirical distribution of a random sample of size 1;000 from










6. Minimize dN over
³
~ ak;~ bk; ~ ck
´
k =1 ;:::;m. We did not impose the mean zero restric-
tion of the (ai;b i;ci) distribution in this minimization, though.
With the estimated (ai;b i;c i) distribution e Fn and the empirical distribution ^ Hnof the
















01 + ¯ i¡p




1 ¡ ° i
) 1
1 ¡ ° i
under e Fn£ ^ Hn. We compared this distribution with the one where the only heterogeneity is
through the observed characteristics xi. In the latter distribution, we implicitly assumed that
(ai;b i;c i) are measurement errors, and computed the empirical distribution of
³




























The equivalent variation distribution was then computed under the product of this empirical
distribution and ^ Hn.7 Comparison of two equivalent variation distributions under these two
7Although we could have de¯ned
^ ®i = x0
i^ ®; ^ ¯i = x0
i^ ¯; ^ °i =x0
i^ °;
20di®erent assumptions would tell us the extent to which the unobserved heterogeneity is
signi¯cant.
Our ¯ndings are summarized in Tables 1-7. In general, wefound that thereisa substantial
di®erence between the average equivalent variations computed under two assumptions. The
distribution of the unobserved heterogeneity is substantial enough to make this di®erence
the average of the equivalent variation, a nonlinear function of the parameters. For the
price change from $1.00 to $ 1.30, we ¯nd that most of the di®erence can be accrued to
the di®erence in the tax revenue calculation, but not to the deadweight loss. One possible
conjecture is that the di®erence in the deadweight loss is minimal because the deadweight
loss is of second order whereas the tax revenue is of the ¯rst order. For the price change from
$ 1.00 to $ 1.50, though, we ¯nd some disturbing phenomenon. The di®erence between these
two speci¯cations seems to arise not only from the tax revenue but also from the deadweight
loss. The average deadweight loss under the unobserved heterogeneity is even lower than the
corresponding ¯gure for the price change to $ 1.30! In fact, for some types of consumers, the
deadweight losses were estimated to be negative!8 This is one unpleasant feature for which
we do not have too good an explanation. One possible reason may be that the standard
deviation of the deadweight loss is so big that a reliable average may be hard to obtain
even with a large sample. This is vindicated from our estimates of the standard deviation
of the deadweight loss. A related possibility is that our estimator does not have a fast rate
of convergence: even though we have established the consistency of our procedure, we do
not expect the estimators to be
p
n-consistent. Last, it may simply be the case that the log
linear demand system is not a good speci¯cation for the individual demand.
One might want to compare our estimates with Hausman and Newey's (1995). Their
equivalent variation estimates are between $ 278.95 and $ 302.75 for the price change to
$ 1.30, and $ 438.01 and $ 475.91 for the price change to $ 1.50.9 Their deadweight loss
we wanted to check the sensitivity of our estimator for not imposing the zero mean restriction in the com-
putation of e Fn.
8We veri¯ed that the estimated Hicksian demand elasticity was of the wrong sign for those types of
consumer.
9We cannot make a direct comparison of their numbers with ours. They have computed the equivalent
variation at a median income level, whereas we computed the average of the equivalent variation over over
21estimates are between $ 29.19 and $ 38.68, and between $ 45.80 and $ 51.05, respectively.
Thesenumbersroughly corresponds to our estimates calculated under the assumption that all
heterogeneity is observed. On the other hand, our equivalent variation estimates (computed
under the assumption that some heterogeneity is unobserved) are between $ 317.46 and $
332.69 for the price change to $ 1.30, and $ 513.85 and $ 534.83 for the price change to
$ 1.50. This di®erence seems to suggest that the unobserved heterogeneity may be more
important than the demand function speci¯cation. Our deadweight loss estimates for the
price change to $ 1.30 are roughly comparable to their numbers, whereas the ones for the
price change to $ 1.50 are not. Again, we do not very well understand why the numbers are so
much di®erent for the latter price change. Focusing on the former price change, though, we
observe that most of the di®erence between our numbers and Hausman and Newey's (1995)
can be attributed to the tax revenue calculation. Our conjecture is that the di®erence can
be explained by the fact that they relied on the nonparametric regression of the log of the
quantity demanded on price and income, and then solved for the implied demand. It is easy
to see that this procedure would yield an inconsistent estimator of the average tax revenue
unless the consumers are homogeneous.
5S u m m a r y
For the linear demand function with the random coe±cients, the issue of the consumer
surplus distribution necessitates the estimation of the random coe±cient distribution. Gen-
eralizing Beran and Hall (1992) and Beran and Millar's (1994) idea to the case where the
random coe±cients are not necessarily independent among themselves, it was established
that the coe±cient distribution can be identi¯ed and consistently estimated without making
a parametric distributional assumption. When the random coe±cientsare independent of the
regressor given some attributes of the consumer, the distributions of the random coe±cients
can be consistently estimated, so that the estimate of the consumer surplus distribution and
the corresponding average consumer surplus based on these estimated coe±cient distribu-
tions are consistent. The rate of convergence of such an estimator is not established, though.
di®erent types of consumers and over di®erent incomes levels.
22This estimation methodology was applied to the gasoline data used in Hausman and Newey
(1995). For this data set, it was found that the unobserved heterogeneity was signi¯cant
enough to make a di®erence in the average equivalent variation.
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Unobserved Heterogeneity Observed Heterogeneity


































Table 2: m =5
Unobserved Heterogeneity Observed Heterogeneity


































Table 3: m =6
Unobserved Heterogeneity Observed Heterogeneity


































Table 4: m =7
25Unobserved Heterogeneity Observed Heterogeneity


































Table 5: m =8
Unobserved Heterogeneity Observed Heterogeneity


































Table 6: m =9
Unobserved Heterogeneity Observed Heterogeneity


































Table 7: m =1 0
26Unobserved Heterogeneity Observed Heterogeneity
$1:0 ¡ $1:3 $1:0 ¡ $1:5 $1:0 ¡ $1:3 $1:0 ¡ $1:5
Equivalent Variation
¹
¾
332.69
184.14
534.82
313.78
287.16
82.69
450.27
129.95
Tax Revenue
¹
¾
308.27
194.59
510.98
434.93
260.69
74.77
388.68
111.47
Deadweight Loss
¹
¾
24.41
83.26
23.86
231.42
26.47
7.92
61.59
18.48
27