This study investigated the use of reduced order head related impulse response ͑HRIR͒ models to improve the computational efficiency in acoustic virtual displays. State space models of varying order were generated from zero-elevation HRIRs using a singular value decomposition technique. A source identification experiment was conducted under anechoic conditions in which three subjects were required to localize sounds in the front horizontal plane. The sounds were either ͑1͒ real sources ͑emitted by individual loudspeakers in a semi-circular array͒, ͑2͒ virtual sources generated from the original HRIRs, or ͑3͒ virtual sources generated using reduced order state space models. All virtual sources were created by simultaneous activation of two loudspeakers at Ϯ30°using a virtual source imaging technique based on either the measured or modeled HRIRs. The errors in the perceived direction of the virtual sources generated from the reduced order models were compared to errors in localization using the original HRIRs. The results demonstrate that a very significant reduction in model size can be achieved without significantly affecting the fidelity of the virtual display of horizontally placed sources.
I. INTRODUCTION
The premise of acoustic virtual reality ͑AVR͒ is the creation of an illusory sound environment for the listener. Acoustic virtual displays are advantageous in that they have the ability to present information anywhere in a threedimensional virtual environment ͑not just the direction of a visual gaze͒, they allow the ability to discern and switch focus between several different sound sources generated simultaneously, and they can supplement visual displays by allowing the ears to ''point the eyes'' ͑Wenzel, 1992͒.
To create a virtual acoustic environment, it is necessary to understand how humans localize sound. An early attempt to explain this was the duplex theory, developed by Lord Rayleigh in the early 1900s ͑Rayleigh, 1907͒. The duplex theory suggested that human sound localization was based on two cues that arise from the spatial separation of the ears on the human head: the interaural time delay ͑ITD͒ for lower frequencies and the interaural level difference ͑ILD͒ for higher frequencies. This theory was formulated to explain localization performance in the horizontal plane, and thus did not incorporate the filtering effects produced by the outer ear, or pinna, that are known to underlie localization performance in the vertical plane ͑Hebrank and Wright, 1974͒. Searle et al. ͑1976͒ have developed a more comprehensive framework for understanding human localization in two dimensions ͑i.e., in both vertical and horizontal planes͒, where it is known that localization is mediated by these pinnae filtering effects, along with the effects of the head and torso, as well as interaural difference cues ͑ITDs and ILDs͒.
Some recent research has investigated human sound localization using ''virtual'' sound sources. Wightman and Kistler ͑1989͒, for example, presented sounds to listeners over headphones and filtered them in such a way that the sounds appeared to come from various arbitrary points in space. To obtain the required filters, transfer functions were carefully measured that related the sound spectrum at a listener's two ear canals to the spectrum of a sound source positioned at many different azimuths and elevations. These so-called head related transfer functions ͑HRTFs͒ take into account not only ITDs and ILDs, but also the filtering effects of the pinna, the head, and the torso. The first measurements of HRTFs were published by Wiener and Ross ͑1946͒.
The technique employed by Wightman and Kistler involved the presentation of stimuli to subjects via earphones. Another technique of creating virtual sound sources involves a͒ the presentation of sounds through two or more fixed loudspeakers at a certain distance from a listener. Early attempts at implementing this type of ''virtual acoustic display'' employed stereophony-that is, the manipulation of amplitude differences between the outputs of two or more loudspeakers in a room with a listener ͑Bauer, 1961͒. This led to the ''placement'' of virtual sound sources at any position between the two loudspeakers ͑see also Nelson et al., 1996͒. With more sophisticated techniques, one can, with the same two-loudspeaker setup, create a virtual sound source in any direction relative to the listener ͑not just at positions between the two speakers͒. This can be accomplished by filtering the inputs to the two loudspeakers in such a way that the spectra of the sound signals measured in the listener's two ear canals are the same as those that would be produced by a real source from the desired location. The desired filters may be computed from the HRTFs of the individual listener for sources at the positions of the two loudspeakers and for the specified virtual source position.
However, the filtering process employing HRTFs to create virtual sounds is computationally intensive. In order to address this issue, and create more efficient means of implementing virtual acoustic systems, several investigators have sought to model the HRTFs. One of the earliest efforts was carried out by Kistler and Wightman ͑1992͒, who essentially used a Fourier series to curve-fit the HRTFs and then compared subjects' judgments of sound sources produced by the measured and the modeled HRTFs. Kulkarni and Colburn ͑1998͒ used a similar Fourier series approach and also included subjective results. Kulkarni and Colburn ͑2004͒ continued this work by employing IIR filter modeling techniques. Mackenzie et al. ͑1997͒ as well as Cheung et al. ͑1998͒ used modern signal processing techniques to create HRTF models. In each of these cases, the investigators modeled only one HRTF at a time, and then apparently combined them together for a full set. In each case it was noted that individual HRTFs could be modeled with only a very few parameters while retaining mathematical and subjective fidelity. A good review of these and many other HRTF modeling efforts can be found in Huopaniemi et al. ͑1999͒ .
Even with the data reduction effected by such models, modeling the full 3-D set of HRTFs would require hundreds or thousands of parameters. One means of reducing the required number of parameters comes from a fundamental principle of linear systems theory. This principle is that, for multi-input/multi-output systems ͑such as a full set of HRTFs͒, all system transfer functions are comprised of a single set of poles ͑i.e., roots of the denominator͒. In other words, every transfer function through the system has the same denominator. However, when individual HRTFs are modeled separately ͑as has been done in each of the previously referenced works͒, the poles of separate models are typically different. The differences may be small, but the overall model still requires one to keep track of a complete set of poles for each separate transfer function. If the full system transfer functions are modeled simultaneously, then each separate HRTF can be modeled using a common set of poles. This fact was noted by Haneda et al. ͑1999͒ , who developed the ''common-acoustical-pole and zero'' modeling technique. This technique employs optimal filter design and was demonstrated mathematically to result in significant model order reductions while maintaining HRTF accuracy. Georgiou and Kyriakakis ͑1999͒ used a singular value decomposition system identification technique, which is capable of modeling all HRTFs simultaneously, resulting in common poles. While these previous two applications demonstrated the ability of exploiting common poles to further reduce model order, they did not demonstrate the subjective accuracy of such models.
The purpose of the work reported here is to create models of HRTFs that are significantly smaller than models previously created. The reduction will be achieved by exploiting common system poles and by employing a system identification technique, based on singular value decomposition, which allows one to further reduce the system order. The effectiveness of such models when used in virtual acoustic displays is demonstrated mathematically and subjectively. Developing such models will result in more efficient filtering processes for creating virtual acoustic sources, particularly for real-time applications. Since the technique to be employed here is applied in the time domain, henceforth we will refer primarily to the time-domain equivalent of the HRTFnamely, the head related impulse response ͑HRIR͒. Our approach attempts to improve model reduction efficiency by representing an entire set of horizontal plane HRIRs with a single discrete-time state space model ͑similar to that reported by Georgiou and Kyriakakis, 1999͒ . Models are created of various orders and the mathematical accuracy of these models, as compared to the original HRIRs, is demonstrated. Subjective tests of horizontal-plane sound source localization accuracy were also carried out using real sources and virtual sources based on various order models. The results of these tests demonstrate that quite significant reductions in model size can be achieved while maintaining the subjective accuracy of the virtual display for sound sources in the front horizontal plane.
For the present investigation, emphasis of the modeling efforts and subjective performance is limited to the front horizontal plane, where it is known that interaural differences in time and intensity provide the primary cues underlying human localization performance ͑e.g., Grantham, 1995͒ . Future investigations are planned to investigate the effectiveness of model reduction in more general cases involving localization in both horizontal and vertical dimensions.
II. THEORY OF ACOUSTIC VIRTUAL REALITY "AVR…

A. AVR and how it works
Consider a two-loudspeaker setup with a listener located at a point forming an equilateral triangle with the speakers, as in Fig. 1 . Suppose it is desirable that the source signal s appears to originate from a virtual source location which is outside the stereoscope of the speakers relative to the listener ͑virtual source P in Fig. 1͒ . This can be achieved by properly filtering the signal source s with filters F1 and F2 and send-ing those filtered signals to the two loudspeakers ͑Sakamoto et al., 1981͒. Appropriate design of filters F1 and F2 is the key to acoustic virtual reality.
The object is for the pressures, p1 and p2, at the listeners ears to be identical to the pressures that would be heard at the listener's ear if the source actually originated at point P. This implies that the pressures at each ear due to each source must obey the following equations:
where p 1 , p 2 , and p p are the pressures due to active source 1, active source 2, and the virtual source p, respectively, with superscripts indicating left and right. In words, Eq. ͑1͒ says that the active sources must sum at each ear to produce the same pressure as would have been created by a source located at the desired virtual source location. Now assume that the HRTFs that relate the active speaker outputs and the virtual source output to the left and right ear pressure levels of the listener are known ͑Fig. 2͒. The prefilters F1 and F2 can then be determined as follows ͑Sakamoto et al., 1981͒:
where H 1 and H 2 are HRTFs relating the active speakers to the listener's ears and H P relates the virtual source to the listeners ears ͑with superscripts indicating left and right ears͒.
Applying the prefilters F1 and F2 from Eq. ͑2͒ to the source signal at the two ''presentation loudspeakers'' produces identical sound pressure levels at the listener's two ears as a source signal from the virtual source location. Note that the solution process requires inversion of the HRTFs and can become computationally expensive.
The goal of this work is to develop a simpler model of the HRTFs to reduce the complexity of the filtering process. Such a reduction in model size would result in improved performance, particularly for real-time systems. The challenge is to create reduced order models without compromising the perceived accuracy of the virtual acoustic environment. It is important to note that, while most descriptions of AVR are based on HRTF concepts, the approach utilized here is based on HRIRs. However, the transfer functions and impulse response are directly related to each other through the Fourier transform and are therefore equivalent.
B. SVD-based model reduction
A modeling method based on singular value decomposition ͑SVD͒ was used to create simplified models of all HRIRs simultaneously. The result is a system whose inputs correspond to the desired azimuths of the virtual sources and whose outputs are the signals heard by the left and right ears. The modeling and experiments conducted here were limited to the horizontal plane azimuths from Ϫ90°to ϩ90°in 10°i ncrements. Therefore, the resulting systems have 19 inputs ͑one for each azimuthal location͒ and 2 outputs ͑one for each ear͒. The HRIRs used to create the state space model were a set measured by Dr. Wightman and provided to the authors by the University of Wisconsin. The full set included measured HRIRs for one individual ͑identified as SOW͒ for both ears and for 505 source positions in all directions around the listener. Each impulse response consists of 256 samples, obtained at a 50-kHz sampling rate.
The SVD approach used here is very similar to that used by Georgiou and Kyriakakis ͑1999͒, and originally described by Kung ͑1978͒ and by Frampton and Clark ͑1996͒. The application of this technique to the specific case of HRIR modeling is described below.
Let the left and right ear head related impulse responses for each azimuth in the front hemisphere of the horizontal plane be described as h i L (kT) and h i R (kT), where the superscripts L and R signify left and right ear responses, the subscript i denotes the index of the 19 input azimuths, T is the time increment, and k is the time index. Furthermore, as a matter of mathematical convenience and without loss of generality ͑Kung, 1978͒, the original Wightman HRIRs were pre-pended with a single sample of value zero. Therefore, the individual impulse responses now consist of 257 samples.
FIG. 1. Virtual acoustic setup using an imaging system with two loudspeakers ͑1 and 2͒ positioned at Ϯ30°relative to the subject's head. With appropriate filters F1 and F2, a virtual source can be created that appears to come from an arbitrary direction ͑indicated by P͒.
FIG. 2. Illustration of how a virtual stimulus is implemented by using
HRTFs from the presentation loudspeaker positions and from the desired virtual position ͑P͒. Representations are given for only one of the two ears. See Eqs. ͑1͒ and ͑2͒.
The HRIRs are arranged to form a matrix-valued impulse response such that
In order to make use of the SVD technique the matrix-valued impulse response must be arranged in a block Hankel matrix of the form
where H has dimensions of m (Nϩ1)ϫp (Nϩ1), with m being the number of outputs of the system ͑2 in this case͒, p being the number of inputs to the system ͑19 in this case͒, and N being the number of samples in the HRIRs excluding h͑0͒ ͑256 in this case͒. The singular value decomposition of this block Hankel matrix has the form
where U is an m (Nϩ1) 
If the Hankel matrix H were of rank r, then the singular values rϩ1 ,..., Nϩ1 would be zero. Consequently, for very small values for i compared to the values of i , one could assume the singular values i to be computational noise or redundant poles and infer a rank of approximately r for the Hankel matrix. Thus, the ''fundamental order'' of the system is determined by discarding the insignificant singular values rϩ1 ,..., Nϩ1 . Usually, a numerical technique is used to determine the value of r necessary to achieve a particular model error. However, in this study we chose to create reduced models with r equal to 50, 60, 70, 80, 90, 100, 110, 135, 150, 160, 170, 180, 190, 200, 210, 220, and 240 . The decision as to the minimum system order necessary to achieve adequate sound localization in the front horizontal plane was determined based on human subject perception data.
The discrete time state-space models generated have the form
yields the approximate signal at the left and right ears. The 2rϫ1 state vector x has no physical significance but is of mathematical construct ͑Frampton and Clark, 1996͒.
A realization of the r-order reduced system ͑Â ,B ,Ĉ ,D ͒ which eliminates the excess states can be obtained by first partitioning the SVD such that 
The system defined by ͑Â ,B ,Ĉ ,D ͒ has a matrix-valued impulse response of the form
For the case of the ''full order'' system ͑A,B,C,D͒ in which the model is not reduced ͑i.e., no singular values are thrown away͒, the matrix-valued impulse response defined in Eq. ͑12͒ returns the exact HRIRs used to develop the model. This largest model has 512 states and is twice the length of the original, measured HRIRs. Reduced order systems ͑Â ,B ,Ĉ ,D ͒ yield matrix-valued impulse responses that are approximations of the original HRIR data.
The effects of the model reduction on the head related filters can be seen in Figs. 3 and 4 . Figure 3 plots the HRIR ͑upper panel͒ and the magnitude of the HRTF ͑lower panel͒ for a source presented from a position of Ϫ50°azimuth, measured in the subject's left ear. The solid lines in each panel show the unmodeled functions ͑i.e., those measured in a real subject's ear and supplied to us by the University of Wisconsin͒. The dotted lines show the resulting functions generated by the 100th-order reduced model for the same source position. For the 100th-order reduction, the model functions correspond well with the original functions, especially in the lower frequencies. In Fig. 4 , the original HRIR and HRTF functions are replotted ͑as solid lines͒ from Fig. 3 , and the dotted lines show the 50th-order reduced model functions. In this case, significant deviations between the model and original functions can be seen in both the time and frequency domains.
III. EXPERIMENT: LOCALIZATION OF VIRTUAL SOURCES BASED ON MODELED HRIRs
An experiment was designed and implemented in an anechoic chamber to determine the reduced model of least order that would enable listeners to effectively localize virtual sound sources in the front horizontal plane, as compared to performance with virtual sources created by the original set of HRIRs. As described in Sec. II, the HRIRs ͑whether modeled or measured͒ were entered into Eq. ͑2͒ to determine the appropriate filters F1 and F2 to produce any particular desired virtual source position.
A. Experimental setup
Tests were conducted in an anechoic chamber with interior dimensions 4ϫ4ϫ4 m 3 ͑measured between wedge tips͒ and with a low-frequency cutoff of 125 Hz. A speaker array consisting of 43 loudspeakers was set up at ear-level height in a semi-circle from Ϫ89°to ϩ87°in the chamber, with adjacent loudspeakers separated from each other by approximately 4°͑Fig. 5͒. The loudspeakers were clearly labeled with numbers 1 to 43 ͑starting from the left side͒. The subject was seated at the center of the arc of speakers, at a distance of 1.8 m from the array, with his head located in the ''sweet spot'' of the array ͑i.e., so that the head formed an equilateral triangle with loudspeakers 15 and 29-the ''presentation'' loudspeakers͒. The subject was instructed to maintain an upright, forward orientation; however, no mechanical device was used to hold the subject's head in a fixed position.
B. Procedure
Three males, aged 26 -41, with normal hearing bilaterally, were employed as subjects. They were tested individually in experimental sessions lasting 1.0 to 1.5 h ͑conducted on different days͒. During an experimental session, five to ten blocks of trials were presented, each of which lasted 5-10 min. Subjects were given a short break between each block, and a longer break after each three to four blocks. Subjects IA and BBH each received three sessions of practice ͑about 5 h͒ prior to data collection. Subject PLS ͑who turned out to have the lowest error scores͒ only received about 30 min of practice before data collection began. Data collection typically took three to four sessions.
Each block consisted of 68 trials and included three types of stimulus presented in random order: ͑1͒ 17 trials using real sources ͑stimulus from one of the loudspeakers in the array͒; ͑2͒ 17 trials using virtual sources generated using the original HRIRs; and ͑3͒ 34 trials that presented virtual sources generated using the reduced order models of 50, 60, 70, 80, 90, 100, 110, 135, 150, 160, 170, 180, 190, 200, 210, 220 , and 240th order. The 17 real sources within each block were presented from the 17 loudspeakers shown as filled symbols in Fig. 5 ͑spanning azimuths from Ϫ80°to ϩ80°͒. All other trials within the block ͑the 17 virtual sources with the original HRIRs plus the 34 virtual sources with the modeled HRIRs͒ involved simultaneous activation of loudspeakers 15 and 29 ͑the ''presentation loudspeakers,'' positioned at Ϯ30°relative to the listener's head͒. All of these virtual stimuli were presented from virtual azimuths Ϫ80°to ϩ80°͑ in 10°increments͒.
The stimulus in all cases was a 200-ms broadband noise burst, presented at an SPL of 65 dBA and low-pass filtered at 4 kHz. 1 The duration was restricted to 200 ms to ensure that subjects would not be able to turn their heads toward the perceived location prior to stimulus offset.
The total number of trials presented at each real or virtual azimuth during the course of the experiment depended on the signal type. In the case of the real sources, one trial was presented from each of the 17 sources within each block. Subjects completed a total of 13-17 blocks of trials over the course of the experiment; thus, each subject was presented each real source 13-17 times. Likewise, for the virtual sources based on the original HRIRs, each of the 17 virtual azimuths ͑Ϫ80°to ϩ80°͒ was presented once within each block, so that each subject received 13-17 presentations from each virtual azimuth.
In the case of the virtual stimuli based on modeled HRIRs, there were typically only two presentations from each virtual azimuth for each reduced model. This was due to the fact that the 34 trials within each block representing the modeled virtual stimuli employed a pseudo-random scheme in which different virtual azimuths were paired with different reduced models. For example, one such pairing ͑''roster''͒ is shown in Table I . Within the block of trials that used this pairing, the virtual azimuth of Ϫ80°was presented using a 150th-order model ͑twice͒, the azimuth at Ϫ70°, a 50th-order model ͑twice͒, etc. The 34 trials result from each entry in the table being presented twice within the block. There were 17 such rosters, and each one was employed only once for each subject. The construction of the rosters was designed to ensure that the number of presentations at a given virtual azimuth would be equivalent for each of the reduced models over the course of the experiment. Two of the three subjects completed only 13 blocks, with the result that data from some of the modeled stimuli did not have all 17 virtual azimuths represented.
The subjects were not aware that most of the trials within each block involved virtual stimuli, nor that only a subset of the loudspeaker array was employed in stimulus presentation. For each trial, the subject oriented toward and visually fixated the center loudspeaker ͑no. 22͒ and pushed a button when he was ready. The stimulus was presented, at which point the subject was free to rotate in his chair to look at the loudspeaker numbers ͑the 200-ms duration ensured that the subject did not have time to initiate a head turn prior to stimulus offset͒. The subject then called out the speaker number from which he perceived the sound to originate. In cases where the subject was not sure where the stimulus came from, or perceived it coming from a position outside the range of loudspeakers on the array, he was instructed to make his best guess about the source location from among the 43 alternatives. The response was entered into the computer by the experimenter sitting in the adjacent control room, listening via an intercom system. Once the response was entered, an LED on the subject's button box indicated that he could proceed to the next stimulus by pressing the button again. 
with the other types of trials presented within the block.
Virtual azimuth
Model order
C. Results and discussion Figure 6 shows localization performance for the three subjects ͑in the three panels͒. Average response azimuth is plotted versus source azimuth, with error bars showing one standard deviation around the mean. Perfect performance is represented by the diagonal line. The solid data points in each panel show performance for the 17 real sources in the loudspeaker array. As noted in the figure, the rms error ͑D͒ for the real sources varied from 6.1°for subject PLS to 11.7°f or subject IA.
2 These values are similar to those that have been reported earlier in this type of task with normal-hearing listeners ͑Vause and Grantham, 1999͒. Figure 6 also shows, as open symbols, performance for the virtual stimuli created with the 90th and 100th reduced order models. Note that, in order to increase the number of responses at each virtual azimuth, adjacent orders of the model have been combined in most of the analyses to be reported. For subjects PLS and IA, the rms error for these modeled virtual stimuli is only slightly higher than for the real sources; for the third subject ͑BBH͒, the rms error for the virtual sources was more than twice that for the real sources. For all three subjects, the patterns of responses for the higher reduced models ͑up to the highest order tested: 240͒ were very similar to those shown here for the 90th-100th reduced order models, indicating that the order can be reduced to this value before significant degradation of localization performance is evident. When the order of the model is reduced further, performance progressively deteriorates. Figure 7 shows perfor- FIG. 6 . Localization results for the three subjects ͑shown in the three panels͒. Average response azimuth plotted as a function of real or virtual stimulus azimuth, with standard deviations shown across replications ͑each symbol based on 13-17 responses͒. Solid symbols show performance for real sources; open symbols show performance for 90-100th-order reduced models ͑each symbol based on two to four responses͒. The rms errors are shown for each subject for both conditions. mance for the 70th-80th reduced order models, plotted as open symbols in the same format as in Fig. 6 . The solid symbols, depicting performance for the real sources, have been replotted from Fig. 6 . It can be seen that with these models all three subjects have particular difficulty localizing sources at the periphery ͑beyond Ϯ40°͒: responses are more variable, and tend to be biased toward midline. The rms error measures ͑shown in the figure͒ range from 25.3°to 33.9°, three to four times those obtained with the real sources. Finally, for the most severely reduced models ͑50th-60th reduced order͒, performance becomes very erratic, especially for virtual sources at the periphery ͑Fig. 8͒. The rms error in this case ranges from 34.4°to 47.6°.
The rms localization errors of all of the reduced models created are shown together for each subject in Fig. 9 . This figure clearly illustrates the point made earlier: Error rates vary little or none for reduced models of 90th or higher order, but for further reduction in the order of the model, error rate increases substantially. In fact, subjects exposed to sources created by models of 70th order and lower indicated qualitatively that the sound source was either of indistinct origin or that the sound seemed to emanate from a source not located in the array. From Fig. 9 , it appears that a state space model of the set of HRIRs has an approximate effective order of around 90, which is a reduction of order by a factor of about 5.7 ͑512th order to 90th order͒.
It is difficult to compare this result directly with previous work but qualitative consistency can be noted. As noted earlier, Georgiou and Kyriakakis ͑1999͒ recognized the multi-path advantages of the SVD technique; however they actually modeled each HRTF individually, combined them, and then reduced the overall model. If we presume that this approach is similar to the more direct approach used here, then the reduction by a factor of 5.7 is reasonably consistent with the results of Georgiou and Kyriakakis. It is even more difficult to compare these results directly with those noted in studies using HRTF curve fitting ͑Kistler and Wightman, 1992; Kulkarni and Colburn, 1998; Mackenzie et al., 1997͒ . This is because the modeling techniques used are very different. However, one can note that in those cases the number of parameters needed to accurately represent a single HRTF was very small ͑about five to ten parameters per HRTF͒ compared to the full frequency domain representations.
While the order reduction of 5.7 is a good measure of the reduction in complexity from using the HRTFs in prefiltering, it is important to note that since the source signal was low-pass filtered at 4 kHz, some of the states that were eliminated by order reduction contributed to poles that were above this cutoff and would have been filtered out anyway. To get a better realization of the effective order reduction, the number of poles below the 4 kHz cutoff was compared between the full order ͑unreduced͒ model and the reduced order models. A table of these effective reductions is shown in Table II .
The effective order column in Table II lists the number of poles below the 4-kHz cutoff frequency, and the effective order reduction column presents the ratio of the effective orders of the reduced models to the effective order of the unreduced model.
Another effective-order-reduction consideration stems from the fact that initial time delays present in the original HRIRs are modeled as poles located at the origin. Eliminating these initial time delays of the HRIRs-not the interaural delay necessary between the left and right HRIR pairs, but any starting delay common to all of the impulse responseswould reduce the number of poles at the origin and could influence the effective order reduction of the reduced models. A good approach to accommodate the delay was demonstrated by Huopaniemi et al. ͑1999͒ .
A comparison of the mathematical error bounds calculated during the SVD decomposition and the experimental error of the reduced models reinforces the notion of a ''fundamental order'' of the reduced model. Figure 10 shows both the experimental errors ͑averaged across subjects͒ and the SVD mathematical error bounds for each model used. The SVD errors are normalized. Note that when the model is reduced beyond 90th order, the mathematical error bound continues to decrease while the experimental localization error tends to stay steady around 8°-10°͑which again falls into an acceptable error range for localization using HRIRs to prefilter the data͒. This ''leveling off'' of localization error implies that for localization in the horizontal plane with sources filtered at 4 kHz, a 90th-order reduced model provides sufficient resolution.
IV. CONCLUSIONS
This work presented a technique for simultaneously modeling numerous HRIRs which takes advantage of the common poles associated with the overall system. The technique is based on the singular value decomposition of the HRIRs and also allows the final model order to be set. Models created in this manner were used in subjective localization tests and the effectiveness of using the reduced models in comparison to full order models was determined for the particular case of localization in the frontal horizontal plane. It was noted that, when simultaneously modeling 17 HRIRs in the horizontal plane, a model that retained only 90 states ͑as compared to the 512th-order unreduced model͒ was subjectively as good as the full order system with respect to horizontal plane localization. Future work will address whether the same reduction is applicable for the more general case of localization in three dimensions. The decision to low-pass filter the stimuli at 4000 Hz was based on pilot work that revealed that most virtual stimuli generated by our computations involving the HRIRs had a spectral peak between 6.0 and 8.0 kHz that resulted in an annoying ''whistle'' sound and that also often created the illusion that the sources were located above the horizontal plane in which the loudspeakers were positioned ͑although the horizontal-plane component of the perceived location did not appear to be affected͒. The presence of these prominent spectral peaks reveals some imperfections or limitations in the source imaging technique and/or in the mathematical computations employed to determine the filters ͑F1 and F2 in Figs. 1 and 2͒ . For example, sharp notches in transfer functions that appear in the denominator may produce unrealistically large peaks in the resultant filters. It remains to be seen whether these imperfections may be overcome by techniques such as employing smoothing algorithms that mimic auditory filter analysis or by appropriate modeling efforts. Since the purpose of the present investigation was to measure the effects on performance of reducing the order of the basic space state model for the simple case of frontal horizontal plane localization, the inclusion of the higher frequencies was deemed not necessary for evaluating the effects of reduction, and the unwanted spectral peaks were thus filtered out.
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