e present an Approximate Dynamic Programming (ADP) approach for the multidimensional knapsack problem (MKP). We approximate the value function (a) using parametric and nonparametric methods and (b) using a base-heuristic. We propose a new heuristic which adaptively rounds the solution of the linear programming relaxation. Our computational study suggests: (a) the new heuristic produces high quality solutions fast and robustly, (b) state of the art commercial packages like CPLEX require significantly larger computational time to achieve the same quality of solutions, (c) the ADP approach using the new heuristic competes successfully with alternative heuristic methods such as genetic algorithms, (d) the ADP approach based on parametric and nonparametric approximations, while producing reasonable solutions, is not competitive. Overall, this research illustrates that the base-heuristic approach is a promising computational approach for MKPs worthy of further investigation.
Introduction
We consider the multidimensional knapsack problem (MKP) defined as follows. A set N = 1 n of items should be packed in a set M = 1 m of knapsacks with given capacities, b 0 i i ∈ M. Associated with every item j ∈ N there is a value c j and a weight a ij , which is the amount of resource used by the item j in the ith knapsack. The goal is to find a subset of the items that yields the maximum value subject to the capacity constraints of the knapsacks.
The MKP arises in many real-world applications such as combinatorial auctions (see de Vries and Vohra 2000, Rothkopf et al. 1995) , computer systems design (see Ferreira et al. 1993) , project selection (see Peterson 1967) , cutting stock and cargo-loading (see Gilmore and Gomory 1966) , capital budgeting (see Weingartner 1966) , and asset-backed securitization (see Mansini and Speranza 1997) . The set cover and multicover (see Hochbaum 1996) problems can be reformulated as the MKP through variable complementing (see §2 for an illustration). In addition to these applications, many complex problems can be transformed to MKPs by some relaxation methodologies. For instance, the binary knapsack problem, a special case of the MKP, is used as a subproblem when solving the Generalized Assignment Problem, as well as the Vehicle Routing Problem (see Laporte 1992) . Because of its practical and theoretical importance, both exact and approximate solution approaches have been applied to tackle the multidimensional knapsack problem (see §2 for references).
Optimization problems can be reformulated and solved by dynamic programming (DP). This approach is usually impractical for large-scale problems because of the large number of value function calculation and state storage requirements, known as "the curse of dimensionality." Motivated by the need to address the curse of dimensionality, several researchers have proposed approximations in dynamic programming. The collection of such methods is broadly known as Approximate Dynamic Programming (ADP). Many approaches such as Lagrange multiplier, successive approximation, function approximation (e.g., neural networks, radial basis representation, polynomial representation) methods have been proposed to break the curse of dimensionality while contributing diverse approximate dynamic programming methodologies to the literature (see for example Bellman 1957 , Morin 1978 , and Cooper and Cooper 1981 . Functional approximations utilizing neural networks ideas were used in Kleywegt et al. (1998) for inventory routing problems, and in Van Roy et al. (1998) for inventory management problems. Powell and Shapiro (1996) introduced a DP reformulation for dynamic resource allocation for fleet management problems and used ADP methodologies to generate high quality solutions. Bertsekas and Tsitsiklis (1996) develop a framework of approximate dynamic programming primarily in the context of stochastic optimization and include several case studies in various fields. Sarkar et al. (1994) used greedy or approximate algorithms for machine scheduling problems in a lookahead search mechanism in order to alleviate the performance of the stand-alone greedy or approximate methodology while Bertsimas et al. (1998) applied a similar idea for location problems. Other applications utilizing ADP methods are two-stage maintenance and repair problems in Bertsekas et al. (1997) , stochastic scheduling problems in Bertsekas and Castannon (1997) , sequencing and stochastic vehicle routing in Secomandi (1998) , railroad scheduling in Christodouleas (1997), deterministic supply chain problems in Wike (1998) , and revenue management in Bertsimas and Popescu (2000) .
Our objective in this paper is to examine whether ADP methods represent a realistic alternative for large scale MKPs. The computational evidence so far regarding the success of ADP methods suggests that such methods have been more successful in stochastic optimization problems. Although there has been positive evidence for deterministic problems as well (see the literature review above), we want to examine ADP methods with respect to speed, quality of solutions, and robustness in the context of a reasonably rich class of integer programs like MKPs.
In §2, we provide a dynamic programming reformulation of the MKP and introduce the relevant ADP concepts. In §3, we describe an ADP algorithm under which we approximate the optimal value function by a base-heuristic. The computational evidence suggests that the ADP base-heuristic approach improves the performance of a base-heuristic and often the improvement is significant. We also design an adaptive-fixing heuristic for the MKP. Although this is not the main focus of the paper, the heuristic appears to be computationally attractive and generates high quality solutions compared to some heuristics from the literature. In §4, we develop both parametric and nonparametric approximations of the value function for the MKP. In §5, we report extensive computational results and comparisons. The evidence suggests that the base-heuristic approach with the adaptive fixing heuristic is the most promising methodology within the ADP family for the MKP and competes successfully with existing state-of-theart heuristic methodologies as well as with state-ofthe-art commercial packages like CPLEX (1998).
The MKP and ADP
An integer programming formulation of the MKP is as follows:
x j ∈ 0 1 j = 1 n with a ij b 0 i c j ≥ 0 for i = 1 m and j = 1 n. We denote by x the transpose of a vector x. Let A j = a 1j a mj , b 0 = b 0 1 b 0 m , and c = c 1 c n . Then the problem in Equation (1) can be written as follows:
The case for m = 1 is the binary knapsack problem (BKP) which has been extensively studied (see Martello and Toth 1990) . For the MKP, no pseudopolynomial algorithm can exist unless P = NP, since the MKP is NP-hard in the strong sense (see Martello and Toth 1990 and Magazine and Chern 1984) . For the BKPs both polynomial time (Sahni 1976 ) and fully polynomial time approximation schemes (Ibarra and Kim 1975) have been developed. The set packing problem is a special case of the MKP with a ij ∈ 0 1 and b 0 i = 1 (see Hochbaum 1996, Chapter 3) . Moreover, the set cover problem (see Hochbaum 1996 , Chapter 3),
where e is a column vector of ones, A = A 1 A n is an m × n 0-1 matrix, and x = x 1 x n , can be reformulated as a MKP by substituting x j by y j = 1 − x j for j = 1 n. The set cover problem is equivalent to the following MKP problem: c e + maximize c y Ay ≤ b y j ∈ 0 1 where b = j A j − e and y = y 1 y n . Branch-and-bound and dynamic programming techniques have been applied to solve the MKP to optimality but with limited success for large instances (see Thesen 1975 , Shih 1979 , Weingartner and Ness 1967 . Since feasible solutions are valuable for largescale practical problems, there has been a sizeable literature on heuristic methods for MKPs. Such methods can be classified as follows:
(1) Greedy methods (Senju and Toyoda 1968 , Toyoda 1975 , Loulou and Michaelides 1975 , Lee and Guignard 1988 , Kochenberger et al. 1974 , Magazine and Oguz 1984 .
(2) Aggregation methods (Freville and Plateau 1986 , 1994 , Glover 1977 , Gavish and Pirkul 1985 .
(3) Tabu search methods (Hanafi and Freville 1998 , Glover and Kochenberger 1996 , Aboudi and Jornsten 1984 , and Løkketangen and Glover 1998 .
(4) Genetic algorithms (Chu and Beasley 1998) .
Computational experience reported in the literature suggests that genetic algorithms seem to produce high-quality solutions for large-scale problems. For this reason, in some of our computational results we compare the ADP approach with genetic algorithms.
Dynamic Programming Formulation
In order to reformulate the MKP n b 0 in Equation (2) as a dynamic program, we consider the subproblem MKP k b which includes the first k variables with the right-hand side b. Let
x * k and F k b be an optimal solution and the optimal value for the subproblem MKP k b , respectively. We set F k b = − if the subproblem MKP k b is infeasible. In the optimal solution to MKP k b , the x k is either set to zero or one. If we set x k to zero, the objective value equals F k − 1 b , the optimal value of the subproblem MKP k − 1 b . If we set x k to one, the objective value equals F k−1 b−A k +c k , the optimal value of the subproblem MKP k − 1 b − A k plus c k . Taking the maximum of the preceding objective values gives the optimal value F k b to the subproblem MKP k b . Thus, the dynamic programming recursion can be stated as
n, with an initial condition F 1 b . Starting with x OPT 1 b and using
we calculate
It is easy to see that exact DP requires O n b * m calculations for MKP n b 0 where b * = max b 0 1 b 0 m . Space requirements and value function computations become impractical for even moderate m. Thus, exact DP is not a practical methodology particularly for large-scale optimization problems. The basic idea behind approximate DP is to approximate the optimal value function F k b and to construct a suboptimal solution using Equations (3) and (4). In the next two sections, we approximate the optimal value function using (a) a base-heuristic and (b) parametric and nonparametric methods.
The ADP Base-Heuristic Approach
This section introduces the ADP Base-Heuristic (ADP-BH) approach for the MKP. The basic idea of ADP-BH is estimating the optimal value function F k b by the solution value of a suboptimal methodology to the BERTSIMAS AND DEMIR Dynamic Programming Approach to Knapsack Problems corresponding subproblem MKP k b and constructing a solution through Equation (4). This suboptimal methodology is called the base-heuristic approach. We also propose a new heuristic that constructs solutions by adaptively fixing variables through solving linear programming relaxations iteratively, which we name the adaptive fixing heuristic. Let BH k b be a baseheuristic for the subproblem MKP k b . Let x BH k b be the corresponding heuristic solution and H k b be the heuristic value, i.e., an estimate of the optimal value F k b .
The ADP-BH algorithm starts by applying BH n b 0 to the problem MKP n b 0 and getting x BH n b 0 . If the solution x BH n b 0 is optimal, the algorithm terminates with an optimal solution. If the problem is infeasible, the algorithm terminates without a solution. Otherwise, the algorithm sets the variables best-solution
Step 2 in Figure 1 ). The algorithm proceeds by applying reduced cost fixing as described below to fix some of the variables to the corresponding values (0 or 1) in an optimal solution to the problem MKP n b 0 (Step 3 in Figure 1 ). Reduced cost fixing might effectively reduce the number of variables in advance. Let F denote the set of indices of the fixable variables by the reduced cost criterion. We denote by x F the corresponding fixed values, that is, x F j = 0 or 1, for all j ∈ F . The algorithm iteratively sets the variables to 0 or 1 as described in Step 4 of Figure 1 . At each iteration, we update the best-solution, x BEST and best-solutionvalue, z BEST . We check if early termination is possible (true) or not (false). We also allow fixing a set of variables, which we name lag-variable-fixing. At the final step, we set the first variable to the optimal solution of the reduced problem (Step 5 of Figure 1 ) and the algorithm returns x BEST and z BEST . We provide the details of ADP Base-Heuristic algorithm in Figure 1 . n . Reduced cost fixing sets the variable x k at its optimal LP solution value if c k > z LP n b 0 − z C , where z C is a lower bound to the problem MKP n b 0 (Nemhauser and Wolsey 1988, p. 389) . In our algorithm, we use
Variable Assignment. To calculate x ADP k for a variable k F , we employ Equation (4) but with estimated values, F k b , instead of optimal ones, F k b . This is the basic idea in ADP-BH. In our computations, we noted that the following estimation generated better solutions in comparison to a straightforward estimation by a base-heuristic value H k b . We denote by U k b an upper bound to the problem MKP k b . In our computations, we set the upper bound U k b to z LP k b , that is, the truncated LP solution value of the associated subproblem. Let x denote the percentage deviation of H k − 1 b − A k x with respect to the upper bound U k − 1 b − A k x for x = 0 1 and also let * be the minimum of 0 and 1 . We estimate the optimal values, 
is a feasible solution to the problem MKP n b 0 , where objective value of the solution
. We update x
BEST to x C and z BEST to z C , respectively, if z C is larger than z BEST .
Early Termination. The ADP base-heuristic algorithm can be terminated early while setting x ADP k if we determine that we find an optimal solution to the problem MKP k b , where
We apply the following tests to determine whether we have an optimal solution or not to the problem
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Figure 1
The ADP Base-Heuristic Algorithm for the MKP 1: Initialization:
Problem infeasible → exit, the problem is infeasible
Apply reduced cost fixing and get F x
by calling variable assignment
Update best-solution and best-solution-value and get x BEST z
BEST
Check early termination criterion and get the status (true or false)
Fix variables by lag variable fixing and get F x
to the optimal solution of MKP 1 b 6: Output:
Lag Variable Fixing. To allow the ADP baseheuristic to generate solutions in significantly shorter times (possibly of lower quality), we allow fixing a set of variables x j for j in k − l k − 1 and j F . We name the method lag-variable-fixing and those variables as lag-fixable variables. We denote by
k − 1 and j F . Once the kth variable is assigned to 0 or 1, the variables x F j are set to x Figure 1 . Lag-size parameter l specifies the number of variables to be fixed lagging from the kth variable while setting x ADP k through the relationship, l = k/lag-time , where lag-time is a user-specified parameter.
Base-Heuristic Selection
The selection of the base-heuristic is important in the proposed ADP base-heuristic framework. Since we employ the base-heuristic many times within the ADP base heuristic framework, we focus on heuristic methodologies with small computation time requirements. Based on the available computational experience reported in the literature, we consider
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the following heuristic methodologies as the baseheuristic for the MKP: Senju and Toyoda's (1968) Dual Gradient Algorithm, which starts from an infeasible solution and constructs a feasible solution by setting variables to zero with the lowest gradient. The gradient of variable j is calculated as the ratio of c j and penalty of the jth variable, which is A j times the excess capacity usage by those variables at one. Toyoda's (1975) Primal Gradient Algorithm, which constructs a feasible solution from the all-zero solution by setting variables to one with the largest gradient. Loulou and Michaelides' (1979) Greedy-like Heuristics, a variation of primal gradient with complicated gradient computation and Kochenberger et al. 's (1974) Incremental Heuristic, a variant of primal gradient designed for generic integer programming problems. We also propose a new heuristic that constructs solutions by adaptively fixing variables through solving linear programming relaxations iteratively, which we name adaptive fixing heuristic. We describe the details of this base-heuristic next.
3.1.1. A New Base-Heuristic: Adaptive Fixing. We denote by LP k b the linear programming relaxation (LP) of the problem MKP k b . We use X 0 and X 1 to denote the set of variables that are set to 0 and 1, respectively. We also define by LP C = LP k b X 0 X 1 the LP k b with the constraints of x j = 0 j ∈ X 0 and x j = 1 j ∈ X 1 . The optimal solution of the linear program LP C is denoted by x
The adaptive fixing (AF) heuristic, at first, assumes both X 0 and X 1 are empty sets, meaning that none of the variables x 1 x k are assigned to a value. We solve LP C = LP k b X 0 X 1 and get the optimal solution x LP C . We fix variables
where is a user-specified parameter, and x j to 1 if 
Compute the AF solution and value:
define by x AF and z AF the heuristic solution and value, respectively, returned by the adaptive fixing heuristic (Step 5 in Figure 2 ). We set x AF j = 0 and x AF j = 1 for all j in X 0 and X 1 , respectively. Thus, the solution value is z AF = k j=1 c j x AF j . Our computational study suggests adaptive fixing with low (e.g., = 0 05 0 10) values generates usually better solutions. On the other hand, it uses more computation time. Thus, in order to balance the tradeoff between solution time and quality we set = 0 25 in our computational study.
We consider the special case = 1 of the AF heuristic, which we name truncation heuristic. We denote by x T and z T the truncation heuristic solution and value, respectively. We first solve the linear program LP n b 0 and obtain the optimal solution x LP . Then, we set x 
ADP-Parametric and ADP-Nonparametric
In this section, we describe our parametric and nonparametric approach to approximating optimal value functions. The basic motivation is to estimate F k b using a set of ) and b k b k+1 ∈ S, which we name the stratified sample. In our computations, we found that the stratified sample does not necessarily generate better solutions than the uniform sample. An alternative to selecting the uniform sample is to choose the set S randomly over the state space . We have found, however, that this choice is inferior to selecting the set S as outlined above. Thus, we fix uniform sampling as our sampling scheme. We define by stage k the number of first k variables of the MKP problem. We denote by k = k b b ∈ and S k = k b b ∈ S , the state space and the sample for a given stage k in 1 n . The estimate of F k b k → is denoted by F k b .
ADP-Parametric Algorithm
We motivate the parametric approximation method using research results from the probabilistic analysis of the MKP (see Frieze and Clarke 1984 , Meanti et al. 1990 , Dyer and Frieze 1989 , Szkatuła 1994 , Piersma 1993 . Let A j = a 1 j a m j be nonnegative i.i.d. random vectors and suppose that c j are i.i.d. random variables, with j ∈ 1 n , that are independent of the A j . Let b i = n i for some fixed m-vector = Piersma (1993) and Meanti et al. (1990) show that with probability 1, Z LP n /n and Z MKP n /n converge, as n → and m remains fixed, to the same constant that depends on the parameters b i and on the expected values E a i 1 and E c 1 ,
Thus, the previous results suggest that Z MKP n scales linearly with n when the vector b = n .
The above fact motivates us to approximate F k b for a given k b ∈ k by a linear functional model,
and k . We denote by˜ k and˜ k the tuned model parameters and we now describe how we calculate them. Let us assume that we know˜ k−1 and˜ k−1 , that is, we can estimate F k − 1 b and
For a given k b ∈ S k , we calculate F k b by applying Equation (3) and using F k − 1 b and F k − 1 b − A k values. Then, we find˜ k and˜ k by minimizing the total absolute deviation of F k b from the linear model values k b + k for all k b in S k as follows:
In our computations, we reformulate LAD k as a linear program (see Bertsimas and Tsitsiklis 1997) and use CPLEX to find˜ k and˜ k values. We name tuning the model parameters the learning-phase of ADP-P algorithm. To start the learning phase, we first calculate F 1 b for all k b ∈ S k and we find˜ 1 and˜ 1 using Equation (5). We iteratively tune model parameters as described above and store them in a lookup table. We now describe how we construct ADP-
, which we name ADP-P solution construction phase. We initialize b = b 0 and k = n (Step 1 in Figure 3 ). To calculate x ADP k
(
Step 2 in Figure 3 . We iteratively find x ADP k for k = n to 1, which is also described in Figure 3 . Figure 3 ADP-P Solution Construction Phase
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Retrieve˜ k−1 ˜ k−1 from the look-up table
to the optimal solution of the problem MKP 1 b
Output:
ADP-Nonparametric Algorithm
Suppose we know F k b for all k b ∈ S k . Under the nonparametric approximation, we estimate the optimal value of a problem MKP k b for which k b S k as follows:
where w b b are local weights assigned to sample points k b in S k . Given b b , we calculate
where h = h 1 h m and K · → are user specified. We utilize K t = 1 − t I t ≤ 1 (see Fan and Gijbels 1996) , where I · is an indicator function, i.e., I t ≤ 1 = 1 0 if t ≤ 1 (otherwise). We use h = q + is being able to estimate the optimal values. Under the nonparametric approximation, this corresponds to knowing a set of optimal values for those states in the given sample space. In our computations, we use estimated values instead optimal ones. Initially, we calculate estimates F k b for all states k b ∈ S k for k = 1 n, which we name the ADP-N learning phase. Let us assume that In the ADP-N learning phase, we first calculate F 1 b for all 1 b ∈ S 1 and then find F k b for all k b in S k for k = 2 n by using Equations (3) and (6). Finally, we store those estimates for the sample space in a look-up table.
We construct an ADP-N solution as follows. We first initialize b = b 0 and k = n (Step 1 in Figure 4 ). To calculate x ADP k (Step 2 in Figure 4 ), we find F k−1 b and F k − 1 b − A k by using Equation (6) . We iteratively find x ADP k for k = n to 1, which is also described in Figure 4 .
Once ADP-P or ADP-N generate a feasible solution x ADP with X 0 (set of variables assigned to zero in the solution) and X 1 (set of variables assigned to one in the solution), we calculate the slack vector s = b 0 − j∈X 1 A j . We iteratively set a variable x k k ∈ X 0 to 1 if A k ≤ s while updating s accordingly (i.e., s = s − A k once x k is set to 1). This final step can be considered as a local improvement to the solution obtained by ADP-P or ADP-N. 2: For k = n 2 do
the look-up table
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Computational Results
In this section, we provide computational results for all the ADP-based approaches we developed for the MKP. We set as performance criteria for comparing different methods: solution quality, computation time, and robustness, i.e., the degree of deviation of the computational resources needed to solve the problems as the instances of the same size change.
Our overall objective is to assess whether ADP is a promising methodology for MKPs. More specifically, we want to answer the following questions:
(1) Given that the choice of the base-heuristic is important for the base-heuristic approach, how does the adaptive fixing heuristic compare with alternative approaches in the literature?
(2) How do heuristic methods based on parametric and nonparametric value approximations perform? (3) Is there an improvement of the base-heuristic performance when a base-heuristic framework is applied? How significant is such an improvement ? (4) How does the best of the ADP-based methods compare with the state of the art heuristics as well as commercial packages (CPLEX)?
(5) Most importantly, is ADP for MKPs a competitive method worth further study?
The instances of the MKP we used in our experiments were both randomly generated as well as from the literature. We use the notation x ∼ U 1 X to denote an integer number that is uniformly generated in 1 X . We construct uncorrelated (UC), weakly correlated (WC), and strongly correlated (SC) random MKP instances as follows. Let N = 1 n and M = 1 m . • Uncorrelated instances: c j ∼ U 1 C and a ij ∼ U 1 A for all i ∈ M and j ∈ N , i.e., c j a ij are uniformly distributed in 1 C 1 A , respectively.
• Weakly correlated instances: a ij ∼ U 1 A and c j = max 1 U i a ij /m − wc i a ij /m + wc for all i ∈ M and j ∈ N , where wc is a user-specified parameter (see Table 1 ).
• Strongly correlated instances: a ij ∼ U 1 A and c j = i a ij /m + sc for all i ∈ M and j ∈ N where sc is a user-specified parameter (see Table 1 ).
Given the number of constraints m and the number of variables n, we generate 10 test problems in each class (uncorrelated, weakly correlated, and strongly 1 000 1 000 100 1 000 100 1 000 500 1 000 500 1 000 500 1 000 1 000 3 000 300 2 000 500 1 000 2 000 4 000 500 3 000 100 5 000 1 000 5 000 500 5 000 500 5 000 500 10 000 1 000 5 000 1 000 10 000 1 000 10 000 2 000 10 000 2 000 10 000 5 000 15 000 3 000 10 000 5 000 correlated) with different parameters C A wc sc as provided in Table 1 . We set b 0 i = 0 5 n j=1 a ij , i = 1 m. We make our instances available on the Internet.
1 All computational studies are done on a Dell Precision 410 with Linux operating system. We use the following notation to present the computational study.
• Let v X be the objective value of the solution obtained by the methodology X, e.g., v(ADP-H) is the objective value of the solution obtained by the methodology ADP-H.
• Let PE X be the percentage deviation of v X from the LP relaxation objective value v LP , i.e., PE X = v LP − v X /v LP × 100.
• PI X : Percentage Improvement of ADP-X over X, i.e., PE X − PE ADP − X /PE X × 100.
• T(X): Computation time of the methodology X in CPU seconds.
Comparison of Base-Heuristics
In this section, we compare the proposed standalone heuristics, namely the truncation heuristic H1 (see §3.1) and adaptive fixing heuristic H2 (see §3.1 and Figure 2) , with some heuristics from the literature, namely the primal gradient heuristic H3 (Toyoda 1975) , dual gradient heuristic H4 (Senju and Toyoda 1968) , greedy-like heuristic H5 (Loulou and Michaelides 1979) , incremental heuristic H6 (Kochenberger et al. 1974) . We compare these heuristics on uncorrelated, weakly correlated, and strongly correlated problem instances as described earlier.
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The results in Table 2 suggest that H2 is the leading algorithm among the ones we examined in terms of both solution quality and computation time. It constructs high-quality solutions within short computation times for all types of instances where percentage deviations are 1.14, 1.81, and 2.49 for uncorrelated, weakly correlated, and strongly correlated problems, respectively.
Computational Results for the ADP
Parametric and ADP Nonparametric In this section, our objective is to demonstrate the performance of the ADP-parametric (ADP-P) and ADP- Table 3 ADP-P and ADP-N Results nonparametric (ADP-N) algorithms (see §4) on the same uncorrelated, weakly correlated, and strongly correlated problem instances. For a given m n combination (e.g., m = 10 n = 100), we apply ADP-P or ADP-N and get the associated solution statistics, such as solution quality and computation time for varying sample sizes s in 5 10 15 20 25 . We report the associated times T and percentage deviations PEs in Table 3 . In our study, we observed that solution qualities of ADP-N and ADP-P did not necessarily improve on larger samples, where s was taking values of 50 100 150 200 250 . In summary, using Table 3 and 2 statistics, both ADP-P and ADP-N are capable of generating solutions at least as good as the ones obtained by heuristics H1, H3, H4, H5, and H6. We note that ADP-P and ADP-N need extra tuning in order to determine the best sample size because the quality of solutions deviates substantially for varying sample sizes. As an interesting observation, average percentage deviations and computation times of ADP-P and ADP-N stayed stable across different types of instances which illustrates robustness across uncorrelated, weakly correlated, and strongly correlated problem instances. Overall, the adaptive fixing heuristic H2 continues to be the leading heuristic compared to other heuristics, namely H1, H3, H4, H5, H6, ADP-P, and ADP-N in terms of both solution quality and computation time.
T(ADP-P) PE(ADP-P) T(ADP-N) PE(ADP-N)
Computational Results for the
ADP Base-Heuristic In this section, our basic aim is to illustrate the performance of the ADP base-heuristic algorithm. We consider heuristics H1, H2, H3, H4, H5, and H6 as our base-heuristics. Let ADP-X be the ADP base-heuristic algorithm with the base-heuristic X (e.g., ADP-H1 is the ADP base-heuristic algorithm with the baseheuristic H1). In this computational study, we apply lag-variable-fixing scheme in which we set lag-time = 10 (see §3 for a description). We apply the ADP baseheuristic algorithm to the same uncorrelated, weakly correlated and strongly correlated problem instances for which we present the results in Table 4 .
Our available computational study illustrates that ADP with adaptive fixing heuristic, ADP-H2, is the most promising methodology in terms of both solution quality and computation time. ADP-H2 generated near-optimal solutions in modest computation times for large-scale instances with thousands of variables. The average percentage deviations of ADP-H2 are 0.68, 1.11, and 1.51 for uncorrelated, weakly correlated, and strongly correlated instances, respectively. We also observe that solution qualities of ADP-H2 do not deviate from one another. As an example, for the problems of size m = 100 n = 1 000, the average percentage deviations of ADP-H2 are 0.17, 0.34, and 0.47 for uncorrelated, weakly correlated, and strongly correlated problem instances, respectively. An important observation is that the ADP base-heuristic algorithm provides a framework that exploits a certain baseheuristic to generate higher quality solutions than those obtained by the corresponding base-heuristic at an additional computation time. We measure the corresponding enhancement in the quality of solutions through percentage improvements as provided in Table 4 . For instance, average percentage improvements of 31.62, and 29.73 for uncorrelated, weakly correlated, and strongly correlated problems, respectively.
Test Problems from the Literature
In this section, our aim is to compare the most promising ADP methodology, ADP-H2, with one of the best heuristics in the recent literature for MKPs. In recent research, Chu and Beasley (1998) developed a genetic algorithm (GA) to solve MKPs. Their computational study shows that GA provides high quality solutions at modest computation time to some large MKPs. In addition, to our knowledge, they attempted to solve the largest instances in the literature. We compare H2 and ADP-H2 with GA on their largest instances.
2 Their problem generation scheme is as follows: a ij ∼ U 1 1000 c j = i a ij /m + 500q j where q j ∼ U 0 1 for all i ∈ M and j ∈ N . For each m n ∈ 30 250 30 500 combination, the righthand side coefficients (b i s for all i ∈ M) were set using b i = n j=1 a ij where is a user-specified tightness ratio taking values 0 25 0 50 and 0 75. Their computations are conducted on a Silicon Indigo workstation which is supposed to be two times slower than our machine Dell Precision 410. So, we divide the GA's computation times by two in our reporting.
We provide computational results for the adaptivefixing heuristic H2, ADP-H2 (ADP-H2 under no lag-variable-fixing), ADP-H2 * (ADP-H2 under lagvariable-fixing with lag-time = 100), and ADP-H2 * * (ADP-H2 under lag-variable-fizing with lag-time = 200) on Chu and Beasley's (1998) data set in Table 5 . We denote by PI(H2) * and PI(H2) * * the percentage improvements of ADP-H2
* and ADP-H2 * * over H2, respectively. We observe H2 generated good solutions (with an average PE of 1.20) in very small computation times (with an average T of 0.3 CPU seconds). ADP base-heuristic algorithms (ADP-H2, ADP-H2 * , and ADP-H2 * * ) significantly improve the performance of H2 to construct higher quality of solutions with an average PI of 28.97. Average PEs of ADP-H2, ADP-H2 * , and ADP-H2 * * are 0.76, 0.80, and 0.74, respectively. Interestingly, ADP-H2 * * generated, on average, higher quality solutions than the ones by ADP-H2 at smaller computation times. Even though GA (with an average PE of 0.56) provides slightly better solutions than ADP-H2s, its average computation time, 1,287.15, is an order of magnitude larger than the one of ADP-H2s, 87.06 (average of average times T(ADP-H2), T(ADP-H2 * ), and T(ADP-H2 * * )). Overall, ADP-H2 algorithms achieved high quality solutions to some of the test problems from the literature in short computation times.
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Comparison of the Most Promising ADP
Algorithm with CPLEX In this section, we study the performance of CPLEX 6.0 (1998) on the same randomly generated problems. We also present minimum, average, and maximum computation times (Ts) and minimum, average, and maximum percentage deviations (PEs) of the most promising ADP algorithm, ADP-H2 (ADP with adaptive-fixing heuristic), for each problem instance.
CPLEX allows a variety of options in its tree search such as node selection strategy, cover cuts generation, clique cuts generation and heuristic frequency. Different settings might change the performance of CPLEX significantly in terms of both solution time and quality. In our computations, we study the performance of CPLEX under both default setting (denoted by CPLEX-D), and new settings (denoted by CPLEX-N), which we describe below. In either case, we use the following setup in our study. We set CPLEX tolerance parameter CPX_PARAM_EPGAP to PE(ADP-H2)/100 to achieve the same quality solutions as those obtained by ADP-H2. We also set the tree-memory limit and time-limit to 250 MB and 6,000 CPU seconds, respectively. Once CPLEX terminates (possibly by reaching the specified time-limit), we retrieve the solution value and calculate its percentage deviation from the LP objective value. Let C denote the number of instances for which CPLEX found a solution within PE(ADP-H2) below the specified time-limit. For these instances, we use T and PE to denote average CPLEX computation time and percentage deviations from LP, respectively. We denote by C * the number of instances for which CPLEX could not find a solution within PE(ADP-H2) below the time-limit. T * and PE * are used to report average CPLEX time and percentage deviations.
Under CPLEX with new settings (CPLEX-N), we turned off both clique and cover cut generations in comparison to default settings in which cuts are automatically generated. We turned on the periodic heuristic and set the parameter CPX_PARAM_HEURFREQ to 25 to help CPLEX find more feasible solutions. We also set node selection strategy to depth first search allowing CPLEX to dive deeper in the tree where integer feasible solutions are more likely to be found. We provide our computational results both for CPLEX-D and CPLEX-N in Table 6 where we put the symbol "-" (dash) when CPLEX results do not apply. For the instances where both CPLEX-D and CPLEX-N find solutions within PE(ADP-H2) below the time-limit of 6,000 CPU seconds, we observe that both CPLEX-D (with average T of 565.84) and CPLEX-N (with average T of 592.19) use significantly larger computation BERTSIMAS AND DEMIR Dynamic Programming Approach to Knapsack Problems time to reach the same quality solutions as the ones obtained by ADP-H2 (with an average T of 7.52). In addition, the quality of solutions obtained by CPLEX-D (with average PE * 3.9388) and CPLEX-N (with average PE * 2.3508) are lower than the ones by ADP-H2 (average PE 0.9337) when CPLEX terminates because of time limit 6,000 CPU seconds, where average time of ADP-H2 is 380.26 CPU seconds. Overall, CPLEX-N returned better solutions than the ones by CPLEX-D. For those instances that are solved both by CPLEX-D (44 out of 120) and CPLEX-N (45 out of 120) below the time limit, average (T and PE) of CPLEX-D and CPLEX-N are (565.84 and 1.6515) and (1,312.68 and 1.0960), respectively. Furthermore, for those instances for which CPLEX-D and CPLEX-N reach time limit, average PE * of CPLEX-D and CPLEX-N are 3.9388 and 2.3508, respectively. We also observe that ADP-H2 performed quite robustly in terms of solution quality and time, since T and PEs of ADP-H2 did not deviate significantly from one another for a certain problem size m n .
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Summary and Conclusions
Based on the computational evidence from §5, we offer the following conclusions:
(1) Although not the main focus of the paper the adaptive fixing heuristic for the MKP was surprisingly strong. It is fast and accurate.
(2) The ADP base-heuristic methodology is encouraging. It improves the solution quality, it is flexible as it works with an arbitrary base-heuristic. The computational evidence suggests that the heuristic ADP-H2 competes successfully with state-of-the-art heuristic and commercial software.
(3) Approximating the value function with either parametric and nonparametric methods is not competitive with the best heuristic methods for MKP including base-heuristic methods.
In summary, the computational evidence suggests that the ADP base-heuristic approach for the MKP seems an attractive alternative to existing methodologies as it produces near optimal solutions fast and robustly. In Bertsimas and Demir (2001) , we apply ADP-based approaches on generic binary integer programming problems.
