The proposed FDM receiver consists of two stages. Initially, the received signal is processed by a bank of N correlators that extract a set of sufficient statistics. The correlation processes are performed with a set of orthonormal basis functions b n ( t), generated from the FDM carriers using the Gram Schmidt (GS) orthonormalisation method. Hence, the output of the k th receiver correlator can be expressed as This paper is organised as follows: In sections II and III we describe the FDM system and alternative detection techniques. In section IV we provide simulation results concerning the error performance and the complexity of the methods. Finally, we summarize our main conclusions, outlining future research directions.
. On the other hand, linear Zero Forcing (ZF) detection exhibited unsatisfactory error performance.
Consequently, to tackle the detection problem, we investigate the performance of alternative techniques. In particular, we consider the linear Minimum Mean Squared Error (MMSE) detection. In addition, stimulated by relevant research results in Multiple-Input Multiple-Output (MIMO) systems area [5] , [6] , and [7] , we introduce and evaluate a combined MMSE -ML scheme.
This paper is organised as follows: In sections II and III we describe the FDM system and alternative detection techniques. In section IV we provide simulation results concerning the error performance and the complexity of the methods. Finally, we summarize our main conclusions, outlining future research directions.
II. FDM SYSTEM MODEL
The original FDM system architecture is described in [4] . Initially, the input stream is split into N parallel streams that modulate N different carriers according to a modulation scheme of size M. The FDM carriers are separated in frequency by a distance~f that is only a fraction of the inverse of the FDM symbol period T. Consequently, the bandwidth of the transmitted signal is reduced by a factor~fT < 1. The complex envelope of the transmitted FDM symbol is given by N-l s (t) = Jr L SneJ27rn6.jt, t E [0, T] , (1) n=Q where Sn is the modulation symbol for the nth carrier.
For channels impaired by Additive White Gaussian Noise (AWGN), n(t), we can write the received signal r(t) as [2] introduced systems that occupy half the OFDM bandwidth. However, the spectral efficiency benefit is not fully exploited since these systems can only operate with one-dimensional modulation (e.g. BPSK or M-ASK). Moreover, they appear to be highly sensitive to wireless environments impairments such as frequency offsets, timing offsets, and frequency selective fading [3] .
Additionally, Rodrigues and Darwazeh proposed a nonorthogonal Frequency Division Multiplexing (FDM) system [4] . This system exhibits higher spectral efficiency, at the expense of higher detection complexity. For such systems it was shown that ML detection is not computationally feasible It is appropriate to describe the process by a linear statistical model where R is the N x 1 vector matrix of sufficient statistics, S is the N x 1 vector of transmitted symbols, M is the N x N matrix of the correlation coefficients between the FDM carriers and the orthonormal base, and N is a vector of N independent Gaussian noise samples with zero mean and covariance matrix a 2 IN (IN is the N x N identity matrix) [8] . Each of the elements of matrix M is given by
The cross correlations matrix M is upper triangular [4] , [9] ; effectively, the output of each correlator is contaminated by intercarrier interference. Optimal detection (in terms of error performance) is based on the maximum likelihood principle. The ML estimate can be expressed as follows [4] , [8] 
S where 11·11 denotes the euclidean norm.
It is important to note that ML detection is impractical, because its computational complexity increases exponentially with the number of FDM carriers and the constellation cardinality. Therefore, we investigate the efficiency of two alternatives: i) linear MMSE detection and ii) linear MMSE detection combined with ML detection (see Fig. 1 ).
III. FDM SIGNAL DETECTION TECHNIQUES

A. MMSE Detection
In linear MMSE detection, the objective is to minimise the mean square error between the vector of transmitted symbols and the vector of their estimates, using solely linear operations represented by the matrix GM MSE , Le., GMMSE =~E{lls_sI12} (4) where E {.} is the expectation operator and M H denotes the hermitian of matrix M.
It is straightforward to show that the MMSE matrix is
where a 2 is the noise power and a; is the power of the FDM signal (assuming transmitted symbols with a;IN covariance matrix.
We obtain the transmitted symbols estimates after slicing SMMSE.
B. MMSE-ML Detection
In MMSE-ML procedure, we use a two step procedure. Initially, we use an MMSE filter to generate an MMSE estimate SMMSE of the original transmitted symbols S. Subsequently, we use the ML principle in a neighborhood, V, of a sliced version of MMSE estimate. The neighborhood consists of the set of transmitted symbols whose binary representation is within a certain Hamming distance, P, from the binary representation (sliced version) of the MMSE estimate. This procedure is commonly known as boxed ML.
The neighborhood V consists of the set of transmitted vectors S obeying the relationship: dH(S', S~MSE) :::; p where dH ( " .) represents the Hamming distance operator, S' represents the binary version of S, and S~MSE represents the binary version of SMMSE, i.e., S E V iff dH(S', S~MSE) :::; P (10)
C. MMSE-ML Complexity
The complexity of the proposed method depends on the number of calculations of both the MMSE and ML components of the algorithm. The former has a complexity of polynomial order O(N3) over the number of carriers N. The computational cost of the latter depends on the size of the MMSE neighborhood V, since this determines the number of It is apparent that for P equal to zero, the introduced scheme reduces to MMSE. For P equal to unity, the number of necessary boxed ML comparisons is N log2 M, as opposed to the M N comparisons required for the ML implementation over the entire group of FDM symbols. Table I provides the ratio Q of the number of ML over MMSE-ML comparisons for various FDM signal dimensions. 
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where~"~is chosen so that the energy of the rnth orthonormalised carrier is 1. Simulation results show that the adaptation of the new orthonormalisation technique enables doubling the dimension of the FDM signal without forcing the M matrix determinant to approach zero rapidly. Nevertheless, matrix singularity remains a fundamental limitation in signal detection of FDM systems operating below the orthogonality limit.
IV. RESULTS
In our modelling we considered transmission over AWGN only. We performed Bit Error Rate (BER) measurements of simulated systems for the proposed MMSE and MMSE-ML schemes for up to N == 48 FDM carriers with minimum frequency separation equal to 0.3 of the inverse of the FDM symbol period,~f == 01'3, and a fixed value of Energy Per Bit to Noise Density Ratio (Eb/NO) equal to 5 dB. Carriers were modulated either by real BPSK or complex QPSK symbols. In all simulations, ML and/or ZF detection curves are used as reference. 
D. Modified Gram Schmidt
It is clear from section III that the inversion of matrix M is a prerequisite of the MMSE application. However, M eigenvalues (and consequently its determinant) go to zero rapidly with the increase of the number of carriers. Part of the problem is due to the orthonormalisation procedure. Classic GS (CGS) [4] , [8] generates new vectors by subtracting from the respective initial carrier its projections (onto the already orthonormalised carriers). Unfortunately, the projections operation introduces numerical errors that result in the process degradation and consequently the loss of orthogonality after a number of calculations. A significant improvement is the Modified Gram Schmidt (MGS) method. While mathematically equivalent to CGS, MGS iterative nature results in a superior computational performance [10] . The main difference from the classic GS is that while in CGS the algorithm calculates the m th vector and leaves the remaining m + 1 to N vectors unaltered, in the modified version after the calculation of each vector the remaining vectors are also transformed.
A simple implementation of the MGS is the following the executed ML comparisons. The length of the expanded FDM symbols is equal to N x log2 M. Consequently, the size of the neighborhood V will be equal to the sum of all possible combinations of N x log2 M bits with k flipped bits taken at a time, where k runs from 1 to P, i.e.
gm (t)bi(t)dtbi(t)]
V~m i=l io for n from m + 1 to N 
a small number of carriers. As the latter increases, a larger
Hamming distance (dH 2:: 2) is required to improve the single MMSE detection. 4 In addition, we performed BER measurements for various Eb/N o values, for a fixed dFT == 0.75. Fig. 5 shows that BPSK performance almost matches the ML case. On the contrary, Fig. 6 shows that in the QPSK case the error performance depends on the length of the selected Hamming distance. For This results in a much reduced complexity and might lead to feasible implementation. Standard MMSE detection offers polynomial complexity at the expense of sub optimum error performance. To improve the latter, we applied ML in the neighborhood of the MMSE estimate. The order of the MMSE-ML combinations was derived and simulations were performed to evaluate its performance in AWGN. This new scheme performance is close to that of optimum ML for BPSK schemes at the expense of a small increase in the complexity. However, for QPSK the detection requires a larger number of comparisons that increase significantly with the number of the carriers.
In addition, the detectability of the signal is restricted by the signal dimension and the frequency separation that render the inversion of the cross correlations matrix impossible. 
.
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10 . clear that ZF and MMSE require less computational effort. MMSE -ML with d H equal to unity has simulation time comparable to that ofMMSE . However, the order of its complexity increases with the size of the MMSE neighborhood. 
