In Brokate-Sprekels 1996, it is shown that hysteresis operators acting on scalar-valued, continuous, piecewise monotone input functions can be represented by functionals acting on alternating strings. In a number of recent papers, this representation result is extended to hysteresis operators dealing with input functions in a general topological vector space. The input functions have to be continuous and piecewise monotaffine, i.e., being piecewise the composition of two functions such that the output of a monotone increasing function is used as input for an affine function.
Introduction
The representation of hysteresis operators acting on scalar-valued, continuous, piecewise monotone input functions by using functionals acting on alternating strings is introduced in [1, 3] and used, for example, in [2, 6, 7, 8, 9, 16, 18, 20, 22] , In a number of recent papers [10, 11, 12, 13] of the author, this representation result is extended to hysteresis operators dealing with inputs in a general topological vector space.
To generalize the notion of a monotone function that is only defined for scalar valued functions, a vector-valued function is denoted as monotaffine function if it is the composition of a monotone increasing function and an affine function, such that the monotone increasing function is applied first.
A string of real numbers is an alternating string as considered in [1, 3] if and only if no element in the string can be written as the convex combination of its predecessor and its successor, in other words, if no triple within the string forms a convexity triple in R 3 according to the definition below.
In [10, 12] , it has been proved that hysteresis operators acting on vector-valued continuous piecewise monotaffine input functions can be uniquely generated by considering functions acting on convexity triple free strings.
In [3] , the hysteresis operator generated from alternating strings has been extend to an hysteresis operator dealing with scalar, piecewise monotone input functions.
In [12] , it has been shown that the hysteresis operator acting on piecewise monotaffine and piecewise continuous input functions with values in a topological vector space can be uniquely generated by appropriate functions acting on appropriate quintuples. Each quintuple consists of three elements in the vector space combined with two boolean variables. In the current paper, a modification of this result is formulated for the special case that the input functions are in addition left-continuous, as it holds for the input function considered for example in [15] . It is shown that each hysteresis operator dealing with these input functions can be generated in a unique way from an appropriate function defined on an appropriate set of strings of pairs of elements of the vector space.
The paper is organized as the follows: In Section 2, some definitions will be presented, including an appropriate extension of piecewise monotaffinicity considered on half-open intervals, and an appropriate extension of the notion of convexity free strings to NCTC triple free strings. Moreover, the main result of the paper, the representation result will be presented in this section. In Section 3, the result will be proved, and an example for the representation of a concrete hysteresis operator is shown in Section 4.
Definitions and main result 2.1 Fundamental Definitions
Let X be a topological vector space, let Y be some nonempty set and let T > 0 be some final time. The function β is denoted as (strictly) monotone increasing on I if for all s, t ∈ I with s < t it holds that β(s) ≤ β(t) (resp. β(s) < β(t)).
Hysteresis operators
Following the monographs [3, 14, 21] , it is defined, as in [10] : 
Convexity triple and strings
(1) 
b) (x 0 , y 0 ), . . . , (x n , y n ) ∈ S 2 (X) is denoted as NCTC triple free string if n = 1 or if n > 1 and it holds that:
be the set of all NCTC triple free strings in S 2 F (X).
Monotaffine functions
In order to generalize the notion of monotonicity from scalar-valued to vector-values functions, the composition of a monotone increasing and an affine function with the monotone increasing function being evaluated first is considered in [11, 10, 12, 13] and leads to monotaffine function considered on closed intervals. In [12] 
The arrow density indicates the passing velocity, the dotted lines the jumps at the discontinuities, i.e. the jump between u(t 2 ) and u(t 2 +), the jump between u(t 4 ) and u(t 4 +), and the jump between u(t 5 ) and u(t 5 +). Here, it holds that u( 
Memory operator
Definition 2.13. The memory operator ρ :
Let 0 = t 0 < t 1 < · · · < t n = T be the standard lo. rc. monotaffinicity continuity decomposition of [0, T ] for u.
I) Let r 0 , . . . , r n−1 ∈ {0, 1} and m 0 , . . . , m n−1 ∈ {0, . . . , 2n} be defined by
for all i ∈ {0, . . . , n − 1}.
Remark 2.14. For the memory operator considered in [12] 
Generated hysteresis operators and main result
Using the memory operator introduced in the last section, we can define:
F (X) be given. Then we denote that V is generated from U by stretching the first component if for ((x 0 , y 0 ), . . . , (x n , y n )) := U it holds that V = ((x 0 , x 0 ), (x 0 , y 0 ), . . . , (x n , y n )). 
The following Main Theorem yields that the above notion is well defined and that for all sets Y the mapping F → G F is a bijective mapping between all maps S 2 F (X) → Y being invariant with respect to stretching the first component and the set of all hysteresis operators from 
some function that is invariant with respect to stretching the first component. Then it follows that the operator
G F : Map pw, * ([0, T ], X) → Map ([0, T ], Y ) defined in Def. 2
.15 is a hysteresis operator. b) For every hysteresis operator
H : Map pw, * ([0, T ], X) → Map ([0, T ], Y ) there exists a unique function F : S 2 F (X) → Y that
Connection to former results for hysteresis operators dealing with continuous inputs
The following strings are considered in in [11, 10, 12, 13] :
with n ∈ N is denoted as convexity triple free string of elements of X if n = 1 or if n > 1 and it holds that: 
This yield that the hysteresis operator on C pw.m.a. [10, 11, 12, 13] conicides with H 0 .
The following representation result is presented in [10, 11, 12, 13] and proved in [10, 12] . It extends the representation result derived in [1, 3] for hysteresis operators defined on scalar valued, continuous and piecewise monotone inputs functions.
Theorem 2.18. For every hysteresis operator
H 0 : C pw.m.a. ([0, T ]; X) → Map ([0, T ], Y ) there exists a unique function F 0 : S F (X) → Y such that H 0 is the hysteresis operator on C pw.m.a. ([0, T ]; X) generated by F 0 .
Extension of hysteresis operators dealing with continuous inputs Remark 2.19. Let a hysteresis operator
a) It holds for every hysteresis operator H : 
. . , x n−1 , y n−1 x n , y n )) . (17) 3 Proof of the Main Theorem
Tools for preparing the proof
The following Lemma corresponds to [12, Lem. 7.2.3 .c]: 
Hence, it holds that
We have
Therefore, the following definition creates a well defined number in [0, 1]:
It holds that
Recalling 20, we deduce that 
Then it follows that β 1 is monotone increasing and that
Using 7 with t b replaced by t c , we deduce that for all t ∈]t a , t b ] it holds that
This yields that u is monotaffine on ]t a , t b ]. 
This is a monotone increasing function. Applying 7 with t b replaced by t c and using the continuity of u at t b , we deduce that
This yields that β(t b ) = β(t b +). Hence, we have
Using 28 and 7 with t a replaced by t b , we deduce that for all t ∈]t b , t c ] it holds that
This yields that u is monotaffine on ]t a , t c ].
Hence, it is proved that u is monotaffine and continuous on ]t a , t b ] and also on ]t b , t c ]. 
(34)
we get an monotone increasing function with
such that 7 with t b replaced by t c holds.
Therefore, we can deduce that u is monotaffine on ]t a , t c ]. Proof. Let 0 = t 0 < t 1 < · · · < t n = T be the standard lo. rc. monotaffinicity continuity decomposition of [0, T ] for u. Let r 0 , . . . , r n−1 ∈ {0, 1}, m 0 , . . . , m n−1 ∈ N 0 and V 0 , . . . , V m n−1 ∈ X 2 be defined as in Def. 
Invoking 9 and 11, we see that V 0 = (u(0), u(0+)) and V 1 = (u(0+), u(0+)). 
Using also that 9 and 11 yield that m i−1 + 1 = m i − r i and V m i −r i = (u(t i ), u(t i +)), we observe that:
is a convexity triple and u(t i ) = u(t i +) is not satisfied.
Using that 11 yields that there is some x * ∈ X such that
we observe that Invoking 39 and 41, we deduce that ρ[u](t) ∈ S 2 F (X). If r i = 1 and u(t i +) = u(t) then if follows from 9 and the monotaffinicity of u on ]t i−1 , t i ] that there exists some τ ∈]t i , t[ such that u(t i +) = u(τ ), and therefore, by 11, V m i = (u(τ ), u(τ )). Hence, the above discussion holds with t replaced by τ such that the corresponding modified version of 41 yields that
Since u(t i +) = u(t) and u(t i ) = u(t i +), because of r i = 1 and 9, we see by recalling Def. 2.5 that
is an CTC triple but no NCTC triple.
Combining these results with 39 and 12c implies that Proof. Let u, u ∈ Map pw, * ([0, T ], X) and t ∈ [0, T ] be given such that u(τ ) = u (τ ) for all τ ∈ [0, t].
Let 0 = t 0 < t 1 < · · · < t n = T and 0 = t 0 < t 1 < · · · < t n = T be the standard lo. 
II) if t ∈]0, t 1 ] then it follows that t ∈]0, t 1 ] and that V 0 = (u(0), u(0+)) = (u (0), u (0+)) = V 0 and (u(0+), u(0+)) = (u (0+), u (0+)).
If u(t) = u(0+) then it follows that also u (t) = u (0+). Invoking now 12b, we deduce that
If u(t) = u(0+) then it follows that also u (t) = u (0+). Since u is monotaffine on ]0, t 1 ] and u is monotaffine on ]0, t 1 ], we obtain that u(t 1 ) = u(0+) and u (t 1 ) = u (0+). 
Therefore, we have r 0 = 1 and V 1 = (u(0+), u(0+)) = (u (0+), u (0+)) = V 1 such that 12b yields that
If u(t) = u(t i +) then it follows that also u (t) = u (t i +). Invoking now 12c, we deduce that
If u(t) = u(t i +) then it follows that also u (t) = u (t i +). Since u is monotaffine on ]t i , t i+1 ] and u is monotaffine on ]t i , t i+1 ] it follows that u(t i+1 ) = u(t i +) and u (t i+1 ) = u (t i +). 
Therefore, we have r i = 1, m i = m i , and
such that 12c yields that 
by stretching the first component.
Proof. Let 0 = t 0 < t 1 < · · · < t n = T be the standard lo. rc. monotaffinicity continuity decomposition of [0, T ] for u. Let σ 0 < σ 1 < · · · < σ n be defined by 
for all i ∈ {1, . . . , n}. Moreover, the definition of σ i in 52 yields that
I) If for all s ∈]0, T ] it holds α(s) > 0, then we have σ 0 = 0 and it follows that 0 = σ 0 < σ 1 < · · · < σ n = T is the standard lo. 
are satisfied.
For s ∈]0, T ] such that α(s) = 0, we deduce by using 12
. Using now 12 m 1 = m 0 + 1 = r 0 + 1, r 1 = r 0 and u • α(σ 1 +) = u(0+), we conclude that
Therefore, we observe that ρ[u • α](t) is generated from ρ[u](α(t)) by stretching the first component.
This proves that ρ[u • α](t) is generated from ρ[u](α(t)) by stretching the first component.
with
Proof. Let u ∈ Map pw, * ([0, T ], X) be given. Let 0 = t 0 < t 1 < · · · < t n = T be the standard lo. rc. monotaffinicity continuity decomposition of [0, T ] for u. Let r 0 , . . . , r n−1 ∈ {0, 1} and m 0 , . . . , m n−1 ∈ N 0 be as in Def. 2.13. Then it holds for m :
Then it follows that
for all i ∈ {0, . . . , n − 1} and that x m = y m = u(T ).
T for all k ∈ {0, . . . , m}.
II) For i ∈ {0, . . . , n − 1} such that u(t i +) = u(t i+1 ) it holds that r i = 0, m i = m i−1 + 1 and y m i = u(t i +) = u(t i+1 ) = x m i +1 . Hence, thanks to the monotaffinicity of u and Def. 3.6 it holds that u is equal to u(
we conclude that α is continuous and monotone increasing and that
III) For i ∈ {0, . . . , n − 1} such that u(t i +) = u(t i+1 ), it holds that:
Since u it monotaffine and continuous on ]t i , t i+1 ], u(t i +) = y m i −r i , and u(t i+1 ) = x m i +1 , it follows that there is some continuous, monotone increasing function β :]t i , t i+1 ] → [0, 1] such that β(t i +) = 0, β(t i+1 ) = 1, and
If r i = 0 then it follows that m i = m i−1 + 1.
Defining now
we deduce that α u is continuous and monotone increasing.
If u(t i +) / ∈ u(]t i , t i+1 ]) then it follows from 73 that we have therefore β(t) > 0 for all t ∈]t i , t i+1 ]. Hence, we see that 71 holds and that 73 yields that 72 is valid.
If u(t i +) ∈ u (]t i , t i+1 ]) then if follows from 9 that x m i = u(t i ) = u(t i +) = y m i and by applying 73 we observe that is some β(t) ∈]t i , t i+1 ] such that β(t) = 0. 
Therefore, it holds that
is a well-defined number. Defining now 
Let t 0 , . . . , t n ∈ [0, T ] be defined by
I) Now, it will be proved that 0 = t 0 < · · · < t n = T is the standard lo. 
and that
is a convexity triple.
is a convexity triple. Applying Lemma 3.1 for y m j , x m j+1 , π[U](s) and x m j+1 , π[U](s), x m j+1 +1 yields that y m j , x m j+1 , x m j+1 +1 is a convexity triple.
Using that y m j = y m j +r j = y m j+1 −1 , we deduce that
is a convexity triple. Recalling now 81, it follows that
is a CTC triple. This is no NCTC triple since it is a triple in the string
being a NCTC triple free string. Combining these properties of the triple, we deduce by Def. 2.5 that
If r m j = 0 then it follows that m j+1 = m j + 1 such that 82 yields that y m j = x m j +1 = y m j +1 . Hence, we see that 78 yields that r m j = 1 which is a contradiction to the considered situation.
If r m j = 1 then it follows that m j+1 = m j + 2 and that y m j = x m j +1 = y m j +1 . Hence, we have a contradiction to 82.
Since a contradiction could be derived in both possible situations, it follows that the considered assertion is wrong. Combining both results, we see that 8 holds for u := π[U] and i := j.
Thus, it is derived that 0 = t 0 < · · · < t n = T is the standard lo. rc. monotaffinicity continuity decomposition of 
Proof of Assertion a) in Thm. 1
Let F : S 2 F (X) → Y be some function that is invariant with respect to stretching the first component. Let 
then we conclude by recalling Lemma 3.5 that ρ[u • α](t) is generated from ρ[u](α(t)) by stretching the first component. Since F is invariant with respect to stretching the first component, it follows also that 85 holds.
Since 85 is proved for general u, α, and t, it is proved that G F is rate-independent.
Using that G F is causal and rate-independent, we deduce that G G is an hysteresis-operator, i.e.
Ass. a) in Thm. 1 is proved.
Proof of Assertion b) in Thm. 1
To prove that G H is invariant with respect to stretching the first component, let U := ((x 0 , y 0 ), . . . , (x n , y n )) ∈ S 2 F (X) with be given such that V : Using that H is rate-independent, we deduce that 
for all u ∈ C ([0, T ]; X).
The "Definition reuse" extension of the relay and the generated function
The generalized vectorial relay operator can be extended to a hysteresis operator R reuse on the space C l ([0, T ]; X) of all left-continuous function from [0, T ] to X by requesting that 91 holds with R replaced by R reuse for all u ∈ C l ([0, T ]; X). For the function G R 1 generated by R reuse is holds for all (x 0 , y 0 ), . . . , (x n , y n ) ∈ S 2 F (X) that G Rreuse (x 0 , y 0 ), . . . , (x n , y n )
ζ(x n ), if x n ∈ Ω, ζ(x 0 ), if x 0 ∈ Ω and conv >0 (y i , x i+1 ) ⊆ Ω, ∀ i ∈ {0, . . . , n − 1}, η 0 , if x 0 ∈ Ω and conv >0 (y i , x i+1 ) ⊆ Ω, ∀ i ∈ {0, . . . , n − 1}, ζ ((1 − s)y k + sx k+1 ) with s ∈]0, 1] maximal such that (1 − s)y k + sx k+1 ∈ ∂Ω, k := max i ∈ {0, . . . , n − 1} conv >0 (y i , x i+1 ) \ Ω = ∅ , otherwise, 
for all v, w ∈ X,
The "arclen" extension of the relay and the generated function
If X is a Hilbert-space, we can extend R the "arclen" extension R arclen introduced in [19] , see
Rem. 2.19.
Hence, starting from 17, we deduce for all (x 0 , y 0 ), . . . , (x n , y n ) ∈ S 2 F (X) that: G R arclen (x 0 , y 0 ), . . . , (x n , y n ) 
