We minimize a linear combination of the Willmore and the length functional among networks in R d belonging to a given class determined by the number of curves, the order of the junctions and the angles between curves at the junctions. Since this class lacks compactness, we characterize the set of limits of sequences of networks bounded in energy, providing an explicit representation of the relaxed problem. This is expressed in terms of the new notion of degenerate elastic networks that, rather surprisingly, involves only the properties of the given class, without reference to the curvature. In the case of d = 2 we also give an equivalent description of degenerate elastic networks by means of a combinatorial definition easy to validate by a finite algorithm. Moreover we provide examples, counterexamples, and additional results that motivate our study and show the sharpness of our characterization.
Introduction
A regular network N is a connected set in R d composed of N regular curves γ i of class H 2 that meet at their endpoints in junctions of possibly different order. Moreover the angles at the junctions are assigned by a fixed set of directions D as we will define more precisely in Definition 2.10. The elastic energy functional E for a network N is given by
where k i is the curvature, s the arclength parameter and ℓ(γ i ) is the length of the curve γ i . We are interested in the minimization of the functional E among networks with fixed topology and with fixed angles at the junctions assigned by D.
Notice that the length ℓ(γ i ) of each curve of a regular network is strictly positive because the curves are regular by assumption. This property is not preserved by sequences with uniformly bounded energy: along a sequence of networks {N n } n∈N with uniformly bounded energy (or even a minimizing sequence) the length of a curve may go to zero as n → ∞, producing a "degenerate limit" which is no longer a regular network. Hence a remarkable issue is to understand this lack of compactness of sequences with bounded energy in minimization problems 1 . Our first task is therefore to describe the class of limits of sequences (equibounded in energy) of regular networks. In other words, we have to characterize the "closure in energy" of the class C Reg of regular networks. Then, since the lack of compactness implies that it could not be possible to solve the original minimization problem among regular networks, we relax it by considering the lower semicontinuous envelope of the functional E, namely
Our second objective is to find an explicit formula of the lower semicontinuous envelope. We underline that the relaxation of the problem is necessary: Example 4.7 shows that also in some very simple situations minimizers are not regular networks.
In Proposition 3.8 and Proposition 4.2 we characterize the smallest compact class of (nonregular) networks in which the class of regular networks is "dense in energy" in terms of a mixture of algebraic and combinatorial conditions that are easy to verify and rely on the topological assumptions on the competitors. As the formulation of these conditions involves some technicalities, a detailed description is postponed to the second part of the introduction. We are then able to give a characterization of the lower semicontinuous envelope of E that strongly relies on the previous result (see Theorem 4.5) .
This last point creates a bridge between our problem and another natural research direction: the extension of the Willmore functional (and more in general of functionals that depend on the curvature) to singular sets for which at least a weak notion of curvature is well defined, varifolds for instance. The characterization of the relaxation of the original functional in such cases turned out to be particularly difficult (for results in this direction see for instance [5, 2, 3, 4, 14, 13, 17] ). We notice that networks can be seen as a simple example of sets which are essentially singular and they can be understood as a boundary of a planar cluster of surfaces. For problems in which one knows a priori that the boundary of minimal planar clusters is composed of a finite number of curves, it could be useful to define the curvature of the cluster by means of (2.1). An advantage is that we have an easy integral representation of the lower semicontinuous envelope of E. To place our paper in the broader context, we mention the minimization of the Willmore functional among both Riemannian manifolds and singular structures is an extreme flourishing research field. As the simplest possible example of singular structure we mention surfaces with boundary (possible references are [1, 8, 9, 15, 16, 18] ).
The main reason for which we got interested in this problem is a previous study of its dynamical counterpart (see [12, 11] ). The study of the static problem has often revealed to be useful for the analysis of the asymptotic behavior of the solutions of the associated gradient flow and of the singularities that can appear during the evolution. On the contrary, one can study the flow to find critical points of the functional.
After this detour on the literature, we explain more in detail what can happen along sequences of regular networks {N n } n∈N whose elastic energy is uniformly bounded. 1 By compactness we mean sequential compactness, where the natural notion of convergence for the sequences of networks is the weak H 2 convergence.
A model problem: Theta-networks
A Theta-network is a regular 3-network whose curves form equal angles at the two junctions ( Figure 1 ). The limit of a sequence of regular Theta-networks with uniformly bounded energy may not exist in the class of regular networks and hence the minimization problem has some form of degeneracy that luckily is not completely wild: the length of at most one curve can go to zero along the sequence, becoming straighter and straighter. If this is the case the "degenerate" limit network is composed of two curves meeting at a quadruple point forming angles equal in pairs of The general case presents new interesting features with respect to the model problem of Theta-networks. Firstly, one realizes that much more than the length of one single curve can go to zero, since entire parts of the network can vanish as n → ∞. In order to keep track of the complexity of the network we introduce the notion of underlying graph G.
The underlying graph
The oriented graph G is composed of edges E i whose endpoints are identified in vertices of possibly different order (Definition 2.1). A network then is a pair graph-continuous map N = (G, Γ) with Γ : G → R d (Definition 2.2). The underlying graph G captures the topology of the networks and allows us to have a reminiscence of their structure even when some curves in a sequence of networks N n = (G, Γ n ) collapse to a point in the limit.
A necessary angle condition
We say that a curve γ i := Γ| E i of a network is singular if it is a constant map, and regular if it is an immersion of class H 2 . A network is singular if some of its curves are singular.
Definition 1.1 (Outer tangents)
. Consider a regular curve of a network N parametrized by γ i . We define τ z,i , with z ∈ {0, 1}, as the outward tangent vector at the endpoint γ i (z) to the curve γ i given by
Figure 2: Outward tangents to the curve γ i .
Definition 1.2 (Angle condition)
. A (possibly) singular network N = (G, Γ) satisfies the angle condition if for every singular curve γ i there exist two unit vectors τ z,i , called its virtual tangents, with z ∈ {0, 1} such that τ 0,i = −τ 1,i and such that at each junction the angles between the tangent vectors (either the real outward tangents or the virtual ones) coincide with the angles between the directions assigned by D in the definition of regular network.
Also motivated by what we learn in [6] , as a first attempt we defined the class of degenerate networks as all the singular networks that satisfy the angle condition of Definition 1.2. Unfortunately this purely algebraic condition on the angles turns out to be necessary but not sufficient to characterize the closure of the class C Reg as we show in the next example. Consider the topology depicted in Figure 3 on the left, with all junctions forming angles of 2π 3 , and define a singular network that collapses the red part to a single point. It is possible to do so satisfying the angle condition of Definition 1.2 (see the picture on the right) but no sequence of regular networks with finite energy and the same angle constraint could converge to the singular network on the right. Starting from the represented graph G, it is possible to construct an example from which one deduces that the angle condition is not sufficient to define the closure of the class C Reg .
Indeed, denoting by C the cycle in red, by the Gauss-Bonnet Theorem and Hölder inequality
hence as n → ∞ the energy diverges as the length of the red loop goes to zero (see Example 3.3 for the details).
Stratified straight subgraph
To overcome this issue in the definition of the class, we looked for an extra condition. Again the underlying graph G helps us.
Definition 1.3 (Stratified straight subgraph).
A subgraph H of the underlying graph G is stratified-straight if there exists a finite sequence of subgraphs, called strata,
• the (sub)network (H j , Σ j ) satisfies the angle condition 1.2 with (real or virtual) tangent vectors coinciding with the ones associated to (H 0 , Σ 0 ) and its regular curves are segments;
• the stratum H j+1 is the union of the singular curves of (H j , Σ j ).
Call H the subgraph given by the union of the edges E i of G such that the curves γ i = Γ| E i are singular. With a little abuse of notation we say that the network N = (G, Γ) is stratified straight if H is stratified straight.
The class of degenerate networks
Finally we come to the characterization: a network is degenerate, of class C Deg , if it satisfies the angle condition 1.2 and it is stratified straight. It is natural now to define the extension E of the functional E by setting that a curve with zero length of a network in C Deg gives a null contribution to the energy and by assigning value +∞ to the energy of singular networks which are not in C Deg . In Proposition 3.8 we prove that a sequence of regular networks with equibounded energy converges to a network in C Deg , namely that the closure of C Reg is contained into C Deg .
Formula for the lower semicontinuous envelope of the elastic energy functional
A question still remains: is the class C Deg the smallest set of generalized network where we have compactness? In Proposition 4.2 we show that any degenerate network can be approximated in energy by a regular one. Hence our guess was correct: the class C Reg is "dense in energy" in C Deg . Moreover the extension E is the lower semicontinuous envelope of E.
We stress the fact that we are able to express the lower semicontinuous envelope in integral form and with the very simple formula (4.1). This was possible only thanks to the precise characterization of C Deg . Notice that the existence of minimizers of the relaxed functional E follows trivially by a direct method in the Calculus of Variations.
Stratified straight versus straight subgraph
At first sight considering stratified straight subgraphs could seem uselessly complicated. One can ask whether the class of degenerate networks can be equivalently characterized as the set of networks (G, Γ) satisfying the angle condition 1.2 such that there exists only one map Σ : H → R d from the singular edges to R d such that every curve of Σ is a regular segment and (H, Σ) satisfies the angle condition (in this case we say that the network (H, Σ) is straight). This would mean that in Definition 1.3 the index q = 1 is enough. In Example 3.9 we show a stratified straight but not straight graphs. Nonetheless, there are some cases in which every stratified straight subgraph is in fact straight; an easy example consists in graphs G with the structure of a tree. However, the concepts of stratified straight graphs and straight graphs are essentially different, even in non-trivial cases that have some interest from a variational viewpoint; more precisely in Section 6 we study the case of networks in R 2 with graphs having junctions of order at most four such that at these junctions the tangent vectors are orthogonal (Proposition 6.5) and we find a characterization of the stratified straight graphs that turn out to be straight.
Ambient space: restriction to the plane and extension to Riemannian surfaces
Although we find our characterization of the class C Deg by combination of algebraic and geometric conditions quite satisfactory, if the ambient space is R 2 we are able to give an equivalent characterization of the class C Deg (see Definition 3.7) by an algebraic-topological condition that has the great advantage of being verifiable by an algorithm with finitely many steps.
It is also worth to mention that our result extends from the ambient space R 2 to any 2-dimensional closed surface embedded in R 3 .
Plan of the paper
The structure of the paper is the following: after the definitions of networks and elastic energy contained in Section 2, in Section 3 we introduce the class of degenerate networks (Definition 3.7). The compactness of the class of degenerate networks is proved in Proposition 3.8. In Section 4 we finish the proof of the representation of the relaxed functional by constructing recovery sequences of degenerate networks (Proposition 4.2). Section 5 is devoted to the equivalent algorithmic characterization of the class of degenerate networks when Problem 2.12 is set in R 2 . Then in Section 6 we study a non-trivial case in which there exist stratified straight subgraphs that are not straight and we characterize such difference (Proposition 6.5). Subsequently we comment on the extension of our result from the ambient space R 2 to any 2-dimensional closed surface embedded in R 3 . We conclude the paper with an appendix A where we compute Euler-Lagrange equations satisfied by critical points of the energy.
Setting and definition of the problem
We begin by defining the mathematical objects of our interest.
Elastic energy functional for networks
Fix N ∈ N, d ∈ N with d ≥ 2 and let i ∈ {1, . . . , N },
Definition 2.1. (N -graph) Let ∼ be an equivalence relation that identifies points of V . An N -graph G is the topological quotient space of E induced by ∼, that is
A subgraph H ⊆ G is the quotient
for a given choice of indices i 1 , . . . , i M ∈ {1, . . . , N }, where ∼ is the equivalence relation defining G.
We notice that the natural projection π : E → G restricted to E \ V is a homeomorphism with its image. We call E i := I i ∼ , and
Definition 2.2 (N -network
). An N -network (or simply a network) is a pair N = (G, Γ) where
is a continuous map and G is an N -graph. Moreover we ask each γ i := Γ |E i to be either a constant map (singular curve) or an immersion of class H 2 (regular curve). If E i ⊂ Reg(N ) has a common vertex p with E j ∈ Sing(N ) we say that p belongs to Sing(N ), i.e. Sing(N ) is closed. 
Consider a regular curve γ i of a network N . Then we define its curvature vector as the L 2 function given by
Observe that by the Sobolev embeddingγ is Hölder continuous, and thus by the regularity its norm is bounded and bounded away from zero. We are now in position to introduce the functional of our interest.
Definition 2.6. Let α, β > 0. The elastic energy functional E α,β for a regular network N is defined as
where k i is the curvature and s i is the arclength parameter.
Remark 2.7. Reparametrizing the regular curves of the network with constant speed equal to the length we can write (2.1) as
By assigning to each singular curve of a network a zero curvature k i = 0 we can naturally extend E to the class of all networks maintaining exactly the same formula. The elastic energy E α,β of a regular or singular network N is thus
where k i is the curvature of the regular curves of N or the assigned zero curvature on the singular curves of N .
Definition of the minimization problem
Definition 2.8 (Junction of order m). Consider an N -graph G and p ∈ V G . We say that p is a junction of order m (with m ∈ {1, . . . , N }) if
where π is the projection defined below Definition 2.1 and ♯ denotes the cardinality of a set.
Definition 2.9 (Graph with assigned angles). We say that an N -graph G has assigned angles if to every junction p ∈ V G we assign directions
where m is the order of the junction and where
We denote by D the set of all the assigned directions.
Definition 2.10 (Angle condition for a regular network). Given G an N -graph with assigned angles, we say that the regular network N = (G, Γ) fulfills the angle condition if for every p ∈ V G junction of order m such that
where τ z,i are the outer tangents.
Definition 2.11 (Class C Reg ). Fix an N -graph with assigned angles. We say that an network N = (G, Γ) belongs to C Reg (D) if it is regular and fulfills the angle condition with the directions assigned by D in the sense of Definition 2.10.
Problem 2.12.
Given an N -graph G with assigned angles by D we want to study
From now on, for sake of notation, we simply write
Remark 2.13. It is not restrictive to ask G to be connected, otherwise one minimizes the energy of each connected component of G.
Remark 2.14. Let us call E := E 1,1 . Thanks to the rescaling properties of the functional E α,β we have
so if N min is a minimizer for E, then the rescaled network β α N min is a minimizer for E α,β and vice versa. Hence it is not restrictive to fix α = β = 1.
Remark 2.15. Given a graph G with assigned angles, there always exists a map Γ :
is a regular network with finite energy. It is sufficient to send each vertex p ∈ V G to a point x j in R d and to connect the points x i with curves of finite length and with bounded curvature whose outward tangent vectors are chosen accordingly with the fixed directions d z j ,i j . The class C Reg is hence not empty and (2.4) is finite.
Compactness
With a little abuse of notation by considering a sequence of networks {N n } n∈N we mean that we consider a sequence of pairs (G, {Γ n } n∈N ) where the N -graph G with assigned angles is fixed.
Suppose that for a certain index
Proof. Since {N n } n∈N is a sequence of regular networks, we can suppose (up to reparametrisation) that for every n ∈ N, for every i ∈ {1, . . . , N } the immersion γ i n : [0, 1] → R 2 is a regular parametrization with constant speed equal to its length. Given x, y ∈ [0, 1], we get
We obtain the desired result passing to the limit.
We state here again the angle condition 1.2 with the use of the notation introduced in Section 2.
Definition 3.2 (Angle condition for a singular network). Consider a (possibly singular) network N = (G, Γ). We recall that for any p ∈ V G and γ i regular curve such that π(z, i) = p for some z ∈ {0, 1} the usual (real) outward tangent vector is τ z,i = (−1) zγ
We say that N satisfies the angle condition if for every singular curve γ i there exist unit vectors τ 0,i and τ 1,i (called virtual tangent vectors) such that τ 0,i = −τ 1,i and such that for every p ∈ V G there exists a rotation R p in R d such that
where
.. , (z m , i m )} and τ z j ,i j are either the real outward tangent vectors or the virtual ones.
We repeat here in more details the example of a singular network that satisfies the angle condition 3.2 but cannot be limit of a sequence of regular network with uniformly bounded energy that we gave in the introduction.
Example 3.3. Let the dimension of the ambient space be d = 2. Consider a 6-graph of Figure 4 where in particular the edges E 1 , E 2 , E 3 , E 4 form a cycle C 2 and Consider a sequence of continuous maps {Γ n } n∈N such that Γ 1 is depicted in Figure 4 and for every n the map Γ n shrinks homotetically by 1 n the red loop to a point (the origin of R 2 ), call C n := Γ n | C and let Γ ∞ be the limit as n → ∞. Then N ∞ = (G, Γ ∞ ) is a singular network and there exists a choice of virtual tangents for which N ∞ satisfies the angle condition in the sense of Definition 3.2. On the other hand combining [6, Theorem A.1] and Hölder inequality we get
hence as n → ∞ the energy diverges as the length of the red loop goes to zero.
The angle condition for a singular network is thus not sufficient to characterize the set of limit networks with bounded energy.
Definition 3.4 (Straight graph
). An N -graph G with assigned angles is straight if there exists a regular network N = (G, Γ) whose curves are segments that fulfills the angle condition in the sense of Definition 2.10.
Suppose that G is an N -graph with assigned angles. Then every subgraph H of G inherits the assigned angles from G in the sense that to every vertex p = π(z, i) of an edge E i in H we assign d z,i ∈ S d−1 coinciding with the assignment of G.
Definition 3.5 (Stratified straight subgraph). Given a graph G with assigned angles we say that a subgraph H ⊆ G is stratified-straight if there exists a finite sequence of subgraphs, called strata,
• the (sub)network (H j , Σ j ) satisfies the angle condition in the sense of Definition 3.2 with (real or virtual) tangent vectors coinciding with the ones associated to (H 0 , Σ 0 ) and whose regular curves are segments;
• and H j+1 = Sing((H j , Σ j )).
We call step of G the minimal q for which the above holds.
Every straight graph with assigned angles is trivially stratified-straight, but the converse does not hold in general as shown by the following example.
Example 3.6. We consider the graph of Figure 5 characterized by the following identifications:
It is clearly not possible to construct a triangle with strictly positive length of its three edges with angles 0,
. The minimal step of G seen as a stratified straight graph is then 2, with
Figure 5: Example of stratified straight graph of step two.
Notice that the notion of straight and stratified straight graphs coincide when the underlying graph G has the structure of a tree with no cycles. In Section 6 we introduce a class of graphs possibly with cycles for which every stratified straight subgraph is also straight.
Definition 3.7 (Degenerate N -network). Let G be an N -graph with assigned angles. A network N = (G, Γ) is degenerate if
• it satisfies the angle condition in the sense of Definition 3.2, with (real or virtual) tangents τ z,i ;
• its singular part Sing(N ) is a stratified-straight subgraph with (real or virtual) tangents coinciding with the τ z,i above.
We denote by C Deg the class of degenerate networks. We remark that by definition C Reg ⊂ C Deg .
Proposition 3.8 (Compactness).
Let {N n } n∈N be a sequence of networks in C Deg such that
Then N n converges (up to subsequence and translation) to N ∞ ∈ C Deg weakly in H 2 and strongly in C 1,α for every α ∈ (0, 1 /2). In particular if {N n } n∈N is a sequence of networks in C Reg , then
Proof. Up to subsequence and up to relabeling the edges E i we can suppose that for a certain k ∈ {1, . . . N } for every n ∈ N the curves N 1 n , . . . , N k n are regular and the curves N k+1 n , . . . , N N n are singular. Without loss of generality we suppose that for every n ∈ N and for every i ∈ {1, . . . , k} the immersions γ i n := Γ n | E i : [0, 1] → R d are regular parametrizations with constant speed equal to the length and we ask that γ 1 n (0) is mapped into the origin of R d . For every i ∈ {1, . . . , k} and for every n ∈ N we have that
Since for every i ∈ {k+1, . . . , N } the maps are constant on the bounded interval of parametrization [0, 1], a bound on · H 2 is trivially obtained. Then for every i ∈ {1, . . . , N } up to a subsequence (not relabeled) γ i n ⇀ γ i ∞ weakly in H 2 (0, 1) and thanks to classical compact embedding theorems
. Since all the networks of the sequence {N n } n∈N satisfy the angle condition of Definition 3.2, for each n there exists a family of unit vectors T n = (τ z,i n ) (z,i)∈π −1 (V G ) that are either the real or the virtual tangents. By compactness of S d−1 up to subsequence (not relabeled) T n converge to a limit T ∞ composed of elements denoted by τ z,i ∞ . Notice that for the the indices i for which ℓ(γ i ∞ ) > 0 we have that (up to subsequence) (−1) zγ
First of all we claim that the angle condition is verified for N ∞ with the family T ∞ . It is easy to check that there exist rotations R p (obtained as limits of those for N n ) that verify (3.1). It remains to prove that for the regular curves γ i ∞ the vectors τ i ∞ coincide with the outer tangents and that for the constant curves we have τ
∞ . For each i ∈ {1, . . . , N } there are three possible cases: a regular curve converges to a regular curve; a regular curve converges to a constant curve; a constant curve converges to a constant curve. In the first case the claim follows from the above argument. In the second case the claim follows by Lemma 3.1. In the third case the claim follows trivially. It remains to verify that H = Sing(N ∞ ) is stratified-straight. We proceed by induction: we set H 0 = H and supposing to have obtained H i we construct Σ i and H i+1 . We can assume without loss of generality that H i is connected (otherwise we apply the same argument to each connected component) and up to a translation that 0 ∈ Γ n (H i ). We define L i n := L(Γ n (H i )) and consider the rescaled networks N
and
n ) ≤ C < ∞ for some constant C. Hence we can repeat the previous reasoning to conclude that up to subsequence the networks N (i) n converge weakly in H 2 and strongly in C 1 to a network N
∞ ) = 1 and thus the limit network has at least one regular curve. By Lemma 3.1 we have that the curves of N ∞ and H i+1 = Sing((H i , Σ i )), and we repeat the process until Sing((H i , Σ i )) = ∅. After a finite number of steps the process stops and we obtain that the strata ∅ = H q ⊂ . . . ⊂ H 0 = H by construction satisfy the condition of Definition 3.5. We have thus concluded that N ∞ satisfies the angle condition with (real or virtual) tangents T ∞ and Sing(N ∞ ) is stratified-straight whose (real or virtual) tangents are consistent with T ∞ , and thus by Definition 3.7 N ∞ ∈ C Deg .
To convince the reader that in Definition 3.7 we cannot replace the notion of stratified straight subgraph by the simpler one of straight subgraphs, and hence the definition of degenerate networks is in a sense sharp, we give an example of a sequence of regular networks with equibounded energy which converges to a singular network whose singular part is stratified straight but nor straight.
Example 3.9. Consider a 5-graph G where in particular
We construct a sequence of regular networks N n = (G, Γ n ) that converge as n → ∞ to a degenerate network whose singular part is stratified straight. Figure 6 : Representation of the graph G with assigned angles and construction of the sequence.
We construct a sequence of immersions γ 1 n , γ 2 n , γ 3 n simply by taking r n = 1 n and α n = 1 n 2 . Then as n → ∞ the lengths of the three curves go to zero and
Moreover it is not possible to construct a triangle with three edges of positive length and angles 0, 
Relaxation
Let us define the following extended problem.
Problem 4.1. Given an N -graph G with assigned angles we want to find
where E is the extension of E defined as
The reason to consider this functional will be clear at the end of this section: we will prove that it coincides with the relaxation of the functional E defined in (2.2), and thus it is the natural extension of E from C Reg to C Deg .
Proposition 4.2 (Recovery sequence).
For every network N = (G, Γ) ∈ C Deg there exists a sequence of networks {N n } n∈N such that
To prove the above proposition we will take advantage of the following preliminary lemmas. Proof. We construct the curve putting together two congruent arcs of circle of radius 1 as in Figure 7 . The modulus of the curvature is 1 and the angle is θ. The total length is 2θ which also equals the total squared curvature of the arcs. The total energy E(γ) is thus 4θ. The height h and the base b are related to θ by
and therefore given h we can choose θ = arccos 1 −
The following lemma allows us to suppose, in the construction of the recovery sequence, that each regular curve of N is straight near its endpoints, up to a small perturbation and a small change of the value of its elastic energy. 
Proof.
Without loss of generality we suppose that γ(0) = 0,γ(0) = e 1 , and we definẽ
We now come to the proof of the recovery sequence.
Proof of Proposition 4.2.
Consider N = (G, Γ) ∈ C Deg and let H = H 0 = Sing(N ). For simplicity but without loss of generality we suppose that H is connected and Γ(H) is the origin of R d . In the case of many connected components it is sufficient to repeat the argument for each one of them. By assumption there exist (real or virtual) tangents
of the graph G, such that H is stratified-straight with strata
with N ∋ q ≤ N , and such that the (real or virtual) tangents of (H i , Σ i ) coincide with the corresponding ones of T G . Fix ε > 0. Consider the family F of regular curves of N that have an endpoint in H. For every γ i ∈ F we have that Γ(π(z, i)) = 0 whenever p = π(z, i) ∈ H and moreover by Lemma 4.4 we can suppose that near p the image of the curve γ i coincides with a segment of length ε, up to adding a small error of order Cε to the energy. We consider the first stratum H = H 0 and up to rescaling we can suppose that Σ 0 (H 0 ) ⊂ B ε 3 (0) where we recall that 0 = Γ(H 0 ). We want to partially desingularize H, that is we replace in a neighbourhood of 0 the completely singular subnetwork (H 0 , Γ) with the first stratum (H 0 , Σ 0 ). We have to make sure to connect each curve to the right junction and with the right angle. Consider a curve γ i ∈ F, and suppose for instance that p = π((0, i)) ∈ V H (the case when π((1, i)) ∈ V H is completely analogous). Then there exists a 0,i such that γ i | [0,a 0,i ] is a segment of length ε. In particularγ i (a 0,i ) is parallel toγ i (0) = τ 0,i . We now consider the parallel lines with direction τ 0,i passing through the point Σ 0 ((0, i)) and through the point γ i (a 0,i ). Their distance is of order ε 3 . We can thus apply Lemma 4.3 to modify the curve γ i on the interval [0, a 0,i ] in order to connect Σ 0 ((0, i)) to γ i (a 0,i ) with an energy of order ε 3/2 and with outer tangent τ 0,i . We repeat this process for every curve in F and every endpoint in V H . By construction the angle condition is still verified for the newly constructed network, but now the stratum H 0 is not completely singular anymore. We then repeat the same process for each stratum until we obtain a regular network N ε whose energy is at most E(N ) + Cε. Since we can do this for any ε > 0, choosing ε n = 1 n we obtain a family N n of regular networks that approximate N and thus satisfies the thesis of the theorem.
Theorem 4.5. The functional E is the lower semicontinuous envelope in H 2 of the functional E, that is
Moreover the relaxed functional E admits a minimizer.
Proof. The existence of minimizers of the functional E follows by a direct method in the Calculus of Variations combining the lower semicontinuity of E and the compactness, that we both gain thanks to Proposition 3.8 and Proposition 4.2.
By definition E ≤ E in the class C Reg . Let F be a lower semincontinuous functional defined in the class of N -networks such that F ≤ E in the class C Reg . Proposition 4.2 implies that E(N ) ≥ F(N ) in the class of N -networks and this concludes also the first part of the statement.
Now that we have shown that the relaxed Problem 4.1 admits a minimizers, one may wonder if in some cases the minimizer is regular, that is if Problem 2.12 has a minimum. We report here on a special case in which we get the desired result.
Definition 4.6. We call Theta-network any planar network (G, Γ) where G is a 3-graph composed of E 1 , E 2 , E 2 such that
and ∠d
with (i, j) ∈ {(1, 2), (2, 3), (3, 1)}. The minimization of the elastic energy among Theta-network has been considered in [6] . It turns out that in this class the minimizers of the relaxed problem are regular networks (see [6, Theorem 4.10] ) and hence Problem 2.12 admits a minimiser. Although we have proven that in general sequences of regular networks with equibounded energy converge to a limit network in C Deg one may think that for every choice of the topology of the graph G and of the angle condition minimizers are actually in C Reg . The following example shows that even for very simple topologies of G this could not be the case and so it is hopeless to give always a positive answer to Problem 2.12.
Example 4.7 (The minimizers of the relaxed problem are degenerate). Consider the 3-graph G with assigned angles composed of E 1 , E 2 , E 2 with π(0, 1) = π(1, 1) = π(0, 2) and π(1, 2) = π(0, 3) = π(1, 3) depicted in Figure 9 . Then the length of one of the curves of the minimizers is zero.
Lower bounds on the Energy
We have just seen in Example 4.7 that in some situations the minimizers of Problem 2.12 are degenerate networks. We want to understand under which conditions minimizers have at least some curves with positive length and do not degenerate to a point. To be more precise, consider a graph G with assigned angles. We recall that D is the set of the assigned directions d i,z (see Definition 2.9). We call
We are interested in conditions on the set D that guarantee that I D is strictly positive. 
Denote by τ the unit tangent vector to the curve γ. Since the curve γ is parametrized by arclength, we have thatγ = τ andγ =τ = k. By hypothesis the angle spanned by the unit tangent vector equals θ, hence
We pass now to prove the second part of the statement. Using Cauchy-Schwarz inequality we get
Moreover by Hölder inequality
that combined with (4.4) gives 
Proof. Suppose that I D = 0, then there exists a sequence of networks {N n } with E(N n ) → 0. By Proposition 3.8 we get that G is stratified straight. On the other hand if G is stratified straight, there exists a degenerate immersion Σ 0 whose regular curves are segments. By Proposition 4.2 there exists a sequence {N n } of regular networks such that
Analogously there exists recovery sequences for every rescaling 1 λ Σ 0 of Σ 0 with λ >> 1. By a diagonal argument one can find a sequence of regular networks whose energy converges to zero. Consider any regular network N = (G, Γ) with G graph with assigned angles encoded by D. Suppose now that i) holds. Since the number of vertices is finite there exists at least one junction p ∈ Γ(V G ) that lies on the boundary of the convex hull of Γ(V G ), and thus that lies on ∂H where H is a closed half plane containing Γ(V G ). Then at least one of the curves arriving at p, call it γ, must have an outer tangent that goes out of H and whose smallest angle with ∂H is at least c(D) where c(D) > 0 depends only on D and it is strictly positive by assumption. By Lemma 4.8 the energy of γ is at least 2c(D), which therefore is a lower bound for any regular network with angles D. Suppose instead that ii) holds. Consider the two maps γ i := Γ |E i and γ j := Γ |E j . Then by Lemma 4.8 we have that γ i | k i | ds + γ j | k j | ds ≥ δ and hence E(γ i ) + E(γ j ) ≥ 2δ and this concludes the proof.
As another application of Lemma 4.8 we improve the lower bound (cf [6, Lemma 2.5.]) of the elastic energy of a Theta-network that we introduced above in Definition 8.
Lemma 4.10. Let Θ be a Theta-network. Then
Proof. In order to prove the required lower bound we can assume that the curves γ 1 , γ 2 , γ 3 realize a minimizing Theta-network, which exists by [6, Theorem 4.10]. Then the curves γ i are injective and real analytic by [6, Proposition 4.11] and by Proposition A.3. Without loss of generality we let
for some a > 0. We claim that for any i there exists t i ∈ [0, 1] such thatγ and (1, 0) . Up to relabeling the curves and up to a symmetry with respect to the horizontal axis we can assume that
By Lemma 4.8 we have that
To conclude we prove the above claim. Unless the curve γ i is a horizontal segment (and in this case the result trivially follows) by analiticity there are finitely many intersections with the horizontal axis (a j , 0) = γ i (t j ) with t j < t j+1 . Moreover, since γ i (1) = (a, 0) with a > 0, there exists an index j such that a j < a j+1 . We consider the arc σ(t) := γ i (t) with t ∈ (t j , t j+1 ) that, without loss of generality, lies in the half-plane {y > 0}. It is possible to complete σ(t) to a smooth simple closed curve with t ∈ [t j , s] for some s > t j+1 such that for every t ∈ (t j+1 , s)σ
|σ(t)| = (1, 0). Then by Hopf's Umlaufsatz the degree of the tangent map of σ(t) is different from zero, and thus the tangent map is surjective. Therefore the value (1, 0) must be attained in the interval [t j , t j+1 ] and the claim is proved.
A characterization of degenerate networks in R 2
Although the definition of the class of degenerate networks given in Definition 3.7 is very neat and convenient, it has a disadvantage: it is based on the assumption that there exists a family T of real or virtual tangents. In general one cannot easily verify this condition. At least when the ambient space is R 2 we are able to give an equivalent characterization based on conditions that can be validated by a procedure consisting in a finite number of steps.
From now on we fix the dimension of the ambient space to d = 2.
Definition 5.1 (Path and cycle). Let G be an N -graph with assigned angles. A path composed of J edges is a sequence
path is not a cycle we call it open path.
We should think of (z j , i j ) as encoding the following fact: when we travel through the path, the j-th edge is the one with index i j and its first endpoint that we meet is z j . When the first element of a path P is (z, i) and the last is (w, j) sometimes we will simply say that P is a path from the edge E i to the edge E j .
Let a and b two vectors in R 2 . Then the counterclockwise angle between a and b , denoted by ∠ a, b, is an element of R (mod 2π).
Definition 5.2 (Angle of a path)
. Let G be an N -graph with assigned angles in R 2 . We define the angle of a path P composed of J edges as
with the understanding that the indices are modulo J , so that J + 1 = 1.
For the sake of readability when we consider a path composed of J edges we often suppose that, up to relabeling and reparametrizing the edges, we have
and that π(1, j) = π(0, j + 1). Moreover if P is a cycle we ask that π(1, J ) = π(0, 1). Then
with the understanding that the indices are modulo J , so that J + 1 = 1. When N = (G, Γ) is a network of class C Reg and we denote by γ j = Γ| E j we have that γ j (1) = γ j+1 (0) for j ∈ {1 . . . , J − 1} and if P is a cycle γ J (1) = γ 1 (0).
• Suppose that P is an open path composed of J edges and that
• Suppose that P is a cycle composed of J edges and that lim n→∞ ℓ(N j n ) = 0 for j ∈ {1, . . . , J }. Then Θ(P) = 0 (mod 2π).
Proof. Suppose that P is an open path. For every n ∈ N we have that
Then thanks to Lemma 3.1 one gets the desired result passing to the limit n → ∞. If instead P is a cycle, then τ 0,J +1 n = τ 0,1 n and so using again by Lemma 3.1 we obtain
It is possible to give an alternative definition of the angle condition for a singular network with respect to Definition 3.2 in term of paths, justified by Lemma 5.3.
Definition 5.4 (Angle condition for a singular network in term of paths). Let G be an Ngraph with assigned angles. We say that a network N satisfies the angle condition if i) its regular curves satisfy the angle condition in the sense of Definition 2.10;
ii) if P is a cycle composed of J edges such that for every j ∈ {1, . . . , J } the edges E j are in Sing(N ) then Θ(P) = 0 (mod 2π);
iii) if P is an open path composed of J edges such that for every j ∈ {2, . . . , J − 1} the edges E j are in Sing(N ) and
Remark 5.5. Condition i) can be seen as a particular case of iii) by taking J = 2.
Clearly one has to modify also Definition 3.5 and Definition 3.7 accordingly to the above new definition of angle condition.
Definition 5.6. Fix an N -graph with assigned angles G. A subgraph H ⊆ G is stratifiedstraight if there exists a finite sequence of subgraphs (called strata)
is a (possibly singular) network that satisfies the angle condition in the sense of Definition 5.4 and whose curves are (possibly degenerate) segments;
Definition 5.7. Let G be an N -graph with assigned angles. A network N = (G, Γ) is degenerate if
• it satisfies the angle condition in the sense of Definition 5.4;
• the singular part Sing(N ) is a stratified-straight subgraph in the sense of Definition 5.6. Proof. Suppose that N satisfies the angle condition as in Definition 5.4. The outward tangents of the regular curves of N satisfy the requests of Definition 3.2 because of condition i) in Definition 5.4. We have to construct the set of virtual tangents. We assume for the moment that at least one curve of N is regular, for instance Γ |E 1 =: γ 1 . Let H ⊂ G be a closed connected component of Sing N and suppose that an endpoint p 0 = π(0, 1) of E 1 lies in H. We define τ w,j for any π(w, j) = p 0 with γ j singular by setting τ w,j equal to the counterclockwise rotation of τ 0,1 of the angle ∠d 0,1 , d w,j ; whenever such τ w,j has been defined, we also set τ 1−w,j = −τ w,j . It follows that (3.1) is satisfied at p 0 . Observe that if τ z,i , τ y,l are defined by this last step and π(z, i) = π(y, l) = p 0 , then
In fact the path P given by
is a cycle contained in Sing N , and thus by assumption we get that
With this procedure we have defined every virtual tangent at p 0 of singular edges with an endpoint at p 0 , and some virtual tangents at p = p 0 of singular edges having endpoints at p and p 0 . Let p = p 0 be now any vertex at which at least one virtual or real tangent τ z,i is defined. We can perform the very same construction for the still undefined virtual tangents at p using rotations of τ z,i in place of the original τ 0,1 . By (5.1) it follows that (3.1) is satisfied at p. Notice that if π(x, a) = π(z, i) = p 0 , π(y, b) = π(1−z, i) = p 0 , and π(1−x, a) = π(1−y, b) = p 0 (and thus we have just constructed τ z,i as a rotation of τ x,a and τ 1−z,i as a rotation of τ y,b ), then τ z,i = −τ 1−z,i as desired. In fact considering the cycle
we get that
On the other hand, since the sum of the exterior angles of a triangle equals 2π, we have that
and subtracting (5.3) to (5.2) we get that
Therefore we see that for any newly constructed τ w,j , we can set τ 1−w,j = −τ w,j without getting contradictions clearly by using the same procedure to define the tangents along open path we cannot occur in any contradiction. Hence eventually, iterating the above argument, we are able to define the virtual tangents at any vertex of the connected component H, getting that Definition 3.2 is satisfied at such vertices. We can apply the same argument to any connected component H of Sing N , completing the implication.
If it occurs that Sing N = G, we can just choose τ 0,1 = (1, 0) = −τ 1,1 arbitrarily. Then we can perform the very same construction described above.
Conversely, suppose now that Definition 3.2 is satisfied. Then obviously the regular curves satisfy the angle condition i) of Definition 5.4. Moreover, if P is an open path, then the condition τ z,i = −τ 1−z,i on the virtual tangents implies point iii) of Definition 5.4. More generally observe that if the edges seen by a path P of step J are contained in Sing N , and for simplicity we write
So, finally suppose that P is a cycle in Sing N and we write P(i) = (0, i) for simplicity; by the fact that every involved tangent is virtual, using (5.4) we get that
thus completing the equivalence of the definitions.
We underline the fact that in Definition 3.6 we simply replace the angle condition of Definition 3.2 by the one of Definition 5.4, and these replacement directly affect the new Definition 5.7 of degenerate networks. Then it is clear that taking advantage of the above proposition we are also able to prove the following: 6 On the relation between straight and stratified straight subgraphs
In this section we study a simple but remarkable case in which we completely characterize stratified straight or straight subgraphs. This helps us to better understand the algebraic and combinatorial relation between these two concepts, together with providing a non-trivial case in which the two definitions are not equivalent.
In the whole section we study networks in R 2 and we take advantage of the equivalent characterization of the class of degenerate networks we presented in Section 5: we use Definition 5.4, Definition 5.6 and Definition 5.7.
Throughout the section we will consider an N -graph G with junctions of order at most four and suppose that for every junction p = π(z 1 , i 1 ) = . . . = π(z k , i k ) with k ≤ 4 the vectors d z 1 ,i 1 , ..., d z k ,i k are distinct and they form angles that are multiples of π 2 . Remark 6.1. Let N = (G, Γ) be a degenerate network of the type considered above, H a stratified straight subgraph of G composed of edges E 1 , . . . , E k and Σ : H → R 2 such that (H, Σ) is a (possibly singular) network that satisfies the angle condition in the sense of Definition 5.4 and whose curves are (possibly degenerate) segments. We observe that there exist only two possible orthogonal directions, identified by two orthogonal unit vectors a, b, such that, if σ i := Σ| E i is a regular segment, thenσ i is parallel to a or b. In particular, up to rotation, we can assume that a = (1, 0) and b = (0, 1).
Remark 6.2 (Canonical assignment of the vectors d z,i ). Let N = (G, Γ) be a degenerate network and H a stratified straight subgraph of G composed of the edges E 1 , . . . , E k . For every (z, i) ∈ {0, 1} × {1, . . . , k} we can give an explicit choice of the vector d z,i , once a first edge is chosen. Fix first d 0,1 = (1, 0) for example. For every (z, i) ∈ {0, 1} × {1, . . . , k} we want that d z,i ∈ {(±1, 0), (0, ±1)}. We require then that for any i it holds
Then this choice is well defined for any i and uniquely defines the d z,i 's. In fact, by considering a path from π(0, 1) to π(z, i) and using the rule (6.1) one can determine uniquely d z,i . Suppose by contradiction that following two different paths P and P ′ from (0, 1) to (z, i) and using the rule (6.1) we get different results d (z,i) = a P and d z,i = b P ′ . Then
2 }. Call P ′′ the inverted path of P ′ from π(z, i) to π(0, 1). We can join the two paths P and P ′′ and the resulting path is a cycle Q starting from (0, 1). Then it follows that Θ(Q) ∈ { π 2 , π, 3π 2 }, a contradiction to the fact that H is stratified straight. This canonical choice of the d z,i clearly depends on the choice of a starting vertex π(0, 1) together with the assignment d 0,1 = (0, 1). We can use such canonical choice in order to introduce an order relation on the set of vertices. Definition 6.3. Let H be a connected stratified straight subgraph of G, and suppose that E i 0 ⊂ H. Starting from π(0, i 0 ) define d 0,i 0 = (1, 0) and canonically assign the vectors d z,i as specified in Remark 6.2. Let v and w be two vertices of H. We say that v w if and only if there exists a path P : {1, ..., J } → {0, 1} × {1, ..., N } such that
Also, we say that v ≺ w if and only if v w and w v.
Roughly speaking v w if and only if we can reach w starting from v with a path that never goes left. Also observe that the order relation depends on the choice of a certain edge E i 0 in the considered subgraph. The order relation defines two subsets of the vertices as defined below.
Definition 6.4. Let H be a connected stratified straight subgraph of G, and suppose that 0) and canonically assign the vectors d z,i as specified in Remark 6.2. We define 
with n ∈ {1, 2, 3}. Let H ⊂ G be a connected stratified straight subgraph and denote by (H, Σ 0 ) the first stratum of H. Suppose that for every E i 0 ⊂ H ∩ Sing (H, Σ 0 ) there do not exist cycles P = (P(1), . . . , P(J )) such that
Then H is straight.
Proof. Denote by (H, Σ 0 ) the first stratum of H, i.e. Σ 0 : H → R 2 defines a degenerate network, the regular curves of Σ 0 are segments and at least one curve, say σ i 0 0 := Σ 0 | E i 0 , is degenerate. We denote by σ i 0 the curve Σ 0 | E i . We want to prove that we can modify (H, Σ 0 ) into a new degenerate network (H,Σ 0 ) such thatσ i 0 0 is a regular segment and if σ i 0 is a regular segment then so isσ i 0 . In such a way, since the edges of H are finitely many, iterating the argument we conclude that H is straight. In order to simplify the notation, let us write that i 0 = 1. 
contradicts the hypothesis.
Now we constructΣ 0 . Let us first define such map on the set of vertices V H by setting
for some ε > 0. We need to check that we can extendΣ 0 to the edges in a consistent way. We claim that for any edge E j , ifΣ Assuming that the claim is true, then the mapΣ 0 is defined on every edge in the natural way by connecting with a segment the image throughΣ 0 of its endpoints. For ε small enough, all the regular segments of Σ 0 remain regular. Moreover, since π(1, 1) ∈ X(1) and π(0, 1) ∈ Y (1) thenσ 1 0 (0) =σ 1 0 (1) and thusσ 1 0 is a regular segment, and the proof is completed. In order to prove the claim we distinguish two cases, adopting the following notation:
Case 1: Assume first that E j ∈ A ∪ B. Then both endpoints of E j have been moved or both remained unchanged, that is We are then left with the case of E j ∈ C, that is when one of the endpoints of E j has been moved and the other has not. In such a case, up to relabeling, we can assume π(1, j) ∈ X(1) (i.e. π(0, 1) ≺ π(1, j)) and π(0, j) ∈ Y (1). Thus The assumption of Proposition 6.5 has the advantage of being verifiable just by looking at all the possible cycles starting from the degenerate edges of a stratified straight graph.
In the next example we show that the assumption of Proposition 6.5 is also necessary, and thus the statement of such proposition is sharp. Example 6.6. Here we give a simple but remarkable example of a graph G with assigned angles such that every junction of G has order at most 4 and that, if p is a junction with π −1 (p) = {(z 1 , i 1 ), ..., (z k , i k )}, then the vectors d z 1 ,i 1 , ..., d z k ,i k form angles equal to nπ 2 with n ∈ {1, 2, 3}; moreover G is stratified straight, but it is not straight, and in fact the assumption of Proposition 6.5 is violated. Consider the image in R 2 of the regular network drawn in Figure 10 . Such graph G is stratified straight, in fact one can easily construct a sequence of maps Γ n : G → R 2 such that (G, Γ n ) is regular and Γ n converges strongly in H 2 to a constant map, i.e. the image of the graph disappears with elastic energy going to zero. However G is not straight and a stratification of G is given by
We remark that, in fact, the assumption of Proposition 6.5 is not satisfied. More generally we see that as long as a stratified straight subgraph H contains a cycle like the one in Figure 10 , then H is not straight, the assumption of Proposition 6.5 is not satisfied, and its proof does not work.
Side Remarks

Curves on surfaces/manifolds
We comment on the fact that the very same kind of definitions about degenerate networks characterize a suitably defined problem for networks of curves into a 2-dimensional surface in R 3 . Fix a 2-dimensional closed surface S ⊂ R 3 and consider a network N = (G, Γ) with Γ : G → S. Given a curve γ : I → S, the geodesic curvature is given by κ g (t) = π T γ(t) S κ(t), where κ(t) is the standard curvature of γ seen as a curve in R 3 and T x S is the tangent plane to S at the point x ∈ S. Therefore we define the general elastic energy of the curve γ as Observe that, since the normal component of the curvature vector κ of γ is bounded in terms of the second fundamental form of S, then a bound on E α,β actually is a bound on the L 2 norm of the whole vector κ. Analogous definitions of angle condition and degenerate network can be given for the class of networks having image in S. So, the compactness result of Proposition 3.8 can be still easily proved in this case. Then, also the proof of the recovery sequence presented in Proposition 4.2 can be adapted to the current situation. Maintaining the notation of the proof of Proposition 4.2, let us say that H 0 ⊂ Sing N is connected and Γ(H 0 ) = p ∈ S; we want to provide an immersion of H 0 in S. Since S is a surface, there exists a local chart ϕ : U → R 2 at p such that ϕ is isothermal, i.e. the metric tensor g of S can be expressed as g ij = λ 2 δ ij on U in the chart ϕ. In particular we have that ϕ is a conformal diffeomorphism with its image and its differential preserves angles between tangent vectors. Hence we can construct immersions of H 0 in ϕ(U ) exactly as in Proposition 4.2 and then we get the desired recovery sequence by applying ϕ −1 . It is easy to prove that Problem 7.2 admits a minimizer in the class of regular networks by a direct method in the Calculus of Variations, as we shall now briefly sketch. Consider a minimizing sequence of networks {N n } n∈N composed of curves γ i n . Combining the bounds (3.3), (3.4) and (3.5) together with the fact that the length of each curve is fixed, we get that up to subsequence each γ i n converges to a regular curve γ i ∞ weakly in H 2 . The limit networks satisfies the angle condition in the sense of Definition 2.10 thanks to the strong C 1 convergence. Moreover the functional W is clearly lower semicontinuous.
Notice that fixing the length of each curve avoids any form of degeneracy of the limit networks and makes the question on existence of minimizers trivial.
for every ε ∈ (−ε 0 , ε 0 ). First this implies that the variation fields ψ i satisfy that Evaluating at ε = 0 we get
Therefore as a second requirement on the fields ψ i we impose that We recall that the oriented curvature of a planar curve γ is defined as the scalar k such that k = kν where the unit normal vector ν is the counterclockwise rotation of 
or, equivalently, in terms of the oriented curvature
