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Abstract. In this work, we focus on the automatic identification of fine-grained
problem-solution structure in scientific argumentation. We operationalise the task
of finding problem formulations within scientific text in a supervised setting, us-
ing a newly-created hand-curated corpus from the domain of computational lin-
guistics. In terms of linguistic features for their detection, we distinguish features
from within the statement, and features representing the surrounding context. Re-
sults from a classification task on our corpus show that the task of identifying prob-
lem statements is tractable using a mixture of features, whereby features modelling
the rhetorical context are particularly successful. Overall, our experiment shows
promise for future work in identifying scientific problem-solution structure in a
more global way.
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1. Introduction
Argumentation is a human activity that can take many shapes and forms. Almost every
aspect of our life is governed by communicative needs to persuade somebody of some-
thing. The cognitive tasks associated with this have therefore left their traces in almost
any extant written or transcribed textual material we as computational linguists might
choose for automatic analysis and interpretation.
However, academic study of argumentation has been heavily biased towards areas
of human argumentation that are associated with professional activity rather than private
ones, and in particular those areas that are seen to be more “objective”, such as polit-
ical speech, legal contracts, and scientific articles. Following Aristotle, there has been
a tradition to consider mainly arguments that are logically truth-conditional. More re-
cently, computational linguists’ attention has turned to defeasible arguments, i.e. those
that people actually use in everyday argumentation, whether they are logically sound or
not. Seen this way, interpreting arguments has more to do with assessing plausibility than
with formal proof.
In this paper, we will present evidence for one particular facet of argumentation in
science – problem-solution structure. The view of science as a problem-solving activity
is a common assumption amongst many researchers [1,2,3,4,5]. [6] identified three basic
types of scientific article: the “controlled experiment”, the “hypothesis testing” and the
“technique description”. Each type has its own structure, but according to [7] they can
be reduced, either by degradation or by amelioration, to a problem-solution structure.
In earlier work, one of us presented a theory of argumentation moves in science (Ar-
gumentative Zoning; [8]), which can be operationalised as a supervised machine learning
task that assigns a small number of rhetorical labels to individual sentences. Problem-
solution structure is “hard-wired” into the labels and features a way of defining the task.
For instance, the fact that an author declares a particular state of the world as “problem-
atic” in a sentence might well lead to that sentence being classified as a research gap
(the declared motivation for the knowledge claim that constitutes the paper). At the same
time, linguistic features that might indicate problem-status (such as lexical items, the
use of the verb “need”, negative-polarity adjectives or negated verbs expressing solution-
hood) will be detected in such a sentence if they are expressed in an explicit enough
manner; this will eventually serve to classify the sentence as “CTR” (the label associated
with a research gap).
However, Argumentative Zoning (AZ) treats several aspects of scientific argumen-
tation simultaneously and collates all these phenomena into only 7 (or 12, in follow-on
work [9]) classification labels. In contrast, we are interested in detecting descriptions of
problems as a separate task here. The task we are setting ourselves in the current paper
also differs by its formal definition. Rather than classifying an entire sentence, we will
classify shorter linguistic strings extracted from the sentence, which might or might not
describe a problem.
In this paper, we present (in section 2.1) the development of a small hand-curated
training and testing corpus for a binary problem classification of real-world strings from
articles in computational linguistics. We use explicit cue phrases to create this corpus,
but hope to be able to apply the classifier to any problem description in scientific articles,
whether explicit or not. Section 4 will present the results of a supervised machine learn-
ing experiment to replicate this classification. We split our features into those internal to
the string and those using context around the candidate string. One of the core claims
in AZ was that rhetorical labels of certain statements influence each others’ rhetorical
status; our experiments allows us to quantify this effect, as opposed to the effect of the
semantics of the potential problem description itself.
1.1. Linguistic Correlates of Problem-hood
Let us now look at what a description of a problem might look like. A priori, we would
expect any description of the body of scientific knowledge or the state of the world in
general which is seen as negative. We count as problems descriptions of impracticality,
lack of knowledge or of a failure of an existing attempt to rectify such a situation, i.e., an
unsuccessful attempt of solving a problem. In this category, we also include statements
where a solution unearthed follow-on problems. We also include all task descriptions as
problems, i.e., all statements of tasks the authors are setting out to do in the current paper.
The phrases we consider can syntactically be noun phrases, verb phrases, propositional
phrases, and any other syntactic constituents determined by our parser, as long as they
pass a human quality test (cf. section 2.1).
We will now discuss possible linguistic correlates of problem-solutionhood struc-
ture. Since descriptions of problems have a strong correlation with negative sentiment,
identifying the polarity status of the head of each candidate phrase should intuitively help
in resolving a candidate’s problem-hood. For example, in the phrase: “a complication”,
the head noun here (“complication”) clearly identifies this statement as problematic. The
syntactic characteristics of a candidate phrase should also help in classifying their status.
Since problems are often posed as questions, this observation might be captured with
WH- POS tags. Additionally, descriptions of problems often have a large proportion of
adjectives or adverbs to qualify their badness (e.g. “the negatively skewed distribution”).
Tense, negation and modality also play a role in determining sentiment. Making use of
tense is an important aspect to consider when modelling an author’s viewpoint. For ex-
ample, previous work will be cited because it motivated something in the paper. How-
ever, it may be cited for use as a method (praise) or as a motivation (dismissal). Negation
has been a popular technique shown to improve sentiment classification [10] where the
intuition is that any word following a negation (e.g. “not”) should be given a negative
weight. Modality can also identify the mood of a statement [11] or hedging [12] and so
we also took this into consideration. Since many words in our statements may not have
a known polarity status, instead of using a null value, the semantic similarity of nouns or
verbs in the candidate phrase to those with a known polarity status should help increase
our success. Lastly, knowledge of the rhetorical context surrounding a candidate phrase
should aid in determining its problem-hood.
We will model each of these linguistic features in section 3. We will now explain our
experimental setup (how the corpus was created, and how the experiment was designed).
2. Method
2.1. Corpus
Our new corpus is a subset of the latest version of the ACL anthology released in March,
20161 which contains 22,878 articles in the form of PDFs and OCRed text. The 2016
version was also parsed using ParsCit [13]. ParsCit recognises not only document struc-
ture, but also bibliography lists as well as references within running text. A random sub-
set of 2,500 papers was collected covering the entire ACL timeline. In order to disregard
non-article publications such as introductions to conference proceedings or letters to the
editor, only documents containing abstracts were considered. We preprocessed the cor-
pus using tokenisation, sentence splitting and syntactic parsing with the Stanford Parser
[14].
In order to define an indisputable ground truth for problem strings, we use textual
templates such as “problem is X”. These were executed using tregex and tsurgeon [15],
a set of tools for structural search in trees and tree manipulation. An example of one of
our templates is shown in Figure 1. To increase our recall of different-worded problem
descriptions, we additionally use target words which are semantically close to the noun
“problem”. Semantic similarity was defined by training a deep learning distributional
model using Word2Vec [16] on 18,753,472 sentences from a biomedical corpus based on
all full-text Pubmed articles [17]. From the 200 semantically closest words to “problem”
(decided by cosine similarity with our Word2Vec model), we manually selected 28 clear
and unambiguous synonyms for use in the templates. Of the sentences matching the
templates, 600 were randomly selected, and the syntactic phrase corresponding to X was
1http://acl-arc.comp.nus.edu.sg/
excised from the sentence. Both the template match and the problem phrase X itself were
then plausibility-checked by two annotators without communication between them (the
two authors of this paper).
PROBLEM-SBAR
NP
PROBLEM-HEAD
VP
VBZ is SBAR
IN that S
PROBLEM
Figure 1. Template for PROBLEM-SBAR. PROBLEM-HEAD indicates the head noun of the NP must be one
of our chosen problem words. Example: “The problem is that we do not achieve a significant result.”
We also wanted to find similarly shaped negative examples, i.e., guaranteed non-
problem strings. We sampled a population of phrases to mimic our 600 problem strings
as closely as possible while making sure they really are negative examples. We started
from sentences not containing any problem words (i.e. those used in problem templates).
From each, we at random selected one syntactic subtree; from those we selected 600 that
satisfy the following conditions: first, the distribution of the head POS tags of the non-
problem strings perfectly matches the head POS tags2 of the problem strings perfectly.
Secondly, the distribution of the lengths of the non-problem strings must not be signifi-
cantly different to that of the problem strings, using the Pearson’s chi-squared goodness
of fit test [19].
A human quality-test was then performed on problem and non-problem statements
separately. Given a candidate problem statement within a sentence, the candidate was
marked as positive if the string represented one of the following:
1. an unexplained phenomenon or a problematic state in science; or
2. a research question or a description of a task; or
3. an artifact that does not fulfil its stated specification.
Additionally, the lexical material inside the candidate string must not explicitly mark its
status as a problem (e.g. “problem” or “difficult” must not appear inside in the string).
We made this decision as such explicit signals would detract from the real task, that
of judging the semantics of the string itself as problematic, without requiring explicit
signals.
For each candidate non-problem statement, the candidate was marked positive if it
conformed to both of the following rules:
1. The string is neither a phenomenon, a problematic state, a research question or a
nonfunctioning artefact.
2. If the string expressed a research task, without explicit statement that there was
anything problematic about it, we allowed for it to be defined as a non-problem.
2The head POS tags were found using the Collins’ head finder [18].
Additionally, there must not be a different other description of a problem in the rest
of the sentence (i.e. in the lexical items around the candidate). Non-grammatical/syntactic
sentences were excluded (these could appear in our corpus as a result of its source being
OCRed text). If the annotator found that the sentence had been slightly misparsed, but
did contain a non-problem or problem, they were allowed to move the boundaries for the
candidate string. This resulted in cleaner text, e.g., in the frequent case of coordination,
when non-relevant constituents could be removed. This quality-test was conducted by
both authors independently. From the set of sentences where both annotators agreed, 500
problem and 500 non-problem statements were randomly chosen.
The scientific documents containing statements resulting from the quality-test were
converted to SciXML [8]. An AZ [20] model was trained on 80 computational linguistics
papers (mutually exclusive to our quality-test document collection) which then predicted
AZ [20] zones for each document.
2.2. Feature Extraction
To construct our feature sets, we began with a bag of words baseline using only the
words within candidate phrases. This will tell us about the disambiguation ability of the
problem description’s semantics alone. Polarity of known words was then taken into ac-
count by first finding the head of each candidate phrase and then performing word sense
disambiguation of each head using the Lesk algorithm [21]. We then looked up the po-
larity of the resulting synset using SentiWordNet [22]. Tense, negation, and modality
were then added. To model negation, we specified a small set of negative words (e.g.
“not”) and for each word following a negation, appended “ not” until a phrase marking
(e.g. “.,?”). Syntactic features were then added by including the POS tag distribution.
We were careful not to base our model only on the head POS tag and the length of each
candidate phrase, as these were features used for generating the non-problem candidate
set. Since some phrasal heads may have been left without a sense by the Lesk algorithm
(and thus with value NONE), we decided to use distributional semantic similarity be-
tween all nouns and verbs in each candidate phrase to words with a known polarity. We
chose the words “poor” and “excellent” as these have been shown to be good indicators
of polarity status in previous studies [23,24]. Semantic distance was calculated as before
(cf. Section 2.1) using cosine similarity with our Word2Vec model. To take the rhetoric
context into account, we used the AZ zones of the four sentences prior to each candidate
phrase. However, when calculating the context of candidate sentences in the main body
we never included the abstract, as these two sections fulfill different rhetorical functions
and should not affect each other. For all features we decided not to use the additional
textual material (other than the candidate phrase) contained in the sentence itself. This is
done in order not to distort the task’s difficulty.
3. Results
As shown in Figure 2, the bag of words baseline we chose performs better than ran-
dom. Adding in the polarity of known synsets provides a small improvement, as does
tense, negation, and modality. However, making use of the syntax within each candi-
date phrase provides a significant increase in performance. This may be due our obser-
Feature Sets Classification AccuracyNB LR
Baselinebow 57.1 56.7
+Polarity 55.6 56.9
+Tense, Neg, Mod 57.1 58.8
+Syntax 61.7* 65.6*
+Word2Vec 81.0* 84.5*
+AZ 81.4 84.7
Figure 2. Performance statistics for our classi-
fication task using Naı¨ve Bayes (NB) and Lo-
gistic Regression (LR). Each consecutive feature
set is cumulative. 10-fold cross-validation was
used across all experiments. * denotes signifi-
cance with respect to the previous feature set.
IG Feature
0.7199 Word2Vec:poor
0.2437 Word2Vec:excellent
0.0258 pos:VB
0.0184 pos:.
0.0147 pos:JJ
0.0119 pos:DT
0.0112 pos:IN
0.0109 pos:TO
0.0104 pos:NNS
0.0103 pos:PRP
0.0102 pos:CD
0.0089 pos:WDT
Figure 3. Information gain (IG) in bits of
top features from the best performing model
(AZ).
vation that problems often take the form of questions, giving rise to a high concentration
of WH- POS tags. Another significant performance increase was caused by using the
Word2Vec model. This improvement is likely due to the effect of smoothing mentioned
earlier: instead of receiving a null score for unknown words using the synset polarities in
SentiWordNet, we are given a distance measurement. The marked improvements from
Word2Vec are reflected in Figure 3, where Word2Vec attributes have the greatest infor-
mation gain.
However, providing knowledge of the rhetoric context using the AZ zones leading
up to each candidate statement provides the best performance for both classifiers used.
This result supports one of the core claims of AZ: that rhetorical labels of certain state-
ments influence each others’ rhetorical status. Therefore, knowledge of the rhetorical
context of a problem or non-problem is an important attribute for automatically classify-
ing problem-solving structure within scientific argumentation.
4. Conclusions and Future Work
In this work, we have introduced a new hand-curated corpus of problem and non-problem
statements, and shown that identifying and automatically classifying these statements is
a tractable task. Our best system beat the baseline by a large margin, with the best per-
forming feature set taking advantage of the statement’s rhetorical context using Argu-
mentative Zoning.
In future work, we intend to split the candidate statements into tasks, problems and
non-problems. The fact that descriptions of tasks could be both a problem and non-
problem in the rubric for hand-crafting our data set, is likely to provide a large degree
of noise. Therefore, making this distinction may show a substantial increase in perfor-
mance. We also plan to explore additional contextual features such as citations, and test
the domain specificity of identifying problems and non-problems against corpora from
other fields such as chemistry and genetics.
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