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ABSTRACT
Recently, deep learning models have achieved great success in computer vision applications, relying
on large-scale class-balanced datasets. However, imbalanced class distributions still limit the wide
applicability of these models due to degradation in performance. To solve this problem, we focus on
the study of cross entropy: it mostly ignores output scores on wrong classes. In this work, we discover
that neutralizing predicted probabilities on incorrect classes helps improve accuracy of prediction for
imbalanced image classification. This paper proposes a simple but effective loss named complement
cross entropy (CCE) based on this finding. Our loss makes the ground truth class overwhelm the
other classes in terms of softmax probability, by neutralizing probabilities of incorrect classes, without
additional training procedures. Along with it, this loss facilitates the models to learn key information
especially from samples on minority classes. It ensures more accurate and robust classification results
for imbalanced class distributions. Extensive experiments on imbalanced datasets demonstrate the
effectiveness of our method compared to other state-of-the-art methods.
1. Introduction
In recent years, computer vision algorithms led by deep
neural networks (DNNs) have achieved remarkable success
in many tasks such as image classification [21, 35, 36, 13],
object detection [31, 23], and text recognition [9, 22]. Such
widespread adoption is attributable to the existence of large-
scale datasets with a vast number of annotations. However,
various emerging datasets typically exhibit extremely imbal-
anced class distributions, which largely limit the capability
of the DNNmodel in terms of generalization. Although such
imbalanced distributions in the existing real-world data is
obviously a crucial challenge, not much research has been
conducted yet.
To solve this issue, one common strategy is to resample
the dataset, e.g., oversampling onminority classes [7, 12, 29,
44, 28, 6, 17, 33, 19], undersampling onmajority classes [10,
42, 11, 18, 25], and a hybrid of both [3, 43, 38, 45]. Another
approach is to employ cost sensitive learning, e.g., reweight-
ing sample-wise loss proportionally to the class-wise inverse
frequency, and penalizing hard-classified samples (typically,
minority classes) by assigning relatively higher loss [24, 34,
32, 39]. However, these approaches typically neglect the fact
that samples on minority classes may have noise or false an-
notations. This means that training criterion which largely
focuses on the minority classes rather than majority classes
might cause poor generalization in terms of performance [30].
In order to address this problem, we revisited the cross
entropy as primary objective function and observed many
degradation problems in imbalanced datasets. To define cross
entropy, let 퐲(푖) be the label of one-hot (푖)푡ℎ vector, 퐲̂(푖) be the
class-wise estimated probability vector for given input sam-
ple (퐱(푖)). Cross entropy, 퐻(퐲, 퐲̂) can be defined as Eq. (1):
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Figure 1: An overview of training a classification model with
the proposed loss function, named Complement Cross Entropy
(CCE). CCE attempts to suppress predicted probabilities on
incorrect classes. This encourages the model to extract the es-
sential features particularly in imbalanced datasets. It ensures
robust classification results because it provides better training
chances for samples on minority classes.
퐻(퐲, 퐲̂) = − 1
푁
푁∑
푖=1
퐾∑
푗=1
퐲(푖)[푗] log 퐲̂(푖)[푗]
= − 1
푁
푁∑
푖=1
퐲(푖)푇 ⋅ log 퐲̂(푖)
= − 1
푁
푁∑
푖=1
log 퐲̂(푖)[푔],
(1)
where푁 is the number of samples in a mini-batch, 퐾 is the
number of classes, 푔 denotes the index of the ground truth
class, and 퐲̂(푖)[푔] represents the predicted probability of the
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Imbalanced Image Classification with Complement Cross Entropy
class 푔 on given input (푖)푡ℎ sample. While the use of cross
entropy as a loss function is widespread among deep learn-
ing classification tasks, one limitation exists in this entropy:
All softmax probabilities on incorrect classes (퐲̂(푖)[푗≠푔]) are
treated as zero because 퐲(푖)[푗≠푔] is always zero. It means
that 퐲̂(푖)[푗≠푔] in the cross entropy is totally ignored, so in-
accurately predicted probabilities may produce a cumulative
error. To avoid such error, complement objective training
(COT) was proposed by Chen et al., where the core idea is
evenly suppressing softmax probabilities on incorrect classes
during training [8].
In this work, we introduce a novel loss named comple-
ment cross entropy (CCE) to tackle such performance degra-
dation problem on imbalanced dataset. Our method is moti-
vated by COT. It does not require additional augmentation of
samples or upscaling loss scales for the minority classes. In-
stead, the proposed method utilizes information on incorrect
classes to train a robust classification model for imbalanced
class distribution. Therefore, we argue that this strategy pro-
vides better learning chances particularly for samples on mi-
nority classes because it encourages the correct class (in-
cluding minority one) to overwhelm its softmax score across
all the other “incorrect” classes.
Our key contributions are as follows: (i) We present a
novel training loss function for imbalanced classification. It
reduces the risk of overfitting or losing discriminative infor-
mation on majority classes; (ii) We experimentally demon-
strate the effectiveness of the proposed method for classi-
fication on imbalanced datasets. The proposed loss boosts
the classification accuracy. It also shows a fast convergence
speed especially in road marking dataset.
The rest of this paper is organized as follows. In Section
2, we first introduce a key concept of complement entropy
and propose our loss function. We then explain how to train
for imbalanced image classification with our method. In
Section 3, we provide a overview of datasets and implemen-
tation details for our experiments. This section also presents
the experimental results of the proposed method. Finally,
conclusion and future work are described in Section 4.
2. Proposed Approach
In this section, we first provide a brief concept of com-
plement entropy in COT. We then propose our complement
cross entropy loss for imbalanced image classification.
2.1. Complement Entropy
Complement entropy, 퐶(퐲, 퐲̂) is calculated as mean of
sample-wise entropy on incorrect classes per each single batch.
The formulation can be defined as Eq. (2):
퐶(퐲, 퐲̂) = − 1
푁
푁∑
푖=1
퐾∑
푗=1,푗≠푔
퐲̂(푖)[푗]
1 − 퐲̂(푖)[푔]
log
퐲̂(푖)[푗]
1 − 퐲̂(푖)[푔]
, (2)
where 11−퐲̂(푖)[푔] is the normalizing factor. The inverse of (1 −
퐲̂(푖)[푔]) normalizes 퐲̂(푖)[푗] to make 퐶(퐲, 퐲̂) imply the infor-
mation underlying probability distribution on just incorrect
classes. The purpose of this entropy is to encourage the
predicted probability of the ground truth class (퐲̂(푖)[푔]) to be
larger among the other incorrect classes. One way to reach
this goal is to flatten softmax scores on the wrong classes.
This means that the more we neutralize the distribution of
predicted probabilities for the incorrect classes, the more
confident the prediction for the correct class becomes (see
Fig. 1). To this end, an optimizer shouldmaximizes comple-
ment entropy, since the entropy becomes maximized when
the probability distribution is uniform.
Our work is motivated by a concept of complement en-
tropy. With adopting this concept, the predicted probability
on the ground truth class is less vulnerable to the probabili-
ties on the other incorrect classes. When the minority class
is the ground truth class, this mechanism allows the model to
find a better hidden pattern in a sample of the minority class
because it prevents the minority classes from being threat-
ened by the rest incorrect classes (including majority ones)
during the training process.
Before going further, we first define balanced comple-
ment entropy. This entropy, 퐶 ′(퐲, 퐲̂) is designed to match
the scale between cross entropy and complement entropy.
The formulation can be defined as Eq. (3):
퐶 ′(퐲, 퐲̂) = 1
퐾 − 1
퐶(퐲, 퐲̂), (3)
where 1퐾−1 is the balancing factor.
Algorithm 1: Training with a bi-objective concept:
cross entropy and complement entropy (COT)
input : Training set, 퐃
output: Learned model parameters, {휃ퟏ,⋯, 휃퐧퐥퐚퐲퐞퐫퐬}
1 initialization;
2 for 푡← 1 to 푛푡푟푎푖푛_푠푡푒푝푠 do
3 퐱, 퐲← mini_batch(퐃(푡));
4 퐲̂← model(퐱, 퐲);
5 퐡←퐻(퐲, 퐲̂);
6 primary_optimizer.step(퐡);
7 퐜← 퐶 ′(퐲, 퐲̂);
8 secondary_optimizer.step(퐜);
9 end
Algorithm 1 describes the original form of COT. At each
iteration in training, cross entropy,퐻(퐲, 퐲̂) is first used to up-
date the model parameters; (balanced) complement entropy,
퐶 ′(퐲, 퐲̂) is then needed to update the parameters again. Ex-
tensive experiments have already been conducted by Chen et
al. and they demonstrate the effectiveness of complement-
ing cross entropy with complement entropy for stable train-
ing [8]. Despite its efficacy, it has one crucial limitation: it
induces a training time approximately two times longer be-
cause it requires twice back-propagation per each iteration
in this training mechanism. On the other hand, we propose
a single training loss function that efficiently performs like
the training objective in the COT. It also allows the model
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optimizer to back-propagate only once rather than twice at
each iteration.
2.2. Complement Cross Entropy (CCE)
In contrast to COT, we replace the training process by
combining cross entropy and complement entropy with a
single entropy (see line 6 in algorithm 2). Algorithm 2 de-
picts a training procedure with our loss function. To balance
cross entropy and complement entropy, we add 훾 to the orig-
inal complement entropy as Eq. (4):
퐶̃(퐲, 퐲̂) = 훾
퐾 − 1
퐶(퐲, 퐲̂), (4)
where the modulating factor, 훾 should be tuned to decide the
amount that complements the cross entropy, e.g., 훾 = −1
(훾 < 0). The proposed loss then can be defined as Eq. (5):
퐻(퐲, 퐲̂) + 퐶̃(퐲, 퐲̂). (5)
Algorithm 2: Training with CCE loss (Proposed)
input : Training set, 퐃
output: Learned model parameters, {휃ퟏ,⋯, 휃퐧퐥퐚퐲퐞퐫퐬}
1 initialization;
2 for 푡← 1 to 푛푡푟푎푖푛_푠푡푒푝푠 do
3 퐱, 퐲← mini_batch(푡);
4 퐲̂← model(퐱, 퐲);
5 퐡←퐻(퐲, 퐲̂);
6 퐜̃← 퐶̃(퐲, 퐲̂);
7 퐟 퐢퐧퐚퐥_퐥퐨퐬퐬← 퐡 + 퐜̃;
8 optimizer.step(퐟 퐢퐧퐚퐥_퐥퐨퐬퐬);
9 end
3. Experiments
In this section, we evaluate the effectiveness of the pro-
posed method. We first briefly overview the experimental
datasets and implementation details. We then present the ex-
perimental results of imbalanced image classification task.
3.1. Datasets
Imbalanced CIFAR-10 and 100. CIFAR-10 and 100
[20] contain RGB images of real-world things (32×32 pix-
els): 50,000 samples for training and 10,000 samples for
testing. Each number of classes on CIFAR-10 and 100 is
10 and 100 respectively. Fig. 2 shows examples for each
class on CIFAR-10. The original version of CIFAR is com-
pletely class-balanced. In order to conduct the experiments,
we construct imbalanced variants of CIFAR by removing
samples randomly. More precisely, we first define imbalance
ratio as 푁1푁퐾 , where (i) 푁푖 denotes training sample sizes ofclass index, 푖; (ii) 퐾 is the maximum number of index; (iii)
each class index is sorted in descending order by samples
sizes. We then consider two types of imbalance in exactly a
same way as [5]: (a) long-tailed distribution: we make the
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Figure 2: Samples on CIFAR-10.
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Figure 3: Class-wise sample distributions on imbalanced vari-
ants of CIFAR-10 and 100. CIFAR-LT-10 and 100 exhibit long-
tailed distribution (a, b); while CIFAR-Step-10 and 100 show
step distribution in (c, d).
train sets to follow an exponential decay distribution in sam-
ple sizes per each class.; (b) step distribution: we make all
majority classes to own the same size of samples, so does
minority classes (see Fig. 3). Each test set still has class-
balanced distribution. We only apply zero padding, random
cropping, and horizontal flipping to the train sets, not the test
sets. We normalize both train sets and test sets with mean
and variance of the train ones.
RoadMarking Dataset. It is consisted of colored 1,443
samples on roadmarkings such as “35," “40," “forward," and
“stop" [40]. The number of classes in this dataset is 27. All
existing samples were taken on clear and sunny days. Fig.
4 indicates examples on Road Marking Dataset. Table 1 de-
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Figure 4: Samples on Road Marking Dataset. Red bounding
boxes are ground truth annotations of each object region.
Table 1
The number of samples per class on Road Marking Dataset:
It originally has “long-tailed’ distribution.
Class Size Class Size
leftturn* 705 forward & left 6
35* 112 clear 6
rightturn* 101 keep 6
rail* 90 stripe 3
forward* 80 school 3
40* 69 hump 3
xing* 64 30 2
ped* 54 slow 2
stop* 49 speed 2
bike 41 car 1
25 15 diamond 1
forward & right 13 lane 1
yield 7 pool 1
X-crossing 6 (Total: 1,443)
scribes a class-wise sample distribution which is originally
long-tailed. For our image classification experiments, we
crop out the backgrounds in all images with given annota-
tions. We remark that only examples of each class marked
‘*’ in Table 1 are used in experiments for fair comparison of
our method with the other state-of-the-art results. We split
the data into train set and test set at a ratio of 8:2. The distri-
bution of classes on the test set is not balanced in the Road
MarkingDataset. We only apply zero padding, random crop-
ping, and horizontal flipping to the train set, not the test set.
We normalize both train set and test set with mean and vari-
ance of the train one.
3.2. Experimental Setup
In this subsection, we explain the existing methods for
comparison with our method. We then provide details of
experimental settings for replication. All experiments are
conducted on a computer with AMDRyzen 7 3700X (CPU),
Nvidia GTX Titan X (GPU), and Linux Ubuntu 18.04.4 LTS
(OS). All models are implemented by using PyTorch frame-
work (1.4.0) [26].
Table 2
Confusion matrix for multi-class classification.
Predicted
Class 1 Class 2 ⋯ Class 퐾
Actual
Class 1 푁1,1 푁1,2 ⋯ 푁1,퐾
Class 2 푁2,1 푁2,2 ⋯ 푁2,퐾
⋮ ⋮ ⋮ ⋱ ⋮
Class 퐾 푁퐾,1 푁퐾,1 ⋯ 푁퐾,퐾
Existing Methods. We compare the proposed method
(CCE) with the following techniques: (i) empirical risk min-
imization (ERM): we train models with only standard soft-
max cross entropy; (ii) complement objective training (COT):
there are two optimizers for training: one for softmax cross
entropy and the other one for softmax complement entropy
[8]; (iii) focal loss (FL): it uses sigmoid cross entropy with
a modulating factor to concentrate on hard samples [24].
Training Details. We train each convolutional neural
networks (CNNs) with mini-batch size 128, stochastic gra-
dient descent (SGD) optimizer, where momentum of weight
is 0.9 and weight decay is 5e-4. We set the maximum num-
ber of training epochs to 200 for CIFAR and to 100 for Road
Marking. TheCNNs used for our experiments are as follows:
ResNet, MobileNet, SqueezeNet, ResNeXt, and EfficientNet
[13, 16, 15, 41, 37]. The learning rate is initially set to 1e-1,
and dropped by a factor of 0.5 at 60, 120, and 160 epochs in
the same manner of [27]. We also take the linear learning
rate warm-up strategy [14] in the first 5 epochs. Hyperpa-
rameter, 훾 should be tuned for CCE: we set 훾 to -1 over all
experiments.
3.3. Evaluation Metric
In order to evaluate the image classification performance,
we use the balanced accuracy (푏퐴퐶퐶) [4]. Since 푏퐴퐶퐶 is
calculated as mean of correctly classified samples per each
class, it avoids performance evaluation from being biased
by majority classes on imbalanced datasets. In Table 2,푁푖,푖(1 ≤ 푖 ≤ 퐾) is the number of samples correctly classified as
class 푖; while푁푖,푗 (1 ≤ 푗 ≤ 퐾 , 푖 ≠ 푗) is the number of sam-ples incorrectly identified as class 푗. We can define 푟푒푐푎푙푙푖as Eq. (6):
푟푒푐푎푙푙푖 =
푁푖,푖∑퐾
푗=1푁푖,푗
. (6)
The formulation of 푏퐴퐶퐶 then can be defined as Eq. (7):
푏퐴퐶퐶 = 1
퐾
퐾∑
푖=1
푟푒푐푎푙푙푖. (7)
3.4. Experimental Results on CIFAR
This subsection presents the classification experimental
results of the proposed loss on variants of CIFAR. First of
all, we conduct experiments of the proposed loss, CCE on
the original version of CIFAR to demonstrate the effective-
ness on the class-balanced dataset as well as the imbalanced
Y. Kim et al.: Preprint submitted to Elsevier Page 4 of 8
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Figure 5: Confusion matrices of classification results on CIFAR-LT-10 and 100 (we use
ResNet-34 as a backbone). We first remark that ‘cat,’ ‘dog,’ and ‘bird’ are extremely
minority classes in CIFAR-LT-10 ( 푁1
푁퐾
=10). It can be seen that each accuracy value of
diagonal term in matrix (a) becomes increased in the same positions of matrix (b). It
means that our loss helps samples on each minority class to be learned better by the
models. Also, almost all diagonal components in matrix (b) and (d) are evenly darker than
diagonal ones in matrix (a) and (c), respectively. It indicates that CCE evenly improves
the class-wise accuracy of prediction.
one. We then perform experiments of ours on imbalanced
variants of CIFAR. As demonstrated in Table 3, CCE im-
proves the prediction accuracy of each model for balanced
CIFAR. We also observe that the performance is improved
by just replacing ERM to COT, which is our motivation in
this work. As shown in Table 4, 5, and Figure 5, our loss
also outperforms the other methods in all experiments for
imbalanced CIFAR.
3.5. Experimental Results on Road Marking
This subsection shows the classification experimental re-
sults of our method on Road Marking. As shown in Table
6, 7, the proposed loss also shows powerful results on Road
Marking. Especially in ResNet-101, our loss achieves signif-
icant performance improvement of 11.02% in terms of accu-
racy, compared to the ERM. Note that CCE also encourages
the model converges faster than other methods such as ERM
in terms of error ratio, as indicated in Figure 6.
Table 3
Classification test accuracy (%) on CIFAR-10 and 100. Note
that CCE is an useful loss for balanced as well as imbalanced
class distributions.
CIFAR-10 CIFAR-100
ERM COT CCE ERM COT CCE
ResNet-18 93.86 93.92 94.19 75.85 76.68 76.89
ResNet-34 94.47 94.63 94.80 76.18 76.88 77.19
ResNet-50 94.35 94.50 94.54 76.48 77.14 77.22
ResNeXt-50 87.20 87.76 87.62 62.78 63.32 64.10
SqueezeNet 91.05 91.18 91.23 69.86 69.89 69.92
MobileNet 82.76 82.84 82.91 50.33 51.73 52.85
3.6. Weakness Analysis
This subsection contains an error study on imbalanced
variants of CIFAR. For these datasets, the proposed CCE
almost enhances the classification performance in terms of
prediction accuracy, compared to the other approaches. How-
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Table 4
Classification test accuracy (%) on imbalanced variants of
CIFAR-10 with ResNet-34.
CIFAR-10
Long-tailed Step
Imbalance Ratio ( 푁1푁퐾
) 10 100 10 100
ERM 68.80 87.21 65.17 85.24
FL 67.54 86.16 65.21 84.52
COT 71.28 88.02 65.38 85.40
CCE 71.98 88.37 66.69 86.73
Table 5
Classification test accuracy (%) on imbalanced variants of
CIFAR-100 with ResNet-34.
CIFAR-100
Long-tailed Step
Imbalance Ratio ( 푁1푁퐾
) 10 100 10 100
ERM 43.49 62.35 40.77 60.17
FL 43.68 63.10 40.85 60.94
COT 43.94 62.59 40.74 60.42
CCE 44.21 63.12 40.85 61.02
Table 6
Classification test accuracy (%) on Road Marking.
Model ERM COT CCE
ResNet-50 98.78 98.78 99.18
ResNet-101 88.16 98.78 99.18
SqueezeNet 94.69 96.53 96.53
EfficientNet_b0 98.78 98.78 99.80
EfficientNet_b1 99.18 99.18 99.39
EfficientNet_b7 99.59 99.80 99.80
Figure 6: Test error (%) of ResNet-101 on Road Marking. It
can be seen that ResNet-101 with CCE converges much faster
than one with ERM in terms of error rate.
ever, there still exist incorrectly classified samples on the
CIFAR, despite adopting our loss function (see Figure 7).
Although case (a) in Figure 7 is hard to solve due to insuf-
ficient samples, we argue that case (b) should be dealt with
in further studies. In the future work, we will address this
problem with a concept of class hierarchies.
Table 7
Comparison on classification test accuracy (%) of our method
with other state-of-the-art methods on Road Marking.
Method
Lee et al. (AlexNet + ERM) [23] 94.70
Lee et al. (GAN + Augmentation) [23] 98.80
Bailo et al. (PCANet + Logistic Regression) [2] 98.90
Balio et al. (PCANet + SVM) [2] 99.10
Ahmad et al. (LeNet96 CP2) [1] 99.05
Ours with Best 99.80
① ො𝑦: frog
(𝐺𝑇: automobile)
② ො𝑦: horse
(𝐺𝑇: airplane)
③ ො𝑦: airplane
(𝐺𝑇: deer)
(a) Cause of failures: Insufficient training samples on 
minor classes. 
For example, ‘automobile,’ ‘horse,’ and ‘deer’ are minor classes; while 
‘frog’ and ‘airplane’ are relatively major classes in CIFAR-LT-10.
④ ො𝑦: truck
(𝐺𝑇: automobile)
⑤ ො𝑦: horse
(𝐺𝑇: deer)
⑥ ො𝑦: bird
(𝐺𝑇: dog)
(b) Cause of failures: Visual similarity between ො𝑦 and 𝐺𝑇. 
For example, ⑤ looks like a horse in the field eating grass. 
Also, ⑥ seems like a chicken rather than a dog.
Figure 7: Error study on imbalanced variants of CIFAR. Let 푦̂
and 퐺푇 denote, respectively, predicted class and ground truth
class. Each image represents a sample misclassified by the best
models, despite adopting the proposed loss.
4. Conclusion
In this work, we proposed a novel loss function, named
complement cross entropy (CCE) for imbalanced classifica-
tion. We have proved that suppressing probabilities on incor-
rect classes helps the deep learning models to learn discrim-
inative information. Especially with the proposed method,
samples onminority classes are able to get better training op-
portunities by neutralizing highest softmax scores on wrong
classes. It also prevents overfitting to samples on major-
ity classes or performance degradation in class-imbalanced
datasets. The proposed loss has shown powerful results on
various image classification tasks. In the future work, we
would like to extend this study in two parts: (i) adopting
the concept of class hierarchies for further improvements;
(ii) additional experiments in natural language processing
(NLP) tasks such as neural machine translation (NMT) and
sentiment classification.
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