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Abstract
The paper studies unbounded reﬂexive *-derivations  of C*-algebras of bounded operators
on Hilbert spaces H whose domains D() are weekly dense in B(H and contain compact
operators. It describes a one-to-one correspondence between these derivations and pairs S,L,
where S are symmetric densely operators on H and L are J-orthogonal -reﬂexive lattices of
subspaces in the deﬁciency spaces of S. The domains D() of these *-derivations are associated
with some non-selfadjoint reﬂexive algebras A of bounded operators on H ⊕ H . The paper
analyzes the structure of the lattices of invariant subspaces of A and of the normalizers of
A-the largest Lie subalgebras of B(H ⊕ H) such that A are their Lie ideals.
© 2005 Elsevier Inc. All rights reserved.
MSC: 46L57; 47L10
Keywords: Unbounded *-derivations; Non-selfadjoint reﬂexive algebras; Lattices of invariant subspaces
1. Introduction and preliminaries
Let B(H) be the algebra of all bounded operators on a Hilbert space H . The
ﬁrst aim of this paper is to investigate the structure of unbounded reﬂexive transitive
*-derivations  on B(H). The domains of these derivations are naturally associated with
some non-self-adjoint reﬂexive operator algebras A of bounded operators on H ⊕H .
Our second aim is to study the lattices of invariant subspaces of these algebras and
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their normalizers—the Lie algebras of operators in B(H ⊕ H) that generate bounded
derivations on A.
Let A be a subalgebra of B(H). Denote by LatA the lattice of all closed invari-
ant subspaces of A. For a set L of subspaces of H, denote by AlgL the algebra
of all operators in B(H) which leave all subspaces in L invariant. It is reﬂexive if
L = LatAlgL. An algebra A is reﬂexive if A = AlgLatA; it is transitive if LatA =
{{0}, H } (see [RR]).
The normalizer NorA of A is the Lie subalgebra of B(H) deﬁned by the formula
NorA = {B ∈ B(H): [B,A] ∈ A, for all A ∈ A},
where [B,A] = BA − AB is the commutator of A and B. It always contains
A+A′ where A′ is the commutant of A. Although in many important cases (such as
W*- and CSL-algebras) Nor(A) = A + A0, often it is much larger than A + A′ (see
[K1,K2]). Usually, when studying CSL-algebras, one considers the pairs (A, LatA)
in the same way as one considers the pairs (A,A′) when studying W*-algebras. It
has been suggested in [K1] that in the general case it would be more useful to con-
sider the triplets (A,LatA,NorA). As well as the obvious connection between A and
NorA, there is a close link between LatA and NorA: each B ∈ NorA generates a
one-parameter group of homomorphisms of LatA: L → exp(tB)L. The knowledge of
the structure of NorA enables us to obtain a clear description of LatA. This can be
done by establishing the structure of the orbits in LatA with respect to NorA.
A map  from a subalgebra D() of B(H) into B(H) is called a derivation if
(AB) = A(B) + (A)B for all A,B ∈ D(). (1.1)
The subalgebra D() is called the domain of . A derivation  is bounded (respectively,
closed) if the map D()  A → (A) ∈ B(H) is bounded (respectively, closed) in the
operator norm. We call a derivation  transitive, if D() is a transitive algebra; we call
it reﬂexive, if
A =
{
Â =
(
A (A)
0 A
)
: A ∈ D()
}
(1.2)
is a reﬂexive operator algebra on H ⊕ H . It is called a *-derivation if
A ∈ D() implies A∗ ∈ D() and (A∗) = (A)∗. (1.3)
An operator F on H with domain D(F) implements a derivation  if, for each
A ∈ D(),
AD(F) ⊆ D(F) and (A)|D(F) = [F,A] = FA − AF. (1.4)
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We denote by Imp() the set of all closed operators implementing . If  is an un-
bounded derivation, then either Imp() = ∅ or Imp() consists of unbounded operators.
For a bounded , Imp() may contain unbounded operators.
Denote by F the set of all closed densely deﬁned operators on H . Each operator F
in F with domain D(F) deﬁnes a derivation F with domain
D(F ) = {A ∈ B(H): AD(F) ⊆ D(F), [F,A] = FA − AF is bounded on D(F)}
by the formula
F (A) = Closure[F,A], for all A ∈ D(F ). (1.5)
Much work has been done on the theory of closed derivations (see [S,KS] and the
bibliography there). In this paper we study an important subclass of closed derivations—
reﬂexive transitive derivations. They are “extreme” points in the set of all transitive
derivations : Imp() 	= ∅ if and only if  is reﬂexive or extends to a reﬂexive derivation
(Proposition 2.4). It follows from Theorem 4.2 of [K1] that all derivations F , for F ∈
F , are reﬂexive and transitive. They are “building blocks” for all reﬂexive transitive
derivations: a transitive derivation is reﬂexive if and only if it is the intersection of the
derivations F , for F spanning some subset of F (see Section 2).
Let D() be the norm closure of D() and let C(H) be the ideal of all compact
operators in B(H). We denote by Dc the set of all reﬂexive derivations  such that
C(H) ⊆ D(). They are all transitive. It follows from Theorem 2.0 of [KLoS] that
Imp() 	= ∅ for each  ∈ Dc (for *-derivations, this was proved earlier by Bratteli and
Robinson in [BR]). Each derivation F , F ∈ F , belongs to Dc and, by Theorem 4.2
of [K1],
Imp(F ) = {F + t1 : t ∈ C}. (1.6)
A derivation F is bounded if and only if F is bounded. Every bounded derivation 
in Dc has the form  = F for some bounded F (Proposition 2.11).
In Section 2 we characterize derivations from the class Dc: a derivation  belongs
to Dc if and only if it has a minimal implementation R, a maximal implementation T
and  = ∩F∈S F , for some subset S of the set {F ∈ F : R ⊆ F ⊆ T }.
An operator S is symmetric if D(S) ⊆ D(S∗) and S = S∗|D(S), where S∗ denotes
the adjoint of S. It is self-adjoint if S∗ = S. We denote by Fsym the subset of F
of all symmetric operators and by D∗c the subclass of Dc of all reﬂexive transitive
*-derivations. For S ∈ Fsym, we denote by D∗(S) the class of all *-derivations in D∗c
with minimal implementation iS.
In Sections 3 and 4 we describe the structure of D∗c . We show that, for each  ∈ D∗c ,
there is S ∈ Fsym such that iS is a minimal implementation of  and iS∗ is a maximal
implementation of . Thus D∗c is the union of all classes D∗(S), S ∈ Fsym. The classes
D∗(S) and D∗(T ) coincide if T = S + t1 for some t ∈ R, and are disjoint otherwise.
The derivation iS = iS ∩ iS∗ is the maximal element in the class D∗(S) and the
derivation F(S) = ∩F∈F(S) F is the minimal element in D∗(S), where F(S) =
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{F ∈ F : iS ⊆ F ⊆ iS∗}. In particular, if S is self-adjoint, then the class D∗(S)
consists of only one derivation iS .
To analyze the structure of the classes D∗(S), we use the approach developed by
Jorgensen and Muhly [JM], Powers [P] and Kissin [K3]. We consider the deﬁciency
space NS of S as a Krein space with respect to some indeﬁnite scalar product 〈., .〉.
It was proved in [K3] that there is a representation  of the domain D(iS) of the
*-derivation iS into NS symmetric with respect to 〈., .〉. In Theorem 4.2 we show
that there is a one-to-one correspondence between J-orthogonal (“orthogonal” with
respect to 〈., .〉) -reﬂexive lattices of subspaces of NS and *-derivations from the
class D∗(S). Thus each reﬂexive *-derivation  in D∗c is uniquely determined by its
minimal implementation iS, S ∈ Fsym (S is identiﬁed with all operators S + t1 for
t ∈ R), and by a J-orthogonal -reﬂexive lattice L of subspaces of NS :  = (S,L).
All bounded derivations in D∗c has form  = iS for S ∈ Fsym ∩ B(H).
In Section 5 we turn to the study of the lattices LatA of invariant subspaces of the
algebras A,  ∈ D∗c , in H ⊕H (see (1.2)) and their normalizers Lie algebras NorA.
Each lattice LatA is naturally stratiﬁed into “spheres”—the sets isomorphic to the
complex sphere. We describe the isomorphism between the set of all these “spheres”
and the lattice L of subspaces of NS , where  = (S,L).
All algebras A have the same two-dimensional commutant A′ = C1H⊕H + CE
where E =
(
0 1
0 0
)
. In Section 5 we describe the structure of the normalizers NorA
and ﬁnd conditions for NorA to coincide with A +A′. We investigate the action of
operators from NorA on LatA and show that the operators E preserve all “spheres”
in LatA acting on each of them as shifts. The operators from NorA, not lying in
A +A′, act on the set of all “spheres” in LatA.
The description of the class D∗(S) of all *-derivations with minimal implementation
iS and the description of LatA and NorA, for  ∈ D∗(S), becomes much clearer
when S is a -decomposable symmetric operator. In this case NS has a deﬁnite scalar
product that turns NS into a Hilbert space and  into a *-representation. In Section
6 we establish that there is a one-to-one correspondence B → (B) between all W*-
algebras B of operators on NS , satisfying B = B ∩ (D(iS))w, and derivations in
D∗(S). The lattice LatA(B) consists of “spheres” which correspond to all projections
in the commutant B′. We also show that NorA(B) = A(B) + A′(B) if and only if
B ∩ (D(iS)) = (B + B′) ∩ (D(iS)).
If dimNS < ∞ then there is a one-to-one correspondence between derivations in
D∗(S) and all unital *-subalgebras of (D(iS)). The algebras (D(iS)) have been
described for maximal symmetric operators and for some other types of symmetric
operators (see [K4,K5] and Section 6). This makes it possible to describe the structure
of the corresponding classes D∗(S). In Section 6 we consider in detail examples of
symmetric operators S with dimNS2. Even for these operators the structure of the
classes D∗(S) and of the lattices LatA, for  ∈ D∗(S), is rich and varied. Apart
from the simple case when dimNS1, we consider two examples of operators S with
dimNS = 2: a symmetric operator S with both deﬁciency indices equal to 1 and the
maximal symmetric operator with deﬁciency indices 0 and 2. In the ﬁrst case there
are only two derivations in D∗(S): the minimal F(S) and the maximal iS . In the
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second case, apart from F(S) and iS , there is an inﬁnite number of derivations in
D∗(S) all corresponding to one-dimensional subspaces of NS . In both examples, for all
derivations  ∈ D∗(S), we describe the structure of LatA, of NorA and the action
of operators from NorA on LatA.
2. Reﬂexive transitive derivations
Denote by G(F) the graph G(F) = {(Fx, x): x ∈ D(F)} of an operator F in H⊕H .
It is a closed space, if and only if F is closed.
Lemma 2.1. Let  be a transitive derivation. Then
(i) LatA = {{0}, H ⊕ {0}, H ⊕ H,G(F) for all F ∈ Imp()}.
(ii) If  is reﬂexive then Imp() 	= ∅.
(iii) If F ∈ Imp() then F is densely deﬁned, so F ∈ F and F + t1 ∈ Imp() for t ∈ C.
Proof. Parts (i) and (iii) follow from the fact that D() is a transitive algebra. If
Imp() = ∅, then LatA = ({0}, H ⊕ {0}, H ⊕ H } and part (ii) follows from the fact
that
AlgLatA =
{(
A B
0 C
)
: A,B,C ∈ B(H)
}
	= A. 
For any set  of derivations ,  ∈ , deﬁne the derivation  = ∩∈ by the
formula
D()= {A ∈ ∩∈D(): (A) coincide for all  ∈ },
(A)= (A), for A ∈ D() and any  ∈ . (2.1)
In particular, for any subset S of the set F of all closed densely deﬁned operators on
H , set
S = ∩
F∈S
F , so Imp() = ∩
F∈Imp()
F . (2.2)
Lemma 2.2. (i) If all derivations ,  ∈ , are reﬂexive then the derivation  is
reﬂexive.
(ii) For any S ⊆ F , the derivation S in (2.2) is reﬂexive and S ⊆ Imp(S).
Proof. Since A = ∩A and all A are reﬂexive, the algebra A is reﬂexive. This
proves (i).
It follows from Theorem 4.2 of [K1] that all derivations F are reﬂexive. Hence
part (ii) follows from (i) and (2.1). 
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A derivation  extends a derivation  (we write   ), if
D() ⊆ D() and |D() = .
In this case
Imp() ⊆ Imp(). (2.3)
Let  be a transitive derivation and Imp() 	= ∅. For each F ∈ Imp(),   F . Hence
  Imp(). By (2.3) and Lemma 2.2(ii),
Imp() ⊆ Imp(Imp()) ⊆ Imp().
Thus
Imp() = Imp(Imp()). (2.4)
Proposition 2.3. (i) A transitive derivation  is reﬂexive if and only if Imp() 	= ∅ and
 = Imp().
(ii) Let  and  be transitive reﬂexive derivations. Then    if and only if
Imp() ⊆ Imp(). In particular,  =  if and only if Imp() = Imp().
Proof. Part “if” in (i) follows from Lemma 2.2(ii). Let  be reﬂexive. By Lemma
2.1(ii), Imp() 	= ∅. It follows from (2.4) and Lemma 2.1(i) that LatA = LatAImp() .
Since  and Imp() are reﬂexive,
A = AlgLatA = AlgLatAImp() = AImp() .
Hence  = Imp(). Part (i) is proved.
Part “only if” in (ii) follows from (2.3). If Imp() ⊆ Imp() then, by (2.1), Imp() 
Imp(). By (i),   . 
An extension  of  is called essential if Imp() = Imp().
Proposition 2.4. Let  be a transitive derivation. The following are equivalent:
(i) Imp() 	= ∅;
(ii)  has a reﬂexive extension;
(iii)  has a reﬂexive essential extension.
The reﬂexive essential extension of  is unique and coincides with Imp(). It is the
minimal reﬂexive extension of .
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Proof. (iii) ⇒ (ii) is evident and (ii) ⇒ (i) follows from (2.3) and from Lemma 2.1(ii).
(i) ⇒ (iii). It follows from (2.4) and Proposition 2.3(i) that Imp() is a reﬂexive
essential extension of .
The fact that each derivation has a unique reﬂexive essential extension follows from
Proposition 2.3(ii). If  is a reﬂexive extension of  then, by (2.3), Imp() ⊆ Imp() =
Imp(Imp()). By Proposition 2.3(ii), Imp()  . 
An operator R in Imp() is called a minimal implementation of  if, for each F ∈
Imp(), there is t ∈ C such that R + t1 ⊆ F , that is,
D(R) ⊆ D(F) and F |D(R) = R + t1.
Clearly, all operators R+t1, for t ∈ C, are minimal implementations of . An operator T
in Imp() is called a maximal implementation of  if, for each F ∈ Imp(), F ⊆ T +t1
for some t ∈ C. All operators T + t1, for t ∈ C, are maximal implementations of . If
 has minimal and maximal implementations R and T, respectively, they can be chosen
so that R ⊆ T .
For x, y ∈ H , denote by y ⊗ x the rank one operator on H:
(y ⊗ x)z = (z, y)x for z ∈ H.
Let F ∗ be the adjoint of an operator F . If x ∈ D(F) and y ∈ D(F ∗) then
F(y ⊗ x) = y ⊗ Fx and (y ⊗ x)F = F ∗y ⊗ x.
Recall that we denote by Dc the set of all reﬂexive derivations  such that C(H) ⊆
D().
Theorem 2.5. Let  be a reﬂexive transitive derivation. The following conditions are
equivalent:
(i) the norm closure D() of D() has a non-zero compact operator;
(ii)  has a minimal and a maximal implementation;
(iii) D() contains a transitive algebra of ﬁnite rank operators;
(iv)  ∈ Dc.
Proof. (iv) ⇒ (i) and (iii) ⇒ (i) are evident. (i) ⇔ (ii) follows from Theorems 2.0
and 3.2 of [KLoS]. Thus we only need to prove (ii) ⇒ (iii) and (ii) ⇒ (iv). Let R be
a minimal and T be a maximal implementation of  and let R ⊆ T . For y ∈ D(T ∗)
and x ∈ D(R), set
A = R(y ⊗ x) − (y ⊗ x)T ∈ B(H) and B =
(
y ⊗ x A
0 y ⊗ x
)
∈ B(H ⊕ H).
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For each F ∈ Imp(), we have R + t1 ⊆ F ⊆ T + t1 for some t ∈ C. For z ∈ D(F),
set  = (z, y). Since A = (R + t1)(y ⊗ x) − (y ⊗ x)(T + t1), we have
(y ⊗ x)Fz + Az= (Fz, y)x + (R + t1)(y ⊗ x)z − (y ⊗ x)(T + t1)z
= (Fz, y)x + (R + t1)x − ((T + t1)z, y)x
= (Fz, y)x + (R + t1)x − (Fz, y)x = (R + t1)x.
From this it follows that BG(F) ⊆ G(R + t1) ⊆ G(F) because, for z ∈ D(F),
B
(
Fz
z
)
=
(
(y ⊗ x)Fz + Az
(z, y)x
)
=
(
(R + t1)x
x
)
∈ G(R + t1).
From this and from Lemma 2.1(i) we have that the operator B preserves all subspaces
in LatA. Since  is reﬂexive, B ∈ A. Hence y ⊗ x ∈ D().
Since  is transitive, by Lemma 2.1(iii), D(R) is dense in H. Since T is a closed
operator, D(T ∗) is dense in H . Hence the algebra of all ﬁnite linear combinations of
operators y ⊗ x, x ∈ D(R) and y ∈ D(T ∗) is transitive on H and C(H) ⊆ D(). Thus
(ii) ⇒ (iii) and (ii) ⇒ (iv) are proved. 
Proposition 2.4, Theorem 2.5 and (2.4) yield
Corollary 2.6. A transitive derivation  has a minimal and a maximal implementation
if and only if the reﬂexive essential extension Imp() of  belongs to Dc.
Deﬁne the adjoint derivation ∗ of a derivation  by the formula
D(∗) = D()∗ and ∗(A) = (A∗)∗ for A ∈ D(∗). (2.5)
Lemma 2.7. (i) Let  be a reﬂexive transitive derivation. Then ∗ is a reﬂexive
transitive derivation and Imp(∗) = {−F ∗ : F ∈ Imp()}.
(ii) ∗F = −F ∗ for any F ∈ F .
Proof. It is easy to check that ∗ satisﬁes (1.1), so ∗ is a derivation. Since
LatD(∗) = LatD()∗ = {L ⊆ H : L⊥ ∈ LatD()},
the algebra D(∗) is transitive, so ∗ is a transitive derivation. Consider the symmetry
operator J =
(
0 1
1 0
)
on H ⊕ H . Then
A∗ =
{(
A ∗(A)
0 A
)
: A ∈ D(∗)
}
=
{
J
(
A∗ (A∗)
0 A∗
)∗
J : A∗ ∈ D()
}
= JA∗J.
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Since A is a reﬂexive algebra, A∗ is reﬂexive. Hence A∗ is also a reﬂexive algebra.
Thus ∗ is a reﬂexive transitive derivation.
We have
LatA∗ = {JM : M ∈ LatA∗} = {JL⊥ : L ∈ LatA}.
If L = G(F) is a graph of an operator F from F then JL⊥ = G(−F ∗). Part (i)
follows from this and from Lemma 2.1(i).
By (i) and (1.6), Imp(∗F ) = {−F ∗ + t1: t ∈ C}. Hence, by Proposition 2.3(ii),
∗F = −F ∗ . 
Proposition 2.8. Let  be a reﬂexive transitive derivation and let R, T ∈ Imp(). The
following conditions are equivalent:
(i) R and T are, respectively, a minimal and a maximal implementations of .
(ii) The set of all rank one operators in D() consists of all y ⊗ x, x ∈ D(R) and
y ∈ D(T ∗).
Proof. (i) ⇒ (ii). It was proved in Theorem 2.5 that y ⊗ x ∈ D() for x ∈ D(R) and
y ∈ D(T ∗). Let y ⊗ x ∈ D(). By (1.4), (y ⊗ x)z = (z, y)x ∈ D(R) for z ∈ D(R).
Since D(R) is dense in H , x ∈ D(R). Since T implements , we have for z ∈ D(T ),
(T z, y)x = (y ⊗ x)T z = T (y ⊗ x)z − (y ⊗ x)z = (z, y)T x − (y ⊗ x)z.
Since the operator (y⊗x) is bounded, the functional z → (T z, y) on D(T ) is bounded.
Thus y ∈ D(T ∗).
(ii) ⇒ (i). Let y ⊗ x ∈ D() and F ∈ Imp(). By (1.4), (y ⊗ x)z = (z, y)x ∈ D(F)
for z ∈ D(F). Hence x ∈ D(F), so D(R) ⊆ D(F). Therefore, since F and R implement
, we have for A ∈ D(),
(A)|D(R) = RA − AR = (FA − AF)|D(R).
Then (F − R)A|D(R) = A(F − R)|D(R). Substituting y ⊗ x ∈ D() for A, we have
(z, y)(F − R)x = ((F − R)z, y)x, for all z ∈ D(R). Since D(R) is dense in H ,
F −R = t1|D(R) for some t ∈ C. Thus R+ t1 ⊆ F , so R is a minimal implementation
of .
Consider the derivation ∗. The set of all rank one operators in D(∗) consists of
(y⊗x)∗ = x⊗y, x ∈ D(R) and y ∈ D(T ∗). By Lemma 2.7(i), −T ∗ ∈ Imp(∗) and we
obtain, as above, that −T ∗ is a minimal implementation of ∗. Since −F ∗ ∈ Imp(∗),
there is s ∈ C such that −T ∗ + s1 ⊆ −F ∗. Hence F ⊆ T − s1. Thus T is a maximal
implementation of . 
Example 2.9. Every operator F in F is a minimal and a maximal implementation of
the derivation F . The set of all rank one operators in D(F ) consists of all y ⊗ x,
for x ∈ D(F) and y ∈ D(F ∗).
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For R, T ∈ F with R ⊆ T , set
F(R, T ) = {F ∈ F : R ⊆ F ⊆ T }.
We call a subset S of F(R, T ) an endsubset if R, T ∈ S.
If R is a minimal and T is a maximal implementation of a derivation , then Imp()∩
F(R, T ) is an endsubset of F(R, T ) and
Imp() = {F + t1 : F ∈ Imp() ∩ F(R, T ) and t ∈ C}. (2.6)
Since F+t1 = F , we have from Proposition 2.3(i) that  is reﬂexive if and only if
 = Imp() = Imp()∩F(R,T ). (2.7)
Theorem 2.10. (i) For each endsubset S of F(R, T ), the derivation S belongs to
Dc, R is a minimal and T is a maximal implementation of S.
(ii) For  ∈ Dc, let R be a minimal and T be a maximal implementation of . Then
Imp() ∩ F(R, T ) = {F ∈ F(R, T ) : AD(F) ⊆ D(F) for all A ∈ D()}. (2.8)
Proof. By Lemma 2.2(ii), S is reﬂexive and S ⊆ Imp(S). For each F ∈ S, R ⊆
F ⊆ T , so that T ∗ ⊆ F ∗ ⊆ R∗. Hence, by Example 2.9, all y ⊗ x, x ∈ D(R) and
y ∈ D(T ∗), belong to D(F ). Therefore y ⊗ x ∈ D(S), since
F (y ⊗ x) = [F, y ⊗ x] = y ⊗ Fx − (F ∗y) ⊗ x = y ⊗ Rx − (R∗y) ⊗ x = R(y ⊗ x).
Since D(R) and D(T ∗) are dense in H , D(S) is a transitive algebra. Hence S is a
transitive derivation.
If y ⊗ x ∈ D(S) then y ⊗ x ∈ D(R) ∩ D(T ). It follows from Example 2.9 that
x ∈ D(R) and y ∈ D(T ∗). Thus the set of all rank one operators in D(S) consists
of all y ⊗ x, x ∈ D(R) and y ∈ D(T ∗). By Proposition 2.8, R is a minimal and T is
a maximal implementation of S. By Theorem 2.5, S ∈ Dc. Part (i) is proved.
Set
M = {F ∈ F(R, T ) : AD(F) ⊆ D(F) for all A ∈ D()}.
Clearly, Imp() ∩ F(R, T ) ⊆ M . Let F ∈ M . Then T |D(F) = F , so for A ∈ D(),
(A)|D(F) = (T A − AT )|D(F) = (FA − AF)|D(F).
Hence F ∈ Imp() ∩ F(R, T ). This implies Imp() ∩ F(R, T ) = M . 
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Let  be a bounded reﬂexive transitive derivation. The algebra D() is a Banach
subalgebra of B(H). Denote by D()w its closure in the weak operator topology. If the
transitive algebra problem has an afﬁrmative answer then D()w = B(H) (see [RR]).
We consider now some conditions that guarantee that  has form  = R for some
R ∈ B(H).
Proposition 2.11. Let  be a bounded reﬂexive transitive derivation.
(i) If Imp() contains a bounded operator R and D()w = B(H), then  = R .
(ii) If  ∈ Dc then there exists R ∈ B(H) such that  = R .
(iii) If  is a ∗-derivation that maps D() into itself, then there exists S = S∗ ∈ B(H)
such that  = iS .
Proof. Let F ∈ Imp(). Since R is bounded, the operator F − R is closed. Clearly,
F−R commutes with all operators from D(). Therefore, it commutes with all operators
from D()w = B(H). Hence F is bounded and F − R = t1 for some t ∈ C. Thus
Imp() = {R + t1 : t ∈ C}. Since R+t1 = R , it follows from Proposition 2.3(i) that
 = R . Part (i) is proved.
Let  ∈ Dc. By Theorem 2.5,  has a minimal R and a maximal T implementation,
R ⊆ T . By Proposition 2.8, the set of all rank one operators in D() consists of all
y ⊗ x, x ∈ D(R) and y ∈ D(T ∗). Fix y with ‖y‖ = 1. Since  is bounded, there is
C > 0 such that
‖(y ⊗ x)‖ = ‖[R, y ⊗ x]‖ = ‖y ⊗ Rx − R∗y ⊗ x‖C‖y ⊗ x‖ = C‖y‖‖x‖.
Then
‖Rx‖ = ‖y ⊗ Rx‖‖y ⊗ Rx − R∗y ⊗ x‖ + ‖R∗y ⊗ x‖C‖x‖ + ‖R∗y‖‖x‖.
Hence R is bounded on D(R). Since R is closed and densely deﬁned, D(R) = H .
Therefore T = R and Imp() = {R + t1 : t ∈ C}. Hence  = R and (ii) is proved.
If  is a *-derivation then D() is a C*-algebra, so D()w is a transitive W*-algebra.
Hence D()w = B(H). If  maps D() in itself, it follows from Corollary 4.1.7 of [S1]
that Imp() contains a bounded operator R. Since  is a *-derivation, we have from
Lemma 3.1 that -R∗ ∈ Imp(). Hence iS = 12 (R − R∗) ∈ Imp() and S is self-adjoint.
By (i),  = iS . 
Problem 2.12. Let  be a bounded reﬂexive transitive derivation. Does there always
exist R ∈ B(H) such that  = R?
Remark 2.13. Many results of this section are valid in the case when H is a Banach
space.
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3. Reﬂexive transitive *-derivations
In this section we will obtain some reﬁnements of the results of Section 2 for reﬂexive
transitive *-derivations. Recall that we denote by Fsym the set of all symmetric closed
operators.
It follows from (1.3) and (2.5) that  is a *-derivation if and only if
∗ = .
Lemma 3.1. Let  be a reﬂexive transitive ∗-derivation.
(i) If F ∈ Imp() then −F ∗ ∈ Imp().
(ii) If  has a minimal implementation then there is S ∈ Fsym such that iS is a minimal
implementation and iS∗ is a maximal implementation of .
(iii) Let S ∈ Fsym and iS ∈ Imp(). The operator iS is a minimal implementation of 
if and only if the set of all rank one operators in D() consists of all y ⊗ x, for
x, y ∈ D(S).
Proof. Part (i) follows from Lemma 2.7(i). If R is a minimal implementation of  then,
by (i), R + t1 ⊆ −R∗ for some t ∈ C. Hence D(R) ⊆ D(R∗) and t is real, since for
x ∈ D(R),
(Rx, x) + (Rx, x) = (Rx, x) + (x, Rx) = ((R + R∗)x, x) = −t (x, x).
Then the operator S = −i(R + t21) is symmetric, iS is a minimal and iS∗ is a
maximal implementation of . Part (ii) is proved. Part (iii) follows from (ii) and
Proposition 2.8. 
For S ∈ Fsym, set
F(S) = F(iS, iS∗) = {F ∈ F : iS ⊆ F ⊆ iS∗}.
We say that a subset S of F(S) is a *-endsubset, if
(1) iS ∈ S and
(2) F ∈ S implies − F ∗ ∈ S.
If  is a reﬂexive transitive *-derivation and iS, for S ∈ Fsym, is a minimal implemen-
tation of , then it follows from Lemma 3.1 that Imp() ∩ F(S) is a *-endsubset of
F(S).
Recall that D∗c denotes the subclass of Dc of all reﬂexive transitive *-derivations 
such that C(H) ⊆ D(). Using Lemma 3.1 and Theorems 2.5 and 2.10, we have
Corollary 3.2. Let  be a reﬂexive transitive ∗-derivation. The following conditions are
equivalent:
(i) D() has a non-zero compact operator;
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(ii)  has a minimal implementation iS with S ∈ Fsym;
(iii) D() contains a transitive algebra of ﬁnite rank operators;
(iv)  ∈ D∗c ;
(v) there is S ∈ Fsym such that Imp() ∩ F(S) is a ∗-endsubset of F(S) and
 = Imp()∩F(S).
By Lemma 2.7, ∗iS = −(iS)∗ = iS∗ for S ∈ Fsym. Set
iS = iS ∩ ∗iS = iS ∩ iS∗ = {iS,iS∗}. (3.1)
Lemma 3.3. (i) For each reﬂexive transitive derivation ,  ∩ ∗ is a reﬂexive
∗
-derivation.
(ii) If ,  ∈ , are ∗-derivations then  = ∩∈ is a ∗-derivation.
(iii) For S ∈ Fsym, the derivation iS belongs to D∗c , the operators iS and iS∗ are,
respectively, a minimal and a maximal implementations of iS and
D(iS)= {A ∈ D(iS) : A∗D(S) ⊆ D(S)}
= {A ∈ B(H) : AD(S) ⊆ D(S), A∗D(S) ⊆ D(S),
[S,A] is bounded on D(S)}.
Proof. Set d =  ∩ ∗. By Lemma 2.2, d is reﬂexive. By (2.1) and (2.5),
D(d) = {A ∈ D() ∩ D()∗ : (A) = (A∗)∗}.
If A ∈ D(d) then A∗ ∈ D() ∩ D()∗ and (A∗) = (A)∗ = ((A∗)∗)∗. Hence
A∗ ∈ D(d) and d(A∗) = (A∗) = (A)∗ = d(A)∗. Thus d is a *-derivation. Part (i) is
proved.
Part (ii) is evident. By (i), iS is a reﬂexive *-derivation. Since {iS, iS∗} is a *-
endsubset of F(S), we have from Theorem 2.10(i) and (3.1) that iS ∈ D∗c and the
operators iS and iS∗ are, respectively, a minimal and a maximal implementations of
iS .
Denote M = {A ∈ D(iS) : A∗D(S) ⊆ D(S)}. Since
D(iS) = {A ∈ D(iS) ∩ D(iS∗): iS(A) = iS∗(A)}
is a *-algebra, A ∈ D(iS) implies A∗ ∈ D(iS), so A∗D(S) ⊆ D(S). Hence D(iS) ⊆
M .
Let A ∈ M . Then A ∈ D(iS) and A∗ ∈ D(∗iS) = D(iS∗). Since A∗D(S) ⊆
D(S) ⊆ D(S∗) and S∗|D(S) = S, we have that
i(SA∗ − A∗S)|D(S) = i(S∗A∗ − A∗S∗)|D(S) = iS∗(A∗)|D(S)
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is a bounded operator. Hence A∗ ∈ D(iS) and iS∗(A∗) = iS(A∗), so A∗ ∈ D(iS).
Since D(iS) is a *-algebra, A ∈ D(iS). Thus D(iS) = M . 
It follows from (1.5), (2.1) and (3.1) that, for A ∈ D(iS),
iS(A)|D(S∗) = iS(A)|D(S∗) = iS∗(A)|D(S∗) = i(S∗A − AS∗)|D(S∗). (3.2)
For S ∈ Fsym, we denote by D∗(S) the class of all *-derivations with minimal
implementation iS. It follows from Theorem 2.10 and Corollary 3.2 that
D∗(S)= { ∈ D∗c : Imp() ∩ F(S) is a *-endsubset of F(S) and  = Imp()∩F(S)},
D∗(S)=D∗(T ), if T = S + t1 for some t ∈ R, and D∗(S) ∩D∗(T ) = ∅ otherwise,
D∗(tS)= {t:  ∈ D∗(S)} for t ∈ R − {0},
D∗c = ∪
S∈Fsym
D∗(S).
Clearly, F(S) is the largest and {iS, iS∗} is the smallest *-endsubsets in F(S) and
Imp(F(S)) = {F + t1 : F ∈ F(S)}.
From this and from Corollary 3.2(v) we obtain that
D∗(S) = { ∈ D∗c : F(S)    iS} and
the map S→ S maps the set of all *-endsubsets of F(S) on D∗(S). (3.3)
We consider now the extension of derivations from the class D∗c .
Proposition 3.4. Let  ∈ D∗(S). A ∗-derivation  extends  if and only if there exists
T ∈ Fsym such that
(1) S ⊆ T ,
(2)  ∈ D∗(T ),
(3) Imp() ∩ F(T ) ⊆ Imp() ∩ F(S).
In particular, if S is self-adjoint then iS has no extension.
Proof. If conditions (1)–(3) hold then, by Corollary 3.2(v),  = Imp()∩F(S) ⊆
Imp()∩F(T ) = .
Conversely, let   . Then D() ⊆ D(). By Corollary 3.2, D() has a transitive
subalgebra of ﬁnite rank operators, so  ∈ D∗c . Hence  ∈ D∗(R) for some R ∈ Fsym.
By (2.3), iR ∈ Imp() ⊆ Imp(). Thus S ⊆ R + t1 for some t ∈ R. Set T = R + t1.
Then conditions (1) and (2) hold and F(T ) ⊆ F(S). Hence (3) also holds. 
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We consider below some conditions for a subset of F to generate a *-derivation
from D∗c .
Proposition 3.5. Let S be a subset of F and let S# = {−F ∗ : F ∈ S}. The reﬂexive
∗
-derivation  = S∪S# belongs to D∗c , if and only if
(1) D = ∩F∈S(D(F ) ∩ D(F ∗)) is a dense subset of H ;
(2) for F ∈ S, there is tF ∈ R such that (F + F ∗)|D = tF 1|D;
(3) for F,R ∈ S, there is F,R ∈ C such that (F − R)|D = F,R1|D .
Proof. If  ∈ D∗c , there is S ∈ Fsym such that  ∈ D∗(S). Then conditions (1)–(3)
hold.
Conversely, let conditions (1)–(3) hold. For each R ∈ S, the operator R˜ = R|D is
closed. Indeed, if D  xn → x and R˜xn converge, it follows from (2) and (3) that, for
all F ∈ S, Fxn and F ∗xn also converge. Since all F,F ∗ are closed, x ∈ D. Since R
is closed, the operator R˜ is closed.
For all A ∈ D(), we have AD ⊆ D and (A)|D = (RA − AR)|D = [R˜, A], so R˜
implements . For x, y ∈ D, the operator x ⊗ y belongs to all D(F ) and D(−F ∗).
By condition (2),
F (x ⊗ y)= x ⊗ Fy − F ∗x ⊗ y = x ⊗ Fy + Fx ⊗ y − tF x ⊗ y
= −x ⊗ F ∗y + Fx ⊗ y = −F ∗(x ⊗ y).
Condition (3) ensures that F (x⊗y) = T (x⊗y) for all F, T in S. Hence x⊗y ∈ D().
Since D is dense in H, D() contains a transitive algebra of ﬁnite rank operators. By
Corollary 3.2 and Lemma 3.3(ii), S∪S# ∈ D∗c . 
Problem 3.6. Let S, T ∈ Fsym and let D(S)∩D(T ) = {0}. By Proposition 3.5, the re-
ﬂexive ∗-derivation  = S ∩T has no minimal implementation. Under what conditions
on S and T:
(i) D() = C1;
(ii)  is transitive?
With each S ∈ Fsym we associate two operator algebras (see Lemma 3.3(iii))
AS =D(iS) = {A ∈ B(H): AD(S) ⊆ D(S), A∗D(S) ⊆ D(S)
and [S,A] is bounded on D(S)},
and
KS = {A ∈ AS : AD(S∗) ⊆ D(S)}. (3.4)
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Theorem 3.7. (i) If S is a ∗-endsubset of F(S) then
D(S) = {A ∈ AS : AD(F) ⊆ D(F) for F ∈ S} (3.5)
and
S = iS |D(S). (3.6)
(ii) D(F(S)) = KS + C1 and KS is a two-sided ∗-ideal of AS .
Proof. Set M = {A ∈ AS : AD(F) ⊆ D(F) for F ∈ S}. Since iS ∈ S,
D(S) = {A ∈ ∩
F∈S
D(F ): F (A) = iS(A) for all F ∈ S}.
If A ∈ D(S) then A ∈ D(iS) and AD(F) ⊆ D(F) for all F ∈ S. Hence D(S) ⊆
M .
Conversely, let A ∈ M . Since F = iS∗|D(F) for F ∈ F(S), it follows from (3.2) that
(FA − AF)|D(F) = i(S∗A − AS∗)|D(F) = iS(A)|D(F)
is a bounded operator. Hence A ∈ D(F ) and F (A) = iS(A), so A ∈ D(S). Thus
M ⊆ D(S). Combining both inclusions, we complete (i).
By (i),
D(F(S)) = {A ∈ AS : AD(F) ⊆ D(F) for all F ∈ F(S)}.
For F ∈ F(S), we have D(S) ⊆ D(F) ⊆ D(S∗), so that AD(F) ⊆ AD(S∗) ⊆ D(S) ⊆
D(F) for A ∈ KS . Hence KS ⊆ D(F(S)).
Let A ∈ D(F(S)). For y ∈ D(S∗)−D(S), set D(y) = D(S)+Cy and Fy = iS∗|D(y).
Using a standard proof, we obtain that Fy is closed. Hence Fy ∈ F(S), so AD(y) ⊆
D(y). Thus Ay = g(y)y+x, where g(y) ∈ C and x ∈ D(S). If dim(D(S∗)/D(S)) = 1
then A ∈ KS + C1.
Let dim(D(S∗)/D(S)) > 1. Taking y, z ∈ D(S∗)−D(S) linearly independent modulo
D(S), we have Az = g(z)z+x1 and A(y+z) = g(y+z)(y+z)+x2 with x1, x2 ∈ D(S).
Using a standard proof, we have g(y) = g(z). From this it follows that A ∈ KS + C1.
Thus D(F(S)) ⊆ KS + C1, so D(F(S)) = KS + C1.
Since each B ∈ AS preserves D(S) and D(S∗), it follows that KS is a two-sided
ideal of AS . Let x, y ∈ D(S∗) and A ∈ KS . Then A∗ ∈ AS and, by (3.2),
(A∗x, S∗y)= (x,AS∗y) = (x, (S∗A + iiS(A))y)
= (x, SAy) − i(iS(A)∗x, y) = ((A∗S∗ − iiS(A)∗)x, y).
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Hence A∗x ∈ D(S∗∗) = D(S). Thus A∗D(S∗) ⊆ D(S), so A∗ ∈ KS and KS is a
*-ideal of AS . 
4. Structure of the classes D∗(S)
If S is self-adjoint, then
F(S) = {iS}, so D∗(S) = {is} and Imp(iS) ∩ F(S) = {iS}. (4.1)
For a symmetric operator S 	= S∗ from Fsym, the map S → S in (3.3) from the set
of all *-endsubsets of F(S) onto D∗(S) is not injective and, therefore, does not give
a full description of D∗(S). In this section, we describe the classes D∗(S) in terms
of lattices of subspaces in the deﬁciency space of S. We also describe the structure of
LatA (see (1.2)) for  ∈ D∗(S).
The deﬁciency spaces of a symmetric operator S
N±(S) = {x ∈ D(S∗) : S∗x = ±ix}
are closed in H ; S is self-adjoint if and only if N+(S) = N−(S) = {0}. The scalar
product
(x, y)S = 12 (x, y) + 12 (S∗x, S∗y), for all x, y ∈ D(S∗),
turns the domain D(S∗) of S∗ into a Hilbert space (see Lemma XII.4.10 [DS]) and
D(S∗) = D(S) ⊕ N+(S) ⊕ N−(S).
The subspace NS = N+(S)⊕N−(S) is a Krein space (see [DS,KS]) with the indeﬁnite
form
〈x, y〉 = − 12 (x, iS∗y) − 12 (iS∗x, y), for x, y ∈ NS. (4.2)
The subspaces N+(S),N−(S) are, respectively, positive and negative:
〈x, x〉 = (x, x) > 0, for x ∈ N+(S) and 〈x, x〉 = −(x, x) < 0, for x ∈ N−(S).
For a subspace L of NS , the subspace
L〈⊥〉 = {y ∈ NS : 〈x, y〉 = 0 for all x ∈ L}
is called the J-orthogonal “complement” of L. If L is closed then (L〈⊥〉)〈⊥〉 = L. It is
neutral if L ⊆ L〈⊥〉, that is, 〈x, y〉 = 0 for all x, y ∈ L.
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A set L of closed subspaces of NS is called J-orthogonal if L ∈ L implies L〈⊥〉 ∈ L.
The result below (see [DS,KS, Lemma 28.1]) links subspaces of the deﬁciency space
NS and the operators in F(S) = {F ∈ F : iS ⊆ F ⊆ iS∗}.
Lemma 4.1. (i) For each F ∈ F(S), there is a closed subspace LF of NS such
that the domain D(F) = D(S) ⊕ LF . The map F → LF is an isomorphism from
F(S) onto the set of all closed subspaces of NS and L−F ∗ = L〈⊥〉F . Its inverse is
L → FL = iS∗|D(S)+L.
(ii) The operator S∗|D(S)+L is symmetric if and only if L is a neutral subspace of
NS . It is self-adjoint if and only if L = L〈⊥〉.
(iii) The map in (i) generates a one-to-one correspondence between all ∗-endsubsets
of F(S) and all J-orthogonal sets of closed subspaces in NS containing {0}.
For each bounded operator B on (NS, (·, ·)S), there is a bounded operator B# such
that
〈Bx, y〉 = 〈x, B#y〉, for all x, y ∈ NS.
An algebra B of bounded operators on NS is called J-symmetric if B ∈ B implies
B# ∈ B. If B is J-symmetric, its lattice LatB of invariant subspaces is J-orthogonal.
If a set L of closed subspaces of NS is J-orthogonal then the algebra AlgL is J-
symmetric.
It follows from (3.1) that each operator A in AS preserves D(S) and D(S∗). Hence
its restriction to D(S∗) with respect to the decomposition D(S∗) = D(S) ⊕ NS has
form
A|D(S∗) =
(
A|D(S) ∗
0 (A)
)
, (4.3)
where  is a representation of AS on NS . By Theorem 3.4 of [K3],  is J-symmetric:
〈(A)x, y〉 = 〈x, (A∗)y〉 for all A ∈ AS and x, y ∈ NS, (4.4)
so the operator algebra (AS) is J-symmetric, its lattice Lat (AS) of invariant sub-
spaces is J-orthogonal and Ker() = KS .
The structures of (AS) and Lat (AS) were described in [K4,K5] for maximal
symmetric operators and for the orthogonal sum of the operators Sa = i ddt on L2(0, a)(see Section 6).
For a set L of subspaces of NS , let AlgL be the algebra of all bounded operators
on NS , which leave all subspaces in L invariant. Consider the subalgebra
A(L) = {A ∈ AS : (A) ∈ AlgL} (4.5)
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of AS . Then (A(L)) = Alg(L) ∩ (AS), so
LatAlg(L) ∪ Lat((AS)) ⊆ Lat(A(L)). (4.6)
We say that a set L of subspaces of NS is -reﬂexive if
L = Lat (Alg(L) ∩ (AS)) . (4.7)
By (4.6), L ⊆ LatAlgL ⊆ Lat (A(L)) and Lat (AS) ⊆ Lat (A(L)). Thus L is
-reﬂexive if and only if
Lat (AS) ⊆ Lat (A(L)) = L = LatAlgL. (4.8)
For example, Lat (AS) is a J-orthogonal -reﬂexive lattice.
Recall that, for  ∈ D∗(S), Imp() ∩ F(S) is a *-endsubset of F(S) and we have
from (2.6)–(2.8)
Imp() ∩ F(S) = {F ∈ F(S): AD(F) ⊆ D(F) for A ∈ D()}, (4.9)
Imp() = {F + t1 : F ∈ Imp() ∩ F(S) and t ∈ C},
 = Imp() = Imp()∩F(S). (4.10)
Theorem 4.2. Let S be a symmetric operator and S 	= S∗. The map  : L → (L) =
iS |A(L) is an isomorphism between the set of all -reﬂexive, J-orthogonal lattices of
closed subspaces in NS and the class D∗(S). Moreover,
Imp((L)) ∩ F(S) = {FL = iS∗|D(S)+L: L ∈ L}. (4.11)
The inverse map −1 :  → L = {LF : F ∈ Imp() ∩ F(S)}.
Proof. Let L be a -reﬂexive J-orthogonal lattice of closed subspaces of NS containing
{0}. Set
S = {FL = iS∗|D(S)+L: L ∈ L}.
By Lemma 4.1(iii), S is a *-endsubset of F(S). By (3.3), S ∈ D∗(S). Since D(FL) =
D(S) + L, it follows from (4.3) that
AD(FL) ⊆ D(FL), if and only if (A)L ⊆ L for A ∈ AS. (4.12)
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Hence we have from (3.5), (4.5) and (4.12) that
D(S)= {A ∈ AS : AD(FL) ⊆ D(FL) for L ∈ L}
= {A ∈ AS : (A)L ⊆ L for L ∈ L} = {A ∈ AS : (A) ∈ AlgL} = A(L).
Therefore, by (3.6), S = iS |A(L) = (L).
By Lemma 2.2, S ⊆ Imp(S) ∩ F(S). Let T ∈ Imp(S) ∩ F(S). By Lemma 4.1,
D(T ) = D(S)+L for some closed subspace L of NS . We have AD(T ) ⊆ D(T ) for all
A ∈ D(S). Hence it follows from (4.3) that (A)L ⊆ L, so L ∈ Lat (A(L)). Since L
is -reﬂexive, we have from (4.8) that L ∈ L. Hence T ∈ S. Thus S = Imp(S)∩F(S),
so (4.11) holds.
If L1 is another -reﬂexive, J-orthogonal lattice then, by (4.8), A(L1) 	= A(L).
Hence  is an injective map into D∗(S).
Let us prove now that  is surjective. Let  ∈ D∗(S). Then S = Imp()∩F(S) is a
*-endsubset of F(S) and, by Lemma 4.1(iii), L = {LF : F ∈ S} is a J-orthogonal set
of closed subspaces of NS containing {0}. Let us show that L is -reﬂexive. By (4.6),
L ⊆ Lat (A(L)). By (4.5), (4.12), (3.5) and (4.10),
A(L)= {A ∈ AS : (A) ∈ AlgL} = {A ∈ AS : (A)LF ⊆ LF for all F ∈ S}
= {A ∈ AS : AD(F) ⊆ D(F) for all F ∈ S} = D(S) = D().
Hence, if L ∈ Lat (A(L)), the operator FL = iS|D(S)+L is closed and
AD(FL)=A(D(S) + L) ⊆ AD(S) + (A)L ⊆ D(S) + L
=D(FL), for all A ∈ D().
By (4.9), FL ∈ S. Therefore L ∈ L. Thus L = Lat (A(L)), so L is -reﬂexive and
iS |A(L) = iS |D() = . Hence  is surjective,
Imp() ∩ F(S) = {FL = iS∗|D(S)+L : L ∈ L} and
−1() = {LF : F ∈ Imp() ∩ F(S)}.
The proof is complete. 
The map L → AlgL deﬁnes an isomorphism between all -reﬂexive, J-orthogonal
lattices of subspaces of NS and all reﬂexive, J-symmetric algebras B of bounded
operators on NS satisfying
B = AlgLat(B ∩ (AS)). (4.13)
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Indeed, B = AlgL is a J-symmetric algebra of bounded operators on NS . By (4.7)
and (4.8),
AlgLatB = AlgLat(AlgL) = AlgL = B = AlgL = Alg(Lat(AlgL ∩ (AS))).
Hence B is reﬂexive and satisﬁes (4.13).
Consider the inverse map B → LatB. If B is a reﬂexive J-symmetric algebra of
bounded operators on NS satisfying (4.13), then L = LatB is a J-orthogonal lattice of
subspaces of NS . Since B is reﬂexive, AlgL∩(AS) = AlgLatB∩(AS) = B∩(AS).
By (4.13), LatB = Lat(B ∩ (AS)). Hence
Lat(Alg(L) ∩ (AS)) = Lat(B ∩ (AS)) = LatB = L,
so L is -reﬂexive. Thus Theorem 4.2 can be restated as follows:
Theorem 4.3. Let S be a symmetric operator, S 	= S∗. The map  : B → (B) =
iS |−1(B ∩ (AS)) is an isomorphism between the set of all reﬂexive, J-symmetric
algebras B of bounded operators on NS satisfying (4.13) and the class D∗(S). The
inverse map −1 :  → AlgLat (D()) and
Imp((B)) ∩ F(S) = {FL = iS∗|D(S)+L: L ∈ LatB}.
5. Lattices and normalizers of algebras A
For F ∈ F , denote by SfF the “sphere” of closed subspaces of H ⊕ H :
SfF = ∪
t∈C∪∞
G(F + t1), where G(F + ∞1) = H ⊕ {0}. (5.1)
For L,M ∈ SfF , L ∩ M = {0} and L + M = H ⊕ H . Lemma 2.1, (4.1) and Theorem
4.2 yield
Corollary 5.1. (i) If S is a self-adjoint operator then D∗(S) = {iS} and
LatAiS = {{0},Sf iS, H ⊕ H }. (5.2)
(ii) Let S be a symmetric operator and S 	= S∗. Let L be a -reﬂexive, J-orthogonal
lattice of subspaces in NS and let (L) = iS |A(L) ∈ D∗(S). Then
LatA(L) = {{0},SfFL for L ∈ L, H ⊕ H }, with FL = iS∗|D(S)+L. (5.3)
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If L,M ∈ L and L ⊂ M , then FL ⊂ FM , so the sphere SfFL “lies inside” the sphere
SfFM :
G(FL + t1) ⊆ G(FM + t1), for t ∈ C.
In particular, each sphere SfFL , L ∈ L, “lies between” the spheres Sf iS and Sf iS∗ :
G(iS + t1) ⊆ G(FL + t1) ⊆ G(iS∗ + t1), for t ∈ C.
For a symmetric operator S in Fsym, let  ∈ D∗(S). Then the operator algebra A
(see (1.2)) on H ⊕ H is reﬂexive. We shall now study the structure of the normalizer
of A:
NorA =
{
B̂ =
(
B11 B12
B21 B22
)
∈ B(H ⊕ H) : [B̂, Â] ∈ A for all Â ∈ A
}
,
where [B̂, Â] = B̂Â − ÂB̂. We shall also study the action of elements of NorA on
LatA.
First, let S be bounded. Then S is self-adjoint and D∗(S) = {is}, so  = iS and
D() = B(H). In this case
A =
{(
1 iS
0 1
)(
A 0
0 A
)(
1 −iS
0 1
)
: A ∈ B(H)
}
,
so
NorA
=
{(
1 iS
0 1
)(
A + a1 b1
c1 A + d1
)(
1 −iS
0 1
)
: A ∈ B(H), a, b, c, d ∈ C
}
. (5.4)
Hence NorA =A +A0 and A0 is isomorphic to the algebra of all 2 × 2 complex
matrices.
Let now S be unbounded. The subset
NorD() = {B ∈ B(H) : [B,A] = BA − AB ∈ D() for all A ∈ D()} (5.5)
of B(H) is a Lie *-algebra, since D() is a *-algebra. Since [B̂, Â] ∈ A, for all
B̂ ∈ NorA and Â ∈ A, we have
[B21, A] = 0, (5.6)
[B11, A] − (A)B21 = B21(A) + [B22, A] ∈ D(), (5.7)
B11(A) − (A)B22 + [B12, A] =  (B21(A) + [B22, A]) , (5.8)
78 E. Kissin / Journal of Functional Analysis 232 (2006) 56–89
for all A ∈ D(). By Lemma 3.1(iii), rank one operators x⊗y, x, y ∈ D(S), belong to
D(). Since D(S) is dense in H, we obtain in a standard way from (5.6) that B21 = 1
for some  ∈ C. Then it follows from (5.7) that 2(A) = [B11 − B22, A]. Since  is
unbounded and the derivation A → [B11 − B22, A] is bounded,  = 0. Hence
B21 = 0, [B11 − B22, A] = 0 and [B22, A] ∈ D().
Setting A = x⊗y, for x, y ∈ D(S), we obtain that B11 = B22 +1, for some  ∈ C,
and that
[B22, A]z = [B22, x ⊗ y]z = (z, x)B22y − (z, B∗22x)y ∈ D(S),
for z ∈ D(S). Hence B22y ∈ D(S). Setting B = B22, we have that
B ∈ NorD() and BD(S) ⊆ D(S). (5.9)
We can now rewrite (5.8) in the form
[B, (A)] + (A) + [B12, A] = ([B,A]), for all A ∈ D().
Restrict this to D(S). Since BD(S) ⊆ D(S) and (A)|D(S) = i[S,A], we have
[B12 + iS − i[S,B], A]|D(S) = 0, for all A ∈ D().
As above, we have that this implies that, for some  ∈ C,
(B12 + iS − i[S,B])|D(S) = 1. (5.10)
Hence
B̂ =
(
B + 1 B12
0 B
)
, where B ∈ NorD() and B12 satisﬁes (5.10). (5.11)
We show below that, in fact,  = 0 and B ∈ Nor(D()) ∩AS . Set E =
(
0 1
0 0
)
.
Theorem 5.2. Let  ∈ D∗(S). If S is bounded then  = iS and NorA = A +A′ is
given by (5.4). If S is an unbounded symmetric operator, then
(i) the commutant A′ = C1H⊕H + CE,
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(ii) NorA = CE +
{(
B iS(B)
0 B
)
: B ∈ Nor(D()) ∩AS
}
,
(iii) NorA = A +A′ if and only if Nor(D()) ∩AS = D().
Proof. Clearly, C1H⊕H + CE ⊆ A′. If B̂ ∈ A′ then [B,A] = 0, for all A ∈ D(),
and (5.10) holds. Hence B = 1 and (B12 + iS)|D(S) = 1 for some , ,  ∈ C. Since
S is unbounded,  = 0 and B12 = 1. Part (i) is proved. Since  = iS |D(), part (iii)
follows from (i) and (ii).
If B ∈ Nor(D()) ∩AS then [B,A] ∈ D(), for all A ∈ D(), and
([B,A]) = iS([B,A]) = [B, iS(A)] + [iS(B),A] = [B, (A)] + [iS(B),A].
From this it follows that
(
B iS(B)
0 B
)
∈ NorA.
Conversely, each B̂ ∈ NorA has form (5.11). It follows from (5.9) and (5.10) that if
 = 0, then B ∈ Nor(D())∩AS and B12 = iS(B)+1. Thus B̂ = E+
(
B iS(B)
0 B
)
and (ii) is proved.
The rest of the proof of the theorem and Lemma 5.3 are devoted to the proof that
 = 0. Consider the operator J =
(
0 1
1 0
)
on H ⊕ H . Then J 2 = J = J ∗ and
[J B̂∗J, Â] = J [B̂∗, J ÂJ ]J = −J [B̂, J Â∗J ]∗J, for all A ∈ D().
Since D() is a *-algebra, J Â∗J = Â∗ ∈ A. Hence [B̂, J Â∗J ] ∈ A which implies
[J B̂∗J, Â] ∈ A. Therefore J B̂∗J ∈ NorA, so
J B̂∗J − 1H⊕H =
(
B∗ − 1 B∗12
0 B∗
)
∈ NorA.
Let  = t + is 	= 0. If s 	= 0, set R = 12s (B + B∗) and R12 = 12s (B12 + B∗12). Then
R̂ = 1
2s
(B̂ + J B̂∗J − 1H⊕H ) =
(
R + i1 R12
0 R
)
∈ NorA,
where R, R12 are self-adjoint bounded operators. By (5.9) and (5.7), R ∈ NorD(),
RD(S) ⊆ D(S) and
(R12 − S − i[S,R])|D(S) = 1, for some  ∈ C.
Since all operators above are symmetric,  ∈ R. Hence T = R12 − 1 is self-adjoint,
RD(S) ⊆ D(S) and T |D(S) = S + i[S,R]. (5.12)
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If s = 0 and t 	= 0 then, setting R̂ = i2t (B̂ − J B̂∗J + 1H⊕H ) and repeating the
above procedure, we obtain self-adjoint bounded operators R, T satisfying (5.12). In
the lemma below we show that such operators R and T do not exist which implies that
 = 0. 
Lemma 5.3. For an unbounded symmetric operator S, there are no self-adjoint
operators R, T in B(H) satisfying (5.12).
Proof. Assume that R and T exist. If S is self-adjoint then H can be decomposed as
H = ⊕∞n=−∞Hn, where Hn ⊂ D(S) and Sp(S|Hn) ⊆ [n, n + 1]. (Some Hn may equal
0). If Hn 	= 0, choose some en ∈ Hn with ‖en‖ = 1. Then Sen = nen + gn and
‖gn‖1. By (5.12),
|(T en, en)| = |(Sen, en) + i([S,R]en, en)| = |n + (gn, en) + i{(Ren, Sen) − (RSen, en)}|
= |n + (gn, en) + i{n(Ren, en) + (Ren, gn) − n(Ren, en) − (Rgn, en)}|
= |n + (gn, en) + i{(Ren, gn) − (Rgn, en)}|n − 1 − 2‖R‖ → ∞,
which contradicts the fact that T is bounded. Thus, R and T do not exist for a self-
adjoint S.
Suppose now that S is not self-adjoint. By (5.12), for x ∈ D(S) and y ∈ D(S∗),
(Sx, Ry) = (RSx, y) = ((iT − iS + SR)x, y) = (x, (−iT + iS∗ + RS∗)y).
Hence Ry ∈ D(S∗) and Ty = S∗y + i[S∗, R]y. Therefore,
RD(S∗) ⊆ D(S∗) and T |D(S∗) = (S∗ + i[S∗, R])|D(S∗). (5.13)
The operator S˜ = S ⊕ (−S) on H ⊕ H is symmetric and the bounded operators
R˜ = R⊕R and T˜ = T ⊕ (−T ) are self-adjoint. Then S˜ ∗ = S∗ ⊕ (−S∗) and it follows
from (5.12) and (5.13) that
R˜D(S˜) ⊆ D(S˜), R˜D(S˜ ∗) ⊆ D(S˜ ∗),
T˜ |D(S˜) = (S˜ + i[S˜, R˜])|D(S˜), T˜ |D(S˜ ∗) = (S˜
∗ + i[S˜ ∗, R˜])|
D(S˜
∗
)
. (5.14)
We have NS˜ = NS ⊕ N−S and N−S = NS . We have from (4.2) that
〈x ⊕ y, z ⊕ u〉 = 〈x, z〉 − 〈y, u〉, for x, z ∈ NS and y, u ∈ N−S.
Hence the subspace L = {x⊕x : x ∈ NS} of NS˜ is neutral and L = L〈⊥〉. By
Lemma 4.1(ii), the operator F = S˜ ∗|D(S˜)+L is self-adjoint. Since RD(S∗) ⊆ D(S∗) =
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D(S)+NS , we have R˜L = {Rx ⊕Rx : x ∈ NS} ⊆ D(S˜)+L, so R˜D(F ) = R˜(D(S˜)+
L) ⊆ D(S˜) + L = D(F). It follows from (5.14) that
T˜ |D(F) = (S˜ ∗ + i[S˜ ∗, R˜])|D(F) = (F + i[F, R˜])|D(F),
so (5.12) holds for the self-adjoint bounded operators R˜, T˜ and the self-adjoint un-
bounded operator F . This contradicts the beginning of our proof which concludes the
proof of the lemma. 
Since AS = D(iS) (see (3.4)), Theorems 3.7 and 5.2 yield
Corollary 5.4. (i) Nor(D(iS)) ∩AS = Nor(D(F(S))) ∩AS = AS .
(ii) NorAiS = NorAF(S) = AiS + CE = AiS +A′iS .
It was shown in [K1] that, for any reﬂexive algebra A, each B ∈ NorA generates
a one-parameter group of homomorphisms of LatA: L → exp(tB)L. We shall study
now the action of operators from NorA on LatA. All reﬂexive *-derivations  are
closed, so their domains D() are Banach *-algebras with norm ||A|| = ||A||+||(A)||.
Hence,
exp(A) ∈ D() for each A ∈ D(). (5.15)
Let  ∈ D∗(S) and S 	= S∗. Using (4.3), we have that with respect to the decompo-
sition D(S∗) = D(S) ⊕ NS ,
exp(A)|D(S∗) =
(
exp(A)|D(S) ∗
0 exp((A))
)
. (5.16)
Therefore for each subspace L of NS ,
exp(A)(D(S) + L) = D(S) + exp((A))L. (5.17)
By Theorem 4.2, there is a -reﬂexive, J-orthogonal lattice L of subspaces of NS such
that  = (L) and D() = A(L) = {A ∈ AS : (A) ∈ AlgL}. For A,B ∈ B(H), set
ad(B)A = [B,A].
Lemma 5.5. For T ∈ Nor(D())∩AS , the map L → exp((T ))L is an automorphism
of L.
Proof. It sufﬁces to show that exp((T ))L ∈ L for each L ∈ L. For A ∈ D(),
B = exp(−T )A exp(T ) = exp(−ad(T ))A.
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Since D() is a Banach algebra and ad(T )A = [T ,A] ∈ D(), we have B ∈ D() =
A(L). By (4.5) and (5.16),
exp(−(T ))(A) exp((T )) = (exp(−T )A exp(T )) = (B) ∈ AlgL ∩ (AS).
Therefore, for L ∈ L, we have (B)L ⊆ L, so that, for every A ∈ D(),
(A) exp((T ))L = exp((T ))(B)L ⊆ exp((T ))L.
Hence exp((T ))L ∈ Lat (A(L)). Since L is -reﬂexive, exp((T ))L ∈ L. 
Let T̂ ∈ NorA and Â ∈ A. Since ad(T̂ )Â = [T̂ , Â] ∈ A and A is a Banach
algebra,
exp(−T̂ )Â exp(T̂ ) = exp(−ad(T̂ ))Â ∈ A.
As in the proof of Lemma 5.5, this implies exp(T̂ )L ∈ LatA for L ∈ LatA. Thus
operators from NorA act on LatA: L → exp(T̂ )L.
Let S be a self-adjoint operator. Then NorA = A +A′ and LatA only has one
sphere Sf iS (see (5.2)). Hence all operators from A′ act as shifts on Sf iS .
Theorem 5.6. Let S be a symmetric operator and S 	= S∗. Let L be a -reﬂexive
J-orthogonal lattice of subspaces of NS and let  = (L) = iS |A(L) ∈ D∗(S) be the
corresponding derivation with LatA described in Corollary 5.1.
(i) The operator E in NorA preserves all spheres SfFL , for L ∈ L, and acts on them
as a shift:
exp(E)G(FL + t1) = G(FL + (t + )1), for , t ∈ C.
(ii) If T ∈ Nor(D()) ∩AS and L ∈ L then
exp(T̂ )G(FL + t1) = G(Fexp((T ))L + t1),
so exp(T̂ ) acts on the spheres by the formula: exp(T̂ )SfFL = SfFexp((T ))L .
Proof. Recall that FL = iS∗|D(S)+L for L ∈ L. Part (i) follows from the fact that
exp(E) =
(
1 1
0 1
)
and G(FL + t1) =
{(
(FL + t1)x
x
)
: x ∈ D(S) + L
}
.
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Let T ∈ Nor(D()) ∩AS . By (5.15), exp(T ) ∈ AS . We have
T̂ =
(
T iS(T )
0 T
)
and exp(T̂ ) =
(
exp(T ) iS(exp(T ))
0 exp(T )
)
.
For L ∈ L,
exp(T̂ )G(FL + t1) =
{
exp(T̂ )
(
(FL + t1)x
x
)
: x ∈ D(S) + L
}
=
{(
z
y
)}
,
where y = exp(T )x and z = exp(T )(FL + t1)x + iS(exp(T ))x. Since iS∗ ∈ Imp(),
we have
iS(exp(T ))|D(S∗) = i(S∗ exp(T ) − exp(T )S∗)|D(S∗).
Since FLx = iS∗x,
z = exp(T )iS∗x + t exp(T )x + i(S∗ exp(T ) − exp(T )S∗)x = (iS∗ + t1)y.
By (5.17), y ∈ exp(T )(D(S) + L) = D(S) + exp((T ))L and exp((T ))L ∈ L. Since
iS∗|D(S)+exp((T ))L = Fexp((T ))L, we have
exp(T̂ )G(FL + t1)=
{(
(iS∗ + t1)y
y
)
: y ∈ D(S) + exp((T ))L
}
=G(Fexp((T ))L + t1)
which completes the proof. 
6. The case of decomposable symmetric operators
The description of the class D∗(S), when S 	= S∗ becomes much clearer when S is
a -decomposable (in particular, maximal) symmetric operator.
Deﬁnition 6.1. An unbounded symmetric operator S is called -decomposable if its
deﬁciency space NS is the direct sum
NS = K−
.+K+, (6.1)
of J-orthogonal (K+ = K〈⊥〉− ) closed subspaces K− and K+, invariant for , where
K+ is positive : 〈x, x〉 > 0 for x ∈ K+, and K− is negative : 〈x, x〉 < 0 for x ∈ K−.
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(1) Each maximal symmetric operator S, that is, either N(S) = N−(S) or N(S) =
N+(S), is -decomposable.
(2) It was shown in [KLS] that if min(dim(N−(S)), dim(N+(S))) < ∞ and the
representation  has no neutral invariant subspaces, then S is -decomposable.
(3) A ﬁnite orthogonal sum of -decomposable operators is -decomposable.
Let S be a -decomposable operator, let x = x+ + x− and y = y+ + y− be elements
of NS , where x+, y+ ∈ K+ and x−, y− ∈ K−. The form
{x, y} = {x+ + x−, y+ + y−} = 〈x+, y+〉 − 〈x−, y−〉 (6.2)
is positive on NS . By Corollary 2.9 of [KS], NS is a Hilbert space with the scalar
product {·, ·}. Since K+ and K− are invariant for , we have from (4.4) that  is a
*-representation on NS with respect to {·, ·}, so (AS) is a *-algebra.
For an operator algebra B on NS , denote by B′ its commutant and by Bw its closure
in the weak operator topology. If B is a J-symmetric operator algebra with respect to
〈·, ·〉 satisfying (4.13), then the subspaces K+ and K− are invariant for all operators
from B ∩ (AS) and, therefore, for all operators from B. Hence B is a *-algebra with
respect to {·, ·} and Bw is a W*-algebra. Then it follows from (4.13) that
B = B ∩ (AS)w. (6.3)
Conversely, if a W*-algebra B on (NS, {·, ·}) satisﬁes (6.3), then B is J-symmetric with
respect to 〈·, ·〉 and satisﬁes (4.13).
Denote by ran(P ) the range of a projection P and by P(B′) the set of all projections
in B′. Then LatB = {ran(P ): P ∈ P(B′)}.
Theorem 6.2. Let S be a -decomposable operator, so that NS is a Hilbert space and
(AS) is a ∗-algebra with respect to the scalar product {·, ·}. Then
(i)  : B → (B) = iS |−1(B ∩ (AS)) is an isomorphism from the set of all
W ∗-algebras B on NS satisfying (6.3) onto the class D∗(S). The inverse map
−1 :  → (D())w and
Imp((B)) ∩ F(S) = {Fran(P ) = iS∗|D(S)+ran(P ) : P ∈ P(B′)}.
(ii) Nor(D((B))) ∩AS = {T ∈ AS : (T ) ∈ B + B′}.
(iii) LatA(B) = {{0}, SfFran(P ) for P ∈ P(B′), H ⊕ H }.
Proof. Theorem 4.3 and the discussion before this theorem yield (i).
Let  = (B) = iS |−1(B ∩ (AS)), so D() = −1(B ∩ (AS)) = {A ∈ AS :
(A) ∈ B}. Then, by (5.5),
Nor(D()) ∩AS = {T ∈ AS : [T ,A] ∈ D() for all A ∈ D()}
E. Kissin / Journal of Functional Analysis 232 (2006) 56–89 85
= {T ∈ AS : [(T ), (A)] ∈ B for all A ∈ D()}
= {T ∈ AS : [(T ), B] ∈ B for all B ∈ B ∩ (AS)}.
Since B = B ∩ (AS)w and since bounded derivations of the W*-algebra B are inner,
we have
Nor(D()) ∩AS = {T ∈ AS : [(T ), B] ∈ B for all B ∈ B}
= {T ∈ AS : (T ) ∈ B + B′}
which proves (ii). Part (iii) follows from (5.3) and (i). 
Theorem 6.2 can be simpliﬁed if max(dim(N±(S))) < ∞ and if S is maximal
symmetric.
Corollary 6.3. Let S be a -decomposable operator and let max(dim(N±(S))) < ∞.
Then
(i)  : B → (B) = iS |−1(B) is an isomorphism between the set of all unital ∗-
subalgebras B of (AS) and the class D∗(S). The inverse map −1 :  → (D()).
(ii) Nor(D((B))) ∩AS = D((B)) + {T ∈ AS : (T ) ∈ B′}.
(iii) NorA(B) = A(B) + A′(B) +
{(
T iS(T )
0 T
)
: T ∈ AS and (T ) ∈ B′
}
, where
A′(B) = C1H⊕H + CE.
In particular, NorA(B) = A(B) +A′(B) if and only if B′ ∩ (AS) ⊆ B.
Proof. Since dimNS < ∞, a *-algebra B satisﬁes (6.3) if and only if B ⊆ (AS).
Hence (i) follows from Theorem 6.2(i). Since D((B)) = −1(B ∩ (AS)) = −1(B),
part (ii) follows from Theorem 6.2(ii), and part (iii) follows from (ii) and
Theorem 5.2. 
Let S be a maximal symmetric operator. By Theorem 4.3 of [K5], the algebra (AS)
coincides with the algebra of all bounded operators on NS . Hence Theorem 6.2 yields
Corollary 6.4. Let S be a maximal symmetric operator. Then
(i)  : B → (B) = iS |−1(B) is an isomorphism between the set of all W*-algebras
B on NS and the class D∗(S). The inverse map −1 :  → (D()).
(ii) Nor(D((B))) ∩AS = −1(B + B′) = D((B)) + {T ∈ AS : (T ) ∈ B′}.
(iii) NorA(B) = A(B) + A′(B) +
{(
T iS(T )
0 T
)
: T ∈ AS and (T ) ∈ B′
}
, where
A′(B) = C1H⊕H + CE.
In particular, NorA(B) = A(B) +A′(B) if and only if B′ ⊆ B.
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Proposition 6.5. Let S be -decomposable and max(dim(N±(S))) < ∞. Then every∗
-derivation  such that F(S)    iS is automatically reﬂexive, so  ∈ D∗(S).
Proof. By Theorem 3.7, KS + C1 ⊆ D() ⊆ AS and  = iS |D(). Since Ker  = KS
and n = dim(NS) < ∞, we have dim(AS/KS) = dim((AS))n2. Hence D() =
KS + M where M is a ﬁnite-dimensional space in D(). Since D() is a *-algebra,
B = (D()) = (M) is a unital *-subalgebra of (AS). Since Ker  = KS ⊆ D(),
we have −1(B) = KS +M = D(). Hence
 = iS |D() = iS |−1(B) = (B).
By Corollary 6.3(i),  is reﬂexive. 
Even for symmetric operators S with small dimension of the deﬁciency spaces NS ,
the structure of the classes D∗(S) and of the lattices LatA, for  ∈ D∗(S), can be
rich and varied. We will consider now some examples of operators S with dimNS2.
Example 6.6. (1) Let dimNS = 0, so S is self-adjoint. Then (see (4.1)) F(S) = {iS},
so F(S) = iS and D∗(S) = {iS}. We have
LatAiS = {{0},SfiS, H ⊕ H },
Nor(D(iS)) ∩AS = AS and NorAiS = AiS + CE = AiS +A′iS .
(2) Let dimNS = 1. Then S is maximal symmetric: either N(S) = N−(S) or N(S) =
N+(S), and AS = KS +C1. We have from Theorem 3.7(ii) that D(iS) = D(F(S)) =
AS . Hence F(S) = iS and D∗(S) = {iS}. We also have F(S) = {iS, iS∗} =
Imp(iS) ∩ F(S). Therefore
LatAiS = {{0},SfiS,SfiS∗ , H ⊕ H },
Nor(D(iS)) ∩AS = AS and NorAiS = AiS + CE = AiS +A′iS .
For the case when dimNS = 2, we consider two operators: the maximal symmetric
operator and the symmetric operator S = S = i ddt , for some  > 0, on L2(0, ) with
domain
D(S) = {h ∈ L2(0, ) : h(0) = h() = 0 and h′ ∈ L2(0, )}.
Denote by  the set of all one-dimensional subspaces of the two-dimensional space
NS and recall that
Imp((L)) ∩ F(S) = {FL = iS∗|D(S)+L : L ∈ L}.
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Example 6.7. Let S = S for some  > 0. Then the deﬁciency spaces of S are one-
dimensional: N−(S) = Ce−t , N+(S) = Cet , and the representation  of AS on NS
has no neutral invariant subspaces (see [K4]). Thus, S is -decomposable with one-
dimensional K− = C(et− − e−t ), K+ = C(et − e−t ) and (AS) =
{(
a 0
0 b
)
: a,
b ∈ C
}
with respect to the decomposition NS = K−
.+K+. If  	= 	, the operators S
and S	 are non-isomorphic.
There are only two unital *-subalgebras of (AS):
B1 = C1 with L1 = LatB1 = {{0}, all L ∈ , NS},
B2 = (AS) with L2 = LatB2 = {{0},K−,K+, NS}.
Since Ker  = KS , we have −1(B1) = KS+C1. Hence, by Theorem 3.7(ii), −1(B1) =
D(F(S)). We also have −1(B2) = AS = D(iS). Thus, by Corollary 6.3, D∗(S) =
{F(S), iS}.
(1) For F(S),
Imp(F(S)) ∩ F(S) = {iS, FL = iS∗|D(S)+L for L ∈ , iS∗},
LatAF(S) = {{0}, SfiS, all SfFL for L ∈ , SfiS∗ , H ⊕ H },
Nor(D(F(S))) ∩AS = AS, so NorAF(S) = AiS + CE 	= AF(S) +A′F(S) .
We have from Theorem 5.6 that operators from NorAF(S) preserve four spheres Sf iS ,
SfFK− , SfFK+ , Sf iS∗ and act transitively on the set containing the rest of the spheres
of LatAF(S) .
(2) For iS ,
Imp(iS) ∩ F(S) = {iS, FK− = iS∗|D(S)+K− , FK+ = iS∗|D(S)+K+ , iS∗},
LatAiS = {{0},SfiS,SfFK− ,SfFK+ ,SfiS∗ , H ⊕ H },
Nor(D(iS)) ∩AS = AS, so NorAiS = AiS + CE = AiS +A′iS .
Operators from NorAiS preserve all four spheres in LatAiS .
Example 6.8. Let S be a maximal symmetric operator with N(S) = N+(S), dim
N(S) = 2. Then (AS) is the algebra of all 2×2 matrices (see [K5]). It has two trivial
unital *-subalgebras: B1 = C1 and B2 = (AS) with lattices of invariant subspaces
L1 = {{0}, all L ∈ , NS} and L2 = {{0}, NS}.
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For each K ∈ , (AS) has the unital *-subalgebra BK of all matrices diagonal with
respect to the decomposition NS = K ⊕ K⊥ with LK = LatBK = {{0},K,K⊥, NS}
and BK = BK⊥ .
Since −1(B1) = KS + C1 = D(F(S)) and −1(B2) = AS = D(iS), we have from
Corollary 6.3
D∗(S) = {F(S), (BK) = iS |−1(BK) for all K ∈ , iS}, with (BK) = (BK⊥).
(1) For F(S),
Imp(F(S)) ∩ F(S) = {iS, FL = iS∗|D(S)+L for L ∈ , iS∗},
LatAF(S) = {{0},SfiS, all SfFL for L ∈ ,SfiS∗ , H ⊕ H },
Nor(D(F(S))) ∩AS = AS, so NorAF(S) = AiS + CE 	= AF(S) +A′F(S) .
Since (AS) acts transitively on , it follows from Theorem 5.6 that operators from
NorAF(S) preserve the spheres Sf iS and Sf iS∗ and act transitively on the set of spheres{SfFL for L ∈ }.
(2) D((BK)) = −1(BK)AS and
Imp((BK)) ∩ F(S) = {iS, FK = iS∗|D(S)+K, FK⊥ = iS∗|D(S)+K⊥ , iS∗},
LatA(BK) = {{0},SfiS,SfFK ,SfFK⊥ ,SfiS∗ , H ⊕ H }.
Since B′K = BK , we obtain from Corollary 6.4 that
Nor(D((BK))) ∩AS = −1(BK) = D((BK)), so
NorA(BK) = A(BK) + CE = A(BK) +A′(BK).
Operators from NorA(BK) preserve all spheres in LatA(BK).
(3) For iS , Imp(iS) ∩ F(S) = {FL = iS∗|D(S)+L : L ∈ L2} = {iS, iS∗},
LatAiS = {{0},SfiS,SfiS∗ , H ⊕ H },
Nor(iS) ∩AS = AS, so NorAiS = AiS + CE = AiS +A′iS .
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