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Re´sume´
Afin de pouvoir satisfaire aux normes de pollutions, les turbines a` gaz actuelles sont contraintes a` fonc-
tionner dans un re´gime pauvre. Le mode de combustion qui en re´sulte peut pre´senter des instabilite´s
susceptibles de de´grader la dure´e de vie des composants de la structure. Malheureusement, ces instabi-
lite´s sont totalement impre´visibles a` l’aide des me´thodes d’inge´nierie classiques.
Le but de cette the`se est de de´montrer le potentiel de l’approche de la Simulation aux Grandes ´Echelles
(LES) pour pre´dire ces instabilite´s et e´valuer leur impact sur la structure. Avant de proce´der au couplage
proprement dit, de nombreux phe´nome`nes sont a` e´claircir, tels que le roˆle des fluctuations de richesse
dans le caracte`re instationnaire de la re´action, ou l’influence des conditions limites thermiques sur les
re´gimes instables.
Ce travail de the`se montre une validation de la LES sur un bruˆleur-test de´veloppe´ spe´cifiquement a`
l’Universite´ of Twente (Pays bas) dans le cadre du projet Europe´en DESIRE. Apre`s comparaison avec les
donne´es expe´rimentales (LDV et chemiluminescence CH∗), nous de´montrerons l’influence des condi-
tions limites thermiques non seulement sur la fre´quence mais aussi sur l’amplitude des modes instables.
Ensuite, il sera mis en e´vidence que les ondes acoustiques se propageant dans les conduits d’air lors
du forc¸age de la ligne de fuel modifient de fac¸on significative la perturbation de richesse re´ellement
perc¸ue par la flamme. Sa re´ponse sera en outre caracte´rise´e en de´tail (line´arite´). Enfin, les re´sultats d’un
prototype de couplage entre la LES (AVBP) et un code de structure (ANSYS) seront pre´sente´s.
Mots clefs : Fonction de transfert de flamme, combustion partiellement pre´me´lange´e, e´coulements
vrille´s, simulation aux grandes e´chelles (LES), couplage fluide/structure.
Abstract
A specificity of modern gas turbines is that these systems operate in very lean regimes to satisfy emission
regulations. The resulting flames may be sensitive to combustion oscillations which could dramatically
diminish their service life due to the fatigue of the structure. Unfortunately the prediction of combustion
instabilities using standard engineering tools is impossible.
The work presented here investigates the capabilities of the Large Eddy Simulation (LES) approach to
predict the instability and to evaluate its impact on the structure. On the way towards this fluid/structure
coupling, many phenomena remain unclear, such as the role of equivalence ratio fluctuations in inducing
an unsteady reaction rate, or the influence of thermal boundary conditions on these undesired combustion
modes.
The LES methodology is applied on a lab-scale burner specifically developed at University of Twente
(the Netherlands) in the framework of the DESIRE European project. After performing a comparison
with experimental data (LDV and Chemiluminescence CH∗), this study will demonstrate the influence of
thermal boundary conditions on both frequency and amplitude of unstable modes. Then will be revealed
that the acoustic waves propagating in the air passages when forcing the fuel line significantly modifies
the actual equivalence ratio perturbation seen by the flame. Besides, its own response will be characteri-
sed (linearity). Finally, the results of a prototype of coupling between LES (AVBP) and a structure code
(ANSYS) are presented.
Keywords : Flame transfer functions, imperfectly premixed combustion, swirl flows, Large Eddy Simu-
lations, fluid/structure coupling.
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Introduction ge´ne´rale
ˆEtre capable de pre´dire la stabilite´ d’un bruˆleur est un enjeu scientifique majeur place´ au coeur de
nombreux programmes de recherche actuels. Ces efforts peuvent eˆtre aussi bien expe´rimentaux [23, 44,
49, 50, 89, 100, 147, 150, 181, 182] que nume´riques [138, 137, 170, 172, 176, 186, 185]. Les industriels
fabriquant des turbines a` gaz2 conside`rent cette question des instabilite´s de combustion comme fonda-
mentale car ce phe´nome`ne risque de compromettre la fiabilite´ et la performance de leurs installations. A
court terme, les instabilite´s peuvent provoquer une extinction ou une de´gradation partielle ou totale des
bruˆleurs [140]. A long terme, elles engendrent un niveau de bruit intense (fluctuations de pression) et une
charge thermique importante (fluctuation de flux de chaleur) a` l’origine de la fatigue thermo-me´canique
de la structure de la chambre de combustion [9].
L’existence du couplage entre l’e´coulement re´actif et la structure est donc une e´vidence. `A l’heure
actuelle, aucun outil nume´rique n’est capable de pre´dire de manie`re satisfaisante les instabilite´s de com-
bustion et en meˆme temps d’e´valuer leur impact sur la structure. Les approches de type RANS3, bien
que peu couˆteuses, ont montre´ leurs limites dans ce domaine car elles sont incapables de tenir compte
de l’acoustique du syste`me [184]. Depuis quelques anne´es, l’augmentation de puissance des calculateurs
rend accessible une nouvelle approche pour l’e´tude des syste`mes complexes de combustion : la Simu-
lation aux Grandes ´Echelles4 [147, 171]. Cette me´thode, beaucoup plus adapte´e a` capturer le caracte`re
instationnaire de la combustion, n’a encore jamais e´te´ utilise´e conjointement a` un code de structure qui
serait potentiellement capable de quantifier la de´gradation ou la fatigue structurelle du syste`me.
Cette the`se a pour objectif de faire progresser l’e´tat de l’art dans le domaine du couplage entre LES
et code de structure. Avant de passer au couplage proprement dit, de nombreux points critiques sont a`
identifier et a` re´soudre, notamment :
– La thermique de la chambre doit eˆtre mode´lise´e [201] (conduction / convection / radiation). Son
implication sur l’acoustique du syste`me est sans doute appele´e a jouer un roˆle non ne´gligeable.
– Les conditions limites doivent controˆler a` la fois les parame`tres hydrodynamiques de l’e´coulement
(de´bit, tempe´rature, pression...) mais aussi pre´senter des proprie´te´s acoustiques bien de´finies [187].
– Au sein de l’e´coulement, la re´ponse de la flamme aux diverses perturbations doit eˆtre pre´dite cor-
rectement pour espe´rer en capturer l’impact sur les parois. Plus spe´cifiquement, l’influence des
fluctuations de richesse [100] doit eˆtre identifie´e au meˆme titre que celui des ondes acoustique [83].
2SIEMENS, ALSTOM, G.E., etc...
3Reynolds Averaged Navier Stokes
4note´e LES pour Large-Eddy Simulation
INTRODUCTION GE´NE´RALE
Ce document est organise´ de la fac¸on suivante :
PARTIE I : La premie`re partie met en place le cadre de cette e´tude.
Le chapitre 1 contient l’introduction et la pre´sentation de la strate´gie adopte´e, le cadre, les en-
jeux, les objectifs et les limites de cette e´tude mene´e dans le cadre du projet DESIRE.
PARTIE II : La seconde partie rassemble la description du code et de l’ensemble des mode`les.
Le chapitre 2 introduit les e´quations re´gissant la me´canique des fluides re´actifs.
Le chapitre 3 s’attache a` de´crire l’approche LES et l’ensemble des mode`les physiques
imple´mente´s dans le code AVBP (thermo-chimie, turbulence, combustion).
Le chapitre 4 aborde les aspects ”nume´riques” du code AVBP, les sche´mas nume´riques em-
ploye´s, les mode`les de viscosite´ artificielle, mais aussi d’un point de vue plus applique´ le travail
fait sur le maillage et la performance du code.
Le chapitre 5 de´taille le soin particulier apporte´ aux conditions aux limites, expose pas a` pas
comment construire une condition caracte´ristique imposant le de´bit et quel traitement est effectue´
aux parois.
PARTIE III : La troisie`me partie regroupe tous les re´sultats du projet DESIRE.
Le chapitre 6 pre´sente la configuration e´tudie´e : le bruˆleur test de´veloppe´ spe´cifiquement dans le
cadre du projet DESIRE et installe´ a` l’Universite´ de Twente (Pays-bas). Le proble`me du choix du
domaine de calcul est aussi traite´.
Le chapitre 7 donne un bref aperc¸u des outils de diagnostic qui permettent de comple´ter ou de
valider la LES, a` savoir les diverses techniques expe´rimentales de mesures ainsi que le code AVSP
re´solvant les e´quations de Helmholtz.
Le chapitre 8 commence par analyser l’e´coulement non re´actif et compare les champs obtenus
avec les mesures expe´rimentales fournies par l’Universite´ de Twente.
Le chapitre 9 rassemble tous les re´sultats pour l’e´coulement re´actif non force´ : le me´lange, la
dynamique et la structure de la flamme et les modes acoustiques qui peuvent potentiellement se
de´velopper.
Le chapitre 10 regroupe diffe´rentes questions spe´cifiques aux cas pulse´s, notamment sur les
me´canismes implique´s dans la re´ponse de la flamme aux fluctuations de richesse. Apre`s avoir exa-
mine´ le caracte`re instationnaire de la charge thermique aux parois, un premier essai de couplage
fluide / structure sera propose´.
Les re´sultats pre´sente´s dans la partie III ont fait l’objet d’un article reporte´ en annexe D, soumis pour
publication dans Combustion and Flame en mars 2006.
Un travail portant sur le roˆle spe´cifique d’une injection supple´mentaire de carburant (flamme pilote)
dans la stabilisation de la combustion est pre´sente´ en annexe C. Cette e´tude a e´te´ soumise pour publication
au 31st International Symposium on Combustion en de´cembre 2005.
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Chapitre 1
Couplage fluide-structure lors
d’instabilite´s de combustion
1.1 Cadre scientifique : les instabilite´s de combustion
1.1.1 Les instabilite´s de combustion
Les instabilite´s de combustion constituent l’un des proble`mes les plus se´rieux et les plus souvent
rencontre´s dans le de´veloppement des moteurs fuse´e, des turbines ae´ronautiques et terrestres et dans de
nombreux syste`mes industriels (fours, chaudie`res). Ces instabilite´s se manifestent par des oscillations
intenses des diffe´rents parame`tres de l’e´coulement qui peuvent conside´rablement perturber le fonction-
nement du syste`me pour les raisons suivantes :
– Le re´gime de fonctionnement moyen est affecte´.
– Des vibrations sont induites dans la structure du syste`me, pouvant entrer en re´sonance avec elle.
– Une fatigue cyclique peut eˆtre occasionne´e par un fonctionnement instable.
– Le bruit produit par le foyer peut devenir extreˆmement important.
– Les flux de chaleur associe´s sont e´leve´s et peuvent entraıˆner une surchauffe de certaines pie`ces.
– Une extinction partielle ou totale de la combustion peut survenir.
Apre`s avoir pre´sente´ quelques e´le´ments historiques des pionniers dans l’e´tude des instabilite´s de
combustions, nous de´finirons le principe de boucle d’instabilite´ et de´taillerons diverses causes pouvant
mener aux fluctuations de de´gagement de chaleur. Cette grande varie´te´ de causes nous poussera enfin a`
rappeler une classification propose´e des instabilite´s de combustion.
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Historique des instabilite´s de combustion
1777 :
Byron Higgins de´couvre le premier [74] la possibi-
lite´ de ge´ne´rer un son en plac¸ant une flamme d’hy-
droge`ne dans un tube ouvert (Fig. 1.1). Il note e´ga-
lement que le son n’est e´mis que lorsque le tube en-
tourant la flamme ainsi que le tuyau amenant l’hy-
droge`ne ont une longueur particulie`re.
1850 :
Conrad Sondhaus observe [192] un phe´nome`ne si-
milaire en chauffant un tube ferme´ a` une extreˆmite´
par un bulbe en verre.
1859 :
Petrus L. Rijke expe´rimente [165, 166] un
re´sonateur thermoacoustique simple (Fig. 1.2) : Il
chauffe avec une flamme une grille place´e dans un
tube vertical ouvert, puis en retirant la flamme, le
tube se met a` e´mettre pendant une dizaine de se-
condes un son intense. Il note aussi qu’en utilisant
une grille chauffe´e e´lectriquement, le son peut eˆtre
maintenu inde´finiment.
1878 :
Lord Rayleigh (Fig. 1.3) propose une explication
du phe´nome`ne [161] de re´sonance couple´e, et
e´nonce la formulation de son crite`re d’instabilite´.
Il conditionne l’apparition de l’instabilite´ a` la
corre´lation entre les fluctuations de pression et de
de´gagement de chaleur. Cela permet d’expliquer
pourquoi le tube de Rijke ne re´sonne que lorque
la grille est place´e approximativement au quart du
tube.
1952-1954 :
Sir James Lighthill (Fig. 1.4) en de´rivant une e´qua-
tion d’onde a` partir des e´quations de Navier-Stokes
ame`ne l’ide´e d’une analogie [103, 104] entre les
processus thermodynamiques et me´caniques com-
plexes au sein d’un e´coulement (par exemple la
combustion) et une source acoustique e´quivalente.
FIG. 1.1 - L’expe´rience de ”Singing flame” de Higgins.
Tube
Grille
Bec 
Bunsen
1
Chauffage
de la grille
2
On retire
la flamme
Génération
du son
FIG. 1.2 - L’expe´rience du tube de Rijke.
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1951-1956 :
Crocco et Cheng [41, 40, 42], sous l’impulsion
de la conqueˆte spatiale, sont parmi les pionniers
a` e´tudier les instabilite´s de combustion dans les
fuse´es a` propergols liquides. Ils de´montrent le
couplage entre un mode acoustique transverse du
foyer et la flamme (voir Fig. 1.5, une fuse´e-test en
fonctionnement stable et instable).
1953-1959 :
Marble, Rogers et Cox approfondissent la compre´-
hension du phe´nome`ne dans les moteurs fuse´e [110],
les statore´acteurs et syste`mes de re´chauffe (post-
combustion) [168]. Ils identifient ainsi d’autres
phe´nome`nes mis en jeu comme l’interaction entre
les tourbillons et l’acoustique, et plus tard (1977),
Marble et Candel abordent des me´canismes
de´clencheurs de perturbations acoustiques [109].
1960-1990 :
Un nombre tre`s important d’e´tudes sont mene´es
et re´ve`lent la possibilite´ d’une grande varie´te´
de me´canismes, impliquant des ondes de choc
(Oran [128], 1985), des modes acoustiques haute
(Barre`re [8], 1968) ou basse fre´quence (Kel-
ler [85], 1981), des effets hydrodynamiques
(Bray [17], 1983) ou de cine´tique chimique
(Clavin [33], 1985). On peut noter des revues
synthe´tisant toutes ces e´tudes par Putnam [159]
(1971), Candel [114](1993), puis plus re´cemment
Williams [80] (2005) et Lieuwen [102] (2006) .
Plus re´cemment, les turbines a` gaz :
Dans le domaine des turbines a` gaz, les instabi-
lite´s de combustion ne sont devenus un sujet sen-
sible que tre`s tardivement car elles sont favorise´es
par les choix technologiques re´cents dicte´s par les
objectifs de rendement (Chap. 1.2.2) et de pollu-
tion (Chap. 1.2.3) de plus en plus pousse´s. On peut
ne´anmoins citer quelques e´tudes clef [21, 100, 140]
et le de´veloppement de la simulation nume´rique
de la combustion turbulente qui apparait comme
un outil prometteur pour l’e´tude des instabilite´s de
combustion dans les turbines a` gaz [134, 137, 186].
FIG. 1.3 - Lord Rayleigh.
FIG. 1.4 - Sir James Lighthill.
FIG. 1.5 - Fuse´e test en fonctionnement stable (haut) et
instable (bas) - source NASA.
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Principe des instabilite´s de combustion
Les instabilite´s de combustion sont une classe tre`s ge´ne´rale de phe´nome`nes susceptibles de rendre
une flamme ou le milieu qui la contient instable. La clef du me´canisme re´side dans le couplage entre
un syste`me amplifiant, la combustion, et un syste`me re´sonnant, qui se trouve eˆtre la plupart du temps
un mode acoustique, parfois couple´s a` un phe´nome`ne tiers. La figure 1.6 propose une illustration
sche´matique du bouclage potentiellement instable. Suite a` une petite perturbation modifiant l’e´tat de
l’e´coulement, la flamme subit diverses fluctuations (de vitesse U’, de tempe´rature T’, de pression P’,
de richesse φ’ etc...). Le de´gagement de chaleur ω˙T ’ s’en trouve fortement modifie´, et cause a son tour
de plus grandes fluctuations susceptibles de modifier a` nouveau l’e´tat de l’e´coulement via le syste`me
re´sonnant. L’amplification et le de´phasage entre chacune de ces e´tapes conditionne le de´veloppement de
l’instabilite´.
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FIG. 1.6 - Sche´ma de principe de la boucle d’instabilite´.
La partie la plus me´connue de cette boucle instable est sans conteste le syste`me amplifiant. En effet,
les me´canismes causant des fluctuations de de´gagement de chaleur sont tre`s varie´s et de´licats a` e´valuer
de manie`re quantitative, de meˆme que les effets produits par la flamme.
Dans le cadre des turbines a` gaz industrielles, il est inte´ressant de noter que le syste`me amplifiant - la
flamme - peut engendrer des fluctuations de pression P’ et de flux de chaleur aux parois Qw’ qui sont les
causes principales de la fatigue des mate´riaux (voir Chap. 1.2).
Causes des fluctuations de de´gagement de chaleur
Dans le cas des syste`mes de combustion, de nombreux phe´nome`nes peuvent intervenir comme in-
terme´diaires dans cette phase. La plupart de ces phe´nome`nes sont induits par l’interaction de l’hydrody-
namique du syste`me avec le champ acoustique. La liste exhaustive de ces phe´nome`nes est assez difficile a`
e´tablir [22, 45, 149]. On peut citer comme phe´nome`nes pouvant induire une perturbation du de´gagement
de chaleur :
Variation de richesse : Ces variations peuvent etre dues au me´lange incomplet de l’air et du combus-
tible en amont de la flamme. La perturbation des de´bits d’alimentation en carburant par l’acous-
tique est alors a` prendre en compte. La variation de de´bit peut ainsi provenir de l’effet de la
pression instationnaire sur le syste`me d’alimentation de combustible en faisant varier la pression
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diffe´rentielle entre les lignes d’alimentation et le bruˆleur. Ne´anmoins, meˆme avec des alimenta-
tions amorce´es (de´bit bloque´), le champ de vitesse instationnaire d’un mode longitudinal peut
avoir la meˆme conse´quence. En se superposant au champ moyen, la vitesse acoustique fait osciller
la vitesse de convection au niveau de l’injection. Se cre´ent alors alternativement des poches riches
et pauvres convecte´es par l’e´coulement jusqu’a` la flamme [175]. Ces variations locales de richesse
peuvent eˆtre alors largement atte´nue´es avec un me´lange efficace. Cependant, si elles ne le sont
pas, elles peuvent causer des oscillations fortes. Ce mode d’interaction a e´te´ e´tudie´ en particulier
par Lieuwen et al. [100]. Les re´sultats montrent que la dernie`re ge´ne´ration de turbines bas NOx
(Dry Ultra Low NOx), fonctionnant en re´gime de pre´me´lange pauvre, est particulie`rement sen-
sible aux variations de richesse. Les perturbations de richesse sur une flamme proche de la limite
d’extinction pauvre, produisent des variations importantes des caracte´ristiques de la flamme telles
que tempe´rature de flamme et vitesse de flamme. Les temps chimiques associe´s sont inversement
proportionnels a` la vitesse de flamme. Ils subissent ainsi de fortes variations sur la branche pauvre
compare´ a` des flammes plus riches proche de la stœchiome´trie.
Variation de surface de flamme : Les perturbations de vitesse de´forment directement la flamme qui
se traduit par une modification de la surface de flamme par e´tirement induisant une fluctuation
du de´gagement de chaleur. La de´termination de la re´ponse de flammes de pre´me´lange a` des
perturbations acoustique (force´es) a fait l’objet de nombreuses e´tudes expe´rimentales [180, 93],
the´oriques [52] et nume´rique [180]. Ces e´tudes montrent que la re´ponse de la surface de flamme
de´pend de la ge´ome´trie du bruˆleur et de celle de la flamme stationnaire. Une forte de´pendance
en fre´quence est aussi a` noter. Si les longueurs d’onde associe´es aux perturbations convectives
sont de l’ordre la taille de flamme, alors on observe des de´formations importantes de front de
flamme [180, 184]. Les conditions du maximum d’interaction semblent relie´es a` des valeurs
spe´cifiques du nombre de Strouhal ωLfu0 (ou` Lf est la taille caracte´ristique de flamme).
Interaction flamme/tourbillon : Les instabilite´s hydrodynamiques peuvent aussi jouer un roˆle impor-
tant, en particulier sur les bruˆleurs ou` la flamme est stabilise´e dans le sillage d’un accroche
flamme. En effet des tourbillons sont e´mis par les couches de me´lange de´stabilise´es. Ces couches
de me´langes sont aussi pre´sentes dans les bruˆleurs pre´sentant une marche descendante ou un
e´largissement brusque. Ce dernier est en ge´ne´ral forme´ par le de´bouchement du syste`me d’injec-
tion dans la chambre plus large. Les observations rendant compte de l’importance de l’interaction
flamme-tourbillons sont nombreuses. [18, 21, 43, 64, 105, 146, 168]. La fre´quence de de´tachement
des tourbillons peut eˆtre un multiple de la fre´quence d’un mode propre de la chambre pour qu’un
couplage puisse s’installer. Le couplage de mode hydrodynamique avec l’acoustique est aussi en-
visageable puisque les couches de me´langes peuvent eˆtre efficacement excite´es par le champ de
vitesse acoustique [174]. Poinsot et al. [146] observent un de´tachement a` la fre´quence du mode
acoustique. Le de´tachement a lieu lorsque l’acce´le´ration duˆ a` la vitesse acoustique est maximale.
Ces structures cohe´rentes augmentent significativement le plissement et l’e´tirement lorsqu’elles in-
teragissent avec le front de flamme. Certaines zones pre´sentent une densite´ de flamme importante
alors que les zones trop e´tire´es peuvent s’e´teindre. Le fort cisaillement combine´ au mouvement
convectif des structures peut arracher des poches de flamme bruˆlant en aval de la position de la
flamme principale. Ces de´formations du front de flamme sont de puissantes sources sonores [196].
Ondes entropiques : Une autre cate´gorie d’onde convective peut aussi intervenir. Les ondes entro-
piques transportent des perturbations de tempe´rature et densite´ (points chauds). Ces ondes peuvent
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en particulier interagir avec les tuye`res amorce´es de sortie de chambre et conduire a` la cre´ation
d’ondes acoustiques [109]. Ce phe´nome`ne est en ge´ne´ral associe´ aux instabilite´s de type gronde-
ment (rumble, f < 150Hz) qui apparaıˆt parfois au de´marrage de turbines ae´ronautiques. [54, 151]
Vibrations de la structure : Les modes vibratoires de la structure sont aussi susceptibles d’interagir
avec le champ acoustique et la flamme. En effet, les vibrations des parois late´rales de la chambre
de combustion peuvent se comporter comme des haut-parleurs qui excitent transversalement la
flamme. L’impact du forc¸age transverse sur la combustion a e´te´ investigue´ par Rey et al. [163].
L’action globale du champ acoustique (boucle retour) sur la flamme est indirect et re´sulte d’une
combinaison de ces diffe´rents type d’effets. Chacun induisant un de´phasage particulier entre pression et
de´gagement de chaleur. Ce de´phasage est fonction des temps caracte´ristiques respectivement associe´s
aux phe´nome`nes mise en jeu. La grande varie´te´ des me´canismes pre´sente´s nous ame`ne naturellement a`
une tentative de classification.
Classification des instabilite´s de combustion
La premie`re e´tape d’une e´tude des instabilite´s de combustion est donc leur classification. Pour cela,
nous reprenons les propositions de Barre`re & Williams [8] et Putnam [159], basant leur classement sur
la fre´quence de l’instabilite´. Il se de´gage 3 grandes classes d’instabilite´s :
1. Les instabilite´s de syste`me : ce sont des oscillations mettant en jeu l’ensemble de l’installation de-
puis les re´servoirs de carburant jusqu’a` l’e´jection. La fre´quence de ces oscillations est assez basse
(infe´rieure a` 200 Hz). L’exemple le plus connu est l’effet POGO ou` la vibration de la structure
d’un lanceur se couple aux oscillations de flamme.
2. Les instabilite´s propres du foyer : ce sont des oscillations lie´es a` des phe´nome`nes internes au foyer.
Elle se produisent a` une fre´quence plus e´leve´e (300 Hz a` 10 kHz) et font intervenir directement le
processus de combustion.
3. Les instabilite´s intrinse`ques : ce sont des oscillations inhe´rentes aux re´actifs et inde´pendantes de
la ge´ome´trie du foyer. Elles sont en ge´ne´ral lie´es aux phe´nome`nes de cine´tique chimique et de
transport des re´actifs a` l’inte´rieur de la flamme.
Selon leur fre´quence, ces diffe´rents types d’instabilite´s ont e´te´ baptise´s avec diffe´rents noms (Fig. 1.7).
Un panorama assez large est donne´ dans la the`se d’e´tat de Thierry Poinsot [140].
Fréquence (Hz)
0 500 3000 10000
Instab. de système Instab. intrinsèques
Instab. propres
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SCREECHHUMMING
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phénomène
FIG. 1.7 - Classification des types d’instabilite´ de combustion selon leur fre´quence.
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Malheureusement, cette classification ne permet pas de comprendre comple`tement quels me´canismes
sont mis en jeu dans une instabilite´ qui se manifesterait dans une configuration re´elle donne´e, et encore
moins de proposer une me´thode de controˆle.
1.1.2 Les me´thodes de controˆle
Le controˆle des instabilite´s de combustion est un de´fi majeur pour le dessin et le de´veloppement des
chambres de combustion a` haute performance. Les syste`mes de controˆle se divisent en deux grandes
cate´gories, le controˆle actif et le controˆle passif.
Le controˆle actif
Le controˆle actif implique l’usage de proce´dures dynamiques, fonction de l’e´tat du syste`me (injection
carburant pulse´e, forc¸age acoustique etc.).
Initie´s dans les anne´es 1950 par les pionniers e´tudiant les instabilite´s dans les moteurs fuse´es (Marble,
Cox et Rodgers [110, 168], Crocco et Cheng [40, 41, 42], voir section 1.1.1), les syste`mes de controˆle
actif injectent dans les bruˆleurs des perturbations dont l’effet de´couple les phe´nome`nes responsables
des oscillations. Les syste`mes en ”boucle ouverte” (Fig. 1.8-a) sont constitue´s d’un controˆleur et d’un
actuateur. Les syste`mes en ”boucle ferme´e” (Fig. 1.8-b) utilisent en plus un senseur (microphone) pour
informer le controˆleur de l’e´tat re´el du bruˆleur, et ainsi commander une re´ponse ade´quate. Toute la
difficulte´ re´side dans l’e´tablissement de mode`le d’instabilite´ qui va permettre au controˆleur de re´agir
correctement.
a)
Bruleur potentiel-
lement instable
Contrôleur
actuateur
b)
Bruleur potentiel-
lement instable
Contrôleur
actuateur
Senseur
(microphone)
FIG. 1.8 - Controˆle actif en boucle ouverte a) et ferme´e b).
Applique´es avec succe`s sur des bruˆleurs modernes, les perturbations peuvent eˆtre applique´es sur l’ali-
mentation de carburant [130] ou utiliser un forc¸age acoustique de´phase´ (type anti-bruit) [144]. S’ils
sont extreˆmement efficaces, en particulier en boucle ferme´e auto adaptif, les syste`mes de controˆle ac-
tifs, peuvent ne´anmoins eˆtre assez one´reux a` mettre au point. L’ajout d’un syste`me en boucle ferme´e,
pose toujours le proble`me de la fiabilite´ des e´le´ments de la boucle. Si un capteur fournit une information
errone´e, la re´ponse du syste`me de controˆle peut eˆtre proble´matique. Les redondances ne´cessaires alour-
dissent alors le syste`me. Les industriels les conside`re actuellement comme des palliatifs. Toutefois, de
nombreuses e´tudes sont encore mene´es sur ces syste`mes a` Cambridge [55] et au MIT [167].
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Le controˆle passif
L’usage du controˆle passif implique la modification du syste`me, par un changement de ge´ome´trie,
de type d’injection, l’installation d’augmenteurs de me´lange [156], de ge´ne´rateurs de tourbillons, de
re´sonateurs acoustiques [43, 141, 147] etc.
a) b)
Résonateur 
de Helmholtz
Flamme
Ecoulement
FIG. 1.9 - Controˆle passif : a) augmenteurs de me´lange [156] et b) re´sonnateurs de Helmholtz [147], p.390.
Cette me´thode a prouve´ son efficacite´ ope´rationnelle [174, 131]. Paschereit notamment [131], con-
fronte´ a` diffe´rentes instabilite´s dans un bruˆleur expe´rimental, met en oeuvre un syste`me de controˆle
passif. Ayant identifie´ une instabilite´ de Kelvin-Helmholtz comme phe´nome`ne moteur de l’instabilite´
thermo-acoustique, il propose un ge´ne´rateur de tourbillons capable d’interagir avec les structures de´ta-
che´es (au niveau de l’e´largissement) en de´stabilisant la fusion et l’appariement des tourbillons en large
structures. En empeˆchant la formation de ces gros tourbillons, on brise un des chaıˆnons de la boucle in-
stable. Il obtient une re´duction de 28dB sur l’instabilite´ haute fre´quence vise´e par le syste`me de controˆle,
mais aussi une re´duction de 50% de l’amplitude d’un mode instable secondaire basse fre´quence.
Les syste`mes de controˆle passifs ne´cessitent donc une certaine connaissance du phe´nome`ne que l’on
souhaite alte´rer. La mise au point de ces syste`mes peut eˆtre longue pour optimiser l’efficacite´ du syste`me
de controˆle. L’accent est mis sur une forme de controˆle passif qui consiste, de`s les phases de conception, a`
de´terminer les possibles instabilite´s des bruˆleurs. Si l’objectif de performance reste inchange´, la stabilite´
des syste`mes de combustion doit eˆtre controˆle´e de`s les premiers phases du de´veloppement, a` un stade ou
le couˆt de modifications ge´ome´triques reste soutenable. De`s lors, il devient crucial de mieux comprendre
les me´canismes mis en jeux dans les instabilite´s de combustion.
1.1.3 Les me´thodes nume´riques d’e´tude et de pre´diction
Avant que le proble`me des instabilite´s de combustion ne soit reconnu par l’industrie des turbines a` gaz,
les instabilite´s pre´sentes dans le moteur-fuse´e a` ergols solides puis liquides ont motive´ de nombreuses
e´tudes avec pour objectif la capacite´ a` pre´dire l’instabilite´ potentielle des syste`mes. Un panorama des
diffe´rentes techniques nume´riques d’approche des instabilite´s de combustions est de´taille´ par Williams
et al. [80]. Les diffe´rentes me´thodes nume´riques de pre´diction peuvent eˆtre classe´es en trois cate´gories :
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Les me´thodes de bas ordre
Ces me´thodes pionnie`res [49] ont e´te´ de´veloppe´es pour se contenter des capacite´s de calculs li-
mite´s et tirent donc partie au maximum de mode´lisations pousse´es. De nombreux industriels utilisent
ces me´thodes dans leur processus de de´veloppement (SIEMENS, ALSTOM, etc..). Elles utilisent une
mode´lisation comple`te pour chaque e´le´ment du syste`me de combustion. On classe dans cette cate´gorie les
codes de type ”re´seau” [11, 173] qui mode´lisent le syste`me par un ensemble d’e´le´ments acoustiques 1D,
d’impe´dance connus, relie´s entre eux. Les fonctions de transfert des e´le´ments peuvent eˆtre de´rive´es ana-
lytiquement dans les cas simples comme les tubes. Elles peuvent aussi eˆtre calibre´es par une expe´rience
re´elle ou nume´rique. L’utilisation de mode`les en re´seau et de relations de saut pour les flammes, produit
une e´quation de dispersion a` re´soudre pour les valeurs propres (fre´quences propres) d’inte´reˆt. Les crite`res
de stabilite´ se basent sur le signe de la partie imaginaire des fre´quences propres.
Les codes acoustiques
En line´arisant les e´quations de Navier-Stokes perturbe´s pour les fluides re´actifs, on obtient une
e´quation des ondes inhomoge`nes pour les perturbations acoustiques de pression. Cette approche tridi-
mensionnelle peut eˆtre re´solue dans le domaine temporel [173] ou fre´quentiel [11]. Les principaux points
de´licats restent la fermeture du terme combustion par des relations de saut (dites de ”Rankine-Hugoniot”
et la prise en compte de conditions limites acoustiques re´alistes. Des me´thodes dites de Galerkin,
assez proches des re´solutions d’e´quations d’ondes, ont aussi e´te´ de´veloppe´es par Culick [46] puis par
Zinn [154].
Les re´solutions directes
Alors que les deux premie`res approches ne´cessitent une loi de fermeture pour le terme de de´gagement
de chaleur, le calcul direct des instabilite´s de combustion n’en requiert pas. Cependant, les capacite´s
de calcul requises sont bien supe´rieures aux approches pre´ce´dentes. Il est ne´cessaire de disposer d’un
solveur Navier-Stokes 3D re´actif, capable de prendre aussi en compte l’acoustique. Pour mettre en oeuvre
des calculs d’instabilite´s de combustion, il faut eˆtre capable de capturer de nombreux phe´nome`nes :
– La dynamique globale de l’e´coulement dans le bruˆleur et les instabilite´s hydrodynamiques as-
socie´es.
– La propagation des ondes acoustiques et l’installation des modes propres.
– Les phe´nome`nes de me´lange et de transport.
– La cine´tique chimique dans une gamme de richesse pour le carburant conside´re´.
– Les transferts de chaleur, tant au sein du fluide qu’avec l’exte´rieur.
– L’atomisation et vaporisation, pour les foyers a` carburant liquide [129].
La difficulte´ re´side dans l’extreˆme varie´te´ de temps et de longueurs caracte´ristiques de tous ces
phe´nome`nes. Par exemple, dans les instabilite´s de combustion associe´es a` des modes longitudinaux,
les longueurs d’onde correspondantes sont plusieurs fois supe´rieures a` la taille de la chambre (' 1 m)
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alors que l’e´paisseur de front de flamme est de l’ordre du millime`tre. Les temps convectifs sont de l’ordre
de quelque dizaines de millisecondes alors que les temps chimiques sont plus proches de 10−6 s.
Les phe´nome`nes instationnaires e´tant d’une importance cruciale, les approches utilisant les e´quations
de Navier-Stokes moyenne´es (RANS) sont naturellement e´carte´es. La simulation aux grandes e´chelles
(LES) apparaıˆt de`s lors comme un compromis entre pre´cision et couˆt calcul. La LES ne re´solvant pas les
plus petites e´chelles de la turbulence, elle utilise une mode´lisation pour prendre en compte leurs effets
ainsi qu’ un mode`le de combustion turbulente pour le calcul d’e´coulements re´actifs. L’ utilisation de la
LES s’est re´pandue au long de ces dernie`res anne´es, a` mesure que les puissances de calculs disponibles
ont augmente´es. Il est aujourd’hui possible d’effectuer des calculs LES re´actifs d’une configuration in-
dustrielle [186] sur une modeste grappe de PC. La pre´sentation de´taille´e de la simulation aux grandes
e´chelles des e´coulements re´actifs constituera la partie II de cette the`se.
Il est a` noter que l’utilisation conjointe de la LES et d’un code acoustique peut apporter une meilleure
compre´hension des me´canismes des instabilite´s de combustion [113, 185].
1.1.4 Les me´thodes de caracte´risation
Caracte´risation e´nerge´tique : Crite`res d’instabilite´
Un approche tre`s naturelle afin de caracte´riser les instabilite´ de combustions est de tenter d’e´tablir un
crite`re visant a` indiquer si tel ou tel syste`me de combustion est potentiellement instable. Intuitivement,
on peut chercher a` de´finir une e´nergie et observer quelles quantite´s physiques sont a` l’origine de sa
production ou de sa dissipation. Reprenons le cheminement emprunte´ par Nicoud et Poinsot [127] visant
a` construire un tel crite`re.
Historiquement, Lord Rayleigh fut le premier a` remarquer [161] la corre´lation entre fluctuations de
pression et de de´gagement de chaleur : ”At the phase of greatest condensation heat is received by the
air, and at the phase of greatest rarefaction heat is given up from it, and thus there is a tendency to
maintain the vibrations.” Ces observations ont conduit au crite`re suivant connu sous le nom de ”crite`re
de Rayleigh” :
∫
V
∫ τ
0
P ′ω˙′TdtdV > 0 (1.1)
Toutefois, ce crite`re n’est base´ sur aucune notion e´nerge´tique. De`s lors, on peut se poser la ques-
tion suivante : comment de´terminer la quantite´ ade´quate pour mesurer une fluctuation d’e´nergie propre
a` l’e´tablissement d’un crite`re. Un article fondamental pour re´pondre a` cette question a e´te´ e´crit par
Chu [32] qui de´finit une e´nergie fluctuante comme ”a positive quantity characterizing the mean level of
fluctuations which, in the abscence of heat transfer at boundaries and of work done by the boundary of
body forces and in the abscence of heat and material sources, is a monotone non-increasing function in
time.”
Dans leurs travaux re´cents [127], Nicoud et Poinsot suivent cette de´finition et line´arisent les deux
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e´quations d’e´nergie totale et d’e´nergie acoustique. Ils aboutissent a` deux crite`res distincts. Le premier
s’ave`re eˆtre une extension du crite`re de Rayleigh (explicite´ par Williams et Dowling [39] :
(γ − 1)
γP
∫
V
∫ τ
0
P ′ω˙′TdtdV >
∫
A
∫ τ
0
P ′ −→u ′dtdA (1.2)
Le second fait apparaıˆtre en lieu et place de la corre´lation (P ′, ω˙′T ) propose´e par Rayleigh, deux
corre´lations entre les fluctuations de tempe´rature et de de´gagement de chaleur (T ′, ω˙′T ) d’une part, et
entre les fluctuations de vitesse et d’entropie (−→u ′, S′) d’autre part.
1
T
∫
V
∫ τ
0
( T ′ω˙′T −
P T
rCp
S′−→u ′ · −→∇S ) dtdV >
∫
A
∫ τ
0
P ′ −→u ′dtdA (1.3)
Pour chacun de ces crite`res, le terme a` droite de l’ine´galite´ repre´sente le flux acoustique au travers des
limites du domaine, de´montrant ainsi le caracte`re crucial du traitement des conditions aux limites dans
la simulation des instabilite´s de combustion (voir chapitre 5). Cette approche a e´te´ poursuivie par Martin
et Poinsot [112], qui sont parvenus a` clore un bilan d’e´nergie acoustique (crite`re de Rayleigh e´tendu,
voir Eq. 1.2). Martin et Poinsot n’ont toutefois pas re´ussi a` fermer le bilan d’e´nergie totale a` l’origine
de l’Eq. 1.3, mais un bilan similaire fera l’objet du ”Summer Program 2006” a` Stanford par Giauque et
Poinsot.
Caracte´risation syste´mique
Une autre approche inte´ressante permettant d’aborder les instabilite´s de combustion peut eˆtre l’ap-
proche syste´mique. Pour cela, on reprend la nuance de´finie par Ho et Huerre [77] entre instabilite´ convec-
tive (ou ”amplificateur de l’e´coulement”) et instabilite´ absolue (ou ”re´sonateur de l’e´coulement”).
– Dans le premier cas, toute perturbation est convecte´e par l’e´coulement, amplifie´e, et est peut eˆtre
e´vacue´e par la suite (Fig. 1.10-a).
– Dans le second, une perturbation se propage dans toutes les directions et n’est pas dissipe´e. Si les
conditions aux limites n’amortissent pas ces perturbations, elle est susceptible d’eˆtre la source d’un
me´canisme auto-entretenu (”self-excited”) via l’acoustique du syste`me (Fig. 1.10-b).
Les bruˆleurs soumis a` une instabilite´ de combustion appartiennent manifestement a` la cate´gorie des
re´sonateurs a` cause de l’action ”boucle retour” forte que joue l’acoustique du syste`me. On peut no-
ter que tout re´sonateur est susceptible de se transformer en amplificateur si une partie du chaıˆnon re-
tour est brise´e. Ainsi, il apparaıˆt deux fac¸ons de caracte´riser une instabilite´ de combustion de manie`re
syste´mique :
– L’e´tude des modes instables auto-entretenus (comportement de re´sonateur).
– L’e´tude de la re´ponse de la flamme a` une excitation force´e (comportement d’amplificateur)
Ces deux points seront de´veloppe´s dans les deux paragraphes suivants.
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a)
t
x
t = t0
perturbation
b)
t
x
t = t0
perturbation
FIG. 1.10 - Re´ponse d’un amplificateur a) et d’un re´sonateur b) a` une perturbation de l’e´coulement.
Caracte´risation syste´mique ouverte : Fonctions de transfert
Dans le chapitre 1.1.3, nous avons vu que les me´thodes ”bas ordre” et les codes acoustiques
reque´raient une loi de fermeture pour le de´gagement de chaleur. C’est cette loi appele´e ”fonction de
transfert” qui peut eˆtre utilise´e pour caracte´riser le comportement amplificateur de´crit au paragraphe
pre´ce´dent.
Le mode`le le plus ce´le`bre reste sans doute le mode`le n − τ de Crocco et Cheng [42]. L’effet de
l’acoustique sur la flamme passe par un index d’interaction n, qui de´crit la relation entre les amplitudes
des fluctuations de pression P’ et les fluctuations de chaleur ω˙T ’.
La phase entre les deux signaux est controˆle´e par un temps de retard τ . Ce temps de retard peut eˆtre
estime´ comme le temps ne´cessaire pour que les perturbations de l’e´coulement (de richesse par exemple)
soient convecte´es jusqu’a` la flamme. Mais l’interpre´tation du temps de retard peut fortement de´pendre
de la configuration e´tudie´e et des phe´nome`nes moteurs de l’instabilite´. Ce mode`le tre`s re´pandu est a`
l’origine de nombreux de´rive´s [205].
Le principal de´faut de cette caracte´risation provient de la de´pendance des parame`tres aux diffe´rents
points de fonctionnement du bruˆleur, de ses conditions limites etc. Il existe ne´anmoins des mode`les plus
complexes, prenant en compte notamment les effets non line´aires.
Dans tous les cas, les parame`tres (n, τ , ...) de ces mode`les sont a` de´terminer de diffe´rentes manie`res :
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De´termination analytique : Dans des cas simples (flamme laminaire plane, ou conique), et avec de
nombreuses hypothe`ses, on peut e´valuer analytiquement les fluctuations de de´gagement de chaleur.
Par exemple, en faisant l’hypothe`se que le de´gagement de chaleur peut s’e´crire sous la forme
ω˙T = ρuSLAf∆h avec ρu la densite´ des gaz frais, SL la vitesse de flamme, Af la surface de
flamme et ∆h la chaleur de re´action. On peut alors diffe´rentier les perturbations agissant sur la
flamme [78, 101], comme la variation de vitesse de flamme, les variations de surface [34, 52], de
richesse [100].
De´termination expe´rimentale : Il est aussi possible d’utiliser diverses techniques expe´rimentales
afin d’e´valuer l’index d’interaction n et la phase τ , en mesurant par exemple les fluctuations de
chemiluminescence CH∗ ou OH∗ a` chaque phase du cycle (voir Fig. 1.11 tire´e de [146]) et en
faisant l’hypothe`se commune´ment admise de line´arite´ entre l’e´mission du radical CH∗ / OH∗ et
le de´gagement de chaleur.
FIG. 1.11 - Images Schlieren a` diffe´rentes phases du cycle d’instabilite´ par Poinsot et al. [146].
De´termination nume´rique : Les me´thodes de re´solution directe (voir Chap. 1.1.3) comme la LES per-
mettent d’avoir acce`s directement a` toutes les grandeurs y compris le de´gagement de chaleur ω˙T et
le signal d’excitation. Il reste a` convenir d’une phe´nome´nologie d’excitation. On peut par exemple
pulser l’entre´e principale de pre´me´lange [64, 213] ou encore uniquement l’arrive´e d’air [5, 6]
ou de carburant. C’est dans cette optique (forcer l’alimentation en fuel) qu’a e´te´ de´veloppe´e
spe´cifiquement la configuration test du projet DESIRE pre´sente´e dans la partie III.
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Caracte´risation syste´mique ferme´e : Instabilite´s auto-entretenues
Une autre me´thode nume´rique pour l’investigation des instabilite´s de combustions consiste a` utiliser
les techniques de re´solutions directes pour simuler entie`rement le syste`me de combustion [112, 113, 175],
comme re´sonateur.
Pour cela, il est ne´cessaire de repousser les entre´es et les sorties du domaine de calcul suffisamment
loin de la flamme, c’est a` dire a` des endroits ou` des conditions limites sont acoustiquement bien de´finies.
Cela justifie les choix de domaines de calcul pre´sente´s dans la partie III. Ainsi, le code LES doit eˆtre ca-
pable de pre´senter les meˆmes modes auto-entretenus que l’expe´rience, que ce soit en termes de fre´quence
mais aussi d’amplitude (plus difficilement toutefois).
C’est bien la` le principal avantage de calculs ”self-excited”, a` savoir d’eˆtre similaire a` l’expe´rience :
ils sont sense´s capturer tous les modes a` la condition qu’ils soient amplifie´s. Les modes transverses, par
exemple, sont naturellement pre´dits. Le de´faut de cette me´thode est d’eˆtre gourmande en ressources de
calcul, a` cause des domaines de calcul e´tendus et du temps ne´cessaire a` l’e´tablissement d’un cycle limite.
Expe´rimentalement, il n’est pas rare de devoir attendre quelques minutes pour qu’on bruˆleur re´ve`le
une instabilite´ auto-entretenue, a` cause de l’inertie des phe´nome`nes thermiques. Ce temps de simula-
tion est hors d’atteinte pour les capacite´s de calcul d’aujourd’hui. Toutefois, il est possible de simuler
quelques dizaines de cycles a` une fre´quence de l’ordre de la centaine de Hz, c’est a` dire des temps de
simulation de l’ordre de la seconde.
Ce type de simulation repose sur la pre´cision de tous les sous-mode`les utilise´s mais aussi sur la
qualite´ du traitement aux limites. Le roˆle des conditions initiales peut se re´ve´ler eˆtre une difficulte´
supple´mentaire. En effet, il existe de nombreux bruˆleurs non-line´airement instables ; dans ce cas, une
perturbation initiale non ne´gligeable doit eˆtre apporte´e pour que l’instabilite´ se de´veloppe.
De nombreuses simulations nume´riques d’instabilite´s auto-entretenues sont pre´sentes dans la litte´ra-
ture [10, 82, 112, 113, 186], de meˆme que des simulations force´es [64, 142], ce qui tend a prouver que
les deux approches sont valides et peuvent se comple´ter suivant les cas. C’est la raison pour laquelle le
Chap. 9 de cette the`se pre´sentera des simulations non pulse´es susceptibles de de´velopper une instabilite´
auto-entretenue alors que le Chap. 10 aura attrait aux simulations force´es.
1.2 Enjeux industriels : la robustesse des turbines a` gaz
1.2.1 Les turbines a` gaz
Quelques aspects historiques sur l’apparition des turbines a` gaz sont pre´sente´s avant de de´finir leur
principe de fonctionnement, et enfin d’illustrer quelques applications de ce principe, de´pendant du cahier
des charges.
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Historique des turbines a` gaz
150 AV J.C :
Le premier exemple connu de machine tournante
mue par un principe semblable aux turbines a` gaz
a e´te´ invente´ par un grec nomme´ Hero d’Alexan-
drie. L’ ”Aeolipile” (litt.’boule a` vent’), e´tait une
sorte de roue a` re´action (Fig. 1.12). Un chaudron
clos produisait de la vapeur s’e´vacuant par une sph-
e`re. Cette sphe`re pouvait tourner autour des tuyaux
d’alimentation en vapeur. Les tuyaux d’e´vacuation
de la sphe`re mobile e´tant coude´s, l’e´jection de va-
peur provoquait un mouvement de rotation.
200 AV J.C. - 1232 AP J.C. :
Les chinois acquie`rent la maıˆtrise de la poudre [48].
Cependant, aucune application connue n’a attrait
aux machines tournantes, sauf peut-eˆtre les roues
anime´es par des feux d’artifice.
1500 :
Le´onard de Vinci parmi ses nombreuses inventions
cre´e un ”tournebroche” qui utilise la force mo-
trice de l’e´coulement de l’air dans une chemine´e
(Fig. 1.13).
1629 :
Un italien nomme´ Giovanni Branca de´veloppe un
prototype de moulin a` grain actionne´ par des jets de
vapeur (Fig. 1.14).
1678 :
Le pe`re belge Ferdinand Verbiest, missionnaire en
chine, baˆtit une carriole propulse´e par la vapeur
(Fig. 1.15).
1791 :
John Barber de´posa en Angleterre le premier bre-
vet pour le principe des moteurs a` turbine.
1872 :
Le Dr. Franz Stolze (Allemagne) a e´te´ le premier a
cre´er une vraie turbine a` gaz, comprenant un com-
presseur axial a` plusieurs e´tages, une chambre de
combustion et une turbine sur le meˆme arbre. Il
testa son invention au de´but des anne´es 1900.
FIG. 1.12 - L’aeolipile construit par Hero
d’Alexandrie.
FIG. 1.13 - Le tournebroche de Le´onard de Vinci.
FIG. 1.14 - Le moulin a` vapeur de Giovanni Branca.
FIG. 1.15 - La carriole a` vapeur de Ferdinand Verbiest.
35
COUPLAGE FLUIDE-STRUCTURE LORS D’INSTABILITE´S DE COMBUSTION
Principe de fonctionnement
Une turbine a` gaz est une machine tournante thermodynamique dont le roˆle est de produire de
l’e´nergie me´canique (rotation d’un arbre) a` partir de l’e´nergie contenue dans un hydrocarbure (liquide
ou gazeux). De fac¸on succinte, on peut de´composer leur fonctionnement en suivant l’e´coulement
(Fig. 1.16) :
1. L’air est admis dans le compresseur, qui comme son nom l’indique met l’air sous pression.
2. Puis intervient la phase de me´lange (de l’air compresse´ avec un combustible) et de combustion
qui, dans la chambre de combustion permet une augmentation de tempe´rature et une dilatation des
gaz.
3. Les gaz bruˆle´s passent ensuite dans la turbine proprement dite, qui met en rotation l’arbre de la
turbine.
4. Enfin, les gaz d’e´chappement sont e´vacue´s.
Entrée
d’air
Compresseur
Chambre de 
combustion
Turbine Echappement
1 2 3 4
Axe de
rotation
flamme
FIG. 1.16 - Sche´ma synthe´tique d’une turbine a` gaz.
D’un point de vue thermodynamique, les turbines a` gaz sont de´crites par le cycle de Brayton
(Fig. 1.17). Chaque e´tape du cycle peut eˆtre identifie´e a` une des parties de la turbine a` gaz. Toutefois,
le cycle n’est pas vraiment ”boucle´” dans la mesure ou` les gaz bruˆle´s sont e´vacue´s et non pas re´injecte´s
dans le compresseur, contrairement a` la vapeur d’eau dans les centrales nucle´aires qui tourne en cycle
ferme´.
Dans la pratique, le cycle de Brayton correspondant a` une vraie turbine a` gaz est loin d’eˆtre ide´al ; les
frottements et la turbulence impliquent des pertes d’efficacite´ a` chaque e´tape :
1. La compression est non isentropique : pour un rapport de pression donne´, la tempe´rature en sortie
du compresseur est supe´rieure a` la tempe´rature du cycle ide´al. Ce de´faut peut eˆtre corrige´ en utili-
sant un e´changeur (ou ”intercooler”) souvent utilise´ dans l’industrie automobile pour les moteurs
turbocompresse´s.
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FIG. 1.17 - Cycle de Brayton ide´al.
2. La dilatation non isobare : une perte de charge dans la chambre de combustion re´duit l’expansion
maximale possible.
3. L’expansion non isentropique : a` cause du refroidissement de la structure, la tempe´rature en entre´e
de la turbine est plus basse qu’ide´alement, ce qui re´duit aussi l’expansion.
4. Enfin, les gaz d’e´chappement ne sont pas comple`tement froids en sortie et contiennent encore de
l’e´nergie.
Toutes ces diffe´rences par rapport au cycle ide´al nous ame`nent a des questions de performance et de
rendement des turbines a` gaz. Ces points seront de´veloppe´s plus en profondeur dans la section 1.2.2.
Applications du principe des turbines a` gaz
Le principe de fonctionnement des turbines a` gaz pre´sente de nombreuses qualite´s, ce qui le rend
particulie`rement inte´ressant pour diffe´rentes applications (illustre´ par la Fig 1.18) :
– Les micro turbines (20W - 50kW) : c’est la compacite´ et la densite´ de puissance qui sont mises
en avant. Les plus petites, de la taille d’un timbre poste et d’une puissance de 20 a` 50W sont en
de´veloppement par le MIT pour l’arme´e ame´ricaine [115] afin de servir de ge´ne´rateur e´lectrique
portatif, et ainsi de remplacer les batteries chimiques. D’autres mode`les, d’une puissance supe´rieure
(de l’ordre de quelques kW) sont fabrique´s par des socie´te´s comme Microturbo, M-dot ou Honey-
well. Ils sont destine´s a` eˆtre utilise´s dans des drones, missiles ou groupes de puissance auxiliaires.
D’autres petites turbines peuvent eˆtre employe´es dans l’industrie pe´trolie`re pour le pompage des
pipe-lines, dans les transports pour des ”turbotrains” ou dans la propulsion de navires comme pour
le ”Queen Mary 2” et pour un grand nombre de fre´gates de l’arme´e ame´ricaine et britannique.
– Les turbines ae´ronautiques (2kW - 10MW) : Encore une fois, la compacite´ et donc la le´ge`rete´ sont
les points cruciaux dans ce domaine. Les turbore´acteurs et turbo propulseurs, graˆce a` leur puissance
spe´cifique supe´rieure ont peu a` peu remplace´ les moteurs a` piston, qui se limitent aujourd’hui aux
petits avions de tourisme (Cessna, Robin). Sur les avions de plus grande taille et sur les he´licopte`res,
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les motoristes ae´ronautiques (Snecma, Rolls-Royce, G.E., Turbome´ca.) couvrent la totalite´ de la
gamme de puissance (8MW pour le TP-400). Plus marginalement, une turbine Rolls-Royce de
283kW (380cv) est rentre´e en 2000 dans le livre Guinness des records pour avoir propulse´ une
moto MTT Turbine SUPERBIKE a` 365km/h, en faisant la moto de se´rie la plus puissante et la plus
che`re (185,000$ U.S.).
– Les turbines ”terrestres” (4MW - 340MW) : La le´ge`rete´ et la compacite´ ne sont plus les premiers
crite`res. C’est le rendement et la fiabilite´ qui deviennent primordiaux dans la production e´lectrique
(Siemens, Alstom, G.E.). Des puissances colossales sont de´veloppe´es dans un espace tre`s restreint
(jusqu’a` 340 MW pour la SGT5-8000H de Siemens)
Cette the`se va se focaliser sur ce dernier point : les turbines a` gaz terrestres. On gardera donc toujours
a` l’esprit les questions de fiabilite´ et de rendement.
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FIG. 1.18 - Diffe´rentes turbines a` gaz pour diffe´rentes applications de 20W a` 340MW.
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1.2.2 Performance des turbines a` gaz
Rendement
Le rendement de base d’une turbine a` gaz associe´e a` un alternateur est assez faible (de l’ordre de 25%
a` 40%). Cela est duˆ au fait que l’e´nergie fournie par le combustible est de´tourne´e par le compresseur ou
perdue sous forme de chaleur dans les gaz d’e´chappements. En observant le cycle de Brayton (Fig. 1.17),
il est facile d’ame´liorer un peu le rendement en augmentant la tempe´rature dans la zone primaire ( de´but
de la chambre de combustion), mais deux proble`mes se posent alors :
– La pollution due aux hautes tempe´ratures (section 1.2.3).
– La tenue des mate´riaux utilise´s pour la structure (section 1.2.4).
L’ame´lioration de l’efficacite´ a donc ne´cessite´ l’emploi d’autres strate´gies.
Strate´gies d’ame´lioration du rendement
La premie`re strate´gie pour ame´liorer le rendement des turbines a` gaz consiste a` re´cupe´rer par un cycle
combine´ la chaleur des gaz d’e´chappement (chauffage / production de vapeur), c’est la coge´ne´ration.
Prenons un exemple : la turbine terrestre Siemens ”SGT5-4000F” (Fig. 1.19) est actuellement l’une des
plus puissantes disponibles pour la production d’e´lectricite´. En cycle simple (e´lectricite´ seulement), elle
peut ge´ne´rer jusqu’a` 278MW (rendement de 39%). En cycle combine´ (coge´ne´ration de vapeur d’eau), la
puissance totale re´cupe´re´e s’e´le`ve a` 407MW (rendement de 57%).
4 Introduction
1.2 The gas turbine
There are two basic types of gas turbines: aeroengines and industrial gas turbines.
As their name suggests, aeroengines are aircraft jet engines. Currently, these units
have a maximum output of about 40 MW. Industrial gas turbines range in power
output from 500 kW to more than 260 MW and are used for base-load electricity
generation. Because efficiency and pollutant issues play a much greater role than in
aeroengines (in which reliability is the most important design parameter), the focus
of this thesis is on th industrial gas turbines.
PSfrag replacements
Annular combustor
Compressor
24 burners
Turbine
Figure 1.3: Siemens SGT5-4000F gas turbine.
The Siemens SGT5-4000F gas turbine (see figure 1.3) is currently one of the most
powerful industrial gas turbines. It has a maximal electrical power output of 278 MW
in a simple cycle arrangement. In a combined cycle arrangement (i.e. a gas turbine
combined with a heat recovery steam generator, after which the steam is expanded
in a steam turbine), the power output increases to 407 MW.
The gas turbine engine working principle is as follows. The compressor section
of the gas turbine compresses air. Subsequently, natural gas is premixed with the
air. The mixture is combusted in the annular combustion chamber at constant pres-
sure, and the hot gasses expand in the turbine to atmospheric pressure. The turbine
drives the generator, as well as the compressor. The extreme conditions in which the
gas turbine operates and the different interests involved makes the design process
very complex. Numerous research fields in engineering apply their state-of-the-art
knowledge in the gas turbine. An overview of the involved design issues can be
found in the book by Lefebvre [107].
When a modern gas turbine is used in a combined cycle plant, efficiencies of
more than 55% (57.7% for the Siemens SGT5-4000F turbine) and a reliability above
95% can be achieved. Using natural gas, NOx values below 25 ppm are guaranteed.
FIG. 1.19 - La turbine terrestre Siemens ”SGT5-4000F”.
Une autre strat´gie consiste a` limiter les pertes thermiques dans la chambre de c mbusti n avant la
turbine. Pour cela, deux principes simples peuvent eˆtre applique´s :
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– Mieux isoler la chambre de combustion avec des tuiles en ce´ramique au lieu des parois me´talliques,
ce qui limite la quantite´ d’air de refroidissement pre´leve´ au niveau du compresseur.
– Augmenter la compacite´ des chambres de combustion et donc la densite´ de puissance.
Ces deux principes ont amene´ de grands changements dans la forme des turbines a` gaz, passant d’une
forme de ”Silo” au de´but des anne´es 90 a` une forme ”annulaire” a` la fin des anne´es 90 (Tab. 1.1). Les
optimisations actuelles sont beaucoup plus fines et ne´cessitent des outils pre´cis et rapides. C’est ce qui a
pousse´ en avant les simulations nume´riques dans le processus de production, afin de limiter les couˆteuses
campagnes d’essais.
Forme ge´ne´rale Silo (1990) Annulaire (2000)
Densite´ de puissance 20MW/m3 150− 200MW/m3
Air de refroidissement > 30% du de´bit < 10% du de´bit
Parois Liner me´tallique Tuiles ce´ramique
Sche´ma type :
TAB. 1.1 - ´Evolution du design des chambres de combustion.
Ne´anmoins, cette e´volution a deux effets pervers :
– Les parois sont soumises a` des charges thermiques plus importantes, susceptibles de fluctuer et
d’entraıˆner une fatigue du mate´riau plus rapide (voir section 1.2.4).
– L’augmentation de densite´ de puissance renforce la possibilite´ d’un couplage thermo-acoustique
(e´voque´ section 1.1).
Un panorama assez exhaustif des diffe´rentes topologies de turbines a` gaz est donne´ par Lefe`bvre [94].
1.2.3 Pollution
Quels polluants ? Quelles normes ?
Depuis environ une vingtaine d’anne´e, une contrainte environnementale est impose´e par les auto-
rite´s re´gulatrices. Cette contrainte impose des limitations sur les e´missions de polluants produites par les
processus de combustion industrielle. Les re´glementations sont complexes car elles modulent ces limita-
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tions en fonction de type d’installation (four, turbines a` gaz), mais aussi de leur puissance et du type de
combustible utilise´. Ne´anmoins, toutes ces normes vont dans la meˆme direction : limiter au maximum
le rejet de SO2 (irritant, pluies acides), de NOx (irritant, promoteur de l’ozone troposphe´rique, pluies
acides) et de suies. Par exemple, la norme europe´enne (mise en vigueur d’ici la fin de la de´cade) limite
les taux de NOx a` 25ppm pour les carburants liquides (fuel lourd / ke´rose`ne) et 10ppm pour le gaz
naturel. Aux re´glementations supra e´tatiques peut s’ajouter une re´glementation nationale voir re´gionale
(comme en Californie) renforc¸ant les limitations existantes. La re´glementation locale ajoute le plus sou-
vent des limitations sur les e´missions de CO (toxique), d’imbruˆle´s et autres compose´s organiques vola-
tiles (cance´rige`nes), qui sont absents par exemple des directives europe´ennes et ame´ricaines.
Re´ponses aux contraintes environnementales
Afin de pouvoir satisfaire les contraintes environnementales et anticiper leur durcissement, une alter-
native est apparue aux industriels :
– Soit concevoir de nouvelles chambres de combustion (puisque c’est la` que la formation de polluants
a lieu) pour parvenir a` passer sous les minima impose´s par les normes.
– Soit installer un syste`me catalytique en sortie des turbines qui re´duirait les niveaux de NOx. Le
surcouˆt d’un tel syste`me peut eˆtre e´value´ a` environ un million de dollars pour l’installation, sans
compter un entretien (consommables) estime´ a` 50, 000 $ par an. En rapport du prix total d’une
turbine a` gaz, ce surcouˆt n’est pas acceptable. Citons par exemple la centrale de Herdecke, pre`s de
Dortmund, ou` Siemens installera d’ici 2007 une SGT5-4000F pour 220 M$.
Les constructeurs ont donc entrepris de revoir leurs dessins de chambre de combustion avec d’autres
objectifs que le rendement dans leur cahier des charges. En effet, si auparavant l’ame´lioration de l’effica-
cite´ induisait un effet positif sur les polluants comme le CO et les imbruˆle´s (voir les tendances illustre´es
sur la Fig. 1.20), il n’en est pas de meˆme pour les oxydes d’azotes (NOx). C’est pour cette raison que des
efforts particuliers ont e´te´ mene´s pour limiter au maximum les e´missions de ce polluant particulie`rement
nocif. Il existe plusieurs me´canismes de production des NOx [67, 117, 122] avec pour principaux :
– NO ”thermique”, identifie´ par Zel’dovitch. Son taux de production est fonction de la tempe´rature
et du temps de re´sidence. Sa production dans la chambre est en grande partie relie´ a` la tempe´rature
de la zone primaire (voir les tendances illustre´es sur la Fig. 1.20). La croissance des e´missions y
est exponentielle au dela` de 1850 K, car les hautes tempe´ratures favorisent l’oxydation du di-azote
de l’air. Il est la source majeure de NOx produit.
– LeNO ”prompt” (Fenimore), est produit au sein de la flamme. Sa contribution est aussi importante,
surtout a haute pression.
– Le NO produit par le me´canisme faisant intervenir l’acide nitreux N2O, reste marginal dans la
plupart des cas.
– Les combustibles lourds tel le fuel peuvent contenir quelques pourcents de compose´s azote´s qui
re´agissent durant la combustion pour former des NOx. Ce me´canisme est absent pour le gaz natu-
rel.
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FIG. 1.20 - Evolution des e´missions de polluants en fonction de la tempe´rature dans la zone primaire (tendances).
Les techniques de re´duction des NOx sont multiples. Elles sont pour certaines lourdes ou encom-
brantes et ne peuvent eˆtre applique´es qu’aux turbines fixes qui sont les plus contraintes sur le plan envi-
ronnemental. Les syste`mes d’injection d’eau ou d’ammoniaque (re´action de re´duction de NO dans les
gaz bruˆle´s) ayant montre´ leurs limites tant en efficacite´ qu’en termes de couˆt, les constructeurs ont opte´
pour un changement radical de technologie des chambres de combustion.
Les re´gimes non-pre´me´lange´s utilise´s jusque la` faisaient apparaıˆtre des flammes de diffusion qui,
en bruˆlant a` la stœchiome´trie, induisait de tre`s hautes tempe´ratures (2400K) et par la` meˆme favori-
saient la production de NOx ”thermique”. Le passage a` la combustion pre´me´lange´e (ou partiellement
pre´me´lange´e) pauvre permet de s’assurer d’une tempe´rature de zone primaire suffisamment basse et
de limiter la production de NOx [58]. Les bruˆleurs fonctionnant en pre´me´lange pauvre se sont ainsi
ge´ne´ralise´s dans toutes les productions de turbines a` gaz industrielles. Ce choix technologique a permis
de re´aliser des gains notables sur les e´missions NOx mais pose toujours le proble`me de la stabilite´ des
flammes.
Stabilite´ re´duite des flammes
Les tempe´ratures de flamme plus basses induisent une interaction (extinction) plus forte avec les pa-
rois et peuvent poser des proble`mes d’accrochage de la flamme (voir l’article soumis au 31st Symposium
International on Combustion pre´sente´ en annexe C). Les flammes tre`s pauvres sont souvent proches de
l’extinction pauvre [71] ou du ”lift-off” [118, 120, 139, 207] (soufflage duˆ a` vitesse de flamme re´duite).
La marge de stabilite´ de ces flammes est tre`s re´duite et l’on constate une dynamique de flamme tre`s insta-
tionnaire. Dans ces conditions, les flammes sont sensibles aux perturbations de l’e´coulement et en parti-
culier aux fluctuations acoustiques. En effet, le confinement des chambres permet l’expression de modes
propres acoustiques [133]. L’apparition d’instabilite´s thermo-acoustiques provient du couplage re´sonnant
entre l’acoustique des chambres et la combustion instationnaire. Les instabilite´s de combustion (intro-
duites section 1.1) se caracte´risent par une pression oscillante de grande amplitude, ainsi qu’une forte
dynamique de flamme. Le mouvement de la flamme peut aller jusqu’a` induire une extinction ou meˆme un
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retour de flamme dans le syste`me d’injection (flashback [85, 95, 191, 202, 211]). Des diagrammes heu-
ristiques sont utilise´s pour e´valuer le risque de retour de flamme dans son re´gime stationnaire (crite`re de
Strscheletzky [53]) en fonction de parame`tres de l’e´coulement (nombre de swirl [70]) et de la ge´ome´trie
(rapports de sections de sortie du bruˆleur et du nez central). Rien de tel n’existe pour prendre en compte
les fluctuations instationnaires (comme c’est le cas pour les instabilite´s de combustion).
Les vibrations engendre´es peuvent endommager le syste`me et dans tous les cas, induisent une fa-
tigue pre´judiciable a` la longe´vite´ et a` la fiabilite´ des syste`mes. L’e´tude de ces instabilite´s se place alors
comme une question centrale pour les applications actuelles des turbines a` gaz. L’accroissement de la
pression dans les chambres a` 40 bar pour les turbore´acteurs, 10 a` 30 bar pour les turbines terrestres est
un e´le´ment favorisant l’effet destructeur des instabilite´s. En effet avec une augmentation notable de la
densite´ d’e´nergie contenue dans les foyers, les instabilite´s produisent des niveaux de fluctuations propor-
tionnellement plus e´leve´s.
1.2.4 La fatigue des mate´riaux
Nous avons vu que la fiabilite´ e´tait au coeur des pre´occupations des industriels du monde des turbines
a` gaz. Les contraintes subies par la structure de la chambre de combustion, meˆme en dec¸a` des niveaux
de rupture sont un facteur fondamental de vieillissement pre´mature´ : c’est la base de la fatigue des
mate´riaux.
L’objectif, ici, est principalement d’identifier quelles sont les donne´es de base permettant d’e´valuer les
niveaux de fatigue. Ainsi, quelques aspects historiques sur la fatigue des mate´riaux sont pre´sente´s avant
de de´finir la notion de ”fatigue”, et enfin quelles sont dans les faits les conse´quences sur les turbines a`
gaz.
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Historique de la fatigue
1829 :
Wilhelm Albert, directeur des mines de Clausthal,
en Allemagne, observe le premier le phe´nome`ne de
destruction des chaıˆnes de levage en fer.
1839 :
Le terme de ”fatigue” est introduit par le franc¸ais
Jean-Victor Poncelet, de´crivant lors de ses cours a`
l’e´cole militaire de Metz les me´taux comme e´tant
fatigue´s par les charges.
1843 :
Un train transportant des participants aux ce´le´bra-
tions de l’anniversaire du roi Louis-Phillippe reve-
nant de Versailles de´railla et prit feu (53 morts).
L’e´cossais William Rankine reconnuˆt [160] alors
l’importance de la concentration des contraintes
dans ses e´tudes sur les essieux (Fig. 1.21).
1849 :
Eaton Hodgkinson rec¸oit un prix du parlement bri-
tannique pour son travail mettant en e´vidence l’ef-
fet de charges discontinues sur le fer.
1860 :
Les premie`res e´tudes syste´matiques de dure´e de
vie par Sir William Fairbairn et August Wo¨hler
ame`nent a` l’ide´e d’une fatigue limite et proposent
l’utilisation de courbes S − N dans l’ inge´nierie
me´canique (S : contraintes - N : nombre de cycles
de charge).
1903 :
Sir James Ewing de´montre [56] l’origine de la rup-
ture par fatigue dans les micro-fissures (Fig. 1.22).
1910 :
Le franc¸ais Olivier Basquin clarifie la forme des
courbes S −N (Fig. 1.23).
1954 :
Coffin explique la croissance des fissures par le ca-
racte`re plastique des contraintes sur le bord des ar-
reˆtes [35].
FIG. 1.21 - ´Etude de la fatigue d’un essieu de
locomotive par William Rankine [160].
apre`s 1,000 cycles apre`s 2,000 cycles
apre`s 10,000 cycles apre`s 40,000 cycles
FIG. 1.22 - ´Evolution des fissures de fatigue selon le
nombre de cycles de contraintes par Ewing [56]
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Principe de fatigue des mate´riaux
La fatigue est un phe´nome`ne conduisant a` la rupture d’un mate´riau sous l’action de contraintes cy-
cliques, re´pe´te´es ou alterne´es dont la valeur maximale est infe´rieure a` la re´sistance a` la traction du
mate´riau. Les parame`tres de la fatigue sont le nombre de cyles, le type et la composition du mate´riau
et l’intensite´ de la charge applique´e.
Lorsque l’on exerce une contrainte continue (par exemple une traction) sur une pie`ce me´tallique,
celle-ci commence a` s’endommager par de´formation plastique, a` partir d’une contrainte appele´e limite
e´lastique. En the´orie, il suffirait de rester en dessous de cette contrainte pour e´viter l’endommagement
de la pie`ce. Dans la pratique, on prend souvent un coefficient de se´curite´ important, par exemple on
dimensionne la pie`ce de sorte qu’elle ne subisse jamais, en condition normale d’utilisation, une contrainte
supe´rieure a` la moitie´ de la limite e´lastique.
Cependant, des concentrations de contrainte apparaissent essentiellement :
– aux angles vifs de la pie`ce, aux entailles ;
– aux trous : perc¸age, ou encore pore (microbulle, de´faut du mate´riau) ;
– aux pre´cipite´s (points durs a` l’inte´rieur de la matie`re).
La limite e´lastique peut eˆtre de´passe´e localement, conduisant au phe´nome`ne d’e´crouissage : le mate´-
riau se durcit. Ce me´canisme a e´te´ e´tudie´ par Frank [59] et Read [162] et est commune´ment appele´
”sources de Frank-Read”. Si les contraintes sont re´pe´te´es (contraintes cycliques), a` partir d’un certain
moment, la zone e´crouie devient trop dure et ne peut plus supporter les de´formations meˆme faibles :
une fissure s’amorce. Puis, chaque fois que la contrainte se re´pe`te, la fissure s’agrandit, et cela me`ne
rapidement a` la rupture de la pie`ce. Si l’on regarde la surface de rupture au microscope, on observe un
aspect typique : des stries globalement paralle`les appariassent voir (Fig. 1.22 dans l’e´tude d’Ewing [56]),
correspondant a` la propagation de la fissure a` chaque sollicitation, puis une zone d’arrachement corres-
pondant a` la rupture finale. Globalement, le temps de germination de la fissure repre´sente 90% de la
dure´e de vie de la pie`ce, la propagation de la fissure repre´sente 10%. Il est important de comprendre que
durant 90% de la dure´e du phe´nome`ne, on ne voit strictement rien : il se produit juste une modification
de la structure interne du me´tal.
Le phe´nome`ne de fatigue peut eˆtre agrave´ par la corrosion : un mate´riau re´sistant tre`s bien a` la fatigue
et tre`s bien a` la corrosion dans un milieu donne´, peut se rompre de manie`re catastrophique sous l’effet
combine´ de la fatigue et de la corrosion.
La pre´vention de la rupture par fatigue repose essentiellement sur trois points :
– re´duction des concentrations de contrainte : e´viter les angles vifs, pre´fe´rer les arrondis, utiliser des
trous larges, polir la surface pour e´viter les aspe´rite´s.
– choix du mate´riau : pre´fe´rer des me´taux peu allie´s pour e´viter la pre´sence de pre´cipite´s (compromis
a` trouver avec les autres proprie´te´s ne´cessaires).
– surveillance des pie`ces sensibles et changement pre´ventif. Malheureusement, la surveillance de
pie`ces me´caniques au sein d’une turbine a` gaz est utopique et le changement pre´ventif de pie`ces
diminue le temps ou` la machine est re´ellement en exploitation.
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La fatigue thermome´canique
Dans le cadre des turbines a` gaz, comme pour d’autres applications a` haute tempe´rature, la fatigue
me´canique pure n’est plus la seule mise en jeu. Il faut conside´rer l’impact de la thermique. On parle alors
de fatigue ”thermome´canique”. Expe´rimentalement, on peut soumettre une ”e´prouvette” a` une batterie
de tests
– L’approche la plus simple consiste a` effectuer plusieurs tests de fatigue me´canique isotherme, ba-
layant une gamme de de´formations pour estimer la dure´e de vie du mate´riau [88, 183]. Toutefois,
cela permet mal de capturer les microme´canismes endommageant le mate´riau a` cause des fluctua-
tions de tempe´rature.
– Une deuxie`me approche simple consiste a soumettre la structure a` des charges thermiques et
me´caniques fluctuant d’abord en phase, puis et en opposition de phase [25] (Fig. 1.24). Cela re-
vient a` de´composer les de´formations subies par la structures en une somme de de´formations dues
a` la charge thermique et de de´formations dues a` la charge me´canique (Eq. 1.4), avec Etot, Eth,
Emech correspondant respectivement aux de´formations totales, thermiques et me´caniques, T0 la
tempe´rature de re´fe´rence a` laquelle le test de´bute, et α le coefficient d’expansion thermique du
mate´riau.
Etot = Eth + Emech = α(T − T0) + Emech (1.4)
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FIG. 1.24 - De´formations dues a` des charges thermique et me´canique en opposition de phase a) et en phase b)
pour l’e´valuation de la fatigue thermome´canique.
Pour ce qui est de la mode´lisation de la fatigue, un panorama exhaustif des diffe´rents crite`res est
donne´ dans diffe´rents articles et ouvrages [9, 98, 190]. On peut tout de meˆme citer :
– Des approches utilisant des crite`res e´nerge´tiques [188]
– Des approches pratiques ”macro-micro” [47] faisant le lien entre les crite`res locaux et une estima-
tion de la dure´e de vie d’une pie`ce.
– Des approches globales prenant en compte un effet de la moyenne des contraintes [27]
Toutes ces me´thodes d’e´valuation de la fatigue ont un de´nominateur commun : elles requie`rent les
meˆmes donne´es de base concernant les charges thermiques et me´caniques. En d’autres termes, il faut
identifier les causes des pressions et des flux thermiques s’exerc¸ants sur la structure et trouver un moyen
de les e´valuer pre´cise´ment de manie`re instationnaire.
46
1.2 Enjeux industriels : la robustesse des turbines a` gaz
La fatigue et les turbines a` gaz
Pour les turbines a` gaz spe´cifiquement, deux types de pie`ces subissent le plus de fatigue :
– Les aubes des turbines. Elles sont surtout soumises aux fluctuations de tempe´rature des gaz bruˆle´s
sortant de la chambre de combustion. Cela est surtout sensible dans les turbines ae´ronautiques, car
la compacite´ extreˆme des moteurs et la richesse supe´rieure induit une tempe´rature non uniforme en
sortie de chambre.
– Les parois de la chambre de combustion elle-meˆme. Situe´es au plus proche de la flamme, elles
subissent pleinement les variations de flux thermique, mais surtout le bruit intense que peut e´mettre
une flamme lors d’instabilite´s de combustion (voir chapitre 1.1). De plus, dans le but d’ame´liorer
le rendement (chapitre 1.2.2), les fabricants de turbines terrestres s’attachent a` limiter la quantite´
d’air alloue´e au refroidissement. Les parois sont ainsi mises a` rude e´preuve. Notre e´tude e´tant
focalise´e sur les turbines terrestres, on se concentrera donc sur la fatigue des parois de la chambre
de combustion.
Pour maximiser la dure´e de vie de la structure de la chambre, les industriels ont tout d’abord cherche´ a`
optimiser les formes des structures et les mate´riaux employe´s. Ils se sont donc oriente´s vers des mate´riaux
de pointe comme les ce´ramiques (qui e´quipent le bouclier thermique de la navette spatiale) qui supportent
beaucoup mieux les fluctuations de chaleur (voir Fig. 1.25).
a) b)
FIG. 1.25 - Vue interne d’une chambre de combustion annulaire e´quipe´e de tuiles en ce´ramique a) et zoom sur les
joints ce´ramiques entre deux tuiles b).
Paralle`lement, ils se sont attache´s a` trouver un moyen d’e´valuer les causes des fluctuations de tempe´ra-
ture et de pression qui pouvait survenir au sein des turbines et quelles implications cela pourrait avoir sur
la structure. c’est ainsi qu’apparaıˆt la ne´cessite´ de coupler la me´canique des fluides instationnaire et les
calculs de structure.
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1.3 Ne´cessite´ du couplage fluide / structure
1.3.1 Le projet europe´en DESIRE
Le projet
C’est dans cet environnement ou` les proble´matiques scientifiques et techniques deviennent de plus en
plus pointues que se place le projet europe´en DESIRE : ”DESIgn and demonstration of highly REliable
low NOx combustion systems for gas turbines”. Dans la droite ligne des accords de Kyoto (1997), les
objectifs de ce projet sont :
– La re´duction des e´missions de NOx, en passant de 25 ppm a` 15 ppm a` court terme1, puis 9 ppm
dans un second temps (pour la combustion du me´thane), sans utiliser de syste`me catalyseur qui
s’ave´rerait couˆteux (voir section 1.2.3).
– L’utilisation plus efficace des combustibles gazeux et liquides, re´duisant ainsi les e´missions deCO2
(gaz a` effet de serre).
– La production d’e´lectricite´ ”propre” allant dans le sens de la protection de l’environnement.
– L’ame´lioration du rendement des turbines a` gaz en cycle combine´, avec pour objectif de passer de
55% a` plus de 60% a` moyen terme.
– L’ame´lioration de la fiabilite´ des turbines, actuellement de 95%, pour atteindre 97% a` moyen terme,
via la suppression ou la maıˆtrise des instabilite´s de combustion.
Ce dernier point est crucial : une fiabilite´ de 95% signifie que la turbine a` gaz peut rester en fonc-
tionnement nominal pendant 95% du temps. L’entretien ou les re´parations des e´ventuelles pannes ne
repre´sentent que les 5% restant. De`s lors, un gain de fiabilite´ de 1% sur une turbine terrestre comme
la SGT5-4000F repre´sente des gains d’exploitations de l’ordre du million de dollars par an. C’est pour-
quoi le projet DESIRE donne une importance particulie`re au couplage fluide / structure qui pourrait
permettre de comprendre pre´cise´ment les phe´nome`nes sollicitant les parois de la chambre de combus-
tion, et d’e´valuer la dure´e de vie des mate´riaux la composant. Ceci constitue le premier pas vers une
optimisation fine de sa conception.
Les partenaires
Ce projet europe´en re´unit diffe´rents acteurs du monde scientifique et de l’industrie, a` savoir2 :
– SIEMENS PG (Allemagne) coordonne le projet et ame`ne son expe´rience dans la re´alisation d’un
bruˆleur test pour e´tudier les interactions fluide / structure.
– L’Universite´ de Twente (Pays-Bas) conc¸oit et re´alise ce bruˆleur test ainsi que la campagne expe´ri-
mentale et les e´tudes vibratoires de sa structure.
1Court terme : moins de 5 ans - Moyen terme : entre 5 et 10 ans - Long terme : plus de 10 ans.
2La liste des actions de chacun des partenaires n’est pas exhaustive, elle permet juste de situer la place de la LES dans ce
projet europe´en.
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– Le CERFACS (France) est en charge des simulations nume´riques instationnaires (simulations aux
grandes e´chelles, voir partie II) de cette configuration d’essai.
– Le DLR (Allemagne) teste trois bruˆleurs d’une vraie turbine a` gaz dans une autre configuration
d’essai (a` Berlin) et effectue les simulations nume´riques RANS de la thermique (a` Stuttgart).
– CIMNE (Espagne) calcule l’effet des charges thermiques et me´caniques sur des e´le´ments de la
structure de la turbine a` gaz re´elle.
– KEMA (Pays-Bas) effectue un monitoring complet d’une turbine a` gaz re´elle en service.
– E-On (Royaume Uni, anciennement Powergen) preˆte ses installations au monitoring de KEMA.
C’est l’e´tude du bruˆleur test conc¸u par l’Universite´ de Twente qui constituera le coeur de notre e´tude
pre´sente´e dans la partie III.
Outils mis en oeuvre dans l’e´tude du bruˆleur-test
De nombreuses me´thodes expe´rimentales sont mises en oeuvre pour l’e´tude du bruˆleur-test installe´ a`
l’Universite´ de Twente. Ces outils de mesure seront de´taille´s dans le chapitre 7.1, mais toutefois on peut
les re´sumer rapidement ici selon leur application :
Pression dynamique : plusieurs sondes ”kulite” sont installe´es dans la chambre de combustion (3) mais
aussi dans le plenum (1) afin d’identifier d’e´ventuels modes instables.
Tempe´rature et flux de chaleur : de nombreux thermocouples permettent de ve´rifier la tempe´rature
d’entre´e des gaz frais, celle en sortie de la chambre de combustion, mais aussi la tempe´rature
des gaz au sein du canal de refroidissement qui entoure la chambre, donnant ainsi une premie`re
approximation des pertes thermiques.
Hydrodynamique : la ve´locime´trie laser doppler (LDV) est employe´e pour mesurer les champs de vi-
tesse moyenne et RMS. Malheureusement, les e´quipements disponibles a` l’Universite´ de Twente ne
permettent de faire des mesures qu’a` basse vitesse. On peut toutefois comparer les re´sultats de la
LES a` froid avec ceux obtenus dans un tunnel a` eau par similitude de Reynolds.
Position et dynamique de la flamme : la Chemiluminescence CH∗ est la principale me´thode optique
permettant de situer et de quantifier la flamme. On peut admettre que la relation entre le rayonne-
ment CH∗ de la flamme et son de´gagement de chaleur ω˙T est line´aire.
Vibrations du ”liner” : un vibrome`tre laser est installe´ sur le cote´ de la chambre afin de mesurer les
vitesses de de´formation de la paroi interne flexible de la chambre, paroi qu’on nomme abusivement
”liner”.
1.3.2 Strate´gies de couplage
Le chapitre 1.2 a mis en e´vidence les enjeux industriels qui ame`nent a` la ne´cessite´ du couplage
fluide / structure. Cela constitue un des objectifs du projet DESIRE. Cependant, en admettant qu’on
puisse re´soudre les proble`mes fluide et structure se´pare´ments, les techniques de couplage ne sont pas
comple`tement e´videntes. Il faut s’attacher a` e´tablir des strate´gies de couplage.
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Couplage one-way / two-way
On peut dans un premier temps distinguer le couplage dit ”one-way” du couplage dit ”two-way”.
– Dans le premier, les fluctuations de pression dues au fluide excitent la structure et provoquent sa
vibration, mais on ne´glige l’effet retour de cette vibration sur le fluide (Fig. 1.26-a). On fait ainsi
l’hypothe`se des petites de´formations de la structure, ne provoquant pas de de´placement significatif
de la paroi qui ne´cessiterait un mouvement de maillage du domaine fluide.
– Dans le second, on calcule les de´placements de la structure dus aux fluctuations de pression du
fluide, et on impose ces de´placements sur les conditions aux limites du domaine fluide (Fig. 1.26-
b). L’hypothe`se des petites de´formations n’est plus ne´cessaire dans la mesure ou` la ge´ome´trie du
domaine fluide est modifie´e (maillage mobile).
a)
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FIG. 1.26 - Sche´ma de principe du couplage one-way (a) et two-way (b).
Strate´gies temporelles
Le couplage ”two-way” ame`ne le plus souvent a` des proce´dures de couplage temporel. A chaque
pas de temps, les informations sont e´change´es entre le code de fluide et le code de structure. Le pas de
temps fluide e´tant beaucoup plus petit que celui utilise´ par la structure (facteur 1000 entre les deux !),
on peut se contenter d’e´changer les informations de couplage moins souvent. Ce type de proce´dure est
de´crit par Piperno [135, 136] et est utilise´ surtout en ae´roe´lasticite´, comme pour pre´dire le flottement
des ailes [15, 193] (voir Fig. 1.27-a) ou la re´ponse d’une structure de ge´nie civil comme le fameux pont
de Tacoma-Narrows (voir Fig. 1.27-b). Cette strate´gie est la plupart du temps associe´e a` des maillages
mobiles, comme pour les calculs des moteurs automobiles [203].
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a) b)
FIG. 1.27 - Exemples de couplage fluide / structure en ae´roe´lasticite´ : a) Flottement des ailes de l’A340 e´tudie´ au
DLR [193] ; b) Pont de Tacoma-Narrows.
Strate´gies fre´quentielles
Pour l’e´valuation de la fatigue des mate´riaux, le couplage ”one-way” semble plus approprie´. En effet,
les de´formations sont tre`s petites et on peut se contenter de voir l’impact du fluide sur la structure sans
boucle retour. De`s lors, il suffit de pre´dire de fac¸on fre´quentielle la re´partition des charges me´caniques
(pression) et thermiques (tempe´rature), en faisant l’hypothe`se que ces charges sont pe´riodiques. On peut
ainsi e´valuer la fatigue des mate´riaux [27, 26] via les courbes S - N (voir chap. 1.2.4). Il est inte´ressant
de noter que non seulement l’amplitude mais aussi la fre´quence [4] des fluctuations des charges ther-
mome´caniques sur la structure sont importantes pour l’e´valuation de la fatigue des mate´riaux.
Cette the`se se place dans cette optique de couplage one-way, ou` un signal relativement court (quelques
dizaines de ms) mais le plus pre´cis possible sera ”pe´riodise´” pour eˆtre transmis a` un code de structure
(par exemple ANSYS).
1.4 La LES dans le couplage fluide / structure
1.4.1 La simulation aux grandes e´chelles comme candidat ide´al
Capacite´s pre´dictives de la LES
L’optique du couplage one-way requiert une me´thode de me´canique des fluides nume´rique (CFD)
pouvant pre´dire de manie`re comple`tement instationnaire les fluctuations de pression et de flux de cha-
leur aux parois des chambres de combustion des turbines a` gaz. Les me´thodes employe´es aujourd’hui
pour la simulation de ces e´coulements sont la plupart du temps base´s sur une formulation moyenne´e des
e´quations de la me´canique des fluides, dite ”RANS” (Reynolds Average Navier-Stokes). Ces me´thodes
RANS, robustes et peu couˆteuses en temps de calcul pre´sentent un attrait e´vident, en permettant d’effec-
tuer de nombreux calculs et d’obtenir des tendances rapidement selon divers parame`tres. Toutefois, elles
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pre´sentent trois inconve´nients majeurs :
– Tout d’abord, la nature tre`s non-line´aire de la combustion turbulente s’accommode assez mal du
caracte`re moyenne´ des me´thodes RANS [132, 147]. Ces me´thodes sont ainsi souvent prises en
de´faut.
– Ensuite, les me´thodes RANS sont inadapte´es au calcul de fluctuations de pression. Dans la plupart
des cas, le bruit est e´value´ en utilisant des analogies entre e´nergie cine´tique turbulente et fluctua-
tions de pression (type analogie de Lighthill, voir l’historique, chap. 1.1.1). Il est sans doute pos-
sible de coder une e´quation de transport pour P 2 et ainsi en tirer les PRMS mais aucune re´fe´rence
bibliographique traitant de cette technique n’a e´te´ trouve´e.
– Enfin, les grandes e´chelles d’un e´coulement turbulent pre´sentent de fortes instationnarite´s qui se
preˆtent mal a la mode´lisation, contrairement aux petites e´chelles dont le caracte`re instationnaire
apparaıˆt comme plus universel [29, 87, 99]
La simulation aux grandes e´chelles ou ”LES” est ne´e de ce constat : tenter de mode´liser le caracte`re
universel des petites e´chelles et calculer explicitement les grandes e´chelles3. En effet, la simulation
nume´rique directe (ou ”DNS”) de toutes les e´chelles de la cascade de Kolmogorov est en effet hors
de porte´e en termes de temps de calcul.
La LES compressible re´active apparaıˆt donc comme le candidat ide´al pour fournir les pressions et flux
de chaleur instationnaires au code de structure. Dans le cas du couplage one-way, la longueur re´duite
du signal fourni par la LES n’est pas aussi pe´nalisant qu’il n’y paraıˆt. En effet, dans le cadre d’une
instabilite´ de combustion, on peut parfaitement conside´rer le signal comme harmonique car un nombre
fini de fre´quences ressortent nettement du spectre.
Toutefois, la pre´cision requise pour pouvoir envisager d’utiliser le signal de la LES pour le couplage
fluide / structure est particulie`rement e´leve´e, et fournir un tel niveau de pre´cision dans une LES re´active
pose des difficulte´s non ne´gligeables.
3La pre´sentation de´taille´e de cette me´thode fera l’objet de la partie II.
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Difficulte´s pour une LES re´active pre´cise
Produire des re´sultats pre´cis en LES n’est pas si simple qu’il n’y paraıˆt [24]. La table 1.2 re´sume
l’ensemble des proble`mes rencontre´s et propose quelques e´le´ments pour re´soudre ces proble`mes.
Proble`mes Solutions partielles Fiabilite´4 Re´fe´rences5
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1/ Avoir la bonne ge´ome´trie Discuter souvent avec la partie expe´rimentale. ? ? ? ? ? [186, 108]
2/ Avoir les bons de´bits Condition limite d’entre´e caracte´ristique re-
laxant le de´bit.
? ? ? ? ? [124, 123]
3/ Avoir les bons profils d’entre´e Ensemble du swirler et du plenum inclus dans
le domaine de calcul : ne´cessite´ du maillage
non structure´.
? ? ? ? ? [184]
4/ Avoir les bonnes impe´dances
des conditions aux limites
Domaine de calcul e´tendu jusqu’a` un endroit
ou` l’impe´dance est connue.
? ? ? ? [145, 187]
SO
R
T
IE
S
5/ Avoir les tempe´ratures adia-
batiques de fin de combustion et
le rendement attendu (imbruˆle´s)
Thermochimie a` Cp variable, mode`le de com-
bustion ade´quat et sche´ma cine´tique a` au
moins 2 e´tapes.
? ? ? ? [91, 111]
6/ Avoir les bonnes T en sortie Pertes thermiques et rayonnement. ? ? ? [86, 177]
7/ Avoir les bons TRMS en sortie
(aussi appele´ ”FRT”)
Me´lange et combustion pre´dits correctement. ? ? ? [16]
8/ Avoir les champs de V , Yk, T
et P .
Mode`le de sous maille et lois de paroi
ade´quats pour avoir les pertes de charges.
? ? ? ? [175, 186]
9/ Avoir les champs de VRMS,
Yk RMS, TRMS
En plus de 8/, moyenner suffisamment long-
temps.
? ? ? [186, 170]
10/ Avoir les champs de PRMS sche´mas nume´riques d’ordre e´leve´s pour
l’acoustique, conditions aux limites pre´cises.
? ? [38, 119]
11/ Capter les modes instables
en termes de fre´quence
Re´partition de tempe´rature correcte, sche´mas
nume´riques d’ordre e´leve´s pour l’acoustique.
? ? ? [113, 185]
12/ Pre´voir l’amplitude (dB) des
modes instables
Re´ponse exacte de la flamme aux diverses
perturbations.
? [31, 179]
13/ Pre´voir le bruit a` large bande Croiser les doigts. ? ? ? ?
C
O
U
PL
A
G
E
14/ Interfacer avec le code de
CSD (structure)
Champs de pression (et e´ventuellement flux
thermique) aux parois, pe´riodicite´ du signal.
? ? ? ?
TAB. 1.2 - Difficulte´s rencontre´es en LES re´active en vue d’un couplage fluide / structure (Flamme stabilise´e).
4La fiabilite´ repre´sente ici le cre´dit qu’on peut apporter au re´sultat, du plus fiable (? ? ? ? ?) au plus hasardeux (?).
5Les re´fe´rences associe´es ont attrait soit a` un article pre´sentant des re´sultats correspondants au proble`me soit a` une me´thode
faisant partie des solutions partielles indique´es.
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1.4.2 Objectifs de la the`se et limites des investigations
Objectifs de cette the`se
La Tab. 1.2 a clairement mis en e´vidence que de nombreux proble`mes de base e´taient a` e´claircir avant
de pouvoir coupler la LES avec un code de structure. Cette the`se va s’attacher a` ame´liorer la fiabilite´ de
la LES sur chacun de ces points et de tenter un premier couplage ”one-way”. Pour cela, il faudra :
– Effectuer les LES pre´paratoires aux calculs fluide / structure sur le bruˆleur-test installe´ a`
l’Universite´ de Twente (Pays-bas) (points 1/ et 2/ de la Tab. 1.2).
– Tester les me´thodologies de calcul LES. En particulier, on montrera qu’un calcul ”sans conditions
aux limites”, donc incluant les e´le´ments amont et aval a` la flamme, est ne´cessaire (points 3/ et 4/).
– Valider la pre´cision de la LES sur l’hydrodynamique de l’e´coulement, particulie`rement sur les
champs de vitesse moyenne et de fluctuations RMS (points 8/ et 9/).
– Estimer l’impact du sche´ma nume´rique sur la pre´cision des re´sultats (points 8/, 9/ et 10/).
–
´Etudier l’effet du traitement aux murs (points 8/, 9/ et 10/).
– S’assurer du domaine de validite´ du sche´ma cine´tique et du mode`le de combustion (points 5/ 6/ et
7/) pour le re´gime conside´re´ (pre´me´lange parfait, partiellement pre´me´lange´ ou encore diffusion).
– Mener des LES force´es et non force´es dans les meˆmes conditions que l’expe´rience pour voir ap-
paraıˆtre d’e´ventuels modes auto-instables (cas non force´) ou bien caracte´riser la re´ponse de la
flamme (cas force´) (points 10/ 11/ et 12/).
– Identifier le roˆle spe´cifique des fluctuations de richesse [5, 6, 100, 101] dues au forc¸age, en termes
de perturbations perc¸ue par la flamme et de line´arite´ de sa re´ponse (points 11/ et 12/).
– Analyser l’effet des pertes thermiques sur les champs de tempe´rature moyens et leur impact sur la
fre´quence et l’amplitude des modes propres pre´sents (points 6/ 11/ et 12/).
– Obtenir les donne´es instationnaires de pression aux parois et les transmettre a` un code de structure
(points 10/ et 14/).
Limite des investigations
Cette the`se n’est qu’un premier pas vers le couplage fluide / structure utilisant la LES re´active. De
nombreux proble`mes secondaires qu’il serait judicieux d’aborder dans un second temps seront laisse´s de
cote´.
Toutefois, e´tant conscient de ces proble`mes, il est possible d’en citer certains a priori :
– L’effet des termes de bord du sche´ma nume´rique sur les niveaux de bruits.
– L’e´valuation de la fiabilite´ de ces niveaux de bruit, en comparant avec une solution analytique
comme un canal turbulent.
– Le gain potentiel des sche´mas nume´riques conservant l’e´nergie cine´tique.
– La validite´ du mode`le de flamme e´paissie en diffusion.
– Le bruit nume´rique ge´ne´re´ par les traitements aux limites, notamment dans les coins.
– etc...
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1.4 La LES dans le couplage fluide / structure
Pre´cisions sur le travail fourni
Lors de cette the`se, nous avons e´te´ amene´ a` utiliser un grand nombre de me´thodes nume´riques
diffe´rentes parmi les plus avance´es qui soient. Les de´veloppements qui en ont de´coule´ ont souvent e´te´
mene´s par d’autres personnes. De meˆme, diverses donne´es expe´rimentales ont aussi e´te´ exploite´es. Ces
mesures ont aussi e´te´ effectue´es par d’autres. Ainsi, il convient de pre´ciser d’une part ce qui a e´te´ fait
spe´cifiquement dans cette the`se et d’autre part les travaux et donne´es dont cette e´tude a pu be´ne´ficier
directement : ”rendons a` Ce´sar ce qui appartient a` Ce´sar.”
Sur le plan expe´rimental, la mise en place du bruˆleur-test et l’inte´gralite´ des mesures ont e´te´ effectue´es
par l’e´quipe du professeur Jim Kok de l’Universite´ de Twente. Mon travail n’a consiste´ qu’en la mise en
forme de ces donne´es et la comparaison avec les re´sultats nume´riques. Plus pre´cise´ment :
– Jaap Van Kampen [206] m’a fourni les mesures de vitesse (LDV) dans le cas non re´actif (Chap. 8),
les compositions e´quivalentes des gaz employe´s (Chap. 9.1.1), les mesures de pertes thermiques
globales (Chap. 9.4) mais aussi les spectres expe´rimentaux de pression (Chap. 9.6 & 10.3) dans les
cas re´actifs.
– Rob Huls [79] s’est charge´ des mesures vibratoires et a` utilise´ les re´sultats nume´riques que je lui ai
fait parvenir pour le prototype de couplage avec ANSYS (Chap. 10.8).
– Genie Stoeffels a mene´ l’ensemble des mesures utilisant des techniques optiques, notamment par
chemiluminescence CH∗ (Chap. 9.3.5 & 9.4.4).
Sur le plan nume´rique, le code AVBP est le fruit de plus de 10 ans de travail. L’architecture de base du
code a en effet e´te´ conc¸ue par Mike Rudgyard et Thilo Scho¨nfeld en 1993 puis de´veloppe´ au fil des ans
sous la direction de Thierry Poinsot. Dans un souci de concision, nous ne de´taillerons que les derniers
de´veloppements dont cette e´tude a pu be´ne´ficier :
– La formulation ”multi-espe`ces” du code AVBP est le re´sultat d’un long travail de conception et de
codage de Ghislain Lartigue [91].
– Les conditions aux limites caracte´ristiques ont e´te´ imple´mente´es initialement par Franck Ni-
coud [123, 126] dans le cas d’un gaz mono espe`ce. Mon travail (Chap. 5.3) a e´te´ de de´velopper de
la meˆme manie`re une condition limite controˆlant le de´bit dans le cas d’un gaz multi espe`ces.
– La re´duction de cine´tique chimique et son optimisation par algorithme ge´ne´tique a e´te´ le re´sultat
du travail de Charles Martin [111]. Dans notre e´tude (Chap. 9.1.2), le sche´ma cine´tique re´duit du
me´thane ”2S CH4 CM2” a e´te´ repris et adapte´ pour des conditions en pression de 1.5 bar.
– Les lois de paroi thermiques ont e´te´ de´veloppe´es et teste´es par Patrick Schmitt [175]. Cette e´tude a
pu be´ne´ficier directement de cette me´thode (Chap. 9.4).
Hormis cela, le travail pre´sente´ dans cette the`se est ine´dit, notamment l’analyse portant sur :
– Le roˆle des conditions aux limites thermiques sur les modes instables de l’e´coulement re´actif aussi
bien en termes de fre´quence que d’amplitude (Chap. 9.4).
– La caracte´risation (gain / de´phasage) de la re´ponse d’un bruˆleur vrille´ imparfaitement pre´me´lange´
a` des perturbations de richesse (Chap. 10.5 & 10.6).
– L’effet de ces fluctuations sur les charges me´caniques et thermiques sollicitant les parois de la
chambre de combustion (Chap. 10.7 & 10.8).
– Plus ge´ne´ralement, la faisabilite´ du couplage entre la simulation aux grandes e´chelles et un code
de structure pour pre´dire les de´formations d’une chambre de combustion en re´gime instable.
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Chapitre 2
Equations de conservation pour les fluides
re´actifs
2.1 Equations et variables conservatives
Les e´quations de conservation d’un e´coulement multi espe`ces re´actif s’e´crivent :
∂w
∂t
+∇ · F = s (2.1)
ou` w = ( ρu, ρv, ρw, ρE, ρk)T est le vecteur des variables conservatives avec respectivement ρ, u, v, w,
E, ρk la densite´, les trois composantes du vecteur vitesse ~V = (u, v, w)T , l’e´nergie totale et ρk = ρYk
avec Yk la fraction massique de l’espe`ce k, k variant de 1 a` N , N e´tant le nombre d’espe`ces. Une
de´composition classique en parties visqueuse et non visqueuse est utilise´ pour le tenseur des flux :
F = F(w)I + F(w,∇w)V (2.2)
Les trois composantes du tenseur non visqueux F(w)I sont :
Termes non visqueux :
f I =

ρu2 + P
ρuv
ρuw
(ρE + P )u
ρku
 , gI =

ρuv
ρv2 + P
ρvw
(ρE + P )v
ρkv
 , hI =

ρuw
ρvw
ρw2 + P
(ρE + P )w
ρkw
 (2.3)
ou` la pression hydrostatique P est de´termine´e par l’e´quation d’e´tat des gaz parfaits (Eq. 2.15).
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Termes visqueux : Les trois composantes du tenseur visqueux F(w,∇w)V sont :
fV =

−τxx
−τxy
−τxz
−(uτxx + vτxy + wτxz) + qx
Jx,k

gV =

−τxy
−τyy
−τyz
−(uτxy + vτyy + wτyz) + qy
Jy,k

hV =

−τxz
−τyz
−τzz
−(uτxz + vτyz + wτzz) + qz
Jz,k

(2.4)
Le tenseur des contraintes τ est de´fini par :
τij = 2µ(Sij − 13δijSll), i, j = 1, 3 (2.5)
Sij =
1
2
(
∂uj
∂xi
+
∂ui
∂xj
), i, j = 1, 3 (2.6)
avec µ la viscosite´ dynamique explicite´e en section 2.5. Ji,k est le flux diffusif de l’espe`ce k suivant i
de´fini en section 2.4 (Eq. 2.26) et qi est le flux de chaleur de´fini en section 2.6 (Eq. 2.32).
2.2 Variables thermodynamiques
L’e´tat de re´fe´rence est pris a` la pression P0 = 1 bar et a` la tempe´rature T0 = 0 K. Les enthalpies h˜s,k
et entropies s˜k sensibles de chaque espe`ce sont tabule´es tous les 100 K de 0 a` 5000 K et sont de´finies par
les Eq. 2.7 et 2.8. Le symbole ˜ correspond aux valeurs tabule´es et l’exposant m correspond aux valeurs
molaires. h˜ms,k, s˜mk et la masse molaire Wk sont de´termine´es a` partir de la table JANAF [198]. L’e´nergie
sensible de chaque espe`ce est e´galement de´finie a` l’aide de l’Eq. 2.9.
h˜s,k(Ti) =
∫ Ti
T0=0K
Cp,kdT =
h˜ms,k(Ti)− h˜ms,k(T0)
Wk
, i = 1, 51 (2.7)
s˜k(Ti) =
s˜mk (Ti)− s˜mk (T0)
Wk
, i = 1, 51 (2.8)
e˜s,k(Ti) =
∫ Ti
T0=0K
Cv,kdT = h˜s,k(Ti)− rkTi i = 1, 51 (2.9)
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2.3 Equation d’e´tat des gaz parfaits
Les capacite´s calorifiques a` pression constante Cp,k et volume constant Cv,k sont suppose´s constantes
entre Ti et Ti+1 = Ti + 100. Elles sont respectivement de´termine´es par les Eq. 2.10 et 2.11. L’e´nergie
sensible est de´finie par une interpolation line´aire via la tempe´rature (Eq. 2.12). L’e´nergie sensible et
l’enthalpie sensible du me´lange sont respectivement de´finies par les Eq. 2.13 et 2.14.
Cp,k =
(
∂hs,k
∂T
)
P
(2.10)
Cv,k =
(
∂es,k
∂T
)
V
(2.11)
es,k(T ) = e˜s,k(Ti) + (T − Ti) e˜s,k(Ti+1)− e˜s,k(Ti)
Ti+1 − Ti (2.12)
ρes =
N∑
k=1
ρkes,k = ρ
N∑
k=1
Ykes,k (2.13)
ρhs =
N∑
k=1
ρkhs,k = ρ
N∑
k=1
Ykhs,k (2.14)
2.3 Equation d’e´tat des gaz parfaits
L’e´quation d’e´tat d’un me´lange de gaz parfaits s’e´crit :
P = ρ
R
W
T (2.15)
1
W
=
N∑
k=1
Yk
Wk
(2.16)
ou` W est la masse molaire du me´lange. La constante du me´lange variable en temps et en espace r et les
capacite´s calorifiques de´pendent des fractions massiques :
r =
R
W
=
N∑
k=1
Yk
Wk
R =
N∑
k=1
Ykrk (2.17)
Cp =
N∑
k=1
YkCp,k (2.18)
Cv =
N∑
k=1
YkCv,k (2.19)
ou`R = 8.3143 J/mol.K est la constante universelle des gaz parfaits. L’exposant polytropique du me´lange
est donne´ par γ = Cp/Cv. Donc, la constante du me´lange, les capacite´s calorifiques et l’exposant po-
lytropique de´pendent de la composition local du me´lange de´finie par les fractions massiques locales
Yk(x, t) :
r = r(x, t), Cp = Cp(x, t), Cv = Cv(x, t), et γ = γ(x, t) (2.20)
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A partir de l’e´nergie sensible, on de´duit la tempe´rature en utilisant les Eq. 2.12 et 2.13. Enfin, les condi-
tions limites font intervenir la vitesse du son du me´lange c de´finie par l’Eq. 2.21.
c2 = γrT (2.21)
2.4 Conservation de la masse en multi-espe`ces
Dans un e´coulement multi-espe`ces, la conservation totale de la masse implique que l’Eq. 2.22 soit
satisfaite. V ki repre´sente la composante dans la direction i (i=1,2,3) de la vitesse de diffusion de l’espe`ce k
(k=1,...,N). Afin d’exprimer cette vitesse de diffusion, l’approximation d’Hirschfelder-Curtis est utilise´e.
Cette fonction, de´finie par l’Eq. 2.23, utilise les gradients des fractions molaires Xk de´finies par Xk =
YkW/Wk. En terme de fraction massique, l’Eq. 2.23 devient l’Eq. 2.24.
N∑
k=1
Yk V
k
i = 0 (2.22)
Xk V
k
i = −Dk
∂Xk
∂xi
, i = 1, 2, 3 (2.23)
Yk V
k
i = −Dk
Wk
W
∂Xk
∂xi
, i = 1, 2, 3 (2.24)
En sommant les k Eq. 2.24, la conservation de la masse totale exprime´e par l’Eq. 2.22 n’est pas
ne´cessairement respecte´e. Pour assurer la conservation globale de la masse, une vitesse de diffusion
corrective ~V c est ajoute´e. Cette vitesse est de´finie par l’Eq. 2.25 [147]. Le flux de diffusion des espe`ces
Ji,k est alors de´fini par l’Eq. 2.26.
V ci =
N∑
k=1
Dk
Wk
W
∂Xk
∂xi
, i = 1, 2, 3 (2.25)
Ji,k = −ρ
(
Dk
Wk
W
∂Xk
∂xi
− YkV ci
)
, i = 1, 2, 3 (2.26)
ou` Dk est la diffusivite´ de l’espe`ce k dans le me´lange (voir section 2.5).
2.5 Coefficients de transport
Dans la plupart des codes de me´canique des fluides utilisant un me´lange de plusieurs espe`ces, la
viscosite´ dynamique µ est suppose´e inde´pendante de la composition du me´lange et proche de celle de
l’air1. La loi puissance, de´finie par l’Eq. 2.27, est utilise´e pour de´terminer la viscosite´ dynamique.
µ = c1(
T
Tref
)b (2.27)
1Les erreurs lie´es a` cette hypothe`se sont faibles par rapport aux proprie´te´s thermodynamiques
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2.6 Flux de chaleur
ou` b est typiquement dans la plage 0.5-1.0 (air : b = 0.76). La conductivite´ thermique du me´lange est
de´finie, en utilisant un nombre de Prandtl Pr suppose´e constant en temps et en espace, par l’Eq. 2.28.
λ =
µCp
Pr
(2.28)
La diffusivite´ mole´culaire Dk est exprime´e a` l’aide des coefficients binaires Dij obtenus a` l’aide de la
the´orie cine´tique des gaz [76]. La diffusivite´ mole´culaire Dk est de´finie par l’Eq. 2.29 [14].
Dk =
1− Yk∑N
j 6=kXj/Djk
(2.29)
Les coefficients binaires Dij sont des fonctions complexes de´pendant des inte´grales de collision et des
variables thermodynamiques. Dans un code DNS utilisant une chimie complexe, utiliser l’Eq. 2.29 a un
sens. Cependant, dans la plupart des codes DNS, un sche´ma simplifie´ est utilise´ et la mode´lisation de la
diffusivite´ n’a pas besoin d’eˆtre aussi pre´cise. En conse´quence, une approche plus simplifie´e est utilise´e.
En faisant l’hypothe`se que les nombres de Schmidt de chaque espe`ce Sc,k sont constants, la diffusivite´
mole´culaire Dk est de´finie par l’Eq. 2.30.
Dk =
µ
ρSc,k
(2.30)
ou` Sc,k est le nombre de Schmidt de l’espe`ce k suppose´ constant en temps et en espace. Pr et Sc,k
mode´lisent la diffusion laminaire thermique et mole´culaire. Les valeurs sont obtenues a` l’aide du logiciel
PREMIX, inclus dans le package CHEMKIN [84] en calculant leur valeur dans les gaz bruˆle´s pour une
flamme de pre´me´lange laminaire monodimensionnelle.
2.6 Flux de chaleur
Dans le cas d’e´coulements multi-espe`ces, le flux de chaleur total qi est la somme de deux termes : le
flux de chaleur par conduction et le flux de chaleur duˆ a` la diffusion des espe`ces. Ces deux termes sont
de´taille´es dans l’Eq. 2.32.
qi = −λ ∂T
∂xi
+
N∑
k=1
Ji,khs,k, i = 1, 2, 3 (2.31)
qi = −λ ∂T
∂xi︸ ︷︷ ︸
conduction
−ρ
N∑
k=1
(
Dk
Wk
W
∂Xk
∂xi
− YkV ci
)
hs,k︸ ︷︷ ︸
diffusion des espe`ces
(2.32)
ou` λ est la conductivite´ thermique du me´lange (voir section 2.5).
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2.7 Cine´tique chimique
Le terme source s de l’Eq. 2.1 est de´fini par : s = ( ω˙u, ω˙v, ω˙w, ω˙T ,−ω˙k)T avec ω˙T le taux de
de´gagement de chaleur et ω˙k le taux de re´action de l’espe`ce k. Les termes sources ω˙u, ω˙v, ω˙w sont utilise´s
pour imposer des contraintes sur les composantes de l’e´quation de conservation de la quantite´ de mouve-
ment. Par exemple, un gradient de pression est impose´ dans le cas d’un e´coulement avec pe´riodicite´.
Cependant, dans la plupart des cas, ω˙u = ω˙v = ω˙w = 0. Le mode`le de combustion imple´mente´
dans AVBP est une loi d’Arrhe´nius e´crite pour N re´actifsMkj et M re´actions. Les re´actions se mettent
sous la forme de´finie par l’Eq. 2.33. Le taux de re´action ω˙k, de´fini par l’Eq. 2.34, est la somme des taux de
re´action de l’espe`ce k durant la re´action j ω˙kj pour j variant de 1 a` M. Les coefficients stoechiome´triques
des re´actifs ν ′kj et des produits ν ′′kj permettent de calculer les coefficients globaux νkj = ν ′′kj − ν ′kj . Qj
est la variable d’avancement de la re´action j de´finie par l’Eq. 2.35. Kf,j et Kr,j sont les constantes des
re´actions ”forward” et ”reverse” respectivement de´finis par les e´quations 2.36 et 2.37. Af,j est le facteur
pre´-exponentiel et Ea,j est l’e´nergie d’activation. Kr,j se de´duit de l’hypothe`se d’e´quilibre.
N∑
k=1
ν ′kjMkj ⇀↽
N∑
k=1
ν ′′kjMkj , j = 1,M (2.33)
ω˙k =
M∑
j=1
ω˙kj =Wk
M∑
j=1
νkjQj (2.34)
Qj = Kf,j
N∏
k=1
(
ρYk
Wk
)ν
′
kj −Kr,j
N∏
k=1
(
ρYk
Wk
)ν
′′
kj (2.35)
Kf,j = Af,j exp(−Ea,jRT ) (2.36)
Kr,j =
Kf,j
Keq
(2.37)
Keq est la constante d’e´quilibre [90] de´finie par l’Eq. 2.38. La pression de re´fe´rence est e´gale a` p0 = 1
bar. ∆H0j est la variation d’enthalpie (sensible + chimique) de´finie par l’Eq. 2.39 et ∆S0j la variation
d’entropie pour la re´action j de´finie par l’Eq. 2.40. ∆h0f,k est l’enthalpie de formation de l’espe`ce k a` la
tempe´rature T0 = 0 K. Le de´gagement de chaleur ω˙T est de´fini par l’Eq. 2.41.
Keq =
(
p0
RT
)∑N
k=1
νkj
exp
(
∆S0j
R −
∆H0j
RT
)
(2.38)
∆H0j = hj(T )− hj(0) =
N∑
k=1
νkjWk(hs,k(T ) + ∆h0f,k) (2.39)
∆S0j =
N∑
k=1
νkjWksk(T ) (2.40)
ω˙T = −
N∑
k=1
ω˙k∆h0f,k (2.41)
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Chapitre 3
Equations pour la LES re´active
3.1 La Simulation aux Grandes Echelles (SGE ou LES)
La Simulation aux Grandes Echelles [171, 153] est reconnue comme une approche comple´mentaire
de la traditionnelle approche RANS (Reynolds Averaged Navier-Stokes). Bien que conceptuellement tre`s
diffe´rentes, ces deux approches ont pour but de produire de nouveaux syste`mes d’e´quations de conser-
vation permettant de reproduire et comprendre les e´coulements turbulents.
En appliquant des ope´rateurs au syste`me d’e´quations de conservation d’un e´coulement turbulent com-
pressible, de nouvelles e´quations de conservation sont obtenues. Les termes non mode´lise´s apparaissent
et ne´cessitent la cre´ation de mode`les spe´cifiques pour pouvoir assurer la fermeture des e´quations. Les
principales diffe´rences entre les deux approches proviennent du choix de l’ope´rateur employe´ :
Approche RANS L’ope´rateur est une moyenne temporelle ou une moyenne d’ensemble sur un certain
nombre de re´alisations du champ fluide [153, 29].
Les termes a` fermer sont repre´sentatifs de la physique pour toutes les e´chelles de la turbulence.
Approche LES L’ope´rateur est un filtre local, de taille fixe´e 4, inde´pendant du temps, applique´ a` une
seule re´alisation du champ fluide. De ce moyennage spatial re´sulte une se´paration entre les grandes
et les petites e´chelles de la turbulence.
Les termes a` fermer sont repre´sentatifs de la physique pour les e´chelles de la turbulence plus
petites qu’une e´chelle de coupure. Cette e´chelle de coupure entre les grandes e´chelles re´solues et
les petites e´chelles mode´lise´es est lie´e a` la taille du filtre.
La diffe´rence fondamentale entre ces deux approches re´side dans la plage d’e´chelles re´solues qui
repre´sente toutes les e´chelles dans le cas du RANS et seulement les grandes e´chelles dans le cas de
la Simulation aux Grandes Echelles. Le concept LES avec sa fre´quence de coupure est illustre´ sur le
spectre d’e´nergie d’une Turbulence Homoge`ne Isotrope (THI) sur la figure 3.1.
Graˆce a` l’utilisation du filtre pour se´parer petites et grandes e´chelles, la LES permet une repre´sentation
dynamique des tourbillons de plus grande taille dont les contributions sont critiques en ge´ome´trie com-
plexe. Les pre´dictions sur la physique des e´coulements turbulents sont ame´liore´es avec l’utilisation de
la LES puisque des phe´nome`nes a` grande e´chelle, comme la propagation des ondes acoustiques, sont
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FIG. 3.1 - Spectre d’e´nergie d’une THI : concept LES
intrinse`quement pre´sents dans les e´quations de conservation [147].
Pour toutes ces raisons, la LES a un potentiel e´vident pour la pre´diction des e´coulements turbulents
re´actifs rencontre´s dans les applications industrielles. Cependant, cette utilisation est limite´e par les hy-
pothe`ses introduites pour construire les mode`les de la LES.
Les e´quations de conservation LES sont de´crites en section 3.2, les mode`les de sous-maille en sec-
tion 3.3 et le mode`le de combustion turbulence TF en contexte LES en section 3.4.2.
3.2 Equations LES
La quantite´ filtre´e f est la quantite´ re´solue par la simulation nume´rique. La quantite´ de sous-maille
non re´solue est f ′ = f − f . Dans le cas d’un e´coulement a` densite´ variable, une moyenne de Favre est
de´finie par l’Eq. 3.1.
ρf˜ = ρf (3.1)
Les e´quations de conservation d’un e´coulement turbulent re´actif en approche LES (Eq. 3.2) sont obtenues
par filtrage des e´quations DNS (Eq. 2.1).
∂w
∂t
+∇ · F = s (3.2)
Le tenseur des flux est de´fini par F = (f ,g,h)T . Le terme source est de´fini par s. Les flux f , g et h sont
divise´s en trois contributions :
f I ,gI ,hI contribution non visqueuse (3.3)
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fV ,gV ,hV contribution visqueuse (3.4)
f t,gt,ht contribution de sous-maille (3.5)
et peuvent s’e´crire : f = f I + fV + f t (3.6)
g = gI + gV + gt (3.7)
h = hI + hV + ht (3.8)
Dans le code AVBP, l’e´chelle de coupure entre petites et grandes e´chelles correspond a` la taille de la
maille. De plus, on utilise l’hypothe`se de commutation entre l’ope´rateur de filtrage et la de´rive´e partielle.
3.2.1 Termes non visqueux
Les trois composantes du tenseur non visqueux sont de´finies par l’Eq. 3.9.
f I =

ρu˜2 + P
ρu˜v˜
ρu˜w˜
ρE˜u˜+ P u
ρku˜
 , gI =

ρu˜v˜
ρv˜2 + P
ρv˜w˜
ρE˜v˜ + P v
ρkv˜
 , h
I =

ρu˜w˜
ρv˜w˜
ρw˜2 + P
ρE˜w˜ + P w
ρkw˜
 (3.9)
3.2.2 Termes visqueux en non re´actif
Les trois composantes du tenseur visqueux sont de´finies par l’Eq. 3.10.
fV =

−τxx
−τxy
−τxz
−(u τxx + v τxy + w τxz) + qx
Jx,k

gV =

−τxy
−τyy
−τyz
−(u τxy + v τyy + w τyz) + qy
Jy,k

hV =

−τxz
−τyz
−τzz
−(u τxz + v τyz + w τzz) + qz
Jz,k

(3.10)
D’apre`s Poinsot et Veynante [147] Chap. 4, les termes de diffusion en LES s’e´crivent :
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le tenseur des contraintes τij
τij = 2µ(Sij − 13δijSll), (3.11)
approximation : τij ≈ 2µ(S˜ij − 13δijS˜ll), i, j = 1, 3 (3.12)
avec : S˜ij =
1
2
(
∂u˜j
∂xi
+
∂u˜i
∂xj
), i, j = 1, 3 (3.13)
le tenseur de diffusion des espe`ces Ji,k
en non re´actif : Ji,k = −ρ
(
Dk
Wk
W
∂Xk
∂xi
− YkVic
)
(3.14)
approximation : Ji,k ≈ −ρ
(
Dk
Wk
W
∂X˜k
∂xi
− Y˜kV˜ic
)
, i = 1, 2, 3 (3.15)
La forme de ce tenseur est impose´e par le mode`le TFLES pre´sente´ en section 3.4.2.
le flux de chaleur qi
qi = −λ ∂T
∂xi
+
N∑
k=1
Ji,khs,k (3.16)
approximation : qi ≈ −λ ∂T˜
∂xi
+
N∑
k=1
Ji,k h˜s,k, i = 1, 2, 3 (3.17)
Les variations spatiales des flux de diffusion mole´culaire sont ne´gligeables et un mode`le de gradient
suffit pour les mode´liser. Les e´quations de conservation font apparaıˆtre des termes de sous-maille dont
les mode´lisations sont pre´sente´es dans la section 3.2.3.
3.2.3 Termes de sous-maille
Les trois composantes du tenseur de sous-maille sont de´finies par l’Eq. 3.18.
f t =

−τxxt
−τxyt
−τxzt
qx
t
Jx,k
t
 , gt =

−τxyt
−τyyt
−τyzt
qy
t
Jy,k
t
 , h
t =

−τxzt
−τyzt
−τzzt
qz
t
Jz,k
t
 (3.18)
Les diffe´rents termes s’e´crivent :
le tenseur des contraintes τij t
τij
t = −ρ(u˜iuj − u˜iu˜j), i, j = 1, 3 (3.19)
mode`le : τij t = 2 ρ νt(S˜ij − 13δijS˜ll), i, j = 1, 3 (3.20)
La mode´lisation de νt est de´taille´e en section 3.3.
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le tenseur de diffusion des espe`ces Ji,k
t
Ji,k
t = ρ (u˜iYk − u˜iY˜k), i = 1, 2, 3 (3.21)
mode`le : Ji,k
t = −ρ
(
Dk
tWk
W
∂X˜k
∂xi
− Y˜kV˜ic,t
)
, i = 1, 2, 3 (3.22)
avec : Dtk =
νt
Stc,k
(3.23)
Le nombre de Schmidt turbulent Stc,k = 1 est le meˆme pour toutes les espe`ces.
le flux de chaleur qit
qi
t = ρ(u˜iE − u˜iE˜), i = 1, 2, 3 (3.24)
mode`le : qit = −λt ∂T˜
∂xi
+
N∑
k=1
Ji,k
t
h˜s,k, i = 1, 2, 3 (3.25)
avec : λt =
µtCp
P tr
et P tr = 0.9 (3.26)
Les vitesses de correction sont obtenues a` partir de l’Eq. 3.27.
V˜ ci + V˜
c,t
i =
N∑
k=1
(
µ
ρSc,k
+
µt
ρStc,k
)
Wk
W
∂X˜k
∂xi
, i = 1, 2, 3 (3.27)
3.3 Les mode`les de sous-maille disponibles dans AVBP
Les trois mode`les de sous-maille disponibles dans AVBP sont :
section 3.3.1 le mode`le de Smagorinsky
section 3.3.2 le mode`le Wall Adapting Linear Eddy (WALE)
section 3.3.3 le mode`le de Smagorinsky filtre´
Ces trois mode`les de sous-maille s’appuient sur la meˆme hypothe`se the´orique d’invariance spatiale et
temporelle du filtre LES. Des variations dans la taille du filtre dues a` un maillage non uniforme ou a`
un maillage mobile ne sont pas directement prises en compte. Le changement de topologie de la cellule
n’est pris en compte que dans le calcul local du volume de la cellule :4 = V 1/3cell . En the´orie, l’utilisation
de viscosite´ artificielle en LES (voir section 4.3) est prohibe´e. Dans la pratique, son utilisation doit se
faire avec la plus grande attention et ne doit pas de´passer la contribution du mode`le de sous-maille. Les
e´quations de conservation d’un e´coulement compressible turbulent filtre´es font apparaıˆtre des tenseurs et
des vecteurs de sous-maille (note´e SGS1) qui de´crivent l’interaction entre petites e´chelles mode´lise´es et
grandes e´chelles re´solues. L’influence de la sous-maille sur les e´chelles re´solues est prise en compte au
travers d’un mode`le SGS utilisant une viscosite´ turbulente νt de´fini par l’Eq. 3.28. Une telle approche
1SGS : Sub-Grid Scale
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suppose l’effet de la sous-maille uniquement d’ordre dissipatif. Cette hypothe`se n’est valide qu’en appli-
quant la the´orie de la cascade e´nerge´tique de Kolmogorov [87].
τij
t = −ρ (u˜iuj − u˜iu˜j) (3.28)
mode`le : τij t = 2 ρ νt S˜ij − 13 τll
t δij , i, j = 1, 3 (3.29)
avec : S˜ij =
1
2
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
− 1
3
∂u˜k
∂xk
δij , i, j = 1, 3. (3.30)
Dans ces e´quations, τij t est le tenseur des contraintes a` mode´liser, νt est la viscosite´ turbulente de sous-
maille, u˜i est le vecteur vitesse filtre´ et S˜ij est le tenseur des de´formations re´solu. Les trois mode`les
diffe´rent par la de´finition de la viscosite´ turbulente de sous-maille νt.
3.3.1 Le mode`le de Smagorinsky
La viscosite´ turbulente est e´crite :
νt = (CS4)2
√
2 S˜ij S˜ij , i, j = 1, 3 (3.31)
avec : CS = (0.1− 0.18) suivant l’e´coulement (3.32)
Le mode`le de Smagorinsky [189], de´veloppe´ dans les anne´es 1960, fait l’objet de tre`s nombreux tests
dans la litte´rature sur de multiples types d’e´coulement. Il est tre`s utilise´ du fait de sa simplicite´. Cette
fermeture a la particularite´, dans le cas d’une THI, de fournir le bon niveau de dissipation de l’e´nergie
cine´tique. Ce mode`le est connu pour eˆtre trop dissipatif, spe´cialement pre`s des murs et son utilisation
pour des re´gimes de transition vers la turbulence n’est pas recommande´e [171].
3.3.2 Le mode`le WALE
Le tenseur sij est e´crit :
sdij =
1
2
(g˜2ij + g˜
2
ji)−
1
3
g˜2kk δij , i, j = 1, 3 (3.33)
νt = (Cw4)2
(sdijs
d
ij)
3/2
(S˜ijS˜ij)5/2+(sdijs
d
ij)5/4
, i, j = 1, 3 (3.34)
avec : Cw = 0.4929 (3.35)
Dans l’Eq. 3.33, g˜ij est le gradient de vitesse re´solu. Le mode`le WALE [125] fut de´veloppe´ pour les
e´coulements en proche paroi.
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3.3.3 Le mode`le de Smagorinsky filtre´
Dans le mode`le filtre´ [51], la viscosite´ turbulente est :
νt = (CSF4)2
√
2HP (S˜ij)HP (S˜ij), i, j = 1, 3 (3.36)
avec : CSF = 0.37 (3.37)
Dans l’Eq. 3.36, HP (S˜ij) est le tenseur des de´formations re´solu obtenu a` partir d’un champ de vitesse
filtre´ au travers d’un filtre passe-haut. Ce mode`le fut de´veloppe´ afin d’ame´liorer la repre´sentation de
phe´nome`nes locaux typiques des e´coulements turbulents [51]. Avec le mode`le de Smagorinsky filtre´, la
transition vers la turbulence est mieux pre´dite.
3.4 Le mode`le de flamme e´paissie
3.4.1 Le mode`le de flamme e´paissie en DNS
Pour le calcul d’un front de flamme en DNS, il peut eˆtre utile de simuler la propagation du front sans
re´soudre exactement sa structure. Deux me´thodes sont alors envisage´es :
– La flamme est traite´e comme une interface d’e´paisseur nulle : mode`le G-equation [132]
– La flamme est e´paissie de fac¸on a` pouvoir la re´soudre : mode`le Thickened Flame (TF)
Dans le code AVBP utilise´ dans cette the`se, le mode`le TF [3, 2, 19, 37, 96, 95, 184, 186, 147] est
utilise´ pour re´soudre la zone de re´action en utilisant une loi d’Arrhe´nius. En utilisant les Eq. 2.25 et 2.26,
l’e´quation de conservation de la fraction massique Yk de l’espe`ce k est de´finie par :
∂ρYk
∂t
+
∂
∂xi
(
ρ(ui + V ci )Yk
)
=
∂
∂xi
(
ρDk
Wk
W
∂Xk
∂xi
)
+ ω˙k (3.38)
ou` ω˙k est le taux de re´action de l’espe`ce k.
Dans le cas d’une flamme laminaire, les termes diffusifs ∇Jk compensent les termes re´actifs ω˙k.
Une analyse dimensionnelle classique [210] montre que la vitesse du front de flamme laminaire S0L et
l’e´paisseur de la flamme laminaire δ0L sont controˆle´es par la diffusivite´ thermique Dth et la constante
pre´-exponentielle A (voir section 2.7).
S0L ∝
√
DthA (3.39)
δ0L ∝
Dth
S0L
=
√
Dth
A
(3.40)
Dans le cas d’une flamme laminaire e´paissie, les diffusivite´s thermique Dth et mole´culaire Dk sont
multiplie´es par F et le taux de re´action ω˙F est divise´ par F , F e´tant le facteur d’e´paississement :
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Dth
e´paississement⇒ FDth (3.41)
Dk ⇒ FDk (3.42)
ω˙F ⇒ ω˙F
F
(3.43)
L’Eq. 3.38 s’e´crit alors :
∂ρYk
∂t
+
∂
∂xi
(
ρ(ui + V ci )Yk
)
=
∂
∂xi
(
ρFDk
Wk
W
∂Xk
∂xi
)
+
ω˙k
F
(3.44)
avec V ci =
n∑
k=1
FDk
Wk
W
∂Xk
∂xi
(3.45)
La vitesse du front de flamme est inchange´e (voir l’Eq. 3.39) mais l’e´paisseur du front de flamme est
multiplie´e par F (voir l’Eq. 3.40). Ce facteur F est de´termine´ de manie`re a` pouvoir re´soudre le front de
flamme sur un maillage DNS. L’extension du mode`le TF a` l’e´tude LES d’e´coulements turbulents re´actifs
est discute´ en section 3.4.2.
3.4.2 Le mode`le de flamme e´paissie en LES
Un point de´licat de la Simulation aux Grandes Echelles des flammes est lie´ a` l’e´paisseur tre`s fine
du front de flamme, typiquement de l’ordre de 0.1 mm, qui est bien plus petite que la taille standard
∆x des maillages utilise´s en LES. Afin de pallier a` ce proble`me, le mode`le de flamme e´paissie TF a e´te´
de´veloppe´ afin de re´soudre le front de flamme sur un maillage typique d’un calcul LES. La section 3.4.1
a pre´sente´ comment le front d’une flamme laminaire a pu eˆtre e´paissi d’un facteur F : δ0l ⇒ δ1l = Fδ0l .
a) b)
FIG. 3.2 - DNS d’interactions flamme/turbulence [3, 147]. a) flamme non e´paissie, b) flamme e´paissie d’un
facteur F = 5
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Dans le cas d’une flamme turbulente, l’interaction entre turbulence et chimie est alte´re´e. En effet, les
tourbillons plus petits que Fδ0l n’interagissent pas avec la flamme. En conclusion, e´paissir la flamme
e´quivaut a` re´duire l’influence des tourbillons sur le plissement de la flamme : la surface de flamme est
re´duite et le taux de re´action estime´ est trop faible. Afin de pallier a` ce proble`me, une fonction d’efficacite´
E fut de´veloppe´e par Colin [37] a` partir de re´sultats DNS (voir figure 3.2).
La fonction d’efficacite´ E
Une description comple`te de la fonction d’efficacite´E est disponible dans l’article de Colin et al. [37].
La me´thodologie de ce mode`le peut se de´composer en trois e´tapes principales :
1. Le facteur de plissement de la surface de flamme Ξ est estime´ a` partir de la densite´ de surface de
flamme Σ, en supposant l’e´quilibre entre la turbulence et la surface de flamme de sous-maille :
Ξ ' 1 + α∆e
s0l
〈aT 〉s (3.46)
ou` 〈aT 〉s est le taux d’e´tirement de sous-maille, ∆e est la taille du filtre et α est la constante du
mode`le.
2. Le taux d’e´tirement de sous-maille 〈aT 〉s est de´fini, a` partir de la taille du filtre ∆e et de la
fluctuation de vitesse de sous-maille u′∆e , par l’Eq. 3.47. La fonction Γ, de´finie par l’Eq. 3.48,
correspond a` la prise en compte du taux d’e´tirement lie´ a` toutes les e´chelles influence´es par
l’e´paississement, c’est-a`-dire toutes les e´chelles comprises entre l’e´chelle de Kolmogorov et la
taille du filtre ∆e [116]. Finalement, la fonction d’efficacite´ E est de´finie par l’Eq. 3.49 comme le
rapport entre le plissement de la flamme non e´paissie et le plissement de la flamme e´paissie.
〈aT 〉s = Γ u′∆e/∆e (3.47)
Γ
(
∆e
δ1l
,
u′∆e
s0l
)
= 0.75 exp
− 1.2(
u′∆e/s
0
l
)0.3
(∆e
δ1l
) 2
3
(3.48)
E =
Ξ(δ0l )
Ξ(δ1l )
=
1 + αΓ
(
∆e
δ0
l
,
u′∆e
s0
l
)
u′∆e
s0
l
1 + αΓ
(
∆e
δ1
l
,
u′∆e
s0
l
)
u′∆e
s0
l
(3.49)
s0l est la vitesse de propagation du front de la flamme non e´paissie et δ0l son e´paisseur. L’e´paisseur
de la flamme e´paissie est de´finie par : δ1l = Fδ0l .
On peut montrer que E varie entre 1 (faible niveau de turbulence) et Emax ' F 2/3 (plissement
important a` l’e´chelle de la sous-maille). Dans le cas de flammes turbulentes pre´me´lange´es, la
fonction d’efficacite´ est telle que la vitesse turbulente de propagation soit correctement pre´dite :
E S0L = ST . En fait, spe´cifier une vitesse turbulente de sous maille ST est exactement e´quivalent
a` spe´cifier une efficacite´ E.
Une longueur de coupure δcl est de´finie par l’e´quation 31 dans Colin et al. [37] de telle fac¸on
que les tourbillons plus petits que cette taille n’affectent pas le plissement de la flamme. Donc la
fonction d’efficacite´ est utilise´e si la taille caracte´ristique d’un tourbillon r est telle que :
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dans le cas d’une flamme non e´paissie δ0l > r > δcl
dans le cas d’une flamme e´paissie δ1l = βFδ0l > r > δcl
β est une constante de la fonction d’efficacite´ de l’ordre de grandeur de 1.
3. La taille du filtre ∆e correspond a` la plus grande e´chelle influence´e par l’e´paississement δ1l . En
pratique, ∆e = 10∆x avec ∆x = 3
√
Vcell.
Les fluctuations de vitesse de sous-maille u′∆e sont estime´es en utilisant l’ope´rateur OP2 base´
sur le rotationnel du champ de vitesse pour supprimer la contribution en dilatation qui n’est pas
conside´re´ comme de la turbulence.
Un ope´rateur Laplacien, de´fini par l’Eq. 3.50, est directement applique´ au champ de vitesse.
u′∆e = c2∆
3
x|∇2(∇× u)|, c2 ≈ 2 (3.50)
Estimation de la constante α
La constante α est estime´e de fac¸on a` retrouver le comportement asymptotique du facteur de plisse-
ment Ξ en fonction des fluctuations de vitesse u′ dans le cas de flammes fines telles que ∆e tend vers
l’e´chelle inte´grale lt. Dans ce cas, le plissement Ξ tend vers un plissement maximum Ξmax de´fini par
l’Eq. 3.51. l’Eq. 3.52 qui de´finit α se de´duit de l’Eq. 3.51.
Ξmax = 1 + βu′/s0l (3.51)
α = β
2 ln(2)
3cms[Re
1/2
t − 1]
(3.52)
avec : Ret =
u′lt
ν
et cms = 0.28 (3.53)
Il existe plusieurs me´thodes pour calculer les constantes α et β, notamment celles propose´es par Colin et
al. [37] ou Charlette et al. [28].
Imple´mentation
Dans le cas d’e´coulements re´actifs, les e´quations pour la conservation des fractions massiques et
la conservation de l’e´nergie sont modifie´es. Les termes visqueux modifie´s sont le tenseur de diffusion
des espe`ces Ji,k (Eq. 3.54) et le flux de chaleur qi (Eq. 3.56). Le nouveau terme source est de´fini par
l’Eq. 3.57.
On a donc le tenseur de diffusion des espe`ces :
Ji,k = −EF µ
Sc,k
Wk
W
∂X˜k
∂xi
+ ρkV˜
c
i , i = 1, 2, 3 (3.54)
avec
V˜ ci = EF
N∑
k=1
µ
ρSc,k
Wk
W
∂X˜k
∂xi
, i = 1, 2, 3 (3.55)
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Le flux de chaleur :
qi = −EF µCp
Pr
∂T˜
∂xi
+
N∑
k=1
Ji,k h˜s,k, i = 1, 2, 3 (3.56)
Et le terme source de l’Eq. 3.2 :
s = ( 0, 0, 0,
Eω˙T
F
,
−Eω˙k
F
)T (3.57)
3.4.3 Le mode`le de flamme e´paissie Dynamique
Principe de fonctionnement
Le mode`le de flamme e´paissie est approprie´ pour le calcul de flammes parfaitement pre´me´lange´es
mais pour des flammes partiellement pre´me´lange´es, ce mode`le doit eˆtre ajuste´ pour deux principales
raisons :
1. Dans le cas d’e´coulements non re´actifs ou` seul le me´lange se produit, les diffusions thermiques
et mole´culaires sont surestime´es d’un facteur F . Dans ces zones, le facteur d’e´paississement doit
donc valoir F = 1.
2. Dans la flamme, l’e´paississement permet de re´soudre les termes diffusifs et les termes sources.
Ainsi, les termes de sous-maille doivent eˆtre annule´s dans la flamme.
En d’autres termes, le mode`le TF peut demeurer inchange´ dans la zone de la flamme mais doit
eˆtre adapte´ hors de cette re´gion. Le mode`le Dynamically Thickened Flame (DTF) a e´te´ de´veloppe´
pour prendre en compte ces deux points importants [96]. Dans ce mode`le sche´matise´ sur la Fig. 3.3,
l’e´paississement F n’est plus une constante mais vaut Fmax dans la zone de re´action et F = 1 ailleurs.
L’e´paississement dynamique F est de´fini par l’Eq. 3.58. Le senseur S, de´fini par l’Eq. 3.59, de´pend
localement des fractions massiques et de la tempe´rature. Ce senseur e´value si la zone est re´active ou pas
a` l’aide de la fonction de pre´sence Ω. Cette fonction utilise les parame`tres de la cine´tique chimique.
F = 1 + (Fmax − 1)S (3.58)
S = tanh(β′
Ω
Ω0
), β′ = 500 (3.59)
Ω = Y ν
′
F
F Y
ν′O
O exp(−Γ
Ea
RT
) (3.60)
Le parame`tre Γ est utilise´ pour enclencher la fonction d’e´paississement avant la re´action et vaut :
Γ = 0.68. Le senseur S varie entre 0 dans les zones non re´actives et 1 dans la flamme. Ω0 est de´termine´
en calculant le maximum de Ω dans le cas d’une flamme laminaire pre´me´lange´e stœchiome´trique 1D
non e´paissie.
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FIG. 3.3 - Principe de fonctionnement de l’e´paississement dynamique DTF
Facteur d’e´paississement de´pendant de la re´solution locale
Il est aussi possible d’adapter optimalement le facteur d’e´paississement au maillage local. Pour cela,
on e´value Fmax selon l’expression suivante :
Fmax = n
δ0L
∆
(3.61)
avec ∆ la taille locale de la maille. Afin d’avoir un front de flamme e´paissi correctement re´solu, et
ainsi e´viter toute erreur nume´rique due a la raideur du front, nous prendrons n de l’ordre de 5 dans tous
les calculs pre´sente´s dans la partie III.
3.5 Re´duction de cine´tique chimique
3.5.1 Objectifs
La simulation en combustion de configurations industrielles nous conduit a` traiter de l’oxydation de
nombreux hydrocarbures tels que me´thane, propane, heptane ou me´langes comme le ke´rose`ne et gaz
naturel. L’utilisation de mode`le de flamme de type TFLES induit la ne´cessite´ de reproduire correctement
une structure de flamme laminaire. Il est donc de premie`re importance de pouvoir mode´liser les re´actions
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chimiques au sein d’une flamme laminaire de pre´me´lange. Le mode`le de flamme laminaire doit eˆtre en
mesure de reproduire les principales grandeurs globales qui caracte´risent une flamme laminaire :
– La vitesse de flamme laminaire SL, car elle est directement relie´e au taux de consommation de
carburant.
– L’e´paisseur thermique de flamme δL.
– La composition des gaz bruˆle´s a` l’e´quilibre Y eqk .
3.5.2 Avantages des cine´tiques chimiques re´duites
Alors que la re´alite´ des re´actions d’oxydation des carburants implique plusieurs centaines [60] voire
plusieurs milliers de re´actions e´le´mentaires pour les carburants les plus lourds, l’utilisation de cine´tiques
re´duites limite le nombre de re´actions entre 1 a` 4 [205]. Cela a deux principaux effets :
– Limiter le couˆt de calcul en e´vitant de transporter des interme´diaires re´actionnels inutilement.
– Ame´liorer la stabilite´ nume´rique lors de l’inte´gration des e´quations de transport des espe`ces.
Ce principe de re´duction de sche´mas cine´tiques et de leur optimisation par algorithme ge´ne´tique a fait
l’objet d’une e´tude aprofondie par Martin [111].
3.5.3 Me´thodes alternatives
D’autres me´thodes permettant de calculer les termes sources sur les espe`ces et l’e´nergie existent. La
plupart de ces me´thodes ne re´solvent pas explicitement le transport des espe`ces ni de l’e´nergie [152].
Les fractions massiques Yk, ω˙k et la tempe´rature T sont calcule´es a` partir de tables ou bibliothe`ques
pre´e´tablies. Les entre´es sont re´duites a` une ou deux variables qui sont en ge´ne´ral la fraction de me´lange
z pour les flammes de diffusion et une variable d’avancement c pour les flammes pre´me´lange´es.
On peut notamment citer les me´thodes de type ILDM [107] ou FPI [57, 65] qui ont de´montre´ leur
efficacite´, que ce soit en LES ou en DNS [207].
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Chapitre 4
Approche nume´rique
4.1 Discre´tisation Cell-Vertex
Le code de me´canique des fluides AVBP utilise un solveur aux volumes finis pour discre´tiser les
e´quations de conservation d’un e´coulement turbulent diphasique re´actif. Deux techniques sont dispo-
nibles pour les me´thodes volumes finis :
1. la formulation Cell-Vertex : les valeurs des solutions discre`tes sont stocke´es aux noeuds de la
cellule conside´re´e et les valeurs moyennes des flux sont obtenues en moyennant le long des areˆtes
limitant la cellule
2. la formulation Cell-Centered : les valeurs des solutions discre`tes sont stocke´es au centre des vo-
lumes de controˆle (les cellules du maillage) et les valeurs des e´le´ments voisins sont moyenne´es au
travers des limites de la cellule pour calculer les flux
La discre´tisation Cell-Vertex est utilise´e dans le code AVBP.
4.1.1 Approche des re´sidus ponde´re´s
Conside´rons d’abord les e´quations de Navier-Stokes d’un e´coulement laminaire monophasique non
re´actif dans leur formulation conservative :
∂w
∂t
+∇ · ~F = 0 (4.1)
ou` w est le vecteur des variables conservatives et ~F est le tenseur de flux correspondant. Ce tenseur
est de´compose´ en une partie visqueuse et une partie non visqueuse au travers de l’e´quation 4.2. Les
termes spatiaux sont approche´s dans chaque volume de controˆle pour en de´duire le re´siduRΩj de´fini par
l’e´quation 4.3.
~F = ~FI(w) + ~FV (w, ~∇w) (4.2)
RΩj =
1
VΩj
∫
∂Ωj
~F · ~n dS (4.3)
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ou` ∂Ωj est la projete´e de Ωj le long de la normale ~n. L’approche Cell-Vertex est applicable a` des types
de cellules quelconques et apparaıˆt donc tre`s utile pour des maillages hybride. Le re´sidu RΩj de´fini
par l’e´quation 4.3 est d’abord calcule´ pour chaque cellule en utilisant une loi d’inte´gration simple ap-
plique´e aux faces. Pour des faces triangulaires, les composantes individuelles du flux sont suppose´es
varier line´airement. Pour des faces quadrilate`res, ou` les noeuds peuvent ne pas eˆtre coplanaires, afin d’as-
surer l’exactitude de l’inte´gration pour des e´le´ments quelconques, chaque face est divise´e en triangles et
inte´gre´e sur chaque triangle. La valeur du flux est obtenue apre`s moyennage des quatre triangles ( deux
divisions le long des deux diagonales). Cette proprie´te´ qui permet de conserver la line´arite´ joue un roˆle
important car elle assure une bonne pre´cision meˆme sur des maillages irre´guliers. Il est utile d’e´crire le
re´sidu RΩj de´fini par l’e´quation 4.3 au travers d’une cellule quelconque. L’e´quation 4.3 devient alors
l’e´quation 4.4.
RΩj =
1
NdVΩj
∑
i∈Ωj
~Fi · ~dSi, (4.4)
ou` ~Fi est une approximation de ~F aux nœuds, Nd repre´sente le nombre de dimensions de l’espace
et {i ∈ Ωj} sont les sommets de la cellule. Dans cette formulation, l’information ge´ome´trique a e´te´
factorise´e en termes ~dSi qui sont associe´s aux noeuds individuels de la cellule et non a` ses faces. ~dSi est
la moyenne des normales ponde´re´es par les surfaces des faces triangulaires d’un nœud commun i, i ∈ Ωj .
Pour assurer la consistance,
∑
i∈Ωj ~dSi = ~0. La line´arite´ de l’ope´rateur de divergence est pre´serve´e si le
volume VΩj est de´fini par l’e´quation 4.5.
VΩj =
1
N2d
∑
i∈Ωj
~xi · ~dSi, avec ∇ · ~x = Nd (4.5)
Une fois les re´sidus calcule´s, le sche´ma semi-discret est de´fini par l’e´quation 4.6.
dwk
dt
= − 1
Vk
∑
j|k∈Ωj
DkΩjVΩjRΩj , (4.6)
ou` DkΩj est la matrice de distribution qui fait une projection ponde´re´e du centre Ωj vers le noeud k(scatter) et Vk est le volume de controˆle associe´ a` chaque noeud k. La conservation est garantie si∑
k∈Ωj D
k
Ωj
= I . Dans le contexte pre´sent, l’e´quation 4.6) est re´solue, en utilisant une me´thode explicite
Euler ou une me´thode Runge-Kutta a` plusieurs e´tapes en temps, afin d’obtenir une solution stationnaire.
La matrice de distribution est de´finie par l’e´quation 4.7.
DkΩj =
1
nn
(I + C
δtΩj
VΩj
~AΩj · ~dSk), (4.7)
Le nombre de noeuds de Ωj est nn et ~A est la matrice jacobienne du tenseur des flux. Le sche´ma classique
centre´, obtenu en choisissant C = 0, est stable combine´ avec des pas de temps Runge-Kutta. Un sche´ma
de type Lax-Wendroff est obtenu en choisissant la constante C de´pendante du nombre de dimensions du
proble`me et du type de cellule. Une forme simple de C est de´finie par : C = n2n/2Nd.
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4.1.2 Calcul des gradients
Afin de de´terminer les valeurs des gradients ~∇w aux nœuds, une approximation de sa valeur lie´e
a` la cellule Ωj est d’abord calcule´e puis distribue´e aux nœuds k. Le gradient a` la cellule, de´fini par
l’e´quation 4.8, suit une description identique a` celle utilise´ pour de´finir la divergence a` l’e´quation 4.4.
Une approximation de ce gradient a` la cellule est ainsi obtenue et de´finie par l’e´quation 4.9. Une ap-
proximation de ce gradient au nœud, de´finie par l’e´quation 4.10, est obtenue en utilisant une moyenne
ponde´re´e par le volume de la cellule.(
∂w
∂x
)
C
≈ 1
VC
∫ ∫
∂ΩC
w · ~n∂S (4.8)(
~∇w
)
Ωj
=
1
VΩj
∑
i∈Ωj
wi ~dSi (4.9)
(
~∇w
)
k
=
1
Vk
∑
j|k∈Ωj
VΩj (~∇w)Ωj (4.10)
4.2 Sche´mas nume´riques
Les sche´mas nume´riques utilise´s lors de cette the`se ne sont pas pre´sente´s en de´tail et le lecteur se
re´fe´rera aux publications originelles . Cependant, les points essentiels caracte´risant ces trois sche´mas
sont pre´sente´s :
sche´ma Runge-Kutta 3 [75] De type volumes finis, d’ordre 3 en temps avec une inte´gration Runge-
Kutta trois e´tapes, centre´ d’ordre 2 en espace, moins pre´cis que le sche´ma TTGC et a peu pre`s
aussi rapide.
sche´ma Lax-Wendroff [92] De type volumes finis, d’ordre 2 en temps avec une inte´gration Runge-
Kutta une e´tape, centre´ d’ordre 2 en espace, moins pre´cis que le sche´ma TTGC mais environ deux
fois plus rapide.
sche´ma TTGC [38] De type e´le´ments finis, d’ordre 3 en temps, d’ordre 3 en espace, tre`s pre´cis sur des
maillages non structure´s, approprie´ a` l’e´tude LES en ge´ome´trie complexe.
4.3 Mode`les de viscosite´ artificielle
4.3.1 Introduction
Les sche´mas de discre´tisation spatiale disponibles dans AVBP sont des sche´mas centre´s. Ces types
de sche´mas sont connus pour eˆtre naturellement sujets a` des oscillations hautes fre´quences (wiggles)
dans les re´gions de forts gradients. Une me´thode efficace pour pallier a` ce proble`me est l’utilisation d’un
terme de Viscosite´ Artificielle (VA) pour adoucir les fronts trop raides. Cette section de´crit les senseurs
(section 4.3.2) et les ope´rateurs (section 4.3.3) de la VA.
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4.3.2 Senseurs
Un senseur ζΩj est un parame`tre compris entre 0 et 1 de´fini pour chaque cellule Ωj . Dans le cas ou` la
solution est bien re´solue, le senseur est e´gal a` 0 alors que dans le cas ou` la solution a de fortes variations
locales, le senseur est e´gal a` 1 et la VA est applique´e. Ce senseur est obtenu en comparant diffe´rentes
e´valuations du gradient d’un scalaire comme la pression, l’e´nergie totale ou la fraction massique. Si les
e´valuations sont identiques, le senseur est fixe´ a` 0. Par contre, si les deux e´valuations donnent des valeurs
diffe´rentes, le senseur est de´clenche´. Le point crucial est de trouver une fonction pour le senseur qui soit
diffe´rente de ze´ro seulement dans les zones utiles. Deux senseurs diffe´rents sont disponibles dans AVBP :
le senseur de Jameson ζJΩj [81] et le senseur de Colin ζCΩj [36] qui est de´rive´ du senseur de Jameson.
Notation l’indice k de´signe les variables lie´es a` un sommet k de la cellule conside´re´e et l’indice Ωj
de´signe les variables lie´es a` la cellule Ωj .
Senseur de Jameson
Le senseur de Jameson ζJΩj lie´ a` la cellule Ωj (de´fini par l’Eq. 4.11) est le maximum de tous les
senseurs ζJk lie´s aux sommets k (de´finis par l’Eq. 4.12). S est le scalaire e´value´ par le senseur et (∆k1 ,
∆k2) sont des e´valuations diffe´rentes du gradient de´finies par l’Eq. 4.13. ∆k1 mesure la variation de S au
sein de la cellule Ωj . ∆k2 est une estimation de la meˆme grandeur en utilisant (~∇S)k, le gradient de S
au nœud k. Ce senseur varie proportionnellement a` l’amplitude de la de´viation par rapport a` l’e´volution
line´aire. Ce senseur a une e´volution douce d’un point de vue nume´rique et s’applique parfaitement pour
des cas quasi-stationnaires.
ζJΩj = maxk∈Ωj
ζJk (4.11)
ζJk =
|∆k1 −∆k2|
|∆k1|+ |∆k2|+ |Sk|
(4.12)
∆k1 = SΩj − Sk ∆k2 = (~∇S)k.(~xΩj − ~xk) (4.13)
Senseur de Colin
Dans le cas d’e´coulements turbulents fortement instationnaires, il est ne´cessaire de se munir d’un sen-
seur plus pre´cis, c’est-a`-dire plus faible lorsque l’e´coulement est suffisamment re´solu et presque maxi-
mum dans les zones de non-line´arite´s fortes : le senseur de Colin, de´fini par les Eq. 4.14 a` 4.18.
– ζCΩj est tre`s petit lorsque ∆
k
1 et ∆
k
2 sont petits compare´s a` SΩj . Ceci correspond a` des erreurs
nume´riques de faible amplitude (si ∆k1 et ∆k2 sont de signes oppose´s) ou a` des faibles gradients
bien re´solus par le sche´ma (si ∆k1 et ∆k2 sont de meˆme signe).
– ζCΩj est petit lorsque ∆
k
1 et ∆
k
2 sont du meˆme signe et du meˆme ordre de grandeur (meˆme si cet
ordre de grandeur est grand). Ceci correspond a` des gradients raides bien re´solus par le sche´ma.
– ζCΩj est grand lorsque ∆
k
1 et ∆
k
2 sont de signes oppose´s et qu’un des deux est beaucoup plus grand
que l’autre. Ceci correspond a` une oscillation nume´rique de grande amplitude.
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– ζCΩj est grand si ∆
k
1 ou ∆
k
2 est du meˆme ordre de grandeur que SΩj . Ceci correspond a` une situation
non physique re´sultant d’un proble`me nume´rique.
Il est a` noter que les de´finitions de Ψ et ²k changent pour l’e´quation de conservation des fractions mas-
siques : la valeur de re´fe´rence n’est plus Sk mais 1, valeur maximum de la fraction massique.
ζCΩj =
1
2
(
1 + tanh
(
Ψ−Ψ0
δ
))
− 1
2
(
1 + tanh
(−Ψ0
δ
))
(4.14)
avec : Ψ = max
k∈Ωj
(
0,
∆k
|∆k|+ ²1Sk ζ
J
k
)
(4.15)
∆k = |∆k1 −∆k2| − ²kmax
(
|∆k1|, |∆k2|
)
(4.16)
²k = ²2
1− ²3max
(
|∆k1|, |∆k2|
)
|∆k1|+ |∆k2|+ Sk
 (4.17)
Ψ0 = 2.10−2 δ = 1.10−2 ²1 = 1.10−2 ²2 = 0.95 ²3 = 0.5 (4.18)
4.3.3 Ope´rateurs
Les mode`les de viscosite´ artificielle utilisent deux ope´rateurs dont les proprie´te´s sont :
2e`me ordre cet ope´rateur agit comme une viscosite´ classique. Il adoucit les gradients et introduit de la
dissipation artificielle. Il est associe´ a` un senseur. Ainsi, le sche´ma nume´rique garde son ordre de
pre´cision dans les zones a` faible gradient et assure la stabilite´ et la robustesse du sche´ma dans les
zones critiques. A l’origine, il e´tait utilise´ pour les chocs mais peut en fait adoucir n’importe quel
gradient trop fort.
4e`me ordre cet ope´rateur est utilise´ pour diminuer les wiggles.
Les contributions a` la cellule de l’ope´rateur du 2e`me ordre (Eq. 4.20) et de l’ope´rateur du 4e`me ordre
(Eq. 4.21) sont reporte´es sur les nœuds de cette cellule Ωj (Eq. 4.19).
dwk =
∑
j
R2k∈Ωj +
∑
j
R4k∈Ωj (4.19)
avec : R2k∈Ωj = −
1
Nv
VΩj
∆tΩj
smu2 ζΩj (wΩj − wk) (4.20)
avec : R4k∈Ωj =
1
Nv
VΩj
∆tΩj
smu4
[
(~∇w)Ωj · (~xΩj − ~xk)− (wΩj − wk)
]
(4.21)
Notation smu2 et smu4 sont des coefficients sans dimension fixe´s par l’utilisateur.
4.4 Maillages
Dans les calculs de me´canique des fluides nume´rique avec les me´thodes RANS, on cherche souvent
a` obtenir des re´sultats inde´pendants du maillage. La LES e´tant conc¸ue pour de´ge´ne´rer vers la DNS au
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fur et a` mesure du raffinement du maillage, on peut dire que la LES n’est pas inde´pendante du maillage.
Raffiner apporte ainsi de la pre´cision aux re´sultats. Ainsi, il apparaıˆt dans la strate´gie de maillage une
alternative fondamentale qui va dicter l’organisation meˆme du code :
– soit utiliser des maillages structure´s
– soit utiliser des maillages non-structure´s (hybrides ou non)
Maillages structure´s Maillages non-structure´s
• Efficacite´ de l’algorithme de calcul sur les
hexahe`dres (travail se´quentiel).
• Rapidite´ / facilite´ de la ge´ne´ration du maillage
sur des ge´ome´tries complexes.
• Volume plus grand de la maille hexahe´drique
qu’une maille te´trahe´drique a` iso-re´solution, per-
mettant des pas de temps plus grands (explicite).
• Possibilite´ de raffiner a` loisir dans les zones
d’inte´reˆt (zone de flamme, zone de me´lange, pa-
nache d’un jet transverse...).
• Pre´cision re´elle plus grande du sche´ma
nume´rique (ordre effectif [36]).
• Pas de direction pre´fe´rentielle pouvant pertur-
ber l’e´coulement.
TAB. 4.1 - Avantages respectifs des maillages structure´s et non-structure´s
La Tab. 4.1 donne un panorama des avantages respectifs des deux strate´gies. Dans notre e´tude, on
peut identifier clairement les zones ou` la re´solution reveˆt un caracte`re critique1 :
– Les jets de gaz naturel dans l’e´coulement transverse.
– La zone de me´lange situe´e entre les jets de fuel et la chambre de combustion.
– La re´gion ou` la flamme va se stabiliser.
De`s lors, la ne´cessite´ de raffiner efficacement le maillage dans ces zones, tout en pre´servant une bonne
qualite´ du maillage2, oriente clairement vers le choix d’un maillage non-structure´.
a) b)
FIG. 4.1 - Coupe longitudinale du maillage utilise´ pour la LES re´active a) et zoom sur la zone de me´lange b).
1Les zones proches des parois ne sont pas ici conside´re´es comme critiques car elles sont prises en compte par la loi de paroi.
2Rapports d’aspects, taille minimum, e´tirement et cisaillement des mailles, etc...
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La Fig. 4.1 illustre le travail de´licat effectue´ sur le maillage non-structure´ et plus particulie`rement le
raffinement important ope´re´ dans la zone ou` les jets transverses de gaz naturel se me´langent avec l’air
avant de de´boucher dans la chambre de combustion.
4.5 Performance du code
4.5.1 Ordre de grandeur du couˆt de calcul
Ce chapitre donne un ordre de grandeur des ressources machines consomme´es par les calculs effectue´s
dans cette the`se. Pour plus de simplicite´, on utilisera comme unite´ de base l’heure CPU (note´e hCPU)
repre´sentant une heure de calcul sur un processeur opteron 2.4 Ghz (type calculateur ”Kali” installe´ au
CERFACS). La Tab. 4.2 de´taille le couˆt approximatif pour chaque type de calcul pre´sente´ dans la partie III.
Type de calcul Couˆt du calcul (hCPU)
N
on
re´
a
ct
if Etablissement du de´bit d’entre´e 60 hCPU
Remplissage de la chambre (transitoire) 140 hCPU
Moyennes a` froid (AD COLD) 100 hCPU
Me´lange sans re´action (transitoire) 250 hCPU
R
e´a
ct
if
.
a
di
ab
. Allumage et stabilisation de la flamme (transitoire) 250 hCPU
´Etablissement de l’e´coulement re´actif (transitoire) 2, 000 hCPU
Moyennes a` chaud (AD STEADY) 1, 800 hCPU
Pulsation du fuel (AD FORCEXX : 6 calculs) 6 x 1, 800 hCPU
R
e´a
ct
if
n
o
n
a
di
ab
. ´Etablissement de l’e´quilibre thermique
38, 000 hCPU(transitoire d’un temps convectif complet)
Moyennes a` chaud (HL STEADY) 1, 800 hCPU
Pulsation du fuel (HL FORCE15) 1, 800 hCPU
Couˆt TOTAL ' 57, 000 hCPU
TAB. 4.2 - Couˆt CPU pour chaque type de calcul.
4.5.2 Paralle´lisation et ”speedup”
Comme pre´sente´ dans le chapitre 4.5.1, les calculs de simulation aux grandes e´chelles sont assez
gourmands en termes de temps de calcul. Pour obtenir des re´sultats dans un temps acceptable, la pa-
ralle´lisation (utilisation de plusieurs processeurs simultane´ment) est ne´cessaire.
Cette paralle´lisation doit eˆtre efficace pour eˆtre pleinement utilisable. Dans AVBP, la librairie MPI est
utilise´e pour la communication entre processeurs. Des tests de performance (”speedup”) ont e´te´ effectue´s
notamment par Staffelbach [194, 195] qui de´montrent la capacite´ du code AVBP a` utiliser paralle`lement
un grand nombre de processeurs sans perdre d’efficacite´. La Figure 4.2 montre clairement l’accroisse-
ment quasi ide´al de la vitesse de calcul du code AVBP en fonction du nombre de processeurs employe´s.
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FIG. 4.2 - Speedup du code AVBP sur deux maillages a` respectivement 5 millions et 40 millions de
cellules [194, 195].
4.6 Ope´rateurs de moyenne
La LES est capable de fournir toutes sortes de donne´es statistiques (moyennes et variances) qui sont,
a` terme, amene´es a` eˆtre compare´s a` diffe´rentes donne´es expe´rimentales. Toutefois, ces statistiques de
l’e´coulement re´solu pour une quantite´ Q ne sont pas sense´es a priori eˆtre directement comparables aux
donne´es statistiques tire´es de l’expe´rience. Plusieurs questions restent en suspens :
– Quel type de moyenne doit on calculer en LES : Favre ou Reynolds ?
– Quels types de donne´es expe´rimentales peuvent eˆtre compare´es : donne´es filtre´es ou non ?
– Peut on comparer identiquement tous les champs moyens et RMS ?
Des travaux re´cents de Veynante et Knikker [208, 209] re´pondent de manie`re tre`s pragmatique a` ces
questions. On apprend ainsi, en ce qui concerne les champs moyens que la moyenne temporelle de
Reynolds du champ filtre´ est e´gale au champ moyen filtre´ (Eq. 4.22). Si les e´volutions du champ moyen
sont a` des e´chelles plus grandes que la taille du filtre LES, il est possible de confondre champ moyen et
champ moyen filtre´ (Eq. 4.23). On a donc :
〈Q〉 = 〈Q〉 (4.22)
〈Q〉 ≈ Q (4.23)
Il donne aussi des indications en ce qui concerne la variance : Dans le cas du champ de vitesse V ,
ou` les e´chelles re´solues contiennent l’essentiel de l’e´nergie, on peut penser que la variance peut eˆtre
directement estime´e a` partir du champ re´solu, en ne´gligeant les autres contributions (Eq. 4.24). Ce n’est
probablement pas le cas pour d’autres grandeurs (tempe´rature, fraction de me´lange, etc...). Ainsi, on
peut, en faisant l’hypothe`se (assez grossie`re) que l’e´nergie de sous maille est petite aboutir a` :
V 2 − (V )2 ≈ < V >2 − (< V >)2 +< V 2 > − < V >2 avec < V 2 > − < V >2 ≈ 0 (4.24)
En Re´sume´, Veynante et Knikker [208, 209] de´montrent qu’il est tout a fait possible de compa-
rer moyennes et variances du champ de vitesse re´solu tire´ de la LES avec les mesures de vitesse
expe´rimentales. Toutefois, les autres scalaires ne´cessitent beaucoup plus de pre´cautions.
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Chapitre 5
Conditions aux limites
5.1 Ge´ne´ralite´s
Les conditions limites sont un point crucial dans tout code de me´canique des fluides et spe´cialement
dans des codes re´solvant l’acoustique [142, 178].
L’inte´gration temporelle Runge-Kutta multi-e´tapes est utilise´ dans AVBP. Cependant, pour des raisons
de simplicite´, l’exemple illustratif de´crit une inte´gration une e´tape.
Connaissant le vecteur solution Un au temps t, la solution Un+1 au temps t + ∆t s’e´crit de fac¸on
ge´ne´rale :
Un+1 = Un −R∆t (5.1)
L’exposant n est utilise´ pour rappeler que le code explicite ne se sert que des donne´es a` l’ite´ration n.
En chaque noeud du bord, le re´siduR calcule´ par le sche´ma est corrige´ par les conditions aux limites. Il
est important de noter que, pour que le proble`me soit mathe´matiquement bien pose´, le nombre ne´cessaire
et suffisant de variables a` corriger est dicte´ par le type de conditions aux limites (traitement d’entre´e ou
de sortie, voir [147] - Chap.9). Le re´sidu peut l’eˆtre de deux fac¸ons diffe´rentes :
Me´thode non caracte´ristique : En imposant directement les variables conservatives cibles au travers
des re´sidus.
Me´thode caracte´ristique : En effectuant une de´composition en ondes pour modifier les re´sidus [197].
C’est le principe de la me´thode NSCBC1 de´veloppe´e par Poinsot et Lele [143] et e´tendue aux
e´coulements multi-espe`ces par Moureau et Lartigue [119].
Nous allons nous attacher a` expliquer plus en de´tail comment est construite cette deuxie`me me´thode
dans le chapitre 5.2. Nous ne de´taillerons pas la premie`re me´thode. Le lecteur qui chercherait de plus
amples informations est invite´ a` se reporter au ”Handbook” d’AVBP2.
1NSCBC pour Navier-Stokes Characteristic Boundary Condition
2http ://www.cerfacs.fr/∼avbp/AVBP V5.X/HANDBOOK/handbook.pdf
CONDITIONS AUX LIMITES
5.2 Conditions aux limites caracte´ristiques
The underlying key concept of characteristic boundary conditions is the following : waves that are
leaving the domain are well-computed by the numerical scheme (in a sense, they only contain “upwind”
information) and must be left unchanged, while waves entering the domain cannot be computed by the
numerical scheme (they transport “downwind” information) and must therefore be replaced by user-
defined values. These values are given by the physics of the boundary conditions.
The procedure of Boundary Condition treatment is summarised on Fig. 5.1. This sketch will help to
understand all implementation details exposed in sections 5.2.1 to 5.2.3.
Predicted values
Boundary conditions
INLET_WAVE_UVW_T_Y
INLET_RELAX_UVW_T_Y
OUTLET_RELAX_P
…..
Compute waves
amplitude
Prediction of the
numerical scheme
Specify incoming vs.
outgoing waves.
Same approach for all
formulations
Apply corrected
residuals to advance
the solution in time
Redistribute corrected
incoming waves to
residuals
iwave =1 iwave =3 iwave =2
! 
strength
P
= "LU#
$U
$n
%t
! 
strength
P = LU R
P
" Rt
P( )
Contribution of «!wrong!»
incoming waves
! 
U
n+1 =Un "#t R
BC
P
" R
BC
in,P + R
BC
in,C + R
U
P( )
! 
RBC
in,P
= RU " strength(in)
P
! 
strength
P
= LUR
P
! 
RBC
in,C
= RU " strength(in)
C
FIG. 5.1 - Scheme of the global procedure for characteristic boundary conditions.
5.2.1 Building the characteristic boundary condition
The explicit time advancement scheme of AVBP leads to the predicted value Un+1pred :
∂U = Un+1pred − Un = −RP∆t (5.2)
The total residualRP can be split into two parts :
∂U = −∆t(RPBC +RPU ) (5.3)
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RPBC which will be modified by the BC treatment and RPU which will be left unchanged. The objective
of the BC treatment is to construct the final value of U at time n+ 1 : Un+1
Un+1 = Un −∆t(RCBC +RPU ) (5.4)
where RCBC is the part of the residual which has been corrected using RPU , Un, the type of BC and the
target values. The correction is made in the following way :
RCBC = RPBC −Rin,PBC +Rin,CBC (5.5)
i.e. by substituting the contribution on the residuals of the predicted ”wrong” (see section 5.1) incoming
wavesRin,PBC by their correct values given by the boundary conditionRin,CBC . A fondamental issue is now :
how to choose the residual part to updateRPBC ?
In AVBP there are two main methods to update RPBC linked to the spatial and temporal formulation
described in the next sections. Other ways to choose the part of update do exist, using :
– the advection terms of the bicharacteristic equations [75]
– a Fourier decomposition of the solution at the boundary [66]
– viscous and reacting terms [199]
– a decomposition between the convective and the acoustic part to build the waves [158, 157]
They won’t be presented here because they are not used in AVBP now. More details and comparisons
between all these methods can be found in [126] and in AVBP handbook.
5.2.2 Spatial formulation3
In the spatial formulation, which is the initial form of the NSCBC method [145], the ∂W are defined
from spatial gradients :
∂W = strength = −λ∂W
∂n
∆t (5.6)
where λ is a vector containing the eigenvalues of the normal jacobian, i.e. the propagation speed of the
waves. This means that the variations of characteristic variables in the spatial formulation are proportio-
nal to normal gradients of variables. Following the development of Poinsot [145] we can introduce the
L notation :
L = λ
∂W
∂n
(5.7)
More informations on NSCBC and on the equivalence with the ∂W notation can be found in appendix B.
To build the boundary condition, as detailed in section 5.2.1, variations of characteristic variables ∂W
must be obtained from residuals. The computations of the strength from the residuals RP is then
performed using the normal residual approach. This corresponds to the NSCBC formulation [145] in
3iwave = 1 or 3
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which spatial derivatives normal to the boundary are used to update RPBC . To do this, the residual RP
must be split in two parts :
RP =
normal part︷︸︸︷
RPn +
non normal part︷ ︸︸ ︷
RPt +RPDiffusion +RPChemistry (5.8)
The NSCBC method assumes that only the normal part must be updated :
RPBC = RPn (5.9)
while the non normal part is unchanged :
RPU = RPt +RPDiffusion +RPChemistry (5.10)
So variations of conservative variables linked to the normal residual can be written as
∂U = −RPn∆t (5.11)
The normal part of the residuals can be defined in the following way :
RPn = NU
∂U
∂n
(5.12)
where NU = AUnx + BUny + CUnz is the normal jacobian in conservative variables. Thanks to the
wave decomposition (see App. B.2), NU is :
NU = RUDLU (5.13)
where, as usual, D is the eigenvalues diagonal matrix. The values of predicted strength are obtained by :
strengthP = ∂W = −LU∂U = −LURUDLU ∂U
∂n
∆t = −LUλi∂U
∂n
∆t (5.14)
Characteristic variables variations are therefore calculated using spatial normal derivates of conserved
variables. The BC are applied to impose the ingoing waves strength(in)C and the solution is pro-
jected back to the residuals according to eq. 5.5 :
RCBC∆t = (RPBC −Rin,PBC +Rin,CBC )∆t (5.15)
where :
∆tRPBC = RUstrengthP
∆tRin,PBC = RUstrength(in)P (5.16)
∆tRin,CBC = RUstrength(in)C
The final value for Un+1 is then :
Un+1 = Un −∆tRCBC −∆t
[
RPt +RPDiffusion +RPChemistry
]
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Note that this method does not enforce strictly the value of Un on the boundary since the tangential,
viscous and chemical terms are not accounted for when assessing the corrected value of the incoming
waves.
O. Colin in his PhD thesis [36] developed an alternative method for calculating the normal part of the
residuals (iwave = 3). The idea is to subtract the transverse part of the residual from the total residual.
RPBC = RPn = RP −RPt (5.17)
This transverse residualRPt can be calculated on the boundary using the ”complete” centered numerical
scheme. On the contrary, gradients normal to the wall used for iwave = 1, are calculated with a ”trunca-
ted” and less precise scheme, since, on the boundary, we have access only to cells inside the domain.
5.2.3 Temporal formulation4
Computing spatial derivatives as in the spatial form can be difficult. An alternative solution is to use
time variations to evaluateRPBC : in the temporal formulation originally introduced by Thompson [204],
the ∂W are defined as
∂W =
∂W
∂t
∆t = strength (5.18)
Characteristic variables variations are then calculated as a temporal variation (not a temporal deriva-
tive) of primitive (or conserved) variables. The computation of the variations of characteristic variables
strength from the residualsRP (as detailed in section 5.2.1) is then performed using the full residual
approach. In this case the total residual RP is used for RPBC so that RPU = 0 in eq. 5.3. The predicted
variations in conservative variables are now
∂U = −RP∆t (5.19)
whereRP is the actual residual calculated by AVBP before the application of boundary conditions. This
means that only time changes are used to compute waves and there is no need for normal spatial gradients.
Now predicted variations of characteristic variables can be computed from the variations of conservative
variables using the left passage matrix LU (detailed in annex B).
strengthP = ∂W = LU∂U = −LURP∆t (5.20)
All waves going out of the domain are left unchanged in strengthP while corrected incoming
waves strength(in)C are computed using the relations detailed in annex B. Having modified
strength(in)P , the correctedRCBC is obtained, as for the spatial formulation, by :
RCBC∆t = (RPBC −Rin,PBC +Rin,CBC )∆t (5.21)
where :
∆tRPBC = RUstrengthP
∆tRin,PBC = RUstrength(in)P (5.22)
∆tRin,CBC = RUstrength(in)C
4iwave = 2
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and Un+1 can finally be obtained by Eq. 5.4 :
Un+1 = Un −RCBC∆t (5.23)
5.3 Construire une condition d’entre´e caracte´ristique imposant un de´bit
5.3.1 Objectifs et conditionnement
Objectifs
L’objectif de ce chapitre est de donner un exemple de construction de condition limite relaxant de
manie`re caracte´ristique le de´bit ρun, la tempe´rature T et les espe`ces Yk. Le de´bit sera en outre injecte´ de
fac¸on purement normale (ut1 et ut2 = 0). La difficulte´ est d’exprimer les ondes a` imposer uniquement
en fonction des variables cibles (ρun,ut1,ut2,T ,Yk)target et des grandeurs connues a` l’ite´ration n.
Cette condition sera utilise´e dans les calculs pre´sente´s dans la partie III. Elle pre´sente l’avantage de
pouvoir eˆtre utilise´e dans une configuration ou` la perte de charge entre l’entre´e et la sortie est assez
grande (et surtout inconnue), et ainsi de relaxer vers la meˆme valeur de de´bit cible peu importe la densite´
a` l’entre´e. De plus, ses proprie´te´s acoustiques sont identiques a` celles de´crites par Selle et al. [187]. Des
cas-tests e´le´mentaires ont bien suˆr e´te´ effectue´s, mais ils ne seront pas pre´sente´s dans cette the`se.
Conditionnement : nombre de variables a` imposer en 3D
Tout d’abord, il faut prescrire toutes les 3 + k les ondes entrantes5 pour que le syste`me soit
mathe´matiquement bien pose´. L’onde sortante ∂W 2 est laisse´e intacte, a` savoir :
∂W 1 : Onde acoustique entrante
∂W 3 : Onde de cisaillement entrante
∂W 4 : Onde de cisaillement entrante
∂W 4+k : Ondes d’espe`ces entrantes (k)
(5.24)
Cela nous ame`ne a` imposer conjointement la tempe´rature et les espe`ces au travers des ondes
d’espe`ces. Pour alle´ger les notations, on peut de´finir une onde entropique, somme de toutes les ondes
d’espe`ces :
∂W s =
k∑
j=1
∂W 4+j
5e´crites avec la notation ∂W , voir annexe B
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5.3.2 Calculs des ondes
Calcul des ondes d’espe`ces
On cherche a` exprimer ∂W 4+k uniquement en fonction des valeurs cibles (ρun,ut1,ut2,T ,Yk)target et
des grandeurs conservatives a` l’ite´ration n. En partant du jeu d’Eq. B.58, on a :
∂W 4+k = ρ∂Yk + Yk∂W s (5.25)
Il reste a` expliciter ∂W s, ce qui est nettement plus de´licat. On part de la loi des gaz parfaits6 :
P = ρrT (5.26)
ou`,
r = R
∑
k
Yk
Wk
(5.27)
On commence par diffe´rentier ces ceux relations :
∂P = ρr∂T + ρT∂r + rT∂ρ (5.28)
avec,
∂r = R
∑
k
∂Yk
Wk
(5.29)
Ensuite, on peut tirer du jeu d’Eq. B.58 les relations caracte´ristiques suivantes :
∂P =
1
2
ρc (∂W 1 + ∂W 2) (5.30)
et,
∂ρ =
ρ
2c
(∂W 1 + ∂W 2) + ∂W s (5.31)
En identifiant les Eq. 5.28 et 5.30, on obtient :
1
2
ρc (∂W 1 + ∂W 2) = ρr∂T + ρT∂r + rT∂ρ (5.32)
Il ne reste plus qu’a` remplacer les termes en ∂r et ∂ρ donne´s par les Eq. 5.29 et 5.31 et de simplifier pour
isoler ∂W s :
∂W s =
ρ(γ − 1)
2c
(∂W 1 + ∂W 2)− ρ∂T
T
− ρRT
∑
k
∂Yk
Wk
(5.33)
Ainsi, en re´injectant l’Eq. 5.33 dans l’Eq 5.25, on obtient l’expression de l’onde d’espe`ce ∂W 4+k :
∂W 4+k = Yk
(
ρ(γ−1)
2c (∂W
1 + ∂W 2)− ρ∂TT − ρRT
∑
k
∂Yk
Wk
)
+ ρ∂Yk (5.34)
6Attention, Wk est la masse molaire de l’espe`ce k a` ne pas confondre avec ∂W 4+k, l’onde de l’espe`ce k. De plus, R est la
constante des gaz parfaits (8.314 J.mole−1.K−1)
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Calcul de l’onde acoustique entrante
De la meˆme manie`re que dans le paragraphe pre´ce´dent, on commence par diffe´rentier ρun :
∂(ρun) = ρ∂un + un∂ρ (5.35)
On tire ∂ρ et ∂un du jeu d’Eq. B.58 :
∂un =
1
2
(∂W 1 − ∂W 2) (5.36)
et,
∂ρ =
ρ
2c
(∂W 1 + ∂W 2) + ∂W s (5.37)
Il ne reste plus qu’a` remplacer dans l’Eq. 5.35 et a` isoler le terme en ∂W 1, en notant Mn le nombre
de Mach normal (un/c) :
∂W 1 = 2ρ(Mn+1) ∂(ρun)−
2(Mn−1)
ρ(Mn+1)
∂W 2 − un ∂W s (5.38)
Calcul des ondes de cisaillement
Les ondes de cisaillement peuvent eˆtre obtenues directement a` partir du jeu d’Eq. B.58 :
∂W 3 = ∂ut1 (5.39)
∂W 4 = ∂ut2 (5.40)
5.3.3 Imple´mentation pratique
En the´orie, une condition non re´fle´chissante, ou` la vitesse d’entre´e est normale a` la condition limite
et qui ne modifie pas la composition peut se traduire de manie`re extreˆmement simple :
∂W 1 = 0
∂W 3 = 0
∂W 4 = 0
∂W 4+k = 0
(5.41)
Dans la pratique, une telle condition est expose´e a` une de´rive moyenne de toutes les variables, et de
plus, il est impossible de prescrire un ensemble de valeurs cibles vers lesquelles la condition limite doit
relaxer. Pour obtenir une condition relaxant de manie`re caracte´ristique le de´bit ρun, la tempe´rature T et
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les espe`ces Yk, il faut, en plus des expressions des ondes obtenues dans les Eq. 5.34, 5.38, 5.39 & 5.40,
utiliser quelques hypothe`ses :
– On remplace la diffe´rentielle ∂X par sa diffe´rence discre`te X target−Xn, relaxe´e par un coefficient7
KX ∆t. Par exemple la diffe´rentielle ∂(ρun) devient Kρun ∆t ((ρun)target − (ρun)n)
– Pour eˆtre non re´fle´chissant, on fait l’hypothe`se que toute onde entrante n’est pas fonction d’une
onde sortante, ce qui revient ici a` dire ∂W 2 = 0
– On peut aussi ”de´coupler” les ondes en supposant que toutes sont inde´pendantes deux a` deux.
On obtient dans notre cas le syste`me qui constituera les ondes impose´es par la condition limite :
∂W 1 = 2ρ(Mn+1)Kρun ∆t ((ρun)
target − (ρun)n)
∂W 3 = Kt ∆t (0− unt1)
∂W 4 = Kt ∆t (0− unt2)
∂W 4+k = −ρYk
(
KT ∆t(T
target−Tn)
T +RT
∑
k
KY ∆t(Y
target
k
−Y nk )
Wk
)
+ ρ(Y targetk − Y nk )
(5.42)
5.4 Lois de paroi
Le principe de fonctionnement des lois de paroi adiabatiques et non-adiabatiques sont pre´sente´s res-
pectivement dans les Chap. 5.4.1 et 5.4.2. Pour plus de de´tail, nous invitons le lecteur a` se reporter a` la
the`se de Patrick Schmitt [175] qui a imple´mente´ et teste´ ce traitement, ainsi qu’a` l’article a` paraıˆtre [176]
dans J. Fluid. Mech. Il s’agit d’une loi base´e directement sur les approches RANS classiques. Cette loi a
e´te´ teste´e en de´tail dans des canaux turbulents [175].
5.4.1 Lois de parois adiabatiques
La loi de paroi adiabatique (applique´s aux cas AD COLD, AD STEADY et AD FORCEXX pre´sente´s
au Chap. 6.3) fonctionne selon le principe suivant.
Le cisaillement a` la paroi τwall = ρu2τ est calcule´ de fac¸on ite´rative sur chacune des faces du mur
avec :
– La hauteur de la cellule ywall perpendiculaire au mur.
– La vitesse moyenne u2 des premiers point dans l’e´coulement8.
– La viscosite´ νwall et la densite´ ρwall au mur.
Les variables adimensionne´es par la distance au mur et la vitesse dans la couche limite sont de´finies
par :
y+ =
ywall uτ
νwall
u+ =
u2
uτ
(5.43)
7Attention, X est ici un indice, et les diffe´rents KX sont prescrits par l’utilisateur.
8La vitesse u2 est en fait la moyenne de tous les points de la cellule colle´e contre le mur qui ne sont pas sur le mur lui-meˆme.
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Ensuite, la vitesse de frottement est calcule´e suivant la valeur de y+, soit par une relation line´aire
(Eq. 5.44), soit par une loi de paroi logarithmique (Eq. 5.45).
y+ ≤ 11.445 : u+ = y+ (5.44)
y+ > 11.445 : u+ = κ−1ln(Ey+) (5.45)
avec κ = 0.41 et E = 9.2
De plus, le flux de chaleur normal et la vitesse normale au mur sont fixe´s a` ze´ro. Ainsi, la partie
”Dirichlet” de cette condition limite est e´quivalente a` un mur glissant, ce qui implique un traitement
particulier des coins [175].
5.4.2 Lois de parois non adiabatiques
On peut faire e´voluer la condition de loi de paroi adiabatique pre´sente´e au chapitre 5.4.1 afin d’impo-
ser des pertes thermiques (applique´s aux cas HL STEADY et HL FORCEXX pre´sente´s au Chap. 6.3).
La tempe´rature au mur Twall permet tout d’abord de calculer les proprie´te´s thermodynamiques
(νwall, ρwall, Cpwall). Ensuite, en utilisant la tempe´rature moyenne T2 des premiers points dans
l’e´coulement9, on peut de´finir la tempe´rature adimensionne´e :
T+ =
ρwall Cpwall uτ (Twall − T2)
qwall
(5.46)
avec qwall =
Tref − Twall
Rwall
(5.47)
Ayant de´ja` de´termine´ la vitesse de frottement uτ , la tempe´rature au mur est calcule´e suivant la valeur
de y+ selon une loi similaire a` celle pour la vitesse (Eq. 5.44 & 5.45).
y+ ≤ 11.445 : T+ = Pr y+ (5.48)
y+ > 11.445 : T+ = κ−1Prt ln(Fy+) (5.49)
avec κ = 0.41 et F = 2.96
Le calcul de Rwall pour les calculs de la partie III sera pre´sente´ en de´tail dans le Chap. 9.4. Toutefois,
il est important de noter que lorsque Rwall → ∞, le comportement de la loi de paroi tend vers la loi
adiabatique, et lorsque Rwall → 0, il tend vers une loi isotherme. Cette approche permet d’e´viter de
specifier la tempe´rature aux parois et constitue une premie`re approche vers un calcul dual combustion /
thermique dans les parois.
9La tempe´rature T2 est en fait la moyenne de tous les points de la cellule colle´e contre le mur qui ne sont pas sur le mur
lui-meˆme.
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Chapitre 6
Presentation of the DESIRE test rig
6.1 Experimental test rig
The test rig is a 125 kW lab-scale burner developed by University of Twente and Siemens PG in the
framework of the European Community project DESIRE (Design and Demonstration of Highly Reliable
Low NOx Combustion Systems for Gas Turbines, see section 1.3.1). The experiment was specifically
developed for the project in order to investigate combustion instabilities, their impact on the liner but also
to facilitate a full LES computation from inlet to chimney (no small holes which could decrease drama-
tically the time step), thereby suppressing uncertainities related to boundary conditions. This particular
point will be detailed further in section 6.2.
The Test-rig combustion and cooling air is provided by a Diesel engine driven dual scroll compressor
with a maximum mass flow of 1000 m3/h. Natural gas is supplied from a small natural gas compres-
sor station, having a maximum mass flow of 60 m3/h. Both fuel and air flow rates are controlled by a
Bronckhorst mass flow controller with an accuracy of less than 1%. The air that is used for combustion is
preheated by a 120 kW electrical preheater, able to heat up 280 liters per second from room temperature
to 300oC.
The natural gas flow is led through a pulsator (Moog valve), which is able to pulsate this flow with
a maximum frequency of 400 Hz and a pulsation level of several percentages of the mean mass flow,
dependent on the operating condition and the frequency of oscillation. The pulsator is discussed in more
detail in section 10.1.
Figure 6.1 presents the test-rig as installed in University of Twente’s laboratory, i.e. mounted vertically
in a specially designed frame. Optical access and vibrometer windows are clearly visible as well as the
cooling air feeding lines but the complexity of the setup doesn’t give much insight on the inner geometry.
Figure 6.2 now introduces the whole inner geometry and summarises the flow path. Figure 6.3 shows
closer views of the various flow passages. The preheated air comes out of the compressor into the air
supply room. Then it flows into the plenum through the acoustic decoupling system pipes (Fig. 6.3-b).
PRESENTATION OF THE DESIRE TEST RIG
FIG. 6.1 - Photograph of DESIRE setup and inserted view of the flame through Suprasil quartz glass windows.
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The principle of the acoustic decoupling system is to act like an acoustically fully reflecting device
due to the high velocity ratio between the upstream and downstream plenum and the small pipes.
After the swirler (Fig. 6.3-a), the air mixes with natural gas which is injected at a normal angle into
the air cross flow through four small holes to ensure sufficient mixing. The mixture then reaches the
very long combustion chamber (≈ 2 m) where the flame is stabilized and burnt gases leave the chamber
through the outlet flange (Fig. 6.3-c). A cooling channel surrounds the combustion chamber in order to
maintain wall temperatures below T = 1200K.
 
Air supply chamber
Acoustic
decoupler Plenum Burner Combustion chamber Outlet flange
Cooling Air
FIG. 6.2 - Full LES computational domain and summarization of the flow path to the combustion chamber.
a) b) c)
FIG. 6.3 - Details of the domain : a) swirler vanes, b) acoustic decoupling system and c) outlet flange.
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6.2 Computational domain and resulting issues
6.2.1 Choice of computational domain
Choosing the limits of a computational domain is a difficult compromise between accuracy require-
ments and computational costs. For usual RANS simulations which expect to capture only basic hydro-
dynamics of the flow, the computational domain can be reduced to the very region of interest, i.e the
combustion chamber (Fig. 6.4-a). Some low cost simulations can even be done by computing a quarter
of a domain starting after the swirler vanes and getting rid of their geometrical complexity. Strong (and
hazardous) assumptions are most of the time hidden behind these reduced domains :
– The mixture feeding the flame is supposed to be fully premixed.
– The acoustics of the setup is completely ignored.
– The inlet velocity profiles are tuned to mimic the real ones or even worse left uncertain.
a) b)
FIG. 6.4 - Computational domain issues : a) domain usually selected for low cost simulations. b) domain
required for accurate simulations.
6.2.2 Resulting issues
Capturing combustion instabilities needs at least to treat properly some crucial phenomena :
– The efficiency of the mixing must be well evaluated.
– The velocity profiles in the mixing region and at the inlet of the chamber must be realistic.
– The acoustics of the setup must be reproduced adequately.
Therefore, the computational domain required for accurate LES (Fig. 6.4-b) is very different from the
standard domain (Fig. 6.4-a) :
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– The fuel jets in the air cross flow must be explicitly computed and sufficiently discretized. The
resulting meshes are shown in section 4.4.
– Instead of tuning inlet velocity profiles [186], another strategy consists in computing the inlet and
start the domain further upstream (Fig. 6.4-b). As a matter of fact, the swirler vanes have to be
explicitely computed.
– The boundary condition must be placed at a location where they can be acoustically well defined.
Then, by knowing the impedance of the Boundary condition [187], and having the right temperature
distribution (for speed of sound) in the domain, potentially self-excited acoustic modes may appear.
So the LES computational domain (Fig. 6.4-b) includes all parts from the air supply room to the out-
let flange. This is necessary to have the right acoustic impedance for the combustion chamber, to predict
accurately the chamber acoustic modes and to minimize the uncertainities on boundary conditions. The
acoustic behaviour upstream of the combustion chamber is ensured by the fully reflecting acoustic de-
coupling system (Fig. 6.3-b) and downstream of the combustion chamber, the impedance at the outlet
(Fig. 6.3-c) is controlled through the NSCBC linear relaxation method [187] (fully non-reflecting).
The cooling channel is not explicitely simulated but its thermal properties are taken into account in
the wall law treatment. This specific point will be detailed further in section 9.4.
6.3 Operating conditions
6.3.1 Reference operating point
The reference operating point investigated is basically the same for cold, reacting and pulsated flows :
– The air supply room feeds the chamber with 72.4 g/s of air, preheated at 573 K. This leads to a
Reynolds number of 22000 (based on the bulk velocity at the burner mouth and its diameter) and a
swirl number [70] of 0.7 (at the same location).
– The same amount of air (72.4 g/s) but this time at ambient temperature (298 K) flows into the
cooling channel. Therefore, the corresponding Reynolds number of 5700 (based on the bulk
velocity in the channel and its height) allows to consider it as fully turbulent.
– The natural gas is injected at ambient temperature (298K) at a flow rate of 3.06 g/s. Note that the
natural gas is replaced here by methane (76.7% in mass) and nitrogen (23.3% in mass), so that the
global equivalence ratio of the setup is 0.55.
– The mean pressure of the test rig is 1.5 bar.
Both fuel and air inlets mass flow rates are controlled using the ”mass flow rate relaxed” Boundary
Condition presented in Chap. 5.3.
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6.3.2 Cases simulated
Table 6.1 summarizes the parameters of the different LES cases.
CASE NS
CO
LD
A
D
CO
LD
A
D
ST
EA
DY
A
D
FO
RC
E0
5
A
D
FO
RC
E1
0
A
D
FO
RC
E1
5
A
D
FO
RC
E3
0
A
D
FO
RC
E5
0
A
D
FO
RC
E8
0
H
L
FO
RC
E1
5
H
L
ST
EA
DY
Wall law None Adiabatic Heat loss
m˙A 72.4 g/s at 573 K
m˙F N/A N/A 3.06 g/s at 298 K
F (Hz) N/A N/A N/A 300 Hz N/A
m˙F
′/m˙F N/A N/A N/A 05% 10% 15% 30% 50% 80% 15% N/A
TAB. 6.1 - Cases simulated and corresponding operating parameters.
The reader must be aware of some important points :
– No fuel is injected at all in the cold flow simulations (cases NS COLD & AD COLD).
– The cold flow simulations (cases NS COLD & AD COLD) were done using a 3rd order in space and
time numerical scheme (TTGC), whereas the reacting simulations employed a 2nd order scheme
(Lax-Wendroff ) mainly for computational costs reasons.
– No wall law treatment is applied in the preliminary cold flow simulation (case NS COLD). It is
replaced by a standard ”no-slip” adiabatic wall Boundary Condition.
– The study on the linearity of the flame response (cases AD FORCE05 to AD FORCE80) is performed
with adiabatic law of the wall.
Results related to the various cases are described respectively in the following chapters :
Case NS COLD : Section 8.2.1 only.
Case AD COLD : Chapter 8 excepts section 8.2.1.
Case AD STEADY : Chapter 9 excepts section 9.4.
Case HL STEADY : Section 9.4 to 9.6.
Cases AD FORCEXX : Sections 10.1 to 10.5.
Case HL FORCE15 : Sections 10.3, 10.4, 10.7 and 10.8.
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Chapitre 7
Additional diagnostic tools
The aim of this chapter is to present the various experimental techniques available for comparison
with LES but also the Helmholtz solver which can be useful for joint analysis of modes susceptible to
occur [185].
7.1 Experimental diagnostics
7.1.1 Cold flow diagnostics
The LES velocity profiles are compared with measured profiles from a water tunnel experiment. The
water tunnel is a geometrically exact copy of the combustion test rig. The fluid that is used is water
instead of air. Due to experimental limitations, the Reynolds number in the water tunnel is a third of the
Reynolds number in the gaseous rig (Re ≈ 21, 000 evaluated with the bulk velocity and the diameter
at the mouth of the burner, i.e. 50 mm). Fortunately, the self similarity of turbulent flows ensure that
dimensionless velocities are comparable.
The water tunnel is made out of perspex, allowing forward scattering Laser Doppler Velocimetry
(LDV) to measure the velocity profiles downstream of the burner exit. The accuracy of the system is less
than 0.1% of its full measurement scale, whereas the resolution depends on the size of the measurement
volume. A 400 mm focal-length lens with a measurement volume of 6.5x0.22x0.22 mm is used. The
measured velocity at a discrete point is the average velocity in the measurement volume. For all mea-
sured velocities, the axis of the measurement volume is aligned with the direction in which the velocity
gradients are lowest, thereby increasing the resolution.
Data acquisition is done by a DIFA spectral analyser installed on a PC. The transient velocity signals
from the photomultipliers are sampled at 800 Hz for 40.96 seconds. Subsequently, the mean value and
the variance of the 32,768 samples are determined. The power spectral density (PSD) of the measured
signal shows that the sampling frequency is large enough to catch most of the phenomena in the flow,
i.e. the PSD at 400 Hz is more than two orders of magnitude lower than the velocity amplitudes at lower
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frequencies.
To compare simulation results (using air as a medium) with water tunnel results the mean velocities
and the variances are non-dimensionalized by the bulk velocity at the burner mouth UB and by (UB)2,
respectively [169].
7.1.2 Hot flow diagnostics
3.1: Cold flow diagnostics
The numerically obtained velocity profiles are compared with measured profiles from a water
tunnel experiment. The water tunnel is a geometrically exact copy of the DESIRE test rig. The
fluid medium that is used is water instead of air. By equating the Reynolds numbers in the water
tunnel and the isothermal flow simulations, both flows will behave similar and are comparable.
The water tunnel is made out of perspex, allowing forward scattering Laser Doppler Velocime-
try (LDV) to measure the velocity profiles downstream of the burner exit. The reference beam
method is used. With this method, a bright main beam and two less intense reference beams,
split from the original laser output, are used. At the point where the beams cross each other, a
measurement volume arises. In this volume the velocity of the crossing particles can be measured
by detecting the Doppler shift of the reference beams with a photodetector. Liquid flows normally
contain enough particles of the correct size – on the order of one micron – to scatter the laser
light with sufficient intensity for the photodetector to generate high-quality Doppler signals. The
accuracy of the system is less than 0.1% of its full measurement scale, whereas the resolution
depends on the size of the measurement volume. A 400 mm focal-length lens with a measurement
volume of 6.5x0.22x0.22 mm is used. The measured velocity at a discrete point is the average
velocity in the measurement volume. For all measured velocities, the axis of the measurement
volume is aligned with the direction in which the velocity gradients are lowest, thereby increasing
the resolution.
Data acquisition is done by a DIFA spectral analyser installed on a PC. The transient velocity
signals from the photomultipliers are sampled at 800 Hz for 40.96 seconds. Subsequently, the
mean value and the variance of the 32,768 samples are determined. The power spectral density
(PSD) of the measured signal shows that the sampling frequency is high enough to catch most of
the phenomena in the flow, i.e. the PSD at 400 Hz is more than two orders of magnitude lower
than the velocity amplitudes at lower frequencies.
To be able to compare the simulation results (using air as a medium) with the water tunnel
results the mean velocities and the variances are scaled by the mean area velocity u0z and by (u0z)2,
respectively [1].
3.2: Hot flow gnostics
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Figure 1: Overview of the main components in the flame zone of the DESIRE setup.
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FIG. 7.1 - Overview of the main components in the flame zone of the DESIRE setup.
The combustion process can be observed optically through quartz glass windows that are mounted
in the liner and pressure vessel on 3 sides of the combustion section (Fig. 7.1). The view port size is
120×150 mm, which is large enough to see the whole flame.
It is often assumed that CH∗ (electronically excited molecules are indicated with a ‘*’) is linearly
related to the heat release rate. CH∗ is only present in the main reaction zone, in contrast to OH , which
survives after it due to the slow recombination reactions. Since OH has a steep increase in the main
reaction zone [121] not its concentration but its gradient is an indication for the flame front, which
requires a better signal quality.
The radical CH∗ is measured by chemiluminescence with a high speed camera (Redlake) supplied
with an intensifier (LaVision). A 430 nm band pass filter (bandwidth of 10 nm) is used to filter the CH∗
radiation at theCH∗ electronic band. The camera is gated for 100 µs and a movie of at least 100 images is
recorded at 50 Hz. The images of the movie are corrected for background and non linear camera response
and averaged.
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A drawback of chemiluminescence is that no local flame behaviour can be studied since it is a line
of sight technique, which means that the measured CH∗ concentration is the integral of all CH∗ in the
line of sight of the camera. When the shape of the flame is known, special techniques can be applied
to obtain a planar picture from line of sight measurements, e.g. Abel transformation (‘onion peeling’)
for axi-symmetrical data [1]. Although the whole flow-field is not axi-symmetrical due to the square
combustor, this assumption can be considered as valid for the flame itself. However, the reflections and
cut off near the wall as well as the aberrations of Abel transformation close to the axis yield non physical
signal in these regions.
Moreover, in terms of thermo-acoustic measurements, the integrated CH∗ chemiluminescence mea-
surements can be viewed as a direct measure for the volume-integrated heat release rate.
7.1.3 Acoustic diagnostics
To obtain the acoustic response of the system due to combustion, pressure measurements are made
using Kulite pressure sensors. To decrease the thermal load on these sensors, they are placed in a sidetube
(Fig. 7.1) ended by an anechoic tube. Furthermore, to allow high pressure measurements, the backside
of the sensor is connected to the pressurised rig using a long thin tube, which damps out all dynamic
pressure signal on the back side, only providing a static back pressure. The pressure sensor signal is
amplified and subsequently acquired using a Siglab data acquisition system at a sample frequency of
2.56 kHz.
7.2 Helmholtz solver : AVSP
If the reactive Navier-Stokes equations are linearized around a mean state (noted x), the general form
of the Helmholtz equation is obtained [39, 147],
∇ · (c2∇p′)− ∂
2
∂t2
p′ = −(γ − 1)∂ω˙T
∂t
− γ p∇~u : ~u (7.1)
where p′ is the pressure perturbation, ω˙T is the unsteady local heat release, p the average pressure and
c is the local sound speed. c changes considerably in reacting flow : it depend on the local value of γ,
on the molecular weight W and on temperature T : c =
√
γRT/W , where R = 8.314J/(molK).
The two source terms in the RHS of Eq. 7.1 are related to the unsteady combustion and turbulent noise,
respectively. To obtain this equation, the following assumptions are needed :
– Low Mach number flow
– No volume forces
– Linear acoustics (i.e., small perturbations)
– Large scale fluctuations
– Homogeneous mean pressure
– Constant polytropic coefficient γ
113
ADDITIONAL DIAGNOSTIC TOOLS
The wave equation is usually not solved in the time domain but in the frequency domain by assu-
ming harmonic pressure variations at frequency f = ω/(2pi) for pressure and for local heat release
perturbations, where ı2 = −1
p′ = < (P ′(x, y, z) exp(−ı ωt)) (7.2)
ω˙T = <
(
Ω′T (x, y, z) exp(−ı ωt)
) (7.3)
Introducing Eq. 7.3 into Eq. 7.1 and neglecting the turbulent noise compared to the combustion for-
cing lead to the Helmholtz equation where the unknown quantities are the complex pressure oscillation
amplitude P ′ at frequency f and the heat release amplitude field Ω′T :
∇ · (c2∇P ′) + ω2P ′ = ıω(γ − 1)Ω′T (7.4)
This equation is the basis of three-dimensional Helmholtz codes. Knowing the sound speed (c) dis-
tribution, i.e. knowing the local composition and temperature, provides the eigenfrequencies fk and the
associated structure of the mode P ′k(x, y, z). At this point, two approaches of increasing complexity are
found :
– First, the effects of unsteady combustion can be neglected by setting Ω′T = 0. This is equivalent
to finding the eigenmodes of the burner, taking into account the presence of the flame through the
mean temperature field but neglecting the flame effect as an acoustic active element.
– In a second step, the active effect of combustion can be taken into account if a model linking Ω′T
and P ′ can be derived to close Eq. 7.4. This is usually the difficult part of the modeling because it
requires the determination of the transfer function between acoustics and flame.
For the present study, the effects of the flame were neglected (Ω′T = 0) and a parallel iterative solver
called AVSP was used to solve Eq. 7.4 on hybrid meshes [97]. The required mean field of sound speed is
obtained by postprocessing the LES results for cases AD STEADY and HL STEADY so that the effect of
flame through the mean temperature is properly accounted for. The impedances imposed at the inlet and
outlet correspond to a velocity and a pressure node respectively.
Since studies of low/medium frequency instabilities do not require refined meshes, eigenmodes of
large configurations can be computed in a reasonable time thanks to the parallelism of AVSP. Details
about solving Eq. 7.4 with general boundary conditions and acoustically active flame are discussed
in [11, 12, 113]. Other examples of joint use of LES and Helmholtz solvers to investigate combustion
instabilities are given in [112, 185].
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Chapitre 8
Cold flow simulations
8.1 Cold flow qualitative analysis
8.1.1 Presentation and objectives
The non reacting cases are first investigated in this chapter, i.e. cases NS COLD and AD COLD. Results
presented in sections 8.1 & 8.2 use the TTGC numerical scheme (Third order in space and time [37]) on
a mesh containing 900.000 tetrahedral cells.
Presentation of comparisons performed
As introduced in section 4.6, LES mean and RMS resolved velocity fields are susceptible to be compa-
red to experimental data (measured with LDV, see section 7.1.1). Unfortunately, LDV equipment required
to measure high velocities is not available at University of Twente. By using a Reynolds similarity, it is
possible to measure accurately lower velocities in a water tunnel and compare the resulting data with
LES.
The location of 1D velocity profiles where comparisons are performed (see section 8.2) are presented
on Fig. 8.1, as well as the planes defined as ”Transverse plane” and ”Longitudinal plane” which will be
used along the next chapters.
Objectives of cold flow simulations
The main objectives of non-reacting simulations are :
– The validation of cold flow LES in a complex geommetry.
– The evaluation of its accuracy on the RMS fields.
– The influence of some numerical parameter (wall treatment, scheme, mesh)
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FIG. 8.1 - Cross section of the test geometry and location of the planes used in Fig. 8.4 to 8.10.
The cold flow behaviour will be first qualitatively analysed before comparing with water tunnel LDV
measurements.
8.1.2 Flow analysis
General flow behaviour
The general mechanism leading to the opening of a swirled jet is well known [70, 72, 106] : Depen-
ding on the intensity of the swirl, the jet is susceptible to break down and form a central recirculation
zone, where axial velocities are negative (Fig. 8.2). The critical value of the swirl number where this
bifurcation occurs [72, 106] is Sc = 0.6.
a) b)
FIG. 8.2 - Opening of a swirled jet in a dump : a) low swirl (S < 0.6) ; b) high swirl (S > 0.6).
The cold flow simulation clearly evidences a behaviour similar as the one described on Fig. 8.2-b,
which is consistent with the swirl number of S = 0.7. Instantaneous axial velocity fields in longitudinal
plane are displayed on Fig. A.1 & A.2. The white isoline also delimits the region where backflow occurs
(i.e. u < 0). The central recirculation zone which closes around x = 330 mm (see Fig. A.1) is more or
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less axisymmetric. No unsteady coherent structure (known as Precessing Vortex Core [70, 200]) destabi-
lises this symmetry. However, some vortices coming out of the lips of the burner seems to interact with
the opening jet.
Qualitative effect of the law of the wall
The difference between the flows computed with either ”no slip” (case NS COLD) or ”wall law” (case
AD COLD) wall treatment is not obvious. Instantaneously, Fig. A.2 tends to demonstrate that the intensity
of lateral recirculation zones are decreased with the use of no slip walls. The impact on the swirled jet
itself is illustrated on Fig. 8.3.
The upper half of Fig. 8.3 shows the mean axial velocity field in longitudinal plane and delimits recir-
culation zones for case AD COLD while the lower half displays the same field for case NS COLD. This
confirms that the lateral recirculation zones are decreased by the use of no slip walls. The swirled jet also
seems slightly more opened for case NS COLD, which changes the mean shape of central recirculation
zone.
FIG. 8.3 - Comparison of mean opening angle of the swirled jet ; Top : Wall Law ; Bottom : Wall No Slip ; Black
line : recirculation zone.
All of these differences will be easier to evidence on quantitative comparisons with experiment (sec-
tion 8.2).
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8.2 Comparisons with experimental data
8.2.1 Comparisons using ”no-slip” wall treatment
LES and LDV data are first compared using one-dimensional velocity profiles on the longitudinal
plane at several locations from the burner exit (Plane A : 5mm, Plane B : 15mm, Plane C : 25mm,
Plane D : 45mm and Plane E : 65mm) (see location of cuts on Fig. 8.1).
Fig. 8.4 to 8.6 show preliminary simulations using a ”no slip” wall treatment (case NS COLD) while
Fig. 8.7 to 8.9 employ a wall law (case AD COLD). The scale for all profiles in Fig. 8.4 to 8.9 are the
same. Experimental data and LES resolved fields are non dimensionalised by the bulk velocity at the
mouth of the burner.
LES of case NS COLD captures more or less the shape of the mean and RMS profiles. Unfortunately,
the agreement on the amplitude of the profiles is very poor. The zero velocity imposed associated with
coarse mesh at the walls clearly has a strong and undesirable effect on the flow.
8.2.2 Comparisons using ”wall law” treatment
Using from now on the wall law treatment, Fig. 8.7 to 8.9 show the good agreement between experi-
mental data and LES results in both shape and amplitude of the mean velocity components and even on
their RMS fluctuations. The opening angle of the swirled jet, the intensity of central recirculation zone
and the re-attachment of the lateral recirculation zones are predicted correctly.
As introduced qualitatively in section 8.1 (Fig. 8.3), the opening angle of the swirled jet is clearly
decreased by the use of wall law treatment. Comparing Fig. 8.4-a and Fig. 8.7-a clearly demonstrates
this point.
In summary, the joint use of wall function and Smagorinsky subgrid model seems to perform very
well. A more sophisticated subgrid scale model is not required (e.g. Dynamic Smagorinsky [63]). This
choice is supported by the simulations of Cabot & Moin [20] using a similar discretisation and wall-
function approach on channel flows.
The inpact of the numerical scheme is still to be investigated and will be detailed in section 8.3.
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FIG. 8.4 - Comparison of axial velocity statistical profiles : a) mean values, b) RMS values ; Symbols :
Experiment ; Solid line : LES ; dashed line : zero line (case NS COLD).
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FIG. 8.5 - Comparison of radial velocity statistical profiles : a) mean values, b) RMS values ; Symbols :
Experiment ; Solid line : LES ; dashed line : zero line (case NS COLD).
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FIG. 8.6 - Comparison of swirling (orthoradial) velocity statistical profiles : a) mean values, b) RMS values ;
Symbols : Experiment ; Solid line : LES ; dashed line : zero line (case NS COLD).
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FIG. 8.7 - Comparison of axial velocity statistical profiles : a) mean values, b) RMS values ; Symbols :
Experiment ; Solid line : LES ; dashed line : zero line (case AD COLD).
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FIG. 8.8 - Comparison of radial velocity statistical profiles : a) mean values, b) RMS values ; Symbols :
Experiment ; Solid line : LES ; dashed line : zero line (case AD COLD).
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FIG. 8.9 - Comparison of swirling (orthoradial) velocity statistical profiles : a) mean values, b) RMS values ;
Symbols : Experiment ; Solid line : LES ; dashed line : zero line (case AD COLD).
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8.3 Influence of numerical scheme
Choosing a numerical scheme for LES is a far more difficult task than for steady RANS simulations.
Special care must be taken about dissipation and dispersion properties. Results of Fig. 8.7 were obtained
with a 3rd order scheme (TTGC) and a fine mesh (900.000 elements).
To evaluate both the influence of the mesh and the scheme accuracy, this subsection compares results
obtained with a 2nd order scheme (Lax-Wendroff) and the 3rd order Taylor Galerkin scheme (TTGC).
This investigation is performed on two different meshes : a coarse one (600.000 elements) and a fine one
(900.000 elements).
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FIG. 8.10 - Influence of the scheme ; Symbols : EXP ; Solid line : LES ; dashed line : zero line (case AD COLD).
Figure 8.10 displays the same axial velocity profiles than shown on Fig. 8.7-a) for these two schemes
(columns) and two meshes (rows) : the intensity of recirculations zones is clearly better computed with
TTGC than with LW. High-speed zones are dissipated too rapidly with LW. Even TTGC on the coarse
mesh performs better than LW on the fine mesh.
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The impact of the numerical scheme on the small structures is obvious on Fig. 8.11. TTGC (Fig. 8.11-
a) provides much more details on the axial velocity field than LW (Fig. 8.11-a). In spite of that, and for
CPU costs reasons, all reacting simulations will be done with LW numerical scheme.
a) b)
FIG. 8.11 - Influence of the scheme on small structures ; a) TTGC scheme ; b) LW scheme (case AD COLD).
However, in terms of cost efficiency, the conclusion differs slightly : even if studies by Colin [38, 36]
clearly demonstrated that the use of higher order schemes yields more accuracy than refining the mesh1,
the level of accuracy reached in the region close to the burner2 with LW on the fine mesh is sufficient.
Considering also that LW on a fine mesh remains cheaper than TTGC on a coarse mesh, and that the
mesh will be refined anyway to have a well resolved flame, this explains why LW has been chosen for
the reacting computations in the next sections.
1These studies were done at iso computational cost between TTGC and LW.
2Between Plane A and Plane D, where the flame is expected to be.
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