As edge applications using convolutional neural networks (CNN) models grow, it is becoming necessary to introduce dedicated hardware accelerators in which network parameters and featuremap data are represented with limited precision. In this paper we propose a novel quantization algorithm for energy-efficient deployment of the hardware accelerators. For weights and biases, the optimal bit length of the fractional part is determined so that the quantization error is minimized over their distribution. For feature-map data, meanwhile, their sample distribution is well approximated with the generalized gamma distribution (GGD), and accordingly the optimal quantization step size can be obtained through the asymptotical closed form solution of GGD. The proposed quantization algorithm has a higher signal-to-quantization-noise ratio (SQNR) than other quantization schemes previously proposed for CNNs, and even can be more improved by tuning the quantization parameters, resulting in efficient implementation of the hardware accelerators for CNNs in terms of power consumption and memory bandwidth.
Introduction
Recent achievements in image processing tasks such as image recognition, object detection, and scene segmentation have been coupled with the application of deep convolutional networks (Szegedy et al., 2015; Ren et al., 2015; Long et al., 2015) . As the need for more complex networks increases, we get faced with several implementation issues, i.e. real time processing, limited power budget, and memory bandwidth. For the issues to get resolved, various approaches have been investigated; low-precision (Courbariaux et al., 2014; Hubara et al., 2016; Gupta et al., 2015; Gysel et al., 2016; Judd et al., 2015; Lin et al., 2016) , network compression (Han et al., 2015) , , small network design (Iandola et al., 2016) , (Howard et al., 2017) , and so on. In this paper, meanwhile, we focus on low precision for a power-efficient implementation of hardware accelerators (Horowitz, 2014) .
Related works are divided into two categories depending on whether the low precision method supports training or not. Firstly, lots of low precision works including training, have been investigated. Through (Courbariaux et al., 2014) , it has been observed that the precision of the multiplication affects the final error after training, and very low precision is sufficient enough not only for inference but also for training. A method to train a network with binary weights is introduced in (Courbariaux et al., 2015) through the forward and backward propagations. Moreover, the authors of (Hubara et al., 2016) have investigated a method to train quantized neural networks (QNNs) with different bit-widths between inference and training. (Gupta et al., 2015) deals with a rounding scheme called stochastic rounding, which plays a crucial role in determining network behavior during training. But those works are focused on training under a lower precision, and do not directly support quantization of pre-trained models without re-training.
Next, the other groups have studied low precision schemes only for inference. In (Gysel et al., 2016) , a fast and automated framework named Ristretto has been presented for quantization of convolutional neural networks (CNN). The algorithm finds the maximum values of weights and activations to determine the fractional length. In (Judd et al., 2015) , the authors have shown how the reduced precision affects the accuracy during inference, and proposed a method to find a low precision configuration, maintaining high accuracy. An optimization problem has been formulated and solved in (Lin et al., 2016) for fixed-point bit-width allocation across layers. Also there has been proposed a quantization scheme for inference by optimal uniform quantizer in well-known distributions such as Uniform, Gaussian, Laplace, and gamma.
In this paper, we propose a novel quantization algorithm to obtain low-precision representations of weights, biases, and feature-maps for CNNs. The algorithm applies different quantization methods to weights/biases and feature-maps, respectively, since the former has deterministic values while the latter can be assumed to have random values. In the algorithm, the quantization of weights and biases precedes the quantization of feature-maps, and re-training the network is considered just optional, as shown in Figure 1 . For weights and biases, the optimal fractional length is determined in order for the quantization error to be minimized over their distribution. For feature-maps, on the other hand, the generalized gamma distribution (GGD) is used to approximate their sample distribution in each layer. From the asymptotic closed-form equation of GGD (Hui & Neuhoff, 2001) , the optimal step size is obtained in terms of signal-toquantization-noise ratio (SQNR). To further enhance fixedpoint performance, we can tune the obtained quantization parameters by an algorithm which we name backward-forward tuning (BFT). Adopting the BFT algorithm on top of the GGD-based quantization, we can effectively deal with the critical issues arising from the discrepancy between SQNR maximization and fixed-point performance optimization in neural networks.
Proposed quantization algorithm
For both quantization methods for weights/biases and feature-maps in common, we firstly try to determine quantization parameters so that quantization error is minimized. As is already known, however, minimizing quantization error does not necessarily give the optimal quantized network for the classification accuracy. To overcome such a limitation, we introduce an additional step to tune the quantization parameters, following the step to do quantization for minimum quantization error. Note that the tuning step is distinguished from re-training since it does not require training the network. 
where m i = bw i − 1 − log 2 max(|W i |) , x is the least integer that is greater than or equal to x, bw i means a bitwidth for the i th layer, minus one is to remove a sign bit, and K w is the length of S F L W i . In addition, len(v) is a length of a vector v, D is a quantization error for k th F L value, F L min is the F L value with the minimum quantization error D min , and Q(w i,j , F L) is quantized weight of w i,j by F L. Finally, Algorithm 1 is to determine F L W i to minimize overall quantization error as follows:
For bias quantization, all you have to do is to replace W i with b i . As described in Algorithm 1, a simple method is used for weight/bias quantization in order to minimize the quantization error separately for each layer. It is sufficient to consider K w = 2 in S F L W i , since an overload distortion rapidly increases as a F L increases.
QUANTIZATION OF FEATURE-MAPS
To give a rough view of the output feature-map distribution, take a look at GoogLeNet (Szegedy et al., 2015) as an example. GoogLeNet consists of 57 convolutional layers with Rectified Linear Unit (ReLU) and a fully connected layer in inference. Figure 2 includes four graphs, each of which is derived from a convolutional layer of GoogLeNet and represents two distributions on the same graph: 1) the sample distribution of pre-activation values and 2) the Gaussian distribution with unit variance. In the upper left graph, which shows the distribution of pre-activation values in the first convolutional layer of GoogLeNet, conv1/7 × 7-layer, it is observed that the distribution has a near zero mean and an almost symmetric density shape since subtracting the mean from data is included in the data layer. Except the conv1/7 × 7-layer, meanwhile, the others have a non-zero mean and are even not symmetric about the non-zero mean. The most conventional way for feature-map quantization is to approximate the sample distribution of pre-activations with a symmetric distribution like the Gaussian distribution or the Laplace distribution. Unfortunately, however, such a quantization method is sometimes not optimal in terms of SQNR observed at the input of the next layer for the following reasons: 1) The mismatch between asymmetric sample distributions and symmetric model distributions causes critical overload distortion, resulting in difficulty finding the optimal step size in quantization. 2) When assuming that the mean of pre-activations is none-zero and ReLU is used as an activation function, the efficient quantization is to consider only the pre-activations of a positive value since all the pre-activations of a negative value is supposed to be mapped to zero after passing through ReLU activation.
To overcome the problems of the feature-map quantization based on a symmetric distribution, we tried to search for an alternative approach immune to non-zero mean and asymmetric distribution. We focused on the distribution of activations instead of pre-activations. Assuming ReLU is used as an activation function, the distribution of activations of a positive value is single-sided. For quantization, we don't need to include the activations of zero value in the distribution. The resultant sample distribution has a good match in the positive part for a symmetric distribution such as the Gaussian distribution and the Laplace distribution, and a better match for a distribution with heavy tails such as the gamma distribution, as shown in Figure 3 .
Generalized gamma distribution: The probability density function of the gamma distribution is represented as follows:
where
, κ and θ denote a shape and a scale parameters in the gamma distribution, respectively. And there are simple relationships between mean, variance, κ and θ as
We calculated κ and θ with sample mean and variance, while all zeroes being excluded. Then, we plot the sample distribution and the gamma distribution with calculated κ and θ in Figure 3 . Through the results, the gamma distribution and sample distribution are found well-matched, especially for the tails of those. Therefore, if the optimal step size is found based on the gamma distribution parameterized through our calculation, we have an optimal solution to the feature-map quantization in terms of SQNR.
In (Hui & Neuhoff, 2001) , minimum mean-square error (MSE)-optimal N-level uniform scalar quantizers are designed numerically and their asymptotic characteristics tabulated in a closed form. The distribution of a GGD is represented by (4):
where α > 0, β > −1 is the exponential decay parameter, µ and λ are in (Hui & Neuhoff, 2001 ). When α=1, such densities reduce to the gamma density. The asymptotic equations of the support lengthL N and the overall distortion D N have been derived as follows:
where N is the correction term of closed form as (6) (Hui & Neuhoff, 2001) .L N closely approximates the actual L N even at N = 4 or 8. And by using aL N , we also calculate the overall distortionD N (L N ) in (7).
Finally, these equations for optimal step size and distortion extend to densities with one-sided infinite support such as single-sided gamma of (2). Specifically, the optimal N-level uniform scalar quantizer with support interval Single-sided distribution: By using the GGD mentioned in previous section, we propose a quantization method for the activations with single-sided sample distribution in Algorithm 2. Here, m x and σ 2 x are mean and variance to be estimated from samples after activation function of i th layer, where zeroes have to be excluded. Additionally, Γ( ) is the gamma function, v is the greatest integer that is less than or equal to v, x i,j is the j th sample of i th layer, x i is the sample set of i th layer, and Q(x i,j , F L) means the quantized value of x i,j with fractional length F L. We can optionally extend the algorithm to GGD by estimating parameters (α, β, λ, µ) with various approaches (Stacy & Mihram, 1965) , (Gomès et al., 2008) . It is important that zeroes have to be excluded when estimating the stochastic characteristics. We recommend to use the default mode for higher SQNRs and the fast mode for shorter simulation time.
Double-sided distribution:
We also propose a quantization method for the activations with double-sided sample distribution. In CNNs, a double-sided distribution can be generated from pre-activation samples or from the output of sigmoid, hyper-tangent, or p-ReLU activation functions. In GoogLeNet, the loss3/classifier-layer has a double-sided distribution because its output is connected to the soft-maxlayer. To quantize the samples with a double-sided distribution, we first divide the samples into two groups, as shown in Figure 4 . Next, we estimate parameters (α, β, λ, µ) Algorithm 2 FM Quantization for a single-sided distribution for i th layer
Input: Single-sided sample set x i , m x , σ 2 x , N Begin: Estimate parameters (α, β, λ, µ) of a GGD:
CalculateL N by (5) and (6) with (α, β, λ, µ) Calculate the optimal step size,
of the GGD for each group and find the optimal fractional length. Algorithm details are described in Algorithm 3. Here, N is a number of quantization levels, ρ = (number of negative samples)/(number of total samples).
Tuning quantization parameters
The BFT algorithm tunes the quantization parameters which have already been set for SQNR maximization since the maximization does not always come with the highest performance in quantized networks. For example, assume that the loss3/classifier layer of GoogLeNet has been quantized resulting in a saturation threshold with which the maximum SQNR is achieved. But, if the ratio of the layer outputs whose value is exceeding the threshold is much greater than 1/1000, Top-1 accuracy will be dropped since a plural output samples of the loss3/classifier layer have the same highest probability.
As explained in Algorithm 4, the BFT algorithm finds the fractional length in each layer to maximize the network performance, i.e. Top-1 or Top-5 accuracy for GoogLeNet. Also, the algorithm is applicable to weights, biases, and feature-maps, independently. The reason why the algorithm is performed in a backward direction and then in a forward direction is that the network performance is more affected Algorithm 3 FM Quantization for a double-sided distribution for i th layer Input: Double-sided sample set x i , N , ρ, empty set C Begin: Divide x i into two groups: a negative sample group (neg) and a zero&positive sample group (pos). for g in [neg, pos] do Input: m x and σ 2 x for each group Estimate parameters (α, β, λ, µ) of a GGD:
Calculate overall distortionD D,N by using (7):
Algorithm 4 Backward-Forward Tuning (BFT)
Input: layer index set S BF T , K BF T Begin: Start the BFT procedure:
by the change of the fractional length in the layers close to the output, and accordingly it is efficient to find the best fractional length in a backward direction first, i.e. from the loss layer to the input layer. To reflect the change of layer output distribution due to the updated fractional lengths, it is necessary to find the fractional length again for each layer in a forward direction, i.e. from the input layer to the loss layer. In Algorithm 4, S BF T denotes a set of layer indices according to the tuning order and T is the number of performance metrics in a network. In case of GoogLeNet, T = 2 since GoogLeNet has two performance metrics, Top-1 accuracy and Top-5 accuracy. P n and c n denote the n th performance metric and the weight of the metric, respectively. K BF T is a positive integer number indicating the size of a searching window for tuning, and its default value is 1.
Performance evaluation
We evaluate the fixed-point performance of GoogLeNet (Szegedy et al., 2015) with the proposed quantization algorithm on the ImageNet (Deng et al., 2009) (ILSVRC 2012) validation dataset, which has 50,000 images for inference, in the Caffe framework (Jia et al., 2014) . The inference step is operated with 57 convolutional layers, one fully connected layer, and two local response normalization (LRN) layers in GoogLeNet to get Top-1 and Top-5 accuracies. We apply the proposed algorithm to two types of layers, convolutional layer and fully connected layer. The parameter α is set to be 1 for feature-map quantization and K BF T to be 1 in the BFT algorithm for low computing complexity. We set c 0 =1 and c 1 =0 in the BFT algorithm for focusing on the Top-1 accuracy. We estimate samples mean (m x ) and variance (σ 2 x ) of all layers using 6400 training images on inference operations with the mini-batch size of 32. To explain the proposed quantization algorithm clearly, we use five different names, 1) W Q, 2) W Q + , 3) W Q F Q, 4) W Q F Q + , and 5) W Q + F Q + , according to the processing steps included for quantization, as shown in Figure  5 . W Q includes only weight/bias quantization steps, while feature-map having floating values. W Q + means W Q followed by W-BFT. W Q F Q, W Q F Q + , and W Q + F Q + denote three types of whole consecutive procedure including weight and feature-map quantization steps, where + means the use of BFT algorithm at the end of each quantization step.
As a reference we use the Ristretto-based quantization scheme, where the criteria to find fractional lengths for weight/bias and feature-map in the i th layer have been experimentally determined given a bit width bw, as shown in (8). Note that we use the Ristretto-based approach only for quantization without re-training (Gysel et al., 2016) . 
Evaluation of weight quantization steps
To evaluate the weight/bias quantization scheme, we define weight quantization steps in Figure 5 . In the steps, we can concentrate on the performance comparison of weight/bias quantization under floating-valued feature-maps. Figure 6 shows SQNR of each scheme and SQNR difference between them for all layers. It is observed that most layers have SQNR gain through the proposed scheme for both bw = 6 and bw = 8. How much gain can be achieved in terms of Top-1 accuracy owing to better SQNR? The answer is shown in Figure 7 , where Top-1 accuracy is 68.9 % in a floating network with pre-trained BVLC GoogLeNet model 1 . All three schemes can almost achieve floating-level performance when bw ≥ 8. When bw < 8, however, floating-level accuracy cannot be achieved even with W Q and W Q + , which show lots of performance gain over the Ristrettobased scheme though. Three observations in the results are as follows: 1) W Q is effective to reduce performance loss in a quantized neural network, 2) W Q + provides an excellent performance gain for a small bw, and 3) there may exist a required SQNR level of a weight quantization step to achieve the floating-level performance in a deep neural network. Unfortunately, the relationship between accuracy and SQNR has not yet been clarified.
Evaluation of feature-map quantization steps
In this section, we evaluate the performance in terms of SQNR and Top-1 accuracy after feature-map quantization steps. Figure 8 shows SQNR for W Q F Q and the Ristrettobased scheme, and SQNR difference between them for each layer. W Q F Q has SQNR gain in many layers after featuremap quantization steps for bw = 6. 1 accuracy for five representations, that is, floating-point, W Q F Q, W Q F Q + , W Q + F Q + , and a Ristretto-based scheme. All the schemes can almost achieve the floatinglevel performance when bw ≥ 8. W Q + F Q + has the performance gain about 40.9 % for bw = 4 and 9.3 % for bw = 6, over the Ristretto-based scheme. In Table 1 , Top-1 accuracies are summarized for all the schemes. W Q F Q + and W Q + F Q + seem to be competitive as one of the powerful CNN quantization schemes when bw ≥ 6.
Analysis on 4 bit quantization
Our proposed scheme (W Q + F Q + in Table 1 ) has 27.9 % performance degradation for 4 bit weight and 4 bit featuremap quantization. Therefore, it seems not acceptable to apply 4 bit quantization to GoogLeNet. We try to find the dominant factor of performance degradation in the case. For the layers with a lower SQNR in weight quantization Table 1 . Summary of Top-1 accuracies for several bit-widths than a given threshold, 4 bit weights are replaced with 8 bit weights. We can find that Top-1 accuracy proportionally increases from 54.8 % to 68.8 % as the ratio of the number of layers of 8 bit quantized weights to the number of total layers increases, as shown in Table 2 . It is found that securing a high SQNR in weight quantization is requisite for achieving target performance, and the required SQNR should be at least 12 dB in order for performance loss to be less than 5 % in the case of W Q + . Table 3 shows how Top-1 accuracy changes after feature-map quantization as the SQNR threshold of feature-maps increases. For the layers with a lower SQNR in feature-map quantization than a given threshold, 4 bit feature-maps are replaced with 8 bit feature-maps, while weight/bias quantization being kept to 8 bit. A very sharp drop in Top-1 accuracy is observed as the threshold changes 14dB to 13dB.
We find that the first convolutional layer ('conv1/7 × 7') and the classifier ('loss3/classif ier') are two critical layers to cause performance degradation in 4 bit feature-map quantization. From the analysis, we evaluate the alternative approach with 4 bit feature-map quantization and with 8 bit weight quantization for GoogLeNet. With W Q + F Q + , we finally achieve 65.5 % Top-1 accuracy with only 4.4 % degradation as seen in Table 4 . to compare each quantization algorithm in terms of fixedpoint loss from floating-point. When bw ≥ 6, our proposed algorithm has the lowest performance degradation compared to (Hubara et al., 2016) and (Gysel et al., 2016) . Our quantization algorithm achieves both high SQNR and high accuracy for bw ≥ 6. Meanwhile, our algorithm is not the best when bw ≤ 4. Quantization algorithms that are operated with their own architecture and with training from scratch have much better accuracy for bw of small values. In actual commercial environments, however, datasets may not be sufficiently shared for quantization due to security and privacy issues, and hardware accelerators may not support a dedicated structure for a specific quantization algorithm, whereas our proposed quantization algorithm does not re- Table 5 . Comparison with previous quantization algorithms in GoogLeNet. All accuracies have been evaluated from references: Ristretto (Gysel et al., 2016) and QNN (Hubara et al., 2016) Top Table 6 . Top-1 accuracies for AlexNet and VGG-16, quantized by the proposed algorithms.
Comparison with the previous works
quire any special structure as well as a dataset for training.
Evaluation of various networks
For generalization, we also evaluate top-1 accuracy in different networks such as AlexNet (Krizhevsky et al., 2012) and VGG-16 (Simonyan & Zisserman, 2014) . In Table 6 , a floating-level accuracy for both networks can be almost achieved by W Q F Q + of 8 bit and the performance degradation is less than 4% by W Q F Q + of 6 bit.
Conclusion
In this paper, we proposed an algorithm for weight, bias, and feature-map quantization in CNNs. The proposed algorithm has been designed to achieve the maximum SQNR in quantization steps and to enhance performance in tuning steps, separately. In quantization steps, we designed a simple SQNR-based quantization for weights/biases and a powerful GGD-based quantization for feature-maps. In tuning steps, moreover, we introduced the BFT algorithm to modify the fractional length to improve performance in a quantized network. By using the proposed algorithm, we achieved floating-level performance for AlexNet, VGG-16, and GoogLeNet with bw = 8. For GoogLeNet, Top-1 accuracies of 66.7 % and 65.5 % have been achieved with (w6, fm6) and with (w8, fm4), respectively. In conclusion, the proposed algorithm is the powerful quantization approach to reduce power consumption and memory bandwidth for efficient implementation of hardware accelerators for inference.
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