Recent deep learning based salient object detection methods which utilize both saliency and boundary features have achieved remarkable performance. However, most of them ignore the complementarity between saliency features and boundary features, thus get worse predictions in scenes with low contrast between foreground and background. To address this issue, we propose a novel Recurrent Two-Stream Guided Refinement Network (RTGRNet) that consists of iterating Two-Stream Guided Refinement Modules (TGRMs). TGRM consists of a Guide Block and two feature streams: saliency and boundary, the Guide Block utilizes the refined features after previous TGRM to further improve the performance of two feature streams in current TGRM. Meanwhile, the low-level integrated features are also utilized as a reference to get better details. Finally, we progressively refine these features by recurrently stacking more TGRMs. Extensive experiments on six public datasets show that our proposed RTGRNet achieves the state-of-theart performance in salient object detection.
Introduction
Salient object detection [41, 5, 27] aims to find one or more objects which attract most attention in a given image or video and then segment these objects out. The core challenge of this task is how to keep a high accuracy when detecting salient objects in different complex scenes (e.g. have a low contrast with the background or in cluttered scenes). Therefore, it is necessary to design an effective network to achieve accurate prediction.
Traditional methods mostly use hand-crafted features (e.g. colors, intensity, orientations, or others) to distinguish the difference between background and salient objects. However, these hand-crafted features lack high-level semantic information and usually fail to detect salient objects with complex scenes. Fortunately, along with the advancement of deep learning approaches, fully convolutional neural networks (FCNs) [17] have shown impressive results in many computer vision tasks, e.g. pose estimation [2] and image inpainting [13] . Motivated by these achievements, FCN-based methods are widely applied for salient object detection in recent years. Nevertheless, FCN-based methods mainly focus on the design of the fusion mechanism of multi-level features, but ignore that the boundary information is difficult to capture. The lack of boundary information then results in the poor boundary segmentation results.
Recently, there has been increasing interst in jointly refining salient object and boundary. Some methods consider both salient object features and boundary features to improve the segmentation results: adding extra boundary detection branch [29, 21] , designing boundary aware loss [20] , introducing the external edge labels [14, 30] , and considering the complementarity between the salient object features and boundary features [40] . Although these single-stage methods can effectively improve the segmentation result, only using boundary features to refine salient object features is still not enough to enhance the prediction. On the other hand, [24, 4] adopt recurrent mechanism to progressively refine the saliency map. Although these multi-stage methods can effectively improve the prediction results, the pixel around boundary are still hard to capture. Besides, [31] proposes a recurrent network that mutually complement the salient object information and boundary information at each recurrent step. Although this method achieves the state-of-the-art performance, it still suffer from coarse edge in complex scenes, due to its lack of suitable guide of low-level features.
Motivated by the above observations, in this paper, we propose a novel Recurrent Two-Stream Guided Refinement Network (RTGRNet) that consists of Two-Stream Guided Refinement Modules (TGRMs). RTGRNet implements salient object detection by iterating TGRMs which simultaneously model the complementary information of saliency and boundary in a single network. First, inspired by [4] . . . Figure 1 . The overall pipeline of our proposed Recurrent Two-Stream Guided Refinement Network: RTGRNet. We first extract multi-level features from feature extraction network and merge these features together to form the low-level and high-level integrated features. The initial saliency and boundary features are generated by high-level integrated features. Then we utilize stacked TGRMs to refine these features by using difference feature streams. In each TGRM, low-level integrated features and Guide Block producted by previous TGRM are used to guiding network to consider global refinement and boundary enhancement simultaneously. We finally generate the saliency and boundary maps at each recurrent step, and use the saliency map producted by the last recurrent step as our final result. and high-level intergrated features as the input of our network. Then, the sequences of TGRMs progressively refine these features in two streams: saliency feature stream and boundary feature stream. Each TGRM consists of a Guide Block, and two feature streams of boundary and salient object. The first Guide Block is initialized by the saliency features and boundary features from the high-level integrated features, then we use the Guide Block to refine the lowlevel integrated features. In both saliency and boundary feature streams, the refined low-level integrated features and the feature after the Guide Block will be concatenated and fed to the next Guide Block. With this recurrently stacking stategy, the saliency features and boundary features will be progressively refined. Meanwhile, each Guide Block will be optimized by the saliency maps and boundary maps. At last, the Guide Block of the last TGRM is taken as the final output.
Our contributions of this work are mainly summarized as follows:
• We propose a novel module namely Two-Stream Guided Refinement Module (TGRM), which simultaneously models the complementary information of boundary and salient object to jointly guide the prediction of different tasks. In the TGRM, we design a Guide Block and two feature streams of saliency and boundary to simultaneously refine the salient object and boundary features.
• We design a Recurrent Two-Stream Guided Refinement Network: RTGRNet, which consists of a sequence of TGRMs to progressively refine both the salient object features and boundary features. The lowlevel integrated features are utilized at each recurrent step as a reference to get better details.
• Experiments on six public datasets show that our proposed RTGRNet achieves the state-of-the-art results in terms of both F-measure and MAE evaluation measures. As a side contribution, we will release our code.
Related work
Since Itti et al. [8] proposed the first salient object detection method, many hand-crafted feature based traditional methods [25, 3] have been proposed in the past two decades. While these methods suffer from inflexible feature design, thus limit their ability in capturing salient objects in different scenes. Boorji et al. provide a comprehensive survey in [1] . As recent deep learning based salient object detection methods have achieved the state-of-the-art performance, then in the following, we focus on these deep salient object detection methods.
FCN-based Methods: As Fully Convolutional Networks (FCNs) are able to capture richer spatial and multiscale information, they achieve better results in salient object detection. Early FCN-based methods [23, 36] detecte salient objects by combining traditional saliency prior information to achieve better prediction than other traditional methods. Meanwhile, some works attempt to fuse features at different levels, in order to design a fast and highprecision salient object detection network. Hou et al. [7] propose a strongly supervised short-connection structure on the basis of HED [33] , which enables the model to effectively utilize high-level semantic features and low-level detail features. Liu et al. [15] propose an end-to-end salient object detection method, which first locates the salient object globally, and then progressively refines the details of salient object by integrating the local context. However, these methods directly combine features of different levels, then noise is easy to be introduced into the model. These noises may causes some wrong prediction when positioning and segmenting salient objects.
Deep Recurrent Methods: Some methods have been proposed in recent year by using recurrent refinement mechanism to reduce unnecessary information and to progressively refine the saliency map. Wang et al. [26] propose a multi-stage recurrent refinement network that uses lowlevel features to refine the initial saliency map, and achieves better accuracy of salient object detection. Deng et al. [4] design a new residual refinement block (RRB) to learn the residual between the ground truth and the saliency map in each recurrent step. Besides, a novel recurrent residual refinement network (R 3 Net) is proposed to progressively refine the saliency map by constructing a sequence of RRBs to alternatively use the low-level features and high-level features, which can more accurately detect salient regions.
Deep Boundary-Aware Methods: More recently, some researchers also attemp to use boundary information to achieve better representation of segmentation feature. Wang et al. [29] propose a boundary guided network which jointly learn two sub-network for salient objects and boundaries. Qin et al. [20] propose a Coarse-to-Fine Network (BASNet) which designs a novel hybrid loss to enhance the prediction near the boundary by a larger loss. Liu et al. [14] predict the boundary maps by a external edge labels and then incorporate it with U-Net architecture to detect salient objects. Zhao et al. [40] propose an edge guidance network which considers the complementarity between salient objects and boundary. Wu et al. [31] propose an stacked cross refinement network to mutually complement the information of salient object and boundary while recurrently refine these information.
RTGRNet
In this section, we first describe the architecture overview of our proposed RTGRNet, which aims to progressively refine the initial saliency map and enhance the prediction of boundary simultaneously. 
Overview of Network Architecture
The architecture of our proposed RTGRNet is illustrated in Fig 1. The RGNRNet mainly consists of recurrent TGRMs, trying to progressively refine saliency and boundary features. Meanwhile, the low-level integrated features are utilized at each recurrent step as a reference to get better details. Each TGRM exploits a Guide Block and a twostream structure to predict the saliency map and the boundary map. Specifically, the Guide Block is to generate the guide features of salient object and boundary, so as to refine the low-level features. The two-stream structure are designed to mutually complement the saliency features and boundary features.
Two-Stream Guided Refinement Module (TGRM)
In the literature, [4] proposes a Residual Refinement Block (RRB) to progressively refine the saliency map (see Fig,2 a) . However, the learned residual, defined as the difference between the ground truth and the previous saliency map is used to guide the subsequent recurrent step, which is compressed into one channel before adding the previous saliency map to get the next saliency map. This operation will cause a heavily information loss.
To solve this problem, we first propose a Single-Stream Guided Refinement Module (SGRM) as shown in Fig. 2 
b.
In order to reduce the information loss of the model, we add a layer of convolution before we generate the saliency map and the residual, which outputs a 32-channels salient features. These wider saliency map can retain more meaning- ful information for providing better guidance in the recurren step. Finally, we employ a convolution layer to generate saliency map and boundary map at each recurrent step. After that, We develop a TGRM at each recurrent step to refine both saliency and boundary features, and adopt two types of features to mutually enhance the prediction of another tasks, as shown in Fig. 2 c. TGRM consists of a Guide Block and two feature streams of saliency and boundary. The Guide Block is designd to complement missing information for two different feature streams. Each feature stream outputs the refined low-level saliency and boundary features. To explain TGRM more clearly, we will first introduce the internal structure of the Guide Block (see fig. 3 ). Formally, a Guide Block is defined as:
where the ⊕ is element-wise sum, and the Cat is concatenation operation. F G S i is the guide saliency features generated by saliency feature stream, and F G B i is the guide boundary features generated by boundary feature stream.
In the first Guide Block, the saliency features F S 0 and boundary features F B 0 are directly set to equal to the F G S 0 and F G B 0 . After that, we add the guide saliency features F G S i to the F S i−1 generated in the previous recurrent step, aiming to generate the more detailed saliency features F S i . Then we add F B i−1 to F S i in order to supplement missing boundary information. On the other hand, we also add F S i−1 to F B i to supplement missing saliency information, and use F G B i to generate more detailed boundary information. Furthermore, the saliency features F S i contain rich information of salient object, and boundary features F B i contain more details of boundary. In order to sufficiently utilize these two different features, the guide features F G i is then obtained by concatenating F S i and F B i together, used to guide the prediction of salient and boundary feature streams. Since F G i include both information of salient object and boundary, they effectively guide the prediction of the feature stream of both saliency and boundary.
In addition, to obtain guide saliency features F G S i and guide boundary features F G B i which contain richer information, the concatenation (Cat) of low-level integrated features and the guide features F G i−1 at the previous step are fed to the saliency feature stream and the boundary feature stream. These feature streams consist of convolution operation, they can be defined as:
where Φ S i and Φ B i refer to the salient feature stream and boundary feature stream. F H is the high-level integrated features and F L is the low-level integrated features.
The first guide salient features F G S 0 and guide boundary features F G B 0 are generated by F H . At each recurrent step, guide salient features F G S i and guide boundary features F G B i are obtained by sending the concatanation Cat of the F L and guide features F G i−1 . To better demonstrate the effectiveness of our TGRM, we will give some comparisons later.
Recurrent Two-Stream Guided Refinement Network
In order to refine saliency features and boundary features simultaneously, we then develop a novel network with a sequence of TGRMs. For an input image I, we first use ResNeXt [32] as the feature extraction network. Since the multi-level features extracted from feature extraction network contains various information of salient objects and boundaries, we use them for different tasks.
The high-level integrated features formed by features extracted from deeper layers are used to generate the initial salient object and boundary features. These features include rich semantic information, thus can provide regional position of salient object and boundary. Meanwhile, since features from shallower layers contain more details information, these features are merged together to form the lowlevel integrated features. At each recurrent step, although [4] utilizes both low-level integrated features and high-level integrated features to refine the initial saliency map, the redundant high-level integrated features which contain too much semantic cues of the salient objects will weaken the prediction of pixels in complex scenes. In spired by this observation, we only utilize the low-level integrated features as a reference to get better details.
At each recurrent step, the salient object features and boundary features generated by previous TGRM are refined in the Guide Block. The first Guide Block takes the intial salient object features and boundary features generated by high-level integrated features as input, while other Guide Blocks utilize guided features generated by two feature streams to refine these initial features. As the number of recurrent steps increases, these features which are fed into the Guide Block contain more and more details and complementary information of another task, so that the details and complementary information can help the network to generate more accurate saliency map and more clear boundary map.
Loss Function
As shown in Fig. 3 , each Guide Block at the recurrent step outputs a saliency map S i and a boundary map B i , which can be defined as a two-stream map M i = (S i , B i ). our network is designed to output two-stream maps, including the initial two-stream map M 0 , and a sequence of refined two-stream maps (M 1 , ... , M n ) after iterating TGRM n times. Since the wide appication of the cross-entroy loss in pixel-level vision task, we adopt it to calculate the difference between the saliency map and the ground truth, the difference between the final boundary map and the ground truth, Respectively. The total loss L of our network is defined as the summation of the loss on all predicted saliency maps and boundary maps:
where L S i and L B i denote the loss of the prediction of salient object and the prediction of boundary at i-th recurrent step, ω i refers to the weight of each recurrent step and we empirically set all the weights to 1. Meanwhile, n refers to the number of recurrent steps employed in our network. We set the hyper-parameter n as 4 by keeping the balance between the time consumption and the detection accuracy.
Experiments
In this section, we first describe the experiment setups of our proposed network, including the implementation details, the used datasets and the evaluation metric. After that, we compare our network with the previous state-of-the-art methods in order to show the effect of our network. At last,we will conduct a series of ablation studies to validate the effectiveness of each component of our proposed network on the salient object detection task.
Experiment Setup
Implementation Details. The parameters of our backbone network are initialized with the ResNeXt [32] network pretrained on ImageNet, and parameters of other layers are initialized by Gaussian distribution. Before training, images in training set are resized to 300 × 300, and randomly cropped, rotated, horizontally flipped for data augmentation. Our network is built on the public platform Pytorch and the hyper-parameters are set as follows: a base learning rate = 0.001, momentum parameter = 0.9, weight decay = 0.001, and batchsize = 12. Our RTGRNet is trained on a single GTX 1080Ti GPU (with 11GB memory) for 15∼20K iterations, and takes 4 hours to train the network. The SGD method is used to train our network. When testing, each image is resized to 300 × 300 before fed into our network.
Dataset. To evaluate the performance of our proposed network, we conduct evaluations on six public salient object benchmark dateset: ECSSD [34] , HKU-IS [11] , DUT-OMRON [35] , SOD [19] , PASCAL-S [12] and DUTS [22] . The first five datasets are widely used in salient object detection. DUTS is currently the largest saliency detection dataset, composed of DUTS-train and DUTS-test. DUTStrain contains 10553 images and DUTS-test contains 5019 imgaes. Since many deep salient object methods are trained on the training set of DUTS, we also train our model on the training set of DUTS and use its testing set as one of our testing datasets. Specifically, we evalute the performance using the following metrics.
Evaluation Metrics. To evaluate our network, three popular criteria are used for performance evalution, i.e. Fmeasure, mean absolute error (MAE) and precision and recall curve (short for PR curve). F-measure, denoted by F β , is an overall performance measurement and comprehensively considers both Precision and Recall by computing the weighted harmonic mean:
where β 2 is set to 0.3, consistent with the usual settings for this parameter. Mean absolute error (MAE) is computed by:
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where TP, TN, FP, FN denote true-positive, true-negative, false-positive, and false-negetive, respectively. Inference. Given an image as input, our RTGRNet predicts a saliency map and a boundary map at each recurrent step, and the saliency map producted by the last recurrent step is taken as our final result. the fully connected conditional random field (CRF) [9] is then used to enhance the spatial coherence of the saliency maps.
Comparisons with State-of-the-Art Methods
We first compare the results of our method with other 16 state-of-the-art salient object detection networks, which are ELD [10] , RFCN [23] , DSS [7] , NLDF [18] , Amulet [38] , R 3 Net [4] , PAGR [39] , BMPM [37] , PiCANet [16] , AFNet [6] , MLMSNet [30] , PAGENet [28] , BASNet [20] , poolNet [14] , EGNet [40] and SCRN [31] . All the saliency maps are provided by the authors.
Quantitative Evaluation. To evaluate the quality of detected salient objects, we show the PR curves in Fig. 4 . Meanwhile, the comparisons between our RTGRNet and 16 current state-of-the-art methods in terms of F-measure and MAE score are shown in Table 1 . For fair comparisons, all methods proposed in 2019 (shown as AFNet+, MLMSNet+, PAGENet+, BASNet+, poolNet+, EGNet+ and SCRN+) apply the same post-processing denseCRF to refine final saliency maps. It is worth mentioning that MLMSNet and poolNet need extra edge detection dataset to train another boundary detection branch. In addition, EGNet and SCRN focus on the interaction between information of salient object and boundary. It is evident that our RTGRNet achieves excellent results for all the datasets, and shows a significantly improvement in both F β and MAE when compared to the second best method. Besides, all the Evaluation Metric demonstrates that our RTGRNet has superior performance in different challenging scenes.
Module
DUT-OMRON DUTS-test F β ↑ MAE↓ F β ↑ MAE↓ RRB 0.836 0.053 0.891 0.036 SGRM 0.839 0.051 0.895 0.034 TGRM 0.848 0.048 0.898 0.032 Table 2 . Ablation analysis for different recurrent module on two popular datasets.
Visual Comparisons. To further illustrate the performance of our method, Fig. 5 shows the visual comparisons of our RTGRNet with other top twelve state-of-the-art methods. The images correspond to scenes with low contrast between object and background (the first, fifth and the last row), complex background (the third row and the fourth row), big object (the fifth row and the last row) and multiple objects (the second row). It can be seen that our methods can highlight salient objects and keep clear boundaries, especially in scenes with low contrast between foreground and background.
Ablation Studies
In this section, we analyze each module in the network to prove their validity. Effectiveness of Boundary Feature Stream. To validate the effectiveness of our boundary feature stream, we compare three variants of recurrent module: RRB, SGRM and TGRM. Baseline RRB uses saliency map predicted by previous recurrent step to guide the prediction of next step. Based on the RRB, SGRM uses a 32-channel feature map to replace the saliency map to guide the prediction of next step. For TGRM, we add a boundary feature stream Effectiveness of Recurrent mechanism. We perform ablation experiments on the six public datasets to evaluate the effectiveness of recurrent mechanism. From the results shown in Table 2 , we have the following observations. (1) First, from the first row to the sixth row, we evaluate the effectiveness of each recurrent step. Among them, RTGRNet-0 means that we only use the initial saliency map generated by the high-level integrated features as our final result, and RTGRNet-i (i = 1, 2, 3, ..., n) means that our network contains i TGRM modules guided by low-level integrated features and the guide features generated by the Guided block. It can be observed that as the number of TGRM increases, the performance of RTGRNet on each dataset is gradually improved, and then becomes stable from the fourth or the fifth recurrent step, which proves that our recurrent mechanism can effectively improve the detection capability of RTGRNet. (2) After that, we also compare our RT-GRNet with three different recurrent strategies RTGRNet-HH (using high-level integrated features to refine the initial saliency map), RTGRNet-LL (using low-level integrated features to produce the initial saliency map) and RTGRNet-HL-2 (low-level and high-level integrated features are iteratively used to refine the initial saliency map).As we can see, Compare with RTGRNet-HH and RTGRNet-LL, RTGRNet-1 achieves the best results. Meanwhile, compare with RTGRNet-HL-2, our RTGRNet-3 which executes the same recurrent step achieves the best results. Figure 6 . Examples of our generated saliency map and boundary map. Image and S-gt are collected from salient object detection datasets and E-gt is the salient object's boundary extracted from S-gt. E-map and S-map are boundary map and saliency map generated by our model.
Conclusion
In this paper, we present a novel boundary-aware method, namely RTGRNet, for salient object detection. RT-GRNet is equipped with a sequence of two-stream guided refinement module (TGRM), each TGRM consists of a Guide Block, a saliency feature stream and a boundary feature stream. These two different feature streams are utilized to guide each other to complement the lack of boundary information and salient object information, respectively. Furthermore, we use TGRMs to recurrently refine the initial saliency map and boundary map generated by high-level features. In this way, RTGRNet is able to output high quality saliency maps and boundary maps. Finally, experimental results on six public datasets demonstrate that our method outperforms the other 16 state-of-the-art methods.
