The mathematical question of the existence of structure for "fast", "slow" and "intermediate" MFD shock waves in the case of rectilinear motion in some model of plasma is stated in terms of a six-dimensional system of ordinary differential equations, which depends on five viscosity parameters. In this article we shall show that this system is gradient-like. Then by using the Conley theory we prove that the fast and the slow shocks always possess structure. Moreover, the intermediate shocks do not admit structure. Some limiting cases for singular viscosities are investigated. In particular, we show how the general results in the classical one fluid MHD theory are obtained when "the plasma viscosities" ß and x tend to zero.
Introduction
In this article we shall continue our work, begun in [12] for general cases on the structure of MFD shock waves, of arbitrary strength for rectilinear motion of a fluid which is, as a whole, electrically neutral. Two types of particles are present: ions (mass mx , charge e ) and electrons (mass m2, charge -e). It is assumed that stresses are defined by a scalar pressure and that thermodynamical properties are those of an ordinary simple fluid.
As discussed in [9] and [10], the structure problem reduces to finding heteroclinic orbits for a six-dimensional system of ordinary differential equations as given in equations (1.1). For this system the independent variable x is a coordinate variable. The constant Bx is the longitudinal component of the magnetic induction, while the variables B2 and .83 are the components of this field on the y-and z-axes. The characters m = mx + m2, P > 0, p > 0, F2, F3 and C are all constants. The constants F2 and F3 are the components of electrical fields on the y-and z-axes. The variable u is the velocity which is related to the specific volume of the fluid, V by the equality u = m V, while T, p and e correspond to temperature, pressure and internal energy, respectively; £,2 and £3 are auxiliary variables which are defined by the first two equations of the system (1.1). The symbols n, k and a~x are the viscosity, the heat conduction and the Joule's dissipation, respectively; ß and x are two coefficients given by ß = mxm2(pe2m)~x and x -(m\ -m2)(pem)~x . We call n , k, a~x, ß and x the viscosity parameters. The viscosities n, k, a~x and ß are nonnegative, but x £ R ■ F°r the derivation of these equations, we refer the reader to Chapter 4 in [1] . dB2 , u~dx~ =Í2' wx>3 ax r^r**(-5)v.***-<''Hf" =mf-^»!+(w-é)(S|+s>)+í'" + ¿(Î2 + íl) -r,(E,Bi -fcft) -»C. zp p
The above system of equations has been studied before by Germain in [9] and [10] and by Peyret in [17] and [18] for "fast" and "slow" shocks when at least n = k = 0. However, in these papers no discussion has been given on the stability of the flow, even for these special cases.
This system also has been studied by the author in [12] and [15] for "fast", "slow", "intermediate", "switch-on" and "switch-off shocks whenever Bx = 0 or x = 0. For these cases the stability of the flow have been shown in both papers [12] and [15] . For all the above special cases the system of six equations reduces to a system of four equations.
This leaves open the question of the structures for the fast, the slow and the intermediate shocks where all of the viscosity parameters are positive and Si^O.
In order to handle this and related problems, we shall show that the system (1.1) is gradient-like with respect to a real-valued function P (except for a very special case). In view of the gradient-like property each isolated rest point is an "isolated invariant set" the nondegenerate one has the Conley index different from 0 (namely, the homotopy class of the one-point pointed space). Another crucial fact is that the values of P at the rest points are the same as the entropy of the system at these points.
With these facts established, the existence of structure reduces to showing that for all viscosity values, the relevant rest points are contained in a large isolated invariant set with the Conley index 0. This topological aspect is discussed and appropriate references to the notions involved are given in §3.
In §2 we will study the nature of the rest points of the system (1.1). In §3 we shall build an "isolating neighbourhood" containing all complete bounded orbits. In §4 we will prove the existence of structure for the fast and the slow shocks. In §5 we see that the intermediate shocks need not always possess structure. Finally, some limiting cases, i.e., where some of the viscosity parameters are zero, will be considered in §6.
We will make use of Conley and Smoller's results in [4] and [5] extensively from the next section in our work. Because of this, we present the following statements to examine the difference and the relationship between Conley and Smaller's work in [4] and [5] and our work in this paper.
1. In both works the fluid is as a whole electrically neutral. In Conley and Smoller's work each particle in the fluid is electrically neutral too (because of this, they have the word "hydro" in the titles of their papers). But in our work each particle in the fluid is ionized as mentioned before (because of this the word "plasma" appeared in the title of the paper). This fact causes the appearance of the dissipation coefficients ß and x and the related terms in our equations (1.1).
2. In both works the fluid motion is one dimensional (the x-axis direction in our work). In our work each particle in the fluid moves just in the direction of the x-axis too. But in the Conley and Smoller's work each particle in the fluid can move in the three-dimensional space. Because of this fact, they have the dissipation coefficient p and the related terms in their equations (2.2) in [4] . Now if we let ß = x -0 in our equations (1.1), we obtain the system of four equations (3.5) in §3, while if we let p -0 in their equations (2.2) in [4] we obtain the equations (3.5) in §3 too. Hence the rest points for both of the system of equations (1.1) and the system of equations (2.2) in [4] are the same. These relationships between the system (1.1) and the system (2.2) in [4] enable us to take advantage of some results from [4] and [5] in our work.
The rest points and the problems
Consider the system (1.1). As Kulikovskiy and Lyubimov mentioned in [16] , this system of differential equations is invariant under rotation of the reference coordinate system about the x-axis. Thus we may assume that E2 = 0 and £3 > 0. Since m is the mass quantity and p is an electrical quantity, without loss of generality we may assume that p = m = 1 . Then u = mV implies u = V. Also in order to avoid confusion in notation, and our work makes extensive use of Conley and Smoller's results in [4] and [5] ; and of our previous works in [12] , [13] and [15] , we replace x, ßx>2, ßx/2^, £3, P and 5. by t, a, y,■, e, J and 5,1 = 2,3, respectively. Using these the system (1.1) becomes / d\
where A = diag(aF, aV, aV, aV, n, k)T , u = (B2 , Z?3 , y2 , y3, V, T)T and
From now on we assume that ô ^ 0 and e > 0. For the case ô = 0, the reader is referred to [15] . The case e = 0 will be considered in a future publication.
Let S(V,T) be the entropy of the system. Following [4] , [5] , [12] , [13] , [14] and [15] we assume that the following hypotheses hold:
Hx : The functions p, e and S are positive when V, T > 0. As an alternative to H4 , we could assume: H'A : Sy(-pr) and St are positive whenever V, T > 0, and for any fixed V, S(V, T) converges to a limit independent of V as T -> 0. H5 : Pv < 0, pvv > 0 and ps > 0, wherein p is considered as a function of V and S.
We shall not use all of these hypotheses directly, but we will take advantage of some results based on them.
In order to introduce the problem, it is necessary to make some observations concerning the rest points.
At a rest point y2 = y3 = /?3 = 0 and B2 = -e/(V -a2). Substituting these values of y, and B,, i -2,3, into G$(u) -G(,(u) = 0, we arrive at the following criterion for a rest point:
With the hypothesis pT > 0, we have dFx/dT > 0. Also ST > 0 together with the second law of thermodynamics (i.e., de = -pdV + TdS) implies dF2/dT = eT = TST > 0. Thus FX(V, T)! = 0 and F2(V, T) = 0 determine the graphs of functions TX(V) and T2(V), respectively in the V, T plane. These functions are not defined at V = ô2, which divides each of the graphs into two branches (see Figure 2 .1).
From the appendix in [4] we have the following theorem. (See also [12] .) 3) admits no solution at all. For C < Cx it admits precisely four solutions. Two of these solutions are located in the region V > a2 and the other two are located in the region 0 < V < a2. For C = C0, Cx < C < C0 and C -Cx, it admits one, two and three solutions, respectively. At most two of these solutions are located in V > ô2 (or in 0 < V < S2).
For the proof of the above theorem the reader is referred to [4] with the hint that by changing C to E in our equations (2.3) we obtain the equations (2.4) in [4] . These equations are the same as (1.2.1) in [13] .
From now on we assume that the system of algebraic equation (2.3) admits four solutions. We call them (V¡, T¡), 0 < / < 3, where V0 > Vx > Ô2 > V2 > Vy. This means that the system (2.1) has four rest points (2.4) m = (B2i, Bv, y2i, yy ,Vt,T,), 0 < i < 3, with B2i = -e(V,■ -ô2)~x and By = y2i = y y = 0. In order to show that all of the above rest points are nondegenerate and S(V¡, Ti) < S(Vi+x, Tl+X), 0 < / < 2, we recall the following results from §1.2 in [13] . For the proofs of these theorems the_reader is referred to § §1.2 and 3.3 in [13] . The graphs of F¡(V, T) = 0 and F¡(V, T) = 0, i = 1,2, are depicted in Figure 3 .3.3 in [13] . We reproduce them in Figure 2 .1.
We can now prove the following lemma.
Lemma 2. Sy + St-tj7 < U. av Thus jf < 0 along the curve T2(V) in the intervals (Vi+X ,V¡), i = 0,2.
Hence S(V, T2(V)) is strictly decreasing in these intervals. Therefore S(Vi+x,T2(Vi+x)) > S(Vi, T2(Vt)) or S(ui±x) > S(u¡), i = 0, 2. By using a similar argument, we can show that S(V, T2(V)) is strictly decreasing in the interval [F3, V0].
(ii) According to Theorem 2.3,T2(V2) < T2(V2) and_ T2(VX) < T2(VX). Since ST > 0, S(V2, T2(V2)) >_S(V2, T2(V2)) and S(VX , T2(VX)) > S(VX, T2(VX)). But by the above S(V, T2(V)) is strictly decreasing in [F3, Vq] and Vj, < V2 < Vx < Vo. Thus S(V2, T2(V2)) >S(VX, T2(VX)). Hence S(V2, T2(V2)) > S(VX, T2(VX)) or S(u2) > S(ux). Therefore S(ui+X) > S(ut) for i = 0, 1 and 2. D We will use the following lemma to show that all of the rest points w,, 0 < i < 3, are nondegenerate. In that case u¡, ur and 5 are related by the Rankine-Hugoniot jump condition
Conversely, if (2.9) holds, then the function u(x, t) defined by (2.8) is indeed a weak solution of (2.7) [20] .
It is known that (the weak) solutions of (2.7) with given initial data are not unique. To guarantee uniqueness one imposes an extra condition on solutions of (2.7) known as an entropy condition. Such a condition is supposed to yield the physically relevant solution, namely, the one which is a limit of solution of the corresponding viscous equation: (2.10) u, + f(u)x = puxx , p = diag(/¿i, p2, ... , pn) > 0, as the viscosity parameters p -> 0. A solution uß(x, t) of (2.10) is known as a travelling wave which joins u¡ to ur if it can be written in the form (2.11) uß(x, t) = v(x-st),
where the function v(y), -oo < y < oo , satisfies 
Observe that (2.9) shows that ur as well as u¡ are rest points of the system (2.13). Thus, upon restricting ourselves to travelling waves, the existence of shock wave (2.8) corresponds to the existence of an orbit (trajectory) v(y), of the system (2.13) which joins the rest point u¡ to the rest point ur, and v(x -st) tends to the shock wave solution (2.8) as p -> 0 [20] .
Definition 2.1. We say that the shock wave solution (2.8) of the system (2.7) admits structure or possesses structure if the travelling wave solution v(y) exists and v(y)^"t fory<0, v(y) -yur for y > 0 as /¿-»0. We also say that the shock wave solution (2.8) has the usual type of profile or the flow is stable if
uniformly as the maximum of the viscosity parameters px, ... , pn approaches zero, [11] .
Finally, the shock wave (2.8) is also called a shock between u¡ and ur. Suppose Se ^ 0 and the system (2.1 ) admits four rest points, namely «o, ux , U2 and «3 (ordered by increasing density). As discussed in [9] , [10], [17] and [18] , the structure problem reduces to the existence of complete orbits of the system (2.1) joining u¡ and uj for i / / (of course satisfying "stability condition"). It is known that if an orbit runs from u¡ to u¡, then i < j [9] (see also Theorem 3.2 in the next section).
Shock waves between uo and ux («o should be left and ux right of the shock) are called fast shocks. Shock waves between u2 and «3 (u2 should be left and «3 right of the shock) are called slow shocks. Shock waves between w, and Uj■, i = 0, 1 and 7 = 2,3 (u¡ as left and tij as right of the shock) are called intermediate shocks.
In §3, by using a technique, similar to those that have been used by Conley and Smoller in [4] - [8] , [20] , [21] and [22] and the author in [12] and [15] , we shall build an isolating neighbourhood containing all of the bounded complete orbits of the system (2.1). In §4, we shall show that the fast and the slow shocks have structure. In §5 we will see that none of the intermediate shocks admits structure.
The isolating neighbourhood
In this section we shall show that the system (2.1) is gradient-like. This will enable us to prove that the set of all bounded complete orbits of this system is bounded and bounded away from T = 0 and V = 0 independent of all of the viscosity parameters. The related "isolating neighbourhood" contains the travelling wave solutions [20] for the fast and the slow shocks. Prior to this we have the following.
Given an autonomous system of ordinary differential equations in R"
we will denote by x • t the value of the solution of this system at time t that is x initially. As / is assumed smooth, x • / will be uniquely defined for each x on an open interval of t contains 0. By an orbit we mean a solution of (3.1) which is defined on an open interval. By a complete orbit we mean an orbit which is defined for all values of t £ R. We say that y(t) is an orbit running from xo to Xi, if y(t) is a complete orbit and lim(^_oo y(t) = xo and lim^+00 y(t) = xx . Then x0 and xx must be rest points. Such an orbit is called a heteroclinic orbit.
The system (3.1) is called gradient-like in the open set U c Rn , if there is a continuous real-valued function h on U which is strictly increasing on nonconstant solutions of (3.1). The function h is called the gradient-like function. We also say that this system is gradient-like with respect to h on U.
Note that the a>-limit set of the orbit x • t means the set of limit points of sequences x • t" as tn tends to plus infinity, and the a-limit set of this orbit is the set of limit points of these sequences as t" goes to minus infinity. It is well known that for bounded complete orbit each of these two sets is nonempty, compact, connected and invariant. In the case of a gradient-like system the restriction of the gradient-like function to each of these sets is constant. Therefore each of them consists of rest points [2] .
A bounded open set N c R" is called an isolating neighbourhood if x G d N implies x -R <£ N (i.e., closure of N). An invariant set S is called an isolated invariant set if S is the maximal invariant set in some isolating neighbourhood N. In this case say N is an isolating neighbourhood of 5.
Observe that isolated invariant sets are closed and that if N is an isolating neighbourhood of S, then any open set between N and S is also an isolating neighbourhood of S. The word isolated refers to the fact that there are no invariant sets between S and N. An isolating neighbourhood B is called an isolating block, if for each x £ dB there is an e > 0 such that x • (0, e) n B = 0 or x • (-e, 0) n B = 0. It is well known that every neighbourhood of an isolated invariant set contains one in the form of an isolating block [3] and [20] .
Let B be an isolating block for the isolated invariant set S. The set b+ = {x £ dB : Be > 0|x • (0, e) n B = 0} is called the exit set of B .
Definition 3.1. Let S be an isolated invariant set and B any isolating block of S with the exit set b+ . We define the Conley index of S by h(S) = [p-], i.e., the homotopy equivalence class of the pointed space (^-, j£).
It is well known that h(S) is independent of B and only depends on S. Namely it is well defined. For more details the reader is referred to [2] , [3] , [19] and [20] . Now, we shall show that the system (2.1) is gradient-like. To do this, we define the real-valued function P on V > 0, r > 0 by (3.2)
where f(V, T) is the Helmholtz free energy function [23] . This function satisfies (3.3) fy = -p, fr = -S, e = f+TS.
From now on we assume that x -0 whenever a = 0. Moreover x°~x is bounded from above as (a, x) -► 0 and for the case a = x = 0, xa~x = 0 too. Although from the definitions of a and x these assumptions seem to be irrelevant, from the physical point of view these make sense as the Hall effect has not appeared in the MHD shock waves structure equations. See [10] or [16] . Theorem 3.1. The system (2.1) is gradient-like with respect to P(u) in the region {u £ R6 : V, T > 0} for all choices of the viscosities except for two cases, (i)
Proof. If we differentiate P(u) along the orbits of the system (2.1), for the case ank t¿ 0, by using (3.3) we obtain = T~2G6T+ T~XG5V + T~x (g3 + x^~xSG2 + a~x^ B2 + T~x (g, -xa-xSGx +cj-x^\b3-T-xGxy2 -T~xG2y3
= nrG*+ ^rG2s+ °-'T~^Bl + Bl).
hz n where G, means G¡(u), 1 < / < 6. It is obvious that for the cases n = 0 or k = 0 the related terms drop out, and for the case a = x'-0 we obtain the same value for ^ . Thus P(u) is nondecreasing along the orbits of the system (2.1).
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Now, suppose there is an orbit of the system (2.1), say y(t), and tx < Í2 such that P(y(tx)) > P(y(t2)). Then from ^ > 0, P(y(t)) must be constant in the interval (tx, t2). Hence in this interval ^ = 0. This implies G¿(y(t)) = G5(y(t)) = a~xB2(t) = a~xÈ3(t) = 0 for t £ (tx, t2) and all choices of the viscosities, where y(t) = (B2(t), B3(t), y2(t), y3(t), V(t), T(t))T.
Here, we consider the following four different cases to show that y(t) must be a rest point. Case 1. rjk ¿ 0. From G5(y(t)) = G6(y(t)) = 0, we get f(t) = V(t) = 0.
Thus T(t) and V(t) are constants.
If o-{ Í 0, then B2(t) = È3(t) = 0. Hence y2(t) = y3(t) = 0, and B2(t) and B3(t) are constants.
If a~x = a = x = 0, then the first four equations of the system (2.1) imply y2(t) = y3(t) = 0 and B¡(t) is constant for i = 2, 3.
Suppose a~x =0, ae ^ 0. Since V(t) is constant, the first four equations of the system (2.1) are linear with constant coefficients for B2, B3, y2 and y3. Also from G$(y(t)) = 0 we obtain B2(t) + B2(t) = const. These imply that B2(t) = A cos(wt + d) + Cx, B3(t) = A sin(mt + 9) + C2, for some constants co, 6, A, Cx and C2. Hence y\(t) + y2(t) = const. Then G6(y(t)) = 0 implies eB2(t) = const. Thus B¿(t) and y,(f) are constants, i = 2,3.
Case 2. n ¿ 0, k = 0. From G5(y(t)) = 0,we obtain V(t) EÛor V(t) is constant. Ifcr_1/0 or o~x = a = x = 0, similar to the above case, we obtain y¡(t) and B¡(t) are constants. Then G(,(y(t)) = 0 implies T(t) is constant too.
Suppose a~x = 0 and ae / 0. Differentiate C76(y(0) = 0 to obtain
Since eT = TST > 0, f(t) = 0 or T(t) is constant. Now, similar to Case 1, we can deduce y,(t) and B¡(t) are constants, ¿ = 2,3.
Case 3. n = 0, k ¿ 0. Again from G6(y(t)) = 0 we obtain f(t) = 0 or T(t) is constant. If o~x / 0, then B¡(t) is constant for i = 2,3. This and the first two equations of (2.1) and G5(y(t)) = G6(y(t)) = 0 imply V(t) and y,(f), i = 2,3, are constants. If er-1 = a = x = 0, then from the first four equations of the system (2.1) we get y2(f) = y3(0 = B3(t) = 0 and B2(t) = -e[V(t) -ô2]~x . Substituting these into G5(y(t)) = G6(y(t)) = 0, we conclude that V(t) and B2(t) are constants.
Suppose a~x = 0 and ae ^ 0. By differentiating G6(y(t)) = 0 and using the identities ev = TSy -p and T(t) = 0, similar to Case 2, we get TSyV(t) = 0 or V(t) is constant. Now, using an argument similar to Case 1, we can deduce Bj(t) and y¡(t), i = 2, 3 , are constants too.
Case 4. n = k = 0, a~x / 0. From a~x ¿ 0, we obtain E¡(t) = 0, i = 2, 3.
These and the first two equations of the system (2.1) imply B¡(t) and y¡(t) are constants. Then from G¡(y(t)) = 0, / = 5, 6, we see that V(t) and T(t) are constants too.
According to the above, y(t) must be constant in the interval (fi, t2) for all values of the viscosities except for the cases: k -r\ = a~x = 0 and a / 0, a~x = e = 0. Thus y(r) is a rest point for those cases. Hence />(w) is strictly increasing along any nonconstant orbit of the system (2.1) for the above cases. Thus, for the case k = 0, P(u) = S(V, T). Because of this fact and the above theorem, P(u) can be called a generalized entropy for the system (2.1).
(2) For the case k + n + a~x = 0, from the proof of Theorem 3.1, we havê = 0, i.e., P(u) is constant along the orbits of the system (2.1). Thus along each complete orbit of this system S(V, T) must be constant. On the other hand from Lemma 2.1, the entropy admits different values at different rest points. This means, in this case, the system (2.1) does not have any heteroclinic orbits. This case was studied by Professor Germain in [9] and [10] and by Peyret for x = 0 in [17] in detail.
(3) The system (2.1) is not gradient-like, when a~x =e = 0, a/0.
We will prove this claim by showing that in the case a ^ 0, a~x =e = 0, the system (2.1) has some nonconstant periodic solutions.
Example. Suppose in the system (2.1), a/0, a~x = e = 0. Choose V = Xa~xô + ô2 -1 > 0, and let A > 0 and T > 0 be any solutions of the equations A2+p(V, T) + V-J = 0, e(V, T) -\V2 -(xôa~x -2)A2 + JV-C = 0, which exist if V3 < V < V0 . Then the curve u(t) = (B2(t), B3(t), y2(t), y3(t), V(t), T(t))T with B2(t) = y3(t) = A(coscot + sinoer), B3(t) --y2(t) = A(sincot -cosojt), a, = a~x(ô2 + a~xxô -I)"1, V(t) = V and T(t) = T, t £ R, is a periodic solution of the system (2.1). Therefore in this case the system (2.1) is not gradient-like.
The next theorem is valid in some sense when the system (2.1) is gradientlike even for the case e = 0. Since, in §2, the rest points are considered for the case £ / 0, we state and prove this theorem for e ^ 0. As we mentioned before, the case e = 0 is not considered in this paper. Theorem 3.2. Suppose in the system (2.1), e ^ 0 and this system is gradient-like with respect to P(u) in {u : V > 0, T > 0}. If y(t) is a nonconstant bounded complete orbit of this system, then this orbit must be running from a rest point Ui to a rest point u¡ for some i < j , 0 < i, j < 3. Proof. Since the system (2.1) is gradient-like and the rest points are isolated, lim^-oo y(t) and lim,^+00 y(t) both exist and lie in the rest points set {um : 0 < m < 3} . On the other hand, from (3.4), P(um) = S(um). Thus by Lemma 2.1 P(Ui) < P(uj) for i < j. Since P(u) is increasing along y(t), this orbit must be running from u, to u¡ for some i < j, 0 < i, j < 3. □ Now we will show that the set of all bounded complete orbits of the system (2.1) is bounded and bounded away from T -0 and V = 0. In fact we shall find our bounds independent of X = (a, n, k, a~x, x) and C whenever e , J and ô are fixed.
From now on, without loss of generality we may assume that x > 0. For the case x < 0, the negative sign can be passed to S in (2.2).
Let S(X, C) be the set of all points which lie on the complete bounded orbits of the system (2.1) contained in V, T > 0 corresponding to fixed X and C. Let Xo = (an, »o > ko > OqX > Xo) > 0 be given. By Theorem 2.1, there is a number Co such that for all 0 < X < Xo and C > Co the system (2.1) admits no rest point. For C < Q it admits four rest points. For Cx < Co and Xo we define S' = S'(Xo,Cx) = \JS(X,C) i where / = {(X, C) : 0 < X < X0, Cx < C < Co + 1, n, k > 0}.
Note that for each (X, C) £ I a complete orbit is a rest point or a heteroclinic orbit. The rest points of the system (2.1) are given by (2.4) which are independent of X. The following lemma gives some bounds for the fifth and the sixth components of those points of 5" which are rest points. Lemma 3.1. There are constants 0 < ax < a2 < S2 < a3 < a¡, and 0 < bx < b2 such that, if ü £ S' is a rest point of the system (2.1) corresponding to some The following Lemmas 3.2-3.5 are modifications of Lemmas 3.3-3.6 in [15] . Those parts of the proofs which are similar will be referred to [15] . Lemma 3.2. On S', V < J.
Proof. Let u £ S' ; then u £ S(X, C) for some (X, C) £ I. By considering the fifth equation of the system (2.1), the remainder of the proof is the same as the proof of Lemma 3.3 in [ 15] . ü Lemma 3.3. There is a constant a > 0 such that on S', V > a and T >a .
Proof. Suppose such an a > 0 does not exist. Then similar to the proof of Lemma 3.4 in [15] , we can show that: There is a sequence of points {üj} in S' whose T coordinates converge to zero. Moreover for each j , the point üj lies on a complete orbit of the system (2.1), say y¡(t) corresponding to particular values of X and C, say X¡ and C,, such that t -0 at üj on this complete orbit. This means that G(,(Uj) = 0 and T¡ -> 0 (T¡ is the sixth component of üj ). If we denote our gradient-like function for the value Cj by Pj(u), then from (3.4) we get P}(ü}) = S(ü¡). Since 0 < F, < J and Tj -* 0, by hypothesis H4 , S(üj) = S(Vj fTj)-*0.
Hence Pj(üj) -» 0.
Now, let Y be the set of points which is given in Lemma 3.1. Since Y is compact and S(V, T) is continuous, So = inf(V^eYS(V, T) > 0. By Theorem 3.2, y¡(t) tends to a rest point, say umj as t tends to -cxs . Then Pj(üj) > Pj(umj) = S(um¡) > So > 0. This contradicts Pj(üj) -» 0. Hence such an a > 0 exists. D
In the next two lemmas we assume that x -0. After finishing the proof of Lemma 3.5, we will see that these lemmas are valid for x / 0 too. Lemma 3.4. There is a constant M such that if u £ S' lies on a complete bounded orbit of the system (2.1) corresponding to x -0, then \B2\, \B3\, \y2\ and \y3 \ are less than M.
Proof. We will consider three different cases as follows. These equations are the same as the system of equations ( 1.1 ) in [5] if we let p -0 in the latter system. Conley and Smoller have shown in [5] for fixed C, there is an isolating block for this system which contains all of the bounded complete orbits for all parameter values 0 < (n, k, o~x) < (no, ko, a0~x). Since C is a regular parameter, this isolating block can be modified to another block which contains all of the heteroclinic orbits for 0 < (n, k, o~x) < (no, ko, a0~x) and Cx < C < Co ■ Thus in this case such an M exists. Case 2. a / 0 and small. Let a¡, 1 < i < 2, be the same as in Lemma 3.1 and a as in Lemma 3.3. Let V, C and r with ax < V < Ü2, Cx < C < Co and 0 < r < \ min(ax , a2 -a2) be fixed. Then Nr = {(B2, B3, y2, y3) : (■#2 + yr¿2 )2 + B3 + y\ + y\ < r2} is an isolating neighbourhood for the system ..dB2 where ¿2 is given in Lemma 3.1. It is known that for given n > 0, k > 0 and 53¿=i r,2 < ro there is a unique orbit of (3.6) connecting the above rest points [13, p. 94] . Along this orbit V is decreasing and T is increasing. Thus N is an isolating neighbourhood for (3.6) which contains all of the complete orbits between the above rest points for n, k > 0 and all possible values of r,, 1 < r, < 4. Therefore by Corollary 2.4 in [5] the set Nc = {u: (B2,B3,y2,y3) £ Nro,(V, T) £ N} is an isolating neighbourhood for the system (2.1) whenever min(7/, k) » a. Thus there is a positive number Ao such that if Max(^ , f ) < Ao , then the set of all heteroclinic orbits between «2 and u3 must lie in Nc. Since C is a regular parameter, Nc can be widened to a block, say Bx valid for all flows parametrized by Cx < C < Co ■ Moreover Bx contains all of the heteroclinic orbits corresponding to the slow shocks. Similarly there is a block B2 containing all of the heteroclinic orbits for the fast shocks whenever Cx < C < Co and Max(2, |) < A0. Therefore there is an M > 0, such that for small values of a all the complete bounded orbits for the fast and the slow shocks in S' lie in the set {u £ R6 : \u\ < M}. We shall now show that B2(t')+yl(t') < M2 on S' for /i < /¿0 and n' <n'0. Suppose not then there is an orbit in S" which starts at B2(0) + y2 (0) Such an orbit cannot lie in S'. Hence B2(t') + y2(t') < M2 on S' for p < p0 and 0 < n' < n'0 . With a similar argument for B3 and y3, the lemma is proved. D Lemma 3.5. There is a constant Tq such that if u £ S' lies on a bounded complete orbit of the system (2.1) (assuming x -0), then T < Tq at u. Proof. By considering the sixth equation of the system (2.1), the proof is similar to the proof of Lemma 3.6 in [15] . G Now, define the set N0 = N(a0, m, k0, a0 > c\ ) °y
where a, M and To are as in the above lemmas. Then Ao is an isolating neighbourhood for all flows parametrized by (X, C) £ I, x -0. Moreover N0 contains all of the bounded complete orbits. Since x is a regular parameter, Ao can be "widened" to a block valid for all flows parametrized by (X, C) £ I, which contains all of the bounded complete orbits. Thus we have proved the following theorem. Remark. In the above theorem the bound a is independent of X and C. The bound M is independent of X and C for the heteroclinic orbits corresponding to the fast and the slow shocks. For the heteroclinic orbits corresponding to the intermediate shocks, M depends on the upper bound for o~xa~x and na~x .
Existence of structure for fast and slow shocks
In this section we shall show that if for given values of J, C, ô and e as before the system (2.1) admits the four rest points u¡, 0 < ï < 3, then for ank > 0 and xa~x > 0 there exist a heteroclinic orbit between uq and ux and another one between «2 and u3. Then we will show that, in fact, the related shock waves admits structure [20] .
Let u¡, 0 < i < 3 , be the rest points as before. As we proved in Lemma 2.1, S(Ui) < S(ui+X) for 0 < i < 2. Let K0 = j[S(ux) + S(u2)], and define iV01=JVn{ii€i?6: P(u) < Ko}, N23 = N n {u £ R6 :
where N is introduced in Theorem 3.3 and P(u) is defined by (3.2). Let Soi and 523 be the set of all points on the complete orbits which are contained in /Yoi and A23, respectively.
Lemma 4.1. The sets Soi and S23 are both isolated invariant sets. Moreover /Yoi and N23 are isolating neighbourhoods of Soi and S23, respectively. Proof. We prove the lemma for Soi and NqX ; the proof for the other case is similar. Since Soi C S' and S' has no limit point in dN, SqX cannot have a limit point in dNqX n dN. Now, let a £ 8N0X n {u : P(u) = K0}. By Theorem 3.1, P(ü • t) is an increasing function with respect to t. Moreover, it is continuous with respect to (ü, t). Thus that point as well as a neighbourhood of it leaves the set Ani as t increases. Hence no point of Soi lies in this neighbourhood. Therefore Soi C Aoi . This means that Soi is an isolated invariant set and Aoi is an isolating neighbourhood of it. D Now, note that Aoi and A23 are also isolating neighbourhoods for all nearby flow generated by parameter value C (in fact for all regular parameters). By Theorem 2.1, there is no rest point for the system (2.1) for C > Co. Thus h(SoX) = h(S23) = 0. On the other hand uo,ux £ Soi and u2,u3 e S23, also by Theorem 2.4 all of these rest points are nondegenerate. Moreover, the system (2.1) is gradient-like with respect to P(u) in V, T > 0. Therefore by considering Theorem 22.33 in [20] we have proved the following theorem. Theorem 4.1. Assume that hypotheses Hx-Hs hold. Let the system (2.1) admit the four rest points w,, 0 < / < 3, and ank > 0 and xa~x > 0. Then there is a complete orbit of this system which is running from uq to ux and another one which is running from «2 to u3. Now we shall examine the behaviour of the connecting orbits between «, and ui+x , i = 0,2, whenever C, e , ô and J are fixed and the maximum of the viscosity parameters tends to zero. From this we deduce that both the fast and the slow shocks possess structure. We do this for the fast shocks; the same argument works for the slow shocks too.
Consider the set Aoi which contains the connecting orbits between wo and «i for all values of X, 0 < X < Xo, with ank > 0. For given small r > 0, let Cq and c\ denote closed balls of radius r about u0 and ux respectively, which are contained in the interior of Aoi . Let Nr = NqX -(Cq\Jc[) . If the connecting orbit is u = y(t), we denote by ur0 and u\ two points of the orbit which meet 3cq and dc[ respectively, say y(t¡) = u\, i = 0, 1 (where t¡ depends on r). We may assume that for t0 < t < tx, y(t) lies in Nr, for t < to lies in Cq and for / > tx lies in c\.
Let P(u) be given by (3.2) . Let the constants a, M and the isolating neighbourhood N be as in Theorem 3.3. We define the real-valued function Q on N by
where b is a positive constant which will be introduced later.
If we differentiate Q along the orbits of the system (2.1) we obtain
where G, means Gt{u), 1 < i < 6. Thus, there is a constant ôr > 0 such that along the orbits in Nr, ^ >-b~r.
Since along the connecting orbit, ^ > 0,
Jto P P so that (ii -to) < const/?. Therefore the "time" that the orbit is outside of CqUc^ goes to zero as p -y 0. This implies that the fast shock (similarly the slow shock) has the usual type of profile or is stable or admits structure. Therefore we have proved the following theorem. 
The intermediate shocks
As we mentioned earlier, by an intermediate shock, we mean a shock which on one side takes a value in the set {uo, ux} while, on the other side, takes a value in the set {u2, u3}. We shall show that none of these shocks has structure. We shall confine our discussion to the intermediate shock between ux and u2.
Suppose the shock between ux and u2 admits structure. Then there are positive constants ao , ¡70 , ^0 , o0~x an<* Xo such that for each 0 < (a, n, k, u~x, x) < (ao, t]o, k0, o0~x, Xo) a heteroclinic orbit between ux and u2 exists. Moreover, there is a constant M such that \u\ < M whenever u lies on any of these heteroclinic orbits.
Let M > J + 1 and the positive constant a be as in Lemma 3. License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Q(u) is increasing along the nonconstant orbits of the system (2.1) in W for the above viscosity parameters. Note that by Lemma 3.3 along every heteroclinic orbit we must have V > a and T >a . Choose the constant mo such that both 0 < 2mo <62 -V2 and mo < e/AM hold, where V2 is the fifth component of u2. If <52 -2mo < V <S2-mo, then from (2.2) we have g3 + x-Ig2 + ^gx a aV = \e-(V-S2)B2\ > e -\V -S2\ \B2\ > ¿-Now suppose y(t) is a connecting orbit between ux and «2 corresponding to the above viscosity parameters lying in W. Then it must have a segment on the strip Ô2 -2mo < V < a2 -mo which runs from ô2 -V = mo to ô2 -V = 2wo in the time interval [ii, t2] . Then, by considering (4.2), in this interval we must have
Jtl oa 8a
Now let Mq = Max"6ry |Cs(m)| . Then
which is impossible if -^n is large. Therefore we have proved the following theorem.
Theorem 5.1. Given positive numbers M and a, then there is positive number A such that for all viscosity parameters X = (a, n, k, a~x, x) > 0 with a~x > \ô\aMax(a, x) and n > Ao~x, there is no connecting orbit between u¡ and Uj, / = 0, 1, 7 = 2,3, inside the region {u : \u\ < M}.
Corollary 5.1. The intermediate MFD shock waves in the model of plasma do not admit structure.
Singular viscosities
In this section we shall examine the behaviour of the connecting orbits for the fast and the slow shocks as some of the viscosity parameters tend to zero. In particular, we shall see how the general results of the MHD theory [4] , [11] and [13] can be obtained when making (a, x) -* 0.
Let X be a topological space and G an infinite collection of subsets of X, not necessarily different. The set of all points x of the space X such that every neighbourhood of x contains points of infinitely many sets of G is called the limit superior of G and is denoted by lim G or lim sup G [24] .
Let X and Y be two topological spaces, I c Y and the function G assign to each point p of / a subset of X, say Gß . For p0 £ dl, when p -> po,we define lim sup GM = HmG^ = \JjlimGßk, where / is the set of all sequences in / which converge to po . 
There is a continuous function g(x, y, y) from Qx x Q2 x Rm to Rm such that if Pk -> 0 and y(t, p¡f) -► y(t) = (x(t), y(t)), uniformly on compact intervals, then g(y(t, pk), pk) -» g(x(t), y(t), y(t)). is gradient-like with respect to a function h on Q. with h(xo, yo) < h(xx, yx). Then S = lim sup{y(í, p) : t £ /?}\{(x,, y¡), i = 0, 1} is a nonempty union of heteroclinic orbits of the system (6.2) running from (xo,yo) to (xj,yi) in u.
Proof. Let {p^} be a sequence in A which tends to zero and yk(t) = (x^t), yk(t)) = (x(t, Pk), y(t, Pk)) be a heteroclinic orbit corresponding to Pk . Since Q is compact, we may assume that {^ ( where in the second equality we used Ci as well as C3. Also from C4 and Q 0 = lim g(yk(t), Pk) = g(x(t), y(t), y(t)).
k-*oo Thus y(t) is a solution of (6.2) in [0, a). Similarly, it is in (-a, 0]. Therefore it must be a solution of (6.2) in R.
Since the system (6.2) is gradient-like with respect to h , y(t) must be running from (x0,y0) to (xi,yi). Now, if (x, y) £ S, then there are {pk} and {y(t, Pk)} such that pk -» 0 and 7(0, Pk) -> (x, y). Thus by the above argument (x, y) lies on a heteroclinic orbit of the system (6.2). This completes the proof. D Lemma 6.2. Suppose in the system (2.1) n,k, o~x > 0 are fixed, a > 0 and ma > x for some constant m > 0. Then there exist positive constants mo and mx > 1 such that \â2 -V\ > mo if u lies on a complete orbit of the system (2.1 ) running from wo to ux (resp. «2 to u3) whenever a is small and n > mxa~x . Now suppose y(t) is a heteroclinic orbit between uq and ux corresponding to the above viscosities having some points in the region \ô2 -V\ < mo . Then it must have a segment on the strip ô2 + mo < V < ô2 + 2mo which runs from V -S2 = mo to V -ô2 = 2mo in the time interval [tx, t2] . In this interval from (4.2) we get
< / -at = -(/? -^i).
Jt 1 1
Jt\ i i
where Mo -MaxueAr \Gs(u)\. Then
which is impossible if -?-r is large. Thus such an mx > 1 exists too. The proof for the case u2 and u3 can be done similarly. D
As we mentioned in §3, we assume that x -* 0 as a -y 0. Moreover, Xa~x remains bounded from the above during the limiting process. In the following theorem we use these assumptions. Theorem 6.1. Suppose in the system (2.1), n, k, o~x > 0 are fixed and 0 < a < ao, 0 < x < Xo, (a, x) -» 0 such that 0 < xa~X < m for some constant m. For fixed a, x > let ya(t) be a complete orbit of the system (2.1) which is running from uo to ux . If o~xn~x < min(mf ', \mom2x), where m2 -Max"eAT01 K_1|Gs(m)|, and mo and mx are given in Lemma 6.2, then lim{7a(/) : t £ R}\{uo, ux} is the unique heteroclinic orbit of the system (3.5) running from uq to ux corresponding to the viscosity parameters n, k and a"1.
Proof. We will show that the system (2.1) (as (6.1)) together with uq and ux (as the rest points), the isolating neighbourhood A0i (as Í2), (a,x) (as p), (G5(u), G6(u))T (as /), V-x(Gx(u),G2(u),G3(u),G4(u))1 (as g) and the system (3.5) (as (6.2)) satisfy conditions C1-C7 of Lemma 6.1.
Conditions Cx , C2 and C3 obviously hold. In order to see that condition C4 holds, for given £0 > 0, we define W3 = {u£ Aoi : |G3(w)| < e0}.
If we differentiate G3(u) along the orbits of the system (2.1) we get Now we will show that condition C$ holds. To do this, for simplicity, we set Gi(ya(t)) = zia(t), 1 < i < 4. Then for i = 1, 2 we have \yia(t)-yiai(t)\<2\zia(t)-zla,(t)\.
Also from the third equation of (2.2) we can write o~xB2a -(V-S2)B2a = e -z3a(t) -xoc~xôy3a(t).
Then from this we obtain ft ha(t)B2a(t) = B2a(0) + a 
Jo
Obviously similar inequalities hold for t £ [-a, 0]. By using a similar argument we can show that the same inequality is satisfied for \B3a(t) -B3a'(t)\. Thus condition C5 holds. Now suppose (ak , Xk) -* 0 and 7ak(t) = (B2k(t), B3k(t), y2k(t), y3k(t), Vk(t), Tk(t))T -» 7(0 = (B2(t), B3(t), y2(0 , VÁt), V(t), T(t))T, uniformly in [-a, a]. The first four equalities of (2.2) for yak(t) are yik(t) = GlOa*(0)> y¡k(t) = G2(yak(t)), Now Gi(yak(t)) -* 0 and yak(t) -» 7(0 uniformly on [-a, a], hence y¡k(t) -y 0, i = 2, 3 . Using these and 0 < xa~x < w in the last two equalities of (6.5) we obtain {B¡k(t)} is uniformly convergent on [-a, a], i = 2,3, and Thus, we obtain g(u, B2, B3) = (0, 0, e + (V -S2)B2 -o~x B2, (V -62)B3 -a~xÈ3)T, and the corresponding system of equations to the system (6.2) is (3.5). Since the system (3.5) is gradient-like with respect to P(u) and P(uq) < P(ux), condition C7 holds too. Thus by Lemma 6.1, lim{7a(0}\{«o> üx} is a set of union of the heteroclinic orbits between uq and ux . On the other hand the stable manifold at ux for the system (3.5) has dimension one; thus this system admits a unique orbit between uo and ux . This completes the proof. □ Corollary 6.1. Theorem 6.1 is valid for the case o~x -0, if xa~x -» 0 as a^O.
Proof. It suffices to prove that condition C4 of Lemma 6.1 holds. First of all note that in Case 2 of the proof of Lemma 3.4, we showed that for small values of a and x -0, the heteroclinic orbits of the system (2.1) between uo and ux lie in a compact set in the region V > a2. This conclusion is valid for small values of a whenever x is small too, as x is a regular parameter. Thus we may assume that along these orbits V -52 > mo for some constant mo whenever a and x are small. Now differentiating Gx(u), G3(u) and \G3(u)\ +¿mo\Gx(u)\ along the orbits of the system (2. These results are illustrated in Figure 6 .2. Thus ya(t) must lie in Wx for small values of a and x ■ Similar to the proof of Theorem 6.1, it follows that condition C4 holds. D Let X = (a, n, k, a~x, x) > 0 and yx(t) be a connecting orbit between u¡ and ui+x , i = 0, 2, corresponding to X . Suppose X -» X0 = (a0, n0, k0, a0~x, Hence by that lemma S, is a nonempty union of heteroclinic orbits between u¡ and u¡+x, i = 0, 2, corresponding to Xo . The above argument shows that if Xm -(a, n, k, a~x, x) and Xo = (a, n, k, 0, x) or Xm = (a, n, k, a~x, Xm) and Xo = (a, n, k, a~x, 0), then the similar conclusions are valid. Now suppose X = (a, n, k, a~x, x), Xo = (a, n, 0, o~x, x), X -► X0 . We will show that, in this case, conditions C1-C7 of Lemma 6.1 are satisfied. We need only to check condition C4 . To do this, for given £0 > 0, we define W = {u £ N : \G6(u)\ <e0}.
If we differentiate G(,(u) along the orbits and using ey = TSV -p , ér= TSj we obtain d£ = TSt^ + TSy^-%-^-2(G2 + G\). dt k r] n a2V2 Since min"eAr TSt > 0, it follows that the flow goes out of W on d W for small values of k. Thus condition C4 holds. Hence by Lemma 6.1, S, is a nonempty union of heteroclinic orbits.
Finally, suppose X -» Xo = (a, 0, k, a~x , x) ■ If 1 +Pv(u) > 0 in A (which is possible when |w, -u¡+x\ is small 1 = 0, 2), similar to the above, we can show that conditions C1-C7 of Lemma 6.1 hold.
Therefore we have proved the following theorem. 
