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Abstract
We study the finite-sample accuracy and average length of pointwise confidence intervals for impulse
responses in vector autoregressive models with many variables and many lags. Our results complement existing
simulation evidence based on much simpler bivariate models.  2000 Elsevier Science S.A. All rights
reserved.
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1. Introduction
Estimates of impulse responses to monetary policy shocks play an important role in empirical
macroeconomics. Runkle (1987) questioned the reliability of the estimated policy responses and
proposed the use of bootstrap confidence intervals and of intervals based on the asymptotic normal
approximation. Since then, it has become standard practice in the VAR literature to display confidence
bands for impulse response estimates. The methods of constructing asymptotic and bootstrap
¨confidence bands for VAR impulse responses have subsequently been refined by Lutkepohl (1990),
Kilian (1998a), and Wright (1996). Some progress in assessing the reliability of impulse response
¨confidence intervals has been made in recent years (e.g., Griffiths and Lutkepohl, 1993; Fachin and
Bravetti, 1996; Kilian, 1998a,b; Sims and Zha, 1999). This paper breaks new ground along three
dimensions.
First, one serious limitation of existing studies is that they tend to focus on bivariate VAR(1)
models. Whether their results generalize to large-dimensional VAR models with many lags–models of
the type used in applied studies of monetary policy–remains an open question. In contrast, in this
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study we will analyze VARs with four, five, and seven variables and between four and twelve lags.
Second, existing studies tend to be based on artificial data generating processes (DGPs) without
economic interpretation, whose realism is often questionable. In contrast, in this study we treat vector
autoregressive models estimated by leading VAR practitioners as the DGP, and we focus exclusively
on responses to monetary policy shocks. Third, results of existing studies based on artificial DGPs are
difficult to interpret in that the degree of coverage accuracy may differ greatly across impulse
response functions. The fact that the DGP is ad hoc makes it impossible to decide which of these
conflicting results is representative for applied work. In this study, we avoid this ambiguity by
focusing directly on the responses of interest in applied work.
2. Simulation design
Our study compares four methods of constructing pointwise confidence intervals. Perhaps the most
popular method of constructing error bands for impulse responses is the Bayesian procedure available
in RATS. Kilian (1998a) shows that this procedure has several undesirable features and cannot be
recommended. We will focus instead on a recent modification of the Bayesian Monte Carlo integration
method used by Sims and Zha (1999). This method has been shown to be very competitive in simple
VAR models even by classical criteria (see Kilian, 1998a,b). We also include the bootstrap method of
Runkle (1987) and the bias-adjusted bootstrap method proposed by Kilian (1998a) as the two leading
1
representatives of bootstrap methods for VAR impulse responses. Both methods are based on the
percentile bootstrap interval (see Davison and Hinkley, 1997; Efron and Tibshirani, 1993). We do not
consider percentile-t bootstrap confidence intervals, because these intervals tend to be unreliable and
unnecessarily wide in the present context (see Kilian (1999), Berkowitz and Kilian (2000) for further
2
¨discussion). Finally, we consider the asymptotic delta method interval of Lutkepohl (1990). All four
methods are well documented in the literature, and the interested reader is referred to the references
cited.
Our DGPs are based on three typical VAR studies by leading practitioners. These studies are
representative examples of monetary policy studies in the literature. We treat the estimated VAR
models as the DGPs for our study and model the innovations as normally distributed. The models
include a 5-variable VAR(6) model based on 197 monthly post-Bretton Woods era observations (based
on Eichenbaum and Evans, 1995), a 4-variable VAR(12) model based on 348 monthly postwar
observations (based on Bernanke and Gertler, 1995), and a 7-variable VAR(4) model based on 136
quarterly postwar observations (based on Christiano et al., 1996). In all cases, the modulus of the
dominant root of the VAR-DGP is less than unity. The data are described in the appendix.
1In order to ensure the highest possible accuracy, we do not use the computational short-cut proposed in Kilian (1998a)
and referred to as the bootstrap-after-bootstrap method, but rather the unabbreviated double bootstrap loop. The first-order
mean bias corrections are estimated by bootstrap as well. In large VAR systems this approach is faster computationally than
calculating the asymptotic bias estimates. Nevertheless, for some DGPs, assessing the coverage accuracy of the bias-adjusted
bootstrap interval may require more than one year of continuous simulations on a Pentium 230 computer.
2Recently, Wright (1996) proposed an alternative local-to-unity asymptotic confidence interval for VAR impulse responses.
Despite the obvious potential interest in this method for the type of highly persistent VAR models considered in this paper, to
date this method is not computationally feasible for large-dimensional VAR models with many large roots, and hence will
not be considered.
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Throughout the paper, we follow the standard practice of specifying all regressions in levels with an
intercept. The regression models are estimated by the method of least squares. We generate 1000
Monte Carlo trials of the same length as the original data. The enormous computational costs do not
allow us to increase the number of trials or to consider additional models (see footnote 1). For each
trial, we construct nominal 90 percent bootstrap confidence intervals using 1000 bootstrap replications
of the underlying DGP, and 100 bootstrap replications for bias estimation. Similarly, we use 1000
draws from the posterior distribution for the corresponding Monte Carlo integration intervals. We
evaluate the coverage rate (defined as the fraction of trials in which the confidence interval includes
the true impulse response) and average length of each of the four confidence intervals across the 1000
trials. The Monte Carlo simulation standard error for the coverage estimates is less than one percent.
3. Simulation results
Figs. 1–3 show the coverage rates and the average length for each of the four alternative confidence
intervals for selected responses to a monetary policy shock. Ideally, all intervals should have coverage
rates of 90 percent. This target rate has been superimposed on the coverage plots as a horizontal line
at 0.9. In practice, no interval has close to nominal coverage for all responses and horizons, but there
are important differences across methods.
3.1. Relative performance of methods
Regardless of DGP, the differences in coverage accuracy between the bias-corrected bootstrap
method (BC-BOOT) and the Monte Carlo integration method (MCI) are comparatively minor.
Neither interval dominates the other. This is an interesting finding because the Bayesian Monte Carlo
integration method was not designed to have good coverage accuracy, yet for these three DGPs it
performs about as well as the bias-corrected bootstrap method. The small differences in coverage
accuracy between the two methods are broadly consistent with simulation results in Kilian (1998a,b)
for much simpler processes. The intuitive explanation for the similarity is that the Sims and Zha
method–unlike the RATS method–allows for asymmetries in the impulse response distribution, thus
eliminating one of the major differences to the bootstrap approach. Moreover, by directly drawing
from a symmetric Gaussian posterior distribution for the VAR slope parameters, it effectively avoids
the small-sample bias of the bootstrap least-squares estimator, an operation akin to bias-correcting the
bootstrap slope parameter estimates as in Kilian (1998a).
Both the bootstrap and the Monte Carlo integration interval tend to be more accurate than the
asymptotic method (ASY), especially for the Eichenbaum–Evans VAR in Fig. 2. In some cases, the
coverage accuracy of the asymptotic interval is substantially lower (by as much as 0.4), but in many
cases it is only slightly lower than that of the BC-BOOT and MCI intervals. The accuracy of the
conventional bootstrap interval (BOOT) used by Runkle (1987) tends to be poor in most cases. This
method is less accurate than even the asymptotic delta method interval. In one case, the coverage of
the nominal 90 percent BOOT interval is as low as 0.12. This tendency is consistent with the evidence
for VAR(1) processes. It can be traced to the fact that this bootstrap method tends to propagate and
amplify the small-sample bias of the least-squares estimator (see Kilian, 1998a).
The differences in average length between the four intervals are relatively small. The delta method
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Fig. 1. Coverage accuracy and average length of impulse response confidence intervals. Bernanke–Gertler model (VAR(12) for monthly
data).
interval tends to be narrower, especially when its coverage is too low. The same is true to an even
greater degree for the BOOT interval. There is some indication that the differences in coverage
accuracy are not just a reflection of differences in average interval length, but of their location. For
example, in Fig. 3 the intervals for the FF response show large differences in coverage accuracy, but
virtually no differences in average interval width at short horizons.
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Fig. 2. Coverage accuracy and average length of impulse response confidence intervals. Eichenbaum–Evans Model (VAR(6) for monthly
data).
3.2. Performance in absolute terms
The actual coverage rates are somewhat erratic even for the bias-corrected bootstrap and Monte
Carlo integration methods. While the intervals for some impulse response estimates are quite accurate,
for others the coverage rate may be as low as 0.53. These results demonstrate that the search for more
accurate confidence intervals for VAR impulse response estimates is far from over. This does not
mean, however, that we must abandon the exercise of constructing confidence intervals completely.
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Fig. 3. Coverage accuracy and average length of impulse response confidence intervals. Christiano–Eichenbaum–Evans Model (VAR(4) for
quarterly data).
One of the more important findings of this study is that, in general, there is a tendency for the
coverage accuracy of confidence intervals in monthly models to deteriorate substantially after about
20 months. This decline in accuracy raises questions about the interpretation of confidence intervals at
longer horizons. For the quarterly model, the horizon is limited to 16 quarters and no similar
systematic deterioration of the coverage accuracy occurs.
If we focus instead on shorter horizons only, a somewhat more favorable picture emerges. In most
cases, the BC-BOOT and MCI intervals are fairly accurate at shorter horizons, considering the small
effective sample size. For example, in Fig. 1 the lowest coverage rates of the BC-BOOT interval for
the first 20 (48) periods of each impulse response function are 0.89 (0.59), 0.89 (0.74), 0.85 (0.66)
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and 0.73 (0.73). In Fig. 2, the corresponding results are 0.68 (0.68), 0.86 (0.75), 0.78 (0.78), 0.84
(0.84), 0.87 (0.72), 0.89 (0.89). Similar results hold for the MCI interval. For the quarterly model in
Fig. 3, the lowest coverage rates of the BC-BOOT interval for the first 16 periods are 0.53, 0.82, 0.90,
0.65, 0.82, 0.88, and 0.87.
However, as these numbers show, even at shorter horizons there are some important differences in
accuracy across impulse response functions. In particular, intervals for the response of output to a
monetary tightening tend to lack coverage for two of the three DGPs. The lowest coverage rates for
the BC-BOOT interval are 0.68 in Fig. 2 and 0.53 in Fig. 3. Further investigation reveals that it is not
uncommon for the true output response to be larger in magnitude than indicated by the confidence
interval. This fact suggests that applied users will tend to underestimate the effectiveness of monetary
policy, even after accounting for sampling uncertainty.
We also find that intervals for the response of policy variables to policy shocks tend to be less
reliable than other responses (with the exception of output). This is true for the FF responses in Figs. 1
and 3 (with coverage rates as low as 0.73 and 0.65, respectively, for the BC-BOOT interval) and for
the NBRX response in Fig. 2 (with a low point of 0.78). If we discard not only the output responses,
but the responses of the policy variables as well, and focus on the first 20 months or 16 quarters,
respectively, the remaining coverage rates of the BC-BOOT interval range from 0.85 to 0.89 in Fig. 1,
from 0.84 to 0.89 in Fig. 2 and from 0.82 to 0.90 in Fig. 3.
4. Conclusions
We examined the coverage accuracy and average length of pointwise confidence intervals for the
estimated responses of major economic aggregates to monetary policy shocks. Our study was the first
study involving impulse responses to policy shocks in large dimensional VAR models. We argued that
previous evidence on the accuracy of impulse response intervals was not directly relevant for most
applied work.
Our main finding was that the accuracy of confidence intervals for large-dimensional VARs is
questionable. One practical recommendation is to discount interval estimates for higher horizons. In
our Monte Carlo study, we observed a substantial deterioration of the accuracy of confidence intervals
at higher horizons. For monthly data in particular, the coverage accuracy of the confidence intervals
tended to decline substantially after about 20 months. These results suggest caution in interpreting
such interval estimates in applied work. In contrast, the coverage rates of intervals in the quarterly
system we analyzed showed no similar systematic deterioration within the first 16 quarters. However,
even at shorter horizons the intervals for some responses tended to be inaccurate. This was true
especially for responses of policy variables to policy shocks and for the output responses. In the case
of the output responses, we found that there was a systematic bias toward underestimating the effect
of monetary policy shocks on the level of output. We conclude that intervals for such responses are of
limited practical value.
We also addressed the question of which impulse response confidence intervals are likely to be
most accurate in large-dimensional VAR models. We found important differences in accuracy across
different types of confidence intervals. Based on the three DGPs we investigated, we strongly caution
applied users against the use of the bootstrap interval used by Runkle (1987). Similarly, the
¨asymptotic delta method interval of Lutkepohl (1990) cannot be recommended. Both intervals tend to
be less accurate than the Bayesian Monte Carlo integration method of Sims and Zha (1999) and the
bias-corrected bootstrap method of Kilian (1998a). An intriguing finding was that there appears to be
little to choose between the latter two intervals.
How general are these results? One limitation of this study was the comparatively small number of
DGPs. The number of models to be analyzed was constrained by the computational costs of Monte
Carlo studies of simulation methods such as the bias-corrected bootstrap method. In some cases, more
than a year of computer time was required for the analysis of one DGP and method. As computing
power improves, experiments with additional DGPs would be useful. However, notwithstanding the
small number of models analyzed, it is clear from this study that even the best current practice of
constructing confidence intervals for impulse responses cannot be considered reliable for large-
dimensional VAR models. This insight is practically important and was not readily apparent from
existing studies of the reliability of VAR impulse responses based on smaller models.
A second qualification is that throughout this study we focused on unrestricted VAR models
specified in levels. Our examples closely followed the current practice as established by leading
practicioners in the field. The level specification is common in applied work, but it raises questions
about the asymptotic validity of the procedures for constructing confidence intervals. It is possible that
roots near unity rather than the dimension of the VAR system are the primary cause of the poor
coverage accuracy of the intervals for some responses, although we note that for other responses the
intervals were rather accurate notwithstanding the high degree of persistence. Thus, it is possible that
interval estimates of impulse responses will be more accurate in VAR models in differences or in
vector error correction form. The investigation of this conjecture is left for future research.
Finally, there are some other important caveats. Throughout this paper we maintained some perhaps
unrealistic assumptions. In particular, we assumed that the model is correctly specified, that the lag
order is finite and known, and that the innovations are normally distributed. The importance of these
assumptions and the consequences of their violation have been documented in Braun and Mittnik
(1993) and Kilian (1998b, 2000). We also abstracted from the inclusion of deterministic time trends
which may have important adverse effects on the coverage accuracy of impulse response intervals (see
Kilian, 1998a; Wright, 1998). Thus, impulse response intervals for large-dimensional VAR models
may be even less reliable in practice than our study would suggest. Nevertheless, our results provide a
useful benchmark for the reliability of VAR impulse response intervals and may serve as the starting
point for further analysis.
Data Appendix
Bernanke–Gertler model
Data Period: Monthly data for 1965.1–1993.12.
Description: Industrial production (Y), consumer prices excluding shelter (P), commodity price index
(PCOM), Federal Funds rate (FF). All variables are in logs except the interest rate.
Data Source: CitiBase.
Eichenbaum–Evans model
Data Period: Monthly data for 1974.1–1990.5.
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Description: U.S. industrial production (Y), U.S. consumer prices (P), ratio of nonborrowed to total
reserves (NBRX), difference between the U.S. and U.K. short-term interest rates
(RUK-RUS), and the real exchange rate (REAL $/£). All variables are in logarithms
except the interest rates.
Data Source: CitiBase and IFS.
Christiano–Eichenbaum–Evans model
Data Period: Quarterly data for 1960.I–1992.IV.
Description: Real gross domestic product (Y), GDP price deflator (P), index of sensitive commodity
prices (PCOM), Federal Funds rate (FF), nonborrowed reserves (NBRD), total reserves
(TR), M1 (M1). All variables are in logarithms except the interest rates.
Data Source: Courtesy of the authors.
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