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Abstract 
Single-walled carbon nanotubes (SWNTs) are fascinating materials to study one-
dimensional photophysics. Their optical properties are strongly affected by strong 
Coulomb interactions and are determined by "excitons" which represent the quantum 
of polarization in non-metallic solids. In this thesis dissertation we have experimen-
tally investigated both the structure and the dynamics of excitons in non-metallic 
SWNTs. In particular, we have performed micro-photoluminescence spectroscopy of 
individual semiconducting SWNTs at low temperature to study their intrinsic optical 
properties and investigate the excitonic fine structure. Using magnetic field parallel 
to the tube axis we were able to directly observe theoretically predicted dark states 
for the first time in SWNTs. In addition, we found that the inter-valley and ex-
change energy, which determines the energy separation between the dark and the 
bright state, to be very sensitive to the surrounding environment of the nanotube. 
We have also studied the temperature dependent lineshape of SWNT photolumines-
cence in order to gain insight into the dynamics of exciton-phonon interaction, finding 
evidence for acoustic phonon scattering. For the rest of this thesis dissertation, we 
have developed a model based on reaction-diffusion processes to theoretically explain 
the observation of photoluminescence saturation in SWNTs. Our model shows that 
efficient exciton-exciton annihilation under high pumping conditions can explain this 
observed behavior quantitatively. 
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Carbon nanotubes are hollow, long cylinders of carbon atoms with extremely large 
aspect ratio, often exceeding a million. They have been touted for their extraordi-
nary thermal, mechanical and electrical properties and are considered by many as 
the most promising of all nanomaterials [1]. Indeed, even after more than 15 years of 
their discovery in 1991 by S. Iijima [2], carbon nanotubes keep surprising researchers 
with their potential applications and interesting fundamental properties. With an 
enormous thrust towards finding practical applications, active research is being pur-
sued in such diverse areas as energy storage, molecular electronics, nanomechanical 
devices, composites, chemical and bio-sensing, to name a few. 
Structurally, carbon nanotubes are made up of sp2 bonded carbon atoms just like 
graphite and are conceptually pictured as rolled up sheets of single layer graphite 
or "graphene". Their diameter typically lies in the nanometer range while their 
length often exceeds microns thus making them quasi one-dimensional nanostructures. 
Depending upon the number of tubes which are arranged concentrically, nanotubes 
are further classified into single-walled or multi-walled nanotubes. 
Single-walled nanotubes (SWNTs) are especially interesting material from the 
point of view of condensed matter physics. They are ideal prototype materials to 
explore 1-d physics and strong Coulomb correlations and have been found to exhibit 
exotic Luttinger liquid physics in a variety of transport and photoemission experi-
ments [3]. Their electronic properties are very sensitive to their microscopic structure 
and symmetry, covering a wide spectrum of energy scales. Indeed, they can be either 
metallic or semiconducting with varying bandgaps depending upon their diameter 
and chirality. Another interesting feature of SWNTs is their cylindrical topology 
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which makes them a natural candidate for realizing the Aharonov-Bohm (AB) effect, 
one of the most fundamental phenomena predicted by quantum mechanics. AB effect 
has been observed experimentally in SWNTs both in transport and optical exper-
iments [4]. From a purely academic point of view, they also represent a beautiful 
physical realization of the so-called line groups [5, 6]. 
Optical properties of individual SWNTs were not revealed for a long time due 
to the poor quality of the samples studied until Bachilo et al. observed photolu-
minescence (PL) from semiconducting SWNTs after encapsulating them with soap 
molecules [7]. This led to the emergence of a new field called "nanotube optics" 
within the already active nanotube community. Initially, the interpretation of these 
observed optical transitions was incorrectly based on "single-particle" band-to-band 
transitions which caused a lot of unnecessary confusion within the community. Due 
to the strong quantum confinement and 1-d nature of SWNTs, it is not surprising 
that the electron-hole pair created in a photoexcitation process form a hydrogenic en-
tity due to Coulomb attraction. Such Coulomb-correlated electron-hole pairs called 
excitons determine the optical properties of semiconducting SWNTs. In fact, in an 
ideal 1-d system, the binding energy of excitons has been long known to be singularly 
large [8]. Later the binding energy of excitons in SWNTs was found to be hundreds 
of meV, a significant fraction of their bare bandgap [9, 10, 11, 12, 13]. 
Special symmetry of SWNTs leads to special electronic structure and the pres-
ence of two degenerate valleys in the band structure. This symmetry has important 
consequences for the excitonic states and the excitonic fine structure. For example, 
the fine structure of lowest energy excitonic manifold is predicted to be dominated by 
optically forbidden or "dark" excitons with only one of the 16 excitonic states being 
optically active or "bright". In fact, inclusion of Coulomb interactions predicts that 
the lowest energy spin-singlet excitonic state is dark regardless of the chirality of the 
nanotube lying below the bright state. The existence of these dark states has been 
often used to explain the low quantum efficiency of SWNTs. In order to understand 
the various radiative and non-radiative processes in SWNTs, a quantitative under-
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standing of these excitonic is vital. However, the current understanding of excitonic 
structure of SWNTs is poor with no direct experimental evidence of dark excitons. 
Moreover, even the theoretical predictions about the energy scale of these excitonic 
states are wide-ranging with no clear consensus. 
By changing or breaking the symmetry of SWNTs one can hope to understand 
their physical properties better. For example, breaking the time-reversal symmetry 
by applying a magnetic field can lead to brightening of dark states. Spectroscopy 
done in the presence of such symmetry breaking perturbations can give us a wealth 
of information about the electronic structure of SWNTs. 
At nanoscales, fluctuations become extremely important and dominate the ob-
served physical quantities. Thus, local probing as opposed to ensemble averaging is 
essential to reveal the individuality of nano-sized materials. Single molecule spec-
troscopy such as /x-PL spectroscopy is one such method to achieve this goal which 
also tells us about the affect of fluctuating environment on the electronic structure. 
In addition, PL spectra contains information about the dynamical processes and the 
interaction of exciton with various quasiparticles such as phonons. 
In this dissertation work, we have relied on the above mentioned spectroscopy tech-
niques involving symmetry breaking perturbation to study the excitonic fine struc-
ture, in particular the dark excitons. By performing /z-PL spectroscopy of individual 
SWNTS in magnetic fields at low temperatures, we have for the first time unambigu-
ously proved the existence of singlet dark excitons. This has also helped resolve the 
difference in the theoretical community about the value of dark-bright splitting. Our 
work has further confirmed the important role played by the environment of SWNTs 
in addition to their structure in determining electronic properties. 
We also studied the lineshape of PL spectra at low temperature in order to gain 
insight into various scattering processes that take place during the lifetime of an exci-
ton. We have found out that acoustic phonons play an important role in the dephasing 
process thus determining the homogeneous emission linewidth. Significant deviation 
from a simple Lorentzian profile of the PL lineshape implied non-Markovian dynam-
4 
ics at play. This observation puts serious restriction on the usefulness of SWNTs for 
quantum information processing applications. 
Exciton-exciton interactions are another interesting topic often studied in the 
field of photophysics. Early reports of lasing from semiconductor quantum wires 
(QWRs) [14, 15] invoked much interest towards physics of 1-d excitons under high 
density. In SWNTs, such studies are important not only to explore their lasing and 
gain potentials but also to understand fundamental phenomena such as band-gap 
renormalization, bi-exciton formation, Mott transition in presence of strong Coulomb 
interactions. A sustainable high density of excitons is the first step towards the 
realization of Bose-Einstein condensate (BEC) of excitons in nanotubes. However 
in SWNTs, exciton-exciton annihilation is extremely efficient and imposes an upper 
limit on the density of excitons which can be maintained in SWNTs. Indeed it was 
recently observed that the PL intensity saturated at high excitation density with 
complete flattening of photoluminescence-excitation spectra [16]. A diffusion driven 
exciton-exciton annihilation was hinted as the reason for this observation. For the final 
part of this dissertation, we undertook the problem of theoretically understanding and 
modeling this saturation behavior. Without caring about the microscopic nature of 
the exciton-exciton interaction, we solve the general problem of exciton annihilation 
driven by diffusion in 1-d. Our theoretical and numerical results are able to explain 
the experimentally observed PL saturation very well. 
1.1 Scope of the Thesis 
In chapter 2, we review the unique symmetry properties of SWNTs. We make use 
of group theory to understand the symmetry properties of different electronic states 
and the optical selection rules for the various transitions. In the next chapter, we 
discuss excitons in SWNTs and the importance of Coulomb interactions in the de-
termining the optical properties of SWNTs. Symmetry properties of the electronic 
states are extended to excitonic states and the optical selection rules are discussed. 
The inclusion of many-body and the electron-hole Coulomb interaction determines 
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the ordering of the various dark and bright excitonic levels predicted by symmetry. 
Chapter 3 discusses our main result about the observation of dark excitons in SWNTs 
by magnetic brightening. We explain our observations based on the theory of Ajiki-
Ando and Perebeinos [17, 18]. In chapter 4, we present our results on the affect of 
of acoustic phonon scattering on the emission lineshape comparing it to the known 
results for quantum dots. In chapter 5, the problem of \-d diffusion-annihilation is 
solved using the technique of first-passage time distribution of Brownian motion. We 
use the analytical result and Monte Carlo simulations to explain the recently observed 
saturation of PL at high pumping intensities. 
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Chapter 2 
Carbon Nanotubes: Symmetry and Electronic 
Structure 
Carbon nanotubes can be thought of as sheets of single layer graphite or graphene 
rolled up into a cylinder. As a result, the electronic structure of SWNTs closely 
relates to that of graphene. In order to study the electronic structure of any system 
it is instructive to first understand the various symmetry operations which leave 
the system invariant before attempting a model-dependent calculation of the band 
structure. This exercise not only simplifies the calculation to a great extent but also 
determines the conservation laws and the conserved physical quantities or quantum 
numbers which characterize the system. For example, it is a well-known that if a 
system possesses translation symmetry, linear momentum is conserved and hence is a 
"good" quantum number. Likewise, conservation of angular momentum follows from 
the rotational invariance of the system. 
In this chapter, we begin by studying the real and reciprocal space structure of 
graphene. We construct a rolled up graphene sheet to model the real space struc-
ture of SWNT while the reciprocal space structure is obtained by using the so-called 
"zone-folding" method. Next, we take a group-theoretical approach to study the sym-
metry transformations of an arbitrary SWNT with a hope of finding its conserved 
physical quantities and quantum numbers. Once the full symmetry group of SWNTs 
is obtained, we determine the corresponding irreducible representations which de-
scribe the symmetries of nanotube's electronic eigenstates. The electronic structure 
of graphene within the tight-binding approximation is used as a model to the study 
the SWNT band-structure. This approximation ignores the many-body Coulomb 
interactions between electrons which are expected to be strong in SWNTs due to 
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the ID quantum confinement. However, the purpose of this chapter is to introduce 
the model-independent symmetry properties of SWNTs and we defer the discussion 
of a more complete model which includes the many-body interactions to the next 
chapter. Prom the symmetry properties of the electronic states thus obtained, it is 
possible to determine the selection rules for transitions between them in the presence 
of a perturbation. In particular, we consider electromagnetic perturbation within the 
dipole approximation and obtain the selection rules for optical transitions between 
single-particle electronic states of a SWNT. 
2.1 Graphene: Structure 
A monatomic layer of graphite or graphene is a two-dimensional honeycomb arrange-
ment of carbon atoms. Fig. 2.1 (left) shows the graphene lattice with its primitive 
lattice vectors ax and 02 and the unit cell. As a hexagonal lattice is a Bravais lattice 
with two atom basis [19], the unit cell is comprised of two inequivalent points labeled 
as A and B. The reciprocal lattice vectors, 61 and 62, of graphene can be defined 
as Si • bj = 2Tt8ij, where <5j,- is the Kronecker delta notation. Fig. 2.1(right) shows 
the reciprocal lattice of graphene and the corresponding Brillouin zone with the high-
symmetry points r, K, and M. It should be noted that the reciprocal structure of 
graphene also has two inequivalent points labeled as K and K'. It is the presence of 
these two inequivalent lattice points in real and fc-space which makes the electronic 
properties of graphene unique. 
2.1.1 Electronic structure of graphene 
The bandstrucure of graphene is shown in Fig. 2.2, first obtained by Wallace from a 
tight-binding model [21]. The two 7r-bands meet at the K and K' points where the 
dispersion is linear [20]. Under the effective-mass approximation, electronic states 
near the K or K' point can be described by the k.p equation which turns out to 
be identical to the 2D Dirac equation for a relativistic massless electron [22]. Thus, 
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a 
Figure 2.1 : Real and reciprocal space structure of graphene. The real space lattice 
has two inequivalent points labeled A and B which give rise to similar inequivalent 
points K and K' in the reciprocal space. This key feature of graphene is responsible 
for its exotic electronic properties [20] 
the electronic bands are cones intersecting at the K and the K' points as shown 
in Fig. 2.3 with Fermi-velocity vp replacing the speed of light. The role of spin 
in the case of Dirac fermions is taken by "pseudo-spin" corresponding to the two 
components of the wavefunction describing the amplitude at the A and B sites. The 
wavefunction changes its sign or acquires a Berry phase of IT when the wavevector 
k is rotated around the K or K' points analogous to the change in phase of the 
spinor wavefunction under spin rotation [23]. In addition, the electrons have helicity 
near the Dirac points and their pseudo-spin is quantized along the direction of the 
wavevector [20]. 
2.2 Carbon Nanotubes: Structure 
A SWNT can be defined as a graphene sheet rolled up into a seamless cylinder 
such that the circumference of the cylinder is spanned by a lattice vector. This 
—t 
lattice vector is termed as the chiral vector Ch as shown in Fig. 2.5. As there are 
infinite number of lattice vectors, one can in principle obtain countless number of 
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Figure 2.2 : Electronic band structure of graphene (left) with zoomed view of Dirac 
cones near the KjK' points [20] 
nanotubes with wide-ranging diameters. However, we will be restricting ourselves 
to small diameter (~ 1 nm) nanotubes to elucidate their one-dimensional nature. 
From a symmetry point of view, nanotubes can be categorized into two types, viz., 
achiral tubes as shown in Figs. 2.4(a) and (b) or chiral tubes as shown in Fig. 2.4(c). 
Achiral tubes can either be an "armchair" type (Fig. 2.4) or a "zigzag" type Fig. 2.4 
depending on whether the lattice vector is of the form (n, n) or (n, 0) where n is 
an integer. Any other type of tube is a chiral tube whose chiral vector is labeled as 
(n, m). Chiral tubes possess chirality or "handedness" due to a helical arrangement of 
carbon atoms along the circumference which represents a screw axis. It is customary 
to characterize the nanotube by its chiral vector (n, m) with n > m > 0. It is 
straightforward to see that all inequivalent tubes can be characterized this way due 
to the six-fold symmetry of graphene. SWNTs can also be characterized by their chiral 
angle 0 and diameter dt which are given by the relations 6 = tan _ 1 (^/%m/(2n + m)) 
and dt = a\/n2 + nm + ra2/7r where a=0.246 nm is the lattice constant of graphene. 
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Figure 2.3 : Linear dispersion of graphene near the Fermi edge is just like a relativistic 
Dirac fermion. The density of states (right) vanishes at zero energy [24] 
Thus, the chiral vector Ch of a (n, m) SWNT is given by Ch = na,\ + ma,2. It can 
be easily verified that the number of lattice points d on the chiral vector of a (n,m) 
tube is given by gcd(n,m). In order to define the unit cell of a SWNT, we need to 
consider a lattice vector along the tube axis or perpendicular to the chiral vector. 
The smallest such lattice vector is called the translation vector and is denoted by T. 
The translation vector T of an arbitrary tube (n, TO) is written as T = t\ai + £2^2, 
where t\ = (2TO + n)/^d and ti = —(2n + m)/^d and 7=3 if 3d\(n — m) or 7=1 
otherwise [25]. Thus the unit cell of a nanotube is given by the rectangle formed by 
—# —* —* —* 
the chiral vector and the translation vector, Ch x T with Ch and T as the primitive 
lattice vectors. The length of the primitive lattice vectors are given as 
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Figure 2.4 : SWNTs can be classified into three categories, achiral "armchair" (a), 
achiral zigzag (b) and chiral (c). The chiralities of the the tubes shown here are (5,5), 
(9,0) and (10,5) [26]. 
\Ch\ = ndt = a\/n2 + nm + m2 
\T\ a^/3 (n
2




The number of hexagons in a unit cell of a nanotube iV can be calculated from 
the ratio of the areas of the unit cell and the hexagon and is given by 
N = 
2 (n2 + nm + m2) 
jd (2.2) 
For achiral tubes, N = 2n. As each hexagon contains 2 carbon atoms, there are 
2N carbon atoms in the unit cell of a nanotube. 
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Figure 2.5 : Nanotubes as rolled graphene sheets [26] 
2.2.1 Electronic structure of SWNTs 
—* —* 
As in the case of graphene, reciprocal vectors of SWNTs K\\, K± can be defined as 
Ch • K± = f • K\\ = 2?r and Ch-K\\=f-K± = 0. From eqn. 2.1b, we get 
|£,ll = 2tf/|f| 
\K±\ = 2/dt. 
(2.3a) 
(2.3b) 
If we assume the nanotube to be infinitely long, then K\\ is continuous. However, 
due to the periodic boundary condition imposed by the roll up process, K± can only 
take discrete values which are integral multiples of 2/dt. 
The electronic states of a carbon nanotube can be obtained from that of graphene 
by the so-called "zone-folding" method [25]. In principle, a periodic boundary con-
dition ip(f+ Ch) = ip(r), where ip(r) is the wavefunction of graphene, should be 
satisfied for the nanotube. This leads to the appearance of a phase exp(iK.C&) = 
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exp(2iriu/3) at the K-point where v = (n — ra)mod(3) for a (n,m) nanotube. This 
phase is attributed to an effective Aharonov-Bohm (AB) flux threading the tube [27]. 
Thus rolling up of graphene can be thought to subject the Dirac fermions to an AB 
flux which depends on the structure of the tube. In particular for v = 0, the flux 
vanishes recovering the case of Dirac fermions in the absence of any AB flux. Due to 
the quantization condition along the circumference, the wavevector along the circum-
ferential direction measured from the K point in the first Brillouin is quantized as 
k±(pi) = 2/dt(fi — u/3) with fi as an integer. Thus, the energy levels near the K-point 
are given as 
Ev(ti,k) = ±7y/k±(tx)* + k2, (2.4) 
where k is the wavevector along the axis of the tube [28]. As a consequence, the 
nanotube becomes metallic when v = 0 and semiconducting otherwise. The energy 
bands near the K-point is shown in Fig. 2.6 for v = 0 and 1. In §2.3.4 we will revisit 
the electronic structure of SWNTs after discussing their symmetry properties. 
2.3 Carbon Nanotube Symmetry 
Systems studied in physics, in general, possess some symmetry which is reflected in the 
symmetry of their Hamiltonian and the eigenstates. As a result, symmetry consider-
ations tell us a great deal about the system without performing any model-dependent 
calculations. In particular, degeneracies of the eigenstates, types of quantum num-
bers, conservation laws and even the selection rules in presence of a perturbation can 
be known by only studying its symmetry properties. Group theory is the mathemati-
cal tool which facilitates the quantitative study of these properties using the concepts 
of groups and representations. In this section, we study the full symmetry group of 
SWNTs using group-theoretical tools. 
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v=0 v=+1 
Figure 2.6 : Schematic electronic bands near the K-point for metallic (u = 0) and 
semiconducting v = 1 nanotubes. The label 'n' in the figure is analogous to p, in our 
notation (adapted from [24]). 
2.3.1 Line groups 
Line groups are used to describe objects which extend to infinity in one direction 
(typically labeled as the z-direction) and are also periodic in that direction [5]. Carbon 
nanotubes, due to their ID nature, are best described by line groups. Nanotubes of 
different chiralities are uniquely described by different line groups with the exception 
of armchair and zigzag tubes of the same chiral index which are described by the 
same line group. Line groups are composed of two components viz., the symmetry 
of the arrangement of the monomer along the principal or 2-axis allowing for the 
reconstruction of the whole nanotube from a single monomer, and the symmetry of 
the whole nanotube which leaves the 2-axis invariant. Thus, a line group L = ZP is 
a (weak) direct product of Z representing an infinite dimensional translational group 
arising from the arrangement of monomers along the principal axis and P representing 
the point group symmetry of the nanotube which leaves the z-axis invariant. The 
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translational group Z need not be a pure translation but in general has a screw axis or 
a glide plane. In the Koster notation, a screw translation is denoted by (Crq \ (n/q) a) 
where Crq denotes a rotation of 2irr/q about the principal axis followed by a fractional 
translation of (n/q)a along the axis with a being the unit cell length along the principal 
axis. Similarly, a glide plane T c is denoted by (uv\a/2) where av denotes a reflection 
about a vertical mirror plane. The point group P , on the other hand, is one of the 
following point groups: C„, S2n, Cnh, D n , T>nd and Dnft, where n = 1,2,- • • is the 
order of the principal rotational axis [29]. The factor-group Q = L /T where T is a 
pure translation group (I\a), is called the isogonal point group of L. Clearly, P = Q 
only if Z is a pure translation group. In such a case, L does not possess a screw axis 
and is symmorphic. As we shall see later, all SWNTs are non-symmorphic or in other 
words, possess a screw axis. Although, the isogonal point group Q is not a subgroup 
of L in general, it still gives us useful information about the electronic states near the 
r or k = 0 point. 
2.3.2 Symmetry groups of SWNTs 
To determine the full symmetry group L of SWNTs we need to find both Z and 
P . Let us first consider the effect of pure translations and rotations on SWNTs. It 
—* 
is easy to see that translations of any carbon atom by integral multiples of T leave 
the nanotube invariant by shifting the whole unit cell by |T| along the tube axis. 
These translations correspond to pure translations T of the SWNT unit cell. On 
the other hand, as there are d = gcd(n, m) lattice points on the chiral vector of a 
(n, m) nanotube, a rotation by 2TTs/d (s = 1,2,- ••) about the 2-axis should leave the 
nanotube invariant. These pure rotations correspond to translations along the chiral 
vector by \Ch\s/d on the graphene lattice and form a cyclic group Ca of order d which 
is a subgroup of the full symmetry group. 
Until now, we have only considered translations along the z-axis or perpendicular 
to it by integral multiples of \T\ and \C\/d respectively. However, as translations by 
graphene lattice vectors leave the graphene sheet unchanged, they should not affect 
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Figure 2.7 : Helical motif (left) for (6,3) tube is one-third of the unit cell shown on 
the righ. As d = 3, rotations by 27r/3 are needed to complete the unit cell from this 
motif [30]. 
the nanotube too. This is clear if one notes that a translating lattice vector which 
crosses the SWNT unit cell boundary is brought back into the SWNT unit cell through 
the periodic condition imposed by the rolling up procedure. Thus, the primitive 
lattice translations of graphene sheet are the symmetry operations of SWNTs too. It 
should also be noted that these translations are not pure translation or rotation of 
the SWNT but instead are screw translations. In general, they can be denoted by 
(Cp\qt/p), with t being the length of the SWNT unit cell, and are fractions of pure 
translation and rotation. The screw parameters, p, r and q, remain to be determined 
for each chirality of SWNT. The unit cell of a SWNT has N equivalent atoms (A or 
B) given by eqn. 2.2. As SWNTs have a C^ rotational symmetry about the 2-axis, 
there are N/d equivalent atoms in each helical "subunit" of the unit cell shown in 
Fig. 2.7. Starting from a single atom on the edge of the unit cell, one can construct 
this helical subunit by repeated applications of the screw translation (Cp\qt/p). N/d 
steps are needed to cover all the equivalent atoms in the subunit and move a distance 
of |T| = t along the tube axis to reach the other edge of the unit cell. Thus, we have 
(N/d)qt/p = t implying that q/p = d/N. At the same time, these screw translations 
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cause a total rotation of 2ir(r/p)(N/d) = I'Krjd with respect to the original starting 
position. Equivalently, we can write each screw translation as, 
* - ] ? < 4 + F f - (2'5) 
Writing z in terms of the basis vectors of graphene we get, 
z = zi&i + z2a2, (2.6) 
where z\ and z2 are coprime integers. From eqn. 2.5 we have, 
zxCh = ±fxCh 
= jjNiS! x a2). 
(2.7) 
Also from eqn. 2.6, 
(zi&i + z2a2) x {nd\ + mat) = (nz2 — mzi) x (ai x 02). (2.8) 
Eqns. 2.7 and 2.8 imply 
nz2 — mzi = d. (2.9) 
Eqn. 2.9 is a linear Diophantine equation having infintely many solutions which can 
be obtained through the Euclidean algorithm. Here we are only interested in the 
smallest Z\ and z2. 
In order to find r we rewrite eqn. 2.5 in terms of the graphene lattice vectors to 
get, 
z = -{run + ma2) + - (^  — < n + - ^ - « a j (2-10) 
From eqns. 2.6 and 2.10, 
, l i V = m - ^ ± ^ ; (2.11) 
7 
z2N = rm + ^ ^ . (2.12) 
Thus, the screw parameter r is obtained from eqns. 2.9, 2.11 and 2.12. This completely 
determines the screw axis and the translation group Z = T ^ [5]. For both armchair 
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(n, n) and zigzag tubes (n, 0), N = 2d and r = 1 with Z = T ^ . As N/d representing 
the number of graphene unit cells in the subunit of a SWNT unit cell is always greater 
than one, Z is never a pure translation T° implying that all the SWNTs have a screw 
axis and form non-symmorphic groups. 
As an example, let us consider the (7,3) SWNT. This chiral nanotube has N = 
158 equivalent atoms in its unit cell. Solving eqn. 2.9 one easily obtains z\ = 2 and 
z2 = 1 which upon substitution in eqn. 2.11 or 2.12 gives r = 47. Hence, Z = T^g. 
Likewise, for a (6,3) narrow bandgap SWNT, N = 42, z\ = z2 = 1 and r = 9, giving 
Z = T|2 . 
Having found the translation symmetry group Z, we now move on to determine 
P which is composed of point group symmetry operations for the nanotube. As 
mentioned earlier, SWNTs possess a C^ rotational symmetry but we need to consider 
all other point group symmetries to get the full symmetry group. In particular, we 
consider the symmetry operations of graphene and retain those which leave the folded 
nanotube invariant. Besides the translational symmetries, graphene possesses the a 
rotational axes of order 6 through the centers of the hexagons, order 3 through the 
carbon atoms and order 2 through the centers of the edges of the hexagons; 6 vertical 
mirror planes corresponding to the mirror symmetry of hexagons; 2 vertical glide 
planes which are perpendicular to each other as shown in Fig. 2.8. Only a rotation by 
7r leaves the 2-axis invariant and hence only two axes U, passing through the center 
of the rolled up hexagon and U', passing through the center of adjacent inequivalent 
atoms, leave the nanotube unchanged as shown in Fig. 2.9. The affect of application of 
U to a point on the nanotube expressed in cylindrical coordinates can be summarized 
as follows: 
U(p,<t>,z) = (p,-<f>,-z) (2.13) 
Furthermore, U and U' are related to each other through the primitive screw transla-
tion of the nanotube as follows: U = (C^\ (d/N)t) U'. Thus any one of them augments 
the symmetry group Cj to the dihedral point group D^ [5]. It can be easily checked 
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Figure 2.8 : The various rotational, mirror and glide plane symmetries of graphene 
(see text for details) [31]. 
that chiral SWNTs have no other symmetry operations yielding PChirai = &d or, 
Rehired = T^Drf. (2-14) 
It should be noted that the U' axis rotation is required to transform an A atom to 
its neighboring, inequivalent B atom and vice-versa. Thus, the elements of the group 
TjyDd can generate the whole nanotube from a single carbon atom. Achiral tubes 
possess additional symmetries due to the fact that there exist mirror axes parallel 
—* -* 
to their chiral vector Ch or the translation vector T, which are preserved during the 
rolling up procedure. The mirror plane parallel containing the chiral vector becomes 
the horizontal mirror plane crh when the sheet is rolled up. Likewise, the corresponding 
perpendicular mirror plane becomes the vertical mirror plane av of the SWNT as 
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Figure 2.9 : Symmetries of chiral (8,6), zigzag (6,0) and armchair (6,6) tubes (see 
text for details) [32]. 
shown in Fig. 2.9. The transform rules for ah and av is given by: 
<7h{p,<f>,z) = {p,(l>,-z) (2.15a) 
<?v(p, 0, z) = (p, -<f>, z). (2.15b) 
Besides the mirror symmetries, horizontal and vertical glide plane symmetries are also 
preserved for achiral tube as shown Fig. 2.9. By convention, only ah is considered 
as a new addition to the existing symmetry operations (T^ , C<z and U) as rest of 
the operations can be generated from their various combinations. For example, av 
= ahU; the horizontal glide plane (0/J|) = {C2d\\)<^h and the vertical rotoreflection 
axis Cida'h = avU'. Thus, the point group PacMrai is obtained by augmenting ah to 
the point group D<j to get Dd/l. Also, 
^achiral = T^Drfft. (2.16) 
Using the international notation [5], 
LChirai = LA/p22, (2.17a) 
Lachirai = l>2dd/mcm. (2.17b) 
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This completes the determination of full symmetry groups of SWNTs. 
2.3.3 Quantum numbers and electronic states 
After having discussed the various symmetry operations of carbon nanotubes, we 
are now in a position to study the various quantum numbers which arise from these 
opertions. A pure translational symmetry leads to linear momentum k being a quan-
tum number while a pure rotational symmetry leads to angular momentum quantum 
numbers \x. In the case of SWNTs, however, the case is complicated due to the 
presence of screw-axis symmetry which leads to helical quantum numbers. For such 
non-symmorphic groups, there are two types of decomposition leading to two differ-
ent sets of quantum numbers (k, fi) or the linear quantum numbes and (k, p) or 
the helical quantum numbers [26, 33]. The linear quantum number k corresponds to 
the pure translation while \L corresponds to pure rotations arising from Cd and the 
rotational part of the screw transform, CrN. On the other hand, the helical quantum 
number k corresponds to roto-translation while fi, corresponds to pure rotations. 
In our discussion, we stick to the linear quantum numbers as they are more com-
mon in the nanotube community in spite of the fact that JJL is not a fully conserved 
quantity especially when crossing the first Brillouin zone. As k corresponds to pure 
translation, the size of its range should be 2-ir/t. Indeed k lies in the interval (—ir/t, 
ir/t] where it is continuous assuming infinite length of the nanotube. The quantum 
number n however is discrete due to the quantization condition imposed along the 
circumference. There are TV such discrete numbers in the first Brillouin zone and are 
labeled —JV/2+1, . . . , +N/2. These N discrete values can be thought of as quasi-
angular momentum of the electrons and holes in SWNTs. As an example, consider 
the (8,4) nanotube which has N = 56 and therefore has \i ranging from -27, . . . , 28 
which label the 56 different bands in the first Brillouin zone. 
In addition to the translational and rotational symmetries, we also have the li-
anas in all SWNTs and mirror symmetries av/ah symmetries for achiral tubes. The 
parities corresponding to these symmetries should also be included in labeling the 
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electronic states of the nanotubes. For chiral tubes, the parity with respect to the 
[/-axis is labeled by '+ ' or '-' for even and odd party respectively. Thus, a general 
state of a chiral nanotube can be written as |fc,/z, ±) . In the case of achiral tubes, 
we need to further include the parity with respect to the mirror axes. As ah is a z-
reversing transform like the [/-axis, it is only required to label the parity with respect 
to av. The even (odd) parity states under the av transformation are labeled as 'A' 
('B'). With this convention, a general electronic state for achiral tube is written as 
\k,^A/B,±). 
2.3.4 Irreducible representations and degeneracies 
Finally, we need to consider the degeneracies of these bands which is brought about 
by the parity symmetries U and av/h- The irreducible representations of the group 
gives us the degeneracy number or the multiplicity of each band. In the following we 
closely follow Vukovic et. al [31] in order to elucidate the degeneracies arising from 
the parity symmetries. 
Chiral tubes 
1. In chiral tubes, the presence of [/-axis ensures that the states \k, //) and |—k, —/z) 
are degenerate for any k in the interior of the Brillouin zone (BZ). These doublets 
are labeled as E and states inside the BZ become ^E^. 
2. For k = 0 and n = 0, N/2 there are singlets formed with definite parity with 
respect to the [/"-axis, |0,0, ±) and |0, N/2, ±) . These singlets are labeled by A 
as
 0AQ and QA%/T 
3. The screw axis implies that for even p, at k = n/t there are additional singlets 
\ir/t, - p / 2 , ±> and \n/t, (N - p)/2, ±) or n/tAtp/2 and n/tAfN_p)/2, where p is 
the same as in eqn. 2.17 [32]. 
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Achiral tubes 
For zigzag tubes (n,0) and armchair tubes (n,n), N = 2n and so \i ranges from —n+1, 
. . . , n. 
1. For n = 1, . . . , n-1 and k inside the BZ, the states \k, /J), | — k, fj), \k, —/J.) and 
| — k, —fj) are degenerate giving rise to four-fold degeneracy labeled as G and 
the states inside the BZ become ^G^. 
2. At /i = 0, n, the states possess definite parity with respect to av and the 
degeneracy is reduced to two-fold, kE0L . In addition, for zigzag tubes the B 
parity is not present while for armchair tubes \x = 0 and \x = n have opposite 
parities, A and B. 
3. For k = 0 and /J, = 0 and n, singlet states o^j/„ a n d o ^ , n are formed. For 
zigzag tubes the odd parity state under av, B is not present while for armchair 
tubes the odd parity state under the ^-reversal, '-' is not present. The zigzag 
tubes have an equal number of '+ ' and '-' states just as the armchair tubes have 
an equal number of A and B states. For the remaining values of fi, the states 
|0, ix, ±) and |0, — //, ±) are doubly degenerate (oE^). 
4. At k= ir/t for /j, € (0, n/2), four-fold degenerate states \ir/t, / / , ) , \Tv/t, — /J,, ), 
\n/t, n-fi,) and \7r/t, /x-n,) appear {n/tG±fl/±(n-.ll)).ForiJ, = 0 and n, \7r/t, 0, A/B) 
and \7r/t,n,A/B) are degenerate. In addition, for even n \n/t,n/2,±) and 
\n/t, —n/2, ±) are doubly degenerate. 
This completes the discussion of electronic states of SWNTs including their struc-
tural symmetry-based degeneracy. Any additional degeneracy in the electronic states 
comes from the additional symmetry of the model-based Hamiltonian. As an exam-
ple, Fig. 2.10 shows the electronic bands for chiral and achiral tubes, reflecting the 
above-mentioned degeneracies [31]. 
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Figure 2.10 : Electronic bands for (a) chiral(8,2) tube and achiral, zigzag (10,0) (c) 
and armchair (10,10) (d) nanotubes obtained from symmetry of nanotubes (see text 
for details). Dark circles represent four-fold degeneracy, open circles represent double 
degeneracy while open boxes represent non-degenerate states [31]. 
2.3.5 Selection rules 
The symmetry properties of the eigenstates of the system and that of the external 
perturbation coupling the states plays an important role in determining the selection 
rule. In this section we restrict ourselves to the electromagnetic perturbation under 
the dipole approximation which describes very well the interaction of light with matter 
in order to study the optical selection rules. 
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Let us label the j t h electronic state of nanotube as \kj, fij, IL;), where II denotes the 
various parities. Let P(k, fi, II) be the external perturbation transforming under the 
line group of the nanotube. The integral (fcj, /i;, ILJP(A;, fj,, Tl)\kf, ^ / , 11/) determines 
the selection rule. In optical transitions, the linear momentum of light is negligible 
or k = 0. Light polarized parallel to the nanotube axis has odd parity with respect 
to the J7-axis and is invariant under all other transformations and thus transforms as 
o ^ . Light polarized perpendicular to the axis of the nanotube transforms as x and 
y vectors or the two-dimensional
 0Ei for chiral tubes and 0E^ for achiral tubes [34]. 
Using this fact, selection rule for linear momentum imply ki = kf irrespective of the 
polarization. The quasi-angular momentum selection rule for light polarized parallel 
to the tube axis is /z; = /// while for light polarized perpendicular to the tube axis it 
becomes fa = /// ± 1. If the electronic states have definite parities, light polarized 
parallel to the tube couples states with opposite (same) parities with respect to the 
U-axis (av) while light polarized perpendicular to the tube couples states with same 
parity with respect to the the [/-axis and no restriction is imposed for the av par-
ity. Table 2.3.5 summarizes the optical selection rules for nanotubes for band-band 
transitions. The irreducible representation decomposition of most common tensors 
for chiral and achiral nanotubes is discussed in Ref. [31]. 
Table 2.1 : Optical selection rules for parallel and perpendicular polarization 
Parallel case (||) 
o^o 
A& = 0 
Afi = 0 
u.y = uny 
n^ = wf
v 
Perpendicular case (J_) 
o-Ea (chiral) or
 0i?i" (achiral) 
Ak = 0 
A^ = ±l 
nf = ny 
No restriction 
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The electronic states discussed so far model-independent and simply follow from 
the symmetry-based properties. Even the electronic energies discussed in this chapter 
were calculated from tight-binding model for the sake of illustration of salient features. 
In reality however, due to the strong quantum confinement of electrons in SWNTs, 
many-body electron-electron are extremely important and determine the actual en-
ergies of quasi-particle states. It should be noted that the number of bands and their 
degeneracies are in general robust even in the presence of these strong Coulomb inter-
actions. In essence, symmetry tells us about the number and multiplicity of electronic 
(or quasi-particle) states whereas as inclusion of many-body interactions determines 
their absolute energies and their relative arrangement in energy space. In the follow-
ing chapters, we will be focusing on the optical properties of SWNTs arising from 
excitation across the band-gap and thus in addition to including the electron-electron 
interactions, one also needs to include the Coulomb interaction between the electron 
and its hole for a complete description. 
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Chapter 3 
Excitons in Carbon Nanotubes 
All non-metallic solids have an energy gap between their ground and excited states 
which ranges from meV to several eVs. As a result, light with energy smaller than this 
gap can not interact with such solids, at least in the linear regime of interaction. When 
light of sufficient energy is incident upon a semiconductor or an insulator, excited 
states consisting of an electron and its hole, correlated by Coulomb interaction, are 
created. Such an elementary excitations are called excitons and represent quantum 
of electronic polarization created through light-matter interactions [35]. Due to their 
similarity with hydrogen atom, excitons are often considered as quasi-hydrogenic 
entities having discrete energy level. However, essential differences from hydrogenic 
picture arise in solids due to factors such as presence of other interacting electrons, 
lattice vibrations or phonons and complicated electronic band structure due to lower 
symmetry. All these factors make the study of excitons a many-body problem. 
3.1 Excitons in Solids 
To think of exciton as elementary excitations of non-metallic solids, let us first con-
sider the case of a single atom. When light is incident on it, the electric field of the 
light induces a polarization of atom which can be thought of as mixing of even and 
odd parity states at least in the linear regime [36]. After the removal of light, this 
polarization oscillates with frequencies un = (Enp - Eis/h where Enp is the energy 
of the odd parity p states and Eia is the even parity ground state. Thus, the ele-
mentary excitations of polarization can be thought of as excitations to higher states 
with different parities. In solids, one considers a lattice of such atoms and the exci-
tation in one atom couples with the neighboring atoms leading to the propagation of 
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excitation energy from atom to atom. This picture of propagating wave for excitons 
was first conceived by Prenkel and the corresponding elementary excitation is called 
a Frenkel exciton [37]. In a seemingly unrelated fashion, Wannier described excitons 
by "atomic" wavefunctions and came up with a description which highlighted the 
hydrogenic structure of electron-hole pair created by photoexcitation. Indeed, both 
theories are valid with Frenkel exciton used to describe an electron-hole pair which is 
localized to a single lattice site whereas Wannier exciton is more delocalized having 
a larger diameter. Hereafter, we will be dealing with only Wannier excitons which 
describe the excitons in .SWNTs better. When taking about Wannier excitons when 
often resorts to a Rydberg states which eventually merges with the ionization con-
tinuum. The edge of this continuum can be thought to be the bare band gap Eg as 
ionization would be creation of completely free electron and hole pair across this gap. 
The bound or Rydberg states, on the other hand, have energies Eg - En where En 
is the binding energy of the n-th bound state. The mass m used in calculating this 
energy should be taken as the electron-hole reduced mass while the dielectric constant 
£0 should be replaced by the crystal dielectric constant er. Since the er is larger in 
solids, the binding energy of most excitons is much smaller than for hydrogen atom, 
often ranging from tens to hundreds of meV. In this sense, the Wannier exciton has 
many degrees of freedom including the translation of the center of mass, relative mo-
tion of electron and hole and internal degrees of freedom such as spin. These degrees 
of freedom lead to various quantum numbers such as K, the linear momentum of the 
center of mass. This analogy to hydrogenic atoms should however, be used with care 
as mentioned earlier. In the presence of band degeneracies, spin-orbit interaction, 
and symmetry breaking perturbations, there is significant mixing of states and the 
hydrogenic-type quantum numbers may not remain good [35]. 
3.2 Excitons in SWNTs 
Owing to their lower dimensionality, excitons in SWNTs are supposed to have stronger 
Coulomb interaction and thus larger binding energy. Indeed, in an ideal \-d hydro-
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genie atom, the binding energy is singular [8]. This singularity is removed in real 
system due to finite diameter effects, nonetheless an increase in binding energy is still 
expected. Theoretical and experimental predictions for the binding energy of excitons 
in SWNTs lies in hundreds of meV which is a significant fraction of their bare band 
gap [9, 11, 12, 13]. In addition, in SWNTs there are valley degeneracy owing to their 
symmetry which must be considered while describing excitons as they lead to further 
excitonic degeneracies and fine structure [9, 10]. 
In order to correctly describe excitons in SWNTs, one needs to first go beyond 
the non-interacting picture of tight-binding model to include the many-body Coulomb 
interactions between the electrons. Next, the Coulomb interaction between the renor-
malized electron and hole (or quasi-particles) needs to be considered which leads to 
bound excitonic states. The spin and valley degeneracy also determine the excitonic 
structure. As an exciton comprises of two identical s = 1/2 particles, their exchange 
interactions and singlet/triplet spin states naturally follow. A study of excitonic 
symmetries is important in understanding their fine structure and selection rules. 
3.2.1 Electron-electron interactions 
There is no straightforward way to solve the full many-body problem for any sys-
tem and this is in fact one of the most challenging problems of condensed matter 
physics. There are however, various approximations which are often used to describe 
systems which not strongly modified by electron-electron interactions. The simplest 
and yet most common approximation is the so-called Hartree-Fock approximation 
(HFA) which considers an effective or mean-field from arising due to the N-l elec-
trons as seen by an electron. Due to symmetry reasons, this field is assumed to be the 
same for all the electrons. In addition, the fact that electrons obey Pauli exclusion 
principle and the many-body wavefunction must be anti-symmetric combination of 
single particle wavefunctions is used. This approximation works well in most cases 
as the screening arising from the other electrons is effective and more importantly 
due to the fact that Pauli exclusion principle dominates over other interactions. All 
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other interactions beyond the HFA are collectively termed as "correlations". In a 
more general approximation called the quasi-particle approximation due to Landau, 
as long as the many-body interactions are turned on adiabatically, there is a one-to-
one correspondence between the interacting and the non-interacting case called the 
adiabatic continuity. The electrons renormalized due to the interactions are termed 
as quasi-particles. As long as the lifetime of these quasi-particles is long enough, this 
approximation is valid and Pauli exclusion principle dominates over electron-electron 
interactions. This is the essence of Fermi-liquid theory which is able to explain wide 
variety of phenomena in solids [19]. However, strong correlations can lead to the 
breakdown of this theory as in the case of an ideal ID fermionic system which is 
described by Tomonaga-Luttinger liquid theory [38]. 
The case of semiconducting SWNTs has been theoretically studied under the HFA 
or the quasi-particle approximation and have been found to explain the experimen-
tal observations very well [9, 11, 39, 40]. Here we briefly discuss the quasi-particle 
approach which is used to obtain the quasi-particle spectra in nanotubes as a step 
to calculating excitonic spectra by including the electron-electron interactions [41]. 
The interactions beyond the Hartree term are lumped into the self-energy E and the 
Schrodinger's equation for quasiparticle wavefunction \^p)becomes 
[Ho + Z(E%p)MP) = E%p\^p), (3-1) 
where H0 is the Hartree Hamiltonian given by H,o = T + Vi^ + VHartree- The ex-
change and correlation terms are included in the self-energy. The self-energy is then 
calculated within the GW-approximation as, 
E = iGiW. (3.2) 
Here G\ is the single-particle Green's function which is calculated from the density-
functional theory (DFT) under the local density approximation (LDA)and W is the 
screened Coulomb potential. The calculation of W involves calculating the dielectric 
function e(q) using the unscreened Coulomb potential i;(q) which is assumed to be 
given by the Ohno potential for ID materials [10]. 
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3.2.2 Electron-hole interactions and the Bethe-Salpeter equation 
As a final step in calculating excitonic spectra, we need to include the quasi-electron 
-hole interactions which is done by calculating the two-particle Green's function. The 
equation of motion of such a two-particle Green's function is called Bethe-Salpeter 
equation in general. Following the discussion of Ref. [41, 11], the Bethe-Salpeter in 
its final form is, 
(Eck - Evk)Asvck + £ {vck\Keh\v'c'k')Asv,clk, = SlsAsvck, (3.3) 
•y 'c 'k ' 
where A%ck is the exciton amplitude and Keh is the electron-hole interaction kernel. 
We see from the above equation that the excitonic wavefunction is a linear combina-
tion of all the quasi-particle k states which are mixed due to the Coulomb interaction. 
As a result, the exciton can be localized in the real-space as we shall see later. The 
electron-hole interaction kernel is given by 
Keh = Kd + 26sKx, (3.4) 
where Kd is the direct term while Kx is the exchange term of the electron-hole inter-
action [41, 39, 42]. The direct term has the screened attractive Coulomb interaction 
tu(r) which leads to formation of bound excitonic states whereas the exchange term 
has the bare Coulomb interaction v(r) which determines the singlet-triplet splitting. 
6s is 1 (0) for singlet (triplet) and thus spin-singlet states are at higher energy than 
triplet states. 
3.2.3 Symmetry of SWNT excitons 
In the previous section we observed that Coulomb interaction of electron and hole 
causes the excitonic wavefunction to be a linear combination of all the electron and 
hole states. The coefficients of this linear combination is given by solving the Bethe-
Salpeter equation 3.3. However, there is another way of looking at the excitonic 
wavefunction which relies on our intuition that the wavefunctions are hydrogen-like 
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and the assumption that e-h interaction only mixes the bands contributing to a given 
van Hove singularity (vHs) [43, 44]. This approximation is called the effective-mass 
approximation (EMA) under the envelope function approach. We can make a wide 
variety of predictions about the excitonic states with this powerful technique, many 
of which have been experimentally verified. Following Knox [45], the EMA exciton 
wavefunction can be written as 
tfMA(fe, fk) = J2 AehUnWdrDF^Ze - zh). (3.5) 
Vi,Ci 
Here i denotes the ith vHs and Fv is the envelope function which can either be even 
(even v) or odd (odd v) under the z-reversing transformation. The v = 0 state can 
be thought of as the hydrogenic s-state and so on. 
The symmetry of the EMA wavefunction is same as that of the exact wavefunc-
tions. Thus, the irreducible representation (IR) of the excitonic wavefunction is just 
the direct product of the IR of electron, hole wavefunctions and the envelope wave-
function [43]. As we already know about the IR of electron and hole eigenstates for 
chiral and achiral nanotubes, we can easily find the corresponding IR of the excitonic 
wavefunction. For v = 0, Fv represents the fully symmetric state 0AQ whereas for 
odd v Fv is odd under [/-axis and transforms as o^o • 
Let us consider the first excitonic states commonly called as the "En" exciton from 
the single-particle interband transition notation. For a general chiral tube, the band 
edge occurs inside the BZ say at ko and corresponding states are doubly degenerate 
koEn and _fc0£LM (§ Chapter 2). Thus for v = 0 the IR for the excitonic state is given 
as 
( fco^) ® i-koE-y) ® (0A+) = (0A+) + (o^o") + (fc'^y) • (3-6) 
To understand the above equation we note that we start with 2 doubly degenerate 
bands with linear momentum ±&o and quasi-angular momentum ±//. Thus we should 
have 4 bands after multiplication (not taking into account the degeneracy). Indeed 
we see that there are 4 bands on the RHS as E is doubly degenerate. The linear and 
quasi-angular momentum can add up to give 0 or ±2fc0, ±2/i implying k' = 2ko and 
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fi' = 2fi. In the event that 2ko crosses the BZ, it needs to be brought back inside by 
modulo (7r/t) and likewise for the case of 2[i. Thus we end up with 4 excitonic levels 
due to the double degeneracy of electron and hole bands. One of these bands is fully 
symmetric OAQ, one is odd under {/-transformation QAQ whereas as the remaining two 
are doubly degenerate with finite momenta (linear and angular). It should be noted 
that the IR of F0 is fully symmetric and its multiplication does not alter anything. 
If ko = 0, the electron and hole states are still doubly degenerate (unless /i = 0 and 
N/2) and we still obtain 4 excitonic states except now there are no finite momenta 
excitons. For odd u Fu transforms as o^o" and thus we need to substitute this IR in 
the LHS of eqn. 3.6 which just exchanges the first two terms in the RHS. Thus for a 
general chiral tube, p-like state will also have same decomposition as eqn. 3.6. 
Next, let us consider the case of achiral tubes. For zigzag tubes, the band edge 
occurs at ko = 0 and the states are doubly degenerate oE^ with '+ ' ('-') sign for the 
conduction (valence) band. The corresponding IR decomposition for excitonic states 
reads as 
{OE;) ® (0E;) ® {oAt) = (0Ao) + {oBo) + (o£y) • (3.7) 
Thus we again get four excitonic states: singlets of opposite parities with respect to 
av parity and a doublet with finite quasi-angular momentum, all with odd U-axis 
parity. For odd v we obtain 
(o£+) ® (oE~) 0 M o ) = Mo + ) + (o£0+) + ( o £ j ) , (3.8) 
which implies that all four excitonic states have even parity with respect to the U-axis. 
For the case of armchair tubes, the lowest bands cross at K and K' points and 
are doubly degenerate \^En' . For bands lying at higher energies, the states are 
four-fold degenerate fc0GM and thus would lead to 16 excitonic states (spin-singlets) 
upon mixing as shown below 
(fe0G>) ® UoGg ® (0A+) = (0Bo~) + M o ) + M J ) + M o ) + (uE$) + (k,E*) 
+ (o-^y) + (o-Ey) + (yEn-pi) + (-fc'-Eft-p') • 
(3.9) 
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The same decomposition holds good even for odd v. Fig. 3.1 shows the schematic 
excitonic states in chiral and achiral tubes. The above discussion of excitonic states 
did not consider the spin degree of freedom of the participating electrons and holes. 
However, as for the case of two spin 1/2 particles, both spin-singlets and spin-triplets 
are expected to arise with number of triplet states being 3 times that of the singlet 
states. Thus, for a general chiral tube and zigzag tubes, we expect as many as 16 
excitonic states (4 + 4x3) for each band-band transitions. For armchair excitons 
there would be as many as 64 excitonic states for each transition. 
3.2.4 Dark excitons and selection rules 
In the preceding section we found that there are in general many excitonic states 
for a particular band-band transition due to the various symmetries (parities) and 
spin degeneracy. However, many of these excitonic states are not optically accessible 
and are "dark". For example, all the spin-triplet states (S = 1) are optically not 
allowed as they would involve creation of spin which is not possible in SWNTs due 
to negligible spin-orbit coupling. Thus all the triplet excitons are dark excitons. For 
spin-singlet states let us consider apply the selection rules listed in Table 2.3.5. For 
a general chiral tube we see from eqn. 3.6 that there exists only one excitonic state 
which transforms as
 0AQ and is optically active or "bright" excitonic state. The rest of 
the singlet excitons are dark due to parity, linear and quasi-momentum conservation 
rules. The excitonic states with finite linear and quasi-angular momentum are also 
called "indirect" or "intervalley" excitons as they arise from electron and hole in 
different valleys (ko and —ko). For the higher energy Rydberg states corresponding 
to v > 0, we note that the IR decomposition remains the same and hence there is one 
bright exciton even for p-like excitonic states. This is unlike the hydrogen atom case 
where p state is dark. However, it is believed that such p-like excitons would have very 
low oscillator strength and can be considered as dark for all practical purposes [43]. 
Equation 3.7 tells us that even for zigzag tubes, there is only one bright excitonic 
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Figure 3.1 : Schematic electronic bands and symmetries for: (a) chiral (n, m); (b) 
zigzag (n, 0); and (c) armchair (n, n) nanotubes and for their respective excitonic 
bands (d), (e) and (f). The electron, hole and exciton states at the band edges are 
indicated by a solid circle and labeled according to their irreducible representations. 
Different line types and colors in this figure are related to bands with different sym-
metries. Thick (black) solid lines correspond to the ^E^ representation, the blue 
(thin) solid lines correspond to OAQ excitons while the cyan (thin) dashed lines cor-
respond to the QAQ excitonic states. In the case of armchair nanotubes, the bands 
which transform as the ^E^ and \.E^ representations are shown using a red dot-dash 
pattern [26]. 
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there is no bright exciton unlike chiral tubes. For armchair nanotubes, we see from 
eqn. 3.9 that 2 out of the 16 possible singlet states are bright. It should be noted that 
armchair tubes are metallic and the excitonic states are expected to be short-lived. 
In the following, unless otherwise mentioned, a dark exciton would refer to the 
spin-singlet dark exciton with vanishing linear and quasi-angular momenta. 
3.2.5 Exciton fine-structure 
As mentioned earlier, symmetry of the nanotube tells us about the number of exci-
tonic states, their degeneracy and whether they are optically active or not. It is the 
Coulomb interaction which mixes and orders these excitonic states in energy. The 
Coulomb interaction has both intervalley mixing and electron-hole exchange terms 
which leads to exciton fine structure. We have seen earlier that the spin-triplets lie 
at a lower energy than the spin-singlets and the splitting between the two is the 
electron-hole exchange energy. A detailed theoretical study has been performed by 
Ando [10], Spataru et al. [46], Perebeinos et al. [47] among others. Fig. 3.2 illustrates 
schematically the predicted order of excitonic states for the lowest energy exciton in a 
general chiral tube (dispersion is not shown) [10]. We see that the lowest energy sin-
glet exciton is the dark QAQ exciton whereas the bright exciton lies at higher energy. 
Also the triplet states are all three-fold degenerate and lie below the singlet states 
except for the odd parity triplet state which is degenerate with the bright exciton. 
This degeneracy is due to the fact that the exchange interaction vanishes for the odd 
parity singlet exciton [48]. The finite momenta states in the case of a general chiral 
tube lie at higher energies with respect to the zero-momenta states and are optically 
inactive. The splitting between the spin-singlet dark and bright exciton of vanishing 
momenta is determined by the inter-valley exchange and direct term [48, 10]. The 
fine structure of excitons plays an important role in various optical processes such as 
absorption, emission, Raman processes, etc. Wang et al. have explored the higher 
v states of excitons using two-photon spectroscopy in order to provide evidence for 






Figure 3.2 : Schematic energy level diagram for excitonic fine structure, s (t) labels 
the spin-singlet (spin-triplet) states; subscripts '+ ' , and '-' stand for even and odd 
states with respect to U transform while T denotes the finite momenta indirect 
excitons. The thickness of the levels represents the degeneracy of each level (see text 
for details). 
fine structure is poorly understood. In particular the relative ordering of the vari-
ous excitonic levels including their absolute energies is not fully studied. Recently 
there have some studies done to understand the finite momenta excitonic states using 
phonon sideband optical spectroscopy [49]. In the following chapter we present our 
experimental studies done to study the lowest energy spin-singlet excitons of vanish-
ing momenta. We not only obtain the relative order of these states but also measure 
for the splitting energy between these dark and bright excitonic states. We have used 
the the technique of magnetic brightening which relies on symmetry breaking via 
the Aharonov-Bohn effect to "brighten" the dark exciton. This is discussed in the 
following section. 
3.3 Aharonov-Bohm effect and Magnetic Brightening 
In this section we study the effect of a magnetic field parallel to the nanotube axis 
such that there is a finite magnetic flux <f> threading the nanotube cross-section. 
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This problem was first studied by Ajiki and Ando who found that the band gap of 
the nanotube oscillates as a function of (f> with a period given by 0o = ch/e, the flux 
quantum [28]. To understand this effect, recall that the wavefunction of the nanotube 
around the .ftT-point can be expressed as 
tf(tO = Yl **(*0«W). (3-10) 
j=A,B 
where F (\I>) represents the envelope (Bloch) part. Under the k.p approximation, 
these envelope function satisfy the 2D Dirac equation for a massless fermion 7(<r.k)F(r) 
= EF(r) near the if-point [50]. Here a is the 2D Pauli matrix and k = —iV. The 
electronic states of nanotubes can be obtained by imposing the periodic boundary 
condition if)(r) = ip(r + C&). The Bloch part now acquires a phase according to 
VjK(r + Ch) = VjK(r)exv(iK.Ch) 
(3.11) 
= VjK(r)exp(2iiru/3) 
where v = n—m mod 3. Similarly, the envelope function acquires an opposite phase of 
exp(—227TZ//3). Thus the momentum along the circumferential direction is quantized 
as k±(fi) = 2/dt(fj,—u/3) with /j, as an integer (see §2.2.1). For K' = —K point, v must 
be replaced by —v. A magnetic field parallel to the tube axis can be expressed by its 
vector potential A = ( ^ - , 0 J . In addition the k becomes — iV + J^A implying the 
magnetic field changes the momentum along the circumferential direction to k±(n, 4>) 
= 2/dt{n — u/3 + •$-). As the band dispersion near if-point is given by eqn. 2.4, the 
effect of a parallel magnetic field is to shift the energy bands in the direction of k±. In 
other words, the cutting lines are continuously shifted with increasing magnetic field. 
As a result, the band gap of the nanotube oscillates with (f> due to the Aharonov-
Bohm (AB) phase coming from the vector potential A. To extend this idea even 
further, one can think of the phase due to the boundary condition, exp(2i7rz//3), to 
also arise from an effective vector potential or AB flux due to the rolling up process of 
a graphene sheet. Thus, metallic tubes enclose no AB flux whereas semiconducting 
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Figure 3.3 : Oscillatory behavior of band gap as a function of (j>. Notice that K and 
K' points move in opposite directions [24] 
K and K' points in the the presence of a magnetic field. As can be seen from the 
figure, the behavior of K' point is opposite to that of the K point in that they shift 
in opposite direction with the AB flux. This is because the value of v to be used is 
opposite for K' point. Likewise the behavior of v = -1 nanotube is opposite compared 
to the v = 1 nanotube as expected. 
The effect of magnetic field can also be thought of as that of a symmetry-breaking 
perturbation. The presence of magnetic field breaks the time-reversal symmetry of 
in other words the symmetry imposed by the U-axis. Thus k and — k are no longer 
degenerate and the double degeneracy of ^E^ bands is lifted. In particular, the 
degeneracy between K and —K=K' valley is lifted by the presence of the AB flux. 
As the magnetic field is continuously swept, K-K' degeneracy is achieved for three 
values of (f) when the total AB flux (including the effective flux) is corresponds to the 
i/ = -1 , 0 , +1 case. However, a very large magnetic-field is required to see a full 
oscillation of band gap even for moderate diameter nanotubes. Let us now consider 
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Figure 3.4 : Spin-singlet and triplet exciton energy levels as a function of (j> [10]. 
the effect of AB flux on the excitonic transitions. One can expect that due to the 
lifting of K-K' valley degeneracy, the quasi-particle bands which make the exciton 
are no longer doubly degenerate fc£^ for a general chiral tube. In addition, as the 
K and K' points move in the opposite directions, the direct KK and K'K' excitons 
are no longer degenerate and do not cross. Recall that degenerate direct excitonic 
states are mixed by the Coulomb interaction to get antisymmetric or odd under U-
parity (bright) and symmetric or even under C/=parity (dark) excitons. When the 
AB splitting dominates over this Coulomb mixing, the direct KK and K'K' excitons 
are expected to be recovered. The indirect excitons (KK' and K'K) are expected to 
behave independently of the flux due to the equal but opposite shifts of K and K' 
valleys, at least in the lowest order. Fig. 3.4 illustrates these key effects of AB flux 
on excitonic states. In addition to the shift in the values of excitonic energies, the 
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Figure 3.5 : Calculated optical intensity of spin-singlet exciton energy levels as a 
function of <f> [10]. 
oscillator strengths of the dark and the bright States are affected by the AB flux. To 
understand this, recall that dark exciton is optically inactive due to the fact it has 
even {/-parity and thus the matrix element of the dipole interaction term between 
the ground state and the dark state vanishes. In presence of the magnetic field, this 
definite parity is lost the dark exciton is "brightened". Eventually when magnetic field 
dominates the Coulomb mixing and KK, K'K' direct excitons are recovered, we get 
two completely bright excitonic states. Fig. 3.5 shows this a numerical simulation of 
this behavior. This "magnetic brightening" relying on the competition of AB flux and 
Coulomb mixing can be used to observe the dark exciton and determine its relative 
position with respect to the bright exciton. As mentioned earlier, in the following 
chapter we provide experimental evidence for the existence of dark excitons. 
42 
Chapter 4 
Observation of Dark Excitons 
Photoluminescence (PL) spectroscopy is a powerful technique to study electronic 
structure of semiconductors and insulators. In addition to determining the band 
gap which is the fundamental energy scale in such materials, it also enables us to 
study various elementary excitations in solids such as excitons, phonons, etc and how 
they interact with one another. It also offers insights into the various relaxation 
mechanisms by which such elementary excitations relax back to ground state. When 
performed at low temperatures, PL spectra can also give us valuable information 
about various defects and impurity levels that are inherently present in any solid [51, 
52, 53]. 
In essence, the technique consists of perturbating a material with electromagnetic 
interaction (photons) at energies higher than its band gap thus creating real carriers 
(electron-hole pair) or elementary excitations (excitons, etc) which relax by emitting 
photons. This emission of photons by the process of recombination is termed as pho-
toluminescence. This PL can be spectrally and/or temporally resolved to get the 
required information about the energy levels and other dynamical processes taking 
place in the material. The presence of a direct band gap is essential for relaxation to 
take place radiatively, that is with emission of photons. However, even in many indi-
rect band gap materials like Si, often PL is observed from impurity levels. It should 
be noted that the photon energy could also be lower than the band gap and in such 
a case, the real carriers or elementary excitations are created through a multi-photon 
process via virtual levels. Such a technique is called multi-photon PL spectroscopy. 
Experimentally, one uses a light source, typically a laser to excite carriers across the 
band gap and the collected PL is sent to a spectrometer and a detector with ap-
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propriate spectral response to be analyzed. In this sense, PL spectroscopy gives us 
frequency domain information about the excitation and relaxation process. Indeed, 
the lineshape of the spectra is just the Fourier transform of a certain decaying phys-
ical quantity, such as polarization, and contains a wealth of information about the 
relaxation process. In addition, PL can be studied as a function of excitation energy 
and such a technique is called PL-excitation (PLE) spectroscopy. PLE spectroscopy 
is similar to the absorption spectroscopy, at least in the case of thermalized carri-
ers [54]. One can also imagine combining far-field microscopy with the conventional 
PL spectroscopy to study semiconductor nanostructures, including nanotubes. The 
spatial resolution which can be achieved is only limited by diffraction. Although in-
dividual nanostructures may not be resolved spatially, their spectra can be measured 
if they are spatially separated by a distance greater than the spatial resolution of the 
microscopy system. This type of spectroscopy called \x-PL spectroscopy on SWNTs 
is the main focus of this work, something about the power of /U-PL spectroscopy. 
4.1 Previous PL measurements on SWNTs 
PL spectroscopy was used to study the optical transitions of semiconducting SWNTs 
for the first time by Bachilo et al. after dispersing in surfactants to individualize 
them [7]. It was found that the PL from SWNTs of different chiralities was dif-
ferent as was theoretically predicted. In addition, PL seemed to peak at certain 
excitation energies and this was initially explained to be originating from sharp 1-d 
van Hove singularities however, later experiments confirmed the spectra to be ex-
citonic as expected due to strong Coulomb interactions. Using PL emission and 
excitation energies as signatures, chiralities could be assigned to various nanotubes. 
The emission linewidth was found to be tens of meV for ensemble of tubes with 
the same chirality. Before long, PL spectra from single SWNTs was measured with 
much sharper linewidths. It was also found that the electronic structure of carbon 
nanotubes is extremely sensitive to their local environment, affecting their emission 
energy even within tubes of the same chirality [55, 56, 57]. Such inhomogeneity 
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can only be probed by single-molecule type spectroscopy such as /u-PL spectroscopy 
which reveals the intrinsic nature of nano-sized objects. //-PL spectroscopy spec-
troscopy done at low temperatures showed ultra-narrow linewidths ~ 1 meV along 
with other single-molecule spectroscopy features such as "blinking" or intermittency 
of PL and spectral wandering or diffusion of PL spectra [57]. This blinking was found 
to be absent in nanotubes which were suspended and not surrounded by any media, 
suggesting fluctuating environment as a possible cause for such behavior. Blinking 
and spectral diffusion is a general feature of single-molecule spectroscopy and has also 
been observed and extensively studied in other nanostructures such as quantum dots 
and quantum wires [58]. Another interesting observation regarding the PL of SWNTs 
is that their emission is polarized only along the tube axis. This is expected from 
their geometrical anisotropy and depolarization effects and was observed using ^-PL 
spectroscopy [59]. In addition, there have been several reports on the observation of 
phonon-sidebands in PLE spectroscopy of SWNTs [60, 61]. Such sidebands should, 
in principle, be observable in PL too however, there have been not been many reports 
about it. 
4.2 Low temperature /i-PL: Experimental results 
In this section, we present our results on the low temperature PL spectroscopy of 
SWNTs done using our home-built /i-PL spectroscopy system. The excitation was in 
the energy range of E22 excitonic manifold while the PL was originated from the E u 
exciton. 
4.2.1 Experimental Setup 
A tunable Ti: Sapphire laser is used as the excitation source with tuning range of 760 
nm - 850 nm. It is operated in continuous-wave (CW) mode with output power of 
up to 600 mW at 800 nm. In addition, we use fiber bundle illumination sources for 
general purpose lighting. After filtering the laser using appropriate bandpass filters, 
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it focused on the sample either in the transmission geometry (back illumination) or 
reflection geometry (front illumination). In the transmission geometry, the laser is 
either normally incident or at an angle after getting focused by a short focal length lens 
to obtain a focal spot of ~ 60 /j,m at the sample position. In the reflection geometry, 
the laser beam is first defocused using a telescope arrangement and then reflected by 
a beamsplitter before it finally gets focused by an objective lens to a spot size of ~ 
30 ^m. The objective lens used is an infinity-corrected 50X near-infrared Mitutoyo 
objective with a working distance of 17 mm and a numerical aperture (N.A.) of 0.42. 
This long working distance is required to image the sample which is mounted inside 
of a liquid helium flow cryostat. The cryostat is specially designed for microscopy 
applications with low thermal drift and vibration and can cool the sample down to 
liquid helium temperatures. The cryostat itself is mounted on a 2-axis motorized 
stage with 100 nm resolution to position the required sample area in the field of 
view of the objective lens. The PL from the sample is emitted in all the directions 
and a part of it which is within the (N.A.) of the objective lens is collected. The 
PL is then imaged on to the entrance slit of a 300 mm focal length, triple grating 
spectrometer using a 200 mm focal length plano-convex lens. In the case of reflection 
geometry, the PL goes through a beam splitter before getting focused on the slit. In 
order to block any reflected laser light from entering the spectrometer, appropriate 
long-pass filters are used. A 300 g/mm grating blazed at 1 //m is used to disperse the 
PL spectra before it is detected by a liquid nitrogen cooled 2D InGaAs focal plane 
array (FPA) with 320x256 pixels. This detector is sensitive to light in the range of 
900 - 1600 nm. In order to perform polarization dependent studies, half waveplates, 
quarter waveplates and polarizers are used to control the polarization of the laser and 
the emission independently. This setup is versatile enough to use other laser sources 
such as laser diodes, Nd:YAG lasers and other detectors such as Si CCD to cover a 
vast spectral range in both excitation and emission. Moreover, it can also be used to 
study /Li-Raman spectra of SWNTs too using appropriate filters. The magnification 
of the setup was characterized by illuminating a USAF resolution target with known 
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pattern dimensions using fiber lamp imaging it using a 1/3" Si CCD. Next, the spot 
size of the laser was measured relative to the known calibration. 
4.2.2 Sample 
The SWNTs used in our experiments where HiPco carbon nanotubes dispersed in 
surfactants such as SDBS and sodium cholate. The average length of the SWNTs in 
the sample was less than 1 fxm. The sample was prepared by further diluting (10:1) 
the parent nanotube solution using the same surfactant solution and spreading a 
few drops of this diluted solution evenly on 350 /j,m, double-side polished, crystalline 
quartz substrates (~ 15mmxl5mm). The excess nanotube solution was blow-dried 
with nitrogen to obtain an areal density of about 1 nanotube per /im2. The choice of 
crystalline quartz for the substrate was made given its high transparency and almost 
negligible intrinsic PL. 
4.3 Experimental results 
A PL image of the sample under excitation was taken by bringing the sample in 
focus of the objective lens and setting the grating at 0 nm position thereby using it 
as a mirror. The image of the slit was captured by the InGaAs FPA typically at Is 
exposure. Fig. 4.1 shows a typical PL image of the samples used. The nanotubes are 
visible as bright spots between the slit edges. In order to take spectra of a particular 
nanotube, it was moved to the center of the slit using the 2-axis motorized stage 
and the slit was closed to ~ 250 /xm for improving spectral resolution. The center 
wavelength of the grating was then positioned between 1150 to 1550 nm to find the 
emission wavelength of the nanotube. Typical integration times for obtaining single 
nanotube spectra were 3-20s at high gain setting of the detector. Typical PL spectra 
at room and low temperatures are shown in Fig. 4.2. Ultra-narrow PL linewidths were 
observed at liquid helium temperatures with an average FWHM of ~ 1.5 meV for most 
nanotubes with sub-meV linewidths less often observed. This should be contrasted 
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Figure 4.1 : A typical low temperature PL image and spectral image of single nan-
otube. 
with other //-PL studies where the average FWHM was reported to be around 4-5 meV 
and greater than the thermal energy k#T [57, 62]. The PL of SWNTs did not show any 
photobleaching as often seen in CdSe quantum dots however, they exhibited blinking 
and spectral diffusion at both room and low temperature. This spectral diffusion 
was often responsible for artificially broadening the linewidth as it increased with 
increasing integration time. Occasionally, certain nanotubes stopped their emission 
altogether and irreversibly similar to photobleaching. The cause of such a behavior is 
still unclear but could arise from a permanent change in the electronic structure, say 
accidental doping, due to the surrounding medium. Any non-linear effects, such as 
power broadening of the spectra, were ruled out by performing an excitation power-
dependent study of the PL. As shown in Fig. 4.3, the PL intensity was linear till 
the highest incident intensity of laser. Low-temperature PLE spectroscopy was also 
performed on single tubes to determine the width of the E22 excitonic resonance. As 
shown in Fig. 4.4, the FWHM of the resonance obtained after Lorentzian fitting is ~ 
26 meV as opposed to the room temperature width of about 50 meV. This decrease in 
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Figure 4.2 : A typical low temperature PL spectra of single nanotube showing ultra-
narrow linewidths. 
linewidth of £22 resonance with temperature is expected due slowing down of various 
relaxation mechanisms at low temperatures. The PL was highly polarized along the 
tube axis. This information is used to determine the orientation of the tube on the 
substrate as discussed in the next section. 
4.4 Low temperature /i-PL spectroscopy of SWNTs in B-
fields 
4.4.1 Motivation and Previous work 
As discussed in the previous chapters, SWNTs are unique due to their special chiral-
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Figure 4.3 : Excitation power dependence of PL from a typical single tube showing 
absence of any non-linear effects 
there are two energy bands or valleys related to the time-reversal symmetry. Due to 
their low dimensionality, strong Coulomb interactions are present between the free 
carriers and photoexcited carriers. As a result, the optical properties of SWNTs are 
affected by the factors mentioned above. In determining the optical selection rules, 
one also needs to take into account how the "symmetry" of the perturbation (electro-
magnetic in this case) couples two eigenstates of different symmetries in finding which 
optical transitions are allowed ("bright") and which are forbidden ("dark"). These 
facts lead to a rich excitonic fine structure in SWNTs which remain to be explored 
experimentally. Recall that out of the 16 excitonic states possible for the lowest 
quasi-angular momentum index i = 1 or the En excitonic manifold, 12 triplets states 
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Figure 4.4 : Low temperature PLE spectroscopy of a single nanotube 
four remaining singlet states, the two indirect excitons are optically forbidden due to 
the conservation of linear momentum unless some other elementary excitation, say, a 
phonon provides the required momentum. Due to parity conservation considerations, 
of the remaining two direct excitons, only one is optically allowed by optical selection 
rules and lies above the lowest energy singlet dark exciton. Experimentally, the exci-
tonic fine structure is not very well understood and even the theoretical predictions 
about the various excitonic states and their relative energies with respect to each 
other still remains controversial. Although it is widely believed that this dark state 
lies lower than the bright state irrespective of the chirality of the semiconducting nan-
otube, there is no consensus as to the value of singlet dark-bright splitting, theoretical 
predictions ranging from a few to hundreds of meV [63, 46, 47, 10, 64, 48]. A detailed 
study of the excitonic fine structure of SWNTs is thus essential for resolving these 
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discrepancies and furthering our understanding of radiative and non-radiative energy 
relaxation processes in SWNTs. From an applications point of view, the existence of 
dark excitons has often been evoked to explain the observed low quantum efficiency of 
SWNTs [42]. Any useful optoelectronic application is possible only after the detailed 
study of various dark excitons and how they behave under the influence of symmetry 
breaking perturbations. 
Previous experiments done on ensemble of nanotubes have provided some evidence 
for "magnetic-brightening" [4, 65, 66, 67, ?, 68]. In particular, in the presence of high 
S-fields up to 70 T, the PL intensity was seen to increase at low temperatures. Due to 
the broad linewidths of PL in such experiments, any direct measurement of the dark-
bright splitting was impossible and its value was inferred indirectly from data-fitting. 
Moreover, only a mean value of this splitting could at best be estimated from the data 
due to the fact that the whole ensemble was probed at the same time. The most direct 
way to "observe" the dark excitons in SWNTs is to perform spectroscopy on single 
nanotubes at low T such that the linewidths are smaller than the dark-bright splitting 
Ax and then apply a magnetic field to brighten the dark excitons. Such methods 
have been used to prove the existence of dark excitons in semiconductor quantum 
dots [69]! To probe the intrinsic fluctuations which are dominant at nanoscale, local 
probing as opposed to ensemble averaging of their properties is essential to reveal the 
individuality of nano-sized materials. Spectroscopy on a single nanotube can also give 
us insight into the role of the local environment surrounding the nanotube, which can 
cause significant changes in emission energies [57] and radiative lifetimes [70]. 
In this section, we discuss our low temperature /i-PL experiments done on individ-
ual SWNTs under magnetic fields which has led us to unambiguously "observe" the 
dark exciton for the first time in SWNTs [71]. We have relied on symmetry breaking 
and the Aharanov-Bohm effect to "brighten" the dark exciton thus observe it opti-
cally in the PL spectra. In addition, we have, for the first time, identified the relative 
energies of the bright and the dark exciton and found it to be much smaller than 
many theoretical predictions. This dark-bright splitting was found to be different for 
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different tubes within the same chirality, hinting at the role of local environment in 
determining the excitonic fine structure. 
4.5 Experimental details 
In order to observe dark excitons in individual nanotubes we performed magneto-PL 
spectroscopy of individual micelle-encapsulated HiPco SWNTs deposited on quartz 
substrates. Figure 4.5(a) schematically depicts the setup. The sample was cooled in 
a liquid-helium-flow cryostat in the room temperature bore of a 5 T superconducting 
magnet. PL was excited using a tunable Ti:Sapphire laser in the reflection geometry 
and focused on the sample a near-infrared objective lens (50X, 0.5NA). The laser 
was defocused to a spot size of ~ 25 /xm. and its power was kept low to avoid any 
heating effects. The PL was collected using the same objective lens, dispersed by a 
spectrometer and finally detected using a liquid-nitrogen-cooled InGaAs 2D detector 
array. As it as required to know the magnitude of J5-field both parallel and perpen-
dicular to the nanotubes, the determination of the orientation angle 8 of each SWNT 
with respect to the S-field was crucial in this experiment. To determine the orienta-
tion angle 9 of each SWNT with respect to B, we relied on their linearly-polarized 
emission. A quarter-wave plate was used to circularly polarize the excitation beam 
to excite all tubes, which were randomly oriented on the quartz substrate. PL from 
SWNTs, linearly polarized along their axes, was sent through a half-wave plate set in 
such a way that it did not introduce any retardation for the light polarized parallel to 
B. A Wollaston prism spatially separated the PL into its respective s and p compo-
nents, which were focused onto different vertical locations along the spectrometer slit. 
This enabled us to simultaneously measure the s and p components and determine 
the tube orientation 8, as shown in Fig. 4.5(b). The substrate was mounted either 
parallel or perpendicular to B. In the parallel case, due to the random orientation 
of nanotubes (9) on the substrate, we could always find nanotubes that were parallel 
to B. However, in the perpendicular case, none of the nanotubes were parallel to B. 




Figure 4.5 : (a) Schematic of the experimental setup used. C: cryostat, M: magnet, 
L: laser, Obj: objective lens, S: spectrometer, FPA: focal plane array, QWP: quarter-
wave plate, HWP: half-wave plate, LPF: long pass filter, and WP: Wollaston prism, 
(b) Typical spectra simultaneously showing the s (top) and p (bottom) components 
of the PL. The y-axis represents the vertical dimension of the 2D array detector. 
modified the sample holder of the cryostat and used a 45° prism mirror to bend the 
light so that it was perpendicular to the sample as shown in Fig. 4.5. 
4.5.1 Experimental Results and Discussions 
Figure 4.6 shows typical independent single-tube PL spectra taken at T = 5 K. At 
B = 0, a single, sharp peak exists. As B is increased, a second peak appears at a 
lower energy than the first peak. With further increase of B, it sensitively increased 
in intensity with increasing B, at the expense of the bright exciton peak, and quickly 
became the dominant PL feature at B > 3 T. The splitting between the two peaks also 
increases with B. This 5-induced appearance of a lower energy peak was universally 
observed in all of the 50+ nanotubes of different chiralities which were not completely 
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Figure 4.6 : (a) Typical magnetic-field-dependent PL spectra for a single tube, show-
ing the appearance of a "dark exciton" peak at a lower energy with respect to the 
main bright emission peak when a magnetic field is applied parallel to the tube axis. 
The peak grows with the field at the expense of the bright emission peak and becomes 
dominant at fields > 3 T. 
perpendicular to B. 
In Fig. 4.8, typical PL spectra for SWNTs oriented completely perpendicular to 
B are shown. Clearly, there is no appearance of any lower energy peak even at the 
highest fields. We emphasize that we did not observe two PL peaks for any nanotube 
that was completely perpendicular to the field. Even in the parallel configuration, 
only the tubes which had 0 < 65° showed any observable magnetic brightening of 
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Figure 4.7 : (a) Typical temperature dependent PL spectra for a single tube. 
the dark state. Assuming a completely random distribution of 9, this corresponds 
to ~ 72% of all the tubes. Indeed, out of the 75 nanotubes studied in the parallel 
configuration, 55 tubes (73%) showed magnetic brightening as is expected from a 
random distribution of 9. This also implies that all tubes in our sample emit from 
the higher energy state at zero field. In order to ascertain that the two emission 
peaks where indeed coming from the same nanotube, we first made sure that they 
were arising from the same spatial location on sample. It was found that both the 
peaks were confined to the same set of pixels along the vertical axis of the PL spectra 
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Figure 4.8 : Typical magnetic field dependence for the case of a perpendicular mag-
netic field. Clearly, no such magnetic brightening of the dark exciton peak is seen. 
image confirming that they were arising from the same spot on the sample within the 
spatial resolution. Furthermore, the systematic polarization study of both the peaks 
showed that they were polarized in the same direction. Finally, if the two peaks were 
indeed originating from the same nanotube, they should show correlations in blinking 
and spectral wandering. Although, the magnitude of the spectral wandering was not 
as big as in the case of semiconductor quantum dots such as CdSe dots, there was 
some evidence for correlated spectral wandering. It should also be noted that the 
behavior of magnetic brightening was symmetric in terms of the up and the down 
sweep of B-field. 
We attribute the appearance of the second peak to the B-induced brightening of 
the lowest-energy singlet dark exciton state. Its absence in B perpendicular to the 
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tube axis convincingly suggests that brightening is induced by the Aharonov-Bohm 
phase. In the presence of B, the valley degeneracy is lifted due to time-reversal 
symmetry breaking [65]. As a result, the dark exciton state acquires a finite oscillator 
strength. As the 5-field is increased, not only does the oscillator strength of the dark 
state increases at the expense of the bright state but the splitting between the two 
states also increases. This increase in splitting leads to the depopulation of the bright 
state assuming thermalized populations. Both these factors work together to cause 
the dark peak to dominate the spectra at the highest fields. A strong dependence on 
the direction of B rules out any Zeeman splitting of the excitonic state. Although 
the triplet states also lie at lower energies compared to the singlet bright state, their 
optical observation is not possible given the weak spin-orbit interaction in SWNTs. 
Thus, spin-flip scattering, say from phonon, is not expected to be important. 
To quantitatively explain our observations, we use a two-level model described in 
Refs. [?, 67, 68]. We assume that at zero field the dark state is completely dark while 
the bright state has a relative oscillator strength of 1. The total dark-bright splitting 
A in the presence of tube-threading magnetic flux 0 is given by 
A2 = A2 + Ai B , (4.1) 
where Ax is the zero-field splitting, AAB = l*>4> + Adis, p, is a coupling constant, <j> 
= ird2B\\/4:, d is the tube diameter, B\\ = Bcos6, and Adis is the disorder-induced 
zero-field splitting. In the following, we do not include Adis, whose existence would 
imply zero-field brightening of the dark state. Indeed, we only see a single emission 
peak from the bright state when B\\ = 0 for any tube, suggesting that the effect of 
disorder in brightening the dark state is negligible in our sample. 
The PL signal exhibited blinking and spectral diffusion whose magnitude varied 
from tube to tube. Such intermittency of PL is a fairly common behavior for single 
molecules and has been previously reported for SWNTs embedded in surfactants [57, 
72]. One can thus expect some uncertainty in the absolute emission energy of either 
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Figure 4.9 : Linear fit of the data in Fig. 4.6 using Eq. (1), to obtain Ax from the 
offset and /j, from the slope (see text for details). 
peaks were found to move synchronously. We use Eq. (1) to fit the splitting value 
versus B\\, obtained directly from the PL spectra at different fields. The offset and 
slope of the linear fit between A2 and Bj give us Ax and fi, respectively, as shown 
in Fig. 4.9. The possible experimental uncertainty in the value of Ax thus obtained 
arises from the finite bandwidth/pixel of our spectroscopy system and is estimated 
to be less than 12%. The error in the fit is found to be smaller than the instrument-
limited error. Figure 4.10(a) shows Ax for 45 different tubes versus tube diameter 
and emission wavelength (inset). The value of Ax is less than 4 meV for the majority 
of the tubes. These values (1-4 meV) agree well with those of Refs. [66] and [?] but are 
closer to the values in Ref. [47] and should be contrasted to the large (10-100 meV) 
values predicted by some theoretical studies [63, 46, 64, 48]. A possible cause of this 
discrepancy could be the difference in the value of the dielectric constant (e) used 
in different calculations. An accurate prediction must not only take into account 
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Figure 4.10 : (a) Measured zero-field dark-bright splitting, Ax, as a function of tube 
diameter for 45 tubes. The data shows scatter even for tubes with the same chirality. 
Inset shows the same data plotted against emission wavelength before the assignment 
of respective chiralities. Structural assignment was done based on room temperature 
photoluminescence excitation spectroscopy data taking inhomogeneity of emission 
wavelength into account, as shown representatively for (9,7) species, (b) The data 
in (a) is averaged over 5 diameter ranges and plotted against average diameter to 
highlight the trend of decreasing Ax with increasing diameter. 
the dynamically-screened potential arising from the many-body interactions within 
the nanotube but also the local variations in e due to the medium surrounding it 
(e.g., surfactant, water, quartz substrate). The dielectric confinement arising from 
the difference in e between the nanotube and the surrounding medium causes image 
charges that can modify both the exciton binding energy and Ax [73, 74]. 
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Another striking observation one makes from Fig. 4.10(a) is that the value of Ax 
shows scatter even for tubes of the same chirality. This scatter is most likely to arise 
from the fluctuations in the local environment of the tubes. Micro-PL spectroscopy is 
a powerful probe for such fluctuations and enables us to study the role played by the 
local environment in determining the excitonic fine structure. Since Ax is determined 
by the exchange interaction, it can vary from tube to tube if the local e varies [10]. 
Thus, such local variations of e can lead to "inhomogeneous broadening" of Ax. For 
example, according to a recent theoretical estimate [75], a change of e = 3 to e = 
2 leads to a change in Ax from ~6 meV to ~2 meV for an (11,7) nanotube. To 
extract any trend that is present in the d dependence of Ax, we averaged Ax over 
five d ranges. This average Ax, plotted in Fig. 4.10(b), decreases with d, which is 
reasonable because the short-range Coulomb interaction is predicted to decrease with 
d [46, 47, 10]. However, an exact functional form of the d dependence is difficult to 
deduce from Fig. 4.10(b) due to the insufficient number of data points. From Eq. (4.1) 
and Fig. 4.10 we obtain values of /i of 0.4-1.0 meV/T-nm2 for most nanotubes. These 
values agree well with the theoretical predictions [28] as well as previous measurements 
on ensemble SWNT samples in high magnetic fields [4, 65, ?, 67, 68]. A possible 
error in determining the value of JX arises from the uncertainty in determining 6. We 
estimate this uncertainty to be ~2° (or 35 mrads). This error in 0 translates to an 
error in /j, of less than 0.025 meV/T-nm2 for nanotubes with 6 < 30° but increases 
rapidly to 0.12 meV/T-nm2 for tubes with 6 = 60°. 
Finally, we analyze how the relative intensities of the two peaks change as a func-
tion of B. Even though the absolute intensity of each peak was subject to blinking, 
the relative intensities were not affected by any intensity fluctuations. Within our 
two-level model [?, 67, 68], the intensity ratio of the two peaks is given by 
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Figure 4.11 : Dark (5) / bright (/3) oscillator-strength ratio for 9 different nanotubes 
versus zero-field dark-bright splitting (Ax) normalized to the finite-field splitting (A). 
They all fall onto a single curve given by Eq. (4.3). The temperature of all nanotubes 
was taken to be 10 K, which was obtained by fitting the intensity ratio against B\\ to 
Eqs. (4.2) and (4.3), as shown in the inset. This value is very close to the measured 
temperature of 5-7 K. 
dark (5) and bright (j3) levels in the presence of B\\, which vary as 
fc 
UW i + 
(4.3) 
Equation (4.2) allows us to extract the oscillator strength ratio fs/fp from the 
experimentally-measured intensity ratio {h/Ip) and splitting (A) for each B\\. This 
quantity, when plotted versus Ax /A, should exhibit the same functional form given 
by Eq. (4.3) for all nanotubes. Figure 4.11 shows the oscillator strength ratio as a 
function of A x /A for 9 different nanotubes of varying chiralities. We find that the 
data points for all nanotubes indeed follow the universal curve given by the right-hand 
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side of Eq. (4.3), in remarkable agreement with the theory. The T used to evaluate 
the Boltzmann factor was obtained from fitting the ratio of intensities at different 
values of B\\ for a particular nanotube according to Eq. (4.2) as shown in the inset of 
Fig. 4.11. This value of T was then used for all the nanotubes plotted in Fig. 4.11. 
The obtained value of Tfit = 10 K was slightly higher than the temperature read 
from the sensor Tsensor = 5 K placed more than 10 mm away from the sample. This 
difference could easily arise from the thermal gradient between the locations of the 
temperature sensor and the sample. 
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Chapter 5 
Emission Lineshapes of SWNTs and the Role of 
Phonons 
In solids, the vibrational modes of the lattice are quantized and are called phonons. 
Phonons determine not only the thermal and mechanical properties of solids but also 
affect the electronic properties. An electron can interact with a phonon which can 
then interact with another electron leading to indirect interaction between the two. 
Indeed, phonons mediate interactions between the electrons in the much the same 
way as photons do. Such interactions are best described by second quantization in 
which particles appear and disappear during interactions [76]. 
5.1 Exciton-Phonon Interactions and Lineshapes 
In previous chapters, when dealing with optical properties of SWNTs, we had implic-
itly assumed that the lattice is static. In reality, lattice vibrations cause local lattice 
distortion and electron-phonon or exciton-phonon interaction needs to be taken into 
account for a complete description [77, 35]. When the exciton-phonon interaction is 
included, excitons and phonons can not be considered independent of each other and 
often a phonon-dressed exicton picture is invoked. Depending upon the type of solid 
and phonon, following types of exciton-phonon interactions can arise: 
• Exciton interacting with nonpolar optical phonons. Here the interac-
tion can be described by the deformation potential of the lattice which is the 
proportionality constant between the energy shift and the lattice displacement 
[76]. 
• Exciton interacting with polar optical phonons. In addition to the de-
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formation potential mentioned above, in polar crystals there is a longitudinal 
electric field induced by longitudinal optical (LO) phonons which interacts with 
electrons and holes in the exciton. This is called the Frohlich interaction. 
• Exciton interacting with nonpolar acoustic phonons. In the limit of in-
finite wavelength acoustic phonons, only a uniform displacement of the lattice 
occurs. In such a case, the electronic structure is perturbed by the strain as-
sociated with the vibrations. Thus, a deformation potential corresponding to 
the strain instead of displacement is defined in such a case. Longitudinal acous-
tic (LA) phonons producing dilation have larger deformation potential than 
transverse acoustic (TA) phonons which produce shear [35]. 
• Exciton interaction with polar acoustic phonons. Just like in the case 
of polar optic phonons, there can be an electric field associated with the strain 
of the crystal called the piezoelectric field. The longitudinal component of this 
electric field interacts with the charge carriers in a similar manner to the Frolich 
interaction. 
The optical excitation of a semiconductor by a coherent source of light such as 
a laser, leads to the creation of a coherent superposition of the electron and hole 
states called optical polarization [78]. This induced polarization is the response of the 
material to the applied electromagnetic perturbation. By defining a susceptibility 
for this linear response one can compute the absorption and PL spectra from it 
by using the fluctuation-dissipation theorem. The decay of this polarization due to 
various relaxation mechanisms is commonly termed as dephasing and determines the 
linewidth of the PL spectra when the radiative lifetime is much longer. The coupling 
of excitons and phonons is the main source of dephasing in solids and modifies the 
experimentally observed PL or absorption spectra. Indeed, scattering by acoustic 
phonons leads to significant deviation from the Lorentzian profile of PL lineshape in 
quantum dots and is often the main source of dephasing in such systems [79]. Thus, 
the study of PL lineshapes can gives us important information about the relaxation 
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processes preceding the emission process. In particular, it can tell us a great deal 
about how various phonons interact with the exciton during its lifetime. Moreover, 
understanding and control dephasing is of utmost importance in the field of quantum 
information processing. 
In SWNTs, due to the enhancement of Coulomb interaction in 1-d, electron-
phonon and exciton-phonon are also predicted to be stronger [60]. This strong exciton-
phonon interaction is expected to modify both the emission and the absorption spectra 
of SWNTs. Experimentally, there have been observations of phonon-sidebands corre-
sponding to the optic phonons, G-band and the radial breathing mode (RBM), in the 
PLE spectra of SWNTs [61, 80], confirming the important role played by phonons 
in determining the optical transitions of SWNTs. In principle, the affects of exciton-
phonon interactions should be seen in the PL spectra of SWNTs too. In addition to 
the appearance of phonon-sidebands corresponding to the optical phonons, the effect 
of acoustic phonons scattering should be seen in the PL lineshape. 
In this chapter, we present our studies on the PL lineshapes of individual SWNTs 
measured at low-temperatures using //-PL spectroscopy. We find drastic changes in 
the lineshape as the temperature is increased. The lineshape deviates from a simple 
Lorentzian profile expected for the emission from an isolated exciton, developing 
broad shoulders. We explain our results in terms of acoustic phonon scattering and 
compare them with the quantum dot results. 
5.2 Experimental Details 
The experimental setup for this study was identical to the setup discussed in the 
previous chapter. Also, the samples studied were prepared using similar methods as 
discussed before. 
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5.3 Experimental Result is 
Figure 5.1(a) shows the temperature dependent PL spectra for a single tube from 
5 K to 50 K. The traces are normalized for easy comparison. The relative factors 
by which the traces are multiplied at mentioned in the figure. At low temperatures, 
a sharp Lorentzian type peak is seen to dominate the spectra. However, as the 
temperature is increased, shoulders start to appear on the sides of this main emission 
peak. The spectral weight of these shoulders increases compared to the main peak 
with increasing temperature. The black traces are the best fit Lorentzian profiles 
at each temperature. At higher temperatures, a very clear non-Lorentzian lineshape 
is seen. At careful inspection, it is seen that the appearance of the shoulders are 
not symmetric with respect to the main peak. The shoulder at lower energies seems 
to be present even at lower temperatures whereas the higher energy shoulder begins 
to appear at ~ 15 K. At 30 K, both the shoulders are already of equal intensities. 
It is noteworthy that the peak position remains roughly constant throughout the 
temperature range of the experiment. We attribute the slight shifts in the peak 
position to the unavoidable spectral wandering. 
Figure 5.1(b) shows similar data taken for another nanotube from 25 K to 75 
K. As in the case for the previous tube, we observe similar appearance of shoulders 
at higher temperatures. The appearance of shoulders is slightly asymmetric with 
respect to the main peak as seen from the spectra at 30 K and 40 K. It should 
be noted that even at 25 K the peak resembles Lorentzian profile unlike the first 
nanotube. At the highest temperature, the shoulders which resembled side-peaks at 
lower temperatures have now become sidebands which smoothly join to the main peak. 
Thus the distinction between side-peaks and the main peak is lost as the temperature 
is increased. Also, the weight of the main peak has significantly decreased with 
temperature. Figure 5.1(c) shows a typical room temperature spectra of an individual 
nanotube for comparison. The room temperature linewidth is much broader than at 
low temperatures. Also, there is an absence of any sharp central peak suggesting that 
as the temperature is increased, the central peak decreases in intensity and eventually 
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Figure 5.1 : (a) Temperature dependent PL spectra for a single tube showing Non-
Lorentzian profile with "shoulder" around the main emission peak as the temperature 
is increased, (b) Similar behavior in another nanotube. (c) Typical room temperature 
spectra of a single nanotube showing broad linewidth. 
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Figure 5.2 : (a) FWHM as a function of temperature showing an increase in the ZPL 
linewidth at about 30 K. 
merges with the shoulders. This leads to a much broader linewidth than would be 
expected from the broadening of the central peak alone. This fact is further confirmed 
by plotting the FWHM as a function of temperature as shown in Fig. 5.2. As seen 
form the figure, the linewidth is roughly constant till 30 K when it suddenly starts to 
increase. However, even at 50 K it is less than 1 meV and if we assume that this rate 
of increase continues till room temperature, the FWHM would still be ~ 4 meV. This 
is much smaller than the observed linewidth of 12-15 meV at 300 K. As FWHM is 
measured only at the half maxima position, the width of the shoulder is not included 
in it till 50 K. Eventually with increasing temperature, the shoulder feature would 
start to affect the linewidth significantly leading to a sharp increase in the FWHM, 
thus explaining the broad linewidth at room temperature. 













ing. Due to the interaction of excitons with phonons, when an exciton is created or 
recombined, simultaneous emission or absorption of one or more phonons can take 
place. In the case of optical phonons, this leads to phonon sidebands on either side 
of the main peak also referred to as the zero-phonon line (ZPL) as it is accompa-
nied with neither phonon emission or absorption [76]. Acoustic phonons can have 
arbitrarily small energies and hence after emission or absorption of long wavelength 
acoustic phonons, the energy of the emitted photon is only slightly shifted from the 
ZPL. Acoustic phonons obey the dispersion tuoq = vsq, where q is the momentum of 
the phonon and vs is the speed of sound in the material, and thus there is a contin-
uum of phonons available for scattering. As a result, the acoustic phonon sideband 
is smoothly connected to the ZPL unlike the optical phonon counterpart. Fig. 5.3 
shows schematically how the emission and absorption of phonons takes place with 
the emission of photon [79]. E0 is the transition energy. The solid and the dotted po-
tentials are for the case of with and without exciton-phonon interaction, respectively. 
The recombination process can take place with no phonon emission or absorption, 
phonon emission and phonon absorption as labeled by vertical arrows a, b, and c, 
respectively. Multiphonon processes, not shown in the figure, are also possible. 
5.4 Theory of Exciton-Acoustic Phonon Interaction 
The interaction of acoustic phonons with a localized exciton can be described by the 
deformation potential using the independent boson model [76]. The Hamiltonian for 
independent boson model is given by, 
H = Mlc^C + fl ^ 2 wq°qaq + ^ ^ 9q (&q + ^q) ^ c; (5-1) 
q q 
with cs and as as the electron and the phonon operators respectively. The first two 
terms on the right-hand side represent the population of the electrons and the phonons 
while the last term contains the coupling constant <7q. In terms of the deformation 
potential D, the coupling constant <?q reads as follows, 




Figure 5.3 : (a) Combined energy diagram for the exciton-phonon system in the 
configuration coordinate space (see text for details) [79] 
with j labeling the electron or the hole and Qj^ as the bulk coupling constant [81]. 
The form factors are given by, 
FiA = J *r\%{T)\ Vqr. (5.3) 
It is customary to assume a Gaussian wavepacket for the \£j(r) and in that case, 
Tin = exp r% (5.4) 
where a,j are the spatial extent of electron or hole wavefunctions. For the case of Id, 
we write q as simply q since the vector notation is redundant. For acoustic phonon 
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coupling in nanotubes, 
y/2pLhu)q 
where p is the mass per unit length, L is the length of the tube and uq = vsq. 
The linear susceptibility x(t) between the electrons and the holes induced by a 
^-shaped laser pulse at t = 0 is given by [81], 
X(t) = iCe(t)e-*ltexp El^l2(^-4n,Sin2^-l) (5.6) 
where Q, is the renormalized transition energy, 7g = (gejq — g^q) /uq, nq = (eJ™<ilkBT — l) 
is the phonon occupation number and C is an unimportant constant. The absorption 
spectra is proportional to Im[x(u;)] where x(u) is the Fourier transform of x(t)- The 
PL spectra is just the mirror image of the absorption spectra about the ZPL [76]. 
Thus, PL spectra can in principle be calculated from the Eq. 5.6 taking into account 
exciton-acoustic phonon coupling. If the quantity in the square brackets is strictly 
linear in time, x(t) would decay exponentially with time and its Fourier transform 
would yield a Lorentzian profile. Such an exponential decay would imply underlying 
Markovian dynamics in the exciton-phonon system. However, any deviation from this 
exponential decay would mean non-Markovian dephasing with memory effects. 
5.4.1 Discussion of Results 
To understand the PL spectra in Fig. 5.1, we first realize that a phonon emission, 
would decrease the energy of the emitted photon and red-shift the transition en-
ergy. As a result, a phonon sideband would appear on the lower energy side of the 
ZPL. Similarly, a phonon absorption process would lead to a phonon sideband on 
the higher energy side of the ZPL. At low temperatures the equilibrium population 
of phonons given by nq would be small and absorption of phonon before the photon 
emission would be less likely. For the phonon emission process however, no such re-
striction holds. This should lead to asymmetry in the lineshape as seen in Fig. 5.1 
at low temperatures when only the phonon emission is important. As the tempera-
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Figure 5.4 : (a) Typical temperature dependent PL spectra for a single CdTe quantum 
dot adopted from Ref. [79]. Th deviation in the lineshape from a Lorentzian profile 
was attributed to scattering by acoustic phonons. Note the slight asymmetry in the 
lineshape at 30 K is consistent with our observations. 
lineshape becomes more and more symmetric about the ZPL. This is consistent with 
our observations. In Fig. 5.4 we show the result of Besombes et al. showing simi-
lar Non-Lorentzian lineshapes as a function of temperature in CdTe quantum dots 
studied by //-PL spectroscopy [79]. Qualitatively, the lineshapes are similar to our 
observation in terms of asymmetry at lower temperatures and symmetrically placed 
shoulders at higher temperatures. However, in our case the shoulder seem to have 
h T = 30K I 
-A. 
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Figure 5.5 : (a) Calculated dimensionless phonon coupling constant 7 is plotted as a 
function of acoustic phonon energy for different values of ae and a^.. The case of ae 
= 20 nm and a^ = 10 nm (solid curve) best describes the experimentally observed 
result. ae = 40 nm, ae = 20 nm for the dotted curve while ae = 10 nm, ae = 5 nm 
for the dashed curve. 
maxima at intermediate temperatures which broaden and become featureless as the 
temperature is increased. Next, we note that the shoulder around the ZPL has a 
maxima roughly at 1.4 meV away from the ZPL. This might suggest that the phonon 
coupling exhibits a maxima at roughly this energy. Taking the value of vs to be 19.9 
km/s, we get qmax to be about 108 m _ 1 implying an exciton localization of ~ 10 nm. 
In Fig. 5.5 we plot 7 as function of phonon energy for different values of ae and ah and 
find that the energy corresponding to the maximum coupling changes with exciton 
spatial localization. For the experimentally observed value of 1.4 meV corresponds 
to ae = 20 nm and a^ = 10 nm. 
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Chapter 6 
Exciton Diffusion and Annihilation in Carbon 
Nanotubes 
The optical and electronic properties of low-dimensional materials have been impor-
tant subjects of study in the field of condensed matter physics. Especially, one-
dimensional (1-D) materials possess unique properties that are distinctly different 
from those at higher dimensions, [82, 83] such as the enhanced Coulomb interactions 
among the charge carriers that often lead to a formation of strongly bound electron-
hole (e-h) pairs called excitons [45]. The most characteristic optical properties known 
for 1-D semiconductors is the almost complete suppression of optical absorption at the 
band edges and significant concentration of their oscillator strengths into the lowest 
excitonic state [84, 85, 86]. 
Early reports of lasing from semiconductor quantum wires (QWRs) [14, 15] in-
voked much interest toward physics of 1-D excitons under high density. Many studies 
have thus far been performed to understand the many-body phenomena (e.g., lasing, 
band-gap renormalization, bi-exciton formation, Mott transition) in such QWRs, [87, 
88, 89, 90, 91, 92, 93] while the debates are still ongoing. More recently, studies 
on the high-density e-h pairs/excitons have been extended to novel 1-D materials 
such as conjugated polymers [94, 95, 96, 97] and single-walled carbon nanotubes 
(SWNTs) [98, 99, 100]. 
Recently, Murakami et al. invesigated the PL from excitons in SWNTs through 
nonlinear PLE spectroscopy using temporally-short optical pulses [16]. From the 
clear saturations in the intensities of all the PL features and the complete flattening 
of the PLE spectra observed as an increase of the exciting photon fluence, it was 
concluded that there exists an upper limit in the density of excitons accommodated 
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in SWNTs. It was hypothesized that such an upper limit arose due to the highly-
efficient exciton-exciton annihilation (EEA) [100] caused by the diffusive motion of 
the excitons [101, 102, 103] in SWNTs. 
In order to estimate the density of excitons populated in SWNTs from the experi-
mentally obtained relations between the integrated PL intensity (/PL) and the exciting 
photon fluence (/pump), one needs to employ some analytical mean that models the 
observed saturation behaviors of the PL intensity. We have develop a model based 
on diffusion-limited reactions and obtained analytical expressions for the population 
of both excitons and photons (PL) as a function of time. We compare our results to 
Monte Carlo simulations and find good agreement between them. These results can 
quantitaively explain the recent observation of PL saturation under intense pumping 
by Murakami et al. 
6.1 Diffusion-limited Reactions 
The dynamics of diffusion-limited EEA can be analyzed in the general context of 
reaction-diffusion processes, which have been extensively studied by physicists, chemists, 
biologists, and ecologists and serve as simple models for studying a variety of non-
equilibrium problems [104, 105, 106, 107, 108]. Moreover, it has been shown that such 
simple diffusion-driven reactions exhibit interesting non-equilibrium phase transitions 
and universality classes, [109] with connections to many-body theory [110, 111]. 
in such models, particles, or "agents," of one or more species execute random walk 
in d-dimensions (where d could also be fractional in the case of fractal geometry) and 
undergo reactions upon collisions, leading to changes in their population often accom-
panied by an appearance and disappearance of various phases. Such systems often 
exhibit rich phase diagrams that can be fully studied with numerical simulations even 
when analytical solutions are not available. For example, a widely studied reaction is 
the two-particle annihilation given by A + A —> 0, where the interaction is assumed 
to be of the "hard-core" type, leading to the mutual destruction of two particles upon 
collision [105]. Starting with an initial population iVo, one can analyze the ensemble 
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averaged population Nt at a given time t. Clearly, this is a non-equilibrium many-
particle process that is driven by noise, and its only steady state is achieved when 
the population vanishes. 
An interesting feature of diffusion-driven reactions is the presence of spatio-temporal 
fluctuations in such processes that cannot be ignored especially at lower dimensions 
and lead to the breakdown of mean-field type assumptions. For example, diffusion-
driven two-particle annihilation can be written in differential form as follows: 
dt(n(x,t)) = DV2{n(x,t))-(n2(x,t)), (6.1) 
where {.) stands for an ensemble average. The first term on the right denotes the 
diffusion process, while the second term is for two-particle annihilation and thus has 
quadratic dependence. Note that the annihilation term has an average of n2(x, t) 
whereas mean-field theory will simplify this to (n(x, t))2, thus neglecting fluctuations 
of the form (n2(x,t)) — (n(x,t)}2. In one dimension, the population asymptotically 
decays as t~1/2 power-law whereas the mean-field theory, which ignores fluctuations, 
predicts a faster decay of t~l. This discrepancy originates from the fact that d-
dimensional diffusion with d < 2 is recurrent and the particles return to their previous 
position with high probability [112]. Hence, the reaction is slowed down leading to a 
smaller exponent in the power-law decay. Indeed, the mean-field result is recovered in 
three dimensions, which is above the critical dimension dc = 2 for this problem [113]. 
Thus, an exact treatment of even such a simple process requires the inclusion of 
correlations. 
In this section, we consider the following two coupled and competing reaction-
diffusion processes in 1-d to model the dynamics of excitons in nanotubes at various 
densities: 
A + A^kA (A; = 0,1); (6.2a) 
A^B (6.2b) 
where A represents excitons and B photons. The first equation represents exciton-
exciton annihilation which is either complete (k = 0) or partial (k = 1) while the 
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second reaction is just the radiative decay of excitons with radiative lifetime rr = 
1/A. It is noteworthy that only the first reaction is diffusion-driven whereas as the 
radiative decay takes place independently. In this sense, the annihilation reaction 
is driven by diffusive noise which we assume to be of the Gaussian form whereas 
the radiative decay is governed by a Poissonian noise and hence is a pure jump 
process. We consider a simple diffusion process in which the diffusion constant D 
is independent of the spatial and temporal coordinates. Furthermore, the excitonic 
dimension is assumed to be much smaller than the nanotube dimension. We are 
interested in determining the population of both species as a function of time. The 
population of specie B or photons is proportional to the photoluminescence intensity 
measured experimentally. In particular, we wish to know the fraction of population 
which decays radiatively and how this fraction changes as the initial population is 
increased. As one can imagine, upon increasing the initial density of excitons in the 
1-d nanotube the annihilation reaction becomes more efficient whereas the radiative 
decay rate can be safely assumed to be independent of the density. As we show later, 
this leads to saturation of the photoluminescence intensity as the initial population 
density is increased which was experimentally observed recently [16]. 
6.2 Solution using First-Passage distribution 
The case of two-particle annihilation without the radiative decay has been extensively 
studied, and exact results for the population as a function of time are known [114, 
115, 116, 117]. Here we use the first-passage time distribution of Brownian motion to 
first study the annihilation reaction without decay. We recover the exact analytical 
results for this case before proceeding to include the radiative decay term. We begin 
by deriving the exact result for a single pair, or the "independent pairs" case, and use 
it to obtain an approximate solution for the many-particle, or the "correlated" case. 
Monte Carlo simulations are performed to check the validity of our results. This 
purely stochastic method employing the first-passage time distribution is a simple 
and natural way to study the annihilation reaction as the collisions which drive the 
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reactions must obey such distributions. 
6.2.1 Annihilation without decay; k = 0 
Consider JV0 pairs of species A randomly arranged on a line of length L and executing 
Brownian diffusion with diffusion constant D. Let us first consider just the two-
particle annihilation process without the decay as in Eq. (6.2a) with k = 0. Let n^(t) 
denote the average fraction of initial population which is still "alive" at time t. We 
keep the discussion in this section as general as possible without explicitly identifying 
species A or B unless absolutely required. 
In 1-D, only the nearest neighbors at any given time can undergo annihilation due 
to restrictions placed by lower dimensionality. This prompts us to first consider the 
case for a single pair of particles and generalize the result to the many-particle case. 
As this is equivalent to different pairs annihilating independently of each other, we 
refer to it as the "independent pair" case. Let do be the initial distance between the 
pair and P(do, t) denote the survival probability of this pair at time t. To calculate 
P(d0,t), we need to find the probability that a pair with initial distance do does not 
undergo collision till time t. As both particles are executing independent Brownian 
motion, their relative motion is also Brownian with diffusion constant 2D which starts 
at do- Thus, we need to find the probability that a Brownian motion starting at do 
does not reach zero till time t. This can be readily found from the first-passage time 
distribution of a Brownian motion as [118] 
where erf(.) is the error function. For the independent pair case, the fraction of 
population that is alive at time t, riA(t), reads 
where the distance between the particles of the i-th pair is d0,i at time t = 0. We have 
imposed a periodic boundary condition making the line into a ring without any loss 
(6.3) 
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of generality. As iVo tends to infinity, the above sum can be expressed as an integral 
over the distribution of efo.iS. We restrict ourselves to the case when the particles are 
randomly arranged on the line at t = 0. Thus, cfo.iS which are the nearest neighbor 
distances can be thought of as the "waiting times" for a Poisson process and have an 
exponential distribution with mean d0 = L/2NQ. 
For the many-particle case we realize that there are twice as many ways for a pair 
to annihilate as for the independent case due to the presence of two nearest neighbors 
for each particle, and hence, the mean distance for the correlated case is just a half 
of the independent case in the large N0 limit. For this limit, the exact result can be 
obtained as 
poo 
n>A (t) = / dx(3exp (-fix) erf 
Jo 
= exp (P2Dt) erfc (y//32Dt\ (6.5) 
which is the result of Torney et al. [114] with /5 = ANQ/L. In the asymptotic limit, 
Eq. (6.5) yields a power-law decay of t - 1 /2 as mentioned earlier. 
At long times the initial correlations between the particles are completely wiped 
out, and this power-law decay is expected, irrespective of the initial distribution of 
particles. Such a power-law behavior has been recently observed in time-resolved 
transient absorption measurements on SWNTs [102]. 
6.2.2 Annihilation with decay; k = 0: Independent pair case 
Next, we include radiative decay of Eq. (6.2b) in our model and compute the popula-
tion fraction of species A and B as a function of time. As before, we first derive the 
exact result for the case of a single pair and use it as a kernel to express the result for 
independent pairs uniformly distributed along the tube. For a single pair separated 
by a distance d0 at t = 0, the surviving population fraction at t can be simply written 
as 




where p(n, t) denotes the probability of n surviving particles at time t, which remains 
to be calculated. Let us compute p(2,t), which is the probability that both particles 
comprising the pair are alive at time t. Such a case is possible only if neither particle 
undergoes radiative decay or collision till time t. As the radiative decay of particles 
occurs independently of one another and also of the diffusion driven collision, we can 
simply multiply the individual probabilities to get 
(_Jo_\ 
\2VDiJ 
p(2,t) = exp(-2lrt)evf^—±=y (6.7) 
Recall that radiative decay is a Poisson process with parameter 7 r and the proba-
bility of it not happening till time t is exp (—7r£). To compute p(l , t ) , which is the 
probability that exactly one particle out of the pair survives, we realize that such a 
scenario is possible only if there is exactly one radiative decay in the time interval 
[0, £], say at t = r, and no collision before r. As in the interval (r, t] collisions cannot 
take place due to an insufficient number of particles for the reaction, we only include 
the probability of collision not taking place before r. The probability that either of 
the particles decay in an infinitesimal interval dr about r is 2^rdr. As before, we can 
multiply the probabilities for each sub-event due to mutual independence. Thus, 
p ( U ) = / * e x p ( - 2 7 r r ) e r f ( - A j ) 
Jo \2VDTJ (6.8) 
x (27rdr) exp (—27,. (t - r ) ) . 
From Eqs. (6.6), (6.7), and (6.8), nj^t) for a single pair can be obtained. As before, for 
the case of NQ independent pairs, we average n^it) over an exponential distribution 
with mean do = L/2NG. After some straightforward but tedious algebra we obtain 




 L V v j v J ( 6 9 ) 
+V^erf (VTT*) - v\ > 
where we have introduced a dimensionless parameter v = TD/TT with TD being the 
"diffusional time" d\jD. We emphasize that this is an exact result for the case of 
independently colliding pairs that also undergo radiative decay. The above equation 
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Figure 6.1 : Comparison of Monte Carlo simulations (solid line) and exact analytical 
result (dashed line) for the k = 0, "independent" case with radiative decay [Eq. (6.9)]. 
The fraction of A [in (a)] and B [in (b)] populations is plotted as a function of 
dimensionless time Dt/d^. The value of D = 100, r r = 80 and d0 = 20 {v = 0.05) 
were used for illustrative purposes. 
is valid only when v < 1, or, in other words, when radiative decay is slower. In the 
limit of extremely dilute initial population density, no annihilation can take place, 
and only radiative decay occurs. riA(t) would be simply exp (—7ri) in that case. In 
the opposite limit when radiative decay rate yr vanishes, Eq. (6.9) indeed recovers 
the result of Eq. (6.5), as expected. 
Figure 6.1 compares the result of Eq. (6.9) with Monte Carlo simulations, done 
by simulating the Brownian diffusive motion of each independent pair of particles, 
validating our results. As v is the only physical parameter in the problem, changing d0 
and D but keeping v constant should not alter the result, which was indeed confirmed 
by simulations. This fact should remain true even for the case of correlated pairs. 
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1, only the radiative decay should dominate as the density of particle becomes too 
low to participate in annihilation. Thus, an exponential decay is expected. Taking 
limits explicitly, one obtains 
As v is less than unity, so is the intercept of the above exponential decay, hinting 
at the superexponential decay at short times due to annihilation. In the short time 
limit, when v < 1 one expects only annihilation to dominate the decay, and one gets 
nA(t -> 0) = 1 - 2y/irt/irv. (6.11) 
which is indeed faster than an exponential decay as t —• 0. Indeed, Fig. 6.1 con-
firms these findings. As the time progresses, the density of particles decreases due 
to decreasing population, which slows down the annihilation reaction as it strongly 
depends on the density of the particles. The radiative decay rate, on the other hand, 
is fixed, and thus, a crossover from annihilation dominated decay to a purely ex-
ponential radiative decay is expected. It can be denned to take place when dt = 
L/2N0nA(t) becomes equal to v. This time r* is implicitly given as 
nA(r*) = yfi. • • (6.12) 
As the initial density is increased, r* decreases finally vanishes at very high density, 
implying a purely exponential decay at all times. 
In order to calculate TI.B(£), we note that at any given time the rate of radiative 
decay is proportional to the instantaneous population of A, nA(t). In other words, 
dtnB(t) = JrnA(t). (6.13) 
Hence, nsit) can be obtained from Eq. (6.9), upon direct integration, as 
nB(t) = j r [ drnA{r). (6.14) 
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Figure 6.2 : Population per unit length of B plotted against the initial density of 
A using Eq. (6.15) to show the saturation behavior in PL intensity predicted by our 
model. 
In Fig. 6.2, we use Eq. (6.15) to plot the total number density of species B, or 
photons, created as a function of initial density of species A, or excitons. A saturation 
behavior of the number of photons created as the density of excitons is increased is 
seen even for the independent pair model agreeing with our intuitive understanding 
and experimental observations. Thus, the independent pair model captures all the 
essential features of the process. More importantly, the study of independent pair 
model identifies the relevant parameters of the process and the scaling relationships 
they must obey. It also provides the decay regimes that are relevant for each type 
of reaction viz., annihilation and radiative decay. The use of purely stochastic first-
passage time distribution makes the solution transparent and simple, relying on the 
properties of diffusion rather than other formal methods, which although more general 
are less intuitive. 
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Figure 6.3 : Comparison of Monte Carlo simulations (solid line) and approximate 
analytical result (dashed line) for k = 0 "correlated pair" case with radiative decay 
(Eq. 6.9). (a) The population fraction of A (a) and B (b) as a function of "di-
mensionless" time. Approximate result agrees fairly well with the simulations. The 
parameters for simulations are the same as in Fig. 6.1 except with d0 = 10 (v = 
0.025). Some reasons for disagreement with the simulations are discussed in the text. 
6.2.3 Annihilation with decay; k = 0: Correlated pair case 
As for the case of no decay, we scale the mean separation between the particles by 
a factor of two in order to obtain a solution for the correlated case. This approxi-
mate solution and the Monte Carlo simulations for the correlated case are compared 
in Fig. 6.3. The approximate solution agrees well with the simulations. A possible 
reason for the slower decay of analytical result compared to the exact result could be 
the following: For the single pair case, if one of the particle decays before undergoing 
collision, the remaining particle must decay radiatively and cannot undergo annihi-
lation. However, for the correlated case, this is not true as long as there are other 
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Figure 6.4 : Comparison of A; = 1 (solid line) and A: = 0 (dashed line) for different 
values of do for the "correlated" case with radiative decay, (a) The population fraction 
of A (a) and B (b) as a function of "dimensionless" time. do values for k = 1 case 
simulations are half of the k = 0 case shown on the graph). Rest of the parameters 
are the same as in Fig. 6.1 
6.2.4 Annihilation wi th /wi thou t decay; k = 1 
The case of partial annihilation [k = 1 in Eq. (6.2a)] can be understood in terms 
of the results for k = 0. Both processes are completely identical besides the fact 
that the annihilation in k = 1 is half as slow as the k = 0 case. Consequently, if 
the initial density for the partial annihilation case is twice as much as the complete 
annihilation case, one expects the two decays to be identical. Thus, the result for 
the k = 1 case can be obtained from Eq. (6.5) by replacing do with do/2. Even in 
the presence of radiative decay, the above argument should be true as the radiative 
decay occurs completely independently of the annihilation reaction. We verify this 
heuristic reasoning by Monte Carlo simulations, as shown in Fig. 6.4. 
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6.3 Effect of temperature on upper limit of exciton density 
Thus far, we have not included the effect of temperature (T) in our discussions. The 
temperature-dependence of the diffusion constant D can be approximated through 
the Einstein relation, 
D = ^ I , (6.16) 
Mr' v ; 
where M is the mass of the exciton and V is the exciton-phonon scattering rate. At 
low temperatures, acoustic phonon scattering is expected to be dominant, and Y for 
1-D is then given in terms of the deformation potential Ddp as 
r
= nCl • (6'17) 
where p is the mass density and vs is the sound velocity in the material. Thus, the 
temperature dependence of D due to acoustic phonon scattering is D oc y/T/M3^2. 
As the temperature is increased, T would become a sum of both acoustic and optical 
phonon scattering rates. 
As the relevant quantity in our model is v and not just D, we need to include the 
temperature dependence of rr in order to fully understand the temperature depen-
dence of the EEA process in the presence of radiative recombination. The radiative 
lifetime r r of a single 1-D exicton band is predicted to scale as y/T, leading to v oc 
1/T or the exciton diffusion length lx oc VT [119]. Thus, the saturation of photolu-
minescence due to EEA would become less effective at lower temperatures. However, 
in the case of carbon nanotubes, the presence of optically inactive, or "dark," states 
lying below the optically active, or "bright," state causes radiative lifetime to increase 
at low temperatures, [46, 47] and this could favor the EEA process depending on the 
exact temperature dependence. By applying symmetry breaking perturbations such 
as a magnetic field, the dark state can be brightened, [71] restoring the tempera-
ture dependence for the case of a single 1-D exciton band at higher fields. Under 
such conditions, it may be possible to attain the Mott density of excitons in carbon 
nanotubes. Sustaining such high densities of excitons is the first step for any lasing 
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applications and for observing excitonic Bose-Einstein condensation in carbon nan-
otubes. In addition, at lower temperatures exciton localization due to impurity traps 
or defects could completely stop the diffusive motion of excitons, further enabling the 
attainment of the Mott density [120]. 
Finally, in our model, we have assumed a completely random motion of exci-
tons, which leads to ordinary diffusion based on a Gaussian kernel. This assump-
tion can also break down at lower temperatures or in other scenarios when D be-
comes position- or density-dependent, leading to anomalous diffusion and changing 
the time-dependence of excitonic population. A time-resolved experiment, probing 
the excitonic or the photon population at different temperatures, exciton densities, 
and magnetic fields, can not only verify the validity of this model but also provide 




In this thesis we focused on the structure and dynamics of excitons in SWNTs. For 
the first part of our thesis, we investigated their fine structure, in particular the 
spin-singlet excitons of vanishing momenta. Using the powerful technique of micro-
photoluminescence spectroscopy together with magnetic field as symmetry-breaking 
perturbation, we were able to observe, for the first time, the elusive "dark" exciton. 
We also found that this spin-singlet dark exciton lies at a lower energy with respect 
to the optically active or the "bright" exciton as predicted by various theoretical 
studies. In addition, this study enabled us to directly measure the dark-bright split-
ting in numerous nanotubes. The existing theories for the magnetic brightening of 
the spin-singlet dark exciton can quantitatively explain our observations very well 
however, we found that the value of the splitting to be smaller than most theoretical 
calculations and in fact it even varied for nanotubes of the same chirality. We explain 
this observation by assuming that the local dielectric environment of nanotubes in our 
samples varied from tube to tube causing difference in the screened part of Coulomb 
interaction, which along with the exchange interaction is responsible for the splitting. 
A systematic study involving nanotubes in various dielectric environment can help 
us better understand this behavior and also tell us under what circumstances can 
the bright exciton become the lowest energy state. This question is of technological 
importance in order to increase the intrinsic low quantum efficiency of SWNTs. From 
a a fundamental point of view, our experiments are an elegant demonstration of the 
Aharonov-Bohm effect which follows from the special topology of nanotubes. Further 
studies are needed to fully determine the excitonic fine structure including the triplet 
states. 
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Next, we studied the dynamics of excitons in SWNTs by studying the emis-
sion lineshapes using the same experimental technique of micro-photoluminescence 
spectroscopy. At low temperatures we found the lineshape to be Lorentzian which 
quickly changed to a pronounced non-Lorentzian shape accompanied with appearance 
of shoulders at the temperature was increased. We attributed this non-Lorentzian 
lineshape to arise from the interaction of exciton with acoustic phonons. This re-
sults also confirms the strong exciton-phonon coupling expected in low-dimensional 
systems. Our observations led us to surmise that the excitons are localized within 
a 10 nm range. Such claims have also been made by other groups using near-field 
spectroscopy and quantum optical measurements. This claims needs to be verified 
though in future studies. 
Finally, we investigated the recently observed saturation of photoluminescence 
from SWNTs below the Mott-density using a simple model based on diffusion-limited 
exciton-exciton annihilation. We solved the problem using stochastic techniques, in 
particular the first-passage time statistics of Brownian motion. The results of the 
model only depended on a few dimensionless parameters and cover a wide range of 
parameter space. Achieving a high density of excitons is the first step in observing 
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