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Ultra-Wideband (UWB) technology can be used for high data rate, very low power
communication. Pulse Position Modulated (PPM) based time domain schemes for UWB
communication have been investigated in this thesis. When implemented via the time
domain techniques, it is usually referred to as impulse radio UWB (IR-UWB). There is
currently a need to increase the data rate of IR-UWB systems for them to be considered
as a viable alternative to existing short range communication techniques.
This thesis develops a time domain based two dimensional phase incoherent Impulse Ra-
dio UWB (IR-UWB) communication scheme called pulse position modulated IR-UWB.
It is based in part on the concept of carrierless amplitude phase modulation (CAP). Ini-
tially, we develop and analyse an IR-UWB system employing an M -ary time orthogonal
modulation scheme, namely PPM, in an additive white Gaussian noise (AWGN) channel.
Signal detection is based on maximum likelihood (ML) techniques and system perfor-
mance is evaluated both analytically and by simulation and presented using bit error
rate (BER) plots. We then consider M -ary PPM IR-UWB transmission in a multipath
channel environment. Both matched filter and Rake receiver structures are considered.
Simulation results show that the Rake offers the best performance. To help maintain
high transmitted data rates, the thesis develops an M -ary PPM IR-UWB system using
a two-dimensional modulation based on the concept of CAP. The resulting scheme is
called M -ary PPM-CAP IR-UWB. A Rake is used at the receiver to mitigate the effects
of the multipath channel. This thesis focuses on single user phase-incoherent uncoded
communication based on these orthogonal modulation formats. System performance
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results assume an IEEE 802.15.3a multipath channel model.
Finally, the thesis develops and evaluates an open loop synchronization technique for
PPM-CAP IR-UWB. Synchronization in PPM based systems is equivalent to estimating
the start time of a frame. This estimate is obtained by a feed-forward ML detector
implemented within the receiver. Symbol synchronization is then obtained by means of a
counter operating at the symbol rate that is initiated at the start of a frame and counts to
the number of symbols in the frame. Simulation results with ML based synchronization
are presented as a function of various combinations of system parameters. Results show
that this synchronization scheme provides accurate data frame time estimate with less
pilot symbol overhead.
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1.1 INTRODUCTION TO ULTRA-WIDEBAND RADIO
Ultra-Wideband (UWB) communications has received much interest in the past decade
primarily due to the simplicity involved in dealing with a carrierless transmission format.
It can be used in diverse applications ranging from impulse radar to body area networks
(BAN). It is a good alternative to existing short and medium range technologies such
as bluetooth and other wireless protocols such as Wi-Fi. The narrow pulse format
coupled with carrierless transmission makes it possible to accurately resolve the received
multipath components and achieve higher data rates.
UWB (or impulse transmission) was first demonstrated as early as the late 19th century
by Heinrich Hertz, using a spark gap transmitter for generation of electromagnetic waves
[1], [2], [3], [4], [5]. Spark gap transmitters/radios [6] [7], are a crude form of impulse
transmitter and were disallowed by 1924 as their transmission caused interference to the
developing narrowband services [8]. Marconi utilized the concept of impulse radio (IR)
and referred to it as transmitting very short or time limited electromagnetic waves for
Morse code messages across the Atlantic Ocean [9], [10]. The term “very short” wave
corresponded to a wave with a centre frequency of approximately 600 MHz in 1896 as
experimented by Marconi [11]. Time domain based UWB is referred to as IR-UWB
because of the narrow pulses involved in transmitting data, either coded or uncoded.
It remains an attractive alternative to conventional RF communications because of the
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lack of an explicit high frequency carrier signal. It does not require up/down conversion
at the transmitter/receiver which results in less complex circuitry.
IR-UWB systems have been investigated with different modulation schemes which in-
clude pulse amplitude modulation, on/off keying (OOK), pulse position modulation
(PPM) and pulse shape modulation (PSM) [12–15]. In [16], [17], IR-UWB based on
bi-orthogonal PPM with time hop (TH) codes using bi-polar pulses was proposed. The
schemes dependent on bi-orthogonal PPM require phase information at the receiver for
demodulation, while higher order orthogonal pulse transmission (or PSM) makes the
receiver more complex due to the large number of correlators [15, 17]. However, PPM
remains a suitable modulation choice for IR-UWB as it does not require phase informa-
tion at the receiver. It can distribute energy over the spectrum [13] and synchronization
is equivalent to estimating the start time of the received frame.
Many contributions have been made to the advancement of time domain based IR-UWB.
For example, [18], [19], [20], [21], describes the impact of having a Time-Hop (TH) code
integrated into IR-UWB to allow multiple users to transmit within one symbol period.
In [12], [22], [23] Win et al discussed both multiple access methods and the spectral
density of UWB signals. In [24] Mireles et al discussed different signalling schemes for
the UWB multipath channel. Molisch et al in [25], [26], [27] discussed channel models
best suited to represent indoor multipath transmission for IR-UWB. Giannakis et al
in [28], [29] analysed IR-UWB pulse shapes to improve the pulse spectral efficiency. Poor
et al in [30] discussed different frame combining schemes for UWB receivers. Chiani and
Giorgetti in [31] present interference issues between UWB and narrowband systems as
both share the same bandwidth. In [32], [33], [34], [35] the performance of Aloha with
IR-UWB are presented and discussed. Presently in the context of telecommunications,
Ultra-Wideband can be described as data or information exchange via ultra-short pulses
(typically nanoseconds or less in duration). IR-UWB has been proposed for applications
such as location sensing, radar and imaging [36], [37], [38], [39], RFID systems [40]
and Body Area Networks (BAN) [41]. Interest in IR-UWB applications over optical
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fibre [42], [43] and design of UWB antennas [44] [45] [46] [47] [48] is ongoing as well.
UWB was legalized in 2002, when the American Federal Communications Commission
(FCC) made a landmark decision to allow a wide band of the frequency (3.1 GHz to 10.6
GHz) to be used for unlicensed communications as long as the communication devices in
this band did not interfere with existing fixed frequency, licensed and un-licensed services
such as cellular networks and satellite systems [18]. To help ensure this, an emission
limit of -41.3 dBm/MHz Effective Isotropic Radiated Power (EIRP) was specified by the
FCC [49] for UWB. Following the FCC decision, the European regulatory authorities
developed their own standards [50].
However, as is the case with every nascent mobile and/or wideband technology, reserva-
tions were expressed by the fixed services industry. For example, the Satellite Industry
Association (SIA) requested a review stating that the C-band (3.7 GHz to 4.2 GHz)
emission levels of UWB can interfere with Fixed Satellite Service (FSS) earth stations.
The reason cited was that the 0 dBm interference to Noise level (I/N), used in deciding
upon the UWB emission levels, is too high and is difficult to attain in practical satellite
communication scenarios [49].
Ultra-Wideband systems are currently being looked at as a technology that can enable
economic manufacturing of high data rate, short range and low power communication
devices using a large unlicensed bandwidth of 7.5 GHz. One should note that the
unlicensed band designated for UWB communications contains pre-existing narrowband
services (such as cellular networks and satellite systems) with which UWB devices must
not interfere. The IEEE 802.15 working group for Wireless Personal Area Networks
(WPAN) considers UWB implementation for communications in personal area networks
or short distance wireless networks [51]. For a brief overview of UWB history and
applications, readers can refer to [52], [53], [54].
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1.2 THESIS MOTIVATION
Most of the research in IR-UWB has been focused around using a time hop coded impulse
radio signalling scheme based on PPM. While this allows multi-user transmission, it
also decreases the transmitted data rates severely due to the presence of pseudo-random
codes assigned to each user and inserted in the signalling format. A classical approach
to allow high data rates is to transmit data through parallel streams using signals or
waveforms which differ in either amplitude, frequency or phase. However, for IR-UWB
signals, the transmitted signal is in the form of a pulse which is limited in time duration
and has a wide spectrum. This is why it is alternatively referred to as pulse based
transmission having wide bandwidth [5] [6] [55] [56] . Orthogonality is required to
ensure that the pulse representing a particular data stream does not interfere with the
other data streams. This is primarily achieved by modulating the transmitted pulses
so that they have different pulse shapes, amplitudes or time slots as mentioned in the
previous section.
A literature review (Chapter 2) shows that many modulation formats and pulse shap-
ing technologies have been proposed for IR-UWB communications. Pulse Amplitude
Modulation (PAM) and Pulse Position Modulation (PPM) are the most basic method
of differentiating between pulses representing different information followed by complex
Pulse Shape Modulation (PSM) and bi-orthogonal modulation based UWB transmission
techniques. Whichever method is employed, the received pulses are distorted because
of constructive or destructive interference induced by the multipath channel resulting
in data loss. PPM and PSM follow the principles of pulse orthogonality in the time
domain. PSM has been proposed as a time domain based alternative to PPM and has
been applied in combination with PPM [17]. It requires matching the pulse shape rather
than the pulse amplitude or pulse position. The focus of this thesis is on developing a
new IR-UWB technique based on M -ary PPM orthogonal modulation with the primary
objective being to increase the transmitted data rates in a multipath channel using less
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complex receiver architecture.
1.3 THESIS CONTRIBUTION
The primarily contribution of this thesis is to investigate and develop a new approach
towards achieving pulse orthogonality in the time domain by using an M -ary PPM IR-
UWB system based on carrierless amplitude phase modulation (CAP). Previously CAP
has been explored for wired communication in a simple channel model with continuous
time signals having limited data rates. Its use for IR-UWB has not previously been
studied, let alone that in a severe multipath channel environment. CAP is a two di-
mensional scheme which allows pulse orthogonality via the Hilbert transform. It allows
M -ary PPM IR-UWB to transmit via an in-phase and orthogonal pulse hence thereby
allowing double the throughput. Both the in-phase pulse p(t) and its Hilbert orthogonal
pulse q(t) are used in data transmission. This thesis considers a single user uncoded
transmission scenario. The new technique is referred to as M -ary PPM-CAP IR-UWB.
The novel contribution of this thesis are listed below
• This thesis presents results for M -ary PPM IR-UWB in both additive white Gaus-
sian noise (AWGN) and the IEEE 802.15.3a multipath channel model 1 (CM-1)
and channel model 4 (CM-4).
• Results for M -ary PPM-CAP IR-UWB are presented for AWGN and the IEEE
CM-1 and CM-4 channel models. These results are compared to M -ary PPM
IR-UWB for both AWGN and multipath channels.
• Bit Error Rate (BER) results for different system parameters such as the order of
modulation M , number of Rake taps and guard time required between symbols
for good performance in the multipath channels are presented.
• M -ary PPM-CAP IR-UWB does not require phase information for demodulation
at the receiver. It gives double the data rates of M -ary PPM IR-UWB. With a
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modest amount of guard time the system is robust to the interference caused by
the multipath channel.
• Simulation results show a Rake with 30 taps provides a good trade-off between
complexity and performance for M -ary PPM-CAP IR-UWB.
• A feed-forward synchronization scheme is described for M -ary PPM-CAP IR-
UWB. BER results show little performance degradation when using this scheme
compared to a perfectly synchronized M -ary PPM-CAP IR-UWB system.
1.4 THESIS OVERVIEW
The rest of this thesis is organized as follows:
Chapter 2
This chapter presents an overview of wireless communication in the context of
UWB. This is followed by a review of the different types of UWB communication
schemes in use today. Next, an overview of possible pulse types is presented along
with the pulse shape used in this thesis. This is followed by M -ary orthogonal
modulation concepts and signal detection techniques used. The multipath channel
is then discussed as UWB communication channels are modelled as multipath
channels with large excess delay times in comparison to the pulse width. This is
followed by an overview of the Rake receiver and its application to signal detection
in the multipath channel. Finally, we present some current applications of UWB.
Chapter 3
In this chapter the M -ary PPM IR-UWB is described and its analytical and sim-
ulated results are presented. Then an M -ary PPM-CAP IR-UWB is described
along with the transmitter and receiver structure. Next, we propose and simulate
the M -ary PPM-CAP scheme. Finally, BER results in AWGN are presented and
discussed.
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Chapter 4
The focus of this chapter is to present the system model and BER results for
M -ary PPM IR-UWB and M -ary PPM-CAP in an IEEE 802.15.3a CM-1 and
CM-4 multipath channel. ML detection is used to obtain estimates of the received
signal using a Rake receiver. First, the mathematical model for M -ary PPM IR-
UWB is presented in the multipath channel. ML detection is used for obtaining
the estimated received data. Next, we introduce M -ary PPM-CAP for the multi-
path channel and present signal detection using ML estimation. This is followed
by simulated performance results and discussions for the proposed M -ary PPM-
CAP scheme. The BER results presented are obtained assuming ideal channel
estimation and synchronization at the receiver.
Chapter 5
This chapter investigates and presents system performance when using estimated
synchronization in M -ary PPM-CAP IR-UWB. Synchronization is achieved by
adding pilot symbols to the PPM-CAP data frame. First, a system model for
PPM-CAP IR-UWB with synchronization pilot symbols is developed. System
evaluation is done by simulations primarily for the multipath CM-1 channel. Re-
sults are presented for both perfect and imperfect synchronization at the receiver.
System performance is shown by both BER and normalised mean square error
(NMSE) plots.
Chapter 6
In this chapter, conclusions and potential areas of further research into M -ary
PPM-CAP IR-UWB are presented. The results presented in chapters 2 through
4 are summarised and briefly reviewed for M -ary PPM-CAP IR-UWB. The per-
formance gains between M -ary PPM and PPM-CAP IR-UWB are emphasized.
Potential research areas for M -ary PPM-CAP IR-UWB are also discussed.
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1.5 LIST OF PUBLICATIONS/RESEARCH OUTCOMES
This section lists the publications were submitted as a result of the work of this the-
sis. The primary research outcomes of this thesis are the design and evaluation of a
PPM-CAP IR-UWB scheme and the development of a synchronization approach for
PPM-CAP IR-UWB. The following papers based on the thesis have been submitted for
publication:
1. Tahir Malik, Desmond P. Taylor and Philippa A Martin, ”Impulse Radio using
Carrierless Amplitude Phase Modulation”, Submitted to the IEEE Transactions
on Vehicular Technology, Under Review, November 2015.
This paper first presents an overview of M -ary PPM IR-UWB in a multipath
channel. It then develops and discusses the M -ary PPM-CAP scheme with similar
multipath channel conditions. Lastly, It presents results and corresponding data
rates achieved by using PPM-CAP. The results show that BER performance from
using PPM-CAP degrades by approximately 2 dB from that of a PPM IR-UWB
scheme. However, the advantage of using PPM-CAP is double data rates.
2. Tahir Malik, Desmond P. Taylor and Philippa A Martin, ”Synchronization in Car-
rierless Amplitude Phase Modulated IR-UWB”, Submitted to the IEEE Transac-
tions on Vehicular Technology, Under Review, December 2015.
This paper presents results for a PPM-CAP IR-UWB scheme with ideal and non-
ideal synchronization. Simulation results show that for high values of signal to
noise ratio, the BER achieved for both cases are identical.

Chapter 2
WIRELESS COMMUNICATION USING UWB
2.1 ULTRA-WIDEBAND COMMUNICATION
Ultra wideband was referred to as impulse, carrierless or non-sinusoidal transmission
until 1989 when the US Department of Defence used the term Ultra-Wideband (UWB)
[8], [28], [57]. Win and Scholtz in [12], [58], [59], [24] have described the ultra-wideband
time domain pulse based communication as Impulse Radio UWB (IR-UWB). The sim-
plest form of IR-UWB digital transmission consists of an impulse signal (extremely
narrow time pulse) being used to represent a data bit. The receiver makes a decision by
comparing the received pulse energy [54] against a threshold.
UWB systems can be time domain or frequency domain based. Time domain UWB
systems transmit the input data via a series of UWB impulses employing some form
of modulation such as pulse position modulation (PPM), pulse amplitude modulation
(PAM), pulse shape modulation (PSM) or a combination of them [17]. The time duration
of the transmit pulse is typically on the order of nanoseconds and occupies a very wide
frequency band [12]. Time hop (TH) codes with IR-UWB have been used in [12],
[18] to improve multiple access in a multiuser environment. UWB (non-impulse radio
type) in the frequency domain is usually implemented via orthogonal frequency domain
multiplexing (OFDM) [60].
Due to the nature of the wide bandwidth associated with pulse transmission, UWB
radios operate at very low power levels, average Effective Isotropic Radiated Power









Figure 2.1: UWB radio spectrum comparison.
(EIRP) of about -41dBm per 1 MHz in the 3.1 GHz to 10.6 GHz band [50] and “47 C.F.R
15.519(f) - Technical Requirements for Hand Held UWB Systems” of the FCC 1) so as
not to cause interference to existing users. UWB communications is defined by both its
absolute bandwidth and relative or fractional bandwidth. Absolute bandwidth refers to the
actual bandwidth occupied by the signal. Relative or Fractional bandwidth is expressed
as the percentage bandwidth occupied by the signal relative to its center frequency.
UWB systems should have a bandwidth greater than 500 MHz and are referred to as
having large absolute bandwidth [5] [61]. Large absolute bandwidth can be advantageous
in providing high resilience to fading, interference resistance and greater accuracy of
ranging and geolocation. This makes UWB attractive for certain applications such
as being used in an underlay approach to spectrum sharing [62] [63] in environments
where existing users and fixed band services already exist. Figure 2.1 gives an example
of UWB bandwidth overlap over the other services without causing interference. An
incoherent and low power architecture favors low data rate (LDR) to medium data
rate (MDR) personal area networks (PAN) [28]. Possible applications can be remote
1http://www.gpo.gov/fdsys/granule/CFR-2010-title47-vol1/CFR-2010-title47-vol1-sec15-
519/content-detail.html
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Figure 2.2: FCC UWB spectrum mask.
health monitoring, office automation and wireless sensor networks. Low average power
consumption by UWB radios can be achieved by transmitting signals at low duty cycle
and suitably limiting the peak power.
Figure 2.2 [50] shows a more specific power spectral density mask for UWB communica-
tion as allowed by the FCC. Other countries follow more or less the same spectral mask
for UWB communication. Figure 2.3 sows the European UWB spectrum mask.
2.2 OVERVIEW OF ULTRAWIDE BAND (UWB) SYSTEMS
Ultra wideband communication can be categorized into five main types [6], [55]
1. Time Hopping Impulse Radio UWB (TH IR-UWB).
2. Direct Sequence Spread Spectrum Impulse Radio UWB (DS IR-UWB).
3. Multi-Band UWB (MB-UWB), for example OFDM based UWB.
4. Frequency Hopping-UWB (FH-UWB).
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Figure 2.3: European UWB spectrum mask.
5. M -ary Pulse Position Modulated Impulse Radio UWB (PPM IR-UWB).
Figure 2.4 summarizes the current techniques used for implementing UWB i.e. time
and frequency domain based methods. Time based UWB is known as IR-UWB while
frequency based UWB is referred to as frequency modulated (FM) UWB and multi-
band (MB) UWB. We will now describe the various implementation schemes for UWB
in Section 2.2.1 to Section 2.2.5.
2.2.1 Time Hop Pulse Position Modulation Impulse Radio UWB (TH IR-UWB)
Time hop (TH) pulse position modulated impulse radio UWB (or TH IR-UWB) is a
scheme in which each user is assigned a specific time hop code [6] [12] [55] [64] via which
the user’s data is represented in terms of time positions assigned to a series of pulses.
It is multi-user centric and does not focus on high data rate transmission. A repetition
code can be used with TH IR-UWB systems to reduce catastrophic collisions [6], [64]
and [65]. Figure 2.5 shows a TH IR-UWB transmitter block diagram.
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Ultra-Wideband Communication
Impulse Radio FM-UWB Multi-Band UWB
PPM IR-UWB
TH IR-UWB DS IR-UWB
Pulse based
Multi Carrier Based
Figure 2.4: UWB implementation techniques.
TH IR-UWB was first implemented and studied by Scholtz [19], [20], [21] and Win [12],
[23]. It focuses more on TH codes and less on pulse position modulation (PPM). It
has been discussed in the context of bit by bit transmission [12], [18] and appears to be
limited to binary transmission. The signalling elements of the Scholtz-Win TH IR-UWB
transmission scheme are chip, symbol and frame.
Figure 2.6 shows a detailed format of the transmitted symbol in a TH IR-UWB scheme.
The figure shows two frames each consisting of four chip slots. The input data bit is a
‘1’ and the TH sequence is such that it assigns the pulse to the first chip in both frames.
PPM is obtained by inducing a slight offset in the pulse within a chip duration as shown










Figure 2.5: TH IR-UWB system block diagram.
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half of the chip slot and for an input data bit ‘0’ the pulse lies in the first half of the
chip.
The proposed transmission scheme is shown in Figure 2.7. It consists of chips, frames
and symbols. The minimum addressable time delay bin is a chip having a time duration
Tc. Each user’s information is contained in the form of a single pulse, which is positioned
within the chip time slot that is assigned to the user by the time hop code. Nc chip time
slots are grouped to form a frame having duration Tf = Nc×Tc. A pseudorandom (PN)
TH code is then inserted into this transmission scheme. This TH code allocates one
chip position (out of Nc available chips within a frame) to the respective user’s pulse.
PPM is incorporated within the transmit symbol format by inserting a time offset ε to
the pulse position, while limiting the pulse to the allotted chip time boundary. An offset
of ψ will denote a data bit ‘1’ and no offset will denote a data bit ‘0’. This scheme
considers separate transmitters for each user. The TH PN code is used to decrease data
collisions between users and makes use of a correlation receiver to decode each user’s
data stream based on the PN code assigned to that user. A group of Nf frames is called
a symbol, which has time duration Ts = Tf × Nf . The receiver differentiates between
users based on their assigned TH code sequence.






Chip 2 Chip 3 Chip 4
Figure 2.6: TH IR-UWB - transmitted symbol format.
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Mathematically, this scheme can be formulated by first representing the binary data
sequence a = (a0, a1, a2, ..., aN−1) where N represents the number of bits in the binary
sequence. After passing through a repetition coder which repeats each bit Nf times, the















N−1 ). The repeated data bits can be represented as b, where bi = âi ∀ i. This
results in b = (b0, b1, b2, b3, ..., bi, bi+1, ...). This sequence has rate Rb = 1/Tb bits/s and
Figure 2.7: TH IR-UWB - transmitter diagram.
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each element bi represents one data bit.
A second block (transmission coder) codes the sequence b by a pseudo-random TH code
c = (c0, c1, c2, c3, ci, ci+1, ...). In a multi-user environment each user can be assigned a
different pseudorandom TH code. The sequence at the output of the transmission coder
is then pulse position modulated. Generally, the periodicity of the code, Np, is taken
equal to the length of the repetition code, Nf . The PPM block introduces a time delay
defined by
di = ciTc + biψ, (2.1)
where Tc (chip time) and ψ (time shift introduced by the PPM modulator) are constants
chosen by the system designer. ciTc +ψ < Tf for all ci. biψ denotes a time offset within
a chip interval, induced by the PPM modulator to differentiate a data bit ‘1’ (biψ = ψ)
from a data bit ‘0’ (biψ = 0). The PPM delay biψ is modelled as half the chip time
for convenience, i.e. the pulse lies in the first half of the chip if the input data bit is
‘0’ and in the second half of the chip if the input data bit is a ‘1’. After PPM, the
resulting sequence or symbol (which practically consists of Nc chips) is fed to the pulse







p(t− iTf − ciTc + biψ), (2.2)
where i denotes the number of input data bits corresponding to a single user in TH-
UWB. Tf denotes the time duration of one frame. The term iTf denotes that the pulse
is positioned within the ith frame. Tc is the chip duration and ciTc denotes the chip slot
assigned by the ith element of the TH code in the current frame. p(t) is the pulse shape
produced by the pulse shaper block.
TH-UWB can be used with [55],
• Pulse Shape Modulation (PSM) - pulses are orthogonal between users. This
scheme can be used when there are multiple users transmitting. For example,
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we can use wavelets or prolate spheroidal waveform functions (PSWF) to develop
wideband orthogonal pulses [55] [17].
• Pulse Interval Modulation (PIM) - In which two pulses are transmitted and the
time interval between them is used to represent the data [55].
These signalling formats can all be used with non-coherent reception of the signal, but
they require accurate synchronization. Note that modulation generally refers to mapping
of a baseband signal onto a high frequency carrier signal for transmission to the receiver.
In this case, it is assumed that there is no high frequency carrier. Thus the term impulse
radio (IR) is used.
Impulse Radio as described above is inefficient as it only considers bit by bit transmis-
sion. In addition, since the chip times only last a couple of nanoseconds at most, it can
be extremely difficult for the receiver to decode multiple pulse positions, within a chip,
based on a slight offset of ψ. Hence, development of a new framework for UWB transmis-
sion (of the Impulse Radio category) is needed as we cannot expect high data rates from
the current scheme due to its limitation of employing bit by bit or binary transmission.
One method of increasing throughput is to transmit groups of k-bits simultaneously and
use a higher order scheme.
We neglect the repetition coder as multi-user transmission is not the focus of this thesis.
Our main objective is to develop a scheme which allows an increase in throughput using
an M -ary signalling format. The basic building blocks of this scheme are explained in
the next section.
2.2.2 Direct Sequence Impulse Radio UWB
Direct sequence IR-UWB (or DS IR-UWB) spreads the spectrum using spreading codes
and is classified as a form of impulse radio [6] [55]. This technique was developed
alongside TH IR-UWB. A repetition coder is usually used to introduce redundancy.
The bandwidth of the transmitted signal is determined by the chip rate of the spreading
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sequence. In contrast to the PN TH code used in TH IR-UWB, DS IR-UWB utilizes
a polarity based pseudorandom code along with TH requiring coherent reception. At
the receiver the original data symbols can be recovered by correlation of the received
signals with the same spreading code that is used at the transmitter [52]. In contrast
to classical direct sequence spread spectrum techniques, which make use of a carrier
modulated by a message signal, DS IR-UWB is carrierless. Multiple users can transmit
at the same time as long as each user is assigned a unique PN TH code with polarity















Figure 2.8: Direct sequence IR-UWB block diagram.
We consider a binary data sequence b = (b0, b1, ..., bk, bk+1, ...) with rate Rb = 1/Tb
bits/s. This sequence is fed to a (Nf ,1) repetition coder, meaning each bit of the data
sequence b is repeated Nf times. The output data sequence of the repetition encoder
is denoted by






















k+1 , ...) (2.3)
where ã has a repetition rate of R̃cb = Nf/Tb = 1/Tf bits/s. ã is then converted into
positive and negative data sequences denoted by a, where a = (a0, a1, a2, ..., aj , aj+1, ...)
with rate Rcb = Nf/Tb = 1/Tf bits/s.
The next block is the transmission coder. The input to this block is the sequence a
and it’s output is the sequence d. The transmission coder multiplication sequence c is
a pseudorandom code of +1’s and -1’s having a period of Np = Nf . This code helps
differentiate one sequence from another at the receiver. Mathematically dj = ajcj ,
where j refers to the individual sequence elements. Here, d is generated at a rate
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Rc = Nf/Tb = 1/Tf bits/s.
The sequence d is given as input to the pulse amplitude modulator for pulse polarity
modulation corresponding to the unit pulses (positive or negative) at time jTf and a
rate of Rp = Nf/Tb = 1/Tf pulses/second, as in Figure 2.8.
The last stage of the DS IR-UWB system is the pulse shaping filter. This takes as
input unit pulses and transmits a desired pulse shape in place of the unit impulses. The
transmitted pulse p(t) can be designed according to the available regional spectral mask
so that UWB transmission does not interfere with narrowband systems. The sequence






Multi-Band UWB is different from classical IR-UWB techniques. In MB-UWB trans-
mission is done within multiple spectrum bands or sub-bands of the spectrum [56] [67].
This can allow greater spectral efficiency depending on pulse shape and scheme used,
but increases complexity. To comply with FCC UWB regulations each sub-band must
have a bandwidth greater than 500 MHz [55].
This approach to UWB transmission can provide better interoperability between UWB
devices in different regions of the world- as different frequency ranges for UWB com-
munication bands are defined in different geographical areas [50], and thus the devices
can adjust their band of operation according to the radio environment. The sub-band
approach can also increase user capacity by allowing the users to hop among different
sub-bands according to a pseudo-random code [28]. Each sub-band can have a different
bandwidth, centered around different frequencies depending on
1. the region in which the radio operates,
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2. any existing active fixed band services,
3. Interference being caused to or from the existing UWB sub-band.
The pulse shaper in multi-band transmission shapes each pulse so that the spectrum of
the pulse stays within its assigned sub-band and does not interfere with adjacent sub-
bands or narrow band services. From the FCC mask, shown in Figure ??, we observe
that not every sub-band will be allowed to have the same transmit power level limit and
the transmitter will have to limit both the width of the pulse and its power level. Rather
than developing transceivers which have fixed circuits in them built for specific multi-
band communication in particular regions, we can develop reconfigurable hardware in
which the pulse shaper does the re-configuration portion by conditioning the pulse time
and bandwidth. Two approaches to multi-band UWB are,
1. Pulse sequence based- Pulse sequence multi-band UWB consists of a sequence of
pulses with different center frequencies (but the same bandwidth) being transmit-
ted in series with a small guard time inserted between transmissions [56]. This
scheme is carrierless. The spectrum of each pulse occupies a percentage (or sub-
band) of the total available UWB spectrum (which can be up to 7.5 GHz wide in
USA). The individual sub-bands are non-overlapping, hence the name multi-band
UWB. Pulse shaping can be done by prolate spheroidal wave functions (PSWF),
Hermite polynomials or other suitable methods so that they are limited in time.
Data can be modulated in this scheme in a number of ways, the simplest being
on-off keying. With multiple access, each frequency band can be allotted to a
specific user. Figure 2.9 shows the transmitted signal of such a scheme and the
sub-bands of the individual pulses. In this figure pulses are assigned a number.
For example, Figure 2.9 assigns pulses ‘1’ up to ‘N’. The bands occupied by the
respective pulses are appropriately labelled as shown in Figure 2.9 [55].
2. Multicarrier based- Two techniques are used to accomplish this.
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Figure 2.9: Pulse based multi-band UWB. Top figure shows the individual pulses be-
ing transmitted consecutively. Bottom figure shows their corresponding bands in the
frequency domain.
(a) Multiple non-overlapping carriers- Multiple carriers are generated separately
and data is modulated onto them as shown in Figure 2.10 [55] [56]. This tech-
nique reduces inter symbol interference (ISI) because each band can be exactly
designed but increases hardware complexity. This technique is alternatively
referred to as analog Orthogonal Frequency Division Multiplexing [5].
(b) Orthogonal Frequency Division Multiplexing (OFDM)- This technique can
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Figure 2.10: Carrier based Multiband-UWB.
be extended to OFDM with multiple access and be used to implement mul-
ticarrier UWB by transmitting information in parallel on a large number of
subcarriers. The data stream is first converted from serial to parallel. Mod-
ulation is then performed digitally first by an inverse fast Fourier transform
(IFFT) on the data. A fast Fourier transform (FFT) is performed at the
receiver to recover the data [5], [55]. This eliminates the need for complex
hardware components such as filters and mixers at the receiver end [60]. It
can provide data rates as high as 480 Mb/s and can be used with a variety
of modulations such as BPSK, QPSK, PAM, QAM, FSK etc. [68] [69].
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2.2.4 Frequency Modulated UWB
FM-UWB was also proposed for UWB radio communication at low data rates. It is a
frequency domain approach for UWB systems design [70]. FM-UWB (or UWB-FM) is
a constant envelope frequency domain system [71]. It is a double FM scheme in which a
low modulation index (βdigital) FSK is used first. This is followed by a high modulation
index (βanalog) analog FM to achieve a wide bandwidth. However, it has not been
worked upon during the last few years and so is not considered further.
2.2.5 M-ary Pulse Position Modulated IR-UWB
In contrast to the TH IR-UWB scheme, which is limited to binary transmission primarily
due to large symbol times and lower throughput, an orthogonal M -ary PPM IR-UWB
scheme aims to increase data throughput by transmitting blocks of data i.e. symbols
constituted by grouping together k input bits. The channel can be shared between users
using time division multiplexing or a token ring system rather than incorporating TH
codes [72]. The PPM IR-UWB transmit signal structure is very similar to that of a TH
IR-UWB scheme in that there are three basic blocks to it i.e. pulse slot, symbols and
frames.
The pulse slot time is the smallest time interval in PPM IR-UWB transmission. Its
duration is denoted by Tc and the number of pulse slots within a symbol are denoted by
Nc. The UWB symbol represents k bits of data. Figure 2.11 shows a 8 PPM IR-UWB
signal sequence which comprises of two distinct symbols. In classical binary TH IR-
UWB schemes, the pulse time is optimally designed to be half of the chip time and an
offset of ψ = 12Tc is introduced to differentiate between a bit ‘0’ or ‘1’ [6]. However, in
M -ary PPM IR-UWB the pulse randomly occupies any of the M pulse slots depending
on the combinations of the input k bits. Hence, an M -ary PPM IR-UWB system has
M = 2k symbols in its signal space. The offset, ψ here can be represented by Tc or the
pulse slot time. Next up in the hierarchy is the symbol. Symbol time is denoted by Ts




























Figure 2.11: Uncoded 8-PPM IR-UWB transmitted symbol.
which is essentially M × Tc. A frame is the longest member of this hierarchy. A frame
consists of many symbols grouped together and has a time duration Tf . The number of
transmitted symbols an, where an ∈ 0, 1, 2, ...,M − 1, and M = 2k, are assumed to have
equal energy Es, are independently distributed and represented vectorially as
a0 = (
√
Es, 0, 0, . . . , 0)
a1 = (0,
√
Es, 0, . . . , 0)
...




A PPM IR-UWB signal can be mathematically represented as
sn(t) =
√
Esp(t− nTs − anTc), (2.6)
where nTs ≤ t ≤ (n+ 1)Ts, Es denotes the symbol energy, M is the number of possible
symbols and Ts is the symbol time. The term nTs denotes the n
th symbol time. Tc
represents pulse slot time. The term anTc gives the pulse slot number in which the
pulse is to be positioned, based on the number of bits grouped together to form a
symbol. Figure 2.12 depicts the signal sequence for two symbols in a 8 PPM IR-UWB
26 CHAPTER 2 WIRELESS COMMUNICATION USING UWB
Figure 2.12: 8-ary pulse position modulated ultra-wideband (8 PPM IR-UWB) scheme.
scheme.
2.3 PULSE SHAPING IN ULTRA-WIDEBAND COMMUNICATIONS
Pulse shaping is used to keep the transmitted pulse within the mandated regulatory
spectrum masks [24] [73] [74] [75]. It is an important aspect to consider in any UWB
transceiver [76] [77]. As seen from Figure 2.2, the FCC mask is not a flat horizontal line
but varies with frequency and specifies the allowable PSD level at different frequencies.
IR-UWB is inherently carrierless and any form of modulation which requires a high
frequency carrier is not consistent with classical IR-UWB [55]. Many proposed IR-UWB
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schemes typically involve using pulse shapes such as the Gaussian, Gaussian doublets,
sinusoidal polycycles, Rayleigh waves and raised cosine pulses. A major limitation is
realizing physical circuits for their generation [78].
Assuming P (f) to be the Fourier transform of p(t), we can model its energy spectrum
as
Φuu(f) ≈ α |P (f)|2 , (2.7)
where α is a constant.
It is preferred that |P (f)|2 = SFCC(f), where SFCC(f) is the spectrum of the FCC
mask [29]. Another useful term here is the normalized effective signal power (NESP),
which is the ratio of power transmitted (Sp(f) = |P (f)|2) in a chosen band (Bp) within
the spectral mask to the total power permissible under the given mask. This can be






. As SFCC(f) is either fixed or cannot be





Equation (2.8) is used to determine how closely a pulse can approach the available
spectrum mask. Pulse shaping can be implemented in a low cost package as proposed




4. Hermite Polynomial pulse design.
5. Prolate Spheroidal Wave Functions.
6. Wavelets.
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Readers can refer to [7] [74] [77] [79] [75] [80] [81] [82] [82] [83] and [84] for insight into the
pulse shapes and design methodologies. For the purpose of this thesis, a brief overview
of the Gaussian pulses and the Scholtz monocycle are given as these are used in the
literature extensively. This thesis uses the Scholtz monocycle pulse with a duration of
1 ns unless otherwise specified.
2.3.1 Gaussian Pulse
The simplest way to have carrierless transmission is to employ a Gaussian pulse function
as the transmitted waveform [73] [6] [55]. However, a Gaussian pulse on its own is
spectrally inefficient and does not approximate well the spectral mask allotted for UWB
















where σ2 is its variance, A is its amplitude and Tp is the pulse width in seconds. The
Gaussian pulse (shown in Figure 2.13) is along with its odd order derivatives [73] are
often used so as to increase the transmitted pulse center frequency and to minimize
the average DC content for transmission, as the odd order derivatives tend to have no
DC content. A linear combination of different derivatives of the basic Gaussian pulse
can be used to produce a single pulse shape that achieves good spectral utilization
and multi-user interference performance has been proposed [86]. The first derivative
and second derivative pulse shapes of the Gaussian pulse are shown in Figure 2.14
and Figure 2.15. Theoretically the duration of any form of Gaussian pulse is infinite,
however for analysis we can define a pulse width (Tp) which contains 99.99% of the
pulse energy. This relates to Tp = ασ, where α is set to achieve 99.99% pulse energy
containment [87] [88]. Techniques using high frequency carrier signals [89], [90] have
been proposed that combine a Gaussian pulse with a high frequency carrier for better
managing the pulse bandwidth. However, such a technique does not conform to classical






















Figure 2.13: Gaussian pulse.
IR-UWB due to the presence of a sinusoidal carrier in the modulation. Pulse duration
varies in the literature from 0.16 nanosecond to 1 nanosecond [91].








































Figure 2.15: Gaussian pulse - 2nd derivative.
2.3 PULSE SHAPING IN ULTRA-WIDEBAND COMMUNICATIONS 31















Figure 2.16: Scholtz monocycle pulse template.
2.3.2 Scholtz Monocycle
The Scholtz monocycle [28] was used during UWB work by both Win and Scholtz. Much
of their pioneering work was done using this monocycle pulse [12] and is described
as being a representation of a received pulse at the receiving antenna. Figure 2.16
shows a Scholtz monocycle based IR-UWB pulse template. This thesis uses the Scholtz






















where 0 ≤ t ≤ Tp, Tp is the pulse width in seconds. For simplicity, in an M -ary PPM
IR-UWB scheme the pulse width is taken as equal to the chip duration so that Tp = Tc.
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(a) (b)
Figure 2.17: Bit by Bit signalling scheme (a) binary signal space and (b) quaternary
signal space.
2.4 UWB COMMUNICATIONS BIT BY BIT SIGNAL ANALYSIS VS.
BLOCK ORTHOGONAL SIGNAL ANALYSIS
Block orthogonal signalling and bit by bit signalling have both been used for communi-
cations [92]. Bit by bit signalling [12] [28] [53] can be expressed using multi-dimensional
models ranging from a simple 1D constellation having two points each of which repre-
sents a single bit, to a Hypercube model that can be used to represent any M symbols
over a N dimensional vector space in which N ≤ M . Figure 2.17(a), Figure 2.17(b) and
Figure 2.18 depict some constellations with a varying number of symbols and dimen-
sions. Here M = 2k, where k represents the number of bits per symbol. However, while
these models are widely used, they are complex to implement due to the requirement
for phase information in their demodulation. In bit by bit signalling Es = Eb, as each
point in the signal space represents one bit. To achieve symmetry in the signal space
for bit by bit signalling, bipolar modulation is often used.
The analytical probability of bit error P (ε) for such a binary constellation is given by
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Figure 2.18: Hypercube signal constellation.
(2.11) [92],






where Eb is the energy per bit, N0/2 is the PSD and k = 1 is the number of bits per
symbol for the binary case.
PPM is a special case of orthogonal modulation and is significantly different from bi-
polar schemes [93] because the information is embedded entirely in the position of the
pulse within a symbol whereas in bi-polar modulation the polarity of the pulse partly
carries the information. For the special case of M orthogonal signals (each having equal
energy Es), we represent each signal on a single dimension. Thus M = N for M -ary
orthogonal signals. This representation leads to block signalling analysis in which can
be represented by low complexity uncoded schemes. Two such schemes are an M -ary
PPM system in the time domain, or a M -ary frequency based system in which each
symbol is represented in the frequency domain by using sinusoidal carriers having M
different frequencies. Figure 2.19(a) shows the simplest case where we have two signals
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(M = 2) being represented in two dimensions (i.e. N = 2) φ1 and φ2, respectively. The
signals s0 and s1 are orthogonal to each other. Figure 2.19(b) shows the equivalent time
domain binary PPM transmission scheme with two possible time slots. Each time slot
represents one symbol. An orthogonal signal constellation is different from a biorthog-
onal constellation. For comparison, Figure 2.20 shows a biorthogonal constellation set
for N = 2 and M = 2N symbols. This constellation is obtained from an orthogonal set
of N signals by taking the negative of each signal. For the simple case of a sinusoid, the
negative is denoted by a phase shift of 180 degrees. The negative amplitude (or phase
inversion) effectively cuts in half the number of dimensions required in a biorthogonal
signalling space as compared to that required in orthogonal signalling space [92] [93],
the trade off being that we need to employ coherent demodulation.
Orthogonal signalling is used in this thesis. For a binary orthogonal scheme, assuming
an AWGN channel, the probability of symbol error that s0 is transmitted and received
incorrectly i.e. p[ε|s0] is equal to p[ε|s1] as we assume equiprobable symbols. p[ε|s0] can















Figure 2.19: (a) binary orthogonal signal space constellation and (b) binary PPM signal.
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Figure 2.20: Biorthogonal signal constellation.
where d represents the distance between the two signal space points s0 and s1. α





where Eb represents the energy per bit and k is the number of bits per symbol. For
binary orthogonal schemes, k = 1. As both symbols are assumed to be equiprobable,
a union bound on this is given by p[ε] = Q(
√
Es/No). This bound can be expanded





< e−Es/2N0 , where M
denotes the number of orthogonal symbols. This upper bound applies to an M -ary PPM
IR-UWB system [16] as an example of an orthogonal signalling scheme.
In contrast to bit by bit signalling, the probability of error for a scheme employing block
orthogonal signalling can be made to go to zero by increasing either increasing Eb or k
because Es is directly proportional to both. Thus, by keeping Eb constant, k results in
better p[ε]. Whereas, in bit by bit signalling one has to increase Eb to decrease p[ε] [92].
2.5 M-ARY ORTHOGONAL SIGNAL DETECTION IN AWGN
Most detection techniques are derived for an AWGN environment and are optimal with
respect to minimizing the probability of error of the received signal or maximizing the
output signal to noise ratio at the receiver. Implementation of these techniques for mul-
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tipath channels results in degraded detection performance, but may provide acceptable
system performance with low complexity especially when the complexity of optimal de-
tection cannot be afforded. Signal detection can be implemented using either time or
frequency domain based techniques [92] [94] [93].
2.5.1 Maximum A Posteriori (MAP) Signal Detection
An optimum receiver aims to minimize the probability of error (or maximize the prob-
ability of detection) based on the received signal r(t). Since we consider here a memo-
ryless channel, we can make the decision per signal (or symbol) interval [92], [94], [93].
A decision rule that aims to maximize the probability of detection and based on the
received symbol is called the maximum a posteriori probability (MAP) criterion. It is
an optimal detection technique used for detection in AWGN. It takes into account the a
posteriori probabilities, i.e. the probability that the transmitted ai is conditioned on the
received signal r(t), which can be denoted vectorially as r. The a posteriori probability
is the probability that ai was transmitted given r was received and can be expressed
as P (ai | r), where i = (1, 2, . . . ,M) ∀M . MAP detection chooses the signal ai, out of
all possible M symbols, that has the highest posterior probability. Using Bayes rule,






where f(r|ai) is the conditional probability density function of the observed symbol
given ai is transmitted (i.e. the likelihood function) and f(r) is the total probability of
the received symbol i.e. f(r) =
∑M
m=1 f(r|am)P (am). Note that for optimum detection
MAP requires the a priori probabilities to be available at the receiver.






















Figure 2.21: AWGN optimum signal detectors. (a) correlation receiver and (b) matched
filter receiver.
2.5.2 Maximum Likelihood (ML) Signal Detection
We will assume equiprobable a priori probabilities of the M symbols, i.e. P (am) = 1/M .
In addition, the term f(r) can be ignored due to not having any dependency the on
transmitted symbol. Hence, we are left with a simplified MAP criterion in which the
probability of correct decision depends solely on choosing the symbol which maximizes
f(r|ai). This is referred to as maximum likelihood (ML) detection and provided that
the a priori probabilities of the M transmitted symbols are equal, receivers based on
either of the two detection criterias (MAP or ML) will produce the same result [95].
From [93], maximizing the probability of detection is equivalent to choosing that ai
which maximizes the correlation (or correlation metric) between the received signal and
the M possible signals. The correlation metric may be expressed as
C(r,ai) = 2r.ai ∀ i = (1, 2, . . . ,M). (2.14)
Receivers based on ML detection are optimum for detecting a signal (or pulse) in AWGN
and can be realized by correlation based techniques as shown in Figure 2.21(a) or by a
matched filter as in Figure 2.21(b) [92], [94], [93]. The symbol ai that maximizes the
output SNR, out of the M possible symbols, is taken to be the received symbol.
In PPM, the correlation receiver uses symbol length templates si(t) where i = 0, 1, ...,M−
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1. In contrast, the match filter receiver uses a filter matched to the pulse shape which is
delayed successively in terms of τi for i = 0, 1, ...,M−1. This translates to τi = iTc ∀ i. In
both cases, the detector selects the value of that input branch, out of M input branches,
having the maximum value.
2.6 SIGNAL DETECTION IN MULTIPATH CHANNELS
A multipath channel model [66] [96] [97] [98] [99] [100] [101] mathematically models the
path gains and time delays induced in the transmitted signal by the environment. For
transmission, the multipath model of the received signal consists of multiple pulses or
echos, each having a different amplitude and time delay, where the amplitude and time
delay of each received pulse or echo depends on the path. The channel gain coefficients
are represented by H = (h0, h1, ..., hLchannel−1) and the time delay associated with the
coefficients by τ = (τ0, τ1, ..., τLchannel−1), respectively. The total number of multipath
components in the channel impulse response is denoted by Lchannel. Figure 2.22 illus-
trates a four tap multipath channel representation. s(t) denotes the transmitted signal
which consists of a single pulse p(t). h(t) denotes the multipath channel impulse re-
sponse and τi denotes the time delay of the i
th multipath component. The total channel
delay or time duration of the channel impulse response is denoted by Tchannel. The




hi s(t− τi), (2.15)
where, r(t) is the combined signal, Lchannel represents the number of multipath compo-
nents or paths taken by the transmitted signal, hi is the weight or gain of each path,
τi is the time delay corresponding to hi. However, the multipath channel illustrated
in Figure 2.22 is rarely measured in a real world environment. The impulse response
of the multipath channel is likely to have multipath components that are not equally
spaced and will have random delays at the receiver. This necessitates channel impulse
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Figure 2.22: Multipath channel representation.
response measurements in the operating environment and designing the Rake receiver
tap weights and delays according to obtained measurement readings. This could mean
unequally spaced delays in the Rake receiver. Signal detection in multipath is signifi-
cantly more difficult than for an AWGN channel. Multipath channels with long delay
spread result in inter-symbol interference (ISI). ML detection in a multipath channel can
yield good results provided some form of receiver architecture that employs equalisation
techniques is used to collect and combine the energies of the received multipath distorted
signal. One type of receiver that can accomplish this is the Rake receiver [102], [103]
which has different taps or fingers each tuned to a specific path so as to capture and
combine all the multipath components.
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2.7 CORRELATION RECEIVER FOR MULTIPATH SIGNAL DETECTION
Ideally, the received multipath component signals are assumed to be completely orthog-
onal. This allows us to employ a receiver structure known as the multipath correlation
receiver or Rake receiver [66] [93] [104] [105]. It is optimal in the sense that it maximizes
output SNR in multipath channels. It comprises of Lp taps or fingers each matched to
a delayed version of the transmit pulsep(t). Figure 2.23 shows a typical Rake structure
consisting of Lp taps or fingers. The correlators in Figure 2.23 can be realized by a
correlation receiver as in Figure 2.21(a) or matched filter receiver as in Figure 2.21(b).
Each tap is matched to the channel gain coefficients H = (h0, h1, ..., hLP−1) and delay
τ = (τ0, τ1, ..., τLp−1). The correlation or match filter template is generally taken as the
transmitted pulse template. The number of branches depends on how much complexity












Figure 2.23: Rake receiver.
A Rake is referred to as diversity combining receiver because it adds up a number of
(attenuated and delayed) copies of the transmit signal. The Rake has been successfully
used for code-division multiple-access [106] and TH IR-UWB based schemes in [107],
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[108], [109], [110], [111]. It can be divided into two categories which are based on the tap
selection method for multipath energy combining. These Rake structures are all -Rake
and the selective-Rake which are detailed in the next section.
2.7.1 All-Rake
The term all -Rake (A-Rake) or an ideal Rake [6] [66] is used to denote a Rake in which
the number of Rake taps Lp are equal to the number of multipath components Lchannel
in the channel. Referring to Figure 2.23, the number of taps Lp is equal to the number
of channel multipath components Lchannel. The A-Rake is optimal in the sense that it
captures all the multipath energy and combines it for improved signal to noise ratios at
it’s output.
A special case of the A-Rake is when the first N multipath components of the received
signal are collected at the receiver. This structure has less correlators compared to
the A-Rake and is referred to as a partial Rake [6] [66] or simply a Rake having Lp
taps where Lp = N < Lchannel. It is suited to channels which have strong multipath
components in the earlier portion of the channel impulse response.
2.7.2 Selective-Rake
A selective-Rake (S-Rake) [6] [66] refers to a Rake structure that collects the N strongest
multipath components of the received signal for diversity combining. These N strongest
components are then combined for increasing the signal to noise ratio of the received
signal.
This is a fairly complex scheme in which accurate channel estimation and detection
methods must be employed to determine those multipath components that have the
highest energy. Depending on the multipath channel, the benefit of implementing such
a Rake is that the number of correlators required can be significantly reduced compared
to the ideal Rake. Those multipath components which have the highest energy are
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selected for combining in a S-Rake. Multipath channels having an impulse response in
which the strongest multipath components are not concentrated in the beginning but
rather are distributed throughout the channel impulse response would benefit from such
a Rake.
2.8 RAKE COMBINING TECHNIQUES
Another significant parameter selection in the Rake is the weight w assigned to the
multipath components after they are combined. Figure 2.24 shows the Rake structure
with weights assigned to each tap. These techniques aim to optimize the output SNR
























Figure 2.24: Rake receiver.
• Equal Gain Combining (EGC)
EGC [6] [66] is a suboptimal, low complex technique, which does not require chan-
nel estimation. EGC assigns equal weights to all multipath components, resulting
in Rake weights w = (w0, w1, ..., wLp−1), where wi = 1 for i = 0, 1, ..., Lp − 1.
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• Maximal Ratio Combining (MRC)
MRC [6] [66] is the optimal combining scheme. It requires knowledge of the channel
state information at the Rake, hence it is more complex than EGC. MRC has
higher performance gain than EGC. Assuming perfect CSI, the Rake weights are
assigned as wi = hi for i = 0, 1, ..., Lp − 1.
• Selection Combining (SC)
SC [6] [66] involves selecting the branch that has the highest instantaneous SNR
out of the Lp−1 branches in the Rake. This is a much less complex scheme where
the remaining Rake branches are ignored. The Rake weight in this case is wi = hi
for i = max(H).
2.9 UWB CHANNEL MODEL
The UWB multipath channel has delay spreads significantly greater than the symbol
length, resulting in ISI. This makes signal detection a challenge and requires complex
equalisation/detection techniques. In general, due to the time limited nature of UWB
pulses and the inter-symbol interference (ISI) caused by the channel, the received signal
may consist of many uncorrelated and correlated signal copies (affected by amplitude
attenuation and phase distortions) of the transmit pulse. To simplify analysis, the
arriving multipath copies are generally considered to be uncorrelated.
A generalized multipath channel model was proposed in [98] by Turin and further de-
veloped in [97]. The model was based on experiments to further study the statistics of
the signal transmission in an urban outdoor environment. These experiments involved
the transmission and reception of narrow pulses at frequencies of 488 MHz, 1280 MHz
and 2.9 GHz. The results suggested that the multipath signals follows a ‘modified’
Poisson arrival process and the amplitude distribution (or path gain/strength) follows a
log-normal distribution. The ‘modified’ Poisson process reflects that initial paths arrive
in groups at the receiver. Turins model was further investigated in [99] and [100]. The
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aks(t− tk)ejθk + n(t), (2.16)
where s(.) denotes the transmitted signal, k represents the number of paths, ak is the
gain of the kth path, tk denotes the path delay and θk represents the random phase.
n(t) is the additive White Gaussian noise.
In [96] an indoor multipath channel model was proposed by Saleh and Valenzuela. Their
experiments used radar like low power pulses having 10 ns pulse widths with a repetition
period of 600 ns, in an indoor (office) environment. The result of their experiment was
the formulation of a statistical channel model for indoor radio communication, now
commonly known as the S-V channel model. The S-V model borrows concepts from the
multipath propagation model originally proposed by Turin et al in [97].
The S-V model can be applied to UWB indoor communication because the received
IR-UWB signal exhibits a similar multipath characteristic. IR-UWB pulses have the
same time and frequency characteristics as those used to develop the S-V model. At
the receiver the signal is received in ‘clusters’ and within each cluster are resolvable
signals or ‘rays’ having an exponentially decreasing amplitude trend with respect to time.
Successive clusters exhibit an exponentially decreasing amplitude with time as well,
however the exponential decay rate of clusters and rays are different. The clusters are
the result of the building structure and the signals or ‘rays’ within a cluster are the result
of objects between the receiver and transmitter. Both follow a Poisson arrival process
with fixed rate Λ for the clusters and λ for the individual rays within a cluster. There
are generally many rays within each cluster hence, λ >> Λ. let Tl be the arrival time of
the lth cluster, where l = 0, 1, 2, .... Let τkl denotes the kth ray’s arrival time (measured
from the beginning of the lth cluster). The inter-arrival exponential probability density
functions describing Tl and τkl are given by
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p(Tl|Tl−1) = Λ exp[−Λ(Tl − Tl−1)] for l > 0, (2.17)
p(τkl|τ(k−1)l) = λ exp[−λ(τkl − τ(k−1)l)] for k > 0. (2.18)







jθklδ(t− Tl − τkl), (2.19)
where Lc and Lr represent the number of clusters and rays, respectively. The hkl are
statistically independent random variables following an exponential distribution and
denote the path gains of the kth ray within the lth cluster. Log-normal fading is applied
to each cluster and ray. θkl is the phase of the k
th ray in the lth cluster. Tl is the arrival
time of the lth cluster. τkl is the delay associated with the k
th ray in the lth cluster. X
represents Rayleigh fading.
The IEEE 802.15.3a UWB multipath channel model [25] [26] [28] is used in this thesis.
An alternate UWB channel model is proposed in [112], which takes into account antenna
effects. Our work could be extended to include antenna effects, but this was outside
the scope of this thesis. We consider the standard IEEE UWB channel model. The
UWB channel model proposes several sets of different channel conditions for UWB
communications. The channel models range from line of sight (LOS) to non-line of
sight (NLOS) multipath channels, with varying multipath component densities. Since
the UWB channel model is a real channel, (2.19) is modified by replacing ejθkl with
βkl ∈ {−1, 1} ∀ k, l to account for random phase inversion in the UWB real channel,
and then replacing hkl with αkl where αkl = ζl ρkl βkl. Here, ζl represents the fading
associated with the lth cluster and ρkl represents the fading associated with k
th ray of
the lth cluster both of which follow log-normal fading. Then (2.19) can be reduced to
the simple form of






αkl δ(t− Tl − τkl). (2.20)
The IEEE 802.15.3a UWB multipath channel model is used for high data channel mod-
elling (20 Mbit/s or more) [5] [25] [26]. The standardised channel model is focused on
communications within indoor distances of 10m and between the frequency range of 3
GHz to 10 GHz. The four channel models are channel model 1 (CM-1), channel model
2 (CM-2), channel model 3 (CM-3) and channel model 4 (CM-4). Except CM-1 which
is line of sight (LOS), the remaining three channel models are non-line of sight (NLOS).
In addition, CM-1 is the least dense channel and CM-4 is the most dense channel model
with longer delay spread and greater number of multipath components. Table 2.1 shows
the parameters used for the multipath channel models 1 to 4 with typical delay spreads
of the channel models ranging from 100 ns to 200 ns. Moving horizontally across the
table we note an increase in the values of parameters. This indicates that not only does
the arrival rate of clusters increase but their decay times increases as well increasing the
channel impulse response delay spread and multipath component density.
Model Parameters CM-1 CM-2 CM-3 CM-4
Λ (1/nsec) 0.0233 0.4 0.0667 0.0667
λ (1/nsec) 2.5 0.5 2.1 2.1
Γ (cluster decay factor) 7.1 5.5 14.00 24.00
γ (ray decay factor) 4.3 6.7 7.9 12
σ1 (dB) 3.3941 3.3941 3.3941 3.3941
σ2 (dB) 3.3941 3.3941 3.3941 3.3941
σx (dB) 3 3 3 3
Table 2.1: IEEE 802.15.3a channel model Parameters.
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2.10 APPLICATIONS OF ULTRA-WIDEBAND TECHNOLOGY
Due to the large spectrum available to ultra-wideband devices a number of applications
can be realized. The main applications are in communications, radar and imaging,
1. Wireless Communications and Networking - information exchange or wireless sen-
sor networks. UWB communication can be used for short range indoor communi-
cation or in an outdoor wireless environment. UWB relays can be used instead of
wires or amplifiers in areas where a wired service is not feasible [28].
2. Impulse Radar / Vehicular Radar - can provide very high resolution. This allows
for tracking of small targets and accurate distance determination [113] [114]. It is
also used for monitoring the level of liquids in a tank or objects in the ground.
3. Imaging - can provide through wall imaging or medical imaging. Sub-pico second
pulses can give good resolution [28].
4. Positioning Systems - UWB pulses can aid in position localization with centimetre
level accuracy and a range of about 25 meters [37].
5. Body Area Networks (BANs) - These consist of a number of nodes placed at
various distances on the human body. These can eliminate the need for wired
nodes or textiles that are pre-wired and hence cause less discomfort or movement
restrictions to the patient [48], [5].
2.11 SUMMARY
This chapter provides an overview of UWB techniques out of which M -ary PPM IR-
UWB is further developed in the remaining chapters of this thesis. Both frequency
and time domain techniques are presented with the thesis focus being on uncoded time
domain IR-UWB. PPM based orthogonal modulation is preferred over bit by bit sig-
nalling or the more complex higher M order schemes so as to increase throughput and
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have a less complex receiver structure. An ML detection scheme is introduced for PPM
IR-UWB detection in an AWGN channel. The complexities of multipath propagation
and the UWB channel model are presented and discussed. The multipath UWB channel
has long delay spread and dense multipath components making demodulation a chal-
lenge. To counter this a suitable receiver called the Rake, which has many possible
configurations for signal demodulation in a multipath channel is investigated.
The remainder of the thesis develops and evaluates a PPM based IR-UWB using a
two dimensional scheme called carrierless amplitude phase modulation (CAP). System
performance results are presented for both additive White Gaussian noise (AWGN)
and the IEEE 802.15.3a channel models 1 (CM-1) and 4 (CM-4) using matched filter
and Rake receiver structures, respectively. After presenting the performance under
assumptions of ideal synchronization, in Chapter 5 the performance of PPM-CAP IR-




M-ARY PPM-CAP IR-UWB IN WHITE NOISE
3.1 INTRODUCTION
Chapter 2 provided a brief introduction to M -ary orthogonal modulation schemes. It
showed that the benefits offered are simplicity and adequate data rate. One such M -ary
orthogonal modulation scheme is pulse position modulation (PPM), which can be used
in IR-UWB systems [12] [18] [28] [53] [54] [58] [115]. A M -ary PPM based IR-UWB
scheme requires no phase information at the receiver because the presence or absence
of a pulse in the intended pulse slot corresponds to the transmitted data. However,
as with all digital systems, PPM IR-UWB requires synchronization but does avoid the
complexities of phase and frequency synchronization that are required for most carrier
based communication systems.
In this chapter, we extend PPM IR-UWB for use with carrierless amplitude phase
modulation (CAP) assuming for the present an additive white Gaussian noise (AWGN)
channel. The theoretical performance of PPM in AWGN is well documented [93], [92].
The resulting two dimensional scheme is called PPM-CAP IR-UWB and allows for
increased data rates without increasing system complexity.
This chapter first discusses the bit error rate (BER) for a carrierless PPM system and
then compares it with that of IR-UWB based on M -ary PPM. CAP is then introduced
and the error rate results for a PPM IR-UWB system based on CAP are presented.
Finally, conclusions are presented for the simulated results.
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Figure 3.1: PPM IR-UWB.
Figure 3.1 presents a general overview of UWB implementation via different schemes
which are reviewed in Chapter 2. It shows PPM IR-UWB is a time domain based scheme
which will be considered in the rest of this thesis.
3.2 M -ARY PPM IR-UWB
The performance of M -ary PPM in AWGN has been described [92] [93] as being mono-
tonically decreasing with the signal to noise ratio (SNR). M -ary PPM is an orthogonal
modulation transmission scheme, where each symbol consists of M pulse slots with a
pulse occupying one of the M pulse slots as shown in Figure 3.2. The pulse is denoted
by p(t) and is time limited to the duration of a pulse slot. We consider uncoded M -ary
PPM. An M -ary PPM scheme transmits k bits per symbol. The number of possible
symbols is denoted by M = 2k. The transmit M -ary PPM signal is represented by
sn(t) =
√
Esp(t− n(Ts)− an(Tc)) n(Ts) ≤ t ≤ (n+ 1)(Ts)∀n, (3.1)
where Es represents the pulse energy, p(.) the pulse shape and n the n
th symbol. Tc
denotes the pulse slot duration within a symbol and nTs denotes the symbol start time.
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Symbol Time Ts
Tc
Figure 3.2: An example of a 8-PPM IR-UWB transmitted symbol.
an ∈ {0, 1, 2, ...,M − 1} denotes the slot number occupied by the data pulse. A M -ary
PPM IR-UWB scheme can be vectorially defined as
a0 = (
√
Es, 0, 0, . . . , 0)
a1 = (0,
√
Es, 0, . . . , 0)
...




where M = 2k and the possible transmitted symbols an ∈ 0, 1, 2, ...,M − 1 are assumed
to have equal energy Es and to be independently distributed. The number of dimensions
in the vector signal space is denoted by N and the signal set is denoted by M . For
an orthogonal scheme such as PPM M = N , i.e. there is one signal per dimension.








where a0 and a1 have equal energy and are independently distributed. The received
PPM IR-UWB signal can then be written as
rn(t) =
√
Esp(t− n(Ts)− an(Tc)) + w(t), (3.4)
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Detector
Figure 3.3: Correlation receiver.
where n(Ts) ≤ t ≤ (n+ 1)(Ts)∀n. It can be written in compact form [94]
rn(t) = sn(t) + w(t), (3.5)
which can be re-written vectorially as
r = s + w, (3.6)
where r is the received observation vector based upon which a decision is made and s
is the transmitted symbol vector. s represents the signal set [a0, a1] where a0 and a1
are independently distributed and given by (3.3). The components of r are denoted
by r0 = [
√
Es + n0, n1] and r1 = [n0,
√
Es + n1], where n0 and n1 are statistically
independent AWGN components. Based on the optimum receiver shown in Figure 3.3,
the correlation metric obtained in (2.14) is modified for M = 2 and denoted as C(r, a0)
and C(r, a1). The probability of error that a0 is transmitted and a1 is received is then
given by [93]
P (ε|s0) = P [C(r, a1) > C(r, a0)] = P [n1 − n0 >
√
Es]. (3.7)
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where the difference (n1 − n0) can be denoted by θ. After substitution and change in













. Since it is assumed that all M














From (3.10), a practical upper bound on performance for an M -ary orthogonal (PPM)
system can be given by [92] [16] [93]





< M e−Es/2N0 . (3.11)
The last part of (3.11), i.e. Me−Es/2N0 , clearly demonstrates the asymptotic perfor-
mance achievable using an orthogonal signal set. Substituting Es = kEb and M = 2
k,
where k denotes the number of bits per symbol and Eb denotes the energy per bit, P [ε]
can be upper bounded as
P [ε] < Me−Es/2N0 = 2ke−kEb/2N0 , (3.12)
which can be rewritten as
P [ε] < 2ke−kEb/2N0 = e−k(Eb/2N0−ln 2). (3.13)
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The right hand term of (3.13) shows [92] that provided Eb/N0 > 2 ln 2 ≈ 1.39, increas-
ing k will monotonically decrease P [ε] of any orthogonal modulation format including
M -ary PPM system in AWGN.
3.3 CARRIERLESS AMPLITUDE PHASE MODULATION (CAP)
CAP is a two dimensional passband transmission scheme originally designed for digital
subscriber loop (DSL) systems [116], [117], [118]. It’s use has been largely superseded by
discrete multitone (DMT) systems due to their ability to counter narrowband interfer-
ence [119]. CAP has not been investigated for applications to IR-UWB. CAP provides
increased bandwidth efficiency compared to conventional PPM based IR-UWB and low
implementation costs. Wei et al in [120] found that it could benefit long range optical
fibre networks. A lot of the pioneering work concerning CAP modulation over cable was



















Figure 3.4: Carrierless amplitude phase modulation transmitter.
M -ary CAP is based on M -ary quadrature amplitude modulation (M-QAM) [121], but
the implementation technique is quite different [122]. The inphase and quadrature sig-
nals are the Hilbert transform of each other and the CAP transmitted signal has a
carrierless form. The inphase and quadrature signals provide two independent and or-
thogonal data paths. In an IR-UWB scheme, CAP can be designed to be carrierless by
use of pulse shaping inphase and quadrature filters. An optimum receiver in AWGN for
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CAP contains filters matched to the in-phase and quadrature pulses. Figure 3.4 shows
the transmitter structure [94] [123] of a CAP system. In AWGN, a possible receiver

















Figure 3.5: Carrierless amplitude phase modulation receiver.
The inphase pulse is denoted by p(t) and the orthogonal Hilbert pulse by q(t) as shown
in Figure 3.6. The pulses are related according to








where ⊗ denotes convolution and
∫∞
−∞ p(t)q(t)dt = 0. We can represent the overall
signal as s(t) = p(t) + q(t). Although there are many possibilities for pulse shapes [73]
[124] [86] [89] [90], here we use the Scholtz monocycle [12] [28] as the inphase pulse p(t)





















where the rect function is used to window the pulse to within a single pulse duration.
The Scholtz monocycle is used because it can fit most spectral masks [50] and has been
extensively used in the literature [12] [58] [18]. The choice of pulse width is dependent
on the system design. Pulse widths as narrow as 0.16 ns have been used while pulse
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widths as wide as 2 ns are presented in the literature [67] [125–130]. In this thesis the
pulse width is set to 1ns, which is an arbitrary choice.


















Figure 3.6: Scholtz monocycle pulse and its Hilbert transform.
3.4 M-ARY PPM IR-UWB BASED ON CAP
The basic CAP scheme of [94] proposes a transmitter based on a pair of filters and an
encoder as shown in Figure 3.4. The encoder maps the data into symbols and then onto
the inphase and quadrature channels. The purposes of the in-phase filter p(t) and the
quadrature filter q(t) with respect to UWB transmission are two fold,
1. To shape the transmitted pulse bandwidth so as to remain within the designated
band.
2. To generate pulses which are orthogonal to each other, i.e.
∫
p(t)q(t)dt = 0.
An orthogonal or quadrature pulse q(t) may be obtained by taking the Hilbert
transform of the in-phase pulse p(t). The combined signal s(t) may be written as
s(t) = p(t) + q(t) [95].
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The same concept holds for a M -ary block orthogonal coded scheme based on M -CAP.
This can be considered to be a two dimensional form of pulse shape modulation [12],
[14], [15], where the orthogonal pulse is obtained via the Hilbert transform. From
Figure 3.4, the encoder separates the data stream x = (x0, x1, x2, x3, ..., x∞) into two
streams an and bn. These are input to the in-phase and quadrature filters. Both an and
bn are considered to be equiprobable random symbols from the set {0, 1, ...,M−1}. The







= san(t) + s
b
n(t), (3.16)












Figure 3.7: 8-ary PPM-CAP IR-UWB transmitted symbols.
3.5 SIMULATION RESULTS 59
where Es/2 represents the pulse energy. n represents the n
th symbol where n(Ts) ≤ t ≤
(n + 1)(Ts) ∀n. an(Tp) and bn(Tp) specify the inphase and quadrature pulse positions
within the nth symbol.
Figure 3.7 shows the transmitter structure and a transmitted symbol for an 8-ary PPM-
CAP IR-UWB system. PPM-CAP IR-UWB doubles data rate compared to the corre-
sponding PPM IR-UWB scheme.
3.5 SIMULATION RESULTS
This section presents simulation results for M -ary PPM IR-UWB and M -ary PPM-
CAP IR-UWB schemes in AWGN. The pulse used is the Scholtz monocycle with a time
duration of 1 ns. Recall, Figure 3.6 showed both the Scholtz monocycle and its Hilbert
transform, i.e. the quadrature pulse. Each transmitted frame consists of 200 symbols.

























Figure 3.8: Simulated M -ary PPM IR-UWB plots and M -ary orthogonal modulation
error plots from (3.11).
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mance upper bound for M -ary PPM IR-UWB scheme. Figure 3.8 shows the error rate
performance of the M -ary PPM IR-UWB scheme, with M = 2, 4, 8 and 16 compared
with the upper bound obtained from (3.11) in an AWGN channel. It plots the simulated
BER against Eb/No, where Eb = Es/k is the energy per bit and k represents the bits
per symbol. The number of possible symbols is then M = 2k.
From Figure 3.8 we see that M -ary PPM IR-UWB performance follows a similar asymp-
totic trend to the P (ε) plots obtained from (3.11). The upper bound is tight for increas-
ing Eb/N0 values. It can be observed that at a BER of 10
−4, the 2-ary scheme has
performance which is approximately 6 dB worse than the 16-ary scheme. Since Es is
fixed for all schemes, the higher order scheme will always have a lower Eb than a lower
order orthogonal scheme. As with M -ary orthogonal modulation we observe a clustering
in the BER plots of PPM IR-UWB with increasing M which is a typical behaviour of
orthogonal schemes. Figure 3.8 clearly shows the advantage of using a higher M mod-

























Figure 3.9: M -ary PPM and M -ary PPM-CAP in AWGN.
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BER performance in terms of energy per transmitted bit.
The BER performance of M -ary PPM-CAP IR-UWB is shown in Figure 3.9 which
show plots for 2, 4, 8 and 16 PPM-CAP IR-UWB and compares it with M -ary PPM
IR-UWB. All plots are for a pulse width of 1ns using the Scholtz monocycle and its
Hilbert transform. It is observed that both have similar error performance plots and
the throughput of M -ary PPM-CAP IR-UWB is double that of M -ary PPM IR-UWB.
M -ary PPM-CAP shows clustering effect with increasing M , i.e. the performance gain
between successive error plots diminishes with increasing M . From Figure 3.9, at a
BER of 10−4, 16 PPM-CAP IR-UWB shows an improvement of approximately 6 dB
compared to 2 PPM-CAP IR-UWB, but the performance improvement when compared
to 8 PPM-CAP IR-UWB is approximately 1 dB.
3.6 CONCLUSIONS
In this chapter we have described M -ary PPM IR-UWB and M -ary PPM-CAP IR-UWB
schemes and have evaluated their performance in an AWGN channel. A matched filter
based detector is used for both schemes. We observe that M -ary PPM-CAP IR-UWB
has similar BER performance to M -ary PPM IR-UWB. The main advantage of using
PPM IR-UWB based on CAP is that it allows double the data rate.
Studying the performance of IR-UWB based on CAP in an AWGN channel is beneficial
and provides insight into the usefulness of the transmission scheme. However, for it to be
practically usable it must be investigated in a multipath channel. The UWB channel is
often modelled as a dense multipath channel having a time duration significantly longer
than the transmitted symbol time. Chapter 4 presents PPM IR-UWB and PPM-CAP




M-ARY PPM-CAP IR-UWB IN MULTIPATH CHANNEL
4.1 INTRODUCTION
This chapter starts by developing a multipath channel model for PPM IR-UWB based on
the IEEE 802.150.3a multipath CM-1 and CM-4 channels. Then a receiver is developed
for M -ary PPM IR-UWB following which we extend the work to the M -ary PPM-CAP
signal transmission format and develop its system equations. Two transmission formats
are presented for PPM-CAP IR-UWB. Performance results for a variety of receiver
parameters, for both M -ary PPM IR-UWB and M -ary PPM-CAP, are presented and
system trade-offs are evaluated. Then conclusions are drawn.
4.2 M-ARY PPM IR-UWB IN MULTIPATH CHANNEL
Figure 4.1 presents an uncoded PPM IR-UWB scheme. The binary input is first grouped
together to form symbols which are then assigned pulse slots and input to a pulse shaper.
The pulse used in this thesis is the Scholtz monocycle which is transmitted after the
pulse shaper block. The received multipath signal is passed through a Rake which is
Figure 4.1: PPM IR-UWB system overview.
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matched to the transmit pulse shape. The signal is then maximal ration combined
(MRC) and input to the detector which chooses the largest based on ML criteria.
An M-ary PPM scheme transmits k -bit data symbols with each symbol occupying M =
2k pulse slots. We define the multipath channel transmission scheme in terms of pulse
slots, symbols, frames and guard time between successive symbols for ISI mitigation
denoted by Tc, Ts, Tf and Tg, respectively. Generally, Tc < Ts < Tg < Tf . The UWB
pulse p(t) has time duration Tp = Tc. A pulse occupies only one of the M possible
pulse slots. A frame consisting of Ns symbols has a duration of Tf = Ns(Ts + Tg). For
simplicity, we assume Tg = ng × Ts, where ng ∈ {0, 1, 2, ..., Ng} and Ng is a suitable
number chosen by the system designer. We denote Tchannel as the duration of the
multipath channel impulse response. A practical limit on Ng is Ng ≥ TchannelTs to ensure
the received signal has sufficiently low ISI. Adequate Tg between successive symbols
allows sufficient time for the pulse tails to decay to a negligible value. Therefore, the
frame duration can be set to Tf = 2
kNsTc(1 + ng).
The position of the pulse within a symbol is represented by a variable a ∈ {0, 1, ...,M−1}
and is independently identically and uniformly distributed. The input bit stream to the
transmitter, x = (x0, x1, x2, x3, ..., xn), is coded onto a sequence of the symbol a which






Esp(t− n(Ts + Tg)− anTp), (4.1)
where n(Ts+Tg) ≤ t ≤ (n+1)(Ts+Tg) ∀n, Es is the symbol energy and p(.) is the pulse
shape. The term n(Ts +Tg) includes the symbol guard time Tg and denotes the start of
the nth symbol. The term anTp denotes the pulse slot occupied by the data pulse such
that anTp ∈ {0, Tc, ..., (M − 1)Tc}. The received signal is given by
rn(t) = sn(t)⊗ h(t) + w(t), (4.2)
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where n(Ts + Tg) ≤ t ≤ (n + 1)(Ts + Tg)∀n and w(t) is additive white Gaussian noise
(AWGN) having power spectral density (PSD) No/2, h(t) is the multipath channel
impulse response and ⊗ denotes convolution.







αkl δ(t− Tl − τkl), (4.3)
where Lc and Lr represent the number of clusters and rays, respectively. The αkl are
statistically independent random variables following an exponential distribution and
denote the path gain of the kth ray within the lth cluster. Tl is the arrival time of the l
th
cluster. τkl is the delay associated with the k
th ray in the lth cluster and X represents
overall log-normal fading which can be neglected for most purposes as it is a slowly time
varying parameter.
The optimum receiver for a PPM IR-UWB system in a multipath environment consists of
a bank of matched filters/correlators each matched to p(t−τl), where τl in general denotes
the delay of the lth channel multipath component. A receiver that essentially does this is
the Rake receiver [102, 132, 133]. Ideally, the number of Rake matched filter/correlator
branches (alternatively referred to as Rake taps or Rake fingers) equals the number
of detectable channel multipath components, h = [h1, h2, ..., hLchannel ], where Lchannel
denotes the number of components. We represent the individual channel multipath
gains by αi = hi for i = 1, 2, ..., Lchannel. In practice only the first Lp received multipath
components are considered, where in general Lp << Lchannel. This results in a Rake
structure with Lp taps. The larger the number of taps, the greater the useful energy
that can be captured by the Rake (at the cost of increased complexity). The output
of each branch is maximal ratio combined (MRC) [102] with the weights denoted by
wrake = [w1, w2, ..., wLp ], where wi = αi for i = 1, 2, ..., Lp. The received signal is
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αkl p(t− n(Ts + Tg)− anTp − Tl − τkl) + w(t), (4.4)
where we assume that all received symbols are statistically equal and X is ignored.
To simplify analysis, consider only the first received symbol and ignore the ensuing
n(Ts+Tg) symbols. The channel impulse response h(t) can then be reduced to a standard
representation (tap-delay line) of a multipath model i.e.
∑Lchannel
l=0 αl δ(t− τl) [98], [97],







αl p(t− aTp − τl) + w(t), (4.5)
where αl represents the weights of the multipath components and Lchannel represents
the number of received multipath components resolved. The MRC Rake outputs for the
















ref is the reference pulse template. The M MRC Rake outputs corresponding







1 , ..., y
a′
M−1]. (4.7)
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4.3 M-ARY PPM-CAP MODULATION FORMAT A - TG BETWEEN SYMBOLS
In Chapter 3 we saw that PPM-CAP is an extension of PPM IR-UWB where we use the
Hilbert transform to generate an orthogonal pair of the pulses, i.e. the inphase pulse
and Hilbert transform. The Scholtz monocycle is used as the inphase pulse. Figure 4.2
shows a 2 PPM-CAP IR-UWB symbol with modulation format A. Figure 4.2 is valid
for a PPM IR-UWB scheme as well.
Figure 4.2: Modulation format A. 2 PPM-CAP IR-UWB symbol with guard band.
Guard bands are placed after each symbol to allow the channel impulse response enough
time to decay sufficiently to have minimal impact on ensuing symbols. The choice of Tg
is crucial to system performance and its effect is evaluated in the results section of this
chapter. The effective symbol time is then Ts + Tg.
The input bit stream x = (x0, x1, x2, x3, ..., xn) to the transmitter is demultiplexed into
two parallel streams by the encoder. One stream consists of even indexed bits and the
other of odd indexed bits. The two parallel bit streams are denoted by an = xn (where
’n’ denotes the even indexed bits of bit stream x) and bn = xm (where ’m’ denotes the
odd indexed bits of bit stream x). {a} and {b}, are PPM modulated onto the inphase,
p(t), and quadrature, q(t), pulses, respectively. The overall signal sn(t) can then be















where n(Ts) ≤ t ≤ (n + 1)(Ts)∀n, a, b ∈ {0, 1, ...,M − 1} and anTp, bnTp specify the
pulse positions within the nth symbol. Equation (4.9) denotes the transmitted signal
with no guard time Tg between symbols. Guard time is important in channels with long
delay spreads as it helps to reduce inter-symbol interference (ISI). After adding the Tg












Es/2)q(t− n(Ts + Tg)− bnTp),
(4.10)






where sn(t) denotes the combined transmitted signal, s
a
n(t) denotes the in-phase trans-
mitted signal and sbn(t) denotes the quadrature component of the transmitted signal.
The in-phase and quadrature IR-UWB signals are both real signals [66].
A multipath channel correlation receiver or Rake receiver, discussed in Chapter 2, is
employed for PPM-CAP. This has two matched filter front ends which are matched to
the inphase and quadrature pulse templates, respectively. The number of Rake taps
for each is denoted by Lp and the taps are spread over multiple pulse slots to improve
multipath energy capture and eventually to increase system performance. In an optimal
system, the received pulse shape is taken as the filter template for the Rake. However,
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in a practical scenario the receiver will only have knowledge of the transmit pulse shape,




















αkl q(t− n(Ts + Tg)− bnTp − Tl − τkl)
+ w(t),
(4.12)
where we assume that all received symbols are statistically equal and X is ignored. To
simplify analysis, consider only the first received symbol and ignore the ensuing symbols.
The channel impulse response h(t) can then be reduced to a standard representation
(tapped-delay line) of a multipath model i.e.
∑Lchannel
l=0 αl δ(t−τl) [98], [97], where l now












αl q(t− bTp − τl)
+ w(t),
(4.13)
where αl represents the weights of the multipath components and Lchannel represents
the number of received multipath components resolved. The Rake outputs with respect
























ref (t−mTp − τlrake)dt
)
, (4.15)
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ref are the reference inphase and quadrature pulse templates which are

















1 , ..., y
b′
M−1]. (4.17)












4.4 M-ARY PPM-CAP MODULATION FORMAT B - TG WITHIN SYMBOLS
This section discusses the insertion of guard time within the symbol format. Figure 4.3
presents a 2 PPM-CAP IR-UWB symbol diagram with guard bands placed between
each pulse slot time. Each pulse slot time duration effectively becomes Tp + Tg rather
than just being Tp as in modulation format A. The overall symbol time for modulation
format B is then denoted by Ts instead of Ts + Tg. While the location Tg changes
significantly between the two modulation formats, the time duration required for one
symbol inclusive of guard time for both transmitted formats i.e. MTp + Tg (format A)
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and M(Tp + Tg) (format B) is kept the same so as to allow a fair comparison.












Es/2)q(t− nTs − bn(Tp + Tg)),
(4.20)
where n(Ts) ≤ t ≤ (n + 1)(Ts) ∀n. It can be compactly expressed as in (4.11). The
received signal for this case is obtained by substituting (4.20) and (4.3) into (4.2) and




















αkl q(t− nTs − bn(Tp + Tg)− Tl − τkl)
+ w(t),
(4.21)
where we assume that all received symbols are statistically equal and X is ignored.
Considering the first received symbol and a tapped-delay line channel impulse response,












αl q(t− b(Tp + Tg)− τl)
+ w(t),
(4.22)
where αl represents the weights of the multipath components and Lchannel represents
the number of received multipath components resolved. The Rake outputs for the mth
pulse slot are then written as































ref are the reference inphase and quadrature pulse templates. The
MRC outputs along with the ML detected inphase and quadrature data estimates are
obtained by (4.14) to (4.19).
4.5 SIMULATION RESULTS
In this section, we evaluate the performance of M -ary PPM IR-UWB and M -ary PPM-
CAP systems, via simulation, in IEEE CM-1 and CM-4 multipath channel environments.
CM-1 is a less dense multipath channel whereas CM-4 exhibits higher multipath density
and significantly longer delay spread. The channel is considered to be quasi-static, i.e.
time invariant for the duration of a transmitted frame. Plots for comparison of the two
system scenarios are shown. Plots for 2, 4 , 8 and 16 PPM and PPM-CAP IR-UWB
are plotted for different parameters such as pulse width Tp, guard time Tg and number
of Rake taps Lp. The symbol time Ts for the 2, 4, 8 and 16-ary schemes are 2 ns, 4 ns,
8 ns and 16 ns, respectively, unless otherwise stated. There are 200 symbols per frame
and Tp = 1 ns for all schemes unless otherwise stated. The Rake receiver employs one
of 5, 15 or 30 taps. The following steps summarize how the simulation works.
1. Generate random binary data bits.
2. Group bits into the desired M-ary symbols.
3. Use the PPM-CAP block to generate the pulse shapes p(t) and q(t), respectively.
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4. Initialize channel parameters Λ,λ, Γ and γ along with cluster arrival time Tl.
5. Generate clusters with arrival rate Λ and decay rate Γ. Arrival time of first cluster
is Tl = τ00 = 0.
6. First path of first cluster is assigned a mean energy of 1.
7. Generate ray arrival times τkl within each cluster having inter-arrival rate λ and
having exponential decay with rate γ with respect to energy of the first cluster.
8. Generate random values of βkl ∈ {1,−1}.
9. Apply fading σ1 and σ2 to channel coefficients within each cluster.
10. Apply overall shadowing term σx.
11. Convolve transmitted signal with channel impulse response and add white noise.
12. Input the signal to the Rake block and apply MRC.
13. Use ML detection to estimate the received symbol.
14. Convert the decoded data symbol into bits and calculate bit error rate.
To allow a fair comparison between schemes the value of Ts + Tg is fixed at 16 ns or
32 ns for all schemes. This allows direct evaluation of performance gain with increasing
guard time. In general, by keeping Ts + Tg fixed, the 2-ary scheme will always have the
longest duration of guard time and the higher M -ary schemes will have progressively
shorter guard time durations.
For M -ary PPM IR-UWB, the symbol duration can be written as (M × Tp) + Tg. This
results in the transmitted data rate in bits per second being expressible as k/((M ×
Tp) + Tg). Similarly, the data rate for M -ary PPM-CAP IR-UWB is given by (2 ×
k)/((M × Tp) + Tg), with example data rates given in Table 4.1. Maximum attainable
data rates in bits per second for M -ary PPM-CAP IR-UWB in a CM-4 channel are
shown in Table 4.2 where Ts + Tg is equal to 80 ns.
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Ts + Tg 2 PPM-CAP 4 PPM-CAP 8 PPM-CAP 16 PPM-CAP
16 ns 124 Mb/s 250 Mb/s 374 Mb/s 500 Mb/s
32 ns 64 Mb/s 124 Mb/s 188 Mb/s 250 Mb/s
48 ns 40 Mb/s 82 Mb/s 126 Mb/s 166 Mb/s
Table 4.1: M-ary PPM-CAP IR-UWB effective data rates in CM-1 channel.
The performance results of modulation format A, with Tg inserted between transmitted
symbols, are first presented. These results are for both CM-1 and CM-4 channels. Brief
results for modulation format B, with Tg embedded inside the pulse slot duration i.e.
within the symbol, are presented following the results section of modulation format A.
However, most of the attention is focused on modulation format A.
From comparison of Tables 4.1 and 4.2 it is seen that for the CM-4 channel, the
maximum data rates achievable is 100 Mb/s when Ts + Tg is equal to 80 ns. Since data
rate is inversely proportional to Tg, transmission through a dense channel is possible
provided one can make do with low data rates and significantly long guard time between
symbols.
Ts + Tg 2 PPM-CAP 4 PPM-CAP 8 PPM-CAP 16 PPM-CAP
80 ns 25 Mb/s 50 Mb/s 75 Mb/s 100 Mb/s
Table 4.2: M-ary PPM-CAP IR-UWB effective data rates in CM-4 channel.
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4.5.1 Modulation Format A
This section presents results for PPM and PPM-CAP IR-UWB based on modulation
format A which is described in (4.9) to (4.19). This section evaluates the effect of
various system parameters on system performance. The effect of pulse width Tp on
system performance is presented first. BER plots showing the importance of adequate
guard time Tg are then presented for M -ary PPM-CAP IR-UWB. This is followed by
the results for M -ary PPM IR-UWB being compared with those for M -ary PPM-CAP
IR-UWB.
Figures 4.4 to 4.7 show M -ary PPM-CAP BER plots for two different values of Tp.
M is equal to 2, 4, 8 and 16 with Ts + Tg fixed at 32 ns. Tp is taken as either 0.5
ns or 1 ns. Channel model CM-1 is used in obtaining these results. In addition, the
plots show system performance for different numbers of Rake taps. Two conclusions
evident from the plots are that increasing the number of Rake taps results in a marked
improvement in system performance and this improvement can be further increased by
using a narrower pulse width.
The narrow pulse shows better performance when the number of Rake taps is 15 or
fewer. When using 30 taps, the difference in BER plots decreases due to the Rake being
allowed to collect more useful multipath components. For example, from Figure 4.6, for
the 8 PPM-CAP case, we see that for 5 Rake taps Tp = 0.5 ns achieves a lower error
floor than Tp = 1 ns. When the number of Rake taps is increased to 15 and 30, we
observe an improvement of 3 dB and 1 dB at a BER of 10−3, respectively. For the rest
of this thesis we assume Tp equal to 1 ns.
In Figures 4.8 to 4.11 we present BER performance plots for M -ary PPM-CAP IR-
UWB that show the impact of varying Tg. To collect all the multipath energy a Rake
requires an infinitely large number of Rake taps which is not possible in any practical
implementation. Often we get satisfactory performance by using quite a limited number
of Rake taps without substantially increasing the system complexity. Hence, we keep
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Figure 4.4: 2 PPM-CAP with Tp of 0.5 ns and 1 ns, Ts +Tg of 32 ns, Lp = 5, 15 and 30
Rake taps and channel model CM-1.
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Figure 4.5: 4 PPM-CAP with Tp of 0.5 ns and 1 ns, Ts +Tg of 32 ns, Lp = 5, 15 and 30
Rake taps and channel model CM-1.
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the number of Rake taps fixed at 30 and Ts + Tg fixed at 32 ns.
Figures 4.8 and 4.9 show the individual performance gain achieved by increasing Tg in 8
and 16 PPM-CAP IR-UWB schemes respectively. From Figure 4.8, i.e. the 8 PPM-CAP
IR-UWB scheme, it is observed that the performance gain due to increasing Tg from
24 ns to 112 ns is not significant enough to warrant the increase. Instead, the effective
data transmission rate decreases to 50 Mb/s from 188 Mb/s with a marginally improved
error floor performance by increasing Tg to 112 ns. A similar trend can be observed in
Figure 4.9 for 16 PPM-CAP IR-UWB scheme. It is observed that the performance with
Tg equal to 32 ns is similar to that obtained by setting Tg equal to 16 ns. Considering
the drop in data rate by increasing Tg from 16 ns to 32 ns without any significant gain
in performance, the lower value of Tg is a better choice.
Figure 4.10 and Figure 4.11 show the M -ary PPM-CAP performance with Ts +Tg of 16
ns and 32 ns respectively. It is observed that the BER plots tend to cluster as in any
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 = 30
Figure 4.6: 8 PPM-CAP with Tp of 0.5 ns and 1 ns, Ts +Tg of 32 ns, Lp = 5, 15 and 30
Rake taps and channel model CM-1.
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Figure 4.7: 16 PPM-CAP with Tp of 0.5 ns and 1 ns, Ts + Tg of 32 ns, Lp = 5, 15 and
30 Rake taps and channel model CM-1.
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Figure 4.8: 8 PPM-CAP IR-UWB with Tp = 1 ns, different values of Tg, Lp = 30 Rake
taps and channel model CM-1.
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Figure 4.9: 16 PPM-CAP IR-UWB with Tp = 1 ns, different values of Tg, Lp = 30 Rake
taps and channel model CM-1.
orthogonal modulation scheme. From Figure 4.10 it is observed that the larger M -ary
scheme will error floor before any of the lower M -ary schemes due to having the least
amount of Tg between symbols, provided the Ts + Tg parameter is kept constant.
Lastly, we compare the BER performance of M -ary PPM IR-UWB with PPM-CAP IR-
UWB. The results are presented for both CM-1 and CM-4 channel models. Figures 4.12
to 4.15 show the performance comparison for Ts + Tg equal to 32 ns and CM-1 channel
model. The number of Rake taps are 5, 15 and 30. From Figure 4.12 and Figure 4.15,
i.e. the 2-ary and 16-ary schemes, it is observed for both PPM and PPM-CAP IR-
UWB that lower error floor and high diversity gain can be achieved by increasing the
number of Lp Rake taps corresponding to non-zero multipath channel components and
the duration of Tg or effectively the Ts + Tg parameter.
From Figure 4.12, looking at the 2 PPM-CAP IR-UWB plots, at a BER of 10−2 there
is an improvement of 12 dB when Lp is increased from 5 to 30 Rake taps. A similar
improvement can be observed from the PPM IR-UWB plots in Figure 4.12. A similar
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Figure 4.10: M-ary PPM-CAP IR-UWB with Tp = 1ns, Ts + Tg of 16 ns, Lp = 30 Rake
taps and channel model CM-1.
trend in performance gain is also seen for the 4, 8 and 16-ary schemes in Figures 4.13 to
4.15. From Figure 4.13 for 8 PPM-CAP IR-UWB, at a BER of 10−2, the performance
gain obtained from increasing Lp from 5 to 30 is approximately 12 dB. For 16 PPM-CAP
IR-UWB, the performance gain at a BER of 10−2 is approximately 10 dB.
It is possible to increase performance further at the cost of increased hardware com-
plexity by increasing Lp. In addition, it is observed that M -ary PPM IR-UWB shows
slightly better performance than the equivalent M -ary PPM-CAP IR-UWB scheme,
primarily due to timing offsets caused by the multipath channel leading to a loss of
orthogonality between pulses. However, the data throughput achieved by PPM-CAP is
double that achieved by PPM IR-UWB and the performance difference diminishes with
an increasing number of Rake taps Lp and guard time Tg.
Figure 4.16 shows the M -ary PPM-CAP IR-UWB performance in CM-4 channel model
for Lp equal to 30 taps, with Ts + Tg equal to 32 ns. From the figure it is observed
that all of the M -ary PPM-CAP IR-UWB schemes error floor out well above 10−3
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Figure 4.11: M-ary PPM-CAP IR-UWB with Tp = 1ns, Ts + Tg = 32 ns, Lp = 30 Rake
taps and channel model CM-1.
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Figure 4.12: 2 PPM and 2 PPM-CAP IR-UWB with Tp = 1 ns, Ts + Tg = 32 ns, Lp =
5, 15 and 30 Rake taps and channel model CM-1.
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Figure 4.13: 4 PPM and 4 PPM-CAP IR-UWB with Tp = 1 ns, Ts + Tg = 32 ns, Lp =
5, 15 and 30 Rake taps and channel model CM-1.
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Figure 4.14: 8 PPM and 8 PPM-CAP IR-UWB with Tp = 1 ns, Ts + Tg = 32 ns, Lp =
5, 15 and 30 Rake taps and channel model CM-1.
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Figure 4.15: 16 PPM and 16 PPM-CAP IR-UWB with Tp = 1 ns, Ts + Tg = 32 ns, Lp
= 5, 15 and 30 Rake taps and channel model CM-1.
hence rendering the choice of Ts + Tg equal to 32 ns unusable. The rest of the CM-4
channel model results are based on Ts + Tg equal to 80 ns. Figures 4.17 to 4.20 show
the performance comparison for Ts + Tg equal to 80 ns in channel model CM-4. The
number of Rake taps are 5, 15 and 30. A similar trend is observed in the plots i.e. there
is a performance gain for both M -ary PPM and M -ary PPM-CAP IR-UWB schemes
with increasing Lp and Tg.
Comparing Figure 4.20 and Figure 4.15, for the 16 PPM-CAP IR-UWB scheme at
Lp = 30 for CM-4 and CM-1 channel models, respectively, it is observed that the CM-4
channel requires a significantly larger Ts+Tg of 80 ns to achieve a BER 10
−3 and shows
a loss of approximately 11 dB when compared its respective CM-1 channel model case.
Unlike transmission in the CM-1 channel, it is observed from Figures 4.17 to 4.20 that
any M -ary PPM-CAP IR-UWB scheme will require an Lp of 30 or more Rake taps
coupled with a Ts + Tg of 80 ns or more for suitable signal transmission.
Comparing 2, 4, 8 and 16 PPM-CAP IR-UWB for channel models CM-1 (Figures 4.13
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to 4.15) and CM-4 (Figures 4.18 to 4.20), the performance loss caused by the CM-4
channel model at a BER of 10−3 and an Lp of 30 Rake taps is observed to be in the
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Figure 4.16: M -ary PPM-CAP IR-UWB with Tp = 1 ns, Ts + Tg = 32 ns, Rake taps
are 5, 15 and 30 and channel model CM-4.
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4.5.2 Modulation Format B
This section shows the BER plots for an M -ary PPM-CAP IR-UWB scheme using mod-
ulation format B, as described in (4.20) to (4.24). This format provides an alternative
method to provide time spacing between symbols by integrating the guard time inside
the pulse slots.
Figures 4.21 to 4.23 present results for a symbol time (inclusive of guard time) of 32 ns
, channel model CM-1 is used and Tp is 1 ns. The number of Rake taps used are 5, 15
and 30. Figures 4.22 and 4.23 present acceptable performance via this scheme, which is
comparable to modulation format A.
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Figure 4.17: 2 PPM and 2 PPM-CAP IR-UWB with Tp = 1 ns, Ts + Tg = 80 ns, Rake
taps are 5, 15 and 30 and channel model CM-4.
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Figure 4.18: 4 PPM and 4 PPM-CAP IR-UWB with Tp = 1 ns, Ts + Tg = 80 ns, Lp =
5, 15 and 30 Rake taps and channel model CM-4.
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Figure 4.19: 8 PPM and 8 PPM-CAP IR-UWB with Tp = 1 ns, Ts + Tg = 80 ns, Lp =
5, 15 and 30 Rake taps and channel model CM-4.
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Figure 4.20: 16 PPM and 16 PPM-CAP IR-UWB with Tp = 1 ns, Ts + Tg = 80 ns, Lp
= 30 Rake taps and channel model CM-4.
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Figure 4.21: M-ary PPM-CAP with Tp = 1 ns, Ts + Tg = 32 ns, Lp = 5 Rake taps and
channel model CM-1.
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Figure 4.22: M-ary PPM-CAP with Tp = 1 ns, Ts +Tg = 32 ns, Lp = 15 Rake taps and
channel model CM-1.
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Figure 4.23: M-ary PPM-CAP with Tp = 1 ns, Ts +Tg = 32 ns, Lp = 30 Rake taps and
channel model CM-1.
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Figure 4.24: 8-ary PPM-CAP comparison between modulation format A and B, Tp = 1
ns, effective symbol time is 32 ns, Lp = 30 Rake taps and channel model CM-1.
4.5.3 Performance Comparison Between Format A and B
In this section we compare the BER performance obtained using the modulation formats
A and B, as described in sections 4.3 and 4.4 respectively. For a fair comparison Tp is
equal to 1 ns, the symbol time inclusive of guard time is equal to 32 ns for both schemes,
Lp is equal to 30 Rake taps and the channel model is CM-1.
Figures 4.24 to 4.27 show the performance comparison of M -ary PPM-CAP IR-UWB
using modulation formats A and B. From Figures 4.24 and 4.25 it is observed that
modulation format A provides a slightly lower error floor for the high order modulation
schemes, i.e. when M is equal to 8 and 16 compared to that attained by format B. In
addition, it is observed that the performance loss in format A for M = 8 and 16 at a
BER of 10−3 is approximately 0.5 dB and zero respectively. This shows that format A
is preferable over format B provided the modulation order M is kept sufficiently high
i.e. M ≥ 8.
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Figure 4.25: 16-ary PPM-CAP comparison between modulation format A and B, Tp =
1 ns, effective symbol time is 32 ns, Lp = 30 Rake taps and channel model CM-1.
Comparing both formats in Figures 4.26 and 4.27, for M equal to 2 and 4, it can be
observed that format A shows slight performance loss over format B. From Figure 4.26
at a BER of 10−3 it is seen that format A shows a loss of just under 1 dB compared to
format B. A similar trend can be observed from Figure 4.26 at a BER of 10−3, i.e the
performance loss suffered by format A over format B is approximately 1 dB. Since the
UWB channel [21], [25], [134] has more high energy multipath components in the first
quarter of its channel impulse response, by using format B shown in Figure 4.3, with M
equal to 2 or 4 results in a longer minimal ISI region right after the pulse position rather
than at the end of the symbol. In addition to minimizing ISI, this helps in attenuation
of cross-correlation interference between inphase and its Hilbert pulse.
It can be concluded that format B is slightly advantageous for low values of M , while
format A is an effective and robust scheme that provides consistent results and easier
manipulation of the length of guard time which is completely separate from the M -ary
symbol format.
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Figure 4.26: 2-ary PPM-CAP comparison between modulation format A and B, Tp = 1
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Figure 4.27: 4-ary PPM-CAP comparison between modulation format A and B, Tp = 1
ns, effective symbol time is 32 ns, Lp = 30 Rake taps and channel model CM-1.
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4.6 CONCLUSIONS
This chapter describes the system models for M -ary PPM IR-UWB and M -ary PPM-
CAP IR-UWB based on the IEEE 802.15.3a multipath channel model. It presents the
methodology for data detection based on ML detection using a Rake Receiver. The
two transmission formats are compared using different sets of system parameters. The
performance results show the importance of guard times and multiple Rake taps. It
is observed that better performance and lower error floors can be obtained by increas-
ing both guard time between symbols and the number of Rake taps. Increasing the
modulation order M results in better throughput and higher data rates for a fixed set
of system parameters. However, in a CM-1 channel increasing the guard time beyond
approximately 30 ns does not significantly increase the system performance, instead it
decreases system throughput. Provided we keep Ts + Tg constant for all M schemes,
a clustering of the plots with increasing M is observed. In addition, the higher M -ary
plots tend to exhibit an error floor earlier than the lower M -ary plots. Much of the pub-
lished literature on IR-UWB considers bi-orthogonal IR-UWB systems, TH IR-UWB
and frequency domain based UWB as reviewed in Chapter 2. In addition, different
excess delays of the channel model are considered along with different channel model
environments and parameters. An exact comparison of these schemes with the proposed
carrierless amplitude modulated PPM-CAP IR-UWB scheme is not appropriate due to
differences in system parameters used.
To date we have assumed perfect synchronization in all the transmission schemes. In
Chapter 5, a simple synchronization scheme for M -ary PPM-CAP IR-UWB is presented.
In addition, we present a system performance comparison of M -ary PPM-CAP IR-UWB
with perfect synchronization and timing estimation via the proposed scheme.

Chapter 5
SYNCHRONIZATION IN M-ARY PPM-CAP IR-UWB
5.1 INTRODUCTION
Previous chapters developed and evaluated M -ary PPM-CAP IR-UWB under the as-
sumption of perfect synchronization. They presented results for varying system parame-
ters and channel conditions for M -ary PPM-CAP IR-UWB. In this chapter, PPM-CAP
system performance is evaluated assuming that synchronization information is to be
extracted from the received signal prior to data demodulation. This can be achieved
either from the data bearing signal or from some form of pilot or training signal.
Synchronization is a critical aspect of system design in both wired [135–143] and wireless
communication [144–150]. It can be achieved by means of either feed-forward data aided
(DA), non-data aided (NDA) [148,149,151] techniques or by using phase lock loops [150].
DA techniques require synchronization pilot codes to be sent at the start of every data
frame. Synchronization is then achieved when a local copy of the code at the receiver is
perfectly matched in delay to the received version of the synchronization pilot code.
The narrow pulses in IR-UWB communication coupled with a high pulse repetition rate
and propagation through a multipath channel with long delay spread makes getting an
accurate synchronization lock extremely important and at the same time difficult. The
techniques used for synchronization depend on a variety of factors such as the modulation
format, channel characteristics and the system type itself e.g. coded or uncoded, single
input and output (SISO), or multiple input and output (MIMO) etc.
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Because of the slotted and framed nature of PPM schemes, synchronization can be
obtained by achieving an accurate estimate of the start time of a data frame. Since
in PPM IR-UWB, each symbol consists of a pulse within one of M = 2k slots, with k
being the number of bits per symbol, each symbol within a particular M -ary scheme has
equal time duration and by making the length of the frame fixed can make the process
of demodulation of individual symbols a simple task after frame start time has been
established.
This chapter presents a feed-forward DA frame start time estimator based on ML esti-
mation. The effects of different numbers of synchronization pilot symbols is studied and
system performance including timing estimation is evaluated through simulation. Once
frame lock is achieved, the symbols within a frame remain synchronized and symbol
synchronization may be maintained via a counter which releases the synchronized frame
after the count is completed. This technique requires that knowledge of the number of
symbols per frame be available at the receiver.
5.2 SYNCHRONIZATION IN PPM-CAP
Figure 5.1 shows the feed forward DA Rake receiver block diagram. The received signal
consisting of the pilot codes for synchronization along with the data frame are received.
The pilot symbols are initially processed by the frame start time estimation block to
estimate the frame start time. Control is then passed to the data demodulation and
detection block which maintains lock by counting at the symbol rate up to the number
of symbols per frame.
This section presents ML frame timing estimation for PPM-CAP using pilot symbols
and a feed-forward Rake matched to the transmitted synchronization pulse shape xd(t).
Frame synchronization is carried out via ML estimation of the pulse slot location from
within the synchronization pilot symbols. We denote the number of pilot symbols which
are added to the data frame for timing estimation as Nd, where Nd = [1, 3, 5, ...]. Timing

















Figure 5.1: PPM-CAP IR-UWB receiver with feed forward open loop synchronization.
estimation is carried out by the quadrature pulse matched portion of the Rake, thus
















Es/2)p(t− (n+Nd)(Ts + Tg)− anTp)
+ (
√
Es/2)q(t− (n+Nd)(Ts + Tg)− bnTp)],
(5.1)
where (n + Nd)(Ts + Tg) ≤ t ≤ (n + Nd + 1)(Ts + Tg) ∀n, an, bn ∈ {0, 1, ...,M − 1}
and anTp, bnTp specify the pulse positions within the n
th symbol. Es represents the
pulse energy of the synchronization pulse. and represents the pulse slot position of the
quadrature pulse and is fixed to and = 0, i.e. first pulse slot in a synchronization symbol
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having M − 1 slots for nd = {1, 2, ..., Nd}. T dg represents the guard time in the pilot
symbol. We can compactly express (5.1) as










PPM-CAP in-phase and orthogonal symbols, respectively. From Chaper 2, the IEEE






αkl δ(t− Tl − τkl), (5.3)
where Lc and Lr represent the number of clusters and rays, respectively. The αkl are
statistically independent random variables following an exponential distribution and
denote the path gain of the kth ray within the lth cluster. Tl is the arrival time of the
lth cluster. τkl is the delay associated with the k
th ray in the lth cluster. The received
multipath signal is r(t) = s(t)⊗ h(t) which after substituting equations (5.2) and (5.3)































αkl q(t− (n+Nd)(Ts + Tg)− bnTp − Tl − τkl)
+ w(t).
(5.4)
The first part of (5.4) is used to estimate the frame start time via DA ML timing
estimation. Here, the pilot symbol contains a single pulse having energy Es. The data
symbol has two pulses with each having half the energy of the pilot pulse. This makes
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the total symbol energy of the data and pilot symbol to be equal.
5.2.1 Frame Start Time Estimation
Let η = [a0, a1, ..., aNd−1] be the true pulse slot locations of Nd pilot pulses within Nd
synchronization pilot symbols. We denote η̂ as the pulse slot estimate deduced from
the synchronization pilot symbols. The total number of pulse slots through which the
receiver Rake searches can be expressed as ηtotal = (Nd × (T ds + T dg ))/Tp.
Due to the nature of the UWB channel, long delay spreads are common. This results in
significant ISI unless a large guard time is used to mitigate the ISI. In order to increase
energy capture a Rake matched to the synchronization pilot pulse shape is used. In this
paper the Hilbert transform of the Scholtz monocycle is used as the pulse template for the
Rake. Let wdrake be the rake weights used during timing estimation where for simplicity









sd(t)q(t− iTp − τldrake)dt
 , (5.5)
where yndi denotes the weight of the i
th pulse slot in the nthd synchronization pilot symbol
after matched filtering and multipath energy collection by the Rake. The output of the
Rake can be denoted by Ynd and may be expressed as
Ynd = [ynd0 , y
nd
1 , ..., y
nd
Itotal−1], (5.6)
where Itotal represents the total number of pulse slots in the nd synchronization pilot
symbol. The ML estimated pulse slots corresponding to each of the Nd synchronization
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pilot symbols, i.e. the complete synchronization frame, can now be expressed as




where each η̂i ∈ [0, (Itotal) − 1]. Majority logic decision is now applied to determine
the data frame start time τ̂f from the ML estimates in (5.7). Correct data frame time
estimation is determined only if any η̂i = ηi ∀ i ≥ (Nd + 1)/2. Once the correct start
time is estimated, data symbol demodulation can be carried out by the Rake matched
to the in-phase and quadrature pulses as described in Chapter 4. The Rake output with
























ref (t−mTp − τlrake)dt
)
. (5.9)
The MRC outputs along with the ML detected inphase and quadrature data estimates











Since the PPM-CAP data frame format has symbols preceding the synchronization pilot
frame, hence the frame start time τ̂f corresponds to the start time of the first symbol τ̂s
in the data frame i.e. τ̂f = τ̂s. After the first symbol’s start time is established, symbol
synchronization within the frame is maintained by a symbol rate counter that counts to
the number of symbols in the data frame.
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5.3 SIMULATION RESULTS
Simulated evaluation of the bit error rate (BER) as a function of Eb/N0 and normalized
mean square error (NMSE) as a function of Ep/N0 are presented for an 8 PPM-CAP
system. For the 4 and 16 PPM-CAP IR-UWB schemes BER plots are presented which
show similar trends as that of the 8 PPM-CAP scheme. Eb represents the energy per
data bit. Ep represents the transmitted pulse energy. The channel environment assumed
is the IEEE multipath channel CM-1 [25]. The multipath channel is assumed to be time
invariant for the duration of a transmitted frame i.e. quasi-static for Tf time duration.
There are 200 symbols per data frame. Tp is 1 ns for all schemes. A Rake with Lp = 30
taps is used. Tg + Ts is fixed at 32 ns. Nd synchronization pilot symbols are inserted
before the data frame. Figure 5.2 shows the BER plots for the case of Nd equal to
1, 3 and 7 synchronization pilot symbols for determining frame start time. Following
majority logic detection we consider the frame start time to be accurate if 1, 2 or 4
synchronization pilot symbols have η̂i = ηi, respectively. We observe from Figure 5.2
that the maximum SNR degradation between a perfectly synchronized system and one
that has been synchronized via timing estimation is approximately 5 dB for Nd = 1.
The degradation in BER diminishes by increasing the number of synchronization pilot
symbols at the start of each data frame. For Nd = 3 and Nd = 7 we observe an
improvement in BER. In addition, it is observed that the performance increase achieved
by increasing Nd tends to reduce hence making the overhead of a number of large
synchronization pilot symbols unnecessary.
Figure 5.3 shows the normalized mean square error of the 8 PPM-CAP scheme with Nd
equal to 1, 3 and 7, respectively. It is observed that a reduction in error by approximately
4 dB at an NMSE of 10−3 is obtained by increasing Nd from one to seven synchronization
pilot symbols. However, the synchronization frame overhead increases significantly due
to the presence of guard time between individual synchronization pilot symbols.
Figures 5.4 and 5.5 show a 4 and 16 PPM-CAP IR-UWB scheme BER comparison with
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Figure 5.2: BER plots for 8 PPM-CAP IR-UWB with perfect and estimated frame start
timing, Lp = 30 Rake taps and channel model CM-1.
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Figure 5.3: NMSE plots for 8 PPM-CAP IR-UWB with different number of pilot symbols
Nd.
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perfect synchronization and synchronization using timing estimation with 1, 3 and 7
pilot symbols i.e. Nd is equal to 1, 3 and 7. Both have Ts + Tg equal to 32 ns and Lp
equal to 30, respectively. From Figure 5.4, 4 PPM-CAP IR-UWB, when the BER is 10−2
and Nd = 1, has a BER approximately 3.5 dB worse than the perfectly synchronized
case. For high Eb/No it is observed that the difference in BER performance is negligible.
From Figure 5.4, the 16 PPM-CAP IR-UWB scheme, a similar trend can be observed.
At a BER of 10−2 and for Nd = 1, the 16 PPM-CAP IR-UWB scheme with timing
estimation is approximately 3 dB worse than the case in which perfect synchronization
is assumed. For either high Eb/No values or choosing a higher value of Nd, this difference
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Figure 5.4: BER plots for 4 PPM-CAP IR-UWB with perfect and estimated frame start
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Figure 5.5: BER plots for 16 PPM-CAP IR-UWB with perfect and estimated frame
start timing, Lp are 30 Rake taps and channel model CM-1
5.4 CONCLUSIONS
In this chapter a feed-forward data aided synchronization scheme for M -ary PPM-CAP
IR-UWB is developed and evaluated. It requires estimation of the data frame start time
and knowledge of the frame length at the receiver. Since PPM has fixed symbol lengths
provided M is fixed, maintaining symbol synchronization requires a simple symbol rate
counter with a count equal to the number of symbols per frame. Both M and the
number of symbols per frames are parameters that are set by the system designer so
that the receiver has knowledge of them.
Results show that the performance degradation between a PPM-CAP IR-UWB scheme
using frame start time estimation is high for low values of transmit signal power or
numbers of pilot symbols. This becomes negligible by either increasing transmit signal
power or by increasing the number of timing estimation pilot symbols. The next chapter
presents potential future work that can be explored for more insight into the PPM-CAP




CONCLUSION AND FUTURE WORK
This chapter reviews and presents conclusion of the work carried out in this thesis.
Areas where possible extensions in M -ary PPM-CAP IR-UWB can be carried out are
highlighted at the end.
6.1 CONCLUSIONS
A literature review showed that UWB can be implemented in both time and frequency
based techniques. Time based UWB is referred to as IR-UWB. It can be implemented
via TH coded or DS coded schemes based on PPM. It can even be implemented via
uncoded PPM based schemes. In addition, IR-UWB schemes based on bi-orthogonal
modulations or bi-polar pulses are also present in the literature, but these require phase
information at the receiver for data demodulation. In the frequency domain based
UWB schemes, OFDM has been proposed as an alternative with some success. In an
AWGN channel, orthogonal pulses or coded schemes with and without bi-orthogonal
modulation can be used for system performance evaluation. However, in a multipath
channel this is not the case as slight timing offsets in the received components can
result in inaccurate detection of one orthogonal pulse shape or code from the other and
can even nullify orthogonality between pulses. This makes multipath channel detection
techniques significantly different and difficult compared to AWGN channel detection
techniques.
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Two interesting areas surfaced where there is a lack of detailed performance results at
present. The first one is the use of carrierless amplitude phase (CAP) modulation for
PPM based IR-UWB. The second is the effect on UWB demodulation and detection
when using the full IEEE multipath channel impulse response. Within the area of SISO
systems, this thesis showed that using PPM-CAP IR-UWB over simple PPM based
IR-UWB provides higher data rates accompanied with a marginal loss in performance,
while retaining the same basic receiver structure. In addition, unlike carrier based
schemes, PPM-CAP IR-UWB does not require phase information at the receiver for
demodulation.
Most of the literature available presents conclusions based on IR-UWB transmission in
an IEEE multipath channel that has been significantly truncated to be equal to a single
symbol duration at most. Although this does simplify the research methodology, it does
not give detailed insight into the full channel response of the proposed schemes because
the UWB channel impulse response usually spreads across multiple symbol lengths. The
results presented in this thesis are based on the full channel spread of the IEEE UWB
channel.
The contributions of this thesis are listed below.
• In Chapter 3, results for PPM IR-UWB in an AWGN channel are first presented.
It analytically showed that M -ary PPM IR-UWB can be modelled as an M or-
thogonal modulation scheme, where the orthogonality lies in using different pulse
slots. It compared the analytical upper bound BER plots with those obtained
by simulations of an M -ary PPM IR-UWB system. It presented the transmitter
and receiver structures of M -ary PPM-CAP IR-UWB along with simulated re-
sults. The results showed that both schemes exhibit a similar BER performance.
However, M -ary PPM-CAP IR-UWB provides double the data rates compared to
M -ary PPM IR-UWB.
• Chapter 4 presented results of both PPM IR-UWB and PPM-CAP IR-UWB in
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an IEEE multipath channel. Both of these results are novel and have not been
presented in the literature before. Two multipath channel models, CM-1 and
CM-4, were considered in this thesis. Simulations considered different pulse time
durations, Rake taps, guard time between symbols and different values of M . The
following conclusions can be drawn from Chapter 4,
– The pulse time duration effected system performance. A 0.5 ns pulse pro-
duced better results than a 1 ns pulse. The narrow pulse widths lead to better
received multipath component resolution and hence improved BER rates.
– The results showed system performance for Lp of 5, 15 and 30 taps in both
CM-1 and CM-4 models. System BER performance showed improvement by
increasing the number of Rake taps Lp to 15 taps or more. However, Lp equal
to 15 taps was sufficient to attain a BER of 10−3 in CM-1. In a CM-4 channel
the system required Lp to be equal to 30 Rake taps or more for attaining a
BER of 10−3.
– An important parameter that improved system performance in a multipath
channel is the choice of guard time Tg. The results showed that for 2, 4, 8
and 16 -ary schemes with Lp greater or equal to 15 Rake taps, a guard time
of 30 ns, 28 ns, 24 ns and 16 ns respectively achieved system performance in
the BER region of 10−4 for CM-1.
– Lastly, Chapter 4 described two different modulation formats for PPM-CAP
IR-UWB along with a brief comparison of the two schemes. The results
showed that both schemes perform similarly with some difference in error
floor of the BER plots. However, format B gives slight performance gain over
format A when M is equal to 2 or 4. The gain in performance is negligible for
higher values of M , making format B the more versatile scheme with easier
manipulation of the length of guard time to be inserted between ensuing
symbols.
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• Chapter 5 discussed a novel synchronization scheme for PPM-CAP IR-UWB. The
scheme takes a feed-forward data aided approach to achieve frame synchronization.
It showed that there is a performance loss ranging between 3 dB to 5 dB, depending
on the factors such as channel model, Rake taps and number of synchronization
symbols, compared to the relative case using ideal synchronization. The chapter
assumes Lp equal to 30 Rake taps and varies the number of synchronization pilot
symbols to present system performance.
In summary, M -ary PPM-CAP IR-UWB achieved good BER performance in a CM-1
channel provided that the Rake had 15 or more taps and a guard time of 24 ns or more
inserted between symbols to minimize ISI. A higher M -ary scheme obtained better BER
performance and data rates than a lower M -ary scheme as observed from the results.
Two proposed modulation formats were described and simulated. Modulation format A
is more robust in terms of BER performance. A feed-forward synchronization scheme
was described, which relied on seven pilot symbols to attain a BER performance ap-
proximately equal to that achieved by an ideally synchronized scheme having equivalent
system parameters. This reduces frame overhead hence increasing the effective data rate
per transmission.
6.2 FUTURE WORK
This section presents possible future research direction to that already discussed in
this thesis. The work in this thesis primarily focuses on single input single output
impulse radio UWB communication. It assumes that perfect channel state information
is available at the receiver. Pulse distortion caused by objects in the signal propagation
path or antenna effects on pulse transmission are ignored. There is room for further
extension of the current work as detailed below
1. PPM-CAP IR-UWB with different pulse shapes:
The results in this thesis are presented using the Scholtz monocycle pulse. Chapter
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2 briefly touches on literature covering pulse design for IR-UWB. It was seen that
there are numerous pulse design techniques other than the one presented in this
thesis. The performance of using pulse shapes based on the derivatives of the
Gaussian function is an area of extension to the current work. By modelling
other pulse design techniques for PPM-CAP IR-UWB we can explore the system
performance dependance on choice of pulse shapes more accurately.
2. Effect of Antenna of PPM-CAP IR-UWB:
Pulse distortion due to objects occurring in the path of pulse propagation and
due to different pulse frequencies is an area that can increase the accuracy of re-
ceived pulse shapes taking into account antenna design. By simulating a multipath
channel which includes the effects of transmitting and receiving antennas on pulse
shapes we can precisely model a PPM-CAP system from a hardware development
aspect.
3. Effect of Channel Estimation:
This thesis assumes that perfect channel state information is present at the re-
ceiver. However, in a multipath channel environment the receiver will need to
estimate the channel components and perform some form of equalization before
detection is carried out. Performance of PPM-CAP using channel estimation tech-
niques will significantly increase the accuracy of the current system model.
4. Effect of System Coding on Performance:
This thesis assumes uncoded IR-UWB communication employing PPM-CAP. It
can be extended to multi-user systems by employing time hop codes in the sig-
nalling format that is used in TH IR-UWB.
Another method for achieving orthogonality are using orthogonal codes. These can
be applied to not only make multi-user performance possible but could potentially
introduce better performance in the existing SISO system setup.
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5. Closed Loop Synchronization:
Closed loop synchronization techniques using phase lock loops or delay lock loops
have been studies in the literature extensively. These techniques are significantly
complex when compared to feed-forward synchronization techniques. A closed
loop system for PPM-CAP IR-UWB remains an open area for investigation in
both CM-1 and CM-4 channel model environments. This can potentialy increase
the synchronization lock obtained in PPM-CAP IR-UWB.
6. PPM-CAP IR-UWB in IEEE 802.15.4a Channel Model:
Channel model 802.15.4a is a relatively new channel model that defines UWB mul-
tipath propagation in a number of different scenarios. It has six channel models
and presents different fading characteristics of the multipath channel. Simulat-
ing PPM-CAP IR-UWB in these channel environments will provide insight into
performance in body area networks and low frequency communication systems.
7. Statistical System Performance Analysis:
System performance can alternatively be presented by statistical modelling of IR-
UWB systems. Such modelling results in approximations to analytical equations
that deduce probability of error primarily due to the complex mathematical forms
involved. It will be useful to derive closed form statistical solutions for PPM-CAP
IR-UWB in the multipath channel.
8. Location Tracking and Asset Localization:
Current UWB devices manufactured by companies such as Decawave and Zebra
Technologies can provide centimeter level accuracy in asset location detection even
in the presence of objects that induce a multipath channel environment. Indoor
asset localization and object tracking are two interesting and commercial applica-
tions in which UWB is being considered due to low power consumption. PPM-CAP
IR-UWB follows closely the classical IR-UWB principles and is an improvement to
current IR-UWB schemes. Its dual pulse nature provides not only high data rates
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but accurate synchronization requiring a small number of pilot symbols. Further
research into hardware design will give insight into its performance for accurate
location tracking.
9. Energy requirements of PPM-CAP IR-UWB systems:
Energy and battery life requirements of any communication scheme plays an im-
portant role in its commercial deployment. While energy comsumption is very
much dependant on the technology used in manufacturing the device along with
its intended application, UWB in general has seen transceivers being introduced
for commercial use by companies such as Decawave due to having low power con-
sumption (as low as 0.230mW for their DW1000 UWB tranceiver having range
of up to 300m). Current research into UWB tranceivers is in the 65 nm CMOS
technology having power consumption as little as 3.5mW [152] [153] [154]. Im-
plementing PPM-CAP IR-UWB in CMOS technology would enable its use in low
power consumption applications such as location tracking or RFID tags.
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