Abstract This paper constructs a continuous localized tight frame on a twodimensional simplex T 2 using orthogonal polynomials. We then use quadrature rules on T 2 to construct discrete tight framelets. Fast algorithms for discrete tight framelet transforms on T 2 are given, which have the same computational steps as the fast Fourier transforms on the simplex T 2 .
Introduction
Continuous and discrete tight framelets, a multiscale representation system, have been constructed on a compact Riemannian manifold M [5, 8, 13, 15, 11, 16] . The discrete tight framelets, using the natural spectrum (eigenfunctions and eigenvalues) of the Laplace-Beltrami operator and quadrature numerical integration rules on M , mimic the wavelets and framelets on a Euclidean space R d [3, 4, 12] . The framelets are highly localized and are capable of capturing the sparsity of data on M . In [16] , fast algorithmic realizations for the tight framelets on M have been established and proved efficient.
In this paper, we investigate the detailed construction of tight framelets on a simplex T 2 , an example of compact Riemannian manifolds. We show that given a framelet generating set on R and an orthonomal basis on T 2 , continuous tight framelets on T 2 can be constructed. For computation and application, we show that discretization of the continuous tight framelets can be achieved by using quadrature numerical integration rules, which leads to a simple approach of constructing dis-crete tight framelets on T 2 . We give complete characterizations for the tightness of both the continuous and discrete framelets on T 2 , which facilitate the design of filter banks and quadrature rules for the discrete tight framelets. We give and analyze the fast algorithms for framelet decomposition and reconstruction based on their associated filter banks, thus providing a tool for efficient multiresolution analysis of data on T 2 .
Tight frames on a simplex
Throughout the paper, we assume the following two basic settings on the simplex T 2 .
1) The simplex (or triangle) T 2 := {x x x := (x 1 , x 2 )|x 1 ≥ 0, x 2 ≥ 0,
is the space of complex-valued square integrable functions on T 2 with respect to Lebesgue measure dµ(x x x) := 2 dx x x on R 2 with inner product
, where g is the complex conjugate to g, and endowed with the L 2 norm f L 2 (T 2 ) := f , f for f ∈ L 2 (T 2 ). 2) For ℓ ≥ 0, let V ℓ := V ℓ (T 2 ) be the space of orthogonal polynomials with respect to inner product ·, · L 2 (T 2 ) . The dimension of V ℓ is ℓ + 1, see [6] . (1) Then {P ℓ,m |m = 0, . . . , ℓ} is an orthonormal basis of V ℓ and {P ℓ,m |m = 0, . . . , ℓ, ℓ ≥ 0} thus forms an orthonormal basis of L 2 (T 2 ), see [6, Proposition 2.4.1] . Let
be the Laplace-Beltrami operator on T 2 . Then P ℓ,m are eigenfunctions of −∆ with eigenvalues λ 2 ℓ,m := ℓ(ℓ + 2): for m = 0, . . . , ℓ, ℓ ≥ 0,
We say {(P ℓ,m , λ ℓ,m )|ℓ ≥ m ≥ 0} an orthonormal eigen-pair for L 2 (T 2 ).
Let Ψ := {α; β 1 , . . . , β r } be a set of functions in L 1 (R), which is the space of absolutely integrable functions on R with respect to the Lebesgure measure. The
The Fourier transform on L 1 (R) can be naturally extended to the space L 2 (R) of square integrable functions on R. For j ∈ Z and x x x, y y y ∈ T 2 , the continuous framelets ϕ ϕ ϕ j,y y y (x x x), ψ ψ ψ n j,y y y (x x x) at scale j are filtered Bessel kernels (or summability kernels), see e.g. [2, 11] , given respectively by
The functions ϕ ϕ ϕ j,y y y (x x x) and ψ ψ ψ n j,y y y (x x x) correspond to the "dilation" operation at scale j and the "translation" at a point y y y ∈ T 2 similar to the classical wavelet setting. The continuous framelet system CFS J (Ψ ) on T 2 (starting at a scale J ∈ Z) is a nonhomogeneous affine system [9] given by
or equivalently,
(5) The set Ψ = {α; β 1 , . . . , β r } is then said to be a (continuous) tight T 2 -framelet for L 2 (T 2 ). In Theorem 1, we show that the condition of a sequence of continuous framelet systems CFS j (Ψ ), j ≥ J 0 ∈ Z to be a sequence of tight frames for L 2 (T 2 ) can be reduced to very simple conditions on Ψ , i.e. (11) and (12) in Theorem 1.
In order to efficiently process a data set on the simplex T 2 , one needs to consider the discrete version of the continuous framelets in (2) . We discretize the continuous framelets on T 2 using quadrature (numerical integration) rules on the simplex. Let
. . , N j } be a quadrature rule on T 2 at scale j with N j pairs of weights ω j,k ∈ R and points x x x j,k on T 2 . Let Q := {Q N j } j≥J be a sequence of quadrature rules on T 2 . The (discrete) framelets ϕ ϕ ϕ j,k (x x x) and ψ ψ ψ n j,k (x x x) at scale j are defined as
The (discrete) framelet system FS J (Ψ ) on T 2 (starting at a scale J ∈ Z) is a a nonhomogeneous affine system defined to be
The framelet system FS J (Ψ ) is said to be a tight frame for
In Theorem 2, we show that a sequence of discrete framelet systems FS j (Ψ ), j ≥ J 0 to be a sequence of tight frames for L 2 (T 2 ) is reduced to some equivalent conditions on the pair (Ψ , Q), i.e. (20) and (21). This gives the criterion on how to choose the quadrature rules for tight discrete framelets.
Reconstruction and multiresolution analysis of tight framelets
This section gives some equivalent conditions of a sequence of framelet systems to be a sequence of tight frames for L 2 (T 2 ) in both the continuous and discrete settings. They are the consequences of [16, Section 2] .
Recall that
Continuous framelets
The following theorem shows some equivalent conditions of a sequence of continuous framelet systems {CFS J (Ψ )} ∞ J=J 0 in (3) to be a sequence of tight frames for L 2 (T 2 ). Theorem 1. Let J 0 ∈ Z be an integer and Ψ := {α; β 1 , . . . , β r } ⊂ L 1 (R) with r ≥ 1 be a set of functions associated with a filter bank η η η := {a; b 1 , . . . , b r } ⊂ l 1 (Z) satisfying (29). Let CFS J (Ψ ), J ≥ J 0 be the continuous framelet system with framelets ϕ ϕ ϕ j,y y y , ψ ψ ψ n j,y y y given in (3) and (2) . Suppose ϕ ϕ ϕ j,y y y , ψ ψ ψ n j,y y y are functions in L 2 (T 2 ) for all y y y ∈ T 2 , n = 1, . . . , r, and j ≥ J 0 . Then, the following statements are equivalent.
, the following identities hold:
f , ϕ ϕ ϕ j+1,y y y ϕ ϕ ϕ j+1,y y y dµ(y y y)
T 2 f , ϕ ϕ ϕ j+1,y y y 2 dµ(y y y)
(iv) The functions in Ψ satisfy
(v) The refinable function α satisfies (13) and the filters in the filter bank η η η satisfy
Remark 1. The statements (iv) -(v) in Theorem 1
show that the tightness of continuous framelet system CFS J (Ψ ) can be reduced to the very simple identity in (14) or (15) . This provides a simple way to construct continuous tight frames on the simplex T 2 . Note that (14) holds for any classical tight frame generated by Ψ for L 2 (R) and (15) holds for any filter bank with the perfect reconstruction property. Indeed, the condition of (15) is weaker than the classical setting in the sense that no downsampling condition is needed for the filter bank, see e.g. [4, 14] . The conditions (iv) -(v) in Theorem 1 can be easily satisfied by frequency splitting techniques when only bandlimited function generators or filters are needed, see [10] and the remarks following Theorem 2.
In Theorem 1, the condition that ϕ ϕ ϕ j,y y y and ψ ψ ψ
automatically satisfied when α and β n are bandlimited, i.e. the supports of α and β n are finite, since the summations in (2) are taken over finite number of terms.
On the other hand, when α, β n are not bandlimited, a very mild condition on the decay of α guarantees that ϕ ϕ ϕ j,y y y and ψ ψ ψ n j,y y y in (2) are functions in
Discrete framelets
As pointed out in the introduction, discrete tight framlets on T 2 are more desirable in practice. The following theorem provides characterizations of a sequence
of (discrete) framelet systems in (7) to be a sequence of tight frames for L 2 (T 2 ). 
. . , r, and j ≥ J 0 . Then, the following statements are equivalent.
(iv) The functions in Ψ and the quadrature rules in Q satisfy
(v) The refinable function α, the filters in the filter bank η η η, and the quadrature rules in Q satisfy (20) and (29) is said to satisfy the UEP ( [4, 14] 
Remark 2 (Unitary Extension Principle). The statements (iv) -(v) in Theorem 2 can be regarded as the unitary extension principle for
The UEP conditions in (25) together with some decay condition on α imply the tightness of a framelet system generated from Ψ through dilations and translations in L 2 (R), see e.g. [3] . By Theorem 1, only (25a) is needed to construct continuous tight frame
On the other hand, to ensure the tightness of the discrete tight framelet system
, the condition of (23) is needed, which can be viewed as a generalization of UEP on the simplex T 2 . The condition of (23) appears complicated than those in (25). However, as discussed in the sequel, the condition of (23) brings more flexibility to the construction of discrete tight frames for L 2 (T 2 ). Moreover, it provides a natural connection to the design of polynomialexact quadrature rules on T 2 . (22) is a discrete version of the integral of the product of P ℓ,m and P ℓ ′ ,m ′ with the quadrature rule Q N j . Suppose the refinable function is normalized so that α(0) = 1. By the orthonormality of the eigenfunctions P ℓ,m , the formula (20) is saying that the error of the numerical integration approximated by the framelet quadrature rule Q N j converges to zero as j → ∞; i.e.
Remark 3 (Quadrature Rules
This is satisfied by most of the quadrature rules, for example, QMC rules on T 2 [1] . The condition of (21) can be decoupled by conditions on Ψ and conditions on Q separately, when the quadrature rule Q N j has polynomial exactness.
We say that the pair (η η η, Q) = ({a; (23) We say that Q N j is a tight T 2 -framelet quadrature rule with respect to σ j+1 α,α defined as in (24) if
The following corollary shows that when Q N j is a tight T 2 -framelet quadrature rule, the continuous tight frame CFS J (Ψ ) and FS J (Ψ ) are equivalent to each other. (20) and (21) are reduced to (13) and (14) respectively. Similarly, (23) is reduced to (15) . That is, the statements (iv) and (v) of Theorem 2 are reduced to the statements (iv) and (v) of Theorem 1, respectively. Thus, the statements (i) -(v) of Theorem 2 are equivalent to the statements (i) -(v) of Theorem 1, respectively.
Remark 4. By Corollary 1, when Q N j is a tight T 2 -framelet quadrature rule for all j ≥ J 0 , the condition (23) is weakened and reduced to a much simpler condition than (14) and (15) . A simple way to construct a tight T 2 -framelet quadrature rule is to consider polynomial-exact quadrature rules as we shall introduce in the next subsection.
Remark 5. When using a same quadrature rule across all scales, i.e. Q N j ≡ Q N for all j, the equations (21) and (23) are simplified without the term U m,m ′ ℓ,ℓ ′ . However, it is not desirable to use the same quadrature rule in all scales since the data complexity (or redundancy rate) increases exponentially with respect to the level of decomposition.
Discrete framelets via polynomial-exact quadrature rules on T 2
In this section, we show that a quadrature rule with polynomial exactness (see below) on T 2 is a tight T 2 -framelet quadrature rule.
For n ∈ N 0 , the space Π n := span{P ℓ,m |λ ℓ,m ≤ n} is said to be the polynomial space of degree n on T 2 and an element of Π n is said to be a polynomial of degree n. In the sequel, we assume that the product of two polynomials is still a polynomial; that is, there exists a (minimal) integer c ≥ 2 such that
This assumption is true on the simplex T 2 , see e.g. [7, Theorem A.1] .
A quadrature rule Q N := {(ω i , y y y i )} N i=1 on T 2 is said to be a polynomial-exact quadrature rule of degree n if
In such a case, we use Q N,n := Q N to indicate the degree n of the exactness of Q N . Note that by the finite dimensionality of Π n , such quadrature rules Q N,n can be predesigned. We have the following lemma connecting polynomial-exact quadrature rules and tight T 2 -framelet quadrature rules. 
This together with the assumption in (27) gives
α,α . Consequently, by the orthonormality of {P ℓ,m } and the exactness of Q N j for polynomials up to degree ⌈2 j+1 − 1⌉, we conclude that for all 
Fast framelet transforms on T 2
In a real world application, a data sequence
can be viewed as the sequence of framelet coefficients v j,k := f , ϕ ϕ ϕ j,k of a function f on T 2 at a fine scale j, which approximate the function evaluations f (x x x j,k ) ≈ v j,k at the quadrature nodes when the scale j is high and the framelets ϕ ϕ ϕ j,k are well-localized. Analysis of such data using FS J (Ψ ) for various applications such as denoising, inpainting and debluring, refers to the framelet transforms between the framelet coefficient sequences of a fine scale and a coarse scale. The framelet transforms include the decomposition of v j into a coarse scale approximation coefficient sequence
. . , r, and the reconstruction of v j from the coarse scale approximations and details. Fast decomposition and reconstruction algorithms are desirable and play a crucial role in applications.
A filter (or mask) h = {h(k)} k∈Z is a sequence in l 1 (Z) = {h : Z → C| ∑ k∈Z |h(k)| < ∞} with its Fourier series defined to be the 1-periodic function h(ξ ) := ∑ k∈Z h(k)e −2πikξ , ξ ∈ R. Similar to the wavelet/framelet setting in R 2 , we can associate the framelet generating set Ψ = {α; β 1 , . . . , β r } with a filter bank η η η := {a; b 1 , . . . , b r } ⊂ l 1 (Z), where the Fourier transforms of the functions in Ψ and the Fourier series of the filters in η η η satisfy
The first equation in (29) is called the refinement equation with α being the refinable function associated with the refinement mask a (or low-pass filter in electrical engineering). The functions β n are framelet generators associated with framelet masks (or high-pass filters) b n , n = 1, . . . , r, respectively, which can be derived via extension principles in various settings [4, 14] .
By the refinement structure in (29) and the properties of the tight frame FS J (Ψ ), we can design a T 2 -framelet decomposition algorithm using the transition operator
which consists of the (discrete) convolution * j and the downsampling ↓ j at scale j from the approximation coefficient sequence v j , and a T 2 -framelet reconstruction algorithm using the subdivision operator
which is the composition of the upsampling↑ j and the convolution * j at scale j from the framelet coefficient sequences v j−1 , w 1 j−1 , . . ., w r j−1 at scale j − 1, see (34)-(36) and (38)-(39) in Section 5.1. We show that these two operators can be implemented fast using fast discrete Fourier transforms on T 2 , which we call fast T 2 -framelet transforms ( FM T s). The above one-level T 2 -framelet transforms can be depicted by the filter bank diagram in Figure 1 . Detailed investigation of the (multi-level) FM T algorithms based on discrete fast Fourier transforms on T 2 is described in Section 5. Fig. 1 One-level T 2 -framelet decomposition and reconstruction based on a filter bank {a; b 1 , . . ., b r }. Here the node * j b n of operations ranges over n = 1, . . ., r and the node + r sums over the low-pass filtered coefficient sequence and all r high-pass filtered coefficient sequences.
Description of fast framelet transforms on T 2
The framelet ϕ ϕ ϕ j,k in a framelet system FS J (Ψ ) can be designed to be highly localized and concentrate at x x x j,k when j is sufficiently large, which mimics the Dirac delta function δ δ δ on R. As the convolution of a function g in L 1 (R) with the delta function δ δ δ recovers g, i.e. g * δ δ δ = g, the inner product f , ϕ ϕ ϕ J,k of the framelet coefficient approximates the function value f (x x x J,k ). We can thus regard the function values or data samples f (x x x J,1 ), . . . , f (x x x J,N J ) on the simplex as the framelet coefficients f , ϕ ϕ ϕ J,k , k = 1, . . . , N J at scale J. The decomposition of the data sequence to the coarse scale approximation ( f , ϕ ϕ ϕ j,k ) and coarse scale details ( f , ψ ψ ψ n j,k ), n = 1, . . . , r, as well as the reconstruction play a key role in the multiresolution analysis of data on the simplex.
In this section, we discuss the multi-level T 2 -framelet transforms associated with a sequence of tight frames FS J (Ψ ) for L 2 (T 2 ). We exploit the subdivision and transition operators on T 2 to describe the decomposition and reconstruction algorithms for the framelet transforms. The subdivision and the transition operators can be implemented by discrete Fourier transforms on T 2 . Based on fast discrete Fourier transforms on T 2 , we are able to develop fast algorithmic realizations for the multilevel T 2 -framelet transforms ( FM T algorithms).
Multi-level T 2 -framelet transforms
We first introduce the subdivision and transition operators on T 2 .
Let {Q N j } ∞ j=J 0 be a sequence of quadrature rules on T 2 with
The sequence F j, j ′ v is said to be a (Λ j , Q N j ′ )-sequence and v is said to be the discrete Fourier coefficient sequence of
The sequence
The upsampling operator
More explicitly,
The subdivision operator
That is,
where (v↑ j ) † ℓ,m is given in (36). We are ready to present the following theorem of the framelet decomposition and reconstruction using the above subdivision and transition operators, under the condition that Q N j is a polynomial-exact quadrature rule of degree ⌈2 j+1 − 1⌉. 
Then,
-seqeunces for all j ∈ J 0 ; (ii) for any j ≥ J 0 + 1, the following decomposition relations hold:
(iii) for any j ≥ J 0 + 1, the following reconstruction relation holds:
where the last equation follows from that Q N j is a polynomial-exact quadrature rule of degree ⌈2 j+1 − 1⌉, that the product of two polynomials on T 2 is a polynomial, see (27) , and the orthonormality of P ℓ,m . In a similar way,
This together with (45), (46) and (15) gives, for k = 1, . . . , N j ,
thus proving (43). This gives (iii), and thus completes the proof.
Theorem 4 gives the one-level T 2 -framelet decomposition and reconstruction using subdivision and transition operators on T 2 , which is illustrated by Figure 1 .
The corresponding multi-level T 2 -framelet analysis operator
is defined as
For a sequence (w , v J 0 ) of framelet coefficient sequences obtained from a multi-level decomposition, the multi-level T 2 -framelet reconstruction is given by
The corresponding multi-level T 2 -framelet synthesis operator
When the condition of Theorem 4 is satisfied, the analysis operator and synthesis operator are invertible on l(
, where I is the identity operator. The multi-level decomposition and reconstruction T 2 -framelet transforms can be depicted by Algorithms 1-2, as follows.
Algorithm and complexity of FM T
The decomposition in (42) and reconstruction in (43) can be rewritten in terms of discrete Fourier transforms (DFTs) and their adjoint DFTs on T 2 as
The decomposition and reconstruction are thus combinations of discrete Fourier transforms (or the adjoint DFTs) with discrete convolutions. Note that v j * j h is simply point-wise multiplication in the frequency domain, and hence the computational complexity of the FM T algorithms depends only on the computational complexity of DFTs and their adjoints. Assuming fast discrete Fourier transforms on T 2 exist, in this section, we show that the multi-level T 2 -framelet transforms can be efficiently realized in the sense that the computational complexity is proportional to the size of the input data. We say these algorithms fast T 2 -framelet transforms ( FM T s). Let 
and the adjoint discrete Fourier transform for the sequence v on T 2 is given by
Without loss of generality, we assume the number of quadrature nodes M(M + 1)/2 ≤ N. Algorithms 1-2 below provide detailed algorithmic steps for the multi-level FM T for the decomposition and reconstruction of the framelet coefficient sequences on a simplex assuming the condition of Theorem 4. From these, we are able see the relation between computational costs of FM T on T 2 and the FFT on polynomial exactness, for example, the QMC points with equal weights on T 2 [1] . Investigation into the construction of tight T 2 -framelets and tight T 2 -framelet filter banks for tight framelets on a simplex with such quadrature rules is an important topic.
Algorithms 1 and 2 depend on fast discrete Fourier transforms (DFT) for the expansion of P ℓ,m . To find an efficient computational strategy of DFT in terms of T 2 is key to our fast framelet transforms.
The results of the paper can be generalised to a higher dimensional simplex T d , d ≥ 3 using the orthogonal polynomials on T d of Dunkl and Xu [6, Section 5.3] .
