Primary Frequency Regulation with Load-Side Participation-Part II: Beyond Passivity Approaches by Devane, E et al.
1Primary frequency regulation with load-side
participation Part II: beyond passivity approaches
Eoin Devane, Andreas Kasis, Marina Antoniou, and Ioannis Lestas
Abstract—We consider the problem of distributed generation
and demand control for primary frequency regulation in power
networks, such that stability and optimality of the power allo-
cation can be guaranteed. It was shown in [1] that by imposing
an input strict passivity condition on the net supply dynamics at
each bus, combined with a decentralized condition on their steady
state behaviour, convergence to optimality can be guaranteed for
broad classes of generation and demand control dynamics in a
general network.
In this paper we show that by taking into account additional
local information, the input strict passivity condition can be re-
laxed to less restrictive decentralized conditions. These conditions
extend the classes of generation and load dynamics for which
convergence to optimality can be guaranteed beyond the class of
passive systems, thus allowing to reduce the conservatism in the
analysis and feedback design.
Index Terms—frequency control, stability, decentralized con-
trol.
I. INTRODUCTION
In [1], we considered the problem of distributed generation
and demand control in primary frequency regulation, focusing
on mechanisms for which stability and optimality of the
equilibrium points reached can be guaranteed. In particular, it
was shown that by imposing an input strict passivity condition
on the net supply dynamics at each bus, combined with
a decentralized steady state condition on the input/output
properties of these dynamics, convergence to the solution of an
appropriately constructed network optimization problem can
be guaranteed. A discussion of the motivation for considering
this problem and existing literature on the topic can be found
in [1, Section I]. To prove the convergence result in that
work, we made use of Lyapunov techniques applied to the
nonlinear system model, whereby the conditions imposed
on the dynamics and the underlying system structure were
exploited to construct a Lyapunov function for the network.
Passivity approaches often constitute a natural and useful
framework through which one can investigate stability proper-
ties in power systems. The significance of such approaches
has been recognized from an early stage as in e.g. [2],
[3]. More recently, passivity studies in power systems have
typically followed the framework of port-Hamiltonian systems,
described in [4]. Examples of this approach include [5], [6],
[7], [8]. Two additional interesting analyses, which illustrated
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the application of passivity-based approaches to frequency
control, can be found in [9], [10]. The former work gener-
alized classical generation droop control to permit arbitrary
passive controllers, while the latter used passivity arguments
to demonstrate stability of a class of droop controllers in
grid models where frequency regulation resources are shared
amongst AC subgrids through HVDC links.
However, passivity assumptions can sometimes prove re-
strictive in power systems analysis, particularly when enforced
on higher order models that are not necessarily passive. For
this reason, within this paper we will investigate the question
of what can be deduced without imposing such assumptions.
As previously shown in [1], appropriate decentralized condi-
tions on the steady state behaviour of the subsystems ensure
that the equilibrium points are solutions of a corresponding
network optimization problem. Additional conditions on the
dynamic behaviour of the subsystems, such as passivity, are
needed to ensure that these equilibrium points are also stable.
Here, we will consider in more depth the latter problem: under
what conditions are the equilibrium points asymptotically sta-
ble. Our approach within this paper, in contrast with that which
we followed in [1], focuses on a linearization of the overall
system about equilibrium and then makes use of frequency
domain techniques to deduce stability. As such, we obtain
conditions on the frequency response of transfer functions
representing the generator and controllable load control dy-
namics under which convergence to optimality is guaranteed.
Significantly, these conditions will be seen to be decentralized.
If furthermore the network structure is known a priori, then
we will see that even less conservative stability conditions
can be derived. We will show that the conditions obtained
can be seen, in an appropriate sense, as generalizations of the
passivity conditions in [1], when a linearization is feasible,
following from the additional local information taken into
account in the analysis. This leads to decentralized rules that
allow broader classes of generation and load control dynamics,
thus reducing the conservatism in the analysis and design.
It should be noted that the fact that the conditions derived
are decentralized is a distinctive feature relative to classical
approaches for small signal analysis in power systems [11].
This renders the problem much more involved and requires
appropriate analysis tools to be developed.
The paper is organized as follows. The notation that will
be used and various definitions are given in Section II. In
Section III, we introduce the power network model and the
classes of dynamics that will be considered and we recall the
optimization interpretation of the system equilibrium points. In
Section IV, we interpret the network dynamics as a feedback
interconnection of appropriate subsystems, and we use this to
obtain our main stability results. The proofs are given in the
appendix. A discussion of the connections with the passivity
analysis in [1], along with a numerical example are given in
2Section V. Finally, we draw conclusions in Section VI.
II. NOTATION AND DEFINITIONS
Within the paper we use R to denote the real numbers
and C for the complex numbers. The set of non-negative real
numbers is denoted by R+, and its closure R¯+ denotes the
set R+ ∪ {+∞}. The real and imaginary part of a complex
number z are denoted by (z) and (z) respectively. The
imaginary unit is denoted by j. We use Rn and Cn to denote
the sets of n-dimensional vectors with real and complex entries
respectively. The notation (qi)i∈I denotes the vector with ele-
ments qi for i in the index set I. We also use [x]ba to denote the
projection of x ∈ R to [a, b], i.e. [x]ba := max{min{x, b}, a}.
For a function f(q), the expression f−1(w) represents the
preimage of the point w under the function f , i.e. f −1(w) =
{q : f(q) = w}. When the function f is invertible, f−1 then
defines the inverse function of f . The first derivative of a
differentiable function will be written f ′(q) = ddqf(q).
For a time-varying quantity q(t), we write q˙ for the deriva-
tive ddtq(t). For the stability analysis in Section IV, we work in
the Laplace domain. The Laplace transform of q(t) is written
as qˆ. Transfer functions relating the Laplace transforms of
time-varying quantities will be written as functions of the
variable s. A superscript ·T indicates the transpose of a matrix,
and diag(y) for y ∈ Cn represents the diagonal matrix with di-
agonal entries yi. Also for convenience in the presentation we
denote 1/y the vector with i′th element 1/yi. We will require a
number of notions from matrix analysis [12]. Firstly, we write
σ(Q) for the spectrum of a square matrix Q, i.e. the set of all
eigenvalues of Q. If σ(Q) ⊆ {z ∈ C : (z) ≥ 0}, then we say
Q is positive semidefinite and write Q 	 0. The spectral radius
of Q, ρ(Q), is the maximum absolute value of the elements in
σ(Q). Also ‖Q‖∞ denotes the induced infinity norm, which
is equal to the maximum row sum maxi
∑
j |Qij |, and we
note that ρ(Q) ≤ ‖Q‖∞. The numerical range of Q is the set
{ y†Qy
y†y : y ∈ Cn \{0}}, where y† is the conjugate transpose
of y. Finally, the convex hull of a set S, denoted by Co(S),
is the smallest convex set that contains S.
Due to the fact that the system models we consider can, in
general, have a continuum of equilibrium points, the precise
concept of stability that will be of interest is as stated in the
following definition. Within the definition, the distance of a
point q from a set S is ‖q − S‖ := infs∈S ‖q − s‖ for any
convenient norm ‖ · ‖.
Definition 1: A set S is said to be asymptotically stable for
a differential equation system q˙ = F (q) if:
i) For all  > 0, there exists δ > 0 such that whenever
‖q(0)− S‖ < δ, ‖q(t)− S‖ <  for all t ≥ 0,
ii) There exists η > 0 such that whenever ‖q(0)−S‖ < η,
limt→∞ ‖q(t)− S‖ = 0,
both hold for all solutions q(t) of the differential equation.
III. PROBLEM FORMULATION
A. System model
We consider a power network model described by a graph
(N,E), where N = {1, 2, . . . , |N |} is the set of buses and
E ⊆ N ×N the set of transmission lines connecting the buses.
The set N consists of generation buses G = {1, 2, . . . , |G|}
and load buses L = {|G|+ 1, . . . , |N |}. Furthermore, we use
(i, j) to denote the link connecting buses i and j and assume
that the graph (N , E) is directed with arbitrary direction, so
that if (i, l) ∈ E then (l, i) /∈ E . For each i ∈ N , we use
l : l → i and l : i → l to denote the sets of buses that are
predecessors and successors of bus i respectively. The form
of the dynamics introduced in (1)–(2) below is unaltered by
any change in the graph ordering, and all of our results are
independent of the choice of direction. We also assume that
(N , E) is connected, that bus voltage magnitudes are |V i| =
1 p.u. for all i ∈ N , that all lines (i, l) ∈ E are lossless and
characterized by their susceptances Bil = Bli > 0, and that
reactive power flows do not affect bus voltage phase angles
and frequencies.
We then recall the formulation of the power system model
considered in [1]. This consists of the swing equation dynam-
ics (e.g. [13])
η˙il = ωi − ωl, (i, l) ∈ E , (1a)
Miω˙i = −pLi + si −
∑
l:i→l
pil +
∑
l:l→i
pli, i ∈ N , (1b)
pil = Bil sin ηil − pnomil , (i, l) ∈ E , (1c)
coupled with a general class of dynamics with inputs given
by the negative local frequency measurements −ω i,
x˙i = f i(xi,−ωi),
si = g
i(xi,−ωi).
(2)
Within the system (1)–(2), the quantity pLi represents a step
change in frequency-independent, uncontrollable demand in
the system. The variables ηil, ωi, and pil are time-dependent
quantities representing, respectively, the power angle differ-
ence between buses i and l, the deviation from a constant
nominal value1 ωnomi of the system frequency at bus i, and
the deviation from a nominal value pnomil of the power transfer
from bus i to bus l. The constant Mi denotes generation inertia,
and hence is zero for all i ∈ L and strictly positive for all
i ∈ G.
The outputs in (2), si, represent deviations from nominal
values of the net power supply to the system at the bus i ∈ N .
As discussed explicitly in [1], these supply variables comprise
contributions from power generation, controllable demand,
and frequency-dependent, uncontrollable demand. Since our
purpose here is to investigate the stability properties of the
system (1)–(2), we suppress these terms and, without loss
of generality, work just with the combined supply variables
si directly for simplicity of the presentation. Analogously,
the subsystem (2) includes the aggregate dynamics associated
with the supply variables mentioned above. Here, the vector
quantities xi represent internal states, and the functions f i
and gi are assumed to be locally Lipschitz and continuous
respectively.
We assume that each of the subsystems in (2) has the
property that given any constant input, the subsystem has a
unique locally asymptotically stable equilibrium point. The
1These nominal values correspond to an equilibrium point of (1)–(2) with
a constant, uniform frequency that represents the target frequency at which
we wish the system to operate. In Europe this would typically be 50Hz, while
in North America it is 60Hz.
3uniqueness assumption is made here for simplicity and can
be relaxed to a condition that these equilibria are isolated.
For each constant frequency input −ω¯ i, we denote the corre-
sponding equilibrium state vector xi by the static input-state
characteristic map κi(−ω¯i). That is, f i(κi(−ω¯i),−ω¯i) = 0.
In terms of these, we can also define the static input-output
characteristic maps
ki(−ω¯i) := gi(κi(−ω¯i),−ω¯i). (3)
That is, the input-output characteristics (3) represent the
unique steady state responses obtained in (2) under the con-
stant inputs −ω¯i.
B. Equilibrium points
Within the paper we are interested in the stability properties
of equilibrium points of system (1)–(2). In the remainder
of the paper, the obvious vectorized notation is used, where
subscripts are omitted to denote the corresponding vectors.
Definition 2: An equilibrium of the system (1)–(2) is a
collection of constants (η∗, ω∗, x∗) at which the right-hand
sides in (1)–(2) are all equal to zero.
Henceforth, we assume that there exists some equilibrium,
and write p∗ and s∗ for the values at this equilibrium of
the corresponding quantities defined in (1c) and (2). We
then suppose that the equilibrium considered has power flows
satisfying a security constraint.
Assumption 1: |η∗il| < π2 for all (i, l) ∈ E .
In the case i ∈ L, the generation inertia Mi is zero and
so (1b) reduces to an algebraic condition. Therefore, in order
to ensure that the system (1)–(2) has a well-defined state
space realization, we impose another assumption constraining
this algebraic condition to have locally unique solutions. In
the following assumption ωG and ωL denote the vectors of
frequencies at the load and generator buses respectively.
Assumption 2: There exists an open neighbourhood R of
(η∗, ωG,∗, x∗) such that at any time instant t, ωL(t) is uniquely
determined by the system states (η(t), ωG(t), x(t)) ∈ T and
equations (1)–(2), and the map relating the system states to
ωL(t) is locally Lipschitz.
Remark 1: It was discussed in [1] that Assumption 2 is a
condition that can often be easily checked by algebraic means.
It is required in the analysis that follows to ensure that the
transfer functions at the load buses do not become degenerate.
C. Optimality interpretation
One of our main results in [1] was to show that the equi-
libria defined in Definition 2 are optimal for an appropriately
constructed economic minimization problem. In the simplified
notation introduced above, this problem can be formulated as
OSLC:
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
min
s
∑
i∈G
ci(si)
subject to
∑
i∈G
si =
∑
i∈N
pLi ,
smini ≤ si ≤ smaxi , ∀i ∈ N ,
(4)
where ci(si) is a function representative of the cost incurred
for the net supply deviation si at bus i ∈ N . The full detail of
how this cost is split between the controllable generation and
load control terms and the uncontrollable frequency-dependent
loads was discussed in [1].
If each cost ci is assumed to be a continuously differen-
tiable, strictly convex cost function, we proved in [1] that
whenever the dynamics in (2) are such that
ki(−ω∗i ) = [(c′i)−1(−ω∗i )]s
max
i
smini
, (5)
then the equilibrium values s∗i are optimal for the OSLC
problem (4). Consequently, if the generation and load control
schemes are designed such that the characteristic response at
equilibrium satisfies (5), then these equilibria of (1)–(2) are
guaranteed to be optimal solutions for (4).
Furthermore, if the solutions of (1)–(2) can be shown to
converge to the equilibrium set, then we can also infer that
they converge to optimality for the OSLC problem (4). This
motivates our consideration in what follows of the stability
properties of the set of equilibria of (1)–(2).
IV. STABILITY ANALYSIS
In [1], we proved that local asymptotic stability, and thus
from the analysis in Section III-C also convergence to opti-
mality, can be guaranteed using the property of input-strict
passivity. That is, we saw that if the supply dynamics (2) are
input-strictly passive about an equilibrium point, then all solu-
tions of (1)–(2) starting sufficiently close to the equilibrium are
guaranteed to converge to the equilibrium set. We derived this
convergence result by means of a Lyapunov stability analysis
for the nonlinear system (1)–(2). However, we will now show
that, whenever the system is operating in a regime for which a
linearization is feasible, the passivity condition can be relaxed
to less restrictive decentralized conditions. In particular, we
will show that additional local information, accounting for the
coupling strength between adjacent buses, allows one to derive
decentralized stability certificates that guarantee convergence,
which are consistently less conservative than passivity.
To see this, we require a smoothness assumption to enable
linearizations to be taken.
Assumption 3: The functions f i and gi in (2) are contin-
uously differentiable on open neighbourhoods of the equilib-
rium of (1)–(2) under consideration.
Remark 2: Note that Assumption 3 requires that the equi-
librium under consideration be located at a point of continuous
differentiability of the systems (2). In practice, this will often
correspond to situations in which the steady state generation
and load control values do not hit their saturation bounds. If
this requirement is violated, then a nonlinear analysis, such as
the Lyapunov approaches used in [1], will be needed 2.
Under Assumption 3, the system (1)–(2) can be linearized
about the equilibrium being considered. In order to study this
linearization, let the notation q˜ = q − q∗ denote the deviation
of any quantity q from its value q∗ at this equilibrium point.
We first introduce the quantities Hi(s) to represent the
transfer functions for the linearized versions of the systems
in (2) from −ω˜i to s˜i. Note that Hi(s) is also then trivially the
2It should be noted that analysis techniques on nonlinear and linearized
models are of independent interest in power system analysis [14]. The former
can allow larger disturbances but they can be difficult to apply or lead to
conservative designs when more involved system models are used. The latter
are valid for small disturbances but can lead to less conservative designs.
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Fig. 1. Block diagrams of the dynamics Ti(s) for i ∈ G (top figure)
and i ∈ L (bottom figure). For simplicity of the illustration, we omit the
dependence on the initial conditions ω˜i(0) and x˜i(0).
transfer function from ω˜i to −s˜i. Since Assumption 3 ensures
that such a linearization is possible, these Hi(s) are known to
be rational functions.
Let us then couple these supply dynamics with the fre-
quency variation (1b) to form subsystems, represented by the
transfer functions Ti(s) from inputs given by the net power
inflows, p˜neti := −
∑
l:i→l p˜il +
∑
l:l→i p˜li, to outputs given
by the local frequencies ω˜i. Due to the distinction between
generation and load buses, it follows that this generates two
distinct forms3 of transfer functions, which can be expressed as
Ti(s) =
⎧⎨
⎩
1/s
Mi +Hi(s)/s
, i ∈ G
Hi(s)
−1, i ∈ L.
(6)
The corresponding block diagrams from which these expres-
sions arise are illustrated in Fig. 1. Note that the condition
in Assumption 2 is sufficient to ensure that the inverted
transfer functions at the load buses in (6) are well-defined.
Nonetheless, the subsystems represented by Ti(s) for i ∈ L
may in general still be non-causal (i.e. the transfer function
Ti(s) is not proper); this is not a problem within our analysis
since the system described by (1)–(2) relating initial conditions
to states is both well-defined and causal.
Remark 3: Exact analytical representations for the transfer
functions Hi(s) and Ti(s) can be determined, in terms of the
Jacobian matrices of the various functions appearing in (2), by
applying the Laplace transform and rearranging the resulting
linear equations. However, for simplicity of presentation, we
suppress these details and instead work directly with the
aggregate transfer functions (6).
Finally, consider the interconnection structure that couples
the individual subsystems (6) through the linearized dynamics
in (1a) and (1c) from frequency to negative power influxes.
These interconnecting dynamics can be represented by the
transfer function
A diag
(
B
s
)
AT , (7)
3Note that, as expected, the form of Ti(s) for load buses is recovered from
that for generator buses by letting the generation inertia Mi tend to zero.
T (s)
diag
(
Bk
s
)
A AT
−
0 p˜net ω˜
ω˜−p˜net
Fig. 2. Block diagram representing the linearized dynamics of the overall
power system model (1)–(2). The initial conditions η˜(0), ω˜(0), and x˜(0) are
again omitted for simplicity of the illustration.
where A is the incidence matrix of the network graph structure,
Aqr =
⎧⎪⎨
⎪⎩
+1, if r = (q, ·) ∈ E ,
−1, if r = (·, q) ∈ E ,
0, otherwise,
and B denotes the vector of susceptances (Bk)k∈E .
The overall power system model (1)–(2) is then repre-
sented by the negative feedback interconnection between the
collection T (s) = diag((Ti(s))i∈N ) of subsystems (6) and
the coupling dynamics (7). This feedback interconnection is
illustrated in Fig. 2. We will formulate conditions on the
frequency response of the transfer functions T i(s) under which
stability of this interconnection is guaranteed. To enable us to
do this, we introduce one final assumption, which defines the
broad class of transfer functions that we consider.
Assumption 4: We assume that
• Ti(s) are rational transfer functions with no poles in the
closed right half-plane, for all i ∈ N .
• Ti(s) satisfies4 Ti(0) > 0, for all i ∈ N .
• Ti(s) has relative degree5 at least −1, for all i ∈ L.
Remark 4: The first condition in Assumption 4 is closely
linked to the open-loop stability that we assume for the sys-
tems in (2). The latter two conditions are technical properties
that we require within our analysis. However, we shall see in
Section V that these are general conditions which extend the
input-strict passivity properties that we invoked for the stability
analysis in [1]. Note in particular that the third condition is
always satisfied for any load dynamics incorporating arbitrarily
small damping, and hence can be expected to hold in most
realistic scenarios.
Having specified the class of transfer functions that will
be permitted, we are now ready to state our stability result,
Theorem 1. This imposes decentralized conditions on the bus
frequency responses Ti(jφ) by constraining those to lie in
prescribed regions of the complex plane (denoted as P +λ in
the theorem statement). In particular, these regions are half-
planes to the right of a line through the point −1 and are
defined below (see also Fig. 3).
Definition 3: Let λφ be a line in the complex plane through
the point −1 with non-zero gradient, i.e. λφ = {−1 + kvφ :
k ∈ R} where vφ ∈ C is a constant with (vφ) = 0 . Then
4Note that any rational transfer function Ti is always real when evaluated on
the real axis, so there is no additional restriction here in assuming Ti(0) ∈ R.
5The relative degree of a rational transfer function is defined as the
polynomial degree of its denominator minus the polynomial degree of its
numerator.
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Fig. 3. The figure illustrates the region P+λφ defined in Definition 3. In
particular, P+λφ is the half-plane to the right of line λφ through the point −1.
P+λφ denotes the open half-plane to the right of λφ, i.e. P
+
λφ
=
{x ∈ C : (x) > (y) for some y ∈ λφ}.
Theorem 1: Suppose that Assumptions 1–4 are all satisfied.
Let Ki := 2 (
∑
l : i→l Bil +
∑
l : l→iBli). Then the set of
equilibrium points of the linearization of system (1)–(2) about
(η∗, ω∗, x∗) with frequencies equal to ω∗ is asymptotically
stable if for each φ ∈ R¯+ \{0} there exists a line λφ in C
through the point −1 and with non zero gradient such that
KiTi(jφ)
jφ
∈ P+λφ (8)
for all i ∈ N , where P+λφ is the open half-plane to the right
of λφ (defined in Definition 3).
Remark 5: As it will be discussed in detail in Section V-A,
the condition in the theorem recovers and generalizes an input
strict passivity condition on the load/generation dynamics
Hi(s). In particular, an input strict passivity condition would
constrain the frequency response Hi(jφ) to lie in the right
half-plane, whereas the fact that half-planes P +λφ are allowed
to have arbitrary orientation, and vary with frequency, reduces
the conservatism in the analysis (examples will be given in
Section V-B). This relaxation is due to the fact that the cou-
pling gains between neighbouring buses, via the susceptances
Bij , are incorporated in the analysis.
Remark 6: Note that condition (8) provides a decentralized
certificate for asymptotic stability. In particular, each bus
can independently ensure that its frequency response satisfies
(8) with respect to a particular collection of lines λφ (and
corresponding half planes P +λφ ) that are specified a priori as
part of the “grid code” that needs to be followed. The scaling
factors Ki = 2 (
∑
l : i→l Bil +
∑
l : l→iBli) are calculated in
terms of the susceptances of all lines entering or leaving the
bus i, and so require knowledge of only the local network
structure. Furthermore, observe that each bus is free to choose
any dynamics so long as the frequency response satisfies (8).
As such, the dynamics at the various buses are permitted to
be heterogeneous.
Remark 7: Analogously to [15], the conditions (8) can
give rise to an interpretation in terms of integral quadratic
constraints. In turn, these can be verified by means of LMI
(linear matrix inequalities) conditions via the generalized KYP
Lemma [16]. Therefore, the stability conditions (8) can be
efficiently checked either graphically or numerically (via the
feasibility of a convex LMI problem).
If, furthermore, the global bus structure and all line suscep-
tances are known to all buses priori, then Theorem 1 can be
further relaxed to a less restrictive stability condition.
Theorem 2: Suppose that Assumptions 1–4 are all satisfied.
Then the set of equilibrium points of the linearization of
system (1)–(2) about (η∗, ω∗, x∗) with frequencies equal to
ω∗ is asymptotically stable if
μmaxKiTi(jφ)
jφ
∈ P+λφ (9)
holds for all i ∈ N and all φ ∈ R¯+\{0}, where Ki > 0 are
constants, μmax = ρ(A diag(B)AT diag( 1K )), and regions P
+
λφ
are as defined in Theorem 1.
Remark 8: Note that if the constants Ki are chosen as
in Theorem 1, then the maximal eigenvalue μmax satisfies
μmax ≤ ‖A diag(B)AT diag( 1K )‖∞ ≤ 1 so the stability
condition (9) is generally less restrictive than (8). This makes
clear the distinction between Theorems 1 and 2: Theorem 1
offers an entirely distributed stability certificate (8) whereby
each bus need only know the susceptances of its neighboring
lines, whereas Theorem 2 provides a less conservative sta-
bility certificate (9) provided that it is possible to share the
description of the overall bus structure and line susceptances
across the entire network (so as to be able to calculate
μmax). Analogously, it is also possible to view the comparison
between Theorem 1 and the passivity analysis in [1] in
this manner: input-strict passivity in [1] allowed stability to
be guaranteed without any structural knowledge whatsoever,
whereas Theorem 1 forms less restrictive stability criteria (8)
whenever each bus knows its local line susceptances. In this
way, we see that additional knowledge of the system structure
can lead to less restrictive stability conditions.
Remark 9: It should be noted that in the case where the
scaled bus dynamics KiTi(s) are identical for some con-
stants Ki, condition (9) becomes very similar to the necessary
and sufficient condition for stability, thus illustrating a property
of non-conservativeness. In particular, in this case it follows
easily from the Nyquist stability criterion [17] that the neces-
sary and sufficient condition for stability is that the LHS of (9)
should not encircle the point −1 when evaluated on a Nyquist
contour, with μmax any number in the spectrum of L˜, where
L˜ = A diag(B)AT diag( 1K ). Condition (9) is equivalent to this
condition but with μmax being any number in the interval
[0, ρ(L˜)].
V. DISCUSSION AND EXAMPLES
A. Connections of Section IV with passivity
In this section we consider in detail how the stability
conditions (8) and (9) compare to the assumption of input-
strict passivity that was imposed in the stability analysis in [1].
More precisely, suppose that the supply dynamics with
transfer function Hi(s) are input-strictly passive. We show
below that this implies that Assumption 4 and condition (8)
6are satisfied, and then also discuss the extensions provided by
Theorem 1.
We consider first Assumption 4. Input strict passivity im-
plies Hi(s) is strictly positive real [18], [19]. A simple
consequence of this is that Hi(0) > 0, whence we have from
(6) that Ti(0) > 0 for all i ∈ N . Furthermore, for any rational
transfer function Hi(s), (6) defines a proper transfer function
in the case i ∈ G, which has relative degree greater than −1. To
see this also for the load buses, we note that any SISO positive
real transfer function has relative degree equal to 0 or 1 [20],
whence (6) will have relative degree of either 0 or −1 also for
i ∈ L. Finally, since Ti(s) represents either an interconnection
of an integrator and an input-strict passive system (for i ∈ G),
or an inverse of a strictly positive real transfer function (for
i ∈ L), one can deduce that Ti(s) is positive real with no
poles in the closed right half-plane. Therefore all conditions
of Assumption 4 are satisfied.
We now verify that condition (8) is satisfied by investigat-
ing the possible values of the frequency responses KiTi(jφ)jφ
when Hi(s) is strictly positive real. The latter implies that
(Hi(jφ)) > 0 for all φ ∈ R. Considering the expressions
(6), this implies, in both the generator and the load case, that
the frequency response Ti(jφ) lies within the open right half-
plane for all φ ∈ R+\{0}. It thus follows6 that, for all i ∈ N ,{
KiTi(jφ)
jφ
: φ ∈ R+\{0}
}
⊆ {z ∈ C : (z) < 0}. (10)
Note that the set on the right-hand side in (10) is the lower
half-plane, which can be seen as the limit of the set P +λ in (8)
as the slope of the line λ tends to zero. Consequently, we
see that the passivity condition assumed in [1] requires the
frequency response in the left-hand side of (8) to be restricted
to the half-plane below a horizontal line through −1, whereas
Theorem 1 allows this bounding line to be rotated arbitrarily
about −1 and to vary with φ. This therefore allows to deduce
local asymptotic stability for more broad classes of dynamics.
Note, however, as discussed in Remark 2, that the results
in [1] are of independent interest as the analysis is nonlinear,
based on Lyapunov approaches, without requiring the exis-
tence of a linearized system.
B. Numerical example illustrating the stability conditions
Consider the second-order turbine-governor dynamics (e.g.
[13, p. 382]) given by
α˙i = − 1
τg,i
αj +
1
τg,i
pci ,
p˙Mi = −
1
τb,i
pMj +
1
τb,i
αi,
i ∈ G (11)
to represent power generation. Here α i is the valve position
of the turbine, the constants τg,i and τb,i represent lags in the
dynamics of the governor and turbine respectively, and p ci is
a static function of frequency, corresponding to droop control.
The uncontrollable frequency-dependent loads and generator
damping are modeled by terms dui = Diωi. For simplicity,
we include no controllable loads, though analogous arguments
6From the positive realness and relative degree of Ti(s) it follows that
KiTi(j∞)
j∞ ≥ 0 so (8) is trivially satisfied at φ = ∞.
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Fig. 4. The frequency response in (8) for a generation bus with varying
values of Ki. Since the frequency response enters the upper half-plane, the
supply dynamics are not passive. However, the frequency response lies to
the right of the dashed line λφ for Ki ≤ 8, indicating that stability can be
verified for such dynamics using Theorem 1.
could be followed were these present. Therefore the net supply
is si = pMi − du. We then impose the constraint
|pci (ωj)− pci (ω∗i )| ≤ Ri|ωi − ω∗i |, i ∈ G (12)
on the generation command signals pci . This condition was
used in [21], where it was shown that Ri < Di for all i ∈
G is sufficient to ensure convergence. Through the passivity
approach in [1] we showed that this constraint can be relaxed,
permitting the gain constants Ri to take values larger than
the damping coefficients Di. In particular, the largest possible
choice in order for the passivity argument to guarantee stability
was seen to be
Ri =
(τg,i + τb,i)
2+2(τg,i + τb,i)
√
τg,iτb,i
τg,iτb,i
Di. (13)
We now provide an example that illustrates that, whenever a
linearization of dynamics (1)–(2) is feasible, the permissible
gain choices can be extended beyond those allowed by (13)
using the stability result in Theorem 1.
For the example, choose the parameter values τg,i = τb,i =
0.1, Mi = 0.8, and Di = 2 at a generation bus i ∈ G, and
define the generation command signal to satisfy p˜ci = −Riω˜i
with Ri = 12Di. That is, we assume equality in (12) and con-
sider sufficiently large gain that (13) is violated (specifically,
one-and-a-half times the maximum gain permitted by (13)),
meaning that the passivity analysis cannot be used to guarantee
stability. Taking the Laplace transform in (11) and applying (6)
yields the transfer function
Ti(s) =
(0.1s+ 1)(0.1s+ 1)
(0.1s+ 1)(0.1s+ 1)(0.8s+ 2) + 24
. (14)
The second and third points in Assumption 4 are obvious,
while to verify the first requirement, note that the poles of (14)
are exactly the roots of the cubic polynomial (0.1s+1)(0.1s+
1)(0.8s+ 2) + 24 = 0. Solving this equation gives the poles
of (14) as −22.31, −0.09650± 12.07j, all of which lie in the
open left half-plane. Thus Assumption 4 holds for (14). Now,
7let us define the line7
λφ := {z ∈ C : (z) = 0.3125((z) + 1)} (15)
for all φ ∈ R¯+ \{0}. This line is indicated in Fig. 4, along
with the frequency response appearing in (8) for varying
values of Ki. As noted, passivity is violated in this case
and so these frequency responses leave the lower half-plane.
Nonetheless, the frequency response lies wholly in the half-
plane Pλφ to the right of λφ for all Ki ≤ 8. For this bus, the
stability certificate (8) is thus verified provided that its adjacent
line susceptances satisfy Ki ≤ 8. Therefore, it follows from
Theorem 1 that if similarly all other buses satisfy condition (8)
with the line λφ in (15) then the overall interconnected system
will be asymptotically stable.
The example thus illustrates that decentralized stability
conditions with reduced conservatism can be derived by taking
into account additional local information, such as the coupling
gain between buses via the line susceptances.
C. Application to the NPCC 48 machine system
To further demonstrate the relevance of our analysis, we
apply the decentralized stability conditions derived in the
paper to a realistic power system model, showing how these
conditions can lead to a scalable design with a plug and play
capability. In particular, we consider the NPCC (Northeast
Power Coordinating Council) 48 machine system with realistic
data provided by the power system toolbox 8 [22]. This network
has 22 buses with turbine governor systems described by
fifth order models. The transfer functions H i(s) relating −ω˜i
to the supply s˜i can be deduced from the prameter values
provided for each of these buses and it can be verified that
these dynamics are passive for 20 out of the 22 buses and
non-passive at 2 buses (the Nyquist plots of Hi(s) at the two
buses with non-passive9 dynamics are shown in Fig. 5).
In order to apply the stability condition in Theorem 1, the
transfer functions KiTi(s)s , where Ti(s) is given in (6) and Ki
in the Theorem statement, were obtained for all 22 buses and
the corresponding Nyquist plots were considered. It was found
that the stability condition in Theorem 1 was satisfied with an
increase by 18% in the damping of one of the non passive
buses. This is illustrated in Fig. 6, where it can be seen that
the Nyquist plots for KiTi(s)s for all the 22 buses lie in the
half-plane to the right of a line with gradient 0.3 crossing the
real axis at -1.
It should be noted that the significance of this line is that it
provides a decentralized stability condition for the network that
also leads to a scalable design with a plug and play capability.
In particular, if part of the network is modified or expanded
stability will still be guaranteed if we ensure that at each bus
the locally defined transfer function KiTi(s)s has a Nyquist
plot (for positive frequencies) to the right of this line. That is,
we only need to satisfy a decentralized condition and hence
only need to adjust the control mechanism for the part of the
network that has been modified.
7The form of the dynamics here means that in this case a single line λφ for
all values of φ will suffice. In general, however, broader classes of dynamics
can be permitted by selecting different lines λφ for different ranges of φ.
8The data for the network can be found in the toolbox file datanp48.
9See also [1] for the Nyquist plots of Hi(s) at buses with passive dynamics.
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Fig. 5. Nyquist diagram of the net supply dynamics Hi(s) for buses 26 and
27 respectively in the NPCC network. It can be seen that these dynamics are
non-passive.
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Fig. 6. Nyquist diagram (positive frequencies) of KiTi(s)
s
for the 22 buses
with turbine governor systems in the NPCC network. It can be seen that the
plots lie in the half-plane to the right of a line crossing the real axis at -1.
We now compare the analysis above with the one based
on passivity arguments. In our companion paper [1], it was
discussed that if we provide stability guarantees by requiring
all the bus dynamics to be passive, the damping coefficients for
the two buses with non-passive dynamics need to be increased
by 37% and 28% respectively. Theorem 1 provides distributed
stability guarantees without any increase in damping for the
first bus and with only 18% increase for the second. This
shows how the approach in this paper can provide less con-
servative small signal decentralized stability conditions relative
to the passivity conditions in [1].
VI. CONCLUSIONS
We have considered the problem of designing distributed
generation and demand control schemes for primary frequency
8regulation in power networks, such that asymptotic stability is
guaranteed while ensuring optimality of power allocation. We
have derived decentralized conditions under which equilibrium
points of the overall system are guaranteed to be asymp-
totically stable. The stability analysis was conducted using
frequency response techniques applied to a linearized form of
the system dynamics. In particular, we have shown that, when
such a linearization is feasible, additional local information
can be exploited to derive decentralized stability conditions
that are less restrictive than a passivity condition on the bus
dynamics. This therefore allows to deduce convergence in a
general network, by means of local feedback rules, for broader
classes of generation and demand dynamics, thus reducing the
conservatism in the analysis and design.
APPENDIX: PROOFS OF OUR MAIN RESULTS
In the appendix we provide detailed proofs of our main
results, Theorems 1 and 2.
Proof of Theorem 1: The proof makes use of ideas
analogous to those in [15] and references therein, however the
presence of multiple equilibrium points, non proper transfer
functions in Ti(s), and integrator dynamics introduce addi-
tional complications in the analysis that need to be explicitly
addressed. In particular, we show that the closed loop transfer
function of the linearized system relating the initial conditions
with the frequency ω has no poles in the closed right half-
plane. This is then used to deduce asymptotic stability of the
set of equilibrium points considered in the theorem.
We start by considering a linearization of system (1)–
(2) about the equilibrium point used in Assumption 1. By
taking Laplace transforms it can be shown that the frequency
deviation ω˜ can be written in terms of the initial conditions
η˜(0), ω˜(0), and x˜(0) as
ˆ˜ω =F (s)
[
A diag
(
B
s
)
ηˆ(0) + diag((Mi)i∈N ) ωˆ(0)
+ diag((miHi(s) + ni)i∈N ) xˆ(0)
]
,
(16)
in terms of constants10 mi, ni and the function
F (s) =
(
I + T (s)A diag
(
B
s
)
AT
)−1
T (s). (17)
Observe also that the asymptotic stability of the dynamics (2)
implies that the corresponding transfer functions in the lin-
earization, Hi(s), have no poles in the closed right half-plane.
The proof of the theorem has three parts. We show in Step 1
that F (s) and (16) have no poles at 0, and we show in Step 2
that F (s) has no poles in the closed right half-plane. These
results imply ω˜ → 0 and we use this in Step 3 to deduce
convergence to the set of equilibrium points:
Step 1: We show that F (s) and (16) have no poles at s = 0.
Note that 1sF (s) = (sI + T (s)A diag(B)A
T )−1T (s). Since
the underlying graph is connected, Adiag(B)AT has a simple
eigenvalue at the origin. Using also the fact that T (0) > 0
10The explicit values of these constants are mi = ∂fi∂(−ω) (x
i,∗,−ω∗i )−1
and ni = − ∂fi∂(−ω) (xi,∗,−ω∗i )−1 ∂gi∂(−ω) (xi,∗,−ω∗i ), but this precise form
is irrelevant for the argument that follows.
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Fig. 7. The Nyquist contour Γ,R, which is composed of the small arc γ,
the large arc γR , and the imaginary axis intervals [−jR,−j], [j, jR].
we have that 1sF (s) has a simple pole at s = 0, hence F (s)
has no poles at s = 0. In order to show that the expression
in (16) also has no poles at s = 0 we need to show that
G(s) := F (s)Adiag(B/s) has no poles at s = 0. This can
be seen by making use of the fact that for a matrix M ∈
Cn×m the limit lims→0(sI+M∗M)−1M∗ always exists [23]
(this is equal to the pseudo inverse of M ). Hence noting that
lims→0G(s) = lims→0 T¯ (sI + A¯∗A¯)−1A¯∗B¯), where T¯ :=√
T (0), B¯ := diag(
√
B), A¯∗ := T¯AB¯ we see that G(s) exists
at s = 0 and hence G(s) has no poles at that point. Therefore
since Hi(s) also has no poles at s = 0 the expression in (16)
has no poles at the origin.
Step 2: We use a Nyquist argument to show that F (s)
has no poles in the closed right half-plane. Since we already
showed in Step 1 that F (s) has no poles at s = 0, it is
sufficient to show that F (s) has no nonzero poles in the
closed right half-plane. We denote Γ,R the usual Nyquist
contour indented in the right half-plane about the pole at
s = 0, as illustrated in Fig. 7. Then the multivariable Nyquist
criterion [17] guarantees that (17) has no nonzero poles in the
closed right half-plane if the point −1 is not encircled by the
eigenloci of the return ratio
L(s) = T (s)A diag
(
B
s
)
AT (18)
evaluated along Γ,R with  → 0 and R → ∞. It is convenient
to write the return ratio in the form L(s) = T (s)s A diag (B)A
T
and to note that
[A diag(B)AT ]qr =
{∑
l : q→l Bql +
∑
l : l→q Blq, r = q
−Bqr, r = q,
(19)
which is a diagonally dominant matrix with nonnegative
diagonal, and hence it is positive semidefinite.
Let us consider first the contribution of the two arcs γ
and γR to the eigenloci. Firstly, since the transfer functions
Ti(s) have relative degree at least −1, they satisfy Ti(s)s →
constant and hence L(s) → constant and σ(L(s)) → constant
as |s| → ∞. Therefore, in the limit as R → ∞, the eigenloci
evaluated along the large arc γR become just constant points.
Secondly, we note that L(s) has only a simple pole at s = 0.
9Therefore, the eigenloci travel along an arc by π radians as
s traverses the small arc γ in the limit as  → 0. Moreover,
we know that each Ti(0) > 0, whence by continuity there
exists sufficiently small δ > 0 such that Ti() > 0 for all
 ∈ (0, δ). Thus, since we already know A diag(B)AT to be
positive semidefinite, it follows that σ(L()) ≥ 0 for all  ∈
(0, δ). This guarantees that, in the limit as  → 0, the arc
corresponding to the eigenloci along γ is closed through the
right half-plane, which lies to the right of the point −1.
From these arguments, it follows that the closed-loop trans-
fer function (17) has no nonzero poles in the right half-plane
if the intersection11 [−∞,−1]∩{σ(L(jφ)) : φ ∈ R¯+\{0}} is
empty. This will hold in particular if
−1 /∈ Co(σ(L(jφ)) ∪ {0}) for all φ ∈ R¯+\{0}, (20)
since the set on the right-hand side in (20) is convex and
includes the point 0 but does not include −1.
We now develop a condition under which (20) will hold by
bounding the spectrum σ(L(jφ)) through use of ideas from
matrix analysis [12]. To do this, we observe that, by making
a similarity transformation with the matrix diag
(
1√
K
)
=
diag
((
1√
Ki
)
i∈N
)
, the spectrum of L(s) is the same as that of
L′(s) = diag
((
KiTi(s)
)
i∈N
s
)
Ξ, (21)
where Ξ = diag( 1√
K
)A diag(B)AT diag( 1√
K
).
Let us now consider Ξ, which is a real symmetric ma-
trix. Since Ξ is normal its numerical range can be deter-
mined as W (Ξ) = Co(σ(Ξ)). Additionally, recalling that
A diag(B)AT 	 0 and noting that diag( 1√
K
) is diagonal with
positive diagonal, it follows that Ξ is also positive semidefinite.
Finally, the spectral radius of Ξ can be bounded as
ρ(Ξ) = ρ
(
diag
(
1
K
)
A diag(B)AT
)
≤
∥∥∥∥diag
(
1
K
)
A diag(B)AT
∥∥∥∥
∞
= max
i
2
Ki
( ∑
l : i→l
Bil +
∑
l : l→i
Bli
)
= 1, (22)
invoking in the inequality the induced ∞-norm bound for
the spectral radius. Therefore, Ξ is positive semidefinite with
ρ(Ξ) ≤ 1, which implies that σ(Ξ) ⊆ [0, 1]. Consequently, we
see that Ξ has numerical range
W (Ξ) ⊆ [0, 1]. (23)
Next, we note that the spectrum of a product of a diagonal
and a positive semidefinite matrix is included in the product of
11Note that here we exploit the symmetry of the spectrum of L(jω) about
the real axis to reduce the condition (20) to require only evaluation of the
spectrum over R¯+\{0}. The fact that ∞ is included within the set R¯+\{0}
enables condition (20) to guarantee that the constant points arising from γR ,
as discussed above, also do not lie within the interval [−∞,−1].
the respective numerical ranges [12, Corollary 1.7.7]. Hence
σ(L′(jφ)) ⊆ W
(
diag
((
KiTi(jφ)
)
i∈N
jφ
))
W (Ξ)
⊆ Co
({
KiTi(jφ)
jφ
: i ∈ N
}
∪ {0}
)
(24)
using (23) and the fact that for a diagonal matrix its numerical
range is equal to the convex hull of its elements (follows easily
from the definition of the numerical range).
Therefore, condition (20) holds if
−1 /∈ Co
({
KiTi(jφ)
jφ
: i ∈ N
}
∪ {0}
)
(25)
for all φ ∈ R¯+ \ {0}. It is clear that (25) will be satisfied
if KiTi(jφ)jφ lie for all i to the right of a line of nonzero
gradient passing through −1, which we denote by λφ. This
is condition (8).
Step 3: We therefore deduce from Step 1, Step 2 and the
stability of Hi(s) that (16) has no poles in the closed right
half-plane. Hence, for all initial conditions, the frequency
deviations ω˜ tend to zero as t → ∞ whenever (8) is satisfied.
Furthermore, since asymptotically stable linear systems obey
the converging input-converging state property [24], then x˜
and s˜ converge to zero also. Additionally, since for a linear
system the convergence ω˜ → 0 is always exponential, it
follows from (1a) that η˜ and p˜ must tend to some constant
values. Therefore, for the linearized system we deduce that the
equilibrium set is asymptotically stable whenever the stability
certificate KiTi(jφ)jφ ∈ P+λφ given in (8) is satisfied by all buses
i ∈ N for all φ ∈ R¯+\{0}.
Remark 10: It should be noted that the proof does not make
use of the fact that ηij = θi − θj . As discussed in Part I,
Remark 12, it can be shown that by making use of this property
the equilibrium value η∗ is unique for a given equilibrium
frequency ω∗.
Proof of Theorem 2: The proof of this result follows
from that of Theorem 1 but with (22) replaced by the exact
expression ρ(Ξ) = μmax and noting that Ki can now be any
positive constant. Then (23) is replaced by W (Ξ) ⊆ [0, μmax],
whence the required factor of μmax is inherited in (24) and
(25). The remainder of the proof is as before.
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