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Re´sume´. L’analyse factorielle discriminante est e´tendue aux donne´es multi-voie,
c’est-a`-dire aux donne´es pour lesquelles plusieurs modalite´s ont e´te´ observe´es pour chaque
variable. Les donne´es multi-voie sont ainsi structure´es en tenseur. L’extension pro-
pose´e repose sur une mode´lisation des axes discriminants. Cette mode´lisation prend en
compte la structure tensorielle des donne´es. Les gains attendus par rapport aux me´thodes
consistant a` construire un classifieur a` partir de la matrice obtenue par de´pliement du
tenseur, sont une meilleure interpre´tabilite´ et un meilleur comportement vis-a`-vis du sur-
apprentissage, phe´nome`ne d’autant plus pre´sent dans le contexte multi-voie que le nombre
de modalite´s est grand. Un algorithme de directions alterne´es permet d’obtenir les axes
discriminants. Les performances obtenues sur donne´es simule´es permettent de confirmer
ces gains.
Mots-cle´s. Donne´es multi-voie, analyse factorielle discriminante
Abstract. An extension of Fisher Discriminant Analysis to multi-way data is pre-
sented in this paper. In this multiway framework, individuals are characterized by varia-
bles which are measured at different conditions (e.g. scale, time,...) and yields dataset
which is naturally structured in tensor. The proposed approach is based on a modelisa-
tion of the discriminant axis which take into account the tensor structure of the data.
Expected improvements compared with unfolded methods are (i) better interpretability
of the resulting model and (ii) better control of the over-fitting issue (even more strik-
ing issue when the number of conditions increase). An alternating directions algorithm
is proposed for Multiway FDA and their performances are evaluated on simulated data.
Keywords. Multiway data set, Fischer discriminant analysis
1 Introduction
Ce papier propose d’e´tendre l’analyse factorielle discriminante propose´e par Fisher (FDA)
aux donne´es multi-voie pour lesquelles les donne´es sont un ensemble de K matrices
de meˆme taille (par opposition a` l’analyse discriminante standard ou` les donne´es sont
repre´sente´es par une seule matrice). Plusieurs me´thodes d’analyse de donne´es, qu’elles
soient spe´cifiques aux donne´es multi-voie ou bien issues de me´thodes d’analyse de donne´es
matricielles, ont e´te´ propose´es afin de prendre en compte la structure tensorielle des











Figure 1: Donne´es organise´es selon un tenseur d’ordre 3 : chaque individu est repre´sente´
par K vecteurs de taille d.
Dans le contexte de la classification supervise´e, plusieurs me´thodes ont e´te´ propose´es,
souvent inspire´es de me´thodes classiques. Citons par exemple la me´thode N-PLS (N-
Partial Least Squares propose´e par Bro (1996)), ve´ritable extension de la me´thode PLS
pour ge´rer les tenseurs d’ordre ≥ 3. Toujours avec un objectif de classification, ont e´te´
propose´es des me´thodes misant sur une re´duction de la dimension des donne´es qui tient
compte de leur struture tensorielle. Une me´thode de classification est ensuite applique´e
aux composantes extraites. Parmi ces me´thodes, citons la me´thode PARAFAC propose´e
par Harshman (1970) ou la me´thode STATIS propose´e par L’Hermier des Plantes et
Thie´baut (1977) qui sont des extensions de l’ACP aux donne´es multi-voie.
Soient donc n re´sultats d’expe´riences, chaque expe´rience conduisant en l’observation de
d variables observe´es selon K modalite´s diffe´rentes et d’une classe c ∈ [1 . . . C] a` pre´dire.
Les donne´es peuvent ainsi eˆtre range´es dans le tenseur {Xijk}1≤i≤n,1≤j≤d,1≤k≤K d’ordre 3
repre´sente´ par la Figure 1, c’est-a`-dire un ensemble de K tableaux de taille n × d. Les
classes observe´es sont, comme dans le cas matriciel, repre´sente´es par un vecteur y de
taille n×1. La multiplicite´ des tableaux conduit a` un nombre total de variables de K×d
donc potentiellement plus grand que le nombre n d’exemples. C’est particulie`rement vrai
lorsque l’on traite des donne´es me´dicales pour lesquelles on a peu de patients sur lesquels
on a pu observer de nombreuses variables (par exemple des images). Cet article s’inscrit
pleinement dans ce contexte. Les enjeux sont a` la fois la pre´servation de la structure
tensorielle des donne´es et la ne´cessite´ d’introduire de l’a priori structurant en raison du
grand nombre de variables.
La me´thode que nous proposons, nomme´e Multiway-FDA, est une extension de FDA
pre´sente´e dans la section 2. La section 3 de´taille le crite`re propose´ pour re´pondre aux
deux enjeux pre´ce´dents ainsi que l’algorithme qui en de´coule. Les re´sultats obtenus sur
des donne´es simule´es sont pre´sente´s en section 4.
2
2 Analyse factorielle discriminante
Une solution na¨ıve consiste a` de´plier le tenseur en une matrice de taille n × (Kd) et de
lui appliquer FDA. La matrice Xu ainsi obtenue (u pour unfolded) est compose´e de n
vecteurs xi = vec(Xi..) de longueur Kd.
L’analyse factorielle discriminante consiste a` rechercher les (C−1) projections de la forme
g(x) = w⊤x ou` les (C−1) vecteurs de poidsw sont des vecteurs de longueur Kd choisis tel
qu’ils maximisent le rapport variance interclasse / variance intraclasse. Sans rentrer dans
les de´tails de l’analyse discriminante (voir l’ouvrage de Hastie, Tibshirani et Friedman
(2009)), notons seulement que ces variances sont des fonctions quadratiques de w pouvant
se mettre de la forme w⊤SBetweenw et w






MBetween et MWithin sont des matrices n× n semi-de´finies positives ne de´pendant que du






qui conduit aux calculs des vecteurs propres de la matrice (SWithin)
−1
SBetween. Pour le
contexte conside´re´ (n ≪ K × d), une re´gularisation de la matrice est ne´cessaire et la
matrice SWithin est remplace´e par sa version re´gularise´e S
µ
Within = SWithin + µI.
3 Multiway-FDA
La version multi-voie propose´e s’inscrit pleinement dans le contexte n ≪ Kd puisqu’elle
vise a` la fois a` imposer la structure des donne´es au vecteur w et a` limiter les Kd degre´s
de liberte´ du vecteur w. Elle consiste a` choisir w de la forme w = wK ⊗wd avec :
• wd : vecteur de poids ponde´rant l’importance des d variables,
• wK : vecteur de poids ponde´rant l’importance de chacun des K tableaux.
L’optimisation par rapport a` wd et wK du crite`re (1) est mene´e a` l’aide d’une proce´dure
de type directions alterne´es. En effet, si l’on fixe l’un des deux vecteurs, les variances
inter et intraclasse w⊤SBetweenw et w
⊤SWithinw s’interpre`tent comme les variances inter












































Algorithm 1 Calcul de l’axe principal d’une analyse Multiway-FDA :
(wK(q),wd(q)) = AxePrincipal(Xu)




















(wd)⊤ (Xu (wK(q) ⊗ 1d))
⊤




















(wK)⊤ (Xu (1K ⊗wd(q+1)))
⊤
MWithin (Xu (1K ⊗wd(q+1)))wK
q ← q + 1



























X.j.. Optimiser le crite`re (1) selon w
d
(resp. wK) revient donc a` conside´rer l’e´quation (2) (resp. (3)), i.e. re´aliser une FDA
sur la matrice Xd (resp. XK). Ces FDA peuvent eˆtre re´alise´es a` l’aide de version a`
noyau (voir le papier de Mika et al. (1996)) pour les applications ou` d et/ou K sont
grands. L’algorithme (1) permet de calculer (wK1 ,w
d
1) correspondant au maximum global
du crite`re (1). Nous avons choisi d’identifier les C − 2 axes suivants (repre´sente´s par
les vecteurs (wKs ,w
d
s), s = 2 . . . C − 1) en optimisant le crite`re (1) sous la contrainte
que chaque vecteur wKs+1 soit orthogonal aux vecteurs pre´ce´dents. Ce choix pre´sente
l’avantage de pouvoir utiliser a` nouveau l’algorithme (1) pre´ce´dent. En effet, supposons
calcule´s les s premiers axes et soit P une matrice de projection de RK vers le sous-espace
de dimension K − s orthogonal aux wKs′ , s
′ = 1 . . . s. En re´e´crivant les e´quations (2)
et (3) en fonction du vecteur w′ = PwKs+1 de longeur K − s, il est possible de montrer
qu’appliquer l’algorithme (1) au tenseur X′, de dimension (n, d,K − s) de´fini par X′ij. =





appliquant axe par axe cette de´marche, l’algorithme (2) permet de calculer les (C − 1)
axes.
4 Exemple illustratif
La me´thode a e´te´ applique´e a` un jeu de donne´es simule´s avec (n, d,K, C) = (80, 100, 20, 3).
Pour un individu et un tableau donne´es, les d variables Xi.k sont ge´ne´re´es a` l’aide d’un
polynoˆme e´voluant lentement en fonction du no du tableau (Figure 2). Une FDA sur le
tenseur de´plie´ ainsi que Multiway-FDA ont e´te´ applique´s.
A` l’instar de FDA, Multiway-FDA permet de repre´senter les individus sur le plan dis-
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Algorithm 2 Multiway-FDA, calcul de toutes les composantes
X′ ← X, P ← 1K









P← matrice de projection de RK vers le sous-espace orthogonal aux wKs′ , s
′ = 1 . . . s


























Figure 2: Exemple avec K = 20 tableaux
et C = 3 classes. Chaque classe est
repre´sente´e par une couleur diffe´rente.
Seuls 5 tableaux sont repre´sente´s.
Figure 3: Repre´sentation des n individus
dans le plan principal de Multiway-FDA
(t1, t2).














). La Figure 3 montre les individus
projete´s ainsi que le classifieur obtenu par une analyse discriminante quadratique de y
sur t1, t2. Les Figures 4 et 5 permettent de comparer les mode`les obtenus par FDA et
Multiway-FDA : Multiway-FDA permet de ponde´rer se´pare´ment l’influence des variables
et des tableaux sans perdre en capacite´ de pre´diction. Une validation croise´e par Leave-
One-Out a en effet e´te´ mene´e et les taux de classification sont comparables pour les deux
approches (86,3 % pour Multiway-FDA et 87,5 % pour FDA).
5 Conclusion
L’extension de l’analyse factorielle discriminante aux donne´es multivoie est propose´e.
Elle prend en compte la structure tensorielle des donne´es. Les gains attendus sont une
meilleure interpre´tabilite´ des axes discriminants obtenus et un possible meilleur taux de











Figure 4: Premier vecteur de poids de taille





















Figure 5: Vecteurs wds et w
K
s calcule´s par
Multiway-FDA pour s = 1 et 2.
phe´nome`ne de sur-apprentissage dans le contexte d’un faible nombre d’individus observe´s).
Par souci de simplicite´ d’e´criture, cette extension a e´te´ propose´e dans le cadre de tenseurs
d’ordre 3. Elle se ge´ne´ralise cependant a` des tenseurs d’ordre quelconque. Dans un
contexte de variables en nombre toujours plus grand, et afin de privile´gier l’interpre´tabilite´
des axes discriminants, il est envisage´ de construire des versions re´gularise´es de la matrice
SWithin de la forme S
µ
Within = SWithin + µR, R ayant elle aussi une structure tensorielle.
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