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Reservoir computing is a machine learning paradigm in which a high-dimensional dynamical system, or
reservoir, is used to approximate and perform predictions on time series data. Its simple training procedure allows
for very large reservoirs that can provide powerful computational capabilities. The scale, speed and power-usage
characteristics of reservoir computing could be enhanced by constructing reservoirs out of electronic circuits,
but this requires a precise understanding of how such circuits process and store information. We analyze the
feasibility and optimal design of such reservoirs by considering the equations of motion of circuits that include
both linear elements (resistors, inductors, and capacitors) and nonlinear memory elements (called memristors).
This complements previous studies, which have examined such systems through simulation and experiment.
We provide analytic results regarding the fundamental feasibility of such reservoirs, and give a systematic
characterization of their computational properties, examining the types of input-output relationships that may be
approximated. This allows us to design reservoirs with optimal properties in terms of their ability to reconstruct
a certain signal (or functions thereof). In particular, by introducing measures of the total linear and nonlinear
computational capacities of the reservoir, we are able to design electronic circuits whose total computation
capacity scales linearly with the system size. Comparison with conventional echo state reservoirs show that
these electronic reservoirs can match or exceed their performance in a form that may be directly implemented in
hardware.
I. INTRODUCTION
Reservoir computing (RC) [1–3] is a recently-proposed
paradigm for performing computations on time series data,
which combines a high-dimensional driven dynamical sys-
tem (or reservoir) with a simple learning algorithm. RC has
proven to be a powerful tool in a wide variety of signal pro-
cessing tasks, including forecasting [1], pattern generation and
classification [4], adaptive filtering and prediction of chaotic
systems [5]. Recent extensions of reservoir computing to
spatio-temporal chaotic systems [6] have proven surprisingly
effective, and are under active investigation.
Central to the success of reservoir computation is the use
of large, recurrently connected reservoirs to generate nonlin-
ear transformations and store memories of the driving signal.
This has generated interest in developing nanoscale electronic
reservoirs with large number of elements [7], incorporating
both linear components (such as resistors, inductors, and ca-
pacitors) and nonlinear components such asmemristors. Mem-
ristors, or “resistors with memory”, are nanoscale devices that
allow the input of memory degrees of freedom in the electrical
response of certain materials. The currents flowing through
these devices cause a rearrangement of ions, leading to a per-
sistent (but also reversible) change in resistance. Memristors
offer the possibility of harnessing both nonlinear behavior and
non-trivial memory in electronic circuits. For this reason, spe-
cialized circuits composed of large numbers of such devices
promise a new generation of computational hardware operat-
ing orders of magnitude faster, and at far lower power, than
traditional digital circuitry [8–13].
The success of reservoir computing requires a precise under-
standing of how the reservoir processes and stores information.
It is known how to optimize performance and tune parameters
in conventional reservoirs such as echo state networks (ESNs)
[3]. However, electronic reservoirs based on memristors have
some attention lately, with most work being based on simu-
lations or experiments [14–16], and some analytical work in
[17, 18]. In this paper we provide a systematic and analytical
study of the computational capacity of memristor reservoirs
with different architectures.
In this paper, we fill this gap by first characterizing the types
of input-output relationships can be computed by various elec-
trical circuits with memory. We then utilize this characteri-
zation to guarantee three specific computational properties of
electronic reservoirs: feasibility, tunability, and scalability. In
order to be feasible as a reservoir, a driven dynamical sys-
tem must satisfy a set of properties which guarantee that its
state encodes an informative function of the driving signal;
we establish feasibility for models of linear/LRC (inductor-
resistor-capacitor) and memristor reservoirs. A reservoir’s
computational properties must also be tunable to the compu-
tational problem at hand. We characterize the input-output
relationships natural to electronic reservoirs, in the process
showing how memristors may be viewed as a source of non-
linear computations. We then demonstrate how to combine
linear and nonlinear elements to achieve a specific computa-
tional task (that of approximating a 2nd order filter). Lastly,
the capacity of the reservoir to perform useful computations
should scale as the size (i.e., dimensionality) of the reservoir
is increased. In particular, one of the main motivation for elec-
tronic reservoirs is the potential to achieve very large reservoir
sizes, but such increases are useless if they do not lead to im-
proved computational capacities of the reservoir. Optimally,
the number of linearly independent inputs that the reservoir
can reconstruct should scale linearly with the reservoir size —
i.e., to borrow a term from statistical physics, they should they
should be extensive in reservoir size. For both LRC and mem-
ristor reservoirs, we consider measures of linear and nonlinear
computational capacity, and show that they can be made to
scale extensively.
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2In the next section we make these notions more precise. We
provide a formal development of reservoir computing, elec-
tronic reservoirs and memristors, as well as definitions of the
measures of computational capacity we will utilize. We then
turn to the feasibility, tunability and scalability of LRC and
memristor-based reservoirs. Finally, we compare our results
to more conventional ESN reservoirs [1], showing that elec-
tronic reservoirs are capable of matching or exceeding the
performance of a standard ESN reservoir implementations.
BACKGROUND
Reservoir Computing
Reservoir computing is amachine learning technique for ap-
proximating a mapping between two sequences or functions.
In what follows, we present a brief review of reservoir com-
puting in continuous time, assuming scalar-valued input and
output functions. The translation to discrete time and vector-
valued inputs/outputs is straightforward.
Formally, a reservoir combines a multivariate dynamical
system with a simple learning algorithm. At time t, the state
of the dynamical system, which we indicate as ~x(t), is driven
by an input u(t) and obeys the differential equation
~˙x(t) = F (~x(t), ~u(t)). (1)
As a result of these dynamics, the state of the reservoir encodes
information both about its previous history and (possibly non-
linear) transformations of the input. As an important example,
a linear reservoir is governed by the equation
~˙x(t) = A~x(t) + ~u(t). (2)
In the following, we will choose ~u(t) = ~vu(t), where ~v is
a vector which defines how the input signal u(t) enters into
each neuron (or in general memory element). In order for a
dynamical system to be considered feasible as a reservoir, its
state must approach a function of the input trajectory. At a high
level, we can state this requirement in terms of two conditions:
• Fading Memory: If the system were to be started from
two different initial conditions ~x0, 6= ~x′0 and driven
with the same input trajectory u, the system’s trajec-
tories should eventually converge to the same state,
~x(t), ~x′(t) → ~x[u](t) as t → ∞. The statement above
implies that the system has a finite temporal memory.
• State Separation: Different input sequences should drive
the system into different trajectories, i.e., if the same
initial condition were to be driven with two different
input trajectories u 6= u′, the state of the system is
reflected in the difference at long times. Mathematically,
here we use the local-time notion, e.g. that ‖~x[u](t) −
~x[u′](t)‖ > 0 ∀t > 0.
The first condition is analogous to requiring that the state of
the reservoir becomes a function of the input trajectory, while
the second requires that the this function carries information
about the input trajectory. More precisely this allows us to
regard the reservoir as implementing a filter of the input tra-
jectory (e.g. it modifies the projection on a certain Hilbert
space). In this sense, reservoir computers can be thought of as
approximating filters, in much the same that neural networks
may be considered as approximating functions [19, 20].
In addition to the input trajectory u, we are also provided
with an output trajectory z. We assume this output trajectory is
generated by some (typically complicated and nonlinear) func-
tion of the input trajectory u, and so sometimes write it as z[u].
The goal of reservoir computing is to learn to approximate the
input-output mapping u 7→ z[u] with an estimate zˆ[u], which
is defined as a linear combination of the reservoir’s variables,
zˆ[u](t) = ~wT~x[u](t). This is displayed schematically in fig-
ure 1, with variable names referring to the relevant quantities
in electronic circuits. To the reservoir trajectories ~x we typi-
cally append the a constant signal, ~x′(t) := [~x(t),~1(t)] as is
common practice in RC.
While the reservoir is typically a large and recurrently con-
nected dynamical system, the interesting feature of RC is that
only the output layer, given by the coefficients ~w, is trained.
Training is performed in the followingmanner. First, the reser-
voir is “initialized” by driving with the input signal on an in-
terval [−T ′, 0], until the fading memory property ensures that
its state is independent of the initial condition at t = −T ′. The
reservoir is then driven for an additional interval [0, T ]. The
coefficients ~w are learned via linear regression, by minimiz-
ing the mean squared error (MSE) between a reconstruction
zˆ(t) = ~wT~x′(t) and the provided output trajectory z(t) over
the time interval [0, T ],
MSET [z, ~w] =
1
T
∫ T
0
dt (z(t)− ~wT~x′(t))2. (3)
This optimization problem ~ˆw = argmin~w MSET [z, ~w] has
a closed form solution ~ˆw = (~x′T~x′)−1~x′zT , with the resulting
approximation zˆ(t) = ~ˆwT~x′(t) being the projection of z(t)
onto the span of the reservoir trajectories. Regularization via
ridge regression is also commonly employed in practice, which
modifies the objective to MSET [z, ~w] + k||~w||2.
The Computational Capacity of Continuous Time Reservoirs
A framework for defining and assessing the computational
capacity of reservoirs was developed by Dambre et al. [21] in
the context of discrete time reservoirs. Here we deal with its
extension to continuous time reservoirs [22].
The goal of RC is to approximate the function u 7→ z[u],
rather than simply the value of this function z(t) on the train-
ing interval t ∈ [0, T ]. In order to distinguish the trajectories,
one has to define a notion of distance between reservoir trajec-
tories ~x[u] and the output function z[u], which we do by em-
ploying an appropriate Hilbert space on the set of trajectories.
Within such Hilbert space, Dambre et al. introduce the subset
of trajectories called “fading memory Hilbert space”, which
contains functions that possess the fading memory property
3Figure 1. Scheme of an electronic reservoir. The input u(t) for an electronic reservoir is a voltage, internal states ~x(t) are given by dynamical
resistive states R(t) ( or internal memory statesm(t) which define the resistance for a memristor), voltages u(t) or charge q(t). The reservoir
we propose has various modules with a different role, and memristors are introduced for nonlinear learning tasks. Specifically, we propose
modules which include LRC circuits (top right), polar memristor circuits (top left), apolar memristive circuits (bottom left) and memristive
networks (bottom right). As we will see, simple apolar memristive circuits have similar computational property of memristive networks.
discussed above (i.e., they depend only on the recent history
of the input).
The inner product on the space of trajectories is constructed
by defining a measure over inputs u as well as an associated
inner product as 〈z, z′〉 = Eu
[ ∫∞
0
z[u](t)z′[u](t)dt
]
, where
Eu indicates expectation over the measure. For a reservoir that
satisfies our notion of feasibility, the state trajectories will be
elements of this Hilbert space. In practice, ergodicity may be
leveraged to compute inner products in terms of time averages
of reservoir trajectories, rather than over the measure over u.
Thus, by introducing a random input signal and averaging over
sufficiently long times we can regard our results as measuring
properties of the reservoir rather than the particular time in-
terval used for training. We also inherit the linear structure
of the Hilbert space with notions or orthogonality, dimension
and distance.
Measures of Capacity
We are interested in the estimator that minimizes the MSE
of eqn. (3) for some target output z. Following Dambre
et al. [21], we define the memory capacity of the dynamical
system to approximate z as
CT [z] = 1− min~w MSET [z, ~w]〈z2〉T , (4)
where 〈f〉T = 1T
∫ T
0
dt f(t). The capacity is bounded
0 ≤ CT [z] ≤ 1. In what follows, in addition to the mem-
ory capacity CT [z], we will also reference the normalized
mean-squared error of the estimate, nMSET [z] = 1− CT [z].
An immediate consequence of the above definitions is that,
when evaluated on a complete set of orthogonal functions and
in the long time limit, the sum of capacities will tend towards
the number of linearly independent trajectories in the reservoir,
i.e., the size of the span of the reservoir trajectories. Since an
approximation can only be accurate when z[u] is close to the
span of the reservoir, the number of linearly independent tra-
jectories in the reservoir puts a strong constraint on the possible
effectiveness of the reservoir. As shown numerically in [21],
there is in fact a tradeoff between the linear memory capac-
ity of a reservoir, and the amount of nonlinear reconstruction
ability[23]. For this reason, it is possible to tune the system
towards one or the other feature.
By evaluatingCT [z] for different choices of z, one can quan-
tify the capacity of the reservoir to perform different kinds of
computations. For example, when z is a linear function of
the input u, CT [z] will quantify capacity to perform linear
computations, and when z is a nonlinear function of the input
u, CT [z] will quantify capacity to perform nonlinear compu-
tations. Given this, we note two points that will guide our
development of electronic reservoirs: (1) A reservoir must be
tunable, by which we mean that it can be designed so as to
achieve high CT [z] for different desired choices of z. For
echo state networks, various rules of thumb for tuning their
performance have been developed; we will present analogous
methods for obtaining high values of specific CT [z] in elec-
tronic networks; (2) Based on these capacities, we can build a
measure of total memory capacity (see τ below) which should
scale with the size of the reservoir. The success of RC draws
from the ability to use very large reservoirs. If electronic reser-
voirs are to be useful, increasing the size of the reservoir must
improve its performance on the type of capacities we chose in
(1). Optimal scaling is extensive in the system size. In what
follows we develop measures of capacity for different kinds of
z that we will be interested in.
4The memory capacity CT [z] generalizes several com-
mon measures of reservoir performance. For example, the
previously-proposed “memory function”m(τ) [2, 22, 24] cap-
tures the reservoir’s capacity to reconstruct linear functions of
the input at time lag τ . By defining the time-lagged input
trajectory uτ (t) = u(t − τ), we can write in terms of the
memory capacity as m(τ) = CT [uτ ]. This offers a natu-
ral generalization to nonlinear functions mn(τ1, . . . , τn) =
CT [uτ1 · uτ2 . . . uτn ] which measures the reservoir’s capacity
to produce products of the input function taken at previous
times τ1, . . . τn.
We introduce a measure of the total linear memory capacity
of the network,
τ =
∫ ∞
0
dτ Θ(m(τ) > 1− ), (5)
where Θ is the Heaviside step function, which we refer to as
the linear memory capacity of the dynamical system. This
quantity captures the time delay at which the history of the
input is reconstructed with an error less than . This definition
can be generalized to quantify the total nonlinear memory
capacity as
τ (n) =
∫ ∞
0
· · ·
∫ ∞
0
dτ1 · · · dτn Θ(mn(τ1, . . . , τn) > 1− ).
(6)
In [24], a discrete time linear reservoir is presented with a τ0.5-
memory length that scales extensively with the system size.
This is translated to continuous time in [22] using a different
measure of total capacity. In this work we present an electronic
implementation of the linear reservoirs discussed in those pa-
pers, alongside an implementation which includes nonlinear
components.We then generalize this approach by designing
an electronic reservoir which displays extensive scaling in its
quadratic-memory capacity τ (2) .
Circuit Elements and Structure
Weconsider circuits composed of traditional linear elements
including inductors (L), capacitors (C), and resistors (R), ac-
tive elements (voltage or current sources), as well as passive
memory elements known as memristors (Mem) (see below).
In all cases, the electronic reservoir will accept a vector input
through a set of voltage sources ~s. We can convert the scalar
input u(t) to a time dependent voltage vector through a set of
input weights ~s = ~vu(t).
The linear reservoirs we consider will be composed of sets
of LRC subcircuits as shown in figure 1 (d) in which each
LRC circuit, indexed by n has component values ln, rn, cn
and is driven by a voltage generator sn = u(t) (taking ~v = ~1).
Each circuit possesses two degrees of freedom qn(t), q˙n(t)
corresponding to the charge across and current entering the
capacitor, which follow equations of motion,[
q˙n(t)
q¨n(t)
]
=
[
0 I
− 1lncn − rnln
] [
qn(t)
q˙n(t)
]
+
[
0
sn(t)
ln
.
]
(7)
The output trajectories of an LRC are the trajectories of the
internal degrees of freedom, ~x = [~q(t), ~˙q(t)] (the vector nota-
tion covers the indexing over n). The dimension of an LRC
reservoir of N subcircuits is thus 2N .
In addition to the linear electronic reservoirs described
above, we consider reservoirs of nonlinear electronic com-
ponents called memristors. Memristors are passive 2-terminal
devices characterized by the current-input response relation-
ship,
V (t) = R(η)I(t), (8)
η˙(t) = f(η(t), I(t)), (9)
where V (t) is the voltage drop across the memristor, I(t) is
current, η(t) is the internal state of the memristor, andR(η(t))
is the state-dependent resistance. It can be seen that the re-
sistance can depend on the past history of the current. Im-
portantly, memristors are inherently nonlinear elements. We
will consider several circuit structures as shown in figure 1,
including single memristor circuits (a), paired memristor cir-
cuits (b) and memristor networks (c). As in the case of linear
networks, the input to the circuits is through a set of voltage
generators ~s(t) = ~vu(t) where ~v is a vector of weights with
units of voltage.
The internal states of a memristor circuit closely mimic the
behavior of a neural network. We constrain ourselves to the
linear current model similar to the one proposed in [9], along
with a decay term [25],
R(η) = Roff(1− η) +Ronη, (10)
R(η) = Roff(1− χη)
(
χ :=
Roff −Ron
Roff
)
, (11)
η˙ = −αη + 1
β
I(t). (12)
Here the constant α = 1/t∗ is an inverse time scale while β
is an activation current per unit of time, which moderates the
strength of the input signal. Thus, I(t) = V (t)/R(η(t)). We
see that for α = 0, η(t) is proportional to the total charge
accumulated in the conductor. We limit η to the interval
[0, 1], so the resistanceR(η) varies between two limiting values
[Ron, Roff ].
The various circuit structures in figure 1 may be cast in a
universal form by introducing the cycle space projector ΩA
[25] which projects onto current configurations that satisfy
Kirchhoff’s current law. The projector ΩA can be simply
computed from the circuit graph G. in which nodes of the
graph n ∈ G represent electrical junctures between the edges
that contain electrical elements. For a circuit in which the
edges contain a voltage generator in series to a memristor, as
in figure 1 (c), the equation of motion is given by [25]
~˙η(t) = −α~η(t) + 1
β
(I − χΩAH(t))−1ΩA~s (13)
where we have used the convention H(t) = diag ~η(t). Inter-
actions between memristors thus occur through the inverse of
I − χΩAH(t) and are mediated both by χ and the Kirchhoff
laws imposed by ΩA. A memristor circuit generates reservoir
trajectories vecx = [~η(t)] which are used to train the output.
5RESULTS
Linear Electronic Reservoirs
In this section we illustrate the notions of capacity and scal-
ing introduced above in the more familiar realm of linear cir-
cuits. In the following, we show that electronic reservoirs with
extensive memory capacity may be constructed from LRC cir-
cuit components and that these devices may be understood
as constructing the Fourier representations of linear kernels.
Moreover, in the Materials and Methods, we prove the follow-
ing result.
Feasibility of LRC circuits. Reservoirs of separate LRC
circuits (as described in the following) satisfy the fading mem-
ory and state separability properties.
This justifies our use of these systems as reservoirs and the
application of the capacity measures above. For the linear
reservoir in eqn. (2), the long time limit solution is
~x(t) =
∫ ∞
0
dτeAτ~vu(t− τ), (14)
from which we see that linear reservoirs may be used to ap-
proximate linear functions of the input signal, and that their
properties will depend on the eigenvalues of A. A natural
measure in which to demonstrate extensive scaling is thus the
memory capacity τn. In [22, 24] it was noted that an extensive
memory capacity was obtained for reservoirs with eigenvalues
lying on a vertical line in the negative half plane, i.e., eigen-
values of the form λn,± = −γ ± in∆ω for n ∈ {0 . . . N}.
The resulting trajectories of the system can be implementing a
truncated Fourier transform with cut-off ωc = N∆ω and base
frequency ∆ω. The exponential window, e−γτ indicates that
this will be successful for an interval 0 ≤ τ ≤ 1/γ and that
the base frequency ∆ω should be on the same order as γ.
A series LRC circuit expressed as a linear system has eigen-
values λ± = − r2l ± i
√
1
lc − r
2
4l2 = −γ ± iω and a corre-
sponding pair of trajectories qn(t), q˙n(t) corresponding to the
charge and current entering the capacitor (see Materials and
Methods). As a consequence any eigenvalue spectrum in the
negative half-plane and symmetric in the upper and lower half
planes can be achieved by a collection of LRC circuits with a
particular choice of the component values ln, rn, cn, as in Fig.
1 (d). Given a γ and ∆ω, we choose ln = 1, rn = 2γ for all
n and
cn =
1
n2∆ω2 + γ2
(15)
in which case we have that the resulting LRC circuits have
eigenvalues λn,± = −γ ± in∆ω.
Recalling a particular memory, zτ (t) = u(t − τ) is thus
equivalent to constructing an approximate representation of
the delta function δ(t − τ). After fitting, the learned weights
wqn , wq˙n and wc may be used to construct the ‘kernel’ of the
reservoir. Specifically, we can write the predicted output as
zˆ(t) =
N∑
n=1
(wqnqn(t) + wq˙n q˙n(t)) + wc (16)
=
∫ ∞
0
dτ K(τ)u(t− τ) + wc. (17)
whereK indicates the kernel function,
K(τ) = e−γτ
N∑
n=1
1
lnn∆ω
[
wqn sin(n∆ωτ)+
wq˙n
(
n∆ω cos(n∆ωτ)− γ sin(n∆ωτ))], (18)
which gives an explicit representation of the network’s ap-
proximation to δ(t− τ). In Figure 2, we display the memory
function, kernel and reconstruction for an LRC circuit reser-
voir with γ = 0.12, ∆ω = 0.7γ and 71 subcircuits (motifs)
corresponding to an cutoff frequency of N∆ω = 6Hz. We
can see that the memory function can reconstruct the signal
with a fairly long delay.
To construct an LRC network of N circuits, we identify a
maximum frequency ωmax associated with our signal and de-
fine ∆ω = ωmax/N as the lowest frequency and resolution.
This lowest frequency defines a timescale t∗ ∼ 1/∆ω over
which a periodic signal could be represented by the Fourier
series. We then choose γ =
√
2∆ω to suppress the signal for
times longer than t∗. From this we expect, if ωmax is cho-
sen sufficiently large to accurately represent the signal, that
the system’s linear memory capacity τ will scale as N . This
is confirmed in figure 3, where we show the linear memory
capacity τ for  = 0.1 across a range of reservoir sizes. As
expected, reservoirs of this type show an extensive linearmem-
ory capacity. Note that the precise value of  is unimportant
since, as shown in figure 2, the memory function for these
networks maintains a value near 1 before falling sharply.
MEMRISTOR RESERVOIRS
We now turn to establishing analogous results for memristor
reservoirs. To begin, in the Materials and Methods we prove
the following results:
Feasibility of Memristor Networks. Reservoirs of net-
worked memristors satisfy the fading memory and state sepa-
rability properties for sufficiently small input signal.
In memristor networks, fading memory is a consequence of
the decay term −αx in the equations of motion, eqn. (12),
which represents the volatility of the conductive state. Some
degree of volatility is thus an asset to memristors employed in
RC.
Having established feasibility we now turn to the specific
functional forms of the memristor trajectories. Generalizing
the representation of linear systems in eqn. (14), functions in
the fading memory Hilbert space have a representation as a
6Figure 2. The (linear) memory function m(τ) (upper left), kernel (upper right) and reconstruction (lower) for an LRC circuit reservoir with
γ = 0.12, ∆ω = 0.7γ and 71 elements corresponding to an cutoff frequency ofN∆ω = 6Hz. The memory function maintains a value above
0.99 up to a delay of 55.5. The kernel is calculated from the analytical solution of the network and fitted weights. This figure shows that the
LRC reservoir takes advantage of its Fourier modes to construct a sinc approximation to the δ function. The bottom panel displays the resulting
reconstruction at τ = 20. For this delay, the reconstruction obeysm(τ) = 0.9983.
Figure 3. The extensive scaling of the linear memory capacity τ0.1
with the number of trajectories generated in an LRC reservoir. The
construction of the reservoirs, detailed in the main text and Materials
and Methods, corresponds to ωmax = 4 Hz. Errors are shown as
vertical bars.
Wiener/Volterra series [26],
z[u](t) =
∫ ∞
0
dτ1 h1(τ1)u(t− τ1)
+
∫ ∞
0
dτ1dτ2 h2(τ1, τ2)u(t− τ1)u(t− τ2) + · · ·
(19)
which decomposes the function into linear and progressively
higher order nonlinear components governed by kernel func-
tions hn(τ1, . . . τn).
The trajectory of a single memristor governed by eqn. (12)
has the Volterra series expansion
η(t) =
1
β
∫ ∞
0
dτ1e
−ατ1u(t− τ1)+
χ
β2
∫ ∞
0
dτ1
∫ ∞
τ1
dτ2 e
−ατ2u(t− τ1)u(t− τ2) +O(χ2),
(20)
(see Materials andMethods), where we have neglected bound-
ary effects and where higher order kernels of the input are
suppressed by higher powers of χ. We immediately note that
the kernel functions tend to be exponentially decaying at a rate
determined by α, consistent with the fading memory property
and the fact that memristor trajectories depend on arbitrarily
high powers of the driving signal u(t). In this sense, memris-
tors may be considered as a source of nonlinearity in electronic
reservoirs.
Given our notion of tunability, we wish to demonstrate how
to design memristor reservoirs for particular computational
problems, i.e. a particular choice of z. As a generalization of
the linear case, we consider the approximation of an arbitrary
2nd order filter with support on the previous time interval
[0, T ∗]. More specifically, we wish to approximate a function
of the input with the form,
z[u](t) =
∫ T∗
0
dτ1 F1(τ1)u(t− τ1)+∫ T∗
0
dτ1
∫ T∗
0
dτ2 F2(τ1, τ2)u(t− τ1)u(t− τ2).
Approximating this function with memristors requires isolat-
ing terms related to the second order contribution to the trajec-
tory. In this interest we note that considering a reservoir of two
7memristors η+(t) and η−(t) each driven by u(t) and −u(t)
respectively, allows us to construct their sum (away from the
boundaries and up to terms of order O(χ2)) as
η±(t) ≈ 2χ
β2
∫ ∞
0
dτ1
∫ ∞
τ1
dτ2 e
−ατ2u(t− τ1)u(t− τ2)
where η±(t) = η+(t) + η−(t), which cancels all odd terms in
u(t).
Due to the exponential decay with time of terms in the
Wiener/Volterra series, we expect the system to only be able
to construct nonlinear functions of the input over a relatively
short time delay. A decreased value ofαwill integrate a longer
window of the previous history into the current state, but will
also lead to lower capacity due to interference from previous
memories. As in the case of the LRC circuit, it is essential
to vary the parameters of the circuits to generate linearly in-
dependent trajectories. This may be accomplished by varying
α and β (the timescales of decay/excitation for memristors),
by varying the amplitude of the driving, or by introducing dis-
order into the structure of the circuit ΩA. Here we focus on
what we view as the most practical option, which is varying
the amplitude of the driving signal. In networks, memristors
are driven with a proximal voltage generator that varies in am-
plitude from +C to −C in equally spaced increments, where
C is a constant that may be tuned.
In Figure 4 we provide comparisons between reservoirs
composed of LRC, Single Memristors, Paired Memristors and
Memristor networks. While on the one hand the LRC circuit
is able to reconstruct only linear transformations of the input,
memristive networks have only a limited advantage over paired
disconnected memristor motifs.
While memristor reservoirs give us the ability to calculate
quadratic functions of the input with high accuracy for short
times, the quadratic memory capacity τ (2) does not scale ex-
tensively as the size of the reservoir is increased. This can be
seen from the fact that thememristor network reservoirs, which
is 28 times bigger than the “paired memristors” reservoir, has
a similar quadratic memory capacity. In the next section we
consider hybrid reservoirs of memristor and LRC components
which do demonstrate this scaling.
Hybrid Deep Reservoirs
The properties of LRC and memristor reservoirs may be
combined to improve the scaling of the nonlinear capacities
of interest. The reservoir structure we will examine uses the
trajectories of a “surface layer” reservoir ~xs(t) where voltage
generators are driven by the input, ~ss = ~vu(t), to drive another
“deep layer” reservoir ~xd [27]. The deep layer voltage gener-
ators are driven by the surface layer trajectories as ~sd = C~xs
whereC is a matrix of coupling coefficients whose structure is
discussed below. As LRC and memristor components are kept
in separate layers, these deep reservoirs inherit the feasibility
properties of their sub-components. The training procedure
uses all trajectories ~x = [~xs, ~xd] in the regression.
As seen in Figure 4, the ability of memristors to calculate
quadratic functions of the input occurs only over a brief time.
The results above would suggest that using a surface layer
memristor network to drive a deep layer LRC reservoir would
yield a substantial improvement of the interval over which the
reservoir could yield a successful quadratic reconstruction.
In figure 5, the top panel shows the result of using a pair of
memristors configured as in the section above, to drive an LRC
reservoir. Each memristor trajectory ~xs = [η+(t), η−(t)]
is used as a source signal for a small LRC reservoir of 10
circuits with γ = 0.4, ∆ω = 0.4 corresponding to a cutoff
frequency of 4 Hz to produce additional trajectories ~xd =
[~q+(t), ~˙q+(t), ~q+(t), ~˙q+(t)]. As such, C is a 40 × 2 matrix
in which the first 20 rows were [1, 0] and the subsequent 20
[0, 1] The resulting reservoir trajectories are used to evaluate
the quadratic memory functionm2 with the results showing a
substantial increase in the systems computational capacity for
‘equal-time’ quadratic reconstructions (defined viam2(τ, τ)).
As the deep LRC reservoir is used to recall the equal-time
products computed by the memristor reservoir, we expect that
measures of their total quadratic capacity τ (2) will also scale
extensively. However increasing the reservoir size will not
improve the reconstruction of unequal-time products.
We may similarly consider the effect of using a surface layer
LRC reservoir to drive a deep layer memristor reservoir. In
this case, products of the Fourier modes stored in the LRC
network state will be computed by the memristor network, of-
fering something akin to a 2-dimensional Fourier transform in
τ1 and τ2. We thus suspect the resulting network will display
an improved unequal-time quadratic memory function. To ac-
complish this, we have implemented a the same 10 circuit LRC
reservoir as described above driven with the input signal. The
resulting 20 trajectories are coupled to a set of memristor pairs
such that the sum and difference of every pair of the 20 LRC
trajectories are used to drive an independent pair of memristors
(the structure of the coupling matrix C is given in the supple-
mental information). The resulting 2 × 20 × 19 + 20 = 780
trajectories are used to train the reservoir. In the lower panel
of figure 5 we have implemented this to calculate the quadratic
memory function. We observe a substantial improvement in
the reservoir’s ability to construct unequal-time products of
the input signal although this requires an increase in the size
of the reservoir. Such an increase is expected, as the number
of unequal-time products with τ1, τ2 < T scales quadratically
in the maximum delay T . In figure 6 we show the scaling of
τ
(2)
0.1 with the size of the reservoir. The total quadratic capacity
indeed scales linearly with the size of the reservoir indicating
that arbitrary unequal-time products may be reconstructed by
a sufficiently large reservoir. We emphasize that it is the non-
linear memory capacity τ (2) that can scale extensively with
the system size; increasing the maximum delay T under which
we can reconstruct products of the input will require that the
reservoir size scale as T 2.
A natural further architecture to consider would be to use
memristor reservoirs as both surface and deep layers, as has
been considered in works based on the simulation of these
devices. Given the discussion above, we expect the primary
benefit of this architecture is to enhance higher order nonlinear
capacities which is precisely what we observe in simulation.
8Figure 4. The quadraticmemory functionm2(τ2, τ2) for LRC circuits (left), a single (middle left) and opposed pair (middle right) ofmemristors
and a triangular lattice of memristors (right). This measures the reservoirs ability to approximate the function z(t) = u(t− τ1)u(t− τ2). We
define τ∗ := argmaxτm2(τ, τ), which corresponds to the optimal delay for an equal time reconstruction; the insets show the corresponding
reconstruction zˆ (orange) and target output z(t) = [u(t − τ∗)]2 (blue) as a function of the input signal u(t − τ∗). As expected, the LRC
circuit, as in Fig. 1 (d) is only capable of generating linear approximations of the output. A single memristor reservoir, as in Fig. 1 (a) is unable
to isolate its quadratic component and misses negative parts of the reconstruction due to boundary effects (middle left inset). The addition of
another memristor with opposite bias, as in Fig. 1 (b), significantly increases the ability to reconstruct z. The memristor network, Fig. 1 (c),
shows an enhanced ability to reconstruct z and clear nonlinearity (right inset). The nonlinear memory function value ofm2(τ∗, τ∗) for each
network was 0.390 (LRC), 0.558 (single memristor), 0.960 (paired memristors), and 0.995 (memristor network).
However, as this is outside the scope of the computational task
we set out to achieve, we do not include results from such
networks here.
Comparison with Echo State Networks
To assess the performance of these electronic reservoirs
against standard reservoirs, we construct a fitting task in which
wemust approximate a known function of the input signal. We
construct a member of the fading memory Hilbert space as
z[u](t) =
∫ 10
0
dτ K1(τ)u(t− τ)+∫ 10
0
dτ1
∫ 10
0
dτ2K2(τ1, τ2)u(t− τ1)u(t− τ2)
(21)
K1(τ) = e
−0.5τ cos(2τ) (22)
K2(τ1, τ2) = −e−0.3τ cos
(
2(τ1 − τ2)
)
(23)
the accurate approximation of which requires a mixture of
memory and nonlinearity.
To approximate this, we apply an implementation of con-
tinuous time Echo State Network (ESN) for comparison. An
ESN is a dynamical reservoir inwhich the internal states evolve
according to
~˙x = −α~x(t) + tanh(M~x(t) + ~u(t)), (24)
where α here is a leakage similar to the one of the memristor
devices we consider, while tanh(·) applies to every neuron;M
is a matrix that in order to satisfy the fading property must have
maximum eigenvalue less than one; ~u scales the magnitude of
the input u(t) as it drives each neuron.
We compare the results of a tuned ESN to a “naive” memris-
tor network analogous to those employed in previous literature,
Table I. Comparison of reservoir performance on the quadratic filter-
ing task described in the main text.
Reservoir dim(~x) nMSE Gen. nMSE
‘Naive’ Memristor Network 800 0.1(8) (2).
ESN 780 0.02(0)) 0.03(6)
LRC→Memristor 780 0.01(4) 0.01(8)
and a hybrid LRC to memristor reservoir. As far as possible,
each reservoir was configured to produce the same number of
trajectories.
The “naive”memristor network is a 17×17 triangular lattice
with 800 edges each containing a memristor (α = 3, β = 1,
χ = 0.8) and voltage generator. The driving input was varied
on the interval [−1,−0.1]∪[0.1, 1] (seeMaterials andMethods
for further information). The LRC→Memristor reservoir was
configured identically to that presented above included a total
of 780 trajectories. Finally the ESN consisting of 780 elements
was run and tuned following the recommendations in [3] (see
Materials and Methods).
We report both the training error, calculated on an in-
put output pair on [100, 4000] and a measure of generaliza-
tion error, using the trained weights to reconstruct the output
on [4000, 5000] (see Materials and Methods). The hybrid
LRC→Memristor reservoir demonstrates a 10-fold improve-
ment over the ‘naive’ memristor network and performs on par
with the ESN implementation in training as well as a 2-fold
improvement in generalization error. Suitably crafted analog
reservoirs are thus capable of matching and even surpassing
the performance of standard reservoirs.
9Figure 5. The quadratic memory function m2(τ1, τ2) for hybrid
memristor-LRC reservoirs. The top panel shows the result of using a
driven pair of memristors to drive an LRC reservoir. The LRC reser-
voir stores memory of the nonlinear computation in the memristor
network, leading to large equal time quadratic capacities. In the lower
panel, the result of using an LRC reservoir to drive a set of memristor
pairs is shown. The memristor pairs compute products of the Fourier
modes generated in the LRC network, approximately implementing
a 2-dimensional Fourier transform, though this is effective only for
short times.
DISCUSSION
Despite wide interest in the possibility of utilizing electrical
circuits with memory as the basis for hardware reservoirs, an
understanding of how these systems process and store infor-
mation has been lacking. While for echo state networks, the
balance between memory and nonlinearity is controlled pri-
marily by the spectral radius of the coupling matrix, no similar
conditions have been explored for electrical networks.
In this work we have shown that linear electronic reservoirs
of LRC circuits can be constructed with optimal memory prop-
erties, having an eigenvalue spectrum known to correspond to
an extensive memory (e.g. that scales linearly with the number
of components). We have shown that this may be interpreted
as performing a Fourier transform of the driving signal in
hardware and that the eigenvalue spectrum required can be
Figure 6. The scaling of the quadratic memory capacity with reser-
voir size in the hybrid LRC to Memristor reservoir. LRC reservoirs
ranging from 10 to 18 subcircuits were used to drive a memristor
reservoir as described in the main text, resulting in reservoirs ranging
from 946 to 2556 internal degrees of freedom. The quadratic memory
capacity τ (2)0.1 (and errorbars) were estimated from a finite size scaling
analysis as detailed in the Materials and Methods.
designed appropriately for a given problem.
Inmemristor reservoirs we have shown that while the system
contains contributions from terms of very high order, these are
moderated in strength by powers of χ. It is essential that
the reservoir be able to isolate desired terms to make use of
them in the training process; we have shown that using paired
memristors of opposite polarity gives a substantial increase in
the reservoir’s ability to isolate their quadratic kernels.
Combining LRC and memristor networks into deep reser-
voirs allows the utilization of the memory capabilities of LRC
reservoirs and the nonlinear capacities of memristor reservoirs
in order to obtain specific computational capacities. Utilizing
an LRC network as a deep layer allows nonlinear computations
performed in the surface memristor network to be stored for
long times. Similarly, using an LRC reservoir as the surface
layer driving a deep layer memristor network will calculate
products of Fourier modes and give enhanced unequal time
quadratic capacities. Most importantly, this leads to a total
quadratic capacity which scales linearly with the system size
such that arbitrary products of the input can be constructed by
a sufficiently large reservoir.
This analysis can have substantial impacts on performance,
as we show in our comparison to ESN reservoirs. The hybrid
reservoirs we present give a 10-fold improvement over the
naive memristor network implementation, and perform on par
with the ESN implementation. Properly constructed electronic
reservoirs should thus be capable of matching the performance
of standard reservoirs but also open the use of larger reservoirs
and faster computation times.
The approach we take to the analysis of the computational
capacities of memristor and LRC reservoirs may be general-
ized to higher order kernels of the network and other nonlinear
elements. In this sense we attempt to present a general ap-
proach to the understanding of physical reservoirs in analogy
to the methods available to tune ESNs by trading between
memory storage and nonlinearity.
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The ability to design effective reservoirs for low-
dimensional tasks implies their effectiveness on high dimen-
sional tasks such as fluid dynamics and spatiotemporal chaos
through parallelization [6]. Designing flexible co-processors
consisting of networks of low-dimensional reservoirs, similar
to those presented here, will require a careful understanding
of their computation properties and how to modify them to
the task at hand. This work fills a gap in this understanding,
allowing for tuneable electronic reservoirs to be implemented
in hardware.
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MATERIALS AND METHODS
Input signals
In order to construct an ensemble of input signals with a
specified autocorrelation length we consider a delta-correlated
noise process ξ(t) such that
〈ξ(t)〉 = 0, 〈ξ(t)ξ(t′)〉 = Dδ(t− t′). (25)
From this we construct an input signal by smoothing ξ(t) with
a timescale 1/a,
u(t) =
∫ ∞
−∞
dτ e−a|t−τ |ξ(τ) (26)
in which case 〈u(t)〉 = 0 and 〈u(t)u(t+τ)〉 = D(τ+ 1a )e−aτ .
We thus obtain random input signal with unit autocorrelation
time and unit variance by choosing D = 1, a = 1. Further
details about the construction of the input signal are given in
the supplemental information.
Reservoir Training
Once a set of trajectories ~x(t)were generated on the interval
[0, 5000] the portion of the trajectory on [0, 100] was removed
as a transient. The remaining trajectories had a constant vector
appended and training was then performed using scikit-learn’s
Ridge regression method. In all cases the ridge regression
parameter was set to k = 0.0001 such that the regularization
of the weights was minimal.
LRC simulations
For Figure 2, the LRC network was constructed with γ =
0.12, ∆ω = 0.7γ, and 71 LRC circuit elements corresponding
to a cutoff frequency of N∆ω = 6Hz.
Achieving an estimate of the exact representation of the
kernel in eqn. (18) required a close correspondence between
simulations and the exact formula over many autocorrelation
times of a rapidly oscillating system. As most integration
schemes would lead to a small buildup of phase differences
over these periods, we used the exact representation of the
system trajectory to simulate the reservoir. The long-time
limit solution of the reservoir is given by[
q(t)
q˙(t)
]
=
1
l(λ+ − λ−)
[
1 1
λ+ λ−
][ ∫∞
0
dτ eλ+τu(t− τ)
− ∫∞
0
dτ eλ−τu(t− τ)
]
(27)
where λ± = − r2l ± i
√
1
lc − r
2
4l2 = −γ ± iω. Simply inte-
grating this is computationally inconvenient as it requires the
evaluation of the integral over the full timecourse for every
timestep. To avoid we first consider the top integral in eqn.
(51). Transforming the integral and using that u(t) = 0 for
t < 0, we have
f+(t) =
∫ ∞
0
dτeλ+τu(t− τ)
=
∫ t
0
dτeλ+(t−τ)u(τ). (28)
The second integral may be recovered from this as f−(t) =
<[f+(t)] − i=[f+(t)]. The function f+(t) then obeys the
recursion relation for a timestep ∆t,
f+(t+ ∆t) = e
λ+t
(
f+(t) +
∫ ∆t
0
dτ e−λ=τu(t+ τ)
)
.
(29)
which allows for an exact calculation of the trajectory with a
single integral and integration over the interval [0, 5000] with
a timestep of ∆t = 0.05. After training, the resulting weights
were used to estimate the kernel in figure 2 from eqn. (18).
Integration was performed using scipy’s quadrature package.
Quadratic Capacity Figure
The LRC network was the same as that described above.
Memristors used had α = 3, β = 3, χ = 0.8. Memris-
tor integrations were done using forward Euler method with
a stepsize ∆t = 0.02 on eqn. (13). For single or paired
memristors, ΩA = I , α = 3, β = 3 and χ = 0.8. Paired
memristors use one element subject to +u(t) and the other
subject to −u(t). In all memristor simulations hard bound-
aries are imposed on the integration to maintain w ∈ [0, 1].
The memristor network consisted of a 5× 5 triangular lattice
with 56 memristor-voltage generator edges. Each voltage gen-
erator was weighted with weights distributed evenly on the set
[−1,−0.1] ∪ [0.1, 1].
Hybrid Network Figure
The top panel of figure 5 shows a reservoir composed of two
memristors drivenwith opposite polarity, used to drive an LRC
network of 10 elements. The memristors were configured and
simulated as described in the above section. The trajectory of
each memristor, x±(t) was used to drive an independent LRC
reservoir with γ = 0.4,∆ω = 0.4, andN = 10 corresponding
to a cutoff frequency of 4 Hz. Each LRC reservoir generated
20 trajectories of the form qn±, q˙n± for n = 1 . . . 10. Mem-
ristor trajectories were calculated using forward Euler with a
timestep of ∆t = 0.02 and eqn. (13).
For the LRC to Memristor reservoir, first the trajectories of
an LRC network of 10 circuits as described above were calcu-
lated using the driving signal on the interval [0, 5000]. From
the LRC trajectories ~xs = [~q, ~˙q] we define a coupling matrix to
the deep memristor layer, ~sd = C~xs such that every sum and
difference of trajectories in ~xs is used to drive an independent
memristor pair. As such, for every i, j ∈ {1 · · · 10} there are
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k1 . . . k4 such that
sd,k1 = xs,i + xs,j , sd,k2 = −sd,k1
sd,k3 = xs,i − xs,j , sd,k4 = −sd,k3
Each of these voltage generators drives a memristor with
α = 3, β = 3, χ = 0.8. The reservoir thus contains 2∗20∗19
memristors and generates 20 LRC trajectories giving 780 in-
dependent trajectories. As this reservoir contains an LRC
network at its surface layer, it also has excellent linear compu-
tation capacities, maintaining a computational capacity greater
than 0.99 to a delay of τ = 10.
Linear and Quadratic Memory Scaling
To estimate the memory capacity of LRC networks with
system size, networks were generated with N = 10,. . . 18 sub-
circuits. For each reservoir, the cuttoff frequency was chosen
as 4 Hz, the frequency resolution as ∆ω = 4/N , and γ = ∆ω.
The resulting reservoirs were driven with an input sequence
on [0, 5000]. Training was then performed to reconstruct the
delayed input u(t− τ). To evaluate τ, a bijective search was
performed to evaluate the delay at which the memory function
m(τ) = CT [u(t − τ)] fell below the threshold 1 − , termi-
nating with a tolerance of 1. Finite size scaling analysis was
found to be unnecessary as the calculated capacities did not
vary with the length of the training interval. Error estimates
are from the termination criteria of the bijective search.
To estimate the quadratic memory capacity τ (2) , the tra-
jectories of the LRC reservoirs above were used to drive
deep memristor networks as described in the hybrid reser-
voir section of the main text. To evaluate τ (2) , we wish to
find the area over which m2(τ1, τ2) > 1 − . First a bijec-
tive search was run along the diagonal to find the delay τ∗
at which the quadratic memory function m(τ, τ) fell below
1 − . Then the function was integrated numerically over
τ1 ∈ [0, 2τ∗] τ2 ∈ [0, 2τ∗] with subdivisions of 0.5. This pro-
vides an uncertainty in the numerical integration on the order
of eint = 2 ∗ 0.5 ∗ ∗2 ∗ np.sqrt(τ (2) ).
The quadratic capacities τ (2) show clear tendencies towards
overestimation for smaller training intervals and larger reser-
voir sizes. To combat this, we employed a finite size scaling
analysis to estimate the capacity τ (2) in the limit of an infi-
nite training interval. A figure demonstrating this analysis is
included in the supplemental information. We also note that
linear and nonlinear memory functions were found to decrease
rapidly outside of a region of support. As a consequence,
capacities τ (n) depend only weakly on . However, for small
values of  fluctuations play a larger role and make capacities
difficult to estimate numerically. We found  = 0.1 struck a
reasonable balance between high capacities and low fluctua-
tions on estimates. Errors from the fit are estimated through
the elements of the covariance matrix as efit =
√
covii where
i is the index of the constant constant fitting parameter. The
total error estimate is given as etot = np.sqrte2int + e2fit.
Comparison to Echo State Networks
For all tested reservoirs, trajectories were generated on
[0, 5000]with training performed on [100, 4000] giving a train-
ing error estimate of the nMSE. To assess the generalization
error, the weights from the previous training were used to
reconstruct the output on [4000, 5000] and a generalization
nMSE was calculated as,
Gen. nMSE :=
〈(z(t)− zˆ(t))〉T
〈z2(t)〉 T
(30)
where the average 〈·〉T is performed over the generalization
window [4000, 5000]. Note that, unlike the nMSE, this quan-
tity is not constrained to fall within [0, 1].
For the ‘naive’ memristor network implementation, param-
eters were taken as α = 3, β = 1, χ = 0.8 with inputs
weighted on the set [−1,−0.1] ∪ [0.1, 1]. The network graph
was chosen as a 17 × 17 triangular lattice with 800 edges.
Input weights were generated as 400 evenly spaced weights on
[0.1, 1], another 400 on [−1,−0.1].
The hybrid LRC→Memristor reservoir was implemented
identically as above.
The ESN reservoir obeyed the differential equation
~˙x = −~x+ tanh (Ω~x+ ~rb + ~riu(t)) (31)
where Ω is a generic matrix of interaction weights between
neurons, ~rb is a bias vector and ~ri is a vector of input weights.
In our case, Ω was chosen to be sparse with a constant fanout
of 10, and each weight was initially chosen randomly as ±1.
After generating this matrix it was scaled to obtain a maxi-
mum spectral radius of r = 0.95 which was found to give best
performance on the fitting task. The bias and input weights
were selected uniformly on [−1, 1] and were each indepen-
dently scaled. Both had a range of acceptable performance
centered around 0.2 for the bias weight scaling and 0.1 for the
input weight scaling with nMSE ranging from 0.020 to 0.023.
Integration was performed with forward Euler on the interval
[0, 5000] with a timestep of ∆t = 0.05.
SUPPLEMENTAL INFORMATION
Input Signal
The notions of computational capacity were originally de-
veloped in the context of discrete time reservoirs. Central to
the introduction of the fading memory Hilbert space is the
definition of an inner product between functions in terms of
an expectation over an ensemble of input signals. Specif-
ically, for functions z[u] and z′[u] that depend only on the
previous h timesteps, the inner product between these is de-
fined as the expectation over the ensemble of previous histo-
ries, 〈z, z′〉 = EUh [zz′] where Uh is the space of previous
histories where each timestep is i.i.d. sampled from a dis-
tribution p(u). The resulting input signals are uncorrelated
〈u(t− τ1)u(t− τ2)〉 = σ2δτ1,τ2 . The computational capacity
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Figure 7. A comparison between memristor, hybrid and echo state network reservoirs on the fitting task described in eqn. (21). In the top
panel, we show the results of a ’naive’ implementation of a memristor reservoir consisting of a triangular lattice of 800 memristors. In the
middle panel we show the results from the hybrid LRC→Memristor reservoir with a total of 780 trajectories. In the bottom panel, we show an
echo state network implementation contains 780 elements with parameters tuned to the fitting task. In the legends note that the hybrid networks
have a 12-fold improvement over the memristor network alone, perform on par with the ESN implementation.
for reconstructing linear functions of the input thus measure
the ability to recall the exact state of the input signal at some
previous time.
In continuous time we must cope with the introduction of
the timescale of our reservoir. A dynamical system will have
some characteristic timescale over which it can vary and will
generally display an autocorrelation function that is decreas-
ing with the time difference on that same timescale, e.g. for
a system with timescale t∗, 〈x(t)x(t − τ)〉 = f(τ/t∗). In
formulating an input signal we have two options for how to
proceed.
One would be to drive the system with a noise process ξ(t)
whichmaintains the uncorrelated feature of the driving process
from discrete time, 〈ξ(t)ξ(t − τ)〉 = 2Dδ(τ). The reservoir
would no longer be able to construct the rapid variations of
the noise process, but we could assess how well the system
computed various filters of this noise, for example z(t) =∫∞
0
dτe−ατξ(t − τ). In this setting however, the connection
to previous work is indirect and requires choosing particular
timescales in which to perform memory reconstructions.
Alternatively, following [22] we can produce a signal that
varies on the appropriate timescale by filtering a noise process
and utilize this as the driving signal of our reservoir. We
choose to proceed along this route as it most resembles the
tasks towards which reservoir computing is applied. As a
signal, we elected to use gaussian white noise smoothed by a
double-exponential window with a timescale 1/a
u(t) =
∫ ∞
−∞
dτ e−a|t−τ |ξ(τ) (32)
where
〈ξ(t)〉 = 0, 〈ξ(t)ξ(t′)〉 = Dδ(t− t′). (33)
Applying these relationships we have 〈u(t)〉 = 0 and
〈u(t)u(t + τ)〉 = D(τ + 1a )e−aτ . We thus obtain random
input signal with unit autocorrelation time and unit variance
by choosing D = 1, a = 1. Note that over short times the
characteristic timescale is 12a .
In figure 8 we show a sample input signal trajectory (top
panel), the resulting autocorrelation function (middle panel)
and the resulting power spectral density (bottom panel). The
autocorrelation function panel contains both a sample auto-
correlation function, calculated from a single trajectory of the
input, and the analytical autocorrelation function above.
Feasibility Properties of LRC reservoirs
As the reservoir is composed of independent LRC circuits,
it suffices to consider a single circuit. An LRC circuit with
component values l, r, and c can be cast as the linear system,
~˙x =
[
0 1
− 1lc − rl
]
~x+
[
0
s(t)
l
]
= A~x+ ~u. (34)
whereA has eigenvalues λ± = − r2l± i
√
1
lc − r
2
4l2 = −γ± iω
with negative real part.
Fading Memory
We first establish that reservoirs composed of LRC motifs
satisfy the fading-memory property, namely that two identi-
cal reservoirs begun in states x0 and x′0 and subject to the
same driving signal ~u(t) will converge to the same state,
limt→∞ x(t)− x′(t) = 0.
For ∆~x = ~x− ~x′
d
dt
∆~x = A∆~x (35)
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Figure 8. A sample input signal trajectory (top panel), corresponding autocorrelation function (middle panel) and power spectral density (PSD)
(bottom panel). The input signal was constructed by smoothing Gaussian white noise with a double exponential window with time constant
1/a. The resulting autocorrelation function displays a long time exponential decrease as e−aτ . In simulations we set a = 1. The power
spectral density of the resulting signal contains significant contributions only from frequencies below 1.
with solution
∆x(t) = eAt∆~x(0). (36)
As the eigenvalues of A have negative real part − r2l , the dif-
ference between the trajectories will converge to 0 as e− r2l t.
State Separability
The equation of motion above for two reservoirs subject to
driving signals ~u(t) and ~u′(t) with ∆~u(t) = ~u(t)−~u′(t) leads
to the equation of motion,
d
dt
∆~x = A∆~x+ ∆~u(t). (37)
Two reservoirs begun in the same state ∆~x(0) = 0 will thus
be initially diverging at a rate proportional to the difference
between their respective driving signals. In the long time limit,
the difference between trajectories can be solved explicitly as,
∆~x(t) =
∫ ∞
0
dτeAτ∆~u(t− τ). (38)
The difference between the two reservoirs is thus identical to
a reservoir driven with the difference of the inputs.
Feasibility Properties of Memristor Reservoirs
We consider a reservoir composed ofmemristors, andwhere
the single memristor, idealized as a switch between two re-
sistance values Roff > Ron, is described by a parameter
0 ≤ ηi ≤ 1
d
dt
ηi(t) = −αηi(t) + Ii(t)
β
(39)
where Ii(t) is the current in the device, with a resistance of
the device is given by R(η) = Roff
(
1 − η(t)) + Ronη(t); α
and β are phenomenological parameters setting the decay and
excitation of the device. It is convenient to write the equation
in terms of the parameter χ = Roff−RonRoff , which is naturally
less than one if Roff > Ron.
A memristor network is a model for a general circuit com-
posed of memristors and with voltage generators in series to
the memristors, given by the following vectorial and nonlinear
differential equation [25]:
d~η
dt
= −α~η(t) + 1
β
(I − χΩAH(t))−1~S (40)
while we do not go into the detail of the derivation of the
equation, we point out that ΩA is a projector operator on the
cycle space of the circuit, e.g. Ω2 = Ω, whileMij = δijmi(t).
The input to the network can be voltages in series to the
memristors, injected at the nodes, or current sources in par-
allel or injected at the nodes. For all these cases, we have
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respectively [28]
~S =

ΩA~s Voltage sources in series
A(ATA)−1~sext Voltage sources at nodes
ΩB~j Current sources in parallel
BT (BBT )−1~jext Current sources at nodes.
While in the paper we focus on the voltages in series, and thus
~S = ΩA~s, the proof below is general. Given the equation
above, we now prove some of the key properties for the dy-
namical system to be feasible as a Reservoir, assuming that we
read-out either the voltage or the current in the device.
Fading Memory
Let us now discuss the problem of using memristors as a
reservoir. First, we consider discrete dynamics in which we
use an Euler integration scheme to study the convergence.
First, let us define the echo state property. Let X be the set
of internal states of the reservoir. Then
(Echo State Property). A network F : X ×U → X (with
the compactness condition) has the echo state property with
respect to U : if for any left infinite input sequence u−∞ ∈
U−∞ and any two state vector sequences x−∞, y−∞ ∈ X−∞
compatible with u−∞, it holds that x0 = y0.
One of the two properties which are desirable is the fact that
different internal initial state with identical external driving
converges to the same asymptotic state. This is also called the
echo state, or contracting, or fading, property.
Specifically, consider two network states ~η and ~η′. Follow-
ing the proof by Jaeger for ESNs, we have that for the case of
memristor dynamics, we have
||~yk+1||2 = ||~ηk+1 − ~η′k+1||2
= ||(1− α′)~yk − 1
β
(g(H)− g(H ′)) ~S||2
≤ (1− α′)||~yk 1
β′
− (g(H)− g(H ′)) ~S||2
≤ (1− α′)||~yk||2 + 1
β
||g(H)− g(H ′)||sup||~S||2
where g(H) = (I − χΩAf(H))−1, and α′ = dt · α and β′ =
β
dt . For “linear” memristors, f(H) = H . Here we consider
for the proof a discretized version of the dynamics (using an
Euler scheme), but show that the final result is independent
from the step size of the discretization.
We would like to prove that
||~yk+1||2 ≤ C||~yk||2 (41)
withC < 1. Let us thus focus on ||g(H)−g(H ′)||sup. We now
use the second resolvent identity for thematrixA = χΩAf(H)
and z = 1, and write the following bound
||(I − χΩAf(H))−1 − (I − χΩAf(H ′))−1||
≤ χ||(I − χΩAf(H))−1||
· || (ΩA(f(H)− f(H ′)) ||
· ||(I − χΩAf(H ′))−1|| (42)
We can now use the inequality ||(I −A)−1|| ≤ 1/(1− ||A||).
It follows that
||(I − χΩAf(H ′))−1|| ≤ 1
1− χ||ΩAf(H)|| , (43)
where ||ΩAf(H)|| = σ(ΩAf(H)) is the minimum eigenvalue
of ΩAf(H), which is a semi-positive matrix with maximum
eigenvalue 1. This implies that, and thus the matrix is upper
bounded by 1/(1− χ). We thus have
||~yk+1||2 ≤ (1−α′)||~yk||2+ χ||
~M ||2
(1− χ)2β′ ||ΩA(f(H)−f(H
′))||.
(44)
We note that f : [0, 1] → [0, 1], and that f(H) is a diagonal
matrix. It follows that ifwe introduce ||ΩA(f(H)−f(H ′))|| =
||~f(H)− ~f(H ′)||2 ≤ C1||~yk||2, we have
||~yk+1||2 ≤ (1 + α′)||~yk||2 + C1 χ||
~S||2
(1− χ)2β′ ||~yk||2
=
(
1− α′ + C1χ
(1− χ)2
||~S||2
β′
)
||~yk+1||2 (45)
We thus find that if
C1
χ||~S||2
(1− χ)2β′ < α
′ (46)
then we have the contracting property. Rewritten, we have the
following inequality:
||~S||2 < (1− χ)
2αβ
χC1
(47)
fromwhich get that as long at the system is input-ledwith small
enough voltages or currents, a memristor network satisfies the
contracting property which is independent from the time step,
as onewould expect. If we read-out the resistive states, then the
proof ends here, as the resistive states are continuous functions
of the internal states. If instead we read out the voltage across
the motif, then we need to show that this implies that also the
voltage states are the same.
We now have two possibilities. If we input the system
with voltage in series with the resistor (or memristor), then
this implies that the voltage on the j-th motif is V jro(t) =
V jc (t) + ij(t)Rj(η(t)), where V jro is the read-out function. In
this case, as long as the current is non-zero almost everywhere,
then the echo state property is valid. In the case in which the
current source is in parallel to the motif, then we have a voltage
input function of the formV jc (Ic(t))which is not easily related
to the voltage source, but the argument is equally valid.
State Separability
As a measure of state separability, we ask that ||~ηk+1 −
~η′k+1||2 ≥ 0 ∀t. For the case memristor reservoirs we consider
two identical initial states ~x0, but with different input (driving),
~S1 and ~S2. We would like to prove that the time evolution of
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the two states is such that ||~yk||2 diverges, e.g. it is always
greater than zero.
We have
||~yk+1||2 = ||~ηk+1 − ~η′k+1||2
= ||(− 1
β
(1− χΩf(Hk))−1 (~S1 − ~S2)||2 (48)
Now, since the matrix
1
β
(I − χΩf(Hk))−1
has a trivial kernel for arbitrary f(Hk), this is sufficient to
show that if ~S1 − ~S2 6= 0, then necessarily
||~yk+1||2 > 0 ∀~xk. (49)
This is sufficient to show that the trajectories must be locally
diverging, and that thus the reservoirs have different internal
states. This is a local version of the state separability as it is
a local (in time) rather than global condition, but if we can
show that already at this level not all input allow the states to
diverge, then this cannot hold at a global level.
Now, if the voltage or the current sources are at the nodes, it
is true that for sufficiently small (different) inputs ~Sext and~jext
the state separability cannot be always preserved. This is due
to the fact that the operators A(ATA)−1 and BT (BBT )−1
can have non-trivial kernels. The reason can be easily seen
if the memristor network is input-led via voltage sources in
series or currents in parallels, there can be redundancy in the
input. In fact, if
~j1ext = ~j
2
ext + (I − ΩB)~k
~S1ext = ~S
2
ext + (I − ΩA)~k (50)
for arbitrary ~k, we will have ~S1 − ~S2 = 0 identically. We can
thus construct simple counterexamples for which the state evo-
lution is identical for completely different inputs, and violates
the state separability property. This is due to a freedom in
defining the voltage drops on the edge, and is reflected in how
we can input the system. This property has been described in
previous papers. Thus, state separability is true as long as dif-
ferent inputs are not equal up to the transformation described
in eqn. (50).
Solution of LRC circuits
An LRC circuit has the long time limit solution,[
q(t)
q˙(t)
]
=
1
l(λ+ − λ−)
[
1 1
λ+ λ−
][ ∫∞
0
dτ eλ+τu(t− τ)
− ∫∞
0
dτ eλ−τu(t− τ)
]
(51)
where λ± = − r2l ± i
√
1
lc − r
2
4l2 = −γ ± iω.
Given a γ and ∆ω, we choose ln = 1, rn = 2γ and
cn =
1
n2∆ω2 + γ2
(52)
in which case we have that the resulting LRC circuits have
eigenvalues λn,± = −γ± in∆ω. The resulting trajectories of
the system are
qn(t) =
1
ln∆ω
∫ ∞
0
dτ e−γτ sin(n∆ωτ)u(t− τ)
q˙n(t) =
1
ln∆ω
∫ ∞
0
dτ e−γτ [n∆ω cos(n∆ωτ)−
γ sin(n∆ωτ)]u(t− τ). (53)
As noted in the main text, a linear transformation of these
trajectories can be expressed in a form that resemble the fa-
miliar Fourier transform.
xn(t) =
∫ ∞
0
dτ e−γτ sin(n∆ωτ)u(t− τ) (54)
yn(t) =
∫ ∞
0
dτ e−γτ cos(n∆ωτ)u(t− τ). (55)
The set of frequencies ranging from ∆ω to N∆ω set the
bandwidth of signals that the network can reconstruct, while
γ imposes a cutoff time. In order for the network to perform
reconstructions, this should suppress the input outside of an
interval given by the lowest frequency ∆ω ∼ 1τ . We thus
choose γ = τ in our construction of LRC networks.
Volterra Series Solution of Memristor Equations
For a single memristor we can use the expansion of the
inverse and integrate out the linear term to write the equation
as
d
dt
(eαtx) =
1
β
eαt
∞∑
n=0
(χx)nu(t). (56)
Then integrating and taking the long time limit, we have a
formal expression for x as,
x(t) =
1
β
∞∑
n=0
χn
∫ ∞
0
dτ e−ατxn(t− τ)u(t− τ). (57)
We assume a solution in the form of a Volterra series ex-
pansion,
x(t) =h0 +
∫ ∞
0
dτ1 h1(τ1)u(t− τ1)
+
∫ ∞
0
dτ1dτ2 h2(τ1, τ2)u(t− τ1)u(t− τ2) + · · · (58)
= h0 +
∞∑
n=0
Hnu. (59)
Inserting this into eqn. (57) and matching powers of uwe have
h0 = 0 (60)
H1u =
1
β
∫ ∞
0
dτ1e
−ατ1u(t− τ1) (61)
H2u =
χ
β2
∫ ∞
0
dτ1
∫ ∞
τ1
dτ2 e
−ατ2u(t− τ1)u(t− τ2) (62)
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Figure 9. The finite size scaling analysis of quadratic memory capac-
ities in hybrid LRC→Memristor reservoirs. Estimates from simula-
tions are shown by circular makers connected by thick lines. Sizes in
the legend are that of the surface LRC reservoir (number of subcir-
cuits). A surface LRC reservoir of size N corresponds to 8N2 − 2N
total trajectories. Estimates of the quadratic memory capacity are
shown as a function of the inverse training time 1
T
. A 2nd-order
polynomial fit is also shown at each size. The capacities given in the
main text correspond to the values of the fit at 1
T
= 0.
with subsequent powers following similarly. We immediately
observe that: the nonlinear kernels produced by memristors
are moderated by powers of 0 ≤ χ ≤ 1, and the kernels take
the form of low pass filters of products of the input signal,
decaying at a rate governed by α.
For the case of networks of memristor elements, the same
manipulations lead to a formal expression for x(t) which in-
cludes the effect of interactions through the cycle space pro-
jector Ω,
x(t) =
1
β
∞∑
n=0
χn
∫ ∞
0
dτ e−ατ (ΩX(t−τ))nΩ~u(t−τ). (63)
This leads to corresponding terms in the expansion
h0 = 0 (64)
H1u =
1
β
∫ ∞
0
dτ1e
−ατ1Ω~u(t− τ1) (65)
H2u =
χ
β2
∫ ∞
0
dτ1
∫ ∞
τ1
dτ2 e
−ατ2ΩU(t− τ1)Ωu(t− τ2)
(66)
where we have used the convention U = diag(~u).
Finite Size Scaling of Quadratic Memory Capacities
As noted in the main text, the quadratic memory capacities
τ
(2)
 show a tendency towards overestimation for finite training
intervals. This may be seen clearly in figure 9 where we
have plotted the quadratic capacities for various reservoir sizes
estimated from simulation against the inverse training time 1T .
The sizes given in the figure legend correspond to the number
of subcircuits in the surface LRC reservoir while the total
number of trajectories in each reservoir is 8N2 − 2N . For
each size, a 2nd-order polynomial fit is also plotted. Fits were
performed using Numpy’s polyfit function and the constant
parameter was taken as the limiting value as 1T → 0. These
are plotted against reservoir size in the main text, figure 6.
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