Improving the temporal contrast of ultra-short and ultra-intense laser pulses is a major technical issue for high-field experiments. This can be achieved using a so-called "plasma mirror". We present a detailed experimental and theoretical study of the plasma mirror that allows us to quantitatively assess the performances of this system. Our experimental results include time-resolved measurements of the plasma mirror reflectivity, and of the phase distortions it induces on the reflected beam. Using an anti-reflection coated plate as a target, an improvement of the contrast ratio by more than two orders of magnitude can be achieved with a single plasma mirror. We demonstrate that this system is very robust against changes in the pulse fluence and imperfections of the beam spatial profile, which is essential for applications.
I. INTRODUCTION
Laser pulses of femtosecond to picosecond duration with very high peak powers (up to the PW) and extremely high intensities (up to 10 21 W/cm 2 ) [1] are now available in many laboratories. Submitted to such intense light fields, almost any target gets rapidly ionized, and electrons in the resulting plasma oscillate at relativistic velocities. These light pulses therefore open the route to the experimental study of an extreme regime of laser-matter interaction [2] , which has only been scarcely explored so far.
These ultrashort and ultraintense laser pulses are obtained with relatively small size subpicosecond laser systems thanks to the Chirped Pulse Amplification (CPA) technique [3] . Two drawbacks of this technique are the presence of a temporal pedestal and of prepulses. The temporal pedestal has two origins: amplified spontaneous emission (ASE), which occurs on a nanosecond scale, and spectral clipping and residual aberrations of the spectral phase [4] , giving rise to temporal structures on a sub-100 ps time scale. As for the prepulses, they are for instance due to the imperfect contrast of some of the optical elements (e.g. Pockel's cell-polarizers combinations) used in this type of laser. In this paper, the temporal contrast at time t is defined as the ratio of the peak intensity of the main laser pulse, and the intensity of the background (pedestal or pre-pulses) at this time t.
For a number of ultra-high intensity experiments, it is of prime importance to use very high contrast, prepulsefree laser pulses. This is particularly true for experiments involving laser-solid interaction. For a peak inten- * Present address: CELIA, Université Bordeaux I, 33405 Talence, France sity of 10 18 W/cm 2 at the fundamental frequency of the laser, the energy contained in the pedestal or prepulses at the output of a typical high-power laser is generally high enough to generate a low-density plasma at the surface of a solid target, well before the main pulse. Then, because of the hydrodynamic expansion of this pre-plasma, the main pulse will not interact with a steep density-gradient solid target. This impedes the study of numerous exciting high-intensity laser-solid interaction processes, such as relativistic harmonics generation on solid surfaces [5] , or Brunel absorption [6, 7] .
Increasing the peak intensity requires a parallel increase of the temporal contrast, so that prepulses and ASE remain at the same intensity level. Consequently, there has been intense research to increase the temporal contrast. This can be achieved either by improving the laser chain, or by cleaning the ultrashort pulse from its pedestal and prepulses at the end of the chain. The main methods studied so far are:
• Electro-optic methods, which can remove ns prepulses for systems with a regenerative amplifier [8] ;
• Methods based on non-linear optical processes, such as frequency doubling at the output of the laser [9] , clean pulse injection [10] , nonlinear Sagnac interferometer [11] , optical parametric CPA (OPCPA) [12] ;
• Self-induced plasma shuttering, also called plasma mirror (PM) [12] [13] [14] [15] [16] [17] .
In this work, we focus on the self-induced plasma shuttering method. The principle of plasma mirrors is the following. A laser beam is focused on a low-reflectivity vacuum-dielectric interface, so that most of the pedestal and pre-pulses energy is transmitted. As the intensity increases in time, electrons are excited in the dielectric medium by non-linear mechanisms such as multiphoton absorption. The medium therefore acquires a "metallic" character. If the electron density exceeds the critical density at the laser wavelength (2 10 21 cm −3 @ 800 nm ), the reflectivity suddenly increases: the plasma mirror is "triggered", and the laser beam is reflected. For a proper choice of the incident fluence on the PM, triggering only occurs at the very beginning of the main pulse, and the reflected beam thus has an improved contrast ratio.
If the fluence is too high, triggering might occur too early, and the pedestal and prepulses will also be partly reflected. Moreover, with such an early triggering, the motion of the PM surface before and during the main pulse might distort the laser beam wavefront, and thus prevent a good subsequent focusing. If the fluence is too low, triggering might occur too late or not occur at all. Therefore, the incident fluence is the most crucial parameter to make an efficient PM.
The first demonstration of an increase in the contrast ratio of a subpicosecond laser with a PM was given in [12] . A maximum reflectivity of about 50% and a tenfold improvement of the contrast ratio were obtained using a bulk dielectric plate. The authors underlined that the use of an antireflection coating on the dielectric plate would increase the contrast even more. A PM using a liquid jet, which allows to extend the method to high repetition rates, was implemented for the first time in [14] . The authors studied the reflectivity and contrast enhancement as a function of the incident angle, polarization and peak intensity. The highest contrast enhancement with a single PM, by a factor of 500, was reported in [15] , which also emphasized the spatial filtering effect of the PM. A high-dynamic-range auto-correlation of the pulse after the PM provided the first direct evidence of the suppression of the pedestal. No strong distortion of the beam profile was observed for the fluences used.
This paper presents the first detailed experimental and theoretical study of the PM. This study provides all the parameters required to design an efficient plasma mirror system, matched to the characteristics of any given highintensity laser system.
The experimental study of the PM consisted in measuring the following quantities.
• Space and time-integrated reflectivities, using energy meters.
• Time-integrated reflectivities with spatial resolution, obtained by imaging the PM surface.
• Time and space-resolved reflectivities. This was done by applying a chirp on the incident pulse. Measuring the spectrum of the reflected pulse then provides its temporal profile in a single shot. This provides a direct evidence of pedestal suppression with a PM, and also gives the turn-on time of the PM.
• distortion of the beam spatial profile in the far-field (PM surface) and the near-field. This was respectively achieved by imaging the beam in the plane of the PM surface, and some distance after the PM. The near-field measurements provide qualitative information on the wave-front distortion induced in the PM plane.
• Time and space-resolved position of the PM surface with λ/50 (16 nm) resolution. This was again obtained in a single shot with a chirped incident pulse, by measuring its spectral phase after the PM using spectral-phase interferometry. This provides the time-resolved wave-front distortion induced by the PM.
All these measurements were performed on two types of targets, a bulk dielectric sample (quartz, 10 % initial reflectivity in our experimental conditions) and an antireflection coating (less than 0.3 % initial reflectivity), for different fluences above the PM triggering threshold. All the presented results are for an S-polarized incident beam, with an incidence angle of 45
• . We have found that the PM gives lower absolute reflectivities with Ppolarized waves. This is probably due to resonant absorption [18] that occurs for P-polarized waves when the critical density is reached.
The theoretical study consisted in calculating the space-and time-dependent electric field and excitation density in the target, and the resulting instantaneous reflectivity. This was done by solving a 1D Helmholtz equation [19] , coupled with a non-linear population equation describing the ionization of the dielectric target by the incident laser pulse. To simulate the results obtained at the highest intensities, the FILM code [20] was used to study the hydrodynamic expansion of the plasma on a sub-ps time-scale.
We describe the experimental set-up in part II, and present the experimental results in part III. The two models used in the simulations are described in part IV. Part V is a detailed discussion of the performances of the PM. All fluences given in this paper correspond to the value at the center of the focal spot.
II. EXPERIMENTAL SETUP
The experiment was performed on the LUCA laser, at Saclay Laser Interaction Center (SLIC). This is a highpower Ti-sapphire laser based on the CPA technique. A Kerr-lens mode-locked Ti-Sapphire oscillator generates a pulse train of 40 nm spectral width. These pulses are temporally stretched to about 300 ps before being amplified in a Ti-sapphire regenerative amplifier, followed by two four-pass amplifiers. After recompression, the energy per pulse is 100 mJ, and the pulse duration is 60 f s with a central wavelength of 800 nm. A few mJ only were used in this experiment.
LUCA's contrast has been measured with a third order cross-correlator, and is ≈ 10 6 1 ns before the main pulse, and reaches ≈ 10 4 2 ps before the main pulse. The maximum peak intensity used in all measurements was of the order of a few 10 15 W/cm 2 , leading to maximum pedestal intensities of a few 10 11 W/cm 2 on a ps time scale, and a few 10 9 W/cm 2 on a ns time scale . This is below the single-shot damage thresholds of dielectrics [21, 22] . This suggests that in all our measurements, it was the main pulse, and not the pedestal, that triggered the PM. This is consistent with the fact that, when the oscillator was switched off, the ASE alone did not produce any damage at the target's surface even for multiple-shots exposition. The experimental set-up is shown in Fig.1 . The laser beam is separated into two parts (BS1): the main beam which reflects on the target (T), and a low-flux reference beam. To have the same configurations along the two paths, both the main and reference beams are focused (L1 and L3) and then imaged (L2 and L4), with a similar overall magnification factor. Special care was taken in the design of this experiment to avoid any non-linearity in the transport of these beams, especially in the lenses and in the windows of the chamber. The main beam, of 18 mm top-hat aperture, is focused on the target with a long focal length MgF2 lens (L1, f =1200 mm), chosen for its low non-linear refractive index.
After reflection on the target, a reflection on a wedge (W) is used to reduce the energy going through the output window. The part of the beam transmitted through the wedge is collected in a single shot calorimeter (E1). The incident energy was simultaneously deduced from the measurement of a leak (BS2) in the reference beam with an identical calorimeter (E2). After proper calibration, the ratio of the reflected and incident energies provides the absolute space-and time-integrated reflectivity.
Both beams were imaged (lenses L2 and L4) on a high dynamic CCD camera (CCD1). The focus of L2 was adjusted to image the target surface. The main beam image then gives access to a space-resolved relative reflectivity, and can also be used to calculate a space-integrated reflectivity. Given the magnification of this imaging set-up and the CDD pixel size, a pixel corresponds to 3 µm in the object plane. The f-number of L2 was f/12, leading to a spatial resolution of 12 µm. The full width at half maximum (FWHM) of the focal spot on the target measured with this system was 30 µm.
A second lens (L5) could be inserted in addition to L2, to image a plane located 60 cm after the target. In this configuration, comparing the images obtained at low and high intensities enabled to determine the distortion induced by the PM on the near-field beam spatial profile.
Both beams are simultaneously (BS3) imaged on the entrance slit of an imaging spectrometer (800 lines/mm, 1 m focal length). The spatial resolution along the slit is of the order of 2 µm.
If the two beams are separated spatially along the slit, this enables to compare their spectra, and measure in a single shot the effect of the PM on the main beam spectrum.
Superimposing the two beams spatially on the slit enables spectral interferometry measurements. This technique is based on the fact that two pulses, separated by a delay τ , interfere when they are sent in a spectrometer which dispersion is larger than the inverse of the delay. We typically used delays of a few ps between the two pulses. This is much larger that the coherence time of both beams. In this case, the relative spectral phase of the two pulses can be exactly extracted from the spectral interferogram fringe pattern using the mathematical treatment described in [23] . The effect of the PM on the main beam spectral phase is obtained by comparison with a low-energy shot, where the PM does not trigger.
All these measurements have been carried out both on near Fourier-limited pulses (60 f s duration) and on pulses chirped up to 4 ps. This chirp was introduced by setting the distance between the two gratings of the compressor so that the pulse is not recompressed to its Fourier limit. In this way, a quadratic spectral phase (linear chirp) remains on both the main and reference beams after compression.
Measurements using chirped pulses have two interests. First, we can see how the PM performs for longer (ps) pulses. But most interestingly, chirping the pulses makes it possible to follow in time the triggering and possible distortion of the PM in a single shot [24, 25] . Indeed, for a chirped pulse (duration large compared to the Fourierlimit), there is a one to one mapping between time and frequency: each frequency corresponds to an arrival time on the target. To recover the temporal information and have access in a single shot to the behavior of the PM during the whole pulse duration, we only need to perform spectral measurements. The ultimate temporal resolution is the inverse of the spectral bandwidth of the pulse [25] . Typically, pulses have been chirped up to 4 ps and the temporal resolution is of the order of 60 f s.
Again, for measurements with chirped pulses, the main beam and the reference beam can either be spatially separated or superimposed on the spectrometer entrance slit. In the first case, comparing the spectra of the two beams provides the time-dependent reflectivity of the PM. In the second case, interferences between the two spectra, and comparison with a low intensity reference shot, provide the change of spectral phase induced by the PM on the main beam. As we will see later, this change in spectral phase ∆ϕ(ω(t)) gives access to the change in position ∆z(t) of the PM surface, via ∆ϕ(ω(t)) = 4πcos(π/4)∆z(t)/λ. The resolution on the spectral phase was limited by noise and was measured to be of the order of 0.1 rad: this corresponds to a ≈ λ/50 (16 nm) resolution on the PM surface position.
III. EXPERIMENTAL RESULTS

A. Time-integrated reflectivities on quartz and
anti-reflection coatings Figure 2 shows the time-integrated reflectivity, measured at the center of the focal spot on the PM (i.e. the peak reflectivity), as a function of the fluence of a 60 f s pulse, in the case of quartz and of an anti-reflection coated dielectric plate.
In the case of quartz, below 5 J/cm 2 , the reflectivity is equal to 10%, which is indeed the expected reflectivity for quartz for S-polarized 800 nm light at 45
• incidence. Above this threshold fluence, the reflectivity increases continuously up to about 70 % at 50 J/cm 2 . Note that the optical breakdown threshold of quartz at this pulse duration is a few J/cm 2 [21, 22, 26] . This shows that this PM is a single shot system. A fresh part of the target is required for each laser shot.
In the case of an anti-reflection coated dielectric plate, the initial reflectivity is less than 0.3 %, while the highfluence reflectivity is almost the same as for quartz. Thus, the contrast between the high-fluence and lowfluence reflectivities is increased by more than one order of magnitude on this kind of target: as can be seen on Fig.2 , this ratio can reach several hundreds. The fluence at which this PM triggers is almost the same as for quartz. Note that the two reflectivity curves for quartz and the anti-reflection coating are indeed expected to merge at high fluence: once the plasma gets overdense near the surface, the field only penetrates the target over the skin depth and no longer sees the multiple layers of the anti-reflection coating. Figure 3 shows the time and space-integrated reflectivity (i.e. the overall reflectivity) as a function of the incident fluence, for a 60 f s laser pulse, measured on a bulk quartz sample. Because of the spatial averaging, the overall reflectivity is slightly lower than the peak reflectivity once the PM triggers. This reflects a decrease of the PM reflectivity with the distance from the center of the focal spot. Figure 4 shows the overall reflectivity measured for three pulse durations, 60 f s, 1.7 ps and 4 ps, for a bulk quartz target. In this duration range, we see that the threshold fluence hardly varies with the pulse duration: this clearly indicates that the relevant factor for PM triggering is the incident fluence, and not the incident intensity. A similar behavior has been reported for optical breakdown thresholds of dielectrics [21, 22] . Figure 5 shows some cross-sections of the main beam intensity profile (60 f s pulse duration) in two different planes: the surface of the target (far-field, Fig.5a-b) , and a plane located 60 cm after the target (near-field, Fig.5c d). Two sets of measurements are shown. In the upper panels, the incident fluence was too low for the PM to trigger, while in the lower panels, the incident fluence was 20 J/cm 2 , and the PM triggered, as can be checked on Fig.2 .
B. Beam profiles
Comparing the curves in Fig.5a and 5b directly shows the effect of the PM on beam intensity profile, while comparing the curves in Fig.5c and 5d gives some information on the wavefront distortion induced by the PM. However, this comparison can only be qualitative: for experimental reasons, the laser beam diameter on lens L1 was different for the low and high fluence shots.
The low fluence-far field curve (Fig.5a) shows that the incident beam profile on the target is close to an Airy function. This is the Fourier-transform of the top-hat profile of the beam arriving on lens L1. The first Airy ring is clearly visible. On the low fluence-near field curve (Fig.5c ), we observe that as the beam diverges from the target, it progressively recovers its top-hat shape, as expected.
At high-fluence, the reflected beam profile in the target plane is still very smooth and clean. The first Airy ring is removed, its intensity being too low to trigger the mirror. This shows that the PM acts as a low-pass spatial filter in the Fourier plane of lens L1.
This filtering effect leads to a smoothing of the sharp edges of the beam in the near-field, as can be seen by comparing the low-and high-fluence profiles. These nearfield curves also suggest that at this fluence, the PM does not induce a significant distortion of the wavefront for a 60 f s pulse. A more accurate and quantitative characterization of the effect of the PM on the wavefront is provided by the interferometric measurements presented below (see III D).
C. Temporal dynamics of the reflectivity on an
anti-reflection coating Figure 6 shows the spectrum of the reflected beam, measured at the center of the focal spot, for a laser pulse chirped to 1.1 ps (i.e. 18 times its Fourier-limit), for different incident fluences. The frequency scale has been converted into a time scale using the relationship ω(t) = t/φ +ω 0 between instantaneous frequency ω(t) and time t, where ω 0 is the central frequency and φ is the group delay dispersion (φ = 2.4 10 4 f s 2 in this case). This relationship is only valid for sufficiently high chirps. For such pulses, the spectrum directly provides the temporal profile of the pulse.
The triggering of the PM is observed to appear earlier in the pulse as the intensity increases: the higher the intensity, the faster the critical density is reached. The time-averaged reflectivity, which is proportional to the area under the curve, is also seen to increase with the incident fluence.
On the lowest fluences curves (e.g. 5.4 J/cm 2 ), the PM is clearly observed to trigger significantly later than the maximum of the incident pulse, i.e. in the falling edge of the pulse. This would not be possible if multiphoton absorption (or tunneling ionization) was the only mechanism involved in the generation of conduction electrons, since the efficiency of such a mechanism quickly falls off after the maximum of the pulse. On the opposite, the electronic avalanche mechanism can explain this observation, since its efficiency increases with the conduction electron density, and varies more gently with the laser field intensity. As we will see, the electronic avalanche mechanism indeed plays an important role in the triggering of the PM.
These curves also clearly show that in the fluence range that we have used, it is indeed the main pulse, and not the pedestal or a prepulse, that triggers the PM. Since we are dealing with an anti-reflection coating,the reflectivity before the main pulse is of the order of 0.3%, while we know from time integrated-measurements (Fig.2) that the reflectivity reaches several tens of % once the mirror is triggered. This implies that the PM improves the contrast by more than two orders of magnitude. In other words, these temporal profiles together with the reflectivity measurements provide a direct evidence of the efficient reduction of the pedestal. As before, since there is a one-to-one correspondence between time and frequency for such chirped pulses, this measured spectral phase actually is a temporal phase, via the relationship ∆ϕ(ω) = ∆ϕ(t/φ + ω 0 ) (φ ≈ 8.7 10 4 fs 2 for a 4 ps pulse). There are two possible ways the PM can affect the temporal phase of the main beam: 1-the phase of the PM complex reflection coefficient r varies in time; 2-The surface of the PM moves, thus changing the optical path length of the main beam. Our calculations of the complex reflection coefficient, presented in part IV, show that its phase does not vary by more than π, and that this variation only occurs when the electron density is close to the critical density. For most incident fluences, this only occurs in a narrow time interval. This leaves the motion of the PM surface as the main source of phase shift. The experimental accuracy on ∆ϕ(t) is about 0.1 rad. As already shown in part II, this gives an accuracy of the order of λ/50 (16 nm) on the position of the PM surface. Figure 8 shows the measured temporal phase ∆ϕ(t) for different incident fluences of a 4 ps pulse. ∆ϕ(t) is 0 until the PM triggers. It then presents a linear behavior, with a slope that increases as the fluence grows. This is characteristic of a plasma expansion in vacuum, as we will see in part IV. The slope is determined by the velocity of the expansion, which is in a first approximation equal to the ion acoustic velocity . This velocity increases with the ionic temperature, and hence with the incident fluence.
The dependence of ∆ϕ(t) on the incident fluence implies that the induced phase shift in not homogeneous across the focal spot. In other words, the PM surface gets curved. Furthermore, this curvature varies in time. This possible distortion of the wavefront for long pulses and high fluences is one bottleneck of the plasma mirror concept. We will see in part V what ranges of pulse duration and fluence should be used to avoid this kind of distortion. 
IV. MODELING OF THE PLASMA MIRROR
In this section, we describe the two models that we have used to describe 1-the optical switching of the PM and 2-its expansion into vacuum.
The first model ("population-propagation model") describes the ionization of the target (in this case, bulk quartz) with a population equation, and the propagation of the laser field in this inhomogeneously ionized medium, using the Helmholtz wave-equation. This model is very simple, but captures the essential physics of the plasma mirror. The second model is an hydrodynamic model based on a Lagrangian fluid code, and is required to describe the regime where the hydrodynamics must be included because the plasma expands into vacuum. The equations describing the ionization of the target and the propagation of the field are equivalent in these two models.
In all these simulations, it is assumed that the pedestal and the prepulses do not affect the target. This can be considered as a pre-requisite to make a good plasma mirror (see part V), and, knowing the contrast of the LUCA laser, is a reasonable assumption for the experiments presented in this paper (see part II).
A. The population-propagation model
We consider a plane wave coming from vacuum impinging on the target. The target is initially a pure dielectric, with no electron in the conduction band. Our goal is to calculate the electric field E(z, t) inside the target, taking into account the fact that the target gets ionized by this strong field. Once E(z, t) is known, the reflectivity of the plasma can readily be calculated (see appendix).
To describe the field propagation, we use the quasistationary approximation, which consists in considering that the electric field at any point is harmonic in time, at the frequency of the external driving field. It is valid only if the temporal evolution of the dielectric function is slow on the time scale of the incident laser pulse optical cycle. If this is not the case, more sophisticated approaches are required [27] .
Assuming that we are in this quasi-stationary regime, the propagation of an S-polarized electromagnetic wave, impinging on a medium defined by its dielectric function ε(z, t) (with z > 0), with an angle θ, is described by the Helmholtz equation [19] :
where ω is the angular frequency of the incident pulse, and c is the speed of light in vacuum. (z, t) is the dielectric function of the plasma and is given by the Drude model:
n 1 is the initial refractive index of the solid, e is the electron charge, m its effective mass, and 0 is the vacuum permittivity. τ is the mean electron collision time, and is assumed to be a constant (e.g. independent of the electronic temperature) in this model. We will see that this approximation is satisfactory up to a certain fluence, above which the plasma gets too hot and expands too much during the laser pulse to consider τ as a constant. N (z, t) is the instantaneous conduction electron density at point z. Its varies in time because of the non-linear excitation of the dielectric by the high-intensity incident laser pulse. This in turn results in a time dependence of the dielectric constant (z, t). N (z, t) also depends on z because once some electrons are in the conduction band, they can absorb some energy from the incident field since the collision time τ = 0. The laser field in the dielectric thus becomes inhomogeneous, and so is the excitation density. Before the main laser pulse, the conduction electron density is assumed to be zero: N (z, t = 0) = 0. Its temporal evolution is then given by a rate equation:
where W is the electron excitation rate from the valence band to the conduction band, and N 0 is the bound electron density. We have considered that the excitation is both due to multiphoton absorption and electronic avalanche [21, 22] , with W given by :
n is the minimum number of photons required to cross the band gap and σ n is the corresponding cross section. A band gap of about 10 eV for quartz and a photon energy of 1.57 eV leads to n = 6. Using a tunneling excitation law instead of a multiphotonic mechanism gives very close results [28] . The technique used to solve the coupled system of equations (1) and (3) is described in the appendix. Figure 9 shows the instantaneous conduction electron density N (z, t) in the target, obtained with this model, as a function of z, for various instants in the rising edge of a 50 J/cm 2 pulse. The laser pulse duration is 60 f s, but these profiles vary very little with the pulse duration within this model. At early times, the absorption of the laser beam is weak and therefore the target is homogeneously excited on a micron length scale. As intensity increases, the excitation of the target gets higher. This implies that the laser pulse gets attenuated as it penetrates in the target, which leads to an inhomogeneous excitation. When the critical density is overcome, this inhomogeneity gets even stronger, since the laser field does not penetrate further than the skin depth. As can be seen on Fig.9 , at the end of the pulse, the excitation density near the surface varies by two orders of magnitude over a distance of about 200 nm only, i.e. smaller than the wavelength of the incident radiation. This is why the WKB approximation or the Fresnel equation can not be used to calculate the field propagation in the target and the reflection coefficient: to evaluate these quantities properly, the Helmholtz equation has to be solved [19] .
Figures 2 and 3 compare the measured fluence dependences of the peak and overall reflectivities with the ones calculated with this model, for a 60 f s laser pulse. Fig.4 shows the same comparison for the overall reflectivity of a 4 ps pulse. The set of parameters used for these cal- (table I) is the same as the one deduced from optical breakdown threshold measurements in silica [21, 22] . The mean electron collision time τ is in reasonable agreement with the hot electron-acoustic phonon collision times in wide band-gap dielectrics [29, 30] . It also has the typical order of magnitude of electron-ion collision times in near-solid-density plasmas at electronic temperatures between 10 and 100 eV (ref ?? ). An electron density of 5 10 23 cm −3 approximately corresponds to what would be obtained by ionizing all the electrons except the 1s and 2s of Si and the 1s of O. Given the ionization potentials of these states (>500 eV), this is a realistic value for N 0 . The electron effective mass had little influence on the results of the simulations, and was taken to be the free electron mass. Check ??
B. The hydrodynamic model
In order to describe the PM response in the high intensity regime or for longer interaction times, we need a hydrodynamic simulation, which describes the plasma expansion, and accounts for multionized atomic states and collisional processes in the high temperature plasma. We use FILM, a standard one-dimensional Lagrangien fluid code [20, 31] . This code solves fluid equations associated with conservation of energy, momentum and mass. To close the system of hydrodynamic equations, an equation of state derived from the SESAME library [32] is used. This equation of state provides the temperature, pressure, mean ionization (Z) and electron density for each internal energy and mass density. Knowing the temperature and density, the elastic electron-ion collision frequency is deduced from the model of Lee and More [33] , which converges to the Spitzer results for high temperatures [34] . To compute the energy source due to the laser field, the Helmholtz equation is solved as in the simple model previously described, now taking into account the electron-ion collisions to calculate the collision rate.
FILM is not suited to describe the first stage of the excitation, where the mean ionization is low and the target is closer to a solid than to a plasma. We have modified the code to describe this stage and the transition to a plasma. Thus, for Z < 1, we are using a modified equation of state: in this regime, the internal energy is assumed to be equal to the electron density multiplied by the band gap energy plus an effective electron thermal energy. This last contribution is a small fraction of the band gap. To account for multiphoton ionization (not included in FILM), which is the dominant process at low electron density, multiphoton absorption is included as an energy source in the energy equation. The electronphonon collision frequency is used in the Drude equation (2), to calculate the dielectric constant (and therefore the field and the collisional absorption). In order to get a soft transition between the high and low excitation density regimes, the two equations of state are interpolated for 1 < Z < 2 and the electron phonon collision frequency is assumed to be proportional to (1 − Z), for Z < 1. Numerical tests show that the results are insensitive to the details of the interpolation. Fig.10 shows the instantaneous reflectivity at time t obtained from this model, as a function of the total energy that has impinged on the target up to time t, for three pulse durations. Since fluence is the relevant physical parameter for the PM, this x−scale is well-suited to compare the temporal evolutions obtained for a wide range of incident pulse duration. In all cases, a rapid increase of the reflectivity is observed when the critical density is overcome, followed by a plateau. This plateau corresponds to a reflectivity of ≈ 65 % only, because of the high collision rate (1/τ ≈ 10 f s −1 ) in the plasma. This fast increase of the reflectivity and the following plateau imply that the PM acts almost like a high-pass filter with respect to fluence: in a certain fluence range above the triggering threshold, the laser field is reflected with an almost constant reflectivity. The advantages of this feature will appear in the following discussion (part V). The fast increase of the instantaneous reflectivity seen in Fig.10 
In the case of the 60 f s pulse, the reflectivity starts to increase again in the second half of the pulse: this is due to the increase of the electron temperature, which leads to a reduction of the electron-ion collision rate. For ps pulses, this increase is observed to occur at lower fluences: in this case, it is mostly due to the expansion of the plasma during the laser pulse, which leads to a decrease of the plasma density and hence of the electron-ion collision rate.
The population-propagation model described previously gives very similar curves, except for the late increase in reflectivity, which can obviously not be described by this simple model. Figure 8 compares the measured temporal evolution of the reflected beam phase at different fluences with the results obtained with this model. A very good agreement is obtained at all fluences without changing any parameter in the calculation. This model can therefore be used to calculate the phase shift induced by the PM on the reflected beam. As mentioned earlier, its shows that this phase shift originates mostly from the motion of the critical density surface due to the plasma expansion in vacuum. The curves in Fig.8 show that the plasma only starts to expand after a time t e , that not surprisingly decreases with the incident fluence. After time t e , it expands with a constant velocity, that is found to be 3 10 7 cm/s for a fluence of 50 J/cm 2 , in good agreement with previous experiments [35] .
V. DISCUSSION
Our models have been validated by comparison with our experimental data: we can now use them to assess the performances of the PM, and determine its optimal operational fluence as a function of the incident pulse duration.
This optimal fluence is determined by a trade-off between the following constraints: 1-the reflectivity of the PM should be as high as possible at the maximum of the laser pulse; 2-The PM should not distort the beam wavefront too much; 3-For an optimal improvement of the contrast, the PM should trigger only in the rising edge of the main pulse. If the triggering does not occur too early in the rising edge, a steepening of this edge can even be induced by the PM (see Fig.6 ), which can be highly desirable for some experiments.
Given these constraints, the optimal fluence can be chosen with the help of figures 11 and 12, obtained with the models previously described. These figures respectively show the reflectivity R of the PM at the spatial and temporal maximum of the laser pulse, and the phase shift it induces at the end of the laser pulse, as a function of the duration and fluence of the incident pulse. On  Fig.11 , the grey area indicates the range of parameters where the PM does not trigger. This area was arbitrarily defined by the threshold R < 65 %. The exact value chosen for this threshold does not matter because the reflectivity varies very strongly with the fluence when R 65 %. The triggering fluence threshold is almost independent of the pulse duration, as observed experimentally. The grey area on the phase map (Fig.12) corresponds to an induced phase shift higher than 1 rad (≈ λ/6), i.e. to a significant distortion of the beam wavefront (since this phase shift goes to 0 on the edges of the beam).
Several regimes can be distinguished on the reflectivity map. For pulses shorter than ≈ 600 f s and fluences between the triggering threshold and ≈ 300 to 500 J/cm 2 (depending on the pulse duration), the reflectivity is remarkably insensitive to the fluence, and is ≈ 70 %. This weak dependence is due to the fact that in this range 1-the plasma is extremely overdense whatever the fluence, 2-the collision rate hardly varies with temperature (ref ?) and hence with fluence, and 3-the pulse is short enough to neglect the plasma expansion (see Fig.12 ). In this regime, the PM is very robust against shot-to-shot fluctuations and spatial inhomogeneities of the fluence, at the expense of an energy loss of ≈ 30 % at the peak of the pulse. In the same duration range, higher efficiencies of ≈ 85 % can be obtained by using higher incident fluences, at the expense of robustness: the PM then enters a new regime, where the reflectivity again increases with the fluence, because of the heating of the plasma and the resulting decrease of the collision rate. Fig.12 shows that in this short pulse duration range, the PM hardly induces any distorsion of the beam wavefront even at the highest fluences considered here, because the plasma does not have time to expand during the main laser pulse.
For pulses longer than ≈ 1 ps, the robust reflectivity regime shrinks. Higher reflectivities can be reached at lower fluences because the plasma expansion has already started at the maximum of the pulse. However, the PM is less robust against fluence variations since the fluence dependence of the reflectivity is stronger. Moreover, the operational fluence range (between the grey area on Fig.11 and the one on Fig.12 ) is of course reduced because of this expansion. For pulses longer than ≈ 5 ps, the PM becomes inadequate since a distortion of the wave front can not be avoided as soon as the PM triggers.
These two maps can be used to design a PM system suited to a particular high-power laser system, provided the initial temporal contrast of the laser is known. This last information is required to ensure that the PM triggers only in the rising edge of the main pulse: the initial contrast determines the maximum main pulse fluence that can be used on the PM. For fluences higher than this limit, the pedestal or pre-pulses will trigger the PM. In this case, the contrast improvement will not be optimal, and a strong distortion of the main beam wavefront might be induced because of the longer time avail- able for the plasma to expand. With typical contrast of 10 6 on a ns time scale and 10 4 on a ps time scale, this maximum fluence will typically be of the order of 100 J/cm 2 (point PM1 on Fig.11 ). As we have seen, an anti-reflection coated PM used at this fluence leads to an improvement of the contrast by a few 10 2 . Depending on the initial contrast, this might not be enough for some high-field experiments, and a second PM might be required to increase the contrast even more [5] . This sec- ond mirror can be used at a higher fluence (point PM2 on Fig.11) , since it is triggered by a pulse with a higher contrast. Such a system with two PMs made of antireflection coated plates can lead to an improvement of the contrast by several 10 4 . These two PMs can be implemented in several ways for an actual high-field experiment.
One possibility is to insert them between the target and the short focal length optics used to focus the beam on the target. Such a set-up is compact, but is not very flexible and can be challenging to implement. The two PM acts in the intermediate field: to avoid severe distortions of the focal spot, one has to be especially careful with the phase and amplitude distortions they might induce. This implies that both PMs should be used in the white area of the phase map, and in the robust regime, where the reflectivity weakly depends on the fluence.
Another possibility is to implement the PMs before the optics that focuses the beam on the target, by inserting them in a long focal length 2f line (like in a spatial filter). The first PM would be located before the focal point of this spatial filter, while the second one would be at the focus. The constraints on the phase and amplitude distortions induced by the second PM are then less severe, since the beam reflected from this mirror will be imaged on the target. Like in our experiment (see part III B), this PM would both act as a temporal and a spatial filter. If the phase distortion induced by this mirror really gets strong, a part of the beam might not be collected by the second optics of the 2f line, which would lead to energy losses.
VI. CONCLUSION
We have carried out a detailed experimental study of a plasma mirror temporal filter, aimed at improving the temporal contrast of high-power ultrashort laser pulses. Besides standard reflectivity measurements, an original method [25] based on the use of chirped laser pulses has allowed us to identify, in a single shot and on a ps time scale, the stages of the construction of a plasma mirror, from the ionization of the target to the plasma expansion in vacuum. This expansion in vacuum has very important practical consequences, since it might lead to distortions of the reflected beam wavefront and prevent a good subsequent focusing. Our diagnostic is thus particularly relevant to determine the upper fluence limit for the plasma mirror to work properly.
We have used our experimental results as an accurate benchmark test to validate numerical models of the plasma mirror. These models can then be used to find the optimal working conditions for the plasma mirror, for f s to ps pulses. An essential result of this theoretical study is that the peak plasma mirror reflectivity is hardly influenced by the incident fluence between a few J/cm 2 and a few hundreds of J/cm 2 , for pulse durations ranging from a few tens to several hundreds of f s. The plasma mirror is thus very robust against shot-to-shot energy fluctuations, and does not accentuate the possible spatial inhomogeneities of the laser beam. The longest pulse duration that can be handled with a plasma mirror was found to be about 5 ps: beyond this duration, severe distortions of the beam wavefront due to the plasma expansion become unavoidable.
Lastly, our measurements have shown that using an anti-reflection coated dielectric as a target makes it possible to increase the temporal contrast by several 10 2 with a single plasma mirror. Using two plasma mirrors in series should lead to temporal contrasts as high as 10 10 -10 11 on a ns time scale, and 10 7 -10 8 on a ps time scale. Such contrasts open the route to a whole range of new ultra-high intensity experiments.
APPENDIX:
In this appendix, we explain how to solve numerically the coupled equations (1) and (3), and we more particularly specify how to deal with the initial conditions on the electric field E(z, t).
When a plane wave impinges (with an incidence angle taken to be 0 for simplicity) on a medium with a dielectric constant (z), a part of the field energy, given by the complex reflection coefficient r, will be reflected back in vacuum (z < 0), and thus produce standing waves on the vacuum side by interference with the incident beam. The continuity of the electric field and its z-derivative at the vacuum-target boundary leads to :
E 0 is the amplitude of the incoming electric field, and k 0 = ω/c. For a strongly-inhomogeneous medium such as the plasma mirror (see Fig. 9 ), the reflection coefficient r can not be simply obtained from the Fresnel equations, and is therefore unknown. As a result, E(z = 0 + ) and dE/dz(z = 0 + ) cannot be calculated from Eqs.(A.1), and we have no initial condition to solve the Helmholtz equation (1) in the z > 0 area.
A solution to this problem consists in solving the Helmholtz equation backward, i.e. from a region far inside the target, where the refractive index is constant in space, to the target surface. We then need an initial condition at a point z = L in this region. Since the medium is almost homogeneous around this point, we know that the electric field is a plane wave propagating in the positive direction of the z-axis. Only the magnitude A of this wave is unknown. We define ψ(z, t) by E(z, t) = Aψ(z, t) and | ψ(z = L) |= 1 . The initial conditions on ψ(z) at z = L will thus be: The actual electric field E(z, t) can then be deduced from ψ(z, t) and the known amplitude of the incident electric field at the surface, using:
The electric field is now completely determined at time t. We use its value to calculate the ionization rate W , and the excitation density N (z) at time t + dt. Knowing N (z, t + dt) we calculate the dielectric function using Eq.(2). (z, t + dt) can then be used in the Helmholtz equation (1) , to determine electric field at time t + dt.
