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The quantum Hall (QH) insulator is a two-dimensional (2D) topological state of matter
characterized by its chiral conducting edge channels and insulating bulk. It forms when
an external magnetic field is applied perpendicular to the plane of a 2D electron system
(2DES), thus localizing electrons in the bulk in classical cyclotron orbits and confining
electrons at the edge to one dimension. At the low temperatures of a few kelvin at which
the QH insulator forms, electrons condense into an incompressible liquid, which is why
this material is also called the QH liquid. This state was discovered with the discovery
of the integer QH effect, in which it was found that plateaus form in the 2DES’s Hall
resistance due to the formation of the QH state when the Landau level filling factor
takes on integer values and the 2DES becomes incompressible. Transport experiments,
aided by breakthroughs in theory, continued to uncover a host of phenomena in the QH
insulator including numerous different phases of spin and charge ordering [1, 2], quasi-
particles having charge equal to a fraction of the electron charge [3, 4], and topological
spin textures called skyrmions [5].
Most experimental investigation around the QH insulator has been conducted by
probing its macroscopic properties with measurements of charge transport. However,
transport, which is generally confined to flow at the edge of the QH system, is very
limited in the amount of information it can deliver about the material’s bulk inner region.
Experiments which can probe the bulk interior region of the QH insulator, for example,
by optical detection (photoluminescence, absorption, Kerr rotation, cyclotron emission,
etc.) or scanning gates, have the benefit of providing direct measurements of electronic
properties like spin polarization [6–8], effective temperature [9], and density of states [10].
Even greater benefits are afforded to experiments which probe the bulk microscopically,
because this provides detailed local information with the power to confirm or disconfirm
many of the microscopic theories built up around phenomena observed in transport.
When properties of the QH insulator are then mapped in real space, a concrete picture
emerges which can also unlock completely new and unanticipated phenomena. However,
such experiments which diverge from conventional transport methods require additional
effort because the experimental apparatuses called for are difficult to develop and operate
at low temperatures. As it is, experiments that directly probe the bulk QH liquid
contribute to a minority of the QH literature, and experiments which spatially image
the bulk are a minority among that minority. The following research demonstrates the
utility of microscopy to generate knowledge about the QH physics, specifically as related
to spin phase transitions.
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Abstract
We used spin-sensitive scanning photoluminescence (PL) microscopy to study a nonequi-
librium-regime spin phase transition of a fractional QH state and the correlated behavior
of skyrmions in the integer QH state. This microscopy was sensitive to the spin polariza-
tion of both electrons and nuclei in a GaAs quantum well, which allowed us to capture
images of these two types of polarization in real space. We performed the microscopy
experiments at temperatures as low as 40 mK, giving us access to the extreme quantum
limit at which many-body interactions dominate the physics.
The spin phase transition investigated first occurs between electron spin-polarized
and spin-unpolarized phases when the lowest spin-resolved Landau level is 2/3 occupied.
Exciting the system out of equilibrium with a source-drain current near this phase
transition caused stripe-shaped domains to form discretely and caused nuclear spins to
be dynamically polarized [11]. We identified the backscattering caused by the stripes as
the origin of a huge peak in the longitudinal resistance which has puzzled researchers
in the field for decades [12]. In order to capture images of nuclear polarization in this
experiment, we introduced a high-resolution, high-sensitivity imaging method sensitive
to the nuclear spin polarization by combining PL spectroscopy with a magnetic resonance
technique similar to what is used in medical MRI. From this we came to understand
that nuclear spins are dynamically polarized through flip-flop scattering with electrons
crossing the stripe boundaries as they participate in the current.
We also found that the stripe domains spatially propagate in the direction of the
current with an astoundingly slow velocity of a few tens of nanometers per second [13].
We imaged the motion of the stripes in real space and time, and found that the velocity
had a strong dependence on the current density and Landau level filling factor. Further,
when we resonantly depolarized nuclear spins, the propagation velocity increased; thus,
we found that in this phenomenon nonequilibrium nuclear polarization acts back on the
QH liquid through hyperfine interaction.
We also conducted detailed measurements of electron spin polarization and nuclear
spin relaxation time to study the critical conditions at which QH skyrmions form while
visualizing their long-range behavior. We observed the 2DES discontinuously transition
to a skyrmion-rich phase as the chemical potential was raised through the first integer QH
state. This demonstrates that in the extreme quantum limit, isolated skyrmions cannot
be created out of the ferromagnet of this QH state. Rather, an ensemble of correlated
skyrmions is the lowest-energy stable excitation. The formation of the skyrmions has a
hysteresis associated with it and is accompanied by the formation of long-range ordered
iii
domains which we imaged in real space. This work illuminates a hitherto unexamined
many-body effect of magnetic skyrmions.
Figure 1: (a) 38×68-µm2 spatial image showing PL intensity of the trion singlet peak
(“PL intensity”), at filling factor 0.660 with a source-drain current of 120 nA, magnetic
field of 6.8 T and temperature of 60 mK. (b) 33 × 40-µm2 PL intensity spatial image
at filling factor ∼1 with a source-drain current of 10 nA, magnetic field of 8 T and
temperature of 45 mK.
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A electromagnetic vector potential V·s/m
A rate of spontaneous emission
Ahf hyperfine coupling constant J
a area m2
aB Bohr radius 5.292× 10−11 m
B magnetic field T
B magnetic field vector T
B rate of stimulated emission and absorption
Bcrit critical magnetic field T
BN effective nuclear magnetic field
i.e. Overhauser field T
B⊥ component of B perpendicular to the 2DES T
C capacitance per unit area F/m2
C rate of dynamic nuclear polarization
C0 capacitance per unit area at 0.1 T F/m2
D density of states m−2·J−1
d distance m
E energy J
Eb exciton binding energy J
EC Coulomb energy J
EF Fermi energy J
Eg semiconductor band gap energy J
Egap energy gap corresponding to region II J
Es spin splitting energy J
vii
viii
Eskyrmion skyrmion excitation energy J
Equasiparticle spin-flip quasiparticle excitation energy J
EZ Zeeman energy J
e elementary charge 1.602× 10−19 C
g∗ effective electron g-factor
H Hamiltonian
Hn Hermite polynomial function
Hhf hyperfine Hamiltonian
h Plank constant 6.626× 10−34 J·s
ℏ reduced Plank constant 1.055× 10−34 J·s/rad
I nuclear spin angular momentum
quantum number
I nuclear spin angular momentum vector J·s/rad
IAC alternating source-drain current A
IDC direct source-drain current A
Iz (Sz) z component of the nuclear (electron) J·s/rad
spin angular momentum vector
I−, I+ nuclear spin ladder operators
J magnetic coupling constant
j total angular momentum
quantum number
k wave vector m−1
kB Boltzmann constant 1.381× 10−23 J/K
L length m
l orbital angular momentum
quantum number
ℓ magnetic length m
m∗ effective mass kg
m0 free electron rest mass 9.109× 10−31 kg
mI projected nuclear spin angular momentum
quantum number
mj projected total angular momentum
quantum number
ix
N total number of electrons, nuclei
NA numerical aperture
Ne number of electrons
N↑ (N↓) number of up (down) spins
Nφ number of magnetic flux quanta
ne 2D electron density m−2
ne0 2D electron density at
zero back gate voltage m−2
nt 2D trion density m−2
P electron spin polarization
P probability of absorbing
or emitting a photon
PDNP non-equilibrium nuclear polarization
PN nuclear spin polarization
PN,equil. thermal equilibrium nuclear
spin polarization
PRF RF power W
Px x position m
Py y position m
p canonical momentum operator
pi ith nuclear spin state probability
Q charge C
RH transverse resistance, i.e. Hall resistance Ω
Rxx longitudinal resistance Ω
Rxy, RH transverse resistance, Hall resistance Ω
S (A) number of spin flips contained in a
skyrmion (antiskyrmion)
S electron spin angular momentum vector J·s/rad
S−, S+ electron spin ladder operators
s electron spin angular momentum
quantum number
T temperature K
T1 longitudinal nuclear spin relaxation time s
xV energy amplitude of RF potential J
Vg back gate voltage V
VH Hall voltage V
W width m
Z partition function
↑, ↓ spin part of the electron wave function
γ nuclear gyromagnetic ratio rad/s·T
∆N nuclear Zeeman splitting energy J
∆V potential difference between adjacent stripes V
∆µcrit change in µcrit upon tilting the 2DES
ϵ0 permittivity of free space 8.854× 10−12 s4·A2/m3·kg
ϵr relative permittivity
ε efficiency of flip-flop scattering
ηn single-particle 2D wave function
θ angle by which B is off-normal to the 2DES ◦
λ wavelength m
λS skyrmion radius m
µ unitless chemical potential
µ0 permeability of free space 1.257× 10−6 Wb/A·m
µB Bohr magneton 9.274× 10−24 J/T
µcrit critical µ of the phase transition
µe 2D electron mobility m2/V·s
µe electron magnetic dipole moment J/T
µN nuclear magnetic dipole moment J/T
ν LL filling factor
νCF CF filling factor
ξH Hall electric field V/m
υdomain velocity of
stripe domain propagation m/s
υforward velocity of
forwardscattering electrons m/s
Φ many-body spatial wave function
xi
φ0 magnetic flux quantum Wb
Ψ electron spatial wave function
ωc electron cyclotron frequency rad/s
ωL Larmor frequency rad/s
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1.1 Integer Quantum Hall Effect
The integer quantum Hall (QH) effect (Nobel Prize 1985) was discovered by K. von
Klitzing et al. in 1980 as a result of research that he performed at the Grenoble High
Magnetic Field Laboratory on the two-dimensional electron gas within the inversion
layer of silicon metal-oxide-semiconductor field-effect transistors [14]. It was found that
as the occupation of Landau levels in a two-dimensional (2D) electron system (2DES)
is changed, plateaus form in the 2DES’s transverse conductance which are quantized in
integer steps of e2/h to within an accuracy of 0.0000001 in the quantizing integer. Here
e is the electron charge, and h is the Plank constant.
Whereas the density of states (DOS) of a 2DES is constant in the absence of a
magnetic field, applying a field perpendicular to the plane of the 2DES causes the DOS
to break into discrete energy levels, called Landau levels (LLs), due to the quantization
of the electrons’ cyclotron energy. Macroscopically, the LLs are broadened in energy by
disorder-induced variability in the background potential of the 2DES. The number of
occupied LLs is defined as the filling factor and is notated as ν. From the 2DES’s areal
density of states, the filling factor is calculated to be ν = hne/eB, where ne is the 2D
electron density, and B is the magnetic field perpendicular to the 2DES.
At temperatures below a few kelvin, when the Fermi energy lies in the gap between
LLs ν takes on an integer value, and the longitudinal resistance through the 2DES,
notated as Rxx, drops to zero. Moving the Fermi level through the DOS by changing
B causes Rxx to rise and fall periodically in what is known as the Shubnikov–de Haas
effect. The disappearance of Rxx at integer ν is a consequence of the gaplessness and
chirality of the QH edge state combined with the incompressibility of the 2DES bulk
1
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region. The QH edge state is formed out of electrons confined by the magnetic field to a
one-dimensional channel at the boundary of the 2DES. This edge state is gapless because
it exists on the steep confining potential that defines the system’s boundaries; it absorbs
perturbations to its energy via a spatial translation that corresponds to an upward or
downward adjustment in potential energy. Thus, the QH edge channel is robust against
excitations. The magnetic field also ensures that electrons flow unidirectionally through
the edge channel. This means that the only route by which electrons might backscatter
is by traveling through the bulk region to enter the back-propagating edge channel on the
other side of the sample. This route for charge transport, however, is impossible because
the extended states connecting opposite sides of the system are completely occupied, and
the only unoccupied states are localized around potential fluctuations inside the bulk.
This situation describes the ”mobility gap” which makes the QH state an incompressible
liquid.
The plateaus in transverse conductance occur at integer ν and are quantized with
the same values regardless of the geometry or material in which the 2DES is fabricated.
The values of the plateaus can be determined with such accuracy that they have been
used for a standard definition of the ohm: h/e2 = 25812.807557Ω [15]. Further, com-
bined with the Josephson constant, the von Klitzing constant (h/e2) will be used to
redefine the kilogram and ampere in terms of exact numerical values of e and h when
the International System of Units is revised [16].
Figure 1.1: Right: The transverse resistance Rxy and longitudinal resistance Rxx in a
2DES in a GaAs/AlGaAs heterostructure Hall bar device (left) measured as a function
of magnetic field [17].
The origin of the values of the conductance plateaus was derived by R. Laughlin in
1981 based on the 2DES’s incompressiblity and the gauge invariance of its Hamiltonian
Background 3
[18]. It was then shown by D. Thouless et al. that the reason the quantized conductance
values are unaffected by disorder and sample imperfections is because the quantizing
integer is linked to a topological invariant called the Chern number [19]. This is the
mathematical connection to topology which formally gives the quantum Hall state its
status as a topological state of matter.
1.2 Fractional Quantum Hall Effect
Subsequent to the discovery of the integer QH effect, it was discovered by D. Tsui et
al. that in sufficiently high-mobility samples, plateaus in the Hall resistance RH , which
is the inverse of transverse conductance, also form at fractional values of ν [20]. Their
observation of a plateau at ν = 1/3 was followed by observations of many more plateaus
at lower temperatures in higher mobility samples at a slew of other odd-denominator
fractions, all occurring at values of RH = 1ν he2 as in the case of the integer QH effect
[21]. Also as in the integer case, the plateaus in RH are accompanied by minima in Rxx.
Figure 1.2: The transverse and longitudinal resistances measured in a 2DES in a
GaAs/AlGaAs heterostructure Hall bar device as a function of magnetic field [21].
In analog to the integer QH case, a gap in the DOS is required to account for the
fractional QH effect. The fractional QH states typically require lower temperatures to
form than the integer QH states, which is the first indication that the relatively low-
energy Coulomb interactions are responsible for opening up additional gaps in the DOS
within the LLs. Further, at high magnetic fields when the cyclotron and Zeeman degrees
of freedom are frozen out, Coulomb interactions provide one of the only remaining
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relevant energy scales. Laughlin formulated wave functions for QH states of ν = 1/q,
for odd q, that took into account repulsive correlations between electrons [3]. It was
confirmed by numerical calculations that the Laughlin wave function does produce an
incompressible state, which confirms the role of Coulomb interactions in the fraction QH
effect [22]. Laughlin also predicted that the fraction QH states would have fractionally
charged excitations, which was subsequently verified experimentally [4, 23, 24]. However,
the Laughlin wave functions do not address the majority of the fractional QH states, so
other theories had to be developed to account for the remaining fractions such as 2/5
and others.
Figure 1.3: Electrons in an external magnetic field (blue) “capture” magnetic flux to
become composite fermions (red) in an effective magnetic field.
The most comprehensive and successful theory of the fractional QH effect so far
has been the Composite Fermion Theory developed by J. Jain [25, 26]. This theory
postulates the existence of composite fermions (CFs) that form when an even number of
magnetic flux quanta combine with an electron. Conceptually the CFs do not interact
with the flux that is attached to them; but the unattached flux affects the CFs as it would
normal electrons. The result is that a portion of the external magnetic field is effectively
negated. The remaining field felt by CFs gives a CF filling factor which takes on integer
values when the electron filling factor is equal to odd-denominator fractions. Following
from the details of the CF wave functions, CF-CF Coulomb interactions are much weaker
than electron-electron Coulomb interactions. Thus, the Composite Fermion Theory
succeeds in describing a fractional QH state of strongly interacting electrons in terms of
an integer QH state of weakly interacting CFs. The conversion between ν and the CF
filling factor νCF is ν = νCF2pνCF±1 , where p is an integer. Importantly, the CF Theory
reproduces the Laughlin wave functions in addition to providing wave functions for all
the other observed odd-denominator fractional QH states, and its numerical predictions
of energy gaps agree well with experiment [27–30]. However, even-denominator QH
states have been observed experimentally, beginning with ν = 5/2, in exceptionally




Due to the Zeeman effect, each LL is split into spin-up and spin-down levels that are
separated by Zeeman energy EZ = µB|g∗|B, where µB is the Bohr magneton and g∗
is the effective electron g-factor. With Zeeman splitting taken into account, the filling
factor ν counts the number of spin-resolved LLs that are filled. At high magnetic field
and low enough temperature, we might expect that the spin degree of freedom would
become frozen out, so that with increasing Fermi energy each LL would be filled by first
filling its lower Zeeman level followed by its upper Zeeman level. This is not the case,
though, when many-body Coulomb interactions are of an energy scale comparable to EZ .
Many-body Coulomb interactions can create QH states in which there is an equilibrium
of two partially filled Zeeman levels, and this equilibrium appears to be maintained even
in the limit of zero temperature. The most studied example of this is the ν = 2/3
fractional QH state in 2DESs made in gallium arsenide (GaAs) quantum wells (QWs),
which can exist in a spin-unpolarized phase or a spin-polarized phase depending on a
variety of conditions [32, 33]. This is possible because of GaAs’s uniquely small effective
g-factor, which is −0.44 in the bulk and shrinks to zero with decreasing QW width [34].
As a result, many-body Coulomb interactions can compete with the relatively small
Zeeman splitting in GaAs to create many fractional QH states that are less polarized
than would be naively expected.
Early evidence of this came from experiments which tilted the GaAs QW with
respect to the external magnetic field while keeping the component of the field perpen-
dicular to the 2DES constant. This was done in order to increase the Zeeman splitting
energy, which depends on the total field strength, while leaving the orbital dynamics,
which depend on the perpendicular field, unchanged [35]. In these experiments it was
possible to study the same fractional QH state over a range of ratios of EZ/EC , where
EC = e
2/(4piϵ0ϵrℓ) is the Coulomb energy, which only depends on the perpendicular
field component. ϵ0 is the vacuum permittivity; ϵr is the relative permittivity; and
ℓ =
√
ℏ/eB is the magnetic length, which is the classical cyclotron orbit radius of an
electron occupying the lowest LL; ℏ is the reduced Plank constant. Experimenters mea-
suring Rxx as a function of magnetic field and tilt angle observed that the characteristic
Rxx minima of certain fractional QH states were overlaid with peaks that appeared at
certain tilt angles [36]. Measurements of the activation energy gap of these QH states
found that the gap realizes a minimum when the peaks in Rxx occur, which indicates
that the QH states are undergoing a phase transition in which the bulk 2DES becomes
compressible and no longer prevents backscattering [37]. Direct measurements of the
macroscopic electron spin polarization by photoluminescence spectroscopy confirmed
that the phase transitions are discrete transitions from less polarized spin phases at
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lower EZ/EC to maximally polarized spin phases at sufficiently high EZ/EC [Fig.1.4]
[6].
Figure 1.4: Electron spin polarization measured as a function of magnetic field at
eight different filling factors while the electron density was adjusted using a top gate
[6].
Some fractional QH states undergo multiple spin phase transitions, while others
only transition once, and still others have no transitions. Another achievement of the CF
Theory is its ability to capture the pattern which describes the number of spin phases
that each QH state (excluding even-denominator fractional states) has and the degree
of polarization of those phases. The pattern emerges from the CF Theory’s formulation
of “Lambda levels”, which are the CF analogy of electronic LLs. Lambda levels are
separated by the “CF cyclotron energy”, which is proportional to EC . The Lambda
levels also experience a spin splitting equal to EZ . Whenever an odd-denominator
fractional QH state occurs, an integer number of spin-resolved Lambda levels are filled.
If EZ is smaller than the CF cyclotron energy, the fractional QH state in question will
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exist in a spin phase that is less polarized than its maximum possible polarization. The
spin phase transitions then can be understood as resulting from a crossing of spin-up
and spin-down Lambda levels. The number of spin phases that an odd-denominator
fractional QH state can manifest is then equal to the number of spin-resolved Lambda
levels it occupies, which is given by νCF and is equal to the numerator of ν. The
polarization of each phase is simply calculated by counting the number of occupied
spin-up and spin-down Lambda levels.
Figure 1.5: Composite fermions of filling factor νCF = 4 in spin-split Lambda levels
(Λ levels). In each figure, spin-up levels in the left column are separated from spin-down
levels in the right column by the Zeeman energy.
This is also consistent with the fact that a spin phase transition can be induced
by changing the magnetic field strength, without any need to tilt the sample [33]. In
devices equipped with a gate, the 2D electron density can be adjusted so as to hold the
filling factor fixed while changing the magnetic field. Observing in this way the ν = 2/3
fractional QH state, for example, will reveal that there is a critical magnetic field Bcrit
at which the spin phase transition occurs. This is the field at which EZ ∝ B becomes
equal to the CF cyclotron energy, which grows proportionally to EC ∝
√
B.
1.4 ν = 2/3 Spin Phase Transition
The ν = 2/3 spin phase transition is the most well-studied spin phase transition because
among the fractional QH states exhibiting such phase transitions, the ν = 2/3 state is
one of the most stable. It was discovered early on that the Rxx peak at this transition
exhibits hysteresis as a function of electron density and magnetic field, and that it also
equilibriates in time in slow discrete steps which are reminiscent of the Barkhausen
effect in bulk ferromagnetic materials [Fig. 1.6] [38]. These two phenomena indicate
that the transition is first-order and is accompanied by the formation of spin phase
domains. It was calculated that the domain walls should have a width of about 4
magnetic lengths and will possess a higher energy than either of the spin phases due to
exchange interactions inside the domain walls; the hysteresis can be explained by the
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extra activation energy needed to create the domain walls [39]. The domains have now
been experimentally observed in real space by photoluminescence microscopy capable of
detecting electron spin polarization [Fig. 1.7] [8]. This experiment captured images of
the spin-polarized phase and spin-unpolarized phase domains coexisting in the 2DES,
and it reproduced the observed domain patterns using an Ising model; results from this
model showed that significant exchange interaction within these phases is responsible
for the shape of the domains.
Figure 1.6: Source-drain resistance measured as a function of perpendicular mag-
netic field and as a function of time during a period when the sweep of the field was
interrupted. Arrows mark times at which abrupt jumps in resistance occurred. Inset:
Long-time-scale behavior of the resistance [38].
Figure 1.7: Photoluminescence intensity of the trion singlet state in a GaAs quantum
well mapped in real space at the condition of the ν = 2/3 spin phase transition [8].
Blue and red regions correspond to the spin-polarized and spin-unpolarized phases
respectively.
The spin phase transition at ν = 2/3 has also been identified as a condition at
which nuclear spins can become dynamically polarized. It was found that the phase
transition peak in Rxx grows by over an order of magnitude on the time scale of an
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hour when a sufficient current is injected into the 2DES, and that the amplitude of this
enhanced peak is resonantly sensitive to the nuclear spins, typically decreasing as nuclei
are resonantly depolarized by a radio-frequency (RF) magnetic field [Fig. 1.8] [12, 40].
The phenomena surrounding the enhancement of backscattering and the polarization of
nuclear spins in response to an excitation current are a major subject of this thesis. Prior
to our research, the mechanisms causing the Rxx enhancement and nuclear polarization
was only speculatively discussed in the QH literature because no experiments had yet
been performed that were able to probe the mechanisms in detail.
Figure 1.8: Longitudinal resistance measured as a function of magnetic field with both
fast and slow sweeps of the field. Inset: Longitudinal resistance in time at ν = 2/3
measured in two samples of different width [12].
1.5 Skyrmions
Many-body Coulomb interactions also have a significant impact on the physics of the
integer QH states in GaAs 2DESs. Spin phenomena occurring in the first integer QH
state are intricately tied to these many-body interactions and are another major focus
of this thesis. Close to ν = 1, spin textures called skyrmions and antiskyrmions were
predicted to occur as quasiparticle excitations of the QH ferromagnet [5]. In the sim-
plest picture of the first integer QH state, not taking into account interactions between
electrons, the smallest deviation away from ν = 1 only requires the addition of one
spin-flipped electron to the upper Zeeman level, or alternatively the creation of one hole
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in the fully occupied lower Zeeman level, where this hole has an effectively negative
spin. However, when the exchange interaction between electrons is taken into consid-
eration, single-particle spin-flip excitations of the QH ferromagnet are not stable. The
exchange energy cost of the spin flip can be reduced if the electron spins in the plane
surrounding the flipped spin reorient to become aligned in almost the same direction
as it. The spin vector transitions radially symmetrically from pointing down (being
flipped) at the center to pointing up in alignment with the QH ferromagnet far away
from the center. The resulting spin texture is called a skyrmion in the case of ν > 1
when an electron occupies the center, and an antiskyrmion in the case of ν < 1 when
a hole is at the center. Unless otherwise stated, the following discussion applies equally
to skyrmions and antiskyrmions. The greatest reduction in exchange energy is achieved
when the change in spin orientation occurs gradually in space; however, this requires
that more electrons flip their spins to enable the skyrmion to become larger. With in-
creased skyrmion size, though, the Zeeman energy cost increases. There is thus a stable
diameter of the skyrmion that minimizes the total of the Zeeman and exchange energies,
and this diameter depends on the g-factor and magnetic field.
Figure 1.9: The configuration of spins in a Néel skyrmion, also called a hedgehog
skyrmion. Credit: V. L. Zhang et al. [41].
Evidence for the existence of skyrmions in GaAs 2DESs was found by measuring
electron spin polarization in the vicinity of ν = 1 [7, 42–48]. The formation of skyrmions
requires more spin flips than the formation of single-particle spin-flip excitations. Thus,
the ferromagnetic state at ν = 1 is destroyed and depolarized more rapidly in the case
of skyrmion excitations. Experiments measuring electron polarization found it to decay
as a function of ν on either side of ν = 1 at a rate which indicated that the number of
spin flips accompanying each added electron/hole exceeded one [Fig. 1.10].
Additional strong evidence of skyrmions in GaAs 2DESs comes from measurements
of the longitudinal nuclear spin relaxation time T1 [49–53]. The in-plane component of
the spins in skyrmions have a U(1) degree of freedom in the plane of the 2DES. This
allows skyrmions to support a gapless spin wave mode, which is one of the Goldstone
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Figure 1.10: The Knight shift of the nuclear spin resonance frequency, which scales
with electron spin polarization, measured in a device of multiple GaAs quantum wells
as a function of the filling factor [48]. Solid line: The Knight shift expected theoretically
when assuming that only single particle spin-flip excitations are allowed.
modes that is created when the SO(2) symmetry of the ferromagnetic state is broken [54].
The gapless spin wave mode interacts with the nuclear spin lattice by hyperfine coupling
to rapidly restore any nonequilibrium nuclear polarization to thermal equilibrium with
the 2DES. This results in uniquely short values of T1 in the presence of skyrmions of
sufficient density. Spin waves in the QH ferromagnet, however, are not gapless because
even in the long-wavelength limit there is a Zeeman energy cost to deviations in spin
alignment. Therefore, in the presence of a ferromagnetic 2DES T1 is expected to be much
longer than in the presence of skyrmions. Measurements of T1 found it to decrease by
∼ 2 orders of magnitude as ν was moved away from 1 [Fig. 1.11] [49].
Figure 1.11: The reciprocal of the longitudinal nuclear spin relaxation time measured
in a GaAs quantum well device as a function of filling factor. Inset: The longitudinal




2.1.1 In Zero Magnetic Field
The Hamiltonian for an electron confined to move in two dimensions is just the kinetic





where m∗ is the effective electron mass. Forgoing the derivation here, the obtained





2.1.2 In Non-zero Magnetic Field
If a magnetic field is applied perpendicular to the plane of confinement, the canonical






where p is the electron’s canonical momentum andA is the electromagnetic vector poten-
tial. This Hamiltonian ignores Coulomb interactions between electrons. For a derivation
of the energies and wave functions of this Hamiltonian, see Composite Fermions by J.
K. Jain [26]. The magnetic field quantizes the energy of the electron into discrete levels,
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Figure 2.1: The density of states of a 2DES in the absence of (red line) and in the
presence of (blue lines) an external magnetic field B applied perpendicular to the plane
of confinement.







ℏωc, n = 0, 1, ... (2.4)
where n is the energy level index, and ωc = eB/m∗ is the electron cyclotron frequency.
The form of the wave functions depends on the choice of gauge. In the Landau gauge

















up to a normalization constant. Here, kx is the quantized wave vector in the x direction
and Hn is the Hermite polynomial function. These wave functions are energetically
degenerate in kx. To visualize these wave functions, lines of their maximum amplitude
are plotted in space in Fig. 2.2 with each line corresponding to a different value of
kx. For all LLs n, the wave functions are Gaussian localized to a width of 2ℓ in the y
coordinate and achieve maximum amplitude at the y position kxℓ2.
2.1.3 Landau Level Filling Factor
The number of states per unit area can be calculated using the wave functions expressed
by Eq. 2.5. Imposing a periodic boundary condition in the x direction such that the
wave function meets itself after a length Lx requires that
eikx(x+Lx) = eikxx. (2.6)
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Figure 2.2: Curves tracing the maximum amplitude of wave functions in the Landau
gauge corresponding to Eq. 2.5. Given the periodic boundary condition in the x
direction of period Lx, the separation between wave functions is 2piℓ2/Lx.





with nx indexing each wave function. Then the spatial separation of the wave function
maxima in Fig. 2.2 becomes 2piℓ2/Lx. Now it is possible to count the number of states
in a region extending from y = 0 to y = Ly and from x = 0 to x = Lx, where the
entire width of the 2DES is contained in this region due to the boundary condition. The
number of states in this region is LxLy/2piℓ2. Dividing by the region’s area LxLy gives







Here φ0 ≡ h/e is the magnetic flux quantum. This states that in each LL there exists
one state per flux quantum. This result is independent of the choice of gauge.
It is now possible to define a quantity called the filling factor which expresses the
number of LLs that are occupied for the simple case of no Landau level mixing (i.e. zero
temperature, non-interacting electrons, no disorder), such that all electrons fall into the
lowest available energy states. Following from the areal density of states, the filling
factor is
ν =
number of electrons/unit area








Thus, another interpretation of the filling factor is as the ratio of the number of electrons
to the number of flux quanta. Also, the filling factor is inversely proportional to magnetic
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field; this is because as the field increases, more electrons can fit into each LL.
2.1.4 Disorder
Figure 2.3: Characteristic random background potential and confining potential ex-
perienced by 2D electrons in a Hall bar.
In real systems, ν is not uniform in space because there is a random background
potential which modulates the electron density. In 2DESs in semiconductor heterostruc-
tures, crystal dislocations and remote dopants are the main sources of disorder causing
the potential to fluctuate spatially [55, 56]. The fact that ν varies across space has the
result that the LLs in the macroscopic density of states are broadened. Still ignoring
the role of Coulomb interactions, as the Fermi level moves up through a broadened LL,
the first states that are filled reside in the valleys in the background potential, and the
last states to be filled reside on the potential peaks. There are also states that exist
between these two extremes, which are called “extended states”. A useful analogy for
the occupation of these states is the forming of puddles of water in a landscape. Real-
space microscopic imaging of the local density of states has concretely confirmed this
picture of localized and extended states in the integer quantum Hall regime [10]. Also,
real-space microscopic imaging of spin polarization has confirmed that electrons form
puddles in potential valleys in the fractional quantum Hall regime as well [8].
The states that exist in valleys or on peaks are localized where they are by the
potential gradient and magnetic field. Thus, they cannot participate in electronic trans-
port. The extended states that exist midway between the peaks and valleys are so named
because they extend along equipotential lines connecting electrodes in contact with the
2DES. Thus, the extended states participate in transport. When all of the extended
states of a LL are full, the Fermi energy lies in the “mobility gap” between two LLs,
and in the absence of thermal excitations there are no empty extended states into which
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Figure 2.4: Landau levels broadened into bands by disorder.
scattering can occur. This is the condition under which the longitudinal resistance of
the 2DES Rxx becomes zero.
2.2 Quantum Hall Effects
In the absence of the quantum Hall effect or LL quantization, Rxx and Rxy of a 2DES











Rxx is constant with respect to the magnetic field B, and is determined by the 2D elec-
tron density ne, the mobility µe, and the ratio of length to width of the 2DES L/W . The
transverse resistance Rxy, however, is proportional to B. The transport characteristics
conform to this behavior at magnetic fields that are low enough that the LL spacing
is less that the thermal energy. At sufficiently high magnetic field, Rxx becomes zero
at the minima in the Shubnikov–de Haas oscillations, and Rxy simultaneously realizes
a plateau at quantized values. The values of the Rxy plateaus can be derived from a








However, a more strict derivation of the Rxy quantization is possible using a topolog-
ical invariant called a Chern number, which is an integer corresponding to the sum of
curvature of the parameter space of possible 2D single-particle Hamiltonians [57].
The integer quantum Hall effect is so named because the Rxy plateaus form when
ν is a positive integer. In the case of integer ν, a single stable many-bodied ground state
exists microscopically by virtue of the fact that in the LLs of n = 0 through n = ν − 1
all the single-particle states degenerate in kx in are occupied. Thus, there is only one
unique Slater determinant that can be the many-body wave function. For the case of













where zi is the coordinate of the ith electron. By the convention of this coordinate
system z = x− iy = re−iθ.
However, when ν takes on a fractional value, the combination of occupied and
unoccupied single-particle states creates an astronomical number of degenerate Slater





different ways for the electrons to fill the single-particle states, where N
is the number of electrons. This is why an additional interaction mechanism is needed
in order for the system to achieve a unique many-body ground state for fractional ν.
Coulomb interactions reorganize the energy spectrum of states so that one unique
ground state becomes separated from the other states by an energy gap when ν takes on
certain fractional values. When the cyclotron and spin degrees of freedom are frozen out







|rj − rk| , (2.14)
where ri is the position of the ith electron. An approximate eigenfunction solution to













These many-body wave functions apply to the case of ν = 1/q, q odd. By particle-hole
symmetry, these wave functions may also be extended to the case of a quantum Hall
effect of holes in a LL, in which the fraction of unfilled states to total states in a LL is
1For a derivation, see Composite Fermions [26].
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the filling factor of holes. Thus, the fractional quantum Hall states at ν = n− 1/q, for
integer n, are accounted for. But the fractional quantum Hall states at ν = 2/5 and many
other fractions are not accounted for by this. The Composite Fermion Theory provides
the framework for constructing ground-state many-body wave functions for any odd-
denominator fractional quantum Hall state [25, 26]. The derivation of the quantized
values of the Rxy plateaus in Appendix B is generalizable to any incompressible state
of a 2DES of any value of ν. Thus, a robust theory exists that accounts for the odd-
denominator fractional quantum Hall effect.
2.3 Quantum Hall Skyrmions
In the absence of interactions between electrons, adding an electron to, or subtracting
an electron from the 2DES does not change the spin states of the other electrons. In
this case, it is simple to calculate the spin polarization as a function of the filling factor.
As shown in Sec. 2.1.3, the filling factor is the ratio between the number of electrons










whereN↑ andN↓ are the number of spin-up and spin-down electrons respectively. Taking
Nφ to be constant,
N↑(ν) =
{
Nφν, 0 ≤ ν ≤ 1




0, 0 ≤ ν ≤ 1





1, 0 ≤ ν ≤ 1
2
ν − 1, 1 ≤ ν ≤ 2
. (2.19)
The same P (ν) is obtained if N , instead of Nφ, is taken to be constant.
Now we calculate the spin polarization in the presence of skyrmions and anti-
skyrmions. Let S and A be the number of spin flips contained in a skyrmion and
antiskyrmion respectively. Note that as ν decreases below 1, (A − 1) downward spin
flips will be induced for each hole create in the bottom Zeeman level by subtracting an
electron, where the number of subtracted electrons is Nφ(1−ν). Likewise, as ν increases
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above 1, (S − 1) downward spin flips will be induced along with each electron added to




Nφν −Nφ(1− ν)(A− 1), 0 ≤ ν ≤ 1




Nφ(1− ν)(A− 1), 0 ≤ ν ≤ 1






ν (1−A)− (1− 2A), 0 ≤ ν ≤ 1
2S
ν + (1− 2S), 1 ≤ ν ≤ 2
. (2.22)
Indeed, in the case of A = S = 1, this polarization simplifies to be the polarization
calculated above for non-interacting electrons.
Figure 2.5 contains plots of P (ν) for the non-interacting case and for the case
of A = S = 2. A and S are a measure of the size of the skyrmions/antiskyrmions
because as the skyrmion radius expands, more spins will be incorporated into it and
forced to undergo a partial flip. To conserve angular momentum, one way these spin
flips might occur is through hyperfine coupling with the nuclear spin lattice. The radius












g∗| ln(g∗)|)−1, g∗ ≪ 1, (2.23)
where aB is the Bohr radius. In the limit of zero Zeeman energy (g∗ → 0), the skyrmion
radius goes to infinity because without any energy cost associated with spin flips, ex-
change interaction energy between neighboring spins can be minimized by making the
change in spin orientation infinitesimal across spice. Thus, in the limit of g∗ → 0, it is












Figure 2.5: Electron spin polarization as a function of filling factor for the case of
non-interacting electrons (black line), and the case of skyrmions and antiskyrmions




Electrons can interact magnetically with the atomic nuclei in a semiconductor through
hyperfine coupling [58]. The Hamiltonian for this interaction is
Hhf = AhfS · I = Ahf (S+I− + S−I+) +AhfSzIz, (2.24)
where S and I are the spin angular momenta of the electron and nucleus respectively, and
Ahf is the hyperfine coupling constant [59]. The last term in this expanded Hamiltonian
accounts for the modification of the electron and nuclear Zeeman energies by the so-
called Overhauser and Knight shifts. The first two terms describe the flipping up of the
electron spin in exchange for the flipping down of the nuclear spin, and vice-versa. This
is the process known as “flip-flop scattering”, which conserves angular momentum but
is only possible when additional influences occur to offset the difference in the electron
and nuclear spin-flip energies.
The size of Ahf depends greatly on whether or not the wave function of the electron
penetrates the nucleus. The hyperfine interaction that occurs inside the nucleus is termed
“Fermi contact interaction”, and it is relevant for s-type electrons, such as the electrons
in a GaAs 2DES. For this type of interaction,
Ahf = −2
3
µ0〈µN · µe〉|Ψ(0)|2, (2.25)
where µ0 is the vacuum permeability, µN and µe are the nuclear and electron magnetic
dipole moments, and Ψ(0) is the value of the electron wavefunction at the nucleus. In
GaAs, Ahf is on the order of 100 µeV> 0 [60]. The additional much weaker hyperfine
interaction is dipole interaction, which occurs outside the nucleus. This is the only
hyperfine interaction that is relevant for p-type electrons.
The last term in the hyperfine Hamiltonian can be used to formulate the effective
nuclear magnetic field felt by electrons as a modification of their spin splitting energy











= g∗µBBN . (2.27)
The Overhauser field does not affect the orbital dynamics of electrons.
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2.4.2 Nuclear Polarization
The isotopes of gallium and arsenic making up GaAs are 69Ga, 71Ga and 75As, all of
which have spin I = 3/2; these isotopes occur with natural abundance 60.1%, 39.9%
and 100% respectively [61]. This means that in a magnetic field any of these nuclei
can exist in one of four spin states having different projection of spin in the magnetic
field direction mI = −3/2,−1/2, 1/2 or 3/2. These spin states are separated by nuclear
Zeeman splitting energy
∆N = γℏB, (2.28)
where γ is the gyromagnetic ratio of the nucleus2.











kBT , i = 1...4, (2.29)
where i = 1 corresponds to the lowest energy state (mI = 3/2), T is the temperature
and kB is the Boltzmann constant. From this the equilibrium nuclear spin polarization





2p2 − 12p3 − 32p4
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This polarization is plotted as a function of temperature for the case of 75As at four
values of magnetic field in Fig. 2.6.
Figure 2.6: The polarization of 75As nuclei in a state of thermal equilibrium PN,equil.
as a function of temperature at four different values of the magnetic field.
2There is a small correction to this energy splitting due to quadrupolar interaction [59].
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If some non-equilibrium nuclear polarization PDNP is generated in the semicon-
ductor by some dynamic process, and the that process is interrupted, the nuclear po-
larization will be allowed to relax back to thermal equilibrium approximately according
to
PN (t) = (PDNP − PN,equil.)e−t/T1 + PN,equil., (2.31)
where T1 is the characteristic longitudinal nuclear spin relaxation time. The factors af-
fecting nuclear spin relaxation in semiconductors are a subject of much current research.
2.4.3 Nuclear Magnetic Resonance
Nuclear polarization can also be manipulated through the application of a transverse
radio-frequency (RF) magnetic field, which causes the spin to precess around the axis of
the RF field [59]. The discussion here will treat the case of a monochromatic RF field
applied at frequency ω equal to the Larmor frequency ωL of the nuclear spin, which
is the frequency that is resonant with ∆N . In this case, the nuclear spin transitions












(ω − ωL)2 + (|V |/ℏ)2 (2.33)
is the Rabi flopping frequency which gives the rate at which the transitions occur [62].
Let this process of stimulated emission and absorption of RF photons be described by
a rate B, and let the rate of spontaneous emission be A; also, let there be an additional
rate C at which nuclear spin flips are excited by a dynamic nuclear polarization process.
For now, if only two spin energy levels, ↑ and ↓, are considered, the rate equation
for the number of spins occupying the top energy level N↓ will be
dN↓
dt
= −N↓A−N↓B +N↑B +N↑C, (2.34)










C + B . (2.35)
Thus, as the amplitude of the RF field is increased to make the stimulated emission
rate B greater, the ratio between the different energy levels will tend to 1, and the
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polarization will tend to 0. Since this is true regardless of the number of energy levels,
it can be seen that the resonant application of a transverse RF magnetic field acts to
reduce the polarization of nuclei.
2.5 Photoluminescence in GaAs Quantum Wells
2.5.1 Electron and Hole Bands
In cubic semiconductors like GaAs, the conduction band is s-type, meaning that it
corresponds to electronic states having no orbital angular momentum, i.e. the orbital
angular momentum quantum number l = 0 [60]. The valence band is p-type, meaning
that it comes from electronic states for which l = 1. Spin-orbit coupling causes the
valence band to split into three different bands called the light hole, heavy hole and
split-off hole bands. The split-off hole band is reduced in energy with respect to the
light and heavy hole bands by the “spin-orbit splitting energy”. This energy reduction
originates from the difference in total angular momentum of these bands; the total
angular momentum quantum number j for light and heavy holes is equal to 3/2; for the
split-off holes, j = 1/2. The difference in the masses of light and heavy holes originates
from their different helicities. That is, the projection of the total angular momentum
onto the wave vector k is different; the quantum number for this projection mj is equal
to ±3/2 for heavy holes, and mj = 1/2 for the light holes. Table 2.1 includes some
values of band structure properties for bulk GaAs.
In a quantum well, the kinetic energy of electrons and holes in the growth direction








, n = 1, 2, ... (2.36)
where m∗ is the effective mass of the electron or hole, W is the width of the quantum
well, and n is the energy quantum number. In the bulk, the light and heavy hole bands
are degenerate at the Γ point. But because the masses of the light and heavy holes
are different, they have different ground state energies E0 in a quantum well, and as a
result the degeneracy of their respective bands at the Γ point is broken [63]. Figure 2.7
illustrates the conduction band and three hole bands around the Γ point in a quantum
well.
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Figure 2.7: Solid lines: Qualitative plots of the conduction (c.), light hole (l.h.), heavy
hole (h.h.), and split-off (s.o.) bands in a cubic semiconductor quantum well around the
Γ point (k = 0). Dotted lines: excitonic energy levels corresponding to the quantum
number β at the Γ point.
conduction band mass mb 0.066m0
heavy hole mass mhh 0.40m0
light hole mass mlh 0.09m0
split-off hole mass mso 0.17m0
band-gap energy (300 K) 1.425 eV
spin-orbit splitting energy 0.34 eV
effective g-factor g∗ -0.44
static relative permittivity ϵr 12.8
Table 2.1: Basic properties of bulk GaAs [64]. m0 = 9.1×10−31 kg is the free electron
rest mass.
2.5.2 Electron and Hole Bound States
Most of what is known about excitons in semiconductors has been learned through
photoluminescence and absorption spectroscopy. In a direct band gap semiconductor
like GaAs, when light with energy exceeding the band gap excites an electron out of the
valence band, a conduction electron and valence band hole are created. This is followed
by a process of thermalization in which the photoexcited electron and hole undergo
impurity and phonon scattering as they relax into an equilibrium Fermi distribution
with the rest of the electrons/holes. The electron relaxes into the Fermi sea in the
conduction band, and the hole relaxes into the sea of holes at the top of the valence
band [60].
The electron and hole are attracted to each other electrostatically; this allows
them to form a hydrogen-like bound state, called an “exciton” or “neutral exciton”,
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before eventually recombining. This recombination is usually radiative, and it gives
off a photon of energy Eg − Eb, the band gap energy of the semiconductor minus the
binding energy of the exciton. The lifetime of the exciton is typically ∼1 ns at room
temperature; but the thermalization time is typically much shorter than this lifetime,
so most electrons and holes recombine after forming a bound state [60].
Due to the high dielectric constant in semiconductors, the Coulomb attraction
between the electron and hole is strongly screened. The resulting exciton has a radius
larger than the lattice constant, which distinguishes it as a “Wannier-Mott exciton” [65].





, β = 1, 2, ... (2.37)





)−1 is the reduced mass
of the electron and hole massesme andmh [65]. Whereas the binding energy of electrons
in a hydrogen atom are on the order of 1 eV, the excitonic binding energies are on the
order of 0.001 to 0.01 eV. For instance, a heavy-hole exciton in bulk GaAs has a ground
state binding energy of 1.2 meV by the above equation.
In a quantum well, the overlap of the electron and hole wave functions is much
greater than in the bulk; as a result, a state of two electrons and one heavy hole, called a
“trion”, has sufficiently large binding energy to be stable and detectable in experiments
[66, 67]. The binding energy of a trion is the energy difference between the exciton
recombination energy and the trion recombination energy, because this is the energy
needed to turn the trion into an exciton by freeing one of the two electrons bound
to the hole [66, 68]. The binding energy of the trion in GaAs is only about 1 meV;
this means that low temperatures (∼10 K) are required to detect the trion mode of
recombination because one of the two electrons can be converted to a free electron by
a small amount of thermal energy [67]. Also, in order for the trion state to be stable
and detectable, the density of electrons in the 2D system must be high enough to create
the sufficient probability that two electrons will bind to the same hole and create trions
with an observable density; however, if the electron density is too high, screening of the
Coulomb potential of the hole and electrons will make it impossible for the trion to form
[69].
Applying a magnetic field perpendicular to the 2DES causes the recombination
energies of the bound states to increase roughly linearly with field due to the increase in
the electron and hole cyclotron energies [71]. In a dilute 2DES (ne ≈ 0.5× 1011 cm−2),
the recombination energy tends to increase superlinearly from 0 T to about 4 T due to
the diamagnetic response of the exciton and trion [Fig. 2.8]; the electron orbitals tend
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Figure 2.8: Left: The σ+ and σ− polarized photoluminescence peak energies corre-
sponding to recombination of the exciton (X), singlet state trion (X−s ) and triplet state
trion (X−t ) as a function of magnetic field applied to a GaAs quantum well. Right: Dia-
gram of the allowed optical transitions in the creation of a trion through the absorption
of a circularly polarized photon [70].
to contract towards the hole to increase the orbital magnetic moment in opposition to
the external magnetic field [70]. For the trion state, however, this diamagnetic shift is
larger than for the exciton state because the spatial extent of the trion is larger than
the exciton by about 2 times at zero field [70, 72].
Figure 2.9: Binding energies as a function of magnetic field of the singlet state trion
(X−s ), the dark triplet trion (X−t2) and the bright triplet trion (X−t1) as measured by the
energy difference between their corresponding PL peaks and the energy of the neutral
exciton PL peak in a 20-nm GaAs quantum well with electron density of 5× 109 cm−2
at a temperature of 20 mK.
The trion can exist in one of two spin states: a singlet state with total electron
spin quantum number s = 0, or a triplet state with s = 1 [70, 73]. (Below ν = 1/3, the
triplet state bifurcates into a “dark” and “bright” triplet having −1 and 0 quanta of total
angular momentum respectively [74–76].) At typical experimental field strengths (< ∼15
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T), the triplet state binding energy is less than the singlet state binding energy because
Pauli exclusion requires triplet state electrons to occupy different spatial orbitals, which
increases their distance from the hole [74]. In the limit of zero field, triplet-state electrons
are separated from the hole, and the triplet trion is not bound; whereas with increasing
field, the electron wave functions become confined to a smaller area, which brings them
closer to the hole and makes the triplet trion bound with increasing strength [74]. Figure
2.9 shows the binding energies of the singlet state trion (X−s ), the dark triplet trion (X−t2)
and the bright triplet trion (X−t1) as measured by the energy difference between their
corresponding PL peaks and the energy of the neutral exciton PL peak. These data
corroborate the discussion above.
2.5.3 Effect of Electric Field
The quantum confined Stark effect has an experimentally relevant impact on the pho-
toluminescence and absorption spectrum of a quantum well. This effect occurs when an
electric field causes electrons and holes to shift to different sides of the quantum well,
causing the electron and hole energies to decrease and increase respectively [77]. This
results in a decrease in the recombination energy and the overlap integral of the electron
and hole, which is seen in the photoluminescence spectrum as a shift in peak energy and
a decrease in intensity with electric field. Figure 2.10 illustrates this phenomenon as it
occurs when the electric field is applied along the growth direction of the quantum well,
which is the case in quantum wells equipped with a gate. [69].
Figure 2.10: Illustration of the quantum confined Stark effect in which electron and
hole wave functions (blue and red) move to opposite sides of a quantum well under the
influence of a perpendicular electric field. The resulting energy gap between electron
and hole ground state energies is reduced relative to the case in which the field is absent.
The recombination energy of electrons and holes is also affected by the electric
field of the confinement potential at the edges of the 2DES. This electric field increases
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in strength continuously with greater proximity to the 2DES boundary. In the presence
of the electric field, the electron and hole within an exciton/trion are pulled away from
each other, which decreases their binding energy. At some position with respect to the
edge, the electric field will be too great, and the exciton/trion will cease to be a stable
bound state.
2.5.4 Photoluminescence for Probing Quantum Hall States
When interpreting the photoluminescence (PL) spectrum of a 2DES, some questions
must be posed about the relative strengths of (1) the hole’s interaction with the sur-
rounding electrons and (2) the interaction of those surrounding electrons with the rest
of the 2DES. Since the electron-electron interactions should be comparable in strength
to the electron-hole interaction, it is not obvious whether or not the many-body interac-
tions within the 2DES would be strong enough to effect the electron-hole bound states
and visibly impact the PL spectrum. Theoretical work showed that in QWs having finite
thickness a “hidden symmetry” which prevents trions from being sensitive to the many-
body properties of the surrounding 2DES is broken; this suggested that trion PL could
be useful in describing the 2DES in the quantum Hall regime in experimental systems
[75, 78].
Experimentally it was found that for ν < 1/3 the singlet state trion PL peak
remains relatively unchanged when measured at fixed magnetic field, and then at ν = 1/3
this peak as well as the triplet state trion peak undergo a dramatic change in intensity
and begin to change in energy with further increase in ν [71, 74]. This is attributed
to a transition of the 2DES at ν = 1/3 out of a strongly localized regime unable to
form quantum Hall (QH) states [74]. Above ν = 1/3, there were many observations of
features emerging in the PL spectrum coinciding with the formation of QH states at
filling factors such as 2/5, 3/5, 2/3 and 1 [74, 79–81].
Sensitivity of the PL spectrum to the QH states can be understood to be due to
a combination of at least two factors. First, because the QH states are incompressible,
the normal mode of electron-electron scattering which is relevant for the triplet trion
recombination is suppressed, but scattering with the background disorder potential is
enhanced because of the weakened screening [74]. This can have the effect of increasing
the triplet trion PL intensity in the presence of a QH state. Secondly, the PL spectrum
can be affected by the change in electron spin polarization that occurs with the formation
of a QH state, the mechanism of which will be described below [8]. The difference in spin
polarization between a QH state and a compressible 2DES could be due to thermally
excited spin flips, which occur in the compressible state but are suppressed by the
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energetically gapped QH state. As a result, QH states typically have greater electron
spin polarization.
The sensitivity of the PL spectrum to the electron spin polarization of the 2DES
follows from the selection rules of electron-hole recombination. The allowed optical
transitions associated with the singlet and triplet trion states are diagrammed in the
bottom of Fig. 2.8. However, the triplet states having secondary spin quantum number
mj = 0 and 1 have a recombination energy greater than or equal to the recombination
energy of the exciton; therefore, these states are unbound [70, 74].
Figure 2.11: Simplified diagram of recombination between an electron and a heavy
hole within the singlet and mj = −1 triplet trion states in the cases of (a) σ+ polarized
excitation and (b) σ− polarized excitation. The heavy-hole effective g-factor is positive
and slightly larger than the electron effective g-factor [82].
Figure 2.11 shows a simplified diagram of the allowed optical transitions. When
σ+ (σ−) circularly polarized light excites an electron out of the valence band, it imparts
angular momentum of +ℏ (−ℏ) and creates a hole with the condition that the total
angular momentum of the excited hole and electron equals +ℏ (−ℏ). For σ+ polarized
illumination, therefore, a singlet state trion can be created by exciting a spin-down
electron and spin-up heavy hole, and recruiting a spin-up electron from the 2DES [Fig.
2.11(a)]. However, no optical transition exists for creating the mj = −1 triplet state by
σ+ polarized excitation. This assumes that the photoexcited hole will always bind with
its photoexcited partner electron before binding with two electrons native to the 2DES.
For σ− polarized illumination, a spin-up electron and spin-down heavy hole are excited
[Fig. 2.11(b)]. These may either combine with a native spin-down 2DES electron to
create a singlet state trion, or combine with a native spin-up 2DES electron to create a
triplet state trion.
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Restricting the remaining discussion to the case of σ− polarized illumination, in
this case the singlet and triplet trions do not in general form with the same probability,
i.e. they can have different oscillator strengths. A major factor affecting their relative
oscillator strengths is the spin polarization of the 2DES. As the 2DES becomes more
polarized with spin-up electrons, the rate of formation of the triplet state will increase,
and the rate of formation of the singlet state will decrease because the ratio of spin-
up to spin-down electrons will change to favor the triplet-state in which both electrons
are spin-up [8]. Thus, the triplet state’s PL intensity is correlated with the electron






Figure 3.1: Diagram of the semiconductor heterostructure wafer equipped with a
back gate with voltage Vg applied. An effective RC circuit is formed which can either
supply or deplete electrons from the QW. The structure depicted here corresponds to
the wafer used in most of the experiments. The δ dopes were sandwiched between
8 monolayers of GaAs and 12 monolayers of AlAs and had total Si concentrations of
1.6×10−12 cm−2 (δ dope 1) and 3.2×10−12 cm−2 (δ dope 2).
The 2DES studied in this research was created in a GaAs quantum well (QW)
which was epitaxially grown within a semiconductor heterostructure by our collaborators
Takaaki Mano and Takeshi Noda at the National Institute for Materials Science (NIMS)
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in Tsukuba, Japan. The structure of the wafer used in the majority of the experiments
is diagrammed in Fig. 3.1.
3.1.1.1 Back Gate
Figure 3.2: The conduction band energy (black line) and Fermi energy (red dashed
line) as a function of the distance from the top of the wafer for the structure in Fig.
3.1. Diagram was calculated using Gregory Snider’s 1D Poisson solver [83]
The substrate of the wafer is silicon-doped GaAs with a (100)-oriented surface.
While the substrate is conductive, the layers grown on top of it are insulating. This
allows the substrate to be used as a gate to apply a perpendicular electric field to the
2DES above it. Silver paste was used to make ohmic contact with the substrate and
apply a DC voltage to it. Figure 3.2 shows a diagram of the conduction band extending
from the surface of the wafer into the superlattice. The superlattice, which is made of
alternating layers of AlAs and GaAs, is responsible for the insulation of the gate. The
interfaces between the superlattice layers act as barriers to reflect incident electrons.
The layers are designed to be thin enough (∼2 nm) such that their high confinement
energy prevents them from being populated by charge carriers. The superlattice is used
instead of an wide band gap material or an insulating layer in order to avoid introducing
defects and strain that would lower the electron mobility of the 2DES.
At room temperature, thermally excited charge carriers in the superlattice allow
current to flow between the gate and the QW with ohmic I-V characteristics. At low
temperature (< ∼10 K), these charge carriers disappear, and the I-V characteristics of
the gate become Schottky-like [Fig. 3.3]. In the range of gate voltages over which there
is no current flow, the gate and QW effectively become the two plates of a parallel plate












Figure 3.3: Characteristic behavior of the leak current between the back gate and
the quantum well as a function of back gate voltage measured at 4.2 K.
where the parameters d and ϵ in the denominator are the net thickness and relative
permittivity respectively of each of the three semiconductors AlGaAs, AlAs and GaAs
making up the layers between the gate and QW. Note that the charge in the QW is
Q = CVg,
where Vg is the voltage applied to the gate. This has the result that the electron density
in the QW ne = Q/a can be increased by the gate voltage at a rate of
ne
Vg
= 0.71× 1011 cm−2/V.
Devices made from this wafer had capacitances per unit area matching this value to
within about 0.1 cm−2/V.
3.1.1.2 Quantum Well
The quantum well is created by growing an approximately 15-nm layer of GaAs in
between layers of Al0.27Ga0.73As. The band gap energy of AlxGa1−xAs, for x = 0.3 is
about 1.8 eV, which is about 0.3 eV larger than GaAs’s band gap energy; furthermore,
the electron affinity of GaAs is about 0.3 eV larger than AlxGa1−xAs’s electron affinity
[64]. As a result, GaAs’s band gap falls within the band gap of AlGaAs with virtually
no band bending, and both electron and hole wave functions become confined by the
potential energy barriers created at the interfaces of the heterostructure. The aluminum
fraction x in the compound AlxGa1−xAs can be changed continuously because the lattice
constants of AlAs and GaAs are nearly equal, matching to within 0.15% [Fig. 3.4] [84].
It is by virtue of this lattice matching that defects can be avoided and the 2DES mobility
can reach higher values than in any other semiconductor material.
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Figure 3.4: The lattice constants and
band gaps of several common semicon-
ductors [84]. GaAs and AlAs have
nearly equal lattice constants.
Figure 3.5: The change in the ener-
gies of the conduction band (top line)
and valence band (bottom line) ener-
gies in AlxGa1−xAs as a function of the
Al fraction x [85].
However, the band gap energy of AlGaAs depends on this fraction [85]. Figure
3.5 shows how the conduction and valence bands of AlxGa1−xAs change with x. A large
band gap is desirable for electron confinement, but above an Al fraction of about 0.45,
the minimum of AlGaAs’s conduction band ceases to be at the Γ point, meaning that
its band gap changes from direct to indirect. The indirect band gap case is unfavorable,
in one way, because it leads to a longer relaxation time of photo-induced charge carriers
which can produce an excess of conduction outside of the QW channel. As such, a
fraction of about 0.3 is chosen by most experimenters in order to remain safely inside
the direct band gap regime. Using X-ray diffraction, a precise measurement of the Al
fraction within the AlxGa1−xAs layers was conducted on the main wafer used in this
research; a fit of the diffraction spectrum gave a value of x = 0.2732 [Fig. 3.6].
3.1.1.3 Modulation Doping and Parallel Conduction
To create a 2DES, the QW must be populated with electrons. The back gate alone
cannot effectively populate the QW because in the absence of electrons, the QW is
not conductive, and the Schottky barrier at the metal-semiconductor junction of the
electrodes is too large to allow electrons into the QW. Instead, electrons are added to
the QW first by doping, and this along with an annealing process creates a 2DES with
linear contact characteristics at the metal-semiconductor junction. The doping can be
accomplished by adding Si atoms to the GaAs of the QW; however, this introduces
large amounts of ionized and neutral impurity scattering which drastically reduces the
Methods 35
Figure 3.6: Blue line: X-ray diffraction spectrum collected from the main wafer used
in this research plotted as a function of 2× the angle of incidence. Red line: fit of the
spectrum.
electron mobility and disrupts the many-body interactions needed to form the fractional
quantum Hall states. Scattering can be greatly reduced by spatially separating the 2DES
electrons from the donor atoms in a technique called “modulation doping” [86].
Modulation doping was utilized in this research by introducing the Si atoms in
discrete layers located approximately 90 nm and 120 nm above the QW. This type
of single-layer discontinuous doping is called “δ doping”. The Si atoms, once ionized,
become a sheet of positive charge which alters the conduction band energy by lowering
it in the way seen in Fig. 3.2. At room temperature, the Si atoms are thermally ionized,
and as the wafer is cooled some of the electrons donated by the Si atoms fall into the
QW and are trapped there. When there is no longer enough thermal energy for electrons
to escape the attractive potential of the donor atoms, electrons that have not fallen into
the QW become localized at the site of the donor atoms. Thus, the only conductive
channel, ideally, is the QW.
However, a common effect called “parallel conduction” often occurs in which con-
ductive channels form parallel to the QW which are not confined to two dimensions.
The main cause of parallel conduction is the presence of a type of defect called a “DX
center”—the “D” standing for donor, and the “X” standing for some unknown defect—
which has a very small cross-section for the recapture of photo-excited electrons at low
temperature due to the large shift of the defect center’s energy band minimum in k-space
[87–89]. Most electrons that are photoexcited from the valence band or from a donor Si
atom into the conduction band will relax or be recaptured before they can participate
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in charge transport. But electrons photoexcited out of DX centers, will not be recap-
tured by their parent donor atom, and if there are no other ionized donors available to
recapture them, these electrons will remain in the conduction band almost indefinitely,
causing photoconductivity which can persist for as long as 108 sec after illumination is
turned off [89].
Figure 3.7: Longitudinal resistance Rxx vs. magnetic field at 4.2 K in a wafer not
optimized to reduce parallel conduction Left: in the dark before illumination, and Right:
in the dark after illumination with a red LED.
Because our experiments use low-temperature optical microscopy, persistent pho-
toconductivity was a concern in this research. Figure 3.7 shows the Shubnikov–de Haas
oscillations in the longitudinal resistance of a wafer before and after illumination with a
red LED. Due to parallel conduction near the doping sites, the dips in longitudinal resis-
tance become markedly more shallow and remain so for many hours. Our experiments
require the simultaneous measurement of both transport characteristics and photolumi-
nescence spectra, so we could not use wafers manifesting parallel conduction as severely
as seen here. We therefore used techniques to reduce the density of DX centers in the
wafer, with the result that the parallel conduction was reduced to a degree such that it
did not interfere with our experiments.
One method of reducing parallel conduction was to increase the concentration of Si
atoms in the δ doping sites, because it has been reported that this decreases the number
of DX centers [90]; though, there is likely a mobility trade-off for stronger doping. The
other method we used was to implement the doping structure illustrated in Fig. 3.8.
It was explained that DX centers form due to the presence of aluminum, and that
their formation can be suppressed if the Si donors are isolated from regions containing
AlGaAs [91]. To achieve this, instead of doping directly into the AlGaAs, a layer of
GaAs was grown to be the host of the Si atoms. Such a quantum well-like structure
normally has the capability of trapping electrons in conduction states, which can lead to
a parallel conducting channel, so it is important to raise this well’s ground state energy
above the Fermi energy. This was done by making the GaAs layer very thin (8 atomic
monolayers), and by sandwiching it between layers of AlAs, which has a large band gap.
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Figure 3.8: Sandwich doping structure for preventing donors from coming in contact
with Al. The well formed is kept narrow (∼3 nm) so that the lowest energy confinement
state (blue line) will be above the Fermi energy (red dashed line).
This doping structure was grown twice, back-to-back to allow the doping concentration
at each individual δ doping site to be lower; this reduces the diffusion length of the
donors and prevents them from migrating into the AlAs regions. Also to reduce this
diffusion, the doping was performed at a relatively low temperature of 480°C.
3.1.2 Device Fabrication
Figure 3.9: The photomask pattern corresponding to the device used in the main
experiments. The size of the central square region is 150 µm.
After the wafer was grown at NIMS, we used UV photolithography (see, for ex-
ample, Ref. [92]) to pattern its 2DES into a Hall bar geometry like that shown in Fig.
3.9, and deposited and annealed metal electrodes onto it for the purpose of measuring
the transport through the 2DES. Finally, we divided the wafer into individual Hall bar
devices and connected each device to a chip carrier using conductive silver paste and
aluminum wires. Following are the detailed steps taken in this device fabrication process:
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1. Score and break the wafer using a diamond tip; create a square of approx. 12 x
12 mm2
2. Prewash
(a) 5 min in acetone; 3 min in isopropyl alcohol; 1 min rinse in deionized water
(b) dry
3. Drybake at 110°C for 5 min to drive out H2O from the surface
4. Spincoat positive photoresist (MICROPOSIT S1813G) at 4000 rpm for 40 sec
(using a Mikasa Opticoat spin coater)
5. Prebake at 90°C for 3 min to drive out the solvent in photoresist
6. Proximity align a metal photomask containing 36 Hall bar patterns (see the pho-
tomask in Fig. C.1 in Appendix C) using a mask aligner (Mikasa)
7. Expose the photoresist with strong UV light for 12 sec using a discharge lamp
(Ushio)
8. Develop photoresist in a developing solution (MICROPOSIT 351) for 40 sec; rinse
for 1 min; dry
9. Postbake at 110°C, 20 min (to harden photoresist)
10. Preclean in Semico Clean 23 for 1 min; rinse in deionized water for 1 min
11. Chemically etch in H2SO4:H2O2:H2O (5:1:25) cooled to ∼10°C (for approx. 30
sec depending on the etch rate1) until the region exposed to the etchant has been
etched down to a level 50 nm below the QW
12. rinse for 2 min in deionized water
13. Postwash (same as Prewash in 2.) to remove remaining photoresist.
At this point in the process, 36 mesa structures in the shape of a Hall bar have
been created, each resembling the illustration in Fig. 3.10. These mesas contain the
QW as one of their layers. Next, the metal electrodes are added.
14. Repeat steps 2-9 above, now using the photomask containing the patterns for the
metal electrodes (see the photomask in Fig. C.2 in Appendix C)
15. Preclean in Semico Clean 23 for 1 min; rinse for 1 min in deionized water; dry
1The etch rate was determined by etching a test wafer and measuring the etching depth by a Kosaka
Surfcorder microfigure measuring instrument.
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Figure 3.10: Illustration of a Hall bar with metal electrodes.
16. Place the wafer in an electron-beam evaporation chamber under high vacuum
(< 5× 10−4 Pa)
17. Deposit 5 nm2 of nickel (Ni) onto the wafer surface by electron-beam evaporation
at a rate of approximately 0.1 Å/s
18. Deposit a gold-germanium (Au/Ge) by resistive evaporation at a rate of approx.
2 Å/s up to a thickness equal to 32d, where d is the distance to the QW from the
top of the Hall bar mesa
19. Deposit Ni by electron-beam evaporation at a rate of approx. 0.1 Å/s up to a
thickness of 16d
20. Liftoff in acetone, removing photoresist and residual metal
21. Postwash (same as Prewash in 2.)
22. Rapidly anneal the wafer in a H2 environment (Ulvac rapid thermal annealer) at
a temperature between 380°C and 440°C for 1 min
23. Score the wafer along lines separating the 36 Hall bar patterns using a diamond
tip; break the wafer along those score lines to obtain square chips, each containing
a Hall bar
24. Glue the Hall bar chips onto gold-plated ceramic chip carriers using silver paste
(Dotite); wait for the silver paste to dry
25. Bond Al wires connecting the metal electrodes and the gold contacts of the chip
carrier using a manual ultrasonic wire bonding machine (West·Bond).
The annealing step is necessary to create ohmic contact between the electrode
and the 2DES in the QW. During the annealing process, Ge diffuses deep into the
AlGaAs layer above the QW, and good ohmic contact is achieved when the Ge reaches
2The initial layer of Ni is deposited with a thickness of 5 nm according to Ref. [93] in order to
mitigate back gate leakage while keeping contact resistance low.
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the QW [94]. This is because the Ge in the AlGaAs is a dopant, and increases the
AlGaAs’s conductivity. The Ge doping also thins the Schottky barrier at the surface,
which reduces its effect on the transport. The resulting contact resistance is due mostly
to the doped AlGaAs region, so transport characteristics become linear as a result [94].
The annealing temperature had to be optimized because as the annealing temper-
ature increases the voltage at which current begins to leak through the back gate tends
to decrease; at the same time, higher annealing temperature reduces the contact resis-
tance of the electrodes [93]. We estimated the optimum annealing temperature for each
wafer by performing several test anneals over a range of temperatures and measuring
which of these produced the most desirable combination of low ohmic contact resistance
and high back gate leak voltage.
Figure 3.11: Left: One Hall bar chip glued and wire-bonded to an 8-pin chip carrier.
Right: Photograph of the Hall bar device used in the main experiments. The Hall bar
at the center of the device has a lithographic width of 150 µm.
3.1.3 Device Testing
It was necessary to measure the characteristics of the devices that we fabricated to
determine which wafers and devices are best suited for the experiments. In these tests,
we were interested in determining the following at low temperature (∼4 K):
1. The quality of ohmic contact resistance with the 2DES
2. The back gate leak voltage under positive and negative bias
3. The 2D electron density ne and mobility µe
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4. The slope of the curve ne vs. Vg
5. The degree of parallel conduction under illumination intensities simulating those
used in the main experiments
6. The robustness of the back gate leak voltage under those same illumination inten-
sities.
For performing these diagnostics, we designed and built a probe equipped with
a multi-mode optical fiber and low-frequency electrical cables to use inside of a liquid
helium cryostat (4.2 K) [see Fig. 3.12]. After placing the chip carrier inside of the blue
socket, the device was raised up until its surface was about 1 mm from the tip of the
optical fiber. Then, using screws the fiber was adjusted to be aligned with the Hall bar
on the surface of the device. We submerged this probe and device directly in liquid
helium.
Figure 3.12: The head of the probe, with the functionality to adjust the height of the
sample and the position of the tip of the optical fiber.
Ohmic contact resistance could not be measured directly, but as a relative
gauge of this resistance we measured the two-terminal resistance between all of the elec-
trodes using a source measure unit (Keithley 2400). The acceptable range of resistance
between any two electrodes for these experiments was 600 Ω to 1200 Ω.
Back gate leak voltage was measured by applying variable voltage to the back
gate with the source measure unit while the electrodes of the Hall bar were grounded,
producing a plot as was shown in Fig. 3.3 above. Acceptable leak voltages in positive
and negative bias ranged from 3 V to 5 V.
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Figure 3.13: Setup used for quasi-DC measurements of the longitudinal and Hall
voltages.
Electron density and mobility and the slope of the curve ne vs. Vg
were measured by the classical Hall effect using a lock-in technique. The setup for this
measurement was as shown in Fig. 3.13. An alternating source-drain current of 10 nA
was applied at 13 Hz along the length of the Hall bar using a lock-in amplifier’s (NF
LI5640) built-in oscillator while the drain terminal was grounded. A 10-MΩ resistor is
placed between the lock-in and the Hall bar in order to stabilize the current against
changes in the resistance of the Hall bar. This was effectively a constant-current quasi-
DC measurement. For more accuracy, the current could be monitored by measuring
the voltage across a 50-kΩ resistor; though, this was not done for all measurements. A
perpendicular magnetic field of 0.1 T was applied, and the longitudinal resistance Rxx
and transverse resistance Rxy were measured with two lock-ins while scanning the back
gate voltage to produce plots like those in Fig. 3.14.
Figure 3.14: The longitudinal and Hall resistances as measured by the lock-in detec-
tion technique. These data correspond to the device used in the main experiments.
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Figure 3.15: The 2D electron density and mobility calculated from the above resis-
tance values. The slope in the right-hand plot is 0.63× 1011 cm−2/V.
According to the Drude model of the classical Hall effect (Appendix A), Rxx and











Since ne should be proportional to Vg, this explains why both Rxx and Rxy appear to











and plotted in Fig. 3.15 using the resistance date in Fig. 3.14. At Vg = 0 V, ne and µe
were 1.1×1011 cm−2 and 1.1 × 106 cm2/V·s respectively. The sensitivity (capacitance
per unit area) of ne on Vg was about 0.63 × 1011 cm−2/V at this magnetic field. µe
increases linearly with ne because of the increased effectiveness of electrons to screen
the disorder potential of the remote donors at high density.
The degree of parallel conduction was evaluated by measuring Rxx as a func-
tion of magnetic field before and after shining laser light of wavelength 785 nm into the
optical fiber with an intensity of ∼0.7 mW/cm2. The percent difference in the depth
of the Rxx minima was the meter by which we evaluated a wafer’s degree of parallel
conduction.
The robustness of the back gate of devices under illumination was tested by
again shining laser light on the device through the fiber and evaluating the change in
back gate leak voltage. In experimental conditions, the leak voltage tends to decrease
very slowly over the course of days as optically excited charge carriers come to occupy
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the layers between the gate and the QW. To quickly evaluate the rate of degradation of
the back gate, we used highly illumination intensities than those used in the experiments.
3.2 Experimental Apparatus
3.2.1 3He/4He Dilution Refrigerator
Figure 3.16: Schematic of a 3He/4He dilution refrigerator.
In these experiments we wished to study the correlated phenomena arising from
very low-energy electron interactions on the order of 100 µeV. It was therefore neces-
sary to perform the experiments at stable temperatures well below 1 K to be able to
observe the phenomena of interest, with many of the experiments requiring sub-100 mK
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temperature. To achieve these temperatures, the low-temperature apparatus was built
inside of a 3He/4He dilution refrigerator (Oxford Kelvinox MX50). A diagram of this
type of refrigerator is shown in Fig. 3.16. The refrigerator is inserted into a cryostat so
that it is mostly surrounded by liquid 4He having a temperature of 4.2 K. The refrigera-
tor’s cryogen is a mixture of 3He and 4He that is continuously circulated by an external
rotary pump through a vertical course inside the refrigerator. The mixture enters the
top of the refrigerator in a gaseous state and is condensed by thermal exchange with
the surrounding tubes. For the purpose of condensing the mixture, there is a “1 K pot”
which is a vessel of liquid 4He that is Joule–Thomson cooled below 2 K by another rotary
pump. The mixture continues to descend and cool until it reaches the “mixing chamber”
where it coexists in two spatially separate phases having different concentration ratios
of 3He and 4He. One phase is called the “dilute phase” and contains a little bit of 3He
mixed with a high fraction of superfluid 4He; the other phase is called the “rich phase”
and is nearly 100% 3He with a trace amount of normal-fluid 4He. The diagram in Fig.
3.17 shows the 3He concentrations accessible to mixtures of 3He and 4He over a range
of temperatures. Below a certain temperature, there is a range of 3He concentrations of
the system that require it to spatially separate into the dilute phase and the rich phase.
As the temperature approaches zero, the 3He concentration of the 3He-rich phase tends
to 100% while the concentration of the dilute phase tends to 6.6%. Spatially these two
phases fill the mixing chamber such that the 3He-rich phase floats on top of the dilute
phase, due to their difference in density.
Figure 3.17: Phase diagram of 3He/4He mixtures taken from Matter and Methods at
Low Temperatures by F. Pobell [95].
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The mechanism of cooling relies on the unique properties of 3He and 4He. The
dilute phase extends from the bottom half of the mixing chamber up to a vessel called
the “still”, where its temperature is kept around 0.7 K. At this temperature, the vapor
pressure of 4He is more than two orders of magnitude lower than the vapor pressure
of 3He [95], which means that 3He is effectively the only part of the mixture that is
evaporating from the still and being circulated by the pump. When 3He atoms leave the
dilute phase inside the still, new 3He atoms enter this phase by osmotic pressure at the
phase boundary in the mixing chamber in order to maintain the 3He concentration of
about 6.6%. This newly added 3He rapidly mixes with the superfluid 4He and creates
a large entropy of mixing, resulting in a positive change in enthalpy. This endothermic
process pulls heat out of the surrounding environment and into the mixing chamber.
Sintered silver in the base of the mixing chamber gives it good thermal contact
with an oxygen-free copper housing to which the chip carrier is thermally anchored.
The mixing chamber and all of the equipment below it are kept inside of a metal shield
that blocks thermal radiation from entering from the 4.2-K environment outside the
refrigerator. In this way the sample is cooled to a base temperature of about 40 mK, as
measured using a RuO2 thermometer at the site of the mixing chamber. A heater was
also installed next to the mixing chamber which allowed us to raise the temperature up
to 1 K; when this was done, the temperature was stabilized by software using feedback
from the RuO2 thermometer.
If, due to a leak somewhere between the circulation line and the atmosphere,
air enters the dilution, it could freeze and block the flow of 3He. To prevent air from
entering the refrigerator in the case of a leak, the mixture is passed through two spaces
called cold traps prior to entering the condense line. The first cold trap is kept at liquid
N2 temperature and captures most of the air; the second trap is kept at liquid 4He
temperature and is intended to capture any air missed by the N2 cold trap.
3.2.2 Low-Temperature Apparatus
The dilution refrigerator did not have an optical window. Light was instead guided to
and from the sample space via three optical fibers that passed through a hermetically
sealed port at the top of the refrigerator. The light was coupled out of the illuminating
fiber into free space at the site of the optical microscope located below the mixing
chamber. The microscope is described in Fig. 3.18. The leftmost fiber in the diagram
was responsible for guiding the laser light used for illuminating the sample. This fiber
had a 1-mm core diameter and a numerical aperture (NA) of 0.48. Because of its large
core diameter, this fiber was a “multi-mode” fiber, meaning that multiple spatial modes
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Figure 3.18: Left: Photograph of the optical microscope located at the base of the
dilution refrigerator below the mixing chamber. The sample in this image is tilted
45° with respect to the focal plane. Right: Diagram of the optical microscope. PBS:
polarizing beam splitter; NPBS: non-polarizing beam splitter
of light could propagate through it. The light leaving this fiber was collimated and then
sent through an absorption-type linear polarizer. Before arriving at the sample, the
light is split by a non-polarizing beam splitter. The transmitted light is not used, so it
is reflected by a mirror back upward so as to reduce heating of the apparatus. The light
reflected downward by the beam splitter is focused on the sample through an objective
lens of numerical aperture NA = 0.55 and focal length 3 mm. This light created a
∼160-µm diameter spot at the focal plane.
The chip carrier containing the sample was placed in a socket which was mounted
with four screws to a stack of titanium positioner stages (Attocube) that could be
manipulated with piezoelectric transducers for the purpose of positioning the sample in
three dimensions. The bottom three positioners in the stack performed rough positioning
in x, y and z dimensions, while the top two positioners performed fine scanning in x
and y with a nominally sub-10-nm resolution. Depending on the mounting method,
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the sample could be oriented parallel with the focal plane, as it was for the majority of
experiments, or it could be tilted by 45° with respect to the focal plane, which we did
for one experiment. For some experiments also, the chip carrier was equipped with a
2-turn coil of 31 AWG copper wire for the purpose of applying an RF magnetic field
perpendicular to the external DC magnetic field. This coil was wound with a gap in it
so as to not occlude the optical path.
The light reflected and emitted from the sample traveled directly upward and
encountered a quarter-wave plate and a polarizing beam splitter, where its path was
split. Light on the upward path was filtered by the combination of the quarter-wave
plate and polarizing beam splitter to be σ+ polarized, corresponding to recombinations
of electrons in the bottom Zeeman level when the magnetic field pointed downward. This
light entered the middle fiber, which had a diameter of 5.3 µm and NA of 0.12. This
fiber was designed to only allow one spatial mode of light to propagate; thus it is called
a “single-mode” fiber. Light directed to the right of the polarizing beam splitter was
σ− polarized, and corresponded to recombinations of electrons in the bottom Zeeman
level when the magnetic field pointed upward. The orientation of the field could be
reversed to probe PL from both Zeeman levels through either of the two optical paths.
The rightmost optical path entered another multi-mode fiber, which was identical to the
leftmost fiber.
Figure 3.19: Illustration of the methods of Left: microscopic collection with macro-
scopic illumination used in the semi-confocal microscopy, and Right: macroscopic col-
lection over the same region that is being macroscopically illuminated. The illuminated
region had a diameter of ∼160 µm.
The single-mode fiber collected light from a spot at the focal plane with a Gaussian
profile. Using a charge-coupled device (CCD) camera, we took microscopic images of
light sent through this single-mode fiber reflecting off the sample, and estimated that the
spot had a waist of approximately 1 µm. When the single-mode light path is collimated
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correctly to fully fill the area of the objective lens, the spatial resolution of the single-





≈ 0.9 µm, (3.6)
where here λ = 809 nm is used as the wavelength of PL from trions. The microscope
was operated in a semi-confocal mode by illuminating macroscopically with the leftmost
multi-mode fiber and collecting light microscopically through the single-mode fiber, as
depicted in the left side of Fig. 3.19. In this case, the PL spectrum could be collected
while raster scanning the Hall bar in two dimensions to create a spatial image of the
PL intensity. Using the same method of illumination, the light could also be collected
macroscopically through the rightmost multi-mode fiber, with the region of collection
having the same diameter as the region of illumination [Fig. 3.19, right]. Figure 3.20
shows examples of spectra collected microscopically and macroscopically.
Figure 3.20: Left: Photoluminescence spectrum collected microscopically using the
single-mode fiber at ν ≈ 1, B = 8 T. Right: Photoluminescence spectrum collected
macroscopically using the multi-mode fiber at ν ≈ 1, B = 10 T.
3.2.3 Room-Temperature Setup
The room-temperature setup used for the optical experiment is schematically described
in Fig. 3.21. Continuous-wave laser light of wavelength 785 nm or 778 nm was produced
by either a semiconductor or titanium:sapphire laser respectively (Coherent Obis 785 or
Coherent Cube 785 or Coherent Mira 900 pumped by Coherent Verdi). This light passed
through an acousto-optic modulator (Gooch & Housego) with the capability of modu-
lating its intensity, then it was coupled into the multi-mode fiber used for illuminating
the sample. A couple meters of this fiber was passed through a home-made mechani-
cal mode scrambler which vibrated the fiber for the purpose of evenly distributing the
Methods 50
Figure 3.21: Schematic of the experimental setup used at room temperature for
optical measurements.
light among the spatial modes of the fiber. This caused the light arriving at the sample
surface to be spatially homogeneous.
During the microscopic PL measurements using the single-mode fiber, light col-
lected by this fiber was sent through a long-pass edge filter (Semrock) and into a
monochromator (Horiba FHR 1000). The edge filter blocked the laser light from en-
tering the monochromator. A CCD (Princeton Instruments PyLoN) cooled by liquid
nitrogen was coupled to the output of the monochromator. In the infrared range at
which we operated, this combination of monochromator and CCD captured the spec-
trum over a width of 35.2 meV with a resolution of ∼30 µeV. The captured spectrum
was sent to a PC.
Light collected by the second multi-mode fiber was passed through a fiber-coupled
non-polarizing beam splitter which sampled a small portion of the light and sent it to a
single photon counting module. This was able to very sensitively and quickly detect low
intensities of light and send the intensity signal to a PC. The PC used this as feedback for
stabilizing the intensity of light arriving at the sample, which was done by modulating
the intensity of light sent into the refrigerator using the acousto-optic modulator. The
largest fluctuations in intensity that needed to be negated occur over long time scales
of hours, and probably originate from changes in coupling efficiency due to changes in
temperature. During the macroscopic PL measurements, the single-mode fiber was de-
coupled from the monochromator, and light transmitted through the beam splitter from
the multi-mode fiber was sent into the monochromator instead.
Measurements of electric transport through the sample were conducted using the
same setup shown previously in Fig. 3.13 when the current was alternating. For measure-
ments using direct current, the only significant changes to the circuit entailed replacing
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the current source lock-in amplifier with a source measure unit (Keithley 2400) and re-
placing the measurement lock-ins with two multimeters (Keithley 2000) for measuring
Rxx and Rxy. These data were also recorded by a PC.
3.3 Experimental Protocols
3.3.1 Peak Identification
Figure 3.22: PL spectra color plots as a function of electron density ne Top: measured
in the sample used in the present research at ∼40 mK and 9 T (logarithmic intensity
scale), and Bottom: presented in Ref. [74] as measured in a 20-nm GaAs quantum well
at three magnetic fields at 20 mK.
To confirm that we have correctly identified the singlet and triplet trion peaks
in the PL spectrum, we compared PL spectra collected from our sample to PL spectra
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measured in a previous study from a 20-nm GaAs quantum well at 20 mK (Ref. [74]).
The color plot in the top of Fig. 3.22 shows PL spectra measured from our sample
at 9 T as a function of electron density. The three color plots in the bottom of this
figure are PL spectra measured in the other study at 8 T, 11 T and 13.5 T over a
similar range of electron density. This study identified four peaks, labeled X−s , X−t2, X−t1
and X0, and identified them as corresponding to the singlet trion, dark triplet trion,
bright triplet trion and neutral exciton respectively. The authors of the study justified
the assignment of these four bound states to the observed peaks based on the measured
dependence of the states’ binding energy on the magnetic field, as explained in Sec. 2.5.2.
In our sample, we observed the same four peaks and observed them to reproduce the
qualitative behavior measured in Ref. [74]. This behavior includes the emergence of X0
at low density, the bifurcation of the bright and dark triplet peaks below ν = 1/3, and
the enhancement of the triplet peak intensity at the spin-polarized fractional quantum
Hall states of ν = 1/3, 2/5 and 2/3.
3.3.2 Optical Alignment
Figure 3.23: Image of the sample surface captured by the CCD camera at room
temperature. The illuminated region is approximately ∼160 µm in diameter.
At room temperature before inserting the dilution refrigerator into the cryo-
stat, we focused and aligned the sample in the microscope while viewing it with a CCD
camera. During this alignment procedure, a beam splitter was temporarily placed di-
rectly below the linear polarizer in the the microscope in order to direct light reflected
from the sample surface into the camera. For focusing, light from either of the two multi-
mode fibers was used while the height of the sample was adjusted until the camera image
of its surface became sharp [Fig. 3.23]. Then the x and y positioners were used to center
the focal point on a region of interest of the Hall bar. In the case of the one experiment
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in which the sample was tilted 45° around the y-axis, room temperature alignment was
done without the CCD camera by viewing scattered light from an oblique angle using a
separate optical microscope. The scattered light only gave a rough indication of where
the light was incident on the surface.
At low temperature, the alignment had to be performed again because thermal
contraction of support structures in the microscope caused the sample to shift relative to
the objective lens. At this condition there was no camera by which to observe an image
of the sample’s surface, so alignment was performed using the PL intensity collected
through the single-mode fiber. The intensity of the trion PL peak was maximized as a
function of the sample’s z position to put the focal plane at the height of the QW. The
microscope had a depth of focus of about 2 times the beam waist of the single-mode
spot, or ∼2 µm.
At the edges of the Hall bar mesa, the trion PL peak disappeared sharply due to
the termination of the 2DES. Positioning the focal point to a region of interest in the x-y
plane was achieved by using the location and shape of the Hall bar edges as a reference.
In the case when the sample was tilted, this process was more laborious because moving
the sample in the x direction caused a loss of focus that required repositioning in the z
direction.
For macroscopic PL measurements, another kind of alignment had to be done
at low temperature. Illuminating the Hall bar modifies its local electron density. At the
low illumination intensity of our experiment, the light had the effect of reducing ne rather
than increasing it. The cause of this photodepletion phenomenon is not well understood.
The effect of the photodepletion can be seen experimentally as a shift of the features in
Rxx and Rxy to higher back gate voltage because Vg must be increased to compensate for
the decrease in ne. The size of this shift is a function of the position of the macroscopic
illumination spot; when the light is not incident on the region between the voltage probes
of the Hall bar, there should be no shift, and as the light overlaps with a greater portion
of this region, the shift should increase. In order to achieve consistency in the region of
the Hall bar illuminated between different experimental runs, we measured the plateau
in Rxy corresponding to ν = 1 as a function of the Hall bar’s position, and found the
position at which the plateau shifted to the highest Vg. This likely corresponded to the
position at which the illumination spot was at the center of the Hall bar because this is
a local maximum in the net length of the Hall bar edge affected by the ne decrease.
The plateau was measured with the Hall bar in 49 different positions on a 7×7 grid.
Each plot in the top row of Fig. 3.24 shows the plateau (offset for clarity) measured at 7
y positions Py along a vertical cross-section of the grid, where each plot is a cross-section
taken at a different x position Px. The y position corresponding to the plateau displaying
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Figure 3.24: Rxy vs. Vg measured in the vicinity of the ν = 1 quantum Hall plateau
at 4.6 T when the sample normal was tilted 45° with respect to the magnetic field.
Top (Bottom) row: In each plot, Px (Py) is held fixed while Py (Px) increases as Rxy
is offset vertically. Dotted red line is a guide to the eye.
Figure 3.25: 7 × 7 grid representing locations of the Hall bar at which Rxy was
measured. Blue and green circles mark positions of maximum Rxy shift for vertical and
horizontal cross-sections of the grid respectively.
the most rightward shift is marked by blue circles in Fig. 3.25 for the 7 different x
positions. Each plot in the bottom row of Fig. 3.24 shows the plateau measured at 7 x
positions along a horizontal cross-section, where each cross-section is taken at a different
y-position. The green circles in Fig. 3.25 indicate the x-positions at which the greatest
plateau shift occurred for each horizontal cross-section. The intersection of the green
and blue circles is the global maximum in plateau shift for these 49 positions.
The data for this measurement were collected by scanning the position horizontally
through the 7 x positions, then returning to the initial x-position before advancing to
the next y position. The scanning process generated a significant amount of heat, and
through the course of the measurement the temperature fluctuated by more than 20 mK
due to the especially low cooling power of the mixing chamber during this measurement—
the refrigerator was suffering from a leak. The temperature fluctuations are reflected in
the width of the Rxy plateaus; the bottom plateau in top left plot is wider because no
heating had occurred yet when it was measured. The bottom plateaus in the latter six
plots of the bottom row are narrower because they were measured following a scan of
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120 µm back to the initial x position. These effects were taken into account in the data
analysis by disregarding the affected Rxy data.
The position chosen by this method of analyzing Rxy was almost indistinguishable
from the position at which the single-mode fiber’s focal point is at the center of the
Hall bar. Because this focal point is aligned at room temperature to be at the center
of the illumination spot, this suggests that maximum Rxy shift is caused by central
illumination. However, there is a chance that the single-mode focal point can become
misaligned from the illumination center at low temperature. To ensure that the con-
ditions of illumination across different experimental trials are identical, the analysis of
Rxy is therefore more reliable.
3.3.3 Optical Excitation
Figure 3.26: Typical PL spectrum (red) and photoluminescence excitation spectrum
(blue) at B = 7.4 T collected from the main device. The orange and green arrows
indicate the excitation energies for PL measurements using the semiconductor and
Ti:sapphire lasers respectively.
The wavelength used to excite trions in these experiments was 785 nm or 778
nm depending on the laser used. Any wavelength sufficiently energetic to excite trions
could be used for these experiments; though, there is some wavelength dependence on
the efficiency with which PL is emitted. Figure 3.26 shows a typical PL spectrum (red)
taken at a field of 7.4 T and the photoluminescence excitation (PLE) spectrum (blue).
The PLE is obtained by integrating the intensity of the singlet trion peak in the PL
spectrum of the lowest LL and plotting this against the photon energy of the excitation
laser. Tuning the excitation wavelength to resonantly excite electrons into one of the LLs
tends to result in the enhancement of the PL intensity, because photons are absorbed by
the LL’s delta-function-like density of states [97]. However, if the excitation wavelength
misses these resonant peaks and falls near a PLE minimum, there is a loss in efficiency.
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The excitation wavelengths of 785 nm and 778 nm were chosen to avoid minima in the
PLE spectrum over the range of magnetic fields at which we performed PL intensity
spatial mapping from 6.8 T to 8 T. These excitation wavelengths were also short enough
that they could be easily filtered out of the PL spectrum using an edge filter.
The intensity of the laser light incident on the sample was ∼0.7 mW/cm2 or less.
A low illumination intensity was preferable for a number of reasons. 1) The voltage at
which current leaks between the back gate and the 2DES decreases more quickly as illu-
mination increases. 2) Illumination heats the sample and the surrounding environment.
0.7 mW/cm2 of illumination caused no more than a 3-mK increase in temperature. 3)
Too great an intensity of illumination may alter the electronic environment and obscure
the phenomena we are trying to observe. With 0.7 mW/cm2 of 785-nm light, the density
rate of photons striking the sample surface was 2.76×1015 cm−2 s−1. This light is about
0.05 eV more energetic than the trion recombination energy [Fig. 3.26]; being this far
off of resonance with the trion, the absorption coefficient of the QW for this light is
approximately 0.25× 105 cm−2 [98]. From this it is estimated that 3.7% of the photons
will be absorbed by the 15-nm QW and converted into trions. Given that the lifetime
of the trion at low temperature in a magnetic field of 7 T is about 100 ps [99], the rate
equation of the creation and annihilation for trions at equilibrium is
dnt
dt
= 3.7%× (2.76× 1015 cm−2)− nt
100 ps = 0, (3.7)
giving the density of trions nt to be ∼104 cm−2. With an electron density of 1.1× 1011
cm−2, there is about 1 trion per 10 million electrons. This ratio suggests that the
presence of the trions can be regarded as an insignificant perturbation on the 2DES for
the purposes of our experiments.
The polarization of the excitation light was set to be an equal combination of
σ+ and σ− using a linear polarizer placed before the sample. By the design of the low-
temperature optics [Fig. 3.18], the single-mode and multi-mode collection fibers only
collected σ+ and σ− light respectively, so in order to make both of these fibers usable
in the same experimental run, both helicities of light polarization had to be used for
excitation. We were only interested in collecting PL produced by the recombination
of electrons in the bottom Zeeman level. In a downward orientation of the magnetic
field, this recombination corresponded to σ+ light, while in the upward orientation it
corresponded to σ− light. Thus, by reversing the orientation of the field, either fiber
could be made to collect PL corresponding to the bottom Zeeman level.
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3.3.4 Generation of Nuclear Polarization at ν ≈ 2/3
In several experiments, nuclear polarization was dynamically generated at ν ≈ 2/3 by
the mechanism of flip-flop scattering that occurs between electron and nuclear spins
at the boundary of non-equilibrium stripe spin phase domains [11, 13]. One purpose
of generating this nuclear polarization was to study the mechanism by which it forms,
which will be a topic of the next chapter. Another purpose was to use the nuclear
polarization as a probe to study other states of the 2DES. In either case, the method of
polarizing the nuclei was as follows:
1. Determine the critical magnetic field Bcrit at which the spin phase transition occurs
at ν = 2/3 by determining the field at which the intensity of the trion triplet and
singlet peaks change most sharply as a function of ν [8]. Data used for this purpose
are presented in Appendix D. Alternatively, Bcrit can be identified as the magnetic
field at which the phase transition peak in Rxx occurs at the center of the Rxy
plateau or Rxx minimum corresponding to the ν = 2/3 fractional QH state.
2. Set ν ≈ 2/3, and set the magnetic field to Bcrit ± 1 T, the window for efficient
nuclear polarization.
3. Apply source-drain current of 90 nA ∼ 140 nA to excite non-equilibrium stripe
domains and generate nuclear polarization.
4. Wait > 30 min for a steady state to be reached.
5. Set conditions for probing the system.
(a) Leave the current and ν unchanged
OR
(b) Set the current to 0 nA; change ν to a new probing condition using the back
gate.
6. Perform measurements.
A potential concern is that when large source-drain currents are applied at ν ≈ 2/3,
the resulting large Hall electric field might perturb the trions and create artifacts in the












≈ 140 Vm , (3.8)
where VH is the Hall voltage, and W = 40 µm is the narrowest width to occur in any
Hall bar used in the experiments. The potential difference of this electric field over the
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radius of a trion is at most
eξH · 30 nm ≈ 0.004 meV, (3.9)
where 30 nm is an estimate of the trion radius [100]. At the magnetic fields at which
nuclear polarization is intentionally generated (∼7 T), the trion binding energy is ∼1
meV, which is 3 orders of magnitude larger than the potential difference created by
the Hall electric field. Thus, the effects of this field on the trions can be reasonably
neglected.
Chapter 4
Results and Discussion Part I:
Spatially Propagating Spin Phase
Domains
4.1 Review of Striped Domains
This section reintroduces the phenomenon of stripe-like non-equilibrium spin phase do-
mains occurring at ν = 2/3 which I reported in 2015 as part of the requirements for
the Master of Science in physics. Here extensive new analysis of the previous results is
provided.
4.1.1 Alternating Current Case
We began these experiments by confirming the previously reported enhancement of the
peak in Rxx which occurs at the spin phase transition of the ν = 2/3 QH state. With
a perpendicular magnetic field B of 6.8 T at a temperature T of 60 mK, we applied
a small perturbing alternating current IAC at 13 Hz equal to 2 nA. We observed that
in the vicinity of ν = 2/3 Rxx produced a minimum, indicating the formation of the
QH state [Fig. 4.1(a), green curve]. This minimum also contained a peak signaling the
transition between the ferromagnetic (polarized) phase at the low-ν side of the peak and
the nonmagnetic (unpolarized) phase at the high-ν side [32, 33, 38, 101]. This peak’s
location at approximately ν = 2/3 indicates that B is approximately equal to the critical
field for the transition Bcrit. ν was scanned at a rate of 3.15× 10−4/s by modifying the
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Figure 4.1: (a) Rxx measured in the dark using the Hall bar device diagrammed in
(b), as a function of ν. (Green) IAC = 2, (blue, red) 120 nA. ν is scanned over 0.5−1.02
with 3.15 × 10−4 /s (green, blue) and 6.18 × 10−6 /s (red) scan speeds. (b) Diagram
of the Hall bar device used in all the experiments of this chapter. Red circle: region of
illumination. Pink rectangle: region of PL intensity spatial mapping under AC. Central
black point: region of PL intensity spatial mapping under DC. (c) to (g) 38× 68-µm2
spatial images showing PL intensity of the trion singlet peak (“PL intensity”), at ν
of: (c) 0.647; (d) 0.653; (e) 0.660; (f) 0.666; and (g) 0.672, with IAC = 120 nA. (h)
Example PL spectra taken at the two points indicated in (f). The two peaks correspond
to the trion singlet state (low energy) and triplet state (high energy). B = BC = 6.8
T throughout. T ∼ 60 mK unless otherwise specified.
2D electron density using the device’s back gate. Here ν is taken to be
ν ≡ h(C0Vg/e+ ne0)
eB
,
where C0 is the gate’s capacitance per unit area measured at B = 0.1 T, and ne0 is
the 2D electron density when no gate voltage is applied (Vg = 0 V). This transport
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measurement was conducted without illuminating the Hall bar, under which condition
ne0 = 1.1× 1011 cm−2.
A significant increase in the source-drain current to IAC = 120 nA caused the
peak in Rxx to became wider and several times higher in its steady state, which was
achieved on a time scale of tens of minutes as previously reported [12, 40]. The red curve
in Fig. 4.1(a) shows Rxx measured with an integration time of 10 min per data point,
while the blue curve plots Rxx measured when ν was scanned 2 orders of magnitude
faster. The growth of this backscattering peak on such a slow time scale has been linked
to dynamic nuclear polarization [32, 38, 40, 102–104]. We also observed this enhanced
peak under illumination (Appendix E). We sought to understand the phenomena behind
the enhanced backscattering peak by visualizing the electron and nuclear spin states in
real space using photoluminescence microscopy.
In all of the following experiments described in this chapter, while applying a field
of 6.8 T at T ≈ 60 mK we illuminated the Hall bar device shown in Fig. 4.1(b) with
linearly polarized light in the region indicated by the red circle with an intensity of ∼0.7
mW/cm2. At this intensity, ne0 was decreased by the photodepletion effect by about
0.1× 1011 cm−2, which was evident from the shift in the transport characteristics with
respect to Vg. Photoluminescence (PL) was collected corresponding to the recombination
of electrons in the bottom Zeeman level with a heavy hole. From the PL spectrum, we
integrated the intensity of the singlet-state trion peak over a window of 390 µeV after
fitting it to a Lorentz function. Hereafter, this integrated intensity is simply referred to
as “PL intensity”. As explained in Sec. 2.5.4, the selection rules for optical transitions
and the competition between the triplet and singlet states cause this PL intensity to be
anti-correlated with the degree of electron spin polarization P .
We collected the PL intensity from a ∼1−µm spot which we scanned over the pink
rectangular region in Fig. 4.1(b) to create images reflecting changes in P in real space.
Figures 4.1(c)-4.1(g) are images taken over a range of filling factors ν = 2/3±∼3% for
the non-equilibrium case of IAC = 120 nA. The PL intensity drops to zero at the edges
of the Hall bar mesa, which are located near the left and right boarders of the image.
Within the Hall bar, the PL intensity contains stripe-like spatial patterns. These stripes
are a few microns wide and tend to connect opposite edges of the Hall bar. There is
a sharp contrast between the bright and dark regions that define the stripe patterns.
This contrast can be seen also in the PL spectrum in these two different regions; Fig.
4.1(h) compares these spectra at the two points indicated in Fig. 4.1(f). The difference
in these spectra indicates that the dark (blue) and bright (red) regions correspond to
the spin-polarized, i.e. ferromagnetic (P = 1), and spin-unpolarized, i.e. nonmagnetic
(P = 0), fractional QH phases respectively [8]. It follows that the stripes constitute
Results and Discussion Part I: Spatially Propagating Spin Phase Domains 62
magnetic domains of these two phases; however, in contrast to the phase transition
under equilibrium conditions in which domains form over a range of ν = 2/3±∼0.3%,
the domains in this case are present over a filling factor range that is 10 times larger
[8]. As will be shown later, the present domains also have the property of propagating
in space in the direction of the source-drain current; though, the speed is too slow to
affect the images taken when the current alternates at 13 Hz [13].
Figure 4.2: (a) to (e) 38× 68-µm2 PL intensity spatial images at ν = 0.660 with IAC
(Hall voltage, VH = 32 he2 IAC) of: (a) 0 (0); (b) 30 (1.16); (c) 60 (2.32); (d) 90 (3.48);
and (e) 120 nA (4.65 meV). (f) Critical current at which first stripe becomes visible
(Icrit) as function of ν. Error in Icrit determined by step size of applied current. Error
in ν calculated from uncertainty in electron density. Right y-axis: Potential difference
between sample edges, eVH .
Figures 4.2(a)-4.2(e) are images taken over a range of IAC from 0 nA to 120 nA
at ν = 0.660. When IAC = 0 nA, the PL intensity is uniformly dark because the ground
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state at this filling factor is the ferromagnetic phase. At this condition the bulk of
the fractional QH liquid is gapped to excitations, although this gap is small due to the
close proximity of ν to the phase transition condition. This bulk region is protected from
perturbations by gapless edge channels which extend along the perimeter of the Hall bar.
When IAC = 30 nA, the bulk remains uniformly gapped despite the existence of a large
electrochemical potential difference across its width, i.e. the Hall voltage VH . When the
perturbation created by the injected current becomes strong enough, stripe domains of
the non-equilibrium spin phase—here the nonmagnetic phase—are excited [Fig. 4.2(c)-
4.2(e)]. Consistent with this, for ν < 2/3 the excited domains are nonmagnetic [Figs.
4.1(c)-4.1(e)], and for ν > 2/3 the excited domains are ferromagnetic [Fig. 4.1(g)]; at
ν = 2/3 the two phases take up approximately equal area, as expected from their energy
equivalence at the phase transition.
We found that the number of stripes tends to increase discretely as IAC is in-
creased, i.e. there is no significant variation in the visibility of the stripes that appear.
Knowing this, we could measure the size of the chemical potential difference necessary
to excite a stripe domain by measuring the critical current Icrit at which the first stripe
domain becomes visible. The stripe domains were detected by mapping the PL intensity
in one dimension along a vertical line located at the center of the images already shown.
Figure 4.2(f) plots Icrit vs. ν, and the right axis shows the potential difference between








. The potential difference
required to create a stripe domain increases as ν moves away from 2/3, which reflects
the increased energy difference between the excited- and ground-state spin phases as ν
moves away from the phase transition condition. This follows from the fact that the
energy requirement for creating a domain must include the energy of the excited spin
states contained in that domain. Even at ν = 2/3, though, the distinct stripe structures
required about 30 nA to form. This non-zero excitation energy requirement can be ac-
counted for by the energy cost of forming the domain walls at the stripe boundaries and
of overcoming the spatial variations in the random background potential of the sample.
The stripe domain patterns are heavily influenced by disorder. This is concluded
by comparing two PL intensity images taken at the same conditions of ν and IAC , but
with the sample being subjected to one thermal cycle between the two measurements
[Fig. 4.3]. In this thermal cycle, the sample was warmed up to room temperature and
then cooled again to ∼60 mK, which ensures that any random effects on the PL images
specific to the cooling and experimental initialization sequence are reset. The images
previously shown in Figs. 4.1(e) and 4.2(e), were both taken at ν = 0.660 and IAC = 120
nA, and are plotted together in Fig. 4.3. The bottom image was taken after the thermal
cycle, and reproduces the salient features of the top image, such as the number and
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Figure 4.3: PL intensity images previously shown in Figs. 4.1(e) and 4.2(e) taken at
ν = 0.660 and IAC = 120 nA (a) before and (b) after the thermal cycle described in
the main text.
location of the domains as well as the curvature of the domain walls in numerous spots
throughout the image. After an initial period of formation, these spatial patterns were
static on a time scale of ∼10 hr. This stability and reproducibility of the spatial pattern
is likely due to the influence of the disorder pattern in the background potential of
remote donors; the disorder pattern is able to survive thermal cycles without significant
changes because donor atoms are not mobile. We speculate that the domains become
pinned at local extrema of the background potential. In addition to the source-drain
current excitation and the background potential, the shape of the domains should be
influenced by exchange energy, which was found in the case of equilibrium domains to
be effective at an energy scale of ∼0.1 meV [8].
Figure 4.4: Energy diagram of the 2DES in the vicinity of a domain wall. The
continuous transition of P between the ferromagnetic and nonmagnetic phases results
in increased exchange energy in the domain wall.
P must transition continuously between 1 and 0 at the boundary between the
ferromagnetic and nonmagnetic domains. The spatial region over which P makes this
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transition is called the domain wall, and it is conceptually diagrammed in Fig. 4.4.
The width of the domain wall at the ν = 2/3 phase transition was calculated to be
about 4 magnetic lengths, which is equal to 9.8 nm at this magnetic field and cannot
be resolved by PL microscopy [39]. In order to transition from the spin-up states of
the ferromagnetic phase to the superpositionally up and down spin states of the non-
magnetic phase, neighboring spin states within the domain wall must differ; this causes
an increase in exchange energy inside the domain wall [39]. Mobile electrons incident on
the domain wall should thus experience it as an energy barrier and have some probability
of reflecting. In this way, the domain walls can give rise to a new kind of QH edge state
which flows around the perimeter of each domain. Figure 4.5 illustrates these edges at
the boundary of a nonmagnetic phase stripe domain. Similar to how the gapless edge
states at the vacuum-QH liquid interface stabilize the QH liquid, these new edge states
might provide the domains added stability against perturbations.
Figure 4.5: Schematic of observed images. Solid and dotted lines denote edge channels
and backscattering paths, respectively. The microscopic internal structure of the 2/3
edge state is not shown here because it remains unclear [105, 106].
Because the domains here tend to extend across the entire width of the Hall bar,
the edge states at their boundaries are now connecting the edge channels on opposite
sides of the sample that flow counter to each other. This creates an efficient route for
backscattering through the bulk of the QH liquid and accounts for the huge enhancement
of the Rxx peak at the phase transition under strong source-drain current.
Close to the condition of the phase transition, the bulk QH liquid is only weakly
gapped, and at 60 mK thermal energy is sufficient to cause significant backscattering
through the bulk. However, it can be insightful to consider an ideal case in which
backscattering is limited to occur only along the edges of the stripe domains. In this
case, the chemical potential will decrease step-wise from source to drain, as at each
stripe boundary some fraction of the edge current will be delivered backwards to the
source electrode. If the current flowing at the boundaries of the sample and the domains
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is taken to be quantized, then the size of the chemical potential steps can be calculated
in a Landau-Büttiker formalism, with assistance from Fig. 4.6(a). This calculation
does not assume anything about the microscopic internal structure of the edge channels,
because in the ν = 2/3 QH state this structure is currently unclear [105, 106].
For this calculation, ideal voltage probes are placed at the ends of each stripe,
and the stripes are indexed by n increasing from source to drain. The magnetic field is
directed out of the plane so that electrons flow clockwise along the edges and current
flows counter-clockwise. Let the rate of transmission (forwardscattering) of current
from a ferromagnetic stripe to a nonmagnetic stripe be 1− p, and let the rate of current
reflection (backscattering) at such a boundary be p. Likewise, for current incident on
a nonmagnetic stripe from a ferromagnetic stripe, let the rates of transmission and
reflection be 1 − q and q respectively. For simplicity, let the transmission of current
between adjacent stripes be concentrated at two points as shown in the figure. (In
reality, forwardscattering could be distributed along the entire length of the domain
wall.)
Figure 4.6: Illustration of the model on which the backscattering calculation is based.
Considering the nth stripe, we can write
V1n = V1n−1(1− p) + V2nq, (4.1)
V2n = V2n+1(1− p) + V1nq. (4.2)
There is also a Hall voltage between the top and bottom of each stripe in the diagram:
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From these facts, the potential difference between two consecutive ferromagnetic (blue)
stripes can be written as
V2n−1 − V2n+1 = p+ q
1− pVH , (4.4)
and the potential difference between two consecutive nonmagnetic (red) stripes as
V2n − V2n+2 = p+ q
1− qVH . (4.5)
In space the chemical potential will resemble tilted terraces or steps, as illustrated in
Fig. 4.7. In order for current to flow, the chemical potential must be monotonically
decreasing at each step. Thus, in a large system containing many stripes the poten-
tial difference between consecutive ferromagnetic stripes must tend to be equal to the
potential difference between consecutive nonmagnetic stripes. If it were not equal, the
potential would descend at different rates for stripes of the different phases until one set
of stripes overtook the other, which is not a physically realizable situation. Therefore,
we make the simplification that q = p. This means that the potential difference between
all adjacent stripes is the same and is equal to
∆V =
p
1− pVH . (4.6)
Figure 4.7: Diagram of three stripes in three dimensions in which the vertical dimen-
sion corresponds to chemical potential and the two horizontal dimensions correspond
to space.
As noted above, the shape and location of the stripe domains is strongly influenced
by the background disorder potential. In a similar GaAs modulation doped QW device,
the disorder potential was estimated to fluctuate with an amplitude on the order of 0.1
meV based on the spatial variation in ne. If ∆V were much larger than the potential
fluctuations, we would not expect the domain patterns to be both dependent on the
shape of those fluctuations and also dependent on the size of the current. Figs. 4.2(a)-
4.2(e) show that the domain patterns are sensitive to IAC , and Fig. 4.3 shows that the
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patterns are reproducible for a given IAC . Therefore, there is a competition between
disorder and the backscattering that generates the chemical potential steps. At the same
time, the existence of the stripes is evidence that the potential steps are not completely
disrupted by the disorder. We therefore take ∆V to be of the same order as the disorder
potential strength of 0.1 mV, giving







Using a characteristic Icrit value of 40 nA for the current in this equation, we obtain an
estimate of the backscattering rate at a single stripe to be p ≈ 0.06. So we conclude that
most of the source-drain current is transmitted across stripe boundaries. However, even
this backscattering rate is sufficient to create a substantial longitudinal resistance. For
instance, at this backscattering rate 3 stripes create a longitudinal resistance of 2500 Ω.
These considerations also reveal the reason for the energetic (quasi)stability of the
stripe domains. Because the stripes facilitate backscattering, they reduce the chemical
potential energy of the system; and the size of this energy reduction is proportional to
the current. However, it costs energy to create a stripe. The main cost is the energy
necessary to promote electrons into the non-equilibrium spin phase. The domain can
only form if the cost of creating it is exceeded by the potential energy relaxation that
results from its existence.
If a constant source-drain voltage is applied to the sample, the source-drain current
will be reduced by each stripe produced, and eventually no more stripes can be afforded
because the size of the decrease in chemical potential has been diminished by the re-
duction in current. Past experiments showed that under constant source-drain voltage,
Rxx oscillates with a period of ∼300 sec [107]. These oscillations can be understood
if the rate of backscattering is increased by the nuclear polarization that occurs at the
stripe boundaries. (It will be shown below that nuclear polarization does occur at the
stripe boundaries.) It is already known from the decrease in Rxx in response to nuclear
magnetic resonant RF that the backscattering grows with nuclear polarization [40]. As
the backscattering increases in time with the nuclear polarization, Rxx increases, and
the source-drain current decreases. Eventually, the chemical potential energy reduction
created by the existence of the stripes becomes so small that not all of the stripes can
be sustained by the reduced current, so some must be destroyed. This causes Rxx to
decrease, which restores the previous source-drain current and resets the system to the
beginning of the cycle. These oscillations require the source-drain current to oscillate,
and so have not been observed in the case of a constant current source.
It is important to note that in the present experiment, constant source-drain volt-
age was not applied. Rather, due to the 10-MΩ resister placed between the voltage source
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and the sample, the experiment was carried out with almost constant source-drain cur-
rent. As such, with each stripe that formed, the source-drain voltage increased, which
supplied more chemical potential by which to make additional stripes. Clearly some lim-
iting density of stripes was reached; this density was likely determined by the disorder
potential.
4.1.2 Direct Current Case
Despite their static appearance under an AC excitation, in general the stripe domains are
not fixed objects. The following measurements will show that these domains propagate
at a nearly constant rate in the direction of the source-drain current.
In order to visually capture this propagation phenomenon, we repeatedly collected
PL intensity images in a 6 × 6-µm2 region of the Hall bar at a rate of about 1 image
per 110 sec. The imaged region was located at the center of the PL intensity images
already shown above. While performing this measurement, a direct source-drain current
of IDC = 110 nA was applied, and the filling factor was 0.664. Figure 4.8 shows a sample
of eight consecutive images displayed with time increasing from top to bottom. In these
images, a domain wall which is at the bottom of the imaged region at an initial time
t = 0 propagates upward 4 µm within the time t = 4.1 min. Later, domain walls can be
seen to enter the imaged region from the bottom at t = 6.2 min and t = 12.3 min, which
then also propagate upward. All of the images captured in this measurement, which
continued for a duration of 204 min, can be seen compiled into a single video presented
in the Supplemental Material of Ref. [13]. In this measurement the source-drain current
was directed upward. When the direction of IDC was reversed, we observed the domain
wall propagation direction to reverse as well, using the same method of PL intensity
imaging.
Measuring the PL intensity at a single point (∼1 µm) as a function of time pro-
duces a relatively periodic pattern [Fig. 4.9]. The periodicity of the oscillations is
consistent with the tendency seen in the PL intensity images in both AC and DC cases
for stripes to be spaced with a degree of regularity. The parts of the oscillations in Fig.
4.9 corresponding to each phase are determined by comparing the PL intensity value
here to its value when the current is 0 nA. In the absence of current, the ground state
phase at this point is ferromagnetic, and the PL intensity is constant in time with the
value shown by the dotted line. As will be discussed in the next section, the presence of
the stripes creates nuclear polarization which lowers the PL intensity below its ground
state value in the ferromagnetic phase. The parts of the oscillations where this occurs are
labeled “Ferromagnetic phase” for this reason. The parts labeled “Nonmagnetic phase”
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Figure 4.8: 6 × 6-µm2 PL intensity im-
ages taken at the center of the rectangular
region shown in Fig. 4.1(b) for t of: (a) 0;
(b) 2.1; (c) 4.1; (d) 6.2; (e) 8.2; (f) 10.2;
(g) 12.3; and (h) 14.4 min. Each image
is interpolated from 49 data points located
at the crosses of the displayed 1-µm grid.
Data points were measured vertically be-
ginning at the top left and ending at the
bottom right. There was a time interval
of ∼14 s between the collection of each im-
age. Each image took ∼110 s to collect.
IDC = 110 nA, ν = 0.664. See the video in
the Supplemental Material of Ref. [13] for
the whole 204 minutes of data.
are identified by the PL intensity exceeding the ferromagnetic phase ground state value,
which is due to P becoming zero but is also partly influenced by the nuclear polarization.
It was possible to measure the average velocity of the stripe domains by measuring
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Figure 4.9: PL intensity at a fixed ∼1-µm point as a function of time with arbitrary
t = 0. IDC = 110 nA; ν = 0.662. Horizontal dotted line corresponds to intensity when
IDC = 0 nA.
the PL intensity in time at two separate points nearly simultaneously. Since the mi-
croscope only had one optical fiber for microscopically collecting PL, we scanned back
and forth between two points separated by 4 µm to capture the two sets of PL intensity
time oscillations in Fig. 4.10(a). In this measurement, IDC = 110 nA was again directed
upward, and the two collection points were aligned vertically in the center of the Hall
bar as illustrated in Fig. 4.10(b). The PL spectrum was collected for 4 s each time the
position was switched between the two points. Because the domains were propagating
upward, domain walls arrived at the bottom point (Point 1) before arriving at the top
point (Point 2). Thus, the oscillations in Fig. 4.10 are shifted to an earlier time at Point
1 relative to Point 2. The average value of this time lag can be determined from the cross
correlation between the two sets of oscillations. The cross correlation is maximum at a
time lag of −1.330 min [Fig. 4.10(c)]. It follows that the average longitudinal velocity
υdomain is about 4 µm/1.33 min = 50 nm/s. The strong cross correlation between the
oscillations relative their autocorrelations confirms that the widths of the domains are
preserved over distances of a few µm and justifies the concept of an average domain
velocity.
Figure 4.11 shows υdomain measured as a function of ν when IDC = 110 nA. υdomain
has a minimum of about 30 nm/s near the phase transition and increases monotonically
away from that minimum. The mechanism behind the domain propagation and the
reason for its dependence on ν will be discussed in the last section of this chapter. For
now, note that the magnitude of the domain velocity is astonishingly slow for such a
small object. 30 nm/s translates to 1 meter per year. By comparison, glaciers typically
move at a rate of 1 meter per day. It is clear that the stripe propagation cannot make
any significant contribution to the magnitude of the source-drain current because the
stripe velocity is so much lower than the current’s velocity. The velocity υforward of
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Figure 4.10: (a) PL intensity as a function of time at fixed ∼1-µm Points 1 (orange)
and 2 (green) at the same conditions as in Fig. 4.9. (b) Schematic of sample describing
locations of Points 1 and 2. (c) Auto-correlation functions of PL intensity at Points 1
(orange) and 2 (green), and cross-correlation function between PL intensity at Points 1
and 2 (blue) as a function of time lag.
electrons forwardscattering across domains to move through the Hall bar in the source-




This is the relation describing the number of electrons crossing a domain wall per unit
time, where L is the length of the domain wall, which can be estimated by the width of
the Hall bar. Taking IDC = 110 nA, ne = 1.1× 1015 m−2 and L = 60 µm, υforward ≈ 10
m/s, which is 9 orders of magnitude faster than the stripe velocity. Further, the stripes
are moving in the opposite direction to the flow of electrons. As will be discussed, it is
likely that no charge is actually being transported by the stripes; rather their propagation
is a pure spin transport phenomenon.
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Figure 4.11: υdomain as function of ν; IDC = 110 nA. Error in ν calculated from
uncertainty in electron density.
4.2 Bipolar Dynamic Nuclear Polarization
In this second half of the chapter, the mechanism by which the stripe domains give rise
to dynamic nuclear polarization and the ways in which that nuclear polarization acts
back on the 2DES will be discussed. The findings presented will nearly complete the
picture surrounding the nuclear polarization at the ν = 2/3 spin phase transition which
has been unclear for decades despite its usefulness in generating nuclear polarization as
a probe of the quantum Hall system [49, 102, 103, 108–115]. This topic has value be-
yond the context of the quantum Hall liquid because of the importance and universality
of electron-nuclear magnetic interactions across a spectrum of materials. In solid-state
materials in particular, the coupling between conduction electrons and nuclear spins has
been studied for over half a century [58], and several techniques have been found to use
hyperfine coupling outside of the quantum Hall system to study electronic properties
[116–119]. Methods of manipulating nuclear spins in the solid-state are also a constant
focus for the field of quantum information processing [103, 120–128]. All of the exper-
iments presented from this point onward were performed after my completion of the
Master of Science degree program.
4.2.1 Imaging Bipolar Dynamic Nuclear Polarization
This section describes the findings that came from visualizing the nuclear spin polar-
ization PN in real space. It also explains the optically detected magnetic resonance
imaging method we introduced to accomplish this. This method of PN spatial map-
ping surpasses conventional techniques in its spatial resolution and its sensitivity to
polarization magnitude and direction.
Results and Discussion Part I: Spatially Propagating Spin Phase Domains 74
Figure 4.12: PL intensity from two fixed points originally located in nonmagnetic
(red) and ferromagnetic (blue) phases. t = 0: time when ν, IAC were adjusted from






b, where a = −2713.8 (1216.5), T1 = 2.059 (1.127) min, and b = 5209.6 (4938.8) for the
ferromagnetic (nonmagnetic) phase.
There was an early indication in this research that the PL intensity might be
modified by PN ; examining the PL intensity images taken as a function of IAC in Figs.
4.2(a)-4.2(e), it is apparent that the PL intensity becomes darker in the ferromagnetic
phase regions after the stripe domains have been excited—compare the 0-nA and 120-
nA images, for example. Suspecting that this was the effect of PN , we measured the
PL intensity in time after turning off the current and changing the filling factor to 1/2,
and we observed that the modification to the PL intensity lingered on a time scale of
minutes. This showed that the intensity modification was not an effect of the current,
nor was it a result of a frozen-in state of the electronic spin states at ν = 2/3 because
it survived the change to ν = 1/2 where there is no QH state. Figure 4.12 plots the
PL intensity in time at ν = 1/2 and IAC = 0 nA immediately after changing to this
condition from the condition ν = 0.660 and IAC = 120 nA. The red and blue data points
correspond to PL intensity measured at locations which prior to turning off the current
had been in the nonmagnetic and ferromagnetic phases respectively. The blue points
relax in time to a higher intensity, which confirms that the application of current causes
the ferromagnetic phase region to become darker than in the equilibrium state when
current it turned off. Further, the relaxation of the red points to a lower intensity shows
that the nonmagnetic phase region becomes brighter under current than at equilibrium.
These opposite modifications of the PL intensity are the result of PN having opposite
sign in the two phases, as will be shown next. Fits of these relaxation curves provide a
measurement of the nuclear spin longitudinal relaxation time T1 at ν = 1/2.
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Notably, T1 measured in the formerly nonmagnetic phase region is ∼x min shorter
than T1 in the formerly ferromagnetic phase region. This may be because at ν =
0.660 when the nuclei are polarized, the nonmagnetic phase region is smaller than the
ferromagnetic phase region. As a result, the contribution of PN diffusion may player a
significant role in speeding up the decay of PN in the nonmagnetic region. To test this,
we would need to repeat this same microscopic T1 measurement in formerly nonmagnetic
and ferromagnetic regions after the current is pumped at ν > 2/3.
Figure 4.13: Optically detected NMR spectra measured in the nonmagnetic (red)
and ferromagnetic (blue) phases for ν = 0.660, IAC = 120 nA. Plotted spectra were
averaged from 9 spectra and 3 spectra recorded in the nonmagnetic and ferromagnetic
phases respectively. The RF power at the generator was −3.8 dBm, and the mixing
chamber temperature rose to ∼80 mK in this experiment.
To confirm the role of PN , we performed an NMR experiment in which we de-
polarized 75As nuclei using continuous-wave RF irradiated by a two-turn coil wrapped
around the chip carrier holding the sample. This coil was positioned carefully so that
it did not interfere with the light path of the microscope. Scanning the RF frequency
across the Larmor frequency of the nuclear spins resulted in resonant peaks of different
sign in the PL intensity measured in the nonmagnetic and ferromagnetic phase regions
when stripe domains were present [Fig. 4.13]. Since the resonant RF decreases the
magnitude of PN towards zero, and this gives an opposite response in the two phases,
the sign of PN must be opposite in these two phases.
The reason for the PL intensity’s sensitivity to PN is not obvious to us. We
speculate that the electrons within the trions are acted on by the magnetic field of the
nuclei (the Overhauser field) by the Fermi contact hyperfine interaction, and that this
acts to modify the binding energy and relative formation rates of the singlet and triplet
state trions.
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The NMR frequency measured in Fig. 4.13 was slightly lower than the expected
Larmor frequency of ωL = 49.79MHz, which may have been due to the actual value of B
being slightly lower than 6.8 T. The NMR frequency measured by the resonant response
in Rxx was also lower than expected (Appendix E). There was also a visible difference
in the NMR frequency in the two phases, with the ferromagnetic resonant peak being
about 5 kHz lower than the nonmagnetic resonant peak. This is due to the different
sizes of Knight shift in the two phases, which is a result of their different values of P .
The ferromagnetic phase, in which P = 1, is made up of electron spins which, because of
their negative g-factor, are all pointing with their spin magnetic moment opposite to the
direction of B. Through the Fermi contact interaction, the nuclear spins in this phase
region experience a reduced effective field, and thus have a lower Larmor frequency than
in the nonmagnetic phase where P = 0. The size of Knight shift observed here agrees
reasonably with the Knight shift of 8.7 kHz measured previously by resistively detected
NMR [115].
The sensitivity of PL intensity to PN allowed for real-space imaging of PN by the
following method. In a central region within the previously shown images, we collected
a PL intensity image [Fig. 4.14(a)] while simultaneously irradiating the sample with RF
at the resonant frequency of the 75As nuclei of 49.7717 MHz, as determined from the
optically detected NMR spectrum. This reduced the polarization of 75As nuclei located
in both phase regions. Then, we changed the RF to be off-resonant with the nuclei
(49.84 MHz), and collected the PL intensity image again [Fig. 4.14(b)]. Taking the
difference between these two images reveals the change in PL intensity due exclusively
to the change in PN under the depolarizing influence of RF; we call the resulting image
“optically detected MRI (OD-MRI)” [Fig. 4.14(c)]. This image can be thought of as a
spatial plot of the size and sign of the peaks appearing in the NMR spectrum.
Comparing the pattern in the OD-MRI to the corresponding PL intensity image
clearly shows that nuclei are polarized in both phase domains but with opposite polar-
ities. This was confirmed in another experiment that we performed to spatially map
PN by repeatedly probing the PL intensity at ν = 1/2 following a cycle of pumping the
current [11] (Appendix E). The OD-MRI signal is also visibly more intense close to the
domain walls. This same tendency is apparent in the PL intensity images, which are now
understood to reflect the combined contribution of both P and PN . Note the darker PL
intensity near the domain walls in the ferromagnetic regions of Figs. 4.2(c)-4.2(e). The
PL intensity also becomes brighter near the domain walls in the nonmagnetic phase in
Fig. 4.1(g). The observed enhancement of PN near the phase boundary and the asym-
metry of PN across this boundary are expected to occur when the mechanism of dynamic
nuclear polarization is flip-flop scattering between nuclei and the electrons participat-
ing in charge transport. Consider that in order to flow from the source to the drain,
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Figure 4.14: 15×7.5-µm2 PL-intensity spatial images under (a) on-resonant (49.7717
MHz) and (b) off-resonant RF (49.84 MHz). (c) OD-MRI. Data were obtained at
ν = 0.660, T ≈ 80 mK and IAC = 120 nA. The RF power at the generator was −3.8
dBm.
electrons must traverse the domain walls. Due to the difference in P across the domain
walls, half of these electrons must flip their spin upon arrival in the next domain. One
mode of spin relaxation which may occur is flip-flop scattering with a nuclear spin via
hyperfine interaction, which conserves spin angular momentum and, close to the phase
transition, also conserves energy. In this process, some of the electrons flowing into the
nonmagnetic phase flip their spin (angular momentum vector) from up (parallel with
B) to down and leave behind a spin-up nucleus. (Recall that in the ferromagnetic phase
the electron’s spin angular momentum points in the direction of B due to the negative
g-factor.) By the same mechanism, some of the electrons flowing into the ferromagnetic
phase flip their spin from down to up and leave behind a spin-down nucleus. The result is
a bipolar nuclear spin spatial distribution as illustrated in Fig. 4.15 in which PN points
parallel and antiparallel to B in the nonmagnetic and ferromagnetic phases respectively.
A non-zero OD-MRI signal persists more than 5 µm away from the domain wall, which
suggests a mechanism also exists for PN to diffuse over such length scales.
4.2.2 Nuclear Polarization Feedback on the 2DES
Effect of PN on Backscattering
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Figure 4.15: Schematic of the spatial distribution of the direction of PN that follows
from the electron-nuclear spin flip-flop scattering mechanism.
The nuclear polarization generated by the source-drain current acts back on the
electronic system. One way is to alter the PL spectrum. The amount of backscattering
is also apparently increased by PN because under strong current Rxx diminishes greatly
when RF is applied at the nuclear Larmor frequencies [40]. Before considering the
mechanism by which PN enhances backscattering, let us consider what the magnitude
of PN can be expected to be. This magnitude depends on the efficiency with which
flip-flop scattering occurs between electrons and nuclei.
Let us construct a rate equation for the nuclear spin states. Consider electrons
flowing across the domain wall boundary of a stripe from the ferromagnetic phase into










where L is the length of the boundary, and dNe/dtdx is the number of electrons crossing
a segment of the boundary of length dx per unit time. Given that electrons are spread
out over an area about the size of the magnetic length squared, it is relevant to consider
the rate of electrons flowing into a square region of area ℓ2 inside the nonmagnetic phase









Let the nuclear spin system be simplified as a two-level system. Then we can








where ε is the efficiency or probability that a flip-flop transition occurs when a nuclear
spin is available; N↓N is the ratio of spin-down nuclei to total nuclei in the region; and
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the factor of 1/2 accounts for the fact that only half of the electrons will undergo spin
flips.
Nuclear spins also relax back to their thermal equilibrium distribution at a rate
that can be determined from the equation introduced in Sec. 2.4.2 describing the relax-
ation of PN following the cessation of a dynamic nuclear polarization process:
PN (t) = (PDNP − PN,equil.)e−t/T1 + PN,equil.. (4.12)


















e−t/T1 + PN,equil., (4.14)
where N↑(0) is the steady-state N↑ under current excitation. Solve for N↑(t) and set
t = 0 in the time derivative of this equation to obtain the rate at which N↑ decays from
















= Rrelax + C. (4.16)












Figure 4.16 plots PN in the considered region at the stripe boundary as a function of
ε. In this evaluation, the following parameter values were used: I = 120 nA, B = 6.8
T, T1 = 90 s based on an average of the fits in Fig. 4.12, PN,equil. = 3% based on a
temperature of ∼60 mK, L = 60 µm, N = 6.4× 104 calculated for a 15-nm QW.
In the OD-MRI experiment, we cannot measure the absolute magnitude of PN .
However, some indication of this magnitude has been provided by past transport exper-
iments. Both thermal nuclear polarization and dynamic nuclear polarization modify the
electron spin splitting energy and affect the value of the external magnetic field at which
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Figure 4.16: PN calculated as a function of spin flip-flop scattering efficiency ε oc-
curring inside the nonmagnetic phase within a distance ℓ from the domain wall.
the ν = 2/3 spin phase transition peak in Rxx occurs [101, 109, 110, 129]. Measuring
the shift in this peak under non-equilibrium conditions gave estimates of the Overhauser
field BN of ∼1 T [101, 129]. Because these estimates were based on measurements of
macroscopic resistances, the value of BN reported represents a kind of spatial average
over the local magnitudes of BN in the system. Therefore, 1 T should be taken as a lower
bound on the magnitude of BN that occurs at the stripe boundaries. Given that BN
in a 100%- polarized GaAs nuclear lattice would be 5.3 T [130], this 1-T lower bound
translates to a PN of ∼20%, and based on the plot in Fig. 4.16 indicates a flip-flop
scattering efficiency ε of at least 1 in 420 thousand. This serves as an order estimate.
The Overhauser field of ∼1 T at the stripe boundaries modifies the electrochemical





Ahf > 0. Due to the orientations of PN in each phase, PN acts to reduce the energies
of both phases, making them more stable. By contrast, the energy within the domain
wall is now more elevated with respect to its surroundings, which might improve the
robustness of the edge states running along the stripes. This would explain why the
backscattering rate increases with increased nuclear polarization.
Effect of PN on Stripe Propagation
PN had another effect on the 2DES, which was to change the velocity at which
the stripe domains propagated. We discovered this when measuring the domain veloc-
ity while simultaneously applying RF. Figure 4.17(a) shows the domain velocity as a
function of the RF power PRF when the RF was applied resonantly with the 75As nuclei
(orange, 49.7717 MHz) and when the RF was applied off-resonantly (green, 49.84 MHz).
Over the full range of RF power applied, resonantly depolarizing the nuclei increased
υdomain by ∼30-40 nm/s relative to the off-resonant case.
There was also a tendency for υdomain to increase as PRF increased at both RF
frequencies. This may be the result of the temperature increasing as the wafer and
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Figure 4.17: (a) Average domain velocity υdomain in the IDC direction as a function
of on-resonant (orange, 49.7717 MHz) and off-resonant (green, 49.84 MHz) RF power
PRF; IDC = 110 nA, ν = 0.664. The lines are a guide to the eye. Inset: The dilution
refrigerator mixing chamber temperature T as a function of PRF. (b)υdomain as a
function of IDC ; ν = 0.664.
ceramic chip carrier absorb the RF radiation. The inset of Fig. 4.17(a) shows the
temperature measured at the mixing chamber as a function of PRF. The increase in
υdomain with T likely contains the effect of decreased thermal nuclear polarization, but
the rate of the velocity increase would suggest that other effects may also be contributing.
Figure 4.17(b) shows υdomain decreasing as a function of IDC . We take this trend
also to be a reflection of υdomain’s decrease with nuclear polarization magnitude, be-
cause the magnitude of the steady-state nuclear polarization should increase with IDC .
Further, we speculate that the decrease in υdomain near the ν of the phase transition,
previously shown in Fig. 4.11, may also originate with PN ; PN ’s magnitude should max-
imize near the phase transition because the match in the energy of ferromagnetic and
nonmagnetic phases ensures that the electron spin flip energy is minimized, which con-
serves energy in the spin flip-flop scattering and improves the efficiency of this process.
Two fundamental questions are, What causes the stripe propagation, and How is
PN interfering with this propagation? The fact that PN reduces the velocity constrains
how we think about the propagation. Firstly, it seems to contradict one of the most
intuitive mechanisms of propagation. This mechanism is illustrated in Fig. 4.18. The
direct current polarizes nuclear spins such that the magnitude of PN is greater on the side
of the domain walls downstream to the electron flow than on the side that is upstream
to the electron flow [see left side of Fig. 4.18]. As explained above, the Overhauser field
lowers the electrochemical potential energy where PN occurs on the downstream side of
the domain wall. This allows a decrease in energy as nearby electrons inside the domain
wall convert to the phase on the downstream side. In order to maintain the domain wall
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Figure 4.18: Illustration of the mechanism of stripe propagation that seems to be
contradicted by experiment. Left: PN generated by forwardscattering electrons accu-
mulates on the downstream side of the domain walls. Right: The accumulated PN
recruits electrons within the domain walls into the phase on the downstream side, re-
sulting in a net translation of the domain wall.
width, electrons on the upstream side of the domain wall must be assimilated into the
domain wall and undergo an energy increase, but this increase is smaller than the energy
reduction on the downstream side. The net outcome is that the domain wall advances
in the direction of the current, and the process can repeat itself after PN builds up
to a critical level at the new border of the domain wall. This mechanism of motion
would become faster as PN grows in magnitude, in contradiction to the observation in
the RF experiment. Therefore, we rule this out as the origin of the domain motion.
Some other more efficient mechanism might be causing the domain motion. It is also
conceivable that this mechanism is made ineffective by the ability of the domain walls
to rapidly relax nuclear spins. Non-equilibrium PN should decay quickly in the presence
of the spin superpositional states in the domain walls. This could prevent PN of any
significant magnitude from accumulating at the domain walls or diffusing into them.
Another mechanism of domain motion that can be ruled out is spin-transfer torque.
This is a phenomenon in which a spin-polarized current injected into a magnetic material
transfers a degree of spin polarization to that material via some scattering process. Using
large currents, spin-transfer torque can drive the motion of ferromagnetic domain walls;
however, the effect is always to push the domain walls in the direction of the flow of
electrons, which is opposite to the motion observed in our experiment [131–136].
The last mechanism of motion that we will consider derives from the monotonically
descending staircase pattern of the electrochemical potential energy across the set of
stripe domains. Figure 4.19 is a diagram of the energy through space in which the
elevated exchange energy of the domain walls has also been illustrated. Electrons inside
Results and Discussion Part I: Spatially Propagating Spin Phase Domains 83
Figure 4.19: Diagram of the electrochemical potential energy landscape. Electrons
located along the dotted lines in the figure undergo transitions in their spin states;
transitions occur from the domain wall to the downstream spin phase, and from the
upstream spin phase to the domain wall.
the domain walls located on the downstream side of those walls can reduce their exchange
energy by transitioning into the phase on their downstream side. However, this would
cause the domain wall to become narrower, which would increase its exchange energy
cost. The exchange energy is returned to its original amount when an electron from
the upstream phase transitions to become part of the domain wall. The net change in
energy through the entire process is negative, and the domain walls shift in the direction
of the current.
Let us calculate the time it takes for this process to occur. Given that ne =
1.1×1011 cm−2, the average area per electron is 910 nm2, and the diameter of that area
is 34 nm. Because the time it takes for the stripes to travel 1 nm at the phase transition
is ∼1 sec, the average time for a given electron at the downstream side of the domain
wall to transition into the phase next to it is ∼1 sec.
It is conceivable that PN generated on the downstream side of the domains could
interfere in this process and lead to the observed reduction in υdomain. An electron in
the domain wall about to transition into the ferromagnetic phase must change from a
superposition of spin up and spin down to a pure spin-up state. This spin reorientation
can be mediated by flip-flop scattering with a nucleus. However, nuclei in the ferro-
magnetic phase are polarized downward (opposite of B) by the current, and if this PN
diffuses partly into the domain wall, it should reduce the probability of electrons there
making a flip-flop transition to become spin up. The mirror of this phenomenon would
also apply to electrons trying to transition from a domain wall into the nonmagnetic
phase.
Chapter 5
Results and Discussion Part II:
Correlated Skyrmion Phase
5.1 Introduction
The presence of skyrmions in the vicinity of ν = 1 has been confirmed by many experi-
mental approaches [7, 42–53]; however, with only a few exceptions, these measurement
techniques have been limited to a coarse level of detail and lacked information about
how skyrmions form and interact (cf. Refs. [7, 50]). In the present research, we con-
ducted measurements of P and T1 in fine detail using PL microscopy to study the critical





Here, C0Vg/e is analogous to the change in ne caused by Vg, where C0 is defined as a
constant capacitance per unit area of the gate, as measure at a total magnetic field of
B = 0.1 T; α is an offset which we define such that µ = 1 at the center of the plateau in
Hall resistance Rxy. Thus µ is comparable to the conventional estimate of ν in a gated
2DES.
We used two different Hall bar devices. The first device, which will be called
“device A”, is the device that was used in the experiments presented in the previous
chapter. The second device, “device B”, had similar electron density (0.9× 1011 cm−2)
to device A, but had electron mobility (0.5 × 106 cm2/V·s) which was about half that
of device A. The two devices’ Hall bars are illustrated in Figs. 5.1(a) and 5.1(b). Both
devices were equipped with a back gate allowing ne to be tuned by a gate voltage
Vg and allowing us to create the first integer QH state over a wide range of B (up
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Figure 5.1: Diagrams of Hall bars of (a) device A and (b) device B. Red circles:
regions of illumination and macroscopic PL collection. Pink rectangle: region of PL
intensity spatial mapping. Green arrow: point of T1 measurement ∼6 µm from edge.
(c) PL spectra collected from regions I, II and III, specifically µ = 0.86, 1.03 and 1.1
respectively. (d) PL spectra as a function of µ measured macroscopically. White curve:
integrated intensity of the trion singlet state PL peak (”PL intensity”). (b) Longitudinal
resistance Rxx and Hall resistance Rxy vs. µ. Throughout, unless otherwise specified,
T is ∼45 mK, B is 8 T perpendicular to the 2DES; IAC is 10 nA, 13 Hz.
Figure 5.2: Qualitative plots of Left: the DOS and Right: the electron density ne as
a function of the electrochemical potential V applied to the 2DES.
to 10 T in device A), according to ν = ℏne/eB. However, in this study we cannot
accurately estimate ν because its value depends on the details of the macroscopic density
of states (DOS) under the influence of disorder and changing interactions over the range
of conditions we investigate. In the literature conventionally, ne is approximated by
CVg/e, where C is a constant capacitance per unit area between the 2DES and the
gate electrode. More exactly, though, C is not constant because the DOS has gaps, and
strong electron interaction can also cause the DOS to change unpredictably with small
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changes in Vg and B. Figure 5.2 shows qualitative diagrams of the DOS and ne as a
function of the electrochemical potential applied to the 2DES, and illustrates the fact
that ne is not in general linear with Vg. Particularly, near ν = 1 the DOS should be
greatly variable due to the Zeeman gap. Therefore, ne and ν are not suitable parameters
for our detailed examination of the neighborhood around ν = 1. Instead, we define a
unitless chemical potential
As in the previous experiments, the method was again to illuminate the Hall bar
with linearly polarized light of intensity ∼0.7 mW/cm2 and collect the PL spectrum
corresponding to the recombination of electrons in the bottom Zeeman level with a
heavy hole. All PL spectra were measured simultaneously with longitudinal and Hall
resistances while applying a source-drain current of IAC = 10 nA at 13 Hz. We first
study how P changes in the QH liquid over the relatively wide range of µ = 1 ±∼20%.
Figure 5.1(d) shows the PL spectra measured while scanning µ by increasing Vg at B = 8
T and T = 45 mK. These spectra were collected macroscopically from device A in the
region indicated by the red circle in Fig. 5.1(a). The PL peak appearing in red originates
from the singlet trion state. Recall that this peak’s intensity is anti-correlated with P .
We fit this peak and integrated its intensity as before, referring again to this integrated
intensity as the “PL intensity” for simplicity. The PL intensity is plotted as the white
curve in Fig. 5.1(d).
Qualitatively we identify three regions of this curve, which we label as I, II and
III1. Figure 5.1(c) shows representative spectra from each region. In region II, the PL
intensity shows a broad minimum, indicating a broad maximum in P , which has been
observed in other studies and measured to have a value of P ≈ 80% [7, 42, 46, 47, 104].
The ∼20% difference from full polarization means that the QH liquid is not completely
ferromagnetic in region II; rather, it has been explained that a low density of disorder-
localized skyrmions and/or antiskyrmions exists here [42, 46, 50]. It is still conceivable,
though, that the 2DES might become ferromagnetic in some microscopic regions. Ex-
periments also conclude that in regions I and III where P is greatly diminished, anti-
skyrmions and skyrmions are present respectively, existing as a liquid phase or possibly
as a crystal [42, 50, 137, 138]. We now observe that while the transition between regions
I and II is gradual and continuous, the transition between regions II and III is abrupt.
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Figure 5.3: (a) to (d) 33×40-µm2 spatial images of the trion singlet state PL intensity
at µ of: (a) 1.0568; (b) 1.0576; (c) 1.0581; and (d) 1.0587, T = 45 mK, B = 8 T. (e)
Example PL spectra collected microscopically in the high-P region (blue) and low-P
region (red). (f) PL intensity histograms of the images.
5.2 Spatial Mapping
We turn our attention to investigating the sharp transition in P at B = 8 T over the
extremely narrow range µ = 1.05775 ± 0.09%. We collected the PL intensity images
shown in Figs. 5.3(a)-5.3(d). These were taken in the region indicated by the pink
rectangle in Fig. 5.1(a) at the condition where the sharp feature occurs. We observed two
distinct domains (blue and red) of differing PL intensity in Figs. 5.3(a)-5.3(b) to collapse
into a homogeneous state of high PL intensity in Fig. 5.3(d). The strong contrast
between the PL spectra in the two domains is apparent in the spectra in Fig. 5.3(e)
obtained at points 1 and 2 of Fig. 5.3(b). The evolution of these images is also captured
in their histograms [Fig. 5.3(f)], in which two well-separated peaks corresponding to the
two domains give way to a single peak. We conclude that we have witnessed this area of
the sample undergo a transition between the macroscopically identified regions II and
III, corresponding to the blue and red domains respectively2.
1We repeated the measurement in Fig. 5.1(d) over a range of illumination intensities as a check that
the regions we identified are not a product of excitation by the laser (Appendix F).
2We also observed the domains to form at elevated temperature (Appendix F).
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Figure 5.4: (a) 33 × 40-µm2 spatial image of the trion singlet state PL intensity at
µ = 0.4037, T = 45 mK, B = 8 T. (b) Autocorrelation coefficients of the image in (a)
and the images in Figs. 5.3(a)-5.3(d).
To verify that the large sizes of the high- and low-P domains in these images are
not an artifact of the sample’s intrinsic background potential distribution, we mapped
PL intensity on the flank of the µ ≈ ν = 2/5 fractional QH state [Fig. 5.4(a)]. At
this condition there is no mechanism for long-range ordering, and the PL intensity
distribution reflects the distribution of ne, which is also a reflection of the background
potential spatial distribution [8]. The random distribution of ionized donors in the
remote doping layer of the wafer is the main contribution to the background potential
[55, 56]. The domain patterns of Figs. 5.3(a)-5.3(c) differ visibly from the spatial pattern
in Fig. 5.4(a); the autocorrelation coefficients of the images in Figs. 5.3(a)-5.3(c) are also
longer than the autocorrelation coefficient of the image in Fig. 5.4(a) [Fig. 5.4(b)]. This
indicates that at the phase transition between phases II and III there is a mechanism of
ordering as strong as the the QW’s disorder potential (∼100 µeV [8]) which is causing
the domains to extend over several tens of microns.
In Fig. 5.5(a) we present PL intensity measured microscopically (µ-PL) as a
function of µ taken at the five points (i-v) indicated in Fig. 5.3(d), which have 6-µm
spacing. Hysteresis appears when scanning µ in a round trip across the transition.
This hysteresis is reproducible, as demonstrated by Fig. 5.5(b) showing the same µ-
PL measurement performed four times consecutively at point v. The chemical potential
width of the hysteresis was measured at the half-way point of the jump in µ-PL intensity.
The average of the widths obtained from Fig. 5.5(b) was 0.0006±0.00023. We conclude
from this hysteresis that the transition separating regions II and III in Fig. 5.1(d) is
first-order.
3The hysteresis widths in Fig. 5.5(b) from top to bottom are 0.0007, 0.0007, 0.00025 and 0.0009.
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Figure 5.5: (a) µ-PL intensity, offset for clarity, vs. µ at locations i-v of Fig. 5.3(d)
measured by forward and backward scans of µ with round-trip scan times of 10.6 min
(i—iv) and 187.2 min (v). (b) µ-PL intensity measured four times from point v while
performing forward and backward scans of µ with round-trip scan times of 187.2 min.
Intensity obtained in each trial is plotted with an offset for clarity.
5.3 Microscopic T1 Measurement
Figure 5.6: Diagram of the experimental parameters used in one pump-relax-probe
cycle of the T1 measurement. PN is generated to saturation over the duration of the
”Pump” period; PN decays over the ”Relax” period; and the PL spectrum is collected
during the ”Probe” period. Then the sequence is repeated with variable tr and µr.
We next seek to examine the magnetism of the 2DES from the perspective of the
nuclear spin longitudinal relaxation time T1; T1 is sensitive to the electronic spin order-
ing because hyperfine interaction with electrons is one mode of nuclear spin relaxation.
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Mismatch in electron and nuclear Zeeman energies normally makes this mode very in-
efficient, but if the mismatch is compensated by low-energy features of the electronic
energy spectrum, a shortening of T1 occurs.
Figure 5.7: (a) µ-PL intensity measured at µ ≈ 1/2 vs. the time of relaxation
at µr = 0.9974. Dashed line: fitting function a exp tr/T1 + b, where a = −0.3489,
T1 = 18.354 s, and b = 5.1825. (b) µ-PL intensity and (c) T1 measured microscopically
vs. µ. Error in T1 is determined as the uncertainty in the exponential decay fit. In
these experiments, device B was used; and T ≈ 40 mK, B = 6 T.
In the following experiment, we measured T1 microscopically by measuring the
decay of PN in time detected via the µ-PL intensity similarly to the experiment of Fig.
4.12 in the previous chapter. For this purpose, we dynamically generated PN using the
electron-nuclear flip-flop scattering that occurs at the boundary of the nonequilibrium
stripe domains at ν ≈ 2/3. We detected the decay of PN in time by the following
procedure, illustrated by the diagram in Fig. 5.6: (i) To generate PN , we set µ ≈ ν ≈ 2/3
with source-drain current IAC = 110 nA; (ii) then, set IAC = 0 nA to allow PN to relax
at µ = µr for waiting time tr; (iii) last, set µ ≈ ν ≈ 1/2 and measure the µ-PL intensity,
which reflects the magnitude of the remaining PN . The choice of µ ≈ 1/2 in (iii) is to
avoid a probing condition in which spin phase domains may form, and also because the
PL intensity’s sensitivity to PN is stronger at µ ≈ 1/2 than at µr in this case. Figure
5.7(a) shows the µ-PL intensity collected at the point in device B indicated by the green
arrow in Fig. 5.1(b) as a function of the waiting time tr after pumping. Fitting these
data to an exponential decay yields T1. T1 changes depending on the µ at which we wait
µr.
In Figs. 5.7(b) and 5.7(c) we show µ-PL intensity and T1 measured at the same
location as a function of µ. Both of these data indicate a spontaneous change in spin
ordering at roughly the same µ ≈ 1.1 corresponding to the first-order transition4. We
define this critical µ as µcrit. The extremely short value of T1 above µcrit and around
4The jump in T1 occurs at ∼0.02 lower µ than the jump in PL intensity. This is likely because at some
location near to the measurement point the transition occurs at a lower µ, and nuclear spin diffusion
into that location enhances the effective relaxation rate at the measurement point.
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Figure 5.8: Qualitative illustration of the DOS in the vicinity of region II as a function
of µ.
0.9 in Fig. 5.7(c) is the expression of the Goldstone spin wave mode that is enabled by
the in-plane U(1) degree of freedom of the spins within skyrmions and antiskyrmions
[54]. Thus, we confirm that region III contains a skyrmion-rich phase, and that region
I contains antiskyrmions.
5.4 Temperature and Magnetic Field Dependence
We state here, and confirm below, that region II corresponds to the gap in the DOS
between the Zeeman levels (ZLs) of the lowest LL. This gap is illustrated qualitatively
in Fig. 5.8. The gap should contain both Zeeman and Coulomb components. ν becomes
approximately 1 at the bottom of this gap, and then does not increase significantly
until the top of the gap, which is why P has been observed to become plateau-like.
At µcrit, ν and ne increase sharply as skyrmions form up to some critical density. The
discontinuity in ne across the transition might account for why the domain wall in Figs.
5.3(a) and 5.3(b) is concave with respect to phase II; the blue (red) region tends to
expand (contract) in some places to maintain the low (high) density of phase II (the
skyrmion phase).
To investigate the energy gap, we measured µ-PL intensity vs. µ at three different
temperatures [Fig. 5.9(a)] at the point indicated by the yellow triangle in Fig. 5.3(a).
Increasing T from 44 mK to 1 K caused µcrit to shift to lower µ, as is depicted in Fig.
5.9(b), and caused region II seen in the µ-PL intensity to shrink by ∼50%. In the PL
intensity measured macroscopically as well, shown in Appendix F, we observed the same
general changes with T as seen microscopically. A combination of factors may be causing
region II to shrink. Thermal energy might be exciting ground electrons at the Fermi
level into the upper ZL, which then triggers skyrmions to form in a chain reaction.
Additionally, the gap energy may be reduced when thermal fluctuations disrupt the
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Figure 5.9: (a) µ-PL intensity vs. µ at three temperatures at 8 T in device A. (b)
Phase diagram in T vs. µcrit. Dashed line is a guide to the eye.
exchange correlations stabilizing the spin-polarized regions of phase II. At higher T , the
change in µ-PL intensity at µcrit becomes diminished, possibly because at lower µ there
is less chemical potential available for the skyrmion creation, or because skyrmions are
reduced in size by thermal fluctuations.
Figure 5.10: Chemical potential widths ∆µ of region II extracted from data in Fig.
5.9(a) as a function of temperature. Dashed line: Fitting function s1T + b, where
s1 = −0.036± 0.007 K−1 and b = 0.070± 0.005. Error in ∆µ is due to the uncertainty
in the value of µ at the left side of the plateau in PL intensity.
The strong sensitivity of µcrit to T indicates that the gap energy is comparable to
the thermal energy. We estimate the size of the gap’s energy Egap from the dependence
of region II’s width on T . In this estimate, region II is defined by the plateau-like feature
in the µ-PL intensity, where the low-µ boundary of this plateau is taken to be the point
at which the slope in µ-PL intensity vs. µ undergoes a visible change, and the high-µ
boundary of the plateau is µcrit. The chemical potential widths of region II obtained in
this way are plotted vs. the temperature in Fig. 5.10. We define Egap as the chemical
potential width of region II in the limit of T = 0, in which limit region II should realize
its maximum width. This width is obtained in terms of the unitless chemical potential
µ by extrapolating the plotted data to 0 K with a linear fit.
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The slope of this linear fit can be used to convert the unitless chemical potential
width corresponding to Egap into units of energy. This slope estimates how much thermal
energy is required to achieve a reduction of a given size in the width of region II. It
therefore establishes a ratio ∆µ/∆E between a change in µ and a change in thermal
energy, which is |s1| = 420 eV−1 = 0.036 K−1 at 8 T, where s1 is the slope of the fit in
Fig. 5.10. Because the change in thermal energy here maps linearly to a change in µ
and in the gate voltage, ∆E here is equivalent to the change in the absolute chemical
potential energy. Thus, Egap at 8 T can be calculated as
Egap =
b
−s1 = 1.9± 0.4 K, (5.2)
where b is vertical-axis intercept of the fit.
The presence of disorder complicates the interpretation of this gap energy. For
example, µcrit in the µ-PL intensity likely corresponds closely to the chemical potential
at which the transition first occurs at a local minima within the potential landscape,
and by virtue of the long-range ordering mechanism the transition spreads widely across
space to the location of the microscopic point measured here. The left side of the plateau,
however, likely corresponds to the chemical potential at which the transition from phase
I to phase II occurs with short-range order at the point of the measurement, because this
transition is continuous and is not accompanied by long-range ordering. Therefore, due
to the long-range ordering, Egap measured here may not correspond to the gap energy at
the microscopic point being probed; rather, the measured value may be smaller than the
gap in the DOS by an amount as large as the fluctuation amplitude of the background
potential (100 µeV or ∼1 K [8]). A more accurate measurement of the gap in the DOS
would require us to perform the same experiment at the location of the global minimum
in the potential landscape at which the phase transition first occurs.
Even without these considerations, this measurement indicates that the size of Egap
can exceed the Zeeman energy EZ , which is ∼1.7 K at 8 T for a g-factor determined
to be g∗ = −0.32 by measurements in other QWs [139–142]. If the gap energy is the
energy cost of creating a single spin-flip quasiparticle Equasiparticle, then it should be
equal to the sum of the Zeeman energy and the energy of exchange interactions between




↓ · ↑i +gµBB, J > 0, (5.3)
where ↑ and ↓ describe the spin part of the electron wave functions of the central spin-
flipped electron and the electrons surrounding it, and J is the magnetic coupling constant
between neighboring spins. If the gap energy is instead equal to the energy cost of
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creating a skyrmion Eskyrmion, then it should be equal to the sum of the Zeeman energy,
the exchange energy between all the electrons making up the skyrmion, and the energy
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where B is the external magnetic field vector. The last term in this expression derives
from the energy of Coulomb interaction between electrons within the skyrmion. The
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where these electrons are in a superposition between up and down spin states; α and
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The third and forth terms are the interaction between the components of the spin states
pointing in the same direction. This is the form of the Coulomb interaction between
electrons in the ferromagnetic state. Because these terms are present before the skyrmion
forms, they should not be included as part of the skyrmion formation energy. All that
remain are the first and second terms of EC . These are the interaction between the
components of the spin states pointing in opposite directions. They account for the
quantum fluctuations that induce transitions between ↑ and ↓ states, and because of the
relative phase of pi between ↑ and ↓, these terms have a negative energy. Despite the
increased net Zeeman energy of skyrmions, Eskyrmion is made to be less than Equasiparticle
by the relative reduction in exchange energy and the energy reduction afforded by the
quantum fluctuations.
We now probe the energy gap further by returning to measurements of PL intensity
from the circular macroscopic region in Fig. 5.1(a). In order to isolate the contribution
of Zeeman energy to the gap, we also tilt the device with respect to B in the configuration
of Fig. 5.11(a) while holding the component of B perpendicular to the 2DES B⊥ fixed.
This increases EZ while leaving the orbital dynamics unchanged [35]. Figure 5.11(b)
shows PL intensity at tilt angels θ of 0◦ (black) and 30◦ (red) as a function of µ over a
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Figure 5.11: (a) Schematic of the 2DES of device A tilted in the magnetic field. (b)
Macroscopic PL intensity, normalized and offset for clarity, vs. µ as a function of B⊥
when θ=0◦ (black) and 30◦ (red). (c) µcrit vs. B⊥ for θ = 0◦ (black) and 30◦ (red).
(d) ∆µcrit vs. B⊥. Dashed line: fitting function s2B⊥, where s2 = 0.06 ± 0.01 K/T.
Error is discussed in Appendix F.
range of B⊥. µcrit is plotted in Fig. 5.11(c) against B⊥ for both conditions of θ. When
tilting the sample 30◦, the transition remains sharp, and µcrit increases while region II
tends to become wider. This indicates that the gap to the spontaneous formation of
skyrmions has been expanded by the increase in EZ .
To measure the gap’s expansion, we convert the difference in µcrit between the two
tilt angles ∆µcrit to units of kelvin. This conversion is calculated from the previously









where ∆Vg is the difference in back gate voltage corresponding to ∆µ at the field B⊥.






· 0.036 K−1. (5.6)
This describes how much the 2DES chemical potential energy changes in response to
a change in Vg, and cannot depend on the DOS or the strength of B. Inserting this
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· (0.036± 0.007) K−1, (5.7)
which we use to convert ∆µcrit into units of kelvin at any magnetic field. ∆µcrit, plotted
in Fig. 5.11(d), tends to scale with B, which confirms that it is proportional to EZ ; thus
Egap is linear with EZ .
5.5 Interpretation
As B⊥ grows, the PL intensity change vs. µ (or Vg) at the transition becomes sharper.
This sharpness implies that upon creation of the first skyrmion, it takes very little
additional chemical potential to create additional skyrmions up to a critical density.
The additional chemical potential cost even seems to be negative because, as observed,
the skyrmion phase spontaneously overcomes the background potential. This is not
intuitive, though, because skyrmions repel each other through short-range magnetic and
long-range electrostatic interactions [144].
Figure 5.12: Left: A single spin-flipped electron is excited into a ferromagnetic 2DES
as the Fermi energy is raised. Right: The spin-flipped electron becomes the nucleus of a
skyrmion after the surrounding electrons relax into a ground-state spin orientation. This
process releases energy equal to the energy gained by the spin relaxation. (Skyrmion
image credit: V. L. Zhang et al. [41]).
One explanation is based on the fact that adding or subtracting a skyrmion requires
spin reorientations involving exchange of angular momentum with the environment; this
process cannot occur as a single quantum transition. Only after the Fermi energy be-
comes high enough to excite a single spin-flipped electron into the spin-polarized 2DES,
a skyrmion can begin to form with this electron as its nucleus [Fig. 5.12]. The sur-
rounding spins relax into the configuration of a skyrmion, and the energy gained in this
relaxation pays the cost of bringing another spin-flipped electron into the 2DES, which
nucleates another skyrmion; thus skyrmions populate the 2DES in a chain reaction.
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Figure 5.13: Energy diagrams of
the single spin-flip quasiparticle and
skyrmion energy gaps and illustrations of
the phase transition when (a) the Fermi
energy is raised, and (b) when the Fermi
energy is lowered.
Figure 5.13(a) describes this transition in terms of the energy levels involved. As the
Fermi energy EF is raised through the energy gap, the transition is suppressed until EF
is sufficient to add a single spin-flipped electron to the 2DES. The energy released by
the formation of a skyrmion pays the cost of adding another electron to the 2DES. This
cost includes the extra chemical potential energy cost of adding electrons to elevated
points in the background potential landscape, which causes the domains to extend over
a long length scale.
The reverse of this process occurs when the Fermi energy falls below the skyrmion
ground state energy. This allows a skyrmion to be removed by extracting the electron
at its nucleus from the skyrmion phase. The surrounding spins relax into a polarized
configuration, which releases the energy indicated in Fig. 5.13(b). This released energy
in turn pays the cost of expelling further skyrmion nuclei from the 2DES in another
chain reaction. In this view, the hysteresis of the transition derives from the difference
between the single spin-flip quasiparticle and skyrmion ground state energies.
In conclusion, here, the lowest-energy stable excitation above ν = 1 is not an
individual skyrmion; it is a correlated spin texture containing an ensemble of skyrmions.
This is a many-body effect which points to the mechanisms of skyrmion formation and
interaction.
Appendix A
2D Drude Model of the Hall
Effect
Figure A.1: The 2D Hall bar geometry.
An electron of charge −e and effective mass m∗ is accelerated for a time τ under
the influence of an applied electric field E and magnetic field B before being scattered
by phonons, impurities, or lattice imperfections and losing all of its momentum. The
average velocity to which it is accelerated is the drift velocity vd. The Lorentz force of




= −e(E+ vd ×B). (A.1)
The steady state current density is related to the drift velocity by
j = −enevd, (A.2)
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relate the current density and electric field by
j = σ ·E, E = ρ · j. (A.7)
Thus, using Eq. A.5 the following longitudinal and transverse conductivities and resis-
tivities are obtained:
ρxx = ρyy =
1
σ0
, ρxy = −ρyx = ωcτ
σ0
(A.8)
σxx = σyy =
σ0
1 + (ωcτ)2
, σxy = −σyx = −σ0ωcτ
1 + (ωcτ)2
. (A.9)
The measured electric fields in the x and y directions are Vxx/L and Vxy/W respectively.
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where I/W is the net current density through the bulk of the Hall bar. Defining the
























Derivation of Rxy Quantization
Figure B.1: The geometry used in Laughlin’s thought experiment.
Following is the thought experiment undertaken by R. Laughlin in Ref. [18]. A
Hall bar is wrapped into a cylindrical loop like that shown in the above figure. In this
geometry, the magnetic field points radially outward from the center of the loop, and


















There is a periodic boundary condition on the wave functions such that they are con-
tinuous over the circumference of the loop L. Assume for now that there is no disorder
in the system and that the Fermi energy is located between two LLs so that the filling
factor is an integer n.
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Imagine inserting some amount of test flux φt through the center of the loop













Bt · da =
∫
S
(∇×At) · da =
∮
C
At · dl = L|At|. (B.3)








The difference between this new Hamiltonian and the original Hamiltonian of Eq. 2.3
amounts to no more than a gauge transformation since the magnetic field has not
changed. Under a gauge transformation in which
A(r) 7→ A(r) +∇χ(r), (B.5)








Therefore, the eigenfunctions of the new Hamiltonian in terms of Eq. B.1, the eigen-
functions of the original Hamiltonian, are















where α changes slowly from 0 to 1 during the adiabatic insertion of one flux quantum.
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L = nx2pi, (B.11)








Now the center of Gaussian localization of these wave functions is
yc = ℓ




where y0 is the position of the center of the eigenfunction with wave vector kx when no
flux is inserted. This shows that the flux insertion has the effect of spatially shifting all
of the states of the system in the direction of positive y. When the total amount of flux
inserted becomes equal to one flux quantum, the distance traveled by the states is equal
to the distance separating them, and the quantum number of the wave vector nx has
been incremented by one. Thus, one flux quantum transports each state of the system
into its next-highest momentum state, and for a system in which ν = n, n electrons will
be transported from the bottom edge of the loop to the top edge.
Inserting the test flux also induces a current in the direction shown in the above





















where vx is the velocity operator in the x direction. From this, the current operator in
the x direction can be written:
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where the sum is over all the conduction electrons in the loop. The expectation value of
this current is then








= − dUdφt , (B.17)
where here the Hellmann-Feynman theorem has been invoked. Approximating the in-
crement of flux dφt as φ0 gives and approximation for the current,
I ≈ − ￿U
φ0
. (B.18)
But it has already been shown that the insertion of a flux quantum carries n electrons
across the loop. This means that in the presence of a potential difference VH across the
loop’s width, like that shown in Fig. B.1,













when ν = n. (B.21)
Now consider a loop that is ideal on its edges but is disordered in the region in
between them. The flux inserted through the loop does not penetrate the equipotential
lines of the localized states of the disordered region, so these states do not undergo any
spatial shifting. The extended states of the disordered region are penetrated, and so
do respond just as in the above discussion. Therefore, if the Fermi energy lies in the
localized states between LLs such that ν = n in the edge and extended states, then as α
flux quanta are inserted, nα electrons will be pushed out of the bottom edge region into
the interior extended states. However, since these states are completely occupied, nα
electrons will be pushed out of this region all the way to the opposite edge of the loop.
This explains that for the Hall resistance to take on its quantized values in a disordered




Figure C.1: Photomask used prior to
etching to pattern the Hall bar mesas.
Figure C.2: Photomask used to pat-





Figure D.1: Intensity of the singlet-state trion peak as a function of back gate voltage
at 9 different magnetic fields.
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Figure E.1: Pump-probe images. (a) to (c) 15× 7.5-µm2-PL intensity spatial images
at (a) ν = 0.660 while IAC = 120 nA, (b) ν = 0.5 3 sec after pumping, and (c) ν = 0.5
while IAC = 0 nA. [11]
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Figure E.2: Top: Longitudinal resistance measured with a > 10-min integration time
as a function of back gate voltage when the source-drain current was IAC = 125 nA and
the illumination was ∼0.7 mW/cm2. Bottom: PL intensity as a function of y-position
and back gate voltage under the same conditions as in the measurement of longitudinal
resistance.
Figure E.3: Longitudinal resistance measured without illumination at the condition
of the ν = 2/3 enhanced phase transition peak as a function of frequency of RF applied
to the sample at B = 6.8 T.
Appendix F
Results and Discussion II
Appendix
Figure F.1: PL intensity across regions I, II and III obtained using two different laser
excitation intensities at T = 84 mK, B = 8 T in another QW device made from a
different wafer than the two devices used in Results and Discussion II.
PL intensity mapping at elevated temperature. We spatially mapped the
PL intensity at the elevated temperatures of 0.5 K and 1 K over the bottom 34 µm of
the region in the pink rectangle in Fig. 5.1(a). For each mapping measurement, we set
the chemical potential to µ ≈ µcrit as measured according to the µ-PL intensity vs. µ
plot in Fig. 5.9(a). This condition was chosen to observe the magnetic phase domains
at the higher temperatures. The intensity images are displayed in Figs. F.2(a) and
F.2(b), and their histograms and autocorrelation coefficients are plotted in Figs. F.2(c)
and F.2(d). The autocorrelation coefficient at 0.5 K (red curve in Fig. F.2(d)) does
not differ significantly from the autocorrelation coefficients near µcrit at 45 mK [Fig.
5.4(b)]. At 0.5 K, two regions of differing P can still be distinguished, which is reflected
in the histogram of the image (red curve in Fig. F.2(c)); the histogram contains two
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Figure F.2: 33× 40-µm2 spatial images of the trion singlet state PL intensity at (a)
µ = 1.0374 and T = 0.5 K, and (b) µ = 1.0374 and T = 0.5 K. For both images, B = 8
T. (c) PL intensity histograms of the images. (d) Autocorrelation coefficients of the
images.
distinguishable peaks corresponding to the blue and red regions in Fig. F.2(a). The
peak corresponding to the blue region experienced no significant shift between 45 mK
and 0.5 K. And the peak corresponding to the red region shifted to lower PL intensity
relative to its position at 45 mK in Fig. 5.3(f). This is another indication that the
number of skyrmions and/or the size of the skyrmions formed at the phase transition
decreases with increasing T , causing a smaller change in P and thus a smaller change
in PL intensity between the two phases. The image obtained at 1 K does not appear
to contain long-range ordered domains, which is confirmed by the single peak in the
histogram and the weak autocorrelation coefficient. This may be because at 1 K the
difference in intensity between the two phases is so small that domains cannot be easily
distinguished and the corresponding peaks in the histogram cannot be resolved. It is
likely, though, that we simply failed to pick the correct value of µ at which the two
phases can be seen to coexist. The location of the peak in the histogram of the 1-K
image suggests that our choice of µ was greater than µcrit, causing only the skyrmion
phase to appear. As T increases, we expect that images taken at exactly µ = µcrit
will show histograms in which the two peaks gradually merge into one peak as thermal
fluctuations close the energy gap in the DOS and overpower the many-body effects that
are at play in the phase transition.
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Figure F.3: (a) Macroscopic PL intensity (left vertical axis) and Hall resistance (right
vertical axis) vs. µ measured in device B at B = 7 T. (b) Phase diagram defined by
T vs. µcrit. Dashed line is a guide to the eye. Error in temperature is obtained from
the standard deviation of the mixing chamber temperature over the duration of the
measurements.
Macroscopic PL intensity with chemical potential at elevated tempera-
ture. We measured the PL intensity from the macroscopic region of device B inside the
red circle in Fig. 5.1(b). This intensity is plotted in Fig. F.3(a) as a function of µ at five
different temperatures with B = 7 T. The values of µcrit are extracted from these plots
and plotted with temperature in Fig. F.3(b). The tendency for µcrit to decrease and
for region II to shrink as T is increased is seen to occur here just as it occurred at the
microscopic point in device A; though, region II is less easily distinguished from region
I in device B. In Fig. F.3(a) the PL intensity drops more rapidly as a function of µ in
region I as T increases. This suggests that the chemical potential cost for annihilating
antiskyrmions decreases as T increases. Further, this implies that at low T there is a
mechanism by which antiskyrmions are stabilized in opposition to the chemical potential
that is trying to annihilate them, and this mechanism appears to be disrupted by ther-
mal fluctuations at higher T . There is a stark difference between device A and device B
in the value of µcrit; at the base temperature of ∼40 mK at 7 T, µcrit is approximately
1.06 and 1.19 in devices A and B respectively. This could be related to the higher level
of disorder in device B relative to device A.
Determining µcrit. µcrit is defined as the µ at which the abrupt change in PL
intensity occurs most sharply. This is determined by finding the value of µ at which the
derivative in PL intensity with respect to µ is maximum. The top part of Fig. F.4 shows
the macroscopic PL intensity collected from device A when B = 8 T, and the bottom
part of Fig. F.4 shows the PL intensity’s derivative. We fit the peak in the differential
PL intensity to a Lorentz fitting function in order to obtain µcrit, defined as the center
of the Lorentz peak.
Data error estimates. Error in µcrit In the cases of Figs. 5.9(b) and F.3(b),
this error is entirely determined by the uncertainty in µcrit as a fitting parameter of the
Lorentz function described above. The error in µcrit displayed in Fig. 5.11(c) for the
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Figure F.4: Top: Macroscopic PL intensity collected from device A as a function of
µ at B = 8 T, T ≈ 45 mK. Bottom: Blue line: Derivative of the above PL intensity






(µ−µcrit)2+(Γ/2)2 + bµ+ c,
where a = 0.1385, b = 0.1098, c = −0.1137, Γ = 0.0044, µcrit = 1.0557± 0.0003.
case of θ = 0◦ is determined the same way, but for several values of B⊥ the error is
propagated from the error in two separate measurements of µcrit performed over two
thermal cycles. The error in µcrit displayed in Fig. 5.11(c) for the case of θ = 30◦ has a
component in addition to the uncertainty in the Lorentz fit. When the device was tilted,
the excitation light was incident at 30◦, and the illumination intensity decreased to 87%
of the un-tilted case. There were also regions of the 2DEG in which the light was not in
focus. As a result of decreased light intensity arriving at the 2DEG in the tilted case,
the photodepletion effect was not as strong; this is an effect that we have observed in
the weak illumination regime in which ne tends to decrease with increased illumination
intensity. Tilting the device thus had the effect of increasing ne and µ at any given back
gate voltage. The amount of increase was evident by observing the back gate voltage
at which the center of the Rxy plateaus occurred. To compensate for this increase, we
simply decreased the amount of back gate voltage applied. However, because we do have
a fully predictive understanding the photodepletion effect, we add in the resulting offset
in µ as additional error to µcrit.
Error in B⊥ is reported by horizontal error bars in Fig. 5.11(c) for the case of θ = 30◦.
This error is a result of the uncertainty of 2◦ in the device tilt angle θ.
Error in ∆µcrit is reported by vertical error bars in Fig. 5.11(d). This error is propagated
from the error in µcrit for the tilted and un-tilted cases.
Error in s2, the slope of the linear fit in Fig. 5.11(d), is in part due to the uncertainty
in the fit. Added onto this is additional uncertainty due to the error in ∆µ/∆E, the
ratio for converting changes in the chemical potential into energy units.
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