Abstract. By considering Tutte polynomials of a combinatorial Hopf algebras, we show how a Tutte polynomial can be canonically associated to a set of combinatorial objects that have some notion of deletion and contraction. We show that numerous graph polynomials from the literature arise canonically from this framework. These polynomials include the classical Tutte polynomial of graphs and matroids, Las Vergnas' Tutte polynomial of the morphism of matroids and his Tutte polynomial for embedded graphs, Bollobás and Riordan's ribbon graph polynomial, the Krushkal polynomial, and the Penrose polynomial.
Introduction and overview
The Tutte polynomial is arguably the most important graph polynomial, and unquestionably the most studied. It encodes a substantial amount of the combinatorial information of a graph, specialises to a myriad of other polynomials (including the chromatic and flow polynomials), it appears in knot theory as the Jones and homfly-pt polynomials, and in statistical mechanics as the Ising and Potts model partition functions. Over the last few years there has been considerable interest in topological analogues of the Tutte polynomial, that is, in extensions of the Tutte polynomial to graphs embedded in surfaces. The study of "topological Tutte polynomials" began, as far as the authors are aware, with M. Las Vergnas' Tutte polynomial of the morphism of a matroid. By considering matroid perspectives associated with embedded graphs, in [35, 36] (see also [34, 33] ), he introduced a polynomial L G (x, y, z), since named the Las Vergnas polynomial, that extends the classical Tutte polynomial to cellularly embedded graphs. Unfortunately Las Vergans' polynomial did not gain much attention and it took several years for topological Tutte polynomials to attract the serious attention of the community. This attention was instigated by B. Bollobás and O. Riordan's papers [6] and [5] where they introduced a topological Tutte polynomial R G (x, y, z). This polynomial, which is usually described in the language of ribbon graphs, has attracted much attention and has found applications in knot theory and quantum field theory. Most recently, motivated by the algebra and combinatorics of statistical mechanics and quantum field theory, S. Krushkal introduced in [32] a polynomial K G (x, y, a, b) that extends the Tutte polynomial to graphs that are not necessarily cellularly embedded in a surface.
Our work in this paper is motivated by one of the most fundamental questions on topological Tutte polynomials that can be asked. Why are there three topological Tutte polynomials? Can each of them make an equally valid claim to be the "Tutte polynomial" of an embedded graph? We answer these questions here.
Our approach is to study graph polynomials en masse, rather than individually. To do this we propose a Hopf algebraic framework for Tutte-like graph polynomials. We show that this Hopf algebra formalism provides a canonical construction of a "Tutte polynomial" of a (suitable) set of combinatorial objects that is equipped with some notion of "deletion" and "contraction". (We emphasise that these need not be the usual notions of deletion and contraction for the given objects. In fact different "Tutte polynomials" arise from different notions of deletion and contraction.) We show (in Section 3) that several graph polynomials from the literature, including the classical Tutte polynomial, the three topological analogues of the Tutte polynomial mentioned above, and, surprisingly, the Penrose polynomial of [2, 40] arise as the "canonical Tutte polynomials" of some class of combinatorial objects. Table 1 exhibits the polynomials we identify here as canonical Tutte polynomials.
We then go onto show, in Section 4, that various key properties of the classical Tutte polynomial hold in our general setting. We show that just like the classical Tutte polynomial of a graph, these generalised Tutte polynomials satisfy deletion-contraction relations, universality properties, convolution formulas, duality formulas. We also identify their state-sum formulations. Many of these results are new to the literature. Perhaps most importantly we offer a framework for the study of the Tutte polynomial and its analogues in other settings, offering the means to determine the properties and connections between a wide class of polynomial invariants. 
The Tutte polynomial of a Hopf algebra
Let H = i≥0 H i be a combinatorial Hopf algebra (so, in particular, H is graded with |H 0 | = 1). We will also assume that each H i is a free module or vector space over K, and so has a basis. If f and g are mappings from H into some algebra with product m, then their convolution product, f * g, is the mapping from H defined by f * g := m • (f ⊗ g) • ∆.
Let {S i } i∈I be a basis for H 1 . For each i ∈ I we define the mapping δ i : H → K to be the linear extension of (1) δ i (S) := 1 if S = S i 0 otherwise .
Let {x j } j∈J be a set of indeterminates, a i ∈ K[{x j } j∈J ] for each i ∈ I, and a = {a i } i∈I . We define the selector δ a : H → K[{x j } j∈J ] by (2) δ a := i∈I a i δ i .
Similarly, for a set of indeterminates {y j } j∈J , set b = {b i } i∈I with each b i ∈ K[{y j } j∈J ], we define δ b := i∈I b i δ i . With this choice of δ a (or δ b ) we can consider its * -exponential: We now introduce the Tutte polynomial of a Hopf algebra. At this point the reader may find it instructive to look forward to Example 1, which shows a computation of Tutte polynomial of a Hopf algebra of graphs.
Before we continue (and, in particular, justify why we name α the Tutte polynomial) we say a few words about notation. In our examples, H 1 will have a small dimension (of 2 to 5 elements) so we will usually fix an order of the basis and specify a and b as vectors, and the pair a, b as a list in α(a, b). We will also use a similar notation to specify δ a . This will both reduce clutter and make better contact with standard graph polynomial notation. Furthermore, we will often only define δ a with the understanding that δ b is defined through a change of variables.
Remark 1. In light of its use in Definition 1, the definition of the selector δ a may seem a little convoluted in that we choose the a i ∈ K[{x j } j∈J ] rather than just taking the a i to be indeterminates. However, as we will see in Section 3, this choice is necessitated by the applications. We also note that, again because it is demanded by the applications, we will often take our indeterminates to be fractional powers (e.g., x 1/2 ).
Our aim here is to show that the general definition of the Tutte polynomial of a Hopf algebra, α(a, b), provides a framework for studying a large class of graph polynomials from the lieterature. To this end we now work towards identifying how a variety of graph polynomials arise canonically as the Tutte polynomial of a Hopf algebra. More strongly, we will show that given a set of combinatorial objects with some notion of deletion and contraction, we can use Definition 1 to obtain a natural and canonical Tutte polynomial for that class of objects. We identify numerous graph polynomials as the canonical Tutte polynomial of an appropriate class.
Definition 2.
A minors system consists of the following.
(1) A graded set S = n≥0 S n of finite combinatorial objects such that each S ∈ S n has a finite set E(S) of exactly n sub-objects associated with it, and such that there is a unique element 1 ∈ S 0 . (2) Two minor operations , called deletion and contraction, respectively, that associate elements S e and S e, respectively, to each pair (S ∈ S n , e ∈ E(S)), where E(S e) = E(S e) = E(S) \ e, and such that for e = f (S e) f = (S f ) e, (S e) f = (S f ) e, (S e) f = (S f ) e.
An example of a minors system is the set of matroids, with E(S) the cardinality of the ground set of a matroid S, and with the usual deletion and contraction of matroids. Other examples can be found in Section 3.
We say that S ′ is a minor of S, if S ′ can be obtained from S by a sequence of applications of the minor operations. By definition, if S is in a minor system, then so are all of its minors. Since the order of the application of the minor operations to distinct elements of E(S) does not matter, we can use the notation S A and S A to mean we apply the appropriate minor operation to all of the elements in A ⊆ E(S) in some order.
Minor systems have a natural Hopf algebra structure:
The module H of formal Z-linear combinations of elements of a minors system S forms a coalgebra with counit under
∆(S) =

A⊆E(S)
(S A c ) ⊗ (S A), ε(S) = 1 if S ∈ S 0 0 otherwise.
If, in addition, the vector space forms an algebra with multiplication m and unit η such that η(1) ∈ S 0 ; for all S 1 , S 2 ∈ S E(m(S 1 ⊗ S 2 )) = E(S 1 ) ⊔ E(S 2 ), and for each A i ⊆ E(S i ) m(S 1 A 1 ⊗ S 2 A 2 ) = m(S 1 ⊗ S 2 ) (A 1 ⊔ A 2 ), m(S 1 A 1 ⊗ S 2 A 2 ) = m(S 1 ⊗ S 2 ) (A 1 ⊔ A 2 ), then it is a combinatorial Hopf algebra.
Proposition 1 can be deduced from W. Schmitt's general framework of [41] . It is also a fairly routine exercise to prove the result directly. Accordingly we omit its proof.
We call a Hopf algebra of the type described in Proposition 1 the Hopf algebras of the minors system S.
We say that a selector δ a is uniform if, for each S ∈ H, the evaluations of δ ⊗m for each summand of ∆ (m−1) (S) are equal. (Equivalently, δ a is uniform if δ ⊗m is a well-defined map on the symmetric algebra S m (H 1 ) for each m.) Definition 3. Let H be a Hopf algebra of a minors system S, and δ a and δ b be uniform selectors, where the δ i are determined by the elements of S 1 . Then we say that α(a, b), as given in Definition 1, is a canonical Tutte polynomial of the minors systems S.
A main aim of this paper is to show known graph polynomials fit in the general framework of the Tutte polynomials of Hopf algebras. The following two results will prove useful in doing this. Theorem 1. Let H be a combinatorial Hopf algebra of a minors system S with coproduct ∆(S) = A⊆E(S) (S A c ) ⊗ (S A). Suppose that a set I indexes the elements of H 1 , and that the functions δ i are defined by Equation (1) . Suppose also that for each j in some indexing set J there is a function r j : H → Q such that (4) r j (S) = r j (S e) + m ij when δ i (S e c ) = 1,
where S ∈ H, e ∈ S and m ij ∈ Q; and such that r j (S) = 0 when S ∈ H 0 . For a set of indeterminates {x j } j∈J define
, where r i (A) := (S A c ).
Proof. The proof of the theorem has four main steps: (1) showing δ a is uniform, (2) finding a closed form for exp * (δ a )(S), (3) showing that for each j, r j (S) = r j (S A c ) + r j (D A), and (4) proving the the given form of α(a, b)(S). We start by showing δ a is uniform. For this we set up some notation. For S ∈ S ⊂ H we use P l (S), where l = 1, . . . |E(S)|!, to denote the summands of ∆ (|E(S)|−1) (S) that consist of the tensor product of |E(S)| objects each of which is of graded dimension 1. In addition let # i (P l (S)) denote the number of tensor factors in P l (S) which δ i maps to 1.
To prove the uniformity of δ a we need to show that for each l and S, δ ⊗l a takes the same value on each summand of ∆ (l−1) (S). If any tensor factor in the summand is not of graded dimension 1 then δ a will evaluate to zero on that summand, thus we need only consider summands in which 5 each tensor factor is of graded dimension 1. That is, we need to show that for each S ∈ S, δ * |E(S)| takes the same value on P l (S), for each l. To do this we show
By definition we have
So we need to show for each j ∈ J that
We will do this by induction on |E(S)|. If |E(S)| = 0 the result holds since both sides of (9) are trivial. |E(S)| = 1 then for exactly one k ∈ I, δ k (S) = 1 and so
Now suppose that S ∈ S with |E(S)| ≥ 2, and that (9) holds for all S ′ ∈ S with |E(S ′ )| < |E(S)|. We can write
where each Q k is of graded dimension 1. Observe that we can write
for some n and that Q 1 = S e 1 c . By the inductive hypothesis
for each j ∈ J. We know that δ p (S e 1 c ) = 1 for some p and is zero otherwise. Using Equation (11) for the first equality, the inductive hypothesis for the second, and Equation (4) for the third, we have
= r j (S) (15) Thus we have shown δ a is uniform.
Next we find a closed form for exp * (δ a )(S). Using the definition of the * −exponential,
All the terms in this sum vanish except the ones for which p = |E(S)| (as otherwise some δ i will evaluate to zero). Furthermore, the non-vanishing terms arise exactly from the |E(S)|! terms of ∆ (|E(S)|−1) (S) that consist of the tensor product of |E(S)| elements of graded dimension 1. Thus
Next, to show that α(a, b)(S) can be written on the form of Equation (6) we prove the following identity. For each A ⊆ E(S), and for each j ∈ J,
(We note that it is enlightening to compare Equation (19) with the definition of matroid contraction in terms of rank functions, as appears in the exponents of the classical Tutte polynomial.) To prove (19) we start with the observation that since ∆ is a cocommutative and (S e) f = (S f ) e for e = f ,
Using the notation from Equation (10), let
be one of the |E(S)|! summands of ∆ (|E(S)|−1) (S) in which each Q k is of graded dimension 1. Then since δ a is uniform and since δ i is zero on all elements except for those of graded dimension 1,
where the last equality follows since
from which (19) immediately follows.
Finally we prove Equation (6) .
completing the proof of the theorem.
The reader will undoubtably recognise Equation (6) as being of a similar form to the spanning subgraph expansion of the classical Tutte polynomial of a graph
. This is perhaps the first point where the reader finds some justification of why we consider α(a, b) a "Tutte polynomial".
Although fairly straight-forward, the following theorem proves to be important. It provides a formal definition of what it means for one graph polynomial to generalise or to contain another. Moreover, we will use it to show that many known relations between graph polynomials are consequences of natural maps on the Hopf algebra level. Theorem 2. Let H and H ′ be combinatorial Hopf algebras and φ : H → H ′ be a Hopf algebra morphism. Suppose that δ H,a and δ H ′ ,x are selectors for H and H ′ , respectively, such that
where the α's are defined using δ H and δ H ′ , respectively. Moreover, if δ H ′ is uniform, then so is δ H . Proof. We write δ H for δ H,a , and δ H ′ for δ H ′ ,x . Let S ∈ H. Using Sweedler notation we can write
Since φ is a Hopf algebra morphism
These two expressions and that
, and so α H (S) = α H ′ (φ(S)), as required.
To see that δ H is uniform when δ H ′ is, let σ be an element of the symmetric group on k elements.
. Since δ H ′ is uniform these two expressions are equal, and so δ H is uniform.
Examples
In this section we give a large number of examples of minor systems and their canonical Tutte polynomials. In particular we identify the classical Tutte polynomial of a graph or matroid, and a number of its extensions to graphs in surfaces as canonical Tutte polynomials. Because of the wide variety of examples, this section is fairly long. However, each subsection deals with a different polynomial and the subsections are largely independent of each other. No subsection is a prerequisite for the later content of the paper. Thus a reader may safely pick and choose the examples he or she is interested in, ignoring the details of the rest.
As mentioned previously, we will often specify a, b δ a , δ b , and α(a, b) as follows. We fix some basis of H 1 and some order of it. Then we specify δ a = n i=1 a i δ i by writing δ(a 1 , a 2 , . . . , a n ). We do similarly for δ b . Finally, we specify α(a, b) by writing α(a 1 , . . . , a n , b 1 , . . . , b n ).
3.1. The classical Tutte polynomial of a matroid. For our first (and simplest) example we show that the classical Tutte polynomial of a matroid is the canonical Tutte polynomial of matroids with their usual deletion and contraction.
A matroid M = (E, r) consists of a ground set E and a rank function, r : P(E) → Z ≥0 , from the power set of E to the non-negative integers such that for each A ⊆ E and e, f ∈ E we have r(∅) = 0, r(A ∪ {e}) ∈ {r(A), r(A) + 1} and, r(A) = r(A ∪ {e}) = r(A ∪ {f }) =⇒ r(A ∪ {e, f }) = r(A). As is standard, at times we will write r(M ) for r(E). The Tutte polynomial of a matroid M = (E, r) is
If M = (E, r) is a matroid and A ⊆ E, then M \A = (E\A, r| E\A ) is the matroid obtained by deleting A; and M/A = (E\A, r ′ ), where r ′ (B) := r(B ∪ A) − r(A), is the matroid obtained by contracting A. The restriction of M to A is M | A := M \A c . If A consists of a single element e, we write M \e for M \{e}, and similarly for rank functions, contraction, restriction, etcetera. We adopt this convention for the other structures considered in this paper. The dual of M is the matroid given by M * = (E, r * ), where r * (A) := |A| + r(E\A) − r(E). The direct sum of disjoint matroids M = (E, r) and
A set A ⊆ E is independent if r(A) = |A|, and dependent otherwise. A maximal independent set is called a basis. Matroids are defined by their independent sets or their bases, see for example [39, 43] . A uniform matroid U k,n is a matroid over a ground set E of n elements and whose independent sets consist of all subsets of E with at most k elements.
An element e ∈ E is an coloop (or isthmus) if for each independent set A we have that A ∪ {e} is also independent, and e is a loop if r(e) = 0. We note the following elementary result. (23) r(M ) = r(M/e) if e is a loop, r(M/e) + 1 otherwise.
The following result is readily seen to hold. Lemma 1. The set of isomorphism classes of matroids forms a minors system where the grading is given by the cardinality of the ground set, deletion and contraction are given by the usual matroid deletion and contraction, and multiplication is given by direct sum.
For convenience we will henceforth identify a matroid with its isomorphism class. The minors system gives rise to a Hopf Algebra: Definition 4. We let H m denote the combinatorial Hopf algebra associated with matroids via Lemma 1 and Proposition 1. Its coproduct is given by ∆ m (M ) =
There are exactly two elements in H m 1 , namely the uniform matroids U 1,1 and U 0,1 . The selector associated with H m is 
Proof. For a matroid M = (E, r), upon taking r 1 (M ) := r(M ) to be the rank function of a matroid, and r 2 := E − r(M ) to be its nullity, Equation (23) and Theorem 1 gives
The result follows by comparing this with Equation (22) .
In Theorem 3 we have recovered a result of Duchamp et. al from [20] , which was the inspiration for this work.
3.2.
The classical Tutte polynomial of a graph. The classical Tutte polynomial of a graph G is
where r(A) := v(A) − c(A), and v(A) and c(A) denote the numbers of vertices and components, respectively, of the spanning subgraph of G on A.
For a combinatorial Hopf algebra we require a single element of graded dimension zero. For this we consider graphs up to 1-sums. Recall G and H are graphs, and v is a vertex of G and u a vertex of H, then a 1-sum, G ⊕ 1 H is the graph obtained by identifying the vertices u and v.
The following is easily seen.
Lemma 2. The set of equivalence classes of graphs considered up to 1-sums and isomorphism forms a minors system where the grading is given by the cardinality of the edge set, deletion and contraction are given by the usual graph deletion and contraction, and multiplication is given by disjoint union.
We now identify a graph with its equivalence class. The above minors system gives rise to a Hopf Algebra: Definition 5. We let H g denote the combinatorial Hopf algebra associated with graphs via Lemma 2 and Proposition 1. Its coproduct is given by ∆ g (G) =
Recall for a graph G is a graph, its cycle matroid (or graphic matroid) is C(G) := (E(G), r C(G) ), where r C(G) (A) := v(A) − c(A).
Lemma 3. There is a natural Hopf algebra morphism φ :
It is easily seen that φ is multiplicative, and send the (co)unit to the (co)unit. A standard result in matroid theory is that
We will use φ to identify the Tutte polynomial of H g . H g 1 has two elements, a bridge and a loop which giving rise to a selector 
, where the primed δ's are those of Equation (25) , the result follows immediately from Theorems 2 and 3.
Note that Theorem 4 can also be proven via Theorem 1 giving a proof almost identical to that of Theorem 3.
Graphs provide a convenient setting to illustrate a direct computation of a canonical Tutte polynomial α(a, b). Example 1. Let H g be the Hopf algebra of formal Z-linear combinations of graphs considered up to the one point join operation and isomorphism, with multiplication given by disjoint union, and coproduct given ∆(G) = A⊆E(G) G\A c ⊗ G/A. Let δ a = x 1 δ b + x 2 δ l and δ b = y 1 δ b + y 2 δ l , where δ b and δ l are given by (29) . Then
Now exp * (δ a ) ( ) = 1. The only non-zero terms of exp * (δ b ) ( ) come from the terms of ∆ (2) in which all tensor factors are in H 
3.3. The Tutte polynomial of a morphism of a matroid. A matroid perspective, denoted M or M → M ′ , is a pair of matroids M = (E, r) and
We call E the ground set of M. We identify a matroid perspective with its isomorphism class. Some easy consequences of the definition of M are that a loop of M is a loop of M ′ , and that a coloop of M ′ is a coloop of M . As defined by Las Vergnas in [35, 36] , the Tutte polynomial of the matroid perspective
Deletion, contraction, and restriction for a matroid perspective M → M ′ are induced by deletion and contraction for matroids:
The direct sum of two matroid perspectives is defined by taking the direct sums of the matroids in the two pairs in the natural way.
The following lemma is easily seen to hold.
Lemma 4. The set of isomorphism classes of matroid perspectives forms a minors system where the grading is given by the cardinality of the ground set, deletion and contraction are given by matroid perspective deletion and contraction, and multiplication is given by direct sum.
Definition 6.
We let H mp denote the combinatorial Hopf algebra associated with matroid perspectives via Proposition 1. Its coproduct is given by ∆ mp (M) = A⊆E M\A c ⊗ M/A, where M = M → M ′ , E its ground set, and the deletion and contraction are the usual matroid perspective deletion and contraction.
We will show that Las Vergnas' Tutte polynomial of a matroid perspective is the canonical Tutte polynomial of H mp .
Up to isomorphism, there are exactly three matroid perspective over one element:
(The subscripts of the δ's record, in order, if each matroid in M forms a loop or a coloop.)
Theorem 5. Las Vergnas' Tutte polynomial of a matroid perspective arises as the canonical Tutte polynomial of the combinatorial Hopf algebra H mp :
where a = (x 1 , x 2 , x 3 ), b = (y 1 , y 2 , y 3 ), and E is the ground set of the matroid perspective M = M → M ′ , r is the rank function of M , and r ′ the rank function of M ′ .
, if δ cl (M| e ) = 1; and otherwise r j (M) = r j (M/e). An application of Theorem 1 then gives
, which, remembering the definition of T M from (32) , is readily written as (34) .
Corollary 3. With α(a, b) defined as in Theorem 5,
The following corollary provides a good illustration of how Hopf algebra maps give rise to relationships between polynomials. The following identities for the the Tutte polynomial of matroid perspectives first appeared in [36] . (1) The inclusion φ 1 :
Furthermore it naturally induces the identity
Proof. It is readily verified that each of the three maps is a Hopf algebra morphism. To obtain the polynomial identities we apply Theorem 2 to Theorems 3 and 5.
For φ 1 , in Theorem 2 let H = H m , H ′ = H mp , δ H be the selector used in Theorem 3, and δ H ′ be the selector used in Theorem 5. We then have δ
Theorems 3 and 5 give
from which the result follows. For φ 2 , in Theorem 2 let H = H mp , H ′ = H m , δ H be the selector used in Theorem 5, and δ H ′ be the selector used in Theorem 3. We then have δ
from which the result follows. The argument for φ 3 is similar. In Theorem 2 let H = H mp , H ′ = H m , δ H be the selector used in Theorem 5, and δ H ′ be the selector used in Theorem 3. We then have δ
and the result follows.
Las Vergnas' topological Tutte polynomial.
Here a graph in a pseudo-surface, G ⊂ Σ, consists of a graph G = (V, E) and a drawing of G on a pseudo-surface Σ (i.e., a surface with pinch points, also known as a pinched surface) such that the edges only intersect at their ends and such that any pinch points are vertices of the graph. Graphs in pseudo-surfaces are considered up to homeomorphism of the pseudo-surface that restricts to graph isomorphism (the homeomorphism should be orientation preserving when Σ is orientable). The components of Σ\G are called the regions of G, and G ⊂ Σ is a cellularly embedded graph if Σ is a surface (so there are no pinch points) and each of its regions is homeomorphic to a disc. We define
Let G ⊂ Σ be a graph in a pseudo-surface, and e ∈ E(G). Then we say that e is a quasiloop if κ(e) = 1, a quasi-bridge if it is adjacent to exactly one region of G ⊂ Σ, and a bridge (respectively, loop) if its a bridge (respectively, loop) of the underlying graph G. Note that a quasi-loop is necessarily a loop; a bridge is necessarily a quasi-bridge; and a quasi-bridge could be a loop, a bridge, or neither. If e ∈ E(G) then G\e ⊂ Σ is the graph in a pseudo-surface obtained by removing the edge e from the drawing of G ⊂ Σ (without removing the points of e from Σ, or its incident vertices). Edge contraction is defined by forming a quotient space of the surface: G/e ⊂ Σ/e is the graph in a pseudo-surface obtained by identifying the edge e to a point. This point becomes a vertex of G/e. If e is a loop, then contraction can create pinch points with the new vertex lying on it (see Figure 1 (a)-1(b)). The dual, G * , of a graph in a pseudo-surface G ⊂ Σ is the abstract graph with vertex set corresponding to the regions of Σ\G and an edge between (not necessarily distinct) vertices whenever the corresponding regions share an edge of G on their boundaries. There is natural identification between the edges of G * and G.
If G is a graph, its cycle matroid is C(G) := (E(G), r C(G) ), where r C(G) (A) := v(A) − c(A); and its bond matroid is B(G) := (C(G)) * . It is worth emphasising that although when G is a plane graph (i.e., a graph cellularly embedded a sphere) B(G * ) = (C(G * )) * = C((G * ) * ) = C(G), this does not hold in, in general, for non-plane graphs.
When G ⊂ Σ is a graph in a pseudo-surface (B(G * ) → C(G)) is a matroid perspective (see [26, 33] ). Its Las Vergnas polynomial, L G⊂Σ , is then defined by
In [26] it was shown that when G ⊂ Σ is a graph in the pseudo-surface and A ⊆ E(G), then
Then writing κ(G) for κ(E) and using (38)
We will show that the Las Vergnas polynomial is the canonical Tutte polynomial associated with graphs in pseudo-surfaces and their minors. We will state the result before describing the relevant Hopf algebra H ps , and selectors.
Theorem 6. The Las Vergnas polynomial is the canonical Tutte polynomial of the combinatorial Hopf algebra H ps associated with pseudo-surface minors:
where a = (
We will prove the theorem after describing the Hopf algebra H ps . There are infinitely many edgeless graphs in pseudo-surfaces so, as with graphs, we need to consider a quotient space of graphs in pseudo-surfaces in order to obtain a minors system. Definition 7. We will say that two graphs in pseudo-surfaces
, or vice versa, by one of the following moves.
(1) Deleting an isolated vertex, that is not a pinch point, from a graph.
(2) Deleting a component of the pseudo-surface that contains no edges of the graph. (3) Connect summing two pseudo-surface components (away from any graph components), or identifying a vertex in each of them to form a pinch point. (4) Replacing a region, with another pseudo-surface with boundary (so that it forms a region of a new graph in a pseudo-surface).
It is clear that LV-equivalence gives rise to an equivalence relation, and we let G ps denote the set of all equivalence classes of graphs in pseudo-surfaces considered up to LV-equivalence. It is easily seen that G ps forms a minors system: Lemma 5. The set G ps forms a minors system where the grading is given by the cardinality of the edge set, deletion and contraction are given by pseudo-surface deletion and contraction, and multiplication is given by disjoint union.
Definition 8.
We let H ps denote the combinatorial Hopf algebra associated with G ps via Lemma 5 Proposition 1. Its coproduct is given by
where pseudo-surface deletion and contraction are used.
Lemma 6. There is a natural Hopf algebra morphism φ :
Proof. First observe that if G ⊂ Σ and H ⊂ Σ ′ are related by LV-equivalence then, up to the numbers of isolated vertices, their underlying graphs G and H, and also the dual graphs G * and H * , have the same maximal 2-connected components. Thus
, and so φ is well-defined. It is easily seen that φ is multiplicative, and send the (co)unit to the (co)unit. For the coproduct, in Section 4.2 of [26] it was shown that
. Using this we have
We now determine the Tutte polynomial of the Hopf algebra H ps .
Lemma 7. G ps 1 has a basis consisting of exactly three elements represented by (1) a 1-path in the sphere, (2) a loop in the sphere, (3) a loop that forms the meridian of a torus.
Proof. Let G ⊂ Σ be a graph in a pseudo-surface with exactly one edge e. This edge is either a bridge, a loop that is a quasi-loop, or a loop that is a quasi-bridge. In all three cases, resolve each pinch point as in Figures 1(b)-1(c), delete any isolated vertices, then remove any empty surface components. If e is a bridge then the resulting graph in a pseudo-surface has exactly one region which can be replaced with a disc to give a 1-path in the sphere. If e is a loop that is a quasi-loop then there are two regions each of which can be replaced with a disc to give a loop in the sphere. Finally, if e is a loop that is a quasi-bridge then there is one region with two boundary components. The region can be replaced with an annulus to give a loop that forms the meridian of a torus.
We identify a graph in a pseudo-surface with its LV-equivalence class. To define a selector, we set
is a loop that is a meridian of a torus 0 otherwise
Then we set
Proof of Theorem 6. Upon verifying that δ(
, where δ is from Equation (41) and δ ′ is from Equation (33), the result follows by applying from Theorems 2 and 5 using the Hopf algebra morphism from Lemma 6 then reinterpreting the matroid parameters of Theorem 5 in terms of graphs in pseudo-surfaces.
Analogously to Corollary 4, identities between the Tutte polynomial of a graph and the Las Vergans polynomial an be seen to be consequences of Hopf algebra maps. Corollary 5. Let H ps be the Hopf algebra of graphs in pseudo surfaces from Definition 8, and H g be the Hopf algebra of graphs from Definition 5. Furthermore let H pg be the Hopf subalgebra of H ps generated by plane graphs. Then the following hold.
(1) The projection φ 1 : H pg → H g that takes a graph in a pseudo-surface to its underlying graph is a Hopf algebra morphism. Furthermore it naturally induces the identity that for a plane
Proof. It is readily verified that each of the three maps is a Hopf algebra morphism. To obtain the polynomial identities we apply Theorem 2 to Theorems 4 and 6. For φ 1 , in Theorem 2 let H = H pg , H ′ = H g , δ H be the selector used in Theorem 6, and δ H ′ be the selector used in Theorem 4. Since
. By Theorems 2, 4 and 6,
from which the result follows. This argument holds if G ⊂ Σ is, more generally, in H pg .
For φ 2 , in Theorem 2 let H = H ps , H ′ = H g , δ H be the selector used in Theorem 6, and δ H ′ be the selector used in Theorem 4. We have
no longer distinguishes how a loop lies in the pseudo-surface). By Theorems 2, 4 and 6,
from which the result follows.
3.5. Delta-matroids and the Bollobás-Riordan polynomial. Delta-matroids, introduced by A. Bouchet in [8] , are a generalisation of matroids . A delta-matroid D = (E, F) consists of a set E and a non-empty collection F subsets of E that satisfies the Symmetric Exchange Axiom: for all X, Y ∈ F, if there is an element u ∈ X△Y , then there is an element v ∈ X△Y such that X△{u, v} ∈ F. Elements of F called feasible sets and E is the ground set. For sets X and Y , X△Y := (X ∪ Y )\(X ∩ Y ) is their symmetric difference. A delta-matroid is a matroid if its feasible sets of a delta-matroid are equicardinal (since the its definition then coincides with the basis definition of a matroid.)
For operations on a single element set we often omit the set brackets, for example, writing E \ e forE \ {e}, or F ∪ e for F ∪ {e}.
For a delta-matroid D = (E, F), and e ∈ E, if e is in every feasible set of D then we say that e is a coloop of D. If e is in no feasible set of D, then we say that e is a loop of D. Suppose e ∈ E. If e is not a coloop, then we define D delete e, written D \ e, to be (E \ e, {F | F ∈ F and F ⊆ E − e}). If e is not a loop, then we define D contract e, written D/e, to be (E \ e, {F \ e | F ∈ F and e ∈ F }). If e is a loop or coloop, then D/e := D \ e. Both D \ e and D/e are delta-matroids (see [7] ). If D ′ is a delta-matroid obtained from D by a sequence of edge deletions and edge contractions, then D ′ is independent of the order of the deletions and contractions used in its construction (see [7] ). The restriction of D to a subset A of E, written D| A , is equal to D \ (E \ A).
Following [27] , the direct sum of delta-matroids
Twists are one of the fundamental operations in delta-matroid theory. Let D = (E, F) be a deltamatroid and A ⊆ E. The twist of D = (E, F) with respect to A is D * A := (E, {A△X | X ∈ F}). The dual of D, written D * , is equal to D * E. The twist of a delta-matroid is a delta-matroid (see [8] ).
The feasible sets of a delta-matroid D = (E, F) are graded by their cardinality. Let F max (D) and F min (D) be the set of feasible sets of maximum and minimum cardinality, respectively. We will usually omit D when the context is clear. If the sets in F min (respectively, F max ) are of cardinality m and k ∈ N, then F min +k (respectively, F max +k ) denotes the set of feasible sets in F of cardinality m + k.
Let D max := (E, F max ) and D min := (E, F min ). Then D max is the upper matroid and D min is the lower matroid for D, defined by Bouchet in [9] . It is straight-forward to show that the upper matroid and the lower matroid are indeed matroids. Let r max and r min , respectively, denote the rank functions of these two matroids. We define a delta-matorid "rank" function
Observe that if D is a matroid then D max = D min and so ρ is precisely the rank function of the matroid D. It is important to notice that in general
Note that (42) is obtained by replacing r for ρ in the definition of the Tutte polynomial. It is the extension of the 2-variable version of Bollobás and Riordan's ribbon graph polynomial [6, 5] to delta-matroids. Just as the classical Tutte polynomial of a graph G is properly a polynomial of its cycle matroid C(G), in [16] it was shown that the Bollobás and Riordan's ribbon graph polynomial is properly a polynomial of the delta-matroid D(G) of a ribbon graph G (this is defined in Section 3.6 below). In terms of delta-matroids the (3-variable) Bollobás-Riordan polynomial is
where the width, w(A), is the difference in cardinality of a maximal and minimal feasible set in the delta-matroid D| A . We then have that
We will show that 2-variable Bollobás-Riordan polynomial is the canonical Tutte polynomial of delta-matroids with their usual deletion and contraction.
The following result is easily verified.
Lemma 8. The set of isomorphism classes of delta-matroids form a minors system where the grading is given by the cardinality of the ground set, deletion and contraction are given by deltamatroid deletion and contraction, and multiplication is given by direct sum.
For convenience we will henceforth identify a delta-matroid with its isomorphism class.
Definition 9.
We let H dm denote the combinatorial Hopf algebra associated with delta-matroids via Lemma 8 and Proposition 1. Its coproduct is given by ∆ dm (D) = A⊆E D\A c ⊗ D/A, where D = (E, F) is a delta-matroid and the deletion and contraction are delta-matroid deletion and contraction.
Up to isomorphism, there are exactly three delta-matroids over one element: D c := ({e}, {{e}}), D o := ({e}, {∅}), and D n := ({e}, {∅, {e}}). Accordingly, set
(Using notation defined after the statement of Theorem 7 below, the subscripts of the δ's record, in order, if each delta-matroids is a coloop, orientable ribbon-loop, or non-orientable ribbon-loop.) We set
Then the Tutte polynomial of H dm is defined by
For a canonical Tutte polynomial we require that δ a is uniform. By applying δ ⊗ δ to ∆(D), where D is over E = {e, f } and has feasible sets ∅, {e}, and {e, f }, it is seen that δ a is uniform only if a 3 = √ a 1 a 2 . Thus the Tutte polynomial of a delta-matroid will be a 2-variable polynomial, rather than a 3-variable polynomial (which is perhaps unexpected given that there are three delta-matroids of graded dimension 1).
Theorem 7. The 2-variable Bollobás-Riordan polynomial arises as the canonical Tutte polynomial of the combinatorial Hopf algebra H dm :
where
, and E is the ground set of the delta-matroid D.
The proof of Theorem 7 is similar in structure to that of Theorem 5, and will follow from a sequence of lemmas.
It is convenient for us to relate D| e to the element e of D. For this we need a little additional notation. Let D = (E, F) be a delta-matroid, and e ∈ E. Then e is a ribbon loop if e is a loop in D min . A ribbon loop e is is orientable if e is not a loop in (D * e) min , and is non-orientable if e is a loop in (D * e) min . (We remark that, just as matroid terminology often follows graph terminology, this delta-matroid terminology arises from the connection between delta-matroids and ribbon graphs, as discussed in Section 3.6 below.) Note that it can be determined if e is a (orientable/non-orientable) ribbon loop by looking for its membership in sets in F min and F min +1 .
Lemma 9. Let D = (E, F) be a delta-matroid, and e ∈ E. Then e is not a ribbon loop (is an orientable ribbon loop, is a non-orientable ribbon loop, respectively) if and only if D| e is isomorphic to D c (D o , D n , respectively.) Proof. Let f ∈ E with f = e. We start by showing that e is a ribbon loop in D if and only if it is a ribbon loop in D\f . This is easily seen to be true if f is a coloop, so suppose it is not. Then there is some Z ∈ F with f / ∈ Z. Suppose that e is not a ribbon loop. Then there is some X ∈ F(D) min with e ∈ X. We show there is some Y ∈ F(D) min such that e ∈ Y but f / ∈ Y . From this it immediately follows that e ∈ Y ∈ F(D\f ) min and so e is not a ribbon loop in D\f . To construct Y , if f / ∈ X take Y = X, otherwise f ∈ X and so f ∈ X△Z, where Z is as above. The Symmetric Exchange Axiom gives that there is some X△{f, u} ∈ F. By the minimality of X, u = e and X△{f, u} ∈ F(D) min . Take Y = X△{f, u}. It follows that e is not a ribbon loop in D\f .
For the converse suppose that e is a ribbon loop. Then e is not in any feasible set in F(D) min . To show that e is not in any feasible set in F(D\f ) min it is enough to show that there is some set in F(D) min that does not contain f . Choose X ∈ F(D) min . If f / ∈ X we are done, otherwise we have f ∈ X ∈ F(D) min . Then f ∈ X△Z, and the Symmetric Exchange Axiom gives that there is some X△{f, u} ∈ F. The minimality of X gives that f / ∈ X△{f, u} ∈ F(D) min . This is the required set. Thus e is a ribbon loop in D\f .
We have just shown that e is a ribbon loop in D if and only if it is one in D\f . Next we show that a ribbon loop e is orientable in D if and only if it is orientable in D\f . Again this is easily seen to be true if f is a coloop, so suppose it is not. Then there is some Z ∈ F with f / ∈ Z. If e is a non-orientable ribbon loop, then there is some X ∈ F(D) min +1 with e ∈ X. We show there is some Y ∈ F(D) min +1 with e ∈ Y and f / ∈ Y . We have seen above (in the argument that if e is a ribbon loop in D then it is one in D\f ) that there is there is a set in Y ∈ F(D) min not containing f and no sets in F(D) min contain e, it follows that e is a non-orientable ribbon loop in F(D\f ). To construct Y , if f / ∈ X take Y = X, otherwise f ∈ X and so f ∈ X△Z, where Z is as above. The Symmetric Exchange Axiom gives that there is some X△{f, u} ∈ F. The set X△{f, u} must be in F(D) min or F(D) min +1 , but since it contains e it must be in F(D) min +1 . Thus taking Y = X△{f, u} gives the required set.
Conversely, if e is an orientable ribbon loop, then no element of F(D) min or F(D) min +1 contains e. We have seen above (in the argument that if e is a ribbon loop in D then it is one in D\f ) that there is a set in F(D) min that does not contain f . It follows that no element of F(D\f ) min or F(D\f ) min +1 will contain e, so e is an orientable ribbon loop of D\f . Thus we have shown that a ribbon loop e is orientable in D if and only if it is orientable in D\f .
Finally, since e is not a ribbon loop (an orientable ribbon loop, a non-orientable ribbon loop, respectively) in D if and only if it is one in D\f , the result stated in the lemma follows by deleting the edges in E\e one at a time.
Lemma 10. Let D = (E, F) be a delta-matroid, and e ∈ E. Then
if e is an orientable ribbon loop,
if e is a non-orientable ribbon loop Proof. We prove the lemma by computing r max (D) and r min (D), which, respectively, equal the maximum and minimum cardinalities of the feasible sets in F(D).
First suppose that e is not a ribbon loop, so e is in some feasible set in F(D) min . Since e is not a loop, F(D/e) = {X\e | X ∈ F and e ∈ X} and it follows r min (D/e) = r min (D) − 1. For r max , we first show that e appears in some element of F(D) max . Let X ∈ F(D) max . If e ∈ X we are done, otherwise choose some Y ∈ F(D) that contains e (this exists since e is not a ribbon loop). Then e ∈ X△Y and so the Symmetric Exchange Axiom gives X△{e, u} ∈ F(D). By the maximality of X, we have X△{e, u} ∈ F(D) max and so e appears in some element of F(D) max . It then follows from the definition of contraction that r max (D/e) = r max (D) − 1 (observe that this argument holds as long as e is not a loop. We will use this fact below.). Thus
Next suppose that e is a non-orientable ribbon loop. In particular, e is not a loop. We have e is not in any element of F(D) min nor any element of F(D * e) min . It is not hard to see that the latter implies that e is in some element of F(D) min +1 . Then, since F(D/e) = {X\e | X ∈ F and e ∈ X}, it follows that r min (D/e) = r min (D). The identity r max (D/e) = r max (D) − 1 follows as in the case of when e is not a ribbon loop above. Thus we have that ρ(D) = 
2 ) gives
, from which the result follows.
We can use Hopf algebra mappings to show that the 2-variable Bollobás-Riordan polynomial, R D (x, y), extends the Tutte polynomial from matroids to delta-matroids.
Corollary 6. Let H dm be the Hopf algebra of delta-matroids from Definition 9, and H m be the Hopf algebra of matroids from Definition 4. Then the inclusion φ : H m → H dm is a Hopf algebra morphism. Furthermore it naturally induces the identity T M (x, y) =R D (x, y).
Proof. That the map is a Hopf algebra morphism follows readily from the fact that delta-matroids restrict to matroids in a way compatible with the standard constructions of deletion, contraction, etc. (recall a matroid is a delta-matroid).
In Theorem 2 let H = H m , H ′ = H dm , δ H be the selector used in Theorem 3, and δ H ′ be the selector used in Theorem 7. Then since matroids are closed under deletion and contraction and D n is not a matroid, D n will never appear as a term in δ
Theorems 3 and 7 give
from which the result follows upon noting that if M is a matroid, r(M ) = ρ(M ).
3.6. Bollobás and Riordan's ribbon graph polynomial. In Section 3.5 we saw the Bollobás and Riordan polynomial described in terms of delta-matroids. Its ribbon graph formulation is more common. (The connection between the delta-matroid and ribbon graph versions of the Bollobás and Riordan polynomial is analogous to the connection between the matroid and graph versions of the classical Tutte polynomial.) This section and the next examines how the Bollobás and Riordan polynomial arises as the canonical Tutte polynomials of a Hopf algebra associated with ribbon graphs.
A ribbon graph G = (V (G), E(G)) is a surface with boundary, represented as the union of two sets of discs: a set V (G) of vertices and a set of edges E(G) with the following properties.
(1) The vertices and edges intersect in disjoint line segments; (2) each such line segment lies on the boundary of precisely one vertex and precisely one edge; (3) every edge contains exactly two such line segments.
non-loop non-orientable loop orientable loop G G/e Table 2 . Contracting an edge of a ribbon graph.
It is well-known that ribbon graphs are equivalent to cellularly embedded graphs (see for example [22] , or [28] where they are called reduced band decompositions) and so are the main object of study in topological graph theory. We use standard ribbon graph terminology (see, e.g., [22] ). A ribbon graph G = (V, E) is orientable if it is an orientable surface, and is non-orientable otherwise.
We set e(G) := |E|, v(G) := |V |, c(G) to be is its number of components, f (G) its number of boundary components, and γ(G) its Euler genus (which is twice its genus if it is orientable and its genus if it is not). The rank of G is r(
. Two ribbon graphs are isomorphic if there is a homeomorphism (which should be orientation preserving if the ribbon graphs are orientable) from one to the other that preserves the vertex-edge structure, adjacency structure, and cyclic ordering of the half-edges at each vertex (i.e., if they describe equivalent cellularly embedded graphs). Ribbon graph contraction is defined as follows (see Section 7 of [5] and also [14, 22] ). Let u and v be the (not necessarily distinct) incident vertices of e. Then G/e is the ribbon graph obtained by the following process. Consider the boundary component(s) of e ∪ u ∪ v as curves on G. For each resulting curve, attach a disc (which will form a vertex of G/e) by identifying its boundary component with the curve. Delete the interior of e ∪ u ∪ v from the resulting complex, to obtain a ribbon graph G/e. We say that G/e is obtained from G by contracting e. For A ⊆ E, G/A is formed by contracting all of the edges in A. The order of contraction does not matter. Table 2 shows the contraction of a non-loop edge, a non-orientable loop and an orientable loop e of a ribbon graph G. The ribbon graphs are identical outside of the region shown.
We emphasise that ribbon graph contraction may lead to isolated vertices or additional connected components. For example, contracting an orientable loop results in a ribbon graph formed by two isolated vertices. This means that ribbon graph minors are incompatible with graph minors (see [29] for a discussion of this).
The Bollobás-Riordan polynomial of [5] is defined as
In this section we focus on the 2-variable Bollobás-Riordan polynomial
, and ρ(G) := ρ(E).
Note that if G is a plane graph (i.e., is of genus 0), then ρ(G) = r(G) and R G (x, y) is the classical Tutte polynomial of the underlying graph of G. Euler's formula can be used to relate the two versions of the Bollobás-Riordan polynomial:
As noted above, most results about the Bollobás-Riordan polynomial in the literature are for the 2-variable, rather than 3-variable, polynomial. It appears in many results about the ribbon graph polynomial, for example in duality relations (see [5, 23, 38] ), combinatorial evaluations (see [31, 21] ) and in connections to knot theory (see for example [15, 19, 38] ). In addition it has a deletion-contraction relation that reduces it to a linear combination of polynomials of edgeless ribbon graphs (see [14, 22] ), which are easily computed. In contrast, the known deletion-contraction reduction for the three-variable polynomial R(G; x, y, z) will only reduce it to a linear combination of polynomials of ribbon graphs in which every edge is an orientable loop, and there is not currently an efficient method for computing these forms. We turn to the Hopf algebra of ribbon graphs. As was the case with graphs, to ensure a single element of graded dimension zero in the Hopf algebra we work with equivalence classes of ribbon graphs. For this, let G = (V, E) be a ribbon graph, v ∈ V , and P and Q be non-trivial ribbon subgraphs of G. Then G is said to be the join of P and Q, written P ∨ Q, if G = P ∪ Q and P ∩ Q = {v} and if there exists an arc on v with the property that all edges of P incident to v meet it there, and none of the edges of Q do. Note that the parameters γ, r, e, and ρ are invariant under joins and disjoint unions (but v and c are not).
We omit the straight-forward proof of the following lemma.
Lemma 11. The set of Equivalence classes of ribbon graphs considered up to joins and isomorphism forms a minors system where the grading is given by the cardinality of the edge set, deletion and contraction are given by ribbon graph deletion and contraction, and multiplication is given by direct sum.
For convenience we often identify a ribbon graph with its equivalence class. (48)
There are exactly three elements of H rg of graded dimension 1. Accordingly we set (49)
Example 2 shows that δ a is not uniform unless a 3 = √ a 1 a 2 . The following theorem will show that the converse holds, so δ a is uniform if and only if a 3 = √ a 1 a 2 . 
where a = (x 1 , x 2 , √ x 1 x 2 ), b = (y 1 , y 2 , √ y 1 y 2 ), and E = E(G).
We proceed as we did in Section 3.2 when we recovered the Tutte polynomial for graphs from that for matroids via a Hopf algebra map. A quasi-tree is a ribbon graph with exactly one boundary component, so f (G) = 1. Just as the spanning trees in a graph give rise to a graphic matroid, the spanning quasi-trees in a ribbon graph give rise to a delta-matroid. If G is a ribbon graph let D(G) := (E, F(G)), where F(G) consists of the edge sets of the spanning subgraphs of G that restrict to a quasi-tree in each connected component of G, i.e., F(G) := {A | f (A) = c(G)}. (Note that this is just the definition of a graphic matroid, but with quasi-trees replacing trees.) It was shown in [9, 16] that D(G) is a delta-matroid.
Lemma 12.
There is a natural Hopf algebra morphism φ :
, φ is well-defined. It is easily seen that φ is multiplicative, and sends the (co)unit to the (co)unit. It was shown in [16] 
We will use φ to identify the Tutte polynomial of H rg .
Proof of Theorem 8. Upon verifying that
, where the primed δ's are those of Equation (43), Theorems 2 and 7 give
, where E := E(D(G)). It remains to show that for any
It was shown in [9, 16] that D(G) min = C(G) and D(G) max = B(G * ) = (C(G * )) * . Then using the rank functions for cycle matroids and dual matroids we get
And the result follows.
Note that in the proof of Theorem 8 we have shown that
and that this identity is naturally induced by the Hopf algebra morphism φ of Lemma 12.
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Corollary 7.
Corollary 8. Let H prg be the Hopf subalgebra of H rg generated by plane graphs (i.e., ribbon graphs of genus 0), and H g be the Hopf algebra of graphs from Definition 5. Then the projection φ : H prg → H g defined by setting φ(G) to be the underlying graph of G is a Hopf algebra morphism. Furthermore it naturally induces the identity T G (x, y) =R G (x, y).
Proof. Clearly φ(G\e) = φ(G)\e, for each e ∈ E(G). If e is not a loop then it is also clear that φ(G/e) = φ(G)/e. If e is a loop then since G is plane, so there is no cycle C interlacing with e (i.e, at the vertex v which meets e, no cycle C appears in the cyclic order eCeC at that vertex). Thus G/e = G 1 ⊔G 2 = G 1 ∨G 2 , where we have used the fact that elements of H prg are considered modulo joins. It is then not hard to see that φ(G/e) = φ(G 1 ∨ G 2 ) = φ(G)/e. From these observations it follows easily that φ is a Hopf algebra morphism.
To obtain the polynomial identities we apply Theorem 2 to Theorems 8 and 4. In Theorem 2 let H = H prg , H ′ = H g , δ H be the selector used in Theorem 8, and δ H ′ be the selector used in Theorem 4. By Theorems 2, 8 and 4,
Since G is plane, Euler's formula then gives v(G) − e(G) + f (G) = 2c(G). Substituting for e(G) in Equation 47
gives ρ(G) = r(φ(G)), from which the result follows.
Observe that the mapping φ of Corollary 7 does not define a Hopf algebra morphism from H rg to H g . This can be seen by considering Example 2 and the images of the ribbon graph in it under φ.
3.7.
The three-variable Bollobás-Riordan polynomial. We have just seen that the 2-variable Bollobás-Riordan polynomial,R G (x, y), is the Tutte polynomial associated with ribbon graphs and ribbon graph minors. Here we determine the minors system that gives rise to the 3-variable Bollobás-Riordan polynomial, R G (x, y, z) = A⊆E (x − 1) r(G)−r(A) y |A|−r(A) z γ(A) . We will see that R G (x, y, z) is not associated with ribbon graphs, but rather ribbon graphs whose vertex set has been partitioned.
A vertex partitioned ribbon graph, (G, P) consists of a ribbon graph G = (V, E) and a partition P of its vertex set V . Deletion and contraction for vertex partitioned ribbon graphs is defined in the natural way. If e ∈ E(G), then deletion is defined by (G, P)\e := (G\e, P). Contraction is defined by (G, P)/e := (G/e, P ′ ), where the partition P ′ is induced by P as follows. Suppose e = (u, v) and P u , P v ∈ P are the blocks containing u and v respectively (u may equal v and the blocks need not be distinct). Then P ′ is obtained from P by removing blocks P u and P v , and replacing them with the block (P u ∪ P v )\{u, v} ∪ W where W is the set of vertices created by the contraction (so w consists of one or two vertices).
There are two graphs naturally associated with a (G, P). The first is the underlying graph of G (which is obtained by "forgetting" the ribbon structure). The second is obtained by identifying the vertices in the underlying graph of G that belong to each block of P. We denote this graph by G /P . As an example, Figure 2 shows a vertex partitioned ribbon graph (G, P), a minor of it, and G /P .
We say that (G, P) is a the join of (G 1 , P 1 ) and (G 2 , P 2 ), written ( P 2 ) , if G = G 1 ∨ G 2 and, for i = 1, 2, P i is the restriction of P to elements in V (G i ). We state the following Lemma without proof. Lemma 13. The set of equivalence classes of vertex partitioned ribbon graphs considered up to joins and isomorphism forms a minors system where the grading is given by the cardinality of the edge set, deletion and contraction are given as above, and multiplication is given by disjoint union.
We will now identify a vertex partitioned ribbon graph with its equivalence class.
Definition 11.
We let H vrg denote the combinatorial Hopf algebra associated with vertex partitioned ribbon graphs via Proposition 1. Its coproduct is given by
While H rg has three elements of graded dimension 1, H vrg has four, giving rise to the following maps.
where the drawing above represent the equivalence classes of the respective ribbon graphs, and u and v are the vertices in the relevant figures. We set
Example 2 shows that δ a is not uniform unless a 3 = √ a 2 a 4 . The following theorem will show that the converse holds, so δ a is uniform if and only if a 3 = √ a 2 a 4 .
Theorem 9. The canonical Tutte polynomial of the combinatorial Hopf algebra H vrg is given by (57)
, where a = (x 1 , x 2 , √ x 2 x 3 , x 3 ), b = (y 1 , y 2 , √ y 2 y 3 , y 3 ), and E = E(G).
Proof. Set r 1 (G, P) := r(G /P ), r 2 (G, P) := |E| − ρ(G), r 3 (G, P) := ρ(G) − r(G /P ), where ρ(G) is as in Equation (47), and E = E(G).
From Equation (23) and recalling that e is a loop in a graph if and only if it is a loop in its cycle matroid (58) r 1 (G, P) = r 1 ((G, P)/e) if e is a loop in G /P , r 1 ((G, P)/e) + 1 otherwise.
Similarly, by Lemma 10, and using a result from [16] that e is (not a / an orientable / a nonorientable) loop in G if and only if e is a (not a / an orientable / a nonorientable) ribbon loop in D(G), we have
if e is not a loop in G, r 2 ((G, P)/e) + 1 if e is an orientable loop in G, r 2 ((G, P)/e) + 1 2 if e is a non-orientable loop in G.
From the cases for r 1 and r 2 above we can deduce that
is not a loop in G or G /P , r 3 ((G, P)/e) if e is an orientable loop in G and a loop in G /P , r 3 ((G, P)/e) if e is a non-orientable loop in G and a loop in G /P , r 3 ((G, P)/e) if e is not a loop in G, but is a loop in G /P . 
, as required.
We can recognise the Bollobás-Riordan polynomial in Equation (57):
Corollary 9. Let G = (V, E) be a ribbon graph, P = {{v} | v ∈ V }, and α be as in Theorem 9. Then
In particular, if a = (1, y, yz, yz 2 ), b = (x − 1, 1, 1, 1), then
Proof. The result follows from Theorem 9 upon noting that here r(A) = r(A /P ) and, via Euler's Formula, ρ(A) = r(A) + 1 2 γ(A). In light of Corollary 9 it is natural to make the following definition.
Definition 12. The Bollobás-Riordan polynomial, R (G,P) (x, y, z), of a vertex partitioned ribbon graph (G, P) is defined by
where α is as in Theorem 9 and x = (1, y, yz, yz 2 ), y = (x − 1, 1, 1, 1)
Corollary 10. The projection φ : H vrg → H rg defined by φ(G, P) = G is a Hopf algebra morphism. Furthermore it naturally induces the identitỹ
Proof. The mapping is easily seen to be a well-defined Hopf algebra morphism. In Theorem 2 let H = H vrg , H ′ = H rg , δ H be the selector used in Theorem 9, and δ H ′ be the selector used in Theorem 8. We have δ H (s, x 1 , x 2 , x 3 , x 1 )(G, P) = δ H ′ (s, x 1 , x 2 , x 3 )(G). By Theorem 2, and Corollaries 7 and 8,R G (x, y) = (x − 1) ρ(G)−r(G /P ) R (G,P) (x, y − 1, 1/ (x − 1)(y − 1)).
3.8. Krushkal's polynomial. The Krushkal polynomial is a 4-variable extension of the Tutte polynomial to graphs embedded (not necessarily cellularly) in surfaces. Arising from an attempt to understand the combinatorial structure of the Potts model on surfaces, it was defined by S. Krushkal in [32] for graphs in orientable surfaces, and extended by C. Butler in [13] to graphs in non-orientable surfaces.
For a graph G = (V, E) embedded in a surface Σ, denoted G ⊂ Σ, the Krushkal polynomial is defined by
where s(A) := γ(N (V ∪A)) is the Euler genus of a regular neighbourhood N (V ∪A) of the spanning subgraph (V, A) of G (note N (V ∪A) can be considered as a ribbon graph); s ⊥ (A) := γ(Σ\N (V ∪A)); and, as in Equation (36),
Observe that here #cpts(Σ\N (V )) = #cpts(Σ) since we are considering graphs in surfaces, rather than graphs in pseudo-surfaces. Note that we are following [13] and using the form of the exponent of y from the proof of Lemma 4.1 of [4] rather than the homological definition given in [32] . The Krushkal polynomial absorbs both the Bollobás-Riordan and Las Vergnas polynomials. From [32, 13] 
when R G is computed by considering the ribbon graph arising from a neighbourhood of G in Σ.
From [4, 13, 26] (61)
Similarly to what we saw with the Bollobás-Riordan polynomial, the Krushkal polynomial is not the canonical Tutte polynomial arising from graphs in surfaces and their minors, but rather with vertex partitioned graphs in surfaces. A vertex partitioned graph in a surface, (G ⊂ Σ, P) consists of a graph G = (V, E) embedded in a surface Σ (although not necessarily cellularly embedded) and a partition P of its vertex set V .
Considering only graphs in surfaces for the moment (i.e., forgetting about the partition), if e ∈ E then (G ⊂ Σ)\e is the graph in a surface obtained by removing the edge e from the drawing of G ⊂ Σ (without removing the points of e from Σ, or its incident vertices). Edge contraction (G ⊂ Σ)/e is defined by forming a quotient space of the surface G/e ⊂ Σ ′ then resolving any pinch points by "splitting" them into new vertices as in Figure 1 (a) and 1(c) (alternatively, delete a small neighbourhood of e in Σ and contract the resulting boundary component(s) to points which become vertices).
Deletion and contraction for vertex partitioned graphs in surfaces is defined in the natural way, and analogously to the ribbon graph case. If e ∈ E(G), then deletion is defined by (G ⊂ Σ, P)\e := ((G ⊂ Σ)\e, P). Contraction is defined by (G ⊂ Σ, P)/e := ((G ⊂ Σ)/e, P ′ ), where the partition P ′ is induced by P as follows. Suppose e = (u, v) and P u , P v ∈ P are the blocks containing u and v respectively (u may equal v and the blocks need not be distinct). Then P ′ is obtained from P by removing blocks P u and P v , and replacing them with the block (P u ∪ P v )\{u, v} ∪ W where W is the set of vertices created by the contraction (so w consists of one or two vertices).
There are three graphs naturally associated with (G ⊂ Σ, P). The underlying graph in a surface G ⊂ Σ, the underlying abstract graph G, and the abstract graph G /P obtained by identifying the vertices in G that belong to each block of P.
It is convenient at this point to extend Equation (47) to the present setting, defining
, where b(A) denotes the number of boundary components of N (V ∪A). We set ρ(G ⊂ Σ, P) := ρ(E).
We will show that the Krushkal polynomial arises as the canonical Tutte polynomial associated with vertex partitioned graphs in surfaces.
Definition 13. We will say that two vertex partitioned graphs in surfaces (G 1 ⊂ Σ 1 , P 1 ) and (G k ⊂ Σ k , P k ) are Kr-equivalent if there is a sequence of vertex partitioned graphs in surfaces
(1) Deleting a component of the surface that contains no edges of the graph.
(2) Deleting an isolated vertex from a graph. (3) Connect summing two surface components (away from any graph components). (4) replacing a region, with another surface with boundary (so that it forms a region of a new graph in a surface).
It is clear that Kr-equivalence gives rise to an equivalence relation, and we let G vgs denote the set of all equivalence classes of graphs in pseudo-surfaces considered up to Kr-equivalence. We grade G vgs by the number of edges in any graph that represents its class.
The following lemma is easily verified.
Lemma 14. G vgs forms a minors system where the grading is given by the cardinality of the edge set, deletion and contraction are given as above, and multiplication is given by disjoint union.
Definition 14.
We let H vgs denote the combinatorial Hopf algebra associated with G vgs via Lemma 14 and Proposition 1. Its coproduct is given by
has a basis consisting of exactly five elements represented by (1) a 1-path in the sphere with each vertex appearing in its own block of the partition, (2) a loop in the sphere, (3) a 1-path in the sphere with both vertices appearing in the same block of the partition, (4) a loop cellularly embedded in the real projective plane, (5) a loop that forms the meridian of a torus.
Proof. Let (G ⊂ Σ, P) be a vertex partitioned graph in a surface with exactly one edge. If that edge is a bridge then delete any isolated vertices, remove any empty surface components, then replace the remaining region with a disc. What remains is a 1-path in the sphere with each vertex appearing in its own block of the partition or a a 1-path in the sphere with both vertices appearing in the same block of the partition.
Otherwise the single edge in (G ⊂ Σ, P) is a loop. Again delete any isolated vertices then remove any empty surface components. The resulting vertex partitioned graph in a surface has one or two regions. If it has two regions replace each with a disc to obtain a loop in the sphere. If it has one region then either a neighbourhood N (e) of the edge is an annulus or Möbius band. If it is a Möbius band replace the unique region with a disc to get a loop cellularly embedded in the real projective plane. If it is an annulus replace the unique region with an annulus to get a loop that forms the meridian of a torus.
We now describe the selector of H vgs . For this set
is a 1-path in the sphere, with a partition of two blocks 0 otherwise ,
is a loop in the sphere 0 otherwise ,
is a 1-path in the sphere with a partition of one block 0 otherwise ,
is a loop cellularly embedded in the real projective plane 0 otherwise ,
is a loop that is a meridian of a torus 0 otherwise .
Translating Example 2 to the setting of embedded graphs, shows that δ a is not uniform unless a 4 = √ a 3 a 5 , in which case the following theorem says that it is uniform.
Theorem 10. The canonical Tutte polynomial of the combinatorial Hopf algebra H vgs is given by
|A|−ρ(A)−κ(A)
.
where a = (x 1 , x 2 , x 3 , √ x 3 x 4 , x 4 ), b = (y 1 , y 2 , y 3 , √ y 3 y 4 , y 4 ), and E = E(G).
. Equation (57) relates r(G /P ) and r((G /P )/e). By observing that N (V ∪ A) gives rise to a ribbon graph, we see ρ(A) from Equation (62) corresponds to ρ(A) from Equation (47), and then (58) gives the relation between ρ(G /P ) and ρ((G /P )/e). Recall from Section 3.4 that e ∈ E(G) is a quasi-loop if κ(e) = 1. It is then not hard to see that
From these we can deduce the relations between r i (G, P) and r i ((G, P)/e), for each i. , and all other m ij are zero, and the result follows.
Corollary 11. Let G ⊂ Σ be a graph in a surface, P = {{v} | v ∈ V }, and α be as in Theorem 10. Then
In particular, when a = (1, y, a,
and when a = (1, y, a,
Proof. First observe that G = G /P , and so r(G) = r(G /P ). Then, by Euler's formula,
For obtaining a 
The results then follows from Theorem 10 and the definition of K G⊂Σ .
Corollary 12.
(1) The natural mapping φ 1 : H vgs → H vrg defined by sending (G ⊂ Σ, P) to (N (G), P) is a Hopf algebra morphism. Furthermore it naturally induces identity
(2) The projection φ 2 : H vgs → H ps defined by identifying all of the vertices in each block of the partition of (G ⊂ Σ, P) to a pinch point is a Hopf algebra morphism. Furthermore it naturally induces the polynomial identity
Proof. It is readily verified that maps are Hopf algebra morphisms. For φ 1 , in Theorem 2 let H = H vgs , H ′ = H vrg , δ H be the selector used in Theorem 9, and δ H ′ be the selector used in Theorem 8. It is easily seen that δ H (a 1 , a 2 , a 4 , a 3 , a 2 a 2 , a 3 , a 4 )(φ(G, P)).
Theorem 2 gives
α H (1, y, yz 2 , y, yz, x − 1, 1, 1, 1, 1)(G ⊂ Σ, P) = α H ′ (1, y, yz, yz 2 , x − 1, 1, 1, 1)(φ 1 (G, P)).
Corollaries 11 and 9 then give
For φ 2 , in Theorem 2 let H = H vgs , H ′ = H gs , δ H be the selector used in Theorem 9, and δ H ′ be the selector used in Theorem 6. We have δ H (a 1 , a 2 , a 3 , a 3 , a 3 
In light of Corollary 11 we make the following definition.
Definition 15. The Krushkal polynomial, K (G⊂Σ,P) (x, y, a, b), of a vertex partitioned graph in a surface (G ⊂ Σ, P) is
where α is as in Theorem 9, a = (1, y, a, √ ab, b), and b = (x, 1, 1, 1, 1).
We note that if P = {{v} | v ∈ V }, then by Corollary 11
Following the proof of Item (1) of Corollary 12 gives
While following the proof of Item (2) of Corollary 12 gives
where φ 2 is the mapping from the corollary.
3.9. The Penrose polynomial as a Tutte polynomial. We will now illustrate that graph polynomials that are not traditionally regarded as being "Tutte polynomials" arise as canonical Tutte polynomials minor systems. We consider delta-matroids again. In Section 3.5 we saw that the 2-variable Bollobás-Riordan arises is the Tutte polynomial arising from delta-matroids and the usual minor operations of deletion and contraction. However, delta-matroids have a third minor operation arising from loop complementation (see [11] ). We will examine what happens when we change our notion of deletion and contraction to incorporate the addition minor operation. In particular, we will show that the Penrose polynomial arises from this setting. The Penrose polynomial P G (λ) was defined implicitly by Penrose in [40] for plane graphs. It encodes important information about graph colouring. For example the number of edge 3-colourings of a plane, cubic, connected graph is given by P G (3) and by P G (−2). For further explorations of its properties we refer the reader to the excellent expositions on the Penrose polynomial given by Aigner in [2] and [1] . Although it was first defined for plane graphs, in this section we will focus on matroidal definitions of the Penrose polynomial. We will discuss its graphical form in Section 3.10. It was defined for binary matroids by Aigner and Mielke in [3] . For a binary matroid M = (E, r), the Penrose polynomial is
where B M (X) is the binary vector space formed of the incidence vectors of the sets in the collection {A ∈ C(M ) | A ∩ X ∈ C * (M )}. Brijder and Hoogeboom defined the Penrose polynomial in greater generality for vf-safe delta-matroids in [12] .
Following Brijder and Hoogeboom [11] , let D = (E, F) be a delta-matroid and e ∈ E. Then D + e is defined to be the pair (E, F ′ ) where F ′ = F△{F ∪ e | F ∈ F and e / ∈ F }. If e 1 , e 2 ∈ E then (D + e 1 ) + e 2 = (D + e 2 ) + e 1 , and so for A = {a 1 , . . . , a n } ⊆ E we can define the loop complementation of D on A, by D + A := D + a 1 + · · · + a n .
In general D + A need not be a delta-matroid, thus we restrict our attention to a class of deltamatroids that is closed under loop complementation. A delta-matroid D = (E, F) is said to be vf-safe if the application of any sequence of twists and loop complementations results in a deltamatroid. The class of vf-safe delta-matroids is known to be closed under deletion and contraction, and strictly contains the class of binary delta-matroids (see for example [10] ). In particular, Chun et al. in [17] showed that the delta-matroids of ribbon graphs are vf-safe.
Set
The Penrose polynomial of D, defined by Brijder and Hoogeboom in [12] , is
It was shown in [12] that when the delta-matroid D is a binary matroid, Equation (63) and Equation (64) agree.
Here we introduce a "rank function" on delta-matroids by
Proposition 2. The Penrose polynomial can be recovered as a specialisation of the 2-variable Penrose polynomial.
where the first equality is by definition, the second uses the twisted duality identities of [11, 17] 
, the third equality follows by looking how duality changes the size of a maximal feasible set.
For our minor systems we consider vf-safe delta-matroids, but rather than usual deletion and contraction for delta-matroids, which results in the Bollobás-riordan polynomial, we will use the minor operations D/e and (D + e)/e. With these notions of minors, the following result is easily checked.
Lemma 16. The set of isomorphism classes of vf-safe delta-matroids forms a minors system where the grading is given by the cardinality of the ground set, "deletion and contraction" are given by D/e and (D + e)/e and multiplication is given by direct sum. Definition 16. Let H pe denote the combinatorial Hopf algebra associated with vf-safe deltamatroids via Lemma 16 Proposition 1. Its coproduct is given by
We will need to be able to recognise when an element e of D has D/e c isomorphic to F) be a delta-matroid, and e ∈ E. Then we say that e is a ribbon dual-loop if e is a coloop in D max . A ribbon dual-loop e is is orientable if e is not a coloop in (D * e) max , and is non-orientable if e is a coloop in (D * e) max . Observe that e is an (orientable/non-orientable) ribbon dual-loop in D if and only if e is an (orientable/non-orientable) ribbon loop in D * . Also observe that it can be determined if e is a (orientable/non-orientable) ribbon dual-loop by looking for its membership in sets in F max and F max −1 .
Lemma 17. Let D = (E, F) be a delta-matroid, and e ∈ E. Then e is a orientable ribbon dual-loop (is not a ribbon dual-loop, is a non-orientable ribbon dual-loop, respectively) if and only if D/e c is isomorphic
Proof. We start by observing that Lemma 18. Let D = (E, F) be a vf-safe delta-matroid, and e ∈ E. Then
if e is an orientable ribbon dual-loop, r max (D + e) − 1 if e is not a ribbon dual-loop, r max (D + e) + 1 if e is a non-orientable ribbon dual-loop Proof. If e is an orientable ribbon dual-loop then it is a coloop of D max but not a coloop of (D * e) max . If there were any sets F ∈ F(D) max −1 with e / ∈ F then F(D * e) max would consist exactly of sets of the the form F ∪ {e} for these F , so e would be a coloop (D * e) max . Thus there is an element X ∈ F(D) max such that X\{e} / ∈ F(D) and it follows that X is a maximal set in F(D + e). Thus r max (D + e) = r max (D).
If e is not a ribbon dual-loop then it is not a coloop of D max . Thus there is F ∈ F(D) max such that e / ∈ F and F ∪ {e} / ∈ F(D). It follows that F ∪ {e} ∈ F(D + e), and that r max (D + e) = r max (D)+ 1. If e is a non-orientable ribbon dual-loop then, by Lemma 
where the first equality is by definition, the second uses that [(D + e)/e] + (E\{e}) = (D + E)/e. We have
if e is a loop, r max (D/e) + 1 otherwise.
(This identity follows easily from the definitions, but was also show in the proof of Lemma 10.) Furthermore, we claim that e is a loop of D + e if and only if it is also a loop of D + E. Assuming this claim for the moment, we can use Equation (68) to eliminate all of the contractions in (67), giving
The result then follows by an application of Lemma 18.
It remains to verify the claim that e is a loop of D + e if and only if it is a loop of D + E. For this suppose f ∈ E with e = f (if there is no such f then the result is trivially true). Then if e is a loop of D+e it appears in no feasible sets of D+e, and so it can not appear in a feasible set of (D+e)+f . By Induction it follows that if e is a loop of D + e then it is a loop of (D + e) + (E\{e}) = D + E. Applying this result to the delta-matroid D + (E\{e}) gives that if e is a loop of (D + (E\{e}) + e) then it is a loop of (D + (E\{e}) + e) + (E\{e}) = D + e (since loop complementation is involuntary and commutes on disjoint elements). This completes the proof of the claim and the proof of the lemma.
For constructing the Tutte polynomial of H pe we use the same δ a as for the Bollobás-Riordan polynomial, see Equation (44). For uniformity we see that, by applying δ ⊗ δ to ∆(D), where D is over E = {e, f } and has feasible sets ∅, {e}, and {e, f }, δ a is uniform only if a 1 = √ a 2 a 3 .
Theorem 11. The canonical Tutte polynomial of the combinatorial Hopf algebra H pe is the 2-variable Penrose polynomial:
, and E is the ground set of the delta-matroid D. m 22 = 0, m 32 = 1 (so a 1 = √ x 1 x 2 , a 2 = x 1 , and a 3 = x 2 ). Thus
At this point the reader might ask why we chose the minor operations D/e and (D + e)/e, rather than D \ e and (D + e)/e. In Section 4.4 we will examine the resulting Hopf algebra and show that it does not results in a new polynomial.
3.10. The Penrose polynomial for ribbon graphs. The Penrose polynomial has traditionally been defined in terms of left-right facial walks or states of a medial graph. Here, however, we use a formulation of the polynomial from [25] to define it in terms of partial Petrials. Let G be a ribbon graph and A ⊆ E(G). The partial Petrial, G τ (A) , of G is the ribbon graph obtained from G by for each edge e ∈ A, choosing one of the arcs (a, b) where e meets a vertex, detaching e from the vertex along that arc giving two copies of the arc (a, b), then reattaching it but by gluing (a, b) to the arc (b, a) (the directions are reversed). This is shown in Figure 3 . The Penrose polynomial of a ribbon graph (or cellularly embedded graph) G is defined by
If D(G) is the delta-matroid of G then, from [17] ,
Proceeding as in Section 3.9, we define the 2-variable Penrose polynomial by
We state the following without proof.
Lemma 20. The set of equivalence classes of ribbon graphs considered up to joins and isomorphism forms a minors system where the grading is given by the cardinality of the edge set, deletion is given by G/e, contraction by G τ (e) /e, and multiplication is given by direct sum.
We identify a ribbon graph with its equivalence class.
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Definition 17. Let H per denote the combinatorial Hopf algebra associated with ribbon graphs via Lemma 20 and Proposition 1. Its coproduct is given by
It is instructive to compare the following example to Example 2.
Example 3. 
, and E = E(G).
To prove the theorem we use the following lemma.
Lemma 21. There is a natural Hopf algebra morphism φ :
It is easily seen that φ is multiplicative, and send the (co)unit to the (co)unit. It was shown in [16, 17] 
Proof of Theorem 12. Upon verifying that
where E := E(D(G)). It remains to show that for any ξ D(G) (A) = ξ G (A), but this follows by Equation (65), which gives, ξ(A) = |A|/2 + ρ(D + A) − ρ(D), and by Equation (51), which gives
). Corollary 13. Let G be a ribbon graph. Theñ
Proof. The result follows from Theorem 12, Proposition 2 and Equation (70) upon noting that
Applications
Throughout this section we work exclusively with Hopf algebras of a minors system. We will show that canonical Tutte polynomials of minor systems, in general, have many of the desirable properties of the classical Tutte polynomial of a graph or matroid.
4.1. Deletion-contraction definitions. The motivation behind our consideration of Hopf algebras generated by concepts of deletion and contraction was to construct graph polynomials that satisfy a recursive deletion-contraction definition that is independent of order of edges to which it is applied, and that reduces the computation of a polynomial to that of a unique trivial object (equivalently, it generates a 1-dimensional skein module). That is we want our polynomials to satisfy a recursive definition analogous to that of the classical Tutte polynomial of a matroid:
The following theorem provides the analogue of (75) for an arbitrary canonical Tutte polynomial.
Theorem 13. Let H be a Hopf algebra of a minors system, and δ a and δ b be a uniform selectors. Then the canonical Tutte polynomial α(a, b) is a recursively defined by
Proof. Suppose that δ a and δ b are uniform. For each S ∈ S, we can write f S (a) for exp * (δ a )(S).
Suppose that |E(S)| ≥ 2, and e ∈ E(S). Then
Consider the computation of one of the terms of the form f S A (b) in the above. Recall
where each U i,j ∈ S 1 . (The U j,1 ⊗ · · · ⊗ U j,m are exactly the terms of ∆ (m) (S A) in which each tensor factor is in S 1 .) Since δ b is uniform,
for each j, and we can choose the summand exp * (δ b )(S A) is calculated from. Writing ∆ (m) as (∆ (m−1) ⊗ id) • ∆, we can choose a summand that arises as a term of
and so
For f S A c (a) we proceed similarly. We have f S A c (a) = exp * (δ a )(S A c ). If m = |E(S A c )|, then by the definition of δ a , we can write
where, again, each U i,j ∈ S 1 . Since δ a is uniform,
for each j, and so we can choose the summand exp * (δ a )(S A c ) is calculated from. So writing ∆ (m) as (id ⊗ ∆ (m−1) ) • ∆, we can choose a summand that arises as a term of
Thus we have that
It is easily checked that this identity also holds when |E(S)| = 1, and that α(a, b)(S) = 1 when |E(S)| = 0.
Theorem 13, gives recursive deletion-contraction definitions for each of the graph polynomials discussed in Section 3. Some of these relations are known:
(1) Theorems 13 and 3 give the standard deletion-contraction relations for the Tutte polynomial of a matroid, shown in Equation (75). However, the deletion-contraction definition relations for the remaining polynomials are new to the literature. Specifically, our work here gives new deletion-contraction definitions for the (1) 2-variable Bollobás-Riordan polynomial of a delta-matroid, (2) 3-variable Bollobás-Riordan polynomial, (3) Krushkal polynomial, (4) 2-variable Penrose polynomial. One thing we emphasise is that to obtain the complete deletion-contraction relations for the 3-variable Bollobás-Riordan polynomial and the Krushkal polynomial we had to extend the class of objects on which the polynomials had been defined. This was done in [26] for the Las Vergnas polynomial.
In the interests of brevity we will not explicitly write down the deletion-contraction definitions for all of the above polynomials. Instead we will illustrate the application of Theorem 13 toR D (x, y). Remark 2. Theorem 13 would give a set of four deletion-contraction identities for the Tutte polynomial of a matroid T M (x, y), and nine for the Tutte polynomial of a matroid perspective T M →M ′ (x, y, z), rather than the usual three or four, respectively, from the literature. In these cases the structure of matroids can be used to show that the extra cases given by Theorem 13 are not possible. It is natural to ask if we need all nine cases in the deletion-contraction relation for R D (x, y). That is, for each of the nine possible loop, dual-loop types in Theorem 14, is there a delta-matroid and element e that realises it? It can be checked that there is a delta-matroids over a one or two element ground set that contains an edge of each nine combinations, and so all nine cases are needed.
A deletion-contraction relation forR G is readily obtained by translating Corollary 14 into the language of ribbon graphs (or equivalently by applying Theorem 1). For this ribbon loops are just loops. The dual-loops are characterised in terms of ribbon graphs by looking at the boundary components of G that touch e as follows. Suppose the endpoints of intersections between edge e and its incident vertices (or vertex) are the points {a, b, c, d} where a and b are the end points of one interval of intersection between e and a vertex, while c and d are the end points of the other, and these points are met in the cyclic order abcd when travelling round the boundary of the edge-disc e. Then e is a not a ribbon dual-loop if there is a boundary component of G meeting these points in the order abcd; a non-orientable ribbon dual-loop is a boundary component of G meeting these points in the order acbd; and is an orientable ribbon dual-loop if these points lie on two boundary cycles. It can be shown that the resulting deletion-contraction relation forR G is equivalent for that given for R G (x + 1, y, 1/ √ xy) in Corollary 4.42 of [22] . The difference in the types of edges appearing in the two results is due to the normalising factor x 1 2 γ(G) .
Universal forms.
The well-known universality of the Tutte polynomial of a matroid can be formulated as saying that there exists a unique, well-defined, matroid polynomial f M (x, y, a, b) given by
if e is a coloop af M \e (x, y) + bf M/e (x, y) otherwise , and that
The two key features of this universality property are (1) that the recursion relations in Equation (76) give a well-defined polynomial, and (2) that this polynomial can be obtained from a particular distinguished specialisation, namely T M . In the present context of canonical Tutte polynomials α, Theorem 13 provides a recursion relation for a polynomial, the question becomes one of determining what particular distinguished specialisation can play the role of T M in the general setting. The following theorem answers this question for the polynomials in Section 3.
Theorem 15. Let H, J, δ a , and δ b be defined as in Theorem 1. Suppose that J X , J Y , J Z ⊆ J partition J, and that δ a ′ and δ b ′ are obtained from δ a and δ b , respectively, by setting x j = 1 when j ∈ J X and y j = 1 when j ∈ J Y . Then there is a unique, well-defined polynomial invariant α of H given by
Moreover,
is the canonical Tutte polynomial of H defined by δ a ′ and δ b ′ .
Proof. It follows from Theorems 1 and 13 that the recursion relations define the polynomial
Also by Theorem 1,
The theorem is readily seen to hold upon comparing these state sums for α and α ′ .
Conceptually Theorem 15 says that in the definition α(a, b) via Theorem 1, half of the variables are redundant. Although α(a, b) is in variables {x j , y j } j∈J , for each j ∈ J we can set either x j or y j to 1 without losing any information from the polynomial.
Theorem 15 applies to all of the invariants in Section 3. In particular, it shows that each of
and P G is a universal object for the relevant class of polynomials. We will not write down explicit universality statements for each of these polynomials, but will note, as an example, that for matroids, the two universality statements for T M in this section coincide. 
The convolution formula (77) follows easily from the writing of the T M (x, y) in terms of exponentials in Corrolary 1. To see this, start with the following rewriting of α:
An application of Theorem 1 with a = (1, y − 1), b = (x − 1, 1) and c = (−1, 1) then gives (77). This derivation of the convolution formula was first observed in [20] . Equation (78) is not specific to T M and can be used to obtain new convolution formulae for other canonical Tutte polynomials. There is a slight subtlety in the derivation of such formula, however. For a given canonical Tutte polynomial α(a, b), the variables in each term of a or b may depend upon each other (for example, this may be forced by uniformity of δ). We need to ensure that in both −a and −b the variables satisfy the same dependence, and ensuring this may require some specialisation of the variables or classes of object considered. For example, the 2-variable Bollobás-Riordan polynomial needs a to be of the form a = (x, y, √ xy), but −a = (−x, −y, − √ xy) is not of this form ((−x, −y, √ xy) is) and so we can not write the final equality in (78) in this instance. As
we will see below, we can work around this issue for the the 2-variable Bollobás-Riordan polynomial by restricting to orientable ribbon graphs or even delta-matroids.
Theorem 16. The following identities hold.
(1) If M is a matroid perspective and T M the Tutte polynomial of a morphism of a matroid,
(2) If D is an even delta-matroid andR the 2-variable Bollobás-Riordan polynomial,
is a vertex partitioned ribbon graph and R (G,P) (x, y, z) the Bollobás-Riordan polynomial,
is a vertex partitioned graph in a surface and K (G⊂Σ,P) (x, y, a, b) the Krushkal polynomial,
Item 3 follows from the expression of R in terms of α in Definition 12 and Equation (78) with a = (1, y, yz, yz 2 ), b = (x − 1, 1, 1, 1) and c = (−1, 1, 1, 1) .
Item 4 follows from the expression of K in terms of α in Definition 15 and Equation (78) with a = (1, y, a, ab, ab 2 ), b = (x, 1, 1, 1) and c = (−1, 1, 1, 1, 1) .
By the discussions in Sections 3.4 and 3.6, Item 1 in Theorem 16 can be expressed in terms of the Las Vergans polynomial of graphs in pseudo-surfaces, and Item 2 in terms of orientable ribbon graphs (since D(G) is even when G is orientable by [9, 16] ). Note that while Corollary 10 gives R G (x, y) as an evaluation of R (G,P) (x, y, z), this result with Item 3 of Theorem 16 does not give a convolution formula for R G (x, y) since the R (G,P)/A (x, −1, 1) is not of the form required by Corollary 10 to specialise to R G/A (x, y).
Remark 3. It may seem peculiar at a first glance that the convolution formula for R G (x, y) holds only for orientable ribbon graphs (since it holds for even delta-matroids), but that the more general polynomials R (G,P) and K (G⊂Σ,P) do not have an orientability restriction in their convolution formulas. Upon closer examination, this is not so peculiar: it is simply a consequence of R G (x, y) having fewer variables than R (G,P) or K (G⊂Σ,P) . To see why, observe that the trick that allowed us to consider non-orientable objects in R (G,P) or K (G⊂Σ,P) was, when we had three terms of the form x, y, and √ xy in a or b, to use the substitution x = a, y = ab 2 , and √ xy = ab. We can do this trick for R, getting a = (a, ab 2 , ab), b = (1, 1, 1). However, the corresponding convolution formula is in terms of R G\A c (1/a + 1, ab 2 + 1) and R G/A (0, 0). Since the variables are not split over the two polynomials, should this be considered a convolution formula?
4.4. Duality. It is well-known that the Tutte polynomial of a matroid satisfies the duality relation
We will now show how such duality duality relations fit in our Hopf algebra framework.
Definition 18. Let H be a Hopf algebra of a minors system, as described in Proposition 1. By a combinatorial duality for H we mean an involutionary grading preserving algebra morphism * : H → H, where we denote * (S) by S * and call it the dual of S, such that for each S ∈ H and each e ∈ E(S), we have (S e) * = S * e and (S e) * = S * e.
We can now state a general duality theorem, which is a variation of Theorem 2.
Theorem 17. Let H be a Hopf algebra of a minors system with a combinatorial duality * . Let δ a = i∈I a i δ i and δ b = i∈I b i δ i be selectors for H. Then for all S ∈ H,
where α(b * , a * ) is defined by the selectors δ a * := δ a • * and δ b * := δ b • * .
Proof. The proof is very similar to the proof of Theorem 2, and so we only provide a sketch. First observe that ∆(S * ) = (τ • ∆(S)) * where τ :
where the last equality follows since the sum is over all subsets of E(S).
The result can then be obtained by following the proof of Theorem 2, but replacing τ • * for φ and noting that the presence of the flip τ reverses the order of the tensor factors. Corollary 14. The following duality identities hold.
(
Proof. Each identity follows by an application of Theorem 17. For Item 1, U * 1,1 = U 0,1 and so for δ a = x 1 δ c + x 2 δ l from (24), δ a * = δ a • * = x 2 δ c + x 1 δ l . Thus by Corollary 1 and Theorem 17
For Item 2, (U 0,1 → U 0,1 ) * = (U 1,1 → U 1,1 ), (U 1,1 → U 1,1 ) * = (U 0,1 → U 0,1 ), and (U 1,1 → U 0,1 ) * = (U 1,1 → U 0,1 ). For δ a = x 1 δ cc + x 2 δ ll + x 3 δ cl , from (33), δ a * = δ a • * = x 2 δ cc + x 1 δ ll + x 3 δ cl , and so by Theorems 34 and 17 T M (x, y, z) = α(1, y − 1, 1, x− 1, 1, z)(M) = α(1, x− 1, z, y − 1, 11)(M * ) = z r(E)−r ′ (E) T M * (y, x, 1/z).
Item 3 can be obtained by proceeding as above but using the constructions in Section 3.4, or by using Item 2 and Equations (37) and (38) . Item 5 can be obtained by proceeding as above by using the constructions in Section 3.6, or by using Item 4 and that R G = R D(G) from Equation (52).
In Section 3.9 we considered non-standard concepts of deletion and contraction, and saw that the Penrose polynomial arises through the canonical Tutte polynomials of the resulting Hopf algebra. Our starting point in that section was the observation that there are three natural minor operations in delta-matroid theory: D \ e, D/e and D + e/e. Choosing the two operations D \ e, D/e generates the Hopf algebra H dm of Section 3.5 and the resulting canonical Tutte polynomial is the 2-variable Bollobás-Riordan polynomial. Choosing D/e, (D + e)/e generates the Hopf algebra H pe of Section 3.9 and the resulting canonical Tutte polynomial is the 2-variable Penrose polynomial. One possible Hopf algebra remains: that generated by D/e and D + e/e. We will now show that this third possibility does not result in a new polynomial.
Let H pe be the Hopf algebra of Definition 16 with coproduct ∆ pe = A⊆E D/A c ⊗ (D + A)/A. Using the "deletion and contraction" D \ e and D + e/e instead and proceeding as for H pe results in a second Hopf algebra of delta-matroids, that we denoteĤ pe , with coproduct Proof. To show that ∆ pe (D * ) = (∆ pe (D)) * we use the twisted duality properties of delta-matroids from Brijder and Hoogeboom [11] (see also [17] The remaining properties are easily verified.
We take the following generic selectors of Equation (44) for delta-matroids: forĤ pe we takê δâ = a 1 δ b + a 2 δ o + a 3 δ n , and for H pe take δ a = a 2 δ b + a 1 δ o + a 3 δ n . Letα(â,b) denote the canonical Tutte polynomial associated withĤ pe , and α(a, b) denote the canonical Tutte polynomial associated with H pe . Then, since * is a Hopf algebra morphism, by Lemma 22, and thatδâ = δ a • * , we can apply Theorem 2 to getα (â,b)(D) = α(a, b)(D * ).
Theorem 2 also gives thatδâ is uniform if and only if δ a is. Thus we have shown the following. , and E is the ground set of the delta-matroid D.
Thus the three minor operations D\e, D/e and D+e/e of delta-matroids only generate two Tutte polynomials: the 2-variable Bollobás-Riordan polynomial and the 2-variable Penrose polynomial.
Concluding remarks and further directions
We started with the questions of why three topological Tutte polynomials (the Las Vergnas, Bollobás-Riordan, and Krushkal polynomials) had naturally arisen in the literature, and if any one of these can claim to be the Tutte polynomial of an embedded graph. These questions are answered by the Hopf algebraic framework of canonical Tutte polynomials presented here. Each of these three topological Tutte polynomials is a canonical Tutte polynomial, but each is a canonical Tutte polynomial of a slightly different combinatorial object with different concepts of deletion and contraction (see Table 1 ). It is perhaps worth emphasising here that in order to give the Hopf algebraic framework for these topological Tutte polynomials, we had to enlarge the domain of the polynomials. In each case the domain can be found by starting with a cellularly embedded graph, a notion of deletion and contraction and looking for the class closed under these operations.
Our work also offers an answer to a troublesome question on the Bolobás-Riordan polynomial. The Bollobás-Riordan polynomial is defined as a 3-variable polynomial R G (x, y, z). However most of the known results about this polynomial, particularly its combinatorial interpretations, do not apply to the full 3-variable polynomial R G (x, y, z), but rather to its 2-variable specialisation x γ(G)/2 R G (x+ 1, y, 1/ √ xy) (see, for example, [5, 15, 19, 24, 21, 23, 31] ). Why is this? Again our Hopf algebraic framework offers an answer: x γ(G)/2 R G (x+1, y, 1/ √ xy) is the canonical Tutte polynomial of ribbon graphs, whereas R G (x, y, z) is the canonical Tutte polynomial of vertex partitioned ribbon graphs. This suggests that one should look for evaluations and results for R G (x, y, z) in the setting of vertex partitioned ribbon graphs, since restricting to ribbon graphs alone corresponds to the polynomial x γ(G)/2 R G (x + 1, y, 1/ √ xy).
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More importantly than these particular applications to topological Tutte polynomials, our Hopf algebraic formulation of graph polynomials provides a framework for the unification of the many graph polynomials in literature. We have been able to explain why some graph polynomials that arise in different contexts have similar properties. We have given some initial indication of the usefulness of a general framework for graph polynomials here, but much remains to be understood. To help with the development of the framework, we conclude with a few open problems.
• In the definition of α we used selectors δ a that "pick out" elements in H 1 . Our reason for doing this was so that the resulting canonical Tutte polynomials would satisfy a deletioncontraction relation as in Theorem 13. What polynomials result if you allow selectors that "pick out" elements in higher graded dimensions? That is, if in the definition of the δ i from (1), we allow I to index some other set of elements of H, rather than just a basis for H 1 ? Along similar lines, what happens when we consider non-uniform δ? • What other graph polynomials from the literature can be realised as a canonical Tutte polynomial, or the Tutte polynomial of a Hopf algebra? What polynomials arise as the Tutte polynomial of Hopf algebras that are not from minors system? • The Bollobás-Riordan, Las Vergnas, and Krushkal polynomials have been traditionally studied as polynomials of ribbon graphs, cellularly embedded graphs, and graphs in surfaces, respectively. Our work here shows that these are canonical Tutte polynomials of more general objects; vertex partitioned ribbon graphs, graphs in pseudo-surfaces, and vertex partitioned graphs in surfaces. Do known results about the Bollobás-Riordan, Las Vergnas, and Krushkal polynomial, for example quasi-tree expansions or combinatorial interpretations, become more natural when expressed in theses more general canonical settings? • Theorem 15 gave a universality property for a particular class of canonical Tutte polynomials (i.e., those described by Theorem 1). Find a universality property for canonical Tutte polynomials or for Tutte polynomials of Hopf algebras in general.
• Can the framework of canonical Tutte polynomials be used to translate evaluations or computational complexity results about one point of one polynomial to a point in another polynomial? • Find full duality relations (i.e., without any specialisations of the variables) for the polynomials R (G,P) (x, y, z) or K (G⊂Σ,P) (x, y, a, b). This would involve defining the dual of a vertex partitioned ribbon graph or a vertex partitioned graphs in a surface.
• Theorem 13 gives deletion-contraction relations for all the polynomials from Section 3.
However, there is a often redundancy in these definitions since sometimes it is impossible that both δ b (S e c ) and δ a (S e c ) are non-zero. (For example, compare (75) to the deletioncontraction relations for the Tutte polynomial of a matroid arising from Theorem 13.) Find the most compact forms for these deletion-contraction relations for the polynomials of Section 3.
• The Penrose polynomial is known to encode many important properties of graphs (see, for example [2] ). What can be said about the 2-variable Penrose polynomial. Do properties of the classical Tutte polynomial or the Bollobás-Riordan polynomial translate to the Penrose polynomial? What combinatorial information, beyond that in the Penrose polynomial, does it contain? Does it have a quasi-tree expansion? • Theorem 13 gave a universal form of polynomials that satisfy α(S) = δ b (S e c ) · α(S e) + δ a (S e c ) · α(S e).
If we call an element e of type (i, j) when δ i (S e c ) = δ j (S e c ) = 1, then this deletioncontraction relation breaks into |I| 2 cases determined by the possible type (i, j) elements.
We could then define a more general deletion-contraction relation by β(S) = x i,j · β(S e) + y i,j · β(S e), when e is of type (i, j).
We conjecture that β is well-defined if and only if it coincides with α. This would say that the canonical Tutte polynomials are the most general graph polynomials satisfying this type of deletion-contraction relation.
• The polynomial T G (x, y) was defined as the Tutte polynomial of a Hopf algebra whose elements were equivalence classes of graphs, rather then graphs themselves. A similar comment holds for the polynomialsR G (x, y), R G (x, y, z),R (G,P) (x, y, z),K (G⊂Σ,P) (x, y, a, b), andP G (x, y). On the other hand, the matroid version of the classical Tutte polynomial T M (x, y) is defined on a Hopf algebra matroids directly. Similarly,R D (x, y) andP D (x, y) are defined on a Hopf algebra of delta-matroids, rather than quotient spaces of them. This suggests that the polynomials considered here should be properly understood in terms of matroidal structures. What are the matroidal structures for whichR (G,P) (x, y, z) and K (G⊂Σ,P) (x, y, a, b) arise as canonical Tutte polynomials, i.e., what is the proper matroidal setting for the Bollobás-Riordan and Krushkal polynomials?
