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a b s t r a c t
We use tools and methods from real algebraic geometry (spaces of ultrafilters, elimination
of quantifiers) to formulate a theory of convexity in KN over an arbitrary ordered field. By
defining certain ideal points (which can be viewed as generalizations of recession cones)
we obtain a generalized notion of polar set. These satisfy a form of polar duality that applies
to general convex sets and does not reduce to classical duality if K is the field of real
numbers. As an application we give a partial classification of total orderings of Artinian
local rings and two applications to ordinary convex geometry over the real numbers.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
We study some questions of convexity in KN over a general ordered field K . In doing sowe are not especiallymotivated by
a quest for generality but rather by concrete problems arising in real algebraic geometry, a discipline that by nature generates
quite general ordered fields. Indeed, far from achieving generalizations of classical convexity, wemust pay for working over
general fields (incomplete or non-Archimedean) by abandoning use of the natural order topology and, at certain key points,
stringently restricting the kinds of sets allowed. We also must sacrifice the powerful vector space structure of KN for the
sake of adjoining ideal elements that support only theweaker structure of a join geometry. Onemotivating question is:what
are the convex cones C ⊂ KN satisfying −C ∪ C = KN? We shall refer to such cones as total. Over the field of real numbers
R this classification is easy [1], but appears to depend in an essential way on separating a closed convex set in RN and an
exterior point by a hyperplane. But the possibility of doing this characterizesR among ordered fields and, in fact, holds for no
other ordered field [2]. Our interest in this question stems from related, more highly structured questions in real algebraic
geometry which we discuss as an application.
The simplest examples indicate that a classification must depend on the adjunction of ideal elements to KN . For example
(after Robson [2]) let K = Q. Then in K 2 the closed half-space
C = {(x, y) | piy− x ≥ 0}
is a total convex cone. But given a point not in C , it is clear that any line through the pointwith rational slopemust intersect C
(either the rational slope is greater than 1/pi and the linemeets C on the right or the slope is less then 1/pi and it meets C on
the left). Similarly it appears that any simple, finitary description of C must involve the ‘‘ideal’’ elementpi . OverQ, completion
to the reals accomplishes this. But for non-Archimedean fields, which are a common occurrence in real algebraic geometry,
this is not possible. Instead a systematic process for adjoining ideal elements to an ordered structure already appears in real
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algebraic geometry in the fundamental theory of the real spectrum of a commutative ring [3,4]. A main idea in this paper
is to regard this deep theory as a template to impose on the leaner vector space structures. The ideal points that we obtain
in this way are mostly (but not entirely) new and can be viewed as generalizations of recession cones [5]. We then define a
join operation in the sense of [6] for points of the enlarged structure. This leads to a generalized notion of convexity over K .
In Section 2 we define a main building block, the semi-linear set in KN or, what (by standard techniques of
homogenization) is more or less equivalent, in SN(K). In Section 3 we steal, point blank, a fundamental device from real
algebraic geometry by embedding SN(K) in a larger space S˘N(K) containing certain ideal points. These new points carry
powerful additional information not to be found in the original space and, for example, provide generalized notions of polar
set and convex duality. We use these in Section 4 to obtain an involutory action of polarity that acts on general convex sets.
Sections 5 and 6 apply this result to real algebra. Finally in Section 7 we prove a representation of an arbitrary convex set in
RN .
2. Semi-linear sets
Analogies with real algebraic geometry guide us counter to some prevailing tendencies in the theory of convexity. For
many good reasons standard convexity theory [7,13] gives precedence to closed polytopes or convex sets. However these
are not suitable for our purposes. Thus our first key definition captures some open sets, some closed sets and also sets that
are neither.
Definition 2.1. Let K be an ordered field and K+ its cone of positive elements.
1. An open (closed) half-space in KN is the positivity (nonnegativity) set of a function x→ a0+〈x, a〉, where a is an element
of the dual space (KN)∗ and a0 ∈ K . A semi-linear set is any element of the Boolean algebra generated by the half-spaces.
A basic set is a finite intersection of open or closed half-spaces.
2. Similar definitions make sense in SN(K) = KN+1 \ {0}/K+ if we let an open (closed) half-space in SN(K) be the positivity
(nonnegativity) set of x→ 〈x, a〉, where a ∈ SN(K)∗ = (KN+1)∗ \ {0}/K+ and here 〈x, a〉 is only defined up to a positive
multiple.
For subsets of a clearly understood ambient space we use the notation X c to denote the complement of X . Evidently a set
is semi-linear if and only if it is a finite union of basic sets. A pretty feature of the semi-linear family appears in the easiest
examples.
Example 2.2. The convex hull in Q2 of the origin and the line {x2 = 1} is the union of the origin and the half-open strip
{0 < x2 ≤ 1}, each of which is basic. Although this hull is not basic, it is semi-linear.
In fact the family of semi-linear sets is closed under the operation of forming convex joins. To state this precisely and
give a proof we formulate the join operation.
Definition 2.3. 1. For x, y ∈ KN let xy be the closed join (or more briefly join)
{z | z ∈ KN such that ∃λ ∈ [0, 1], z = λx+ (1− λ)y}.
2. For X, Y ⊂ KN let XY be⋃x∈X,y∈Y xy.
3. For X, Y ⊂ SN(K) let X ′, Y ′ ⊂ KN+1 \ {0} be the cones corresponding to X and Y . Then XY is uniquely determined by
(XY )′ = X ′ + Y ′.
Proposition 2.4. The family of semi-linear sets is closed under joins.
Proof. One way or another this is a consequence of the Fourier–Motzkin algorithm for systems of linear inequalities. We
appeal to an encapsulated consequence of this algorithm in the principle of elimination of quantifiers [8,14]. If X and Y are
semi-linear sets in KN , we embed each in the hyperplane {x0 = 1} ⊂ KN+1 and form the cones X ′ and Y ′ generated by the
embedded sets. These can be described by sets of linear (that is homogeneous) inequalities obtained by homogenizing the
affine inequalities describing X and Y . The cone corresponding to XY is precisely
(XY )′ = {z | ∃x ∈ X ′, ∃y ∈ Y ′, z = x+ y}.
Since X and Y are semi-linear, this can be expressed as a description in the first-order language of linear inequalities over
an ordered field. Accordingly it has a quantifier-free description in the same language, which, restricted to the hyperplane
{x0 = 1}, describes XY as a semi-linear set. 
Remark 2.5. Elsewhere, as in the preceding definition and proof, we freely use correspondences between
1. sets in KN ,
2. sets in the open upper hemisphere of SN(K) and
3. cones in KN+1 ∩ {x0 > 0}.
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Mappings between 1 and 2 or 3 are given pointwise by sending x = (x1, . . . , xN) to x′ = {(λ, λx1, . . . , λxN) | λ > 0}, with
inverse sending (x0, x1, . . . , xN) to (x1/x0, . . . , xN/x0). For sets defined by systems of linear inequalities the correspondence
is given by homogenization or dehomogenization of the inequalities [9,10]. Between 2 and 3, points in SN(K) correspond
to rays in KN+1 \ {0}. It is evident that these correspondences preserve semi-linearity. In any concrete situation we select
whichever of these representations seems easiest to use, easiest to understand, or clearest to state. We note that in this
scheme KN is mapped to the upper hemisphere {x0 > 0}. For a corresponding map of the dual space (KN)∗ we instead use
the lower hemisphere, sending y = (y1, . . . , yN) to y′ = {(−µ,µy1, . . . , µyN) | µ > 0}. This has the technical advantage
that the important polarity relation 〈x, y〉 ≤ 1 translates precisely into 〈(1, x), (−1, y)〉 ≤ 0 or equivalently 〈x′, y′〉 ≤ 0.
3. Ultrafilter augmentation
There are yet other tendencies in classical convexity which we follow only with reservations. For example, arbitrary
intersections and expanding unions of convex sets are convex. We find that if we begin by ignoring these generalizations
and first consider only semi-linear convex sets (which, whatever our attitude towards constructivist principles, seem a
natural generalization of polytopes), then we can instead make generalizations of another kind. We begin by adding a large
number of ideal points to KN , emulating the ultrafilter construction of orderings [3,4] from the theory of the real spectrum
of a commutative ring.
Definition 3.1. LetK be an ordered field. As a point set let K˘N(S˘N(K))be the Stone space of the Boolean algebra of semi-linear
sets, that is, eachpoint is anultrafilterα of semi-linear subsets. Call a set in K˘N constructible if it has the form A˘ = {α | A ∈ α},
where A is a semi-linear set in KN . As a topological space let K˘N(S˘N(K)) have the topology generated by a subbasis consisting
of sets of the form {a > 0}˘, where a is an affine (homogeneous linear) function.We call this topology the ‘‘ordinary topology’’.
There is a direct correspondence between ‘‘concrete’’ semi-linear sets in KN or SN(K) and an ‘‘abstract’’ constructible set
in K˘N or S˘N(K). As the notation suggests, K˘N is a kind of completion of KN , with the ‘‘fixed’’ ultrafilters (the set of all semi-
linear sets containing a point of KN ) corresponding exactly to the points of KN . The K -vector space KN is richly endowed
with structure, and it is natural to ask which properties, if any, carry over to K˘N . The answer is mixed. Some examples help
to show properties that do not carry over.
Example 3.2. Q˘ has a family resemblance to the real spectrum of R[T ] [3], where T is a single transcendental indeterminate.
However, since only Q and only the linear structure of Q is used, Q˘ is smaller in the sense of corresponding canonically
to a proper subset of this real spectrum. To identify and label its points we observe that a semi-linear set is just a finite
union of disjoint intervals (here we count points as degenerate intervals) with rational endpoints. If this set belongs to
some ultrafilter, then exactly one of these intervals must belong. Thus any ultrafilter must have a filter base consisting of a
nested collection of intervals with rational endpoints. The possibilities for such bases give us the corresponding ultrafilters
illustrated in the following diagram:

q− q
≺
q+ r
( ( ))· · ·≺
−∞
· · · 
∞
1. for each rational q, the fixed ultrafilter q of all semi-linear sets containing q,
2. for each real irrational r , the ultrafilter r containing all intervals with rational endpoints q, q′ such that q < r < q′,
3. two infinite points±∞ containing respectively all intervals of the form (q,∞) and (−∞, q),
4. for each rational q the two ‘‘half-branches’’ q± containing respectively all intervals of the form (q, q+ δ) and (q− δ, q),
with δ > 0.
The points ±∞ are essentially recession lines in the sense of classical convexity. We refer to the fixed ultrafilters as
ordinary points and make the obvious identification of these with the points of KN or SN(K).
Proposition 3.3. Any nonempty constructible set A˘ ⊂ K˘N contains an ordinary point. In fact, A˘ is uniquely determined by its
ordinary points.
Proof. It suffices to show this for a constructible basic set X˘ in K˘N . Suppose that the corresponding semi-linear set X in KN is
a finite intersection of closed and open half-spaces. Then X˘ is nonempty precisely if it contains an ultrafilter containing each
of these half-spaces. By the finite-intersection property these must have a point in common, which is thus a point of X˘ . If X˘
and Y˘ have the same ordinary points in common but are different, then their symmetric difference Z˘ = X˘∆Y˘ is a nonempty
constructible set. But Z˘ ∩ KN = (X˘ ∩ KN)∆(Y˘ ∩ KN) = ∅ and Z˘ contains no ordinary points which is impossible. 
We observe that these points are totally ordered, according to
α < β ⇐⇒ ∃A ∈ α and ∃B ∈ β such that A < B
where A < B means ∀a ∈ A,∀b ∈ B, a < b. The notation α ≤ β means either α < β or α = β , or equivalently α and β
contain members sets that are strictly comparable or they have the same member sets.
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Proposition 3.4. Let K be an ordered field. Then the order of K induces a total order on K˘ .
Proof. Suppose α and β are incomparable. If every A ∈ α meets every B ∈ β then α ∪ β is a filter, which is possible only if
α = β . Hence there must exist a pair of disjoint sets A ∈ α, B ∈ β . Considering points as degenerate intervals, each set is a
finite union of intervals. The ultrafilter property ensures that in each union one such interval must also belong to the parent
ultrafilter. Since disjoint intervals are linearly ordered we have α ≤ β or β ≤ α. Finally to show that, precluding equality,
exactly one (that is not both) of these must hold, suppose that there are sets A < B and B′ < A′ witnessing both of these
relations. Then, since B∩ B′ is not empty, we have A < B∩ B′ < A′, which yields the contradiction that A∩ A′ is empty. 
Robson in [2] shows how to use K˘ -valued functions to formulate generalized systems of inequalities (although he uses
the full real spectrum of the transcendental extension K [T ] for K real closed instead of K˘ ). In our case, using (K˘N)∗ as an
abbreviation for ((KN)∗)˘, we have:
Proposition 3.5. Each α ∈ (K˘N)∗ defines a mapping from KN to K˘ according to
α(v) = {B | B semi-linear in K , ∃A ∈ α, 〈v, A〉 ⊂ B}.
Proof. If B, B′ ∈ α(v), then there are A, A′ ∈ α such that B ∩ B′ ⊃ 〈A, v〉 ∩ 〈A′, v〉 ⊃ 〈A ∩ A′, v〉 6= ∅. Hence α(v) inherits
the finite-intersection property from α and is a filter. To see that it is an ultrafilter, suppose that B is a semi-linear subset of
K . Then A = {y | 〈v, y〉 ∈ B} is semi-linear in (KN)∗ and so is Ac = {y|〈v, y〉 6∈ B}. Since 〈v, A〉 ⊂ B and 〈v, Ac〉 ⊂ Bc and one
of A and Ac belongs to α, we conclude that B or Bc belongs to α(v). 
Robson’s observations also pertain to showing that, while it might seem possible to consider a kind of addition on points
of K˘N (form the collection of semi-linear sets by adding pairs chosen from each ultrafilter), the resulting collection of sets
is not usually an ultrafilter. For example, adding 0+ and 0− in this fashion simply gives a filter containing three ultrafilters
0−, 0, 0+. Thuswe cannot form sums of points of K˘N . However, many properties do carry over. For example it is obvious that
K˘N admits the action of the group of affine endomorphisms of KN , and in particular multiplication by nonzero elements of
K . Accepting loss of the additive structure, we find that the weaker step of extending the join from KN to K˘N in the following
way preserves essential parts of convex geometry.
Definition 3.6. For α, β ∈ K˘N let αβ , the closed join (or more briefly join) of α and β , be
{γ | γ ∈ K˘N such that ∀A ∈ α, ∀B ∈ β, AB ∈ γ }.
Similarly for X, Y ⊂ K˘N let XY be
{γ | γ ∈ K˘N such that ∃α ∈ X, ∃β ∈ Y , γ ∈ αβ}.
It is easy to verify that with this definition the join 0+(+∞) is [0+,+∞] in K˘ . It is also clear by Proposition 2.4 that αβ
is not empty since the collection of joins AB in Definition 3.6 consists of semi-linear sets and obviously inherits the finite-
intersection property from α and β and is thus a filter. The join is simply the set of all ultrafilters extending this filter. Other
one-dimensional examples are 0−0+ = {0−, 0, 0+} and 00+ = {0, 0+}. This last example incidentally displays that the
linear ordering on K˘ is not dense. The join operation opens the possibility of a rich geometry in K˘N . For example, define a
set to be convex in K˘N ⇐⇒ it contains the join of any two of its points.
The elementary topological properties of K˘N follow patterns well established in the study of the real spectrum [3,
4]. Associated with an ultrafilter α is a canonical vector subspace of the finite-dimensional space of affine functions,
supp(α) := {f | {f = 0} ∈ α}. Thus, α ∈ {f > 0}˘means that {f ≥ 0} ∈ α but f 6∈ supp(α).
Constructible sets of K˘N form a basis for a finer topology, the constructible topology. Given an ultrafilter α ∈ K˘N we define
a function on constructible sets C by
eα(C) =
{
1 if C ∈ α
0 if C 6∈ α.
This defines a mapping Φ : K˘N → ∏{0, 1} where Φ(α) = eα and the product is over the constructible sets with the
product topology. Then it is straightforward to show thatΦ is a closed embedding. Thus, K˘N is compact in the constructible
topology. Furthermore, a clopen set V in the constructible topology is a union of constructible open sets. But as V is a closed
subset of a compact space this covering reduces to a finite subcovering. Hence V is constructible. In addition a compact set in
the constructible topology, including the constructible sets, is quasi-compact in the coarser ordinary topology. To illustrate
why constructible sets are quasi-compact, if X = (0, 1), the open unit interval, then 0+, 1− ∈ X˘ serve as endpoints in a
compactification of X . We summarize.
Proposition 3.7. (1) In the constructible topology, K˘N is compact. A set is constructible iff it is clopen. Hence constructible sets
are compact.
(2) In the ordinary topology, K˘N and any constructible set is quasi-compact.
374 G. Stengle et al. / Journal of Pure and Applied Algebra 214 (2010) 370–379
If in the ordinary topology α ∈ {β}, then α specializes β or β generalizes α. Suppose that α specializes β . For an affine
function f if {f = 0} ∈ β , then as a closed set it must contain α. Hence supp(β) ⊆ supp(α). Thus, if {α} = {β}, then
supp(α) = supp(β). Conversely, suppose that U is a basic open set containing β , where
U = {f1 > 0, . . . , fs > 0 with fi affine }˘.
If α 6∈ U , then
α ∈ V := {f1 σ1 0, . . . , fs σs 0}˘,
where eachσi ∈ {<,=, >} and at least oneσi is not>. Noσi is an equality, since otherwise {fi = 0} ∈ α implies fi ∈ supp(α).
Then fi ∈ supp(β) and together with {fi > 0} ∈ β this implies that ∅ ∈ β . With no equalities in V it is an open set separating
α from β , a contradiction. Hence, β ∈ {α}. Similar reasoning shows that if supp(α) = supp(β), then α = β . This proves (1)
of the following.
Proposition 3.8. (1) If α specializes β , then {α} = {β} iff supp(α) = supp(β) iff α = β .
(2) If α0 is an ultrafilter, then {α0} = {α0, . . . , αt} such that
{α0} ⊃ · · · ⊃ {αt}
and αt is closed, i.e. {αt} = {αt}. Closed ultrafilters are unique specializations.
(3) The set of closed ultrafilters of K˘N contains KN and forms a compact Hausdorff space with respect to the relative topology.
Proof. For (2) we first show that the closed sets in question are totally ordered, that is, if β , γ ∈ {α0}, then either {β} ⊆ {γ }
or {γ } ⊆ {β}. If these closed sets are incomparable, we construct open disjoint semi-linear sets U and V such that U ∈ β
and V ∈ γ ; a contradiction since U ∈ α0 and V ∈ α0 ensures U ∩ V 6= ∅. To construct these sets, there must be some
{f ≥ 0} ∈ β \ γ ⇒ {f < 0} ∈ γ ; consequently {f < 0} ∈ α0, {f ≤ 0} ∈ α0 and {f ≤ 0} ∈ β since β ∈ {α0}. Hence, it must
be that {f = 0} ∈ β . Similarly there is some g such that {g ≥ 0} ∈ γ \ β resulting in {g = 0} ∈ γ , {g < 0} ∈ β . The sets
{f − g < 0} ⊃ {f = 0, g < 0} and {g − f > 0} ⊃ {g = 0, f < 0} satisfy the requirements.
Now, if α1 ∈ {α0}, then from (1) we see that if α1 6= α0, then {α1} ⊂ {α0} and supp(α1) ⊃ supp(α0). Choose α1 such that
the codimension of supp(α0) in supp(α1) is minimal. Then from (1) and the total order property α1 is unique. Furthermore,
{α0} = {α0} ∪ {α1}. This is the first step of an iteration. Since the vector subspaces terminate, this process must terminate
after a finite number of steps with a closed ultrafilter at the terminus.
(3) If a ∈ KN , then designate a as the ultrafilter of semi-linear sets which contain a. Such points are closed since if
β ∈ {a}, then supp(β) ⊇ supp(a). The latter is spanned by {x1 − a1, . . . , xN − aN}. Since this has dimension N , we must
have β = a. Thus, we can identify KN as a subset of K˘N . To show that the space is Hausdorff, suppose that two closed
ultrafilters cannot be separated from each other by open sets. Then one is in the closure of the other, which implies they are
equal. For compactness, an open set U in the space of closed points is the restriction of an open set V in K˘N . If the maximal
specialization of α belongs to U , then it belongs to V . By definition, α must belong to V and compactness follows from the
compactness of K˘N . Note that the closed points of Q˘ can be identified with the reals and±∞. 
Next we identify relations between the two topologies. Let Y be a subset of K˘N . A subset X ⊂ Y is constructible if X is the
intersection of Y with a constructible set. X is open-constructible in Y if it is a finite union of sets of the form Y ∩U where U is
basic open; and a subset is closed-constructible in Y if it is a finite union of sets of the form Y ∩C where C is basic closed. Since
the open-constructibles form a basis for the ordinary topology and constructible sets are quasi-compact, we have shown
the equivalence of (1) in the following.
Proposition 3.9. Suppose X ⊂ Y ⊂ K˘N .
(1) If X is constructible then X is open in Y with the ordinary topology if and only if X is open-constructible in Y .
(2) X is closed (open) in Y with the ordinary topology if and only if X is closed (open) in Y with the constructible topology and X
is closed with respect to specialization (generalization) in Y .
Proof. To show (2) we need only show that if X is closed in the constructible topology and closed under specialization in Y ,
then X is closed in Y . Let α ∈ X ∩ Y . Then U ∩ X 6= ∅ for every basic open set U with α ∈ U . In the constructible topology
the sets U ∩ X are closed and they satisfy the finite-intersection property. Since X is compact, there is some point in the
intersection, β . Now, α ∈ {β}, which implies that α ∈ X by assumption. 
4. Ordinary and strong polarities
We next formulate a version of polarity between sets in KN and sets in the dual space (KN)∗. Informally, the polar of a
set X ⊂ KN is the set in the dual space {y | 〈X, y〉 ≤ 1}. For cones in KN+1 \ {0} or equivalently in SN(K) it assumes the
simpler form {y | 〈X, y〉 ≤ 0}, where only the sign of 〈., .〉 counts. Following a previous remarkwe shift freely between these
versions. Our key device is to augment the dualwith ideal elements. Howeverwe also require ordinary polars and distinguish
our augmented versions by calling the latter ‘‘strong polars’’ in situations where we use both kinds. Precise definitions are:
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Definition 4.1. For X a cone in KN+1 \ {0}, define the polar to be
X0 = {y | y ∈ (KN+1)∗ \ {0},∀x ∈ X, 〈x, y〉 ≤ 0}.
If X is a singleton {x}, for simplicity we abbreviate {x}0 to x0. Also define ∂x0 = x0 ∩ −x0, identified as {y | 〈x, y〉 = 0}.
Note that x0 is the disjoint union of ∂x0 and −x0c . Also it is possible that X0 is empty; consider the irrational half-space
from the introduction. This possible deficiency is solved by extending to ultrafilters in the dual as follows.
Definition 4.2. Let x be a ray in KN+1 \ {0}, X a cone in KN+1 \ {0}, α an ultrafilter of semi-linear cones in (KN+1)∗ \ {0} and
Y ⊂ (K˘N+1)∗ \ {0}.
(1) Define 〈x, α〉 ≤ 0 to mean x0 ∈ α.
(2) Define 〈X, α〉 ≤ 0 to mean ∀x ∈ X, 〈x, α〉 ≤ 0.
(3) Define 〈x, α〉 > 0 to be the negation of 〈x, α〉 ≤ 0.
(4) Define the strong polar of X as the set of ultrafilters in (K˘N+1)∗ \ {0}
X∆ = {α | 〈X, α〉 ≤ 0}.
(5) Define the polar of Y as
Y∆ = {x ∈ KN+1 \ {0} | ∀α ∈ Y , 〈x, α〉 ≤ 0}.
Abbreviate {α}∆ as α∆. These definitions translate to the affine setting with the appropriate assumptions of semi-
linearity and substitution of≤1 or>1.
We note that in this scheme the polar of a strong polar is ‘‘ordinary’’. As a simple example of reasoning with convexity
using ideal points we show that a strong polar set is always convex, in the sense that the join of any two points belongs to
the set.
Proposition 4.3. Let X ⊂ KN and Y ⊂ K˘N . Then X∆ and Y∆ are convex.
Proof. We verify that X∆ is convex for cones in KN+1 \ {0}. Choose α, β ∈ X∆, x ∈ X and γ ∈ αβ . Then there are Ax ∈ α
and Bx ∈ β such that 〈x, Ax〉 ≤ 0 and 〈x, Bx〉 ≤ 0. Hence 〈x, Ax + Bx〉 ≤ 0. Since by the definition of a join for ideal points, γ
contains Ax + Bx, we conclude that 〈X, γ 〉 ≤ 0. Y∆ is clearly an intersection of half-spaces and hence convex. 
Example 4.4. The polar of the open left half-space {x1 < 0} ⊂ Q2 \ {0} ∼ S1(Q) consists of three points, an ordinary
point that is the set of cones containing the outward normal ray, and the two ideal points with filter bases of semi-linear
convex cones not containing this ray but adherent to it, having it as a lower or an upper boundary ray respectively. Using
angles in the 1-sphere instead of rays this set is essentially the convex set {0−, 0, 0+} described in the observations after
Proposition 3.5. Here it is not hard to check that the double polar is the original set. This foreshadows a main result that
establishes this for convex sets in general.
Lemma 4.5. The strict inequality 〈x, α〉 > 0 holds if and only if (x0)c ∈ α. Alternatively, α ∈ x∆ if and only if x0 ∈ α.
Proof. If 〈x, α〉 6≤ 0, then ∀A ∈ α, 〈x, A〉 6≤ 0. Equivalently (x0)c has nonempty intersection with every member of α. Since
α is an ultrafilter this happens if and only if (x0)c ∈ α. 
We now can give our main result, a generalized separation theorem for arbitrary convex cones over K . In general the
affine version of this result fails, illustrated in K with X = [1, 2]; 0 6∈ X but 〈0, α〉 = 0 for any semi-linear ultrafilter. But if
in addition X contains the origin then the homogenization process leads to a separating ultrafilter.
Theorem 4.6. Let K be an ordered field. If X is a convex subset of SN(K) and z 6∈ X, then ∃α ∈ S˘N∗(K) that separates X and z in
the sense that 〈X, α〉 ≤ 0 and 〈z, α〉 > 0. If X ⊂ KN is any convex set containing the origin and z 6∈ X then there exists α ∈ K˘N
such that 〈X, α〉 ≤ 1 and 〈z, α〉 > 1.
Proof. By contradiction. Suppose no such α exists. Then X∆ ∩ (z∆)c = ∅. (With ordinary polars this can happen and no
contradiction follows.) More explicitly⋂
x∈X
x∆ ∩ (z∆)c = ∅.
Considered in the constructible topology this relation shows a family of constructible, and hence compact, subsets of a
compact space. This family cannot have the finite-intersection property, since if it did the full intersection would not be
empty. Hence some finite intersection must be empty:
p⋂
j=1
x∆j ∩ (z∆)c = ∅.
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Since the constructible sets in this relation are uniquely determined by their ordinary points, this relation holds if and only
if
p⋂
j=1
x0j ∩ (z0)c = ∅.
In the language of linear homogeneous inequality systems in (KN+1)∗ \ {0} this expresses that the system
〈x1, a〉 ≤ 0, . . . , 〈xp, a〉 ≤ 0, 〈z, a〉 > 0
has no solution, or equivalently that in (KN+1)∗
〈x1, a〉 ≤ 0, . . . , 〈xp, a〉 ≤ 0⇒ 〈z, a〉 ≤ 0.
Since, by one of the forms of the Farkas lemma [9], any consequence inequality of 〈x1, a〉 ≤ 0, . . . , 〈xp, a〉 ≤ 0 is a
nonnegative linear combination of the premise inequalities, we conclude that z is a nonnegative linear combination of
x1, . . . , xp. Since X in this interpretation is a convex cone, this implies that z ∈ X , contrary to the hypothesis. Thus the
spherical case is settled.
For separation in KN , suppose z 6∈ X , a convex set containing the origin. Proceed to the homogeneous setting z ′ 6∈ X ′
where z ′ is the ray associated with 1 × z and X ′ is the cone associated with 1 × X . Then there exists α ∈ X ′∆ such that
〈z ′, α〉 > 0. Since X contains the origin, N0 ∈ α where N is the north pole. The main task is to show that α can be chosen
so that in addition it belongs to the strict lower hemisphere, that is −N0c ∈ α. Once this is accomplished define β as the
ultrafilter corresponding to dehomogenization of α in the lower hemisphere; specifically intersect each member set of α
with {x0 = −1}. Then 〈1× X, β〉 ≤ 0 and 〈1× z, β〉 > 0 implies directly that 〈X, β〉 ≤ 1 and 〈z, β〉 > 1.
To identify α with the additional property, note N0 = ∂N0 ∪ −N0c . As it is an ultrafilter it is decidable which of ∂N0 or
−N0c belongs toα. In the latter case the task is complete. In the former case the equator ∂N0 = N0∩−N0 ∈ α. If x′ ∈ X ′ then
x′0 ∈ α0 and if x′ 6= N the open semi-linear set−x′ 0c ∈ α. If x′1, . . . , x′k ∈ X ′ are distinct from N then the open semi-linear
set U = z ′ 0c ∩−x′ 0c1 ∩ · · · ∩ −x′ 0ck intersects N0 ∩−N0 since all of these sets belong to α. Hence U ∩−N0c 6= ∅. Form the
collection C of finite intersections among z ′0c and−x′0c for x′ ∈ X ′, including N . C is a filter of semi-linear sets in the strict
lower hemisphere and contains an ultrafilter with the right properties. 
We mimic classical reasoning to reformulate this as an equivalent result on double polars. However its content is not
classical and it does not reduce to the familiar result: if K = R then the double polar is the closed convex hull.
Theorem 4.7. Let K be an ordered field. X is a convex subset of KN containing the origin if and only if
X∆∆ = X .
Proof. It is clear that if X∆∆ = X , then X is convex and contains 0. For the reverse implication it is obvious from the
definitions that X ⊂ X∆∆. Thus it suffices to show that if z 6∈ X , then z 6∈ X∆∆. But if z 6∈ X , then by the preceding
result (transferred from SN(K) to KN ) there is an element of K˘N such that 〈X, α〉 ≤ 1 and 〈z, α〉 > 1. This excludes z from
X∆∆. 
Lest the preceding result seems too strong to be believed (any convex set containing the origin?) we note a compensating
weakness. The inequalities in the statement can be viewed, using Proposition 3.5, as relating values in K˘ and not in K . Thus,
for example, over Q the separation might be as ‘‘topologically small’’ as that between 1 and 1+ in Q˘ (1± are infinitesimally
close to 1 in the order on Q˘ in the sense of being closer in the linear order on Q˘ than any real number). This extreme situation
is illustrated by cones in the following example.
Example 4.8. InQ2\{0} let X be the union of the open left half-plane and its lower boundary ray. Let z be the upper boundary
ray. Then, using the usual inner product, the nonclosed point adherent from above to the positive horizontal axis separates
X and z, illustrated in the following diagram.
?
6
z
X



α

Tounderstand this geometrically it is necessary to keep inmind that a strict inequality is defined as thenegation of a nonstrict
inequality. This permutes the roles of existential and universal quantifiers for elements of α. Thus 〈X, α〉 ≤ 0 means for any
x ∈ X there exists a cone A ∈ α such that 〈x, A〉 ≤ 0. In contrast, 〈z, α〉 > 0 means that for every A ∈ α there exists a ∈ A
such that 〈z, a〉 > 0. This example serves as a good resource in the treatment of total cones in the next three sections.
G. Stengle et al. / Journal of Pure and Applied Algebra 214 (2010) 370–379 377
5. Relations to real algebraic geometry; classification of total cones
We now turn to a motivating application. The problem of classifying total cones over a more-or-less arbitrary ordered
field arises in real algebraic geometry in the following way. There a fundamental notion is the prime cone or ordering of a
commutative ring A [4]. This is a subset α of A closed under addition and multiplication, satisfying −α ∪ α = A, and such
that−α ∩ α is a prime ideal. In [1], motivated by considerations of multiplicity, we have studied the closely related notion
of a nonreduced order, in which the condition that−α ∩ α is a prime ideal is simply dropped. The remaining conditions still
ensure that α induces a total order on A according to a ≥ b if and only if a − b ∈ α and also ensure that this order relates
coherently to the ring structure. Moreover, it can be shown that the subset−α ∩ α of elements that are order equivalent to
0 is an ideal q with prime radical p. These nonreduced orders give rise to finite-dimensional algebras over an ordered field
in the following way. Let A(α) = Ap/qAp where Ap is the localization of A at the prime p. This ring inherits an order from
A as ordered by α. It is an Artinian local ring with maximal ideal pA(α). If A is Noetherian, then pA(α) is nilpotent in A(α).
This implies that A(α) is trivially pAp-adically complete. It then follows from the structure theory of complete local rings
([11] Theorem 31.1), that A(α) contains a coefficient field K over which A(α) is a finite-dimensional algebra generated by
nilpotents. Thus, if we ignore most of the multiplicative structure, A(α) can be viewed as a finite-dimensional vector space
KN over an ordered field. The image C of α in this space must be a total convex cone, that is, must satisfy−C ∪C = KN . Thus
a classification of total cones yields a partial classification of nonreduced orders of a ring. Our main result in this respect is
the following.
Theorem 5.1 (Classification of Total Cones). Let K be an ordered field. Let T be a proper convex set in SN(K). Then:
1. If α ∈ S˘N∗(K), then α∆ is total.
2. If T is total, then T∆ is the closure in the ordinary topology of some α0 ∈ S˘N∗(K), that is, T∆ = {α0, . . . , αr} where
α∆0 ⊂ α∆1 ⊂ · · · ⊂ α∆r .
3. T is total if and only if T = α∆ for some α ∈ S˘N∗(K).
Proof. 1. If x 6∈ α∆, then, by Lemma 4.5, (x0)c belongs to α. Since (−x)0 ⊃ (x0)c, (−x)0 also belongs. But (−x)0 ∈ α
if and only if α ∈ (−x)∆, or equivalently {α} ⊂ (−x)∆. Since polarity is inclusion-reversing, taking polars we obtain
{−x} ⊂ α∆.
2. By Theorem 4.7, T = (T∆)∆ = (⋃α∈T∆ α)∆ = ⋂α∈T∆ α∆. By 1 this represents the total cone T as an intersection of
total cones. We show that this is possible only if this family is linearly ordered by inclusion. Suppose to the contrary that
the family contains T1 and T2 such that t1 ∈ T1 \ T2 and t2 ∈ T2 \ T1. Then −t1 ∈ T2 and −t2 ∈ T1. Hence t1 − t2 ∈ T1
and t2 − t1 ∈ T2. But T1 ∩ T2 is also a total cone and hence must contain one of t1 − t2 or t2 − t1, say the former. Then
t1 − t2 ∈ T2, which implies t1 = t2 + (t1 − t2) ∈ T2, contrary to the hypothesis. We next show that this family must be
finite. This follows from the chain properties of the corresponding ultrafilters given in Proposition 3.8. Hence the family
is finite and, in particular, has a minimal element α∆0 .
3. By 2, T = (T∆)∆ = {α0, . . . , αr}∆ =⋂rk=0 α∆k = α∆0 . 
6. Infinitesimal decomposition of total cones
We present a decomposition of a total convex cone T in KN into something like a partial flag of half-spaces. This
completely specifies the total order induced by T in terms of signs and levels of infinitesimality. For this we use the notation
of sets determined by sign distributions of elements of (K˘N)∗ regarded as functions, namely
{α ρ 0} = {x | ∃A ∈ α, 〈x, A〉 ρ 0}
where ρ is one of {=, <,≤}. We say that a is infinitely small compared to b if the sign of b+ λa is that of b for every λ ∈ K .
Note this notation should not be confused with the total order in one dimension. In particular, {α ≤ 0} is α∆. The use of
this notation is more of a visual aid in the next theorem.
Theorem 6.1. Let T be a total cone in KN . Then there is a maximal sequence {βr , βr−1, . . . , β0} in (K˘N)∗ such that
T = {β0 > 0} ∪ {β0 = 0, β1 > 0} ∪ · · · ∪ {β0 = β1 = · · · = βr−1 = 0, βr ≥ 0}.
Each joinand in this representation is infinitely small with respect to the previous (counting from left to right) in the total order
on KN induced by T .
Proof. Let βk = −αr−k where (translating results to KN ) the sequence of α’s is given by statement 2 of Theorem 5.1. Then
T = {βr ≥ 0} = {β0 ≥ 0} ∩ {β1 ≥ 0} ∩ · · · ∩ {βr ≥ 0}.
Since the cones {βk ≥ 0} form a decreasing sequence, by reflection symmetry, so do the cones {βk ≤ 0}. Hence the
complements {βk > 0} form an increasing sequence. Then
{β1 ≥ 0} = {β0 ≥ 0} ∩ {β1 ≥ 0} = {β0 > 0, β1 ≥ 0} ∪ {β0 = 0, β1 ≥ 0}.
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But
{β0 > 0} ⊂ {β1 > 0} ⊂ {β1 ≥ 0}.
Hence
{β1 ≥ 0} = {β0 > 0} ∪ {β0 = 0, β1 ≥ 0}.
Iterating this argument gives the asserted representation.
For the last statementwe show that the second joinand is infinitely small compared to the first. Suppose that x ∈ {β0 > 0}
and z ∈ {β0 = 0.}We wish to show, whatever the scalar λ, that x + λz ∈ {β0 > 0}. If not, then there is A ∈ β0 such that
〈x+ λz, A〉 ≤ 0, and A′ ∈ β0 such that 〈−λz, A′〉 ≤ 0. Then A ∩ A′ ∈ β0 is a set A′′ such that 〈x, A′′〉 = 〈x+ λz − λz, A′′〉 ⊂
〈x+ λz, A′′〉 + 〈−λz, A′′〉 ≤ 0, a contradiction. Similar reasoning establishes the rest of the statement. 
7. Two applications in convex geometry
The first of the following theorems gives a curious representation of an arbitrary convex set in RN as an intersection of
sets of an elementary nature. It is a direct byproduct of the polar reflexivity given in the preceding section. Over an arbitrary
ordered field it remains somewhat abstract, but over the reals it becomes quite explicit since the relevant sets are then
semi-linear and easy to identify. These are the quasi-half-spaces of a real affine space.
Definition 7.1. In a one-dimensional affine space a quasi-half-space is a closed ray. In an N + 1-dimensional affine space
a quasi-half-space is a closed half-space or the union of an open half-space and a quasi-half-space of dimension N in the
subspace which bounds it.
Lemma 7.2. A convex cone is the positive cone of a total order on RN if and only if it is a quasi-half-space of dimension N.
Proof. By induction on dimension. The positive cone T must be a proper convex cone that is total in the sense that it satisfies
−T ∪ T = RN . In dimension 1, T must be a ray from the origin. In higher dimensions, any proper convex cone must be
contained in a closed half-space H . If T does not contain the entire interior of H , say x is missing, then, since T is total,
−x ∈ T . But then−x is a point of T outside of H , a contradiction. Thus T lies between H and its interior. The intersection of
T with the hyperplane bounding H is a total cone. If it is not proper then it is the entire boundary and T = H . Otherwise the
intersection gives an order on the hyperplane and the conclusion follows by the induction hypothesis. 
Theorem 7.3. Any convex set in KN is an intersection in KN+1 of total orders and a hyperplane. Any convex set in RN is an
intersection in RN+1 of quasi-half-spaces and a hyperplane.
Proof. Let X be the set, X ′ the cone generated by the embedding of X in the hyperplane x0 = 1 in KN+1. Considering X ′ as a
convex set in SN(K), it is its own double polar. Hence, interpreting spherical sets as cones in KN+1,
X = {x0 = 1} ∩ X ′ = {x0 = 1} ∩ X ′∆∆ = {x0 = 1} ∩
⋂
α∈X ′∆
α∆.
Here, by the previous section, each α∆ is a total order in KN+1. This establishes the first assertion. By the preceding lemma,
over the reals this becomes the more concrete second assertion. 
It is obviously possible to further classify the intersections of quasi-half-spaces and a hyperplane into a few simple, semi-
linear types. Then any convex set is an intersection of these in RN .
The second theorem is entirely classical in its hypotheses and conclusions, but spectral in its proof.
Theorem 7.4. A closed, convex, semi-linear set in RN is a finite intersection of closed half-spaces.
Proof. In outline: lift the set to its spectral counterpart in the compact space S˘N(R) equippedwith the constructible topology,
establish a representation for the lifted set, and restrict back to RN .
Of course, any semi-linear set can be lifted, but to obtain a useful lifting first use the hypotheses that the ground field is
the real numbers and that the set is closed and convex. Again let X be the set, X ′ the cone generated by the embedding of X
in the hyperplane x0 = 1 in RN+1 and C the closure of X ′. Then C is semi-linear. If X is unbounded then X ′ is not in general
closed. But since X is closed, rays in C \ X ′ lie in {x0 = 0} and X = C ∩ {x0 = 1}. Then C is its own double (ordinary) polar.
It thus has the form Y 0 for a set Y in the dual sphere. Then
Y∆ = {α | ∃A ∈ α, 〈A, Y 〉 ≤ 0}
= {α | ∃A ∈ α, A ⊂ Y 0} = {α | ∃A ∈ α, A ⊂ C},
all just by definition. But, since the set of ultrafilters containing some subset of C is exactly the set of ultrafilters containing C ,
{α | ∃A ∈ α, A ⊂ C} = {α | C ∈ α} = C˘ .
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Thus C˘ = Y∆. This relation lifts C and also represents C˘ as an intersection of closed (spectral) half-spaces since Y∆ =⋂
y∈Y y∆. To show that C˘ is a finite intersection of someof the y∆, since it evidently is contained in any such finite intersection,
it suffices to show that it contains such a finite intersection. The representation as a general intersection implies that⋂
y∈Y
{y∆ \ C˘} = ∅.
Since C˘ is constructible, the sets y∆ \ C˘ are also constructible and therefore are closed subsets of the compact spectrum
equipped with the constructible topology. If no finite intersection is empty then a standard compactness argument shows
that the complete intersection is not empty. Thus some finite intersection must be empty. This implies that C˘ is a finite
intersection of the y∆. Restriction to ordinary points and intersection with {x0 = 1} gives X as a finite intersection of the y0
and {x0 = 1}which is the conclusion of the theorem. 
Lest the nature of the conclusion here be taken too much for granted, it should be pointed out that although it is stated
(as it should be) in geometric language, it is a result about systems of linear inequalities. To illustrate, suppose that the semi-
linear set is given as the union of a huge number of smaller pieces, each determined by its own system of linear inequalities.
The theorem ensures, provided the pieces fit together to make a closed convex set, that the combined system of inequalities
is equivalent to one with no unions. In fact this theorem is a generalization of a result of Schechter [12], who obtains the
same conclusion using deeply technical reasoning under the stronger hypothesis that the set is a finite union of subsets,
each of which is a finite intersection of closed half-spaces. The simplicity of both the statement and the proof of this more
general result seems to be evidence in favor of studying the spectrum and the linearly constructible family from which it is
made.
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