This paper obtains several evaluations of multivariate hypergeometric functions for particular parameter values and at special algebraic points. They have a high interest not only on their own, but also in the light of the remarkable implications for both pure mathematics and mathematical physics. Following our research started in [30] and [31], we provide some contribution to such functions' computability inside and outside their disks of convergences.
Introduction and aim of the paper
The hypergeometric functions' theoretical evaluation has become of great importance in order to provide a set of exact values for testing the numerical algorithms of their computation. But the greatest importance comes from such an aim accomplished through mathematical technicalities of remarkable power and intrinsic interest.
It was by hypergeometric series that two of the most remarkable chapters of classical function theory have been originated at the end of the XIX century, namely that on linear differential equations (I. L. Fuchs), and automorphic functions (H. Poincaré, F. Klein). Besides, F. Klein showed that from the hypergeometric equation, solved by the hypergeometric function, really comes out the majority of the linear differential equations of mathematical physics, if not all.
The uncountable applications of such functions to mathematical physics have enabled numerical analysts in order to improve the quality, reliability and celerity of their effective computations. Coming to more recent developments, we can cite for instance three papers by Joyce and Zucker, [21, 38, 22] , where the theory of singular elliptic moduli is employed for a computational purpose.
In order to provide some contribution to the computability of such functions, and as a reference for some values of them inside and outside their disks of convergence, we will proceed here according to the aims of [30] and [31] .
In the first part of our paper, we obtain some new results in the spirit of theorem 3.1 of [31] where we proved that, if 2b > a > 0 taken at x = 2, for which x 2 /(4(x − 1)) equates 1, when the right hand hypergeometric function is evaluated as a gamma quotient. Nevertheless by the double evaluation method a sequence of identities is obtained, see theorem 3.2, [31] formulae (3.10)-(3.13), whose, for instance, the first is:
The above example explains the spirit of the present paper where, similarly, we obtain new formulae involving multivariate hypergeometric functions (Appell F 1 and Lauricella F (1 + t n ) b dt.
In this way we succeed in generalizing the Kummer identity, see [23] , [4] pp. 9-10, or Corollary 3.1.2 p. 126 in [2] : concerning the Gauss function, to such multivariate hypergeometric functions as those of Appell and Lauricella. In the second part of this paper, using some reduction schemes of hyperelliptic integrals due to Goursat [16] and Hermite [19, 18] , we evaluate Appell and Lauricella F (n) D functions in some particular occurrences and in their analytic continuation, as in [30] and [31] where we obtained several identities connecting π, elliptic integrals and hypergeometric functions through reductions of hyperelliptic integrals due to Jacobi [20] and to Hermite [18] .
Finally, we take into account reductions of hyperelliptic integrals of increasing genus. The relevant transformations have been introduced in past years by Belokolos et al. [5] , Eilbeck and Enol'skii [11] , Enol'skii and Kostov [12] and produced in a systematic and algorithmic way by Maier [27] . Besides remarkable evaluations of functions of Appell, see for instance equation (5.26) , and Lauricella, theorem 5.13, we go on with our path, see [30] and [31] , of using the reductions for gaining a double evaluation of the same definite integral. The hyperelliptic integrals are computed through the integral representation theorems, (2.4), while the identities are obtained by comparing the above evaluation to the relevant elliptic integral gained by the reduction. Our integrals are necessary definite: therefore transformations of higher degree and/or integrals of higher genus would lead to algebraic equations of progressively higher degree, lacking an explicit solution in terms of radicals, and thus to an intractable mass of computations.
Notations
In this paper whenever 2 F 1 denotes the well-known Gauss hypergeometric series:
it also denotes its analytic continuation on C \ [1, ∞) via its integral representation theorem Re(a) > 0, Re(c − a) > 0, |x| < 1:
In (2.1) (a) m is the usual Pochhammer symbol:
We also consider the following multivariate extensions of 2 F 1 : the Appell F 1 two-variable hypergeometric series, see [3] , defined for |x 1 | < 1, |x 2 | < 1:
Its n-variable extension leads to Lauricella hypergeometric series, introduced in [24] :
whose integral representation theorem for Re(a) > 0, Re(c − a) > 0 allows its analytic continuation on the n-fold cartesian product of
We will also use the order reduction formula for Lauricella functions
whose proof was given in [31] , lemma 1.1 therein.
Special hypergeometric values from Eulerian integrals 3.1 Values at the boundary of unit disk
For the purpose, let us introduce a generalization of the Kummer identity to both Appell and Lauricella functions. Our starting point is an elementary proof of (1.3) we discovered, at least we presume, through a two-fold evaluation of the definite integral:
where, for the sake of convergence of (3.1), we assume Re(a) > 0 and Re(b) < 1. First of all, we change variable in (3.1), putting t 2 = u; it follows that
On the other hand, writing (3.1) as
from the (2.2) integral representation theorem, we get:
By comparing the expressions for A 2 (a, b) and recalling that
we infer (1.3) which was originally found by Kummer in [23] . Notice that our method of the double evaluation allows avoiding a quadratic transformation in order to prove the Kummer identity, see the proof of (1.3) given in [2] 
Putting t 3 = u we evaluate (3.4) through the Eulerian integral of the first kind as
On the other hand we can factorize 1 − t 3 obtaining
Using the elementary identity, n ∈ N : Γ a n nΓ(a) = Γ 1 + a n Γ(1 + a) , taking n = 3 and comparing the expression for A 3 (a, b) we get
.
(3.5) Equation (3.5) requires comments. It is a two-variable generalization of the Kummer identity (1.3): can it also be obtained through some variable transformation for instance of quadratic or cubic kind? Such transformations after Appell and Kampé de Fériet [3] , were pursued by Erdélyi in [13] , a paper concerning only the function F 2 ; and, more recently by Carlson [9] and Matsumoto [28] (quadratic transformations) and by Matsumoto and Ohara [29] , who analyze a cubic transformation. More particularly the transformations studied in [28] and in [29] , depending upon only one free parameter, have the parameters meeting the ratio of formula (3.5), namely:
However, we do not think that our identity (3.5) can be obtained from these. The same is true if we consider the quadratic transformation given by equation (4.1) in Carlson paper [9] , i.e.
Of course the settlement of a change of variable for function F 1 capable of yielding (3.5) , is a possible subject of a further research. We terminate our discussion about (3.5) noting that, by applying the first degree "Pfaff-like" transformation for the Appell F 1 function:
where we have the limitation Re c > Re a > 0, |x k | < 1, |x k /(x k − 1)| < 1, we obtain, in elementary way, more identities since using the Pfaff transformation we can rewrite (3.5) as
Going on, from the integral
factorizing 1 − t 4 we get the Kummer-like formula for the Lauricella F
D and the companion formula obtained after a "Pfaff-like" degree-1 transformation of the Lauricella F
We see that the general relation for n ∈ N, n ≥ 2 is
Thus by (3.8) we can state our result in general. In order to simplify the notation whenever in a Lauricella function the n parameters of type b are all equal,
the number of repetitions of b is denoted by the apex of the Lauricella function. The theorem generalizing (3.7) is then the following:
root of unity so that ω n k,n = 1 and ω k,n = 1 for k = 1, . . . , n − 1. Let 0 < Re(b) < 1 and Re(a) > 0; then
Proof. From the integral representation theorem, (2.4) we can establish relation (3.10) below. It provides integrals A n (a, b) in terms of (n − 1) multivariate Lauricella function F
Thesis (3.9) follows by comparing (3.10) with (3.8) and (3.9b) follows from the Pfaff first degree transformation of the Lauricella function F
Remark 3.2. In the case n = 2 when a = 1 and b = 1/2 we have the elementary value A 2 (1, 1/2) = π/2 which leads to
according to equation (14) section 2.8 p. 102 of [15] :
Values outside the unit disk
Consider the sequence of integrals
where we assume a > 0, b > 0, na > b to ensure convergence. The integral (3.11) can be computed by means of the Mellin transform in [14] p. 310 equation 21, see also [17] entry 3.194-3 p. 313, so that
On the other hand, we can also evaluate B n (a, b) using the integral representation theorem, (2.4). In fact the change of variable t = (1 − u)/u leads to
Notice that for n even the polynomial u n + (1 − u) n has degree n, while for n odd has degree n − 1. In any case the roots are distinct and the factorization holds:
where α k is a root of u n + (1 − u) n = 0. These roots are evaluated, through the De Moivre formula, as follows. If n is even, say n = 2m, we have
If n is odd, say n = 2m − 1
Now let us state our second result.
If n = 2m is even, then:
where, in (3.15) for k = 1, . . . , 2m:
If n = 2m − 1 is odd then
where in (3.17)
Remark 3.4. In the even case n = 2m, it is possible, using Lemma 1.1 of [31] , to reduce the order of the Lauricella function appearing in (3.15), obtaining:
2bm−a
with arguments given for k = 1, . . . , 2m − 1 by
Thus for m = 1 we obtain, as a particular case, theorem 3.1 of [31] .
Proof. Using the integral representation theorem, formula (2.4) in equation (3.12) we get, if n = 2m is even
where we denote by x 1 , . . . , x n the reciprocal of the n roots of equation u n + (1 − u) n = 0 given by (3.16) . While if n = 2m − 1 is odd we have
but here the root x n+1 2 = x m is skipped. Theses (3.15) and (3.17) follow by comparing (3.18) and (3.19) with (3.11).
Some special cases
Whenever in some special cases the Eulerian integrals A n (a, b) and B n (a, b) can be evaluated through complete elliptic integrals of the first and second kinds, we are able to establish, from our formulae (3.9) and (3.17), new relationships of hypergeometric functions' special values to certain complete elliptic integrals. These relationships arise for singular moduli of the elliptic integrals, according to the relevant theory studied by several authors, see [35, 37, 6, 7] . We will use some integrals taken from [17] and some less known ones exploited in the past by eminent mathematicians of the XIX century, like Legendre [25] and [26] , Richelot [33] , Serret [36] . Such integrals, as far as we know, have been forgotten by recent literature.
Starting with the following elliptic integrals, notice that in any occurrence we also provide the integral under investigation through our families A n (a, b) or B n (a, b)
By (3.18) and (3.19) we get
By Lemma 1.1 of [31] in (4.3) we can also establish values of F
D when one of the variables is in the positive real axis in analogy with our results for the Gauss 2 F 1 exposed in [31] theorem 3.2 equations (27) to (30) therein:
Now we turn our attention to some integrals from classical repertories [17] and [8] . We begin with integral 3.183.2 p. 313 of [17] :
so that, comparing with (3.3), we get the formula:
where E and K are the complete elliptic integrals of second and first kind respectively. From entry 3.184.1 p. 314 of [17] A 2 (3,
we obtain 2 F 1 3;
Using formula 3.185.2 p. 314 of [17] A 2 (1,
Let us end the examples taken from [17] with entry 3.185.4 p. 314
which leads to 2 F 1 3;
We start from entries 576.00 p. 256 and 578.00 p. 258 of [8]
Comparing (4.9) with (3.10) and (4.10) with (3.18) we obtain
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where
Putting (3.19) in (4.12), we evaluate F
D when one of its arguments is 2. Defining
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2 , z
3 , z
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Now let us pass to some integrals studied by Legendre, Richelot and Serret. Legendre, [26] p. 383, proved that 14) thus, comparing (4.14) with (3.10), we get:
thus comparing (4.16) with (3.10) we obtain
To establish further identities, we recall two remarkable formulae due to Legendre, and unrecognized by mathematicians of our age. In his famous Traité, [26] on p. 377, equations (z) therein, we find, for 2a < n
The second, for n/2 < a < n, is
(4.19)
We will not refer here the Legendre's path for establishing (4.18) and (4.19), a beautiful treatment, whose original source is now easily accessible. We remark that (4.18) plays a role in evaluating the integral (4.14), so that it can also be used for the integral (4.16). Now by formulae (4.18) and (4.19) let us pass to some evaluation of elliptic integrals related to (4.14) and (4.16):
A 8 (7,
Thus, taking advantage of (3.15) in (4.20) and (4.21), we see that
with x 1 , . . . , x 8 reciprocals of the roots of u 8 + (1 − u) 8 = 0 as given by (3.18), namely:
We can also reduce the order of the Lauricella functions in (4.24) and (4.25) using Lemma 1.1 of [31] getting special values of F (7) D with some of the arguments lying in the positive real axis:
where 
Let us add to our list of integrals one more, considered by Serret, [36] p. 65 and Legendre, [25] chapter XXX pp. 201-202, but (again) ignored nowadays:
Invoking again (3.18) we infer
1 , x
2 , x
3 , x
4 , x
5 , x
Eventually from (3.19) we get an evaluation of the analytic continuation of F
D . Putting 
In Chapter XXX section 164 pp. 205-206 of [25] Legendre evaluated an integral similar to (4.30)
So using (3.10) we get the identity
3 , w (6) 4 , w
Furthermore in this special situation, equation (2.5), i.e. Lemma 1.1 of [31] , can also be used for an integral of the A family, in (4.34) yielding
Hypergeometric values from reduction of some hyperelliptic integrals
In this section we are going to compute further hypergeometric values by an altogether different technique, namely the reduction of hyperelliptic integrals to elliptic ones. Our first concern will be the genus of an orientable surface as preliminary to that of the hyperelliptic integrals. In [34] Riemann introduced the genus g (Geschlecht) of a surface in order to classify it: 2g + 1 is the number of closed cuts necessary for dividing it in two apart pieces. The genus of a surface characteres the connectivity of it: every closed orientable surface is topologically equivalent to a sphere with g handles: the integer g is called the genus of such a surface. Thus, a sphere has genus 0, a torus genus 1, and the digit "8", with its two holes, genus 2. By means of 2g pairs of closed cuts, a surface of genus g can be transformed into a simply connected one, that is, a surface divisible into two parts by an arbitrary closed curve other than one lying on the boundary of the surface. For instance, a torus can be transformed into a simply connected surface by cuts along a meridian and a parallel. Now let us take into account the Abelian integral
where R(z, w) is a rational function of variables z and w, related by an algebraic equation of the type w 2 = P (z) where P (z) is a polynomial of degree m ≥ 5 without multiple roots. For m = 3 the integral (5.1) collapses to an elliptic one, while it is hyperelliptic for each m ≥ 5. The above mentioned relationship between w and z corresponds to a two-sheeted compact Riemann surface of genus
thus, for hyperelliptic integrals it will be the case that g ≥ 2. Such integrals are found, for example, to provide a time for the particle motion in higher dimensional axially symmetric space-times. For some dimensions, time will be given by a hyperelliptic integral so that the dynamical problem solution will require its inversion in order to get the instantaneous position of the particle, namely the relevant vectorial function − → r = − → r (t). If the genus is g = 1, then such an inversion can result in elliptic functions, namely doubly periodic functions of one complex variable. The invertibility does depend on the nature of the involved integrals because such an inversion is possible only if they can be reduced to first kind F (ϕ, k) ones. For higher genera, g > 1, the inversion becomes impossible because, as Jacobi recognized, 2g-periodic functions of one variable do not exist. He solved this contradiction by formulating his famous Jacobi inversion problem that involves g hyperelliptic integrals.
The problem was solved (Göpel, Rosenhain, Riemann) in terms of so called hyperelliptic functions which are indeed 2g-periodic functions for g > 1 which depend on g variables while the periods (also called moduli) are g × g-matrices. The domain of such functions, the Jacobi variety, is thus the g-dimensional complex space C g quotiented by the period lattice. The Jacobi inversion problem helped to solve some mechanical systems such as the Neumann geodesic on an ellipsoid, the spinning top of Kovalewskaja, the Kirchhoff motion of a rigid body in a fluid, and many others. This special type of integrability, called algebro-geometric integrability, has been receiving much attention owing to the discovery of many partial differential equations of Korteveg-de Vries type with connections to soliton theory. The above concept of genus will be kept apart from the genus g * of a curve introduced by A. Clebsch [10] which is a number characterizing an algebraic curve f (x, y) of the mth degree
as the difference between the highest possible number of double points an mth order curve can have and the actual number of its double points.When more complex singular points are present, they are counted as the corresponding number of double points; for example, a cusp is counted as one double point, and a triple point is counted as three. Genus, as spoken of, means the highest possible number of singularities for an nth order algebraic curve: for instance a planar cubic without double points has genus 1; with only one double point, then g * = 0. Secondorder curves are of genus 0. All the curves having g * = 0 are called unicursal, due to its being possible to assign their coordinates as rational functions of a parameter. A beautiful theorem of Clebsch (1864) established that the coordinates of any curve of genus 1 can be given as Jacobian elliptic functions of a parameter. Third-order curves can be of genus 0 or 1. For example for y − x 3 = 0 we have g * = 1. On the other hand, the semicubical parabola y 2 − x 3 = 0, characterized by one cusp will have g * = 0. The same is true for the folium of Descartes x 3 + y 3 − 3axy = 0, which has one double point. In our previous papers, [30, 31] we started with the employ of some famous reduction schemes of hyperelliptic integrals to elliptic in order to evaluate special values of hypergeometric functions arising from the integral representation theorem, (2.4). For the purpose let us recall two of our previous identities. First, formula (4.5) of [30] , theorem 4.3, which, by means of Jacobi reduction [20] , changes to elliptic a genus 2 hyperelliptic integral:
where a > b > 1 and
Formula (5.2) stems from the second degree transformation:
Additionally, let us quote identity (35), theorem 4.1 of [31] founded on the first Hermite reduction [18] , linking again a hyperelliptic integral of genus 2 to an elliptic integral:
Formula (5.3) comes from a change of third degree:
z 1 being a root of 4z 3 − 3az − b = 0 while 2z 1 solves y 3 − 3ay + 2b = 0. Hereafter we go on with the review of reductions including formulae due to Goursat [16] , Hermite [18] , considering further reductions of hyperelliptic integrals of a genus 2 and 3, the last being reduced through a sixth degree transformation of variables, [19] . Then we will consider yet higher order ones, founded upon contributions of Belokolos et al. [5] , Eilbeck and Enol'skii [11] , Enol'skii and Kostov [12] and Maier [27] .
Goursat reduction: genus 2
In a 1885 article [16] , Goursat found a reduction formula for a hyperelliptic integral of genus g = 2. Through the change of variables:
starting from an elliptic integral, he obtained the reduction formula:
Once a suitable interval of integration is chosen, it is possible to remove the sign uncertainty and simplify (5.4) obtaining dx
If we make the simple choice to take a = p = 0 and to integrate in [(b 2 /4) 1/3 , ∞), on the left hand side of (5.5) we get
Normalizing the interval of integration, we see that the most natural choice b = 2 is not restrictive, so we can use, as starting point to find our next identity, the reduction:
The hyperelliptic integral on the right hand side of (5.7) is a particular case of the family of integrals described by the following lemma. 
Proof. Using Lemma 5.1 in equation (5.7) we see that But we also have
Thesis (5.9) follows by equating (5.10) and (5.11) and using the Euler reflection formula.
Remark 5.3. If, instead of using the Euler function to evaluate the integral in (5.11), we employ the elliptic integral of first kind, by [8] entry 244.00 p. 92 we get:
In order to evaluate the Appell F 1 not in its analytic continuation, but just in the convergence domain of the double power series which defines it, we present a slight modification of the Goursat reduction formula,
Identity (5.12) comes from the cubic change of variable
The hyperelliptic integral at the right hand side of (5.12) is computable through the Appell F 1 hypergeometric function of two variables. In fact we have, in analogy with Lemma 5.1: We can now state a further identity involving π which concerns a new evaluation of the Appell F 1 .
Theorem 5.5.
Proof. First, let us evaluate the elliptic integral at the left hand side of (5.12) using the Euler Beta function:
Thesis (5.15) follows from (5.12) evaluating the integrals therein using (5.14) (right hand side) and (5.16) (left hand side) and again invoking the Euler reflection formula.
Remark 5.6. If, instead of using the Euler Beta function, we evaluate the elliptic integral at the left hand side of (5.12) using entry 244.00 p. 92 of [8] , instead of (5.16), we will get:
leading to the elliptic analogue of (5.15):
The family of integral identities produced by the Goursat transformation is huge. Nevertheless the evaluation is intricate when some of the cubics in (5.5) are complete. Taking for instance a = 0, b = p = 1 in (5.5) we get the identity
which can be rewritten as
We need to employ the Lauricella F
D in order to evaluate the hyperelliptic integral at right hand side of (5.20). To do it, first observe that:
We follow the same strategy to evaluate the integral at the left hand side of (5.20) starting from the factorization
leading to the integration formula:
In such a way we have proved the following reduction formula from F (6)
Theorem 5.7. Defining:
We have the reduction: 
Hermite reduction: genus 2
In a paper of 1876 [18] Hermite proposed a further formula reducing a genus 2 hyperelliptic integral:
thanks to a cubic transformation x = (4z 3 − 3az)/a. The use of (5.24) keeping free both parameters a and b would allow a heavy discussion on the placing of roots of 8z 3 − 6az − b = 0 and (2ax − b)(x 2 − a) = 0 and Cardano's formulae for them. Hence we prefer to study the implications of (5.24) restricting to easy choices of a and b. This will lead to less computations and to an interesting identity linking the Appell function to the complete elliptic integral of modulus 1/ √ 2. In (5.24) we take b = 0, a 2 instead of a assuming a > 0 and in the elliptic integral we take the interval [0, a/2]. In such a way (5.24) reads as: Although it is an elementary consequence of the just proved theorem, we deem it of some interest to carry out the following new formula for π where L 1 and L 2 are the same as in theorem 5.13
Corollary 5.14. 
Transformation of integrals of genus g > 4
It is rather natural to try to go beyond, specially after the papers [5, 11, 12, 27] where the possibility is hinted at of reducing hyperelliptic integrals of any genus. Unfortunately such reductions are not of practical use, due to the need to work with definite integrals. For instance, following theorem 4.1 of [27] with genus g = 5 the change of variable transforming the complete first kind elliptic integral so that to compute the integration limits of the hyperelliptic integral is just outside of practicability. The reason is that when applying the change of variables to the upper and lower limits of integration, one must evaluate algebraic functions that are not expressible in terms of radicals. That is, one must solve polynomial equations which may be quintic, sextic, etc. which are in general not solvable by radicals.
