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Abstract
We present a new implementation of the two-grid method for computing extremum eigenpairs of self-adjoint partial differential
operators with periodic boundary conditions. A novel two-grid centered difference method is proposed for the numerical solutions
of the nonlinear Schrödinger–Poisson (SP) eigenvalue problem.We solve the Poisson equation to obtain the nonlinear potential
for the nonlinear Schrödinger eigenvalue problem, and use the block Lanczos method to compute the ﬁrst k eigenpairs of the
Schrödinger eigenvalue problem until they converge on the coarse grid. Then we perform a few conjugate gradient iterations to solve
each symmetric positive deﬁnite linear system for the approximate eigenvector on the ﬁne grid. The Rayleigh quotient iteration is
exploited to improve the accuracy of the eigenpairs on the ﬁne grid. Our numerical results show how the ﬁrst few eigenpairs of the
Schrödinger eigenvalue problem are affected by the dopant in the Schrödinger–Poisson (SP) system. Moreover, the convergence
rate of eigenvalue computations on the ﬁne grid is O(h3).
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
In recent years, some numericalmethods have been proposed for computing the ﬁrst few eigenpairs of the Schrödinger
eigenvalue problem. See e.g., [8,18,19]. In particular, the homotopy continuationmethod [19] was exploited to solve the
Schrödinger eigenvalue problem with Dirichlet boundary conditions, where various linear potentials were numerically
tested. However, in the case of Dirichlet boundary conditions most of the multiple eigenvalues are double. Livne and
Brandt [18] design linear-complexity multiscale algorithms for computing, storing, and manipulating eigenfunctions
of the 1D periodic Schrödinger eigenvalue problem and other related differential operators. Recent research articles
concerning the computations of interior eigenpairs of the Schrödinger equation can be found in [14,27].
Xu andZhou [28] developed a two-grid ﬁnite element discretization scheme for second order linear elliptic eigenvalue
problems. Let h˜ and h be the uniform meshsizes on the coarse and the ﬁne grids, and (u, ) and (uh, h) be the
corresponding exact and the approximate eigenpairs on the ﬁne grid, respectively. They show that ‖∇(u − uh)‖L2=
∗ Corresponding author. Tel.: +886 4 22860133x619; fax: +886 4 22873028.
E-mail address: cschien@amath.nchu.edu.tw (C.-S. Chien).
1 Supported by the National Science Council of R.O.C. (Taiwan) through Project NSC 93-2115-M-005-005.
0377-0427/$ - see front matter © 2006 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2006.05.013
510 S.-L. Chang et al. / Journal of Computational and Applied Mathematics 205 (2007) 509–532
O(h + h˜2) and |− h| = O(h2 + h˜4). These estimates mean that one can obtain asymptotic optimal errors by taking
h˜ = O(h 12 ). Recently the authors [5] developed a two-grid ﬁnite element discretization scheme for semilinear elliptic
eigenvalue problems.
In this paper we modify the two-grid ﬁnite element scheme in [5], and propose a new implementation of the two-
grid method for computing extremum eigenpairs of self-adjoint partial differential operators with periodic boundary
conditions. The problem can be expressed as
F(u, ) = 0, (1)
where F : B × R → B is a smooth mapping with u ∈ B,  ∈ R, B is some Banach space, and R is the real line. For
the Schrödinger eigenvalue problem
L(,) = −+ V˜− = 0, (2)
where (,) = (0,) is a trivial solution, where V˜ is the linear potential. Therefore, we can treat an eigenpair of
the operator equation as a solution curve branching from the trivial solution curve at the eigenvalue [26, Chapter 9, p.
572]. We will combine the ideas of the two-grid discretization scheme together with the predictor–corrector method
and develop a new algorithm for computing the extremum eigenpairs of the discrete Schrödinger eigenvalue problem.
To start, we discretize the operator equation (1) on the coarse grid by the centered difference approximations. Then
we use the block Lanczos method to compute extremum eigenpairs on the coarse grid, which also can handle multiple
and clustered eigenpairs as well. The implementations are inexpensive since the order of the coefﬁcient matrix on the
coarse grid is relatively small compared to the one on the ﬁne grid.An alternative is to use the function eig in MATLAB
to compute the ﬁrst few eigenpairs. The extremum eigenpairs we obtained on the coarse grid will be used as predicted
points to compute their counterparts on the ﬁne grid. To obtain the target eigenpairs on the ﬁne grid, we consider the
ﬁrst order approximation of the operator equation. Instead of solving symmetric positive deﬁnite (SPD) linear systems
with multiple-right-hand sides for the eigenvectors, we propose to use the conjugate gradient (CG) method [11, Chapter
10] to solve each SPD linear system using a few iterations. The approximate eigenvalues on the ﬁne grid are obtained
by computing the corresponding Rayleigh quotients. Our main concern here is that the ﬁne grid solutions only serve as
starting initial guesses for the Rayleigh quotient iteration (RQI). Therefore, it is unnecessary to compute eigenvectors
on the ﬁne grid to the desired accuracy for solving linear systems. Our numerical experience shows that performing
one CG iteration for each linear system would sufﬁce to supply an acceptable initial guess for the RQI. We emphasize
here that it is the RQI which give us accurate solutions in the two-grid method.
Three issues remain to be addressed concerning the two-grid method described above. First, how many extremal
eigenpairs on the coarse grid can be used as initial guesses for computing their counterparts on the ﬁne grid? Next, do
multiple and clustered eigenvalues on the coarse grid sufﬁce to approximate their counterparts on the ﬁne grid? That is,
the multiplicity of eigenvalues between these two grids must be consistent. Finally, we must choose a proper number
of eigenvalues to compute so that the multiplicity of eigenvalues is never missed. The answers to these questions are
based on some basic analysis as well as the numerical performance of the two-grid method on the linear eigenvalue
problem
u + u = 0 in = (0, 1)n,
with periodic boundary conditions, and n = 2, 3.
Next, to study how the ﬁrst few eigenpairs of the linear Schrödinger eigenvalue problem will be affected by a dopant,
we consider the Schrödinger–Poisson (SP) system. We apply the two-grid method described above, and develop a two-
grid method for computing numerical solutions of the SP system [15]. The system describes a quantum mechanical
model of extremely small devices in semiconductor nanostructures where the quantum structure has to be taken into
account. We also use the block Lanczos method to compute the ﬁrst few, say k eigenpairs on the coarse grid. Then we
consider the nonlinear Schrödinger eigenvalue problem as a parameter-dependent problem
L(,) + N() = 0,  ∈ [0, 1], (3)
where N() = V denotes the effect of the nonlinear potential V. We choose an initial step size 0 with j0 = 1,
j ∈ N, for the continuation method, and solve the Poisson equation to obtain V for (3). Then we go back to (3)
and use the block Lanczos method to ﬁnd the ﬁrst k eigenpairs. This process is repeated until j0 = 1 is reached.
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In addition, the eigenpairs are updated until they converge. We also use the eigenpairs obtained on the coarse grid as
initial guesses for computing their counterparts on the ﬁne grid. Moreover, the RQI is also exploited to improve the
accuracy of the approximate eigenpairs. Our method can be easily modiﬁed to compute numerical solutions of the
Schrödinger–Poisson–Slater (SPS) system [25]. Numerical study of the SP system can be found, e.g., in [9,16].
This paper is organized as follows. In Section 2we treat the Schrödinger eigenvalue problem as a bifurcation problem,
and develop the two-grid centered difference discretization algorithm. We give some basic analysis concerning the rate
of convergence ofAlgorithm 2.2 in Section 3. The analysis is based on the performance of the proposed method with the
linear eigenvalue problem as the test problem, where the discrete eigenpairs are available. Moreover, we also discuss
the group actions on the basis functions of the eigenspace in the presence of symmetry. Our numerical results show
that the convergence rate of eigenvalue computations on the ﬁne grid is O(h3). Moreover, one RQI makes the ﬁrst
few eigenvalues of the linear eigenvalue problem correct at least up to eleven decimal digits. In Section 4 we derive
a two-grid centered difference method for computing the ﬁrst few eigenpairs of the Schrödinger–Poisson eigenvalue
problem (ESP). Our numerical results in Section 5 show that: (i) a cluster of eigenvalues can be computed completely
on the ﬁne grid, (ii) separation of eigenvectors on the coarse grid is preserved on the ﬁne grid, (iii) eigenvalues in
different clusters can be treated simultaneously. Some concluding remarks are given in Section 6. In particular, our
numerical results show how the ﬁrst few eigenpairs of the Schrödinger eigenvalue problem are affected by the dopant
which is considered in the SP system.
2. A two-grid discretization method
2.1. Bifurcation from multiple and clustered eigenvalues
Let B be a Banach space of smooth functions endowed with some norm, and R the set of all real numbers. We treat
the Schrödinger eigenvalue problem as a parameter-dependent operator equation of the following form
F(u, ) := −u + f u − u = 0 in = [0, a]n, (4)
where F : B × R → B is a smooth mapping with u ∈ B,  ∈ R, n = 2 or 3, and f is a function of spatial variables
which is properly chosen so that the operator (− + f I) is self-adjoint. Here I denotes the identity operator on B.
We may impose Dirichlet or periodic boundary conditions on . As is shown in [4], choosing periodic boundary
conditions will increase the multiplicity of eigenvalues. Besides, it is consistent with the real situation in quantum
physics. Both boundary conditions were imposed on (4) in our numerical experiments. But our numerical reports are
mainly concerned with on the latter.
It is well known if the spectrum (A) of the coefﬁcient matrix A is simple, then the Gauss–Newton method and
its many improved modiﬁcations can be applied for solving Ax = x. See e.g., [6,7]. However, the Gauss–Newton
method converges only to one zero at a time if it converges. Li and his collaborators studied homotopy continuation
methods for computing eigenpairs of large sparse eigenproblems, where the coefﬁcient matrix can be symmetric or
nonsymmetric. See e.g., [13,17] and the further references cited in [13]. Lui and Golub [19] also studied homotopy
method for (4). The two-grid method we propose here can compute both multiple and clustered eigenvalues. Moreover,
a cluster of eigenvalues on the ﬁne grid can be computed completely, and eigenvalues in different clusters can be treated
simultaneously.
Note that (0, ) is a trivial solution of (4) for all  ∈ R. Moreover, (u∗, ∗) is an eigenpair of (4) if and only if
F(u∗, ∗)=0. Thus, (0, ∗) is a bifurcation point on the trivial solution curve {(0, ) |  ∈ R}. The bifurcation diagram
of (4) is similar to that shown in [26, p. 572, Figure 1.6]. One may use the predictor–corrector continuation method
described in [1] to trace the ﬁrst fewnumerical solution branches of (4) bifurcating at eigenvalues, includingmultiple and
clustered eigenvalues. However, our aim here is computing extremum eigenpairs of the discrete Schrödinger eigenvalue
problem rather than tracing its solution curves, which are of little interest because they are lines that are perpendicular
to the trivial solution curve.
2.2. Derivation of the algorithm
Let h˜ = a/N˜ and h = a/N be chosen so that h˜, h ∈ (0, 1), where N˜ and N are positive integers. Suppose that (4) is
discretized by the centered difference approximations with uniform meshsizes. Let F
h˜
and Fh be the discrete operators
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corresponding to (4) on the coarse grid h˜ and ﬁne grid h, respectively. Without loss of generality, we consider
periodic boundary conditions. Since our purpose is to compute extremum eigenpairs of the discrete Schrödinger
eigenvalue problem, it is more realistic to consider the discrete operators associated with (4), namely,
F
h˜
(u, ) = (A
h˜
+ D
h˜
− I )u = 0 (5)
and
Fh(u, ) = (Ah + Dh − I )u = 0. (6)
Both (5) and (6) are nonlinear systems of equations,whereF
h˜
: RN˜n×R → RN˜n ,Fh : RNn×R → RNn ,Ah˜ ∈ RN˜
n×N˜n
and Ah ∈ RNn×Nn are the coefﬁcient matrices corresponding to the Laplace operator − on the coarse and ﬁne grids,
and D
h˜
∈ RN˜n×N˜n and Dh ∈ RNn×Nn are diagonal matrices whose diagonal entries are the values of f at each coarse
and ﬁne grid points, respectively. We will discuss how the extremum eigenpairs, including both multiple and clustered
eigenpairs on the ﬁne grid, can be approximated by their counterparts on the coarse grid.
The matrix eigenvalue problem corresponding to (5) on the coarse grid can be expressed as
B
h˜
u
h˜
= 
h˜
u
h˜
, (7)
where B
h˜
= A
h˜
+ D
h˜
. Note that the coefﬁcient matrix B
h˜
in (7) is symmetric positive deﬁnite. We apply the block
Lanczos method to compute, say, the ﬁrst k eigenpairs of (7), which are denoted by (u¯
h˜
, ¯
h˜
). Alternatively, one can
also use the function eig in MATLAB to compute eigenpairs on the coarse grid. We will prove the main result of this
section.
Theorem 2.1. Let Bh = Ah + Dh and assume that (u¯h˜, ¯h˜) can be used as an initial guess in Newton’s method for
approximating the zero point (uh, h) of Fh(u, ) = 0 on the ﬁne grid. Then the eigenvector uh on the ﬁne grid is
obtained by solving
Bhuh = ¯h˜(I hh˜ u¯h˜), (8)
where Ih
h˜
: h˜ → h is an interpolation operator yet to be speciﬁed.
Proof. Consider the ﬁrst order Taylor expansion of the mapping Fh(u, ) at (Ih
h˜
u¯
h˜
, ¯
h˜
), namely,
Fh(u, ) = Fh(Ih
h˜
u¯
h˜
, ¯
h˜
) + DuFh(Ih
h˜
u¯
h˜
, ¯
h˜
)(u − Ih
h˜
u¯
h˜
) + DFh(Ihh˜ u¯h˜, ¯h˜)(− ¯h˜)
+ O(‖u − Ih
h˜
u¯
h˜
‖2 + |− ¯
h˜
|2). (9)
Denote the differential of Fh by DFh =[DuFh,DFh], where DuFh = (Ah +Dh −I ) ∈ RNn×Nn and DFh =−u ∈
RN
n
. If (u, ) is replaced by (uh, h) and if we neglect the error term in (9), we get
−Fh(Ih
h˜
u¯
h˜
, ¯
h˜
) ≈ (Ah + Dh − ¯h˜I )(uh − Ihh˜ u¯h˜) − Ihh˜ u¯h˜(h − ¯h˜),
which implies that
−(Ah + Dh)Ih
h˜
u¯
h˜
+ ¯
h˜
(I h
h˜
u¯
h˜
) ≈ (Ah + Dh − ¯h˜I )(uh − Ihh˜ u¯h˜) − Ihh˜ u¯h˜(h − ¯h˜).
After simple calculations we obtain
Bhuh ≈ ¯h˜(I hh˜ u¯h˜). (10)
Note that the vector Ih
h˜
u¯
h˜
in (10) must be treated as a vector on the ﬁne grid. Eq. (10) shows that we can get an
approximate eigenvector u¯h corresponding to the exact eigenvector uh on h by solving (8). 
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We chose Ih
h˜
as the linear interpolation in our numerical experiments. The process we described above belongs to
the class of one-step linearization methods [24, Section 3.2], which actually is the Newton method. Theorem 2.1 shows
that performing the ﬁrst Newton iteration on the ﬁne grid is equivalent to solving (8) there.
Suppose that we already obtained the ﬁrst k approximate eigenpairs on the coarse grid h˜. To compute the corre-
sponding approximate eigenpairs on the ﬁne grid, we propose to use the CG method to solve (8), namely, k SPD linear
systems only a few iterations. For consistence with the RQI solver, we also use MINRES to solve (8). Our main concern
here is that the ﬁne grid solutions only serve as starting initial guesses for the RQI. Clearly, if u¯h is an approximate
eigenvector on the ﬁne grid, the Rayleigh quotient of u¯h is a reasonable choice for the corresponding eigenvalue ¯h.
To obtain the ﬁne grid approximate eigenvalue ¯h, we compute the Rayleigh quotient
¯h = u¯
T
hBhu¯h
u¯Thu¯h
.
On the other hand, if ¯h is an approximate eigenvalue on the ﬁne grid, then from the inverse power method one sees
that the solution to (Bh − ¯hI )x = u¯h will be a good approximate eigenvector. Combining these two ideas together, we
use (u¯h, ¯h) as an initial guess, and perform the RQI on the ﬁne grid. In [22] Parlett has shown that the RQI converges
globally and that the rate of convergence is ultimately cubic. Thus, performing RQI on the ﬁne grid will efﬁciently
improve the accuracy of the computed eigenpairs. Since the condition number of the coefﬁcient matrix increases as the
approximate eigenvalue approaches the exact one, we exploit the technique described in [19] which we brieﬂy describe
as follows:
Suppose that (u1, 1) is an eigenpair of a symmetric matrix A, and (u0, 0) is an approximation to (u1, 1). Instead
of solving
(A − 0I )y = u0, (11)
we solve a rank-one modiﬁcation of the coefﬁcient matrix A − 0I , i.e.,
(A − 0I + u0uT0 )z = u0.
Then we have
(A − 0I )z = (1 − uT0 z)u0.
Thus the solution of (11) is y = z/(1− uT0 z). Our numerical results show that the technique can be used to handle both
simple and multiple eigenvalues. Based on the results in [10] we used the MINRES [21] to solve linear systems in the
RQI.
In summary, the procedure we described above for computing the extremum eigenpairs of (4) can be regarded as
a predictor–corrector method. In the predictor step, we compute the extremum eigenpairs of the discrete operator
equation on the coarse grid, which are used as initial guesses for computing the counterparts on the ﬁne grid. In the
corrector step, we solve (8) and perform the RQI. There is no continuation because the solution curves go straight. The
two-grid centered difference discretization scheme for (4) is described as follows.
Algorithm 2.2. A two-grid centered difference discretization algorithm for computing the extremum eigenpairs of (4).
Input
	 := stopping criterion for the RQI.
1. Predictor step.
Use the block Lanczos method to ﬁnd the ﬁrst k eigenvalues1
h˜
, . . . , k
h˜
and the corresponding eigenvectors
u1
h˜
, . . . , uk
h˜
with ‖u1
h˜
‖2 = · · · = ‖uk
h˜
‖2 = 1 on the coarse grid such that
B
h˜
ui
h˜
= i
h˜
ui
h˜
, i = 1, 2, . . . , k.
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2 Corrector step.
(i) Perform a few iterations of the CG method or the MINRES for each SPD linear system on the ﬁne grid:
ﬁnd u1h, . . . , ukh such that
Bhu
i
h = ih˜(I hh˜ uih˜), i = 1, 2, . . . , k.
(ii) Compute the Rayleigh quotient
ih =
(uih)
TBh(u
i
h)
(uih)
T(uih)
, i = 1, 2, . . . , k.
(iii) Perform the RQI:
(a) Normalize the approximate eigenvectors obtained in Step 2(i),
xi0 = uih/‖uih‖2 and set 
i0 = ih, i = 1, 2, . . . , k.
(b) For i = 1 : k
For j = 0, 1, 2, . . .
Use MINRES to solve (Bh − 
ij I + xij (xij )T)yij+1 = xij for yij+1
zij+1 = yij+1/(1 − (xij )Tyij+1)
xij+1 = zij+1/‖zij+1‖2

ij+1 = (xij+1)TBh(xij+1)
If ‖Bhxij+1 − 
ij+1xij+1‖2 < 	, stop.
End
End
In practice, the distribution of eigenvalues of the coefﬁcient matrix on the coarse or ﬁne grid is not available. Since
the order of the coefﬁcient matrix on the coarse grid is relatively small compared to the one on the ﬁne grid, one can
use the function eig in MATLAB as well as the block Lanczos method to compute some or all of its eigenpairs on the
coarse grid in Step 1 of Algorithm 2.2.
By discretizing (4) we obtain an equation of the following form
H(x, ) = 0, (12)
whereH : Rm×R → Rm is a smooth mapping with x ∈ Rm and  ∈ R. Since (4) is a special case of semilinear elliptic
eigenvalue problems, we can use the two-grid algorithms described in [5] to trace the solution curves, or equivalently,
compute the eigenpairs of (4). But it is more expensive than Algorithm 2.2. The idea of the two-grid discretization
method we propose here for solving (4) is similar to the discretization schemes in [5]. That is, we use (u
h˜
, 
h˜
) as
a predicted eigenpair for computing the eigenpair (uh, h) on the ﬁne grid. However, there are some differences. In
the former when we consider the linear approximation of F(u, ) = 0 at (u
h˜
, 
h˜
), we ﬁx the parameter 
h˜
. Besides,
we do not consider the quadratic approximation of F(u, ) = 0. Finally, in the latter we consider the linear approx-
imation of the discrete operator equation instead of F(u, ) = 0. Therefore, we cannot perform Newton’s method in
Algorithm 2.2.
3. Some results for the linear eigenvalue problem
3.1. Basic results and formulae
For any real symmetric matrix A ∈ Rn×n, let i (A) denote the ith eigenvalue of A. We have
1(A)2(A) · · · n−1(A)n(A).
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To estimate the eigenvalues of the discrete Schrödinger eigenvalue problem (6), we recall the following results
in [23, Chapter 10].
Theorem 3.1. If A and A + E are real n-by-n matrices, then
k(A) + 1(E)k(A + E)k(A) + n(E), k = 1 : n.
Moreover, the inequality |k(A + E) − k(A)|‖E‖2 holds.
Suppose that the linear potential f (x, y) is continuous in the domain . Let = sup(x,y)∈f (x, y), = inf(x,y)∈
f (x, y). Since Dh = diag(f (x1, y1), f (x2, y1), . . . , f (xN−1, yN), f (xN, yN)), where (xi, yi) are the grid points on
, we have the following result.
Theorem 3.2. For the discrete Schrödinger eigenvalue problem (6) on the ﬁne grid, we have
k(Ah) + k(Ah + Dh)k(Ah) + .
Moreover, the inequality |k(Ah + Dh) − k(Ah)| max{||, ||} holds.
Since the eigenvalues of the discrete Laplacian with Dirichlet or periodic boundary conditions are available, and the
linear potential is given, we can easily get the error bounds for the discrete Schrödinger eigenvalue problem.
On the other hand, as we mentioned in Section 1, in the two-grid discretization scheme proposed by Xu and Zhou
[28], one can choose the meshsizes h˜ and h for the coarse and the ﬁne spaces, respectively, so that h˜ = O(h1/2). We
will discuss how many eigenpairs of the discrete Schrödinger eigenvalue problem on the coarse grid can be used as
predicted points for computing their counterparts on the ﬁne grid. We consider the linear eigenvalue problem
−u = u in = (0, 1)2 (13)
with periodic boundary conditions
u(x, 0) = u(x, 1), u(0, y) = u(1, y). (14)
It is well known that the eigenpairs of (13) with (14) are
um,n(x, y) = e(2mx)ie(2ny)i,
m,n = (2m)2 + (2n)2, m, n = 0, 1, 2, . . . .
We will brieﬂy discuss how the eigenfunctions of Eq. (13) with boundary conditions (14) are affected by the symmetry
of the domain. Similar idea was discussed in Mei [20] for semilinear elliptic eigenvalue problems. A more detailed
discussion on this topic can be found in Govaerts [12, Chapter 8]. We consider the dihedral group
D4 := {S1, S2; S′1, S′2, I, R1, R2, R3}
of the unit square, where Si and S′i are the reﬂections, i = 1, 2, and Ri are the rotations, i = 1, 2, 3; see Fig. 1. For
(x, y) ∈ , we have
R1(x, y) = (1 − y, x), R2(x, y) = (1 − x, 1 − y), R3(x, y) = (y, 1 − x).
For D4 and Z2 := {1,−1}, we deﬁne  := Z2 × D4. For simplicity we choose (m, n) = (1, 0) and (0, 1). We have
1,0 = 0,1 = (2)2 and
u1,0(x, y) = cos 2x + i sin 2x, u1,0(x, y) = cos 2y + i sin 2y.
We denote the basis functions for the eigenspace by
u1(x, y) = cos 2x, u2(x, y) = cos 2y, u3(x, y) = sin 2x, u4(x, y) = sin 2y.
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Fig. 1. The generators of D4.
The group actions of  on the basis functions are deﬁned by
±ui(x, y) = ±ui(−1(x, y)) for all  ∈ , i = 1, . . . , 4.
Thus, we have
Ru1(x, y) = u1(R−1(x, y)) = u1(R3(x, y)) = u1(y, 1 − x) = cos 2y = u2(x, y),
and similarly, Ru3 = u4.
Eq. (13) with (14) is discretized by the centered difference approximations with uniform meshsize h = 1/(N + 1)
on the x- and y-axis. The eigenpairs associated with the discrete problems of (13) with (14) are
Up,q(xj , yk) = e(2pj/(N+1))ie(2qk/(N+1))i
= ejp iekq i, (15)
hp,q =
1
h2
(4 − 2 cos p − 2 cosq) = 4(N + 1)2
(
sin2
p
2
+ sin2q
2
)
, (16)
where p = 2p/(N + 1), q = 2q/(N + 1), 0p, qN .
Note that the ﬁrst eigenvalue of the discrete linear eigenvalue problem with periodic boundary conditions is 0. Most
of the remaining eigenvalues are of multiplicity 4 or 8. See e.g., [4, p. 26]. Therefore, we have to examine the structure
of the eigenvalues carefully before Algorithm 2.2 is applied to compute the ﬁrst few eigenpairs of the discrete linear
eigenvalue problem. Table 1 shows that the multiplicity of nonzero eigenvalues of the 3D linear eigenvalue problem
with periodic boundary conditions ranges from 6 to 24. FromTable 1 we see that two rules must be followed concerning
the implementation of Algorithm 2.2.
1. Choose proper coarse and ﬁne grids so that the multiplicity of eigenvalues on these two grids are the same.
2. Choose a proper number of eigenvalues to compute so that the multiplicity of eigenvalues on both grids is never
missed.
3.2. Numerical results
In order to study the convergence rate ofAlgorithm 2.2, we compute the ﬁrst eigenpair of (13)withDirichlet boundary
conditions, using h = h˜2 with h˜ = 14 , 18 , 116 , and 132 . The accuracy tolerance for solving linear systems of equations in
the CG method and the MINRES is 10−9. We chose 	= 10−9 in Algorithm 2.2. The computations were executed on a
Pentium 4 computer using FORTRAN 95 with double precision arithmetic. The notation [±n] stands for multiplication
by 10±n. Let (u1,1, 1,1), (uh1,1, 
h
1,1), (uh, h), (vh, 
h) denote the ﬁrst exact eigenpair, the discrete exact eigenpair,
the ﬁne grid, and the RQI solutions, respectively. Table 2 shows that
|h1,1 − h| ≈ O(h3), ‖uh1,1 − uh‖2 ≈ O(h2), |1,1 − h| ≈ O(h2) and |1,1 − 
h| ≈ O(h2).
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Table 1
Multiplicity of eigenvalues, 3D problem with periodic boundary conditions, = (0, 5 )3
h = /54 h = /58 h = /516 h = /532 h = /564
Order Multi. Order Multi. Order Multi. Order Multi. Order Multi.
2–7 6 2–7 6 2–7 6 2–7 6 2–7 6
81.05694691387 94.96412035518 98.72148307667 99.67913640450 99.91970675392
8–22 15 8–19 12 8–19 12 8–19 12 8–19 12
162.11389382774 189.92824071036 197.44296615333 199.35827280899 199.83941350785
23–42 20 20–27 8 20–27 8 20–27 8 20–27 8
243.17084074161 284.89236106554 296.16444923000 299.03740921349 299.75912026177
43–57 15 28–33 6 28–33 6 28–33 6 28–33 6
324.22778765548 324.22778765548 379.85648142071 394.88593230666 398.71654561798
58–63 6 34–57 24 34–57 24 34–57 24 34–57 24
405.28473456935 419.19190801066 478.57796449738 494.56506871116 498.63625237191
Table 2
The order of convergence of Algorithm 2.2 is O(h3), using the MINRES to solve the SPD linear system in Step 2(i) to the desired accuracy on the
ﬁne grid
h˜ h = h˜2 h1,1 h |h1,1 − h| |
4h
1,1−4h|
|h1,1−h|
(a)
1
4
1
16 19.675872867092 19.677251657736 1.378791E-03
1
8
1
64 19.735245534456 19.735257564312 1.202986E-05 114.614060
1
16
1
256 19.738961079293 19.738961237865 1.585713E-07 75.864031
1
32
1
1024 19.739193319426 19.739193321797 2.371738E-09 66.858671
h˜ h = h˜2 ‖uh1,1 − uh‖2
‖u4h1,1−u4h‖2
‖uh1,1−uh‖2
‖uh1,1 − vh‖2
(b)
1
4
1
16 1.750966E-03 5.653437E-09
1
8
1
64 7.198264E-05 24.324841 3.862381E-13
1
16
1
256 3.986781E-06 18.055331 1.458634E-14
1
32
1
1024 2.414547E-07 16.511505 6.207983E-13
h˜ h = h˜2 h |1,1 − h| |1,1−4h||1,1−h| 
h |1,1 − 
h|
|1,1−
4h||1,1−
h|
(c)
1
4
1
16 19.677251657736 6.195714[−2] 19.675872867092 6.333594[−2]
1
8
1
64 19.735257564312 3.951238[−3] 15.680439 19.735245534456 3.963268[−3] 15.980736
1
16
1
256 19.738961237865 2.475643[−4] 15.960450 19.738961079293 2.477229[−4] 15.998795
1
32
1
1024 19.739193321797 1.548038[−5] 15.992133 19.739193319426 1.548275[−5] 15.999925
1,1 = (12 + 12)2 = 19.73920880217872
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Table 3
The ﬁrst 21 eigenvalues of the discrete problem associated with (13) and (14), h˜ = 132 , h = 1256
Order Coarse grid eigenvalue Residual Fine grid eigenvalue Residual RQI Residual

h˜
h 
1
1 0.0000000000019 0.14[−10] 0.0000000000000 0.00[+0] — —
2 39.3517457341868 0.24[−10] 39.4765966679993 0.28[−3] 39.4764358511200 0.24[−12]
3 39.3517457341886 0.17[−10] 39.4765481755574 0.27[−3] 39.4764358511210 0.99[−13]
4 39.3517457341907 0.21[−10] 39.4765760871757 0.27[−3] 39.4764358511205 0.17[−12]
5 39.3517457341945 0.22[−10] 39.4766289925729 0.28[−3] 39.4764358511206 0.34[−12]
6 78.7034914683670 0.22[−10] 78.9531746819956 0.39[−3] 78.9528717022411 0.59[−12]
7 78.7034914683735 0.18[−10] 78.9530963089069 0.38[−3] 78.9528717022397 0.28[−12]
8 78.7034914683736 0.21[−10] 78.9531925727519 0.39[−3] 78.9528717022399 0.66[−12]
9 78.7034914683820 0.26[−10] 78.9532374368941 0.40[−3] 78.9528717022415 0.86[−12]
10 155.8947174168719 0.26[−10] 157.8914519248610 0.22[−2] 157.8819642756457 0.89[−10]
11 155.8947174168830 0.22[−10] 157.8941598671489 0.22[−2] 157.8819642756477 0.16[−9]
12 155.8947174168899 0.25[−10] 157.8932968975441 0.22[−2] 157.8819642756453 0.14[−9]
13 155.8947174169008 0.26[−10] 157.8912570243815 0.22[−2] 157.8819642756430 0.84[−10]
14 195.2464631510566 0.26[−10] 197.3687259583744 0.23[−2] 197.3584001267656 0.11[−9]
15 195.2464631510578 0.25[−10] 197.3701771961264 0.22[−2] 197.3584001267612 0.15[−9]
16 195.2464631510618 0.22[−10] 197.3690205359400 0.23[−2] 197.3584001267662 0.11[−9]
17 195.2464631510646 0.24[−10] 197.3689170590639 0.23[−2] 197.3584001267662 0.11[−9]
18 195.2464631510755 0.22[−10] 197.3696643969126 0.22[−2] 197.3584001267640 0.13[−9]
19 195.2464631510768 0.18[−10] 197.3681660162132 0.23[−2] 197.3584001267620 0.95[−10]
20 195.2464631510794 0.25[−10] 197.3683371123328 0.23[−2] 197.3584001267644 0.99[−10]
21 195.2464631510910 0.32[−10] 197.3705826343839 0.22[−2] 197.3584001267682 0.16[−9]
Order exact discrete eigenvalue
h˜ = 1/32 h = 1/256
1 0 0
2 39.3517457341840 39.4764358511205
3 39.3517457341840 39.4764358511205
4 39.3517457341840 39.4764358511205
5 39.3517457341840 39.4764358511205
6 78.7034914683681 78.9528717022409
7 78.7034914683681 78.9528717022409
8 78.7034914683681 78.9528717022409
9 78.7034914683681 78.9528717022409
10 155.8947174168847 157.8819642756442
11 155.8947174168847 157.8819642756442
12 155.8947174168847 157.8819642756442
13 155.8947174168847 157.8819642756442
14 195.2464631510688 197.3584001267646
15 195.2464631510688 197.3584001267646
16 195.2464631510688 197.3584001267646
17 195.2464631510688 197.3584001267646
18 195.2464631510688 197.3584001267646
19 195.2464631510688 197.3584001267646
20 195.2464631510688 197.3584001267646
21 195.2464631510688 197.3584001267646
In other words, the convergence rate of the eigenvalue on the ﬁne grid is O(h3). Moreover, performing one RQI makes
the eigenvalue h1 converge to the exact discrete eigenvalue on the ﬁne grid.
Next, we computed the ﬁrst 21 eigenpairs of (13) with boundary conditions (14).We chose h˜= 18 , 116 , 132 , and h= 1128 ,
1
256 ,
1
512 , respectively. For the ﬁrst eigenvalue 
h
0,0 = 0 we do not have to perform the RQI. Table 3 lists the ﬁrst 21
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eigenvalues with h˜ = 132 and h = 1256 , where we used the CG method to solve each SPD linear system with only one
iteration in Step 2(i) of Algorithm 2.2. We computed the ﬁrst 25 eigenvalues of the same problem. For h˜ = 18 , the last
four eigenvalues converge to the twenty-sixth to twenty-ninth eigenpairs on the ﬁne grid with h= 1128 , 1256 , and 1512 . In
other words, we missed four target eigenvalues we want. To overcome the drawback we increased the coarse grid size
and chose h˜ = 116 . Then we got at least the ﬁrst 37 eigenpairs on the ﬁne grid without missing any target eigenvalue.
The results in this section will give us information to choose proper grid sizes in Section 5.
To study how the eigenvectors can be expressed as the linear combinations of the orthonormal basis for the eigenspace,
without loss of generality we consider the case (p, q)= (1, 0), (0, 1) in Eq. (16). We have h1,0 = h0,1 = hN,0 = h0,N =
4(N + 1)2(sin2/(N + 1)). The eigenvectors corresponding to this eigenvalue are
U1,0(xj , yk) = eij 2N+1 = cos 2j
N + 1 + i sin
2j
N + 1 , U0,1(xj , yk) = e
ik 2
N+1 = cos 2k
N + 1 + i sin
2k
N + 1 ,
UN,0(xj , yk) = eij 2NN+1 = cos 2j
N + 1 − i sin
2j
N + 1 , U0,N (xj , yk) = e
ik 2N
N+1 = cos 2k
N + 1 − i sin
2k
N + 1 .
Thus, h1,0 is of multiplicity 4. The orthonormal basis for the eigenspace are
U1=
√
2
N + 1
〈
1, cos
2
N + 1 , . . . , cos
2N
N + 1 , 1, cos
2
N + 1 , . . . , cos
2N
N + 1 , . . . , 1, cos
2
N+1 , . . . , cos
2N
N+1
〉
,
U2 =
√
2
N + 1
〈
1, . . . , 1, cos
2
N + 1 , . . . , cos
2
N + 1 , . . . , cos
2N
N + 1 , . . . , cos
2N
N + 1
〉
,
U3 =
√
2
N + 1
〈
0, sin
2
N + 1 , . . . , sin
2N
N + 1 , 0, sin
2
N + 1 , . . . , sin
2N
N + 1 , . . . , 0, sin
2
N + 1 , . . . , sin
2N
N + 1
〉
,
U4 =
√
2
N + 1
〈
0, . . . , 0, sin
2
N + 1 , . . . , sin
2
N + 1 , . . . , sin
2N
N + 1 , . . . , sin
2N
N + 1
〉
.
For convenience we consider h = 132 on the x- and y-axis. Denote the four eigenvectors corresponding to h1,0 by i ,
i = 1, . . . , 4. We have
1 = 0.3555U1 − 0.0640U2 − 0.5219U3 − 0.7728U4,
2 = 0.6568U1 − 0.1425U2 + 0.7201U3 − 0.1724U4,
3 = 0.6597U1 + 0.0506U2 − 0.4477U3 + 0.6016U4,
4 = −0.0842U1 − 0.9864U2 − 0.0931U3 + 0.1059U4.
4. The quasi-linear SP system
4.1. Description of the problem
One of our main concerns in this paper is to study how the ﬁrst few eigenpairs of the Schrödinger eigenvalue problem
are affected by a dopant. The mathematical model of such physical system is governed by the self-consistent SP system
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[15] which is given by
itm = − 12m + (V + V˜ )m, (17)
−∇ · ((∇V )∇V ) = n − n∗, (18)
(∇V ) = 0 + 1|∇V |2, 0, 1 > 0, (19)
n(x, t) =
∞∑
m=1
m|m(x, t)|2, (20)
with initial conditions
m(x, 0) = 0m(x), (21)
and periodic boundary conditions on the unit cube = [0, 1], = 2, 3,
m(x + ei, t) = m(x, t), m = 0, 1, 2, . . . , (22)
where ei is the ith standard unit vector in R, the m’s are the occurrence probability of the initial states 0m(x), n∗ and
V˜ are given time-independent 1-periodic functions describing a dopant density and effective exterior linear potential,
and V is the self-consistent electric potential which satisﬁes the nonlinear Poisson equation (18). The nonlinearity in
(18) is modeling a ﬁeld-dependent dielectric constant, where n=||2 is the charge density arising from the Schrödinger
wave function . Eqs. (17)–(22) describe a quantum mechanical model of extremely small devices in semi-conductor
nanostructures where the quantum structure has to be taken into account. We assume that the normalization∫

|0m(x)|2 dx = 1, m = 0, 1, 2, . . . , (23)
and the condition∫

V (x, t) dx = 0 (24)
hold for the system. We also impose charge neutrality, i.e.,∫

(n − n∗) dx = 0. (25)
Illner et al. [15] showed that the SP system has the following stationary states
m(x, t) = e−imtm(x), m = 1, 2, 3, . . . , (26)
where m ∈ R and m(x) are real time-independent wave functions. Inserting (26) into the SP system one obtains
− 12m + [(V + V˜ ) − m]m = 0, (27)
−∇ · (0 + 1|∇V |2)∇V = n − n∗, (28)∫

|m(x)|2 dx = 1, (29)
∫

V (x) dx = 0, (30)
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where n = n(x) =∑∞m=1 m|m(x)|2. Eqs. (27)–(30) are called the nonlinear ESP. Illner et al. show that there is an
inﬁnity of solutions (m,±m) to the ESP in the weak sense. Note that the Schrödinger eigenvalue problem is a special
case of the ESP if we let V = 0 in (27).
We rewrite (27) as
F(,) = L(,) + N() = 0, (31)
where
L(,) = − 12+ (V˜ − )= 0 (32)
is the linear Schrödinger eigenvalue problem, and N() = V is the nonlinear term. Various numerical methods have
been proposed to solve (32). See e.g., [8,19]. In particular, Costiner and Ta’asan [8] exploited multilevel techniques to
ﬁnd the ﬁrst few eigenpairs of (32) with periodic boundary conditions.
To solve (31) numerically one may consider introducing an artiﬁcial parameter  to obtain the following modiﬁed
system
G(,, ) = L(,) + N() = 0,  ∈ [0, 1]. (33)
Note that (33) is a parameter-dependent problem which in general is solved by using the numerical continuation
methods. See e.g., [2,3] and the further references cited therein. More precisely, one uses an old solution as an initial
guess for the next, and slowly increases the parameter  from 0 to 1. Costiner and Ta’asan [9] exploited the simultaneous
multigrid techniques, and the continuation method described above to ﬁnd the ﬁrst few eigenpairs of the quasilinear
ESP.
In this section, we present a two-grid centered difference discretization method for computing the ﬁrst few, say
k eigenpairs of the quasilinear ESP (27)–(30). First we use the block Lanczos method [11,23] to compute the ﬁrst k
eigenpairs of (32). Next we use the k wave functions as the right-hand side for (28).We solve (28) by using the Choleski
factorization [11, Section 4.2]. Then we go back to (27) to solve the following linear Schrödinger eigenvalue problem
L= − 12+ (0V + V˜ − )= 0. (34)
We repeat the above process by increasing 0 to 20 and so on until j0 = 1 is reached for some positive integer j.
What we would like to emphasize here is that the eigenpairs we obtained on the coarse grid are independent of the
step size 0 we chose. Actually our numerical experiments show that we can choose 0 = 1. After we obtain the ﬁrst
k eigenpairs of the nonlinear SP eigenvalue problem on the coarse grid, we apply the two-grid method in Section 2 to
compute the ﬁrst k eigenpairs on the ﬁne grid.
4.2. Derivation of the algorithm
For simplicity we set 0 + 1|∇V |2 = 1 in (19). Suppose that we wish to compute the ﬁrst k eigenpairs of the
quasilinear ESP problem, which can be expressed as
− 12m + (V˜ + V )m = mm, m = 1, 2, . . . , k, (35)
−V = c1
(
k∑
m=1
2m
)
− c2, (36)
∫

|m(x)|2 dx = 1, m = 1, 2, . . . , k, (37)∫

V (x) dx = 0, (38)
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with periodic boundary conditions deﬁned on = [0, a], = 2 or 3. Here the parameters c1, c2 are constants which
satisfy the equation
∫
[c1(
∑k
m=1
2
m) − c2] = 0.
Eq. (35) can be written as
G(m,m, ) ≡ L(m,m) + N(m) = 0, m = 1, 2, . . . , k,  ∈ [0, 1], (39)
where L(m,m) and N(m) are deﬁned as above. Note that (39) represents a nonlinear systems of k equations,
where
G : B × R × R → B, m = 1, 2, . . . , k (40)
is a smoothmapping. If we discretize the SP system, say, by the centered difference approximations, thenG(,, )=0
is an underdetermined nonlinear system of equations. Since the parameter  is artiﬁcial, we can apply continuation
methods to compute the ﬁrst k zero points of G(,, ) = 0, where  is treated as the continuation parameter. On the
other hand, equation (36) can be expressed as
H(V ) = g(1, . . . ,k, c1, c2), (41)
which means that the nonlinear potentialV in (35) depends on the k wave functions1, . . . ,k and the two constants c1
and c2. This suggests that the numerical solutions of the ESP should be treated in an iterative way. In [5] the continuation
method is implemented on both coarse and ﬁne grids. Here the continuation method should be implemented for (39)
only on the coarse grid. This means that the eigenpairs for (35)–(38) can be obtained in an inexpensive way. Moreover,
they can be used as starting approximate eigenpairs for the computations of eigenpairs on the ﬁne grid. To be precise,
we start with  = 0 in (39) and choose a proper stepsize 0 so that j0 = 1 for some positive integer j. Then we use
the block Lanczos method to compute the ﬁrst k eigenpairs of (39) on the coarse grid. We normalize the eigenvectors
such that (37) is satisﬁed. Next, we use these k eigenvectors to compute the right-hand side of (36) (or (41)), and solve
the Poisson equation (36) with constraint (38) for the nonlinear potential V. Note that V becomes linear in the discrete
case. Then we go back to solve the linear Schrödinger eigenvalue problem with linear potential V˜ + 0V . Afterward V
is recomputed by solving (36) with constraint (38). We repeat the above process by increasing the parameter from 0
to 20 and so on until j0 = 1 is reached.
For the numerical computations, we discretize (35) and (36) via centered differences on the coarse grid with uniform
meshsize h˜ = a/N˜ for some positive integer N˜ . The discrete problem corresponding to (35)–(38) is
(B
h˜
+ N(V
h˜
))m
h˜
= m
h˜
m
h˜
, m = 1, 2, . . . , k, (42)
A
h˜
V
h˜
= c1
k∑
m=1
(m
h˜
)2 − c2, (43)
‖m
h˜
‖2
h˜
:= h˜
N˜∑
j=1
(m
h˜
)2j = 1, m = 1, 2, . . . , k, (44)
N˜∑
j=1
(V
h˜
)j = 0, (45)
where B
h˜
= 12Ah˜ + Dh˜, Ah˜ and Dh˜ are deﬁned in (5), mh˜ = [(mh˜ )1, . . . , (mh˜ )N˜ ]T ∈ RN˜
 is the approximate
eigenvector on the coarse grid, V
h˜
= [(V
h˜
)1, . . . , (Vh˜)N˜ ]T ∈ RN˜
 is a vector whose entries are the approximate values
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of V at each coarse grid point, i.e., N(V
h˜
)= diag((V
h˜
)1, . . . , (Vh˜)N˜) ∈ RN˜
×N˜
, and (m
h˜
)2 =[(m
h˜
)21, . . . , (
m
h˜
)2
N˜
]T.
The continuation process for solving the quasilinear ESP on the coarse grid is described as follows:
Algorithm 4.1. A continuation algorithm for solving the quasilinear ESP (35)–(38) on the coarse grid.
Input
c1 := occurrence probability of each initial state 0m(x).
c2 := dopant density.
0 := stepsize for the continuation algorithm on the nonlinear term.
For = 0 : 0 : 1
(i) Use the block Lanczos method to compute the ﬁrst k eigenpairs (1
h˜
,1
h˜
), . . . , (k
h˜
,k
h˜
) of the linear
eigenvalue problem for ﬁxed V
h˜
:
(B
h˜
+ N(V
h˜
))m
h˜
= m
h˜
m
h˜
with ‖m
h˜
‖2
h˜
= 1, m = 1, 2, . . . , k.
(ii) Compute w := c1(∑km=1(mh˜ )2) − c2.(iii) Solve the discrete Poisson equation
A
h˜
V
h˜
= w,
N˜∑
j=1
(V
h˜
)j = 0.
(iv) If 1, go to (i) and update the eigenpairs until the eigenvalues converge.
If the eigenvalues diverge, stop.
End
We will use the eigenpairs obtained in Algorithm 4.1 as starting approximate eigenpairs for the computations on the
ﬁne grid.
Algorithm 4.2. A two-grid centered difference algorithm for the quasilinear ESP (35)–(38).
Input
	 := accuracy tolerance of the eigenvectors.
1. Use Algorithm 4.1 to ﬁnd the eigenpairs (1
h˜
,1
h˜
), . . . , (k
h˜
,k
h˜
) and the approximate nonlinear poten-
tial V
h˜
on the coarse grid.
2. (i) Set Ch = Bh + N(Ih
h˜
V
h˜
).
(ii) Perform a few iterations of the CG method or the MINRES for each SPD linear system on the ﬁne
grid: Find 1h, . . . ,kh such that
Ch
m
h = mh˜ (Ihh˜mh˜ ), m = 1, 2, . . . , k.
(iii) Compute 1h, . . . ,kh by the Rayleigh quotient:
mh =
(mh )
TCh(mh )
(mh )
T(mh )
, m = 1, 2, . . . , k.
(iv) Compute Vh by solving
AhVh = c1
(
k∑
m=1
(mh )
2
)
− c2,
N∑
j=1
(Vh)j = 0.
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3. (i) Perform the RQI on the ﬁne grid:
Set Ch = Bh + N(Vh)
For m = 1 : k do
j = 0, x0 = mh /‖mh ‖h, 
0 = (mh )TCh(mh )/(mh )T(mh )
While ‖Chxj − 
j xj‖> 	
Use MINRES to solve (Ch − 
j I + xjxTj )yj+1 = xj for yj+1
zj+1 = yj+1/(1 − xTj yj+1)
xj+1 = zj+1/‖zj+1‖h

j+1 = xTj+1Chxj+1/xTj+1xj+1
j = j + 1
End
mh = xj , mh = 
j
End
(ii) Update Vh by solving the following linear system with constraint:
AhVh = c1
(
k∑
m=1
(mh )
2
)
− c2,
N∑
j=1
(Vh)j = 0.
(iii) Go to 3(i) until converges.
In our numerical computations, we assume that the occurrence probability m of each initial state 0m(x) in (20) is 1,
and the dopant density is constant, say n∗ = c. Suppose that we wish to compute the ﬁrst k eigenpairs of the quasilinear
ESP problem. The discrete assumption associated with (25) can be expressed as
∫

[(
k∑
m=1
2m
)
− c
]
= 0,
which implies
∑k
m=1
∫
 
2
m −
∫
 c = 0. From (29) we obtain c = k/vol(), where vol() denotes the volume of the
domain . Thus (36) can be written as
−V =
(
k∑
m=1
2m
)
− c. (46)
5. Numerical results
As we mentioned in Section 4, the Schrödinger eigenvalue problem is a special case of the ESP. In our numerical
experiments we chose the same linear potentials for both problems so that we could compare how the eigenpairs of the
ESP are affected by the dopant. Algorithms 2.2 and 4.1–4.2 were implemented to compute the ﬁrst few eigenpairs of
the Schrödinger eigenvalue problem and the ESP, respectively. The number of eigenpairs we chose for our numerical
computationswas based on the results in Section 3.The computationswere executed on a Pentium4 computer using both
FORTRAN 95 and MATLAB Language with double precision arithmetic. Examples 1– 2 given below have been used as
test problems in [8]. The accuracy tolerance for the eigenvectors in Algorithm 2.2 and 4.2 is 10−9. For comparison the
MINRES was also used to solve linear systems on the ﬁne grid with various iterations. In our numerical computations
we rescale the coefﬁcients so that the factor “− 12 ” is omitted.
Example 1. Consider the following Schrödinger eigenvalue problem with periodic boundary conditions:
−u + f u = u in =
[
0,

5
]2
,
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u(x, 0) = u
(
x,

5
)
, u(0, y) = u
(
5
, y
)
, (47)
where f (x, y)=5+3 sin(10x)+2 cos(10y). We chose h˜= (/5)/16 and h= (/5)/256. The coefﬁcient matrices on
the coarse grid and on the ﬁne grid are of order 256 × 256 and 65536 × 65536, respectively. It follows from Section 3
that we can compute at least 37 eigenpairs without missing any target eigenpair. But we wish to ﬁnd the ﬁrst 21
eigenpairs of the discrete problem. The block Lanczos method with block size 32 was implemented to compute the
eigenpairs on the coarse grid. Note that the coefﬁcient matrix on the coarse grid has bandwidth 240 and the block
tridiagonal matrix T˜r has bandwidth 32. Table 4 shows that the ﬁrst 21 eigenvalues of the coefﬁcient matrix on the
coarse grid consist of one simple eigenvalue and four clusters of eigenvalues, where the ﬁrst three clusters consist of
four close eigenvalues, and the last cluster consists of eight close eigenvalues. The cluster structure is preserved on the
ﬁne grid. Note that if we chose h˜= (/5)/8 and h= (/5)/256, only the ﬁrst nine eigenpairs could achieve the desired
accuracy. Table 5 shows that performing various number of the MINRES iterations in Step 2(i) of Algorithm 2.2 could
effect the total number of the MINRES iterations in implementing this algorithm. Actually, we could reduce the total
MINRES iterations up to 65% if we implemented 20 iterations for each linear system on the ﬁne grid.
To investigate how the ﬁrst few eigenpairs are affected by the dopant, we consider the same linear potential as above.
Table 6 lists the ﬁrst twenty-one eigenvalues of the ESP and the residuals of the associated eigenvectors, which shows
that the eigenvalues agree with those of the Schrödinger eigenvalue problem at least to three decimal digits.
Example 2. Consider the 3D Schrödinger eigenvalue problem with periodic boundary conditions:
−u + f u = u in =
[
0,

5
]3
,
u(x, y, 0) = u
(
x, y,

5
)
, u(0, y, z) = u
(
5
, y, z
)
, u(x, 0, z) = u
(
x,

5
, z
)
, (48)
where f (x, y, z) = 2 + sin(20x + 10y − 10z). We chose h˜ = (/5)/8 and h = (/5)/64. The coefﬁcient matrices
on the coarse grid and on the ﬁne grid are of order 512 × 512 and 262144 × 262144, respectively. We wish to ﬁnd
the ﬁrst nineteen eigenpairs of the discrete problem. Table 7 shows that the ﬁrst nineteen eigenvalues on the coarse
grid consist of one simple eigenvalue and two clusters of eigenvalues, where the ﬁrst cluster consists of one double
eigenvalue and one multiple eigenvalue of multiplicity 4, and the second cluster consists of four double eigenvalues
and one multiple eigenvalue of multiplicity 4. This shows that the multiplicities of the ﬁrst two nonzero eigenvalues of
the 3D linear eigenvalue problem have been perturbed. See Table 1. The cluster structure of the coarse grid is preserved
on the ﬁne grid. Note that the twentieth eigenvalue on the coarse grid and on the ﬁne grid are 286.89007787619 and
301.75761131642, respectively, which are included in the other cluster of eigenvalues. In this example we implemented
theMINRESwith various number of iterations to solve the linear systems on the ﬁne grid. Comparing the RQI solutions
(v1, 
1) with (v2, 
2), we ﬁnd that 
1 and 
2 are almost the same, but the residual norm of the eigenvector v2 is smaller
that of the eigenvector v1. As a ﬁnal remark, if we choose h˜= (/5)/4, we only can compute the ﬁrst seven eigenpairs
on the ﬁne grid without missing any target eigenvalue, the same result as that given in Table 1. In Table 8 the h
columns displays the number of MINRES iterations we performed in Step 2(i) of Algorithm 2.2. This table shows that
performing 10 MINRES iterations on the ﬁne grid can reduce the total number of iterations up to 60.7%.
Similar to the numerical experiments in Example 1,we also used the same linear potential to compute the ﬁrst nineteen
eigenpairs of the ESP. Table 9 lists the ﬁrst nineteen eigenvalues and the residuals of the associated eigenvectors.
Finally, we computed the ﬁrst nineteen eigenpairs of the ESP with linear potential f (x, y, z)= 14 − 100 sin(30x +
20y + 10z)/[30 + sin(30x + 20y + 10z)]. The results are not shown here. In the 3D test problems, we updated each
nonlinear potential twice in Step 3 of Algorithm 4.2.
6. Conclusions
We present an efﬁcient algorithm, namely,Algorithm 2.2 for computing the extremum eigenpairs of the Schrödinger
eigenvalue problem. The convergence rate of eigenvalue computations on the ﬁne grid is O(h3). Moreover, one RQI
526 S.-L. Chang et al. / Journal of Computational and Applied Mathematics 205 (2007) 509–532
Table 4
The ﬁrst 21 eigenvalues and residuals of the corresponding eigenvectors of the discretized Schrödinger eigenvalue problem (f (x, y)=5+3 sin(10x)+
2 cos(10y)) in 2D with periodic boundary conditions, h˜ = /516 , h = /5256 , implementing the MINRES on the ﬁne grid with 20 iterations
Order Coarse grid eigenvalue Residual Fine grid eigenvalue Residual RQI Residual

h˜
h 
1
1 4.9341801138283 0.25[−10] 4.9350179430231 0.52[−2] 4.9350179424721 0.73[−9]
2 103.6723616065798 0.64[−9] 104.9466788745949 0.67[+0] 104.9466614607675 0.17[−8]
3 103.6926169390686 0.25[−10] 104.9666624966849 0.67[+0] 104.9666589100278 0.17[−8]
4 103.6932245416359 0.54[−11] 104.9675009743569 0.66[+0] 104.9674808900143 0.27[−8]
5 103.7387886914635 0.65[−9] 105.0124541571720 0.66[+0] 105.0124651612472 0.64[−8]
6 202.4314060343852 0.52[−9] 204.9792506471730 0.19[+1] 204.9791244083116 0.21[−7]
7 202.4516613668751 0.54[−10] 204.9992342867226 0.19[+1] 204.9991218575726 0.46[−7]
8 202.4769701842123 0.64[−8] 205.0242038707099 0.19[+1] 205.0241086795430 0.55[−7]
9 202.4972255167037 0.32[−9] 205.0441875102528 0.19[+1] 205.0441061288050 0.56[−7]
10 384.8120971977876 0.13[−8] 404.8804209288044 0.10[+2] 404.8760356928305 0.28[−5]
11 384.8120972644049 0.60[−9] 404.8804209816940 0.10[+2] 404.8760357484220 0.28[−5]
12 384.8388815378565 0.48[−9] 404.9070413265824 0.10[+2] 404.9026887256508 0.35[−5]
13 384.8388818750943 0.17[−9] 404.9070415943033 0.10[+2] 404.9026890070887 0.35[−5]
14 483.5711416255990 0.50[−9] 504.9160240047628 0.14[+2] 504.9084986403711 0.57[−5]
15 483.5711416922128 0.18[−8] 504.9160240576494 0.14[+2] 504.9084986959649 0.57[−5]
16 483.5770630306073 0.12[−8] 504.9218302194231 0.14[+2] 504.9143322439424 0.67[−5]
17 483.5770633678471 0.36[−8] 504.9218304871675 0.14[+2] 504.9143325253925 0.67[−5]
18 483.5973183630990 0.21[−9] 504.9418142833358 0.14[+2] 504.9343296931962 0.72[−5]
19 483.5973187003345 0.92[−10] 504.9418145510740 0.14[+2] 504.9343299746463 0.72[−5]
20 483.6167057754257 0.10[−8] 504.9609781829986 0.14[+2] 504.9534829116079 0.70[−5]
21 483.6167058420414 0.20[−8] 504.9609782358962 0.14[+2] 504.9534829672052 0.70[−5]
Order RQI Residual Total

2 RQIs
1 – – 1
2 104.9466614607680 0.55[−9] 2
3 104.9666589100283 0.61[−9] 2
4 104.9674808900179 0.55[−9] 2
5 105.0124651612488 0.63[−9] 2
6 204.9791244083112 0.52[−9] 2
7 204.9991218575758 0.61[−9] 2
8 205.0241086795440 0.60[−9] 2
9 205.0441061288036 0.62[−9] 2
10 404.8760356928259 0.72[−9] 2
11 404.8760357484302 0.72[−9] 2
12 404.9026887256466 0.63[−9] 2
13 404.9026890070945 0.68[−9] 2
14 504.9084986403735 0.67[−9] 2
15 504.9084986959705 0.68[−9] 2
16 504.9143322439423 0.64[−9] 2
17 504.9143325253846 0.68[−9] 2
18 504.9343296932061 0.72[−9] 2
19 504.9343299746524 0.74[−9] 2
20 504.9534829116058 0.73[−9] 2
21 504.9534829671958 0.76[−9] 2
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Table 5
Implementing the MINRES with various number of iterations for each linear systems on the ﬁne grid for the Schrödinger eigenvalue problem
Order MINRES iterations MINRES iterations MINRES iterations MINRES iterations
h 
1 
2 
3 sum h 
1 
2 sum h 
1 
2 sum h 
1 
2 sum
1 1 228 42 – 271 5 226 14 245 10 221 – 231 15 216 – 231
2 1 307 202 – 510 5 283 181 469 10 269 81 360 15 264 49 328
3 1 332 260 – 593 5 322 248 575 10 314 169 493 15 310 116 441
4 1 279 186 – 466 5 255 173 433 10 241 71 322 15 236 47 298
5 1 356 255 – 612 5 340 238 583 10 331 153 494 15 326 124 465
6 1 236 173 – 410 5 245 118 368 10 232 82 324 15 227 72 314
7 1 334 281 – 616 5 348 255 608 10 333 140 483 15 328 134 477
8 1 365 279 – 645 5 383 261 649 10 366 138 514 15 361 130 506
9 1 463 396 – 860 5 489 372 866 10 468 299 777 15 463 179 657
10 1 310 365 – 676 5 326 331 662 10 364 253 627 15 353 235 603
11 1 330 377 – 708 5 363 340 708 10 388 257 655 15 380 240 635
12 1 338 364 53 756 5 405 327 737 10 434 209 653 15 425 188 628
13 1 330 364 – 695 5 398 329 732 10 429 251 690 15 419 237 671
14 1 236 286 – 523 5 249 265 519 10 320 189 519 15 303 215 533
15 1 320 618 23 962 5 346 581 932 10 596 578 1184 15 676 563 1254
16 1 276 283 – 560 5 291 254 550 10 359 187 556 15 345 178 538
17 1 329 628 62 1020 5 399 601 1005 10 688 626 1324 15 742 605 1362
18 1 364 683 139 1187 5 440 623 1068 10 668 600 1278 15 682 563 1260
19 1 435 744 134 1314 5 464 721 1190 10 718 624 1352 15 752 615 1382
20 1 372 634 138 1145 5 407 596 1008 10 640 578 1228 15 760 559 1334
21 1 441 744 131 1317 5 472 720 1197 10 735 575 1320 15 752 568 1335
Sum 21 6981 8164 680 15846 105 7451 7548 15104 210 9114 6060 15384 315 9320 5617 15252
Order MINRES iterations MINRES iterations MINRES iterations
h 
1 
2 sum h 
1 
2 sum h 
1 
2 sum
1 20 212 – 232 25 210 – 235 276 109 – 385
2 20 260 41 321 25 255 40 320 298 213 – 511
3 20 306 93 419 25 302 91 418 383 279 166 828
4 20 236 38 294 25 232 39 296 272 213 – 485
5 20 321 115 456 25 317 116 458 410 271 156 837
6 20 226 47 293 25 223 45 293 244 200 51 495
7 20 324 120 464 25 320 121 466 331 305 115 751
8 20 357 126 503 25 353 125 503 358 313 82 753
9 20 459 127 606 25 456 127 608 539 418 182 1139
10 20 347 201 568 25 345 199 569 327 365 130 822
11 20 374 201 595 25 372 200 597 419 306 177 902
12 20 421 112 553 25 418 110 553 480 397 103 980
13 20 415 164 599 25 413 164 602 473 396 143 1012
14 20 298 207 525 25 295 205 525 259 284 193 736
15 20 680 208 908 25 675 207 907 343 670 203 1216
16 20 340 161 521 25 337 157 519 331 327 147 805
17 20 728 207 955 25 723 205 953 358 697 184 1239
18 20 702 261 983 25 709 259 993 367 746 271 1384
19 20 762 305 1087 25 792 304 1121 579 785 305 1669
20 20 761 266 1047 25 711 264 1000 375 748 267 1390
21 20 761 314 1095 25 757 314 1096 540 782 309 1631
Sum 420 9290 3314 13024 525 9215 3292 13032 7962 8824 3184 19970
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Table 6
The ﬁrst 21 eigenvalues of the discretized quasilinear ESP in 2D with periodic boundary conditions, computed by Algorithm 4.2 with h˜ = /516 ,
h = /5256 , and 20 iterations of the MINRES in Step 2(ii)
m Coarse grid Fine grid

h˜
Residual h in Step 2 Residual h in Step 3 Residual RQIs
1 4.9342762013098 0.10[−9] 4.9351116002993 0.52[−2] 4.9350921510835 0.70[−9] 1
2 103.6724334596234 0.97[−9] 104.9467486461125 0.67[+0] 104.9467169928781 0.31[−9] 2
3 103.6926589249924 0.52[−10] 104.9667031945675 0.67[+0] 104.9666908956182 0.39[−9] 2
4 103.6932661318611 0.51[−10] 104.9675409176638 0.66[+0] 104.9675130944942 0.31[−9] 2
5 103.7387631118477 0.60[−10] 105.0124287125021 0.66[+0] 105.0124444051361 0.40[−9] 2
6 202.4314233907265 0.78[−10] 204.9792667053403 0.19[+1] 204.9791379363488 0.33[−9] 2
7 202.4516488567616 0.19[−9] 204.9992212712701 0.19[+1] 204.9991118391636 0.53[−9] 2
8 202.4769203713638 0.85[−9] 205.0241545420309 0.19[+1] 205.0240692470623 0.46[−9] 2
9 202.4971458381870 0.27[−9] 205.0441091087082 0.19[+1] 205.0440431499727 0.46[−9] 2
10 384.8121619866537 0.87[−9] 404.8804838573373 0.10[+2] 404.8760855400571 0.53[−9] 2
11 384.8121620530655 0.46[−9] 404.8804839100611 0.10[+2] 404.8760855955126 0.52[−9] 2
12 384.8389072343319 0.42[−9] 404.9070658901882 0.10[+2] 404.9027081387811 0.48[−9] 2
13 384.8389075705355 0.59[−9] 404.9070661571239 0.10[+2] 404.9027084194927 0.52[−9] 2
14 483.5711519178894 0.81[−9] 504.9160332396496 0.14[+2] 504.9085064835458 0.21[−9] 3
15 483.5711519843184 0.30[−9] 504.9160332872035 0.14[+2] 504.9085065390042 0.90[−9] 2
16 483.5770644933689 0.15[−8] 504.9218309035087 0.14[+2] 504.9143329806374 0.96[−9] 2
17 483.5770648295504 0.54[−8] 504.9218311781505 0.14[+2] 504.9143332613615 0.89[−9] 2
18 483.5972899595739 0.72[−10] 504.9417858985390 0.14[+2] 504.9343068834734 0.89[−9] 2
19 483.5972902957694 0.12[−9] 504.9417861690368 0.14[+2] 504.9343071641995 0.91[−9] 2
20 483.6166488987323 0.45[−9] 504.9609220221590 0.14[+2] 504.9534377942921 0.89[−9] 2
21 483.6166489651458 0.31[−9] 504.9609220738336 0.14[+2] 504.9534378497446 0.90[−9] 2
m Fine grid Total
h in Step 3 Residual RQIs h in Step 3 Residual RQIs RQIs
1 4.9351012803839 0.65[−9] 1 4.9351012745237 0.45[−9] 1 3
2 104.9467235626162 0.49[−9] 1 104.9467235582838 0.51[−9] 1 4
3 104.9666950874947 0.73[−9] 1 104.9666950849260 0.52[−9] 1 4
4 104.9675164722626 0.54[−9] 1 104.9675164698256 0.50[−9] 1 4
5 105.0124424397554 0.73[−9] 1 105.0124424412884 0.52[−9] 1 4
6 204.9791387547940 0.56[−9] 1 204.9791387538735 0.42[−9] 1 4
7 204.9991102800050 0.69[−9] 1 204.9991102808560 0.55[−9] 1 4
8 205.0240647226149 0.65[−9] 1 205.0240647256666 0.54[−9] 1 4
9 205.0440362482132 0.76[−9] 1 205.0440362530350 0.54[−9] 1 4
10 404.8760916703932 0.62[−9] 1 404.8760916664589 0.56[−9] 1 4
11 404.8760917258319 0.62[−9] 1 404.8760917218945 0.56[−9] 1 4
12 404.9027105286880 0.62[−9] 1 404.9027105271520 0.52[−9] 1 4
13 404.9027108093671 0.62[−9] 1 404.9027108078359 0.56[−9] 1 4
14 504.9085068626388 0.22[−9] 2 504.9085068621286 0.53[−9] 1 6
15 504.9085069180824 0.92[−9] 1 504.9085069175692 0.54[−9] 1 4
16 504.9143328112914 0.24[−9] 2 504.9143328112766 0.45[−9] 1 5
17 504.9143330919630 0.95[−9] 1 504.9143330919534 0.54[−9] 1 4
18 504.9343043365892 0.96[−9] 1 504.9343043383431 0.62[−9] 1 4
19 504.9343046172477 0.21[−9] 2 504.9343046190180 0.62[−9] 1 5
20 504.9534328305493 0.91[−9] 1 504.9534328340066 0.62[−9] 1 4
21 504.9534328859953 0.99[−9] 1 504.9534328894481 0.62[−9] 1 4
The linear potential V˜ (x, y) = 5 + 3 sin(10x) + 2 cos(10y).
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Table 7
The ﬁrst nineteen eigenvalues and residuals of the corresponding eigenvectors of the discretized Schrödinger eigenvalue problem (f (x, y, z)= 2 +
sin(20x + 10y − 10z)) in 3D with periodic boundary conditions, h˜ = /58 , h = /564 , implementing the MINRES on the ﬁne grid with 10 iterations
Order Coarse grid eigenvalue Residual Fine grid eigenvalue Residual RQI Residual

h˜
h 
1
1 1.99902753403 0.75[−10] 1.99917345700 0.76[−1] 1.99916465724 0.11[−8]
2 96.96241854825 0.32[−10] 101.91944853430 0.26[+1] 101.91820410555 0.63[−6]
3 96.96241854825 0.13[−8] 101.91944853430 0.26[+1] 101.91820410555 0.63[−6]
4 96.96296376363 0.29[−9] 101.92001325023 0.27[+1] 101.91876623776 0.62[−6]
5 96.96296376364 0.71[−10] 101.92001325023 0.27[+1] 101.91876623776 0.62[−6]
6 96.96296376364 0.11[−8] 101.92001325023 0.27[+1] 101.91876623776 0.62[−6]
7 96.96296376364 0.33[−7] 101.92001325023 0.27[+1] 101.91876623777 0.62[−6]
8 191.42792152960 0.42[−9] 201.34883121927 0.75[+1] 201.33920391871 0.13[−4]
9 191.42792152960 0.50[−8] 201.34883121927 0.75[+1] 201.33920391871 0.13[−4]
10 191.92605984100 0.29[−8] 201.84778410296 0.76[+1] 201.83790553333 0.16[−4]
11 191.92605984100 0.24[−7] 201.84778410295 0.76[+1] 201.83790553333 0.16[−4]
12 191.92692442758 0.34[−9] 201.84812708696 0.75[+1] 201.83847147477 0.13[−4]
13 191.92692442758 0.12[−8] 201.84812708697 0.75[+1] 201.83847147477 0.13[−4]
14 191.92692442758 0.83[−9] 201.84812708697 0.75[+1] 201.83847147477 0.13[−4]
15 191.92692442758 0.29[−9] 201.84812708696 0.75[+1] 201.83847147477 0.13[−4]
16 191.92715026488 0.23[−8] 201.84821631504 0.75[+1] 201.83857681996 0.13[−4]
17 191.92715026488 0.57[−9] 201.84821631506 0.75[+1] 201.83857681997 0.13[−4]
18 192.42792112157 0.92[−9] 202.34892233664 0.75[+1] 202.33920374285 0.13[−4]
19 192.42792112157 0.11[−8] 202.34892233664 0.75[+1] 202.33920374285 0.13[−4]
Order RQI Residual Total

2 RQIs
1 1.99916465724 0.49[−9] 2
2 101.91820410554 0.45[−9] 2
3 101.91820410555 0.46[−9] 2
4 101.91876623776 0.40[−9] 2
5 101.91876623776 0.48[−9] 2
6 101.91876623776 0.49[−9] 2
7 101.91876623776 0.46[−9] 2
8 201.33920391872 0.47[−9] 2
9 201.33920391872 0.41[−9] 2
10 201.83790553333 0.43[−9] 2
11 201.83790553333 0.45[−9] 2
12 201.83847147477 0.35[−9] 2
13 201.83847147477 0.48[−9] 2
14 201.83847147477 0.29[−9] 2
15 201.83847147477 0.28[−9] 2
16 201.83857681997 0.34[−9] 2
17 201.83857681997 0.37[−9] 2
18 202.33920374285 0.40[−9] 2
19 202.33920374285 0.39[−9] 2
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Table 8
Implementing the MINRES with various number of iterations for each linear systems on the ﬁne grid for the Schrödinger eigenvalue problem
Order MINRES iterations MINRES iterations MINRES iterations MINRES iterations
h 
1 
2 
3 sum h 
1 
2 sum h 
1 
2 sum h 
1 
2 sum
1 1 61 19 – 81 5 59 12 76 10 54 9 73 15 55 – 70
2 1 77 64 – 142 5 79 47 131 10 75 30 115 15 73 29 117
3 1 77 64 – 142 5 79 47 131 10 75 30 115 15 73 29 117
4 1 80 59 – 140 5 83 34 122 10 78 22 110 15 76 19 110
5 1 80 59 – 140 5 83 34 122 10 78 21 109 15 76 19 110
6 1 80 59 – 140 5 83 34 122 10 78 21 109 15 76 19 110
7 1 84 76 – 161 5 106 34 145 10 102 22 134 15 100 19 134
8 1 63 63 6 133 5 79 38 122 10 65 39 114 15 63 37 115
9 1 63 86 5 155 5 113 38 156 10 107 30 147 15 104 27 146
10 1 85 78 15 179 5 90 52 147 10 85 45 140 15 84 42 141
11 1 77 180 20 278 5 213 55 273 10 203 45 258 15 201 43 259
12 1 85 87 5 178 5 117 48 170 10 112 34 156 15 110 32 157
13 1 86 87 5 179 5 117 48 170 10 113 33 156 15 111 31 157
14 1 86 87 5 179 5 108 48 161 10 104 34 148 15 102 32 149
15 1 86 88 5 180 5 117 48 170 10 113 34 157 15 111 32 158
16 1 83 76 5 165 5 92 37 134 10 89 29 128 15 88 27 130
17 1 61 72 4 138 5 92 37 134 10 89 29 128 15 88 27 130
18 1 63 156 6 226 5 186 38 229 10 182 30 222 15 180 27 222
19 1 63 65 5 134 5 90 38 133 10 85 30 125 15 83 27 125
Sum 19 1440 1525 86 3070 95 1986 767 2848 190 1887 567 2644 285 1854 518 2657
Order MINRES iterations MINRES iterations SYMMLQ iterations
h 
1 
2 sum h 
1 
2 sum h 
1 
2 sum
1 20 54 – 74 78 38 – 116 212 83 – 295
2 20 72 29 121 89 69 28 186 217 162 81 460
3 20 72 29 121 100 69 28 197 249 485 419 1153
4 20 74 16 110 166 88 19 273 238 450 393 1081
5 20 74 16 110 101 72 19 192 231 444 97 772
6 20 74 16 110 103 72 19 194 251 456 410 1117
7 20 95 17 132 120 87 19 226 265 494 404 1163
8 20 62 37 119 98 72 26 196 239 356 99 694
9 20 102 27 149 115 94 26 235 253 407 78 738
10 20 83 39 142 103 82 51 236 240 639 95 974
11 20 198 38 256 126 195 38 359 262 765 842 1869
12 20 110 31 161 121 101 31 253 250 603 76 929
13 20 111 31 162 121 109 31 261 251 592 800 1643
14 20 102 31 153 121 99 31 251 249 358 129 736
15 20 111 31 162 121 109 31 261 246 591 783 1620
16 20 88 27 135 97 84 27 208 231 574 784 1589
17 20 88 27 135 97 81 26 204 239 596 916 1751
18 20 177 27 224 100 172 26 298 243 365 212 820
19 20 82 27 129 109 74 26 209 173 369 63 605
Sum 380 1829 496 2705 2086 1767 502 4355 4539 8789 6681 20009
makes the ﬁrst few approximate eigenvalues of the linear eigenvalue problem correct up to eleven decimal digits.
Besides, one can perform a few CG (MINRES) iterations for computing approximate eigenvectors on the ﬁne grid,
which are used as initial guesses for the RQI. By properly choosing the number of iterations for the implementation of
the CG (MINRES) method, the total number of iterations on the ﬁne grid can be reduced up to 60% if we compare with
that of solving linear systems to the desired accuracy, namely, 10−9.Algorithm 2.2 has the following characteristics: (i)
a cluster of eigenvalues on the ﬁne grid can be computed completely; (ii) separation of eigenvectors on the coarse grid
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Table 9
The ﬁrst nineteen eigenvalues of the discretized quasilinear ESP in 3D with periodic boundary conditions, computed byAlgorithm 4.2 with h˜= /58 ,
h = /564 , and 10 iterations of the MINRES in Step 2(ii)
m Coarse grid Fine grid

h˜
Residual h in Step 2 Residual h in Step 3 Residual RQIs
1 1.99902887997 0.17[−9] 1.99917431576 0.76[−1] 1.99916542958 0.50[−9] 2
2 96.96242090363 0.14[−9] 101.91945007141 0.26[+1] 101.91820549485 0.42[−9] 2
3 96.96242090364 0.15[−8] 101.91945007141 0.26[+1] 101.91820549485 0.42[−9] 2
4 96.96296536442 0.95[−10] 101.92001419965 0.27[+1] 101.91876710735 0.47[−9] 2
5 96.96296536442 0.74[−10] 101.92001419965 0.27[+1] 101.91876710734 0.50[−9] 2
6 96.96296536442 0.29[−9] 101.92001419965 0.27[+1] 101.91876710734 0.48[−9] 2
7 96.96296536442 0.50[−9] 101.92001419965 0.27[+1] 101.91876710734 0.48[−9] 2
8 191.42826810522 0.19[−9] 201.34908565733 0.75[+1] 201.33943531018 0.50[−9] 2
9 191.42826810522 0.21[−9] 201.34908565733 0.75[+1] 201.33943531019 0.48[−9] 2
10 191.92606285942 0.21[−9] 201.84778520312 0.76[+1] 201.83790692756 0.45[−9] 2
11 191.92606285942 0.45[−8] 201.84778520312 0.76[+1] 201.83790692756 0.45[−9] 2
12 191.92692624939 0.21[−9] 201.84812801472 0.75[+1] 201.83847234575 0.46[−9] 2
13 191.92692624939 0.15[−9] 201.84812801471 0.75[+1] 201.83847234575 0.45[−9] 2
14 191.92692624939 0.19[−9] 201.84812801471 0.75[+1] 201.83847234575 0.52[−9] 2
15 191.92692624939 0.45[−9] 201.84812801471 0.75[+1] 201.83847234575 0.51[−9] 2
16 191.92715177412 0.95[−10] 201.84821717095 0.75[+1] 201.83857759355 0.50[−9] 2
17 191.92715177412 0.45[−9] 201.84821717095 0.75[+1] 201.83857759354 0.36[−9] 2
18 192.42757543004 0.34[−9] 202.34866823909 0.75[+1] 202.33897273911 0.51[−9] 2
19 192.42757543004 0.23[−8] 202.34866823910 0.75[+1] 202.33897273911 0.49[−9] 2
m Fine grid Total
h in Step 3 Residual RQIs h in Step 3 Residual RQIs RQIs
1 1.99916541733 0.50[−9] 1 1.99916541734 0.46[−9] 1 4
2 101.91820547283 0.36[−9] 1 101.91820547284 0.47[−9] 1 4
3 101.91820547282 0.34[−9] 1 101.91820547283 0.45[−9] 1 4
4 101.91876709355 0.52[−9] 1 101.91876709356 0.48[−9] 1 4
5 101.91876709355 0.50[−9] 1 101.91876709356 0.52[−9] 1 4
6 101.91876709355 0.52[−9] 1 101.91876709356 0.50[−9] 1 4
7 101.91876709355 0.49[−9] 1 101.91876709356 0.49[−9] 1 4
8 201.33943164069 0.49[−9] 1 201.33943164236 0.52[−9] 1 4
9 201.33943164069 0.50[−9] 1 201.33943164236 0.52[−9] 1 4
10 201.83790690547 0.48[−9] 1 201.83790690547 0.52[−9] 1 4
11 201.83790690546 0.49[−9] 1 201.83790690548 0.51[−9] 1 4
12 201.83847233194 0.47[−9] 1 201.83847233195 0.51[−9] 1 4
13 201.83847233194 0.52[−9] 1 201.83847233195 0.52[−9] 1 4
14 201.83847233194 0.44[−9] 1 201.83847233195 0.50[−9] 1 4
15 201.83847233195 0.44[−9] 1 201.83847233195 0.50[−9] 1 4
16 201.83857758128 0.49[−9] 1 201.83857758129 0.45[−9] 1 4
17 201.83857758128 0.49[−9] 1 201.83857758129 0.44[−9] 1 4
18 202.33897640245 0.49[−9] 1 202.33897640079 0.48[−9] 1 4
19 202.33897640245 0.52[−9] 1 202.33897640078 0.50[−9] 1 4
The linear potential V˜ (x, y, z) = 2 + sin(20x + 10y − 10z).
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is preserved on the ﬁne grid; (iii) eigenvalues in different clusters can be treated simultaneously. In order to implement
the algorithm successfully two rules must be followed. (1) Choose proper coarse and ﬁne grids so that the multiplicity
of eigenvalues of these two grids must be consistent. (2) Choose a proper number of eigenvalues to compute so that the
multiplicity of eigenvalues is never missed. Moreover, if we wish to compute more eigenpairs on the ﬁne grids, then
we should reduce the meshsize of the coarse grid. For instance, in the 2D and 3D problems we may choose h˜ = 116 ,
and h˜ = 18 , respectively.
Next, we apply Algorithm 4.2 to compute the ﬁrst few eigenpairs of the quasi-linear ESP eigenvalue problem.
More precisely, the continuation method together with the block Lanczos method are applied to solve the nonlinear
Schrödinger eigenvalue problem iteratively on the coarse gird. Finally, we use the eigenpairs obtained on the coarse
grid as the initial guesses for the computations of their counterparts on the ﬁne grid, where the RQI is used as the
eigensolver. Our numerical results show that the ﬁrst few eigenvalues of the ESP agree with those of the Schrödinger
eigenvalue problem to at least two decimal digits. The eigenvectors we obtained for the ESP can be used as basis
functions for the numerical solutions of the SP system.
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