Abstract-A new Input-Output qualitative notion, closely related to passivity, is introduced for general nonlinear systems with inputs and outputs and its usefulness in proving convergence in positive feedback interconnections is investigated. This property, roughly speaking, plays for positive feedback the natural counter-part of what passivity is for negative feedback interconnections.
I. INTRODUCTION
The theory of passivity and the Input-Output paradigm have played a central role in the analysis and synthesis of control systems, [8] , [9] , [4] , [5] , [6] , [7] . This is clearly due to its stringent physical meaning as well as its deep connections with the underlying algebraic structure of linear systems and the richness of frequency domain interpretations which hold even for certain classes of nonlinear systems. In particular, passivity provides a unified framework for understanding, both for linear and nonlinear systems, stability or instability of negative-feedback interconnections. Roughly speaking, negative feedback interconnections of passive systems are well behaved because there is a natural notion of energy for the interconnected system which is dissipated. On the contrary, positive feedback may have a destabilizing effect and instability or unboundedness of trajectories may easily result. Despite this, its importance in many fields of applications, such as molecular biology or chemistry, has been clearly highlighted. In particular, positive feedback is responsible for the existence of multiple steady states [1] , [3] . This is a feature that only in few engineering applications (such as memory devices) is taken into account, but it seems to be a crucial feature of living cells. Rather surprisingly a close relative of passivity (which will be later introduced and discussed) allows a convergence analysis of positive feedback loops pretty much in the same way that passivity does for negative feedback interconnections. Let us for the moment think of a dynamical system as a map which associates inputs to outputs. Assume for simplicity that inputs as well as outputs be functions of class C 1 . In many dynamical systems of practical relevance the Input-Output map exhibits the following qualitative property: whenever the input varies the output tends to follow although possibly in a smoother way and possibly with some delay. Our aim is to have a notion which quantifies how rapidly the output tracks the input. This qualitative idea can be made more precise by y u Fig. 1 . u, y responses of a system with counter clockwise I/O dynamics looking at trajectories in the u − y plane. Let us assume that the input is a sinusoidal signal. If the corresponding output is again a delayed sinusoidal signal and the phaselag is in between (0, π) then the corresponding plot in the u − y plane encircles a positive area (counter-clock-wise rotation). If the delay is higher instead a negative area is encircled and rotation in the u − y plane is clock-wise (see Fig. 1 ). The notion we introduce makes this simple idea rigorous for general nonlinear dynamical systems. For the time being we consider finite dimensional nonlinear systems of the following form:ẋ
where f : R n × R m → R n is locally Lipschitz in x, u and the output map h : R n × R m → R m is for simplicity taken to be of class C 1 . Definition 1.1: We say that a system has Counter ClockWise Input-Output dynamics (CCD) if, for any initial condition ξ and any differentiable and uniformly bounded inputoutput pair u − y, (with y(·) := h(x(·, ξ, u), u(·)) ) the following inequality holds:
Restricting the attention at periodic input signals u(t) and assuming that y(t) is asymptotically periodic of the same period, condition (2) really amounts to asking that the area encircled by the curve γ(t) := (u(t), y(t)) in the (u, y) − plane be positive. The relation with passivity becomes clear integrating by part the expression in (2):
Thus, counter-clockwise I-O dynamics amount in some sense to passivity of the system with respect to the outpuṫ y = ∂h ∂x f (x, u). This also gives a direct way of checking and defining the property which does not involve input derivatives. However, the physical meaning in Input-Output terms is much more transparent if definition 1.1 is adopted.
As for passivity it is of interest to consider a slightly stronger notion of counter-clockwise I-O dynamics. Definition 1.2: We say that a system has Strictly Counter Clock-Wise Input-Output dynamics (SCCD) if, for any initial condition ξ and any differentiable and uniformly bounded input-output pair u − y, (with y(·) = h(x(·, ξ, u), u(·)) ) the following inequality holds:
(4) for some positive definite function ρ and some K ∞ function γ. Remark 1.3: Notice, with respect to the standard passivity theory, where strict dissipativity notions are defined in terms of quadratic supply functions, we decided here to keep the notion as general as possible by introducing an arbitrary positive definite function ρ (which plays the role of the supply function) and a rescaling factor γ which potentially can arbitrarily reduce the amount of "integrated area" (or dissipated energy if we like to pursue the passivity analog) over compact sets.
Remark 1.4:
It is worth pointing out that the notion of counter-clockwise I-O dynamics is, unlike standard passivity, invariant with respect to translations in u and y. In fact, defining new inputs and ouputs asỹ = h(x, u) +ȳ and u = u +ū we have:
A symmetric argument applies to the termu ỹ. Therefore, taking lim inf in (5) for any uniformly bounded input output pair (u, y) we have that condition (2) is satisfied. The same argument applies to Strictly Counter-clockwise I-O dynamics. This fact, apparently of little relevance, is instead of paramount importance. It means that one is allowed to analyze feedback interconnections, without "apriori" having a notion of zero-input and zero-output. In other words the system is free to adjust itself to a different equilibrium point, according to what the steady state characteristic of the feedback system looks like (and this steady state characteristic may indeed be very uncertain and not apriori known). For this same reason, multiple equilibria, possibly corresponding to different steady state values of u and y, which may arise when closing a feedback loop around the system are allowed and can be analyzed within this set-up.
II. PRELIMINARY RESULTS
As for passivity property, the class of system with counter-clockwise I-O dynamics is closed under certain type of interconnections.
Proposition 2.1: The parallel interconnection of CCD systems is again CCD.
Proof: The proof is easy recalling that parallel interconnections are characterized by the following equations:
Proposition 2.2:
The positive feedback interconnection of systems with counter clock-wise dynamics is again a system with counter clock-wise dynamics.
Proof: Consider systems:
with counter clock-wise I/O dynamics with respect to the inputs u 1 = [u 1a , u 1b ] and u 2 = [u 2a , u 2b ] and the outputs y 1 , y 2 of compatible dimensions. The proof is straightforward recalling that positive feedback interconnections are characterized by the following equations:
The property can be characterized in the frequency domain when considering linear systems. In fact, a straightforward proof which exploits Parceval equality and which we omit for space reasons, shows that CCD amounts to asking that the phase-lag induced by the system be included in [−π, 0] over all possible frequencies.
Theorem 1: Consider a SISO, causal, linear system, with transfer function G(s). The system has counter clock-wise I-O dynamics if and only if:
III. HOW TO USE THE PROPERTY.
The central idea in this note is to exploit the notion of counter-clockwise Input-Output dynamics in order to prove convergence and stability results for interconnected nonlinear systems. In order to understand what kind of results we can expect and how they differentiate from the passivity theorem it is useful to first deal with the linear case. In the linear case, the passivity theorem deals with the negative unitary feedback of a cascade of two passive systems. Roughly speaking each system can be described by a (strictly) Positive Real transfer function, hence its phase-lag is comprised in the interval (−π/2, π/2), and the cascade of two such system has a phase-lag which is contained in (−π, π). In the complex plane this can be interpreted by saying that the Nyquist diagram never intersects the negative real axis, so if the systems are asymptotically stable to start with, the closed loop system under negative unitary feedback will also be stable (see Fig.  2 ).
Systems with (strictly) counter clock-wise I/O dynamics instead have a phase-lag included in [0, π). Hence the Nyquist diagram of the cascade of two such systems only meets the positive real axis for ω = 0 (except the trivial case of a static system) (see Fig. 2 ) . This means that unitary positive feedback may destabilize the systems, however two significant facts occur:
• a small gain theorem holds for such systems, formulated in terms of static gains of the system (namely only the gain for ω = 0 is relevant).
• boundedness of solutions implies convergence of trajectories (the first and only crossing of the real axis happens for ω = 0, hence it corresponds to an eigenvalue in zero)
The second item in particular, usually of little interest for linear systems, is instead of paramount importance for the class of nonlinear systems that we would like to consider. These are typically systems for which boundedness of trajectories trivially holds (variables which express concentrations are intrinsically bounded), so the major question is to be able to prove convergence to equilibria and rule out the possibility of complex behaviours. In order to state our main result we need some additional definitions. Definition 3.1: We say that a system admits a well defined Input-State static characteristic if for all constant input signal u(t) ≡ u, and all initial conditions ξ the corresponding solution exists and admits a limit as t → +∞. In particular the I/S characteristic k x is the map (possibly multivalued)
We also define Input-Output characteristic k y as follows:
n . Notice that the systemẋ = 0, y = 0 has constant detectable trajectories but is not statically observable. Hence the two properties are independent from each other. We are now ready to state the main result:
Theorem 2: Consider the positive feedback interconnection of two systems with strictly counter clock-wise I-O dynamics:
Then, for any uniformly bounded solution Proof: Consider the feedback interconnection (7) . By assumption each of the subsystems has strictly counter clock-wise Input-Output dynamics, hence:
Taking sums in both sides of the inequalities above and exploiting the conditions u 1 = y 2 and u 2 = y 1 we obtain:
Just a sign change yields the more intuitive condition:
Let us consider uniformly bounded solutions, so we can replace |x 1 | and |x 2 | by their upper-bounds M 1 and M 2 and simplify (9) as follows:
Thus ρ 1 (|ẏ 1 |) and ρ 2 (|ẏ 2 |) are integrable functions. Moreover, by Lipschitzianity of f and boundedness of x(t), x(t) is a uniformly continuous function. Again by boundedness of x so is f (x(t)), and therefore the same applies tȯ y i (i = 1, 2). By boundedness ofẏ i and continuity of ρ i it follows that also ρ i (|ẏ i |) is uniformly continuous and hence by Barbalat's lemma ρ i (|ẏ i (t)|) → 0 as t → +∞. By boundedness ofẏ i (t) and positive definiteness of ρ alsoẏ i (t) → 0. This completes the proof of the first statement. Let us assume that both systems admit I/S static characteristics. Hence, for any bounded solution
Since any solution inside N converges by assumption (the input to each subsystem is constant), the only possible invariant sets are the union of equilibria and a bunch of connecting orbits. If the equilibria are isolated, the only possibility of having multiple equilibria within an ω limit set with a connecting orbit between them in N is provided that for all such equilibria y i be the same. Hence, isolated equilibria imply that y i (t) converges as t → +∞. If in addition the systems are statically observable, then the equilibrium is unique, since y 1 (t) ≡ȳ 1 and y 2 (t) ≡ȳ 2 implies at most one equilibrium for each subsystem. The connecting orbits are in this case a bunch of homoclinic trajectories contained in N . Finally constant detectable trajectories rule out the possibility of having homoclinic orbits included in N , therefore the only possibility is that x(t) be convergent to a single equilibrium.
IV. SMALL GAIN THEOREM
It is interesting, for stable linear systems with counter clock-wise I/O dynamics, to consider positive feedback interconnections. In particular, the feedback interconnection is again an asymptotically stable system with counter clockwise I-O dynamics provided that the product of DCgains be strictly less than 1. This simple result, which we prove rigorously below, is very useful in order to perform bifurcation analysis in a nonlinear set-up. In fact, static gains can be easily computed by looking at slopes of I/O steady state characteristics; the condition that the product of slopes be strictly less than one amounts to asking that the discrete dynamical system induced by looking at the compositions of the steady state characteristics be locally asymptotically stable at some fixed point. It is worth pointing out that, unlike the case of monotone systems (for which an analogous result holds [1] , [2] ), this time the L ∞ to L ∞ gain could be arbitrarily larger than the DC-gain. (for monotone systems, instead, I/O steady-state characteristics naturally provide a bound on the gain of the system under arbitrary limited input signals).
Theorem 3: Consider two asymptotically stable SISO linear systems connected in feedback:
Assume further that both systems have counter clockwise I-O dynamics and at least one of them enjoys the "strict" property. Then, 1) the system is asymptotically stable if and only if
2 B 2 ] = 1 implies the existence of a strictly dominant eigenvalue in zero, viz. Re(λ i ) < 0 for all i : λ i = 0.
Proof: Let γ 1 and γ 2 denote the DC-gains of the x 1 and x 2 subsystems, viz.
We show first that γ 1 ·γ 2 = 1 implies the existence of a zero eigenvalue for the closed-loop system. Consider the matrix associated to system (11).
We want to show that there exists some v = [v 1 , v 2 ] so that Av = 0. Expoiting the structure of A yields:
Isolating v 1 and v 2 in system (13) yields:
there exists non-trivial solutions v 1 and v 2 . Notice that we did not exploit the counter-clockwise I-O dynamics assumption yet.
Consider now the k-parameterized family of systems:
Clearly (15) is asymptotically stable for k = 0. Hence we can define the gain-marginḠ := sup{G ≥ 0 : (15) is asymptotically stable ∀ k ∈ [0, G)}. We want to show thatḠ > 1 if and only if the small gain condition
eigenvalue of (15). This in turn impliesḠ ≤ 1. We only need to show the converse implication.
Assume now that the small gain condition be satisfied, we want to show thatḠ > 1. Assume by contradiction that 0 < k ≤ 1 exists so that (15) is not asymptotically stable. Let, without loss of generality takek = inf{k ∈ [0, 1] : (15) is not asymptotically stable}. By continuity of eigenvalues we have that the matrix
has at least one eigenvalue on the imaginary axis. Sincē kγ 1 ·kγ 2 < 1, and by asymptotic stability of the individual subsystems, we can rule out the possibility of an eigenvalue in zero. We only need to exclude the possibility of an imaginary eigenvalue. Let jω be such an eigenvalue and v = 0 the associated eigenvector. Then x(t) = e jωt v + e −jωt v is a solution of (15). Let y 1 (t) = [C 1 , 0] x(t) and y 2 (t) = [0, C 2 ] x(t) be the corresponding output signals. We now exploit the counter clockwise I-O dynamics conditions.
Since y 1 is periodic of period 2π/ω the only possibility is y 1 (t) =ẏ 1 (t) ≡ 0; However, y 1 ≡ 0 implies by asymptotic stability of the x 2 subsystem x 2 → 0. Consequently, y 2 → 0 and ultimately x 1 → 0. Therefore the only possibility is v = 0 which is a contradiction.
V. SOME REMARKS ON STATIC NONLINEARITIES
The geometrical interpretation of counter clock-wise input-output dynamics clearly shows that static scalar nonlinearities enjoy the counter clock-wise I-O dynamics property in a non-strict sense. Analytically this can be proved for C 1 static scalar nonlinearities k(u) : R → R by showing that:
where F (u) = u 0 k (s)s − k(s) ds. One might be tempted to conjecture that the cascade of a SISO CCD system with a static scalar nonlinearity be still a system enjoying the counter clock-wise I-O dynamics property. This is not the case, however, even for linear systems. We show next a Its phase-lag is for all frequencies in between 0 and π. We picked the input u(t) = sin(t) + 3 sin(3t). The corresponding (u, y) graph is shown in Fig. 3 . It is easy to see that consistently with the property phisical interpretation the area encircled by the (u, y) plot is positive, although sum of 3 different contributions of which the one corresponding to the central region is negative. The distortion introduced by the arctan function however makes the negative region much larger than the positive area, so that the system in question, cascaded with a simple arctan nonlinearity does not satisfy the Counter Clock-wise I-O dynamics. It is easy to graphically check that the positive area encircled by the loop in the (u, arctan(y)) plane is much larger than the negative area. We now turn our attention to static MIMO nonlinearities. It turns out that also MIMO static nonlinearities enjoy the Counter Clock-Wise I-O dynamics property under relatively mild regularity assumptions.
Proposition 5.1: (2) is satisfied for the static system defined by
Proof: We need to check that the integral:
is lower bounded as T → +∞ for any choice of u ∈ L ∞ . It is a straightforward calculation to show that:
which completes the proof of the result.
Remark 5.2:
We remark that the condition in Proposition 5.1 is trivially satisfied when k(·) is just the parallel of m scalar nonlinearities, viz:
. Moreover, it can be shown that the condition is not only sufficient, but also necessary for C 1 static nonlinearities in order to satisfy the counter clock-wise I-O dynamics condition.
VI. EXAMPLES OF SYSTEMS WITH COUNTER-CLOCKWISE I-O DYNAMICS
A. Scalar systems on R Consider the scalar system:
where g(x) > 0 for all x ∈ R, Dh(x) > 0 and γ admits a non-decreasing left inverse, γ L , such that γ L (γ(u)) = u for all us (for instance if γ is monotone). Then the system has counter clock-wise I-O dynamics.
Proof: Consider the following expression:
Then, taking the integral from 0 to T yields:
where F is the primitive of Dh · γ L (−f/g) and the last inequality follows from uniform boundedness of x and continuity of F . A similar proofs applies also for systems in which inputs and states are coupled in a more general way, as long as the term ∂f /∂u(x, u) is sign definite. We do not include the proof for space reasons.
B. Second order systems
Just as an example of second-order nonlinear systems which may enjoy this property consider the nonlinear damped oscillator of equations:
where γ(x,ẋ) ≥ 0 is a dynamical friction state-dependent coefficient. We claim that the system has counter-clockwise I-O dynamics from u to the output x. In fact: This completes the proof. This fact can be proven in full generality for Hamiltonian systems. Proposition 6.1: Any Hamiltonian system with dissipation has counter-clockwise I-O dynamics from the inputforce τ i to the corresponding coordinate q i .
VII. CONCLUSIONS
The paper deals with a new I-O property of nonlinear dynamical systems. Roughly speaking, this property is a nonlinear analog of the notion of a linear system with phaselag in the range [0, π) radiant. It is shown how to use the result in the analysis of positive feedback loops as well as in bifurcation analysis for nonlinear systems. Some simple examples are discussed in order to illustrate the results. Much remains to be done; for instance a rigorous Lyapunov characterization of the property, as well as examples of applications in areas where positive feedback naturally arises: neural networks, molecular biology. In particular, in order to make such properties accessible to people in biology it seems of paramount importance to build "libraries" of systems which enjoy the property irrespective of the specific parameters values involved in equations. One such class is that of Hamiltonian systems, but it seems more useful in molecular biology applications to develop conditions for systems with a sign-definite jacobian. Another promising research direction which is currently under investigation is the analysis of counter-clockwise dynamics with respect to some (or all) density functions sitting on the (u, y) plane. We defer results in this area to a forthcoming journal paper.
