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Abstract. We compute the partition function of the q-states Potts model on a
random planar lattice with p ≤ q allowed, equally weighted colours on a connected
boundary. To this end, we employ its matrix model representation in the planar limit,
generalising a result by Voiculescu for the addition of random matrices to a situation
beyond free probability theory. We show that the partition functions with p and q− p
colours on the boundary are related algebraically. Finally, we investigate the phase
diagram of the model when 0 ≤ q ≤ 4 and comment on the conformal field theory
description of the critical points.
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1. Overview
A planar map can be defined as a graph embeddable in the plane, modulo
homeomorphisms. The enumeration of planar maps, initiated by Tutte half a century
ago [1], has been a topic of long-running interest with important applications in
theoretical physics. When endowed with a statistical lattice model defined thereon,
the detailed knowledge of the asymptotic properties of large maps affords a rigorous
definition of the path integral for two-dimensional gravity coupled to matter or
equivalently, bosonic string theory in a non-critical target space dimension [2, 3, 4, 5]
– see also [6, 7] for a more general overview. The classification of boundary conditions
that can consistently be imposed on the boundary of the graph provides detailed insight
into the spectrum of the theory and as a result, the evaluation of the corresponding
generating functions has been of continued interest [8, 9, 10, 11, 12, 13, 14].
Here we compute the partition function W(p)(z) of the q-states Potts model [15]
on random planar maps with p ≤ q allowed, equally weighted colours on a connected
boundary, where z denotes the fugacity of a boundary link. For q = 2 and q = 3, all
of these correspond to boundary conditions of the Ising and Potts lattice models that
were found to be integrable on a fixed lattice by Behrend and Pearce [16]. To this end,
we employ the matrix model formulation as proposed long ago by Kazakov [17], defined
by a probability measure on q hermitian matrices {Xi}qi=1 of size N ×N of the form
dµ(X1, X2, . . .Xq) =
1
ZN,q
∏
〈ij〉
eNtrXiXj ×
q∏
i=1
e−NtrVi(Xi)dXi , (1)
where dXi denotes the integration over independent components,
dXi =
∏
1≤a≤b≤N
dRe(Xi)
a
b
∏
1≤a<b≤N
dIm(Xi)
a
b . (2)
Here, the partition function ZN,q normalises expectation values such that
∫
dµ = 1
and 〈ij〉 denotes the product over distinct i, j. In the particular case of random
triangulations, W(1)(z) was first found by Daul [18] and later Zinn-Justin [19] in the
saddle point approximation for integer 0 ≤ q ≤ 4, and by Bonnet and Eynard [20, 21]
using the method of loop equations; the latter also found an algebraic equation for
W(1)(z) when arccos((q − 2)/2)/π is rational. See also [22, 23] for related results. More
recently, the authors of [24] considered a combinatorial approach using the so-called
“loop-gas” representation of the Potts model on planar maps without reference to a
matrix integral, from which a pair of coupled functional equations for W(1)(z) and
a function related to W(q)(z) was obtained and solved. For q = 2, the relationship
between W(1)(z) and W(2)(z) has been expressed succinctly from the perspective of the
boundary renormalisation group [8, 9], a picture which later was extended to non-planar
geometries [13] and arbitrary face degrees [14]. Indeed, these investigations revealed
that different boundary conditions yield inequivalent algebraic equations satisfied by
the corresponding generating functions. However, a system
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relationship between different boundary conditions for more general values of q and p
appears to be lacking and herein we report on some progress on this matter.
As will be discussed in Section 2, W(p)(z) is given by the Stieltjes transform of the
spectral density of the sum of p hermitian random matrices of infinite size. A more
mathematically inclined characterisation of the problem solved in this paper thus goes
as follows: given a set of q hermitian random matrices distributed according to (1) and
a positive integer p ≤ q, what is the spectral density of the sum X1 + X2 + . . .Xp as
N →∞? For the simpler case of uncorrelated matrices, the answer has been succinctly
summarised in the context of free probability [25, 26], going back to Voiculescu’s
observation of the asymptotic freeness of Gaussian independent random matrices [27]:
given a spectral density ρX(z), define the R-transform via the functional inverse of its
Stieltjes transform WX(z),
RX(z) = W−1X (z)−
1
z
. (3)
Now assume Y is freely independent from X. Then the free (additive) convolution
ρX ⊞ ρY is defined by ρX+Y . The results of free probability theory [27] state that the
latter is obtained from ρX and ρY by
(i) computing RX+Y by adding the respective R-transforms,
RX+Y (z) = RX(z) +RY (z) , (4)
(ii) inverting the relationship Equation (3),
W−1X+Y (z) = R
X+Y (z) +
1
z
. (5)
The spectral density for the sum X + Y can then be read off from the imaginary part
of the inverse function,
ρX+Y (x) =
1
π
Im WX+Y (x)+ . (6)
We follow [28] in referring to the key relationship given by (5) as Voiculescu’s formula.
Clearly the matrices {Xi}qi=1 distributed according to (1) are not freely independent –
their correlations prevent us from applying Voiculescu’s formula to compute the spectral
densities for sums likeX1+X2+. . .Xp. Our strategy to obtain the disk partition function
of the Potts model involves a suitable generalisation of the R-transform and using it to
evaluate the spectral density and hence W(p)(z).
This article is organised as follows: Section 2 reviews the matrix model formulation
and defines the observables of interest. In Section 3, we state the main results in
Propositions 3.1 and 3.6 and discuss how our results reduce to Voiculescu’s formula
when the interactions of the Potts model are turned off. In Section 4, we study hard
dimers, the Ising model and the 3-states Potts model on planar triangulations as simple
examples in greater detail, deriving explicit expressions for the spectral curve for given
p and comparing our results to the literature where available. In Section 5, we proceed
to investigate the phase diagram of the model when 0 < q < 4 and comment on the
conformal field theory description of the scaling behaviour associated with the critical
points. Finally, we discuss the implications of our results in Section 6.
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2. Definition of the model
Following [17, 18, 19, 20, 21], we use (1) to define observables of the q-states Potts model
on a random planar lattice. A distinguishing feature of this measure are the exponentials
of trXiXj in (1), breaking the overall U(N)×O(q)-invariance of the remaining factors.
Here we confine our study to the case Vi(z) = U(z) + z
2/2 ∀i for a fixed polynomial
U(z) =
∑k+2
m=2 tmz
m/m, rendering the q states of the statistical system indistinguishable.
In this case, the measure remains invariant under the overall symmetries
Xi → U †XiU , U ∈ U(N) , and Xi → Xσ(i) , σ ∈ Sq , (7)
where Sq denotes the symmetric group of order q!. This is to be contrasted with the
“multi-matrix chain” studied for example in [29, 30], for which Z2 is preserved in place of
Sq. Our definition includes a subset of the statistical RSOS models on a random lattice,
which are indexed by simply laced Dynkin diagrams [31] and have been described using
matrix integrals by Kostov [32]. In particular, for (q, k) = (2, 1), (1) describes the A3
model and for (q, k) = (3, 1) the D4 model on random triangulations, respectively.
The desired quantities W(p)(z) can now be defined as follows: Given σ ∈ Sq/(Sp ×
Sq−p), we define the partition function of the model on a random lattice with p allowed,
equally weighted colours on a single connected boundary containing a marked point as
W(p|σ)(z) =
1
N
〈
tr
1
z −X(p|σ)
〉
, X(p|σ) =
p∑
i=1
Xσ(i) , (8)
where here and in what follows 〈·〉 denotes the average with respect to the measure
(1) and z denotes the fugacity of a boundary link. As a result of the permutation
symmetry, for given p, all |Sq/(Sp × Sq−p)| =
(
q
p
)
partition functions W(p|σ)(z) are
described by the same function, so that we henceforth abbreviate W(p)(z) := W(p|σ0)(z)
for a representative σ0 and denote the spectral density of the sum X(p|σ) by ρ(p)(z). Note
that for p = 1, our definition of W(p)(z) reduces to the one studied in [17, 18, 19, 20, 21].
We conclude this section with a helpful lemma which expresses the partition
function as single integral over effective matrix variables X0 and P± by a series of
integral transformations. Thinking of {Xi}qi=1 as coordinates on configuration space,
these simply correspond to linear canonical transformations on the corresponding phase
space. This circumvents a notorious difficulty presented by the measure (1), which when
written as a function of the eigenvalues of the matrices Xi, i > 0, leads to a complicated
integral over the unitary group [17, 18].
Lemma 2.1. Let h > 0 and abbreviate the integral transformations
γ±(X) =
∫
R
dP±f(P )e
−N
2
trP 2±eNtrP±X/
√
e±2h−1 , (9)
γ′±(P ) =
∫
Γ
dXf(X)eNtrPX
√
1−e∓2h , (10)
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where the subscripts below the integrals indicate the integration cycle for the
corresponding eigenvalues. Then up to an overall constant, the partition function in
(1) can be written as
ZN,q =
∫
R
dP+ e
−N
2
(1−e−2h)trP 2
+
(
γ′+
[
e−NtrU
]
(P+)
)q
(11)
=
∫
R
dX0 γ+
[
(γ′+[e
−NtrU ])p
]
(X0) γ−
[
(γ′−[e
−NtrU ])q−p
]
(X0) (12)
=
∫
R
dX0
(
q∏
i=1
∫
Γ
dXi e
−NtrU(Xi)
)
× γ+[1]
(
X0 + 2 sinh(h)
p∑
i=1
Xi
)
× γ−[1]
(
X0 − 2 sinh(h)
q∑
i=p+1
Xi
)
. (13)
Proof. We begin by showing equality of (12) and (13), and then equality to ZN,q.
Subsequently showing equality to (11) completes the proof. By definition, we can write
γ±
[(
γ′±[e
−NtrU ]
)n]
(X0) =
∫
R
dP± e
−NtrP 2/2 eNtrX0P±/
√
e±2h−1
×
(
n∏
i=1
∫
Γ
dXi e
−NtrU(Xi) eNtrP±Xi
√
1−e∓2h
)
.(14)
In general, there are deg U ′ = k+1 independent cycles Γ that render this iterated integral
absolutely convergent for finite N . Hence we can apply the Fubini-Tonelli-theorem, that
is, exchange the order of integration:
γ±
[(
γ′±[e
−NtrU ]
)n]
(X0) =
(
n∏
i=1
∫
Γ
dXi e
−NtrU(Xi)
)
× γ±[1]
(
X0 ± 2 sinh(h)
n∑
i=1
Xi
)
. (15)
Inserting this result into (12) proves equality to (13). To obtain equality to ZN,q, note
that up to an overall multiplicative constant,
eNtr(
∑q
i=1Xi)
2
/2 =
∫
R
dX0 γ+[1]
(
X0 + 2 sinh(h)
p∑
i=1
Xi
)
× γ−[1]
(
X0 − 2 sinh(h)
q∑
i=p+1
Xi
)
. (16)
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Inserting this result into (13) and interchanging the order of integration between X0 and
Xi by the same argument proves equality to ZN,q. It remains to show equivalence to
(11). Starting from (13), we may use (14) to write the action of γ+ on (γ
′
+[e
−NtrU ])p and
of γ− on (γ
′
−[e
−NtrU ])q−p as Gaussian integrals over two matrices P+, P−, respectively.
Performing the integration over P− and subsequently X0, we are left with (11). As a
cross-check, it is straightforward to confirm that (11) equals our initial definition of ZN,q
by writing out the qth power of γ′+[e
−NtrU ] as a product of integrals over Xi, i = 1 . . . q
and reversing the order of integration with P+.
3. Planar limit
This section is concerned with the explicit evaluation ofW(p)(z) in the planar limit and is
organised as follows: Subsection 3.1 expresses W(p)(z) via the p-independent spectrum
of the matrix Y ≡ √1− e−2hP+ appearing in (11). The spectrum is then obtained
explicitly in Subsection 3.2 – a problem first solved in [18, 29] and rederived here for
arbitrary q 6= 4. Finally, in Subsection 3.3, we discuss how Voiculescu’s formula (5)
arises as a special case of our results in the limit of vanishing interaction strength of
the Potts model. For any hermitian matrix X with eigenvalues {xi}Ni=1, we define the
large-N spectral density
ρX(x) = lim
N→∞
1
N
〈
N∑
i=1
δ(x− xi)
〉
, (17)
and introduce its Stieltjes transform
WX(z) =
∫
supp ρX
dx
ρX(x)
z − x , z /∈ supp ρX . (18)
To streamline the presentation, for any pair of N × N matrices (X,P ), we also define
the averages
GXP (z) =
1
N
∂
∂z
ln
〈
det
1≤k,l≤N
eNxkpl
〉
pN=z
, z /∈ supp ρP , (19)
GPX(z) =
1
N
∂
∂z
ln
〈
det
1≤k,l≤N
eNxkpl
〉
xN=z
, z /∈ supp ρX . (20)
The key property of the above functions is that GXP (G
P
X(z)) = z (1 +O(1/N)) for large
N [33, 29].
3.1. Saddle point equations
We begin by stating the main result of this section, Proposition 3.1. This rests on
Lemmas 3.4 and 3.5, which we then derive before concluding with the proof of the
proposition.
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Proposition 3.1. Let the random matrix P+ be defined as in Lemma 2.1, and set
Y =
√
1− e−2hP+. Then for N → ∞, the spectral density of the sum of p matrices
distributed according to (1) is given by‡
ρ(p)(z) =
1
2πi
[
GY(p)(z)+ −GY(p)(z)−
]
, (21)
where GY(p)(z) is the functional inverse of
G
(p)
Y (z) =
p
q
(z −WY (z)−) + q − p
q
WY (z)+ . (22)
Remark 3.2. Generally, GY(p)(z) is a multi-valued function so that we need to specify the
sheet on which (21) is evaluated – this ambiguity is fixed by requiring limz→∞ z W(p)(z) =
1.
Corollary 3.3. When GY(p)(z) satisfies an algebraic equation of the form
F(p)(z, G
Y
(p)(z)) = 0, then G
Y
(q−p)(z) follows from
F(p)
(
GY(q−p)(z)− z, GY(q−p)(z)
)
= 0 . (23)
As announced, we proceed to formulate the main Lemmas involved in the proof of the
above results:
Lemma 3.4. In the limit N →∞, the matrix M = e−h∑pi=1Xi+eh∑qi=p+1Xi satisfies
WX0(z) = WM (z −WX0(z)) . (24)
Proof. This result follows from the translation invariance of the measure µ defined in
(1). Setting σ = id in (13) without loss of generality, consider the shift by a small
hermitian matrix§
X0 −→ X ′0 = X0 + ε
(
1
z −X0
1
z′ −M + h.c.
)
, ε≪ 1 , (25)
understood as a formal power series in z, z′. When M = e−h
∑p
i=1Xi + e
h
∑q
i=p+1Xi,
the variation of the product of the two gaussian integrals
I ({Xi}qi=0) ≡ γ+[1]
(
X0 + 2 sinh(h)
p∑
i=1
Xi
)
× γ−[1]
(
X0 − 2 sinh(h)
q∑
i=p+1
Xi
)
(26)
and the measure dX0 is respectively given to leading order by
‡ Throughout we denote by f(z)+ the value of a multivalued function f(z) on the physical sheet, and
by f(z)
−
the value on the sheet connected to the physical sheet by the physical cut.
§ See also [21] for an earlier application of this method of “loop equations” to the Potts matrix model.
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I ({Xi}qi=0) −→ I({Xi}qi=0) + εtr
1
z −X0
1
z′ −M (M −X0) +O(ε
2) , (27)
dX0 −→ dX0
(
1 + εtr
1
z −X0 tr
1
z −X0
1
z′ −M +O(ε
2)
)
. (28)
Demanding invariance of ZN,q to leading order in ε and approximating 〈trAtrB〉 =
〈trA〉〈trB〉+O(1/N) yields, as N →∞,
WM(z
′)−WX0(z) =
1
N
〈
tr
1
z −X0
1
z′ −M
〉
(WX0(z)− z + z′) . (29)
Evaluating the above at z′ = z −WX0(z) proves the Lemma.
Lemma 3.5. Let the matrices P+, X0 be defined as in Lemma 2.1, and set P+ =
Y/
√
1− e−2h and X0 = 2 sinh(h)X¯0. Then for z ∈ supp ρY as N →∞,
Re GX¯0Y (z) =
(
2p
q
− 1
)
Re WY (z) +
(
1
1− e−2h −
p
q
)
z . (30)
Proof. This result follows from the saddle point approximation applied to (11) and (12)
in Lemma 2.1. Setting
Y = Udiag({yn}Nn=1)U † ,
X0
2 sinh(h)
= V diag({xn}Nn=1)V † , (31)
with U, V ∈ U(N), we can perform the integration over U †V using the well-known result
[34, 35] ∫
U(N)
dU eλNtr[Y UXU
†] = const.× det1≤k,l≤N e
λNykxl
∆(x)∆(y)
∀λ ∈ C , (32)
where dU is the normalised Haar measure. It follows that, for the exponent of the
integrand in (12) to have an extremum, the eigenvalues {xn} and {yn} must satisfy
0 =
1
N
(
∂
∂yn
ln det
k,l
eNykxl +
∑
k 6=n
1
yn − yk
)
− yn
1− e−2h
+
p
N
∂
∂yn
ln γ′+[e
−NtrU ]
(
Y√
1− e−2h
)
. (33)
On the other hand, from (11) and (33) we find
0 =
2
N
∑
k 6=n
1
yn − yk +
q
N
∂
∂yn
ln γ′+[e
−NtrU ]
(
Y√
1− e−2h
)
− yn , (34)
which allows us to eliminate γ′+[e
−NtrU ](Y/
√
1− e−2h) between the above and (33)‖.
Taking N →∞ and using (19) yields (30) as advertised.
‖ It is the analysis of this quantity that leads us to the exact solution forWY (z) in the next subsection.
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Proof of Proposition 3.1 and Corollary 3.3. Equation (22) follows from Lemma 3.5 after
analytic continuation. Following an argument in [19], we note that the derivative w.r.t.
xN of the logarithm of (32) is an entire function of xN , which implies that as N →∞,
GYX(z) and WX(z) have the same discontinuity across the real axis. Applying this to
our situation, we conclude that when z ∈ supp ρY ,
GX¯0Y (z)± = Re G
X¯0
Y (z)± iπρY (z) , (35)
GYX¯0(z)± = Re G
Y
X¯0
(z)± iπρX¯0(z) . (36)
For h > 0, it follows from (11) that Y is hermitian, so WY (z) has no singularities in
the complex plane away from the real axis. Hence we can analytically continue (30) to
z ∈ C \ supp ρY using
GX¯0Y (z)+ −GX¯0Y (z)− = WY (z)+ −WY (z)− , (37)
which results in
GX¯0Y (z) =
p
q
(WY (z)+ − z)− q − p
q
WY (z)− +
z
1− e−2h . (38)
To obtain (21), note first that from Lemma 3.4, we find
WX¯0(z) = WM/(2 sinh(h))
(
z − 1
4 sinh(h)2
WX¯0(z)
)
, (39)
where we used the property WX(z) = λWλX(λx) for real λ. In the limit h → ∞,
M/(2 sinh(h))→∑qi=p+1Xi and consequently, from the above,
WX¯0(z)→W(q−p)
(
z +O(e−2h)) as h→∞ . (40)
We infer that in this limit, ρX¯0(z) → ρ(q−p)(z), which in conjunction with (36) yields
ρ(q−p)(z) = lim
h→∞
1
2πi
[
GYX¯0(z)+ −GYX¯0(z)−
]
. (41)
We thus obtain the desired expressions (21) and (22) from the above and (38) by
identifying GY
X¯0
(z) = GY(q−p)(z), and noting that according to (38), the analytic
continuation of G
(q−p)
Y (z) through supp ρY is given by z −G(p)Y (z),
G
(q−p)
Y (z)± = z −G(p)Y (z)∓ . (42)
The functional inversion relation then follows from GY
X¯0
◦ GX¯0Y = id. Finally, to show
Corollary 3.3, observe that according to (42), for an algebraic function F(p) in two
variables,
F(p)
(
z, GY(p)(z)
)
= 0 implies F(p)
(
z′ −G(q−p)Y (z′), z′
)
= 0 , (43)
since the analytic continuation merely takes us from one solution to the above equation
to another. Evaluating at z′ = GY(q−p)(z) proves the Corollary.
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3.2. General solution
The main result in Proposition 3.1 is expressed via the functional inverse of G
(p)
Y (z).
Generally, this functional inversion is most easily achieved by means of an explicit
parametric form of WY (z); Proposition 3.6 below provides just that for general q 6= 4
when U(z) is cubic, i.e. k = 1. Our conventions for elliptic functions are those of
Gradshtein and Ryzhik [36] and are spelled out in Appendix A.
Proposition 3.6. Let k = 1, ν = arccos((q−2)/2)/π and assume supp ρY = [z−, z+] ⊂
R as N →∞. Then
WY (z(σ)) =
1
4− q
(
qt2
t3
+ 2z(σ)
)
+
∑
n≥0
fn
n!
∂n
∂σn
[g(σ; ν) + g(σ;−ν)] , (44)
with the coefficients {fn} determined by the requirement limz→∞ zWY (z) = 1 and
z(σ) = δU +
√
(z+ − δU )(z− − δU)
(
ϑ2(πσ|τ)
ϑ3(πσ|τ)
)2
, (45)
g(σ; ν) = eipiνσ
ϑ3(πσ + πτν/2|τ)
ϑ3(πσ|τ) , (46)
where τ and δU are implicit functions of t2, t3.
Proof. We can determine the spectrum of Y from the saddle point equation Equation
(34) which is precisely the problem first considered in [18, 19]. To our knowledge, the
first large N analysis of γ′+[e
−NtrU ] for cubic U was done, if in a slightly different context,
by Gross and Newman in [37]. Using [37, eqns. (2.10), (2.11)], equation (34) can be
expressed as
z = 2Re WY (z) +
q
2
∫ z+
z−
dz′√
z′ − δU
ρY (z
′)√
z − δU +
√
z′ − δU
+ q
√
z − δU√
t3
− q t2
2t3
, z ∈ [z−, z+] , (47)
where δU solves the implicit equation
t2
4t3
+ δU =
√
t3
t
3/2
2
∫ z+
z−
dz
ρY (z)√
z − δU
. (48)
Let us resolve the branch point at δU by the change of variables w(z) =
√
z − δU , and
denote w(z±) = w±. Introducing the auxiliary function
f(w) =
∫ w+
w−
dw′
ρY (δU + w
′2)
w − w′ , (49)
we derive the two identities
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Re WY (z) = Re f(w(z)) + f(−w(z)) , z ∈ [z−, z+] , (50)
f(−w(z)) = −1
2
∫ z+
z−
dz′√
z′ − δU
ρY (z
′)√
z − δU +
√
z′ − δU
. (51)
We can then rewrite (47) in the equivalent form
2Re f(w)+ (2− q)f(−w) = δU +w2− q w√
t3
+ q
t2
2t3
, w ∈ [w−, w+] .(52)
A particular polynomial solution to the above equation when q 6= 4 is
fr.(w) =
qt2
2t3(4− q) −
w√
t3
+
δU + w
2
4− q . (53)
The general solution will therefore differ from the above by a function fs.(w) =
fr.(w)− f(w) holomorphic on C \ [w−, w+] satsifying the homogenous equation
2Re fs.(w) + (2− q)fs.(−w) = 0 , w ∈ [w−, w+] . (54)
We recover ρY (z) by inverting (49), which, using the fact that fr.(w) is analytic, gives
ρY (z) =
1
2πi
[
fs.
(√
z − δU
)
−
− fs.
(√
z − δU
)
+
]
. (55)
From the above expressions it then follows that for z /∈ [z−, z+], WY (z) is given by
WY (z) =
1
4− q
(
qt2
t3
+ 2z
)
− fs.
(√
z − δU
)
− fs.
(
−
√
z − δU
)
. (56)
The general solution to (54) was first derived in [38] in the context of the O(n) model
on a random lattice and is presented in more detail in Appendix A. There we recall how
fs.(w) can be parametrised in terms of g(σ; ν), defined in (46), as¶
fs.(w(σ)) =
∑
n≥0
fn
n!
∂n
∂σn
[
e−ipiνg(σ; ν) + eipiνg(σ;−ν)] , (57)
w(σ) =
√
w−w+
ϑ2(πσ|τ)
ϑ3(πσ|τ) , (58)
where ν = arccos((2 − q)/2)/π and τ = iK ′/K, with K and K ′ respectively given by
the complete elliptic integral of the first and second kind (cf. (A.4)); the coefficients
{fn} are entirely determined by the condition that limz→∞ z WY (z) = 1. Inserting the
above parametrisation into (56) completes the proof.
¶ By abuse of notation, we distinguish the functions w(σ) and w(z) = √z − δU solely by their
arguments.
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3.3. Derivation of Vouiculescu’s formula for free convolution
Here we show how our results provide a non-trivial generalisation of Voiculescu’s formula
for free convolution of probability distributions to a non-free situation. This is essentially
an adaption of the derivations in [28, 39] to the case where the “external” matrix follows
a Gaussian distribution; gradually turning off the O(q)-symmetry breaking interactions
of the Potts model, our formulae should reduce to Voiculescu’s for free random variables.
To confirm this is the case, it is convenient to consider the slightly generalised measure
µλ,
dµλ(X1, X2, . . .Xq) =
1
ZλN,q
∏
〈ij〉
eλNtrXiXj×
q∏
i=1
e−NtrVi(x)dXi , λ ≥ 0 , (59)
which reduces to µ for λ → 1 (cf. (1)) and should yield Voiculescu’s formula for
λ → 0. Of course, the parameter λ is redundant in that we may equivalently obtain µ
by a suitable rescaling of Xi and {tm}k+2m=2; we are thus not departing from the initial
parameter space of the model. The following holds for averages with respect to µλ.
Proposition 3.7. Take N →∞. Then as λ→ 0,
GMλY (z)−WY (z)→ RM(z) , (60)
W−1(q) (z) →
q∑
i=1
W−1Xi (z)−
q − 1
z
, (61)
where RM(z) denotes the R-transform of WM(z) as defined in (3).
Proof. According to Lemma 2.1, we can write the partition function ZλN,q via the fiducial
matrix Y =
√
1− e−2hP+ as
ZλN,q =
∫
R
dY e−NtrY
2/2
q∏
i=1
∫
Γ
dXi e
−Ntr[Vi(Xi)+X2i /2−λXiY ] (62)
≡
∫
R
dY e−NtrY
2/2
(
q∏
i=1
∫
Γ
dXi e
−Ntr[Vi(Xi)+X
2
i /2]
)
eλNtrY
∑q
i=1Xi .(63)
Diagonalising the matrices and integrating over the unitary group, we can write, taking
the limit N →∞,
1
N
∂
∂z
ln
∫
Γ
dXi e
−Ntr[Vi(Xi)+X2i /2−λXiY ]
∣∣∣∣
yN=z
= GXiλY (z)−WλY (z) , (64)
where we used the definition (19); comparing (62) and (63), this implies
G
X1+X2+...Xq
λY (z)−WλY (z) =
q∑
i=1
(
GXiλY (z)−WλY (z)
)
. (65)
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Now consider the limit λ→ 0. On the one hand,
1 = lim
λ→0
eλNxiyj
∆(x)∆(y)
, (66)
from which it follows that
0 = lim
λ→0
(
GλYXi (z)−WXi(z)
)
, (67)
0 = lim
λ→0
(
GλYX1+X2+...Xq(z)−W(q)(z)
)
. (68)
On the other hand, as can be seen from (34) in this limit, the matrix Y will follow
a gaussian distribution, so its spectral density approaches a semi-circle. As a result,
the spectral density of the rescaled matrix λY approaches a delta function so that
WλY (z)→ 1/z. Together with the relation GYX ◦GXY = id, this means that indeed
GMλY (z)−WλY (z)→ RM(z) as λ→ 0 , (69)
from comparison with the definition (3). Lastly, inserting the above into (65) yields
(61).
For q = 2, (61) indeed gives Voiculescu’s formula (5). It is in this sense that the
function GMλY (z) −WλY (z) lifts the notion of the R-transform, so that (65) represents
a nontrivial extension of Voiculescu’s formula to the addition of correlated random
matrices, distributed according to µλ. It is instructive to compare (65) for λ = 1
to the expressions in Proposition 3.1 of the previous section more explicitly. Since from
(62) and (63)
GXiY (z) =
q − 1
q
WY (z)+ +
1
q
(z −WY (z)−) , (70)
G
X1+...Xq
Y (z) = z −WY (z)− , (71)
we observe upon comparison to (22) that indeed
G
(1)
Y (z) = G
Xi
Y (z) , G
(q)
Y (z) = G
X1+...Xq
Y (z) . (72)
Hence, for the Sq-invariant case Vi(z) ≡ U(z)−z2/2 ∀i, our main result in Proposition 3.1
further generalises this result to the sum of p ≤ q matrices: the function G(p)Y (z)−WY (z)
generalises the R-transform of W(p)(z), and Equation (22) generalises Voiculescu’s
formula.
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4. Case studies
Here we consider the cases (q, k) = (1, 2), (2, 1), and (3, 1), which describe hard dimers,
the A3 and the D4 model on planar triangulations, respectively. For the former two
models, the functions W(p)(z) have been known for a while [40, 8, 9] – the fact that
our general formula in Proposition 3.1 reproduces these results lends credence to our
extension to the D4 model. Unlike models with irrational values of arccos((q− 2)/2)/π,
all of these share the simplification that they can be described by polynomial equations:
We derive explicit expressions for the polynomials F(p)(x, y) satisfying
F(p)
(
z, GY(p)(z)
)
= 0 , 1 ≤ p ≤ q , (73)
which define a family of algebraic curves C(p) = {(x, y) ∈ C2|F(p)(x, y) = 0}. Here we
exclusively consider solutions for which the spectral densities have connected support
such that the constants c
(p)
i,j that appear in the expressions for F(p)(x, y) below may be
determined as functions of {tm}k+2m=2 via the requirement that C(p) be of genus zero. In
Appendix B, we describe the resulting analytic structure of G
(p)
Y (z) and G
Y
(p)(z).
4.1. (q, k) = (1, 2) – Hard dimers
This model describes hard dimers on planar triangulations and was first solved on the
sphere by Staudacher [40]. According to (1) and (11), the partition function can be
written as both a one- and two-matrix integral,
ZN,1 =
∫
dX e−Ntr[U(X)−X
2/2] (74)
=
∫
dY e−NtrY
2/2
∫
dX e−Ntr[U(X)−XY ] . (75)
Using the definition (19) in the planar limit, the above expressions imply the following
relations:
z = WY (z)− +G
X
Y (z)+ , (76)
U ′(z) = W(1)(z)− +G
Y
X(z)+ , (77)
U ′(z) = W(1)(z)− +W(1)(z)+ + z , (78)
The first line above is indeed consistent with (22) in Proposition 3.1 and (72) in
Subsection 3.3. Through the relation GXY ◦GYX = id, (76) and (77) dictate the analytic
structure and asymptotic behaviour of GXY (z), the result of which is given in detail in
Appendix B.1. This allows us to compute the spectral curve using (22),
F(1)(x, y) = x
4 − x3y + t3
t4
x3 +
y2
t4
− t3
t4
x2y +
t2 + t4
t4
x2
− t2 + 1
t4
xy − c0,0x+ c1,1y + c1,0 . (79)
Sums of Random Matrices and the Potts Model on Random Planar Maps 15
According to Corollary 3.3, the functions GY(p)(z) then satisfy
F(1)
(
GY(0)(z)− z, GY(0)(z)
)
= 0 , F(1)
(
z, GY(1)(z)
)
= 0 , (80)
which in turn determines their analytic structure and asymptotic behaviour on all sheets
– see Appendix B.1. Finally, comparing to (78), we conclude that
GY(1)(z)+ = z +W(1)(z) , G
Y
(1)(z)− = t4z
3 + t3z
2 + t2z −W(1)(z) . (81)
4.2. (q, k) = (2, 1) – Ising model
A3
b b b
A2
b
b
I σ ε
ε σ I
A2 × A3 X(p|σ)
I (1, 1) X1
ε (2, 1) X2
σ (2, 2) X1 +X2
Figure 1. Integrable boundary conditions for the Ising model (q = 2) on a flat lattice
are labelled by the nodes of the graph A2×A3; the dashed line separates two equivalent
choices of a fundamental domain.
This corresponds to the Ising model on planar triangulations, which is the A3 model in
the classification of [31] and was first solved on the sphere by Kazakov and Boulatov
[41, 42]; it is described by the much-studied symmetric hermitian two-matrix model.
The three integrable boundary conditions of the model are captured by the linear
combinations of Xi shown in Figure 1 [43]: W(1)(z) captures the S2 ≃ Z2-doublet {I, ε},
W(2)(z) the Z2-singlet {σ}. From (11), we see that in this case the partition function
can be written as
ZN,2 =
∫
dX1dX2 e
−Ntr[U(X1)+U(X2)]eNtr(X1+X2)
2/2 (82)
=
∫
dY e−NtrY
2/2
(∫
dX e−Ntr[U(X)−XY ]
)2
. (83)
On the other hand, changing variables to X± = X1 ± X2 + t2/t3 and integrating out
X−, we obtain the equivalent one-matrix representation going back to [44],
ZN,2 = const.×
∫
dX+ e
−NtrU+(X+)√
Det(X+ ⊗ I+ I⊗X+)
, (84)
where U ′+(z) = t3z
2/4− z− t2(4− t2)/(4t3) and capital Det denotes the determinant on
N2 × N2 matrices. Using the definition (19) in the planar limit, the above expressions
respectively imply the following set of equations:
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z = WY (z)− −WY (z)+ + 2GXY (z)+ , (85)
U ′(z) = W(1)(z)− +G
Y
X(z)+ , (86)
U ′(z) = W(1)(z)− +G
X2
X1
(z)+ + z , (87)
U ′+ (z + t2/t3) = W(2)(z)− +W(2)(z)+ +W(2)(−z) . (88)
Again, the first line is consistent with (22) in Proposition 3.1 and (72) in Subsection
3.3. Equations (85) and (86) dictate the analytic structure and asymptotic behaviour
of GXY (z), cf. Appendix B.2. As before, this allows us to compute the spectral curve
using (22),
F(1)(x, y) = x
4 − 2x3y − 1
t3
y3 +
1− t2
t23
y2 + x2y2 − t2 + 2
t3
x2y
+
t23 − t22
t23
x2 +
t2 + 2
t3
xy2 +
t22 − t23
t23
xy + c
(1)
1,1x+ c
(1)
1,0 , (89)
F(2)(x, y) = x
4 +
4t2
t3
x3 +
4
t3
y3 − x2y2 − 4 + 2t2
t3
x2y − 2t2
t3
xy2 +
4t22 + 2t
2
3
t23
x2
+
8t2
t23
y2 − 4t2(2 + t2)
t23
xy − c(2)0,0x+ c(2)1,1y + c(2)1,0 . (90)
According to Corollary 3.3, the functions GY(p)(z) then satisfy
F(1)
(
z, GY(1)(z)
)
= 0 , F(1)
(
GY(1)(z)− z, GY(1)(z)
)
= 0 , (91)
F(2)
(
z, GY(2)(z)
)
= 0 , F(2)
(
GY(0)(z)− z, GY(0)(z)
)
= 0 . (92)
Again we may use the above to compute the analytic structure and asymptotic behaviour
of GY(p)(z) on all sheets – see Appendix B.2. Comparing to (87) and (88), we conclude
that for p = 1
GY(1)(z)+ = z +G
X2
X1
(z) , (93)
GY(1)(z)− = t3z
2 + t2z −W(1)(z) , (94)
whereas for p = 2
GY(2)(z)+ = z +W(2)(z) , (95)
GY(2)(z)− = t3z
2/4 + t2z/2 −W(2)(z)−W(2)(−z) . (96)
Our results reproduce the analytic structure found in [8, 9, 13] as well as the relation
between the p = 1 and p = 2 boundary conditions reported in [14]: at the level of the
polynomial equation, the correspondence with the quantities defined therein is
WY (z)↔WA(a) , G(1)Y (z) ↔ x(a) , G(2)Y (z)↔ m(a) . (97)
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The polynomial E(x, y) = −t3F(1)(x, x+ y) is of order 3 in both x and y,
E(x, y) = x3 + y3 − t3x2y2 − 1− t2
t3
(x2y + y2x)− 1− t2
t3
(x2 + y2)
− 2− 2t2 + t
2
2 − t23
t3
xy − t3c(1)1,1(x+ y)− t3c(1)1,0 , (98)
and satisfies E(x, y) = E(y, x) and E(z, GX2X1(z)) = 0, as follows from comparison of
(85) and (86). This is the usual spectral curve of the two-matrix model introduced by
Eynard [45].
4.3. (q, k) = (3, 1) – 3-states Potts model
D4
b b
b
b
A4
b
b
b
b
I F ψ, ψ†
ε N σ, σ†
ε N σ, σ†
I F ψ, ψ†
A4 ×D4 X(p|σ)
I (1, 1) X1
ψ (1, 3) X2
ψ† (1, 4) X3
F (1, 2) X1 +X2 +X3
ε (2, 1) X2 +X3
σ (2, 3) X1 +X3
σ† (2, 4) X1 +X2
N (2, 2) –
Figure 2. Integrable boundary conditions for the 3-states-Potts model (q = 3) on a
flat lattice are labelled by the nodes of the graph A4 ×D4; the dashed line separates
two equivalent choices of a fundamental domain.
This model is equivalent to the D4 lattice model on planar triangulations, for which
W(1)(z) was first calculated by Daul in [18]. The full list of boundary conditions of
the D4 lattice model is given in Figure 2 – see [16, p.60]: W(1)(z) captures the S3-
triplet {I, ψ, ψ†},W(2)(z) the S3-triplet {ε, σ, σ†}, andW(3)(z) the singlet {F}; thanks to
Corollary 3.3, the spectral curve for the latter also defines another singletW(0)(z), which
may be conjectured to describe the one remaining independent boundary condition
{N}, though herein we will not attempt to determine its relationship to the microscopic
definition given in [16]. From (11), we see that the partition function can be written as
ZN,3 =
∫
dX1dX2dX3 e
−Ntr[U(X1)+U(X2)+U(X3)]eNtr(X1+X2+X2)
2/2 (99)
=
∫
dY e−NtrY
2/2
(∫
dX e−Ntr[U(X)−XY ]
)3
. (100)
Again we may set X± = X1 ±X2 + t2/t3 and integrate out X−, which gives
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ZN,3 = const.×
∫
dX+dX3 e
−Ntr[U+(X+)+U(X3)−X+X3]√
Det(X+ ⊗ I+ I⊗X+)
, (101)
where U+(z) is as in the previous section. Using the definition (19) in the planar limit,
the above expressions respectively imply the following set of equations:
z = WY (z)− − 2WY (z)+ + 3GXY (z)+ , (102)
U ′(z) = W(1)(z)− +G
Y
X(z)+ , (103)
U ′(z) = W(1)(z)− +G
X1+X2
X3
(z)+ + z , (104)
U ′+ (z + t2/t3) = W(2)(z)− +G
X3
X1+X2
(z)+ +W(2)(−z) . (105)
Once again, the first line is consistent with (22) in Proposition 3.1 and (72) in Subsection
3.3. The analytic structure and asymptotic behaviour of all relevant functions can be
determined as before - cf. Appendix B.3. The resulting spectral curves are
F(1)(x, y) = x
6 − x5
(
6y +
6t2
t3
)
+ x4
(
13y2 +
6(4t2 − 1)
t3
y +
9t22
t23
+ 2
)
− x3
(
12y3 − 24− 28t2
t3
y2 +
12t22 + 8t
2
3 − 24t2
t23
y − 4t
3
2 − 8t2t23
t33
)
+ x2
(
4y4 +
6(t2 − 6)
t3
y3 +
9− 54t2 − 15t22 + 10t23
t23
y2
−6 (3t
2
2 + 5t
3
2 + t
2
3 − 3t2t23)
t33
y − 12t
4
2
t43
+
6t22
t23
+ 1
)
+ x
(
4 (3 + t2)
t3
y4 +
2 (12t2 + 9t
2
2 − 2t23 − 9)
t23
y3
+
2 (13t32 + 6t
2
3 − t2 (9 + 4t23))
t33
y2
−2 (6t
3
2 − 6t42 − 6t2t23 + t43)
t43
y +
4t32 − 2t2t23
t33
)
− 4
t3
y5 +
17− 18t2
t23
y4 + c
(1)
3,3y
3 + c
(1)
3,2y
2 + c
(1)
3,1y + c
(1)
3,0 , (106)
F(3)(x, y) = x
6 + x5
(
6y +
18t2
t3
)
+ x4
(
9y2 +
18 (4t2 − 1)
t3
y +
117t22
t23
+ 6
)
− x3
(
4y3 − 36 (t2 − 2)
t3
y2 − 12 (21t
2
2 + 2t
2
3 − 18t2)
t23
y − 36 (9t
3
2 + 2t2t
2
3)
t33
)
− x2
(
12y4 +
18 (3 + 5t2)
t3
y3 − 9 (9− 54t2 − 15t
2
2 + 2t
2
3)
t23
y2
−54 (−15t
2
2 + 3t
3
2 − t23 + 3t2t23)
t33
y − 270t
2
2
t23
− 324t
4
2
t43
− 9
)
Sums of Random Matrices and the Potts Model on Random Planar Maps 19
− x
(
36 (t2 − 1)
t3
y4 +
6 (39t22 + 2t
2
3 − 27)
t23
y3
+
54 (12t22 + 9t
3
2 + 2t
2
3 − 9t2)
t33
y2 − 54t2 (6t
2
2 + t
2
3)
t33
−18 (12t
2
2t
2
3 + t
4
3 − 54t32 − 18t42 − 18t2t23)
t43
y
)
+
108
t3
y5 +
27 (26t2 − 9)
t23
y4 − 9 (12− 84t
2
2 + 16t
2
3 + 8t2 (t
2
3 − 9))
t33
y3
+
3 (216t32 + 36t
2
3 − 144t2t23 + t22 (216− 84t23) + 8t43)
t43
y2
− 9 (48t
2
2 + 24t
3
2 − 8t2t23 + 4t23)
t33
y +
72t22
t23
+ 4
− 27
(
c
(1)
3,3y
3 + c
(1)
3,2y
2 + c
(1)
3,1y + c
(1)
3,0
)
. (107)
According to Corollary 3.3, the functions GY(p)(z) then satisfy
F(1)
(
z, GY(1)(z)
)
= 0 , F(1)
(
GY(2)(z)− z, GY(2)(z)
)
= 0 , (108)
F(3)
(
z, GY(3)(z)
)
= 0 , F(3)
(
GY(0)(z)− z, GY(0)(z)
)
= 0 . (109)
As before, the above fixes the analytic structure and asymptotic behaviour of GY(p)(z)
on all sheets – see Appendix B.3. Comparing to (104) and (105), we conclude that
GY(1)(z)+ = z +G
X1+X2
X3
(z) , (110)
GY(1)(z)− = t3z
2 + t2z −W(1)(z) , (111)
and
GY(2)(z)+ = z +G
X3
X1+X2
(z) , (112)
GY(2)(z)− = t3z
2/4 + t2z/2 −W(2)(z)−W(2)(−z) . (113)
Similarly, one can show
GY(3)(z)+ = z +W(3)(z) , (114)
GY(3)(z)− = t3z
2/9 + t2z/3 +O(z−1) . (115)
F(1)(x, y) corresponds to the spectral curve first described in [18, 19]; the remaining
expressions are new results. The polynomials −t3F(p)(x, x + y) = 4E(p)(x, y) are of
degree one less in x. For example,
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E(1)(x, y) = x
5 + y5 − x4
(
t3
4
y2 +
2t2 − 20
4
y +
8− 24t2
4t3
)
− 17− 18t2
4t3
y4
− x3
(
t3y
3 +
14t2 − 34
4t3
y2 +
12t22 − 84t2 + 32
4t3
y − t3c˜1
4
)
− x2
(
t3y
4 +
11 (t2 − 1)
2
y3 +
39t22 − 90t2 − 2t23 + 57
4t3
y2 − t3c˜2
4
y +
c˜3
4
)
+ x
8− 4t2t3
4
y4 − 9t
2
2 − 24t2 − 2t23 + 25
2t3
y3 +
t3
(
3c
(1)
2,2 − c(1)3,3
)
4
y2

−
t3
(
2c
(1)
3,2 − c(1)2,1
)
4
xy − 1
4
t3y
3c
(1)
3,3 −
1
4
t3y
2c
(1)
3,2 −
t3(c
(1)
3,1 − c(1)2,0)
4
x
− 1
4
t3yc
(1)
3,1 −
1
4
t3c
(1)
3,0 , (116)
where
c˜1 = c
(1)
2,2 − c(1)1,1 − c(1)3,3 + c(1)0,0 , (117)
c˜2 = c
(1)
2,2 − 2c(1)1,1 − 3c(1)3,3 , (118)
c˜3 = c
(1)
1,0 − c(1)2,1 + c(1)3,2 . (119)
This expression satisfies E(2)(x, y) = E(1)(y, x) and is equivalent to the polynomial
Q(x3, x+) reported previously by the authors in [46]. Upon inspection of (103), (104)
and (105) we conclude that
0 = E(2)
(
z, GX3X1+X2(z)
)
= E(2)
(
GX1+X2X3 (z), z
)
. (120)
5. Critical behaviour
This section discusses the critical behaviour of W(p)(z) for 0 < q < 4. The existence of a
second-order phase transition for the Potts model in this regime has been demonstrated
on a flat lattice by Baxter [47, 48]; here we describe their random-lattice counterparts+.
According to Proposition 3.1, it suffices to determine the critical behaviour of WY (z)
for 1 > ν > 0. Its possible critical exponents are determined by the multiplicity of
the singularity at the left edge z− of the spectral density ρY (z), which controls the
large-order behaviour of the generating function WY (z).
Let us consider the case of triangulations covered in Proposition 3.6. Then z− = δU
when both t2 and t3 are at their critical values t2,c, t3,c, with tm>3 = 0. When ν is
rational, exact expressions for the critical lines and points can be obtained easily by
requiring sufficiently many derivatives of the polynomial F(p)(x, y) to vanish; the result
+ When q > 4, these critical points do not exist, though presumably another critical point emerges as
for the O(n) model on planar triangulations, for which γs = 1/2 when n > 2 [38, 49].
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Figure 3. A portion of the phase diagram of the 3-states Potts model on planar
triangulations. Along the critical lines, ∂4yE(1), ∂x∂
3
yE(1) and ∂
3
x∂yE(1) vanish, with
the polynomial E(1) as in Equation (116); at the critical points, ∂
4
xE(1) vanishes in
addition.
is depicted for the example (q, k) = (3, 1) in Figure 5. For example, from (79), (89) and
(106) respectively, we find
(t2,c, t3,c) =

(
1± 2√3,±√2) , q = 1 ,(
2± 2√7,±√10) , q = 2 ,(
3±√47,±√105/2) , q = 3 . (121)
Let us parametrise the vicinity of this point by eliminating δU in favour of the scaling
parameter ε = z−− δU and investigate the limit ε→ 0. We would like to expand WY (z)
in powers of ε, keeping (z − z−)/ε finite. Setting again w(z) =
√
z − δU , this requires
the expansion of f(w) in (56) in powers of
√
ε ≡ w−, keeping w/
√
ε finite. As we show
in Appendix A, equation (A.29), the terms of O(εn±ν/2) in the expansion of fs.(w) can
be written as
εn±ν/2
(
t(±)n T2n±ν(−w/
√
ε) + u(±)n U2n±ν(−w/
√
ε)
)
, (122)
where Tν(w) (resp. Uν(w)) is the Chebyshev function of the first (resp. second)
kind as defined in (A.25). Using (A.27) to compare the term of same order in the
expansion of the discontinuity f(w)+−f(w)− across w/
√
ε ∈ [1,∞) to (55) and requiring
that ρY (z) → 0 as z → z− reveals that u(±)n = 0 for all n. Using the relationship
(z − z−)/ε = w2/ε− 1 and (56) together with
T2−ν
(√
1− η
)
+ T2−ν
(
−
√
1− η
)
= 2 cos
(πν
2
)
T2−ν (
√
η) , (123)
gives the following expansion of WY (z):
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WY (z− − εη) = WY (z−) + Cε1−ν/2T2−ν (√η)− ε 2η
4− q +O(ε
1+ν/2) , (124)
where WY (z−) = (2z− + qt2,c/t3,c)/(4 − q) and C is a normalisation constant. The
expansion of G
(p)
Y (z) now follows immediately from Proposition 3.1; the leading non-
analytic term reads
Cε1−ν/2
[
T2−ν (
√
η)− 2p
q
cos
(πν
2
)
T2−ν
(√
1− η
)]
. (125)
The string exponent γs predicted by W(p)(z − zc) ∼ (z − zc)1−γs is in agreement with
previous findings [18, 19, 21], namely
γs =
ν
ν − 2 . (126)
In particular, γs = −1/2, −1/3, −1/5 and 0 for q = 1, 2, 3 and 4 respectively, which
is consistent with Liouville theory interacting with conformal matter of central charges
cM = 0, 1/2, 4/5 and 1. Whilst in the first two cases the conformal field theory
is unique, there exist two distinct modular invariants at cM = 4/5, corresponding to
the (A4, A5) Virasoro minimal model and the (A4, D4) minimal model, which admits a
conserved spin-3 current is diagonal under the extended W3-algebra [50, 51]. In light of
the S3-symmetry of the partition function ZN,3 and the resulting spectrum of boundary
conditions [52] – cf. Figure 2 – we expect our equations to describe the latter coupled
to Liouville theory, not the former.
6. Discussion
Let us summarise our results. Starting from the matrix integral representation of
the Potts model on a random lattice in Lemma 2.1, we employed the saddle point
approximation to express W(p)(z) via the p-independent average WY (z) in Proposition
3.1. For the case of planar triangulations, Proposition 3.6 provides an explicit elliptic
parametrisation of the latter for arbitrary q 6= 4. Just as (11) defines an analytic
continuation of the partition function to the complex q-plane, (22) may be used to
define the analytic continuation of W(p)(z) in the complex p- and q-plane. Furthermore,
Corollary 3.3 showed that W(p)(z) and W(q−p)(z) can be related algebraically – in the
case studies in Section 4, this resulted in the partition functions with p and q−p colours
on the boundary being described by a single spectral curve defined by the zero locus
of (73). Remarkably, equations (93), (110) and (112) indicate that GY(p)(z) − z and
GY(q−p)(z)−z are functional inverses, generalising the well-known duality∗ interchanging
the two matrices of the Z2-invariant hermitian two-matrix model [54, 55].
∗ Note that this involution is in general distinct from the Kramers-Wannier duality [53] on the
dynamical lattice: e.g. for q = 3, the latter interchanges p = 1 with p = 3, and p = 2 with p = 0,
mixing singlets and triplets [52].
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Our results naturally pave the way for a number of further developments: Firstly,
going beyond the planar limit, as was done in [56] for the O(n)model on random lattices,
it would be interesting to explore if and when the curves C(p) defined by (73) can be
used as a valid part of the initial data of the topological recursion algorithm [57], which
enables the computation of averages to all orders in 1/N . Secondly, for general values
of h in Lemma 2.1, the remarkably simple result in Lemma 3.4 should enable us to
investigate the boundary renormalisation group flow relating boundary conditions with
different p. This flow is expected to induce a partial order on the spectrum of boundary
states in accordance with the boundary analogue of the c-theorem [58], as conjectured in
[59] and finally proven by Friedan and Konechny [60]; it would be interesting to derive
this fact directly from the matrix model, thus extending the work of [8, 9, 14].
Finally, it would be instructive to check if the universal results of Section 5 can be
reproduced by other means, e.g. by explicitly constructing the corresponding conformal
field theory. Remarkably, as exemplified by the case of the D4 model, this appears to
require a non-diagonal partition function in the Liouville sector in general – see also [61].
From this perspective, various other corners of the (q, k)-parameter space also warrant
more detailed investigations. Of particular interest would be the computation of the
scaling behaviour for strongly coupled models with q > 4: given the close relationship
between the Potts model and loop models, one might wonder if there exist analogues
of the critical points of the O(n) model on a random lattice with n > 2 reported in
[38, 49].
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Appendix A. Auxiliary Saddle Point Problem
Given |ν| ≤ 1, consider a function f(w) holomorphic on C \ [α, β] for some connected
[α, β] ⊂ R, satisfying
Re f(w) = cos(πν)f(−w) , w ∈ [α, β] . (A.1)
The general solution to this equation was first described in [38] and we will derive it
below; thereafter we investigate the limit α/β → 0.
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Appendix A.1. General solution
We begin by showing that any function satisfying (A.1) is uniquely specified by the
behaviour at its singularities. To this end, it is useful to introduce a new coordinate σ
by
C \ [±α,±β] −→ (0, 1)× [0, τ) ⊂ C ,
w 7−→ σ(w) = 1
2K
∫ w/α
1
dt
(
(1− t2)(1− (αt/β)2))−1/2 . (A.2)
By definition of the Jacobi elliptic function♯ sn(u|k) of elliptic modulus k, the inverse
map is
(0, 1)× [0, τ) −→ C \ [±α,±β] ,
σ 7−→ w(σ) = α sn (2Kσ +K|α/β) . (A.3)
Here, K and K ′ are given by the complete elliptic integrals of the first and second kind,
respectively:
K =
∫ 1
0
dt
(
(1− t2)(1− (αt/β)2))−1/2 , (A.4)
K ′ =
∫ ∞
0
dt
(
(1 + t2)(1 + (αt/β)2)
)−1/2
. (A.5)
This change of variables correpsonds to parametrising the two-cut complex w-plane on
the torus C/(Z+ τZ) with modular parameter
τ = i
K ′
K
. (A.6)
The coordinate w is invariant under σ → −σ and (anti-) periodic along the respective
cycles of the torus:
w(σ +m+ nτ) = (−1)mw(σ) , (m,n) ∈ Z2 . (A.7)
We also require the Jacobi theta functions
ϑ1(u|τ) = 1
i
∑
n∈Z
(−1)neipiτ(n+1/2)2eiu(2n+1) , (A.8)
ϑ2(u|τ) =
∑
n∈Z
eipiτ(n+1/2)
2
eiu(2n+1) , (A.9)
ϑ3(u|τ) =
∑
n∈Z
eipiτn
2
e2iun . (A.10)
♯ Our conventions for elliptic functions are those of Gradshtein and Ryzhik [36].
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Figure A1. A fundamental domain for w ∈ C\ [±α,±β] is given by σ ∈ (0, 1)× [0, τ).
The images w(σ) of special points σ are indicated in square brackets.
In particular, ϑ1 is an entire function with a unique simple zero at u = 0 mod Z⊕ πτZ,
satisfying
ϑ1 (u+ π(m+ nτ)|τ) = (−1)mne−in(piτ+2u)ϑ1(u|τ) , (m,n) ∈ Z2 , (A.11)
ϑ1(−u|τ) = −ϑ1(u|τ) , (A.12)
ϑ1(u/τ | − 1/τ) = −
√
iτeipiu
2/τϑ1(u|τ) . (A.13)
We also note the equivalent representation of w(σ) in terms of ϑi,
w(σ) =
√
αβ
ϑ2(πσ|τ)
ϑ3(πσ|τ) . (A.14)
Analytic continuation of f(w(σ)) requires boundary conditions on the rectangle (0, 1)×
[0, τ):
(i) Analyticity across [0, α] ∪ [β,∞] allows us to continue f(w(σ)) to the infinite strip
(0, 1)× iR by
f(w(τ + σ)) = f(w(σ)) , σ ∈ (0, 1)× [0, τ) . (A.15)
(ii) Analyticity across [−β,−α] allows us to extend this definition to (0, 2)× iR using
f(w(1 + σ)) = f(w(1− σ)) , σ ∈ (0, 1)× iR . (A.16)
(iii) Finally, using all the above, (A.1) implies
f(w(1 + σ)) =
f(w(σ)) + f(w(2 + σ))
2 cos(πν)
, σ ∈ (0, 2)× iR . (A.17)
Solving the latter condition allows us to continue f(w(σ)) to a meromorphic function
on the entire complex σ-plane, on which it satisfies two (quasi-)periodicity conditions:
0 = (e−∂σ − eipiν)(e−∂σ − e−ipiν)f(w(σ)) , (A.18)
0 = (e−τ∂σ − 1)f(w(σ)) . (A.19)
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We find it convenient to follow [24] in introducing the unique function in Ker(e−∂σ−eipiν)
with a simple pole of unit residue at σ = 0 and no other singularities mod Z⊕ τZ as
g(σ; ν) =
ϑ′1(0|τ)
ϑ1(πντ/2|τ)
ϑ1(πσ + πντ/2|τ)
ϑ1(πσ|τ) e
ipiνσ , (A.20)
which has a simple zero at σ = −ντ/2; any solution to (A.18) and (A.19) may be
expressed as a linear combination of derivatives g(σ;±ν) with shifted argument. The
reflection relation (A.16) fixes the relative coefficient, so that the general solution to
(A.1) can be expressed as
f(w) =
∑
n≥0
an
n!
∂n
∂σn0
(
e−ipiν/2g(σ(w)− σ0; ν)− eipiν/2g(σ(w)− σ0;−ν)
)
, (A.21)
where the requirement that f(w) be free of singularities on C \ [α, β] demands
σ0 = (τ + 1)/2, and the coefficients an are to be determined by boundary conditions
supplementing the problem, using
lim
z→∞
(σ − σ0)n+1 1
n!
∂n
∂σn0
g(σ − σ0; ν) = 1 . (A.22)
In particular, if f(w) has a pole of order m at w =∞, then an = 0 for n > m.
Appendix A.2. The limit α/β ց 0
In Section 5 we will be interested in the limit α/β ց 0, in which τ → i∞, and thus
lim
τ→i∞
w(σ)/α = cos(πσ) , lim
τ→i∞
g(σ; ν) =
π eipi(ν−1)σ
sin(πν)
. (A.23)
In this limit, f(w) is holomorphic on w/α ∈ C \ [1,∞), and (A.1) becomes
(e−∂σ − eipiν)(e−∂σ − e−ipiν)f (α cos(πσ)) = 0 . (A.24)
A convenient basis for the solution space is given by the Chebyshev functions. These
are represented on the unit disk as
Tν(x) = cos(πνφ) , (A.25)
Uν(x) =
sin(π(ν + 1)φ)
sin(πφ)
, x = cos(πφ) . (A.26)
From the above definition it is easy to verify that both Tν(x) and Uν(x) satisfy (A.1),
and T1/ν(x) is the functional inverse of Tν(x). For non-integer ν, these functions have a
branch cut on x ∈ [−1,−∞), with discontinuity
Tν(x)+ − Tν(x)− = −2i sin(πν)
√
1− x2 Uν−1(−x) , (A.27)
Uν(x)+ − Uν(x)− = −2i sin(πν)√
1− x2Tν+1(−x) . (A.28)
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When ν ∈ N, the right-hand side vanishes and we recover the definition of the Chebyshev
polynomials of the first and second kind. As a result when ν = p/q is rational, y = Tν(x)
is the solution to the polynomial equation Tq(y)− Tp(x) = 0. Since (A.1) restricts the
scaling exponents f(w) ∼ (−w)κ to the form κ = 2n± ν, n ∈ Z we can expand f(w) as
f(w) =
∑
n≥0
∑
±
α2n±ν
(
t(±)n T2n±ν(−w/α) + u(±)n U2n±ν(−w/α)
)
, (A.29)
with constants t
(±)
n , u
(±)
n to be determined by boundary conditions.
Appendix B. Analytic Structure and Asymptotics
We illustrate the analytic structure of G
(p)
Y (z) and G
Y
(p)(z) by graphs in which nodes
depict sheets and lines between nodes depict branch cuts that connect the sheets. Of
the latter, double lines represent finite cuts and single lines represent cuts that extend
to infinity.
Appendix B.1. (q, k) = (1, 2)
From equations (76) and (77), we compute the analytic structure and asymptotic be-
haviour of GY(p)(z),
b
b
b
b
G
(1)
Y (z)−
G
(1)
Y (z)+
z − z−1 +O(z−2)
ω2t
−1/3
4 z
1/3 − t3
3t4
+ ω
t23−3t2t4
9t
5/3
4
z−1/3 − ω2 2t33−9t2t3t4
81t
7/3
4
z−2/3 + 1
3
z−1 +O(z−4/3)
ωt
−1/3
4 z
1/3 − t3
3t4
+ ω2
t23−3t2t4
9t
5/3
4
z−1/3 − ω 2t33−9t2t3t4
81t
7/3
4
z−2/3 + 1
3
z−1 +O(z−4/3)
t
−1/3
4 z
1/3 − t3
3t4
+
t23−3t2t4
9t
5/3
4
z−1/3 − 2t33−9t2t3t4
81t
7/3
4
z−2/3 + 1
3
z−1 +O(z−4/3)
where ω = eipi/3. From (79), we may compute the asymptotic behaviour of GY(p)(z) on
all sheets:
GY(0)(z)−
GY(0)(z)+
z + t
−1/3
4 z
1/3 − t3
3t4
+
t2
3
−3(t2−1)t4
9t
5/3
4
z−1/3 − 2t33−9(t2−1)t3t4
81t
7/3
4
z−2/3 + 1
3
z−1 +O(z−4/3)
z + ωt
−1/3
4 z
1/3 − t3
3t4
+ ω2
t2
3
−3(t2−1)t4
9t
5/3
4
z−1/3 − ω 2t33−9(t2−1)t3t4
81t
7/3
4
z−2/3 + 1
3
z−1 +O(z−4/3)
z + ω2t
−1/3
4 z
1/3 − t3
3t4
+ ω
t2
3
−3(t2−1)t4
9t
5/3
4
z−1/3 − ω2 2t33−9(t2−1)t3t4
81t
7/3
4
z−2/3 + 1
3
z−1 +O(z−4/3)
z−1 +O(z−2)
b
b
b
b
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b
bGY(1)(z)+
GY(1)(z)− z + z
−1 +O(z−2)
t4z
3 + t3z
2 + t2z − z−1 +O(z−2)
Appendix B.2. (q, k) = (2, 1)
From (85) and (86), we compute the analytic structure and asymptotic behaviour of
GY(p)(z),
b
b
b
b
G
(1)
Y (z)−
G
(1)
Y (z)+
z + t
−1/2
3 z
1/2 + t2
2t3
+
t2
2
8t
3/2
3
z−1/2 − 1
2
z−1 +O(z−3/2)
z − t−1/23 z1/2 + t22t3 −
t2
2
8t
3/2
3
z−1/2 − 1
2
z−1 +O(z−3/2)
t
−1/2
3 z
1/2 − t2
2t3
+
t2
2
8t
3/2
3
z−1/2 + 1
2
z−1 +O(z−3/2)
−t−1/23 z1/2 − t22t3 −
t2
2
8t
3/2
3
z−1/2 + 1
2
z−1 +O(z−3/2)
b
b
b
bG
(2)
Y (z)−
G
(2)
Y (z)+
z − z−1 +O(z−2)
2t
−1/2
3 z
1/2 − t2
t3
+
t2
2
4t
3/2
3
z−1/2 +O(z−3/2)
−2t−1/23 z1/2 − t2t3 −
t2
2
4t
3/2
3
z−1/2 +O(z−3/2)
−z − 2t2
t3
+ z−1 +O(z−2)
From the resulting polynomials F(p)(x, y), we may also compute the asymptotic be-
haviour of GY(p)(z) on all sheets. For example, from (89),
b
b
bGY(1)(z)−
GY(1)(z)+
t3z
2 + t2z − z−1 +O(z−2)
z + t
−1/2
3 z
1/2 + t2−1
t3
+ (t2−1)
2
8t
3/2
3
z−1/2 + 1
2
z−1 +O(z−3/2)
z − t−1/23 z1/2 + t2−1t3 −
(t2−1)2
8t
3/2
3
z−1/2 + 1
2
z−1 −O(z−3/2)
b
b
b
GY(2)(z)−
GY(2)(z)+
−z − 2t2
t3
− z−1 +O(z−2)
t3
4
z2 + t2
2
z +O(z−2)
z + z−1 +O(z−2)
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Appendix B.3. (q, k) = (3, 1)
From (102) and (103), we compute the analytic structure and asymptotic behaviour of
GY(p)(z),
b
b
b
b
b
b
G
(1)
Y (z)−
G
(1)
Y (z)+
−t−1/23 z1/2 − t22t3 −
t2
2
8t
3/2
3
z−1/2 + 1
2
z−1 −O(z−3/2)
t
−1/2
3 z
1/2 − t2
2t3
+
t2
2
8t
3/2
3
z−1/2 + 1
2
z−1 +O(z−3/2)
z − 2t−1/23 z1/2 + t2t3 −
t2
2
4t
3/2
3
z−1/2 −O(z−3/2)
z + 2t
−1/2
3 z
1/2 + t2
t3
+
t2
2
4t
3/2
3
z−1/2 +O(z−3/2)
2z − t−1/23 z1/2 + 5t22t3 −
t2
2
8t
3/2
3
z−1/2 − 1
2
z−1 −O(z−3/2)
2z + t
−1/2
3 z
1/2 + 5t2
2t3
+
t2
2
8t
3/2
3
z−1/2 − 1
2
z−1 +O(z−3/2)
b
b
b
b
b
bG
(3)
Y (z)−
G
(3)
Y (z)+
z − z−1 +O(z−2)
3t
−1/2
3 z
1/2 − 3t2
2t3
+
3t22
8t
3/2
3
z−1/2 − 1
2
z−1 +O(z−3/2)
−3t−1/23 z1/2 − 3t22t3 −
3t22
8t
3/2
3
z−1/2 − 1
2
z−1 −O(z−3/2)
−2z + 3t−1/23 z1/2 − 9t22t3 +
3t22
8t
3/2
3
z−1/2 + 1
2
z−1 +O(z−3/2)
−2z − 3t−1/23 z1/2 − 9t22t3 −
3t22
8t
3/2
3
z−1/2 + 1
2
z−1 +O(z−3/2)
−3z − 6 t2
t3
+ z−1 +O(z−2)
From the resulting polynomials F(p)(x, y), we may also compute the asymptotic be-
haviour of GY(p)(z) on all sheets. For example, from (106),
b
b
b
b
b
GY(2)(z)−
GY(2)(z)+
z − t−1/23 z1/2 − t2−12t3 −
(t2−1)2
8t
3/2
3
z1/2 + 1
2
z−1 −O(z−3/2)
z + t
−1/2
3 z
1/2 − t2−1
2t3
+ (t2−1)
2
8t
3/2
3
z1/2 + 1
2
z−1 +O(z−3/2)
t3
4
z2 + t2
2
z +O(z−2)
−z + it−1/23 z1/2 − t2−12t3 + i
(t2−1)2
8t
3/2
3
z1/2 − 1
2
z−1 +O(z−3/2)
−z − it−1/23 z1/2 − t2−12t3 − i
(t2−1)2
8t
3/2
3
z1/2 − 1
2
z−1O(z−3/2)
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