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On the canonical representation of curves
in positive characteristic
Ruthi Hortsch
Abstract. Given a smooth curve, the canonical representation of its
automorphism group is the space of global regular 1-forms as a repre-
sentation of the automorphism group of the curve. In this paper, we
study an explicit set of curves in positive characteristic with irreducible
canonical representation whose genus is unbounded. Additionally, we
study the implications this has for the de Rham hypercohomology as a
representation of the automorphism group.
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1. Introduction
1.1. Motivation. Consider a smooth projective curve X of genus g over
an algebraically closed field k. The canonical representation of G := Aut(X)
is the g-dimensional k-representation of G induced by the natural action of
G on the space of global regular 1-forms on X. In characteristic zero, the
canonical representation has been determined in the work of Chevalley and
Weil, responding to a query by Hecke (see [4], [19]), and these methods
extend to positive characteristic if the characteristic of k does not divide
|G|. If the characteristic divides |G|, Kani and Nakajima have separately
resolved the case where X → X/G is tamely ramified (see [10], [13], [15]),
while Valentini and Madan resolved the case where G is cyclic of a p-power
degree (see [18]) (a result that Nakajima later generalized to any invertible
G-sheaf, see [14]). Most recently, Ko¨ck has generalized these results to
the situation where the cover is weakly ramified, i.e. when all the higher
ramification groups vanish at all points (see [12]).
This paper was researched and written for an NSF REU under the mentorship of Bryden
Cais. The help of Stephen DeBacker was also essential for this project. Additional thanks
goes to E. Brooks, B. Conrad, S. Glasman, D. Moreland, A. Kumar, B. Poonen, K. Smith,
L. Spice, and P. Srinivasan, as well as to the referee, who made several helpful suggestions.
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In this paper, we focus on the natural question of when the canonical
representation is irreducible. If it is and k has characteristic zero, then g2 ≤
|G|. Together with the Hurwitz bound |G| ≤ 84(g−1), this implies that g ≤
82. This situation is studied in §19 of [3], which includes a list of all possible
genera and automorphism groups for which the canonical representation is
irreducible. The Klein quartic X(7) is a particularly important example of
this phenomenon in characteristic zero (see [6]).
The situation is quite different in positive characteristic. The Hurwitz
bound continues to hold for characteristic p > 0, provided that 2 ≤ g < p,
with the sole exception of the curve y2 = xp − x (see [16]). However, in
the general case, the bounds on irreducible representations are weaker, and
thus we get no upper bound independent of |G| on the genera of curves with
irreducible canonical representation. This presents the possibility of having
curves with arbitrarily large genus and an irreducible canonical represen-
tation. This paper shows that this holds for the projective smooth curve
corresponding to y2 = xp − x, which has genus (p− 1)/2 (this curve is also
studied over finite fields in [7]). The question remains open whether for
fixed p there exist curves over k with irreducible canonical representation of
arbitrary large dimension.
1.2. Summary of Results. Let k be an algebraically closed field of char-
acteristic p > 2, and let X be the unique smooth projective curve over
k with affine equation y2 = xp − x. Set G := Autk(X), which is a de-
gree 2 central extension of PGL2(Fp) (discussed in [16] §5). Explicitly, let
G˜ ⊆ GL2(Fp) × F
×
p2
be the subgroup of elements (σ, uσ) with detσ = u
2
σ.
Then F×p acts diagonally on G˜ via
λ(σ, uσ) =
((
λ 0
0 λ
)
σ, λ(p+1)/2uσ
)
,
and G = F×p \G˜. We will consistently represent elements of G by chosen lifts
in G˜. Then if σ =
(
a b
c d
)
∈ GL2(Fp), and uσ is a choice of square root of
detσ, we can write the action of G on the affine coordinates of X as
(x, y) 7→
(
ax+ b
cx+ d
, uσ
y
(cx+ d)(p+1)/2
)
.
In this paper, we show that H0(X,Ω1X/k) is irreducible as a k[G]-module.
We do this by considering a small index subgroup H of G that is a quotient
of SL2(Fp). Noting that H
0(X,Ω1X/k) has dimension g = (p − 1)/2 as a
k-vector space, we get that the restriction of the canonical representation
to this subgroup is the (g − 1)st symmetric power of the standard represen-
tation of SL2(Fp) on k
2, which is well-known to be irreducible. It is not
difficult to then describe H0(X,Ω1X/k) as a k[G]-submodule of the induced
representation of Symg−1(k2).
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Note that since G is not a cyclic p-group, this is beyond the results of
Valentini and Madan mentioned earlier. Furthermore, the cover X → X/G
is wildly (but not weakly) ramified: the point at infinity and {(x, 0) ∈ X :
x ∈ Fp} are an orbit of X under G, and since this orbit has p+ 1 elements,
each is ramified of degree 2p(p−1). The previous work of Kani and Nakajima
applies only where X → X/G is tamely ramified, and thus not to this case.
In the second half of this paper, we consider the de Rham hypercoho-
mology as a k[G]-module. In characteristic p, Maschke’s Theorem does not
apply if p divides |G| and it is possible to find representations that are re-
ducible but not semisimple. If a nonzero representation is not the direct
sum of two proper subrepresentations, call it indecomposable. The de Rham
hypercohomology of any curve C is clearly reducible, since H0(C,Ω1C/k) em-
beds as a k[Aut(C)]-submodule, but we show that in the case of the curve
X, the de Rham cohomology is indecomposable as a k[G]-module.
It has been previously shown that the crystalline cohomology of X ten-
sored with Qp is irreducible (see [11], Proposition 7.2). Knowing that the
crystalline cohomology is irreducible as a k[G]-module, it is not necessar-
ily true that H1dR(X/k) should be indecomposable as a k[G]-module, since
its G-invariant subrepresentations do not lift to the crystalline cohomology.
Thus we do not necessarily expect H1dR(X/k) to be indecomposable as a
k[G]-module, especially since it is an unusual (and distinctly positive char-
acteristic) phenomena to have a reducible indecomposable representation.
2. The action of G on H0(X,Ω1X/k)
As H0(X,Ω1X/k) is functorial in X, it has a k-linear action of G. To
determine the structure of of H0(X,Ω1X/k) as a k[G]-module, we will use the
following classical result about its structure as a k-vector space. Throughout
the paper, we use the notation that Pt = (t, 0) for t = 0, 1, . . . , p − 1, and
P∞ is the “point at infinity” of X.
Lemma 2.1. Let
(2.1) τ˜i =
xidx
y
.
The set {τ˜i | i = 0, 1, . . . , g − 1} is then a k-basis for H
0(X,Ω1X/k).
Proof. This follows from the calculations below, which we will use later in
the paper:
div(x) = 2P0 + (−2)P∞
div(y) = P0 + P1 + ...+ Pp−1 + (−p)P∞
div(dx) = P0 + P1 + ...+ Pp−1 + (−3)P∞.
So div(τ˜i) = 2iP0 + (p − 2i − 3)P∞, and τ˜i is regular for i = 0, . . . , g − 1.
They are linearly independent since they have different pole orders at P∞,
and thus a k-basis. 
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To study H0(X,Ω1X/k) as a G-representation, we begin by considering a
specific subgroup of small index. Consider the morphism θ : SL2(Fp) → G
that sends σ ∈ SL2(Fp) to the equivalence class of (σ, 1), and let H = im θ.
One can check that
ker θ =
{
I if p ≡ 1 mod 4
±I if p ≡ 3 mod 4.
As |G| = 2(p − 1)p(p + 1) and |SL2(Fp)| = (p − 1)p(p + 1), we conclude
|G : H| = 2 if p ≡ 1 mod 4, and that |G : H| = 4 if p ≡ 3 mod 4.
Let Symg−1(k2) be the (g − 1)st symmetric power of the standard repre-
sentation of SL2(Fp) on k
2. We identify Symg−1(k2) with the k-subspace of
k[u, v] consisting of homogeneous polynomials with degree g−1. This space
has basis {vg−1, vg−2u, . . . , ug−1} and SL2(Fp)-action given by(
a b
c d
)(
u
v
)
=
(
au+ bv
cu+ dv
)
.
Note that if p ≡ 3 mod 4, then g − 1 is even, and the action of SL2(Fp)
on Symg−1(k2) is trivial on ±I. Because of this, we can define an H-action
on Symg−1(k2) where if h ∈ H such that θ(σ) = h, then h acts as σ does.
This is well-defined since the kernel of θ acts trivially. Let V be this H-
representation.
Proposition 2.2. The map
ϕ : resH(H
0(X,Ω1X/k))→ V given by
xidx
y
7→ uivg−i−1
is a k[H]-module isomorphism.
Proof. Clearly ϕ is an isomorphism of vector spaces over k, so we need only
check that ϕ is H-equivariant. Let h = (γ, 1) ∈ H for γ =
(
a b
c d
)
∈ SL2(Fp).
We calculate
h ◦ ϕ
(
xiy−1dx
)
= h(uivg−i−1)
= (au+ bv)i(cu+ dv)g−i−1
and
ϕ ◦ h(xiy−1dx) = ϕ
((
ax+ b
cx+ d
)i( y
(cx+ d)g+1
)
−1
d
(
ax+ b
cx+ d
))
= ϕ((ax+ b)i(cx+ d)g−i−1y−1dx)
= (au+ bv)i(cu+ dv)g−i−1,
since d
(
ax+ b
cx+ d
)
= (cx+ d)−2dx. 
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Corollary 2.3. As a G-representation, H0(X,Ω1X/k) is irreducible. More-
over, H1(X,OX ) is naturally the contragredient of H
0(X,Ω1X/k), hence ir-
reducible as well.
Proof. It is well-known that Symg−1(k2) is irreducible as a representation
of SL2(Fp) (see the discussion following Corollary 3 of Chapter 3 in [1] 14-
16). It is clear from the way we defined V that it is thus irreducible as an
H-representation, and this implies it is irreducible as a G-representation.
The Serre duality pairing H0(X,Ω1X/k)×H
1(X,OX )→ k is G-equivariant,
so H1(X,OX ) is canonically the contragredient of H
0(X,Ω1X/k), and thus
irreducible. 
We can also explicitely describe the structure of H0(X,Ω1X/k) as a sub-
representation of the induced representation of V .
Proposition 2.4. If p ≡ 1 mod 4, then IndGH(V )
∼= V 2 and H0(X,Ω1X/k)
can be embedded as the subrepresentation
{(v,−v) : v ∈ V }.
If p ≡ 3 mod 4, then IndGH(V )
∼= V 4, then H0(X,Ω1X/k) can be embedded as
the subrepresentation spanned by
{(ϕ(τ˜j), (−1)
j iϕ(τ˜j),−ϕ(τ˜j), (−1)
j+1iϕ(τ˜j)) ∈ V
4 | j = 0, . . . , g − 1},
where i ∈ k such that i2 = −1, and using the same notation as in Lemma 2.1
and Proposition 2.2 for τ˜j and ϕ.
Proof. Recall that the induced representation IndGH(V ) is k[G] ⊗k[H] V .
Frobenius reciprocity tells us that
HomG(H
0(X,Ω1X/k), Ind
G
H(V )) = HomH(resH(H
0(X,Ω1X/k)), V ).
However, since Corollary 2.3 tells us that resH(H
0(X,Ω1X/k)) and V are iso-
morphic irreducibleH-representations, this means that the right hand side is
one dimensional. Thus there is a nonzero k[G]-linear map from H0(X,Ω1X/k)
into IndGH(V ) and it is unique up to scaling. (For more on irreducible and
induced representations, see sections 1 and 8 respectively of [1].)
In the case where p ≡ 1 mod 4, |G : H| = 2 so as a vector space the
induced representation is V ⊕ V . If α ∈ G corresponds to the equivalence
class of (( 1 00 1 ) ,−1) ∈ G˜, then G = H ⊔ Hα. Note in particular that if
ω ∈ H0(X,Ω1X/k), the αω = −ω and if (v1, v2) ∈ Ind
G
H(V ), then α(v1, v2) =
(v2, v1). Note that we can easily calculate the G-action on the induced
representation from that.
In particular the map
T : H0(X,Ω1X/k)→ Ind
G
H(V )
ω 7→ (ϕ(ω),−ϕ(ω))
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is G-equivariant. Thus H0(X,Ω1X/k) embeds into Ind
G
H(V ) as the k[G]-
submodule {(v,−v) ∈ V ⊕ V }.
If p ≡ 3 mod 4, then |G : H| = 4 so as a vector space the induced
representation is V ⊕ V ⊕ V ⊕ V . If β ∈ G corresponds to the equivalence
class of ((−1 00 1 ), i) where i ∈ k such that i
2 = −1, then G = H ⊔ Hβ ⊔
Hβ2 ⊔Hβ3. Note in particular that if τ˜j is a basis element of H
0(X,Ω1X/k)
as in Lemma 2.1, then βτ˜j = (−1)
j iτ˜j. If (v1, v2, v3, v4) ∈ Ind
G
H(V ), then
β(v1, v2, v3, v4) = (βv4, βv1, βv2, βv3); note we can easily calculate the G-
action on the induced representation from this. In particular, the injective
map
T : H0(X,Ω1X/k)→ Ind
G
H(V )
τ˜j 7→ (ϕ(τ˜j), (−1)
j iϕ(τ˜j),−ϕ(τ˜j), (−1)
j+1iϕ(τ˜j))
is G-equivariant. 
3. The action of G on H1dR(X/k)
For any smooth proper curve Y over a field L, H0(Y,ΩY/L) embeds as
strict subrepresentation of H1dR(Y/L). If L is of characteristic zero, it follows
from Maschke’s Theorem that H0(Y,ΩY/L) is a L[Aut(Y )]-module direct
summand of H1dR(Y/L). However, Maschke’s Theorem does not apply in
positive characteristic if the characteristic of L divides |Aut(Y )| (as in our
case), so it need not be the case that reducible implies decomposable. In
this section we will show that, in fact, H1dR(X/k) is indecomposable as a
k[G]-module.
For these computations we will use the Cˇech cohomology with the open
affine cover U = {U1, U2}, where U1 = X − P0 and U2 = X − P∞ (for
background on Cˇech hypercohomology, see EGA 0III §12 [8] and SGA Exp
V [2]). The method used here is largely based on that in [9]. By definition,
Hˇ1dR(U) is the quotient of the k-vector space
{(ω1, ω2, f12) | ωi ∈ ΩX/k(Ui), f12 ∈ OX(U1 ∩ U2), df12 = ω1 − ω2}
by the k-subspace
{(df1, df2, f1 − f2) | fi ∈ OX(Ui)}.
Theorem 3.1. The canonical exact sequence of k[G]-modules
(3.1) 0→ H0(X,Ω1X/k)→ H
1
dR(X/k)→ H
1(X,OX )→ 0
does not split.
To prove this, we will first find a k-basis for Hˇ1dR(U) and study the action
of G on this basis.
Lemma 3.2. For i = 0, 1, . . . , g − 1, let τi be the class of
(3.2) (xiy−1dx, xiy−1dx, 0),
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in Hˇ1dR(U). For i = 1, 2, . . . , g, let ηi be the class of
(3.3) ((1 − 2i)x1−g−id(yx−g−1),−2ix2g−idy, yx−i)
in Hˇ1dR(U). Together, these form a k-basis for Hˇ
1
dR(U).
Proof. We need to first determine that these are well-defined elements in
Hˇ1dR(U). It is clear the τi are well defined inH
1
dR(X/k) since x
iy−1dx is regu-
lar for i = 0, 1, . . . , g−1 (note: the τi are the images of the τ˜i ∈ Hˇ
1(U ,Ω1X/k)
under the canonical map). To show that ηi is well defined, we first calculate
that d(yx−g−1) = xg−1dy. So
(1− 2i)x1−g−id(yx−g−1)− (−2ix2g−idy) = (1− 2i)x−idy + 2ix2g−idy
= d(yx−i).
The requirement that ω1 −ω2 = df12 for an element (ω1, ω2, f12) ∈ Hˇ
1
dR(U)
follows from this, but we still need to ensure that the ω1, ω2 and f12 are
regular on the appropriate open sets. To do this, it is enough to calculate
their divisors, which are:
div((1 − 2i)x1−g−id(yx−g−1)) = (−2i)P0 + (2g + 2i− 2)P∞
div(−2ix2g−idy) = 2(2g − i)P0 + (2i− 2g − 2)P∞
div(yx−i) = (1− 2i)P0 +
p−1∑
j=1
Pj + (2i− p)P∞.
Notice that the first equation refers to a 1-form regular on U1, the second
a 1-form regular on U2, and the third a function regular on U1 ∩ U2; we
conclude that the ηis are well-defined in Hˇ
1
dR(U).
Since by Lemma 2.1, the τ˜is form a basis for Hˇ
0(U ,Ω1X/k), and the τis are
their images in Hˇ1dR(U), it suffices to show that the image of {ηi|i = 1, . . . , g}
in Hˇ1(U ,OX) is a basis.
Recall that H1(X,OX ) is the dual of H
0(X,Ω1X/k), and that under the
canonical Serre-duality pairing there is a map H0(X,Ω1X/k)×H
1(X,OX )→
k given by the residue map (see [17] or Appendix B of [5] for a complete
discussion). We can use this to show that −2yx−i is the dual element to
y−1xi−1dx.
For i = 0, . . . , g − 1 and j = 1, . . . , g the pairing gives
(3.4) 〈y−1xidx, yx−j〉 = res(xi−jdx).
This can be calculated by summing the residues at points P where P ∈ U1,
or equivalently (by applying the Residue Theorem), the negative of the
residue at P0. Note in particular this means for the inner product to be
non-zero, xi−jdx must have a pole somewhere on U1 and a pole at P0. By
the calculations in Lemma 2.1,
div(xi−jdx) = (2i− 2j + 1)P0 + P0 + P1 + · · ·+ Pp−1 + (2j − 2i− 3)P∞.
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This has a pole at P0 if j ≥ i + 1 and a pole at P∞ if j ≤ i + 1. It follows
that 〈y−1xidx, yx−j〉 = 0 if i 6= j − 1. If i = j − 1, then 〈y−1xidx, yx−j〉 =
resP∞(x
−1dx). To calculate this residue, note that t =
y
x(p+1)/2
is a uni-
formizer at P∞ (using the proof of Lemma 2.1). Since
t2 =
y2
xp+1
=
xp − x
xp+1
=
1
x
−
1
xp
we find
1
x
= t2 +
(
1
x
)p
,
from which it follows (by repeatedly substituting) that x−1 =
∞∑
i=0
t2p
i
. It is
straightforward to show from this that resP∞(x
−1dx) = −2.
Thus {−2yx−i | i = 1, . . . , g} is the dual basis of the {τ˜i−1 | i = 1, . . . , g},
and in particular a basis for H1(X,OX ). 
Proof of Theorem 3.1. Now that we have a basis for H1dR(X/k) as a
split vector space, we need to consider how our group G acts on these basis
vectors. Specifically, we are going to consider σ ∈ G, the equivalence class
of (( 1 10 1 ), 1), and its action on the span of {ηi | i = 1, . . . , g}, the subspace
(non-canonically) isomorphic to H1(X,OX ). We will calculate the image
of each ηi under σ, and use this to show that there is no splitting of the
sequence as k[G]-modules.
Here we run into the problem that our cover U is not preserved under the
group action. While σU2 = U2, we get that σU1 = X−Pp−1. To account for
this, we will refine our cover. Let U3 = X−P1. Note that then U3 = σ
−1U1.
Define the covers U ′ = {U2, U3} and U
′′ = U ∪ U ′.
We can then calculate the action of σ on Hˇ1dR(U) using the following
commutative diagram:
H1dR(X/k)
∼= Hˇ1dR(U)
H1dR(X/k)
∼= Hˇ1dR(U)
Hˇ1dR(U
′)
Hˇ1dR(U
′′)
σ
OO
∼=
ρ
oo
ρ′∼=

σ //
where ρ, ρ′ are the restriction maps, which give isomorphisms of the spaces.
As we did with Hˇ1dR(U), we have a similar definition for Hˇ
1
dR(U
′′), namely
as the quotient of
{(ω1, ω2, ω3, f12, f13, f23) | ωj ∈ ΩX/k(Uj), fjk ∈ OX(Uj ∩ Uk)
dfjk = ωj − ωk, f23 − f13 + f12 = 0},
by the subspace spanned by
{(df1, df2, df3, f1 − f2, f1 − f3, f2 − f3) | fj ∈ OX(Uj)}.
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Then ρ and ρ′ are respectively the projections to (ω1, ω2, f12) and (ω2, ω3, f23).
Lemma 3.3. For i = 1, . . . , g, let
ω1i = (1− 2i)x
−g−i+1d(yx−g−1)
ω2i = −2ix
p−i−1dy
ω3i =
p−i∑
m=1
(
p− i
m
)
(1 + 2m)(x− 1)m−3gd(y(x− 1)−g−1)
f12i = yx
−i
f23i =
p−i∑
m=1
(
p− i
m
)
y(x− 1)m−p =
(
xm − 1
xp − 1
)
y
f13i = yx
−i +
(
xm − 1
xp − 1
)
y.
Let νi = (ω1i, ω2i, ω3i, f12i, f13i, f23i). If i = 1, . . . , g, then νi is a well-
defined hyper 1-cocycle for the covering U ′′. Moreover, under the canonical
refinement map Hˇ1dR(U
′′)
∼
→ Hˇ1dR(U), the image of each νi is ηi.
Proof. Since it is clear that the projection of νi to Hˇ
1
dR(U) is ηi, it suffices
to show that each νi is well-defined.
Since we know from Lemma 3.2 that the ηi are well-defined, we can
conclude that ω1i ∈ ΩX/k(U1), ω2i ∈ ΩX/k(U2), f12i ∈ OX(U1 ∩ U2), and
df12i = ω1i − ω2i for i = 1, . . . , g. It then remains to verify the following
conditions:
(1) ω3i ∈ ΩX/k(U2)
(2) f23i ∈ OX(U2 ∩ U3)
(3) f13i ∈ OX(U1 ∩ U3)
(4) df23i = ω2i − ω3i
(5) df13i = ω1i − ω3i
(6) f23i − f13i + f12i = 0
Note that 6 is clear from the definition, and that with the other conditions
it will imply 5. Next we will show that conditions 1, 2 and 4 on f23i and
ω3i follow from previous calculations. We know from Lemma 3.2, that (1−
2i)x1−g−id(yx−g−1) ∈ ΩX/k(U1), −2ix
2g−idy ∈ ΩX/k(U2), and that their
difference is d(yx−i) ∈ ΩX/k(U1 ∩ U2). Changing coordinates by replacing
x with x− 1, we can conclude that 1-forms that previously were regular on
U1 will now be regular on U3, while those regular on U2 remain so, and that
the equality still holds. Thus we get that
(3.5) (1− 2i)(x− 1)1−g−id(y(x− 1)−g−1)+2i(x− 1)2g−idy = d(y(x− 1)−i)
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where
(1− 2i)(x− 1)1−g−id(y(x− 1)−g−1) ∈ ΩX/k(U3)
−2i(x− 1)2g−idy ∈ ΩX/k(U2)
y(x− 1)−i ∈ OX(U2 ∩ U3).
If we substitute i = p−m into (3.5) (recalling that p = 2g + 1), it becomes
(1 + 2m)(x− 1)m−3gd(y(x− 1)−g−1)− 2m(x− 1)m−1dy = d(y(x− 1)m−p).
Now take, multiply it by
(
p− i
m
)
, take the sum of these from m = 1 to
m = p− i. Referencing back to the definitions of ω3i and f23i, we find
(3.6) − ω3i +
p−1∑
m=1
(
p− 1
m
)
2m(x− 1)m−1dy = df23i.
It follows from this that conditions 1 and 2 hold, that is ω3i ∈ ΩX/k(U2) and
f23i ∈ OX/k(U2 ∩ U3). Now note that
ω2i = −2ix
p−i−1dy
= −2i
p−i−1∑
ℓ=0
(
p− i− 1
ℓ
)
(x− 1)ℓdy
=
p−i∑
m=1
(
p− i
m
)
2m(x− 1)m−1dy.
So we can substitute this into (3.6), and it follows that ω2i − ω3i = df23,
which is condition 4.
The only thing that remains is to check that f13i ∈ OX(U1∩U3). Since f23i
and f12i are regular on U1 ∩U2 ∩U3, we need only check that f13i is regular
at P∞. We can do this by calculating the image of f13i in Frac(OX,P∞).
Recall from the proof of Lemma 3.2, that t =
y
x(p+1)/2
is a uniformizer at
P∞. Using this and the definition of f13i, we calculate that f13i = O(t).
Since this means f13i has no pole at P∞, we can conclude f13i is regular on
U1 ∩ U3. So f13i ∈ OX(U1 ∩ U3). 
Now we conclude the proof of Theorem 3.1. By Lemma 3.3, each νi is the
inverse image of ηi under the canonical restriction map Hˇ
1
dR(U
′′)
∼
→ Hˇ1dR(U).
The projection of νi onto Hˇ
1
dR(U
′) gives us (ω2i, ω3i, f23i), and to understand
σηi, we need only calculate σ(ω2i, ω3i, f23i).
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So we need to consider the image of (ω3i, ω2i, f23i) under σ:
σω3i = −
i
p− i
p−i∑
j=1
(
p− i
j
)
(1 + 2j)xj−3gd(yx−g−1)
σω2i = −2i(x+ 1)
p−i−1dy = −
i
p− i
p−i∑
j=1
(
p− i
j
)
2jxj−1dy
σf23i = −
i
p− i
p−i∑
j=1
(
p− i
j
)
yxj−p.
We can restate this as
(3.7) σ(ω3i, ω2i, f23i) = −
i
p− i
p−i∑
j=1
(
p− i
j
)
η˜p−j
where
η˜ℓ = ((1− 2ℓ)x
1−g−id(yx−g−1),−2ℓx2g−ℓdy, yx−ℓ).
We would like to be able to write this in terms of the basis from Lemma 3.2.
If g + 1 ≤ j ≤ p− 1, then each η˜p−j = ηp−j, which is such a basis element.
However, for 1 ≤ j ≤ g, this is not the case and so we need to rewrite η˜p−j
in terms of the basis. We find that for 1 ≤ j ≤ g,
η˜p−j − (d(yx
j−p), 0, yxj−p) = (2jxj−1dy, 2jxj−1dy, 0) = −2jτj−1.
Since the above is in the same equivalence class as η˜p−j within Hˇ
1
dR(U), for
1 ≤ j ≤ g, η˜p−j is in the image of H
0(X,Ω1X/k). This shows that the space
spanned by the ηi is not stable under the action of σ.
Suppose there is a k[G]-linear map α : H1(X,OX ) → H
1
dR(X/k) that
splits the exact sequence in Equation (3.1). Let {τ˜ℓ
∗ ∈ H1(X,OX ) | ℓ =
0, . . . , g − 1} be a dual basis of {τ˜ℓ ∈ H
0(X,Ω1X/k) | ℓ = 0, . . . , g − 1} under
the Serre duality pairing. Then define τ∗ℓ = α(τ˜ℓ
∗) ∈ H1dR(X/k). We would
like to know how to write τ∗ℓ in terms of the τi and ηi, the basis given in
Lemma 3.2.
Fix t ∈ F×p . and let T indicate the element of G such that
(x, y) 7→ (t2x, ty).
It is easy to calculate that Tτi = t
2i+1τi and Tηj = t
1−2jηj. Since the pairing
is G-equivariant, as is the map α, it has to be the case that Tτ∗ℓ = t
−2ℓ−1τ∗ℓ .
This implies that τ∗ℓ is in the t
−2ℓ−1-eigenspace of T , which is spanned
by τg−ℓ−1 and ηℓ+1. So there exist unique nontrivial aℓ, bℓ ∈ k such that
τ∗ℓ = aℓτg−ℓ−1 + bℓηℓ+1.
Since α is G-equivariant, στ∗ℓ = σα(τ˜ℓ
∗) = α(στ˜ℓ
∗), so it must be that
(3.8) aℓ(στg−ℓ−1) + bℓ(σηℓ+1) = στ
∗
ℓ ∈ imα.
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However, we know from the proof of Theorem 2.2 and Equation 3.7 that
στg−ℓ−1 =
g−ℓ−1∑
i=0
(
g − ℓ− 1
i
)
τi
and
σηℓ+1 = −
ℓ+ 1
p− ℓ− 1
−2 g∑
i=1
(
p− ℓ− 1
i
)
iτi−1 +
p−ℓ−1∑
i=g+1
(
p− ℓ− 1
i
)
ηp−i
 .
It is simple to show, by plugging this into Equation (3.8), that no non-
trivial aℓ, bℓ satisfy this, giving a contradiction. Thus the exact sequence in
Equation (3.1) does not split under the action of G. 
Corollary 3.4. H1dR(X/k) is a non-projective indecomposable k[G]-module.
Proof. Corollary 7 on page 33 of [1] states that the order of a Sylow p-group
of G divides the dimension of any projective k[G]-module. A Sylow p-group
of G has order p and the dimension of H1dR(X/k) is 2g = p−1. So H
1
dR(X/k)
is non-projective.
Suppose there exist nontrivial k[G]-submodules M and N such that
H1dR(X/k) =M ⊕N.
Consider the sequence from Theorem 3.1:
(3.9) 0→ H0(X,Ω1X/k)
ψ
−→ H1dR(X/k)
ψ′
−→ H1(X,OX )→ 0
where ψ,ψ′ are the canonical maps. Suppose that imψ ∩M = 0. Then
kerψ′ ∩M = 0, so ψ′|M gives an isomorphism between M and some sub-
module of H1(X,OX ). However, since H
1(X,OX ) is irreducible by Corol-
lary 2.3, this means that M is isomorphic to H1(X,OX ) as a k[G]-module.
However, this gives a splitting of the exact sequence in (3.9), which contra-
dictions Theorem 3.1.
Now suppose instead that imψ∩M is nonzero. Since imψ ∼= H0(X,Ω1X/k)
as a k[G]-module, and H0(X,Ω1X/k) is irreducible by Corollary 2.3, we can
conclude that imψ ⊆M . So kerψ′ ⊆M , and thus kerψ′ ∩N is zero. Thus,
N is isomorphic to a k[G]-submodule of H1(X,OX) through ψ
′. Since N is
nontrivial and H1(X,OX ) is irreducible by Corollary 2.3, this means that ψ
′
induces an isomorphism between N and H1(X,OX ). However, this gives a
splitting of the exact sequence in (3.9), which contradicts Theorem 3.1. 
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