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Abstract 
We consider the problem of optimally placing identical resources at the nodes of a weighted 
tree-shaped network of size N. The resources satisfy requests issued from the nodes of the 
network. The cost of a placement of the resources is the sum over all nodes of the network 
of the product of the node weight times the distance from the closest resource. The static 
problem consists in determining the minima1 cost placement of the resources. The dynamic 
version consists in recomputing such a cost when a node weight has changed. 
We present a linear time algorithm that computes the optimal placement of two resources in 
a tree. For the dynamic version we give an O(logN) time algorithm for placing one resource 
and, for the case of complete binary trees, an 0(logN3) time algorithm for two resources. 
The static algorithm is faster than the algorithms found in literature, while the dynamic algo- 
rithms are the first for this problem. 
1. Introduction 
Let F be a tree with N vertices and, for each vertex u, let w(u) be the weight of v. 
We consider the problem of optimally placing a number k of identical resources at 
the vertices of F. When more resources are located in a network, each vertex needing 
a resource has to choose which resource to use to satisfy a request. Several different 
strategies can be designed, according to different scenarios and different cost measures. 
In this paper we consider the case in which each resource can satisfy any number of 
requests at the same time and each request is satisfied using the closest resource. We 
define the cost of a placement as the sum over all vertices u of the product of the 
weight w(u) of the vertex times the distance from the closest resource. The optima1 
placement is the placement with least cost among all placements. 
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A motivating example. This problem arises in several contexts. For example, we can 
think of the resources as copies of a read-only file. Each node of a communication net- 
work has a copy of the file but, as the file is very large, only a fixed number k of copies 
are on-line (i.e., resides at disks located at the nodes of the communication network) 
and the remaining are kept off-line (e.g., on magnetic tapes). The weight of a vertex is 
the measure of how often the file is read by a process residing at that vertex. It is thus 
desirable to place the copies of the file so to minimize the average delay incurred into 
by the programs requesting access to the file. This is the static version of the problem. 
As requests are generated by the vertices, the weight of each vertex increases to 
keep into account the newly generated requests. Moreover, some of the workstations 
might be unreachable at a given moment because of failure of some of the links in 
the communication network. Nonetheless, we want all the nodes of each connected 
component of the tree to have access to the file and thus we have to recompute the 
optimal placement of k copies of the file in each connected component. This is the 
dynamic version of the problem. 
In this paper we study the cases k = 1,2 and present algorithms for the static and the 
dynamic version of the problem. A dynamic algorithm is an algorithm that recomputes 
the solution to a problem while the input is being modified. Obviously, to make things 
interesting, it is required that the dynamic algorithm update the solution faster than it 
would take to recompute it from scratch. Dynamic algorithms are known for several 
optimization problems on graphs (e.g., minimum spanning tree [4,5, 1,2]) and graph 
properties (e.g., planarity [7], connectivity [6,5]) and can be classified according to the 
type of operations that a re allowed on graph. In this paper we will consider weight- 
change operations. Thus, our working scenario will be the following. A weighted graph 
is presented to the algorithm. The algorithm performs some preprocessing during which 
it builds some data structure; for our algorithms this preprocessing takes linear time and 
the size of the data structure is linear in the number of vertices of the tree (thus our 
algorithms are optimal with respect to both these measures). After the preprocessing 
stage, an intermixed sequence of the following two types of operations is performed: 
(1) the weight of a vertex is changed; (2) the optimal placement of the resources in 
a subtree of the current weighted tree is asked. These operations are presented in an 
on-line fashion to the algorithm; that is, it has to perform each operation before it can 
see the next request. 
1.1. Related work 
The static version of our problem is known under the name of the k-median prob- 
lem and has been extensively studied in the past. Kariv and Hakimi [9] proved that 
the k-median problem is NP-complete even for planar graphs of maximum degree 3. 
Papadimitriou [12] proved that the k-median problem in the plane is NP-complete. 
Megiddo and Supowitz [l I] proved that it is NP-hard to approximate the k-median 
problem to within some constant factor both in the Euclidean and the Rectilinear metric. 
The approximation of the k-median problem is also investigated in [lo]. The k-median 
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problem is solvable in polynomial time for fixed k and for trees. Kariv and Hakimi’[9] 
gave an algorithm that solves the k-median problem on trees with N vertices in time 
O(PN2). 
A similar well-studied problem is the k-center problem. Here the objective is to 
identify k vertices (called the centers) that minimize the maximum distance of a vertex 
from the nearest center. Frederickson gave a linear time algorithm for the k-center 
problem in [3]. 
1.2. Overview of the paper 
In Section 3, we study the case of k = 1. We give a simple algorithm that solves 
the dynamic l-resource problem for trees of N vertices in time O(log N), using a 
preprocessing of time O(N). 
In Sections 4 and 5, we consider the case k = 2. We start by presenting a linear 
time algorithm that computes the optimal placement of two resources in a tree. The 
best previously known algorithm is the 0(N2)-time algorithm of Kariv and Hakimi [9]. 
Then, we present a dynamic algorithm that recomputes the optimal placement of two 
resources in a complete tree with N vertices in time 0(log3 N). 
To ease exposition, we present our algorithms for the case of binary trees. All 
algorithms can be modified to handle trees of arbitrary degree. 
2. Notations and definitions 
Unless otherwise specified, .Y is an N-vertex weighted binary tree with root B, 
where each vertex v of 5 has a weight w(v) > 0. We assume, without loss of gen- 
erality, that each vertex of .Y is either a leaf or has two children. For each vertex u, 
we denote by T, the subtree of F rooted in u, by Th and by TL the left and right 
subtrees of T, and let T,” = F - T,,. Let S be a subtree of r and u a vertex of 
S. We call the trees S n TA, S n T;, and S n T,” the trees adjacent to u in S. Also 
we let W(T,) denote the sum of the weights of the nodes belonging to T,; obvi- 
ously, W(T,) = W(TL) + W(T:) + w(u). Often we will refer to W(T,) as the weight 
of T,. 
The cost Cost(x,S) of serving the vertices in a subset S of Y with a resource 
located at the vertex x is 
Cost(x, S) = C w(u) . dist(x, v), 
UES 
where dist(x, v) is the distance of x from v. 
The cost of serving a vertex v from a placement (x1 ,x2) is 
Cost(xl,x2,v) = w(v).dist(v,xl,x2), 
where dist(v,xl,x2) is the distance of v from the closer of x1 and x2. If S is a subset 
of the vertices of Y, then the cost of placement (x1,x2) relative to S is simply the sum 
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of the costs of serving each vertex in S and is denoted Cost(xl,x2,S). We define the 
cost of the optimal placement of one resource in a tree T, Costl(T), as 
CostI = ~2; Cost(x, T) 
and Loq( T) as the set of vertices which obtain the optimal cost. Formally, 
Lot,(T) = {U 1 Cost(u, T) = Cost,(T)}. 
Similarly for two resources, we define 
Costz(T) = .,ni~~ Cost(x,,x2, T) and 
Loq(T) = {(u,v) 1 Cost(u, v, T) = Cost2(T)}. 
In the case of one resource located in a vertex u, if we know the weigth of the 
whole tree .Y and also that of the tree T,, with v being a child of u, then we can 
easily derive the cost when the resource is moved into v. In fact, the cost to serve a 
vertex z in T, now is w(z) less expensive than before, while to serve a vertex x not 
in T(v) costs w(x) more. Hence, the following fact holds. 
Fact 1. Let u be a vertex of F and v a child of u. Then, 
Cost(v, S) = Cost(u, 9-) + W(Y) - 2 . W(T,). 
3. A simple algorithm for the dynamic one-resource problem 
In this section we present a dynamic algorithm that, after a linear-time preprocessing, 
recomputes the optimal placement of one resource in a tree with N vertices after a 
weight change in time O(logN). The algorithm uses the data structure for dynamic 
trees of Sleator and Tarjan [13] and is based on the properties of the optimal placement 
that we summarized in the following lemma. 
Lemma 1. Let F be a weighted binary tree with N nodes and u a vertex of 5 Then, 
1. u E LOCI(Y) if and only if; for all trees T adjacent to u in F, it holds that 
W(T) < W(F)/2; 
2. LOCI(~) belongs to the tree T adjacent to u in F if and only if W(T) > 
W(F)/2. 
Proof. We will prove the first statement by contradiction; the second property can be 
derived similarly. 
only if: Let u E LOCI(Y) and assume by contradiction that W(TL) > W(Y)/2 (the 
other two cases are similar). We immediately derive the contradiction by observing that 
Cost(v, F) = Cost(u, 5) + W(Y) - 2 . W(T;) < Cost(u, Y-), 
where v is the left child of U. 
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if: Let W(T)<W(F)/2 for all trees adjacent to u in .Y and assume u $I! LOCI(~). 
Let U* be an optimal placement and, without loss of generality, say U* belongs to TA. 
As T,* is a subtree of TA, we have that 
On the other hand, U* is an optimal placement and thus it must be that W(T,C, ) < 
W(Y)/2. Therefore, since W(T,.)+W(T,C) = W(7), we have that W(T,C)=W(F)/2 
and W(T,*) = W(TA)= W(Y)/2. This implies that, if u and U* are not adjacent, then 
the vertices on the path from U* to u have zero weight. Therefore u and U* are adjacent 
(remember that the weights are positive) and, thus, 
Cost(u, S) = Cost(u*$-) + W(F) - 2W(T,) = Cost(u*,Y) 
which implies that u E LOCI(Y) as well. q 
Corollary 1. For all weighted binary trees Y, ILoq(Y)l<2. Moreover, ifLocl(~)= 
{u, v}, then u and v are adjacent. 
The above lemma suggests a simple dynamic algorithm that recomputes an optimal 
placement of one resource and its cost after a weight change. First compute in a 
preprocessing stage the weights W(T,), for all the vertices u E Y. The weights of 
the subtrees are then maintaned dynamically using the dynamic trees of Sleator and 
Tarjan. That is, after the weight of a vertex has changed, it is possible in time O(log N) 
to rearrange the data structure so that the weight of a subtree can be obtained in 
constant time. The new optimal placement resulting from the weight change is then 
obtained by searching for a vertex that satisfies condition 1 of Lemma 1. The following 
observation is crucial. The new optimal placement lies on the path between the old 
optimal placement v* and the vertex v whose weight has been changed. In fact, by 
Lemma 1 for each vertex u not belonging to the path from u to u* there exists an 
adjacent subtree of u that contains both v and v* and it had a weight greater than W/2 
before the weight change. Obviously, the weigth of this subtree is greater than (W+6)/2 
after the we&h change and u cannot be an optimal placement for the resource. Thus, 
the new optimal placement can be found by performing a binary search along the path 
from v to v*. Only O(logN) vertices need to be inspected giving a running time of 
O(log N). 
Similarly, it is possible to maintain Cost,(Y), that is the cost of the optimal place- 
ment, by using Fact 1 and the value of Cost1(W, Y) which is computed in the 
preprocessing. 
We can now state the following theorem. 
Theorem 1. There exists an algorithm which solves the dynamic version of the prob- 
lem of placing 1 resource in a tree of N vertices in time O(log N) after a linear-time 
preprocessing. 
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Remark. Note that if the weight change is negative, then the new optimal placement 
may be located at any vertices of the tree (not just along the path from the old optimal 
placement and the vertex whose weight changed) and a factor of O(logd) is needed 
for the search of the new location, where d is the depth of the tree. This yields an 
overall time complexity of O(logN logd). 
4. An algorithm for the static two resource problem 
In this section we present the algorithm 2-Static for computing an optimal place- 
ment of two resources in E We start with an informal discussion of the ideas behind 
the algorithm. We define the function PseudoCost(u,Y) as PseudoCost(u,5) = 
Cost1 (T,) + Costl (T;); that is, the sum of the costs of the optimal solutions of the 
problem with one resource in T,, and c. PseudoCost is then defined as the mini- 
mum of PseudoCost(u,Y) over all the vertices u of 9. Algorithm 2-Static computes 
PseudoCu.st(u,Y) for a11 vertices u of the tree and sets Cust2(5) = PseudoCost( 
We shall prove that the optimal cost of placing two resources in 9 is equal to 
PseudoCost(9). An optimal placement is, then, obtained by considering a vertex u 
such that PseudoCost(v, Y) = PseudoCost and taking two vertices x1 E Lot I (T, ) 
and x2 E Lot, (Ti ). A more detailed description is given in Fig. 1. Let us proceed 
more formally. 
Lemma 2. For any weigthed binary tree Y, the cost Costz(Y) of an optimal place- 
ment of two resources in Y is equal to PseudoCost( Moreover, if v is a vertex 
such that PseudoCost(v, Y) = Costz(.Y), then any pair of vertices x1 E Locl(T,) and 
x:! E Locl(T,C) is an optimal placement of two resources in 5. 
Proof. We first show that CostZ(F)>PseudoCost(Y). Let (x1,x2) be a placement 
of the resources and z be a vertex of the path from x1 to x2 such that [dist(xl,z) - 
dist(x2,z)lG 1. Then, we have 
Cost(xl,x2, s) = Cost(xl, T,) + Cost(x2, T,“) 
2 PseudoCost(z, r) 
2 Pseudo&t(F). 
Since (x1,x2) is an arbitrary placement, the same relation holds for the best placement 
and, thus, 
Cosfz(Y) 3 PseudoCost( 
To prove that Costz(.Y) < PseudoCost( we notice that PseudoCost(u,.Y) can be 
written as 
PseudoCost(u,.7) = C w(v)dist(v,x,), 
UEY 
K Auletta et al. I Theoretical Computer Science 165 (1996} 441&W 
Algorithm ZStatic(7) 
begin 
2. compute opt, and Costl(T,) for all vertices II E 7 by rwmmg procedure BottomLlp[R) 
[see Figure 2); 
3. compute opt: and Cost,(TG) for all vertices u E 7 by running procedure TopDown 
(see Figure 3); 
4. compute PseudoCost as PseudoCost(q = m&T Cost, (‘I’,&) + Costl CT;): 
5. find a vertex li such that PseudoCost = Cost,(T,) + Cost,(T;); 
6. set q = opt, and 22 = opt:; 
7. return((s,, z2), PseudoCost(T 
end 
Fig. 1. Algorithm 2-Static 
where 
x1 E Loc!(T,) if u E T,, 
x,: = 
x2 E Locl(T,C) if v E T,“. 
As djst(v,x,)~dist(u,x,,~~) we have 
PseudoCost(u, S) 2 C w(v)dist(v,xl,xz) 
UE9- 
2 Cost2(?97. 
Since the relation holds for any vertex, then 
PseudoCost = rni? PseudoCost(u, F) 3 Cost2(?). 
447 
Notice that in the previous relation the equality holds if and only if, for each vertex v, 
dist(u,x,) = dist(v,x,,xz). Then Cost(xl,xz,F) = Cosr~(F) and (x,,wz) is an optimal 
placement. Since we have made no hypothesis on the selection of xl and x2, we obtain 
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that any placement of a resource in a vertex of Loci(T,) and the other in a vertex of 
Loci(T,C) is optimal. 0 
Lemma 3. Let u be a vertex of F, S1, Sz be two subtrees of F adjacent to u with 
W(Si) > W(&), and let opt, be a vertex in Loci(S). Then an optimal placement of 
a resource in S = S, u S2 U {u} lies on the path from u to optI. 
Proof. Assume, by contradiction, that there exists an optimal placement for S, y, that 
does not lie on the path from u to opt,. By Lemma 1, y belongs to Si U {u}. Moreover, 
as y does not lie on the path from u to opt,, it follows that both u and opt, are in 
the same subtree, call it T, adjacent to y in S. Observe that T contains &. In fact, the 
path from a node x of Sz to y goes through u. Therefore, x and u belong to the same 
tree adjacent to y. 
As the optimal placement, opt,, for Si lies in T, by Lemma 1 we obtain that 
WV1 ) 
W(TXS+-~. 
Therefore, 
W(T n Sl) + w(u) + W(Sz) > WSl I+ w(u) + WV2 1 - W(S) 
2 2 ’ 
Now as S2 U {u} = T \ Sl, we can write 
W(S) W(Tnsl)+w(T\s,)> 2’ 
whence, by observing that (T n S1 ) U (T \ Sl ) = T, we obtain 
which contradicts the fact that y is an optimal placement for S. 0 
We have thus reduced the problem of computing Costz(F) and Locz(Y) to the 
problem of computing PseudoCost(u, Y) and Locl(T,) and Locl(T~), for all vert- 
ces u of 97 
The values PseudoCost(., ) are computed in two phases: the first phase computes, 
for each vertex 21, the value Costl(T,) and a vertex opt, E LOCI (T,); the second 
phase computes, for each vertex u, the value Costl(Ti) and a vertex op& E Loq(T,C). 
The first phase starts from the leaves of F and works bottom up as foIIows (see 
Procedure BottomUp in Fig. 2). If u is a leaf then Costl(T,) = 0 and opt, = u. 
Otherwise, let u and z be the two children of u and let opt0 and opt, be the opti- 
mal placements of a resource in T, and T,, respectively. Then, by Lemma 3, there 
exists a vertex opt,, E Locl(T,) on the path from the optimal placement in the 
heavier of T, of T, to u. The vertex opt, is found by scanning this path. In order 
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BottomUp 
begin 
if 21 is a leaf then 
opt, = 2~ and Costr(T,) = 0; 
return; 
else 
let ur and zl, be the left child and right child of u; 
compute opt, and Costr(T,) for ail vertices v in T,, by running BottomUp( 
compute opt, and Costr(T,) for all vertices n in T,, by running BottomUp( 
let S be the heavier of the subtrees T,, and Z’,, and set y equal to the optimal placement of 
a resource in S; 
while (y # zr) {scan the path from y to u} 
if (y satisfies Condition 1 of Lemma 1) then 
set opt, = y and Costr(TJ = Cost(y, T,); 
return; 
else 
let 5 be the parent y; 
set Cost(s, T,) = Cost(y, T,) - W(Z’,) + 2W(T,) and set y = I; 
end while 
end 
Fig. 2. Procedure BottomUp. 
to compute also Cost(opt,, T,), each time we move along this path from a vertex 
x to a vertex y we compute Cost(y,T,) as Cost(y,T,) = Cost(x, T,) + 2W(T,) - 
W(T,). 
The second phase starts from 9 and works top down (see Procedure TopDown in 
Fig. 3). Let u be a vertex other than 9, u, z be its parent and its sibling, respectively 
and opt”, and opt, be the optimal placements of a resource in T,” and T,. Assume that 
T, is heavier that T,” (the other case is similar). Then by Lemma 3 there exists a vertex 
opt; E Loct(T,C) on the path from opt, to u. Working as in the previous phase, the 
algorithm finds opt: and computes Cost(optE, T,C). 
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TopDown 
begin 
if (x # 2.) then 
let v and z be the father and the sibling of a, respectively; 
let S be the heavier of the subtrees T,“, T, and y the optimal placement of a resource in S 
while (y # u) {scan the path from y to u} 
if ( y satisfies Condition 1 of Lemma 1 ) then 
opt: = y and Co+ (I’,“) = Cost(y, ?‘,‘j); 
ret urn; 
else 
let z be the parent y; 
set Cost(z, 2’:) = Cost(y, 2’:) - W(T,C) + 2W(Z’,) and set y = r; 
end while 
if (u is not a leaf) then 
let ur and u, the left and right child of a; 
compute optf, and Costr(T,C) for all vertices v of T,, by running TopDown( 
compute opt: and Costl(Tz) for all vertices v of T,, by running TopDown( 
ret urn 
end 
Fig. 3. Procedure TopDown. 
Theorem 2. The algorithm 2-Static finds the best placement of two resources in a 
weighted binary tree F in time O(N). 
Proof. The correctness of the algorithm follows from Lemmas 2 and 3. All it is left 
to prove is that a-Static runs in linear time. Steps 1, 4, and 5 can be completed in 
time O(N). Let us now analyze the running time of BottomUp (a similar reasoning 
works also for TopDown). BottomUp obtains optu by scanning the path from opt, to 
u, where z is the optimal placement in the heavier of the subtrees TJ and T:, searching 
for a vertex satisfying condition 1 of Lemma 1. Since all the vertices of this path, 
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except for opt,, will not be scanned in the rest of the bottom up phase, we have that 
BottomUp stops after O(N) steps. 0 
5. An algorithm for the dynamic two-resource problem 
In this section we present a dynamic algorithm 2-Dynamic that updates the optimal 
placement of two resources in a complete binary tree with N vertices after the weight 
of a vertex has been changed. Our algorithm uses a set of functions, that we call 
canonical functions, defined over the vertices of the tree. The canonical functions have 
the property that if a table of the values for all the vertices is available then we can 
compute, for any vertex u, the optimal placements of two resources in T, and T,” along 
with their costs in time O(log3 N). Moreover, a table of all values of the canonical 
functions can be computed in time O(N) and updated in time O(log3 N) in case the 
weight of a vertex changes. 
The following theorem presents the main result of this section. 
Theorem 3. Algorithm 2-Dynamic after a linear-time preprocessing solves the 
dynamic version of the problem of placing two resources in a complete binary tree 
with N nodes in time 0(log3 N). 
The rest of this section is organized as follows. In the next subsection we define 
the canonical functions and prove some simple lemmas. In Section 5.2, we present 
algorithm Pre-Proc that computes the table of values of the canonical functions. In 
Section 5.3 we present algorithm Update that updates the table of values of the canon- 
ical functions. Finally, in Section 5.4, we show how to compute, for any vertex v, the 
optimal placements of two resources in T, and Tr;. 
5.1. The canonical functions 
For the rest of this section Y is a complete weighted binary tree with N vertices 
and root 9. For v E Y, we denote by height(v) the level of a vertex v defined as the 
distance of v from the leaves in T,. Notice that height(v) < log(N + 1). For a vertex v 
and integer 1 d height(v), we denote by T(v, 1) the tree of depth 1 rooted at v; thus T, 
is simply T(v,height(v)). Also, we define the group G(v, 1) as the set of all nodes 
u E T, that are at distance 1 from v. 
If R is a subset of the vertices of Y we denote by dist(R,v) the minimal distance 
between v and the vertices of R. The distance between two subsets of vertices R,S is 
obviously defined as dist(R, S) = minvES dist(R, u). 
If 1 is an integer by Cost(1, T) we denote the quantity Cost(x, T) where x is a vertex 
at distance I from the lowest common ancestor (lea) of T and x is not a descendant 
of the lea of T. Notice that Cost(Z, T) is well defined as Cost(x, T) is the same for 
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all x’s not descendant of the Ica of T that are at the same distance from the Ica 
of T. 
We are now ready to define the canonical functions. 
Definition of W, X and M. For a vertex u and an integer 1 <height(v), we define 
W(v, Z) as the sum of the weights of all the vertices of T(u, I). Thus, W(u) is equal 
to W(u, height(v)). 
For a vertex u and an integer 16 height(u), define M(u, f) as the minimum cost of 
serving the tree T, with a resource in G(u, I) and X(u, I) as the vertex in G(o, I) that 
achieves this minimum. More formally, define 
and X(u,Z) as the vertex x E G(u, I) such that Cost(x, 7’,) = M(u, I) (ties are bro- 
ken arbitrarly). Similarly, for a vertex u and integers 0 d I1 < 12 d height(u), we define 
M(u, ll,b 1 as 
WV, II, 12) = min Cost(q,x2, T,) 
xlEG(&lI) 
x2 EG(U, 12 1
and X(0,1,, 12) as a pair XI E G(u, II), x2 E G(u, 22) of vertices such that 
CoWI,X2, Tu) = M(u, 11,12J 
Thus, X(u, II, 12) is the placement of one resource in G(u, II) and the other in G(u, 12) 
that minimizes the cost of serving T,. Obviously, the cost, Cost2(T,) of the optimal 
placement is equal to the minimum over all 11,1x of M(u, 11, Zz). We will show how 
to compute Costz(Tt) in Section 5.4. 
Definition of N and Y. We now define the functions N and Y that will provide a way 
to go from a 2-resource problem to a l-resource problem and this will be crucial to 
obtain algorithms Pre-Proc and Update. Indeed, as we shall see in Section 5.2, it is 
possible to express the values X(., ., .) (that is the solution to a 2-resource problem) in 
terms of X(.,.) (that is the solution to a l-resource problem) and of the function Y. 
Similarly, for the function M(., ., .). 
Consider a vertex u, and let Id height(u) and h < 1 + 2. The group G(u, k), with 
k = [(I- h)/21, is halfway between H(u, h) (the set of vertices at distance h from u 
that are not in T,) and G(u, I). More precisely, for each vertex y in H(u, h) and each 
vertex z in G(u, I) the midpoint of the path from y to z lies in G(u,k). Moreover, let 
S(u,k) be the set of vertices in TV at distance not smaller than k from u. Finally, we 
define Y(u, 1,h) as the vertex z in G(u, I) such that by placing a resource in z and the 
other in H(u, h) (Fig. 4) the cost of serving the vertices in S(u, k) is minimized (over 
z ranging in G(u, I)) and N(u, 1, h) to be such a minimum cost. Simple but tedious 
manipulations prove the following lemma. 
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Fig. 4. Definition of Y(v, 1, h) 
Lemma 4. For all vertices u of y, 1< height(u), h < I, 
N(u, I, h) = min M(u,1-k)+ C Cost(h + k, T,) . 
uEG(u,k) zEG(u,k)-{u} 
As it is easily seen, both Y(v, 1, I) and Y(u, I, I + 1) are equal to X(u, I) and both 
N(u, 1, I) and N(v, 1, I + 1) are equal to M( v, I). 
Lemma 5. Let u be a vertex and k an integer k<height(v). Then for all 1 and h 
such that h < 1 we have that 
C Cost(h+k,T,)=N(u,1,h)-M(u,I-k)+M(u,O)+(h+k)W(T,), 
z~G(v,k) 
where u is the ancestor of Y(o, I, h) in G(u, k) and k = [(I - h)/21. 
Proof. N(v, I, h) is the cost of serving the trees with the root in G(u, k) with one 
resource placed in a vertex at distance h from u and not belonging to 7’” and the other 
in z = Y(v, 1, h) (remember that k = [(Z - h)/21). A s u is the ancestor of z, the 
vertices in T, are exactly the vertices that are served by z. To obtain the quantity we 
are interested in, we subtract from N(u, I, h) the cost of serving T,, with a resource in 
z and add the cost of serving T, with a resource at distance h + k. The cost of serving 
the tree T, with a resource in z is exactly M(u, I- k). On the other hand, observe that 
the cost of serving T,, from distance 1 + k is equal to the cost of serving T,, from u, 
M(u, 0), plus (I + k) times the weight of T,. 0 
5.2. Preprocessing 
In this section we present a linear time algorithm Pre-Proc for computing a table 
of values for the canonical functions to be used by algorithm 2-Dynamic. Algorithm 
454 V. Auletta et al. I Theoretical Computer Science 165 (1996) 441-461 
Pre-Proc computes the values in a bottom-up manner: it assumes that the values for 
the children have already been computed and from these it obtains the values for the 
parent. To this aim we now prove a series of lemmas that express the values of the 
canonical functions at a node as functions of the values at the chiIdren of this node. 
We start by stating without proof the following obvious lemma about W. 
Lemma 6. Let v be a vertex and vg and v1 be its two children. Then for all integers 
1 d 1 d height(v) we have 
W(v, I) = W(v0, I - 1) + W(vr, I - 1) + w(v). 
The next two lemmas give an expression for X, M, Y,N for a vertex v in terms of 
the values of its two children. 
Lemma 7. Let v be a vertex, vo and v1 be its two children and 1 an integer 1 < 1 Q 
height(v). For b E (0, 1) let &(v,l) be the quantity M(vb,Z - 1) + M(vr_-b,O) + 
(I + l)W(vr_b) + I. w(v). Then, 
M(v, 1) = min{&(v, l),Al(v, 0) 
and 
X(v, 1) = X(v0, I- I), ifAo(v, 1) <A1(v, 4; 
X(vl, I - l), otherwise. 
Moreover, for all vertices v it holds that X(v, 0) = v and M(v, 0) = M(vo, 0) + 
M(v1,0) + W(v) - w(v). 
Proof. The case I = 0 is trivial. Let us consider the case E > 0. 
AS G(v,Z) = G(ua,Z - 1) U G(vl,Z - I), we can write 
M(v, I) = min { *,or$_ 1) Co& T”)? xEGF$l) Co& T”)). 
For x E G(va, I - 1) we have 
cost(x, T,) = Cost(x, T,,) + Cost(Z + 1, T,, ) + I . w(v) 
= Cost(x, T,,) + M(or,O) + (I + l)W(vr) + I. w(v). 
Thus minxEo(UO,[_r) Cost(x, T,) = &(v, I) and this minimum is obtained by the vertex 
X(vo, 2 - 1). Similarly for x E G(vr, 1 - l), thus yielding the lemma. •! 
Lemma 8. Let v be a vertex, vg and VI be its two children, 1 and h be integers uch 
that O< l,< height(v) and 1 <h < 1 and let k = [(l - h)/21. For b = 0,l denote by 
Bb(v, 1, h) the quantity 
N(vb,l- l,h+ l)+N(vr_-6,Z- l,h+ I)-M(ul--6,h+k)+(h+k)W(ul--b) 
+M(ul--b, O), 
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where 1l1-b is the ancestor in G(q-b,k - 1) of Y(u,_a,Z - 1,h + 1). Then, 
N(y,Z,h) = min{Bo(u,I,h),Bl(o,Z,h)} 
and 
Y(v, I, h) = 
Y(uo,l- l,h+l), ifBo(u,Z,h)<Bl(v,Z,h); 
Y(q, 1 - 1,h f l), otherwise. 
Proof. By Lemma 4, we have that N(u, 1, h) = min{da(v, 1, h), AI (II, I, h)}, where 
M(u,l - k) + C Cost(h -t k,Tz) , 
zEG(u,k) > 
z=#u 
and 
Al(u>Lh) = uEG$;_,) 
’ ( M(u,Z-k)+ C z~G(u,k) 
z=#u 
Now, 
M(u, 1 - k) 
+ C Cost(h + k, Tz) + c Cost(h + k, L) 
z&X&-l) z~G(q,k-l) 
=iu z=#u 
= min 
uEG(uo,k-1) 
M(u, 1 - k) + C Cost(h + k, T,) 
zEGtuo,k-1) 
+ C Cost(h + k,r,) 
ZE’~UI,~-1) 
=N(uo,Z- l,h+l)+ c Cost(h+k,T,). 
ZEG(!J,,k-I) 
By Lemma 5, we can write 
C Cost(h+k,T,)=N(u,,Z- l,h+l)-M(nt,h+k)+M(nr>O) 
z~G(u~,k-l) 
f@ + k)WVu, 1, 
thus proving that Ao(u, I, h) = &(v, E, h). Similar algebraic manipulations show that 
A r (II, I, h) is equal to Br (u, 1, h) thus proving the Lemma. 0 
In the next three lemmas we give an expression for X(0, It, 12) and M(u, 21, 12) in 
terms of the values of the two children of v. For sake of clarity we divide the discussion 
in three parts. We analyze the case 1, # 12 and It > 0 in Lemma 9; next we study the 
case 1 t = 12 in Lemma 10 and finally we consider the case 1 t = 0 in Lemma 11. 
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Lemma 9. Let u be a vertex and VQ and VI be its two children. Then, for all pairs of 
integers 11~12, I< 11 < 12 d height(v), X(v, lI,lz) is the pair of minimum cost among 
the following four: 
(1) Pl = quo, II - 1,12 - 1); 
(2) P2 = X(01, I1 - 1,12 - 1); 
(3) p3 = (X(VO,~l - 1),Y(u1,12 - I,11 + 1)); 
(4) p4 = (X(u,, II - l),Y(Uo, 12 - 1,11 + 1)). 
Moreover, we have that 
Cost(Pl,~,)=M(vl,O)+(Zl + l)~W(vl)+M(vo,2, - 1,Z2 - l)+l] .w(v); 
Cost(P,> TV) = M(vo,O) + (II + 1). W(Q) + M(vl, 1, - 1,12 - 1) + I, . w(v); 
Cost(P3,7’,)=M(vo,I, - 1)+N(vl,12 - l,Z, + 1) 
+Cost(l, + l,T(Vl,k - 2)) + I1 . w(v); 
Cf’st(P,,T,)=M(vl,li - ~)+N(D~,/~ - I,/] + I) 
+Cost(I, + 1, T(uo,k - 2)) + I1 w(v), 
where k = I(/, - 1,)/21. 
Proof. We partition the set of pairs (x1,.9) with the first component in G(u, II) and 
the second component in G(v, El) into four subsets and compute the minimum for each 
set. 
(I) SI = ((XI,XZ)~XI E G(Yo,~I - 1) and x2 E G(u0,12 - 1)). 
For (x1,x2) E S1, we have that Cost(xl,x2,Tv) = Co.st(xI,x2,Tuo) + Cost(fl + l,T,,). 
The cost of serving T,, from a vertex at distance I, + 1 is equal to the cost of serving 
T,, from the root (that is M(vl,O)) plus (II+ 1) times the weight of the tree. Therefore, 
we can write Cost(xl,xz,T,) = Cost(xl,x~,T,,)+M(vl,O)+(Zl + I)W(v,). Notice that 
the quantities M(v,,O) and (11+ l)W(ul) do not depend on XI and x2. Since the pair PI 
minimizes Cost(xl ,x2, TV,) we can conclude that PI minimizes Cost(xl,x2, TV) among 
the pairs in 51. 
(2) SZ = {(xl,x~)Ix~ E G(vl,Zl - 1) and x2 E G(ul,Z2 - l)}. 
A reasoning similar to the one used in the previous case shows that P2 is the pair of 
minimum cost among those in $2. 
(3) & = {(x1,x2) 1x1 E G(vo,II - 1) and x2 E G(ul,12 - 1)). 
Let (x1,x2) be a pair in Ss and k = [(ZZ - 11)/2]. Let v* denote the ancestor of x2 
in G(ul,k - 1). 
We divide the tree T, into four regions: region A consists of the tree T,,; region BIZ 
consists of the tree T,* ; region C consists of the vertex v and of the descendants of 
v1 at distance < k; and region OX, of the remaining vertices. Therefore, we can write 
min 
(XI.X2)ES3 
Co+, 9x2, TV) = min 
(XIJ2ES3 
(Cost(nl, A) + Cost(x1, C) + 
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Now observe that Cost(x1, C) does not change when x1 varies in G( 00, I1 - 1). In fact, 
it holds that Cost(x1,C) = Cost(Z1 + l,T(u1,k- l))+l1 .w(u) for all x E G(uo,Z1 - 1) 
and we let c denote this quantity. Moreover, for all xl E G(uo, I1 - 1), the quantity 
C&(x1, &, ) is equal to Cost( 11 + k,D,, ). Therefore, we can write 
which is exactly the cost of the pair P3. 
(4) S4 = ((~192) 1x1 E G(u0,/2 - 1) and x2 E G(ol,ll - 1)). 
A reasoning similar to the one used in the previous case shows that P4 is the pair 
of minimum cost among those in S4. q 
Remark. The above Lemma allows to compute in constant time the value X(u, Z1, /2) 
(and M(v, 11,12)) from the values at the children of U. Indeed observe that 
Cosr(l1 + l,T(ub,k - 2))=M(u/,,O)+(Z, + l)W(ub) - C Cost(l1 + k, T,), 
zEG(v&-I) 
and using Lemma 5 we can express that sum in terms of the values of the functions 
N and M. 
Lemma 10. For all vertices u and integers 1 <id height(v) X(u, I, E) is the pair of 
minimal cost among the following three: X(uo, I - I,1 - 1 ), X(u1,Z - 1,l - 1) and 
(X(u0, 1 - I), X(Ul, I - 1)). 
Proof. In this situation only three cases can occur: both the two resources are placed 
in G(uo, I - 1) (in this case the minimum is obtained by X(uo, 1 - 1,l - 1) and its 
cost is M(ue, 1 - 1, I - 1)); both the resources are placed in G(u1,l - 1) (in this case 
the minimum is obtained by X(u1, I - 1,l - 1) and its cost is M(u1, I - 1,l - 1)); 
the resources are in distinct subtrees of T,. In the last case the tree is divided in two 
regions: T,, U {u} and T,, . Then we obtain that 
x, EGm$l_ 1) Cost(x1, To, u {u>) + Cos@z, To, ) 
x2EG(“I:l-l) 
= M(uo, I- 1) + M(u1,Z - 1) + 1. w(u), 
and this minimum is achieved by the pair (X(uo, I - l),X(ol, I - 1)). 
We can thus conclude that X(u, E, Z) is the pair of minimal cost among the following 
three: X(uo,l- l,Z- l), X(u1,Z- l,Z- 1) and (X(u,,l- l),X(u,,l- 1)). Cl 
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Lemma 11. Let v be a vertex, vg and UI be its two children and I and integer 
I< I < height (u). Then 
WV, 0, 4 = bzn$M(t’b, 0) + W(Q) + NVI-b, 1 - 131) 
+Cost(l, T(VI-b, [(I - 1)/21 - 1))). 
Moreover, the minimum is achieved by the pair (v,Y(vl_b, I - 1,l)). 
Proof. The proof of the lemma is similar to the one of the two previous lemmas and 
is omitted. 0 
From the lemmas above it follows that a table of values for the functions X,M,Y,N, 
W for all the vertices of a tree T can be computed in time linear in the number of 
vertices. 
Lemma 12. There exists an algorithm Pre-Proc that, on input a complete weighted 
binary tree 9 with N vertices computes, in time O(N), the table of values of the 
canonical functions for all vertices in LT. 
Proof. Algorithm Pre-Proc works in a recursive way. It assumes that the table of 
values has been computed for all vertices in the left subtree and the right subtree 
of u and then computes the values for v as indicated in the previous lemmas. Since 
each value is computed in constant time and since there are O(log* N) values to be 
computed for each vertex we obtain the following recurrence relation for the running 
time R(N) of Pre-Proc on input a complete binary tree with N nodes 
R(N) <2 . R(N/2) + O(log* N) 
from which we conclude that R(N) = O(N). q 
5.3. Updating the table 
In this section we present the algorithm Update that we use to update the table 
of values of the canonical functions. As we shall see, one weight-change only affects 
O(log3 N) values and these values can be quickly recomputed. Then, the new optimal 
placement is the pair X(u, Ii, 12) that has the minimum cost among all such pairs. This 
minimum can be trivially computed in time O(log2 N). 
Suppose that the weight of the vertex v* has been incremented by 6 and let UO, ~1,. . , 
ud-1, ud be the vertices on the path from the root L% = uo to v* = ud. Obvi- 
ously, the vertices uj are the only vertices for which we need to update the table of 
values. 
In the following we will use the superscript n to denote the updated values of all 
the functions considered. 
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Updating W(uj, 1). Trivially, one has that Wn(uj, E) = W(Uj, I) + 6 for all j and 1 such 
that u* E T(uj,Z). If this is not the case the value of W(uj,Z) does not change. 
Updating X(u, I) and M(v, I). We start by showing how to update the values relative 
to u* and, for all the vertices Uj, the values for I = 0. For 0 < 1 < height (o* ), we have 
that 
x”(U*, Z) = x(u*, 1) 
and 
M”(u*, I) = M(u*, 1) + I. 6. 
Indeed, all vertices of G(u*, 1) are at the same distance 1 from u*. Therefore, for all 
vertices z E G(u*, I) the cost of serving T(u*, 1) with a resource in z increases by 
I . 6. This means that the vertex that achieves the minimum (that is X”(u*, I)) stays 
the same and its cost (that is M”(u*,Z)) increases by 26. 
Moreover, for all Uj, 0 <j < i, we have 
X”(Uj, 0) = X(Uj, 0) = Uj, M”(uj, 0) = M(Uj, 0) + (i - j)S. 
To update the remaining values of the functions X and M we proceed from u* and 
move up along the path from u* to us and compute the values for ud_1, Ud_2,. . . , UC,. 
At the ith iteration, the value of ud__i is computed by using Lemma 7 that expresses 
the values X(nj, I) and M(uj, I) in terms of the values of the functions at u&_i+i (these 
values have been computed in the previous iteration) and the values of the function at 
the other child of u&_i (notice these values have not been affected by weight-change 
in u*). 
Updating Y(u, l,h) and N(u, l,h). The updating of Y and N proceeds in way similar 
to the updating of X and M that we have discussed in the previous paragraph. 
Observe that the values of Y and N for u* and all values of 1 and h do not change 
since, as it can easily be seen, u* does not belong to S(u,k) (remember that k is always 
greater than 0). The values of Y and N for the remaining vertices can be computed 
using Lemma 8 as done for X and M. 
Updating X(u, II, 12) and M(u, Ii, 12). For all integers 0 < 11 d 12 < height (u*) we have 
M”(u*, 11, Z2) = M(u*, Ii, 12) f 6. Ii and Xn(u*, El, E2) = X(0*, Zi,Z2). 
Moreover, 
M”(uj, O,Z2) = min 
O<b<l 
M”(zbr0) + W”(z,) + N”(z,-b, 12 - 1,l) 
+Cost( 1, T(Zl-6, [q - w} 
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and X”(Uj,O, 12) is the pair of minimal cost between (Uj,Y”(zo, 12 - 1,l)) and (Uj,Y” 
(z1,12 - l,l)). Finally, by Lemma 9 for 12 > 1 the updated values of X(Uj, II, 12) and 
M(uj, Zl,Z2) can be obtained from the values of M, N and W corresponding to zo and ~1. 
Lemma 13. There exists and algorithm Update that updates the table of the values 
of the canonical functions in time O(log3 N) after the weight of a vertex has been 
changed. 
Proof. As we have already remarked algorithm Update only needs to update the values 
for the vertices on the path from v* to the root. These values get updated starting from 
v* and going up to the root as discussed above. Moreover, it is clear that each value 
can be updated in constant time and thus, to bound the running time of Update, we 
only need to count the number of values that are to be updated. This is easily done by 
observing that for each vertex Uj we have 0(log2 N) values to update and that there 
are at most log(N + 1) vertices on the path from v* to the root. 0 
5.4. Computing the solution 
We have already observed that, for each vertex u, Cost2(Tu) is easily computed as 
the minimum over 0 < II < 12 d height (u) of M(u, Zl,Z2). On the other hand, computing 
Costz( Ti) is equivalent to computing the cost of the optimal placement of two resources 
in a tree y’ where the weights of all vertices in T,, have been set equal to 0. Thus, 
all we need to do is to recompute the values of the canonical functions with respect to 
y’ for the vertices on the path from u to W and this can be done in time 0(log3 N). 
Observe that there is no need to recompute the canonical functions for the descendant 
of u instead these values are computed each time they are needed. In fact, all the 
values of the functions M,N are equal to 0; X(u, Z) can be set equal to any vertex in 
G(u, I) and similarly for X(u, II, 12) and Y(u, I, h). 
6. Extensions and open problems 
In this section we describe some extensions to the algorithms presented and propose 
some lines for future investigations. 
General trees. We have presented our algorithm for complete binary trees. However, 
it is possible to modify the algorithm for general trees, in which case the update of the 
optimal placement of two servers can be recomputed in time 0(d3), where d is the 
depth of the tree. Thus, our algorithm beats the O(N) time bound for trees of depth 
o(N l/3 ). Obtaining a more efficient dynamic algorithm for trees of any depth remains 
an open problem. 
Changing the weights of a subtree. Algorithm 2-Dynamic can efficiently handle the 
change of the weights of an entire subtree. Suppose that the weights of the k vertices 
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of a subtree T, are changed. Then the new optimal placement of two servers can 
be recomputed in time O(k + log3 n) (instead of O(k log3 N)) in the following way. 
First, recompute the canonical function for all the vertices of T,,. This is done in time 
O(k) by running algorithm Pre-Proc. Then, the value of the canonical functions for 
all the vertices on the path from u to the root are recomputed in time 0(log3 N) using 
algorithm Update. Once the table of values of the canonical functions is recomputed, 
the optimal placement is computed in time O(log2N). Similarly, if the weights of the 
vertices on a path from a leaf to the root are changed, then the new optimal placement 
can be recomputed in time 0(log3 N) instead of O(log4 N). 
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