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Abstract. The Kirchhoff index of a graph is defined as half of the sum of all effective
resistance distances between any two vertices. Assuming a complete multipartite graph
G, by methods from linear algebra we explicitly formulate effective resistance distances
between any two vertices of G, and its Kirchhoff index. In rest of paper we explore
extremal value of Kirchhoff index for multipartite graphs.
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1. Introduction
We consider simple graphs, that is, graphs without loops or parallel edges. For basic
notions in graph theory we refer to [11], whereas for preliminaries on graphs and matrices,
see [1]. A graph G is said to be a regular graph if all its vertices have the same degree.
The complete graph of order p is denoted by Kp. The disjoint union of graphs G and H is
denoted by G ∪ H . The complement of G is denoted by G, which is a simple graph such
that G∪G is a complete graph. The complete join of graphs G and H is denoted by G ∨H
which is a graph with vertex-set V (G ∨H) := V (G) ∪ V (H) and edge set
E(G ∨H) := E(G) ∪ E(H) ∪ {uv | u ∈ V (G), v ∈ V (H)}.
∗Corresponding Author.
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A complete r-partite graph is a complete join of r empty graphs. We denote Kp1 ∨ · · · ∨Kpr
by Kp1,...,pr . Also for convenience, by Kpa1
1
,p
a2
2
,...,p
as
s
we denote a complete r-partite graph
with ai parts of size pi with pi < pi+1, for i = 1, . . . , s. Thus, a1 + · · · + as = r and
a1p1+ · · ·+asps = n is the number of vertices. Thus Kp1,...,pr and Kpa1
1
,p
a2
2
,...,p
as
s
denote the
same complete r-partite graph.
The Laplacian matrix of the graph G, is denoted by L(G), is defined as D −A, where D
is the diagonal matrix with degrees of vertices of G on the diagonal and A is the adjacency
matrix of G. We denote by In and Jn, respectively, the n × n identity matrix and the
n × nmatrix with all ones. Let A be an n × n matrix. We will use I and J if the order is
clear from the context. If T, S ⊆ {1, . . . , n}, then A[S|T ] will denote the submatrix of A
indexed by the rows corresponding to S and the columns corresponding to T . The submatrix
obtained by deleting the rows in S and the columns in T will be denoted by A(S|T ). When
S = {i} and T = {j}, A(S|T ) is denoted by A(i|j). Direct sum of two matrices A and B is
written as A⊕ B which is a diagonal block matrix with A and B as block-diagonal entries.
The sum of all diagonal entries of a matrix A is denoted by trace(A). If A is an invertible
matrix, by A−1 we denote its inverse matrix. Also, by A+ we denote the Moore-Penrose
inverse of A.
We recall the notion of equitable partition. Suppose A is a symmetric matrix whose rows
and columns are indexed by {1, . . . , n}. Let X = {X1, . . . , Xs} be a partition of {1, . . . , n}.
By definition, X is an equitable partition if A[Xi|Xj ]1 = bij1 for i, j = 1, . . . , s. LetH denote
the n× s matrix whose j-th column is the characteristic vector of Xj , for j = 1, . . . , s. The
s× s matrix B = ((bij)) is called the quotient matrix of A with respect to the partition X.
Then we have AH = HB, and so eigenvalues of A consist of the eigenvalues of B, together
with the eigenvalues belonging to the eigenvectors orthogonal to the columns of H (i.e.,
summing to zero on each part of the partition); see [2, page 24].
2. Resistance distance
S.V. Gervacio in [5], by using methods and principals in electrical circuits such as the
principle of elimination and the principle of substitution, explicitly expressed the effective
resistance distance between any pair of vertices in the complete multipartite graph. In this
section, we employ methods from linear algebra to obtain the expression. In the process we
prove a result (Theorem 2.2) which is of independent interest.
Lemma 2.1. Suppose that τ ′n = [a1, . . . , an] and σ
′
n = [b1, . . . , bn] are vectors. If ci 6= 0 for
i = 1, . . . , n, we have
det(τnσ
′
n + diag(c1, . . . , cn)) = c1c2 . . . cn
(
1 +
a1b1
c1
+ · · ·+
anbn
cn
)
.
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Proof. Put B := diag(c1, . . . , cn). Then it is not hard to see that
(1) det(τnσ
′
n +B) =
∣∣∣∣∣∣∣∣∣∣∣
1 a1 . . . an
−b1
... B
−bn
∣∣∣∣∣∣∣∣∣∣∣
= det(B)
(
1 +
a1b1
c1
+ · · ·+
anbn
cn
)
,
and the proof is complete.
Theorem 2.2. Let = Kp1,p2,...,pr be a complete r-partite graph with n vertices and with
V1, . . . , Vr as its parts. Let A ⊂ {1, . . . , n}. Then the eigenvalues of L(A|A) are the roots of
the polynomial
(2)
(
1 +
r∑
k=1
tk − pk
dk + pk − tk − x
)
r∏
k=1
(dk + pk − tk − x)(dk − x)
pk−tk−1,
where ti := |A ∩ Vi|, and di is the degree of a vertex in Vi for i = 1, . . . , r.
Proof. Let L denote the Laplacian of Kp1,p2,...,pr . We can verify that
L = (d1Ip1 + Jp1)⊕ · · · ⊕ (drIpr + Jpr )− Jn.
Thus,
L(A|A) = (d1Ip1 + Jp1)(T1|T1)⊕ · · · ⊕ (drIpr + Jpr )(Tr|Tr)− Jn(A|A)
where Ti := A ∩ Vi. We can see that pi = {V1 − T1, . . . , Vr − Tr} is an equitable partition
with respect to L(A|A) with the quotient matrix
B :=


d1 t2 − p2 t3 − p3 . . . tr − pr
t1 − p1 d2 t3 − p3 . . . tr − pr
t1 − p1 t2 − p2 d3 . . . tr − pr
...
...
...
. . .
...
t1 − p1 t2 − p2 t3 − p3 . . . dr


.
Now, eigenvalues of L(A|A) consist of [di]
pi−ti−1 for i = 1, . . . , r and the roots of det(B −
xI) = 0. Since
B − xI = diag(d1 + p1 − t1 − x, . . . , dr + pr − tr − x) + 1[t1 − p1, . . . , tr − pr],
in view of Lemma 2.1, we have
det(B − xI) =
(
1 +
r∑
k=1
tk − pk
dk + pk − tk − x
)
r∏
k=1
(dk + pk − tk − x).
So the characteristic polynomial of L(A|A) is(
1 +
r∑
k=1
tk − pk
dk + pk − tk − x
)
r∏
k=1
(dk + pk − tk − x)(dk − x)
pk−tk−1.
That completes the proof.
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Remark 2.3. Let n := p1 + · · · + pr be the number of vertices of = Kp1,p2,...,pr . Then
di = n− pi, so we can rewrite det(L(A|A) − xIn) as
(
1−
r∑
k=1
pk − tk
n− tk
)
r∏
k=1
(n− tk)(n− pk)
pk−tk−1.
Corollary 2.4. Let Kp1,p2,...,pr be a complete r-partite graph with n vertices. For distinct
vertices u and v we have
det(L(u, v|u, v)) =


nr−3
(n− 1)(2n− pl − pl′)
(n− pl)(n− pl′)
∏r
i=1(n− pi)
pi−1 if u ∈ Vl, v ∈ Vl′ , l 6= l
′
nr−2
2
n− pl
∏r
i=1(n− pi)
pi−1 if u, v ∈ Vl.
Moreover, det(L(u|u)) = nr−2
∏r
i=1(n− pi)
pi−1 is the number of spanning trees.
Proof. Let u and v be vertices of Kp1,p2,...,pr and let A := {u, v}. If i and j are chosen from
different parts, say Vl and Vl′ with l 6= l
′, then by Theorem 2.2 we have tl = tl′ = 1 and
tk = 0 for k 6= l, l
′. Evaluating (2) at x = 0 gives
det(L(u, v|u, v)) = nr−3
(n− 1)(2n− pl − pl′)
(n− pl)(n− pl′)
r∏
i=1
(n− pi)
pi−1.
Now let u and v belong to the same part, say Vl. Then, tl = 2 and tk = 0 for k 6= l. Again
Evaluating (2) at x = 0 gives
det(L(u, v|u, v)) = nr−2
2
n− pl
r∏
i=1
(n− pi)
pi−1.
The expression for det(L(u|u)) is obtained by setting A := {u} in (2) and putting x = 0,
and ti = 1 when u ∈ Vi, otherwise ti = 0 for i = 1, . . . , r.
Definition 2.5. Let G be a connected graph. The resistance distance between vertices u and
v is defined as Ω(u, v) =:
det(L(u, v|u, v))
det(L(u|u))
.
Corollary 2.6 ([5], Theorem 5.1). Let u ∈ Vi and v ∈ Vj . Then the resistance distance
between u and v is given by
Ω(u, v) =


(n− 1)(2n− pi − pj)
n(n− pi)(n− pj)
if u ∈ Vi, v ∈ Vj , i 6= j
2
n− pi
if u, v ∈ Vi, u 6= v.
0 if u = v.
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Example 2.7. The resistance distance matrix of K2,3,4 is as follows

0 27
52
189
52
189
52
189
32
105
32
105
32
105
32
105
2
7 0
52
189
52
189
52
189
32
105
32
105
32
105
32
105
52
189
52
189 0
1
3
1
3
44
135
44
135
44
135
44
135
52
189
52
189
1
3 0
1
3
44
135
44
135
44
135
44
135
52
189
52
189
1
3
1
3 0
44
135
44
135
44
135
44
135
32
105
32
105
44
135
44
135
44
135 0
2
5
2
5
2
5
32
105
32
105
44
135
44
135
44
135
2
5 0
2
5
2
5
32
105
32
105
44
135
44
135
44
135
2
5
2
5 0
2
5
32
105
32
105
44
135
44
135
44
135
2
5
2
5
2
5 0


3. Kirchhoff index
In the following, we compute the Kirchhoff index of a complete multipartite graph.
Definition 3.1. The Kirchhoff index of a connected graph G, denoted by Kf(G), is defined
as half of the summation of all resistance distances between any two vertices, i.e,
Kf(G) =
1
2
∑
u,v∈V (G)
Ω(u, v).
In this regard, there are two applicable relations:
(3) Kf(G) = ntrace(L+(G)) and Kf(G) = n
n−1∑
i=1
1
λi
,
where L+(G) is the Moore-Penrose inverse of the Laplacian of G and λ1 ≥ · · · ≥ λn−1 >
λn = 0 are the Laplacian eigenvalues of G.
Remark 3.2. Let G be a connected graph. Then the following facts hold
(1) L(G) + L(G) = nI − J .
(2) (L(G) + J)−1 = L+(G) + 1
n2
J .
(3) (−L(G) + nI)−1 = L+(G) + 1
n2
J .
(4) If α, β are scalers in such a way that αI + βJ is nonsingular, then (αI + βJ)−1 =
1
α
I − β
α(α+nβ)J .
Proposition 3.3. Let Gi be a connected graph of order pi, for i = 1, . . . , r. Then
L+(∨ri=1Gi) = −
1
n2
J +⊕ri=1(nIpi − L(Gi))
−1.
In particular, If λi1 ≥ · · · ≥ λ
i
pi−1 > λ
i
pi
= 0 are the Laplacian eigenvalues of Gi, then
0, [n]r−1, n− pi + λ
j
i
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for i = 1, . . . , pj − 1 and j = 1, . . . , r are the Laplacian eigenvalues of ∨
r
i=1Gi, where n =
p1 + · · ·+ pr.
Proof. We see that
L(∨ri=1Gi) + J = ⊕
r
i=1(Jpi + (n− pi)Ipi + L(Gi)) = ⊕
r
i=1(nI − L(Gi)).
In view of Remark 3.2,
(L(∨ri=1Gi) + J)
−1 = L+(∨ri=1Gi) +
1
n2
J = ⊕ri=1(nIpi − L(Gi))
−1.
Therefore, L+(∨ri=1Gi) = −
1
n2
J +⊕ri=1(nIpi − L(Gi))
−1.
In particular, in view of Remark 3.2(1) and [1, Lemma 4.5], the Laplacian eigenvalues of
Gi are λ = 0 along with pi − λ
i
j , for j = 1, . . . , pi. Thus, the eigenvalues of L(∨
r
i=1Gi) + J
comprise of the eigenvalues of nI − L(Gi), for i = 1, . . . , r, that is, {n}
r, n − pi + λ
i
j , for
j = 1, . . . , pi and i = 1 . . . , r. Again, in view of [1, Lemma 4.5], the eigenvalues of L(∨
r
i=1Gi)
are 0, [n]r−1, n− pi + λ
j
i . for i = 1, . . . , pj − 1 and j − 1, . . . , r are the Laplacian eigenvalues
of ∨ri=1Gi, where n = p1 + · · ·+ pr.
Corollary 3.4. Under the assumptions of Proposition 3.3, we have
Kf(∨ri=1Gi)) = r − 1 + n
r∑
i=1
pi−1∑
j=1
1
n− pi + λij
.
Proof. It is enough to employ (3) together with the result of Proposition 3.3. We see
Kf(∨ri=1Gi)) = n
n−1∑
i=1
1
λi
= n(
r − 1
n
+
r∑
i=1
pi−1∑
j=1
1
n− pi + λij
).
and the proof is complete.
Corollary 3.5. Let G := Kp1,...,pr be a complete multipartite graph. Then
Kf(∨ri=1Gi)) = r − 1 + n
r∑
i=1
pi − 1
n− pi
.
Proof. In view of Corollary 5.5, we need only to consider Gi as empty graph of order pi.
Apparently, they are 0-regular graphs. So, in this case we have λji = 0. substitute in
Corollary 5.5 to get
Kf(∨ri=1Gi)) = r − 1 + n
r∑
i=1
pi−1∑
j=1
1
n− pi
= r − 1 + n
r∑
i=1
pi − 1
n− pi
,
completing the proof.
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An alternative way to derive the Kirchhoff index is as follows. Since Kf(G) = ntrace(L+(G)),
thus in view of Proposition 3.3,
Kf(Kp1,...,pr ) = ntrace(−
1
n2
J +⊕ri=1(nIpi − L(Kpi))
−1)
=ntrace(−
1
n2
J +⊕ri=1(nIpi − L(Kpi))
−1)
=ntrace(−
1
n2
J +⊕ri=1((n− pi)Ipi + Jpi)
−1)
=ntrace(−
1
n2
J +⊕ri=1(
1
n− pi
I −
1
n(n− pi)
J))
=n(
−1
n
+
r∑
i=1
(
pi
n− pi
−
pi
n(n− pi)
))
=− 1 + n
r∑
i=1
pi
n− pi
(1−
1
n
)
=− 1 + (n− 1)
r∑
i=1
pi
n− pi
=− 1− r(n − 1) + n(n− 1)
r∑
i=1
1
n− pi
.(4)
Example 3.6. Kf(K2,2,2,3,3,5,7) = −1 + 23(
6
22 +
6
21 +
5
19 +
7
17 ) ≈ 27.367.
4. Extremal Kirchhoff index
In this section, motivated by [7], we explore within all complete r-partite graphs with n
vertices, which have maximal or minimal Kirchhoff index. By routine and straightforward
calculations we obtain the following lemma.
Lemma 4.1. Let x ≥ y > α > 0. Then
(1)
1
x+ α
+
1
y − α
≥
1
x
+
1
y
(2)
1
x− α
+
1
y + α
≤
1
x
+
1
y
if x− y ≥ α.
Theorem 4.2. Let p1 ≥ · · · ≥ pr and n = p1 + · · · + pr. Kf(Kp1,...,pr) has maximal
Kirchhoff index if Kp1,...,pr = K(n−r+1),1r−1 Also, Kf(Kp1,...,pr) has minimal Kirchhoff index
if Kp1,...,pr = Kpk,(p−1)r−k where p = ⌊
n
r
⌋+ 1 and k = n− r⌊
n
r
⌋.
Proof. In view of (4), parameters p1, . . . , pr with extremal Kirchhoff index can be derived
from those which give extremal values of f(p1, . . . , pr) :=
∑r
i=1
1
n−pi
where p1+ · · ·+pr = n.
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Employing Lemma 4.1, we have
f(p1, . . . , pr) ≤ f(p1 + pr − 1, p2 . . . , pr−1, 1)
≤ f(p1 + pr + pr−1 − 2, p2, . . . , 1, 1)
...
≤ f(p1 + pr + · · ·+ p2 − r + 1, 1, . . . , 1)
= f(n− r + 1, 1, . . . , 1) =
1
r − 1
+
r − 1
n− 1
So the maximal Kirchhoff index is attained when p1 = n− r + 1 and pi = 1 for i = 2, . . . , r.
In this case we have
maxp1+···+pr=n(Kf(Kp1,...,pr )) = −1− r(n− 1) + n(n− 1)(
1
r − 1
+
r − 1
n− 1
).
As to the minimal Kirchhoff index, let f(p1, . . . , pr) :=
∑r
i=1
1
n−pi
be minimal. We claim
that |pi− pj | ≤ 1 for 1 ≤ i, j ≤ r. In contrast, let there exist pi and pj such that pi− pj ≥ 2.
Then,
f(p1, . . . , pi − 1, . . . , pj + 1, . . . , pr)− f(p1, . . . , pr) =
1
n− pi + 1
+
1
n− pj − 1
−
1
pi
−
1
pj
.
This together with Lemma 4.1 implies that f(p1, . . . , pi−1, . . . , pj+1, . . . , pr) ≤ f(p1, . . . , pr).
This violates the minimality of f(p1, . . . , pr) :=
∑r
i=1
1
n−pi
. So the maximal Kirchhoff index
is attained when |pi − pj | ≤ 1, for 1 ≤ i, j ≤ r. In this regard let f(p1, . . . , pr) :=
∑r
i=1
1
n−pi
be minimal. In view of the discussion above, for some integer k we assume that p := p1 =
· · · = pk and pk+1 = · · · = pr = p−1. Since p1+ · · ·+pr = n, we see that kp+(r−k)(p−1).
So, p = ⌊
n
r
⌋+ 1 and k = n− r⌊
n
r
⌋. In this case we have
minp1+···+pr=n(Kf(Kp1,...,pr )) = −1− r(n− 1) + n(n− 1)(
k
n− p
+
r − k
n− p+ 1
),
and the proof is complete.
Example 4.3. Let n = 24 and r = 7. Then we see that k = 3, p = 4, so
25.943 ≈ Kf(K4,4,4,3,3,3,3) ≤ Kf(Kp1, . . . , p7) ≤ 74 = Kf(K18,1,1,1,1,1,1).
5. Degree Kirchhoff index
Provided that the graph G has no isolated vertices, the normalized Laplacian matrix
is defined as L(G) := D
−1
2 L(G)D
−1
2 , where L(G) is the standard Laplacian matrix of G.
Motivated by the notion of Kirchhoff index, Chen and Zhang [4] defined another graph
invariant, denoted by Kf′(G), which is called the degree Kirchhoff index.
Definition 5.1. The degree Kirchhoff index of the graph G is defined as
Kf′(G) :=
∑
i<j
didjΩ(i, j),
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where Ω(i, j) is the resistance distance between vertices i and j.
We refer to [3, 6, 8, 9, 10] for some results about this topological index.
Lemma 5.2. For the graph G with m edges, Kf′(G) = 2mtrace(L+(G)).
Proof. It is known that if λ1, . . . , λt are the nonzero eigenvalues of a given matrix A, then
trace(A+) = 1
λ1
+ · · ·+ 1
λt
. By [4, Theorem 2.5], we see that if µ1 ≥ · · · ≥ µn−1 > µn = 0 are
the eigenvalues of L(G), then Kf ′(G) = 2m
∑n−1
i=1
1
µi
. Thus, Definition 5.1 gives Kf′(G) =
2mtrace(L+(G)).
We proceed to obtain the degree Kirchhoff index of complete multipartite graphs.
Theorem 5.3. Let Kp1,...,pr be a complete r-partite graph with n vertices and m edges.
Then,
Kf ′(Kp1,...,pr ) = −(
2m
n
)2 + 2m(n− 1).
Proof. By Lemma 5.2 , we need only to find trace(L+(Kp1,...,pr )). Since L(Kp1,...,pr ) =
D
−1
2 L(Kp1,...,pr)D
−1
2 we get by Proposition 3.3
L+(Kp1,...,pr ) = D
1
2L+(Kp1,...,pr )D
1
2 .
Let Pi denote part of size pi in Kp1,...,pr . Thus,
trace(L+(Kp1,...,pr )) =
r∑
i=1
∑
v∈Pi
diL
+(Kp1,...,pr)vv
=
r∑
i=1
pidi(−
1
n2
+ trace((nI − L(Kpi))
−1)))
=
r∑
i=1
pidi(−
1
n2
+ trace(
1
n− pi
I −
1
n(n− pi)
J)))
=
r∑
i=1
pidi(−
1
n2
+
1
n− pi
−
1
n(n− pi)
).
Since di = n− pi after simplifying we get trace(L
+(Kp1,...,pr )) = −
2m
n2
+ n− 1 where m is
the number of edges. So Kf′(Kp1,...,pr) = −(
2m
n
)2 + 2m(n− 1) as desired.
Example 5.4. Cocktail party graph is the r-partite graph K2,...,2. So n = 2r and m =
2r(r − 1). Thus we have Kf′(K2,...,2) = 4(2r
3 − 4r2 + 3r − 1).
Corollary 5.5. Kf′(Kp1,...,pr) is an increasing function on number of edges. Also we have
Kf′(Kn−r+1,1r−1) ≤ Kf
′(Kp1,...,pr) ≤ Kf
′(Kpk,(p−1)r−k)
where p = ⌊
n
r
⌋+ 1 and k = n− r⌊
n
r
⌋.
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Proof. In view of Theorem 5.3 we have Kf ′(Kp1,...,pr ) =
−1
n2
(2m)2 + 2m(n − 1). Since the
function f(x) =
−1
n2
x2 + x(n − 1) is increasing in the interval (0, 12n
2(n − 1)], and that
2m ≤ 12n
2(n − 1), we deduce that Kf ′(Kp1,...,pr ) is an increasing function on number of
edges. Furthermore, since 2m = n2 −
∑r
i=1 p
2
i , we can verify that among all complete r-
partite graphs with n vertices the graph Kn−r+1,1r−1 has the least number of edges and
the graph Kpk,(p−1)r−k attains the maximum number of edges where p = ⌊
n
r
⌋ + 1 and
k = n− r⌊
n
r
⌋.
As observed in Corollary 5.5, degree Kirchhoff index of complete multipartite graphs can
be interpreted as a monotone function of the number of edges. But in the ordinary Kirchhof
index we do not observe such a monotonicity, see Table 1 and Table 2:
n = 9, r = 3 K1,1,7 K1,2,6 K1,3,5 K1,4,4 K2,2,5 K2,3,4 K3,3,3
m = |E| 15 20 23 24 24 26 27
Kf′ 228.89ր 300.25ր 341.88ր 355.56ր 355.56ր 382.62ր 396
Kf 29ց 18.286ց 14ց 12.800ր 13.571ց 11.686ց 11
Table 1. All complete 3-partite graphs with 9 vertices
K
18,7
K
17,2,6
K
17,3,5
K
17,4,4
K
16,22,5
K
16,2,3,4
K
16,33
K
15,23,4
K
15,22,33
K
14,24,3
K
13,26
84 89 92 93 93 95 96 96 97 98 99
2226.6 ր 2351.2 ր 2425.5 ր 2450.2 ր 2450.2 ր 2499.6 ր 2524.2 ր 2524.2 ր 2548.7 ր 2573.3 ր 2597.8
19.250 ց 17.487 ց 16.5 ց 16.182 ր 16.308 ց 15.745 ց 15.500 ր 15.552 ց 15.308 ց 15.115 ց 14.923
Table 2. All complete 9-partite graphs with 15 vertices
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