Abstract-Minimal bounds on the mean square error (MSE) are generally used in order to predict the best achievable performance of an estimator for a given observation model. In this paper, we are interested in the Bayesian bound of the Weiss-Weinstein family. Among this family, we have Bayesian Cramér-Rao bound, the Bobrovsky-MayerWolf-Zakaï bound, the Bayesian Bhattacharyya bound, the Bobrovsky-Zakaï bound, the Reuven-Messer bound, and the Weiss-Weinstein bound. We present a unification of all these minimal bounds based on a rewriting of the minimum mean square error estimator (MMSEE) and on a constrained optimization problem. With this approach, we obtain a useful theoretical framework to derive new Bayesian bounds. For that purpose, we propose two bounds. First, we propose a generalization of the Bayesian Bhattacharyya bound extending the works of Bobrovsky, Mayer-Wolf, and Zakaï. Second, we propose a bound based on the Bayesian Bhattacharyya bound and on the Reuven-Messer bound, representing a generalization of these bounds. The proposed bound is the Bayesian extension of the deterministic Abel bound and is found to be tighter than the Bayesian Bhattacharyya bound, the Reuven-Messer bound, the Bobrovsky-Zakaï bound, and the Bayesian Cramér-Rao bound. We propose some closed-form expressions of these bounds for a general Gaussian observation model with parameterized mean. In order to illustrate our results, we present simulation results in the context of a spectral analysis problem.
NOTATIONS
The notational convention adopted in this paper is as follows: italic indicates a scalar quantity, as in ; lowercase boldface indicates a vector quantity, as in ; uppercase boldface indicates a matrix quantity, as in .
is the real part of and is the imaginary part of . The complex conjugation of a quantity is indicated by a superscript * as in . The matrix transpose is indicated by a superscript as in , and the complex conjugate plus matrix transpose is indicated by a superscript as in . The -th row and -th column element of the matrix is denoted by . denotes the identity matrix of size . is a matrix of zeros. denotes the norm.
denotes the modulus. denotes the absolute value.
denotes the Dirac delta function. denotes the expectation operator with respect to a density probability function explicitly given by a subscript. is the observation space and is the parameter space.
I. INTRODUCTION

M
INIMAL bounds on the mean square error (MSE) provide the ultimate performance that an estimator can expect to achieve for a given observation model. Consequently, they are used as a benchmark in order to evaluate the performance of an estimator and to determine if an improvement is possible. The Cramér-Rao bound [3] - [8] has been the most widely used by the signal processing community and is still under investigation from a theoretical point of view (particularly throughout the differential variety in the Riemannian geometry framework [9] - [14] ) as from a practical point of view (see, e.g., [15] - [19] ). But the Cramér-Rao bound suffers from some drawbacks when the scenario becomes critical. Indeed, in a nonlinear estimation problem, when the parameters have finite support, there are three distinct MSE areas for an estimator [20, p. 273] , [21] . For a large number of observations or for a high signal-to-noise ratio (SNR), the estimator MSE is small and the area is called an asymptotic area. When the scenario becomes critical, i.e., when the number of observations or the SNR decreases, the estimator MSE increases dramatically due to the outlier effect, and the area is called threshold area. Finally, when the number of observations or the SNR is low, the estimator criterion is hugely corrupted by the noise and becomes a quasi-uniform random variable on the parameter support. Since in this last area the observations bring almost no information, it is called no information area. The Cramér-Rao bound is used only in the asymptotic area and is not able to handle the threshold phenomena (i.e., when the performance breaks down).
To fill this lack, a plethora of other minimal bounds tighter than the Cramér-Rao bound has been proposed and studied. All these bounds have been derived by way of several inequalities, such as the Cauchy-Schwartz inequality, the Kotelnikov inequality, the Hölder inequality, the Ibragimov-Hasminskii inequality, the Bhattacharyya inequality, and the Kiefer inequality. Note that due to this diversity, it is sometimes difficult to fully understand the underlying concept and the difference between all these bounds; consequently it is difficult to apply these bounds to a specific estimation problem.
Minimal bounds on the MSE can be divided into two categories: the deterministic bounds for situations in which the true vector of the parameters is assumed to be deterministic and the Bayesian bounds for situations in which the vector of parameters is assumed to be random with an a priori probability density function . Among the deterministic bounds, we have the well-known Cramér-Rao bound; the Bhattacharyya bound [22] , [23] ; the Chapman-Robbins bound [24] - [26] , the Barankin bound [27] , [28] , the Abel bound [29] - [31] ; and the Quinlan-Chaumette-Larzabal bound [32] . Bayesian bounds can be subdivided into two categories: the Ziv-Zakaï family, derived from a binary hypothesis testing problem (and more generally from an -ary hypothesis testing problem), and the WeissWeinstein family, derived (as the deterministic bounds) from a covariance inequality principle. The Ziv-Zakaï family contains the Ziv-Zakaï bound [33] , the Bellini-Tartara bound [34] , the Chazan-Zakaï-Ziv bound [35] , the Weinstein bound [36] , the Bell-Steinberg-Ephraim-VanTrees bound [37] , and the Bell bound [38] . The Weiss-Weinstein family contains the Bayesian Cramér-Rao bound [20, pp. 72 and 84], the Bobrovsky-MayerWolf-Zakaï bound [39] , the Bayesian Bhattacharyya bound [20, p. 149] , the Bobrovsky-Zakaï bound [40] , the Reuven-Messer bound [41] , and the Weiss-Weinstein bound [42] . A nice tutorial about both families can be found in the recent book of Van Trees and Bell [43] . The deterministic bounds are used as a lower bound of the local MSE in ; i.e., (1) where is a complex observation vector, is the likelihood of the observations parameterized by the true parameter value , and is an estimator of . On the other hand, Bayesian bounds are used as a lower bound of the global MSE; i.e., (2) where is the random parameter vector with an a priori probability density function and is the joint probability function of the observations and of the parameters.
In the deterministic context, minimal bounds-in particular the Chapman-Robbins bound and the Barankin bound-are generally used in order to predict the aforementioned threshold effect which cannot be handled by the Cramér-Rao bound. The Chapman-Robbins bound and the Barankin bound have already been successfully applied to several estimation problems [28] , [31] , [44] - [55] . The use of the Abel bound, which can also handle the threshold phenomena, is still marginal [56] .
Contrary to the deterministic bounds, the Bayesian bounds take into account the parameter support throughout the a priori probability density function , and they give the ultimate performances of an estimator on the three aforementioned areas of the global MSE. These bounds give the performance of the Bayesian estimator, such as the maximum a posteriori (MAP) estimator or the minimum mean square error estimator (MMSEE), and can be used in order to know the global performance of the deterministic estimators such as the maximum likelihood estimator (MLE), since
The reader is referred to Xu et al. [57] - [59] , where the MLE performances are analyzed in the context of an underwater acoustic problem by way of the Ziv-Zakaï and of the Weiss-Weinstein bounds. The Ziv-Zakaï family bounds have been applied in other signal processing areas: time-delay estimation [60] ; direction-of-arrival estimation [38] , [61] , [62] ; and digital communication [63] . On the other hand, the Weiss-Weinstein bound has been less investigated: the aforementioned Xu et al. works and in the framework of digital communication [64] .
This article presents a new unified approach for the establishment of the Weiss-Weinstein family bounds. Note that the unification of the deterministic bounds has already been proposed by [65] and [66] based on a constrained optimization problem. A unification has been proposed by Bell et al. in [37] and [38] for the Ziv-Zakaï family.
Concerning the Weiss-Weinstein family unification, a first approach has been given by Weiss and Weinstein in [67] . This approach is based on the following inequality proved by the authors: (4) where the function must satisfied
Weiss and Weinstein gave several functions satisfying (5) for which they again obtain the Bayesian Cramér-Rao bound, the Bayesian Bhattacharyya bound, the Bobrovsky-Zakaï bound, and the Weiss-Weinstein bound. Moreover, a function satisfying (5) leading to the Bobrovsky-MayerWolf-Zakaï bound is given in [38] . Unfortunately, there are no general rules to find . In this contribution, the Weiss-Weinstein family unification is based on the best Bayesian bound, i.e., the MSE of the MMSEE. By rewriting the MMSEE and by using a constrained optimization problem similar to one derived for the unification of deterministic bounds [65] , [66] , we unify the Bayesian Cramér-Rao bound, the Bobrovsky-MayerWolf-Zakaï bound, the Bayesian Bhattacharyya bound, the Bobrovsky-Zakaï bound, the Reuven-Messer bound (for which no function is proposed in the Weiss-Weinstein approach), and the Weiss-Weinstein bound. This approach brings a useful theoretical framework to derive new Bayesian bounds.
For that purpose, we propose two bounds. First, we propose a generalization of the Bayesian Bhattacharyya bound extending the works of Bobrovsky, Mayer-Wolf, and Zakaï. Second, we propose a bound based on the Bayesian Bhattacharyya bound and on the Reuven-Messer bound, one that represents a generalization of these bounds. This bound is found to be tighter than the Bayesian Bhattacharyya bound, the Reuven-Messer bound, the Bobrovsky-Zakaï bound, and the Bayesian Cramér-Rao bound. In order to illustrate our results, we propose some closed-form expressions of the minimal bounds for a Gaussian observation model with parameterized mean widely used in signal processing, and we apply it to a spectral analysis problem for which we present simulation results.
II. MMSE REFORMULATION
In this section, we start by reformulating the MMSEE as a constrained optimization problem. Then, we rewrite the underlying constraint under three different forms that will be of interest for our proposed unification.
In the Bayesian framework, the minimal global MSE and consequently the best Bayesian bound is the MSE of the MMSEE:
, where is the a posteriori probability density function of the parameter. Unfortunately, it is generally impossible to obtain a closed-form expression of this MSE. The MMSEE is the solution of the following problem:
Let be the set of function such that is defined. Let be the subset of function satisfying (7) where is a function only of .
Consequently, the MMSEE (6) is the solution of the following constrained optimization problem: (8) Let be the set of functions such that (9) Let us now introduce the three following subsets of functions belonging to :
• Subset [see (10)- (12) shown at the bottom of the page];
• Subset ;
• Subset with . Theorem 1 shows that, although these four subsets are generated in a different manner, they are the same.
Theorem 1:
The Proof of Theorem 1 (13) is given in Appendix A. Consequently, the MMSEE (6) (best Bayesian bound) is the solution of the following constrained optimization problem:
III. WEISS-WEINSTEIN FAMILY UNIFICATION
In the light of the previous analysis, it appears a natural manner to introduce Bayesian bound lower than the MMSEE. Indeed, if is a subset of , the solution of (15) will be also a lower bound of the MMSEE. In this paper, we will first show that an appropriate choice of leads to the Bayesian bounds of the Weiss-Weinstein family. Second, we will show how this approach can be used in order to build new minimal (10) and and (11) and and and (12) bounds, particularly, by solving the following constrained optimization problem: (16) In this section, we restrict , and in order to obtain a general framework to create minimal bounds. Then, by way of a constrained optimization problem for which we give an explicit solution we unify the bounds of the Weiss-Weinstein family.
A. A General Class of Lower Bounds Based on , and
Thanks to Theorem 1, we have proposed four equivalent sets of functions leading to the MMSEE. Note that this equivalence holds for (17)- (19), shown at the bottom of the page.
Consequently, if we take a finite set of functions , a finite set of values , and a finite set of values , we will find bounds lower than the best Bayesian bounds and consequently a general class of minimal bounds on the MSE.
In this way, , and are restricted, respectively, as follows in (20)- (22), shown at the bottom of the page, with .
, and define a set of finite constraints, and (15) becomes a classical linear constrained optimization problem (23) where , and are the functions and the scalars involved in , and . For and (24) For and (25) For , see (26) at the bottom of the page.
and (26) Theorem 2 below gives the solution of (23) . Note that this theorem has already been used in the case of a deterministic parameter in [17] .
Theorem 2: Let be a real vector and and be two functions of . Let (27) be an inner product of these two functions and its associate norm . Let and be a set of functions of , and let and be real numbers. Then, the solution of the constrained optimization problem leading to the minimum of under the following constraints (28) is given by (29) with (30) and (31) The Proof of Theorem 2 (29) is given in Appendix B.
B. Application to the Weiss-Weinstein Family
Using (29), , and , we have built a general framework to obtain Bayesian minimal bounds on the MSE. In this section, we apply this framework and we revisit the Bayesian bounds of the Weiss-Weinstein family. Let and (i.e., ). Note that Theorem 2 still holds for a set of complex observations by letting . Moreover, due to the restriction at some particular values of , and , it is still possible to add constraints with our prior on the MMSEE in order to achieve tighter bounds. Here we will use the natural constraints of a null bias in terms of the joint probability function; i.e., , where is the joint density of the problem (i.e., and ). a) Bayesian Cramér-Rao Bound: By using the set with and (consequently, , we obtain the following set of constraints: (32) Matrix involved in Theorem 2 is (33) since .
Finally (34) which is the Bayesian Cramér-Rao bound [20, pp. 72 and 84]. b) Bayesian Bhattacharyya Bound: By using the set with and , we obtain the following set of constraints: (35) We assume that the joint probability density function is such that for . With this assumption and (9), we have (36) where (37) which is the Bayesian Bhattacharyya bound [20, p. 149] .
c) Bobrovsky-MayerWolf-Zakaï Bound: By using the set with and , where is any function such that satisfies (9), we obtain the following set of constraints: (38) Due to (9) , and the matrix involved in Theorem 2 is
We recognize the Bobrovsky-MayerWolf-Zakaï bound [39] , which is an extension of the Bayesian Cramér-Rao bound, since (41) d) Bobrovsky-Zakaï Bound: We choose here that the particular value of , the joint density probability function of the problem. Consequently, .
By using the set with , we obtain the following set of constraints: (42) Matrix involved in Theorem 2 is (43) Finally (44) Since is a parameter left to the user, the highest bound that can be obtained with (44) is given by (45) which is the Bobrovsky-Zakaï bound [40] .
e) Reuven-Messer Bound: We choose here that the particular value of , the joint density probability function of the problem. Consequently, .
In order to obtain a bound tighter than the Bobrovsky-Zakaï bound (i.e., ), we use the set with . We then obtain the following set of constraints: (46) where . Matrix involved in Theorem 2 is . . .
where is defined as shown in (48) shown at the bottom of the page. Finally (49) As for the Bobrovsky-Zakaï bound, since is a parameter vector left to the user, the highest bound that can be obtained with (49) is given by (50) which is a particular case 1 of the Reuven-Messer bound [41] .
f) Weiss-Weinstein Bound: We choose here that the particular value of , the joint density probability function of the problem. Consequently, .
By using the set with , we obtain the following set of constraints: [see (51) at the bottom of the next page].
Let, [see (52)- (54) As for the Bobrovsky-Zakaï bound and the Reuven-Messer bound, since and are parameter vectors left to the user, the highest bound that can be obtained with (55) is given by (57) We recognize the Weiss-Weinstein bound [42] .
IV. NEW MINIMAL BOUNDS
The framework proposed in the last section allows us to rederive all the bounds of the Weiss-Weinstein family by way of a constrained optimization problem. But this framework is also useful for deriving new lower bounds. In this section, we propose two lower bounds.
A. Some Global Classes of Bhattacharyya Bounds
In [39] , Bobrovsky, Mayer-Wolf, and Zakaï propose an extension of the Bayesian Cramér-Rao bound given by (40) . The advantage of this bound is the degree of freedom given by . Indeed, the authors give some examples for which use of a properly chosen function leads to useful bounds. Moreover, when does not satisfy the regularity assumption given in [20] (e.g., for uniform random variables), a properly chosen can solve the problem. Here we obtain an extension of this bound and of the Bayesian Bhattacharyya bound in a straightforward manner by mixing the constraints of the Bobrovsky-MayerWolf-Zakaï bound and the constraints of the Bayesian Bhattacharyya bound.
By using the set with and , where is any function such that satisfies (9), we obtain the following set of constraints: (58) We assume that the functions and are such that for . With this assumption and (9), we have (59) where [see (60) shown at the bottom of the page].
B. The Bayesian Abel Bound
In this section, we propose a new minimal bound on the MSE based on our framework and on the Abel works on deterministic bounds [29] , [30] . In the deterministic parameter context, the Cramér-Rao bound and the Bhattacharyya bound account for the small estimation error (near the true value of the parameters). The Chapman-Robbins bound and the Barankin bound account for the large estimation error generally due to the appearance of outliers which creates the performance breakdown phenomena. In [29] and [30] , Abel combined the two kinds of bounds in order to obtain a bound that accounts for both local and large errors. The obtained deterministic Abel bound leads to a generalization of the Cramér-Rao, the Bhattacharyya, the Chapman-Robbins, and the Barankin bounds. As the deterministic bounds, the Bayesian Cramér-Rao bound and the Bayesian Bhattacharyya bound are small error bounds, as compared to the Bobrovsky-Zakaï bound and the Reuven-Messer bound which are large error bounds. The purpose here is to apply the idea of Abel in the Bayesian context, i.e., to derive a bound that combines the Bayesian small and large error bounds. This application will be accomplished by way of the constrained optimization problem introduced in the last section. Our Bayesian version of the Abel bound is derived by mixing the constraints of the Reuven-Messer bound and the Bayesian Bhattacharyya bound and, thus, represents a generalization of these bounds. Consequently, we are solving the following constrained optimization problem 
The calculus are detailed in Appendix C, and the Theorem 2 leads to (63) with (64) Let us note that the first term on right-hand side (RHS) of (63) is equal to , which is the Bayesian Bhattacharyya bound of order , and that is the Reuven-Messer bound of order . We have previously shown that problem (8) leads to the MMSEE (the best Bayesian bound). Here, from the increase of constraints, it follows that the Bayesian Abel bound is (for and fixed) a better approximation of the best Bayesian bound than the Bayesian Bhattacharyya bound of order and the Reuven-Messer bound of order .
The Bayesian Abel bound as the Reuven-Messer bound depends on free parameters . Then, a maximization over these parameters is desired to obtain the highest bound. Therefore, the best Bayesian Abel bound is given by (65) 2 The first constraint of the two bounds is the same.
This multidimensional optimization brings with it a huge computational cost. A possible alternative is given by noting that the Bayesian Cramér-Rao bound is a particular case of the Bayesian Bhattacharyya bound (single derivative) and that the Bobrovsky-Zakaï bound is a particular case of the Reuven-Messer bound (single test point). Therefore, finding a tractable form of the Bayesian Abel bound in the case where and could be interesting, since the obtained bound will be tighter than both the Bayesian Cramér-Rao bound and the Bobrovsky-Zakaï bound with a low computational cost. In this case, (65) becomes straightforwardly (66) where BCRB is the Bayesian Cramér-Rao bound, BZB is the Bobrovsky-Zakaï bound, and (67) Equation (66) is interesting, since if the Bayesian Cramér-Rao bound and the Bobrovsky-Zakaï bound are available for a given problem, the evaluation of the requires only the computation of .
V. BAYESIAN BOUNDS FOR SIGNAL PROCESSING PROBLEMS
In this section, we illustrate our previous analysis through a spectral analysis problem. First, we propose several closedform expressions for the different bounds of the Weiss-Weinstein family (including the proposed Bayesian Abel bound) for a general Gaussian observation model with parameterized mean widely used in the signal processing literature (see, e.g., [68, p. 35] ). Then, we apply these results to the spectral analysis problem. Finally, we give simulation results that compare the different bounds and show the superiority of the Weiss-Weinstein bound.
A. Gaussian Observation Model With Parameterized Mean
We consider the following general observation model: (68) where is the complex observation vector is a real unknown parameter, is a complex deterministic vector depending (nonlinearly) on , and is the complex vector of the noise. The noise is assumed to be circular, Gaussian, with zero mean and with covariance matrix . The parameter of interest is assumed to have a Gaussian a priori probability density function with mean and variance (69) For this model, the likelihood of the observations is given by (70) To the best of our knowledge, only the Cramér-Rao bound expression is known in this case (see [68] ).
The Bayesian Bhattacharyya bound requires the calculation of several derivatives of the joint probability function in order to be significantly tighter than the Cramér-Rao bound, which is generally difficult (see [69, Ch. 4] for an example for which the Bhattacharyya bound of order 2 requires much algebraic effort to finally be equal to the Cramér-Rao bound). Consequently, we will not use this bound here.
The details are given in Appendix D.
1) Bayesian Cramér-Rao Bound:
2) Bobrovsky-Zakaï Bound:
is given by (66): (73) where ( where the key point to evaluate this bound is , which is the semi-invariant moment generating function [70] , defined as follows:
This function is given by (78), as shown at the bottom of the page.
B. Spectral Analysis Problem
We now consider the following observation model involved in spectral analysis: (79) where is the complex observation. The observations are assumed to be independent.
is the amplitude of the single cisoïde of frequency .
is a sequence of random variables assumed complex, circular, i.i.d, Gaussian, with zero mean and variance . Consequently the SNR is given by . The parameter of interest is the frequency which is a Gaussian random variable with mean and variance (69) . This model is a particular case of the model (68) , where (80) with (81) Let . The likelihood of the observation is given by (82) Note that, if is assumed to be deterministic and in a digital communications context, some closed-form expressions of deterministic bounds can be found in [56] .
The details of the calculus for the Weiss-Weinstein family are given in Appendix E.
1) Cramér-Rao Bound:
The is given by (66)
where (86) and (87) 4) Weiss-Weinstein Bound: The Weiss-Weinstein bound is given by (88) where is given by
The Weiss-Weinstein bound needs to be optimized over two continuous parameters, which creates significant computational cost. Here, two methods for reducing the computational cost are presented.
• As previously stated, is chosen on the parameter support which is approximated by . This support can be reduced to , since the function is even with respect to . Note that this remark holds for the Bayesian Abel bound and the Bobrovsky-Zakaï bound.
• As proposed by Weiss and Weinstein in [42] , it is sometimes a good choice to set . This approximation is intuitively justified by the fact that the Weiss-Weinstein bound tends to the Bobrovsky-Zakaï bound when tends to zero or one. Unfortunately, no sound proof that this result is true in general is available in the literature. If we set is modified as follows: [see (90) The resulting bound has approximaely the same computational cost as the BZB and the BAB. 
C. Simulations
In order to illustrate our results on the different bounds, we present here a simulation result for the spectral analysis problem.
We consider a scenario with observations and, without loss of generality,
. The estimator will be the maximum likelihood estimator (MLE) given for this model by (92) We also use the maximum a posteriori (MAP) estimator given by (93) The global MSE will be computed by using (3) and 1000 Monte Carlo runs. For the a priori probability density function of the parameter of interest, we choose and rad . Fig. 1 superimposes the global MSE of the MLE and of the MAP estimator, the Cramér-Rao bound, the Bobrovsky-Zakaï bound, the Bayesian Abel bound, and the Weiss-Weinstein bound with optimization over and .
(90)
This figure shows the threshold behavior of both estimators when the SNR decreases. In contrast to the Cramér-Rao bound, the Bobrovsky-Zakaï bound, the Bayesian Abel bound, and the Weiss-Weinstein bound exhibit the threshold phenomena. The Bayesian Abel bound is slightly higher than the BobrovskyZaka ï bound and, consequently, leads to a better prediction of the threshold effect with the same computational cost. The Weiss-Weinstein bounds obtained by numerical evaluation of (88) and (91) are the same; therefore, seems to be the optimum value in this problem. As expected by the addition of constraints, the Weiss-Weinstein bounds provide a better prediction of the global MSE of the estimators in comparison with the Bobrovsky-Zakaï bound and the Bayesian Abel bound. The Weiss-Weinstein bound threshold value provides a better approximation of the effective SNR at which the estimators experience the threshold behavior.
VI. CONCLUSION
In this paper, we proposed a framework to study the Bayesian minimal bounds on the MSE of the Weiss-Weinstein family. This framework is based on both the best Bayesian bound (MMSE) and a constrained optimization problem. By rewriting the problem of the MMSEE as a continuous constrained optimization problem and by relaxing these constraints, we reobtain the lower bounds of the Weiss-Weinstein family. Moreover, this framework allows us to propose new minimal bounds. In this way, we propose an extension of the Bayesian Bhattacharyya bound and a Bayesian version of the Abel bound. Additionally, we give some closed-form expressions of several minimal bounds for both a general Gaussian observation model with parameterized mean and a spectral analysis model.
APPENDIX
A. Proof of Theorem 1
This proof is based on the three following lemmas. Lemma 1: 
B. Proof of Theorem 2
Let be a vector space of any dimension on the field of real numbers , with an inner product denoted by , where and are two vectors of . Let be a family of independent vectors of and be a vector of . We are interested in the solution of the minimization of subject to the following linear constraints . Let be the vectorial subspace of dimension generated by the elements . Then, , where is the orthogonal projection of on , i.e., the vector such that (see Fig. 2 ) for a graphical representation).
Let be the coordinates of in the basis of (i.e., ). These coordinates satisfy:
. Moreover, if satisfies the constraints , then
i. 
C. Derivation of the Bayesian Abel Bound
We have to calculate the quadratic form (29) . Since
and, due to (9)
the matrix can now be written as the following partitioned matrix:
where the elements and of the matrices and are given by (37) and (48) [20] (120) where is the standard (i.e., deterministic) Cramér-Rao bound given by [68] : (121) where is the true value of the parameter in the deterministic context.
The second term of (120) 
