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Abstract
Fitting machine learning models on scarce data is challenging. The main challenge is to
obtain suitable prior knowledge and encode it into the model, for instance in the form of a
Gaussian process prior. Recent advances in meta-learning offer powerful methods for extracting
such prior knowledge from data acquired in related tasks. When it comes to meta-learning
in Gaussian process models, approaches in this setting have mostly focused on learning the
kernel function of the prior, but not on learning its mean function. In this work, we propose to
parameterize the mean function of a Gaussian process with a deep neural network and train
it with a meta-learning procedure. We present analytical and empirical evidence that mean
function learning can be superior to kernel learning alone, particularly if data is scarce.
1 Introduction
Bayesian methods are well suited for learning tasks with scarce data, because they offer a principled
way to include prior knowledge about the problem [25]. If the prior knowledge is suitable for the
task, only very few observations may be needed to achieve high predictive performance. However,
the acquisition and effective encoding of this prior knowledge has been a longstanding challenge in
the field [7].
A powerful framework to acquire prior knowledge about tasks is meta-learning [39]. Meta-learning
refers to a method in which knowledge is gained by solving a set of specific tasks (the meta-tasks)
and subsequently used to improve the model’s performance on a different task (the target task) [39].
The method is therefore concerned with making use of a set of tasks in order to approach another
task better. This can be seen as gaining knowledge (so called meta-knowledge) on the meta-tasks and
incorporating it as prior knowledge into the learning model to solve the target task. The incorporation
of this prior knowledge into the model is called inductive transfer [37].
The largest benefits can be gained from meta-learning in a setting in which there is a large amount
of data in the meta-tasks, but only little data in the target task. This leads to the hypothesis that
successful meta-learning approaches should utilize two different kinds of models: one model that is
able to handle large amounts of data, to perform the actual meta-learning (the meta-model); and
one model that is able to deal with small quantities of data and into which the meta-knowledge can
be effectively instilled (the target model). In this work, we propose to use deep neural networks as
meta-models and Gaussian processes (GPs) as target models.
The GP lends itself particularly easily to the desired purpose of a target model, because it offers
a way to perform nonlinear regression on small amounts of data, while being able to incorporate
prior knowledge in a Bayesian manner [33]. This prior knowledge (which can be acquired by a
meta-learning procedure) is encoded into the GP model by modifying the parameters of either its
kernel function or its mean function. Both of these options might yield a way to successfully perform
meta-learning in GPs. In this work, we present the first evidence that learning a GP’s mean function
can outperform kernel learning on meta-learning tasks.
We make the following contributions:
1
ar
X
iv
:1
90
1.
08
09
8v
3 
 [s
tat
.M
L]
  1
9 O
ct 
20
19
264(x˜1, y˜1)...
(x˜n˜, y˜n˜)
375
<latexit sha1_base64="58AUiPTOEnIR/G1XFNO2K+5orP4=">AAAGL3icjV RJb9NQEJ4EAsUsTekRkCIipFZKqyxdcqxYewCpINJWqqvIy0tqxUtkOyHB8pnfw69BXBBXDvwDDnxv/IjSlKSx9TzLm/nmm3m2zb7rRHG1+j2Xv3GzcOv2yh3t 7r37D1aLaw+Po2AQWqJlBW4QnppGJFzHF63YiV1x2g+F4ZmuODF7L+T+yVCEkRP4H+NxX5x7Rtd3Oo5lxHC1i180nUES2wh7W6Y7EKmmm6Lr+InpGXHojFJtQ4 8d1xbJKG3XKiVljGFslnRd04d2EEdSm4pLlOqn6XTGlHtT04VvT4q0i+XqdpWv0lWlppQyqesoWMsfkk42BWTRgDwS5FMM3SWDItxnVKMq9eE7pwS+EJrD+4JS0 pA7QJRAhAFvD88urDPl9WFLzIizLVRxsUJklugZ1mtGNBEtqwroEeQfrM/s686tkDCyZDiGNBkxw3yHnZguEHNdrqci06UzZV8xdajJ/Thg2GeP7NSa4LzETgh fj3dK9Ioju8Aw2R5iBj5kCwzknP8hlLhnG9JgKRjFV4gG8EJIOX/JZ353JvADri4rRgvOKcEzhN5H1/JURxx73dzkjDyF6sP/SU0tYL4e4lyWcr4prLdT1iL00 aU3JIuUU+jw/MTUrqzgIOsClbfQowtEwbU+0Bt6zlqN9nBXqI73N5N12les56Ha/D725mI2gFrBkphSNiEXI07z7PJ85InOMt0HUsawwbgN2MsynYe6q7juMdc d3MszlYj2DF59grgLrEw2lmb5f0R5IrLv7HyynjX8w2qzf6yrynF9uwb9/U75oKn+Ziv0iJ7SBs/zgA7pCF+YRb9z67nHuSeFr4VvhR+Fn1loPqdy1unSVfj1F+ GcRgg=</latexit><latexit sha1_base64="58AUiPTOEnIR/G1XFNO2K+5orP4=">AAAGL3icjV RJb9NQEJ4EAsUsTekRkCIipFZKqyxdcqxYewCpINJWqqvIy0tqxUtkOyHB8pnfw69BXBBXDvwDDnxv/IjSlKSx9TzLm/nmm3m2zb7rRHG1+j2Xv3GzcOv2yh3t 7r37D1aLaw+Po2AQWqJlBW4QnppGJFzHF63YiV1x2g+F4ZmuODF7L+T+yVCEkRP4H+NxX5x7Rtd3Oo5lxHC1i180nUES2wh7W6Y7EKmmm6Lr+InpGXHojFJtQ4 8d1xbJKG3XKiVljGFslnRd04d2EEdSm4pLlOqn6XTGlHtT04VvT4q0i+XqdpWv0lWlppQyqesoWMsfkk42BWTRgDwS5FMM3SWDItxnVKMq9eE7pwS+EJrD+4JS0 pA7QJRAhAFvD88urDPl9WFLzIizLVRxsUJklugZ1mtGNBEtqwroEeQfrM/s686tkDCyZDiGNBkxw3yHnZguEHNdrqci06UzZV8xdajJ/Thg2GeP7NSa4LzETgh fj3dK9Ioju8Aw2R5iBj5kCwzknP8hlLhnG9JgKRjFV4gG8EJIOX/JZ353JvADri4rRgvOKcEzhN5H1/JURxx73dzkjDyF6sP/SU0tYL4e4lyWcr4prLdT1iL00 aU3JIuUU+jw/MTUrqzgIOsClbfQowtEwbU+0Bt6zlqN9nBXqI73N5N12les56Ha/D725mI2gFrBkphSNiEXI07z7PJ85InOMt0HUsawwbgN2MsynYe6q7juMdc d3MszlYj2DF59grgLrEw2lmb5f0R5IrLv7HyynjX8w2qzf6yrynF9uwb9/U75oKn+Ziv0iJ7SBs/zgA7pCF+YRb9z67nHuSeFr4VvhR+Fn1loPqdy1unSVfj1F+ GcRgg=</latexit><latexit sha1_base64="58AUiPTOEnIR/G1XFNO2K+5orP4=">AAAGL3icjV RJb9NQEJ4EAsUsTekRkCIipFZKqyxdcqxYewCpINJWqqvIy0tqxUtkOyHB8pnfw69BXBBXDvwDDnxv/IjSlKSx9TzLm/nmm3m2zb7rRHG1+j2Xv3GzcOv2yh3t 7r37D1aLaw+Po2AQWqJlBW4QnppGJFzHF63YiV1x2g+F4ZmuODF7L+T+yVCEkRP4H+NxX5x7Rtd3Oo5lxHC1i180nUES2wh7W6Y7EKmmm6Lr+InpGXHojFJtQ4 8d1xbJKG3XKiVljGFslnRd04d2EEdSm4pLlOqn6XTGlHtT04VvT4q0i+XqdpWv0lWlppQyqesoWMsfkk42BWTRgDwS5FMM3SWDItxnVKMq9eE7pwS+EJrD+4JS0 pA7QJRAhAFvD88urDPl9WFLzIizLVRxsUJklugZ1mtGNBEtqwroEeQfrM/s686tkDCyZDiGNBkxw3yHnZguEHNdrqci06UzZV8xdajJ/Thg2GeP7NSa4LzETgh fj3dK9Ioju8Aw2R5iBj5kCwzknP8hlLhnG9JgKRjFV4gG8EJIOX/JZ353JvADri4rRgvOKcEzhN5H1/JURxx73dzkjDyF6sP/SU0tYL4e4lyWcr4prLdT1iL00 aU3JIuUU+jw/MTUrqzgIOsClbfQowtEwbU+0Bt6zlqN9nBXqI73N5N12les56Ha/D725mI2gFrBkphSNiEXI07z7PJ85InOMt0HUsawwbgN2MsynYe6q7juMdc d3MszlYj2DF59grgLrEw2lmb5f0R5IrLv7HyynjX8w2qzf6yrynF9uwb9/U75oKn+Ziv0iJ7SBs/zgA7pCF+YRb9z67nHuSeFr4VvhR+Fn1loPqdy1unSVfj1F+ GcRgg=</latexit><latexit sha1_base64="58AUiPTOEnIR/G1XFNO2K+5orP4=">AAAGL3icjV RJb9NQEJ4EAsUsTekRkCIipFZKqyxdcqxYewCpINJWqqvIy0tqxUtkOyHB8pnfw69BXBBXDvwDDnxv/IjSlKSx9TzLm/nmm3m2zb7rRHG1+j2Xv3GzcOv2yh3t 7r37D1aLaw+Po2AQWqJlBW4QnppGJFzHF63YiV1x2g+F4ZmuODF7L+T+yVCEkRP4H+NxX5x7Rtd3Oo5lxHC1i180nUES2wh7W6Y7EKmmm6Lr+InpGXHojFJtQ4 8d1xbJKG3XKiVljGFslnRd04d2EEdSm4pLlOqn6XTGlHtT04VvT4q0i+XqdpWv0lWlppQyqesoWMsfkk42BWTRgDwS5FMM3SWDItxnVKMq9eE7pwS+EJrD+4JS0 pA7QJRAhAFvD88urDPl9WFLzIizLVRxsUJklugZ1mtGNBEtqwroEeQfrM/s686tkDCyZDiGNBkxw3yHnZguEHNdrqci06UzZV8xdajJ/Thg2GeP7NSa4LzETgh fj3dK9Ioju8Aw2R5iBj5kCwzknP8hlLhnG9JgKRjFV4gG8EJIOX/JZ353JvADri4rRgvOKcEzhN5H1/JURxx73dzkjDyF6sP/SU0tYL4e4lyWcr4prLdT1iL00 aU3JIuUU+jw/MTUrqzgIOsClbfQowtEwbU+0Bt6zlqN9nBXqI73N5N12les56Ha/D725mI2gFrBkphSNiEXI07z7PJ85InOMt0HUsawwbgN2MsynYe6q7juMdc d3MszlYj2DF59grgLrEw2lmb5f0R5IrLv7HyynjX8w2qzf6yrynF9uwb9/U75oKn+Ziv0iJ7SBs/zgA7pCF+YRb9z67nHuSeFr4VvhR+Fn1loPqdy1unSVfj1F+ GcRgg=</latexit>
26664
(x1, y1)
(x2, y2)
...
(xni , yni)
37775
<latexit sha1_ba se64="fNGJShC2pfYUPZCwj6gZPyar fKg=">AAAGEnicjZTJbtNQFIZPAoFip hSWbCIipFZKq9jpkGXF2AVIBZG2Ul1F Hm5cEw+R7YQEy2/B07BDbFmw5UVYIc F/j02VpiSNLecM99zvDNexOfDcOGk2f 5bK165XbtxcuaXcvnP33v3q6oPDOBx GluhYoRdGx6YRC88NRCdxE08cDyJh+K Ynjsz+M7l+NBJR7IbB+2QyEKe+4QRu z7WMBK5u9YOiMyS1jai/4URCBJmim8J xg9T0jSRyx5myNu6qjdqkq67XdF1amr Q0tvSRHSZx4U+DrpvJNVbWFV0E9jmm W603N5t81S4raqHUqbgOwtXyPulkU0g WDcknQQEl0D0yKMZ9Qio1aQDfKaXwR dBcXheUkYK9Q0QJRBjw9vHrwDopvAFs yYx5t4UsHp4IO2v0BM9LJpqIllkF9B jyN55P7HPmZkiZLCucQJpMzJlvsJLQG WKu2usXkdnSO2VfCfWozf24qHDAHtmp dc55jpUIvj6v1OgFRzpgmGyPMIMAso MK5Jz/EWrcsw1psBRMCQqiAV4EKecv6 5nfnQl+yNllxnjBOaX4jaAP0LU81TH HXjU3OSO/oAbwfyymFnK9PuI8lnK+Ga zXU9Yi+vjCG5JHyin0eH5ialVmcLHr DJk30KMHouBc7+gVPWVNpR3cDdLw/uZ So92i6nlUm9/H/lxmC9QGHsmUsg25mD hdp8PzkSc6W+kuSHmFLea2YC9b6Tzq dlHrDte6hXv5SiXRnuFp58RtsHLZWrr K/xPlici+8/PJe1bwDVNnv1iXlUNtU 4X+dqu+1y6+Ziv0iB7TGs9zj/bpAP8w i37QL/pTosrnypfK18q3PLRcKvY8pA tX5ftfn1g4Cw==</latexit><latexit sha1_ba se64="fNGJShC2pfYUPZCwj6gZPyar fKg=">AAAGEnicjZTJbtNQFIZPAoFip hSWbCIipFZKq9jpkGXF2AVIBZG2Ul1F Hm5cEw+R7YQEy2/B07BDbFmw5UVYIc F/j02VpiSNLecM99zvDNexOfDcOGk2f 5bK165XbtxcuaXcvnP33v3q6oPDOBx GluhYoRdGx6YRC88NRCdxE08cDyJh+K Ynjsz+M7l+NBJR7IbB+2QyEKe+4QRu z7WMBK5u9YOiMyS1jai/4URCBJmim8J xg9T0jSRyx5myNu6qjdqkq67XdF1amr Q0tvSRHSZx4U+DrpvJNVbWFV0E9jmm W603N5t81S4raqHUqbgOwtXyPulkU0g WDcknQQEl0D0yKMZ9Qio1aQDfKaXwR dBcXheUkYK9Q0QJRBjw9vHrwDopvAFs yYx5t4UsHp4IO2v0BM9LJpqIllkF9B jyN55P7HPmZkiZLCucQJpMzJlvsJLQG WKu2usXkdnSO2VfCfWozf24qHDAHtmp dc55jpUIvj6v1OgFRzpgmGyPMIMAso MK5Jz/EWrcsw1psBRMCQqiAV4EKecv6 5nfnQl+yNllxnjBOaX4jaAP0LU81TH HXjU3OSO/oAbwfyymFnK9PuI8lnK+Ga zXU9Yi+vjCG5JHyin0eH5ialVmcLHr DJk30KMHouBc7+gVPWVNpR3cDdLw/uZ So92i6nlUm9/H/lxmC9QGHsmUsg25mD hdp8PzkSc6W+kuSHmFLea2YC9b6Tzq dlHrDte6hXv5SiXRnuFp58RtsHLZWrr K/xPlici+8/PJe1bwDVNnv1iXlUNtU 4X+dqu+1y6+Ziv0iB7TGs9zj/bpAP8w i37QL/pTosrnypfK18q3PLRcKvY8pA tX5ftfn1g4Cw==</latexit><latexit sha1_ba se64="fNGJShC2pfYUPZCwj6gZPyar fKg=">AAAGEnicjZTJbtNQFIZPAoFip hSWbCIipFZKq9jpkGXF2AVIBZG2Ul1F Hm5cEw+R7YQEy2/B07BDbFmw5UVYIc F/j02VpiSNLecM99zvDNexOfDcOGk2f 5bK165XbtxcuaXcvnP33v3q6oPDOBx GluhYoRdGx6YRC88NRCdxE08cDyJh+K Ynjsz+M7l+NBJR7IbB+2QyEKe+4QRu z7WMBK5u9YOiMyS1jai/4URCBJmim8J xg9T0jSRyx5myNu6qjdqkq67XdF1amr Q0tvSRHSZx4U+DrpvJNVbWFV0E9jmm W603N5t81S4raqHUqbgOwtXyPulkU0g WDcknQQEl0D0yKMZ9Qio1aQDfKaXwR dBcXheUkYK9Q0QJRBjw9vHrwDopvAFs yYx5t4UsHp4IO2v0BM9LJpqIllkF9B jyN55P7HPmZkiZLCucQJpMzJlvsJLQG WKu2usXkdnSO2VfCfWozf24qHDAHtmp dc55jpUIvj6v1OgFRzpgmGyPMIMAso MK5Jz/EWrcsw1psBRMCQqiAV4EKecv6 5nfnQl+yNllxnjBOaX4jaAP0LU81TH HXjU3OSO/oAbwfyymFnK9PuI8lnK+Ga zXU9Yi+vjCG5JHyin0eH5ialVmcLHr DJk30KMHouBc7+gVPWVNpR3cDdLw/uZ So92i6nlUm9/H/lxmC9QGHsmUsg25mD hdp8PzkSc6W+kuSHmFLea2YC9b6Tzq dlHrDte6hXv5SiXRnuFp58RtsHLZWrr K/xPlici+8/PJe1bwDVNnv1iXlUNtU 4X+dqu+1y6+Ziv0iB7TGs9zj/bpAP8w i37QL/pTosrnypfK18q3PLRcKvY8pA tX5ftfn1g4Cw==</latexit><latexit sha1_ba se64="fNGJShC2pfYUPZCwj6gZPyar fKg=">AAAGEnicjZTJbtNQFIZPAoFip hSWbCIipFZKq9jpkGXF2AVIBZG2Ul1F Hm5cEw+R7YQEy2/B07BDbFmw5UVYIc F/j02VpiSNLecM99zvDNexOfDcOGk2f 5bK165XbtxcuaXcvnP33v3q6oPDOBx GluhYoRdGx6YRC88NRCdxE08cDyJh+K Ynjsz+M7l+NBJR7IbB+2QyEKe+4QRu z7WMBK5u9YOiMyS1jai/4URCBJmim8J xg9T0jSRyx5myNu6qjdqkq67XdF1amr Q0tvSRHSZx4U+DrpvJNVbWFV0E9jmm W603N5t81S4raqHUqbgOwtXyPulkU0g WDcknQQEl0D0yKMZ9Qio1aQDfKaXwR dBcXheUkYK9Q0QJRBjw9vHrwDopvAFs yYx5t4UsHp4IO2v0BM9LJpqIllkF9B jyN55P7HPmZkiZLCucQJpMzJlvsJLQG WKu2usXkdnSO2VfCfWozf24qHDAHtmp dc55jpUIvj6v1OgFRzpgmGyPMIMAso MK5Jz/EWrcsw1psBRMCQqiAV4EKecv6 5nfnQl+yNllxnjBOaX4jaAP0LU81TH HXjU3OSO/oAbwfyymFnK9PuI8lnK+Ga zXU9Yi+vjCG5JHyin0eH5ialVmcLHr DJk30KMHouBc7+gVPWVNpR3cDdLw/uZ So92i6nlUm9/H/lxmC9QGHsmUsg25mD hdp8PzkSc6W+kuSHmFLea2YC9b6Tzq dlHrDte6hXv5SiXRnuFp58RtsHLZWrr K/xPlici+8/PJe1bwDVNnv1iXlUNtU 4X+dqu+1y6+Ziv0iB7TGs9zj/bpAP8w i37QL/pTosrnypfK18q3PLRcKvY8pA tX5ftfn1g4Cw==</latexit>
264 (x˜
⇤
1, y˜
⇤
1)
...
(x˜⇤n˜⇤ , y˜
⇤
n˜⇤)
375
<latexit sha1_base64="wvQkKsMgmsCeB/62v1nayrFGPG8=">AAAGO3icjV RJb9NQEJ4UAsUsTeHIgYgIKUFpFSddcqxYewCpILpIdYm8vKZWvES2E1Is/wp+Dz+EMzfElQMSB743fkRJStrYep7lzXzzzTzbVt9z46TR+FZYuna9eOPm8i3t 9p2791ZKq/cP4nAQ2WLfDr0wOrLMWHhuIPYTN/HEUT8Spm954tDqPZf7h0MRxW4YfEjO++LEN7uBe+raZgJXp/RFMxgkdcyot2Z5A5FphiW6bpBavplE7ijTqk bieo5IR9nHpx29XlbmOZu1smFoxtAJk1hqU7GpMgIY2XTe1FZNM0TgjAt2SpXGeoOv8kVFV0qF1LUXri7tkkEOhWTTgHwSFFAC3SOTYtzHpFOD+vCdUApfBM3lf UEZacgdIEogwoS3h2cX1rHyBrAlZszZNqp4WBEyy/QE6xUjWoiWVQX0GPIP1mf2dedWSBlZMjyHtBgxx3yLnYTOEHNVrq8is4UzZV8JnVKb+3HBsM8e2ak9xnm BnQi+Hu+U6SVHdoFhsT3EDALIfTCQc/6HUOaeHUiTpWCUQCGawIsg5fwln/ndWcAPubqsGF9yTimeEfQ+upanOuLYq+YmZ+Qr1AD+T2pqIfP1EeexlPPNYL2Zs C5DH029IXmknMIpz09M7MoKLrLOUHkNPXpAFFzrPb2mZ6zptIW7Tk28v7ls0rZiPQ/V4fexNxezBdQ6lsSUsg15OeIkzy7PR57oLNNtIOUMW4zbgr0o03mom4r rFnPdwL04U4nozOA1x4ibwMpla2GW/0eUJyL7zs8n71nDP0yf/WNdVA6a6zr0dxuVnbb6my3TQ3pMVZ7nDu3SHr4wm34XHhWqhVrxa/F78UfxZx66VFA5D2jqKv 76C8/NSbA=</latexit><latexit sha1_base64="wvQkKsMgmsCeB/62v1nayrFGPG8=">AAAGO3icjV RJb9NQEJ4UAsUsTeHIgYgIKUFpFSddcqxYewCpILpIdYm8vKZWvES2E1Is/wp+Dz+EMzfElQMSB743fkRJStrYep7lzXzzzTzbVt9z46TR+FZYuna9eOPm8i3t 9p2791ZKq/cP4nAQ2WLfDr0wOrLMWHhuIPYTN/HEUT8Spm954tDqPZf7h0MRxW4YfEjO++LEN7uBe+raZgJXp/RFMxgkdcyot2Z5A5FphiW6bpBavplE7ijTqk bieo5IR9nHpx29XlbmOZu1smFoxtAJk1hqU7GpMgIY2XTe1FZNM0TgjAt2SpXGeoOv8kVFV0qF1LUXri7tkkEOhWTTgHwSFFAC3SOTYtzHpFOD+vCdUApfBM3lf UEZacgdIEogwoS3h2cX1rHyBrAlZszZNqp4WBEyy/QE6xUjWoiWVQX0GPIP1mf2dedWSBlZMjyHtBgxx3yLnYTOEHNVrq8is4UzZV8JnVKb+3HBsM8e2ak9xnm BnQi+Hu+U6SVHdoFhsT3EDALIfTCQc/6HUOaeHUiTpWCUQCGawIsg5fwln/ndWcAPubqsGF9yTimeEfQ+upanOuLYq+YmZ+Qr1AD+T2pqIfP1EeexlPPNYL2Zs C5DH029IXmknMIpz09M7MoKLrLOUHkNPXpAFFzrPb2mZ6zptIW7Tk28v7ls0rZiPQ/V4fexNxezBdQ6lsSUsg15OeIkzy7PR57oLNNtIOUMW4zbgr0o03mom4r rFnPdwL04U4nozOA1x4ibwMpla2GW/0eUJyL7zs8n71nDP0yf/WNdVA6a6zr0dxuVnbb6my3TQ3pMVZ7nDu3SHr4wm34XHhWqhVrxa/F78UfxZx66VFA5D2jqKv 76C8/NSbA=</latexit><latexit sha1_base64="wvQkKsMgmsCeB/62v1nayrFGPG8=">AAAGO3icjV RJb9NQEJ4UAsUsTeHIgYgIKUFpFSddcqxYewCpILpIdYm8vKZWvES2E1Is/wp+Dz+EMzfElQMSB743fkRJStrYep7lzXzzzTzbVt9z46TR+FZYuna9eOPm8i3t 9p2791ZKq/cP4nAQ2WLfDr0wOrLMWHhuIPYTN/HEUT8Spm954tDqPZf7h0MRxW4YfEjO++LEN7uBe+raZgJXp/RFMxgkdcyot2Z5A5FphiW6bpBavplE7ijTqk bieo5IR9nHpx29XlbmOZu1smFoxtAJk1hqU7GpMgIY2XTe1FZNM0TgjAt2SpXGeoOv8kVFV0qF1LUXri7tkkEOhWTTgHwSFFAC3SOTYtzHpFOD+vCdUApfBM3lf UEZacgdIEogwoS3h2cX1rHyBrAlZszZNqp4WBEyy/QE6xUjWoiWVQX0GPIP1mf2dedWSBlZMjyHtBgxx3yLnYTOEHNVrq8is4UzZV8JnVKb+3HBsM8e2ak9xnm BnQi+Hu+U6SVHdoFhsT3EDALIfTCQc/6HUOaeHUiTpWCUQCGawIsg5fwln/ndWcAPubqsGF9yTimeEfQ+upanOuLYq+YmZ+Qr1AD+T2pqIfP1EeexlPPNYL2Zs C5DH029IXmknMIpz09M7MoKLrLOUHkNPXpAFFzrPb2mZ6zptIW7Tk28v7ls0rZiPQ/V4fexNxezBdQ6lsSUsg15OeIkzy7PR57oLNNtIOUMW4zbgr0o03mom4r rFnPdwL04U4nozOA1x4ibwMpla2GW/0eUJyL7zs8n71nDP0yf/WNdVA6a6zr0dxuVnbb6my3TQ3pMVZ7nDu3SHr4wm34XHhWqhVrxa/F78UfxZx66VFA5D2jqKv 76C8/NSbA=</latexit><latexit sha1_base64="wvQkKsMgmsCeB/62v1nayrFGPG8=">AAAGO3icjV RJb9NQEJ4UAsUsTeHIgYgIKUFpFSddcqxYewCpILpIdYm8vKZWvES2E1Is/wp+Dz+EMzfElQMSB743fkRJStrYep7lzXzzzTzbVt9z46TR+FZYuna9eOPm8i3t 9p2791ZKq/cP4nAQ2WLfDr0wOrLMWHhuIPYTN/HEUT8Spm954tDqPZf7h0MRxW4YfEjO++LEN7uBe+raZgJXp/RFMxgkdcyot2Z5A5FphiW6bpBavplE7ijTqk bieo5IR9nHpx29XlbmOZu1smFoxtAJk1hqU7GpMgIY2XTe1FZNM0TgjAt2SpXGeoOv8kVFV0qF1LUXri7tkkEOhWTTgHwSFFAC3SOTYtzHpFOD+vCdUApfBM3lf UEZacgdIEogwoS3h2cX1rHyBrAlZszZNqp4WBEyy/QE6xUjWoiWVQX0GPIP1mf2dedWSBlZMjyHtBgxx3yLnYTOEHNVrq8is4UzZV8JnVKb+3HBsM8e2ak9xnm BnQi+Hu+U6SVHdoFhsT3EDALIfTCQc/6HUOaeHUiTpWCUQCGawIsg5fwln/ndWcAPubqsGF9yTimeEfQ+upanOuLYq+YmZ+Qr1AD+T2pqIfP1EeexlPPNYL2Zs C5DH029IXmknMIpz09M7MoKLrLOUHkNPXpAFFzrPb2mZ6zptIW7Tk28v7ls0rZiPQ/V4fexNxezBdQ6lsSUsg15OeIkzy7PR57oLNNtIOUMW4zbgr0o03mom4r rFnPdwL04U4nozOA1x4ibwMpla2GW/0eUJyL7zs8n71nDP0yf/WNdVA6a6zr0dxuVnbb6my3TQ3pMVZ7nDu3SHr4wm34XHhWqhVrxa/F78UfxZx66VFA5D2jqKv 76C8/NSbA=</latexit>
D˜train<latexit sha1_base64="NwNex1llCmIOh2snGo7HH78SAWk=">AAAF3XicjZ RLb9NAEMenBUMJj6Zw5BIRIXFoqzyaNscKCvQAUkGkrdRU0dreJFbWD9mbkmLlyA1x5cCn4QqfgO/Cgf+OTZWmJI2t9czOzv7msbbtSHmJrlR+Ly3fuGndur1y p3D33v0Hq8W1h4dJOIwd2XJCFcbHtkik8gLZ0p5W8jiKpfBtJY/swQuzfnQm48QLgw/6PJKnvugFXtdzhIapU2wU2gxJXREPNmw1lONC2xe67wiVtrWnXJnujc cd6HKkUx0LL8C0WK5sVvgqXVWquVKm/DoI15b3qU0uheTQkHySFJCGrkhQgvuEqlShCLZTSmGLoXm8LmlMBewdwkvCQ8A6wLOH2UluDTA3zIR3O4iiMGLsLNFTj FdMtOFtokroCeQfjE9s682MkDLZZHgOaTMxY77FiqY+fK7b6+ee44V3mro0danJ9XjIMGKLqdS54OxhJYZtwCslesmePTBsnp+hBwFkCxmYPv8jlLhmF1KwlEw JcqIAL4Y0/Tf5zK7OBj/k6CZiMuecUjxj6BGqNqc6Yt/r+mZ65OfUAPaPeddCzteHn2Jp+jvG7M3EbB59dOkNyTxNF7rcPzmxaiJ42NVH5A3UqECUHOs9vabnr FVpG/c61fD+ZrJGO3nWs6guv4+Dmcw6qOsYhmlkE3I+cTLPHvfHnOh0pjsgZRnWmVvHfNFMZ1Ebea7bnOsW7sUzNUR3ile7IDbAymR94Sz/TzQnYurOzieruYB /WHX6j3VVOaxtVqG/2yrvNvO/2Qo9pif0jPu5S/t0gC/Moe/0g37SL6tjfba+WF8z1+WlfM8junRZ3/4CN2sn1w==</latexit><latexit sha1_base64="NwNex1llCmIOh2snGo7HH78SAWk=">AAAF3XicjZ RLb9NAEMenBUMJj6Zw5BIRIXFoqzyaNscKCvQAUkGkrdRU0dreJFbWD9mbkmLlyA1x5cCn4QqfgO/Cgf+OTZWmJI2t9czOzv7msbbtSHmJrlR+Ly3fuGndur1y p3D33v0Hq8W1h4dJOIwd2XJCFcbHtkik8gLZ0p5W8jiKpfBtJY/swQuzfnQm48QLgw/6PJKnvugFXtdzhIapU2wU2gxJXREPNmw1lONC2xe67wiVtrWnXJnujc cd6HKkUx0LL8C0WK5sVvgqXVWquVKm/DoI15b3qU0uheTQkHySFJCGrkhQgvuEqlShCLZTSmGLoXm8LmlMBewdwkvCQ8A6wLOH2UluDTA3zIR3O4iiMGLsLNFTj FdMtOFtokroCeQfjE9s682MkDLZZHgOaTMxY77FiqY+fK7b6+ee44V3mro0danJ9XjIMGKLqdS54OxhJYZtwCslesmePTBsnp+hBwFkCxmYPv8jlLhmF1KwlEw JcqIAL4Y0/Tf5zK7OBj/k6CZiMuecUjxj6BGqNqc6Yt/r+mZ65OfUAPaPeddCzteHn2Jp+jvG7M3EbB59dOkNyTxNF7rcPzmxaiJ42NVH5A3UqECUHOs9vabnr FVpG/c61fD+ZrJGO3nWs6guv4+Dmcw6qOsYhmlkE3I+cTLPHvfHnOh0pjsgZRnWmVvHfNFMZ1Ebea7bnOsW7sUzNUR3ile7IDbAymR94Sz/TzQnYurOzieruYB /WHX6j3VVOaxtVqG/2yrvNvO/2Qo9pif0jPu5S/t0gC/Moe/0g37SL6tjfba+WF8z1+WlfM8junRZ3/4CN2sn1w==</latexit><latexit sha1_base64="NwNex1llCmIOh2snGo7HH78SAWk=">AAAF3XicjZ RLb9NAEMenBUMJj6Zw5BIRIXFoqzyaNscKCvQAUkGkrdRU0dreJFbWD9mbkmLlyA1x5cCn4QqfgO/Cgf+OTZWmJI2t9czOzv7msbbtSHmJrlR+Ly3fuGndur1y p3D33v0Hq8W1h4dJOIwd2XJCFcbHtkik8gLZ0p5W8jiKpfBtJY/swQuzfnQm48QLgw/6PJKnvugFXtdzhIapU2wU2gxJXREPNmw1lONC2xe67wiVtrWnXJnujc cd6HKkUx0LL8C0WK5sVvgqXVWquVKm/DoI15b3qU0uheTQkHySFJCGrkhQgvuEqlShCLZTSmGLoXm8LmlMBewdwkvCQ8A6wLOH2UluDTA3zIR3O4iiMGLsLNFTj FdMtOFtokroCeQfjE9s682MkDLZZHgOaTMxY77FiqY+fK7b6+ee44V3mro0danJ9XjIMGKLqdS54OxhJYZtwCslesmePTBsnp+hBwFkCxmYPv8jlLhmF1KwlEw JcqIAL4Y0/Tf5zK7OBj/k6CZiMuecUjxj6BGqNqc6Yt/r+mZ65OfUAPaPeddCzteHn2Jp+jvG7M3EbB59dOkNyTxNF7rcPzmxaiJ42NVH5A3UqECUHOs9vabnr FVpG/c61fD+ZrJGO3nWs6guv4+Dmcw6qOsYhmlkE3I+cTLPHvfHnOh0pjsgZRnWmVvHfNFMZ1Ebea7bnOsW7sUzNUR3ile7IDbAymR94Sz/TzQnYurOzieruYB /WHX6j3VVOaxtVqG/2yrvNvO/2Qo9pif0jPu5S/t0gC/Moe/0g37SL6tjfba+WF8z1+WlfM8junRZ3/4CN2sn1w==</latexit><latexit sha1_base64="NwNex1llCmIOh2snGo7HH78SAWk=">AAAF3XicjZ RLb9NAEMenBUMJj6Zw5BIRIXFoqzyaNscKCvQAUkGkrdRU0dreJFbWD9mbkmLlyA1x5cCn4QqfgO/Cgf+OTZWmJI2t9czOzv7msbbtSHmJrlR+Ly3fuGndur1y p3D33v0Hq8W1h4dJOIwd2XJCFcbHtkik8gLZ0p5W8jiKpfBtJY/swQuzfnQm48QLgw/6PJKnvugFXtdzhIapU2wU2gxJXREPNmw1lONC2xe67wiVtrWnXJnujc cd6HKkUx0LL8C0WK5sVvgqXVWquVKm/DoI15b3qU0uheTQkHySFJCGrkhQgvuEqlShCLZTSmGLoXm8LmlMBewdwkvCQ8A6wLOH2UluDTA3zIR3O4iiMGLsLNFTj FdMtOFtokroCeQfjE9s682MkDLZZHgOaTMxY77FiqY+fK7b6+ee44V3mro0danJ9XjIMGKLqdS54OxhJYZtwCslesmePTBsnp+hBwFkCxmYPv8jlLhmF1KwlEw JcqIAL4Y0/Tf5zK7OBj/k6CZiMuecUjxj6BGqNqc6Yt/r+mZ65OfUAPaPeddCzteHn2Jp+jvG7M3EbB59dOkNyTxNF7rcPzmxaiJ42NVH5A3UqECUHOs9vabnr FVpG/c61fD+ZrJGO3nWs6guv4+Dmcw6qOsYhmlkE3I+cTLPHvfHnOh0pjsgZRnWmVvHfNFMZ1Ebea7bnOsW7sUzNUR3ile7IDbAymR94Sz/TzQnYurOzieruYB /WHX6j3VVOaxtVqG/2yrvNvO/2Qo9pif0jPu5S/t0gC/Moe/0g37SL6tjfba+WF8z1+WlfM8junRZ3/4CN2sn1w==</latexit>
D˜test<latexit sha1_base64="Es9CAuzXtoR5AjD8Y2arUVB2wSA=">AAAF3HicjZ RLb9NAEMenAUMxrxSOXCIiJA5tlVfbHCso0ANIBZG2UlMqPzaJlfVD9qakWL5xQ1w58Gm4wjfgu3Dgv2NTpSlJY2s9s7Ozv3msbTuSXqJqtd9LpWvXjRs3l2+Z t+/cvXe/vPJgPwlHsSM6TijD+NC2EiG9QHSUp6Q4jGJh+bYUB/bwuV4/OBVx4oXBe3UWiWPf6gdez3MsBdNJuWV2GZK6Vjxcs+VIZGbXt9TAsWTaVZ50RbqTZS fQxVilSiQKs3K1tl7jq3JZqRdKlYprL1wp7VKXXArJoRH5JCggBV2SRQnuI6pTjSLYjimFLYbm8bqgjEzsHcFLwMOCdYhnH7OjwhpgrpkJ73YQRWLE2FmhJxgvm WjDW0cV0BPIPxif2NafGSFlss7wDNJmYs58gxVFA/hctdcvPLOFd+q6FPWozfV4yDBii67UOefsYCWGbcgrFXrBnn0wbJ6fogcBZAcZ6D7/I1S4ZhfSYimYEhR EC7wYUvdf5zO7Ohv8kKPriMmcc0rxjKFHqFqf6ph9r+qb7pFfUAPYPxZdCzlfH36Spe5vhtnridk8+vjCG5J76i70uH9iYlVH8LBrgMhrqFGCKDjWO3pFz1ir0 ybuVWrg/c1lg7aKrGdRXX4fhzOZTVBXMTRTyzbkfOJknn3ujz7R6Uy3QMozbDK3ifmimc6ibhS5bnKuLdyLZ6qJ7hSvcU7cACuXzYWz/D9Rn4iuOz+fvGYT/7D 69B/rsrLfWK9Df9uqbreLv9kyPaLH9JT7uU27tIcvzKHv9IN+0i/jg/HZ+GJ8zV1LS8Weh3ThMr79BQrLJ28=</latexit><latexit sha1_base64="Es9CAuzXtoR5AjD8Y2arUVB2wSA=">AAAF3HicjZ RLb9NAEMenAUMxrxSOXCIiJA5tlVfbHCso0ANIBZG2UlMqPzaJlfVD9qakWL5xQ1w58Gm4wjfgu3Dgv2NTpSlJY2s9s7Ozv3msbTuSXqJqtd9LpWvXjRs3l2+Z t+/cvXe/vPJgPwlHsSM6TijD+NC2EiG9QHSUp6Q4jGJh+bYUB/bwuV4/OBVx4oXBe3UWiWPf6gdez3MsBdNJuWV2GZK6Vjxcs+VIZGbXt9TAsWTaVZ50RbqTZS fQxVilSiQKs3K1tl7jq3JZqRdKlYprL1wp7VKXXArJoRH5JCggBV2SRQnuI6pTjSLYjimFLYbm8bqgjEzsHcFLwMOCdYhnH7OjwhpgrpkJ73YQRWLE2FmhJxgvm WjDW0cV0BPIPxif2NafGSFlss7wDNJmYs58gxVFA/hctdcvPLOFd+q6FPWozfV4yDBii67UOefsYCWGbcgrFXrBnn0wbJ6fogcBZAcZ6D7/I1S4ZhfSYimYEhR EC7wYUvdf5zO7Ohv8kKPriMmcc0rxjKFHqFqf6ph9r+qb7pFfUAPYPxZdCzlfH36Spe5vhtnridk8+vjCG5J76i70uH9iYlVH8LBrgMhrqFGCKDjWO3pFz1ir0 ybuVWrg/c1lg7aKrGdRXX4fhzOZTVBXMTRTyzbkfOJknn3ujz7R6Uy3QMozbDK3ifmimc6ibhS5bnKuLdyLZ6qJ7hSvcU7cACuXzYWz/D9Rn4iuOz+fvGYT/7D 69B/rsrLfWK9Df9uqbreLv9kyPaLH9JT7uU27tIcvzKHv9IN+0i/jg/HZ+GJ8zV1LS8Weh3ThMr79BQrLJ28=</latexit><latexit sha1_base64="Es9CAuzXtoR5AjD8Y2arUVB2wSA=">AAAF3HicjZ RLb9NAEMenAUMxrxSOXCIiJA5tlVfbHCso0ANIBZG2UlMqPzaJlfVD9qakWL5xQ1w58Gm4wjfgu3Dgv2NTpSlJY2s9s7Ozv3msbTuSXqJqtd9LpWvXjRs3l2+Z t+/cvXe/vPJgPwlHsSM6TijD+NC2EiG9QHSUp6Q4jGJh+bYUB/bwuV4/OBVx4oXBe3UWiWPf6gdez3MsBdNJuWV2GZK6Vjxcs+VIZGbXt9TAsWTaVZ50RbqTZS fQxVilSiQKs3K1tl7jq3JZqRdKlYprL1wp7VKXXArJoRH5JCggBV2SRQnuI6pTjSLYjimFLYbm8bqgjEzsHcFLwMOCdYhnH7OjwhpgrpkJ73YQRWLE2FmhJxgvm WjDW0cV0BPIPxif2NafGSFlss7wDNJmYs58gxVFA/hctdcvPLOFd+q6FPWozfV4yDBii67UOefsYCWGbcgrFXrBnn0wbJ6fogcBZAcZ6D7/I1S4ZhfSYimYEhR EC7wYUvdf5zO7Ohv8kKPriMmcc0rxjKFHqFqf6ph9r+qb7pFfUAPYPxZdCzlfH36Spe5vhtnridk8+vjCG5J76i70uH9iYlVH8LBrgMhrqFGCKDjWO3pFz1ir0 ybuVWrg/c1lg7aKrGdRXX4fhzOZTVBXMTRTyzbkfOJknn3ujz7R6Uy3QMozbDK3ifmimc6ibhS5bnKuLdyLZ6qJ7hSvcU7cACuXzYWz/D9Rn4iuOz+fvGYT/7D 69B/rsrLfWK9Df9uqbreLv9kyPaLH9JT7uU27tIcvzKHv9IN+0i/jg/HZ+GJ8zV1LS8Weh3ThMr79BQrLJ28=</latexit><latexit sha1_base64="Es9CAuzXtoR5AjD8Y2arUVB2wSA=">AAAF3HicjZ RLb9NAEMenAUMxrxSOXCIiJA5tlVfbHCso0ANIBZG2UlMqPzaJlfVD9qakWL5xQ1w58Gm4wjfgu3Dgv2NTpSlJY2s9s7Ozv3msbTuSXqJqtd9LpWvXjRs3l2+Z t+/cvXe/vPJgPwlHsSM6TijD+NC2EiG9QHSUp6Q4jGJh+bYUB/bwuV4/OBVx4oXBe3UWiWPf6gdez3MsBdNJuWV2GZK6Vjxcs+VIZGbXt9TAsWTaVZ50RbqTZS fQxVilSiQKs3K1tl7jq3JZqRdKlYprL1wp7VKXXArJoRH5JCggBV2SRQnuI6pTjSLYjimFLYbm8bqgjEzsHcFLwMOCdYhnH7OjwhpgrpkJ73YQRWLE2FmhJxgvm WjDW0cV0BPIPxif2NafGSFlss7wDNJmYs58gxVFA/hctdcvPLOFd+q6FPWozfV4yDBii67UOefsYCWGbcgrFXrBnn0wbJ6fogcBZAcZ6D7/I1S4ZhfSYimYEhR EC7wYUvdf5zO7Ohv8kKPriMmcc0rxjKFHqFqf6ph9r+qb7pFfUAPYPxZdCzlfH36Spe5vhtnridk8+vjCG5J76i70uH9iYlVH8LBrgMhrqFGCKDjWO3pFz1ir0 ybuVWrg/c1lg7aKrGdRXX4fhzOZTVBXMTRTyzbkfOJknn3ujz7R6Uy3QMozbDK3ifmimc6ibhS5bnKuLdyLZ6qJ7hSvcU7cACuXzYWz/D9Rn4iuOz+fvGYT/7D 69B/rsrLfWK9Df9uqbreLv9kyPaLH9JT7uU27tIcvzKHv9IN+0i/jg/HZ+GJ8zV1LS8Weh3ThMr79BQrLJ28=</latexit>
Di
<latexit sha1_base64="FkLHz2JYq VstWFt1mfc6QMH0DeU=">AAAFy3icjZRLb9NAEMenKYYSHm3hyCUiQuLQVnn0 kWMFBXqgUkGkrdRU1drZOFb80trpy/jIgU/DFT4K34UD/x0vVZqSNLbWMzs7+ 5vH2rZj30vSWu33XGn+nnX/wcLD8qPHT54uLi0/O0iioXJk24n8SB3ZIpG+F8p 26qW+PIqVFIHty0N78FavH55JlXhR+CW9jOVJINzQ63mOSGE6XaqWOwzJukIN Vl0lZZiXO4FI+47ws538NPNyeNXWanxVbit1o1TJXPvRcmmXOtSliBwaUkCSQ kqh+yQowX1MdapRDNsJZbApaB6vS8qpjL1DeEl4CFgHeLqYHRtriLlmJrzbQR QfQ2FnhV5hvGeiDW8dVUJPIP9gXLHNnRghY7LO8BLSZmLB3MNKSn343LU3MJ7 5zDt1XSn1qMX1eMgwZouu1Lnm7GBFwTbglQq9Y08XDJvnZ+hBCNlGBrrP/wgV rrkLKVhKpoSGKMBTkLr/Op/J1dngRxxdR0ymnFOGp4Ieo2p9qhfse1ffdI8CQ w1hPzddizjfAH4+S93fHLOPI7Np9Isbb0jhqbvQ4/7JkVUdwcOuPiKvokYfRMm xPtMHesNanTZxr1AD728hG7Rlsp5E7fL7OJjIbIK6gqGZWrYgpxNH83S5P/pE xzPdAqnIsMncJuazZjqJumFy3eRc13HPnqkmdsd4jWviBliFbM6c5f+J+kR03 cX5FDWX8Q+rj/+xbisHjbU69E/r1e2W+Zst0At6Sa+5n9u0S/v4whz6Tj/oJ/ 2y9qzEurK+Fq6lObPnOd24rG9/ARrOH1g=</latexit><latexit sha1_base64="FkLHz2JYq VstWFt1mfc6QMH0DeU=">AAAFy3icjZRLb9NAEMenKYYSHm3hyCUiQuLQVnn0 kWMFBXqgUkGkrdRU1drZOFb80trpy/jIgU/DFT4K34UD/x0vVZqSNLbWMzs7+ 5vH2rZj30vSWu33XGn+nnX/wcLD8qPHT54uLi0/O0iioXJk24n8SB3ZIpG+F8p 26qW+PIqVFIHty0N78FavH55JlXhR+CW9jOVJINzQ63mOSGE6XaqWOwzJukIN Vl0lZZiXO4FI+47ws538NPNyeNXWanxVbit1o1TJXPvRcmmXOtSliBwaUkCSQ kqh+yQowX1MdapRDNsJZbApaB6vS8qpjL1DeEl4CFgHeLqYHRtriLlmJrzbQR QfQ2FnhV5hvGeiDW8dVUJPIP9gXLHNnRghY7LO8BLSZmLB3MNKSn343LU3MJ7 5zDt1XSn1qMX1eMgwZouu1Lnm7GBFwTbglQq9Y08XDJvnZ+hBCNlGBrrP/wgV rrkLKVhKpoSGKMBTkLr/Op/J1dngRxxdR0ymnFOGp4Ieo2p9qhfse1ffdI8CQ w1hPzddizjfAH4+S93fHLOPI7Np9Isbb0jhqbvQ4/7JkVUdwcOuPiKvokYfRMm xPtMHesNanTZxr1AD728hG7Rlsp5E7fL7OJjIbIK6gqGZWrYgpxNH83S5P/pE xzPdAqnIsMncJuazZjqJumFy3eRc13HPnqkmdsd4jWviBliFbM6c5f+J+kR03 cX5FDWX8Q+rj/+xbisHjbU69E/r1e2W+Zst0At6Sa+5n9u0S/v4whz6Tj/oJ/ 2y9qzEurK+Fq6lObPnOd24rG9/ARrOH1g=</latexit><latexit sha1_base64="FkLHz2JYq VstWFt1mfc6QMH0DeU=">AAAFy3icjZRLb9NAEMenKYYSHm3hyCUiQuLQVnn0 kWMFBXqgUkGkrdRU1drZOFb80trpy/jIgU/DFT4K34UD/x0vVZqSNLbWMzs7+ 5vH2rZj30vSWu33XGn+nnX/wcLD8qPHT54uLi0/O0iioXJk24n8SB3ZIpG+F8p 26qW+PIqVFIHty0N78FavH55JlXhR+CW9jOVJINzQ63mOSGE6XaqWOwzJukIN Vl0lZZiXO4FI+47ws538NPNyeNXWanxVbit1o1TJXPvRcmmXOtSliBwaUkCSQ kqh+yQowX1MdapRDNsJZbApaB6vS8qpjL1DeEl4CFgHeLqYHRtriLlmJrzbQR QfQ2FnhV5hvGeiDW8dVUJPIP9gXLHNnRghY7LO8BLSZmLB3MNKSn343LU3MJ7 5zDt1XSn1qMX1eMgwZouu1Lnm7GBFwTbglQq9Y08XDJvnZ+hBCNlGBrrP/wgV rrkLKVhKpoSGKMBTkLr/Op/J1dngRxxdR0ymnFOGp4Ieo2p9qhfse1ffdI8CQ w1hPzddizjfAH4+S93fHLOPI7Np9Isbb0jhqbvQ4/7JkVUdwcOuPiKvokYfRMm xPtMHesNanTZxr1AD728hG7Rlsp5E7fL7OJjIbIK6gqGZWrYgpxNH83S5P/pE xzPdAqnIsMncJuazZjqJumFy3eRc13HPnqkmdsd4jWviBliFbM6c5f+J+kR03 cX5FDWX8Q+rj/+xbisHjbU69E/r1e2W+Zst0At6Sa+5n9u0S/v4whz6Tj/oJ/ 2y9qzEurK+Fq6lObPnOd24rG9/ARrOH1g=</latexit><latexit sha1_base64="FkLHz2JYq VstWFt1mfc6QMH0DeU=">AAAFy3icjZRLb9NAEMenKYYSHm3hyCUiQuLQVnn0 kWMFBXqgUkGkrdRU1drZOFb80trpy/jIgU/DFT4K34UD/x0vVZqSNLbWMzs7+ 5vH2rZj30vSWu33XGn+nnX/wcLD8qPHT54uLi0/O0iioXJk24n8SB3ZIpG+F8p 26qW+PIqVFIHty0N78FavH55JlXhR+CW9jOVJINzQ63mOSGE6XaqWOwzJukIN Vl0lZZiXO4FI+47ws538NPNyeNXWanxVbit1o1TJXPvRcmmXOtSliBwaUkCSQ kqh+yQowX1MdapRDNsJZbApaB6vS8qpjL1DeEl4CFgHeLqYHRtriLlmJrzbQR QfQ2FnhV5hvGeiDW8dVUJPIP9gXLHNnRghY7LO8BLSZmLB3MNKSn343LU3MJ7 5zDt1XSn1qMX1eMgwZouu1Lnm7GBFwTbglQq9Y08XDJvnZ+hBCNlGBrrP/wgV rrkLKVhKpoSGKMBTkLr/Op/J1dngRxxdR0ymnFOGp4Ieo2p9qhfse1ffdI8CQ w1hPzddizjfAH4+S93fHLOPI7Np9Isbb0jhqbvQ4/7JkVUdwcOuPiKvokYfRMm xPtMHesNanTZxr1AD728hG7Rlsp5E7fL7OJjIbIK6gqGZWrYgpxNH83S5P/pE xzPdAqnIsMncJuazZjqJumFy3eRc13HPnqkmdsd4jWviBliFbM6c5f+J+kR03 cX5FDWX8Q+rj/+xbisHjbU69E/r1e2W+Zst0At6Sa+5n9u0S/v4whz6Tj/oJ/ 2y9qzEurK+Fq6lObPnOd24rG9/ARrOH1g=</latexit>
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<latexit sha1_base64="GTLRzZKCO quoV0jIq1JOtUiwxdk=">AAAFx3icjZRLb9NAEMenAUMJrxSOHIiIkDi0VZz0 kWNVXkWiUkGkrdRU1drZOFb80tpJU6IcOPBpuMKH4btw4L/jpUpTksbWemZnZ 3/zWNtOEvhpVq3+Xircum3dubt8r3j/wcNHj0srTw7TuK9c2XTjIFbHjkhl4Ee ymflZII8TJUXoBPLI6b3W60cDqVI/jr5kF4k8DYUX+R3fFRlMZ6XnxRZDRm2h emuekjIaF1uhyLquCEb747NSpbpe5at8XbGNUiFzHcQrhT1qUZticqlPIUmKK IMekKAU9wnZVKUEtlMawaag+bwuaUxF7O3DS8JDwNrD08PsxFgjzDUz5d0uog QYCjvL9BLjHRMdeOuoEnoK+QfjK9u8mRFGTNYZXkA6TMyZ+1jJqAufm/aGxnO 88E5dV0YdanA9PjJM2KIrdS85b7CiYOvxSpnesqcHhsPzAXoQQTaRge7zP0KZ a25DCpaSKZEhCvAUpO6/zmd2dQ74MUfXEdM55zTCU0FPULU+1SH73tQ33aPQU CPYz03XYs43hF/AUvd3jNnHidk8+vDKG5J76i50uH9yYlVH8LGri8hrqDEAUXK sz/SedlmzaQv3KtXw/uayRtsm61nUNr+PvZnMOqirGJqpZQNyPnEyT4/7o090 OtNtkPIM68ytY75oprOomybXLc51A/fimWpie4pXuyRugpXL+sJZ/p+oT0TXn Z9PXnMR/zB7+o91XTmsrdvQP21Udhrmb7ZMz+gFveJ+7tAeHeALc+k7/aCf9M v6YMXWwBrmroUls+cpXbmsb38BPngdeQ==</latexit><latexit sha1_base64="GTLRzZKCO quoV0jIq1JOtUiwxdk=">AAAFx3icjZRLb9NAEMenAUMJrxSOHIiIkDi0VZz0 kWNVXkWiUkGkrdRU1drZOFb80tpJU6IcOPBpuMKH4btw4L/jpUpTksbWemZnZ 3/zWNtOEvhpVq3+Xircum3dubt8r3j/wcNHj0srTw7TuK9c2XTjIFbHjkhl4Ee ymflZII8TJUXoBPLI6b3W60cDqVI/jr5kF4k8DYUX+R3fFRlMZ6XnxRZDRm2h emuekjIaF1uhyLquCEb747NSpbpe5at8XbGNUiFzHcQrhT1qUZticqlPIUmKK IMekKAU9wnZVKUEtlMawaag+bwuaUxF7O3DS8JDwNrD08PsxFgjzDUz5d0uog QYCjvL9BLjHRMdeOuoEnoK+QfjK9u8mRFGTNYZXkA6TMyZ+1jJqAufm/aGxnO 88E5dV0YdanA9PjJM2KIrdS85b7CiYOvxSpnesqcHhsPzAXoQQTaRge7zP0KZ a25DCpaSKZEhCvAUpO6/zmd2dQ74MUfXEdM55zTCU0FPULU+1SH73tQ33aPQU CPYz03XYs43hF/AUvd3jNnHidk8+vDKG5J76i50uH9yYlVH8LGri8hrqDEAUXK sz/SedlmzaQv3KtXw/uayRtsm61nUNr+PvZnMOqirGJqpZQNyPnEyT4/7o090 OtNtkPIM68ytY75oprOomybXLc51A/fimWpie4pXuyRugpXL+sJZ/p+oT0TXn Z9PXnMR/zB7+o91XTmsrdvQP21Udhrmb7ZMz+gFveJ+7tAeHeALc+k7/aCf9M v6YMXWwBrmroUls+cpXbmsb38BPngdeQ==</latexit><latexit sha1_base64="GTLRzZKCO quoV0jIq1JOtUiwxdk=">AAAFx3icjZRLb9NAEMenAUMJrxSOHIiIkDi0VZz0 kWNVXkWiUkGkrdRU1drZOFb80tpJU6IcOPBpuMKH4btw4L/jpUpTksbWemZnZ 3/zWNtOEvhpVq3+Xircum3dubt8r3j/wcNHj0srTw7TuK9c2XTjIFbHjkhl4Ee ymflZII8TJUXoBPLI6b3W60cDqVI/jr5kF4k8DYUX+R3fFRlMZ6XnxRZDRm2h emuekjIaF1uhyLquCEb747NSpbpe5at8XbGNUiFzHcQrhT1qUZticqlPIUmKK IMekKAU9wnZVKUEtlMawaag+bwuaUxF7O3DS8JDwNrD08PsxFgjzDUz5d0uog QYCjvL9BLjHRMdeOuoEnoK+QfjK9u8mRFGTNYZXkA6TMyZ+1jJqAufm/aGxnO 88E5dV0YdanA9PjJM2KIrdS85b7CiYOvxSpnesqcHhsPzAXoQQTaRge7zP0KZ a25DCpaSKZEhCvAUpO6/zmd2dQ74MUfXEdM55zTCU0FPULU+1SH73tQ33aPQU CPYz03XYs43hF/AUvd3jNnHidk8+vDKG5J76i50uH9yYlVH8LGri8hrqDEAUXK sz/SedlmzaQv3KtXw/uayRtsm61nUNr+PvZnMOqirGJqpZQNyPnEyT4/7o090 OtNtkPIM68ytY75oprOomybXLc51A/fimWpie4pXuyRugpXL+sJZ/p+oT0TXn Z9PXnMR/zB7+o91XTmsrdvQP21Udhrmb7ZMz+gFveJ+7tAeHeALc+k7/aCf9M v6YMXWwBrmroUls+cpXbmsb38BPngdeQ==</latexit><latexit sha1_base64="GTLRzZKCO quoV0jIq1JOtUiwxdk=">AAAFx3icjZRLb9NAEMenAUMJrxSOHIiIkDi0VZz0 kWNVXkWiUkGkrdRU1drZOFb80tpJU6IcOPBpuMKH4btw4L/jpUpTksbWemZnZ 3/zWNtOEvhpVq3+Xircum3dubt8r3j/wcNHj0srTw7TuK9c2XTjIFbHjkhl4Ee ymflZII8TJUXoBPLI6b3W60cDqVI/jr5kF4k8DYUX+R3fFRlMZ6XnxRZDRm2h emuekjIaF1uhyLquCEb747NSpbpe5at8XbGNUiFzHcQrhT1qUZticqlPIUmKK IMekKAU9wnZVKUEtlMawaag+bwuaUxF7O3DS8JDwNrD08PsxFgjzDUz5d0uog QYCjvL9BLjHRMdeOuoEnoK+QfjK9u8mRFGTNYZXkA6TMyZ+1jJqAufm/aGxnO 88E5dV0YdanA9PjJM2KIrdS85b7CiYOvxSpnesqcHhsPzAXoQQTaRge7zP0KZ a25DCpaSKZEhCvAUpO6/zmd2dQ74MUfXEdM55zTCU0FPULU+1SH73tQ33aPQU CPYz03XYs43hF/AUvd3jNnHidk8+vDKG5J76i50uH9yYlVH8LGri8hrqDEAUXK sz/SedlmzaQv3KtXw/uayRtsm61nUNr+PvZnMOqirGJqpZQNyPnEyT4/7o090 OtNtkPIM68ytY75oprOomybXLc51A/fimWpie4pXuyRugpXL+sJZ/p+oT0TXn Z9PXnMR/zB7+o91XTmsrdvQP21Udhrmb7ZMz+gFveJ+7tAeHeALc+k7/aCf9M v6YMXWwBrmroUls+cpXbmsb38BPngdeQ==</latexit>
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<latexit sha1_ba se64="3YjWuj+/00AR/qXPRn3D7yAu kW0=">AAAF0HicjZRLb9NAEMenBUMJj 6Zw5BIRIfXQVHn0kWPFsweQSkXaSk1V rZ2Na8VeW+tNSYkixJUDn4YrfA++Cw f+OzZVmpI0ttYzOzv7m8fadpMwSE21+ nth8dZt587dpXuF+w8ePlourjw+SOO +9mTLi8NYH7kilWGgZMsEJpRHiZYick N56PZe2vXDc6nTIFYfzUUiTyLhq6Ab eMLAdFpcLbQZMuwI3av4Wko1KrSNHJh hJI2ohFJoFSh/dFosV9erfJWuK7VcKV N+7cUri7vUpg7F5FGfIpKkyEAPSVCK +5hqVKUEthMawqahBbwuaUQF7O3DS8J DwNrD08fsOLcqzC0z5d0eooQYGjtL9 BzjDRNdeNuoEnoK+QfjM9v8qRGGTLYZ XkC6TMyY77Fi6Aw+N+2Ncs/R3DttXY a61OR6AmSYsMVW6l1yXmFFw9bjlRK9Z k8fDJfn5+iBgmwhA9vnf4QS19yBFCwl U1ROFOBpSNt/m8/06lzwY45uI6Yzzm mIp4aeoGp7qgP2valvtkdRTlWwf8q7F nO+EfxClra/I8zejc1m0QdX3pDM03a hy/2TY6s2QoBdZ4hcQY0hiJJj7dNbes FajbZwr1Ed728m67SdZz2N2uH3sTeV 2QB1DcMyrWxCziaO5+lzf+yJTma6DVK WYYO5DcznzXQadTPPdYtz3cA9f6aW2J ng1S+Jm2BlsjF3lv8n2hOxdWfnk9Vc wD+sNvnHuq4c1Ndr0D9slHea+d9siZ7 SM1rlfu7QLu3hC/PoO/2gn/TL2XcGz hfna+a6uJDveUJXLufbX/FzIZU=</la texit><latexit sha1_ba se64="3YjWuj+/00AR/qXPRn3D7yAu kW0=">AAAF0HicjZRLb9NAEMenBUMJj 6Zw5BIRIfXQVHn0kWPFsweQSkXaSk1V rZ2Na8VeW+tNSYkixJUDn4YrfA++Cw f+OzZVmpI0ttYzOzv7m8fadpMwSE21+ nth8dZt587dpXuF+w8ePlourjw+SOO +9mTLi8NYH7kilWGgZMsEJpRHiZYick N56PZe2vXDc6nTIFYfzUUiTyLhq6Ab eMLAdFpcLbQZMuwI3av4Wko1KrSNHJh hJI2ohFJoFSh/dFosV9erfJWuK7VcKV N+7cUri7vUpg7F5FGfIpKkyEAPSVCK +5hqVKUEthMawqahBbwuaUQF7O3DS8J DwNrD08fsOLcqzC0z5d0eooQYGjtL9 BzjDRNdeNuoEnoK+QfjM9v8qRGGTLYZ XkC6TMyY77Fi6Aw+N+2Ncs/R3DttXY a61OR6AmSYsMVW6l1yXmFFw9bjlRK9Z k8fDJfn5+iBgmwhA9vnf4QS19yBFCwl U1ROFOBpSNt/m8/06lzwY45uI6Yzzm mIp4aeoGp7qgP2valvtkdRTlWwf8q7F nO+EfxClra/I8zejc1m0QdX3pDM03a hy/2TY6s2QoBdZ4hcQY0hiJJj7dNbes FajbZwr1Ed728m67SdZz2N2uH3sTeV 2QB1DcMyrWxCziaO5+lzf+yJTma6DVK WYYO5DcznzXQadTPPdYtz3cA9f6aW2J ng1S+Jm2BlsjF3lv8n2hOxdWfnk9Vc wD+sNvnHuq4c1Ndr0D9slHea+d9siZ7 SM1rlfu7QLu3hC/PoO/2gn/TL2XcGz hfna+a6uJDveUJXLufbX/FzIZU=</la texit><latexit sha1_ba se64="3YjWuj+/00AR/qXPRn3D7yAu kW0=">AAAF0HicjZRLb9NAEMenBUMJj 6Zw5BIRIfXQVHn0kWPFsweQSkXaSk1V rZ2Na8VeW+tNSYkixJUDn4YrfA++Cw f+OzZVmpI0ttYzOzv7m8fadpMwSE21+ nth8dZt587dpXuF+w8ePlourjw+SOO +9mTLi8NYH7kilWGgZMsEJpRHiZYick N56PZe2vXDc6nTIFYfzUUiTyLhq6Ab eMLAdFpcLbQZMuwI3av4Wko1KrSNHJh hJI2ohFJoFSh/dFosV9erfJWuK7VcKV N+7cUri7vUpg7F5FGfIpKkyEAPSVCK +5hqVKUEthMawqahBbwuaUQF7O3DS8J DwNrD08fsOLcqzC0z5d0eooQYGjtL9 BzjDRNdeNuoEnoK+QfjM9v8qRGGTLYZ XkC6TMyY77Fi6Aw+N+2Ncs/R3DttXY a61OR6AmSYsMVW6l1yXmFFw9bjlRK9Z k8fDJfn5+iBgmwhA9vnf4QS19yBFCwl U1ROFOBpSNt/m8/06lzwY45uI6Yzzm mIp4aeoGp7qgP2valvtkdRTlWwf8q7F nO+EfxClra/I8zejc1m0QdX3pDM03a hy/2TY6s2QoBdZ4hcQY0hiJJj7dNbes FajbZwr1Ed728m67SdZz2N2uH3sTeV 2QB1DcMyrWxCziaO5+lzf+yJTma6DVK WYYO5DcznzXQadTPPdYtz3cA9f6aW2J ng1S+Jm2BlsjF3lv8n2hOxdWfnk9Vc wD+sNvnHuq4c1Ndr0D9slHea+d9siZ7 SM1rlfu7QLu3hC/PoO/2gn/TL2XcGz hfna+a6uJDveUJXLufbX/FzIZU=</la texit><latexit sha1_ba se64="3YjWuj+/00AR/qXPRn3D7yAu kW0=">AAAF0HicjZRLb9NAEMenBUMJj 6Zw5BIRIfXQVHn0kWPFsweQSkXaSk1V rZ2Na8VeW+tNSYkixJUDn4YrfA++Cw f+OzZVmpI0ttYzOzv7m8fadpMwSE21+ nth8dZt587dpXuF+w8ePlourjw+SOO +9mTLi8NYH7kilWGgZMsEJpRHiZYick N56PZe2vXDc6nTIFYfzUUiTyLhq6Ab eMLAdFpcLbQZMuwI3av4Wko1KrSNHJh hJI2ohFJoFSh/dFosV9erfJWuK7VcKV N+7cUri7vUpg7F5FGfIpKkyEAPSVCK +5hqVKUEthMawqahBbwuaUQF7O3DS8J DwNrD08fsOLcqzC0z5d0eooQYGjtL9 BzjDRNdeNuoEnoK+QfjM9v8qRGGTLYZ XkC6TMyY77Fi6Aw+N+2Ncs/R3DttXY a61OR6AmSYsMVW6l1yXmFFw9bjlRK9Z k8fDJfn5+iBgmwhA9vnf4QS19yBFCwl U1ROFOBpSNt/m8/06lzwY45uI6Yzzm mIp4aeoGp7qgP2valvtkdRTlWwf8q7F nO+EfxClra/I8zejc1m0QdX3pDM03a hy/2TY6s2QoBdZ4hcQY0hiJJj7dNbes FajbZwr1Ed728m67SdZz2N2uH3sTeV 2QB1DcMyrWxCziaO5+lzf+yJTma6DVK WYYO5DcznzXQadTPPdYtz3cA9f6aW2J ng1S+Jm2BlsjF3lv8n2hOxdWfnk9Vc wD+sNvnHuq4c1Ndr0D9slHea+d9siZ7 SM1rlfu7QLu3hC/PoO/2gn/TL2XcGz hfna+a6uJDveUJXLufbX/FzIZU=</la texit>
solving target task
<latexit sha1_base64="LVXHQGtFfWWziWVm31LpagCxpHQ=">AAAF1XicjZ RLb9NAEMenAUMJj6Zw5BIRIXFoqjz6yLHi2QNIBZGmUlNVfmxcy+uH7E1IiXxDXDnwabjCp+C7cOC/Y1OlKUljaz2zs7O/eaxtK5ZeqhqN3yulGzeNW7dX75Tv 3rv/YK2y/vAwjYaJLbp2JKPkyDJTIb1QdJWnpDiKE2EGlhQ9y3+h13sjkaReFH5U57E4CUw39AaebSqYTiv1cp8hE8dM/LolhyIr95UYq0kayZEXulVlJq5QEK mfnVZqjc0GX9WrSrNQalRcB9F6aZ/65FBENg0pIEEhKeiSTEpxH1OTGhTDdkIT2BJoHq8LyqiMvUN4CXiYsPp4upgdF9YQc81MebeNKBIjwc4qPcV4zUQL3jqqg J5C/sH4zDZ3boQJk3WG55AWE3PmO6woOoPPdXuDwjNbeqeuS9GAOlyPhwxjtuhK7QvOS6wksPm8UqVX7OmCYfF8hB6EkF1koPv8j1Dlmh1Ik6VgSlgQTfASSN1 /nc/86izwI46uI6YLzmmCZwI9RtX6VMfse13fdI+CghrC/qnoWsT5BvCTLHV/M8zeTs0W0ceX3pDcU3dhwP0TU6s6goddZ4hcR40SRMGxPtAbes5ak3Zwb1AL7 28uW7RbZD2P6vD76M9ltkHdwNBMLTuQi4nTebrcH32is5nugpRn2GZuG/NlM51H3S5y3eFct3Avn6kmOjO81gVxG6xctpfO8v9EfSK67vx88prL+Ic1Z/9YV5X D1mYT+vut2l6n+Jut0mN6Qs+4n3u0Twf4wmz6Tj/oJ/0yekZmfDG+5q6llWLPI7p0Gd/+Aj7gI7Y=</latexit><latexit sha1_base64="LVXHQGtFfWWziWVm31LpagCxpHQ=">AAAF1XicjZ RLb9NAEMenAUMJj6Zw5BIRIXFoqjz6yLHi2QNIBZGmUlNVfmxcy+uH7E1IiXxDXDnwabjCp+C7cOC/Y1OlKUljaz2zs7O/eaxtK5ZeqhqN3yulGzeNW7dX75Tv 3rv/YK2y/vAwjYaJLbp2JKPkyDJTIb1QdJWnpDiKE2EGlhQ9y3+h13sjkaReFH5U57E4CUw39AaebSqYTiv1cp8hE8dM/LolhyIr95UYq0kayZEXulVlJq5QEK mfnVZqjc0GX9WrSrNQalRcB9F6aZ/65FBENg0pIEEhKeiSTEpxH1OTGhTDdkIT2BJoHq8LyqiMvUN4CXiYsPp4upgdF9YQc81MebeNKBIjwc4qPcV4zUQL3jqqg J5C/sH4zDZ3boQJk3WG55AWE3PmO6woOoPPdXuDwjNbeqeuS9GAOlyPhwxjtuhK7QvOS6wksPm8UqVX7OmCYfF8hB6EkF1koPv8j1Dlmh1Ik6VgSlgQTfASSN1 /nc/86izwI46uI6YLzmmCZwI9RtX6VMfse13fdI+CghrC/qnoWsT5BvCTLHV/M8zeTs0W0ceX3pDcU3dhwP0TU6s6goddZ4hcR40SRMGxPtAbes5ak3Zwb1AL7 28uW7RbZD2P6vD76M9ltkHdwNBMLTuQi4nTebrcH32is5nugpRn2GZuG/NlM51H3S5y3eFct3Avn6kmOjO81gVxG6xctpfO8v9EfSK67vx88prL+Ic1Z/9YV5X D1mYT+vut2l6n+Jut0mN6Qs+4n3u0Twf4wmz6Tj/oJ/0yekZmfDG+5q6llWLPI7p0Gd/+Aj7gI7Y=</latexit><latexit sha1_base64="LVXHQGtFfWWziWVm31LpagCxpHQ=">AAAF1XicjZ RLb9NAEMenAUMJj6Zw5BIRIXFoqjz6yLHi2QNIBZGmUlNVfmxcy+uH7E1IiXxDXDnwabjCp+C7cOC/Y1OlKUljaz2zs7O/eaxtK5ZeqhqN3yulGzeNW7dX75Tv 3rv/YK2y/vAwjYaJLbp2JKPkyDJTIb1QdJWnpDiKE2EGlhQ9y3+h13sjkaReFH5U57E4CUw39AaebSqYTiv1cp8hE8dM/LolhyIr95UYq0kayZEXulVlJq5QEK mfnVZqjc0GX9WrSrNQalRcB9F6aZ/65FBENg0pIEEhKeiSTEpxH1OTGhTDdkIT2BJoHq8LyqiMvUN4CXiYsPp4upgdF9YQc81MebeNKBIjwc4qPcV4zUQL3jqqg J5C/sH4zDZ3boQJk3WG55AWE3PmO6woOoPPdXuDwjNbeqeuS9GAOlyPhwxjtuhK7QvOS6wksPm8UqVX7OmCYfF8hB6EkF1koPv8j1Dlmh1Ik6VgSlgQTfASSN1 /nc/86izwI46uI6YLzmmCZwI9RtX6VMfse13fdI+CghrC/qnoWsT5BvCTLHV/M8zeTs0W0ceX3pDcU3dhwP0TU6s6goddZ4hcR40SRMGxPtAbes5ak3Zwb1AL7 28uW7RbZD2P6vD76M9ltkHdwNBMLTuQi4nTebrcH32is5nugpRn2GZuG/NlM51H3S5y3eFct3Avn6kmOjO81gVxG6xctpfO8v9EfSK67vx88prL+Ic1Z/9YV5X D1mYT+vut2l6n+Jut0mN6Qs+4n3u0Twf4wmz6Tj/oJ/0yekZmfDG+5q6llWLPI7p0Gd/+Aj7gI7Y=</latexit><latexit sha1_base64="LVXHQGtFfWWziWVm31LpagCxpHQ=">AAAF1XicjZ RLb9NAEMenAUMJj6Zw5BIRIXFoqjz6yLHi2QNIBZGmUlNVfmxcy+uH7E1IiXxDXDnwabjCp+C7cOC/Y1OlKUljaz2zs7O/eaxtK5ZeqhqN3yulGzeNW7dX75Tv 3rv/YK2y/vAwjYaJLbp2JKPkyDJTIb1QdJWnpDiKE2EGlhQ9y3+h13sjkaReFH5U57E4CUw39AaebSqYTiv1cp8hE8dM/LolhyIr95UYq0kayZEXulVlJq5QEK mfnVZqjc0GX9WrSrNQalRcB9F6aZ/65FBENg0pIEEhKeiSTEpxH1OTGhTDdkIT2BJoHq8LyqiMvUN4CXiYsPp4upgdF9YQc81MebeNKBIjwc4qPcV4zUQL3jqqg J5C/sH4zDZ3boQJk3WG55AWE3PmO6woOoPPdXuDwjNbeqeuS9GAOlyPhwxjtuhK7QvOS6wksPm8UqVX7OmCYfF8hB6EkF1koPv8j1Dlmh1Ik6VgSlgQTfASSN1 /nc/86izwI46uI6YLzmmCZwI9RtX6VMfse13fdI+CghrC/qnoWsT5BvCTLHV/M8zeTs0W0ceX3pDcU3dhwP0TU6s6goddZ4hcR40SRMGxPtAbes5ak3Zwb1AL7 28uW7RbZD2P6vD76M9ltkHdwNBMLTuQi4nTebrcH32is5nugpRn2GZuG/NlM51H3S5y3eFct3Avn6kmOjO81gVxG6xctpfO8v9EfSK67vx88prL+Ic1Z/9YV5X D1mYT+vut2l6n+Jut0mN6Qs+4n3u0Twf4wmz6Tj/oJ/0yekZmfDG+5q6llWLPI7p0Gd/+Aj7gI7Y=</latexit>
fit GP on target
training set
<latexit sha1_base64="5v/8EYuHhqMbKbznki9JcddeIME=">AAAF4HicjZ RLb9NAEMenAUMxrxSOXCwiJA5tlQdtc6x4tQeQAiJtpaaqbGfjruKX1puSEuXODXHlwKfhCne+Cwf+OzZVmpI0ttYzOzv7m8fa9tJQZrpa/b1UunbdunFz+ZZ9 +87de/fLKw/2smSgfNH2kzBRB56biVDGoq2lDsVBqoQbeaHY9/ovzPr+qVCZTOIP+iwVR5EbxLInfVfDdFxu2h0thnrUk9rZaTlJPLY7TB11XdVf88KBGNvaVY HQtq2VK2MZB04m9HG5Ul2v8uVcVmqFUqHiaiUrpV3qUJcS8mlAEQmKSUMPyaUM9yHVqEopbEc0gk1Bk7wuaEw29g7gJeDhwtrHM8DssLDGmBtmxrt9RAkxFHY69 ATjNRM9eJuoAnoG+QfjE9uCmRFGTDYZnkF6TMyZb7Gi6QQ+V+2NCs/xwjtNXZp61OR6JDJM2WIq9c85L7GiYOvzikOv2DMAw+P5KXoQQ7aRgenzP4LDNXchXZa CKXFBdMFTkKb/Jp/Z1XngJxzdRMzmnNMITwU9RdXmVIfse1XfTI+ighrD/rHoWsL5RvALWZr+jjF7MzGbRx9eeENyT9OFHvdPTKyaCBK7ThB5DTWGIAqO9Z526 DlrNdrEvUp1vL+5rNNWkfUsapffx/5MZgPUVQzDNLIJOZ84mWfA/TEnOp3pFkh5hg3mNjBfNNNZ1I0i103O9RnuxTM1xO4Ur35O3AArl42Fs/w/0ZyIqTs/n7x mG/+w2vQf67KyV1+vQX9Xr2w3i7/ZMj2ix/SU+7lNu9TCF+bTd/pBP+mX5VmfrS/W19y1tFTseUgXLuvbXwHAJwo=</latexit><latexit sha1_base64="5v/8EYuHhqMbKbznki9JcddeIME=">AAAF4HicjZ RLb9NAEMenAUMxrxSOXCwiJA5tlQdtc6x4tQeQAiJtpaaqbGfjruKX1puSEuXODXHlwKfhCne+Cwf+OzZVmpI0ttYzOzv7m8fa9tJQZrpa/b1UunbdunFz+ZZ9 +87de/fLKw/2smSgfNH2kzBRB56biVDGoq2lDsVBqoQbeaHY9/ovzPr+qVCZTOIP+iwVR5EbxLInfVfDdFxu2h0thnrUk9rZaTlJPLY7TB11XdVf88KBGNvaVY HQtq2VK2MZB04m9HG5Ul2v8uVcVmqFUqHiaiUrpV3qUJcS8mlAEQmKSUMPyaUM9yHVqEopbEc0gk1Bk7wuaEw29g7gJeDhwtrHM8DssLDGmBtmxrt9RAkxFHY69 ATjNRM9eJuoAnoG+QfjE9uCmRFGTDYZnkF6TMyZb7Gi6QQ+V+2NCs/xwjtNXZp61OR6JDJM2WIq9c85L7GiYOvzikOv2DMAw+P5KXoQQ7aRgenzP4LDNXchXZa CKXFBdMFTkKb/Jp/Z1XngJxzdRMzmnNMITwU9RdXmVIfse1XfTI+ighrD/rHoWsL5RvALWZr+jjF7MzGbRx9eeENyT9OFHvdPTKyaCBK7ThB5DTWGIAqO9Z526 DlrNdrEvUp1vL+5rNNWkfUsapffx/5MZgPUVQzDNLIJOZ84mWfA/TEnOp3pFkh5hg3mNjBfNNNZ1I0i103O9RnuxTM1xO4Ur35O3AArl42Fs/w/0ZyIqTs/n7x mG/+w2vQf67KyV1+vQX9Xr2w3i7/ZMj2ix/SU+7lNu9TCF+bTd/pBP+mX5VmfrS/W19y1tFTseUgXLuvbXwHAJwo=</latexit><latexit sha1_base64="5v/8EYuHhqMbKbznki9JcddeIME=">AAAF4HicjZ RLb9NAEMenAUMxrxSOXCwiJA5tlQdtc6x4tQeQAiJtpaaqbGfjruKX1puSEuXODXHlwKfhCne+Cwf+OzZVmpI0ttYzOzv7m8fa9tJQZrpa/b1UunbdunFz+ZZ9 +87de/fLKw/2smSgfNH2kzBRB56biVDGoq2lDsVBqoQbeaHY9/ovzPr+qVCZTOIP+iwVR5EbxLInfVfDdFxu2h0thnrUk9rZaTlJPLY7TB11XdVf88KBGNvaVY HQtq2VK2MZB04m9HG5Ul2v8uVcVmqFUqHiaiUrpV3qUJcS8mlAEQmKSUMPyaUM9yHVqEopbEc0gk1Bk7wuaEw29g7gJeDhwtrHM8DssLDGmBtmxrt9RAkxFHY69 ATjNRM9eJuoAnoG+QfjE9uCmRFGTDYZnkF6TMyZb7Gi6QQ+V+2NCs/xwjtNXZp61OR6JDJM2WIq9c85L7GiYOvzikOv2DMAw+P5KXoQQ7aRgenzP4LDNXchXZa CKXFBdMFTkKb/Jp/Z1XngJxzdRMzmnNMITwU9RdXmVIfse1XfTI+ighrD/rHoWsL5RvALWZr+jjF7MzGbRx9eeENyT9OFHvdPTKyaCBK7ThB5DTWGIAqO9Z526 DlrNdrEvUp1vL+5rNNWkfUsapffx/5MZgPUVQzDNLIJOZ84mWfA/TEnOp3pFkh5hg3mNjBfNNNZ1I0i103O9RnuxTM1xO4Ur35O3AArl42Fs/w/0ZyIqTs/n7x mG/+w2vQf67KyV1+vQX9Xr2w3i7/ZMj2ix/SU+7lNu9TCF+bTd/pBP+mX5VmfrS/W19y1tFTseUgXLuvbXwHAJwo=</latexit><latexit sha1_base64="5v/8EYuHhqMbKbznki9JcddeIME=">AAAF4HicjZ RLb9NAEMenAUMxrxSOXCwiJA5tlQdtc6x4tQeQAiJtpaaqbGfjruKX1puSEuXODXHlwKfhCne+Cwf+OzZVmpI0ttYzOzv7m8fa9tJQZrpa/b1UunbdunFz+ZZ9 +87de/fLKw/2smSgfNH2kzBRB56biVDGoq2lDsVBqoQbeaHY9/ovzPr+qVCZTOIP+iwVR5EbxLInfVfDdFxu2h0thnrUk9rZaTlJPLY7TB11XdVf88KBGNvaVY HQtq2VK2MZB04m9HG5Ul2v8uVcVmqFUqHiaiUrpV3qUJcS8mlAEQmKSUMPyaUM9yHVqEopbEc0gk1Bk7wuaEw29g7gJeDhwtrHM8DssLDGmBtmxrt9RAkxFHY69 ATjNRM9eJuoAnoG+QfjE9uCmRFGTDYZnkF6TMyZb7Gi6QQ+V+2NCs/xwjtNXZp61OR6JDJM2WIq9c85L7GiYOvzikOv2DMAw+P5KXoQQ7aRgenzP4LDNXchXZa CKXFBdMFTkKb/Jp/Z1XngJxzdRMzmnNMITwU9RdXmVIfse1XfTI+ighrD/rHoWsL5RvALWZr+jjF7MzGbRx9eeENyT9OFHvdPTKyaCBK7ThB5DTWGIAqO9Z526 DlrNdrEvUp1vL+5rNNWkfUsapffx/5MZgPUVQzDNLIJOZ84mWfA/TEnOp3pFkh5hg3mNjBfNNNZ1I0i103O9RnuxTM1xO4Ur35O3AArl42Fs/w/0ZyIqTs/n7x mG/+w2vQf67KyV1+vQX9Xr2w3i7/ZMj2ix/SU+7lNu9TCF+bTd/pBP+mX5VmfrS/W19y1tFTseUgXLuvbXwHAJwo=</latexit>
m 
<latexit sha1_base64="hgZ8OKpWX 6oeFsw1FbzKIW8Bfjk=">AAAFv3icjZRLb9NAEMenAUMJj6Zw4MAlIkLi0FZx 0keO5d0DSAWRtlJTRX5sHCt+ae2Uhiifhit8IL4LB/4zNlWakjS21jM7O/ubx 9q2k8BPs3r990rp1m3jzt3Ve+X7Dx4+WqusPz5K46F2VNuJg1if2FaqAj9S7cz PAnWSaGWFdqCO7cEbXj8+Vzr14+hrNkrUWWh5kd/zHSuDqVt52hHG2LX0YFMr d1IOu52k73crtfpWXa7qdcUslBoV12G8XjqgDrkUk0NDCklRRBn0gCxKcZ+SS XVKYDujMWwami/riiZUxt4hvBQ8LFgHeHqYnRbWCHNmprLbQZQAQ2NnlV5gvB eiDW+OqqCnkH8wvovNmxthLGTOcARpCzFnfsJKRn343LQ3LDwnS+/kujLqUUv q8ZFhIhau1LnkvMWKhm0gK1V6J54eGLbMz9GDCLKNDLjP/whVqdmFtEQqoUQF 0QJPQ3L/OZ/51dngxxKdI6YLzmmMp4aeoGo+1Qvxvalv3KOwoEawfyu6Fku+I fwCkdzfCWYfp2aL6BdX3pDck7vQk/6pqVWO4GNXH5E3UWMAopJYX+gDvRbNpF3 cG9TA+5vLBu0VWc+juvI+DuYym6BuYDCTZQtyMXE6T0/6wyc6m+keSHmGTeE2 MV8203nUnSLXXcl1G/fymTLRneE1Lok7YOWyuXSW/yfyiXDd+fnkNZfxDzNn/ 1jXlaPGlgn983Ztv1X8zVbpGT2nl9LPfTqgQ3xh/FX+oJ/0y3hleEZkJLlraa XY84SuXMboLy1aGjc=</latexit><latexit sha1_base64="hgZ8OKpWX 6oeFsw1FbzKIW8Bfjk=">AAAFv3icjZRLb9NAEMenAUMJj6Zw4MAlIkLi0FZx 0keO5d0DSAWRtlJTRX5sHCt+ae2Uhiifhit8IL4LB/4zNlWakjS21jM7O/ubx 9q2k8BPs3r990rp1m3jzt3Ve+X7Dx4+WqusPz5K46F2VNuJg1if2FaqAj9S7cz PAnWSaGWFdqCO7cEbXj8+Vzr14+hrNkrUWWh5kd/zHSuDqVt52hHG2LX0YFMr d1IOu52k73crtfpWXa7qdcUslBoV12G8XjqgDrkUk0NDCklRRBn0gCxKcZ+SS XVKYDujMWwami/riiZUxt4hvBQ8LFgHeHqYnRbWCHNmprLbQZQAQ2NnlV5gvB eiDW+OqqCnkH8wvovNmxthLGTOcARpCzFnfsJKRn343LQ3LDwnS+/kujLqUUv q8ZFhIhau1LnkvMWKhm0gK1V6J54eGLbMz9GDCLKNDLjP/whVqdmFtEQqoUQF 0QJPQ3L/OZ/51dngxxKdI6YLzmmMp4aeoGo+1Qvxvalv3KOwoEawfyu6Fku+I fwCkdzfCWYfp2aL6BdX3pDck7vQk/6pqVWO4GNXH5E3UWMAopJYX+gDvRbNpF3 cG9TA+5vLBu0VWc+juvI+DuYym6BuYDCTZQtyMXE6T0/6wyc6m+keSHmGTeE2 MV8203nUnSLXXcl1G/fymTLRneE1Lok7YOWyuXSW/yfyiXDd+fnkNZfxDzNn/ 1jXlaPGlgn983Ztv1X8zVbpGT2nl9LPfTqgQ3xh/FX+oJ/0y3hleEZkJLlraa XY84SuXMboLy1aGjc=</latexit><latexit sha1_base64="hgZ8OKpWX 6oeFsw1FbzKIW8Bfjk=">AAAFv3icjZRLb9NAEMenAUMJj6Zw4MAlIkLi0FZx 0keO5d0DSAWRtlJTRX5sHCt+ae2Uhiifhit8IL4LB/4zNlWakjS21jM7O/ubx 9q2k8BPs3r990rp1m3jzt3Ve+X7Dx4+WqusPz5K46F2VNuJg1if2FaqAj9S7cz PAnWSaGWFdqCO7cEbXj8+Vzr14+hrNkrUWWh5kd/zHSuDqVt52hHG2LX0YFMr d1IOu52k73crtfpWXa7qdcUslBoV12G8XjqgDrkUk0NDCklRRBn0gCxKcZ+SS XVKYDujMWwami/riiZUxt4hvBQ8LFgHeHqYnRbWCHNmprLbQZQAQ2NnlV5gvB eiDW+OqqCnkH8wvovNmxthLGTOcARpCzFnfsJKRn343LQ3LDwnS+/kujLqUUv q8ZFhIhau1LnkvMWKhm0gK1V6J54eGLbMz9GDCLKNDLjP/whVqdmFtEQqoUQF 0QJPQ3L/OZ/51dngxxKdI6YLzmmMp4aeoGo+1Qvxvalv3KOwoEawfyu6Fku+I fwCkdzfCWYfp2aL6BdX3pDck7vQk/6pqVWO4GNXH5E3UWMAopJYX+gDvRbNpF3 cG9TA+5vLBu0VWc+juvI+DuYym6BuYDCTZQtyMXE6T0/6wyc6m+keSHmGTeE2 MV8203nUnSLXXcl1G/fymTLRneE1Lok7YOWyuXSW/yfyiXDd+fnkNZfxDzNn/ 1jXlaPGlgn983Ztv1X8zVbpGT2nl9LPfTqgQ3xh/FX+oJ/0y3hleEZkJLlraa XY84SuXMboLy1aGjc=</latexit><latexit sha1_base64="hgZ8OKpWX 6oeFsw1FbzKIW8Bfjk=">AAAFv3icjZRLb9NAEMenAUMJj6Zw4MAlIkLi0FZx 0keO5d0DSAWRtlJTRX5sHCt+ae2Uhiifhit8IL4LB/4zNlWakjS21jM7O/ubx 9q2k8BPs3r990rp1m3jzt3Ve+X7Dx4+WqusPz5K46F2VNuJg1if2FaqAj9S7cz PAnWSaGWFdqCO7cEbXj8+Vzr14+hrNkrUWWh5kd/zHSuDqVt52hHG2LX0YFMr d1IOu52k73crtfpWXa7qdcUslBoV12G8XjqgDrkUk0NDCklRRBn0gCxKcZ+SS XVKYDujMWwami/riiZUxt4hvBQ8LFgHeHqYnRbWCHNmprLbQZQAQ2NnlV5gvB eiDW+OqqCnkH8wvovNmxthLGTOcARpCzFnfsJKRn343LQ3LDwnS+/kujLqUUv q8ZFhIhau1LnkvMWKhm0gK1V6J54eGLbMz9GDCLKNDLjP/whVqdmFtEQqoUQF 0QJPQ3L/OZ/51dngxxKdI6YLzmmMp4aeoGo+1Qvxvalv3KOwoEawfyu6Fku+I fwCkdzfCWYfp2aL6BdX3pDck7vQk/6pqVWO4GNXH5E3UWMAopJYX+gDvRbNpF3 cG9TA+5vLBu0VWc+juvI+DuYym6BuYDCTZQtyMXE6T0/6wyc6m+keSHmGTeE2 MV8203nUnSLXXcl1G/fymTLRneE1Lok7YOWyuXSW/yfyiXDd+fnkNZfxDzNn/ 1jXlaPGlgn983Ztv1X8zVbpGT2nl9LPfTqgQ3xh/FX+oJ/0y3hleEZkJLlraa XY84SuXMboLy1aGjc=</latexit>
deep mean function
<latexit sha1_ba se64="0euG6pgEeCiSc/jdRAjmB8pr egY=">AAAFy3icjZRLb9NAEMenKYYSX i0cuVhESBzaKnFom2PFswcqFUTaSm2F /NikVvzS2ukr5MiBT8MVPgrfhQP/GS 9VmpI0ttYzOzv7m8fa9rIozIt6/fdcZ f6WdfvOwt3qvfsPHj5aXHq8m6d97au 2n0ap3vfcXEVhotpFWERqP9PKjb1I7X m917y+d6J0HqbJ5+I8U0ex203CTui7 BUxfFmuHwhgEru6taBUMq4FSmR0rN7E 7/cQ3XvXVulz2daVhlBqZayddqmzRIQ WUkk99iklRQgX0iFzKcR9Qg+qUwXZE A9g0tFDWFQ2pir19eCl4uLD28OxidmC sCebMzGW3jygRhsZOm55jvBOiB2+Oq qDnkH8wLsTWnRhhIGTO8BzSE2LJ3MZK QcfwuWlvbDyHM+/kugrqUEvqCZFhJh au1L/kvMGKhq0nKza9Fc8uGJ7MT9CDB LKNDLjP/wi21BxAuiKVUBJDdMHTkNx/ zmdydR74qUTniPmUcxrgqaFnqJpP9U x8b+ob9yg21AT2U9O1VPKN4ReJ5P4OM fswMptGP7vyhpSe3IWO9E+NrHKEELu OEXkFNUYgKon1id7TK9EatI57mRy8v6 V0aMNkPYkayPvYm8hsgrqMwUyWLcjp xNE8u9IfPtHxTDdAKjNsCreJ+ayZTqK umVzXJdeXuGfPlInBGM+5JK6BVcrmzF n+n8gnwnWX51PWXMU/rDH+x7qu7Dqr Degfndpmy/zNFugpPaMX0s9N2qIdfGE +facf9JN+WdtWbl1YX0vXypzZ84SuX Na3vzNMHyk=</latexit><latexit sha1_ba se64="0euG6pgEeCiSc/jdRAjmB8pr egY=">AAAFy3icjZRLb9NAEMenKYYSX i0cuVhESBzaKnFom2PFswcqFUTaSm2F /NikVvzS2ukr5MiBT8MVPgrfhQP/GS 9VmpI0ttYzOzv7m8fa9rIozIt6/fdcZ f6WdfvOwt3qvfsPHj5aXHq8m6d97au 2n0ap3vfcXEVhotpFWERqP9PKjb1I7X m917y+d6J0HqbJ5+I8U0ex203CTui7 BUxfFmuHwhgEru6taBUMq4FSmR0rN7E 7/cQ3XvXVulz2daVhlBqZayddqmzRIQ WUkk99iklRQgX0iFzKcR9Qg+qUwXZE A9g0tFDWFQ2pir19eCl4uLD28OxidmC sCebMzGW3jygRhsZOm55jvBOiB2+Oq qDnkH8wLsTWnRhhIGTO8BzSE2LJ3MZK QcfwuWlvbDyHM+/kugrqUEvqCZFhJh au1L/kvMGKhq0nKza9Fc8uGJ7MT9CDB LKNDLjP/wi21BxAuiKVUBJDdMHTkNx/ zmdydR74qUTniPmUcxrgqaFnqJpP9U x8b+ob9yg21AT2U9O1VPKN4ReJ5P4OM fswMptGP7vyhpSe3IWO9E+NrHKEELu OEXkFNUYgKon1id7TK9EatI57mRy8v6 V0aMNkPYkayPvYm8hsgrqMwUyWLcjp xNE8u9IfPtHxTDdAKjNsCreJ+ayZTqK umVzXJdeXuGfPlInBGM+5JK6BVcrmzF n+n8gnwnWX51PWXMU/rDH+x7qu7Dqr Degfndpmy/zNFugpPaMX0s9N2qIdfGE +facf9JN+WdtWbl1YX0vXypzZ84SuX Na3vzNMHyk=</latexit><latexit sha1_ba se64="0euG6pgEeCiSc/jdRAjmB8pr egY=">AAAFy3icjZRLb9NAEMenKYYSX i0cuVhESBzaKnFom2PFswcqFUTaSm2F /NikVvzS2ukr5MiBT8MVPgrfhQP/GS 9VmpI0ttYzOzv7m8fa9rIozIt6/fdcZ f6WdfvOwt3qvfsPHj5aXHq8m6d97au 2n0ap3vfcXEVhotpFWERqP9PKjb1I7X m917y+d6J0HqbJ5+I8U0ex203CTui7 BUxfFmuHwhgEru6taBUMq4FSmR0rN7E 7/cQ3XvXVulz2daVhlBqZayddqmzRIQ WUkk99iklRQgX0iFzKcR9Qg+qUwXZE A9g0tFDWFQ2pir19eCl4uLD28OxidmC sCebMzGW3jygRhsZOm55jvBOiB2+Oq qDnkH8wLsTWnRhhIGTO8BzSE2LJ3MZK QcfwuWlvbDyHM+/kugrqUEvqCZFhJh au1L/kvMGKhq0nKza9Fc8uGJ7MT9CDB LKNDLjP/wi21BxAuiKVUBJDdMHTkNx/ zmdydR74qUTniPmUcxrgqaFnqJpP9U x8b+ob9yg21AT2U9O1VPKN4ReJ5P4OM fswMptGP7vyhpSe3IWO9E+NrHKEELu OEXkFNUYgKon1id7TK9EatI57mRy8v6 V0aMNkPYkayPvYm8hsgrqMwUyWLcjp xNE8u9IfPtHxTDdAKjNsCreJ+ayZTqK umVzXJdeXuGfPlInBGM+5JK6BVcrmzF n+n8gnwnWX51PWXMU/rDH+x7qu7Dqr Degfndpmy/zNFugpPaMX0s9N2qIdfGE +facf9JN+WdtWbl1YX0vXypzZ84SuX Na3vzNMHyk=</latexit><latexit sha1_ba se64="0euG6pgEeCiSc/jdRAjmB8pr egY=">AAAFy3icjZRLb9NAEMenKYYSX i0cuVhESBzaKnFom2PFswcqFUTaSm2F /NikVvzS2ukr5MiBT8MVPgrfhQP/GS 9VmpI0ttYzOzv7m8fa9rIozIt6/fdcZ f6WdfvOwt3qvfsPHj5aXHq8m6d97au 2n0ap3vfcXEVhotpFWERqP9PKjb1I7X m917y+d6J0HqbJ5+I8U0ex203CTui7 BUxfFmuHwhgEru6taBUMq4FSmR0rN7E 7/cQ3XvXVulz2daVhlBqZayddqmzRIQ WUkk99iklRQgX0iFzKcR9Qg+qUwXZE A9g0tFDWFQ2pir19eCl4uLD28OxidmC sCebMzGW3jygRhsZOm55jvBOiB2+Oq qDnkH8wLsTWnRhhIGTO8BzSE2LJ3MZK QcfwuWlvbDyHM+/kugrqUEvqCZFhJh au1L/kvMGKhq0nKza9Fc8uGJ7MT9CDB LKNDLjP/wi21BxAuiKVUBJDdMHTkNx/ zmdydR74qUTniPmUcxrgqaFnqJpP9U x8b+ob9yg21AT2U9O1VPKN4ReJ5P4OM fswMptGP7vyhpSe3IWO9E+NrHKEELu OEXkFNUYgKon1id7TK9EatI57mRy8v6 V0aMNkPYkayPvYm8hsgrqMwUyWLcjp xNE8u9IfPtHxTDdAKjNsCreJ+ayZTqK umVzXJdeXuGfPlInBGM+5JK6BVcrmzF n+n8gnwnWX51PWXMU/rDH+x7qu7Dqr Degfndpmy/zNFugpPaMX0s9N2qIdfGE +facf9JN+WdtWbl1YX0vXypzZ84SuX Na3vzNMHyk=</latexit>
optimize m  on meta
tasks w.r.t. L (M; )
<latexit sha1_base64="rk8q07oHV mAfZPGHxktVXIMJwKY=">AAAGkXicjZRZb9NAEMcnBUIJR1v6yItFg1SkNspB D8RLVa5KtKIgekh1VfnYOFZ8yd70shY+Jx+B78AD/x2bKj3SxtZ6Zmdnf3Osb TsJ/Ew2m78rE/fuP6g+nHxUe/zk6bOp6Znnu1k8SB2x48RBnO7bViYCPxI70pe B2E9SYYV2IPbs/nu9vncs0syPox/yLBGHoeVFftd3LAnT0fQf0xaeH+XdYJD1 AtGVqhYn0g/9c2GYUpxKDpG7VtpfTIWr8np4lJtJz1d1ZcTRNR8vFSJSeSikZ ZhmTVpZP1PGSSNtyIZRN0NL9hwryDcVKDfhGa2M+RHcC8CWUu9uTpAJr+s1U0 TucFlH03PNRpMv47rSKpU5Kq/teGZig0xyKSaHBhSSoIgk9IAsynAfUIualMB 2SDlsKTSf1wUpqmHvAF4CHhasfTw9zA5Ka4S5Zma820GUACPFToNeYXxiog1v HVVAzyD/YpyzzRsZIWeyzvAM0mZiwdzCiqQefO7aG5aeauydui5JXVrlenxkm LBFV+pccD5gJYWtzysGfWRPDwyb58foQQS5gwx0n/8TDK7ZhbRYCqZEJdECL4X U/df5jK7OBj/m6Dpidss55Xim0BNUrU/1lH3v6pvuUVhSI9hPyq7FnG8Iv4Cl 7q/CbHNodhv99NIbUnjqLnS5f2JoVUfwsauHyIuoMQBRcKzv9JnWWWvRMu4Fa uP9LWSbVsqsR1Fdfh/7I5kdUBcwNFPLVcjbicN5etwffaJXM10Bqciww9wO5u NmOoq6VOa6zLm+wT1+pproXuG1L4hLYBWyM3aWNxP1iei6i/Mpatb/sNbVP9Z 1ZbfdaEH/1p5bWy3/ZpP0gl7SPPdzjTZoG1+YU/laGVR+Vn5VZ6tvq2vV9cJ1 olLumaVLV/XLPyKPa7M=</latexit><latexit sha1_base64="rk8q07oHV mAfZPGHxktVXIMJwKY=">AAAGkXicjZRZb9NAEMcnBUIJR1v6yItFg1SkNspB D8RLVa5KtKIgekh1VfnYOFZ8yd70shY+Jx+B78AD/x2bKj3SxtZ6Zmdnf3Osb TsJ/Ew2m78rE/fuP6g+nHxUe/zk6bOp6Znnu1k8SB2x48RBnO7bViYCPxI70pe B2E9SYYV2IPbs/nu9vncs0syPox/yLBGHoeVFftd3LAnT0fQf0xaeH+XdYJD1 AtGVqhYn0g/9c2GYUpxKDpG7VtpfTIWr8np4lJtJz1d1ZcTRNR8vFSJSeSikZ ZhmTVpZP1PGSSNtyIZRN0NL9hwryDcVKDfhGa2M+RHcC8CWUu9uTpAJr+s1U0 TucFlH03PNRpMv47rSKpU5Kq/teGZig0xyKSaHBhSSoIgk9IAsynAfUIualMB 2SDlsKTSf1wUpqmHvAF4CHhasfTw9zA5Ka4S5Zma820GUACPFToNeYXxiog1v HVVAzyD/YpyzzRsZIWeyzvAM0mZiwdzCiqQefO7aG5aeauydui5JXVrlenxkm LBFV+pccD5gJYWtzysGfWRPDwyb58foQQS5gwx0n/8TDK7ZhbRYCqZEJdECL4X U/df5jK7OBj/m6Dpidss55Xim0BNUrU/1lH3v6pvuUVhSI9hPyq7FnG8Iv4Cl 7q/CbHNodhv99NIbUnjqLnS5f2JoVUfwsauHyIuoMQBRcKzv9JnWWWvRMu4Fa uP9LWSbVsqsR1Fdfh/7I5kdUBcwNFPLVcjbicN5etwffaJXM10Bqciww9wO5u NmOoq6VOa6zLm+wT1+pproXuG1L4hLYBWyM3aWNxP1iei6i/Mpatb/sNbVP9Z 1ZbfdaEH/1p5bWy3/ZpP0gl7SPPdzjTZoG1+YU/laGVR+Vn5VZ6tvq2vV9cJ1 olLumaVLV/XLPyKPa7M=</latexit><latexit sha1_base64="rk8q07oHV mAfZPGHxktVXIMJwKY=">AAAGkXicjZRZb9NAEMcnBUIJR1v6yItFg1SkNspB D8RLVa5KtKIgekh1VfnYOFZ8yd70shY+Jx+B78AD/x2bKj3SxtZ6Zmdnf3Osb TsJ/Ew2m78rE/fuP6g+nHxUe/zk6bOp6Znnu1k8SB2x48RBnO7bViYCPxI70pe B2E9SYYV2IPbs/nu9vncs0syPox/yLBGHoeVFftd3LAnT0fQf0xaeH+XdYJD1 AtGVqhYn0g/9c2GYUpxKDpG7VtpfTIWr8np4lJtJz1d1ZcTRNR8vFSJSeSikZ ZhmTVpZP1PGSSNtyIZRN0NL9hwryDcVKDfhGa2M+RHcC8CWUu9uTpAJr+s1U0 TucFlH03PNRpMv47rSKpU5Kq/teGZig0xyKSaHBhSSoIgk9IAsynAfUIualMB 2SDlsKTSf1wUpqmHvAF4CHhasfTw9zA5Ka4S5Zma820GUACPFToNeYXxiog1v HVVAzyD/YpyzzRsZIWeyzvAM0mZiwdzCiqQefO7aG5aeauydui5JXVrlenxkm LBFV+pccD5gJYWtzysGfWRPDwyb58foQQS5gwx0n/8TDK7ZhbRYCqZEJdECL4X U/df5jK7OBj/m6Dpidss55Xim0BNUrU/1lH3v6pvuUVhSI9hPyq7FnG8Iv4Cl 7q/CbHNodhv99NIbUnjqLnS5f2JoVUfwsauHyIuoMQBRcKzv9JnWWWvRMu4Fa uP9LWSbVsqsR1Fdfh/7I5kdUBcwNFPLVcjbicN5etwffaJXM10Bqciww9wO5u NmOoq6VOa6zLm+wT1+pproXuG1L4hLYBWyM3aWNxP1iei6i/Mpatb/sNbVP9Z 1ZbfdaEH/1p5bWy3/ZpP0gl7SPPdzjTZoG1+YU/laGVR+Vn5VZ6tvq2vV9cJ1 olLumaVLV/XLPyKPa7M=</latexit><latexit sha1_base64="rk8q07oHV mAfZPGHxktVXIMJwKY=">AAAGkXicjZRZb9NAEMcnBUIJR1v6yItFg1SkNspB D8RLVa5KtKIgekh1VfnYOFZ8yd70shY+Jx+B78AD/x2bKj3SxtZ6Zmdnf3Osb TsJ/Ew2m78rE/fuP6g+nHxUe/zk6bOp6Znnu1k8SB2x48RBnO7bViYCPxI70pe B2E9SYYV2IPbs/nu9vncs0syPox/yLBGHoeVFftd3LAnT0fQf0xaeH+XdYJD1 AtGVqhYn0g/9c2GYUpxKDpG7VtpfTIWr8np4lJtJz1d1ZcTRNR8vFSJSeSikZ ZhmTVpZP1PGSSNtyIZRN0NL9hwryDcVKDfhGa2M+RHcC8CWUu9uTpAJr+s1U0 TucFlH03PNRpMv47rSKpU5Kq/teGZig0xyKSaHBhSSoIgk9IAsynAfUIualMB 2SDlsKTSf1wUpqmHvAF4CHhasfTw9zA5Ka4S5Zma820GUACPFToNeYXxiog1v HVVAzyD/YpyzzRsZIWeyzvAM0mZiwdzCiqQefO7aG5aeauydui5JXVrlenxkm LBFV+pccD5gJYWtzysGfWRPDwyb58foQQS5gwx0n/8TDK7ZhbRYCqZEJdECL4X U/df5jK7OBj/m6Dpidss55Xim0BNUrU/1lH3v6pvuUVhSI9hPyq7FnG8Iv4Cl 7q/CbHNodhv99NIbUnjqLnS5f2JoVUfwsauHyIuoMQBRcKzv9JnWWWvRMu4Fa uP9LWSbVsqsR1Fdfh/7I5kdUBcwNFPLVcjbicN5etwffaJXM10Bqciww9wO5u NmOoq6VOa6zLm+wT1+pproXuG1L4hLYBWyM3aWNxP1iei6i/Mpatb/sNbVP9Z 1ZbfdaEH/1p5bWy3/ZpP0gl7SPPdzjTZoG1+YU/laGVR+Vn5VZ6tvq2vV9cJ1 olLumaVLV/XLPyKPa7M=</latexit>
GP(m (·), k✓(·, ·))
<latexit sha1_base64="R7VpERda3pG7U1chn5DAQC2Soos=">AAAF8HicjZ RLb9NAEMenAUMJrxSOXCIipFRKqzz6yLHi1RxACoi0lZoq8mOTWH7K3pYUy9+DG+LKgU/DhQN8Eg78d2yqNCVpbK1ndnb2N4+1bYSuHct6/edK4cZN7dbt1TvF u/fuP3hYWnt0EAenkSl6ZuAG0ZGhx8K1fdGTtnTFURgJ3TNccWg4L9T64ZmIYjvwP8jzUJx4+si3h7apS5gGpU7f0+XY1N1kv5tW+1JMJEMTS4+cjUhYaeIN+u HYrvZNK5Draa3sDPpyLKSeWWqZfX1QqtQ363yVryqNXKlQfnWDtUKH+mRRQCadkkeCfJLQXdIpxn1MDapTCNsJJbBF0GxeF5RSEXtP4SXgocPq4DnC7Di3+pgrZ sy7TURxMSLsLNMzjNdMNOCtogroMeQfjE9sG82NkDBZZXgOaTAxY77FiqQxfK7b6+We6dI7VV2ShtTmemxkGLJFVWpecF5iJYLN4ZUyvWLPERgGz8/QAx+yhwx Un/8RylyzBamzFEzxc6IOXgSp+q/ymV+dAX7A0VXEeME5JXhG0ENUrU51wr7X9U31yMupPuwf864FnK8HP5el6m+K2Zup2SL65NIbknmqLgy5f2JqVUWwsWuMy Buo0QVRcKz3tE/PWWvQDu4aNfH+ZrJJu3nW86gWv4/OXGYL1BqGYirZhlxMnM5zxP1RJzqb6S5IWYYt5rYwXzbTedTtPNcdznUL9/KZKqI1w2teELfBymRr6Sz /T1QnourOzieruYh/WGP2j3VVOWhuNqC/26rstfO/2So9oadU5X7uUYe6+MJM+k4/6Bf91iLts/ZF+5q5FlbyPY/p0qV9+wtJti5S</latexit><latexit sha1_base64="R7VpERda3pG7U1chn5DAQC2Soos=">AAAF8HicjZ RLb9NAEMenAUMJrxSOXCIipFRKqzz6yLHi1RxACoi0lZoq8mOTWH7K3pYUy9+DG+LKgU/DhQN8Eg78d2yqNCVpbK1ndnb2N4+1bYSuHct6/edK4cZN7dbt1TvF u/fuP3hYWnt0EAenkSl6ZuAG0ZGhx8K1fdGTtnTFURgJ3TNccWg4L9T64ZmIYjvwP8jzUJx4+si3h7apS5gGpU7f0+XY1N1kv5tW+1JMJEMTS4+cjUhYaeIN+u HYrvZNK5Draa3sDPpyLKSeWWqZfX1QqtQ363yVryqNXKlQfnWDtUKH+mRRQCadkkeCfJLQXdIpxn1MDapTCNsJJbBF0GxeF5RSEXtP4SXgocPq4DnC7Di3+pgrZ sy7TURxMSLsLNMzjNdMNOCtogroMeQfjE9sG82NkDBZZXgOaTAxY77FiqQxfK7b6+We6dI7VV2ShtTmemxkGLJFVWpecF5iJYLN4ZUyvWLPERgGz8/QAx+yhwx Un/8RylyzBamzFEzxc6IOXgSp+q/ymV+dAX7A0VXEeME5JXhG0ENUrU51wr7X9U31yMupPuwf864FnK8HP5el6m+K2Zup2SL65NIbknmqLgy5f2JqVUWwsWuMy Buo0QVRcKz3tE/PWWvQDu4aNfH+ZrJJu3nW86gWv4/OXGYL1BqGYirZhlxMnM5zxP1RJzqb6S5IWYYt5rYwXzbTedTtPNcdznUL9/KZKqI1w2teELfBymRr6Sz /T1QnourOzieruYh/WGP2j3VVOWhuNqC/26rstfO/2So9oadU5X7uUYe6+MJM+k4/6Bf91iLts/ZF+5q5FlbyPY/p0qV9+wtJti5S</latexit><latexit sha1_base64="R7VpERda3pG7U1chn5DAQC2Soos=">AAAF8HicjZ RLb9NAEMenAUMJrxSOXCIipFRKqzz6yLHi1RxACoi0lZoq8mOTWH7K3pYUy9+DG+LKgU/DhQN8Eg78d2yqNCVpbK1ndnb2N4+1bYSuHct6/edK4cZN7dbt1TvF u/fuP3hYWnt0EAenkSl6ZuAG0ZGhx8K1fdGTtnTFURgJ3TNccWg4L9T64ZmIYjvwP8jzUJx4+si3h7apS5gGpU7f0+XY1N1kv5tW+1JMJEMTS4+cjUhYaeIN+u HYrvZNK5Draa3sDPpyLKSeWWqZfX1QqtQ363yVryqNXKlQfnWDtUKH+mRRQCadkkeCfJLQXdIpxn1MDapTCNsJJbBF0GxeF5RSEXtP4SXgocPq4DnC7Di3+pgrZ sy7TURxMSLsLNMzjNdMNOCtogroMeQfjE9sG82NkDBZZXgOaTAxY77FiqQxfK7b6+We6dI7VV2ShtTmemxkGLJFVWpecF5iJYLN4ZUyvWLPERgGz8/QAx+yhwx Un/8RylyzBamzFEzxc6IOXgSp+q/ymV+dAX7A0VXEeME5JXhG0ENUrU51wr7X9U31yMupPuwf864FnK8HP5el6m+K2Zup2SL65NIbknmqLgy5f2JqVUWwsWuMy Buo0QVRcKz3tE/PWWvQDu4aNfH+ZrJJu3nW86gWv4/OXGYL1BqGYirZhlxMnM5zxP1RJzqb6S5IWYYt5rYwXzbTedTtPNcdznUL9/KZKqI1w2teELfBymRr6Sz /T1QnourOzieruYh/WGP2j3VVOWhuNqC/26rstfO/2So9oadU5X7uUYe6+MJM+k4/6Bf91iLts/ZF+5q5FlbyPY/p0qV9+wtJti5S</latexit><latexit sha1_base64="R7VpERda3pG7U1chn5DAQC2Soos=">AAAF8HicjZ RLb9NAEMenAUMJrxSOXCIipFRKqzz6yLHi1RxACoi0lZoq8mOTWH7K3pYUy9+DG+LKgU/DhQN8Eg78d2yqNCVpbK1ndnb2N4+1bYSuHct6/edK4cZN7dbt1TvF u/fuP3hYWnt0EAenkSl6ZuAG0ZGhx8K1fdGTtnTFURgJ3TNccWg4L9T64ZmIYjvwP8jzUJx4+si3h7apS5gGpU7f0+XY1N1kv5tW+1JMJEMTS4+cjUhYaeIN+u HYrvZNK5Draa3sDPpyLKSeWWqZfX1QqtQ363yVryqNXKlQfnWDtUKH+mRRQCadkkeCfJLQXdIpxn1MDapTCNsJJbBF0GxeF5RSEXtP4SXgocPq4DnC7Di3+pgrZ sy7TURxMSLsLNMzjNdMNOCtogroMeQfjE9sG82NkDBZZXgOaTAxY77FiqQxfK7b6+We6dI7VV2ShtTmemxkGLJFVWpecF5iJYLN4ZUyvWLPERgGz8/QAx+yhwx Un/8RylyzBamzFEzxc6IOXgSp+q/ymV+dAX7A0VXEeME5JXhG0ENUrU51wr7X9U31yMupPuwf864FnK8HP5el6m+K2Zup2SL65NIbknmqLgy5f2JqVUWwsWuMy Buo0QVRcKz3tE/PWWvQDu4aNfH+ZrJJu3nW86gWv4/OXGYL1BqGYirZhlxMnM5zxP1RJzqb6S5IWYYt5rYwXzbTedTtPNcdznUL9/KZKqI1w2teELfBymRr6Sz /T1QnourOzieruYh/WGP2j3VVOWhuNqC/26rstfO/2So9oadU5X7uUYe6+MJM+k4/6Bf91iLts/ZF+5q5FlbyPY/p0qV9+wtJti5S</latexit>
predict on target
test set
<latexit sha1_base64="IDCROegJVnFZn8lwOvMxGL6vlkg=">AAAF6nicjZ RLb9NAEMenAUMxrxSOXCwiJA5tlQdtc6zKqweQCiJtpaaq/Ng4VtYP2ZuSEvlLcENcOfBpuALfhQP/HZsqTUkaW87Mzs785rGOnUQGmarXfy9Vrl03btxcvmXe vnP33v3qyoP9LB6mrui4sYzTQ8fOhAwi0VGBkuIwSYUdOlIcOIPnev/gVKRZEEcf1FkijkPbj4Je4NoKppPqTrcnh1lfip4am4j0AldZcWR1lRgpxo89Ox2sOX Io8rGyU18oq9s1lciUlQmVm/lJtVZfr/NlXVYapVKj8tqLVyq71CWPYnJpSCEJikhBl2RThvuIGlSnBLZjGsOWQgt4X1BOJmKH8BLwsGEd4NfH6qi0RlhrZsbRL rJIPCkiLXqC5xUTHXjrrAJ6BvkHzye2+TMzjJmsKzyDdJhYMN9iR1EfPlfFhqVnvnCk7ktRj9rcT4AKE7boTt1zzgvspLANeMeil+zpg+Hw+hQziCA7qEDP+R/ B4p49SJulYEpUEm3wUkg9f13P7O4c8GPOrjNmc85pjN8UeoKu9amO2PequekZhSU1gv1jObWY6w3hJ1nq+eZYvZlYzaOPLrwhhaeeQo/nJyZ2dYYAUX1kXkOPE kTBud7Ta9phrUGbuFepife3kE3aKqueRfX4fRzMZLZAXcWjmVq2IecTJ+v0eT76RKcr3QKpqLDF3BbWi1Y6i7pR1rrJtT7DvXilmuhN8ZrnxA2wCtlauMr/E/W J6L6L8yl6NvENa0x/sS4r+831BvR3zdp2u/yaLdMjekxPeZ7btEt7+Ie59J1+0E/6ZUjjs/HF+Fq4VpbKmId04TK+/QX/GSxs</latexit><latexit sha1_base64="IDCROegJVnFZn8lwOvMxGL6vlkg=">AAAF6nicjZ RLb9NAEMenAUMxrxSOXCwiJA5tlQdtc6zKqweQCiJtpaaq/Ng4VtYP2ZuSEvlLcENcOfBpuALfhQP/HZsqTUkaW87Mzs785rGOnUQGmarXfy9Vrl03btxcvmXe vnP33v3qyoP9LB6mrui4sYzTQ8fOhAwi0VGBkuIwSYUdOlIcOIPnev/gVKRZEEcf1FkijkPbj4Je4NoKppPqTrcnh1lfip4am4j0AldZcWR1lRgpxo89Ox2sOX Io8rGyU18oq9s1lciUlQmVm/lJtVZfr/NlXVYapVKj8tqLVyq71CWPYnJpSCEJikhBl2RThvuIGlSnBLZjGsOWQgt4X1BOJmKH8BLwsGEd4NfH6qi0RlhrZsbRL rJIPCkiLXqC5xUTHXjrrAJ6BvkHzye2+TMzjJmsKzyDdJhYMN9iR1EfPlfFhqVnvnCk7ktRj9rcT4AKE7boTt1zzgvspLANeMeil+zpg+Hw+hQziCA7qEDP+R/ B4p49SJulYEpUEm3wUkg9f13P7O4c8GPOrjNmc85pjN8UeoKu9amO2PequekZhSU1gv1jObWY6w3hJ1nq+eZYvZlYzaOPLrwhhaeeQo/nJyZ2dYYAUX1kXkOPE kTBud7Ta9phrUGbuFepife3kE3aKqueRfX4fRzMZLZAXcWjmVq2IecTJ+v0eT76RKcr3QKpqLDF3BbWi1Y6i7pR1rrJtT7DvXilmuhN8ZrnxA2wCtlauMr/E/W J6L6L8yl6NvENa0x/sS4r+831BvR3zdp2u/yaLdMjekxPeZ7btEt7+Ie59J1+0E/6ZUjjs/HF+Fq4VpbKmId04TK+/QX/GSxs</latexit><latexit sha1_base64="IDCROegJVnFZn8lwOvMxGL6vlkg=">AAAF6nicjZ RLb9NAEMenAUMxrxSOXCwiJA5tlQdtc6zKqweQCiJtpaaq/Ng4VtYP2ZuSEvlLcENcOfBpuALfhQP/HZsqTUkaW87Mzs785rGOnUQGmarXfy9Vrl03btxcvmXe vnP33v3qyoP9LB6mrui4sYzTQ8fOhAwi0VGBkuIwSYUdOlIcOIPnev/gVKRZEEcf1FkijkPbj4Je4NoKppPqTrcnh1lfip4am4j0AldZcWR1lRgpxo89Ox2sOX Io8rGyU18oq9s1lciUlQmVm/lJtVZfr/NlXVYapVKj8tqLVyq71CWPYnJpSCEJikhBl2RThvuIGlSnBLZjGsOWQgt4X1BOJmKH8BLwsGEd4NfH6qi0RlhrZsbRL rJIPCkiLXqC5xUTHXjrrAJ6BvkHzye2+TMzjJmsKzyDdJhYMN9iR1EfPlfFhqVnvnCk7ktRj9rcT4AKE7boTt1zzgvspLANeMeil+zpg+Hw+hQziCA7qEDP+R/ B4p49SJulYEpUEm3wUkg9f13P7O4c8GPOrjNmc85pjN8UeoKu9amO2PequekZhSU1gv1jObWY6w3hJ1nq+eZYvZlYzaOPLrwhhaeeQo/nJyZ2dYYAUX1kXkOPE kTBud7Ta9phrUGbuFepife3kE3aKqueRfX4fRzMZLZAXcWjmVq2IecTJ+v0eT76RKcr3QKpqLDF3BbWi1Y6i7pR1rrJtT7DvXilmuhN8ZrnxA2wCtlauMr/E/W J6L6L8yl6NvENa0x/sS4r+831BvR3zdp2u/yaLdMjekxPeZ7btEt7+Ie59J1+0E/6ZUjjs/HF+Fq4VpbKmId04TK+/QX/GSxs</latexit><latexit sha1_base64="IDCROegJVnFZn8lwOvMxGL6vlkg=">AAAF6nicjZ RLb9NAEMenAUMxrxSOXCwiJA5tlQdtc6zKqweQCiJtpaaq/Ng4VtYP2ZuSEvlLcENcOfBpuALfhQP/HZsqTUkaW87Mzs785rGOnUQGmarXfy9Vrl03btxcvmXe vnP33v3qyoP9LB6mrui4sYzTQ8fOhAwi0VGBkuIwSYUdOlIcOIPnev/gVKRZEEcf1FkijkPbj4Je4NoKppPqTrcnh1lfip4am4j0AldZcWR1lRgpxo89Ox2sOX Io8rGyU18oq9s1lciUlQmVm/lJtVZfr/NlXVYapVKj8tqLVyq71CWPYnJpSCEJikhBl2RThvuIGlSnBLZjGsOWQgt4X1BOJmKH8BLwsGEd4NfH6qi0RlhrZsbRL rJIPCkiLXqC5xUTHXjrrAJ6BvkHzye2+TMzjJmsKzyDdJhYMN9iR1EfPlfFhqVnvnCk7ktRj9rcT4AKE7boTt1zzgvspLANeMeil+zpg+Hw+hQziCA7qEDP+R/ B4p49SJulYEpUEm3wUkg9f13P7O4c8GPOrjNmc85pjN8UeoKu9amO2PequekZhSU1gv1jObWY6w3hJ1nq+eZYvZlYzaOPLrwhhaeeQo/nJyZ2dYYAUX1kXkOPE kTBud7Ta9phrUGbuFepife3kE3aKqueRfX4fRzMZLZAXcWjmVq2IecTJ+v0eT76RKcr3QKpqLDF3BbWi1Y6i7pR1rrJtT7DvXilmuhN8ZrnxA2wCtlauMr/E/W J6L6L8yl6NvENa0x/sS4r+831BvR3zdp2u/yaLdMjekxPeZ7btEt7+Ie59J1+0E/6ZUjjs/HF+Fq4VpbKmId04TK+/QX/GSxs</latexit>
Figure 1: Overview of the proposed deep mean function meta-learning framework. Note that a
similar procedure can be used to meta-learn the kernel function parameters θ, or both, mean and
kernel function parameters.
• Formalize meta-learning in Gaussian processes via mean function learning.
• Present analytical and empirical evidence that mean function learning can be superior to kernel
learning in this setting.
• Discuss the risk of overfitting and connections to model-agnostic meta-learning.
In the following, we are going to formalize the idea of GP prior learning in a meta-learning setting
(Sec. 2), present an analytical argument for why mean function learning can be superior to kernel
learning under certain conditions (Sec. 3.1), discuss the potential risk of overfitting when learning a
GP prior (Sec. 3.2), motivate why deep neural networks are suitable meta-models to learn GP mean
functions (Sec. 3.3), and discuss the connections between the proposed approach and model-agnostic
meta-learning (Sec. 3.4). Thereafter, we are going to provide empirical evidence of our claims (Sec. 4),
a review of the related literature (Sec. 5), and a discussion of our work (Sec. 6). An overview of our
proposed framework is depicted in Figure 1.
2 Meta-learning in Gaussian Processes
In order to explain the setting of this work, we are first going to define meta-learning more formally.
We are following the common setting from Baxter [3], where we have a so-called environment τ and
our tasks are sampled i.i.d. from this environment. For each task, we sample a data distribution and
a sample size from the environment (Pi, ni) ∼ τ and then sample a data set Di ∼ Pnii , where Pnii is
the distribution of data sets of size ni under Pi.
The set of meta-tasks M consists of m data sets M := {Di}mi=1, with one data set for each
meta-task. Each of these data sets contains observations Di := {xi,yi}, where xi ∈ Rni×d and
yi ∈ Rni×p for tasks in which the respective functions to be learned are defined as fi : Rd → Rp. In
this setting, all meta-tasks share the same input and output dimensionalities d and p, but they can
have different numbers of observations ni.
Additionally to the meta-tasks, we have a target task with a data set D˜ := {x˜, y˜, x˜∗, y˜∗}, where
x˜ ∈ Rn˜×d and y˜ ∈ Rn˜×p are the training points and their respective values and x˜∗ ∈ Rn˜∗×d and
y˜∗ ∈ Rn˜∗×p are the test points and their respective values. We assume this target task to also be
sampled from the environment τ . As mentioned above, we assume there to be much more data in
the meta-tasks than in the target task, that is, ntrain =
∑m
i=1 ni  n˜.
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In order to predict on {x˜∗, y˜∗} =: D˜test, we want to fit a GP to {x˜, y˜} =: D˜train with a prior
f(·) ∼ GP(mφ(·), kθ(·, ·)) , (1)
where the mean and kernel functions are parameterized by sets of parameters φ and θ respectively.
These parameters can now be optimized on the meta-task set, that is, φ∗ = arg minφ Lφ (M;φ) and
θ∗ = arg minθ Lθ (M; θ) with a suitable loss function Lψ for parameters ψ ⊂ {φ, θ}. This approach
can be seen as gaining knowledge from solving the meta-tasksM and using the parameters φ and θ
to encode the thus acquired meta-knowledge into the GP prior for the task on D˜.
In GP regression, the loss function is often chosen to be the negative log marginal likelihood (LML)
[33]. The LML on a meta-task can be computed as
Lψ(Di;ψ) = − log p(yi|xi;ψ)
= − log
∫
p(yi|fi,xi) p(fi|xi;ψ) dfi , (2)
where all learnable parameters of the GP prior (i.e., the mean parameters, kernel parameters, or
both) are denoted as ψ and fi is a vector of the function values of the latent function fi(·) evaluated
at the points xi.
Given this loss function over a single meta-task, we define the loss over all meta-tasks as a sum
over their individual losses, that is,
Lψ (M;ψ) :=
m∑
i=1
Lψ (Di;ψ) . (3)
This loss can then be optimized using any general-purpose optimization method. In this work,
we use Stochastic Gradient Descent (SGD) (Alg. 1).
Algorithm 1 Algorithm to optimize the GP prior parameters ψ on the set of meta-tasksM using
SGD.
Require: set of meta-tasksM = {Di}mi=1, learning rate η
while not converged do
for all Di ∈M do
Compute Lψ(Di;ψ) = − log p(yi|xi;ψ)
Update ψ ← ψ − η∇ψLψ(Di;ψ)
end for
end while
Once the parameters of the GP prior are optimized, we can use the prior to fit a GP to D˜train and
predict on D˜test. If we evaluate the predictive posterior of the GP on the test points, it yields [33]
p
(
f˜∗|y˜, x˜, x˜∗
)
= N (m∗,K∗) (4)
with
m∗ = mφ(x˜∗) +K∗xθ
(
Kxxθ + σ
2I
)−1
(y˜ −mφ(x˜))
K∗ = K∗∗θ −K∗xθ
(
Kxxθ + σ
2I
)−1
Kx∗θ
where Kx∗θ = K
∗x>
θ denotes the kernel matrix (also known as the Gram matrix) with (K
x∗
θ )ij =
kθ(x˜i, x˜
∗
j ) and similarly for Kxxθ and K
∗∗
θ .
3 Learning deep mean functions for meta-learning GPs
In this section, we are going to lay out the main theoretical arguments for our approach. Firstly,
we are going to present an analytical treatment of mean function and kernel function learning in a
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meta-learning setting and show why mean function learning can be superior under certain conditions.
Secondly, we are going to give an intuition for why overfitting can be a risk in conventional mean
function learning, but not in a meta-learning setting. Thirdly, we are going to argue why deep
neural networks form a function class that is well suited for the use as a GP mean function in
our meta-learning framework. Lastly, we are going to highlight connections between our proposed
approach and the popular model-agnostic meta-learning framework.
3.1 Mean functions can be superior to kernel functions
While learning kernel functions for GPs is a popular area of research, it entails a number of challenges.
The most fundamental challenge is that the kernel function has to be positive definite in order to
define an inner product in a suitable Hilbert space [26]. To ensure this property, many approaches
resort to learning an explicit feature mapping into such a Hilbert space, or respectively into a feature
space onto which a conventional kernel function (e.g., RBF kernel) is then applied [41]. This strategy
guarantees the correctness of the method, but it also sacrifices some of the computational benefits of
the original kernel trick [20]. GP mean functions, in contrast, do not suffer from any such constraints
and can therefore be learned more freely without taking any special precautions.
The question remains whether we can incorporate more prior knowledge into the mean function
parameters φ or into the kernel function parameters θ, that is, whether we should rather learn the
mean or the kernel function. Given that many approaches in the literature resort to using a zero mean
function and only adjust the kernel, they seem to be implicitly making the following assumption.
Proposition 1. Given a parameterized Gaussian Process prior GP(mφ(·), kθ(·, ·)), all the available
prior knowledge can be effectively incorporated into the kernel parameters θ when a naïve mean
function (i.e., mφ(·) = 0) is used, such that complete prior knowledge yields an optimal predictive
performance.
Based on (4), it is easy to see that this assumption does not always hold. One can for instance
construct a counter-example by having a function that takes zero values in certain parts of the
domain and nonzero values in other parts. If this function is known a priori, it can be used as a
mean function for the GP prior, leading to an optimal posterior fit. In contrast to that, there is no
kernel that can guarantee an optimal fit if a zero mean function is used. The analytical details for
this counter-example are deferred to the appendix (Sec. A).
Given these insights and the fact that learning mean functions poses a less constrained problem
than kernel learning, we propose that mean functions might be a better choice than kernels for
meta-learning in GPs under certain conditions. We will empirically validate this hypothesis in the
experimental section (Sec. 4).
3.2 On the risk of overfitting in GP prior learning
Optimizing hyperparameters in machine learning models always brings about a certain risk of
overfitting. The extent of this risk depends on the data set on which different hyperparameters are
optimized, on the objective function, and on the procedure that is used to optimize this function.
One of the most principled ways of choosing the hyperparameters ψ of the GP prior is Bayesian
model selection [33]. Bayesian model selection chooses the hyperparameters according to their
posterior probabilities given the data. These probabilities can be computed as
p(ψ|y,x) = p(y|x, ψ) p(ψ)
p(y|x) , (5)
where the denominator is given by
p(y|x) =
∫
p(y|x, ψ) p(ψ) dψ . (6)
Instead of this maximum a posteriori (MAP) inference over ψ, practitioners often resort to a
maximum likelihood estimate (MLE) for reasons of tractability, by optimizing the likelihood term
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in the numerator of (5) with respect to ψ. Note that the negative logarithm of this term is exactly
the LML from (2). Since this approach uses an MLE method to optimize the hyperparameters
instead of the parameters of the model, it is sometimes called type II maximum likelihood (ML-II)
approximation [33].
For the GP model from (4), the LML can be computed in closed form [33] as
logp(y˜|x˜, ψ) =
− 1
2
(y˜ −mφ(x˜))>
(
Kxxθ + σ
2I
)−1
(y˜ −mφ(x˜))
− 1
2
log |Kxxθ + σ2I|
− n
2
log 2pi ,
(7)
with hyperparameters ψ := (φ, θ) and where |M | denotes the determinant of matrix M .
It is evident that this LML naturally decomposes into three terms. The first term depends on the
kernel parameters, the mean function parameters, and the data. It can be seen as measuring the
goodness-of-fit of the model to the data. The second term only depends on the kernel parameters
and can be seen as a complexity penalty. The third term normalizes the likelihood and is constant
with respect to the data and the parameters.
Notice that this objective function contains an automatic tradeoff between data-fit and model
complexity when it comes to the kernel parameters, but it does not contain any complexity penalty
on the mean function parameters. Optimizing the mean function parameters w.r.t. the LML directly
on the training data can therefore lead to overfitting (as we will also see empirically in Sec. 4). This
might be one of the reasons why mean function learning has not been very popular in the field so far.
Moreover, it has been noted that even for the kernel parameters, the penalty term might sometimes
not be strong enough to consistently avoid overfitting [33], even though this effect can be additionally
combated with regularization [8, 27].
In this work, we consider a meta-learning setting and hence refrain entirely from optimizing any
parameters using the LML on the target training data D˜train. Instead, we only optimize the GP
prior’s parameters on the meta-tasksM. Thus, there is no way for the training data of the target
task to inform the GP prior and therefore no possibility of overfitting to the training data. Due to
the reduced risk of overfitting, mean function learning seems applicable in this setting.
3.3 Deep mean functions for GPs
Given the insight that meta-learning the GP’s mean function might help us in solving our target
task, we are still faced with the problem of choosing a suitable parameterization, that is, a suitable
function class for the mean function. Since we expect to have a reasonably large amount of data
from the meta-tasks (ntrain  n˜, see Sec. 2), we want to choose a function class that can scale easily
to such amounts of data and that is flexible enough to incorporate the meta-knowledge. A class of
parametric functions that exhibit these two properties are deep neural networks [17, 24, 34].
As an illustrative example, let us assume that we want to parameterize the mean function as a
feed-forward neural network with two hidden layers. The mean value at a point xˆ will then be given
by
mφ(xˆ) = W3σ(W2σ(W1xˆ+ b1) + b2) + b3 , (8)
where the Wi’s are the weight matrices of the layers, the bi’s are their biases, and σ(·) is a nonlinear
activation function (e.g., sigmoid or ReLU). For our notation, we would then consume all the trainable
parameters into the vector φ, that is, φ = (Wi, bi)3i=1.
Given this functional form, we can train the mean function according to Section 2. We compute
the gradients of the LML with respect to φ using backpropagation, as implemented in various deep
learning frameworks (in our experiments, we use TensorFlow [1] and PyTorch [29]).
It has been shown that using deep neural networks as kernel functions for GPs yields neural
networks with nonparametric (or equivalently, “infinitely wide”) final layers [41]. Similarly, using
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<latexit sha1_base64="TF4YOH2Mx991aXv/qPHmNHmykRc=">AAAGYnicjZT NbtpAEMcntKEp/Qg0x+aAiir1kCCwQ8Ix6vehldKqJJFCimyzgIW/ZJs0KeLSl+gr9Nq+Te99jB76n7ETEVIDtpaZnZ39zeyMWTNw7Ciu1X6v5G7dXs3fWbtbuHf/w cP1YunRYeSPQku1LN/xw2PTiJRje6oV27GjjoNQGa7pqCNz+ILXj85UGNm+9ym+CNSpa/Q9u2dbRgxTp7jZFsY4COJt0xmpybgdD1RsfNY6tUmnWKlVa/KUbyr1VK lQ+hz4pdx3alOXfLJoRC4p8iiG7pBBEd4TqlONAthOaQxbCM2WdUUTKmDvCF4KHgasQ/z2MTtJrR7mzIxkt4UoDkaInWV6ivFaiCa8OaqCHkH+xfgqtn5mhLGQOcML SFOICfM9VmIawGfRXjf1nCy9k88VU4+ach4bGQZi4ZNaV5yXWAlhG8pKmV6JZx8MU+ZnqIEH2UIGXOdLQlnO3IU0RCqheCnRAC+E5PpzPtmnM8H3JTpHjOb0aYzfEH qAU3NXz8V3Ud24Rm5K9WD/klbNl3xd+Dkiub4TzN5NzebRz699IYknV6En9VNTqxzBxq4BIm/jjA6ISmJ9pDf0XLQ67eLdIg3fbyI12kuzzqJ25XscZjJ1ULcwmMm yCTmfOJ1nX+rDHZ3NdA+kJENduDrmy2aaRW2kue5Krjt4l8+Uid0ZnnZFbICVSH3pLP9P5I7wuZP+NBd2PZCbKLs7GjgNofGttag3l7TsCjKpKTnqmEl2uGHrs/fpT eVQq9b1qvZhp7KvpXftGj2mJ/RMur1Pb+kA/3+LvtEP+km/Vv/kC/lSfiNxza2kezbo2pPf/Adb1TeD</latexit>
✓ˆ20
<latexit sha1_base64="CkpmF+5G/Jmr6WjvEbeqaS8fy/o=">AAAGaHicjZT NbtNAEMengYZSPprCASEuUSIkDm3k2E2bY8X3AaSCSFupKZXtbBIr/pK9KS2W77wBb8EVXoVX4Bk48N+xW6UpTmJrM7Ozs7+ZnXHWCl0nlpr2e6l04+Zy+dbK7dU7d +/dX6usP9iPg3Fki44duEF0aJmxcB1fdKQjXXEYRsL0LFccWKMXav3gVESxE/if5Hkojj1z4Dt9xzYlTCeVWpcZSRjKTcsdizTpDk2ZdOVQSDP9rJ9o6UmlrjU0fq rXlWau1Cl/9oL10nfqUo8CsmlMHgnySUJ3yaQY7xE1SaMQtmNKYIugObwuKKVV7B3DS8DDhHWE3wFmR7nVx1wxY95tI4qLEWFnlZ5ivGaiBW8VVUCPIf9ifGXboDBC wmSV4TmkxcSM+R4rkobwmbfXyz3ThXeqc0nqU5vP4yDDkC3qpPYl5yVWIthGvFKlV+w5AMPi+Slq4EN2kIGq8wWhymfuQZosBVP8nGiCF0Gq+qt8ik9ngR9wdBUxnt GnBL8R9BCnVl09Y995dVM18nKqD/uXvGoB5+vBz2Wp6pti9m5iNot+duULyTxVFfpcPzGxqiI42DVE5E2c0QVRcKyP9Iaes9akbbwbpOP7zaROO3nWRdQef4+jQqY B6gaGYirZhpxNnMxzwPVRHZ3OdAekLEODuQbmi2ZaRG3luW5zrlt4F89UEXtTPP2S2AIrk8bCWf6fqDqizp31pz236yHfRMXd0cFpMU3dWvN6c0ErrqAitTlHAzPOD jdsc/o+va7s642m0dA/bNV39fyuXaEnVKNn3O1dekt7+P/b9I1+0E/6tfynXCk/Kj/OXEtL+Z6HdOUp1/4BuRM6UA==</latexit>
✓ˆ21<latexit sha1_base64="UZPwZd9l9oFG01bqyO/+8bm7MJw=">AAAGaHicjZT NbtNAEMengYZSPprCASEuUSIkDm0U202bY8X3AaSCSFupKZXtbBIr/pK9KS2W77wBb8EVXoVX4Bk48N+xW6UpTmJrM7Ozs7+ZnXHWCl0nls3m76XSjZvL5Vsrt1fv3 L13f62y/mA/DsaRLTp24AbRoWXGwnV80ZGOdMVhGAnTs1xxYI1eqPWDUxHFTuB/kuehOPbMge/0HduUMJ1Ual1mJGEoNy13LNKkOzRl0pVDIc30s36ipSeVerPR5K d6XdFypU75sxesl75Tl3oUkE1j8kiQTxK6SybFeI9IoyaFsB1TAlsEzeF1QSmtYu8YXgIeJqwj/A4wO8qtPuaKGfNuG1FcjAg7q/QU4zUTLXirqAJ6DPkX4yvbBoUR EiarDM8hLSZmzPdYkTSEz7y9Xu6ZLrxTnUtSn9p8HgcZhmxRJ7UvOS+xEsE24pUqvWLPARgWz09RAx+ygwxUnS8IVT5zD9JkKZji50QTvAhS1V/lU3w6C/yAo6uI8Y w+JfiNoIc4terqGfvOq5uqkZdTfdi/5FULOF8Pfi5LVd8Us3cTs1n0sytfSOapqtDn+omJVRXBwa4hIm/ijC6IgmN9pDf0nDWNtvFukI7vN5M67eRZF1F7/D2OCpk GqBsYiqlkG3I2cTLPAddHdXQ60x2QsgwN5hqYL5ppEbWV57rNuW7hXTxTRexN8fRLYgusTBoLZ/l/ouqIOnfWn/bcrod8ExV3RwenxTR1a83rzQWtuIKK1OYcDcw4O 9yw2vR9el3Z1xua0dA/bNV39fyuXaEnVKNn3O1dekt7+P/b9I1+0E/6tfynXCk/Kj/OXEtL+Z6HdOUp1/4BvvU6UQ==</latexit>
✓ˆ22<latexit sha1_base64="hpGcav8IfcMzvr0YXWVWveFfYUk=">AAAGaHicjZT NbtNAEMenKQ2lfDSlB4S4RImQOLRRYjdtjhXfB5AKIm2lpkS2s0ms+Ev2prRYvvMGvAVXeBVegWfgwH/HbpWmOImtzczOzv5mdsZZM3DsSNbrv5cKy7dWirdX76zdv Xf/wXpp4+Fh5I9DS7Qt3/HDY9OIhGN7oi1t6YjjIBSGazriyBy9UOtHZyKMbN/7JC8CceoaA8/u25YhYeqWKh1mxEEgt01nLJK4MzRk3JFDIY3ks9bVkm6pWq/V+S nfVBqZUqXsOfA3Ct+pQz3yyaIxuSTIIwndIYMivCfUoDoFsJ1SDFsIzeZ1QQmtYe8YXgIeBqwj/A4wO8msHuaKGfFuC1EcjBA7y/QU4zUTTXirqAJ6BPkX4yvbBrkR YiarDC8gTSamzPdYkTSEz7y9buaZLLxTnUtSn1p8HhsZBmxRJ7WuOC+xEsI24pUyvWLPARgmz89QAw+yjQxUnS8JZT5zD9JgKZjiZUQDvBBS1V/lk386E3yfo6uI0Y w+xfgNoQc4terqOfvOq5uqkZtRPdi/ZFXzOV8Xfg5LVd8Es3cTs1n082tfSOqpqtDn+omJVRXBxq4hIm/jjA6IgmN9pDf0nLUG7eLdIg3fbyo12suyzqP2+Hsc5TJ 1ULcwFFPJFuRs4mSeA66P6uh0pnsgpRnqzNUxXzTTPGozy3WXc93Bu3imitib4mlXxCZYqdQXzvL/RNURde60P625XQ/4JsrvjgZOk2nq1prXm0tafgUVqcU56phxd rhhG9P36U3lUKs19Jr2Yae6r2V37So9oQo9427v01s6wP/fom/0g37Sr5U/xVLxUfFx6lpYyvZs0rWnWPkHxNc6Ug==</latexit>
✓ˆ23
<latexit sha1_base64="DmMt8t0c8Hgdb9qDe69SOVbsCdY=">AAAGaHicjZT NbtNAEMenKQ2lfDSlB4S4RImQOLRRYjdtjhXfB5AKIm2lpkS2s0ms+Ev2prRYvvMGvAVXeBVegWfgwH/HbpWmOImtzczOzv5mdsZZM3DsSNbrv5cKy7dWirdX76zdv Xf/wXpp4+Fh5I9DS7Qt3/HDY9OIhGN7oi1t6YjjIBSGazriyBy9UOtHZyKMbN/7JC8CceoaA8/u25YhYeqWKh1mxEEgt01nLJK4MzRk3JFDIY3ks9bVk26pWq/V+S nfVBqZUqXsOfA3Ct+pQz3yyaIxuSTIIwndIYMivCfUoDoFsJ1SDFsIzeZ1QQmtYe8YXgIeBqwj/A4wO8msHuaKGfFuC1EcjBA7y/QU4zUTTXirqAJ6BPkX4yvbBrkR YiarDC8gTSamzPdYkTSEz7y9buaZLLxTnUtSn1p8HhsZBmxRJ7WuOC+xEsI24pUyvWLPARgmz89QAw+yjQxUnS8JZT5zD9JgKZjiZUQDvBBS1V/lk386E3yfo6uI0Y w+xfgNoQc4terqOfvOq5uqkZtRPdi/ZFXzOV8Xfg5LVd8Es3cTs1n082tfSOqpqtDn+omJVRXBxq4hIm/jjA6IgmN9pDf0nLUG7eLdIg3fbyo12suyzqP2+Hsc5TJ 1ULcwFFPJFuRs4mSeA66P6uh0pnsgpRnqzNUxXzTTPGozy3WXc93Bu3imitib4mlXxCZYqdQXzvL/RNURde60P625XQ/4JsrvjgZOk2nq1prXm0tafgUVqcU56phxd rhhG9P36U3lUKs19Jr2Yae6r2V37So9oQo9427v01s6wP/fom/0g37Sr5U/xVLxUfFx6lpYyvZs0rWnWPkHyrk6Uw==</latexit>
fˆ0
<latexit sha1_base64="1ZAoC6rs++QMwQxp036qQ0tlpIc=">AAAGYnicjZR Lb9NAEMengYYSXgk90kNEhMShjRy7aXOsyvMAUkGkrdRUke1sHCt+yXb6wPKFL8FX4ArfhjsfgwP/HbtVmuIktjYzOzv7m9kZZ43AsaNYUX6vlO7cXS3fW7tfefDw0 eMn1drTw8ifhKbomr7jh8eGHgnH9kQ3tmNHHAeh0F3DEUfG+JVcPzoTYWT73pf4MhCnrm559tA29RimfnWjx4wkCOItKxTCS5PeSI+TYdpX0n61oTQVfuq3lVauNC h/Dvxa6Tv1aEA+mTQhlwR5FEN3SKcI7wm1SKEAtlNKYAuh2bwuKKUK9k7gJeChwzrGr4XZSW71MJfMiHebiOJghNhZpxcYb5lowFtGFdAjyL8YX9lmFUZImCwzvIQ0 mJgxP2IlphF8Fu11c8906Z3yXDENqcPnsZFhwBZ5UvOa8xorIWxjXqnTG/a0wDB4foYaeJBdZCDrfEWo85kHkDpLwRQvJ+rghZCy/jKf4tMZ4PscXUaM5vQpwW8IPc CpZVcv2HdR3WSN3JzqwX6eV83nfF34OSxlfVPMPkzN5tEvbnwhmaeswpDrJ6ZWZQQbu0aIvIUzOiAKjvWZ3tE+ay3awbtJKr7fTKq0m2ddRB3w9zguZGqgbmJIppQ dyPnE6Twtro/s6GymuyBlGWrM1TBfNtMiajvPdYdz3ca7fKaSOJjhqdfENliZ1JbO8v9E2RF57qw/nYVdD/gmKu6OCk6bafLWWtSbK1pxBSWpwzlqmHF2uGFbs/fpb eVQbba0pvppu7Gn5nftGj2j5/SSu71H7+kA/3+TvtEP+km/Vv+UK+VaeT1zLa3ke9bpxlPe+AeFgjfh</latexit>
fˆ1
<latexit sha1_base64="/WzpfxKQLpZXvnUsDNVXxHaU1xc=">AAAGYnicjZR Lb9NAEMengYYSXgk90kNEhMShjWK7aXOsyvMAUkGkrdRUke1sHCt+yXb6wPKFL8FX4ArfhjsfgwP/HbtVmuIktjYzOzv7m9kZZ43AsaO41fq9Urpzd7V8b+1+5cHDR 4+fVGtPDyN/Epqia/qOHx4beiQc2xPd2I4dcRyEQncNRxwZ41dy/ehMhJHte1/iy0Ccurrl2UPb1GOY+tWNHjOSIIi3rFAIL016Iz1OhmlfSfvVRqvZ4qd+W1FypU H5c+DXSt+pRwPyyaQJuSTIoxi6QzpFeE9IoRYFsJ1SAlsIzeZ1QSlVsHcCLwEPHdYxfi3MTnKrh7lkRrzbRBQHI8TOOr3AeMtEA94yqoAeQf7F+Mo2qzBCwmSZ4SWk wcSM+RErMY3gs2ivm3umS++U54ppSB0+j40MA7bIk5rXnNdYCWEb80qd3rCnBYbB8zPUwIPsIgNZ5ytCnc88gNRZCqZ4OVEHL4SU9Zf5FJ/OAN/n6DJiNKdPCX5D6A FOLbt6wb6L6iZr5OZUD/bzvGo+5+vCz2Ep65ti9mFqNo9+ceMLyTxlFYZcPzG1KiPY2DVC5C2c0QFRcKzP9I72WVNoB+8mqfh+M6nSbp51EXXA3+O4kKmBuokhmVJ 2IOcTp/O0uD6yo7OZ7oKUZagxV8N82UyLqO081x3OdRvv8plK4mCGp14T22BlUls6y/8TZUfkubP+dBZ2PeCbqLg7Kjhtpslba1FvrmjFFZSkDueoYcbZ4YZVZu/T2 8qh2lS0pvppu7Gn5nftGj2j5/SSu71H7+kA/3+TvtEP+km/Vv+UK+VaeT1zLa3ke9bpxlPe+AeLZDfi</latexit>
fˆ2
<latexit sha1_base64="dti/Rlmung/MffSy8xjPQqGI73c=">AAAGYnicjZT NbtNAEMengYYSvhJ6pIeICIlDGyV20+ZY8X0AqSDSVmqqynY2jhV/yXZKi+ULL8ErcIW34c5jcOC/422VpjiJrc3Mzs7+ZnbGWTN0nThptX6vlG7dXi3fWbtbuXf/w cNH1drjgziYRJboWYEbREemEQvX8UUvcRJXHIWRMDzTFYfm+KVcPzwTUewE/ufkIhQnnmH7ztCxjASm0+pGnxlpGCZbdiSEn6X9kZGkw+xUy06rjVazxU/9ptJWSo PUsx/USt+pTwMKyKIJeSTIpwS6SwbFeI+pTS0KYTuhFLYImsPrgjKqYO8EXgIeBqxj/NqYHSurj7lkxrzbQhQXI8LOOj3DeMNEE94yqoAeQ/7F+Mo2uzBCymSZ4QWk ycSc+QErCY3gs2ivpzyzpXfKcyU0pC6fx0GGIVvkSa0rziusRLCNeaVOr9nTBsPk+Rlq4EP2kIGs8yWhzmceQBosBVN8RTTAiyBl/WU+xaczwQ84uowYz+lTit8Ieo hTy66es++iuskaeYrqw/5FVS3gfD34uSxlfTPM3k/N5tHPr30huaeswpDrJ6ZWZQQHu0aIvIUzuiAKjvWJ3tIL1tq0g3eTNHy/udRoV2VdRB3w9zguZOqgbmJIppR dyPnE6Txtro/s6GymuyDlGerM1TFfNtMiakflusO5buNdPlNJHMzwtCtiB6xc6ktn+X+i7Ig8d96f7sKuh3wTFXdHA6fDNHlrLerNJa24gpLU5Rx1zDg73LDt2fv0p nKgNdt6U/u43djT1F27Rk/oKT3nbu/RO9rH/9+ib/SDftKv1T/lSrlWXs9dSytqzzpde8ob/wCRRjfj</latexit>
fˆ3
<latexit sha1_base64="WOh3iNekh14y+jwjHUQ7ZL0zs0w=">AAAGYnicjZT NbtNAEMengYYSvhJ6pIeICIlDGyV20+ZY8X0AqSDSVmqqynY2jhV/yXZKi+ULL8ErcIW34c5jcOC/422VpjiJrc3Mzs7+ZnbGWTN0nThptX6vlG7dXi3fWbtbuXf/w cNH1drjgziYRJboWYEbREemEQvX8UUvcRJXHIWRMDzTFYfm+KVcPzwTUewE/ufkIhQnnmH7ztCxjASm0+pGnxlpGCZbdiSEn6X9kZGkw+xUz06rjVazxU/9ptJWSo PUsx/USt+pTwMKyKIJeSTIpwS6SwbFeI+pTS0KYTuhFLYImsPrgjKqYO8EXgIeBqxj/NqYHSurj7lkxrzbQhQXI8LOOj3DeMNEE94yqoAeQ/7F+Mo2uzBCymSZ4QWk ycSc+QErCY3gs2ivpzyzpXfKcyU0pC6fx0GGIVvkSa0rziusRLCNeaVOr9nTBsPk+Rlq4EP2kIGs8yWhzmceQBosBVN8RTTAiyBl/WU+xaczwQ84uowYz+lTit8Ieo hTy66es++iuskaeYrqw/5FVS3gfD34uSxlfTPM3k/N5tHPr30huaeswpDrJ6ZWZQQHu0aIvIUzuiAKjvWJ3tIL1tq0g3eTNHy/udRoV2VdRB3w9zguZOqgbmJIppR dyPnE6Txtro/s6GymuyDlGerM1TFfNtMiakflusO5buNdPlNJHMzwtCtiB6xc6ktn+X+i7Ig8d96f7sKuh3wTFXdHA6fDNHlrLerNJa24gpLU5Rx1zDg73LDt2fv0p nKgNdt6U/u43djT1F27Rk/oKT3nbu/RO9rH/9+ib/SDftKv1T/lSrlWXs9dSytqzzpde8ob/wCXKDfk</latexit>
f0
<latexit sha1_base64="h25L4jr/Jy7MThV+Uofztk2PuOg=">AAAGXHicjZT NTttAEMeHFFIKpQ2txKWXqFGlHiBybAI5on4fWolWDSABimxnY6z4S7ZDoWmeo/de2xfqpU/SQ/8zNiiEOomtzczOzv5mdsZZK/LcJNW03wulO4tL5bvL91ZW7689e FhZf3SQhIPYVm079ML4yDIT5bmBaqdu6qmjKFamb3nq0Oq/5PXDcxUnbhh8Ti8jdeqbTuD2XNtMYepUNk6EMYyidMuJlQpGw15HG3UqNa2uyVO9rTRypUb5sx+ul7 7TCXUpJJsG5JOigFLoHpmU4D2mBmkUwXZKQ9hiaK6sKxrRCvYO4KXgYcLax6+D2XFuDTBnZiK7bUTxMGLsrNIzjDdCtODNURX0BPIvxlexOYURhkLmDC8hLSFmzA9Y SekMPrP2+rnnaO6dfK6UetSS87jIMBILn9S+5rzCSgxbX1aq9Fo8HTAsmZ+jBgFkGxlwna8IVTlzF9IUqYQS5EQTvBiS68/5FJ/OAj+U6BwxmdKnIX5j6BFOzV29EN 9ZdeMa+Tk1gP1LXrVQ8vXh54nk+o4wez82m0a/uPGFZJ5chZ7UT42tcgQXu84QeQtn9EBUEusTvaUXojVoB+8m6fh+M6nTbp51EbUr32O/kGmAuonBTJYtyOnE8Tw dqQ93dDLTXZCyDA3hGpjPm2kRtZnnuiO5buOdP1Mmdid4+jWxCVYmjbmz/D+RO8LnzvrTmtn1SG6i4u7o4DSFxrfWrN5c0YoryKSW5GhgJtnhhm1M3qe3lQO93jDq+ sft2p6e37XL9ISe0nPp9h69o338/236Rj/oJ/1a+lNeLK+W1zLX0kK+5zHdeMob/wA3qDUU</latexit>
F
<latexit sha1_base64="dnkvIr3E+p6hWZGzu5eEeYp+Guk=">AAAGZHicjZT NbtNAEMengYZSCk2pOCFVEREShzZK7KbNseKjcACpINJWaqrKdjaOFX/JdkqL5RvvwDtwhZfhBXgKDvx3vK3SFCextZnZ2dnfzM44a4auEyeNxu+F0p27i+V7S/eXH 6w8fLRaWXt8GAejyBIdK3CD6Ng0YuE6vugkTuKK4zAShme64sgcvpLrR+ciip3A/5xchuLUM2zf6TuWkcB0VtnoMiMNw2TLjoTws7TrGcnAMtx0P8vOKrVGvcFP9b bSVEqN1HMQrJW+U5d6FJBFI/JIkE8JdJcMivGeUJMaFMJ2SilsETSH1wVltIy9I3gJeBiwDvFrY3airD7mkhnzbgtRXIwIO6v0HGOfiSa8ZVQBPYb8i/GVbXZhhJTJ MsNLSJOJOfMDVhIawGfWXk95ZnPvlOdKqE9tPo+DDEO2yJNa15zXWIlgG/JKld6wpw2GyfNz1MCH7CADWecrQpXP3IM0WAqm+IpogBdByvrLfIpPZ4IfcHQZMZ7Spx S/EfQQp5ZdvWDfWXWTNfIU1Yf9i6pawPl68HNZyvpmmL0fm02jX9z4QnJPWYU+10+MrcoIDnYNEHkLZ3RBFBzrE72ll6w1aQfvJmn4fnOp0a7Kuoja4+9xWMjUQd3 EkEwp25DTieN52lwf2dHJTHdByjPUmatjPm+mRdSWynWHc93GO3+mktib4GnXxBZYudTnzvL/RNkRee68P+2ZXQ/5JirujgZOi2ny1prVmytacQUlqc056phxdrhhm 5P36W3lUKs39br2cbu211Z37RI9pWf0gru9R+/oAP9/i77RD/pJvxb/lFfK6+UnuWtpQe1ZpxtPeeMfaT846Q==</latexit>
⇥1
<latexit sha1_base64="+bBH0QTUwV xqfwTJx3gogGuZnSY=">AAAGYHicjZTNbtpAEMcntCE0/Qi0t/SCiir1kCBsQsI x6vehldIqJJFChGyzgIW/ZJs0KULqW/QNem1fp9c+Rw/9z9iJCKkBW8vMzs7+Z nbGrBk4dhTXar9XcnfurubXCvfW7z94+GijWHp8FPmj0FIty3f88MQ0IuXYnmrF duyokyBUhms66tgcvuL143MVRrbvHcaXgTpzjb5n92zLiGHqFDfbwhgHQbxtOiM 1GbcPByo2OtqkU6zUqjV5yrcVLVUqlD4Hfin3ndrUJZ8sGpFLijyKoTtkUIT3lD SqUQDbGY1hC6HZsq5oQuvYO4KXgocB6xC/fcxOU6uHOTMj2W0hioMRYmeZnmO8F aIJb46qoEeQfzG+iq2fGWEsZM7wEtIUYsL8iJWYBvBZtNdNPSdL7+RzxdSjppz HRoaBWPik1jXnNVZC2IayUqY34tkHw5T5OWrgQbaQAdf5ilCWM3chDZFKKF5KNM ALIbn+nE/26UzwfYnOEaM5fRrjN4Qe4NTc1QvxXVQ3rpGbUj3Yv6RV8yVfF36OS K7vBLMPU7N59IsbX0jiyVXoSf3U1CpHsLFrgMjbOKMDopJYn+kdvRRNo128W6Tj +02kTntp1lnUrnyPw0xmHdQtDGaybELOJ07n2Zf6cEdnM90DKcmwLtw65stmmkV tpLnuSq47eJfPlIndGZ5+TWyAlcj60ln+n8gd4XMn/Wku7HogN1F2d3RwGkLjW 2tRb65o2RVkUlNyrGMm2eGG1Wbv09vKkV7V6lX9005lv5netQV6Ss/ohXR7n97T Af7/Fn2jH/STfq3+yRfyG/lS4ppbSfc8oRtPfvMf72Q2xg==</latexit>
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Figure 2: Sketch of the mechanism of MAML [11] in two different parameterizations of the learning
model and of our mean function learning approach cast as functional MAML, acting directly in the
function space F instead of the parameter spaces Θi.
deep mean functions amounts to fitting a neural network to the data and then modeling the residuals
of the fit with a GP [21]. It thus offers a natural way to combine the predictive power of neural
networks with the calibrated uncertainties of GPs and can therefore be seen as a form of Bayesian
Deep Learning [13].
3.4 Connections to model-agnostic meta-learning
One popular framework for meta-learning, especially with neural networks, is model-agnostic meta-
learning [11]. The general idea of this method is to find the best initial parameters θˆ0 ∈ Θ for the
target model, such that the required learning updates to get from θˆ0 to the optimal parameters θˆi
for each meta-task Di are minimized.
An issue with this framework is the fact that the parameterization of the models is arbitrary.
One can for instance choose two different parameterizations of the model with parameter spaces
Θ1 and Θ2, leading to different optimal parameters {θˆ1i ∈ Θ1} and {θˆ2i ∈ Θ2}. A priori, it is not
clear which one of these parameterizations (or of all the other possible parameterizations) will yield
a better meta-learning performance.
In contrast to this, our proposed mean function learning framework acts directly in the function
space F and tries to find the best mean function fˆ0 that requires the least number of observations to fit
the respective posterior means fˆi of the meta-tasks well. It is thus independent of the parameterization
of the functions and optimizes the prior directly with respect to the geometry of the associated
function space, which can be argued to be more efficient than any arbitrary parameter space [2].
Given this perspective, our approach can be seen as a functional MAML (Fig. 2).
4 Experiments
In order to assess the performance of mean function learning and compare it to kernel learning, we
performed experiments on synthetic data, on MNIST handwritten digits [23], and on a challenging
real-world medical data set from the 2012 Physionet Challenge [35]. We found strong qualitative
and quantitative evidence that mean function learning (on its own and in combination with kernel
learning) can outperform kernel learning alone in a wide range of meta-learning scenarios. In the
following, we present the main results, while experimental details are deferred to the appendix
(Sec. B).
Baselines Throughout the experiments, we mainly compare four different approaches: (a) a naïve
GP prior (zero mean and RBF kernel); (b) deep kernel learning [41] with a zero mean function; (c) a
learned deep mean function (our proposed model) with an RBF kernel; and (d) a learned deep mean
function with a learned deep kernel. The neural networks used for the learned mean functions and
the learned kernels share the exact same architecture, except for the last layer (which is of size 1 for
the mean function and of size 2 for the kernel). Note that we aim to purely compare the benefits of
learning kernels and mean functions in general here and not to achieve the maximum performance
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Figure 3: Reconstructions of Heaviside step functions (a) and of MNIST test digits (b) using the
different methods and different numbers of training points k.
on the chosen tasks. We hence refrain from combining these approaches with more sophisticated
models and leave this to future work.
Performance measures. In our experiments, we assess the performance of the models on the
target tasks with two different measures: the test mean squared error (MSE) and the test data log
likelihood (often just denoted as likelihood). Note that the likelihood depends on the whole predictive
posterior, while the MSE only depends on its mean. Since the mean function of the GP only affects
the posterior by shifting its mean, it can be hypothesized that learning a good mean function for
the GP will affect the MSE more strongly than the likelihood. Similarly, since the kernel function
parameterizes the covariance of the process, it could be expected to affect the likelihood more strongly
than the MSE. When interpreting the results of our experiments, one should therefore keep in mind
that the MSE slightly favors GPs with a good mean function, while the likelihood slightly favors
good kernel functions.
However, the decision which one of the two measures is more important depends on the intended use
of the GP in the target task. If the GP is used to predict values at test points from its predictive
posterior mean, the MSE is the more relevant measure. If it is instead used to draw multiple samples
from the whole posterior or to estimate the probability of different outcomes, the likelihood is more
relevant. We do not make any limiting assumptions on the use cases in this work and the ultimate
decision for a measure (and therefore potentially a preferred model) is hence left to the practitioner.
Step function regression. To assess the performance of the mean function learning approach on
a traditionally more challenging problem for GPs and compare it to kernel learning, we chose the
task of step function regression. Step functions are hard to fit for GPs due to their discontinuity [33].
We hypothesize that this discontinuity can be modeled more easily by a mean function than by a
kernel function, since the kernel function always interpolates between neighboring points to some
extent and therefore implicitly assumes continuity.
The respective performances of the methods in terms of likelihood and MSE are reported in Table 1
and some example regression outputs on the standard Heaviside step function for the different models
and numbers of training points are depicted in Figure 3a. It can be seen that in the low-data regime,
mean function learning outperforms kernel learning in terms of MSE, while kernel learning yields a
better likelihood. However, the gap between mean function learning and kernel learning in terms of
MSE narrows with an increasing number of training points, following our intuition that the prior
becomes less important with increasing amounts of data.
It can also be seen that learning both the mean and the kernel function consistently performs best
in all data regimes. Especially in the low-data regime, we can see that this approach combines the
high likelihood of the kernel learning with the low MSE of the mean function learning. It stands to
question, however, whether this effect is due to the relative simplicity of the task or whether it also
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Table 1: Performance comparison of GPs with a zero mean function and RBF kernel (vanilla), a
learned mean function and RBF kernel (learned mean), a zero mean and learned kernel function
(learned kernel) and a learned mean and learned kernel function (learned both) on step function
regression for different numbers of training points. The performance is measured in terms of likelihood
and mean squared error. The values are means and their standard errors of 1000 randomly sampled
step functions and sets of training points. Learning both the mean function and the kernel function
consistently outperforms the other methods.
n˜ = 1 n˜ = 5 n˜ = 20
Method likelihood MSE likelihood MSE likelihood MSE
vanilla [33] 0.28 ± 0.00 0.335 ± 0.006 0.35 ± 0.00 0.113 ± 0.003 0.47 ± 0.01 0.026 ± 0.001
learned kernel [41] 0.54 ± 0.00 0.323 ± 0.007 0.61 ± 0.00 0.093 ± 0.004 0.68 ± 0.01 0.024 ± 0.001
learned mean (ours) 0.29 ± 0.00 0.196 ± 0.002 0.36 ± 0.00 0.095 ± 0.002 0.46 ± 0.01 0.027 ± 0.001
learned both (ours) 0.55 ± 0.00 0.186 ± 0.002 0.61 ± 0.00 0.078 ± 0.002 0.69 ± 0.01 0.022 ± 0.001
Table 2: Performance comparison of the same methods as before on MNIST image completion for
different numbers of training points. To illustrate overfitting in the non-meta-learning case, we
also learned a mean function on the target training set directly (mean fit on target). Moreover, we
include a neural network without GP (neural network) as a baseline. The values are means and
their standard errors of the 10,000 images in the MNIST test set. Learning only the mean function
outperforms the other methods in terms of MSE (also the neural network itself), while learning both
mean and kernel function yields the best likelihoods. Moreover, learning the mean function directly
on the target task leads to severe overfitting.
n˜ = 3 n˜ = 50 n˜ = 300
Method likelihood MSE likelihood MSE likelihood MSE
neural network - 0.097 ± 0.000 - 0.097 ± 0.000 - 0.097 ± 0.000
mean fit on target -0.75 ± 0.00 0.200 ± 0.006 -0.72 ± 0.00 0.082 ± 0.001 -0.67 ± 0.00 0.041 ± 0.000
vanilla [33] -0.52 ± 0.00 0.112 ± 0.000 -0.50 ± 0.00 0.082 ± 0.000 -0.36 ± 0.00 0.022 ± 0.000
learned kernel [41] -0.09 ± 0.00 0.166 ± 0.001 -0.08 ± 0.00 0.075 ± 0.000 -0.07 ± 0.00 0.067 ± 0.000
learned mean (ours) -0.52 ± 0.00 0.090 ± 0.000 -0.49 ± 0.00 0.068 ± 0.000 -0.36 ± 0.00 0.021 ± 0.000
learned both (ours) -0.01 ± 0.00 0.151 ± 0.001 0.00 ± 0.00 0.073 ± 0.000 0.02 ± 0.00 0.059 ± 0.000
holds for more complex data.
MNIST image completion To compare mean function learning to kernel learning in a more
complex meta-learning setting, we performed an experiment with an image completion task on
MNIST handwritten digits [23]. We view the task of image completion, that is, inferring the pixel
values in test locations given their values in some random context locations, as a regression task
(similar to Garnelo et al. [15]). We try to learn a function that maps from pixel coordinates to the
pixel value, that is, f : {0, . . . , 27}2 → [0, 1]. Some example inputs and reconstructions are depicted
in Figure 3b and quantitative results are reported in Table 2.
We observe that the deep kernel learning performs better than the vanilla GP and the mean function
learning in terms of likelihood, but the mean function learning significantly outperforms the other
methods in terms of MSE. Encouragingly, the GP with the learned mean function also outperforms
the neural network itself in terms of MSE (i.e., using the same network architecture without the GP).
Moreover, learning both mean function and kernel yields the best performance in terms of likelihood.
To illustrate the risk of overfitting mentioned in Section 3.2, we also included a GP model in this
experiment where we learned the mean function directly on the training set of the target task. As
expected, we observe that this model underperforms compared to all the other models (including the
naïve baseline), highlighting the importance of the meta-learning setting for successful mean function
learning.
These performance results fit the intuition of Section 3.1. We can therefore confirm empirically that
mean function learning can outperform kernel learning in terms of MSE under certain conditions and
that it can also improve the performance in terms of likelihood when combined with kernel learning.
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Table 3: Performance comparison of the same methods as before on predicting patient trajectories
on the intensive care unit for different clinical variables. The values are means and their standard
errors of the 4,000 patients in the test set. The different variables are measured in different units and
on different scales, thus one should pay more attention to relative differences between the methods
rather than absolute ones. Learning the mean function alone or together with the kernel always
outperforms learning the kernel alone.
Likelihood MSE
Data learned mean learned kernel learned both learned mean learned kernel learned both
GCS -2.95 ± 0.02 -5.46 ± 0.03 -2.44 ± 0.01 13.98 ± 0.24 82.93 ± 0.74 9.15 ± 0.17
Urine -25.14 ± 1.54 -40.20 ± 1.82 -26.09 ± 1.61 20674.24 ± 1505.23 35827.67 ± 1793.72 21793.27 ± 1583.14
HCT -2.93 ± 0.02 -18.17 ± 0.09 -2.92 ± 0.01 19.63 ± 0.50 837.31 ± 4.62 19.76 ± 0.48
Creatinine -1.75 ± 0.05 -1.61 ± 0.02 -1.52 ± 0.01 1.92 ± 0.16 1.58 ± 0.10 0.91 ± 0.08
BUN -13.35 ± 0.58 -20.01 ± 0.62 -8.88 ± 0.32 441.54 ± 23.51 1058.40 ± 38.07 412.11 ± 20.99
Medical time series prediction To assess the performance of mean function learning on a
challenging real-world task, we performed an experiment on medical time series data from the 2012
Physionet Challenge [35]. These data correspond to the common meta-learning task of predicting the
health trajectory of a patient who has recently been admitted to the hospital and for whom only few
measurements are available yet. The meta-tasks in this scenario are all the other patients that have
been treated previously. It stands to reason that the mean function could be even more important in
this setting.
The results for some of the most frequently measured vital signs (for which the largest number of
measurements are available) are reported in Table 3. Note that the different variables are measured in
different units and have different characteristic scales. The models should therefore not be evaluated
in terms of absolute performances, but rather be compared relative to each other. We observe
that the GPs that include a learned mean function (learned mean and learned both) consistently
outperform the GP for which only the kernel has been learned. This suggests that mean function
learning can also lead to considerable benefits in challenging real-world tasks.
5 Related work
GP prior learning. Gaussian processes have gained a lot of attention in the field of machine
learning in recent years [33], especially combined with approaches that improve their scalability
[12, 32, 38]. Moreover, kernel learning for GPs has a long history [31]. It can be seen as an extension to
Maximum-Likelihood-II (ML-II) parameter optimization, where the kernel parameters are optimized
with respect to the log marginal likelihood of the GP [33]. The flexibility of these learned kernels
grows with the number of parameters, culminating in deep kernel learning, where the kernel is
parameterized by a deep neural network [41, 42]. While kernels have thus enjoyed a lot of attention,
the research into learning mean functions is still in its infancy. Mean functions have been optimized
over different levels of recursive autoregressive GPs in multifidelity modeling [22, 30], but these
approaches have used very limited functional forms for the mean functions and have not considered
meta-learning, but only transfer learning across different recursion levels on the same task. The only
documented deep mean function learning for GPs [21] does not deal with a meta-learning setting,
but with standard optimization of the mean function parameters on the training set, which can lead
to severe overfitting (see 4).
Meta-learning. Meta-learning has recently been explored in great detail [39], especially in the
case of deep neural networks [4, 11]. Especially the work on MAML [11] bears certain similarities
to our proposed approach (see Sec. 3.4). It has been shown that these approaches can be seen as
inference in a hierarchical Bayesian model [18]. These explorations extend to GP-like neural network
models [15, 16], but the setting has been underexplored when it comes to classical GPs. While there
has been some work on meta-learning kernel functions [5, 36, 40], parameters for Bayesian linear
regression [19], and parameters in hierarchical Bayesian models [43], the proposed GP mean function
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learning approach has not been studied in this setting yet.
6 Conclusion
We have shown that meta-learning in Gaussian processes is an area that can benefit from learning the
mean function of the process instead of (or combined with) the kernel function. We have provided an
analytical argument for why mean function learning can be superior under certain conditions and
have validated it empirically on benchmark tasks and real-world data. This extends previous work in
which mean function learning has not been considered for meta-learning purposes.
It has been shown previously that some kernels are asymptotically universal approximators. In
contrast, we show that mean functions seem to excel especially when data is scarce. Our experiments
have shown that this benefit seems to decay with increasing amounts of data. It would be an
interesting direction for future work to explore more thoroughly under which conditions mean
function learning is beneficial. Moreover, combining mean function and kernel learning in even
smarter ways could be a promising avenue of research. With some modification, the approach could
also potentially be extended to other popular meta-learning scenarios, such as few-shot learning or
optimal control in adaptive environments.
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Appendix
A Model details
A.1 Counter-example against Assumption 1
Let us assume for simplicity that we generate data from a known noiseless process with nonzero
mean, that is, ∃x : mtrue(x) 6= 0, σ2 = 0 and ∀x : y(x) = mtrue(x).
If we want to fit a GP to these data and want it to yield correct predictions, we need the posterior
to satisfy
mtrue(x˜
∗) = mφ(x˜∗)+
K∗xθ K
xx−1
θ (mtrue(x˜)−mφ(x˜)) ,
(9)
where x˜ and x˜∗ are defined as above (Sec. 2).
Let us now assume that we only happen to observe training points where the process is zero, but
that it is nonzero for some test points, that is, ∀x ∈ x˜ : mtrue(x) = 0 and ∃x ∈ x˜∗ : mtrue(x) 6= 0
(this assumption is more likely to hold for small n˜). If we try to encode all our prior knowledge
into the kernel parameters θ and choose an uninformative mean function with parameters φ, that
is, mφ(·) = 0, the RHS of Equation 9 will always be zero, regardless of the choice of θ, while the
LHS will sometimes be nonzero. However, if we encode our prior knowledge into the mean function
through φ, that is, choose mφ(·) = mtrue(·), Equation 9 will always hold, regardless of the choice of
kernel.
As mentioned above, the assumptions of this counter-example are more likely to hold for small
values of n˜. In fact, for n˜→∞, one can show that under mild assumptions we can always find a kernel
that will make the posterior approach mtrue(·) arbitrarily closely [28]. However, the Bernstein-von
Mises theorem tells us that asymptotically, any choice of GP prior is equally good anyway [10]. In the
case of scarce data (i.e., small n˜), which we assume to be more common in the meta-learning setting
(see Sec. 2), we believe Proposition 1 to be more relevant than the asymptotic kernel universality
results.
B Experimental details
This section contains additional details regarding the experiments (Sec. 4). We implemented the
algorithms in Python, using the GPflow package [9] and the GPyTorch [14] package.
B.1 Sinusoid function regression
As a proof of concept, we aim to assess the general performance of mean function meta-learning.
To this end, we simulated functions from a known generating Gaussian process. The process had
a sinusoid mean and a radial basis function (RBF) covariance. For each function, we sampled the
value at 50 equally spaced points in the [−5, 5] interval. Samples from the process are depicted in
Figure S1.
We trained a deep feedforward neural network on 1000 sampled functions and used it as a mean
function for GP regression on 200 unseen functions that were sampled from the same process. We
used a neural network with two hidden layers of size 64 each with sigmoid activation functions. It was
trained for 100 epochs using stochastic gradient descent (SGD). We compared it against a GP with
zero mean function and one with the true sinusoid mean function for different numbers of training
points (Tab. S1).
It can be seen that the learned mean function performs comparably with the true mean function
and significantly better than the zero mean function in terms of likelihood and MSE. It also becomes
evident that this effect diminishes when the number of training points increases, following the
intuition that the prior becomes less important once there are enough observations (see Sec. 3.1).
These findings support the efficacy of the mean function learning approach in the low-data limit.
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Figure S1: Samples from the generative sinusoid process for the synthetic data experiment.
Table S1: Performance comparison of GP regression with a zero mean function, a learned mean
function and the true mean function of the generating process on synthetic sinusoid function data for
different numbers of training points. The performance is measured in terms of likelihood and mean
squared error. The reported values are means and their respective standard errors of 200 runs. The
learned mean function performs comparably with the true mean function.
n˜ = 1 n˜ = 5 n˜ = 20
Method likelihood MSE likelihood MSE likelihood MSE
zero mean -1.31 ± 0.07 1.21 ± 0.04 -5.68 ± 0.13 1.02 ± 0.15 19.99 ± 0.22 0.00 ± 0.00
true mean -0.74 ± 0.08 0.79 ± 0.03 -4.32 ± 0.14 0.53 ± 0.04 21.55 ± 0.27 0.00 ± 0.00
learned mean -0.75 ± 0.08 0.80 ± 0.03 -4.43 ± 0.13 0.52 ± 0.03 20.76 ± 0.22 0.00 ± 0.00
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B.2 Step function regression
A step function is simply defined as
fstep(x) =
{
y1 if x < xstep
y2 otherwise
(10)
with the step location xstep and the two function values (y1, y2) before and after the step, respectively.
For our set of tasks, we choose a dataset of different step functions, namely the Heaviside step
function [6] (i.e., (y1, y2) = (0, 1)) and its mirrored version along the xstep-axis (i.e., (y1, y2) = (1, 0)).
We sample the step location xstep uniformly at random from the [−1, 1] interval. The whole function
consists of 50 evenly spaced points in the [−2, 2] domain.
We compare a vanilla GP (zero mean and RBF kernel) with a learned deep mean function, a
learned deep kernel function (following Wilson et al. [41]) and a GP with deep mean and deep kernel
function learned concurrently. The learned mean and kernel functions are parameterized by the same
deep feed-forward neural network architecture (except for the dimension of the last layer). We use
neural networks with two hidden layers of size 128 and 64 with sigmoid activation functions. We
train each model on 10,000 randomly sampled step functions from our function space using stochastic
gradient descent.
B.3 MNIST image completion
The learned mean and kernel functions are parameterized by the same deep feed-forward neural
network architecture (except for the dimension of the last layer). We use neural networks with
two hidden layers of size 128 and 64 with sigmoid activation functions. We train each model on
the MNIST training set of images using stochastic gradient descent. We again compare the two
approaches against a “vanilla” GP (zero mean and RBF kernel) and a GP where both functions
are learned concurrently. We report performances on the MNIST test set with different numbers of
training points (Tab. 2).
B.4 Medical time series prediction
In this data set, there are 4,000 patients in the training set and 4,000 in the test set. The patients
are observed for 48 hours on the intensive care unit (ICU), where different vital signs are measured
at different frequencies. During meta-training, we learn the mean function and kernel function of
the GP on the whole time series of 48 hours. We use the same neural network architectures as in
the MNIST experiment. We learn a different GP prior for each of the different vital signs. During
testing, we condition a GP with the meta-learned prior on the first 24 hours and try to predict the
remaining 24 hours.
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