It is demonstrated that optimal multiple user detection in a linear multiple access system with identical cross-correlations requires only order O (K log K) operations instead of the worst case O ? 2 K . A simple optimal detection algorithm is given, which when generalized has complexity that is exponential not in the number of users, but in the number of unique cross-correlation values.
Introduction
It is well known that the problem of optimal detection of linear multiple access systems is NP-complete 1], i.e., in general we require a number of operations that increases exponentially with the number of users in order to nd the data vector which maximizes the likelihood function. In very special cases however, optimal detection may be much simpler.
For example, a system employing orthogonal signals for each of K users requires only O (K), since optimal detection is achieved by detecting each user individually and independently.
If the cross-correlations between the signals of the di erent users are restricted to take only non-positive values, it was recently shown 2] that optimal detection corresponds to an order O (K 2 ) solution of a min-cut problem of an associated graph. See also 3] for sequence constructions that result in low complexity optimal detectors.
We present an algorithm which nds the optimal solution to the multiple access problem in order O (K log K) operations for the class of systems which have equal cross-correlations .
This class has been used as a benchmark e.g., 4], for more general multiple access systems and includes some systems of practical interest, such as synchronous multiple access system employing cyclicly shifted m-sequences 2]. We generalize the algorithm to systems with a certain block symmetry, and nd for this general case that optimal detection is exponentially complex, not in the number of users, but rather in the number of unique cross-correlation values.
The following notations will be used for the remainder of the paper. x 2 S n represents a length n column vector with elements x i = (x) i , i = 1; : : : ; n from the set S. Superscripts ( ) T and ( ) are the transpose and conjugate-transpose (Hermitian) operations respectively.
The matrix 1 n m is the n m all-ones matrix, and I n is the n n identity matrix.
Background
We assume a linear multiple access system (e.g. Code-Division Multiple Access) where K users access the channel each using a unique signature signal of duration N chips. Furthermore we assume a symbol-synchronous system, in which all users transmit their signals with reference to a common clock. In the most simple case such a system is described by the linear relation r = Ad + n; where A is a N K real or complex matrix whose columns are the discrete signature signals of the K users, d is a length K column vector with element d i 2 f?1; +1g being the transmitted binary symbol for user i, and n is a sampled complex noise vector with covariance matrix E nn ] = 2 I K . We assume that the received signal r is passed through a bank of matched lters or correlators, producing a su cient statistic for the detection of d Clearly, brute force evaluation of (1) requires the evaluation of 2 K terms. In the following, we shall assume without loss of generality that A is a real matrix.
Polynomial Complexity Optimal Detection
We now show, that under certain assumptions on R, optimal detection (1) may be performed very e ciently. In the following, we assume that the elements of the correlation matrix R are given by R ij = ( 1 i = j; i 6 = j; (2) for 1 i; j K. This channel is called the K symmetric channel in 4]. We begin by rewriting the quadratic to be minimized (1) as
The key observation is that 
and let n(d) be the number of elements in d which are negative,
Then, since we can ignore the constant term K(1 ? ), we see that the minimization in (1) is equivalent tod where, for clarity we have set n = n(sgn y), and is a permutation of (1; 2; : : : ; K) such that y (1) y (2) y (K) . Note that (m) is convex with a minimum at n. When we later wish to be explicit about the dependence on y, we shall write (y; m). It is clear that
Equality is achieved in (7) if the elements of d are arranged such that d (i) = ?1 for i = 1; 2; : : : ; n(d) and the remaining K ? n elements are +1.
We are now ready to present the following Algorithm 1
1. Let n = n(sgn y), according to (6).
2. Let be the permutation of (1; 2; : : : ; K) such that y (i) is non-decreasing, i = 1; 2; : : : ; K. The optimality of Algorithm 1 is simply a result of minimizing the lower bound (7), and the fact that the output vector meets this bound with equality.
The complexityof the algorithm is dominated by Step 2, which in the worst case is O (K log K).
In many cases however, a full sort and search is not required.
If > 0, we note that both T 1 (m) and (m) are convex-in m, hence the minimum of T 1 + must lie between the respective minima at m = K=2 and m = n. Without loss of generality let n < K=2, then sorting of the K=2 ? n smallest positive values of y i is all that is required, with worst case complexity O (K=2 log K=2) (for n > K=2 sort the n ? K=2 negative values closest to zero). If n = K=2, the optimal decision is in fact just sgn y.
For < 0 however, T 1 (m) is now convex-\ and searching over a di erent region is required. For example n < K=2 means sorting all the negative values and the n largest positive values.
The decision is now sgn y only if n = 0 or K.
Generalization
Algorithm 1 may be extended to channels with more than a single cross-correlation value.
Let R K ( ) be the K K matrix with elements as de ned in (2).
We now consider the following class of channels.
where A i is a N K i matrix with
with ij = ji and We may now lower bound T 2 (d) as follows
Equality is achieved for (d i ) i (j) = ?1 for j = 1; 2; : : : ; n(d i ) ( i is the permutation of (1; 2; : : : ; K i ) that orders y i in a non-decreasing fashion).
Algorithm 2
1. Let n i = n(sgn y i ), i = 1; 2; : : : ; L according to (6).
2. Let i be the permutation of (1; 2; : : : ; K i ) such that (y i ) i (j) is non-decreasing, j = 1; 2; : : : ; K i . The worst case complexity is order
Note that if K i = 1, i = 1; 2; : : : ; K and L = K we have O ? 2 K , which is the worst case. This shows that rather than being exponential in the number of users, the optimal detection complexity depends exponentially on the number of di erent cross-correlation values, L.
Conclusions
We have presented a simple order O (K log K) algorithm which solves the multiple access problem in the case of constant cross-correlation values, such as encountered in di erent phases of m-sequences. The generalization of this algorithm to arbitrary channels reduces complexity where possible by exploiting certain symmetries in the cross correlation matrix. We have shown that this class of algorithms yields optimal detection with complexity exponential in the number of unique cross correlation values, rather than the number of users, thus illustrating that low-complexity detection methods exist for multiple access systems with certain, non-trivial properties.
