We introduce a simple approach to study partial sums of multiplicative functions which are close to their mean value. As a first application, we show that a completely multiplicative function f :
Introduction
Let S 1 denote the unit circle of the complex plane. The characterization of the behaviour of partial sums of multiplicative functions is an active object of study in analytic number theory, being an example of a problem in which the multiplicative structure of an additively structured set, namely an interval, is investigated. Considerations involving the extremal behaviour of such partial sums, for example characterizing when these are bounded, was of essential importance in Tao's solution in [10] to the Erdős Discrepancy Problem (EDP), according to which
for any sequence f : N → S 1 . It is not difficult to see that the completely multiplicative functions, which are insensitive to dilations by d, ought to be extremal for this problem, and indeed Tao's proof proceeds by reducing the problem to the case of completely multiplicative functions and then proving the claim in this case.
Chudakov [4] considered the problem of characterizing completely multiplicative functions with arithmetic constraints whose partial sums behave rigidly, specifically being very close to their mean value. He conjectured in particular that if f : N → C is a completely multiplicative function taking only finitely many values, vanishing at only finitely many primes, and satisfying (1) n≤x f (n) = cx + O (1) for some c ∈ C, then f is a Dirichlet character. We will say that such functions are close to their mean.
When c = 0 this was proven by Glazkov [5] by an intricate analytic method; the case c = 0 was proven by the first two authors in [9] .
It is natural to ask if one can relax certain of the hypotheses in Chudakov's problem and still obtain a characterization of those functions that satisfy (1) . Ruzsa posed the following question in this direction (see [3, Problem 21] ). Question 1.1 (Ruzsa). Let f : N → C be a completely multiplicative function that satisfies n≤x f (n) = cx + O (1) . as x → ∞ for some c = 0. Is it true that for every prime p either |f (p)| < 1 or f (p) = 1 holds?
In Chudakov's problem, the finite range of f implies that f either vanishes or takes values on S 1 in roots of unity of bounded order. The main complication in 1.1 arises from the lack of any restriction on the possible values of f (p) on S 1 .
We answer Question 1.1 in the affirmative, in fact in a stronger form that gives a complete characterization of completely multiplicative functions that are close to their mean, provided the mean is non-zero. Remark 1.1. It is easy to check that the above characterization fails when f is merely assumed multiplicative. We can construct many multiplicative functions f that are not completely multiplicative and that are close their mean as follows. Let h : N → C be a multiplicative function satisfying d>y |h(d)| y −1 (3) for all y large. Let g be any completely multiplicative function satisfying (2) . Set f := g * h. where c is nonzero as long as d h(d) d = 0. As an example, take g to be the constant function 1, and let h(n) := µ 2 (n)/n 2 . Defining f := g * h, we have f (p k ) = 1 + 1/p 2 for all k ≥ 1. This of course is not a completely multiplicative function, however.
In the same paper, Ruzsa also asked for a plausible characterization of completely multiplicative functions with bounded partial sums, i.e., the case c = 0 of Question 1.1 (see Problem 22 of [3] ). This problem is more difficult than that of Chudakov, due to the possibility that the set of primes where f either vanishes or is quite small can be quite large. Nevertheless, we make some progress in this direction by finding a characterization of such completely multiplicative functions when we restrict the set where |f (p)| is small. Definition 1.1. Let S be a set of primes. We say that S is thin if p∈S 1/p < ∞. (2). a) If c = 0 and |f (n)| ∈ {0, 1} for all n, then there is an integer q ∈ N such that f is the principal Dirichlet character modulo q. b) If c = 0, and |f (n)| ∈ {0, 1} for all n, and additionally f (p) = 0 for only finitely many primes, then there is a t ∈ R and a q ∈ N such that f (n) = χ(n)n it for some Dirichlet character χ modulo q.
Completely removing an assumption like p:|f (p)|<1 1/p < ∞ in Theorem 1.3 seems to be very hard. Indeed, a crucial part of the necessity direction in our argument involves showing that a completely multiplicative function with bounded partial sums is pretentious (see Lemma 4.2 below). This type of reduction was also crucial in Tao's solution to the EDP.
In order to make this reduction, Tao showed that there was a non-zero shift h ∈ Z such that | n≤x f (n)f (n+h)/n| log x at some large scale x, at which point his groundbreaking work on the logarithmically averaged Elliott conjecture [11] affirms that f is pretentious. The key fact that is used to demonstrate the existence of such a large logarithmic correlation is that
a triviality when f takes values in S 1 , but an assertion that is no longer guaranteed for more general functions.
It is a simple consequence of a result of Delange that if p (1 − |f (p)| 2 )/p = ∞ then (4) fails, and we can no longer rely on this important step of reducing the problem to correlations of multiplicative functions. This is only mildly less restrictive than what we assume above (and is equivalent to the same condition when f takes its unimodular values in roots of unity of fixed order, say).
In Section 5 we provide some examples of completely multiplicative functions that fail to satisfy the supplementary condition, but nevertheless have bounded partial sums.
In Section 4 we sketch the proofs of two more applications of the present approach. One of these is related to the recent result of Aymone [1] on the multiplicative Erdős discrepancy problem for square-free supported sequences. In [1] , it is proven among other things, that if for a completely multiplicative function g : N → {−1, +1} we have n≤x g(n)µ 2 (n) = O(1), then there exists a real primitive Dirichlet character χ of conductor q, such that (q, 6) = 1 and g(2)χ(2) = g(3)χ(3) = −1, and moreover,
The arguments of the present paper allow us to strengthen (5) as follows. 1.1. Proof ideas. The proofs of all of the results mentioned above crucially use a variant of an idea (which we call the "rotation trick") that originated in the forthcoming work of the first, second and fourth author on the Erdős discrepancy problem over function fields [8] . Roughly speaking, starting from the work of Tao [10] and subsequently in [6] , [9] , [7] after using Tao's theorem [11] to reduce to f being pretentious in the sense that D(f, χ(n)n it , ∞) < ∞, the authors used variants of the second moment argument to show that for f :
is large for appropriately chosen H unless f is of a very special form. The largeness of this mean square is demonstrated by expanding out the square and expressing the resulting expression as a linear combination of various correlations n≤x f (n)f (n + h),
for which we have explicit formulas in the pretentious case by [6] . This approach does not directly work here and so we proceed differently in the pretentious case. Let us outline the proof of Theorem 1.3. As in [9] , we can analyze (6) to conclude that if the partial sums of f are bounded, then f (p) = χ(p)p it whenever |f (p)| = 1. However, for primes p with |f (p)| < 1 (of which there could be infinitely many, unlike in the proof of Chudakov's conjecture in [9] ), this argument does not work and we must find a different approach.
Here we describe somewhat simplified version of the "rotation trick." Assuming for the sake of contradiction that there exist infinitely many primes p for which f (p) = p it χ(p) (and assuming t = 0 for simplicity), we use these primes via the lower bound sieve and the Chinese remainder theorem to construct two short intervals I and I of length H such that n∈I f (n) − n∈I f (n) (7) is large; this in particular implies that f must exhibit large partial sums, which leads to a contradiction. The construction of these two intervals proceeds roughly as follows. Since the set S := {p : |f (p)| < 1} is thin by assumption, it is a zero-dimensional set from the point of view of sieve theory, and hence sieving works extremely well for this set. We can thus find many integers m for which all the numbers in [(H!) 2 m, (H!) 2 + m + H] have no prime factors from S ∩ [H + 1, ∞). Letting p 1 , . . . , p l > H be distinct primes from S and r 1 , . . . , r l ∈ [1, H], k 1 , . . . , k l ∈ N be parameters, we can similarly find many m such that for all 1 ≤ j ≤ l we have p k j j || (H!) 2 m + r j , and such that for all 1 ≤ r ≤ H the condition p | (H!) 2 m + r, p ∈ S ∩ [H + 1, ∞) implies r = r j and p = p j for some j. Now, it is not difficult to see that for 1 ≤ r ≤ H, r = r j , the numbers (H!) 2 m + r and (H!) 2 m + r have the same prime factors from S with the same multiplicities, and thus
since for p ∈ S we already know from the arguments above that f (p) = χ(p). On the other hand, we similarly see that for r = r j the numbers (H!) 2 m + r and (H!) 2 m + r have the same prime factors from S with the same multiplicities, apart from the prime p j that only divides the latter number and divides it to power k j . Thus
and this can easily be made large by choosing the k j large (so that |f (p k j j )| ≤ 1/2, say) and by choosing the r j appropriately so that the corresponding values of f all point in the same direction. We call the underlying idea a "rotation trick", since effectively we have used a small set of primes to rotate the terms in the sums over n ∈ I and n ∈ I to point in opposite directions.
The proof of Theorem 1.2 does not require the use of Tao's result and proceeds in a similar way. In this case we use primes f (p) = 1 to "rotate" the sums in a suitable direction.
1.2. Notation. We denote by S 1 and U the unit circle and the closed unit disc of the complex plane, respectively. By v p (n) we denote the largest k such that p k | n, and let rad(n) denote the product p|n p. The notation (a, b) stands for the greatest common divisor of a and b, and more generally, if S ⊂ N is a set, then (n, S) := max s∈S (n, s).
Proof of Theorem 1.2
2.1. The if part. This part is simple. Suppose f (p) = 1 for all primes except p 1 , . . . , p k . Then for some complex numbers z i with |z i | < 1 we may write
By the sieve of Eratosthenes, we have an exact formula for the summatory function as
Since
converges, the sum over d above is up to O(1) error equal to
where, by the geometric sum formula,
The if part has now been proven.
2.2.
The only if part. We begin with a few lemmas. The first lemma we need states the well-known theorems of Halász and Delange on mean values of multiplicative functions.
Proof. See [12, Theorem III.4.5].
Definition 2.1. We say that a multiplicative function f : N → C has property R if it satisfies (2) for some c = 0. Proof. Suppose on the contrary that |f (p 0 )| > 1 for some prime p 0 . Then by property R we have
but on the other hand the sequence f (p k 0 ) = f (p 0 ) k tends to infinity in absolute value as k → ∞, a contradiction. Proof. Let c = 0 be the constant for which f satisfies property R. Suppose on the contrary that
Applying the Chinese remainder theorem, we can find an integer n = n H ≥ 1 such that p m i i | n H + i for each 1 ≤ i ≤ H. Then, employing Lemma 2.2, we have
and as H → ∞ this leads to a contradiction.
Lemma 2.4. Suppose that the completely multiplicative function f : N → C has property R. Then both the sum p 1−Re(f (p)) p and the product
x, by Lemmas 2.2 and 2.1 there must exist some real number t such that
We suppose for the sake of contradiction that t = 0. Lemma 2.1 then gives the asymptotic
for some constant c , since the product over p above converges by (9) . But since f satisfies property R with some constant c, this implies
as x → ∞, which is an evident contradiction since m → m it , m ≥ x 0 is dense on the unit circle. Thus (9) holds with t = 0, and comparing sums and products we also obtain (8).
Lemma 2.5. Let a(j) be complex numbers such that a(j) ∈ S 1 \ {1} for all but finitely many j. Then we can find a complex number w ∈ S 1 with |w − 1| ≥ 0.1, a sequence J ⊆ N and
Proof. Since a(j) ∈ S 1 \ {1} for all large j, for such j we can pick natural numbers m j so that
is a root of unity of some order, then this is evidently possible by the periodicity of the powers; otherwise if a(j) = e(γ j ) with γ j irrational, then this is possible since (γ j n (mod 1)) n≥1 is dense on [0, 1]). The sequence a(j) m j is a bounded sequence of complex numbers, so by compactness we can find a convergent subsequence that converges to some w ∈ S 1 . By the condition on m j , we must have |w − 1| ≥ 0.1. Now, let H be an integer parameter that we will eventually send to infinity. Let M be large enough in terms of H; in particular, choose M so that
Let S := {p : f (p) = 1}. We may assume that |S| = ∞, since otherwise (in view of Lemma 2.2) there is nothing to prove. Applying Lemmas 2.5 and 2.3, we find some w ∈ S 1 with |w − 1| ≥ 0.1 and exponents α p ∈ N such that f (p) αp p→∞,p∈S − −−−−−− → w, where the limit is over some infinite subset S ⊆ S. We may assume that p > M for p ∈ S . Without loss of generality, we may also choose M so large that |f (p) αp − w| ≤ 1/H 2 for all p ∈ S . Next, with the sequence p 1 , p 2 , . . . of primes in S and w ∈ S 1 \ {1} as above, we apply the Chinese remainder theorem to find an integer r M 1 such that
Note that we have
We consider the double sum
On the one hand, changing the order of summation and applying the fact that f has property R, we see that
On the other hand, by (10) we have
By our conditions on r, for p ≤ M we have f (p vp((r+i,Q)) ) = f (p vp(r+i) ) = f (p vp(i) ) and
since the prime factors of d i = (r + i, Q) are precisely the primes p dividing i and the prime p i , since p j r + i for i = j by the fact that |i − j| < M < p j . By making the change of variables m = Q i n + (r + i)/d i and expanding the indicator 1 m≡(r+i)/d i (mod Q i ) using the orthogonality of characters, formula (11) and Lemma 2.1 implies that
since from Lemma 2.4 and the triangle inequality for the pretentious distance and the Vinogradov-Korobov zero-free region for Dirichlet L-functions it immediately follows that p 1−Re(f (p)χ(p)p −it ) p = ∞ for all non principal χ and any fixed t ∈ R (this is also implied, e.g., by Theorem 2 of [2] ).
Further, by Lemma 2.1 and the fact that p | Q i for all p ≤ M , for any 1 ≤ i ≤ H the expression (13) is
Combining the contributions of different i gives
However, by property R again and the fact that |f Finally, letting H → ∞ and using the facts that w = 1 and c = 0, we obtain the desired contradiction from this. Thus we must have f (p) = 1 for all but finitely many primes p, and now the only if direction of Theorem 1.2 has also been proven. 
The case of bounded partial sums
In this section we prove Theorem 1.3. In the previous section, a key reduction step involved showing that f pretended to be the function 1, in the sense that f (p) ≈ 1 for all but a thin set of primes p. With this reduction in place, we then used the Chinese remainder theorem to find many short intervals for which the corresponding partial sums were pointing in the same direction, and we used this to deduce that the thin set was in fact finite.
In this section we follow a similar strategy. Beginning with a completely multiplicative with bounded partial sums, we will shortly reduce to a case in which f (p) ≈ χ(p)p it for some t ∈ R and χ a primitive Dirichlet character of bounded conductor, outside of a thin set of exceptions. Our task will then be to show that this exceptional set is finite by a variant of the double sum argument above.
To further demonstrate the parallels, we begin with a definition. Proof. This is the same as the proof of Lemma 2.2.
Lemma 3.2. Suppose that f : N → U satisfies property B, such that {p : |f (p)| < 1} is thin in the sense of Definition 1.1. Then there is a primitive non-principal Dirichlet character χ and a real number t such that
Proof. Observe that
By Lemma 2.1, we thus see that
and thus by partial summation n≤x |f (n)| 2 n log x.
We now use the second moment method as in the work of Tao [10] . Given H ≥ 1 and x chosen sufficiently large in terms of H,
and therefore also that It remains to check that χ is non-principal. If χ were principal then by Lemma 2.1 we would have
a contradiction with the boundedness of the partial sums when x is sufficiently large. Thus χ must be non-principal.
When the conclusion of Lemma 3.2 holds for a given multiplicative function f , we say that f is pretentious, and that it pretends to be the twisted Dirichlet character χ(n)n it . In the sequel, it will be convenient to be able to dispose of the twist n it . For this purpose, we introduce the following additional definition. Obviously any function satisfying Property B also satisfies Property B' by the triangle inequality. Importantly, twists of such functions by characters n it with t ∈ R also satisfy Property B'. Proof. Fix t ∈ R, and let x ≥ 2. Choose z ∈ [1, x] that maximizes y → x<n≤x+y f (n)n −it with y = z. If t = 0 then the boundedness follows from the triangle inequality and Property B, so suppose t = 0. In this case we apply partial summation as
Taking absolute values and applying the triangle inequality and Property B, we conclude that
uniformly in x. The claim follows.
Having concluded this, we work below with functions f , satisfying Property B', that pretend to be a genuine primitive non-principal Dirichlet character χ. To prove this result, we shall rely on previous work of the first two authors on Chudakov's conjecture (see [9, Section 5] ).
Proof. Before proceeding to the proof of the various parts of this proposition, we make some preliminary observations based on the work of [9] .
First, if 1 f (2) = 0 we set q := q and define χ := χ, while if f (2) = 0 then set q := [q, 2] and χ := χχ (2) 0 , where χ (2) 0 is the principal character modulo 2. Then f pretends to be χ , and properties a), b) ,c) are unaffected by replacing χ by χ . This will simplify our work in 1 The same maneouvre was employed in [9] , so there is no loss in consistency at this step with what is done there.
what follows. Since f satisfies Property B', for x large we have
Expanding the expression on the left hand side, we find that
Taking x → ∞ and applying [6, Theorem 1.5] (in the form stated in (21) of [9] ), we obtain 1 lim
where, given m ∈ Z we have written S χ (m) := a (mod q ) χ (a)χ (a + m), and for each d ≥ 1, the local correlation factor 2 G(d) is defined as
with F being the completely multiplicative function given by F (p) := f (p)χ (p) if p q and F (p) = 1 otherwise. Note that F (2) = 0 since either 2|q in which case F (2) = 1 automatically, or else 2 q , in which case f (2)χ(2) = 0. A simple calculation of the G(d) as a geometric sum shows that 3 2 One may interpret G(d) as the local correlation of F and F at the primes dividing d with shift d; compare [6, page 5] . 3 In the case that p||d and F (p) = 0, we use the convention 0 0 = 1.
where we define
We note for future reference that We have G 1 (1) = 0 since 1 + 2Re((F (p) − 1)/(p − F (p))) = 0 iff p = 2 − F (p), which is impossible for p = 3 (as F (2) = 0). Factoring out G 1 (1) from G 1 (d), we produce (by a similar calculation as in (20) of [9] ) a multiplicative functioñ
whereG 1,s is the strongly multiplicative 4 function defined on prime powers bỹ
if p = 3 for all k ≥ 1. We then setG It is easily seen thatG(d) ≥ 0 whenever d is odd. Since F (p) = 1 for all p|q we also see that G(d) = 0 whenever (d, q ) > 1. Furthermore, applying (15) with H = 0 (so that h = 0), we deduce that
as in (14).
Our goal is to exploit (15) to show that |f (p)| < 1 for p|q in b) and F (p) = 1 for all p q in a), and a crucial step will be to show that the terms on the right of (15) are all nonnegative. If 2|q thenG(d) ≥ 0 for all (d, q ) = 1, which will make the remaining arguments simpler. Thus, let us assume that 2 q .
To deal with the prime p = 2, for which we may potentially haveG(2 k ) < 0, we observe that
By (16) the series on the left hand side is positive, and sinceG(d) ≥ 0 for all odd d the series on the right hand side is also non-negative. It follows that
Since G 1 (d) is non-negative for odd d ≥ 3, the sign of G 1 (1) is the same as that ofG 1,s (2) (both of which arise from the factor at p = 2). If G 1 (1) ≥ 0 thenG 1,s (2) ≥ 0 (and thusG 1 (2 k ) ≥ 0 for all k) as well. Otherwise, G 1 (1) < 0 and thusG 1,s (2) < −2 + |F (2)| 2 . Following the proof of [9, Proposition 5.3] (but with η := |F (2)| 2 + |G 1,s (2)| > 2 in the case thatG 1,s (2) < 0), we may conclude from (15) that
where t := min n∈Z |t − n|.
Lemma 5.5 of [9] shows that for any t ∈ R and m ∈ N odd and squarefree, g|m µ(g)g −2 gt ≥ 0.
Applying this in (17) (with t = H/(dR), for all d and R in range), we conclude that all of the terms on the left hand side of (17) are non-negative. We shall base the proofs of a), b) and c) on (17) and the fact that its terms are all non-negative below. We derive from this information that F We select H = 3 M +1 /2, so that for each 1 ≤ m ≤ M and g|rad(q /2 v 2 (q ) ), the number 2Hg/3 m is an odd integer. Thus, Hg/3 m = 1/2 for each pair (m, g) in play, and since g|N µ(g)g −2 = p|N (1 − 1/p 2 ) 1, we see that It remains to check the case p = 2. If 2|q or |f (2)| < 1 then we are done since these cases are excluded; otherwise q is odd and |F (2)| = |f (2)| = 1, and we assume that F (2) = 1. Lemma 5.4 of [9] , which follows from (15) (and whose proof uses nothing about G besides the property G(d) = 0 for (d, q ) > 1), gives
As shown above,G(p) = 0 whenever p = 2, and sinceG 1 is multiplicative this implies that G(d) = 0 provided d = 2 k for some k. The above sum thus simplifies to
Let K, J ≥ 1. By positivity we may restrict the sum in R to R = 1, and the sum in k to a set {k j } j≤J , chosen as precisely those k ≤ K such that 2 K−k ≡ 1 (mod rad(q )) (recall that q is assumed odd here). As |F (2)| = 1 once again, we in fact have
Select H := 2 K /rad(q ). By choice of k j , we have that Hg/2 k j = g/rad(q ) = g/rad(q ) as long as g = rad(q ), and Hrad(q )/2 k j = 0. It follows that for each 1 ≤ j ≤ J we obtain
It follows that |G 1,s (2)|J 1, which is a contradiction since K, and thus J, can be arbitrarily large. Thus, F (2) = 1 as well.
To conclude, f (p)χ(p) = F (p) = 1 for all p q with |f (p)| = 1, which implies the claim. b) Suppose for the sake of contradiction that we can find a prime p dividing q with |f The set M r (x) corresponds to choices of m such that P H (m) is free of large prime factors from S (and with certain prescribed integers yielding unimodular values of f ), while N r,k (x) is an analogue of M r (x) in which the multiplicities of chosen large primes from S ε 2 are fixed.
Note that the condition |f (n)| = 1 is equivalent to (n, S) = 1. Since
we pick r to consist of residue classes modulo H that are coprime to p≤p,p∈S p, in which case the same is true for (H!) 2 m + r as well, for any m. Many such choices can be made for H sufficiently large, since p∈S 1/p < ∞.
Let 
Similarly, the lower bound sieve together with the Chinese remainder theorem shows that
Thus, provided x is large enough we can find elements of M r (x) and N r,k (x) as large as desired. Fix a tuple r as described above and let m 0 ∈ M r (x). Let l be large in terms of ε > 0. By the pigeonhole principle, there is a point z ∈ S 1 and a set G ⊆ {1, . . . , l} of size εl such that for all j ∈ G we have |f ((H!) 2 m 0 + r j ) − z| ≤ 10ε.
We select k j large enough that |f (p k j j )| < 1/2 when j ∈ G, while if j / ∈ G then we put k j = 1. With these choices made, we then selectm 0 ∈ N r,k (x), withm 0 > m 0 .
We now observe the following. Let 
If p ∈ S then v p ((H!) 2 m 0 + r) = v p (r) = v p ((H!) 2m 0 + r), and thus S r (m 0 ) = S r (m 0 ). As S r (m)|H! for m ∈ {m 0 ,m 0 }, we have (H!) 2 /S r (m) ≡ 0 (mod q) for H large enough, and thus
Proof of Theorem 1.3. (⇒) Let f : N → C be a completely multiplicative function satisfying Property B and such that {p : |f (p)| < 1} is thin. By Lemma 3.1, f takes values in U, and by Lemma 3.2 there is a t ∈ R and a primitive Dirichlet character χ modulo q > 1 such that f pretends to be χ(n)n it . Setf (n) := f (n)n −it for all n ∈ N. By Lemma 3.3,f satisfies Property B'. Applying Proposition 3.4 a) and b) tof , if p q and |f (p)| = |f (p)| = 1 thenf (p) = χ(p), i.e., f (p) = χ(p)p it , while if p|q then |f (p)| < 1. Furthermore, according to Proposition 3.5, the set of primes p for which |f (p)| < 1 is finite. Thus, there is a finite set S that includes the set of primes p|q such that if p ∈ S then |f (p)| < 1 while if p / ∈ S then f (p) = χ(p)p it . (⇐) Assume next that there is a t ∈ R, a primitive Dirichlet character χ of conductor q > 1 and a finite set of primes S containing the primes p|q such that if p ∈ S then |f (p)| < 1, and otherwise f (p) = χ(p)p it . We claim that such a function has bounded partial sums.
To see this, let us note first of all that functions of the form n → χ(n)n it have bounded partial sums for any fixed t. When t = 0 this follows from the orthogonality of Dirichlet characters, so assume that t = 0. In this case, Since q = O(1), we easily find that the inner sum is precisely ζ(1 + 1/ log x − it) + O q (1) = O q,t (1) whenever t = 0. Hence, we have n≤x χ(n)n it = O q,t (1).
Since q > 1 we know that S = ∅. Write S = {p 1 , . . . , p N }, where N := |S| so that the p j are distinct; note that by assumption, if m is coprime to the primes of S then f (m) = χ(m)m it = 0. For any x large enough we have which is a bounded product. Thus, any f of this shape has bounded partial sums, as claimed. and Theorem 1.2 with primes p i replaced with prime powers p k i i to obtain a contradiction if H is sufficiently large. 5 . Examples where f (p) vanishes at many primes Here we present some examples of completely multiplicative functions f for which {p : |f (p)| < 1} is not thin, and that look nothing like twisted Dirichlet characters. i) Let p be a fixed prime and let k ≥ 2. Let ζ be a fixed primitive kth root of unity, and define a completely multiplicative function by f (p) = ζ, f (p ) = 0 for all p = p. We then clearly have n≤x f (n) = l≤log x/ log p
using the orthogonality relation b (mod k) ζ k = 0 to establish the second to last equality. More generally, one may take any r > 1 and α ∈ (0, 1), choose f (p) = e 2πiα and select |f (q)| ≤ 1 q r for all other primes p = q. Following the same lines as above we conclude that f has bounded partial sums.
ii) Further we observe that partial sums can be extremely small. Take f (n) := λ(n)/n for all n, which is clearly completely multiplicative with |f (p)| = 1/p < 1 for all p. Applying the prime number theorem and partial summation, it is easy to check that for x sufficiently large, n≤x f (n) (log x) −100 , which establishes boundedness of partial sums in this case.
