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COLORINGS
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Abstract. In this paper we investigate the extent to which the Lovász Local Lemma (an important tool
in probabilistic combinatorics) can be adapted for the measurable setting. In most applications, the
Lovász Local Lemma is used to produce a function f : X → Y with certain properties, where X is some
underlying combinatorial structure and Y is a (typically finite) set. Can this function f be chosen to be
Borel or µ-measurable for some probability Borel measure µ on X (assuming that X is a standard Borel
space)? In the positive direction, we prove that if the set of constraints put on f is, in a certain sense,
“locally finite,” then there is always a Borel choice for f that is “ε-close” to satisfying these constraints,
for any ε > 0. Moreover, if the combinatorial structure on X is “induced” by the [0;1]-shift action of
a countable group Γ , then, even without any local finiteness assumptions, there is a Borel choice for f
which satisfies the constraints on an invariant conull set (i.e., with ε = 0). A direct corollary of our results
is an upper bound on the measurable chromatic number of the graph Gn generated by the shift action
of the free group Fn that is asymptotically tight up to a factor of at most 2 (which answers a question
of Lyons and Nazarov). On the other hand, our result for structures induced by measure-preserving
group actions is, at least for amenable groups, sharp in the following sense: a probability measure-
preserving action of a countably infinite amenable group satisfies the measurable version of the Lovász
Local Lemma if and only if it admits a factor map to the [0;1]-shift action. To prove this, we combine
the tools of the Ornstein–Weiss theory of entropy for actions of amenable groups with concepts from
computability theory, specifically, Kolmogorov complexity.
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 MEASURABLE LOVÁSZ LOCAL LEMMA
. Introduction
.. Graph colorings in the Borel and measurable settings.
In this paper we investigate the extent to which some classical results in finite combinatorics can
be transferred to the measurable setting. Our main object of study will be the so-called Lovász
Local Lemma, which is discussed in some detail in the next subsection. Here we give a “preview” of
particular applications that our general techniques can provide.
Let us start with some definitions. A graph G with vertex set X (or a graph on X) is a symmetric
irreflexive binary relation on X. In particular, unless stated otherwise, graphs in this paper are
undirected and simple. Two vertices x, y ∈ X are adjacent in G if xGy. A subset X ′ ⊆ X is G-invariant
if no vertex in X ′ is adjacent to a vertex in X \X ′. A connected component of G is an inclusion-minimal
nonemptyG-invariant subset of X. If X ′ ⊆ X, thenG|X ′ B G∩(X ′)2 denotes the subgraph ofG induced
by X ′ (or the restriction of G to X ′). The degree of a vertex x ∈ X (notation: degG(x) or simply deg(x))
is the cardinality of the set Gx B {y ∈ X : xGy}. The maximum degree of G (notation: ∆(G)) is the
supremum of deg(x) over all x ∈ X. A graph G is said to be locally countable if ∆(G) 6 ℵ0 and locally
finite if deg(x) < ℵ0 for all x ∈ X. The girth of G (notation: g(G)) is the length of the shortest cycle in G
(if G is acyclic, g(G) =∞ by definition). A proper (vertex) coloring of G is a map f : X→ Y , where Y is
a set of colors, such that f (x) , f (y) whenever xGy. The chromatic number of G (notation: χ(G)) is the
smallest cardinality of a set Y such that G admits a proper coloring f : X→ Y .
We will be interested in the properties of Borel graphs; see [KM] for a comprehensive survey of
the topic. A graph G on a standard Borel space X is Borel if it is a Borel subset of X2. An important
source of Borel graphs are Borel group actions. Let Γ be a countable group acting by Borel automor-
phisms on a standard Borel space X (in this paper we only consider left group actions). Denote this
action by α : Γ y X. Let S ⊆ Γ be a generating set and define the graph G(α,S) on X via
xG(α,S)y :⇐⇒ x , y and γ · x = y for some γ ∈ S ∪ S−1.
Then G(α,S) is locally countable and Borel.
For a Borel graph G on X, its Borel chromatic number (notation: χB(G)) is the smallest cardinality of
a standard Borel space Y such thatG admits a Borel proper coloring f : X→ Y . Borel chromatic num-
bers were first introduced and systematically studied by Kechris, Solecki, and Todorcevic [KST].
Clearly, χ(G) 6 χB(G). One of the starting points of Borel combinatorics is the observation that this
inequality can be strict. In fact, Kechris, Solecki, and Todorcevic [KST, Example .] gave an ex-
ample of an acyclic locally countable Borel graph G such that χB(G) = 2ℵ0 (note that if G is acyclic,
then χ(G) 6 2). On the other hand, they showed [KST, Proposition .] that if ∆(G) is finite, then
χB(G) 6 ∆(G) + 1, in analogy with the finite case.
The bound χ(G) 6 ∆(G) + 1 is rather weak; in fact, Brooks’s theorem in finite combinatorics asserts
that χ(G) 6 ∆(G) for all G apart from a few natural exceptions [BM, Theorem .]. As it turns
out, there is no hope for any result along these lines in the Borel setting: Marks [Mar, Theorem .]
showed that the Borel chromatic number of an acyclic Borel graph G with maximum degree d ∈N
can attain the value d + 1 (and, in fact, any value between 2 and d + 1).
Marks’s results indicate that the Borelness requirement is too restrictive to allow any interesting
analogs of classical coloring results. It is reasonable, therefore, to try asking for somewhat less. For
instance, we can only require that “most” of the graph should be colored, in an appropriate sense of
the word “most.” Natural candidates for such a notion of largeness are Baire category and measure.
If τ is a Polish topology on X that is compatible with the Borel structure on X, then the τ-Baire-
measurable chromatic number of G is defined as follows:
χτ (G)Bmin{χB(G|X ′) : X ′ is a τ-comeager G-invariant Borel subset of X}.
Graph-theoretic notation used in descriptive set theory deviates somewhat from the standard in finite combinatorics.
For instance, a graph G is identified with its edge set; the notation E(G), common in finite combinatorics, would be in
conflict with EG—the equivalence relation whose classes are the connected components of G.
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Similarly, if µ is a probability Borel measure on X, then the µ-measurable chromatic number of G is
defined to be
χµ(G)Bmin{χB(G|X ′) : X ′ is a µ-conull G-invariant Borel subset of X}.
Like χB(G), both χτ (G) and χµ(G) can exceed χ(G), even for locally finite acyclic graphs. A simple
example is the graph GB G(α, {1}), where α : ZyS1 is an irrational rotation action of Z on the unit
circle S1. Each component of G is a bi-infinite path, so G is acyclic; but an easy ergodicity argument
reveals that χτ (G), χµ(G) > 2, where τ is the usual topology and µ is the Lebesgue probability measure
on S1. (Since ∆(G) = 2, [KST, Proposition .] yields χτ (G) = χµ(G) = χB(G) = 3.)
Nevertheless, Conley and Miller [CM, Theorem B] showed that χτ (G) cannot differ from χ(G)
“too much”; namely, they proved that for a locally finite Borel graph G on a standard Borel space X,
if χ(G) is finite, then χτ (G) 6 2χ(G) − 1 with respect to any compatible Polish topology τ on X. In
particular, if G is acyclic (or, more generally, χ(G) 6 2), then χτ (G) 6 3.
Our main focus will be on µ-measurable chromatic numbers (and µ-measurable analogs of other
combinatorial parameters). Here the situation is more intriguing than with Baire-measurable chro-
matic numbers. Conley, Marks, and Tucker-Drob [CMT, Theorem .] recently proved a µ-mea-
surable analog of Brooks’s theorem for graphs with maximum degree at least 3 (the example of an
irrational rotation action shows that Brooks’s theorem for graphs with maximum degree 2 does not
hold in the measurable setting). In particular, χµ(G) can be strictly less than χB(G).
On the other hand, in contrast to Baire-measurable chromatic numbers, χµ(G) cannot be bounded
above by any function of χ(G). An important class of examples where the difference between χµ(G)
and χ(G) gets arbitrarily large comes from shift actions of free groups. For a countable group Γ and a
set A, the shift action of Γ on AΓ (or the A-shift action) is defined as follows: For all γ , δ ∈ Γ and x ∈ AΓ ,
(γ · x)(δ)B x(δγ).
Let S be a finite set and let F (S) be the free group over S. Let α : F (S)y [0;1]F (S) be the shift action
of F (S) on [0;1]F (S) and setGB G(α,S). Let λ denote the Lebesgue measure on [0;1] (we will use this
notation throughout). Off of a λF (S)-null set, the action σF (S) is free, so every connected component
of G is an infinite 2|S |-regular tree and hence is 2-colorable. However, as Lyons and Nazarov [LN]
pointed out, a result of Frieze and Łuczak [FŁ] implies that χλF (S)(G) > |S |/ ln(2|S |) for sufficiently
large |S | (see also [KM, Theorem .], where this lower bound is established for arbitrary S).
In particular, χλF (S)(G) → ∞ as |S | → ∞. Note that the group F (S) for |S | > 2 is nonamenable; in
fact, Conley and Kechris [CK] mention that there are no known examples of graphs G induced by
probability measure-preserving actions of amenable groups such that χµ(G) > χ(G) + 1 (see [KM,
Problem .]).
Note that the best known upper bound on χλF (S)(G) is 2|S | (given by the measurable Brooks’s
theorem of Conley–Marks–Tucker-Drob), so the orders of magnitude of the lower and upper bounds
are different. Lyons and Nazarov [LN] asked what the correct value of χλF (S)(G) should be. As an
immediate corollary of one of our main results (namely Theorem .), we can show that |S |/ ln(|S |) is
the right order. In fact, we have the following general theorem:
Theorem .. Let Γ be a countable group with a finite generating set S ⊆ Γ . Denote d B |S ∪ S−1|. Let
α : Γ y (X,µ) be a measure-preserving action of Γ on a standard probability space (X,µ) and set G B
G(α,S). Suppose that α factors to the shift action Γ y ([0;1]Γ ,λΓ ). If g(G) > 4, then χµ(G) = O(d/ lnd);
furthermore, if g(G) > 5, then χµ(G) 6 (1 + o(1))d/ lnd.
Corollary .. Let S be a finite set of size k, let α : F (S) y [0;1]F (S) be the [0;1]-shift action of the free
group F (S), and let GB G(α,S). Then
(1− o(1)) k
lnk
6 χλΓ (G) 6 (2 + o(1))
k
lnk
. (.)
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Note that, by a result of Bowen [Bow, Theorem .], any two nontrivial shift actions of F (S),
where |S | > 2, admit factor maps to each other, so (.) holds for any such action as well.
Another extensively studied graph parameter is the so-called chromatic index of a graph. Let G
be a graph with vertex set X. An edge coloring of G is a map f : G → Y such that for all (x,y) ∈ G,
f (x,y) = f (y,x). An edge coloring f is proper if for all x, y, z ∈ X with xGy, yGz, and x , z, f (x,y) ,
f (y,z). The chromatic index of G (notation: χ′(G)) is the smallest cardinality of a set Y such that G
admits a proper edge coloring f : G→ Y . Clearly, χ′(G) > ∆(G), since all the edges incident to a given
vertex have to receive distinct colors. A celebrated theorem of Vizing [BM, Theorem .] asserts
that this bound is almost tight; namely, for a finite graph G, χ′(G) 6 ∆(G) + 1.
Naturally, for a Borel graph G on a standard Borel space X, its Borel chromatic index χ′B(G) is the
smallest cardinality of a standard Borel space Y such that G admits a Borel proper edge coloring
f : G → Y (where G inherits its Borel structure from X2). Clearly, χ′(G) 6 χ′B(G). Marks [Mar,
Theorem .] showed that the Borel chromatic index of an acyclic Borel graph G with maximum
degree d ∈N can be as large as 2d − 1 (and this bound is tight—finding a proper edge coloring of a
graph with maximum degree d is equivalent to finding a proper vertex coloring of an auxiliary graph
with maximum degree 2d − 2).
One can define the µ-measurable chromatic index of a Borel graph G by analogy with its µ-mea-
surable chromatic number; namely,
χ′µ(G)Bmin{χ′B(G|X ′) : X ′ is a µ-conull G-invariant Borel subset of X}.
Csóka, Lippner, and Pikhurko [CLP, Theorem .] proved that Vizing’s theorem holds measurably
for locally finite bipartite graphs and that χµ(G) 6 ∆(G) + o(∆(G)) in general, provided that the mea-
sure µ is G-invariant. Theorem . gives a different proof of the second part of this result for graphs
induced by shift actions (with a slightly worse lower order term); moreover, it implies the following
“list version”:
Theorem .. For every d ∈N, there exists k = d+o(d) such that the following holds. Let Γ be a countable
group with a finite generating set S ⊆ Γ such that |S ∪ S−1| = d. For each γ ∈ S ∪ S−1, let L(γ) be a finite
set such that L(γ) = L(γ−1) and |L(γ)| > k for all γ ∈ S ∪ S−1. Let α : Γ y (X,µ) be a measure-preserving
action of Γ on a standard probability space (X,µ) and let G B G(α,S). Suppose that α factors to the shift
action Γ y ([0;1]Γ ,λΓ ). Then there exists a Γ -invariant µ-conull Borel subset X ′ ⊆ X and a Borel proper
edge coloring f of G|X ′ such that for all x ∈ X ′, f (x,γ · x) ∈ L(γ).
One can further relax the conditions on a coloring to allow a small (but positive) margin of error.
Let G be a graph with vertex set X. For a map f : X→ Y , define the defect set Def(f ) ⊆ X by
x ∈Def(f ) :⇐⇒ f (x) = f (y) for some y ∈ Gx.
In other words, a vertex x belongs to Def(f ) if and only if it shares a color with a neighbor. If the
graph G is Borel, then a Borel map f : X → Y is a (µ,ε)-approximately proper Borel coloring of G if
µ(Def(f )) 6 ε. The µ-approximate chromatic number of G (notation: apχµ(G)) is the smallest cardinal-
ity of a standard Borel space Y such that for every ε > 0, there is a (µ,ε)-approximately proper Borel
coloring f : X → Y of G. Approximate chromatic numbers were studied extensively by Conley and
Kechris [CK]. In particular, they proved that if G is induced by a measure-preserving action of
a countable amenable group, then its µ-approximate chromatic number is essentially determined by
the ordinary chromatic number; more precisely, for such G,
apχµ(G) = min{χ(G|X ′) : X ′ is a µ-conull G-invariant Borel subset of X}.
However, the lower bound apχλF (S)(G(α,S)) > |S |/ ln(2|S |), where α : F (S) y [0;1]F (S) is the shift ac-
tion of the free group F (S) over a finite set S, still holds.
Here, a probability measure ν is said to be nontrivial if it is not concentrated on a single point.
Note that the set Def(f ) is analytic (and hence universally measurable), so this definition makes sense. If G is locally
countable, then Def(f ) is actually Borel.
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For an edge coloring f : G→ Y , let Def′(f ) ⊆ X be given by
x ∈Def′(f ) :⇐⇒ ∃y ∈ Gx∃z ∈ Gy (z , x and f (x,y) = f (y,z)); or∃y ∈ Gx∃z ∈ Gx (z , y and f (x,y) = f (x,z)).
In other words, x ∈Def′(f ) if and only if x is incident to an edge that shares an endpoint with another
edge of the same color. The µ-approximate chromatic index apχ′µ(G) of a Borel graph G is defined
similarly to apχµ(G). As a corollary of our other general result (namely Theorem .), Theorems .
and . can be generalized to arbitrary locally finite Borel graphs in the context of approximate
colorings.
Theorem .. Let G be a Borel graph on a standard Borel space X and suppose that ∆(G) = d ∈N. Let µ
be a probability Borel measure on X. If g(G) > 4, then apχµ(G) =O(d/ lnd); furthermore, if g(G) > 5, then
apχµ(G) 6 (1 + o(1))d/ lnd.
Theorem .. Let G be a Borel graph on a standard Borel space X and suppose that ∆(G) = d ∈N. Let µ
be a probability Borel measure on X. Then apχ′µ(G) = d + o(d).
.. The Lovász Local Lemma and its applications.
The Lovász Local Lemma (the LLL for short) is a powerful probabilistic tool developed by Erdős and
Lovász [EL]. We refer to [AS, Chapter ] for background on the Lovász Local Lemma and its
applications in combinatorics; several other classical applications can be found, e.g., in [MR].
Given sets X and Y ,
– [X]<∞ denotes the set of all finite subsets of X;
– [X→ Y ]<∞ denotes the set of all partial functions ϕ : X ⇀ Y with dom(ϕ) ∈ [X]<∞.
Let X be a set and consider any S ∈ [X]<∞. Even though X itself is just a set with no additional
structure, [0;1]S is a standard Borel space equipped with the Lebesgue probability measure λS . We
refer to the Borel subsets B ⊆ [0;1]S as bad events over X. Every bad event is a subset of [X→ [0;1]]<∞.
If B ⊆ [0;1]S is a nonempty bad event, then we call S the domain of B and write dom(B)B S; since B
is nonempty, S is determined uniquely. Set dom(∅)B ∅. The probability of a bad event B is
P[B]B λdom(B)(B).
A function f : X→ [0;1] avoids a bad event B if there is no w ∈ B with w ⊆ f . An instance (of the LLL)
over X is a setB of bad events over X. A solution to an instanceB is a map f : X→ [0;1] that avoids
all B ∈B . For an instanceB and a bad event B ∈B , the neighborhood of B inB is
NbhdB (B)B {B′ ∈B \ {B} : dom(B′)∩dom(B) , ∅}.
The degree of B inB is
degB (B)B |NbhdB (B)|.
Let
p(B )B sup
B∈B
P[B] and d(B )B sup
B∈B
degB (B).
An instanceB is correct for the Symmetric LLL (the SLLL for short) if
e · p(B ) · (d(B ) + 1) < 1,
where e = 2.71 . . . denotes the base of the natural logarithm.
Theorem . (Erdős–Lovász [EL]; Symmetric Lovász Local Lemma—finite case). Let B be an
instance of the LLL over a finite set X. IfB is correct for the SLLL, thenB has a solution.
The Symmetric LLL was introduced by Erdős and Lovász (with 4 in place of e) in their semi-
nal paper [EL]; the constant was later improved by Lovász (the sharpened version first appeared
in [Spe]). Theorem . is a special case of the SLLL in the so-called variable framework (the name is
due to Kolipaka and Szegedy [KS]), which encompasses most typical applications (with a notable
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exception of the ones concerning random permutations, see, e.g., [ES]). For the full statement of
the SLLL, see [AS, Corollary ..] (deducing Theorem . from [AS, Corollary ..] is routine;
see, e.g., [MR, p. ]).
Theorem . can be also extended to instances B with d(B ) =∞, provided that for B ∈B , P[B]
decays sufficiently fast as |dom(B)| increases. An instance B is correct for the General LLL (the GLLL
for short), or simply correct, if the neighborhood of each B ∈ B is countable, and there exists a
function ω : B → [0;1) such that for all B ∈B ,
P[B] 6ω(B)
∏
B′∈NbhdB (B)
(1−ω(B′)).
Theorem . (General Lovász Local Lemma—finite case; [AS, Lemma ..]). Let B be an in-
stance of the LLL over a finite set X. IfB is correct for the GLLL, thenB has a solution.
A standard calculation (see [AS, proof of Corollary ..]) shows that if an instanceB is correct
for the SLLL, then it is also correct for the GLLL, hence the name “General LLL.”
Remark .. IfB is a correct instance of the LLL, then we may assume that dom(B) , ∅ for all B ∈B .
Indeed, there are only two bad events with empty domain: ∅ and {∅}. The event ∅ is always avoided,
so it does not matter if ∅ ∈B or not. On the other hand, {∅} cannot be avoided; in particular, ifB is
correct, then {∅} <B .
Remark .. The definition of bad events can be naturally extended to include subsets of [X→ Y ]<∞
for standard probability spaces (Y ,ν) other than ([0;1],λ); indeed, in standard combinatorial appli-
cations, Y is often a finite set. However, any standard probability space (Y ,ν) can be “simulated”
by ([0;1],λ), in the sense that there exists a Borel map ϕ : [0;1]→ Y such that ϕ∗(λ) = ν. As far as
the LLL is concerned, a set B ⊆ [X→ Y ]<∞ can be replaced by its “pullback” ϕ∗(B) ⊆ [X→ [0;1]]<∞
defined via
w ∈ ϕ∗(B) :⇐⇒ ϕ ◦w ∈ B.
Therefore, no generality is lost when only working with subsets of [X→ [0;1]]<∞.
Theorems . and . also hold in the case when the ground set X is infinite. In most applications,
one may assume that each bad event B is an open subset of [0;1]dom(B) and obtain infinitary analogs of
the LLL through standard compactness arguments (see, e.g., [AS, Theorem ..]). Yet, a different
proof is required in general. Kun [Kun, Lemma ] showed that the infinite version of the LLL can
be derived using the effective approach developed by Moser and Tardos [MT].
Theorem . (Kun [Kun, Lemma ]; General Lovász Local Lemma—infinite version). Let B
be an instance of the LLL over an arbitrary set X. IfB is correct for the GLLL, thenB has a solution.
Since the Moser–Tardos theory will play a crucial role in our investigation, we present its main
tools, including a proof of Theorem ., in Section .
As a simple example, let H be a k-uniform hypergraph with vertex set X, i.e., a collection of
k-element subsets of X, called the edges of H . A proper 2-coloring of H is a map f : X → 2 such that
every edge S ∈H contains vertices of both colors. For S ∈H , let wS,0, wS,1 : S→ 2 denote the constant
0 and 1 functions respectively and define BS B {wS,0,wS,1}. Set
B B {BS : S ∈H}.
As explained in Remark .,B can be viewed as an instance over X. The proper 2-colorings ofH are
precisely the solutions to B . It is straightforward to check the conditions under which B is correct
for the SLLL, and, after an easy calculation, one recovers the following theorem due to Erdős and
Lovász, which historically was the first application of the LLL:
Theorem . (Erdős–Lovász [EL]). Let H be a k-uniform hypergraph and suppose that every edge
of H intersects at most d other edges. If e(d + 1) 6 2k−1, then H is 2-colorable.
The best currently known bound that guarantees 2-colorability of H is d 6 c(k/ lnk)1/22k for some positive absolute
constant c, due to Radhakrishnan and Srinivasan [RS, Theorem .]. Their proof also relies on the LLL.
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To illustrate the types of results one can obtain using the LLL, we describe a few other applications
below.
Kim’s and Johansson’s theorems.
Let G be a “sparse” graph, in that it does not contain any “short” cycles. Can one show that χ(G)
is much smaller than ∆(G), the bound given by Brooks’s theorem? It is well-known that there exist
d-regular graphs with arbitrarily large girth and with chromatic number at least (1/2 − o(1))d/ lnd.
After a series of partial results by a number of researchers (see [JT, Section .] for a survey),
Kim [Kim] proved an upper bound that (asymptotically) exceeds the lower bound only by a factor
of 2:
Theorem . (Kim [Kim]; see also [MR, Chapter ]). Let G be a graph with maximum degree
d ∈N. If g(G) > 5, then χ(G) 6 (1 + o(1))d/ lnd.
Shortly after, Johansson [Joh] reduced the girth requirement and extended Kim’s result (modulo
a constant factor) to triangle-free graphs.
Theorem . (Johansson [Joh]; see also [MR, Chapter ]). Let G be a graph with maximum
degree d ∈N. If g(G) > 4, then χ(G) =O (d/ lnd).
The proofs of Theorems . and . are examples of a particular general approach to coloring
problems. The key idea is to iterate applications of the LLL so that on each stage, the LLL produces
only a partial coloring of G—but this coloring is also made to satisfy some additional requirements.
These requirements allow the process to be repeated, until finally the uncolored part of the graph
becomes so sparse that a single application of the LLL (or a basic greedy algorithm) can finish the
proof. Dealing with such iterated applications of the LLL will be one of the major difficulties we will
have to face in Section . An interested reader is referred to [MR] for an excellent exposition of
both proofs; we also discuss them briefly in Appendix B (omitting most of the details).
Kahn’s theorem.
As mentioned in Subsection ., Vizing’s theorem asserts that if ∆(G) is finite, then χ′(G) 6 ∆(G) + 1.
There are several known proofs of Vizing’s theorem, none of them using the LLL.
An important generalization of graph coloring, so-called list coloring, was introduced indepen-
dently by Vizing [Viz] and Erdős, Rubin, and Taylor [ERT]. Let G be a graph with vertex set X.
A list assignment for G is a function L : X → Pow(Y ), where Y is a set and Pow(Y ) denotes its power-
set. An L-coloring of G is a map f : X→ Y such that f (x) ∈ L(x) for all x ∈ X. The list chromatic number
of G (notation: χ`(G)) is the smallest k such that G admits a proper L-coloring whenever |L(x)| > k for
all x ∈ X. Clearly, χ`(G) > χ(G) since if L(x) = Y for all x ∈ X, then an L-coloring is simply a coloring
with color set Y . Perhaps surprisingly, this inequality can be strict; in fact, there can be no upper
bound on χ`(G) in terms of χ(G), as there exist bipartite graphs with arbitrarily large list chromatic
numbers.
List edge colorings and the list chromatic index χ′`(G) of a graph G are defined similarly, mutatis
mutandis. The following conjecture is one of the major open problems in graph theory:
Conjecture . (List Edge Coloring Conjecture; [BM, Conjecture .]). For every finite graph G,
χ′`(G) = χ`(G).
As a step towards settling Conjecture ., Kahn [Kah] proved the following asymptotic version
of Vizing’s theorem for list colorings:
Theorem . (Kahn [Kah]; see also [MR, Chapter ]). Let G be a graph with maximum degree
d ∈N. Then χ′`(G) = d + o(d).
Recently, Molloy [Mol] showed that the bound χ(G) 6 (1 + o(1))∆(G)/ ln∆(G) from Theorem . holds for triangle-
free graphs as well. Unfortunately, the proof techniques used in [Mol] cannot be adapted using our machinery.
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Note that, in contrast to Vizing’s theorem, Kahn’s proof is based on the LLL; in fact, it is similar
to the proofs of Kim’s and Johansson’s theorems in that it uses iterated applications of the LLL to
produce partial colorings with some additional properties. Note that Kahn’s theorem yields an LLL-
based proof of the bound χ′(G) = d + o(d) for ordinary edge colorings as well.
Nonrepetitive and acyclic colorings.
The LLL can be also applied to produce upper bounds on more “exotic” types of chromatic numbers.
Here we only mention two examples. A nonempty finite sequence s is nonrepetitive if it cannot be
decomposed as s = uavavaw for some finite sequences u, v, w with v , ∅ (here a denotes concatena-
tion). A coloring f of a graph G on a set X is nonrepetitive if for any finite path x1–. . . –xk in G, the
sequence (f (x1), . . . , f (xk)) is nonrepetitive. Note that a nonrepetitive coloring is, in particular, proper
since if xGy and f (x) = f (y) = c, then the sequence (f (x), f (y)) = (c,c), corresponding to the path x–y
of length one, is repetitive. The smallest number of colors necessary to color G nonrepetitively is
called the Thue number of G and is denoted by pi(G). The following theorem of Alon, Grytczuk,
Hałuszczak, and Riordan [Alo+] gives an upper bound on pi(G) in terms of ∆(G):
Theorem . (Alon–Grytczuk–Hałuszczak–Riordan [Alo+, Theorem ]). Let G be a graph with
maximum degree d ∈N. Then pi(G) =O(d2).
A proper coloring f of a graph G is acyclic if every cycle in G receives at least three different colors.
The least number of colors needed for an acyclic proper coloring of G is called the acyclic chromatic
number of G and is denoted by a(G). In , Erdős conjectured that a(G) = o(∆(G)2);  years later,
Alon, McDiarmid, and Reed [AMR] confirmed Erdős’s hypothesis.
Theorem . (Alon–McDiarmid–Reed [AMR, Theorem .]). Let G be a graph with maximum
degree d ∈N. Then a(G) =O(d4/3).
Each of Theorems . and . is proved via a single application of the LLL to a carefully con-
structed correct instance.
.. Overview of our main results and the structure of the paper.
Let X be a standard Borel space. An instanceB over X is Borel if⋃
B B {w ∈ [X→ [0;1]]<∞ : w ∈ B for some B ∈B }
is a Borel subset of [X→ [0;1]]<∞. In general, given a correct Borel instance B over X, one cannot
guarantee the existence of a Borel solution [Con+, Theorem .]. Suppose, however, that µ is a
probability Borel measure on X. When can one ensure that there is a “large” (in terms of µ) Borel
subset of X on whichB admits a Borel solution?
The Moser–Tardos theory.
In our investigation, we rely heavily on the algorithmic approach to the LLL due to Moser and Tar-
dos [MT]. The original motivation behind Moser and Tardos’s work was to develop a randomized
algorithm which, given a correct instance B over a finite set X, quickly finds a solution to B . It
turns out that the Moser–Tardos method naturally extends to the case when X is infinite, leading to
the possibility of analogs of the LLL that are “constructive” in various senses; a notable example is
the computable version of the LLL due to Rumyantsev and Shen [RS]. In Section  we describe
(a generalized version of) the Moser–Tardos algorithm and consider its behavior in the Borel setting.
The Moser–Tardos technique was first used in the measurable framework in [Kun].
Thue initiated the study of nonrepetitive sequences. While it is easy to see that there are no nonrepetitive sequences of
length 4 over an alphabet of size 2, Thue’s famous theorem [Thu] asserts that there exist arbitrarily long nonrepetitive
sequnces over an alphabet of size 3.
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A universal combinatorial structure—hereditarily finite sets.
By definition, an instance of the LLL over a set X puts a set of constraints on a map f : X → [0;1].
For example, if X is the vertex set of a graph G, then by solving instances over X one finds vertex
colorings of G with desired properties. However, sometimes we want to consider edge colorings in-
stead, or maybe maps defined on some other combinatorial structures “built” from G, such as, say,
paths of length 2, or cycles, etc. Additionally, even when looking for vertex colorings, it is sometimes
necessary to assign to each vertex several colors at once, which can be viewed as replacing every ele-
ment of X by finitely many “copies” of it and coloring each “copy” independently. In order to cover
all potential combinatorial applications, we enlarge the set X, adding points for various combinato-
rial data that can be built from the elements of X. We call the resulting “universal” combinatorial
structure the amplification of X and denote it by HF(X) (here the letters “HF” stand for “hereditarily
finite”). Roughly speaking, the points of HF(X) correspond to all sets that can be obtained from X
by repeatedly taking finite subsets. The precise construction of HF(X) is described in Section . All
our results are stated for instances over HF(X); however, to simplify the current discussion, we will
be only talking about instances over X in this subsection.
Approximate LLL.
Our first main result is the approximate LLL, which we state and prove in Section . Let X be a set.
For an instance B over X and a map f : X → [0;1], the defect DefB (f ) of f with respect to B is the
set of all x ∈ X such that x ∈ dom(w) for some w ∈ B ∈B with w ⊆ f . Thus, f is a solution toB if and
only if DefB (f ) = ∅. An instance B is locally finite if degB (B) <∞ for all B ∈B . For locally finite
instances, we prove the following:
Theorem . (Approximate LLL). Let B be a correct locally finite Borel instance over a standard prob-
ability space (X,µ). Then for any ε > 0, there exists a Borel function f : X→ [0;1] with µ(DefB (f )) 6 ε.
Most (but not all) standard applications of the LLL only consider locally finite instances; for ex-
ample, any instance that is correct for the SLLL is locally finite. Among the examples listed in §.,
Theorems ., ., ., and . only use locally finite instances; in particular, Theorem . im-
mediately yields Theorems . and . on approximate chromatic numbers of Borel graphs. On the
other hand, Theorems . and . apply the LLL to instances that are in general not locally finite,
as there can be infinitely many paths or cycles passing through a given vertex in a locally finite graph.
We point out that in their recent study [Csó+], carried out independently from this work, Csóka,
Grabowski, Máthé, Pikhurko, and Tyros use an approach similar to ours in order to establish a
purely Borel version of the LLL for a class of instances satisfying stronger boundedness assumptions
(namely having uniformly subexponential growth).
Measure-preserving group actions.
Our second main result is the measurable version of the LLL for probability measure-preserving
actions of countable groups, which we present in Section . It shows that under certain additional
restrictions on the correct instanceB , one can find a Borel function that solves it on a conull subset—
even when B is not locally finite. To motivate these restrictions, consider a graph G on a set X.
Combinatorial problems related to G usually require solving instances of the LLL that possess the
following two properties:
– the correctness of a solution can be verified separately within each component of G;
– the instance only depends on the graph structure of G, in other words, it is invariant under
the (combinatorial/abstract) automorphisms of G.
These two properties are captured in the following definition: Let α : Γ y (X,µ) be a measure-pre-
serving action of a countable group Γ on a standard probability space (X,µ) and let Iα denote the set
of all equivariant bijections ϕ : O→ O′ between α-orbits. An instance (of the LLL) over α is a Borel
instanceB over X such that:
– for all B ∈B , dom(B) is contained within a single orbit of α; and
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– the setB is (µ-almost everywhere) invariant under the functions ϕ ∈ Iα.
A basic measurable version of the LLL for probability measure-preserving group actions is as follows:
Corollary .. Let α : Γ y (X,µ) be a measure-preserving action of a countable group Γ on a standard
probability space (X,µ). Suppose that α factors to the shift action Γ y ([0;1]Γ ,λΓ ) and let B be a correct
instance over α. Then there exists a Borel function f : X→ [0;1] with µ(DefB (f )) = 0.
Corollary . is sufficient for many applications; for instance, it yields measurable analogs of
Theorems . and .. However, a more general result is required to derive Theorems . and ..
As mentioned in §., to establish their combinatorial counterparts (namely Theorems ., .,
and .) the LLL is applied iteratively to a series of instances, with each next instance defined
using the solutions to the previous ones: Even though the very first instance B0 is invariant under all
functions ϕ ∈ Iα, as soon as a solution f0 toB0 is fixed, the next instanceB1 is only guaranteed to be
invariant under those ϕ ∈ Iα that additionally preserve the value of f0, so Corollary . can no longer
be used.
To formalize this complication, we define a game between two players, called the LLL Game. A run
of the LLL Game over an action α : Γ y (X,µ) looks like this:
Player I B0 B1 . . . Bn . . .
Player II f0 f1 . . . fn . . .
On his first turn, Player I chooses a correct instance B0 over α. Player II responds by choosing a
µ-measurable solution f0 to B0. Player I then picks a new correct Borel instance B1, this time only
invariant under the functions ϕ ∈ Iα that preserve f0. Player II must respond by finding a µ-mea-
surable solution f1 to B1. On the next step, Player I selects a correct Borel instance B2 invariant
under the functions ϕ ∈ Iα that preserve both f0 and f1; and so on. Player II wins if the game contin-
ues indefinitely and loses if at any step, she is presented with an instance that has no µ-measurable
solution. Our result, Theorem ., asserts that Player II has a winning strategy in this game:
Theorem . (Measurable LLL for group actions). Let α : Γ y (X,µ) be a measure-preserving action of
a countable group Γ on a standard probability space (X,µ). If α factors to the shift action Γ y ([0;1]Γ ,λΓ ),
then Player II has a winning strategy in the LLL Game over α.
A partial converse.
Finally, we turn to the following natural question:
Is it necessary to assume that α admits a factor map to the [0;1]-shift action in order to establish
Theorem . and Corollary ., or is this assumption just an artifact of our proof?
In Section , we demonstrate that, at least for amenable groups, this assumption is indeed necessary;
furthermore, a probability measure-preserving free ergodic action α of a countably infinite amenable
group Γ factors to the [0;1]-shift action if and only if it satisfies the conclusion of Corollary .. In fact,
a much weaker version of the LLL than Corollary . already yields a factor map to the [0;1]-shift,
which, in particular, shows that Theorem . fails for instances that are not locally finite.
To establish these results, we combine the tools of the Ornstein–Weiss theory of entropy for ac-
tions of amenable groups with concepts from computability theory. By a theorem of Ornstein and
Weiss, a free ergodic probability measure-preserving action α : Γ y (X,µ) of a countably infinite
amenable group Γ factors to the [0;1]-shift action if and only if Hµ(α) = ∞, where Hµ(α) is the so-
called Kolmogorov–Sinai entropy of α. Intuitively, Hµ(α) measures how “unpredictable” or “random”
the interaction of α with a Borel map f : X→ k ∈N can be. Therefore, in proving a converse to The-
orem ., we have to apply the LLL in order to exhibit Borel functions f whose behavior is highly
“random.” Notice that entropy is a “global” parameter that depends on f as a whole, while the LLL
can only constrain a function “locally.” In other words, we require a way to certify high entropy in a
“local,” or “pointwise,” manner. To that end, we use Kolmogorov complexity—a deterministic alterna-
tive to entropy defined in the language of computability theory—to measure the “randomness” of a
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given Borel function at each point. The crux of our argument is Lemma ., which is of independent
interest. It gives a lower bound on the Kolmogorov–Sinai entropy of a Borel function in terms of the
average value of its pointwise Kolmogorov complexity. The proof of Lemma . invokes the result of
Ornstein and Weiss concerning the existence of quasi-tilings in amenable groups and is inspired by
previous work of Brudno [Bru] in the case of Z-actions.
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. Preliminaries
We useNB {0,1, . . .} to denote the set of all nonnegative integers and identify each k ∈Nwith the set
{i ∈N : i < k}. A function f is identified with its graph, i.e., the set {(x,y) : f (x) = y}; this enables the
use of standard set-theoretic notation, such as ∪, ∩, ⊆, etc., for functions. In particular, ∅ denotes the
empty function as well as the empty set. For a function f and a subset S of its domain, f |S denotes
the restriction of f to S. We write f : X ⇀ Y to indicate that f is a partial function from X to Y , i.e.,
a function of the form f : X ′→ Y with X ′ ⊆ X.
Our standard references for descriptive set theory are [Kec] and [Tse]. Below we only review
the most basic facts and terminology used throughout the paper without mention.
A standard Borel space (X,B) is a set X together with a σ -algebra B of Borel sets such that there is a
compatible Polish (i.e., separable completely metrizable) topology τ on X with B as its σ -algebra of
Borel sets. We will suppress the notation for the σ -algebra and denote a standard Borel space (X,B)
simply by X. A function f : X→ Y between standard Borel spaces X and Y is Borel if f -preimages of
Borel subsets of Y are Borel in X. Due to the Borel isomorphism theorem [Tse, Theorem .], all
countable standard Borel spaces are discrete and all uncountable ones are isomorphic to each other.
We use Prob(X) to denote the set of all probability Borel measures on a standard Borel space X.
If µ ∈ Prob(X), then the pair (X,µ) is called a standard probability space. A measure µ ∈ Prob(X) is
atomless if µ({x}) = 0 for all x ∈ X. The measure isomorphism theorem [Tse, Theorem .] asserts
that all standard probability spaces (X,µ) with atomless µ are Borel isomorphic. If X is a standard
Borel space and X ′ ⊆ X is a Borel set, then we identify Prob(X ′) with a subset of Prob(X) in the
natural way. In particular, given µ ∈ Prob(X ′), we also use µ to denote the extension of µ to X (i.e.,
the pushforward ι∗(µ) of µ under the inclusion map ι : X ′ → X); similarly, if µ ∈ Prob(X) and X ′
is µ-conull, then we use µ to denote the restriction of µ to X ′. The Lebesgue measure on the unit
interval [0;1] is denoted by λ.
A subset A of a standard Borel space X is analytic if it is the image of a Borel set under a Borel
function. Somewhat informally, a set is analytic if it can be defined using existential (but not uni-
versal) quantifiers ranging over Borel sets. Analytic subsets of X are universally measurable, i.e.,
µ-measurable for every µ ∈ Prob(X) [Tse, Corollary .]. The complement of an analytic set is
said to be co-analytic. If a set is both analytic and co-analytic, then it is Borel [Tse, Corollary .].
Recall that for sets X and Y ,
– [X]<∞ denotes the set of all finite subsets of B;
– [X→ Y ]<∞ denotes the set of all partial functions ϕ : X ⇀ Y with dom(ϕ) ∈ [X]<∞.
IfX is a standard Borel space, then [X]<∞ is also naturally equipped with a standard Borel structure.
For any standard Borel space X, there exists a Borel map f : [X]<∞ \{∅} → X such that f (S) ∈ S for all
S ∈ [X]<∞ \{∅}; for example, if < is a Borel linear ordering of X (which exists as X is Borel isomorphic
to a Borel subset of R, say), then the function S 7→ min<S is Borel. If X and Y are standard Borel
One way to see this is to notice that if τ is a compatible Polish topology on X, then [X]<∞ is a Borel subset of K(X,τ),
the Polish space of all compact subsets of (X,τ) equipped with the Vietoris topology [Tse, Subsection .D].
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spaces, then [X→ Y ]<∞ is also a standard Borel space, which can be identified with a Borel subset of
[X ×Y ]<∞.
For sets X, Y , elements x ∈ X, y ∈ Y , and a subset A ⊆ X ×Y , we use the following notation:
Ax B {y ∈ Y : (x,y) ∈ A} and Ay B {x ∈ X : (x,y) ∈ A}.
The following fundamental result is used without mention:
Theorem . (Luzin–Novikov theorem; [Kec, Theorem .]). Let X and Y be standard Borel
spaces and let A ⊆ X × Y be a Borel set such that for all x ∈ X, the set Ax is countable. Then A can be
written as a countable union
A =
∞⋃
n=0
An,
where the sets (An)∞n=0 are pairwise disjoint and for each n ∈N and x ∈ X, |(An)x| 6 1. In particular, the
set projX(A)B {x ∈ X : Ax , ∅} is Borel.
Informally, the Luzin–Novikov theorem implies that if a set is defined only using quantifiers rang-
ing over countable sets, then it is Borel.
On a couple of occasions, we will need the following fact.
Proposition . (Countable colorings of locally finite graphs). Let G be a locally finite analytic graph
on a standard Borel space X. Then χB(G) 6 ℵ0.
Proof. Let (Bn)∞n=0 be a countable family of Borel subsets of X that separates points and is closed
under complements and finite intersections. In particular, for any x ∈ X and S ⊆ X \ {x}, if S is finite,
then there is n ∈N such that x ∈ Bn but S ∩Bn = ∅.
Define a set Z ⊆ X ×N as follows:
(x,n) ∈ Z :⇐⇒ x ∈ Bn and Gx ∩Bn = ∅
⇐⇒ x ∈ Bn and ∀y ∈ Bn (y < Gx).
The second line in the above definition makes it clear that the set Z is co-analytic. For all x ∈ X, there
is n ∈N such that (x,n) ∈ Z, so the Novikov separation theorem [Kec, Theorem .] gives a Borel
function f : X→N such that for all x ∈ X, (x,f (x)) ∈ Z. Then f is a Borel proper coloring of G. 
Proposition . also follows from the general characterization of analytic graphs with countable
Borel chromatic numbers due to Kechris, Solecki, and Todorcevic [KST, Theorem .].
. Moser–Tardos theory
As mentioned in the introduction, a major role in our arguments is played by ideas stemming from
the algorithmic proof of the LLL due to Moser and Tardos [MT]. In this section we review their
method and introduce some convenient notation and terminology. Most results of this section are
essentially present in [MT]; nevertheless, we include a fair amount of detail for completeness.
Some proofs are deferred until Appendix A.
For the rest of this section, fix a set X and a correct instance B over X. Motivated by algorithmic
applications, Moser and Tardos only consider the case when the ground set X is finite; however, their
technique naturally extends to the case of infinite X.
Let dom(B ) B {dom(B) : B ∈B }. For the reasons explained in Remark ., we may assume that
∅ < dom(B ). For S ∈ dom(B ), define
BS B
⋃
{B ∈B : dom(B) = S} = {w : S→ [0;1] : w ∈ B for some B ∈B }.
The correctness ofB implies that the set {B ∈B : dom(B) = S} is countable. Therefore,BS is a Borel
subset of [0;1]S . For brevity, we write
P[S]B λS(BS ).
(Note that this notation implicitly depends onB .)
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We say that a family A of sets is disjoint if the elements of A are pairwise disjoint.
Definition . (Moser–Tardos process). A table is a map ϑ : X×N→ [0;1]. Fix a table ϑ and consider
the following inductive construction:
Set t0(x)B 0 for all x ∈ X.
Step n ∈N: Define
fn(x)B ϑ(x, tn(x)) for all x ∈ X and A′n B {S ∈ dom(B ) : fn ⊇ w for some w ∈BS}.
Choose An to be an arbitrary maximal disjoint subset of A′n and let
tn+1(x)B
tn(x) + 1 if x ∈ S for some S ∈ An;tn(x) otherwise.
A sequence A = (An)∞n=0 of subsets of dom(B ) obtained via the above procedure is called a Moser–
Tardos process with input ϑ.
Remark. Since each set An in a Moser–Tardos process is disjoint, for every x ∈ X with tn+1(x) > tn(x),
there is a unique set S ∈ An such that x ∈ S.
Proposition .. Let A = (An)∞n=0 be a Moser–Tardos process. For n ∈N, let
Xn B {x ∈ X : x ∈ S for some S ∈ An}.
Then fn avoids all bad events B ∈B with dom(B)∩Xn = ∅.
Proof. If dom(B)∩Xn = ∅, then dom(B) is disjoint from all S ∈ An. Since we assume dom(B) , ∅, this
implies dom(B) < An. By the choice of An, we then get dom(B) < A′n, as desired. 
Suppose that A is a Moser–Tardos process. By definition, the sequence t0(x), t1(x), . . . is non-de-
creasing for all x ∈ X. We say that an element x ∈ X is A-stable if the sequence t0(x), t1(x), . . . is
eventually constant. Let Stab(A) ⊆ X denote the set of all A-stable elements of X. For x ∈ Stab(A),
define
t(x)B lim
n→∞ tn(x) and f (x)B ϑ(x, t(x)).
We have the following limit analog of Proposition .:
Proposition .. Let A = (An)∞n=0 be a Moser–Tardos process. Then f avoids all bad events B ∈B with
dom(B) ⊆ Stab(A).
Proof. Fix B ∈B with dom(B) ⊆ Stab(A) and choose n ∈N so large that for all x ∈ dom(B), we have
t(x) = tn(x). Then f |dom(B) = fn|dom(B), and thus it remains to show that fn avoids B. Notice that
dom(B) is disjoint from all S ∈ An; indeed, if x ∈ dom(B)∩ S for some S ∈ An, then tn+1(x) = tn(x) + 1,
which contradicts the choice of n. Now we are done by Proposition .. 
For each S ∈ dom(B ), define the index Ind(S,A) ∈N∪ {∞} of S in A by
Ind(S,A)B |{n ∈N : S ∈ An}|.
Note that for all x ∈ X,
lim
n→∞ tn(x) =
∑
S∈dom(B ) :S3x
Ind(S,A), (.)
so x ∈ Stab(A) if and only if the expression on the right hand side of (.) is finite. Our goal therefore
is to obtain good upper bounds on the numbers Ind(S,A). To that end, we look at certain patterns in
the table ϑ.
A pile is a nonempty finite set P of functions of the form τ : S →N with S ∈ dom(B ), satisfying
the following requirements:
– the graphs of the elements ofP are pairwise disjoint; in other words, for every pair of distinct
functions τ , τ ′ ∈P and for each x ∈ dom(τ)∩dom(τ ′), we have τ(x) , τ ′(x);
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– for every τ ∈ P and x ∈ dom(τ), either τ(x) = 0, or else, there is τ ′ ∈ P with x ∈ dom(τ ′) and
τ ′(x) = τ(x)− 1.
The support of a pile P is the set
supp(P )B
⋃
τ∈P
dom(τ).
Note that supp(P ) is a finite subset of X.
0
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N
Figure . P = {τ1, τ2, τ3, τ4, τ5} is a neat pile of height 4 with
supp(P ) = {x1,x2,x3,x4,x5} and Top(P ) = {τ5}.
LetP be a pile and let τ , τ ′ ∈P . We say that τ ′ supports τ , in symbols τ ′ ≺ τ , if there is an element
x ∈ dom(τ)∩dom(τ ′) such that τ ′(x) = τ(x)− 1. A pile P is neat if there does not exist a sequence of
functions τ1, τ2, . . . , τk ∈P with k > 2 such that τ1 ≺ τ2 ≺ . . . ≺ τk ≺ τ1. Equivalently, P is neat if the
transitive closure of the relation ≺ on P is a (strict) partial order.
A top element in a pile P is any τ ∈ P for which there is no τ ′ ∈ P with τ ≺ τ ′. The set of all top
elements in P is denoted Top(P ). Notice that if P is a neat pile, then Top(P ) , ∅. The height h(P )
of a neat pile P is the largest k ∈N such that there is a sequence τ1, . . . , τk ∈P with τ1 ≺ . . . ≺ τk (so
necessarily h(P ) > 1).
We say that a pile P appears in a table ϑ : X ×N→ [0;1] if for all τ ∈P , the map
dom(τ)→ [0;1] : x 7→ ϑ(x,τ(x))
belongs toBdom(τ). For S ∈ dom(B ), let Piles(S) denote the set of all neat pilesP with Top(P ) = {τ}
such that the unique top element τ of P satisfies dom(τ) = S. The index Ind(S,ϑ) ∈N∪{∞} of S in ϑ
is defined by
Ind(S,ϑ)B |{P ∈ Piles(S) : P appears in ϑ}| .
The next proposition asserts that Ind(S,ϑ) > Ind(S,A) for any Moser–Tardos processA with input ϑ:
Proposition .. Let A = (An)∞n=0 be a Moser–Tardos process with input ϑ and let S ∈ dom(B ). If n ∈N
is such that S ∈ A′n, then there exists a neat pile P ∈ Piles(S) of height precisely n+ 1 that appears in ϑ. In
particular, Ind(S,A) 6 Ind(S,ϑ).
Proof. The “in particular” part follows, since for different n with S ∈ A′n, the neat piles given by the
first part of the proposition are distinct (they have distinct heights).
To prove the main statement, fix S ∈ dom(B ) and n ∈N with S ∈ A′n. Build P by “tracing back”
the steps of the Moser–Tardos process as follows. Start by setting P0 to be the one-element set {tn|S}
and let R0 B S. If k < n, then, after Rk ⊆ X is determined, define Pk+1 as the family of all maps of the
form tn−k−1|S ′, where S ′ is an element of An−k−1 such that S ′ ∩Rk , ∅, and let Rk+1 B Rk ∪⋃Pk+1.
Finally, let P B P0 ∪ . . .∪Pn. It is straightforward to check that P is a neat pile with support Rn
that has all the desired properties. 
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Given a table ϑ : X ×N→ [0;1], we say that an element x ∈ X is ϑ-stable if∑
S∈dom(B ) :S3x
Ind(S,ϑ) <∞.
The set of all ϑ-stable elements is denoted Stab(ϑ). Due to Proposition ., Stab(ϑ) ⊆ Stab(A) for
every Moser–Tardos process A with input ϑ.
Now the strategy is to switch the order of summation and, instead of counting how many piles
from Piles(S) appear in a particular table ϑ, fix a pileP and estimate the probability thatP appears
in a table ϑ chosen at random. For a given pileP , the restriction of ϑ to supp(P )×N fully determines
whether P appears in ϑ or not. Thus, we may let App(P ) ⊆ [0;1]supp(P )×N be the set such that
P appears in ϑ ⇐⇒ ϑ|(supp(P )×N) ∈App(P ).
It is easy to see that the set App(P ) is Borel. Since the graphs of the elements of P are pairwise
disjoint, there is a simple expression for the Lebesgue measure of App(P ); namely, we have
λsupp(P )×N (App(P )) =
∏
τ∈P
P[dom(τ)].
Now we are ready to state the cornerstone result of Moser–Tardos theory:
Theorem .. Letω : B → [0;1) be a function witnessing the correctness ofB and let S ∈ dom(B ). Then∑
P ∈Piles(S)
λsupp(P )×N (App(P )) 6
∑
B∈B :
dom(B)=S
ω(B)
1−ω(B) . (.)
The proof of Theorem . is given in Appendix A. The following corollary is immediate:
Corollary .. For all x ∈ X, we have∑
S∈dom(B ) :
S3x
∑
P ∈Piles(S)
λsupp(P )×N (App(P )) <∞.
Proof. Let ω : B → [0;1) witness the correctness of B . Due to Theorem ., it suffices to check that
the sum ∑
S∈dom(B ) :
S3x
∑
B∈B :
dom(B)=S
ω(B)
1−ω(B) =
∑
B∈B :
dom(B)3x
ω(B)
1−ω(B) (.)
is finite. We may assume that ω(B) = 0 whenever P[B] = 0. If for all B ∈B with x ∈ dom(B), we have
P[B] = 0, then the sum (.) is 0 (hence finite). Otherwise, for some B0 ∈B with x ∈ dom(B), we have
P[B0] > 0, and thus the correctness ofB implies∏
B∈NbhdB (B0)
(1−ω(B0)) > 0.
Therefore, ∑
B∈B :
dom(B)3x
ω(B) 6
∑
B∈NbhdB (B0)
ω(B) <∞. (.)
In particular, for all but finitely many events B ∈B with x ∈ dom(B), we have ω(B) 6 1/2, so
ω(B)
1−ω(B) 6 2ω(B).
Together with (.), this shows that the sum (.) is finite, as desired. 
The next corollary considers the case when the table ϑ is chosen randomly from [0;1]X×N. (Note
that the product probability space ([0;1]X×N,λX×N) is standard only if X is countable.)
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Corollary .. For each x ∈ X, we have∫
[0;1]X×N
∑
S∈dom(B ) :
S3x
Ind(S,ϑ) dλX×N(ϑ) <∞.
In particular,
λX×N({ϑ ∈ [0;1]X×N : x ∈ Stab(ϑ)}) = 1.
Proof. Corollary . yields∫
[0;1]X×N
∑
S∈dom(B ) :
S3x
Ind(S,ϑ) dλX×N(ϑ) =
∑
S∈dom(B ) :
S3x
∫
[0;1]X×N
Ind(S,ϑ) dλX×N(ϑ)
=
∑
S∈dom(B ) :
S3x
∑
P ∈Piles(S)
λsupp(P )×N (App(P )) <∞. 
We can now deduce the LLL in the form of Theorem .. Since the set NbhdB (B) is countable for
each B ∈B , we may, without loss of generality, assume that X is countable. By Corollary ., each
x ∈ X satisfies
λX×N({ϑ ∈ [0;1]X×N : x ∈ Stab(ϑ)}) = 1.
As X is countable, we obtain
λX×N({ϑ ∈ [0;1]X×N : X = Stab(ϑ)}) = 1.
Choose any ϑ such that X = Stab(ϑ) and let A be any Moser–Tardos process with input ϑ. Then
Stab(A) = X and Theorem . follows from Proposition ..
.. Moser–Tardos theory in the Borel setting.
Let X be a standard Borel space. Recall that an instance B over X is Borel if
⋃
B is a Borel subset
of [X→ [0;1]]<∞. Notice that if B is a Borel instance over X, then dom(B ) is an analytic subset
of [X]<∞. A Moser–Tardos process A = (An)∞n=0 with Borel input ϑ : X ×N→ [0;1] is Borel if each An
is a Borel subset of [X]<∞. Note that if A is a Borel Moser–Tardos process, then the associated maps
tn : X→N and fn : X→ [0;1] are Borel.
Proposition . (Borel Moser–Tardos processes). Let X be a standard Borel space and letB be a correct
Borel instance overX. Let ϑ : X×N→ [0;1] be a Borel table. Then there exists a Borel Moser–Tardos process
A with input ϑ.
Proof. We use the following result of Kechris and Miller:
Lemma . (Kechris–Miller [KM, Lemma .]; maximal disjoint subfamilies). Let X be a standard
Borel space and let A ⊆ [X]<∞ be a Borel set such that for every x ∈ X, the set {S ∈ A : x ∈ S} is countable.
Then there is a Borel maximal disjoint subset A0 ⊆ A.
On Step n of the Moser–Tardos process, we are given a Borel map fn : X→ [0;1], so the set
A′n B {S ∈ dom(B ) : fn ⊇ w for some w ∈BS } = {S ∈ dom(B ) : fn|S ∈
⋃
B }
is Borel. Hence, we can use Lemma . to pick a Borel maximal disjoint subset An ⊆ A′n. 
In most applications, each bad event B ∈B has positive probability. If that is the case, then dom(B ) is actually a Borel
subset of [X]<∞ due to the “large section” uniformization theorem [Kec, Corollary .].
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. Hereditarily finite sets
In this section we describe the construction of a “universal” combinatorial structure over a space X,
whose points encode various combinatorial data that can be built from the elements of X.
The set HF∅(X) of all hereditarily finite sets over X is defined inductively as follows:
– HF(0)(X)B X;
– HF(n+1)(X)BHF(n)(X)∪ [HF(n)(X)]<∞ for all n ∈N;
– HF∅(X)B
⋃∞
n=0 HF
(n)(X) (note that this union is increasing).
In other words, HF∅(X) is the smallest set containing X that is closed under taking finite subsets. For
h ∈HF∅(X), the underlying set of h, in symbols Set(h), is defined inductively by:
– for x ∈ X,
Set(x)B {x};
– for h ∈HF(n+1)(X) \HF(n)(X),
Set(h)B
⋃
h′∈h
Set(h′).
Equivalently, Set(h) is the smallest subset S of X such that h ∈ HF∅(S). The amplification of X is
defined to be
HF(X)B {h ∈HF∅(X) : Set(h) , ∅}.
If X is a standard Borel space, then so are HF∅(X) and HF(X). The space HF(X) encodes the “combi-
natorics” of X. For instance, HF(X) contains (as Borel subsets) the space X<∞ of all nonempty finite
sequences of elements of X and the space X ×N, i.e., the union of countably many disjoint copies
of X. In fact, HF(X) ⊇ HF(X) ×N, i.e., HF(X) contains “countably many disjoint copies of itself.”
If G is a Borel graph on X, then the edge set of G, i.e., the set E(G) B {{x,y} : xGy}, is also a Borel
subset of HF(X). So are other, more complicated, objects associated with G. For instance, the set of
all cycles in G, i.e., the set of all finite subsets C ⊆ E(G) whose elements form a cycle, is a Borel subset
of HF(X).
If X ′ is a Borel subset of HF(X), then the inclusions
[X ′]<∞ ⊆ [HF(X)]<∞ and [X ′→ [0;1]]<∞ ⊆ [HF(X)→ [0;1]]<∞
are Borel as well. Therefore, a Borel instance of the LLL over X ′ is also a Borel instance over HF(X).
Because of that, we will restrict our attention to instances over HF(X), and this will include various
combinatorial applications such as vertex coloring or edge coloring.
Functions between sets naturally lift to functions between their amplifications. Namely, given a
map ϕ : X→ Y , define ϕ˜∅ : HF∅(X)→HF∅(Y ) inductively via:
– for x ∈ X,
ϕ˜∅(x)B ϕ(x);
– for h ∈HF(n+1)(X) \HF(n)(X),
ϕ˜∅(h)B {ϕ˜∅(h′) : h′ ∈ h}.
The amplification of ϕ is the map ϕ˜ : HF(X)→HF(Y ) given by
ϕ˜B ϕ˜∅|HF(X).
For S ∈ [X]<∞ \ {∅}, we have ϕ˜(S) = ϕ(S) (where ϕ(S) denotes, as usual, the image of S under ϕ). If ϕ
is injective (resp. surjective), then ϕ˜ is also injective (resp. surjective).
Here we treat the points of X as urelements, i.e., not sets. Formally, we can replace X with, say, the diagonal
∆NX B {(x,x,x, . . .) : x ∈ X} ⊆ XN,
ensuring that no point in X is a finite set.
To embedN in HF∅(X), we use the standard von Neumann convention 0 = ∅, 1 = {∅}, 2 = {∅, {∅}}, etc.
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. Approximate LLL
In this section we state and prove our first main result: the approximate LLL for Borel instances.
Let (X,µ) be a standard probability space. Suppose that B is a Borel instance over HF(X). For
each x ∈ X, consider the following set:
∂x(B )B {S ∈ dom(B ) : x ∈ Set(h) for some h ∈ S}.
We call ∂x(B ) the shadow ofB over x. We say thatB is hereditarily locally finite if ∂x(B ) is finite for
all x ∈ X. For a Borel map f : HF(X)→ [0;1], its defect with respect toB is the set
DefB (f )B {x ∈ X : f |S ∈⋃B for some S ∈ ∂x(B )}.
Note that if B is hereditarily locally finite, then DefB (f ) is a Borel subset of X.
Theorem . (Approximate LLL). Let (X,µ) be a standard probability space and let B be a hereditarily
locally finite correct Borel instance over HF(X). Then for any ε > 0, there is a Borel map f : HF(X)→ [0;1]
with µ(DefB (f )) 6 ε.
.. Proof of Theorem .. Let (X,µ) be a standard probability space and let B be a hereditarily
locally finite correct Borel instance over HF(X). Fix ε > 0. For S ∈ dom(B ) and n ∈N, let Pilesn(S)
denote the set of all neat piles P ∈ Piles(S) of height precisely n+ 1. In particular, we have
Piles(S) =
∞⋃
n=0
Pilesn(S),
and the above union is disjoint. For n ∈N, let Dn denote the set of all x ∈ X such that∑
S∈∂x(B )
∑
P ∈Pilesn(S)
λsupp(P )×N (App(P )) > ε/2.
It is clear from the definition that the set Dn is analytic; in particular, it is µ-measurable.
 Due to
Corollary . and the fact thatB is hereditarily locally finite, each x ∈ X satisfies∑
S∈∂x(B )
∑
P ∈Piles(S)
λsupp(P )×N (App(P )) <∞.
Hence we can choose N ∈N so large that µ(DN ) 6 ε/2.
Let G be the graph on HF(X) given by
(H1,H2) ∈ G :⇐⇒ H1 ,H2 and {H1,H2} ∈ S for some S ∈ dom(B ).
Clearly,G is analytic. SinceB is hereditarily locally finite,G is locally finite. For n ∈N, letGn denote
the analytic graph on HF(X) in which distinct elements H1, H2 ∈HF(X) are adjacent if and only if G
contains a path of length at most n joining H1 and H2 (in particular, G1 = G). Since G is locally finite,
so is Gn for each n ∈N. By Proposition ., χB(Gn) 6 ℵ0 for all n ∈N, so let c : HF(X)→N be a Borel
proper coloring of G2(N+1).
For a function ϑ : N×N→ [0;1], define a map ϑc by
ϑc : HF(X)×N→ [0;1] : (x,n) 7→ ϑ(c(x),n).
Note that ϑc is a Borel table in the sense of the Moser–Tardos algorithm on HF(X). Let Q be the set
of all pairs (x,ϑ) with x ∈ X and ϑ : N×N→ [0;1] such that
there exist S ∈ ∂x(B ) and P ∈ PilesN (S) such that P appears in ϑc.
By definition, Q is an analytic subset of X × [0;1]N×N. Recall that for x ∈ X and ϑ : N×N→ [0;1],
we use Qx and Qϑ to denote the corresponding fibers of Q.
In fact, Dn is Borel. Indeed, if there is τ ∈ P with P[dom(τ)] = 0, then λsupp(P )×N (App(P )) = 0; and the set
{S ∈ [HF(X)]<∞ : P[S] > 0} is Borel due to the “large section” uniformization theorem [Kec, Corollary .].
Again, one can show that Q is actually Borel.
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Lemma .. For all x ∈ X \DN , we have λN×N(Qx) 6 ε/2.
Proof. If P is a neat pile with a unique top element τ , then for every τ ′ ∈P , there exists a sequence
τ1, . . . , τk ∈ P such that τ1 = τ ′, τk = τ , and τ1 ≺ . . . ≺ τk . In particular, dom(τi)∩ dom(τi+1) , ∅ for
all 1 6 i < k, so the distance in G between any element of dom(τ ′) and any element of dom(τ) is at
most k 6 h(P ). Therefore, the distance in G between any two elements of supp(P ) is at most 2h(P ).
Fix any x ∈ X \DN and let S ∈ ∂x(B ) and P ∈ PilesN (S). Since h(P ) = N + 1, the distance in G
between any two elements of supp(P ) is at most 2(N + 1); in other words, any two distinct elements
of supp(P ) are adjacent in G2(N+1). Therefore, the coloring c is injective on supp(P ). This implies
that the map
[0;1]N×N→ [0;1]supp(P )×N : ϑ 7→ ϑc|(supp(P )×N)
is measure-preserving. Since
P appears in ϑc ⇐⇒ ϑc|(supp(P )×N) ∈App(P ),
we may conclude
λN×N({ϑ ∈ [0;1]N×N : P appears in ϑc}) = λsupp(P )×N(App(P )).
Therefore,
λN×N(Qx) 6
∑
S∈∂x(B )
∑
P ∈PilesN (S)
λN×N({ϑ ∈ [0;1]N×N : P appears in ϑc})
=
∑
S∈∂x(B )
∑
P ∈PilesN (S)
λsupp(P )×N(App(P )) 6 ε/2,
by the definition of DN . 
Using Fubini’s theorem and Lemma ., we get
(µ×λN×N)(Q) =
∫
X
λN×N(Qx)dµ(x) 6 µ(DN ) + (1−µ(DN )) · ε/2 6 ε.
Therefore, Fubini’s theorem yields some ϑ : N ×N→ [0;1] with µ(Qϑ) 6 ε. Fix any such ϑ and let
A = (An)∞n=0 be an arbitrary Borel Moser–Tardos process with input ϑc. Let tn and fn denote the
associated maps.
Lemma .. DefB (fN ) ⊆Qϑ .
Proof. If x ∈ DefB (fN ), then, by definition, there is S ∈ ∂x(B ) such that fN |S ∈BS , i.e., S ∈ A′N . By
Proposition ., there is P ∈ PilesN (S) that appears in ϑc. Therefore, (x,ϑ) ∈Q, as desired. 
Finally, we obtain µ(DefB (fN )) 6 µ(Qϑ) 6 ε, and the proof of Theorem . is complete.
. The LLL for probability measure-preserving group actions
.. Definitions and the statement of the theorem.
As discussed in the introduction, we would like to establish a measurable version of the LLL for Borel
instances that, in a certain sense, “respect” some additional structure on the space X, specifically, an
action of a countable group Γ . To make this idea precise, we introduce L-systems—objects consisting
of a standard probability space equipped with a family of functions (“partial isomorphisms”) under
which any instance of the LLL that we might consider must be invariant. We then define the LLL
Game over an L-system, which captures the need for iterated applications of the LLL.
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Equivalence relations.
We identify an equivalence relation E on set X with the set of pairs {(x,y) : xE y}. In particular, if X
is a standard Borel space, then E is Borel if it is a Borel subset of X2. We use X/E to denote the set
of all E-classes. A set X ′ ⊆ X is E-invariant if it is a union of E-classes; i.e., for all x ∈ X ′ and y ∈ X
with xE y, we have y ∈ X ′. For S ⊆ X, we use [S]E to denote the E-saturation of S, i.e., the smallest
E-invariant subset of X that contains S. For brevity, given x ∈ X, we write [x]E instead of [{x}]E .
We say that an equivalence relation E is countable if every E-class is countable. It follows from the
Luzin–Novikov Theorem . that if E is a countable Borel equivalence relation on a standard Borel
space X, then the E-saturation of every Borel subset of X is Borel.
Given an equivalence relation E on X, we write (somewhat ambiguously)
[E]<∞ B {S ∈ [X]<∞ : S is contained in a single E-class}
and [E→ Y ]<∞ B {w ∈ [X→ Y ]<∞ : dom(w) ∈ [E]<∞}.
An instance (of the LLL) over E is an instanceB over X such that dom(B ) ⊆ [E]<∞.
Example . (Equivalence relations induced by graphs). Let G be a graph on a set X. We use EG to
denote the equivalence relation on X whose classes are the connected components of G.
Example . (Equivalence relations induced by group actions). Let α : Γ y X be an action of a
group Γ on a set X. Then Eα denotes the corresponding orbit equivalence relation, i.e., the equivalence
relation whose classes are the orbits of α. Notice that if S ⊆ Γ is a generating set, then Eα = EG(α,S).
Isomorphism structures.
An isomorphism structure on an equivalence relation E on a set X is a family I of bijections between
E-classes which forms a groupoid whose set of objects is X/E; more precisely, the following condi-
tions must be fulfilled:
– for each C ∈ X/E, the identity map idC : C→ C belongs to I ;
– for each ϕ ∈ I , we have ϕ−1 ∈ I ;
– for all ϕ, ψ ∈ I , if im(ϕ) = dom(ψ), then ψ ◦ϕ ∈ I .
The following are the main examples of isomorphism structures we will be considering.
Example . (Isomorphism structures induced by graphs). Let G be a graph on a set X. Define the
isomorphism structure IG on EG as follows: A bijection ϕ : C1→ C2 between components C1 and C2
belongs to IG if and only if it is an isomorphism between the graphs G|C1 and G|C2.
Example . (Isomorphism structures induced by group actions). Let α : Γ y X be an action of a
group Γ on a setX. The isomorphism structure Iα on Eα is defined as follows: A bijectionϕ : O1→O2
between orbits O1 and O2 belongs to Iα if and only if it is Γ -equivariant, i.e., ϕ(γ · x) = γ ·ϕ(x) for all
x ∈O1 and γ ∈ Γ . Notice that if S ⊆ Γ is a generating set, then Iα ⊆ IG(α,S).
Let E be a Borel equivalence relation on a standard probability space (X,µ) and let I be an isomor-
phism structure on E. We say that an instanceB over E is I -invariant on a set X ′ ⊆ X if for all ϕ ∈ I
with dom(ϕ)∪ im(ϕ) ⊆ X ′ and for all B ∈B with dom(B) ⊆ im(ϕ), we have
{w ◦ϕ : w ∈ B} ∈B .
An instanceB is µ-almost everywhere I -invariant if it is I -invariant on an E-invariant µ-conull Borel
subset X ′ ⊆ X.
A groupoid is a category in which every morphism has an inverse.
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L-Systems and instances of the LLL over them.
An L-system is a tuple L = (XL,EL,IL,µL), where
– (XL,µL) is a standard probability space;
– EL is a countable Borel equivalence relation on XL;
– IL is an isomorphism structure on EL.
An instance (of the LLL) over an L-system L is a µL-almost everywhere IL-invariant Borel instance
over EL. A Borel map f : XL → [0;1] is a measurable solution to an instance B over L if DefB (f ) is
contained in an EL-invariant µL-null Borel subset of XL.
For a Borel action α : Γ y (X,µ), let L(α,µ) denote the L-system (X,Eα ,Iα ,µ) induced by α. An in-
stance over L(α,µ) is simply a Borel instance over X such that the domain of each bad event B ∈B is
contained within a single α-orbit andB is (µ-almost everywhere) invariant under the Γ -equivariant
bijections between the orbits of α.
Amplifications and expansions.
Before we can state the main result of this section, we need a few more definitions describing how to
build new L-systems from old ones.
Let E be an equivalence relation on a set X. Define (somewhat ambiguously)
HF(E)B {h ∈HF(X) : Set(h) ∈ [E]<∞}.
The amplification of E is the equivalence relation E˜ on HF(E) defined by
h1 E˜ h2 :⇐⇒ [Set(h1)]E = [Set(h2)]E .
In other words, E˜ is the equivalence relation on HF(E) whose classes are the sets HF(C) with C ∈ X/E.
For a bijection ϕ : C1 → C2 between E-classes, we may extend it to a bijection ϕ˜ : HF(C1)→ HF(C2)
between the corresponding E˜-classes. The amplification of an isomorphism structure I on E is the
isomorphism structure I˜ on E˜ given by
I˜ B {ϕ˜ : ϕ ∈ I}.
Given an L-system L = (X,E,I ,µ), its amplification is the L-system
HF(L)B (HF(E), E˜, I˜ ,µ).
Notice that the measure in HF(L) is the same as in L and is concentrated on X ⊆HF(X).
Another way of obtaining new L-systems is via expansions. Let I be an isomorphism structure on
an equivalence relation E on a set X. Given a partial map f : X ⇀ Y , the expansion of I by f is the
subset I [f ] ⊆ I defined as follows:
I [f ]B {ϕ ∈ I : f (x) = f (ϕ(x)) for all x ∈ dom(ϕ)}.
Here the equality “f (x) = f (ϕ(x))” should be interpreted as a shorthand for:
“Either {x,ϕ(x)} ⊆ dom(f ) and f (x) = f (ϕ(x)), or else, {x,ϕ(x)} ∩dom(f ) = ∅.”
For an L-system L = (X,E,I ,µ) and a Borel map f : X ⇀ Y , the expansion of L by f is the L-system
L[f ]B (X,E,I [f ],µ).
The term “expansion” conveys the following intuition: If I is thought of as a family of isomorphisms
between certain substructures of X, then expanding I by f corresponds to adding f to X as a new
“predicate” whose values must be preserved by isomorphisms.
“L” is for “Lovász.”
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The LLL game.
As we mentioned in the introduction, many combinatorial arguments contain iterated applications
of the LLL, where the output of a previous iteration can be used to create an instance for the next
one. To accommodate such arguments, we introduce the following definition.
Definition . (LLL Game). The LLL Game over an L-system L is played as follows. Set L0 B L.
On Step n ∈N, Player I chooses a correct instance Bn over Ln. Player II must respond by playing a
measurable solution fn to Bn and setting Ln+1 B Ln[fn]. Player I wins if Player II does not have an
available move on some finite stage of the game; Player II wins if the game continues indefinitely.
A run of the LLL Game looks like this:
Player I B0 B1 . . . Bn . . .
Player II f0 f1 . . . fn . . .
One can think of the LLL Game as a struggle between a malevolent combinatorial proof (Player I)
and a descriptive set theorist (Player II), who wants to adapt this proof to the measurable setting. The
proof consists of a series of steps, each of which is an application of the LLL. The goal of Player II is
to perform these steps measurably; however, she might not know what the steps are in advance, and
each time she solves an instance of the LLL, her solution may be “used against her” in creating new
instances.
With Definition . at hand, we are finally ready to state the main result of this section:
Theorem . (Measurable LLL for group actions). Let α : Γ y (X,µ) be a measure-preserving action of
a countable group Γ on a standard probability space (X,µ). If α factors to the shift action Γ y ([0;1]Γ ,λΓ ),
then Player II has a winning strategy in the LLL Game over HF(L(α,µ)).
A very specific case of Theorem . is given by the following immediate corollary:
Corollary .. Let α : Γ y (X,µ) be a measure-preserving action of a countable group Γ on a standard
probability space (X,µ). Suppose that α factors to the shift action Γ y ([0;1]Γ ,λΓ ) and let B be a correct
instance over L(α,µ). Then there exists a Borel function f : X→ [0;1] with µ(DefB (f )) = 0.
.. Outline of the proof.
Let G denote the class of all L-systems of the form L(α,µ), where α : Γ y (X,µ) is a measure-preserv-
ing action of a countable group Γ on a standard probability space (X,µ) that factors to the [0;1]-shift
action of Γ . Let L be the class of all L-systems such that Player II has a winning strategy in the LLL
Game over HF(L). Our goal is to show G ⊆L . To that end, we will introduce an intermediate classC
such that G ⊆C ⊆L .
Our strategy for showing that C ⊆L will be to ensure that C has the following two properties:
(A1) if L ∈C , then HF(L) ∈C ;
(A2) if L ∈ C and B is a correct instance over L, then there exists a measurable solution f to B
such that L[f ] ∈C .
The above conditions imply that C ⊆L . Indeed, due to Property (A1), it is enough to show that for
every L ∈C , Player II has a winning strategy in the LLL Game over L. The existence of such strategy
is guaranteed by Property (A2), since, provided that Ln ∈ C , Player II can always find a measurable
solution fn toBn such that Ln+1 = Ln[fn] ∈C .
It is easy to see that Property (A1) fails for G . For instance, if L = (X,E,I ,µ) ∈ G , then the mea-
sure µ is E-invariant, while it is not even E˜-quasi-invariant. To overcome this complication, we will
introduce countable Borel groupoids—algebraic structures more general than countable groups—and
their actions on standard Borel spaces. Every Borel action of a countable Borel groupoid on a stan-
dard probability space induces an L-system. We will also define shift actions of countable Borel
groupoids, generalizing shift actions of countable groups. Our choice for C will be the class of all
L-systems that admit factor maps to L-systems induced by shift actions of countable Borel groupoids
(we define what a factor map between two general L-systems is in §.).
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.. Factors of L-systems.
In this section we introduce the notion of a factor map between two L-systems. It will allow us to
transfer instances of the LLL from a given L-system to a simpler or better-behaved one.
Definition . (Factors). LetL1 = (X1,E1,I1,µ1) andL2 = (X2,E2,I2,µ2) be L-systems. A Borel partial
map pi : X1 ⇀ X2, defined on an E1-invariant µ1-conull Borel subset of X1, is called a factor map
(notation: pi : L1→L2) if the following requirements are fulfilled:
(i) pi∗(µ1) = µ2;
(ii) the map pi is class-bijective, i.e., for each E1-class C ⊆ dom(pi), its image pi(C) is an E2-class
and the restriction pi|C : C→ pi(C) is a bijection;
(iii) for all E1-classes C1, C2 ⊆ dom(pi), whenever ϕ2 ∈ I2 is a bijection between pi(C1) and pi(C2),
there is a bijection ϕ1 ∈ I1 between C1 and C2 that makes the following diagram commute:
C1 C2
pi(C1) pi(C2).
pi
ϕ1
pi
ϕ2
Proposition .. Let L1 and L2 be L-systems with a factor map pi : L1 → L2 between them. Then there
exists a factor map from HF(L1) to HF(L2).
Proof. Let pi : HF(dom(pi))→ HF(XL2) be the amplification of pi. Then the restriction of pi to the set
HF(EL1)∩dom(pi) is a factor map from HF(L1) to HF(L2). 
Lemma .. Let L1 and L2 be L-systems with a factor map pi : L1 → L2 between them. Then for every
correct instanceB over L1, there exists a correct instance pi(B ) over L2 such that whenever f is a measur-
able solution to pi(B ), the composition f ◦pi, possibly restricted to a smaller invariant conull Borel subset,
is a measurable solution toB .
Proof. For i ∈ {1,2}, let Li C (Xi ,Ei ,Ii ,µi). Suppose thatB is a correct instance over L1. Restricting pi
to a smaller E1-invariant µ1-conull Borel subset of X1 if necessary, we arrange thatB1 is I1-invariant
on dom(pi) and im(pi) is a Borel subset of X2. Then we replace X1 and X2 by their invariant conull
Borel subsets dom(pi) and im(pi) respectively. Thus, we now assume that pi : X1 → X2 is defined
everywhere and is surjective.
Consider any B ∈B . Since dom(B) is contained within a single E1-class, the restriction
pi|dom(B) : dom(B)→ pi(dom(B))
is bijective; in particular, the inverse
(pi|dom(B))−1 : pi(dom(B))→ dom(B)
is well-defined. Let
pi(B)B {w ◦ (pi|dom(B))−1 : w ∈ B}.
Then pi(B) is a bad event over X2 with domain pi(dom(B)). Define
pi(B )B {pi(B) : B ∈B }.
It is routine to check that pi(B ) is as desired. The only non-trivial step is to show that pi(B ) is Borel;
to that end, observe that the set
⋃
pi(B ) is both analytic and co-analytic, as for w ∈ [E1→ [0;1]]<∞,
w ∈⋃pi(B ) ⇐⇒ ∃S ∈ [E1]<∞ (pi(S) = dom(w) and w ◦ (pi|S) ∈⋃B )
⇐⇒ ∀S ∈ [E1]<∞ (pi(S) = dom(w) =⇒ w ◦ (pi|S) ∈⋃B ) . 
For a class C of L-systems, define the class C ∗ by
L ∈C ∗ :⇐⇒ L admits a factor map to L′ for some L′ ∈C ,
so C ∗ ⊇C and (C ∗)∗ =C ∗. Let C be a class of L-systems satisfying the following two conditions:
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(B1) if L ∈C , then HF(L) ∈C ∗;
(B2) if L ∈ C and B is a correct instance over L, then there exists a measurable solution f to B
such that L[f ] ∈C ∗.
Due to Proposition . and Lemma ., if C satisfies the above conditions, then C ∗ has Proper-
ties (A1) and (A2) from §., and hence C ⊆C ∗ ⊆L .
.. Countable Borel groupoids and their actions.
Definition . (Countable Borel groupoids). A countable Borel groupoid (R,Γ ) is a structure con-
sisting of a standard Borel space R together with a countable set Γ and Borel maps
a : Γ ×R→ R : (γ,r) 7→ γ · r (action);
c : Γ 2 ×R→ Γ : (γ,δ, r) 7→ γ ◦r δ (composition);
id : R→ Γ : r 7→ 1r (identity);
and inv : Γ ×R→ Γ : (γ,r) 7→ γ−1r (inverse),
satisfying the following axioms:
– consistency: for all γ , δ ∈ Γ and r ∈ R, γ · (δ · r) = (γ ◦r δ) · r;
– associativity: for all γ , δ, ε ∈ Γ and r ∈ R, γ ◦r (δ ◦r ε) = (γ ◦ε·r δ) ◦r ε;
– identity: for all r ∈ R and γ ∈ Γ , 1r · r = r and 1γ ·r ◦r γ = γ ◦r 1r = γ ;
– inverse: for all r ∈ R and γ ∈ Γ , γ−1r ◦r γ = 1r and γ ◦γ ·r γ−1r = 1γ ·r .
ε · r δ · (ε · r)
r γ · (δ · (ε · r))
δ
γε
γ◦r (δ◦rε)
δ◦rε
ε · r δ · (ε · r)
r γ · (δ · (ε · r))
δ
γ◦ε·rδ γε
(γ◦ε·rδ)◦rε
Figure . Associativity: the dashed arrows must coincide.
Any countable group Γ can be canonically viewed as a countable Borel groupoid in the following
way. Let RB {r} be a single point. For each γ ∈ Γ , set γ · r B r. Now we just transfer compositions,
the identity, and inverses directly from the group (we use 1Γ to denote the identity element of Γ ):
γ ◦r δB γδ; 1r B 1Γ ; and γ−1r B γ−1. (.)
A more general class of examples is given by Borel actions of countable groups. Let α : Γ y R be a
Borel action of a countable group Γ on a standard Borel space R. Then (R,Γ ) can be endowed with
the structure of a countable Borel groupoid as follows: Set γ · r B γ ·α r for all γ ∈ Γ , r ∈ R, and define
compositions, identities, and inverses via (.) (i.e., in a way that does not depend on r ∈ R).
An interesting example of a countable Borel groupoid is produced by “bundling” all countable
groups into a single algebraic structure. Let G be the standard Borel space of all countably infinite
groups with ground setN (which can be viewed as a Borel subset of the Cantor space 2N
3
). Define a
countable Borel groupoid (G,N) as follows: For each n ∈N and Γ ∈ G, let n · Γ B Γ . Now set
n ◦Γ m to be the product of n and m as elements of Γ ;
1Γ to be the identity element of Γ ;
n−1Γ to be the inverse of n in Γ .
The following proposition is a useful and easy-to-check condition that guarantees that a certain
structure is a countable Borel groupoid.
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Proposition .. Let R be a standard Borel space and let E be a countable Borel equivalence relation
on R. Let Γ be a countable set and let a : Γ ×R→ R : (γ,r) 7→ γ · r be a Borel function. Suppose that for each
r ∈ R, the map γ 7→ γ · r is a bijection between Γ and [r]E . Then there is a unique countable Borel groupoid
structure on (R,Γ ) with a as its action map.
Proof. For r1, r2 ∈ R with r1E r2, let ε(r1, r2) denote the unique element ε ∈ Γ such that r2 = ε · r1. The
only consistent way to turn (R,Γ ) into a countable Borel groupoid is as follows:
γ ◦r δB ε(r,γ · (δ · r)); 1r B ε(r, r); and γ−1r B ε(γ · r, r).
A straightforward verification shows that the above definition satisfies all the axioms. 
Now we proceed to the definition of Borel actions of countable Borel groupoids.
Definition . (Actions). Let (R,Γ ) be a countable Borel groupoid. A (Borel) action (ρ,α) of (R,Γ ) on
a standard Borel space X is a pair of Borel maps ρ : X→ R and α : Γ ×X→ X : (γ,x) 7→ γ ·α x satisfying
the following conditions:
– equivariance: for all x ∈ X and γ ∈ Γ , ρ(γ ·α x) = γ · ρ(x);
– identity: for all x ∈ X, 1ρ(x) ·α x = x;
– compatibility: for all x ∈ X and γ , δ ∈ Γ γ ·α (δ ·α x) = (γ ◦ρ(x) δ) ·α x.
As with group actions, we will usually simply write γ · x for γ ·α x.
Clearly, a (left) group action Γ y X is also a countable Borel groupoid action if Γ is understood as a
countable Borel groupoid. Now suppose that a countable group Γ acts (in a Borel way) on a standard
Borel space R. Viewing (R,Γ ) as a countable Borel groupoid, consider an action (ρ,α) of (R,Γ ) on some
space X. By the identity and the compatibility conditions in Definition ., α is an action of Γ on X,
while the equivariance condition stipulates that the map ρ : X → R must be Γ -equivariant. Thus, a
Borel action of (R,Γ ) is the same as a Γ -space equipped with a Borel Γ -equivariant map to R. If (G,N)
is the countable Borel groupoid of all countable groups, then an action of (G,N) on X consists of a
Borel map ρ : X→G and a Γ -action on ρ−1(Γ ) for each Γ ∈ G.
Definition . (Shift actions). Let (R,Γ ) be a countable Borel groupoid and let Y be a standard
Borel space. The Y -shift action (ρ,α) : (R,Γ )y R × Y Γ is defined as follows: For each (r,ϑ) ∈ R × Y Γ ,
set ρ(r,ϑ)B r, and for γ ∈ Γ , define
γ ·α (r,ϑ)B (γ · r,ϑ′), where ϑ′(δ)B ϑ(δ ◦r γ) for all δ ∈ Γ .
It is routine to check that the Y -shift action as defined above is indeed an action of (R,Γ ). We give
the proof here to help the reader get familiar with the definitions. The equivariance condition is
satisfied trivially. For the identity condition, observe that if x = (r,ϑ) ∈ R×Y Γ , then
1ρ(x) · x = 1r · (r,ϑ) = (1r · r,ϑ′) = (r,ϑ′),
where for each δ ∈ Γ ,
ϑ′(δ) = ϑ(δ ◦r 1r ) = ϑ(δ),
so ϑ′ = ϑ, as desired. Finally, for the compatibility condition, we have
γ · (δ · x) = γ · (δ · (r,ϑ)) = γ · (δ · r,ϑ′) = (γ · (δ · r),ϑ′′) = ((γ ◦r δ) · r,ϑ′′),
where for each ε ∈ Γ ,
ϑ′′(ε) = ϑ′(ε ◦δ·r γ) = ϑ((ε ◦δ·r γ) ◦r δ) = ϑ(ε ◦r (γ ◦r δ)),
so γ · (δ · x) = (γ ◦r δ) · x, as desired.
Note that for a countable group Γ , Definition . is equivalent to the usual definition of the
Y -shift action of Γ .
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By analogy with group actions, we can define L-systems corresponding to actions of countable
Borel groupoids. Namely, let (ρ,α) : (R,Γ )y X be a Borel action of a countable Borel groupoid (R,Γ )
on a standard Borel space X. Let Eα be the corresponding orbit equivalence relation on X, defined by
xEα y :⇐⇒ γ · x = y for some γ ∈ Γ .
This is clearly a countable Borel equivalence relation. Note that Eα does not depend on ρ. Let I(ρ,α)
denote the isomorphism structure on Eα such that a bijection ϕ : C1→ C2 between Eα-classes C1, C2
belongs to I(ρ,α) if and only if ϕ is (R,Γ )-equivariant, i.e., for all x ∈ C1 and γ ∈ Γ ,
ρ(ϕ(x)) = ρ(x) and γ ·ϕ(x) = ϕ(γ · x).
For µ ∈ Prob(X), let L(ρ,α,µ) denote the L-system (X,Eα ,I(ρ,α),µ). In the case when |R| = 1, i.e., (R,Γ )
is a group, this definition coincides with the one given previously for group actions.
We will be mostly interested in the properties of L-systems induced by shift actions of countable
Borel groupoids. More precisely:
Definition . (Shift L-systems). A shift L-system is any L-system of the form L(ρ,α,µ× νΓ ), where
(ρ,α) : (R,Γ ) y R × Y Γ is the Y -shift action of a countable Borel groupoid (R,Γ ) for some standard
Borel space Y , µ ∈ Prob(R), and ν ∈ Prob(Y ) is atomless.
Thanks to the measure isomorphism theorem, it is enough to consider shift L-systems induced
by the [0;1]-shift action of (R,Γ ) with ν = λ. However, sometimes it will be more convenient to use
other choices for Y and ν; in particular, we will often assume that Y = [0;1]S and ν = λS for some
countable set S.
.. Factors of L-systems induced by actions of countable Borel groupoids.
Let (R,Γ ) be a countable Borel groupoid and let (ρ,α) : (R,Γ ) y X be a Borel action of (R,Γ ) on a
standard Borel space X. The action (ρ,α) is free if for all x ∈ X and γ ∈ Γ ,
γ · x = x ⇐⇒ γ = 1ρ(x).
The free part of (ρ,α) (notation: Free(ρ,α) or Free(X) if the action is clear from the context) is the
largest Eα-invariant subset of X on which the action is free. The free part of an action is always an
invariant Borel set. For µ ∈ Prob(X), an action is free µ-almost everywhere if its free part is µ-conull.
By definition, if x ∈ Free(X), then the map γ 7→ γ · x is a bijection between Γ and the orbit of x.
Proposition .. Let (R,Γ ) be a countable Borel groupoid and let µ ∈ Prob(R). Let Y be a standard Borel
space and let ν ∈ Prob(Y ) be atomless. Then the Y -shift action of (R,Γ ) is free (µ× νΓ )-almost everywhere.
Proof. It is enough to notice that Free(R×Y Γ ) ⊇ R×F, where F B {ϑ ∈ Y Γ : ϑ : Γ → Y is injective}. 
The next lemma will be useful in verifying that certain maps between L-systems induced by ac-
tions of countable Borel groupoids are factor maps.
Lemma .. Let (R,Γ ) be a countable Borel groupoid and let
(ρ1,α1) : (R,Γ )y X1 and (ρ2,α2) : (R,Γ )y X2
be two Borel actions of (R,Γ ). Let µ1 ∈ Prob(X1) and µ2 ∈ Prob(X2). Suppose that (ρ2,α2) is µ2-almost
everywhere free. Let pi : X1 ⇀ X2 be a measure-preserving (R,Γ )-equivariant Borel map defined on an
Eα1-invariant µ1-conull Borel subset of X1. Then pi, possibly restricted to a smaller invariant conull Borel
subset of X1, is a factor map from L(ρ1,α1,µ1) to L(ρ2,α2,µ2).
Proof. For i ∈ {1,2}, let Ei B Eαi and Ii B I(ρi ,αi ). Let C ⊆ dom(pi) be an E1-class. The equivariance of
pi implies that pi(C) is an E2-class. Since (ρ2,α2) is free µ2-almost everywhere, we may assume that
pi(C) ⊆ Free(X2), in which case the map pi|C : C→ pi(C) is a bijection.
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It remains to check the existence of ϕ1 ∈ I1 that closes the following diagram:
C1 C2
pi(C1) pi(C2).
pi
ϕ1
pi
ϕ2
Again, since (ρ2,α2) is free µ2-almost everywhere, we may assume that the maps
pi|C1 : C1→ pi(C1) and pi|C2 : C2→ pi(C2)
are bijections. Since ϕ2 is (R,Γ )-equivariant,
ϕ1 B (pi|C2)−1 ◦ϕ2 ◦ (pi|C1)
is an equivariant bijection from C1 to C2; in other words, ϕ1 ∈ I1, as desired. 
Let Γ be a countable group and let α1 : Γ y (X1,µ1) and α2 : Γ y (X2,µ2) be two probability mea-
sure-preserving actions of Γ . If α2 is free µ2-almost everywhere, then, by Lemma ., a factor map
pi : (X1,µ1)→ (X2,µ2) in the usual ergodic theory sense induces a factor map between the L-systems
L(α1,µ1) and L(α2,µ2).
.. Closure properties of the class of shift L-systems.
In this subsection we show that the class of shift L-systems is closed under (certain) expansions and
under amplifications.
Lemma .. Let (R,Γ ) be a countable Borel groupoid and let L = L(ρ,α,µ × (λ2)Γ ), where µ ∈ Prob(R),
be the shift L-system induced by the [0;1]2-shift action of (R,Γ ). Let Y be a standard Borel space and let
f : R× ([0;1]2)Γ → Y
be a Borel function that does not depend on the third coordinate, i.e., for all r ∈ R and ϑ, ω, ω′ ∈ [0;1]Γ ,
f (r,ϑ,ω) = f (r,ϑ,ω′).
Then L[f ] admits a factor map to a shift L-system.
Proof. Set Q B R × [0;1]Γ . The [0;1]-shift action of (R,Γ ) on Q turns (Q,Γ ) into a countable Borel
groupoid via
γ ◦(r,ϑ) δB γ ◦r δ; 1(r,ϑ) B 1r ; and γ−1(r,ϑ) B γ−1r .
Let (σ,α′) denote the [0;1]-shift action of (Q,Γ ). If we identify ([0;1]2)Γ with [0;1]Γ × [0;1]Γ in the
natural way, then
R× ([0;1]2)Γ = R× [0;1]Γ × [0;1]Γ =Q × [0;1]Γ ,
and, in fact, α′ = α. By definition, for all r ∈ R and ϑ, ω ∈ [0;1]Γ ,
σ (r,ϑ,ω) = (r,ϑ),
so the value f (x) is determined by σ (x) for all x. Therefore, the identity function
id: R× ([0;1]2)Γ →Q × [0;1]Γ
is a factor map from L[f ] to the shift L-system L′ B L(σ,α,µ×λΓ ×λΓ ) induced by (σ,α). 
Lemma .. If L is a shift L-system, then HF(L) factors to a shift L-system.
Proof. Suppose that L is induced by a shift action of a countable Borel groupoid (R,Γ ). We will
proceed in three steps. First, we will construct a countable Borel groupoid (Q,∆), where ∆ = HF(Γ ).
Then we will show that HF(L) is induced by an (almost everywhere) free action of (Q,∆). Finally,
we will define a measure-preserving (Q,∆)-equivariant Borel map from this action to the [0;1]-shift
action of (Q,∆), which will give us a desired factor map, thanks to Lemma ..
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Step . Let µ ∈ Prob(R) and consider the [0;1]-shift action (R,Γ ) y R × [0;1]Γ . Let E denote the
induced orbit equivalence relation. Define
QBHF(E|Free(R× [0;1]Γ )) and ∆BHF(Γ ).
Note that for each x ∈ Free(R× [0;1]Γ ), the following map is a bijection between Γ and [x]E :
ϕx : Γ → [x]E : γ 7→ γ · x.
Therefore, its amplification
ϕ˜x : HF(Γ ) = ∆→HF([x]E) = [x]E˜
is a bijection between ∆ and [x]E˜ . Fix a Borel map x0 : Q→ Free(R × [0;1]Γ ) such that x0(q) ∈ Set(q)
for all q ∈Q, and let
ϕ˜q B ϕ˜x0(q).
Then for each q ∈Q, the map ϕ˜q is a bijection from ∆ to [x0(q)]E˜ = [q]E˜ . For q ∈Q and δ ∈ ∆, define
δ · qB ϕ˜q(δ).
Since ϕ˜q : ∆→ [q]E˜ is a bijection for each q ∈Q, by Proposition ., (Q,∆) is equipped with a unique
countable Borel groupoid structure. It is useful to observe that
δ · q = ϕ˜q(δ) = ϕ˜x0(q)(δ) = δ · x0(q).
Step . Now we turn to the shift L-system L. Suppose that L = L(ρ,α,µ× (λ× ν)Γ ), where
(ρ,α) : (R,Γ )y R× ([0;1]×Y )Γ
is the ([0;1]×Y )-shift action of (R,Γ ), µ ∈ Prob(R), and ν ∈ Prob(Y ) is atomless. Here Y is an arbitrary
standard Borel space; we will specify a concrete choice for Y later. Let
F B Free(R× [0;1]Γ )×Y Γ .
Then F is a conull Eα-invariant Borel subset of Free(ρ,α). We will now define a free action of (Q,∆)
on H BHF(Eα |F) (which is a conull E˜α-invariant Borel subset of HF(Eα)).
The construction is analogous to the one from Step . For each x ∈ F, define ϕx : Γ → [x]Eα by
ϕx : Γ → [x]Eα : γ 7→ γ · x.
Then ϕx is a bijection between Γ and [x]Eα . Therefore, ϕ˜x : ∆→ [x]E˜α is a bijection from ∆ to [x]E˜α .
Let σ : F→ Free(R× [0;1]Γ ) denote the projection on the first two coordinates, i.e.,
σ (r,ϑ,y)B (r,ϑ) for all (r,ϑ) ∈ Free(R× [0;1]Γ ) and y ∈ Y Γ .
For every h ∈ H , we have σ˜ (h) ∈ Q and the map σ |Set(h) : Set(h)→ Set(σ˜ (h)) is a bijection. Let x0(h)
be the unique element of Set(h) such that
σ (x0(h)) = x0(σ˜ (h)).
Define ϕ˜h B ϕ˜x0(h). Then ϕ˜h : ∆→ [h]E˜α is a bijection. Hence, if we let
β : ∆×H : (δ,h) 7→ δ · hB ϕ˜h(δ),
then (σ˜ ,β) is a free action of (Q,∆) on H . Note that we again have
δ · h = ϕ˜h(δ) = ϕ˜x0(h)(δ) = δ · x0(h).
It is clear that the restriction of HF(L) to H coincides with L(σ˜ ,β,µ× (λ× ν)Γ ).
Step . So far we have constructed a countable Borel groupoid (Q,∆) and a free action (σ˜ ,β) of
(Q,∆) that essentially (i.e., up to an invariant null set) induces the L-system HF(L). It remains to
define a factor map from that action to the L-system induced by the [0;1]-shift action of (Q,∆).
Choose Y to be [0;1]∆ and ν to be λ∆. Consider any h ∈ H . Suppose that x0(h) = (x,y), where
x ∈ Free(R× [0;1]Γ ) and y ∈ Y Γ = ([0;1]∆)Γ = [0;1]Γ×∆. Define ξ(h) ∈ [0;1] by
ξ(h)B y(1ρ(x),1σ˜ (h)).
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Here ρ(x) ∈ R and σ˜ (h) ∈ Q, so 1ρ(x) ∈ Γ and 1σ˜ (h) ∈ ∆. Now define ξ∆ : H → [0;1]∆ by setting, for all
h ∈H and δ ∈ ∆,
ξ∆(h)(δ)B ξ(δ · h).
By construction, the map
(σ˜ ,ξ∆) : H →Q × [0;1]∆
is (Q,∆)-equivariant. Due to Lemma ., we only need to check that this map is measure-preserving.
Since we have the freedom to choose the measure on Q, we can take it to be
σ˜∗(µ×λΓ ×λΓ×∆),
so we only have to show that
ξ∆∗ (µ×λΓ ×λΓ×∆) = λ∆.
Since µ×λΓ ×λΓ×∆ is concentrated on F, it is enough to verify that
(ξ∆|F)∗(µ×λΓ ×λΓ×∆) = λ∆.
To this end, we will show that for each x ∈ Free(R× [0;1]Γ ), the map
ξ∆x : [0;1]
Γ×∆→ [0;1]∆ : y 7→ ξ∆(x,y)
satisfies (ξ∆x )∗(λΓ×∆) = λ∆; an application of Fubini’s theorem then completes the proof.
Fix some x ∈ Free(R× [0;1]Γ ). For each δ ∈ ∆, let γx,δ be the unique element of Γ such that
x0(δ · x) = γx,δ · x.
Observe that the map
∆→ Γ ×∆ : δ 7→ (γx,δ,1δ·x)
is injective. Indeed, we have
ϕ˜x(δ) = δ · x = 1δ·x · (δ · x) = 1δ·x · x0(δ · x) = 1δ·x · (γx,δ · x),
and the map ϕ˜x is injective. Let y ∈ [0;1]Γ×∆. We have
x0(δ · (x,y)) = γx,δ · (x,y) = (γx,δ · x,y′) and σ˜ (δ · (x,y)) = δ · x,
where y′ is a particular element of [0;1]Γ×∆. Therefore,
ξ∆x (y)(δ) = ξ(δ · (x,y)) = y′(1ρ(γx,δ·x),1δ·x) = y′(1γx,δ·ρ(x),1δ·x).
Since
1γx,δ·ρ(x) ◦ρ(x) γx,δ = γx,δ,
by the definition of the shift action, we get
y′(1γx,δ·ρ(x),1δ·x) = y(γx,δ,1δ·x).
To summarize,
ξ∆x (y)(δ) = y(γx,δ,1δ·x).
In other words, ξ∆x acts as the projection on the set of coordinates {(γx,δ,1δ·x) : δ ∈ ∆}. Therefore, it
pushes λΓ×∆ forward to λ∆, as desired. 
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.. The Moser–Tardos algorithm for shift L-systems.
In this subsection we use Moser–Tardos theory to show that any correct instance B over a shift
L-system L admits a measurable solution. To do this, we will reduceB to a family (Br )r∈R of correct
instances over the (countable) set Γ indexed by the elements of R, where (R,Γ ) is the countable Borel
groupoid whose shift action induces L.
Lemma .. Let L be a shift L-system. Then every correct instance over L has a measurable solution.
Proof. Let (R,Γ ) be a countable Borel groupoid, let µ ∈ Prob(R), and let (ρ,α) : (R,Γ )y R × [0;1]Γ×N
be the [0;1]N-shift action of (R,Γ ). Let LB L(ρ,α,µ×λΓ×N). We use the following notation:
X B R× [0;1]Γ×N, E B Eα , and I B I(ρ,α).
Suppose B is a correct instance over L. Due to Propositions . and ., it is enough to show that
there exists a Borel table ξ : X ×N→ [0;1] such that
(µ×λΓ×N)({x ∈ X : γ · x ∈ Stab(ξ) for all γ ∈ Γ }) = 1. (.)
We claim that the map
ξ : X ×N→ [0;1] : ((r,ϑ),n) 7→ ϑ(1r )(n)
satisfies (.). Note that for every γ ∈ Γ ,
ξ(γ · (r,ϑ),n) = ϑ(γ)(n).
For each x ∈ X, there is a surjection
ϕx : Γ → [x]E : γ 7→ γ · x
from Γ onto [x]E . Since the action (ρ,α) is free almost everywhere, ϕx is bijective for almost all x ∈ X.
Hence, for almost every x ∈ X, the map ϕx can be used to define a correct instance Bx over Γ by
“pulling back” the restriction ofB to [x]E . Formally, we set
Bx B {{f ◦ϕx : f ∈ B} : B ∈B }.
Note that whenever r ∈ R and ϑ, ω ∈ [0;1]Γ×N and both (r,ϑ) and (r,ω) belong to the free part of
the action (ρ,α), the map γ · (r,ϑ) 7→ γ · (r,ω) is a well-defined (R,Γ )-equivariant bijection between
[(r,ϑ)]E and [(r,ω)]E . Therefore, since B is almost everywhere I -invariant, the following definition
makes sense for almost all r ∈ R:
Br BB(r,ϑ) for almost all ϑ ∈ [0;1]Γ×N.
Now, for almost every r ∈ R and for all γ ∈ Γ , using Corollary ., we obtain
λΓ×N({ϑ ∈ [0;1]Γ×N : γ · (r,ϑ) is ξ-stable with respect toB })
=λΓ×N({ϑ ∈ [0;1]Γ×N : γ is ϑ-stable with respect toBr}) = 1.
An application of Fubini’s theorem yields (.). 
.. Completing the proof of Theorem ..
Now we have all the necessary ingredients to prove the following generalization of Theorem .:
Theorem . (Measurable LLL for shift L-systems). Let L be an L-system that admits a factor map to
a shift L-system. Then Player II has a winning strategy in the LLL Game over HF(L).
Proof. We need to verify that the classC of shift L-systems satisfies conditions (B1) and (B2) from §..
Condition (B1) is given by Lemma .. It remains to show that if L is a shift L-system and B is a
correct instance over L, then there is a measurable solution f toB such that L[f ] factors to another
shift L-system.
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To that end, suppose that L is induced by the [0;1]2-shift action of a countable Borel groupoid
(R,Γ ) with measure µ× (λ2)Γ , where µ ∈ Prob(R). Consider the L-system L′ induced by the [0;1]-shift
action of (R,Γ ) with measure µ×λΓ . The projection onto the first two coordinates, i.e., the map
pi : R× [0;1]Γ × [0;1]Γ → R× [0;1]Γ : (r,ϑ,ω) 7→ (r,ϑ),
is (R,Γ )-equivariant and measure-preserving, so, by Lemma ., it is a factor map from L to L′. Due
to Lemma ., there is a correct instance pi(B) over L′ such that whenever f ′ is a measurable solution
to pi(B ), then f ′ ◦pi is a measurable solution to B (modulo an invariant null set). Lemma . does
indeed provide a measurable solution f ′ to pi(B ), so let f B f ′ ◦pi. By definition, f does not depend
on the third coordinate. Therefore, by Lemma ., L[f ] factors to a shift L-system, as desired. 
. The converse of Theorem . for actions of amenable groups
Corollary . asserts that if a probability measure-preserving action α : Γ y (X,µ) of a countable
group Γ factors to the [0;1]-shift action, then every correct instanceB over α admits a Borel solution
µ-almost everywhere. In this section we show that if Γ is amenable, then the converse also holds. In
fact, we will prove that even (seemingly) much weaker assumptions already imply the existence of a
factor map to the [0;1]-shift.
To articulate these weaker assumptions, we need a few definitions. An instance B over a set X is
ε-correct, where 0 < ε 6 1, if the neighborhood of each B ∈B is countable, and there exists a function
ω : B → [0;1) such that for all B ∈B ,
P[B] 6 ε|dom(B)|ω(B)
∏
B′∈NbhdB (B)
(1−ω(B′)).
Hence, correct is the same as 1-correct, and
B is ε-correct =⇒ B is ε′-correct whenever 0 < ε 6 ε′ 6 1.
An instance B over a set X is discrete if there exist a finite set S and a Borel function ϕ : [0;1]→ S
such that for all B ∈B and w, w′ : dom(B)→ [0;1] with ϕ ◦w = ϕ ◦w′, we have
w ∈ B ⇐⇒ w′ ∈ B.
In other words, B is discrete if the bad events in B can be identified with subsets of [X→ S]<∞,
where S is equipped with the probability measure ϕ∗(λ) (see Remark .). Most instances of the LLL
that appear in combinatorial applications are discrete. If ϕ∗(λ) is the uniform probability measure
on S, thenB is said to be uniformly discrete.
Given a graph G on a set X, an instance (or the LLL) over G is an instanceB over X such that:
– for each B ∈B , the (finite) graph G|dom(B) is connected;
– if B ∈B , S ⊆ X, and ϕ : S→ dom(B) is an isomorphism between G|S and G|dom(B), then
{w ◦ϕ : w ∈ B} ∈B .
Note that if α : Γ y X is an action of a countable group Γ generated by a set S ⊆ Γ , then every instance
over G(α,S) is in particular an instance over α.
Now we are ready to state the first version of the converse theorem.
Theorem .. Let α : Γ y (X,µ) be a free ergodic measure-preserving action of a countably infinite
amenable group Γ on a standard probability space (X,µ). Suppose that S ⊆ Γ is a finite generating set
and let GB G(α,S). The following statements are equivalent:
(i) there exists ε ∈ (0;1] such that for every ε-correct uniformly discrete Borel instanceB overG, there
is a Borel map f : X→ [0;1] with µ(DefB (f )) < 1;
(ii) α factors to the shift action Γ y ([0;1]Γ ,λΓ ).
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In general, the conclusion of Theorem . fails for infinite S. To see this, consider any free ergodic
measure-preserving action α : Γ y (X,µ) of a countably infinite amenable group Γ on a standard
probability space (X,µ) and set GB G(α,Γ ). We claim that for every correct Borel instanceB over G,
there is a Borel map f : X→ [0;1] with µ(DefB (f )) = 0, regardless of the choice of α. Indeed,
G = Eα \ {(x,x) : x ∈ X},
so G only depends on the orbit equivalence relation Eα and not on the action α itself. Since, by a
theorem of Dye and Ornstein–Weiss [KM, Theorem .], all free probability measure-preserving
ergodic actions of countable amenable groups are orbit-equivalent, we may replace α by a [0;1]-shift
action and apply Corollary ..
However, by keeping track of slightly more information than just the graph G(α,S), one can still
establish an analog of Theorem . for infinite S (and in particular for groups that are not finitely
generated). An (S-)labeled graph on X is a family G = (Gγ )γ∈S of graphs on X indexed by the elements
of a given countable set S. Note that the sets Gγ are not required to be disjoint, i.e., the same edge
can receive more than one label. A labeled graph G on a standard Borel space is Borel if each Gγ is
Borel. An isomorphism between labeled graphs G1 and G2 must preserve the labeling, i.e., it has to
be an isomorphism between each (G1)γ and (G2)γ individually. For an S-labeled graph G on X and a
subset X ′ ⊆ X, let G|X ′ denote the S-labeled graph on X ′ given by (G|X ′)γ B Gγ |X ′. For an S-labeled
graph G, its underlying graph is
⋃
γ∈SGγ . A labeled graph G is connected if its underlying graph is
connected. The definition of an instance over G extends verbatim to the case when G is labeled. If
α : Γ y X is an action of a countable group Γ on a set X and S ⊆ Γ is a generating set, then G`(α,S)
denotes the S-labeled graph on X given by
(x,y) ∈ (G`(α,S))γ :⇐⇒ x , y and (γ · x = y or γ · y = x).
Thus, the underlying graph of G`(α,S) is G(α,S). Now we have the following:
Theorem .′. Let α : Γ y (X,µ) be a free ergodic measure-preserving action of a countably infinite
amenable group Γ on a standard probability space (X,µ). Let S ⊆ Γ be a generating set and letGB G`(α,S).
The following statements are equivalent:
(i) there exists ε ∈ (0;1] such that for every ε-correct uniformly discrete Borel instanceB overG, there
is a Borel map f : X→ [0;1] with µ(DefB (f )) < 1;
(ii) α factors to the shift action Γ y ([0;1]Γ ,λΓ ).
Notice that Theorems . and .′ also demonstrate that the local finiteness requirement in the
statement of Theorem . is necessary.
.. Outline of the proof.
The proofs of Theorems . and .′ are almost identical, so we will present them simultaneously.
We only have to show the forward implication in both statements (the other direction is handled by
Corollary .). Here we briefly sketch our plan of attack.
For simplicity, assume that Γ =Z and let α : Zy (X,µ) be a free ergodic probability measure-pre-
serving action of Z on a standard probability space (X,µ). There is a simple criterion, called Sinai’s
factor theorem, that determines whether there is a factor map pi : (X,µ)→ ([0;1]Z,λZ): Such pi exists
if and only if α has infinite Kolmogorov–Sinai entropy. The Kolmogorov–Sinai entropy of α is defined
as follows. Consider any Borel function f : X→ I to a finite set I . The Shannon entropy of f measures
how “uncertain” the value f (x) is when x ∈ X is chosen randomly with respect to µ; formally,
hµ(f )B −
∑
i∈I
µ(f −1(i)) log2µ(f −1(i)).
Now the action comes into play: Given x ∈ X and n ∈N, we record the sequence of values
f ((−n) · x), f ((−n+ 1) · x), . . . , f (n · x);
MEASURABLE LOVÁSZ LOCAL LEMMA 
this gives us a tuple of elements of I of length 2n+1. Let fn : X→ I2n+1 be the corresponding function.
We can compute the average amount of uncertainty in fn(x) per symbol; in other words, we can look
at the quantity hµ(fn(x))/(2n+ 1). It turns out that, as n grows, this quantity decreases, so there exists
a limit
Hµ(α,f )B limn→∞
hµ(fn)
2n+ 1
.
This limit is called the Kolmogorov–Sinai entropy of f with respect to α. The Kolmogorov–Sinai entropy
of the action α itself measures the “maximum level of uncertainty” that can be achieved with respect
to α; formally, it is defined as
Hµ(α)B sup
f
Hµ(α,f ),
where f is ranging over all Borel functions from X to a finite set. As mentioned previously, α factors
to the [0;1]-shift action if and only if Hµ(α) =∞.
How can we use the LLL to prove that Hµ(α) = ∞? By definition, we have to exhibit Borel func-
tions f with arbitrarily large values ofHµ(α,f ). ButHµ(α,f ) is, in some sense, a “global” parameter—
it is defined in terms of the measures of certain subsets of X—while instances of the LLL can only put
“local” constraints on the function f . However, high value of Hµ(α,f ) indicates that the functions fn
behave very “randomly” or “unpredictably.” Thus, what we need is a way to measure “randomness”
or “unpredictability” deterministically, which we can then apply to the values of fn at each point
instead of looking at the function fn as a whole.
There is indeed a convenient deterministic analog of Shannon’s entropy, namely the so-called Kol-
mogorov complexity. Roughly speaking, a finite sequence w of symbols has high Kolmogorov com-
plexity if there is no way to encode it by a significantly shorter sequence. Our instance of the LLL
will require fn(x) to have high Kolmogorov complexity for all n ∈ N and x ∈ X. We will show that
solving this instance, even partially, guarantees that Hµ(α,f ) must also be high.
The structure of the rest of this section is as follows. In §. we list the necessary definitions
and preliminary results regarding the structure of amenable groups, Kolmogorov–Sinai entropy of
their actions (including the version of Sinai’s factor theorem with a general amenable group in place
of Z), and Kolmogorov complexity. In §. we prove the main lemma that connects Kolmogorov
complexity and Kolmogorov–Sinai entropy. Finally, §. completes the proof by constructing a series
of instances of the LLL whose solutions necessarily have high Kolmogorov complexity and hence high
Kolmogorov–Sinai entropy.
.. Preliminaries.
Background on amenable groups.
For a group Γ , subsets S, T ⊆ Γ , and an element γ ∈ Γ , let
γS B {γδ : δ ∈ S}, Sγ B {δγ : δ ∈ S}, and ST B {δ1δ2 : δ1 ∈ S,δ2 ∈ T }.
Recall that a countable group Γ is amenable if it admits a Følner sequence, i.e., a sequence (Φn)∞n=0 of
nonempty finite subsets of Γ such that for all γ ∈ Γ ,
lim
n→∞
|γΦn4Φn|
|Φn| = 0, (.)
where 4 denotes symmetric difference of sets. Note that if S ⊆ Γ is a generating set and (.) holds
for all γ ∈ S, then (Φn)∞n=0 is a Følner sequence (see [KM, Remark .]).
Proposition .. Let Γ be a countably infinite amenable group and let S ⊆ Γ be a generating set. Let
GB Cay(Γ ,S) denote the corresponding Cayley graph. Then Γ admits a Følner sequence (Φn)∞n=0 such that
every (finite) graph G|Φn is connected.
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Proof. Let γ0, γ1, . . . be a list of all the elements of S in an arbitrary order, possibly with repetitions
(so the list is infinite even if S is finite) and let (Φn)∞n=0 be a Følner sequence for Γ . By passing to a
subsequence if necessary, we can arrange that for all n ∈N,
n∑
i=0
|γiΦn4Φn|
|Φn| 6
1
n
. (.)
Suppose G|Φn has kn connected components and let Φn,1, . . . , Φn,kn ⊆ Φn denote their vertex sets. For
all i ∈N and 1 6 j1 < j2 6 kn, we have γiΦn,j1 ∩Φn,j2 = ∅, so
γiΦn4Φn =
kn⋃
j=1
(γiΦn,j4Φn,j ), (.)
and the union on the right-hand side of (.) is disjoint. Therefore,
n∑
i=0
|γiΦn4Φn|
|Φn| =
∑kn
j=1
∑n
i=0 |γiΦn,j4Φn,j |∑kn
j=1 |Φn,j |
.
If for all 1 6 j 6 kn, we have
n∑
i=0
|γiΦn,j4Φn,j |
|Φn,j | >
1
n
,
then ∑kn
j=1
∑n
i=0 |γiΦn,j4Φn,j |∑kn
j=1 |Φn,j |
>
∑kn
j=1
1
n |Φn,j |∑kn
j=1 |Φn,j |
=
1
n
,
which contradicts (.). Hence, there is some 1 6 jn 6 kn such that
n∑
i=0
|γiΦn,j4Φn,j |
|Φn,j | 6
1
n
.
Then (Φn,jn)
∞
n=0 is a desired Følner sequence consisting of connected sets. 
Corollary .. Let Γ be a countably infinite amenable group and let S ⊆ Γ be a generating set. Let G B
Cay(Γ ,S) denote the corresponding Cayley graph. Then Γ admits a Følner sequence (Φn)∞n=0 such that:
– for each n ∈N, the graph Cay(Γ ,S)|Φn is connected;
– 1 ∈ Φ0 ⊂ Φ1 ⊂ . . ., where 1 is the identity element of Γ ;
–
⋃∞
n=0Φn = Γ ;
– limn→∞ |Φn|/ log2n =∞.
Proof. Proposition . gives a Følner sequence (Φn)∞n=0 satisfying the first condition. Since Γ is infi-
nite, we have |Φn| → ∞ as n→∞. If 1 < Φn for some n ∈N, then choose any γ ∈ Φn and replace Φn
with Φnγ−1. Now we construct a new sequence (Φ ′n)∞n=0 inductively. Let γ0, γ1, . . . be a list of all the
elements of S in an arbitrary order, possibly with repetitions. For n ∈N, set Sn B {γ0, . . . ,γn}. Let Bn
denote the collection of all the elements of Γ that can be expressed as products of at most n elements
of Sn. Note that 1 ∈ Bn and the graph Cay(Γ ,S)|Bn is connected. Let Φ ′0 B Φ0. On step n+1, choose N
large enough so that
|ΦN | > n ·
 n∑
i=0
|Φ ′i |+ |Bn|+ log2n
 ,
and define
Φ ′n+1 B ΦN ∪
n⋃
i=0
Φ ′i ∪Bn.
Clearly, (Φ ′n)∞n=0 is a Følner sequence satisfying all the requirements. 
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We will need a result of Ornstein and Weiss on the existence of quasi-tilings in amenable groups.
A family A1, . . . , Ak of finite sets is said to be ε-disjoint, ε > 0, if there exist pairwise disjoint subsets
B1 ⊆ A1, . . . , Bk ⊆ Ak such that for all 1 6 i 6 k,
|Bi | > (1− ε)|Ai |.
A finite set A is (1− ε)-covered by A1, . . . , Ak if∣∣∣∣∣∣∣A∩
k⋃
i=1
Ai
∣∣∣∣∣∣∣ > (1− ε)|A|.
Let Γ be a countable group and let A, A1, . . . , Ak be finite subsets of Γ . An ε-quasi-tiling of A by the
sets A1, . . . , Ak is a collection C1, . . . , Ck of finite subsets of Γ such that:
– for each 1 6 i 6 k, we have AiCi ⊆ A and the family of sets sets (Aiγ)γ∈Ci is ε-disjoint;
– the sets A1C1, . . . , AkCk are pairwise disjoint;
– A is (1− ε)-covered by the sets A1C1, . . . , AkCk .
Theorem . (Ornstein–Weiss [OW]; see also [WZ, Theorem .] and [ZCY, Proposition .]).
Let Γ be a countable amenable group and let (Φn)∞n=0 be a Følner sequence in Γ . Then for all ε > 0 and for
all n ∈ N, there exist k, `1, . . . , `k , m0 ∈ N with n 6 `1 < `2 < . . . < `k such that for each m > m0, there
exists an ε-quasi-tiling of Φm by Φ`1 , . . . , Φ`k .
Background on Kolmogorov–Sinai entropy.
An important invariant of an amenable probability measure-preserving system is its Kolmogorov–
Sinai entropy. It is usually defined in terms of finite Borel partitions; however, for our purposes it
will be more convenient to define it in terms of Borel functions to a finite set (the two notions are, of
course, equivalent).
Let (X,µ) be a standard probability space. A (finite) coloring of X is a function f : X→ I , where I is
a finite set. The Shannon entropy of a Borel finite coloring f : X→ I is defined to be
hµ(f )B −
∑
i∈I
µ(f −1(i)) log2µ(f −1(i)).
Here we adopt the convention that 0 · log2 0 = 0. Note that 0 6 hµ(f ) 6 log2 |I |.
Let α : Γ y (X,µ) be a probability measure-preserving action of a countable amenable group Γ .
For a finite coloring f : X→ I and a set Φ ∈ [Γ ]<∞, let f Φ : X→ IΦ denote the finite coloring defined
by setting, for all x ∈ X and γ ∈ Φ ,
f Φ (x)(γ)B f (γ · x).
The Kolmogorov–Sinai entropy of a Borel finite coloring f with respect to α is given by
Hµ(α,f )B limn→∞
hµ(f Φn)
|Φn| , (.)
where (Φn)∞n=0 is a Følner sequence in Γ . Due to a fundamental result of Ornstein and Weiss [OW],
the limit in (.) always exists and is independent of the choice of (Φn)∞n=0. Note that we again have
0 6 Hµ(α,f ) 6 log2 |I |, where I is the range of f . The Kolmogorov–Sinai entropy of α is defined as
follows:
Hµ(α)B sup{Hµ(α,f ) : f is a Borel finite coloring of X}.
We will use the following special case of a generalization of Sinai’s factor theorem to actions of
arbitrary amenable groups proven by Ornstein and Weiss:
Theorem . (Ornstein–Weiss [OW]). Let α : Γ y (X,µ) be a free ergodic measure-preserving action
of a countably infinite amenable group Γ on a standard probability space (X,µ). Suppose that Hµ(α) =∞.
Then there exists a factor map pi : (X,µ)→ ([0;1]Γ ,λΓ ) to the [0;1]-shift action of Γ .
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Background on Kolmogorov complexity.
We will use some basic properties of Kolmogorov complexity. Let 2∗ denote the set of all finite
sequences of zeroes and ones (including the empty sequence). For w ∈ 2∗, let |w| denote the length
of w. For a partial function D : 2∗⇀ 2∗, define the map KD : 2∗→N∪ {∞} via
KD(x)B inf{|w| : D(w) = x}.
Given two partial functions D1, D2 : 2∗ ⇀ 2∗, we say that D1 minorizes D2 (notation: D1 6K D2) if
there is a constant c ∈N such that for all x ∈ 2∗,
KD1(x) 6 KD2(x) + c.
Clearly, 6K is a preorder. If C is a class of partial functions 2∗⇀ 2∗, then D ∈C is optimal in C if for
all D ′ ∈C , D 6K D ′.
We restrict our attention to the class of all partial maps D : 2∗⇀ 2∗ that are computable relative to
a fixed oracle O (denote this class by CO). A cornerstone of the theory of Kolmogorov complexity is
the following observation:
Theorem . (Solomonoff–Kolmogorov; see [LV, Lemma ..] and [UVS, Theorem ]). Fix an
oracle O. There exists a map D ∈CO that is optimal in CO.
In the light of Theorem ., we can define the Kolmogorov complexity of a word x ∈ 2∗ relative to an
oracle O to be
KO(x)B KD(x),
for some fixed optimal D ∈ CO. Note that if D, D ′ ∈ CO are two optimal functions, then there is a
constant c ∈N such that |KD(x)−KD ′ (x)| 6 c for all x ∈ 2∗; in this sense, the value KO(x) is defined up
to an additive constant.
The following property of Kolmogorov complexity will play a crucial role in our argument.
Proposition .. Fix an oracle O. Let c, n ∈N and let νn denote the uniform probability measure on 2n.
Then
νn({x ∈ 2n : KO(x) 6 n− c}) < 2−c+1.
Proof. Let D ∈ CO be the optimal function used in the definition of Kolmogorov complexity relative
to O. There are exactly 2n−c+1 − 1 sequences of zeroes and ones of length at most n − c, so there can
be at most 2n−c+1 − 1 words x ∈ 2∗ with KO(x) = KD(x) 6 n− c. Therefore,
νn({x ∈ 2n : KO(x) 6 n− c}) 6 2
n−c+1 − 1
2n
= 2−c+1 − 2−n < 2−c+1,
as desired. 
.. Kolmogorov complexity vs. Kolmogorov–Sinai entropy.
For the rest of this section, we fix a countably infinite amenable group Γ , a generating set S ⊆ Γ , a
standard probability space (X,µ), and a free ergodic measure-preserving action α : Γ y X. We also
fix a Følner sequence (Φn)∞n=0 in Γ satisfying the requirements of Corollary ., i.e., such that:
– for each n ∈N, the graph Cay(Γ ,S)|Φn is connected;
– 1 ∈ Φ0 ⊂ Φ1 ⊂ . . ., where 1 is the identity element of Γ ;
–
⋃∞
n=0Φn = Γ ;
– limn→∞ |Φn|/ log2n =∞.
Let O be an oracle relative to which the following data are computable:
– the group structure of Γ and a fixed linear ordering < on Γ (we may assume, for instance, that
the ground set of Γ isN);
– the sequence (Φn)∞n=0 (meaning that the set {(γ,n) ∈ Γ ×N : γ ∈ Φn} and the sequence (|Φn|)∞n=0
are decidable relative to O).
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Given a set Φ ∈ [Γ ]<∞ and a function w : Φ → 2s, we can use the ordering on Γ to identify w
with a sequence of zeroes and ones of length s|Φ |. This identification enables us to talk about the
Kolmogorov complexity KO(w) of w. For a Borel coloring f : X→ 2s, a point x ∈ X, and n ∈N, let
fn(x)B f Φn(x).
Note that the map X ×N→N : (x,n) 7→ KO(fn(x)) is Borel.
The following lemma connects Kolmogorov complexity and Kolmogorov–Sinai entropy:
Lemma . (High complexity =⇒ high entropy). Let s ∈N and let f : X→ 2s be a Borel coloring of X.
Then
limsup
m→∞
∫
X
KO(fm(x))
|Φm| dµ(x) 6Hµ(α,f ).
Proof. Our argument is inspired by the work of Brudno [Bru], who established a close relation-
ship between Kolmogorov complexity and Kolmogorov–Sinai entropy in the case of Z-actions (see
also [Mor] for an extension of Brudno’s theory to a wider class of amenable groups).
Fix ε ∈ (0;1). Choose n ∈N large enough so that for all ` > n,
hµ(f`)
|Φ` | 6Hµ(α,f ) + ε.
For most of the proof, n and s will be treated as fixed constants. In particular, the implied constants
in asymptotic notation may depend on n and s.
Using Theorem ., choose k, `1, . . . , `k , m0 ∈N so that n 6 `1 < . . . < `k and for everym >m0, there
exists an ε-quasi-tiling of Φm by Φ`1 , . . . , Φ`k . For each m >m0, let Cm,1, . . . , Cm,k be an ε-quasi-tiling
of Φm by Φ`1 , . . . , Φ`k , chosen in such a way that the map
m 7→ (Cm,i)ki=1
is computable relative to O. (For instance, we can choose the sequence of finite sets Cm,1, . . . , Cm,k to
be the first in some computable ordering.)
We will now devise a binary code for pairs of the form (m,w), where m > m0 and w : Φm → 2s.
The decoding procedure for this code will be computable relative toO, so the length of the code will
provide an upper bound on the Kolmogorov complexity of w (modulo an additive constant).
Let c0(m) be the sequence of dlog2me ones followed by a single zero and let c1(m) be any fixed
binary code for the integer m of length exactly dlog2me. Note that for any c ∈ 2∗, the pair (m,c) is
uniquely determined by c0(m)ac1(m)ac. Also note that
|c0(m)ac1(m)| 6 2log2m+O(1) = om→∞(|Φm|).
Consider the set
Λm B Φm \
k⋃
i=1
Φ`iCm,i .
We can view w|Λm as a binary word of length s|Λm|, which we denote by c2(m,w). Note that the
length of c2(m,w) is determined by m and satisfies
|c2(m,w)| = s|Λm| 6 εs|Φm|,
since Φm is (1− ε)-covered by the family (Φ`iCm,i)ki=1.
For each 1 6 i 6 k and γ ∈ Cm,i , we can view
wi,γ B w|(Φ`iγ)
as a binary word of length s|Φ`i |. For each binary word u of length s|Φ`i |, let ηi,u(m,w) be the frequency
of u among the words of the form wi,γ , i.e., let
ηi,u(m,w)B |{γ ∈ Cm,i : wi,γ = u}|.
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By definition, ∑
u
ηi,u(m,w) = |Cm,i |, (.)
where the summation is over all binary words of length s|Φ`i |. Since 0 6 ηi,u(m,w) 6 |Cm,i |, we can
encode ηi,u(m,w) by a binary word c3(m,w, i,u) of length exactly
dlog2(|Cm,i |+ 1)e 6 log2 |Cm,i |+O(1) 6 log2 |Φm|+O(1),
so the length of c3(m,w, i,u) is determined by m. Let c3(m,w, i) denote the concatenation of all the
words of the form c3(m,w, i,u) with u ranging over the binary words of length s|Φ`i |, and let
c3(m,w)B c3(m,w,1)a . . .ac3(m,w,k).
The length of c3(m,w) is at most O(log2 |Φm|) = om→∞(|Φm|).
Now we consider the word
wi B w|(Φ`iCm,i).
Since wi is determined by the family (wi,γ : γ ∈ Cm,i), there are at most
|Cm,i |!∏
u ηi,u(m,w)!
options for wi , where the product is over all binary words of length s|Φ`i |. Due to Stirling’s formula
and equation (.), we have
log2
( |Cm,i |!∏
u ηi,u(m,w)!
)
6 −|Cm,i |
∑
u
ηi,u(m,w)
|Cm,i | log2
(
ηi,u(m,w)
|Cm,i |
)
.
Thus, provided thatm and all the ηi,u(m,w)’s are given, wi can be encoded by a binary word c4(m,w, i)
of length ⌈
log2
( |Cm,i |!∏
u ηi,u(m,w)!
)⌉
6 −|Cm,i |
∑
u
ηi,u(m,w)
|Cm,i | log2
(
ηi,u(m,w)
|Cm,i |
)
+O(1).
Let
c4(m,w)B c4(m,w,1)a . . .ac4(m,w,k).
The length of c4(m,w) is at most
−
k∑
i=1
|Cm,i |
∑
u
ηi,u(m,w)
|Cm,i | log2
(
ηi,u(m,w)
|Cm,i |
)
+ om→∞(|Φm|).
Our code for (m,w) is the concatenation
code(m,w)B c0(m)ac1(m)ac2(m,w)ac3(m,w)ac4(m,w).
It is clear that code(m,w) uniquely determines m and w and, moreover, the map
code(m,w) 7→ (m,w)
is computable relative to O. Combining the above upper bounds for the lengths of c0(m), c1(m),
c2(m,w), c3(m,w), and c4(m,w), we get
|code(m,w)| 6 εs|Φm| −
k∑
i=1
|Cm,i |
∑
u
ηi,u(m,w)
|Cm,i | log2
(
ηi,u(m,w)
|Cm,i |
)
+ om→∞(|Φm|).
Since KO(w) 6 |code(m,w)|+O(1), the same asymptotic upper bound holds for KO(w) as well.
Applying this analysis to a point x ∈ X, we obtain
KO(fm(x))
|Φm| 6 εs −
k∑
i=1
|Cm,i |
|Φm|
∑
u
ηi,u(m,fm(x))
|Cm,i | log2
(
ηi,u(m,fm(x))
|Cm,i |
)
+ om→∞(1). (.)
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Claim ... For each m >m0, 1 6 i 6 k, and a binary word u of length s|Φ`i |, we have∫
X
ηi,u(m,fm(x))
|Cm,i | dµ(x) = µ(f
−1
`i
(u)).
Proof. Recall that, by definition,
ηi,u(m,w) = |{γ ∈ Cm,i : wi,γ = u}| = |{γ ∈ Cm,i : w|(Φ`iγ) = u}|.
Notice that fm(x)|(Φ`iγ) = f`i (γ · x), so we have
ηi,u(m,fm(x)) = |{γ ∈ Cm,i : fm(x)|(Φ`iγ) = u}|
= |{γ ∈ Cm,i : f`i (γ · x) = u}|.
Therefore, ∫
X
ηi,u(m,fm(x))
|Cm,i | dµ(x) =
1
|Cm,i |
∫
X
|{γ ∈ Cm,i : f`i (γ · x) = u}|dµ(x)
=
1
|Cm,i |
∫
X
|{γ ∈ Cm,i : f`i (x) = u}|dµ(x)
=
1
|Cm,i | · |Cm,i | ·µ(f
−1
`i
(u)) = µ(f −1`i (u)),
where the second equality holds since µ is α-invariant. a
The function α 7→ −α log2α is concave for 0 6 α 6 1, so, by Claim .., for 1 6 i 6 k, we have
−
∫
X
∑
u
ηi,u(m,fm(x))
|Cm,i | log2
(
ηi,u(m,fm(x))
|Cm,i |
)
dµ(x)
6 −
∑
u
∫
X
ηi,u(m,fm(x))
|Cm,i | dµ(x) log2
(∫
X
ηi,u(m,fm(x))
|Cm,i | dµ(x)
)
= −
∑
u
µ(f −1`i (u)) log2µ(f
−1
`i
(u))
=hµ(f`i ).
Combining this with (.) gives∫
X
KO(fm(x))
|Φm| dµ(x) 6 εs+
k∑
i=1
|Cm,i |
|Φm| hµ(f`i ) + om→∞(1).
Recall that, by the choice of n,
hµ(f`)
|Φ` | 6Hµ(α,f ) + ε
for all ` > n. Since n 6 `1 < . . . < `k , we get∫
X
KO(fm(x))
|Φm| dµ(x) 6 εs+
k∑
i=1
|Cm,i |
|Φm| · |Φ`i |(Hµ(α,f ) + ε) + om→∞(1).
Since the sets (Φ`iCm,i)
k
i=1 are pairwise disjoint, and for each 1 6 i 6 k, the family of sets (Φ`iγ)γ∈Cm,i
is ε-disjoint, we have
|Φm| >
k∑
i=1
|Φ`iCm,i | > (1− ε)
k∑
i=1
|Φ`i ||Cm,i |,
so ∫
X
KO(fm(x))
|Φm| dµ(x) 6 εs+
1
1− ε (Hµ(α,f ) + ε) + om→∞(1). (.)
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Since (.) holds for every ε ∈ (0;1) and for every sufficiently large m, we finally obtain∫
X
KO(fm(x))
|Φm| dµ(x) 6Hµ(α,f ) + om→∞(1),
as desired. 
.. Building the instances.
Define
GB
G(a,S) if S is finite;G`(a,S) if S is infinite.
If S is finite, let Cay(Γ ,S) denote the corresponding (unlabeled) Cayley graph; otherwise, assume that
Cay(Γ ,S) is S-labeled. Fix ε ∈ (0;1] such that for every ε-correct uniformly discrete Borel instanceB
over G, there is a Borel map f : X→ [0;1] with µ(DefB (f )) < 1. Our goal is to show that Hµ(α) =∞.
For each pair of nonnegative integers s, t ∈ N with s > t, we will construct a uniformly discrete
Borel instance B (s, t) over G. For convenience, we will view each bad event B ∈ B (s, t) as a set of
partial maps in [X→ 2s]<∞ instead of the usual [X→ [0;1]]<∞.
For n ∈N, let Gn B Cay(Γ ,S)|Φn. By the choice of the Følner sequence (Φn)∞n=0, each graph Gn is
connected. Given an isomorphism ϕ : Φn→ X between the graphs Gn andG|im(ϕ), let Bϕ(s, t) denote
the bad event with domain im(ϕ) consisting of all maps w : im(ϕ)→ 2s such that
KO(w ◦ϕ) 6 (s − t)|Φn|.
Let B (s, t) denote the collection of all bad events Bϕ(s, t) defined above. It is clear that B (s, t) is a
uniformly discrete Borel instance of the LLL over G. We will show that there is some t ∈N such that
for all s > t, the instanceB (s, t) is also ε-correct.
Set
d B
|S ∪ S−1| if S is finite;2 if S is infinite.
Lemma .. For all γ ∈ Φn and x ∈ X, the number of isomorphic embeddings ϕ : Φn → X of Gn into G
with ϕ(γ) = x does not exceed d |Φn|.
Proof. If S is finite, then ∆(G) 6 |S∪S−1| = d; if S is infinite, then for any given δ ∈ S and any y ∈ X, the
graph G can contain at most 2 edges labeled by δ that are incident to y. Now the statement follows
from the connectedness of Gn. 
Lemma .. Let B ∈B (s, t) and k ∈N. Then
|{B′ ∈NbhdB (s,t)(B) : |dom(B′)| = k}| 6 |dom(B)| · kdk .
Proof. If there is no n ∈N with |Φn| = k, then there is nothing to prove, so suppose that |Φn| = k (such
n is unique since the sequence (Φn)∞n=0 is strictly increasing). Consider any B′ ∈ NbhdB (s,t)(B) with|dom(B′)| = k. Then B′ = Bϕ(s, t) for some embedding ϕ : Φn→ X of Gn into G. As B′ ∈NbhdB (s,t)(B),
we have im(ϕ)∩dom(B) , ∅, i.e., there exist γ ∈ Φn and x ∈ dom(B) such that ϕ(γ) = x. Now we have
|dom(B)| choices for x, k choices for γ , and, by Lemma ., at most dk choices for ϕ given γ and x. 
By Proposition ., if B ∈B (s, t) and |dom(B)|C n, then
P[B] < 2−tn+1.
In the light of Lemma ., to show that B (s, t) is ε-correct, it suffices to find a sequence (ωn)∞n=1
with each ωn ∈ [0;1) such that for all n ∈N,
2−tn+1 6 εnωn
∞∏
k=1
(1−ωk)nkdk . (.)
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Note that inequality (.) does not mention s; in other words, if it holds for some (ωn)∞n=1 and for all
n ∈N, thenB (s, t) is ε-correct for all s > t.
To solve (.), let δ > 0 be sufficiently small and set ωn B δn. For every n ∈N, we have
1−ωn > e−2ωn .
Moreover, if we choose δ < 1/d, then the series
∞∑
k=1
ωkkd
k =
∞∑
k=1
k(δd)k
converges; denote its sum by c. Now we have
∞∏
k=1
(1−ωk)nkdk > e−2cn,
so (.) holds as long as
2−tn+1 6 εn · δn · e−2cn,
for which it suffices to have
t > 1− log2(εδe−2c). (.)
Choose any t ∈N that satisfies (.); for all s > t, the instanceB (s, t) is ε-correct.
IfB (s, t) is ε-correct, then there must exist a Borel map f : X→ 2s with µ(DefB (f )) < 1. Since the
action is ergodic, the set [X \DefB (f )]EG is conull. We claim that for all x ∈ [X \DefB (f )]EG ,
liminf
m→∞
KO(fm(x))
|Φm| > s − t.
Indeed, let x ∈ X and let y ∈ X \DefB (f ) be such that xEG y. The sequence (Φn)n∈N is increasing and
exhaustive, so there ism0 ∈N such that y ∈ Φm ·x for allm >m0. Since y <DefB (f ), for eachm >m0,
the restriction of f to Φm · x satisfies the constraints laid down by B (s, t). By definition, this means
that KO(fm(x)) > (s − t)|Φm|, as claimed.
Using Fatou’s lemma together with Lemma ., we obtain
s − t 6
∫
X
liminf
m→∞
KO(fm(x))
|Φm| dµ(x)
6 liminf
m→∞
∫
X
KO(fm(x))
|Φm| dµ(x) (.)
6 limsup
m→∞
∫
X
KO(fm(x))
|Φm| dµ(x) 6Hµ(α,f ).
Since for any s > t, we can find f such that (.) holds, Hµ(α) =∞, as desired.
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A. Proof of Theorem .
For completeness, we present here a self-contained account of the proof of Theorem .. Recall that
for this theorem, we have fixed a set X and a correct instanceB over X. The theorem reads:
Theorem .. Letω : B → [0;1) be a function witnessing the correctness ofB and let S ∈ dom(B ). Then∑
P ∈Piles(S)
λsupp(P )×N (App(P )) 6
∑
B∈B :
dom(B)=S
ω(B)
1−ω(B) .
In order to prove Theorem ., we establish a correspondence between neat piles and labeled trees
of a certain kind. Let us start with some general definitions. Let A be a set. We use A∗ to denote the
set of all finite sequences of elements of A. For w ∈ A∗, |w| denotes the length of w, so that
wC (w0, . . . ,w|w|−1).
If w , ∅, then let tail(w)B w|w|−1 denote the last element of w. For w, w′ ∈ A∗, we say that w is a prefix
of w′ (or an initial segment of w′; notation: s ⊆ t) if either w = w′, or else, there is a sequence u ∈ A∗
such that w′ = wau (where a denotes concatenation). A tree over A is a set T ⊆ A∗ \ {∅} that is closed
under taking nonempty initial segments and contains a unique sequence of length 1, called the root
of T .
Given a linear order < on A, the corresponding lexicographical order <lex on A∗ is defined in the
usual way; i.e., for distinct w, w′ ∈ A∗, we have w <lex w′ if and only if either w ⊂ w′, or else, w′ 1 w
and the smallest index i such that wi , w′i satisfies wi < w
′
i . We will use the following properties of
the lexicographical order:
– if w ⊂ w′, then w <lex w′;
– if w <lex w′ and w 1 w′, then wau <lex w′au for all u ∈ A∗.
Now we return to our problem. Fix an arbitrary linear order < on dom(B ) and the induced lexi-
cographical order <lex on dom(B )∗. Consider a neat pile P with a unique top element τ0. Given any
τ ∈P , a τ-path in P is a sequence τ0, τ1, . . . , τk of elements of P such that τk = τ and
τk ≺ . . . ≺ τ1 ≺ τ0.
Notice that if τ , τ1, τ2 ∈ P satisfy τ1 ≺ τ , τ2 ≺ τ , and dom(τ1) = dom(τ2), then τ1 = τ2. Indeed,
suppose that τ1 , τ2. By the definition of the relation ≺, there exist x1, x2 ∈ dom(τ1) = dom(τ2) such
that τ1(x1) = τ(x1) − 1 and τ2(x2) = τ(x2) − 1. Since P is neat, τ1(x2) < τ(x2); since the graphs of τ1
and τ2 are disjoint, we get τ1(x2) < τ2(x2). Similarly, we have τ2(x1) < τ1(x1), which contradicts the
neatness of P .
From the above observation it follows that for any given w ∈ dom(B )∗, there exists at most one
path τ0, . . . , τ|w|−1 in P such that dom(τi) = wi for all i. If such a path exists, then we denote its last
element τ|w|−1 by τP (w). Note that if v ⊂ w and τP (w) is defined, then τP (v) is also defined and we
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have τP (v) , τP (w). For τ ∈P , letwP (τ) denote the lexicographically largest sequencew ∈ dom(B )∗
such that τP (w) = τ (the set of such sequences is nonempty and finite, so this definition makes sense).
Lemma A.. Let P be a neat pile with a unique top element. Let τ , τ ′ ∈P and let x ∈ dom(τ)∩dom(τ ′).
Then
τ ′(x) < τ(x) ⇐⇒ wP (τ) <lex wP (τ ′).
Proof. Set w B wP (τ) and w′ B wP (τ ′). For concreteness, assume τ ′(x) < τ(x). Then there exists a
sequence τ1, . . . , τk of elements of P such that τ1 = τ , τk = τ ′, and τk ≺ . . . ≺ τ1. Thus, the sequence
v B wa(dom(τ2), . . . ,dom(τk))
satisfies τP (v) = τ ′, which yields w <lex v 6lex w′, as desired. 
Call a sequence w ∈ dom(B )∗ proper if wi ∩wi+1 , ∅ for all 0 6 i < |w| − 1. Note that if P is a neat
pile with a unique top element, then τP (w) can only be defined for proper w. A tree T over dom(B )
is proper if every element of T is proper. For S ∈ dom(B ), let Trees(S) denote the set of all proper
finite trees with root (S).
Lemma A.. Let S ∈ dom(B ) and let P ∈ Piles(S). Then
TP B {wP (τ) : τ ∈P } ∈ Trees(S).
Furthermore, the map Piles(S)→ Trees(S) : P 7→ TP is injective.
0
1
2
τ1 τ1
τ3
τ3
τ4
τ5
τ2
τ3
τ4
τ2
τ4
x1 x2 x3 x4 x5
X
N {x3}
{x3,x4,x5}
{x2,x3,x4} {x4,x5}
{x1,x2}
T1
{x3}
{x3,x4,x5}
{x2,x3,x4}
{x4,x5}{x1,x2}
T2
Figure . A neat pile P = {τ1, τ2, τ3, τ4, τ5}. Depending on whether
{x2,x3,x4} < {x4,x5} or not, we either have TP = T1 or TP = T2.
Proof. Let P ∈ Piles(S) and let T B TP . Suppose that w ∈ T and v ∈ dom(B )∗ \ {∅} is as initial
segment of w. We claim that wP (τP (v)) = v, and hence v ∈ T . Indeed, let w = vau for u ∈ dom(B )∗.
If wP (τP (v)) , v, then v <lex wP (τP (v)) and v 1 wP (τP (v)), so w = vau <lex wP (τP (v))au. However,
τP (wP (τP (v))au) = τP (w), which contradicts the choice of w. Therefore, T is closed under taking
nonempty initial segments. The rest of the proof that T ∈ Trees(S) is straightforward.
To see that the map P 7→ TP is injective, consider any τ ∈P and x ∈ dom(τ). It is easy to see that
τ(x) = |{τ ′ ∈P : x ∈ dom(τ ′) and τ ′(x) < τ(x)}|.
Therefore, by Lemma A., for any w ∈ T and x ∈ tail(w),
τP (w)(x) = |{τ ′ ∈P : x ∈ dom(τ ′) and τ ′(x) < τP (w)(x)}|
= |{w′ ∈ T : x ∈ tail(w′) and w <lex w′}|.
The last expression only depends on T ; hence, P can be recovered from T , as desired. 
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Recall that for each P ∈ Piles(S),
λsupp(P )×N (App(P )) =
∏
τ∈P
P[dom(τ)] =
∏
w∈TP
P[tail(w)].
Hence, due to Lemma A.,∑
P ∈Piles(S)
λsupp(P )×N (App(P )) 6
∑
T ∈Trees(S)
∏
w∈T
P[tail(w)].
Theorem . now follows from the following lemma:
Lemma A.. Let ω : B → [0;1) be a function witnessing the correctness ofB and let S ∈ dom(B ). Then∑
T ∈Trees(S)
∏
w∈T
P[tail(w)] 6
∑
B∈B :
dom(B)=S
ω(B)
1−ω(B) .
Proof. For B ∈B , set
ρ(B)B
ω(B)
1−ω(B) .
By the correctness ofB , each B ∈B satisfies
P[B] 6ω(B)
∏
B′∈NbhdB (B)
(1−ω(B′)) = ρ(B)
1 + ρ(B)
∏
B′∈NbhdB (B)
1
1 + ρ(B′) .
which yields
ρ(B) > P[B](1 + ρ(B))
∏
B′∈NbhdB (B)
(1 + ρ(B′)) = P[B]
∏
B′∈B :
dom(B′)∩dom(B),∅
(1 + ρ(B′)).
This implies that for S ∈ dom(B ),∑
B∈B :
dom(B)=S
ρ(B) >
∑
B∈B :
dom(B)=S
P[B]
∏
B′∈B :
dom(B′)∩S,∅
(1 + ρ(B′)) > P[S]
∏
B′∈B :
dom(B′)∩S,∅
(1 + ρ(B′)). (A.)
For a finite tree T over dom(B ), define its weight to be
w(T )B
∏
w∈T
P[tail(w)].
For each n > 1, let Trees6n(S) denote the subset of Trees(S) consisting of all trees of height at most n
(where the height of a tree T is the largest length of its element). Then Trees(S) =
⋃∞
n=1 Trees6n(S)
and this union is increasing, so it suffices to show that for all n > 1,∑
T ∈Trees6n(S)
w(T ) 6
∑
B∈B :
dom(B)=S
ρ(B). (A.)
We prove (A.) by induction on n. The unique tree in Trees61(S) is {(S)}, and, by (A.), we have
w({(S)}) = P[S] 6
∑
B∈B :
dom(B)=S
ρ(B).
Suppose that (A.) holds for some n > 1. For T ∈ Trees6n+1(S) and S ′ ∈ dom(B ) with S ′ ∩ S , ∅, let
TS ′ B {v ∈ dom(B )∗ \ {∅} : (S)av ∈ T and v0 = S ′}.
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In other words, if (S,S ′) ∈ T , then TS ′ is the subtree of T rooted at (S,S ′); and otherwise TS ′ = ∅.
This gives a bijection between Trees6n+1(S) and the set∏
S ′∈dom(B ):
S ′∩S,∅
({∅} ∪Trees6n(S ′)).
Moreover, if we set w(∅)B 1, then
w(T ) = P[S]
∏
S ′∈dom(B ):
S ′∩S,∅
w(TS ′ ).
Thus, we obtain ∑
T ∈Trees6n+1(S)
w(T ) =
∑
T ∈Trees6n+1(S)
P[S]
∏
S ′∈dom(B ):
S ′∩S,∅
w(TS ′ )
= P[S]
∏
S ′∈dom(B ):
S ′∩S,∅
1 + ∑
T ∈Trees6n(S ′)
w(T )
 . (A.)
By the induction hypothesis,
∏
S ′∈dom(B ):
S ′∩S,∅
1 + ∑
T ∈Trees6n(S ′)
w(T )
 6 ∏
S ′∈dom(B ):
S ′∩S,∅
1 +
∑
B′∈B :
dom(B′)=S ′
ρ(B′)

6
∏
S ′∈dom(B ):
S ′∩S,∅
∏
B′∈B :
dom(B′)=S ′
(1 + ρ(B′)) =
∏
B′∈B :
dom(B′)∩S,∅
(1 + ρ(B′)).
It remains to plug this into (A.) and apply (A.). 
B. Theorems of Kim, Johansson, and Kahn
Our main results are designed so that many classical combinatorial arguments can be transferred
to the measurable setting simply by replacing the LLL with either Theorem . or Theorem ., de-
pending on the desired outcome. Almost no additional work is required; the relevant instances of
the LLL and the verification of their correctness remain unmodified, so the only things to check being
the Borelness of the instances and their hereditary local finiteness (for Theorem .) or invariance
(for Theorem .), which usually are rather straightforward. In the introduction we mentioned The-
orems ., ., ., and . as particular examples of this approach; they are obtained by substituting
Theorems . and . into the proofs of Theorems ., ., and ..
The classical proofs of Theorems ., ., and . themselves are quite technical and somewhat
lengthy (and, arguably, exemplify some of the finest and most sophisticated known applications of
the LLL). The relevant instances of the LLL are carefully engineered to ensure their correctness
and yet to give their solutions sufficiently strong properties. An excellent exposition of all three
proofs, along with the intuition that guides them, can be found in [MR], and we do not attempt
to reproduce it here. However, for the interested reader, we very briefly sketch in this appendix the
main ideas of the method used to prove Theorems ., ., and ., omitting most of the technical
details.
Consider a graph G on a set X with finite maximum degree d. A useful, although typically not
strictly necessary, observation (see [MR, Section .]) is that we can usually arrange G to be d-reg-
ular by attaching to each vertex x ∈ X with degG(x) < d an infinite rooted tree whose root has degree
MEASURABLE LOVÁSZ LOCAL LEMMA 
d−degG(x) and all of whose other vertices have degree d. Formally, let Y be the set of all pairs of the
form (x,s), where x ∈ X and s = (s1, . . . , sn) is a finite sequence of integers such that 1 6 s1 6 d−degG(x)
and 1 6 si 6 d − 1 for all 1 < i 6 n (with the possibility of n = 0 and s = ∅ allowed). Define a graph H
on Y as follows:
(x,s)H (y, t) :⇐⇒ (xGy and s = t = ∅) or (x = y and (s ⊂ t or t ⊂ s)).
Clearly, H is d-regular and the map x 7→ (x,∅) is an isomorphic embedding of G into H (denote its
image by G∗). Any cycle in H must be contained in G∗, so g(H) = g(G∗) = g(G). Note that if G is a
Borel graph on a standard Borel space X, then Y and H are Borel subsets of HF(EG).
To illustrate the technique employed in the proofs of Theorems ., ., and ., we will outline
here a proof of the following weakening of Johansson’s theorem: There is ε > 0 such that any triangle-
free graph G with maximum degree d ∈N satisfies χ(G) 6 (1− ε)d + o(d) (see [MR, Theorem .]).
Fix ε > 0, and let G be a d-regular triangle-free graph on a set X, with d sufficiently large. A
coloring of G is built in two steps. First, we apply the LLL to produce a partial coloring of G that
exhibits the same local behavior as a “typical” random coloring. On the second step, we extend this
partial coloring to a full coloring of G using the fact that the uncolored part of the graph is “sparse.”
Let us start by explaining the second step. Suppose that we are given a subset X ′ ⊆ X and a proper
coloring f : X ′→N of G|X ′. We extend f to a proper coloring of the whole graph G in the following
“greedy” way. Fix a proper coloring c : X \X ′→N of G|(X \X ′) (which exists since G is locally finite).
Set f0 B f and for all n ∈N, define fn+1 : dom(fn)∪ c−1(n)→N as follows:
fn+1(x)B
fn(x) if x ∈ dom(fn);min{i ∈N : fn(y) , i for all y ∈ Gx ∩dom(fn)} if c(x) = n.
Set f∞ B
⋃∞
n=0 fn. By construction, f∞ is a proper coloring of G. How many colors does it use? For
every n ∈N and x ∈ c−1(n), there can be at most d distinct colors assigned by fn to the neighbors of x,
and so fn+1(x) 6 d. Hence, f∞(x) 6 d for all x ∈ X \X ′, i.e., f∞|(X \X ′) uses at most d + 1 colors.
This upper bound on fn+1(x) for x ∈ c−1(n) is sharp only if fn assigns distinct colors to all the neigh-
bors of x. This observation motivates the following definition: A partial proper coloring f : X ′ →N
is good if for every x ∈ X \X ′, the following set has cardinality at least εd:{
i ∈N : |{y ∈ Gx ∩X ′ : f (y) = i}| > 2} .
If f is good, then f∞(x) 6 (1− ε)d for all x ∈ X \X ′. Thus, to complete the proof, we only need to find
a good partial coloring f : X ⇀ (1− ε)d + o(d).
Here the LLL comes into play. For simplicity, assume that d is even. For a function f : X→ d/2, let
Xf B {x ∈ X : f (x) , f (y) for all y ∈ Gx}.
We want to find a map f : X→ d/2 such that f |Xf is a good partial coloring; the definition of Xf en-
sures that this coloring is proper. This condition can be easily phrased as an instance of the LLL, and
it turns out that for sufficiently small ε, this instance is correct, and, therefore, a desired good partial
coloring exists. The correctness of the instance follows, roughly speaking, from the observation that
if all the d neighbors of a vertex x ∈ X are colored randomly using only d/2 colors, then one should
expect many colors to be repeated, and since G is triangle-free, shared colors between vertices in the
neighborhood of x do not force them to be removed from Xf . The rigorous verification of this fact
constitutes the most laborious part of the argument. For the details, see [MR, Theorem .].
The proofs of Theorems ., ., and . follow a similar strategy to the argument outlined
above but with a number of clever technical twists. The main difference is that the LLL is applied
repeatedly to produce partial colorings of larger and larger subsets of X (or, in the case of Theo-
rem ., larger and larger subsets of the edge set of G). Another difference is that the final step,
instead of completing the coloring “greedily,” also uses the LLL, in the form of the following lemma:
This method of making a graph regular is different from the one described in [MR, Section .], where the attention
is focused on finite graphs only.
 MEASURABLE LOVÁSZ LOCAL LEMMA
Lemma B. ([MR, Theorem .]). Let G be a locally finite graph with vertex set X. Let k ∈ N \ {0}.
Suppose that L : X→ [N]<∞ is a function such that for all x ∈ X, |L(x)| > k and for each n ∈ L(x),
|{y ∈ Gx : n ∈ L(y)}| 6 k/8.
Then there exists a proper coloring f : X→N with f (x) ∈ L(x) for all x ∈ X.
Lemma B. is established using a straightforward application of the LLL. Note that the instance
to which the LLL is applied there is only invariant under those isomorphisms between connected
components of G that preserve the value of L. In the cases that we are considering, L is defined using
the outcomes of the previous applications of the LLL, so Theorem . applies.
As mentioned before, the precise intricate construction of the instances of the LLL used in the
proofs of Theorems ., ., and . lies outside the scope of this article. However, the general
scheme described above already shows that the LLL can be replaced by Theorem . or Theorem .;
the details of the proofs—verifying the correctness of the instances—do not require any modification.
