In this article, we introduce a likelihood-based estimation method for the stochastic volatility with SMN distributions. Likelihood-based estimation of the parameters of stochastic volatility models in general, and SVM models with SMN distributions in particular, is usually regarded as challenging as the likelihood is a high-dimensional multiple integral. However, the HMM approximation, which is very easy to implement, makes numerical maximum of the likelihood feasible and leads to simple formulae for forecast distributions, for computing appropriately defined residuals, and for decoding, i.e. estimating the volatility of the process.
Introduction
Over the last two decades, stochastic volatility models have proven to be useful for modeling time-varying variances, mainly in financial applications where policy makers or stockholders are constantly facing decision problems that usually depend on measures of volatility and risk. An attractive feature of the stochastic volatility model is its close relationship to financial economic theories (Melino and Turnbull, 1990) and its ability to capture the main empirical properties often observed in daily series of financial returns (Carnero et al., 2004) .
Many empirical studies have shown strong evidence of heavy-tailed conditional mean errors in financial time series; see for example Mandelbrot (1963) and Fama (1965) . In the stochastic volatility literature, Liesenfeld and Jung (2000) , Chib et al. (2002) , Jacquier et al. (2004) and Abanto-Valle et al. (2010) , amongst others, have provided consistent evidence that leptokurtic distributions, such as the Student's t, the GED or the SMN distributions, are more adequate to capture this empirical regularity by relaxing the normality assumption in the distribution of the returns.
Furthermore, evidence has been provided that unexpected returns and innovations to the volatility process are negatively correlated (Harvey and Shephard, 1996; Yu, 2005) . The two popular theories associated with the negative return-volatility relation are the leverage hypothesis and the volatility feedback hypothesis. Conceptually, the idea of a reward to a risk-averse investor for holding a risky asset appears theoretically sound and intuitively appealing. The theory generally predicts a positive relation between expected stock returns and volatility if investors are risk averse.
In other words, a general agreement prevails that the more uncertain the investment, the higher the return expected by the investor. However, empirical studies that attempt to test this important relation yield mixed results. French et al. (1987) found a positive and significant relationship and Theodossiou and Lee (1995) reported a positive but insignificant relationship between stock market volatility and stock returns. Consistent with the asymmetric volatility argument, Nelson (1991) and, more recently, Brandt and Kang (2004) , Loudon (2006) and Abanto-Valle et al. (2012) reported evidence of a negative and often significant relationship between volatility and returns.
Overall, there appears to be stronger evidence of a negative relationship between unexpected re-turns and innovations to the volatility process, which French et al. (1987) interpreted as indirect evidence of a positive correlation between the expected risk premium and ex ante volatility. This theory, known as feedback volatility, states that bad (good) news lead to decreased (increases) stock prices and increased volatility, therefore determining a further decrease of the price. An alternative explanation for asymmetric volatility where causality runs in the opposite direction is the leverage effect put forward by Black (1976) , who asserted that a negative (positive) return shock leads to an increase (decrease) in the company's financial leverage ratio, which has an upward (downward) effect on the volatility of its stock returns. However, French et al. (1987) and Schwert (1989) argued that leverage alone cannot account for the magnitude of the negative relationship. For example, Campbell and Hentschel (1992) found evidence of both volatility feedback and leverage effects, whereas Bekaert and Wu (2000) presented results suggesting that the volatility feedback effect dominates the leverage effect empirically.
Frequently, the volatility of daily stock returns has been estimated with stochastic volatility models, but the results have relied on a extensive pre-modeling of these series to avoid the problem of simultaneous estimation of the mean and variance. Koopman and Uspensky (2002) introduced the stochastic volatility in mean (SVM) model to deal with this problem and the unobserved volatility is incorporated as an explanatory variable in the mean equation of the returns under the normality assumption of the innovations. Abanto-Valle et al. (2012) proposed to enhance the robustness of the specification of the innovation return in SVM models by introducing SMN distributions, referring to this generalization as the SVM-SMN class of models. This rich class contains as proper elements the SVM with normal (SVM-N), Student-t (SVM-T), slash (SVM-S) and the generalised Student-t (SVM-GT) distributions. Abanto-Valle et al. (2012) proposed an efficient Markov Chain Monte Carlo (MCMC) procedure for Bayesian estimation of SVM-SMN models. However, the resulting MCMC algorithm has some undesirable features. The procedure is quite involved, requiring a large amount of computer intensive simulations. In addition, the computational cost increases rapidly with the sample size.
In this paper, we apply an alternative estimation method, using an approximation of the likelihood function via hidden Markov models (HMMs). The key idea, the use of iterated numerical integration, was introduced by Kitagawa (1987) . In the context of stochastic volatility models, it was applied by Fridman and Harris (1998) , by Bartolucci and De Luca (2001; , and by Clements et al. (2006) , although none of these papers makes explicit the link between stochastic volatility models and HMMs. The method involves an approximation to the SVM likelihood that can be made arbitrarily accurate, and that is competitive in terms of computational effort, due to the powerful HMM forward algorithm becoming applicable. Further advantages of the HMM formulation of SVM-SMN models are that simple explicit formulae exist for the residuals and the forecast distributions, and that estimates of the latent log-volatility process can be obtained by using the Viterbi algorithm.
The remainder of this paper is organized as follows. Section 2 gives a brief introduction to SMN distributions. Section 3 outlines the general class of the SVM-SMN models as well the maximum likelihood based estimation procedure using HMMs methods. In Section 4 we perform a simulation study in order to verify frequentist properties of the likelihood estimators. Section 5 is devoted to the application and model comparison among particular members of the SVM-SMN models using international market indexes. Finally, some concluding remarks and suggestions for future developments are given in Section 6.
Scale mixture of normal distributions
A random variable Y belongs to the SMN family if it can be expressed as
where µ is a location parameter, X ∼ N (0, σ 2 ), λ is a positive mixing random variable with cumulative distribution function (cdf ) H(. | ν) and probability density function pdf h(.|ν), ν is a scalar or parameter vector indexing the distribution of λ and κ(.) is a positive weight function.
As in Lange and Sinsheimer (1993) and Choy et al. (2008) , we restrict our attention to the case in
, and the pdf of Y is given by
where ϕ(. | µ, σ 2 ) denotes the density of the univariate N (µ, σ 2 ) distribution. From equation (2), we have that the cdf of the SMN distributions is given by
where Φ(.) is the cdf of the standard normal distribution. The notation Y ∼ SMN (µ, σ 2 , ν; H)
will be used when Y has pdf (2) and cdf (3). As was mentioned above, the SMN family constitutes a class of thick-tailed distributions including the normal, the Student-t, the Slash and Generalized Student-t distributions, which are obtained respectively by choosing the mixing variables as: λ = 1,
2 ), where G(., .), Be(., .) denote the gamma and beta distributions respectively. In the Generalized Student-t, we set ν 1 = ν and ν 2 = 1, respectively, in order to avoid identifiability problems.
The heavy-tailed stochastic volatility in mean model
The SVM model with heavy-tails is defined by
where y t and h t are, respectively, the compounded return and the log-volatility at time t. We assume that |ϕ| < 1, i.e. that the log-volatility process is stationary and that the initial value
The innovations ϵ t and η t are assumed to be mutually independent, ϵ t ∼ SMN (0, 1, ν; H) and η t ∼ N (0, 1), respectively. The aim of the SVM-SMN class of models is to simultaneously estimate the ex-ante relation between returns and volatility and the volatility feedback effect in the presence of outliers. This class of models includes SVM models with normal distribution (SVM-N) (Koopman and Uspensky, 2002) , the Student-t (SVM-T), with slash (SVM-S) and generalized Student-t (SVM-GT) distributions as special cases.
Model fitting strategy

Likelihood evaluation by iterated numerical integration
To formulate the likelihood, we will require the conditional pdfs of the random variables y t , given h t and y t−1 (t = 1, . . . , T ), and of the random variables h t , given h t−1 (t = 2, . . . , T ). We denote these by p(y t | y t−1 , h t ) and p(h t | h t−1 ), respectively. For any member of the class of SMN distributions, the likelihood of the model defined by equations (4a) and (4b) can then be derived as
exploiting the dependence structure of state-space models (SSMs) -of which stochastic volatility in mean models are a special type -in the last step. Hence, the likelihood is a high-order multiple integral that cannot be evaluated directly. Via numerical integration, using a simple rectangular rule based on m equidistant intervals,
. . , m, with midpoints b * i and of length b, the likelihood can be approximated as follows:
This approximation can be made arbitrarily accurate by increasing m, provided that the interval (b 0 , b m ) covers the essential range of the log-volatility process. We note that this simple midpoint quadrature is by no means the only way in which the integral can be approximated (cf. Langrock et al., 2012) .
Fast evaluation of the approximate likelihood using HMM techniques
In the form given in (5), the approximate likelihood can be evaluated directly, but the evaluation will usually be computationally intractable as it involves m T summands. However, instead of the brute force summation in (5), an efficient recursive scheme can be used to evaluate the approximate likelihood. To see this, note that the numerical integration essentially corresponds to a discretization of the state space, i.e. of the support of the log-volatility process h t . Therefore, the approximate likelihood given in (5) can be evaluated using the well-developed and powerful HMM machinery, which have exactly the same dependence strucutre as SSMs, but a finite and hence discrete state space (cf. Langrock, 2011; Langrock et al., 2012) . A key property of HMM, which we exploit here, is that the likelihood can be evaluated efficiently using the so-called forward algorithm, a recursive scheme which iteratively traverses forward along the time series, updating the likelihood in each step (Zucchini and MacDonald, 2009) . For an HMM, applying the forward algorithm results in a convenient, closed-form matrix product expression for the likelihood, and this is exactly what is obtained also for the SVM-SMN class of models:
Here, the
is the analogue to the transition probability matrix in case of an
which is an approximation of the probability of the log-volatility process changing from some value in the interval B i to some value in the interval B j ; this conditional probability is determined by Eq. (4b). The vector δ is the analogue to the Markov chain initial distribution in case of an HMM, here defined such that δ i is the density of the N (µ, σ 2 η 1−ϕ 2 )-distribution -the stationary distribution of the log-volatility process -multiplied by b. Furthermore, P(y t ) is an m × m diagonal matrix with ith diagonal entry p(y t | y t−1 , h t = b * i ), hence the analogue to the matrix comprising the state-dependent probabilities in case of an HMM; this conditional probability is determined by Eq. (4a). Finally, 1 ⊤ is a column vector of ones.
Using the matrix product expression given in (6), the computational effort required to evaluate the approximate likelihood is linear in the number of observations, T , and quadratic in the number of intervals used in the discretization, m. In practice, this means that the likelihood can typically be calculated in a fraction of a second, even for T in the thousands and say m = 100, a value which renders the approximation virtually exact (see the simulation experiments below). Furthermore,
It should perhaps be noted here that, although we are using the HMM forward algorithm to evaluate the (approximate) likelihood, the specifications of δ, Γ and P(x t ) given above do not define exactly an HMM, since in general the row sums of Γ will only approximately equal one, and the components of the vector δ will only approximately sum to one. If desired, this can be remedied by scaling each row of Γ and the vector δ to total 1.
Forecasts and model checking
The HMM forward algorithm can also be used to obtain forecast distributions for SVM models. For example, it is straightforward to find the cumulative distribution function of the one-step-ahead forecast distribution on day t − 1, i.e., the conditional distribution of the return on day t, given all previous observations. This is given by
where ζ i i is the ith entry of the vector α t−1 /(α t−1 1 ⊤ ), obtained from the "forward probabilities" predictions, i.e., volatility predictions, is also available. Furthermore, the forecast distribution given in Eq. (7) can be used in order to perform model checking via residuals (Kim et al., 1998) . The one-step-ahead forecast pseudo-residual (or quantile residual) is given by
for t = 1, . . . , T , where where Φ() denotes the cumulative distribution function of the standard normal. For a correctly specified model, the r t follow a standard normal distribution (Rosenblatt, 1952; Smith, 1985; Kim et al., 1998; Gerlach et al., 1999; Liesenfeld and Richard, 2003, see, e.g.,) .
Thus, forecast pseudo-residuals can be used to identify extreme values, and the suitability of the model can be checked by using, for example, qq-plots or formal tests for normality.
Decoding
Again building on standard HMM machinery, estimates of the underlying log-volatility values can easily be obtained using the Viterbi algorithm, which is an efficient dynamic programming algorithm for computing the most likely Markov chain state sequence to have given rise to observations stemming from an HMM (see Langrock et al., 2012; Zucchini and MacDonald, 2009, 
Simulation Study
In order to assess the performance of the methodology described in Section 3.1, we conducted some simulation experiments. All the calculations were performed using stand-alone code developed by the authors using the Rcpp interface inside R. First, we simulated a data set comprising T = 6000
observations from the SVM-T model using β = (0.2, 0.07, −0.18) ⊤ , µ = 0.1, ϕ = 0.98, σ η = 0.1, ν = 10 and y 0 = 0.2, which correspond to typical values found in daily series of returns. Figure 1 shows the resulting data set. In order to investigate the influence the sample size on the accuracy iterations in order to achieve convergence of an MCMC procedure.
Next, we conducted a second simulation experiment with the objective to study properties of the maximum likelihood estimators of the SVM model's parameters. We generated 300 datasets of size Table 2 reports the sample mean, the mean relative bias (MRB), http://finance.yahoo.com. Stock returns are computed as y t = 100 × (log P t − log P t−1 ), where P t is the (adjusted) closing price on day t. Table 3 reports a summary of descriptive statistics for the series returns. The IBVSP returns show positive skewness and the NIKKEI and SP500 returns negative skewness (NIKKEI and SP500). All the series show kurtosis greater than three, confirming a well-known stylized fact for return series, namely the departure from normality. We analyze the data with the aim of providing robust inference by using the SMN class of distributions. In our analysis, we compare the SVM-N, SVM-T, SVM-GT and SVM-S models for each one of the series described above.
In order to obtain the maximum likelihood estimates (MLEs) of the parameters in the SVM models, we apply the HMM machinery as introduced in Section 3.1. To ensure a good approximation of the estimators, we use b m = −b 0 = 4 and m = 200. As before, all the calculations were performed using stand-alone code developed by the authors using the Rcpp interface inside R package. Tables 4 and 5 show the results for the SVM-N, SVM-T, SVM-GT and SVM-S models for each one of the return indexes series.
For all three series of returns and all four models considered, we find that the MLEs of ϕ are above 0.97, indicating a high persistence of the log-volatility process. For the SVM-GT model, the MLEs and the 95% confidence intervals of ϕ tend to be higher than those obtained using the other three models, while the persistence in the log-volatility process underlying the SVM-N model is smaller than that found using the other three models. The MLE of σ η is smaller in the SVM-GT than those of the SVM-N, SVM-T and the SVM-S models, indicating that the volatility of the SVM-GT is less variable than those of the other three models. The variability of the log-volatility process is highest in case of the SVM-N model.
For the mean process, we find that the MLEs of β 0 are positive and statistically significant, since the 95% confidence intervals do not contain zero (for all models and series considered). For the IBVSP and the NIKKEI return series, there is an indication that β 1 might not be relevant. In the SP500 case, β 1 is significant. The β 2 parameter, which measures both the ex ante relationship between returns and volatility and the volatility feedback effect, is estimated to be negative and is deemed statistically significant, for all models and indexes considered. This result confirms previous results in the literature and indicates that when investors expect higher persistent levels of volatility in the future they require compensation for this in the form of higher expected returns.
The magnitude of the tail fatness is measured by the shape parameter ν in the SVM-T, SVM-GT and SVM-S models. The MLEs of ν are obtained as 13.11, 12.69 and 12.03 in the SVM-T for the IBVSP, NIKKEI and SP500, respectively. The MLEs of ν in the SVM-GT are 5.59, 6.71 and 6.92 for the IBVSP, NIKKEI and SP500 , respectively. Finally, the MLEs of ν in the SVM-S are approximately 4.49, 4.33, 3.53 for the IBVSP, NIKKEI and SP500, respectively. These results (-0.1086,-0.0367) suggest that the noise in the stock returns is better explained by heavy-tailed distributions.
In Figure 2 , we plot the decoded volatility, e To compare the different models considered, we calculate the Akaike information criterion (AIC), defined as AIC = −2 log L + 2p, where log L is the log-likelihood of the fitted model and where p denotes the number of parameters of the model evaluated. From a suite of candidate models, we favor the model which has the smallest AIC. As reported in Table 6 , the AIC selects the SVM-S as the best model for the IBVSP series, and the SVM-T for the NIKKEI and SP500 series, respectively.
We now perform an out-of-sample analysis of the forecast performance of the models covered in Table 6 . The observation period is January 5, 1988 until September 29, 2014 . For each return series the data are now divided into a calibration and a validation sample:
• Calibration sample (in-sample period): from January 5, 1998 until June 30, 2011.
• Validation sample (out-of-sample period): from July 1, 2011 until September 29, 2014.
As a first step, the SVM-N, SVM-S and SVM-T models was fitted to the calibration sample of each series. This was done by using the HMM method with m = 200, a value that is large enough to ensure that any anomalies that may occur could not be attributed to inaccuracies in the approximation of the likelihood. Then, for each one of the observations in the validation sample, the (one-step-ahead forecast) pseudo-residual was computed according to equation 8. As described in Section 3.1.3, non-normality of these residuals is an indication of mis-specification of the corresponding model.
The p-values for the Jarque-Bera tests applied to the pseudo-residuals are listed in Table 7 .
As an example, the qq-plots for the three return series and SVM-N, SVM-S and SVM-T models are given in Figure 3 . For IBVSP return index the qq-plot indicate a lack of fit in the left tail (SVM-N) and rigth tail (SVM-T and SVM-S). The JB test accept the hypothesis of normality of the residuals of the three models at the 5% and 10% level. For the NIKKEI return index the qq-plot reveals a poor fit in left tail (SVM-N)evels and a similar fit in the right tail. The JB test accept the normalty assumption of the pseudo-residuals at the 10% level for the SVM-N and SVM-S models and reject the SVM-T and at the 5% level the JB test accept normality of the three models.
Finally, considering the SP500 returns the qq-plot identifies a poor fit in the left tail for the three models, it is more evidently in the normal case. The JB test confirms these findings and reject the normality assumption of the pseudo-residuals. This apparently mis-specification could be caused by the presence of correlation between the perturbation terms defined by equations (4a) and (4b).
Discussion
In this article, we presented an implementation of a maximum likelihood-based estimation approach for the SVM model (Koopman and Uspensky, 2002 ). The SVM model allows to investigate the dynamic relationship between returns and their time-varying volatility. The Gaussian assumption of the mean innovation was replaced by univariate thick-tailed processes, known as scale mixtures of normal distributions. We studied three specific sub-classes, viz. the Student-t, slash and the generalized Student-t distributions, and compared parameter estimates and model fit with the default normal model. We illustrated our methods through an empirical application of the IBVSP, NIKKEI and SP500 index returns. The AIC was used to asses in-sample fit. According to the AIC, the SVM-S model showed the best fit for the IBVSP series and the SVM-T model for the NIKKEI and SP500 series, respectively. For all indexes and models considered, the β 2 estimate, which measures both the ex ante relationship between returns and volatility and the volatility feedback effect, was found to be negative. The results are in line with those of French et al. (1987) , who found a similar relationship between unexpected volatility dynamics and returns, and confirm the hypothesis that investors require higher expected returns when unanticipated increases in future volatility are highly persistent. This is consistent with our findings of higher values of ϕ combined with larger negative values for the in-mean parameter.
Our SVM-SMN models showed considerable flexibility to accommodate outliers, however their robustness aspects could be seriously affected by the presence of skewness and heavy-tailedness simultaneously. To deal with this problem, the scale mixtures of skew-normal distributions can be used, or alternatively, the conditional distribution of the retunrs could be modeled nonparametrically (Langrock et al., 2014) . A deeper investigation of such modifications is beyond the scope of the present paper, but provides stimulating topics for further research.
