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O grande volume de dados gerado por usuários tem se tornado um obstáculo, 
pois os paradigmas tradicionais de armazenamento e processamento não são mais 
adequados. Uma nova linha de modelos computacionais, algoritmos e componentes 
vem surgindo para atender esta necessidade. 
Transações econômicas estão, atualmente, dependentes de alguma forma de 
computação que consiga capturar dados das transações para que sejam manipulados e 
analisados. A estatística convencional e técnicas econométricas, como a regressão, 
funcionam muito bem, e com a chegada do que denominamos como a era do Big Data, 
na qual há desafios de analisar grandes quantidades de dados de forma rápida, estas 
técnicas podem ter seu potencial amplificado a partir de novas ferramentas que 
permitem a leitura de grandes bases de dados. 
A partir disto, é possível identificar como os conceitos dados ao Big Data 
permitem novas possibilidades, antes limitadas em função de peças de hardware para 
armazenamento de dados, abrangência da internet móvel, ferramentas analíticas para 
grandes conjuntos de dados, e como estes têm fornecido verdadeiros insights à 
chamada Business Intelligence (BI), uma economia de negócios ampliada a partir da 
gerência dos dados. 
 Neste trabalho serão apresentadas e exploradas estruturas que fundamentam o 
tema de Big Data. Serão ilustrados três estudos de caso utilizando-se da mineração de 
dados para a análise preditiva. O primeiro caso busca exemplificar uma forma de 
explorar os dados a partir de técnicas estatísticas, no caso a classificação, como forma 
de identificar possíveis novos clientes para adesão ao cartão fidelidade de uma empresa 
de comércio varejista realizando a análise de dados históricos com características de 
clientes que já aderiram. O segundo caso demonstra a utilização de dados históricos do 
Poduto Interno Bruto (PIB) do Brasil com o intuito de demonstrar tecnicamente o 
desenvolvimento de uma análise preditiva a partir do uso da regressão com o suporte de 
ferramentas para uso de Big Data. O terceiro caso busca, de forma hipotética, 
exemplificar uma das aplicações mais realizadas quando tratamos de Big Data, unir 
duas (ou mais) fontes de dados distintas com o intuito de prevenir o vírus Zika em 
 
 
determinada região aliado à informação de nível de faixa de renda que o mesmo pode 
estar se proliferando. Isto será feito utilizando a captura de dados da internet em tempo 
real e dados do setor censitário disponibilizados pelo IBGE, alinhando estes dois 
conjuntos de dados para transformá-los em uma ação de análise preditiva. 
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O presente trabalho tem como objetivo principal: explorar o conceito de Big 
Data e algumas técnicas e tecnologias que dão suporte ao uso do mesmo, como a 
mineração de dados, a estatística e a análise preditiva, e como este conjunto está 
alterando a forma de analisar informações devido ao grande volume e variedade de 
dados digitais sendo gerados a cada minuto.  Esta nova forma de analisar envolve 
uma variedade de técnicas analíticas e estatísticas para desenvolver modelos que 
procuram predizer eventos ou comportamentos futuros. 
Para se atingir o objetivo principal, busca-se atingir os seguintes objetivos 
específicos: i) explorar os conceitos de Big Data; ii) explorar os conceitos de 
Mineração de Dados; iii) realizar, por meio de um software de mineração de dados, 
testes para identificar o melhor modelo para prever um evento de aquisição de 
cartões fidelidade; iv) utilizar dados do Twitter em tempo real para identificar bairros 
específicos do Paraná onde há uma possível maior ocorrência do vírus Zika. 
O capitulo um abordará o uso da internet pela sociedade e como a evolução 
de tecnologias existentes (smartphones, redes sociais) e o advento de novas 
tecnologias (Netflix, plataformas de streaming musical como Spotify) está 
impulsionando o uso da rede, desencadeando uma série de transformações 
econômicas e impulsionando mercados e países. 
O capítulo dois explorará como esse montante de informações que está 
surgindo através dos dados vem sendo caracterizado, e como diferentes setores da 
indústria, como saúde, finanças, óleo e gás, entre outros, estão sendo impactados 
por tecnologias que agora trazem capacidade de análise de informações nunca 
antes percebidas. Também são exploradas as fases e as técnicas de análise em um 
ambiente governado por dados. 
O capítulo três destacará uma das técnicas analisadas no capítulo anterior, a 
mineração de dados, e como funciona o processo de preparação dos dados para 
criação de um modelo. 
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No capítulo quatro serão aprofundados os principais modelos utilizados em 
mineração de dados, bem como seus algoritmos e exemplos de utilização no mundo 
real. 
O capítulo cinco trabalhará com um exemplo de aplicação utilizando 
algoritmos e métodos estatísticos para analisar e prever o mercado de varejo e a 
fidelidade de seus clientes. 
O capítulo seis irá demonstrar tecnicamente uma das técnicas mais aplicadas 
em Big Data, a regressão, com o suporte de uma linguagem de programação, a 
Linguagem R, com o objetivo de prever o PIB do Brasil nos próximos anos. 
O capítulo sete, por fim, tem como objetivo demonstrar tecnicamente o uso de 
duas fontes de dados distintas para prever possíveis ocorrências de caso do vírus 
Zika com base em comentários feitos na rede social Twitter, utilizando técnicas de 
coleta de dados em tempo real e dados do setor censitário provenientes do IBGE. 
 
1 A ERA DA COMUNICAÇÃO 
 
 
A Internet nos permite alcançar um público sem precedentes e obter dados 
sobre ele de uma forma nunca antes imaginada. Castells (2000) descreve este 
momento vivido como sociedade em rede, a qual é vista como um emaranhado de 
informação circulante que tende a crescer através do mundo virtual. O avanço da 
tecnologia permite que a quantidade de informação produzida dia após dia aumente, 
ampliando-se a rede de conhecimento.  
Com o surgimento da Web houve grande aumento no volume das 
informações eletrônicas, as quais trouxeram muitas vantagens quanto à 
possibilidade de troca, difusão e transferência de dados. Entretanto, este 
crescimento trouxe muitos problemas relacionados ao acesso, busca e recuperação 




A facilidade de aprendizado das novas tecnologias é boa parte responsável 
pela contribuição à crescente comunicação na era digital. Mesmo pessoas com 
menos conhecimento na área de tencologia conseguem aprender rapidamente a 
utilizar a rede, principalmente o que chamamos de redes sociais, como twitter, 
facebook e linkedin. Dados do IBGE demonstram como este crescimento foi 
expressivo especialmente nas classes mais baixas, onde o percentual de pessoas 
que acessam a internet passou de 3,8% em 2005 para 21,4% em 2011, e dados 
mais recente mostram que em 2014 o percentual de brasileiros com acesso à 
internet chegou a 54,8%.  
Ribeiro (2014, p. 98), exemplifica o avanço e crescimento no volume de dados 
e informações que vêm se obtendo devido ao crescente uso de dispositivos móveis, 
de sensores industriais e biomédicos, fotos, vídeos, e-mails, redes sociais, comércio 
eletrônico, interações via call centers, dados públicos, informações sobre previsão 
de tempo, imagens médicas e outros dados científicos, câmeras para 
monitoramento, medidores inteligentes, GPS, aplicativos para troca de mensagens, 
aplicações que nos ajudam a pegar táxis, outras que nos ajudam na locomoção 
urbana evitando engarrafamentos, ou ainda no monitoramento de ônibus e aviões. 
Segundo  Setzer (1999), professor de ciência da computação do Instituto de 
Matemática e Estatística da USP, define-se dado “como uma sequência de símbolos 
quantificados ou quantificáveis. Portanto, um texto é um dado. Como são símbolos 
quantificáveis, dados podem ser armazenados em um computador e processados 
por ele. Também são dados: imagens, sons e animação, pois todos podem ser 
quantificados” Ainda segundo o autor, informação é “uma abstração informal que 
representa algo significativo através de textos, imagens, sons ou animação. Não é 
possível processar informação diretamente em um computador. Para isso é 
necessário reduzi-la a dados. A representação da informação pode eventualmente 
ser feita por meio de dados. Nesse caso, pode ser armazenada em um computador, 
mas o que é armazenado na máquina não é a informação, mas a sua representação 
em forma de dados.” Contudo, sabendo-se que informações são deixadas durante a 
navegação na rede e que são armazenadas pelas máquinas através dos dados, o 
conhecimento pode ser extraído destas informações. Melhorias na infraestrutura 
permitiram a migração dos dados de estruturas físicas para a nuvem, onde tudo 
pode ser acessado de onde estiver e quando quiser.   
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Porém, esses dados somente terão valor se puderem ser processados e 
analisados, produzindo conhecimento para seus detentores, podendo gerar 
impactos para qualquer segmento da economia e em escala. Em 2013, um relatório 
realizado por uma das maiores consultorias de negócios do mundo, McKinsey & 
Company, demonstrou que a área de ciência dos dados seria um dos principais 
catalisadores do crescimento econômico, chegando a compor 1,7% do PIB 
americano na previsão para 2020. (MCKINSEY, 2013). 
Frost & Sullivan (2017) apontam que o mercado latino americano de Big Data 
responde atualmente por 5,1% do mercado global, movimentando US$ 2,48 bilhões 
na América Latina em 2016, com previsões de triplicar até 2022, atingindo a casa 
dos US$ 7 bilhões. 
Neste cenário, impulsionado pelo grande volume de dados sendo gerados 
constantemente em grande velocidade e com a possibilidade de serem capturados 
de várias fontes geradoras aliando-se a possibilidade de interpretá-los, são os 
principais contribuintes que lançaram o Big Data.  
Dados agora podem ser capturados em tempo real e transformados em 
insights de negócios, gerando valor aos indivíduos, empresas e governos. Fundos 
de Investimento usam Twitter para prever o desempenho do mercado de ações. 
Amazon e Netflix baseiam suas recomendações de produto das diversas interações 
de seus sites. Twitter, Facebook e Linkedin mapeiam o gráfico social das relações 
entre os usuários para entender mais sobre suas preferências e oferecer melhores 
produtos e serviços. 
Empresas como Netflix têm utilizado a sua base de clientes que, a partir do 
uso de seu sistema, geram informações com potencial valor para criação de novos 
produtos a partir dos dados coletados. A série de televisão House of Cards, 
produzida em 2013 pela Netflix, foi realizada com base nas informações coletadas a 
partir de dados dos assinantes. (NY Times, 2013) Da mesma forma, a empresa 
Amazon utiliza o Kindle para criar seu sistema de recomendação e indicar livros de 





2 O BIG DATA 
 
Ainda que não haja uma definição específica para o conceito de Big Data, a 
ideia é a de que o volume de informação crescera tanto, especialmente com o 
advento das redes sociais, que as tecnologias atuais não conseguem processá-las. 
O termo corresponde à própria quantidade absurda de dados gerados atualmente. 
Anteriores à Era do Big Data, fórmulas matemáticas e técnicas de estatística e de 
probabilidade tinham capacidade reduzida de variáveis, pois eram realizadas por 
computadores tecnicamente inferiores para grandes cálculos em cima de um grande 
conjunto de dados. Com o desenvolvimento de processadores de alta capacidade e 
velocidade foi possível a criação de softwares mais poderosos que realizassem 
todos estes cálculos e transformassem esses dados em informações estratégicas 
para qualquer segmento da economia. Portanto, uma solução de Big Data trabalha 
com a agregação de algoritmos complexos de diversas fontes, de forma que se 
relacionem e gerem informações fundamentais que dão apoio à tomada de decisões 
das empresas e governos para o desenvolvimento de políticas públicas.  
O início de suas aplicações remete-se à NASA no início da década de 1990, 
quando começou a utilizar Big Data para descrever imensos conjuntos de dados 
complexos incapazes de serem processados e analisados com os sistemas 
computacionais da época. Neste modelo, a captura, processamento e análise de 
dados eram feitos por meio de sistemas de alto impacto, envolvendo o trabalho 
simultâneo de diversas áreas da ciência. O objetivo destes sistemas era gerar 
conhecimento a partir dos dados brutos, que, quando analisados 
independentemente, não forneciam nenhum tipo de informação. 
Segundo o professor Daniel Mendes da Data Science Academy, “Big Data é 
uma coleção de conjunto de dados, de grande volume e complexos, que não podem 
ser processados por bancos de dados ou aplicações de processamento 
tradicionais”. Muitos dados gerados possuem um tempo de vida curto, e se não 
forem analisados, perdem a utilidade. Dados são transformados em informação que 
precisam ser colocadas em contexto para que possam fazer sentido e gerar 
conhecimento. Muitos dados valiosos de diversos sistemas são descartados ou 
perdidos porque ninguém presta atenção a eles. Em outras palavras, Big Data é a 
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“capacidade de uma sociedade de obter informações de maneiras novas a fim de 
gerar ideias úteis e bens e serviços de valor significativo”. (MENDES, 2015). 
Atualmente é muito comum a maioria das empresas utilizar o Business 
Intelligence (BI) como forma de analisar seus dados a partir da coleta, organização, 
criação de análises e compartilhamento com executivos. As informações geradas 
tornam-se fonte de apoio para a tomada de decisões. Contudo, o BI oferece 
informações qualitativas que permitem a tomada de decisão segura através de 
dados previamente trabalhados. Com a chegada do grande volume de dados, o BI 
não consegue trilhar o caminho por conta própria. Neste cenário, alia-se a 
mineração de dados, que utilizará algoritmos estatísticos para formar análises 
preditivas e em tempo real. Segundo Barbieri (2011, p.4) “A informática fez os dados 
e posteriormente transformou-os em informação. Agora o objetivo é usinar 
conhecimento a partir daquelas matérias-primas”. Desta forma, a inteligência de 
negócios e a mineração devem andar concomitantemente, tornando-se grande 
impulsionador econômico de vários segmentos. 
Figura 1 - Ganhos de produtividade e redução de custos até 2020 
 
Fonte: McKinsey Global Institute 
 
A figura acima traz uma representação do impacto gerado no PIB dos 
Estados Unidos devido aos ganhos de produtividade gerados pelo Big Data até 
2020, valor que chega até os $325 bilhões de dólares nos setores de manufatura e 
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varejo somados. Para o setor público, a previsão é de o Big Data contribuir com uma 
redução de custos de até $285 bilhões de dólares nos setores de saúde e governo. 
Nas economias desenvolvidas da Europa, os administradores governamentais 
poderiam economizar mais de € 100 bilhões de euros (aproximadamente R$ 343 
bilhões de reais) em melhorias de eficiência operacional usando Big Data, não 
incluindo o uso para reduzir fraudes e erros e aumentar a arrecadação de receitas 
tributárias. (McKinsey, 2011) 
Diversos setores da indústria e políticas públicas se beneficiam de projetos de 
Big Data, alguns exemplo são: finanças, saúde, tecnologia, oléo e gás e 
infraestrutura, conforme serão exemplificadas algumas maneiras a seguir. 
No setor de finanças, alguns exemplos de casos são a análise de dados 
através das linhas de negócios de uma instituição financeira, como empréstimo, 
seguro, produtos de cartões e serviços online para avaliação de mercado; análise de 
risco e predição de receita de novos produtos; análise de tendência da carteira de 
ações. Os potenciais benefícios para este setor incluem maior participação de 
clientes, melhor fidelização de clientes, aumento do faturamento e  diminuição de 
riscos financeiros. 
No setor de saúde, o uso do Big Data permite monitorar e prever o 
desenvolvimento de epidemias e surtos de doenças. Integrar dados de registros 
médicos com análise de mídias sociais permite-se monitorar surtos de gripe em 
tempo real, simplesmente por identificar o que as pessoas estão dizendo nas redes 
sociais.  
No setor de tecnologia, a utilização do Big Data ajuda máquinas e 
dispositivos a se tornar mais inteligentes e autônomos. Por exemplo, ferramentas de 
Big Data são usadas para operar o automóvel auto-dirigido da Google. O Toyota 
Prius está equipado com câmeras, GPS, bem como computadores poderosos e 
sensores para conduzir com segurança na estrada sem a intervenção de seres 
humanos.  
O setor de óleo e gás pode se beneficar de projetos de Big Data para 
minimizar o risco de acidentes de escavação e otimizar o processo de escavação a 
partir de análises de dados de sensores terrestres e dados geológicos.  
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No caso de políticas públicas, o Big Data contribui para o desenvolvimento 
das chamadas “cidades inteligentes”, por exemplo, permite às cidades otimizar o 
fluxo de tráfego com base em informações de tráfego em tempo real, bem como em 
mídia social e dados meteorológicos.  
 
2.1 Características do Big Data 
 
A necessidade de solucionar problemas reunindo e analisando dados de 
diversas naturezas, deu origem a pesquisas que nos levaram ao Big Data. Estas 
pesquisas foram desenhadas a partir de três aspectos iniciais (DAVENPORT, 2014): 
 
 A múltipla natureza dos dados – aspecto relacionado com as diferentes 
fontes disponíveis;  
 O uso de processamento em nuvem – aspecto relacionado ao uso 
ilimitado de recursos computacionais e com processamento em larga 
escala, com a possibilidade de redução de custos (economia de escala 
– é o aspecto econômico-financeiro);  
 Uso de tecnologias específicas, tais como processamento de rotinas 
em paralelo e ferramentas para otimização como Machine Learning e 
Analytics.  
Devido à possibilidade de capturar e analisar dados não estruturados, ou seja, 
imagens, vídeos, logs, likes, tweets, e a capacidade de fazer isto em tempo real, 
foram atribuídas características ao conceito consideradas os 5 V’s do Big Data: 
volume, variedade, velocidade, veracidade e valor. 
Volume, como o próprio nome sugere, trata-se da quantidade de dados 
gerados pela internet como um todo. Segundo Cezar Taurion (2016), são gerados 
centenas de petabytes de dados por dia, e estima-se que este valor dobre a cada 18 
meses. O impulso dado pela tecnologia, principalmente pelo aumento do uso dos 
dispositivos móveis, trouxe um forte incremento no volume de dados (RIBEIRO, 
2014, p. 97). 
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Heath e Bizer (2011) reforçam que na atualidade estamos cercados por uma 
grande quantidade de dados e informação. São registros sobre o cotidiano, 
desempenho da educação, produção de bens e serviços, investimentos, impostos 
governamentais, estatísticas sobre a economia e dados sobre o consumo que nos 
ajudam a tomar decisões e gerar conhecimento. 
     
     Tabela 1 – Grandezas 
 
                               Fonte: Tecmundo (2009). 
 
Segundo a New England College (2017), em 1992 eram gerados 100 GB por dia de 
dados no tráfico global da rede. Em 1997, aumentou-se para 100 GB por hora; 2002 100 GB 
por segundo; em 2007 o tráfico chegou à casa dos 2 terabytes (TB) por segundo; em 2014, 
16 TB por segundo e a previsão é de que em 2019 este valor chegue à casa dos 50 TB por 
segundo de dados gerados por todo tráfico na rede. A tabela 1 acima ajuda a representa a 
grandeza dos valores. No ano de 2016 registrou-se 1.1 zettabytes (ZB) de dados 
registrados. 
Variedade diz respeito às diferentes fontes de informações de onde os dados 
são gerados, na qual a maioria provém de fontes de dados não estruturados, como 
e-mails, mídias sociais (facebook, linkedin, twitter, youtube), sensores, câmeras de 
vídeos, entre outros. Apenas 1% destes dados é efetivamente analisado 
(BREITMAN, 2013). O uso da informação pela sociedade tem se modificado ao 
longo do tempo e, consequentemente, surgem novos modelos econômicos e 
tecnológicos. A utilização de dispositivos móveis como meio de comunicação teve 
um aumento significativo, e o uso cada vez maior da Internet vem ultrapassando as 
Bit b
Byte B 8 bits B = 10^0 byte
Kilobyte KB 1024 B KB =10^3 byte
Megabyte MB 1024 KB MB = 10^6 byte
Gigabyte GB 1024 MB GB = 10^9 byte
Terabyte TB 1024 GB TB = 10^12 byte
Petabyte PB 1024 TB PB = 10^15 byte
Exabyte EB 1024 PB EB = 10^18 byte
Zettabyte ZB 1024 EB ZB = 10^21 byte
Yottabyte YB 1024 ZB YB = 10^24 byte
Unidade Símbolo Valor Equivalente Múltiplo
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barreiras que encontrávamos para nos comunicar, e ao mesmo tempo demarcando 
novos limites para a sociedade contemporânea (RIBEIRO, 2008, p. 15).  
Qualquer cidadão pode gravar e postar um vídeo em mídias sociais ou no 
Youtube. Estima-se que a quantidade de vídeos produzidos diariamente ultrapassa a 
produção dos primeiros 50 anos de televisão (DAVENPORT, 2014). 
A figura abaixo ilustra as mais diversas fontes gerando grandes quantidades 
de dados, o que representa os dois primeiros V’s. 
Figura 2: Mundo dos dados 
 
   Fonte: http://targetrichsolutions.com 
 
Velocidade está relacionada com a agilidade que se precisa ter sobre os 
dados que estão sendo capturados em tempo real, como, por exemplo, o controle de 
tráfego nas ruas. As melhorias de canais de transmissão, como redes de fibra ótica, 
bandas de telefonia celular e emissores de canais de alta capacidade contribuem 
para atingir uma maior velocidade na troca de dados e informações (MATTOSO, 
2013).  
Segundo Florissi (2012), o desenvolvimento de tecnologia de processadores e 
discos para armazenamento duplica de poder a cada dois anos, sinal de que a 
velocidade continuará aumentando. 
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 Veracidade trata-se da qualidade dos dados e informações geradas a partir 
destes para que façam sentido e tragam informações autênticas que contribuam 
para uma correta tomada de decisão ao final de um estudo. 
Por fim, valor, quanto maior a riqueza de dados, mais importante é saber 
realizar as perguntas certas no início de todo processo de análise (Brown, 2014). É 
necessário estar focado para a orientação do negócio, o valor que a coleta e a 
análise dos dados trará para o mesmo. Não é viável realizar todo o processo de Big 
Data se não se tem questionamentos que ajudem o negócio de modo realístico. Da 
mesma forma é importante estar atento aos custos envolvidos nessa operação, o 
valor agregado de todo esse trabalho desenvolvido, coleta, armazenamento e 
análise de todos esses dados tem que compensar os custos financeiros envolvidos 
(Taurion, 2013). 
 
2.2 As Fases do Big Data 
 
O processo de um projeto de Big Data é realizado por meio de cinco 
atividades que precisam ser conduzidas com um propósito bem definido, ou seja, o 
problema ou oportunidade que está sendo abordado necessita ter metas e objetivos 
claros.  A primeira tarefa trata da obtenção dos dados, identificando quais são 
releventes para o estudo realizado e transportando-os para bases de dados que 
serão utilizadas. Primeiramente, identifica-se todas as fontes de dados, podendo ser 
de diversos tipos de arquivos, bancos de dados, internet, dispositivos móveis, 
satélites, entre outras. Após a identificação dos dados e suas fontes, o próximo 
passo é coletar os dados e integrar as diversas fontes. Nesta etapa pode ocorrer a 
conversão do formato dos dados, uma vez que provém de fontes distintias. 
Uma vez que os dados estejam coletados e integrados e tenham coerência 
para análise, o próximo passo é a preparação. Esta etapa é dividida em dois passos: 
exploração e pré-processamento. Na exploração é realizada uma investigação 
preliminar com o intuito de obter melhor entendimento das características dos dados, 
orientando o resto do processo. Com a exploração, será buscado, inicialmente, 
técnicas de correlação, tendências gerais, outliers, entre outras. A correlação irá 
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fornecer informações a respeito do relacionamento entre as variáveis nos dados. 
Tendências gerais irão revelar se as variáveis estão se movendo para alguma 
direção específica, como o aumento do volume de transações bancárias durante o 
ano. Outliers ajudam a identificar possíveis problemas com os dados, ou mesmo 
indicar um ponto que necessita de envolvimento analítico mais profundo. De forma 
geral, sem a fase de exploração não é possível utilizar os dados em sua forma mais 
eficaz. Uma maneira de explorar seus dados é calcular estatísticas resumidas para 
descrever numericamente os dados. Estatísticas resumidas capturam várias 
características de um conjunto de valores em um único número. Algumas 
estatísticas de resumo básica que devem ser calculadas no conjunto de dados são: 
média, mediana, moda e desvio padrão. Média e mediana são medidas da 
localização de um conjunto de valores. Moda é o valor que ocorre mais 
freqüentemente em seu conjunto de dados, e desvio padrão é uma medida de 
dispersão em seus dados. Olhando para essas medidas será possível ter ideia da 
natureza dos dados, podendo dizer se há algo errado com os mesmos. Por exemplo, 
se o intervalo dos valores de idade inclui números negativos ou um número muito 
maior que cem, há algo suspeito nos dados que precisam ser examinados. (May 
Hyugan, 2016). 
Após a exploração dos dados, inicia-se a pré-preparação para análises 
futuras. As principais atividades nesta etapa é a limpeza dos dados, seleção de 
variáveis apropriadas e transformação dos dados conforme necessário.  
Uma parte muito importante da preparação de dados é a limpeza para resolver 
problemas de qualidade. Problemas de qualidade com dados incluem valores em 
falta ou dados duplicados, como dois registros diferentes para o mesmo cliente com 
endereços diferentes, ou CEP inconsistente com nove dígitos. 
Durante a etapa de exploração de dados, pode ter sido descoberto, por 
exemplo, que dois recursos são muito correlacionados. Nesse caso, um desses 
recursos pode ser removido sem afetar negativamente os resultados da análise. A 
remoção de recursos redundantes ou irrelevantes tornará a análise subsequente 
mais simples. 
Após os dados terem sido preparados, a fase de análise é iniciada com a 
seleção de técnicas de machine learning (aprendizagem de máquina), e então 
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construir o modelo com os dados previamente preparados. Estas técnicas serão 
abordadas posteriormente neste trabalho. 
 O ponto central desta análise está ligado à capacidade de correlacionar 
dados, pois, em essência, quando temos uma pequena quantidade de dados não 
temos muita dificuldade de correlacioná-los, pois existem poucas inter-relações. 
Mas, com uma grande quantidade, temos muitos dados sendo gerados em paralelo, 
logo, surgem dificuldades de correlacioná-los (SEYMOUR, 2014). 
Segundo Sathi (2013), é em busca de uma melhor capacidade de 
correlacionar dados que processos de negócios das empresas, governos e outras 
instituições começam a se integrar, visando a uma mudança de comportamento dos 
executivos e na ótica de produção de bens e serviços que influencia estas 
organizações. Todo este trabalho e processo ganha o nome de Big Data Analytics, o 
qual criou um novo perfil profissional denominado Data Scientist (Cientista de 
Dados). A característica principal deste profissional é ter a capacidade de aplicar 
ferramentas analíticas e algoritmos para gerar previsões sobre produtos, serviços, e 
comportamento de indivíduos (DAVENPORT; PATIL, 2012, p. 70-76). Este 
profissional deve ter conhecimento em matemática e estatística, aliado a estratégias 
para tratamento de grandes conjuntos de dados, fazendo uso de modelos 
matemáticos, formulação de hipóteses e técnicas de regressão com os 
experimentos realizados e respostas obtidas. 
Segundo Marchand e Peppard (2013), o objetivo de projetos de Big Data é a 
busca do desenvolvimento de novos produtos, compreender necessidades e 
comportamentos dos clientes, bem como perceber novos mercados. Também 
afirmam que é necessário construir hipóteses e identificar dados e informações 
relevantes para tratar com clientes e usuários.  Completam propondo que este 
processo deve ser repetido e refinado de acordo com as experiências e resultados 
obtidos. Há também objetivos direcionados às políticas públicas, como mitigar a 
fraude, na aplicação da lei para prever futuros crimes, na educação para melhorar o 
desempenho acadêmico e na infraestrutura para monitorar o uso de recursos 
preciosos nas cidades. (Datafloq, 2017). 
O tratamento de dados é uma maneira de tornar visível o que antes era 
invisível, ou estava oculto. Para isso, são utilizados ferramentas e métodos 
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computacionais avançados, como o processo de mineração de dados, que será 
aprofundado no capítulo seguinte. 
 
3 MINERAÇÃO DE DADOS 
 
Uma das etapas do Big Data é constituída da mineração dados, ou Data 
Mining. A mineração de dados contempla ferramentas e técnicas de análise que 
verifica dentro de grandes volumes de dados se há alguma tendência ou 
agrupamento, muitas vezes implícito. Segundo Grilo Júnior (2010), o processo de 
mineração de dados utiliza fórmulas matemáticas e estatísticas e técnicas 
avançadas, como redes neurais, que têm como característica a habilidade de 
aprender com o seu próprio ambiente e assim melhorar o desempenho, técnicas 
heurísticas para se resolver um determinado problema quando não se sabe se a 
solução está correta, e descobertas por regra de detecção de desvio. 
Giudici (2003) define Data Mining como a seleção, exploração e modelagem 
de grande volume de dados para descobrir relações e padrões desconhecidos ou 
empíricos, objetivando resultados consistentes e úteis a partir de um banco de 
dados. 
Ainda segundo Giudici (2003), diferente de relatórios e consultas, onde os 
relacionamentos já se conhecem, a função da mineração de dados é desvendar o 
que não se sabe sobre os dados armazenados em um banco de dados. Um exemplo 
clássico e prático de aplicação de Data Mining, é a utilização dos dados de vendas 
em estabelecimentos varejistas para descobrir supostas relações entre produtos 
sem conexão aparente, mas que muitas vezes são vendidos juntos. Outro exemplo, 
citado pela Datafloq (2017), é o uso de algoritmos para comparar registros públicos 
com o imposto de renda, a fim de detectar inconsistências. Segundo o site, em 2014 
o estado de Indiana, nos EUA, identificou aproximadamente 75.000 retornos 
fraudulentos que resultado em uma economia de $ 85 milhões de dólares. 62% de 
governos locais dos Estados Unidos já usam ou estão em processo de iniciar a 
utilização de Big Data para identificar fraudes do imposto de renda, uma vez que é 
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uma tarefa difícil de ser realizada e tem contribuído para o roubo de bilhões de 
dólares registrados anualmente. 
Data Mining tem o propósito de extrair conhecimento onde para um 
observador humano seria quase impossível, devido a sua dimensão, complexidade e 
volume de dados (Dutra, 2005). 
A mineração de dados busca identificar padrões através de técnicas dentro de 
um grande volume de dados, revelando detalhes implícitos ou mesmo empíricos, 
não comprovados. 
A mineração de dados é o resultado da compatibilização da estatística 
convencional com técnicas de inteligência artificial a fim de converter os dados em 
informação. Contudo, Barbieri (2001) ressalta que “as informações geradas pelas 
ferramentas de Data Mining estão ligadas com o tratamento da informação, e não 
com a estruturação dos dados”. 
O’Brian (2004) reforça que os softwares de Data Mining utilizam algoritmos 
bastante elaborados de reconhecimento de padrões, aliados a uma diversidade de 
técnicas matemáticas e estatísticas para observar um grande volume de dados e 
extrair informações relevantes, úteis e estratégicas até então desconhecidas. 
 
3.1 Ferramentas de Mineração de Dados 
 
Esta seção apresenta ferramentas utilizadas no mercado para mineração de 
dados. A tabela 2 apresenta alguns softwares utilizados para a mineração de dados, 
bem como as principais tarefas e seus respectivos fabricantes. 
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Tabela 2 - Ferramentas de Mineração de Dados 
 
 Fonte: Elaboração própria 
 
3.2 Algoritmos de Mineração de Dados 
 
Nesta parte será abordado brevemente as principais tarefas utilizadas na 
mineração de dados (classificação, regressão, associação, clusterização, detecção 
de anomalia) e seus respectivos algoritmos, que são disponibilizados no software da 
empresa Oracle conforme a tabela 3 na página 25. 
A tabela 3 ilustra as tarefas do Oracle Data Miner e seus respectivos 
algoritmos utilizados para mineração. Cabe ressaltar que o mesmo algoritmo, 
utilizado em diferentes tarefas, pode ter seu parâmetro variado significativamente, 
dependendo do projeto. Além disso, existem outros algoritmos que podem ser 
utilizados nas tarefas listadas na tabela 3, mas para este trabalho, usaremos os 
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disponibilizados no software da empresa Oracle, o Oracle Data Miner, conforme 
mencionado anteriormente. 
Tabela 3 – Algoritmos de Mineração de Dados 
 
  Fonte: Data Science Academy (2015) 
 
No capítulo 4 deste trabalho serão abordados os conceitos das tarefas 
listadas na tabela acima e em seguida, no capítulo 5 deste trabalho, utilizaremos os 
algoritmos da tarefa de classificação com o objetivo de prever a aquisição de cartões 
fidelidade de um supermercado por parte dos clientes baseado nas suas 
características pessoais obtidas durante uma campanha realizada. 
 
Segundo Fayyad (1996), a escolha do algoritmo faz parte do processo inicial 
de mineração, onde se define qual tarefa será executada e qual o tipo de informação 
o algoritmo deverá extrair, portanto, não existe uma forma de mineração de dados 
genérica.  
 
3.3 Aprendizagem Supervisionada e Não Supervisionada 
 
Quando tratamos de aprendizagem de máquina, estamos tratando de 
algoritmos que aprendem a partir dos dados e geram modelos preditivos, 
representados por funções matemáticas. O processo de aprendizagem dos 
algoritmos compreende dois grupos principais:  
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 Aprendizagem supervisionada; 
 Aprendizagem não supervisionada; 
 
Figura 3: Aprendizagem Supervisionada 
 
Fonte: Data Science Academy 
 
As tarefas que tem como característica a aprendizagem supervisionada 
possuem variáveis de saída, também chamadas de variáveis target ou variáveis 
dependentes, que são previstas por um grupo de variáveis preditoras, ou variáveis 
independentes. Utilizando este grupo de variáveis, gera-se uma função que mapeia 
entradas para saídas desejadas. O processo de treinamento continua até o modelo 
atingir um nível de precisão desejável nos dados de teste. Os conceitos de dados de 
treino e dados de teste serão abordados com maior profundidade nas próximas 
páginas deste trabalho. Exemplos de aprendizagem supervisionada: regressão, 
árvore de decisão, random forest. 
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Figura 4: Aprendizagem não supervisionada 
 
Fonte: Data Science Academy. 
 Na aprendizagem não supervisionada, por sua vez, não há variável de saída 
a ser estimada. Neste caso, são feitos agrupamentos na população de dados em 
diversos grupos (clusters), utilizados para segmentar as observações com 
caracteristicas específicas. A partir dos dados de entrada apresentados ao 
algoritmo, cabe a este descobrir as interrelações dos dados. Exemplos de 
aprendizagem não supervisionada são: clusterização e análise de associação 
(apriori). 
 
4  MODELOS DE MINERAÇÃO DE DADOS 
 
Este capítulo irá abordar os conceitos de classificação, regressão, 
associação, clusterização e detecção de anomalia, listados na tabela 3 da página 22 











A classificação é um método supervisionado e é uma das técnicas mais 
comuns de mineração de dados e amplamente utilizada em problemas em que os 
dados históricos são rotulados para indicar se um evento específico aconteceu ou 
não. Este conjunto de dados pré-rotulados é chamado de conjunto de dados de 
treinamento. Este conjunto de dados de treinamento consiste nos dados para os 
quais o resultado já é conhecido. Por exemplo, ao realizar a análise de crédito de um 
determinado cliente, utilizaria-se um conjunto de dados de todos os clientes que já 
passaram por essa análise de crédito anteriormente. Este conjunto de dados de 
treinamento contém um atributo resposta para cada cliente, e é este atributo ao qual 
denominamos variável alvo, ou variável target. Esta variável, por sua vez, que 
contém o rótulo, normalmente binário (0 ou 1) e categórico, que é usado pelos 
algoritmos de classificação para construir os modelos. Apresentam-se ao algoritmo 
os dados de entrada, ou seja, os atributos e características da entidade que está 
sendo pesquisada, e a variável de resposta, que é o objetivo que se deseja alcançar, 
tudo baseado em dados históricos. Em seguida, constrói-se o modelo que será 
capaz de receber novos dados de entrada e prever a variável alvo para novos 
clientes. Exemplos de aplicação de modelos de classificação: 
- Determinar o diagnóstico de uma doença em um paciente, observando as 
características similares em outros grupos de pacientes; 
- Previsão se uma pessoa irá gostar da recomendação de filmes ou músicas; 
- Identificação de padrões em dados genéticos, detectando doenças 
específicas. 
Segundo Mendes (2012), o processo de classificação é dividido em três 
etapas. Primeiro, construir o modelo, identificando o problema a ser resolvido, 
buscando os dados que irão dar suporte à análise, realizar algum procedimento de 
pré-processamento caso necessário e, então, apresentar os dados aos algoritmos, e 
este algoritmo irá buscar uma função matemática que estabelece o melhor 
relacionamento entre os dados. Nesta etapa, seleciona-se um subconjunto de dados 
para a construção do modelo (estes são os dados do conjunto de dados de 
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treinamento). O resultado desta operação da apresentação dos dados ao algoritmo 
irá gerar o modelo preditivo. 
Em segundo lugar, é necessário testar o modelo. Uma vez que o modelo 
esteja criado, testa-se o modelo apresentando um novo conjunto de dados, 
chamados de dados de teste. Isto permite medir a acurácia, ou nível de precisão, 
do modelo. Nota-se que neste passo, pode ser utilizado o mesmo conjunto de dados 
que foi utilizado para os dados de treinamento, porém divididos anteriormente em, 
por exemplo, 70% para dados de treinamento e 30% para dados de teste. O motivo 
de não se utilizar 100% dos dados para treinamento é para que não ocorra 
overfitting, que é basicamente o algoritmo decorar os resultados e não medir a 
acurácia de forma precisa para os novos dados, esperando sempre as mesmas 
características utilizadas para aprender. 
Por fim, aplica-se o modelo, colocando-o em produção para que o problema 
identificado na primeira fase seja resolvido com a introdução de um novo conjunto 
de dados. 
O tipo mais simples de classificação é a classificação binária, na qual o 
atributo de destino possui apenas dois valores possíveis, por exemplo, uma 
classificação de risco de crédito é considerada alta ou baixa. 
Na classificação multi-classe, é possível ter como saída mais de dois valores. 
Conforme exemplo anterior, uma situação de risco de crédito poderia ser baixa, 
média ou alta. 
O modelo de classificação será usado posteriormente neste trabalho para 
resolver um problema de previsibilidade de cartões fidelidade. 
Os principais algoritmos utilizados na técnica de classificação, conforme a 









A regressão, assim como a classificação, é uma técnica supervisionada 
utilizada para prever uma saída numérica com base em outros atributos e seu 
conjunto de dados. Essa saída numérica pode ser uma variável de valor contínuo, 
diferente do atributo de destino usado na classificação, na qual é prevista uma saída 
com uma variável categórica. Exemplos de onde a regressão pode ser usada são: 
- Previsão de compras de clientes; 
- Cálculo de dosagens para prescrições médicas; 
- Previsões financeiras com base no histórico; 
- Limites de crédito. 
A regressão em data mining é uma técnica de mineração de dados usada 
para prever um valor contínuo.  
Um exemplo de aplicação desta técnica é coletar dados históricos de compras 
de diversos clientes e a partir da análise de regressão, é possível prever quanto um 
cliente poderá gastar no mês seguinte, baseados em uma ou mais variáveis de 
entrada. 
A regressão dá suporte ao entendimento de como determinadas variáveis 
influenciam outra variável. O objetivo da regressão é prever uma saída que seja 
representada por um valor numérico. Outro exemplo da utilização da regressão é 
calcular o valor do tempo de vida de um cliente de uma empresa. Para construir um 
modelo de regressão, são necessários dados históricos de compras dos clientes e 
diversos outros atributos, como: idade, renda, estado civil, profissão, entre outros. 
Estes dados são apresentados ao algoritmo de regressão e, então, será gerado um 
modelo que será capaz de prever quanto um cliente irá gastar em produtos ou 
serviços enquanto ele for cliente da empresa. 
O processo de construção, aplicação e teste de um modelo de regressão, 
segue o mesmo processo utilizado na classificação, conforme visto no item 3.2.1 
deste trabalho. Utiliza-se o conjunto de dados que possui o atributo de valor 
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contínuo que será previsto e este valor já está determinado através de dados 
históricos. Os algoritmos de regressão dividem este conjunto de dados em conjuntos 
de dados de treino e de teste. O conjunto de dados de treinamento é usado para 
treinar e construir o modelo de regressão. Em seguida, aplica-se o modelo de 
regressão ao conjunto de dados de teste. O modelo prediz o valor da variável 
contínua e, em seguida, compara o valor previsto com o valor real do conjunto de 
dados. Com isso, é possível calcular a precisão dos modelos de regressão. 
Para exemplificar ambos os modelos supervisionados, classificação e 
regressão, em um problema de aprovação de crédito a um indivíduo, utiliza-se a 
classificação para a decisão de oferecer o crédito (sim/não). Em seguida, utiliza-se a 
regressão para definir a quantidade em dinheiro que será disponibilizado ao 
indivíduo. 
Modelos de regressão são modelos matemáticos que relacionam o 
comportamento de uma variável y com outras variáveis x. A variável x é a variável 
independente da equação, enquanto y é dependente das variações de x. Um modelo 
de regressão pode ser simples, quando envolve a relação entre duas variáveis, ou 
múltiplo, quando envolve uma relação com mais de duas variáveis. 
 
A variável x, que são os atributos, ajuda a explicar a variável y, a variável de 
saída que se deseja prever. 
A regressão será um modelo utilizado posteriormente no capítulo 5 deste 







4.3 Análise de Associação 
 
A análise de associação é uma técnica de mineração de dados não 
supervisionada que permite a associação entre itens que fazem parte de um evento. 
Esta técnica é comumente aplicada em análise de cestas de mercado (market 
basket analysis), cross-selling, ou venda cruzada em produtos financeiros, análise 
de sinistro de seguro, entre outras. (MENDES, 2015). 
Segundo os autores Goldschmidt e Passos (2005), a tarefa de análise de 
associação busca encontrar elementos que aconteçam de forma frequente e 
simultânea no banco de dados. 
Gonçalves (2005) exemplifica a utilização deste tipo de algoritmo na análise 
das transações de compras, onde se verifica padrões de compras de consumidores 
para determinar produtos que costumam ser adquiridos em conjunto. 
Contudo, as associações de produtos em cestas de compras não devem 
considerar apenas associações triviais, como, por exemplo, quem compra leite 
também compra pão, mas sim aquelas que não são óbvias e que podem se tornar 
importante fonte de informação na tomada de decisão. (SILVEIRA, 2003). 
Um exemplo de resultado de uma análise de associação em uma loja de 
departamento pode ser representado como: “68% dos clientes que compram o 
produto ‘calça jeans’ também compram o produto ‘camisa de malha branca’. 5,5% 
de todas as compras contém os dois produtos.” 
Neste exemplo, calça jeans seria o produto considerado antecedente e a 




A clusterização, também denominada análise de agrupamento, é o processo 
de dividir os dados em pequenos grupos, denominados cluster. Dentro de cada 
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cluster os dados são semelhantes entre si, mas apresentam diferenças com dados 
de outros clusters. “É um método de segmentação de dados que partilham 
tendências e padrões semelhantes.” (MENDES, 2015). É também considerada uma 
técnica de aprendizagem não supervisionada, pois não se busca o perfil de uma 
peculiariedade específica. 
Nesta técnica, não é necessário definir os grupos nem os atributos que 
deverão ser utilizados para segmentar o conjunto de dados. É, também, considerada 
um dos primeiros passos a realizar em um estudo de mineração de dados, uma vez 
que identifica grupos que podem ser utilizados como ponto de partida para mais 
explorações de relações. 
O problema de clusterização é do interesse de qualquer área que se deseja 
agrupar dados, por exemplo: 
- Compras efetuadas em um supermercado; 
- Especificações físicas e químicas de petróleo; 
- Sintomas de doenças; 
- Características de seres vivos; 
- Transações bancárias realizadas por clientes de um banco. 
Em resumo, clusterização é útil para redução  de dados, reduzindo uma 
grande quantidade de dados para um número de subgrupos característicos, 
permitindo o desenvolvimento de esquemas de classificação e sugerindo ou 
apoiando hipóteses sobre a estrutura dos dados. 
Um dos principais algoritmos de clusterização é o k-means. Este algoritmo 
utiliza medida de distância baseada em densidade, e pode tratar de grupos de dados 
de qualquer tamanho, mas com baixo número de atributos. 
Os modelos são construídos de forma hierárquica, utilizando uma abordagem 
top-down, com divisão binária e refinamento de todos os nós, que são os 
agrupamentos de dados, até o último disponível. O centróide dos nós mais internos 
na hierarquia é atualizado para refletir as mudanças à medida que o algoritmo vai 
avançando e categorizando os dados. O nó com maior variância é dividido para 
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aumentar o tamanho de clusters, até que o número de clusters previamente definido 
(a letra k representa o número de clusters), seja atingido. Portanto, o nó com maior 
variância é dividido, gerando dois sub-nós, então o algoritmo analisa cada um destes 
sub-nós, verificando mais uma vez a variância, e se encontrar uma alta variância, 
subdivide e assim sucessivamente.  
 
4.5 Detecção de Anomalia 
 
A detecção de anomalia é a busca e identificação de registros de casos que 
não estejam de acordo com um padrão típico. Estes casos não conformes são 
referidos como anomalias ou outliers. (MENDES, 2015).  
O objetivo da detecção de anomalia é identificar casos que são incomuns 
dentro de um conjunto de dados aparentemente homogêneos. A detecção de 
anomalia é uma ferramenta importante para a detecção de fraude, intrusão de rede 
e outros eventos raros que podem ter um grande significado, mas são difíceis de 
detectar, e podem ser usadas para resolver problemas como: 
- Identificação de reivindicações fraudulentes de seguro; 
- Monitoramento de transações financeiras que requerem investigação 
adicional para operações potencialmente fraudulentas; 
- Monitoramente de rede para identificar a presença de hackers. 
        
5 APLICAÇÕES DE MINERAÇÃO DE DADOS 
 
Com cada vez mais dispositivos eletrônicos conectados, como smartphones, 
laptops, sensores e veículos, novas conexões surgem em todo lugar. Estas 
conexões geram um amontoado de dados, e estes dados representam uma 
oportunidade como fonte de vantagem competitiva para as empresas que 
conseguem gerenciá-los e transformá-los para análise.   
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A utilização do Big Data pode ser de grande valia em boa parte das indústrias, 
empresas e governos que usam a mineração de dados como uma etapa para extrair 
a novas informações do cliente e usar isto a favor para gerar novas vendas, otimizar 
a produção, melhorar a logística, diminuir custos e realizar melhorias na questão das 
políticas públicas de forma geral. 
Alguns exemplos que ilustram o uso do Big Data são: 
 Compradores podem receber descontos diretamente no smartphone ao 
se aproximarem ou entrarem em alguma loja; 
 Consumidores online recebem ofertas personalizadas exclusivas, por 
exemplo em redes de supermercados como Pão de Açucar, ou da 
indústria farmacêutica, como Drogarias Raia; 
 Fabricantes medem o sucesso de seus novos produtos diariamente, ao 
invés de semana; 
 Motoristas podem utilizar recursos em tempo real que dão acesso à 
informação de rotas com menor tráfego através de aplicativos de GPS, 
como o Waze;  
 Reconhecimento de Imagens: é aplicado para identificar caracteres 
escritos, comparar e identificar rostos, aplicação de filtros de 
equipamentos fotográficos e detectar comportamentos suspeitos, por 
meio de câmeras de segurança; 
 Implementar o policiamento preditivo, o qual envolve algoritmos e 
dados de tipo, local e tempo de crimes cometidos anteriormente, a fim 
de atribuir probabilidades de eventos de criminalidade futuros a regiões 
de espaço e horário. 
 A mineração de dados e a análise preditiva podem ser usadas para 
identificar os estudantes com risco de abandonar os estudos. O 
monitoramento das taxas de retenção dos alunos possibilitará melhorar 
o desempenho acadêmico dos alunos e, portanto, satisfação geral 




5.1 Aplicações Técnicas de Mineração de Dados 
 
Para exemplificar o uso de uma das técnicas para modelagem de previsão 
citadas anteriormente neste trabalho, utiliza-se uma ferramenta da empresa Oracle 
denominada Oracle Data Miner. O objetivo é demonstrar, a partir de uma tabela de 
dados fictícia, a utilização e aplicabilidade em benefício aos usuários. 
Para a modelagem de previsão, considere uma amostra da tabela 4 utilizada, 
consultada diretamente da base de dados onde estão os dados disponíveis*: 
 
Tabela 4 - Amostra de dados hipotéticos de clientes de uma empresa fictícia 
 
Fonte: Data Science Academy 
A tabela 4 acima que será utilizada como exemplo de um modelo de 
classificação apresenta um conjunto de dados históricos de clientes de um mercado 
de varejo, com as seguintes informações nas colunas: 
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CUST_ID: é o número identificador único de cada registro dos clientes, onde 
contém as informações pessoais na linha; 
AFFINITY_CARD: esta coluna indica se o cliente possui ou não cartão 
fidelidade, onde o número 0 indica que não possui e 1 indica que possui; 
AGE: coluna que indica a idade do cliente; 
EDUCATION: esta coluna indica o grau de escolaridade do cliente; 
CUST_INCOME_LEVEL: esta coluna informa a faixa de renda em que o 
cliente se encontra; 
COUNTRY NAME: coluna que indica o país de origem do cliente;  
O objetivo desta tarefa é, a partir da tabela de dados históricos (Tabela 4), 
criar e treinar um algoritmo do modelo de classificação que poderá, futuramente, ser 
utilizado em uma nova base de dados e prever quais clientes possuem chances de 
adquirir o cartão fidelidade da empresa, baseado nas características de clientes que 
já o possuem.  
Utiliza-se o modelo de classificação, no qual dados históricos são rotulados 
para indicar que um evento específico aconteceu ou não, por exemplo, indicar se um 
cliente possui cartão fidelidade ou não. É uma técnica supervisionada, ou seja, 
possui uma variável-alvo que contém um rótulo, normalmente binário e qualitativo, 
que é usado pelos algoritmos para construir os modelos. Em seguida, são 
apresentados os dados de entrada aos algoritmos, ou seja, os atributos da entidade 
que está sendo pesquisado, e a variável de resposta, que é o objetivo que se deseja 
alcançar, baseado na análise dos dados históricos. O modelo construído será capaz 
de receber novos dados de entrada e prever a variável alvo para novas situações. A 
classificação pode ser usada em diferentes áreas para diversas situações, como: 
reconhecimento de imagem e facial, previsão de recomendação de filmes ou 
músicas, identificação de padrões em dados genéticos para detectar doenças 
específicas, análise de crédito, prever decisão de compra, entre outras. (MENDES, 
2013). O processo de classificação é dividido em três etapas: 
1) Construir o modelo, a qual envolve identificar o problema, buscar os dados 
que irão suportar a análise, realizar um procedimento de limpeza dos 
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dados e, por fim, apresentar os dados a algum algoritmo, que por sua vez 
irá buscar uma função matemática que estabelece o melhor 
relacionamento entre os dados. 
2) Testar o modelo, apresentando dados diferentes daqueles que foram 
usados durante o processo de treinamento para criar o modelo. Desta 
forma, permite-se medir a acurácia do modelo. 
3) Por fim, aplica-se o modelo para resolver o problema ao qual ele foi 
designado. 
Para ilustrar como funciona a construção deste modelo de classificação, 
usaremos uma base de dados com dados históricos de clientes de um mercado de 
varejo para prever o efeito de uma campanha de marketing com o objetivo de atrair 
novos clientes, mostrar ao mercado os produtos oferecidos e conseguir aumentar o 
volume de vendas, consequentemente, aumentando o faturamento. A empresa que 
realizou a campanha tinha como principal objetivo fornecer cartões fidelidade aos 
clientes, a fim de elaborar campanhas customizadas e níveis percentuais específicos 
de desconto. O objetivo desta parte é prever, com base na campanha realizada, o 
efeito da próxima campanha, quantos clientes irão adquirir cartão fidelidade e 
quantos não vão.  
Utilizando o software de mineração de dados da Oracle, o Oracle Data Miner, 
conforme tabela 2 da página 26, verificamos a base de dados utilizada em uma 
campanha anterior com características dos participantes. Dentro deste conjunto de 
dados, existe uma coluna que contém a idade das pessoas que participaram da 
campanha. Do total de pessoas, algumas adquiriram o cartão fidelidade, enquanto 
outras não, e tal informação é encontrada na 2ª coluna da tabela 4 da página 35, 
denominada AFFINITY CARD, onde 1 é para quem adquiriu e 0 para quem não 
adquiriu, e este grupo de pessoas está distribuído através de idade. Na tabela 4, a 
3ª coluna, AGE, identifica a idade do participante. Utilizando um histograma, 




Figura 5 - Histograma de idade de incorporação ao 
programa de fidelidade de uma empresa fictícia 
 
Fonte: Oracle Data Miner, elaboração própria 
 
A maioria das pessoas que participaram da campanha está entre 24 e 53 
anos de idade, e a maioria das pessoas se encontra na faixa dos 31 aos 39 anos de 
idade, com aproximadamente 300 registros. Outra característica que podemos 
observar é como os dados estão distribuídos com base no gênero dos participantes. 
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Figura 6 - Histograma de gênero de incorporação ao 
programa de fidelidade de uma empresa fictícia 
 
Fonte: Oracle Data Miner, elaboração própria 
Esta informação é encontrada na 4ª coluna da tabela 5, página 35, 
denominada CUST_GENDER, onde “M” é para masculino e “F” para feminino. 
Observa-se que o sexo masculino foi muito mais presente durante a campanha 
realizada, com aproximadamente 1000 registros, enquanto para o sexo feminino 
obtém-se aproximadamente 500 registros. 
O próximo passo será a criação do modelo de classificação, mas para isso 
será necessário dividir a base de dados em parte para dados de treino e outra para 
dados de teste. 
Dados de treinamento: é a porcentagem de dados (subconjunto de dados) 
definida previamente que será utilizada para treinar o algoritmo e criar o modelo. 
Nesta etapa, utilizam-se os dados históricos em que há a informação se o cliente 
adquiriu ou não cartão fidelidade, portanto o algoritmo está utilizando esta 
informação e relacionando com as outras informações dos clientes, representadas 
pelas colunas da tabela 4 na página 35, para que quando for apresentado a uma 
nova base de dados, o algoritmo possa prever se o cliente irá ou não adquirir cartão 
fidelidade baseado nas mesmas características utilizadas na base de dados 
históricos. Nota-se que para isso, a nova base de dados precisa ter exatamente as 
mesmas informações contidas na base histórica. 
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Dados de teste: uma vez que o modelo esteja criado, utiliza-se a 
porcentagem dados históricos que não foi utilizada pra os dados de treinamento 
(outro subconjunto), ou seja, os dados de teste. Entretanto, são os dados que o 
algoritmo não viu ao criar o modelo. O objetivo desta fase é simular um ambiente 
real, ou seja, serão apresentados dados históricos, mas dados que o modelo ainda 
não viu. Porém, como já se conhecem os resultados neste conjunto de dados de 
teste, é possível avaliar a precisão do modelo. 
Utilizando a base de dados históricos, definimos a variável alvo que queremos 
prever, neste caso a coluna de affinity card, ou os cartões fidelidade (figura 7). 
 
Figura 7 - Variável alvo e identificador único do modelo de classificação 
 
      Fonte: Oracle Data Miner, elaboração própria 
Esta é a coluna na tabela que indica se o cliente possui ou não 
possui cartão fidelidade, 1 ou 0, respectivamente. Portanto, é esta a 
variável que queremos prever para novos clientes em uma nova base de 
dados, por isso é selecionada a coluna no campo Target da ferramenta. 
O Case_ID  é a identificação única para cada registro, podendo ser 
utilizado o código do cliente, CPF, ou qualquer informação que esteja 
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disponível que identifique cada pessoa como única. Neste caso, 
utilizaremos o cust_id¸ um valor sequencial gerado automaticamente pela 
base de dados para cada registro histórico novo cadastrado.  
 
Tabela 5 - Variáveis preditoras 
 
Fonte: Oracle Data Miner 
 
As demais colunas da tabela, conforme a tabela 5, acima são as 
variáveis preditoras que irão explicar o comportamento da variável 
dependente (affinity_card). 
Após definir a variável alvo, dividi-se a base de dados para as fases 
de treinamento e teste, conforme figura 8 da página 41. Dividiremos a base 
utilizada entre 60% dos dados para treinamento, que serão os dados 
utilizados pelo algoritmo para construir o modelo, e 40% para teste, que 
serão os dados que o modelo nunca viu para testar a sua assertividade. 
Não se usa todos os dados para treinamento para que seja evitado o 
problema de sobre-ajuste, no qual o modelo pode aprender demais e 
memorizar resultados. Neste caso, ao utilizar o modelo em uma nova base 
de dados, o modelo buscaria exatamente as mesmas características dos 
indivíduos para que o resultado fosse positivo, ou seja, exatamente as 
mesmas informações de cada coluna, conforme a tabela 4 da página 35. O 
objetivo é simular um ambiente real onde se conhecem os resultados que o 
modelo ainda não conhece, sendo possível avaliar a acurácia do mesmo. 
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  Figura 8 - Divisão de dados de treinamento e dados de teste 
 
Fonte: Oracle Data Miner 
 
Para testar o modelo, primeiramente definem-se as propriedades dos 
algoritmos que serão utilizados1. 
 GLM: modelo linear generalizado. Este algoritmo trabalha com o tipo de 
regressão logística, que trabalha com valores categóricos ao invés de 
numéricos. Primeiramente fazemos um diagnóstico das linhas para 
verificamos quais possuem valores discrepantes. Para cada variável há um 
valor médio, desta forma definimos o intervalo de confiança de 95% para 
eliminarmos os valores discrepantes em relação à média. Também definimos 
como os campos com valores nulos serão tratados, pois são dados que 
podem gerar problemas na construção do modelo preditivo. Neste caso, 
define-se que os dados ausentes serão automaticamente preenchidos com a 
média dos dados da mesma coluna (variável). A outra opção seria excluir a 
linha, porém menos dados significa menos observações e consequentemente 
menos precisão no modelo. A figura 9, abaixo, demonstra o nível de 
confiança definido e o tratamento de valores nulos, como serão preenchidos, 
neste caso com a média. 
                                                 
1
 O objetivo deste trabalho consiste em explorar os benefícios do Big Data de forma ampla, utilizando-se de 
algumas técnicas estatísticas. Deste modo, não será aprofundado tecnicamente os métodos estatísticos do qual o 
Big Data pode usufruir para análise de dados, apenas serão apresentadas as suas características gerais. 
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Figura 9 - Nível de confiança do GLM 
 
Fonte: Oracle Data Miner, elaboração própria. 
 SVM: máquinas de vetores de suporte; 
o  SVM é um classificador binário e não probabilístico, no qual a partir de 
um conjunto de dados de entrada, prediz para cada uma das entradas 
qual de duas possíveis classes a entrada faz parte. Utilizando-se um 
conjunto de dados de treinamento, cada entrada é marcada como 
pertencente a uma de duas categorias, e então o algoritmo do SVM faz 
a representação de novos dados como pontos no espaço que são 
preditos como pertencentes a uma categoria baseados em qual o lado 
do espaço eles são colocados. 
 DT: árvore de decisão; 
No algoritmo de Árvore de Decisão, a figura 10 abaixo mostra definição da 
métrica de homogeneidade como índice de Gini (homogeneity metric), cuja técnica 
define como os dados serão espalhados pelos “galhos” da árvore. Em seguida, 
definimos a quantidade de níveis que a árvore terá (maximum depth), totalizando 
sete níveis.  Quanto maior o número de níveis, maior a precisão do modelo, porém 
mais demorado será para criá-lo. Dependendo da quantidade de dados que está 
sendo trabalhada, o algoritmo pode levar semanas para ser calculado. 
 
    Figura 10 - Índice de Homogeneidade 
 






 NB: Naive Bayes; 
No algoritmo de Bayes, definimos o número mínimo de ocorrências de um 
determinado registro de modo que ele seja ou não incluído no modelo preditivo 
como uma variável. Por exemplo: se determinada variável aparece apenas duas 
vezes, ignorar a mesma durante o processo. Neste caso, o threshold (limiar) seria 
igual a 2. No modelo apresentado, definimos como zero, conforme a figura 13 
abaixo. 
 
Figura 11 - Limiar do Naive Bayes 
 
Fonte: Oracle Data Miner, elaboração própria. 
 
O algoritmo Naive Bayes baseia-se em probabilidades condicionais. Ele usa o 
Teorema de Bayes, uma fórmula que calcula uma probabilidade contando a 
freqüência de valores e combinações de valores nos dados históricos. 
O teorema de Bayes encontra a probabilidade de ocorrência de um evento, 
dada a probabilidade de outro evento que já ocorreu. Se B representa o evento 
dependente e A representa o evento anterior, o teorema de Bayes pode ser indicado 
da seguinte forma: 
 
Figura 12 -  Probabilidade condicional do Teorema de Bayes 
 
 
Fonte: Sartoris (2003). 
 
Para calcular a probabilidade de B dado A, o algoritmo conta o número de 




Para fins de ilustração, a Figura 12 acima mostra um evento dependente 
baseado em um único evento independente. O algoritmo Naive Bayes geralmente 
deve levar em conta muitos eventos independentes. Nos dados históricos que 
utilizamos conforme a tabela 4 da página 35, fatores como idade, gênero, nível de 
escolaridade, renda e localização do cliente podem ser considerados 
Naive Bayes faz a suposição de que cada preditor é condicionalmente 
independente dos outros. Para um determinado valor alvo, a distribuição de cada 
preditor é independente dos outros preditores. Na prática, essa suposição de 
independência, mesmo quando violada, não degrada significativamente a precisão 
preditiva do modelo e faz a diferença entre um algoritmo rápido e 
computacionalmente viável. 
 
Após a execução do modelo no Oracle Data Miner, todos os algoritmos 
listados utilizaram 40% da base de dados histórica para treinar, em seguida os 
outros 60% da mesma base foi utilizado para testar cada um dos algoritmos já 
treinados e revelar qual foi o melhor algoritmo para este modelo de classificação 
visando o seu poder de predição.  
Inicia-se a comparação dos modelos com base no número de predições 
corretas. A tabela 6 da página 45 demonstra as seguintes informações: a primeira 
coluna (models) é o algoritmo que foi treinado e testado; a segunda coluna (correct 
predictions %) mostra a porcentagem de acertos do algoritmo com base nos 60% da 
tabela de dados que foi utilizada para teste; a terceira coluna (correct predictions 
count) é o número de predições corretas; a quarta coluna (total case count) é a 
quantidade de registros totais que representam os 60% da tabela. Ou seja, utilizando 
o primeiro algoritmo como exemplo, CLAS_NB_1_2, o Naive Bayes, dividindo-se o 
número de predições corretas pelo total de registros, obtém-se: (499/574)*100 =  
86,9338, conforme a segunda coluna demonstra. 
Tabela 6 - Precisão dos algoritmos de classificação 
 
Fonte: Oracle Data Miner, elaboração própria. 
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A quinta coluna da tabela 6 acima, total cost, refere-se ao custo, que é 
analisado a partir de uma matriz de custos e utilizando somente no algoritmo de 
Árvore de Decisão. Nesta matriz de custo, comparam-se os valores observados no 
treinamento com os valores previstos no momento do teste Por exemplo, se um 
modelo classifica um cliente com baixo crédito como de baixo risco, esse erro é 
caro. A matriz de custos pode tendenciar o modelo a evitar esse tipo de erro. A 
Matriz de Custo é, basicamente, a combinação de valores observados e valores 
previstos, onde se podem comparar valores e gerar taxas de acerto, que nos dá os 
verdadeiro-positivos e falso-positivos, ou seja, aonde deveria ter sido zero (0) e o 
modelo previu 1, isto é um erro e caracteriza-se como falso-positivo. 
 
Tabela 7 - Matriz de Custo 
 
  Fonte: Oracle Data Miner, elaboração própria. 
 
Acima, a tabela 7 ilustra a matriz de custo gerada pelo algoritmo de Árvore de 
Decisão do modelo de classificação que foi executado. As colunas representam os 
valores previstos no momento do teste do modelo, com 60% do conjunto de dados, 
e as linhas representam os valores reais, os observados no momento do 
treinamento do modelo com 40% do conjunto de dados. Este conjunto de dados é, 
ainda, o da Figura 3 da página 32, onde há uma série de características dos clientes 
e uma das colunas era se o cliente havia ou não adquirido o cartão fidelidade 
(affinity card). Estes dados foram apresentados aos algoritmos que aprenderam os 
relacionamentos e fizeram previsões, ou seja, dado o conjunto de características do 
cliente, este cliente deveria ou não adquirir o cartão fidelidade. 
Na tabela 7, página 45, os dados históricos utilizados para treinamento estão 
na linha, onde o valor zero (0) representa os clientes que não adquiriram cartão 
fidelidade e o valor 1, o cliente que adquiriu o cartão fidelidade. Nesta matriz de 
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custo, comparam-se os valores observados no treinamento com os valores previstos 
no momento do teste. O valor zero (0) na primeira coluna indica o valor previsto, ou 
seja, o modelo acertou 256 vezes para clientes que não adquiriram cartões 
fidelidade. Olhando para a segunda coluna, em 156 vezes o algoritmo previu o valor 
1, quando na verdade deveria ter sido zero (0). Seguindo esta mesma lógica, na 
segunda linha, onde o valor observado é 1, o modelo previu erroneamente 15 vezes 
como zero  (0), e acertou 147 vezes o valor previsto para 1 onde foi observado este 
mesmo valor. 
Em seguida, analisa-se a precisão geral, e o nível de confiança dos 
algoritmos do modelo de classificação. 
A precisão geral (overall accuracy) refere-se à porcentagem de previsões 
corretas feitas pelo modelo quando comparado com as classificações reais nos 
dados do teste. 
O nível de confiança (predictive confidence) do Oracle Data Miner refere-se 
de forma geral qual é o melhor modelo que se adequa a determinado problema e 
determinadas características de dados utilizados para criação do modelo preditivo. 
A figura 17 ilustra de forma gráfica o nível de confiança e a precisão geral de 
cada algoritmo utilizado. Abaixo do gráfico, as mesmas informações são 
apresentadas em tabela com valores em %. 
49 
 




     Fonte: Oracle Data Miner, elaboração própria. 
 
Nota-se que os modelos SVM e Naive Bayes tiveram os melhores 
desempenhos, com 89,1% e 87,8% de acurácia, respectivamente, e com níveis de 
confiança de 75,6% no SVM e 78,2% no Naive Bayes. Ou seja, para este conjunto 
de dados, conforme as características utilizadas dos clientes com base nos dados 
históricos representados pela figura 3 da página 21, o Naive Bayes apresenta a 
melhor opção como modelo preditivo. 
A última etapa é aplicar o modelo a conjuntos de dados totalmente novos 
onde se quer prever quais clientes irão adquirir cartão fidelidade. A aplicação do 
modelo nesta etapa utilizará apenas o algoritmo Naive Bayes, pois com base nos 
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resultados observados anteriormente, é o algoritmo mais confiável a ser utilizado a 
fim de adquirir melhores previsões.  
A nova base de dados deve possuir a mesma estrutura da base histórica 
utilizada para treino e teste dos algoritmos, ou seja, deverá ter as mesmas colunas 
como variáveis preditoras e a mesma coluna como case_id, conforme a tabela 5 da 
página 40. A variável alvo (target), para este caso, será a coluna gerada pelo Oracle 
Data Miner indicando em cada linha quais dos novos clientes irão adquirir o cartão 
fidelidade e quais não irão, mostrando também todas as demais características 
destes clientes, conforme a tabela 8 abaixo. 
Tabela 8 - Previsão de Naive Bayes 
 
Fonte: Oracle Data Miner, elaboração própria. 
 
O resultado da previsão com novos dados baseados no modelo preditivo de 
Naive Bayes mostra, conforme a figura acima, a idade do cliente, o país em que 
reside, seu nível de educação, se vai ou não adquirir o cartão fidelidade, sendo 1 a 
opção positiva para adquirir e 0, negativo para adquirir, e por último, qual a 
porcentagem de chance de acontecer o resultado previsto, na coluna 
CLAS_NB_1_2_PROB. Com estas informações, é possível determinar as principais 
características que fazem um cliente adquirir um cartão fidelidade, e qual é o público 
que não adquiriu, oferecendo uma oportunidade à empresa de criar um método para 
51 
 
fidelizar estes clientes com base em suas características pessoais, aumentando, 
assim, a receita da empresa como um todo.  
 
 
6. ANALISANDO DADOS EM TEMPO REAL 
 
Este estudo tem como objetivo demonstrar tecnicamente como pode ser 
possível identificar e prever possíveis casos do vírus Zika a partir de dados que 
estão sendo coletados em tempo real da rede social Twitter, e alinhar esta 
informação com o nível de renda da região onde há maior número de citações do 
vírus em questão com o intuito de identificar possíveis locais com o mesmo perfil 
onde possa ocorrer o mesmo problema mas que seja possível  agir de forma pró 
ativa e impedir a proliferação da doença. Para isso, usaremos duas ferramentas de 
análise: Oracle Big Data Discovery e Apache Flume. 
O Oracle Big Data Discovery é uma ferramenta da empresa Oracle 
visualmente intuitiva que permite transformar e visualizar grandes volumes de dados 
em insights a partir de gráficos e mapas. Esta será a ferramenta que usaremos para 
visualizar a localização das pessoas no mapa e a faixa de renda que se encontram.  
O Apache Flume é uma ferramenta gratuita, de código aberto para coleta, 
agregação e movimentação eficientes de grandes quantidades de dados de logs, 
como tweets. Possui uma arquitetura simples e flexível baseada em fluxos de dados 
de transmissão. Esta será a ferramenta que será utilizada para capturar os dados do 
Twitter. 
O projeto ocorrerá em três etapas:  
 Coletar os dados da internet a respeito do vírus Zika, especificamente da rede 
social Twitter, alinhado à localização das pessoas que postam a mensagem 
para identificar a sua localização no momento da postagem; 
 Utilizar uma base de dados do setor censitário proveniente do IBGE, com o 
intuito de identificar as faixas de rendas em salários mínimos de cada 
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perímetro do Paraná definido pelo Instituto e plotar esta informação em um 
mapa segregado em cores que representam as faixas de renda que serão 
definidas posteriormente neste trabalho; 
 Mesclar as duas informações, a localização das pessoas que estão postando 
sobre o vírus na internet (fonte Twitter) com a localização de sua faixa de 
renda (fonte IBGE), e identificar a possibilidade de prever um surto com base 
no número de indivíduos postando na mesma região e se há alguma relação 
com a faixa de renda do setor. 
 
6.1 Base de dados 1: Coletando dados do Twitter 
 
O primeiro passo será monitorar os tweets sendo feitos na internet a partir de 
hashtags que serão configuradas para pegar os tweets. Hashtag “é um composto de 
palavras-chave, ou de uma única palavra, que é precedido pelo símbolo cerquilha 
(#). Tags significam etiquetas e referem-se a palavras relevantes, que associadas ao 
símbolo # se tornam hashtags que são amplamente utilizadas nas redes sociais, em 
especial no Twitter, onde a adesão delas as tornou tão popular. Esse tipo de 
marcação, utilizada nas redes sociais e em outros meios, serve para associar uma 
informação a um tópico ou discussão. Geralmente essas hashtags tornam-se links 
indexáveis pelos mecanismos de busca. Isso permite que os demais usuários 
possam clicar nelas ou procurá-las e visualizarem todas as informações, imagens, 
vídeos, entre outros relacionados a elas.” (Canaltech, 2017). 
Para este processo, utiliza-se um arquivo padrão da ferramenta Flume em 
formato texto onde constam os parâmetros para definições das hashtags a serem 
monitoradas, conforme a figura 14 abaixo. 
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Figura 14 - Arquivo de configuração de coleta de dados do Twitter 
 
Fonte: Elaboração própria 
 
A linha realçada em azul, na figura 14 acima, é a linha onde se define a 
hashtag a ser monitorada, e neste caso definimos duas palavras-chaves: “zika” e 
“zikavírus”. Isso significa que qualquer texto publicado no Twitter que contenha 
alguma destas duas palavras será gravado em formato de arquivo log dentro de uma 
base de dados. Os demais campos deste documento são parâmetros técnicos que 
serão lidos pelo programa e são normalmente utilizados em seu formato padrão, 
sem nenhuma modificação. 
O próximo passo é criar uma tabela na base de dados com as colunas que 






Figura 15 - Criação da tabela de armazenamento de dados do Twitter 
 
Fonte: Elaboração própria 
O código ilustrado na figura 15 acima representa a criação de uma tabela na 
base de dados denominada tweets_zika. Esta tabela possui como principais 
informações relevantes as seguintes colunas: 
Created_at: data e hora que o tweet foi postado; 
Source: qual foi a fonte geradora do dado (iphone, PC, android); 
Text: o texto escrito pelo usuário; 
User: o nome do usuário que escreveu o texto; 
Friends_count: a quantidade de amigos que o usuário que escreveu o texto 
possui; 
Followers_count: a quantidade de seguidores que o usuário que escreveu o 
texto possui; 
*Time_zone: nome da cidade que a pessoa estava quando digitou o texto. 
________________________________________________________________________________________________- 
Time_zone: é possível pegar a informação da localização da pessoa que tweetou com base no GPS do dispositivo, 
em caso de celular, ou com o número do IP da rede, no caso de computadores pessoais. 
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Em seguida, é feito o seguinte comando no sistema que se encontra o agente 
do Flume para iniciar a coleta de dados: 
 
Figura 16 - Execução do agente de captura de tweets 
 
Fonte: Elaboração própria 
 
Este comando, conforme a figura 16 acima inicia o processo de 
monitoramento do Flume no Twitter com base nas configurações definidas conforme 
o modelo de arquivo da figura 21 na página 59. 
 
Figura 17 - Representação da captura de um tweet em tempo real 
 
Fonte: Elaboração própria 
 
Após alguns segundos com o Flume em execução, é possível ver a seguinte 
mensagem realçada em amarelo na figura 17 acima. Esta é a representação de que 
um dado está sendo coletado no formato de log e foi gravado na base de dados. 
Dentro deste dado há as informações que queremos analisar conforme a tabela de 
armazenamento de dados criada na figura 23 da página 59. É neste momento que 
se captura as informações em tempo real e é possível analisá-las conforme vão 




Figura 18 - Base de dados com logs dos tweets 
 
Fonte: Elaboração própria 
 
Nota-se que, após algum tempo, já se possuem vários dados coletados no 
formato FlumeData.###, conforme figura 18 acima. Também temos a informação de 
quando o arquivo foi criado, ou seja, coletado do Twitter, na 4ª coluna denominada 
Last Modified. O processo de coleta em tempo real não cessa enquanto não for 
executado um comando para o mesmo parar. Durante este tempo, toda informação 
já é disponibilizada na base de dados conforme o agente do Flume captura o dado. 
Com os dados já inseridos em nossa base de dados, podemos selecionar a 
tabela tweets2, criada anteriormente conforme a figura 15 da página 54 para verificar 





Tabela 9 - Tabela com informações dos dados coletados do twitter 
 
Fonte: Elaboração própria 
 
Nota-se, pela tabela 11 acima, que as colunas estão de acordo com as 
criadas conforme a figura 23 da página 59, com destaque para a 3ª e 5ª coluna, 
texto e localização, respectivamente. Também é possível notar em alguns textos que 
a palavra “zika” não está diretamente relacionada com o vírus em si. Este pode ser 
um problema a ser sanado com a calibração das palavras-chaves, mas para este 
trabalho que tem como objetivo ilustrar o processo de coleta e análise de dados em 
tempo real trabalha-se de forma hipotética com as palavras-chave previamente 
configuradas. 
Com os dados coletados, o próximo passo é configurar o mapa e carregar 
estes dados do Twitter conforme a sua localização para identificar de onde estavam 
sendo tweetados e qual a faixa de renda da região. 
 
6.2 Base de dados 2: Setor censitário IBGE 
 
A ferramenta da empresa Oracle, Big Data Discovery, já possui um mapa 
padrão, porém, sem a separação dos setores conforme a renda das residências em 
um determinado perímetro. Para construirmos este mapa, utilizaremos como base o 
site do IBGE que disponibiliza uma Base de Informações por Setor Censitário. “Os 
dados deste arquivo, por setor censitário, compreendem características dos 
domicílios particulares e das pessoas que foram investigadas para a totalidade da 
população e são denominados, por convenção, resultados do universo. Estes dados 
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foram obtidos reunindo informações captadas por meio da investigação das 
características dos domicílios e das pessoas, que são comuns aos dois tipos de 
questionários utilizados para o levantamento do Censo Demográfico 2010 e que são: 
· Questionário Básico - aplicado em todas as unidades domiciliares, 
exceto naquelas selecionadas para a amostra, e que contém a investigação das 
características do domicílio e dos moradores; e 
· Questionário da Amostra - aplicado em todas as unidades domiciliares 
selecionadas para a amostra. Além da investigação contida no Questionário Básico, 
abrange outras características do domicílio e pesquisa importantes informações 
sociais, econômicas e demográficas dos seus moradores. O setor censitário é a 
menor unidade territorial, formada por área contínua, integralmente contida em área 
urbana ou rural, com dimensão adequada à operação de pesquisas e cujo conjunto 
esgota a totalidade do Território Nacional, o que permite assegurar a plena cobertura 
do País.” (IBGE, 2010). 
A planilha DomicílioRenda_UF.xls, na tabela 12 abaixo, fornece 
informação sobre os rendimentos dos domicílios, pessoas e responsáveis. 
 




Esta planilha possui a variável de identificação do setor censitário 
(Cod_setor) na 1ª coluna. Cada linha da planilha fornece os dados de um setor 
censitário e cada coluna corresponde a uma variável, seja o código ou nome de uma 
subdivisão geográfica, seja o tipo ou situação do setor, seja, ainda, o valor numérico 
de uma variável de domicílio, responsável ou pessoa, conforme a figura abaixo.  
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Para este projeto, utilizaremos as variáveis: v009, v010, vv011, v012 e 
v013, conforme figura X, acima. 
Além da planilha de dados, foi utilizado um arquivo com informações 
adicionais relacionadas aos setores censitários e à divisão territorial: 
Descrição dos SetoresPR.xls, com informações sobre o ponto inicial e o 
perímetro de cada setor censitário, além da indicação de áreas ou setores, contidos 
no perímetro, que não pertencem ao setor censitário, e dos aglomerados rurais 








 A 1ª coluna da tabela 14 acima, “Geocodigo”, é a coluna utilizada para 
identificar o polígono que se encontra em determinada variável da planilha 
DomicílioRenda_UF.xls na página 61, quando combinada com a coluna do 
Cod_setor da planilha DomicílioRenda_UF.xls, desta forma temos a informação 
conjunta dá área em que a residência se encontra e a faixa de renda predominante 
no perímetro. Toda esta transformação é feita dentro da própria ferramenta, apenas 
fazendo uma ligação entre as duas tabelas utilizando colunas que possuem a 
mesma informação.  O nome deste processo é dado como join, e sua representação 
conceitual segue na figura 27, abaixo: 
 
Figura 19 - Representação de um join entre conjuntos de dados 
 
 Fonte: Elaboração própria. 
O Inner Join é o método de junção mais conhecido e, como ilustra a Figura 
19, retorna os registros que são comuns às duas tabelas. 
 As informações das variáveis utilizadas (v009, v010, v011, v012 e v013), 
foram tratadas e formatas condicionalmente da seguinte forma: 
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v009 – cor amarela (1 a 2 salários mínimos); 
v010 – cor laranja (2 a 3 salários mínimos); 
v011 – cor verde (3 a 5 salários mínimos); 
v012 – cor azul claro (5 a 10 salários mínimos); 
v013 – cor azul escuro (mais de 10 salários mínimos); 
  
Figura 20 - Mapa do setor censitários segregado por renda 
 
Fonte: Big Data Discovery. Elaboração própria 
  1 a 2 salários mínimos 
  2 a 3 salários mínimos 
  3 a 5 salários mínimos 
  5 a 10 salários mínimos 
  Mais de 10 salários mínimos 
 
 
Após estas transformações temos o mapa do Paraná segregado por 
perímetros que respeitam as regras das variáveis e suas respectivas cores conforme 
a legenda. A figura 20, acima, demonstra a cidade de Curitiba e alguns de 
municípios vizinhos.  
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O próximo passo será incluir a localização de cada pessoa que fez um 
tweet para que seja possível identificar de onde vieram a maioria das informações 
dentro do Estado do Paraná como um todo. 
 
6.3 Análise de dados do setor censitário e tweets 
 
O primeiro passo neste momento é, utilizando a própria ferramenta, 
transformar o campo de time_zone em latitude e longitude para que cada tweet 
tenha um ponto no mapa onde possamos identificar a área a qual pertence. Com 
este processo feito, adicionamos a informação no tipo de visualização do mapa e 
temos o seguinte resultado: 
 
Figura 21 - Mapa do setor censitário e tweets 
 
Fonte: Big Data Discovery. Elaboração própria 
 
Cada ponto cinza representa a latitude e longitude de uma pessoa que 
realizou um tweet utilizando as palavras-chaves “zika”, “zikavirus”, conforme definido 
na página 57. 
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Figura 22 - Mapa do setor censitário e tweets (zoom) 
 
Fonte: Big Data Discovery. Elaboração própria 
 
  1 a 2 salários mínimos 
  2 a 3 salários mínimos 
  3 a 5 salários mínimos 
  5 a 10 salários mínimos 
  Mais de 10 salários mínimos 
 
 Ao aproximar o mapa ainda mais, temos uma melhor noção de onde vem a 
maior dos tweets e qual o nível de renda predominante da área. No caso da imagem 
acima, pode-se perceber que o bairro Augusta, com predominância das variáveis 
v009 e v 010,  possui uma grande concentração de pessoas que publicaram um 
tweet a respeito do Zika Vírus, ou seja, neste caso, de uma área onde a maioria das 
residências possuem de 1 a 3 salários mínimos, ao contrário das áreas azuis, onde 
há poucos pontos e a faixa de renda é de pelo menos 5 salários mínimos. 
 Este caso de estudo buscou ilustrar como é possível alinhar duas fontes de 
informações distintas (Twitter e IBGE), incluindo a coleta de dados constante e em 
tempo real, para tentar prevenir a doença em determinada região onde está sendo 
mais comentada e também repassar a informação de localização e nível de renda da 
maioria das residências desta região. Esta poderia ser uma informação de grande 
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valia para o Ministério da Saúde, por exemplo, para identificar áreas com o mesmo 




O desenvolvimento deste trabalho possibilitou explorar os conceitos de Big 
Data, levando em conta as características conhecidas como os 5 V’s da informação: 
volume, variedade, velocidade, veracidade e valor, e como o setor privado e o setor 
público podem fazer uso deste conceito para auxiliá-los na elaboração de políticas e 
ações públicas e bem como o setor privado na tomada de decisões empresariais. 
Além disso, também permitiu uma demonstração mais consistente sobre as 
etapas do processo, para obter um melhor grau de conhecimento em Big Data. 
Percebeu-se durante o trabalho que o processo de descoberta de 
conhecimento em bases de dados passa por uma série de etapas, desde a coleta, a 
mineração dos dados, a consolidação e extração dos padrões e regras, e por fim a 
agregação de valor que possibilita uma melhor tomada de decisão. 
De um modo geral percebe-se um grande potencial na utilização do Big Data 
como ferramenta auxiliar para elaboração de políticas públicas como por exemplo na 
área de saúde publica através do uso da informação que está sendo gerada a todo o 
momento na internet e pode ser utilizada como fonte de dados para prevenção de 
epidemias, como foi o caso do vírus Zika. Simples menções do estado de saúde do 
cidadão em redes sociais podem ser valiosas para identificar pontos de atenção. 
Nesse sentido, a utilização de recursos digitais adequados permite com que a 
população mais necessitada seja atendida não só mais rapidamente, mas com a 
quantidade de recursos suficientes e adequados para atendê-los gerando assim 
grande assertividade e com um melhor emprego dos recursos públicos. 
Com a utilização de duas técnicas para se utilizar do Big Data, classificação e 
regressão, percebemos que há possibilidade de aumentar significativamente a 
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assertividade e a precisão de previsões ao se utilizar as ferramentas corretas com a 
grande quantidade de dados disponíveis. 
É notável o desenvolvimento da tecnologia e o crescimento do uso da mesma 
por parte da população através de dispositivos eletrônicos. Com cada vez mais 
dados sendo gerados, armazenados e utilizados como fonte de informação, 
percebe-se, através dos exemplos desenvolvidos neste trabalho, que o uso do Big 
Data pode ser promissor para diversas análises e contribuir com melhor 
embasamento e fundamentos empíricos a ampliar a capacidade de agir e tomar 
decisões. 
Dada a importância do assunto, torna-se necessário um maior 
aprofundamento do estudo empregando a utilização de mais dados, tornando as 
análises mais assertivas e fáceis de serem interpretadas, podendo assim 
economizar tempo entre a identificação do problema, as ações a serem tomadas e 
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