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Abstract
Dynamic nite element schemes are analyzed for second-order parabolic problems. These schemes permit dierent
nite element spaces at dierent time levels in order to eciently capture time-changing localized phenomena, such as
moving sharp fronts or layers. The dynamical change of grids and interpolation polynomials is necessary and essential
to many large-scale transient problems. Standard, characteristic, and mixed nite element methods with dynamic function
spaces are considered for linear and nonlinear problems in a unied framework with improved a priori error estimates
and convergence results. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
Many time-dependent problems involve localized phenomena, such as sharp fronts, shocks, and
layers, which also change with time. The numerical simulation of these problems using the nite
element method requires capabilities for ecient, dynamic, and self-adaptive local grid renement
or unrenement and interpolation polynomial modications.
The objective of this paper is to analyze a number of numerical schemes for parabolic problems
which permit the use of dierent grids and dierent interpolation polynomials at dierent time levels
when necessary. For many problems, such as oil reservoir and semiconductor simulation, the solution
is rough in a very small region of the physical domain, but the region of roughness sweeps out a
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substantial part of the domain during the entire time period of simulation. Thus a static-grid (xed
with time) nite element method would require very ne grid over the entire domain and is often
too expensive in practice. On the other hand, dynamic nite elements (changing with time) would
provide great computational exibility and eciency, where local grid renement and interpolation
polynomial modication can be made dynamically in accordance with the changing location of
singularities. With the popularity of the p and hp version nite element methods, the order of
interpolation polynomials can also be adapted locally in space and dynamically in time according
to the behavior of the solution. It has been proved theoretically and shown experimentally that
some singularities can be resolved not by just rening local grids, but by increasing the order of
approximation polynomials. A frequently encountered example is parabolic problems with nonsmooth
initial data. At the beginning the solution is not smooth, ne grids and piecewise linear interpolation
polynomials (i.e., the h version) may be applied. After a while the solution becomes smooth, we
may use coarse grid and higher-order basis functions (i.e., the p version). For general problems,
hp version nite elements may be applied to improve eciency and accuracy; see [2,3]. If the grid
and basis functions are chosen at each time level in accordance with the changing character of the
solution at that time, then the dynamic nite element methods have the capability for accurately and
eciently resolving time-changing phenomena. For simplicity, however, we will consider only the
h version in our analysis. The p and hp versions can be treated analogously.
Dynamic nite element schemes under the name of discontinuous Galerkin or space-time nite
element methods have been discussed in [6,14{18,20,21,24,25] for model linear and nonlinear evo-
lution problems. These methods can provide a posteriori error estimates and adaptivity based on
local grid renement at dierent time levels. The error analysis obtained so far is not optimal (there
is a logarithmic factor of the time step size contained in the error estimates; [24,15], depends on
some strong stability estimates for the discrete dual problem, and imposes some restrictions on the
time and space grids. For example, the error estimates in [20,25] are nonoptimal in the sense that
they contain the factor t−1, where t is the time step size. The nite element spaces in [15] are
required to satisfy that Sn Sn−1, where Sn is the nite element space at time level t = tn, or the
space and time grids are required to satisfy that h2n6Ctn, where hn and tn are the space and
time grid sizes at time t = tn, respectively and C is a constant. Generalization of the estimates in
Eriksson and Johnson [15{18] to general variable coecients and to nonstandard nite elements
(e.g. characteristic and mixed nite elements) has not been seen.
Moving nite element method (see [4,5,29{31]) is another class of such methods which provide
dynamic change of grids according to the moving local phenomena. A unique feature of moving
nite elements is the inclusion of grid point movement in weak forms or in the minimization of the
residual of the dierential equations. That is, the position of grid points and the approximate solution
at these points are solved simultaneously for each time level in such a way that the weighted residual
of the dierential equation, possibly with a penalty term, is minimized. This method oers a good
way of solving certain kind of problems, but employ essentially the same number of grid points at
all time levels and has great diculties tackling three-dimensional problems.
A third class of dynamic nite element schemes was mainly analyzed at the theoretical level (see
[13,26{28,32,38{43,46,47]), although numerical experiments were given in [43,44] based on domain
decomposition and nite element discretization at each time level. Sub-optimal convergence results
were derived in these papers. The idea is to follow the traditional nite dierencing in time and
nite element discretization in space (see [11,37]). However, since we are applying dierent nite
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element spaces at dierent times, the nite dierencing in time is achieved by rst projecting the
solution from the previous time level onto the nite element space at the current time level, and
then using it as initial value to compute the approximate solution at the current time level, and then
using it as initial value to compute the approximate solution at the current time level. The projection
is used for convergence analysis and may not need be actually computed for some of the schemes
in implementation (rather, inner products must be computed for functions dened on dierent grids),
although it is essential for the implementation of some other schemes. Computations have shown that
the error propagates much more rapidly with time when the projection is replaced by interpolation,
especially for wave problems [34].
In this paper, we will consider some dynamic nite element schemes which may be categorized
into the third class as dened above. We will derive some improved a priori convergence estimates
for general (variable and nonlinear coecients with convection terms) parabolic problems and for
general (standard, characteristic, and mixed) nite element approximations in a unied framework.
This unied framework can also be applied to second-order hyperbolic problems without much
modication. Although our analysis is traditional and quite simple, it applies to virtually all dynamic
nite element schemes for essentially all time-dependent problems. Besides, the convergence results
improve some previous ones in the literature and help provide computational insight that cannot be
rigorously argued before.
We now introduce some notation that will be used throughout the paper. Let 
 denote a spatial
domain in Rd with a piecewise uniformly Lipschitz boundary  . Here d is a positive integer. Denote
by Hm(
)=Wm;2(
) and Wm;p(
) the standard Sobolev spaces on 
, with norms k km and k km;p,
respectively. Let Lp(
); p = 2;1, denote the standard Banach spaces, with k  k denoting the L2
norm and k  k the L1 norm over 
. However, for a positive function , we use k  k to denote
the weighted L2-norm with weight function . For a normed linear space Q with norm k  kQ and a
sucient regular function g : [t1; t2]! Q, we dene
kgkLp([t1 ;t2];Q) =
Z t2
t1
kg(; t)kpQ dt
1=p
; p= 1; 2;1;
with standard modication for p =1, where [t1; t2] [0; T ] is a time interval, and T is a positive
number. We omit [t1; t2] from the notation when [t1; t2] = [0; T ]; that is, we write kgkLp(Q) instead of
kgkLp([0; T ];Q).
We partition the time interval [0; T ] into 0= t0<t1<   <tN =T , and denote tn= tn− tn−1; n=
1; 2; : : : ; N , where N is a positive integer representing the number of time steps. We will also use
capital letter C, without subscripts, to denote a generic positive real constant, which may take on
dierent values in dierent occurrences.
The organization of the paper is as follows. In Section 2 we give our approximation scheme
and prove some convergence results for linear problems. In Section 3 we generalize the method to
nonlinear problems. Then in Section 4, we consider the modied method of characteristics, and in
Section 5, we treat mixed nite element methods. Finally in Section 6, we give some concluding
remarks. All of our error estimates are a priori. Although a priori error estimates are not normally
used to guide grid renement and polynomial modication, they do help characterize the propagation
of error due to the dynamic change of the nite element space and provide numerical schemes that
have good convergence properties.
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2. Linear problems
Consider the following linear parabolic problem with Dirichlet boundary condition: nd u(x; t)
satisfying
(x)
@u
@t
−3  (a(x; t)3u) + b(x; t) 3u+ c(x; t)u= f(x; t); x 2 
; t 2 (0; T ]; (2.1)
u(x; t) = 0; x 2  ; t 2 (0; T ]; (2.2)
u(x; 0) = g(x); x 2 
; (2.3)
where f; g; a; b; c and  are known real-valued functions, of which a is a matrix function and b is a
vector function. It is assumed that  and eigenvalues of a are bounded below and above by positive
constants, that b and its componentwise gradient are bounded from above by positive constants, and
that c is a nonnegative function. All the given functions are assumed to lie in L1(
). In addition,
assume that there exist constants 0 and 1 such that
0<06
1
2
3  b(x; t) + c(x; t)61; (x; t) 2 
  [0; T ]:
Under these conditions, problem (2.1){(2.3) has a unique solution.
Our numerical method will allow us to apply dierent nite element spaces at dierent times in
order to capture moving local phenomena. For n=0; 1; 2; : : : ; N , let Tn=fKg be a spatial discretization
of the domain 
, and Sn be a nite element subspace of H 10 (
) with grid parameter hn;K , and
interpolation polynomials of degree kn;K in element K and at time step n. Also let
hn =max
K2Tn
fhn;kg; kn =max
K2Tn
fkn;Kg and k =max
n
fkng:
We assume that the following approximation property holds: for n= 0; 1; 2; : : : ; N ,
inf
v2Sn
kw − vkj6C
 X
K2Tn
h2(kn; K+1−j)n;K kwk2Hkn; K+1(K)
!1=2
; j = 0; 1; 8w 2 H 10 (
) \ Hkn+1(
); (2.4)
where C is a constant independent of w; n; hn, and k. Note that in the case of p and hp versions, the
constant C depends on kn. Here we assume that piecewise polynomials of degree less than a certain
number k are used, while still having the exibility of changing the polynomial degrees slightly
from time level to time level, when necessary.
We rst dene the implicit Euler scheme. Suppose that U0 2 S0 is an initial approximation of
u(; 0), we dene our rst dynamic nite element scheme as follows:
Algorithm 2.1. For n= 1; 2; : : : ; N; rst compute the weighted L2 projection U^ n−1 2 Sn by solving
((U^ n−1 − Un−1); v) = 0; 8v 2 Sn; (2.5)
then compute Un 2 Sn by 

Un − U^ n−1
tn
; v
!
+ (an3Un;3v) + (bn 3Un + cnUn; v) = (fn; v); 8v 2 Sn; (2.6)
where (f; g) =
R

 f  g dx and n = (x; tn) for any function .
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Below are some remarks about scheme (2.5){(2.6). Eq. (2.5) gives a weighted L2 projection U^ n−1
of the previous approximate solution Un−1 onto the current nite element space Sn when dierent
nite element spaces are used at times t = tn and tn−1. This projection is used in (2.6) as initial
value to calculate Un, the approximate solution at t = tn. When the nite element space remains
unchanged for all time levels, scheme (2.5){(2.6) reduces to the standard one [11,37]. Note that
Algorithm 2:1 is very similar to the space{time nite element scheme in Eriksson and Johnson [15]
with piecewise constant polynomials in time (whose a priori error estimates can be improved by the
argument presented in this paper), and is the same as a scheme considered in [13,26].
The Crank{Nicolson scheme can be dened in the standard way.
Algorithm 2.2. For n= 1; 2; : : : ; N; compute rst U^ n−1 2 Sn by (2:5) and then Un 2 Sn by
 

Un − U^ n−1
tn
; v
!
+
 
an−1=23
Un + U^ n−1
2
;3v
!
+
 
bn−1=2 3Un + U^ n−12 + cn−1=2
Un + U^ n−1
2
; v
!
= (fn−1=2; v); 8v 2 Sn; (2.7)
where n−1=2 = (x; tn−1=2) for any function ; and tn−1=2 = 12(tn + tn−1).
It should be noted that the projection may not have to be explicitly computed in Algorithm 2:1,
but rather an inner product has to be calculated for functions dened on new and old grids. However,
this projection is necessary and must be explicitly computed in Algorithm 2:2 since it enters the H 1
inner product.
In order to make error estimates for the schemes, we make use of the elliptic projection Rnu of
u: nd Rnu(x; t) 2 Sn for each t 2 [0; T ] such that
(an3(u− Rnu)(; t);3u) + (cn(u− Rnu)(; t); v) = 0; 8v 2 Sn: (2.8)
Similar to (2.4), we assume that
ku− Rnukj6C
 X
K2Tn
h2(kn; K+1−j)n;K kuk2Hkn; K+1(K)
!1=2
; j = 0; 1; 8t 2 [0; T ]: (2.9)
This can be guaranteed by requiring that the triangulation be regular at each time level and that all -
nite elements be ane. A proof can be found in [9,7] with a slight modication that duality argument
need be applied on each element to obtain the optimal L2-norm estimate for nonuniform grids.
We now state and prove the following convergence estimates for the implicit Euler scheme.
Theorem 2.1. Suppose that the solution u to problem (2:1) { (2:3) satises the regularity require-
ment: u; @u=@t 2L1(Hk+1(
) \ H 10 (
)); @2u=@t2 2L1(L2(
)). Let Un be the solution of scheme
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(2:5) { (2:6). Then we have the error estimates for m= 1; 2; : : : ; N; when tn are suciently small;
max
16n6m
kun − Unk26C
(
En + max
06n6m
X
K2Tn
h2(kn; K+1)n;K ku(; tn)k2Hkn; K+1(K)
)
; (2.10)
mX
n=1
tn[(an3(un − Un);3(un − Un)) + (cn(un − Un); un − Un)]
6C
(
En +
mX
n=1
X
K2Tn
tnh
2kn; K
n;K ku(; tn)k2Hkn; K+1(K)
)
; (2.11)
where
En= ku0 − U0k2 +
2
64 mX
n=1
0
@X
K2Tn
"Z tn
tn−1
hkn; K+1n;K
∥∥∥∥@u@t
∥∥∥∥
Hkn; K+1(K)
dt
#21A
1=2
3
75
2
+
mX
n=1
tn
X
K2Tn
h2(kn; K+1)n;K ku(; tn)k2Hkn; K+1(K)
+
mX
n=1
"
tn
Z tn
tn−1
∥∥∥∥∥@
2u
@t2
∥∥∥∥∥ dt
#2
+
"
mX
n=1
k(Rn − Rn−1)un−1k
#2
; (2.12)
and Rn is the elliptic projection dened by (2:8).
Proof. We will use the following notation in the proof:
en = Un − Rnun; e^ n−1 = U^ n−1 − Rnun−1;
rn = un − Rnun; r^n−1 = un−1 − Rnun−1:
Notice that the exact solution u satises

un − un−1
tn
; v

+ (an3un;3v) + (bn 3un + cnun; v)
= (fn; v) + (n; v); 8v 2 H 10 (
); (2.13)
where
knk=
∥∥∥∥un − un−1tn −
@u
@t
(tn)
∥∥∥∥6
Z tn
tn−1
∥∥∥∥∥@
2u
@t2
∥∥∥∥∥ dt: (2.14)
Subtracting (2.13) from (2.6) and using (2.8) yield

en − e^ n−1
tn
; v

+ (an3en;3v) + (cnen; v)
=



rn − r^n−1
tn
− n

; v

+ (bn 3(un − Un); v); 8v 2 Sn: (2.15)
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Letting v= en in (2.15) we obtain the error equation

en − e^ n−1
tn
; en

+ (an3en;3en) + (cnen; en)
=



rn − r^n−1
tn
− n

; en

+ (bn 3(un − Un); en): (2.16)
It is easy to see that

en − e^ n−1
tn
; en

=
kenk2 − ke^ n−1k2
2tn
+
1
2tn
ken − e^ n−1k2 (2.17)
and
krn − r^n−1k = k(I − Rn)(un − un−1)k
6C
 X
K2Tn
h
2(kn; K+1 )
n;K kun − un−1k2Hkn; K+1(K)
!1=2
= C
0
@X
K2Tn
h
2(kn; K+1 )
n;K
∥∥∥∥∥
Z tn
tn−1
@u
@t
dt
∥∥∥∥∥
2
H
k
n; K+1(K)
1
A
1=2
6C
0
@X
K2Tn
"Z tn
tn−1
h
kn; K+1
n;K
∥∥∥∥@u@t
∥∥∥∥
H
k
n; K+1(K)
dt
#21A
1=2
: (2.18)
Applying integration by parts and the -inequality, we have
(bn 3(un − Un); en) = (bn 3rn; en)− (bn 3en; en)
= − (3  (enbn); rn) +
Z
 
enrnbn   ds− (bn 3en; en)
= − (3  (enbn); rn)− (bn 3en; en)
6 12 (an3en;3en) + C(kenk2 + krnk2); (2.19)
where  is the unit outward normal of  .
Combining (2.16){(2.19), and (2.14), we have the following error inequality:
kenk2 − ke^ n−1k2 +tn[(an3en;3en) + (cnen; en)]6C[Fnkenk +tn(kenk2 + krnk2)]; (2.20)
where
Fn =
0
@X
K2Tn
"Z tn
tn−1
h
kn; K+1
n;K
∥∥∥∥@u@t
∥∥∥∥
H
k
n; K+1(K)
dt
#21A
1=2
+ tn
Z tn
tn−1
∥∥∥∥∥@
2u
@t2
∥∥∥∥∥ dt: (2.21)
We now nd the relationship between kenk and ke^ nk. Eq. (2.5) implies that
((e^ n−1 − en−1); v) = ((r^n−1 − rn−1); v); 8v 2 Sn:
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Choosing v= e^ n−1 and using Schwarz’s inequality, we have
ke^ n−1k2 − ken−1k262ke^ n−1kkr^n−1 − rn−1k6 12ke^ n−1k2 + 2kr^n−1 − rn−1k2;
from which we derive that
ke^ n−1k262ken−1k2 + 4kr^n−1 − rn−1k2 (2.22)
and
ke^ n−1k2 − ken−1k262
p
2ken−1kkr^n−1 − rn−1k + 4kr^n−1 − rn−1k2: (2.23)
Combining (2.20) and (2.23) we see that
kenk2 − ken−1k2 +tn[(an3en;3en) + (cnen; en)]
6C[Fnkenk +tn(kenk2 + krnk2) + krn−1 − r^n−1kken−1k + krn−1 − r^n−1k2]: (2.24)
Summing (2.24) from n= 1 to m (16m6N ), we obtain
max
16n6m
kenk2 − ke0k2 +
mX
n=1
tn[(an3en;3en) + (cnen; en)]
6C
mX
n=1
(Fnkenk + krn−1 − r^n−1kken−1k + krn−1 − r^n−1k2 +tn(kenk2 + krnk2))
6C
(
max
06n6m
kenk
mX
n=1
(Fn + krn−1 − r^n−1k) +
mX
n=1
[krn−1 − r^n−1k2 +tn(kenk2 + krnk2)]
)
6
1
2
max
06n6m
kenk2 + C
8<
:
"
mX
n=1
Fn
#2
+
"
mX
n=1
krn−1 − r^n−1k
#2
+
mX
n=1
tn(kenk2 + krnk2)
9=
; :
Then
1
2
max
06n6m
kenk2 −
3
2
ke0k2 +
mX
n=1
tn[(an3en;3en) + (cnen; en)]
6C
mX
n=1
tnkenk2 + C
8<
:
"
mX
n=1
Fn
#2
+
"
mX
n=1
krn−1 − r^n−1k
#2
+
mX
n=1
tnkrnk2
9=
; :
Applying the discrete Gronwall Lemma, triangular inequality, and (2.9) completes the proof of the
theorem.
Corollary 2.1. When a static nite element space is used for 06t6T; i.e.; when hn= h; kn= k for
n= 0; 1; : : : ; N; we have the error estimates
kum − Umk=O(t + hk+1 + ku0 − U0k): (2.25)
Thus the implicit Euler algorithm analyzed in [37] is the hn = h and kn = k case of scheme
(2:5){(2:6).
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The results in Theorem 2.1 show that our error estimation consists of three parts: an optimal
temporal nite dierence discretization error, an optimal spatial nite element discretization error,
and an error term due to the projections of the approximated solution from old nite element spaces
onto new nite element spaces. The error term due to projection in the worst case can be bounded
by
"
mX
n=1
k(Rn − Rn−1)un−1k
#2
=
"
mX
n=1
krn−1 − r^n−1k
#2
6
"
mX
n=1
n−1fkrn−1k+ kr^n−1kg
#2
6
2
64 mX
n=1
n−1
8><
>:
0
@ X
K2Tn−1
h
2(kn−1; K+1 )
n−1;K ku(; tn−1)k2Hkn−1; K+1 (K)
1
A
1=2
+
 X
K2Tn
h
2(kn; K+1 )
n;K ku(; tn−1)k2Hkn; K+1 (K)
!1=29=
;
3
5
2
; (2.26)
where n = 0 if Sn = Sn+1 and n = 1 otherwise.
Thus every change of the nite element space contributes to the error estimates by an amount
that is not explicitly dependent upon the time step; but this amount depends on the way that
the nite element space changes. The closer is the space Sn to Sn−1, the smaller is the error
amount of contribution. This is intuitive but cannot be observed from some previous error estimates.
Theorem 2.1 is also related to early results [26{28,32,13,15,16,38{42,44,46,47]. But our results do
not include M , the number of dierent nite element spaces applied up to the current time level, or
some logarithmic factor of the inverse of the time step size. To be more specic, let us state the
error estimate in Theorem 8:2 of Johnson [24]:
kun − Unk6C

1 + log
tn
tn
1=2 
max
m6n
Z tm
tm−1
∥∥∥∥du(s)dt
∥∥∥∥ ds+maxt6tn h2ku(t)kH 2(
)
!
; (2.27)
under the assumption that tn−16tn, and that piecewise linear polynomials in space are applied,
where C and  are constants. Our estimates show that the error due to the dynamic change of the
nite element space should be independent of the time step size tn. Thus the logarithmic growth
factor in (2.27) should not be there in general and makes estimate (2.27) nonoptimal. In fact,
estimate (2.27) implies that the factor log(jtn=tnj) is there even if the nite element space changes
only once throughout the entire time interval [0; T ], which clearly indicates a nonsharp estimate.
Note also that the error due to time discretization in (2.27) is bounded by

1 + log
tn
tn
1=2
max
m6n
Z tm
tm−1
∥∥∥∥du(s)dt
∥∥∥∥ ds:
The results of our Theorem 2.1 have optimal time discretization errors, but requiring the existence
of the second-order derivative in time, while (2.27) requires only rst-order derivative in time. Thus
both our results here and previous ones [24] have advantages and disadvantages. In particular, results
of Theorem 8:2 in [24] have not seen being extended to general variable coecients and mixed and
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characteristic nite element methods, while our results can be easily generalized to these situations
without restrictive assumptions such as tn−16tn.
Our results are also dierent from those obtained by Dupont [13] and Bank and Santos [6], in
which our error estimates are given in standard norms independent of the nite element grids. Also,
the nite element grids in our method are not required to change continuously in any fashion. Note
that the error estimates in [13,6] involve grid-dependent norms in the H−1(
) sense, which are hard
to compute. Similar results in [13] were obtained in [22]. A one-dimensional problem was analyzed
in [23].
The Crank{Nicolson scheme (Algorithm 2:2) can be analyzed following the steps in the proof of
Theorem 2.1. We omit the analysis here and just present the following theorem without proof:
Theorem 2.2. Suppose that the solution u to problem (3:1) { (3:3) satises the regularity condition:
u; @u=@t 2 L1(Hk+1(
) \ H 10 (
)); @2u=@t2 2 L1(L2(
)). Let Un be the solution of Crank{Nicolson
scheme (2:7). Then we have the error estimates for m= 1; 2; : : : ; N;
max
16n6m
kun − Unk2
6C
8><
>:ku0 − U0k2 +
2
64 mX
n=1
0
@X
K2Tn
"Z tn
tn−1
h
kn; K+1
n;K
∥∥∥∥@u@t
∥∥∥∥
H
k
n; K+1 (K)
dt
#21A
1=2
3
75
2
+
mX
n=1
tn
0
@ X
K2Tn−1
h
2(kn−1; K+1 )
n−1;K ku(; tn−1)k2Hkn−1; K+1 (K) +
X
K2Tn
h
2(kn; K+1 )
n;K ku(; tn)k2Hkn; K+1 (K)
1
A
+ max
06n6m
X
K2Tn
h
2(kn; K+1 )
n;K ku(; tn)k2Hkn; K+1 (K) +
2
4 mX
n=1
t2n
∥∥∥∥∥@
3u
@t3
∥∥∥∥∥
L1([tn−1 ;tn];L2(
))
3
5
2
+
mX
n=1
t5n
0
@kuk2L1(H 10 (
)) +
∥∥∥∥@u@t
∥∥∥∥
2
L1(H 10 (
))
+
∥∥∥∥∥@
2u
@t2
∥∥∥∥∥
2
L1(H 10 (
))
1
A
+
"
mX
n=1
k(Rn − Rn−1)un−1k
#29=
; : (2.28)
Compared to the implicit Euler scheme, this scheme has second-order accuracy in time, but requires
higher-order derivatives in time. Dupont [13, p. 92] claimed that an analysis of the Crank{Nicolson
scheme was not possible in his framework. Thus our analysis here, although simple, not only gives
improved error estimates, but also provides software implementors with computational insights and
more theoretically guaranteed convergent numerical schemes, on which some previous theory had
remained silent.
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3. Nonlinear problems
Consider the following quasilinear parabolic problem with Dirichlet boundary condition: nd u(x; t)
satisfying
(x)
@u
@t
−3  (a(x; u)3u) + b(x; u) 3u= f(x; u); x 2 
; t 2 (0; T ]; (3.1)
u(x; t) = 0; x 2  ; t 2 (0; T ]; (3.2)
(x; 0) = g(x); x 2 
; (3.3)
whose weak formulation can be put into the fashion: nd a dierentiable mapping u : [0; T ]! H 10 (
)
such that
(ut; v) + A(u; u; v) + B(u; u; v) = (f(u); v); 8v 2 H 10 (
); (3.4)
(u(; 0); v) = (g; v); 8v 2 H 10 (
); (3.5)
where (; ) denotes the inner product in L2(
); f(u) = f(x; u), and
A(w; u; v) = (a(x; w)3u;3v); B(w; u; v) = (b(x; w) 3u; v): (3.6)
Let Sn be a nite element space at time t = tn satisfying (2.4). We make some assumptions on
the coecients:
For (x; v) 2 
 R; C1kk26
dX
i; j=1
(aij(x; v)i; j)6C2kk2; max
16i6d
jbi(x; v)j6C2; (3.7)
f; bi; aij; are uniformly Lipschitz continuous with respect to their (d+ 1)th variable; (3.8)
For 16i6d;
@bi(x; v)
@xi
exists and is bounded from above; (3.9)
f(; 0) 2 L2(
); g 2 Hk+1(
) \ H 10 (
); (3.10)
u is unique to (3:1)− (3:3); and u; @u
@t
2 L1(Hk+1(
) \ H 10 (
));
@2u
@t2
2 L1(L2(
)): (3.11)
Suppose that U0 2 S0 is an initial approximation of u(; 0), we dene our dynamic nite element
scheme with a parameter  as follows:
Algorithm 3.1. For n= 1; 2; : : : ; N; rst compute the weighted L2 projection U^ n−1 2 Sn by solving
((U^ n−1 − Un−1); v) = 0; 8v 2 Sn; (3.12)
then compute Un 2 Sn by 

Un − U^ n−1
tn
; v
!
+ A(U^ n;; U^ n;; v) + B(U^ n;; U^ n;; v) = (f(U^ n;); v); 8v 2 Sn; (3.13)
where U^ n; = 12(1 + )Un +
1
2(1− )U^ n−1; 0661.
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Using Brouwer’s xed-point theorem, we can show that scheme (3.12){(3.13) has a solution
for suciently small tn (see [11]). Note that  = 0 corresponds to the Crank{Nicolson scheme,
while = 1 corresponds to the implicit Euler scheme. We have the following error estimate for the
-scheme:
Theorem 3.1. Suppose that the solution u to problem (3:1) { (3:3) satises (3:11). Let Un be the
solution of scheme (3:12) { (3:13). Then we have the error estimates for m= 1; 2; : : : ; N;
max
16n6m
kun − Unk2
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2
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∥∥∥∥@u@t
∥∥∥∥
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dt
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n−1;K ku(; tn−1)k2Hkn−1; K+1 (K) +
X
K2Tn
h
2(kn−1; K+1 )
n;K ku(; tn)k2Hkn; K+1 (K)
1
A
+ max
06n6m
X
K2Tn
h
2(kn; K+1 )
n;K ku(; tn)k2Hkn; K+1 (K) +
mX
n=1
t3n
 
kuk2L1(H 10 (
)) +
∥∥∥∥@u@t
∥∥∥∥
2
L1(H 10 (
))
!
+
2
4 mX
n=1
tn
∥∥∥∥∥@
2u
@t2
∥∥∥∥∥
L1([tn−1 ;tn];L2(
))
3
5
2
+
"
mX
n=1
k(Rn − Rn−1)un−1k
#29>=
>; : (3.14)
The proof of this theorem is omitted but can be easily done along the lines presented in the
previous section. It states that this -algorithm (3.12){(3.13) has rst-order accuracy in time. When
= 0, a second-order accuracy in time can be proved by enhancing some estimates in the proof of
Theorem 3.1.
Note scheme (3.12){(3.13) is nonlinear and requires some linearization technique such as
Newton’s iteration. However, a rst-order linear scheme can be dened in a standard way.
Algorithm 3.2. For n= 1; 2; : : : ; N; compute rst U^ n−1 2 Sn by (3:12) and then Un 2 Sn by 

Un − U^ n−1
tn
; v
!
+ A(U^ n; U^ n;; v) + B(U^ n; U^ n;; v) = (f(U^ n); v); 8v 2 Sn: (3.15)
A class of predictor{corrector schemes, which are second order in time for  = 0 and rst order
otherwise, can be dened as follows.
Algorithm 3.3. For n=1; 2; : : : ; N; compute rst U^ n−1 2 Sn by (3:12) and then Wn 2 Sn and Un 2 Sn
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by  

Wn − U^ n−1
tn
; v
!
+ A(U^ n; W^ n;; v) + B(U^ n; W^ n;; v) = (f(U^ n); v); 8v 2 Sn; (3.16)
 

Un − U^ n−1
tn
; v
!
+ A(W^ n;; U^ n;; v) + B(W^ n;; U^ n;; v) = (f(W^ n;); v); 8v 2 Sn; (3.17)
where W^ n; = 12(1 + )Wn +
1
2(1− )U^ n−1.
An extrapolated scheme can be dened by the following algorithm.
Algorithm 3.4. Given two initial approximations U0 and U1; for n=2; 3; : : : ; N; compute rst U^ n−1 2
Sn by (3:12) and then Un 2 Sn by 

Un − U^ n−1
tn
; v
!
+ A( ~Un; U^ n;; v) + B( ~Un; U^ n;; v) = (f( ~Un−1); v); 8v 2 Sn; (3.18)
where
~Un−1 =

1 +
tn
2tn−1

Un−1 − tn2tn−1Un−2:
Compared to the second-order-in-time space-time nite element schemes in [15], Algorithms 3:1,
3:3 and 3:4 do not lead to a coupled system like (1:1) in [15] or (8:38) in [24]. We have chosen
Crank{Nicolson scheme as an example to show that our simple technique applies to virtually all
time-dependent problems without much diculty adapting from one problem to another, although
Crank{Nicolson scheme may not be the best choice for all transient problems. Note the technique
in [15] is not easily generalized to other problems [16{18,25], even for linear general coecients.
4. A dynamic characteristic nite element scheme
For convection-dominated diusion problems, the modied method of characteristics may be pre-
ferred; see [12,19,33,6,40,45]. In this method, time discretization is made along or near the charac-
teristic direction, instead of the t direction for standard nite dierence methods. In this section, we
will see that our technique applies almost trivially to characteristic nite element methods. It seems
that the technique in [15{18,24,25] has not been applied to characteristic nite element methods.
Bank and Santos generalized Dupont [13] to this case with mesh-dependent norms and certain re-
strictive assumptions on the mesh change. The results in this section also improve early ones by the
author [40].
Consider the linear problem (2.1){(2.3) as an example. Dene the characteristic direction (x) as
@
@
=
1p
(x)2 + jb(x; t)j2


@
@t
+ b(x; t) 3

: (4.1)
Thus, Eq. (2.1) can be rewritten in the formq
2 + jbj2 @u
@
−3  (a3u) + cu= f: (4.2)
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Fig. 1. Discretization along the characteristic line, where x is a grid point while x is not.
Since
x = x − b(x; tn)
(x)
tn (4.3)
approximates the characteristic through (x; tn) by its tangent at (x; tn), as in Fig. 1, we have the
following backward-dierence approximation:q
2(x) + jb(x; tn)j2 @u@ (x; tn)

q
2(x) + jb(x; tn)j2 u(x; tn)− u( x; tn−1)
[jx − xj2 + t2n]1=2
=(x)
u(x; tn)− u( x; tn−1)
tn
: (4.4)
Then the implicit Euler scheme along characteristics reads:
Algorithm 4.1. For n= 1; 2; : : : ; N compute rst U^ n−1 2 Sn by (2:5) and then Un 2 Sn by0
@Un − ^Un−1
tn
; v
1
A+ (an3Un;3v) + (cnUn; v) = (fn; v); 8v 2 Sn; (4.5)
where Un−1=U ( x; tn−1); ^Un−1=U^ ( x; tn−1); x is dened by (4:3). Near the boundary of the domain;
the characteristic curve may trace out of the domain. Thus periodicity of the solution function is
required or the velocity vector b is assumed to vanish near the boundary. Otherwise some reection
principle need be applied.
Theorem 4.1. Suppose that the solution u to problem (2:1) { (2:3) satises the regularity condition:
u; @u=@t 2 L1(Hk+1(
) \ H 10 (
)); @2u=@2 2 L1(L2(
)). Let Un be the solution of Algorithm 4:1.
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Then we have the error estimates for m= 1; 2; : : : ; N;
max
16n6m
kun − Unk2
6C
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>:ku0 − U0k2 +
2
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K2Tn
"Z tn
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hkn; K+1n;K
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Hkn; K+1(K)
dt
#21A
1=2
3
75
2
+
mX
n=1
tn
X
K2Tn
h2(kn; K+1)n;K ku(; tn)k2Hkn; K+1(K) + max06n6m
X
K2Tn
h2(kn; K+1)n;K ku(; tn)k2Hkn; K+1(K)
+
2
4 mX
n=1
tn
∥∥∥∥∥@
2u
@2
∥∥∥∥∥
L1([tn−1 ;tn];L2(
))
3
5
2
+
"
mX
n=1
k(Rn − Rn−1)un−1k
#29>=
>; : (4.6)
Proof. We follow the proof of Theorem 2.1 and techniques developed in [13]. Using the denition
of the elliptic projection (2.8) and introducing the notation
en = Un − Rnun; ^en−1 = ^Un−1 − Rnun−1;
rn = un − Rnun; ^rn−1 = un−1 − Rnun−1;
we have the following error equation for Algorithm 4:1: 

en − ^en−1
tn
; en
!
+ (an3en;3en) + (cnen; en)
=
 

rn − ^rn−1
tn
; en
!
+
q
2 + jbnj2 @u@ (tn)− 
un − un−1
tn
; en

:
Using a change of variable technique, we can easily obtain k ^enk26(1 + Ctn)ke^ nk2. Thus the
rst term on the left-hand side of (4:7) can be estimated as 

en − ^en−1
tn
; en
!
>
1
2tn
(kenk2 − k ^en−1k2)>
1
2tn
(kenk2 − ke^ n−1k2)− Cke^ n−1k2: (4.8)
Applying Lemma 1 in [12] and (2.18) to the rst term on the right-hand side of (4:7) we see that 

rn − ^rn−1
tn
; en
!
=


rn − r^n−1
tn
; en

+
 

r^n−1 − ^rn−1
tn
; en
!
6 kenk
∥∥∥∥rn − r^n−1tn
∥∥∥∥

+ kenk1
∥∥∥∥∥ r^n−1 − ^rn−1tn
∥∥∥∥∥
−1
6Ckenkt−1n
0
@X
K2Tn
"Z tn
tn−1
hkn; K+1n;K
∥∥∥∥@u@t
∥∥∥∥
Hkn; K+1(K)
dt
#21A
1=2
+
1
2
(an3en;3en) + Ckr^n−1k2: (4.9)
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The second term on the right-hand side of (4:7) can be estimated using Taylor’s expansion along
characteristics. Following the proof of Theorem 2.1, we can easily nish the rest of the proof.
5. Dynamic mixed nite element schemes
Mixed nite element methods approximate the solution and its gradient simultaneously and trans-
form the original second-order problem into a system of rst-order equations. Dene the ux
 = −a3u and the Sobolev space H (div;
) = fv 2 L2(
) : 3  v 2 L2(
)g, we have the mixed
weak formulation for problem (2.1){(2.3): nd fu; g 2 L2(
) H (div;
) such that


@u
@t
; v

+ (3  ; v)− (b  (a−1); v) + (cu; v) = (f; v); v 2 L2(
); (5.1)
(a−1;  )− (u;3   ) = 0; 8 2 H (div;
); (5.2)
(u( ; 0); v) = (g; v); 8v 2 L2(
): (5.3)
Let SnXnL2(
)H (div;
) be a mixed nite element space (satisfying the LBB condition; see
[8]) at t = tn. We assume that the following approximation property holds: for n= 1; 2; : : : ; N ,
inf
z2Sn
kv− zk6C
 X
K2Tn
h2(kn; K+1)n;K kvk2Hkn; K+1(K)
!1=2
; 8v 2 Hkn+1(
); (5.4)
inf
w2Xn
k − wk6C
 X
K2Tn
h2(kn; K+1)n;K k k2Hkn; K+1(K)
!1=2
; 8 2 H (div;
) \ Hkn+1(
); (5.5)
where C is a constant independent of v; n; hn, and k. Then a dynamic mixed nite element method
reads:
Algorithm 5.1. For n = 1; 2; : : : ; N; compute rst U^ n−1 2 Sn by (2:5) and then fUn;Wng 2 Sn  Xn
by  

Un − U^ n−1
tn
; v
!
+ (3 Wn; v)− (bn  (a−1n Wn); v) + (cnUn; v) = (fn; v); v 2 Sn; (5.6)
(a−1n Wn; w)− (Un;3  w) = 0; 8w 2 Xn: (5.7)
Theorem 5.1. Suppose that the solution u to problem (2:1) { (2:3) satises the regularity condition:
u; @u=@t;3u 2 L1(Hk+1(
)); @2u=@t2 2 L1(L2(
)). Let Un be the solution of Algorithm 5:1. Then
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we have the error estimates for m= 1; 2; : : : ; N;
max
16n6m
kun − Unk2 +
mX
n=1
tn[(a−1n (n −Wn); n −Wn) + (cn(un − Un); un − Un)]
6C
8><
>:ku0 − U0k2 +
2
64 mX
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K2Tn
"Z tn
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hkn; K+1n;K
∥∥∥∥@u@t
∥∥∥∥
Hkn; K+1(K)
dt
#21A
1=2
3
75
2
+
mX
n=1
tn
X
K2Tn
h2(kn; K+1)n;K k3u( ; tn)k2Hkn; K+1(K)
+ max
06n6m
X
K2Tn
h2(kn; K+1)n;K (ku(; tn)k2Hkn;K+1(K) + k3u( ; tn)kHkn; K+1(K))
+
mX
n=1
"
tn
Z tn
tn−1
∥∥∥∥∥@
2u
@t2
∥∥∥∥∥ dt
#2
+
"
mX
n=1
k(Rn − Rn−1)un−1k
#29=
; : (5.8)
Proof. Introduce the elliptic projection fRnu; Rng of fu; g: nd fRnu( ; t); Rn( ; t)g 2 SnXn for
each t 2 [0; T ] such that
(3  (Rn − ); v) + (cn(Rnu− u); v) = 0; 8v 2 Sn; (5.9)
(a−1n  Rn; w)− (Rnu;3  w) = 0; 8w 2 Xn: (5.10)
and the notation
en = Un − Rnun; e^ n−1 = U^ n−1 − Rnun−1;
rn = un − Rnun; r^n−1 = un−1 − Rnun−1;
n =Wn − Rnn; n = n − Rnn:
Combining (5.6), (5.7), (5.1),(5.2), (5.9), and (5.10), we have

en − e^ n−1
tn
; v

+ (3  n; v) + (cnen; v)
=


rn − r^n−1
tn
; v

+


@u
@t
(tn)− un − un−1tn ; v

+ (bn  a−1n (Wn − n); v); 8v 2 Sn;
(5.11)
(a−1n n; w)− (en;3  w) = 0; 8w 2 Xn: (5.12)
Taking v= en in (5.11) and w = n in (5.12) and adding we obtain the error equation

en − e^ n−1
tn
; en

+ (a−1n n; n) + (cnen; en)
=


rn − r^n−1
tn
; en

+


@u
@t
(tn)− un − un−1tn ; en

+(bn  (a−1n n); en)− (bn  (a−1n n); en): (5.13)
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Now the rest of the proof follows directly from Theorem 2.1.
Crank{Nicolson and  schemes can also be considered in a similar fashion. For nonlinear problems,
our framework and error analysis presents no additional diculty. Again, for other techniques such
as [15{18,24,25], it is dicult to apply to general mixed nite element methods; such generalizations
have not been seen in the literature.
6. Concluding remarks
We have analyzed a number of dynamic nite element methods for second-order linear and non-
linear parabolic equations using a unied framework. This framework enables us to study dierent
nite element schemes and obtain unied convergence results. In particular, when the nite element
space changes from time step to time step, the modied method of characteristics and mixed nite
element methods are all treated in the same way as standard nite element methods for implicit
Euler, Crank{Nicolson, and many other schemes. This has not been achieved by the theories pro-
vided in, for example, [15,13,6]. The convergence results obtained in this paper improve earlier ones
and oer a clearer picture on the propagation of error due to the change of the nite element space.
Our analysis also proves the convergence of some schemes which were not guaranteed by previous
theory [15,13].
This paper has emphasized on the convergence theory of dynamic nite element methods and
paid little attention to implementation issues. For example, where to apply ne grids and how to
make grid renement are very important problems in practice. There is a large literature on grid
renement strategies and here we just mention a few. Large gradient areas are usually the places
where the solution develops steep layers or fronts. Thus predicting large gradient areas from the
solution obtained at previous time step and making local grid renement is one strategy [10]. In
this respect, mixed nite element methods provide a more accurate prediction of the gradient and
thus may be a good choice. One popular method among the engineering community, though, is
to postprocess the approximate solution to obtain more accurate representation of the gradient. A
posteriori error estimation is another way for doing adaptivity and local grid renement [15,1,35,36].
When an approximate solution is obtained, the error between the approximate solution and the
true solution can be estimated based on the information about the coecients of the given partial
dierential equation and the approximate solution, which can be evaluated elementwise. Elements
with large error are then subdivided into ner grids. Explicit a posteriori estimators can be computed
directly from the nite element solution and the coecients of the dierential equation based on
the residual equation, while implicit a posteriori estimators require solving local boundary value
problems approximating the residual equation satised by the error.
No matter how local grid renement and interpolation polynomial modication are made, our con-
vergence theory states that the error between the exact solution and the approximate solution consists
of three parts: a time nite dierence discretization error, a spatial nite element discretization error,
and an error term due to the projection of the approximated solution from old nite element spaces
onto new nite element spaces. A good strategy to minimize the error would be that make grid
renement in a larger area to cover the local phenomena for several (maybe dozens of) time steps
and that change the nite element space less frequently.
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Numerical experiments have also shown that changing the grids at every time step or making
grid renement not according to the changing location of the local phenomena would aect the
accuracy of the approximate solution. In [44], the author combined grid renement and domain
decomposition techniques to capture moving local phenomena for a model parabolic problem. Grid
renement was made only in subdomains that contain the local layer and coarse grid was applied in
other subdomains. When the local layer moves, the domain was decomposed dynamically in such a
way that the local layer was always contained in some subdomains, minimizing its intersection with
interdomain boundaries, to improve accuracy.
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