Abstract-Performance prediction and application behavior modeling have been the subject of extensive research that aims to estimate applications performance with acceptable precision. In this paper we present a novel approach to model the behavior of message passing parallel applications. There are many dimensions to consider while predicting a deterministic application behavior. Two dimensions that affect an application performance are the computational resources available and the size of its input data used in the computation. Based on the concept of signatures, we are able to build a model that allows us to predict applications execution time in different systems with variable input data size within a predefined range. Our approach generates signatures, which consist of the most relevant parts of an application (phases). Executing these phases for different workloads partially defines a program's behavior function. By using regression analysis we are able to generalize this behavior function to predict an application performance in a target system with any input data size within a predefined range. We explain our methodology and in order to validate the proposal, we present results using a synthetic program and well-known applications. We were able to estimate the total execution time for a input data size range with an average error of 4% executing, at most, three signatures that represent less than the 10% of the total application execution time.
I. INTRODUCTION
Parallel application performance prediction is one of the challenges that we face today due the diversity of cluster systems. Being able to know how an application will perform in an execution environment could lead to making smarter decisions. These decisions can be choosing the best system on which to run an application, budgeting the cost of executions, job scheduling optimization or improving the administration of computational resources.
The problem is that predicting performance of a parallel application with acceptable accuracy is not a trivial task. There are many dimensions that have an impact in application performance. Two dimensions to consider are the computational resources available and the program's problem size. Scientific parallel applications behavior is mostly deterministic. In these applications, the problem size is represented by the size of the input data. That means that their behavior is not related to the value of its input data but only to its size.
In this paper we present a new methodology to model both programs' dimensions. We use that model to predict parallel applications performance. The work is based in the concept of Parallel Application Signatures and grew out of earlier work [1] , [2] and [3] which create a machine-independent model of the application that represents the program's characteristics. From this model, the kernel or most relevant parts (phases) that form a program's signature can be extracted.
We measure the signatures execution time for different workloads within a predefined range. Each workload is a different point in an interval and regression analysis can be used to model the workload's impact on the application performance. By using interpolation, we are able to predict an application behavior for any intermediate workload placed within those already measured.
By analyzing the interaction between processes in a parallel application we can extract an executable signature that characterizes the computational and communication behavior. Executing the signature in a target system allows us to predict an application's full execution time with an input data size. Because scientific data-independent application behavior is deterministic, we can execute the application with different input data sizes and these executions partially define the application behavior. Using regression analysis we can generalize and build an analytical model that models the program's behavior. On executing a set of signatures and using this model we can predict the application performance with any input data size within a predefined range.
The remainder of the paper is organized as follows. Section II covers related work. Section III describes Parallel Application Signatures creation and execution. Section IV describes the methodology used to build the application performance behavior model. Section V validates the methodology using a synthetic application whose behavior is well known. Section VI presents experimental results with real applications to validate our proposal. Finally, Section VII presents conclusions and future work.
II. RELATED WORK
There are many previous works that build an application model for performance prediction. Most approaches can be classified in one of three groups: analytical models [4] , [5] , [6] and [7] , simulation based [8] and [9] and using benchmarks [10] and [11] .
Carrington et al [5] analyze an application memory and communication usage patterns to build an analytical performance model. They map the information with a machine profile and use simulation to estimate the application performance in a variety of computing platforms. This method needs to analyze hardware characteristics, while our approach only needs information about the application behavior and does not need to simulate the underlying hardware since our signature can be directly executed on it.
Sodhi and Subhlok [12] develop a method to create what they called a Performance Skeleton of an application. A Performance Skeleton is a synthetic program that represents a real application. Analyzing the skeleton performance reflects the real application performance in any scenario. Our application signature also reflects the performance of the application it represents but it is not a synthetic application that behaves like a real application, it is composed of segments of the real application.
Lu and Reed [13] used curve fitting of historical trace data using polylines. These curves characterize the application behavior and can be used to analyze its performance. Our analytical model is also based on curve fitting using regression functions. Yet instead of building a curve fitting function using historical trace data, our approach uses the measures of the signature running in a target system, with a fraction of the cost because the signature only contains the application's most relevant phases.
These approaches have both their advantages and limitations. Parallel applications cannot be easily modeled in detail with analytical models [14] . Mathematical models present a trade-off between simplicity and accuracy. The model is an abstraction of a real system. Its complexity grows as more details are added to that abstraction. Moreover, significant expertise is needed to derive even a simple analytical model of a parallel application [7] . Simulation models are also difficult to develop, as well as requiring a deep understanding of the underlying system one is trying to simulate. Finally, benchmarks are too specific to generalize a parallel application behavior [10] .
III. MODELING APPLICATION STRUCTURE: PARALLEL APPLICATION SIGNATURE

A. Conceptual Basis
Applications usually have different phases that repeat. This seems to be the case in serial [15] , [16] , [17] and parallel applications, both shared memory [18] and message passing applications [1] .
We instrument the MPI library using function interposition and execute parallel applications in a parallel machine. The instrumented library produces a trace log. The data collected is used to characterize the computation and communication behavior of the application. To obtain the machine-independent application model [2] , the trace is logged by means of a logical global clock according to causality relations between communication events. The developed algorithm is inspired by Lamport's algorithm. Once we have the logical trace, it is processed using a technique that searches for similarity [3] , to identify and extract the most relevant event sequences (phases) and assign them a weight based on the number of times they occur.
Afterwards, in order to build the Parallel Application Signature, the last step is to re-run the application to create the coordinated checkpoints before each relevant phase happens. Therefore, the signature will be defined by a set of executable phases and weights.
The execution of the signature in different target systems allows us to measure the execution time of each phase, and hence to estimate the entire application's run time in each of those systems by the extrapolation of each phase's execution time using the weights we had obtained.
The execution time of the application signature is a small fraction of the whole application s run-time.
It is important to notice that the signature creation and execution is a two-step process. The first step is to analyze the application, build the application model, extract its phases and weights and use that information to build an executable signature. The second step is executing that application signature in a (normally) different system, to measure the phases' execution time and predict the application's total execution time.
In the following sections we explain in detail how these two steps are performed while the Figure 1 shows the process. 
B. Signature Creation
To create the signature we first we build a machineindependent model of the application and then use that model to create a machine-dependent signature. Below we describe this process:
1) Machine-Independent Model Creation (Obtaining Phases and Weights): As described before, we instrument the MPI library to obtain an application communication and computation trace. The trace contains all the communications events between processes and the computation time elapsed between communication primitives. In this context an event is a message sent or a message received. With this information we build an application model and use this model to make a study about where in the application the most computing time is spent (relevant phases), and how many times those phases are repeated (weights).
2) Signature Creation for an Architecture (Phases Checkpoint):
When all the phases and their corresponding weights have been determined. The application is executed again to make a coordinated checkpoint [19] before each phase occurs. The checkpoint has to be coordinated to ensure that all processes have a consistent view of the execution environment and can normally resume execution later on restart. The checkpoint for each phase and the application phase weight vector are the executable signature elements.
C. Signature Execution
One we have the application signature, we can run it on target machines to predict the full application execution time. For each phase, we use the checkpoints to restart the application before the phase begins and measure its execution time until the phase ends. Predicting the application's total execution time is a matter of adding the multiplication of each phase execution time by its weight as shown in Equation 1 .
where P AET is the Predicted Application Execution Time, k is the number of phases, P ET i is the Phase i Execution Time and W i is the phase i Weight.
To show the prediction accuracy using signatures, we present some results estimating total execution time for some well-known benchmark applications in a target system. All the parallel application signatures where extracted in a cluster system A and executed in a different cluster system B. Table  I shows cluster A and B characteristics while Table II shows the execution times in both cluster systems. From the results in Table II we can see that the signature is machine independent. The signature execution time is a fraction of the application total execution time. So the prediction method is very efficient. Also the method is very accurate, the average prediction error in the target system was 2% and all were below 5%.
This procedure works because the phase number and weight do not change from machine to machine. The phases represent the program structure and the weights represent iterators. These iterators can be constant or depend on the program's input data size. The only component that changes from machine to machine is the phases execution time. So it is the only thing that we have to measure in the target system.
IV. MODELLING THE WORKLOAD CONTRIBUTION: ANALYTIC MODEL CREATION
As stated before, the signatures model a program structure. A signature only contains one input data size. This is because the checkpoint saves the process state such as CPU registers and memory contents. That means that not only is the process code saved but also the process data. When the process is restarted, it continues execution before every phase occurs, which means that the program cannot be parameterized with different input data size.
To be able to predict the parallel application performance using variable input data size, we use a combination of parallel application signature execution and regression analysis to model the application performance behavior.
In the same way as signature creation and execution, the application behavior analytical model's creation and usage is a two-step process. First we analyze the application phases' time complexities and create parallel application signature with different input data sizes depending on the phase computational complexity. These signatures are the meta-data needed to build the application behavior analytical model. The number of inputs with different size will depend on the phase complexity function, while the input data range should be the range used normally by the application.
Then in a target system we use the signatures to measure the execution time for each phase with the different input sizes and parameterize the analytical model. Once the model is parameterized with the phases' execution times, we can predict the application performance with any input size in a predefined range.
In the following sections we explain in detail how these two steps are performed.
A. Analytical Model Creation and Validation
As mentioned before, we build the parallel application behavior model using parallel application signatures and regression functions. Our methodology is based on the fact that High Performance Computing (HPC) deterministic applications have a predictable behavior. In these kind of applications their number of phases do not change with the input data size. The phases' execution time and weight can change with the input data size, but it does so in a predictable way.
Because the application is deterministic, its behavior is guided by its algorithm computational complexity [20] . The computational complexity of an algorithm is a metric to measure the algorithm usage of computational resources. In theoretical computation there are two kinds of resources: time and space, so an algorithm has a time and a space complexity functions associated. The big-O notation describes the asymptotic complexity. The asymptotic property of a function is the limiting behavior when its arguments tend towards infinity. In practice complexity functions are composed of various components. Some of those components become irrelevant as the input size increases.
Most HPC programs' algorithm complexity is determined by a polynomial function of the input size. Usually program phases represent components of a complexity function. Therefore, because each complexity function component has a predictable behavior, so has each phase in a deterministic application. As the input size increases, fewer phases are the ones that represent the largest computing percentage. In the same way as the input size increases, fewer components in a complexity function become relevant.
Every phase execution time behavior can be modeled as a function of the input data size fexecution : S → E where S denotes the coordinate input-data-size and E denotes the phase execution time.
To model each phase behavior we execute a number of signatures with different data sizes. These execution times and data sizes are a set of points P = {( s, e)| s ∈ S ⊆ S, e ∈ E ⊆ E, f execution( s) = e} that define partially the function fexecution.
We use these points obtained and regression functions to find the function fexecution. Using this function we can make interpolation and extrapolation to obtain a phase execution time for any input data size within the predefined range.
The same methodology can be used to model a phase weight as a function of the input size fweight : S → W where S denotes the coordinate input-data-size and W denotes the phase weights. Each phase weight and data size are a set of points P = {( s, w)| s ∈ S ⊆ S, w ∈ W ⊆ W, f weight( s) = w} that partially defines the function fweight.
A phase weight can be constant or change with the input data size. The application is executed with different workloads and the phase weight is measured. These measures also define a partial function that can be converted into a total function fweight using regression analysis. Using this function we can make interpolation and extrapolation to obtain a phase weight for any input data size within the predefined range.
So, every phase will have two functions. One that is the phase execution time as a function of the input size, and a second that is the phase weight change as a function of the input size. We use regression analysis to generalize these functions from a set of points.
Building the functions is a two step process, first we have to build the functions and then we have to validate their ability to generalize. We start with two points and try to generalize as a linear function. Then use another point to validate the function. If the error is bigger than a threshold, we add another point and try to generalize using a different function such as logarithmic or polynomial and use another point to validate the function. We keep adding points and trying different regression functions until we find a curve that fits the points with acceptable precision. Figure 2 shows a graphical representation of this procedure. The points define a phase execution time partial function. Supposing we define the error threshold to be an absolute value of 0.1, to obtain the phase execution time regression function, our first guess is to use two points (100 and 200) and to generalize using a linear regression function. We use the linear function to interpolate a new point (150) and validate our model. The predicted value is 5.66 but the real value is 4.25. The absolute error is 1.41, which is above our threshold. So we add that point (150) and try to generalize using a quadratic regression function. Then we try to interpolate the value of a new point (180). The predicted value is 7.69 and the real value is 7.76. The absolute error is 0.07 which is below our threshold. So we need only three points generalize this phase execution time function. The image shows the function generalization using both a linear and a polynomial quadratic function.
The following is the algorithm to obtain the meta-data needed to create the application behavior analytical model. It is executed once in a source system.
1) Phase execution time and phase weight measuring:
The application is executed with different input sizes in the source system. For every phase its execution time and We generalize the partial functions defined by the execution time and weight measured for each phase and input size using a regression function.
3) Phase execution time and weight functions validation:
We execute the application with an input size not used to obtain the phase execution time and weight function. If the error between the real values measured and the ones obtained using the functions are not below a threshold go back to step 1. 4) Signatures creation: Once we have validated the functions, a parallel application signature is created for every input size used. The signatures contain an application checkpoint for every phase and input size.
B. Analytical Model Parametrization and Usage
Once we have the meta-data, we can build the parallel application behavior model and predict its performance in several target systems with a minimal cost and acceptable accuracy.
The meta-data has the application's checkpoints for each phase and weight information for every input data size. We use that information to parameterize the application behavior analytical model and predict the program performance for an input data size defined by the user.
The signature (meta-data) contains structural information about the application. This information is the application phases. As described before, these phases do not change from machine to machine and are independent of the input size. In addition, the model has the correct number of points needed to rebuild the application behavior function.
So the application behavior analytical model is built using the signatures. First, for each input data size used in the source system, the phases are executed and their execution times are measured. These execution times parameterize the analytical model in the target system. Because the application is deterministic and its behavior depends on the input size and not the input value, the phases' complexity function is the same in every system.
Both the program's characteristics (signature) and its behavior analytical model are machine independent. The only parameter that is machine dependent is the phases execution times. These values can be determined because they are measured in the target systems using portions of the real application.
In the source system we analyze the number of points needed to build each phase execution time function. So we know that we have all the information to build the execution time functions for each phase in the target system using regression analysis.
For an unknown workload n, the application's total execution time can be estimated executing the signature for the number of points needed for the phase, building the fexecution i using regression analysis and interpolating to get the phase execution time for that unknown workload n (i.e: fexecution i (n)). Once we have phase execution time fexecution i (n), we have to multiply by the value of the phase i weight for that unknown workload. As stated before, phase weight is machine independent, so we only have to build the phase weight function fweight i once, since we do not need to measure anything in the target system. To obtain the phase i weight for the unknown workload n, we only have to interpolate the function fweight i for the unknown workload n. So the total application execution time is can be obtained using the Equation (2) .
by its weight for a given input data size and the phase execution time and weight can be obtained using interpolation.
where P AET n is the Predicted Application Execution Time for a workload n, k is the number of phases, fexecution i is the phase i time execution function, fweight i is the phase i weight function and n. Because we are able to generalize each phase execution time function, we can predict an application performance with any input data size within the predefined range.
V. MODEL VALIDATION USING A SYNTHETIC APPLICATION
Before using our method with real parallel application, we wanted to validate our model using an application whose structure and behavior is well known to us. If we know the application behavior, we can validate our model on an experimental basis. To validate the model we use a synthetic parallel application that is composed of two parts. Each part is a sequence of the same phase. So the application has two relevant phases, phase 1 and phase 2 . The application structure is shown in Figure 3 The input could have many dimensions that affect the application differently. That means that an input element is a tuple where each element represents a different input data dimension that has a different impact on the program's workload. For example, the synthetic application can change the size of the MPI messages, the length of the vector its computes and the number of times each phase is repeated (iterations). In these experiments, we change both the length of the vector used in the computation for each phase and the number of times each phase is repeated.
We execute the signatures in the cluster A described in the Table I and measure for each input data size the phases execution time and weight. Then we used the methodology described in Section IV to obtain the phases execution time and weight functions using regression analysis. Once we have these functions we predicted each phase execution time and weight for a unknown input data size using interpolation methods. Finally we used the Equation 2 to estimate the application's total execution time for that input data size. Later we extracted signatures for that input data size and measured the real values and the real application execution time to validate the accuracy of our prediction. Table III shows the values of each phase execution time and weight obtained for different vector lengths and a fixed iterator. While Table IV shows the values for a fixed vector length and different iterator values. As expected, changing the vector length has a direct impact on the phases' computation time since its time complexity is directly related to this value. Looking at Table III we can see that the phases' weight does not change if we maintain the number of phases are repeated in the sequence. On the other hand, Table IV shows how changing the value of the iterator affects the phases' weight but has little impact in the phases time complexity. Figure 6 shows graphically how phase 1 and phase 2 execution time changes as we increase the input vector size used in the computation for each phase. As expected, phase 1 changes linearly while phase 2 changes quadratically. The Figure also shows how we can use regression functions to generalize the partial function obtained executing the signatures. Since phase 1 complexity functions is linear, we need only two points and a linear regression function. With phase 2 we cannot use a linear function, since its complexity is quadratic. We need at least three points and a quadratic regression function to generalize its behavior. Using a linear function and interpolation we will get a value with an error greater than we can tolerate. Table V shows the values obtained interpolating the regression functions in the range 1000 to 3000 for an unknown input vector size 2500. As stated before, to validate the methodology's ability for prediction, a number of experiments were carried out with different parallel applications. The number and type of the application chosen were to reflect a broad spectrum both in application domain and characteristics. The applications range from simple synthetic applications to complex real scientific parallel programs. The synthetic application was explained in the previous section, the three scientific applications used are:
• Sweep3D (3D Discrete Ordinates Neutron Transport): It solves a 1-group time-independent discrete ordinates (Sn) 3D cartesian (XYZ) geometry neutron transport problem. The XYZ geometry is represented by an IJK logically rectangular grid of cells [21] .
• SMG2000 (Semi-coarsening Multi-grid Solver): This is a parallel semi-coarsening multi-grid solver for the linear systems arising from finite difference, finite volume, or finite element discretizations of a diffusion equation on logically rectangular grids [22] .
• Parallel Ocean Program (POP): This is an ocean circulation model in which depth is used as the vertical coordinate. The model solves the three-dimensional primitive equations for fluid motions on the sphere under hydrostatic and Boussinesq approximations [23] . As previously stayed, an application input size affects the application performance in a scientific deterministic parallel application in different ways since the input is not usually a scalar. For example, the Sweep3D application input can change both the phase execution time and phase weight as well. In the Sweep3D case, we treat both dimensions separately. The test case Sweep3D-n varies the Sweep3D input data size and the Sweep3D-i changes the applications iterations. Table VII shows the results obtained for each application using our methodology to predict an unknown workload value while Table VI shows the applications, data ranges and unknown workload value to be predicted. We can see from the results that the Signature Execution Time (SET) is just a small fraction of the complete Application Execution Time (AET). Also the Predicted Application Execution Time (PAET) is very accurate with prediction errors that are in average below 4% and less than 7%. For most applications quadratic interpolation functions were used. Only for the synthetic application was a combination of linear and quadratic regression functions was used since it has two phases with different computational time complexity.
VII. CONCLUSIONS AND FUTURE WORK
In this paper we proposed a methodology to model the behavior of message passing parallel applications. Based on the concept of signatures we were able to build a model that allows us to accurately estimate the application execution time in different systems for different input data sizes (workloads).
Because the signature contains the most relevant phases of an application, measuring the phases' execution time and the phases' weights for different workloads allows us to use regression analysis to build functions that models the phases' behavior. Using interpolation methods we can estimate the phases' execution time and weight for any input data size.
The results obtained estimating the application's total execution time for a set of well-known parallel applications shows the effectiveness of our method. We were able to estimate the total execution time with an average error of 3.39%.
As future work, we plan to continue extending our methodology to cover other dimensions that affect an application behavior such as its scalability. An open question is if we can model how an application will perform if we increase the number of processes and use more cores to make computation. Also we want to support other parallel applications that communicate using shared memory and hybrid applications that use both message passing and shared memory.
