The response of bursting neurons to fluctuating inputs is usually hard to predict, due to their strong nonlinearity. For the same reason, decoding the injected stimulus from the activity of a bursting neuron is generally difficult. In this paper we propose a method describing (for neuron models) a mechanism of phase coding relating the burst onsets with the phase profile of the input current. This relation suggests that burst onset may provide a way for postsynaptic neurons to track the input phase. Moreover, we define a method of phase decoding to solve the inverse problem and estimate the likelihood of burst onset given the input state. Both methods are presented here in a unified framework, describing a complete coding-decoding procedure. This procedure is tested by using different neuron models, stimulated with different inputs (stochastic, sinusoidal, up, and down states). The results obtained show the efficacy and broad range of application of the proposed methods. Possible applications range from the study of sensory information processing, in which phase-of-firing codes are known to play a crucial role, to clinical applications such as deep brain stimulation, helping to design stimuli in order to trigger or prevent neural bursting.
I. INTRODUCTION
The activity of the brain cortex can be described as a superimposition of coordinated oscillations of different sets of neurons spanning a broad range of frequencies [1] . In the past two decades the phase of such oscillations, usually measured by global firing rate, local field potential (LFP), or electroencephalogram [2] , has been shown to correlate with a variety of brain functions. For instance, studies on communication through coherence [3] suggest that interactions between two areas are possible only when the activities in the two areas have the same phase relatively to the appropriate frequency band. Surely the phase of cortical network subthreshold oscillations (captured by LFP [4] ) defines the windows of opportunity for the incoming spikes to trigger a response in the local network, hence it is crucial to regulate information transmission. On the other hand, however, the subthreshold phase is not a neural feature that can be directly exploited for information transmission, since it is invisible to the other neurons unless it is associated with firing. It is the relationship between firing and phase that lies at the core of processes such as those observed in the hippocampus [5, 6] or the sensory cortex [7] [8] [9] . Modeling studies have proved that stimulus-dependent phase locking of firing can be reproduced with networks of leaky integrate and fire (LIF) neurons [10, 11] . However, also to ensure efficacy on postsynaptic neurons, in some neural structures such as the olfactory bulb [12] and the thalamus [13] , neurons tend to fire in a burst of spikes rather than with isolated action potentials. Both the olfactory bulb [14] and the thalamus [15] display indeed a phase locking between burst onsets and input phase that a simple LIF model cannot account for. A recent interesting modeling study [16] considers this locking and suggests that the way the LFP phase is converted into firing is through * flavio.stellino@edu.unige.it † alberto.mazzoni@sssup.it ‡ marco.storace@unige.it input-phase modulation of burst onset. The ability of bursts to encode the input phase is moreover proved to be qualitatively robust to the specific choice of bursting model [17] .
In this paper we introduce and validate a method able to give a complete analytical description of the way burst onset depends on the phase of the input (phase coding) but also to invert the problem and estimate the likelihood of burst onset given the input state (phase decoding). The phase coding part in particular provides a solution to the issue of whether the brain can exploit LFP information. We suggest that burst onset may be a way for postsynaptic neurons to track the LFP phase. The method is tested with three different neuron models able to generate bursts and with different kinds of inputs, including standard sinusoidal inputs but also inputs mimicking the transitions between up and down states [18] , since this transition has been shown to depend on the phase of the process [19, 20] .
II. METHODS
The proposed method is structured in three parts. The first part (phase coding) comprises a characterization of the neuron phase coding properties (done by stimulating the neuron with stochastic stimuli with different spectral features and recording the corresponding neuron responses), an analysis of the neuron responses with interburst interval (IBI) detection and extraction of a set of phase profiles (corresponding to the detected IBIs) that cause burst onset, and a consequent identification of the phase coding mechanism for the chosen neuron model.
We point out that this part can be viewed as a specific method per se and can be applied also without a subsequent decoding. Moreover, it allows highlighting the correlation between phase profiles of the input current and burst onset of the membrane potential, which is another element of this paper. The second part of the method is the phase decoding procedure. Finally, the third part is the identification of burst onset probability for a generic input phase profile.
FIG. 1. Block scheme describing at a glance the phase coding part of the method applied to obtain raster plots of the phase profiles. The input signal x(t) is filtered to obtain the current I (t), which is the input of both a two-compartment neuron model with active currents (reduced Traub model) (see Appendix A and [21] ) and a phase detection block (see Appendix D). From the neuron output V (t) we extract the spike times and then the IBIs. By combining this information with the phase detected from I (t), we obtain the phase profiles corresponding to IBIs. Finally, these phase profiles are ordered according to their lengths [the vectorL is defined in Eq. (2)] and represented in a raster plot.
The whole method is detailed in the following, by using as reference a pyramidal neuron model (the same considered in [16] ) with somatic and dendritic compartments [21] , described in detail in Appendix A. In this neuron model, bursting is induced by a persistent sodium current [see Eq. (A5)] and a slow potassium current [see Eq. (A6)] in the dendrite [22] .
A. Part 1: Phase coding
The phase coding part is described at a glance in Fig. 1 . Through the methods reported in Appendix B, we generate signals x(t) as realizations of stochastic processes [white noise, pink noise, brown noise, and Ornstein noise (see Appendix B)] characterized by null mean, standard deviation σ x (fixed for all processes), and different power spectral densities (PSDs), obtained as described in Appendix C, in the frequency band [1, 21] Hz. Then each signal x(t) is filtered through a finite impulse response (FIR) digital filter (of order 500, with Hamming window to reduce the spectral leakage) in partially overlapping frequency windows of bandwidth 4 Hz, i.e., [1, 5] , [3, 7] , [5, 9] , . . . , [17, 21] Hz, thus obtaining the synaptic input currents I (t).
The somatic membrane potential V (t) in response to I (t) is computed by integrating the considered model through the explicit Euler method with a fixed step of 20 μs. [3, 7] Hz (black lines).
This first step is necessary to characterize the chosen neuron model through input signals with frequency contents typical for LFPs. The method (besides the example of Fig. 3 ) requires that the stochastic stimulation is done by using all four of these synaptic inputs, in sequence.
As a second step, through a threshold-based spike-detection method, with a threshold of −20 mV, the interspike intervals (ISIs) are directly computed. From the ISI histogram, it is easy to detect two sets: shorter intraburst ISIs and longer IBIs. The first set is neglected and we focus on the second one.
For the kth IBI (k = 1, . . . ,N), we detect the starting time t [3, 7] Hz) synaptic input currents I (t) (black lines) in nA for white, pink, Ornstein, and brown noise, respectively. (e)-(h) PSDs (in dB) of the corresponding stochastic processes, both without filtering (light gray lines) and with filtering in the band [3, 7] Hz (black lines). Since the ordinate axis is common to each row, it is reported only in the leftmost figure. T and
, represented by gray horizontal segments in Fig. 3(c) . In the last step of the phase coding method, the phase profile ϕ I (t) of any input stimulus I (t) is detected through the method based on the Hilbert transform described in Appendix D.
The phase profile ϕ k related to the onset of the kth
as follows:
We point out that, at the end of each burst, the neuron memory is reset. For this reason, each phase profile can be expressed as a function of a relative time τ
Figure 3(a) shows a detail of an input stimulus I (t) (white noise filtered in the frequency band [3, 7] Hz), whose corresponding phase ϕ I (t) is shown in Fig. 3(b) . The black pieces of ϕ I (t) are the phase profiles ϕ k (t) in the kth IBI, detected from the corresponding neuronal response, shown in Fig. 3(c) . Sorting L in ascending order, we obtain the ordered vectorL
withl j l j +1 . The phase profiles are ordered accordingly. Figure 3 (d) shows the raster plot of phase profiles for the considered example. The regular structure of this panel evidences a correlation between the kth IBI length (time length of the nonwhite region for any k) and the corresponding phase profile [coded by colors (gray levels)], which we use to estimate the phase coding mechanism. The homologous raster plots of phase profiles, obtained with brown noise, Ornstein noise, and pink noise filtered in the frequency band [3, 7] Hz are shown in Figs. 4(a)-4(c), respectively. The three raster plots, as well as the raster plot in Fig. 3(d) , have a similar dynamics. For instance, they all display a doubling of the oscillation for IBI lengths higher than about 220 ms.
We assume that the possible IBI lengths are bounded by the edges ofL, i.e., they belong to the interval
Let I be the interval [0,l], with l ∈ , the circular interval [−π,π] (see Appendix E), and the (circular) space of continuous input phase profiles ϕ : I −→ that make the neuron activate a burst at τ = l ∈ . Remember that the variable τ is used to denote the time relative to the beginning of an IBI, i.e., for any IBI of length l ∈ , τ ∈ I.
The sorted IBI length vectorL has components belonging (by construction) to the interval . The corresponding sequence of sorted phase profiles belongs to the functional space . [3, 7] Hz. Since the k axis is common to each row, it is shown only in the leftmost figure.
What we call phase coding is nothing but a many-to-one mapping that for any piece of input stimulus of length l ∈ corresponding to an IBI provides the corresponding phase profile ϕ ∈ . Since the same IBI length can be caused by different stimuli, all these stimuli will be coded by the same phase profile. However, we remark that in order to define a phase decoding, each length l must be one to one associated with a phase profile ϕ (i.e., this specific mapping must be invertible, as detailed in the following section).
B. Part 2: Phase decoding
The phase decoding procedure is based on the assumption that the phase coding mapping is invertible, i.e., for any l ∈ , there exists a unique corresponding phase profile ϕ(τ ). Now we describe how to obtain the decoding mapping from the data stored during the coding procedure. The phase decoding can be expressed in terms of the (bijective) map
which is the inverse of the phase coding mapping and is such that [l] = ϕ. Let λ l be a subinterval of lengths belonging to , differing at most by ε, and centered around l:
Assuming that l is a random variable, we can use the histogram of all the lengthsl k ∈ λ l to estimate the probability density function (PDF) f l (τ ) of λ l . Then the mean length of λ l can be computed directly from the histogram as the discrete version of the following expression:
Each interval λ l maps into the functional subspace φ l ⊆ , which contains phase profiles ϕ(t) (corresponding to burst onsets) with lengths belonging to λ l [see Fig. 5(a) ]. For any τ , ϕ(τ ) is a random variable (defined on the circular interval ) with time-variant PDFf l (ϕ,τ ), which can in turn be estimated from the available histograms for any τ . Therefore, any ϕ ∈ φ l can be interpreted as a nonstationary process with a time-variant PDFf l (ϕ,τ ) and can be characterized through first-order statistics. The circular mean and circular variance off l (ϕ,τ ) can be computed as follows (see Appendix E): [3, 7] Hz and corresponding raster plots of (b)μ l (τ ) (map ) and (c)σ l (τ ) (map σ ). Since the k axis is common to each row, it is shown only in the leftmost figure. ±πσ l aroundμ l (see Appendix E) to estimate the reliability ofμ l (τ ) for each τ . Figure 5 (a) shows the raster plot of phase profiles ϕ k (t), extracted from the neural response to stochastic stimulation obtained by using all the four kinds of stimuli considered, filtered in the band [3, 7] To complete the phase decoding method, we define the mapping in order to one-to-one associate any length l = μ l with the phase profileμ l (τ ), with the related confidence interval:
[
The uncertainty underlying this mapping is represented by another map σ , which relates l = μ l to the circular standard deviation profileσ l (τ ):
Figures 5(b) and 5(c) show the maps and σ in the example considered.
C. Part 3: Estimate of burst onset probability
The last part of the method is a procedure that allows estimating burst onset probability for a generic input phase profile ϑ(τ ) starting at the beginning of an IBI. Let
denote a part of ϑ(τ ), defined in the interval [0,l]. We want to estimate the probability of burst onset at τ = l, given a phase profile ϑ l . Letφ l be the phase profile that causes burst onset after an IBI length l, according to (9) :
Since is a metric space, we can always define the circular distance between ϑ l (τ ) andφ l (τ ) [according to Eq. (E5)]:
Hence D ∈ [0,1] and, for any length l, we can express the probability of burst onset at time τ for the neuron stimulated with an input with phase profile ϑ l (τ ) as
Indeed, if D[ϑ l ,φ l ] = 1 (maximum distance), the probability of burst onset at τ is r l (τ ) = 0, whereas if D[ϑ l ,φ l ] = 0 (i.e., ϑ l =φ l ), the probability is r l (τ ) = 1. However, we have to take into account the uncertainty of the decoding process through the circular standard deviation profile σ [l], which is usually higher in the central part of the IBIs, as shown in Fig. 5(c) . In order to redefine the circular distance to account for this uncertainty, it is reasonable to give a higher weight to the distances D corresponding to the lowest values ofσ l (τ ), since they correspond to the lowest uncertainty. The decoding reliability function χ l : [0,l] → [0,1] is defined as follows, for any τ ∈ [0,l]:
Therefore, we can define a weighting function W l (τ ), which represents the reliability of the probability of burst onset for any τ , given l,
such that 
Consequently, the phase-conditional time-dependent firing probability is redefined as follows:
Figure 7(a) shows the raster plot of r l (τ ) corresponding to the phase profiles ϕ k shown in Fig. 5(a) . We notice that r l (τ ) → 1 for τ → l and it is nonzero only for τ >l 1 (minimum IBI length). Observing phase profiles with l > 250 ms, ϕ(τ ) oscillates at least twice in . For instance, Fig. 7(b) shows two phase profiles corresponding to lengths l a (red curve) and l b (black curve): The similarity of the two profiles is apparent in the first 120 ms, which justifies the yellow (high probability of burst onset) segment around this τ value in Fig. 7(a) . More in general, a phase profile ϑ l (τ ) with l ∈ [120,200] ms is associated with high values (greater than 0.6) of r l (τ ); indeed, in this range the profileφ l (τ ) allows the burst onset also after a single phase oscillation. 
FIG. 8. Comparison of different kinds of raster plots (columns) for different frequency bands (rows)
. Raster plots of phase profiles ϕ k (τ ) (first column), circular mean phase profileμ l (τ ) (second column), circular standard deviation profileσ l (τ ) (third column), and phase-conditional firing probability r l (τ ) (fourth column) extracted from the neural response to stochastic stimulation with all four kinds of synaptic stimuli considered, filtered in the bands [1, 5] Hz (first row), [5, 9] Hz (second row), [9, 13] Hz (third row), [13, 17] Hz (fourth row), and [17, 21] Hz (last row). Since the τ axis (in ms) is common to all figures and the k axis is common to each row of figures, we show them only in the leftmost and bottom figures. The other figures keep only the axis ticks, as reference.
III. RESULTS
The proposed method has been tested with different inputs and neuron models. For the stochastic input, the parameters are detailed in Appendix B. The parameter ε has been set to 15 ms. The stimulation length is 1000 s.
A. Response to synaptic stimuli in other frequency bands
First of all, we describe the results obtained by employing the pyramidal neuron model with filtered stochastic stimulations in partially overlapping frequency windows of bandwidth 4 Hz, contained in the interval [1, 21] Hz. Panels in the first column of Fig. 8 , from top to bottom, show raster plots of ϕ k (τ ), obtained [as in Fig. 5(a) ] from the neural responses to stochastic stimuli in [1, 5] , [5, 9] , [9, 13] , [13, 17] , and [17, 21] Hz frequency bands, respectively. The corresponding maps and σ are shown in the second and third columns, respectively, whereas panels in the last column show the corresponding phase-conditional time-dependent burst onset probability r l (τ ).
These results evidence the correlation between input phase profiles in different frequency bands and burst onset timing in the corresponding neural responses. As expected, for higher input frequencies the number of phase oscillations in FIG. 9 . Raster plot of ϕ k (τ ) (first column),μ l (τ ) (second column),σ l (τ ) (third column), and r l (τ ) (fourth column) extracted from the neural response to stochastic stimulation obtained by using all four kinds of synaptic stimuli considered, filtered in the bands [3, 7] Hz for the pyramidal (first row), adaptive exponential integrate and fire (second row), and Izhikevich (third row) neuron models. See Fig. 8 caption about the axes.
(i.e., the number of oscillations needed to activate a burst) increases. Furthermore, highest values of decoding uncertainty are always located in the central part of the IBIs, i.e., far from bursts. The figure points out that the mean IBI value decreases (i.e., the burst are activated more frequently) by increasing the frequency band (it is 277 ms in [1, 5] Hz, 171 ms in [5, 9] Hz, 136 ms in [9, 13] Hz, 124 ms in [13, 17] Hz, and 115 ms in [17, 21] Hz), even if the related energy decreases, as apparent from Figs. 2(e)-2(h).
As a first check of the method robustness, we repeated the same test employing two other neuron models: the adaptive exponential integrate and fire model [23] and the Izhikevich model [24] . By applying the same stochastic stimulations, we obtained results (shown in Fig. 9 ) very similar to those of Fig. 8 , although these models are simpler than the pyramidal one.
B. Response to sinusoidal synaptic stimulus
As a second test, after identification of the maps and σ related to the frequency window [3, 7] Hz, we attempted to reconstruct the phase profile of a pure sinusoidal input, which caused burst onset. The results are summarized in Fig. 10 . Figure 10(a) shows a detail of the neural response to the synaptic input I (t) = A sin(2πf 0 t) [ Fig. 10(b) ] with amplitude A = 5 nA and frequency f 0 = 5 Hz (central value of the frequency band). The corresponding phase profile ϕ I (t) (detail) is shown in Fig. 10(c) , where, like in Fig. 3 , each black piece evidences a phase profile ϕ k that causes a burst onset; for this specific input, all the ϕ k (τ ) are identical, of length L. Then we can computeφ L (τ ) = [L], the phase profile of length L that should cause a burst onset according to the decoding map . Figure 10 (d) showsφ L (τ ) and ϕ k (τ ). The two profiles are very similar, since, due to the circular symmetry, the phase lag can be neglected. Finally, Fig. 10(e) shows r L (τ ), computed by Eq. (18) . As expected, r L (τ ) tends to 1 for τ tending to L.
C. Response to up-down states
As a final test, we checked if the proposed phase coding holds also for an up-down state input [18] . The input signal has two possible states: A 1 = 0.5 (up state) and A 0 = −0.5 (down state). The conditional probabilities of transition have been set as follows: For the up state to down state transition they are 0.001 for the first 12 ms of the up state, 0.02 from 12 to 160 ms, and then 0.25; for the down state to the up state transition they are 0.0003 for the first 12 ms of the down state, 0.003 from 12 to 55 ms, and then 0.03. To smooth the transitions, the obtained signal has been low-pass filtered with a FIR filter of order 300 and cutoff frequency of 4 Hz.
Observing the phase profiles ϕ k that cause burst onset, one can notice that, when the synaptic input has two (e.g., from up to down and back to up) or more transitions, the time length needed to cause burst onset is shorter than when the input is always up; this is evident in Fig. 11(a) , which shows a detail of the neuron response V (t) (black line) to the corresponding up-down state input I (t) (thick gray line). This suggests that burst onset timing in the considered model depends on the input phase profile and not on a simple integration of synaptic current (as for integrate-and-fire neuron models). Figures 11(b)-11(e) show the same plots [ϕ k , , σ , and r l (τ ), respectively] as in the other examples, related to phase coding and decoding of the considered up-down state input.
IV. DISCUSSION AND CONCLUSIONS
The first result of this paper is a possible mechanism of phase coding relating the burst onsets of a neuron to the phase profile of the input current. Moreover, we defined the corresponding method of phase decoding and a procedure to estimate the likelihood of burst onset given the input state. Our results evidenced that the proposed methods provide good performances with neuron models of different kinds (the two-compartment pyramidal neuron model, the adaptive exponential integrate and fire model, and the Izhikevich model) and also with input stimuli of different nature (stochastic, sinusoidal, up, and down states). The chosen stochastic stimulation reproduces in the band [1, 21] Hz the main typical features of low-frequency LFPs. In Sec. III C we simulated a neuron in a dynamic regime exhibiting up and down states, since this kind of activity involves large fluctuations of LFP and bursting activity [18] and is of obvious neurophysiological interest. However, we did not model any mechanism to originate such transitions (as was done, for instance, in [25, 26] ), but we simply designed an ad hoc stimulus to generate them. 
A. Limits of the proposed method
The method proposed in this paper critically depends on some assumptions and parameters. The first assumption (related to the phase coding method) is about the power of the stimuli, which must be high enough to induce bursting, but not too high to have a good distribution of IBI lengths. In other words, the more output behaviors of the neuron are excited by the generated input stimuli, the more efficient the coding procedure is.
The second assumption (related to the phase decoding) is concerned with the one-to-one association between phase profiles and lengths, implying also that the IBI maximum and minimum lengths must be among those measured during the coding. This is of course related once more to the richness of the stimuli used in the coding method. The degree of fulfillment of this assumption is measured by σ : The more fulfilled the assumption, the lower the circular variance.
About the parameters, the most critical to be set are ε (see Sec. II B) and σ x (see Appendix B). The parameter ε defines the amplitude of the subinterval λ l and then influences the statistics of the functional subspace φ l . By increasing ε, we increase the number of lengthsl k ∈ λ l , thus inducing both a smoother circular meanμ l (τ ) and a larger circular variance σ l (τ ), i.e., a larger uncertainty in estimating the burst onset probability. The chosen value of ε = 15 ms turned out to be a good trade-off between smoothness of map and limited uncertainty in map σ .
The parameter σ x is the standard deviation of the stochastic stimulus and influences its power. Consequently, σ x influences the IBI lengths: By decreasing σ x , the upper limit of becomes larger due to the presence of longer IBIs, which are associated with higher uncertainties. The chosen values of σ x turned out to be a good trade-off to both induce burst onset and have IBI lengths lower than 600 ms in most cases (and then not to high uncertainty in the map σ ).
B. Comparisons with previous works
In [16] the authors correlate the phase value of the input stimulus at the burst onset with the number of spikes per burst, i.e., they propose a spike-count-based coding. In this paper, on the contrary, the coding is based on the phase profiles causing the burst onset. In other words, the phase coding mechanism proposed in this paper is based on phase pattern matching, rather than on punctual phase information.
In [7] it was suggested that, in sensory coding through LFPs, phase plays a role more important than energy in terms of information coding. This is the core of our method, where phase profiles play a key role. Indeed, how the information contained in the phase of the LFP could be transmitted is still an open question. Even phase-of-firing codes assume that neurons receiving spikes are somehow aware of the LFP phase at which they were emitted. Here we showed how a robust and reliable association between input phase and burst onset can be identified, hence we propose that burst activity could be an effective way to inform postsynaptic neurons of the current phase of the LFP.
C. Neurophysiological validation and application
We adopted here the model of spiking neuron introduced in [21] , which is an efficient model of bursting neuron. To verify and possibly refine the model the following neurophysiological test could be designed: By injecting (in isolated neurons) current with selected spectral content while recording the membrane potential (and hence the spiking activity), the relationship between LFP phase and burst onset can be characterized and compared with the results presented here. Model parameters could then be tuned to match the bursting behavior of specific neuron types. The application of our results to neurophysiological studies is instead straightforward when investigating bursting dynamics in vivo with extracellular recordings. From an extracellular recording both LFP and spiking activity can be extracted [2, 27] . In standard conditions, LFP can be considered a first-order approximation of the average input to the local neurons [27, 28] , even if the set of neural dynamics contributing to LFP is much more complex [4] . Consequently, from a single extracellular recording both the phase of the input and the bursting activity can be identified and combined to derive a phenomenological description of phase coding mechanisms as described in Sec. III. 
