Abstract. This paper presents a brand-new Slovak text-to-speech system. It was developed within the framework of ARTIC system (primarily designed to synthesize Czech speech) with respect to the knowledge of Slovak language. Thus, statistical approach (using hidden Markov models) was employed to build an acoustic unit inventory of Slovak language in a fully automatic way. Both phonetic transcription and prosodic rules were proposed to convert an input text to its phonetic form and to estimate its suprasegmental features. As a result, a fully working text-tospeech system that converts an arbitrary Slovak text to the corresponding output speech was designed. The informal listening tests show the system is capable of producing speech of a high quality (with high level of intelligibility and good naturalness).
Introduction
Text-to-speech (TTS) synthesis is one of the most important tasks of computer speech processing. Nowadays, concatenative synthesis is the most widely used approach to speech synthesis. The current trend in this approach is to use large speech corpora and acoustic unit inventories to catch as many speech phenomena (i.e. spectral variations, prosodic variations, etc.) in segments of speech as possible. In the case of such large acoustic unit inventories the automation of the inventory creation process is necessary. Thanks to the automation, different inventories can be created very quickly. Thus, new voices and languages can be developed within a framework of a single TTS system. In modern integrating world (especially in view of the expanding European Union) multilingual TTS systems become more and more important and enjoy bigger and bigger popularity.
In [1, 2] , ARTIC, a modern TTS system was developed to synthesize Czech speech. Having been created on the principles mentioned above, it is capable of using different automatically built acoustic unit inventories. An important step towards multilinguality was achieved in [3] where a German voice was successfully designed within the ARTIC system. In this paper another language, Slovak, is modeled within the framework of ARTIC. The paper is organized as follows. Section 2 briefly introduces TTS system ARTIC. In Section 3 steps necessary to create a Slovak voice within the ARTIC system are described. Finally, Section 4 concludes the paper by summarizing the main findings and outlines our future work.
2 Text-to-Speech System ARTIC A brief introduction of the TTS System ARTIC is given in this Section. ARTIC (Artificial Talker in Czech) is a TTS system primarily designed to synthesize Czech speech. It is a corpus-based system that employs most widely used concatenative approach to speech synthesis [1] . The process of designing the synthesizer can be divided into two parts: the first part concerns the creation of the acoustic unit inventory, the second one takes care of text-to-speech conversion itself. The block diagram of ARTIC is shown in Figure 1 .
Nowadays, two Czech voices (female and male) are available. In [3] a German TTS module was successfully created within the ARTIC system. It should be emphasized that all voices (or language modules) were realized fully automatically in the same way as described further in the paper (with respect to the their language-dependent properties).
Acoustic Unit Inventory
Statistical approach to acoustic unit inventory construction was applied -a carefully designed large speech corpus collected from a single speaker [2] is used to create the inventory in a fully automatic way. A set of three-state left-to-right single-density crossword-triphone hidden Markov models (HMMs) was employed to model context-dependent phone-sized units (triphones) on the basis of the large speech corpus [1, [3] [4] [5] . The speech corpus consisted of both linguistic and speech data. As for linguistics, both orthographic and phonetic transcriptions of each sentence were used. Speech signals were represented by their waveforms and their spectral properties were described by vectors of Mel Frequency Cepstral Coefficients (MFCCs) calculated using 20 ms windowed speech signal with 4 ms shift. In the current system 12 MFCCs plus normalized energy together with the corresponding first, second and third differential coefficients (52 coefficients in total) were used. Glottal signals were also recorded along with the speech using an electroglottograph.
HMMs were initialized using both flat-start (all HMMs start with the same parameters) and bootstrap (some pre-segmented speech data are available to initialize each HMM individually) technique [4] . To make more robust models and to enable modeling triphones not present in the speech corpus, a clustering procedure was employed to tie similar triphones. This is very important for TTS synthesis since clustering ensures that an arbitrary triphone, i.e. arbitrary text, could be synthesized. Clustering can be performed at two different levels: model (phone) level or state (sub-phone) level. Listening tests revealed the superiority of the model-level clustering over the state-level one [3] . Viterbi algorithm is then used to align speech waveforms of each sentence from the speech corpus with a sequence of corresponding tied-triphone HMMs. As a result, triphonelevel segmentation of the speech corpus is produced [4, 5] . As the last step of the acoustic unit inventory creation process an off-line single instance selection was implemented to choose the "most representative" instance of every triphone. These instances are stored in the acoustic unit inventory and used later in on-line speech synthesis.
Text-to-speech
Text-to-speech module processes an arbitrary input text, converts it to its phonetic form (including prosodic feature estimation), and produces the output speech. Phonetic transcription of the input Czech text is done by rules [8, 1] . Recently, prosody generation module was designed for ARTIC [6] . It is able to carry out suprasegmental modulations of speech melody (i.e. fundamental frequency -F 0 contour), intensity (i.e. volume) and timing (i.e. phone duration). A set of 21 rules is used to control various prosodic characteristics (e.g. a baseline F0 contour, a slope of an overall declining melody tendency, shapes of all declining/ascending cadences, intensity modulations, duration changes, influence of word/sentence stress, etc.). As for the low-level synthesis, concatenative speech synthesis techniques can be employed to join speech units stored in the inventory. In fact, all standard concatenative techniques can be used in the system. OLA-like [1] and harmonic/noise-based (HNM) [7] synthesis methods have been implemented in the system so far. These methods use so-called pitch-marks, glottal closure instances (detected from glottal signals [2] ), to change the prosodic characteristics of synthesized speech.
Modeling the Slovak Voice
In this section we describe the problems of creating a voice in a new language -Slovak. We will deal with spoken form of Slovak (and mainly phonetics and phonology) and focus on the differences between Czech and Slovak, because Czech is the main language the TTS system ARTIC has been designed for. Furthermore, the process of the automatic Slovak acoustic inventory creation and text-to-speech synthesis (including phonetic transcription and prosody generation) will be detailed.
The Slovak Language
In this subsection we will describe the properties of Slovak language very briefly. We will limit ourselves to the phonetic (or phonologic) and prosodic featuresthe most important properties from text-to-speech synthesis point of view.
First of all, it should be said that being a Slavic language, Slovak is very similar to Czech in all linguistic aspects (unlike e.g. German [3] ). Phonetic forms of both languages are very similar to their orthographic forms (in fact, this feature is common to all Slavic languages). As a result, relatively simple phonetic transcription rules can be utilized to convert orthographic form (i.e. letters) to phonetic form (i.e. phones). Slovak phonetic transcription rules will be described in Section 3.3.
Despite the similarity between Czech and Slovak, there are some differences both in orthographic and phonetic forms. These differences should be taken into account when building the TTS system. As for orthography, there are some Slovak letters which are not used in written Czech (namelyä,ô, l ',ŕ,ĺ ).
Phonetic alphabet used in our Slovak TTS system consists of 54 phones, and is shown in Table 1 . It is based on unofficial Slovak SAMPA [11, 12] and Slovak phonetic publications (e.g. [10] Prosodic features of Slovak are very similar to Czech as well. Stress is always on the first syllable (with the exception of non-syllabic prepositions and some monosyllabic words) in both languages. It means that it does not have a phonological-distinctive function, though it can help distinguish words in continuous speech. Intonational and temporal characteristics are also almost identical in Czech and Slovak.
Inventory of Slovak Acoustic Units
When modeling or synthesizing speech, the first step usually consists of defining the basic phonetic inventory of a language in focus. We use 54 Slovak phones (see Section 3.1) for our text-to-speech purposes.
Concatenative speech synthesis techniques employ acoustic unit inventories. Nowadays, these inventories are very large and are usually designed automatically on the basis of a large speech corpus. This is the case of the TTS system described in Section 2. The Slovak speech corpus has basically the same structure as the "general" corpus presented in Section 2. Here, 7.012 Slovak sentences were collected. All the sentences were pronounced by a single female speaker. Both speech and glottal signals were recorded. The characteristics of the corpus, compared to the corpora of other languages, are shown in Table 2 . The speech corpus is used as a basis for speech unit modeling. Slovak speech units were modeled in the same way as in Section 2.1, i.e. three-state left-toright single-density crossword-triphone HMMs were employed to model Slovak acoustic units. Since no pre-segmented speech data were available, so called flatstart initialization was adopted. The clustering procedure was tuned to respect the features of spoken Slovak language. No experiments have been carried out to get optimal clustering results (i.e. minimum number of clustered units while maintaining the quality of synthetic speech) so far. Then, the automatic segmentation was performed to identify individual instances of each triphone in the speech corpus. Finally, the same simple instance selection procedure as described in Section 2.1 was implemented.
Slovak Text-to-Speech
Once again, the Slovak text-to-speech process fundamentally copies the general one described in Section 2.2. Of course, phonetic transcription rules (in the form of [8] ) specially designed for Slovak language were proposed. In the following text we will show just a couple of examples (in fact, more than 100 rules were defined in our system). 
where T DN L = t, d, n, l and ALV P AL = c, J\, J, L . The symbols < and > define a set of phones or letters. Many exceptions to this rule exist, especially in words of foreign origin. But there are also some domestic words (e.g. jeden, ziadni ) in which the rule must not be applied. Such words should be stored in a phonetic exception dictionary. In continuous speech, groups of consonants are subject of so-called voice assimilation -simply said, all consonants in a group are either voiced or unvoiced according to the last consonant in the group. The basic rules for voice assimilation have the form: The same prosodic rules as for Czech were applied to Slovak. Moreover, the values of coefficients in these rules were left unchanged. Although the resulting synthetic speech sounds good, better results (i.e. more natural speech) may be obtained by adjusting the coefficients.
As for low-level speech synthesis methods, the same techniques as mentioned in Section 2.2 were employed to synthesize Slovak.
Conclusion & Future Work
In this paper a new Slovak language module designed for the ARTIC TTS system was presented. When creating the module, we took advantage of the experience with other languages, especially Czech. The system uses an automatically built acoustic unit inventory and a set of both phonetic and prosodic rules to convert an input text to the corresponding speech. As a fully working TTS system was implemented, an arbitrary Slovak text can appear at the input of the system and the corresponding speech is produced. Although no comprehensive listening tests were carried out in the time of writing this paper, our simple informal listening tests showed a high level of intelligibility and a good naturalness of the synthetic speech. After Czech, German, and Slovak voices had been implemented within the ARTIC TTS system, the automatic HMM-based acoustic unit inventory construction process was definitely shown to be language-independent. Moreover, ARTIC can be called multilingual TTS system from now.
Since the first version of Slovak synthesis system has been designed so far, there are many parts which could be improved. There is no doubt synthetic speech could be even better. More detailed text processing (e.g. text normalization, proper text analysis avoiding ambiguous phonetization) should be worked out in the future. Prosodic rules should be tuned up to generate optimal suprasegmental characteristics of spoken Slovak. A data-based prosody model is also under construction now. Some improvements to the acoustic unit inventory construction process can be proposed as well by examining the influence of individual parameters of this process (e.g. unit-dependent HMM topology or speech parametrization) on the speech segmentation accuracy. Works on an algorithm for a dynamic on-line speech unit instance selection are also in progress now. Our future work will also comprise creating modules for other languages.
