This paper focuses on binary classification with reject option, enabling the classifier to detect and abstain hazardous decisions. While reject classification produces in more reliable decisions, there is a tradeoff between accuracy and rejection rate. Two type of rejection are considered: ambiguity and outlier rejection. The state of the art mostly handles ambiguity rejection and ignored outlier rejection. The proposed approach, referred as CONSUM, handles both ambiguity and outliers detection. Our method is based on a quadratic constrained optimization formulation, combining one-class support vector machines. An adaptation of the sequential minimal optimization algorithm is proposed to solve the minimization problem. The experimental study on both artificial and real world datasets exams the sensitivity of the CONSUM with respect to the hyper-parameters and demonstrates the superiority of our approach.
Introduction
One of the most interesting exploitation of the data is the construction of predictive classifiers [9] . For example, in genetic and molecular medicine, gene expression profiles can be used to differentiate different types of tumors with different outcomes and thus assist MD in the selection of an adapted therapeutic treatment if appropriate [20] . A huge number of methods from pattern recognition and machine learning have been developed and deployed on various domains. However, even though these methods produce classifiers with a good accuracy, these are often still insufficiently accurate to be used routinely. For example, a diagnostic or a choice of therapeutic strategy must be based on a very high confidence classifier; an error of the predictive model may lead to tragic consequences. A way of improving the reliability of such classifier is to use abstaining classifiers [12] also called reject classifier [19] or selective classifier [4] . Unlike standard classifiers that associate a predicted label to each example, only a subset of the examples are assigned to a class. Reject classifiers define a rejection region including the examples of which confidence is low [1, 18, 13, 7, 11] . While reject classifiers have a higher accuracy than the standard classifiers, there is a trade-off between accuracy and rejection rate [8] . The higher the classifier accuracy, the higher the rejection rate.
A contribution of this paper is to investigate and handle two types of rejection: the ambiguity rejection and the outlier rejection. The ambiguity rejection corresponds to the cases where an example is close to several classes, we cannot decide between these classes with a high confidence. The ambiguity rejection region is generally a small region containing the class boundaries. The outlier rejection corresponds to the cases where an example is far from all classes. The outlier rejection region is a large region surrounding all classes. Let us to illustrate the difference between these two types of rejection. Assumes that a hospital use a classifier to identify the lymphoblastic from the myelogenous leukemia of patients suffering from acute leukemia. A classifier gives a probability of 0.49 for lymphoblastic and 0.51 for myelogenous for a given patient. Although, the probability of myelogenous is the highest, this class cannot be assigned to the patient, the difference of probability is too low. This patient must be rejected by the classifier because no reliable diagnosis can be done. It is an ambiguity rejection. Let another patient file be far from the distribution of both lymphoblastic and myelogenous. The patient is considered as an outlier and must be also rejected. It is likely that this patient has not an acute leukemia and should pass tests for other types of leukemia. It is a outlier rejection.
In this paper we propose a new approach of classification with reject option that defines both the outlier and ambiguity rejection regions. Section 2 introduces the formal background and the state of the art. Section 3 is an overview of CONSUM, together with the appropriate optimization algorithm for scalability on large datasets. Experiments are reported and discussed in section 4 shows. Conclusion and perspectives for future researches are given in section 5.
Classification with Reject Option
Let a binary classification problem with a training set T = {(x 1 , y 1 ), ..., (x N , y N )} where x i ∈ R d and y i ∈ {−1, +1}. A reject classifier is a function that returns a class for each example Ψ : R d → {−1, +1, R}, R represents the reject class including two subclasses R a and R d for ambiguity and outlier rejection. An example can be positive, negative or an outlier (belongs to none of the two classes). When we use a reject classifier on test examples, 12 different classification results are possible (three actual classes × four predicted classes). To each of these cases a cost is associated (table 1). The cost of a good classification is zero. λ F P and λ F N stand for the cost for false positive and false negative. λ ON and λ OP are the costs for assigning respectively the positive or negative class to an outlier, usually we set λ ON = λ F N and λ OP = λ F P . Finally λ Ra is the cost of ambiguity rejection. λ Rd is the cost for rejecting a positive or negative example as an outlier. Usually the costs of ambiguity and outlier rejection are equal λ Ra = λ Rd . Note that, in principle, classifying the ambiguity rejection class to an outlier is
