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Abstract
Consider the interior transmission problem arising in inverse boundary value problems for the diffu-
sion equation with discontinuous diffusion coefficients. We prove the unique solvability of the interior
transmission problem by constructing its Green function. First, we construct a local parametrix for the
interior transmission problem near the boundary in the Laplace domain, by using the theory of pseudo-
differential operators with a large parameter. Second, by carefully analyzing the analyticity of the local
parametrix in the Laplace domain and estimating it there, a local parametrix for the original parabolic
interior transmission problem is obtained via the inverse Laplace transform. Finally, using a partition
of unity, we patch all the local parametrices and the fundamental solution of the diffusion equation to
generate a global parametrix for the parabolic interior transmission problem, and then compensate it to
get the Green function by the Levi method. The uniqueness of the Green function is justified by using
the duality argument, and then the unique solvability of the interior transmission problem is concluded.
We would like to emphasize that the Green function for the parabolic interior transmission problem is
constructed for the first time in this paper. It can be applied for active thermography and diffuse optical
tomography modeled by diffusion equations to identify an unknown inclusion and its physical property.
Keywords: Inverse problem; Interior transmission problem; Diffusion equation; Solvability.
MSC(2000): 35R30, 35K05.
1 Introduction
Interior transmission problem plays an important role in inverse scattering theory for inhomogeneous media.
It is a non-classical boundary value problem for a pair of partial differential equations in a bounded domain
coupled on the boundary. There are many works on interior transmission problems for elliptic equations; see,
for example, [2–9, 11, 12, 17–21, 23, 27, 28, 31–33], studying the solvability of interior transmission problems
for different kinds of inhomogeneous media, the existence and efficient computations of the transmission
eigenvalues, and their applications to inverse scattering problems. Recently, it was found in [15, 22] that
interior transmission problems are closely related to the invisibility cloak in acoustic and electromagnetic
wave scattering.
As we explained in our paper [24], the interior transmission problem for the diffusion equation naturally
arises in inverse boundary value problems for the diffusion equation with discontinuous coefficients when we
consider a reconstruction method called the linear sampling method. More explicitly, the problem arises
1
from studying the solvability of the so-called Neumann-to-Dirichlet map (ND map) equation, which plays a
central role in the linear sampling method for reconstructing unknown inclusions inside a diffusive medium
from boundary measurements. Let D be an inclusion compactly embedded in the diffusive medium. Assume
that the diffusion coefficients of D and the background are k and 1, respectively. We assume for simplicity
that k is a constant with k > 1. Suppose that D ⊂ Rn (n = 2, 3) is a bounded domain with C∞ smooth
boundary ∂D. Then the interior transmission problem (ITP) for the diffusion equation is described by the
following initial boundary value problem:

(∂t −∆)v = 0 in DT := D × (0, T ),
(∂t − k∆)u = 0 in DT := D × (0, T ),
v − u = f on (∂D)T := ∂D × (0, T ),
∂νv − k∂νu = g on (∂D)T := ∂D × (0, T ),
v = u = 0 at t = 0,
(1.1)
where ν is the unit outer normal vector to ∂D. In general, the interior transmission problem may have
inhomogeneous terms in the equations.
One may think that the interior transmission problem is a special problem attached to the linear sampling
method for the aforementioned inverse boundary value problem. We would like to show by giving a general
example that this is not true. Let us consider D as a heat conductor with thermal conductivity c located
in an open air with thermal conductivity c0. Put some heat source p(x, t) over the time interval (0, T ) and
let it radiate. Then the temperature u = u(x, t) generated by this heat source satisfies the following initial
value problem: {
∂tu−∇ · (γ∇u) = p in R3 × (0, T ),
u = 0 at t = 0,
(1.2)
where γ = c0 + (c− c0)χD with χD being the characteristic function of D. Suppose we can measure
u
∣∣
(∂D)T
, ∂γu := ν · (c∇u)
∣∣
(∂D)T
= c∂νu
∣∣
(∂D)T
, (1.3)
and consider the problem of identifying the unknown conductivity c from this measurement. That is, for two
unknowns c1 and c2, show that they are equal if we have u1 = u2 and c1∂νu1 = c2∂νu2 on (∂D)T , where
uj (j = 1, 2) satisfies {
(∂t − cj∆)uj = p in DT ,
uj = 0 at t = 0.
(1.4)
Combining (1.4) with the measurement (1.3) for u = uj (j = 1, 2), we have an interior transmission problem
for (u1, u2) in DT .
In (1.1), we assume that f = g = 0 at t = 0 and f, g satisfy certain regularity assumption; say
f ∈ H1((0, T ); H3/2(∂D)) and g ∈ H1((0, T ); H1/2(∂D)). Then we can remove f and g so that we have
homogeneous boundary conditions and inhomogeneous terms in the equations. So we are led to the following
parabolic interior transmission problem:

(∂t −∆)v = N1 in DT ,
(∂t − k∆)u = N2 in DT ,
v − u = 0 on (∂D)T ,
∂νv − k∂νu = 0 on (∂D)T ,
v = u = 0 at t = 0.
(1.5)
In this paper, we will show the unique solvability of (1.5) by constructing its Green function; see Section
4 for the definition of the meaning of the unique solvability of (1.5). In order to define the Green function G
2
for (1.5), let
Fℓ :=
(
(2 − ℓ)δ(x− y, t− s), (ℓ− 1)δ(x− y, t− s)
)
with y ∈ D, s ∈ (0, T ) (1.6)
for ℓ = 1, 2. Define the distribution Kℓ(x, t; y, s) =
(
Gℓ(x, t; y, s), Hℓ(x, t; y, s)
)
∈ D ′(DT × DT ) as the
solution of the initial boundary value problem (1.5) with (N1, N2) = Fℓ such that Kℓ(x, t; y, s) = (0, 0) for
0 < t < s when we fix (y, s) ∈ DT . Then the Green function is expressed by the matrix
G :=
(
(K1)
T, (K2)
T
)
=
(
G1 G2
H1 H2
)
, (1.7)
where “T” denotes the transpose. Based on this observation, we perform the construction of the Green
function in the following way. First, we construct a local parametrix for (1.5) near the boundary, by studying
(1.5) with (N1, N2) = Fℓ. To this end, we consider the interior transmission problem in the Laplace domain

(τ −∆)Gℓ = (2− ℓ)e
−τsδ(x− y) in D,
(τ − k∆)Hℓ = (ℓ − 1)e−τsδ(x− y) in D,
Gℓ −Hℓ = 0 on ∂D,
∂νGℓ − k∂νHℓ = 0 on ∂D.
(1.8)
Here τ ∈ C denotes the Laplace variable in a sector of C where |τ | can become large (see Definition 2.1 and
Section 3). By using the theory of pseudo-differential operators with a large parameter [30], we construct
a local parametrix for (1.8) in a neighborhood of x0 ∈ ∂D, which is analytic with respect to τ in some
restricted domain and has a good estimate. This leads us to a local parametrix for (1.5) near the boundary
via the inverse Laplace transform. Second, using a partition of unity, we patch all the local parametrices
and the fundamental solution of the diffusion equation to generate a global parametrix for (1.5), and then
compensate it to obtain the desired Green function by the Levi method. Finally, we show the uniqueness of
the Green function by the duality argument.
The novelty and new contributions of the present work are as follows. First, by showing the solvability of
the interior transmission problem (1.5) as a by-product of the construction of its Green function, we could
clearly clarify the solvability of the ND map equation, which strengthens our theoretical analysis on the
sampling method proposed in [24]. Second, our argument of constructing the Green function for (1.5) is new
and it is efficient to see its principal part very clearly. The argument is a adaptation of Seeley’s argument
[29] for elliptic boundary value problems to interior transmission problems for diffusion equations. In [16]
one of the authors of this paper showed how to adapt Seeley’s argument to construct the Green function for
the elliptic interior transmission problem assuming its unique solvability. Concerning the construction of a
local parametrix for the Green function, the argument in [16] is much more simple than the direct application
of Seeley’s argument. Since in our case we are studying the unique solvability of (1.5) via constructing its
Green function, we have to compensate a parametrix to obtain the Green function without using the unique
solvability. We could achieve it by using the Levi method. Here we remark that the solvability of (1.5) is the
consequence of the existence of its Green function and it is not available beforehand. In addition, our argument
gives the leading part of the Green function very clearly, which can be utilized to analyze the asymptotic
behavior of the indicator function of the linear sampling method which is a non-iterative reconstruction
method for inverse boundary value problems for parabolic equations, since the indicator function is closely
related to the corresponding Green function [13, 16, 25, 26, 34]. Let us show the background about this in
more details.
Let Ω be a thermal conductor and D an inclusion inside the conductor. The thermal conductivities of Ω
and D are 1 and k, respectively. For any given heat flux g, the temperature u(x, t) satisfies the following
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initial-boundary value problem: 

(∂t −∇ · k∇)u = 0 in DT ,
(∂t −∆)u = 0 in (Ω \D)T ,
u|− − u|+ = 0 on (∂D)T ,
k∂νu|− − ∂νu|+ = 0 on (∂D)T ,
∂νu = g on (∂Ω)T ,
u = 0 at t = 0,
(1.9)
where ν on ∂D (or ∂Ω) is the unit normal vector directed into the exterior of D (or Ω). Here the subscripts
“+” and “−” indicate the trace taken from the exterior and interior of D, respectively. The inverse problem
is to identify the unknown inclusion D from the Neumann-to-Dirichlet map ΛD. As studied in [24, 34], we
can characterize the boundary of D by solving the Neumann-to-Dirichlet map gap equation
(ΛD − Λ∅)g = G
Ω
(y, s)(x, t), (1.10)
where Λ∅ is the Neumann-to-Dirichlet map when D = ∅, and G
Ω
(y, s)(x, t) := G
Ω(x, t; y, s) is the Green
function for the heat operator ∂t − ∆ in ΩT with homogeneous Neumann boundary condition on (∂Ω)T .
Then, for y ∈ D and s ∈ (0, T ), the equation (1.10) has a solution if and only if the interior transmission
problem 

(∂t −∆)v = 0 in DT ,
(∂t −∇ · k∇)w = 0 in DT ,
w − v = GΩ(y, s)(x, t) on (∂D)T ,
k∂νw − ∂νv = ∂νGΩ(y, s)(x, t) on (∂D)T ,
w = 0 at t = 0,
v = 0 at t = 0
(1.11)
is solvable with the solution w and v satisfying the equations (∂t −∇ · γ∇)w = 0 and (∂t −∆)v = 0 in ΩT ,
respectively, where γ = 1+ (k − 1)χD. Moreover, if g is the solution to (1.10), we let v satisfy (∂t −∆)v = 0
in ΩT with zero initial condition and the boundary data ∂νv|(∂Ω)T = g. Then we have
v = GD(y, s)(x, t)−G
Ω
(y, s)(x, t) in DT , (1.12)
where GD(y, s)(x, t) meets 

(∂t −∇ · k∇)HD(y, s) = 0 in DT ,
(∂t −∆)GD(y, s) = δ(x − y) δ(t− s) in DT ,
HD(y, s) −G
D
(y, s) = 0 on (∂D)T ,
k∂νH
D
(y, s) − ∂νG
D
(y, s) = 0 on (∂D)T ,
HD(y, s) = 0 at t = 0,
GD(y, s) = 0 at t = 0.
(1.13)
We clearly see that the solution (GD(y, s), H
D
(y, s)) to (1.13) is the second column of the Green matrix (1.7).
For more details, we can see the reference [34].
The paper is organized as follows. In Section 2, we construct a local parametrix for the interior trans-
mission problem in the Laplace domain by studying (1.8). Some lengthy details appear in the appendix.
Then, in Section 3, taking the inverse Laplace transform of this parametrix, we obtain a local parametrix for
(1.5) with some estimates. In Section 4, using a partition of unity, we patch the local parametrices and the
fundamental solution of the diffusion equation so that we have a global parametrix for (1.5). This parametrix
can be compensated to generate the Green function by the Levi method. In Section 5, the uniqueness of the
Green function is justified, and the unique solvability of (1.5) is summarized. Finally, in Section 6, we give
some concluding remarks.
4
2 Construction of a local parametrix in the Laplace domain
In this section, we construct a local parametrix for the interior transmission problem in the Laplace domain by
studying (1.8). Our argument is based on the theory of pseudo-differential operators with a large parameter.
We only consider the case of n = 3. The construction of the local parametrix is performed as follows. First,
we locally flatten the boundary ∂D by a coordinate transformation, and transform (1.8) locally into an elliptic
system (2.1) defined in a half space. Then, for solving (2.1), we equivalently solve the transmission problem
(2.4)–(2.6). The solution (G±ℓ , H
±
ℓ ) to this transmission problem is obtained by regarding the functions G
±
ℓ
and H±ℓ as Schwartz kernels of the corresponding pseudo-differential operators. Thus, we are led to determine
the amplitudes of the pseudo-differential operators, which is accomplished in Theorem 2.3.
Let us first locally flatten the boundary ∂D near a point x0 ∈ ∂D by a coordinate transformation
Φx0 : U(x0) → R
3 with Φx0(x0) = 0, where U(x0) is an open neighbourhood of x0 in R
3. Under this
coordinate transformation, we can locally express ∂D and D by ∂D = {ξ3 = 0} and D = {ξ3 < 0},
respectively, in terms of the local coordinates ξ = (ξ1, ξ2, ξ3). Denote by J := ∇xξ the Jacobian of the
coordinate transformation. Define M = (mjl)3×3 := JJ
T and J := det (∇ξx). Without loss of generality,
we assume J > 0 by fixing the orientation of ∂D considered as a manifold. Let ξ = Φx0(x), η = Φx0(y),
G
♯
ℓ(ξ) = Gℓ(Φ
−1
x0 (ξ)), H
♯
ℓ(ξ) = Hℓ(Φ
−1
x0 (ξ)). Then from (1.8) we locally have

PG♯ℓ := τG
♯
ℓ − J
−1(ξ)∇ξ · (J (ξ)M∇ξG
♯
ℓ) = (2− ℓ)e
−τsJ −1(η)δ(ξ − η) in R3−,
QH♯ℓ := τH
♯
ℓ − kJ
−1(ξ)∇ξ · (J (ξ)M∇ξH
♯
ℓ ) = (ℓ− 1)e
−τsJ −1(η)δ(ξ − η) in R3−,
G
♯
ℓ −H
♯
ℓ = 0 on ∂R
3
−,
e3 ·M∇ξG
♯
ℓ − ke3 ·M∇ξH
♯
ℓ = 0 on ∂R
3
−,
(2.1)
where R3− := {(ξ1, ξ2, ξ3) ∈ R
3 : ξ3 < 0} and ∂R3− := {(ξ1, ξ2, ξ3) ∈ R
3 : ξ3 = 0}. P and Q are strongly
elliptic second order operators on Φx0(U(x0)) ∩ R
3
− with smooth coefficients. We extend them to the whole
R3− without destroying their strong ellipticity and the smoothness of their coefficients. Hence, we will look
for (G♯ℓ, H
♯
ℓ ) which satisfies (2.1) in the whole R
3
−.
In the sequel, for convenience, we will still use the notations Gℓ, Hℓ, x, y in the local coordinates system,
instead of G♯ℓ, H
♯
ℓ , ξ, η. Let y = (y1, y2, y3) ∈ R
3
− with y3 near to 0. To clarify the dependency of Gℓ and
Hℓ on y, we denote them by Gℓ(x, y) and Hℓ(x, y), respectively, where we have suppressed τ . We further
represent them in the forms:
Gℓ(x, y) =
{
G+ℓ (x, y), if x3 − y3 > 0,
G−ℓ (x, y), if x3 − y3 < 0,
(2.2)
and
Hℓ(x, y) =
{
H+ℓ (x, y), if x3 − y3 > 0,
H−ℓ (x, y), if x3 − y3 < 0.
(2.3)
Then G±ℓ and H
±
ℓ satisfy the equations
PG±ℓ = QH
±
ℓ = 0 for ± (x3 − y3) > 0, x3 < 0, (2.4)
the transmission conditions on x3 = y3

G+ℓ = G
−
ℓ ,
H+ℓ = H
−
ℓ ,
e3 ·M(x)∇(G
+
ℓ −G
−
ℓ ) = −(2− ℓ)e
−τsJ −1(y) δ(x′ − y′),
ke3 ·M(x)∇(H
+
ℓ −H
−
ℓ ) = −(ℓ− 1)e
−τsJ −1(y) δ(x′ − y′)
(2.5)
5
with x′ = (x1, x2), y
′ = (y1, y2), and the boundary conditions on x3 = 0{
G+ℓ = H
+
ℓ ,
e3 ·M(x)∇G
+
ℓ = ke3 ·M(x)∇H
+
ℓ .
(2.6)
We note that solving (2.1) is equivalent to solving (2.2)–(2.6). Also, the transmission conditions on x3 = y3
are coming from the two equations in (2.1). The functions G±ℓ and H
±
ℓ will be obtained as Schwartz kernels
of pseudo-differential operators with symbols in S(∞) which is given as follows.
Definition 2.1 For m ∈ R, a(x′, ξ′, τ) is in S(m) if the followings hold:
(1) a(x′, ξ′, τ) ∈ C∞(R2x′ × R
2
ξ′ × Σ(ξ
′));
(2) For arbitrary multi-indices α, β ∈ Z2+ with Z+ := N ∪ {0}, there exists a constant Cα, β > 0 such that
|Dαx′D
β
ξ′a(x
′, ξ′, τ)| ≤ Cα, β〈ξ
′, τ〉m−|β|, (x′, ξ′, τ) ∈ R2x′ × R
2
ξ′ × {Σ(ξ
′) ∩ {|τ | > 1}},
where 〈ξ′, τ〉2 = 1 + |ξ′|2 + |τ | and Σ(ξ′) := {σ + reiθ : r > 0, θ1 < θ < θ2} with some constants σ, , θ1, θ2
depending on ξ′.
We call a a symbol of order m. Further, we define S(∞) by S(∞) =
⋃
m∈R S(m).
If a(x′, ξ′, τ) = a(x′, ξ′, τ ; x3, y, s) depends on the parameters x3 ∈ R− := {x3 : x3 < 0}, y ∈ R
3
− :=
{y = (y′, y3) ∈ R3 : y3 < 0} and s ∈ (0, T ), the above estimate has to be held uniformly with respect to them.
For simplicity, we write a(x, ξ′, τ) = a(x′, ξ′, τ ; x3) and a(x, ξ
′, τ ; y, s) = a(x′, ξ′, τ ; x3, y, s).
For a(x′, ξ′, τ) ∈ S(∞), define the pseudo-differential operator a(x′, Dξ′ , τ) by
(
Op(a)ϕ
)
(x′, τ) =
(
a(x′, Dξ′ , τ)ϕ
)
(x′, τ) = (2π)−2
∫
R2
eix
′·ξ′a(x′, ξ′, τ) (Fϕ)(ξ′) dξ′, (2.7)
where
(Fϕ)(ξ′) =
∫
R2
e−ix
′·ξ′ϕ(x′) dx′
is the Fourier transform of ϕ(x′) ∈ C∞0 (R
2). Associated with S(m) and S(∞), we define S[m] := {Op(a) :
a ∈ S(m)} and S[∞] :=
⋃
m∈R S[m], respectively.
Consider the operator
P = −∇ · (M(x)∇) −W · ∇+ τ = D · (M(x)D) − iW ·D + τ,
where W = (w1, w2, w3)
T := J−1M(x)∇J and D = −i∇ = (D1, D2, D3) =: (Dx′ , D3). Rewrite P into
the form
P =
2∑
m=0
Pm(x, Dx′ , τ)D
2−m
3 ,
where each Pm is a partial differential operator of order m with respect to x′ depending on x3 and τ ,
and it can be considered as a pseudo-differential operator in S[m]. Hence, P can be viewed as a second
order ordinary differential operator with respect to x3 with coefficients in S[∞] and it is denoted by P =
P(x3, D3; x′, Dx′ , τ). Decompose P into
P = p2 + p1
with
p2(x3, D3; x
′, Dx′ , τ) = m33(x)D
2
3 + 2
2∑
j=1
m3j(x)DjD3 +
2∑
j,l=1
mjl(x)DjDl + τ,
6
p1(x3, D3; x
′, Dx′ , τ) = −
(
i
3∑
j=1
∂xjmj3(x) + iw3(x)
)
D3 −
(
i
3∑
j=1
2∑
l=1
∂xjmjl(x)Dl + i
2∑
j=1
wj(x)Dj
)
,
and expand each coefficient of p1, p2; say p(x, Dx′ , τ) ∈ S[∞], into its Taylor series around x3 = y3. That
is, expand p(x, ξ′, τ) into
p(x, ξ′, τ) =
∞∑
j=0
(j!)−1(x3 − y3)
j(∂jx3p)(x
′, y3, ξ
′, τ).
For our further arguments, we introduce the concept of order for the symbols in S(∞).
Definition 2.2 The multiplications by ξ1, ξ2, τ
1/2 and D3 are regarded as operators of order 1, the multi-
plication by x3 − y3 is regarded as an operator of order −1, and Dx′ is regarded as an operator of order 0.
The actual meaning of the order is as follows. If a(x, ξ′, τ) ∈ S(m) such that
Dαx′D
β
ξ′a(x, ξ
′, τ)〈ξ′, τ〉−(m−|β|)eδ〈ξ
′, τ〉|x3−y3| with x′, ξ′ ∈ R2, x3 ≤ 0, τ ∈ {Σ(ξ
′) ∩ {|τ | > 1}}
is bounded for small δ > 0 and each α, β ∈ Z2+, then we have for j = 1, 2 that
|Dαx′D
β
ξ′(ξja(x, ξ
′, τ))|, |τ1/2Dαx′D
β
ξ′a(x, ξ
′, τ)|, |D3D
α
x′D
β
ξ′a(x, ξ
′, τ)| ≤ 〈ξ′, τ〉m−|β|+1e−δ
′〈ξ′, τ〉|x3−y3|,
|(x3 − y3)D
α
x′D
β
ξ′a(x, ξ
′, τ)| ≤ 〈ξ′, τ〉m−|β|−1e−δ
′〈ξ′, τ〉|x3−y3|,
|Dx′D
α
x′D
β
ξ′a(x, ξ
′, τ)| ≤ 〈ξ′, τ〉m−|β|e−δ
′〈ξ′, τ〉|x3−y3|
for any (x′, ξ′, τ) ∈ R2x′ × R
2
ξ′ × {Σ(ξ
′) ∩ {|τ | > 1}} with some constant δ′ > 0.
If a(x′, ξ′, τ) = a(x′, ξ′, τ ; x3, y, s) depends on the parameters x3 ∈ R−, y ∈ R
3
−, s ∈ (0, T ), the above
estimates have to be held uniformly with respect to them.
We introduce the notations aℓ, bℓ, dℓ, eℓ and Aℓ, Bℓ, Dℓ, Eℓ as follows.
aℓ =
∑∞
L=0 aℓ,−1−L with e
iy′·ξ′aℓ,−1−L ∈ S(−1− L) is the amplitude of the pseudo-differential operator
G+ℓ defined by
(G+ℓ ϕ)(x) = (2π)
−2
∫
R2
∫
R2
eix
′·ξ′aℓ(x, ξ
′, τ ; y, s)ϕ(y′) dy′dξ′, ϕ(y′) ∈ C∞0 (R
2). (2.8)
It holds that
0 = (PG+ℓ ϕ)(x) = (2π)
−2
∫
R2
∫
R2
eix
′·ξ′Aℓ(x, ξ
′, τ ; y, s)ϕ(y′) dy′dξ′
with
Aℓ(x, ξ
′, τ ; y, s) =
∑
α
(α!)−1∂αξ′P(x, ξ
′, τ)Dαx′aℓ(x, ξ
′, τ ; y, s).
The Schwartz kernel G+ℓ (x, y) with y = (y
′, y3) ∈ R
3
−, y3 < x3 ≤ 0 and the suppressed parameter τ is given
by
G+ℓ (x, y) = (2π)
−2
∫
R2
eix
′·ξ′aℓ(x, ξ
′, τ ; y, s) dξ′. (2.9)
We will use a truncated sum for aℓ. Note that (2.9) differs from the usual definition of Schwartz kernel, but
we shall see later that aℓ(x, ξ
′, τ ; y, s) has the factor e−iy
′·ξ′ . Actually, each eiy
′·ξ′aℓ,−1−L ∈ S(−1−L) has
a further property. That is, it can be analytically extended with respect to (ξ′, τ) with τ = iη to L2µ with
some estimates (see Section 3).
We arrange Aℓ(x, ξ′, τ ; y, s) in terms of the order as follows:
Aℓ =
∞∑
l=0
Aℓ,1−l,
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where ordAℓ,1−l = 1− l, and Aℓ,1−l can be explicitly expressed; see, for example,
Aℓ,1 = p
(0)
2,0aℓ,−1,
Aℓ,0 =
∑
j+k+|α|=1
(x3 − y3)
jp
(α)
2,jD
α
x′aℓ,−1−k + p
(0)
1,0aℓ,−1
= p
(0)
2,0aℓ,−2 +
∑
j+|α|=1
(x3 − y3)
jp
(α)
2,jD
α
x′aℓ,−1 + p
(0)
1,0aℓ,−1
with p
(α)
l,j = ∂
j
x3∂
α
ξ′pl(x
′, y3, ξ
′, τ), l = 1, 2, j ∈ Z+, α ∈ Z2+. We require {aℓ,−1−L}
∞
L=0 to satisfy Aℓ,1−l = 0
for l = 0, 1, · · · .
Similarly, we define the amplitudes bℓ, dℓ and eℓ of G
−
ℓ , H
+
ℓ and H
−
ℓ . Also, corresponding to Aℓ, we
define the notations Bℓ, Dℓ and Eℓ for bℓ, dℓ and eℓ, respectively. Then we have the following representations
of the amplitudes.
Theorem 2.3 Let M1 =M |x3=y3 and M
0 =M |x3=0. Apply these notations even for their components, for
example, m133 = m33|x3=y3 , m
0
33 = m33|x3=0. Define

λ± := (m
1
33)
−1

−i 2∑
j=1
m13jξj ±
√√√√m133(
2∑
j,l=1
m1jlξjξl + τ)− (
2∑
j=1
m13jξj)
2

 ,
µ± := (m
1
33)
−1

−i 2∑
j=1
m13jξj ±
√√√√m133(
2∑
j,l=1
m1jlξjξl +
τ
k
)− (
2∑
j=1
m13jξj)
2

 ,
(2.10)
where the real parts of the square roots in λ± and µ± are positive. Then we have
aℓ =
∞∑
L=0
aℓ,−1−L, bℓ =
∞∑
L=0
bℓ,−1−L, dℓ =
∞∑
L=0
dℓ,−1−L, eℓ =
∞∑
L=0
eℓ,−1−L
for ℓ = 1, 2, where
aℓ,−L = (2− ℓ)
2L−2∑
l=0
fLl,1(x3 − y3)
l exp (λ+x3 − λ−y3 − τs− iy
′ · ξ′)
+(ℓ− 1)
2L−2∑
l=0
fLl,2(x3 − y3)
l exp (λ+x3 − µ−y3 − τs− iy
′ · ξ′)
+(2− ℓ)
2L−2∑
l=0
fLl,3(x3 − y3)
l exp (λ−x3 − λ−y3 − τs− iy
′ · ξ′) , (2.11)
bℓ,−L = (2− ℓ)
2L−2∑
l=0
fLl,1(x3 − y3)
l exp (λ+x3 − λ−y3 − τs− iy
′ · ξ′)
+(ℓ− 1)
2L−2∑
l=0
fLl,2(x3 − y3)
l exp (λ+x3 − µ−y3 − τs− iy
′ · ξ′)
+(2− ℓ)
2L−2∑
l=0
fLl,4(x3 − y3)
l exp (λ+x3 − λ+y3 − τs− iy
′ · ξ′) , (2.12)
dℓ,−L = (2− ℓ)
2L−2∑
l=0
fLl,5(x3 − y3)
l exp (µ+x3 − λ−y3 − τs− iy
′ · ξ′)
8
+(ℓ− 1)
2L−2∑
l=0
fLl,6(x3 − y3)
l exp (µ+x3 − µ−y3 − τs− iy
′ · ξ′)
+(ℓ− 1)
2L−2∑
l=0
fLl,7(x3 − y3)
l exp (µ−x3 − µ−y3 − τs− iy
′ · ξ′) , (2.13)
and
eℓ,−L = (2− ℓ)
2L−2∑
l=0
fLl,5(x3 − y3)
l exp (µ+x3 − λ−y3 − τs− iy
′ · ξ′)
+(ℓ− 1)
2L−2∑
l=0
fLl,6(x3 − y3)
l exp (µ+x3 − µ−y3 − τs− iy
′ · ξ′)
+(ℓ− 1)
2L−2∑
l=0
fLl,8(x3 − y3)
l exp (µ+x3 − µ+y3 − τs− iy
′ · ξ′) (2.14)
with ord fLl,j = l−L for j = 1, · · · , 8. In the above formulae, all f
L
l,j’s can be explicitly given in the following
proof. Actually, fLl,j’s for L = 1 are given in (2.23) with A1, A2, B1, B2 defined in (2.22). For general L ≥ 2,
fLl,j’s are determined by Fl,j in (2.34)–(2.35) and A5, A7, B5, B7 defined in (A.8), (A.10).
Proof. We prove the result by induction on L. At first, let us find aℓ,−1, bℓ,−1, dℓ,−1 and eℓ,−1. It
implies from Aℓ,1 = Bℓ,1 = Dℓ,1 = Eℓ,1 = 0 that
p
(0)
2,0aℓ,−1 = p
(0)
2,0bℓ,−1 = q
(0)
2,0dℓ,−1 = q
(0)
2,0eℓ,−1 = 0, (2.15)
where
p
(0)
2,0 = m
1
33∂
2
x3 + 2i
2∑
j=1
m13jξj∂x3 −

 2∑
j,l=1
m1jlξjξl + τ

 ,
q
(0)
2,0 = km
1
33∂
2
x3 + 2ik
2∑
j=1
m13jξj∂x3 −

k 2∑
j,l=1
m1jlξjξl + τ

 .
The solutions to the above ordinary differential equations (2.15) can be expressed as
aℓ,−1 = C1 exp (λ+x3) + C2 exp (λ−x3) ,
bℓ,−1 = C3 exp (λ+x3) ,
dℓ,−1 = C4 exp (µ+x3) + C5 exp (µ−x3) ,
eℓ,−1 = C6 exp (µ+x3) .
Notice here that we took bℓ,−1 and eℓ,−1 satisfying lim
x3→−∞
bℓ,−1 = lim
x3→−∞
eℓ,−1 = 0. From the transmission
conditions and boundary conditions, we have
aℓ,−1 − bℓ,−1 = 0, ie3 ·M
1
(
ξ′
D3
)
(aℓ,−1 − bℓ,−1) = −(2− ℓ)J
−1(y) exp (−τs− iy′ · ξ′) on x3 = y3,
dℓ,−1 − eℓ,−1 = 0, ike3 ·M
1
(
ξ′
D3
)
(dℓ,−1 − eℓ,−1) = −(ℓ− 1)J
−1(y) exp (−τs− iy′ · ξ′) on x3 = y3,
aℓ,−1 − dℓ,−1 = 0, ie3 ·M
0
(
ξ′
D3
)
aℓ,−1 = ike3 ·M
0
(
ξ′
D3
)
dℓ,−1 on x3 = 0.
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From these conditions, we can easily derive the following system of equations for constants Cj (1 ≤ j ≤ 6):
C1 exp (λ+y3) + C2 exp (λ−y3)− C3 exp (λ+y3) = 0, (2.16)
λ+C1 exp (λ+y3) + λ−C2 exp (λ−y3)− λ+C3 exp (λ+y3)
= −(2− ℓ)(m133)
−1J−1(y) exp (−τs− iy′ · ξ′) , (2.17)
C4 exp (µ+y3) + C5 exp (µ−y3)− C6 exp (µ+y3) = 0, (2.18)
µ+C4 exp (µ+y3) + µ−C5 exp (µ−y3)− µ+C6 exp (µ+y3)
= −(ℓ− 1)(km133)
−1J−1(y) exp (−τs− iy′ · ξ′) , (2.19)
C1 + C2 − C4 − C5 = 0, (2.20)
(i
2∑
j=1
m03jξj + λ+m
0
33)C1 + (i
2∑
j=1
m03jξj + λ−m
0
33)C2
= k(i
2∑
j=1
m03jξj + µ+m
0
33)C4 + k(i
2∑
j=1
m03jξj + µ−m
0
33)C5. (2.21)
By (2.16)–(2.19), we obtain
C2 =
(2 − ℓ)J−1(y) exp (−τs− iy′ · ξ′)
m133(λ+ − λ−)
exp (−λ−y3) ,
C5 =
(ℓ − 1)J−1(y) exp (−τs− iy′ · ξ′)
km133(µ+ − µ−)
exp (−µ−y3) .
Define 

A1 :=
J −1(y)
m133(λ+ − λ−)
,
B1 :=
J−1(y)
km133(µ+ − µ−)
,
A2 :=
{
k(i
2∑
j=1
m03jξj + µ+m
0
33)− (i
2∑
j=1
m03jξj + λ+m
0
33)
}−1
×(λ− − λ+)m033A1,
B2 :=
{
k(i
2∑
j=1
m03jξj + µ+m
0
33)− (i
2∑
j=1
m03jξj + λ+m
0
33)
}−1
{(i
2∑
j=1
m03jξj + λ+m
0
33)− k(i
2∑
j=1
m03jξj + µ−m
0
33)}B1.
(2.22)
Note that ordAj = ordBj = −1 for j = 1, 2. Then we derive from (2.20) and (2.21) that
C4 = (2− ℓ)A2 exp (−λ−y3 − τs− iy
′ · ξ′) + (ℓ− 1)B2 exp (−µ−y3 − τs− iy
′ · ξ′) ,
and therefore
C1 = C4 − (2− ℓ)A1 exp (−λ−y3 − τs− iy
′ · ξ′) + (ℓ− 1)B1 exp (−µ−y3 − τs− iy
′ · ξ′)
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= (2− ℓ)(−A1 +A2) exp (−λ−y3 − τs− iy
′ · ξ′) + (ℓ− 1)(B1 +B2) exp (−µ−y3 − τs− iy
′ · ξ′) .
Thus, we have
C3 = (2− ℓ)(−A1 + A2) exp (−λ−y3 − τs− iy
′ · ξ′) + (ℓ − 1)(B1 + B2) exp (−µ−y3 − τs− iy
′ · ξ′)
+(2− ℓ)A1 exp (−λ+y3 − τs− iy
′ · ξ′) ,
C6 = (2− ℓ)A2 exp (−λ−y3 − τs − iy
′ · ξ′) + (ℓ − 1)B2 exp (−µ−y3 − τs − iy
′ · ξ′)
+(ℓ− 1)B1 exp (−µ+y3 − τs− iy
′ · ξ′) .
So we finally obtain 

aℓ,−1 = (2− ℓ)(−A1 +A2) exp (λ+x3 − λ−y3 − τs− iy′ · ξ′)
+(ℓ− 1)(B1 +B2) exp (λ+x3 − µ−y3 − τs− iy′ · ξ′)
+(2− ℓ)A1 exp (λ−x3 − λ−y3 − τs − iy′ · ξ′) ,
bℓ,−1 = (2− ℓ)(−A1 +A2) exp (λ+x3 − λ−y3 − τs− iy′ · ξ′)
+(ℓ− 1)(B1 +B2) exp (λ+x3 − µ−y3 − τs− iy′ · ξ′)
+(2− ℓ)A1 exp (λ+x3 − λ+y3 − τs− iy
′ · ξ′) ,
dℓ,−1 = (2− ℓ)A2 exp (µ+x3 − λ−y3 − τs− iy′ · ξ′)
+(ℓ− 1)B2 exp (µ+x3 − µ−y3 − τs− iy′ · ξ′)
+(ℓ− 1)B1 exp (µ−x3 − µ−y3 − τs− iy′ · ξ′) ,
eℓ,−1 = (2− ℓ)A2 exp (µ+x3 − λ−y3 − τs− iy′ · ξ′)
+(ℓ− 1)B2 exp (µ+x3 − µ−y3 − τs− iy′ · ξ′)
+(ℓ− 1)B1 exp (µ+x3 − µ+y3 − τs− iy′ · ξ′) .
(2.23)
These show that (2.11)–(2.14) are true for L = 1.
We would like to give an important remark here.
Remark 2.4
(i) Ignoring the transmission conditions at x3 = y3, we have the Lopatinskii matrix for C1 and C4 whose
determinant is non-zero, by setting C2 = C5 = 0 in (2.20) and (2.21). In order to clarify the principal part
of parametrices Gℓ = G
♯
ℓ and Hℓ = H
♯
ℓ , we have included the transmission conditions at x3 = y3 for the
fundamental solutions of the partial differential operators P and Q, respectively.
(ii) A1 exp (λ−x3 − λ−y3 − τs− iy′ · ξ′) in (aℓ,−1, bℓ,−1) and B1 exp (µ+x3 − µ+y3 − τs− iy′ · ξ′) in (dℓ,−1, eℓ,−1)
give the principal parts of the fundamental solutions of P and Q, respectively.
Next, let us prove for the case L = 2. From Aℓ,0 = Bℓ,0 = Dℓ,0 = Eℓ,0 = 0, we know that
p
(0)
2,0aℓ,−2 = −
∑
j+|α|=1
(x3 − y3)
jp
(α)
2,jD
α
x′aℓ,−1 − p
(0)
1,0aℓ,−1 =: Θaℓ ,
p
(0)
2,0bℓ,−2 = −
∑
j+|α|=1
(x3 − y3)
jp
(α)
2,jD
α
x′bℓ,−1 − p
(0)
1,0bℓ,−1 =: Θbℓ ,
q
(0)
2,0dℓ,−2 = −
∑
j+|α|=1
(x3 − y3)
jq
(α)
2,j D
α
x′dℓ,−1 − q
(0)
1,0dℓ,−1 =: Θdℓ ,
q
(0)
2,0eℓ,−2 = −
∑
j+|α|=1
(x3 − y3)
jq
(α)
2,j D
α
x′eℓ,−1 − q
(0)
1,0eℓ,−1 =: Θeℓ .
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Note that
Θaℓ = −
[
(x3 − y3)∂x3p2|x3=y3 − i
2∑
j=1
∂ξjp2|x3=y3∂xj + p1|x3=y3
]
aℓ,−1,
and Θbℓ , Θdℓ , Θeℓ can be expressed analogously. From the forms of aℓ,−1, bℓ,−1, dℓ,−1 and eℓ,−1, we have
Θaℓ = (2− ℓ)
1∑
l=0
El,1(x3 − y3)
l exp (λ+x3 − λ−y3 − τs− iy
′ · ξ′)
+(ℓ− 1)
1∑
l=0
El,2(x3 − y3)
l exp (λ+x3 − µ−y3 − τs− iy
′ · ξ′)
+(2− ℓ)
1∑
l=0
El,3(x3 − y3)
l exp (λ−x3 − λ−y3 − τs− iy
′ · ξ′) ,
Θbℓ = (2 − ℓ)
1∑
l=0
El,1(x3 − y3)
l exp (λ+x3 − λ−y3 − τs− iy
′ · ξ′)
+(ℓ− 1)
1∑
l=0
El,2(x3 − y3)
l exp (λ+x3 − µ−y3 − τs− iy
′ · ξ′)
+(2− ℓ)
1∑
l=0
El,4(x3 − y3)
l exp (λ+x3 − λ+y3 − τs− iy
′ · ξ′) ,
Θdℓ = (2− ℓ)
1∑
l=0
El,5(x3 − y3)
l exp (µ+x3 − λ−y3 − τs− iy
′ · ξ′)
+(ℓ− 1)
1∑
l=0
El,6(x3 − y3)
l exp (µ+x3 − µ−y3 − τs − iy
′ · ξ′)
+(ℓ− 1)
1∑
l=0
El,7(x3 − y3)
l exp (µ−x3 − µ−y3 − τs− iy
′ · ξ′) ,
Θeℓ = (2− ℓ)
1∑
l=0
El,5(x3 − y3)
l exp (µ+x3 − λ−y3 − τs− iy
′ · ξ′)
+(ℓ− 1)
1∑
l=0
El,6(x3 − y3)
l exp (µ+x3 − µ−y3 − τs− iy
′ · ξ′)
+(ℓ− 1)
1∑
l=0
El,8(x3 − y3)
l exp (µ+x3 − µ+y3 − τs− iy
′ · ξ′) ,
where El,j can be computed explicitly and ordEl,j = l for l = 0, 1 and j = 1, · · · , 8.
According to the form of Θaℓ , aℓ,−2 can be expressed as
aℓ,−2 =
3∑
j=1
a
j
ℓ,−2, a
j
ℓ,−2 = αj
2∑
l=0
Fl,j(x3 − y3)
l exp (βjx3 − δjy3 − τs− iy
′ · ξ′) for j = 1, 2, 3
satisfying
p
(0)
2,0a
j
ℓ,−2 = αj
1∑
l=0
El,j(x3 − y3)
l exp (βjx3 − δjy3 − τs− iy
′ · ξ′) ,
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where α1 = α3 = 2− ℓ, α2 = ℓ−1, β1 = β2 = λ+, β3 = δ1 = δ3 = λ− and δ2 = µ−. From the above equation,
we can express Fl,j in terms of El,j :
F2,j =
E1,j
4γj(βjm133 + i
2∑
j=1
m13jξj)
, (2.24)
F1,j =
E0,j − 2γjm133F2,j
2γj(βjm133 + i
2∑
j=1
m13jξj)
, (2.25)
where
γj :=
{
1, 1 ≤ j ≤ 4,
k, 5 ≤ j ≤ 8,
and ordFl,j = l − 2 for l = 1, 2. We do the same calculations for bℓ,−2, dℓ,−2 and eℓ,−2. Then we have
aℓ,−2 = (2− ℓ)
{ 2∑
l=1
Fl,1(x3 − y3)
l + C1
}
exp (λ+x3 − λ−y3 − τs− iy
′ · ξ′)
+(ℓ− 1)
{ 2∑
l=1
Fl,2(x3 − y3)
l + C2
}
exp (λ+x3 − µ−y3 − τs− iy
′ · ξ′)
+(2− ℓ)
{ 2∑
l=1
Fl,3(x3 − y3)
l + C3
}
exp (λ−x3 − λ−y3 − τs− iy
′ · ξ′) , (2.26)
bℓ,−2 = (2− ℓ)
{ 2∑
l=1
Fl,1(x3 − y3)
l + C4
}
exp (λ+x3 − λ−y3 − τs− iy
′ · ξ′)
+(ℓ− 1)
{ 2∑
l=1
Fl,2(x3 − y3)
l + C5
}
exp (λ+x3 − µ−y3 − τs− iy
′ · ξ′)
+(2− ℓ)
{ 2∑
l=1
Fl,4(x3 − y3)
l + C6
}
exp (λ+x3 − λ+y3 − τs− iy
′ · ξ′) , (2.27)
dℓ,−2 = (2− ℓ)
{ 2∑
l=1
Fl,5(x3 − y3)
l + C7
}
exp (µ+x3 − λ−y3 − τs− iy
′ · ξ′)
+(ℓ− 1)
{ 2∑
l=1
Fl,6(x3 − y3)
l + C8
}
exp (µ+x3 − µ−y3 − τs− iy
′ · ξ′)
+(ℓ− 1)
{ 2∑
l=1
Fl,7(x3 − y3)
l + C9
}
exp (µ−x3 − µ−y3 − τs− iy
′ · ξ′) , (2.28)
eℓ,−2 = (2− ℓ)
{ 2∑
l=1
Fl,5(x3 − y3)
l + C10
}
exp (µ+x3 − λ−y3 − τs− iy
′ · ξ′)
+(ℓ− 1)
{ 2∑
l=1
Fl,6(x3 − y3)
l + C11
}
exp (µ+x3 − µ−y3 − τs− iy
′ · ξ′)
+(ℓ− 1)
{ 2∑
l=1
Fl,8(x3 − y3)
l + C12
}
exp (µ+x3 − µ+y3 − τs− iy
′ · ξ′) , (2.29)
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where Cj (j = 1, · · · , 12) are constants with respect to x3. From the following transmission and boundary
conditions:
aℓ,−2 − bℓ,−2 = 0, ie3 ·M
1
(
ξ′
D3
)
(aℓ,−2 − bℓ,−2) = 0 on x3 = y3, (2.30)
dℓ,−2 − eℓ,−2 = 0, ike3 ·M
1
(
ξ′
D3
)
(dℓ,−2 − eℓ,−2) = 0 on x3 = y3, (2.31)
aℓ,−2 − dℓ,−2 = 0, ie3 ·M
0
(
ξ′
D3
)
aℓ,−2 = ike3 ·M
0
(
ξ′
D3
)
dℓ,−2 on x3 = 0, (2.32)
we can derive a system of linear equations for Cj (j = 1, · · · , 12).
Looking at the structures of aℓ,−2, bℓ,−2, dℓ,−2 and eℓ,−2, we only have six substantial unknowns, namely,
C3, C9, (2 − ℓ)C1 exp (−λ−y3) + (ℓ − 1)C2 exp (−µ−y3), (2 − ℓ)C4 exp (−λ−y3) + (ℓ − 1)C5 exp (−µ−y3) +
(2 − ℓ)C6 exp (−λ+y3), (2 − ℓ)C7 exp (−λ−y3) + (ℓ − 1)C8 exp (−µ−y3) and (2 − ℓ)C10 exp (−λ−y3) + (ℓ −
1)C11 exp (−µ−y3)+(ℓ−1)C12 exp (−µ+y3). Hence, aℓ,−2, bℓ,−2, dℓ,−2 and eℓ,−2 can be uniquely determined,
and the details will be shown in the appendix.
Suppose that (2.11)–(2.14) are true for L ≥ 2. We will show that they also hold for L+ 1. Note that
Aℓ,1−L = p
(0)
2,0aℓ,−1−L +
∑
j+k+|α|=L
k≤L−1
(α!)−1(j!)−1(x3 − y3)
jp
(α)
2,jD
α
x′aℓ,−1−k
+
∑
j+k+|α|=L−1
(α!)−1(j!)−1(x3 − y3)
jp
(α)
1,jD
α
x′aℓ,−1−k
+
∑
j+k=L−2
(j!)−1(x3 − y3)
jp
(0)
0,jaℓ,−1−k. (2.33)
Then Aℓ,1−L = 0 implies that
p
(0)
2,0aℓ,−1−L = −
L−1∑
k=0
[ ∑
j+k+|α|=L
(α!)−1(j!)−1(x3 − y3)
jp
(α)
2,jD
α
x′aℓ,−1−k
+
∑
j+k+|α|=L−1
(α!)−1(j!)−1(x3 − y3)
jp
(α)
1,jD
α
x′aℓ,−1−k
]
−
∑
j+k=L−2
(j!)−1(x3 − y3)
jp
(0)
0,jaℓ,−1−k
=: Θ1−Laℓ .
From the form of aℓ,−1−k, we know that Θ
1−L
aℓ
is the sum of (2 − ℓ) exp (λ+x3 − λ−y3 − τs− iy
′ · ξ′), (ℓ −
1) exp (λ+x3 − µ−y3 − τs− iy′ · ξ′) and (2 − ℓ) exp (λ−x3 − λ−y3 − τs− iy′ · ξ′) with (2L − 1)-th degree’s
polynomials in x3 − y3 as the coefficients of exponentials. That is,
Θ1−L
aℓ
= (2 − ℓ)
2L−1∑
l=0
El,1(x3 − y3)
l exp (λ+x3 − λ−y3 − τs− iy
′ · ξ′)
+(ℓ− 1)
2L−1∑
l=0
El,2(x3 − y3)
l exp (λ+x3 − µ−y3 − τs− iy
′ · ξ′)
+(2− ℓ)
2L−1∑
l=0
El,3(x3 − y3)
l exp (λ−x3 − λ−y3 − τs− iy
′ · ξ′) ,
where ordEl,j = l+ 1− L for j = 1, 2, 3. So we have
aℓ,−1−L =
3∑
j=1
a
j
ℓ,−1−L, a
j
ℓ,−1−L = αj
2L∑
l=0
Fl,j(x3 − y3)
l exp (βjx3 − δjy3 − τs− iy
′ · ξ′) , j = 1, 2, 3
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satisfying
p
(0)
2,0a
j
ℓ,−1−L = αj
2L−1∑
l=0
El,j(x3 − y3)
l exp (βjx3 − δjy3 − τs− iy
′ · ξ′) ,
where α1 = α3 = 2 − ℓ, α2 = ℓ− 1, β1 = β2 = λ+, β3 = δ1 = δ3 = λ− and δ2 = µ−. We can express Fl,j in
terms of El,j :
F2L,j =
E2L−1,j
4L(βjm133 + i
2∑
j=1
m13jξj)
, (2.34)
Fl+1,j =
El,j − (l + 2)(l + 1)m
1
33Fl+2,j
2(l + 1)(βjm133 + i
2∑
j=1
m13jξj)
, (2.35)
where ordFl+1,j = l − L for l = 0, 1, · · · , 2L− 1. Therefore, we have
aℓ,−1−L = (2− ℓ)
{ 2L∑
l=1
fL+1l,1 (x3 − y3)
l + C1
}
exp (λ+x3 − λ−y3 − τs− iy
′ · ξ′)
+(ℓ− 1)
{ 2L∑
l=1
fL+1l,2 (x3 − y3)
l + C2
}
exp (λ+x3 − µ−y3 − τs− iy
′ · ξ′)
+(2− ℓ)
{ 2L∑
l=1
fL+1l,3 (x3 − y3)
l + C3
}
exp (λ−x3 − λ−y3 − τs− iy
′ · ξ′) ,
where fL+1l,j = Fl,j for l = 1, · · · , 2L and j = 1, 2, 3. In the same way, we can get the similar expressions for
bℓ,−1−L, dℓ,−1−L and eℓ,−1−L as follows:
bℓ,−1−L = (2− ℓ)
{ 2L∑
l=1
fL+1l,1 (x3 − y3)
l + C4
}
exp (λ+x3 − λ−y3 − τs− iy
′ · ξ′)
+(ℓ− 1)
{ 2L∑
l=1
fL+1l,2 (x3 − y3)
l + C5
}
exp (λ+x3 − µ−y3 − τs − iy
′ · ξ′)
+(2− ℓ)
{ 2L∑
l=1
fL+1l,4 (x3 − y3)
l + C6
}
exp (λ+x3 − λ+y3 − τs− iy
′ · ξ′) ,
dℓ,−1−L = (2 − ℓ)
{ 2L∑
l=1
fL+1l,5 (x3 − y3)
l + C7
}
exp (µ+x3 − λ−y3 − τs− iy
′ · ξ′)
+(ℓ− 1)
{ 2L∑
l=1
fL+1l,6 (x3 − y3)
l + C8
}
exp (µ+x3 − µ−y3 − τs− iy
′ · ξ′)
+(ℓ− 1)
{ 2L∑
l=1
fL+1l,7 (x3 − y3)
l + C9
}
exp (µ−x3 − µ−y3 − τs − iy
′ · ξ′) ,
eℓ,−1−L = (2− ℓ)
{ 2L∑
l=1
fL+1l,5 (x3 − y3)
l + C10
}
exp (µ+x3 − λ−y3 − τs− iy
′ · ξ′)
+(ℓ− 1)
{ 2L∑
l=1
fL+1l,6 (x3 − y3)
l + C11
}
exp (µ+x3 − µ−y3 − τs− iy
′ · ξ′)
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+(ℓ− 1)
{ 2L∑
l=1
fL+1l,8 (x3 − y3)
l + C12
}
exp (µ+x3 − µ+y3 − τs − iy
′ · ξ′) ,
where fL+1l,j are determined from Ei,j (l = 1, · · · , 2L, i = 0, 1, · · · , 2L − 1, j = 1, · · · , 8) in Θm (m =
bℓ, dℓ, eℓ) like (2.34) and (2.35). To determine the constants Cj (j = 1, · · · , 12), we use the transmission
conditions on x3 = y3 and the boundary conditions x3 = 0, namely,
aℓ,−1−L − bℓ,−1−L = 0, ie3 ·M
1
(
ξ′
D3
)
(aℓ,−1−L − bℓ,−1−L) = 0 on x3 = y3,
dℓ,−1−L − eℓ,−1−L = 0, ike3 ·M
1
(
ξ′
D3
)
(dℓ,−1−L − eℓ,−1−L) = 0 on x3 = y3,
aℓ,−1−L − dℓ,−1−L = 0, ie3 ·M
0
(
ξ′
D3
)
aℓ,−1−L = ike3 ·M
0
(
ξ′
D3
)
dℓ,−1−L on x3 = 0.
These equations lead to a system of equations for Cj (j = 1, · · · , 12), which has only six substantial unknowns
as for L = 2. This system can be solved through the same process as we did for L = 2 in Appendix 1. Then
we have the following expressions:
aℓ,−1−L = (2− ℓ)
{ 2L∑
l=1
fL+1l,1 (x3 − y3)
l + (A5 +A7)
}
exp (λ+x3 − λ−y3 − τs− iy
′ · ξ′)
+(ℓ− 1)
{ 2L∑
l=1
fL+1l,2 (x3 − y3)
l + (B5 +B7)
}
exp (λ+x3 − µ−y3 − τs− iy
′ · ξ′)
+(2− ℓ)
{ 2L∑
l=1
fL+1l,3 (x3 − y3)
l +
fL+11,3 − f
L+1
1,4
λ+ − λ−
}
exp (λ−x3 − λ−y3 − τs− iy
′ · ξ′) ,
bℓ,−1−L = (2− ℓ)
{ 2L∑
l=1
fL+1l,1 (x3 − y3)
l + (A5 + A7)
}
exp (λ+x3 − λ−y3 − τs− iy
′ · ξ′)
+(ℓ− 1)
{ 2L∑
l=1
fL+1l,2 (x3 − y3)
l + (B5 +B7)
}
exp (λ+x3 − µ−y3 − τs− iy
′ · ξ′)
+(2− ℓ)
{ 2L∑
l=1
fL+1l,4 (x3 − y3)
l +
fL+11,3 − f
L+1
1,4
λ+ − λ−
}
exp (λ+x3 − λ+y3 − τs− iy
′ · ξ′) ,
dℓ,−1−L = (2− ℓ)
{ 2L∑
l=1
fL+1l,5 (x3 − y3)
l +A7
}
exp (µ+x3 − λ−y3 − τs− iy
′ · ξ′)
+(ℓ− 1)
{ 2L∑
l=1
fL+1l,6 (x3 − y3)
l +B7
}
exp (µ+x3 − µ−y3 − τs − iy
′ · ξ′)
+(ℓ− 1)
{ 2L∑
l=1
fL+1l,7 (x3 − y3)
l +
fL+11,7 − f
L+1
1,8
µ+ − µ−
}
exp (µ−x3 − µ−y3 − τs− iy
′ · ξ′) ,
eℓ,−1−L = (2− ℓ)
{ 2L∑
l=1
fL+1l,5 (x3 − y3)
l +A7
}
exp (µ+x3 − λ−y3 − τs− iy
′ · ξ′)
+(ℓ− 1)
{ 2L∑
l=1
fL+1l,6 (x3 − y3)
l +B7
}
exp (µ+x3 − µ−y3 − τs− iy
′ · ξ′)
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+(ℓ− 1)
{ 2L∑
l=1
fL+1l,8 (x3 − y3)
l +
fL+11,7 − f
L+1
1,8
µ+ − µ−
}
exp (µ+x3 − µ+y3 − τs− iy
′ · ξ′) ,
where ordAi = ordBi = −1−L for i = 5, 7 and ord f
L+1
l,j = l− 1−L for j = 1, · · · , 8. Thus, we have shown
(2.11)–(2.14) for L+ 1. The proof of the theorem is complete. ✷
Once we have determined the amplitudes aℓ, bℓ, dℓ, eℓ, the corresponding pseudo-differential operators
and their Schwartz kernels can be expressed in terms of (2.8) and (2.9), respectively.
3 Construction of a local parametrix for parabolic ITP
In this section, we construct a local parametrix for the parabolic interior transmission problem (1.5) by taking
the inverse Laplace transform of (G±ℓ , H
±
ℓ ) given in the last section. The error estimates coming from the
truncation of the amplitudes are derived. We only show how to handle G+1 , since the arguments for the
others are the same. To proceed, we need the following result given in [1, 10]:
Lemma 3.1 For each ρ ≥ 0, let g(ξ′, η, ρ) be a holomorphic function of (ξ′, η) in L2µ ⊂ C
2 × C for some
µ > 0 with
L2µ =
{
(ξ′, η) ∈ C2 × C : Im η < µ(|Re η|+ |Re ξ′|2)− µ−1|Im ξ′|2
}
.
Assume that
|g(ξ′, η, ρ)| ≤ C(|ξ′|+ |η|1/2)κ exp[−cρ(|ξ′|+ |η|1/2)] (3.1)
for (ξ′, η) ∈ L2µ, κ ≤ 0 and ρ ≥ 0. Set

G(x′, t; ρ) = (2π)−2
∫
R2
eix
′·ξ′
∫ ∞−iq
−∞−iq
eitηg(ξ′, η, ρ) dη dξ′, ρ > 0,
G(x′, t; 0) = lim
ρ↓0
G(x′, t; ρ),
where q = q(ξ′) is an arbitrary positive number such that (ξ′, η) with η = γ − iq (γ ∈ R) is in L2µ. Then we
have
|G(x′, t; ρ)| ≤ c1t
−κ
2
−2 exp
[
− c2
|x′|2 + ρ2
t
]
, x′ ∈ R2, t > 0, ρ ≥ 0, (3.2)
where c1 and c2 are positive constants independent of x
′, t, ρ. Moreover, g(ξ′, η, ρ) can have parameters.
Namely, let g be analytic in L2µ with respect to (ξ
′, η) by fixing these new parameters together with ρ and
satisfy the estimate (3.1) uniformly with respect to the new parameters. Then we have the final estimate (3.2)
uniformly with respect to the new parameters.
Remark 3.2 If t is positive, then G is smooth with respect to x′, t, ρ. Further, if g has parameters and
depends smoothly on them without destroying the analyticity in L2µ and the estimate (3.1) likewise stated in
the above lemma, then G is also smooth with respect to the parameters. These are well known and can be
easily checked by looking at the proof of Lemma 3.1.
Recall the Schwartz kernel (2.9) that
G+1 (x, y) = (2π)
−2
∫
R2
eix
′·ξ′a1(x, ξ
′, τ ; y, s) dξ′
= (2π)−2
∫
R2
eix
′·ξ′
∞∑
j=0
a1,−1−j(x, ξ
′, τ ; y, s) dξ′. (3.3)
Since we will truncate
∑∞
j=0 a1,−1−j at j = N with large N , we do not care about the convergence of the
formal sum. G±ℓ and H
±
ℓ for ℓ = 1, 2 with the amplitudes truncated at j = N are denoted by G
±
ℓ,N and H
±
ℓ,N ,
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respectively. G˙±ℓ,N (x, t; y, s) and H˙
±
ℓ,N(x, t; y, s) are the inverse Laplace transforms of G
±
ℓ,N(x, τ ; y, s) and
H±ℓ,N(x, τ ; y, s) with respect to τ . Concerning the estimate of the inverse Laplace transform of G
+
1 (x, y) =
G+1 (x, y; τ, s) with respect to τ , we will only show the estimate for the leading term of (3.3), which gives
the dominant part of the estimate. Let
G˙+1 (x, t; y, s) = (2πi)
−1(2π)−2
∫ σ+i∞
σ−i∞
∫
R2
exp (tτ + ix′ · ξ′)a1,−1(x, ξ
′, τ ; y, s) dξ′dτ,
where
a1,−1 = (−A1 +A2) exp (λ+x3 − λ−y3 − τs− iy
′ · ξ′)
+A1 exp (λ−x3 − λ−y3 − τs− iy
′ · ξ′)
=: a
(1)
1,−1 + a
(2)
1,−1.
Define
G˙+1(j)(x, t; y, s) := −(2π)
−3i
∫ σ+i∞
σ−i∞
∫
R2
exp (tτ + ix′ · ξ′) a
(j)
1,−1(x, ξ
′, τ ; y, s) dξ′dτ, j = 1, 2. (3.4)
We only estimate G˙+1(1), since G˙
+
1(2) can be done analogously. By the change of variable τ = iη, we have
G˙+1(1)(x, t; y, s) = −(2π)
−3i
∫ σ+i∞
σ−i∞
∫
R2
exp (tτ + ix′ · ξ′) (−A1 +A2)
× exp (λ+x3 − λ−y3 − τs− iy
′ · ξ′) dξ′d τ
= (2π)−3
∫ ∞−iσ
−∞−iσ
∫
R2
exp (iη(t− s) + i(x′ − y′) · ξ′) g(x, ξ′, η; y3, s) dξ
′ dη,
where
g(x, ξ′, η; y3, s) = [(−A1 +A2) exp (λ+x3 − λ−y3)]τ=iη . (3.5)
Recall that Lemma 3.1 still holds when the amplitude g depends on (x′, y3, s). So, if g satisfies the assump-
tions of Lemma 3.1 with κ = −1, then we have the desired estimate for x′, y′ ∈ R2, x3, y3 ≤ 0, x3 − y3 ≥
0, t, s ∈ (0, T ), t > s that
|G˙+1(1)(x, t; y, s)| ≤ c1(t− s)
− 3
2 exp
(
− c2
|x′ − y′|2 + (x3 + y3)2
t− s
)
(3.6)
with some positive constants c1 and c2, where we evaluated the inverse Laplace transform at t − s. In a
similar way, we have


|∇xG˙
+
1(1)(x, t; y, s)| ≤ c1(t− s)
−2 exp
(
− c2
|x′ − y′|2 + (x3 + y3)2
t− s
)
,
|G˙+1(2)(x, t; y, s)| ≤ c1(t− s)
− 3
2 exp
(
− c2
|x′ − y′|2 + (x3 − y3)2
t− s
)
,
|∇xG˙
+
1(2)(x, t; y, s)| ≤ c1(t− s)
−2 exp
(
− c2
|x′ − y′|2 + (x3 − y3)2
t− s
)
(3.7)
for x, y, t, s and c1, c2 as above.
Remark 3.3 From (3.6), G˙+1(1)(x, t; y, s) → 0 as t ↓ s if y3 < 0. We remark here again that the second
and third estimates of (3.7) are the estimates for the principal part of the fundamental solution of ∂t −∆ in
terms of the coordinates introduced by the coordinates transformation Φx0 flattening ∂D near x0 ∈ ∂D.
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As an immediate consequence, we have the estimates
|G˙+1,N (x, t; y, s)| ≤ c1(t− s)
− 3
2 exp
(
− c2
|x′ − y′|2 + (x3 − y3)2
t− s
)
, (3.8)
|∇xG˙
+
1,N (x, t; y, s)| ≤ c1(t− s)
−2 exp
(
− c2
|x′ − y′|2 + (x3 − y3)2
t− s
)
(3.9)
for x′, y′ ∈ R2, x3, y3 ≤ 0, x3−y3 ≥ 0, t, s ∈ (0, T ), t > s, where c1 and c2 are some positive constants. The
same estimates hold for G−ℓ,N and H
±
ℓ,N . If t > s, these are smooth with respect to x, y, t, s by Remark 3.2.
In the following, we first show that G˙+1 (x, t; y, s) vanishes for t < s. Change the contour {τ = σ + iµ :
µ ∈ R} of the integration with respect to τ for G˙+1 (x, t; y, s) with t < s to an infinitely large half circle
C∞ := limρ→∞ Cρ with Cρ = {σ + ρe
iθ : −π2 ≤ θ ≤
π
2 }. Then we can easily see that
G˙+1 (x, t; y, s) = 0 for t < s. (3.10)
We next show that the assumptions of Lemma 3.1 are satisfied for g(ξ′, η, ρ) with ρ = |x3 − y3|. Let us
verify the analyticity assumption. Then the other assumption can be easily justified. By (2.10), (2.22) and
(2.23), it is enough to prove that λ±, µ± and their terms with square root are analytic, and for y3 close to 0
k(i
2∑
j=1
m03jξj + µ+m
0
33)− (i
2∑
j=1
m03jξj + λ+m
0
33) (3.11)
does not vanish for (ξ′, η) ∈ L2µ. Here we note that x3 < 0 is confined to (−δ, 0) with small δ > 0, so if
y3 ≤ −2δ it is easy to see that G˙
+
1 becomes a smoothing operator. This is why we can assume that y3 is
close to 0.
Consider the characteristic equation for the operator p
(0)
2,0, that is,
p0(x
′)ξ23 + p1(x
′, ξ′)ξ3 + (p2(x
′, ξ′)− τ) = 0,
where
p0(x
′) = −m33, p1(x
′, ξ′) = −2
2∑
j=1
m3jξj , p2(x
′, ξ′) = −
2∑
i,j=1
mijξiξj , τ = iη.
Its roots are given by
ξ3 =
−p1 ± z±
2p0
with z± =
√
p21 − 4p0(p2 − τ), ±Im z
± > 0.
By the ellipticity, there exists a constant c > 0 such that p21−4p0p2 < −c|ξ
′|2 for ξ′ ∈ R2 \{0}, x′ ∈ U , where
U is a bounded open set in which p0, p1, p2 are smooth. Then we have the following claim:
Claim 3.4 There exists µ > 0 such that p21 − 4p0p2 + 4p0iη 6∈ [0, ∞) for (ξ
′, η) ∈ L2µ.
Proof. We prove the claim by a contradiction argument. Note that
L2µ ∋ (ξ
′, η)⇐⇒ Im η < µ(|Re η|+ |Re ξ′|2)− µ−1|Im ξ′|2. (3.12)
Suppose that for (ξ′, η) ∈ L2µ there is a positive constant m such that p
2
1 − 4p0p2 + 4p0iη = m. Set
α := −m33, β = (β1, β2) := −2(m31, m32), γ = (γij)i,j=1,2 := (−mij)i,j=1,2.
Then we obtain that
p0(x
′) = α < 0, p1(x
′, ξ′) = β(x′) · ξ′,
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p2(x
′, ξ′) = (γ(x′)ξ′) · ξ′ = (γξ′) · ξ′ < 0 for ξ′ ∈ R2 \ {0},
p21 =
2∑
j,k=1
βjβkξjξk = (β ⊗ β) : (ξ
′ ⊗ ξ′),
m = (β ⊗ β) : (ξ′ ⊗ ξ′)− 4α(γξ′) · ξ′ + 4iαη.
For simplicity of notations, we denote ξ′R = Re ξ
′, ξ′I = Im ξ
′, ηR = Re η and ηI = Im η. Note that
m = (β ⊗ β) : (ξ′R ⊗ ξ
′
R)− (β ⊗ β) : (ξ
′
I ⊗ ξ
′
I) + 2i(β ⊗ β) : (ξ
′
R ⊗ ξ
′
I)
−4α{(γξ′R) · ξ
′
R − (γξ
′
I) · ξ
′
I} − 8iα(γξ
′
R) · ξ
′
I + 4iαη,
which yields
(β ⊗ β) : (ξ′R ⊗ ξ
′
R)− (β ⊗ β) : (ξ
′
I ⊗ ξ
′
I)− 4α{(γξ
′
R) · ξ
′
R − (γξ
′
I) · ξ
′
I} − 4αηI = m, (3.13)
(β ⊗ β) : (ξ′R ⊗ ξ
′
I)− 4α(γξ
′
R) · ξ
′
I + 2αηR = 0. (3.14)
We obtain from (3.13) that
{−(β ⊗ β) : (ξ′R ⊗ ξ
′
R) + 4α(γξ
′
R) · ξ
′
R}+ {(β ⊗ β) : (ξ
′
I ⊗ ξ
′
I)− 4α(γξ
′
I) · ξ
′
I} = −m− 4αηI . (3.15)
The left hand side (LHS) of (3.15) has the estimate that LHS > c′|ξ′R|
2 − c′′|ξ′I |
2 for some positive constants
c′ and c′′. For the right hand side (RHS) of (3.15), by the definition of L2µ, we deduce from (3.14) that
RHS ≤ −4αηI < (−4α){µ(|ηR|+ |ξ
′
R|
2)− µ−1|ξ′I |
2}
= (−4α){µ((−2α)−1|(β ⊗ β) : (ξ′R ⊗ ξ
′
R)− 4α(γξ
′
R) · ξ
′
I |+ |ξ
′
R|
2)− µ−1|ξ′I |
2}
≤ µK(|ξ′R|
2 + |ξ′I |
2)− (−4α)µ−1|ξ′I |
2
for some positive constant K. Thus, we have
c˜(|ξ′R|
2 + |ξ′I |
2) ≤ µK(|ξ′R|
2 + |ξ′I |
2), µ > 0.
By taking µ sufficiently small, we have ξ′R = ξ
′
I = 0 and hence ηR = 0 by (3.14). Then, −4αηI = m gives
ηI ≥ 0. This contradicts to (3.12). The proof of this claim is now complete. ✷
Using the above claim, we can easily see that λ±, µ± and their terms with square root are analytic for
(ξ′, η) ∈ L2µ. In addition, for y3 near to 0, there exists a constant µ > 0 such that (3.11) does not vanish.
We give the proof as follows. Define
R0 :=
2∑
j=1
m03jξj , R1 :=
2∑
j=1
m13jξj , Q :=
2∑
j,l=1
m1jlξjξl.
Recalling the definitions of λ± and µ± in (2.10), we have
k(i
2∑
j=1
m03jξj + µ+m
0
33)− (i
2∑
j=1
m03jξj + λ+m
0
33)
= k(iR0 + µ+m
0
33)− (iR0 + λ+m
0
33)
= i(k − 1)
(
R0 −m
0
33(m
1
33)
−1R1
)
+m033(m
1
33)
−1
(√
m133(k
2Q+ kτ) − k2R21 −
√
m133(Q + τ)−R
2
1
)
.
When y3 is near to 0, R0 −m
0
33(m
1
33)
−1R1 is also near to 0. By the same argument as that for Claim 3.4,
there exists a constant µ > 0 such that
(k − 1)[m133(k + 1)Q+m
1
33τ − (k + 1)R
2
1] 6∈ [0, ∞) for (ξ
′, η) ∈ L2µ,
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which implies that √
m133(k
2Q+ kτ) − k2R21 −
√
m133(Q + τ)−R
2
1 6= 0.
This completes the proof of showing the analyticity assumption for (3.5), and further by a scaling argument
we can see that g given by (3.5) satisfies the estimate (3.1) with κ = −1.
In conclusion, we have justified that g defined by (3.5) satisfies the assumptions of Lemma 3.1, and hence
we obtain the desired estimate (3.8) for G˙+1 where we only take the leading term a1,−1 of the amplitude a1.
In the following, we estimate the error terms if we truncate the amplitudes at j = N . That is to consider∑N
j=0 a1,1−j for a1. Let
G˙1,N (x, t; y, s) := G˙
±
1,N (x, t; y, s), ±(x3 − y3) > 0
(see the paragraph just after (3.3) for the definition of G˙±1,N (x, t; y, s)). Then, by the construction of
amplitudes and Lemma 3.1, the error
R1,N := R1,N (x, t; y, s) =
[
∂tG˙1,N − J
−1(x)∇x ·
(
J (x)M(x)∇xG˙1,N
)]
− I
is smooth enough for x3 ≤ 0 with respect to all the variables. Moreover, by the expression (2.33) of Aℓ,1−L,
we see that A1,1 = A1,0 = · · · = A1,1−N = 0 and A1,−N is the dominant term in the remaining part of A1
with ordA1,−N = −N . Hence, using the estimate (3.1) with κ = −N , we have the estimate
|∂jt ∂
α
xR1,N (x, t; y, s)| ≤ C
′
N,M (t− s)
−2+N−|α|
2
−j exp
(
− CN,M
|x− y|2
t− s
)
(3.16)
for any j ∈ Z+, α ∈ Z3+ such that 2j + |α| ≤ M with M ∈ N and M ≤ N − 4, where CN,M and C
′
N,M are
positive constants.
We define H˙1,N (x, t; y, s), G˙2,N (x, t; y, s), H˙2,N (x, t; y, s) and the associated error terms S1,N (x, t; y, s),
R2,N(x, t; y, s), S2,N (x, t; y, s) analogously to G˙1,N (x, t; y, s) and R1,N (x, t; y, s), respectively. They sat-
isfy similar properties as those of G˙1,N and R1,N . Since the pairs (G˙ℓ,N , H˙ℓ,N) for ℓ = 1, 2 satisfy the
boundary condition of (1.8) locally in terms of the coordinates ξ = (ξ1, ξ2, ξ3) = Φx0(x), these pairs can be
used to define a local parametrix for (1.5) in the open neighborhood U(x0) of x0 ∈ ∂D.
4 Construction of the Green function for parabolic ITP
In this section, using a partition of unity, we patch the local parametrices constructed above and the funda-
mental solution of the diffusion equation so that we have a global parametrix for (1.5). Then, using the Levi
method, we construct the Green function from this parametrix.
Take x
(j)
0 ∈ ∂D (j = 1, 2, · · · , J) so that {Uj := U(x
(j)
0 )}
J
j=1 is an open covering of ∂D. Let U0 be an
open set such that U0 ⊂ D and {Uj}Jj=0 gives an open covering of D. Let ϕj ∈ C
∞
0 (Uj) (j = 0, 1, · · · , J)
be a partition of unity subordinated to this cover and ψj ∈ C∞0 (Uj) (j = 0, 1, · · · , J) satisfy ψj = 1 on
suppϕj (j = 0, 1, · · · , J).
We will abuse the notation (Gjℓ , H
j
ℓ ) to denote the local parametrix
(
G˙ℓ,N (x, t; y, s), H˙ℓ,N(x, t; y, s)
)
constructed for each Uj := U(x
(j)
0 ) (j = 1, 2, · · · , J) in the previous section.
Let us first look for a parametrix for (G1, H1). Set{
G01(x, t; y, s) := H(t− s) (4π(t− s))
−3/2 exp
(
−(4(t− s))−1|x− y|2
)
,
H01 (x, t; y, s) := H(t− s) (4kπ(t− s))
−3/2 exp
(
−(4k(t− s))−1|x− y|2
)
,
(4.1)
where H is the Heaviside function defined by
H(t− s) =
{
1, t− s > 0,
0, t− s ≤ 0.
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Since the Green function G (see (1.7)) is a distribution belonging to D ′(DT×DT ) and its singularities are only
near the diagonal {(x, t; y, s) ∈ DT×DT : x = y, t = s}, we define a parametrix (G˜′1(x, t; y, s), H˜
′
1(x, t; y, s))
for K1(x, t; y, s) (see just after (1.6)) by

G˜′1(x, t; y, s) :=
J∑
j=0
ψj(x)G
j
1(x, t; y, s)ϕj(y),
H˜ ′1(x, t; y, s) :=
J∑
j=0
ψj(x)H
j
1(x, t; y, s)ϕj(y).
(4.2)
For fixed s ∈ [0, T ], let G˜′1(t, s), H˜
′
1(t, s), G
j
1(t, s), H
j
1(t, s) for j = 0, 1, · · · , J be the pseudo-differential
operators with parameter t ∈ [0, T ] whose Schwartz kernels are G˜′1(x, t; y, s), H˜
′
1(x, t; y, s), G
j
1(x, t; y, s),
H
j
1(x, t; y, s), respectively. For example, (G˜
′
1(t, s)φ)(x) is defined as(
G˜′1(t, s)φ
)
(x) :=
∫
D
G˜′1(x, t; y, s)φ(y) dy (4.3)
for any function φ(x) ∈ C∞0 (D). Sometimes we suppress the parameter t and denote G˜
′
1(t, s), H˜
′
1(t, s),
G
j
1(t, s), H
j
1(t, s) by G˜
′
1(s), H˜
′
1(s), G
j
1(s), H
j
1(s), respectively.
Note that
(∂t −∆)G˜
′
1(s) =
J∑
j=0
{
ψj(∂t −∆)G
j
1(s)ϕj − [∆, ψj ]G
j
1(s)ϕj
}
=: I + SN
G˜′
1
(s)−
J∑
j=0
[∆, ψj ]G
j
1(s)ϕj
=: I + R˙N
G˜′
1
(s),
where [∆, ψj ] := ∇ψj · ∇ −∆ψj is the commutator of ∆ and the multiplication by ψj . Using the estimate
(3.16) and its derivation, we know that
SN
G˜′
1
(s) : Cm([0, T ]; Hr(D))→ Cm([0, T ]; Hr+m(D)) with m ∈ Z+, 3m ≤ N − 7
is a bounded operator for any r ∈ Z+ vanishing for t < s and vanishes at t = s by order m. In the sequel,
we fix m as above.
Since suppϕj ∩ supp [∆, ψj ] = ∅, it can be seen that
∑J
j=0[∆, ψj ]G
j
1(s)ϕj is a smoothing operator flat at
t = s. Hence, R˙N
G˜′
1
(s) : Cm([0, T ];Hr(D)) → Cm([0, T ]; Hr+m(D)) is a bounded operator for any r ∈ Z+
vanishing for t < s and vanishes at t = s by order m. Similarly, we can derive that
(∂t − k∆)H˜
′
1(s) = R˙
N
H˜′
1
(s),
where R˙N
H˜′
1
(s) : Cm([0, T ]; Hr(D))→ Cm([0, T ]; Hr+m(D)) is a bounded operator for any r ∈ Z+ vanishing
for t < s and vanishes at t = s by order m which can be shown likewise (3.10). From the construction of the
local parametrix (Gj1, H
j
1), it is clear that
H˜ ′1(s)− G˜
′
1(s) = 0 on ∂D.
Further, since suppϕj ∩ supp [∂ν , ψj ] = ∅, we have
k∂νH˜
′
1(s)− ∂νG˜
′
1(s) =
J∑
j=1
{
ψj(k∂νH
j
1(s)− ∂νG
j
1(s))ϕj − (k[∂ν , ψj ]H
j
1(s)− [∂ν , ψj ]G
j
1(s))ϕj
}
=: Λ(s)
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with a bounded smoothing operator Λ(t, s) = Λ(s) flat at t = s, where we have used the previous convention
given just after (4.3). By noticing Gj1(t, s)|t<s = H
j
1(t, s)|t<s = 0 for j = 0, 1, · · · , J from their definitions,
we have
G˜′1(t, s)|t<s = H˜
′
1(t, s)|t<s = 0.
In the sequel, we will use for example the notation G˜′1(t, s) for G˜
′
1(s) without mentioning the convention if
it is clear from the context.
Finally, by moving Λ(t, s) to inhomogeneous terms via the inverse trace operator, there exists a parametrix
(G˜1(t, s), H˜1(t, s)) which has the same estimates as those of (G˜
′
1(t, s), H˜
′
1(t, s)) and satisfies

(∂t −∆)G˜1(t, s) = I +RNG1(t, s) in DT ,
(∂t − k∆)H˜1(t, s) = RNH1(t, s) in DT ,
G˜1(t, s)− H˜1(t, s) = 0 on (∂D)T ,
∂νG˜1(t, s)− k∂νH˜1(t, s) = 0 on (∂D)T ,
G˜1(t, s) = H˜1(t, s) = 0 for t < s,
(4.4)
where RNG1(t, s), R
N
H1
(t, s) : Cm([0, T ]; Hr(D)) → Cm([0, T ]; Hr+m(D)) are bounded operators for any
r ∈ Z+ vanishing for t < s and vanish at t = s by order m.
In the same way, we can show that there exists a parametrix (G˜2(t, s), H˜2(t, s)) such that

(∂t −∆)G˜2(t, s) = RNG2(t, s) in DT ,
(∂t − k∆)H˜2(t, s) = I +RNH2(t, s) in DT ,
G˜2(t, s)− H˜2(t, s) = 0 on (∂D)T ,
∂νG˜2(t, s)− k∂νH˜2(t, s) = 0 on (∂D)T ,
G˜2(t, s) = H˜2(t, s) = 0 for t < s,
(4.5)
where RNG2(t, s), R
N
H2
(t, s) : Cm([0, T ]; Hr(D)) → Cm([0, T ]; Hr+m(D)) are bounded operators for any
r ∈ Z+ vanishing for t < s and vanish at t = s by order m. Thus, we have a matrix
G˜(t, s) =
(
G˜1(t, s) G˜2(t, s)
H˜1(t, s) H˜2(t, s)
)
such that
LG˜ = I +RN , G˜(t, s) = 0 for t < s,
where
L =
(
∂t −∆ 0
0 ∂t − k∆
)
, RN (t, s) =
(
RNG1(t, s) R
N
G2
(t, s)
RNH1(t, s) R
N
H2
(t, s)
)
and RN (t, s) : C
m([0, T ]; Hr(D))→ Cm([0, T ]; Hr+m(D)) is a bounded operator for any r ∈ Z+ vanishing
for t < s and vanishes at t = s by order m. Further, G˜(t, s) satisfies the following estimates. That is, for
any x, y ∈ D, t, s ∈ (0, T ), t > s, the estimates
˜|G(x, t; y, s)| ≤ c1(t− s)
−3/2 exp
(
− c2
|x− y|2
t− s
)
, (4.6)
|∇xG˜(x, t; y, s)| ≤ c1(t− s)
−2 exp
(
− c2
|x− y|2
t− s
)
(4.7)
hold with positive constants c1 and c2 independent of x, y, t, s.
Define G˜(t, s) by
G˜(t, s) = G˜(t, s)
∣∣
t≥s
. (4.8)
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Namely, G˜(t, s) is the restriction of G˜(t, s) to t ≥ s. Then G˜ is a parametrix for the following Cauchy
problem: 

(∂t −∆)v = 0 in D × (s, T ),
(∂t − k∆)u = 0 in D × (s, T ),
v − u = 0 on (∂D)× (s, T ),
∂νv − k∂νu = 0 on (∂D)× (s, T ),
v = v0, u = u0 at t = s
(4.9)
with
LG˜ = RN , G˜(s, s) = I. (4.10)
In order to see the second equation of (4.10), denote G˜+(t, s) = G˜(t , s) for t ≥ s and G˜−(t, s) = 0 for
t < s. Then G˜(t, s) is of course given as
G˜(t, s) :=
{
G˜+(t, s), t− s ≥ 0,
G˜−(t, s), t− s < 0.
Using the expression of the parametrix G˜+(t, s) = G˜(t, s), its equation and (4.6), G˜+ ∈ C1
(
{±(t − s) ≥
0} ∩ (0, T ), D ′(D)
)
. For any ϕ ∈ C∞0 (DT ) and any fixed (y, s) ∈ DT , we have
〈δ(· − y)δ(· − s)I, ϕ〉+ 〈RN , ϕ〉
= 〈(∂t − L)G˜, ϕ〉
= −〈G˜, ∂tϕ〉 − 〈LG˜, ϕ〉
= −〈G˜+, ∂tϕ〉 − 〈G˜
−, ∂tϕ〉 − 〈LG˜, ϕ〉
= − lim
ε→0
∫ T
s+ε
〈G˜+, ∂tϕ(t, ·)〉 dt − lim
ε→0
∫ s−ε
0
〈G˜−, ∂tϕ(t, ·)〉 dt− 〈LG˜
+, ϕ〉
= 〈G˜+|t=s, ϕ(s, ·)〉+ 〈∂tG˜
+, ϕ〉 − 〈LG˜+, ϕ〉
= 〈G˜+|t=s, ϕ(s, ·)〉+ 〈RN , ϕ〉,
where L = ∂t−L. Thus we have G˜(s, s) = I. An alternative direct proof of this will be given in Appendix 2.
In the following, we construct the Green function G for (4.9) from the parametrix G˜ by using the Levi
method. Fixing r ∈ Z+, let
W1(t, s) = −RN(t, s),
Wj(t, s) =
∫ t
s
W1(t, s
′)Wj−1(s
′, s) ds′, j ≥ 2.
Here we note that for instance the operator RN (t, s) should be understood as an integral operator on
Cm([s, T ]; Hr(D)) with kernel RN (x, t; y, s), that is,
(RN (t, s)φ)(x) :=
∫ t
s
∫
D
RN (x, t; y, s
′)φ(y, s′) dy ds′.
We have
l∑
j=1
Wj(t, s) = −RN (t, s)−
∫ t
s
RN (t, s
′)
l−1∑
j=1
Wj(s
′, s) ds′. (4.11)
Notice that RN (t, s) : C
m([s, T ]; Hr(D)) → Cm([s, T ]; Hr(D)) is uniformly bounded for each r ∈ Z+
vanishing for t < s and vanishes at t = s by order m. Let ‖ · ‖ denote the operator norm for operators on
Cm([s, T ]; Hr(D)). Then we have the following estimates:
‖W1(t, s)‖ ≤ C0,
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‖Wj(t, s)‖ ≤
C
j−1
0
(j − 1)!
(t− s)j−1, j ≥ 2.
Therefore, it can be easily seen that
W (t, s) :=
∞∑
j=1
Wj(t, s)
converges as a bounded operator on Cm([s, T ]; Hr(D)) and vanishes for t < s. Furthermore, we observe
from (4.11) that
W (t, s) = −RN (t, s)−
∫ t
s
RN (t, s
′)W (s′, s) ds′. (4.12)
Set
G := G˜ +
∫ t
s
G˜(t, s′)W (s′, s) ds′. (4.13)
Note that by (3.8), (3.9), (4.1) and the fact in Appendix 3, G˜(t, s) : L2(DT )→ L2((s, T ); H1(D)) is bounded.
By the first equation of (4.10), (4.12), the direct calculations give that
LG = LG˜ + L
(∫ t
s
G˜(t, s′)W (s′, s) ds′
)
= RN (t, s) +W (t, s) +
∫ t
s
RN (t, s
′)W (s′, s) ds′
= 0.
Also from the second equation of (4.10) and (4.13), we have
G(s, s) = I. (4.14)
Thus, we have completed our argument of constructing the Green function G(x, t; y, s) for the parabolic
interior transmission problem (1.5), which is given by
G(x, t; y, s) =
{
G(x, t; y, s), t ≥ s,
0, t < s.
(4.15)
From the construction of the Green function G(x, t; y, s), we have for x, y ∈ D, t, s ∈ (0, T ), t > s that
|G(x, t; y, s)| ≤ c1(t− s)
−3/2 exp
(
− c2
|x− y|2
t− s
)
, (4.16)
|∇xG(x, t; y, s)| ≤ c1(t− s)
−2 exp
(
− c2
|x− y|2
t− s
)
, (4.17)
where c1 and c2 are positive constants independent of x, y, t, s. Therefore, for any given inhomogeneous
term N = (N1, N2) ∈ L2(DT ), U = (v, u) given by
U(x, t) =
∫ t
0
∫
D
G(x, t; y, s)N(y, s) dyds.
is a solution of (1.5). Further, by the fact given in Appendix 3, this U = U(x, t) belongs to L2((0, T ); H1(D)).
In the next section, we will show the unique solvability of (1.5). The meaning of the unique solvability is as
follows. Define the space of solutions W ((0, T )) ⊂ L2((0, T ); H1(D)) to (1.5) by
W ((0, T )) = {U(x, t) = (GN)(x, t) =
∫ T
0
∫
D
G(x, t; y, s)N(y, s) dyds : N ∈ L2(DT )}. (4.18)
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Note that we can also write U(x, t) in the form
U(x, t) =
∫ t
0
∫
D
G(x, t; y, s)N(y, s) dyds, (4.19)
which we abbreviate in the form
U(t) =
∫ t
0
G(t, s)N(s) ds. (4.20)
Then we say that for any given N ∈ L2(DT ), (1.5) is uniquely solvable if there exist a unique solution in
W ((0, T )).
5 Uniqueness of the Green function and solvability of ITP
In this section, we show the uniqueness of the Green function for the parabolic ITP (1.5), and then prove the
unique solvability of (1.5). To this end, we use the duality argument given in [14, Chapter 2] and introduce
the adjoint problem of the problem (4.9):

(−∂s −∆)w = 0 in D × (0, t),
(−∂s − k∆)z = 0 in D × (0, t),
w + z = 0 on (∂D)× (0, t),
∂νw + k∂νz = 0 on (∂D)× (0, t),
w = w0, z = z0 at s = t.
(5.1)
We remark that the adjoint problem (5.1) also satisfies the Lopatinskii condition and the Green function can
be constructed in the same way as for our original ITP. Denote by H(y, s; x, t) a Green function for (5.1).
Then it is enough to show that for any Green function G(x, t; y, s), we have
G(x, t; y, s) = H∗(y, s; x, t), (5.2)
where H∗(y, s; x, t) is the adjoint of H(y, s; x, t).
For ̟ < ϑ, define the function space F ((̟, ϑ)) by
F ((̟, ϑ)) :=
{
V : V ∈ H1((̟, ϑ); L2(D)) ∩ L2((̟, ϑ); H2(D))
}
.
For 0 < s < τ < t < T , if U = (v, u)T ∈ F ((s, T )), Z = (w, z)T ∈ F ((0, t)), where (v, u) and (w, z) are
solutions to (4.9) and (5.1), respectively, then we have∫
D
∂τ (U · Z) dx =
∫
D
[(w∂τ v + v∂τw) + (z∂τu+ u∂τz)] dx
=
∫
D
[(w∆v − v∆w) + k(z∆u− u∆z)] dx
=
∫
∂D
[(w∂νv − v∂νw) + k(z∂νu− u∂νz)] dx
=
∫
∂D
[−k(z∂νu− u∂νz) + k(z∂νu− u∂νz)] dx
= 0. (5.3)
This means that ∫
D
U(z, τ) · Z(z, τ) dz
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is independent of τ , and leads to∫
D
U(z, t) · Z(z, t) dz =
∫
D
U(z, s) · Z(z, s) dz. (5.4)
We now take U0, Z0 ∈ C∞0 (D) and set
U(z, τ) =
∫
D
G(z, τ ; y, s)U0(y) dy, (5.5)
Z(z, τ) =
∫
D
H(z, τ ; x, t)Z0(x) dx. (5.6)
Then we can prove that U ∈ F ((s, T )) and Z ∈ F ((0, t)). Here we only give the proof for U ∈ F ((s, T )),
since Z ∈ F ((0, t)) can be proven in the same way.
For any fixed s, we simply write (5.5) as U(τ) = G(τ, s)U0. Then ∂τU(τ) = ∂τG(τ, s)U0. For any
U0 ∈ C∞0 (D), we want to show ∂τG(τ, s)U0 ∈ L
2((s, T ); L2(D)) and ∂αxG(τ, s)U0 ∈ L
2((s, T ); L2(D)) for
|α| ≤ 2. By (4.13), we have
∂τG(τ, s) = ∂τ G˜(τ, s) + G˜(τ, τ)W (τ, s) +
∫ τ
s
∂τ G˜(τ, s
′)W (s′, s) ds′
= ∂τ G˜(τ, s) +
∫ τ
s
G˜(τ, s′) ∂s′W (s
′, s) ds′, (5.7)
where we have used the fact ∂τ G˜(τ, s
′) = −∂s′ G˜(τ, s
′) following from the construction of the parametrix
G˜(τ, s′). By the construction of W (τ, s), we can easily see that∫ τ
s
G˜(τ, s′) ∂s′W (s
′, s)U0 ds
′ ∈ L2((s, T ); L2(D)). (5.8)
In addition, using the expression of the parametrix G˜(τ, s′) and moving the x derivatives of ∂αx G˜(τ, s
′)U0
with α ∈ Z2+, |α| ≤ 2 as much as possible to U0 by integration by parts, we have
G˜(τ, s)U0 ∈ L
2((s, T ); H2(D)). (5.9)
Here we note that we need to take each Uj of the open covering {Uj := U(x
(j)
0 )}
J
j=1 of ∂D small enough so
that the above integration by parts yields (5.9). Then, using the equation for G˜(τ, s′)U0, we have
∂τ G˜(τ, s
′)U0 ∈ L
2((s′, T ); L2(D)). (5.10)
Hence, we conclude from (5.7), (5.8) and (5.10) that ∂τG(τ, s)U0 ∈ L2((s, T ); L2(D)).
Next, let us show ∂αxG(τ, s)U0 ∈ L
2((s, T ); L2(D)) for |α| ≤ 2. Indeed, by defining U˜ = U −U0, we have(
−∆ 0
0 −k∆
)
U˜ =
(
−∆ 0
0 −k∆
)
U0 − ∂τ U˜ in D × (s, T )
together with the homogeneous transmission condition on (∂D) × (s, T ), which is an elliptic interior trans-
mission problem. Then, by the construction of the parametrix for (1.8) with τ = 0, there exists a parametrix
for this elliptic interior transmission problem (for this readers can also see [16]), and hence we have U˜ ∈
L2((s, T ); H2(D)). In summary, we have proven that U ∈ F ((s, T )) for U0 ∈ C∞0 (D).
Now we can easily show (5.2) which gives the uniqueness of the Green function G for (4.9). Actually, it
follows from (5.4), and the expressions∫
D
U(z, t) · Z(z, t) dz =
∫
D
(∫
D
G(x, t; y, s)U0(y) dy
)
· Z0(x) dx,
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∫
D
U(z, s) · Z(z, s) dz =
∫
D
U0(y) ·
(∫
D
H(y, s; x, t)Z0(x) dx
)
dy
=
∫
D
(∫
D
H∗(y, s; x, t)U0(y) dy
)
· Z0(x) dx.
Then, by recalling (4.15), we have thus shown that the interior transmission problem (1.5) also has a unique
Green function.
Finally, we show the uniqueness of solutions to (1.5) in W ((0, T )). Again we use a duality argument. Let
x ∈ D, 0 < τ < t < T , N ∈ C∞0 (DT ) and U(τ) = G(τ)N . Likewise the previous duality argument to prove
the uniqueness of the Green function, we consider
Ψ(τ) =
∫
D
H(y, τ ; x, t)U(y, τ) dy. (5.11)
Here note that due to τ < t, H(y, τ ; x, t) is smooth enough with respect to (y, τ) (see Remark 3.2). Then
by a similar argument leading to (5.4), we have
d
dτ
Ψ(τ) =
∫
D
H(y, τ ; x, t)N(y, τ) dy. (5.12)
Integrating this from 0 to t with respect to τ , we have
U(x, t) =
∫ t
0
∫
D
H(y, τ ; x, t)N(y, τ) dy dτ. (5.13)
Suppose there are two solutions U(t) = G(τ)N and U ′(t) = G(τ)N for given N ∈ L2(DT ). Let Nj ∈
C∞0 (DT ), j ∈ N be a sequence which approximates N in L
2(DT ). Then from (5.13), we have
U ′j(x, t) = Uj(x, t), (x, t) ∈ DT , j ∈ N.
Since H : L2(DT )→ L2((0, T ); H1(D)) is bounded, we have U ′(t) = U(t), t ∈ (0, T ), where H : L2(DT )→
L2((0, T ); H1(D)) is the operator with the kernel H(y, s; x, t) which is also bounded. This completes the
proof of the uniqueness of solutions to (1.5) in W ((0, T )).
6 Concluding remarks
In this paper, we investigated the interior transmission problem for the diffusion equation which is a non-
classical initial boundary value problem for a pair of the diffusion equations with coupled boundary conditions.
This work stemmed from our previous studies on the sampling method for reconstructing unknown inclusions
in a diffusive conductor from boundary measurements. The unique solvability of the interior transmission
problem was obtained by showing the existence and uniqueness of its Green function. Our approach of
constructing the Green function is based on the theory of pseudo-differential operators with a large parameter.
We adapted Seeley’s argument of analyzing boundary value problems for elliptic equations. There are three
important facts we used for the construction. First, the Lopatinskii matrix for the ITP in the Laplace domain
is invertible, which enables us to construct a parametrix for the ITP in the Laplace domain. Second, the
amplitude of this parametrix satisfies the assumptions of Lemma 3.1 so that we can have a parametrix for
the parabolic ITP by the inverse Laplace-Fourier transform. Third, the Levi method was used to compensate
this parametrix to generate the Green function for the parabolic ITP, which is the advantage of considering
ITP for parabolic equations.
Apart from Seeley’s argument, there is an another argument to construct the Green function using the
theory of pseudo-differential operators with a large parameter and boundary layer potentials; see the argument
given in [10]. The principal part of our Green function is explicitly given and it can be efficiently used to
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analyze the asymptotic behavior of indicator function of the linear sampling method for inverse boundary
problems such as active thermography and optical thermography. We assumed for simplicity that the heat
conductivities in D for u and v are both homogeneous and isotropic. The generalization to the inhomogeneous
and anisotropic case is almost straightforward.
Acknowledgements: The authors would like to thank the referee for his careful reading and valuable
suggestions, which made the paper much improved. This work is supported by National Natural Science
Foundation of China (No. 11671082) and Grant-in-Aid for Scientific Research (15K21766 and 15H05740) of
the Japan Society for the Promotion of Science. The second author is also sponsored by Qing Lan Project
of Jiangsu Province.
Appendix
1 Solving the linear system for L = 2 in Theorem 2.3
In this appendix, we show some details of the proof for L = 2 in Theorem 2.3. From (2.30)–(2.32), we obtain
the following system of equations for constants Cj (j = 1, · · · , 12) involved in (2.26)–(2.29):
(2 − ℓ)(C1 − C4) exp ((λ+ − λ−)y3) + (ℓ − 1)(C2 − C5) exp ((λ+ − µ−)y3) + (2− ℓ)(C3 − C6) = 0, (A.1)
λ+(2− ℓ)(C1 − C4) exp ((λ+ − λ−)y3)
+λ+(ℓ− 1)(C2 − C5) exp ((λ+ − µ−)y3) + (2− ℓ)(λ−C3 − λ+C6) = −(2− ℓ)(F1,3 − F1,4), (A.2)
(2− ℓ)(C7 − C10) exp ((µ+ − λ−)y3) + (ℓ− 1)(C8 − C11) exp ((µ+ − µ−)y3) + (ℓ− 1)(C9 − C12) = 0, (A.3)
µ+(2− ℓ)(C7 − C10) exp ((µ+ − λ−)y3)
+µ+(ℓ − 1)(C8 − C11) exp ((µ+ − µ−)y3) + (ℓ− 1)(µ−C9 − µ+C12) = −(ℓ− 1)(F1,7 − F1,8), (A.4)
(2− ℓ)(C1 + C3 − C7) exp (−λ−y3) + (ℓ− 1)(C2 − C8 − C9) exp (−µ−y3)
= −(2− ℓ)
2∑
l=1
(Fl,1 + Fl,3 − Fl,5)(−y3)
l exp (−λ−y3)− (ℓ − 1)
2∑
l=1
(Fl,2 − Fl,6 − Fl,7)(−y3)
l exp (−µ−y3)
=: (2− ℓ)A3 exp (−λ−y3) + (ℓ − 1)B3 exp (−µ−y3) , (A.5)
(i
2∑
j=1
m03jξj + λ+m
0
33)((2 − ℓ)C1 exp (−λ−y3) + (ℓ− 1)C2 exp (−µ−y3))
+(i
2∑
j=1
m03jξj + λ−m
0
33)(2 − ℓ)C3 exp (−λ−y3)
−k(i
2∑
j=1
m03jξj + µ+m
0
33)((2 − ℓ)C7 exp (−λ−y3) + (ℓ− 1)C8 exp (−µ−y3))
−k(i
2∑
j=1
m03jξj + µ−m
0
33)(ℓ− 1)C9 exp (−µ−y3)
= −(i
2∑
j=1
m03jξj)[
2∑
l=1
(2 − ℓ)(Fl,1 + Fl,3)(−y3)
l exp (−λ−y3) +
2∑
l=1
(ℓ− 1)Fl,2(−y3)
l exp (−µ−y3)]
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−m033
[
(2− ℓ){
2∑
l=1
l(Fl,1 + Fl,3)(−y3)
l−1 +
2∑
l=1
(λ+Fl,1 + λ−Fl,3)(−y3)
l} exp (−λ−y3)
+(ℓ− 1){
2∑
l=1
lFl,2(−y3)
l−1 + λ+
2∑
l=1
Fl,2(−y3)
l} exp (−µ−y3)
]
+(ik
2∑
j=1
m03jξj)[
2∑
l=1
(2− ℓ)Fl,5(−y3)
l exp (−λ−y3) +
2∑
l=1
(ℓ− 1)(Fl,6 + Fl,7)(−y3)
l exp (−µ−y3)]
+km033
[
(2− ℓ){
2∑
l=1
lFl,5(−y3)
l−1 + µ+
2∑
l=1
Fl,5(−y3)
l} exp (−λ−y3)
+(ℓ− 1){
2∑
l=1
l(Fl,6 + Fl,7)(−y3)
l−1 +
2∑
l=1
(µ+Fl,6 + µ−Fl,7)(−y3)
l} exp (−µ−y3)
]
=: (2 − ℓ)A4 exp (−λ−y3) + (ℓ− 1)B4 exp (−µ−y3) , (A.6)
where ordA3 = ordB3 = −2 and ordA4 = ordB4 = −1.
We remark that, looking at the structures of the amplitudes, C3, C9 and the four linear combinations
given by (2−ℓ)C1 exp (−λ−y3)+(ℓ−1)C2 exp (−µ−y3), (2−ℓ)C4 exp (−λ−y3)+(ℓ−1)C5 exp (−µ−y3)+(2−
ℓ)C6 exp (−λ+y3), (2−ℓ)C7 exp (−λ−y3)+(ℓ−1)C8 exp (−µ−y3), (2−ℓ)C10 exp (−λ−y3)+(ℓ−1)C11 exp (−µ−y3)+
(ℓ−1)C12 exp (−µ+y3) are the substantial unknowns for the system (A.1)–(A.6). Hence, aℓ,−2, bℓ,−2, dℓ,−2, eℓ,−2
are uniquely determined from (A.1)–(A.6). We show the details as follows.
From (A.1)–(A.4), we can easily get
C3 =
F1,3 − F1,4
λ+ − λ−
, C9 =
F1,7 − F1,8
µ+ − µ−
, (A.7)
where ordC3 = ordC9 = −2. Then (A.5) and (A.6) become
(2− ℓ)C1 exp (−λ−y3) + (ℓ− 1)C2 exp (−µ−y3)− (2− ℓ)C7 exp (−λ−y3)− (ℓ− 1)C8 exp (−µ−y3)
= (2− ℓ)(A3 − C3) exp (−λ−y3) + (ℓ− 1)(B3 + C9) exp (−µ−y3)
=: (2− ℓ)A5 exp (−λ−y3) + (ℓ− 1)B5 exp (−µ−y3) (A.8)
and
(i
2∑
j=1
m03jξj + λ+m
0
33)((2 − ℓ)C1 exp (−λ−y3) + (ℓ− 1)C2 exp (−µ−y3))
−k(i
2∑
j=1
m03jξj + µ+m
0
33)((2 − ℓ)C7 exp (−λ−y3) + (ℓ− 1)C8 exp (−µ−y3))
= (2− ℓ)
{
A4 − (i
2∑
j=1
m03jξj + λ−m
0
33)C3
}
exp (−λ−y3)
+(ℓ− 1)
{
B4 + k(i
2∑
j=1
m03jξj + µ−m
0
33)C9
}
exp (−µ−y3)
=: (2− ℓ)A6 exp (−λ−y3) + (ℓ− 1)B6 exp (−µ−y3) , (A.9)
respectively, where ordA5 = ordB5 = −2 and ordA6 = ordB6 = −1. By direct calculations, we derive from
(A.8) and (A.9) that
(2 − ℓ)C7 exp (−λ−y3) + (ℓ− 1)C8 exp (−µ−y3)
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=
{
k(i
2∑
j=1
m03jξj + µ+m
0
33)− (i
2∑
j=1
m03jξj + λ+m
0
33)
}−1
×
[
(2− ℓ)
{
(i
2∑
j=1
m03jξj + λ+m
0
33)A5 −A6
}
exp (−λ−y3)
+(ℓ− 1)
{
(i
2∑
j=1
m03jξj + λ+m
0
33)B5 −B6
}
exp (−µ−y3)
]
=: (2 − ℓ)A7 exp (−λ−y3) + (ℓ− 1)B7 exp (−µ−y3) , (A.10)
(2 − ℓ)C1 exp (−λ−y3) + (ℓ− 1)C2 exp (−µ−y3)
= (2 − ℓ)(C7 +A5) exp (−λ−y3) + (ℓ− 1)(C8 +B5) exp (−µ−y3)
= (2 − ℓ)(A5 +A7) exp (−λ−y3) + (ℓ− 1)(B5 +B7) exp (−µ−y3) (A.11)
with ordA7 = ordB7 = −2. Consequently, we have
(2 − ℓ)C4 exp (−λ−y3) + (ℓ− 1)C5 exp (−µ−y3) + (2− ℓ)C6 exp (−λ+y3)
= exp (−λ+y3) [(2− ℓ)C4 exp ((λ+ − λ−)y3) + (ℓ− 1)C5 exp ((λ+ − µ−)y3) + (2− ℓ)C6]
= exp (−λ+y3) [(2− ℓ)C1 exp ((λ+ − λ−)y3) + (ℓ− 1)C2 exp ((λ+ − µ−)y3) + (2− ℓ)C3]
= (2 − ℓ)(A5 +A7) exp (−λ−y3) + (ℓ− 1)(B5 +B7) exp (−µ−y3)
+(2− ℓ)
F1,3 − F1,4
λ+ − λ−
exp (−λ+y3) , (A.12)
(2 − ℓ)C10 exp (−λ−y3) + (ℓ− 1)C11 exp (−µ−y3) + (ℓ− 1)C12 exp (−µ+y3)
= exp (−µ+y3) [(2− ℓ)C10 exp ((µ+ − λ−)y3) + (ℓ− 1)C11 exp ((µ+ − µ−)y3) + (ℓ− 1)C12]
= exp (−µ+y3) [(2− ℓ)C7 exp ((µ+ − λ−)y3) + (ℓ− 1)C8 exp ((µ+ − µ−)y3) + (ℓ− 1)C9]
= (2 − ℓ)A7 exp (−λ−y3) + (ℓ− 1)B7 exp (−µ−y3) + (ℓ− 1)
F1,7 − F1,8
µ+ − µ−
exp (−µ+y3) . (A.13)
By substituting (A.7), (A.10)–(A.13) into (2.26)–(2.29), we finally obtain the expressions of the amplitudes
aℓ,−2, bℓ,−2, dℓ,−2 and eℓ,−2 as follows:
aℓ,−2 = (2− ℓ)
{ 2∑
l=1
Fl,1(x3 − y3)
l + (A5 +A7)
}
exp (λ+x3 − λ−y3 − τs− iy
′ · ξ′)
+(ℓ− 1)
{ 2∑
l=1
Fl,2(x3 − y3)
l + (B5 +B7)
}
exp (λ+x3 − µ−y3 − τs− iy
′ · ξ′)
+(2− ℓ)
{ 2∑
l=1
Fl,3(x3 − y3)
l +
F1,3 − F1,4
λ+ − λ−
}
exp (λ−x3 − λ−y3 − τs− iy
′ · ξ′) ,
bℓ,−2 = (2− ℓ)
{ 2∑
l=1
Fl,1(x3 − y3)
l + (A5 +A7)
}
exp (λ+x3 − λ−y3 − τs− iy
′ · ξ′)
+(ℓ− 1)
{ 2∑
l=1
Fl,2(x3 − y3)
l + (B5 +B7)
}
exp (λ+x3 − µ−y3 − τs− iy
′ · ξ′)
+(2− ℓ)
{ 2∑
l=1
Fl,4(x3 − y3)
l +
F1,3 − F1,4
λ+ − λ−
}
exp (λ+x3 − λ+y3 − τs− iy
′ · ξ′) ,
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dℓ,−2 = (2− ℓ)
{ 2∑
l=1
Fl,5(x3 − y3)
l +A7
}
exp (µ+x3 − λ−y3 − τs− iy
′ · ξ′)
+(ℓ− 1)
{ 2∑
l=1
Fl,6(x3 − y3)
l +B7
}
exp (µ+x3 − µ−y3 − τs− iy
′ · ξ′)
+(ℓ− 1)
{ 2∑
l=1
Fl,7(x3 − y3)
l +
F1,7 − F1,8
µ+ − µ−
}
exp (µ−x3 − µ−y3 − τs− iy
′ · ξ′) ,
eℓ,−2 = (2− ℓ)
{ 2∑
l=1
Fl,5(x3 − y3)
l +A7
}
exp (µ+x3 − λ−y3 − τs− iy
′ · ξ′)
+(ℓ− 1)
{ 2∑
l=1
Fl,6(x3 − y3)
l +B7
}
exp (µ+x3 − µ−y3 − τs− iy
′ · ξ′)
+(ℓ− 1)
{ 2∑
l=1
Fl,8(x3 − y3)
l +
F1,7 − F1,8
µ+ − µ−
}
exp (µ+x3 − µ+y3 − τs− iy
′ · ξ′) .
These are the forms of (2.11)–(2.14) for L = 2.
2 An alternative direct proof of G˜(s, s) = I
Note that we only need to show the property G˜(s, s) = I for the principal part of G˜(t, s), because the
remaining part vanishes at t = s which can be easily seen by using Lemma 3.1. We will only show this
property for G˜′1(t, s) defined by the restriction of G˜
′
1(t, s) = G˜
′
1(s) to t ≥ s. Recall the definition of parametrix
G˜′(t, s) with the first column vector (G˜′1(t, s), H˜
′
1(t, s)) defined by (4.2) and the second column vector
(G˜′2(t, s), H˜
′
2(t, s)) defined in a similar way as (G˜
′
1(t, s), H˜
′
1(t, s)). The j = 0 term of (4.2) restricted to
t ≥ s obviously satisfies this property on {(x, y) ∈ suppϕ× suppϕ}. Then by Remark 3.3, we only need to
show the property for ˜˙G+1(2)(t, s) defined by the restriction of G˙
+
1(2)(x, t; y, s) (see (3.4)) to t ≥ s. By Remark
2.4 (ii), for any f(y) ∈ C∞0 (R
3
−), t > s,
( ˜˙G+1(2)(t, s)f)(x, t) =
−i
(2π)4
∫
R3y×R
3
ξ
∫ σ+i∞
σ−i∞
exp
(
(t− s)τ + i(x− y) · ξ
)
J −1(y)(τ + (M1ξ) · ξ)−1 f(y) dτ dy dξ
=
1
(2π)3
∫
R3y×R
3
ξ
exp
(
i(x− y) · ξ − (t− s)((M1ξ) · ξ)
)
J −1(y) f(y) dξ dy. (B.1)
Hence, limt↓s
˜˙G+1(2)(t, s)(x, y) = J
−1(y)δ(x − y)I in terms of coordinates introduced by the coordinates
transformation Φx0 flattening ∂D near x0 ∈ ∂D. This completes proving the property.
3 A fact for the L2 boundedness
Here we give a well known fact which we used to show that the Green function G for (1.5) and the Green
function H for the adjoint problem of (1.5) are bounded operators from L2(DT ) to L
2((0, T ); H1(D)).
Let (Xj , Bj , µj), j = 1, 2 be sigma finite complete measured spaces and (Y, B, µ) be the completion of
the product measure space of them. Suppose K(x1, x2) is a B measurable function such that

∫
X1
|K(x1, x2)| dµ1(x1) ≤M1, µ2-a.e. x2 ∈ X2,∫
X2
|K(x1, x2)| dµ2(x2) ≤M2, µ1-a.e. x1 ∈ X1.
(C.1)
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Then for any f ∈ L2(X2, dµ2), we have
‖Kf‖L2(X1, dµ1) ≤
√
M1M2 ‖f‖L2(X2, dµ2), (C.2)
where Kf is given by
(Kf)(x1) =
∫
X2
K(x1, x2) f(x2) dµ2(x2).
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