This paper proposes a technique for effective modeling of F0 contours using prosodic-event-based HMM units for HMM-based spontaneous speech synthesis. The modeling unit corresponds to one of prosodic event segments such as pitch falling by accent and pitch rising by boundary pitch movement (BPM). Since the prosodic events of one phrase are generally less frequent than the changes of phonemes, the proposed unit is expected to reduce the number of model parameters of F0, which leads to robust parameter estimation. The objective and subjective experiments using spontaneous conversational speech data show that the proposed technique can significantly reduce the number of model parameters while keeping the naturalness of the synthetic speech.
INTRODUCTION
HMM-based parametric speech synthesis [1] has been studied as a technique which can give compact and flexible models for generating smooth and natural sounding speech. This enabled us to construct the model of expressive speech with a small number of parameters [2] and to perform speaker and style adaptation from average voice model [3] . Moreover it was applied to spontaneous conversational speech which has much more prosodic variability than simulated speech [4] . In [4] , the naturalness of the synthetic speech was improved by incorporating a set of extended prosodic contexts, such as phone prolongation and tone information. However, the prosody generation of multiple speaking styles included in spontaneous speech has not been sufficient yet. For the realization of a diversity of prosody in the synthetic speech, we need another approach to prosody modeling in the HMM-based speech synthesis framework.
In the HMM-based speech synthesis, fundamental frequency (F0) is usually modeled using phone-unit-based HMMs and trained synchronously with spectral features. To model both voiced and unvoiced regions of the F0 pattern consistently, multi-space distribution HMM (MSD-HMM) [5] is utilized. Although this HMM is good at modeling of prosodic features of phone unit, it is not always suited for the F0 pattern of spontaneous speech well. This is because the positions of prosodic events such as accent and boundary pitch movement (BPM) do not always match those of phonetic moves. For instance, in a segment outside of prosodic events called connection in rise/fall/connection model [6] , F0 features do not change so much as prosodic events even if the segment contains several phones. On the other hand, in a segment at the rise-fall pitch movement, F0 moves largely even if the segment has only one phone.
To alleviate this problem, there have been proposed different approaches to the F0 modeling, e.g., the use of hierarchical structures [7] and the use of longer units [8] . In this study, we propose an alternative approach to modeling F0 contour efficiently using prosodicevent-based HMM units. More specifically, we use components of prosodic events, such as the segment of pitch falling by accent and pitch rising by BPM, as the modeling units. Since the prosodic events of one phrase are less frequent than the changes of phonemes, the proposed unit is expected to reduce the number of model parameters of F0, which leads to robust parameter estimation. We examine the effectiveness of the proposed F0 modeling technique through both objective and subjective evaluation experiments.
F0 MODELING BASED ON PROSODIC EVENTS

Prosodic labels
In the proposed technique, the speech synthesis unit is defined using the prosodic label information related to F0 contours. Specifically, the label sequence represents not only the accent information, but also more precise form of F0 contour such as pitch rising or falling. In this study, we use the Corpus of Spontaneous Japanese [9] that includes the manually annotated speech data with prosodic labels using X-JToBI labeling scheme [10] . X-JToBI is an extension of J-ToBI [11] that is the Japanese version of ToBI [12] . By using X-JToBI labels, we can represent the prosodic variability of spontaneous speech more precisely. We use X-JToBI tone tier labels as the prosodic labels. Table 1 shows the labels used in this study. These labels include the timing information of the folding points of F0 contours. The type of label depends on the function in prosodic events. Phrasal tone and accent consist of "H−" and "A," respectively. Boundary pitch movements consist of "*%," "pH," and "pL." "L% (FBT: final boundary tone)" and "L% (LTBPM: low tone of BPM)" are distinguished by the function; the former expresses the end of the accent phrase with falling tone, and the latter is the start of BPM. Ordinary accent phrases can be expressed by the label sequence which starts with %L followed by other labels according with the label network shown in Fig. 1 and ends with the final boundary tone, "*%." Other phrases are prosodic fillers and prosodic word fragments. A prosodic filler is a filled pause which does not have neither a pitch rise nor a local pitch fall anywhere. If a speaker stops in or starts from the middle of accent phrase, the phrase is treated as a prosodic word fragment. This phenomenon is caused by disfluency of spontaneous speech.
Prosodic-unit HMM
The segment between X-JToBI tone tier labels can be regarded as the basic unit of a prosodic event. Hence, we adopt this segment as a unit of HMM for F0 modeling. We refer to the proposed prosodic-unitbased HMM as prosodic-unit HMM, whereas we refer to the conventional phone-unit-based HMM as phone-unit HMM. One prosodic unit is distinguished from others by the combination of the labels. For example, the segment between "%L" and "A" is labeled as "%L-A." To simplify the notation of prosodic unit, we use the combination of the single characters corresponding to the labels, which are shown in Table 1 . The prosodic units are listed in Table 2 . Here, "y" and "z" represent the beginning and end of the prosodic word fragments, respectively. The segment of filler is labeled as the label name, "FH" and "FL." "SP" means the prosodic space between accent phrases (e.g. the segment from "L%" to "%L,") and "PZ" and "SL" denote the pause and silence, respectively. The training procedure of the prosodic-unit HMM is similar to that of the conventional phone-unit HMM. Log F0, its delta, and delta-delta coefficients are used as the features of HMM. To model voiced/unvoiced region, we use MSD in a manner similar to phone-unit HMM. An HMM of each prosodic unit is initialized by segmental K-means algorithm, and the parameters are refined by Baum-Weltch re-estimation. Then HMMs are clustered by their prosodic context. A context set for prosodic unit consists of quinprosodic-unit and the information of the units of accent phrase, breath group, and utterance. By using the prosodic-unit HMM as the speech synthesis unit, we can model F0 patterns more efficiently with the prosodic label information compared to the case when using the conventional phone-unit HMM. Moreover the prosodic- unit HMM enables us to control the F0 contour more flexibly than phone-unit HMM because it is easy to manipulate the timing of the prosodic events.
SPEECH SYNTHESIS USING PROSODIC-UNIT HMM
In this study, F0 is generated from the prosodic-unit HMM, whereas the other information such as spectral features is generated from phone-unit HMM. However, the positions of phones and prosodic events do not match when the speech parameters are generated separately. Accordingly, the time alignment between the phone-unit HMM and the prosodic-unit HMM is necessary to apply it to speech synthesis system. Especially, the position of pitch falling by accent is important for Japanese speech synthesis because some words with the same pronunciation are distinguished by it. For this purpose, we use timing prediction of prosodic label and apply it to the alignment. Figure 2 shows the procedure of the speech synthesis with the alignment.
In the training step, F0 is modeled by the prosodic-unit HMM. Spectral features, voiced/unvoiced feature, and duration are modeled by the phone-unit HMM. Here the phone-unit HMM is trained using the extended contexts proposed in [4] which include the mora positions of X-JToBI tone tier labels and the tone types, e.g., BPMs, prosodic fillers, and prosodic word fragments. In the timing prediction, the existence of "H−" and "A" and the timing information of each label in the accent phrase are predicted. In this study, we use a mora-normalized position shown in Fig. 3 as the label timing information. Mora-normalized position is a measure where the length of each mora is normalized into unity. In Fig. 3 , the mora-normalized positions of the labels "%L", "H−", and "L%" are defined as about 0.1, 1.8, and 3.9, respectively. As explanatory variables for timing . An example of mora-normalized position. In this example, the accent phrase consists of 4 moras: "yo", "ro", "shi", and "ku". The mora-normalized positions of labels, "%L", "H−", and "L%" are defined as about 0.1, 1.8, and 3.9, respectively. prediction, we use the information of accent phrase. When synthesizing speech, we firstly construct the input context sequence from the word sequence with automatically or manually annotated prosodic event information such as accent and BPM, and then predict the label timing. Next, the contexts for the phone-unit HMM are constructed using predicted mora-normalized positions, and the spectral, voiced/unvoiced, and duration features are generated from the phone-unit HMMs. Then, the duration information of prosodic units are calculated from the generated mora durations and label timing by the time alignment, and the F0 contour is generated by the prosodic-unit HMMs with their durations. Here, to generate continuous F0 contour, we set a small value as a threshold of a voiced space weight of MSD-HMM. Finally, speech is synthesized using the generated spectral and F0 features.
EXPERIMENTS
Experimental conditions
Spontaneous conversational speech data was used for the evaluation experiments. We chose speech data of two female speakers (#19, #514) included in CSJ. Each speaker was non-professional speaker and uttered three sets of conversational speech: two interviews and a task-oriented dialog. The total length of speech samples of each speaker is approximately 25 minutes. Speech signals were sampled at a rate of 16 kHz. The spectral feature and F0 were extracted by STRAIGHT [13] with 5 ms frame shift. The feature vector of prosodic-unit HMM consisted of log F0, and their delta and deltadelta coefficients. The feature vector of phone-unit HMM consisted of 0-39th mel-cepstral coefficients, 5-band aperiodicity, their delta and delta-delta coefficients, and a voiced/unvoiced flag. We used hidden semi-Markov model (HSMM) [14] which has explicit duration distributions for both prosodic-unit and phone-unit HMM. The model topology was 5-state left-to-right context-dependent HSMM without skip paths. Each state had a single Gaussian distribution with a diagonal covariance matrix. MDL was used for the stopping criterion. In the case of F0, minimum number of observations [4] was also used to alleviate over-fitting. We set the minimum number of observations to 50 on the basis of a preliminary experimental result. We compared the proposed technique with the conventional HMM-based conversational speech synthesis technique described in [4] . In this technique, only the phone-unit HMM was used to model both of the spectral and prosodic features. C4.5 was used for the prediction of the existence of the labels, and linear regression was used for the prediction of mora-normalized position. We chose these classifiers from preliminary experiments. For training and testing, the phonetic and prosodic contexts were automatically converted from the labels given in CSJ. Ten-fold crossvalidation tests were performed in the evaluations.
Evaluation of F0 modeling
Performance of the proposed technique was evaluated both objectively and subjectively. To focus on the F0 modeling with the prosodic-unit HMM, F0 patterns were generated using the label Tables 3 and 4 show the average F0 distortions, correlation coefficients, and tree sizes of log F0 of the proposed and conventional techniques. The average F0 distortion was calculated by RMS error between generated and original log F0s. Table 5 shows the result of subjective evaluation of reproducibility. In this test, to focus on the evaluation of F0 reproducibility, we used the acoustic features extracted from the original speech except F0. This test was performed by an XAB test. Six participants chose the sample more similar to the reference X. The reference sample was vocoded speech. If the participants could not determine the preference, "no preference" was chosen. Each participant evaluated 20 utterances randomly chosen from generated speech samples which were used for objective evaluation. We used speech samples having 10 or more moras. It is found from the results that, although average F0 distortions of the proposed technique were larger than those of the conventional technique, the scores of subjective evaluation were comparable. There was no significant difference between the subjective scores of the proposed and conventional techniques. The correlation coefficients were also comparable. It is noted that the number of leaf nodes of the proposed technique, which represents model complexity, was about 36% or 39% as many as the conventional technique. We will give a further discussion about the results in Section 5.
Evaluation of synthetic speech
The performance of overall speech synthesis which uses the prosodicunit HMM and timing prediction was evaluated objectively and subjectively. In this experiment, the F0 contour was generated using the technique explained in Section 3, i.e., the label timing was pre- Fig. 4 . Example of generated F0 contour of a Japanese phrase "biboin-dakeja-nakute". This phrase consists of 3 accent phrases: "bibo'in", "dake'ja" and "na'kute" and the last phrase ends with risefall BPM.
['] represents accent and pitch falling should be perceived after the accent. Tables 6 and 7 show the F0 distortions, correlation coefficients, and the scores of subjective evaluation of reproducibility, respectively. Since the trained HMMs are the same as those of previous subsection, the actual leaf node size is also the same. The measurement and conditions of subjective evaluation were the same as the the experiment of Section 4.2. It can be found that the results were similar to those of the evaluation of F0 modeling. The scores of reproducibility were comparable between the proposed and conventional techniques and have no significant differences.
DISCUSSIONS
As seen in the above results, although the F0 distortions of the proposed technique were larger than those of the conventional technique, the reproducibility by subjective evaluation was comparable. A possible reason is the difference of the characteristics of generated F0, whose example is illustrated in Fig. 4 . In this example, the proposed technique generated clear pitch falling and BPM which moves larger than the conventional technique. This tendency can be seen in the whole of generated F0 according to the standard deviations of generated log F0 shown in Table 8 . This is because the prosodic-unit HMM models the prosodic events explicitly. When we carefully inspected the generated F0, we found that F0 moves more widely than the original F0 in some prosodic events. Although this leads the increase of F0 distortion, the listeners might perceive prosodic events clearly.
Although we examined only the speaker-dependent model in this study, the prosodic-unit HMM can be applied easily to speakerindependent one based on the average voice model [15] .
CONCLUSION
In this paper, we proposed an F0 modeling technique based on the prosodic-unit HMM. The component of prosodic events was used as a unit of HMM in order to model F0 contour efficiently. The evaluation experiments were performed for both F0 modeling and speech synthesis. The results showed that the subjective reproducibility of the proposed technique was comparable to that of the conventional technique while reducing the leaf node size of F0 model to about 40%.
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