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Abst rac t - -One  of the most fundamental characteristics in physics are the conservation laws [1]. 
Therefore, the numerical methods in computational physics hould be conservative. Unfortunately, 
the most popular numerical methods, like Runge-Kutta, multistep, and Taylor expansion methods, 
when they are applied to the second-order, nonlinear, Newtonian initial value problems, do not 
preserve fundamental physical invariants, like energy and momentum, when these are present. 
In [2--4], a family of spline methods proposed for the initial value problems of order n. A variant of 
these methods are energy-conserving approximations of order three, four, and five for the second-order 
Newtonian initial value problems. Furthermore, it seems to be easy to extend for equations containing 
the first derivative of the unknown function (even for coupled equations). Some applications and 
numerical results are presented. (~) 1999 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Most popular numerical methods, like Runge-Kutta, multistep, and Taylor expansion methods, 
when they are applied to the second-order, nonlinear, Newtonian initial value problems, do not 
preserve fundamental physical invariants, like energy and momentum, when these are present. It 
is so, even for the simplest case, e.g., 
d2y 
dx 2 =f(y ) ,  y (0 )=~,  y (0 )=~.  (1) 
The question was raised first by Greenspan [5] who developed two implicit second-order methods 
for solving the conservative initial value problem (1). Qin [6] proposed an explicit numerical 
method, also of order two for the solution of the problem (1). 
SSvegjgrt6 [4] proposed a family of spline methods for the solutions of the initial value prob- 
lems for n th order ordinary differential equations, which can be treated as a modification and 
extension of the methods given by Loscalzo-Talbot [7,8] and Micula [9]. This procedure can also 
be considered as a modified Nordsieck method or Taylor expansion. The constructed piecewise 
polynomial spline is of degree n + k (k -- 1,2,3) and of class C n-1. The order of the method is 
also n + k. The proposed procedure gives a global approximation of the solution and also permits 
the study of the behaviour of the derivatives of the approximate solution. In Section 2, we give 
the description of the method for the second-order initial value problems and its modification, 
This work was partially supported by National Scientific Research Foundation OTKA: T7598. 
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which is energy conserving. Section 3 deals with some applications for the conservative method. 
Finally, we compare the variants of the spline method with or without energy conservation on a 
test problem. 
2. THE NUMERICAL  PROCESS 
2.1. Spl ine Methods  (SPL)  for Second-Order  IVPs  
Let us consider the following second-order initial value problem: 
yll X I =/( ,y ,y ) ,  (2) 
y(')(x0) = y0 ('), i = o, 1, (3) 
where y0 (0, i = 0, 1, are preassigned values. The smoothness conditions for the function f depend 
on the degree of the spline: if the approximate spline is of degree 2 + k, then let f ~ Ck+2(D), 
k = 1,2,3, and D:={(x ,y ,y ' )  ] xo <_ x <_ b}. Let us assume that f is a Lipschitz continuous 
function, i.e., 
1 
.f(x, yu,yh)l_< , (4) 
j=O 
where L is the uniform Lipschitz constant. It is known that there exists a unique solution y(x) 
of the above problem. We construct polynomial spline function S(x)  of degree 2 + k, (k = 1, 2, 3) 
approximating y and its derivatives. For this purpose, let h be the stepsize, h := (b - Xo)/N,  
N E N, and we define in each subinterval [xi, Xi+l], i = 0, . . .  ,N  - 1 the components of S by 
pi+l(X) _k+2,_ x,)k+2 k+l, _ xi)k+l + a l (x  (5) =~ ~-  . +a~ (x + . . . .  x~)+p~, 
where the coefficients a~, i = 0 , . . . ,  N - 1; j = 1, . . . ,  2 + k are yet to be determined. For the 
sake of simplicity, we consider equidistant mesh only, but the method is applicable with variable 
stepsizes, too. From the initial values (3) and from the equation (2), we get 
p0 = y0 (°), = (1), (6) 
fO-1) " (0) (xo, Yo ,Y0 (1)) 
at+l  ---- (j + 1)! , j = 1, . . . ,  k + 1, k = 1,2, 3. (7) 
So, we get the starting values. The coefficients a~, j < 2, i = 1 , . . . ,  N - 2, can be determined 
from the continuity condition S E C 1, which means 
(J) (J) 
Pi (x~) i . . . ,N  1, j = 0,1. (8) = pi+l(x~), = 1, - 
1 (let m:= 2 + k) ,  For j = 0, this means equation (5). I f j  = 1, we get a recursion formula for a i 
1 - - - -  ma~h m-1 + (m - 1 )a~- lh  m-2 +. . .  + a 1, (9) ai+l 
where i 0 , . . . ,N  1. The other coefficients from 2 to m-1 = - ai+ 1 a~+ 1 can be determined as follows: 
2+j = f( j)  (x~+l,p~+2(x~+l),p~+2(x~+l) ) 
a i+l  (2 + j ) !  , j ---- 0 , . . . , k -  1, (10) 
2+j for i -- 0 , . . . ,  N - 1. These are explicit formulae for the unknowns ai+l, j = 0 , . . . ,  k - 1. 
Let us compute the last coefficients as follows: 
~+l"~+k = ~i4 + 4(2 + k)!h 2 .~,+, S(k-1)(x,pi+2(x),p~+2(x)) - (k + 1).~+~/ dz, (11) 
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i = 0 . . . . .  N - 2, k = 1, 2, 3. The algorithm now is complete and consists of the equations (5)-(7) 
and (9)-(11). 
It can be proved by the help of contractive mapping theorem, that the spline constructed above, 
exists and is unique [2, Theorem 1]. 
The integral term in (11) must be numerically calculated if k = 1. The Simpson-formula c n 
be applied. For k = 2, 3, formula (11) looks like 
_2+k 6 [ 
<,, + x 
ui+t = 4 4(2 + k)lh 2 (12) 
- -S (k-2) (X i -b l ,P i+2(X i+l ) ,p~.b2(X i -b l ) )  -- (k  --~ 1) !ak : lh ]  , 
i --- 0 . . . .  , N - 2. Furthermore, the implicit equations (11),(12) can be solved by simple iteration 
or by Newton method. 
The next theorem is a special case of [4, Theorem 2.] 
THEOREM 1. If f E Ck+2(D) and h = x lN  and if the sequence Pi+l, i = O, 1 , . . . ,  N - 1 is 
defined by (5) and Po ~ y(O), then pN(x) ---* y(x) as N --~ oo uniformly in x with the order k + 2. 
Here, y(x) is the solution of (2) with initial value y(O). 
It is clear that if k = 1, 2, 3, the order of the method is three, four, and five, respectively. 
2.2. Energy-Conserv ing  Spline Methods :  ECSPL  
Let us now consider the problem (1) and introduce a so-called potential function ~(x) such 
that 
d~) 
- d--y = f (Y ) "  (13) 
The conservation of the energy is expressed by 
5 + ¢(y)  = 
Unfortunately, most of the methods are not totally energy-conserving. Following the idea de- 
scribed in [6], we modify the calculation of the coefficients of the constructed spline with the help 
of relation (14), i.e., let us calculate the coefficient ai+ 11 from formula (14), instead of (9), putting 
there the corresponding spline expression (5) and its derivative. Let be E0 := (1/2)n 2 + ¢(a), 
which is the total energy of the system, and it should be remain unchanged. Then, from (14) let 
be 
a 1 ~li.l.1 = sign ( i+1) X/[ 2 (E0 - ¢ (Yi+l))[, (15) 
where Yi+l :=Pi+l(xi+l). The sign of the function is defined by 
ai+ 1 > O, sign (a~+l) = +1, if 1 
-1,  if a 1 i-t-1 <: 0, 
for the case 
E0 - ¢(yi+l) >_ 0, 
(sign (ah0) (sign > 0 
For the special case E0 - (I)(yi+l) < 0 or (sign(al+l))(sign(a~)) < 0, or sign(a~+l) = 0. Then, we 
should choose the stepsize h such that 
E0 - ¢(y,+1) = 0, (16) 
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and then, for this h and Yi+l, we have 
~1 ai+ 1 ---- 0. (17) 
With the initial values Y0 = c~ and a I = f~, rewriting equation (15), we can get the exact relation 
_ ~1 2 1 + = E0. (lS) 
2 
Equation (18) is the discrete scheme of the energy-conserving relation (14), because ai+ 1-1 in (18) 
can take two values, so we use equation (15) to fix the sign of 51+1 as that of a~+ 1. 
3. SOME APPL ICAT IONS OF  CONSERVATIVE  METHODS 
3.1. Mot ion  Under  Centra l  Forces 
In the case of isotropic central force acting on a point mass (particle), the radial symmetry 
implies that both energy and angular momentum will be conserved. There are numerous forces 
of this kind in nature, for example: 
(i) gravitational forces that describe planetary motion, 
(ii) Coulomb or electrostatic forces, 
(iii) intermolecular long-range forces called van der Waals forces (Lennard-Jones potential), 
(iv) atoms in a cubic crystal that behave like three-dimensional harmonic oscillators are gov- 
erned by central forces, 
i v) nuclear forces of the Yukawa type (see [10, Chapter 7]). 
For the isotropic central forces, we may introduce a potential energy function ~(r), for which 
d~ 
f ( r )=  dr' (19) 
where f(r) is the isotropic central force. 
Let us consider the equations of motion of a point mass m, centrally attracted by a force f(r), 
and which are given in polar coordinates (r, ¢) by 
r$ + 2÷¢ = 0. (21) 
Here, the dots mean the derivatives with respect o time. Associated with this motion, there are 
two invariants of first integrals of motion: the total energy and the angular momentum which 
are constants 
H = mr2~b = Ho. 
and (22) 
(23) 
Now, we have to consider the equations (22),(23) to conserve the energy and angular momentum 
in the numerical methods, too. 
Using the ECSPL method for the solution of this problem, we have to construct two piecewise 
j,r and ^ J'¢ denote polynomial approximations for the functions r(t) and ¢(t), respectively. Let ai+ 1 ~i+, 
the coefficients of the corresponding polynomials. The solution algorithm can be performed as 
in Section 2.2, but the coefficient 1,¢ ai+ 1can be calculated from equation (23), and after this, the 
1,r from (22). Finally, to determine the coefficients of the higher-order terms, we coefficient ai+1 
have to solve a system of two implicit equations. So, our spline method conserves not only the 
total energy, but the angular momentum, too. 
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3.2. Damped Harmonic  Osci l lator  
In any practical situation there are dissipative or damping forces, and the oscillating system 
will lose energy in time. Considering the damped harmonic oscillator, let the damping force 
be Fa = -@,  where b > 0 constant and y is the displacement from the equilibrium position. 
Using Newton's second law, we get a second-order differential equation for a damped harmonic 
oscillator. 
m~) + b~] + ky = O, (24) 
where k > O, is usually called the spring constant or stiffness constant. Let be 
b and w° 2 = _k (25) 
7=2-~ m' 
so we get 
9 + 279 + ~,o~y = 0. (26) 
From the energy considerations (following Arya [10, Section 3.4]), if the system is lightly damped, 
i.e., if "l/w1 and Wl 2 ~ w02, then the rate of energy loss by friction may be written as 
and on the other hand, 
dE 
_ @2, (27) 
dt 
dE  
d'---t = - 27 Eoe-  2"rt" (28) 
Here, E0 is the total energy at t = 0. Comparing the last two equations, we get a formula for the 
velocity of the mass point 
-4- 2--"/Eoe-2*rt. Y= Ib  (29) 
If we want to approximate the solution of this problem with the spline method, considering the 
energy loss, then we have to calculate the coefficient a~+ 11 of the approximate spline by the help 
of the last equation as follows: 
a~+l := + ~TEoe- ,~t,+,. (30) 
4. COMPUTATIONAL EXAMPLE 
Finally, we consider a test problem which is solved with the SPL and ECSPL method. The 
problem was taken from [11, Problem 1]. 
yll = _)`2y, 0 < x < b, 
y(0) = 1, y'(0) = 0, )`2 = 100, 1000. 
The exact solution is y(x) = cos )`x. To solve this problem, we applied fifth-order spline (k = 3), 
with the stepsizes h = 5 × 10 -2, 10-2,5 × 10 -3, 10 -3, 10 -4. The results are in Table 1. 
In [11], there is proposed a class of approximation schemes for linear second-order evolution 
equations, which are effected via a specially constructed family of rational approximations to 
COS(T) for T _> 0. Their results for this problem with different observed order of accuracy at 
b = I0 and for )2 __ 100 is as follows: 
h = 0.01 abs.error: 3.35 - 4, the order of accuracy: 3.97, 
h --- 0.02 abs.error: 2.76 - 4, the order of accuracy: 5.82. 
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Tab le  1. The  max imum abso lu te  er rors  of the  SPL  and  CSPL  methods .  
b = 10, the  spl ines are  of  order  five (2.6 - 2 means  2.6 x 10 -2 )  
A2 A 2 _-- 
h 5 /100  10 -2  
y 2.6 -2  4.1 -5  
y '  2 .5 -  1 4.1 - 4 
y"  2.6 + 0 4.1 - 3 
y '"  2.5 + 1 4.1 - 2 
y(iV) 2.6 + 2 4.1 - 1 
y 6.4 - 3 2.5 - 6 
yl 6.3 - 2 2.5 - 5 
y" 6.4 - 1 2.5 - 4 
y ' "  6.3 + 0 2.5 - 3 
y(iV) 6.4 + 1 2.5 - 2 
100 
10-3  10-4  
4 .1 -9  4 .1 -13  
4.1 - 8 4 .0 -  12 
4 .1 -7  4 .1 -11  
4.1 - 6 4 .0 -  10 
4.1 -5  4.1 -9  
7 .0 -  12 6.2 - 14 
6.6 - 11 6.6 - 13 
7.0 - 10 6.2 - 12 
6 .6 -  9 6 .6 -  11 
7.0 - 8 6.2 - 10 
10-2  
1 .3 -2  
4 .1 -1  
1 .3+1 
4 .1+2 
1 .3+4 
1 .4 -3  
4 .3 -2  
1 .4+0 
4 .3+1 
1 .4+3 
A 2 = 1000 
5 x 10 -3  10 -3  
8.2 - 4 1.3 - 6 
2.6 - 2 4.1 - 5 
8.2 - 1 1.3 - 3 
2 .6+ 1 4 .1 -2  
8 .2+2 1 .3+0 
2.9 - 5 9.3 - 9 
9.1 -4  2 .3 -7  
2.9 - 2 9.3 - 6 
9.1 - 1 2.9 - 4 
2 .9+1 9 .3 -3  
10-4  
1.3 - 10 
4.1 -9  
1.3 - 7 
4 .1 -6  
1.3 - 4 
1.9 - 12 
6 .0 -  11 
1 .9 -9  
6 .0 -8  
1.9 - 6 
Our results are 
if h = 0.01, then 4.1 - 5, and 2.5 - 6, 
furthermore, 
if h = 0.02, then 6.6 - 4, and 6.9 - 5, 
for the fifth-order SPL method and the ECSPL method, respectively. 
We solved the problem with A = 1, too. The maximum absolute rrors are 
3.7 - 8, 5.9 - 13, 6.2 - 18, 
when the stepsizes are h = 10 -1, 10 -2, 10 -3. 
We should mention that the conservation of the energy is correct to fifteen decimal digits in 
every step of calculations. Calculations was performed on a IBM 486 compatible computer with 
program language PASCAL and with extended variables. 
The example was solved also with the third-order splines. The ECSPL method gave also more 
accurate results than the SPL method, similarly as in the case of the fifth-order splines. 
5. CONCLUSIONS 
We presented a family of spline methods (SPL, ECSPL) for the initial value problems of 
second-order ordinary differential equations. The order of the methods depend on the degree of 
the splines to be applied. The main features of the algorithms are as follows: 
• we have to derive the right-hand side of the equation, 
• we have to solve implicit equations or system of implicit equations. 
Furthermore, 
• there is no need to rewrite the second-order equations into the first order systems, 
• the methods give high order of approximations, 
• the approximations are global on the entire interval, 
• the methods approximate the derivatives, too, 
• energy conservation property (which is important for the long time calculation). 
Further problems: how to extend the methods for the three-body or n-body problems with the 
conservation of the energy and other physical invariants. Maybe the ideas in [12] are applicable 
for the spline methods. The solutions of these problems remain in the future. 
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