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Notation
ε perturbation parameter
β1, β2 lower bounds for the function b = (b1, b2)
c0 lower bound for the function c
c∞ upper bound for the function c
Ω unit square (0, 1)2
Ω11,Ω12,Ω21,Ω22 subregions of Ω
C generic constant, independent of ε and N
L differential operator
∆ Laplacian
∇ gradient
∂t partial derivative in tangential direction
∂n partial derivative in normal direction
EB(N, ε) a special error bound depending on N and ε.
Ck(Ω) space of functions with continuous k-th order derivatives over Ω
Lp(Ω) Lebesgue space of p-power integrable functions over Ω
L20(Ω) space L
2(Ω) with zero mean value
W k,p(Ω) Sobolev space, set of functions whose weak derivatives exist up to order
k and lie in Lp(Ω)
Hk(Ω) Sobolev space W k,2(Ω)
H10 (Ω) subspace of H
1(Ω), vanishing boundary traces
Qk(M) products of polynomials of degree at most k on set M
P disck (M) piecewise polynomials of degree at most k on setM , discontinous across
element boundaries
IV
NOTATION
∥·∥0 L2-norm, if clear, the 0 is dropped
∥·∥1 , |·|1 H1-norm and H1-seminorm, respectively
∥·∥∞ L∞-norm
|||·||| energy norm
(·, ·) scalar product in L2(Ω)
< ·, · > scalar product in Rn
ϕ mesh-generating function
σ mesh parameter for S-type meshes
λx, λy transition points
N number of cells in each coordinate direction
τ, τij general and specific mesh rectangle
hi, ℓj sizes of rectangle τij
h, ℓ maximal mesh sizes inside layer regions
V
Chapter 1
Introduction
Be it in the weather forecast or while swimming in the Baltic Sea, in almost every aspect
of every day life we are confronted with flow phenomena. A common model to describe the
motion of viscous incompressible fluids are the Navier–Stokes equations. These equations
are not only relevant in the field of physics, but they are also of great interest in a
purely mathematical sense. This is because until now it has been impossible in the
three-dimensional case to prove whether a solution always exists, and if it does, whether
it is free of singularities. This problem is also called the Navier–Stokes existence and
smoothness problem. The Clay Mathematics Institute has declared this one of the seven
most important open problems in mathematics and has offered a US$1,000,000 prize for
a solution or a counter-example. One of the difficulties of the Navier–Stokes equations
originates from a non-linear term.
In this work, we consider the Oseen equations. They can be seen as a linearisation of
the Navier–Stokes equations. These equations occur as an important subproblem during
the iterative solution of the stationary and the unsteady Navier–Stokes equations.
We restrict our studies to the two-dimensional case. Our domain Ω will be the unit
square (0, 1)2. Then, the Oseen equations can be formulated as
−ε∆u− (b · ∇)u+ cu+∇p = f in Ω = (0, 1)2,
divu = 0 in Ω,
u = 0 on Γ = ∂Ω.
(1.1)
We suppose the data in (1.1) to satisfy b = (b1, b2) ∈ (W 1,∞(Ω))2 with div b = 0,
c ∈ L∞(Ω) and b1, b2, c = O(1). With W k,p(Ω) we denote the standard Sobolev space,
see [1]. For p = 2, we write Hk(Ω) instead of W k,2(Ω). Additionally, let b1 ≥ β1, b2 ≥ β2
and c ≥ c0 on Ω¯ with some positive constants β1, β2, c0 and 0 < ε≪ 1 a small perturbation
parameter.
Physically, the variables can be seen as the following: u describes the velocity in
our domain, p is the pressure. The parameter ε is proportional to the reciprocal of the
Reynolds number, so we consider the case of high Reynolds numbers. The vector b
describes the direction of the convection and c is proportional to 1
∆t
with the time step
length ∆t of an implicit time integration scheme for the unsteady Navier-Stokes equations.
The condition divu = 0 is an expression for the incompressibility of the fluid we consider.
The problem is said to be singularly perturbed, and we regard ε as a perturbation
parameter. The solutions of a singularly perturbed problem approach a discontinuous
limit as ε approaches zero. Such solutions typically contain layers, an example can be
1
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Figure 1.1: Typical solution of (1.1) with exponential layers in the velocity
seen in Figure 1.1. Ludwig Prandtl introduced the terminology boundary layer at the
Third International Congress of Mathematicians in Heidelberg in 1904.
When solving the Oseen equations numerically, one is faced with instabilities of the
numerical solution. The aim of this work is to get an idea of the structure of the solutions
of equation (1.1) and to make use of this structure for numerical methods.
The outline of this thesis is as follows: In the rest of this chapter, we discuss the well-
posedness of the weak formulation of problem (1.1). Furthermore, we formally transform
problem (1.1) into a fourth-order problem which we use in the following chapter. Chapter
2 is devoted to the asymptotic analysis of fourth-order problems in 1D and 2D. In Chapter
3, we introduce layer-adapted meshes and derive interpolation error estimates for these
anisotropic meshes. Chapter 4 deals with a numerical method and an a priori estimate for
this method. Finally, in the last chapter, numerical simulations illustrate the theoretical
results.
Throughout this thesis, C will denote a generic constant which is independent of ε
and the mesh parameter N .
1.1 Existence of solutions
In this section, we restrict our attention to the existence of weak solutions of (1.1). Let
V := (H10 (Ω))
2 and Q := L20(Ω), where H
1
0 (Ω) is the subspace of H
1(Ω) with vanishing
boundary traces and L20(Ω) a subspace of L
2(Ω) defined as
L20(Ω) :=
{
p ∈ L2(Ω);
∫
Ω
p dx = 0
}
. (1.2)
Then, a weak formulation of (1.1) reads: Find (u, p) ∈ V × Q such that for all (v, q) ∈
V ×Q
ε(∇u,∇v)− ((b · ∇)u,v) + (cu,v)− (p, div v) = (f ,v),
(q, divu) = 0.
(1.3)
Note that div b = 0 implies
((b · ∇)u,v) = −((b · ∇)v,u) ∀u,v ∈ V, (1.4)
in particular,
((b · ∇)v,v) = 0 ∀v ∈ V. (1.5)
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We will denote the L2-norm by ∥·∥0. The H1-norm is denoted by ∥·∥1 and the H1-
seminorm by |·|1.
Proposition 1.1. Let f ∈ L2(Ω), then there exists a unique weak solution u in the
subspace of divergence-free functions V˜ defined as
V˜ = {v ∈ V ; (q, div v) = 0 ∀q ∈ L2(Ω)}. (1.6)
Proof. We search for a solution in the subspace of divergence-free functions V˜ . This
implies the following weak formulation: Find u ∈ V˜ , so that for all v ∈ V˜
a(u,v) := ε(∇u,∇v)− ((b · ∇)u,v) + (cu,v) = (f ,v). (1.7)
To apply the Lax-Milgram lemma, we need to check continuity and V˜ -ellipticity of the
bilinear form a(·, ·). We have
a(u,u) = ε(∇u,∇u)− ((b · ∇)u,u) + (cu,u)
≥ ε|u|21 + c0∥u∥20
≥ min{ε, c0}∥u∥21
and
|a(u,v)| = |ε(∇u,∇v)− ((b · ∇)u,v) + (cu,v)|
≤ |ε(∇u,∇v)|+ |((b · ∇)u,v)|+ |(cu,v)|
≤ ε|u|1|v|1 + ∥b∥∞|u|1∥v∥0 + ∥c∥∞∥u∥0∥v∥0
≤ C∥u∥1∥v∥1
and the existence of a unique solution u ∈ V˜ follows.
Remark 1.2. There exists also a unique solution for the case c = 0. Then, the estimation
above changes, due to the Poincare´ inequality, to
a(u,u) = ε(∇u,∇u)− ((b · ∇)u,u)
≥ ε|u|21
≥ Cε∥u∥21.
Proposition 1.3. Assume that the bilinear form a(·, ·) is V˜ -elliptic. Then, problem (1.3)
is well-posed if and only if the bilinear form b(·, ·), defined as
b(q,u) := (q, divu), (1.8)
satisfies the inf-sup condition
inf
q∈Q
sup
v∈V
b(q,v)
∥v∥V ∥q∥Q ≥ β > 0 (1.9)
with some constant β.
The proof is given in [11, Chapter I, §4]. In our case, we consider the spaces V =
(H10 (Ω))
2 and Q = L20(Ω) which are well-known to fulfil the inf-sup condition, see [11,
Chapter I, §5]. So it follows that we have a unique weak solution (u, p) ∈ (H10 (Ω))2×L20(Ω)
for the problem (1.3).
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1.2 Transformation into a fourth-order problem
In this section, we will restrict the analysis to the case that b and c are constant, otherwise
it is not possible to get a system which only depends on one function, ψ. The calculation
that follows is formal, i.e. functions are tacitly assumed to be as smooth as required.
The Oseen equations in 2D can be read as:
−ε∆u1 − b · ∇u1 + cu1 + px = f1 in Ω,
−ε∆u2 − b · ∇u2 + cu2 + py = f2 in Ω,
u1,x + u2,y = 0 in Ω,
u1 = 0 on Γ,
u2 = 0 on Γ.
This formulation is called the velocity-pressure formulation. For further calculation, we
need the following definition:
Definition 1.4. For a vector-valued function f(x, y) = (a(x, y), b(x, y))⊤ in 2D, the
operator rot is defined as
rotf(x, y) = ∂xb(x, y)− ∂ya(x, y). (1.10)
We now formally apply the operator rot to the Oseen equations (1.1). For a u suffi-
ciently smooth (here u ∈ C3(Ω)2), the differential operators and the operator rot com-
mute. We get
−ε∆(rotu)− b · ∇(rotu) + c(rotu) = rotf (1.11)
since b and c are assumed to be constant. From divu = 0, it follows that there is a stream
function ψ with
u(x, y) = curlψ(x, y) := (∂yψ(x, y),−∂xψ(x, y)) ,
see [13, Chapter I.3]. This function is uniquely determined up to a constant. This follows
from the fact that ψ is continuous at the boundary (because u ∈ (C3(Ω))2). Furthermore,
u is zero on the boundary and so are ∂yψ(x, y) and ∂xψ(x, y). We conclude that ψ has to
be constant on the four sides of Ω. Since ψ is continuous, ψ equals one constant on the
whole boundary. W.l.o.g. we set that ψ = 0 on the boundary. Now, ψ can be specified
alternatively as the unique solution of the Poisson equation
−∆ψ = ω in Ω,
ψ = 0 on Γ,
where
ω(x, y) = rotu(x, y) = ∂xu2(x, y)− ∂yu1(x, y).
We substitute rotu by −∆ψ in (1.11) and use the property u(x, y) = 0 on Γ. Then
we get
ε∆∆ψ + (b · ∇)∆ψ − c∆ψ = f˜ in Ω,
ψ = 0 on Γ,
∂nψ = 0 on Γ.
(1.12)
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We transformed our system with two unknown functions u, p into a scalar equation with
one unknown function ψ. This equation can be read as follows:
ε (ψxxxx + 2ψxxyy + ψyyyy) + b1 (ψxxx + ψyyx) + b2 (ψxxy + ψyyy)
−c (ψxx + ψyy) = f˜ in Ω,
ψ = 0 on Γ,
n1ψx + n2ψy = 0 on Γ.
In a more general case, this formulation is called the stream function-vorticity formula-
tion. Here, only the stream function appears. We make use of this transformation in
the following chapter to get some information about the solution u. When we have in-
formation about ψ, then we automatically have information about u via the property
u(x, y) = curlψ(x, y).
We denote by H20 (Ω) the subspace of H
2(Ω) consisting of functions whose values on
the boundary and values of the normal weak derivatives on the boundary vanish in the
sense of traces. With this notation, we can formulate the following proposition.
Proposition 1.5. Let f˜ ∈ L2(Ω), then problem (1.12) has a unique weak solution in
H20 (Ω) ∩H4(Ω).
Proof. This follows from [5, Theorem 2] and standard perturbation theory, see [14]. For
a more detailed proof, see [10].
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Asymptotic analysis
Prior to performing numerics with layer-adapted meshes, we need an idea of the structure
of the solution, e.g. where are the layers and what is their size. A well-established method
for singularly perturbed problems is the construction of an asymptotic expansion. In this
chapter, we consider the fourth-order problem defined in Section 1.2. To get an idea of
the method, we start with a fourth-order problem in one dimension. After that, we apply
this method to the problem in two dimensions and from that we infer a structure of the
solution of the Oseen equations.
2.1 A fourth-order problem in 1D
Consider the equation
L(u) = εu(4) + bu′′′ − cu′′ = f in Ω = (0, 1)
u(0) = u(1) = u′(0) = u′(1) = 0
(2.1)
where b > 0 and c > 0 are constant. The function f is assumed to be sufficiently smooth
in [0, 1]. This problem is well posed, see e.g. [32].
Definition 2.1. The reduced problem of (2.1) is defined as
bz′′′ − cz′′ = f in Ω = (0, 1)
z(0) = z(1) = z′(1) = 0.
(2.2)
Lemma 2.2. The reduced problem (2.2) has a unique solution.
Proof. Let us write the equation into a system⎛⎝v′1v′2
v′3
⎞⎠ =
⎛⎝ v2v3
f
b
+ c
b
v3
⎞⎠ =
⎛⎝ 0 1 00 0 1
0 0 c
b
⎞⎠⎛⎝ v1v2
v3
⎞⎠+
⎛⎝ 00
f
b
⎞⎠ (2.3)
with the boundary conditions⎛⎝ 1 0 00 0 0
0 0 0
⎞⎠
  
B0
⎛⎝ v1(0)v2(0)
v3(0)
⎞⎠+
⎛⎝ 0 0 00 1 0
1 0 0
⎞⎠
  
B1
⎛⎝ v1(1)v2(1)
v3(1)
⎞⎠ =
⎛⎝ 00
0
⎞⎠ . (2.4)
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According to [33], we have a unique solution if the matrix
B0V (0) +B1V (1) (2.5)
with an arbitrary fundamental matrix V of (2.3) is non-singular. We use the fundamental
matrix
V (t) =
⎛⎝1 t e− cb (1−t)0 1 c
b
e−
c
b
(1−t)
0 0 c
2
b2
e−
c
b
(1−t)
⎞⎠ .
The expression
B0V (0) +B1V (1) =
⎛⎝ 1 0 e− cb0 1 c
b
1 1 1
⎞⎠ (2.6)
is regular for c > 0, so the problem has a unique solution.
Next, we prove a representation of the solution of (2.1) following [28].
Theorem 2.3. Consider the boundary value problem (2.1) with b > 0, where the reduced
problem is well defined and has a unique solution. We assume that we have a particular
solution us with an asymptotic power series in ε, i.e.
us(x, ε) =
∞∑
j=0
usj(x)ε
j.
Then, for ε sufficiently small, the problem (2.1) has a unique solution of the form
u(x, ε) = G˜(x, ε) + εG˜1(x, ε) exp
{
−bx
ε
}
, (2.7)
where the functions G˜ and G˜1 have asymptotic power series in ε.
Proof. Equation (2.1) is a linear ordinary differential equation. The homogeneous solution
is a linear combination of the functions of a fundamental system. First, we determine four
linearly independent asymptotic solutions of the form
Uj(x, ε) = Gj(x, ε) exp
{
1
ε
∫ x
xj
µj(t)dt
}
, j = 1, 2, 3, 4, (2.8)
where xj is either 0 or 1 and where each Gj has an asymptotic series expansion
Gj(x, ε) ≈
∞∑
i=0
Gji(x)ε
i (2.9)
as ε → 0 with coefficients that are infinitely differentiable functions of x, such that
Gj0(x) ̸= 0. Differentiating k times w.r.t. x, we have
U
(k)
j (x, ε) =
(
G
(k)
j +
k
ε
G
(k−1)
j µj + · · ·+
1
εk−1
(
kG′jµ
k−1
j +
k(k − 1)
2
Gjµ
k−2
j µ
′
j
)
+
Gjµ
k
j
εk
)
exp
{
1
ε
∫ x
xj
µj(t)dt
}
,
(2.10)
7
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so substituting into the homogeneous differential equation and comparing coefficients of
the individual powers of ε
1
ε3
(
Gj(µ
4
j + bµ
3
j) + ε
(
G′j(4µ
3
j + 3bµ
2
j) +Gj
(
6µ2jµ
′
j + 3bµjµ
′
j − cµ2j
))
+ ε2(. . . )
+ . . . ) exp
{
1
ε
∫ x
xj
µj(t)dt
}
= 0
(2.11)
implies
µ4j + bµ
3
j = 0, (2.12)
obtaining one distinct root µj(x) = −b which is non-zero and three roots which are equal
to zero. We now assign to each Gj one root and set
µ1 = −b, µ2 = 0, µ3 = 0, µ4 = 0. (2.13)
The coefficients Gji are determined successively so that higher order coefficients of ε
j
become zero. So, Gj0 must satisfy (for j ≤ 1)
G′j0(4µ
3
j + 3bµ
2
j) +Gj0(6µ
′
jµ
2
j + 3bµ
′
jµj − cµ2j) = 0
⇒G′10(−b3) +G10(−cb2) = 0. (2.14)
Thus, we get
G10 = C exp
{
−cx
b
}
. (2.15)
Successive Gjis satisfy nonhomogeneous forms of (2.14) and each is uniquely determined
up to an arbitrary constant. For j > 1, µj = 0, the equation provides no information about
the Gj0. The Gj(x, ε) must satisfy the homogeneous differential equation of problem (2.1).
Equating coefficients when ε = 0 implies that Gj0 must satisfy the homogeneous form of
the reduced equation (2.2), i.e.
bG′′′j0 − cG′′j0 = 0. (2.16)
Likewise, successive Gjis for i > 0 must satisfy nonhomogeneous forms of (2.16).
Since Gk(x, 0), k = 2, 3, 4 form a fundamental set of solutions for the reduced equa-
tion (2.2) with homogeneous right-hand side, the reduced problem has a unique solution
if and only if the matrix
ϕ :=
⎛⎝ G′2(0, 0) G′3(0, 0) G′4(0, 0)G2(0, 0) G3(0, 0) G4(0, 0)
G2(1, 0) G3(1, 0) G4(1, 0)
⎞⎠ (2.17)
is non-singular (which is provided). Next, we make the ansatz that u(x, ε) has the form
u(x, ε) = εC1(ε)G1(x, ε) exp
{
−bx
ε
}
+
4∑
j=2
Cj(ε)Gj(x, ε) + us(x, ε), (2.18)
where us(x, ε) denotes the particular solution. We can make this ansatz because the Gj
form a fundamental set of solutions for the homogeneous problem. With this ansatz and
8
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our boundary conditions, we have (without loss of generality G1(0, 0) = 1)
u(0, ε) = εC1(ε)G1(0, ε) +
4∑
j=2
Cj(ε)Gj(0, ε) + us(0, ε)
= εC1(ε)
( ∞∑
i=0
G1i(0)ε
i
)
+
4∑
j=2
Cj(ε)
( ∞∑
i=0
Gji(0)ε
i
)
+
( ∞∑
i=0
usi(0)ε
i
)
= 0
⇒ −us0(0) =
4∑
j=2
Cj(ε)Gj(0, 0) +O(ε),
where Gj(0, 0) is the first term of the asymptotic expansion. Analogously, we get
−u′s0(0) = −bC1(ε) +
4∑
j=2
Cj(ε)G
′
j(0, 0) +O(ε),
−u′s0(1) =
4∑
j=2
Cj(ε)G
′
j(1, 0) +O(ε),
−us0(1) =
4∑
j=2
Cj(ε)Gj(1, 0) +O(ε).
Thus, we have a system of equations for the unknowns Ci(ε). We can write this as
−U˜s0 =
( −b X
0 ϕ
)⎛⎜⎜⎝
C1
C2
C3
C4
⎞⎟⎟⎠+O(ε), (2.19)
where X is a matrix with bounded entries. Since ϕ is non-singular, this new matrix is also
non-singular and the system is uniquely solvable. We hereby proved that we can write
our solution in this general form (2.7).
Remark 2.4. A similar proof is given in [28, Chapter 3.2], but with homogeneous right-
hand side and inhomogeneous boundary conditions.
This method of proving the solution representation is only possible in the 1D case
because there, we have a finite set of fundamental solutions. Other possibilities to show
solution representations are asymptotic expansions. Therefore, we need a stability esti-
mate, which is given in the next lemma. From now on, we will use the notation u(x)
instead of u(x, ε).
Lemma 2.5. Consider the boundary value problem
L(u) = εu(4) + bu′′′ − cu′′ = f in Ω = (0, 1)
u(0) = Bε,0(u) u(1) = Bε,1(u) u
′(0) = Bε,2(u) u′(1) = Bε,3(u)
(2.20)
with c > 0. We define the norm ∥u∥⋆ := ∥u∥∞+∥u′∥∞. Then we can estimate the solution
by
∥u∥⋆ ≤ C
(
∥f∥1 +
3∑
l=0
|Bε,l(u)|
)
, (2.21)
where ∥.∥1 denotes the L1-norm and ∥.∥∞ the L∞-norm.
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Proof. This is a result from [27]. We only prove that the requirements for applying this
result are fulfilled. Therefore, we have to show that the matrix of the boundary functionals
Bε,l(rε,k) applied on a fundamental system is invertible and that the inverse is uniformly
bounded in ε. Since c ̸= 0, we have a fundamental system
rε,0(x) = 1, rε,1(x) = x, rε,2(x) = e
−b+
√
b2+4εc
2ε
x = e
2c
−b−
√
b2+4cε
x
, rε,3(x) = εe
−−b−
√
b2+4εc
2ε
(1−x)
(2.22)
and the matrix
Bε,l(rε,k) =
⎛⎜⎜⎜⎜⎜⎝
1 0 1 εe−
−b−
√
b2+4εc
2ε
1 1 e
−b+
√
b2+4εc
2ε ε
0 1 −b+
√
b2+4εc
2ε
−b−√b2+4εc
2
e−
−b−
√
b2+4εc
2ε
0 1 −b+
√
b2+4εc
2ε
e
−b+
√
b2+4εc
2ε
−b−√b2+4εc
2
⎞⎟⎟⎟⎟⎟⎠ .
This matrix converges for ε→ 0 to⎛⎜⎜⎝
1 0 1 0
1 1 e
c
b 0
0 1 c
b
0
0 1 c
b
e
c
b −b
⎞⎟⎟⎠
and is invertible for c ̸= 0 (if c was zero, we would have another fundamental system).
Furthermore, the functions rε,i have to be uniformly bounded in ε in the ∥.∥⋆-norm, which
is the case. Thus, the result follows from [27].
Remark 2.6. The lines of the proof show that the problem (2.1) is well posed, as men-
tioned before. It follows from the fact that the matrix Bε,l(rε,k) is non-singular for every
ε > 0 and c > 0.
Now, for a fixed k, we make the ansatz
u(x) =
k∑
i=0
εiψi(x)  
=Ψ
+
k∑
i=0
εivi(x)  
=V
+ residual,
where Ψ should be the smooth part and V the layer part.
Putting this into the differential equation (2.1), we get
εψ
(4)
0 + bψ
′′′
0 − cψ′′0 + ε2ψ(4)1 + εbψ′′′1 − εcψ′′′1 + ε3ψ(4)2 + ε2bψ′′′2 − ε2cψ′′2 + ε4 · · · = f
for the smooth part. Note that by setting LΨ = f , the differential operator applied to
the layer part should be zero. Comparing the coefficients of the powers of ε leads to
bψ′′′0 − cψ′′0 = f,
bψ′′′1 − cψ′′1 = −ψ(4)0 ,
...
bψ′′′k − cψ′′k = −ψ(4)k−1.
10
CHAPTER 2. ASYMPTOTIC ANALYSIS
The boundary conditions are considered as follows: For ψ0, we set the Dirichlet boundary
conditions on the whole boundary and the Neumann boundary conditions only on the
inflow boundary, i.e. x = 1. This causes an error in the Neumann conditions at the
outflow boundary, i.e. x = 0. This error will be corrected by the boundary layer functions
v. These functions again cause an error on the Dirichlet boundary at the outflow, which
again will be corrected by the next ψk and so on. We get
ψ0(0) = ψ0(1) = ψ
′
0(1) = 0,
ψ1(1) = ψ
′
1(1) = 0, ψ1(0) = −v1(0),
ψ2(1) = ψ
′
2(1) = 0, ψ2(0) = −v2(0),
...
ψk(1) = ψ
′
k(1) = 0, ψk(0) = −vk(0).
For the boundary layer functions vk, we introduce the stretched variable ξ :=
x
ε
⇒ x = ξε.
It follows
v˜(ξ) = v(ξε) = v(x),
v˜′(ξ) = εv′(ξε) = εv′(x),
v˜′′(ξ) = ε2v′′(x),
v˜′′′(ξ) = ε3v′′′(x),
v˜(4)(ξ) = ε4v(4)(x).
Applying this to the differential operator we obtain
L˜(V˜ ) = ε−3V˜ (4)(ξ) + ε−3bV˜ ′′′(ξ)− ε−2cV˜ ′′(ξ) = 0
with V˜ (ξ) =
∑k
i=0 ε
iv˜i(ξ). Comparison of the coefficients yields
v˜
(4)
0 (ξ) + bv˜
′′′
0 (ξ) = 0,
v˜
(4)
1 (ξ) + bv˜
′′′
1 (ξ) = cv˜
′′
0(ξ),
...
v˜
(4)
k (ξ) + bv˜
′′′
k (ξ) = cv˜
′′
k−1(ξ).
Recall that we want to correct the Neumann boundary condition at the outflow boundary.
By comparing the coefficients of the individual powers of ε, we get from
k∑
i=0
εiψ′i(0) = −
k∑
i=0
εiv′i(0) = −
k∑
i=0
εi−1v˜′i(0)
the condition v˜′i(0) = −ψ′i−1(0). This method of correcting Neumann boundary conditions
can also be found in [7, Chapter 7]. In addition, we want v˜(ξ) and v˜′(ξ) to vanish for
ξ →∞. We get
v˜′0(0) = 0, lim
ξ→∞
v˜0(ξ) = 0,
v˜′1(0) = −ψ′0(0), lim
ξ→∞
v˜1(ξ) = 0,
...
v˜′k(0) = −ψ′k−1(0), lim
ξ→∞
v˜k(ξ) = 0.
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Thus v˜0(ξ) = 0 and v˜1(ξ) =
ψ′0(0)
b
e−bξ. The following v˜i are of the structure v˜i(ξ) =
Pi−1(ξ)e−bξ where Pi−1 is a polynomial of order i− 1.
Next, we define the residual R(x) := u(x) −
k∑
i=0
εiψi(x) −
k∑
i=0
εivi(x) and estimate it. We
start with
L(R) = L(u)− L(ψ0)− εL(ψ1)− . . .− εkL(ψk)− L(v0)− εL(v1)− . . .− εkL(vk)
= f − f − εψ(4)0 + εψ(4)0 − ε2ψ(4)1 + . . .− εk+1ψ(4)k − 0− εL˜(v˜1)− . . .− εkL˜(v˜k)
= −εk+1ψ(4)k −ε−2v˜(4)1 − ε−2bv˜′′′1  
=−ε−2cv˜′′0=0
+ε−1cv˜′′1 −ε−1v˜(4)2 − ε−1bv˜′′′2  
=−ε−1cv˜′′1
+cv˜′′2 − . . .+ εk−2cv˜′′k
= −εk+1ψ(4)k (x) + εk−2cv˜′′k(ξ).
This is of order εk−2 in the maximum norm. We continue with the boundary conditions:
R(0) = u(0)− ψ0(0)− εψ1(0)− ε2ψ2(0)− . . .− v0(0)− εv1(0)− ε2v2(0)− . . .
= 0− 0 + εv1(0)− . . . 0− εv1(0)− ε2v2(0)− . . .
= 0
⇒ |R(0)| = 0,
R(1) = u(1)− ψ0(1)− εψ1(1)− · · · − v0(1)− εv1(1)− ε2v2(1)− . . .
= −
k∑
i=1
εivi(1)
⇒ |R(1)| ≤ Cεe−b/ε,
R′(0) = −εkψ′k(0)
⇒ |R′(0)| ≤ Cεk,
R′(1) = −
k∑
i=1
εiv′i(1)
⇒ |R′(1)| ≤ Ce−b/ε.
From Lemma 2.5 we conclude
∥R∥⋆ ≤ C{∥LR∥1 + |R(0)|+ |R(1)|+ |R′(0)|+ |R′(1)|},
which in our case, with ∥LR∥1 ≤ Cεk−1, yields
u(x) =
k∑
i=0
εiψi(x) +
k∑
i=1
εivi(x) +R(x) (2.23)
where the residual R can be estimated by
∥R∥⋆ ≤ Cεk−1. (2.24)
Theorem 2.7. Consider the boundary value problem (2.1). Then, we have the following
solution representation:
u(x) = Ψ(x) + εV (x)e−bx/ε. (2.25)
Moreover, for the x-derivative of u(x), we have
∂xu(x) = Ψ˜(x) + V˜ (x)e
−bx/ε. (2.26)
The functions Ψ, Ψ˜, V and V˜ are all bounded independently of ε.
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Proof. The result follows from the lines before. The residual term can be estimated in
the ∥.∥⋆-norm. Thus, we have control over the function itself and its derivative. We can
include the residual term into the smooth part Ψ. The structure of V follows from the
asymptotic expansion:
k∑
i=1
εivi(x) =
k∑
i=1
εiv˜i(ξ)
= ε
k∑
i=1
εi−1Pi−1(ξ)e−bξ
= εe−bx/ε
k∑
i=1
εi−1Pi−1(x/ε)
=: εe−bx/εV (x).
Remark 2.8. A representation similar to the one in the Theorems 2.3 or 2.7 can also be
found in [32, Lemma 2.2].
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2.2 A fourth-order problem in 2D
Let us now consider the fourth-order problem in two dimensions given by
Lψ := ε∆2ψ + (b · ∇)∆ψ − c∆ψ = f in Ω = (0, 1)2,
ψ = 0 on Γ = ∂Ω,
∂nψ = 0 on Γ,
(2.27)
where b = (b1, b2) with b1, b2 > 0 and c ≥ 0 are constant. Note that the right-hand side
f can be seen as rotf with f from the original Oseen equation (1.1). The calculations
that follow in this section are formal, i.e. functions are tacitly assumed to be as smooth
as required. The results of this part can be found in [10].
In this section, once again we need a reduced problem which is defined as follows.
Definition 2.9. We call the problem
(b · ∇)∆ψ − c∆ψ = f in Ω,
ψ = 0 on Γ,
∂nψ = 0 on Γ−,
(2.28)
where Γ− := {x ∈ Γ : −b · n < 0} is the inflow boundary, the reduced problem of (2.27).
Definition 2.10. A third-order partial differential equation
L(u) = a1uxxx + a2uxxy + a3uxyy + a4uyyy + L2(u) = 0,
where L2 is a linear differential operator of second order and a1, a2, a3, a4 are functions of
x and y, is called composite for a set G of values of (x, y) if the equation
a1p
3 + a2p
2q + a3pq
2 + a4q
3 = 0
determines exactly one non-repeated real ratio p : q for all (x, y) ∈ G (see [6]).
Lemma 2.11. If b1 and b2 are not both zero, the first equation of (2.28) is of composite
type.
Proof. W.l.o.g. b1 ̸= 0, otherwise b2 ̸= 0 and the proof is analogous. In our case, the
equation of third order reads
b1p
3 + b2p
2q + b1pq
2 + b2q
3 = 0.
Dividing by q3 and substituting p
q
via s yields
b1s
3 + b2s
2 + b1s+ b2 = 0
b1 ̸=0⇒ s3 + b2
b1
s2 + s+
b2
b1
= 0.
This equation has only one real solution because the discriminant D =
(
m
3
)3
+
(
n
2
)2
with m =
3−
(
b2
b1
)2
3
and n =
2
(
b2
b1
)3
27
−
(
b2
b1
)
3
+
(
b2
b1
)
is always positive. The value of D is(
b2
b1
)4
+2
(
b2
b1
)2
+1
27
.
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Definition 2.12. A function ψ(x, y) from the class C1,h(Ω¯)∩C3(Ω) is a classical solution
of the problem 2.28 if it satisfies the equation and its boundary conditions. By C1,h(Ω),
we denote the space of functions which are in C1(Ω) and whose derivatives satisfy the
Ho¨lder condition for 0 < h < 1.
Proposition 2.13. If c ≥ 0, the problem (2.28) has a classical solution which is unique.
Proof. Zikirov shows in [34] both, the uniqueness and the existence. In the article it is
used that we have an equation of composite type. In analogy to [34], we here present only
the proof for the uniqueness of the solution to problem (2.28). Therefore, we show that
the homogeneous problem only has a trivial solution.
We consider the equation
(b · ∇)∆ψ − c∆ψ = 0,
multiply it by function ψ(x, y) and integrate over the domain Ω:∫
Ω
ψ(b · ∇)∆ψ −
∫
Ω
cψ∆ψ = 0. (2.29)
The following identities
ψ(b · ∇)∆ψ = ψ
(
b1
∂
∂x
+ b2
∂
∂y
)
(ψxx + ψyy)
=
(
b1
∂
∂x
+ b2
∂
∂y
)
(ψψxx + ψψyy)− 1
2
((
b1
∂
∂x
− b2 ∂
∂y
)
(ψ2x − ψ2y)
+
(
b1
∂
∂y
+ b2
∂
∂x
)
(2ψxψy)
)
and
cψ∆ψ = ψ(cψxx + cψyy)
=
∂
∂x
(cψψx) +
∂
∂y
(cψψy)−
(
cψ2x + cψ
2
y
)
are valid.
Substituting these expressions in equation (2.29) yields∫
Ω
[(
b1
∂
∂x
+ b2
∂
∂y
)
(ψψxx + ψψyy)− 1
2
((
b1
∂
∂x
− b2 ∂
∂y
)
(ψ2x − ψ2y)
+
(
b1
∂
∂y
+ b2
∂
∂x
)
(2ψxψy)
)]
−
∫
Ω
[
∂
∂x
(cψψx) +
∂
∂y
(cψψy)−
(
cψ2x + cψ
2
y
)]
= 0.
We integrate this equation component-by-component w.r.t. x and y and use the boundary
conditions. This leads to∫
Ω
[
−1
2
((
b1
∂
∂x
− b2 ∂
∂y
)
(ψ2x − ψ2y)
)]
+
∫
Ω
[(
cψ2x + cψ
2
y
)]
=
∫
Ω
[
−1
2
b1
∂
∂x
(ψ2x − ψ2y) +
1
2
b2
∂
∂y
(ψ2x − ψ2y)
]
+
∫
Ω
[(
cψ2x + cψ
2
y
)]
=
∫ 1
y=0
−1
2
b1 (ψ
2
x − ψ2y)
⏐⏐1
x=0
+
∫ 1
x=0
1
2
b2 (ψ
2
x − ψ2y)
⏐⏐1
y=0
+
∫
Ω
[(
cψ2x + cψ
2
y
)]
=
∫ 1
y=0
−1
2
b1(ψ
2
x(1, y)− ψ2x(0, y)) +
∫ 1
x=0
1
2
b2(−ψ2y(x, 1) + ψ2y(x, 0)) +
∫
Ω
[(
cψ2x + cψ
2
y
)]
=0.
15
CHAPTER 2. ASYMPTOTIC ANALYSIS
Without loss of generality, let b1 > 0, b2 > 0. Then we have ψx(1, y) = ψy(x, 1) = 0 and∫ 1
y=0
1
2
b1(ψ
2
x(0, y)) +
∫ 1
x=0
1
2
b2(ψ
2
y(x, 0)) +
∫
Ω
[(
cψ2x + cψ
2
y
)]
= 0. (2.30)
Every term is strictly positive. This implicates that ψx = 0 and ψy = 0. Because
of our boundary conditions, we have ψ = 0. Thus, the homogeneous equation with
homogeneous boundary conditions has no non-trivial solutions, and therefore, the solution
of our problem is unique.
In [34], Zikirov shows the unique solvability for a more general problem, i.e. for
inhomogeneous non-local boundary conditions. For our subproblems arising later, we
also need solvability for problems with inhomogeneous boundary conditions. To guarantee
unique solvability, Zikirov states compatibility conditions for the boundary data. In our
case, this explicitly means (without proof):
Proposition 2.14. Consider the third-order problem
(b · ∇)∆ψ − c∆ψ = f in Ω,
ψ(0, y) = φ1(y), ψ(1, y) = φ2(y), 0 ≤ y ≤ 1,
ψ(x, 0) = κ1(x), ψ(x, 1) = κ2(x), 0 ≤ x ≤ 1,
∂xψ(1, y) = φ3(y), 0 ≤ y ≤ 1,
∂yψ(x, 1) = κ3(x), 0 ≤ x ≤ 1,
(2.31)
where b = (b1, b2) with b1, b2 > 0 and c ≥ 0 are constant. This problem has a unique
solution if the following compatibility conditions are fulfilled:
φ1(0) = κ1(0), φ1(1) = κ2(0), κ1(1) = φ2(0), φ2(1) = κ2(1), (2.32)
∂xκ1(1) = φ3(0), ∂yφ1(1) = κ3(0), ∂xκ2(1) = φ3(1), ∂yφ2(1) = κ3(1). (2.33)
Another important tool for the asymptotic analysis is a stability estimate for an in-
homogeneous fourth-order problem.
Definition 2.15. Consider two functions g1 ∈ C1(∂Ω) ∩H3/2(∂Ω) (more explicitly g1 ∈
C1(Γi)∩H3/2(Γi), where Γi are the edges of the unit square) and g2 ∈ C(∂Ω)∩H1/2(∂Ω).
We say (g1, g2) are admissible boundary values if there exists a function ϕ ∈ D(∆2), i.e.
the domain of definition of ∆2, so that
ϕ|∂Ω = g1 and
∂nϕ|∂Ω = g2.
We now consider the following problem
ε∆2ψ + (b · ∇)∆ψ − c∆ψ = f in Ω = (0, 1)2,
ψ = g1 on Γ = ∂Ω,
∂nψ = g2 on Γ,
(2.34)
where (g1, g2) are admissible boundary values.
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Theorem 2.16. Consider problem (2.34). The solution ψ can be estimated by
∥ψ∥L∞(Ω) ≤ C
(
ε−1
(∥f∥L2(Ω) + ∥g1∥C1/2(∂Ω) + ∥g2∥L2(∂Ω))+ ∥g1∥C1(∂Ω) + ∥g2∥C(∂Ω)) ,
(2.35)
where C1/2(Ω) is the space of Ho¨lder continuous functions with exponent 1/2. Further-
more, we have
∥ψ∥H1(Ω) ≤ Cε−1
(∥f∥L2(Ω) + ∥g1∥C1/2(∂Ω) + ∥g2∥L2(∂Ω)) . (2.36)
To prove this theorem, we need the following lemmas.
Lemma 2.17. Consider problem (2.34) with homogeneous boundary conditions, i.e. g1 =
g2 = 0. The solution u ∈ H20 (Ω) ∩H4(Ω) can then be estimated by
∥u∥H2(Ω) ≤ Cε−1∥f∥H−2(Ω). (2.37)
Proof. From the differential equation, we get⏐⏐⏐⏐∫
Ω
(
ε∆2u+ (b · ∇)∆u− c∆u)u⏐⏐⏐⏐ = ⏐⏐⏐⏐ε ∫
Ω
(u2xx + 2u
2
xy + u
2
yy) + c
∫
Ω
(∇u)2
⏐⏐⏐⏐
= ε|u|2H2(Ω) + c|u|2H1(Ω)
and ⏐⏐⏐⏐∫
Ω
(
ε∆2u+ (b · ∇)∆u− c∆u)u⏐⏐⏐⏐ = ⏐⏐⏐⏐∫
Ω
Lu · u
⏐⏐⏐⏐ = ⏐⏐⏐⏐∫
Ω
fu
⏐⏐⏐⏐
≤ ∥f∥H−2(Ω)∥u∥H2(Ω).
Since the H2-norm is equivalent to the H2-seminorm in H20 , we get the desired result.
Lemma 2.18. Let (g1, g2) be admissible boundary values. Let v ∈ H2(Ω) be the variational
solution of the problem
∆2v = 0 in Ω = (0, 1)2,
v = g1 on Γ = ∂Ω,
∂nv = g2 on Γ.
(2.38)
The triple (v, g1, g2) ∈ H1(Ω)×H1/2(∂Ω)×H−1/2(∂Ω) can also be understood as a gener-
alised solution of (2.38) in the sense of [17, Theorem 3.2.1]. Then, v fulfils the following
estimate
∥v∥H1(Ω) ≤ C
(∥g1∥H1/2(∂Ω) + ∥g2∥H−1/2(∂Ω)) . (2.39)
Proof. The proof follows the idea of [31], which we will repeat here. Let w ∈ H20 (Ω) be
the variational solution of the problem
∆2w = ∆v − v in Ω = (0, 1)2,
w = 0 on Γ = ∂Ω,
∂nw = 0 on Γ.
(2.40)
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It follows from [5, Theorem 2] that w ∈ H3(Ω) and
∥w∥H3(Ω) ≤ C∥∆v − v∥H−1(Ω) ≤ C∥v∥H1(Ω). (2.41)
Furthermore, we can find a function z ∈ H1(Ω) with z = g1 on ∂Ω in the sense of traces
and
∥z∥H1(Ω) ≤ C∥g1∥H1/2(∂Ω), (2.42)
see [8, Corollary B.53]. With the help of Green’s formula, we get
0 =
∫
Ω
(∆2v)w =
∫
Ω
∆v∆w =
∫
Ω
v∆2w +
∫
∂Ω
((∂nv)∆w − v∂n∆w)
=
∫
Ω
v(∆v − v) +
∫
∂Ω
g2∆w −
∫
∂Ω
z∂n∆w.
(2.43)
We now make use of the equations∫
Ω
v(∆v − v) = −
∫
Ω
(|v|2 + |∇v|2)+ ∫
∂Ω
v∂nv
and ∫
∂Ω
z∂n∆w =
∫
∂Ω
z∇∆w · n =
∫
Ω
div(z∇∆w) =
∫
Ω
(∇z · ∇∆w + z∆2w)
=
∫
Ω
(∇z · ∇∆w + z∆v − zv)
=
∫
Ω
(∇z · ∇∆w −∇z · ∇v − zv) +
∫
∂Ω
z∂nv
to get ∫
Ω
(|v|2 + |∇v|2) =
∫
Ω
(zv +∇z · ∇v −∇z · ∇∆w) +
∫
∂Ω
g2∆w (2.44)
from equation (2.43) and the relation v = z on ∂Ω. We can estimate the terms by⏐⏐⏐⏐∫
Ω
(zv +∇z · ∇v −∇z · ∇∆w)
⏐⏐⏐⏐ ≤ ∥z∥H1(Ω)∥v∥H1(Ω) + ∥z∥H1(Ω)∥w∥H3(Ω)
≤ C∥g1∥H1/2(∂Ω)∥v∥H1(Ω)
and with the help of a trace inequality (see [26, Theorem 5.5.]), we get⏐⏐⏐⏐∫
∂Ω
g2∆w
⏐⏐⏐⏐ ≤ ∥g2∥H−1/2(∂Ω)∥∆w∥H1/2(∂Ω) ≤ C∥g2∥H−1/2(∂Ω)∥w∥H3(Ω)
≤ C∥g2∥H−1/2(∂Ω)∥v∥H1(Ω).
From (2.44) we get
∥v∥2H1(Ω) ≤ C
(∥g1∥H1/2(∂Ω) + ∥g2∥H−1/2(∂Ω)) ∥v∥H1(Ω),
which is what we wanted to prove.
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Proof. (Theorem 2.16) We want to have an estimate for the function ψ. We consider the
functions v and w with ψ = v+w, whereby v is the solution of the problem (2.38) and w
is the solution of
Lw = f − (b · ∇)∆v + c∆v in Ω = (0, 1)2,
w = 0 on Γ = ∂Ω,
∂nw = 0 on Γ.
(2.45)
By Lemmas 2.17 and 2.18 we have
∥w∥H2(Ω) ≤ Cε−1
(∥f∥H−2(Ω) + ∥ − (b · ∇)∆v + c∆v∥H−2(Ω))
≤ Cε−1 (∥f∥H−2(Ω) + ∥v∥H1(Ω))
≤ Cε−1 (∥f∥H−2(Ω) + ∥g1∥H1/2(∂Ω) + ∥g2∥H−1/2(∂Ω))
≤ Cε−1 (∥f∥L2(Ω) + ∥g1∥C1/2(∂Ω) + ∥g2∥L2(∂Ω)) .
We now make use of another estimate for v, called the Agmon-Miranda maximum prin-
ciple, see [25]:
∥v∥C1(Ω¯) ≤ C
(∥g1∥C1(∂Ω) + ∥g2∥C(∂Ω)) . (2.46)
By the continuity of the embedding H2(Ω) ↪→ L∞(Ω) and the Agmon-Miranda maximum
principle (2.46), we get
∥ψ∥L∞(Ω) ≤ ∥w∥L∞(Ω) + ∥v∥L∞(Ω)
≤ C(∥w∥H2(Ω) + ∥v∥C1(Ω))
≤ C (ε−1 (∥f∥L2(Ω) + ∥g1∥C1/2(∂Ω) + ∥g2∥L2(∂Ω))+ ∥g1∥C1(∂Ω) + ∥g2∥C(∂Ω)) .
For the second estimate in Theorem 2.16, we use the H1-norm estimate from Lemma
2.18 and get
∥ψ∥H1(Ω) ≤ ∥w∥H1(Ω) + ∥v∥H1(Ω)
≤ C(∥w∥H2(Ω) + ∥v∥H1(Ω))
≤ Cε−1 (∥f∥L2(Ω) + ∥g1∥C1/2(∂Ω) + ∥g2∥L2(∂Ω)) .
Remark 2.19. These estimates are not sharp. We desire to have an estimation inde-
pendent of ε like in the 1D case. Numerical experiments show that we have no influence
of a factor of type ε−1, see Appendix A. However, finding an optimal stability estimate
for a singularly perturbed fourth-order problem has yet to be accomplished by current
research.
2.2.1 Asymptotic expansion
We now start with an asymptotic expansion for the 2D problem (2.27). A solution decom-
position can often be found by means of asymptotic expansions in powers of ε, see e.g. [7].
We will follow ideas presented in [21], where an asymptotic expansion of type
∑
i ε
iui for
a second-order problem is given. There are some differences between the approach pre-
sented in [21] and ours, mainly due to the fact that we have a fourth-order problem and
two different types of boundary conditions. Especially the Neumann boundary condition
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introduces the need for correction functions that interact across different ε-levels. Thus,
the structure is more complicated and the equations have a more complex coupling.
The boundary layer terms involve exponentially decaying functions in x and y, which
we will denote by
E1(x) = e
−b1x/ε and E2(y) = e−b2y/ε.
The formal ansatz for the structure of the solution ψ would be
ψ =
∞∑
i=0
εiψi +
∞∑
i=0
εivi +
∞∑
i=0
εiwi +
∞∑
i=0
εizi. (2.47)
We are only interested in a lower order expansion and will consider finite sums instead.
To be more precise, we approximate ψ by
Ψ =
j∑
i=0
εiψi +
k∑
i=0
εivi +
l∑
i=0
εiwi +
m∑
i=0
εizi. (2.48)
We will specify the values of the integers j, k, l,m later. The first sum represents the
outer expansion by means of reduced problems with Dirichlet boundary conditions and
homogeneous Neumann conditions at the inflow boundary. The boundary corrections
needed are corrections of Neumann values. They are split into two sums for the different
sides of Ω in terms near the outflow corner. The final sum of (2.48) corrects the Neumann
values introduced by the previous correction terms near the outflow corner. Figure 2.1
depicts the situation for the first step for b > 0.
ψ0 v1
w1 z2
Figure 2.1: The interplay of Neumann corrections, solid line: no error, dashed line: error,
densely-dotted line: correction
Let us start by defining ψ0. It solves a reduced problem that can formally be found
by comparing powers of ε in the general approach (2.47). This idea is similar to those in
the 1D case, see Subsection 2.1. We have
(b · ∇)∆ψ0(x, y)− c∆ψ0(x, y) = f(x, y) in Ω = (0, 1)2, (2.49a)
ψ0(x, y) = 0 on Γ = ∂Ω, (2.49b)
∂nψ0(x, y) = 0 on Γ−, (2.49c)
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where Γ− is the inflow boundary defined by Γ− := {(x, y) ∈ Γ| − b · n(x, y) < 0}. Due
to Proposition 2.14, the third-order problem (2.49) has a unique solution that fulfils the
Dirichlet condition on the whole boundary Γ, but the Neumann conditions only on the
inflow boundary Γ−, similar to asymptotic expansions for second-order problems as in [21].
Now the normal derivative of ψ0 in general is non-zero on the outflow boundary.
Thus, we correct these Neumann data by correction functions vi in x-direction and wi in
y-direction. We consider the case where b > 0, otherwise the analysis in analogous. The
outflow boundary is located at x = 0 and y = 0 and the layers can be found there.
We will now define the correction function for the layer at x = 0. It can formally be
derived with the help of the stretched variable ξ, defined by ξ = x
ε
, and a comparison of
powers of ε in the transformed differential operator L˜. We obtain L˜ expressed in terms
of the variable ξ and y by a coordinate transformation
L˜v˜(ξ, y) = ε−3v˜ξξξξ + 2ε−1v˜ξξyy + εv˜yyyy + ε−3b1v˜ξξξ + ε−1b1v˜ξyy + ε−2b2v˜ξξy + b2v˜yyy
− ε−2cv˜ξξ − cv˜yy
= ε−3(v˜ξ + b1v˜)ξξξ + ε−2(b2v˜y − cv˜)ξξ + ε−1(2v˜ξ + b1v˜)ξyy + (b2v˜y − cv˜)yy
+ εv˜yyyy. (2.50)
Now, we use the function v to correct the Neumann data. Thus, it has to fulfil the
boundary conditions at x = 0, which is ξ = 0. Therefore, we consider the Neumann
derivative in x = 0 of the infinite sum (2.47) and make a comparison in the powers of ε.
The last two sums are set to zero because they do not have to correct anything. We get
conditions on the functions ψi and v˜i, namely
ψi,x(0, y) = −v˜i+1,ξ(0, y) (2.51)
for correcting the contributions of ψi to the Neumann data at x = 0, which follows the
idea of the 1D correction, see Section 2.1. The functions ψi and v˜i act on different ε-
levels because we consider the derivative of v˜i in ξ and thus get an additional order of
ε. Remark that we do not correct the boundary conditions up to i = ∞. We make use
of this condition only for the considered indices. Additionally, the boundary correction
functions are expected to be exponentially decaying away from the boundary.
Now, the boundary condition (2.51) shows that the contribution of ψ0 will be corrected
by v1. Thus, v0 has nothing to correct and therefore v˜0 can be set to
v˜0 ≡ 0.
For v˜1 the comparison of powers of ε in (2.50) with L˜v˜ = 0 yields
v˜1,ξξξξ + b1v˜1,ξξξ = −b2v˜0,ξξy + cv˜0,ξξ = 0 in (0,∞)× (0, 1),
v˜1,ξ(0, y) = −ψ0,x(0, y) and lim
ξ→∞
v˜1(ξ, y) = 0.
(2.52)
This problem has constant coefficients and no derivatives in y. Therefore, it can be solved
explicitly and has the solution
v˜1(ξ, y) =
ψ0,x(0, y)
b1
exp{−b1ξ} ⇒ v1(x, y) = ψ0,x(0, y)
b1
E1(x). (2.53)
Analogously, we obtain the correction functions w˜0 ≡ 0 and w˜1(x, η) with the stretched
variable η = y
ε
for the layer along y = 0
w˜1(x, η) =
ψ0,y(x, 0)
b2
exp{−b2η} ⇒ w1(x, y) = ψ0,y(x, 0)
b2
E2(y). (2.54)
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Both boundary correction functions v1 and w1 introduce non-zero Dirichlet and Neumann
contributions on the outflow boundary. We correct the Neumann data by a corner correc-
tion function z2 and the Dirichlet data by ψ1. For the corner correction function we apply
the stretching of the coordinates in both directions and formally obtain the operator
L¯z¯(ξ, η) = ε−3(z¯ξξξξ+2z¯ξξηη+ z¯ηηηη)+ε−3(b1(z¯ξξξ+ z¯ηηξ)+b2(z¯ξξη+ z¯ηηη))−ε−2c(z¯ξξ+ z¯ηη).
(2.55)
Again, the correction function is to correct the Neumann data of v along y = 0 (η = 0)
and of w along x = 0 (ξ = 0). Thus, we have
v˜i,y(ξ, 0) = −z¯i+1,η(ξ, 0) and w˜i,x(0, η) = −z¯i+1,ξ(0, η). (2.56)
This time we obtain z¯0 ≡ z¯1 ≡ 0 because they have nothing to correct. The corner
correction function z¯2 fulfils
∆¯2z¯2 + (b · ∇¯)∆¯z¯2 = c∆¯z¯1 = 0 in (0,∞)× (0,∞),
z¯2,η(ξ, 0) = −v˜1,y(ξ, 0) and z¯2,ξ(0, η) = −w˜1,x(0, η),
lim
ξ→∞
z¯2(ξ, η) = 0 and lim
η→∞
z¯2(ξ, η) = 0.
A solution can be found to be
z¯2(ξ, η) = −ψ0,xy(0, 0)
b1b2
exp{−b1ξ} exp{−b2η} ⇒ z2(x, y) = −ψ0,xy(0, 0)
b1b2
E1(x)E2(y).
(2.57)
As said before, the boundary correction functions v1 and w1 introduce non-neglectable
contributions in the Dirichlet data on Γ+ := {x ∈ Γ : −b ·n > 0}. This will be corrected
in the next step by ψ1, which solves the reduced problem
(b · ∇)∆ψ1(x, y)− c∆ψ1(x, y) = −∆2ψ0 in Ω = (0, 1)2,
ψ1(x, y) = 0 on Γ−,
∂nψ1(x, y) = 0 on Γ−,
ψ1(0, y) = −v1(0, y) y ∈ (0, 1),
ψ1(x, 0) = −w1(x, 0) x ∈ (0, 1).
It can easily be checked that the conditions from Proposition 2.14 are fulfilled.
The construction of problems for v2 and w2 now follows the same pattern as the
construction for v1 and w1. We get
v˜2(ξ, y) =
(
ψ1,x(0, y)
b1
− α(y)
b31
− α(y)ξ
b21
)
exp{−b1ξ}
⇒ v2(x, y) =
(
ψ1,x(0, y)
b1
− α(y)
b31
− α(y)x
b21ε
)
E1(x)
with α(y) = −b2ψ0,xy(0, y) + cψ0,x(0, y)
and
w˜2(x, η) =
(
ψ1,y(x, 0)
b2
− β(x)
b32
− β(x)η
b22
)
exp{−b2η}
⇒ w2(x, y) =
(
ψ1,y(x, 0)
b2
− β(x)
b32
− β(x)y
b22ε
)
E2(y)
with β(x) = −b1ψ0,xy(x, 0) + cψ0,y(x, 0).
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The function z¯3 has to fulfil the following problem:
∆¯2z¯3 + (b · ∇¯)∆¯z¯3 = c∆¯z¯2 = −cψ0,xy(0, 0) exp{−b1ξ} exp{−b2η}(b
2
1 + b
2
2)
b1b2
in (0,∞)× (0,∞),
z¯3,η(ξ, 0) = −v˜2,y(ξ, 0) and z¯3,ξ(0, η) = −w˜2,x(0, η),
lim
ξ→∞
z¯3(ξ, η) = 0 and lim
η→∞
z¯3(ξ, η) = 0.
We make the ansatz
z3(ξ, η) = (ω1 + ω2ξ + ω3η) exp{−b1ξ} exp{−b2η}
with unknown constants ω1, ω2, ω3. With this ansatz, we only get a solution if the following
compatibility condition is fulfilled:
(b · ∇)ψ0,xy(0, 0)− cψ0,xy(0, 0) = 0. (2.58)
Then, the solution is given by
z¯3(ξ, η) = (ω1 + ω2ξ + ω3η) exp{−b1ξ} exp{−b2η}
⇒ z3(x, y) =
(
ω1 + ω2
x
ε
+ ω3
y
ε
)
E1(x)E2(y)
with
ω1 =
−b1b2ψ1,xy(0, 0) + b1ψ0,xyy(0, 0) + b2ψ0,xxy(0, 0)
b21b
2
2
,
ω2 =
ψ0,xxy(0, 0)
b1b2
,
ω3 =
ψ0,xyy(0, 0)
b1b2
.
Without the explicit ansatz for z3, we also get several compatibility conditions, which
follow from the differential equation itself and the boundary conditions, because z3 has
to be continuous in the corner (0,0).
Now, z2 introduce non-neglectable contributions in the Dirichlet data on Γ+. Thus
for the next step, ψ2 has to correct the Dirichlet data of v2, w2 and z2. We consider the
equation
(b · ∇)∆ψ2(x, y)− c∆ψ2(x, y) = −∆2ψ1 in Ω = (0, 1)2,
ψ2(x, y) = 0 on Γ−,
∂nψ2(x, y) = 0 on Γ−,
ψ2(0, y) = −v2(0, y)− w2(0, y)− z2(0, y) y ∈ (0, 1),
ψ2(x, 0) = −v2(x, 0)− w2(x, 0)− z2(x, 0) x ∈ (0, 1).
Once more, we have to check the conditions of Proposition 2.14. Therefore, we have to
verify whether the following equations hold
−v2(0, 1)− w2(0, 1)− z2(0, 1) = 0, (2.59)
−v2(1, 0)− w2(1, 0)− z2(1, 0) = 0, (2.60)
−v2,y(0, 1)− w2,y(0, 1)− z2,y(0, 1) = 0, (2.61)
−v2,x(1, 0)− w2,x(1, 0)− z2,x(1, 0) = 0. (2.62)
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We begin with equation (2.59):
v2(0, 1) + w2(0, 1) + z2(0, 1)
=
ψ1,x(0, 1)
b1
− α(1)
b31
+
(
ψ1,y(0, 0)
b2
− β(0)
b32
− β(0)
b22ε
)
E2(1)− ψ0,xy(0, 0)
b1b2
E2(1)
=
(
ψ1,y(0, 0)
b2
− −b1ψ0,xy(0, 0) + cψ0,y(0, 0)
b32
−−b1ψ0,xy(0, 0) + cψ0,y(0, 0)
b22ε
− ψ0,xy(0, 0)
b1b2
)
E2(1)
=
(
−2ψ0,xy(0, 0)
b1b2
− −b1ψ0,xy(0, 0)
b32
− −b1ψ0,xy(0, 0)
b22ε
)
E2(1).
This is only zero if
ψ0,xy(0, 0) = 0. (2.63)
Equation (2.60) yields
v2(1, 0) + w2(1, 0) + z2(1, 0)
=
(
ψ1,x(0, 0)
b1
− α(0)
b31
− α(0)
b21ε
)
E1(1) +
ψ1,y(1, 0)
b2
− β(1)
b32
− ψ0,xy(0, 0)
b1b2
E1(1)
=
(
ψ1,x(0, 0)
b1
− −b2ψ0,xy(0, 0) + cψ0,x(0, 0)
b31
−−b2ψ0,xy(0, 0) + cψ0,x(0, 0)
b21ε
− ψ0,xy(0, 0)
b1b2
)
E1(1)
=
(
−2ψ0,xy(0, 0)
b1b2
− −b2ψ0,xy(0, 0)
b31
− −b2ψ0,xy(0, 0)
b21ε
)
E1(1)
and gives the same condition. Let us continue with equation (2.61):
v2,y(0, 1) + w2,y(0, 1) + z2,y(0, 1)
=
ψ1,xy(0, 1)
b1
− αy(1)
b31
+
(−b2
ε
(
ψ1,y(0, 0)
b2
− β(0)
b32
− β(0)
b22ε
)
− β(0)
b22ε
)
E2(1)
+
ψ0,xy(0, 0)
b1
E2(1)
(2.63)
=
ψ1,xy(0, 1)
b1
− αy(1)
b31
− ψ1,y(0, 0)
ε
E2(1)
=
b2ψ0,xyy(0, 1)
b31
.
Analogously, for equation (2.62), we get
v2,x(1, 0) + w2,x(1, 0) + z2,x(1, 0) =
b1ψ0,xxy(1, 0)
b32
.
Thus, we obtain the additional conditions
ψ0,xyy(0, 1) = 0, (2.64)
ψ0,xxy(1, 0) = 0. (2.65)
If the conditions (2.63), (2.64) and (2.65) are not fulfilled, the existence of a solution ψ2
is not guaranteed. Condition (2.63) implies that z2 ≡ 0.
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Remark 2.20. From conditions (2.64) and (2.65) we get conditions on f , namely f(0, 1) =
0 and f(1, 0) = 0. This follows by extending the differential equation for ψ0 to the bound-
ary.
Furthermore, if b1 = b2, condition (2.58) implies that f(0, 0) = 0.
The construction of v3 and w3 now follows the same pattern as the one for v1, v2, w1
and w2. The structure of the solutions is of the form
v˜3(ξ, y) = P˜2(ξ, y) exp{−b1ξ} ⇒ v3(x, y) = P˜2
(x
ε
, y
)
E1(x),
w˜3(x, η) = Q˜2(x, η) exp{−b2η} ⇒ w3(x, y) = Q˜2
(
x,
y
ε
)
E2(y),
where P˜2 is a polynomial of second order in the first component and Q˜2 a polynomial of
second order in the second component. We could continue the expansion with even more
compatibility conditions, but we stop here with this classical asymptotic expansion. We
add functions v˜4, w˜4 and z¯4, which do not have to correct the boundary layers, but change
the right-hand side of the residual. They fulfil the following problems:
v˜4,ξξξξ + b1v˜4,ξξξ = −b2v˜3,ξξy + cv˜3,ξξ − 2v˜2,ξξyy − b1v˜2,ξyy − b2v˜1,yyy + cv˜1,yy,
in (0,∞)× (0, 1),
v˜4,ξ(0, y) = 0, in (0, 1),
lim
ξ→∞
v˜4(ξ, y) = 0, in (0, 1),
and
w˜4,ηηηη + b2w˜4,ηηη = −b1w˜3,xηη + cw˜3,ηη − 2w˜2,xxηη − b2w˜2,xxη − b1w˜1,xxx + cw˜1,xx,
in (0, 1)× (0,∞),
w˜4,η(x, 0) = 0, in (0, 1),
lim
η→∞
w˜4(x, η) = 0, in (0, 1)
and
∆¯2z¯4 + (b · ∇¯)∆¯z¯4 = c∆¯z¯3
The boundary data of z¯4 only have to be bounded by a constant and do not need to
correct other data, thus we are free to chose a function z¯4. We get
v˜4(ξ, y) = P˜3(ξ, y) exp{−b1ξ} ⇒ v3(x, y) = P˜3
(x
ε
, y
)
E1(x),
w˜4(x, η) = Q˜3(x, η) exp{−b2η} ⇒ w3(x, y) = Q˜3
(
x,
y
ε
)
E2(y),
where P˜3 is a polynomial of third order in the first component and Q˜3 a polynomial of
third order in the second component. The function z4 is of the structure
z¯4(ξ, η) = R¯2(ξ, η) exp{−b1ξ} exp{−b2η} ⇒ z4(x, y) = R¯2
(x
ε
,
y
ε
)
E1(x)E2(y),
where R¯ is a polynomial of second order in both components.
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2.2.2 Estimation of the residual
Consider now the approximation Ψ of ψ given by
Ψ =
2∑
i=0
εiψi +
4∑
i=1
εivi +
4∑
i=1
εiwi +
4∑
i=2
εizi (2.66)
with the functions given before. Furthermore, let R = ψ−Ψ be the residual of the solution
of problem (2.27) and its approximation Ψ. We now estimate the residual R with the
help of Theorem 2.16. Let us start with some lemmas. In all the lemmas, it is implicitly
assumed that the compatibility conditions (2.58), (2.63), (2.64) and (2.65) are fulfilled.
Lemma 2.21. For the residual R, we have:
∥LR∥L2(Ω) ≤ Cε5/2. (2.67)
Proof. Let us start by computing
LR = L(ψ − ψ0 − εψ1 − ε2ψ2 − εv1 − ε2v2 − ε3v3 − ε4v4 − εw1 − ε2w2 − ε3w3 − ε4w4
− ε2z2 − ε3z3 − ε4z4)
= L(ψ − ψ0 − εψ1 − ε2ψ2)− L(εv1 + ε2v2 + ε3v3 + ε4v4)
− L(εw1 + ε2w2 + ε3w3 + ε4w4)− L(ε2z2 + ε3z3 + ε4z4). (2.68)
We obtain
L(ψ − ψ0 − εψ1 − ε2ψ2) = f − f + ε∆2ψ0 − ε∆2ψ0 + ε2∆2ψ1 − ε2∆2ψ1 + ε3∆2ψ2
= ε3∆2ψ2
for the first term of (2.68). For the second term of (2.68) we have
L(εv1 + ε
2v2+ε
3v3 + ε
4v4)
= L˜(εv˜1 + ε
2v˜2 + ε
3v˜3 + ε
4v˜4)
= ε2 ((v˜1,yy + b2v˜2,y − cv˜2 + 2v˜3,ξξ + b1v˜3,ξ)yy + (b2v˜4,y − cv˜4)ξξ)
+ ε3(v˜2,yy + b2v˜3,y − cv˜3 + 2v˜4,ξξ + b1v˜4,ξ)yy
+ ε4(v˜3,yy + b2v˜4,y − cv˜4)yy + ε5v˜4,yyyy.
The third term of (2.68) can be rewritten analogously. Finally, the remaining term in
(2.68) is
L(ε2z2 + ε
3z3 + ε
4z4) = L¯(ε
2z¯2 + ε
3z¯3 + ε
4z¯4)
= −ε2c∆¯z¯4.
Thus, with some functions g1, g2, g3 that are bounded independently of ε, we obtain
LR = ε3∆2ψ2 + ε
2(g1(y)E1(x) + g2(x)E2(y) + g3(x, y)E1(x)E2(y))
which yields (2.67).
Lemma 2.22. The residual R can be bounded on ∂Ω by
∥R∥L∞(Γ) ≤ Cε3. (2.69)
Its tangential derivative is bounded on ∂Ω by
∥∂tR∥L∞(Γ) ≤ Cε2. (2.70)
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Proof. We will give details only for some of the terms as the others follow the same way.
Let us start with
R(1, y) = ψ(1, y)− ψ0(1, y)− εψ1(1, y)− ε2ψ2(1, y)
− ε(v1(1, y) + w1(1, y))− ε2(v2(1, y) + w2(1, y) + z2(1, y)
− ε3(v3(1, y) + w3(1, y) + z3(1, y))− ε4(v4(1, y) + w4(1, y) + z4(1, y)).
The first four terms of R(1, y) are zero because these functions fulfil homogeneous Dirichlet
boundary conditions.
The first layer of correction yields
v1(1, y) + w1(1, y) =
ψ0,x(0, y)
b1
E1(1) +
ψ0,y(1, 0)
b2
E2(0) =
ψ0,x(0, y)
b1
E1(1)
because ψ0,y(1, 0) = 0 due to the Dirichlet boundary conditions of ψ0. The factor E1(1)
is exponentially small in ε and can therefore be bounded by an arbitrary power of ε. For
the corrections with index 2, we have
w2(1, y) =
(
ψ1,y(1, 0)
b2
− β(1)
b32
− β(1)y
b22ε
)
E2(y) = 0
because β(1) = 0 due to ψ0,xy(1, 0) = 0 and ψ1,y(1, 0) = 0 due to the Dirichlet boundary
conditions of ψ1, and
v2(1, y) + z2(1, y) = v2(1, y) =
(
ψ1,x(0, y)
b1
− α(y)
b31
− α(y)
b21ε
)
E1(1).
For the corrections with index 3, we obtain
v3(1, y) + z3(1, y) = P˜2
(
x =
1
ε
, y
)
E1(1) + R¯1
(
x =
1
ε
,
y
ε
)
E1(1)E2(y),
where again E1(1) is arbitrarily small. Finally,
w3(1, y) = Q˜2
(
1,
y
ε
)
E2(y)
is bounded by a constant due to Pk(t)e
−t ≤ C for all t and k, where Pk is a polynomial of
order k. The corrections with index 4 are bounded similarly with the same argumentation.
Combining these terms, we obtain with some function g(y), bounded independently of ε,
and polynomials P2, P3
R(1, y) = εg(y)E1(1) +
(
ε3P2
(y
ε
)
+ ε4P3
(y
ε
))
E2(y).
Thus, the L∞-norm over this part of the boundary is bounded by
∥R(1, ·)∥L∞(0,1) ≤ Cε3.
Let us take a look at the outflow boundary at x = 0. Here, we do not have an arbitrarily
small factor E1(1) in our estimates. We start with
R(0, y) = ψ(0, y)− ψ0(0, y)− εψ1(0, y)− ε2ψ2(0, y)
− ε(v1(0, y) + w1(0, y))− ε2(v2(0, y) + w2(0, y) + z2(0, y))
− ε3(v3(0, y) + w3(0, y) + z3(0, y))− ε4(v4(0, y) + w4(0, y) + z4(0, y))
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and the first two terms are zero due to the Dirichlet conditions they fulfil. The next terms
cancel each other out by definition of ψ1 and ψ2
ψ1(0, y) = −v1(0, y)
ψ2(0, y) = −v2(0, y)− w2(0, y)− z2(0, y).
The term w1(0, y) also is zero because ψ0,y(0, 0) = 0 due to the Dirichlet conditions on
ψ0. Now the terms containing ε
3 and ε4 are left. With the same methods as above, for
some function h bounded independently of ε and polynomials P2, P3, we obtain
R(0, y) = ε3
(
h(y) +
(
P2
(y
ε
)
+ εP3
(y
ε
))
E2(y)
)
.
Thus, the L∞-norm of this part of the boundary is bounded by
∥R(0, ·)∥L∞(0,1) ≤ Cε3.
On the other boundaries, we can use similar ideas and obtain (2.69) by combining all of
the partial estimates.
For the tangential derivative we similarly estimate Ry(0, y) and Ry(1, y). We obtain
∥Ry(0, ·)∥L∞(0,1) ≤ Cε2 and ∥Ry(1, ·)∥L∞(0,1) ≤ Cε2
due to E2,y(y) = − b2ε E2(y). On the other boundaries we apply the same techniques and
conclude (2.70).
Lemma 2.23. The normal derivative of the difference R on the boundary ∂Ω can be
estimated by
∥∂nR∥L∞(Γ) ≤ Cε3 and ∥∂nR∥L2(Γ) ≤ Cε7/2. (2.71)
Proof. Again, we only show the estimation for some terms, the others follow by the same
techniques. Let us start with R(1, y). Here, we have
Rx(1, y) = ψx(1, y)− ψ0,x(1, y)− εψ1,x(1, y)− ε2ψ2,x(1, y)
− ε(v1,x(1, y) + w1,x(1, y))− ε2(v2,x(1, y) + w2,x(1, y) + z2,x(1, y))
− ε3(v3,x(1, y) + w3,x(1, y) + z3,x(1, y))− ε4(v4,x(1, y) + w4,x(1, y) + z4,x(1, y)).
Now,
ψx(1, y)− ψ0,x(1, y)− εψ1,x(1, y)− ε2ψ2,x(1, y) = 0
due to the homogeneous Neumann boundary conditions at this boundary of the functions
ψ, ψ0, ψ1 and ψ2. For the next terms we have
v1,x(1, y) + w1,x(1, y) = −ψ0,x(1, y)
ε
E1(1) +
ψ0,xy(1, y)
b2
E2(y)
= −ψ0,x(1, y)
ε
E1(1)
because ψ0 fulfils the homogeneous Neumann boundary condition along x = 1 and its
y-derivative is therefore zero. The terms with index 2 are
w2,x(1, y) =
(
ψ1,xy(1, 0)
b2
− βx(1)
b32
− βx(1)y
b22ε
)
E2(y)
=
b1ψ0,xxy(1, 0)
b32
(
1 +
b2y
ε
)
E2(y)
= 0
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due to the compatibility condition (2.65), and
v2,x(1, y) + z2,x(1, y) = −b1
ε
(
ψ1,y(1, 0)
b1
− α(y)
b31
− α(y)
b21ε
)
E1(1),
which is arbitrarily small. The terms with index 3 give
v3,x(1, y) + z3,x(1, y) =
(
P˜2,x
(
1
ε
, y
)
− b1
ε
P˜2
(
1
ε
, y
)
+
w2
ε
E2(y)− b1
ε
(
ω1 + ω2
1
ε
+ ω3
y
ε
)
E2(y)
)
E1(1),
where again E1(1) is arbitrarily small, and
w3,x(1, y) = Q˜2,x
(
1,
y
ε
)
E2(y),
which is bounded by a constant due to (1+t+t2)et ≤ C for all t. The same arguments hold
for the correction functions with index 4. Combining all these terms, for some function g
bounded independently of ε and constants c7, c8 and c9 independent of ε, we have
Rx(1, y) = g(y)E1(1) + ε
3
(
c7 + c8
(y
ε
)
+ c9
(y
ε
)2)
E2(y).
Thus, we obtain
∥Rx(1, ·)∥L∞(0,1) ≤ Cε3 and ∥Rx(1, ·)∥L2(0,1) ≤ Cε7/2.
On the outflow boundary x = 0 we have
Rx(0, y) = ψx(0, y)− ψ0,x(0, y)− εψ1,x(0, y)− ε2ψ2,x(0, y)
− ε(v1,x(0, y) + w1,x(0, y))− ε2(v2,x(0, y) + w2,x(0, y) + z2,x(0, y)
− ε3(v3,x(0, y) + w3,x(0, y) + z3,x(0, y))− ε4(v4,x(0, y) + w4,x(0, y) + z4,x(0, y)).
The first term is zero. The next terms and their corresponding layer correction functions
cancel each other out. So far, we have
Rx(0, y) = −ε3w3,x(0, y)− ε4(v4,x(0, y) + w4,x(0, y) + z4,x(0, y)).
The remaining terms are not vanishing and for some function h bounded independently
of ε and constants c10, c11 and c12 independent of ε, we have
Rx(0, y) = ε
4h(y) + ε3
(
c10 + c11
(y
ε
)
+ c12
(y
ε
)2)
E2(y).
Thus, we obtain
∥Rx(0, ·)∥L∞(0,1) ≤ Cε3 and ∥Rx(0, ·)∥L2(0,1) ≤ Cε7/2.
The normal derivative on the other sides can be estimated similarly and we obtain (2.71).
Now, we can conclude one proposition from these lemmas.
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Proposition 2.24. Assuming the compatibility conditions (2.58), (2.63), (2.64) and (2.65)
are fulfilled, we consider the approximation of ψ given by
Ψ =
2∑
i=0
εiψi +
4∑
i=1
εivi +
4∑
i=1
εiwi +
4∑
i=2
εizi. (2.72)
Then, the residual R = ψ −Ψ can be estimated by
∥R∥L∞(Ω) ≤ Cε3/2 (2.73)
and
∥R∥H1(Ω) ≤ Cε3/2. (2.74)
Proof. We make use of Theorem 2.16 and Lemmas 2.21-2.23. The C1/2-norm can be
estimated via the C1- and L∞-norm. It follows that
∥R∥C1/2(Γ) ≤ Cε5/2.
Theorem 2.25. Assuming the compatibility conditions (2.58), (2.63), (2.64) and (2.65)
are fulfilled, then the solution ψ of (2.27) can be decomposed into a regular part S and
two layer parts in the following form:
ψ(x, y) = S(x, y) + εH(x, y)E1(x) + εI(x, y)E2(y), (2.75)
where the functions S,H and I are independently bounded of ε.
Proof. The result follows from the asymptotic expansion which was done in this section.
Proposition 2.24 yields that the residual R is small enough and can thus be incorporated
into the smooth part S due to the structure of the layer correcting terms. The corner
layer parts z3 and z4 are also incorporated into the smooth part.
Remark 2.26. The layers of ψ are so-called weak layers. Looking at ψ − S, we obtain
∥ψ − S∥L∞(Ω) ≤ Cε,
but
∥∇(ψ − S)∥L∞(Ω) ≤ C,
i.e. the layers are visible in the first derivative.
2.2.3 Asymptotic expansion without compatibility conditions
We have seen that an asymptotic expansion of arbitrary order is only possible with cer-
tain compatibility conditions. A solution for ψ2 can only be constructed if conditions
(2.63), (2.64) and (2.65) are fulfilled. We now make an asymptotic expansion without any
compatibility conditions and will see that we will lose an ε-order for the residual R.
We keep the construction of the functions ψ0, ψ1, v1, w1, v2, w2 and z2. In the next step,
we formally set ψ2 ≡ 0. This implies that we apply homogeneous boundary conditions
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for v3 and w3. For z3 we choose an arbitrary, exponentially decaying function that fulfils
a corner-correction-like problem, given by
∆¯2z¯3 + (b · ∇¯)∆¯z¯3 = c∆¯z¯2
= −cψ0,xy(0, 0) exp{−b1ξ} exp{−b2η}(b
2
1 + b
2
2)
b1b2
in (0,∞)× (0,∞).
(2.76)
Its boundary data only have to be bounded by a constant and do not need to correct
other data. Thus, we are free to choose z¯3. We take
z3(x, y) =
cψ0,xy(0, 0)
b1b2(b1 + b2)
(x
ε
+
y
ε
)
E1(x)E2(y).
We now consider another approximation Ψnew of ψ given by
Ψnew = ψ0 + εψ1 + εv1 + ε
2v2 + ε
3v3 + εw1 + ε
2w2 + ε
3w3 + ε
2z2 + ε
3z3. (2.77)
The following statements are calculated analogously to the previous section.
Lemma 2.27. For the residual Rnew = ψ −Ψnew, we get the following estimates:
∥LRnew∥L2(Ω) ≤ Cε3/2,
∥Rnew∥L∞(Γ) ≤ Cε2,
∥Rnew∥L2(Γ) ≤ Cε2,
∥∂tRnew∥L∞(Γ) ≤ Cε,
∥∂nRnew∥L∞(Γ) ≤ Cε2,
∥∂nRnew∥L2(Γ) ≤ Cε5/2
and finally
∥Rnew∥L∞(Ω) ≤ Cε1/2.
Proof. The first six equations follow from a straightforward calculation in the same pattern
as in Lemmas 2.21, 2.22 and 2.23. The last equation follows from the six equations before
and Theorem 2.16.
Hence, we see that the ε-order of the residual Rnew is not small enough to have a
solution decomposition like in Theorem 2.25. We can only show the following:
Proposition 2.28. Consider equation (2.27). The solution ψ can be represented as
ψ(x, y) = S(x, y) + εH(x, y)E1(x) + εI(x, y)E2(y) + ε
2J(x, y)E1(x)E2(y) +R
new(x, y),
(2.78)
where the functions S,H, I, J are bounded independently of ε and the residual is of order
ε1/2.
As mentioned in Remark 2.19, the stability estimate is not optimal. With a better
estimate, it would be possible to show better results for this solution decomposition.
Nevertheless, we will assume a solution decomposition like in Proposition 2.28 in the next
chapter.
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Solution decomposition and
layer-adapted meshes
As our investigations before have shown, the solution u of (1.1) can be assumed to exhibit
boundary layers. It is convenient to have a decomposition of u into regular and layer parts
to construct layer-adapted meshes and to establish uniform convergence (that means
independent of ε). The results of the following three chapters can be found in [9].
3.1 Solution decomposition
In Section 2.2, we established that a solution structure holds for the stream function ψ.
As said in Section 1.2, we get information about u via the property u(x, y) = curlψ(x, y).
For problems like (1.1), we now propose the following decomposition:
Assumption 3.1. The solution u = (u1, u2) can be decomposed as
u1 = g1 + v1 + w1 + z1,
u2 = g2 + v2 + w2 + z2.
For fixed k ∈ N and all x, y ∈ [0, 1] and 0 ≤ i+ j ≤ k+1, we have the pointwise estimates⏐⏐∂ix∂jyg1(x, y)⏐⏐ ≤ C, ⏐⏐∂ix∂jyg2(x, y)⏐⏐ ≤ C,⏐⏐∂ix∂jyv1(x, y)⏐⏐ ≤ Cε1−ie−β1 xε , ⏐⏐∂ix∂jyv2(x, y)⏐⏐ ≤ Cε−ie−β1 xε ,⏐⏐∂ix∂jyw1(x, y)⏐⏐ ≤ Cε−ie−β2 yε , ⏐⏐∂ix∂jyw2(x, y)⏐⏐ ≤ Cε1−ie−β2 yε ,⏐⏐∂ix∂jyz1(x, y)⏐⏐ ≤ Cε1−(i+j)e−β1 xε e−β2 yε , ⏐⏐∂ix∂jyz2(x, y)⏐⏐ ≤ Cε1−(i+j)e−β1 xε e−β2 yε ,
where the gis are the regular parts, the vis the exponential boundary layers in x-direction,
the wis the exponential boundary layers in y-direction and the zis the corner layers. The
bounds ⏐⏐∂ix∂jyp(x, y)⏐⏐ ≤ C, 0 ≤ i+ j ≤ k,
are assumed for the pressure p.
Remark 3.2. For u and its derivatives we expect the decomposition to hold if enough
compatibility conditions on the data of our problem are fulfilled. Their structure is
similar to that of convection-diffusion problems, see [15,16]. We assume that there are no
boundary layers for the pressure, but the analysis also works if the pressure has strong
boundary layers. Then we would estimate p similarly to u, which is possible because we
use the same mesh for all components.
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Ω22 Ω21
Ω12 Ω11
Figure 3.1: Decomposition of Ω into subregions
3.2 Layer-adapted meshes
With the help of Assumption 3.1, we now construct a priori adapted meshes. The velocity
u has weak and strong layers, more precisely, u1 has strong layers in y-direction and weak
layers in x-direction and vice versa for u2. Thus, we need fine meshes along y = 0 for
u1 and along x = 0 for u2. We will use a layer-adapted mesh that is fine at x = 0 and
at y = 0 for both components u1 and u2 because numerical analysis works best if the
weak layers are resolved as well. Whilst weak layers are not visible at first sight, their
unpleasant ε-dependence comes into play via derivatives. For simplicity, this mesh is also
used for p although we did assume p not to have boundary layers.
We will make use of S-type meshes, see [29]. These meshes are constructed with the
help of transition points, where the mesh changes between fine and coarse. We require
that the number N of mesh intervals in each coordinate direction is divisible by two. Then
we define the transition parameters
λx := min
{
1
2
,
σε
β1
lnN
}
and λy := min
{
1
2
,
σε
β2
lnN
}
with some user-chosen positive parameter σ, which will be fixed later. The domain Ω is
divided into the subdomains Ω11,Ω21,Ω12 and Ω22 according to
Ω12 := [0, λx]× [λy, 1], Ω11 := [λx, 1]× [λy, 1],
Ω22 := [0, λx]× [0, λy], Ω21 := [λx, 1]× [0, λy],
see also Figure 3.1.
Here Ω11 is covering the non-layer region, Ω22 the corner layers and Ω12 and Ω21 the
two boundary layer regions. Furthermore, we assume that
ε <
min{β1, β2}
2σ lnN
such that λx and λy are smaller than 1/2, as it is typically the case for (1.1). Should ε be
larger, a standard analysis on an equidistant mesh suffices.
We now construct the layer-adapted meshes as follows. Let a mesh-generating function
ϕ be given which is monotonically increasing and has ϕ(0) = 0 and ϕ(1/2) = lnN . The
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mesh itself is defined as a tensor product mesh with nodes according to
xi :=
{
σε
β1
ϕ
(
i
N
)
, i = 0, . . . , N/2,
1− 2(1− λx)(1− iN ), i = N/2, . . . , N,
yj :=
{
σε
β2
ϕ
(
j
N
)
, j = 0, . . . , N/2,
1− 2(1− λy)(1− jN ), j = N/2, . . . , N.
Thus, in the layer regions, the distribution of nodes depends on ϕ while they are uniform
outside. Given an arbitrary function ϕ fulfilling these conditions, an S-type mesh is
defined.
Related to the mesh-generating function ϕ, we define a mesh-characterising function
ψ by
ψ = e−ϕ.
Then, ψ is decreasing with ψ(0) = 1 and ψ(1/2) = N−1. We will need this function to
estimate interpolation and a priori errors on general S-type meshes.
Table 3.1 presents some examples of S-type meshes from [29]. A visualisation of the
first two can be seen in Figure 3.2.
Table 3.1: Examples of mesh-generating and mesh-characterising functions of S-type
meshes
Name ϕ(t) maxϕ′ ψ(t) max |ψ′|
Shishkin mesh 2t lnN 2 lnN N−2t 2 lnN
Bakhvalov S-mesh −ln(1−2t(1−N−1)) 2N 1−2t(1−N−1) 2
polynomial S-mesh (2t)m lnN 2m lnN N−(2t)
m
C(lnN)1/m
modified B-S-mesh t
q−t , q =
1
2
(1 + 1
lnN
) 3 ln2N e−
t
q−t 3/(2q) ≤ 3
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
Figure 3.2: Shishkin mesh and Bakhvalov–Shishkin mesh
The so-called polynomial S-mesh has an additional parameter m > 0 to adjust the
grading inside the layer.
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We want to analyse numerical methods on these meshes. Therefore, the mesh-gener-
ating function has to fulfil an additional assumption in order to provide sufficient prop-
erties for our convergence analysis.
Assumption 3.3. Let the mesh-generating function ϕ be piecewise differentiable such
that
max
t∈[0,1/2]
ϕ′(t) ≤ CN or equivalently max
t∈[0,1/2]
|ψ′(t)|
ψ(t)
≤ CN (3.1)
is fulfilled.
Note that (3.1) is satisfied for all meshes given in Table 3.1.
With the help of (3.1), the mesh width inside the layers can be bounded from above.
Let hi := xi − xi−1 and ti = i/N for i = 1, . . . , N/2. Then it holds for t ∈ [ti−1, ti] (with
maxϕ′ taken over t ∈ [ti−1, ti])
ψ(ti) = e
−ϕ(ti) = e−(ϕ(ti)−ϕ(t))e−ϕ(t) ≥ e−(ϕ(ti)−ϕ(ti−1))ψ(t)
≥ e−N−1maxϕ′ψ(t) ≥ Cψ(t), (3.2)
where we used (3.1) for the last estimate. Furthermore, we have
x =
σε
β1
ϕ(t) = −σε
β1
lnψ(t) which gives ψ(t) = e−β1x/(σε).
Using this, the monotonicity of ψ, and (3.2), we obtain for i = 1, . . . , N/2 and x ∈ [xi−1, xi]
hi =
σε
β1
(ϕ(ti)− ϕ(ti−1)) ≤ σ
β1
εN−1 max
t∈[ti−1,ti]
ϕ′(t) ≤ σ
β1
εN−1
(
max
t∈[ti−1,ti]
|ψ′(t)|
)
/ψ(ti)
≤ CεN−1
(
max
t∈[ti−1,ti]
|ψ′(t)|
)
/ψ(t) ≤ CεN−1max |ψ′|eβ1x/(σε), (3.3)
where again max |ψ′| := max
t∈[0,1/2]
|ψ′(t)|. Similarly, we get for j = 1, . . . , N/2
ℓj := yj − yj−1 ≤ CεN−1max |ψ′|eβ2y/(σε) (3.4)
with y ∈ [yj−1, yj]. Of course, the simpler bounds
hi ≤ CεN−1maxϕ′ ≤ Cε, i = 1, . . . , N/2,
ℓj ≤ CεN−1maxϕ′ ≤ Cε, j = 1, . . . , N/2,
also follow from (3.1). Let us denote the maximal dimensions of cells in the layer region
by
h := max
i=1,...,N/2
hi and ℓ := max
j=1,...,N/2
ℓj.
Later on, we will see that the errors will be bounded by powers of a quantity that depends
on h, ℓ and ψ. We will abbreviate it by
EB(N, ε) := h+ ℓ+N−1max |ψ′|.
By above considerations, we have the estimate
EB(N, ε) ≤ Cε+N−1max |ψ′|
for general S-type meshes. Thus, for ε ≤ CN−1, this quantity is (almost) of order one.
For the Shishkin mesh, this restriction is not necessary and we always have EB(N, ε) ≤
CN−1 lnN .
In the following, we denote a specific element with dimensions hi and ℓj by τij =
[xi−1, xi] × [yj−1, yj] and a generic mesh rectangle by τ . Note that the mesh cells are
assumed to be closed.
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3.3 Interpolation errors on layer-adapted meshes
Let Ikw denote the scalar nodal interpolant of order k, which is applied component-wise
to vector-valued functions. In [2, Theorem 2.7], the following anisotropic interpolation
error bounds for τ = τij are given:
∥w − Ikw∥Lp(τ) ≤ C
(
hk+1i
∂k+1x wLp(τ) + ℓk+1j ∂k+1y wLp(τ)) , (3.5)
∥(w − Ikw)x∥Lp(τ) ≤ C
(
hki
∂k+1x wLp(τ) + ℓkj ∂x∂kywLp(τ)) (3.6)
and
∥(w − Ikw)y∥Lp(τ) ≤ C
(
hki
∂kx∂ywLp(τ) + ℓkj ∂k+1y wLp(τ)) , (3.7)
which hold true for p ∈ [1,∞] and arbitrary w ∈ W k+1,p(Ω).
Furthermore, we have
∥Ikw∥∞,τ ≤ C∥w∥∞,τ (3.8)
and
∥∂xIkw∥∞,τ ≤ C∥∂xw∥∞,τ , (3.9)
∥∂yIkw∥∞,τ ≤ C∥∂yw∥∞,τ . (3.10)
Lemma 3.4. Let σ > k+1, r = v1+w1+ z1 and s = v2+w2+ z2 from Assumption 3.1.
Then, the interpolation errors in the L2-norm can be bounded by
∥r − Ikr∥Ω11 + ∥s− Iks∥Ω11 ≤ CN−σ
(
ε1/2 +N−1/2
)
, (3.11)
∥r − Ikr∥Ω\Ω11 + ∥s− Iks∥Ω\Ω11 ≤ Cε1/2EB(N, ε)k+1. (3.12)
Moreover, the estimates
∥g1 − Ikg1∥Ω11 + ∥g2 − Ikg2∥Ω11 ≤ CN−(k+1),
∥g1 − Ikg1∥Ω\Ω11 + ∥g2 − Ikg2∥Ω\Ω11 ≤ Cε1/2(lnN)1/2EB(N, ε)k+1
hold true for the smooth parts g1 and g2.
Proof. Since the proof of the error bounds for s is analogous to that of r, we show only
the latter one.
We start with Ω11. Obviously, we have
∥r − Ikr∥Ω11 ≤ ∥r∥Ω11 + ∥Ikr∥Ω11 . (3.13)
For ∥r∥Ω11 , Assumption 3.1 implies
∥r∥Ω11 ≤ ∥v1∥Ω11 + ∥w1∥Ω11 + ∥z1∥Ω11 ≤ Cε1/2N−σ. (3.14)
Let h and ℓ denote the mesh width and height in Ω11. The domain Ω11 is divided into
S = [λx + h, 1]× [λy + ℓ, 1] and Ω11 \ S with the mesh transition points λx and λy. Note
that Ω11 \S only consists of a single ply of N − 1 mesh elements and h, ℓ ≤ CN−1. Thus,
we obtain
∥Ikr∥2Ω11\S ≤
∑
τ⊂Ω11\S
h ℓ∥Ikr∥2∞,τ ≤ CN−1∥r∥2∞,Ω11 ≤ CN−2σ−1 (3.15)
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using the stability (3.8). For τij ⊂ S we have
∥Ikr∥2τij ≤ h ℓ∥Ikr∥2∞,τij
≤ Ch ℓ (ε2e−2β1xi−1/ε + e−2β2yi−1/ε (1 + ε2e−2β1xi−1/ε))
≤ C
(∫
τi−1,j−1
(
ε2e−2β1x/ε + e−2β2y/ε
(
1 + ε2e−2β1x/ε
)))
.
Summation over all τij ⊂ S yields
∥Ikr∥2S ≤ C
(∫
Ω11
(
ε2e−2β1x/ε + e−2β2y/ε
(
1 + ε2e−2β1x/ε
))) ≤ CεN−2σ. (3.16)
Combining (3.13) to (3.16) completes the proof for (3.11).
On Ω12, we get by using (3.5), (3.3), and (3.4)
∥v1 − Ikv1∥2Ω12 ≤ C
(hk+1i ∂k+1x v12Ω12 + ℓk+1j ∂k+1y v12Ω12)
≤ C (ε3(N−1max |ψ′|)2(k+1) + ε3(N−1)2(k+1))
≤ C (ε3(N−1max |ψ′|)2(k+1)) .
Using the stability (3.8), we obtain for w1 and z1:
∥(w1 + z1)− Ik(w1 + z1)∥Ω12 ≤ C(measΩ12)1/2∥w1 + z1∥∞,Ω12 ≤ Cε1/2N−σ ln1/2N.
Similarly, we have on Ω21:
∥w1 − Ikw1∥2Ω21 ≤ C
(
ε(N−1max |ψ′|)2(k+1))
and
∥(v1 + z1)− Ik(v1 + z1)∥Ω21 ≤ Cε3/2N−σ ln1/2N.
Using the anisotropic interpolation error bounds (3.5), we analogously get on Ω22:
∥v1 − Ikv1∥2Ω22 ≤ C
(
ε4 lnN(N−1max |ψ′|+ ℓ)2(k+1)) ,
∥w1 − Ikw1∥2Ω22 ≤ C
(
ε2 lnN(h+N−1max |ψ′|)2(k+1)) ,
∥z1 − Ikz1∥2Ω22 ≤ C
(
ε4(N−1max |ψ′|)2(k+1)) .
Together with σ > k + 1 and the definition of EB(N, ε), we get (3.12).
For the smooth part, we present only the proofs for g1, since g2 can be estimated similarly.
We first apply (3.5) in the L∞-norm. Using the boundedness of the derivatives of g1, we
derive
∥g1 − Ikg1∥∞,Ω11 ≤ C(h
k+1
+ ℓ
k+1
) ≤ CN−(k+1),
∥g1 − Ikg1∥∞,Ω\Ω11 ≤ C(h+ ℓ+N−1)k+1.
Now, the L2-error can simply be estimated by the L∞-error bounds and the measure of
the domain
∥g1 − Ikg1∥Ω11 ≤ C(measΩ11)1/2∥g1 − Ikg1∥∞,Ω11 ≤ CN−(k+1),
∥g1 − Ikg1∥Ω\Ω11 ≤ C(measΩ \ Ω11)1/2∥g1 − Ikg1∥∞,Ω\Ω11 ≤ C(ε lnN)1/2(h+ ℓ+N−1)k+1,
which completes the proof upon recalling the definition of EB(N, ε).
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In Section 4.2, we will also need estimates for the derivatives of the interpolation error.
Therefore, we formulate the next lemma.
Lemma 3.5. Let σ > k + 1. Then the interpolation errors for u = (u1, u2) in the
H1-seminorm can be bounded by
∥∇(u− Iku)∥Ω11 ≤ Cε−1/2N−k,
∥∇(u− Iku)∥Ω\Ω11 ≤ Cε−1/2EB(N, ε)k,
while the estimates
∥ div(u− Iku)∥Ω11 ≤ CN−k,
∥ div(u− Iku)∥Ω\Ω11 ≤ ε1/2(lnN)1/2EB(N, ε)k
for the divergence of the interpolation error hold true.
Proof. Since the proof of the estimates in the H1-seminorm are similar for u1 and u2, we
only show the proofs for u1.
With the anisotropic interpolation error bounds (3.6) and (3.7) we get for the smooth
part
∥∇(g1 − Ikg1)∥Ω11 ≤ C(measΩ11)1/2∥∇(g1 − Ikg1)∥∞,Ω11
≤ C (∥(g1 − Ikg1)x∥∞,Ω11 + ∥(g1 − Ikg1)y∥∞,Ω11)
≤ CN−k
and similarly
∥∇(g1 − Ikg1)∥Ω\Ω11 ≤ C(h+ ℓ+N−1)k.
Now we estimate the layer parts. First consider the term v1. Here, by an inverse inequality
and the L∞-stability (3.8) of Ik, we have
∥(v1 − Ikv1)x∥Ω11∪Ω21 ≤ C(∥v1,x∥Ω11∪Ω21 + (measΩ11 ∪ Ω21)1/2N∥Ikv1∥∞,Ω11∪Ω21)
≤ C(∥v1,x∥Ω11∪Ω21 +N∥v1∥∞,Ω11∪Ω21)
≤ C(ε1/2N−σ + εN−σ+1).
In the remaining regions, we use (3.6) to deduce
∥(v1 − Ikv1)x∥Ω12∪Ω22 ≤ C
(hki ∂k+1x v1Ω12∪Ω22 + ℓkj∂x∂kyv1Ω12∪Ω22)
≤ Cε1/2 (ℓ+N−1max |ψ′|)k .
The techniques for the y-derivatives are similar except that we use the W 1,∞-stability
(3.10) of Ik to obtain
∥(v1 − Ikv1)y∥Ω11∪Ω21 ≤ C(∥v1,y∥Ω11∪Ω21 + ∥Ikv1,y∥∞,Ω11∪Ω21)
≤ C(∥v1,y∥Ω11∪Ω21 + ∥v1,y∥∞,Ω11∪Ω21)
≤ C(ε3/2N−σ + εN−σ)
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and
∥(v1 − Ikv1)y∥Ω12∪Ω22 ≤ C
(hki ∂kx∂yv1Ω12∪Ω22 + ℓkj∂k+1y v1Ω12∪Ω22)
≤ Cε3/2(ℓ+N−1max |ψ′|)k.
For the second layer part w1 we analogously get
∥(w1 − Ikw1)x∥Ω11∪Ω12 ≤ C(ε1/2N−σ +N−σ),
∥(w1 − Ikw1)x∥Ω21Ω22 ≤ Cε1/2(h+N−1max |ψ′|)k,
∥(w1 − Ikw1)y∥Ω11∪Ω12 ≤ C(ε−1/2N−σ +N−σ+1),
∥(w1 − Ikw1)y∥Ω21∪Ω22 ≤ C(ε−1/2(h+N−1max |ψ′|)k).
Now we estimate the error of the function z1 using the W
1,∞-stability (3.9) of Ik
∥(z1 − Ikz1)x∥Ω11 ≤ C (∥z1,x∥Ω11 + ∥z1,x∥∞,Ω11)
≤ C(εN−2σ +N−2σ),
∥(z1 − Ikz1)x∥Ω12∪Ω21 ≤ C
(
∥z1,x∥Ω12∪Ω21 + ε1/2 ln1/2N∥z1,x∥∞,Ω12∪Ω21
)
≤ C(εN−σ + ε1/2 ln1/2NN−σ)
and in Ω22 with (3.6)
∥(z1 − Ikz1)x∥Ω22 ≤ C
(hki ∂k+1x z1Ω22 + ℓkj∂x∂kyz1Ω22)
≤ Cε(N−1max |ψ′|)k.
The bounds for the y-derivatives follow analogously:
∥(z1 − Ikz1)y∥Ω11 ≤ C(εN−2σ + εN−2σ+1),
∥(z1 − Ikz1)y∥Ω12∪Ω21 ≤ C(εN−σ + ε1/2 ln1/2NN−σ),
∥(z1 − Ikz1)y∥Ω22 ≤ Cε(N−1max |ψ′|)k.
Putting all these estimates together, we obtain the bounds for the H1-seminorms with the
definition of EB(N, ε). We remark that the bounds of the x-derivatives of u1 are better
than those of the y-derivatives. For u2 we obtain similar results with the sole difference
that the x-derivatives are worse than the y-derivatives. Combining the x-derivatives of
u1 and the y-derivatives of u2, we get
∥ div(u− Iku)∥Ω11 ≤ ∥(u1 − Iku1)x∥Ω11 + ∥(u2 − Iku2)y∥Ω11 ≤ CN−k,
∥ div(u− Iku)∥Ω\Ω11 ≤ C(ε lnN)1/2(h+ ℓ+N−1max |ψ′|)k
for the divergence of u.
The interpolation operator into the discrete pressure space QN will be denoted by
Jk−1. In the case QN = P disck−1, Jk−1 is just the L
2-projection into QN . For QN = Qk−1,
the construction of Jk−1 needs two steps. First, Ik−1 denotes the nodal interpolation into
the space of continuous, piecewise Qk−1 functions. Second, we set
Jk−1q = Ik−1q − c, c = 1|Ω|
∫
Ω
Ik−1q
to ensure that Jk−1 maps into L20(Ω).
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Lemma 3.6. The estimate
∥p− Jk−1p∥ ≤ CEB(N, ε)k
holds true.
Proof. For QN = P
disc
k−1, the global L
2-projection Jk−1 localises to L2-projections on each
mesh cell. Hence, the proof exploits the anisotropic error estimates for the L2-projection
that follow the same reasoning as in [2]. For QN = Qk−1, estimates for the interpolation
error p− Ik−1p are obtained essentially in the same way as for the smooth part g1 of u1,
only using Ik−1 instead of Ik. Hence, the estimates
∥p− Ik−1p∥Ω11 ≤ CN−k, ∥p− Ik−1p∥Ω\Ω11 ≤ Cε1/2(lnN)1/2EB(N, ε)k
follow. From the definition of Jk−1 and the fact that constants are orthogonal to functions
from L20(Ω), we get
∥p− Ik−1p∥2 = ∥p− Jk−1p− c∥2 = ∥p− Jk−1p∥2 + ∥c∥2.
Using
∥p− Jk−1p∥ ≤ ∥p− Ik−1p∥ ≤ CEB(N, ε)k
the proof is concluded.
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Galerkin finite element method and
grad-div stabilisation
4.1 Discrete problem and stabilised formulation
We are interested in conforming discretisations of the Oseen problem, i.e. we choose finite
element spaces VN ⊂ V and QN ⊂ Q. In particular, we will consider the Taylor–Hood
family Qk×Qk−1, k ≥ 2, and Qk×P disck−1, k ≥ 2, on the introduced meshes. The standard
Galerkin formulation of (1.3) reads:
Find (uN , pN) ∈ VN ×QN such that
ε(∇uN ,∇vN)− ((b · ∇)uN ,vN) + (cuN ,vN)− (pN , div vN) = (f ,vN),
(qN , divuN) = 0
(4.1)
for all (vN , qN) ∈ VN ×QN .
In order to ensure the unique solvability of the discrete problem, the discrete spaces
VN and QN have to fulfil a compatibility condition.
Assumption 4.1. For any given N and ε, there exists a positive constant β0(N, ε) such
that
inf
qN∈QN
sup
vN∈VN
(qN , div vN)
∥∇vN∥∥qN∥ ≥ β0(N, ε) > 0 (4.2)
holds true.
On isotropic meshes, the pairs Qk × Qk−1, k ≥ 2, and Qk × P disck−1, k ≥ 2, are known
to fulfil the above condition even with a constant β0 > 0, which is independent of N ,
see [12, Ch. II], and Assumption 4.1 becomes the well-known inf-sup or Babusˇka-Brezzi
condition.
If f contains a large irrotational part in the sense of the Helmholtz decomposition,
the numerical accuracy of (4.1) is known to be poor, see [19]. In order to overcome this,
the grad-div stabilisation term (γ divuN , γ div vN) will be added where γ ∈ L∞(Ω) fulfils
γ ≥ γ0 > 0 in Ω. Our stabilised discrete formulation looks as follows:
Find (uN , pN) ∈ VN ×QN such that
ε(∇uN ,∇vN)−((b·∇)uN ,vN)+(cuN ,vN)+(γ divuN , γ div vN)−(pN , div vN)=(f ,vN),
(qN , divuN)=0
(4.3)
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for all (vN , qN) ∈ VN ×QN .
We define the bilinear form
A((u, p), (v, q))
:= ε(∇u,∇v)− ((b · ∇)u,v) + (cu,v) + (γ divu, γ div v)− (p, div v) + (q, divu)
(4.4)
on the product space V ×Q and the norms
|||v||| := (ε∥∇v∥2 + c0∥v∥2 + ∥γ div v∥2)1/2 , |||(v, q)||| := (|||v|||2 + α∥q∥2)1/2 (4.5)
on V and V ×Q with α = α(ε, c0, c∞, b∞) given by
α =
1
max
{
ε+
c2∞
c0
C2F , b
2
∞
}
where CF denotes the constant in the Friedrichs’ inequality for the domain Ω, c∞ := ∥c∥∞
and b∞ := ∥b∥∞. Note that the term c2∞c0 is bounded for a function c with the properties
stated in the introduction.
Lemma 4.2. Let (u, p) and (uN , pN) denote the solutions of (1.3) and (4.3), respectively.
Then, the Galerkin orthogonality
A
(
(u− uN , p− pN), (vN , qN)
)
= 0 (4.6)
holds true for all (vN , qN) ∈ VN ×QN .
Proof. Subtract (4.3) from (1.3) and use VN ⊂ V , QN ⊂ Q, and divu = 0.
Our analysis relies on an upper bound for the parameter γ of the grad-div stabilisation.
Assumption 4.3. Let γ be chosen such that
γ2∞ ≤
Cγ
2α
holds true with some positive constant Cγ where γ∞ := ∥γ∥∞.
The stability of the bilinear form A can be shown similarly to [24, Lemma 3.1] or [30,
Lemma IV.5.1], respectively. Since we have to consider that here the constant α is defined
differently and that c and γ are no longer constant, the proof will be given here.
Lemma 4.4. Under the Assumptions 4.1 and 4.3, there exists a positive constant β(N, ε)
such that
inf
(vN ,qN )∈VN×QN
sup
(wN ,rN )∈VN×QN
A((vN , qN), (wN , rN))
|||(vN , qN)||| |||(wN , rN)||| ≥ β(N, ε) > 0 (4.7)
holds true.
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Proof. Let (vN , qN) be an arbitrary element of VN ×QN . We obtain
A((vN , qN), (vN , qN)) (4.8)
= ε(∇vN ,∇vN)− ((b · ∇)vN ,vN) + (cvN ,vN) + (γ div vN , γ div vN)
− (qN , div vN) + (qN , div vN)
≥ ε∥∇vN∥2 + c0∥vN∥2 + ∥γ div vN∥2 = |||vN |||2 . (4.9)
Assumption 4.1 ensures that for qN ∈ QN there exists a zN = zN(qN) ∈ VN such that
(div zN , qN) = −α∥qN∥2, ∥∇zN∥ ≤ α
β0
∥qN∥ (4.10)
where we use the abbreviation β0 for β0(N, ε) within this proof. Hence, we have
A((vN , qN), (zN , 0))
= ε(∇vN ,∇zN)− ((b · ∇)vN , zN) + (cvN , zN) + (γ div vN , γ div zN) + α∥qN∥2.
Now, we estimate the first four terms of that equation. Directly using Friedrichs’ inequal-
ity and (4.10), we obtain
|ε(∇vN ,∇zN) + (cvN , zN)| ≤
(
ε∥∇vN∥2 + c0∥vN∥2
)1/2(
ε∥∇zN∥2 + c
2
∞
c0
∥zN∥2
)1/2
≤
(
ε+
c2∞
c0
C2F
)1/2
α
β0
∥qN∥ |||vN |||
≤ α
4
∥qN∥2 + 1
β20
|||vN |||2
and
|((b · ∇)vN , zN)| = |((b · ∇)zN ,vN)| ≤ b∞∥∇zN∥∥vN∥ ≤ α
4
∥qN∥2 + αb
2
∞
β20
∥vN∥2.
Using the definition of α, we can estimate further and get
|((b · ∇)vN , zN)| ≤ α
4
∥qN∥2 + 1
β20
|||vN |||2 .
It remains to consider the stabilisation term. Here we are using (4.10) again:
(γ div vN , γ div zN) ≤ ∥γ div vN∥∥γ div zN∥
≤ |||vN |||
√
2 γ∞∥∇zN∥ ≤ |||vN ||| C
1/2
γ
α1/2
α
β0
∥qN∥
≤ α
4
∥qN∥2 + Cγ
β20
|||vN |||2 .
Putting the above estimates together, we get
A((vN , qN), (zN , 0)) ≥ α
4
∥qN∥2 − C˜
4
|||vN |||2 (4.11)
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where C˜ := 42+Cγ
β20
. For (vN , qN) ∈ VN ×QN , we define the pair (wN , rN) ∈ VN ×QN by
(wN , rN) := (vN , qN) +
4
1 + C˜
(zN , 0)
and with (4.9) and (4.11), we obtain
A((vN , qN), (wN , rN)) ≥ α
1 + C˜
∥qN∥2 +
(
1− C˜
1 + C˜
)
|||vN |||2 = 1
1 + C˜
|||(vN , qN)|||2 .
We still have to show that |||(wN , rN)||| ≤ C |||(vN , qN)|||. To this end, we estimate
|||(wN , rN)||| ≤ |||(vN , qN)|||+ 4
1 + C˜
|||zN |||
and with Friedrichs’ inequality and (4.10), we get:
|||zN |||2 = ε∥∇zN∥2 + c0∥zN∥2 + ∥γ div zN∥2
≤
(
ε+
c2∞
c0
C2F
)
∥∇zN∥2 + Cγα
β20
∥qN∥2 ≤ C˜
4
α∥qN∥2.
Taking into account that
sup
0<t<∞
4
1 + t
√
t
4
= 1,
we get
|||(wN , rN)||| ≤ 2 |||(vN , qN)||| .
Hence, with the constant
β(N, ε) :=
1
2
(
1 + C˜
) = 1
2
(
1 + 4 2+Cγ
β0(N,ε)2
) = β0(N, ε)2
2β0(N, ε)2 + 16 + 8Cγ
,
the stated inf-sup condition holds.
4.2 A priori error estimates
Let us define for any qN ∈ QN , the positive number
B0(N, ε, qN) :=
⎧⎪⎨⎪⎩
1
∥qN∥ supvN∈VN
(qN , div vN)
∥∇vN∥ , qN ̸= 0,√
2, qN = 0.
A careful study of the proof of Lemma 4.4 shows that the estimate
|||(vN , qN)||| ≤ 1
B(N, ε, qN)
sup
(wN ,rN )
A
(
(vN , qN), (wN , rN)
)
|||(wN , rN)||| (4.12)
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with
B(N, ε, qN) :=
B0(N, ε, qN)
2
2B0(N, ε, qN)2 + 16 + 8Cγ
can be obtained for any (vN , qN) ∈ VN ×QN . Note that
β0(N, ε) ≤ B0(N, ε, qN), β(N, ε) ≤ B(N, ε, qN)
for all qN ∈ QN .
Lemma 4.5. Let γ ≥ γ0 > 0 be independent of N and ε, and σ > k + 1. The solutions
of (1.3) and (4.3) are denoted by (u, p) and (uN , pN), respectively. Then, the estimate
|||(Iku− uN , Jk−1p− pN)||| ≤ C 1
B(N, ε, Jk−1p− pN)EB(N, ε)
k
holds true.
Proof. Abbreviating B(N, ε, Jk−1p−pN) in this proof by B, the improved estimate (4.12)
gives
|||(Iku− uN , Jk−1p− pN)||| ≤ 1
B
sup
(wN ,rN )∈VN×QN
A((Iku− uN , Jk−1p− pN), (wN , rN))
|||(wN , rN)|||
=
1
B
sup
(wN ,rN )∈VN×QN
A((Iku− u, Jk−1p− p), (wN , rN))
|||(wN , rN)|||
due to the Galerkin orthogonality
A
(
(u− uN , p− pN), (wN , rN)
)
= 0
stated in Lemma 4.2. The expression
A((Iku− u, Jk−1p− p), (wN , rN))
= ε(∇(Iku− u),∇wN)− (b · ∇(Iku− u),wN) + (c(Iku− u),wN)
− (Jk−1p− p, divwN) + (rN , div(Iku− u)) + (γ div(Iku− u), γ div(wN))
will be estimated term by term. With the interpolation error bounds of Lemmas 3.4
and 3.5, we get
|ε(∇(Iku− u),∇wN) + (c(Iku− u),wN)|
≤
(
ε∥∇(Iku− u)∥2 + c
2
∞
c0
∥Iku− u∥2
)1/2
(ε∥∇wN∥2 + c0∥wN∥2)1/2
≤ CEB(N, ε)k |||(wN , rN)||| .
With the help of Lemma 3.6, we can estimate the term containing the pressure p by
|(Jk−1p− p, divwN)| ≤ ∥Jk−1p− p∥γ−10 |||(wN , rN)|||
≤ Cγ−10 EB(N, ε)k |||(wN , rN)|||
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and with the divergence bounds of Lemma 3.5, we get
|(rN , div(Iku− u)) + (γ div(Iku− u),γ divwN))|
≤ ∥ div(Iku− u)∥
(∥rN∥+ γ∞∥γ divwN∥)
≤ (α−1/2 + γ∞)∥ div(Iku− u)∥ |||(wN , rN)|||
≤ C(1 + γ∞)EB(N, ε)k |||(wN , rN)||| .
Comparing the last two estimates, we see that both γ0 and γ∞ should be constant w.r.t.
N and ε, and therefore γ ∈ [γ0, γ∞], too.
For the convective term, we estimate the terms of
|(b · ∇(Iku− u),wN)| ≤ |(b1(Iku1 − u1)x, wN,1)|+ |(b2(Iku1 − u1)y, wN,1)|
+ |(b1(Iku2 − u2)x, wN,2)|+ |(b2(Iku2 − u2)y, wN,2)|
individually. Here, we directly have
|(b1(Iku1 − u1)x, wN,1)| ≤ C∥(Iku1 − u1)x∥∥wN,1∥ ≤ CEB(N, ε)k |||(wN , rN)||| ,
|(b2(Iku2 − u2)y, wN,2)| ≤ C∥(Iku2 − u2)y∥∥wN,2∥ ≤ CEB(N, ε)k |||(wN , rN)||| .
For the other terms we use integration by parts to obtain
|(b2(Iku1 − u1)y, wN,1)|
≤ C (∥Iku1 − u1∥∥wN,1∥+ |(b2(Iku1 − u1), wN,1,y)|)
≤ C
(
∥Iku1 − u1∥∥wN,1∥+ ∥Iku1 − u1∥Ω11∥wN,1,y∥Ω11
+ ∥Iku1 − u1∥Ω\Ω11∥wN,1,y∥Ω\Ω11
)
≤ C (∥Iku1 − u1∥+N∥Iku1 − u1∥Ω11 + ε−1/2∥Iku1 − u1∥Ω\Ω11) |||(wN , rN)|||
≤ CEB(N, ε)k |||(wN , rN)||| .
The remaining term can be estimated analogously. Upon summarising the proof is done.
Lemma 4.6. Let σ > k + 1. Then the estimate
|||(u− Iku, p− Jk−1p)||| ≤ CEB(N, ε)k (4.13)
holds true.
Proof. For this proof, we use the interpolation error estimates from Chapter 3. The
definition of the energy norm gives
|||(u− Iku, p− Jk−1p)|||2
= ε∥∇(u− Iku)|20 + c0∥u− Iku∥2 + α∥p− Jk−1p∥2 + ∥γ div(u− Iku)∥2.
For the first term on the right-hand side, we get with Lemma 3.5
ε1/2∥∇(u− Iku)∥ ≤ ε1/2
(∥∇(u1 − Iku1)∥+ ∥∇(u2 − Iku2)∥) ≤ CEB(N, ε)k.
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The second term yields with Lemma 3.4
∥u− Iku∥ ≤ C
(∥u1 − Iku1∥+ ∥u2 − Iku2∥) ≤ CEB(N, ε)k+1.
The bound
∥p− Jk−1p∥ ≤ CEB(N, ε)k
for the pressure term is given in Lemma 3.6. The stabilisation term can be bounded by
the divergence bounds of Lemma 3.5
∥γ div(u− Iku)∥ ≤ γ∞∥ div(u− Iku)∥ ≤ CEB(N, ε)k.
Summarising all these estimates concludes the proof.
Theorem 4.7. Let γ ≥ γ0 > 0 be independent of N and ε, and σ > k + 1. The error
between the exact solution (u, p) of (1.3) and the discrete solution (uN , pN) of (4.3) can
be bounded by
|||(u− uN , p− pN)||| ≤ C
(
1 +
1
B(N, ε, Jk−1p− pN)
)
EB(N, ε)k.
Proof. The estimate directly follows from Lemma 4.6, Lemma 4.5 and the triangle in-
equality.
Corollary 4.8. If γ = 0 is chosen on the whole domain, then our method is nothing other
than the standard Galerkin method. For the solution of this method we have the estimate
|||(u− uN , p− pN)||| ≤ C
(
1 +
1
B(N, ε, Jk−1p− pN)
)
EB(N, ε)k−1,
i.e. the convergence rate is one order lower compared to the stabilised case.
Proof. The only difference with regard to the estimation before is the bounding of the
term |(Jk−1p − p, divwN)|. This term cannot be estimated against ∥γ divwN∥ due to
γ = 0. For the space QN = P
disc
k , the interpolation operator is the L
2-projection into QN
and we get
|(Jk−1p− p, divwN)| ≤ C(∥Jk−1p− p∥Ω11∥∇wN∥Ω11 + ∥Jk−1p− p∥Ω\Ω11∥∇wN∥Ω\Ω11)
≤ C(N∥Jk−1p− p∥Ω11∥wN∥Ω11 + (ε lnN)1/2∥Jk−1p− p∥∞,Ω\Ω11∥∇wN∥Ω\Ω11)
≤ C(N∥Jk−1p− p∥Ω11 + ln1/2N∥Jk−1p− p∥∞,Ω\Ω11) |||(wN , rN)|||
≤ CEB(N, ε)k−1 |||(wN , rN)||| .
Here, the term N∥Jk−1p− p∥Ω11 was estimated by N−k+1 since the L2-projection can be
estimated like the nodal interpolation error for the smooth parts g1 and g2. For the space
QN = Qk−1 we make use of the property (Jk−1p − p, divwN) = (Ik−1p − p, divwN) and
make the same estimations for the nodal interpolant as for the L2-projection. Hence, we
get
|(Jk−1p− p, divwN)| ≤ CEB(N, ε)k−1 |||(wN , rN)|||
for both interpolation operators and the reduced order can be seen.
Corollary 4.9. If we choose γ = 0 only in the layer-region, we can recover the convergence
rate k compared with γ = 0 on the whole domain.
Proof. See the proof before. In the layer region, we only obtain an additional factor
(lnN)1/2 and not N .
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Numerical results
In our numerical experiments, we consider various aspects. First, we are interested in the
inf-sup constant β0 for our special solution spaces on S-type meshes. The constant B0
will also be considered. It is well known that the inf-sup constant on anisotropic meshes
can tend to zero although it does not tend to zero in the isotropic case, see [3]. The
second part of this chapter contains convergence studies. We consider numerical solutions
with known analytical solutions, so the error can be calculated exactly. We also do some
further experiments, e.g. considering equations where one component of b equals zero,
which was not included in the theoretical part of this work.
All calculations were made in Matlab using the finite element suite SOFE developed
by Lars Ludwig, see [22].
5.1 Numerical evaluation of inf-sup constants
5.1.1 Theoretical aspects
First, we give a short review of computing discrete inf-sup constants. Let VN and QN be
finite dimensional subspaces of (H10 (Ω))
2 and L20(Ω), respectively. We are interested in
computing the following expression:
β0 = inf
qN∈QN
sup
vN∈VN
(qN , div vN)
|vN |1∥qN∥0 . (5.1)
We first formulate the discrete expressions in vector and matrix forms. Since VN and QN
are finite dimensional spaces, we can write the functions vN and qN as
vN =
M1∑
i=1
αiϕi and qN =
M2∑
i=1
βiψi,
where {ϕi}M1i=1 and {ψi}M2i=1 are bases in VN and QN , respectively. We can immediately
define the following vectors:
v = {αi}i=1,...,M1 and q = {βi}i=1,...,M2 .
Now, we introduce the matrices K,B and M by
b(qN ,vN) =< Bv, q >RM2=< v,B
⊤q >RM1 ,
|vN |21 =< Kv, v >RM1 ,
∥qN∥20 =< Mq, q >RM2 .
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Remark 5.1. The matrix M is the pressure mass matrix and B the coupling matrix
between velocity and pressure. To get K, we can consider the corresponding Stokes
equation
−ε∆u+∇p = f in Ω = (0, 1)2,
divu = 0 in Ω,
u = 0 on Γ = ∂Ω.
(5.2)
In fact, the discrete problem of (5.2) can be formulated with the help of B and K as(
εK B⊤
B 0
)(
v
q
)
=
(
F
0
)
,
where F is the corresponding vector for the right-hand side f .
From the definitions of B,K and M , it follows that the square of the initial inf-sup
constant 5.1 is given by
β20 = inf
q
{
sup
v
(q⊤Bv)2
(v⊤Kv)(q⊤Mq)
}
.
We get the following (see e.g. [23] or [18, Section 5.3]):
Proposition 5.2. Let us consider the following generalised eigenvalue problem:
(BK−1B⊤)q = λMq. (5.3)
If γ2N is the smallest eigenvalue of this generalised eigenproblem, then
γN = β0 = inf
qN∈QN
sup
vN∈VN
(qN , div vN)
|vN |1∥qN∥0 . (5.4)
With this property, it is possible to evaluate the discrete inf-sup constant as the
solution of an eigenvalue problem. In our theoretical investigations, we make use of the
constant
B0 = B0(N, ε, qN) =
1
∥qN∥ supvN∈VN
(qN , div vN)
∥∇vN∥ .
With the same ansatz as for the inf-sup constant, we can calculate
B0 = sup
v
v⊤B⊤q
(v⊤Kv)1/2(q⊤Mq)1/2
.
Note that M and K are symmetric and positive definite, so K1/2 exists and by setting
w := K1/2v, we get
B0 = sup
w
(K−1/2w)⊤B⊤q
(w⊤w)1/2(q⊤Mq)1/2
,
which reaches its maximum for w = K−1/2B⊤q. Thus, we have v = K−1B⊤q. For B0, we
get:
B0 =
q⊤BK−1B⊤q
(q⊤B⊤K−1KK−1Bq)1/2(q⊤Mq)1/2
=
q⊤BK−1B⊤q
(q⊤B⊤K−1Bq)1/2(q⊤Mq)1/2
=
(q⊤BK−1B⊤q)1/2
(q⊤Mq)1/2
.
49
CHAPTER 5. NUMERICAL RESULTS
In our calculations, we set qN = Jk−1p− pN and q is the corresponding vector in RM2 .
5.1.2 Numerical results for β0 and B0
Now, we start with the evaluation of the inf-sup constant on S-type meshes in different
function spaces. For the grid parameter σ, we have chosen σ = k + 2 where k is the
order of the elements for the velocity u. Furthermore, we set β1 = 2 and β2 = 3, so it is
compatible to the example below (see Subsection 5.2). First, we consider β0 on a classical
Shishkin mesh for Q2 ×Q1 and Q3 ×Q2 elements, see Figure 5.1.
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Figure 5.1: The inf-sup constant for different values of N as function of ε on Shishkin
meshes: Q2 ×Q1 (left) and Q3 ×Q2 (right)
It can be clearly seen that there is an ε-uniform bound for any fixed N while the value
of β0 will decrease with increasing N if ε is fixed. If N and ε are fixed, the constant
β0 decreases with increasing approximation order k. This effect also appears on isotropic
meshes and spectral methods, see [4]. The behaviour of β0 on Bakhvalov–Shishkin meshes
is presented in Figure 5.2.
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Figure 5.2: The inf-sup constant for different values of N as function of ε on Bakhvalov–
Shishkin meshes: Q2 ×Q1 (left) and Q3 ×Q2 (right)
We observe that β0 takes much larger values and that the dependence on N is much
weaker.
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For calculations on spaces with discontinuous pressure, the results are much worse. In
every case, the inf-sup constant approaches zero when ε tends to zero, no matter which
order the elements have or which mesh is used. It suffices here to show the results for
N = 32, see Figure 5.3, as the results are similar for other N .
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Figure 5.3: The inf-sup constant for N = 32 as function of ε on Shishkin (left) and
Bakhvalov–Shishkin (right) meshes: Q2 × P disc1 and Q3 × P disc2
Much more important for our theoretical results is the constant B0. To calculate B0,
we need the expression qN = Jk−1p− pN , where Jk−1 is defined as in Subsection 3.3. For
p and pN we refer to Subsection 5.2, where the calculation example can be found.
Figures 5.4 to 5.7 show the values of B0 for different meshes and different function
spaces. We observe that the values of B0 are much larger than the corresponding val-
ues of β0. Moreover, the value of B0 is bounded away from 0 for both continuous and
discontinuous pressure spaces. Furthermore, we observe that there is an ε-uniform lower
bound for B0. Hence, Theorem 4.7 provides an ε-uniform error bound. Figure 5.8 shows
the N -dependence of β0 and B0 for ε = 10
−8 for different meshes and different spaces.
For the continuous spaces, the inf-sup constant is decreasing in N . The inf-sup constant
behaves differently in the discontinuous pressure space. B0 is getting larger for larger N
in both cases.
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Figure 5.4: The constant B0 for different values of N as function of ε on a Shishkin mesh:
Q2 ×Q1 (left) and Q3 ×Q2 (right)
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Figure 5.5: The constant B0 for different values of N as function of ε on a Bakhvalov–
Shishkin mesh: Q2 ×Q1 (left) and Q3 ×Q2 (right)
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Figure 5.6: The constant B0 for different values of N as function of ε on a Shishkin mesh:
Q2 × P disc1 (left) and Q3 × P disc2 (right)
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Figure 5.7: The constant B0 for different values of N as function of ε on a Bakhvalov–
Shishkin mesh: Q2 × P disc1 (left) and Q3 × P disc2 (right)
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Figure 5.8: The behaviour of β0 and B0 with ε = 10
−8 as function of N for Q3×Q2 (left)
and Q3 × P disc2 (right)
5.2 Convergence studies
We consider the singularly perturbed Oseen equation
−ε∆u−
((
2 + 3y
3 + 2x2
)
· ∇
)
u+ (1 + 2xy)u+∇p = f in Ω = (0, 1)2,
divu = 0 in Ω,
u = 0 on ∂Ω,
(5.5)
where the right-hand side f of (5.5) was chosen such that
u1(x, y) =
∂ψ(x, y)
∂y
, u2(x, y) = −∂ψ(x, y)
∂x
,
p(x, y) = 2 cos(x) sin(y)− 2 sin(1)(1− cos(1))
with the stream function
ψ(x, y) := F (x, y)G(x, y)
and
F (x, y) :=
(
1 + 2 e−
2
ε
)
(1− x)−
(
(4 + 3 ε) e−
2
ε + 4 + cos(1)− 3 sin(1)− 3 ε
)
(1− x)2
+
(
(2 + 2 ε) e−
2
ε + 3 + cos(1)− 2 ε− 2 sin(1)
)
(1− x)3 − ε
(
e−
2 x
ε − e− 2ε
)
− sin(1− x),
G(x, y) := −1− 3 e− 3ε (1− y) +
(
(6 + 3 ε) e−
3
ε + 6− 3 cos(1)− sin(1)− 3 ε
)
(1− y)2
−
(
(3 + 2 ε) e−
3
ε + 5− 2 cos(1)− sin(1)− 2 ε
)
(1− y)3 + ε
(
e−
3 y
ε − e− 3ε
)
+ cos(1− y)
is the solution of (5.5). The function u1 shows a strong exponential boundary layer
at y = 0 and a weak exponential boundary layer at x = 0. For u2, it is vice versa.
The pressure shows no layer behaviour. Moreover, Assumption 3.1 is satisfied. For a
visualisation of the solution, see Figure 1.1. Note that this solution does not fulfil the
compatibility conditions (2.58), (2.63), (2.64) and (2.65).
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In the following, ’order’ will always denote the exponent α in a convergence order of
the form O(N−α) while ’ln-order’ corresponds to the exponent α in a convergence order
of the form O((N−1 lnN)α). If not stated otherwise, the results on the two finest meshes
have been used to calculate the convergence order.
We have chosen γ = 1 on the whole domain unless stated otherwise. The parameter
σ was chosen to be σ = k+2 where k is the order of the elements for the velocity u. The
errors will be measured in the norm
|||(u, p)|||2ε := ε∥∇u∥2 + ∥u∥2 + ∥p∥2 + ∥γ divu∥2. (5.6)
This means that α from the norm definition 4.5 is set to 1.
5.2.1 Uniformity in ε
First, we consider the ε-dependence of the error. Table 5.1 presents the numerical results
on Shishkin meshes (S-mesh) and Bakhvalov–Shishkin meshes (B-S-mesh) with N = 32
and ε varying from 10−1 to 10−10. We show second-order approximations by Q2×Q1 and
Q2 × P disc1 as well as third-order approximations by Q3 ×Q2 and Q3 × P disc2 .
Table 5.1: Error in energy norm |||(·, ·)|||ε for N = 32
Q2 ×Q1 Q2 × P disc1
ε S-mesh B-S-mesh S-mesh B-S-mesh
10−1 1.7439-02 8.6659-03 1.7439-02 8.6661-03
10−2 2.4899-02 3.5717-03 2.4901-02 3.5810-03
10−3 2.5197-02 3.7450-03 2.5198-02 3.7565-03
10−4 2.5230-02 3.8047-03 2.5233-02 3.8166-03
10−5 2.5234-02 3.8146-03 2.5237-02 3.8273-03
10−6 2.5235-02 3.8156-03 2.5237-02 3.8292-03
10−7 2.5235-02 3.8157-03 2.5237-02 3.8282-03
10−8 2.5235-02 3.8157-03 2.5237-02 3.8272-03
10−9 2.5235-02 3.8157-03 2.5237-02 3.8271-03
10−10 2.5235-02 3.8157-03 2.5237-02 3.8271-03
Q3 ×Q2 Q3 × P disc2
ε S-mesh B-S-mesh S-mesh B-S-mesh
10−1 1.4779-03 1.4779-03 1.4779-03 1.4779-03
10−2 3.4299-03 1.2697-04 3.4299-03 1.2702-04
10−3 3.4685-03 1.2840-04 3.4685-03 1.2850-04
10−4 3.4723-03 1.2854-04 3.4723-03 1.2865-04
10−5 3.4727-03 1.2856-04 3.4727-03 1.2866-04
10−6 3.4727-03 1.2856-04 3.4727-03 1.2866-04
10−7 3.4727-03 1.2856-04 3.4727-03 1.2866-04
10−8 3.4727-03 1.2856-04 3.4727-03 1.2866-04
10−9 3.4727-03 1.2856-04 3.4727-03 1.2866-04
10−10 3.4727-03 1.2856-04 3.4727-03 1.2866-04
54
CHAPTER 5. NUMERICAL RESULTS
Note that the mesh is equidistant for large values of ε while the characteristic meshes
are obtained for smaller values of ε. From Table 5.1, we clearly see that the error for
small ε is independent of ε, as predicted by our theory and the ε-uniform bound for B0.
Furthermore, the errors for discretisations of the same order and on the same mesh family
differ only slightly. Moreover, the errors on Bakhvalov–Shishkin meshes are smaller than
those on Shishkin meshes.
5.2.2 Convergence order
For Shishkin meshes and ε = 10−8, which is sufficiently small to have a solution with
layers, Table 5.2 shows the errors in the energy norm for second, third and fourth or-
der pairs with continuous and discontinuous pressure approximations. We see that the
theoretically predicted convergence orders are achieved. The differences between various
pressure approximation spaces are again very small.
Table 5.2: Error in energy norm |||(·, ·)|||ε on Shishkin meshes with ε = 10−8
N Q2 ×Q1 Q2 × P disc1 Q3 ×Q2 Q3 × P disc2 Q4 ×Q3 Q4 × P disc3
4 2.7153-01 2.5880-01 7.2169-02 7.2220-02 2.5802-02 2.5803-02
8 1.3134-01 1.3131-01 3.6858-02 3.6859-02 1.0660-02 1.0660-02
16 6.1849-02 6.1859-02 1.2918-02 1.2918-02 2.6828-03 2.6828-03
32 2.5235-02 2.5237-02 3.4727-03 3.4727-03 4.7297-04 4.7297-04
64 9.2647-03 9.2650-03 7.8324-04 7.8324-04 6.5527-05 6.5527-05
ln-order 1.96 1.96 2.92 2.92 3.87 3.87
theory 2 2 3 3 4 4
The results on Bakhvalov–Shishkin meshes for ε = 10−8 are shown in Table 5.3. The
same approximation spaces as on Shishkin meshes have been used. The convergence
orders predicted by our theory are obtained. Moreover, it can be seen that the errors
on Bakhvalov–Shishkin meshes are smaller than those on the corresponding Shishkin
meshes. This is due to the logarithmic factor, which is present only for Shishkin meshes.
The difference between Shishkin and Bakhvalov–Shishkin meshes becomes larger with
increasing approximation order and already reaches two orders of magnitude for the fourth
order pairs Q4 ×Q3 and Q4 × P disc3 .
Table 5.3: Error in energy norm |||(·, ·)|||ε on Bakhvalov–Shishkin meshes with ε = 10−8
N Q2 ×Q1 Q2 × P disc1 Q3 ×Q2 Q3 × P disc2 Q4 ×Q3 Q4 × P disc3
4 2.2054-01 2.0379-01 3.1063-02 3.1183-02 8.3515-03 8.3526-03
8 5.6584-02 5.6509-02 6.1054-03 6.1147-03 9.5490-04 9.5494-04
16 1.4800-02 1.4845-02 9.3378-04 9.3470-04 7.8247-05 7.8249-05
32 3.8157-03 3.8272-03 1.2856-04 1.2866-04 5.5671-06 5.5672-06
64 9.7042-04 9.7364-04 1.6851-05 1.6864-05 3.7078-07 3.7079-07
order 1.98 1.97 2.93 2.93 3.91 3.91
theory 2 2 3 3 4 4
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5.2.3 Necessity of stabilisation
The following experiments were made to show the difference between the standard Galer-
kin method and a finite element method, where stabilisation terms were added. Table 5.4
shows the influence of the grad-div stabilisation for ε = 10−8 and Q3 ×Q2.
Table 5.4: Error in energy norm |||(·, ·)|||ε for Q3 × Q2 and several choices of γ on
Bakhvalov–Shishkin meshes with ε = 10−8
γ = 1 in Ω γ = 1 in Ω11 γ = 0 in Ω
N error order error order error order
4 3.1063-02 3.1075-02 3.1302-02
8 6.1054-03 2.35 6.1061-02 2.35 6.1727-03 2.34
16 9.3378-04 2.71 9.3381-04 2.71 9.6048-04 2.68
32 1.2856-04 2.86 1.2856-04 2.86 1.4026-04 2.78
64 1.6851-05 2.93 1.6851-05 2.93 2.1901-05 2.68
128 2.1567-06 2.97 2.1567-06 2.97 4.1048-06 2.42
196 6.0560-07 2.98 6.0560-07 2.98 1.6071-06 2.20
We consider three choices for γ: First, γ = 1 in Ω, i.e. we stabilise on the whole
domain, second, γ = 1 in Ω11 only, i.e. stabilisation is only active in the coarse mesh,
and third, γ = 0 in Ω. The last choice gives the standard Galerkin method, thus no
stabilisation. The errors are measured in the corresponding energy norm |||(·, ·)|||ε. We
observe that the errors for discrete problems without grad-div stabilisation are larger than
those for both stabilised discrete problems. Moreover, the convergence order for problems
without stabilisation is smaller than for problems with stabilisation. This is in agreement
with Corollary 4.8. Furthermore, we observe that the errors of the two stabilised methods
are almost indistinguishable, confirming Corollary 4.9.
5.2.4 Further experiments without known exact solution
In this subsection, we consider the numerical solution of a partial differential equation
with a given right-hand side f and an unknown solution u. Therefore, we make use of the
so-called double-mesh principle. The error of the numerical solution will be compared to
the numerical solution calculated on a mesh, which is constructed by a uniform refinement
of the considered mesh. Note that we cannot make the calculation as far as in the previous
chapter because we have to compare it with a solution on a grid which is one step finer.
All calculations were made with γ = 1 on the whole domain.
Convection non-parallel to the boundary
Let us consider the following problem:
−ε∆u−
((
3 + y
2
)
· ∇
)
u+ (1 + y)u+∇p =
(
sin(2πxy)
1− x− y
)
in Ω = (0, 1)2,
divu = 0 in Ω,
u = 0 on ∂Ω.
(5.7)
A visualisation of the solution can be seen in Figure 5.9. We see the expected layers.
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Figure 5.9: Visualisation of the solution of equation (5.7)
The first component of u has a strong layer in y-direction and the second component of
u has a strong layer in x-direction. The pressure p does not exhibit boundary layers.
Numerical experiments show that Qk × P disck−1 elements behave similarly to Qk × Qk−1
elements. That is why we restrict ourselves to presenting the results for Qk × Qk−1
elements only. First, we consider the error measured in the energy norm for different ε,
see Table 5.5. In comparison to the previous section, we can only calculate up to the
Table 5.5: Error in energy norm for N = 32 for equation (5.7)
Q2 ×Q1 Q3 ×Q2
ε S-mesh B-S-mesh S-mesh B-S-mesh
10−1 1.2512-03 1.0820-03 1.2681-04 1.2681-04
10−2 1.3279-03 7.6265-04 2.0594-04 1.2499-04
10−3 1.5010-03 1.0947-03 2.6581-04 2.1675-04
10−4 1.5734-03 1.1960-03 3.2080-04 2.8248-04
10−5 1.5828-03 1.2088-03 3.3069-04 2.9378-04
10−6 1.5838-03 1.2101-03 3.3171-04 2.9494-04
10−7 1.5839-03 1.2103-03 3.3181-04 2.9505-04
10−8 1.5839-03 1.2103-03 3.3182-04 2.9506-04
values of ε = 10−8 because we use interpolation operators for the comparison between
the two different meshes. With ε = 10−9 we are within the precision of the program
MATLAB. We clearly see that the error for small ε is independent of ε, as predicted by
our theory. Like in the previous section, we see that the errors on Bakhvalov–Shishkin
meshes are smaller than those on Shishkin meshes.
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Table 5.6: Error in energy norm on Shishkin meshes with ε = 10−8 for (5.7)
N Q2 ×Q1 Q3 ×Q2 Q4 ×Q3
4 3.8700-02 1.0999-02 4.1056-03
8 1.2764-02 3.2759-03 1.3118-03
16 4.3531-03 1.0520-03 4.1223-04
32 1.5839-03 3.3182-04 1.3291-04
ln-order 2.15 2.46 2.41
order 1.46 1.66 1.63
Table 5.7: Error in energy norm on Bakhvalov–Shishkin meshes with ε = 10−8 for (5.7)
N Q2 ×Q1 Q3 ×Q2 Q4 ×Q3
4 3.8176-02 1.0668-02 3.9623-03
8 1.1832-02 2.8900-03 1.2216-03
16 3.6007-03 8.9235-04 3.9345-04
32 1.2103-03 2.9506-04 1.3108-04
order 1.57 1.60 1.59
Let us now consider the experimental order of convergence. Table 5.6 shows our results
for Shishkin meshes and Table 5.7 those for Bakhvalov–Shishkin meshes.
We see that the convergence order does not increase with increasing order of the
elements. This hints towards the fact that some of our requirements are not fulfilled and
we cannot expect the theoretical order of convergence.
Convection parallel to the boundary
We consider the singularly perturbed Oseen equation
−ε∆u−
((
0
1
)
· ∇
)
u+ u+∇p =
(
y
1
)
in Ω = (0, 1)2,
divu = 0 in Ω,
u = 0 on ∂Ω.
(5.8)
Note that the first component of b is now zero. We did not consider this case in Chapter 2.
In analogy to the convection-diffusion case, we now expect characteristic boundary layers
in x-direction. Thus, we adapt our mesh to the expected boundary layers. For more
details, we refer to [20].
Figure 5.10 shows the components of u on different refinement levels calculated with
Q2×Q1 elements. We get the expected boundary layers, but we also remark an additional
instability in the numerical solutions. The finer the mesh, the more oscillations we get,
especially for the second component u2. The observations do not change for Qk × P disck−1
elements. With this effect, we cannot expect helpful convergence results with the double
mesh principle. This also shows that the grad-div stabilisation on a layer-adapted mesh
may be insufficient for problems where the convection is parallel to the boundary.
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Figure 5.10: Numerical solutions u1 (top) and u2 (bottom) of problem (5.8) with ε = 10
−5
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Conclusions and outlook
We considered the singularly perturbed Oseen equations with a convection direction b > 0.
Our aim was to find suitable numerical methods to overcome known instabilities for this
type of equations. One instability arises due to the layers of the analytical solution.
Another instability comes from the divergence constraint, where one gets poor numerical
accuracy when the irrotational part of f is large. For the first cause, we investigated
the layer behaviour of the analytical solution of the corresponding stream function in
Chapter 2. Under certain conditions we got the following solution decomposition into a
smooth part and layer parts:
ψ(x, y) = S(x, y) + εH(x, y) exp{−b1x/ε}+ εI(x, y) exp{−b2y/ε}.
Assuming a decomposition of similar type, we created layer-adapted meshes for the solu-
tion u in Chapter 3. Using these meshes, we introduced a numerical method for equations
whose solutions are of the assumed structure in Chapter 4. To reduce the instability caused
by the divergence constraint, we added a grad-div stabilisation term (γ divu, γ div v)
to the bilinear form. We considered the Taylor-Hood family Qk × Qk−1, k ≥ 2 and
Qk×P disck−1, k ≥ 2 on the introduced meshes and were able to show the following estimate:
|||(u− uN , p− pN)||| ≤ C
(
1 +
1
B(N, ε, Jk−1p− pN)
)
EB(N, ε)k.
For small ε, the term EB(N, ε) can be bounded independently of ε. Furthermore, our
numerical experiments in Chapter 5 have shown that B can also be bounded by a constant
independent of ε. Thus, we have shown that the error of our numerical method can be
estimated by a constant independent of ε. In addition, this estimate tells us something
about the convergence rate. For all assumptions fulfilled we can show that the error
converges with a rate of order k. We have seen this in our numerical experiments, too.
Here, we run numerical simulations where the right-hand side f was calculated by given
functions u and p.
Further experiments have shown that we still have ε-independence in the error when
we take an arbitrary right-hand side f where the solution (u, p) was not given. The
convergence rate was not the theoretically shown one, but we do not know how smooth the
solution is and whether it fulfils all the assumptions made on the solution decomposition.
We also made experiments for the case that the convection is parallel to the boundary.
This work does not contain any theoretical results for this case and we have observed
that our numerical method is not sufficient for it. Another type of stabilisation is needed.
This is a further field of research. When the properties of the numerical solution for an
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arbitrary convection direction b are known, one could consider the Oseen equations on a
more general domain than the unit square. An extension to three dimensions would also
be very interesting.
To transform the Oseen equation into a fourth order problem, we had to restrict the
analysis to the case that b and c are constant. One question is whether it is possible
to make an asymptotic expansion for the Oseen equation with non-constant coefficients.
While working on Chapter 2, other open problems arose. It transpired that there is
not much literature about fourth-order problems with a third-order term. It would be
interesting to investigate properties of the Green’s function of such problems to get a
suitable stability estimate which may not depend on ε. In our asymptotic expansion in
Section 2.2, we had to fulfil certain compatibility conditions. It is yet unknown which
properties f needs so that these conditions are fulfilled. Another interesting question is,
how the regularity of f influences the regularity of the solution ψ.
Still, much remains to be explored in the field of the singularly perturbed Oseen
equations and we are excited to see what future research will accomplish.
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Numerical study of the stability
estimate (2.35)
We consider the solution ψ of the equation
ε∆∆ψ +
((
1
1
)
· ∇
)
∆ψ −∆ψ = f in Ω,
ψ = g1 on Γ,
∂nψ = g2 on Γ.
(A.1)
In Chapter 2, we got the following stability estimate for a fourth-order problem, see
equation (2.35):
∥ψ∥L∞(Ω) ≤ C
(
ε−1
(∥f∥L2(Ω) + ∥g1∥C1/2(∂Ω) + ∥g2∥L2(∂Ω))+ ∥g1∥C1(∂Ω) + ∥g2∥C(∂Ω)) .
(A.2)
Now, we investigate the sharpness of this estimate and therefore vary the three functions
f, g1 and g2 in equation A.1 to validate the influence of the ε-order on the solution ψ.
Therefore, we run various numerical simulations in SOFE to get information about the
L∞-norm of ψ. Let us start with various right-hand sides f and homogeneous boundary
conditions. Table A.1 shows the first results.
We see that there is no sign of a coefficient of the form ε−1. For the first three right-
hand sides, the order of ψ depends on the L2-norm of f multiplied with a constant, where
f is independent of ε. The fourth function behaves a little bit differently, but again there
is no negative influence of ε. The smaller ε, the smaller the L∞-norm of the solution. The
results may be inaccurate because the numbers are close to the machine precision.
Let us continue with the influence of the boundary conditions. We now choose a
homogeneous right-hand side f . Furthermore, we choose the function g2 to be zero.
Therefore, we have to take care that the boundary conditions are admissible. When we
choose g2 to be zero, the tangential derivative of g1 in the corners has to be zero, too.
This is fulfilled for the first function in Table A.2. The second function does not fulfil
these conditions, but we come to the same conclusions for both functions. The L∞-norm
of the solution seems to have no influence of any negative ε-order. We observe that the
L∞-norm of the function g1, which is part of the C1/2-norm and the C1-norm, has a strong
influence.
Last but not least, we investigate the dependence of the Neumann boundary condi-
tions g2. We set the right-hand side and the Dirichlet boundary condition g1 to zero.
Again, we have to attend to certain conditions between g1 and g2. Thus, we first choose
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Table A.1: L∞-norm of the solution ψ for various right-hand sides f
f ε ∥f∥L2(Ω) ∥ψ∥L∞(Ω)
− exp(x) + cos(y)
10−2 1.02 1.35e-02
10−3 1.02 1.50e-02
10−4 1.02 1.52e-02
10−5 1.02 1.52e-02
(x2 + y)
10−2 0.93 1.29e-02
10−3 0.93 1.43e-02
10−4 0.93 1.44e-02
10−5 0.93 1.45e-02
(sin(x+ y)x2)
10−2 0.41 4.79e-03
10−3 0.41 5.34e-03
10−4 0.41 5.41e-03
10−5 0.41 5.41e-03
exp(−x/ε)
10−2 7.1e-02 8.44e-07
10−3 2.2e-02 9.77e-10
10−4 7.1e-03 1.02e-12
10−5 2.2e-03 4.74e-15
Table A.2: L∞-norm of the solution ψ for various Dirichlet boundary conditions g1
g1 ε ∥g1∥L∞(Γ) ∥g1∥C1/2(Γ) ∥g1∥C1(Γ) ∥ψ∥L∞(Ω)
cos(2πx) cos(2πy)
10−2 1.00 4.02 7.28 1.00e-00
10−3 1.00 4.02 7.28 1.00e-00
10−4 1.00 4.02 7.28 1.00e-00
10−5 1.00 4.02 7.28 1.00e-00
ε(k1(x, y) + k2(x, y)) 10
−2 3.00e-02 6.73e-02 3.03e-00 3.00e-02
with 10−3 3.00e-03 6.73e-03 3.00e-00 3.16e-03
k1(x, y) = sin(x+ y)x exp(−y/ε) 10−4 3.00e-04 6.73e-04 3.00e-00 3.45e-04
k2(x, y) = 3y
3 exp(−x/ε)) 10−5 3.00e-05 6.73e-05 3.00e-00 3.62e-05
a function g2 which is zero in the corners of the domain. For the second function, the
admissibility of the functions g1 and g2 is neglected. The results can be seen in Table A.3.
For the first function, the L∞-norm is not influenced by any order of ε. For the second
function, we have chosen a layer-type function where the L∞- and L2-norm are of order
one, but we see that the L∞-norm of the solution is of order ε. Again, there is no negative
influence of the type ε−1. We can conclude that a stability estimate which is independent
of ε is possible.
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Table A.3: L∞-norm of the solution ψ for various Neumann boundary conditions g2
g2 ε ∥g2∥L∞(Γ) ∥g2∥L2(Γ) ∥ψ∥L∞(Ω)
−2x2 − 2y2 + 2x+ 2y
10−2 0.5 0.73 8.34e-02
10−3 0.5 0.73 8.08e-02
10−4 0.5 0.73 8.07e-02
10−5 0.5 0.73 8.07e-02
exp(−y/ε)
10−2 1.00 1.00 8.96e-03
10−3 1.00 1.00 9.84e-04
10−4 1.00 1.00 1.07e-04
10−5 1.00 1.00 1.19e-05
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