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TRACIALLY SEQUENTIALLY-SPLIT ∗-HOMOMORPHISMS
BETWEEN C∗-ALGEBRAS II
HYUN HO LEE AND HIROYUKI OSAKA
Abstract. We study a pair ofC∗-algebras (A,B) by associating a ∗-homomorphism
from A to B allowing an approximate left-inverse to the sequence algebra of A in a
manner reminiscent of several tracial approximation properties. We are particularly
interested how regularity properties in the Elliott classification program pass from
B to A. Among them, we show that the strict comparison property and Z-stability
pass from B to A in our setting.
1. Introduction
The aim of this paper is to introduce a conceptual framework for a pair of C∗-
algebras A and B by associating a ∗-homomorphism from A to B which is said to be
tracially sequentially-split by order zero map, and show how properties of B pass to
those of A. This concept is a tracial analog of the sequentially-split ∗-homomorphism
between C∗-algebras by Barlak and Szabo´ [3] and behaves well with respect to a
tracial version of Z-absorption, which has received a great attention in the Elliott
classification program, and the strict comparison property as well.
To formulate our concept we follow a flow of developments related to a Rokhlin-type
property of a finite group action; M. Izumi introduced the strict Rokhlin property
of a finite group action on C∗-algebras in [10], and N.C. Phillips defined a tracial
version of it in a way reminiscent of H. Lin’s tracial topological rank in [20]. Both
notions require the existence of projections, and thus are limited to a small class of C∗-
algebras. Further tracial-type generalizations in which the projections are replaced
by positive elements have appeared since then. Among them, we pay attention to the
generalized tracial Rokhlin property of a finite group action by Hirshberg and Orovitz
[9]. It is said that a ∗-homomorphism φ : A→ B is sequentially split if there is a ∗-
homomorphism ψ : B → A∞ such that ψ(φ(a)) = a for all a ∈ A, which corresponds
to the strict Rokhlin property in our view. We modify this definition by dropping
the requirement for ψ to be ∗-homomorphism and the exact relation ψ(φ(a)) = a
and instead say that φ is tracially sequentially-split by order zero map when ψ is
allowed to be order zero map and for ψ(φ(a))− a to be arbitrarily small in the sense
of Cuntz comparison. We could insist ψ to be a ∗-homomorphism and in this case
we say that φ : A → B is tracially sequentially-split which indeed corresponds to a
tracial Rokhlin property of Phillips. We also note that parallel to the developments
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of group action on C∗-algebras Rokhlin-type properties of an inclusion of unital C∗-
algebras with a finite Watatani index has been studied by H. Osaka, K. Kodaka, and
T. Teruya [18], H. Osaka and T. Teruya [19], recently by us in [12]. It is interesting
to see that in both contexts the generalized tracial Rokhlin property gives rise to a
∗-homomorphism which is tracially sequentially-split by order zero map (see below ),
and thus to understand how such a property works in seemingly irrelevant areas.
There has been approaches to find a nice and large subalgebra of the crossed product
C∗-algebra from which we can deduce properties of the crossed product C∗-algebra
especially related to single automorphism case or a Z-action [2, 21]. However, a
compact group action with certain Rokhlin-type property recasts the relation between
the original algebra and the crossed product C∗-algebra into a setting that there is
a ∗-homomorphism from the crossed product algebra to a larger algebra which turns
out to be isomorphic to a stabilization of the original algebra. In view of this, we
pursue the opposite way to consider a set up from a smaller algebra to a larger algebra
and observe when a property in our interest passes from a larger algebra to a smaller
algebra. Together with the case of an inclusion of C∗-algebras P ⊂ A we consider
a situation that a ∗-homomorphism from P to A is given and it possesses a tracial
approximate inverse as an order zero map. Since our abstraction using order zero map
is highly motivated to investigate a tracial version of the known property, we hope
our framework to behave nicely along with other tracial versions of approximation
properties employing the positive elements.
2. Cuntz subequivalence and Order zero map
In this section we recall the definitions of Cuntz subequivalence between positive
elements and of order zero maps and collect some known facts and technical lemmas
we repeatedly use later.
Let A be a C∗-algebra. We write A+ for the set of positive elements of A.
Definition 2.1. (Cuntz)[5] For a, b ∈ A+ we say that a is Cuntz subequivalent to
b, written a . b if there is a sequence (vn)
∞
n=1 in A such that lim
n→∞
vnbv
∗
n = a, and
a and b are Cuntz equivalent in A, written a ∼ b if a . b and b . a. When we
consider K⊗A instead of A, then the same equivalence relation defines a semigroup
Cu(A) = (K⊗A)/ ∼ together with the commutative semigroup operation 〈a〉+ 〈b〉 =
〈a ⊕ b〉 and the partial order 〈a〉 ≤ 〈b〉 ⇐⇒ a . b. We also define the semigroup
W (A) = M∞(A)/ ∼ with the same operation and order.
For ǫ > 0 let fǫ be a function defined from [0,∞) to [0,∞) given by max{t− ǫ, 0}.
Then (a− ǫ)+ is defined as fǫ(a).
We collect some facts in the following; we remark that a . b holds in the smallest
of A,Mn(A) which contains both a and b.
Lemma 2.2. Let A be a C∗-algebra.
(1) Let a, b ∈ A+. Suppose a ∈ bAb. Then a . b.
(2) Let a, b ∈ A+ be orthogonal (that is, ab = 0 written a ⊥ b). Then a+b ∼ a⊕b.
(3) Let c ∈ A. Then cc∗ ∼ c∗c.
(4) Let a, b ∈ A+. Then the following are equivalent.
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(a) a . b,
(b) (a− ǫ)+ . b for all ǫ > 0,
(c) for every ǫ > 0 there is δ > 0 such that (a− ǫ)+ . (b− δ)+,
(d) for every ǫ > 0 there exist δ > 0 and x ∈ A such that (a − ǫ)+ =
x∗(b− δ)+x.
(5) Let aj . bj for j = 1, 2. Then a1 ⊕ a2 . b1 ⊕ b2. If also b1 ⊥ b2, then
a1 + a2 . b1 + b2 (note that we do not require a1 ⊥ a2.)
Proof. Most of them can be found in Section 2 of [11] and the last one is proved in
[23, Proposition 2.5]. 
Lemma 2.3. [21, Lemma 2.4] Let A be a simple which is not type I. Let a ∈ A+ \
{0}, and let n be any positive integer. Then there exist nonzero positive elements
b1, b2, . . . , bn ∈ A such that b1 ∼ b2 · · · ∼ bn and bi ⊥ bj for i 6= j, and such that
b1 + b2 + · · ·+ bn ∈ aAa.
Definition 2.4. [28, Definition 1.3] Let A and B be C∗-algebras and let φ : A→ B
be a completely positive map. It is said that φ has order zero if for a, b ∈ A+
a ⊥ b −→ φ(a) ⊥ φ(b).
From now on we abbreviate a completely positive map of order zero as an order
zero map. The following theorem is about the structure of an order zero map.
Theorem 2.5. [28, Theorem 2.3] Let A and B be C∗-algebras and φ : A→ B be an
order zero map. Let C = C∗(φ(A)) ⊂ B. Then there is a positive element h ∈ C ∩C ′
with ‖h‖ = ‖φ‖ and a ∗-homomorphism
πφ : A→ C ∩ {h}
′
such that for a ∈ A
φ(a) = hπφ(a).
If A is unital, then h = φ(1A) ∈ C.
The following theorem is important which enables us to lift an order zero map.
Theorem 2.6. [28, Corollary 3.1] Let A and B be C∗-algebras, and φ : A → B
an order zero map. Then the map given by ̺φ(id(0,1]⊗a) := φ(a) induces a ∗-
homomorphism ̺φ : C0((0, 1])⊗ A→ B.
Conversely, any ∗-homomorphism ̺ : C0((0, 1])⊗ A→ B induces a c.p.c. order zero
map φ̺(a) := ̺(id(0,1]⊗a).
These mutual assignment yield a canonical correspondence between the spaces of c.p.c
order zero maps and the space of ∗-homomorphism from C0((0, 1])⊗ A to B.
Lemma 2.7. Let A be a simple C∗-algebra and φ : A → B be an order zero map.
Then φ is injective.
Proof. Write φ(·) = hπφ(·) as in Theorem 2.5. Consider a ∈ A and b ∈ Kerφ. Then
φ(ab) = hπφ(ab)
= hπφ(a)πφ(b)
= πφ(a)hπφ(b)
= πφ(a)φ(b) = 0
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So ab ∈ Kerφ. Similarly ba ∈ Kerφ. Thus Kerφ is a closed ideal and it must be 0
since A is simple. 
3. Tracially sequentially-split homomorphism between C∗-algebras
and Z-stability
For A a C∗-algebra, we set
c0(N, A) = {(an) | lim
n→∞
‖an‖ = 0}
l∞(N, A) = {(an) | {‖an‖} bounded}
Then we denote by A∞ = l
∞(N, A)/c0(N, A) the sequence algebra of A with the
norm of a given by lim supn ‖an‖, where (an)n is a representing sequence of a. We
can embed A into A∞ as a constant sequence, and we denote the central sequence
algebra of A by
A∞ ∩ A
′.
For an automorphism of α, we also denote by α∞ the induced automorphism on A∞.
Definition 3.1. Let A and B be separable C∗-algebras. A ∗-homomorphism φ : A→
B is called tracially sequentially-split by order zero map, if for every positive nonzero
element z ∈ A∞ there exists an order zero map ψ : B → A∞ and a nonzero positive
element g ∈ A∞ ∩ A
′ such that
(1) ψ(φ(a)) = ag for all a ∈ A,
(2) 1A∞ − g . z in A∞.
Although the diagram below is not commutative, we still use it to symbolize that
φ is tracially sequentially-split by order zero map with its tracial approximate left
inverse ψ;
(1) A
φ ❄
❄❄
❄❄
❄❄
❄
ι //❴❴❴❴❴❴❴ A∞
B
ψ: order zero
==⑤⑤⑤⑤⑤⑤⑤⑤
Remark 3.2. (1) When both A and B are unital, and φ is unit preserving, then
g = ψ(1B). Moreover, if g = 1A∞ , then φ is called a (strictly) sequentially
split ∗-homomorphism where the second condition is automatic [3, Page 11].
(2) When g becomes a projection, then ψ is a ∗-homomorphism. In this case, φ is
called a tracially sequentially-split map with the second condition that 1− g
is Murray-von Neumann equivalent to a projection in zA∞z.
Proposition 3.3. Let A be an inifinite dimensional simple unital C∗-algebra and B
be a unital C∗-algebra. Suppose that φ : A→ B is tracially sequentially-split by order
zero map and unit preserving. Then its amplification φ⊗ idn : A⊗Mn → B ⊗Mn is
tracially sequentially-split by order zero map for any n ∈ N.
Proof. Let z be a nonzero positive element in (Mn(A))∞ ∼= Mn(A∞). Write z = (zij)
where zij ∈ A∞. Note that there exists one i0 such that zi0i0 6= 0. Without loss of
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generality we assume i0 = 1. Then
(1⊗E11)z(1 ⊗ E11) . z
z11 . z.
But for z11 there exist c1, c2, . . . , cn ∈ A
+
∞ \ {0} such that cicj = 0, ci ∼ cj for i 6= j,
and such that c1 + · · ·+ cn . z11 by Lemma 2.3. Now consider an order zero map ψ
such that
(i) ψ(φ(a)) = aφ(1),
(ii) 1− ψ(1) . ci.
Then by Lemma 2.2
(1− ψ(1))⊕ · · · ⊕ (1− ψ(1)) . c1 + · · ·+ cn . z11 . z.
Therefore
1− (ψ ⊗ idn)(1Mn) . z.
Moreover,
(ψ ⊗ idn)(φ⊗ idn)(a⊗ eij) = aψ(1)⊗ eij
= (ψ ⊗ idn)(1Mn)(a⊗ eij).
Thus we showed that φ⊗ idn has a tracially approximate inverse ψ⊗ idn which is also
an order zero map. 
Theorem 3.4. Let A be a unital infinite dimensional C∗-algebra and B be a unital
C∗-algebra. Suppose that φ : A → B is tracially sequentially-split by order zero and
unit preserving. Then if B is simple, then A is simple. Moreover, if B is simple and
stably finite, then so is A.
Proof. Let I be a non-zero two sided closed ideal of A and take a nonzero positive
element x in I. Then there are elements bi’s and ci’s such that
∑n
i=1 biφ(x)ci = 1
since B is simple. For x in I(⊂ A ⊂ A∞) we consider a tracially approximate inverse
ψ : B → A∞ and a positive element g ∈ A∞ ∩ A
′ such that ψ(φ(a)) = ag for a ∈ A
and 1− g . x. Note that
g = ψ(1B) = ψ(
∑
i
biφ(x)ci) = gπψ(
∑
i
biφ(x)ci) =
∑
i
gπψ(bi)πψ(φ(x))πψ(ci)
=
∑
i
πψ(bi)gπψ(φ(x))πpsi(ci)ψ(1B) =
∑
i
πψ(bi)gxπψ(ci)
=
∑
i
g1/4πψ(bi)g
1/4xg1/4πψ(ci)g
1/4
Thus we obtained b′i = g
1/4πψ(bi)g
1/4 and c′i = g
1/4πψ(ci)g
1/4 such that∑
i
b′ixc
′
i = g.
On the other hand, for any ǫ > 0 there is an element r ∈ A∞ such that ‖rxr
∗ − (1−
g)‖ < ǫ. Therefore we have
‖rxr∗ +
∑
i
b′ixc
′
i − 1‖ = ‖rxr
∗ − (1− g) +
∑
i
b′ixc
′
i − g‖ < ǫ
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Thus if we represent r as [(rn)n], b
′
i as [(b
i
n)
′
n], and c
′
i as [(c
i
n)
′
n] respectively, we have
lim sup
n
‖rnxr
∗
n +
∑
i
(bin)
′x(cin)
′ − 1A‖ < ǫ
Thus for large enough n,
‖rnxr
∗
n +
∑
i
binxc
i
n − 1A‖ < 2ǫ
This means that 1A ∈ I, thus A = I.
Next, suppose B is simple and stably finite. By Proposition 3.3, it is enough to show
that if B is finite and simple, then A is finite. Let v be an isometry in A. Then
consider φ(v) which is again isometry. But B is finite so that φ(v)φ(v∗) = 1. By
applying ψ to both sides, we get
(vv∗ − 1)g = 0.
However, the map from A to A∞ defined by x 7→ xg is injective since A is simple. It
follows that 1− vv∗ = 0, so we are done. 
Definition 3.5 (Hirshberg and Orovitz). We say that a unital C∗-algebra A is tra-
cially Z-absorbing if A ≇ C and for any finite set F ⊂ A, ǫ > 0, and nonzero positive
element a ∈ A and n ∈ N there is an order zero contraction φ : Mn → A such that
the following hold:
(1) 1− φ(1) . a,
(2) for any normalized element x ∈Mn and any y ∈ F we have ‖[φ(x), y]‖ < ǫ.
Recall that the Jiang-Su algebra Z is a simple separable nuclear and infinite-
dimensional C∗-algebra with a unique trace and the same Elliott invariant with C. It
is said that A is Z-stable or Z-absorbing if A⊗Z ∼= A.
Theorem 3.6. Let A be a simple unital infinite dimensional C∗-algebra and B unital
C∗-algebra. Suppose that φ : A → B is a unital ∗-homomorphism which is tracially
sequentially-split by order zero map. If B is tracially Z-absorbing, then so is A. Thus,
if B is Z-absorbing, then A is also Z-absorbing provided that A is nuclear.
Proof. Let F be a finite set of A, ǫ > 0, n ∈ N, z be a non-zero positive element in
A. There are mutually orthogonal positive nonzero elements z1, z2 in zAz such that
z1 + z2 . z.
Set G = φ(F ) a finite set in B, then for φ(z1) there is an order zero contraction
φ′ : Mn(C)→ B such that
(1) 1− φ′(1) . φ(z1),
(2) ∀x ∈Mn(C) such that ‖x‖ = 1, ‖[φ
′(x), y]‖ < ǫ for every y ∈ G.
For z2 take a tracial approximate inverse ψ : B → A∞ for φ such that 1− ψ(1) . z2.
Note that ψ˜ := ψ ◦ φ′ : Mn(C)→ A∞ is an order zero contraction. Then
1− ψ˜(1) = 1− ψ(1) + ψ(1)− ψ(φ′(1))
= 1− ψ(1) + ψ(1− φ′(1))
. z2 + z1ψ(1)
. z2 + z1 . z.
(2)
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Moreover, for a ∈ F
[ψ˜(x), a] = ψ(φ′(x))a− aψ(φ′(x))
= hπψ(φ
′(x))a− ahπψ(φ
′(x)) where ψ(1) = h
= πψ(φ
′(x))ha− ahπψ(φ
′(x))
= πψ(φ
′(x))ψ(φ(a))− ψ(φ(a))πψ(φ
′(x))
= πψ(φ
′(x))hπψ(φ(a))− hπψ(φ(a))πψ(φ
′(x))
= hπψ(φ
′(x)φ(a)− φ(a)φ′(x))
= ψ([φ′(x), φ(a)]).
Therefore
(3) ‖[ψ˜(x), a]‖ < ǫ.
Since C0((0, 1]) ⊗Mn(C) is projective, by Theorem 2.6 there is a lift ψ̂ : Mn(C) →
l∞(N, A) of ψ˜. However, for us the weaker property, namely semiprojectivity is more
useful; let Jm = {(an) ∈ l
∞(N, A) | ak = 0 if k ≥ m}. Then Jm’s are increasing
ideals such that ∪mJm = c0(N, A). Then there is m such that the following diagram
commutes;
(4) l∞(N, A)

l∞(N, A)/Jm
πm

Mn(C)
ψ̂
88♣♣♣♣♣♣♣♣♣♣♣
ψ˜
// A∞
Thus when we write ψ̂(x) = (ψ̂n(x)) + c0(N, A), we may assume each ψ̂n is an order
zero map from Mn(C) to A for n > m and write h = [(hn)n] where ψ̂n(1) = hn.
To prove 1− ψ̂n(1) . z, we want to show that for arbitrary ǫ > 0 there exist δ > 0
and r ∈ A such that
(1− hn − ǫ)+ = r(z − δ)+r
∗.
Note that (2) implies that there exist δ > 0 and s ∈ A∞ such that
(1− ψ˜(1)− ǫ)+ = s(z − δ)+s
∗.
Write s = [(sn)n]. Then from (4)
πm(((1− hn − ǫ)+)n) = πm((sn(z − δ)+s
∗
n)n).
It follows that for n > m
(1− hn − ǫ)+ = sn(z − δ)+s
∗
n.
In addition, from (3)
‖[ψ̂n(x), a]‖ < 2ǫ for all normalized x ∈Mn and a ∈ F
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for large enough n(> m). Hence we showed the existence of an order zero map from
Mn to A satisfying the conditions in Definition 3.5. The last statement follows from
[9, Theorem 4.1] which is essentially a part of [17]. 
Next we turn to strict comparison of positive elements.
Definition 3.7. [21, Definition 3.1] Let A be a C∗-algebra and a ∈ (K⊗A)+ is called
purely positive if a is not Cuntz equivalent to a projection in (K ⊗ A)+. We denote
Cu+(A) by the set of elements η ∈ Cu(A) which are not the classes of projections,
and similarly W+(A) by the set of elements η ∈ W (A) which are not the classes of
projections.
Lemma 3.8. [21, Lemma 3.2] Let A be a stably finite simple unital C∗-algebra. Let
a ∈ (K ⊗ A)+. Then a is purely positive if and only if 0 is not an isolated point in
σ(a) the spectrum of a.
Proposition 3.9. Let A,B be separable unital C∗-algebras and a unital ∗-homomorphism
φ : A→ B tracially sequentially-split by order zero map. If φ(a) . φ(b) for two posi-
tive elements a, b ∈ A with b being purely positive, then a . b.
Proof. Recall that fǫ(t) = max{t− ǫ, 0} and that (a− ǫ)+ is equal to fǫ(a). In view
of Lemma 2.2 we want to show that (a− ǫ)+ . b for every ǫ > 0.
Note that
(φ(a)− ǫ1B)+ = fǫ(φ(a)) = φ(fǫ(a)).
Since φ(a) . φ(b) in B, there exists δ > 0 and r ∈ B such that (φ(a) − ǫ)+ =
r∗(φ(b) − δ)+r ∼ (φ(b) − δ)
1/2
+ r((φ(b) − δ)
1/2
+ r)
∗ = b0 where the latter belongs to
φ(b)Bφ(b). Since σ(b) ∩ (0, δ) 6= ∅ by Lemma 3.8, we can take a nonzero element
c ∈ A+ such that (b − δ)+ ⊥ c and take a tracially approximate inverse ψ such that
1− ψ(1) . c in A∞. It follows that ψ(b0) ∈ bA∞b and ψ(b0) ⊥ c.
Let g = ψ(1) and note that in A∞
(1− g)1/2(a− ǫ)+(1− g)
1/2 ≤ (1− g)1/2‖(a− ǫ)+‖(1− g)
1/2
. (1− g) . c.
Thus
(a− ǫ)+ = (a− ǫ)+g + (a− ǫ)+(1− g)
= ψ(φ((a− ǫ)+)) + (a− ǫ)+(1− g)
. ψ(b0) + c ∈ bA∞b
. b in A∞.
Consequently, (a− ǫ)+ . b in A, so we are done. 
Now we recall the definition of the strict comparison property; Let A be a separable
nuclear C∗-algebra, and denote by T (A) the space of tracial states on A. Given
τ ∈ T (A), we define a lower semicontinuous map dτ : M∞(A)
+ → R+ by
dτ (a) = lim
n→∞
τ(a1/n).
where M∞(A)
+ denotes the positive elements in M∞(A) that is the algebraic limit
of the directed system (Mn(A), φn). If for a, b ∈ Mk(A)
+ a . b in Mk(A) whenever
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dτ (a) < dτ (b) for every τ ∈ T (A), then we say A has the strict comparison property
of positive elements or shortly strict comparison.
Lemma 3.10. [21, Lemma 3.6] Let A be a stably finite simple infinite dimensional
unital C∗-algebra which is not type I. Let p ∈ (K ⊗ A)+ be a nonzero projection, n
a positive integer, and ξ ∈ Cu(A) \ {0}. Then there exist µ, κ ∈ W+(A) such that
µ ≤< p > µ+ κ and nκ ≤ ξ.
Proof. The point of this technical Lemma is that we can replace an element which is
not purely positive by a purely positive element which is slightly bigger in a tracial
sense but smaller in Cuntz comparison. 
Theorem 3.11. Let A be a unital separable infinite dimensional C∗-algebra which is
not type I and B a stably finite simple unital infinite dimensional C∗-algebra. Suppose
that ∗-homomorphism φ : A → B is tracially sequentially-split by order zero map. If
B satisfies the strict comparison property, so does A.
Proof. Since φ is tracially sequentially-split by order zero map, for each n there exist
a nonzero positive element gn ∈ A∞ ∩ A
′ and an order zero map ψn : B → A∞ such
that τ(1 − gn) < 1/n for every τ ∈ T (A∞) and ψn(φ(a)) = agn for all a ∈ A. Then
we claim that T (φ) : T (B) → T (A) is surjective. Let τ be a trace in A and τ∞ be
the induced trace on A∞. By [28, Corollary 4.4] τ∞ ◦ ψn are traces on B for each n.
Then we consider the weak-∗ limit of τ∞ ◦ψn in T (B) denoted by w
∗− lim(τ∞ ◦ ψn).
Then for a ∈ A
T (φ)([w∗ − lim(τ∞ ◦ ψn)])(a) = [w
∗ − lim(τ∞ ◦ ψn)](φ(a)))
= lim
n
τ∞(ψn(φ(a)))
= lim τ∞(agn)
= τ∞(a)− lim
n
τ∞(a(1− gn))
= τ(a).
Now given two positive elements a, b in A assume that dτ (a) < dτ(b) for all τ ∈ T (A).
Then we have dτ (φ(a)) < dτ (φ(b)) for all τ ∈ T (B).
Since B satisfies the strict comparison property, it follows that φ(a) . φ(b). Then we
can split two cases that b is purely positive or not. When b is purely positive, a . b
in A by Proposition 3.9.
Next, if b is not purely positive we may assume that b is a nonzero projection p
in A. From the proof of Lemma 3.10, for any ǫ > 0 we can construct c, d ∈ pAp
such that c ⊥ d, 〈c〉 ≤ 〈p〉 ≤ 〈c〉 + 〈d〉, and dτ(d) < ǫ for all τ ∈ T (A). Thus we
have dτ (a) < dτ (c+ d) where c+ d is purely positive. Then again by Proposition 3.9
a . c+ d . b = p. 
4. Examples and Some results
Definition 4.1. Let A and B be unital C∗-algebras and G a discrete group. Given
two actions α : G y A, β : G y B respectively, an equivariant ∗-homomorphism
φ : (A, α) → (B, β) is called G-tracially sequentially-split by order zero map, if for
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every nonzero positive element z ∈ A∞ there exists an equivariant tracial approximate
left inverse ψ : (B, β)→ (A∞, α∞) which has order zero.
Definition 4.2. (Hirshberg and Orovitz [9]) Let G be a finite group and A be a
separable unital C∗-algebra. We say that α : G y A has the generalized tracial
Rokhlin property if for every finite set F ⊂ A, every ǫ > 0, any nonzero positive
element x ∈ A there exist normalized positive contractions {eg}g∈G such that
(1) eg ⊥ eh when g 6= h,
(2) ‖αg(eh)− egh‖ ≤ ǫ, for all g, h ∈ G,
(3) ‖egy − yeg‖ ≤ ǫ, for all g ∈ G, y ∈ F ,
(4) 1−
∑
g∈G eg . x.
Then the following might be well-known, but we were not able to locate the refer-
ence so that we include a proof here. We need a couple of lemmas.
Lemma 4.3. Let A be a unital C∗-algebra and a, b be positive contractions in A.
Then for any ǫ > 0 there exists δ > 0 such that whenever ‖ab− b‖ = ‖ba− b‖ < δ, f
is a continuous function on [0, 1] such that f(0) = 0, then
‖af(b)− f(b)‖ < ǫ.
Lemma 4.4. Let A be a unital C∗-algebra. For any ǫ > 0 and any integer n > 0
there exists δ(ǫ, n) > 0 satisfying the following: for positive contractions a1, . . . , an
such that ‖aiaj‖ < δ when i 6= j there exist positive contractions b1, . . . , bn such that
bibj = 0 when i 6= j and ‖ai − bi‖ < ǫ for i = 1, . . . , n.
Proof. We illustrate how to do n = 3 case. For general n, the strategy is same. We
denote the following function on the unit interval by gǫ(t)
gǫ(t) =


0 if 0 ≤ t ≤ ǫ/2,
2
ǫ
t− 1 if ǫ/2 ≤ t ≤ ǫ,
1 if ǫ ≤ t ≤ 1.
Note that 1− gǫ has the support [0, ǫ]. Given ǫ/12 take δ for g ǫ
6
, g ǫ
3
, g 2
3
ǫ, and a1, a2,
a3 using Lemma 4.3. Then we take
b1 =(1− g ǫ
6
(a3))a1(1− g ǫ
6
(a3))
b2 =(g ǫ
3
(a3)− g 2
3
ǫ(a3))a2(g ǫ3 (a3)− g 23 ǫ
(a3))
b3 =f(a3)a3
where f is a piecewise linear function whose support is [2ǫ
3
, 1] and which has the value
1 on [ǫ, 1]. 
Theorem 4.5. Let G be a finite group and A be a separable unital C∗-algebra. Sup-
pose that α : G y A has the generalized tracial Rokhlin property. Then for any
nonzero positive element x ∈ A∞ there exist mutually orthogonal positive contrac-
tions eg’s in A∞ ∩ A
′ such that
(1) α∞,g(eh) = egh for all g, h ∈ G, where α∞ : Gy A∞ is the induced action,
(2) 1−
∑
g∈G eg . x.
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Proof. Take a positive element x( 6= 0) in A∞. Then we can represent it as a sequence
(xn)n ∈ l
∞(A) where xn’s are nonzero positive elements in A and uniformly away
from zero. Since A is separable, we can also take an increasing sequence of finite
sets F1 ⊂ F2 ⊂ · · · so that ∪nFn = A. Then for each n there exist eg,n’s which are
mutually orthogonal positive contractions such that
(1) ‖αg(eh,n)− egh,n‖ ≤
1
n
, for all g, h ∈ G,
(2) ‖eg,na− aeg,n‖ ≤
1
n
, for all g ∈ G, a ∈ Fn,
(3) 1−
∑
g∈G eg,n . xn.
Now we take eg = [(eg,n)n]. Then it is easily shown that eg’s are mutually orthogonal
positive contractions in A∞ ∩ A
′ and α∞,g(eh) = egh. Also for a fixed ǫ > 0 there
exists rn ∈ A such that
‖rnxnr
∗
n − (1−
∑
g∈G
eg,n)‖ < ǫ
for each n. Now let r = [(rn)n] ∈ A∞(note that the fact (xn)n is uniformly away from
zero implies that (rn)n is bounded.) Then it follows that
‖rxr∗ − (1−
∑
g∈G
eg)‖ < ǫ.
Thus 1−
∑
g∈G eg . x. 
Let C(G) be the algebra of complex valued continuous functions on G and σ : Gy
C(G) the canonical translation action.
Theorem 4.6. Let G be a finite group and A a separable unital C∗-algebra. Suppose
that α : Gy A has the generalized tracial Rokhlin property. Then for every nonzero
positive element x in A∞ there exists a ∗-equivariant order zero map φ from (C(G), σ)
to (A∞ ∩ A
′, α∞) such that 1− φ(1C(G)) . x in A∞.
Proof. By Theorem 4.5, for any nonzero positive x ∈ A∞ we can take mutually
orthogonal positive contractions eg’s in A∞ ∩ A
′ such that 1 −
∑
eg - x. Then we
define φ(f) =
∑
g f(g)eg for f ∈ C(G). It follows that it is an order zero map and
1 − φ(1C(G)) = 1 −
∑
g eg - x . Using the condition (1) in Theorem 4.5, it is easily
shown that φ is equivariant.

Corollary 4.7. Let G and A be as same as Theorem 4.6 and the automorphism
α : Gy A have the generalized tracial Rokhlin property. Then the map 1C(G) ⊗ idA :
(A, α)→ (C(G)⊗ A, σ ⊗ α) is G-tracially sequentially split by order zero map.
Proof. (A∞ ⊗A, α∞ ⊗ α) can be identified with (A∞, α∞) by the map sending a⊗ x
to ax. Then we can easily show that φ ⊗ idA is the equivariant tracial approximate
inverse for every positive nonzero z in A∞. 
Then we prove that A⋊αG inherits the interesting approximation properties from A
when a finite group action of G has the generalized tracial Rokhlin property through
the notion of tracially sequentially-splitness by order zero map as one of our main
results. We denote by φ⋊G a natural extension of an equivariant map φ : (A, α)→
(B, β) from A ⋊α G to B ⋊β G, where α : G y A and β : G y B. It is a simple
observation that φ⋊G becomes an order zero map whenever φ is so. In the following,
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we denote u : G → U(A ⋊α G) as the implementing unitary representation for the
action α so that we write an element of A⋊α G as
∑
g∈G agug. The embedding of A
into A⋊α G is a 7→ aue.
Lemma 4.8. [9, Lemma 5.1] Let A be an infinite dimensional simple unital C∗-
algebra and α : G y A an action of a finite group G on A such that αg is outer for
all g ∈ G \ {1}. Then for every nonzero positive element z ∈ A ⋊α G the crossed
product there exists a nonzero positive element x ∈ A such that x . z.
Theorem 4.9. Let G be a finite group and A be a separable infinite dimensional
unital simple C∗-algebra. Suppose that α : Gy A has the generalized tracial Rokhlin
property. Then the ∗-homomorphism (1C(G) ⊗ idA) ⋊ G from A ⋊α G to (C(G) ⊗
A)⋊σ⊗α G is tracially sequentially-split by order zero map.
Proof. Take a nonzero positive element z in (A⋊αG)∞. Since α : Gy A is outer by
[9, Proposition 5.3], Lemma 4.8 implies that we can have a nonzero positive element
x in A∞ such that x . z. By Theorem 4.6 there is an equivarinat order zero map
φ : C(G)→ A∞ such that 1A∞ − φ(1C(G)) . x . z.
Consider the following diagram depending on z
(A, α)
1⊗idA ((PP
PP
PP
PP
PP
PP
//❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴ (A∞, α∞)
(C(G)⊗ A, σ ⊗ α)
φ⊗idA: order zero
66❧❧❧❧❧❧❧❧❧❧❧❧❧
By applying the crossed product functor, we obtain
(A⋊α G)
(1⊗idA)⋊G ))❘❘
❘❘
❘❘❘
❘❘❘
❘❘❘
ι⋊G
//❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴ (A∞ ⋊α∞ G)→ (A⋊α G)∞
(C(G)⊗A)⋊σ⊗α G
(φ⊗idA)⋊G: order zero
44❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤
Here the map (A∞ ⋊α∞ G) → (A ⋊α G)∞ is a natural extension of the embedding
A⋊α G→ (A⋊α G)∞.
Note that ((φ⊗ idA)⋊G) ◦ (1C(G) ⊗ idA)⋊ G = [φ(1C(G))]ue. Moreover, 1A∞ue −
φ(1C(G))ue . z. Thus (1C(G) ⊗ idA) ⋊ G is tracially sequentially-split by order zero
map.

Corollary 4.10. Let G be a finite group and A be a separable infinite dimensional
unital C∗-algebra. Suppose that α : Gy A has the genralized tracial Rokhlin property.
Then if A has the following properties, then so does A⋊α G.
(1) simple,
(2) simple and Z-absorbing provided that A is nuclear,
(3) simple and strict comparison property,
(4) simple and stably finite
Proof. Since
(C(G)⊗ A)⋊σ⊗α G ≃ (C(G)⋊σ G)⊗A
≃ M|G|(C)⊗ A,
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(C(G)⊗A)⋊σ⊗αG does share the same structural property with A. And by Theorem
4.9 the ∗-homomorphism (1C(G)⊗ idA)⋊G : A⋊αG→ (C(G)⊗A)⋊σ⊗αG ≃M|G|(A)
is tracially sequentially-split by order zero map. Therefore the conclusions follow from
Theorem 3.4, Theorem 3.6, Theorem 3.11. 
Another important example of a ∗-homomorphism which is tracially sequentially-
split by order zero map is provided by an inclusion of unital C∗-algebras of index-finite
type with the generalized tracial Rokhlin property. We briefly recall the definition
and related properties of an inclusion of unital C∗-algebras of index-finite type from
[27].
Definition 4.11 (Watatani). Let P ⊂ A be an inclusion of unital C∗-algebras and
E : A → P be a conditional expectation. Then we way that E has a quasi-basis if
there exist elements uk, vk for k = 1, . . . , n such that
x =
n∑
j=1
ujE(vjx) =
n∑
j=1
E(xuj)vj .
In this case, we define the Watatani index of E as
IndexE =
n∑
j=1
ujvj .
In other words, we say that E has a finite index if there exist a quasi-basis.
It is known that a quasi-basis can be chosen as {(u1, u
∗
1), . . . , (un, u
∗
n)} so that
IndexE is a nonzero positive element in A commuting with A [27]. Thus if A is
simple, it is a nonzero positive scalar.
Definition 4.12. [12, Definition 3.2] Let P ⊂ A be an inclusion of unital C∗-algebras
such that a conditional expectation E : A→ P has a finite index. We say that E has
the generalized tracial Rohklin property if for every nonzero positive element z ∈ A∞
there is a nonzero positivie contraction e ∈ A∞ ∩A
′ such that
(1) (IndexE)e1/2eP e
1/2 = e,
(2) 1− (IndexE)E∞(e) . z,
(3) A ∋ x→ xe ∈ A∞ is injective.
We call e satisfying (1) and (2) a Rokhlin contraction.
As we notice, the third condition is automatically satisfied when A is simple. A
typical example of an inclusion of unital C∗-algebras of index-finite type arises from a
finite group action α of G on a unital C∗-algebra A; let Aα be the fixed point algebra,
then the conditional expectation
E(a) =
1
|G|
∑
g∈G
αg(a)
is of index-finite type if the action α : G y A is free [27]. Moreover, the following
observation was obtained by us in [12].
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Proposition 4.13. [12, Proposition 3.8] Let G be a finite group, α an action of G on
an infinite dimensional finite simple separable unital C∗-algebra A, and E as above.
Then α has the generalized tracial Rokhlin property if and only if E has the generalized
tracial Rokhlin property.
We note that in this case Aα is strongly Morita equivalent to A ⋊α G, thus if an
approximation property is preserved by the strong Morita equivalence, and if the
embedding Aα →֒ A is tracially sequentially-split by order zero map, then such an
approximation property can be transferred to A ⋊α G from A. Thus we need to
observe that if an inclusion P ⊂ A of index-finite type has the generalized tracial
Rokhlin property, the the embedding P →֒ A is tracially sequentially-split by order
zero map.
Lemma 4.14. [12, Lemma 5.2] Let P ⊂ A be an inclusion of unital C∗-algebras of
index-finite type. Suppose that p, q are elements in P∞ such that q . e
2p in A∞ and
pe = ep where e is a nonzero positive contraction such that (IndexE)e1/2epe
1/2 = e.
Then q . p in P∞.
Theorem 4.15. Let P ⊂ A be an inclusion of unital C∗-algebras of index- finite type
where A is simple and separable. Suppose that a conditional expectation E : A → P
has the generalized tracial Rokhlin property. Then the embedding ι : P →֒ A is
tracially sequentially-split by order zero map.
Proof. Let z be a nonzero positive element P∞ ⊂ A∞. Consider a positive contraction
f in A∞ ∩A
′ which commutes with z and satisfies (IndexE)f 1/2epf
1/2 = f (for such
a construction of f , see the proof of [12, Theorem 5.8]). Then there exists a nonzero
positive contraction e ∈ A∞ ∩ A
′ such that (IndexE)E∞(e) = g ∈ P∞ ∩ P
′ and
1 − g . fzf in A∞. We apply Lemma 4.14 to 1 − g, z, f to conclude 1 − g . z in
P∞. Now we define a map β : A→ P∞ by β(a) := (IndexE)E∞(ae) for a ∈ A. Note
that β(p) = (IndexE)E∞(pe) = pg and 1 − β(1) = 1 − g . z. It follows from [12,
Proposition 3.10] that β is an order zero map. 
Corollary 4.16. Let P ⊂ A be an inclusion of separable unital C∗-algebras and
assume that a conditional expectation E : A → P has the generalized tracial Rohklin
property. If A satisfies one of the following properties, then P does too.
(1) simple,
(2) simple and Z-absorbing provided that A is nuclear,
(3) simple and strict comparison property,
(4) simple and stably finite.
Proof. The inclusion map ι : P → A is tracially sequentially-split by order zero map
by Theorem 4.15. Then the conclusions follows from Theorem 3.4, Theorem 3.6,
Theorem 3.11. 
Theorem 4.17. Let G be a finite group, A a unital separable finite infinite dimen-
sional simple C∗-algebra and α an action of G on A with the generalized tracial
Rokhlin property in the sense of Hirshberg and Orovitz. Assume that A absorbs the
Jiang-Su algebra Z. Then tsr(A⋊α G) = 1.
Proof. Note that the stable rank of A is one by [24, Theorem 6.7]. By Corollary 4.10,
A⋊α G is simple and stably finite, and absorbs the Jiang-Su algebra Z. Then again
by [24, Theorem 6.7] tsr(A⋊α G) = 1. 
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We can prove a similar result with a slightly weaker assumption than finiteness.
To justify it, we provide a lemma which might be well known to experts.
Lemma 4.18. Let A be a unital simple C∗-algebra with tsrA <∞. Then A is stably
finite.
Proof. Suppose that A is not stably finite. Then for some n Mn(A) is infinite.
Therefore there are two proper projections p and q in Mn(A) such that p ∼ q ∼ 1
where ∼ stands for Murray-von Neumann equivalence. Then by [25, Proposition 6.5]
tsr(Mn(A)) =∞. Thus tsr(A) =∞ which contradicts the assumption. 
Theorem 4.19. Let P ⊂ A be an inclusion of unital C∗-algebras of index-finite type
with the generalized tracial Rokhlin property. Suppose that A is an infinite dimen-
sional simple C∗-algebra with tsrA <∞ and Z-absorbing.
Proof. By Corollary 4.16, P is also stably finite simple and Z-absorbing. Then
tsr(P ) = 1 by [24, Theorem 6.7]. 
Though we can prove the permanence of stable rank one under an additional con-
dition that Z-absorption, what we hope to prove is the following;
Question 4.20. Given φ : A → B a tracially sequentially-split ∗-homomorphism by
order zero map we assume that B is a simple unital finite separable C∗-algebra of
stable rank one. Then is it true that A has stable rank one?
We believe that the above statement would be true if the following question is true;
Question 4.21. Let G be a finite group, A be a unital separable finite simple C∗-
algebra, and α be an action of G on A with the generalized tracial Rokhlin property
in the sense of Hirshberg and Orovitz. Assume that tsr(A) = 1. Then, is it true that
tsr(A⋊α G) = 1 ?
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