Abstract: We prove estimates for the variation of the eigenvalues of uniformly elliptic operators with homogeneous Dirichlet or Neumann boundary conditions upon variation of the open set on which an operator is defined. We consider operators of arbitrary even order and open sets admitting arbitrary strong degeneration. The main estimate is expressed via a natural and easily computable distance between open sets with continuous boundaries. Another estimate is obtained via the lower Hausdorff-Pompeiu deviation of the boundaries, which in general may be much smaller than the usual Hausdorff-Pompeiu distance. Finally, in the case of diffeomorphic open sets we obtain an estimate even without the assumption of continuity of the boundaries.
Introduction
In this paper we consider the eigenvalue problem for the operator We consider open sets Ω for which the spectrum is discrete and can be represented by means of a non-decreasing sequence of non-negative eigenvalues
where each eigenvalue is repeated as many times as its multiplicity.
The second main result of the paper is for open sets Ω 1 , Ω 2 ∈ C ω(·) M (A). Namely, in Theorem 7.16 we prove that for each n ∈ N there exist c n , ǫ n > 0 such that
for all open sets Ω 1 , Ω 2 ∈ C ω(·) M (A) satisfying d HP (∂Ω 1 , ∂Ω 2 ) < ǫ n . In particular in Corollary 7.23 we deduce that if Ω 1 , Ω 2 ∈ C ω(·)
where ǫ > 0 is sufficiently small then
Here Ω ǫ = {x ∈ Ω : d(x, ∂Ω) > ǫ}, Ω ǫ = x ∈ R N : d(x, Ω) < ǫ , for any set Ω in R N .
In the case Ω 1 , Ω 2 ∈ C 0,α M (A) estimate (1.4) takes the form
In the case of Dirichlet boundary conditions and m = 1 some estimates of the form (1.5) were obtained in Davies [8] under the assumption that a certain Hardytype inequality is satisfied on Ω 1 (see also Pang [15] ). In the case of Dirichlet boundary conditions and m = 1, estimate (1.5) was proved in [5] . In the case of Dirichlet boundary conditions, m = 2 and open sets with sufficiently smooth boundaries an estimate of the form (1.5) was obtained in Barbatis [1] .
In the case of Neumann boundary conditions and m = 1, estimate (1.5) was proved in Burenkov and Davies [4] for open sets Ω 1 , Ω 2 ∈ C 0,α M (A) satisfying (Ω 1 ) ǫ ⊂ Ω 2 ⊂ Ω 1 . We remark that the result in [4] concerns only inner deformations of an open set and second order elliptic operators. Moreover, the proof in [4] is based on the ultracontractivity which holds for second order elliptic operators in open sets with Hölder continuous boundaries. Since ultracontractivity is not guaranteed for more general open sets, we had to develop a different method.
The third main result of the paper concerns the case Ω 1 = Ω and Ω 2 = φ(Ω), where φ is a suitable diffeomorphism of class C m . In this case we make very weak assumptions on Ω: if m = 1 it is just the requirement that H has discrete spectrum. Under such general assumptions we prove that for both Dirichlet and Neumann boundary conditions there exists a constant c > 0 independent of n such that
if max 0≤|α|≤m D α (φ − Id) L ∞ (Ω) < c −1 (see Theorem 4.8 and Corollary 4.15). The paper is organized as follows: in Section 2 we introduce some notation and we formulate the eigenvalue problem for operator (1.1); in Section 3 we define the class of open sets under consideration; in Section 4 we consider the case of diffeormorphic open sets; in Section 5 we prove estimate (1.2) for Dirichlet boundary conditions; in Section 6 we prove estimate (1.2) for Neumann boundary conditions; in Section 7 we prove estimates (1.3), (1.4) for both Dirichlet and Neumann boundary conditions; in Appendix we discuss some properties of the atlas distance d A , the Hausdorff-Pompeiu lower deviation d HP and the HausdorffPompeiu distance d HP .
Preliminaries and notation
Let N, m ∈ N and Ω be an open set in R N . We denote by W m,2 (Ω) the Sobolev space of complex-valued functions in L 2 (Ω), which have all distributional derivatives up to order m in L 2 (Ω), endowed with the norm
We denote by W m,2 0
(Ω) the closure in W m, 2 (Ω) of the space of the C ∞ -functions with compact support in Ω. 
3)
for all u ∈ V (Ω). 
for all u ∈ V (Ω). Inequality (2.3) immediately follows. ✷ Letm be the number of the multi-indices α = (α 1 , . . . , α N ) ∈ N N 0 with length |α| = α 1 + · · · + α N equal to m. Here N 0 = N ∪ {0}. For all α, β ∈ N N 0 such that |α| = |β| = m, let A αβ be bounded measurable real-valued functions defined on Ω satisfying A αβ = A βα and the uniform ellipticity condition
for all x ∈ Ω, ξ = (ξ α ) |α|=m ∈ Rm, where θ > 0 is the ellipticity constant.
Let V (Ω) be a closed subspace of W m,2 (Ω) containing W m,2 0
(Ω). We consider the following eigenvalue problem
for all test functions v ∈ V (Ω), in the unknowns u ∈ V (Ω) (the eigenfunctions) and λ ∈ R (the eigenvalues). Clearly problem (2.6) is the weak formulation of an eigenvalue problem for the operator H in (1.1) subject to suitable homogeneous boundary conditions and the choice of V (Ω) corresponds to the choice of the boundary conditions (see e.g., Nečas [14] ).
We set
is compact, then the eigenvalues of equation (2.6) coincide with the eigenvalues of a suitable operator H V (Ω) canonically associated with the restriction of the quadratic form Q Ω to V (Ω). In fact, we have the following theorem.
Theorem 2.8
Let Ω be an open set in R N . Let m ∈ N, θ > 0 and, for all α, β ∈ N N 0 such that |α| = |β| = m, let A αβ be bounded measurable real-valued functions defined on Ω, satisfying A αβ = A βα and condition (2.5).
Let
(Ω) and such that the embedding
with compact resolvent, such that Dom(H
for all u, v ∈ V (Ω). Moreover, the eigenvalues of equation (2.6) coincide with the
.
(2.10)
Proof. By Lemma 2.2, inequality (2.5) and by the boundedness of the coefficients A αβ , it follows that the space V (Ω) endowed with the norm defined by ( u
for all u ∈ V (Ω), is complete. Indeed, this norm is equivalent on V (Ω) to the norm defined by (2.1). Thus, the restriction of the quadratic form Q Ω to V (Ω) is a closed quadratic form on V (Ω) (cf. Davies [7, pp. 81-83] ) and there exists a non-negative self-adjoint operator
V (Ω) ) = V (Ω) and condition (2.9) (cf. [7, Theorem 4.4.2] ). Since the embedding V (Ω) ⊂ L 2 (Ω) is compact then H V (Ω) has compact resolvent (cf. [7, Ex. 4.2] ). The fact that the eigenvalues of equation (2.6) coincide with the eigenvalues of the operator H V (Ω) is well known. Finally, the variational representation in (2.10) is given by the well-known Min-Max Principle (cf. [7, Theorem 4.5.3] ). ✷ Definition 2.12 Let Ω be an open set in R N . Let m ∈ N, θ > 0 and, for all α, β ∈ N N 0 such that |α| = |β| = m, let A αβ be bounded measurable real-valued functions defined on Ω, satisfying A αβ = A βα and condition (2.5) .
If the embedding W m,2 0 If Ω is such that the embedding 
where V (Ω) is either W Let H V (Ω) be the operator associated with the quadratic form Q Ω as in Theorem 2.8. Consider the eigenvalue problem (2.15) is the weak formulation of the classical eigenvalue problem for the bi-harmonic operator subject to Dirichlet boundary conditions
for bounded domains Ω of class C 2 . Here n = (n 1 , n 2 ) is the unit outer normal to ∂Ω.
In the case V (Ω) = W 2,2 (Ω) equation (2.15) is the weak formulation of the classical eigenvalue problem for the bi-harmonic operator subject to Neumann boundary conditions
17)
for bounded domains Ω of class C 2 . Here
s denotes the arclengh of ∂Ω (with positive orientation), t = (t 1 , t 2 ) denotes the unit tangent vector to ∂Ω (oriented in the sense of increasing s). This follows by a standard argument and by observing that if u, v ∈ C 4 (Ω) then by the Divergence Theorem
One may also consider the sesquilinear form
If 0 ≤ ν < 1 then condition (2.5) is satisfied with θ = 1 − ν. Observe that the Euler-Lagrange equation for the minimization of the quadratic form Q
V (Ω) be the operator associated with the quadratic form Q In the case V (Ω) = W 2,2 (Ω) equation (2.18) is the weak formulation of the classical eigenvalue problem for the bi-harmonic operator subject to Neumann boundary conditions depending on ν
The bi-harmonic operator subject to these boundary conditions with 0 < ν < 1/2 arises in the study of small deformations of a thin plate under Kirchhoff hypothesis in which case ν is the Poisson ratio of the plate (see e.g., Nazaret [13] and the references therein).
Open sets with continuous boundaries
We recall that for any set V in R N and δ > 0 we denote by V δ the set {x ∈ V : d(x, ∂Ω) > δ}. Moreover, by a rotation in R N we mean a N × N-orthogonal matrix with real entries which we identify with the corresponding linear operator acting in R N . 
and
We say that an open set Ω in R N is an open set with a continuous boundary if Ω is of class C(A) for some atlas A.
We note that, for an open set Ω of class C(A), inequality (2.3) holds for all u ∈ W m,2 (Ω) with a constant c depending only on A. More precisely, we denote by D Ω the best constant for which inequality (2.3) is satisfied for
(Ω). We denote by N Ω the best constant for which inequality (2.3) is satisfied for V (Ω) = W m,2 (Ω). Then we have the following (for a proof we refer to Burenkov [3, Thm. 6, p. 160]).
There exists c > 0 depending only on N, A and m such that
for all open sets Ω ∈ C(A).
Then for each n ∈ N there exists Λ n > 0 depending only on n, N, A, m and L such that
is well known. Now we prove the second inequality. Clearly, there exists a ball B of radius ρ/2 such that B ⊂ Ω for all open sets Ω ∈ C(A). By the well-known monotonicity of the Dirichlet eigenvalues with respect to inclusion it follows that
Thus it suffices to estimate λ n,D [B] . Clearly there exists c > 0 depending only on N and m such that
By (2.10) and (3.6) it follows that
Clearly Λ n depends only on n, N, ρ, m and L. ✷
The case of diffeomorphic open sets
for all x ∈ Ω. Let B 3 > 0 and, for all α, β ∈ N N 0 such that |α| = |β| = m, let A αβ be measurable real-valued functions defined on Ω ∪ φ(Ω) satisfying
for almost all x ∈ Ω ∪ φ(Ω). Then there exists c > 0 depending only on N, m, B 1 , B 2 , B 3 such that
where
Proof. By changing variables and using a known formula for high derivatives of composite functions (cf. e.g. Fraenkel [10, Formula B]), we have that
, where for all α, η with 1 ≤ |η| ≤ |α| = m, p αη (φ (−1) ) denotes a polynomial of degree |η| in derivatives of φ (−1) of order between 1 and |α|, with coefficients depending only on N, α, η.
We recall that for each α with 1 ≤ |α| ≤ m there exists a polynomial p α (φ) in derivatives of φ of order between 1 and |α|, with coefficients depending only on N, α, such that
In order to estimate
whereφ = Id. This can be done by using the triangle inequality and by observing that (4.7) implies that
where c depends only on N, α, (Ω) ⊂ W m−1,2 (Ω) is compact, and for all diffeomorphisms of Ω onto φ(Ω) of class C m satisfying (4.2) and such that φ(Ω) ⊂ U, the inequality
(ii) There exists c 2 > 0 depending only on N, m, B 1 , B 2 , B 3 , θ such that for all n ∈ N, for all open sets Ω ⊂ U such that the embedding W m,2 (Ω) ⊂ W m−1,2 (Ω) is compact, and for all diffeomorphisms of Ω onto φ(Ω) of class C m satisfying (4.2) and such that φ(Ω) ⊂ U, inequality
Proof. We prove statement (i). Let Ω ⊂ U be an open set such that the embedding W m,2 0
(Ω) ⊂ W m−1,2 (Ω) is compact and φ be a diffeomorphisms of Ω onto φ(Ω) of class C m satisfying (4.2) and such that φ(Ω) ⊂ U. By inequalities (2.3), (2.5), (4.4) it follows that there exists c 3 > 0 depending only on N, m, B 1 , B 2 , B 3 , θ such that
Clearly we have (Ω)
which can be written as 
Then by applying the Min-Max Principle (2.10) and using inequality (4.14), it easy to deduce the validity of inequality (4.9).
The proof of statement (ii) is very similar. In this case one should observe that the map C φ defined above restricts to a linear homeomorphism of W m,2 (Ω) onto W m,2 (φ(Ω)) and that if the embedding 
holds for both Dirichlet and Neumann boundary conditions, if
Proof. It suffices to apply Lemma 3.2 and Theorem 4.8. ✷
5 Estimates for Dirichlet eigenvalues via the atlas distance
where g 1j , g 2j respectively, are the functions describing the boundaries of Ω 1 , Ω 2 respectively, as in Definition 3.1 (iii).
We observe that the function d A (·, ·) is in fact a distance in C(A) (for further properties of d A see also Appendix).
If Ω ∈ C(A) it will be useful to set
for all j = 1, . . . , s and x ∈ V j , where g j and r j are as in Definition 3.1.
) be an atlas in R N . We consider a partition of unity
N and j = 1, . . . , s, where G > 0 depends only on A, and such that
For ǫ ≥ 0 we consider the following transformation 6) and such that 1 2
for all 0 ≤ ǫ < E 1 . Furthermore,
Proof. Inequalities (5.6), (5.7) are obvious. We now prove inclusion (5.8). Let Ω 1 , Ω 2 ∈ C(A) satisfy Ω 2 ⊂ Ω 1 and (5.9). For all j = 1, . . . , s we denote by g 1j , g 2j respectively, the functions describing the boundaries of Ω 1 , Ω 2 respectively, as in Definition 3.1 (iii). For all x ∈ ∪ s j=1 V j we set J(x) = {j ∈ {1, . . . , s} :
is the appropriate partition of unity satisfying supp ψ j ⊂ (V j ) 3 4 ρ . Therefore
(5.10)
Indeed, assume to the contrary that (r(T ǫ (x))) N ≥ g 2 (r(T ǫ (x))). Then we would have
which contradicts (5.9). Thus, (5.10) holds hence T ǫ (x) ∈ Ω 2 . ✷ 
Proof
, Ω 2 ) < ǫ/s. By Lemma 5.5 applied to the couples of open sets Ω i , Ω 3 it follows that T ǫ (Ω i ) ⊂ Ω 3 , i = 1, 2. By the monotonicity of the eigenvalues with respect to inclusion it follows that
(5.14)
Since in Lemma 3.4 Λ n depends only on n, N, A, m and L, in Corollary 4.15 c depends only on N, A, m, B 1 , B 2 , L and θ, and in Lemma 5.5 E 1 and A 1 depend only on N and A, by (4.16), (3.5) and (5.6) it follows that there existc n ,ǫ n > 0 such that
Take here ǫ = 2sd A (Ω 1 , Ω 2 ), then inequality (5.13) holds with c n = 2sc n if
For all ǫ > 0 we set 
Proof. Assume that inclusion (5.17) holds. Let x ∈ ∂Ω 2 . We consider three cases. Case x ∈ Ω 1 . Since x / ∈ Ω 2 then x / ∈ (Ω 1 ) ǫ,A hence by definition of (
∈ Ω 1 . In this case there exists a sequence 
≤ L and condition (2.5). Then for each n ∈ N there exist c n , ǫ n > 0 depending only on n, N, A, m, L, θ such that
21)
for all 0 < ǫ < ǫ n and for all Ω 1 , Ω 2 ∈ C(A) satisfying (5.17) or (5.18).
Proof. Inequality (5.21) follows by inequality (5.13) and inequality (5.19). ✷
Estimates for Neumann eigenvalues via the atlas distance
In this section we prove Theorem 6.25. The proof is based on Lemmas 6.2 and 6.13.
Definition 6.1 Let U be an open set in R N and ρ a rotation. We say that U is a 'ρ-patch' if there exist an open set G U ⊂ R N −1 and functions ϕ U , ψ U :
The 'thickness' of the ρ-patch is defined by
the 'thinness' of the ρ-patch is defined by
If Ω 2 ⊂ Ω 1 and Ω 1 \ Ω 2 is covered by a finite number of ρ-patches contained in Ω 1 , then we can estimate λ n,N [Ω 2 ] − λ n,N [Ω 1 ] via the thinness of the patches. of ρ j -patches U j andŨ j satisfying the following properties
Then there exists d > 0 depending only on N, m, R such that for all n ∈ N
n , where
Proof. By (a) and (b) it follows that ψŨ
Let, for brevity,
Since v j ∈ W m,2 (ρ j (Ũ j )) it follows that for almost allx ∈ GŨ 
. (6.7)
By inequality (6.7) and property (b) 
and u L 2 (Ω 1 ) = 1 then by (6.5), (6.6 ), (6.8)
Let T 12 be the restriction operator from Ω 1 to Ω 2 . Clearly,
because |α|=|β|=m A αβ ξ αξβ ≥ 0 for all ξ α , ξ β ∈ C. Thus, in the terminology of [6] , T 12 is a transition operator from
..,σ S U j and the parameters a n = σd( 
≤ L and condition (2.5). Then for each n ∈ N there exist c n , ǫ n > 0 depending only on n, N, A, m, L, θ, such that
and Ω 2 ⊂ Ω 1 . For all j = 1, . . . , s we denote by g 1j , g 2j respectively, the functions describing the boundaries of Ω 1 , Ω 2 respectively, as in Definition 3.1 (iii). We consider two sets of {U j } s j=1 {Ũ j } s j=1 of r j -patches U j ,Ũ j defined as follows:
where W j and a N j are as in Definition 3. of functions ϕ j continuous on G j such that for all 0 < ǫ < ǫ 0
and U
[ǫ]
j ⊂Ũ j ⊂ Ω, (6.15) where the ρ j -patches U
j ,Ũ j are defined by
) and Ω ∈ C(A). We split the proof into four steps.
Step 1. Let for each non-empty set J ⊂ {1, . . . , s
. By the proof of Lemma 19 in [4] it follows that there exist vectors ξ J ≡ ξ J1 , ξ J2 , . . . , ξ Jd and a rotation r J such that: 1) ξ J , ξ J2 , . . . , ξ Jd is an orthonormal basis for Span{ξ j } j∈J and r J (ξ J ) = e N , r J (ξ J2 ) = e N −1 , . . . , r J (ξ Jd ) = e N −d+1 , 2) there exist continuous functions ϕ J , ψ J defined on G J where G J = Pr x N =0 r J (V J ∩ Ω) (Pr x N =0 denotes the orthogonal projector onto the hyperplane with the equation x N = 0) such that
and such that
19) 3) the function ϕ J satisfies the Lipschitz condition with respect to the variables v = (x N −d+1 , . . . , x N −1 ) uniformly with respect to the variables u = (x 1 , . . . ,
where L J > 0 depends only on {V j } s j=1 and {r j } s j=1 . Observe that by (6.18) and (6.19) it follows that
because the distance of (x, ψ J (x)) to the boundary of r J (V j ) is greater than
Step 2. For x ∈ R N let as in [4] J(x) = {j ∈ {1, . . . , s} :
ρ implies that ψ j (x) = 0 for j / ∈ J(x) and
For any subset J ⊂ {1, . . . , s} we set
Step 3.
[ǫ]
J be defined by
J and
implies that the topological degree deg(Ω, T ǫ ′ , y) of the triple (Ω, T ǫ ′ , y) is well defined (see e.g., Deimling [9, §1] ) and by homotopy invariance deg(Ω, T ǫ ′ , y) = deg(Ω, T 0 , y) = 1 for all 0 < ǫ ′ ≤ ǫ. Thus the equation T ǫ (x) = y has a solution x ∈ Ω hence y ∈ T ǫ (Ω) (see e.g., Deimling [9, Thm. 3.1] ). This shows that
To complete the proof of the lemma it suffices to choose σ to be the number of nonempty subsets of {1, . . . , s ′ }, ǫ 0 = 
Proof. In this proof c n , ǫ n denote positive constants depending only on some of the parameters n, N, A, m, L, θ and their value is not necessarily the same for all the inequalities below.
Let E 1 > 0 be as in Lemma 5.5. Let 0 < ǫ < E 1 and Ω 1 , Ω 2 ∈ C(A) satisfy (5.9). We set
By Lemma 5.5 applied to the couple of open sets Ω
We now apply Lemma 6.13 to the set Ω = Ω 3 . It follows that if 0 < ǫ < ǫ 0 there exist rotations {ρ j } σ j=1 and two sets {U j } σ j=1 , {Ũ j } σ j=1 of ρ j -patches U j ,Ũ j satisfying conditions (a), (b), (c), (d) in Lemma 6.2 with Ω 1 replaced by Ω 3 and Ω 2 replaced by T ǫ (Ω 3 ), and such that max j=1,...,σ S U j < Aǫ. In particular,
hence by (6.27), (6.28) it follows
Now we apply Lemma 6.2 to the couple of open sets Ω 3 , T ǫ (Ω 1 ) by using the sets of patches defined above. Since max j=1,...,σ S U j < Aǫ, by Lemma 6.2 it follows that if Aǫ < d
where d n is defined by (6.4) . By inequality (6.30) and Lemma 3.4, it follows that there exist c n , ǫ n > 0 such that
On the other hand, by Lemma 3.4, Corollary 4.15, and by inequalities (5.6), (5.7) it follows that there exist c n , ǫ n > 0 such that
if 0 < ǫ < ǫ n . Thus by (6.31), (6.32) it follows that there exist c n , ǫ n > 0 such that
if 0 < ǫ < ǫ n . By Lemma 6.11 applied to the couple of open sets Ω 1 , Ω 3 it follows that there exist c n , ǫ n > 0 such that
if 0 < ǫ < ǫ n . Thus, by (6.33), (6.34) it follows that
if 0 < ǫ < ǫ n . Clearly inequality (6.35) holds also with Ω 2 replacing Ω 1 : it is simply enough to interchange the role of Ω 1 and Ω 2 from the beginning this proof. Thus
if 0 < ǫ < ǫ n . By (6.35), (6.36) we finally deduce that for each n ∈ N there exist c n , ǫ n > 0 such that
37) for all 0 < ǫ < ǫ n and for all
Finally, by arguing as in the last lines of the proof of Theorem 5.12 we deduce the validity of (6.26). ✷
As for Dirichlet boundary conditions we have a version of Theorem 6.25 in terms of ǫ-neighborhoods with respect to the atlas distance. 
39) for all 0 < ǫ < ǫ n and for all Ω 1 , Ω 2 ∈ C(A) satisfying (5.17) or (5.18).
Proof. Inequality (6.39) follows by inequality (6.26) and inequality (5.19). ✷
Estimates via the lower Hausdorff-Pompeiu deviation
If C ⊂ R N and x ∈ R N we denote by d(x, C) the euclidean distance of x to C. In this section we aim at proving an estimate for the variation of the eigenvalues via the lower Hausdorff-Pompeiu deviation of the boundaries of the open sets.
We now introduce a class of open sets for which we can estimate the atlas distance d A via the lower Hausdorff-Pompeiu deviation of the boundaries. 6) for allx ∈ W and x N ∈ R.
hence by the continuity of ω
Then there exists c > 0 depending only on N, A, ω, M such that Proof. Letω be the function of [0, ∞[ to itself defined byω(t) = ω(t) for all 0 ≤ t ≤ 1 andω(t) = t + ω(1) − 1 for all t > 1. Clearlyω is continuous and non-decreasing, andω(t) ≥kt for all t ≥ 0 wherek = min{k, 1, ω(1)}; moreover
ω(a), (7.11) for all A > 0 and for all 0 ≤ a ≤ A. By the first inequality in (7.11) it follows that Ω ∈ Cω
M and D is the diameter of ∪ s j=1 V j . Then by Lemma 7.5 applied to each function g j describing the boundary of Ω as in Definition 3.1 (iii) and by the second inequality in (7.11) it follows that for each j = 1, . . . s and for all (ȳ, y N ) ∈ r j (V j )
So by (7.12) and (7.13) it follows that if y ∈ r j ((
[ be a continuous nondecreasing function satisfying ω(0) = 0 and, for some k > 0, ω(t) ≥ kt for all
Then there exists c > 0 depending only on N, A, ω, M such that
for all opens sets
Proof. For each x ∈ ∂Ω 1 there exists y ∈ ∂Ω 2 such that |x−y| ≤ dÃ(Ω 1 , Ω 2 ): indeed, if r j (x) = (x, x N ) for some j = 1, . . . , s ′ it is sufficient to consider y ∈ ∂Ω 2 such that r j (y) =x. It follows that d(x, ∂Ω 2 ) ≤ dÃ(Ω 1 , Ω 2 ) for all x ∈ ∂Ω 1 . In the same way, d(x, ∂Ω 1 ) ≤ dÃ(Ω 1 , Ω 2 ) for all x ∈ ∂Ω 2 . Thus, the first inequality in (7.15) follows. The second inequality in (7.15) immediately follows by (7.10) Then for each n ∈ N there exist c n , ǫ n > 0 depending only on n, N, A, m, L, M, θ, ω such that for both Dirichlet and Neumann boundary conditions
). Thus by inequalities (5.13), (6.26) applied to Ω 1 , Ω 2 as open sets in C(Ã) and by inequality (7.15) we deduce the validity of (7.17) . ✷
Recall that for any Ω we set
and Ω ǫ = {x ∈ Ω : d(x, ∂Ω) > ǫ}.
Lemma 7.18
If Ω 1 and Ω 2 are two open sets satisfying the inclusions Proof. Inequality (7.24) follows by inequalities (7.17) and (7.21). ✷ 8 Appendix
On the atlas distance
Given an atlas A in R N , it is immediate to prove that the function d A of C(A) × C(A) to R which takes (Ω 1 , Ω 2 ) to d A (Ω 1 , Ω 2 ) for all (Ω 1 , Ω 2 ) ∈ C(A) × C(A), is a metric on the set C(A). Lemma 8.1 Let A be an atlas in R N . Let Ω n , n ∈ N, be a sequence in C(A). For each n ∈ N let g jn , j = 1, . . . , s, be the functions describing the boundary of Ω n as in Definition 3.1 (iii). Then the sequence Ω n , n ∈ N, is convergent in (C(A), d A ) if and only if for all j = 1, . . . , s the sequences g jn , n ∈ N, are uniformly convergent on W j . Moreover, if g jn converge uniformly to g j on W j for all j = 1, . . . , s then Ω n converges in (C(A), d A ) to the open set Ω ∈ C(A) whose boundary is described by the functions g j as in Definition 3.1 (iii).
Proof. It is enough to prove that if the sequences g jn , n ∈ N, converge to g j uniformly on W j for all j = 1, . . . , s then the sequence Ω n , n ∈ N, converges in (C(A), d A ) to the open set Ω ∈ C(A) whose boundary is described by the functions g j as in Definition 3.1 (iii) (the rest is obvious). We divide the proof into two steps.
Step 1. We prove that if x ∈ V h ∩ V k for h = k and r h (x) = (x, g h (x)) for somex ∈ W h then there existsȳ ∈ W k such that r k (x) = (ȳ, g k (ȳ)). Observe that x = lim n→∞ r (−1) h (x, g hn (x)) and there existsñ ∈ N such that r (−1) h (x, g hn (x)) ∈ V h ∩ V k for all n ≥ñ. For each n ≥ñ there existsȳ n ∈ W k such that r k (r (−1) h (x, g hn (x))) = (ȳ n , g kn (ȳ n )). Clearly lim n→∞ r k (r (−1) h (x, g hn (x))) = r k (x) hence lim n→∞ (ȳ n , g kn (ȳ n )) = r k (x). By the uniform convergence of g kn to g k on W k it follows that there existsȳ ∈ W k such that lim n→∞ (ȳ n , g kn (ȳ)) = (ȳ, g k (ȳ)). Thus lim n→∞ r k (r (−1) h (x, g hn (x))) = (ȳ, g k (ȳ)) and x = r (−1) k (ȳ, g k (ȳ)) as required.
Step 2. We prove that if x ∈ V h ∩ V k for h = k, r h (x) = (x, x N ) for somē x ∈ W h and x N < g h (x) then there existsȳ ∈ W k such that r k (x) = (ȳ, y N ) and y N < g k (ȳ). Indeed there existsn ∈ N such that x N < g hn (x) for all n ≥n. Thus x ∈ V h ∩ V k ∩ Ω n , hence (r k (x)) N < g kn (r k (x)), and by passing to the limit it follows that (r k (x)) N ≤ g k (r k (x)).
If (r k (x)) N = g k (r k (x)), then by Step 1 there existsz ∈ W h such that r h (x) = (z, g h (z)) which impliesz =x and g h (z) = x N which contradicts the assumption that x N < g h (x). Thus we have proved that (r k (x)) N < g k (r k (x)).
In other words, r k (x) = (ȳ, y N ) whereȳ = r k (x), y N = (r k (x)) N , and y N < g k (ȳ) as required. By Steps 1,2 it follows that the set Ω = s j=1 r (−1) j ({(x, x N ) :x ∈ W j , a N j < x N < g j (x)})
is such that r j (Ω ∩ V j ) = {(x, x N ) :x ∈ W j , a N j < x N < g j (x)} .
Thus Ω ∈ C(A). 
