Abstract. We present a comparative study of two qualitative imaging methods in an acoustic waveguide with sound hard walls. The waveguide terminates at one end and contains unknown obstacles of compact support, to be determined from data gathered by an array of sensors that probe the obstacles with waves and measure the scattered response. The first imaging method, known as the factorization method, is based on the factorization of the far field operator. It is designed to image at single frequency and estimates the support of the obstacles by a Picard range criterion. The second imaging method, known as migration, works either with one or multiple frequencies. It forms an image by backpropagating the measured scattered wave to the search points, using the Green's function in the empty waveguide. We study the connection between these methods with analysis and numerical simulations.
1. Introduction. Qualitative approaches to inverse scattering problems have been the focus of much activity in the mathematics community [19, 1] . Examples are the linear sampling method [24, 3, 23] , the factorization method [30, 32] , the orthogonality sampling method [27, 42] , the range test method [43] , and so on. Some of these methods are connected to MUSIC (MUltiple-SIgnal-Classification) [20, 31] , which is another qualitative method that originates from signal processing [47] and is used mostly for imaging point scatterers [28, 10, 40, 2] .
Reverse time migration methods and the closely related matched field or matched filtering array data processing techniques are popular in geophysics [22, 7] , ocean acoustics [18, 5] , radar imaging [25, 21] and elsewhere. These methods form an image by projecting data collected by a sensor array to the replica wave field calculated for a point scatterer at the imaging point. This projection is often called backpropagation. The high frequency versions of these methods are based on the geometrical optics approximation of the replica wave. They are known as Kirchhoff migration [7, 8] in broadband and phase conjugation at a single frequency.
Only some of the qualitative imaging methods, like orthogonality sampling [27, 42] , are obviously related to migration. The connection to the factorization method has been made recently in [34] , for imaging in free space, using all around measurements. Our goal in this paper is to extend these results to imaging in a waveguide.
Sensor array imaging in waveguides has applications in underwater acoustics [5] , imaging of and in tunnels [46, 29, 6] , nondestructive evaluation of slender structures [44] , and so on. Migration type imaging methods in waveguides with perfectly known geometry have been developed and analyzed in [26, 16, 37, 38, 13, 48, 49] and examples of imaging with experimental validation are in [39, 41] . The case of unknown waveguide geometry is more difficult and is addressed in [12, 11] for randomly perturbed waveguide boundary. We also refer to [9] for a linear sampling approach to imaging in a waveguide with unknown, compactly supported wall deformations. Linear sampling imaging in waveguides with known geometry is studied in [50, 16, 15, 17, 37] .
We are interested in the factorization method and its connection to migration, for imaging obstacles in a waveguide with known geometry, that terminates at one end. The termination is motivated by the application of imaging in tunnels and is beneficial An obstacle supported in Ω in the waveguide W = (−∞, 0) × X is imaged using measurements collected by an array of sensors lying in the set A, at range offset |x A | from the end wall. The system of coordinates x = (x, x ⊥ ) is centered at the end wall, with range coordinate x < 0 in the waveguide W and cross-range coordinate x ⊥ in the cross-section X .
because the reflection at the end wall allows a back view of the obstacles. The main difference between the factorization method in a waveguide and in free space is due to the fact that in the waveguide the wave field is a superposition of finitely many propagating modes and infinitely many evanescent modes which cannot be measured in the far field. Thus, imaging must be done only with the propagating modes.
So far, the factorization method in waveguides and cavities has been restricted to using unphysical incident waves as explained in [32, Section 1.7] and [4, 14, 36] . This issue is addressed in [17] , by considering incident fields that are pure guided modes and measuring the reflected and transmitted modes before and after the obstacle. Such incident fields could be obtained with a full aperture array of sources, but the measurement of the reflected and transmitted modes may be difficult to realize in some applications.
In this paper we show that the factorization method can be used in a terminated waveguide, for physical incident waves generated by sensors in an array that lies far from the obstacle, on the opposite side of the end wall. We establish a connection between the factorization method and migration imaging and show that obstacles can be localized using only the propagating part of the wave field.
The paper is organized as follows: We begin in section 2 with the formulation of the inverse scattering problem. Then, we discuss in section 3 the factorization method. The connection to migration imaging is in section 4. We assess the results with numerical simulations in section 5 and end with a summary in section 6.
2. The inverse problem. Consider a waveguide that terminates at one end
with cross-section X ⊂ R d−1 . In two dimensions (d = 2) X is the interval (0, |X |) of length |X |, whereas in three dimensions X is a convex and bounded domain with piecewise smooth boundary ∂X . We use the system of coordinates x = (x, x ⊥ ) with range x along the axis of the waveguide, starting from the end wall, and with crossrange x ⊥ ∈ X . To fix ideas, we assume that the waveguide has sound hard walls 2) and contains sound soft obstacles supported in the compact set Ω ⊂ W , with piecewise smooth boundary ∂Ω. The results are expected to extend to other boundary conditions at ∂W and ∂Ω, and also to penetrable scatterers. The inverse scattering problem is to determine the obstacles from measurements gathered by an array of n A sensors located in the set
that lies on the left side of the obstacles, as illustrated in Figure 2 .1. For simplicity of the presentation we carry out the analysis in the full aperture case * , where the array spans the entire set A.
The array probes the waveguide with a time harmonic wave emitted from one of the sensors, at location x s ∈ A, and measures the echoes u sc ( x r , x s ) at all the sensor locations x r ∈ A. These echoes are defined in section 2.2. The array data is the response matrix
gathered by successive illuminations, with one source at a time. We assume in the analysis that the sensor spacing is sufficiently small, so we can make the continuum aperture approximation. This means that we replace sums over the source and receiver indexes s, r = 1, . . . , n A by integrals over the aperture A.
2.1. The incident wave. The probing (incident) wave emitted by the source at x s ∈ A is defined by the solution of the Helmholtz equation in the empty waveguide. It is the Green's function G( x, x s ) satisfying 5) and the outgoing radiation condition at range x < x A , stated in Definition 2.1. Here ∆ x is the Laplace operator, k is the wavenumber and ν x denotes the normal at ∂W at point x ∈ ∂W .
Definition 2.1. We say that a time harmonic wave field v( x) exp(−iωt), where ω is the frequency and t is time, satisfies the "outgoing radiation condition" at range x if it consists of backward (left) going modes and decaying evanescent modes. The wave satisfies the "incoming radiation condition" at range x if it consists of forward (right) going modes and decaying evanescent modes.
The mode decomposition of the Green's function is obtained via separation of variables i.e., by expansion in the L 2 (X ) basis {ψ j (x ⊥ )} j≥0 of eigenfunctions of the Laplace operator ∆ x ⊥ in the cross-range x ⊥ , with Neumann boundary conditions at ∂X . These eigenfunctions can be chosen to be real-valued. They satisfy 6) and are orthonormal
The eigenvalues −λ j are real and are ordered as 0 = λ o < λ 1 ≤ λ 2 ≤ . . . . They determine the number J + 1 of propagating modes, where
The modes indexed by j = 0, . . . , J are one dimensional time harmonic waves of the form exp[i(±β j x − ωt)] propagating forward (to the right) and backward (to the left) along the range direction x, with wavenumber
The infinitely many modes indexed by j > J are evanescent waves that decay exponentially away from the source, on the range scale 1/|β j |, where
We assume throughout that the probing frequency is such that β j = 0 for all j ≥ 0. Then, the incident field due to the source at
at x = (x, x ⊥ ) on the right of the array, with range x ∈ (x A , 0). At points on the left of the array, with range x < x A , the expression of G( x, x s ) is obtained by interchanging x with x A in the right hand side of (2.11).
Note that u inc ( x, x s ) exp(−iωt) satisfies the outgoing radiation condition at range x < x A , whereas between the array and the end wall there are both forward and backward propagating modes. Because we assume a fixed frequency ω in the analysis, we drop henceforth the factor exp(−iωt).
The scattered wave.
To define the scattered wave, we make the following standard assumption: Assumption 1. The wavenumber k is such that the problem
has only the trivial solution w( x) ≡ 0 that satisfies either the outgoing or the incoming radiation condition on the left side of Ω, at range
Here Ω denotes the closure of Ω.
With this assumption, it is known (see for example [9, Theorem A.4] ) that the scattered wave field u sc ( x, x s ), satisfying
12) 14) and the outgoing radiation condition at range x < x Ω , is well defined. Moreover,
. We will need a second assumption, which holds for all positive k with the exception of a countable set: Assumption 2. The wavenumber k is such k 2 is not an eigenvalue of the negative Laplacian in Ω with Dirichlet boundary conditions at ∂Ω. That is to say, the problem
has only the trivial solution w( x) ≡ 0 in Ω.
3. Imaging with the factorization method. We now describe the factorization method for solving the inverse scattering problem. We begin in section 3.1 with the definition of the relevant operators and then describe the method in section 3.2.
3.1. The operators. Consider the linear integral operator N :
with kernel given by the measured scattered field u sc at the array. This is called in the literature, depending on the authors, either the far field or the near field operator. It defines the scattered wave N g received at the array, due to an illumination g from all the sources in A. Because
As shown in the next section, N can be factorized in terms of three linear operators T , Λ and S that we now define:
The operator T : L 2 (A) → H 1 2 (∂Ω) maps functions defined at the array to functions defined at the boundary ∂Ω of the obstacles,
where the bar denotes throughout the complex conjugate. This adjoint is defined using the inner product 4) and the duality pairing
meaning that
The operator Λ :
where
The solvability of (3. 
, w satisfies the outgoing radiation condition at x < x Ω , (3.10)
where w| A denotes the trace of w on A. The operator S : 12) where w( x) ∈ H (W \ Ω) satisfies the boundary condition 13) and the outgoing radiation condition at range x < x Ω . Moreover, S is invertible † , with inverse S −1 :
where v( x) ∈ H (W \ Ω) satisfies the boundary condition 15) and the incoming radiation condition at range x < x Ω .
The factorization method.
The imaging is based on the operator
which is defined in terms of the array measurements, as stated in the following lemma: † This follows by the unique solvability of the Helmholtz equation in W \ Ω with homogeneous Neumann conditions at ∂W and outgoing or incoming radiation condition, using that v| ∂Ω = w ∂Ω .
Lemma 3.1. Any φ ∈ L 2 (A) can be written as
and α (l) j ∈ R, for all j ≥ 0 and l = 1, 2. Furthermore,
The proof of this lemma is in Appendix A and the decomposition (3.17) is obtained from the expansion of φ in the
with coefficients γ j ∈ C. The real valued α
in (3.18) are defined in terms of these coefficients by
Theorem 3.2. The operator F has the factorization 23) and the operators defined in (3.2) and (3.7)) satisfy the following properties: (i) The operator T is compact and injective.
(ii) Let Λ :
using the duality pairing (3.5). Define the self-adjoint operators (Λ) = Λ−Λ /(2i) and 25) and − (Λ) is the sum of a positive definite, self-adjoint operator and a compact operator.
This result, proved in Appendix B, and the next lemma, proved in Appendix C, are the theoretical foundation of the factorization method.
The range test in Lemma 3.3 cannot be used directly to determine the support Ω of the obstacles, because T is not known. However, [33, Theorem 2.1] shows that Ω can be determined using a new operator
where 27) and (F) is defined in the standard way, using the spectral representation of (F). Similarly, we define 28) and conclude from the proof of [33, Theorem 2.1] that
We deduce from Theorem 3.2 and (3.26) that F # is positive definite, so we can take its square root F Theorem 3.4. Let z ∈ (x A , 0) × X be a search point in the waveguide, between the array and the end wall. Then, z ∈ Ω if and only if
or, equivalently, if and only if
The factorization method uses the condition (3.31) and a Picard range criterion to define the sampling function 32) where ϕ j are the eigenfunctions of F # for the eigenvalues µ j . This function should be bounded if and only if z ∈ Ω. In practice, we can work only with the propagating part of the scattered field, because the array is at large distance from the obstacle. Thus, instead of F defined as in Lemma 3.1, we use its projection on the subspace
The projection is the (J + 1) × (J + 1) matrix
which defines in turn the (J + 1) × (J + 1) Hermitian, positive definite matrix
The implementation of the factorization method in section 5 is based on the Picard range criterium for the square root of (3.35), so the series in (3.32) becomes a finite sum with J + 1 terms. The resulting image is expected to be larger outside the obstacle, and the numerical results illustrate that this is indeed the case. However, the equivalent of Theorem 3. 4 is not yet established for the projection F P # to the propagating modes.
4. Connection to migration imaging. We describe in section 4.1 the classic migration imaging function, where the scattered wave u sc is backpropagated to the search point z using the Green's function in the empty waveguide. Then, we give in section 4.2 a slight modification of the migration imaging function, where the backpropagation is done with the second derivative of the Green's function, for improved focusing of the image. The connection to the factorization method is in section 4.3.
Migration imaging. Let P : L
2 (A) → P be the orthogonal projector from L 2 (A) to P and denote by
the propagating part of the Green's function evaluated at the array. The classic migration imaging function is given by
Because the array is far from the obstacles, we neglect the evanescent part of the measured u sc and backropagate it to z using (4.1).
Note from (2.11) that G P (·, z) A is of the form (3.17), so we can use (3.20) , the factorization (3.23) and the duality relation (3.6) to rewrite (4.2) as
We also obtain from definition (3.2) and the orthogonality relation (2.7) that
In (4.3) we calculate the duality pairing
where h = ΛK 0 (·, z) A is the solution of Because Λ is an isomorphism, we have that h
is large, so the focusing of the imaging function (4.5) depends on how sharply peaked the kernel (4.4) is at x = z.
We display in the left plot of Figure 4 .1 the kernel K 0 ( x, z) in a two dimensional waveguide with 50 propagating modes (see also Figure 4 .2). We note that while K 0 ( x, z) has a peak at x = z, there are many other peaks. In the next section we modify slightly the imaging function, by backpropagating with the second range derivative of G P . This results in the better focused kernel K( x, z) displayed in the right plot of Figure 4 .1.
A modified migration imaging function.
Instead of using G P (·, z) A to backpropagate the measured u sc to the imaging point z, consider
where C z is a positive normalization constant so that
This function ϕ z is of the form (3.18), so we can calculate PFϕ z from the measurements at the array, using Lemma 3.1 and the matrix (3.34). The modified migration type imaging function is
where we used the orthogonality relation (2.7), definition (3.27) and the identity
We take the imaginary part in order to relate (4.9) to the factorization method. Using equation (3.23) in (4.9) we obtain
in a two dimensional waveguide with 50 propagating modes, where Ω is a square centered at (−|X |, |X |/2), of side length 0.02|X |. In both plots we normalize to maximum value 1. The search domain of z = (z, z ⊥ ) is indicated in the labels, in units of |X |. The abscissa is z and ordinate is z ⊥ , in units of |X |.
where we introduced the kernel and therefore of K(·, z) H 1 (Ω) . The latter norm is small when z is far from Ω, as illustrated in Figure 4 .2. By Theorem 3.2, the operator − (Λ) is self-adjoint and positive semi-definite, so we expect that the imaging function (4.10) is large for search points z near ∂Ω, as long as K(·, z) is not in the null space of (Λ).
The next theorem sheds more light on the behavior of J mig ( z) for search points near Ω. To state it, let U sc,P be the (J + 1) × (J + 1) matrix obtained by projecting the measured scattered field u sc on the finite dimensional subspace (3.33). The entries of this matrix are
and we note that U sc,P is complex symmetric, by reciprocity, but it is not Hermitian. The singular value decomposition of U sc,P is of the form
where V is unitary, with columns v j for j = 1, . . . , J +1, and S is the diagonal matrix of singular values, in decreasing order. Typically, the matrix U sc,P is rank defficient, with rank r < J + 1. Its null space is spanned by the right singular vectors v j , for j = r + 1, . . . , J + 1. We denote by V j,l the entries of these singular vectors, and use them to define the following subspace of P, of dimension J − r + 1,
This is in the null space of the operator PN : L 2 (A) → P. The orthogonal complement of P 0 in P is denoted by P ⊥ 0 , so we can write
The following theorem is proved in Appendix D.
This result, the factorization (3.23) and definition (3.27) imply that when z ∈ Ω, we have
The function ϕ z defined in (4.9) satisfies this normalization but it may not lie in P ⊥ 0 . Thus, there can be points z ∈ Ω where J mig ( z) is small. Theorem 4.1 suggests another modification of the migration imaging function, where the backpropagation is carried out with the projection of ϕ z on P ⊥ 0 . We do not consider such a modification in this paper, but introduce instead a new imaging function that is guaranteed not to vanish at z ∈ Ω and is related to the formulation (3.30) of the factorization method.
Connection to the factorization method.
The new migration type imaging function backpropagates with the same ϕ z ∈ P defined in (4.7), 17) where the last equality is due to the orthogonality relation (2.7). It can be computed from the array measurements using the matrix (3.35), and we can rewrite it using the factorization (3.29) and equation (4.11), 18) where the inequality follows from equations (3.28) and (4.10). The advantage of this imaging function is that the operator Λ is positive definite. As in the previous section, we expect that J mig# ( z) is large near the obstacle, due to the focusing property of the kernel K( x, z), for x ∈ ∂Ω. In fact, if J mig ( z) is large at a point z, then J mig# ( z) is even larger. In addition, we can use Theorem 3.4 to conclude that since ϕ z is in the admissible set of the optimization in (3.30), we have
For points z / ∈ Ω, the imaging function decays with the distance from z to ∂Ω, because of the decay of K(·, z) H 1 (Ω) illustrated in Figure 4 .2.
Note that in theory, the factorization method should perform better than the migration type imaging function, because in Theorem 3.4 we minimize F ϕ, ϕ A over all the test functions ϕ in (4.16), whereas in (4.17) we consider a single test function ϕ z . However, the migration method has the advantage that it combines easily multiple frequency measurements, by simply superposing (4.17) at the given frequencies. This results in a significant improvement of the images, as illustrated in section 5. To our knowledge, there is no satisfactory way to take advantage of multiple frequency data in the factorization method. The numerical results in section 5 also illustrate that the migration imaging function is more robust to noise and limited array aperture.
Numerical results.
In this section we present a comparative numerical study of the factorization and migration imaging methods in two dimensions.
In the simulations, all lengths are in units of |X |, the length of the cross-section interval X = (0, |X |). The scattered field u sc is obtained by solving the wave equation in the sector (−5|X |, 0) × X of the waveguide, using the high-performance multiphysics finite element software Netgen/NGSolve [45] and a perfectly matched layer at range −5|X |. The array response matrix U sc defined in (2.4) is obtained by sampling u sc ( x r , x s ) at equidistant points in A = {−2|X |} × X , separated by |X |/60. It is contaminated with additive, complex Gaussian, iid noise with standard deviation σ noise calculated as a percent of the maximum absolute value of the entries in U sc . We work only with the propagating modes, so we transform U sc to the matrix U sc,P ∈ C (J+1)×(J+1) defined in (4.12), using the eigenfunctions
The integrals in (4.12) are approximated by Riemann sums, using the discrete sample points in A. To assess how the size of the array aperture affects the quality of the images, we present full and partial aperture results, where the array lies in the set {−2|X |} × (0, |X | A ), with |X | A ≤ |X |. The implementation of the migration method is independent of the size of the aperture. For the factorization method and the modified migration method (4.11) we first process the partial aperture data as explained in [9, Section 2.4], in order to obtain an estimate of the matrix U sc,P used in Algorithms 5.1-5.2 below. The migration method (4.9) calculated in Algorithm 5.3 does not require this extra data processing.
Imaging algorithms.
The implementation of the factorization method is as described in section 3.2, except that we use only the propagating part of the data: Algorithm 5.1. The factorization method: Input: The matrix U sc,P (with or without noise) and the imaging mesh. Processing steps:
1. Represent the operator F by the (J + 1) × (J + 1) matrix
where we used Lemma 3.1 and equation (4.12). 
Calculate the matrix F
This regularized solution satisfies
where α is a positive Tikhonov regularization parameter chosen according to the Morozov principle, so that
Calculate the imaging function
Output: The estimate of the support of Ω is determined by the set of points z where J # ( z) is larger than the user defined threshold.
The migration type imaging function is (4.11) calculated with the following algorithm: Algorithm 5.2. Imaging with J mig# ( z): Input: The matrix U sc,P (with or without noise) and the imaging mesh. Processing steps:
1. Calculate F P and F P as in Algorithm 5.1.
2. For all z on the imaging mesh, calculate the column vector a z ∈ C J+1 , with entries
where ϕ z is defined in (4.7).
Calculate
where the star denotes complex conjugate and transpose. Output: The estimate of the support of Ω is determined by the set of points z where J mig# ( z) is larger than the user defined threshold.
The migration imaging function (4.9) is calculated with the following algorithm: 1. For all z on the imaging mesh, calculate the column vector φ z ∈ C n A , with entries defined by ϕ z evaluated at the sensor locations x r , φ r, z = ϕ z ( x r ), r = 1, . . . , n A .
.
Output: The estimate of the support of Ω is determined by the set of points z where J mig ( z) is larger than the user defined threshold.
Numerical results.
We now present results obtained with Algorithms 5.1-5.3. In Figure 5 .1 we display the effect of the probing frequency and therefore of the number of propagating modes. As expected, the higher the frequency, the better the resolution. The remaining images in this section are obtained in a waveguide with 30 propagating modes.
The robustness to noise is illustrated in Figures 5.2 and 5 .3, where we display images of a rhombus shaped obstacle and two circle shaped obstacles obtained with noiseless data (left columns) and data contaminated with σ noise = 10% noise (right columns). In the noiseless case, the results in Figures 5.1-5.3 show that the factorization method gives better images, as expected from the discussion at the end of section 4.3. However, the migration images are most robust to noise i.e., they are similar for noiseless and the noisy data. Moreover, they improve significantly when we use multifrequency data, as illustrated in Figure 5 .4.
The last images, in Figure 5 .5 show the effect of the limited array aperture. They are obtained with 30 propagating modes for noiseless data collected on an array of |X | A = 0.75|X | aperture. The images deteriorate at partial aperture, but the migration method is clearly better when we use the multifrequency data.
6. Summary. We presented a theoretical and computational comparative study of two qualitative methods for imaging obstacles in a terminating waveguide. The first method is based on the factorization of the far field operator, defined by measurements of the scattered wave collected by an active array of sensors. It is designed to image at a single frequency and determines the support of the obstacles by either solving an optimization problem or, equivalently, using a Picard range criterium. The second method, known as migration, is based on the backpropagation of the measured scattered wave to imaging points, using the Green's function in the empty waveguide. We studied the classic migration imaging method and explained how to modify it to get better images. Then, we related the migration type imaging method to the factorization method, and compared their performance with numerical simulations. 
with real valued coefficients α j , for j ≥ 0, and note from the expression (2.11) of the Green's function and the orthogonality relation (2.7) that
Let us define,
and obtain from (2.12-2.14) and definitions (3.9-3.11) that v, w ∈ H (W \ Ω), (A.5)
At the array, we have by definitions (3.1) and (A.3) that
Moreover, definition (3.14) and equation (A.8) give
This proves that for φ given in (A.1), we have
It remains to prove the result for functions
with φ (l) defined in (3.18). These have the same expression as (A.1), so we write directly from (A.11) that
Because φ (l) satisfy equation (A.2), for l = 1, 2, we have that
Then, the analogues of (A.3-A.4),
satisfy (A.5-A.8), and we conclude as above that
This proves Lemma 3.1.
Appendix B. Proof of Theorem 3.2. We begin in section B.1 with the proof of (3.23). The proofs of statements (i) and (ii) of the theorem are in sections B.2 and B.3. We use throughout the appendix the notation
where w ∈ H (W \ Ω) satisfies the outgoing radiation condition at range x < x Ω and the boundary condition
By the definition of u sc ( x, y) and using f = G(·, y) in (B.2), we have
Therefore, definitions (3.1-3.2) and the linearity of M give
This proves the factorization
3)
It remains to prove that
Take any f ∈ H 1 2 (∂Ω) and use it to define h ∈ H
With this h, we obtain from definition (3.3) that
then we have
where (B.7) is obtained from definition (3.7). We also have that v| A ∈ H in (A), so we can define
The factorization (B.4) follows from this equation, definition (3.14) of S −1 , equation (B.7) and definition (B.1) of M, which give
B.2. Proof of statement (i). Consider the operator
B.2.1. Proof that T is bounded. The Green's function G( z, x) is smooth for z = x, so
Moreover, for z ∈ Ω,
By the mapping property of the single layer potential, v
for some constant C 1 > 0, which gives
, for another constant C 2 > 0. Then, we obtain from [35, Lemma 4.3] that
for yet another constant C > 0, so T is bounded.
B.2.2. Proof that T is compact.
Consider any bounded sequence in L 2 (A), which must have a weakly convergent subsequence {g n } with weak limit g ∈ L 2 (A). Because L 2 (A) is compactly embedded in H Recalling that T is the restriction of T to the domain L 2 (A), we have T g n = T g n and T g = T g, and using (B.9),
We conclude from (B.10-B.11) that {T g n } converges to T g, strongly in H 1 2 (∂Ω). This proves that T is compact.
B.2.3. Proof that T is injective. Let us define
where g satisfies
(B.13) B.3.1. The operator (Λ). Recall definition (3.7) and introduce the functions 15) and h satisfies a similar equation, with f in the right hand side. Define 17) and note that (B.15) implies 20) with indexes ± denoting the function v outside or inside Ω. Using the identity
and integration by parts, we obtain that
and
Substituting these equations in (B.20) we get
where we droped the ± indexes on v. The same calculation, with v and v interchanged, gives
We can write (B.23) more explicitly using the expression (2.11) of the Green's function in the definitions (B.16-B.17) of v and v. We obtain 25) where 26) and similar for v. Substituting in (B.25) and using the orthogonality relation (2.7),
In particular, for f = f ,
This proves that − (Λ) is positive semi-definite.
B.3.2. The operator R(Λ)
. We introduce the operator Λ i by
with G i ( x, y) the Green function when k = i. We let v i satisfy (B.16) with G( x, y) replaced by G i ( x, y). By Assumption 2, both Λ and Λ i have bounded inverses, and from (3.7) -(3.8) we see that for any
The analogue of this equation holds for Λ
−1 i
with G( x, y) replaced by G i ( x, y). Note that G( x, y) − G i ( x, y) satisfies the Helmoltz equation and it is smooth. In particular, this is so for x, y ∈ ∂Ω. Because G( x, y) − G i ( x, y) is the kernel of operator
is compact and R(Λ − Λ i ) is compact. The representation (B.21) of Λ i (where we replace k by i) gives Λ * i = Λ i and
This yields that −R(Λ) = −Λ i −R(Λ−Λ i ) is the sum of a positive definite, self-adjoint operator and a compact operator.
Appendix C. Proof of Lemma 3.3. Let us start with the case z ∈ Ω. Since G(·, z) ∂Ω is in H 1 2 (∂Ω), we can define
where we recall from definition (3.7) that h is the unique solution of
With this h, let
and it satsifies the outgoing radiation condition at range x < x Ω and the boundary condition v ∂Ω = 0. By Assumption 1, we conclude that v( x) = 0 in W \ Ω. This implies in particular that
Furthermore, by definition (3.3), we get for all x ∈ A,
where we used (C.3), (C.4) and the reciprocity of the Green's function. This shows that G(·, z) A ∈ range(T ).
To prove the converse, suppose that z / ∈ Ω and assume for a contradiction argument that G(·, z) A ∈ range(T ). Then, there exists
This h defines a function w as in (C.3), satisfying w ∈ H 1 loc (W \ Ω), with trace w ∂Ω ∈ H 1 2 (∂Ω). If we define further
then we obtain that it satisfies the boundary value problem
and the outgoing radiation condition at x < x A . This problem has the unique solution (see for example [9 
and since v is analytic at x / ∈ Ω ∪ { z}, we have by unique continuation
Then, w( x) blows up, like G( x, z), as x → z. This contradicts that w ∈ H Lemma D.1. Denote by T (P) the closure of the image of the set P defined in (3.33) under the operator T defined in (3.2). Recall also the sets P 0 and P ⊥ 0 defined in (4.14) and denote by T (P 0 ) and T (P ⊥ 0 ) their image under T . We have
Moreover, there exists a positive constant C such that
A search point z lies in Ω and therefore, by Lemma 3.3, we have G(·, z) A ∈ range(T ), if and only if G P (·, z) A ∈ range(T ) P .
Proof of Theorem 4.1: By assumption, G P (·, z) A / ∈ P 0 , so there exists ϕ ∈ P ⊥ 0 so that
Therefore,
Because z ∈ Ω, we conclude from Lemma D.2 that G P (·, z) A ∈ range(T ) P . That is to say,
We also have from the factorization of F in Theorem 3.2 and definition (3.27) that
, for all ϕ ∈ Φ, where we used the bound (D.2) in Lemma 3.1. With these results we get
and (4.16) follows. Since f ∈ T (P), there is a sequence {g n } in P such that the sequence {f n } defined by f n ( x) = T g n ( x), x ∈ ∂Ω, converges to f . The convergent sequence {f n } must be bounded. Because T is linear and injective, T : P → T (P) is invertible and the inverse T −1 : T (P) → P is also a linear operator. Moreover, since P is finite dimensional, so is T (P). Thus, T −1 is a map between finite dimensional spaces, which means that it can be represented by a matrix and it is bounded. We conclude that the sequence {g n }, with g n = T −1 f n is bounded. Then, by the Bolzano-Weierstrass theorem, there is a subsequence, still denoted by {g n } that converges to g ∈ P, and we must have Here we used definition (3.2) and equation (2.14) . Note that for x ∈ W \ Ω, However, we concluded above that w A is purely evanescent, which means that PN g( x) = P A dS y u sc ( x, y)g( y) = 0, x ∈ A.
This contradicts that f = T g / ∈ T (P 0 ), and completes the proof of (D.1). To prove statement (D.2), we also argue by contradiction. Let us work with the normalized functions
If (D.
2) is not true, then for any n ∈ N, we can find ϕ n ∈ T (P ⊥ 0 ) with norm ϕ n H Because ϕ n ∈ T (P ⊥ 0 ), we can define a new sequence {g n } in P ⊥ 0 ,
which is bounded because T −1 : T (P) → P is bounded. Then, by the BolzanoWeierstrass theorem there is a subsequence, still denoted by {g n }, which converges to g ∈ P ⊥ 0 . This g cannot be zero because ϕ = T g is the limit of the sequence {ϕ n } of norm one. Taking the n → ∞ limit in (D.12) we get Note that G P ( x, z) and w P solve the same problem in W − A , with the same outgoing radiation condition. By the uniqueness of solutions, we must have
On the right of the array, at x / ∈ Ω ∪ { z}, G P ( x, z) and w P again solve the same problem, so by unique continuation of (D.18) we have w P ( x) = G P ( x, z),
x ∈ W \ {Ω ∪ { z}}.
(D. 19) However, definition (D.16) implies that w P and ∂ 2 x w P are smooth in W \ Ω, whereas
ψ j (x ⊥ )ψ j (z ⊥ ) δ(x − z) + iβ j e iβj |x−z| + e iβj |x+z| has a Dirac delta singularity at z ∈ W \ Ω with range z = x. We reached a contradiction, so (D.13) cannot be true. .
