ABSTRACT. We find four linear independent solutions of the fourth-order differential equation satisfied by the associated Jacobi polynomials. We show that the coefficients in the lowering operator for general orthogonal polynomials satisfy inhomogeneous four-term recurrence relations and derive further properties of them. In addition, we show that the associated polynomials {Pn (x)} for positive integers c satisfy a linear differential equation of order four, we identify a basis of solutions of the differential equation, and we establish similar results for co-recursive polynomials.
Introduction
Let {pn(%)} be orthonormal with respect to a weight function w supported on an interval [a, 6] , finite or infinite, that is / 'Pm(x)p n (x)w(x) dx = 6 m% n.
(1.1)
Ja
With the weight function w we associate an external field v through
The p n s satisfy a three-term recurrence relation xpn(x) = a n+1 p n+1 (x) + b n p n (x) + a n p n _i(aO, n > 0, ( The boundary terms in (1.6) and (1.7) are assumed to exist. It was proved in [5] that the orthonormal polynomials {pn(x)} satisfy the differential equation 
S n (x) := ^(x) -B n (x)^--B n (x)[v'(x) + S n (x)]

+ -^-A n (x)A n _ 1 (x).
(1.10) a n-1
Earlier versions are in [3, 4] . The differential equation (1.8) is proved in [5] by first proving the lowering relation p'nix) = A n (x)p n . 1 (1.11) then using the three-term recurrence relation (1.3) to eliminate Pn-i(x). The differential recurrence relation (1.11) is of independent interest and will be used in Sections 4 and 5.
(x) -B n (x)p n (x),
In this work, we first study properties of the sequences A n (z) and B n (z). In Section 2, we shall prove the following theorem. In Section 2, we will also indicate some of the consequences of Theorem 1.1, such as showing that the A n s and B n s satisfy non-homogeneous third-order difference equations in n. In Section 2, we also give a finite sum representation for F n {x), as defined by
(1.14) a n-1
This representation of F n (x) is in (2.12) and is useful, for example, when v' is a polynomial because it gives the correct degree for the above expression, hence the correct degree for A n (x)S n (x) in (1.8). We also prove an integral representation for F n (x) when w{a+) = w{b-) = 0; see (2.14).
Ismail [10] proved that the numerator polynomials of the p n s generated by (1.3) and (1.4) satisfy a fourth-order differential equation. He also gave three linearly independent solutions of this differential equation. Earlier, Wimp [21] found a linear fourth-order differential equation satisfied by the associated Jacobi polynomials. In Section 3, we give a basis of solutions of Wimp's differential equation. This seems to be the first instance of an explicit basis of solutions made of non-elementary transcendental functions for a differential equation of such high order with such complex structure. Observe that the numerator polynomials are associated polynomials with the association parameter equal to unity. It is hoped that the result for the special equation of associated Jacobi polynomials will shed some light on the general structure of differential equations for general associated polynomials.
In Section 4, we establish a linear fourth-order differential equation for the associated polynomials of the orthonormal polynomials generated by (1.3) and (1.4) when the association parameter is at least one. This extends a result in [10] . We also provide a basis of solutions of the fourth-order differential equation formed by taking products of the polynomials and/or functions of the second kind. Finding a basis of solutions of such a fourth-order differential equation in this generality is a surprise. Although the associated polynomials may satisfy a linear second-order differential equation as predicted by (1.8)-(1.10), the weight functions for the associated polynomials may be too complicated to give reasonable expressions for their A n s and B n s. For samples of the weight functions for associated orthogonal polynomials, we refer the interested reader to the recent works [21, 12, 13] . In Section 5, we show that the co-recursive polynomials [6] satisfy fourth-order differential equations.
This paper is part of a series of papers on the subject of functional equations satisfied by orthogonal polynomials. Finite difference and ^-analogues of this work are in preparation, including ^-analogues of discriminants of polynomials.
Recurrence relations
In this section, we study properties of A n (x) and B n (x). Before proving Theorem 1.1, we note that formula (1.12) is in [5] when w vanishes at the end points a and b. It is interesting to observe that although the boundary values at a and b appear in A n (x) and B n (x), they do not appear in the coefficients in the identities (1.12) and (1.13).
Proof of Theorem 1.1. It follows from (1.7) that the left-hand side of (1.12) is the sum of four boundary terms and two integrals. In view of the relations (1.3) and (1.4), the boundary terms at a + combine to give Similar results hold for boundary terms involving b". Thus the boundary terms on the left-hand side of (1.12) exceed the boundary terms on its right-hand side by E n , say,
The difference between the terms involving integrals on the left-hand side of (1.12) and the right-hand side may be combined by using ( 
Ja
On the other hand, integration by parts gives
2)
Ja Ja due to the orthogonality of the p n s. This proves (1.12). To prove (1.13), we set
On-l where / and BT stand for integrals and boundary terms in the expression on the left-hand side of (2.3). Now the three-term recurrence relation (1.3) gives
Ja
The remaining integral in / can be evaluated as follows:
4)
Ja Ja and after putting all this information together, we establish
-{a n p n _i(6 )-a n+ ip n+ i(6 )} -1.
(2.5)
Now the boundary terms above combine, and when compared with the terms BT in (2.3), we find
which completes the proof of (1.13) and Theorem 1.1. □
Once we have established (1.12) and (1.13), it immediately follows that
and
(2.8) a n "" x -6 n ' a n _i(a; -6 n ) x -b n For consistency, it follows that A n must satisfy the inhomogeneous four-term recurrence relation an+2-An+2(E) x -6 n+ i
On n>l. (2.9) a n _i(a; -6 n )
x -b n x -b n +i'
We can extend the validity of (2.9) to the cases n = 0 and n = 1 if we adopt the convention
Thus,
We next eliminate A n (x) from (1.12) and (1.13) and, after some simple algebra, we find that the B n s also satisfy the inhomogeneous four-term recurrence relation Proof. The statement can be readily verified for n = 0,1. The theorem then follows by induction from the recurrence relations (2.9) and (2.11). □ Our next result is an alternate representation of F n (x) defined in (1.14).
Theorem 2.2. We have
Proof. Express i
Now eliminate B n {x) using (1.12) and (1.13) to see that the above expression gives
which simplifies to A n (x)/a n when n > 0. When n = 0, the relationship (2.13) can be verified directly with Fo(x) := 0. This gives F n (x) as a telescoping sum and the theorem follows. □ Theorem 2.3. Ifw(a + ) = w(b~) = 0, then F n (x) has the integral representation
Ja Ja x V XI (2.14)
rb nb
Pn(t)Pn-l(y)
Proof Formulas (1.6) and (1.7) yield
Using the ChristoflFel-Darboux formula we arrive at
Pn(t)Pn-i(t) + the right-hand side of (2.14). Proof. It is easy to see from (1.6) and (1.7) that A n (x)/a n has degree 2m -2 with leading term 2mx 2m~2 . Hence, (2.12) shows that F n (x) has degree 2m-2 with leading term 2mnx 2m~2 . D
Some classical associated polynomials
In this section, we explore some of the properties of the differential equation satisfied by the associated Jacobi polynomials, Rn (x;c). Recall the recurrence for the associated polynomials is formed from that for the classical Jacobi polynomials simply by replacing n wherever it appears by n + c. It can be verified directly, using Sister Celine's method [17] that two linearly independent solutions of the recurrence are
Note that when c is an integer, the first and second function above are just the traditional Jacobi polynomial and the Jacobi function of the second kind, respectively, shifted to the interval 0 < x < 1. By the theory of linear difference equations, Rn (x] c) must be a linear combination of these two functions Solving for A, B from the conditions at n = -1 and n = 0 gives ' , and u'v'. Construct the eliminant for these equations and the result is the desired fourthorder equation. This procedure is horrendous in practice and, before computer algebra systems, was usually unworkable. However, with the advent of MAPLE, Mathematica, etc., it now is fairly easy to accomplish. In the paper [21] , the following fourth-order linear homogeneous differential equation for Rn (x; c) was given:
Aoy"" + Aiy'" + A 2 y" + A A y = 0 (3.10)
where to^OZgil-x/t}) = -|csc(a7r) ( a^ + C ) *(-n-c, 1 + a;x)
$ is the standard notation for the confluent hypergeometric function 1F1 [7] . Rather than employing the above functions, it is more convenient to construct a basis of solutions of the equation ( Note that we must exclude those cases when a is an integer since in those cases neither the set si, S2 nor the set £1, £2 will be linearly independent. In such cases, it is better to use the Tricomi \I> function to construct the solutions 52 and £2. We do not go into the details of this procedure, which is straightforward. Again, the case c = 1 is of particular interest. The basis of (3.20) becomes The left-hand side is the [n/n + 1] Pade approximant about oo to the ratio on the right.
Associated polynomials
Let {pn(x)} be a family of orthonormal polynomials generated by (1.3) and (1.4). Assume further that the coefficients a n and b n are defined when n is a continuous variable in [0, oo), as it is the case, for example, when a n and b n are rational functions of n or of q n . The associated polynomials {pn (x)} of order c, c > 0, of p n (x) are orthogonal polynomials satisfying
and given initially by
The polynomials p^Liix) are multiples of the numerator polynomials {Pn(%)} where
Recall that the functions of the second kind, Q n (z) corresponding to the polynomials p n {z) of (1.1) and (1.3), are defined as [20, 10] Strictly speaking, on one hand, z must be off the cut [a, 6] for the function Q n {z) to be defined by the integral in (4.4). On the other hand, z must be on (a, 6) in order for w{z) to be defined. However, it is relatively straightforward to define Qn(^) for x G (a, b) using a Cauchy principal value integral. Thus, in what follows, we may assume z = x is real. The QnS satisfy both the differential equation (1.8) and the recurrence relation (1.3); see [10] . Throughout the rest of this section we shall assume c=l,2,.... Since p n + c (x) and Qn+c(%) form a basis of solutions of the second-order difference equation
Xyn(x) = Gn+c+l 2/n+l(z) + &n+ C 2/n(^) + Q>n+c 2/n-l(z), (4.6) and pn (x) also satisfies (4.6), then pn(x) must be a linear combination ofpn+dx), Q n +c(%)' For c > 1, the initial conditions (4.2) imply
Prom the discrete analogue of the Wronskian, [1, 19] Observe that (4.9) is the general form of (3.6), while (4.10) is the general version of (3.4). Prom (1.8), p n+c (x), Q n+C (x) satisfy the differential equation
and pc-i(x), Qc-i(x) satisfy the differential equation
The product of a solution of (4.11) and a solution of (4.12) will satisfy a fourthorder linear homogeneous differential equation, which may be found by the method explained in Section 3. The derivation is straightforward, and the equation results upon expanding the determinant The differential equation for the associated polynomials Pn (x) can be found from (4.13) by a straightforward change of variable, but this equation will generally be more complicated than (4.13). Recall that if v is a polynomial and b = -a = oo, as is the case for the Freud weights, then A n and B n are polynomials. On the other hand, if v is a rational function, then A n and B n are also rational functions. In either case, the i? n s and 5 n s of (1.8)-(1.10) are rational functions, hence the differential equation (4.3) can be written as a fourth-order differential equation with polynomial coefficients.
Co-recursive polynomials
The initial conditions (1.4) and the recurrence relation (1.3) essentially amount to defining aop-i(x) as zero. In many cases, a n is defined through a pattern which makes ao ^ 0. Chihara [6] introduced the concept of co-recursive orthogonal polynomials, where the second initial condition in (1.4) is changed to make aoP-i(x) ^ 0. Basically, this leads to a second linearly independent solution of (1.3). Some orthogonal polynomials that come from certain birth and death processes naturally lead to two different choices for pi(x) (or p_i(x)), as pointed out in [11] . This observation also leads to the concept of zero balanced solutions of recurrence relations defined in [12] . In the case of associated orthogonal polynomials generated by (4.1), we may generate a second family of orthogonal polynomials {qn (x)} by demanding that it satisfies (4.1) for n > 0 and is given initially by It must be noted that the differential equation for the left-hand side of (5.4) which will result from the above analysis suffers from the fact that its coefficients are transcendental functions, rather than rational functions of z. A differential equation with rational function coefficients can be derived but will have a much higher order. Let u, v, and w satisfy different linear homogeneous second-order differential equations with rational function coefficients. Then it is easily seen that u + v satisfies a fourthorder equation of the same kind, and (u + v)w satisfies an eighth-order equation of the same kind. Thus, the left-hand side of (5.4) will satisfy an eighth-order equation with rational coefficients.
Remarks
A referee kindly pointed out that Grosjean [8, 9 ] derived a fourth-order differential equation for the associated Legendre polynomials and special associated Jacobi polynomials with integer association parameter. As already mentioned in the introduction, Wimp [21] derived the fourth order differential equation for associated Jacobi polynomials with general nonnegative association parameter. In fact, Wimp [21] also found the weight function for the general associated Jacobi polynomials. Since all classical orthogonal polynomials are either special or limiting cases of Jacobi polynomials, Wimp's work also covers all associated Jacobi classical orthogonal polynomials. One referee reminded us of the references [14, 15, 16, 18 ] on co-recursive polynomials which contain differential equations for very special cases of co-recursive classical orthogonal polynomials.
We thank both referees for their constructive criticisms and helpful remarks.
