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a b s t r a c t
This work shows that the output sequences of a well-known cryptographic generator, the
so-called generalized self-shrinking generator, are particular solutions of homogeneous
linear difference equations with binary coefficients. In particular, all those generated
sequences are just linear combinations of primary sequences weighted by binary values.
Furthermore, the complete class of solutions of these difference equations includes other
balanced sequences with the same period and even greater linear complexity than
that of the generalized self-shrinking sequences. Cryptographic parameters of all above
mentioned sequences are here analyzed in terms of linear equation solutions. In addition,
this work describes an efficient algorithm to synthesize the component primary sequences
as well as to compute the linear complexity and period of any generalized self-shrinking
sequence.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Stream ciphers have extensive applications in secure communications due to practical advantages such as easy
implementation, high speed and good reliability. At the present moment, stream ciphers are the fastest among the
encryption procedures so they are implemented in many technological applications e.g. the encryption algorithm
RC4 [1] used in Wired Equivalent Privacy (WEP) as a part of the 802.11 standard, the algorithm A5 in GSM mobile
communications [2], the encryption function E0 in Bluetooth specifications [3] or the recent proposals Trivium, Grain, HC-
128, etc. coming from the eSTREAM Project [4]. From a short secret key, stream cipher procedure consists in generating a
long sequence, the keystream sequence, of seemingly random bits.
Most keystream generators are based on maximal-length Linear Feedback Shift Registers (LFSRs) [5] whose output
sequences, the so-called m-sequences, are combined in a non-linear way in order to produce pseudorandom sequences
of cryptographic application. Combinational generators, non-linear filters, clock-controlled generators or irregularly
decimated generators are just some of the most popular keystream sequence generators.
Inside the family of irregularly decimated generators, we can enumerate: (a) the shrinking generator proposed by
Coppersmith et al. [6] that includes two LFSRs, (b) the self-shrinking generator designed byMeier and Staffelbach [7] involving
only one LFSR and (c) the generalized self-shrinking generator proposed by Hu and Xiao [8] that includes the self-shrinking
generator as a particular case. Irregularly decimated generators produce good cryptographic sequences characterized by
long periods, good correlation features, excellent run distribution, balance [9], simplicity in the implementation, etc. The
underlying idea of these kind of generators is the irregular decimation of an m-sequence according to the bits of another
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one. The decimation result is the output sequence that will be used as keystream sequence in the cryptographic procedure.
Some cryptanalysis on these decimation generators can be found in [10–15].
In thiswork, it is shown that the generalized self-shrinking sequences are particular solutions of a type of linear difference
equations. That is, difference equations can be considered as an alternative way to generate output sequences of irregularly
decimated generators. Moreover, other solution sequences not included in the previous family also exhibit good properties
for their application in cryptography. Since the solutions of the linear difference equations consist in the bit-wise XOR logic
operation of certain primary sequences, an efficient algorithm to determine such primary sequences from a generalized
self-shrinking sequence has been designed. Once the primary sequences have been synthesized, the computation of certain
parameters in the generalized sequences such as period and linear complexity is quite immediate. In brief, structural
properties of cryptographic sequences can be easily analyzed in terms of solutions of linear difference equations as well
as such solutions are excellent basic components for the generation of new cryptographic sequences.
The work is organized as follows. Section 2 introduces the most popular examples of the irregularly decimated
sequence generator family, in particular the generalized self-shrinking generator. In Section 3, some ideas on linear
difference equations and their relationship with the generalized self-shrinking generator are given. Section 4 proves that
the generalized self-shrinking sequences are particular solutions of a type of homogeneous linear difference equations with
binary coefficients. An illustrative example is presented in Section 5 showing that other solution sequences not included
in the previous family exhibit good properties for their application in cryptography. Section 6 proposes an algorithm to
synthesize the component primary sequences of the generalized self-shrinking sequences. Finally, conclusions in Section 7
end the paper.
2. Irregularly decimated generators: the generalized self-shrinking generator
The most important examples of irregularly decimated sequence generators are next introduced.
The shrinking generator is a binary sequence generator [6] composed by two maximal-length LFSRs: a control register
R1 that decimates the sequence produced by the other register R2. Them-sequence generated by R1, that is {an}, controls the
bits of them-sequence produced by R2, that is {bn}, which are included in the output sequence {zj} (the shrunken sequence),
according to the following decimation rule:
• If an = 1 H⇒ zj = bn.
• If an = 0 H⇒ bn is discarded.
In brief, the keystream sequence {zj} produced by the shrinking generator is an irregular decimation of {bn} in terms of the
bits of {an}.
On the other hand, the self-shrinking generator [7] was designed for potential use in stream cipher applications. The
self-shrinking generator is attractive by its simplicity as it involves a unique LFSR in a very easy way. This generator consists
of a maximal-length LFSR whosem-sequence {an} is self-decimated giving rise to the self-shrunken sequence {zn} or output
sequence of the generator. The decimation rule is quite simple. In fact, let (a2n, a2n+1), with n ≥ 0, be pairs of consecutive
bits of the sequence {an}, then we proceed as follows:
• If a2n = 1 H⇒ zj = a2n+1.
• If a2n = 0 H⇒ a2n+1 is discarded.
In fact, period, linear complexity and statistical properties of the self-shrunken sequence {zn} [7] make such a sequence
very adequate for their application in stream ciphers. In brief, the self-shrinking generator is a simplified version of the
shrinking generator that satisfies the same decimation rule but includes only one maximal-length LFSR.
Finally the generalized self-shrinking generator, which is the generator this work is dealing with, can be described as
follows:
• It makes use of two sequences: anm-sequence {an} and a shifted version of such a sequence denoted by {vn}.
• It relates both sequences by means of a simple decimation rule to generate the output sequence.
The result of the previous steps is a family of generalized self-shrinking sequences that can be defined in a more formal
way as follows [8]:
Definition 2.1. Let {an} be anm-sequence over GF(2)with period 2L−1 generated from amaximal-length LFSR of L stages.
Let G be an L-dimensional binary vector defined as:
G = (g0, g1, g2, . . . , gL−1) ∈ GF(2)L. (1)
The n-th element of the sequence vn is defined as:
vn = g0an ⊕ g1an−1 ⊕ g2an−2 ⊕ · · · ⊕ gL−1an−L+1, (2)
where the sub-indexes of the sequence {an} are reduced mod 2L − 1 and the symbol⊕ represents the XOR logic operation.
For n ≥ 0 the decimation rule is very simple:
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• If an = 1, then vn is output.
• If an = 0, then vn is discarded and there is no output bit.
In this way, an output sequence b0b1b2 . . . denoted by {bn} or {b(G)} is generated. Such a sequence is called the generalized
self-shrinking sequence associated with G.
Remark that the sequence {vn} is nothing but a shifted version of the sequence {an}. WhenG ranges overGF(2)L, then {vn}
corresponds to the 2L − 1 possible shifts of {an}. In addition, the set of sequences denoted by B(a) = {{b(G)},G ∈ GF(2)L}
is the family of generalized self-shrinking sequences based on the m-sequence {an}. When {vn} is shifted 2L−1 positions
regarding {an}, then the resulting sequence is the self-shrunken sequence corresponding to the self-shrinking generator [15].
Let us see a simple example.
For the 4-degreem-sequence
{an} = {111101011001000}
whose characteristic polynomial is x4 + x3 + 1, we get 16 generalized self-shrinking sequences based on {an} (see [8]):
1. G = (0000), {b(G)} = 00000000 · · ·
2. G = (1000), {b(G)} = 11111111 · · ·
3. G = (0100), {b(G)} = 01110010 · · ·
4. G = (1100), {b(G)} = 10001101 · · ·
5. G = (0010), {b(G)} = 00111100 · · ·
6. G = (1010), {b(G)} = 11000011 · · ·
7. G = (0110), {b(G)} = 01001110 · · ·
8. G = (1110), {b(G)} = 10110001 · · ·
9. G = (0001), {b(G)} = 00011011 · · ·
10. G = (1001), {b(G)} = 11100100 · · ·
11. G = (0101), {b(G)} = 01101001 · · ·
12. G = (1101), {b(G)} = 10010110 · · ·
13. G = (0011), {b(G)} = 00100111 · · ·
14. G = (1011), {b(G)} = 11011000 · · ·
15. G = (0111), {b(G)} = 01010101 · · ·
16. G = (1111), {b(G)} = 10101010 · · ·
First of all, it must be noticed that the generated sequences are not 16 different sequences. In fact, sequences 5 and 6
are shifted versions of the same sequence and the same applies for sequences 11 and 12 and sequences 15 and 16. At the
same time, sequences 3, 7, 10 and 13 correspond to a unique sequence as well as the sequences 4, 8, 9 and 14. Periods, linear
complexities and a number of different sequences obtained from this generator will be studied in the following sections in
terms of solutions of linear difference equations.
3. Linear difference equations
Throughout this work, the following kind of homogeneous linear difference equations with binary coefficients will be
considered:
Er ⊕
r−
j=1
cjEr−j

zn = 0, (3)
where zn ∈ GF(2) is the n-th term of a binary sequence {zn} that satisfies the Eq. (3). E is the shifting operator that operates
on the terms zn of a solution sequence (e.g. E jzn = zn+j). The coefficients cj ∈ GF(2), r is a positive integer and the symbol
⊕ has the same meaning as before. The r-degree characteristic polynomial of (3) is:
P(x) = xr +
r−
j=1
cjxr−j. (4)
The Eq. (4) specifies the linear recurrence relationship of the sequence {zn}. This means that its n-th term, zn, can be written
as a linear combination of the previous terms:
zn ⊕
r−
j=1
cjzn−j = 0, n ≥ r. (5)
If P(x) is an irreducible polynomial and α is one of its roots, then
α, α2, α2
2
, . . . , α2
(r−1) ∈ GF(2)r (6)
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Fig. 1. The first 8 binomial coefficients, primary sequences and periods.
are the r different roots of such a polynomial, see [16]. In this case, it can be proved that {zn} the solution of (3) is a sequence
of the form:
zn =
r−1
j=0
A2
j
α2
jn, n ≥ 0 (7)
where A is an arbitrary element in GF(2)r that determines the starting point of such a sequence.
Let us now generalize the previous difference equations to a more complex kind of linear difference equation whose
roots have a multiplicity greater than 1. In fact, we are going to consider equations of the form:
Er ⊕
r−
j=1
cjEr−j
p
zn = 0, (8)
p being an integer p > 1. The characteristic polynomial PM(x) of this kind of equation is:
PM(x) = P(x)p =

xr +
r−
j=1
cjxr−j
p
. (9)
In this case, the roots of PM(x) are the same as those of P(x), i.e. α, α2, α2
2
, . . . , α2
(r−1)
, but with multiplicity p. Now the
solutions of (8) are of the form [17]:
zn =
p−1
i=0
n
i
 r−1
j=0
A2
j
i α
2jn

, n ≥ 0 (10)
where Ai ∈ GF(2)r and the binomial coefficients are reduced mod 2. In brief, the n-th term of a solution sequence {zn} is the
bit-wise XOR logic operation of the n-th term of p sequences
∑r−1
j=0 A
2j
i α
2jn

weighted by binomial coefficients.
In fact, when n takes successive values each binomial coefficient
 n
i

with 0 ≤ i ≤ n defines a primary sequence with
constant period Ti. In Fig. 1, the first 8 binomial coefficients with their corresponding primary sequences and periods are
depicted.
From Fig. 1, it is immediate to notice that the generation of such sequences follows a simple general rule. Indeed, the 2m
primary sequences associated with
 n
i

for 2m ≤ i < 2m+1 (m being a non-negative integer) have period Ti = 2m+1 and
their digits are:
• The first 2m bits are 0’s.
• The other bits are the first 2m bits of each one of the previous 2m primary sequences, respectively.
Let us consider a simple example. According to Fig. 1 and form = 2, we have 22 primary sequences Si with 22 ≤ i < 23.
The sequence S4 has 22 0’s and the 22 first digits of S0. In the sameway, the sequence S5 has 22 0’s and the 22 first digits of S1.
The sequence S6 has 22 0’s and the 22 first digits of S2 while the sequence S7 has 22 0’s and the 22 first digits of S3. In general,
the digits of Sj are related with those of Si bymeans of the expression i = 2m+ j. Therefore, generation and handling of such
sequences is very easy.
A. Fúster-Sabater, P. Caballero-Gil / Computers and Mathematics with Applications 61 (2011) 871–880 875
4. Main results
Now the main results concerning generalized self-shrinking sequences and linear difference equations are introduced.
Theorem 4.1. The family of generalized self-shrinking sequences B(a) based on the m-sequence {an} are particular solutions of
the homogeneous linear difference equation:
(E ⊕ 1)p zn = 0, p = 2L−1, (11)
whose characteristic polynomial is (x+ 1)p.
Proof. According to [8], the periods of the generalized self-shrinking sequences B(a) are T ∈ {1, 2, 2L−1} where L is the
degree of the primitive characteristic polynomial of them-sequence {an}. Thus, the period T of any generalized self-shrinking
sequence divides 2L−1, i.e. it is a power of 2. Hence overGF(2), xT+1 = (x+1)T . On the other hand, if f (x) is the characteristic
polynomial of the shortest linear recursion satisfied by a generalized self-shrinking sequence, then the condition f (x)|xT +1
implies that f (x) is of the form:
f (x) = (x+ 1)LC, (12)
where LC is its linear complexity. At the same time, it is a well known fact [8], that the linear complexity of a periodic
sequence is lower or equal than its least period. Thus, for a generalized self-shrinking sequence LC ≤ 2L−1 and the polynomial
of the shortest linear recursion f (x) divides the characteristic polynomial of (11). Therefore, the generalized self-shrinking
sequences satisfied Eq. (11) and are particular solutions of the above homogeneous linear difference equation. 
Now the characteristics of the sequences that satisfy the previous linear difference equation are analyzed in detail.
According to Eq. (10), the solutions of the difference equation given in (11) are of the form:
zn =
n
0

A0 ⊕
n
1

A1 ⊕ · · · ⊕

n
p− 1

Ap−1, n ≥ 0 (13)
where Ai ∈ GF(2) are binary coefficients, α = 1 is the unique root with multiplicity p of the polynomial (x + 1) of degree
r = 1 and the  ni with 0 ≤ i < p are binomial coefficients mod 2.
Remark that the sequence {zn} is just the bit-wise XOR logic operation of primary sequences weighted by the
corresponding coefficients Ai. Indeed, different choices of coefficients Ai will give rise to different sequences with different
characteristics.
In addition, it must be noticed that not all the solutions {zn} of the Eq. (11) are generalized self-shrinking sequences, e.g.
sequences with periods different from {1, 2, 2L−1} satisfy the difference equation but are not obtained from the generalized
self-shrinking generator as well as there are solution sequences with period 2L−1 that have not been generated by the
generalized self-shrinking generator.
From (13) particular features of the solution sequences and consequently of the generalized self-shrinking sequences can
be easily determined. All of them are related with the choice of the p-tuple (A0, A1, A2, . . . , Ap−1) of binary coefficients.
A. Periods of the solution sequences {zn}
According to Section 3, the periods of the primary sequences are just powers of 2. Moreover, according to (13) the
sequence {zn} is the bit-wise XOR of sequences with different periods all of them powers of 2. Thus, the period of a sequence
{zn} is themaximumperiod of the primary sequences involved in (13). In fact, the period of {zn} is the period Ti corresponding
to the primary sequence with the greatest index i such that Ai ≠ 0.
B. Linear complexity of the solution sequences {zn}
According to [16], the linear complexity of a sequence equals the number and multiplicity of characteristic polynomial
roots that appears in its linear recurrence relationship. Therefore, coming back to (13) and analyzing the coefficients Ai, the
linear complexity of {zn} can be computed. In fact, we have a unique root 1 with multiplicity p. Thus, if i is the greatest index
with 0 ≤ i < p for which Ai ≠ 0, then the linear complexity LC of the sequence {zn}will be:
LC = i+ 1, (14)
as it will be the multiplicity of the root 1.
C. Number of different solution sequences {zn}
In order to count the number of different sequences {zn} that are solutions of (11), the choice of the coefficients Ai in (13)
must be also considered.
If i is the greatest index with 0 ≤ i < p for which Ai ≠ 0, then there are 2i possible choices of the i-tuple
(A0, A1, A2, . . . , Ai−1) for the sequence {zn} in (13). On the other hand, as the period of such sequences is Ti, then the number
of different sequences Ni will be:
Ni = 2i/Ti 0 ≤ i < p. (15)
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The total number Ntotal of different solution sequences of the linear difference Eq. (11) will be:
Ntotal =
p−1
i=0
Ni. (16)
In this computation the null sequence corresponding to the null p-tuple is excluded.
In brief, the handling of coefficients Ai allows one to generate binary sequences with controllable period and linear
complexity.
5. An illustrative example
A simple example to clarify the results of the previous sections is now introduced. In fact, according to (11) for amaximal-
length LFSR of L = 4 stages and p = 23 = 8, the different 8-tuples (A0, A1, . . . , A7) determine the characteristics not only
of the generalized self-shrinking sequences but also those of other solution sequences not included in the previous family.
Due to the size of this example, all the possible choices can be analyzed.
In fact, for the 4-degreem-sequence introduced in Section 2:
{an} = {111101011001000},
the family of generalized self-shrinking sequences B(a) are solutions of the equation:
(E ⊕ 1)p bn = 0, p = 23, (17)
whose general form is:
bn =
n
0

A0 ⊕
n
1

A1 ⊕ · · · ⊕
n
7

A7, n ≥ 0. (18)
Different choices of the 8-tuple (A0, A1, . . . , A7) can be considered:
(1) For Ai = 0 ∀i, the solution sequence {bn} = {0} is the identically null sequence that corresponds to the generalized
self-shrinking sequence:
G = (0000), {b(G)} = 00000000 · · · .
(2) For A0 ≠ 0, Ai = 0 ∀i > 0, the solution sequence {bn} = {1111 · · ·} is the identically 1 sequence that corresponds to
the generalized self-shrinking sequence:
G = (1000), {b(G)} = 11111111 · · · .
A sequence with period T0 = 1 and LC0 = 1.
(3) For A1 ≠ 0, Ai = 0 ∀i > 1, there is a unique solution sequence {bn}with period T1 = 2 and LC1 = 2.
The pair (A0 = 0, A1 = 1) generates {bn} = {01 · · ·} that corresponds to the generalized self-shrinking sequence:
G = (0111), {b(G)} = 01010101 · · · .
The pair (A0 = 1, A1 = 1) generates {bn} = {10 · · ·} that corresponds to the generalized self-shrinking sequence:
G = (1111), {b(G)} = 10101010 · · · .
They are the two shifted versions of the same sequence.
(4) For A2 ≠ 0, Ai = 0 ∀i > 2, there is a unique and balanced solution sequence {bn}with period T2 = 4 and LC2 = 3.
For example, the 3-tuple (A0 = 0, A1 = 0, A2 = 1) generates {bn} = {0011 · · ·}. Other 3-tuples with A2 = 1 give rise
to shifted versions of the same sequence.
In this case, there is no generalized self-shrinking sequence with such characteristics.
(5) For A3 ≠ 0, Ai = 0 ∀i > 3, there are two non-balanced different sequences with period T3 = 4 and LC3 = 4.
For example, the 4-tuple (A0 = 0, A1 = 1, A2 = 1, A3 = 1) generates {bn} = {0111 · · ·} with three 1’s, while the
4-tuple (A0 = 0, A1 = 0, A2 = 0, A3 = 1) generates {bn} = {0001 · · ·}with only one 1. Other 4-tuples with A3 = 1 give
rise to shifted versions of both sequences.
In this case, there is no generalized self-shrinking sequence with such characteristics.
(6) For A4 ≠ 0, Ai = 0 ∀i > 4, there are two balanced different sequences with period T4 = 8 and LC4 = 5.
For example, the 5-tuple (A0 = 0, A1 = 0, A2 = 1, A3 = 0, A4 = 1) generates {bn} = {00111100 · · ·} that
corresponds to the generalized self-shrinking sequence:
G = (0010), {b(G)} = 00111100 · · · .
Moreover, a shifted version of this sequence {bn} = {11000011 · · ·} for the 5-tuple (1,0,1,0,1) corresponds to the
generalized self-shrinking sequence:
G = (1010), {b(G)} = 11000011 · · · .
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The 5-tuple (A0 = 0, A1 = 1, A2 = 1, A3 = 0, A4 = 1) generates {bn} = {01101001} that corresponds to the
generalized self-shrinking sequence:
G = (0101), {b(G)} = 01101001 · · · .
Moreover, a shifted version of this sequence {bn} = {10010110 · · ·} for the 5-tuple (1,1,1,0,1) corresponds to the
generalized self-shrinking sequence:
G = (1101), {b(G)} = 10010110 · · · .
The last two sequences are shifted versions of the self-shrinking sequence associated with {an}.
(7) For A5 ≠ 0, Ai = 0 ∀i > 5, there are four not all balanced different sequences with period T5 = 8 and LC5 = 6.
For example, the 6-tuple (A0 = 0, A1 = 1, A2 = 1, A3 = 1, A4 = 0, A5 = 1) generates {bn} = {01110010 · · ·} that
corresponds to the generalized self-shrinking sequence:
G = (0100), {b(G)} = 01110010 · · · .
Moreover, shifted versions of this sequence correspond to the generalized self-shrinking sequences:
G = (0110), {b(G)} = 01001110 · · · ,
G = (1001), {b(G)} = 11100100 · · · ,
G = (0011), {b(G)} = 00100111 · · · ,
for the 6-tuples (0,1,0,1,1,1), (1,0,0,1,1,1), (0,0,1,1,0,1), respectively.
The 6-tuple (A0 = 1, A1 = 1, A2 = 1, A3 = 1, A4 = 0, A5 = 1) generates {bn} = {10001101 · · ·} that corresponds to
the generalized self-shrinking sequence:
G = (1100), {b(G)} = 10001101 · · · .
Moreover, shifted versions of this sequence correspond to the generalized self-shrinking sequences:
G = (1110), {b(G)} = 10110001 · · · ,
G = (0001), {b(G)} = 00011011 · · · ,
G = (1011), {b(G)} = 11011000 · · · ,
for the 6-tuples (1,1,0,1,1,1), (0,0,0,1,1,1), (1,0,1,1,0,1), respectively.
Two other non-balanced solution sequences {bn} = {00000101 · · ·} and {bn} = {11111010 · · ·} exist. They do not
correspond to any generalized self-shrinking sequences although they satisfy the same cryptographic characteristics as
far as period and linear complexity are concerned.
(8) For A6 ≠ 0 and A7 = 0, there are eight not all balanced different sequences with period T4 = 8 and LC6 = 7. None of
them corresponds to generalized self-shrinking sequences.
There are four balanced solution sequences {bn} = {01010110 · · ·}, {bn} = {10101001 · · ·}, {bn} = {01011100 · · ·}
and {bn} = {10100011 · · ·} with the same period, the same autocorrelation values and greater linear complexity than
that of the generalized self-shrinking sequences described in choices (6) and (7).
In addition, there are four other unbalanced solution sequences {bn} = {00000011 · · ·}, {bn} = {11111100 · · ·},
{bn} = {00010010 · · ·} and {bn} = {11101101 · · ·} with the same period and linear complexity than the previous
sequences but with bad digit distribution.
(9) For A7 ≠ 0, there are sixteen different and unbalanced solution sequences with period T7 = 8 and LC7 = 8. None
of them corresponds to generalized self- shrinking sequences. Nevertheless, it must be noticed that any generalized
self-shrinking sequence in choices (6) and (7) becomes a solution sequence of this class just by complementing
the last digit, as the primary sequence corresponding to A7 = 1 is 00000001. For example, the sequence {bn} =
{00111101 · · ·} corresponds to the one-bit complementation of G = (0010), {b(G)} = 00111100 or the sequence
{bn} = {01101000 · · ·} corresponds to the one-bit complementation of G = (0101), {b(G)} = 01101001 both described
in choice (6). The same applies for the generalized self-shrinking sequences in choice (7).
Thus, remark that the complementation of the last bit of generalized self-shrinking sequences with period 2L−1 means that
the resulting sequence includes the primary sequence
 n
2L−1−1

. This implies that the obtained sequence has period T = 2L−1,
maximum linear complexity LC = 2L−1 and quasi-balance as the difference between the number of 1’s and 0’s is just 1. For
a cryptographic range L = 128, this difference is negligible. In brief, the selection of coefficients Ai allows one to control
period, linear complexity and balance of the solution sequences.
6. Algorithm
An efficient algorithm for determining the period and linear complexity of any binary sequence produced with a
generalized self-shrinking generator is now described. The mathematical background of the proposal was introduced in
the previous sections.
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Algorithm 1 Primary Sequence Generation
01: procedure Primary (. . . )
02: if num1=num2 or num1=1 then out=1;
03: else
04: if num1>num2 then out=0;
05: else
06: if num2>2*halfperiod then
07: c2=(num2-1) mod (2*halfperiod)+1;
08: Primary(num1,c2);
09: else
10: if (num1<>2) then
11: c1=num1-halfperiod;
12: c2=num2-halfperiod;
13: Primary(c1,c2);
14: end procedure
Algorithm 1 finds recursively the primary sequences that are the components of any given generalized self-shrinking
sequence through a bit by bit analysis of the input sequence. In such an algorithm, the variable halfperiod takes the value of
half the period of the corresponding primary sequence.
The iterative Algorithm 2 computes the discrepancy between the actual bit of the sequence bn and the corresponding bit
Sn of the sum sequence obtained with the primary sequences synthesized with Algorithm 1 till then. If there is discrepancy,
then it calls Algorithm 1. In this way, Algorithm 2 takes as input a generalized self-shrinking sequence of length lseq, calls
Algorithm 1 when it is necessary to synthesize those primary sequences required for making up the input sequence, and
produces as output such primary sequences.
Algorithm 2 Primary Sequence Composition
01: function Composition (. . . )
02: for i=1 to lseq do
03: if seq[i]<>Sum[i] then
04: for j=i to lseq do
05: Primary(i,j);
06: Subseq[i][j]=out;
07: Sum[j]=(Sum[j]+Subseq[i][j])mod 2;
08: end function
A rough asymptotic analysis of Algorithm2 shows the following. Since each iteration of the inner for loop takes a constant
amount of time, and there are lseq iterations of the outer for loop and lseq− i+ 1 iterations of the inner for loop, the total
run time can be expressed by the sum of terms of an arithmetic progression, lseq(lseq + 1)/2, plus lower order terms.
Disregarding lower order terms, we can conclude that the algorithm is efficient as its run time is O(lseq2).
Compared with the Berlekamp–Massey algorithm [18], it is a well known fact that the Berlekamp–Massey algorithm
must store 2 · LC bits of the generalized sequence, while the proposed algorithm allows one to compute period and
linear complexity with less amount of input sequence. In fact, when the primary sequence corresponding to the binomial
coefficient
 n
i

with i ≥ 2L−2 is achieved, then the period of the sequence is guaranteed to be T = 2L−1 and the linear
complexity satisfies the inequality
2L−2 + 1 ≤ LC ≤ 2L−1. (19)
In this way, although not all the bits of the generalized sequence have been processed a lower bound on the linear
complexity is already guaranteed. Moreover, this lower bound is exponential in the length L of the LFSR.
Figs. 2 and 3 show the results obtained experimentally when the previous algorithm is applied. More precisely, they
depict the integer approximations of the average, maximal and minimal linear complexities as well as periods of all
generalized self-shrinking sequences producedwith LFSRs from L = 3 till L = 14. Recall that differentmaximal-length LFSRs
with the same number of stages L can generate generalized self-shrinking sequences with different linear complexities. The
complexity range is given by the previous Eq. (19) but the numerical results are close to the upper bound. In any case, the
average linear complexity for each L is near the period. In brief, generalized self-shrinking sequences have a linear complexity
quite close to their periods which means they have a good cryptographic quality to prevent cryptanalytic attacks.
7. Conclusion
In this work, it is shown that generalized self-shrinking sequences and, consequently, self-shrinking sequences are
particular solutions of homogeneous linear difference equations with binary coefficients. At the same time, there are other
many solution sequences not included in the previous class but with the same or even better cryptographic characteristics.
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Fig. 2. Average, maximal & minimal LCs, & periods of all GSS seq.
Fig. 3. Graphical plot of experimental results.
Moreover, the choice of the p-tuple (A0, A1, A2, . . . , Ap−1) of binary coefficients allows one:
(1) To get all the solutions of the above mentioned linear difference equations, among them there are sequences with
applications in stream ciphers.
(2) To obtain sequences with controllable period, linear complexity and balance.
It must be noticed that, although generalized self-shrinking sequences and self-shrinking sequences are generated from
LFSRs by irregular decimation, in practice they are simple solutions of linear equations. This fact establishes a subtle link
between irregular decimation and linearity that can be conveniently exploited in the cryptanalysis of such keystream
generators. As an example of application, this work proposes an efficient algorithm to synthesize the primary sequences
that compose any generalized self-shrinking sequence.
A natural extension of this article is the generalization of this procedure to many other cryptographic sequences, the so-
called interleaved sequences, as they present similar structural properties to those of the sequences obtained from irregular
decimation generators.
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