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Abstract—In this paper, we study the performance of the
IR+UIR wireless data cache invalidation approach under a
realistic system model: the quality of the wireless channel
is time-varying; and there are other downlink traffics in the
system. Our analysis and simulation results show that query
delay significantly increases as a result of broadcast error
and the additional downlink traffics experience longer delay
due to extended broadcast period. Exploiting link adapta-
tion (i.e., transmission rate is adjusted dynamically accord-
ing to channel quality), we then propose three schemes to
tackle these two problems. Our results indicate that the
proposed schemes outperform IR+UIR under a wide range
of system parameters.
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I. Introduction
The basic wireless cache invalidation strategy is the use
of invalidation reports (IRs) [1]. Server periodically broad-
casts IRs, each of which indicates those data items that
are recently updated at the source. Clients use IRs to keep
their caches consistent by discarding any obsolete data. If a
query cannot be served locally, i.e., a cache miss, the client
issues an uplink query request for the data item. The server
aggregates query requests from all its clients and broad-
casts query replies only once every IR broadcast period. In
this manner, a query reply can be shared by more than one
client via the broadcast channel. The major advantages of
this cache invalidation strategy are high scalability and en-
ergy efficiency [4]. First of all, the size of IR is independent
of the number of clients. Secondly, clients can exploit the
periodicity of server broadcast to save power in that mo-
bile devices can operate in doze mode most of the time and
only become active during server broadcast.
However, if the disconnection time of a client is longer
than a fixed period of time, the client should discard its en-
tire cache even if some of the cached data may still be valid.
This issue is addressed in [1], [7], [8], [16]. Another draw-
back common to IR-based approaches is the large query
delay involved since clients require an IR to ensure cache
consistency. The addition of updated invalidation reports
(UIRs) to the original IR-based approach (IR+UIR) [2], [3],
[4] aims to tackle this problem. In IR+UIR, server broad-
casts a number of UIRs between successive IRs. Specifi-
cally, each UIR only contains information about most re-
cently updated data since the last IR. As a result, the
This research was supported by a grant from the Hong Kong Re-
search Grants Council under project number HKU 7162/03E.
use of UIRs requires the cache is consistent up to the last
IR. Clients use UIRs to keep their cache consistent to the
source. Thus, for cache hits, there is no need to wait for
the next IR and query delay is further reduced.
Unfortunately, previous research results on wireless
cache invalidation are based on two simplifying assump-
tions: (i) the broadcast channel is error-free; (ii) there is no
other downlink traffic in the system. As such, the applica-
bility of previous approaches under a realistic environment,
where the above assumptions are usually invalid [11], is
largely unknown. Indeed, the first assumption is clearly un-
realistic as signal propagation impairments [12] (e.g., multi-
path fading due to user mobility, long term shadowing due
to terrain configurations, interferences due to other wire-
less devices, etc.), and hence, packet reception failures, are
inevitable in a practical situation. The second assmuption
is also inapplicable in real life because mobile devices are
usually used for multiple purposes at the same time (e.g.,
a mobile phone equipped with a browser may be used for
Web-surfing while having a phone conversation). In this
paper, based on mathematical analysis (see Section III)
and extensive simulations (see Section IV), we present our
study on how the IR+UIR approach performs under such
a realistic environment, in which other downlink traffic ex-
ists and a channel adaptive physical layer is incorporated (a
commonly used facility in many practical wireless systems,
such as UMTS, IEEE 802.11x WLAN, etc. [5]). Link adap-
tation is an effective strategy [6], [10] which works by dy-
namically adjusting the transmission rate through varying
the amount of forward error correction (FEC) bits included
in a packet, according to the channel quality.
First, we find that the performance of the IR+UIR al-
gorithm critically depends on the integrity of IRs. Second,
fixed-rate broadcast (i.e., the channel adaptation facility is
not used) is clearly undesirable in that it leads to either
(i) significant under-utilization of the wireless channel; or
(ii) causing severe transmission errors. Furthermore, de-
spite that IR+UIR improves query delay by minimizing
the delay in cache hits, the penalty due to cache miss is
still large. In view of these problems, we propose three
different schemes (see Section II) for enhancing the cache
invalidation strategies. Our simulation results indicate that
our proposed schemes can reduce: (i) the effect of broad-
cast error to IR+UIR; and (ii) the impact of broadcast
overhead on other downlink traffic.
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2II. Proposed Cache Invalidation Strategies
In this section, we describe our three proposed cache
invalidation strategies targeted at: (i) reducing the prob-
ability of corruption in IRs; (ii) improving the broadcast
channel utilization; (iii) reducing the average delay in other
downlink traffic, respectively.
A. System Architecture
In our system model, the base-station is connected to a
database via a wired network. Each base-station (server)
serves the users within its covered area (cell). There are
two types of users in the system, namely: voice and data. A
voice session requires rspeech Kbps. Each data user (client)
is making a file transfer session at rfile Kbps and also gen-
erating a stream of exponentially distributed read-only re-
quests with mean arrival time Tq. The database is divided
into hot and cold sets. Updates to each data item follow an
exponential distribution with mean arrival time Tu, from
which hot items have an update probability of pu. We as-
sume that each server has a consistent view on the common
database and broadcasts the same set of IRs and UIRs.
Thus, it suffices to maintain cache consistency among all
clients within one cell. As in most previous works [4], [7],
[13], [15], we adopt the latest value consistency model, i.e.,
the most recent value of a data item is used to serve a query.
Apart from the server and clients, in our approach another
entity is introduced: the broadcast scheduler, which deter-
mines, from the set of available transmission modes with
different levels of error protection (see [9], [14]), the trans-
mission rate for the broadcast traffic (see Section II-C).
B. Proposed Scheme 1: Reducing the Probability of Cor-
ruption in IR
Server broadcasts invalidation reports (IRs) every L sec-
onds. Each IR contains the current timestamp (Ti) and a
list of (dx, tx) pairs, where dx is the id of a data item and tx
is the timestamp at which the data item is last updated. To
support long disconnection period, data items that are up-
dated in the past ωL seconds are included in each IR, i.e.,
tx > (Ti−ωL), where ω is the broadcast window size. The
server also broadcasts (m−1) updated invalidation reports
(UIRs) between successive IRs, where (m − 1) is the UIR
replicate times. Each UIR indicates those data items that
are updated since the last IR. Clients make use of IRs and
UIRs to keep their caches consistent by discarding obsolete
data such that some queries can be served locally. How-
ever, the use of UIRs requires the cache is consistent up to
the last IR. If a client misses the last IR, subsequent UIRs
before the next IR cannot be used. Thus, the effectiveness
of UIRs depends on the integrity of each IR.
Depending on the update arrival rate to the database,
an IR may include a large number of id-timestamp pairs.
It is crucial to ensure that clients can successfully receive
an IR. However, broadcasting the entire IR at once over
the error-prone wireless channel is inefficient due to the
fact that such a long transmission is highly vulnerable to
channel errors, especially for those clients with particularly
unfavorable channel conditions (e.g., with a high mobility
or situates in a poor terrain). Since there may be a large
number of clients listening to the same IR in the broad-
cast channel, it is impractical for the server to retransmit
an IR to completely avoid corruption. Instead, to reduce
the chance of corruption, an original IR is divided into
ω segments, IRj for j = 1 to ω. Each IR segment then
contains only id-timestamp pairs in a represented broad-
cast period, i.e., (dx,tx) is included in IRj if and only if
(Ti − jL) ≤ tx < (Ti − (j − 1)L), for j = 1 to ω. The
packet overhead increases from one to ω. However, if an
id-timestamp pair is included in the original IR, it appears
in one and only one IR segment. The total number of id-
timestamp pairs in the ω segments remains the same as
that in the original IR.
Algorithm 1 IR Partitioning
1: INPUT: D (the set of data items); dx (id of a data
item); tx (last update timestamp); L (broadcast inter-
val); ω (broadcast window); Ti (the current broadcast
time);
2: OUTPUT: IRj (the jth IR segment);
3:
4: for j = 1 to ω do
5: IRj = {〈dx, tx〉|(dx ∈ D)∧ (Ti − jL < tx ≤ Ti − (j −
1)L)};
6: Broadcast IRj ;
7: end for
Algorithm 2 IR Reconstruction
1: INPUT: L, ω, Ti; Tlast (timestamp of the last correct
IR); IRlast (last correct IR);
2: OUTPUT: IR′ (IR at Ti);
3:
4: j =min { ω, Ti−TlastL } (since there are only ω segments)
5: if all the latest j segments at Ti are uncorrupted then
6: IR′ = Reconstruct(IRlast,all the latest j segments);
7: Tlast = Ti;
8: Normal operation using IR′;
9: else
10: Wait for the next IR at Ti + L;
11: end if
12:
13: Function Reconstruct(IRlast, all the latest j segments)
14: IR′ = ∅;
15: for each (dx, tx) in the latest j segments do
16: IR′ = IR′ ∪ (dx, tx);
17: end for
18: for each (dx, tx) in IRlast do
19: if (dx, tx) /∈ IR′ then
20: IR′ = IR′ ∪ (dx, tx);
21: end if
22: end for;
23: Return IR′;
Algorithm 1 formalizes how the server constructs and
broadcasts the IR segments. If a client’s cache is consis-
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3tent up to Ti−1 (using IR at Ti−1), the client is required to
retrieve only the latest segment at Ti, i.e., IR1. The com-
plete IR at Ti can be reconstructed locally using IR1 at Ti
and IR at Ti−1. Similarly, if a client misses both the IRs
at Ti−2 and Ti−1, then IR at Ti−3 and the latest two IR
segments at Ti are required for local reconstruction. Algo-
rithm 2 formalizes how the local reconstruction process is
performed at the client.
C. Proposed Scheme 2: Improving Channel Utilization
To improve the success probability of broadcast traffic,
the optimal transmission rate should depend on (i) the cur-
rent channel status of all clients, and (ii) the importance of
the information being delivered. This idea is illustrated as
follows: deliver more important information using a low-
rate (i.e., higher level of error protection), to improve the
success probability; deliver less important information us-
ing a high-rate (i.e., lower level of error protection), to
better utilize the wireless channel.
For active clients, the latest IR segments (e.g., IR1, IR2,
IR3), UIRs and query replies are necessary for correct op-
erations: maintain cache consistency and serve queries.
Thus, they are more appropriate for low-rate broadcast
to provide better protection against transmission errors.
The other IR segments, which contain old cache invalida-
tion information, are only necessary for some clients that
have been disconnected for some period of time (< ωL).
As such, these old segments are more suitable for high-rate
broadcast to better utilize the channel. However, low-rate
and high-rate broadcasts are not fixed. What transmission
rates are suitable for low-rate and high-rate broadcast is a
function of the channel conditions of all clients. A broad-
cast scheduler is introduced at the server side to determine
the optimal transmission rates for different broadcast traf-
fic. The broadcast scheduler collects the channel status in-
formation (CSI) from all clients with the aid of the polling
subframe in the downlink and pilot subframe in the up-
link. As discussed above, it is not good to use either an
aggressive (i.e., high rate) or a conservative (i.e., low rate)
broadcast strategy. Thus, the average data rate, computed
based on all CSIs, is used to indicate the aggregate chan-
nel conditions of all clients. The average rate is used to
determine the transmission mode in broadcasting the more
important information. From simulation results, it is ob-
served that the latest three IR segments are more impor-
tant to mitigate the effect of transmission errors. The less
important one is then transmitted with one higher mode
(see [9], [14]). The algorithm at the broadcast scheduler is
outlined in Algorithm 3.
D. Proposed Scheme 3: Reducing the Average Delay in
Other Downlink Traffic
Depending on the client size and the query generation
rate of each client, there may be a long list of query replies
following each IR. As discussed in Section II-B, the size
of each IR can be very large in order to support long dis-
connection period. These two factors cause the broadcast
traffic to occupy the channel for a long time. As a result,
Algorithm 3 Broadcast Scheduling
1: INPUT: CSIi (the instantaneous channel state infor-
mation of client i); CSImean (the nominal CSI based
on average rate);
2: OUTPUT: Mbasic (basic broadcast mode for better
protection); Menhanced (enhanced broadcast mode for
higher transmission rate);
3:
4: for each downlink frame do
5: Calculate CSImean from all CSIi;
6: Mbasic = using CSImean, lookup the corresponding
transmission mode from the set of available adaptive
error protection levels.
7: Menhanced = min {5, Mbasic + 1}; (since the highest
mode is 5)
8: if the current information slot carries data for (i)
the latest 3 IR fragments (IR1, IR2 and IR3) or (ii)
UIRs or (iii) query replies then
9: Use Mbasic to broadcast;
10: end if
11: if the current timeslot carries data for the remaining
old IR fragments (IR4 to IRω) then
12: Use Menhanced to broadcast;
13: end if
14: end for
other downlink traffic would experience a large delay. The
severity of the large delay depends on the nature of other
downlink traffic. For elastic traffic, there is little harm suf-
fering from slightly larger delay. However, large delay is
unacceptable for delay sensitive traffic such as real-time
voice or video. To reduce the adverse effect of broadcast
on other downlink traffic and the query delay experienced
by all clients, the server is to broadcast query replies af-
ter both IRs and UIRs instead of just IRs. This would
shorten the longest broadcast time, which reduces the av-
erage waiting time of other downlink traffic spent at the
server. The proposed scheme can also improve the query
delay by reducing the penalty due to cache miss.
After receiving an UIR and invalidating any obsolete
data items, the client notices that a query cannot be served
locally, i.e., cache miss. The client then issues an uplink
query request to the server at Tq. In the IR+UIR scheme,
the query reply is scheduled to be broadcast after the next
IR at Ti. Equivalently, the expected query delay due to
cache miss is half the IR broadcast period, i.e., L2 sec-
onds. In our proposed scheme, however, the expected delay
for a cache miss is the same as that for a cache hit, i.e.,
L
2m seconds. The tradeoff is the decrease in aggregate ef-
fect due to the shorter broadcast cycle. A broadcast data
item is cached by all clients. When a query for the data
item arrives at a later time, depending on the status of
the cache, clients will have different actions. This leads
to two conflicting effects: If the cached copy is still valid,
the query can be served locally and the client can conserve
battery power in uplink transmission; otherwise, an uplink
request will be issued and the resources expended in pre-
Proceedings of the 7th International Symposium on Parallel Architectures, Algorithms and Networks (ISPAN’04) 
1087-4089/04 $ 20.00 © 2004 IEEE 
4vious broadcast of the data item are wasted. Which effect
outweighs the other depends on the update arrival rate,
query distribution in the database, and also the cache size
of each client. Our simulation results in Section IV suggest
that our proposed scheme achieves an overall performance
improvement in different settings.
III. Performance Analysis
In this section, we present a mathematical analysis of the
efficacy of the three proposed schemes. For the complete
analysis, please refer to the detailed report [14]. Table I
lists the notation used throughout the analysis.
TABLE I
Definitions of notation.
Notation Definition
Dh number of data items in the hot data set
Dc number of data items in the cold data set
rh uplink request arrival rate of a hot data item
rc uplink request arrival rate of a cold data item
µh update arrival rate of a hot data item
µc update arrival rate of a cold data item
N total number of clients
L broadcast interval
ω broadcast window
m− 1 UIR replicate times
Sdata data item size
x packet overhead
Uid unique number size
CSIi current channel state information of client i
q transmission mode (= 0, 1, . . . , 5)
b(q) number of bits in an information slot
Pe bit error rate (a function of CSI and q)
Proposed Scheme 1: Reducing the Probability of Corruption
in IR
Dividing IR into segments increases the broadcast over-
head. However, this can reduce the effect of transmission
error. It can be shown that the expected size of different
cache invalidation components is given as follows:
SIR = Expected size of an IR
= 2Uid
{
Dh[1− e−µhωL] + Dc[1− e−µcωL]
}
+x (1)
SUIR = Expected size of all (m− 1) UIRs
= 2Uid
m−1∑
i=1
{
Dh[1− e−µh iLm ] + Dc[1− e−µc iLm ]
}
+(m− 1)x (2)
SIR Seg = Expected size of all ω IR segments
= 2Uid
{
Dh[1− e−µhωL] + Dc[1− e−µcωL]
}
+ωx (3)
SLast Seg = Expected size of the last IR segment
= 2Uid
{
Dh[1− e−µhL] + Dc[1− e−µcL]
}
+x (4)
Hence, the broadcast overheads are (SIR + SUIR) and
(SIR Seg+SUIR) for IR+UIR and the proposed scheme, re-
spectively. We use increase in broadcast overhead to quan-
tify the cost of the proposed scheme:
Increase in broadcast overhead =
SIR Seg + SUIR
SIR + SUIR
(5)
For the effect of transmission error, we assume that there
is no forward error correction (FEC) technique employed,
which represents the worst case scenario. In IR+UIR, each
client requires to receive a complete IR. In the proposed ap-
proach, if a client correctly receives an IR, only the last IR
segment in the next broadcast period is needed. We define
the increase in number of clients that can use subsequent
UIRs as the performance improvement factor:
Performance improvement factor
=
N∑
i=1
{
[1− Pe(CSIi, q)]SLast Seg
−[1− Pe(CSIi, q)]SIR
}
(6)
The performance data for proposed scheme 1 is shown
in Figure 1(a). There are 50 clients in the system and the
server is using transmission mode 0. It is observed that
with moderate update arrival time (50–500s), the scheme
shows the greatest improvement with only slightly increase
in broadcast overhead.
Proposed Scheme 2: Improving Channel Utilization
Consider an information slot of size b bits, where b is a
function of the transmission mode, q. The average number
of bits received by each client is used as the performance
metric:
Average number of bits received by each client
=
b(q)
N
N∑
i=1
[1− Pe(CSIi, q)]b(q) (7)
The question is to determine q such that Equation (7)
is maximized. From the above expression, it is observed
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5that the optimal value of q should be dependent of the
CSI values of different clients. To reduce the complexity
at the server, we adaptively choose q in different channel
conditions such that:
qadapt =
1
N
N∑
i=1
CSIi (8)
Figure 1(b) shows the performance curves for the differ-
ent fixed rate broadcast schemes and the proposed adaptive
scheme. It is observed that the more conservative schemes
(mode 0 and mode 1) are more preferable in a poor channel.
On the other hand, the more aggressive ones offer higher
throughputs when the channel is good. However, there is
no fixed rate broadcast scheme that performs well across
different settings. The proposed approach takes advantage
of the good channel quality by increasing the broadcast
rate but provides better protection to transmission errors
when the channel deteriorates. Thus, it is more suitable in
a time-varying channel than any of the fixed rate broadcast
schemes, as illustrated in Figure 1(b).
Proposed Scheme 3: Reducing the Average Delay in Other
Downlink Traffic
Query replies broadcast by the server increase the queue-
ing delay in other downlink traffic. For IR+UIR, query
replies are broadcast every IR broadcast interval, L; while,
for UIR-Reply, server broadcasts query replies every UIR
interval, i.e., Lm seconds. Thus, we have,
H1 = Expected number of IR+UIR query replies
= (SData + x)× {Dh[1− e−rhNL]
+Dc[1− e−rcNL]} (9)
H2 = Expected number of UIR-Reply query replies
= (SData + x)× {Dh[1− e−
rhNL
m ]
+Dc[1− e−
rcNL
m ]} (10)
To have a fair comparison, we compare the expected size
of query replies over a broadcast interval, i.e., L seconds.
In IR+UIR, the expected size is H1 while, in UIR-Reply,
it is m × H2. From Equations (9) and (10), the ratio of
the broadcast traffic in the proposed scheme to IR+UIR is
used to quantify the cost of the proposed scheme:
Broadcast traffic ratio = m× H2
H1
(11)
When the server is performing broadcast, packets from
other downlink traffic are queued for later transmission.
The performance gain by the proposed scheme is defined
as the queueing delay ratio, which is shown to be:
Queueing delay ratio ≈
(H1
H2
)2
(12)
The performance data for proposed scheme 3 is shown
in Figure 1(c). There are 50 clients in the system and the
server is using transmission mode 0. The cache hit ratio
is assumed to be 0.8. When queries to the database are
very rare (Tq = 10000s), the scheme incurs a significant in-
crease in broadcast traffic. Except to this extreme case, the
improvement in queueing delay seems justify the increased
broadcast traffic.
 0
 5
 10
 15
 20
 25
 1  10  100
Pe
rfo
rm
an
ce
 im
pr
ov
em
en
t f
ac
to
r
Percentage increase in broadcast traffic
(a) Divide-IR: Tu = 10, 50, 100, 500, 1000, 5000,
10000 (left to right).
 0
 100
 200
 300
 400
 500
 12  18  24  30  36  42  48  54Ex
pe
ct
ed
 n
o.
 o
f b
its
 re
ce
ive
d 
by
 e
ac
h 
cli
en
t
Channel quality (mean CSI in dB)
mode 0
mode 1
mode 2
mode 3
mode 4
mode 5
adaptive
(b) Adaptive: Fixed-rate transmission schemes vs.
proposed adaptive transmission scheme.
 0
 2
 4
 6
 8
 10
 12
 14
 1  1.5  2  2.5  3  3.5  4  4.5  5
Qu
eu
ein
g 
De
lay
 ra
tio
Broadcast traffic ratio
(c) UIR-Reply: Tq = 10, 50, 100, 500, 1000, 5000,
10000 (left to right).
Fig. 1. Performance data for the three proposed cache invalidation
schemes.
IV. Simulation Results
We have also done extensive simulations to compare the
performance of various approaches under a wide range of
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6parameters. However, due to space limiations, we can only
present a small set of results here. For the complete set of
results, the reader is referred to [14]. The effect of mean
query generation time is shown in Figure 2. As can be
seen, the channel quality, as well as the broadcast scheme,
significantly affects the query delay. Furthermore, the im-
provement by UIR-Reply is more significant in conservative
broadcast. This confirms that delay in other downlink traf-
fic is mainly due to the long broadcast time of IRs and data
replies. In summary, our proposed schemes perform bet-
ter than the original IR+UIR by alleviating the effect of
transmission errors to the broadcast traffic and the impact
of broadcast traffic on other downlink traffic in the system.
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Fig. 2. Effect of mean query generation time (number of clients =
50; Tu = 100s).
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