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Os codificadores de a´udio mais sofisticados incorporam princ´ıpios de mascaramento audi-
tivo, objetivando uma boa compressa˜o do sinal e ao mesmo tempo buscando preservar a
qualidade do mesmo. Esta dissertac¸a˜o revisa conceitos sobre a codificac¸a˜o de a´udio e fala
e apresenta crite´rios baseados na percepc¸a˜o auditiva, onde sa˜o apresentados os princ´ıpios
mais importantes de mascaramento auditivo e alguns dos principais modelos perceptuais.
Uma melhoria do codificador de fala G.722.1 e´ proposta pela inclusa˜o de um modelo
perceptual, baseada na alterac¸a˜o do nu´mero de bits alocado para cada regia˜o do codifi-
cador. Essa alterac¸a˜o e´ realizada em uma etapa denominada re-categorizac¸a˜o, na qual a
alocac¸a˜o de bits e´ modificada atrave´s de crite´rios perceptuais.
A validac¸a˜o da modificac¸a˜o proposta e´ feita de forma subjetiva, onde se observou uma
melhora da qualidade perceptual, principalmente para sinais de a´udio mais complexos do
que sinais de fala como, por exemplo, o de um coral com homens e mulheres.
Os crite´rios perceptuais utilizados para o processo de re-categorizac¸a˜o foram tambe´m
utilizados na avaliac¸a˜o da etapa de categorizac¸a˜o no codificador original, onde se observou
uma utilizac¸a˜o sistema´tica na etapa de categorizac¸a˜o de mais bits para as regio˜es de baixa




The most sophisticated audio coders incorporate auditory masking principles in order
to explore signal components relevance. The current work presents audio and speech-
coding concepts when considering auditory perception based criteria. Among others, the
most important auditory masking principles and some of the main perceptual models are
presented.
In order to change the number of bits allocated to code each coder’s region, a change
on the G.722.1 speech coder is proposed. This change is performed by the inclusion of
a new step called re-categorization, in which the allocation of bits is modified through
perceptual criteria.
A subjective evaluation was performed and an improvement on the perceptual quality
was observed, mainly for more complex audio signals than speech signals as, for example,
a choir composed of men and women.
The perceptual criteria used for the re-categorization process was also used to eval-
uate the categorization step. As a result, it was observed, on the categorization step, a
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1.1 Motivac¸o˜es da Dissertac¸a˜o
Nas u´ltimas de´cadas, tem-se observado um enorme avanc¸o nos sistemas de comunicac¸a˜o
digital. Comunicac¸a˜o via sate´lite, telefonia celular, Internet de banda larga, comunicac¸a˜o
via fibra o´tica, etc., ja´ sa˜o uma realidade no cotidiano de muitas pessoas. Apesar de todo
esse desenvolvimento e do barateamento dos dispositivos de armazenamento, ainda assim
observa-se muitas pesquisas por melhores algoritmos e te´cnicas de compressa˜o de a´udio.
A compressa˜o de sinais de a´udio tem sido alcanc¸ada pela reduc¸a˜o da redundaˆncia
inerente a esses sinais. Nos u´ltimos anos, novos algoritmos teˆm sido propostos, com o
objetivo de na˜o somente explorar as caracter´ısticas do sinal de a´udio, mas tambe´m fazer
uso de fatores relativos a` percepc¸a˜o humana, a fim de obter-se uma compressa˜o ainda
melhor do sinal, mantendo praticamente a mesma qualidade, se considerada a perspectiva
do ouvinte. Esses novos algoritmos utilizam uma te´cnica conhecida como codificac¸a˜o
perceptual, a qual visa a aumentar a relevaˆncia dos sinais codificados em uma dada taxa
de bits.
Muitos desses algoritmos foram padronizadas e obtiveram um n´ıvel tal de popularidade
que ate´ chegaram a fazer parte do vocabula´rio de grande parte da populac¸a˜o. Esse e´ o caso
do MP3 [8], um formato de compressa˜o de a´udio largamente difundido entre os usua´rios
da Internet.
Baseado na evoluc¸a˜o ocorrida na a´rea de codificac¸a˜o perceptual de a´udio, esta dis-
sertac¸a˜o tem por objetivo propor uma modificac¸a˜o no padra˜o de codificac¸a˜o de fala
G.722.1 [12], para que este utilize um modelo perceptual, com a intenc¸a˜o de ser alcanc¸ada
1
2 Cap´ıtulo 1. Introduc¸a˜o
uma melhor qualidade perceptual para uma mesma taxa de bits, ou mesmo, uma quali-
dade perceptual equivalente para uma menor taxa de bits.
1.2 Organizac¸a˜o da Dissertac¸a˜o
No Cap´ıtulo 2, e´ apresentada uma visa˜o geral das te´cnicas de codificac¸a˜o de a´udio e de fala
mais utilizadas nos codificadores modernos. Nesse cap´ıtulo sa˜o apresentados os princ´ıpios
de cada te´cnica, seus pontos fortes e fracos, e seus principais nichos de aplicac¸a˜o. Na˜o
existe uma te´cnica que seja a melhor em todos os aspectos.
No Cap´ıtulo 3, sa˜o vistos o sistema auditivo humano e os princ´ıpios de mascaramento
auditivo. Dentre estes u´ltimos, o mais percept´ıvel e´ o que ocorre quando um som mais
forte impossibilita-nos de perceber um som mais fraco. A explorac¸a˜o deste e dos demais
princ´ıpios de mascaramento possibilitou uma grande evoluc¸a˜o na qualidade dos codifi-
cadores de a´udio atuais.
Os modelos de mascaramento mais comuns sa˜o estudados no Cap´ıtulo 4. Inicia-se
com o modelo de Johnston[15], que foi um dos primeiros modelos a ser apresentado na
literatura. Em seguida, e´ visto em detalhe o modelo perceptual 1 do padra˜o MPEG-1 e,
para terminar o cap´ıtulo, um panorama geral do modelo utilizado no AAC[9]. O conceito
de entropia perceptual proposto por Johnston[14] tambe´m sera´ visto nesse cap´ıtulo.
O Cap´ıtulo 5 trata do codificador de fala G.722.1 [12] e de suas etapas de codificac¸a˜o,
principalmente da etapa de categorizac¸a˜o.
O Cap´ıtulo 6 traz uma proposta de alterac¸a˜o nesse codificador objetivando fazer uso
de um modelo perceptual. Os resultados dessa alterac¸a˜o sa˜o apresentado e analisados no
Cap´ıtulo 7.
As concluso˜es deste trabalho sa˜o discutidas no Cap´ıtulo 8, juntamente com as opor-
tunidades para futuras a´reas de pesquisa.
Cap´ıtulo 2
Te´cnicas de codificac¸a˜o
2.1 Classificac¸a˜o dos Algoritmos de Codificac¸a˜o
A maioria dos codificadores de a´udio e v´ıdeo possui va´rias etapas de codificac¸a˜o nas quais
seus sinais de a´udio ou v´ıdeo sa˜o processados. Em cada uma dessas etapas utiliza-se
diferentes algoritmos, os quais podem ser classificados segundo a classificac¸a˜o a seguir.
2.1.1 Codificac¸a˜o sem perdas
A codificac¸a˜o sem perdas e´ aquela em que e´ poss´ıvel reconstruir perfeitamente o sinal ori-
ginal a partir do sinal codificado. Por esta caracter´ıstica, os algoritmos que proporcionam
tal codificac¸a˜o possuem um amplo campo de utilizac¸a˜o e uma a´rea espec´ıfica de estudo,
que e´ a a´rea da teoria da informac¸a˜o.
Uma das a´reas mais importantes de utilizac¸a˜o desses algoritmos e´ a compactac¸a˜o da
informac¸a˜o. A compactac¸a˜o consiste na codificac¸a˜o da informac¸a˜o de maneira que a
quantidade de bits necessa´ria para representar a informac¸a˜o codificada seja menor do que
a original. A a´rea de algoritmos de compactac¸a˜o e´ de grande importaˆncia no estudo de
codificadores de a´udio e fala, pois estes algoritmos sa˜o parte integrante da grande maioria
dos codificadores. Os algoritmos de compactac¸a˜o mais utilizados nos codificadores de
a´udio e fala sa˜o: Huffman [6], Lempel-Ziv [36] e aritme´ticos [35] . No caso do codificador
de fala G.722.1 [12], que sera´ descrito em mais detalhes no Cap´ıtulo 5, e´ utilizado o
algoritmo de co´digos de Huffman.
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2.1.2 Codificac¸a˜o com perdas
A codificac¸a˜o com perdas e´ aquela em que na˜o e´ poss´ıvel reconstruir perfeitamente o sinal
original a partir do sinal codificado. Muitos codificadores de a´udio e de v´ıdeo utilizam
algoritmos que promovem perdas de parte da informac¸a˜o. Esse fato acontece devido a
requisitos de sistema, como taxa de transmissa˜o ou capacidade de processamento.
2.1.3 Codificac¸a˜o transparente
Apesar da existeˆncia de perdas de qualidade durante a digitalizac¸a˜o, para um determinado
nu´mero de bits por amostra e uma determinada taxa de amostragem, o sinal reconstru´ıdo
e o sinal original podem ser considerados equivalentes pelo ouvinte. Isto da´-se devido a`
limitac¸o˜es do sistema auditivo humano em perceber pequenas variac¸o˜es no sinal.
A codificac¸a˜o transparente refere-se, portanto, a te´cnicas de codificac¸a˜o com perdas.
Com relac¸a˜o a` a´rea de codificac¸a˜o de a´udio e fala, tal codificac¸a˜o transparente e´ alcanc¸ada
quando o sinal original e o sinal reconstru´ıdo com base no sinal codificado sa˜o considerados
equivalentes para um grande nu´mero de ouvintes.
A representac¸a˜o de CD (Compact Disk), com uma taxa de amostragem de 44.1kHz
e 16 bits por amostra, e´ considerada transparente para sinais de a´udio e e´ utilizada
como refereˆncia de qualidade na avaliac¸a˜o de algoritmos de codificac¸a˜o de a´udio de alta
fidelidade. Essa e´ a origem do termo "qualidade de CD", popularmente utilizado para se
classificar algoritmos de codificac¸a˜o de a´udio.
No caso da codificac¸a˜o de fala, e´ comum utilizar a representac¸a˜o com taxa de amostra-
gem de 16kHz e 16 bits por amostra como a refereˆncia de alta fidelidade.
2.2 Te´cnicas de codificac¸a˜o de a´udio
As caracter´ısticas mais importantes a serem consideradas para a ana´lise de te´cnicas ou al-
goritmos de codificac¸a˜o de a´udio/fala sa˜o: taxa do sinal codificado, ou taxa de compressa˜o
(kbits/s), n´ıvel de qualidade, complexidade computacional e tempo de atraso.
Percebe-se assim, que algumas das caracter´ısticas acima sa˜o excludentes entre si e,
consequ¨entemente, na˜o existe uma te´cnica que atenda a todas elas simultaneamente. Por
causa disso, cada te´cnica possui certas caracter´ısticas predominantes, acarretando um
nicho espec´ıfico de aplicac¸a˜o.
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2.2.1 Codificadores de forma de onda
Os codificadores de forma de onda teˆm por princ´ıpio a reconstruc¸a˜o do sinal com a forma
de onda mais pro´xima poss´ıvel da onda original. Por isso, eles podem atingir uma alta
qualidade (ou ate´ transpareˆncia) a custo de altas taxas de codificac¸a˜o. Seu principal nicho
de aplicac¸a˜o e´ a codificac¸a˜o de a´udio e de fala de alta qualidade.
Codificadores no domı´nio do tempo
Os codificadores no domı´nio do tempo processam o sinal atrave´s de suas amostras tem-
porais. O mais conhecido dos codificadores no domı´nio do tempo e´ o PCM (Pulse code
modulation). Para a codificac¸a˜o de a´udio, o PCM linear utiliza 16 bits para quantizar
cada amostra. Em algoritmos PCM logar´ıtmicos, como os descritos no padra˜o ITU G.711,
sa˜o utilizados 8 bits para a quantizac¸a˜o de cada amostra.
Outro representante relevante dos codificadores no domı´nio do tempo e´ o DPCM
(Differential Pulse Code Modulation) que, ao inve´s de quantizar as amostras temporais,
quantiza a diferenc¸a entre o sinal previsto e o original. Tal te´cnica de codificac¸a˜o assume
que sinais de a´udio sa˜o correlacionados o suficiente para que a variaˆncia da diferenc¸a
entre o sinal previsto e o original seja menor que a variaˆncia do sinal original. Atualmente
existem va´rios padro˜es da ITU baseados em uma versa˜o adaptativa (ADPCM) do DPCM
que sa˜o:
• G.721: 32kbits/s
• G.723: 24 ou 40 kbits/s
• G.726: 16, 24, 32 ou 40 kbits/s
• G.727: 16, 24, 32 ou 40 kbits/s.
Ale´m da alta qualidade, os codificadores acima possuem algoritmos de baixa complexi-
dade, o que possibilita sua implementac¸a˜o em sistemas com baixo poder de processamento.
Codificadores no domı´nio de frequ¨eˆncia
Ao contra´rio dos codificadores no domı´nio do tempo, os codificadores no domı´nio de
frequ¨eˆncia processam o sinal atrave´s de seu espectro de frequ¨eˆncia. Quando comparado
com os codificadores no domı´nio do tempo, os codificadores no domı´nio de frequ¨eˆncia
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proporcionam uma melhor qualidade ao custo de uma alta complexidade. Estes podem
ser divididos em dois grupos principais:
• Codificadores de sub-bandas: Os codificadores de sub-bandas teˆm por caracte-
r´ıstica principal a utilizac¸a˜o de um conjunto de filtros passa faixa (tambe´m conhecido
como banco de filtros), para dividir o sinal de entrada em um conjunto de sinais de
sa´ıdas, os quais sa˜o codificados independentemente. Um exemplo de um codificador
por sub-bandas e´ o G.722, o qual codifica sinais de 7kHz de faixa com taxa de
amostragem de 16kHz para a transmissa˜o em 48, 56 ou 64 kbits/s.
• Codificadores por transformada: Nos codificadores por transformada, uma
transformac¸a˜o e´ utilizada para converter blocos de amostras do sinal de entrada
em coeficientes da transformada, os quais sa˜o codificados. Alguns exemplos de
transformadas sa˜o: FFT (Fast Fourier Transform) e a MDCT (Modulated Discrete
Cosine Transform). Ao contra´rio da FFT, a MDCT possui apenas coeficientes reais,
sendo uma das transformadas mais usadas na codificac¸a˜o de a´udio. Um exemplo de
codificador por transformada e´ o codificador G.722.1 [12], o qual e´ descrito em mais
detalhes no Cap´ıtulo 5.
2.2.2 Codificadores Parame´tricos
Os codificadores parame´tricos, ou codificadores modelo-fonte, teˆm como caracter´ıstica
principal a codificac¸a˜o do sinal em paraˆmetros que caracterizam uma particular fonte
do som. Durante a reconstruc¸a˜o, esses paraˆmetros sa˜o utilizados para reconstruir um
sinal aud´ıvel de forma semelhante ao sinal codificado. E´ importante notar que a forma
de onda do sinal reconstru´ıdo na˜o e´ necessariamente semelhante a` do sinal original. Por
esse motivo, os codificadores parame´tricos atingem taxas de compressa˜o muito maiores
do que as dos codificadores por forma de onda. Entretanto, isto tem o custo de perdas
de qualidade.
Para a codificac¸a˜o parame´trica de fala, ha´ bons modelos de fonte baseados no meca-
nismo de produc¸a˜o de fala. Nesses modelos, o trato vocal e´ modelado como um filtro
que varia no tempo, o qual e´ excitado por uma sequ¨eˆncia de impulsos separados pelo
per´ıodo de vibrac¸a˜o da glote (para sons "vocais") ou por um ru´ıdo branco (para sons
na˜o "vocais"). Os codificadores parame´tricos teˆm sido amplamente utilizados quando e´
necessa´rio obter taxas baixas, ou seja, abaixo de 16kbits/s. Eles tambe´m sa˜o utilizados
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para atingir taxas muito baixas (da ordem de 2kbits/s ou menos), mas ao custo de se
obter uma qualidade sinte´tica do sinal reconstru´ıdo.
Para a codificac¸a˜o parame´trica de a´udio, uma a´rea emergente de pesquisa chamada
codificac¸a˜o estruturada (ou codificac¸a˜o orientada a objeto) tem mostrado resultados
promissores. Essa te´cnica consiste na decomposica˜o do sinal de a´udio em objetos de
a´udio que podem ser descritos atrave´s de um modelo e representados por um conjunto
de paraˆmetros. Na codificac¸a˜o estruturada de a´udio, os paraˆmetros de cada objeto sa˜o
estimados e codificados. Essa te´cnica de codificac¸a˜o parame´trica de a´udio foi utilizada no
modelo MPEG4 para codificar a´udio a taxas de 0.1 a` 10kbits/s [29].
Atualmente, um dos codificadores parame´tricos mais usados para a codificac¸a˜o de
fala e´ o ACELP (Algebric Code-Excited Linear Prediction), o qual tem por princ´ıpio
na˜o so´ a transmissa˜o dos paraˆmetros do sinal de fala, mas tambe´m a transmissa˜o de
vetores alge´bricos que representam a excitac¸a˜o do trato vocal. Com isso, a famı´lia de
codificadores CELP conseguiu posicionar-se entre os codificadores de forma de onda e os
parame´tricos tradicionais. Para a codificac¸a˜o da fala, eles sa˜o considerados o "estado da
arte" proporcionando o melhor compromisso entre qualidade do sinal de taxa de bits para
a maioria das aplicac¸o˜es.
Muitas variac¸o˜es dos codificadores CELP teˆm sido padronizadas. Entre elas temos o
G.723.1, com taxas de 6.3 ou 5.3 kbits/s; o G.729, com taxa de 8 kbits/s e o G.728, com
taxa de 16 kbits/s.




3.1 O Sistema Auditivo Humano
O som e´ uma onda gerada pela vibrac¸a˜o de um corpo, a qual e´ propagada atrave´s de um
meio f´ısico. Normalmente, o meio f´ısico e´ o ar, e a onda sonora corresponde a` variac¸a˜o da
pressa˜o atmosfe´rica.
O sistema auditivo primeiramente converte as ondas sonoras em vibrac¸o˜es mecaˆnicas.
Em seguida, converte as vibrac¸o˜es mecaˆnicas em impulsos ele´tricos, os quais sa˜o enviados
para o ce´rebro. No ce´rebro, os impulsos ele´tricos sa˜o processados, resultando nas sensac¸o˜es
da audic¸a˜o.
Como a maioria dos sistemas do ser humano, o auditivo na˜o e´ de alta precisa˜o.
Uma ana´lise mais detalhada de sua anatomia permitira´ entender um pouco mais de suas
limitac¸o˜es, proporcionando a base para o estudo dos princ´ıpios de mascaramento auditivo.
A Figura 3.1 apresenta a anatomia do sistema auditivo, que e´ dividido em treˆs partes
conhecidas como: ouvido externo, ouvido me´dio e ouvido interno.
3.1.1 Ouvido Externo
O ouvido externo compreende a orelha e o canal externo, que termina no t´ımpano. A
orelha e´ a parte vis´ıvel do sistema auditivo e e´ responsa´vel por coletar as ondas sonoras
e direciona´-las para o canal externo do ouvido.
O canal externo do ouvido e´ um tubo com um de seus lados tampado, provocando
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Figura 3.1: Anatomia Simplificada do Ouvido. Reproduzida de [4].
a ressonaˆncia de sinais com comprimento de onda de um quarto de seu tamanho. Essa
ressonaˆncia aumenta o n´ıvel de pressa˜o sonora no t´ımpano em ate´ 15dB para frequ¨eˆncias
da ordem de 3kHz a 5kHz [7], o que melhora a sensibilidade para a audic¸a˜o dos sinais de
fala.
Uma vez que a variac¸a˜o de pressa˜o sonora chega ao t´ımpano, ela faz com que este
vibre, realizando a conversa˜o da energia sonora em energia mecaˆnica.
3.1.2 Ouvido Me´dio
O ouvido me´dio compreende o t´ımpano, os ossinhos do ouvido (martelo, bigorna e estribo)
e a janela oval[32]. Os ossinhos do ouvido sa˜o os treˆs menores ossos do corpo humano
e vibram juntamente com o t´ımpano. Essa vibrac¸a˜o amplifica o som e carrega-o para o
ouvido interno atrave´s da janela oval. A Figura 3.2 ilustra o ouvido me´dio.
O ouvido me´dio possui dois grupos de mu´sculos que teˆm por finalidade a protec¸a˜o do
ouvido externo contra danos causados por vibrac¸o˜es provenientes de ondas sonoras de alta
intensidade. Quando a onda sonora atinge um certo n´ıvel de intensidade, esses mu´sculos
entram em ac¸a˜o.
O primeiro grupo muscular contrai-se, com o objetivo de atenuar o movimento do osso
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martelo e, consequ¨entemente, atenuar a vibrac¸a˜o que passa pelo ouvido me´dio.
O segundo grupo contrai-se, com o objetivo de manter o osso estribo longe da janela
oval, visando a enfraquecer a vibrac¸a˜o que passara´ para o ouvido interno.
Figura 3.2: Ouvido Me´dio. Reproduzido de [4].
Ale´m do mecanismo de protec¸a˜o do ouvido interno, o ouvido me´dio tem as func¸o˜es de
realizar o casamento de impedaˆncia acu´stica, filtrar sons de baixa frequ¨eˆncia em ambientes
barulhentos e diminuir a sensibilidade para a pro´pria fala [32].
Ainda em relac¸a˜o ao ouvido me´dio, deve-se mencionar a trompa de Eusta´quio, a qual
se comunica com a garganta. A func¸a˜o desse canal consiste em estabelecer o equil´ıbrio da
pressa˜o em ambos os lados do t´ımpano.
3.1.3 Ouvido Interno
O ouvido interno corresponde a co´clea, labirinto e canal interno. Da co´clea sai o nervo
auditivo via canal interno, que e´ o´sseo, onde tambe´m passam o nervo facial (responsa´vel
pela movimentac¸a˜o de mu´sculos da face) e o nervo vestibular (do equil´ıbrio) [32].
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Co´clea
O o´rga˜o responsa´vel pela audic¸a˜o e´ a co´clea (tambe´m conhecido como caracol), o qual
possui forma espiralada preenchida por fluidos. A co´clea e´ responsa´vel pela conversa˜o
das vibrac¸o˜es mecaˆnicas, que chegam do ouvido me´dio, em impulsos ele´tricos. Ao longo
de seu comprimento, a co´clea e´ dividida por duas membranas: membrana vestibular e
membrana basilar. A co´clea ainda conte´m muitas outras partes, incluindo o o´rga˜o de
Corti, de fundamental importaˆncia para a audic¸a˜o. A Figura 3.3 ilustra a estrutura da
co´clea e a Figura 3.4 ilustra um corte transversal da co´clea.
Figura 3.3: Estrutura da Co´clea. Reproduzido de [4].
As vibrac¸o˜es do ouvido me´dio sa˜o passadas para o ouvido interno pelo osso estribo, o
qual se movimenta para dentro e para fora do ouvido interno atrave´s da janela oval. O
diaˆmetro da janela oval e´ de 15 a 30 vezes menor do que o do t´ımpano, o que amplifica a
pressa˜o transmitida para o ouvido interno. A variac¸a˜o de pressa˜o na co´clea, faz com que
a membrana basilar movimente-se transversalmente. Este movimento e´ detectado pelo
o´rga˜o de Corti, o qual realiza a conversa˜o de energia mecaˆnica em impulsos ele´tricos.
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As ce´lulas ciliadas do o´rga˜o de Corti sa˜o sens´ıveis a variac¸o˜es de cerca de 60dB,
enquanto o intervalo de sensibilidade da audic¸a˜o e´ da ordem de 100dB. [37]
Figura 3.4: Anatomia simplificada de um corte transversal da co´clea. Reproduzido de [4].
Membrana Basilar
A membrana basilar estende-se por todo o comprimento da co´clea. A membrana e´ mais
fina e r´ıgida o quanto mais perto da base (extremidade mais pro´xima do ouvido me´dio), e
mais grossa e menos r´ıgida na outra extremidade. Ela responde a`s variac¸o˜es de pressa˜o que
ocorrem no fluido dentro da co´clea. Sua constituic¸a˜o f´ısica afeta fortemente sua resposta
para diferentes est´ımulos.
A resposta a um est´ımulo que possui apenas um componente em frequ¨eˆncia ocorre na
forma de uma onda que se propaga sobre todo o comprimento da membrana, mas que
possui sua maior amplitude em uma regia˜o espec´ıfica. Essa regia˜o depende da frequ¨eˆncia
do est´ımulo. Para as altas frequ¨eˆncias, a amplitude ma´xima da onda ocorre pro´ximo a`
base da membrana, e para as baixas frequ¨eˆncias, a amplitude ma´xima ocorre pro´ximo a`
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outra extremidade. Portanto, a membrana basilar comporta-se como um analisador de
espectro, na qual ocorre uma associac¸a˜o posic¸a˜o-frequ¨eˆncia.
Na Figura 3.5, primeiramente e´ mostrado um gra´fico da amplitude da vibrac¸a˜o da
membrana basilar em func¸a˜o da distaˆncia da base da membrana. Neste gra´fico e´ mostrado
um sinal com dois componentes em frequ¨eˆncia - um em alta e outro em baixa. E´ impor-
tante notar que a amplitude de vibrac¸a˜o na˜o e´ sime´trica em relac¸a˜o ao seu ma´ximo. Na
sequ¨eˆncia da figura, e´ mostrada a relac¸a˜o entre a frequ¨eˆncia do sinal e a posic¸a˜o da os-
cilac¸a˜o ao longo da membrana. E por fim, pode-se observar a relac¸a˜o entre a rigidez da
membrana em func¸a˜o da distaˆncia da base.
Figura 3.5: Propriedades da Membrana basilar. Adaptada de [27].
Cada regia˜o da membrana basilar possui seu pico de oscilac¸a˜o em uma determinada
frequ¨eˆncia, que e´ denominada frequ¨eˆncia caracter´ıstica. Na Figura 3.6, observa-se a dis-
tribuic¸a˜o das frequ¨eˆncias caracter´ısticas ao longo da co´clea.
O´rga˜o de Corti
O o´rga˜o de Corti e´ responsa´vel pela conversa˜o da energia mecaˆnica dos movimentos da
membrana basilar em impulsos ele´tricos. Ele esta´ localizado sobre a membrana basilar
e conte´m cerca de 20.000 ce´lulas auditivas receptoras ciliadas, as quais esta˜o em contato
com o nervo auditivo. Quando a membrana basilar movimenta-se, ela excita os c´ılios das
ce´lulas receptoras que disparam impulsos nervosos. A Figura 3.7 ilustra a anatomia do
o´rga˜o de Corti.
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Figura 3.6: Frequ¨eˆncia caracter´ıstica ao longo da co´clea. Reproduzida de [27].
Figura 3.7: Anatomia do O´rga˜o de Corti. Reproduzida de [4].
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3.2 Percepc¸a˜o de volume do som
A percepc¸a˜o de volume do ser humano na˜o reflete o que ocorre com a pressa˜o do ar. O
sistema auditivo humano suporta variac¸o˜es de mais de 1.000.000 vezes na pressa˜o do ar da
onda sonora, mas na˜o ha´ sensac¸a˜o de um aumento ta˜o grande de volume nessa situac¸a˜o.
O ser humano e´ mais sens´ıvel a variac¸o˜es de pressa˜o da onda sonora para as baixas
presso˜es do que para as altas. E´, por exemplo, mais sens´ıvel a` variac¸a˜o de 1.000 µPa a
2.000 µPa do que a` de 20.000 µPa a 21.000 µPa. Portanto, na˜o existe uma linearidade
entre a pressa˜o do ar e a percepc¸a˜o de volume. Devido a essa na˜o linearidade, as ondas
sonoras sa˜o normalmente caracterizadas pelo seu n´ıvel logar´ıtmico, o qual tem uma melhor
relac¸a˜o com a percepc¸a˜o de volume.
A unidade mais usada para a o n´ıvel de pressa˜o sonora e´ a SPL (Sound Pressure Level),
a qual expressa o n´ıvel de pressa˜o sonora em relac¸a˜o a um n´ıvel de refereˆncia (pressa˜o
sonora do limiar de audibilidade em 1 kHz) [25]:
L = 20log10(p/p0) (dB SPL), onde p0 = 22µPa e para p em Pa (3.1)
Na Tabela 3.1, verifica-se o n´ıvel de pressa˜o sonora, em dB SPL, para alguns exemplos
do cotidiano, onde se pode observar o limiar da dor por volta de 130dB.
Situac¸a˜o Pressa˜o
Sonora (dB SPL)






Limiar da dor 130
Motor de Jato 150
Tabela 3.1: Nı´vel de pressa˜o sonora para exemplos do cotidiano.
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3.3 Resposta em frequ¨eˆncia do sistema auditivo
Analogamente a` percepc¸a˜o de volume, a percepc¸a˜o de frequ¨eˆncia do sistema auditivo
tambe´m na˜o e´ linear. O ser humano consegue distinguir melhor variac¸o˜es em baixas
frequ¨eˆncias do que em altas. Essa na˜o linearidade acontece devido a` estrutura f´ısica da
membrana basilar, a qual e´ responsa´vel pela ana´lise em frequ¨eˆncia do som. A variac¸a˜o
da largura e da rigidez, em func¸a˜o da distaˆncia da base, sa˜o os principais fatores que
explicam essa na˜o linearidade. Portanto, a maior parte da membrana responde a sons
com frequ¨eˆncia inferior a 3000 Hz, onde se encontra a maior quantidade de informac¸a˜o
necessa´ria para o entendimento da fala.
3.4 Limiar Absoluto de Audibilidade
O limiar absoluto de audibilidade e´ caracterizado pela quantidade de energia necessa´ria
para que um ouvinte possa detectar um som com apenas um componente em frequ¨eˆncia
(um tom) em um ambiente em sileˆncio absoluto.
Tal limiar absoluto de audibilidade pode ser facilmente medido em exames de audio-
metria, entretanto, para a me´dia da populac¸a˜o, ele pode ser aproximado pela expressa˜o
a seguir:[25]
Tq(f) = 3, 64(f/1000)
−0,8 − 6, 5e−0,6(f/1000−3,3)2 + 10−3(f/1000)4 (dB SPL)1 (3.2)
Nos modelos de codificac¸a˜o perceptual implementados, os quais sa˜o apresentados mais
adiante, faz-se uso da expressa˜o (3.2) como o limiar de audibilidade. O gra´fico da Figura
3.8 foi obtido atrave´s dessa expressa˜o e representa o limiar absoluto de audibilidade.
3.5 Bandas Cr´ıticas
Uma banda cr´ıtica e´ uma faixa de frequ¨eˆncia tomada ao redor de uma frequ¨eˆncia central,
na qual as respostas subjetivas do sistema auditivo modificam-se abruptamente.[20] Por-
tanto, o sistema auditivo possui um comportamento diferente para sinais dentro e fora de
1Essa equac¸a˜o e´ uma aproximac¸a˜o do limiar absoluto de auditibilidade utilizada pelo padra˜o MPEG,
apesar dela na˜o resultar em um n´ıvel de 0dB SLP em 1000Hz, como esperado a partir da definic¸a˜o da
unidade dB SPL.
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Figura 3.8: Limiar absoluto de audibilidade.
uma banda cr´ıtica. A seguir, sa˜o apresentados dois experimentos t´ıpicos que demonstram
a existeˆncia das bandas cr´ıticas. A Figura 3.9 ilustra esses experimentos.
O primeiro experimento emprega um ru´ıdo de banda estreita a um determinado n´ıvel
SPL. Ao aumentar-se a largura de banda deste ru´ıdo (mantendo o n´ıvel SPL constante), a
intensidade de ru´ıdo percebida por um determinado ouvinte manter-se-a´ constante. Esse
comportamento sera´ mantido ate´ que se atinja um valor limite para a largura de banda
do ru´ıdo. A partir desse momento, o ouvinte em questa˜o percebera´ um aumento na
intensidade do ru´ıdo. Para esse exemplo, a banda cr´ıtica e´ a ma´xima largura de banda
em que o ouvinte na˜o percebera´ aumento da intensidade.
O segundo experimento emprega um ru´ıdo de banda estreita e dois sinais tonais, de
mesmo n´ıvel SPL, separados por uma distaˆncia ∆f. Para uma determinada relac¸a˜o sinal-
ru´ıdo, o ru´ıdo de banda estreita na˜o sera´ percebido na presenc¸a dos sinais tonais. A
esse fenoˆmeno da´-se o nome de mascaramento auditivo, e ele sera´ estudado mais pro-
fundamente adiante. Ao aumentar-se a distaˆncia entre os sinais tonais (∆f), o ru´ıdo
de banda estreita manter-se-a´ impercept´ıvel ate´ o limite da banda cr´ıtica, quando o ou-
vinte comec¸ara´ a perceber a existeˆncia do ru´ıdo. Esse mesmo experimento pode ocorrer
invertendo-se os pape´is, ou seja, um sinal tonal sendo mascarado por dois ru´ıdos de banda
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estreita enquanto estes esta˜o dentro da banda cr´ıtica.
Figura 3.9: Ilustrac¸a˜o dos experimentos para identificac¸a˜o das bandas cr´ıticas. Adaptado
de [25].
E´ importante notar que nos dois exemplos anteriores a banda cr´ıtica depende do
ouvinte em questa˜o e da frequ¨eˆncia central do ru´ıdo de banda estreita. Para uma me´dia
de um grande nu´mero de ouvintes, uma aproximac¸a˜o da banda cr´ıtica e´ dada por[25]
BWc(f) = 25 + 75[1 + 1.4(f/1000)
2]0.69 (Hz). (3.3)
Apesar das bandas cr´ıticas serem cont´ınuas na frequ¨eˆncia, para aplicac¸o˜es pra´ticas e´
comum ser utilizado um conjunto discreto. O conjunto discreto mais utilizado, e que sera´
utilizado no modelo perceptual estudado, esta´ apresentado na Tabela 3.2 [5], denominada
escala Bark.
As caracter´ısticas das bandas cr´ıticas esta˜o intimamente ligadas a`s da membrana
basilar. Segundo Pohlmann[26], cada banda cr´ıtica corresponde a cerca de 1,3mm de
espac¸amento na membrana basilar. Como visto anteriormente, a associac¸a˜o posic¸a˜o-
frequ¨eˆncia que acontece na membrana basilar na˜o e´ linear. Este fato explica a na˜o lineari-
dade na largura das bandas cr´ıticas e sua dependeˆncia da frequ¨eˆncia.
A distaˆncia de uma banda cr´ıtica e´ conhecida como um Bark. A func¸a˜o a seguir
permite converter frequ¨eˆncias em Hertz para a escala Bark:[25]
z(f) = 13 arctan(0.00076f) + 3.5 arctan[(f/7500)2] (Bark) (3.4)
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Banda Frequ¨eˆncia Frequ¨eˆncia Frequ¨eˆncia Largura de
Cr´ıtica Inferior (Hz) Central (Hz) Superior (Hz) Banda (Hz)
1 0 50 100 100
2 100 150 200 100
3 200 250 300 100
4 300 350 400 100
5 400 450 510 110
6 510 570 630 120
7 630 700 770 140
8 770 840 920 150
9 920 1000 1080 160
10 1080 1170 1270 190
11 1270 1370 1480 210
12 1480 1600 1720 240
13 1720 1850 2000 280
14 2000 2150 2320 320
15 2320 2500 2700 380
16 2700 2900 3150 450
17 3150 3400 3700 550
18 3700 4000 4400 700
19 4400 4800 5300 900
20 5300 5800 6400 1100
21 6400 7000 7700 1300
22 7700 8500 9500 1800
23 9500 10500 12000 2500
24 12000 13500 15500 3500
25 15500 19500
Tabela 3.2: Bandas Cr´ıticas.
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3.6 Mascaramento
O mascaramento ocorre quando um som torna-se impercept´ıvel para um ouvinte de-
vido a` presenc¸a de outro som. Quando isso ocorre, o sinal que se torna impercept´ıvel e´
denominado mascarado e o que provoca o mascaramento e´ denominado mascarador.
Esse fenoˆmeno ocorre com muita frequ¨eˆncia no dia-a-dia de todas as pessoas. Como
ilustrac¸a˜o, ha´ o despertador de um relo´gio de pulso. Na maioria dos locais, e´ poss´ıvel
escutar o despertador com bastante tranqu¨ilidade, mas em outros, como por exemplo em
um shopping center ou um show de rock, essa tarefa fica bem mais complicada, sena˜o
imposs´ıvel. Por esse exemplo, pode-se perceber que o limiar de audibilidade depende do
ambiente em questa˜o.
O estudo dos princ´ıpios de mascaramento e´ muito importante para a a´rea de codi-
ficac¸a˜o de sinais de a´udio. Atualmente, os mais importantes algoritmos de codificac¸a˜o de
a´udio de alta fidelidade utilizam informac¸o˜es relativas ao mascaramento para diminuir sua
taxa de compressa˜o ou melhorar sua qualidade para uma mesma taxa. Essa diminuic¸a˜o
ocorre quando os codificadores adicionam o ru´ıdo de codificac¸a˜o, de maneira que eles
sejam mascarados, ou seja, que sua poteˆncia esteja abaixo do limiar de mascaramento.
Esse mecanismo sera´ estudado em mais detalhes no Cap´ıtulo 4.
Com a popularizac¸a˜o da Internet e o surgimento do padra˜o de codificac¸a˜o de a´udio
MP3, a distribuic¸a˜o clandestina de mu´sica aumentou muito em todo o mundo. Com
o objetivo de dificultar a pirataria, pesquisas esta˜o sendo feitas buscando-se adicionar
informac¸a˜o ao sinal de a´udio (como informac¸o˜es de copyright, permisso˜es etc.), de maneira
que a informac¸a˜o adicionada fac¸a parte do sinal de a´udio na˜o percept´ıvel ao ouvinte, e
cuja remoc¸a˜o na˜o seja poss´ıvel sem a destruic¸a˜o, ao menos parcial, do sinal de a´udio.
A avaliac¸a˜o da qualidade de codificadores de a´udio e o melhoramento de sinais de fala
sa˜o outros exemplos de aplicac¸o˜es do uso dos princ´ıpios de mascaramento auditivo.
O mascaramento e´ normalmente classificado em duas categorias principais: simultaˆneo
e na˜o simultaˆneo (ou temporal). A Figura 3.10, ilustra esses tipos de mascaramento. Nela
podemos observar o limiar de mascaramento (linha pontilhada) em func¸a˜o do tempo, na
qual o mascarador (linha so´lida) esta´ presente por 200ms, enquanto que seus efeitos esta˜o
presentes por cerca de 450ms. A seguir esses dois tipos de mascaramentos sa˜o apresentados
em mais detalhes.
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Figura 3.10: Principais Tipos de Mascaramento. Adaptado de [5].
3.7 Mascaramento Simultaˆneo
O mascaramento simultaˆneo ocorre quando os sinais relativos ao efeito do mascaramento
esta˜o presentes simultaneamente no ouvido. Ele reflete as limitac¸o˜es do sistema auditivo
humano com relac¸a˜o a` sua resoluc¸a˜o em frequ¨eˆncia.
Como pode-se observar na Figura 3.10, o mascaramento simultaˆneo e´ o mais impor-
tante dos tipos de mascaramento, pois ele atinge os melhores n´ıveis.
A presenc¸a de um mascarador cria tamanha excitac¸a˜o na membrana basilar (e nas
ce´lulas ciliadas do o´rga˜o de Corti) que as oscilac¸a˜o provocadas pelo sinal mascarado na˜o
sa˜o percebidas pelo ouvinte.
Considere um exemplo[5] em que exista um ru´ıdo com largura de banda de 1 Bark ao
n´ıvel de 40dB. Ao ser adicionado um sinal tonal de 20dB dentro da banda cr´ıtica, sera´
observado um aumento de apenas 0,04dB no n´ıvel de pressa˜o sonora.
O mascaramento simultaˆneo pode ser facilmente observado. Para isso, basta ser rea-
lizado um exame de audiometria na presenc¸a do mascarador. A Figura 3.11, ilustra a
alterac¸a˜o do limiar de audibilidade devido a` presenc¸a de um sinal tonal com n´ıvel de
pressa˜o sonora de 70 dB SLP e com frequ¨eˆncia de 1KHz. Qualquer sinal com intensidade
inferior a` do limiar de mascaramento sera´ mascarado.
A seguir, apresenta-se o mascaramento simultaˆneo para diferentes combinac¸o˜es de
sinais mascaradores e mascarados.
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Figura 3.11: Ilustrac¸a˜o do efeito do mascaramento simultaˆneo. Adaptado de [33].
3.7.1 Ru´ıdo Mascarando Tom
Nesse cena´rio, um ru´ıdo de banda estreita mascara um sinal tonal. O mascaramento so´
acontece quando a intensidade do tom mascarado e´ menor do que um determinado limiar,
o qual esta´ diretamente relacionado a` intensidade do ru´ıdo mascarador e a` frequ¨eˆncia
do sinal mascarado. O limiar possui seu valor ma´ximo, quando o tom mascarado esta´
presente na frequ¨eˆncia central do ru´ıdo mascarador. [25]
Na maioria dos estudos, o limiar de mascaramento para esse cena´rio varia entre -5 e
+5 dB. Portanto, em alguns casos, um ru´ıdo de menor intensidade pode mascarar um
tom de maior intensidade.
Na Figura 3.12 ha´ um ru´ıdo com largura de banda de 1 Bark, frequ¨eˆncia central de
410Hz e intensidade de 80 dB SPL, mascarando um tom de 76 dB SLP e de mesma
frequ¨eˆncia central.
3.7.2 Tom Mascarando Ru´ıdo
Inversamente ao que ocorre com o ru´ıdo mascarando tom, nesse cena´rio um tom mascara
um ru´ıdo de banda estreita, dado que o espectro do ru´ıdo esteja abaixo de um limiar
diretamente relacionado a` intensidade do tom mascarador. Para esse cena´rio, o limiar
de mascaramento varia entre 21 e 28 dB.[30] Portanto, pode-se observar uma assimetria
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Figura 3.12: Exemplo de ru´ıdo de banda estreita mascarando tom. Adaptado de [25].
no poder de mascaramento do ru´ıdo e do tom, na qual o ru´ıdo possui um poder de
mascaramento muito maior.
Analogamente ao que ocorre no cena´rio do ru´ıdo mascarando o tom, o limiar de mas-
caramento possui seu valor ma´ximo quando o tom mascarador esta´ no centro do espectro
do ru´ıdo mascarado. A Figura 3.13 ilustra esse cena´rio de mascaramento.
3.7.3 Ru´ıdo Mascarando Ru´ıdo
O cena´rio de ru´ıdo de banda estreita mascarando ru´ıdo de banda estreita e´ bem mais
complexo de ser analisado do que o do ru´ıdo mascarando tom e vice-versa. Limiares da
ordem de 26dB ja´ foram observados para esse tipo de mascaramento.[25]
3.7.4 Tom Mascarando Tom
O cena´rio de tom mascarando tom tem pouca utilidade para a a´rea de codificac¸a˜o de
a´udio ou fala. Isso deve-se ao fato de os cena´rios de mascaramento para sinais de a´udio
e fala serem mais complexos do que sinais puramente tonais.
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Figura 3.13: Exemplo de sinal tonal mascarando ru´ıdo de banda estreita. Adaptado de
[25].
Os codificadores perceptuais fazem uso, principalmente, dos cena´rios de tom mas-
carando ru´ıdo e vice-versa.
3.7.5 Espalhamento do Mascaramento
Apesar de os efeitos do mascaramento serem muito maiores dentro da banda cr´ıtica, eles
propagam-se pelas demais regio˜es do espectro. Esse efeito e´ conhecido como espalhamento
do mascaramento.
Para os cena´rios de ru´ıdo mascarando tom e vice-versa, foi observado anteriormente
que o mascaramento ma´ximo ocorre quando a frequ¨eˆncia central do ru´ıdo de faixa estreita
coincide com a frequ¨eˆncia do sinal tonal.
Devido a`s caracter´ısticas f´ısicas da membrana basilar, para as demais regio˜es do es-
pectro, o decaimento do n´ıvel de mascaramento ocorre de maneira diversa. Para as
frequ¨eˆncias menores do que a do ma´ximo, o decaimento do n´ıvel de espalhamento e´ muito
mais ra´pido do que para as maiores.
Tipicamente, o espalhamento do mascaramento e´ aproximado por uma func¸a˜o trian-
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gular na escala Bark, independentemente da frequ¨eˆncia e do n´ıvel do sinal mascarador.
Essa func¸a˜o e´ conhecida como func¸a˜o de espalhamento. Va´rias func¸o˜es de espalhamento
ja´ foram propostas na literatura, mas a mais utilizada e´ a de Schroeder [25], a qual pos-
sui um decaimento de 25 dB/Bark para as frequ¨eˆncias menores que o ma´ximo, e de 10
dB/Bark para as maiores. Sua forma anal´ıtica e´ dada por
SFdB(z) = 15, 81 + 7, 5(z + 0, 474)− 17, 5
√
1 + (z + 0, 474)2 (dB), (3.5)
onde z e´ a frequ¨eˆncia em Bark.
A Figura 3.14 ilustra a func¸a˜o de espalhamento. Na Figura 3.14(a), tem-se a func¸a˜o
de espalhamento, na escala Hertz, para um mascarador localizado em 2450Hz. Na Figura
3.14(b), tem-se a func¸a˜o de mascaramento para mascaradores localizados em frequ¨eˆncias
mu´ltiplas de 450Hz. Nas Figuras 3.14(c) e 3.14(d), tem-se, respectivamente, os mesmos
conjuntos de mascaradores das figuras 3.14(a) e 3.14(b), mas na escala Bark.
3.7.6 Evoluc¸a˜o temporal do Mascaramento
Todos os resultados apresentados ate´ aqui com relac¸a˜o aos tipos de mascaramento, foram
considerando que as caracter´ısticas gerais do sinal mascarador e mascarado permanecessem
esta´veis durante a realizac¸a˜o dos experimentos.
Para o mascaramento simultaˆneo, o mascarador e´ considerado esta´vel quando ele se
faz presente por um determinado per´ıodo de tempo, quando enta˜o e´ introduzido o sinal
mascarado.
Entretanto, para sinais complexos como os de a´udio e de fala, essas premissas na˜o
sa˜o va´lidas. Ale´m da existeˆncia de va´rios componentes mascaradores e mascarados ao
longo do espectro, sua evoluc¸a˜o temporal apresenta um cena´rio bastante complexo. A
variac¸a˜o da frequ¨eˆncia central, a variac¸a˜o da intensidade, e o processo de introduc¸a˜o e
remoc¸a˜o dos sinais mascaradores e mascarados sa˜o fatores importantes de serem considera-
dos quando estudada a evoluc¸a˜o temporal dos efeitos de mascaramento, principalmente
para os mascaradores tonais.
A seguir, e´ detalhado um pouco mais o efeito de alguns desses fatores no limiar de
mascaramento, quando considerando mascaradores tonais.
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(a) Mascarador localizado em 2450Hz
























(b) Mascaradores localizado em mu´ltiplos de 450Hz






















(c) Mascarador localizado em 14,38Bark (2450Hz)

























(d) Mesmos mascaradores da Figura 3.14(b)
Figura 3.14: Func¸a˜o de Espalhamento.
28 Cap´ıtulo 3. Princ´ıpios de Mascaramento Auditivo
Variac¸a˜o temporal da frequ¨eˆncia central dos mascaradores tonais
Os codificadores perceptuais normalmente utilizam uma janela, na qual o sinal amostrado
e´ analisado e codificado. Baseado nesse fato, Zwicker[37] realizou um estudo, considerando
uma janela de 20ms, com o objetivo de examinar o comportamento do mascaramento com
relac¸a˜o a` variac¸a˜o da frequ¨eˆncia central de um mascarador tonal de 1,5kHz.
Os resultados experimentais mostraram que o sistema auditivo e´ capaz de acompanhar
variac¸o˜es de ate´ 8Hz (entre cada janela de ana´lise) na frequ¨eˆncia central do sinal mas-
carador, sem alterac¸a˜o nos efeitos do mascaramento. A partir desse valor, uma maior
variac¸a˜o da frequ¨eˆncia central do mascarador resultara´ na interpretac¸a˜o, por parte do
sistema auditivo, de um novo mascarador.
Foi observado tambe´m que mascaradores tonais com uma ra´pida variac¸a˜o da frequ¨eˆncia
central possui padra˜o de mascaramento pro´ximo ao de ru´ıdo de faixa estreita.
Mascaramento Transiente
Durante o mascaramento simultaˆneo, estudos teˆm mostrado que o limiar de mascara-
mento depende do momento de introduc¸a˜o e remoc¸a˜o do sinal mascarado. Esses estudos
mostram um considera´vel aumento do limiar de mascaramento quando o sinal mascarado
e´ introduzido pro´ximo ao in´ıcio de exposic¸a˜o do sinal mascarador ao ouvinte, e quando o
sinal mascarado e´ introduzido pro´ximo a` remoc¸a˜o do sinal mascarador. E´ importante ob-
servar que essa alterac¸a˜o no limiar de mascaramento acontece apenas por um determinado
per´ıodo de tempo, ate´ que o sistema auditivo adapte-se a` presenc¸a do sinal mascarado
e mascarador. Devido a essa propriedade, esse tipo de mascaramento e´ conhecido como
mascaramento transiente.
A Figura 3.15 ilustra o efeito do mascaramento transiente. Nesse experimento [3],
um ouvinte foi exposto a um mascarador tonal com 500ms de durac¸a˜o e a um sinal
mascarado com 20ms de durac¸a˜o. O limiar de mascaramento foi medido em func¸a˜o do
posicionamento temporal do sinal mascarado com relac¸a˜o ao in´ıcio da exposic¸a˜o do sinal
mascarador. Uma elevac¸a˜o da ordem de 15 dB foi observada quando o sinal mascarado foi
introduzido pro´ximo ao in´ıcio do mascarador. Esse efeito diminui com o aumento do atraso
de introduc¸a˜o do sinal mascarado em relac¸a˜o ao in´ıcio do mascarador. A estabilidade do
limiar de mascaramento e´ observada quando o atraso e´ maior que 100ms.
Tambe´m o efeito do mascaramento transiente e´ mais significativo quando o sinal mas-
carado e´ introduzido pro´ximo ao te´rmino do sinal mascarador.
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Figura 3.15: Limiar de mascaramento de um mascarador tonal em func¸a˜o do posiciona-
mento temporal do sinal mascarado. Adaptado de [5].
3.8 Mascaramento Na˜o-Simultaˆneo
O mascaramento na˜o simultaˆneo e´ aquele que ocorre na auseˆncia do mascarador. Ele pode
ocorrer anteriormente a` presenc¸a do mascarador (efeito conhecido como pre´-mascaramento),
ou posteriormente (efeito conhecido como po´s-mascaramento). Foi visto na Figura 3.10 a
ilustrac¸a˜o desses dois tipos de mascaramento na˜o-simultaˆneo.
O pre´-mascaramento ocorre, principalmente, devido a` limitac¸a˜o do sistema auditivo
humano com relac¸a˜o a sua resoluc¸a˜o temporal. Seu efeito significativo tem a durac¸a˜o
de cerca de 2 ms. Devido a essa caracter´ıstica, o pre´-mascaramento tem recebido bem
menos atenc¸a˜o do que os demais tipos de mascaramento. Estudos mostram que 2ms antes
da presenc¸a do mascarador, o limiar de mascaramento ja´ e´ 25 dB inferior ao limiar do
mascaramento simultaˆneo.[25]
O po´s-mascaramento tem efeito bem mais significativo do que o pre´-mascaramento.
Seus efeitos sa˜o observados em ate´ 200ms apo´s a presenc¸a do mascarador. Moore[20] reali-
zou uma se´rie de experimento e observou as seguintes caracter´ısticas do po´s-mascaramento:
• O limiar de mascaramento diminui linearmente com o logaritmo do atraso do sinal
mascarado em relac¸a˜o ao mascarador.
• Independentemente da intensidade do sinal mascarador, o limiar de mascaramento
se aproxima de zero entre 100 e 200 ms.
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• O aumento da intensidade do mascarador na˜o resulta em um aumento equivalente
no limiar de mascaramento.
• O limiar de mascaramento aumenta quando a durac¸a˜o do mascarador aumenta.
Em outra se´rie de experimentos, Moore[19] sugeriu treˆs fatores que contribuem para
o po´s-mascaramento:
• A vibrac¸a˜o da membrana basilar continua por um certo per´ıodo de tempo apo´s o
te´rmino do sinal mascarador.
• Fadiga do nervo auditivo (ou tempo para sua adaptac¸a˜o a` auseˆncia do sinal mas-
carador).
• A atividade neural produzida pelo mascarador continua em um n´ıvel mais alto de
processamento do que na auseˆncia do mascarador.
Cap´ıtulo 4
Modelos de Mascaramento Auditivo
Os modelos de mascaramento auditivo, tambe´m conhecidos como modelos perceptuais,
teˆm por objetivo a obtenc¸a˜o de uma curva de mascaramento, em func¸a˜o da frequ¨eˆncia,
para um determinado segmento do sinal de a´udio. Uma vez conhecido tal limiar global
de mascaramento, ele pode ser usado para diversas finalidades, tais como a codificac¸a˜o de
a´udio, inserc¸a˜o se informac¸a˜o lateral, avaliac¸a˜o de qualidade etc.
Os princ´ıpios de mascaramento apresentados no Cap´ıtulo 3 sa˜o a base para o estudo
e a construc¸a˜o de modelos de mascaramento auditivo.
A seguir sa˜o apresentados em detalhes o modelo de Johnston[15] e o modelo 1 do
padra˜o MPEG-1[8], os quais foram implementados e utilizados neste trabalho. Tambe´m
sa˜o apresentadas algumas caracter´ısticas do modelo AAC[9], considerado "estado da arte"
para codificac¸a˜o perceptual. Cada um dos modelos apresentados possui diferentes n´ıveis
de complexidade e fidelidade.
4.1 Johnston
O modelo de Johnston foi criado com o objetivo de determinar-se uma grandeza conhe-
cida como entropia perceptual, a qual representa a quantidade de informac¸a˜o relevante
em um determinado sinal de a´udio em bits por amostra. Experimentos realizados por
Johnston[14] mostram que a maioria dos sinais com "qualidade de CD" pode ser codificado
transparentemente a` taxa de 2,1 bits por amostra.
Em seguida, esse modelo foi utilizado para a implementac¸a˜o de um codificador de
a´udio perceptual[15], um dos primeiros apresentados na literatura.
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4.1.1 O Modelo de Johnston
O modelo perceptual de Johnston trabalha com blocos de 64ms e sinais amostrados a
32kHz. O primeiro passo no modelo e´ a representac¸a˜o dos sinais no domı´nio de frequ¨eˆncia.
Esse objetivo e´ alcanc¸ado pelo janelamento de Hanning[15] seguido da realizac¸a˜o de uma
transformada ra´pida de Fourier (FFT) nas amostras.
Uma vez que as amostras estejam no domı´nio de frequ¨eˆncia, calcula-se a componente
espectral de poteˆncia para cada coeficiente da FFT, dado por
P (k) = Re2(k) + Im2(k) (4.1)
Na Figura 4.1 tem-se o resultado obtido pelo ca´lculo de P(k) para o 25o¯ bloco de
um arquivo contendo a elocuc¸a˜o: "Route 602, from Seattle, arriving at 8:15, 35 minutes
early". Esse sinal foi processado em blocos de 320 amostras, com uma taxa de amostragem
de 16kHz e 16 bits por amostra. Esses valores foram utilizados na implementac¸a˜o desen-
volvida para esse trabalho por motivo de compatibilidade com o codificador de a´udio
G.722.1[12], o qual sera´ discutido em detalhes no Cap´ıtulo 5.























Figura 4.1: Espectro do 25o¯ bloco do arquivo demo.wav.
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A seguir, os componentes espectrais de poteˆncia de cada banda cr´ıtica sa˜o somados,





onde lii e lsi sa˜o, respectivamente, os limites inferiores e superiores da banda cr´ıtica i,
e Bi a energia da banda cr´ıtica. No modelo de Johnston, utiliza-se a configurac¸a˜o das
bandas cr´ıticas da Tabela 3.2, na qual i ∈ {1,...,25}.
O pro´ximo passo, e´ a convoluc¸a˜o do espectro Bark com a func¸a˜o de espalhamento da
equac¸a˜o (3.5), gerando o espectro Bark espalhado
Ci = Bi ∗ SFi, (4.3)
onde Ci representa a energia na banda cr´ıtica i. E´ importante observar que a convoluc¸a˜o
e´ realizada no domı´nio de poteˆncia espectral, necessitando da conversa˜o da func¸a˜o de
espalhamento de sua representac¸a˜o em decibel para linear. A Figura 4.2 apresenta os
valores de Bi e Ci para o sinal do 25
o
¯ bloco do arquivo demo.wav.



























Figura 4.2: Resultado do ca´lculo de Bi e Ci para o 25
o
¯ bloco do arquivo demo.wav.
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O objetivo da convoluc¸a˜o e´ proporcionar uma melhor estimativa do mascaramento
entre as bandas cr´ıticas.
Dado que mascaradores tonais e mascaradores na˜o-tonais possuem padro˜es diferentes
de mascaramentos, Johnston[13] utilizou uma SFM (Spectral Flatness Measure) para a





onde, µg e µa sa˜o as me´dias geome´trica e aritme´tica, respectivamente, dos componentes
espectrais de poteˆncia P (k). A SFM tem a propriedade de ser limitada entre 0 e 1, de
aproximar-se a 1 para um espectro de poteˆncia descorrelacionado (ru´ıdo) e de aproximar-
se a 0 para um espectro limitado em banda (tonal).







onde SFMdB = 10log10(SFM).
O modelo de Johnston estima que os mascaradores tonais possuem um limiar de
mascaramento de 14, 5 + i dB abaixo do espectro Bark espalhado (onde i ∈ {1,...,25}), e
que os mascaradores na˜o tonais possuem um limiar de 5,5 dB abaixo do espectro Bark
espalhado. Baseado nesse fato, Johnston calculou o valor a ser subtra´ıdo de Ci, dado por
Oi = α(14, 5 + i) + 5, 5(1− α) (dB). (4.6)
A Figura 4.3 apresenta os valores a serem subtra´ıdos de Ci em cada banda cr´ıtica (Oi)
para o sinal do 25o¯ bloco do arquivo demo.wav.
Portanto, o limiar de mascaramento e´ dado por
Ti = 10
log10(Ci)−(Oi/10) (dB). (4.7)
O pro´ximo passo e´ a normalizac¸a˜o dos coeficientes de Ti, para compensar um aumento
da energia nas bandas cr´ıticas provocado pela convoluc¸a˜o com a func¸a˜o de espalhamento.
Essa normalizac¸a˜o e´ feita pela multiplicac¸a˜o de cada Ti pelo inverso do ganho DC obtido
pelo processo de espalhamento. Esse ganho DC e´ calculado pela raza˜o entre a energia de
todo espectro apo´s o espalhamento (Ci) e a energia de todo espectro antes do espalha-
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mento (Bi).



















Figura 4.3: Resultado do ca´lculo de Oi para o 25
o
¯ bloco do arquivo demo.wav.
Para finalizar, o limiar de mascaramento normalizado (T¯i) e´ comparado ao limiar
absoluto de audibilidade da equac¸a˜o (3.2), resultando no limiar global de mascaramento
Tg(i) = max(T (i), T¯ (i)). (4.8)
E´ importante notar que na˜o e´ poss´ıvel saber o volume com que o som sera´ tocado.
Portanto, para se fazer a comparac¸a˜o com o limiar absoluto de audibilidade, considera-se
que um sinal de 4KHz, com magnitude de ±1 em um inteiro de 16 bits, esta´ no limiar
absoluto de audibilidade. Uma premissa desse modelo e´ que o a´udio sera´ tocado com
um n´ıvel ma´ximo de 96dB SPL, que e´ o valor ma´ximo que um componente de frequ¨eˆncia
podera´ ter.
A Figura 4.4 apresenta os valores do limiar global de mascaramento para cada banda
cr´ıtica do 25o¯ bloco do arquivo demo.wav.
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Figura 4.4: Limiar global de mascaramento para o 25o¯ bloco do arquivo demo.wav.
4.1.2 Entropia Perceptual
A entropia perceptual e´ uma medida proposta por Johnston para representar a quantidade
de informac¸a˜o relevante em um determinado sinal de a´udio, em bits por amostra (ou bits/s,
levando-se em considerac¸a˜o a taxa de blocos/s), para atingir-se a codificac¸a˜o transparente.
Ela e´ obtida atrave´s do ca´lculo do nu´mero de n´ıveis de quantizac¸a˜o para o sinal no
domı´nio da frequ¨eˆncia, dado que a quantizac¸a˜o ira´ resultar em uma energia de ru´ıdo igual
ao limiar global de mascaramento.
Como premissa para o ca´lculo da entropia perceptual, tem-se que a energia de quan-
tizac¸a˜o ira´ ser igualmente espalhada por todos os componentes espectrais da banda cr´ıtica.







onde ki e´ o nu´mero de componentes espectrais na banda cr´ıtica i e Tg(i) e´ o limiar global
de mascaramento na banda cr´ıtica i. O coeficiente 2 no denominador e´ devido ao fato de as
partes reais e imagina´rias do componente espectral serem quantizados independentemente.



















Com base na equac¸a˜o (4.12) pode-se calcular os coeficientes a serem quantizados








onde nint significa o arredondamento para o inteiro mais pro´ximo.









log2(2NIm(k) + 1) para NIm 6= 0,
0 para NIm=0.
(4.16)
A taxa total de bits pela soma do nu´mero de bits de cada componente espectral (real e







Portanto, para o codificador de Johnston, a entropia perceptual e´ dada pela divisa˜o
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4.2 MPEG-1 modelo 1
O MPEG (Moving Picture Expert Group) e´ um grupo de padronizac¸a˜o ligado a ISO
(International Standards Organization), o qual possui va´rios padro˜es relacionados a` a´rea
de codificac¸a˜o de a´udio e v´ıdeo.
O modelo que sera´ detalhado a seguir, faz parte do padra˜o MPEG-1 [8]. Nesse padra˜o
existem treˆs codificadores com diferentes n´ıveis de complexidade e de taxa de compressa˜o,
e dois modelos perceptuais. Esses treˆs codificadores sa˜o classificados em camadas, na qual
os codificadores de uma camada superior sa˜o capazes de decodificar sinais codificados
pelos codificadores de camadas inferiores, ou seja, um decodificador da camada III pode
decodificar sinais codificados por um codificador de qualquer uma das outras camadas.
Apesar da possibilidade de utilizar qualquer um dos modelos perceptuais em qualquer
camada, o padra˜o recomenda que o modelo perceptual 1 seja utilizado com os codificadores
das camadas I e II, enquanto que o modelo perceptual 2 seja utilizado com a camada III,
tambe´m conhecida como MP3.
Os codificadores do padra˜o MPEG-1 foram projetados para ter como sinal de entrada
a´udio mono ou stereo, com taxas de amostragem de 32kHz, 44.1kHz e 48KHz. Para os
codificadores da camada I, obte´m-se taxas de 32-320kbits/s, para os da camada II, taxas
de 32-364kbits/s e para os da camada III, taxas de 32-320kbits/s.
Em seguida, o modelo perceptual 1 do padra˜o MPEG-1 e´ apresentado em mais de-
talhes.
4.2.1 Ana´lise espectral e normalizac¸a˜o do SPL
O objetivo dessa etapa e´ a obtenc¸a˜o dos componentes em frequ¨eˆncia, os quais estejam
associados com o n´ıvel SPL. Similarmente a` normalizac¸a˜o que ocorreu no modelo de
Johnston, essa normalizac¸a˜o garante que um sinal de 4KHz e de amplitude ±1 em um
inteiro de 16 bits, esta´ no limiar absoluto de audibilidade.
O primeiro passo para a ana´lise espectral e´ a normalizac¸a˜o do sinal de entrada s(n) de
acordo com o tamanho da janela em que sera´ aplicada a transformada ra´pida de Fourier,
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Figura 4.5: Sinal do 25o¯ bloco do arquivo demo.wav normalizado.
A Figura 4.5 mostra o sinal de entrada normalizado para o 25o¯ bloco do arquivo
demo.wav. Esse sinal foi processado em janelas de 320 amostras, com uma taxa de
amostragem de 16kHz e 16 bits por amostra. Esses valores foram escolhidos por motivo
de compatibilidade com o codificador G.722.1[12], o qual e´ discutido em detalhes no
Cap´ıtulo 5.
Uma vez normalizado o sinal de entrada, e´ necessa´rio que seja realizada a transformada
ra´pida de Fourier, utilizando-se uma janela de Hann:







, 0 ≤ k ≤ N
2
(4.20)
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Como na˜o se pode saber, durante a ana´lise perceptual, qual o n´ıvel SPL com que o
sinal sera´ tocado, o processo de normalizac¸a˜o e o paraˆmetro de pressa˜o sonora, PN , sa˜o
utilizados para estimar o n´ıvel SPL de maneira conservadora. Esse valor foi definido no
modelo de maneira emp´ırica. A Figura 4.6 mostra os componentes espectrais do 25o¯ bloco
do arquivo demo.wav.























Figura 4.6: Espectro do 25o¯ bloco do arquivo demo.wav.
4.2.2 Identificac¸a˜o de Mascaradores
A identificac¸a˜o dos mascaradores tonais e na˜o tonais ocorre pela determinac¸a˜o dos picos
locais do espectro. O conjunto de mascaradores tonais e´ dado pela seguinte regra:
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ST = P (k) |
{






[2] 2 < k < 63 ( 0, 17 − 5, 5kHz)
[2,3] 63 ≤ k < 127 ( 5, 5 − 11kHz)
[2,3,...,6] 127 ≤ k ≤ 256 ( 11 − 20kHz)
(4.23)
Os mascaradores tonais, PTM(k) sa˜o calculados para os elementos do conjunto de
tal forma que a energia de cada componente adjacente ao ma´ximo local e´ combinada,
implicando em um u´nico mascarador. Esse comportamento e´ modelado pela seguinte
equac¸a˜o:
PTM(k) = 10 log10
1∑
j=−1
100,1P (k+j) (dB). (4.24)

























Figura 4.7: Mascaradores tonais para o 25o¯ bloco do arquivo demo.wav.
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Uma vez identificados todos os mascaradores tonais, determina-se os mascaradores
na˜o tonais. Toda a energia dentro da banda cr´ıtica que na˜o e´ associada a mascaradores
tonais devera´ ser associada a um mascarador na˜o tonal. Portanto, um u´nico mascarador
na˜o tonal e´ calculado para cada banda cr´ıtica. Eles sa˜o obtidos pela soma da energia de
todos componentes espectrais que na˜o fazem parte do conjunto de mascaradores tonais
nem dos componentes espectrais vizinhos dos mascaradores tonais, dentro do intervalo
±∆k. A seguinte equac¸a˜o e´ utilizada para determinar os mascaradores na˜o tonais:
PNM(k¯) = 10 log10
∑
j
100,1P (j) (dB), ∀P (j) 6∈ PTM(k, k ± 1, k ±∆k) (4.25)








A Figura 4.8 mostra todos os mascaradores na˜o tonais do 25o¯ bloco do arquivo
demo.wav.


























Figura 4.8: Mascaradores na˜o tonais para o 25o¯ bloco do arquivo demo.wav.
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4.2.3 Dizimac¸a˜o e Reorganizac¸a˜o dos Mascaradores
A dizimac¸a˜o dos mascaradores ocorre de duas maneiras. Na primeira, todos os mas-
caradores que esta˜o abaixo do limiar absoluto de audibilidade sa˜o descartados, ou seja,
apenas sera˜o considerados os mascaradores que satisfac¸am a:
PNM,TM(k) > Tq(k) (4.27)
O secundo crite´rio para a dizimac¸a˜o e´ que todos os mascaradores que ocorram dentro
de uma intervalo de 0,5 Bark devem ser dizimados, com excec¸a˜o do mais forte, que devera´
ser mantido.
Uma vez realizada a dizimac¸a˜o dos mascaradores, uma reorganizac¸a˜o dos coeficientes
e´ realizada, com o objetivo de reduc¸a˜o dos componentes espectrais em considerac¸a˜o, de
256 para 106. Isso e´ alcanc¸ado pela dizimac¸a˜o de 2:1 para os componentes espectrais com
bandas cr´ıticas entre 18 e 22 e de 4:1 para os componentes com bandas cr´ıtica de 22 a 25.
O processo de reorganizac¸a˜o e´ dado por:




k 1 ≤ k ≤ 48
k + (k mod 2) 49 ≤ k ≤ 96
k + 3− ((k − 1) mod 4) 97 ≤ k ≤ 232
(4.29)
E´ importante observar que nenhum mascarador e´ dizimado pelo processo de reorga-
nizac¸a˜o. Os mascaradores sa˜o apenas reorganizados sob uma nova escala, dada pelo ı´ndice
i, objetivando uma otimizac¸a˜o computacional.
4.2.4 Ca´lculo do Limiar Individual de Mascaramento
Uma vez realizada a dizimac¸a˜o dos mascaradores, calcula-se o limiar individual de mas-
caramento. Esse limiar representa a contribuic¸a˜o do mascarador localizado de ı´ndice j
sobre o componente de ı´ndice i.
Para o ca´lculo da contribuic¸a˜o e´ necessa´rio utilizar uma func¸a˜o de espalhamento, que
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e´ definida por:
SF (i, j) =

17∆z − 0, 4M(j) + 11, −3 ≤ ∆z < −1
(0, 4M(j) + 6)∆z, −1 ≤ ∆z < 0
−17∆z, 0 ≤ ∆z < 1
(0, 15M(j)− 17)∆z − 0, 15M(j), 1 ≤ ∆z < 8
(dB SPL),
(4.30)
onde M(j) e´ o mascarador em questa˜o (PTM(j) ou PNM(j)) localizado no ı´ndice j e
∆z = z(i) − z(j), ou seja, representa a separac¸a˜o de frequ¨eˆncia na escala Bark entre o
mascarador de ı´ndice j e o componente mascarado de ı´ndice i.
A Figura 4.9 ilustra a func¸a˜o de espalhamento para um mascarador unita´rio localizado























(a) Mascarador unita´rio localizado em 2450Hz





















(b) Mascaradores unita´rios localizados em mu´ltiplos de
450Hz
Figura 4.9: Func¸a˜o de Espalhamento do padra˜o MPEG-1.
O limiar individual de mascaramento para mascaradores tonais e´ dado por:
TTM(i, j) = PTM(j)− 0, 275z(j) + SF (i, j)− 6, 025 (dB SPL), (4.31)
Enquanto que o limiar de mascaramento para mascaradores na˜o tonais e´ dado por:
TNM(i, j) = PNM(j)− 0, 175z(j) + SF (i, j)− 2, 025 (dB SPL). (4.32)
Comparando as equac¸o˜es (4.31) e (4.32), pode-se observar uma assimetria entre o
poder de mascaramento do ru´ıdo e de um sinal tonal. Essa assimetria esta´ de acordo com
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os princ´ıpios apresentados na sec¸a˜o 3.7.
4.2.5 Ca´lculo do Limiar Global de Mascaramento
Como u´ltima etapa do padra˜o, tem-se o ca´lculo do limiar global de mascaramento. O
modelo assume que o efeito do mascaramento e´ aditivo. Portanto, o limiar global de
mascaramento e´ dado pela adic¸a˜o dos efeitos dos mascaradores tonais e na˜o tonais ao
limiar absoluto de audibilidade. A equac¸a˜o que modela esse comportamento e´ dada por:











onde L e M sa˜o o nu´mero de mascaradores tonais e na˜o tonais apo´s a dizimac¸a˜o.
A Figura 4.10, mostra os mascaradores tonais e na˜o tonais apo´s a dizimac¸a˜o e o limiar
global de mascaramento resultante do ca´lculo da equac¸a˜o (4.33).

























Mascarador não tonal dizimado
Limiar global de mascaramento
Figura 4.10: Limiar global de mascaramento para o 25o¯ bloco do arquivo demo.wav, para
o modelo perceptual 1 do padra˜o MPEG-1.
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4.3 AAC
O codificador de a´udio AAC (Advanced Audio Coding) e´ utilizado nos padro˜es MPEG-2[9]
e MPEG-4[10], e e´ considerado o "estado da arte" em termos de codificac¸a˜o de a´udio.
Com relac¸a˜o ao modelo perceptual, poucas melhorias foram introduzidas em relac¸a˜o ao
seu predecessor, que era o modelo perceptual 2, do padra˜o MPEG-1.
O modelo perceptual do AAC foi projetado para suportar va´rias taxas de amostragem
e dois tamanhos de blocos, com 128 ou 1024 amostras. O tamanho do bloco a ser utilizado
depende do sinal em questa˜o, e tem como objetivo o aumento da resoluc¸a˜o temporal. Essa
situac¸a˜o e´ desejada para minimizar efeitos como o do pre´-echo. O pre´-echo ocorre quando
um pico de energia de ra´pida durac¸a˜o temporal (como o de um ataque de bateria) acontece
apo´s um per´ıodo de baixa energia (como um per´ıodo de sileˆncio) e quando o in´ıcio do
pico de energia ocorre durante a janela de ana´lise do modelo perceptual. Na situac¸a˜o
de pre´-echo, um ru´ıdo de quantizac¸a˜o e´ percept´ıvel ao ouvinte durante a fase de baixa
energia, uma vez que o limiar de audibilidade e´ calculado considerando-se que o sinal
esteja estaciona´rio durante toda a janela de ana´lise.
A seguir, sera˜o detalhados os passos para o ca´lculo do limiar global de mascaramento
pelo modelo perceptual do codificador AAC.
4.3.1 Func¸a˜o de Espalhamento




3(j − i), j ≥ i
1, 5(j − i), j < i , (4.34)
β = min((α− 0, 5)2 − 2(α− 0, 5), 0), (4.35)
γ = 15, 811389 + 7, 5(β + 0, 474)− 17, 5(1 + (β + 0, 474)2)0,5, (4.36)
onde i e´ frequ¨eˆncias em Bark do sinal espalhado e j e´ a frequ¨eˆncia central da banda em
que o sinal sera´ espalhado.
A func¸a˜o de espalhamento para o modelo do padra˜o AAC e´ dada por:
SF (i, j) =
{
0, γ < −100
10(β+γ)/10 γ ≥ −100 (dB SPL). (4.37)
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E´ importante observar que os coeficientes da func¸a˜o de espalhamento apresentada na
equac¸a˜o (4.37) foram obtidos de maneira emp´ırica, objetivando uma menor complexidade
computacional, com o menor comprometimento de precisa˜o.
4.3.2 Ca´lculo do espectro complexo em coordenadas polares
O primeiro passo para o ca´lculo do limiar global de mascaramento e´ a obtenc¸a˜o do espectro
complexo do sinal de entrada. Ele e´ obtido pela multiplicac¸a˜o do sinal de entrada pela





Uma vez calculado o espectro complexo, X(k) devera´ ser representado em coordenadas
polares, isto e´,
X(k) = r(k)ejφ(k), (4.39)
onde r(k) representa a magnitude e φ(k) a fase do componente espectral.
4.3.3 Ca´lculo do coeficiente de tonalidade
O coeficiente de tonalidade t(b) e´ obtido para cada banda e e´ limitado entre 0 e 1. Para
seu ca´lculo, primeiramente e´ necessa´rio estimar-se um valor para Xpred(k), baseado em
seus valores nos u´ltimos dois blocos processados. Essa estimativa e´ dada por:
rpred(k) = 2rt−1(k)− rt−2(k) (4.40)
φpred(k) = 2φt−1(k)− φt−2(k) (4.41)
onde t representa o bloco de ana´lise atual, t− 1 o bloco anterior e assim sucessivamente.
Na sequ¨eˆncia, e´ calculado um coeficiente que representa o desvio entre o valor estimado
e o valor atual:
c(k) =
|X(k)−Xpred(k)|
r(k) + |rpred(k)| (4.42)
onde |X(k)−Xpred(k)| =
√
[r(k) cos(φ(k))− rpred(k) cos(φ(k))]2 + [r(k) sin(φ(k))− rpred(k) sin(φ(k))]2
O desvio entre o valor estimado e o valor atual e´ agrupado para cada banda b, de
maneira que cada componente espectral e´ ponderado pela sua energia, segundo a seguinte






onde lii e lsi sa˜o, respectivamente, os limites inferiores e superiores da banda i.
Na sequ¨eˆncia, a energia dos componentes espectrais de cada banda devera´ ser adi-





A energia da banda, E(b), e o desvio dos coeficientes estimados da banda, C(b),
devera˜o passar por uma convoluc¸a˜o com a func¸a˜o de espalhamento, SF (i, j), definida na
sec¸a˜o 4.37. Como resultado da convoluc¸a˜o, tem-se Es(b) como a energia das bandas apo´s
o espalhamento e Cs(b) como os desvios das estimativas.
Devido ao fato de os desvios das estimativas Cs(b) terem sido ponderados pela energia
de cada componente espectral, sera´ necessa´rio calcular os desvios das estimativas norma-





O coeficiente de tonalidade e´ dado por:
t(b) = −0, 299− 0, 43 ln(C¯s(b)). (4.46)
4.3.4 Ca´lculo do Limiar Global de Mascaramento
A energia da banda espalhada Es(b) devera´ ser normalizada, devido a` natureza na˜o nor-









SF (i, j) (4.48)
O modelo do AAC considera que para o cena´rio de ru´ıdo mascarando tom, um sinal sera´
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mascarado se este estiver 6dB abaixo do sinal mascarador, independentemente da banda
em questa˜o. Para o cena´rio de tom mascarando ru´ıdo, o limiar e´ de 18 dB. Portanto, a
relac¸a˜o sinal ru´ıdo e´ calculada por:
SNR(b) = 18t(b) + 6(1− t(b)) (4.49)
O limiar de mascaramento e´ dado por:
T (b) = E¯s(b)10
−SNR(b)/10 (4.50)
Como mecanismo para diminuir os efeitos de pre´-echo, o modelo perceptual do AAC
compara o limiar de mascaramento atual ao limiar de mascaramento do bloco anterior. Se
o limiar de mascaramento do bloco corrente for maior que λ vezes o limiar do bloco ante-
rior, o limiar a ser considerado e´ limitado a λ vezes o limiar do bloco anterior. Portanto,
o limiar global de mascaramento e´ dado por:
Tg(b) = min(T (b), λTgt−1(b)), (4.51)
onde λ e´ a relevaˆncia da influeˆncia do passado e tem valor 1 para janelas de 128 amostras
e valor 2 para janelas de 1024.
4.3.5 Ca´lculo da relac¸a˜o sinal mascaramento
Ale´m do limiar global de mascaramento, outra sa´ıda do modelo perceptual do codifi-
cador AAC e´ uma relac¸a˜o conhecida como SMR (Signal-to-Mask Ratio), cuja definic¸a˜o e´
ana´loga a da relac¸a˜o sinal-ru´ıdo, e define a relac¸a˜o entre a energia do sinal e o limiar de
mascaramento. Portanto, a relac¸a˜o sinal mascaramento e´ dada por:
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Cap´ıtulo 5
Codificador de fala G.722.1
O codificador G.722.1[12] e´ uma recomendac¸a˜o da ITU-T (Telecommunication Standard-
ization Section of the International Telecommunication Union) aprovada em setembro
de 1999. Trata-se de um codificador de baixa complexidade, o qual e´ indicado para a
codificac¸a˜o de sinais de fala com largura de banda de ate´ 7kHz (taxa de amostragem de
16kHz), operando a taxas de 24 kbits/s ou 32 kbits/s em sistemas com baixa taxa de erro
de bits.
O algoritmo e´ baseado na te´cnica de codificac¸a˜o por transformada, utilizando a trans-
formada MLT (Modulated Lapped Transform). Devido a` sobreposic¸a˜o de 50% dos coefi-
cientes utilizados na transformada, 320 coeficientes sa˜o produzidos a cada 20ms, com base
nas 640 amostras mais recentes do sinal de fala. Assim, o codificador G.722.1 produz um
atraso inerente ao seu algoritmo de pelo menos 40ms, o qual e´ aceita´vel para a maioria
das aplicac¸o˜es. Um atraso adicional e´ observado devido ao processamento, e depende do
sistema utilizado (processador, velocidade da memo´ria, etc.).
A seguir, sa˜o detalhadas as fases de codificac¸a˜o do codificador G.722.1
5.1 Transformada MLT
A primeira etapa da codificac¸a˜o do G.722.1[12] consiste na realizac¸a˜o da transformada
MLT. A transformada MLT, tambe´m conhecida por MDCT (Modified Discrete Cosine
Transform), foi proposta por Malvar[17]. Como entrada dessa etapa utilizam-se as 640
amostras mais recentes do sinal de fala e, como sa´ıda, tem-se 320 coeficientes da trans-
formada. Para facilitar o entendimento da MLT, pode-se definir x(n) como o sinal de
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entrada, tal que x(0) e´ a amostra mais antiga e 0 ≤ n < 640, e mlt(m) como o sinal de
sa´ıda, tal que 0 ≤ m < 320.















(n− 159, 5)(m+ 0, 5)
)
x(n). (5.1)
A MLT pode ser decomposta em uma func¸a˜o de janelamento, uma operac¸a˜o de so-
breposic¸a˜o e adic¸a˜o e em uma transformada discreta em cosseno (DCT) Tipo IV[12]. Para






, para 0 ≤ n < 320 (5.2)
e para a operac¸a˜o de sobreposic¸a˜o e adic¸a˜o tem-se:
v(n) = w(159− n)x(159− n) + w(160 + n)x(160 + n), para 0 ≤ n ≤ 159 (5.3)
v(n+ 160) = w(319− n)x(320 + n)− w(n)x(639− n), para 0 ≤ n ≤ 159 (5.4)










(n+ 0, 5)(m+ 0, 5)
)
v(n) (5.5)
5.2 Ca´lculo e Quantizac¸a˜o da amplitude da envolto´ria
Os coeficientes da MLT sa˜o divididos em regio˜es de 20 coeficientes, resultando em um
total de 14 regio˜es, cada regia˜o cobrindo 500Hz do espectro. Os 40 coeficientes de maior
frequ¨eˆncia na˜o sa˜o considerados pelo codificador, pois esta˜o fora da faixa de interesse, que
vai ate´ 7kHz.
Para cada regia˜o, os coeficientes da MLT sa˜o agrupados visando a calcular o valor






mlt2(20r + n) (5.6)
O valor quadra´tico me´dio de cada regia˜o tambe´m e´ chamado de envolto´ria, e sera´
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quantizado pela seguinte equac¸a˜o:
i(r) = 2 log2(rms(r))− 2 (5.7)
onde i(r) e´ truncado para o valor inteiro mais pro´ximo e e´ limitado entre −8 ≤ i(r) ≤ 31
para todas regio˜es, exceto a regia˜o 0, na qual i(r) esta´ limitado entre 1 ≤ i(r) ≤ 31.
5.3 Codificac¸a˜o da amplitude da envolto´ria
O primeiro valor transmitido pelo codificador de fala G.722.1 sa˜o os 5 bits usados pelo
resultado da quantizac¸a˜o da envolto´ria da regia˜o 0, i(0). O valor i(0) = 0 e´ reservado e
na˜o e´ utilizado.
Para as demais regio˜es, inicialmente se calcula a diferenc¸a entre o valor a ser codificado
e o valor anterior, pela seguinte equac¸a˜o:
d(r) = i(r)− i(r − 1). (5.8)
As ma´ximas diferenc¸as a serem codificadas esta˜o entre +11 e−12. Caso essas diferenc¸as
ma´ximas na˜o sejam satisfeitas pelo sinal a ser codificado, os valores dos vales sa˜o ajus-
tados para cima. O algoritmo detalhado para o ajuste, no formato de pseudo-co´digo C,
esta´ descrito na sec¸a˜o 4.3 da norma do G.722.1[12].
Uma vez calculadas as diferenc¸as da envolto´ria entre regio˜es sucessivas, elas sa˜o codi-
ficadas por uma tabela de Huffman pre´-definida no padra˜o[12] do codificador e depois
transmitidas.
5.4 Procedimento de categorizac¸a˜o
A categorizac¸a˜o consiste na atribuic¸a˜o de uma categoria a cada uma das 14 regio˜es de
coeficientes MLT do codificador. Como sa´ıda dessa etapa, 16 categorizac¸o˜es sa˜o calcu-
ladas, gerando 16 conjuntos de categorias. As categorizac¸o˜es sa˜o ordenadas de 0 a 15,
onde a categorizac¸a˜o 0 possui o maior nu´mero de bits esperado para a codificac¸a˜o dos
coeficientes da MLT, e a categorizac¸a˜o 15 possui o menor.
A categoria atribu´ıda a` regia˜o determina os paraˆmetros a serem utilizados para a
quantizac¸a˜o e codificac¸a˜o dos coeficientes da MLT na regia˜o. Para cada categoria, a
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norma G.722.1[12] apresenta o nu´mero esperado de bits para representar os coeficientes
da MLT na regia˜o em questa˜o, apo´s o processo de quantizac¸a˜o e codificac¸a˜o.
O nu´mero de bits realmente utilizado para representar os coeficientes da MLT de uma
determinada regia˜o pode variar em relac¸a˜o ao nu´mero esperado, dependendo da estat´ıstica
do sinal. Isso e´ devido a` utilizac¸a˜o do algoritmo de Huffman durante a fase de codificac¸a˜o,
o qual resulta em co´digos de tamanho varia´vel para representar os coeficientes.
A Tabela 5.1 apresenta o nu´mero de bits esperado para as oito categorias poss´ıveis
que cada regia˜o pode ter. E´ importante observar que o nu´mero de bits esperado depende
apenas da categoria, e na˜o da regia˜o em questa˜o.










Tabela 5.1: Nu´mero de bits esperado em cada categoria
Durante o procedimento de categorizac¸a˜o, 16 conjuntos de categorias sa˜o calculados,
mas apenas um e´ selecionado para a transmissa˜o. A seguir sera˜o apresentados os passos
relativos a` etapa de categorizac¸a˜o.
5.4.1 Ajustando o nu´mero de bits dispon´ıveis
Baseado no total de bits dispon´ıvel para a codificac¸a˜o dos coeficientes da MLT, ndisp,
calcula-se o nu´mero de bits dispon´ıvel estimado, a ser utilizado durante o processo de
categorizac¸a˜o, nest. O nu´mero de bits dispon´ıvel estimado e´ menor ou igual ao nu´mero de
bits dispon´ıvel, e e´ calculado para garantir que os coeficientes quantizados e codificados
da MLT na˜o utilizem mais bits do que o total dispon´ıvel.
O nu´mero de bits dispon´ıvel estimado e e´ dado por:
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nest =
{




, ndisp > 320
(5.9)
5.4.2 Ca´lculo da categorizac¸a˜o inicial
A categoria c, que e´ atribu´ıda a` uma determinada regia˜o r e´ dada por:
c(r) = max(0,min(7, (k − d(r))/2)) (5.10)
onde:
- max() retorna o maior valor entre dois valores
- min() retorna o menor valor entre dois valores
- k e´ o maior valor entre -32 e 31 que satisfaz a seguinte inequac¸a˜o:
13∑
r=0
e(c(r)) ≥ (nest − 32), para e(c) dado pela Tabela 5.1. (5.11)
E´ importante observar que a soma da inequac¸a˜o (5.11) representa o nu´mero total de
bits esperado para a quantizac¸a˜o e codificac¸a˜o dos coeficientes da MLT para o conjunto
de categorias resultante da categorizac¸a˜o inicial.
5.4.3 Ca´lculo das demais categorizac¸o˜es
Uma vez calculada a categorizac¸a˜o inicial, e´ necessa´rio calcular as outras 15 categorizac¸o˜es.
Durante o ca´lculo de cada novo conjunto de categorias, tem-se apenas uma diferenc¸a em
relac¸a˜o ao conjunto de categorias anteriormente utilizado. Portanto, para a segunda
categorizac¸a˜o, tem-se apenas uma regia˜o com categoria diferente da categorizac¸a˜o inicial,
e essa diferenc¸a na categoria e´ de apenas ±1.
A motivac¸a˜o da etapa de categorizac¸a˜o e´ obter 16 conjuntos de categorias, os quais
podera˜o ser re-calculados no decodificador sem necessidade de transmissa˜o de informac¸a˜o
lateral, uma vez que para a etapa da categorizac¸a˜o so´ e´ necessa´rio conhecer as diferenc¸as
ajustadas entre os valores quadra´ticos me´dio de duas regio˜es sucessivas, d(r). Estes valores
sa˜o transmitidos, tornando-se acess´ıveis ao decodificador.
Ale´m de ser poss´ıvel realizar o processo de categorizac¸a˜o no decodificador, outra pro-
priedade desses 16 conjuntos de categorias e´ que eles possuem um pequena diferenc¸a no
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nu´mero de bits esperado e necessa´rio para transmitir os coeficientes da MLT, apo´s as fases
de quantizac¸a˜o e codificac¸a˜o de Huffman. A diferenc¸a ma´xima esperada entre dois con-
juntos de categorias sucessivos e´ de ±1 categoria, ou seja, ±16 bits quando essa diferenc¸a
e´ da categoria 7 para a 6 ou vice-versa. Portanto, o mecanismo de controle de taxa, que
sera´ discutido em mais detalhes na sec¸a˜o 5.7, ira´ escolher qual a melhor categorizac¸a˜o
para transmitir, objetivando maximizar o uso da banda dispon´ıvel.
Portanto, sera´ necessa´rio apenas transmitir 4 bits como informac¸a˜o lateral, relativos
ao nu´mero da categorizac¸a˜o utilizada no codificador (entre 0 e 15), ja´ que o decodificador
na˜o tera´ acesso aos coeficientes MLT utilizados pelo mo´dulo de controle de taxa para
escolher o conjunto de categorias mais adequado.
O algoritmo utilizado para o ca´lculo das 15 categorizac¸o˜es restantes, na forma de
pseudo-co´digo C, pode ser encontrado nas sec¸o˜es 4.4 e 7 da norma do G.722.1[12].
5.5 Quantizac¸a˜o escalar e Codificac¸a˜o de Huffman
(SQVH)
Para as regio˜es com categorias entre 0 e 6, os coeficientes MLT sa˜o representados na forma
de sinal e magnitude. A parte da magnitude e´ normalizada pelo valor quadra´tico me´dio,
rms(r), e, a seguir, e´ submetida a` quantizac¸a˜o escalar e a` codificac¸a˜o de Huffman de
tamanho varia´vel. As regio˜es com categoria 7 na˜o sa˜o processadas e, consequ¨entemente,
nenhum bit e´ alocado para a transmissa˜o.











- i e´ o ı´ndice dentro de uma regia˜o, sendo limitado por 0 ≤ i < 20;
- c e´ a categoria associada a` regia˜o r pelo processo de categorizac¸a˜o;
- int() representa a parte inteira do nu´mero em questa˜o;
- α, kmax e s dependem da categoria c e sa˜o dados pela Tabela 5.2.
Na sequ¨eˆncia, os ı´ndices de quantizac¸a˜o sa˜o combinados em um u´nico ı´ndice do vetor
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Categoria Passo da quantizac¸a˜o Arredondamento valor ma´ximo de k(i)
c(r) s(c) (deadzone rounding) α(c) kmax(c)
0 2−1,5 0,30 13
1 2−1,0 0,33 9
2 2−0,5 0,36 6
3 20,0 0,39 4
4 20,5 0,42 3
5 21,0 0,45 2
6 21,5 0,50 1
Tabela 5.2: Paraˆmetros de quantizac¸a˜o associados a cada categoria




k(n · vd(c) + j)(kmax(c) + 1)vd(c)−(j−1) (5.13)
onde:
- n e´ o n-e´simo vetor na regia˜o r, e e´ limitado por 0 ≤ n < vpr − 1;
- j e´ o j-e´simo valor de k(i) dentro de um vetor, em uma determinada regia˜o;
- vpr nu´mero de vetores na regia˜o para uma dada categoria, dado pela Tabela 5.3;
- vd dimensa˜o do vetor para uma dada categoria, dado pela Tabela 5.3.
Categoria Dimensa˜o do vetor Nu´mero de vetores por regia˜o u = (kmax + 1)
vd
c(r) vd(c) vpr(c)
0 2 10 196
1 2 10 100
2 2 10 49
3 4 5 625
4 4 5 256
5 5 4 243
6 5 4 32
Tabela 5.3: Paraˆmetros de codificac¸a˜o associados a cada categoria
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A norma G.722.1[12] apresenta tabelas com o nu´mero de bits necessa´rio para codificar
o vetor vi para uma dada categoria e tambe´m as tabelas com os co´digos de Huffman.
5.6 Controle de taxa
O nu´mero total de bits necessa´rio para representar o pacote e´ calculado para cada cate-
gorizac¸a˜o, considerando-se o procedimento de quantizac¸a˜o escalar e a codificac¸a˜o de Huff-
man. Nesse total incluem-se os bits necessa´rios para representar os valores quadra´ticos
me´dios de cada regia˜o (envolto´ria), os quatro bits que representam qual a categorizac¸a˜o
utilizada, e os bits necessa´rios para os coeficientes MLT (mapeados em ı´ndices para o
vetor de codificac¸a˜o vi(n) para cada regia˜o).
Na sequ¨eˆncia, a categorizac¸a˜o de menor ı´ndice que se enquadrar dentro do nu´mero
de bits dispon´ıvel e´ selecionada. Se nenhuma categorizac¸a˜o possibilitar um nu´mero total
de bits inferior ao nu´mero de bits dispon´ıvel, a categorizac¸a˜o que mais se aproximar sera´
selecionada (normalmente a 15a).
5.7 Pacote transmitido
Ao final da codificac¸a˜o tem-se o pacote da Figura 5.1 como resultante da codificac¸a˜o. E´
importante observar que tanto a envolto´ria como os coeficientes da MLT sa˜o transmi-
tidos na sequ¨eˆncia dos componentes espectrais, ou seja, as mais baixas frequ¨eˆncias sa˜o
transmitidas primeiro.
Figura 5.1: Pacote do G.722.1 a ser transmitido.
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5.8 Decodificador
No decodificador, os primeiros 5 bits sa˜o extra´ıdos e correspondem ao valor quadra´tico
me´dio quantizado da Regia˜o 0. Na sequ¨eˆncia, os valores das demais regio˜es sa˜o decodi-
ficados pelo algoritmo de Huffman e reconstru´ıdos pelo processo inverso do descrito na
sec¸a˜o 5.3.
Em seguida, os quatro bits de controle do procedimento de categorizac¸a˜o sa˜o decodifi-
cados para determinar qual das 16 categorizac¸o˜es foi utilizada durante a codificicac¸a˜o. E´
relevante observar que o processo de categorizac¸a˜o e´ repetido no decodificador, ja´ que ele
possui todos os paraˆmetros de entrada para o processo de categorizac¸a˜o, como descrito
em mais detalhes na sec¸a˜o 5.4.3.
Os demais bits do pacote recebido sa˜o os coeficientes da MLT, que sa˜o decodificados
de acordo com as informac¸o˜es de categoria de cada regia˜o, resultantes da categorizac¸a˜o
selecionada pelos 4 bits de controle. Detalhes sobre o procedimento de decodificac¸a˜o esta˜o
presentes na sec¸a˜o 5 da norma[12], juntamente com o pseudo-co´digo C.
Algumas das regio˜es podem ser codificadas com categoria 7, o que significa que ne-
nhum coeficiente foi transmitido para representar a regia˜o. O valor quadra´tico me´dio
desses coeficientes esta´ dispon´ıvel na envolto´ria transmitida. Ao inve´s de utilizar 0 como
os valores dos coeficientes da regia˜o de categoria 7, o decodificador gera a magnitude
dos coeficientes proporcionalmente a` me´dia quadra´tica dos coeficientes (envolto´ria). O
sinal dos coeficientes e´ gerado por um gerador pseudo aleato´rio. Essa te´cnica tambe´m e´
utilizada para coeficientes das regio˜es 5 e 6, os quais venham a ser quantizados com valor
0. As constantes de proporcionalidade utilizadas para a gerac¸a˜o desses coeficientes esta˜o
descritas na Tabela 5.4.




Tabela 5.4: Constante de proporcionalidade utilizada na reconstruc¸a˜o de coeficientes na˜o
codificados
Para os valores codificados, que sejam diferentes de zero, os coeficientes normaliza-
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dos sa˜o obtidos de tabelas pre´-determinadas e sa˜o re-normalizados pelo valor quadra´tico
me´dio. Os 14 coeficientes com frequ¨eˆncia superior a 7kHz sa˜o feitos iguais a 0.
Como u´ltimo passo no decodificador, tem-se a transformac¸a˜o dos coeficientes do
domı´nio da transformada para o domı´nio do tempo. Isso e´ feito pelo ca´lculo da IMLT,
que sera´ detalhado a seguir.
5.9 Transformada IMLT
Cada operac¸a˜o da IMLT opera sobre 320 coeficientes, produzindo 320 amostras temporais.
A IMLT pode ser decomposta em um transformada de discreta de cosseno tipo IV, seguida
de um janelamento e uma operac¸a˜o de sobreposic¸a˜o e adic¸a˜o. A transformada discreta de










(m+ 0, 5)(n+ 0, 5)
)
mlt(m) (5.14)
As operac¸o˜es de janelamento, sobreposic¸a˜o e adic¸a˜o usam metade dos coeficientes do
bloco corrente e metade do bloco previamente utilizado e e´ dada por:
y(n) = w(n)u(159− n) + w(319− n)upre(159− n), para 0 ≤ n < 160 (5.15)
y(n+ 160) = w(n+ 160)u(n) + w(159− n)upre(159− n), para 0 ≤ n < 160 (5.16)






, para 0 ≤ n < 320 (5.17)
5.10 Implementac¸a˜o de refereˆncia
A ITU-T fornece, como parte da norma do G.722.1[12], uma implementac¸a˜o de refereˆncia
em ANSI C. Essa implementac¸a˜o e´ baseada em operac¸o˜es matema´ticas de ponto fixo, com
palavras de 16 bits, e e´ modificada nesse trabalho para incluir um modelo perceptual que
e´ discutido em detalhes no Cap´ıtulo 6.
Cap´ıtulo 6
Melhoria do codificador G.722.1
Observando os modelos de mascaramento apresentados no Cap´ıtulo 4 e o codificador
de fala do G.722.1 apresentado no Cap´ıtulo 5, propo˜e-se uma melhoria no codificador
G.722.1, para que este venha a utilizar um modelo perceptual.
E´ importante observar que a codificac¸a˜o perceptual busca utilizar as informac¸o˜es de
maior relevaˆncia no sinal de a´udio e fala. Com isso, ela e´ recomenda´vel para a codificac¸a˜o
de sinais em aplicac¸o˜es utilizadas para a reproduc¸a˜o do som, e na˜o e´ recomenda´vel para
aplicac¸o˜es que necessitem de tratamento e re-edic¸o˜es posteriores.
A codificac¸a˜o perceptual na˜o e´ recomendada para aplicac¸o˜es cujo sinal decodificado
sera´ alterado, como por exemplo por um equalizador. Isto ocorre porque a equalizac¸a˜o do
sinal podera´ tornar aud´ıveis ru´ıdos adicionados durante o processo de quantizac¸a˜o e que
foram posicionados abaixo do limiar global de mascaramento. Portanto, a equalizac¸a˜o
modifica o limiar global de mascaramento do sinal.
6.1 Escopo da modificac¸a˜o
Idealmente, para utilizar todas as informac¸o˜es do modelo perceptual, o codificador per-
ceptual deveria possuir bandas que coincidissem com as bandas cr´ıticas e permitissem a
alocac¸a˜o exata de bits para cada banda cr´ıtica calculada, baseada no limiar global de
mascaramento.
Para alterar as regio˜es do codificador G.722.1 de modo que coincida com as bandas
cr´ıticas, primeiramente seria necessa´rio gerar as tabelas de Huffman e verificar se na˜o
existe nenhuma outra restric¸a˜o a essa alterac¸a˜o no nu´cleo do algoritmo do codificador,
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como, por exemplo, nos ı´ndices quantizados das tabelas, as quais teriam tamanho varia´vel
dependendo da regia˜o. Este trabalho optou por na˜o alterar a estrutura ba´sica do codi-
ficador, pois acredita-se que essa alterac¸a˜o seria de grande complexidade, comparada a`
proposta de um novo codificador, o que esta´ fora do escopo apresentado.
A alocac¸a˜o de bits poss´ıveis para cada regia˜o do codificador G.722.1 e´ apresentada na
Tabela 5.1. Para alterar essa alocac¸a˜o a fim de que ela possa refletir exatamente o nu´mero
de bits esperado, segundo o modelo perceptual, seria necessa´rio aumentar o nu´mero de
categorias existentes e alterar os paraˆmetros de quantizac¸a˜o e codificac¸a˜o associados a cada
categoria. Essa alterac¸a˜o teria impacto diretamente no nu´cleo do codificador, atrave´s dos
bits necessa´rios para representar cada categoria, da utilizac¸a˜o de mais paraˆmetros nas
etapas de quantizac¸a˜o e codificac¸a˜o, etc. Pelo mesmo motivo pelo qual manteve-se fora
do escopo a alterac¸a˜o das bandas do codificador, optou-se por manter a alterac¸a˜o nas
categorias tambe´m fora do escopo deste trabalho.
Portanto, a liberdade de atuac¸a˜o do modelo perceptual no codificador G.722.1, sem
alterac¸o˜es de suas caracter´ısticas ba´sicas, esta´ limitada a` alterac¸a˜o da categoria atribu´ıda
a`s regio˜es de 500Hz pre´-definidas pelo codificador. Na˜o se tera´ a liberdade de alterar
o tamanho das bandas, o nu´mero de categorias e nem o nu´mero de bits alocados por
categoria.
A alterac¸a˜o que esta´ sendo proposta consiste basicamente na adic¸a˜o de uma nova etapa
no codificador G.722.1, na qual as informac¸o˜es relativas ao limiar global de mascaramento
sera˜o utilizadas para atribuir categorias a cada regia˜o. Essa nova etapa sera´ denominada
re-categorizac¸a˜o e sera´ executada apo´s a etapa de categorizac¸a˜o tanto no codificador,
quanto no decodificador. A re-categorizac¸a˜o e´ responsa´vel por refazer a categorizac¸a˜o
das regio˜es, baseadas nas informac¸o˜es perceptuais geradas, no caso do codificador, ou
recebidas, no caso do decodificador.
6.2 Novo formato do pacote transmitido
Devido ao fato de o decodificador na˜o poder reproduzir os ca´lculos relativos ao modelo
perceptual utilizado pelo codificador, e´ necessa´ria a adic¸a˜o de um bloco no pacote do
G.722.1, de maneira a enviar as informac¸o˜es necessa´rias referentes ao modelo. A nova
estrutura utilizada neste trabalho e´ apresentada na Figura 6.1.
Idealmente, seria necessa´rio reservar 3 bits por regia˜o para conter a categoria sele-
cionada baseada na informac¸a˜o perceptual, ja´ que as categorias esta˜o no intervalo de 0
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Figura 6.1: Nova estrutura do pacote do codificador G.722.1 modificado.
a 7. Portanto, seria necessa´rio um total de 42 bits para armazenar a informac¸a˜o das 14
regio˜es, o que resultaria em um acre´scimo de 38 bits de informac¸a˜o lateral, devido ao
modelo perceptual. E´ importante observar que caso essa alternativa seja utilizada, os
4 bits de controle referentes a` categorizac¸a˜o escolhida na˜o seriam mais necessa´rios e a
realizac¸a˜o do procedimento de categorizac¸a˜o no decodificador tambe´m na˜o.
A implementac¸a˜o de refereˆncia permite apenas alterac¸o˜es da taxa de codificac¸a˜o em
mu´ltiplos de 800bit/s, ou seja, 16 bits/pacote. Devido a esse fato, a informac¸a˜o perceptual
devera´ reduzir a taxa do codificador em mu´ltiplos de 16 bits. Isto geraria um consumo
de 48 bits por pacote pela adic¸a˜o de informac¸o˜es sobre o modelo perceptual.
Ao utilizar a alternativa previamente descrita, ter-se-´ıa a desvantagem de utilizar,
para a taxa de 16kbits/s, 15% do total de bits com informac¸a˜o lateral adicional relati-
vas ao modelo perceptual e, para as taxas de 24kbits/s e 32kbits/s seriam necessa´rios,
respectivamente, 10% e 7,5%.
Outra desvantagem de utilizar essa alternativa e´ a necessidade de alterar o fluxo de
execuc¸a˜o do codificador e do decodificador fornecidos na implementac¸a˜o de refereˆncia. O
codificador modificado deve ser capaz de gerar alguns conjuntos de categorias, os quais
deveriam passar pelo processo de quantizac¸a˜o e codificac¸a˜o. Isto ocorre devido a` neces-
sidade de determinar se os conjuntos de categorias esta˜o ou na˜o dentro dos limites de
bits dispon´ıveis para transmissa˜o, da mesma maneira que ocorre com os 16 conjuntos de
categorias obtidos durante o procedimento de categorizac¸a˜o no codificador atual.
Visando diminuir a quantidade de informac¸a˜o lateral transmitida e minimizar as al-
terac¸o˜es no nu´cleo do codificador e em seu fluxo normal de execuc¸a˜o, decidiu-se utilizar
uma soluc¸a˜o alternativa, com 16 bits de informac¸a˜o adicional por pacote. Esses 16 bits
sa˜o utilizados para modificar a categorizac¸a˜o de no ma´ximo 4 regio˜es, ja´ que o codificador
possui 14 regio˜es, as quais podem ser identificadas em 4 bits.
A maneira como essa informac¸a˜o lateral sera´ utilizada pelo codificador e decodificador
e´ mostrada na Figura 6.2. Nos treˆs primeiros blocos de 4 bits, ha´ as regio˜es que tera˜o
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suas categorias aumentadas em 1, necessitando de menos bits para serem quantizadas e
codificadas, e no u´ltimo bloco, ha´ a regia˜o que tera´ sua categoria diminu´ıda em 1.
Figura 6.2: Informac¸a˜o lateral transmitida relativa ao modelo perceptual.
A assimetria entre o nu´mero de regio˜es que tera˜o sua categoria aumentada e diminu´ıda
e´ devida ao fato de ter-se obtido, experimentalmente, que em muitas vezes a regia˜o que
tem sua categoria diminu´ıda tem categoria 7, resultando na necessidade de liberar 16 bits
nas outras regio˜es atrave´s do aumento da categoria. Pela Tabela 5.1 pode-se observar que
muitas vezes e´ necessa´rio aumentar a categoria de treˆs regio˜es para obter a liberac¸a˜o dos
16 bits, resultantes da diminuic¸a˜o de uma categoria em uma regia˜o de categoria 7.
Observa-se que nem sempre o saldo das operac¸o˜es de adic¸a˜o e subtrac¸a˜o no valor da
categoria das regio˜es e´ 0. Isso ocorre devido a` diferenc¸a no nu´mero de bits alocados
por categoria pelo padra˜o G.722.1. Nesta proposta de modificac¸a˜o do procedimento de
categorizac¸a˜o, pode-se decidir por na˜o realizar uma ou mais operac¸a˜o com as categorias.
Nessa situac¸a˜o, o valor 15 e´ transmitido ao decodificador nos bits destinados a`s operac¸o˜es
em questa˜o. Nota-se que na˜o existe a regia˜o 15. O intervalo das regio˜es e´ de 0 a 13.
Mais detalhes sobre as estrate´gias de realizac¸a˜o ou na˜o dessas operac¸o˜es sa˜o descritos nas
pro´ximas sec¸o˜es.
A alterac¸a˜o da implementac¸a˜o de refereˆncia, com o objetivo de modificar o conjunto de
categorias selecionadas pelo processo de categorizac¸a˜o, ocorreu em um ponto bem isolado
do co´digo, ou seja, em uma interface clara entre blocos do codificador. Ela ocorreu apo´s
o procedimento de categorizac¸a˜o e antes do processo de quantizac¸a˜o e codificac¸a˜o, o que
diminuiu bastante a complexidade da alterac¸a˜o, e o risco de alterar alguma funcionalidade
do codificador que pudesse degradar a qualidade do codificador.
6.3 Modelos perceptuais implementados
No presente trabalho implementaram-se dois modelos perceptuais: o modelo de Johnston
[15], apresentado em detalhes na sec¸a˜o 4.1, e o modelo perceptual 1 do padra˜o MPEG-1[8],
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apresentado em detalhes na sec¸a˜o 4.2. A seguir, algumas caracter´ısticas desses modelos
sa˜o compradas.
6.3.1 Comparac¸a˜o da func¸a˜o de espalhamento
A Figura 6.3 compara func¸o˜es de mascaramento utilizadas no modelo de Johnston e no
modelo MPEG-1 para a frequ¨eˆncia central de 2450Hz. Nela, pode-se observar que para
o domı´nio da func¸a˜o de mascaramento do MPEG-1, as duas func¸o˜es teˆm comportamento
bem semelhantes. Para o modelo MPEG-1, observa-se um decaimento um pouco mais
acentuado para as frequ¨eˆncias maiores do que a do mascarador, e um decaimento um
pouco menos acentuado para as frequ¨eˆncias menores.























Figura 6.3: Comparac¸a˜o entre as func¸o˜es de espalhamento do modelo de Johnston e do
modelo MPEG-1.
A func¸a˜o de espalhamento utilizada pelos codificadores do padra˜o MPEG-1 depende
do mascarador em questa˜o, ao contra´rio da func¸a˜o de espalhamento apresentada na sec¸a˜o
3.7.5. Pela equac¸a˜o (4.30) pode-se observar que a func¸a˜o de espalhamento decai mais rapi-
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damente para mascaradores mais fortes do que para os mais fracos. Esse e´ um resultado
de testes que demonstra que a sensibilidade do sistema auditivo humano e´ menor com o
aumento do n´ıvel do est´ımulo[25].
Outra diferenc¸a considera´vel e´ que por questo˜es de desempenho computacional, a
func¸a˜o de espalhamento do padra˜o MPEG-1 utiliza func¸o˜es matema´ticas mais simples, e
tem um domı´nio limitado entre -3 e 8 Bark da frequ¨eˆncia central do mascarador. Fora do
domı´nio da func¸a˜o de espalhamento, a atenuac¸a˜o e´ de pelo menos 40 dB.
6.3.2 Diferenc¸as na classificac¸a˜o do mascaramento
Ao contra´rio do que ocorre com o modelo de Johnson, no qual os mascaradores sa˜o
continuamente classificados pelo coeficiente de tonalidade α entre a tonalidade absoluta
(α = 1) e a na˜o tonalidade absoluta (α = 0), no modelo perceptual 1 do padra˜o MPEG-1,
os mascaradores sa˜o classificados em apenas dois n´ıveis: tonal e na˜o tonal. No modelo
perceptual 2 do padra˜o MPEG-1 e no modelo do padra˜o AAC, que sera´ apresentado na
sec¸a˜o 4.3, faz-se uso de um coeficiente de tonalidade similar ao utilizado no modelo de
Johnston.
Para os mascaradores tonais, tem-se como limiar individual de mascaramento na banda
cr´ıtica do mascarador 6,025 + 0,275i dB (onde i e´ a banda cr´ıtica em questa˜o) abaixo do
mascarador, o qual e´ consideravelmente mais agressivo do que o utilizado no modelo de
Johnston para um sinal tonal puro, que e´ de 14,5 + i dB. Um comportamento similar e´
observado para mascaradores de ru´ıdo, que tem limiar de mascaramento de 2,025 + 0,175i
dB abaixo do mascarador para o modelo 1 do padra˜o MPEG-1, enquanto que o limiar e´
de 5,5 dB no modelo de Johnston.
Apesar das diferenc¸as dos modelos nos cena´rios de mascaramento de um sinal tonal
puro ou de um ru´ıdo puro, para sinais complexos, como os de a´udio e fala, os dois mode-
los possuem atenuac¸a˜o semelhantes. A Figura 4.3 exemplifica bem essa semelhanc¸a,
atrave´s do valor de Oi. Para o sinal de fala em ana´lise, o modelo de Johnston resultou
em atenuac¸o˜es variando entre 5,5dB a 7dB, o que e´ mais pro´ximo do comportamento
observado no modelo do padra˜o MPEG-1.
6.3.3 Comparac¸a˜o entre o limiar global de mascaramento
Apesar de esses modelos serem consideravelmente diferentes, os dois apresentam resulta-
dos bastante semelhantes, quando se avalia o limiar global de mascaramento. A Figura
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6.4 mostra a comparac¸a˜o entre o limiar global de mascaramento obtido pelo modelo de
Johnston e o limiar global de mascaramento obtido a partir do modelo perceptual 1 do
padra˜o MPEG-1.
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Figura 6.4: Comparac¸a˜o do limiar global de mascaramento para o 25o¯ bloco do arquivo
demo.wav, entre os modelos de Johnston e o modelo 1 do padra˜o MPEG-1.
Como pode-se observar, o modelo de Johnston produz um limiar global de mascara-
mento discreto, ou seja, com um valor por banda cr´ıtica, enquanto que o modelo perceptual
1 do padra˜o MPEG-1 e´ cont´ınuo na frequ¨eˆncia. Isso ocorre devido a` premissa do modelo
de Johnston de que o mascaramento e´ inerente a toda a banda cr´ıtica.
Comparando-se a complexidade computacional entre os dois modelos, observa-se que
o modelo de Johnston possui uma complexidade um pouco maior, devido ao ca´lculo dos
coeficientes de tonalidade e de sua func¸a˜o de espalhamento.
Devido ao grau de liberdade que se tem para alterar o codificador G.722.1 com as
informac¸o˜es do modelo perceptual, praticamente na˜o existe diferenc¸a na sa´ıda do processo
de re-categorizac¸a˜o ao utilizar diferentes modelos.
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6.4 Entrada e sa´ıda de a´udio em formato WAV
A implementac¸a˜o de refereˆncia do codificador G.722.1 na˜o suporta entrada e sa´ıda de
arquivos de a´udio no formato WAV. Para facilitar o ambiente de testes e validac¸a˜o das
alterac¸o˜es propostas, foi necessa´rio alterar a implementac¸a˜o de refereˆncia, atrave´s da
adic¸a˜o de um mo´dulo de entrada e sa´ıda de arquivos de a´udio em formato WAV.
Nesta implementac¸a˜o, sera˜o somente aceitos arquivos em formato WAV com frequ¨eˆncia
de amostragem de 16KHz e 16 bits por amostra.
6.5 Processo de re-categorizac¸a˜o
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Figura 6.5: Comparac¸a˜o entre o limiar global de mascaramento e o nu´mero de bits alo-
cados pelo procedimento de categorizac¸a˜o.
A Figura 6.5 apresenta resultados obtidos pelo processamento do 25o bloco do arquivo
demo.wav. Nela sa˜o mostrados: o limiar global de mascaramento, calculado atrave´s
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do modelo perceptual 1 do padra˜o MPEG-1 apresentado na sec¸a˜o 4.2 (linha cont´ınua,
com escala da ordenada em dB SPL); e o nu´mero de bits esperado para a quantizac¸a˜o
e codificac¸a˜o dos coeficientes da MLT na regia˜o em questa˜o (linha tracejada, escala da
ordenada em nu´mero de bits). O nu´mero de bits esperado e´ obtido pela Tabela 5.1,
com base na categoria atribu´ıda a cada regia˜o pelo processo de categorizac¸a˜o. Por essa
Figura, podemos observar que a regia˜o 2, com centro em 1250Hz, esta´ na categoria 0
e, consequ¨entemente, utilizara´ cerca de 52 bits para a quantizac¸a˜o e codificac¸a˜o de seus
coeficientes da MLT. Enquanto isso, as regio˜es 12 e 13 possuem praticamente o mesmo
limiar de mascaramento e esta˜o na categoria 5, utilizando cerca de 22 bits.
A ide´ia ba´sica do processo de re-categorizac¸a˜o e´ modificar as categorias atribu´ıdas pelo
processo de categorizac¸a˜o, visando a diminuir a discrepaˆncia perceptual entre o nu´mero
de bits alocado e o nu´mero de bits esperado segundo o limiar de mascaramento.
6.5.1 Comparac¸a˜o entre o nu´mero de bits e o limiar de mas-
caramento
Inicialmente, e´ necessa´rio identificar um limiar de mascaramento para cada uma das 14
regio˜es do codificador, ja´ que o modelo perceptual MPEG-1 calcula um limiar de mascara-
mento cont´ınuo no domı´nio da frequ¨eˆncia, e o de Johnston possui um limiar por banda
cr´ıtica. Uma aproximac¸a˜o que pode ser utilizada para calcular o limiar de mascaramento
nas regio˜es do codificador G.722.1 e´ obtida pela me´dia do limiar de mascaramento dos






onde li e ls sa˜o, respectivamente, os limites inferiores e superiores da regia˜o r e, nr e´ o
nu´mero de componentes espectrais na regia˜o r.
Portanto, independentemente do modelo perceptual utilizado, pode-se calcular uma
aproximac¸a˜o de um limiar de mascaramento u´nico para cada regia˜o do codificador, tor-
nando o processo de re-categorizac¸a˜o independente do modelo utilizado.
Como segundo passo, e´ necessa´rio definir um medida quantitativa para comparar o
limiar global de mascaramento de cada regia˜o do codificador, com o nu´mero de bits
alocados a cada regia˜o pelo processo de categorizac¸a˜o.
Este trabalho utiliza como medida de comparac¸a˜o a diferenc¸a entre o nu´mero de bits
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alocados a cada regia˜o pelo processo de categorizac¸a˜o, e o nu´mero de bits sugerido pelo
modelo perceptual. Para que isso seja poss´ıvel, o total de bits utilizado pelo processo de
categorizac¸a˜o (para a distribuic¸a˜o dos bits entre as regio˜es) devera´ ser o mesmo utilizado
pelo modelo perceptual, ou seja, uma vez calculado o nu´mero de bits necessa´rio para a
codificac¸a˜o transparente, e´ necessa´rio que ele seja normalizado pelo total de bits utilizado
pelo processo de categorizac¸a˜o.
Desta maneira, ter-se-a´ duas distribuic¸o˜es de bits a serem comparadas: uma pelo
processo de categorizac¸a˜o e outra baseada no limiar de mascaramento, mas com um
mesmo total. A comparac¸a˜o e´ feita pela diferenc¸a, para cada regia˜o, entre o nu´mero de
bits alocado pelo processo de categorizac¸a˜o e pelo sugerido pelo modelo perceptual.
Inicialmente, foi considerado para o ca´lculo do nu´mero de bits sugerido pelo modelo
perceptual que o nu´mero de bits necessa´rio para a codificac¸a˜o transparente dos coeficientes
da MLT em uma determinada regia˜o e´ proporcional ao limiar global de mascaramento na
regia˜o. Como proposta definitiva, utilizamos conceitos da entropia perceptual de Johnston
[14]. A seguir, sa˜o descritas, em detalhes, as duas propostas.
6.5.2 Ca´lculo do Nu´mero de bits baseado na proporcionalidade
Como proposta inicial, considera-se que o limiar global de mascaramento e o nu´mero
de bits sugerido para a transmissa˜o dos coeficientes quantizados e codificados da MLT
sa˜o grandezas proporcionais. Portanto, ao normalizar o limiar global de mascaramento de
cada regia˜o, pelo nu´mero total de bits dispon´ıvel para a codificac¸a˜o, ter-se-a´ a distribuic¸a˜o
dos bits segundo crite´rios perceptuais.
Baseado na premissa de proporcionalidade tem-se:









- Tg(r) e´ o limiar global de mascaramento me´dio na regia˜o r do codificador G.722.1
- nper(r) e´ o nu´mero de bits necessa´rio para a codificac¸a˜o transparente da regia˜o r
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Para normalizar nper(r) com o total de bits dispon´ıvel para a codificac¸a˜o dos coefi-
cientes, basta substituir o termo
∑r=13
r=0 nper(r) pelo total de bits utilizado pelo resultado
do processo de categorizac¸a˜o.
O nu´mero de bits a ser alocado para a regia˜o r, normalizado pela quantidade de bits






onde: n(c(r)) representa o nu´mero de bits esperado para codificar os coeficientes da regia˜o
r, dado pela Tabela 5.1
Portanto, combinando a equac¸a˜o (6.4) com a equac¸a˜o 6.5 obte´m-se o nu´mero de bits





onde , N e´ o nu´mero de bits dispon´ıvel para a codificac¸o˜es dos coeficientes da MLT no
pacote em questa˜o e e´ dado por N =
∑r=13
r=0 n(c(r)).
A Figura 6.6 compara a alocac¸a˜o de bits utilizada pelo processo de categorizac¸a˜o a`
alocac¸a˜o de bits sugerida pela equac¸a˜o (6.6). Essa distribuic¸a˜o de bits foi obtida pelo
processamento do 25o¯ bloco do arquivo demo.wav, o qual utilizou o modelo perceptual 1
do padra˜o MPEG-1.
Baseado na utilizac¸a˜o de uma premissa de proporcionalidade, a qual na˜o e´ necessaria-
mente correta, optou-se por buscar uma nova alternativa para a determinac¸a˜o do nu´mero
de bits a ser alocado em cada regia˜o. A alternativa escolhida e´ baseada em conceitos da
entropia perceptual e sera´ apresentada a seguir.
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Figura 6.6: Comparac¸a˜o entre o limiar global de mascaramento e o nu´mero de bits alo-
cados pelo procedimento de categorizac¸a˜o, pelo crite´rio de proporcionalidade.
6.5.3 Ca´lculo do Nu´mero de bits baseado na entropia perceptual
A entropia perceptual foi proposta por Johnston[14], e representa a quantidade de in-
formac¸a˜o relevante em um determinado sinal de a´udio, em bits por amostra. Detalhes
sobre essa grandeza foram apresentados na sec¸a˜o 4.1.2.
Baseado na proposta de Johnston, pode-se obter a entropia perceptual para cada
amostra do sinal, atrave´s da soma de N ′Im(w) e N
′
Re(w), apresentadas nas equac¸o˜es (4.16)
e (4.15), respectivamente. Portanto, o ca´lculo do nu´mero de bits, teoricamente necessa´rios








onde li e ls sa˜o os limites inferiores e superiores da regia˜o r.
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onde N e´ o nu´mero de bits dispon´ıvel para a codificac¸o˜es dos coeficientes da MLT no
pacote em questa˜o e´ dado por N =
∑r=13
r=0 n(c(r)).
A Figura 6.7 compara a alocac¸a˜o de bits utilizada pelo processo de categorizac¸a˜o a`
alocac¸a˜o de bits sugerida pelo modelo perceptual, calculada com base na equac¸a˜o (6.8).
Essa distribuic¸a˜o de bits foi obtida pelo processamento do 25o¯ bloco do arquivo demo.wav,
o qual utilizou o modelo perceptual 1 do padra˜o MPEG-1.














Figura 6.7: Comparac¸a˜o entre o limiar global de mascaramento e o nu´mero de bits alo-
cados pelo procedimento de categorizac¸a˜o, pelo crite´rio de entropia perceptual.
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6.5.4 Crite´rios para a re-categorizac¸a˜o
Caso o nu´mero de bits atribu´ıdo a cada regia˜o, pelo processo de categorizac¸a˜o, n(r), e
o nu´mero de bits derivado do modelo perceptual, nper(r), sejam exatamente iguais, o
processo de re-categorizac¸a˜o na˜o alterara´ nenhuma categoria, transmitindo 0xFFFF para
o decodificador. Na pra´tica, essa situac¸a˜o na˜o acontece, e e´ poss´ıvel decidir se sera´ ou na˜o
necessa´rio alterar as categorias das regio˜es se estas estiverem dentro de um intervalo.
Nesta implementac¸a˜o, foi definida como medida de comparac¸a˜o a diferenc¸a, d(r), entre
o nu´mero de bits atribu´ıdo a cada regia˜o pelo processo de categorizac¸a˜o e o nu´mero de
bits sugerido pelo modelo perceptual. Essa diferenc¸a e´ dada por:
d(r) = n(r)− nper(r) (6.9)















Figura 6.8: Diferenc¸a entre o nu´mero de bits.
A Figura 6.8 apresenta a d(r) calculado para o 25o¯ bloco do arquivo demo.wav, quando
o modelo perceptual 1 do padra˜o MPEG-1 e´ utilizado para o ca´lculo do limiar global de
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mascaramento, e a entropia perceptual e´ utilizada para o ca´lculo do nu´mero de bits.
Baseado nos valores de d(r) apresentados na figura, identifica-se as regio˜es candidatas a
sofrer alterac¸a˜o em sua categoria.
Para o bloco de ana´lise da Figura 6.8, as regio˜es candidatas a terem sua categoria
aumentada em 1 sa˜o, em ordem de prioridade: 2, 0 e 1; ja´ que elas possuem um excesso
de 25 e 21 e 5 bits respectivamente. A regia˜o que pode ter sua categoria diminu´ıda em
1 e´ a regia˜o 12, ja´ que ela tem uma defasagem de 16 bits em relac¸a˜o ao esperado pelo
modelo perceptual.
Caso a defasagem de bits na regia˜o selecionada para ter sua categoria diminu´ıda seja
menor do que 10, o processo de re-categorizac¸a˜o na˜o sera´ realizado, transmitindo 0xFFFF
para o decodificador. Esse valor de 10 foi obtido de maneira emp´ırica, e visa a evitar que
a re-categorizac¸a˜o seja realizada quando a diferenc¸a entre a distribuic¸a˜o sugerida pelo
modelo perceptual e o processo de categorizac¸a˜o for muito pequena.
Em uma ana´lise de va´rios sinais de a´udio e fala, na˜o foi encontrada situac¸a˜o alguma
em que essa diferenc¸a fosse menor do que 10, mas o algoritmo preveˆ esse caso, pois
teoricamente e´ poss´ıvel.
E´ importante observar que o processo de re-categorizac¸a˜o, em nossa implementac¸a˜o
atual, visa a re-categorizar as maiores diferenc¸as. Conforme pacote modificado definido
em 6.2, so´ e´ poss´ıvel re-categorizar, no ma´ximo, 4 regio˜es.
A descric¸a˜o dos passos do algoritmo de decisa˜o sobre a re-categorizac¸a˜o e´ dada a
seguir:
1. Diminuir a categoria da regia˜o com maior de´ficit de bits;
2. Aumentar a categoria das treˆs regio˜es com maiores saldos de bits (no ma´ximo 3);
3. Calcular o valor da diferenc¸a entre o nu´mero total de bits antes da re-categorizac¸a˜o
e no cena´rio atual;
4. Caso haja uma sobra de pelo menos 4 bits no cena´rio atual, na˜o aumentar a categoria
da regia˜o com menor saldo entre as que foram diminu´ıdas no passo 2;
5. Re-calcular o valor da diferenc¸a entre o nu´mero total de bits antes da re-categorizac¸a˜o
e no cena´rio atual;
6. Caso haja uma sobra de pelo menos 4 bits no cena´rio atual, na˜o aumentar a categoria
da regia˜o com segundo menor saldo entre as que foram diminu´ıdas no passo 2.
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A assimetria entre os passos 1 e 2 e´ devido a na˜o linearidade na alocac¸a˜o do nu´mero de




7.1 Ana´lise da alocac¸a˜o de bits pelo processo de ca-
tegorizac¸a˜o
Na sec¸a˜o 6.5.4 foi apresentado o crite´rio para a re-categorizac¸a˜o, o qual pode ser estendido
para a avaliac¸a˜o do processo de categorizac¸a˜o original do codificador G.722.1.
Com base no conceito proposto pela equac¸a˜o (6.9), pode-se calcular a distribuic¸a˜o de
d(r) em cada regia˜o do codificador, ao serem considerados va´rios blocos e tipos de sinais.
Devido a` inexisteˆncia de um modelo mais elaborado para a ana´lise, tanto do processo
de categorizac¸a˜o quanto da relac¸a˜o da distribuic¸a˜o de d(r) entre as va´rias regio˜es do
G.722.1, e´ proposto um modelo linear. Nesse modelo, uma regressa˜o linear e´ calculada
considerando-se todos os valores de d(r) em todos os blocos do arquivo utilizado para a
ana´lise. Com isso, obte´m-se como resultado uma reta na qual pode-se observar qual o
comportamento me´dio da distribuic¸a˜o dos bits em cada regia˜o.
A presente ana´lise utilizou como arquivos: um coral misto, uma fala masculina e uma
fala feminina; e, para o ca´lculo do valor de d(r), considerou-se o crite´rio baseado na
entropia perceptual. O resultado da ana´lise para esses arquivos e´ apresentado, respecti-
vamente, nas figuras 7.1, 7.2 e 7.3. Atrave´s destas, sa˜o apresentados os valores de d(r)
para todas as regio˜es e para todos os blocos dos arquivos analisados. A regressa˜o linear
e´ calculada considerando-se todos esses pontos e e´ apresentada no gra´fico na forma de
uma reta, cuja equac¸a˜o matema´tica e´ apresentada no canto superior esquerdo de cada
figura. Para cada arquivo foi realizado o ca´lculo da regressa˜o linear para as seguintes
taxas de amostragem: 16,8kHz, 24kHz e 32kHz, ja´ que o processo de categorizac¸a˜o e,
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consequ¨entemente, d(r) dependem do nu´mero de bits dispon´ıvel para a codificac¸a˜o.
Conforme e´ observado em todos os casos apresentados nas figuras 7.1, 7.2 e 7.3, o
resultado da regressa˜o linear e´ sempre uma reta de coeficiente angular negativo e de
coeficiente linear positivo.
Assim, o processo de categorizac¸a˜o do codificador G.722.1 utiliza, na me´dia, mais bits
do que o necessa´rio nas regio˜es de mais baixa frequ¨eˆncia, e menos bits do que o necessa´rio
para as regio˜es de mais alta frequ¨eˆncia.
Sublinha-se que devido a` normalizac¸a˜o do nu´mero de bits necessa´rios segundo o modelo
perceptual apresentado na equac¸a˜o (6.8), a soma de d(r) para todas as regio˜es de um
determinado bloco do arquivo em ana´lise e´ sempre zero e, portanto, o valor da regressa˜o
linear esperada e´ uma reta de coeficiente angular e linear pro´ximos a zero.
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y = − 1.4*x + 9.4
(a) Codificac¸a˜o em 16,8kHz















y = − 1.3*x + 8.3
(b) Codificac¸a˜o em 24kHz















y = − 1.2*x + 8
(c) Codificac¸a˜o em 32kHz
Figura 7.1: Distribuic¸a˜o de d(r) em todos os blocos do arquivo coral.wav.
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y = − 3.1*x + 20
(a) Codificac¸a˜o em 16,8kHz















y = − 2.4*x + 15
(b) Codificac¸a˜o em 24kHz
















y = − 1.9*x + 12
(c) Codificac¸a˜o em 32kHz
Figura 7.2: Distribuic¸a˜o de d(r) em todos os blocos do arquivo homem.wav.
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y = − 2.7*x + 17
(a) Codificac¸a˜o em 16,8kHz















y = − 2.6*x + 17
(b) Codificac¸a˜o em 24kHz















y = − 2.4*x + 16
(c) Codificac¸a˜o em 32kHz
Figura 7.3: Distribuic¸a˜o de d(r) em todos os blocos do arquivo mulher.wav.
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7.2 Pesquisas de qualidade perceptual
Para a ana´lise da qualidade perceptual foram realizados treˆs testes subjetivos, com o
objetivo de comparar o codificador G.722.1 padra˜o com o codificador modificado pelo
modelo perceptual. Em todas as pesquisas, os codificadores foram avaliados em treˆs taxas
de amostragem diferentes: 16,8kHz, 24kHz e 32kHz, com o objetivo de observar poss´ıveis
diferenc¸as no comportamento dos codificadores para diferentes taxas de amostragem. E´
importante ressaltar que, em todas as pesquisas, a ordem de apresentac¸a˜o dos sinais foi
aleato´ria, evitando-se que uma poss´ıvel sequ¨eˆncia fixa de apresentac¸a˜o dos sinais pudesse
provocar distorc¸a˜o nos resultados. Detalhes dos procedimentos e os resultados de cada
teste sa˜o apresentados nas sec¸o˜es a seguir.
7.2.1 Pesquisa realizada atrave´s da Internet
A avaliac¸a˜o foi feita pela publicac¸a˜o de uma pa´gina na Internet com dados e instruc¸o˜es
necessa´rias a` pesquisa. A Figura 7.4 mostra a pa´gina utilizada para a avaliac¸a˜o subjetiva
da qualidade de codificac¸a˜o.
Para a realizac¸a˜o dos testes foram utilizados treˆs arquivos: um com fala masculina,
um com fala feminina e outro com um coral. As instruc¸o˜es foram apresentadas a`s pessoas
na pa´gina, de modo que utilizasse um fone de ouvido e absolutamente nenhum tipo de
equalizac¸a˜o durante a reproduc¸a˜o do sinal.
Cada arquivo foi codificado pelo G.722.1 sem alterac¸a˜o e pelo G.722.1 modificado
pela adic¸a˜o do processo de re-categorizac¸a˜o baseado no modelo perceptual 1 do padra˜o
MPEG-1. Para cada uma dessas configurac¸o˜es, codificou-se o arquivo de entrada em treˆs
taxas de amostragem diferentes: 16,8kHz, 24kHz e 32kHz. Assim, para cada sinal de teste
foram gerados 6 arquivos codificados.
Os ouvintes participantes da pesquisa deveriam comparar cada um dos arquivos codifi-
cados, os quais eram numerados aleatoriamente, com o arquivo original. Essa comparac¸a˜o
foi feita pela atribuic¸a˜o de um dos seguintes conceitos:
• Muito Bom (5 pontos);
• Bom (4 pontos);
• Razoa´vel (3 pontos);
• Ruim (2 pontos);
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• Muito Ruim (1 ponto).
Figura 7.4: Formula´rio HTML utilizado para a pesquisa subjetiva de qualidade de codi-
ficac¸a˜o.
Nas instruc¸o˜es fornecidas aos participantes, o nu´mero de pontos associados a cada
conceito na˜o foi publicado, apenas o foi o fato de o conceito Muito Bom ser associado ao
sinal exatamente igual ao original.
Os resultados da avaliac¸a˜o subjetiva informal de qualidade, considerando-se todos os
ouvintes participantes da pesquisa, sa˜o apresentados na Tabela 7.1. Especificamente para
o grupo de pessoas que se consideraram mu´sicos, os resultados sa˜o apresentados na Tabela
7.2.
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Codificador coral.wav homem.wav mulher.wav
G.722.1 32kHz 3,7 ± 0,9 3,7 ± 1,0 3,9 ± 1,0
G.722.1 modificado 32kHz 4,0 ± 0,7 4,1 ± 0,8 4,1 ± 0,9
G.722.1 24kHz 3,6 ± 1,1 3,7 ± 1,2 3,7 ± 1,1
G.722.1 modificado 24kHz 3,7 ± 1,0 3,6 ± 1,1 3,6 ± 1,4
G.722.1 16,8kHz 3,4 ± 1,3 3,1 ± 1,2 3,3 ± 1,1
G.722.1 modificado 16,8kHz 3,6 ± 1,1 3,1 ± 1,3 3,4 ± 1,2
Tabela 7.1: Resultados da avaliac¸a˜o subjetiva executada por 16 ouvintes
Codificador coral.wav homem.wav mulher.wav
G.722.1 32kHz 3,4 ± 1,0 3,6 ± 1,3 3,7 ± 1,1
G.722.1 modificado 32kHz 3,9 ± 0,9 4,1 ± 0,7 4,0 ± 1,2
G.722.1 24kHz 3,3 ± 1,1 3,4 ± 1,0 3,4 ± 1,0
G.722.1 modificado 24kHz 3,4 ± 1,0 3,4 ± 1,0 3,6 ± 1,3
G.722.1 16,8kHz 2,6 ± 1,5 2,6 ± 1,4 3,3 ± 1,3
G.722.1 modificado 16,8kHz 3,0 ± 1,3 2,4 ± 1,5 3,1 ± 1,3
Tabela 7.2: Resultados da avaliac¸a˜o subjetiva executada por 7 ouvintes, os quais se
declaram mu´sicos
7.2.2 Pesquisa realizada simultaneamente em uma sala
A avaliac¸a˜o foi feita em uma sala de aula com 47 estudantes. Um equipamento de som
da marca AIWA modelo CA-DW630 foi montado na sala e o volume de reproduc¸a˜o foi
ajustado para que todos os alunos pudessem ouvir adequadamente o som reproduzido, mas
sem que houvesse distorc¸a˜o por atingir um volume pro´ximo ao ma´ximo do equipamento.
Durante a reproduc¸a˜o, nenhuma equalizac¸a˜o foi utilizada no equipamento.
Como sinais de testes foram utilizadas 10 frases balanceadas[1], sendo que as cinco
primeiras (denominadas frases de 1 a 5) foram gravadas com voz feminina por uma locu-
tora origina´ria do sul do estado de Minas Gerais, enquanto que as demais (denominadas
frases de 6 a 10) foram gravadas por voz masculina de um locutor do interior do estado
de Sa˜o Paulo. As frases utilizadas sa˜o apresentadas na Tabela 7.3. Durante a ana´lise,
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tambe´m foi utilizado um sinal de coral (o mesmo sinal utilizado na pesquisa pela Internet),
com o objetivo de avaliar os impactos do codificador modificado em sinais mais complexos
do que um sinal de fala.
Frase 1: Muito prazer em conheceˆ-lo.
Frase 2: Eles estavam sem um bom equipamento.
Frase 3: O Sol ilumina a fachada de tarde.
Frase 4: A correc¸a˜o do exame esta´ coerente.
Frase 5: As portas sa˜o antigas.
Frase 6: Sobrevoamos Natal acima das nuvens.
Frase 7: Trabalhei mais do que podia.
Frase 8: Hoje eu acordei muito calmo.
Frase 9: Esse canal e´ pouco informativo.
Frase 10: Parece que nascemos ontem.
Tabela 7.3: Frases utilizadas nas pesquisas realizadas em sala de aula.
Ao contra´rio da avaliac¸a˜o pela Internet, para a avaliac¸a˜o em sala de aula foram uti-
lizados os seguintes conceitos:
• Indistingu¨´ıvel (5 pontos);
• Sem perda de qualidade (4 pontos);
• Sem perda de inteligibilidade (3 pontos);
• Perda aceita´vel de inteligibilidade (2 pontos);
• Perda inaceita´vel de inteligibilidade (1 ponto).
Esses conceitos foram utilizados para seguir o padra˜o MOS[23] (Mean opinion score), que e´
o utilizado para a grande maioria das pesquisas de qualidade perceptual para codificadores
de fala utilizados em telefonia.
Cada um dos participantes recebeu uma ficha na qual eles deveriam atribuir um con-
ceito a cada uma das comparac¸o˜es de um sinal original (antes da codificac¸a˜o) a um sinal
modificado (apo´s a codificac¸a˜o). As taxas de amostragem avaliadas na comparac¸a˜o foram
as mesmas da pesquisa pela Internet, ou seja, 16,8kHz; 24kHz e 32kHz. Portanto nessa
pesquisa foram realizadas 66 comparac¸o˜es (11 sinais x 3 taxas x 2 algoritmos). Os resul-
tados dessa pesquisa sa˜o apresentados nas Tabelas 7.4, 7.5 e 7.6.
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Codificador frase1 frase2 frase3 frase4 frase5
G.722.1 32kHz 3,7 ± 0,8 4,1 ± 0,8 4,5 ± 0,7 4,1 ± 0,8 4,1 ± 0,9
G.722.1 modificado 32kHz 4,4 ± 0,6 4,1 ± 0,8 4,4 ± 0,7 4,1 ± 0,6 3,9 ± 1,0
G.722.1 24kHz 4,2 ± 0,7 4,4 ± 0,6 4,4 ± 0,6 4,1 ± 0,8 4,0 ± 0,9
G.722.1 modificado 24kHz 4,0 ± 0,8 4,0 ± 0,8 4,5 ± 0,7 4,1 ± 0,8 4,1 ± 0,8
G.722.1 16,8kHz 3,7 ± 0,7 3,9 ± 0,7 4,2 ± 0,6 3,8 ± 0,7 3,6 ± 0,9
G.722.1 modificado 16,8kHz 3,8 ± 0,9 3,9 ± 0,7 4,2 ± 0,7 3,6 ± 0,8 4,0 ± 0,9
Tabela 7.4: Resultados do teste MOS para as frases de 1 a 5, submetido a 47 ouvintes
Codificador frase6 frase7 frase8 frase9 frase10
G.722.1 32kHz 3,9 ± 1,0 4,3 ± 0,8 4,2 ± 0,8 4,3 ± 0,8 4,0 ± 0,7
G.722.1 modificado 32kHz 4,3 ± 0,8 4,1 ± 0,9 4,1 ± 0,8 4,3 ± 0,8 4,0 ± 0,9
G.722.1 24kHz 4,4 ± 0,7 4,2 ± 0,8 4,2 ± 0,8 4,3 ± 0,8 4,1 ± 0,8
G.722.1 modificado 24kHz 4,0 ± 0,8 4,1 ± 0,9 4,1 ± 0,8 4,3 ± 0,7 4,1 ± 0,8
G.722.1 16,8kHz 4,1 ± 0,8 4,1 ± 0,8 4,0 ± 0,8 4,2 ± 0,6 4,0 ± 0,8
G.722.1 modificado 16,8kHz 4,2 ± 0,8 4,2 ± 0,8 4,1 ± 0,8 4,2 ± 0,8 3,9 ± 0,8
Tabela 7.5: Resultados do teste MOS para as frases de 6 a 10, submetido a 47 ouvintes
Codificador coral
G.722.1 32kHz 3,8 ± 0,8
G.722.1 modificado 32kHz 3,9 ± 0,9
G.722.1 24kHz 3,6 ± 0,7
G.722.1 modificado 24kHz 3,8 ± 0,9
G.722.1 16,8kHz 3,6 ± 0,7
G.722.1 modificado 16,8kHz 3,6 ± 0,9
Tabela 7.6: Resultados do teste MOS para uma mu´sica de coral, submetido a 47 ouvintes
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7.2.3 Pesquisa por pares simultaneamente em uma sala
Essa pesquisa foi realizada com a mesma infra-estrutura da pesquisa da sec¸a˜o anterior,
mas em data distinta e em sec¸o˜es com nu´mero varia´vel de alunos.
Ao contra´rio das pesquisas anteriores, esta tem por objetivo comparar os sinais codifi-
cados com o G.722.1 padra˜o ao codificado com o G.722.1 modificado pelo modelo percep-
tual, independentemente de sua semelhanc¸a com o sinal original. Assim, cada participante
da pesquisa deveria escutar o sinal codificado com o G.722.1 modificado e o sem a modi-
ficac¸a˜o, a fim de decidir qual dos dois seria considerado o melhor. E´ importante observar
que o participante da pesquisa sempre deveria optar por um dos dois sinais, e que a ordem
de apresentac¸a˜o dos sinais era aleato´ria. Os resultados desta pesquisa sa˜o apresentados
na Tabela 7.7.
7.3 Ana´lise dos resultados das pesquisas
Como ana´lise dos resultados da pesquisa atrave´s da Internet, utilizamos o teste de ana´lise
de variaˆncia (ANOVA). Esse teste foi utilizado com o objetivo de identificar qual o inter-
valo de confianc¸a para a me´dia apresentada nas Tabelas 7.1 e 7.2. Como resultado dessa
ana´lise, conclui-se que, apesar das me´dias mostrarem certas melhoras para os sinais codi-
ficados com 32kHz e para o sinal de coral codificado em todas as taxas de amostragem,
nenhuma das diferenc¸as entre as me´dias dessas tabelas atendia ao crite´rio do teste de
ana´lise de variaˆncia com uma certeza de 95%. Esse fato deu-se devido ao grande desvio
padra˜o observado nessa pesquisa.
Na sequ¨eˆncia, foram executadas as pesquisas em sala de aula, com o objetivo de mi-
nimizar o desvio padra˜o devido aos diferentes equipamentos utilizados pelos participantes
para a reproduc¸a˜o dos sinais e as diferentes interpretac¸o˜es dos conceitos atribu´ıdos durante
a avaliac¸a˜o pela Internet. Ao analisar as Tabelas 7.4, 7.5 e 7.6, observa-se que os desvios
realmente diminu´ıram, mas as diferenc¸as das me´dias apresentadas na˜o sa˜o significativas
segundo o crite´rio ANOVA, quando considerando uma certeza de 95%.
Uma explicac¸a˜o para a diferenc¸a nos resultados entre a pesquisa em sala de aula e
a pesquisa pela Internet e´ que a pesquisa pela Internet continha um grupo de ouvintes
mu´sicos mais representativo em relac¸a˜o aos total dos participantes. Outra diferenc¸a im-
portante e´ o equipamento utilizado para a reproduc¸a˜o. O fone de ouvido possui a pro-
priedade de atenuar os ru´ıdos do ambiente, permitindo ao participante da pesquisa um
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Sinal Taxa de Votos para Votos para Total de G.722.1 G.722.1
Avaliado Codificac¸a˜o G.722.1 G.722.1 votos Modificado Original
(kHz) Modificado Original (%) (%)
Coral 16.8kHz 19 8 27 70 30
Coral 24kHz 14 13 27 52 48
Coral 32kHz 15 12 27 56 44
Fase1 16.8kHz 22 15 37 59 41
Fase1 24kHz 17 20 37 46 54
Fase1 32kHz 22 15 37 59 41
Fase2 16.8kHz 26 11 37 70 30
Fase2 24kHz 17 20 37 46 54
Fase2 32kHz 20 17 37 54 46
Fase3 16.8kHz 12 23 35 34 66
Fase3 24kHz 14 21 35 40 60
Fase3 32kHz 20 15 35 57 43
Fase4 16.8kHz 14 19 33 42 58
Fase4 24kHz 19 13 32 59 41
Fase4 32kHz 14 18 32 44 56
Fase5 16.8kHz 12 19 31 39 61
Fase5 24kHz 13 8 21 62 38
Fase5 32kHz 19 11 30 63 37
Fase6 16.8kHz 7 10 17 41 59
Fase6 24kHz 8 9 17 47 53
Fase6 32kHz 13 6 19 68 32
Fase7 16.8kHz 9 7 16 56 44
Fase7 24kHz 9 7 16 56 44
Fase7 32kHz 9 7 16 56 44
Fase8 16.8kHz 8 8 16 50 50
Fase8 24kHz 6 10 16 38 63
Fase8 32kHz 12 4 16 75 25
Fase9 16.8kHz 6 10 16 38 63
Fase9 24kHz 11 5 16 69 31
Fase9 32kHz 7 9 16 44 56
Fase10 16.8kHz 8 8 16 50 50
Fase10 24kHz 11 5 16 69 31
Fase10 32kHz 12 4 16 75 25
TOTAL 445 387 832 53 47
Tabela 7.7: Resultados do teste de pares
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foco melhor nos efeitos dos codificadores.
Outra diferenc¸a bastante relevante reside nos distintos conceitos de avaliac¸a˜o. Para a
pesquisa pela Internet, foram observadas me´dias variando de 2,4 a 4,1, com a me´dia das
me´dias de 3,6 e com um desvio padra˜o me´dio de 1,1. Para a pesquisa em sala de aula,
foi observada a me´dia variando de 3,6 a 4,5, com a me´dia das me´dias em 4,1 e com um
desvio padra˜o me´dio da de 0,8. Nas duas pesquisas os participantes poderiam perceber
diferenc¸as entre os sinais avaliados, mas o mesmo conceito poderia ser atribu´ıdo, pois
o participante na˜o julgaria essa diferenc¸a significativa em relac¸a˜o a` escala de conceitos
utilizada. Apesar da existeˆncia do mesmo nu´mero de conceitos nas duas pesquisas, notou-
se que para a pesquisa pela Internet houve notas mais distribu´ıdas, e consequ¨entemente
um maior desvio padra˜o, pois os crite´rios eram mais subjetivos, o que possibilitava ao
participante uma maior liberdade para definir os limites de qualidade entre os conceitos.
Para a pesquisa em sala de aula, os crite´rios utilizados foram mais r´ıgidos, o que resultou
em um desvio menor, mas tambe´m um problema com relac¸a˜o a granularidade do conceito.
Apesar de se observar uma me´dia dos conceitos um pouco menor para o sinal de coral
(como era esperado), a diferenc¸a entre as me´dias para as va´rias taxas de amostragem
diferentes na˜o foram observadas para os 11 sinais em questa˜o. Portanto, a granularidade
dos conceitos na˜o foi adequada a`s necessidades da avaliac¸a˜o proposta.
Visando a perceber diferenc¸as, por menor que fossem, entre os sinais codificados com
o codificador G.722.1 modificado e o padra˜o, foi realizada a pesquisa de comparac¸a˜o por
pares, com os resultados apresentados na Tabela 7.7. Nela podemos observar que das
33 comparac¸o˜es realizadas (11 sinais x 3 taxas de codificac¸a˜o), o G.722.1 modificado
ficou com mais de 50% dos votos em 19 das comparac¸o˜es, ficou com exatamente 50%
dos votos em 2 comparac¸o˜es e ficou com menos de 50% dos votos em 12 comparac¸o˜es.
Ao se considerar o total de comparac¸o˜es individuais, ou seja, comparac¸o˜es realizadas
por cada participante da pesquisa, o G.722.1 modificado foi considerado melhor em 445
comparac¸o˜es enquanto que o G.722.1 padra˜o foi considerado melhor em 387 comparac¸o˜es.
E´ importante observar que para o sinal de coral, o codificador G.722.1 modificado foi
considerado melhor para todas as taxas de codificac¸a˜o e, para a taxa de 16,8kHz, a
diferenc¸a foi bastante expressiva. Outro fato importante de se observar e´ que para a taxa
de codificac¸a˜o de 32kHz, o codificador G.722.1 modificado foi considerado melhor para as
comparac¸o˜es de 9 dos 11 sinais comparados.
Apesar de na˜o se ter observado, pelo crite´rio ANOVA, uma diferenc¸a entre as me´dias
com uma confianc¸a de 95% para a pesquisa realizada atrave´s da Internet, pode-se obser-
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var, por suas me´dias e pelos resultados da pesquisa por pares, uma melhora do codificador
G.722.1 modificado em relac¸a˜o ao codificador padra˜o para os sinais com taxas de codi-
ficac¸a˜o de 32kHz e para o sinal de coral (para todas as taxas de codificac¸a˜o).
Para as demais situac¸o˜es, observou-se um comportamento mais equilibrado entre os
codificadores. Esse equil´ıbrio pode ser explicado por duas hipo´teses. Na primeira, tem-
se que a melhoria perceptual proporcionada pelo processo de re-categorizac¸a˜o na˜o seja
suficiente para compensar a degradac¸a˜o da qualidade perceptual gerada pela reduc¸a˜o da
taxa de codificac¸a˜o devido a` adic¸a˜o de informac¸a˜o lateral. Como segunda hipo´tese tem-se
que os vetores de Huffman podem estar mais calibrados para as situac¸o˜es de baixa taxa
de bits (24kbits/s e 16,8kbits/s) e para sinais de fala apenas.
Cap´ıtulo 8
Conclusa˜o
A modificac¸a˜o do codificador de fala G.722.1 atrave´s do processo de re-categorizac¸a˜o,
baseado em um modelo perceptual, proporcionou uma melhoria da qualidade perceptual
de codificac¸a˜o para sinais com taxa de codificac¸a˜o de 32kbits/s. Essa modificac¸a˜o tambe´m
proporcionou uma melhoria para sinais de a´udio mais complexos do que os sinais de fala
para as va´rias taxas de codificac¸a˜o avaliadas.
Nos demais cena´rios avaliados, observou-se uma equivaleˆncia entre a codificac¸a˜o pelo
G.722.1 modificado e pelo G.722.1 original.
Sublinha-se que a modificac¸a˜o do codificador de fala G.722.1 aumentou a complexidade
computacional, sendo este o maior efeito colateral da modificac¸a˜o.
8.1 A´reas de pesquisa futura
Durante o desenvolvimento desse trabalho va´rias oportunidades de pesquisa futura foram
identificadas, as quais sa˜o apresentadas a seguir.
8.1.1 Desenvolvimento de um material para educac¸a˜o
O ambiente de desenvolvimento e a arquitetura do software foram projetados de maneira
a permitir que os dados de entradas e sa´ıda de todas as etapas intermedia´rias do processa-
mento dos modelos perceptuais, do processo de re-categorizac¸a˜o e do ca´lculo da entropia
perceptual fossem exportados em arquivos, cujo formato permita que esses dados fossem
importados pela ferramenta Matlab.
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A motivac¸a˜o inicial para poder importar os dados relativos a cada nova etapa adi-
cionada no codificador G.722.1 pelo Matlab foi a gerac¸a˜o de gra´ficos automaticamente
apo´s a execuc¸a˜o do codificador. Com esse ambiente e´ poss´ıvel escolher qual o arquivo
a ser analisado, qual o bloco em questa˜o e quais os gra´ficos a serem gerados. Assim, e´
poss´ıvel realizar uma validac¸a˜o a cada nova etapa dos modelos perceptuais ou do processo
de re-categorizac¸a˜o adicionada ao codificador. Nessa dissertac¸a˜o, va´rios gra´ficos foram
gerados por esse ambiente automatizado de validac¸a˜o.
Como uma oportunidade de extensa˜o desse trabalho, esse ambiente automatizado
podera´ ser utilizado para o desenvolvimento de um material de ensino a distaˆncia, focado
em conceitos de modelos perceptuais e de codificac¸a˜o perceptual de a´udio.
8.1.2 Alterac¸a˜o das regio˜es do codificador para coincidir com as
bandas cr´ıticas
Como uma oportunidade de aumentar a eficieˆncia de codificac¸a˜o perceptual do codificador
G.722.1, tem-se a modificac¸a˜o das regio˜es do codificador para coincidir com as bandas
cr´ıticas. Assim, ao inve´s de possuir regio˜es com largura de banda fixas em 500Hz, o
codificador possuiria regio˜es com a largura de banda varia´vel, segundo a largura das
bandas cr´ıticas.
Atrave´s da implementac¸a˜o dessa proposta, espera-se fazer uso de va´rias caracter´ısticas
inerentes a banda cr´ıtica, para tentar obter melhores taxas de codificac¸a˜o para uma mesma
qualidade perceptual, ou ainda qualidade superior para uma mesma taxa.
8.1.3 Modelo para a codificac¸a˜o perceptual na˜o transparente
Segundo o conceito de entropia perceptual proposto por Johnston [14], pode-se obter a
quantidade de bits necessa´ria para se codificar um bloco para a codificac¸a˜o transparente.
Para muitos codificadores, como e´ o caso de G.722.1, a taxa de codificac¸a˜o e´ fixa
e pode na˜o ser suficiente para a codificac¸a˜o transparente. Nesse trabalho utilizou-se
uma normalizac¸a˜o uniforme em todo espectro do nu´mero de bits necessa´rio para a codi-
ficac¸a˜o transparente com o nu´mero de bits dispon´ıvel no bloco para a codificac¸a˜o. A
grande questa˜o que vem dessa aproximac¸a˜o utilizada nesse trabalho e´: Sera´ que um ru´ıdo
de quantizac¸a˜o adicionado 5 dB acima do limiar global de mascaramento para baixas
frequ¨eˆncias e´ perceptualmente equivalente a um ru´ıdo de quantizac¸a˜o adicionado 5 dB
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acima do limiar global de mascaramento para altas frequ¨eˆncias?
Uma proposta de extensa˜o desse trabalho e´ buscar um modelo que identifique a quali-
dade perceptual do ru´ıdos de quantizac¸a˜o adicionados acima do limiar global de mas-
caramento ao longo da frequ¨eˆncia. Assim, eventualmente, poder-se-ia encontrar curvas
de mascaramento em func¸a˜o da poteˆncia de ru´ıdo acima do limiar de mascaramento e
dependente da qualidade perceptual de tal modelo.
8.1.4 Categorizac¸a˜o Perceptual
Outra proposta para a extensa˜o desse trabalho e´ a modificac¸a˜o da etapa de categorizac¸a˜o
para que todas as categorias sejam atribu´ıdas segundo crite´rios perceptuais. Como con-
sequ¨eˆncia dessa modificac¸a˜o, o decodificador na˜o podera´ repetir o processo de catego-
rizac¸a˜o, necessitando que a categoria de cada regia˜o seja enviada como informac¸a˜o late-
ral. Atrave´s dessa proposta, espera-se que o ganho de qualidade perceptual obtido pela
selec¸a˜o de todas as categorias atrave´s de crite´rios perceptuais seja superior as perdas de
qualidade perceptual devido a adic¸a˜o de informac¸a˜o lateral.
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