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Compact, Alignment-Compliant Object Placement in Memory  
ABSTRACT 
Complying with byte-alignment constraints often entails the padding of bytes between 
entries of an object and between objects, leading to wasted memory. This disclosure describes 
techniques to substantially reduce or eliminate intra-object and inter-object padding. Entries 
within an object are arranged in an ascending-then-descending order, such that they can be 
placed adjacent to each other with no padding between them. Alignment constraints are satisfied 
by introducing a padding at the start of the object. Inter-object padding is reduced by arranging 
the elements of an object adjacent to one another and towards one end of the object. 
KEYWORDS 
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BACKGROUND 
struct T1{ 
    uint8_t e8; 
    uint16_t e16; 
} 
sizeof(T1) = 4; alignof(T1) = 2; 
struct T2{ 
    uint16_t e16; 
    uint64_t e64; 
} 
sizeof(T2) = 16; alignof(T2) = 8; 
(a) 
(b)
Fig. 1: (a) Examples of memory objects; (b) Placing memory objects subject to their alignment 
constraints introduces wasted spaces 
An object is placed in memory such that the object and its entries are compliant with their 
respective alignment constraints. Complying with alignment constraints often entails the padding 
of bytes between entries of an object and between objects, leading to wasted memory. For 
example, Fig. 1(a) illustrates two data structures T1, whose entries are aligned at multiples of 2 
bytes (alignof(T1)=2), and T2, whose entries are aligned at multiples of 8 bytes 
(alignof(T2)=8).  
Entry e8 of T1 being just one byte wide, alignment constraints lead to a padded (gray) 
space of 1 byte between the two entries of T1, as illustrated in Fig. 1(b). Similarly, entry e16 of 
T2 occupies just 2 bytes, leading to a padded (gray) space of 6 bytes between the two entries of 
T2. Although T1 comprises just 3 bytes of information, alignment constraints lead it to consume 
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4 bytes (sizeof(T1)=4), e.g., its packing efficiency is 3÷4 = 75%. Although T2 comprises 10 
bytes of information, it consumes 16 bytes, for a packing efficiency of only 10÷16 = 63%. 
struct T1 a; 
struct T2 b; 
Fig. 2: When multiple objects are placed in memory, a further drop in packing efficiency results 
The packing efficiency drops even further when multiple objects are placed in memory. 
For example, as illustrated in Fig. 2, when a struct T1 type object (a) is placed adjacent to a 
struct T2 type object (b), due to the alignment requirements of T2, object b can start only at 
byte 8 although object a ends at byte 4, e.g., there is an inter-element 
padding of 8−4=4 bytes. Considering both objects a and b, the packing 
efficiency drops to 13/24=54%. 
DESCRIPTION 
This disclosure describes techniques to reduce or eliminate intra-object padding, e.g., the 
number of bytes used within an object to satisfy alignment constraints. The disclosure also 
describes techniques to reduce or eliminate inter-object padding, e.g., the number of bytes used 
between objects to satisfy alignment constraints. 
4
Kim: Compact, Alignment-Compliant Object Placement in Memory
Published by Technical Disclosure Commons, 2021
Reduction or elimination of intra-element padding
struct {
   unit8_t  e1;  // alignment constraint a1 = 1; 
   uint16_t e2;  // alignment constraint a2 = 2; 
   uint64_t e4;  // alignment constraint a4 = 8; 
   uint16_t e3;  // alignment constraint a3 = 2; 
   uint32_t e5;  // alignment constraint a5 = 4; 




Fig. 3: (a) A structure with elements of varying alignment constraints; (b) A traditional object 
placement in memory 
Fig. 3(a) illustrates an example structure with elements e1, …, e6, each with differing 
alignment constraints a1, …, a6. For example, element e1 has an alignment constraint a1=1 byte, 
while element e3 has an alignment constraint a3=2 bytes. Fig. 3(b) illustrates a traditional object 
placement in memory. The gray areas represent bytes padded to satisfy alignment constraints. 
Although the information content of the structure is 1+1+2+2+4+8=18 bytes, the structure 
occupies 25 bytes, yielding a packing efficiency of 18÷25 = 72%.  
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struct {
   uint8_t e1;  // alignment constraint a1 = 1; 
   uint16_t e2; // alignment constraint a2 = 2; 
   uint16_t e3; // alignment constraint a3 = 2; 
   uint64_t e4; // alignment constraint a4 = 8; 
   uint32_t e5; // alignment constraint a5 = 4; 




Fig. 4: (a) A structure with elements of varying alignment constraints, rearranged in diamond-
packed fashion; (b) Object placement in memory to minimize occupancy 
Per the techniques of this disclosure, illustrated in Fig. 4(a), the elements of the structure 
are automatically rearranged so that the structure with the largest size occupies the middle 
position, e.g., the elements are arranged in ascending, then descending order. Such an 
arrangement, referred to as diamond packing, optimizes memory occupancy while maintaining 
alignment constraints. The packing efficiency, as illustrated in Fig. 4(b), is now 18÷21 = 86%.  
In general, for an object with K elements e1, …, ek, with alignment constraints a1, ..., ak
that are all powers of two (a common situation), the elements are arranged such that their 
alignment constraints first ascend, then descend: 
a1 ≤ a2 ≤ … ≤ aN ≥ aN+1 ≥ … ≥ ak. 
The elements are arranged immediately adjacent to each other, e.g., with no inter-element 
padding; however, a starting padding, e.g., just before the object, of P bytes is inserted, where P
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is calculated such that all alignment constraints are met. An example computation of P, referred 
to as peak alignment handling, appears in the pseudocode of Fig. 5. 
size_t CalculatePaddingSize( size_t current_addr) { 
  // current_addr is the starting address of the object 
  // aN is the largest of the alignment constraints a1 … aK
  size_t remainder = ( current_addr + sum(a1 … aN-1) ) % aN; 
  return (remainder) ? (aN − remainder) : 0; 
} 
Fig. 5: Pseudocode to compute the padding P
In Fig. 5, current_addr is the starting address of the object, and, as explained before, aN is the 
largest of the alignment constraints a1, …, ak. 
Fig. 6: Padding size for a number of starting addresses 
Fig. 6 illustrates the padding P computed for various start-addresses for the example of 
Fig. 3(a). The first row of Fig. 6, which is the situation for a start-address of zero, yields a 
padding of P=3 bytes and was illustrated in Fig. 4(b). 
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element_size = T.size();
padding = T.CalculatePaddingSize(target_buffer) 
target_buffer += padding 
memcpy(target_buffer, &T, element_size) 
Fig. 7: Pseudocode to copy or to write memory  
Fig. 7 illustrates pseudocode to copy or to write memory, per the techniques of this 
disclosure. The start-address padding is computed and added to the start address 
(target_buffer). The object (T), with elements arranged in ascending-then-descending order 
as described herein, is copied (memcpy()) to the start address. 
Reduction or elimination of inter-element padding 
Fig. 8: Reduction or elimination of inter-element padding 
As illustrated in Fig. 8, inter-element padding can be reduced or eliminated by moving 
the elements of the structures to one end of the structure. For example, consider objects T1 and 
T2 defined as in Table 1 below. 
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struct T1{
    uint8_t e8; 
    uint16_t e16; 
} 
sizeof(T1) = 4; alignof(T1) = 2; 
struct T2{
    uint16_t e16; 
    uint64_t e64; 
} 
sizeof(T2) = 16; alignof(T2) = 8; 
Table 1: Two objects T1 and T2 
Fig. 9(a) illustrates a traditional packing of the objects T1 and T2, which results in a 
packing efficiency of 13÷24 = 54% to satisfy the alignment constraints of the elements of T1 and 
T2. On the other hand, as illustrated in Fig. 9(b), by moving the constituent elements of a 
structure towards the end of the structure, the packing efficiency improves to 13÷16 = 81% while 
still satisfying alignment constraints. 
(a) 
(b) 
Fig. 9: (a) A traditional packing of the objects T1 and T2; (b) A compact packing of the objects T1
and T2 to optimize inter-element padding 
In this manner, the techniques of this disclosure improve memory usage by reducing or 
eliminating the number of padding bytes used within an object and between objects. The 
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techniques can handle heterogeneous objects, e.g., objects comprising elements of varying byte 
sizes, while satisfying alignment constraints. 
The described techniques can be used in serialization/deserialization logic of machine 
learning computations. The techniques can also be used in compilers or in a virtual machine to 
improve memory usage efficiency.. 
CONCLUSION 
This disclosure describes techniques to substantially reduce or eliminate intra- and inter-
object padding in memories. Entries within an object are arranged in an ascending-then-
descending order, such that they can be placed adjacent to each other with no padding between 
them. Alignment constraints are satisfied by introducing a padding at the start of the object. 
Inter-object padding is reduced by arranging the elements of an object adjacent to one another 
and towards one end of the object. 
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