We show that a physically motivated trial solution of a damped driven non-linear Schrödinger equation does neither encounter collapse nor so-called pseudocollapse although the exponent of the non-linearity is critical. This result sheds new light on the accuracy of numerical solutions to this problem obtained in an earlier paper where the authors claim pseudocollapse of the trial solution when the variance of the driving noise is below a certain level.
Motivation and Results
We consider the equation i ∂ t ψ + ∆ u ψ + |ψ| 2 ψ − Λψ ∂ t (|ψ| 2 ) + σ(u, t)ψ = 0 (1. 1) with Cauchy data at t = 0 where [σ(u, t), (u, t) ∈ R 2 × (0, ∞)] is radially symmetric centred Gaussian noise with covariance
and the multiplication σ(u, t)ψ is understood in Stratonovich's sense. This equation was derived in [3] as the isotropic continuum approximation of a model for two-dimensional damped driven exciton-phonon systems.
Note that (1.1), as derived in Section II of [3] , is actually driven by coloured multiplicative noise. But, in Section III of [3] , the authors say they would rather approximate the driving noise by space-time white noise which they had justified in [2] . Finally, in order to allow radially symmetric (i.e. isotropic) solutions, they simplified space-time white noise to radially symmetric Gaussian noise as used in the formulation of (1.1)-the reader is referred to [2] for the definition of a parameter D white which can be used to choose a physically meaningful value for D r . The definition, in physical terms, of the positive damping parameter Λ can be found in [3] .
In the case of Λ = D r = 0, equation (1.1) is identical to the classical focusing (power) non-linear Schrödinger equation and the power two in the non-linearity |ψ| 2 ψ just gives the smallest power-like non-linearity for which blow-up occurs in space dimension d = 2.
For example, the wave function ψ(u, t) = |t| which blows up at time t = 0. Note that Q is also called ground state. Now observe that
for all t ∈ [−1, 0) in the above example. Hence all L 2 -mass is accumulated into blow-up and, by the shape of Q, this accumulated L 2 -mass is concentrated at u = 0 at time t = 0.
The above described phenomenon, also called the L 2 -concentration phenomenon, is well-known for L 2 -critical Schrödinger equations-the reader is referred to [11] , [12] , [13] for general results.
In physical terms, the blow-up with L 2 -concentration of a wave function means that this wave function collapses into a point of physical space and the authors of [3] were interested in such a behaviour of wave functions satisfying their model for damped driven exciton-phonon coupled systems. So, using an arbitrary but smooth rapidly decreasing function f : R → [0, ∞) and an unknown stochastic process x = [x(t), t ≥ 0], they introduced the trial function 
is conserved for all times t before a possible blow-up hence
depends on the initial Cauchy data of (1.1) and the choice of f . The same applies to the parameters
as stated in ( [3] ). (iii) Taking into account the above item (ii) and assuming existence and uniqueness of solutions to (1.4), the trial function has four degrees of freedom given by
is considered a Cauchy problem with physical meaning, one should choose x(0) > 0. Then, a necessary condition for the trial function's blow-up would be that the process x reaches zero in finite time. (iv) Recall the blow-up solution of the classical non-linear Schrödinger equation 
So, in this situation, Weinstein's criterion is kind of sharp and there are regions in the admissible set of initial data which allow for global solutions. The same could apply to the more complex equation (1.1) which means that one has to study (1.4) for all possible choices of the parameters δ, γ, D as they all depend on ψ(·, 0) L 2 or on f , the analogon to Q. Note that γ and D should be positive by item (ii) above.
Let us identify (1.4) with the degenerated diffusion equation
where '•' refers to Statonovich integration. Note that when (1.4) is understood in this sense then there is no difference between Stratonovich and Itô integration because x is of finite variation. First we discuss the existence of weak solutions. Theorem 1.2. Let m be an arbitrary probability measure on (R 2 , B(R 2 )) such that m((0, ∞)×R) = 1. Then there exists a pair [(x(t), y(t), t ≥ 0] of continuous F-adapted processes and an F-Wiener-process W on a filtered probability space (Ω, F , F, P) such that (x(0), y(0)) ∼ m and
for all t ≥ 0, P-a.s.
The proof of this existence result is based on the following lemma. Lemma 1.3. Consider the product
of a probability space (Ω − , F − , P − ) and the standard Wiener space (C([0, ∞)), B(C([0, ∞))), P W ), and let (x − , y − ) be a pair of random variables on
in the canonical way without changing their notation. Then there exists a probability measure 
The above results yield the existence of global weak solutions taking values in (0, ∞) × R which, by standard arguments, can be extended to strong existence and uniqueness as the equation's coefficients are locally Lipschitz on (0, ∞) × R: (i) The authors of [3] did not prove existence and uniqueness of solutions to (1.4)-they rather analysed numerical solutions of (1.4) in order to understand whether trajectories of numerical solutions could reach zero in finite time for different choices of the parameters δ, γ, D. (ii) They concluded that solutions of (1.4) should not reach zero in finite time but that instead, at least for certain choices of δ, γ, D, solutions would exponentially decay to zero-see [3] for the details. As a consequence they would not expect a collapse of the trial wave function given by (1.3) but, for certain choices of δ, γ, D, a so-called pseudocollapse of it when its width exponentially decays.
In our paper we are going to show that there is no exponential decay to zero of the solution to (1.4) for any of the parameters δ, γ, D. As a consequence we would not expect any type of pseudocollapse of the trial wave function given by (1.3) which means that one would have to use a different trial function in order to capture blow-up behaviour of solutions to (1.1).
Note that this contradicts the numerical results mentioned in Remark 1.6(ii) above. We therefore think that the numerical techniques applied in [3] were not powerful enough to achieve the necessary accuracy when tackling stochastic differential equations of type (1.4) and it would be of interest to test other numerical methods and to redo the work carried out in [3, Section IV].
Our argument against exponential decay of the width of the trial wave function is based on the observation that the Markovian transition semigroup [P t , t ≥ 0] has a unique invariant measure with smooth density with respect to Lebesgue measure. If such a measure exists then it would play the role of a unique ergodic state for the system (1.5) on (0, ∞) × R. Hence, as this ergodic state has a smooth density with respect to Lebesgue measure, the sytem's x-component cannot decay to the single point zero and numerical solutions should not show such behaviour. Remark 1.7. For the ergodic theory applied above one needs that the dynamical system associated with [P t , t ≥ 0] is continuous and this follows in our case-see [4, Chapter 2] for the details-from the property
being satisfied for all bounded continuous functions on (0, ∞)×R and all (ξ, η) ∈ (0, ∞)×R. But this property holds indeed true because the solutions constructed in the proof of Theorem 1.2 are continuous in time.
To prove existence of an invariant measure, we transform (1.5) into
using the new coordinates
The formal infinitesimal operator associated with equation (1.7) is given by
Obviously,
and the coefficients of L are locally Lipschitz so that, by standard theory, equation (1.7) has a unique global strong solution on R 2 . Furthermore the Markovian transition semigroup associated with this solution, denoted by [Π t , t ≥ 0], in what follows, is Feller in the sense that it preserves the space of bounded continuous functions-see [9] for a good account on the underlying theory.
Next, we explain in more detail the connection between (1.5) and (1.7). Denote by G 1 and G 2 the transformations
, respectively. Note that both transformations are C ∞ and self-inverting (i.e.
Hence, by Itô's formula and Corollaries 1.4 + 1.5, for a given Wiener process (W, F) on a filtered probability space (Ω, F , F, P), the pair of processes [x(t), y(t), t ≥ 0] is a solution of (1.5) starting from (x(0), y(0)) with x(0) = 0 if and only if [ξ(t), η(t), t ≥ 0] is a solution of (1.7) starting from (1/x(0), x(0) 2 y(0)) and solutions of (1.7) starting from values in (0, ∞) × R and (−∞, 0) × R stay in (0, ∞) × R and (−∞, 0) × R, respectively. Focusing on the case of (0, ∞) × R, we therefore obtain: Corollary 1.8. Now, we emphasise that, in addition to (1.8), the function f L also satisfies
which makes it a proper Lyapunov function [5] for the purpose of constructing an invariant measure via Krylov-Bogolyubov [10] . Therefore, as it satisfies the Feller property, the Markovian transition semigroup [Π t , t ≥ 0] possesses at least one invariant measure.
Remark 1.9.
(i) We could only find a Lyapunov function for L but not for the infinitesimal operator associated with equation (1.5) and that's why we introduced the system (1.7). (ii) Since solutions of (1.7) starting from values in (0, ∞) × R stay in (0, ∞) × R, the above Krylov-Bogolyubov construction even gives existence of an invariant measure whose support is included in (0, ∞) × R. (iii) One cannot straight away construct solutions to (1.5) by applying G 1 to solutions of (1.7). In order to do so one would need to know that solutions of (1.7) starting from values in (0, ∞) × R stay in (0, ∞) × R which was shown by applying Theorem 1.2.
Proposition 1.10. The Markovian transition semigroup [Π t , t ≥ 0] has exactly one invariant measure µ + which satisfies µ + ((0, ∞) × R) = 1. This measure µ + has a density with respect to Lebesgue measure and this density is smooth on (0, ∞) × R.
So, when taking µ to be the restriction to ((0, ∞) × R, B((0, ∞) × R)) of µ + and applying Corollary 1.8, the above theorem immediately implies the final corollary below which was our key argument on page 6 against exponential decay of the width of the trial wave function given by (1.3). Corollary 1.11. The Markovian transition semigroup [P t , t ≥ 0] has a unique invariant measure with smooth density with respect to Lebesgue measure.
Proofs
Proof of Lemma 1.3. Denote by [B t , t ≥ 0] the coordinate process on (C([0, ∞)) , B(C([0, ∞))), P W ) and define the filtration
Of course,ŷ 
which gives an increasing right-continuous G + -adapted process.
Proof. There exists Ω 0 ∈ F + such that Q(Ω 0 ) = 1 and bothŷ(s, ω) is continuous in s as well as τ (ω) < ∞ for all ω ∈ Ω 0 . Choose ω ∈ Ω 0 and assume that lim t↑τ (ω)
T t (ω) = c < +∞.
Then, for t < τ (ω), it follows from the mean value theorem that
wheret ∈ (t, τ (ω)). But, by definition of τ and continuity ofŷ(s, ω) in s,
for somet ∈ (t, τ (ω)), again applying the mean value theorem. Thus
which is a contradiction, proving lim t↑τ (ω) T t (ω) = +∞ for all ω ∈ Ω 0 .
As [T t , t ≥ 0] is continuous and strictly increasing on [0, τ ), Lemma 2.2 implies that the right-inverse A = [A t , t ≥ 0] defined by
is a continuous strictly increasing family of G + -stopping times satisfying A t < τ, t ≥ 0, Q-a.s.
As a consequence, the time-changed processes x + (t) =x(A t ), y + (t) =ŷ(A t ) are well-defined for all t ≥ 0 on a set in F + of Q-measure one. Furthermore, by time-change, equation (2.2) yields
Remark 2.3. It follows immediately from the construction ofx on [0, τ ) that
So, the first two statements of the lemma would be true under the measure Q. But, the last statement-the equation for y + (t)-requires a measure P + different to Q. The next step is to construct this measure.
Introduce the process ρ = [ρ(t), t ≥ 0] given by
which is well-defined since the stochastic integrand is a caglad G + -adapted process. Observe that
and hence
for all t ≥ 0, so that ρ is a G + -martingale by Novikov's condition. Copying the proof of Corollary 5.2 in [8] , one can construct a probability measure P + on G + ∞ such that
is a G + -Wiener-process.
Remark 2.4. (i) The measure constructed in the original proof of Corollary 5.2 in [8] would be defined on σ({B
is not σ({B s : s ≥ 0})-measurable. However, the proof still works when using G + ∞ instead. It is not needed that G + satisfies the usual conditions. (ii) Obviously, the σ-algebra G + ∞ coincides with F + . The measure P + does not have to be absolutely continuous w.r.t. Q but it is on every G + t where P + = ρ(t) · Q. This allows to carry over Q-a.s. events to P + -a.s. events by approximation with monotone sequences of events. For example, by Remark 2.3, Q({x + (t) > 0 for all t < T N ∧τ }) = 1 where {x + (t) > 0 for all t < T N ∧τ } ∈ G + N and {x + (t) > 0 for all t < T (N +1)∧τ } ⊆ {x + (t) > 0 for all t < T N ∧τ }, for all N = 1, 2, . . . , so that
Similarly, equation (2.3) also holds P + -a.s., and (2.1) can be written aŝ
for all t ≥ 0, P + -a.s., which gives
for all t ≥ 0, P + -a.s. Now, let F + be the time-changed filtration given by F
because ρ(0) = 1. Also, note that [x + (t), y + (t), t ≥ 0] are F + -adapted processes which are both P + -a.s. continuous. Furthermore, the process M + (t) def =Ŵ + (A t ), t ≥ 0, is a continuous local F + -martingale with quadratic variation M + = A. Since, P + -a.s., this quadratic variation takes the form t 0 x + (s) −4 ds, t ≥ 0, where the integrand x + (s) −4 , s ≥ 0, is positive and continuous, Theorem II.7.1 in [7] implies that there is an F + -Wiener-process W + on (Ω + , F + , P + ) such that
Hence (2.4) translates into
for all t ≥ 0, P + -a.s., finally proving the lemma.
Proof of Theorem 1.2. Set Ω − = R 2 , F − = B(R 2 ), P − = m and let (x − , y − ) be the random variable on (Ω − , F − , P − ) induced by the identity on R 2 . Observe that P − ({x − > 0}) = 1 is an immediate consequence of m((0, ∞) × R) = 1.
Hence, there is a tupel (Ω + , F + , F + , P + , [x + (t), y + (t), W + (t), t ≥ 0]) the components of which satisfy the properties stated in the conclusion of Lemma 1.3. Moreover, using dx + (t) = y + (t) dt and (2.5) when multiplying x + (t)
2 by y + (t), we obtain that
for all t ≥ 0, P + -a.s., and hence one can also consider W + a Wiener process with respect to the filtration obtained by P + -augmentation of σ({(x + (s), y + (s)) : s ≤ t}), t ≥ 0. The next step is to construct, by induction, a sequence (
for all t ∈ [0, n], P n -a.s., where [x n (t), y n (t), W n (t), t ≥ 0] are continuous F nadapted processes of which W n is an F n -Wiener process, and (x n (0), y n (0)) ∼ m.
Observe that the tupel (Ω + , F + , F + , P + , [x + (t), y + (t), W + (t), t ≥ 0]) found in the first part of the proof plays the role of the initial case n = 1, of course.
So, fix n ≥ 2 and suppose that (Ω n−1 , F n−1 , F n−1 , P n−1 , [x n−1 (t), y n−1 (t), W n−1 (t), t ≥ 0]) has already been constructed. By the argument following (2.6), we also assume that W n−1 is a Wiener process with respect to the filtration obtained by P n−1 -augmentation of σ({(x n−1 (s), y n−1 (s)) : s ≤ t}), t ≥ 0.
Reset Ω − = Ω n−1 , F − = F n−1 , P − = P n−1 and choose x − = x n−1 (n − 1), y − = y n−1 (n − 1). Then, again by Lemma 1.3, there is a corresponding tupel (Ω + , F + , F + , P + , [x + (t), y + (t), W + (t), t ≥ 0]) which we now denote by (Ω n , F n , F + , P n , [x + (t), y + (t), W + (t), t ≥ 0]). Recall that [x n−1 (t), y n−1 (t), W n−1 (t), t ≥ 0] are extended to (Ω n , F n , P n ) in the canonical way without changing their notation. Define, for t ≥ 0,
and build the filtration F n from both F n−1 and F + by
: t ≥ n − 1.
All in all, because of
, we can easily conclude that the above construction yields the wanted tupel (Ω n , F n , F n , P n , [x n (t), y n (t), W n (t), t ≥ 0]) satisfying (2.7).
Note that, as a consequence of (2.5), we also have
for all t ≥ 0, P n -a.s., leading to the nth-step analogue of (2.6), that is,
for all t ≥ 0, P n -a.s., so that W n can also be considered a Wiener process with respect to the filtration obtained by P n -augmentation of σ({(x n (s), y n (s)) : s ≤ t}), t ≥ 0.
The next step of the proof consists in constructing a measure on ((
[0,∞) )) whose finite-dimensional distributions are induced by the laws of the two-dimensional processes [x n (t), y n (t), t ≥ 0], n = 1, 2, . . . , in the following way.
For an arbitrary finite sequence of non-negative mutually different numbers t = (t 1 , . . . , t k ) define
where n is the smallest integer such that n ≥ max{t 1 , . . . , t k }. Then {P t } is a consistent family of finite-dimensional distributions in the sense of Kolmogorov.
Hence there is a probability measure
where [x(t), y(t), t ≥ 0] denotes the coordinate process on Ω = (R 2 ) [0,∞) . Let F be the completion of B((R 2 ) [0,∞) ) with respect to P, and let F be the filtration obtained by P-augmentation of σ({x(s), y(s) : s ≤ t}), t ≥ 0.
Note that, almost surely, [x(t), y(t), t ≥ 0] is a pair of continuous F-adapted processes. This is seen by two simple arguments. First, since
each of the events {t → (x(t), y(t)) continuous on [0, n]} is in F , n = 1, 2, . . . , and second,
In what follows, [x(t), y(t), t ≥ 0] always stands for a fixed continuous version indistinguishable of the coordinate process.
Of course, in a similar way, one shows that (x(0), y(0)) ∼ m, x(t) > 0 for t ≥ 0, P-a.s., as well as
Now introduce
and observe that this process is a Wiener process because, by (2.8), it satisfies
for every t = (t 1 , . . . , t k ), n ≥ max{t 1 , . . . , t k } and Γ ∈ B(R k ), and because the continuity of [x(t), y(t), t ≥ 0] makes it a continuous process. Furthermore, as W n can be considered a Wiener process with respect to the filtration obtained by P n -augmentation of σ({(x n (s), y n (s)) : s ≤ t}), t ≥ 0, one can also consider W to be an F-Wiener-process.
Finally, again using the corresponding property on (Ω n , F n , P n ), each of the processes [y(t ∧ n), t ≥ 0] is an F-semimartingale, n = 1, 2, . . . , and hence [y(t), t ≥ 0] is one, too. As a consequence,
follows from (2.9) and the definition of W (t) by partial integration. Thus, using the above right-hand side when calculating t 0
x(s) −2 dW (s) for any t ≥ 0 eventually proves the theorem. Proof. First observe that any solution [ξ(t), η(t), t ≥ 0] to (1.7) starting from (ξ(0), η(0)) ∈ {0} × R satisfies
so that solutions to (1.7) starting from values in {0} × R stay in {0} × R. Recall the paragraph before Corollary 1.8 on page 7 where it is stated that solutions of (1.7) starting from values in (0, ∞) × R and (−∞, 0) × R stay in (0, ∞) × R and (−∞, 0) × R, respectively. Hence, if µ is an invariant measure of [Π t , t ≥ 0], then, for any bounded measurable function φ :
for all t ≥ 0, where µ 0 stands for the restriction to {0} × R of µ, δ 0 is the Dirac measure at zero on (R, B(R)), and N (0, 2Dt) denotes the centred Gaussian measure with variance 2Dt. This implies µ 0 = µ 0 * [δ 0 ⊗ N (0, 2Dt)], for all t ≥ 0, which can only be true if µ({0} × R) = 0.
By combining the above lemma and Remark 1.9(ii), the Markovian transition semigroup Π t , t ≥ 0, must have an extremal invariant measure µ + satisfying
(2.10)
We are going to show that there is only one measure of this type and that this measure has all properties claimed in Theorem 1.10. Our proof is based on two standard arguments for this purpose which need to be verified:
While showing the former requires more effort the latter can easily be verified by checking Hörmanders bracket condition. Let us first introduce the notion of an invariant control set. This notion relates to the control problem
associated with (1.7) where we restrict ourselves to smooth admissible controls
there exists a solution to the above control problem starting from (ξ, η) such that z 1 = z 1 (T ) and z 2 = z 2 (T )}, and define
and C is maximal with respect to inclusion. Hence, the two vector fields X 1 and [X 0 , X 1 ] span the whole tangent space at any point in (0, ∞)×R so that, by Hörmander's theorem [6] , both L and its (formal) adjoint L ⋆ , when considered PDE operators on (0, ∞) × R, are hypoelliptic. Finally, we verify that (0, ∞) × R is an invariant control set finishing the proof of the theorem. First, the maximality required in Definition 2.6 is clear because solutions to (1.7) starting from values in (0, ∞) × R stay in (0, ∞) × R. So, for C = (0, ∞) × R, we need to show that C = O(ξ, η) for all (ξ, η) ∈ C which is a consequence of Lemma 2.7 below. Lemma 2.7. For any pair (ξ, η), (z 1 , z 2 ) ∈ (0, ∞) × R, there exists a smooth control u : [0, 1] → R such that the deterministic differential equation dt z 2 (t) = δ z 1 (t) + 2z 1 (t) 3 z 2 (t) 2 − γ z 1 (t) 4 z 2 (t) + u(t) (2.11)
has a solution on [0, 1] subject to z 1 (0) = ξ, z 2 (0) = η, z 1 (1) = z 1 , z 2 (1) = z 2 , and z 1 (t) > 0, t ∈ [0, 1].
